Points to Patches: Enabling the Use of Self-Attention for 3D Shape Recognition
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Abstract—While the Transformer architecture has become ubiquitous in the machine learning field, its adaptation to 3D shape recognition is non-trivial. Due to its quadratic computational complexity, the self-attention operator quickly becomes inefficient as the set of input points grows larger. Furthermore, we find that the attention mechanism struggles to find useful connections between individual points on a global scale. In order to alleviate these problems, we propose a two-stage Point Transformer-in-Transformer (Point-TnT) approach which combines local and global attention mechanisms, enabling both individual points and patches of points to attend to each other effectively. Experiments on shape classification show that such an approach provides more useful features for downstream tasks than the baseline Transformer, while also being more computationally efficient. In addition, we also extend our method to feature matching for scene reconstruction, showing that it can be used in conjunction with existing scene reconstruction pipelines.

I. INTRODUCTION

Due to the unordered nature of 3D point clouds, applying neural networks for shape recognition requires the use of permutation-equivariant architectures. The Transformer, first introduced by Vaswani et al. \cite{vaswani2017attention} for the task of natural language processing, is an example of such an architecture and given its recent success in the fields of image classification \cite{he2016deep, resnet2016}, object detection \cite{ren2015faster}, video analysis \cite{carreira2017quo}, speech recognition \cite{chorowski2015attention, implantic2019speech, povey2011kaldi, lample2019word}, and more, its application to 3D point clouds is a natural step of exploration. While some attempts to adopt the Transformer architecture for this task have been made \cite{dai2019image, le2014transformer, chen2018transformer}, they all suffer from different weaknesses, such as a reduced receptive field and high computational cost. Inspired by the Transformer-in-Transformer architecture for image processing \cite{li2020transformer}, we propose a method that addresses both of these problems by using a two-stage attention mechanism which is able to learn more descriptive features while also lowering the number of required computations.

In summary, our main contributions are
1) We propose a two-stage Transformer architecture that combines attention mechanisms on a local and global scale. By sampling a sparse set of anchor points we create patches of local features. Self-attention can then be applied both on points within the patches and on the patches themselves.

2) Our experiments show that this approach gives significant uplifts compared to applying self-attention on the entire set of points, while also reducing the computational complexity.

3) We show that our proposed architecture achieves competitive results on 3D shape classification benchmarks, while requiring fewer floating point operations (FLOPs) compared to other methods, and that it can be used for improving 3D feature matching.

II. RELATED WORK

Shape Recognition Extracting useful features from 3D point cloud shapes requires special considerations. In contrast to images, where the pixels are naturally ordered on a grid structure, a point cloud is typically represented as an unordered set of data points, each containing three-dimensional coordinates and possibly other feature channels, such as normal vectors and color information. This prevents the direct use of classical deep learning techniques like multi-layer perceptrons (MLPs) and convolutional neural networks (CNNs) when combining features from different points, since their predictions depend on the ordering of the input features. In recent years, several paradigms have been developed to work around this problem and they can roughly be divided into three categories: volumetric, multi-view and set based approaches.
The volumetric approach, as proposed in [15, 16], aims to map the points onto a three-dimensional occupancy grid of voxels, which allows for the use of CNNs for feature extraction. However, this approach suffers from poor scaling behaviour with the grid-resolution, making it intractable for processing of large point cloud scenes. This problem can be alleviated to some extent by using sparse convolutions [17], but will inevitably suffer from loss of geometric detail when points are mapped to an occupancy grid. In contrast, the multi-view approach instead maps the point clouds onto multiple two-dimensional grids, each capturing a different view of the scene. This method, first proposed in [18], has later been refined to use adaptive views that are learned at training time [19]. Others have proposed combining the multi-view approach with graph convolutional networks (GCN) in order to aggregate views over nearby view positions [20].

A family of neural networks termed Deep Sets, which allows for feature extraction on unordered sets without mapping them to any grid-like structure, was introduced by Zaheer et al. [21]. Such networks can be realized by weight sharing across all input points and the use of a symmetric aggregation function, e.g. the max or mean values of the sets, which enables extraction of permutation-equivariant point features. Concurrent work by Qi et al. [22] introduced PointNet, where this architecture was combined with a Spatial Transformer network [23] (not to be confused with the attention-based Transformer), that can learn to align point clouds in a common frame of reference [22]. This approach has later been enhanced by exploiting geometric properties of the point cloud, such as the nearest neighbour graph [24], [25], which enables aggregation not only over the entire point cloud, but also over local neighbourhoods of points.

Self-Attention and the Transformer The Transformer architecture [1] belongs to the family of permutation-equivariant neural networks and is therefore a natural extension of the Deep Sets architecture. By allowing all elements of the input set to attend to each other, the Transformer is able to learn interactions between elements, which greatly enhances the network ability to learn complex interactions. It was first applied to point clouds by Lee et al. [10], who noted that this quickly becomes infeasible as the computational requirement grows quadratically with number of input points. They addressed this problem by introducing the concept of induced set attention by allowing the points to attend to a set of learnable parameters instead of themselves.

Zhao et al. [11] proposed a modified Transformer architecture, which only computes local attention between a point and its nearest neighbours. However, this approach removes the main benefit of self-attention, namely that it enables a global receptive field in early layers of the network. In contrast, Guo et al. [12] introduced offset attention with a neighbour embedding module in order to perform attention between groups of points, where each group is represented by a local feature. This method omits local attention entirely and for segmentation tasks it also suffers from quadratic complexity in the number of input points. Finally, a third approach has been explored in [26], where self-attention is computed both between points and channels within points, but only at a late stage in the network and only for the particular task of areal LiDAR image segmentation.

Recently, Transformers have also shown great success in the domain of computer vision in the form of the Vision Transformer [2], [3], where an image is regarded as a set of local patches, which can then be processed using a Transformer with minimal modifications. Han et al. [13] proposed the Transformer-in-Transformer architecture, which extends the baseline vision Transformer with pixel-wise attention within patches. Our approach is inspired by this work, in the sense that we use two branches of Transformers, one for local and one for global attention. This enables a global receptive field early in the network, while reducing the computational requirement of the self-attention operation compared to a baseline Transformer implementation.
III. Method

Preliminaries Let $X \in \mathbb{R}^{N \times d}$ be a matrix representation of a set, containing $N$ features in $d$-dimensional space. Furthermore, following the definitions introduced in [1], let $Q = X_i W_Q$, $K = X_i W_K$ and $V = X_i W_V$ denote the queries, keys and values respectively, where $W_Q, W_K, W_V \in \mathbb{R}^{d \times d_h}$ are learnable parameters and $d_h$ is the attention-head dimension. We then define the self-attention (SA) operator as

$$\text{SA}(X) = \text{Softmax} \left( \frac{QK^T}{\sqrt{d_h}} \right) V,$$

where the softmax function is applied on each row individually. We note that the SA operation is permutation-equivariant, since for any permutation $\pi$ over the rows of $X$, we have that $\text{SA}(\pi X) = \pi \text{SA}(X)$. This property is especially useful if $X$ represents a collection of unordered points, which is common in many 3D learning scenarios.

By performing multiple SA operations, where each operator has its own learnable set of weights, in parallel and concatenating the results column-wise, we can define the multi-headed SA operator (MSA) as

$$\text{MSA}(X) = [\text{SA}_1(X); \text{SA}_2(X); \ldots; \text{SA}_h(X)] W_P,$$

where $;$ denotes column-wise concatenation, $W_P \in \mathbb{R}^{hd_h \times d}$ is another learnable parameter and $h$ is the number of attention heads. Using the above notation, we can define the Transformer layer $T_\theta$ as

$$\tilde{X} = \text{MSA}(\text{LN}(X)) + X,$$

$$T_\theta(X) = \text{MLP}(\text{LN}(\tilde{X})) + \tilde{X},$$

where MLP denotes a multi-layer perceptron with a single hidden layer and GELU activation [27], LN is the LayerNorm [28] operation and $\theta$ is the collection of parameters for the particular layer. Here we use the pre-norm [29] variant of the Transformer, where LayerNorm is applied before the MSA and MLP operations.

In order to aggregate features in a permutation-invariant fashion, we follow [25] and compute the maximum and average over all features and concatenate the results column-wise. This can be compactly expressed as

$$\alpha(X) = \begin{bmatrix} \max_i X_i; \frac{1}{N} \sum_i X_i \end{bmatrix}, \quad i = 1, \ldots, N,$$

where $X_i$ are the rows of $X$.

Point Transformer-in-Transformer Now we are ready to define our main architecture. Let $\mathcal{X} = \{x_i\}_{i=1}^N$ be a set of $N$ points in three-dimensional space. A naive application of the Transformer architecture would be to apply self-attention between all points, such that each point in the set can attend to every other point. Here we instead investigate how the attention mechanism can be applied within and between local patches of points, effectively splitting the self-attention operator into two different branches. An overview of our method can be seen in Figure 2.

First, we compute the $k$-nearest neighbour ($k$-NN) graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, with vertices $\mathcal{V} = \{i\}_{i=1}^N$ and directed edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ from vertex $i$ to $j$ if $x_j$ is one of $x_i$’s $k$-nearest neighbours. In order to create patches, we then sample a sparse set of $M$ anchor points and aggregate features from their neighbours. We do this by considering the subgraph $\mathcal{H} = (\mathcal{V}', \mathcal{E}')$ of $\mathcal{G}$, which has edges from $i$ to $j$ if $i \in \mathcal{V}' \land (i, j) \in \mathcal{E}$, where $\mathcal{V}' \subset \mathcal{V}$ and $|\mathcal{V}'| = M < N$. In practice, we create $\mathcal{H}$ by sampling a subset of points using farthest point sampling [30], as shown in Figure 3, which guarantees that the vertices in $\mathcal{V}'$ are evenly distributed across the whole point cloud. From now on, we will refer to the set $\mathcal{J} = \{x_m\}_{m \in \mathcal{V}'}$ as the anchor points.

Since local geometry is best represented in a local frame of reference [25], we then extract edge features for each anchor point as $E_m^\mathcal{E} = [e_{m1}, \ldots, e_{mk}]^T$, where $e_{mj} = x_j - x_m$, $(m, j) \in \mathcal{E}'$. Without loss of generality, we can stack the anchor points into a matrix $Y = [x_1, \ldots, x_M]^T \in \mathbb{R}^{M \times 3}$, where the order of the anchor points is not important. These are then, together with their corresponding edge features, projected to higher dimensions as $Y_0 = Y W_Y$ and $E_m^\mathcal{E} = E_m^\mathcal{E} W_E$, where $W_Y \in \mathbb{R}^{3 \times d_E}$ and $W_E \in \mathbb{R}^{3 \times d_E}$ respectively.

The anchor and edge features are then processed using two branches of $L$ sequential Transformer blocks. The local branch computes self-attention between edge features, which enables interaction between edges within the neighbourhoods of the anchor points:

$$E_l^m = T_{\theta_i}^{\text{local}}(E_l^{m-1}), \quad l = 1, \ldots, L.$$

After each local Transformer layer, the neighbourhood features are aggregated and concatenated into a new matrix as $E_l = [\alpha(E_l^1), \ldots, \alpha(E_l^M)] \in \mathbb{R}^{M \times 2d_E}$, which is then added to each anchor point using another linear projection:

$$\hat{Y}_{l-1} = Y_{l-1} + E_l W_Y, \quad l = 1, \ldots, L,$$
where $W_i \in \mathbb{R}^{2d_i \times d_Y}$. Now, $Y_i$ contains feature descriptors for the local patches around each anchor point. The global branch then computes attention between the patches, which enables interaction on a global scale:

$$Y_l = T_{h_l}^{\text{global}}(Y_{l-1}), \quad l = 1, \ldots, L.$$  \hfill (9)

In order to exploit intermediate feature representations, the anchor point features from each layer are concatenated, combined using a single-layer MLP and aggregated in order to form a single global feature for the entire point cloud:

$$Z = \alpha(\text{MLP}([Y_1; \ldots; Y_L])), \hfill (10)$$

such that $Z \in \mathbb{R}^{2d_f}$, where $d_f$ is the embedding dimension of the global feature. The global feature is then used for downstream tasks, using e.g. another MLP for classification. Alluding to the Transformer-in-Transformer for images [13], we refer to our proposed method as Point Transformer-in-Transformer (Point-TnT).

### Computational Analysis
Whereas a naive transformer implementation requires $O(N^2)$ computations for the SA operator, the complexity is reduced significantly by splitting the attention into local and global branches. For our method, the complexity of the local and global transformers is $O(Mk^2)$ and $O(M^2)$ respectively, resulting in a reduced number of self-attention operations compared to a naive Transformer implementation as long as $Mk^2 + M^2 < N^2$, a condition which can easily be satisfied by limiting the number of neighbours and anchor points.

## IV. Experiments

### A. Shape Classification

We train and evaluate our model on the ScanObjectNN dataset [14], which contains 14,510 real-world 3D objects in 15 categories, obtained from scans of indoor environments.

This dataset is particularly challenging, since the point clouds contain cluttered backgrounds and partial occlusions. We use the hardest version of the dataset (PB_T50_RS), which has been altered using random perturbations, and the official 80/20 train/test split. This dataset also comes with per-point labels that can be used to segment the point cloud into the object and background categories. While some methods use the segmentation masks during training in order to learn to discard points belonging to the background, we do not exploit this information, since it requires additional computational overhead.

In the default setting, we use $M = 192$ anchor points and $k = 20$ neighbours. The embedding dimensions are chosen as $d_Y = 192$ and $d_k = 32$ for the anchor points and edges respectively, and we use a global feature embedding dimension of $d_f = 1024$ and a total of $L = 4$ sequential Transformer blocks. Following [33], we let $d_Y / h = 64$ and consequently use $h = 3$ attention heads for both Transformer branches. As in [25], the final MLP used for classification contains two hidden layers of size 512 and 256 respectively, with batch normalization and dropout applied in each layer. We train our network using the standard cross-entropy loss function for 500 epochs, with a batch size of 32 using the AdamW optimizer [36] with a weight decay of 0.1 and a cosine learning rate schedule starting at 0.001. For data augmentation, we use RSMix [37] in addition to random anisotropic scaling and shifting. For each experiment, we train our model three times and report a 95% confidence interval for the mean accuracy.

We compare our method to a naive approach that applies self-attention directly on all points, which corresponds to using all points as anchors and no neighbours, thereby discarding the local branch of the network, and refer to this method simply as Baseline. When comparing to previously published methods, we use two different evaluation protocols. Protocol 1 uses the model at the last training epoch for evaluation on the test set, whereas Protocol 2 evaluates the model on the test set each training epoch and reports the best obtained test accuracy. Although Protocol 2 clearly exploits information from the test set, we present results using both protocols for better side-by-side comparisons with other methods. For further discussion of different evaluation protocols, we refer to [34].

We compare the overall accuracy and average per-class accuracy to previously published methods in Table I. Our method achieves an accuracy on par with state-of-the-art results, and the best result among the methods that do not exploit the background segmentation masks during training, outperforming all multi-view methods. Furthermore, it can be observed that using a sparse set of anchor points in conjunction with aggregation over neighbouring points performs significantly better than the baseline approach, which is not competitive on this task. This shows that global point-wise attention is not enough to capture semantic properties of objects, and that it is necessary to consider local geometric properties in order to efficiently utilize the attention mechanism.

1 Code is available at https://github.com/axeber01/point-tnt
Fig. 4. Visualization of the learned attention patterns in the final Transformer layer. The blue cross indicates the point for which the attention map is computed and the red, green, and yellow dots highlight the attention for the three different heads, where the size of the points are scaled proportionally to the magnitude of the attention weights. Top: our proposed method using a sparse set of anchor points. Bottom: baseline method, using all points as anchors.

| Method       | #params | GFLOPs | acc.       |
|--------------|---------|--------|------------|
| Baseline     | 3.8M    | 4.33   | 74.4 ± 1.3 |
| Point-TnT-1  | 1.7M    | 0.80   | 82.6 ± 0.4 |
| Point-TnT-2  | 2.6M    | 0.97   | 83.3 ± 0.1 |
| Point-TnT-3  | 3.9M    | 1.19   | 83.5 ± 0.1 |

For completeness, we also evaluate our method on the ModelNet40 dataset [15], which contains 9,843 synthetic shapes for training and 2,468 for testing, in 40 different categories. We obtain 92.6 ± 0.2% and 93.2 ± 0.2% accuracy using Protocol 1 and 2 respectively, which is competitive with other methods.

We visualize the learned attention patterns from the different attention heads, as shown in Figure 4, using our proposed method and the naive baseline. It can be seen that when using a sparse set of anchor points, using their neighbours to form patches, the attention mechanism effectively learns to segment the point cloud into semantically meaningful parts. This allows the network to connect different parts of the point cloud when computing the global feature. However, when using the baseline approach, the attention map is not semantically meaningful. This illustrates the importance of neighbourhood context when computing self-attention, which is not used in the naive baseline approach.

**B. Ablation Study**

**Model scaling** In order to highlight the trade-off between model size, computational complexity and classification accuracy, we ablate the number of attention heads (and scale the embedding dimension $d_Y$ accordingly) for our method. In Table II it can be seen that accuracy increases with the model size and that the number of FLOPs is low compared to the baseline, even for similar model sizes. As shown in Section III, splitting the self-attention operator into two branches reduces the number of computations significantly, which in practice leads to a reduced number of FLOPs per forward-pass through the network.

In Figure 1, we illustrate the trade-off between FLOPs and classification accuracy for different methods, highlighting the competitive trade-off our proposed method. This result is in agreement with recent trends in computer vision, where Transformers are shown to be more computationally efficient compared to other architectures [13].

**Attention mechanisms** In order to demonstrate the effectiveness of the self-attention mechanisms, we ablate both the global and local attention modules in the Transformer blocks of the network by disabling the corresponding MSA operations. For the baseline method, there is only a single (global) attention mechanism which can be ablated. The results, shown in Table III, verify that for our proposed method, both modules are indeed useful and increase the overall accuracy. Furthermore, they are additive in the sense

| Method       | local att. | global att. | acc.       |
|--------------|------------|-------------|------------|
| Baseline     | ×          | ✓           | 67.1 ± 0.7 |
| ✓            | ✓          | 74.4 ± 1.3  |
| Point-TnT    | ×          | ✓           | 79.8 ± 0.8 |
| ✓            | ✓          | 80.4 ± 1.8  |
| ✓            | ✓          | 82.9 ± 0.1  |
| ✓            | ✓          | 83.5 ± 0.1  |
that they can be used interchangeably or in combination, in order to trade-off accuracy for computation and model size. The tighter bound on the accuracy when using global attention also suggests that it helps stabilize training. The baseline method also benefits from attention to some extent, but adding it to the network does not yield the same improvement as simply splitting the network into two branches.

**Number of anchors and neighbours** Finally, we investigate the effect of varying the number of anchor points and neighbours, as shown in Table IV. As expected, a relatively large number of anchors is required in order to accurately represent the global shape of the point cloud. However, concerning the number of nearest neighbours, it seems that 10 is sufficient for good accuracy, but increasing it further reduces variance between different training runs.

### C. Feature Matching on 3DMatch

In order to demonstrate how Point-TnT can be applied to a real-world scene reconstruction scenario, we consider the problem of feature matching on the 3DMatch dataset [38], which consists of 62 indoor scenes collected from RGB-D measurements. The goal of the feature matching task is to generate descriptors of local patches of the scenes which can be used for matching scans that have significant overlap. More specifically, given a pair of point cloud scenes \((\mathcal{X}, \mathcal{X}')\) with at least 30% overlap, we find the corresponding points by extracting local features and matching them using nearest neighbour search. It then becomes possible to register the two scenes by estimating a rigid transformation using e.g. RANSAC.

We use the official split, with 54 scenes for training and 8 for testing, and the same pre-processing setup as in DIP [39], with the exception of the feature extraction network. Whereas the original implementation uses a Spatial Transformer for initial alignment of the point clouds and then a simple PointNet for feature extraction, we remove the Spatial Transformer entirely and replace the PointNet with our Point-TnT model. During training, we sample local patches consisting of \(N = 256\) points from the overlapping regions, and train by minimizing the hardest contrastive loss [40]. We train our network for 10 epochs using the AdamW optimizer [36] with a weight decay of 0.1 and a cosine learning rate schedule starting at 0.0001, without any data augmentation. Since each local patch processed by the network consists of only 256 points, we modify the parameters of our method to use \(M = 48\) and \(k = 10\) anchor points and neighbours respectively. For fair comparison to DIP, we use the same feature dimension (32) at the final layer as the original implementation.

During evaluation, we randomly sample 5000 points from each fragment and report the feature matching recall (FMR), i.e. the fraction of successful alignments with an inlier ratio of at least 5%, where an inlier pair is defined by being less than 10 cm apart. In order to match corresponding patches, we use the global feature pairs \((Z, Z')\), where \(Z\) and \(Z'\) are calculated using (10) for the two patches, and perform mutual nearest neighbour search in feature space. We refer to the original DIP authors’ publication for a complete description of the experimental settings and evaluation protocol [39].

The results shown in Table V suggest that Point-TnT finds more descriptive features than the original DIP implementation and reduces the number of unsuccessful matches by 38%, without requiring any initial alignment, which shows that our method can be used for improving real-world scene reconstruction pipelines.

### V. Conclusions

In this work, we have explored the limitations and advantages of the Transformer architecture for 3D shape recognition. We have shown that naively applying self-attention to all points in a point cloud is both computationally inefficient and not very useful for learning descriptive feature representations. However, when applied within and between local patches of points, representation ability is drastically improved. This result is in agreement with recent works in image classification [2], [13], where the Transformer architecture has shown to work better on local image patches rather than individual pixels. It also makes feature extraction more computationally tractable, which creates new opportunities for applying attention mechanisms to edge use cases that rely on unstructured 3D data, such as simultaneous localization and mapping (SLAM), where computational resources are limited. In future work, we will consider integrating and extending our method for mobile SLAM pipelines.
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