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Abstract
Educational data mining has become an effective tool for exploring the hidden relationships in educational data and predicting students’ academic achievements. This study proposes a new model based on machine learning algorithms to predict the final exam grades of undergraduate students, taking their midterm exam grades as the source data. The performances of the random forests, nearest neighbour, support vector machines, logistic regression, Naïve Bayes, and k-nearest neighbour algorithms, which are among the machine learning algorithms, were calculated and compared to predict the final exam grades of the students. The dataset consisted of the academic achievement grades of 1854 students who took the Turkish Language-I course in a state University in Turkey during the fall semester of 2019–2020. The results show that the proposed model achieved a classification accuracy of 70–75%. The predictions were made using only three types of parameters; midterm exam grades, Department data and Faculty data. Such data-driven studies are very important in terms of establishing a learning analysis framework in higher education and contributing to the decision-making processes. Finally, this study presents a contribution to the early prediction of students at high risk of failure and determines the most effective machine learning methods.
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Introduction
The application of data mining methods in the field of education has attracted great attention in recent years. Data Mining (DM) is the discovery of data. It is the field of discovering new and potentially useful information or meaningful results from big data (Witten et al., 2011). It also aims to obtain new trends and new patterns from large datasets by using different classification algorithms (Baker & Inventado, 2014).

Educational data mining (EDM) is the use of traditional DM methods to solve problems related to education (Baker & Yacef, 2009; cited in Fernandes et al., 2019). EDM is the use of DM methods on educational data such as student information, educational records, exam results, student participation in class, and the frequency of...
students’ asking questions. In recent years, EDM has become an effective tool used to identify hidden patterns in educational data, predict academic achievement, and improve the learning/teaching environment.

Learning analytics has gained a new dimension through the use of EDM (Waheed et al., 2020). Learning analytics covers the various aspects of collecting student information together, better understanding the learning environment by examining and analysing it, and revealing the best student/teacher performance (Long & Siemens, 2011). Learning analytics is the compilation, measurement and reporting of data about students and their contexts in order to understand and optimize learning and the environments in which it takes place. It also deals with the institutions developing new strategies.

Another dimension of learning analytics is predicting student academic performance, uncovering patterns of system access and navigational actions, and determining students who are potentially at risk of failing (Waheed et al., 2020). Learning management systems (LMS), student information systems (SIS), intelligent teaching systems (ITS), MOOCs, and other web-based education systems leave digital data that can be examined to evaluate students’ possible behavior. Using EDM method, these data can be employed to analyse the activities of successful students and those who are at risk of failure, to develop corrective strategies based on student academic performance, and therefore to assist educators in the development of pedagogical methods (Casquero et al., 2016; Fidalgo-Blanco et al., 2015).

The data collected on educational processes offer new opportunities to improve the learning experience and to optimize users’ interaction with technological platforms (Shorfuzzaman et al., 2019). The processing of educational data yields improvements in many areas such as predicting student behaviour, analytical learning, and new approaches to education policies (Capuano & Toti, 2019; Viberg et al., 2018). This comprehensive collection of data will not only allow education authorities to make data-based policies, but also form the basis of software to be developed with artificial intelligence on the learning process.

EDM enables educators to predict situations such as dropping out of school or less interest in the course, analyse internal factors affecting their performance, and make statistical techniques to predict students’ academic performance. A variety of DM methods are employed to predict student performance, identify slow learners, and dropouts (Hardman et al., 2013; Kaur et al., 2015). Early prediction is a new phenomenon that includes assessment methods to support students by proposing appropriate corrective strategies and policies in this field (Waheed et al., 2020).

Especially during the pandemic period, learning management systems, quickly put into practice, have become an indispensable part of higher education. While students use these systems, the log records produced have become ever more accessible. (Macfadyen & Dawson, 2010; Kotsiantis et al., 2013; Saqr et al., 2017). Universities now should improve the capacity of using these data to predict academic success and ensure student progress (Bernacki et al., 2020).

As a result, EDM provides the educators with new information by discovering hidden patterns in educational data. Using this model, some aspects of the education system can be evaluated and improved to ensure the quality of education.
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In various studies on EDM, e-learning systems have been successfully analysed (Lara et al., 2014). Some studies have also classified educational data (Chakraborty et al., 2016), while some have tried to predict student performance (Fernandes et al., 2019).

Asif et al. (2017) focused on two aspects of the performance of undergraduate students using DM methods. The first aspect is to predict the academic achievements of students at the end of a four-year study program. The second one is to examine the development of students and combine them with predictive results. He divided the students into two parts as low achievement and high achievement groups. He have found that it is important for the educators to focus on a small number of courses indicating particularly good or poor performance in order to offer timely warnings, support underperforming students and offer advice and opportunities to high-performing students. Cruz-Jesus et al. (2020) predicted student academic performance with 16 demographics such as age, gender, class attendance, internet access, computer possession, and the number of courses taken. Random forest, logistic regression, k-nearest neighbours and support vector machines, which are among the machine learning methods, were able to predict students' performance with accuracy ranging from 50 to 81%.

Fernandes et al. (2019) developed a model with the demographic characteristics of the students and the achievement grades obtained from the in-term activities. In that study, students’ academic achievement was predicted with classification models based on Gradient Boosting Machine (GBM). The results showed that the best qualities for estimating achievement scores were the previous year’s achievement scores and unattendance. The authors found that demographic characteristics such as neighbourhood, school and age information were also potential indicators of success or failure. In addition, he argued that this model could guide the development of new policies to prevent failure. Similarly, by using the student data requested during registration and environmental factors, Hofffait and Schyns (2017) determined the students with the potential to fail. He found that students with potential difficulties could be classified more precisely by using DM methods. Moreover, their approach makes it possible to rank the students by levels of risk. Rebai et al. (2020) proposed a machine learning-based model to identify the key factors affecting academic performance of schools and to determine the relationship between these factors. He concluded that the regression trees showed that the most important factors associated with higher performance were school size, competition, class size, parental pressure, and gender proportions. In addition, according to the random forest algorithm results, the school size and the percentage of girls had a powerful impact on the predictive accuracy of the model.

Ahmad and Shahzardi, (2018) proposed a machine learning-based model to find an answer to the question whether students were at risk regarding their academic performance. Using the students’ learning skills, study habits, and academic interaction features, they made a prediction with a classification accuracy of 85%. The researchers concluded that the model they proposed could be used to determine academically unsuccessful student. Musso et al., (2020) proposed a machine learning model based on learning strategies, perception of social support, motivation, socio-demographics, health condition, and academic performance characteristics. With this model, he predicted the academic performance and dropouts. He concluded that the predictive variable with
the highest effect on predicting GPA was learning strategies while the variable with the greatest effect on determining dropouts was background information.

Waheed et al., (2020) designed a model with artificial neural networks on students’ records related to their navigation through the LMS. The results showed that demographics and student clickstream activities had a significant impact on student performance. Students who navigated through courses performed higher. Students’ participation in the learning environment had nothing to do with their performance. However, he concluded that the deep learning model could be an important tool in the early prediction of student performance. Xu et al. (2019) determined the relationship between the internet usage behaviors of university students and their academic performance and he predicted students’ performance with machine learning methods. The model he proposed predicted students’ academic performance at a high level of accuracy. The results suggested that Internet connection frequency features were positively correlated with academic performance, whereas Internet traffic volume features were negatively correlated with academic performance. In addition, he concluded that internet usage features had an important role on students’ academic performance. Bernacki et al. (2020) tried to find out whether the log records in the learning management system alone would be sufficient to predict achievement. He concluded that the behaviour-based prediction model successfully predicted 75% of those who would need to repeat a course. He also stated that, with this model, students who might be unsuccessful in the subsequent semesters could be identified and supported. Burgos et al. (2018) predicted the achievement grades that the students might get in the subsequent semesters and designed a tool for students who were likely to fail. He found that the number of unsuccessful students decreased by 14% compared to previous years. A comparative analysis of studies predicting the academic achievement grades using machine learning methods is given in Table 1.

A review of previous research that aimed to predict academic achievement indicates that researchers have applied a range of machine learning algorithms, including multiple, probit and logistic regression, neural networks, and C4.5 and J48 decision trees. However, random forests (Zabriskie et al., 2019), genetic programming (Xing et al., 2015), and Naive Bayes algorithms (Ornelas & Ordonez, 2017) were used in recent studies. The prediction accuracy of these models reaches very high levels.

Prediction accuracy of student academic performance requires an deep understanding of the factors and features that impact student results and the achievement of student (Alshanqiti & Namoun, 2020). For this purpose, Hellas et al. (2018) reviewed 357 articles on student performance detailing the impact of 29 features. These features were mainly related to psychomotor skills such as course and pre-course performance, student participation, student demographics such as gender, high school performance, and self-regulation. However, the dropout rates were mainly influenced by student motivation, habits, social and financial issues, lack of progress, and career transitions.

The literature review suggests that, it is a necessity to improve the quality of education by predicting the academic performance of the students and supporting those who are in the risk group. In the literature, the prediction of academic performance was made with many and various variables, various digital traces left by students on the internet (browsing, lesson time, percentage of participation) (Fernandes et al., 2019; Rubin et al., 2010; Waheed et al., 2020; Xu et al., 2019) and students demographic characteristics
| References      | Variables                                                                 | Objectives                                                                 | Level                          | Dataset                | Algorithms          | Accuracy         |
|----------------|---------------------------------------------------------------------------|----------------------------------------------------------------------------|--------------------------------|------------------------|--------------------|------------------|
| Asif et al. (2017) | The marks for all the courses that are taught in the four years of the degree programme | Predicting students' performance                                          | Undergraduate students         | 210                    | DT, 1-NN, NB, NN, RF | NN (62.50%) NB (83.65%) |
| Cruz-Jesus et al. (2020) | Year of the study cycle, gender, age, number of enrolled years in high school, scholarship, internet access, class size, school size, economic level, population density, number of unit courses attended | Predicting students' performance                                          | High schools students          | 1106.27                | ANN, DT, ET, RF, SVM, kNN, LR | LR (81.1%) SVM (51.2%) |
| Fernandes et al. (2019) | Class with persons with special needs, Classroom usage environment, Gender, age (mean), Student benefit, city, neighbourhood, Student with special needs, Grade (mean), Absence (mean) | Predict academic outcomes of student performance                          | High schools students          | Dataset1: 19000 Dataet2: 19834 | Gradient Boosting Machine | 89.5% 91.9% |
| Hoffait and Schyns (2017) | Gender, Nationality, Studies, Prior schooling, math, scholarship, success | Predicting students at high risk of failure                                | Secondary school students      | 2244                   | RF, LR, ANN         | ANN (70.4%) RF (90%) |
| Rebai et al. (2020) | Socioeconomic status, school type, school location, competition, teacher characteristic (experience, salary), class size, school size, gender, parental education, political context, parental pressure | to identify the key factors that impact schools' academic performance and to explore their relationships | Secondary schools              | 105 schools           | RT, RF             |                  |
| References          | Variables                                                                                                                                  | Objectives                                                                 | Level                      | Dataset | Algorithms                | Accuracy  |
|---------------------|------------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------|-----------------------------|---------|---------------------------|-----------|
| Ahmad and Shahzadi  | Previous degree marks, Home environment, Study habits, Learning skills, Hardworking and Academic interaction                               | Identification of students in the risk group                                 | Undergraduate students     | 300     | MPNN                      | 95%       |
| Musso et al. (2020) | Learning strategies, coping strategies, cognitive factors, social support, background, self-concept, self-satisfaction, use of IT and reading | Grade point average, academic retention, and degree completion              | Undergraduate students     | 655     | ANN                       | 60.5% 80.7% |
| Waheed et al. (2020) | Students’ demographics, clickstream events                                                                                               | Pass-fail, withdrawn-pass, distinction-fail, distinction-pass               | Undergraduate students     | 32593   | ANN, SVM, LR              | 84% 93%   |
| Xu et al. (2019)    | Internet usage behaviours comprise online time, internet connection frequency, internet traffic volume, and online time                    | Predicting students’ performance                                           | Undergraduate students     | 4000    | DT, NN, SVM               | 71% 76%   |
| Bernacki et al. (2020) | Log records in the learning management system                                                                                           | Predict achievement                                                        | Undergraduate students     | 337     | LR, NB, J-48 DT, J-Rip DT | J-48 (53.71%) LR (67.36%) |
| Burgos et al. (2018) | Historical student course grade data                                                                                                     | Drop out of a course                                                       | Undergraduate students     | 100     | SVM, FNN, PESFAM, LOGIT_Act | SVM (62.50) LOGIT_Act(97.13%) |
(gender, age, economic status, number of courses attended, internet access, etc.) (Bernacki et al., 2020; Rizvi et al., 2019; García-González & Skrita, 2019; Rebai et al., 2020; Cruz-Jesus et al., 2020; Aydemir, 2017), learning skills, study approaches, study habits (Ahmad & Shahzadi, 2018), learning strategies, social support perception, motivation, socio-demography, health form, academic performance characteristics (Costa-Mendes et al., 2020; Gök, 2017; Kılınç, 2015; Musso et al., 2020), homework, projects, quizzes (Kardaş & Güvenir, 2020), etc. In almost all models developed in such studies, prediction accuracy is ranging from 70 to 95%. However, collecting and processing such a variety of data both takes a lot of time and requires expert knowledge. Similarly, Hoffait and Schyns (2017) suggested that collecting so many data is difficult and socio-economic data are unnecessary. Moreover, these demographic or socio-economic data may not always give the right idea of preventing failure (Bernacki et al., 2020).

The study concerns predicting students' academic achievement using grades only, no demographic characteristics and no socio-economic data. This study aimed to develop a new model based on machine learning algorithms to predict the final exam grades of undergraduate students taking their midterm exam grades, Faculty and Department of the students.

For this purpose, classification algorithms with the highest performance in predicting students' academic achievement were determined by using machine learning classification algorithms. The reason for choosing the Turkish Language-I course was that it is a compulsory course that all students enrolled in the university must take. Using this model, students' final exam grades were predicted. These models will enable the development of pedagogical interventions and new policies to improve students' academic performance. In this way, the number of potentially unsuccessful students can be reduced following the assessments made after each midterm.

**Method**

This section describes the details of the dataset, pre-processing techniques, and machine learning algorithms employed in this study.

**Dataset**

Educational institutions regularly store all data that are available about students in electronic medium. Data are stored in databases for processing. These data can be of many types and volumes, from students' demographics to their academic achievements. In this study, the data were taken from the Student Information System (SIS), where all student records are stored at a State University in Turkey. In these records, the midterm exam grades, final exam grades, Faculty, and Department of 1854 students who have taken the Turkish Language-I course in the 2019–2020 fall semester were selected as the dataset. Table 2 shows the distribution of students according to the academic unit. Moreover, as a additional file 1 the dataset are presented.

Midterm and final exam grades are ranging from 0 to 100. In this system, the end-of-semester achievement grade is calculated by taking 40% of the midterm exam and 60% of the final exam. Students with achievement grade below 60 are unsuccessful and those above 60 are successful. The midterm exam is usually held in the middle of the academic semester and the final exam is held at the end of the semester. There are approximately
9 weeks (2.5 months) from the midterm exam to the final exam. In other words, there is a two and a half month period for corrective actions for students who are at risk of failing thanks to the final exam predictions made. In other words, the answer to the question of how effective the student’s performance in the middle of the semester is on his performance at the end of the semester was investigated.

Data identification and collection
At this phase, it is determined from which source the data will be stored, which features of the data will be used, and whether the collected data is suitable for the purpose. Feature selection involves decreasing the number of variables used to predict a particular outcome. The goal; to facilitate the interpretability of the model, reduce complexity, increase the computational efficiency of algorithms, and avoid overfitting.

Establishing DM model and implementation of algorithm
RF, NN, LR, SVM, NB and kNN were employed to predict students’ academic performance. The prediction accuracy was evaluated using tenfold cross validation. The DM process serves two main purposes. The first purpose is to make predictions by analyzing the data in the database (predictive model). The second one is to describe behaviors (descriptive model). In predictive models, a model is created by using data with known results. Then, using this model, the result values are predicted for datasets whose results are unknown. In descriptive models, the patterns in the existing data are defined to make decisions.

When the focus is on analysing the causes of success or failure, statistical methods such as logistic regression and time series can be employed (Ortiz & Dehon, 2008; Arias Ortiz & Dehon, 2013). However, when the focus is on forecasting, neural networks (Delen, 2010; Vandamme et al., 2007), support vector machines (Huang & Fang, 2013), decision trees (Delen, 2011; Nandeshwar et al., 2011) and random forests (Delen, 2010; Vandamme et al., 2007) is more efficient and give more accurate results. Statistical techniques are to create a model that can successfully predict output values based on

| Academic unit                                      | Number of Students |
|---------------------------------------------------|--------------------|
| Faculty of Education                              | 404                |
| Faculty of Arts and Sciences                      | 319                |
| Faculty of Health Sciences                        | 296                |
| Faculty of Economics and Administrative Sciences  | 221                |
| School of Physical Education and Sports           | 192                |
| Faculty of Engineering and Architecture           | 116                |
| School of Physical Therapy and Rehabilitation     | 92                 |
| Faculty of Islamic Sciences                       | 88                 |
| Faculty of Agriculture                            | 68                 |
| Faculty of Fine Arts                              | 30                 |
| Vocational School of Applied Sciences             | 28                 |
| Total Number of Students                          | 1854               |
available input data. On the other hand, machine learning methods automatically create a model that matches the input data with the expected target values when a supervised optimization problem is given.

The performance of the model was measured by confusion matrix indicators. It is understood from the literature that there is no single classifier that works best for prediction results. Therefore, it is necessary to investigate which classifiers are more studied for the analysed data (Asif et al., 2017).

Experiments and results
The entire experimental phase was performed with Orange machine learning software. Orange is a powerful and easy-to-use component-based DM programming tool for expert data scientists as well as for data science beginners. In Orange, data analysis is done by stacking widgets into workflows. Each widget includes some data retrieval, data pre-processing, visualization, modelling, or evaluation task. A workflow is a series of actions or actions that will be performed on the platform to perform a specific task. Comprehensive data analysis charts can be created by combining different components in a workflow. Figure 1 shows the workflow diagram designed.

The dataset included midterm exam grades, final exam grades, Faculty, and Department of 1854 students taking the Turkish Language-I course in the 2019–2020 Fall Semester. The entire dataset is provided as Additional file 1. Table 3 shows part of the dataset.

In the dataset, students’ midterm exam grades, final exam grades, faculty, and department information were determined as features. Each measure contains data associated with a student. Midterm exam and final exam grade variables were explained under the heading “dataset”. The faculty variable represents Faculties in Kırşehir Ahi Evran University and the department variable represents departments in faculties. In the development of the model, the midterm, the faculty, and the department information were determined as the independent variable and the final was determined as the dependent variable. Table 4 shows the variable model.

![Fig. 1 The workflow of the designed model](image-url)
After the variable model was determined, the midterm exam grades and final exam grades were categorized according to the equal-width discretization model. Table 5 shows the criteria used in converting midterm exam grades and final exam grades into the categorical format.

In Table 6, the values in the final column are the actual values. The values in the RF, SVM, LR, KNN, NB, and NN columns are the values predicted by the proposed model. For example, according to Table 5, std1’s actual final grade was in the range 55 to 77. While the predicted value of the RF, SVM, LR, NB, and NN models were in the range of, the predicted value of the kNN model was greater than 77.

**Evaluation of the model performance**
The performance of model was evaluated with confusion matrix, classification accuracy (CA), precision, recall, f-score (F1), and area under roc curve (AUC) metrics.

### Table 3  Part of the dataset consist of 1854 rows

| stdID | Midterm | Final | Faculty | Department                                      |
|-------|---------|-------|---------|-------------------------------------------------|
| std1  | 60      | 68    | Faculty of Economics and Administrative Sciences | Faculty of Economics and Administrative Sciences |
| std2  | 34      | 67    | School of Physical Education and Sports          | Coaching Education                                 |
| std3  | 25      | 75    | Faculty of Education                             | Computer Education and Instructional Technology   |
| std4  | 50      | 66    | Faculty of Education                             | Social Sciences Teaching                           |
| std5  | 50      | 66    | Faculty of Education                             | Early Childhood Education                         |
| std6  | 88      | 72    | Faculty of Education                             | Garden Plants                                     |
| std7  | 45      | 37    | School of Physical Education and Sports          | Physical Education and Sports Teaching            |
| std8  | 52      | 50    | School of Physical Education and Sports          | Coaching Education                                 |
| ...   | ...     | ...   | ...                                              | ...                                             |
| std1853 | 88    | 88    | School of Physical Therapy and Rehabilitation    | Physiotherapy and Rehabilitation                  |
| std1854 | 84    | 96    | School of Physical Therapy and Rehabilitation    | Physiotherapy and Rehabilitation                  |

### Table 4  The model of variables

| Features  | Target variable | Meta Attributes |
|-----------|-----------------|-----------------|
| Midterm   | Final           | stdID           |
| Faculty   |                 |                 |
| Department|                 |                 |

### Table 5  Categorical criteria

| Category | Criteria          |
|----------|-------------------|
| 1        | grade < 32.5      |
| 2        | 32.5 <= grade < 55|
| 3        | 55 <= grade < 77.5|
| 4        | grade >= 77.5     |
| stdID | RF     | SVM   | LR     | kNN    | NB     | NN     | final  | midterm | faculty                  | Department                                      |
|-------|--------|-------|--------|--------|--------|--------|--------|---------|--------------------------|-------------------------------------------------|
| s1    | 55–77.5| 55–77.5| ≥ 77.5 | 55–77.5| 55–77.5| 55–77.5| 55–77.5| < 32.5  | Faculty of Education     | Computer Education and Instructional Technology |
| s2    | 55–77.5| 55–77.5| 77.5   | 55–77.5| 55–77.5| 55–77.5| 55–77.5| 32.5–55 | Faculty of Education     | Social Sciences Teaching                          |
| s3    | 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 32.5–55 | Faculty of Education     | Early Childhood Education                         |
| s4    | 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| ≥ 77.5  | Faculty of Agriculture   | Garden Plants                                    |
| s5    | 55–77.5| 55–77.5| 55–77.5| 32.5   | 55–77.5| 55–77.5| 32.5–55| 32.5–55 | School of Physical Education and Sports | Physical Education and Sports Teaching           |
| s6    | 32.5–55| 55–77.5| 55–77.5| 55–77.5| 32.5–55| 32.5–55| 32.5–55| 32.5–55 | School of Physical Education and Sports | Coaching Education                               |
| s7    | 55–77.5| 55–77.5| ≥ 77.5 | 55–77.5| < 32.5 | < 32.5 | < 32.5 | < 32.5  | Faculty of Education     | Social Sciences Teaching                          |
| s8    | 55–77.5| 55–77.5| 55–77.5| ≤ 77.5 | 55–77.5| 55–77.5| 55–77.5| 55–77.5 | Faculty of Education     | Psychological Counseling and Guidance             |
| s9    | < 32.5 | 32.5–55| ≥ 77.5 | < 32.5 | < 32.5 | < 32.5 | < 32.5 | ≥ 77.5  | Faculty of Education     | Primary Education                                 |
| s10   | 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 55–77.5| 32.5–55 | Faculty of Arts and Sciences | Archaeology                                     |
Confusion matrix

The confusion matrix shows the current situation in the dataset and the number of correct/incorrect predictions of the model. Table 7 shows the confusion matrix. The performance of the model is calculated by the number of correctly classified instances and incorrectly classified instances. The rows show the real numbers of the samples in the test set, and the columns represent the estimation of the model.

In Table 6, true positive (TP) and true negative (TN) show the number of correctly classified instances. False positive (FP) shows the number of instances predicted as 1 (positive) while it should be in the 0 (negative) class. False negative (FN) shows the number of instances predicted as 0 (negative) while it should be in class 1 (positive).

Table 8 shows the confusion matrix for the RF algorithm. In the confusion matrix of $4 \times 4$ dimensions, the main diagonal shows the percentage of correctly predicted instances, and the matrix elements other than the main diagonal shows the percentage of errors predicted.

Table 8 shows that 84.9% of those with the actual final grade greater than 77.5, 71.2% of those with range 55–77.5, 65.4% of those with range 32.5–55, and 60% of those with less than 32.5 were predicted correctly. Confusion matrices of other algorithms are shown in Tables 9, 10, 11, 12, and 13.

Table 7 The Confusion matrix

| Actual | Predicted | Positive (1) | Negative (0) |
|--------|-----------|--------------|--------------|
|        | Positive (1) | TP | FP |
|        | Negative (0) | FN | TN |

Table 8 Confusion matrix of the RF algorithm

| Predicted | $< 32.5$ | 32.5–55 | 55–77.5 | $\geq 77.5$ | Sum |
|-----------|---------|--------|--------|-----------|-----|
| Actual    |         |        |        |           |     |
| $< 32.5$  | 60%     | 3.8%   | 1.2%   | 0.6%      | 38  |
| 32.5–55   | 26.7%   | 65.4%  | 9.5%   | 0.8%      | 154 |
| 55–77.5   | 10.0%   | 30.8%  | 71.2%  | 13.6%     | 1016|
| $\geq 77.5$ | 3.3%   | 0.0%   | 18.1%  | 84.9%     | 646 |
| Sum       | 30      | 26     | 1320   | 478       | 1854|

Confusion matrix

The confusion matrix shows the current situation in the dataset and the number of correct/incorrect predictions of the model. Table 7 shows the confusion matrix. The performance of the model is calculated by the number of correctly classified instances and incorrectly classified instances. The rows show the real numbers of the samples in the test set, and the columns represent the estimation of the model.

In Table 6, true positive (TP) and true negative (TN) show the number of correctly classified instances. False positive (FP) shows the number of instances predicted as 1 (positive) while it should be in the 0 (negative) class. False negative (FN) shows the number of instances predicted as 0 (negative) while it should be in class 1 (positive).

Table 8 shows the confusion matrix for the RF algorithm. In the confusion matrix of $4 \times 4$ dimensions, the main diagonal shows the percentage of correctly predicted instances, and the matrix elements other than the main diagonal shows the percentage of errors predicted.

Table 8 shows that 84.9% of those with the actual final grade greater than 77.5, 71.2% of those with range 55–77.5, 65.4% of those with range 32.5–55, and 60% of those with less than 32.5 were predicted correctly. Confusion matrices of other algorithms are shown in Tables 9, 10, 11, 12, and 13.

Classification accuracy: CA is the ratio of the correct predictions (TP + TN) to the total number of instances (TP + TN + FP + FN).

\[
\text{Accuracy} = \frac{TN + TP}{FN + TN + TP + FP}
\]
### Table 9  Confusion matrix of the NN algorithm

| Predicted | < 32.5 | 32.5–55 | 55–77.5 | ≥ 77.5 | Sum |
|-----------|--------|---------|---------|--------|-----|
| Actual    |        |         |         |        |     |
| < 32.5    | 64%    | 9.7%    | 1.2%    | 0.6%   | 38  |
| 32.5–55   | 24%    | 61.3%   | 9.6%    | 1.0%   | 154 |
| 55–77.5   | 12.0%  | 25.8%   | 71.8%   | 14.9%  | 1016|
| ≥ 77.5    | 0.0%   | 3.2%    | 17.4%   | 83.5%  | 646 |
| Sum       | 25     | 31      | 1296    | 502    | 1854|

### Table 10  Confusion matrix of the SVM algorithm

| Predicted | < 32.5 | 32.5–55 | 55–77.5 | ≥ 77.5 | Sum |
|-----------|--------|---------|---------|--------|-----|
| Actual    |        |         |         |        |     |
| < 32.5    | 68.8%  | 14.3%   | 1.6%    | 0.6%   | 38  |
| 32.5–55   | 31.2%  | 52.4%   | 9.9%    | 0.9%   | 154 |
| 55–77.5   | 0.0%   | 14.3%   | 70.1%   | 14.3%  | 1016|
| ≥ 77.5    | 0.0%   | 19.0%   | 18.4%   | 84.2%  | 646 |
| Sum       | 16     | 21      | 1349    | 468    | 1854|

### Table 11  Confusion matrix of the LR algorithm

| Predicted | < 32.5 | 32.5–55 | 55–77.5 | ≥ 77.5 | Sum |
|-----------|--------|---------|---------|--------|-----|
| Actual    |        |         |         |        |     |
| < 32.5    | 56.0%  | 8.3%    | 1.5%    | 0.8%   | 38  |
| 32.5–55   | 24.0%  | 41.7%   | 10.3%   | 1.7%   | 154 |
| 55–77.5   | 4.0%   | 25.0%   | 70.0%   | 20.1%  | 1016|
| ≥ 77.5    | 16.0%  | 25.0%   | 18.1%   | 77.4%  | 646 |
| Sum       | 25     | 12      | 1295    | 522    | 1854|

### Table 12  Confusion matrix of the NB algorithm

| Predicted | < 32.5 | 32.5–55 | 55–77.5 | ≥ 77.5 | Sum |
|-----------|--------|---------|---------|--------|-----|
| Actual    |        |         |         |        |     |
| < 32.5    | 40.0%  | 9.5%    | 0.9%    | 0.0%   | 38  |
| 32.5–55   | 18.2%  | 42.9%   | 9.4%    | 1.2%   | 154 |
| 55–77.5   | 18.2%  | 42.9%   | 70.4%   | 19.3%  | 1016|
| ≥ 77.5    | 23.6%  | 4.8%    | 19.2%   | 79.5%  | 646 |
| Sum       | 55     | 42      | 1270    | 487    | 1854|
**Table 13** Confusion matrix of the kNN algorithm

| Actual  | Predicted | < 32.5 | 32.5–55 | 55–77.5 | ≥ 77.5 | Sum  |
|---------|-----------|--------|---------|---------|---------|------|
| < 32.5  | 50.0%     | 2.6%   | 1.1%    | 0.5%    | 38      |
| 32.5–55 | 30.0%     | 31.3%  | 8.9%    | 1.5%    | 154     |
| 55–77.5 | 15.0%     | 55.7%  | 72.9%   | 24.9%   | 1016    |
| ≥ 77.5  | 5.0%      | 10.4%  | 17.1%   | 73.1%   | 646     |
| Sum     | 40        | 115    | 1089    | 610     | 1854    |

**Precision:** Precision is the ratio of the number of positive instances that are correctly classified to the total number of instances that are predicted positive. Gets a value in the range [0,1].

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

**Recall:** Recall is the ratio of the correctly classified number of positive instances to the number of all instances whose actual class is positive. The Recall is also called the true positive rate. Gets a value in the range [0,1].

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

**F-Criterion (F1):** There is an opposite relationship between precision and recall. Therefore, the harmonic mean of both criteria is calculated for more accurate and sensitive results. This is called the F-criterion.

\[
\text{F-Criterion} = \frac{2 \times \text{Duyarlılık} \times \text{Kesinlik}}{\text{Duyarlılık} + \text{Kesinlik}}
\]

**Receiver operating characteristics (ROC) curve**
The AUC-ROC curve is used to evaluate the performance of a classification problem. AUC-ROC is a widely used metric to evaluate the performance of machine learning algorithms, especially in cases where there are unbalanced datasets, and explains how well the model is at predicting.

**AUC: Area under the ROC curve**
The larger the area covered, the better the machine learning algorithms at distinguishing given classes. AUC for the ideal value is 1. The AUC, Classification Accuracy (CA), F-Criterion (F1), precision, and recall values of the models are shown in Table 14.

The AUC value of RF, NN, SVM, LR, NB, and kNN algorithms were 0.860, 0.863, 0.804, 0.826, 0.810, and 0.810 respectively. The classification accuracy of the RF, NN, SVM, LR, NB, and kNN algorithms were also 0.746, 0.746, 0.735, 0.717, 0.713, and 0.699 respectively. According to these findings, for example, the RF algorithm was able to achieve 74.6% accuracy. In other words, there was a very high-level correlation between the
data predicted and the actual data. As a result, 74.6% of the samples were been classified correctly.

Discussion and conclusion
This study proposes a new model based on machine learning algorithms to predict the final exam grades of undergraduate students, taking their midterm exam grades as the source data. The performances of the Random Forests, nearest neighbour, support vector machines, Logistic Regression, Naïve Bayes, and k-nearest neighbour algorithms, which are among the machine learning algorithms, were calculated and compared to predict the final exam grades of the students. This study focused on two parameters. The first parameter was the prediction of academic performance based on previous achievement grades. The second one was the comparison of performance indicators of machine learning algorithms.

The results show that the proposed model achieved a classification accuracy of 70–75%. According to this result, it can be said that students’ midterm exam grades are an important predictor to be used in predicting their final exam grades. RF, NN, SVM, LR, NB, and kNN are algorithms with a very high accuracy rate that can be used to predict students’ final exam grades. Furthermore, the predictions were made using only three types of parameters; midterm exam grades, Department data and Faculty data. The results of this study were compared with the studies that predicted the academic achievement grades of the students with various demographic and socio-economic variables. Hoffait and Schyns (2017) proposed a model that uses the academic achievement of students in previous years. With this model, they predicted students’ performance to be successful in the courses they will take in the new semester. They found that 12.2% of the students had a very high risk of failure, with a 90% confidence rate. Waheed et al. (2020) predicted the achievement of the students with demographic and geographic characteristics. He found that it has a significant effect on students’ academic performance. He predicted the failure or success of the students by 85% accuracy. Xu et al. (2019) found that internet usage data can distinguish and predict students’ academic performance. Costa-Mendes et al. (2020), Cruz-Jesus et al. (2020), Costa-Mendes et al. (2020) predicted the academic achievement of students in the light of income, age, employment, cultural level indicators, place of residence, and socio-economic information. Similarly, Babić (2017) predicted students’ performance with an accuracy of 65% to 100% with artificial neural networks, classification tree, and support vector machines methods.

| Model              | (AUC) | Classification accuracy (CA) | F1   | Precision | Recall |
|--------------------|-------|------------------------------|------|-----------|--------|
| Random Forest      | 0.860 | 0.746                        | 0.721| 0.752     | 0.746  |
| Neural Network     | 0.863 | 0.746                        | 0.723| 0.748     | 0.746  |
| SVM                | 0.804 | 0.735                        | 0.704| 0.735     | 0.735  |
| Logistic Regression| 0.826 | 0.717                        | 0.685| 0.700     | 0.717  |
| Naïve Bayes        | 0.810 | 0.713                        | 0.692| 0.706     | 0.713  |
| kNN                | 0.810 | 0.699                        | 0.694| 0.691     | 0.699  |
Another result of this study was RF, NN and SVM algorithms have the highest classification accuracy, while kNN has the lowest classification accuracy. According to this result, it can be said that RF, NN and SVM algorithms perform with more accurate results in predicting the academic achievement grades of students with machine learning algorithms. The results were compared with the results of the research in which machine learning algorithms were employed to predict academic performance according to various variables. For example, Hoffait and Schyns (2017) compared the performances of LR, ANN and RF algorithms to identify students at high risk of academic failure on their various demographic characteristics. They ranked the algorithms from those with the highest accuracy to the ones with the lowest accuracy as LR, ANN, and RF. On the other hand, Waheed et al. (2020) found that the SVM algorithm performed higher than the LR algorithm. According to Xu et al. (2019), the algorithm with the highest performance is SVM, followed by the NN algorithm, and the decision tree is the algorithm with the lowest performance.

The proposed model predicted the final exam grades of students with 73% accuracy. According to this result, it can be said that academic achievement can be predicted with this model in the future. By predicting students’ achievement grades in future, students can be allowed to review their working methods and improve their performance. The importance of the proposed method can be better understood, considering that there is approximately 2.5 months between the midterm exams and the final exams in higher education. Similarly, Bernacki et al. (2020) work on the early warning model. He proposed a model to predict the academic achievements of students using their behavior data in the learning management system before the first exam. His algorithm correctly identified 75% of students who failed to earn the grade of B or better needed to advance to the next course. Ahmad and Shahzadi (2018) predicted students at risk for academic performance with 85% accuracy evaluating their study habits, learning skills, and academic interaction features. Cruz-Jesus et al. (2020) predicted students’ end-of-semester grades with 16 independent variables. He concluded that students could be given the opportunity of early intervention.

As a result, students’ academic performances were predicted using different predictors, different algorithms and different approaches. The results confirm that machine learning algorithms can be used to predict students’ academic performance. More importantly, the prediction was made only with the parameters of midterm grade, faculty and department. Teaching staff can benefit from the results of this research in the early recognition of students who have below or above average academic motivation. Later, for example, as Babić (2017) points out, they can match students with below-average academic motivation by students with above-average academic motivation and encourage them to work in groups or project work. In this way, the students’ motivation can be improved, and their active participation in learning can be ensured. In addition, such data-driven studies should assist higher education in establishing a learning analytics framework and contribute to decision-making processes.

Future research can be conducted by including other parameters as input variables and adding other machine learning algorithms to the modelling process. In addition, it is necessary to harness the effectiveness of DM methods to investigate students’ learning behaviors, and address their problems, optimize the educational environment, and enable data-driven decision making.
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