Optoelectronic transport through quantum Hall edge states
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Abstract
We use GaAs-based quantum point contacts as mesoscopic detectors to locally analyze the flow of photogenerated electrons in a two-dimensional electron gas (2DEG) at perpendicular, quantizing magnetic fields. The 2DEG is formed within a quantum well of a doped GaAs/AlGaAs-heterostructure. We find an optoelectronic signal along the lateral boundaries of the 2DEG, which is consistent with an optically induced quantum transport through quantum Hall edge channels. We demonstrate that photogenerated electrons can be directly injected into an edge channel, transported across several tens of micrometers and read-out on-chip by the quantum point contact.

1. Introduction

The spatial current distribution within a two-dimensional electron gas (2DEG) in the quantum Hall regime has been under debate since the discovery of the integer quantum Hall effect in 1980 by Klitzing et al [1–3]. The commonly used edge channel picture emphasizes the importance of the sample boundaries [4, 5]. It stands in contrast to publications concentrating on conduction paths within the bulk. Trugman et al proposed a current which is transported by extended states within the bulk by a percolation of localized states [6], and there are explanations of the quantum Hall effect by small electric field gradients in the sample without the need for edge channels [7]. As introduced by Chklovskii et al, edge channels can be further distinguished into compressible and incompressible regions [8].

Over the years, there have been many approaches to visualize the edge channels. Early experiments used optical techniques such as photoresistance mapping [9] and Hall photovoltage imaging [10, 11] with a spatial resolution on the order of micrometers. By contrast, subsequent scanning probe experiments allowed imaging down to the nanometer-scale. In particular, implementing a scanning force technique [12], Weitz et al and Ahlswede et al succeeded in detecting the potential drop in the incompressible stripes [13, 14]. The regions between the incompressible regions show no detectable potential drop, as expected for a compressible electron gas. As predicted by theory [8], the bulk region becomes incompressible at integer filling factors. Scanning gate microscopy [15, 16] uses a tip as a gate to deplete the electron gas locally and thereby to influence the resistance. At integer filling factors, the 2DEG is insensitive to such a local gate, whereas at non-integer filling factors this technique can be used to gain information on the percolation transition of edge states and their mutual coupling. The compressible regions have been visualized by a scanning capacitance detection [17, 18]. By additionally implementing a single electron transistor as local detector, both edge channels [19–21] as well as localized states [22] were resolved. Other techniques, such as scanning tunneling spectroscopy [23], microwave impedance microscopy [24], and local thermometry [25], provided further insights into the nature of the integer as well as fractional quantum Hall edge states [26–28], such as the real space distribution of wave function and conductivity as well as the interplay of heat and charge transport in the 2DEG. Most of the reports on the quantum Hall edge states describe experiments without optical excitation (e.g. [12–28]). For experiments with an optical excitation [9–11], the role and the interplay of photogenerated electrons and holes have not been discussed in the context of the photoinduced transport through the quantum Hall edges states. To this end, we...
experimentally investigate the photoinduced transport through quantum Hall edge states in an on-chip manner. We excite edge states by a focused laser and detect the corresponding photocurrent signal by the help of a quantum point contact (QPC) as a local photocurrent detector. We demonstrate that at high magnetic fields, where Landau-quantization applies, a dominant photocurrent signal shows up at the edges of such a circuit. The sign of the photocurrent at the edges depends on the polarity of the magnetic field, as it is consistent with an optically induced quantum transport dominated by edge states. We identify two mechanisms of photocurrent generation in this regime. First, photogenerated electrons are directly injected into the quantum Hall edge states. Second, charge carriers are photogenerated in the vicinity of an edge state and they capacitively influence the transport through it. Both mechanisms explain our findings in the framework of charge carrier transport within one-dimensional quantum Hall edge states to the QPC detector. We determine the characteristic photocurrent length within an edge channel to be several tens of micrometer. This length substantially exceeds the mean free path of photogenerated charge carriers at zero and small magnetic fields [29, 30]. Our experiments suggest that the measured length is limited by the effective diffusion length of the photogenerated holes which capacitively control the photocurrent detection at the QPC. In the light of recent, novel material systems, such as topological insulators [31–33], where edge channel conduction applies, our results may proof essential for a read-out-scheme of the optoelectronic properties of corresponding circuits.

2. Radio frequency scanning photocurrent microscopy

Starting point is an AlGaAs/GaAs-heterostructure with a 25 nm wide GaAs quantum well 95 nm below the surface (figure 1(a)). An AlGaAs:Si-doping layer with a width of 16 nm is located 19 nm below the surface. In turn, the quantum well comprises a 2DEG with Fermi energy $E_{\text{Fermi}} = 9.8$ meV and electron mobility of $\mu = 1.7 \times 10^6$ cm$^2$ V$^{-1}$ s$^{-1}$. The latter translates into an elastic mean free path of $l_{\text{mfp}} = 15 \mu$m at $T = 4.2$ K. In photoluminescence experiments, the optical transition energy from the valence to the conduction band of the quantum well including $E_{\text{Fermi}}$ is determined to be $E = 1.543$ eV. A two-dimensional mesa is formed by optical lithography. One-dimensional QPCs are defined by electron beam lithography and a subsequent wet etching.
process with an etch depth of about 85 nm [34–37]. The two 2DEG regions adjacent to a QPC are connected to a voltage source \((V_{SD})\) and to a current voltage amplifier, respectively (figure 1(b)). An opaque gold gate on top of the QPC is connected to a gate voltage \(V_G\) which serves to adjust the electronic one-dimensional subbands of the QPC with respect to the Fermi energy of the 2DEG. Using a confocal scanning laser microscope with a spatial resolution of ~0.9 nm, we excite electron–hole pairs in the source region of the circuit and measure the resulting photocurrent from source to drain across the QPC with standard lock-in techniques. We excite at \(E_{\text{photon}} = 1.550 \text{ eV} \) with \(\Delta E_{\text{FWHM}} = 8 \text{ meV}\), such that the photocurrent response is maximum, yet the excitation into the second two-dimensional subband of the quantum well can be neglected [29, 30].

The QPC acts as a spatially narrow and energetically sensitive detector of the photogenerated electrons propagating from source to drain [38]. Varying the trigger frequencies, different dynamics of the photocurrent become accessible. For a trigger frequency in the kHz-regime, the optical beam induced current (OBIC) is dominated by the photoconductive gain effect, which relies on the capacitive coupling of the photogenerated holes to the electronic subbands of the QPCs. The kHz (millisecond) scale relates to the recombination dynamics of spatially separated electrons and holes in the vicinity of the QPC [35, 39, 40]. In order to largely suppress these slow processes, we measure at 40.9 MHz which is the repetition frequency of the pulsed laser with a pulse duration \(\tau_{\text{FWHM}} < 100 \text{ ps}\). The overall electronic response time can be estimated to be \(\tau_{\text{RC}} = R_{\text{QPC}} \cdot C \sim 0.5 \mu \text{s}\), with \(R_{\text{QPC}} = (2e^2/h)^{-1} \sim 12.5 \text{ k}\Omega\) the dominating resistance of the QPC, \(h\) the Planck constant, \(e\) the electron charge, and the capacitance \(C \sim 40 \text{ pF}\) of the used coaxial lines. In principle, this timescale inhibits a high frequency detection of photogenerated electrons in the source region. However, as was demonstrated in [38], a repetition frequency in the MHz regime allows to detect processes induced by electrons, which are photogenerated in source and which then, tunnel across the QPC into drain. This can be understood in a way that the drain region is connected to the read-out circuit without the high impedance of the mesoscopic circuit. For instance, the radio frequency technique allows resolving the propagation length of mesoscopic photocurrents in a 2DEG which is dominated by electron–electron scattering processes [29, 30].

Figure 1(c) depicts the amplitude \(A_{\text{OBIC}}\) of the photocurrent signal at 40.9 MHz across the QPC (black line), for the laser being focused at a centered position 5 \(\mu\)m from the QPC in the source region. As a function of \(V_G\), one can detect steps in \(A_{\text{OBIC}}\) (triangles), which relate to the one-dimensional subbands of the QPC [38, 42, 43]. The photocurrent signal comprises both an imaginary part \(\text{Im}_{\text{OBIC}}\) and a real part \(\text{Re}_{\text{OBIC}}\), with

\[
A_{\text{OBIC}} = \sqrt{\left(\text{Im}_{\text{OBIC}}\right)^2 + \left(\text{Re}_{\text{OBIC}}\right)^2}.
\]

The red (blue) data in figure 1(c) depict \(\text{Re}_{\text{OBIC}}\) (\(\text{Im}_{\text{OBIC}}\)) of the radio frequency photocurrent response across the QPC. Spurious signals and parasitic effects, such as coherent pick-up or the capacitance of the wiring, are corrected by leveling \(\text{Re}_{\text{OBIC}}\) and \(\text{Im}_{\text{OBIC}}\) when the QPC pinches-off at negative \(V_G\). The precise phase relation is given by the interplay of the capacitances as well as the resistances of both the 2DEG regions and the one-dimensional QPC. It changes with the application of a magnetic field \(B\) and the adjustment of the Fermi level in the circuit. Figure 1(d) depicts \(\text{Im}_{\text{OBIC}}\) and \(\text{Re}_{\text{OBIC}}\) as a function of \(B\) for the laser being focused at a centered position 5 \(\mu\)m from the QPC in the source contact. The magnetic field is applied perpendicularly to the plane of the 2DEG. For \(BFL ≤ 0.5 \text{ T}\), \(\text{Re}_{\text{OBIC}}\) dominates the signal. As discussed in detail in [30], this low-magnetic field regime can be understood by classical cyclotron orbits of the photogenerated electrons in combination with a predominant influence of electron–electron scattering processes. In this regime, the QPC detects the photogenerated, non-equilibrium electrons as they tunnel from source to drain. With increasing magnetic field, the trajectories of the photogenerated electrons in the source region are less commensurate with the etched, lateral aperture of the QPC and its finite width [30]. This explains why \(\text{Re}_{\text{OBIC}}\) decreases for increasing magnetic fields in the range of \(BFL ≤ 0.5 \text{ T}\). Consistently, the gate voltage dependence at zero magnetic field (figure 1(c)) demonstrates that the signal \(A_{\text{OBIC}}\) is dominated by \(\text{Re}_{\text{OBIC}}\) and that \(\text{Im}_{\text{OBIC}}\) is rather negligible.

The situation changes as soon as the Landau quantization dominates at higher magnetic fields. As indicated by arrows in figure 1(d), it is \(\text{Im}_{\text{OBIC}}\) which exhibits much clearer Shubnikov–de Haas oscillations with a distinct maximum at \(B ≈ ±3.2 \text{ T}\). We interpret this change of the QPC detection scheme by an increasing influence of the capacitive coupling between the edge states in the source and the drain regions. Still, however, tunneling of photogenerated electrons across the QPC occurs, because \(\text{Re}_{\text{OBIC}}\) is finite even at the highest magnetic fields. The occurrence of Shubnikov–de Haas oscillations in \(\text{Re}_{\text{OBIC}}\) and \(\text{Im}_{\text{OBIC}}\) clearly demonstrates that the involved densities of states are described by a Landau-fan. This interpretation is consistent with earlier reports [44, 45] which show that the maxima in the density of states are directly related to maxima in the capacitance of a 2DEG in the quantum Hall regime. Starting with \(\nu = 2\) for the most pronounced maximum at \(B ≈ 3.2 \text{ T}\), we can assign spin–degenerate filling factors to the peaks in the photocurrent signal (figure 1(e)). The extracted total electron density of \(n_{2D} = (1.68 ± 0.04) \times 10^{11} \text{ cm}^{-2}\) comprises both electrons due to doping \(n_0\) and optically induced charge carriers \(n_{\text{opt}}\). For the as-grown wafer, the electron density is determined to be \(n_0 = 2.75 \times 10^{11} \text{ cm}^{-2}\) measured without optical excitation. We attribute the difference between \(n_{2D}\) and \(n_0\) to a degradation of the
heterostructure caused by the nanofabrication steps and numerous cooling cycles. In the following, we use the term filling factor with reference to the photocurrent properties as determined in figure 1(e).

3. Photoinduced quantum transport in one-dimensional edge channels

We record two-dimensional photocurrent maps for different magnetic fields. Figure 2(a) shows a reflectance map of the source region while the laser is scanned across it. The edges of the circuit appear dark, whereas the top gates appear bright. The arrow with two endings highlights the width of the mesa. On the right, the mesa edges forming the QPC are visible. At $B = 0$ T, the photocurrent amplitude $A_{\text{OBIC}}$ is maximum near the QPC and it decays exponentially along the $y$-direction with a characteristic decay length of $\delta_{\text{decay}} = 6.3 \, \mu m$ (figure 2(b)). This decay and the transport of the photogenerated electrons are consistent with a momentum relaxation limited, quasi-ballistic propagation from the excitation spot to the QPC. Therefore, $\delta_{\text{decay}}$ is in the same order as $l_{\text{mfp}}$ for the lowest excitation intensities, as discussed in detail in [29].

At large magnetic fields, where the Landau quantization applies, the electronic transport can be described by one-dimensional, perfectly conducting edge states [4, 5]. If the Fermi energy is located in-between two Landau levels, the density of states at the Fermi energy is zero. Local variations of the Fermi energy result in elongated states along equipotential lines. These states are either localized around potential variations in the bulk or delocalized along the sample edge. According to [5], the latter states connect to the contacts. Consistently, at $\nu = 2$, we find a photocurrent signal that extends along the edge of the circuit even if the laser is positioned more than 50 $\mu m$ away from the QPC (figures 2(c) and (d)). This length significantly exceeds $l_{\text{mfp}}$ and $\delta_{\text{decay}}$ at zero magnetic field; a finding which already points towards an optoelectronic quantum transport regime. In figure 3(a), we depict line scans of the imaginary part $\text{Im}_{\text{OBIC}}$ and the real part $\text{Re}_{\text{OBIC}}$ of the complex photocurrent signal perpendicular to the 2DEG boundary (along the dashed-dotted line in figure 2(c)). The signal dominantly appears on the upper 2DEG boundary (dashed line in figure 3(a)). At the opposite edge (dotted line in figure 3(a)), the signal is largely reduced. The reduction can be explained by the source–drain asymmetry of the detection scheme using a QPC [38]. When the magnetic field direction is changed by 180°, the dominating signal appears on the lower boundary of the 2DEG (figure 3(b), also compare figures 2(c) and (d)). Based on this reversal of the signal and the long spatial extension of the signal, we interpret the data in terms of a photoinduced transport along quantum Hall edge states. The dominating signal in figures 2(c) and (d) stems from a quantum transport leading from source, across the QPC, to drain, while the largely reduced signal on the opposite edges stems from transport from drain to source. We note that the latter smaller signal can be better seen in the data cuts given in figures 3(a) and (b). Interestingly, for a large enough signal-to-noise ratio, we can
spatially resolve two major peaks in $\text{Im} \Omega \text{BC}$ at the edges of the 2DEG boundary. One peak is located inside and one peak is located outside the boundary of the 2DEG. To demonstrate this, the dotted and dashed lines in figures 3(a) and (b) highlight the boundaries of the 2DEG-mesa, as determined from reflectance measurements. Inside the 2DEG region, the peak can be attributed to an optical injection of charge carriers into the edge states. In the presentation of figures 3(a) and (b), the peak maximum occurs at a distance $\sim 2 \mu m$ from the boundary, which is consistent with a calculated depletion width $d = 0.4 \mu m$ due the upward bending of the conduction band at the boundary and a lateral spatial resolution of $0.9 \mu m$. Outside the 2DEG region, where no GaAs-quantum well is present, an optical excitation at $E_{\text{photon}} = 1.55 \text{ eV}$ excites either in-gap states, e.g. within the AlGaAs tunneling barriers, or surface states within the etched area. Therefore, the observed photocurrent signal outside of the 2DEG region can be understood by a dominating capacitive coupling of the edge states within the 2DEG to these optically induced charges. The corresponding change of the Fermi level drives a current in the quantum Hall edge states. The observation of this capacitive photocurrent signal implies that the underlying time-scales are comparable to the measurement frequency ($1/f \sim 24 \text{ ns}$). At low temperatures, the charge carrier recombination time in GaAs is in the subnanosecond regime [46], which would be too fast to explain the signal. However, this optical recombination time can be substantially longer even up to $\sim \text{ms}$ for trapped or spatially separated charge carriers [35, 40, 41].

We note that with the given signal-to-ratio, $\text{Re} \Omega \text{BC}$ has a minimum outside of the 2DEG region (figures 3(a) and (b)). A difference of $\text{Re} \Omega \text{BC}$ for an excitation inside and outside of the 2DEG agrees with the assumption of two different photocurrent mechanisms. We explain this detail of $\text{Re} \Omega \text{BC}$ by an increased electron density of the 2DEG when the laser is focused outside the 2DEG, as discussed in detail in section 5.

4. Influence of the photogenerated holes on the optoelectronic quantum transport

Generally speaking, the edge states should extend around the whole 2DEG-mesa of the source region. This raises the question of why the photocurrent signal declines with increasing distance to the QPC detector (figures 2(c) and (d)). We attribute the decreasing signal to a capacitive coupling of photogenerated holes to the one-dimensional subbands of the QPC-detector at the position of the QPC. In figures 3(c) and (d), we depict line scans parallel to the circuit boundary (arrows in figures 2(c) and (d)). The photocurrent amplitude $A \Omega \text{BC}$ decays step-like along the edge ($y$-direction) and finally vanishes for $y \approx 60 \mu m$. The step-like decay already indicates an impact of the photogenerated holes to one-dimensional subbands of the QPC via a photoconductive gain effect [35]. In other words, the photogenerated holes act as a quasi-gate voltage at the position of the QPC, and each step in figures 3(c) and (d) means that subbands $N = 1, 2, \text{and } 3$ dominate the detection scheme. The
accumulation of photogenerated holes at the QPC is very likely, because the QPC constitutes a maximum of the valence band within the potential landscape of the overall circuit [35]. For an increasing distance of the excitation spot to the QPC, the effective hole diffusion length \( L_p \) limits the accumulated density of holes \( p \) at the QPC. Consequently, the number of occupied electronic subbands \( N \) in the QPC (triangles in figures 3(c) and (d)) is reduced, which ultimately limits the detection of the edge state transport. In a simplified model, we can estimate \( L_p \) assuming that \( p \) induces an electron density in the QPC as
\[
\Delta n_{QPC} \propto p,
\]
where the proportionality is given by the efficiency of the capacitive coupling. The number of quantization steps \( N \) in the photocurrent (number of occupied subbands in the QPC) indicates the photoinduced shift of the Fermi level within the QPC
\[
\int \sum \Delta \propto \Delta n_{QPC} \propto \int E \sum_N \text{d} DOS(E). \tag{1}
\]

The inset in figure 3(c) shows the calculated hole density (in arbitrary units) as a function of distance \( d_{QPC} \) between the excitation position and the QPC. From this, we can estimate \( L_p \approx 27 \mu m \pm 4 \mu m \). The parameter \( L_p \) is an effective diffusion length because it obviously depends on the lifetime of the spatially separated, photogenerated electrons and holes in combination with the repetition frequency and the power of the laser, and on the applied voltages because the latter change the potential landscape of the circuit. However, the above estimate gives a conceptual insight into the influence of the photogenerated holes onto the overall optoelectronic response of the circuit.

5. Impact of compressible and incompressible strip formation

The self-consistent spatial rearrangement of the edge states results in the formation of conducting regions (compressible strips), which are separated by insulating regions (incompressible strips) [8, 47]. The \( k \)th insulating incompressible dipolar strip forms within the 2DEG at a distance \( \Delta d_k \) from the boundary of the 2DEG
\[
\Delta d_k = \frac{l_d}{1 - (k/\nu)^2}, \tag{2}
\]

with \( \nu \) the bulk filling factor and \( l_d = \frac{4Vg}{\epsilon_0} \) the width of the depletion layer. The confining potential \( V \) can be approximated by half of the bandgap of GaAs due to the mid-gap Fermi-level pinning at the surface [48]. To investigate the impact of the compressible and incompressible strips in our optoelectronic experiments, we scan the laser across the sample boundary (upper panel of figure 4) and record the photocurrent \( A_{OBC} \) as a function of position \( y \) and magnetic field \( B \). The dashed line indicates the sample boundary as extracted from a simultaneous reflectance measurement. A negative (positive) value of \( y \) corresponds to an excitation outside (inside) the 2DEG region. Again, we find two distinct photocurrent responses; one for an excitation inside and one for an excitation outside of the 2DEG region. The peaks of \( A_{OBC} \) at a distance \( B \approx 1.8 \) T and \( B \approx 3 \) T correspond to filling factors \( \nu = 4 \) and \( \nu = 2 \). We find that the Shubnikov–de-Haas oscillations are shifted towards larger magnetic fields for an excitation outside of the 2DEG region compared to inside. The shift corresponds to an increased electron density in the 2DEG of \( \Delta n_{2DEG} = 0.2 \times 10^{11} \text{cm}^{-2} \). This finding is consistent with an earlier report [40], that photogenerated charge carriers outside an etched GaAs/AlGaAs-mesa capacitively increase the

\[Figure 4.\] Photocurrent amplitude \( A_{OBC} \) along a straight line across the sample boundary (as indicated schematically in the top insets) as a function of magnetic field. Solid lines mark theoretically expected position of incompressible strips. Dashed lines indicate sample boundary. Negative (positive) value of \( y \) corresponds to excitation outside (inside) 2DEG region. The experimental parameters are \( V_G = 400 \text{ mV}, V_{SD} = -2.5 \text{ mV}, P_{laser} = 1 \mu\text{W}, \) and \( T_{bath} = 4.2 \text{ K}. \]
Fermi level inside a doped quantum well of the mesa. In particular, the capacitively induced shift is maximum when the laser is positioned slightly outside of the 2DEG boundaries. The arrow in figure 4 highlights this finding. When the laser is scanned away from this position, either outside or inside the 2DEG, the additionally induced electron density $\Delta n_{\text{2DEG}}$ decreases. As a consequence, we detect a shift of the photocurrent resonances towards smaller magnetic fields. Hereby, one can understand the variation of $R_{\text{OHIC}}$ at the 2DEG boundaries, as discussed in the context of figures 3(a) and (b). On the one hand, our data clearly demonstrate that there are two distinguishable optoelectronic mechanisms inside and outside the 2DEG; by specific dependences versus magnetic field (figure 4) and phase (figure 3). Hereby, the dip as seen in figures 3(a) and (b) can be explained. On the other hand, the exciting laser light is scattered on the step of the mesa as can be seen by the reflectance map in figure 2(a). In our understanding, this scattering helped us to detect the differences in optoelectronic response inside and outside of the 2DEG because it can also explain the dip.

The solid white lines in figure 4 indicate the position of the incompressible strips as calculated from equation (2). For all resolved filling factors, the dominant photocurrent occurs for slightly larger magnetic fields than the white lines. This indicates that the photocurrent is carried by the outermost compressible strip of the 2DEG. We note, however, that the excitation of higher, unoccupied Landau levels cannot be neglected for two reasons [50]. First, the width of the incompressible stripes is on the order of 200–300 nm [18, 49], which is below the spatial resolution of our confocal set-up. Second, the calculated Landau-level spacing is $\hbar \omega_c = 1.8 \text{ meV T}^{-1}$. B, resulting in 2.7 meV at $\nu = 4$, which is less than the laser linewidth (8 meV). For instance, for lower magnetic fields, we cannot resolve the compressible/incompressible regions due to the limited resolution of our experiment. Therefore, a possible route to better resolve the edge states by the presented scanning photocurrent spectroscopy would be to start with a 2DEG with a larger electron density, limited resolution of our experiment. Therefore, a possible route to better resolve the edge states by the presented scanning photocurrent spectroscopy would be to start with a 2DEG with a larger electron density, such that experimentally applied $B$ would be larger for the lowest Landau-levels. Such a high-magnetic field regime may also allow to resolve the spin transport in the edge states exploiting the selection rules of the optical excitation in GaAs quantum wells in combination with the spin polarization of the one-dimensional subbands of the QPC [51–54].

6. Conclusions

In summary, we use a QPC as a local photocurrent detector to map the propagation of photogenerated charge carriers in a GaAs-based 2DEG at high magnetic fields. We find a photocurrent response at the lateral edges of the 2DEG with a longitudinal extension of several tens of micrometers. The length significantly exceeds the electron mean free path at zero magnetic field. Our results are consistent with photogenerated electrons being injected directly into quantum Hall edge channels. We find an additional optoelectronic response which we explain by charge carriers photogenerated in the vicinity of an edge state which capacitively influence the optoelectronic transport through it. Our work demonstrates that QPCs can be exploited to contact and read-out the optoelectronic transport through edge channels.
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