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ABSTRACT: We establish a connection between time evolution of free Fermi droplets and partition function of generalised $q$-deformed Yang-Mills theories on Riemann surfaces. Classical phases of $(0 + 1)$ dimensional unitary matrix models can be characterised by free Fermi droplets in two dimensions. We quantise these droplets and find that the modes satisfy an abelian Kac-Moody algebra. The Hilbert spaces $\mathcal{H}_+$ and $\mathcal{H}_-$ associated with the upper and lower free Fermi surfaces of a droplet admit a Young diagram basis in which the phase space Hamiltonian is diagonal with eigenvalue, in the large $N$ limit, equal to the quadratic Casimir of $u(N)$. We establish an exact mapping between states in $\mathcal{H}_\pm$ and geometries of droplets. In particular, coherent states in $\mathcal{H}_\pm$ correspond to classical deformation of upper and lower Fermi surfaces. We prove that correlation between two coherent states in $\mathcal{H}_\pm$ is equal to the chiral and anti-chiral partition function of 2d Yang-Mills theory on a cylinder. Using the fact that the full Hilbert space $\mathcal{H}_+ \otimes \mathcal{H}_-$ admits a composite basis, we show that correlation between two classical droplet geometries is equal to the full $U(N)$ Yang-Mills partition function on cylinder. We further establish a connection between higher point correlators in $\mathcal{H}_\pm$ and higher point correlators in 2d Yang-Mills on Riemann surface. There are special states in $\mathcal{H}_\pm$ whose transition amplitudes are equal to the partition function of 2d $q$-deformed Yang-Mills and in general character expansion of Villain action. We emphasise that the $q$-deformation in the Yang-Mills side is related to special deformation of droplet geometries without deforming the gauge group associated with the matrix model.
1 Introduction and summary

The theory of random matrix integrals has achieved so many accolades that a very few of the other toy models can ever reach. Random matrix integrals (in short matrix models) have impacted both the realms of mathematics and physics almost equally. Although, matrix models have not been very helpful in the context of critical string theory or superstring theories but one of the most significant model, the $c = 1$ matrix model alias matrix quantum mechanics (MQM) did serve as an indispensable tool to study lower dimensional bosonic string theories. Conventionally, the name “$c = 1$ matrix model” is derived from the fact that the double scaling limit of this one dimensional Hermitian matrix model represents a two-dimensional string theory.
whose target space interpretation is that of a Liouville theory coupled with \( c = 1 \) matter. Early evidences of such connection were explored in [1, 2] and made robust in the early 90’s by Gross and Klebanov [3]. For a more comprehensive overview, the reader may refer to [4, 5]. Following the beautiful works laid down by [6, 7], it was shown in [14] that the same model can also describe a two dimensional Yang-Mills theory with compactified spatial dimension. More interestingly [14] proved that the same 2d Yang-Mills partition function can be rewritten as an one dimensional unitary matrix model or a unitary matrix quantum mechanics (UMQM) for both \( U(N) \) or \( SU(N) \) gauge groups. In [16] this observation was extended to include 2d Yang-Mills defined on both cylinder and torus. One of the main aims of this paper is to further investigate the correspondence between UMQM and 2d Yang-Mills defined on higher genus Riemann surfaces.

2d Yang-Mills partition function with gauge group \( G \) on a Riemann surface \( \Sigma_g \) with genus \( g \) can be written as [17]

\[
Z_{\Sigma_g} = \sum_{\mathcal{R}} \dim \mathcal{R} e^{-\frac{\beta}{2} C_2(\mathcal{R})},
\]

where the sum is over all possible representations \( \mathcal{R} \) of \( G \). \( \dim \mathcal{R} \) is the dimension of \( \mathcal{R} \). \( C_2(\mathcal{R}) \) is the quadratic Casimir of \( \mathcal{R} \) and \( \beta \) is a theory dependent constant. Due to lack of propagating degrees of freedom in 2d Yang-Mills, the interesting objects to study in this theory are the correlators of Wilson loops \( W(U) = \text{Tr} U \) where \( U = \text{P} e^{\int \gamma A} \) around different edges (or boundaries) of \( \Sigma_g \). Following [18, 19] these correlators are given by

\[
K_{g,n} \equiv \langle W(U_1) \cdots W(U_n) \rangle = \sum_{\mathcal{R}} \dim \mathcal{R} e^{-\frac{\beta}{2} n C_2(\mathcal{R})},
\]

where \( \chi_{\mathcal{R}}(U_n) \) is the character of the representation \( \mathcal{R} \) evaluated on the holonomy \( U_n \). One can then simply recover (1.1) from (1.2) by setting \( n \) to zero.

Starting with the partition function (1.1) and considering the gauge group \( G \) to be \( U(N) \) or \( SU(N) \), [14] constructed the Hamiltonian by showing that the states in the theory consist of interacting strings that wind around the circle. They also observed that the Hamiltonian is equivalent to Das-Jevicki Hamiltonian [20, 21] of the \( c = 1 \) matrix model with the condition that the spatial direction is compactified. This provides an equivalence between 2d Yang-Mills and UMQM. In an alternate approach, [16] showed that 2d Yang-Mills partition function on a cylinder or torus is exactly same as one dimensional Kazakov and Migdal matrix model [22] with eigenvalues distributed on a circle and can be interpreted as UMQM. Another way to provide a free-fermionic description of 2d Yang-Mills is using quantum mechanics on group manifold \( U(N) \) [23]. This is arguably the most useful approach to the

---

\[1\] See also [8–13] for more works on 2d Yang-Mills and string theory.

\[2\] See [15] for connection between \( O(N) \) or \( Sp(N) \) 2d Yang-Mills theory and string theory.
problem since UMQM are nothing but a system of $N$ free fermions, and therefore the classical limit ($N \to \infty$) can be best described in terms of phase space variables.

Contrary to the usual, in this paper we take a bottom-up approach to show the equivalence between unitary matrix quantum mechanics and 2$d$ Yang-Mills theory and its variants via quantisation of phase space droplet. We explicitly construct the partition function of 2$d$ Yang-Mills theory on a generic Riemann surface with gauge group $U(N)$ or $q$-deformed $U(N)$ from the evolution of free Fermi droplets in one dimensional unitary matrix models. To be precise, we quantise the classical droplet in the matrix model and construct the corresponding Hilbert space. The Hilbert spaces $\mathcal{H}_+$ and $\mathcal{H}_-$ associated with the upper and lower free Fermi surfaces of a droplet admit a Young diagram basis in which the phase space Hamiltonian is diagonal with eigenvalue, in the large $N$ limit, equal to the quadratic Casimir of $u(N)$. We establish an exact mapping between the states in $\mathcal{H}_\pm$ and the geometries of upper and lower Fermi surfaces. In particular, coherent states in $\mathcal{H}_\pm$ correspond to classical deformation of upper and lower Fermi surfaces. We then prove that correlation between two coherent states in $\mathcal{H}_\pm$ is equal to the chiral and anti-chiral partition function of 2$d$ Yang-Mills theory on a cylinder, establishing the fact that factorisation of 2$d$ Yang-Mills in chiral and anti-chiral sectors is equivalent to independent evolution of upper and lower Fermi surfaces. More generically we prove that chiral 2$d$ Yang-Mills partition function on a generic Riemann surface with $n$ punctures (1.2) have a rather simple interpretation in terms of correlations between coherent states in $\mathcal{H}_\pm$. Using the fact that the full Hilbert space $\mathcal{H}_+ \otimes \mathcal{H}_-$ admits a composite basis, we show that correlation between two classical geometries is equal to the full $U(N)$ Yang-Mills partition function on cylinder. There exists a special class of coherent states in the Hilbert space - we call them $q$-deformed coherent states. $q$-deformed coherent states are mapped to a particular geometries of Fermi surfaces - box shaped surface. Correlation between these $q$-deformed coherent states is related to the character expansion of Villain action studied in [24]. Since the character expansion of Villain action can be related to $q$-deformed Yang-Mills theory [25], our analysis gives a dictionary between the correlators in UMQM Hilbert space and the heat kernel of $q$-deformed Yang-Mills. We emphasise that the $q$-deformation in the Yang-Mills side is related to special deformation of geometries without deforming the gauge group associated with the matrix model. Therefore the droplet picture of unitary matrix model is much more general and vivid. In some sense the geometry of droplet unifies different versions of 2$d$ Yang-Mills theories. A droplet contains more information than it is expected.

We now elaborate our results in detail. The camaraderie between representation theory and quantum field theory of free fermions, exploited earlier by [14, 23] is again at the core of our current approach. We start with a generic $(0 + 1)$ dimensional unitary matrix model. The dynamics of eigenvalues can be described in terms of a collective field $\rho(t, \theta)$ and its conjugate momentum $\pi(t, \theta)$ [21]. Classical dynamics
of collective fields also admits an equivalent description in terms of evolution of free Fermi droplet [26]. This two pictures are related by the simple fact that solving Hamilton’s equations for collective field and its conjugate momentum is equivalent to finding upper and lower Fermi surfaces of a free Fermi droplet (denoted by \( p_+(t, \theta) \) and \( p_-(t, \theta) \) respectively in this paper). The advantage of the second picture is that the equations of motion for \( p_+(t, \theta) \) and \( p_-(t, \theta) \) are decoupled and hence their evolution, except for the fact that \( p_+(t, \theta) - p_-(t, \theta) \geq 0 \) always as the difference is equal to eigenvalue density up to a factor of \( 2\pi \). The collective field theory Hamiltonian while written in terms of \( p_\pm(t, \theta) \) becomes diagonal (separable). Thus finding eigenvalue configuration is equivalent to find the shape/geometry of the free Fermi droplet. Unitary matrix quantum mechanics with zero potential admits a classical solution \( p_\pm = \pm \frac{1}{2} \). This solution corresponds to a uniform droplet and a constant eigenvalue configuration. In this paper we quantise this classical solution/droplet. However quantisation of other classical solutions can also be done in a similar way. We list our main observations sequentially.

- **Quantisation of droplets** : We quantise the classical droplet by imposing equal time commutation relations on \( p_\pm(\theta, t) \). Expanding \( p_\pm(\theta, t) \) in Fourier modes, we find that the modes in + and − sectors individually satisfy the abelian Kac-Moody algebra and the modes in two different sectors commute. Similar quantisation was studied by [27] in the context of Hermitian matrix quantum mechanics. Writing the Hamiltonian in terms of these modes we find that the Hamiltonian contains a usual quadratic piece (free part) as well as a cubic piece (interaction terms). This Hamiltonian is exactly the same as the one obtained by [12, 14, 23], with the cubic term being similar to the string splitting-joining interaction.

- **The Hilbert space \( \mathcal{H} \)** : We construct the Hilbert space associated with the quantised droplets. Demanding area preserving time evolution of the droplet, we find that the zero modes of + and − sectors are equal up to a sign. This constraint along with the fact that the zero modes commute with the Hamiltonian suggests that the Hilbert space can be constructed upon a one parameter family of ground state \( |s\rangle \). We take the parameter \( s \) to be integer, such the the phase space momentum is quantised. A generic state in the Hilbert space is given by action of creation operators associated with \( p_\pm \) on the ground state \( |s\rangle \).

- Since + and − sectors are decoupled, the excitation in + sector are isomorphic to those in the − sector. The full Hamiltonian is also given by a direct sum of \( H_+ \) and \( H_- \) : \( H = H_+ + H_- \). As a result, the total Hilbert space is a direct product of Hilbert spaces for + and − sectors : \( \mathcal{H} = \mathcal{H}_+ \otimes \mathcal{H}_- \). Evolution of states in \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) are independent of each other.
• Mapping between $\mathcal{H}$ and droplet: We then define a mapping between a state $|\psi\rangle \in \mathcal{H}_\pm$ and geometries of upper and lower Fermi surfaces respectively: $|\psi\rangle \rightarrow \{\langle \psi | p_\pm(\theta) | \psi \rangle \}$. The mapping is one-to-one as long as $p_\pm(\theta)$ is a single valued function of $\theta$. The expectation value of $p_\pm$ in the ground state is $\langle s | p_\pm | s \rangle = \pm \frac{1}{2} + \frac{s}{N}$ with zero dispersion. Therefore the ground state $|s\rangle$ corresponds to an overall shift of $p_\pm$ by an amount $s/N$ over the classical shape. Since the eigenvalue density is proportional to the difference between $p_+$ and $p_-$, such constant shift in upper and lower Fermi surfaces does not change the eigenvalue distribution. Expectation value of $p_\pm$ in a generic normalised excited state is same as the expectation value in the ground state. However the quantum dispersion $\Delta p_\pm$ in a generic excited state is not zero and goes like $1/N$. Therefore, these states are quantum excitations over the classical shape. In [14] such excitations in 2d Yang-Mills were identified with the left and right winding of strings around the circle. These excited states form a basis in the Hilbert space for a given ground state $|s\rangle$. Since + and − sectors are decoupled and isomorphic, we consider excitations in + sector only before combining the two sectors.

• Coherent states in $\mathcal{H}_+$: We also construct coherent states in the Hilbert space $\mathcal{H}_+$. Expectation value of $p_+$ in a coherent state is non-zero and gives a finite deformation of $p_+$ over the ground state. Quantum dispersion of $p_+$ in a coherent state is zero. Hence we call such states classical. A classical state preserves the quadratic nature of droplets: for a given $\theta$, $p_+$ is unique.

• Diagonalisation of the Hamiltonian: It turns out that the interaction piece in the Hamiltonian (of either sectors) is not diagonal in the above basis. We define a new basis in terms of representations of permutation group, in which the Hamiltonian is diagonal [23]. In representation basis $\mathcal{H}_\pm$ are spanned by representations built out of fundamental or anti-fundamental respectively. In $N \rightarrow \infty$ limit the eigenvalue of the Hamiltonian $H_\pm$ in representation basis is equal to the second Casimir of $u(N)$ representation. The Hamiltonian $H_\pm$ is same as that of a $U(N)$ 2d Yang-Mills theory in chiral (anti-chiral) sector.

• Evolution of coherent states in $\mathcal{H}_+$ and the cylinder amplitude: We next study the evolution of classical states in the Hilbert space. We show that the transition probability of an initial coherent state to a final coherent state in time $T$ is same as the chiral partition function of a $U(N)$ 2d Yang-Mills theory on a cylinder with two specified holonomies. In the droplet picture such a propagator gives the evolution of upper Fermi surface from one classical shape to the other. The initial and the final shapes are therefore mapped to two holonomies in the 2d Yang-Mills side.
• **Disc, sphere and torus**: There exists a special coherent state which corresponds to $p_+ (\theta) \sim \delta (\theta)$. The transition amplitude of a generic coherent state to this special state is mapped to chiral disc partition function of 2$d$ Yang-Mills theory. If both the initial and final shapes are delta functions, then such propagators are mapped to sphere partition function of the 2$d$ Yang-Mills in the chiral sector. Defining appropriate surgery in the space of coherent states we also generate the torus partition function.

• **Higher point correlators**: We define a unique operator associated with a coherent state. $n$-point correlations of these operators in a mixed ensemble (weight factor depends on an integer $g \geq 0$) in the Hilbert space $H_+$ can be related to a generic Yang-Mills amplitude (1.2) in a chiral sector. For example transition amplitude between two coherent states, discussed above is same as two point correlator in a mixed ensemble with $g = 0$.

• **$q$-deformed theory**: The correspondence between the correlators of coherent states and heat kernel of 2$d$ Yang-Mills can be naturally extended to $q$-deformed Yang-Mills theory. We define a new class of coherent states as a function of $q$. Projection of such states along representation basis gives $q$-deformed dimension of the corresponding representations [23]. Considering the deformation parameter $q = e^{i u s}$ and taking the double scaling limit $g_s \rightarrow 0$, $N \rightarrow \infty$ keeping $g_s N = \lambda$ fixed, the expectation value of $p_+$ operator in such states is given by a box function symmetrically distributed about $\theta = 0$ with height $1/\lambda$ and width $\lambda$. With the aid of these special class of coherent states we are able to reproduce the sphere and disc partition function of $q$-deformed Yang-Mills. The sphere partition function corresponds to evolution of a $q$-deformed coherent state to itself. Evolution of a $q$-deformed coherent state to generic coherent state maps to a disc partition function.

• **Connection with Villain action**: Going a step further, we also compute the correlation between two different $q$-deformed coherent states. In the droplet picture such a correlation corresponds to evolution of a box distribution to another box distribution keeping the area preserved. These correlators do not have any direct consequence in $q$-deformed theories. However, we show that they appear in the context of character expansion of Villain action [24]. Integrating two different $U(N)$ Villain actions (with two different parameters) over $U(N)$ group manifold one obtains such amplitudes.

• **Joining two chiral sectors**: In order to recover the full 2$d$ Yang-Mills partition function, one has to consider the contribution of propagators coming from states in both the Hilbert spaces $\mathcal{H}_+$ and $\mathcal{H}_-$. Tools for factorizing Yang-Mills theories into chiral and anti-chiral sectors have been developed using
the notion of composite representations. We show that the full Hilbert space $\mathcal{H}_+ \otimes \mathcal{H}_-$ admits a composite representation basis. Expressing the evolution amplitudes in this basis we recover the full partition of $U(N)$ Yang-Mills theory in 2d.

We have structured the paper as follows. In section 2, we briefly discuss the construction of classical phase space in matrix quantum mechanics. Quantisation of classical phase space is given in section 3. The connection between droplet evolution and partition functions of ($q$-deformed) 2d Yang Mills theory is discussed in section 4. Further in appendix A, we provide the eigenvalue analysis for the phase space Hamiltonian. A brief review of composite representation and some comments on irreducible representations of $su(N)$ and $u(N)$ appears in appendix B. In appendix C, we elaborate on twisted surgery and explicitly write down an expression for 3-point function (however the process can in principle to generalized to obtain general $n$-point functions). Finally, in appendix D we discuss about the Villain action and its character expansion.

2 Unitary matrix model in $(0 + 1)$ dimension

Partition function for a unitary matrix model in $(0 + 1)$ dimension is given by

$$Z_t = \int [DU] \exp \left[ \int dt \left( \text{Tr} \dot{U}^2 + W(U) \right) \right]. \quad (2.1)$$

Following the beautiful work by Jevicki and Sakita [21, 28] one can describe the matrix model (2.1) in terms of a real collective bosonic field $\rho(t, \theta)$ (the eigenvalue density) and its conjugate momentum $\pi(t, \theta)$. The corresponding Hamiltonian is given by,

$$H_B = \int d\theta \left( \frac{1}{2} \frac{\partial \pi(t, \theta)}{\partial \theta} \rho(t, \theta) \frac{\partial \pi(t, \theta)}{\partial \theta} + \frac{\pi^2 \rho^3(t, \theta)}{6} + W(\theta) \rho(t, \theta) \right) \quad (2.2)$$

where $\int d\theta W(\theta) \rho(t, \theta) = W(U(t))$. The Hamilton’s equations for $\rho(t, \theta)$ and $\pi(t, \theta)$ are given by,

$$\begin{align*}
\partial_t \rho(t, \theta) + \partial_\theta (\rho(t, \theta) v(t, \theta)) &= 0 \\
\partial_t v(t, \theta) + \frac{1}{2} \partial_\theta v(t, \theta)^2 + \frac{\pi^2}{2} \partial_\theta \rho(t, \theta)^2 &= -W'(\theta) 
\end{align*} \quad (2.3)$$

where

$$v(t, \theta) = \partial_\theta \pi(t, \theta). \quad (2.4)$$

These are coupled, non-linear partial differential equations and hence it is difficult to find a solution in general. One can decouple these two equations by introducing two new variable $p_\pm(t, \theta)$

$$\rho(t, \theta) = \frac{p_+(t, \theta) - p_-(t, \theta)}{2\pi}, \quad \text{and} \quad v(t, \theta) = \frac{p_+(t, \theta) + p_-(t, \theta)}{2}. \quad (2.5)$$
The equations for \( p_\pm(t, \theta) \) become

\[
\partial_t p_\pm(t, \theta) + p_\pm(t, \theta) \partial_\theta p_\pm(t, \theta) + W'(\theta) = 0.
\]

(2.6)

The set of decoupled equations (2.6) governs the evolution of a free-Fermi droplet in \((p, \theta)\) plane whose boundaries are given by \( p_\pm(t, \theta) \) [26]. To understand this in detail, consider a system of \( N \) free Fermions (non-interacting) moving on \( S^1 \) under a common potential \( W(\theta) \). The single particle Hamiltonian is given by

\[
h(p, \theta) = \frac{p^2}{2} + W(\theta).
\]

(2.7)

The Hamilton’s equations obtained from the single particle Hamiltonian (2.7) are given by

\[
\frac{dp}{dt} = -W'(\theta), \quad \frac{d\theta}{dt} = p.
\]

(2.8)

Using these equations one can check that the boundaries of a droplet \( p \rightarrow p_\pm(t, \theta) \) follow equation (2.6). Therefore equations (2.6) determines classical evolution of Fermi surface with time. The phase space Hamiltonian for such free Fermi system is given by,

\[
H_p = \frac{1}{2\pi} \int d\theta \int dp \left( \frac{p^2}{2} + W(\theta) \right) \varpi(p, \theta)
\]

(2.9)

where \( \varpi(p, \theta) \) is the phase space density

\[
\varpi(p, \theta) = \Theta ((p_+(t, \theta) - p)(p - p_-(t, \theta))).
\]

(2.10)

There is a one to one correspondence between phase space variables and collective field theory variables. Eigenvalue density and the corresponding momentum can be obtained from phase space distribution by integrating over \( p \)

\[
\rho(t, \theta) = \frac{1}{2\pi} \int dp \ \varpi(p, \theta), \quad v(t, \theta) = \frac{1}{2\pi \rho} \int dp \ p \ \varpi(p, \theta).
\]

(2.11)

Thus the relations (2.5) serve as a dictionary between bosonic and fermionic (phase space) variables. Integrating over \( p \) in (2.9) we have,

\[
H_p = \frac{1}{2\pi} \int d\theta \left( \frac{p_+(t, \theta)^3}{6} + W(\theta)p_+(t, \theta) \right) - \frac{1}{2\pi} \int d\theta \left( \frac{p_-(t, \theta)^3}{6} + W(\theta)p_-(t, \theta) \right).
\]

(2.12)

Using the dictionary (2.5) the Hamiltonian (2.9) reduces to Hamiltonian (2.2). Thus we see that the matrix model (2.1) has two equivalent descriptions.

Solving the field theory equations of motion (2.3) is equivalent to solving for upper and lower Fermi surfaces in phase space picture. In either case, one needs
to provide an initial data on a constant time slice in \((t, \theta)\) plane. After that the problem reduces to a *Cauchy problem*. Existence of a unique solution depends on the geometry of initial data curve\(^3\).

For a unitary matrix model, phase space distribution has \(\theta \to -\theta\) symmetry. Using this fact it is possible to show that the phase space area covered by Fermi surfaces is a constant of motion. Area covered by Fermi surfaces at a time \(t\) is given by

\[
A(t) = \int_{-\theta_0}^{\theta_0} (p_+(t, \theta) - p_-(t, \theta)) \, d\theta. \tag{2.13}
\]

Using equation (2.6) and the fact that \(p_\pm(t, \theta)\) and \(W(\theta)\) are symmetric functions of \(\theta\) it is easy to verify that

\[
\frac{d}{dt} A(t) = 0. \tag{2.14}
\]

Thus, phase space area is preserved during classical time evolution. One can normalise the area to be unity : \(A(t) = 1\). It is only the shape which changes during evolution.

### 3 Quantisation of droplets

In order to regularise the total number of states in phase space we divide the phase space into unit cells with volume \(\hbar\) such that

\[
\frac{1}{2\pi\hbar} \int dp d\theta \varpi(p, \theta) = N, \quad \text{with} \quad \hbar N = 1. \tag{3.1}
\]

The classical limit corresponds to \(N \to \infty, \; \hbar \to 0\) with \(\hbar N = 1\). We also modify our phase space Hamiltonian (2.12) accordingly and is given by

\[
H_p = \frac{1}{2\pi\hbar} \int d\theta \left( \frac{p_+(t, \theta)^3}{6} + W(\theta)p_+(t, \theta) \right) - \frac{1}{2\pi\hbar} \int d\theta \left( \frac{p_-(t, \theta)^3}{6} + W(\theta)p_-(t, \theta) \right). \tag{3.2}
\]

Our goal now is to find a simplectic form on the phase space \([30, 31]\), so that the Hamilton’s equation

\[
\dot{p}_\pm(t, \theta) = \{p_\pm(t, \theta), H_p\} \tag{3.3}
\]

coincides with (2.6), where \(H_p\) is the total Hamiltonian (3.2). To achieve this goal we introduce equal time Poisson brackets between \(p_\pm(t, \theta)\) and \(p_\pm(t, \theta')\)

\[
\{p_\pm(t, \theta), p_\pm(t, \theta')\} = \pm 2\pi\hbar \delta'(\theta - \theta') \quad \text{and} \quad \{p_+(t, \theta), p_-(t, \theta')\} = 0. \tag{3.4}
\]

It is easy to check that using these Poisson brackets the equation (3.3) boils down to (2.6).

\(^3\text{See [29], for an example.}\)
3.1 Quantisation and Kac-Moody algebra

Suppose $p^{(0)}_\pm(t, \theta)$ are solutions of equation (2.6). Consider fluctuations $\tilde{p}_\pm(t, \theta)$ about such classical solutions

$$p_\pm(t, \theta) = p^{(0)}_\pm(t, \theta) + \hbar \tilde{p}_\pm(t, \theta).$$  \hspace{1cm} (3.5)

The fluctuations $\tilde{p}_\pm(t, \theta)$ satisfy

$$\partial_t \tilde{p}_\pm(t, \theta) + \partial_\theta (p^{(0)}_\pm(t, \theta) \tilde{p}_\pm(t, \theta)) + \hbar \tilde{p}_\pm(t, \theta) \partial_\theta \tilde{p}_\pm(t, \theta) = 0. \hspace{1cm} (3.6)$$

This equation follows from the Hamiltonian

$$\tilde{H}_p = \frac{1}{2\pi\hbar} \int d\theta \left( \frac{\hbar^3}{6} \tilde{p}_+^3(t, \theta) + \frac{\hbar^2}{2} p^{(0)}_+(t, \theta) \tilde{p}_+(t, \theta)^2 \right) - \frac{1}{2\pi\hbar} \int d\theta \left( \frac{\hbar^3}{6} \tilde{p}_-^3(t, \theta) + \frac{\hbar^2}{2} p^{(0)}_-(t, \theta) \tilde{p}_-(t, \theta)^2 \right) \hspace{1cm} (3.7)$$

with the following Poisson bracket relations

$$\{ \tilde{p}_\pm(t, \theta), \tilde{p}_\pm(t, \theta') \} = \frac{2\pi}{\hbar} \delta'(\theta - \theta') \quad \text{and} \quad \{ \tilde{p}_+(t, \theta), \tilde{p}_-(t, \theta') \} = 0. \hspace{1cm} (3.8)$$

We also assume that the fluctuations preserve the total area of the droplet. This implies that

$$\int_{-\pi}^{\pi} d\theta (\tilde{p}_+(t, \theta) - \tilde{p}_-(t, \theta)) = 0. \hspace{1cm} (3.9)$$

The unitary matrix model (2.1) admits a minimum free energy classical configuration given by circular droplet $p^{(0)}_\pm(t, \theta) = \pm \frac{1}{2}$ when $W(\theta)$ is constant. We study quantum fluctuations about this solution. However our analysis can be followed to study quantum fluctuations about other classical configurations as well. For $p^{(0)}_\pm = \pm \frac{1}{2}$ the Hamiltonian (3.7) is given by

$$\tilde{H}_p = \frac{\hbar}{8\pi} \int_{-\pi}^{\pi} (\tilde{p}_+^2(t, \theta) + \tilde{p}_-^2(t, \theta)) \, d\theta + \frac{\hbar^2}{12\pi} \int_{-\pi}^{\pi} (\tilde{p}_+^3(t, \theta) - \tilde{p}_-^3(t, \theta)) \, d\theta. \hspace{1cm} (3.10)$$

$\tilde{p}_\pm$ satisfies

$$\partial_t \tilde{p}_\pm(t, \theta) + \frac{1}{2} \partial_\theta \tilde{p}_\pm(t, \theta) + \hbar \tilde{p}_\pm(t, \theta) \partial_\theta \tilde{p}_\pm(t, \theta) = 0. \hspace{1cm} (3.11)$$

To quantise the above classical system we promote the Poisson brackets (3.8) to commutation relations

$$[\tilde{p}_\pm(t, \theta), \tilde{p}_\pm(t, \theta')] = \pm 2\pi i \delta'(\theta - \theta') \quad \text{and} \quad [\tilde{p}_+(t, \theta), \tilde{p}_-(t, \theta')] = 0. \hspace{1cm} (3.12)$$
We decompose $\tilde{p}_\pm(t, \theta)$ into Fourier modes

$$\tilde{p}_+(t, \theta) = \sum_{n=-\infty}^{\infty} a_n(t) e^{in\theta}$$

and

$$\tilde{p}_-(t, \theta) = -\sum_{n=-\infty}^{\infty} b_n(t) e^{in\theta}.$$  

(3.13)

The constraint (3.9) implies that the zero-modes $a_0$ and $b_0$ are equal up to a sign

$$a_0 = -b_0 = \pi_0.$$  

(3.15)

It follows from the quantisation conditions (3.12) that the Fourier modes $a_n$ and $b_n$ satisfy $u(1)$ Kac-Moody algebra

$$[a_m(t), a_n(t)] = m\delta_{m+n}, \quad [b_m(t), b_n(t)] = m\delta_{m+n}, \quad \text{and} \quad [a_m(t), b_n(t)] = 0.$$  

(3.16)

The Hamiltonian (3.10) in terms of these modes are given by

$$\dot{H}_p = \frac{\hbar}{4} \sum_n \left( a_n(t)a_{-n}(t) + b_n(t)b_{-n}(t) \right)$$

$$+ \frac{\hbar^2}{6} \sum_{m,n} \left( a_m(t)a_n(t)a_{-(m+n)}(t) + b_m(t)b_n(t)b_{-(m+n)}(t) \right)$$

(3.17)

The phase space Hamiltonian is not a free Hamiltonian, it contains a cubic interaction. Our next goal is to construct the Hilbert space for the system of quantised droplet and set up a map between different states in the Hilbert space and shapes of droplets (excitations).

Before constructing the Hilbert space we note that in $\hbar \to 0$ limit the quantum excitations $\tilde{p}_\pm(t, \theta)$ can be related to primary fields associated with a theory of free bosons moving on a cylinder. We use the equations of motion (3.11) in $\hbar \to 0$ limit and find that the time evolution for $a_n(t)$ and $b_n(t)$ are given by

$$a_k(t) = a_k(0)e^{ikt/2}, \quad b_k(t) = b_k(0)e^{ikt/2}.$$  

(3.18)

Therefore $\tilde{p}_\pm$ can be written as (we define $a_n \equiv a_n(0)$ and $b_n \equiv b_n(0)$)

$$\tilde{p}_+(t, \theta) = \sum_n a_n e^{-n(\tau+i\theta)} \quad \text{and} \quad \tilde{p}_-(t, \theta) = \sum_n b_n e^{-n(\tau-i\theta)} \quad \text{where} \quad \tau = \frac{it}{2}.$$  

(3.19)

Defining $z = e^{\tau+i\theta}$ and $\bar{z} = e^{\tau-i\theta}$ we see that $\tilde{p}_+$ is a holomorphic function of $z$ and $\tilde{p}_-$ is an anti-holomorphic function of $\bar{z}$

$$\tilde{p}_+(z) = \pi_0 + \sum_{k \neq 0} a_k z^{-k} \quad \text{and} \quad \tilde{p}_-(\bar{z}) = \pi_0 + \sum_{k \neq 0} b_k \bar{z}^{-k}.$$  

(3.20)
and the modes satisfy \( u(1) \) Kac-Moody algebra. Thus, in the \( N \to \infty \) limit \( p_+ \) and \( p_- \) are related to holomorphic and anti-holomorphic conserved currents associated with a free scalar CFT on a cylinder of radius one\(^4\).

The Hamiltonian \( \tilde{H}_p \) also separates into two parts: \( \tilde{H}_p = H_+ + H_- \). Since the Hamiltonian (3.17) does not depend on time explicitly, \( H_\pm \) are given by (up to an overall constant)

\[
H_+ = \frac{\hbar}{4} a_0^2 - \frac{\hbar^2}{24} a_0 + \frac{\hbar^2}{6} a_0^3 + \frac{\hbar}{2} (1 + 2 \hbar a_0) \sum_{k>0} a_k a_k + \frac{\hbar^2}{2} \sum_{m,n>0} \left( a_{m+n}^l a_m a_n + \text{h.c.} \right)
\]

(3.23)

and similarly

\[
H_- = \frac{\hbar}{4} b_0^2 - \frac{\hbar^2}{24} b_0 + \frac{\hbar^2}{6} b_0^3 + \frac{\hbar}{2} (1 + 2 \hbar b_0) \sum_{k>0} b_k b_k + \frac{\hbar^2}{2} \sum_{m,n>0} \left( b_{m+n}^l b_m b_n + \text{h.c.} \right)
\]

(3.24)

Both the Hamiltonians have two parts, a free part and an interacting part. This Hamiltonian is similar to the Hamiltonian obtained by [14, 23, 26] for splitting-joining of strings. Here the interaction piece is responsible for the interaction between the boundary excitations.

### 3.2 The Hilbert space

We now construct the Hilbert space for ‘+’ sector. There exists an isomorphic Hilbert space for ‘−’ sector. We denote these Hilbert spaces by \( \mathcal{H}_\pm \) and the total Hilbert space is therefore given by \( \mathcal{H} = \mathcal{H}_+ \otimes \mathcal{H}_- \).

Since \( \pi_0 \) commutes with all the \( a_n, b_n \) and hence with \( \tilde{H}_p \), application of \( a_n \)’s and \( b_n \)’s cannot change the eigenvalue of \( \pi_0 \). Therefore the Hilbert space is constructed

\[\text{ from the above construction it is easy to see that the fluctuations } \tilde{p}_\pm \text{ can be related to conserved currents associated with a free scalar on a cylinder of radius one. We define a scalar field on a cylinder of radius one:}
\]

\[
\varphi(z, \bar{z}) = \varphi_0 - i \pi_0 \ln(z \bar{z}) + i \sum_{n \neq 0} \frac{1}{n} (a_n z^{-n} + b_n \bar{z}^{-n})
\]

(3.21)

such that

\[
i \partial \varphi = \frac{\pi_0}{z} + \sum_{n \neq 0} a_n z^{-n-1} = \frac{\tilde{p}_+(z)}{z}, \quad \text{and} \quad i \bar{\partial} \varphi = -\frac{\pi_0}{\bar{z}} + \sum_{n \neq 0} b_n \bar{z}^{-n-1} = \frac{\tilde{p}_-(\bar{z})}{\bar{z}}.
\]

(3.22)
upon a one parameter family of vacua \(|s, s⟩\equiv |s⟩\) where,

\[
\begin{align*}
    a_n|s⟩ &= 0, \\
    b_n|s⟩ &= 0 \text{ for } n > 0 \\
    \text{and } & a_0|s⟩ = -b_0|s⟩ = \pi_0|s⟩ = s|s⟩.
\end{align*}
\]

The Hilbert space constructed upon \(|s⟩\) vacuum is denoted by \(\mathcal{H} : s\) charged module generated over the primary \(|s⟩\). We take \(s\) to be integer in order to get the phase space momentum \((2.11)\) quantised in the units of \(\hbar\).

A generic excitation above the ground state is given by

\[
|\vec{k}, \vec{l}⟩ = \prod_{n,m=1}^{\infty} (a_n^{\dagger})^{k_n} (b_m^{\dagger})^{l_m} |s⟩.
\]

The \(\vec{k}\) and \(\vec{l}\) sectors correspond to excitations in upper and lower Fermi surfaces. Since \(a_n\) and \(b_n\) commute, generic excitation \(|\vec{k}, \vec{l}⟩ \in \mathcal{H}\) can be written as \(|\vec{k}⟩ \otimes |\vec{l}⟩\).

The time evolution of the vectors in \(\mathcal{H}_±\) are governed by \(\mathcal{H}_±\) respectively and are independent, except for the fact that \(p_+ - p_- \geq 0\). We first consider the states and their evolution in \(\mathcal{H}_+\) only. \(\mathcal{H}_-\) can be studied similarly. Later in section 4.3 we combine the evolution of classical states in these two sectors and show how they are related to correlation functions of 2\(d\) Yang-Mills theories on Riemann surfaces.

The excited states in \(\mathcal{H}_+\) are orthogonal with the normalization

\[
\langle \vec{k}′|\vec{k}⟩ = z_\vec{k} \delta_{\vec{k}\vec{k}′} \text{ where } z_\vec{k} = \prod_j k_j! j^{k_j}
\]

and has \(\pi_0\) eigenvalue \(s\). They also satisfy the completeness relation

\[
\sum_\vec{k} \frac{1}{z_\vec{k}} |\vec{k}⟩⟨\vec{k}| = I_{\mathcal{H}_+}
\]

and hence form a basis in \(\mathcal{H}_+\). These states are particle like excitation above the ground state \(|s⟩\). The excited states \(\vec{k}\) in either sectors are eigenstates of the free Hamiltonian

\[
\mathcal{H}^\pm_\text{free}|\vec{k}⟩ = \frac{\hbar}{2} (1 ± 2sh) \left( \sum_{n=1}^{\infty} nk_n \right) |\vec{k}⟩,
\]

but not an eigenstate of the full Hamiltonian. The interaction Hamiltonian changes \(|\vec{k}⟩\) state to \(|\vec{k}′⟩\) keeping the level fixed, i.e. \(\sum_n nk_n = \sum_n nk_n′\). The expectation value of \(p_+(t, \theta)\) operator in \(|\vec{k}⟩\) state is \((1/2 + \hbar s)z_\vec{k}\) with a non-zero quantum dispersion \(\Delta p_+\) which goes as \(\hbar\). Therefore \(|\vec{k}⟩\) states are quantum excitations over the ground state : ripples on Fermi surface. In [14] such excitations in 2\(d\) Yang-Mills were

---

5One can study an entangled excitations of free Fermi droplets. We do not discuss such excitations in this paper.
identified with the left and right winding of strings around the circle - excitation of \( k_n \) closed strings winding \( n \) times around the circle.

One can also define coherent state in \( \mathcal{H}_+ \)

\[ |\tau_+\rangle = \exp \left( \sum_{n=1}^{\infty} \frac{\tau^+_n a^+_n}{n\hbar} \right) |s\rangle. \] (3.30)

The state \( |\tau_+\rangle \) is not normalised, one can show that

\[ \langle \tau^a_+ | \tau^b_+ \rangle = \exp \left( \sum_{n} \tau^a_n \tau^b_n / n\hbar^2 \right). \] (3.31)

The coherent state \( |\tau_+\rangle \) is an eigenstate of \( a_n \) (\( \forall n > 0 \)) operator with eigenvalue \( \tau^+_n / \hbar \). A coherent state \( |\tau_+\rangle \) can be expanded in \( |\vec{k}\rangle \) basis in the following way

\[ |\tau_+\rangle = \sum_{\vec{k}} \frac{\tau^+_\vec{k}}{\sqrt{z^\vec{k}}} |\vec{k}\rangle, \quad \text{where} \quad \tau^+_\vec{k} = \prod_{m} \left( \frac{\tau^+_m}{\hbar} \right)^{k_m}. \] (3.32)

The expectation value of \( p^+_+ \) operator in a coherent state \( |\tau_+\rangle \) is given by

\[ \omega_{\tau_+}(z) = \frac{\langle \tau^+_+ | \frac{p^+_+}{2\pi} | \tau^+_+ \rangle}{\langle \tau^+_+ | \tau^+_+ \rangle} = \frac{1}{4\pi} + \frac{s \hbar}{2\pi} + \frac{1}{2\pi} \sum_{n>0} \tau^+_n \left( z^n + \frac{1}{z^n} \right). \] (3.33)

Value of \( \omega_{\tau_+}(z) \) on the unit circle (\(|z|=1\)) in the complex \( z \) plane is given by,

\[ \omega_{\tau_+}(\theta) \equiv \omega_{\tau_+}(z = e^{i\theta}) = \frac{1}{4\pi} + \frac{s \hbar}{2\pi} + \tilde{\omega}_{\tau_+}(\theta) \] where \( \tilde{\omega}_{\tau_+}(\theta) = \frac{1}{\pi} \sum_{n>0} \tau^+_n \cos n\theta. \) (3.34)

The quantum dispersion of \( p^+_+ \) in a coherent state is zero. Therefore such states are called classical.

We now define the following mapping between a state \( |\psi\rangle \in \mathcal{H}_+ \) and shape of the upper Fermi surface

\[ |\psi\rangle \rightarrow \{ \langle \psi | p^+_+ (\theta) | \psi \rangle \}. \] (3.35)

This mapping maps the following three types of states in \( \mathcal{H}_+ \) to three different types of shapes of the upper Fermi surface \( p^+_+ \).

- Expectation value of \( p^+_+ \) in ground state is \( \langle s | p^+_+ | s \rangle = \frac{1}{2} + s \hbar \) with zero dispersion. Therefore the ground state \( |s\rangle \) corresponds to an overall shift of \( p^+_+ \) by an amount \( s/N \) over the classical value. Similar mapping exists in the \(-\) sector as well and the ground state corresponds to the same shift in \( p^-_+ \). Since the eigenvalue density is proportional to the difference between \( p^+_+ \) and \( p^-_+ \), such constant shift in upper and lower Fermi surfaces does not change the eigenvalue distribution.
• Expectation value of $p_+$ in a generic normalised excited state is same as the expectation value in the ground state with non-zero dispersion\(^6\). Therefore excited states correspond to $O(\hbar)$ ripples on $p_+$.

• The relation (3.34) defines a mapping between a coherent states $|\tau_+\rangle$ in $H_+$ and a classical deformation of droplet in ‘+’ sector over the ground state. Specifying a coherent state is equivalent to specifying a $O(1)$ deformation $\omega_{\tau_+}(\theta)$ of $p_+$. The mapping is one-to-one as long as a classical distribution $\langle \psi | p_+(\theta) | \psi \rangle$ is a single valued function of $\theta$.

An important thing to note here is that classical deformations do not disturb the quadratic profile of the droplets i.e for a given $\theta$, there exists unique values of $p_{\pm}(\theta)$. There are other types of excitation, which destroy the quadratic profile of a droplet

\[\text{Figure 1. Different Fermi surfaces.}\]

---

\(^6\)This is similar to the expectation of position or momentum operator of a simple harmonic oscillator in the ground state or higher excited states.
3.3 Eigenstates

The basis states $|\vec{k}\rangle$ in $\mathcal{H}_+$ are not eigenstates of the full Hamiltonian $H_+$. We introduce a new basis in the Hilbert space $\mathcal{H}_+$ - Young diagram basis. We associate a state $|R_+\rangle$ in $\mathcal{H}_+$ for a given Young diagram $R_+$ in the following way

$$|R_+\rangle = \sum_{\vec{k}} \frac{\chi_{R_+}(\vec{k})}{z_\vec{k}} |\vec{k}\rangle$$

(3.36)

where $\chi_{R_+}(\vec{k})$ is the character of the conjugacy class $C(\vec{k})$ of the permutation group $S_K$. $|R_+\rangle$ corresponds to a Young diagram $R_+$ whose rows have lengths $l_1 \geq l_2 \geq l_3 \geq \cdots \geq l_r \geq 0$, with $r$ being the number of rows. Total number of boxes in $R_+$ is equal to the level of $|\vec{k}\rangle$ states: $\sum_i n_i = \sum_n n_k n$. Following the normalization (3.27) of $|\vec{k}\rangle$ we have

$$\langle R_+ | R'_+ \rangle = \delta_{R_+, R'_+}.$$  

(3.37)

Inverting the relation (3.36) we have

$$|\vec{k}\rangle = \sum_{R_+} \chi_{R_+}(\vec{k}) |R_+\rangle.$$  

(3.38)

Thus $|\vec{k}\rangle$ and $|R_+\rangle$ are two equivalent basis of the Hilbert space $\mathcal{H}_+$. The young diagram basis also has interpretations in terms of fermionic excitations following bosonisation [23, 32].

It turns out that (see appendix A) the Hamiltonian (3.23) is diagonal in the Young diagram basis

$$H_+ |R_+\rangle = \left[ \frac{\hbar^2}{6} s^3 + \frac{\hbar}{4} s^2 - \frac{\hbar^2}{24} s + \frac{\hbar}{2} (1 + 2s) l(R_+) + \frac{\hbar^2}{2} \kappa_{R_+} \right] |R_+\rangle \equiv E(R_+, s) |R_+\rangle$$

(3.39)

where

$$l(R_+) = \sum_{i=1}^r l_i \quad \text{and} \quad \kappa_{R_+} = l(R_+) + \sum_{i=1}^r (l_i^2 - 2il_i).$$  

(3.40)

Note that eigenvalues of the free and the interaction part of the Hamiltonian are of the same order $\hbar l(R_+) \sim \hbar^2 \kappa_{R_+}$ in the large $N$ limit. Therefore, the cubic part (interaction) can not be treated as perturbation in the large $N$ limit.

The quadratic Casimir $C_2(R_+)$ of $u(N)$ representation is given by

$$C_2(R_+) = N l(R_+) + \kappa_{R_+}.$$  

(3.41)

From equation (3.39) we see that in the limit $N \to \infty$ the eigenvalue $E(R_+, s)$ of $|R_+\rangle$ is equal to quadratic Casimir $C_2(R_+)$ for $R_+$ representation

$$E(R_+, s) = \frac{\hbar^2}{2} C_2(R_+) + \mathcal{O}(\hbar).$$  

(3.42)
The Hilbert space, discussed above, is similar to the Hilbert space of a chiral sector of $U(N)$ 2d Yang-Mills on Riemann surfaces\(^7\). The states (3.26) in $\mathcal{H}_+$, with all $l_m = 0$ are the states of interacting strings that wind around the circle in one direction. The Hamiltonian $H_+$ is thus the Hamiltonian for the closed strings dual to the chiral sector of two dimensional Yang-Mills [7, 14, 23, 33–35]. The evolution of the upper Fermi surface $p_+$, therefore, maps to dynamics of string degrees of freedom dual to the chiral sector of 2d Yang-Mills. The evolution of lower Fermi surface $p_-$, in a similar way, provides the other chiral sector.

4 Evolution of classical droplets

In quantum mechanics all the information of a system is stored in the propagator: the transition amplitude from an initial state $|i\rangle$ at $t_i = 0$ to a final state $|f\rangle$ at time $t_f = T$, given by

$$K_{i\rightarrow f}(T) = \langle f| e^{\pm iHT} |i\rangle. \tag{4.1}$$

The Euclidean version of this amplitude is obtained by replacing $T \rightarrow -iT$

$$K_{i\rightarrow f}(T) = \langle f| e^{-\frac{1}{\hbar}HT} |i\rangle. \tag{4.2}$$

We define $S_+$: a set of all classical droplet configurations over the ground state in $\mathcal{H}_+$. There exists a one-to-one mapping between $S_+$ and the coherent states of $\mathcal{H}_+$. Our goal is to compute the propagators\(^8\) in $S_+$.

In order to calculate the transition amplitude between coherent states $|\tau^a_+\rangle$ and $|\tau^b_+\rangle$ in $S_+$ we first expand a coherent state in the Young diagram basis

$$|\tau_+\rangle = \sum_{R_+} \left( \sum_k \frac{\chi_{R_+}(k)}{z^+_k} \tau^+_k \right) |R_+\rangle. \tag{4.4}$$

The term inside the parenthesis can be simplified using equation (3.34). $\tau^+_k$ is given by

$$\tau^+_k = \int_{-\pi}^{\pi} d\theta \tilde{\omega}_{\tau_+}(\theta)e^{ik\theta}. \tag{4.5}$$

\(^7\)The complete Hamiltonian can be obtained by considering excitations in both $p_+$ and $p_-$ sectors.

\(^8\)If we take the initial state to be a representation $|R\rangle$, it will remain in the same state as $|R\rangle$ is an eigenstate of $H_+$. A transition between initial state $|\vec{k}\rangle$ and final state $|\vec{l}\rangle$ is given by

$$K(\vec{k} \rightarrow \vec{l}; T) = \sum_R \chi_R(\vec{k})\chi_R(\vec{l})e^{-\frac{1}{\hbar}E(R)T}. \tag{4.3}$$

This amplitude is zero if the levels of $|\vec{k}\rangle$ and $|\vec{l}\rangle$ are different.
Since $\tilde{\omega}_{\tau^+}(\theta)$ defines a distribution of $\theta_i$ in $N \to \infty$ limit, we can write

$$\tilde{\omega}_{\tau^+}(\theta) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta(\theta - \theta_i) - \frac{1}{2\pi}. \quad (4.6)$$

Hence, we have

$$\frac{\tau^+}{\hbar} = \sum_i e^{ik\theta_i}. \quad (4.7)$$

This equation provides a map between infinite dimensional $\tau^+ = \{\tau^+_1, \tau^+_2, \cdots \}$ space and the set of angular variables $\{\theta_1, \cdots, \theta_N\}$ in $N \to \infty$ limit. This mapping is one to one - a coherent state $|\tau^+_+\rangle \equiv \{\tau^+_n\}$ corresponds to a unique point $\{\theta_i\}$ in $\theta$ space. Using (4.7) we can write

$$\sum_{\vec{k}} \frac{X_{R+}(\vec{k})}{z_{\vec{k}}} \tau^+_\vec{k} = \text{Tr}_{R+} U(\infty) \equiv s_{R+}(\tau^+_+), \quad (4.8)$$

where $s_{R+}(\tau^+_+)$ is Schur polynomial$^9$. Thus we have

$$|\tau^+_+\rangle = \sum_{R+} s_{R+}(\tau^+_+) |R+\rangle. \quad (4.9)$$

From the closed string point of view $s_{R+}(\tau^+_+)$ is the wave function of chiral winding string states in $|R+\rangle$ basis [35]. A coherent state in $\mathcal{H}_+$ captures information of winding states in the chiral sector of closed string theory. Thus a classical shape of upper Fermi surface has a correspondence with winding states in the chiral sector of closed strings dual to 2d Yang-Mills.

We now consider the transition amplitude between two coherent states $|\tau^+_a\rangle$ and $|\tau^+_b\rangle$ in time interval $T$

$$\mathcal{K}_+(a \to b, T) = \langle \tau^+_a | e^{-\frac{i}{\hbar}H_+ T} | \tau^+_b \rangle. \quad (4.10)$$

Using relation (4.9) we can express this transition amplitude as a sum over representations

$$\mathcal{K}_+(a \to b, T) = \sum_{R+} s_{R+}(\tau^+_a) s_{R}(\tau^+_b) e^{-\frac{i}{2}C_2(R+) T}. \quad (4.11)$$

The transition amplitude between two coherent states in time $T$ is same as the chiral partition function of 2d Yang-Mills theory on a cylinder with holonomies specified at the two circular ends [7, 12, 13, 34]. The droplet profiles of the initial and the final coherent states are mapped to these two holonomies. We denote such an amplitude by $C_+(a, b, T)$.

$^9$In equation (4.8), Schur polynomial $s_{R+}$ is a function of $\theta_i$s. Since equation (4.7) maps $\tau^+_i$ space to $\theta_i$ space we write $s_{R+}$ as a function of $\tau^+_i$. 

\[ -18 - \]
There is a special point in \( \tau \) space, \( \tau^* : \tau_i^+ = 1, \forall i \). Droplet profile for such a coherent state is given by

\[
\omega_{\tau^*}(\theta) = -\frac{1}{4\pi} + \frac{\hbar s}{2\pi} + \delta(\theta).
\] (4.12)

Schur polynomial for such a distribution is equal to the dimension of the representation \( R_+ \), denoted by \( \text{dim} R_+ \). If the initial (or final) configuration corresponds to this particular configuration then \( C_+(\tau^* \rightarrow b, T) \) is given by

\[
C_+(\tau^*, b, T) = \sum_{R_+} (\text{dim} R_+)^2 e^{-\frac{1}{2}C_2(R_+)T}.
\] (4.13)

The delta function distribution of \( \omega_{\tau}(\theta) \) at one end of the cylinder is equivalent to shrinking the radius of that end to zero. As a result the corresponding amplitude becomes a disk amplitude \( D_+(b, T) \equiv C_+(\tau^*, b, T) \). For both \( \tau^*_a = \tau^*_b = \tau^* \), we get

\[
C_+(\tau^*, \tau^*, T) = \sum_{R_+} (\text{dim} R_+)^2 e^{-\frac{1}{2}C_2(R_+)T}.
\] (4.14)

This is the chiral partition function of 2d Yang-Mills on a sphere.

We next define a surgery in \( \tau_+ \) space to generate higher point function. Consider a cylinder \( C_+(a, b, A_1) \) and a disk \( D_+(c, A_2) \). To join the outer edge of the disk with one side (say the \( b \) side) of the cylinder we first set \( \tau^+_c = \tau^+_b \). Then sum over all possible coherent states \( |\tau^+_b \rangle \). Since \( \tau_+ \) space is isomorphic to \( \theta \) space, the integration in \( \tau_+ \) space can be replaced by an integration in \( \theta \) space with the Vandermonde factor

\[
V(\theta_i) = \prod_{i<j} \sin^2 \frac{\theta_i - \theta_j}{2}.
\]

\[
\int [d\tau_+]s_{R_+}(\tau) s_{R'_+}(\tau) \rightarrow \int [d\theta] \prod_{i<j} \sin^2 \frac{\theta_i - \theta_j}{2} s_{R_+}(\theta) s_{R'_+}(\theta) = \delta_{R_+, R'_+}.
\] (4.15)

Therefore we get,

\[
\int [d\tau^+_a]C_+(a, b, T_1) D_+(b, T_2) = D_+(a, T_1 + T_2).
\] (4.16)

Following the surgery one can also find a torus partition function of 2d Yang-Mills in the chiral sector

\[
Z = \int d\tau^+_a C_+(a, a, A) = \text{Tr} e^{-TH_+}.
\] (4.17)

**4.1 Higher point functions**

In 2d Yang-Mills theory one can define higher point functions: partition function with more than two holonomies. Such partitions are mapped to a Riemann surface with more than two punctures.
We define an operator $O_+^{\tau_+}$ associated with a coherent state $|\tau_+\rangle$ in $\mathcal{H}_+$

$$O_+^{\tau} = \sum_{R_+} \frac{\chi_{R_+}(\tau_+)}{\dim R_+} |R_+\rangle\langle R_+|.$$  \hspace{1cm} (4.18)

This operator has the properties

1. $O_+^{\tau_+^{*}} = I$,
2. $[O_+^{\tau_+^{a}}, O_+^{\tau_+^{b}}] = 0$,
3. $[O_+^{\tau_+^{a}}, H] = 0$,
4. $O_+^{\tau_+} |\tau_+^{*}\rangle = |\tau_+\rangle$.

Following (3.34), the operator (4.18) defines a correspondence between classical shape $\tilde{\omega}(\tau_+)$ and operators $O_+(\tau)$

$$\tilde{\omega}(\tau_+) = \langle \tau^* | O_+^{\tau} (\frac{\hat{p}_+(z)}{2\pi} O_+^{\tau} | \tau^* \rangle \bigg|_{z=e^{i\theta}}.$$  \hspace{1cm} (4.20)

We introduce a density matrix for a mixed ensemble $\mathcal{E}_g^+$ in $\mathcal{H}_+$ for $g = 0, 1, 2, \cdots$

$$\rho_g^+ = \sum_{R_+} (\dim R_+)^{2-2g} e^{-\frac{\epsilon}{2} C_2(R_+)T} |R_+\rangle\langle R_+|.$$  \hspace{1cm} (4.21)

The partition function in $\mathcal{E}_g^+$ is given by

$$Z_g^+ = \text{Tr} \rho_g^+ = \sum_{R_+} (\dim R_+)^{2-2g} e^{-\frac{\epsilon}{2} C_2(R_+)T}.$$  \hspace{1cm} (4.22)

Ensemble average of any operator $\mathcal{A}$ is defined as

$$\langle \mathcal{A} \rangle_g = \text{Tr}(\mathcal{A} \rho_g).$$

Therefore the ensemble average of a product of $n$ operators $O_+^{\tau_+^{a_1}}, \cdots, O_+^{\tau_+^{a_n}}$ is given by

$$\langle O_+^{\tau_+^{a_1}} \cdots O_+^{\tau_+^{a_n}} \rangle_g = \text{Tr} \left( O_+^{\tau_+^{a_1}} \cdots O_+^{\tau_+^{a_n}} \rho_g^+ \right) = \sum_{R_+} (\dim R_+)^{2-2g-n} e^{-\frac{\epsilon}{2} C_2(R_+)T} \prod_{i=1}^{n} s_{R_+^{a_i}}(\tau_+^{a_i}).$$  \hspace{1cm} (4.23)

For $g = 0$, $n = 1$ and $n = 2$ we get back our disc and cylinder amplitude respectively. $n = 0$ gives the partition function of 2d Yang-Mills on a generic Riemann surface in the chiral sector. The operator $O_+^{\tau_+}$, which corresponds to a classical distribution of droplet, creates a puncture on the Riemann surface. Three (and higher) point correlators in $\mathcal{H}_+$ can also be thought of as evolution of initial droplet to a final one in the presence of some external disturbances in between. Such external disturbances can be mathematically expressed as local twists. For example, a 3-point correlator can be interpreted as twisted surgery between two cylinders. See appendix C for details.
4.2 Connection to $q$-deformed theories

There exists another interesting class of coherent states given by [32]

$$ |\tau_q^+\rangle = \exp\left[\sum_{n=1}^{\infty} \frac{\gamma^2 - \gamma^{-2}}{n(q^2 - q^{-2})} a_n^\dagger \right] |s\rangle $$

(4.24)

where $q$ is a deformation parameter such that $0 < q < 1$ and $\gamma = q^N$. In the limit $q \to 1$ we find that

$$ \lim_{q \to 1} |\tau_q^+\rangle = \exp\left[\sum_{n=1}^{\infty} \frac{1}{nh_n} a_n^\dagger \right] |s\rangle = |\tau^+\rangle. $$

(4.25)

The $q$-deformed state $|\tau_q^+\rangle$ has the property

$$ \langle R_+ |\tau_q^+\rangle = \dim_q R_+ = \prod_{1 \leq i < j \leq N} \frac{|h_i - h_j|}{|j - i|} $$

(4.26)

where $\dim_q R_+$ is $q$-deformed dimension of $R_+$. Therefore the $q$-deformed state can be written as

$$ |\tau_q^+\rangle = \sum_{R_+} \left( \dim_q R_+ \right) |R_+\rangle. $$

(4.27)

Using the state droplet mapping one can find the shape of droplet for a $q$-deformed coherent state. We take the deformation parameter $q = e^{ig_s}$ and then consider a double scaling limit $g_s \to 0$, $N \to \infty$ keeping $g_s N = \lambda$ fixed. In this limit $\omega_{\tau_q^+}(\theta)$ is given by

$$ \omega_{\tau_q^+}(\theta) = -\frac{1}{4\pi} + \frac{h s}{2\pi} + \frac{1}{\lambda} \Theta \left( \frac{\lambda^2}{4} - \theta^2 \right). $$

(4.29)

The $q \to 1$ limit corresponds to $\lambda \to 0$. In this limit, the theta function approaches to $\delta(\theta)$, as expected.

The Lorentzian amplitude (4.1) from a $|\tau_q^+\rangle$ state to a $|\tau_b^+\rangle$ state is given by

$$ \mathcal{K}(\tau_q^+ \to \tau_b^+, T) = \sum_{R_+} s_{R_+} (\tau_b^+) \dim_q R_+ \ q^{\frac{1}{2}C_2(R_+)} \ hT = g_s. $$

(4.30)

This amplitude is same as the disc amplitude of a $q$-deformed Yang-Mills theory [36]. This is also similar to the character expansion of a “lesser known” generalized

---

10 Here we use the following definition of $q$-deformation

$$ [x] = q^{x/2} - q^{-x/2}. $$

(4.28)

11 We consider Lorentzian amplitude since we have taken $q = e^{ig_s}$. 
\(U(N)\) Villain action (D.3) (up to a normalization factor) \([24, 25]\). We have given a detailed discussion on Villain action in appendix D. In \(\mathcal{H}_+\), one can also consider an evolution of a coherent state to another coherent state: \(|\tau_{q_1}^\mathcal{H}\rangle \rightarrow |\tau_{q_2}^\mathcal{H}\rangle\). In the droplet picture such an evolution corresponds to a box distribution evolving to another box distribution keeping the area preserved. The amplitude for such evolution is given by

\[
\sum_{R_+} \dim_{q_1} R_+ \dim_{q_2} R_+ q_1^{\frac{1}{2}C_2(R_+)} q_2^{\frac{1}{2}C_2(R_+)} .
\]

(4.31)

Such a propagator appears when we glue two Villain actions with different ’t Hooft coupling \(\lambda_1\) and \(\lambda_2\) such that \(\lambda_1 + \lambda_2 = T\). The amplitude (4.31) can be thought of as gluing two different \(q\)-deformed disc over the edges. In (4.31) if we take \(q_1 = 1\) (or \(q_2 = 1\)) we get

\[
\sum_{R_+} \dim_{q_1} R_+ \dim_{q_2} R_+ q_2^{\frac{1}{2}C_2(R_+)} .
\]

(4.32)

This is the transition amplitude between \(|\tau_{q_2}^\mathcal{H}\rangle\) and \(|\tau^*\rangle\). In the large \(N\) limit these amplitudes give rise to a mixed Riemann-Hilbert problem \([37]\). Such Riemann-Hilbert problems appear in different contexts both in physics and mathematics. In physics, for example, they appear in open topological-A theory amplitudes on some specific Calabi-Yau caps \([38]\) and thus in the context of black hole microstate counting in type II string theory owing to the Ooguri-Strominger-Vafa (OSV) conjecture \([39]\). In mathematics, the Riemann-Hilbert problem associated with the \(q\)-deformed Plancherel growth belong to the same class \([40]\).

We see that the \(q\)-deformation in the Yang-Mills side is related to special deformation of droplet geometries without deforming the gauge group associated with the matrix model. Thus the geometry of droplet unifies different versions of 2d Yang-Mills theories. A droplet contains more information than it is expected.

### 4.3 Joining two chiral sectors

The Hilbert space \(\mathcal{H}_+\) captures only one chiral sector of the Yang-Mills theory on a circle \([7]\). The propagator defined in (4.11), gives only the chiral partition function of the 2d Yang-Mills theory on cylinder. In order to recover the full partition function, one has to consider the contribution of propagators coming from states in both the Hilbert spaces \(\mathcal{H}_+\) and \(\mathcal{H}_-\). Tools for factorizing Yang-Mills theories into chiral and anti-chiral sectors has been developed and discussed previously \([7, 35, 41]\) using the notion of composite representations (we elaborate on this further in appendix B). A composite representation \(R_+\bar{R}_-\) can be built from the Young diagrams of \(R_+\) and \(R_-\) by drawing the diagram corresponding to \(R_+\) in a standard way on top right and the Young diagram of \(R_-\) as anti-boxes in the bottom left corner turning it upside down.
down. The remaining rows have zero boxes such that the total number of rows in the composite diagram is $N$. Note that such a procedure makes sense where each Young diagram $R_+$ and $R_-$ has less than $\frac{N}{2}$ rows. However, in $N \to \infty$ limit one can extrapolate this procedure for any $R_+$ and $R_-$. The representations corresponding to the Young diagram of $R_+ R_-$ (as described above) forms a basis for $U(N)$. Another basis for $U(N)$ is given by $R_+ \otimes R_-$. The relation between the two basis is given by

$$| R_+ \rangle \otimes | \bar{R}_- \rangle = \sum_{S_+, S_-} \left( \sum_{S'} N_{S_+ S_'}^{R_+} N_{S_- S'}^{R_-} \right) | S_+ \bar{S}_- \rangle \tag{4.33}$$

and the inverse relation

$$| S_+ \bar{S}_- \rangle = \sum_{R_+, R_-} \left( \sum_{R'} (-1)^{|R'|} N_{R_+ R'}^{R} N_{R_- R'}^{\bar{R}} \right) | R_+ \rangle \otimes | \bar{R}_- \rangle. \tag{4.34}$$

A generic coherent state for a 2$d$ droplet is simply the tensor product of states for the upper and lower Fermi surfaces and is given by

$$| \tau^a \rangle \equiv | \tau_+^a, \tau_-^a \rangle = \sum_{R_+, R_-} s_{R_+} (\tau_+^a) s_{R_-} (\tau_-^a) | R_+ \rangle \otimes | \bar{R}_- \rangle \tag{4.35}$$

$$= \sum_{S_+, S_-} \left( \sum_{R_+, R_-} \left( \sum_{S'} N_{S_+ S'}^{R_+} N_{S_- S'}^{\bar{R}} \right) s_{R_+} (\tau_+^a) s_{R_-} (\tau_-^a) \right) | S_+ \bar{S}_- \rangle$$

$$= \sum_{S_+, S_-} \left( \sum_{S'} s_{S'} (\tau_+^a) s_{S'} (\tau_-^a) \right) s_{S_+} (\tau_+^a) s_{S_-} (\tau_-^a) | S_+ \bar{S}_- \rangle. \tag{4.35}$$

Here we have used the fact that $s_{R_-} (\tau_-^a) = s_{R_-} (\tau_-^a)$ up to a sign. Using the definition of coherent state one can show that the sum over $S'$ is given by

$$\sum_{S'} s_{S'} (\tau_+^a) s_{S'} (\tau_-^a) = (\tau_+^a | \tau_-^b \rangle = \exp \left( \sum_{n>0} \frac{\tau_+^a \tau_-^a}{n \hbar^2} \right). \tag{4.36}$$

This eventually gives us

$$| \tau^a \rangle \equiv | \tau_+^a, \tau_-^a \rangle = (\tau_+^a | \tau_-^b \rangle \sum_{S_+, S_-} s_{S_+} (\tau_+^a) s_{S_-} (\tau_-^a) | S_+ \bar{S}_- \rangle. \tag{4.37}$$

Now, for a composite representation $S \equiv S_+ \bar{S}_-$, we define a composite Schur function $s_S (\tau_+^a, \tau_-^a)$ as

$$s_S (\tau^a) \equiv s_{S_+ S_-}(\tau_+^a, \tau_-^a) = (\tau_+^a | \tau_-^b \rangle s_{S_+} (\tau_+^a) s_{S_-} (\tau_-^a) \tag{4.38}$$

and hence $| \tau^a \rangle$ in (4.37) can be written as

$$| \tau^a \rangle = \sum_{S} s_S (\tau^a) | S \rangle. \tag{4.39}$$
Using (4.34) one can show that
\[ e^{-\frac{1}{\hbar}HT}|S\rangle = e^{-\frac{1}{2}C_2(S)^T}|S\rangle \]  
(4.40)

Finally, evolution of \(|\tau^a\rangle\) state to \(|\tau^b\rangle\) state in time \(T\) is given by,
\[ \langle \tau^b | e^{-\frac{1}{\hbar}H} | \tau^a \rangle = \sum_S s_S(\tau^a) s_S(\tau^b) e^{-\frac{1}{2}C_2(S)^T}. \]  
(4.41)

This is the partition function of 2d Yang-Mills theory on cylinder specified by two holonomies corresponding to \(\tau^a\) and \(\tau^b\). As a special case one can check that when both \(\tau^+_a = \tau^+_b = \tau^*\) then we have (up to an overall constant)
\[ s_S(\tau^a) = \dim S_+ \dim S_- = \dim S \]  
(4.42)

and we get back the disc amplitude. When all the \(|\tau\rangle\) states are special \(i.e.\) \(\tau^a_+ = \tau^a_- = \tau^b_+ = \tau^b_- = \tau^*\) we get back the sphere partition function of 2d Yang-Mills theory.

5 Discussion

In this paper we show the equivalence between unitary matrix quantum mechanics and 2d Yang-Mills theory and its variants via quantisation of phase space droplet. We explicitly construct the partition function of 2d Yang-Mills theory on a generic Riemann surface with gauge group \(U(N)\) or \(q\)-deformed \(U(N)\) from the evolution of free Fermi droplets in one dimensional unitary matrix models. We note that the \(q\)-deformation in the Yang-Mills side is related to the evolution of a particular types of geometries of droplets without deforming the gauge group associated with the matrix model. In that sense the droplet picture is more universal. The Hamiltonian as appearing in (3.17) also appears in earlier literature [27, 42]. However, they appear in the context of 2d bosonic string theory where the interesting cubic term can be interpreted as the splitting-joining interaction. In the current scenario we have arrived at the same by quantising the fluctuations over a droplet in two-dimensional phase space that captures the eigenvalue distribution of \((0 + 1)\) dimensional unitary matrix model described by the action (2.1). Thus, our procedure gives a bottom-up approach of arriving at (3.17). In our work we have considered the potential \(W(\theta)\) to be constant. It would be interesting to derive the phase space Hamiltonian for a generic potential and understand its meaning in the context of 2d Yang-Mills and string theory. Starting with a sufficiently generic action, quantisation of these fluctuations follows a Kac-Moody algebra. Our methodology, however has one restriction. The classical configuration of the Fermi surface that we start with has a quadratic profile. The small fluctuations introduced on this Fermi sea are “small and shallow enough” so as not to destroy the quadratic profile. This ensures that a \(\theta = \) constant line intersects the Fermi surface exactly twice validating (2.5). Of course
initial states with non-quadratic profiles are interesting in their own right but we will postpone such discussion to future works. It must however be noted that folds will generically form under time evolution even if we start with an unfolded Fermi surface where the collective field theory describing those non-interacting fermions is non-relativistic [43–45]. Usually the fold states have non-zero quantum dispersion. Given a starting profile for the Fermi surface (say at \( t = 0 \)) [43] explicitly calculated such fold formation times (\( t_f \)). We consider the evolution of coherent states (3.30) constructed in section 3.2 such that the evolution keeps the quadraticity of the Fermi surface at all times.
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A Eigenstates of phase space Hamiltonian

We will demonstrate explicitly that the state \( |R_+\rangle \) as defined in (3.36) is an exact eigenstate of the Hamiltonian (3.17). (3.17) consists of two families of decoupled modes \( a_n \) and \( b_n \). For the sake of brevity we will only look at the action of the \( a_n \) modes on \( |R_+\rangle \). It is easy to see from (3.25) that, the action of the part of the Hamiltonian denoted as \( H_0 \) in (3.23) on the Kac-Moody primary \( |s\rangle \) is given by

\[
H_0 |s\rangle = \left(-\frac{\hbar^2}{24} s^4 + \frac{\hbar}{4} s^2 + \frac{\hbar^2}{6} s^3 \right) |s\rangle
\] (A.1)

Using (3.16) and noting \( a_{-n} = a_n \), one can easily show \( [a_n, (a_n^\dagger)^p] = pn(a_n^\dagger)^{p-1}\delta_{n,m} \). This further gives us the identity

\[
a_{-n}a_n |\vec{k}, s\rangle = a_n^\dagger a_n |\vec{k}, s\rangle = n k_n |\vec{k}, s\rangle.
\] (A.2)

Thus, the identity above along with (3.36) leads to

\[
H_{\text{free}} |R_+\rangle = \frac{\hbar}{2} (1 + 2ha_0) \sum_{n>0} a_n^\dagger a_n |R_+\rangle
\]

\[
= \frac{\hbar}{2} (1 + 2hs) \sum_{n>0} nk_n |R_+\rangle
\] (A.3)
where \( l(R) = \sum_{n>0} n k_n \) is the total number of boxes associated to the Young diagram corresponding to the representation \( R \). Thus, the "mostly zero vector" \( \vec{k} \) can be interpreted as the cycle numbers of the Young diagram. The cubic part of the Hamiltonian (3.23) denoted by \( H_{\text{int}} \), has a significantly more complicated action on \(|R_+\rangle\). Action of \( H_{\text{int}} \) on \( R_+ \) is given by

\[
H_{\text{int}} |R_+\rangle = \frac{\hbar^2}{2} \left[ \sum_{m,n>0} (a_m a_n a_{m+n}^\dagger + a_m^\dagger a_n^\dagger a_{m+n}) \right] |R_+\rangle \\
= \frac{\hbar^2}{2} \left( l(R) + \sum_{i=1}^N (l_i^2 - 2 il_i) \right) |R_+\rangle
\]

(A.4)

where \( l_i \) happens to be number of boxes in each row of the corresponding Young diagram of the representation \( R \).

## B Reviewing \( u(N) \) representations

Any representation of the \( u(N) = [su(N) \times u(1)] / \mathbb{Z}_N \) algebra can be represented by a pair \((R, Q)\) comprising of a standard Young diagram \( R \) and a number \( Q \), coming from the \( u(1) \) generator of the algebra. However the \( u(N) \) representations can also be written in terms of composite Young diagrams, specially in the \( N \to \infty \) limit, which we discuss in the following sections.

### B.1 Composite representations

As shown in [7], a naive grouping of Young diagrams in terms of their total number of boxes under-counts the all possible \( u(\infty) \) representations exactly by a factor of half. One can easily circumvent this problem by taking recourse to the notion of composite representations.

![Figure 2](image)

**Figure 2.** An example of a composite representation for \( N = 9 \). The red coloured border in the rightmost figure represents the boundary of the conjugate Young diagram corresponding to representation \( R_- \).
Given two representations $R_+$ and $R_-$, a composite representation $R_+\bar{R}_-$ is given by a Young diagram with boxes corresponding to $R_+$ placed on top right in a standard way and the boxes corresponding to $R_-$ placed upside down in the bottom left as anti-boxes. The total number of rows in a Young diagram corresponding to a composite representation is always $N$ such that if the number of rows $r_+$ in $R_+$ and $r_-$ in $R_-$ do not add up to $N$, then $N - (r_+ + r_-)$ number of rows have zero length, in between $R_+$ and $R_-$ as shown in the centre diagram of Fig. 2. Note that this procedure makes sense only in the large $N$ limit where none of the representations $R_+$ and $R_-$ has more than $N/2$ number of rows. In the $N \to \infty$ limit, summing over all possible representations of $u(N)$ is indeed equivalent to summing over all possible composite Young diagrams.

This way of representing a composite diagram was used to demonstrate the factorization of $u(N)$ Yang-Mills theory into a chiral and anti-chiral sector in [41]. They further showed that this is equivalent to the composite representations of [7] where the conjugate Young diagram of $R_-$ is drawn first and then the diagram of $R_+$ is attached to it, on the right as depicted in the rightmost diagram of Fig. 2.

B.2 Quadratic Casimirs of $u(N)$ and $su(N)$

For any semisimple Lie algebra $G$ with generators denoted by $T^a_R$, the quadratic Casimir $C_2(R)$ can be read off from the formula [46, 47]

$$C_2(R)\mathbb{I}_{\text{dim } R} = \sum_{a,b} [K(T^a_R,T^b_R)]^{-1}T^a_RT^b_R,$$

(B.1)

with $K(T^a_R,T^b_R)$ being the Killing form where “$\Box$” symbolizes the fundamental representation. Interestingly one can also check that quadratic Casimir is the same for a representation and its conjugate. For the case of $G = su(N)$, with $a \in [1,N^2-1]$, one can simplify the quadratic Casimir by characterising the irreducible representations $R$ of $su(N)$ by a standard Young diagram with row lengths $l_i$ where $(i \in [1,N-1])$ with the condition $\infty \geq l_1 \geq l_2 \geq \cdots \geq l_{N-1} \geq 0$. In that case, (B.1) simply reads

$$C_2(R) = Nl(R) + \kappa_R - \frac{l(R)^2}{N}; \quad l(R) = \sum_{i=1}^{N-1} l_i; \quad \kappa_R = l(R) + \sum_{i=1}^{N-1}(l_i^2 - 2il_i).$$

(B.2)

Since $u(N) = [su(N) \times u(1)]/\mathbb{Z}_N$, the eigenvalue $Q$ of the $u(1)$ generator, appropriately called the charge, is constrained to be equal to $(l(R) \mod N)$. Again resorting to (B.1), the quadratic Casimir for $u(N)$ algebra can be written as

$$C_2(R,Q) = C_2(R) + \frac{Q^2}{N} = Nl(R) + \kappa_R + 2sl(R) + Ns^2,$$

(B.3)

where the second equivalence stems from the relation $Q = l(R) + Ns$ with $s \in \mathbb{Z}$ which is just a simple manifestation of the fact that $Q = l(R) \mod N$. We have chosen this
particular basis of the $u(N)$ in this paper because of its apparently simple relation with the $su(N)$ irreducible representation $R$. Interestingly one can go a step further with the $u(N)$ representations $(R, Q)$ and introduce coupled representations [7, 48] or the extended Young diagram $\mathcal{R}$ which may or may not have negative number of boxes (also termed as “anti-boxes” [41]) as discussed in the previous section.

The origin of these exotic Young diagrams relies on the clever rewriting of (B.3) as

$$C_2(R, Q) = N\bar{l}(R) + \bar{\kappa}_R$$

$$\bar{l}(R) = \sum_{i=1}^{N} \bar{l}_i; \quad \bar{\kappa}_R = \bar{l}(R) + \sum_{i=1}^{N} (\bar{l}_i^2 - 2\bar{l}_i)$$

(B.4)

$$\bar{l}_i = l_i + s; \quad \bar{l}_N = s; \quad s \in \mathbb{Z}.$$  

Therefore one can define an extended Young diagram $\mathcal{R}$ with boxes in the $i^{th}$ row being $\bar{l}_i$ with the condition that $\infty \geq \bar{l}_1 \geq \bar{l}_2 \geq \cdots \geq \bar{l}_N \geq -\infty$. Hence the charge is now simply the total number of boxes of $\mathcal{R}$ as $Q = \sum_{i=1}^{N} \bar{l}_i$. Therefore the quadratic Casimir of $u(N)$ now reduces to the relation

$$C_2(\mathcal{R}) = NQ + \bar{\kappa}_R; \quad \bar{\kappa}_R = Q + \sum_{i=1}^{N} (\bar{l}_i^2 - 2\bar{l}_i).$$  

(B.5)

C  Twisted surgery and higher point functions

We consider time evolution of a classical shape $|\tau^a\rangle$ to $|\tau\rangle$ in time $T_1$ - such evolution is given by a cylinder amplitude $C(\tau^a, \tau, T_1)$. We then consider another amplitude - transition from a classical shape $|\tau\rangle$ to $|\tau^b\rangle$ from $T_1$ time to $T_2$, $C(\tau, \tau^b, T_2 - T_1)$. If we glue these two amplitudes along $\tau$ circle and integrate over all possible $\tau$ states we get an amplitude for transition from $|\tau^a\rangle$ shape to $|\tau^b\rangle$ shape in time $T_2$. However one can glue these two cylinders along $\tau$ circle after giving a local twist. The twists is given in $\theta$ plane. A $|\tau\rangle$ state has a image in $\theta$ plane. We glue $\theta_i$ point of the first cylinder with $\theta_i$ point of the second cylinder after giving a local twist $\phi^c_i$ and then we integrate over all $\theta_i$ points i.e. $|\tau\rangle$ state. We call this $\phi^c$ twisted amplitude $\mathcal{P}(\tau^a, \phi^c, \tau^b)$. Thus we have

$$\mathcal{P}(\tau^a, \phi^c, \tau^b) = \int [d\theta]W(\theta_i) \sum_{RR'} s_R(\tau^a) s_R(\theta_i + \phi^c_i) s_{R'}(\theta_i) s_{R'}(\tau^b) e^{-\frac{i}{\hbar}(C_2(R)T_1 + C_2(R')T_2 - \mathfrak{C}(\phi^c))}$$

(C.1)

We use the identity

$$\int [d\theta]W(\theta_i) s_R(\theta_i + \phi^c_i) s_{R'}(\theta_i) = \frac{s_R(\phi^c_i)}{\dim_R} \delta_{RR'}$$

(C.2)

Note that in the large $N$ limit a local twist $\{\phi^c_i\}$ corresponds to a distribution $\sigma(\phi^c)$ and hence there exists a corresponding coherent state $|\tau^c\rangle$. Therefore we write
$s_R(\vec{\phi}^c) \rightarrow s_R(\tau^c)$ and denote the above amplitude by $\mathcal{P}(\tau^a, \tau^c, \tau^b, T)$. Thus we have

$$\mathcal{P}(\tau^a, \tau^c, \tau^b, T) = \sum_R \frac{s_R(\tau^a)s_R(\tau^b)s_R(\tau^c)}{\dim R} e^{-\frac{1}{2}C_2(R)T_2}. \quad (C.3)$$

As a consistency check, if we set the twist parameters $\phi_i^c = 0$ i.e. $|\tau^c\rangle = |\tau^*\rangle$, we get back the cylinder amplitude as expected. Therefore from the point of view of evolution of droplet, one may think that an initial shape $|\tau^a\rangle$ evolves to a final shape $|\tau^b\rangle$ in time $T_2$ with an external twist $\vec{\phi}^c$ at some intermediate time $0 < T_1 < T_2$.

**D Villain action**

The abelian $U(1)$ Villain action is just a Jacobi theta function

$$\exp(-S_V(\theta)) = \sum_{l=-\infty}^{\infty} e^{-\frac{1}{\tau}(\theta + 2\pi l)^2}; \quad l \in \mathbb{Z}. \quad (D.1)$$

It was first introduced in [49] as an approximation to the Hamiltonian of a 2$d$ planar classical magnet and is well-known to be used in the study of planar Heisenberg model [50]. Owing to the analogy between 2$d$ planar model and four-dimensional abelian gauge theory [51], it also appears in the study of lattice gauge theories and therefore its appearance in the context of 2$d$ Yang-Mills theory is not that much of a surprise. Generalization of Villain’s action with an $U(N)$ gauge group is given by

$$\exp(-S_V(\{\theta_i\})) = \prod_{i=1}^{N} \sum_{l_i=-\infty}^{\infty} \exp\left[-\frac{N}{\lambda}(\theta_i + 2\pi l_i)^2\right] \quad (D.2)$$

where $\theta_i$’s are the invariant angles of $U \in U(N)$. As the form of (D.2) suggests, one can expand this action in the $U(N)$ character basis following [24] as

$$\frac{\exp[-S_V]}{Z} = \sum_{\mathcal{R}} c_{\mathcal{R}} \text{Tr}_{\mathcal{R}}(U) \quad (D.3)$$

where $\text{Tr}_{\mathcal{R}}(U)$ is the unitary group characters and $Z$ is the two-dimensional lattice gauge theory partition function with generalized Villain’s action. The coefficients $c_{\mathcal{R}}$ can then be found using the orthogonality of characters. After a little rearrangement which can be written as

$$c_{\mathcal{R}} = q^{\sum_i(l_i-j+1)^2} \prod_{j>k} \left[ \frac{1 - q^{2(l_i-l_k)}}{1 - q^{2(j-k)}} \right] \quad (q = e^{-\lambda/4N}) \quad (D.4)$$

where the integers $l_i$ are related to the number of boxes in a Young diagram corresponding to the representation $\mathcal{R}$ of $U(N)$. In [25] it was shown that the character
expansion (D.3) with coefficients given by (D.4) reduces to the $q$-deformed disc amplitude of 2D Yang-Mills theory (4.30). Generalization of Villain’s action to $U(N)$ also leads to the heat kernel (1.2) as pointed out in [6].

Another interesting aspect of writing the character expansion of Villain action is the gluing of two Yang-Mills theories with different $q$-deformations. If one considers generalized Villain’s action with ’t Hooft couplings $\lambda_1$ and $\lambda_2$ then the integral

$$\int dU \frac{\exp[-S_V(U, \lambda_1)]}{Z(\lambda_1)} \frac{\exp[-S_V(U, \lambda_2)]}{Z(\lambda_2)} = \sum_R c_R(q_1)c_R(q_2)$$

is equivalent to gluing two disc amplitudes with deformations $q_1$ and $q_2$ respectively. Using (D.4) and following [25], the above expression can be reduced to

$$\sum_R \dim_{q_1} R \dim_{q_2} R q_1^{\frac{1}{2} C_2(R)} q_2^{\frac{1}{2} C_2(R)}.$$  \hspace{1cm} (D.5)
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