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Abstract. Spherical Whittle–Matérn Gaussian random fields are considered as solutions to fractional elliptic stochastic partial differential equations on the sphere. Approximation is done with surface finite elements. While the non-fractional part of the operator is solved by a recursive scheme, a quadrature of the Dunford–Taylor integral representation is employed for the fractional part. Strong error analysis is performed, and the computational complexity is bounded in terms of the accuracy. Numerical experiments for different choices of parameters confirm the theoretical findings.

1. Introduction

In recent years Gaussian random fields (GRFs for short) have found use as a modeling tool in a variety of applications, such as geostatistics, materials science, and cosmology [4, 16, 28]. In many cases the domain of interest is $\mathbb{R}^d$ or a subset thereof, but in some applications the scale of the domain makes it infeasible to disregard its geometry, for example in global geospatial modeling or simulation of the cosmic background radiation, see [23, 26, 27] and references therein. In these cases Gaussian random fields can instead be defined on the sphere making the study and simulation of these fields a topic of importance.

An example of a spherical Gaussian random field and our subject of study is the Whittle–Matérn field, which is defined as the solution $u$ to the stochastic partial differential equation (SPDE)

$$\left(\kappa^2 - \Delta_{\mathbb{S}^d}\right)^\beta u = W,$$

where $\beta, \kappa > 0$ are regularity parameters and $W$ denotes white noise on the sphere. Whittle–Matérn fields are the spherical analogue to Matérn fields on $\mathbb{R}^d$ [25, 29]. These random fields are of special interest since they are flexible in the sense that by only changing the two parameters $\beta$ and $\kappa$ one can obtain a wide range of smoothness and correlation lengths, where the former is determined by $\beta$ and the latter by $\kappa$ [5, 17]. Therefore, they are often used in modeling which motivates the need for simulation methods for these particular fields. In this paper we propose a new simulation algorithm for any smoothness parameter $\beta > 1/2$ based on surface finite elements and analyze its convergence and computational complexity. The
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advantage of the simulated random fields is their representation in terms of finite elements which makes them suitable as input noise to simulations of stochastic and random partial differential equations.

In the case of Euclidean domains, the fields are defined through their covariance functions which may serve as a starting point for simulations. On the sphere, however, simply substituting the great circle distance into the covariance function will not result in a valid covariance function [17]. As earlier noted, Matérn fields on surfaces are instead defined as solutions to the SPDE in Equation (1), which means that another approach is needed in the particular case of the sphere as well as in the general case of compact surfaces.

One possible approach in the case of the sphere is to define a new family of admissible covariance functions that capture the desired covariance behavior [1]. Another possibility is to use finite element techniques in order to approximate solutions to SPDE (1). Finite element approaches have been recently studied in the case of Euclidean domains, see for instance [5, 7, 8, 10]. For other recent papers considering simulation and sampling of Gaussian random fields using various methods, including fields on surfaces, see, e.g., [2, 3, 6, 18, 19, 22] and references therein.

If finite element methods are to be used in the spherical setting, a new challenge occurs compared to the Euclidean one, namely that a discretization of the geometry might be needed requiring an additional approximation. In this paper the framework used to discretize the geometry is the surface finite element method (SFEM) by Dziuk and Elliot [14]. Using SFEM in combination with a sinc quadrature approximation of the fractional part of the operator \((\kappa - \Delta_{S^2})^{-\beta}\) rewritten as a Dunford–Taylor integral, we manage to approximate solutions for all \(\beta > 1/2\) by a recursive scheme with continuous finite elements without the need for higher order global smoothness. In our main result Theorem 4.3, we show convergence of \(O(h^{(2\beta-1)/(\beta+1)})\) with respect to the mesh size \(h\) when all error contributions are balanced.

The computational work is bounded by \(O(h^{-3/2}(\ln h)^2)\) and could be further reduced to \(O(h^{-1}|\log h|^{7/2})\) using the preconditioning approach in [19].

While spectral methods (see, e.g., [11, 23, 24] and references therein) and curved elements as in boundary element methods could be used in the specific case of this paper [19], SFEM has, as a more traditional mesh-based approach, the advantage that it is easier to implement and compatible with existing software used in industry such as FEniCS [15] or DUNE [12]. This paves the way to a broad application of the presented method in applications requiring the simulation of random fields on the sphere as input. Another benefit of the developed algorithm is the universality of the approach. The setting of the particular operator \((\kappa^2 - \Delta_{S^2})^\beta\) on the sphere serves as a stepping stone for development of more general operators on a wider class of surfaces and manifolds. It should be pointed out that while this method is presented with the main goal of simulating random fields in mind, it is also possible to use it to solve non-random fractional elliptic partial differential equations using low order finite elements. A natural extension of our approach using SFEM is to operators of the form \((\kappa^2 - \nabla_{S^2} \cdot (A \nabla_{S^2}))\), where \(A \in L^\infty(S^2)\), which we leave as a topic for future work.

Furthermore, the algorithm can be extended to higher dimensions provided that the right hand side is sufficiently smooth, as is the case with truncated white noise expansions. This restriction arises due to the need to use Sobolev inequalities in the surface finite element error estimates [13], [14, Remark 4.10]. We emphasize that the study of random fields on two-dimensional surfaces is of special interest due to the relevance in applications.
The paper is structured as follows: In Section 2 background material on the theory of random fields and functional analysis is introduced. This is used to derive a spectral representation of the solution to (1) in terms of the spherical harmonic functions and a first convergence result for a spectral approximation. The section is concluded with the introduction of the recursive approach to (1) that allows to approximate the solution with continuous finite elements without additional global smoothness assumptions. In Section 3 the approximation of the fractional part of the operator is described, and convergence of the quadrature to the spectral approximation is shown. The surface finite element method is introduced in Section 4 and the SFEM error is bounded. The full error analysis is presented in our main result Theorem 4.3. A discussion on balancing the errors and estimating the computational work concludes the section. Finally, in Section 5, we give numerical experiments in FEniCS that confirm the theoretical findings.

2. ISOTROPIC GAUSSIAN RANDOM FIELDS ON THE SPHERE

We introduce basic properties of isotropic Gaussian random fields and their connection to solutions of stochastic partial differential equations in this section. The presentation is based on [23] and we refer the reader to [26] and [23] for more details. Convergence of a spectral approximation that will be used in later sections is also given.

The sphere $S^2$ is defined by

$$S^2 = \{ x \in \mathbb{R}^3 : \|x\| = 1 \},$$

where $\| \cdot \|$ denotes the Euclidean norm and throughout this paper, $(\cdot, \cdot)$ refers to the corresponding inner product. We use the geodesic distance, or great-circle distance, given by

$$d(x, y) = \arccos((x, y))$$

for $x, y \in S^2$ and denote by $\mathcal{B}(S^2)$ the Borel $\sigma$-algebra on $S^2$. The Lebesgue measure $dA$ on the sphere is given by $dA = \sin(\theta) d\theta d\varphi$ with respect to spherical coordinates $\theta \in [0, \pi]$ and $\varphi \in [0, 2\pi]$.

Let $L^2(S^2)$ denote the Hilbert space of square integrable functions. The Laplace–Beltrami operator on $S^2$ is denoted by $\Delta_{S^2}$. We define Sobolev spaces with smoothness index $s \in \mathbb{R}^+$ via Bessel potentials by

$$H^s(S^2) = (I - \Delta_{S^2})^{-s/2} L^2(S^2).$$

The corresponding norm is given by

$$\| f \|_{H^s(S^2)} = \left\| (I - \Delta_{S^2})^{s/2} f \right\|_{L^2(S^2)},$$

and for $s < 0$, we define $H^s(S^2)$, as the space of distributions generated by

$$H^s(S^2) = \left\{ u = (I - \Delta_{S^2})^k v, \, v \in H^{2k+s}(S^2) \right\},$$

where $k \in \mathbb{N}$ is the smallest integer such that $2k + s > 0$. In this case, the norm is given by

$$\| u \|_{H^s(S^2)} = \| v \|_{H^{2k+s}(S^2)}.$$
It is well known that the spherical harmonic functions, denoted by \((Y_{l,m}, l \in \mathbb{N}_0, m = -l, \ldots, l)\), form an orthonormal basis for \(L^2(S^2)\) and that they are the eigenfunctions of the Laplace–Beltrami operator \(\Delta_{S^2}\). The corresponding eigenvalues are given by
\[
\Delta_{S^2} Y_{l,m} = -l(l + 1)Y_{l,m}.
\]

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space. Similarly to [23], we introduce a random field \(Z\) on \(S^2\) as a \(\mathcal{F} \otimes \mathcal{B}(S^2)\)-measurable mapping \(\Omega \times S^2 \to \mathbb{R}\). The field is said to be isotropic if the covariance function \(C\) only depends on the distance \(d\). In addition, the field is Gaussian if it satisfies that \((Z(x_1), \ldots, Z(x_k))\) is multivariate Gaussian for any \(k \in \mathbb{N}\) and \((x_1, \ldots, x_k) \in (S^2)^k\). Without loss of generality, we assume that all considered fields are centered, i.e., \(\mathbb{E}[Z] = 0\).

The field \(Z\) admits a basis expansion known as Karhunen–Loève expansion with respect to the spherical harmonic functions
\[
Z(x) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l,m} Y_{l,m}(x).
\]
Here \(a_{l,m} = \int_{S^2} Z(y)Y_{l,m}(y) \, dA(y)\) and the series expansion converges in \(L^2(\Omega \times S^2; \mathbb{R})\) and \(L^2(\Omega; \mathbb{R})\) for all \(x \in S^2\).

Furthermore, there exists a sequence \((A_l, l \in \mathbb{N}_0)\) of nonnegative real numbers, known as the angular power spectrum, such that for all pairs \(l_1, l_2 \in \mathbb{N}_0\) and \(m_i = -l_i, \ldots, l_i, i = 1, 2,\)
\[
\mathbb{E}[a_{l_1,m_1}a_{l_2,m_2}] = A_l \delta_{l_1,l_2} \delta_{m_1,m_2},
\]
where \(\delta_{x,y} = 1\) if \(x = y\) and zero otherwise. The random variables \(a_{l,m}\) and \(a_{l,-m}\) satisfy \(a_{l,m} = (-1)^m \overline{a_{l,-m}}\) for \(l \in \mathbb{N}\) and \(m = 1, \ldots, l\).

Of importance in our SPDEs is the notion of spherical Gaussian white noise which is not a random field in \(L^2(S^2)\) but a so-called generalized random field taking values in a larger space. More specifically, a Gaussian white noise \(W\) on \(S^2\) is a centered Gaussian random field satisfying for any test functions \(\phi, \psi \in L^2(S^2)\),
\[
\text{Cov} \left((W, \phi)_{L^2(S^2)}, (W, \psi)_{L^2(S^2)}\right) = (\phi, \psi)_{L^2(S^2)}.
\]
Note that formally \(a_{l,m} = (W, Y_{l,m})_{L^2(S^2)}\) with
\[
\text{Cov}(a_{l_1,m_1}, a_{l_2,m_2}) = (Y_{l_1,m_1}, Y_{l_2,m_2})_{L^2(S^2)} = \delta_{l_1,l_2} \delta_{m_1,m_2}.
\]
In other words we obtain
\[
A_{W,l} = \mathbb{E}[a_{l,m}a_{l,-m}] = 1
\]
and can as such formally view white noise as the field with angular power spectrum \(A_{W,l} = 1\) for all \(l \in \mathbb{N}_0\), not converging in \(L^2(\Omega; L^2(S^2))\).

Let us in what follows consider the class of isotropic Gaussian random fields generated by solutions to the fractional elliptic SPDE suggested in [25]
\[
(2) \quad \mathcal{L}^\beta u = (\kappa^2 - \Delta_{S^2})^\beta u = W,
\]
where \(\beta > 1/2, \kappa > 0,\) and \(W\) denotes Gaussian white noise on the sphere.

Note that the solution \(u\) is an isotropic GRF satisfying
\[
u = \mathcal{L}^{-\beta}W = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l,m} \mathcal{L}^{-\beta}Y_{l,m} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l,m}(\kappa^2 + l(l + 1))^{-\beta}Y_{l,m}
\]
with angular power spectrum given by

$$A_l = (\kappa^2 + l(l + 1))^{-2\beta}.$$  

Since $\beta > 1/2$, the Karhunen–Loève expansion of $u$ converges in $L^2(\Omega; L^2(S^2))$ and the covariance operator is of trace-class with

$$\|u\|_{L^2(\Omega; L^2(S^2))}^2 = \mathbb{E}[\|u\|_{L^2(S^2)}^2] = \sum_{l=0}^{\infty} (2l + 1) A_l \leq \int_0^{\infty} \frac{2x + 1}{(\kappa^2 + x(x + 1))^{2\beta}} \, dx$$

$$= \frac{\kappa^{2(1 - 2\beta)}}{2\beta - 1} < +\infty.$$  

To give the reader an idea of the resulting random fields, we include two samples with respect to the same noise but different smoothness parameter $\beta$ in Figure 1. In order to obtain a finite-dimensional problem that is suitable for simulations and the approximation methods used in the following sections, let us consider the truncated white noise

$$\mathcal{W}_L = \sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l,m} Y_{l,m}$$

with $A_l = 1$ for all $l \leq L$ and $A_l = 0$ otherwise, which satisfies that

$$\|\mathcal{W}_L\|_{L^2(\Omega; L^2(S^2))}^2 = \sum_{l=0}^{L} (2l + 1) = (L + 1)^2.$$  

The corresponding SPDE with smooth right hand side becomes

$$L^\beta u_L = \mathcal{W}_L,$$

Figure 1. Two Gaussian random field samples of solutions to (2) generated using SFEM with the same noise but different values of the exponent $\beta$. Here, the white noise expansion is truncated at $L = 100$ and $h = 0.051$. 
where the solution \( u_L \) is an isotropic GRF with
\[
(5) \quad u_L = \sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l,m}(\kappa^2 + l(l+1))^{-\beta} Y_{l,m}
\]

and
\[
(6) \quad \|u_L\|_{L^2(\Omega; L^2(S^2))}^2 = \sum_{l=0}^{L} (2l+1) A_l \leq \int_0^L \frac{2x+1}{(\kappa^2 + x(1+x))^{2\beta}} \, dx
\]
\[
\leq \frac{\kappa^{2(1-2\beta)} - (\kappa^2 + L(L+1))^{1-2\beta}}{2\beta - 1}.
\]

As a direct consequence of Proposition 5.2 in [23] we obtain the following result.

**Proposition 2.1.** Let \( u \) and \( u_L \) be the solutions to (2) and (4), respectively. Then there exists \( C_\kappa > 0 \) such that for any \( L \geq 1 \),
\[
\|u - u_L\|_{L^2(\Omega; L^2(S^2))} \leq C_\kappa \left( \frac{1}{2\beta - 1} + \frac{1}{4\beta - 1} \right) L^{1-2\beta}.
\]

Having obtained a first spectral approximation and its speed of convergence, we continue with rewriting (4) for \( \beta > 1 \) as a system of SPDEs suitable for finite element methods.

For \( \beta > 1 \) let \( \lfloor \beta \rfloor \) denote the integer part of \( \beta \) and \( \{\beta\} = \beta - \lfloor \beta \rfloor \) its fractional, i.e., \( \lfloor \beta \rfloor \in \mathbb{N}_0 \) and \( \{\beta\} \in [0,1) \). For \( \{\beta\} \neq 0 \), we rewrite (4) as a system of equations given by the recursion
\[
(7) \quad \mathcal{L} u_i^L = u_{i-1}^L
\]
for \( i = 1, \ldots, \lfloor \beta \rfloor \) with \( u_0^L = W_L \) and
\[
(8) \quad \mathcal{L}^{\lfloor \beta \rfloor} u_L = u_{\lfloor \beta \rfloor}^L.
\]

For \( \{\beta\} = 0 \), we are in the non-fractional setting and set \( u_L = u_{\lfloor \beta \rfloor}^L \).

We observe that
\[ u_i^L = \mathcal{L}^{-i} W_L \]
and therefore by (5) and (6) for \( i \geq 1 \),
\[
(9) \quad \|u_i^L\|_{L^2(\Omega; L^2(S^2))} \leq \left( \frac{\kappa^{2(1-2i)} - (\kappa^2 + L(L+1))^{1-2i}}{2i - 1} \right)^{1/2}
\]
\[
\leq \kappa^{1-2i} (2i - 1)^{-1/2} < +\infty.
\]

The recursion scheme allows us to approximate solutions to the fractional problem. First, we can use SFEM for \( \mathcal{L} \) to approximate solutions to the first \( \lfloor \beta \rfloor \) non-fractional SPDEs recursively. We emphasize that this is an advantage compared to approximating \( \mathcal{L}^{\lfloor \beta \rfloor} \) directly since higher order operators would require higher order conforming finite element spaces. In the final step, we approximate the fractional operator in such a way that even the solution to the last problem in the recursion can be approximated using SFEM.
3. Approximation of fractional operators

In order to develop a finite element approximation of (2), we approximate the fractional operator in the last step of the recursion (8) by a quadrature. By [9, Theorem 2.1], we can write the inverse of the fractional operator \( L^{(\beta)} \) as a Dunford–Taylor integral
\[
L^{-\beta} = \frac{\sin(\pi \{\beta\})}{\pi} \int_{-\infty}^{\infty} e^{2y\beta} (I + e^{2yL})^{-1} dy.
\]
We partition the range of \( y \) into an equidistant grid with step size \( k \), and following [9] approximate the integral in (10) using a sinc quadrature, thus obtaining
\[
L^{-\beta} \approx Q_k^{\{\beta\}} = \frac{2k \sin(\pi \{\beta\})}{\pi} \sum_{l=-K^-}^{K^+} e^{2\beta y_l} (I + e^{2yL})^{-1}
\]
with \( y_l = kl \). Furthermore,
\[
K^+ = \left\lceil \frac{\pi^2}{4(1 - \{\beta\})k^2} \right\rceil, \quad K^- = \left\lfloor \frac{\pi^2}{4\{\beta\}k^2} \right\rfloor,
\]
where \( \lceil \cdot \rceil \) denotes rounding up to the closest integer.

We approximate the solution to Equation (8) by
\[
u_{L,Q,k} = Q_k^{\{\beta\}} \nu_L^{[\beta]} = \frac{2k \sin(\pi \{\beta\})}{\pi} \sum_{l=-K^-}^{K^+} e^{2\beta y_l} (I + e^{2yL})^{-1} \nu_L^{[\beta]},
\]
where the expressions \((I + e^{2yL})^{-1} \nu_L^{[\beta]}\) on the right hand side are obtained by solving the subproblems
\[
u_l + e^{2yL} \nu_l = (1 + e^{2yL}) \nu_l - e^{2yL} \Delta_S \nu_l = \nu_l^{[\beta]}.
\]

We bound the error between \( \nu_L = L^{-\beta} \nu_L^{[\beta]} \) and \( \nu_{L,Q,k} \) by employing the analysis of the exponentially convergent sinc quadrature approximation of (10) developed in [9]. The following proposition is an application of [9, Theorem 3.5] to the setting of this paper.

**Proposition 3.1.** Let \( \beta > 1/2 \) with \( \{\beta\} \neq 0 \). Further, let \( \nu_L \) be given by (8) and \( \nu_{L,Q,k} \) by (11). The error is then bounded for any finite \( L > 0 \) by
\[
\| \nu_L - \nu_{L,Q,k} \|_{L^2(\Omega; L^2(S^2))} \leq \frac{2 \sin(\pi \{\beta\})}{\pi} \left( \frac{1}{2 \{\beta\}} + \frac{1}{k^2(2 - 2\{\beta\})} \right) \left( \frac{e^{-\pi^2/(4k)}}{\sinh(\pi^2/(4k))} + e^{-\pi^2/(2k)} \right)
\times \| \nu_L^{[\beta]} \|_{L^2(\Omega; L^2(S^2))}
\leq \frac{2 \sin(\pi \{\beta\})}{\pi} \left( \frac{1}{2 \{\beta\}} + \frac{1}{k^2(2 - 2\{\beta\})} \right) \left( \frac{e^{-\pi^2/(4k)}}{\sinh(\pi^2/(4k))} + e^{-\pi^2/(2k)} \right)
\times \left( \delta_{0,[\beta]}(L + 1) + (1 - \delta_{0,[\beta]}) \frac{\kappa_{1/2}^{1-2\{\beta\}}}{(2\{\beta\} - 1)^{1/2}} \right)
= c_1(k, L, \beta),
\]
where the right hand side \( c_1(k, L, \beta) \) is exponentially decaying in \( k \).
We remark that the theorem as given in [9] is also valid for \( \beta < 1/2 \) which is not of relevance in the context of this paper.

Since the proposition follows by first noting that the largest eigenvalue of \( \mathcal{L}^{-1} \) is given by \( \kappa^{-2} \) and then applying the definition of the \( L^2(\Omega; L^2(\mathbb{S}^2)) \) norm to the estimate in [9, Theorem 3.5], we omit the proof. We note that the finite-dimensional setting of [9] applies since the truncated Karhunen–Loève series of \( \mathcal{W} \) leads to an SPDE on the finite-dimensional subspace of \( L^2(\mathbb{S}^2) \) spanned by the spherical harmonics of the first \( L \) eigenvalues of \( \mathcal{L} \).

We observe that in simulations with a coarse mesh size \( k \) and a small correlation length parameter \( \kappa \), the constant \( c_1(k, L, \beta) \) can become very large even though it decays exponentially as \( k \to 0 \). This is due to the fact that the smallest eigenvalue of the operator \( \mathcal{L} \) goes to zero as \( \kappa \to 0 \). This problem can be remedied by refining the quadrature with a smaller \( k \).

4. SFEM approximation and its strong convergence

Having approximated the noise and the fractional operator in the previous sections, it remains to approximate solutions to the linear subproblems (7) and (12) appearing in the recursion and sinc quadrature.

The weak formulation of (7) is given by: Find \( u_L^i \in H^1(\mathbb{S}^2) \) such that
\[
a_{\mathbb{S}^2}(u_L^i, v) = (u_L^{i-1}, v)_{L^2(\mathbb{S}^2)}
\] for every \( v \in H^1(\mathbb{S}^2) \), where the bilinear form \( a_{\mathbb{S}^2} : H^1(\mathbb{S}^2) \times H^1(\mathbb{S}^2) \to \mathbb{R} \), is given by
\[
a_{\mathbb{S}^2}(u, v) = \kappa^2 (u, v)_{L^2(\mathbb{S}^2)} + (\nabla_{\mathbb{S}^2} u, \nabla_{\mathbb{S}^2} v)_{L^2(\mathbb{S}^2)}.
\]

This bilinear form is obtained by integration by parts, where this particular expression is obtained due to the compactness of the sphere [14, Theorem 2.10, Theorem 2.14]. Note furthermore that the bilinear form is coercive and continuous, thus implying the existence of solutions by virtue of the Lax–Milgram theorem.

Likewise, the weak formulation of (12) is given by: Find \( u \in H^1(\mathbb{S}^2) \) such that
\[
a_{\mathbb{S}^2,\beta}(u, v) = (u_L^{i-1}, v)_{L^2(\mathbb{S}^2)}
\] for every \( v \in H^1(\mathbb{S}^2) \), where the bilinear form \( a_{\mathbb{S}^2,\beta} : H^1(\mathbb{S}^2) \times H^1(\mathbb{S}^2) \to \mathbb{R} \), is given by
\[
a_{\mathbb{S}^2,\beta}(u, v) = (1 + e^{2\eta \kappa^2}) (u, v)_{L^2(\mathbb{S}^2)} + e^{2\eta \kappa^2} (\nabla_{\mathbb{S}^2} u, \nabla_{\mathbb{S}^2} v)_{L^2(\mathbb{S}^2)}.
\]

We approximate the solutions to these problems by using the surface finite element method of [14]. In what follows we describe SFEM in the particular case of the sphere for the completeness of our presentation.

By \( \mathbb{S}_h^2 \) we denote an approximation of \( \mathbb{S}^2 \) with a piecewise polygonal surface consisting of non-degenerate triangles with vertices on \( \mathbb{S}^2 \), where \( h \) refers to the size of the largest triangle, which is defined as the in-ball radius.

For two triangles \( T \) and \( \tilde{T} \), it holds that either \( \tilde{T} \cap T = \emptyset \) or that their intersection is their common edge or vertex. Let us denote by \( T_h \) the set of triangles making up the discretized sphere \( \mathbb{S}_h^2 \), i.e.,
\[
\mathbb{S}_h^2 = \bigcup_{T_j \in T_h} T_j.
\]

To give an impression of the resulting geometry, we visualize one discretized sphere and a possible refinement in Figure 2.
The **signed distance function** \( d_s : \mathbb{R}^3 \rightarrow \mathbb{R} \) to \( S^2 \) is given by
\[
d_s(x) = \|x\| - 1
\]
for \( x \) both outside and inside of the sphere. As such, it can take both negative and positive values, warranting the name **signed** distance function.

By [14], \( d_s \) is smooth and for \( U = \{ x \in \mathbb{R}^3 : |d_s(x)| < 1 \} \supset S^2 \), the projection \( p : U \rightarrow S^2 \) given by
\[
p(x) = x - d_s(x)\nu(x)
\]
is onto, where \( \nu \) denotes the outward normal on \( S^2 \). Restricted to \( S^2_h \subset U \), \( p : S^2_h \rightarrow S^2 \) becomes an isomorphism. Therefore, a function \( \eta : S^2_h \rightarrow \mathbb{R} \) may be lifted to \( S^2 \) by setting
\[
\eta^\ell = \eta \circ p^{-1},
\]
where we emphasize that \( \ell \) is used as abbreviation for the **lift** and should not be understood as a parameter.

For every \( T \in T_h \), we define a lifted triangle \( T^\ell \subset S^2 \) by \( T^\ell = p(T) \). The procedure is illustrated in Figure 3 in the one-dimensional setting. Note that the points on the discretized surface are lifted along the normal of the surface. This pointwise evaluation allows us to define \( \eta^\ell \), since \( \eta \) is evaluated on its original domain.

**Figure 2.** Discretized polygonal approximation of the sphere.

**Figure 3.** One dimensional illustration of the lift.
In order to be able to discretize problems defined on \( S^2_h \), define the finite element space
\[
S_h = \{ \phi_h \in C^0(S^2_h) : \phi_h|_T \in P^1(T), T \in T_h \} \subset H^1(S^2_h),
\]
where \( P^1(T) \) denotes the space of all polynomials of degree at most one. The lifted finite element space is given by
\[
S^e_h = \{ \varphi_h = \phi_h^e : \phi_h \in S_h \} \subset H^1(S^2).
\]

The tangential gradient \( \nabla_{S^2_h} \eta \) of a function \( \eta : S^2_h \to \mathbb{R} \) is defined in a pointwise sense by
\[
\nabla_{S^2_h} \eta(x) = (\delta_{i,j} - \nu_{h,i} \nu_{h,j}) (I - d_s(x) H_s(x)) \nabla_{S^2} \eta^e(p(x)),
\]
where \( \nu_{h,i} \) denotes the outward normal of the \( i \)-th triangle \( T_i \) and \( H_s \) is the Hessian of the signed distance function \( d_s \), which is given by
\[
H_s(x) = \frac{1}{|x|} \begin{bmatrix}
1 - \frac{x^2}{\|x\|^2} & -\frac{x_1 x_2}{\|x\|^2} & -\frac{x_1 x_3}{\|x\|^2} \\
-\frac{x_2 x_1}{\|x\|^2} & 1 - \frac{x^2}{\|x\|^2} & -\frac{x_2 x_3}{\|x\|^2} \\
-\frac{x_3 x_1}{\|x\|^2} & -\frac{x_3 x_2}{\|x\|^2} & 1 - \frac{x^2}{\|x\|^2}
\end{bmatrix}.
\]

Given this short introduction to SFEM on the sphere, we are now ready to formulate the discretized problems used in the recursion. Since they are linear elliptic SPDEs, the method in [14] can be used. We define the bilinear forms on \( S^2_h \) corresponding to (14) and (16) by
\[
a_{S^2_h}(u, v) = \kappa^2(u, v)_{L^2(S^2_h)} + \left( \nabla_{S^2_h} u, \nabla_{S^2_h} v \right)_{L^2(S^2_h)}
\]
and
\[
a_{S^2_i,h}(u, v) = (1 + e^{2y_i} \kappa^2)(u, v)_{L^2(S^2_h)} + e^{2y_i} \left( \nabla_{S^2_h} u, \nabla_{S^2_h} v \right)_{L^2(S^2_h)}
\]
for \( u, v \in H^1(S^2_h) \), respectively.

The weak formulations of (13) and (15) on the discretized sphere are hence given by: Find \( \tilde{u}_{L,h}^i \in H^1(S^2_h) \) such that
\[
a_{S^2_h}(\tilde{u}_{L,h}^i, v) = (\tilde{u}_{L,h}^{i-1}, v)_{L^2(S^2_h)}
\]
for all \( v \in H^1(S^2_h) \). And similarly: Find \( \tilde{u}_{L,h} \in H^1(S^2_h) \) such that
\[
a_{S^2_i,h}(\tilde{u}_{L,h}, v) = (\tilde{u}_{L,h}^{[\beta]}, v)_{L^2(S^2_h)}
\]
for all \( v \in H^1(S^2_h) \).

Here, \( \tilde{u}_{L,h} = \mathcal{W}_{L,h} \) will denote an approximation of the white noise on the discretized sphere. One way to obtain this is to lift an approximation of the truncated white noise \( \mathcal{W}_L \) on \( S^2 \), to the sphere.

There are different methods to obtain \( \mathcal{W}_{L,h} \) and its corresponding lift \( \mathcal{W}_{L,h}^e \). One possibility is to use interpolation as done in [14, Lemma 4.3]. To this end, let \( u \) be any function in \( H^2(S^2) \). Denote the \( N \) nodes of \( S^2_h \) by \( (x_1, \ldots, x_N) \). For every \( T \in T_h \), it holds that the nodes lie on \( S^2 \). We construct \( \tilde{I}_h u \in S_h \subset H^1(S^2_h) \) by first setting
\[
\tilde{I}_h u(x_i) = u(x_i),
\]
and then performing linear interpolation using the basis functions of $S_h$. Define $I_h : H^2(S^2) \to S_h^\ell \subset H^1(S^2)$ by lifting the interpolated function $I_h u \in S_h$ to $S^2$, that is to say, $W_{L,h} = I_h W_L$ and $W_{L,h}^\ell = I_h W_L$. By adapting [14, Lemma 4.3], it is straightforward to show that

\begin{equation}
\|W_L - W_{L,h}^\ell\|_{L^2(\Omega; L^2(S^2))} \leq \sqrt{2}c h^2 \|W_L\|_{L^2(\Omega; H^2(S^2))}.
\end{equation}

We observe that

\begin{equation}
\|W_L\|_{L^2(\Omega; H^2(S^2))}^2 = \|\mathbf{I} - \Delta_{S^2}\|_{L^2(S^2)}^2 = \sum_{l=0}^{L} (1 + l(l + 1))^2(2l + 1) \leq C(L + 1)^6,
\end{equation}

where the last bound follows from Faulhaber’s formula. This yields

\begin{equation}
\|W_L - W_{L,h}^\ell\|_{L^2(\Omega; L^2(S^2))} \leq C h^2 (L + 1)^3
\end{equation}

for some constant $C$.

One of the perks of the interpolation approach is that we manage to deal with the geometric error stemming from the discretization of $S^2$, but a drawback is that the factor $\|W_L\|_{L^2(\Omega; H^2(S^2))}$ will grow cubically in $L$ due to the high regularity assumptions.

Another way to obtain $W_{L,h}^\ell$ is to use an orthogonal projection of $W_L$ onto $S_h^\ell$. It is done by finding $P_h W_L \in S_h^\ell$ such that $(W_L - P_h W_L, v)_{L^2(S^2)} = 0$ for all $v \in S_h^\ell$. This equation yields a system of equations for the coefficients of the lift of the nodal basis of $S_h^\ell$. By solving this system, we obtain $P_h W_L = W_{L,h}^\ell$. Since for any $v \in S_h^\ell$, it holds that $(W_L - P_h W_L, v)_{L^2(S^2)} = 0$,

\begin{equation}
\|W_L - P_h W_L\|_{L^2(S^2)} = (W_L - P_h W_L, W_L - v)_{L^2(S^2)} \leq \|W_L - P_h W_L\|_{L^2(S^2)} \|W_L - v\|_{L^2(S^2)}.
\end{equation}

What remains to do is to choose $v \in S_h^\ell$. If we choose $v = 0$, we have that

\begin{equation}
\|W_L - P_h W_L\|_{L^2(\Omega; L^2(S^2))} \leq \|W_L\|_{L^2(\Omega; L^2(S^2))}.
\end{equation}

If we instead let $v = I_h W_L$, we obtain from (19) that

\begin{equation}
\|W_L - P_h W_L\|_{L^2(\Omega; L^2(S^2))} \leq \sqrt{2}c h^2 \|W_L\|_{L^2(\Omega; H^2(S^2))}.
\end{equation}

By interpolation we therefore obtain for $s \in [0, 2]$

\begin{equation}
\|W_L - P_h W_L\|_{L^2(\Omega; L^2(S^2))} \leq (\sqrt{2}c h)^s \|W_L\|_{L^2(\Omega; H^2(S^2))} \leq C h^s (L + 1)^{s+1},
\end{equation}

where the last inequality is obtained similarly to (20) with $2$ substituted by $s$. We note that as usual, in order to obtain convergence in $h$, higher order norms of $W_L$ have to be bounded which grow faster in $L$ the higher the order of the Sobolev space.

Let us return to the weak formulations (17) and (18) and introduce their SFEM approximations: Find $u_{L,h}^i \in S_h$ such that

\begin{equation}
\mathbf{a}_\mathbf{\Omega}(u_{L,h}^i, v_h) = (u_{L,h}^{i-1}, v_h)_{L^2(S^2)}
\end{equation}

for all $v_h \in S_h$. And similarly: Find $u_{h,L} \in S_h$ such that

\begin{equation}
\mathbf{a}_{\mathbf{\Omega}}(u_{h,L}, v_h) = (u_{L,h}^{[\beta]}, v_h)_{L^2(S^2)}
\end{equation}

for all $v_h \in S_h$ and $u_{L,h}^{[\beta]} \in S_h$ obtained in (23).
In order to bound the error of the two approximations (23) and (24) in a common setting, we observe that the bilinear forms (14) and (16) only differ by their coefficients. Therefore, we consider a general continuous and coercive bilinear form of the form

\[ b_{S^2}(u, v) = A(u, v)_{L^2(S^2)} + B(\nabla_{S^2} u, \nabla_{S^2} v)_{L^2(S^2)} \]

with coefficients \( A, B \in \mathbb{R} \) (that may be chosen such that we obtain \( a_{S^2} \) or \( a_{S^2,k} \)) and its corresponding bilinear form on \( S^2_h \)

\[ b_{S^2_h}(u, v) = A(u, v)_{L^2(S^2_h)} + B(\nabla_{S^2} u, \nabla_{S^2} v)_{L^2(S^2_h)} \].

We then consider the problems: Given \( U \in L^2(\Omega; L^2(S^2)) \) find \( u \in H^1(\Omega; L^2(S^2)) \) such that

\[ b_{S^2}(u, v) = (U, v)_{L^2(S^2)} \] \hspace{1cm} (25)

for \( v \in H^1(\Omega; L^2(S^2)) \) and: Given \( U_h \in S_h \) find \( u_h \in S_h \) such that

\[ b_{S^2}(u_h, v) = (U_h, v)_{L^2(S^2_h)} \] \hspace{1cm} (26)

for all \( v \in S_h \). We will then choose \( U \) and \( U_h \) as in (13), (15), (23), and (24), respectively.

**Proposition 4.1.** Let \( u \) be the weak solution to (25) with \( U \in L^2(\Omega; L^2(S^2)) \) being a general right hand side, and denote by \( u_h^f \) the lifted solution to (26) with \( U_h^f \in L^2(\Omega; L^2(S^2)) \). Then the strong error is bounded by

\[ \| u - u_h^f \|_{L^2(\Omega; L^2(S^2))} \leq c\gamma^2 \left( h^2 \| U \|_{L^2(\Omega; L^2(S^2))} + \| U - U_h^f \|_{L^2(\Omega; L^2(S^2))} \right), \]

where \( \gamma = \max(A, B) \). If in addition \( U_h^f \) converges to \( U \) in \( L^2(\Omega; L^2(S^2)) \) then \( u_h^f \) converges to \( u \).

**Proof.** The claim follows from the corresponding deterministic inequality

\[ \| u - u_h^f \|_{L^2(S^2)} \leq c\gamma^2 \left( h^2 \| U \|_{L^2(S^2)} + \| U - U_h^f \|_{L^2(S^2)} \right) \]

with non-random general right hand side \( U \) and \( U_h^f \), respectively. It is proven by traditional finite element techniques and an Aubin–Nitsche duality argument. The bilinear forms defined on \( S^2 \) and \( S_h^2 \) are compared using estimates of the geometric errors of the bilinear forms, see [14, Lemma 4.7]. For details of the proof, see [21, Section 4] as well as [13, 14]. \( \square \)

Before stating and proving a bound on the error of the entire recursion scheme, we begin by stating and proving a proposition which allows us to bound the error of the final fractional problem. We introduce our final approximation (for \( \{ \beta \} \neq 0 \)) as

\[ u_{L,h}^f = \frac{2k \sin(\pi \{ \beta \})}{\pi} \sum_{l=-K}^{K} e^{2(\beta)\pi l} u_{h,l}^f, \] \hspace{1cm} (27)

where \( u_{h,l}^f \) is the lifted solution to (24).

**Proposition 4.2.** Let \( u_{L,Q,k} \) be given by (11) and \( u_{L,h}^f \) be given by (27). Then

\[ \| u_{L,Q,k} - u_{L,h}^f \|_{L^2(\Omega; L^2(S^2))} \leq c_2(k, \beta) \left( (L+2)h^2 + \| W_l - W_{L,h} \|_{L^2(\Omega; L^2(S^2))} \right) \]

for some constant \( c_2(k, \beta) \).
Proof. We note that we can bound $\|u_{L,Q,k} - u_{L,h}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))}$ by using Equations (11), (12), and (24) together with the triangle inequality,

$$
\|u_{L,Q,k} - u_{L,h}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq \frac{2k|\sin(\pi \{\beta\})|}{\pi} \sum_{l=-K}^{K} e^{2\langle \beta \rangle y_l} \|u_l - u_{h,l}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))}.
$$

Let us start by bounding $\|u_l - u_{h,l}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))}$. Applying Proposition 4.1 with $\gamma_l = \max(1 + e^{2\langle \kappa \rangle c^2}, e^{2\langle \kappa \rangle})$ and right hand side $U = u_{L}^{[\beta]}$ and $U_h = u_{L,h}^{[\beta]}$ yields

$$
\|u_l - u_{h,l}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq c\gamma^2 \left( h^2 \|u_{L}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} + \|u_{L,h}^{[\beta]} - u_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \right),
$$

where $u_{L,h}^{[\beta]}$ denotes the lifted solution to (23) or the lifted white noise approximation if $[\beta] = 0$. By Proposition 4.1, we can recursively bound the last term by

$$
\|u_{L,h}^{[\beta]} - u_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq h^2 \sum_{i=0}^{[\beta]-1} (c\gamma^2)^{|\beta| - i} \|u_{L}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))}
$$

$$
+ (c\gamma^2)^{|\beta|} \|W_L - W_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))}
$$

with $\gamma = \max\{1, \kappa^2\}$. The estimates (3) and (9) yield

$$
\|u_{L}^{t}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq \begin{cases} L + 1, & i = 0, \\ \kappa^{1-2i}(2i - 1)^{-1/2}, & \text{else,} \end{cases}
$$

which leads to

$$
\|u_{L}^{[\beta]} - u_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq h^2 \sum_{i=1}^{[\beta]-1} c^{[\beta] - i} \max\{\kappa^{1-2i}, \kappa^4[\beta] + 1 - 6i\} (2i - 1)^{-1/2}
$$

$$
+ c^{[\beta]} \max\{1, \kappa^4[\beta]\} \left( h^2 (L+1) + \|W_L - W_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \right).
$$

This implies that the overall error is bounded by

$$
\|u_l - u_{h,l}^t\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq c\gamma^2 h^2 \sum_{i=1}^{[\beta]} c^{[\beta] - i} \max\{\kappa^{1-2i}, \kappa^4[\beta] + 1 - 6i\} (2i - 1)^{-1/2} + c^{[\beta]} \max\{1, \kappa^4[\beta]\} (L+1)
$$

$$
+ c\gamma^2 c^{[\beta]} \max\{1, \kappa^4[\beta]\} \|W_L - W_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))}
$$

$$
= c\gamma^2 \left( c^{(1)}_{\kappa, [\beta]} + c^{(2)}_{\kappa, [\beta]} (L + 1) \right) h^2 + c^{(2)}_{\kappa, [\beta]} \|W_L - W_{L,h}^{[\beta]}\|_{L^2(\Omega;L^2(\mathbb{S}^2))},
$$
and we observe that $\gamma_l$ is the only component that depends on $l$. Therefore, it only remains to estimate
\[
\sum_{l=-K}^{K^+} e^{2(\beta)l} \gamma_l^2 \leq 4 \max\{1, \kappa^4\} \sum_{l=-K}^{K^+} e^{2(\beta)l+2kl} = 4 \max\{1, \kappa^4\} \left( \sum_{l=1}^{K^-} e^{-2(\beta)l+2kl} + \sum_{l=0}^{K^+} e^{2(\beta)l+2kl} \right)
\]
\[
= 4 \max\{1, \kappa^4\} \left( e^{-2(\beta)1+2kK^-} + e^{2(\beta)1+2k(K^++1)-1} \right)
\]
\[
= c_{\kappa,\{\beta\},k},
\]
where we used the properties of the geometric series in the last step. This allows us to finally obtain
\[
\|u_{L,Q,k} - u_h^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq c_2(k,\beta) \left( (L+2)h^2 + \|W_L - W_{L,h}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \right)
\]
with
\[
c_2(k,\beta) = \frac{2k|\sin(\pi\{\beta\})|}{\pi} c_{\kappa,\{\beta\},k} \max\{c_{\kappa,\{\beta\},1}^{(1)}, c_{\kappa,\{\beta\},2}^{(2)}\},
\]
which concludes the proof. \hfill \Box

We are now ready to state our main result on the convergence of the SFEM approximation to the solution of (2).

**Theorem 4.3.** Let $u$ be the solution to (2) with $\beta > 1/2$, and let $u_{L,h}^\ell$ be given by (27) for $\{\beta\} \neq 0$ and be the lifted solution to the recursion (23) in the case when $\beta$ is a positive integer. Then the strong error is bounded by
\[
\|u - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq C_{\kappa} \left( \frac{1}{2\beta - 1} + \frac{1}{4\beta - 1} \right) L^{1-2\beta} + c_4(k, L, \beta) + \left( (1 - \delta_{1,\{\beta\}}) c_2(k,\beta) + \delta_{1,\{\beta\}} c_3(\beta) \right) \left( (L+2)h^2 + \|W_L - W_{L,h}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \right)
\]
with constants defined in Propositions 2.1, 3.1, and 4.2. If, in addition, $\|W_L - W_{L,h}\|_{L^2(\Omega;L^2(\mathbb{S}^2))}$ is chosen as in Equation (22), the error to the fractional problem is for $s \in [0, 2]$ bounded by
\[
\|u - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq C(L+1) \left( L^{-2\beta} + e^{-\pi^2/(4k)} + h^s(L+1)^s \right).
\]

**Proof.** Let us start with $\{\beta\} \neq 0$. By the triangle inequality, we obtain
\[
\|u - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq \|u - u_L\|_{L^2(\Omega;L^2(\mathbb{S}^2))} + \|u_L - u_{L,Q,k}\|_{L^2(\Omega;L^2(\mathbb{S}^2))} + \|u_{L,Q,k} - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))},
\]
and the claim follows with Propositions 2.1, 3.1, and 4.2.

For $\{\beta\} = 0$, we split
\[
\|u - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))} \leq \|u - u_L\|_{L^2(\Omega;L^2(\mathbb{S}^2))} + \|u_L - u_{L,h}^\ell\|_{L^2(\Omega;L^2(\mathbb{S}^2))}.
\]
The first term is again bounded by Proposition 2.1, and the second term satisfies
\[
\|u_L - u_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \leq h^{\beta-1} \sum_{i=1}^{\beta-1} c^{\beta-i} \max\{k^{-2i}, \kappa^{43 + 1 - 6i}\} (2i - 1)^{-1/2} + c^\beta \max\{1, \kappa^{43}\} \left( h^2 (L + 1) + \|\mathcal{W}_L - \mathcal{W}_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \right) = c_3(\beta) \left( (L + 2)h^2 + \|\mathcal{W}_L - \mathcal{W}_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \right),
\]
which is derived as in the proof of Proposition 4.2. This concludes the proof. \(\square\)

We close this section with a short discussion of the computational complexity of the method. We begin by calibrating the different contributions appearing in the final error estimate in Theorem 4.3. Thus we obtain for the space mesh size \(h\) with \(s = 2\)
\[
h \sim L^{-(\beta + 1)}
\]
and for the quadrature step size \(k\)
\[
k \sim (\beta \log(L + 1))^{-1}.
\]
This leads to an overall error of
\[
\|u - u_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \leq C L^{1 - 2\beta} \sim h^{2\beta - 1} \sim e^{-k^{-1}}.
\]
Then, given the expressions of \(K^+\) and \(K^-\), we see that the number of linear systems we have to solve is of order \(O(k^{-2}) + |\beta|\) if \(\beta \notin \mathbb{N}\), which in terms of \(h\) becomes a complexity of \(O((\ln h)^2)\). The overall complexity is essentially influenced by the choice of the solver for the linear system. Given a method to generate white noise on the finite element space, a naive conjugate gradient method to solve one linear system would need \(O(h^{-3})\) operations with the number of degrees of freedom assumed to behave as \(O(h^{-2})\). Using the sparsity of the finite element matrices reduces these costs to \(O(h^{-3/2})\). If we adapt the multilevel approach with a BPX-type preconditioning from [19] to our sequence of finite element spaces, the costs could be reduced even more to \(O(h^{-1}(\log h)^{3/2})\). The different approaches lead therefore to total computational costs of \(O(h^{-3}(\ln h)^2)\), \(O(h^{-3/2}(\ln h)^2)\), and \(O(h^{-1}\log h)^{7/2})\), respectively.

A naive Python-based implementation using FEniCS with the conjugate gradient method is available on a GitHub repository\(^1\). See Figure 1 for examples of fields generated using this code with \(L = 100\). We furthermore emphasize that practitioners by no means are limited to the Python-FEniCS combination but that the method is implementable in other languages which is expected to lead to better running times.

5. Numerical experiment

Finally, we confirm the theoretical results obtained in Theorem 4.3 by a numerical simulation. We consider the case \(|\beta| \neq 0\). Since the error induced by the truncation of the white noise \(\mathcal{W}\) was already simulated and confirmed in [23], we focus here on the confirmation of the quadrature and SFEM error, i.e., we want to show that
\[
\|u_L - u_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \leq c_1(k, |\beta|) + c_2(k, L, |\beta|) \left( (L + 2)h^2 + \|\mathcal{W}_L - \mathcal{W}_{L,h}^f\|_{L^2(\Omega; L^2(\mathbb{S}^2))} \right).
\]
\(^1\)https://github.com/erik-grennegberg-jansson/matern_sfem
The truncated white noise $W_L$ is approximated using projection, which implies by Equation (21) that

$$
\|W_L - W_{h,L}^f\|_{L^2(\Omega; L^2(S^2))} \leq C(L + 1)^3 h^2.
$$

Therefore, we expect to see $h^2$ convergence for $c_1(k, L, \beta)$ sufficiently small, which is expected due to the exponential decay of $c_1(k, L, \beta)$ in $k$.

We approximate the error by 500 Monte Carlo samples and study first convergence with varying exponent $\beta$ and then with varying constant $\kappa$ for fixed $L = 1$. We discretize the sphere using an icosahedral uniform triangular mesh with triangle sizes $h = 2^{-i}$ for $i = 1, \ldots, 5$. The simulations are implemented in Python 3 using the FEniCS package [15] and performed on the local computational resources available at the Department of Mathematical Sciences at Chalmers University of Technology.

In Figure 4 we fix $k = 0.5$ and $\kappa = 1$ and vary $\beta = 1.5$, $\beta = 0.9$, $\beta = 0.75$, and $\beta = 0.55$. We observe the predicted $h^2$ convergence regardless of the regularity.

Next we perform simulations for fixed $\beta = 0.75$ and varying $\kappa = 0.1, 1, 10$. We choose first $k = 0.5$ as before and show the result in Figure 5(a). We observe that especially for $\kappa = 0.1$, the first error term $c_1(k, L, \beta)\kappa^{-1}$ seems to dominate for small $h$. In order to decrease it, we repeat the same simulation with $k = 0.1$ instead. In Figure 5(b) the dominance of the first error term in Figure 5(a) is confirmed since $h^2$ convergence is recovered now for the smaller choice of $k$.

The truncated white noise $W_L$ is approximated using projection, which implies by Equation (21) that

$$
\|W_L - W_{h,L}^f\|_{L^2(\Omega; L^2(S^2))} \leq C(L + 1)^3 h^2.
$$

Therefore, we expect to see $h^2$ convergence for $c_1(k, L, \beta)$ sufficiently small, which is expected due to the exponential decay of $c_1(k, L, \beta)$ in $k$.

We approximate the error by 500 Monte Carlo samples and study first convergence with varying exponent $\beta$ and then with varying constant $\kappa$ for fixed $L = 1$. We discretize the sphere using an icosahedral uniform triangular mesh with triangle sizes $h = 2^{-i}$ for $i = 1, \ldots, 5$. The simulations are implemented in Python 3 using the FEniCS package [15] and performed on the local computational resources available at the Department of Mathematical Sciences at Chalmers University of Technology.

In Figure 4 we fix $k = 0.5$ and $\kappa = 1$ and vary $\beta = 1.5$, $\beta = 0.9$, $\beta = 0.75$, and $\beta = 0.55$. We observe the predicted $h^2$ convergence regardless of the regularity.

Next we perform simulations for fixed $\beta = 0.75$ and varying $\kappa = 0.1, 1, 10$. We choose first $k = 0.5$ as before and show the result in Figure 5(a). We observe that especially for $\kappa = 0.1$, the first error term $c_1(k, L, \beta)\kappa^{-1}$ seems to dominate for small $h$. In order to decrease it, we repeat the same simulation with $k = 0.1$ instead. In Figure 5(b) the dominance of the first error term in Figure 5(a) is confirmed since $h^2$ convergence is recovered now for the smaller choice of $k$.
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