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Abstract. Stationary measures of quantum walks on the one-dimensional integer lattice are well studied. However, the stationary measure for the higher dimensional case has not been clarified. In this paper, we give the stationary amplitude for quantum walks on the d-dimensional integer lattice with a finite support by solving the corresponding eigenvalue problem. As a corollary, we can obtain the stationary measures of the Grover walks. In fact, the amplitude for the stationary measure is an eigenfunction with eigenvalue 1.

1 Introduction

The notion of discrete time quantum walks was introduced by Aharonov et al. [1] as a quantum counterpart of the classical random walks. Recently, the quantum walk is intensively studied in quantum physics and quantum computing [20], [21].

The behavior of the quantum walk is quite different from that of classical random walk, e.g., ballistic spreading and localization. As for the ballistic spreading, weak limit theorems of rescaled quantum walks are reported in [8], [10], [14], [15], [19], [24]. On the other hand, localization of the quantum walk is given in [10], [11], [12], [22], [24].

Stationary measures of quantum walks in one dimension are well studied. However, the stationary measure for the higher-dimensional case has not been clarified. Therefore, one of our basic interests is to obtain stationary measures of quantum walks on the higher-dimensional integer lattice.

As for the stationary measure of the quantum walk in the one-dimensional lattice, the following results are reported. Konno [16] obtained stationary measures of the three-state Grover walk. Wang et al. [23] investigated stationary measures of the three-state Grover walk with one defect at the origin. Furthermore, Endo et al. [4] clarified a relation between stationary and limit measures of the three-state Grover walk. In our previous work [13], we investigated the stationary measures for the three-state quantum walks including the Fourier and Grover walks by solving the corresponding eigenvalue problem. Then we found the stationary measure with a periodicity. Moreover, we could apply this situation to the three-state Fourier walk on a cycle. Stationary measures for other quantum walk models in one dimension are also studied in [2], [3], [5], [6], [7], [17].

Compared with the one-dimensional case, the study on the stationary measure of the quantum walk on higher-dimensional lattice is almost not known. Konno and Takei [18] showed that the set of uniform measures is contained in the set of stationary measures in more general graphs including the higher-dimensional lattice. Thus our purpose is to find the non-trivial stationary measures of the higher-dimensional integer lattice. In this paper, we present the stationary amplitude of the higher-dimensional quantum walk with a finite support by solving the corresponding eigenvalue problem. As a corollary, we obtain the stationary measures of the Grover walk in higher dimensions. Our results would be useful for quantum information processing.
This paper is organized as follows. Section 2 is devoted to the definition of discrete time quantum walks on the $d$-dimensional integer lattice. In Section 3 we obtain stationary amplitudes and stationary measures of the Grover walks on the high-dimensional integer lattice by solving the eigenvalue problem. In Section 4 we consider typical examples on two- and three-dimensional cases. Conclusion is given in Section 5.

2 Discrete time quantum walks on $\mathbb{Z}^d$

In this section, we give the definition of $2d$-state discrete time quantum walks on $\mathbb{Z}^d$, where $\mathbb{Z}$ is the set of integers. The discrete time quantum walk is defined by using a shift operator and a unitary matrix. Let $\mathbb{C}$ be the set of complex numbers. For $i \in \{1, 2, \ldots, d\}$, the shift operator $\tau_i$ is defined by

$$(\tau_i f)(x) = f(x - e_i), \quad (f : \mathbb{Z}^d \rightarrow \mathbb{C}^{2d}, \ x \in \mathbb{Z}^d),$$

where $\{e_1, e_2, \ldots, e_d\}$ denotes the standard basis of $\mathbb{Z}^d$. Let $A = (a_{ij})_{i,j=1,2,\ldots,2d}$ be a $2d \times 2d$ unitary matrix. We call this unitary matrix the coin matrix. To describe the time evolution of the quantum walk, decompose the unitary matrix $A$ as

$$A = \sum_{i=1}^{2d} P_i A,$$

where $P_i$ denotes the orthogonal projection onto the one-dimensional subspace $\mathbb{C} \eta_i$ in $\mathbb{C}^{2d}$. Here $\{\eta_1, \eta_2, \ldots, \eta_{2d}\}$ denotes the standard basis on $\mathbb{C}^{2d}$. The discrete time quantum walk associated with the coin matrix $A$ is given by

$$U_A = \sum_{i=1}^d \left( P_{2i-1} A \tau_i^{-1} + P_{2i} A \tau_i \right). \quad (2.1)$$

The state at time $n$ and location $x$ can be expressed by a $2d$-dimensional vector:

$$\Psi_n(x) = \begin{bmatrix} \Psi_1^n(x) \\ \Psi_2^n(x) \\ \vdots \\ \Psi_{2d}^n(x) \end{bmatrix} \in \mathbb{C}^{2d} \quad (x \in \mathbb{Z}^d, \ n \in \mathbb{Z}_\geq),$$

where $\mathbb{Z}_\geq = \{0, 1, 2, \ldots\}$. For $\Psi_n : \mathbb{Z}^d \rightarrow \mathbb{C}^{2d}$ and $n \in \mathbb{Z}_\geq$, we can rewrite Eq. (2.1) as

$$\Psi_{n+1}(x) = (U_A \Psi_n)(x) = \sum_{i=1}^d \left( P_{2i-1} A \Psi_n(x + e_i) + P_{2i} A \Psi_n(x - e_i) \right). \quad (2.2)$$

This equation means that the particle moves at each step one unit to the $x_i$-axis direction with matrix $P_{2i} A$ or one unit to the $-x_i$-axis direction with matrix $P_{2i-1} A$. For time $n \in \mathbb{Z}_\geq$ and location $x \in \mathbb{Z}^d$, we define the measure $\mu_n(x)$ by

$$\mu_n(x) = \| \Psi_n(x) \|_{\mathbb{C}^{2d}},$$

where $\| \cdot \|_{\mathbb{C}^{2d}}$ denotes the standard norm on $\mathbb{C}^{2d}$. Let $\mathbb{R}_\geq = [0, \infty)$. Here we introduce a map $\phi : (\mathbb{C}^{2d})^{\mathbb{Z}^d} \rightarrow (\mathbb{R}_\geq)^{\mathbb{Z}^d}$ such that if $\Psi_n : \mathbb{Z}^d \rightarrow \mathbb{C}^{2d}$ and $x \in \mathbb{Z}^d$, then $\phi(\Psi_n)(x) = \sum_{j=1}^{2d} |\Psi_j^n(x)|^2 \in \mathbb{R}_\geq$. Thus we get

$$\phi(\Psi_n)(x) = \sum_{j=1}^{2d} |\Psi_j^n(x)|^2 = \mu_n(x),$$

namely this map $\phi$ has a role to transform from amplitudes to measures.

To obtain stationary measures of quantum walks on $\mathbb{Z}^d$ defined by the unitary operator $U_A$ defined in Eq. (2.1), we use a method of the Fourier transform introduced in [9]. Let $f : [-\pi, \pi)^d \rightarrow \mathbb{C}^{2d}$ and $k = (k_1, k_2, \ldots, k_d) \in [-\pi, \pi)^d$. The Fourier transform of the function $f$ is defined by the integral

$$(\mathcal{F}f)(x) = \frac{1}{(2\pi)^d} \int_{[-\pi, \pi)^d} e^{i(x,k)} f(k) \, dk \quad (x \in \mathbb{Z}^d),$$

where $i$ is the imaginary unit.
where \( \langle x, k \rangle \) is the canonical inner product of \( \mathbb{R}^d \). Then the inverse of the Fourier transform \( \mathcal{F}^* \) is given by

\[
\hat{g}(k) \equiv (\mathcal{F}^*g)(k) = \sum_{x \in \mathbb{Z}^d} e^{-i\langle x, k \rangle} g(x) \quad (g: \mathbb{Z}^d \to \mathbb{C}^{2d}, \ k \in [-\pi, \pi)^d).
\]

From the inverse of the Fourier transform and Eq. (2.2), we have

\[
\hat{\Psi}_{n+1}(k) = \hat{U}_A(k)\hat{\Psi}_n(k),
\]

where \( \Psi_n: \mathbb{Z}^d \to \mathbb{C}^{2d} \) and matrix \( \hat{U}_A(k) \) is determined by

\[
\hat{U}_A(k) = \sum_{j=1}^d \left( e^{ik_j}P_{2j-1}A + e^{-ik_j}P_{2j}A \right).
\]

We remark that matrix \( \hat{U}_A(k) \) is a unitary matrix.

### 3 Stationary amplitudes of the Grover walk on \( \mathbb{Z}^d \)

In this section, we give the definition of the stationary measure for the quantum walk. We define a set of measures, \( \mathcal{M}_s(U_A) \), by

\[
\mathcal{M}_s(U_A) = \left\{ \mu \in [0, \infty)^{\mathbb{Z}^d} \setminus \{0\} : \text{there exists } \Psi_0 \in \mathbb{C}^D \text{ such that } \phi(U_A^n\Psi_0) = \mu \ (n=0,1,2,\ldots) \right\},
\]

where \( \mathbf{0} \) is the zero vector and \( D \) is a positive integer. Here \( U_A \) is the time evolution operator of quantum walk associated with a unitary matrix \( A \). We call this measure \( \mu \in \mathcal{M}_s(U_A) \) the stationary measure for the quantum walk defined by the unitary operator \( U_A \). If \( \mu \in \mathcal{M}_s(U_A) \), then \( \mu_n = \mu \) for \( n \in \mathbb{Z}_2 \), where \( \mu_n \) is the measure of quantum walk given by \( U_A \) at time \( n \).

Next we consider the following eigenvalue problem of the quantum walk determined by \( U_A \):

\[
U_A\Psi = \lambda\Psi \quad (\lambda \in \mathbb{C}, \ |\lambda| = 1).
\]

We see that \( \phi(\Psi) \in \mathcal{M}_s(U_A) \). Let \( D = 2d \). Our purpose of this paper is to find stationary measures for our \( 2d \)-state quantum walks on \( \mathbb{Z}^d \) by using Eq. (3.3). From now on, we treat the stationary amplitude and the stationary measures of the Grover walk on \( \mathbb{Z}^d \), where if the function \( \Psi \) is satisfied with \( \lambda = 1 \) in Eq. (3.3), \( \Psi \) is called the stationary amplitude. Here, a quantum walk defined by the following \( D \times D \) unitary matrix \( G = (g_{ij})_{i,j=1,2,\ldots,D} \) is called the Grover walk:

\[
g_{ij} = \frac{2}{D} - \delta_{ij}.
\]

We put \( k = (k_1, k_2, \ldots, k_d) \), where \( k_j \in [-\pi, \pi) \) \((j = 1, 2, \ldots, d)\). The Grover walk on \( \mathbb{Z}^d \) defined Eqs. (2.1) and (3.3) has an eigenvalue 1. Furthermore, the unitary matrix \( \hat{U}_G(k) \) induced by the coin matrix \( G \) has also an eigenvalue 1. We consider an eigenfunction of eigenvalue 1 of \( \hat{U}_G(k) \). Let \( X_j = e^{ik_j} \) and \( \overline{X}_j = e^{-ik_j} \) \((j = 1, \ldots, d)\).

**Lemma 3.1** Let \( \hat{\Psi}(k) \) be an eigenfunction of eigenvalue 1 of \( \hat{U}_G(k) \). Then we have

\[
\hat{\Psi}(k) = \begin{pmatrix}
(1 + X_1) \prod_{j=2}^d (1 + \overline{X}_j)(1 + X_j) \\
(1 + \overline{X}_1) \prod_{j=2}^d (1 + X_j)(1 + X_j)
\end{pmatrix} \\
\vdots \\
\begin{pmatrix}
(1 + X_d) \prod_{j=1}^{d-1} (1 + \overline{X}_j)(1 + X_j) \\
(1 + \overline{X}_d) \prod_{j=1}^{d-1} (1 + X_j)(1 + X_j)
\end{pmatrix}.
\]

(3.5)
Proof. Suppose that $\hat{\Psi}(k)$ is an eigenfunction of eigenvalue 1 of $\hat{U}_G(k)$. We put $\hat{\Psi}(k) = T[\hat{\Psi}^1(k), \ldots, \hat{\Psi}^{2d}(k)] \in \mathbb{C}^{2d}$, where $T$ means the transposed operation. Then $\hat{U}_G(k)\hat{\Psi}(k) = \hat{\Psi}(k)$ is written as

$$0 = \left\{ (1 - d)X_j - d \right\} \hat{\Psi}^{2j-1}(k) + X_j \sum_{l \neq 2j-1} \hat{\Psi}^l(k),$$

$$0 = \left\{ (1 - d)\overline{X}_j - d \right\} \hat{\Psi}^{2j}(k) + \overline{X}_j \sum_{l \neq 2j} \hat{\Psi}^l(k) \quad (j = 1, \ldots, d).$$

Thus we get

$$\hat{\Psi}^{2j-1}(k) = \frac{1 + \overline{X}_j}{1 + X_j} \hat{\Psi}^1(k), \quad \hat{\Psi}^{2j}(k) = \frac{1 + X_j}{1 + X_j} \hat{\Psi}^1(k).$$

If we take $\hat{\Psi}^1(k) = (1 + X_1) \prod_{i=2}^d (1 + \overline{X}_i)(1 + X_i)$, then we have

$$\hat{\Psi}^{2j-1}(k) = (1 + X_j) \prod_{l \neq j} (1 + \overline{X}_l)(1 + X_l),$$

$$\hat{\Psi}^{2j}(k) = (1 + \overline{X}_j) \prod_{l \neq j} (1 + X_l)(1 + X_i).$$

The proof of Lemma 3.1 is complete.

For $u = (u_1, \ldots, u_d) \in \mathbb{Z}^d$, we put a subset $K_u^d \subset \mathbb{Z}^d$ as

$$K_u^d = \left\{ x = (x_1, x_2, \ldots, x_d) \in \mathbb{Z}^d; \sum_{i=1}^d (x_i - u_i)^2 \leq \sqrt{d} \right\}.$$

Remark that $\#K_u^d = 3^d$, where $\#X$ means the number of elements in a set $X$. Let $\hat{\Psi}$ be a map $\hat{\Psi} : [-\pi, \pi)^d \rightarrow \mathbb{C}^{2d}$ given by Eq. (3.5). For $x \in \mathbb{Z}^d$, we define

$$\Psi_s^{(0)}(x) \equiv (F\hat{\Psi})(x),$$

where $0 = (0, \ldots, 0) \in \mathbb{Z}^d$ is the origin of $\mathbb{Z}^d$. Each $c \in K_0^d$, we set the $2d$-dimensional complex vector $a_c$:

$$a_c \equiv \Psi_s^{(0)}(c).$$

Remark 3.2 If a unitary matrix $A$ is given, the vector $a_c \in \mathbb{C}^{2d}$ is uniquely determined.

For $u \in \mathbb{Z}^d$, we define the function $\Psi_s^{(u)} : \mathbb{Z}^d \rightarrow \mathbb{C}^{2d}$ as

$$\Psi_s^{(u)}(x) = \sum_{c \in K_u^d} a_c \delta_{u+c}(x). \quad (3.6)$$

Equation (3.6) means that the particle stays in the $3^d$-neighboring points centered at the point $(u_1, \ldots, u_d) \in \mathbb{Z}^d$ with the weight $a_c$ at the point $c \in K_u^d$. Thus supp $\left( \Psi_s^{(u)} \right)$ is a finite support of $\mathbb{Z}^d$, namely

$$\text{supp} \left( \Psi_s^{(u)} \right) = K_u^d,$$

where supp $(f)$ is defined by

$$\text{supp} (f) = \left\{ x \in \mathbb{Z}^d; f(x) \neq 0 \right\}.$$
Theorem 3.3 We consider the stationary measures of the Grover walk defined Eq. (3.4) on $\mathbb{Z}^d$. Let $\{\varphi_u\}_{u \in \mathbb{Z}^d}$ be a sequence of complex numbers except for $\varphi \equiv 0$. Here $\varphi \equiv 0$ means that $\varphi_u = 0$ ($u \in \mathbb{Z}^d$). We define the function $\Psi_s^{(\varphi)}(x)$ as

$$\Psi_s^{(\varphi)}(x) = \sum_{u \in \mathbb{Z}^d} \varphi_u \Psi_s^{(u)}(x).$$

Then $\Psi_s^{(\varphi)}(x)$ is an eigenfunction of eigenvalue 1 of $U_G$. As a corollary, we obtain

$$\phi(\Psi_s^{(\varphi)}) \in \mathcal{M}_s(U_G).$$

That is to say, this $\Psi_s^{(\varphi)}(x)$ gives us the stationary measures of the Grover walk on $\mathbb{Z}^d$.

Proof. We put $\hat{\Psi}_n(k) = (\hat{U}_G)^n \hat{\Psi}(k)$, where $\hat{\Psi}(k)$ is given by Eq. (3.5). Since $(\hat{U}_G)^n \hat{\Psi}(k) = \hat{\Psi}(k)$, it holds $$(\mathcal{F}\hat{\Psi}_n)(x) = (\mathcal{F}\hat{\Psi})(x)$$ for $x \in \mathbb{Z}^d$. Thus we get

$$U_G^n \Psi_s^{(0)}(x) = \Psi_s^{(0)}(x) \quad (x \in \mathbb{Z}^d).$$

Moreover, we see that

$$U_G^n \Psi_s^{(u)}(x) = \Psi_s^{(u)}(x) \quad (u \in \mathbb{Z}^d).$$

Then this $\Psi_s^{(u)}(x)$ is a stationary amplitude. Let $\{\varphi_u\}_{u \in \mathbb{Z}^d}$ be a sequence of complex numbers except for $\varphi \equiv 0$. Here $\varphi \equiv 0$ means that $\varphi_u = 0$ ($u \in \mathbb{Z}^d$). We define the function $\Psi_s^{(\varphi)}(x)$ as

$$\Psi_s^{(\varphi)}(x) = \sum_{u \in \mathbb{Z}^d} \varphi_u \Psi_s^{(u)}(x).$$

For $n \in \mathbb{Z}_+$, we have

$$U_G^n \Psi_s^{(\varphi)} = U_G^n \left( \sum_{u \in \mathbb{Z}^d} \varphi_u \Psi_s^{(u)} \right) = \sum_{u \in \mathbb{Z}^d} \varphi_u \left( U_G^n \Psi_s^{(u)} \right)$$

$$= \sum_{u \in \mathbb{Z}^d} \varphi_u \Psi_s^{(u)} = \Psi_s^{(\varphi)}. \tag{3.7}$$

Then $\Psi_s^{(\varphi)}(x)$ gives us the stationary amplitude of the Grover walk on $\mathbb{Z}^d$. As a corollary, we obtain

$$\phi(\Psi_s^{(\varphi)}) \in \mathcal{M}_s(U_G)$$ from Eq. (3.7). This completes the proof of Theorem 3.3.

4 Examples

In this section, we present two examples: one is a class of quantum walks including the Grover walk on $\mathbb{Z}^2$ and the other is the Grover walk on $\mathbb{Z}^3$.

Example 4.1

We consider a class of four-state quantum walks on $\mathbb{Z}^2$ including the Grover walk determined by $4 \times 4$ unitary matrices $A_1$ introduced by Watabe et al. [21] as

$$A_1 = \begin{bmatrix} -p & q & \sqrt{|pq|} & \sqrt{|pq|} \\
q & -p & \sqrt{|pq|} & \sqrt{|pq|} \\
\sqrt{|pq|} & \sqrt{|pq|} & -q & p \\
\sqrt{|pq|} & \sqrt{|pq|} & p & -q \end{bmatrix}.$$
where \( q = 1 - p \) and \( p \in (0, 1) \). Note that the quantum walk given by \( p = q = \frac{1}{2} \) is the Grover walk. Let \( X_l = e^{ik_l} \ (l = 1, 2) \). Thus the unitary matrix \( \hat{U}_{A_1}(k) \) becomes

\[
\hat{U}_{A_1}(k) = \begin{bmatrix}
-pX_1 & qX_1 & \sqrt{pq}X_1 & \sqrt{pq}X_1 \\
-qX_1 & -pX_1 & \sqrt{pq}X_1 & \sqrt{pq}X_1 \\
\sqrt{pq}X_2 & \sqrt{pq}X_2 & -qX_2 & -pX_2 \\
\sqrt{pq}X_2 & \sqrt{pq}X_2 & pX_2 & qX_2
\end{bmatrix}.
\]

We focus on an eigenfunction \( \hat{\Psi}(k) \) of eigenvalue 1 of \( \hat{U}_{A_1}(k) \).

\[
\hat{\Psi}(k) = \begin{bmatrix}
(1 + X_1)(1 + X_2)(1 + X_2) \\
(1 + X_1)(1 + X_2)(1 + X_2) \\
\sqrt{pq}(1 + X_2)(1 + X_1)(1 + X_1) \\
\sqrt{pq}(2 + 2X_2 + X_1 + X_1X_2 + X_1X_2)
\end{bmatrix}.
\]

Since \( a \equiv \Psi_s^{(0)} = \mathcal{F}\hat{\Psi} \), we get

\[
a = \begin{bmatrix}
\frac{2}{2\sqrt{pq}} \\
\frac{2}{2\sqrt{pq}} \\
\frac{2}{2\sqrt{pq}} \\
\frac{2}{2\sqrt{pq}}
\end{bmatrix} \delta_{(0,0)} + \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(0,1)} + \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(1,0)} + \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(1,0)} + \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(0,1)}
\]

\[
+ \begin{bmatrix}
2 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(-1,0)} + \begin{bmatrix}
0 \\
1 \\
0 \\
0
\end{bmatrix} \delta_{(1,1)} + \begin{bmatrix}
0 \\
1 \\
0 \\
0
\end{bmatrix} \delta_{(1,-1)}
\]

\[
+ \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(-1,-1)} + \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix} \delta_{(-1,1)}.
\]

For \( u = (u_1, u_2) \in \mathbb{Z}^2 \), we put the function \( \Psi_s^{(u)} : \mathbb{Z}^2 \rightarrow \mathbb{C}^4 \) as

\[
\Psi_s^{(u)}(x) = \sum_{e \in K_0} a_e \delta_{u+e}(x).
\]

Thus we obtain

\[
\text{supp} \left( \Psi_s^{(u_1,u_2)} \right) = \left\{(u_1, u_2), \ (u_1 \pm 1, u_2), \ (u_1, u_2 \pm 1), \ (u_1 \pm 1, u_2 \pm 1) \right\}
\]

\[
= \left\{x = (x_1, x_2) \in \mathbb{Z}^2; \ \sum_{i=1}^{2}(x_i - u_i)^2 \leq 2 \right\} \subset \mathbb{Z}^2.
\]

This \( \Psi_s^{(u_1,u_2)}(x_1, x_2) \) gives us the stationary amplitude for the Grover walk on \( \mathbb{Z}^2 \). Let \( \{\varphi_{(u_1,u_2)}\}_{(u_1,u_2) \in \mathbb{Z}^2} \) be a sequence of complex numbers except for \( \varphi \equiv 0 \). We define the following stationary amplitude:

\[
\Psi_s^{(\varphi)}(x_1, x_2) = \sum_{(u_1,u_2) \in \mathbb{Z}^2} \varphi_{(u_1,u_2)} \Psi_s^{(u_1,u_2)}(x_1, x_2).
\]
If we take $\Psi^{(p)}_s = \varphi_0$ and $\varphi_0 = \frac{1}{\sqrt{N}} (\varphi_u = 0 (u \neq 0))$, we have

$$\mu(x_1, x_2) = \|\Psi^{(p)}_s(x_1, x_2)\|_{C^4}$$

$$= \frac{1}{3}\delta_{0,0} + \frac{1}{8}(\delta_{0,1} + \delta_{0,-1} + \delta_{1,0} + \delta_{-1,0})$$

$$+ \frac{1}{24}(\delta_{1,-1} + \delta_{-1,1} + \delta_{1,1} + \delta_{-1,-1})) (x_1, x_2).$$

We remark that this function $\Psi^{(p)}_s$ belongs to the Hilbert space $\ell^2(\mathbb{Z}^2, C^4)$ and this measure $\mu$ is a probability measure.

**Example 4.2**

We consider the Grover walk on $\mathbb{Z}^3$ determined by $6 \times 6$ unitary matrix $G$ defined in Eq. (3.44). Let $X_l = e^{i k_l}$ ($l = 1, 2, 3$). Thus the unitary matrix $\hat{U}_G(k)$ becomes

$$\hat{U}_G(k) = \frac{1}{3} \begin{bmatrix}
-2X_1 & X_1 & X_1 & X_1 & X_1 \\
X_1 & -2X_1 & X_1 & X_1 & X_1 \\
X_2 & X_2 & -2X_2 & X_2 & X_2 \\
X_2 & X_2 & -2X_2 & X_2 & X_2 \\
X_3 & X_3 & X_3 & X_3 & -2X_3 \\
X_3 & X_3 & X_3 & X_3 & -2X_3 \\
\end{bmatrix}.$$  

We focus on an eigenfunction $\hat{\Psi}(k)$ of eigenvalue 1 of $\hat{U}_G(k)$. Then we get

$$\hat{\Psi}(k) = T \left[ \hat{\Psi}^1(k), \hat{\Psi}^2(k), \hat{\Psi}^3(k), \hat{\Psi}^4(k), \hat{\Psi}^5(k), \hat{\Psi}^6(k) \right] \in C^6,$$

where

$$\hat{\Psi}^1(k) = 2^2 + 2(X_2 + X_2 + X_3 + X_3) + 2^2X_1 + 2X_1(X_2 + X_2 + X_3 + X_3),$$

$$\hat{\Psi}^2(k) = 2^2 + 2(X_2 + X_2 + X_3 + X_3) + 2^2X_1 + 2X_1X_2 + X_2X_3 + X_3X_3),$$

$$\hat{\Psi}^3(k) = 2^2 + 2(X_1 + X_1 + X_1 + X_1) + 2^2X_2 + 2X_2(X_1 + X_1 + X_1 + X_1),$$

$$\hat{\Psi}^4(k) = 2^2 + 2(X_1 + X_1 + X_1 + X_1) + 2^2X_2 + 2X_2(X_1 + X_1 + X_1 + X_1),$$

$$\hat{\Psi}^5(k) = 2^2 + 2(X_1 + X_1 + X_1 + X_1) + 2^2X_2 + 2X_2(X_1 + X_1 + X_1 + X_1),$$

$$\hat{\Psi}^6(k) = 2^2 + 2(X_1 + X_1 + X_1 + X_1) + 2^2X_2 + 2X_2(X_1 + X_1 + X_1 + X_1).$$
Since \( \mathbf{a} \equiv \Psi^{(0)} = \mathcal{F}\tilde{\Psi} \), we have

\[
\mathbf{a} = \begin{bmatrix}
4 & 2 & 0 & 4 \\
4 & 0 & 2 & 4 \\
4 & 2 & 2 & 4 \\
4 & 4 & 2 & 4 \\
2 & 0 & 0 & 2 \\
2 & 0 & 2 & 2 \\
2 & 0 & 2 & 2 \\
2 & 0 & 2 & 2 \\
\end{bmatrix} \delta_{(0,0,0)} + \begin{bmatrix}
2 & 0 & 2 & 0 \\
2 & 2 & 1 & 1 \\
2 & 2 & 2 & 2 \\
2 & 2 & 2 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} \delta_{(1,0,0)} + \begin{bmatrix}
2 & 0 & 0 & 4 \\
2 & 0 & 0 & 4 \\
2 & 0 & 0 & 4 \\
2 & 0 & 0 & 4 \\
0 & 2 & 2 & 2 \\
0 & 2 & 2 & 2 \\
0 & 2 & 2 & 2 \\
0 & 2 & 2 & 2 \\
\end{bmatrix} \delta_{(0,-1,0)}
\]

Each \( \mathbf{u} = (u_1, u_2, u_3) \in \mathbb{Z}^3 \), we give the function \( \Psi^{(\mathbf{u})} : \mathbb{Z}^3 \rightarrow \mathbb{C}^6 \) as

\[
\Psi^{(\mathbf{u})}(\mathbf{x}) = \sum_{\mathbf{c} \in \mathcal{K}^*_d} \mathbf{a}_c \cdot \delta_{\mathbf{u}+\mathbf{c}}(\mathbf{x}).
\]
Then we have

$$\text{supp} \left( \Psi_{s}^{(u_{1},u_{2},u_{3})} \right) = \left\{ (u_{1},u_{2},u_{3}), \ (u_{1} \pm 1,u_{2} \pm 1,u_{3}), \ (u_{1},u_{2} \pm 1,u_{3}), \ (u_{1} \pm 1,u_{2},u_{3}), \ (u_{1},u_{2},u_{3} \pm 1), \ (u_{1} \pm 1,u_{2},u_{3} \pm 1), \ (u_{1},u_{2} \pm 1,u_{3} \pm 1) \right\}$$

$$= \left\{ x = (x_1, x_2, x_3) \in \mathbb{Z}^{3}; \ \sqrt{\sum_{i=1}^{3} (x_i - u_i)^2} \leq \sqrt{3} \right\} \subset \mathbb{Z}^{3}.$$ 

This $\Psi_{s}^{(u_{1},u_{2},u_{3})}(x_1, x_2, x_3)$ gives us the stationary amplitude for the Grover walk on $\mathbb{Z}^{3}$. Let $\{ \varphi(u_{1},u_{2},u_{3}) \}_{(u_{1},u_{2},u_{3}) \in \mathbb{Z}^{3}}$ be a sequence of complex numbers except for $\varphi \equiv 0$. We can take the following stationary amplitude:

$$\Psi_{s}^{(\varphi)}(x_1, x_2, x_3) = \sum_{(u_{1},u_{2},u_{3}) \in \mathbb{Z}^{3}} \varphi(u_{1},u_{2},u_{3}) \Psi_{s}^{(u_{1},u_{2},u_{3})}(x_1, x_2, x_3).$$

Thus $\Psi_{s}^{(\varphi)}(x_1, x_2, x_3)$ gives us the stationary amplitude for the Grover walk on $\mathbb{Z}^{3}$. If we take $\Psi_{s}^{(\varphi)} = \varphi_{0} \Psi_{s}^{(0)}$ and $\varphi_{0} = \frac{1}{12\sqrt{3}} (\varphi_{u} = 0 \ (u \neq 0))$, we obtain

$$\mu(x_1, x_2, x_3) = \| \Psi_{s}^{(\varphi)}(x_1, x_2, x_3) \|_{C^{6}}$$

$$= \left( \frac{2}{9} \delta_{(0,0,0)} + \frac{2}{27} \mu_{1} + \frac{1}{144} \mu_{2} + \frac{5}{216} \mu_{3} \right)(x_1, x_2, x_3).$$

where

$$\mu_{1} = \delta_{(0,0,1)} + \delta_{(0,0,-1)} + \delta_{(0,1,0)} + \delta_{(0,-1,0)} + \delta_{(1,0,0)} + \delta_{(-1,0,0)},$$

$$\mu_{2} = \delta_{(1,1,1)} + \delta_{(-1,-1,-1)} + \delta_{(1,1,-1)} + \delta_{(-1,1,1)} + \delta_{(1,-1,-1)} + \delta_{(-1,1,-1)} + \delta_{(-1,-1,1)} + \delta_{(-1,-1,-1)},$$

$$\mu_{3} = \delta_{(0,1,1)} + \delta_{(0,-1,-1)} + \delta_{(0,1,-1)} + \delta_{(0,-1,1)} + \delta_{(1,0,1)} + \delta_{(1,0,-1)} + \delta_{(-1,0,1)} + \delta_{(-1,0,-1)} + \delta_{(1,1,0)} + \delta_{(1,-1,0)} + \delta_{(-1,1,0)} + \delta_{(-1,-1,0)}.$$

We remark that this function $\Psi_{s}^{(\varphi)}$ belongs to the Hilbert space $\ell^{2}(\mathbb{Z}^{3}, \mathbb{C}^{6})$ and this measure $\mu$ is a probability measure.

## 5 Conclusion

There has never been study on stationary measures of quantum walks on the higher-dimensional lattice. Thus this paper presented the stationary measures of the Grover walk on $\mathbb{Z}^{d}$. We remark that we can easily extend our result to the shift operator in a more general setting on $\mathbb{Z}^{d}$.

In a future work, we would like to investigate the relationship between the stationary measure and the limit measure for quantum walks on $\mathbb{Z}^{d}$. However, even the explicit form of the limit measure $\mu_{\infty}(x)$ of the Grover walk on $\mathbb{Z}^{d} \ (d \geq 2)$ is not known. Here, we define the limit measure $\mu_{\infty}$ by

$$\mu_{\infty}(x) = \lim_{n \to \infty} \mu_{n}(x) \quad (x \in \mathbb{Z}^{d}),$$

if the right-hand side exists. So we need to obtain the limit measure of the Grover walk on $\mathbb{Z}^{d} \ (d \geq 2)$. As a related work, Endo et al. [1] clarified the relationship between the stationary measure and the limit measure in the case of the three-state Grover walk on $\mathbb{Z}$.
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