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Abstract. In this paper, we study the connections between three concepts - the reverse Hölder inequality for matrix-valued martingales, the well-posedness of linear BSDEs with unbounded coefficients, and the well-posedness of quadratic BSDE systems. In particular, we show that a linear BSDE with bmo (bounded mean oscillation) coefficients is well-posed if and only if the stochastic exponential of a related matrix-valued martingale satisfies a reverse Hölder inequality. Furthermore, we give structural conditions under which these two equivalent conditions are satisfied. Finally, we apply our results on linear equations to obtain global well-posedness results for two new classes of non-Markovian quadratic BSDE systems with special structure.

1. Introduction

Fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) which hosts a \(d\)-dimensional Brownian motion \(B\). If \(M \in \text{BMO}(\mathbb{R}^{n \times n})\), i.e. \(M\) is an \(n \times n\) matrix-valued process each of whose components is a BMO martingale (with respect to the filtration of \(B\)), then there is a (potentially unbounded) process \(A\) taking values in \((\mathbb{R}^d)^{n \times n}\) such that \(M = \int A \, dB\) (we refer to the notations section for our conventions regarding multidimensional processes, but the meaning here should be clear at least when \(d = 1\)). By analogy with the scalar case, we can associate to \(M\) a stochastic exponential \(S\), which is the unique solution to the matrix SDE

\[
\begin{aligned}
    dS &= S A dB, \\
    S_0 &= I_{n \times n}.
\end{aligned}
\]

The first goal of this paper is to study the relationship between the well-posedness of the linear BSDE

\[
    Y = \xi + \int_0^T (AZ + \beta) \, dt - \int_0^T Z \, dB
\]

and the properties of the stochastic exponential \(S\). When \(n = 1\), it is well known (see [Kaz94]) that \(S\) is a uniformly integrable martingale which satisfies the reverse Hölder inequality \((R_p)\), i.e. the inequality

\[
    \mathbb{E}_\tau[|S^{-1}_\tau S_T|^p] \leq C
\]

holds for some \(p > 1\) and all stopping times \(\tau\). This fact can be used to show that the BSDE (1.1) is well-posed in an appropriate sense. When \(n > 1\), \(S\) need not even be a true martingale, as is
demonstrated by counterexamples in [Eme89] and [JZ21]. In [DT10], Delbaen and Tang pointed out that a connection between the well-posedness of (1.7) and the reverse Hölder inequality for $S$ still holds in higher dimensions, and part of the motivation for the present paper is to extend the results in Section 3 of [DT10].

Another goal of the present paper is to further explore the connection between the reverse Hölder inequality, linear BSDEs with bmo coefficients, and quadratic BSDE systems of the form

$$Y_t = \xi + \int_t^T f(\cdot, Y, Z)dt - \int_t^T Z dB. \quad (1.3)$$

Here $f$ is a driver $f = f(t, \omega, y, z) : [0, T] \times \Omega \times \mathbb{R}^n \times (\mathbb{R}^d)^n \to \mathbb{R}^n$. This connection was first exploited in [BE13], where a-priori estimates for the linear equation (1.1) were combined with a Malliavin calculus argument to produce an elegant proof of Kobylanski’s original existence result (see [Kob00]) for one-dimensional quadratic BSDEs. The approach used in [BE13] fails in higher dimensions precisely because when $n > 1$, (1.1) need not be well-posed in any reasonable sense. Nevertheless, it is possible to adapt this approach to systems under smallness conditions (see [HR19]) or structural conditions (see [JZ21]).

1.1. Our results.

1.1.1. The relationship between $S$ and BSDE(A). There are three main contributions of the paper. The first is to study the relationship between the exponential process $S$ and the well-posedness of (1.1). It turns out that uniqueness for (1.1) is related to whether $S$ is a sufficiently integrable true martingale (see Propositions 3.4 and 3.5), while existence is related to the reverse Hölder inequality (see Propositions 3.8, 3.9 3.11, 3.12). Furthermore, if the equation is well-posed in $S^q$, then $S$ must be a true martingale satisfying $(R_p)$, where $q$ is the conjugate of $p$. This results in a simple equivalence which is stated formally in Theorem 4.6. We summarize our results on the relationship between $S$ and (1.1) in a table below. Throughout, $q$ denotes the conjugate of $p \in [1, \infty)$.

| Assumption | Implication | Precise Statement |
|------------|-------------|------------------|
| $S$ is a true martingale | Uniqueness in $S^{\infty}$ holds for (1.1) | Proposition 3.4 |
| $S$ is a true martingale and $S_T \in L^p$, $p > 1$ | Uniqueness in $S^q$ holds for (1.1) | Proposition 3.5 |
| $S$ satisfies $(R_1)$ | Existence in $S^{\infty}$ holds for (1.1) | Propositions 3.8 and 3.9 |
| $S$ satisfies $(R_{p^*})$ for some $p^* > p$ | Existence in $S^q$ holds for (1.1) | Propositions 3.11 and 3.12 |
| (1.1) is well-posed in $S^q$ | $S$ is a true martingale satisfying $(R_p)$ | Proposition 4.4 |

We note that the basic connection between (1.1) and the reverse Hölder inequality is present in [DT10] and [HR19], and our existence results are similar in spirit to Theorem 3.2 of [DT10]. Nevertheless, because of some subtle issues in Section 3 of [DT10] (see Remark 3.6) and because we need existence results which are well-tailored for our applications to quadratic BSDEs, we give a full treatment of existence via reverse Hölder. The sufficient conditions for uniqueness and the equivalence provided by Theorem 4.6 are, to the best of the author’s knowledge, new, and complement nicely the existence results from [DT10]. We note also that we are able to use a result of [JZ21] to extend most of the results obtained here to the more general linear BSDE

$$Y_t = \xi + \int_t^T (\alpha Y + A Z + \gamma)dt - \int_t^T Z dB,$$

see Proposition 5.8.
1.1.2. Structural conditions which guarantee reverse Hölder. The second main contribution is to identify structural conditions on the matrix $A$ which guarantee that the equivalent conditions of Theorem 4.6 are satisfied. One of these structural conditions, namely triangularity, was studied already in [JZ21] (although only the BSDE (1.1) was considered there, and no properties of $S$ were inferred). The others, which we term left and right outer product structure, are new. We note that for matrices with left outer-product structure, it is easier to study the exponential $S$, and use Theorem 4.6 to infer well-posedness of the corresponding BSDE, while for matrices with right outer-product structure, it is easier to study the BSDE directly, and infer properties of $S$ through Theorem 4.6. This fact illustrates the utility of our results on the relationship between $S$ and BSDE($A$). While it is known that sliceability (a form of local smallness studied in [DT10] and [HR19]) of $A$ guarantees that $S$ satisfies the reverse Hölder inequality, our results show that the sliceability may be omitted if the matrix satisfies a nice structural condition. Furthermore, a result from [JZ21] allows us to extend our results to matrices of the form $A + \Delta A$, where $A$ has one of the special structures listed above and $\Delta A$ is sliceable. See Proposition 5.8 for a precise statement.

1.1.3. Application to quadratic systems. The third contribution of the paper is to apply our analysis of linear BSDEs with bmo coefficients to prove existence and uniqueness results for two classes of quadratic BSDE systems. The main results of this section are Theorems 6.9 and 6.19, which concern drivers with two different special structures. Admittedly, the structural conditions appearing in Theorems 6.9 and 6.19 are very specific, but we emphasize that, to the best of the author’s knowledge, these are the first global well-posedness results for non-Markovian quadratic BSDEs outside of the “diagonal” (see [HT16]) or the “triangular” (see [JZ21]) settings. By global we mean without any smallness assumption on $T$, $\xi$, of $f$.

Theorem 6.9 concerns quadratic systems whose driver $f$ has a quadratic term of the form $zb^Tz$ for some $b \in \mathbb{R}^n$. Viewing $z$ as an element of $(\mathbb{R}^d)^n$ as explained in the notations section, this amounts to the requirement that

$$f^i(t, \omega, y, z) = g^i(t, \omega, y, z) + z^i \cdot (b^T z) = g^i(t, \omega, y, z) + \sum_{j=1}^{n} b_j z^i \cdot z^j,$$

where $g$ is Lipschitz in $y$ and $z$. We note that the quadratic term treated here has already been treated in a Markovian setting, namely in [CN15] and [XZ18]. Indeed, the term $zb^Tz$ is a special case of the quadratic term treated in [CN15], which takes the form $zh(t, \omega, y, z)$, where $h$ is Lipschitz in $y$ and $z$, and the quadratic-linear term appearing in Definition 2.10 of [XZ18] is more general still. But even in the Markovian case, our results are not covered by [CN15] and [XZ18], because need to assume any smoothness on the terminal condition $\xi$.

Theorem 6.19 is an existence and uniqueness result for BSDEs with non-linearities of the form $ah(z)$ for some $a \in \mathbb{R}^n$ and $h : (\mathbb{R}^d)^n \to \mathbb{R}$ of quadratic growth. This amounts to the requirement that the driver $f$ decomposes as

$$f^i(t, \omega, y, z) = g^i(t, \omega, y, z) + a_i h(t, \omega, y, z),$$

where $g$ is a Lipschitz driver and we write $a = (a_1, ..., a_n)$. We call such drivers unidirectional, because all of the quadratic growth “points” in the direction of the vector $a$. Both Theorem 6.9 and Theorem 6.19 are proved by combining our new results on linear systems with the Malliavin calculus approach introduced in [BE13] and applied to systems in [HR19] and [JZ21].

We note that Theorems 6.9 and 6.19 can be generalized in various ways, and in particular the smoothness assumptions on the driver $f$ can be removed through an approximation argument. We do not pursue these generalizations in order to avoid additional technicalities and to focus on the
main idea of the paper, namely the connection between the reverse Hölder inequality, linear BSDEs with bmo coefficients, and quadratic BSDE systems.

1.2. Structure of the paper. In the remainder of the introduction, we fix notations and conventions, and recall some relevant facts about BMO martingales and their exponentials. In section 2, we present some counterexamples which demonstrate that (1.1) is ill-posed in general. Sections 3 and 4 contain our analysis of the relationship between the well-posedness of (1.1) and the properties of $S$. Finally, in Section 5 we consider specific structural condition on $A$ which guarantee well-posedness.

1.3. Notations and Preliminaries.

1.3.1. The probabilistic setup. Throughout the paper, $B$ denotes a $d$-dimensional Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We denote by $\mathcal{F} = (\mathcal{F}_t)$ the augmentation of the natural filtration of $B$, and use $\mathbb{E}_\tau[\cdot]$ to denote $\mathbb{E}[\cdot|\mathcal{F}_\tau]$ whenever $\tau$ is a stopping time.

1.3.2. Universal constants. We use $n \in \mathbb{N}$ to denote the dimension of the unknown process $Y$ appearing in equations (1.1), and $T \in (0, \infty)$ to denote the time horizon. We use $d$ to denote the dimension of the Brownian motion $B$. Throughout the paper, $n, d$ and $T$ are considered fixed, and constants which depend only on these parameters are called universal. We will use $A \leq CB$ to mean $A \leq CB$. When a constant $C$ depends on some parameter $a$ in addition to $n, d$, and $T$, we state this by writing $C = C(a)$. For example, the statement $A \leq CB, C = C(a)$ means that there exists a constant $C$, depending only on $a, n, d$, and $T$, such that $A \leq CB$.

1.3.3. Spaces of random variables and processes. We denote by $\mathcal{P}$ the space of progressively measurable processes taking values in some Euclidean space, which will be made explicit when necessary, e.g. $\mathcal{P}(\mathbb{R}^n)$ denotes the space of progressively measurable processes taking values in $\mathbb{R}^n$. We denote by $M$ the space of continuous local martingales taking value in some fixed Euclidean space. Now let $1 \leq p \leq \infty$, and $1 \leq q < \infty$. We will work with the following spaces

- $L^p$ is the set of all $p$-integrable random variables, vectors, or matrices.
- $S^p$ is the space of all continuous, adapted processes $Y$ such that
  \[ \|Y\|_{S^p} := \left\| \sup_{0 \leq t \leq T} |Y_t| \right\|_{L^p} < \infty. \]
- $M^p$ is the set of all uniformly integral martingales with $M_T \in L^p$.
- BMO denotes the set of all $M \in M^p$ such that $M_0 = 0$ and
  \[ \|M\|_{\text{BMO}} := \sup_{\tau} \left( \mathbb{E}_\tau[|M_T - M_\tau|^2] \right)^{1/2} < \infty, \]
  where the supremum is taken over all stopping times $\tau$ with $0 \leq \tau \leq T$.
- bmo is the set of all $Z \in \mathcal{P}$ such that
  \[ \|Z\|_{\text{bmo}} = \sup_{0 \leq \tau \leq T} \left( \mathbb{E}\left[ \int_\tau^T |Z_t|^2 dt \right] \right)^{1/2} < \infty \]
  where the supremum is taken over all stopping times $\tau$ with $0 \leq \tau \leq T$. 

• \text{bmo}^{1/2} \text{ is the set of all } \beta \in \mathcal{P} \text{ such that }

\|\beta\|_{\text{bmo}^{1/2}} := \sup_{0 \leq \tau \leq T} \left\| E \left[ \int_{\tau}^{T} |\beta_t| dt \right] \right\|_{L^\infty} < \infty

where the supremum is taken over all stopping times \( \tau \) with \( 0 \leq \tau \leq T \).

• \( L^2,p \) \text{ is the set of all } Z \in \mathcal{P} \text{ such that }

\|Z\|_{L^2,p} := E \left[ \left( \int_{0}^{T} |Z_t|^2 dt \right)^{p/2} \right]^{1/p} < \infty.

• \( L^\infty,\infty \) \text{ is the set of all } Z \in \mathcal{P} \text{ such that }

\|Z\|_{L^\infty,\infty} := \text{esssup}_{[0,T] \times \Omega} |Z| < \infty.

In all cases, the co-domain of the process and any additional measurability restrictions will be made clear when necessary. For example, \( L^p(F_T; \mathbb{R}^n) \) denotes the space of \( p \)-integrable \( \mathbb{R}^n \)-valued random variables \( \xi \) which are measurable with respect to \( F_T \). In fact, unless indicated otherwise, \( \xi \) will always be used to denote an \( \mathbb{R}^n \)-valued, \( F_T \)-measurable random vector.

1.3.4. Conventions for multi-dimensional processes. We follow the conventions introduced in [JŽ21] for multi-dimensional processes. Namely, we allow our processes to take values in spaces of vectors or matrices whose entries in turn lie in the Euclidean space \( \mathbb{R}^d \), and interpret products in a natural way. For example, in the BSDE (1.7), we view the coefficient matrix \( A \) as taking values in \( (\mathbb{R}^d)^{n \times n} \), and \( Z \) as taking values in \( (\mathbb{R}^d)^n \). So, for \( 1 \leq i,j \leq n \), the \((i,j)\)-entry of \( A \), written \( A^i_j \), takes values in \( \mathbb{R}^d \), and the \( i^{th} \) entry of \( Z \), written \( Z^i \), takes values in \( \mathbb{R}^d \). The product \( AZ \) takes values in \( \mathbb{R}^n \), and is given component-wise as

\[(AZ)_i = \sum_{j=1}^{n} A^i_j \cdot Z^j,
\]

with \( A^i_j \cdot Z^j \) denoting the usual inner product of the \( \mathbb{R}^d \)-valued processes \( A^i_j \) and \( Z^j \).

1.3.5. Preliminaries on BMO and the reverse Hölder inequality.

\textbf{Definition 1.1.} Let \( M \in \mathcal{M}(\mathbb{R}^{n \times n}) \). We define the \textbf{stochastic exponential of } \( M \), written \( E(M) \), to be the unique solution \( S \) to the matrix SDE

\[ dS = SdM, \quad S_0 = I_{n \times n}, \quad (1.4) \]

where \( I_{n \times n} \) denotes the \( n \times n \) identity matrix.

That (1.4) has a unique solution follows from [Pro04] Theorem 3.7. Notice that \( \int A dB \) is an \( \mathbb{R}^{n \times n} \)-valued local martingale. In the case that \( M = \int A dB \), \( S \) solves the matrix SDE

\[ dS = SAdB, \quad S_0 = I_{n \times n}. \]

When there is no ambiguity, we will write \( S \) for the stochastic exponential of \( M \) (or \( \int A dB \)) without making explicit the dependence on \( M \) (or \( A \)). When \( n = 1 \), \( S \) is the usual stochastic exponential of \( M \), i.e. \( S = \exp(M - \frac{1}{2}(M)) \).
Definition 1.2. Given $1 \leq p < \infty$, we say that $S$ satisfies the reverse Hölder inequality $(R_p)$ if the estimate
\[
\left\| \mathbb{E}_\tau \left[ |S_T^{-1} S_T|^p \right] \right\|_{L^\infty} \leq C
\] (1.5)
holds for all stopping times $\tau$ with $0 \leq \tau \leq T$ and some constant $C$. Here $| \cdot |$ denotes the operator norm for matrices. Moreover, we denote by $R_p(S)$ the smallest constant $C$ such that (1.5) holds for each $\tau$.

The conditional Hölder’s inequality shows that if $1 \leq p < p' < \infty$ and $S$ satisfies $(R_{p'})$, then $S$ also satisfies $(R_p)$. Notice that if $S$ is a true martingale that satisfies $(R_p)$ then $S$ is necessarily in $\mathcal{M}^p$. In fact, the following stronger estimate holds.

Proposition 1.3. Suppose that $S$ is a true martingale and satisfies $(R_p)$ for some $p > 1$. Then, $S$ satisfies the stronger estimate
\[
\left\| \mathbb{E}_\tau \left[ \sup_{\tau \leq t \leq T} |S_t^{-1} S_t|^p \right] \right\|_{L^\infty} \leq \left( \frac{p}{p-1} \right)^p R_p(S)
\] (1.6)
for all stopping times $\tau$ with $0 \leq \tau \leq T$.

Proof. Fix a stopping time $\tau$ and an event $F \in \mathcal{F}_\tau$. The process $M := 1_F S_\tau^{-1} S_T$ is a martingale on the stochastic interval $[\tau, T]$. Moreover,
\[
\mathbb{E}[|M_T|^p] = \mathbb{E}[|1_F S_\tau^{-1} S_T|^p] = \mathbb{E}[1_F \mathbb{E}_\tau[|S_T^{-1} S_T|^p] \leq R_p(S) \mathbb{P}[F]
\]
It follows from Doob’s maximal inequality that
\[
\mathbb{E}[1_F \sup_{\tau \leq u \leq T} |S_t S_u|^p] = \mathbb{E} \sup_{\tau \leq u \leq T} |M_u|^p \leq \left( \frac{p}{p-1} \right)^p \mathbb{E}[|M_T|^p] \leq \left( \frac{p}{p-1} \right)^p R_p(S) \mathbb{P}[F].
\]
The desired estimate follows immediately. \qed

The following Proposition is adapted from Theorem 3.1 of [DT10], and the proof is the same as Corollary 3.2 of [Kaz94].

Proposition 1.4. Suppose that $S$ is a true martingale which satisfies $(R_p)$, for some $p > 1$. Then there exists $p' > p$ such that $S$ satisfies $(R_{p'})$.

The following well-known result, which combines Theorems 2.3 and 3.1 of [Kaz94]), is one of the reasons that BMO martingales are so useful.

Theorem 1.5. If $n = 1$ and $M \in \text{BMO}$, then $S$ is a uniformly integrable martingale which satisfies $(R_p)$ for some $p = p(\|A\|_{\text{bmo}}) > 1$.

1.3.6. Definitions of well-posedness. In addition to (1.1), We will also consider the homogenous version of (1.1), namely the BSDE
\[
Y = \xi + \int_0^T A Z dt - \int_0^T B.
\] (1.7)
Given $A \in \text{bmo}((\mathbb{R}^d)^{n \times n})$, we refer to the equation (1.1) as BSDE$(A)$ and (1.7) as HBSDE$(A)$, the $H$ indicating the homogenous version of the equation. The following definitions will give a precise meaning to the well-posedness of (1.1) and (1.7).
Definition 1.6. Let $A \in \text{bmo}(\mathbb{R}^d)$. We say that BSDE($A$) is well-posed in $S^\infty$ if for each $(\xi, \beta) \in L^\infty \times L^{1,\infty}$ there is a unique solution $(Y, Z) \in S^\infty \times \text{bmo}$ to (1.1), which satisfies the estimate

$$\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C \|\xi\|_{S^\infty} + \|\beta\|_{L^{1,\infty}}, \quad C = C(A).$$

We say that HBSDE($A$) is well-posed in $S^\infty$ if for each $\xi \in L^\infty$, there is a unique solution $(Y, Z) \in S^\infty \times \text{bmo}$ to (1.1), which satisfies the estimate

$$\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C \|\xi\|_{S^\infty}, \quad C = C(A).$$

For $1 < q < \infty$, we say that BSDE($A$) is well-posed in $S^q$ if for each $\xi \in L^q$ and $\beta \in L^{q,1}$, there is a unique solution $(Y, Z) \in S^q \times L^{2,q}$ to (1.1), which satisfies the estimate

$$\|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C_q \|\xi\|_{L^q} + \|\beta\|_{L^{1,q}}, \quad C_q = C_q(A).$$

We say that HBSDE($A$) is well-posed in $S^q$ if for each $\xi \in L^q$, there is a unique solution $(Y, Z) \in S^q \times L^{2,q}$ to (1.1) which satisfies the estimate

$$\|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C_q \|\xi\|_{L^q}, \quad C_q = C_q(A).$$

If BSDE($A$) is well-posed in $S^q$, then there is a bounded solution operator $S_A : L^q \times L^{1,q} \to S^q \times L^{2,q}$ (or $L^\infty \times L^{1,\infty} \to S^\infty \times \text{bmo}$ if $q = \infty$). We denote the by $\|S_A\|_q$ the norm of this operator. That is, when $q < \infty$, $\|S_A\|_q$ is the smallest constant $C$ verifying the estimate

$$\|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C \|\xi\|_{L^q} + \|\beta\|_{L^{1,q}}$$

for each $(\xi, \beta) \in L^q \times L^{1,q}$, where $(Y, Z) \in S^q \times \text{bmo}$ is the unique solution to (1.1). A similar description holds for $\|S_A\|_{S^\infty}$. Of course, if BSDE($A$) is well-posed in $S^q$, then HBSDE($A$) is well-posed in $S^q$ as well.

There is one more notion of well-posedness, which, for technical reasons, will be convenient to define.

Definition 1.7. We say that BSDE($A$) is strongly well-posed in $S^\infty$ if for each $\xi \in L^\infty$ and $\beta \in \text{bmo}^{1/2}$, there is a unique solution $(Y, Z) \in S^\infty \times \text{bmo}$ to (1.1), which satisfies the estimate

$$\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}^{1/2}} \leq C \|\xi\|_{L^\infty} + \|\beta\|_{\text{bmo}^{1/2}}, \quad C = C(A).$$

If BSDE($A$) is strongly well-posed in $S^\infty$, we again denote by $S_A$ the bounded solution map $L^\infty \times \text{bmo}^{1/2} \to S^\infty \times \text{bmo}$, and denote its norm by $\|S_A\|_{\infty,s}$. Since $L^{1,\infty} \subset \text{bmo}^{1/2}$, and $\|\beta\|_{\text{bmo}^{1/2}} \leq \|\beta\|_{L^{1,\infty}}$, it is clear that if BSDE($A$) is strongly well-posed in $S^\infty$ then it is well-posed in $S^\infty$, with $\|S_A\|_{\infty,s} \leq \|S_A\|_{\infty,s}$.

Theorem 1.5, together with a well-known change of measure technique, can be used to prove the following.

Theorem 1.8. Suppose that $n = 1$ and $A \in \text{bmo}$. Then there exists $q^* = q^*(\|A\|_{\text{bmo}})$ such that BSDE($A$) is well-posed in $S^q$ for each $q > q^*$. Moreover, the constants appearing in the definition of well-posedness depend only on $\|A\|_{\text{bmo}}$.

2. Counterexamples

In this section, we show that no analogue of Theorem 1.5 or Theorem 1.8 can hold when $n > 1$. That $M \in \text{BMO}(\mathbb{R}^{n\times n})$ does not imply that $S$ is a true martingale was demonstrated first by Émery in [Eme89]. Because we will be using the example in [Eme89] as a starting point to build a nonexistence example, we present it in detail.
Example 2.1 ([Eme89]). Recall that complex numbers can be identified with $2 \times 2$ real matrices of the form \( \begin{pmatrix} x & y \\ -y & x \end{pmatrix} \) via the isomorphism

\[
Z = x + iy \mapsto \Phi(z) := \begin{pmatrix} x & y \\ -y & x \end{pmatrix}.
\]

Émery’s first step was to observe that if $N$ is a complex-valued martingale, then $M = \Phi(N)$ is a $\mathbb{R}^{2 \times 2}$ valued martingale whose stochastic exponential $S$ satisfies

\[
S = \Phi(\mathcal{E}(N)) = \Phi(\exp\left(N_t - \frac{1}{2} \langle N \rangle_t\right)).
\]  

That is, the stochastic exponential commutes with the isomorphism $\Phi$. This trick gives a way to compute $\mathbb{E}(M)$ when $M = \Phi(N)$ for a complex valued martingale $N$. In particular, if $B$ is a one-dimensional Brownian motion, $\tau = \inf\{t \geq 0 : |B_t| = \frac{\pi}{2}\}$, and $N = iB^\tau$, then we can compute explicitly

\[
\mathcal{E}(N) = \exp\left(iB^\tau + \frac{1}{2} \langle B^\tau \rangle\right).
\]  

Setting $M = \Phi(N) = \begin{pmatrix} 0 & B^\tau \\ -B^\tau & 0 \end{pmatrix}$ the commutativity relation (2.1) together with (2.2) reveals

\[
S_t = \exp\left(\frac{\tau \wedge t}{2}\right) \begin{pmatrix} \cos(B_{\tau \wedge t}) & \sin(B_{\tau \wedge t}) \\ -\sin(B_{\tau \wedge t}) & \cos(B_{\tau \wedge t}) \end{pmatrix},
\]

\[
S_\infty = \exp\left(\frac{\tau}{2}\right) \begin{pmatrix} 0 & \sin(B_{\tau}) \\ -\sin(B_{\tau}) & 0 \end{pmatrix}.
\]  

In particular, since $S_0$ is the identity and $S_\infty$ is zero on the diagonal, we can not have $S_0 = \mathbb{E}[S_\infty]$, so $S$ is not a uniformly integrable martingale. A time change argument lets us produce an example in which $S$ is a strict local martingale.

In fact, more can be said. It follows from the proof of Theorem 1.7 in [Kaz94] that $\mathbb{E}[|S_\infty|] = \mathbb{E}[\exp\left(\frac{\tau}{2}\right)] = \infty$. In particular, $S$ does not satisfy $(R_1)$.

Émery’s example demonstrates that if $M \in \text{BMO}(\mathbb{R}^{n \times n})$, then in general $S$ may be a strict local martingale, and need not satisfy any $(R_p)$. Because the reverse Hölder inequality in dimension one (Theorem 1.5) is instrumental in proving the well-posedness of (1.7) in dimension one (Theorem 1.8), Émery’s example suggests that equation (1.7) may be ill-posed when $n > 1$. Indeed, in example 2.3 of [JŽ21] a matrix $A \in \text{bmo}(\mathbb{R}^{2 \times 2})$ is constructed such that the equation

\[
Y = \int^T AZdt - \int^T ZdB
\]

has a nonzero solution. Thus uniqueness for (1.7) can fail when $n > 1$.

In the remainder of this section, we produce an $A \in \text{bmo}(\mathbb{R}^{2 \times 2})$ and a $\xi \in L^\infty$ such that (1.7) has no solution $(Y, Z) \in \mathcal{S}_\infty \times \text{bmo}$. That is, we show that existence may also fail.
Example 2.2. Let \( d = 1 \), and define a local martingale \( N \) on \([0, T)\) by
\[
N_t = \int_0^t f(s) dB_s,
\]
\[
f(s) = \begin{cases} 
0 & 0 \leq s \leq T/2 \\
\frac{1}{2} & T/2 \leq s < T
\end{cases}
\]
So, \( N = 0 \) on \([0, T/2]\), and on \([T/2, T)\), \( N \) is the image of a Brownian motion on \([0, \infty)\) under a deterministic time change. Next, choose a sequence of numbers \( \{b_k\}_{k \in \mathbb{N}} \) with the following properties
\[
\begin{align*}
&1) \ 0 < b_k < \frac{\pi}{2}, \ b_k \uparrow \frac{\pi}{2}, \\
&2) \ \sum_{k=1}^{\infty} \frac{1}{2^k \cos(b_k)} = \infty, \\
&3) \ \frac{1}{2^k \cos(b_k)} \to 0 \text{ as } k \to \infty.
\end{align*}
\]
Let \( \{A_k\} \) be a partition of \( \mathcal{F}_{T/2} \) such that \( \mathbb{P}[A_k] = \frac{1}{2^k} \). Set \( \tau_k = \inf\{t \geq T/2 : |N_t| = b_k\} \wedge T \), and \( \tau = \sum_k 1_{A_k} \tau_k \). Then \( \tau \) is a stopping time, and we can define
\[
M = \Phi(iN\tau) = \begin{pmatrix} 0 & N\tau \\ -N\tau & 0 \end{pmatrix}.
\]
As in Kazamaki’s example, we can compute the stochastic exponential \( S \) of \( M \) explicitly as
\[
S_t = \exp\left( \frac{1}{2} \int_0^{\tau \wedge t} |f(s)|^2 ds \right) \begin{pmatrix} \cos(N_{\tau \wedge t}) & \sin(N_{\tau \wedge t}) \\ -\sin(N_{\tau \wedge t}) & \cos(N_{\tau \wedge t}) \end{pmatrix}
\]
Now, let \( A \) be such that \( M = \int A dB \). Since \( M \) is bounded, \( A \in \text{bmo}(\mathbb{R}^{2 \times 2}) \). Set \( \xi = (\cos(N_{\tau}), \sin(N_{\tau}))^T \in L^\infty(\mathcal{F}_T; \mathbb{R}^2) \). We will now show that the equation
\[
Y = \xi - \int_0^T A Z dt - \int_0^T Z dB
\]
has no solution \((Y, Z) \in \mathcal{S}^{\infty} \times \text{bmo}\). Indeed, suppose \((Y, Z)\) is such a solution. A time change argument, together with Lemma 1.3 of [Kaz94] shows that
\[
\mathbb{E}[\exp\left( \frac{1}{2} \int_0^\tau f^2(s) ds \right)] = \frac{1}{\cos b_j} \tag{2.4}
\]
Set \( \sigma_j = \tau \wedge \tau_j \). The first component of \( S_{\sigma_j} \xi \) is given by
\[
\exp\left( \frac{1}{2} \int_0^{\sigma_j} |f(s)|^2 ds \right) (\cos(N_{\tau \wedge \tau_j}), \sin(N_{\tau \wedge \tau_j}))(\cos(N_{\tau}), \sin(N_{\tau}))^T,
\]
which is greater than \( \frac{1}{4} \exp\left( \frac{1}{4} \int_0^{\tau_j} |f(s)|^2 ds \right) \) as soon as \( j \) is sufficiently large. Notice that
\[
\mathbb{E}[\exp\left( \frac{1}{2} \int_0^{\sigma_j} |f(s)|^2 ds \right)] \geq \mathbb{E}\left[ \sum_{k=1}^j 1_{A_j} \exp\left( \frac{1}{2} \int_0^{\tau_k} |f(s)|^2 ds \right) \right]
= \sum_{k=1}^j \mathbb{P}[1_{A_j}] \mathbb{E}[\exp\left( \frac{1}{2} \int_0^{\tau_k} |f(s)|^2 ds \right)] = \sum_{k=1}^j \frac{1}{2^k \cos(b_k)},
\]
where the last equality comes from (2.4). Since \( \sum_{k=1}^{\infty} \frac{1}{2^k \cos(b_k)} = \infty \), we conclude from (2.5) that \( |\mathbb{E}[S_{\sigma_j} \xi]| \to \infty \) as \( j \to \infty \).

An application of Itô’s formula shows that \( SY \) is local martingale, and it is easy to show that for each \( j \), \( S_{\sigma_j} \) is a true martingale, and hence so is \( S_{\sigma_j} Y_{\sigma_j} \). In particular, we have
\[ Y_0 = \mathbb{E}[S_{\beta_j} Y_{\beta_j}]. \] (2.6)

But we also have

\[
|Y_0 - \mathbb{E}[S_{\beta_j} \xi]| = |\mathbb{E}[S_{\beta_j} (Y_{\beta_j} - \xi)]| \leq C \mathbb{E}[|S_{\beta_j}| 1_{\tau < \tau}]
\]

\[
= \mathbb{E}\left[ \exp\left( \frac{1}{2} \int_0^{\tau_j} |f(s)|^2 ds \right) 1_{\cup_{k>j} A_k} \right]
\]

\[
\leq \mathbb{E}\left[ \exp\left( \frac{1}{2} \int_0^{\tau_j} |f(s)|^2 ds \right) 1_{\cup_{k>j} A_k} \right]
\]

\[
= \mathbb{E}\left[ \exp\left( \frac{1}{2} \int_0^{\tau_j} |f(s)|^2 ds \right) \sum_{k=j+1}^{\infty} \frac{1}{2^k} \leq \frac{1}{2^j \cos(b_j)}, \right.
\]

which tends to zero as \( j \to \infty \). Since \( Y_0 \) is fixed and finite, while \( |\mathbb{E}[S_{\beta_j} \xi]| \to \infty \) as \( j \to \infty \), we have reached a contradiction, and conclude that no solution \((Y, Z) \in S^\infty \times \text{bmo}\) can exist.

3. Sufficient Conditions for Existence and Uniqueness

In this section, we show how existence and uniqueness for (1.1) can be inferred from properties of \( S \).

3.1. Sufficient Conditions for Uniqueness. In this sub-section, we give sufficient conditions for uniqueness to hold for (1.1), in terms of the exponential \( S \). To be precise, we make the following definitions.

Definition 3.1. We say that uniqueness in \( S^\infty \) holds for BSDE\((A)\) if for each \((\xi, \beta) \in L^\infty \times L^{1,\infty}\), there is at most one solution \((Y, Z) \in S^\infty \times \text{bmo}\) to (1.1). For \( 1 < q < \infty \), we say uniqueness in \( S^q \) holds for BSDE\((A)\) if for each \((\xi, \beta) \in L^q \times L^{1,q}\), there is at most one solution \((Y, Z) \in S^q \times L^{2,q}\) to (1.1). We define uniqueness in \( S^q \) for HBSDE\((A)\) analogously.

As motivation for the arguments below, first consider the case \( n = 1 \). Then any solution \((Y, Z) \) to (1.1) satisfies

\[ Y_t = \xi + \int_t^T \beta_s ds - \int_t^T Z_s dB^A, \]

where

\[ B^A = B - \int A dt. \]

Furthermore, by Theorem 1.5, \( S = \mathcal{E}(\int A dB) \) is a true martingale, and by Girsanov's Theorem \( Y \) is a local martingale martingale under the probability measure \( \mathbb{P}^A \), defined by

\[ \frac{d\mathbb{P}^A}{d\mathbb{P}} = S_T. \]

If we can verify that \( Y \) is a true martingale under \( \mathbb{P}^A \), it would follow that

\[ Y_t = \mathbb{E}_t^A[\xi + \int_t^T \beta_s ds] = S_t^{-1}\mathbb{E}_t[S_T(\xi + \int_t^T \beta_s ds)], \]

where \( \mathbb{E}_t^A[\cdot] \) denotes conditional expectation with respect to the measure \( \mathbb{P}^A \). This representation formula immediately implies uniqueness. In higher dimensions, the change-of-measure technique is
no longer available (unless the matrix $A$ is diagonal), but the representation formula still holds, as long as we have enough regularity on $S$. This is the strategy we take to prove uniqueness.

We begin with two lemmas. The first is Lemma 2.20 of [JZ21], and the second is an easy application of Itô’s Lemma.

**Lemma 3.2.** If $A \in bmo$, then for each $t \in [0,T]$, $S_t$ is invertible a.s.

**Lemma 3.3.** If $(Y, Z)$ solves (1.7), then the process $S(Y + \int_0^\cdot \beta dt)$ is a local martingale.

With these lemmas in hand, we can give sufficient conditions for uniqueness.

**Proposition 3.4.** Suppose that $S$ is a true martingale, $(\xi, \beta) \in L^\infty \times L^{1,\infty}$, and $(Y, Z) \in S^\infty \times bmo$ solves (1.1). Then, for each $t$, we have

$$Y_t = S_t^{-1} \mathbb{E}_t[S_T(\xi + \int_0^T \beta du)].$$

In particular, uniqueness in $S^\infty$ holds for (1.1).

**Proof.** From Lemma 3.3, $S(Y + \int_0^t \beta du)$ is a local martingale. Since $S$ is a true martingale, $Y \in S^\infty$, and $\int_0^T \beta dt \in S^\infty$, $S(Y + \int_0^T \beta dt)$ is of class (DL), hence a true martingale. Thus for each $t$, we have

$$S_t(Y_t + \int_0^t \beta_u du) = \mathbb{E}_t[S_T(\xi + \int_0^T \beta_u du)].$$

Since $S_t$ is invertible by Lemma 3.2, we get

$$Y_t + \int_0^t \beta_u du = S_t^{-1} \mathbb{E}_t[S_T(\xi + \int_0^T \beta_u du)] + S_t^{-1} \mathbb{E}_t[S_T \int_0^t \beta_u du]$$

$$= \mathbb{E}_t[S_T(\xi + \int_t^T \beta_u du)] + S_t^{-1} \mathbb{E}_t[S_T \int_0^t \beta_u du]$$

$$= \mathbb{E}_t[S_T(\xi + \int_t^T \beta_u du)] + \int_0^t \beta_u du,$$

where the last line uses the adaptedness of $\beta$ and the fact that $S$ is a martingale. The result follows.

**Proposition 3.5.** Suppose that $S \in \mathcal{M}^p$ for some $p > 1$, and $(\xi, \beta) \in S^q \times L^{1,q}$, where $q$ be the conjugate of $p$. Then if $(Y, Z) \in S^q \times L^{2,q}$ solves (1.7), then for each $t$, we have

$$Y_t = S_t^{-1} \mathbb{E}_t[S_T(\xi + \int_0^T \beta du)].$$

In particular, uniqueness in $S^q$ holds for BSDE($A$).

**Proof.** If $Y \in S^q$, and $S \in \mathcal{M}^p$, then

$$\mathbb{E}[\sup_{0 \leq s \leq T} |S_t(Y_t + \int_0^t \beta_u du)|] \leq \|S\|_{\mathcal{M}^p} (\|Y\|_{S^q} + \|\beta\|_{L^{1,q}}) < \infty.$$ 

Thus $S(Y + \int_0^T \beta dt)$ is a true martingale, and the result follows as in the proof of Proposition 3.4.
3.2. Sufficient Conditions for Existence. In the previous section, we saw that uniqueness for (1.1) is related to regularity of $S$, but does not actually require $S$ to satisfy any reverse Hölder inequality. For existence, however, we will need to verify that the candidate solution $Y_t = S_t^{-1}E[S_T(\xi + \int_0^T \beta_u du)]$ is sufficiently regular, and so we will need $S$ to satisfy a reverse Hölder inequality.

Remark 3.6. We note that the condition for existence derived here are similar in spirit to Theorem 3.2 of [DT10]. There are two minor errors in their paper; however, which affect some of the results in Section 3. Firstly, the authors use the inequality 

$$\mathbb{E}_t[|S_T|^p] \leq C |S_t|^p$$

in Definition 3.1 to define the reverse Hölder inequality, but then use the inequality (1.2) (which is stronger when $n > 1$) in the proof of Theorem 3.2 and elsewhere. There also seems to be a technical issue in the proof of Theorem 3.2, namely the proof shows how to build a solution $(\hat{Y}, Z)$ with $\hat{Y}$ defined by (3.7), and shows that this solution satisfies the estimate in (3.6). It is then stated (in the last line of the proof) that uniqueness follows. It is not explained, however, how to rule out the possibility of the existence of another solution $Y$ which does not satisfy the representation (3.7) or the estimate (3.6). We could not find a way to complete this argument without assuming that $S$ is a true martingale (and in this case Proposition 3.5 gives a simpler argument for uniqueness).

Because of these subtle issues and because we need to extend the results of [DT10] in various ways in order to apply them to quadratic BSDEs in Section 6, we give a full treatment of existence via reverse Hölder, even though the main ideas come from Section 3 of [DT10].

Definition 3.7. We say that existence in $S^\infty$ holds for BSDE$(A)$ if for each $(\xi, \beta) \in S^\infty \times L^{1,\infty}$, there exists a solution $(Y, Z) \in S^\infty \times \text{bmo}$ satisfying

$$\|Y\|_{S^\infty} \times \|Z\|_{\text{bmo}} \leq C \|\xi\|_{L^\infty} + \|\beta\|_{L^{1,\infty}} C = C(A).$$

We say that strong existence in $S^\infty$ holds for BSDE$(A)$ if for each $(\xi, \beta) \in S^\infty \times \text{bmo}^{1/2}$, there exists a solution $(Y, Z) \in S^\infty \times \text{bmo}$ satisfying

$$\|Y\|_{S^\infty} \times \|Z\|_{\text{bmo}} \leq C \|\xi\|_{L^\infty} + \|\beta\|_{\text{bmo}^{1/2}} C = C(A).$$

We say that existence in $S^q$ holds for BSDE$(A)$ if for each $(\xi, \beta) \in L^q \times L^{1,q}$, there exists a solution $(Y, Z) \in S^q \times L^{2,q}$ satisfying

$$\|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C_q \|\xi\|_{S^q} + \|\beta\|_{L^{2,q}} C_q = C_q(A).$$

We define existence in $S^q$ for HBSDE$(A)$ similarly.

Proposition 3.8. Suppose that $S$ satisfies $(R_1)$. Then existence in $S^\infty$ holds for HBSDE$(A)$. In particular, for each $\xi \in L^\infty$, there is a solution $(Y, Z)$ satisfying

1. $Y_t = S_t^{-1}E[S_T \xi]$ for each $t \in [0, T]$
2. $\|Y\|_{S^\infty} \leq R_1(S) \|\xi\|_{L^\infty}$
3. $\|Z\|_{\text{bmo}} \leq C \|\xi\|_{L^\infty}, C = C(A, R_1(S)).$

Proof. Set $Y_t = S_t^{-1}E[S_T \xi]$ and notice that

$$|Y_t| \leq R_1(S)\|\xi\|_{L^\infty}$$

It follows that $\|Y\|_{S^\infty} \leq R_1(S)\|\xi\|_{L^\infty}$. The process $S^{-1}$ has the dynamics

$$dS^{-1} = A^2 S^{-1} dt - AS^{-1} dB,$$  

(3.4)
or more precisely the matrix SDE

\[ dX = A^2 X dt - AX dB, \quad X_0 = I_{n \times n} \]

has a unique solution which satisfies \( X_t = S_t^{-1} \) a.s. for each \( t \), i.e. we may choose a version of \( S_t^{-1} \) satisfying (3.4). Now let \( \tilde{Z} \in L^{2,1} \) be such that

\[ E_t[S_T \xi] = \int_0^T \tilde{Z} dB_t. \]

Applying Itô’s formula and using (3.4), shows that

\[ dY = -AZ dt + Z dB, \]

where \( Z = -AS^{-1} E[S_T \xi] + S^{-1} \tilde{Z} \in L^{2,1}_{loc} \). So far, we have shown that there exists \((Y, Z) \in S^\infty \times L^{2,1}_{loc} \) satisfying (1.7) and such that \( Y \|_{S^\infty} \leq R_1(S) \| \xi \|_{L^\infty} \). It remains to verify that \( Z \in \text{bmo} \), and estimate its norm. First, suppose that \( Z \in L^{2,1} \), and notice that

\[ |Y_t|^2 = \| \xi \|^2 + 2 \int_t^T Y_s A_s Z_s ds - \int_t^T |Z_s|^2 ds - 2 \int_t^T Y_s Z_s dB_s. \]

Since \( \int Y Z dB \) is a true martingale, we conclude that

\[ E_t[\int_t^T |Z_s|^2 ds] \leq \| \xi \|^2 + 2E_t[\int_t^T |Y_s A_s Z_s|^2 ds] \]

\[ \leq \| \xi \|^2 + 2\| Y \|_{S^\infty} E_t[\int_t^T |A_s Z_s|^2 ds] \]

\[ \leq \| \xi \|^2 + 2\| Y \|_{S^\infty} (E_t[\int_t^T |A_s|^2 ds])^{1/2} (E_t[\int_t^T |Z_s|^2 ds])^{1/2} \]

\[ \leq \| \xi \|^2 + \| Y \|_{S^\infty} (E_t[\int_t^T |A_s|^2 ds] + \frac{1}{2} E_t[\int_t^T |Z_s|^2 ds]) \]

\[ \leq \| \xi \|^2 + \| Y \|_{S^\infty} \| A \|_{bmo} + \frac{1}{2} E_t[\int_t^T |Z_s|^2 ds]. \]

Thus

\[ \frac{1}{2} E_t[\int_t^T |Z_s|^2 ds] \leq \| \xi \|^2 + \| Y \|_{S^\infty} \| A \|_{bmo} \]

That \( Z \in \text{bmo} \), as well as the desired estimate on \( \| Z \|_{bmo} \) follows immediately from the estimate on \( Y \|_{S^\infty} \). That in fact \( Z \in L^{2,1} \) can be established using a localization argument, together with the a-priori estimate we have just established. \( \square \)

**Proposition 3.9.** Suppose that \( S \) satisfies \((R_1)\) and that \( S \) is a true martingale. Then existence in \( S^\infty \) holds for BSDE(A). In particular, for each \((\xi, \beta) \in S^\infty \times L^{1,\infty} \), there is a solution \((Y, Z)\) satisfying

1. \( Y_t = S_t^{-1} E_t[S_T (\xi + \int_t^T \beta_u du) \) for each \( t \in [0, T] \),
2. \( \| Y \|_{S^\infty} \leq R_1(S) \| \xi \|_{L^\infty} + \| \beta \|_{L^{1,\infty}} \)
3. \( \| Z \|_{bmo} \leq C \| \xi \|_{L^\infty} + \| \beta \|_{L^{1,\infty}} \), \( C = C(\| A \|_{bmo}, R_1(S)) \).
Proof. Set \( Y_t = S_t^{-1}E_t[\xi + \int_t^T \beta_u du] \) and notice that
\[
|Y_t| \leq R_1(S)(\|\xi\|_{L^\infty} + \|\beta\|_{L^{1,\infty}}).
\]
Now, let \( \tilde{Z} \) be such that
\[
\mathbb{E}_t[S_T(\xi + \int_0^T \beta_s ds)] = \int_0^T \tilde{Z}_s dB_s.
\]
Itô’s formula, together with the dynamics of \( S^{-1} \) (given by (3.4)) show that
\[
dY = -(A\tilde{Z} + S^{-1}\mathbb{E}[S_T\beta])dt + \tilde{Z}dB = -(A\tilde{Z} + \beta)dt + \tilde{Z}dB
\]
, where \( Z = -AS^{-1}\mathbb{E}[S_T\xi] + S^{-1}\tilde{Z} \), and the last equality we have used the fact that \( S \) is a true martingale. It remains only to show that \( Z \in \text{bmo} \) and estimate \( \|Z\|_{\text{bmo}} \), which can be done exactly as in the proof of Proposition 3.9. \qed

Remark 3.10. An inspection of the above proof reveals why we need the assumption that \( S \) is a true martingale in Proposition 3.9 and not 3.8. Namely, Itô’s formula shows that the candidate solution \( Y = S^{-1}\mathbb{E}[S_T(\xi + \int_{0}^{T} \beta dt)] \) solves
\[
dY = -(A\tilde{Z} + S^{-1}\mathbb{E}[S_T\beta])dt
\]
for an appropriate choice of \( Z \). If we do not assume that \( S \) is a true martingale, it may not be the case that \( S^{-1}\mathbb{E}[S_T\beta] = \beta \), in which case the candidate solution \( Y \) actually solves the wrong equation.

Very similar arguments give the following versions of the previous two propositions.

Proposition 3.11. Suppose that \( S \) satisfies \((R_p)\) for some \( p > 1 \). Let \( p' \in (1, p) \) and \( q \) be the conjugate of \( p' \). Then existence in \( S^q \) holds for HBSDE(\( A \)). In particular, for each \( \xi \in L^q \), there is a solution \((Y, Z)\) satisfying
\[
\text{(1) } Y_t = S_t^{-1}E_t[\xi] \text{ for each } t \in [0, T],
\]
\[
\text{(2) } \|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C \|\xi\|_{L^q}, \quad C = C(R_p(S), \|A\|_{\text{bmo}}).
\]

Proposition 3.12. Suppose that \( S \) satisfies \((R_p)\) for some \( p > 1 \) and that \( S \) is a true martingale. Let \( p' \in (1, p) \) and \( q \) be the conjugate of \( p' \). Then existence in \( S^q \) holds for BSDE(\( A \)). In particular, for each \( \xi \in L^q \), there is a solution \((Y, Z)\) satisfying
\[
\text{(1) } Y_t = S_t^{-1}E_t[\xi + \int_t^T \beta_u du] \text{ for each } t \in [0, T],
\]
\[
\text{(2) } \|Y\|_{S^q} + \|Z\|_{L^{2,q}} \leq C \|\xi\|_{L^q} + \|\beta\|_{L^{1,q}}, \quad C = C(R_p(S), \|A\|_{\text{bmo}}).
\]

4. Reverse Hölder from Well-posedness

The results of the previous section show that if \( S \) is a true martingale satisfying \((R_p)\), then BSDE(\( A \)) is well-posed in \( S^q \), where \( 1 \leq p < \infty \) and \( q \) is the conjugate of \( p \). This section is devoted to proving a converse of this statement. We start with a sequence of simple lemmas. Throughout this section, \( \mathcal{G} \) denotes a \( \sigma \)-algebra contained in \( \mathcal{F} \).

Lemma 4.1. Let \( 1 \leq p < \infty \) and \( q \) be the conjugate of \( p \). Let \( X \in L^p(\Omega; \mathbb{R}^n) \). Then \( \|\mathbb{E}[|X|^p|\mathcal{G}]\|^{1/p}_{L^\infty} \) is equal to the smallest constant \( C \) such that
\[
\|\mathbb{E}[X \cdot Y|\mathcal{G}]\|_{L^q} \leq C \|Y\|_{L^q}
\]
holds for all \( Y \in L^q(\Omega; \mathbb{R}^n) \).
Proof. When $p > 1$, we have by the conditional Hölder inequality, we have
\[ \mathbb{E}[X \cdot Y | \mathcal{G}] \leq \mathbb{E}[|X|^p | \mathcal{G}]^{1/p} \mathbb{E}[|Y|^q | \mathcal{G}]^{1/q} \leq \|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^q} \|\mathbb{E}[|Y|^q | \mathcal{G}]\|_{L^p}. \]
It follows that
\[ \|\mathbb{E}[X \cdot Y | \mathcal{G}]\|_{L^q} \leq \|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^q} \|Y\|_{L^p}, \]
i.e. $C \leq \|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^q}^{1/p}$. A similar argument gives the same inequality in the case $p = 1$.

Now we show that $C \geq \|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^q}^{1/p}$. First we suppose that $p > 1$. Let $G \in \mathcal{G}$, and set $Y = 1_G |X|^{1/p-1} X$. Notice that $|Y| = 1_G |X|^{1/p}$, so $|Y|^q = 1_G |X|^q$, so $Y \in L^q$. Next, notice that
\[ X \cdot Y = 1_G |X|^{1/p-1} X \cdot X = 1_G |X|^{1/q} = 1_G |X|^p, \]
and so
\[ \mathbb{E}[X \cdot Y | \mathcal{G}] = 1_G \mathbb{E}[|X|^p | \mathcal{G}]^{q}. \]
So, we deduce from (4.1) that
\[ \mathbb{E}[1_G \mathbb{E}[|X|^p | \mathcal{G})^{q} \leq C^q \mathbb{E}[|Y|^q] = C^q \mathbb{E}[1_G |X|^p] = C^q \mathbb{E}[1_G \mathbb{E}[|X|^p | \mathcal{G}]] \]
holds for all $G \in \mathcal{G}$. If $a > 0$ and $\mathbb{P}[\mathbb{E}[|X|^p | \mathcal{G}] > a] > 0$, then $\mathbb{E}[|X|^p | \mathcal{G}] \geq a^{q-1} \mathbb{E}[|X|^p | \mathcal{G}]$ on $G := \{\mathbb{E}[|X|^p | \mathcal{G}] > a\}$, so
\[ a^{q-1} \mathbb{E}[1_G \mathbb{E}[|X|^p | \mathcal{G}]] \leq \mathbb{E}[1_G \mathbb{E}[|X|^p | \mathcal{G}])^{q} \leq C^q \mathbb{E}[1_G \mathbb{E}[|X|^p | \mathcal{G}]], \]
so $a^{q-1} \leq C^q$, i.e. $a \leq C^{1/q} = C^p$. This shows that $C \geq \|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^q}^{1/p}$ holds in the case $p > 1$.

Now suppose that $X \in L^1(\Omega; \mathbb{R}^n)$, and Define $Y$ by $Y = \frac{X}{|X|} 1_{X \not= 0}$. Then we have $X \cdot Y = |X|$, and so by (4.1), $\|\mathbb{E}[|X|^p | \mathcal{G}]\|_{L^\infty} \leq C$, as desired. \hfill \square

Lemma 4.2. Suppose that $A \in L^p(\Omega; \mathbb{R}^{n \times n})$, and
\[ \|\mathbb{E}[AY | \mathcal{G}]\|_{L^q} \leq C \|Y\|_{L^q} \tag{4.2} \]
holds for all $Y \in L^q(\Omega; \mathbb{R}^n)$. Then there is a constant $C'$ depending only on $C$ such that
\[ \|\mathbb{E}[|A|^p | \mathcal{G}]\|_{L^\infty} \leq C'. \tag{4.3} \]

Proof. Denote by $A^i$ the $i^{th}$ row of the matrix $A$. Notice that
\[ \|\mathbb{E}[AY]\| \geq \|\mathbb{E}[A^i \cdot Y]\|, \]
and so from (4.2) we get
\[ \|\mathbb{E}[A^i \cdot Y]\|_{L^q} \leq C \|Y\|_{L^q}. \]
Applying Lemma 4.1 gives $\|\mathbb{E}[|A|^p | \mathcal{G}]\|_{L^\infty} \leq C^{1/q}$, and since this holds for each $i$, we get the result. \hfill \square

Lemma 4.3. If $S$ satisfies $(R_1)$ and uniqueness in $S^\infty$ holds for HBSDE$(A)$, then $S$ is a true martingale.

Proof. Let $e_j$ be the $j^{th}$ standard basis vector in $\mathbb{R}^n$, and set $\xi = e_j$. Then the unique solution to (1.7) must satisfy $Y_t = \xi = e_j$. But by Proposition 3.9, we see that
\[ e_j = Y_t = S_t^{-1} \mathbb{E}_t[S_t \xi] = S_t^{-1} \mathbb{E}_t[S_t] e_j, \]
and so for each $t$, we have $\mathbb{E}_t[S_t] = S_t$, which shows that $S$ is a true martingale. \hfill \square
Proposition 4.4. Suppose that for HBSDE($A$) is well-posed in $S^q$, for some $q \in (1, \infty]$. Then, $S$ is a true martingale that satisfies $(R_p)$, where $p$ is the conjugate of $q$. Moreover, $R_p(S)$ depends only on the constant $C$ which verifies the estimate

$$\|Y\|_{S^q} \leq C \|\xi\|_{L^q}$$

for each $\xi \in S^q$.

Proof. Let $\tau_k = \inf\{t \geq 0 : |S_t|, |S_t^{-1}| \geq k\}$. Let $\sigma$ be an arbitrary stopping time. For each $k \in \mathbb{N}$ and $\xi \in \mathcal{F}_{\tau_k}$, we have

$$S_{\tau_k \wedge \sigma} Y_{\tau_k \wedge \sigma} = \mathbb{E}_\sigma[S_{\tau_k}] = \mathbb{E}_\sigma[S_{\tau_k} \xi],$$

where we have used uniqueness and the fact that $\xi \in \mathcal{F}_{\tau_k}$ to ensure that $Y_{\tau_k} = \xi$. From well-posedness we see that

$$\|\mathbb{E}_\sigma[S_{\tau_k}^{-1} S_{\tau_k} \xi]\|_{L^q} = \|Y_{\tau_k \wedge \sigma}\|_{L^q} \leq C \|\xi\|_{L^q}.$$

It follows from Corollary 4.2 that if $q = \infty$ then $\|\mathbb{E}_\sigma|S_{\tau_k}^{-1} S_{\tau_k}|^p\|_{L^{p'}} \leq C'$ for some $C'$ depending only on $C$. An application of the conditional Fatou’s lemma shows that $S$ satisfies $(R_p)$. With this in hand, that $S$ is a true martingale follows from Lemma 4.3.

Combining Proposition 4.4 with the conditional Hölder’s inequality gives the following corollary.

Corollary 4.5. Suppose that $1 < q < q' \leq \infty$, and BSDE($A$) is well-posed in $S^q$. Then BSDE($A$) is well-posed in $S^{q'}$, and

$$\|S_A\|_{q'} \leq C, \quad C = C(\|S_A\|_q, \|A\|_{bmo}, q, q').$$

Proof. If BSDE($A$) is well-posed in $S^q$, then by Proposition 4.4 and Lemma 4.3, $S$ is a true martingale satisfying $(R_p)$, and $R_p(S) \leq C, \quad C = C(\|S_A\|_q)$. By the conditional reverse Hölder inequality, if $p'$ is the conjugate of $q'$ and $p$ is the conjugate of $q$, we have

$$\mathbb{E}_\tau|S_{\tau}^{-1} S_T|^p \leq \mathbb{E}_\tau|S_{\tau}^{-1} S_T|^p'$$

and so $R_{p'}(S) \leq R_p(S)^{p'/p}$. The result now follows form Propositions 3.12 and 3.5 (or Propositions 3.9 and 3.4 if $q' = \infty$).

Propositions 4.4, 3.4, 3.5, 3.9 and 3.12 now combine to give the following equivalence.

Theorem 4.6. Let $q \in (1, \infty]$, and $p$ be the conjugate of $q$. Then the following are equivalent.

1. $S$ is a true martingale which satisfies $(R_p)$.
2. BSDE($A$) is well-posed in $S^q$.
3. HBSDE($A$) is well-posed in $S^q$.

Proof. (1) $\Rightarrow$ (2): If $p = 1$, this implication is given directly by Propositions 3.4 and 3.9. If $p > 1$, then by Proposition 1.4 there exists $p' > p$ such that $S$ satisfies $(R_{p'})$, and then well-posedness of $(1.1)$ in $S^q$ follows from Propositions 3.5 and 3.12.

(2) $\Rightarrow$ (3) is obvious.

(3) $\Rightarrow$ (1) is given by Proposition 4.4.

Very similar arguments let us state the following regarding strong well-posedness in $S^\infty$.

Proposition 4.7. Suppose that $S$ satisfies $(R_p)$ for some $p > 1$ and that $S$ is a true martingale. Then BSDE($A$) is strongly well-posed in $S^\infty$. Moreover, $\|S_A\| \leq C, \quad C = C(R_p(S), \|A\|_{bmo})$. 

5. Structural conditions

In this section, we explain how the equivalent conditions appearing in Theorem 4.6 can be verified under various structural conditions on $A$. Several results in this sections will be straightforward adaptations of some results in [JZ21], and so will be given without proof. We emphasize that, as evidenced by the proofs of Propositions 5.4 and 5.6, it is sometimes easier to verify well-posedness directly (and get the reverse Hölder inequality as a corollary), and sometimes easier to verify the reverse Hölder inequality (and get well-posedness as a corollary).

Here we define the structural conditions which we study.

Definition 5.1. Let $A$ be a matrix in $bmo((\mathbb{R}^d)^{n \times n})$. We say that $A$

- is lower triangular if $A_{ij} = 0$ whenever $j > i$
- has right outer-product structure if there exist $a \in bmo((\mathbb{R}^d)^n)$ and $b \in \mathbb{R}^n$ such that $A_{ij} = a^T b_j$, and in this case we write $A = ab^T$
- has left outer-product structure if there exist $a \in \mathbb{R}^n$ and $b \in bmo((\mathbb{R}^d)^n)$ such that $A_{ij} = a_i b^T$, and in this case we write $A = ab^T$.

We also recall the definition of sliceability.

Definition 5.2. Let $\gamma \in bmo$. We say that $\gamma$ is sliceable if for each $\epsilon > 0$, there is an $n \in \mathbb{N}$ sequence of stopping times $0 = \tau_0 \leq \tau_1 \leq \cdots \leq \tau_n = T$ such that for each $i \in \{1, \ldots, n\}$, $\|\gamma|_{[\tau_{i-1}, \tau_i]}\|_{bmo} < \epsilon$.

Lower triangular matrices were studied in [JZ21], and the following proposition is a slight adaptation of Proposition 2.6 of [JZ21].

Proposition 5.3. If $A$ is lower-triangular, then there are constants $q^* = q^*(\|A\|_{bmo})$, $C_q = C_q(\|A\|_{bmo})$ such that BSDE$(A)$ is well-posed in $S^q$ for each $q > q^*$, and moreover $\|S_A\|_q \leq C_q$.

Next, we give analogous results for matrices with left or right outer-product structure.

Proposition 5.4. If $A = ab^T$ has right outer-product structure, then there exists $q^* = q^*(\|a\|_{bmo}, |b|)$ and constants $C_q = C_q(\|a\|_{bmo}, |b|)$ such that BSDE$(A)$ is well-posed in $S^q$ for each $q > q^*$, and $\|S_A\|_q \leq C_q$.

Proof. By Theorem 1.8, we may choose $q^* = q^*(\|a\|_{bmo}, |b|)$ such that the one-dimensional BSDE

$$U. = \eta + \int_0^T (b^T a)V dt - \int_0^T V dB.$$  
(5.1)

is well-posed in $S^{q^*}$. Given $\xi \in L^{q^*}$, define $(U,V) \in S^{q^*} \times L^{2\cdot q^*}$ to be the unique solution to (5.1) with $\eta = b^T \xi$. Next, let $(Y,Z)$ solve the system

$$Y. = \xi + \int_0^T a V dt - \int_0^T Z dB.$$  
(5.2)

We now claim that $V = b^T Z$. Indeed, both $(U,V)$ and $(b^T Y, b^T Z)$ solve the “martingale representation equation”

$$\dot{Y}. = b^T \xi + \int_0^T ((b^T a) V + b^T \beta) dt - \int_0^T Z dB,$$

for which uniqueness holds. It follows that $(Y,Z)$ solves (1.1). The well-posedness of (5.1) provides an estimate on $V$ of the form $\|V\|_{L^{2\cdot q^*}} \leq C \|b^T \xi\|_{L^{q^*}}$, $C = C(\|b^T a\|_{bmo})$ and the necessary estimates
on \((Y, Z)\) follow from (5.2) through standard techniques. Uniqueness can similarly be obtained from uniqueness for the equations (5.1) and (5.2). This shows that BSDE(\(A\)) is well-posed in \(S^q\). The full result follows from Corollary 4.5.

For \(\lambda \in (\mathbb{R}^d)^n\), we write \(\text{Diag}(\lambda)\) to mean the process in \(\text{bmo}(\mathbb{R}^d)^{n \times n}\) with \((\text{Diag}(\lambda))^i_j = \delta_{ij}\lambda_i\). The following slight extension of Proposition 5.4 will be useful in the analysis of quadratic-linear drivers in Section 6.1. The proof is almost identical, so is omitted.

**Proposition 5.5.** Suppose that \(A \in \text{bmo}(\mathbb{R}^d)^{n \times n}\) can be written in the form

\[
A = ab^T + \text{Diag}(\lambda),
\]

where \(a \in \text{bmo}(\mathbb{R}^n)\), \(b \in \mathbb{R}^n\), and \(\lambda \in \text{bmo}(\mathbb{R}^d)\). Then there exists \(q = q(||a||_{\text{bmo}}, ||b||_{\text{bmo}}, ||\lambda||_{\text{bmo}})\) such that BSDE(\(A\)) is well-posed in \(S^q\), and we have

\[
\|S_A\|_q \leq C, \quad C = C(||a||_{\text{bmo}}, ||b||_{\text{bmo}}, ||\lambda||_{\text{bmo}}).
\]

**Proposition 5.6.** If \(A = ab^T\) has left outer-product structure, then there exist constants \(q^* = q^*(||a||_{\text{bmo}}, ||b||_{\text{bmo}})\) and \(C_q = C_q(||a||_{\text{bmo}}, ||b||_{\text{bmo}})\) such that BSDE(\(A\)) is well-posed in \(S^q\) for each \(q > q^*\), and \(\|S_A\|_q \leq C_q\).

**Proof.** Since \(A = ab^T\), the equation for the stochastic exponential \(S\) reads

\[
\begin{aligned}
& \begin{cases}
    dS = Sab^T dB, \\
    S_0 = I_{n \times n}.
\end{cases} \tag{5.3}
\end{aligned}
\]

Therefore the process \(Sa\) takes values in \(\mathbb{R}^n\), and satisfies

\[
\begin{aligned}
& \begin{cases}
    d(Sa) = (Sa)(b^T a) dB, \\
    (Sa)_0 = a.
\end{cases}
\end{aligned}
\]

That is, for \(i \in \{1, ..., n\}\), we have \((Sa)i = a_i\mathcal{E}(\int (b^T a) dB)\). Since \(\left\|b^T a\right\|_{\text{bmo}} \leq ||a||_{\text{bmo}}||b||_{\text{bmo}}\), we have by Theorem 1.5 that there exists \(p = p(||a||_{\text{bmo}}, ||b||_{\text{bmo}})\) such that

\[
\|Sa\|_{S^p} \leq C, \quad C = C(||a||_{\text{bmo}}, ||b||_{\text{bmo}}).
\]

It now follows from Lemma 1.4 of [DT10] (and (5.3)) that \(\|S\|_{S^p} \leq C, \quad C = C(||a||_{\text{bmo}}, ||b||_{\text{bmo}})\). A conditioning argument (see the proof of Theorem 3.1 in [Kaz94] for an example) allows us to conclude that in fact \(S\) satisfies the inequality

\[
\mathbb{E}[\sup_{\tau \leq t \leq T} |S_{\tau}^{-1} S_t|p] \leq C, \quad C = C(||a||_{\text{bmo}}, ||b||_{\text{bmo}}),
\]

and so \(S\) is a true martingale satisfying \((R_p)\). The result now follows from Theorem 4.6.

Once again, it useful to note that we can add a diagonal matrix, and the same argument goes through.

**Proposition 5.7.** If \(A = ab^T + \text{Diag}(\lambda)\), where \(a \in \mathbb{R}^n\), \(b \in \text{bmo}(\mathbb{R}^d)^n\), and \(\lambda \in \text{bmo}(\mathbb{R}^d)\), then there exist constants \(q^* = q^*(||a||_{\text{bmo}}, ||b||_{\text{bmo}}, ||\lambda||_{\text{bmo}})\) and \(C_q = C_q(||a||_{\text{bmo}}, ||b||_{\text{bmo}})\) such that BSDE(\(A\)) is well-posed in \(S^q\) for each \(q > q^*\), and \(\|S_A\|_q \leq C_q\).
The following proposition deals with sliceability, and is a slight extension of Theorem 2.9 of [JZ21]. It states, among other things, that our results about equation (1.1) extend to the more general BSDE

\[ Y = \xi + \int_0^T (\alpha Y + AZ + \beta) dt - \int_0^T ZdB. \quad (5.4) \]

**Proposition 5.8.** If BSDE(A) is strongly well-posed in \( S^\infty \) and \( \Delta A \) is sliceable, then BSDE(A + \( \Delta A \)) is strongly well-posed in \( S^\infty \). Moreover, if \( \Delta A \in L^{\infty,\infty} \), and \( \alpha \in L^{\infty,\infty} \), then for each \((\xi, \beta) \in L^\infty \times \text{bmo}^{1/2}\), there exists a unique solution to the equation (5.4) satisfying

\[ \|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C \|\xi\|_{L^\infty} + \|\beta\|_{\text{bmo}^{1/2}}, \quad C = C(\|S A\|_{\infty, x}, \|\alpha\|_{L^\infty, \infty}, \|\Delta A\|_{L^\infty, \infty}). \]

If \( 1 < q < \infty \), BSDE(A) is well-posed in \( S^q \) and \( \Delta A \) is sliceable, then BSDE(A + \( \Delta A \)) is well-posed in \( S^q \). Moreover, if \( \Delta A \in L^{\infty,\infty} \), and \( \alpha \in L^{\infty,\infty} \), then for each \((\xi, \beta) \in L^q \times L^{1,q} \), there exists a unique solution to the equation (5.4) satisfying

\[ \|Y\|_{S^q} + \|Z\|_{L^{1,q}} \leq C \|\xi\|_{L^\infty} + \|\beta\|_{L^{1,q}}, \quad C = C(\|S A\|_{q}, \|\alpha\|_{L^\infty, \infty}, \|\Delta A\|_{L^\infty, \infty}). \]

We now list some interesting conclusions which can be drawn by combining Theorem 4.6 with the results of this section.

**Corollary 5.9.** Let \( A_1, A_2 \in \text{bmo}(\mathbb{R}^d)^{n \times n} \), and suppose that \( A_1 - A_2 \) is sliceable. Denote by \( S_1 \) and \( S_2 \) the stochastic exponentials corresponding to \( A_1, A_2 \), respectively. Then for any \( 1 < p < \infty \), \( S_1 \) is a true martingale satisfying \((R_p)\) if and only if \( S_2 \) is.

**Corollary 5.10.** If \( A \) is lower triangular, or has left or right outer-product structure, then \( S \) is a true martingale which satisfies \((R_p)\) for some \( p > 1 \).

### 6. Application to Quadratic BSDE Systems

**Definition 6.1.** A driver is a random field \( f : [0, T] \times \Omega \times \mathbb{R}^n \times (\mathbb{R}^d)^n \to \mathbb{R}^n \) such that

1. \( f(\cdot, y, z) \) is progressively measurable process for all \( y, z \).
2. \( f(\omega, \cdot, \cdot) \) is a continuous function for each \( \omega \).

In this section, we consider the BSDE

\[ Y = \xi + \int_0^T f(\cdot, Y, Z) dt - \int_0^T ZdB \quad (6.1) \]

where \( \xi \in L^\infty(\mathbb{R}^n) \) and \( f \) is a driver satisfying certain structural conditions. If \( f \) is \( C^1 \) (i.e., \( f(t, \omega, y, z) \) is \( C^1 \) for each \( (t, \omega) \in [0, T] \times \Omega \)), then we write \( \frac{\partial f}{\partial y} \) and \( \frac{\partial f}{\partial z} \) for the derivatives with respect to \( y \) and \( z \), respectively. We view \( \frac{\partial f}{\partial y} \) and \( \frac{\partial f}{\partial z} \) as maps \([0, T] \times \Omega \times \mathbb{R}^n \times (\mathbb{R}^d)^n \to \mathbb{R}^{n \times n}\) and \([0, T] \times \Omega \times \mathbb{R}^n \times (\mathbb{R}^d)^n \to (\mathbb{R}^d)^{n \times n}\), respectively. We will use the following definitions when discussing the drivers of interest.

**Definition 6.2.** A driver \( f \) is said to

- be **Lipschitz** if there is a constant \( L \) such that for all \( y, y' \in \mathbb{R}^n \), \( z, z' \in (\mathbb{R}^d)^n \), and \((t, \omega) \in [0, T] \times \Omega \), we have

\[ |f(t, \omega, y, z) - f(t, \omega, y', z')| \leq L(|y - y'| + |z - z'|), \]

and \( \|f(\cdot, \cdot, 0, 0)\|_{L^\infty, \infty} \leq L \). In this case we write \( f \in \text{Lip}(L) \).

- be **Malliavin-regular** if there exists a constant \( L > 0 \) and a random field \( Df : [0, T]^2 \times \Omega \times \mathbb{R}^d \times (\mathbb{R}^d)^n \to \mathbb{R} \) such that
(1) for all \((y, z)\), \(D_f(\cdot, y, z)\) is a version of the Malliavin derivative of the process \(f(\cdot, y, z)\),
(2) \(|Df| \leq L\), and
(3) \(|Df(\cdot, y', z') - Df(\cdot, y, z)| \leq L(|y' - y| + |z' - z|).

In this case, we write \(f \in \text{M}(L)\).

- **satisfy the condition (AB)** if there is a process \(\rho \in L^{1,\infty}\) and a finite collection \(\{a_m\} = (a_1, \ldots, a_M)\) of vectors in \(\mathbb{R}^n\) such that
  1. \(a_1, \ldots, a_M\) positively span \(\mathbb{R}^n\)
  2. \(a_m^T f(t, \omega, y, z) \leq \rho + \frac{1}{2}|a_m^T z|^2\) for each \(m\), for all \(y, z\).

In this case, we say that \(f \in \text{A}(\rho, \{a_m\})\), with \(\text{A} = \bigcup_{\rho, \{a_m\}} \text{A}(\rho, \{a_m\})\).

**Remark 6.3.** We remark that the condition (AB) does not appear as a hypothesis in Theorem 6.9 regarding quadratic linear drivers, but it is a hypothesis in Theorem 6.19 which concerns unidirectional quadratic drivers.

We will also need the notion of a Lyapunov function, as introduced in [XZ18].

**Definition 6.4.** Let \(f\) be a driver, and \(c\) a constant. A non-negative function \(h \in C^2(\mathbb{R}^n)\) is a **c-Lyapunov function** for \(f\) if \(h(0) = 0\), \(Dh(0) = 0\), and
\[
\frac{1}{2} \sum_{i,j=1}^n (D^2 h(y))_{ij} z^i \cdot z^j - D h(y) \cdot f(t, \omega, y, z) \geq |z|^2 - k
\]
for all \((t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R}^n \times (\mathbb{R}^d)^n\) with \(|y| \leq c\). In this case, we say that \((h, k) \in \text{Ly}(f, c)\).

The utility of Lyapunov functions is demonstrated by the following Lemma.

**Lemma 6.5.** Suppose that for some constant \(c\) and driver \(f\), there is a Lyapunov pair \((h, k) \in \text{Ly}(f, c)\). Suppose further that there is a solution \((Y, Z) \in S^{\infty} \times \text{bmo}\) to (6.1) such that \(|Y|_{S^{\infty}} \leq c\). Then we have the estimate
\[
\|Z\|_{\text{bmo}}^2 \leq kT + 2 \sup_{|y| \leq c} |h(y)|.
\]

**Proof.** By the definition of \(\text{Ly}(f, c)\), we find that
\[
h(Y) + \int_0^T k - |Z|^2 dt
\]
is a submartingale, and so for any stopping time \(\tau\) we have
\[
\mathbb{E}_\tau [h(Y_T) + \int_0^T k - |Z|^2 dt] \geq h(Y_\tau) + \int_0^\tau k - |Z|^2 dt,
\]
and rearranging gives
\[
\mathbb{E}_\tau [\int_\tau^T |Z|^2 dt] \leq k(T - \tau) + \mathbb{E}_\tau [h(Y_T) - h(Y_\tau)].
\]
The result follows. \(\square\)

The reason for the name of the a-priori boundedness condition is explained by the following lemma.

**Lemma 6.6.** Suppose that \(f\) is a driver which satisfies the condition (AB), and that \((Y, Z) \in S^{\infty} \times \text{bmo}\) solves (6.1). Then we have the estimate
\[
\|Y\|_{S^{\infty}} + \|Z\|_{\text{bmo}} \leq C, \quad C = C(\|\xi\|_{L^{\infty}}, \rho, \{a_m\}).
\]
Proof. The proof is almost identical to that of Proposition 3.8 of [JZ21], and so is omitted. □

Finally, we define the space of bounded random variables with bounded Malliavin derivatives as follows.

**Definition 6.7.** If $\xi$ is Malliavin differentiable, we denote by $D\xi$ its Malliavin derivative. We denote by $\mathbb{D}^{1,\infty}$ the space of all $\xi \in L^\infty$ such that $\xi$ is Malliavin differentiable and $D\xi \in L^{\infty,\infty}$.

**6.1. BSDEs with quadratic-linear drivers.**

**Definition 6.8.** A driver $f$ is called quadratic-linear if there is a constant $L$, a driver $g \in \text{Lip}(L) \cap \text{M}(L)$, and a vector $b \in \mathbb{R}^n$ with $|b| \leq L$ such that

$$f(t, \omega, y, z) = g(t, \omega, y, z) + zb^T z.$$  

In this case, we write $f \in \text{QL}(L)$, and set $\text{QL} = \bigcup L \text{QL}(L)$.

Let us explain precisely what is meant by $zb^T z$. Here $z \in (\mathbb{R}^d)^n$, so $b^T z \in \mathbb{R}^d$ is given by

$$b^T z = \sum_{i=1}^n b_i z_i,$$

and thus $zb^T z \in \mathbb{R}^n$ is given by

$$(zb^T z)_i = z^i \cdot (b^T z) = z^i \cdot \left( \sum_{j=1}^n b_j z_j \right) = \sum_{j=1}^n b^j z^i \cdot z^j.$$  

Thus the quadratic term in a quadratic-linear driver is given by a certain weighted sum of inner products of the components of $z \in (\mathbb{R}^d)^n$.

Here is the main result regarding quadratic-linear drivers.

**Theorem 6.9.** Suppose that $\xi \in L^\infty$ and $f \in \text{QL}(L)$. Then, there exists a unique solution $(Y, Z) \in \mathcal{S}^\infty \times \text{bmo}$ to (6.1), which satisfies the estimates

$$\|Y\|_{\mathcal{S}^\infty} + \|Z\|_{\text{bmo}} \leq C,$$

where $C = C(L, \|\xi\|_{L^\infty})$.

If in addition $\xi \in \mathbb{D}^{1,\infty}$, then we have

$$\|Z\|_{L^{\infty,\infty}} \leq C,$$

where $C = C(L, \|\xi\|_{L^\infty}, \|D\xi\|_{L^{\infty,\infty}})$.

**Remark 6.10.** It is possible via an approximation argument to remove the smoothness hypotheses on the Lipschitz driver $g$. It is also possible, if we assume that $f$ satisfies the condition $(AB)$, to assume that that $g$ is merely sub-quadratic rather than Lipschitz. In order to avoid additional technicalities we will not pursue these generalizations.

**6.1.1. A-priori estimates for quadratic-linear drivers.** We start by producing $\mathcal{S}^\infty \times \text{bmo}$ a-priori estimates for equations with quadratic-linear drivers. In fact, we need estimates for a slightly more general class of drivers.

One of the key results of [XZ18] is the existence of Lyapunov functions when the driver satisfies the so-called Bensoussan-Frehse condition. We only need a very special case of their result. The proof of Proposition 2.11 in [XZ18] does not rely on the Markovian property of $f$, and thus an identical argument shows the following.
**Proposition 6.11.** Suppose that \( f \) can be written as
\[
f(t, \omega, y, z) = g(t, \omega, y, z) + z\psi(z)
\] (6.2)
for some \( g \in \text{Lip}(L) \), and \( \psi : (\mathbb{R}^d)^n \to \mathbb{R}^n \) which is \( L \)-Lipschitz. Then, for any constant \( c \), there is a function \( h \) and a constant \( k \) such that \((h, k) \in L^Y(f, c)\). Moreover, \((h, k)\) can be chosen so that \((h, k) \in L^Y(f', c)\) whenever \( f' \) has a decomposition of the form (6.2).

**Proposition 6.12.** Suppose that \( f \) can be written as
\[
f(t, \omega, y, z) = g(t, \omega, y, z) + z\psi(z)
\] for some \( l \in \text{Lip}(L) \), and \( \psi : (\mathbb{R}^d)^n \to \mathbb{R}^n \) which is \( L \)-Lipschitz. Suppose further that \((Y, Z) \in S^\infty \times \text{bmo}\) solves (6.1). Then we have
\[
\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C, \quad C = C(\|\xi\|_{L^\infty}, L).
\]

**Proof.** To estimate \( Y \), we first change measure, noting that
\[
Y = \xi + \int_0^T g(s, Y, Z)ds - \int_0^T ZdB'
\]
where by Girsanov \( B' = B - \int \psi(Z)dt \) is a Brownian motion under the probability measure \( Q \), with \( \frac{dQ}{dP} = \mathcal{E}(\int \psi(Z)dB) \). The estimate on \( Y \) now follows from standard techniques for estimating solutions to Lipschitz BSDEs, e.g., studying the Itô decomposition of \( \exp(\lambda t)|Y|^2 \) for \( \lambda \) large enough. The corresponding estimate for \( Z \) follows from Lemma 6.5 and Proposition 6.11. \( \square \)

**6.1.2. Existence with smooth terminal condition.** We note that it will be helpful in what follows to use the notations for finite differences and derivatives introduced in [JZ21], which allows us for example to write
\[
f(\cdot, Y^{(1)}, Z^{(1)}) - f(\cdot, Y^{(2)}, Z^{(2)}) = \frac{\Delta f}{\Delta Y} \Delta Y + \frac{\Delta f}{\Delta Z} \Delta Z
\]
whenever \( f \) is a driver and \( Y^{(i)} \) and \( Z^{(i)} \) are processes with appropriate dimensions and \( \Delta Y = Y^{(1)} - Y^{(2)} \), \( \Delta Z = Z^{(1)} - Z^{(2)} \). Here \( \frac{\Delta f}{\Delta Y} \) and \( \frac{\Delta f}{\Delta Z} \) are processes taking values in \( \mathbb{R}^{n \times n} \) and \( (\mathbb{R}^d)^{n \times n} \), respectively. In the case \( d = 1 \), for example we would have
\[
\frac{\Delta f}{\Delta Y} = 1_{\Delta Y \neq 0} \frac{f(\cdot, Y^{(1)}, Z^{(1)}) - f(\cdot, Y^{(2)}, Z^{(1)})}{|\Delta Y|^2} (\Delta Y)^T,
\]
\[
\frac{\Delta f}{\Delta Z} = 1_{\Delta Z \neq 0} \frac{f(\cdot, Y^{(1)}, Z^{(2)}) - f(\cdot, Y^{(2)}, Z^{(2)})}{|\Delta Z|^2} (\Delta Z)^T.
\]
The extension to \( d > 1 \) is natural, as is the similar notation which will be used for differentiating \( f \) in the variables \( y \) and \( z \).

The goal of this sub-section is to prove the following Proposition.

**Proposition 6.13.** Suppose that \( \xi \in D_1^1, \infty \) and \( f \in \text{QL}(L) \). Then, there exists a unique solution \((Y, Z) \in S^\infty \times \text{bmo}\) to (6.1), which satisfies the estimates
\[
\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C, \quad C = C(L, \|\xi\|_{L^\infty}),
\]
\[
\|Z\|_{L^\infty, \infty} \leq C, \quad C = C(L, \|\xi\|_{L^\infty}, \|D\xi\|_{L^\infty, \infty}).
\]

**Proof.** Since \( f \in \text{QL}(L) \), we may write \( f(t, \omega, y, z) = l(t, \omega, y, z) + zb^Tz \) for some \( g \in \text{Lip}(L) \), \( b \in \mathbb{R}^n \). We begin by selecting a sequence \( \phi_k \) of maps \( \phi_k : \mathbb{R}^d \to \mathbb{R}^d \) with the following properties.
• \( \phi_k \) is smooth, radial, and 1-Lipschitz, and compactly supported.
• \( \phi_k \) is equal to the identity on \( B_k(0) \subset \mathbb{R}^d \).

We then define a sequence of drivers \( f^k \) by

\[
f^k(t, \omega, y, z) = g(t, \omega, y, z) + z\phi^k(b^T z).
\]

Then for each \( k \), \( f^k \) is Lipschitz in \( y \) and \( z \), and so standard theory for Lipschitz BSDEs gives us a solution \( (Y^{(k)}, Z^{(k)}) \in S^\infty \times \text{bmo} \) to the equation

\[
Y^{(k)}(t) = \xi + \int_t^T f^k(s, Y^{(k)}(s), Z^{(k)}(s)) \, ds - \int_t^T Z^{(k)}(s) \, dB_s.
\]

(6.3)

Since each \( f^k \) lies in \( \mathfrak{D}(\max\{L, 1\}) \), Proposition 6.12 provides a constant \( C = C(\|\xi\|_{L^\infty}, L) \) such that

\[
\sup_k \left( \|Y^{(k)}\|_{S^\infty} + \|Z^{(k)}\|_{\text{bmo}} \right) \leq C.
\]

Now for \( \theta \leq t \), we take the Malliavin derivative of (6.3) (as justified by Proposition 5.3 of [EKPQ97]) and apply the chain rule and product rule to obtain

\[
D_0 Y_t^{(k)} = D_0 \xi + \int_t^T \left( D_0 (l(\cdot, Y^{(k)}(s), Z^{(k)}(s)) \right) \cdot s + D_0 (Z^{(k)}(s) \phi^k(b^T Z^{(k)})) \) \cdot s \right) ds - \int_t^T D_0 Z_s^{(k)} dB_s
\]

\[
= D_0 \xi + \int_t^T \left( \alpha^k D_0 Y_s^{(k)} + (A^k_s + \Delta A^k_s) D_0 Z_s^{(k)} + \beta^k_s \right) dt - \int_t^T D_0 Z_s^{(k)} dB_s,
\]

(6.4)

where

\[
\alpha^k = \frac{\partial l}{\partial y}(\cdot, Y^{(k)}(s), Z^{(k)}(s)), \quad \beta^k = Dl^k(\cdot, Y^{(k)}(s), Z^{(k)}(s)),
\]

\[
A^k = a_k b^T + \text{Diag}(\phi^k(b^T Z^{(k)})), \quad \Delta A^k = \frac{\partial l}{\partial z}(\cdot, Y^{(k)}(s), Z^{(k)}(s)),
\]

and \( a_k \in \text{bmo}(\mathbb{R}^d) \) is given by

\[
(a_k)^i = \nabla \phi_k(Z^{(k)})^T(Z^{(k)})^i.
\]

We view this a as a BSDE on \([\theta, T]\). Notice that since \( l \in \text{Lip}(L) \), \( \phi^k \) is 1-Lipschitz, and \( \sup_k (\|Y^{(k)}\|_{S^\infty} + \|Z^{(k)}\|_{\text{bmo}}) \leq C, C = C(L, \|\xi\|_{L^\infty}) \), we must have

\[
\|a_k\|_{\text{bmo}} + \|\alpha^k\|_{L^\infty} + \|\beta^k\|_{L^\infty} + \|\phi^k(b^T Z^{(k)})\|_{\text{bmo}} \leq C, C = C(\|\xi\|_{L^\infty}, L).
\]

Propositions 5.5 and 4.7 thus show that that BSDE(\( A \)) is strongly well-posed in \( S^\infty \), with \( \|S_A\|_{\infty, L} \leq C, C = C(\|\xi\|_{L^\infty}, L) \). Then Proposition 5.8, together with the fact that \( D_0 Y_\theta = Z_\theta \) (see [EKPQ97] for a precise statement), shows that

\[
\sup_k \|Z^{(k)}\|_{L^\infty} \leq C, \quad C = C(L, \|\xi\|_{L^\infty}, \|D\xi\|_{L^\infty}).
\]

Since \( f^k(t, \omega, y, z) = f(t, \omega, y, z) \) for \( |z| \leq k \), we conclude that \( (Y^{(k)}, Z^{(k)}) \) solves (6.1) as soon as \( k > C \).
6.1.3. **Proof of Theorem 6.9.** We start with two estimates, which show a sort of stability (and in particular uniqueness) for (6.1).

**Proposition 6.14.** Suppose that \( \xi \in \mathbb{D}^{1,\infty} \) and \( f \in \mathcal{QL}(L) \). Suppose further that \((Y, Z), (Y', Z') \in S^\infty \times \text{bmo} \) solve (6.1) with terminal conditions \( \xi \) and \( \xi' \), respectively. Then we have
\[
\|\Delta Y\|_{S^\infty} + \|\Delta Z\|_{\text{bmo}} \leq C \|\Delta \xi\|_{L^\infty}, \quad C = C(L, \max\{\|Z\|_{\text{bmo}}, \|Z'\|_{\text{bmo}}\}),
\]
where \( \Delta Y = Y - Y' \), \( \Delta Z = Z - Z' \), and \( \Delta \xi = \xi - \xi' \).

**Proof.** We write
\[
\Delta Y = \Delta \xi + \int^T_0 (g(\cdot, Y^{(1)}), Z^{(1)}) - g(\cdot, Y^{(1)}), Z^{(1)}) + Z^{(1)}b^T Z^{(1)} - Z^{(2)}b^T Z^{(2)}dt - \int^T_0 \Delta Z dB
\]
\[
= \Delta \xi + \int^T_0 (g(\cdot, Y^{(1)}), Z^{(1)}) - g(\cdot, Y^{(1)}), Z^{(1)}) + \Delta Z b^T Z + Z^2 b^T \Delta Z dt - \int^T_0 Z dB,
\]
where
\[
\alpha = \frac{\Delta l}{\Delta Y}, \quad \Delta A = \frac{\Delta l}{\Delta Z}, \quad A = Z^2 b^T + \text{Diag}(b^T Z).
\]
The result now follows as in the proof of Proposition 6.13, by applying Proposition 5.5 to estimate \( \|S_A\|_{\infty,s} \), and then Proposition 5.8 to obtain the desired estimate. \( \square \)

**Corollary 6.15.** If \( f \in \mathcal{QL}(L) \), then there is at most one solution \((Y, Z) \in S^\infty \times \text{bmo} \) to (6.1).

The following Proposition is established using the same linearization technique as Proposition 6.14.

**Proposition 6.16.** Suppose that \( \xi \in \mathbb{D}^{1,\infty} \) and \( f \in \mathcal{QL}(L) \). Suppose further that \( \xi, \xi' \in L^\infty \), and that \((Y, Z), (Y', Z') \in S^\infty \times \text{bmo} \) solve (6.1) with terminal conditions \( \xi \) and \( \xi' \), respectively. Then there are constants \( q^* = q^*(\max\{\|Z\|_{\text{bmo}}, \|Z'\|_{\text{bmo}}\}) \) and \( C_q = C_q(\max\{\|Z\|_{\text{bmo}}, \|Z'\|_{\text{bmo}}\}) \) such that, for each \( q > q^* \), we have
\[
\|\Delta Y\|_{S^q} + \|\Delta Z\|_{L^q} \leq C_q \|\Delta \xi\|_{L^q}.
\]

Now we complete the proof of Theorem 6.9.

**Proof.** Uniqueness has been established by Corollary 6.15. For existence, we choose a sequence \( \xi^k \in \mathbb{D}^{1,\infty} \) such that \( \sup_k \|\xi\|_{L^\infty} \leq \|\xi\|_{L^\infty} \) and \( \xi^k \overset{L^q}{\to} \xi \) for each \( q > 1 \). Let \((Y^{(k)}, Z^{(k)}) \in S^\infty \times \text{bmo} \) be the unique solution (whose existence is guaranteed by Proposition 6.13) to the equation
\[
Y^{(k)} = \xi^k + \int^T_0 f(\cdot, Y^{(k)}, Z^{(k)})dt - \int^T_0 Z^{(k)} dB.
\]
Since \( \sup_k \|\xi^k\|_{L^\infty} \leq \|\xi\|_{L^\infty} \), we have
\[
\sup_k \left(\|Y^{(k)}\|_{S^\infty} + \|Z^{(k)}\|_{\text{bmo}}\right) \leq C, \quad C = C(L, \|\xi\|_{L^\infty}). \quad (6.5)
\]
Thus by Proposition 6.16, for some $q$ we have
\[ \left\| Y^{(k)} - Y^{(j)} \right\|_{S^*} + \left\| Z^{(k)} - Z^{(j)} \right\|_{L^2,q} \leq C \left\| \xi^k - \xi^j \right\|_{L^q}, \quad C = C(L, \| \xi \|_{L^\infty}). \]
In particular, \( \{ (Y^{(k)}, Z^{(k)}) \} \) is Cauchy in \( S^* \times L^{2,q} \), and so converges in \( S^* \times L^{2,q} \) to the desired solution \( (Y, Z) \) to (6.1). It follows from (6.5) that in fact \( Y \in S^\infty \) and \( \| Y \|_{S^\infty} \leq \sup_k \| Y^{(k)} \|_{S^\infty} \leq C \), \( C = C(L, \| \xi \|_{L^\infty}) \). To estimate \( \| Z \|_{bmo} \), we note that we may assume without loss of generality that \( q \geq 2 \), so that
\[ \mathbb{E}[\int_0^T |Z^{(k)} - Z|^2 dt] = \left\| Z^{(k)} - Z \right\|_{L^2,2}^2 \leq \left\| Z^{(k)} - Z \right\|_{L^2,q}^2 \to 0. \]
In particular, by passing to a subsequence if necessary, we may assume that \( \int_0^T |Z^{(k)} - Z|^2 dt \to 0 \) a.s., and so for any topping time \( \tau \),
\[ \mathbb{E}_\tau[\int_0^\tau |Z|^2 dt] = \mathbb{E}_\tau[\lim_{k \to \infty} \int_\tau^T |Z^{(k)}|^2 dt] \leq \liminf_{k \to \infty} \mathbb{E}_\tau[\int_\tau^T |Z^{(k)}|^2 dt]. \]
That \( Z \in bmo \), as well as the desired estimate on \( \| Z \|_{bmo} \), now follows from (6.5).

6.2. BSDEs with unidirectional quadratic drivers.

**Definition 6.17.** A driver \( f \) is called unidirectional quadratic if there is a constant \( L \), a driver \( g \in Lip(L) \cap M(L) \), a constant \( a \in \mathbb{R}^n \) and a \( C^1 \) function \( h : (\mathbb{R}^d)^n \to \mathbb{R} \) such that
\begin{itemize}
  \item[(1)] \( f(t, \omega, y, z) = g(t, \omega, y, z) + ah(z) \),
  \item[(2)] \( |h(0)| \leq L \),
  \item[(3)] \( |h(z) - h(z')| \leq L(1 + |z| + |z'|)|z - z'| \).
\end{itemize}
In this case, we write \( f \in U(L) \), and set \( U = \cup_k U(L) \).

**Remark 6.18.** To be clear, condition 1 above states that
\[ f^i(t, \omega, y, z) = g^i(t, \omega, y, z) + a_i h(z), \]
where \( a = (a_1, ..., a_n) \). We choose the term unidirectional to reflect the fact that all of the quadratic growth in \( f \) “points” in the direction of \( a \in \mathbb{R}^n \).

Here is the main result regarding unidirectional quadratic drivers.

**Theorem 6.19.** Suppose that \( \xi \in L^\infty \) and \( f \in U(L) \cap A(\rho, \{a_m\}) \). Then, there exists a unique solution \( (Y, Z) \in S^\infty \times bmo \) to (6.1), which satisfies the estimates
\[ \| Y \|_{S^\infty} + \| Z \|_{bmo} \leq C, \quad C = C(\| \xi \|_{L^\infty}, \rho, \{a_m\}). \]
If in addition \( \xi \in D^{1,\infty} \), then we have
\[ \| Z \|_{L^{\infty,\infty}} \leq C, \quad C = C(L, \| \xi \|_{L^\infty}, \| D \xi \|_{L^{\infty,\infty}}, \rho, \{a_m\}). \]

**Remark 6.20.** As with Theorem 6.9, it is possible in Theorem 6.19 to remove the smoothness assumptions on \( g \) through an approximation argument, and it is also possible to assume that \( g \) is merely sub-quadratic, rather than Lipschitz.

The rest of this subsection is devoted to a proof of Theorem 6.19. We note that most of the arguments are very similar to the arguments in subsection 6.1.2 (with Proposition 5.6 replacing 5.5 and Lemma 6.6 replacing Proposition 6.12), and thus will be abbreviated.
6.2.1. Existence with smooth terminal condition.

**Proposition 6.21.** Suppose that \( \xi \in \mathbb{D}^{1,\infty} \) and \( f \in \mathbf{U}(L) \cap \mathbf{A}(\rho, \{ a_m \}) \). Then, there exists a unique solution \((Y, Z) \in S^\infty \times \text{bmo}\) to (6.1), which satisfies the estimates

\[
\|Y\|_{S^\infty} + \|Z\|_{\text{bmo}} \leq C, \quad C = C(\|\xi\|_{L^\infty}, \rho, \{a_m\}),
\]

\[
\|Z\|_{L^{\infty,\infty}} \leq C, \quad C = C(L, \|\xi\|_{L^\infty}, \|D\xi\|_{L^{\infty,\infty}}, \rho, \{a_m\}).
\]

**Proof.** Let \( g, h, \) and \( a \) be as given in the definition of unidirectional quadratic driver. We begin by selecting a sequence \( \phi_k \) of maps \( \phi_k : (\mathbb{R}^d)^n \to (\mathbb{R}^d)^n \) with the following properties.

- \( \phi_k \) is smooth, radial, and 1-Lipschitz, bounded, and such that \( |\phi_k(z)| \leq |z| \).
- \( \phi_k \) is equal to the identity on \( B_k(0) \subset (\mathbb{R}^d)^n \).

We then define a sequence of drivers \( f^k \) by

\[
f^k(t, \omega, y, z) = g(t, \omega, y, \phi_k(z)) + ah(\phi_k(z)).
\]

Then for each \( k \), \( f^k \) is Lipschitz in \( y \) and \( z \), and so standard theory for Lipschitz BSDEs gives us a solution \((Y, Z) \in S^\infty \times \text{bmo}\) to the equation

\[
Y_t = \xi + \int_t^T f^k(\cdot, Y^k, Z^k) \, dt - \int_t^T Z^k \, dB.
\] (6.6)

The properties of \( \phi_k \) and the fact that \( f \in \mathbf{A}(\rho, \{a_m\}) \) show that each \( f^k \in \mathbf{A}(\rho, \{a_m\}) \), as well. Indeed, we simply check that

\[
a^T_m f^k(t, \omega, y, z) = a^T_m f(t, \omega, y, \phi_k(z)) \leq \rho + \frac{1}{2} |a^T_m \phi_k(z)|^2 \leq \frac{1}{2} |a_m^T z|^2
\]

where the last inequality comes from the fact that \( \phi_k \) is radial and \( |\phi_k(z)| \leq |z| \). Thus Lemma 6.6 gives the existence of a constant \( C = C(\|\xi\|_{L^\infty}, \rho, \{a_m\}) \) such that

\[
\sup_k \left( \|Y^k\|_{S^\infty} + \|Z^k\|_{\text{bmo}} \right) \leq C.
\]

Now for \( \theta \leq t \), we take the Malliavin derivative of (6.3) (as justified by Proposition 5.3 of [EKPQ97]). We get

\[
D_\theta Y_t = D_\theta \xi + \int_t^T \left( \alpha^k_s Y_s + (A^k_s + \Delta A^k_s) D_\theta Z^{(k)}_s + \beta^k_s \right) \, dt - \int_t^T D_\theta Z^k_s \, dB_s,
\] (6.7)

where

\[
\alpha^k = \frac{\partial g}{\partial y}(\cdot, Y^{(k)}, Z^{(k)}), \quad \beta^k = Dg^k(\cdot, Y^{(k)}, Z^{(k)}),
\]

\[
A^k = ab^k_T, \quad \Delta A^k = \frac{\partial g}{\partial z}(\cdot, Y^{(k)}, Z^{(k)}),
\]

and

\[
\|b^k\|_{\text{bmo}} + \|\alpha^k\|_{L^{\infty,\infty}} + \|\beta^k\|_{L^{\infty,\infty}} \leq C, \quad C = C(\|\xi\|_{L^\infty}, L, \rho, \{a_m\}).
\]

Propositions 5.6 and 5.8 thus show that that BSDE(\( A \)) is strongly well-posed in \( S^\infty \), with \( \|S_A\|_{\infty,s} \leq C, \quad C = C(\|\xi\|_{L^\infty}, L, \rho, \{a_m\}) \). The rest of the argument proceeds as in the proof of 6.13. \( \square \)
6.2.2. Proof of Theorem 6.19.

**Proposition 6.22.** Suppose that $f \in U(L)$ and $\xi, \xi' \in L^\infty$. Suppose further that $(Y, Z), (Y', Z') \in S^\infty \times bmo$ solve (6.1) with terminal conditions $\xi$ and $\xi'$, respectively. Then we have

$$\|\Delta Y\|_{S^\infty} + \|\Delta Z\|_{bmo} \leq C \|\Delta \xi\|_{L^\infty}, \quad C = C(L, \max\{\|Z\|_{bmo}, \|Z'\|_{bmo}\}),$$

where $\Delta Y = Y - Y'$, $\Delta Z = Z - Z'$, and $\Delta \xi = \xi - \xi'$.

**Proof.** We write

$$\Delta Y = \Delta \xi + \int_T^T (g(\cdot, Y^{(1)}), Z^{(1)}) - g(\cdot, Y^{(1)}, Z^{(1)}) + a(h(Z^1) - h(Z^2)) - \int_T^T \Delta Z dB$$

$$= \Delta \xi + \int_T^T (\alpha \Delta Y + (A + \Delta A)\Delta Z)dt - \int_T^T Z dB,$$

where

$$\alpha = \frac{\Delta g}{\Delta Y}, \quad \Delta A = \frac{\Delta g}{\Delta Z}, \quad A = ab^T, \quad b = \frac{\Delta h}{\Delta Z}.$$  

The rest of the proof is the same as that of Proposition 6.14, with Proposition 5.6 taking the place of Proposition 5.5. \qed

**Corollary 6.23.** If $f \in U$ and $\xi \in L^\infty$, then there is at most one solution $(Y, Z) \in S^\infty \times bmo$ to (6.1).

**Proposition 6.24.** Suppose that $f \in U(L)$ and $\xi, \xi' \in L^\infty$. Suppose further that $(Y, Z), (Y', Z') \in S^\infty \times bmo$ solve (6.1) with terminal conditions $\xi$ and $\xi'$, respectively. Then there are constants $q^* = q^*(\max\{\|Z\|_{bmo}, \|Z'\|_{bmo}\})$ such that, for each $q > q^*$, we have

$$\|\Delta Y\|_{S^q} + \|\Delta Z\|_{L^{2,q}} \leq C_q \|\Delta \xi\|_{L^q}.$$  

**Proof.** Once again, the proof is the same as in the quadratic-linear case (Proposition 6.16) with Proposition 5.6 replacing Proposition 5.5. We omit the details. \qed

Now we complete the proof of Theorem 6.19.

**Proof.** Uniqueness follows from Corollary 6.23. For existence, we choose a sequence $\xi^k \in D^{1,\infty}$ such that $\sup_k \|\xi_k\|_{L^\infty} \leq \|\xi\|_{L^\infty}$ and $\xi^k \overset{L^\infty}{\to} \xi$ for each $q > 1$. Let $(Y^{(k)}, Z^{(k)}) \in S^\infty \times bmo$ be the unique solution (whose existence is guaranteed by Proposition 6.13) to the equation

$$Y^{(k)} = \xi^k + \int_T^T f(\cdot, Y^{(k)}, Z^{(k)})dt - \int_T^T Z^{(k)} dB.$$

Lemma 6.6 shows that since $\sup_k \|\xi_k\|_{L^\infty} \leq \|\xi\|_{L^\infty}$, we have

$$\sup_k \left(\left\|Y^{(k)}\right\|_{S^q} + \left\|Z^{(k)}\right\|_{bmo}\right) \leq C, \quad C = C(\|\xi\|_{L^\infty}, \rho, \{a_m\}).$$

The remainder of the proof is the same as that of Theorem 6.9, with Proposition 6.24 playing the role of Proposition 6.16. \qed
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