Design of a dual-issue RISC-V processor
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Abstract. A dual-issue 32-bit RISC-V processor is designed and reported. In order to evaluate the performance of the dual-issue processor, a single-issue processor based on the open source RISC-V instruction set architecture is first designed for reference and it is also the base of the dual-issue processor. The single-issue reference processor, which has a 5-stage pipeline, supports base integer instruction set, integer multiplication and division and compressed instructions, has passed the corresponding functional and compliance tests. The dual-issue processor extends the pipeline to dual-issue and introduces additional processing to solve data hazards in the pipeline. The evaluated result of the dual-issue processor shows that it has significant performance improvement than the single-issue processor.

1. Introduction
Designed by University of California at Berkeley, RISC-V is an open source instruction set architecture (ISA) for various application scenarios[1]. Since its release in 2014, RISC-V has received the attention and participation of many well-known universities and research institutions, and the ecosystem of RISC-V has gradually improved[2-3]. But we are aware that most RISC-V cores like Rocket Core, CAV6 and CV32E40P are designed with a single-issue architecture[4-6]. In this work, a single-issue core is designed first and then the core to is extended dual-issue for exploring the pipeline extension process and the performance difference between the single-issue and dual-issue processor.

2. Design of the Processor

2.1. The Single-Issue Processor
First, an in-order 5-stage pipeline single-issue processor is designed with the support of RV32IMC. The architecture of the processor is shown in Fig.1.

![Fig.1 The architecture of the single-issue processor](image)
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The 5-stage pipeline in the processor is divided into instruction fetch (IF) stage, instruction decode (ID) stage, execute (EX) stage, memory access (Mem) stage and write back (WB) stage. In addition, the processor also has control unit and control and status register (CSR).

The processor is a 32-bit single-issue processor, which means that the maximum length of the data the IF stage should fetch from I-cache is 32-bit. In this design, the IF stage keeps fetching 32-bit data from I-cache to simplify the logic. The ID stage implements a 16-bit decoder and a 32-bit decoder. The two decoders work parallelly so that the decoding process can be done within one cycle. The ID stage also gives the IF stage a feedback to control the next instruction’s start address. When a 16-bit instruction is detected in ID, the next program counter (PC) should be plus 2, and a flush signal will be triggered to clear the default PC value. When a 32-bit instruction appears, the PC should be plus 4. The ID stage also has a data hazard unit connected to the next three stages to eliminate data hazards in the pipeline. The EX stage implements the operation required by the RV32I and M instruction extension. The Mem stage connects to the cache to execute memory access instructions. The cache that the Mem stage connects is a memory model and it is not synthesizable. The Wb stage connects to the Regfile for writing back the data. The control unit monitors the pipeline and stalls or (and) flushes the pipeline if it is needed. The CSR unit monitors the exception and traps in the pipeline. And the registers that machine-level ISA requires are implemented in the CSR.

2.2. The extension of the Single-Issue Processor

Then the single-issue core to is extended a dual-issue core. The architecture of the extended processor is shown as Fig.2. The processor keeps the original 32-bit, 5-stage pipeline. And the function of each stage is also the same as the single-issue one. The original modules are reused as much as possible to reduce the extension cost and save the time for expansion.

2.3. Changes in the Dual-Issue Processor

(1) IF and ID Stage

Compared with the single-issue processor, the length of data the IF stage fetches is doubled to 64 bits. With the extended processor supporting mixed 16/32-bit instruction decoding, IF stage may encounter 16/16-bit instructions, 16/32-bit instructions, 32/16-bit instructions, and 32/32-bit instructions when fetching instructions. The four situations correspond to PC+4/+6/+6/+8. Another improvement is that the original core needs a flush when a 16-bit instruction is detected but the dual-issue core do not require flushing the pipeline.

The ID stage is shown as Fig.3, has tripled in scale. For realizing the decoding of 16/32-bit mixed instructions, three 16-bit instruction decoders and 32-bit instruction decoders are implemented in this design. The three 16-bit instruction decoders read bits 0-15, 16-31 and 32-47 of the 64-bit instruction
sent by ID stage, and the three 32-bit instruction decoders read bits 0-31, 16-47 and 32-63. All the decoders are hard-wired to realize fast 16/32-bit mixed instruction decoding with simple selection logic.

(2) EX Stage
The EX stage is shown as Fig.4. The number of execution unit (EXU) in the EX stage is increased to two. Due to the increase of the EXUs in the EX stage, data hazard in the stage will occur. To solve the data hazards, a data hazard detection unit is introduced in the EX stage, which can lead the output of the EXU 0 as the input of the EXU 1. The data hazard detection unit has a negative impact on the timing performance, but the impact is not great.
(3) Data Hazards in the Dual-Issue Pipeline
The data hazard unit in the ID stage is designed for dealing with the read after write (RAW) data hazard. It receives the current instruction’s source register’s data and address information from the decoding unit, and it also receives the target register’s address and data information from the EX stage, the Mem stage, and the Wb stage. When the address of the source register in the ID stage is the same as the destination register address of the instruction in the next three stages, it is proved that a RAW data hazard in the pipeline has occurred. The data in the latter three stations will be fetched to the ID stage and replaces the origin data read from the Regfile.

The data hazard unit located in the ID stage cannot handle if the data hazard appears in one stage, because data hazard unit cannot get the instruction’s result in the ID stage. For this reason, an extra data hazard unit is added in the EX stage to control the second ALU’s operand. But if load is the first instruction in EX stage, both data hazard unit cannot get the result until the Mem stage reads from the cache. In this situation, there will be an instruction separation which is described below.

(4) The instruction separation
In this design, the back end can only process one instruction under certain circumstances, so it needs to match the speed of the front end. The speed of the front end in this processor is always greater than or equal to the speed of the back end. Therefore, for saving area, it is not necessary to implement a buffer in front of the EX stage, separating the two issued instructions before sending to the EX stage is a better way. In this design, the instructions are judged in the decoding unit, and an additional control signal is added. The registers between ID and EX stage performs the separate operation of the two instructions, and the two instructions are sent separately with nop. The waveform is shown as the Fig.5.

3. The analysis

3.1. Functional Verification
The design uses Icarus Verilog to verify the correctness by running the official test program. Each test program contains a number of functions for the test instruction. If all the functions are running correctly, it will jump to the pass function, and if an error occurs in any test function, it will jump to the fail function. Therefore, the assertion can be used to determine whether the program is executed correctly and finally jump to the pass function section correctly. Fig.6 shows part of the functional test results, and the left side is the result of the single-issue processor, the right side is the dual-issue processor’s result. Both the processors can pass the tests, and the dual-issue processor is noticeably faster.

3.2. The Performance
The total cycles for the two processors to run the test program are summed up, and the result is shown as Fig.7. The result shows that the dual-issue processor is about 80% faster than the single-issue processor. However, it should be noted that the cache in this design is a behavioral model, so the negative impact on performance caused by the cache read time and cache misses in the memory access instruction is ignored in the simulation results. In actual situations, due to these negative effects and the existence of branch instructions, the actual performance improvement will be lower.

3.3. The Synthesis
Both the processors are synthesized by Synopsys Design Compiler with a 0.13um library. The cache is removed before the synthesis. The result is shown as Fig.8. The maximum clock speed of the dual-issue core is 17% slower than the single-issue core, which is shown as Fig.8(a). The power is about the same.
between the two processors and the result is shown as Fig. 8(b). And the area of the dual-issue processor is about 58% larger which is shown as Fig. 8(c).

![Fig.6 Test result of the two processor](image)

![Fig.7 Cycles for running test programs of the two processor](image)
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4. Conclusion

In this work, a single-issue processor is designed, and then it is extended to a dual-issue processor. The extended processor benefits from being able to process more instructions at the same time, and its performance has been significantly improved. However, the negative impact of the memory system on performance is ignored in this article. If there is a memory-bound bottleneck, the performance gains brought by dual-issue may be significantly reduced. In the process of extension, although the expanded processor is still a in-order processor, the most noteworthy thing in the extension process is still the problem of data hazards and instruction conflict in the pipeline. The processor in this design can further improve performance by implementing dynamic branch prediction, expanding the back-end, and supporting out-of-order execution.
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