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Abstract

In the current work we introduce a novel estimation of distribution algorithm to tackle a hard combinatorial optimization problem, namely the single-machine scheduling problem, with uncertain delivery times. The majority of the existing research coping with optimization problems in uncertain environment aims at finding a single sufficiently robust solution so that random noise and unpredictable circumstances would have the least possible detrimental effect on the quality of the solution. The measures of robustness are usually based on various kinds of empirically designed averaging techniques. In contrast to the previous work, our algorithm aims at finding a collection of robust schedules that allow for a more informative decision making. The notion of robustness is measured quantitatively in terms of the classical mathematical notion of a norm on a vector space. We provide a theoretical insight into the relationship between the properties of the probability distribution over the uncertain delivery times and the robustness quality of the schedules produced by the algorithm after a polynomial runtime in terms of approximation ratios.

1 Introduction

Scheduling problems naturally arise in a number of disciplines, for instance, in computer science and in operations research. Most scheduling problems are NP-hard and, therefore, no efficient algorithms exist to find an optimal solution for them unless P=NP (see [14]). In order to obtain some satisfactory solutions to such problems, evolutionary algorithms (EAs) are widely applied. A popular NP-hard scheduling problem will be discussed in the paper, which is the so-called single machine scheduling problem where \( n \) jobs, each having their own release times, processing times and delivery times have to be processed on a single machine without preemption.

Current research in EAs for scheduling in uncertain environments shares the following drawback: the EAs for solving scheduling problems are designed to seek a single solution to scheduling in a random environment based on some kind of a notion of the best suited robust schedule (see surveys [15, 2]). For example, in [10] surrogate notion of robustness of a solution to a single machine scheduling problem in uncertain environments has been introduced. According to [10], “a schedule whose performance does not significantly degrade in the face of disruption is called robust”. Mathematically, robustness of a given schedule constructed on a fixed instance of a problem is compared in terms of expected values of the deviations from the performance of the schedule due to random changes in the environment.

We believe a single solution is not sufficiently informative in the uncertain environments in the sense that it does not reflect the scenario in real world. A single optimal solution only corresponds to a special situation, such as the most probable situation or, even worse, just some kind of an average among all possible situations.
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Unlike the previous investigators, we aim to explore an entire set of solutions which correspond to potentially different situations in a random environment. The primary objective of our EA is to produce a population of ordered tuples of the form \((\text{instance, schedule, other information})\) such that

1. The instances contained within the individuals in the final generation (i.e. after finishing the run of the algorithm) are, in a certain sense to be made precise later, the most suitable instances on which “robust” schedules should be constructed.

2. After the EA finishes it’s run, with high probability, a randomly selected instance will be “sufficiently close” to at least one of the instances contained within the individuals in the final population so that the robust schedule constructed on that instance would then be also be sufficiently good for the corresponding randomly sampled instance.

As mentioned in [23], in uncertain environments there are two phases: one is a training phase when the machine simulates the trials with the aim of making decisions later, while the next phase is the actual decision making in a practical situation. The time complexity during the training phase is not required to be nearly as fast as the time complexity while making a decision on a “sufficiently good” solution in a practical situation. In the current article, we are going to pin down the crucial properties of the unknown probability distributions for which our EA performs well in polynomial runtime. Furthermore, we explain theoretically how to tune the parameters of our EA given heuristically estimated or expert knowledge about the properties of the unknown probability distributions. An EA of the type we propose is known as an EDA (estimation of distribution algorithm). The main difference between EDAs and most conventional evolutionary algorithms is that evolutionary algorithms generate new candidate solutions using an implicit distribution defined by one or more variation operators, whereas EDAs use an explicit probability distribution encoded by a Bayesian network, a multivariate normal distribution, or another model class. In the current article, the probability distribution guiding the search is the one on the uncertain parameters of the problem: the delivery times in a single machine scheduling problem. In recent years EDAs have gained significant popularity: see, for instance, [20] and [17].

Once the EDA has finished running, if we are given polynomially many parallel processors, one can check in linear runtime which individual in the final population contains a “sufficiently good” schedule. A precise meaning of “sufficiently good” is provided in terms of the classical notion of approximation ratios (see [1]).

The remainder of the paper is organized as follows. In Section 2 we provide a substantial literature review related to EA-based applications for scheduling problems in deterministic as well as in uncertain environments. In Section 3 we introduce the classical single machine scheduling problem. In Section 4 single machine scheduling problem with uncertain delivery times is introduced and an important theoretical link between the “maximum of absolute values of coordinates”-norm and the notion of robustness is established. In Section 5 we describe the EDA in detail. Section 6 is devoted to the theoretical analysis of the novel EDA and Section 7 summarizes the results and suggests future work.

2 Literature Review

2.1 Literature Review of EA-based Applications to Scheduling problems in Deterministic Environments

EAs have been widely applied to tackle the single machine scheduling problem for over two decades. For example, an approach for solving the single machine scheduling problem with an objective to minimize the flow time variance based on genetic algorithms has been proposed in [13] as far back in time as in the early 1990s. In order to improve the efficiency, most EAs employ different search strategies. For example, a memetic algorithm for the total tardiness single machine scheduling problem with due dates has been proposed in [8]. Several recombination operators, local improvement procedure and several neighborhood reduction schemes have been used. Genetic algorithms with four types of crossover operators and three types of mutation operators plus local search have been proposed in [22]. A discrete differential evolution algorithm has been exploited to tackle the single machine total weighted tardiness problem in [24]. The algorithm combined constructive heuristics such as the well-known NEH heuristic and greedy randomized adaptive search procedure as well as some priority rules. Single machine scheduling problem with the objective of
minimizing the maximal lateness has been considered in [21]. A hybrid genetic algorithm with the combination of different local search neighborhood structures has been exploited.

A few articles have been devoted to comparing different types of EAs. They claimed that some EAs are superior to others. Approaches based on evolutionary strategies, simulated annealing and threshold acceptance for solving the problem of scheduling a number of jobs on a single machine against a restrictive common due date have been compared in [7]. It has been concluded that a new variant of threshold acceptance is superior to the other approaches. A genetic algorithm, a simulated annealing approach, local search methodology, branch-and-bound algorithm, and ant colony optimization algorithms, for solving a single machine scheduling problem have been compared in [9]. Their results indicated that ant colony optimization is competitive and has a certain advantage on larger problems. About the only article proposing a rigorously established polynomial-time approximation scheme for a single machine scheduling problem based on an evolutionary algorithm appears in [18].

All of the literature discussed above assumes that all of the parameters (for example, setup times, processing times, release dates, due dates and other parameters) are deterministic. Nonetheless, in the real world situations, a number of scheduling tasks involve some degree of uncertainty. For example, the delivery time of groceries is affected by uncertain traffic; the arrival time of an airplane is delayed by uncertain weather etc. A more reasonable model would be to consider some of the parameters as the random variables on the probability space of all possible practical scenarios. The relevant literature review appears in the next subsection.

2.2 Literature Review of EA-based Applications to Scheduling problems in Uncertain Environments

In recent years, EAs have been emerging as a successful tool to cope with optimization problems in uncertain environments. A comprehensive review on the topic appears in [15,2]. Currently there are two main approaches to handle the uncertainty in EAs: one is based on probability theory and the other one on fuzzy set theory.

The more popular approach to deal with uncertainty is based on probability theory. The goal is to optimize the expectation of an objective function with certain random inputs. For example, a genetic algorithm for solving stochastic job-shop scheduling problems has been proposed in [26]. [12] constructed a parallel quantum genetic algorithm for the stochastic job shop scheduling problem with the objective of minimizing the expected value of makespan, where the processing times are subjected to independent normal distributions. [25] solved the logistics center location and allocation problem under uncertain environment using enumeration method, and genetic algorithm. Both, the deterministic optimization model and a two-stage stochastic optimization model have been considered. A competitive co-evolutionary quantum genetic algorithm for a stochastic job shop scheduling problem with the objective to minimize the expected value of makespan has been proposed in [11].

Multi-objective EAs are also used in the study of scheduling in uncertain environment. For example, [10] investigated multi-objective stochastic job shop scheduling problem. [4] presented the non-dominated sorting genetic algorithm for hybrid flow shop scheduling with uncertain due date in a normal distribution.

Fuzzy set theory provides an alternative way of handling the uncertainty. For example, [19] proposed a multi-objective genetic algorithm to deal with a real-world fuzzy job shop scheduling problem. Fuzzy sets are used to model uncertain due dates and processing times of jobs.

3 Single Machine Scheduling Problem in Deterministic Environments

3.1 A Preliminary Description of the Single-Machine Scheduling Problem

The presentation in this subsection closely resembles that in [14]. The single machine scheduling problem is well-known to be NP-hard (see [14]). In the classical form it can be described as follows. Suppose we have a sequence of n jobs $J = \{J_i\}_{i=1}^n$ where each job $J_i$ must be processed without interruption for a time $p_i > 0$
on the same machine. A job \( J_i \) is released at time \( r_i \geq 0 \) associated with it and it becomes available for processing only at the time \( r_i \) and any time after as long as the machine is not occupied at the time being. As soon as a job \( J_i \) has finished processing it is sent for delivery immediately. Notice that the jobs are allowed to be delivered in parallel without any restriction, yet they can be processed only sequentially. A specific job \( J_i \) has its own delivery time \( q_i \). Here we assume that there is no restriction on the total number of jobs being delivered simultaneously\(^1\). Informally speaking, our objective is to find a reordering of the sequence \( \{J_i\}_{i=1}^n \) of jobs which minimizes the minimal time when all of the jobs have just been delivered, referred to as the maximal latency of the schedule. In order to understand the problem better and to design efficient algorithms, it is necessary to describe the notions of “reordering”, “maximal lateness of a schedule”, the “minimal maximal lateness” of an instance of the single machine scheduling problem, etc. in more detail. This will be the subject of the next subsection.

3.2 A Detailed Description of the Main Objectives of the Single-Machine Scheduling Problem.

A formal mathematical formulation of reordering can be given in terms of a permutation of the indices, \( \pi \) on \( \{1, 2, \ldots, n\} \). Every such permutation defines a new ordering in which the jobs are to be processed, \( \pi = \{J_{\pi(i)}\}_{i=1}^n \) (i.e. a new schedule with respect to the originally given schedule determined by the permutation \( \pi \)). As soon as the job \( \pi(1) \) is released at the time \( r_{\pi(1)} \) it starts getting processed and it takes time \( p_{\pi(1)} \) to process the job \( J_{\pi(1)} \). We denote by \( s_{\pi(1)} = r_{\pi(1)} \) the starting time of the job \( J_{\pi(1)} \). Since the processing time of the job is \( p_{\pi(1)} \), the machine is not available until it has finished processing the job \( J_{\pi(1)} \) at the time \( s_{\pi(1)} + p_{\pi(1)} \). As soon as the job \( J_{\pi(1)} \) has been processed, it is immediately sent for delivery and it takes time \( q_{\pi(1)} \) to deliver the job \( J_{\pi(1)} \). Thus the job \( J_{\pi(1)} \) is delivered at the time \( s_{\pi(1)} + p_{\pi(1)} + q_{\pi(1)} \). At the same time as the job \( J_{\pi(1)} \) has been sent for delivery, i.e. at the time \( s_{\pi(1)} + p_{\pi(1)} \), the machine becomes available and, if the job \( J_{\pi(2)} \) is available at the time \( s_{\pi(1)} + p_{\pi(1)} \), i.e. if \( r_{\pi(2)} < s_{\pi(1)} + p_{\pi(1)} \) it starts getting processed. Otherwise, the job \( J_{\pi(2)} \) starts getting processed at the time \( r_{\pi(2)} \). Thus, the starting time of the job \( J_{\pi(2)} \) is \( s_{\pi(2)} = \max\{s_{\pi(1)} + p_{\pi(1)}, r_{\pi(2)}\} \). Continuing in this manner recursively, the starting time \( s_{\pi(i+1)} \) of the job \( J_{\pi(i+1)} \) is \( \max\{s_{\pi(i)} + p_{\pi(i)}, r_{\pi(i)}\} \) while the time when the job \( J_{\pi(i)} \) has been delivered is \( s_{\pi(i)} + p_{\pi(i)} + q_{\pi(i)} \). In case when \( r_{\pi(i)} > s_{\pi(i)} + p_{\pi(i)} \) we say that the machine is idle before the job \( J_{\pi(i+1)} \) has started processing. The maximal lateness of the schedule \( \pi \) is defined as \( J_{\pi}^{\text{max}} = \max_{1 \leq i \leq n}\{s_{\pi(i)} + p_{\pi(i)} + q_{\pi(i)}\} \), i.e. the time when all the jobs have just been delivered. In summary we are given a sequence of \( n \) ordered triplets \( \{J_i\}_{i=1}^n \) with each \( J_i = (r_i, p_i, q_i) \) that stand for release time, processing time and delivery time of the job \( J_i \) respectively. The minimal maximal lateness of the instance \( J \) of the single-machine scheduling problem, denoted by \( J^* \), is defined as

\[
J^* = \min\{J_{\pi}^{\text{max}} \mid \pi \text{ is a permutation on } \{1, 2, \ldots, n\}\}.
\]

The goal of the single-machine scheduling problem can now be reformulated rigorously as follows. We aim to find a permutation \( \sigma \) on \( \{1, 2, \ldots, n\} \) such that \( J_{\sigma}^{\text{max}} = J^* \).

Since the problem is NP-hard, one hopes to find a “satisfactory” solution in polynomial runtime. The notion of a “satisfactory” solution is often given in terms of an approximation ratio up to a given factor \( r \geq 1 \) (see, for instance, \([14]\)). This means that we aim to find a schedule \( \pi \) such that \( J_{\pi}^{\text{max}} \leq r \). Of course, it is desirable to make \( r \) as close to 1 as practically feasible. Despite the single-machine scheduling problem is NP-hard, it is, as described in \([14]\), “one of the easiest NP-hard problems” in the sense that there exists a polynomial-time approximation scheme for it. This means that there is an algorithm, call it \( A \), such that \( \forall \epsilon > 0 \exists \alpha \) sufficiently large \( B(\epsilon) \in \mathbb{N} \) with the property that after at most \( n^{B(\epsilon)} \) time steps the algorithm \( A \) finds a permutation-schedule \( \sigma \) on \( \{1, 2, \ldots, n\} \) with \( J_{\sigma}^{\text{max}} \leq 1 + \epsilon \). Several polynomial-time approximation schemes for the single-machine scheduling problem can be found in the literature (see \([14]\) for details). A polynomial time approximation scheme for the single-machine scheduling problem based on an evolutionary algorithm can be found in \([18]\).

\(^1\)It has been explicitly shown in \([14]\) that the setting above is equivalent to the model with due dates in place of the delivery times via a simple linear change of variables, yet the model with delivery times is a lot better suitable for the algorithm design and analysis.

\(^2\)Notice that it makes no sense to wait as long as both, the machine and the job to be scheduled next, are available

\(^3\)Of course, \( B(\epsilon) \to \infty \) as \( \epsilon \to 0 \) (or, equivalently, as the approximation ratio \( r = 1 + \epsilon \to 1 \)).
4 Single Machine Scheduling Problem in Uncertain Environments

In the current section, we describe the single machine scheduling problem in uncertain environments and introduce a novel methodology to cope with the uncertainty.

4.1 Mathematical Framework and Notation

In this article we will assume that the delivery times are random variables drawn from an unknown probability distribution while the processing times and the release times are fixed throughout the problem. Thus, every instance of the single machine scheduling problem of size \( n \), can be written as \( \theta = (J(\theta)_1, J(\theta)_2, \ldots, J(\theta)_n) \) with \( J(\theta)_i = (r_i, p_i, q(\theta)_i) \) where \( r_i \) and \( p_i \) are fixed over the entire space of instances of the single-machine scheduling problem of size \( n \), while \( q(\theta)_i \)'s are drawn from an unknown probability distribution. Since all instances of size \( n \) share common release times and processing times, they are fully determined by the \( n \)-dimensional delivery times vectors or, also referred to as vectors of delivery times,

\[
\bar{q}(\theta) = (q(\theta)_1, q(\theta)_2, \ldots, q(\theta)_n) \in [0, \infty)^n \subseteq \mathbb{R}^n.
\]

The following definition will be convenient throughout the remainder of the article.

**Definition 1.** Suppose we are given a vector \( \bar{v} = (v_1, v_2, \ldots, v_n) \in [0, \infty)^n \). We will say that the vector \( \bar{v} \) induces the instance of the single machine scheduling problem \( \theta \) or, alternatively, that the instance of the single machine scheduling problem \( \theta \) is induced by the vector \( \bar{v} \) if delivery times vector of the instance \( \theta \), namely \( \bar{q}(\theta) = \bar{v} \). In particular, every instance of the single machine scheduling problem of size \( n \) is induced by its vector of delivery times.

Recall from Section 1 that robustness of a schedule plays a crucial role in uncertain environments. Consider now the \( \| \cdot \|_\infty \) on \( \mathbb{R}^n \) that’s traditionally defined as the maximal absolute value over all coordinates. More precisely, for a vector \( \bar{x} = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \), \( \| \bar{x} \|_\infty = \max_{1 \leq i \leq n} |x_i| \). In the next subsection we are going to present two very simple, yet rather powerful facts that relate robustness of schedules to the \( \| \cdot \|_\infty \).

4.2 Exhibiting a Strong Link Between Robustness of Schedules and the Infinity Norm

In the current subsection we will demonstrate that the minimal maximal lateness, treated as a non-negative valued function from \([0, \infty)^n \to \mathbb{R}\) is Lipschitz-continuous with respect to the \( \| \cdot \|_\infty \) norm on \( \mathbb{R}^n \) and the Lipschitz constant is \( 1 \). Furthermore, the optimal solutions (i.e. permutation-schedules) for a given instance of the single-machine scheduling problem, call it \( \theta \), exceed the minimal maximal lateness of any other instance \( \gamma \) by at most \( \| \bar{q}(\theta) - \bar{q}(\gamma) \|_\infty \). Before proceeding any further, we point out the following simple observation that will be useful throughout the current section.

**Remark 1.** Given a permutation-schedule \( \pi \) and instances \( \theta_1 \) and \( \theta_2 \) of the single-machine scheduling problem having identical release times and processing times for all the jobs, denote the corresponding jobs as \( J(\theta_1)_{\pi(i)} = (r_{\pi(i)}, p_{\pi(i)}, q(\theta_1)_{\pi(i)}) \) and \( J(\theta_2)_{\pi(i)} = (r_{\pi(i)}, p_{\pi(i)}, q(\theta_2)_{\pi(i)}) \). Since the schedule \( \pi \) has already been selected, the starting times of all the jobs in the schedule depend only on the release times and the processing times but not on the delivery times according to the definition of the single-machine scheduling problem. It then follows that the starting times \( s_{\pi(i)} \) are the same for both instances, \( \theta_1 \) and \( \theta_2 \).

Remark 1 motivates the crucial observation mentioned above.

**Proposition 1.** Suppose we are given two instances \( \theta_1 \) and \( \theta_2 \) of the single-machine scheduling problem of size \( n \) that have identical release dates and processing times for all the jobs, but the delivery times may be distinct. Then it follows that \( \forall \) permutation-schedule \( \pi \) we have \( |J(\theta_1)_{\pi}^{\text{max}} - J(\theta_2)_{\pi}^{\text{max}}| \leq \|\bar{q}(\theta_1) - \bar{q}(\theta_2)\|_\infty \). Consequently, if \( \sigma \) is a permutation-schedule achieving the maximal lateness of the instance \( \theta_1 \) then \( |J(\theta_1)_{\sigma}^{\text{max}} - J(\theta_2)_{\sigma}^{\text{max}}| \leq \|\bar{q}(\theta_1) - \bar{q}(\theta_2)\|_\infty \) and, symmetrically, if \( \rho \) is a permutation-schedule achieving the maximal lateness of the instance \( \theta_2 \) then \( |J(\theta_2)^* - J(\theta_1)_{\rho}^{\text{max}}| \leq \|\bar{q}(\theta_1) - \bar{q}(\theta_2)\|_\infty \). In particular, \( |J(\theta_1)^* - J(\theta_2)^*| \leq \|\bar{q}(\theta_1) - \bar{q}(\theta_2)\|_\infty \).
Proof. Indeed, let \( \pi \) be a permutation schedule and consider the job \( J_{\pi(i)} = (r_{\pi(i)}, p_{\pi(i)}, q_{\theta_1\pi(i)}) \) which achieves the maximal lateness of the permutation-schedule \( \pi \) on the instance \( \theta_1 \), namely, \( J_{\pi(i)}^{\max} \). According to Remark 1, the starting times of all the jobs, \( s_{\pi(i)} \) are also identical. Then, by definition of the maximal lateness of a schedule, it follows that

\[
J(\theta_1)^{\max} = s_{\pi(i)} + p_{\pi(i)} + q_{\theta_1\pi(i)} \quad \text{by definition of } \| \cdot \|_{\infty}
\]

\[
\leq \| q_{\theta_1} - q_{\theta_2} \|_{\infty}
\]

\[
s_{\pi(i)} + p_{\pi(i)} + (q_{\theta_2\pi(i)} + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}) = \]

\[
= (s_{\pi(i)} + p_{\pi(i)} + q_{\theta_2\pi(i)}) + \| q_{\theta_1} - q_{\theta_2} \|_{\infty} \leq \]

\[
\text{by definition of } J(\theta_2)^{\max} \quad J(\theta_2)^{\max} + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}.
\]

In summary, we have shown that \( \forall \) permutation schedule \( \pi \) we have

\[
J(\theta_1)^{\max} \leq J(\theta_2)^{\max} + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}. \tag{1}
\]

Interchanging the roles of \( \theta_1 \) and \( \theta_2 \) in (1) immediately implies

\[
J(\theta_2)^{\max} \leq J(\theta_1)^{\max} + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}. \tag{2}
\]

A combination of (1) and (2) is precisely the first desired conclusion that

\[
|J(\theta_1)^{\max} - J(\theta_2)^{\max}| \leq \| q_{\theta_1} - q_{\theta_2} \|_{\infty}.
\]

The next two conclusions are apparent within the statement of the theorem. To see the last conclusion that

\[
|J(\theta_1)^* - J(\theta_2)^*| \leq \| q_{\theta_1} - q_{\theta_2} \|_{\infty},
\]

let \( \sigma \) be a permutation-schedule achieving the maximal lateness of the instance \( \theta_1 \) and \( \rho \) be a permutation-schedule achieving the maximal lateness of the instance \( \theta_2 \), as in the conditions of Proposition 1. Recall that from the previous two conclusions we have

\[
|J(\theta_1)^* - J(\theta_2)^{\max}| \leq \| q_{\theta_1} - q_{\theta_2} \|_{\infty}
\]

and

\[
|J(\theta_2)^* - J(\theta_1)^{\max}| \leq \| q_{\theta_1} - q_{\theta_2} \|_{\infty}
\]

together with the definition of the minimal maximal lateness it follows that

\[
J(\theta_2)^* \leq J(\theta_2)^{\max} \leq J(\theta_1)^* + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}
\]

and, symmetrically,

\[
J(\theta_1)^* \leq J(\theta_1)^{\max} \leq J(\theta_2)^* + \| q_{\theta_1} - q_{\theta_2} \|_{\infty}
\]

so that the last conclusion follows at once. \( \square \)

Proposition 1 is a cornerstone behind the design of the EDA in Section 5. It provides a quantitative measure of robustness of a schedule on an instance of the single-machine scheduling problem in terms of the \( \| \cdot \|_{\infty} \). Indeed, if a permutation-schedule \( \pi \) has been constructed on an instance \( \theta \) of the single machine scheduling problem with an approximation ratio \( r \geq 1 \) (recall from Subsection 3.2 that \( J(\theta)^{\max} \leq r \cdot J(\theta)^* \)), then, for any other instance \( \rho \) the delivery times vector of which is at most \( \epsilon \)-away from \( q(\theta) \) as measured by the \( \| \cdot \|_{\infty} \), the same schedule \( \pi \) produces an approximation at least as good as

\[
J(\rho)^{\max} \leq J(\theta)^{\max} + \epsilon \leq r \cdot J(\theta)^* + \epsilon \leq r \cdot (J(\rho)^* + \epsilon) + \epsilon.
\]

Apparently it is not possible to construct schedules with good approximation ratios for every instance of the single-machine scheduling problem since there are infinitely many of them. In fact, even if we assume that the delivery times vectors are contained within the \( n \)-dimensional cube of the form \( [0, M]^n \) with \( M \in (0, \infty) \), it would require \( 2^n \) cubes with side lengths \( \frac{M}{2} \) to cover the cube \( [0, M]^n \). It might often happen in practice,
nonetheless, that the vectors of delivery times are most likely to arise within only polynomially many relatively small-sized \( n \)-dimensional cubes contained inside the big cube \([0, M]^n\). In view of Proposition 1 it would then be preferable to discover the centers of these cubes and to construct near-optimal schedules for the instances of the single-machine scheduling problem induced by these centers in the sense of Section 1. A naturally arising question is then how do we search for these centers efficiently? From the probability-theoretic point of view, the “small-sized” cubes where the vectors of delivery times most likely occur, correspond to the events happening with relatively high probability with respect to the unknown probability distribution on the vectors of delivery times, while the centers of such cubes are the expectations of the conditional probability distributions conditioned on these events. Throughout the paper we will informally refer to these centers as local averages. Briefly speaking, our EDA is designed to implement a statistical sampling with the aim of approximating the local averages with high probability. At the same time, the stochastic information contained within the individuals in the final generation of the EDA allows us to estimate the entire unknown probability distribution over the vectors of delivery times. We finish the section with the following very simple lemma that plays an important motivational role in the design of our EDA.

**Lemma 2.** Consider \( \mathbb{R}^n \) equipped with a norm \( \| \cdot \| \). Let \( \epsilon > 0 \) and suppose we are given a sequence of vectors \( \{ \mathbf{u}_i \}_{i=1}^n \) in \( \mathbb{R}^n \) such that \( \forall i \) and \( j \) with \( 1 \leq i \leq j \leq n \) we have \( \| \mathbf{u}_i - \mathbf{u}_j \| \leq \epsilon \). Then, given any convex combination of vectors in the sequence \( \{ \mathbf{u}_i \}_{i=1}^n \), i.e. a vector \( \mathbf{v} = \sum_{i=1}^n r_i \mathbf{u}_i \) where each \( r_i \in [0, 1] \) and \( \sum_{i=1}^n r_i = 1 \), the following is true: \( \forall i \in \{1, 2, \ldots, n\} \) we have \( \| \mathbf{u}_i - \mathbf{v} \| \leq (1 - r_i) \epsilon \leq \epsilon^2 \).

**Proof.** Indeed, given an \( i \in \{1, 2, \ldots, n\} \), we have

\[
\| \mathbf{u}_i - \mathbf{v} \| = \left\| \mathbf{u}_i - \sum_{j=1}^n r_j \mathbf{u}_j \right\|
\]

\[
= \left\| \sum_{j=1}^n r_j \mathbf{u}_i - \sum_{j=1}^n r_j \mathbf{u}_j \right\| = \left\| \sum_{j=1}^n r_j (\mathbf{u}_i - \mathbf{u}_j) \right\|
\]

\[
\leq \sum_{j=1}^n r_j \| \mathbf{u}_i - \mathbf{u}_j \| \leq \left( \sum_{j=1, j \neq i}^n r_j \right) \epsilon = (1 - r_i) \epsilon \leq \epsilon,
\]

which proves the lemma. \( \square \)

## 5 EDA motivated by the Theoretical Observations

The design of the EDA appearing below is largely based on the novel theoretical developments in Section 1. First of all, select a constant \( \epsilon > 0 \). Detailed discussion regarding the choice of \( \epsilon \) with respect to a probability distribution on the delivery times vectors and the desired approximation ratio of the potential solutions will be provided in the next section. For now we just include a small hint that the choice of \( \epsilon \) is largely related to the side lengths of the \( n \)-dimensional cubes where the delivery time vectors are most likely to occur.

The search space \( \Omega \) consists of three types of individuals. The regular individuals in the search space of our EDA are sequences of vectors in \( \mathbb{R}^n \), \( \{ \mathbf{q}(\theta_i) \}_{i=1}^t \), such that \( \| \mathbf{q}(\theta_i) - \mathbf{q}(\theta_j) \|_\infty \leq \epsilon \). The idea is that the regular individuals collect samples from high-concentration events. In particular, it will allow us to estimate the “local averages” of the probability distribution modeling the uncertainty.

Apart from regular individuals, every generation of the EDA stores a counter individual that is an ordered pair of the form \( \{ (\mathbf{q}(\lambda_i), k_i) \}_{i=1}^m \), \( K \) consisting of a sequence of ordered pairs of the form \( \{ (\mathbf{q}(\lambda_i), k_i) \}_{i=1}^m \) where \( \mathbf{q}(\lambda_i) \in [0, \infty)^n \) are vectors of delivery times, while \( k_i \in \mathbb{N} \) and a normalizing integer \( K = \sum_{i=1}^m k_i \). The idea is that \( k_i \) keeps track of how many times the vector \( \mathbf{q}(\lambda_i) \) has been encountered during the sampling process while \( K \) is, evidently, the overall total number of sampling attempts.

In the last generation (when we stop the algorithm), every regular individual is finalized and becomes a final individual. A final individual is an ordered 5-tuple of the form \( \{ (\mathbf{q}(\theta_i), \lambda_i, k_i, \mathbf{q}(\bar{\theta}), \pi, r) \}_{i=1}^t \) where

---

4Evidently, Proposition 2 is valid for an arbitrary normed vector space in place of \( \mathbb{R}^n \).
\( \{q(\theta_i)\}_{i=1}^l \) is a regular individual, \( \{t_i\}_{i=1}^l \) is a sequence of rational coefficients in \([0, 1]\) such that \( \sum_{i=1}^l t_i = 1 \), \( \bar{q}(\bar{\theta}) = \sum_{i=1}^l t_i q(\theta_i) \) is a delivery times vector that is a convex combination of the delivery times vectors in the sequence \( \{q(\theta_i)\}_{i=1}^l \), \( \pi \) is a permutation schedule and \( r \in [0, 1] \) is a rational number. The main idea is that the delivery times vector \( \bar{q}(\bar{\theta}) \) is an estimated “local average” of the delivery times vectors contained in the sequence representing the corresponding regular individual. The permutation schedule \( \pi \) is constructed via a known polynomial-time approximation scheme (such as one in [18]) for the instance \( \bar{\theta} \) of the single-machine scheduling problem. As discussed in the previous section, thanks to Lemma 1, the permutation schedule \( \pi \) is a “sufficiently good” approximation schedule for all the instances falling within the \( \epsilon \)-neighborhood of the instance \( \bar{\theta} \). According to Proposition 2 all of the instances in the sequence contained within the corresponding regular individual are within the \( \epsilon \)-neighborhood of the delivery times vector \( \bar{q}(\bar{\theta}) \) so that, in particular, the permutation-schedule \( \pi \) is sufficiently good for these instances. In other words, the permutation schedule \( \pi \) may be considered to robust.

For a wide class of probability distributions that have polynomially many events happening with high concentration, as discussed informally in the previous section and will be described rigorously in the next section, after a polynomially sized runtime before finalizing, a randomly sampled individual will fall within the \( \epsilon \)-neighborhood of the delivery times vector \( \bar{q}(\bar{\theta}) \) of one of the final individuals with high probability. The rational number \( r \in [0, 1] \) represents an estimated probability that a randomly sampled vector of delivery times \( \bar{q}(\lambda) \) falls within the \( \epsilon \) neighborhood of the delivery times vector \( \bar{q}(\bar{\theta}) \) while each \( t_i \) is an estimated conditional probability of the delivery times vector \( \bar{q}(\theta_i) \) with respect to the high-concentration event the estimated local average of which is the delivery times vector \( \bar{q}(\bar{\theta}) \). Thereby, the population in the last generation is meant to contain all the necessary information to estimate the entire probability distribution over the vectors of delivery times. We now proceed with the detailed exposition. The Description of the EDA as well as a detailed description of every one of its subroutines (namely, theoretically guided initialization, mutation, and finalizing regular individuals) appears in Algorithm 1.

**Algorithm 1 EDA for Single Machine Scheduling with Random Delivery Times**

1: Initialize a population \( Pop \) as follows: First, set the population size to \( 2 \). Sample a vector of delivery times \( \bar{q}(\lambda) \). Initialize a counter individual \( I_0 \) and a regular individual \( I_1 \) as described in the subroutines below and let \( Pop = \{I_0, I_1\} \).

2: **while** The total number of generations is smaller than \( T + 1 \in \mathbb{N} \) **do**

3: Sample a vector of delivery times \( \bar{q}(\lambda) \) with respect to the probability distribution over the delivery times vectors.

4: Set a counting index \( j = 1 \)

5: **while** \( 0 \leq j < L \) **do**

6: Mutate the individual \( I_j \) with respect to the instance \( \lambda \) as described in the subroutines above.

7: **end while**

8: **if** (none of the individuals has been mutated (more precisely, if every individual \( I_j \) for \( 0 \leq j < L \) returns a boolean value “false”) **then**

9: Increment the population size \( L := L + 1 \) by one and initialize a regular individual \( I_{L-1} \) with respect to the vector of delivery times \( \bar{q}(\lambda) \) and add it to the population.

10: **end if**

11: **end while**

12: Finalize everyone of the regular individuals according to the subroutine described above and output the population \( Pop \).

The subroutines of the algorithm are described as follows:

- **Initialization of a regular individual with respect to a vector \( \bar{q}(\lambda) \) of delivery times:** Given a vector \( \bar{q}(\lambda) \) of delivery times for a sampled instance of the single-machine scheduling problem of size \( n \), set \( l = 1 \) and let the new individual be the sequence \( \{q(\theta_i)\}_{i=1}^l \) where \( \theta_1 = \lambda \).

- **Initialization of the counter individual with respect to a vector \( \bar{q}(\lambda) \) of delivery times:** Given a vector \( \bar{q}(\lambda) \) of delivery times for a sampled instance of the single-machine scheduling problem of size \( n \), set \( m = 1 \) and \( k_1 = 1 \) and let the counter individual be the sequence \( \{(q(\theta_i), k_1)\}_{i=1}^l \) where \( \theta_1 = \lambda \).
• **Mutation of a regular individual with respect to a vector** $\bar{q}(\lambda)$ **of delivery times:** Given a regular individual $\{\bar{q}(\theta_i)\}_{i=1}^{l}$ and a vector $\bar{q}(\lambda)$ of delivery times for a sampled instance of the single-machine scheduling problem of size $n$, the mutation of a regular individual is described as follows.

  set a boolean variable $\text{mutation} = false$;
  if (for some $i \in \{1, 2, \ldots, l\}$ the following is true: $(|\bar{q}(\theta_i) = \bar{q}(\lambda)| OR ||\bar{q}(\theta_i) - \bar{q}(\lambda)||_\infty > \epsilon)$) then
     do nothing;
  else
     increment $l := l + 1$ by one and let $\bar{q}(\theta_i) = \bar{q}(\lambda)$ and set $\text{mutation} = true$;
  end if
  return $\text{mutation}$.

• **Mutation of the counter individual with respect to a vector** $\bar{q}(\lambda)$ **of delivery times:** Given the counter individual of the form $\{(\bar{q}(\lambda_i), k_i)\}_{i=1}^{m} K$ and a vector $\bar{q}(\lambda)$ of delivery times for a sampled instance of the single-machine scheduling problem of size $n$, the mutation of the counter individual is described as follows.

  set a boolean variable $\text{addOrNot} = false$;
  if $(\bar{q}(\lambda_i) = \bar{q}(\lambda)$ for some $i \in \{1, 2, \ldots, l\}$) then
     increment $k_i := k_i + 1$ by one;
  else
     increment $m := m + 1$ by one and add the ordered pair $(\bar{q}(\lambda_m), k_m)$ where $\bar{q}(\lambda_m) = \bar{q}(\lambda)$ and $k_m = 1$ to the sequence representing the counter individual. reset the boolean value $\text{addOrNot} := true$;
  end if
  increment $K := K + 1$ by one;
  return $\text{addOrNot}$.

In the case the returned boolean value after mutation of a regular or a counter individual is “true” we will say that the individual has been mutated. Every non-terminal population in our EDA contains a unique counter individual and a variable number of regular individuals. Once we decide to stop running the EDA, every one of the regular individuals is finalized according to the subroutine described below.

• **Finalizing a regular individual in a population:** Suppose we are given a population containing the counter individual $\text{count} = \{(\bar{q}(\lambda_i), k_i)\}_{i=1}^{m} K$ and a regular individual $\text{regular} = \{\bar{q}(\theta_i)\}_{i=1}^{l}$. For every vector of delivery times $\bar{q}(\theta_i)$ find the ordered pair $(\bar{q}(\lambda_j(i)), k_j(i))$ within the $\text{count}$ individual such that $\bar{q}(\theta_i) = \bar{q}(\lambda_j(i))$. (From the construction of the EDA above, it will be apparent that there always exists a unique ordered pair with this property in the counter individual.) Set the normalizing constant $N = \sum_{i=1}^{l} k_j(i)$. For every $i \in \{1, 2, \ldots, l\}$ let

  $t_i = \frac{k_j(i)}{N}; \ \bar{q}(\bar{\theta}) = \sum_{i=1}^{l} t_i \cdot \bar{q}(\theta_i) \ \text{and} \ r = \frac{N}{K}$.

Construct a permutation schedule $\pi$ for the instance $\bar{\theta}$ according to a polynomial-time approximation scheme (LS) with an appropriately selected approximation ratio (the details will be discussed in the next section). Form the corresponding final individual $(\{(\bar{q}(\theta_i))_{i=1}^{l}, \{t_i\}_{i=1}^{l}, \bar{q}(\bar{\theta}), \pi, r\}$.

In the upcoming section we are going to study the types of probability distributions on $\mathbb{R}^n$ for which the EDA described above performs well. If one has some heuristic knowledge or, at least a guess, about the basic properties of an “algorithm-pleasable” probability distribution, it is not hard to tune the approximation-related parameter $\epsilon$, and the total runtime $T$ before finalizing the regular individuals so that the population in the last generation achieves the following objectives stated informally below:

• **Objective 1:** With high probability a randomly sampled vector of delivery times $\bar{q}(\gamma)$ will fall within the $\epsilon$-neighborhood of the delivery times vector $\bar{q}(\bar{\theta})$ of at least one final individual $(\{(\bar{q}(\theta_i))_{i=1}^{l}, \{t_i\}_{i=1}^{l}, \bar{q}(\bar{\theta}), \pi, r\}$ contained within the population in the last generation. Provided that the schedule $\pi$ has been constructed within an appropriate approximation ratio for the instance $\bar{\theta}$ and the approximation parameter $\epsilon$ has been selected wisely. Proposition 1 will then tell us that the schedule $\pi$ also provides a solution for the instance $\gamma$ within a desirable approximation ratio. Notice that computing $\|\bar{q}(\gamma) - \bar{q}($ theta $)\|_\infty$ can be carried out in linear time (in fact, in constant time if one has sufficiently many parallel processors).
6.1 Mathematical Framework, Assumptions on the Probability Distributions

Continuing with the notation in the previous section, we will assume that the multivariate probability distribution \( D_n \) on the vectors of delivery times for an instance of size \( n \) of the single-machine scheduling problem satisfies the following properties. First of all, since delivery times are always non-negative, it makes sense to concentrate on the non-negative semi-space, \( \Pi_{i=1}^{n} [0, \infty) \) (in other words, there are positive bounds \( \epsilon > 0 \) and \( \beta > 0 \) and polynomially many events \( E_1, E_2, \ldots, E_{f(n)} \) (i.e., \( f(n) = O(n^c) \) for some constant \( c \in [0, \infty) \) independent of \( n \)) such that each of the events \( E_i \) is contained within an \( n \)-dimensional cube \( E_i \subseteq \prod_{j=1}^{n} [e_j^i - \frac{\epsilon}{2}, e_j^i + \frac{\epsilon}{2}] \) having side lengths of at most \( \epsilon \) and, with high probability, for the sake of concreteness, let’s say, with probability at least \( 1 - O(f(n) \cdot \exp(-\beta \cdot n)) \), a randomly sampled vector of delivery times \( \vec{d}(\lambda) \in \bigcup_{i=1}^{f(n)} E_i \) lies within at least one of the events \( E_i \). Let \( \text{const}_1 \in (0, \infty) \) be selected so that for all sufficiently large \( n \) we have \( f(n) \leq \text{const}_2 \cdot n^d \) for some \( \text{const}_2 \in (0, \infty) \).

1. **Assumption 1:** For technical reasons, we will also assume that the delivery times can not be uncontrollably large in the sense that \( \exists a \) polynomially growing sequence \( \{M_n\}_{n=1}^{\infty} \subseteq [0, \infty) \) (in other words, \( M_n = O(n^d) \) for some \( d \in [0, \infty) \) such that \( q_i \leq M_n \forall i \in \{1, 2, \ldots, n\} \) with probability 1. For the sake of concreteness, let’s say that \( M_n \leq \text{const}_2 \cdot n^d \) for some \( \text{const}_2 \in (0, \infty) \).

2. **Assumption 2:** We assume that for the search space of instances of the single-machine scheduling problem of size \( n \), there are positive bounds \( \epsilon > 0 \) and \( \beta > 0 \) and polynomially many events \( E_1, E_2, \ldots, E_{f(n)} \) (i.e., \( f(n) = O(n^c) \) for some constant \( c \in [0, \infty) \) independent of \( n \)) such that each of the events \( E_i \) is contained within an \( n \)-dimensional cube \( E_i \subseteq \prod_{j=1}^{n} [e_j^i - \frac{\epsilon}{2}, e_j^i + \frac{\epsilon}{2}] \) having side lengths of at most \( \epsilon \) and, with high probability, for the sake of concreteness, let’s say, with probability at least \( 1 - O(f(n) \cdot \exp(-\beta \cdot n)) \), a randomly sampled vector of delivery times \( \vec{d}(\lambda) \in \bigcup_{i=1}^{f(n)} E_i \) lies within at least one of the events \( E_i \). Let \( \text{const}_1 \in (0, \infty) \) be selected so that for all sufficiently large \( n \) we have \( f(n) \leq \text{const}_2 \cdot n^d \). Finally, we also assume that all of the events \( E_i \) have asymptotically similar probabilities. More precisely \( \min_{j=1}^{f(n)} \text{Pr}(E_j) = \Omega \left( \frac{1}{f(n)} \right) \). In other words, once again, we can select a constant \( \text{const} > 0 \) so that \( \min_{j=1}^{n} \text{Pr}(E_j) \leq \frac{\text{const}}{f(n)} \).

\[ \text{Pop} = (I_0, I_1, I_2, \ldots, I_L) \]
Remark 2. Notice that the assumption above immediately implies that

\[
\sum_{i=1}^{f(n)} Pr(E_i) \geq Pr \left( \bigcup_{i=1}^{f(n)} E_i \right) = 1 - Pr \left( \bigcup_{i=1}^{f(n)} E_i \right) = 1 - O (f(n) \cdot \exp(-\beta \cdot n)) .
\]

Informally speaking, the assumption above says that the probability distribution over the vectors of delivery times is highly concentrated within the union of polynomially many cubes the side lengths of which are bounded by a constant (the constant may depend on the problem size \( n \) which is also the dimension of the delivery times vectors and the cubes). As suggested within assumption 2 above, the population in the last generation is expected to contain at least \( f(n) \) final individuals: one individual for every event \( E_i \). The counter individual will help us to estimate the actual probabilities of every one of the events \( E_i \). Moreover, together with the information contained in the final individual corresponding to an event \( E_i \), we can also estimate the conditional probability distribution conditioned on the event \( E_i \). The remainder of the current section is devoted to answering the following crucial questions.

- **Question 1:** For how long do we need to run the EDA prior to finalizing the individuals?
- **Question 2:** What is the quality of the permutation-schedules we obtain in terms of the approximation ratios?

The main theorem of the current section that addresses the two questions of central importance stated above is formulated quantitatively according to the following scheme: “Select a small constant \( \delta > 0 \). Under the assumptions 1 and 2 above, given that we run the EDA described in Section 5 for at least polynomially many time steps with respect to the problem size \( n \), but not with respect to \( \delta, T(n, \delta) \), prior to finalizing the individuals, the probability that certain undesirable events \( U_1 \) or \( U_2(\delta) \) take place is exponentially small...”.

In order to alleviate the complexity of formal presentation, we define the undesirable events \( U_1 \) and \( U_2(\delta) \) below.

**Definition 2.** Suppose that the search space of instances of the single machine scheduling problem of size \( n \) satisfies assumption 2 above. Let \( T \in \mathbb{N} \) and suppose that we run the EDA described in Section 5 for some \( t \geq T \) time steps prior to finalizing the regular individuals. We say that an event \( E_j \) corresponds to a final individual of the form \( \{ \{ \tilde{q}(\theta_i) \}_{i=1}^{\delta}, \{ t_i \}_{i=1}^{\delta}, \pi, r \} \) if \( \forall i \in \{ 1, 2, \ldots f(n) \} \tilde{q}(\theta_i) \in E_j \). The undesirable event \( U_1 \) is then defined to be the event that at least one of the events \( E_j \) does not correspond to any of the final individuals. Equivalently, \( U_1 \) is the event that \( \exists j \in \{ 1, 2, \ldots f(n) \} \) such that neither one of the final individuals corresponds to the event \( E_j \). Now let \( \delta > 0 \). We define \( U_2(\delta) \) to be the event that if a final individual corresponding to an event \( E_j \) is of the form \( \{ \{ \tilde{q}(\theta_i) \}_{i=1}^{\delta}, \{ t_i \}_{i=1}^{\delta}, \pi, r \} \), then the \( \| \cdot \|_\infty \) of the difference between an estimated average of the conditional probability distribution over the event \( E_i \), \( \tilde{q}(\theta) \), and the actual average of the conditional probability distribution over the event \( E_i \), call it \( \bar{\mu}_i \), is at least \( \delta \): i.e. \( \| \bar{q} - \bar{\mu}_i \|_\infty \geq \delta \).

Clearly, the complement of the undesirable event \( U_1 \) corresponds to achieving objective 1 while the complement of the undesirable event \( U_2(\delta) \) is necessary to achieve objective 2, stated at the end of the previous section. We are now ready to state and to interpret the main result of the current section.

### 6.2 The Statement and Interpretation of the Main Theorem

The following result addresses Questions 1 and 2 stated in the previous subsection.

**Theorem 3.** Suppose the EDA described in Section 5 runs on instances of the single-machine scheduling problem of size \( n \) in uncertain environments satisfying assumptions 1 and 2 in Section 5. Recall from the assumptions 1 and 2 that the upper bound on the maximal length of every delivery time vector with respect
to \( \| \cdot \|_\infty, M_n \leq \text{const}_2 \cdot n^d, \min_{j=1}^{f(n)} \text{Prob}(E_j) \leq \frac{\text{const}}{f(n)} \) and the total number of the events \( E_j \) happening with substantial probability is \( f(n) \leq \text{const}_1 \cdot n^c \). Select constants \( \delta \) and \( \alpha \in (0, 1) \) and \( l \in (0, \infty) \). Now let

\[
T = \frac{\text{const}_1}{(1 - \alpha) \cdot \text{const}} \cdot n^{2d + l + c}.
\]

Suppose we run the EDA described in Section \[9\] for a time \( t \geq T \) and then finalize all of the regular individuals in the population. Then the probability of the union \( U = U_1 \cup U_2 \) of the two events \( U_1 \) and \( U_2(\delta) \) introduced in Section \[9\] is at most

\[
\text{const}_1 \cdot n^c \exp \left( -n^{2d + l} \frac{\alpha^2}{2(1 - \alpha)} \right) + 2n \exp \left( n \frac{-2d^2}{(\text{const}_2)^2 l} \right).
\]

Furthermore, consider the final individual of the form \( \left( \{q_0(\theta_i)\}_{i=1}^l, \{t_i\}_{i=1}^l, q(\theta), \pi, r \right) \) corresponding to the event \( E_j \) in the sense of Section \[9\]. Suppose that the permutation schedule \( \pi \) has been constructed for the instance of the single-machine scheduling problem via a polynomial-time approximation scheme such as in \[13\]. Then \( \forall \) instance of the single-machine scheduling problem \( \rho \) such that \( \tilde{q}(\rho) \in E_j \) we have

\[
\frac{J(\rho)^{\max}_\pi}{J(\rho)^{\max}} \leq \frac{J(\tilde{q}(\rho))^{\max}_\pi + \epsilon + \delta}{J(\tilde{q}(\rho))^{\max}_\pi - \epsilon - \delta}.
\]

Since the bounds in Theorem \[9\] involve a number of constants, we provide a discussion regarding trade-offs between selecting smaller or larger constants. First of all, recall that \( c \) and \( d \) are degrees of the polynomials that bound the the total number of the concentration events of the probability distributions \( D_n \) and the largest possible size of the delivery times. Of course, prefer them to be as small as possible, but they are fully dependent on the specific application and expert knowledge of the circumstances related to the application. Similar remarks pertain to the constants \( \text{const}, \text{const}_1, \text{const}_2 \) and \( \epsilon \). Clearly we prefer \( \text{const}_1 \) and \( \text{const}_2 \) to be as small as possible, while \( \text{const} \) to be as large as possible, but once again, this is dependent on a specific application. \( \epsilon \) is the parameter related to the concentration properties of the conditional distribution on the vector of delivery times. Notice that it has no direct effect on the runtime bounds in the sense that it does not appear in the run-time defining \[11\] within the statement of Theorem \[9\]. It certainly affects the quality of the approximation ratio directly as stated in \[13\] \[12\]. On the other hand, parameters \( \alpha \in (0, 1) \), \( \delta > 0 \) and \( l > 0 \) must be selected to preserve a trade-off between the runtime complexity and the quality of the guaranteed bounds on the approximation ratios of the schedules and the probability of successfully achieving these bounds vs. the computational expense of the runtime complexity. Indeed, from the bounds in Theorem \[9\], it is clear that the larger is \( l \) the longer is the runtime \( T \) but the smaller is the probability of the undesirable events. Similarly, the larger is \( \alpha \in (0, 1) \) the longer is the runtime and the smaller is the the probability of the undesirable events.

The remaining subsection is devoted to the proof of Theorem \[9\].

### 6.3 Establishing Theorem 3

First of all, we notice that “Question 1” formulated in the previous section can be alternatively restated in terms of a mildly extended “coupon collector problem” (see, for instance, \[3\], \[5\] and \[1\]) as follows:

- **Question 1a:** What is the waiting time until we sample sufficiently many elements in every one of the events \( E_i \) to estimate its conditional distribution up to a satisfactory criteria? 

Recall from Subsection \[12\] that we aim to estimate the local average i.e. the mean of each conditional distribution conditioned on the event \( E_i \). This can be achieved quite well thanks to a rather simple corollary from the classical Hoeffding inequality (see \[1\]). In fact, considering the assumption on the probability distribution \( D_n \), this very simple satisfactory criteria is already quite powerful in view of its connection\(^6\).
to answering Question 2. Indeed, thanks to Proposition 2, the mean of such a conditional distribution is at most “e-far” from any other delivery times vector in the event $E_i$. Thus, thanks to Proposition 4 the permutation schedule $\pi$ for the estimated average vector of delivery times $\tilde{q}(\theta)$ contained within the final individual corresponding to the event $E_i$ will provide a solution within an approximation ratio that depends on $\epsilon$ as well as on the approximation ratio and the value $J(\theta)^{\max}$ of the permutation-schedule $\pi$ constructed for the instance $\theta$. We now proceed with a detailed analysis.

We start with establishing the following corollary of the classical Hoeffding inequality that’s well-suited in order to understand how many samples we want to obtain inside each of the events $E_i$ prior to stopping the algorithm.

**Theorem 4.** Suppose $\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_k, \ldots$ is any sequence of bounded i.i.d. $\mathbb{R}^n$-valued random variables having the common expectation $\tilde{\mu}$ and where $||\tilde{X}_i||_\infty \leq M$ almost surely (i.e. with probability 1). Select $\delta > 0$. Then, $\forall k \in \mathbb{N}$ we have

$$\Pr \left( \left| \frac{\sum_{i=1}^k \tilde{X}_i}{k} - \tilde{\mu} \right|_\infty \geq \delta \right) \leq 2n \cdot \exp \left( -2k \frac{\delta^2}{M^2} \right) \quad (6)$$

**Proof.** For a $j \in \{1, 2, \ldots, n\}$ consider the random sequence of the $j$th coordinates of the vectors $\tilde{X}_k, \{X^j_k\}_{k=1}^\infty$. Clearly, this is a sequence of i.i.d real-valued random variables taking values in the interval $[0, M]$ with a common mean (expectation) $\mu^j$. Of course, $\mu^j$ is the $j$th coordinate of the vector $\mu$. A version of Hoeffding inequality presented in Theorem 1.11 of [1] tells us that $\forall r > 0$ we have

$$\Pr \left( \sum_{i=1}^k X_i^j \geq k \cdot \mu_j + r = k \cdot \mu_j + r \right) \leq \exp \left( -2 \frac{r^2}{k \cdot M^2} \right)$$

and, likewise,

$$\Pr \left( \sum_{i=1}^k X_i^j \leq k \cdot \mu_j - r \right) \leq \exp \left( -2 \frac{r^2}{k \cdot M^2} \right) \quad (7)$$

Combining (7) and (8) and observing that the probability of the union of two events is bounded above by the sum of the corresponding probabilities, we deduce that $\forall j \in \{1, 2, \ldots, n\}$ we have

$$\Pr \left( \sum_{i=1}^k X_i^j - k \cdot \mu_j \geq r \right) \leq 2 \exp \left( -2 \frac{r^2}{k \cdot M^2} \right)$$

or, equivalently,

$$\Pr \left( \frac{\sum_{i=1}^k X_i^j}{k} - \mu_j \geq \frac{r}{k} \right) \leq 2 \exp \left( -2 \frac{r^2}{k \cdot M^2} \right) \quad (9)$$

Applying (9) with $r = \delta \cdot k$, we deduce that

$$\Pr \left( \frac{\sum_{i=1}^k X_i^j}{k} - \mu_j \geq \delta \right) \leq 2 \exp \left( -2k \frac{\delta^2}{M^2} \right) \quad (10)$$

Notice now that, according to the definition of $|| \cdot ||_\infty$, the event

$$U = \left\{ \omega \mid \left| \frac{\sum_{i=1}^k \tilde{X}_i^j(\omega)}{k} - \tilde{\mu}_j \right|_\infty \geq \delta \right\}$$

the probability of which we aim to bound above, is the union of the events

$$U_j = \left\{ \omega \mid \left| \frac{\sum_{i=1}^k X_i^j(\omega)}{k} - \mu_j \right| \geq \delta \right\}$$
Once an appropriate $\delta > 0$ and $k$ have been selected to apply (6), the remaining part of the analysis involves estimating the total number of generations (or samples) necessary to collect at least $k$ vectors of delivery times in every one of the $E_i$s. In other words, the remaining part of the analysis boils down to a version of the coupon collector problem. Indeed, recall from the assumption 2, that there are polynomially many events $E_1, E_2, \ldots, E_{f(n)}$ such that $\min\text{Prob}(n) = \min_{i=1}^{f(n)} Pr(E_i) = \frac{\text{const}}{f(n)}$. Suppose now we were to wait until $k$ samples of delivery times vectors $\vec{q}(\theta_i)$ have been collected in each of the events $E_i$. This waiting time random variable is certainly bounded above by the random variable $\bar{T}$, for which the probability of obtaining a sample of a delivery times vector inside of an event $E_i$ is $\min\text{Prob}(n)$, while the probability of sampling a delivery times vector outside $\bigcup_{i=1}^{n} E_i$ is $1 - f(n) \cdot \min\text{Prob}(n)$. For every specified $i \in \{1, 2, \ldots, f(n)\}$, the total number of samples of delivery times vectors inside the event $E_i$ after $\bar{T}$ time steps is distributed binomially with success probability $\min\text{Prob}(n) = \frac{\text{const}}{f(n)}$. Thus, according to the classical Chernoff bound (see, for example, part a) of corollary 1.10 of [1], we deduce that for a constant $\alpha \in (0, 1)$, after $\bar{T} = \frac{k \cdot f(n)}{(1-\alpha) \cdot \text{const}}$ time steps, the probability

$$Pr\left(\#\text{of delivery time vectors } \in E_i \text{ after } \bar{T} \text{ time steps } \leq k\right) \leq \exp\left(-k \cdot \frac{\alpha^2}{2(1-\alpha)}\right).$$

Indeed, the mean of the binomial distribution of sampling delivery time vectors from the set $E_i$ after $\bar{T} = \frac{k \cdot f(n)}{(1-\alpha) \cdot \text{const}}$ attempts with success probability $\min\text{Prob}(n) = \frac{\text{const}}{f(n)}$ is $\min\text{Prob}(n) \cdot \bar{T} = \frac{\text{const}}{f(n)} \cdot \frac{k \cdot f(n)}{(1-\alpha) \cdot \text{const}} = \frac{k}{1-\alpha}$ so that the traditional Chernoff inequality stated in corollary 1.10 part a) [1] with $\delta = \alpha$ entails the bound in (11). The event $Ev(k)$ that at least one of the $E_i$s contains fewer than $k$ samples of the delivery time vectors after the time $\bar{T} = \frac{k \cdot f(n)}{(1-\alpha) \cdot \text{const}}$ is the union over $i \in \{1, 2, \ldots, f(n)\}$ of the corresponding events that the event $E_i$ contains fewer than $k$ samples of the delivery time vectors. Thus the probability of the event $Ev(k)$ is bounded above by the sum of the $f(n)$ probabilities estimated with a common bound $\exp\left(-k \cdot \frac{\alpha^2}{2(1-\alpha)}\right)$ in (11). We now deduce the following important lemma.

**Lemma 5.** Consider now the EDA described in Section 2 running on the instances of the single machine scheduling problem of size $n$ with the parameter $\epsilon$ as in the assumption 2 in Section 4. Select a constant $\alpha > 0$ and $k \in \mathbb{N}$. Recall from the assumptions 1 and 2 at the beginning of Subsection 7.1 that $\text{const}_1 \in (0, \infty)$ has been selected so that for all sufficiently large $n$ we have $f(n) \leq \text{const}_1 \cdot n^\epsilon$. Suppose that we have run our EDA for at least $t \geq \frac{k \cdot \text{const}_1 \cdot n^\epsilon}{(1-\alpha) \cdot \text{const}}$ generations prior to finalizing the regular individuals (recall that $\text{const}_1$ is selected so that $\min\text{Prob}(n) = \frac{\text{const}}{f(n)}$). Then the probability that the undesirable event $U_1$ described in Section 2 takes place, or at least one of the regular individuals contains fewer than $k$ samples of delivery time vectors counting multiplicities (recall that the multiplicities are recorded within the counter individual), is at most $\text{const}_1 \cdot n^\epsilon \exp\left(-k \cdot \frac{\alpha^2}{2(1-\alpha)}\right)$.

Theorem 4 tells us how many samples (counting multiplicities recorded within the counter individual) we need to obtain within everyone of the regular individuals to approximate the means of the conditional distributions with respect to the events $E_i$ up to a sufficiently small error with high probability. In turn, Lemma 5 informs us how long do we need to run the EDA to obtain at least the desired number of samples counting multiplicities within everyone of the regular individuals with large probability. Substituting $M = M_n$ and $k = n^{2d+t}$ into the statements of Theorem 4 and Lemma 5 entails the first conclusion of Theorem 3.

Our first objective concerns the approximation ratio of the permutation-schedule $J[\vec{\theta}]_{\pi_\text{max}}$ on the instances of the single-machine scheduling problem $\rho$ the delivery time vectors of which are within $\epsilon$-neighborhood of the vector $\vec{q}(\vec{\theta})$. It only remains now to convert additive bounds into traditional approximation ratios (recall the discussion at the end of in Subsection 3.2) based on Propositions 1 and 2. Indeed, according to Proposition 1 together with the triangle inequality, $\forall \rho \in E_j$, we deduce that

$$\|\vec{q}(\vec{\theta}) - \vec{q}(\rho)\|_\infty \leq \|\vec{q}(\vec{\theta}) - \vec{q}(\mu_j)\|_\infty + \|\vec{q}(\mu_j) - \vec{q}(\rho)\|_\infty \leq$$
where \( \mu_j \) is the instance of the single-machine scheduling problem of size \( n \) determined by the local average of the delivery time vectors in \( E_j, q(\mu_j) \). But then, according to Proposition 1 together with the triangle inequality, we deduce that

\[
| J(\theta)^* - J(\rho)^* | \leq | J(\theta)^* - J(\mu_j)^* | + | J(\mu_j)^* - J(\rho)^* | \leq \epsilon + \delta.
\]

(12)

and, likewise,

\[
| J(\theta)^{\text{max}}_\pi - J(\rho)^{\text{max}}_\pi | \leq \epsilon + \delta.
\]

(13)

Recall that the permutation-schedule \( \pi \) has been constructed on the instance of the single-machine scheduling problem \( \theta \) with the approximation ratio \( r \) so that

\[
\frac{J(\theta)^{\text{max}}_\pi}{J(\theta)^*} \leq r \implies J(\theta)^* \geq \frac{1}{r} J(\theta)^{\text{max}}_\pi.
\]

(15)

But then, from (13), (14) and (15), it follows that

\[
J(\rho)^* \geq J(\theta)^* + \epsilon + \delta \geq \frac{1}{r} J(\theta)^{\text{max}}_\pi - \epsilon - \delta
\]

(16)

and

\[
J(\rho)^{\text{max}}_\pi \leq J(\theta)^{\text{max}}_\pi + \epsilon + \delta
\]

(17)

so that the desired approximation ratio is obtained via dividing (17) by (16).

## 7 Conclusions and Future Work

As mentioned in the introduction, most of the existing research for tackling NP-hard optimization problems in uncertain environments concentrates on finding a single robust solution: in other words, a solution which does not deteriorate much subject to random changes in the environment. In contrast to the previous work, we observe a rigorous theoretical link between the notion of robustness for the single-machine scheduling problem with uncertain delivery times and the infinity norm defined as the maximum of the absolute values of the coordinates of a vector. Based on this novel finding together with a few other theoretical observations such as Lemma 2 and Theorem 3 we have designed an EDA to implement a statistical sampling procedure from an uncertain multivariate probability distribution over the delivery times.

The individuals in the final population of the EDA contain ordered tuples of the form

\((a \text{ vector of delivery times}, \text{ schedule}, \text{ other information})\)

(it has been explained in the article how a collection of delivery times is regarded as an \( n \)-dimensional vector in \( \mathbb{R}^n \) having positive coordinates). We demonstrate theoretically, that if the multivariate probability distribution on the \( n \)-dimensional vectors of delivery times has polynomially many “high-concentration events”, then, after polynomially many time steps, the pairs \((\text{vector of delivery times}, \text{ schedule})\) contained within the individuals in the final population, produce a polynomially large “fishnet cover” of the probability space over the delivery times vectors in the following sense. Given a randomly sampled vector of delivery times, with high probability one can find an individual contained within the final population that contains a vector of delivery times that is sufficiently close to the randomly sampled one (closeness is measured in terms of the infinity norm). Consequently, the corresponding robust schedule will still provide a “sufficiently good” approximate solution for the randomly obtained instance. Furthermore, the notion of “sufficiently good” is also quantitatively described in terms of the properties of the probability distribution over the uncertain delivery times as well as the algorithm’s runtime.

As mentioned in [23], when coping with uncertain environments there are two important phases: the training phase, when the machine samples instances from an unknown distribution, and the practical phase when the machine must decide on the most suitable solution given an instance of the problem. The decision
making in the practical phase is a lot more time-sensitive than in the training phase. It is easy to see that if one has polynomially many parallel processors, it requires only linear run-time to check which individual within the final population contains a suited solution. Of course, our EDA is designed to implement the training phase and we have shown that under the circumstances briefly described above, its runtime is polynomial.

In the future research we plan to extend the methodology presented in the current work to include random release dates and random processing times. Furthermore, we believe that the type of the novel EDA-based methodology designed for the single machine scheduling problem with uncertain delivery times in the current paper can also be adopted to other optimization problems in uncertain environments.
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