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Abstract

Focal Loss has reached incredible popularity as it uses a simple technique to identify and utilize hard examples to achieve better performance on classification. However, this method does not easily generalize outside of classification tasks, such as in keypoint detection. In this paper, we propose a novel adaptation of Focal Loss for keypoint detection tasks, called Adversarial Focal Loss (AFL). AFL not only is semantically analogous to Focal loss, but also works as a plug-and-chug upgrade for arbitrary loss functions. While Focal Loss requires output from a classifier, AFL leverages a separate adversarial network to produce a difficulty score for each input. This difficulty score can then be used to dynamically prioritize learning on hard examples, even in absence of a classifier. In this work, we show AFL’s effectiveness in enhancing existing methods in keypoint detection and verify its capability to re-weigh examples based on difficulty.
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1 Introduction

Machine learning, similar to human learning, is trying to draw high-level knowledge from accessible data. Just as no two leaves are alike, the values of different data samples may also vary. Surprisingly, in machine learning it’s not uncommon to turn a blind eye to such intrinsic differences in data, since it is often unclear how we shall treat data differently and doing so may be prohibitively labor intensive.

Arguably the most obvious form of the intrinsic disparity among data samples is the so-called class imbalance problem. It refers to the scenario where data samples of different classes are presented with significantly unequal frequencies. If the problem is left unattended, the resulting machine learning models can get heavily biased towards predicting majority classes.

Fortunately, this problem has attracted progressive research attention over the years. There are broadly two categories of solutions to this problem: data-level solutions and algorithm-level solutions. The former either down-samples the majority class or up-samples the minority classes through various sampling strategies. The latter adjusts the training process or optimization objective. Among the algorithm-level solutions, a highly recognized method is Focal Loss.

Focal Loss is a loss function that dynamically scales a Cross Entropy objective based on the classifier’s uncertainty for each sample. The uncertainty is measured by the difference between the predicted probability and the ground truth label. Focal Loss naturally solves the class imbalance problem by emphasizing minority-class labels that have higher uncertainties during optimization. In addition to solving class imbalance problems, the Focal Loss philosophy – using uncertainty to re-weigh data samples – can be used to tackle more generic data disparity challenges.

Despite all its merits, Focal Loss is not well-defined outside classification tasks because it uses the classifier output as an uncertainty measure which is not readily available in most non-classification tasks. One such task is keypoint detection, a popular and challenging field in computer vision. Keypoint detection has diverse applications, such as facial expression recognition, human pose estimation, and medical diagnosis on anatomical abnormalities. Meanwhile, keypoint detection is known to suffer from class imbalance, scale imbalance, long-tailed data distributions, etc.

To overcome this issue, we propose a simple yet effective solution named Adversarial Focal Loss (AFL) for keypoint detection. Rather than relying on existing model outputs, we leverage an external adversarial network which can holistically assess the difficulties of each data sample regardless of base model architecture. This in turn allows us to formulate a loss function that is semantically analogous to Focal Loss while cleanly extending to the keypoint detection problem.

From our experiments, AFL can be seamlessly integrated into arbitrary loss functions. It minimally increases computational cost during training, and it adds no computational overhead during inference.

2 Related Work

Keypoint Detection The term “keypoint detection” has two slightly different meanings in computer vision. In the first definition, keypoint detection identifies representative, yet not pre-defined points in an image, usually over multiple frames of a video, for purposes such as registration or simultaneous localization and mapping (SLAM). This is usually done by using unsupervised image-processing techniques called keypoint detectors, with some of the most famous ones being SIFT, SURF, and ORB. This definition is out of the scope of this paper.

In the second definition, which this paper focus on, keypoint detection identifies pre-defined points in an image that usually have precise meanings – for example, a set of recognizable points on a face or well-defined joints in a body. This is usually accomplished using supervised methods.

Keypoint detection algorithms must answer two questions:

1. How to represent keypoint locations?
2. How to associate keypoints with objects when multiple objects are present?
In answer to the first question, while a few prior research directly performed regression on pixel coordinates \([40, 41]\), the mainstream approach is to represent keypoints using feature maps (usually called “heatmaps”) \([30, 31, 32, 33, 34, 35, 36, 37, 38, 39]\). In the feature-map approach, if we aim to predict a total of \(K\) target keypoints, we will predict \(K\) feature maps, one for each keypoint. Next, keypoint locations can be discovered through post-processing techniques, such as using the location of the highest-intensity pixel over each feature map. A keypoint is considered missing/non-existent if the corresponding feature map contains all zeros after thresholding.

In answer to the second question, keypoint detection approaches fall into two categories: top-down and bottom-up. Bottom-up approaches \([34, 35, 36, 37]\) first detect all keypoints without caring about which object they belong to and then group the keypoints into objects. Top-down approaches \([32, 33, 38, 39]\) identify objects first and then detect keypoints for each object. We demonstrate AFL on several common top-down approaches, though it could also be applied to bottom-up approaches.

**Focal Loss**  
Focal Loss, when it was first introduced \([10]\), was presented as an upgrade to the Cross Entropy loss function in classification problems. Since the Cross Entropy loss comes with symmetric components, the authors of the Focal Loss paper used a simplification of notation as follows:

\[
p_t = \begin{cases} 
p & \text{if ground truth label } y = 1 \\ 1 - p & \text{if ground truth label } y = 0 \end{cases} \tag{1}
\]

where \(y\) is the one-hot encoded ground truth label and \(p\) is the predicted probability after the activation. It can be observed that \((1 - p_t)\) is the gap between the predicted probability score and the binary ground truth label, and hence it represents the uncertainty of the classifier on the input sample. With this notation, the Cross Entropy loss and the Focal Loss can be respectively written as \(\text{CE} \) (Eq. 2) and \(\text{FL} \) (Eq. 3).

\[
\text{CE}(p_t) = -\log(p_t) \tag{2}
\]

\[
\text{FL}(p_t) = -(1 - p_t)^\gamma \log(p_t) \\
= (1 - p_t)^\gamma \text{CE}(p_t) \tag{3}
\]

The key element that sets Focal Loss apart from Cross Entropy is the introduction of the multiplicative coefficient \((1 - p_t)^\gamma\) which leverages the uncertainty \((1 - p_t)\). Easy examples lead to low uncertainty (i.e., when \(p\) is close to the ground truth label, or equivalently, when \((1 - p_t)\) is close to 0), whereas hard examples lead to high uncertainty. As a result, this coefficient selectively down-weighs the well-classified easy examples and up-weighs the high-uncertainty hard examples. \(\gamma\) is a tunable parameters that adjusts the strength of re-weighing.

**Adversarial Networks**  
The notion of an adversarial network was first conceptualized in the “Generative Adversarial Network” (GAN) paper \([42]\). A GAN consists of two components competing against each other, a generator \(g\) and a discriminator \(d\) (also known as the adversarial network). In its original formulation, the objective is to train \(g\) to generate realistic data, such as an image of a human face, from random noise. While a cohort of real data is available, there is no meaningful one-to-one mapping between the noise vectors and the real data. In absence of paired ground truth, the adversarial network \(d\) acts as the loss function. Iteratively, \(d\) is trained to distinguish between what \(g\) generated and the real data, and \(g\) is trained to generate data that look real enough to fool \(d\). If a delicate balance is well maintained over time, \(g\) can gradually generate data that are indistinguishable from the real distribution.

In this paper, different from the original purpose of GANs, we do not aim to perform data generation in any form. In our case, the generator \(g\) is replaced by the keypoint detection network \(f\), while the discriminator \(d\) is used to calculate the Adversarial Focal Loss. Specifically, we ask \(d\) to judge the quality of each predicted set of keypoints, which indirectly reflects the difficulty score of the corresponding sample. The difficulty score can then be used to create a loss function for keypoint detection that is semantically analogous to Focal Loss.
3 Adversarial Focal Loss

Adversarial Focal Loss (AFL) works in a similar way as the Focal Loss, except for one key difference: the way hard examples are discovered. Focal Loss uses the classification prediction as an indicator of uncertainty, whereas AFL leverages an independent discriminator to estimate the difficulty.

Vanilla Method for Keypoint Detection The workflow for vanilla keypoint detection is shown in Fig. 2 top. A main network $f$ is trained to predict feature maps $y'$ from the input image $x$. For each input $x$, a loss $L(x) = L(y, y')$ is computed between the prediction $y'$ and the ground truth $y$. The loss is then used to update $f$.

Adversarial Focal Loss The key of the proposed Adversarial Focal Loss method (see Fig. 2 bottom) is the discriminator $d$. We use $d$ to judge the quality of a feature representation. $d$ is trained such that all model-generated representations are labeled as “low-quality” and all ground truth counterparts are labeled as “high-quality”. Our formulation of the discriminator is inspired by Wasserstein GAN (WGAN) [43], a widely-used adversarial network formulation that improved the stability of learning compared to the traditional GAN [42].

Under the WGAN formulation [43], when a feature map $y'$ is passed through $d$, the resulting output is $d(y') \in (-\infty, \infty)$. To generate a difficulty score $\in (0, 1)$, we squash $L_d^{y'} = -d(y')$ by a sigmoid function ($\sigma$). The difficulty score $\sigma(L_d^{y'})$ is conceptually analogous to the uncertainty $(1 - p_t)$ in Focal Loss, so that it is multiplied with the regular loss $L$ to form the Adversarial Focal Loss (Eq. 4). The intuition behind this formulation can be found in the subsequent section “Interpretation of the Loss”.

$$AFL(x) = \text{stop\_gradient}(\sigma(L_d^{y'}))L(x)$$

As shown in Eq. 4, the gradient of the difficulty score is detached, which means the difficulty score is only used as a multiplicative coefficient in the AFL formulation.

Figure 2: Illustration of Adversarial Focal Loss (AFL). AFL uses the discriminator ($d$) to produce a difficulty score $\sigma(L_d^{y'})$ for each input sample. AFL subsequently utilizes the difficulty score to re-weigh the loss. This design is semantically analogous to Focal Loss even in absence of a classification objective. $L_d^{y'} = -d(y') = -d(f(x))$; $L_d^y = -d(y)$; $\sigma(\cdot)$: sigmoid function. In keypoint detection tasks only, feature representations $y'$ and $y$ are further condensed through a topology extractor (not shown in figure, see Appendix section A.2) before being given to $d$. 

Please note that when batch size > 1, the batch-averaging takes place over AFL rather than over \( L_y' \), which ensures that each sample is weighed by its own difficulty score, not by the average difficulty score over that batch. The pseudo-code can be found in Appendix section A.1.

**Discriminator** Since the specific architecture of the discriminator is not the main focus of this paper, we did not spend effort on carefully designing \( d \). Instead, we used a light-weight off-the-shelf discriminator from a publicly available implementation [44].

Following the WGAN training paradigm, we are using gradient penalty [45] to regularize the discriminator. The discriminator loss is defined as \( L_y' - L_y + gp\_term \), where \( gp\_term \) is the gradient penalty term [45]. The loss term \( L_y' - L_y \) can be rewritten as \(-d(y) + d(y')\). It guides the training in the same direction as a Cross Entropy objective \( CE(p(y), 1) + CE(p(y'), 0) \) does, yet it offers a smoother gradient and higher stability during training [43].

**Interpretation of the Loss** Due to the training objective of \( d \), it learns to produce a larger \( d(y') \) if the representation appears of higher quality (in the sense that it looks like a ground truth representation) and a smaller \( d(y') \) otherwise. As a result, a low-quality representation (i.e., a hard example) would lead to a small \( d(y') \), thus a large \(-d(y')\), and eventually a difficulty score \( \sigma(L_y') \) closer to 1. On the other hand, an easy example will yield a difficulty score closer to 0.

**Topology Extractor** We used a topology extractor to condense the geometric relations among keypoints within the same object, following the idea from [46]. It provides a more efficient representation of the keypoint patterns compared to the raw feature maps. Consequently, it reduces the computational cost. For details, see Appendix section A.2.

4 **Empirical Studies**

**Keypoint detection results on the MPII dataset** We trained a widely-accepted baseline model [38] using the official implementation [47] with AFL integrated, on the MPII dataset [48]. The training settings are exactly the same as previously described [49]. The standard metric [48] is reported in Table 1. Compared to the baseline model, the adoption of AFL provides marginal yet consistent improvements on keypoint detection over all body parts.

Table 1: Keypoint detection results evaluated on the MPII val dataset.

| w/ AFL? | Arch   | Head ↑ | Shoulder ↑ | Elbow ↑ | Wrist ↑ | Hip ↑ | Knee ↑ | Ankle ↑ | Mean ↑ |
|--------|--------|--------|------------|---------|---------|-------|--------|---------|--------|
| ✓      | R-50 [38] | 96.4   | 95.3       | 89.0    | 83.2    | 88.4  | 84.0   | 79.6    | 88.5   |
|        | R-50 [38] | 96.9   | 95.5       | 89.1    | 83.7    | 88.9  | 84.5   | 79.6    | 88.9   |

**Keypoint detection results on the COCO dataset** We trained 4 models of varying architectures and capacities [38,39] using the official codebase [50] with AFL integrated on the COCO dataset [51]. The training settings are identical to what was previously described [39]. The standard metric, Average Precision scores, are reported in Table 2. This evaluation metric is based on Object Keypoint Similarity (OKS), a measure of keypoint detection accuracy. Details can be found in [39]. Specifically, \( AP^{50}/AP^{75} \) are the average precision at OKS=0.5/OKS=0.75, \( AP^{M}/AP^{L} \) are the average precision for medium/large objects, and AP is the mean average precision at 10 OKS positions evenly spaced between 0.5 and 0.95.

The adoption of AFL increased the mean AP score by 1.5 to 2.0 points across the 4 models. The subcategories \( AP^{50}, AP^{75}, \) and \( AP^{M} \) are also improved by varying amounts.

One intriguing observation is that despite the general improvements, AFL slightly suppresses the average precision on large objects (\( AP^{L} \)). We believe it’s because the keypoints on large objects are

---

2 All experiments were completed on one NVIDIA A100 GPU, except for two models (R-152 and H-48) for the COCO dataset which required two A100 GPUs.
 generally easier to identify, and thus large objects are usually easy samples. As AFL emphasizes hard examples, performance on easy examples may be slightly sacrificed for an overall improvement.

Table 2: Keypoint detection results evaluated on the COCO val dataset. For rows with AFL, the additional computational costs during training are accounted for. We used a light-weight discriminator with 0.0097 M parameters and 0.00056 GFLOPs, and hence the reported Params and FLOPs are not affected. Improvements/degradations beyond 1.0 point are highlighted in green/red.

† Input image resized such that the short side is 800 pixels.

Architecture acronyms: R-\(x\) = ResNet-\(x\)-FPN; X-\(x\)=ResNeXt-x-FPN; H-\(x\) = HRNetV2p-W\(x\).

| w/ AFL? | Arch | Input size | Params | FLOPs | AP ↑ | AP\(^{50}\) ↑ | AP\(^{75}\) ↑ | AP\(^{M}\) ↑ | AP\(^{L}\) ↑ |
|---------|------|------------|--------|-------|------|-------------|-------------|-------------|-------------|
|        | 800×800 | - | - | 65.1 | 86.6 | 70.9 | 59.9 | 73.6 |        |
|        | 384×288 | 102 M | - | 72.1 | 88.5 | 78.3 | 68.6 | 78.2 |        |
|        | 224×224 | 51.8 M | - | 66.5 | 87.3 | 72.8 | - | - |        |
|        | 1800×800 | - | - | 66.1 | 87.7 | 71.7 | 60.5 | 75.0 |        |
|        | 800×800 | - | - | 70.4 | 89.3 | 76.8 | 65.8 | 78.1 |        |

Keypoint detection results on medical images Besides evaluations on standard keypoint detection benchmarks with natural images, we further examined the effectiveness of AFL on medical images. We trained Feature Pyramid Networks with and without AFL on a restricted X-ray dataset. The dataset defined 36 anatomical landmarks per patient, and was used to train keypoint detection models for diagnostic purposes (diagnostic task is not shown as it is outside the scope of this paper).

The major bottleneck of these keypoint detection models was the false negative rate. The version without AFL falsely generated a considerable number of low-response feature maps. With the adoption of AFL and everything else untouched, the number of false negatives was reduced by approximately a half (Table 3).

Table 3: Keypoint detection results evaluated on a medical dataset. Models are evaluated on 51 X-ray images with keypoints annotated on 36 anatomical landmarks. These images are pre-processed through 4 different protocols leading to 4 different contrasts that are separately used for evaluation.

| w/ AFL? | Arch | Contrast | Illustration | False Negative ↓ | Total |
|---------|------|----------|--------------|------------------|-------|
|        | FPN | higher | 98 | 1827 |
|        | FPN | higher | 27 (−72%) | 1827 |
|        | FPN | high | 85 | 1827 |
|        | FPN | high | 32 (−62%) | 1827 |
|        | FPN | low | 89 | 1827 |
|        | FPN | low | 43 (−52%) | 1827 |
|        | FPN | lower | 95 | 1827 |
|        | FPN | lower | 69 (−27%) | 1827 |

Exploratory experiment: applying AFL for image classification As is evident by its design (Fig. 2), AFL has potentials beyond keypoint detection tasks. To demonstrate this potential, we evaluated AFL on image classification as a proof-of-concept.
We trained a wide-ResNet (WRN) on CIFAR-100 using Cross Entropy as the loss function, and keeping Focal Loss and AFL as variables for integration. The results are shown in Table 4.

For AFL in image classification, since the input to the discriminator was a one-dimensional probability vector instead of a matrix/image, we used a fully-connected discriminator instead of a convolutional network.

While we were unable to run extensive experiments on bigger datasets (e.g., ImageNet) due to limited budget, our exploratory experiments demonstrate AFL’s potential on tasks beyond keypoint detection. Focal Loss and AFL both provide noticeable benefits on top of Cross Entropy itself, yet the performance improvement from AFL is marginally bigger.

Interestingly, based on our experiments, using Focal Loss and AFL together does not lead to more favorable results. One possible reason could be the over-emphasis of the harder examples while not focusing enough on easy examples.

| w/ AFL? | w/ Focal Loss? | Arch       | Top-1 Accuracy |
|--------|----------------|------------|---------------|
|        |                | WSN-28-10, orig. [54] | 79.50         |
| ✓      |                | WSN-28-10, our impl.     | 82.14 ± 0.06  |
| ✓      | ✓              | WSN-28-10, our impl.     | 82.86 ± 0.13  |
| ✓      | ✓              | WSN-28-10, our impl.     | 82.38 ± 0.28  |
| ✓      | ✓              | WSN-28-10, our impl.     | 81.83 ± 0.16  |

5 Behaviors of the difficulty score

As we claimed in section 3, we designed the difficulty score \( \sigma(L_d') \) in our AFL formulation to serve as a multiplicative coefficient to up-weigh the hard examples and down-weigh the easy examples during training. We wanted to investigate whether it achieved this purpose. To that end, we examined the history of the difficulty score on easy versus hard examples during training.

Based on our speculation, we would anticipate the following trend:

1. At the very beginning of training, due to limited discriminative power, \( d \) will produce similar difficulty scores for all data samples. But the scores may cluster at any arbitrary value \( \in (0, 1) \) depending on the initialization of \( d \).
2. As training progresses, \( f \) begins to generate higher-quality keypoint detections on easy examples before they can handle hard examples. At this stage, difficulty scores will start to diverge – the score will be lower for easy examples and higher for hard examples.

During the COCO training, we plotted the progression of the difficulty scores over time (Fig. 3). We randomly selected a few data samples to track their difficulty scores, and then grouped them into easy and hard examples based on the discriminator’s response (Fig. 3, left and right). We find that \( d \) is able to judge the difficulty of data samples in a sensible manner. In general, easy examples (Fig. 3, left) exhibit well-exposed people in normal stances with keypoints visible over the full body. Hard examples (Fig. 3, right), on the other hand, are people that manifest unusual postures or have their body parts significantly occluded, which lead to abnormal keypoint relations or many missing keypoints.

The behaviors of the difficulty scores shown in our experiments are well aligned with our expectations, providing a glimpse into the underlying mechanism of the AFL method.

6 Conclusion and Future Works

In this paper, we first described the need for a Focal Loss equivalent in keypoint detection, and we explained why Focal Loss cannot be trivially adapted outside the classification domain. Then, we presented a novel approach called Adversarial Focal Loss (AFL) that is semantically equivalent to Focal Loss in non-classification tasks. We showed AFL’s empirical effectiveness on three keypoint
Figure 3: Progression of the difficulty score $\sigma(L^y_d)$ for easy versus hard examples. Left: easy examples; Right: hard examples. Within left/right, the 4 columns respectively represent input image, keypoint prediction, keypoint ground truth, and the difficulty score over epoch. Curves are Gaussian-smoothed for cleaner display, while the raw curves are shown in background with higher transparency. It can be seen that a “hard example” does not necessarily imply bad performance.

detection datasets and one image classification dataset. Finally, we investigated the behavior of AFL during training to verify its mechanism.

As for future work, we have identified two potential areas for further investigation.

**Stronger regularization on the range of $L^y_d$** The AFL method relies on the assignment of a proper difficulty score $\sigma(L^y_d)$ to each input sample. This consequently requires $L^y_d$ to fall in a reasonable range. The current WGAN-like objective $L^y_d - L^y_d + gp\_term$ does not pose a strict enforcement on this. For example, $\{L^y_d = -50, L^y_d = 60\}$ and $\{L^y_d = 10, L^y_d = 0\}$ both result in the same $L^y_d - L^y_d$, but the former is more likely to produce difficulty scores close to 1 for all input samples, while the latter is more likely to produce diverse difficulty scores between 0 and 1. Admittedly, the gradient penalty term help regularize $L^y_d - L^y_d$ towards zero-mean, but it is relatively weak and indirect. We believe a stronger regularization on the range of $L^y_d$ may be preferable.

**Extending AFL to other tasks** It is easy to notice that AFL can be applied to a wider domain than Focal Loss thanks to its design (Fig. 2). Besides tasks that we have already studied, any task that follows the formulation in the upper section of Fig. 2 may find AFL beneficial. This would include denoising, semantic segmentation, superresolution, domain adaptation, among many others.
A particularly interesting possibility is AFL in GANs, i.e., using AFL to dynamically adjust per-sample generator loss in tasks such as image generation, style transfer, etc. While this may lead to complications in optimization, the formulation of AFL shows no objection to such challenges.
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A Appendix

A.1 Pseudo-code of the vanilla method for keypoint detection versus our proposed AFL

Algorithm 1: Vanilla Method

**Required:**
- input images $X$
- ground truth feature maps $Y$
- main model $f$

**for** $(x, y) \in (X,Y)$ **do**
  - $y' \leftarrow f(x)$
  - $L \leftarrow $ loss_function$(y,y')$
  - $f$ updates w.r.t. $L$

end

Algorithm 2: Proposed AFL Method

**Required:**
- input images $X$
- ground truth feature maps $Y$
- main model $f$
- discriminator $d$

**Optional:**
- topology extractor $t$ (required for keypoint detection)

**for** $(x, y) \in (X,Y)$ **do**
  - $y' \leftarrow f(x)$
  - $L \leftarrow $ loss_function$(y,y')$
  - /* The following 2 lines are only relevant to keypoint detection. Skip them otherwise. */
  - $y \leftarrow t(y)$
  - $y' \leftarrow t(y')$
  - $(L^y_d, L'^y_d, gp_{term}) \leftarrow $ WGAN_GP$(d, y, y')$
  - $L_d \leftarrow L^y_d - L'^y_d + gp_{term}$
  - $AFL \leftarrow $ stop_gradient$(\sigma(L'^y_d)) \cdot L$
  - $d$ updates w.r.t. $L_d$
  - $f$ updates w.r.t. AFL

end

/* The detail of WGAN_GP [45] (Using the default setting: $\lambda = 10$) */

1: **procedure** WGAN_GP$(d, y, y')$
2: $\alpha \sim U[0,1]$
3: $y_{\text{mixup}} \leftarrow \alpha \cdot y + (1 - \alpha) \cdot y'$
4: $L^y_d \leftarrow -d(y)$
5: $L'^y_d \leftarrow -d(y')$
6: $gp_{term} \leftarrow \lambda \cdot (||\nabla_{y_{\text{mixup}}}d(y_{\text{mixup}})||_2 - 1)^2$
7: **return** $L^y_d, L'^y_d, gp_{term}$
A.2 Topology extractor

The topology extractor is a mapping from the feature space $\mathbb{R}^{W \times H \times K}$ (for $K$ keypoints) to a set of $N$ adjacency matrices $\mathbb{R}^{K \times K \times N}$. In our current formulation we have $N = 2$, where the first adjacency matrix represents the planar affinity of any two keypoints and the second matrix represents their angular affinity.

In practice, we first instantiate two matrices $M_p$ and $M_a$, both of dimensionality $\mathbb{R}^{K \times K}$, to respectively represent the planar and angular affinities. We then find the coordinates of the centroids of these keypoints $(x, y)_i$ for $i \in \mathbb{K}$, where $\mathbb{K} := [1, 2, ..., K]$. Any keypoint $j$ that does not exist on the feature map and thus does not have a centroid will be ignored, such that $M(j, i)$ and $M(i, j)$ will remain 0 for all $i \in \mathbb{K}$. For notational simplicity, we define $\mathbb{K}^+$ as the subset of $\mathbb{K}$ where keypoints exist.

For planar affinity, we define

$$M_p(i, j) = 1 - \frac{||(x, y)_i - (x, y)_j||_2}{||(W, H) - (0, 0)||_2}$$

(5)

For angular affinity, we define

$$M_a(i, j) = \frac{1}{2} + \frac{1}{2} \cos \angle A(i, j)$$

(6)

To find $\angle A(i, j)$, we first compute the coordinates of the “global centroid” among all existing keypoints, $(x, y) = \left( \frac{1}{|\mathbb{K}^+|} \sum_{k \in \mathbb{K}^+} x_k, \frac{1}{|\mathbb{K}^+|} \sum_{k \in \mathbb{K}^+} y_k \right)$. Then, we define $\angle A(i, j)$ for each $i, j \in \mathbb{K}^+$ as an angle whose vertex is the “global centroid” $(x, y)$ and whose two sides pass through $(x, y)_i$ and $(x, y)_j$, respectively.
A.3 Additional cases for section 5

Figure 4: Progression of the difficulty score $\sigma(L_d^y)$ for easy versus hard examples: additional cases. Left: easy examples; Right: hard examples. Within left/right, the 4 columns respectively represent input image, keypoint prediction, keypoint ground truth, and the difficulty score over epoch. Curves are Gaussian-smoothed for cleaner display, while the raw curves are shown in background with higher transparency. Again, it can be seen that a “hard example” does not necessarily imply bad performance.
A.4 Failure cases for section 5

Figure 5: Progression of the difficulty score $\sigma(L^y_{ld})$ for easy versus hard examples: failure cases. Examples with low keypoint detection accuracy are selected for this figure. Left: easy examples; Right: hard examples. Within left/right, the 4 columns respectively represent input image, keypoint prediction, keypoint ground truth, and the difficulty score over epoch. Curves are Gaussian-smoothed for cleaner display, while the raw curves are shown in background with higher transparency. Just like a “hard example” does not necessarily imply bad performance, an “easy example” does not necessarily imply good performance.