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Abstract

In this paper, we discuss multiscale methods for nonlinear problems. We use recently developed multiscale concepts for linear problems and extend them to nonlinear problems. The main idea of these approaches is to use local constraints and solve problems in oversampled regions for constructing macroscopic equations. These techniques are intended for problems without scale separation and high contrast, which often occur in applications. For linear problems, the local solutions with constraints are used as basis functions. This technique is called Constraint Energy Minimizing Generalized Multiscale Finite Element Method (CEM-GMsFEM). GMsFEM identifies macroscopic quantities based on rigorous analysis. In corresponding upscaling methods, the multiscale basis functions are selected such that the degrees of freedom have physical meanings, such as averages of the solution on each continuum.

This paper extends the linear concepts to nonlinear problems, where the local problems are nonlinear. The main concept consists of: (1) identifying macroscopic quantities; (2) constructing appropriate oversampled local problems with coarse-grid constraints; (3) formulating macroscopic equations. We consider two types of approaches. In the first approach, the solutions of local problems are used as basis functions (in a linear fashion) to solve nonlinear problems. This approach is simple to implement; however, it lacks the nonlinear interpolation, which we present in our second approach. In this approach, the local solutions are used as a nonlinear forward map from local averages (constraints) of the solution in oversampling region. This local fine-grid solution is further used to formulate the coarse-grid problem. Both approaches are discussed on several examples and applied to single-phase and two-phase flow problems, which are challenging because of convection-dominated nature of the concentration equation. The numerical results show that we can achieve good accuracy using our new concepts for these complex problems.

1 Introduction

As multiscale methods for linear equations are getting matured, their extension to difficult nonlinear problems remain challenging. Many nonlinear problems have multiscale nature due to spatial and temporal scales. For example, the dynamics of multi-phase flow and transport in heterogeneous media varies over multiple space and time scales. In the past, many well-known linear and nonlinear upscaling tools have been developed (e.g., [2, 27, 10, 15, 13, 9, 22, 11, 21, 35, 30, 39, 47, 41, 42, 17, 14, 18, 34, 38, 55]). Single-phase upscaling methods include permeability upscaling [22, 51, 7, 44] and many multiscale techniques [2, 26, 15, 19, 47, 1, 13]. Nonlinear upscaling methods, e.g., known as pseudo-relative permeability approach [1, 45, 7], computes nonlinear relative permeability functions based on single cell two-phase flow computations. It is known that these nonlinear approaches lack robustness and they are processes dependent [24, 25]. To overcome these difficulties, one needs a better understanding of nonlinear upscaling methods, which is our goal.
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Nonlinear upscaling methods can be traced back to nonlinear homogenization \[51, 30\]. The main idea of nonlinear homogenization is to formulate coarse-grid equations based on nonlinear local problems formulated in each coarse block. Some examples include p-Laplacian, pseudo-elliptic equations, and parabolic equations \[30\]. In these approaches, the local problems are solved with periodic boundary conditions and some constraints on averages of the solutions of gradients. In non-periodic cases, these methods are extended by solving local problems in coarse block subject to some boundary conditions. Because of nonlinearity, these local problems need to be solved for all possible average values, which can make the computations expensive. One can compute the upscaled fluxes on-the-fly using the values at previous iteration or previous time. These approaches are limited to problems with high contrast and scale separation. Our goal is to extend these approaches to problems with high contrast and non-separable scales. The main novel components of our approach is introducing multiple macroscopic variables for each coarse-grid block, formulating appropriate local constrained problems that determine the downscaling map; formulating macroscopic equations.

In computational mechanics literature, there has been a great deal of research dedicated to nonlinear upscaling methods, which include generalized continuum theories (e.g., \[32\]), computational continua framework (e.g., \[39\]), and other approaches. Multiscale enrichment method based on the partition of unity (\[41, 42\]) combine the linear and non-linear homogenization theory with the partition of unity method to handle the problems with inseparable fine and coarse scales. Computational continua (\[39, 33\]), which use nonlocal quadrature to couple the coarse scale system stated on a unions of some disjoint computational unit cells, are introduced for non-scale-separation heterogeneous media. In \[33, 37, 34\], the authors further enhance the method by combining the computational continua with model reduction technique. Originally, the computational continua approaches were developed to overcome the limitations of higher-order homogenization models and generalized continuum theories, namely, the need for higher-order finite element continuity, additional degrees of freedom, and nonclassical boundary conditions. Though there are some similarities, our proposed approaches differ from computational continua framework. Our approach explores the localization of high-contrast (with respect to the coarse-mesh size) features by introducing additional degrees of freedom (continua) and using oversampled regions. In future, we plan to use some ingredients of computational continua approaches in improving our approach and in making it more applicable to computational materials.

To design the new upscaled model, we use the concept of non-local multi-continuum (NLMC). The main idea of NLMC derives from Constraint Energy Minimizing Generalized Multiscale Finite Element Method (CEM-GMsFEM) \[19, 20, 16\]. CEM-GMsFEM identifies the degrees of freedom which can not be localized and then construct multiscale basis functions with support in the oversampled regions. However, the degrees of freedom in CEM-GMsFEM, in general, do not have physical meanings since they are coordinates in the multiscale space. In order to obtain an upscaled model, we design multiscale basis functions such that the degrees of freedom represent the average of the solutions. As a result, the coarse-grid model is an equation for the solutions averaged over each continua. In this paper, we extend this idea to nonlinear equations.

To extend the concept of NLMC to nonlinear equations, we first identify macroscopic quantities for each coarse-grid block. These variables are typically found via local spectral decomposition and represent the features that can not be localized (similar to multicontinua variables \[6, 46, 53, 50\]). Next, we consider local problems formulated in the oversampled regions with constraints. These local problems allow identifying the downscaling map from average macroscopic quantities to the fine-grid variables. By imposing the constraints for each continuum variable via the source term, we define effective fluxes and the homogenized equation. Using the local solutions in the oversampled regions with constraints allows localizing the global downscaled map, which provides an accurate representation of the solution; however, it is expensive as it involves solving the global problem. By using the constraints in the oversampled regions, we can guarantee the proximity between the global and local downscaled maps for a given set of oversampled constraints.

The resulting homogenized equation significantly differs from standard homogenization. First, there are several variables per coarse block, which represent each continuum. Secondly, the local problems are formulated in oversampled regions with constraints. These local problems allow identifying the downscaling map from average macroscopic quantities to the fine-grid variables. By imposing the constraints for each continuum variable via the source term, we define effective fluxes and the homogenized equation. Using the local solutions in the oversampled regions with constraints allows localizing the global downscaled map, which provides an accurate representation of the solution; however, it is expensive as it involves solving the global problem. By using the constraints in the oversampled regions, we can guarantee the proximity between the global and local downscaled maps for a given set of oversampled constraints.

In summary, our nonlinear nonlocal multicontinua approach has the following steps.

- For each coarse-grid block, identify coarse-grid variables (continua) and associated quantities. This is typically done via some local spectral problems and describes the quantities that can not be localized.
• Define local problems in oversampled regions with constraints. The constraints are given for each continua variables over all coarse-grid blocks. Local problems use specific source terms and boundary conditions, which allow localizing the global downscaled map and identifying effective fluxes. This step gives a downscaling from average continua to the fine-grid solution.

• The formulation of the coarse-grid problem. We seek the coarse-grid variables such that the downscaled fine-grid solution approximately solves the global problem in a weak sense. The weak sense is defined via specific test functions, which are piecewise constants in each continua. This provides an upscaling model.

We consider two types of methods. First, we call linear interpolation and the second is non-linear interpolation. In the first approach, we seek the solution in the form

\[ w = \sum_{i,j} w^j_i \phi^j_i, \]

where \( \phi^j_i \) are multiscale basis functions for coarse cell \( i \) and for continua \( j \) defined in the oversampled region. This approach is simpler as one uses linear approximation of the solution. However, because of the nonlinearity, the nonlinear approximation is needed (see [29, 31, 30]). In [30], the authors propose such approach for pseudomonotone equations (similar to homogenization). In our problem, we present a nonlinear interpolation (we refer as nonlinear nonlocal multicontinua). In this approach, the solution is sought as a nonlinear map, which approximated \( w^j_i \) from neighboring cells in a nonlinear fashion, which is defined via local problems. The local problem provides a nonlinear map from coarse-grid macroscopic variables to the fine-grid solution. This mapping is used to construct macroscopic equations. We use non-locality and multi-continua to address the cases without scale separation and high contrast.

As one of the numerical examples, we consider two-phase flow and transport, though our approach can be applied to a wide range of problems. Two-phase flow and transport is one of challenging problems, where many attempts are made to study it. Typical approaches include pseudo-relative permeability approach, also known as multi-phase upscaling, where the relative permeabilities are computed based on local two-phase flow simulations. It is known that these approaches are process dependent. Our approach provides a novel upscaling, which shows that each coarse-grid block needs to contain several average pressures and saturations and, moreover, these coarse-grid relative permeabilities are non-local and depend on saturations and pressures of neighboring cells. This model provides a new way to look at two-phase flow equations and can be further used in different modeling purposes.

The paper is organized as follows. In the next section, Section 2, we present some preliminaries and discuss main concepts used for linear problems. Section 3 is devoted to a general concept of nonlinear upscaling and this is discussed on several examples. In Section 4, we present the linear interpolation based approach and numerical results for multi-phase flow and transport. Though the paper’s main focus is on nonlinear interpolation, the linear interpolation approach is practical for many applications. In Section 5, we present the nonlinear approach for multi-phase flow and corresponding numerical results.

2 Preliminaries

We consider a general nonlinear system of the form

\[ \partial_t U + G(x, t, U, \nabla U) = g. \]  

In general, \( U \) is a vector-valued function and \( g(x, t) \) is the source term. \( G \) is assumed to be heterogeneous in space (and time, in general), which are resolved on the fine grid (see Figure 1 for fine and coarse grid illustrations). Our objective is to derive coarse-grid equations. First, we discuss some examples for (1).

Example 1. Nonlinear (pseudomonotone) parabolic equations, where \( G(x, t, U, \nabla U) := \text{div}\kappa(x, t, U, \nabla U) \).

Example 2. Hyperbolic equations, where \( G(x, t, U, \nabla U) := v(x) \cdot \nabla G(x, U) \) and \( U \) is a scalar function and \( v \) is a vector valued function. For example, \( v = -\kappa(x)\nabla p \) and \( \text{div}(v) = q \), as in Darcy’s flow.

Example 3. Hamilton-Jacobi equations, where \( G(x, t, U, \nabla U) := G(x, \nabla U) \) and \( U \) is a scalar function.
Example 4. One of our objective in this paper is to address the upscaling of multi-phase flow, which is a challenging problem. In this case, the model equations have the following form. The two-phase flow equations are derived by writing Darcy’s flow for each water ($\alpha = w$) and oil ($\alpha = o$) phases and the mass conservation as follows

$$u_{\alpha} = -\lambda_{r\alpha}(S_{\alpha})\kappa(x)\nabla p,$$

$$\nabla \cdot (u_{\alpha}) = q_{p}, \quad \partial_{t}S_{\alpha} + \nabla \cdot (u_{\alpha}) = q.$$  \hspace{1cm} (2)

Here, $u_{\alpha}$ is the Darcy velocity of the phase $\alpha$, $u_{t} = \sum_{\alpha} u_{\alpha}$, $S_{\alpha}$ is the saturation of the phase $\alpha$, and $\lambda_{r\alpha}$ is the relative mobility of the phase $\alpha$. By denoting the saturation of the water phase via $S = S_{w}$, we can write the equations in the following way

$$-div(\lambda(S)\kappa \nabla p) = q_{p},$$

$$\partial_{t}S + \nabla \cdot (uf(S)) = q, \quad u = -\kappa \nabla p.$$ \hspace{1cm} (3)

The special case of the two-phase flow consists of single-phase flow

$$-div(\kappa \nabla p) = q_{p},$$

$$\partial_{t}S + \nabla \cdot (uS) = q, \quad u = -\kappa \nabla p.$$ \hspace{1cm} (4)

2.1 Overview of NLMC for linear problems

In this section, we will give a brief overview of the NLMC method for linear problems [18]. Our goal is to summarize the key ideas in linear NLMC and motivate the ideas in the extension of it to the nonlinear NLMC in the next section. To be specific, we will consider a model parabolic equation with a heterogeneous coefficient, namely,

$$\frac{\partial u}{\partial t} - div(\kappa \nabla u) = g, \quad \text{in } \Omega \times [0, T],$$ \hspace{1cm} (5)

with appropriate initial and boundary condition, where $\kappa$ is the heterogeneous field, $g$ is a given source, $\Omega$ is the physical domain and $T > 0$ is a fixed time.

The NLMC upscaled system is defined on a coarse mesh, $T^{H}$, of the domain $\Omega$. We write $T^{H} = \bigcup \{K_{i} \mid i = 1, \cdots, N\}$, where $K_{i}$ denotes the $i$-th coarse element and $N$ denotes the number of coarse elements in $T^{H}$. For each coarse element $K_{i}$, we will identify multiple continua corresponding to various solution features. This can be done via a local spectral problem or a suitable weight function. The upscaled parameter is defined using multiscale basis functions. For each coarse element $K_{i}$ and each continuum within $K_{i}$, we will construct a multiscale basis function whose support is an oversampled region $K_{i}^{+}$, which is obtained by enlarging the coarse block $K_{i}$ by a few coarse grid layers. See Figure 1 for an illustration of coarse grid and oversample region. In particular, a structured coarse grid is shown with boundaries of coarse elements are denoted blue. A coarse cell $K$ is denoted red and its oversampled region $K^{+}$ obtained by enlarging $K$ by two coarse grid layers is denoted green.

Now we will specify the definition of continuum. For each coarse block $K_{i}$, we will identify a set of continua which are represented by a set of auxiliary basis functions $\phi_{i}^{j}$, where $j$ denotes the $j$-th continuum. There are multiple ways to construct these functions $\phi_{i}^{j}$. One way is to follow the idea proposed in CEM-GMsFEM [19]. In this framework, the auxiliary basis functions $\phi_{i}^{j}$ are obtained as the dominant eigenfunctions of a local spectral problem defined on $K_{i}$. These eigenfunctions can capture the heterogeneities and the contrast of the medium. The resulting solution of the upscaled system corresponds to the moments of the true solution with respect to these eigenfunctions. Another way is to follow the framework in the original NLMC method [18], designed for flows in fractured media, which can be easily modified for general heterogeneous media. In this approach, one identifies explicit information of fracture networks. The auxiliary basis functions $\phi_{i}^{j}$ are piecewise constant functions, namely, they equal one within one fracture network and zero otherwise. The resulting solution of the upscaled system corresponds to the average of the solution on fracture networks, which can be regarded as one of the continua. Finally, one can generalize the previous approach to construct other auxiliary basis functions. In particular, we can define $\phi_{i}^{j}$ to be characteristic functions of some regions $K_{i}^{(j)} \subset K_{i}$. These regions $K_{i}^{(j)}$ can be chosen to reflect various properties of the medium. For instances, one
can choose $K^{(j)}$ to be the region in which the medium has a certain range of values. We will consider this last choice in this paper.

Once the auxiliary basis functions $\phi^j_i$ are specified, we can construct the required basis functions. The idea generalizes the original energy minimization framework in CEM-GMsFEM. Consider a given coarse element $K_i$ and a given continuum $j$ within $K_i$. We will use the corresponding auxiliary basis function $\phi^j_i$ to construct our required multiscale basis function $\psi^j_i$ by solving a problem in an oversampled region $K_i^+$. Specifically, we find $\psi^j_i \in H^1_0(K_i^+)$ and $\mu \in V_{aux}$ such that

$$\int_{K_i^+} \kappa \nabla \psi^j_i \cdot \nabla v + \int_{K_i^+} \mu v = 0, \quad \forall v \in H^1_0(K_i^+),$$

(6)

where $\delta_{lm}$ denotes the standard delta function and $V_{aux}$ is the space spanned by auxiliary basis functions. We remark that $\mu$ serves as a Lagrange multiplier for the constraints in the second equation of (6). We also remark that the basis function $\psi^j_i$ has mean value one on the $j$-th continuum within $K_i$ and has mean value zero in all other continua in all coarse elements within $K_i^+$. In practice, the above system (6) is solved in $K_i^+$ using a fine mesh, which is typically a refinement of the coarse grid. See Figure 1 for an illustration.

Now, we can derive the NLMC upscaled system. As an illustration of the concept, we consider a forward Euler method for the time discretization of (5). At the $n$-th time step, the solution vector is denoted by $U^n$, where each component of $U^n$ represents the average of the solution on a continuum within a coarse element. We note that the size of this vector is $\sum_{i=1}^N L_i$, where $L_i$ is the number of continua in $K_i$. The upscaled stiffness matrix $A_T$ is defined as

$$\langle A_T \rangle_{jm}^{(i,\ell)} = a(\psi^j_i, \psi^\ell_m) := \int_\Omega \kappa \nabla \psi^j_i \cdot \nabla \psi^\ell_m,$$

(7)

and the upscaled mass matrix $M_T$ is defined as

$$\langle M_T \rangle_{jm}^{(i,\ell)} = \int_\Omega \psi^j_i \psi^\ell_m.$$

(8)

Finally, the NLMC system is written as

$$M_T(U^{n+1} - U^n) + \Delta t A_T U^n = \Delta t G^n$$

(9)
where the components of the vector $G^n$ are defined as $\int g(\cdot, t_n)\phi^n_i$ and $t_n$ is the time at the $n$-th time step. We remark that the nonlocal connections of the continua are coupled by the matrices $A_T$ and $M_T$. We also remark that the local computation in (9) results from a spatial decay property of the multiscale basis function, see [19, 20, 16] for the theoretical foundation.

3 Nonlinear non-local multicontinua model

3.1 General concept

We will first present some general concept of our nonlinear NLMC. We consider the following nonlinear problem

$$U_t + G(x, U, \nabla U) = g,$$

where $G$ has a multiscale dependence with respect to space (and time, in general).

To formulate the coarse-grid equations in the time interval $[t_n, t_{n+1}]$, we first introduce coarse-grid variables $U^{n-j}_i$, where $i$ is the coarse-grid block, $j$ is a continuum representing the coarse-grid variables, and $n$ is the time step (cf. [18]). As we noted that the continuum plays a role of a macroscopic variable, which can not be localized. For each coarse-grid block $i$, we need several coarse-grid variables, which will be indexed by $j$. In this paper, we will consider two types of interpolation for multiscale degrees of freedom. The first approach is called linear interpolation, which constructs approximate solution $U^n_H$ at the time $t_n$ as

$$U^n_H = \sum_{i,j} U^{n,j}_i \psi^n_i,$$

where $\psi^n_i$ are multiscale basis functions, which are defined via local constrained problems formulated in the oversampled regions. These basis functions are possibly supported in the oversampled regions and the resulting coarse-grid equations will be nonlinear and non-local when projected to the appropriate test spaces.

The values of $U^{n,j}_i$ are computed via the variational formulation using an explicit or implicit discretization of time

$$(U^{n+1}_H, V_H) - (U^n_H, V_H) + \Delta t(G(x, U^n_H, \nabla U^n_H), V_H) = \Delta t(g, V_H), \quad \forall V_H,$$

where $L = n$ or $L = n + 1$ depending whether explicit or implicit discretization is used, and $V_H$ denotes test functions. Here, $(\cdot, \cdot)$ denotes usual $L^2$ inner product. As for the test space, one can use the multiscale space spanned by $\psi^n_i$ or the auxiliary basis functions $\phi^n_i$. This linear approach is simpler to use; however, it ignores the nonlinear interpolation, which is important for nonlinear homogenization and numerical homogenization [51, 30].

Next, we describe the nonlinear approach, which we refer as nonlinear nonlocal multicontinuum approach. In this case, the solution is sought as a nonlinear interpolation of the degrees of freedom $U^{n,j}_i$ defined in the oversampled region. More precisely, we compute a downscale function using the given solution values $U^{n,j}_i$ by solving a constrained problem in the oversampled regions. Mathematically, this downscale function $U^n_h$ can be written as a function of all values $U^{n,j}_i$, namely,

$$U^n_h = F(U^n),$$

where $F$ is a nonlinear map and $U^n$ is a vector containing all values $\{U^{n,j}_i\}$. The nonlinear map is computed by solving the local problem (cf. [14]), and the function $U^n_h$ is glued together from local downscaled maps. Once this map is defined, we seek all coarse-grid macroscopic variables $\{U^{n,j}_i\}$ such that the downscaled fine-grid solution $U^n_h$ solves the global problem in a variational setting. The test functions are defined for each degrees of freedom in the form of piecewise constants or piecewise functions, in for example a finite volume or Petrov Galerkin setting. More precisely, the coarse-grid system has the form

$$(U^{n+1}_h, V_H) - (U^n_h, V_H) + \Delta t(G(x, U^n_h, \nabla U^n_h), V_H) = \Delta t(g, V_H),$$

for all suitable test functions $V_H$. Here, $L = n$ or $L = n + 1$ can be used for explicit or implicit discretization. The test functions are chosen to be piecewise polynomials or auxiliary basis functions $\phi^n_i$. We remark that the dimension of the test space is chosen to be the dimension of the coarse-grid macroscopic variables.
3.2 Nonlinear nonlocal multicontinuum approach

In this section, we give some details of our nonlinear nonlocal multicontinuum approach, in general, and then present some examples. The illustration is given in Figure 2. In later sections, we present a detailed application to two-phase flow equations.

**Figure 2: Illustration of the steps.**

**Step 1. Defining coarse-grid variables.** The first step involves defining macroscopic variables. In our cases, we will define them by \( U_{n,i}^{n,j} \), where \( i \) is the coarse-grid block, \( j \) is the continua, and \( n \) is the time step. These variables in our applications will be defined by prescribing averages to subregions, which can have a complex shapes (for example, fracture regions). The equation for \( U_{n,i}^{n,j} \), in general, will have a form

\[
U_{n+1}^{n,j} - U_{n}^{n,j} + G_{j}^{i}(U_{L}) = 0, \tag{13}
\]

where \( L = n \) or \( L = n + 1 \) for explicit or implicit discretizations. The operator \( G_{j}^{i} \) is determined respect to the given continuum \( j \) and coarse element \( i \), and contains information from the source term and the time step size \( \Delta t \). In (13), we use \( U_{L}^{i} \) to denote the vector consisting of all macroscopic quantities \( U_{n,i}^{n,j} \) for all \( i \) and \( j \). The operator \( G_{j}^{i} \) is obtained by solving local problems on an oversampled region corresponding to \( K_{i} \). To define (13), we next discuss local problems.

**Step 2. Local solves for generic constraints.** The computation of \( G_{j}^{i} \) requires solutions of constrained local nonlinear problems. Here we present a general formulation. We consider \( i \) to be the index for a coarse element \( K_{i} \) or a coarse neighborhood \( \omega_{i} \), which is defined for a coarse node \( i \) by

\[
\omega_{i} = \bigcup \{ K \in \mathcal{T}^{H} : x_{i} \in K \}.
\]

The choice of \( K_{i} \) or \( \omega_{i} \) depends on the global coarse grid discretization. For example, with finite volume or Petrov Galerkin formulation, we choose \( K_{i} \), while for continuous Galerkin formulation, we choose \( \omega_{i} \). In this part, we present the steps using \( \omega_{i} \). The required local nonlinear problem will be solved on \( \omega_{i}^{+} \), which is an oversampled region obtained by enlarging \( \omega_{i}^{+} \) a few coarse grid layers. We let \( c := \{ c_{m}^{l} \} \) be a set of scalar values, where \( m \) denotes the \( m \)-th coarse element in the oversampled region \( \omega_{i}^{+} \) and \( l \) denotes the \( l \)-th continuum within \( K_{m} \subset \omega_{i}^{+} \). The local problem is solved by finding a function \( N_{\omega_{i}}(x; c) \) given by

\[
G(x, N_{\omega_{i}}(x; c), \nabla N_{\omega_{i}}(x; c)) = \sum_{m,l} \mu_{i,m}^{l}(c) I_{K_{m}^{l}(i)} \text{ in } \omega_{i}^{+} \tag{14}
\]

with constraints

\[
\int_{\omega_{i}^{+}} N_{\omega_{i}}(x; c) I_{K_{m}^{l}(i)}(x) = \epsilon_{m}^{l}.
\]
Here, \( I_{K_{lm}^{(l)}}(x) \) is an indicator function for the region \( K_{lm}^{(l)} \) defined for the continua \( l \) within coarse block \( m \).

We remark that the values \( \mu_{i,m}^{(l)}(c) \) play the role of Lagrange multipliers for the constraints. We notice that \( N_{\omega_i} \) depends on all constraints in the oversampled region. In general, one can also impose constraints on the gradients of \( N_{\omega_i} \) and the constraint function can have a complex form. We remark that the problem \((14)\) requires a boundary condition, which is problem dependent. We will discuss it later. Our main message is that the local problems with constraints are solved in oversampled region and involves several coarse-grid variables for each coarse block. For the precise formulation, the values \( \{c_m^{(l)}\} \) will be chosen as the macroscopic variables.

**Discussion on localization.**

Next, we discuss the idea behind the localization principle stated above (see Figure 3 for illustration). For this reason, we first define the global downscaling operator, \( N_G(x;c) \), which solves the global problem with constraints

\[
G(x, N_G(x;c), \nabla N_G(x;c)) = \sum_{m,l} \mu_{i,m}^{(l)}(c) I_{K_{lm}^{(l)}} \quad \text{in} \ \Omega
\]

with constraints

\[
\int_{\Omega} N_G(x;c) I_{K_{lm}^{(l)}}(x) = c_m^{(l)}.
\]

The boundary conditions are taken as the original global boundary conditions. For our localization, we desire that the local downscaled solution, \( N_{\omega_i}(x;c) \) in \( K \) (target coarse block) defined in \((14)\), is approximately the same as \( N_G \) restricted to \( K \) for the same constraint values as the global problem in \( \omega_i^{+} \). I.e.,

\[
N_{\omega_i}(x;c) \approx N_G(x;c) \quad \text{in} \ \Omega,
\]

where \( c \) values coincide in \( \omega_i^{+} \). This property allows solving local nonlinear problems instead of the global problem without sacrificing the accuracy and defining correct upscaled coefficients. This desired property can be shown for monotone elliptic equations using zero Dirichlet boundary conditions on \( \partial \omega_i^{+} \). For more complex nonlinear system, one needs to also use appropriate boundary conditions on \( \partial \omega_i^{+} \) to achieve this property.

**Step 3. Defining coarse-grid model.** The upscaled flux \( \overline{G_j} \) is defined by substituting the downscaled global solution corresponding to the constraints given by \( c \) and multiplying it by test functions. For this procedure, one first defines a global fine-grid downscaled field that is constrained. The equation \((14)\) defines local fine-grid fields constrained to macroscopic variables in oversampled regions. In general, one needs to “glue” together a global downscaled solution, which approximates the global problem in a weak sense. A
simple approach to glue together is to use partition of unity functions, $\chi_{\omega_i}$ for each region $\omega_i$. Then,

$$F(\bar{U}) = \sum_i N_{\omega_i} \chi_{\omega_i}. $$

In some discretization scenarios (e.g., finite volume, Discontinuous Galerkin,...), it is not necessary to glue together in order to obtain a global fine-grid field. In the proposed NLMC approach, our coarse-grid formulation uses “finite volume” type approximation and we will not need to glue local approximations. In this case,

$$F(\bar{U}) = N_{\omega_i} \text{ and } \nabla F(\bar{U}) = \nabla N_{\omega_i} \text{ on } E_i, \quad (16)$$

where $E_i$ is a coarse edge for the coarse grid. In general, we can write it as $F(\bar{U}) = N_{\omega_i}$ in all local fine-grid blocks, and the following variational formulation

$$(\partial_t F(\bar{U}), V_H) + (G(x, F(\bar{U}), \nabla F(\bar{U})), V_H) = (g, V_H), \quad (17)$$

where $V_H$ are test functions. In this setup,

$$(G(x, F(\bar{U}), \nabla F(\bar{U})), V_H) = (\bar{G}(x, \bar{U}), V_H).$$

The above equation can formally be thought as

$$\frac{\partial}{\partial t} M(\bar{U}) + G(\bar{U}, \bar{U}) = g.$$  

The time discretization of Equation (17) can be written as

$$(F(\bar{U}^{n+1}), V_H) - (F(\bar{U}^n), V_H) + \Delta t (G(x, F(\bar{U}^L), \nabla F(\bar{U}^L)), V_H) = \Delta t (g, V_H), \quad \text{(18)}$$

where $L = n$ or $L = n + 1$ for explicit or implicit discretizations. In general, the downscaling operator has the following property

$$(F(\bar{U}^L), V_H) \approx (\bar{U}^L, V_H), \quad \text{or} \quad (F(\bar{U}^L), V_H) = (\bar{U}^L, V_H) \quad \text{(19)}$$

which simplifies the computations. In the latter situation, the mass matrix $M$ is diagonal. In addition,

$$(F(\bar{U}^L), V_h) \approx (U_i^L, V_h), \quad \text{(20)}$$

where $U_i^L$ is a fine-scale field and $\bar{U}^L$ is the corresponding coarse-grid average. The equation (20) states that if we use the average of the fine-scale field to re-construct it, the resulting approximation remains close to the original fine-scale field. We remark that the operator $\bar{G}_i^j$ in (13) is obtained using (18). More precisely, we have

$$\bar{G}_i^j := \Delta t (G(x, F(\bar{U}^L), \nabla F(\bar{U}^L)), V_H) - \Delta t (g, V_H)$$

by using a test function $V_H$ corresponding to region $i$ and continuum $j$.

Next, we present some more concrete constructions for some cases, listed in Section 2.

**Example 1.** In this example, we consider a class of nonlinear (pseudomonotone) parabolic equations with $G = \text{div}\left(k(x, U, \nabla U)\right)$, where $k$ is a heterogeneous function in $x$, and in general, also in $U$ and $\nabla U$. We will consider a continuous Galerkin discretization in space on a coarse grid and explicit Euler discretization in time. Let $c = \{U_{i}^{n,j}\}$ be a set of macroscopic variables at the time $t_n$. In particular, $U_{i}^{n,j}$ denotes the mean value of the solution on continuum $j$ within coarse element $i$ at time time $t_n$. On an oversampled region $\omega_i^n$, we find a function $N_{\omega_i}$ on the fine grid such that

$$G(x, N_{\omega_i}, \nabla N_{\omega_i}) = \sum_{K_{m}^{i,j} \subset \omega_i^n} \mu_{m}^{(i)}(c) I_{K_{m}^{i}} \text{ in } \omega_i^n$$
subject to the following constraints
\[ \int_{\omega_i} N_{\omega_i}(x) I_{K_m^{(l)}}(x) = U_{m,l}^{n}, \quad \forall K_m^{(l)} \subset \omega_i, \]
\[ \int_{\omega_i} N_{\omega_i}(x) I_{K_m^{(l)}}(x) = 0, \quad \forall K_m^{(l)} \subset \omega_i^+ \setminus \omega_i. \]

We remark that \( \mu_m^{(l)} \) plays the role of Lagrange multiplier. The above problem is solved using the Dirichlet boundary condition on \( \partial \omega_i^+ \). We can set \( N_{\omega_i} \) equals to zero on \( \partial \omega_i^+ \), and this choice of motivated by the decay property of multiscale basis functions in CEM-GMsFEM. Then we can define a global fine scale function by
\[ U_h^n = \sum_i N_{\omega_i} \chi_{\omega_i} \]
where \( \{ \chi_{\omega_i} \} \) are suitable partition of unity functions, where we notice that the values of \( N_{\omega_i} \) within \( \omega_i^+ \setminus \omega_i \) are not used. Using the global downscale function \( U_h^n \) and suitable test functions, we can derive a coarse grid scheme. We note that the upscaled model has the form [17].

**Example 2.** In this example, we consider a class of hyperbolic equations, where \( G(x,t,U,\nabla U) := v(x) \cdot \nabla G(x,U) \) and \( U \) is a scalar function and \( v \) is a vector valued function. For example, \( v = -\kappa(x) \nabla p \) and \( \text{div}(v) = q \), as in Darcy’s flow. We will consider a finite volume type discretization in space on a coarse grid and explicit Euler discretization in time. Let \( c = \{ U^{n-1}_i \} \) be a set of macroscopic variables at the time \( t_n \). Same as above, \( U_i^{n-1} \) denotes the mean value of the solution on continuum \( j \) within coarse element \( i \) at time time \( t_n \). On an oversampled region \( K_i^+ \), we find a function \( N_{K_i} \) on the fine grid such that
\[ G(x, \nabla N_{K_i}) = \sum_{K_m^{(l)} \subset K_i^+} \mu_m^{(l)}(c) I_{K_m^{(l)}} \quad \text{in} \quad K_i^+ \]
subject to the following constraints
\[ \int_{K_i^+} N_{\omega_i}(x) I_{K_m^{(l)}}(x) = U_{m,l}^{n+1}, \quad \forall K_m^{(l)} \subset K_i^+ \]
We remark that \( \mu_m^{(l)} \) plays the role of Lagrange multiplier. The above problem is solved using the standard inflow boundary condition on the inflow part of \( \partial K_i^+ \). We can set \( N_{K_i} \) equals to zero to the value \( \{ U_i^{n-1} \} \) chosen by upwinding. Then we can define a global fine scale function by
\[ U_h^n = \sum_i N_{K_i} \chi_{K_i^+} \]
where \( \{ \chi_{K_i^+} \} \) are suitable partition of unity functions for the overlapping partition \( \{ K_i^+ \} \). We remark that this global downscale function \( U_h^n \) preserves the mean values, namely,
\[ \frac{1}{|K_i^{(l)}|} \int_{K_i^{(l)}} U_h^n = U_i^{n-1}. \]
Using the global downscale function \( U_h^n \) and suitable test functions, we can derive a coarse grid scheme. For the test functions, we use \( \{ I_{K_m^{(l)}}(x) \} \), for all \( m,l \). Hence, we obtain
\[ U_i^{n+1,j} = U_i^{n,j} - \Delta t \int_{K_i^{(l)}} G(x, \nabla U_h^n) + \Delta t \int_{K_i^{(l)}} g, \quad \forall i,j. \quad \text{(21)} \]
We note that this upscaled model has the form [17]. We also note that the number of unknowns is the same of number of equations.

**Example 3.** For this case, the local problem can be formulated as follows. On an oversampled region \( K_i^+ \), we find a function \( N_{K_i} \) on the fine grid such that
\[ G(x, \nabla N_{K_i}) = \sum_{K_m^{(l)} \subset K_i^+} \mu_m^{(l)}(c) I_{K_m^{(l)}} \quad \text{in} \quad K_i^+ \]
subject to the following constraints

\[ \int_{K_1^+} N_{\omega_i}(x) I_{K_m^{(l)}}(x) = U_{m,l}^{n,l}, \quad \forall K_m^{(l)} \subset K_1^+ . \]

Similar to Example 2, the upscaled model has the form (17) and (21).

In summary, the local problems involve original local problems with constraints formulated in the over-sampled regions. The source term constants represent the homogenized fluxes and their dependence on averages of solutions and gradients are the functional form of the equations.

### 3.2.1 RVE-based extension of the method

The proposed concept can also be used for problems with scale separation. A typical example is a fractured media, where the fracture distributions are periodic or possess some scale separation. In this case, we do not use the oversampling based local problems and simply use local problems in RVE. To be more precise, Step 1 remains the same as before, which involves identifying local multicontinua variables in each coarse-grid block.

In Step 2, we solve the local problem (14) in RVE subject to the constraints. The main difference is that we use only the constrained in the target coarse-grid block. Thus, there are fewer constraints and the problem is localized to the target coarse block.

Once the local solves are defined, via periodicity, we extend the local solution to the \( \omega_i \) and use this extension to compute the effective flux. This construction is similar to e.g., [30] or MsFEM using RVE [28].

### 4 Linear Approach

In this section, we will focus on the linear approach (c.f. Section 3), and present some numerical results.

#### 4.1 Linear transport

In this section, we will present some numerical results for the linear transport equation with a given velocity. More precisely, we consider

\[ \partial_t S + \nabla \cdot (u S) = q \text{ in } \Omega \]

where \( u \in H(\text{div}, \Omega) \) is a given divergence-free velocity field with \( u \cdot n = 0 \) on \( \partial \Omega \). We take \( \Omega = [0, 1]^2 \), and the velocity field \( u \) is shown in Figure 4. The coarse grid size \( H = 1/20 \), and we use a single continuum model. In Table 1, we present a error comparison between our upscaling method and the standard finite volume method.

The derivation of the upscaled system follows the ideas in Section 2.1. For each coarse element \( K_i \), we solve the following system in an oversampled region \( K_i^+ \):

\[ \nabla \cdot (u \psi_i) + \mu = 0 \]

(22)

to obtain a basis function \( \psi_i \). The above system is equipped with the constraints

\[ \int_{K_j} \psi_i = \delta_{ij} . \]

(23)

We remark that \( \mu \) is a piecewise constant function, and plays the role of Lagrange multiplier. We notice that the upscaled system has the form [9]. In practice, one can add artificial diffusion in (22) in order to obtain a stable numerical solution, and use zero Dirichlet boundary condition. We remark that one can use other boundary conditions, see Section 3.2.

By using the standard finite volume method, the relative \( L^2 \) error is 27.78% at the final time \( T = 1 \). From Table 1, we see that our upscaling method provides much better approximations, where "# layer" standards for the number of layers used in the oversampling domains. When # layer equals \( \infty \), it means that the oversampling domain is the whole physical domain. In Figure 5, we show the snapshots of the solution at \( T = 1 \). From this figure, we observe that the solution computed with CEM provides a good approximation, particularly, in saturated regions.
4.2 Single phase flow

In this section, we apply our method to a single phase flow problem which is described as follows:

\[
\partial_t S_w + \nabla \cdot (u_w S_w) = q_w, \quad (24)
\]

\[
-\nabla \cdot (\kappa \nabla P_w) = q, \quad (25)
\]

\[
u_w = -\kappa \nabla P_w, \quad (26)
\]

where we assume \( q \) is a function independent of time such that we can compute the velocity \( u_w \) in the initial time step and use the velocity to construct the basis function for saturation \( S_w \).

For solving single phase flow problem, we can separate the computation process into two parts. Since Equations (25) and (26) are independent of saturation and the given source term is independent of time, we know that the velocity is independent of time. Therefore, we can decouple system of equation into two parts which are the Equations (25), (26) and the Equation (24). The first part of the computation is computing the velocity and pressure by solving Equations (25) and (26) by Mixed Generalized Multiscale Finite Element Methods(MGMsFEM) [11]. The second part of the computation is computing the numerical solution for the saturation by solving Equation (24). Given a numerical velocity \( u_{\text{rms}} \), Equation (24) is a standard linear transport equation. We can use the method discussed in Section 4.1 to construct the multiscale basis.
function and then compute the numerical solution for saturation. Next, we will discuss the computation of the saturation.

We will consider a multi-continuum version of the method. Assume that an approximation of the velocity $u_{ms}$ has been computed by the MGMsFEM. We derive the upscaling system following the ideas in Section 2.1. For each coarse element $K_i$ and a continuum $j$ within $K_i$, we solve the following system in an oversampled region $K_i^+$:

$$\nabla \cdot (u_{ms} \psi^j_i) + \mu = 0$$  \hspace{1cm} (27)

to obtain a basis function $\psi^j_i$. The above system is equipped with the constraints

$$\int_{K_i^{(j)}} \psi^j_i = \delta_{m_j} \delta_{u}. \hspace{1cm} (28)$$

We remark that $\mu$ is a piecewise constant function, and plays the role of Lagrange multiplier. We notice that the upscaling system has the form (9).

Now, we present some numerical examples. We take $\Omega = [0, 1]^2$, and the permeability field $\kappa$ is shown in Figure 6. The coarse grid size $H = 1/20$. We will use a dual continuum model to solve this problem. For each coarse element $K_j$, we define two continua by $K_j^{(1)} = \{x \in K_j | \kappa(x) > 10^3\}$ and $K_j^{(2)} = \{x \in K_j | \kappa(x) \leq 10^3\}$.

In Table 2, we present a comparison at times $T = 5$ and $T = 10$ between our method and the finite volume method for the saturation equation (26) with piecewise constant test functions in each continuum. From the table, we observe the performance of our scheme for various choices of oversampling layers. For all these cases, we observe that our scheme performs better than the usual (dual continuum) finite volume scheme whose error is $13.10\%$ and $14.04\%$ at the observation times $T = 5$ and $T = 10$ respectively. We notice that the relative error in the velocity $u_{ms}$ is $5.51\%$. In Figure 7 - 8, we present the comparisons between the the averaged fine-grid solution and the solution obtained our proposed method. From these figures, we observe that our proposed method can capture the solution features accurately.

![Figure 6: permeability field $\kappa$](image)

| #layer \ time \ $T = 5$ | $T = 10$ |
|-----------------|----------|
| 4               | 12.83%   | 14.57%   |
| 6               | 7.33%    | 6.93%    |
| 8               | 5.89%    | 5.51%    |
| $\infty$        | 5.69%    | 5.24%    |

Table 2: $L^2$ relative errors for our upscaling method. The relative error for dual continuum finite volume scheme on the same grid is $13.10\%$ and $14.04\%$ for $T = 5$ and $T = 10$ respectively. In this case, the relative error in velocity $u_{ms}$ is $5.51\%$.  
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4.3 Two phase flow

In this section, we apply our upscaling method to two phase flow problem which is described as follows:

\[
\begin{align*}
\partial_t S_w + \nabla \cdot (u_w) &= q_w, \quad (29) \\
-\nabla \cdot (\kappa \lambda_t(S_w) \nabla P_w) &= q, \quad (30) \\
u_w &= -\kappa \lambda_t(S_w) \nabla P_w, \quad (31) \\
\lambda_t &= \lambda_w(S_w) + \lambda_o(S_w). \quad (32)
\end{align*}
\]

In the process of basis construction, we will use a similar approach as solving single phase flow problem. We notice that the exact velocity depends on the saturation and hence depends on time. To reduce the computational burden, we use the initial total mobility \(\lambda_t(S_w(0))\) as the reference mobility to construct the multiscale basis functions. That is, we will construct the multiscale basis functions for approximating the exact velocity field based on the following equations,

\[
\begin{align*}
-\nabla \cdot (u_t) &= q, \quad (33) \\
u_t &= -\kappa \lambda_t(S_w(0, \cdot)) \nabla P. \quad (34)
\end{align*}
\]

Next, using the total velocity \(u_t\), we will construct the basis functions for approximating the exact saturation based on the following transport equation,

\[
\partial_t S_w + \nabla \cdot \left( \frac{u_t}{\lambda_t(S_w(0, \cdot))} S_w \right) = q_w, \quad (35)
\]

Hence, the construction for the basis functions is separated into two parts. The first part is computing an approximating velocity \(u_{t,ms}^{(0)}\) and pressure \(P_{ms}\) by solving Equations (33) and (34) by Mixed Generalized Multiscale Finite Element Methods (MGMsFEM). The multiscale basis functions constructed during the processing are used to span the finite element space \(V_{ms}\), which is used to approximate the exact velocity.
The second part is constructing the saturation basis functions by the method discussed in Section 3 with a fixed velocity $u^{(0)}_{t,ms}$. This part is also similar to the single phase flow.

To compute the coarse grid solution, we will use IMplicit Pressure Explicit Saturation (IMPES) scheme. Given the saturation $S^{(n)}_{ms}$ and the total velocity $u^{(n)}_{t,ms}$ at the previous time step, we will compute the total velocity at the next time step $u^{(n+1)}_{t,ms}$ by solving

$$
\int_{\Omega} \nabla \cdot u^{(n+1)}_{t,ms} p = \int_{\Omega} qp, \quad \forall p \in Q_H
$$

$$
\int_{\Omega} \kappa^{-1} \lambda^{-1}_w (S_w^{(n)} (\cdot)) u^{(n+1)}_{t,ms} \cdot v = \int_{\Omega} p^{(n+1)}_{ms} \nabla \cdot v, \quad \forall v \in V_{ms}
$$

where $Q_H$ is the space for pressure. Then, we will use the velocity $u^{(n+1)}_{t,ms}$ to compute the saturation at the next time step as before (similar to (27) and (28)).

We next present some numerical examples. We take $\Omega = [0, 1]^2$. The permeability field $\kappa$ is shown in Figure 9, and we use $\lambda_w = \left( \frac{S_w - S_{wc}}{1 - S_{wc} - S_{or}} \right)^2 \mu_w^{-1}$, $\lambda_o = \left( \frac{1 - S_w - S_{or}}{1 - S_{wc} - S_{or}} \right)^2 \mu_o^{-1}$ with $\mu_w = 1$, $\mu_o = 1$, $S_{wc} = 0.2$ and $S_{or} = 0.2$. The coarse grid size $H = 1/20$. We are using the dual continuum model to solve this problem. For each coarse element $K_j$, we define two continua by $K_j^{(1)} = \{ x \in K_j | \kappa(x) > 10^3 \}$ and $K_j^{(2)} = \{ x \in K_j | \log_{10}(\kappa(x)) \leq 10^3 \}$. In Table 3, we present a error comparison between our method and the finite volume method for the saturation equation with piecewise constant test functions in each continuum. For this experiment, we observed that the upscaling method works in general better than the finite volume method as before.

![Figure 9: permeability field $\kappa$](image)

| #layer \ time | $T = 10$   | $T = 20$   |
|----------------|------------|------------|
| 4              | 15.82%     | 14.94%     |
| 6              | 7.03%      | 6.63%      |
| 8              | 4.11%      | 4.33%      |
| $\infty$       | 3.32%      | 4.11%      |

Table 3: $L^2$ relative errors for our upscaling method. The relative error for dual continuum finite volume scheme on the same grid is 10.01% and 14.13% for $T = 10$ and $T = 20$ respectively.

Next we consider another test case with the medium $\kappa$ shown in Figure 10 which is a SPE benchmark test case. The coarse grid size is chosen as $H = 1/24$. We are again using the dual continuum model to solve this problem. For each coarse element $K_j$, we define $K_j^{(1)} = \{ x \in K_j | \log_{10}(\kappa(x)) > 0.8 \}$ and $K_j^{(2)} = \{ x \in K_j | \log_{10}(\kappa(x)) \leq 0.8 \}$. In Figure 11 we present the snapshots of the averaged fine solution,
finite volume solution and our upscaled solution at the observation time $T = 10$. We observe that our method is able to capture the dynamics of the solution, while the finite volume method does not produce a good solution. In Table 4 we present the errors of our approximation and observe again good accuracy.

![Figure 10: A SPE permeability field log$_{10}(\kappa)$ (in log scale).](image)

Table 4: $L^2$ relative errors for our upscaling method. The relative error for dual continuum finite volume scheme on the same grid is 14.75% and 19.74% for $T = 5$ and $T = 10$ respectively.

| #layer \ time | $T = 5$  | $T = 10$ |
|--------------|----------|----------|
| 6            | 7.19%    | 11.12%   |
| $\infty$    | 6.70%    | 10.16%   |

![Figure 11: Snapshots of the solution at $T = 10$. Left: averaged fine solution. Middle: finite volume. Right: our upscaled solution.](image)

5 Nonlinear Approach

In this section, we will present a numerical test to show the performance of the nonlinear approach (c.f. Section 3). To do, we consider the following single phase flow problem

$$
\partial_t S_w + \nabla \cdot (u_w \lambda(S_w)) = q_w, \\
-\nabla \cdot (\kappa \nabla P_w) = q, \\
u_w = -\kappa \nabla P_w,
$$

where

$$
\lambda(S) = S^\beta.
$$

We assume $q$ is a function independent of time such that we can compute the velocity in the initial time step and use the velocity to construct the basis function for saturation.
The derivation of the upscaled system follows the ideas in Section 3.2. Assume that an approximation of the velocity $u_{ms}$ has been computed. Let \( \{s_{n,j}^i\} \) be a set of upscaled values for the continuum $j$ in the coarse region $K_i$ at the time $t_n$. For each coarse element $K_i$, we solve the following system in an oversampled region $K_i^+$:

$$\nabla \cdot (u_{ms}\lambda(N_j)) + \mu = 0 \quad (36)$$

to obtain a local downscale function $N_j$. The above system is equipped with the constraints

$$\frac{1}{|K_i^{(j)}|} \int_{K_i^{(j)}} N_j = s_{n,j}^i. \quad (37)$$

We remark that $\mu$ is a piecewise constant function, and plays the role of Lagrange multiplier. Then we define a global downscale field by

$$s_h^n = \sum_i N_i \chi_{K_i^+},$$

where \( \{\chi_{K_i^+}\} \) is a set of partition of unity functions corresponding to the sets $K_i^+$. Then we apply a finite volume scheme to the saturation equation as follows

$$s_{h}^{n+1,j} = s_{h}^{n,j} - \Delta t \int_{\partial K_i^{(j)}} \lambda(s_h^n) u_{ms} \cdot n + \Delta t \int_{K_i^{(j)}} q_w. \quad (38)$$

We notice that the upscaled system \( (38) \) has the form \( (17) \).

We next present some numerical results. We take $\Omega = [0,1]^2$, and the permeability field $\kappa$ is shown in Figure 12. The coarse grid size $H = 1/10$. We are using a dual continuum model to solve this problem. For each $K_j$, we define $K_j^{(1)} = \{x \in K_j | \kappa(x) > 10^3\}$ and $K_j^{(2)} = \{x \in K_j | \kappa(x) \leq 10^3\}$. In Table 5, we present a error comparison between our method and the finite volume method for the saturation equation with piecewise constant test functions in each continua. We consider three choices of $\beta$, and present the relative errors at times $T = 5$ and $T = 10$. From the results, we observe that our method is able to compute more accurate numerical solutions.

![Figure 12: permeability field $\kappa$](image)

| $\beta$ \ time | $T = 5$ | $T = 10$ | $\beta$ \ time | $T = 5$ | $T = 10$ |
|----------------|--------|--------|----------------|--------|--------|
| 2              | 9.91%  | 11.85% | 2              | 28.70% | 23.61% |
| 3              | 7.54%  | 12.60% | 3              | 31.32% | 26.27% |
| 5              | 10.07% | 14.89% | 5              | 32.98% | 29.19% |

Table 5: $L^2$ norm relative errors. Left: Nonlinear upscaling. Right: Finite volume method.

We remark that our proposed upscaling method can be applied to other nonlinear systems, which will be investigated in more detail in a forthcoming paper.
6 Conclusions

In this paper, we study and develop a general framework for coarse-grid modeling of nonlinear PDEs. The fine-grid problem is described by nonlinear PDEs including two-phase flow and transport model. The main concept of our upscaled model is three fold, (1) We determine macroscopic quantities in each coarse-grid block, which can vary among the coarse-grid blocks. (2) We define appropriate local problems with constraints in oversampled regions which are solvable. The constraints are given by macroscopic quantities. These local problems allow downscaling from macroscopic quantities to each coarse-grid block. (3) We formulate the coarse-grid problem such that the downscaled solution over the entire domain solves the global problem in a weak sense.

The formulation of local problems allow easily defining macroscopic fluxes. The local problems are defined via forcing terms. We also discuss the use of multiscale basis function in a linear fashion for solving nonlinear PDEs. Our main example includes two-phase flow and transport and its simplifications. The model problem is described by a coupled PDEs. We consider various permeability fields and show that one can achieve an accurate approximation of the solution.
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