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ABSTRACT: In recent years, due to an increase in the incidence of different cancers, various data sources are available in this field. Consequently, many researchers have become interested in the discovery of useful knowledge from available data to assist faster decision-making by doctors and reduce the negative consequences of such diseases. Data mining includes a set of useful techniques in the discovery of knowledge from the data: detecting hidden patterns and finding unknown relations. However, these techniques face several challenges with real-world data. Particularly, dealing with inconsistencies, errors, noise, and missing values requires appropriate preprocessing and data preparation procedures. In this article, we investigate the impact of preprocessing to provide high-quality data for classification techniques. A wide range of preprocessing and data preparation methods are studied, and a set of preprocessing steps was leveraged to obtain appropriate classification results. The preprocessing is done on a real-world breast cancer dataset of the Reza Radiation Oncology Center in Mashhad with various features and a great percentage of null values, and the results are reported in this article. To evaluate the impact of the preprocessing steps on the results of classification algorithms, this case study was divided into the following 3 experiments:

Breast cancer recurrence prediction without data preprocessing
Breast cancer recurrence prediction by error removal
Breast cancer recurrence prediction by error removal and filling null values

Then, in each experiment, dimensionality reduction techniques are used to select a suitable subset of features for the problem at hand. Breast cancer recurrence prediction models are constructed using the 3 widely used classification algorithms, namely, naïve Bayes, k-nearest neighbor, and sequential minimal optimization. The evaluation of the experiments is done in terms of accuracy, sensitivity, F-measure, precision, and G-mean measures. Our results show that recurrence prediction is significantly improved after data preprocessing, especially in terms of sensitivity, F-measure, precision, and G-mean measures.
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Introduction

Cancer is 1 of the causes of mortality in different human societies. The incident rate of various types of cancer differs among different regions and ethnicities. Breast cancer is among common cancers in women from different countries, on which a great deal of research has been conducted. On the other hand, breast cancer can recur after each treatment. Usually, recurrence occurs within 3 to 5 years after the treatment, locally, regionally, or distant metastasis.1 Prediction of recurrence is important because it decreases the chance of recovery.

The epidemiological pattern of breast cancer in Iran is similar to that of other Eastern Mediterranean and developing countries. The mean age of patients with breast cancer in Iran is between 40 and 50 years and is 10 and 15 years lower than that in the developed countries and the global mean age.2 According to Breast Cancer Statistics,3 268,670 new breast cancer cases and 41,400 breast cancer deaths have occurred in the United States in 2018. Moreover, according to the information obtained from the World Health Organization (in the years 2012 and 2013), breast cancer is 1 of the most severe diseases in women in developed and developing countries.

Approximately, 1.3 million women suffer from breast cancer annually; some of whom die due to the unavailability of timely treatment. In the United States, breast cancer is the most prevalent cancer among women and the second cause of cancer mortality. In Taiwan, according to the Statistics Report of Bureau of Health Promotion, Department of Health (2012), there were more than 9000 women affected by breast cancer and 1800 women had died from it. Also, breast cancer has been the most common cancer in women and has been the fourth cause of cancer mortality in Taiwan. Cancer statistics show that breast cancer is considered 1 of the most serious threats to women’s health.4,5 According to a World Health Organization report, 80 of 1000 women are affected by this type of cancer every year, most of whom live in Third-World countries.6

Given the importance of this issue, over the years, many studies have been conducted on issues such as calculating survival time, accuracy in diagnosis, and recurrence rate of breast cancer,7–12 most of which have used public datasets (such as The surveillance, epidemiology and end results [SEER], Wisconsin), whose values have been simulated or have been
belonged to a particular country’s population. Such data have problems such as the following:

1. Proposed models on benchmark datasets are not suitable for practical uses of other existing datasets and do not have the necessary efficiency.
2. In studying cancer, there is a wide variety of features, some of which may exist between different datasets. For example, among the datasets of the Reza Radiation Oncology Center (RROC), there are features that have not been considered in any of the benchmark datasets.
3. The preprocessed benchmark datasets are usually abstract, and the obtained results of research done on them cannot be used in practice.
4. Some available datasets contain no (or a small percentage of) missing data. This assumption is not true in real medical data. Therefore, the method of handling this issue is different among different datasets.
5. The results obtained from benchmark datasets cannot be generalized to countries with different populations, as each country has a unique climate, food, and culture.

Considering what mentioned above, the availability of a real-world dataset containing information related to the country’s characteristics can help in the discovery and identification of its realities.

However, it should also be noted that most real-world data face important challenges such as low data quality (existence of errors, inconsistency, noise, missing values, etc). Therefore, if data mining is performed on poor-quality data, even using the most powerful and optimal algorithms, the obtained results can be inaccurate and unreliable. Thus, the application of preprocessing on the data (to improve data quality) before the data mining process is indispensable.

On the other hand, data preprocessing is a step in the process of knowledge discovery that takes about 60% to 90% of the time needed for knowledge discovery and accounts for 75% to 90% of the success of data mining projects. Therefore, in the case of no or poor data preprocessing, the data mining process will fail.

In this regard, several studies have been performed on data preprocessing of medical datasets. In Peng et al for classification of high dimensionality medical data, a new feature selection method has been presented. The paper aimed at improving the performance of classifiers based on the selected features. The results showed that the proposed feature selection method had been better than the sequential forward floating search method and had led to the better performance of the classifiers.

In Majid et al, a method has been proposed for predicting breast and colon cancers in an unbalanced dataset. First, to balance the dataset, the samples of the minority class have been increased by oversampling, and then, prediction models have been used.

In the research conducted by Pedro et al, a 5-year survival prediction of patients with breast cancer has been done on the real data of Portuguese Cancer Institute. That dataset contains a high percentage of missing data. The authors aimed to study the effect of missing value assignment on survival model prediction. The results showed that the k-nearest neighbor (k-NN) algorithm yielded the best results among other prediction models.

Considering the literature review, most of the papers have been focused on a single preprocessing technique, such as dimensionality reduction, alleviating the imbalanced data problem, filling in the missing values, etc. In this study, we investigate a wide range of techniques, and then, a set of appropriate preprocessing methods has been selected considering the nature of data with the aim of improving the classification performance. Consequently, this article has the potential to be considered as a guide to applying the appropriate preprocessing methods on real-world data.

In this article, some preprocessing methods, such as error correction, resolving data inconsistency, noise removal, filling null values, and feature selection have been applied to the RROC breast cancer dataset. Considering that at first, only 40% of feature values of the RROC dataset had been filled, this study aimed to examine the effect of preprocessing on improving the data quality, as well as the results of the classification algorithms.

The rest of the article is organized as follows. In section “Materials and the Dataset,” the RROC dataset is introduced and the preprocessing methods have been described. Section “Decision Methods” explains the decision methods and evaluation measures. In section “Results and Discussion,” the results of the experiments have been reported, discussed, and compared with previous studies. Finally, the conclusion has been provided in section “Conclusion and Future Studies.”

It is needed to mention that the terms feature and attribute are used in this text interchangeably. Also, the terms record and sample are used instead.

Materials and the Dataset
In this section, the dataset, the process of improving the data for the prediction models, and the steps in the case study have been defined.

The RROC breast cancer dataset
The RROC dataset has been collected cross-sectionally from 2009 to 2014 using the records of patients with malignant breast cancer of the RROC in Iran, Mashhad, and has been entered manually into SPSS software. This dataset contained 1923 records with 101 features, some of which have been described in Table 1. To predict the recurrence of cancer, the recurrence feature was considered a class attribute containing the values of recurrences and no recurrences. Therefore, the problem at hand is a 2-class problem in which positive label means cancer recurrence and negative class is nonrecurrence.
In the recurrence attribute, 1820 of 1923 records were labeled, from which only 78 records contained recurrences and 1742 records contained no recurrence values.

### Presenting a general plan to improve data quality for prediction models

1. Introduction to the concept of each field in the dataset (meaning, domain type, value range, and the acceptable values for each field)
2. Identifying the inter-relations between fields (conceptual relations and dependencies)
3. Taking a statistical summary of the dataset (mean, maximum, minimum, drawing histogram for each field, etc)
4. Identifying the possible errors in the dataset, identifying the missing and null values
5. Choosing the appropriate preprocessing based on the nature of the dataset
   - Error correction (noise, inconsistency, outliers, out-of-range values)
   - Filling missing and null values
   - Dealing with the unbalanced datasets
   - Data reduction (feature subset selection, compression, etc)
6. Constructing prediction models before data preprocessing and after applying each preprocessing method
7. Analyzing prediction results before and after data preprocessing and examining the extent of data quality improvement after applying the appropriate preprocessing models
A case study of data preprocessing in the RROC dataset

In the first step, the CRISP data mining methodology (cross-industry standard process for data mining)\(^2\) was taken as a guide to the case study. Then, a brief acquaintance with the concepts of cancer, including breast cancer and the related issues, was made. Considering that unlike benchmark datasets, the real-world datasets often have no documentation of feature concepts; to get a correct understanding of the data, the concepts and domain of each feature were identified with the help of the authentic sources and the experts’ opinions in the field of cancer, and the interpretation booklet of the dataset was documented.

In the next step, because the dataset problems were unknown, a statistical summary of the features should be prepared using SPSS software before starting the process of analyzing the data, so that the nature of the dataset was known. In the statistical summary, mean, mode, median, standard deviation, minimum, and maximum were used for numeric attributes, and frequency tables and histogram drawing were used for nominal attributes. Moreover, the number of existing and missing values for each attribute was determined. The results suggested that some of the attributes had outliers, noise, out-of-range values, and missing values. In this step, even some of the patterns were identified (for example, a pattern like the existence of masses in the left breast of most Iranian women).

After a brief acquaintance with the dataset, the data analysis was performed in the 3 steps of the case study. In what follows, the case study is described according to Figure 1, consisting of:

1. predicting breast cancer recurrence without data preprocessing
2. predicting breast cancer recurrence after preprocessing
3. predicting breast cancer recurrence by filling null values.

Recurrence prediction without preprocessing: In this step, the data quality was examined. Data quality was determined based on the purpose of using the data, consisting of the factors such as accuracy, completeness, consistency, believability, and interpretability.\(^2\) The accuracy, completeness, and consistency have a greater importance in medical datasets as errors are integral to most of them, and in the case of extracting knowledge with poor-quality data, the results obtained face a low confidence level and are sometimes inaccurate. Therefore, to investigate the quality of the dataset, first, a number of basic classification

![Figure 1. The steps of case study in RROC.](image-url)
algorithms, ensemble methods, and feature subsets were chosen. Some of the feature subsets were chosen using Weka software, and some others were chosen based on the domain knowledge and papers related to the breast cancer. Then, recurrence prediction models were constructed on different feature subsets. After analyzing the algorithm results, the prediction of the AdaBoost algorithm on 1 of the feature subsets was unexpectedly excellent (69 of 78 recurrence records and all 1742 no recurrence records were predicted accurately). The obtained result looked unusual regarding the existence of errors, noise, inconsistencies, and null values, etc, in the dataset. Thus, after some analyses (described in section “Results and Discussion”), it became obvious that the excellent prediction of this algorithm was due to the existence of a result attribute in that feature subset.

Result attribute is an attribute for which if the prediction models are constructed on it, they will predict well that attribute, regardless of the other attributes. Therefore, the prediction models were reconstructed after the recurrence date attribute was removed from all feature subsets; but then none of the algorithms predicted well any longer. The main reason was the low quality of the dataset. Therefore, applying data preprocessing before analyzing the data is essential to have a successful data mining process. Hence, in the later steps, appropriate data preprocessing methods were chosen and applied based on the nature of the dataset. Moreover, given that some classification algorithms are the modifications or improvements of other methods and regarding the aim of this article, from among different classification algorithms, 3 basic algorithms of naïve Bayes, k-NN, and sequential minimal optimization (SMO) were chosen. One of the reasons for selecting these algorithms was their simplicity, as the use of complex algorithms would increase the probability of errors and would make analyzing their results more difficult. Also, the way these algorithms work are neither too different nor too similar to each other to make their results comparable. Therefore, finally, the 3 above-mentioned algorithms were chosen.

Recurrence prediction after preprocessing. In this step, data quality was examined for accuracy and consistency. There was a possibility of error in data registration because of human involvement. Data registrars extracted the needed data through the study of the medical records of the patients, pathological reports, radiotherapy and chemotherapy files, etc, and entered them electronically. Moreover, the patients might not be in appropriate conditions and might not remember some information such as the date related to the first pregnancy, weight, etc, or might not be willing to fill in some information such as addiction, divorce status, etc. Thus, the patients might fill some information by mistake or leave them unfilled. Therefore, errors are integral to medical data. In case of existence of errors in the data, the prediction might be done wrongly and the lives of the patient might be endangered. Thus, to improve the data quality, errors in the RROC dataset were identified in the first step of preprocessing by scrutinizing the registered fields and identifying the available inconsistencies in them. The errors were placed in the following categories:

1. Out_of_value_range errors
2. Calculation errors
3. Logical errors
4. Inconsistency errors
5. Medical standard errors
6. Conceptual errors.

As an example, in the RROC dataset, 1 stood for female and 2 for male in the field of sex, so the appearance of any value other than 1 and 2 signified an out_of_value_range error. Or in the field of age of first pregnancy whose value ranged from 13 to 40 years, a value of 5 indicated an out_of_value_range error. Some errors were identifiable through algebraic relations. For example, the number of abortions was determined by subtraction of the fields’ number of gravidity and pregnancy. Thus, if in a record the subtraction of the fields’ number of gravidity and pregnancy differed from the number of abortions, a calculation error had been occurred. Or as another example, the sum of live births and stillbirths determined the number of pregnancies, and the inconsistent values signified a calculation error. On the other hand, some errors seemed logically wrong, for example, when the patient weight had been entered 12 or the abortion age had been entered 5. If in a record the age of first pregnancy had a value but the number of pregnancies had been entered 0, inconsistency had been occurred. Also, in the field of cancer, the amount of radiotherapy doses received by a patient followed a specific standard, and in case it was out of the range of the standard defined in the medicine, a medical standard error had been occurred. The last type of errors was conceptual errors, which were identified with respect to the concepts of each field. For example, in the case of breast cancer, the period of receiving radiotherapy was between 5 and 6 months, and if the difference between the start and end date of radiotherapy was more than 5 to 6 months, a conceptual error has been occurred. Therefore, if the researcher did not have a good understanding of the concept of breast cancer radiotherapy period, she or he would not notice the existence of error in data by the appearance of the start and end date of radiotherapy.

On the other hand, to identify errors in the dataset, it should also be noted that some errors were complex, meaning that they could not be identified by merely looking at 1 field, and the values in several fields of a record needed to be looked at. As an example, if the field of sex in a record contained male and the number of pregnancies contained the value of 2, an error had been occurred, whereas if the value of each of these fields was considered alone, no error would be identified because the value of each of the aforementioned fields was in the range of their acceptable values. As a result, in this research, the errors in
Each field and each record were identified separately through discovering the rules and relations based on features of the dataset. In the next section, the identification methods of errors have been stated separately.

**The method of identifying possible errors in each field.** To identify the possible errors in each field, first, the data type, the domain, the acceptable values, the value range, and the value format of each attribute were identified separately. For example, for the weight attribute, its type was numerical, its domain was real numbers, the acceptable values were from 37 to 120, the value range was between 45 and 100, and its format was decimal. Then, with respect to what mentioned above, if the values of any field were out of their properties, errors had been occurred. For instance, if the value of 11.5 had been entered for the weight attribute, an error had been occurred because the acceptable value for the weight attribute was between 37 and 120 and, therefore, 11.5 was noise. Also, if the value of 37 was entered for weight, the data were outlier because the value range was between 45 and 100. Moreover, entering the value of “H” for the weight attribute was error because the attribute type was numerical and “H” was categorical. Thus, the errors were identified and resolved by using the information obtained from the characteristics of each field.

**The method of identifying possible errors in each record.** To detect the possible errors in each record, discovering the rules based on other features was needed. Thus, the conceptual relationships and interdependencies between attributes had to be identified. To do this, an accurate understanding of the concepts of each attribute was first achieved. Then, the attributes that were conceptually similar to each other and the attributes whose values were dependent on each other’s values were identified and their inter-relations were discovered using the expert opinion or the domain knowledge. For example, in the RROC dataset, the attributes of n and the lymph nodes involved were examples of attributes that were conceptually close to each other. After the identification of these 2 fields, their inter-relations were determined using the expert opinion. Physicians determined the value of n from the number of lymph nodes involved. In error detection of the RROC dataset, this conceptual relation was 1 of the relations used in the error detection. For example, if the number of lymph nodes involved was between 1 and 3 and the value of n was not equal to 1, a conceptual error had been occurred because the values of n were in the range of 0 to 3, considering the number of lymph nodes involved. Furthermore, in the RROC dataset, the attributes of marital status, age at marriage, and the number of children were the example of the attributes dependent on each other. For example, if in a record the patient was single but the fields of age at marriage and number of children had values, errors had been occurred. Therefore, by the identification of the dependent attributes and by checking their values in each record, errors could be identified.

Regarding what mentioned above, the errors in the RROC dataset with 194,223 fields (i.e., 101 × 1923 fields × records) were identified and documented based on the characteristics of each field as well as the discovered inter-relations and interdependencies between features. Then, the error documents were reported to the data registration center, and this center corrected or removed some error values, or added new values to the missing fields. Overall, 999 fields were improved in this part. Also, these changes were applied for 72 attributes and 670 records.

Next, some of the errors were resolved with through the standards obtained from the domain knowledge, like the relation between the 2 fields of lymph nodes involved and n, or were replaced and modified using the most likely value in a given attribute. For example, if the number of lymph nodes involved was between 4 and 9, the correct value of n would be 2. If n was not 2, its value would be replaced by 2 to resolve the error. In 2.26% of the records of the RROC dataset, the value assignment of n based on the number of the lymph nodes involved was contrary to the medical standard. Thus, in 97.74% of the cases, the values of n had been categorized correctly, given the number of lymph nodes involved in the cancer. Therefore, at the time of error, the probability of n being entered incorrectly was much higher than the number of the lymph nodes involved. Also, if the patient was single but the fields of age at marriage, number of live births, stillbirth, abortion age, and number of abortions had values, the value of single changed to married because there was less likelihood that all the fields of age at marriage, number of live births, etc, were entered incorrectly and the value of single was entered correctly. As the attribute values of marital status for most patients was married, there was a higher probability that the value of single was incorrectly entered instead of married. After correcting such errors, 494 more fields were also improved. Thus, 1493 fields were changed after error corrections. Therefore, before constructing the prediction models, irrelevant and redundant attributes should be identified and removed.

The relevancy of the attributes depends on the classification aim, which is the recurrence prediction in the problem at hand. For example, in the RROC dataset, attributes such as pathology laboratory name, pathology laboratory code, and academic degree are irrelevant. Also, before constructing the prediction models, redundant attributes should be identified and removed based on the correlation of the features. Examples of the removed redundant features from the RROC dataset are live births and tumour, node, metastasis (TNM). As the live birth attribute could be determined based on the number of gravidity and pregnancy, number of abortions, and number of stillbirths, its presence in the dataset is superfluous. Also, the values t, n, and m were retrievable from the attribute TNM, making this attribute removable.

After removing irrelevant and redundant attributes, feature selection was performed on the remaining attributes. Finally,
prediction models were constructed on the modified dataset using different feature subsets.

**Recurrence prediction by filling null values.** In this step, in addition to the corrections applied for the dataset in the previous step, null values and missing values were filled according to the discovered patterns based on features.

Before explaining the process done in this step, the difference between null and missing values is described. In some cases, the lack of data does not mean missing data or error in data. For example, in the RROC dataset, an individual might not have family history of cancer, so the field of cancer in family members would remain empty, which did not mean missing data, but it was due to having no content in this field. As a result, such values were called null values and the attributes whose contents were unknown were called missing values. Of course, it is necessary to note that if a questionnaire is designed correctly from the beginning of study, fewer null and missing values will be created. Nevertheless, facing such problems with real data is natural.

In this step, using the conceptual relations and dependencies discovered in the previous step, some patterns were defined. Then, with the help of these patterns, null values and missing values replaced with appropriate values. For examples of missing values, in the RROC dataset, 2 fields of tumor size and \( t \) are conceptually related. Oncologists calculate \( t \) value using the tumor size (with the help of medical standards). Considering this relationship, missing values of \( t \) can be filled according to the tumor size. As an example of null values, consider the dependency between the attributes of metastasis, date of metastasis, and metastasis site. In the case that the patient did not have metastasis, the date field of metastasis and metastasis site were identified as null values and were filled by appropriate values in terms of type and domain of each field.

In the RROC dataset, after identifying the conceptual relations and dependencies between features, 31 patterns were discovered based on other features and each of the null and missing values was filled by appropriate values. For example, when the value of the addiction feature was no, it meant that the patient was not addicted. Thus, the lack of data in the fields of addiction type and addiction duration was indicative of null values. After identifying these 2 fields, their values were filled with no and 0, respectively, meaning that the patient consumed no narcotics and that his consuming duration was 0, too. Also for a missing value, when the receptors of progesterone and estrogen had a negative value, it meant that these receptors were not observed in the patient blood. Therefore, in case these attributes were negative, their percentages were assigned the value of 0.

Finally, after filling null and missing values in the RROC dataset, 32,506 fields received values, and practically 64 features and 1,919 records were improved. Then, prediction models were constructed on the modified dataset using different feature subsets.

As previously stated, before the preprocessing, only 40% of the attributes of the original dataset contained values, but after the preprocessing methods were performed in the second and third steps, 78% of the final dataset contained values.

**Decision Methods**

In this section, the classification algorithms, feature selection methods, and the confusion matrix (CM) are described. The overall procedure is depicted in Figure 2.
Classification algorithms

Three classification algorithms are used in this research, namely, naïve Bayes, k-NN, and SMO classifier. We have employed the Weka as a widely used implementation of these algorithms. As mentioned in Kerdegari et al.,\textsuperscript{25} Weka is java-based data mining software. Weka contain a set of machine learning algorithms for data mining tasks such as preprocessing, classification, and feature selection. The graphical interface of Weka is called Explorer, and all the provided facilities can be accessed by means of this user interface.

Naïve Bayes classifier. This algorithm is derived from Bayes classifier which is robust in separating noise points and irrelevant attributes.\textsuperscript{2,3} In addition, prediction models are constructed by this algorithm quickly.\textsuperscript{4,5,26} Consider database $D$ with $n$ attributes ($a_1, a_2, \ldots, a_d$) and $m$ class labels ($c_1, c_2, \ldots, c_m$). The sample $x$ with the form $x = (a_1, a_2, \ldots, a_d)$ belongs to the class $c_i$ if it has the highest conditional probability (Formula 1)

$$P(C_i \mid X) > P(C_j \mid X) \quad k = 1 \text{ to } m \text{ and } k! = i$$

(1)

The probabilities, $P(C_i \mid X)$, are calculated using the Bayes’ theorem according to Formula 2

$$P(C_i \mid X) = \frac{P(X \mid C_i)P(C_i)}{P(X)}$$

(2)

As the denominator of Formula 2 is equal for all the terms, it only remains for us to maximize the numerator. $P(C_i)$ is calculated as follows

$$P(C_i) = \frac{S_i}{S}$$

(3)

where $S_i$ is the number of samples related to the class $i$ and $S$ is the number of all samples/records.

To reduce the computational complexity, $P(X \mid C)$ is calculated as follows

$$P(X \mid C_i) = \Pi_{a=1}^{d} P(X_a \mid C_i)$$

(4)

where $X_a$ is the value of attribute $a$ for record $X$.

If $a_k$ is deterministic, $P(X_a \mid C_i)$ is calculated as

$$P(X_a \mid C_i) = \frac{S_{a \mid i}}{S_i}$$

(5)

where $S_{a \mid i}$ is the number of records labeled by class $i$ whose values equal to $X_a$ and $S_i$ is the number of records labeled by class $i$. If $a_k$ is continuous, the probability is computed using the Gaussian distribution.

IBK classifier. This classifier is the Weka implementation of the k-NN algorithm. $k$-nearest neighbor is a lazy and instance-based learner. The Instance-Based-K-neighbors (IBK) classifier is applicable for data with high variance distribution.\textsuperscript{5}

As mentioned in Sirageldin et al.,\textsuperscript{27} to predict the label of a test sample by means of nearest neighbor rule, first of all, the distance between the test sample and all the training samples should be calculated using a distance measure such as the Euclidean distance. Then, $k$ nearest training samples should be selected and the most common label of these samples should be considered as the label of the test sample.

Sequential minimal optimization classifier. This is an implementation of support vector machines (SVMs) in Weka.\textsuperscript{25,28} Support vector machine classifier is a supervised learner. To classify the data, SVM uses a hyperplane as the model. The idea is to separate the data into 2 distinct categories with a large margin decision boundary. The training samples belong to 1 of the 2 categories. The SVM predicts the class of an instance based on the side of the hyperplane that the instance is placed. The SMO algorithm is used for training the SVM classifier using the polynomial or Gaussian kernel. In SMO, all the attributes are normalized by default and class attributes are converted to binary ones.

Feature selection

We have used 2 search methods to find the most suitable subset of the features: Genetic algorithm\textsuperscript{29} and Ranker search.\textsuperscript{30} The search methods need a measure to evaluate the appropriateness of a subset. Two evaluation measures were used in this study: Correlation-based and Gain Ratio Feature Evaluation measures. Therefore, we have 4 feature selection mechanisms combining the search methods and the evaluation measures.

Correlation-based feature evaluation measure is named cfs-SubsetEval in the Weka. The idea of this method is to select those features that have high correlation with the class labels. On the other hand, the selected features should have least amount of correlation with each other.\textsuperscript{31}

Gain Ratio Feature Evaluation measures is named GainRatioAttributeEval in Weka.\textsuperscript{32} The gain ratio calculates the information gain of a feature based on the entropy formula.

Performance evaluation

As mentioned in Section “Materials and the Dataset,” in this research, we have 2 classes, positive (ie, cancer recurrence) and negative (nonrecurrence). The performance of a classification algorithm can be represented by a $2 \times 2$ matrix denoted as $CM$. Each element $CM_{i,j}$ of this matrix represents the number of test samples of class $i$ predicted as class $j$. Evaluation measures are calculated regarding the CM of Table 2.

To compare the results of the classification algorithms, evaluation metrics are used. In this article, we use 5 measures, namely, accuracy, sensitivity, precision, F-measure, and G-means, to evaluate the performance of the classification algorithms.
The overall accuracy. It is determined by this measure that what percentage of all samples or what number of all samples are classified correctly. This is one of the most widely used classification evaluation measures which can be seen in Formula 6.

\[
\text{Overall accuracy} = \frac{(TN + TP)}{(TP + FP + TN + FN)}
\]  

(6)

The accuracy measure assumes that the different values of a class have the same weight, although the data can be unbalanced. Therefore, for unbalanced data, it is best to use measures of sensitivity, precision, F-measure, and G-mean, in addition to the accuracy measure. For example, in the RROC dataset, the number of patients with recurrence was 78 and the number of patients without recurrence was 1742, represented. Then, if only 5 recurred and 1740 nonrecurred samples had been predicted correctly after the prediction, the accuracy measure was 96%, while the samples of the minority class would not be predicted well.

True positive rate. Formula 7 shows the extent to which a classifier can predict the samples of the positive class, i.e., the recurred samples, correctly. True positive rate is a measure of completeness or quantity. This measure is also known as sensitivity or recall.

\[
\text{True positive rate} / \text{sensitivity} / \text{recall} = \frac{TP}{(TP + FN)}
\]  

(7)

Specificity. This measure indicates that how many negative samples have been predicted correctly by the classifier. In other words, as can be seen in Formula 8, it is calculated through dividing the number of negative samples predicted correctly by the sum of the samples correctly predicted as the negative class and those incorrectly predicted as the positive class.

\[
\text{True negative rate} / \text{specificity} = \frac{TN}{(TN + FP)}
\]  

(8)

Precision. According to Formula 9, precision is the number of samples correctly predicted as the positive class (the recurrence class) divided by all samples labeled as the positive class. Precision can be taken as the measure of exactness or quality. High precision means that a classifier has significantly predicted more relevant results than irrelevant results.

\[
\text{Precision} = \frac{TP}{(TP + FP)}
\]  

(9)

G-mean. As can be seen in Formula 10, this measure is a combination of sensitivity and specificity. High value of G-mean indicates high values for both sensitivity and specificity.

\[
G\text{-mean} = \sqrt{\text{Sensitivity} \times \text{Specificity}}
\]  

(10)

F-measure. In some cases, high precision might be desirable, while in others, high sensitivity might be of interest. Nevertheless, in most cases, both of these values are tried to be improved. F-measure is a measure that takes into account the combination of precision and sensitivity and is a harmonic mean of these 2 measures. According to Formula 11, high value of F-measure indicates high values for both precision and sensitivity.

\[
F\text{-measure} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{(\text{Precision} + \text{Sensitivity})}
\]  

(11)

Results and Discussion

One of the main objectives of performing tests in this research was presenting an appropriate method for improving data quality, evaluating the impact of preprocessing on data quality, and improving the prediction models constructed on the RROC dataset. As mentioned before, this case study was divided into 3 parts. The prediction models were constructed in the first part using the nonpreprocessed dataset, and in the second and third parts, the prediction models were constructed using the preprocessed dataset.

To construct prediction models, Weka version 3.6.9 was used. In all the executions, each classifier was run 10 times with different seeds and then the mean of the results was calculated to prevent bias in a particular part of the data. In the data mining process, the dataset is divided into 2 parts of training-set and test-set. The training-set is used for learning algorithms and the test-set is used for testing classification algorithms. The test-set assumes that the class values do not exist (while they do exist) so that at the time of evaluating the data mining algorithms, it can be examined to what extent each algorithm...
can predict the class values correctly. Considering the low data volume (less than a few million records) and to avoid overfitting, 10-fold cross-validation was employed to run each algorithm, where the dataset was divided into 10 equal parts, 9 parts as the training dataset, and 1 part as the test dataset. This process was then repeated 10 times until each of the 10 parts was separately considered as the test-set. In each run, the recurrence attribute was selected as the class attribute.

In the first step of the case study, the parameters of the classification algorithms were set as follows:

As can be seen in Table 3, in the IBK algorithm, the meanSquared parameter was set to true and the nearestNeighborSearchAlgorithm was set as KDTree. In naïve Bayes algorithm, the useKernelEstimator and the useSupervisedDiscritization parameters were set in 3 different modes. In the first mode, both parameters were assigned the value false, and in the second and third modes, 1 of the parameters was set as false and the other 1 was set as true. In the SMO algorithm, no parameter was changed.

After constructing the prediction models, the results showed that the naïve Bayes algorithm predicts best when the useKernelEstimator and the useSupervisedDiscritization parameters were set the values false and true, respectively. Therefore, in the next step of the case study, the naïve Bayes algorithm was run only with the above parameters.

After making above adjustments to reduce the dimensionality of the RROC dataset, 2 feature subsets were selected based on Weka feature selection algorithms, and 4 other feature subsets were selected manually on the basis of the paper and domain knowledge.

As stated in the section “Recurrence prediction without preprocessing,” in the first step of the case study, although the dataset lacked quality, the AdaBoost algorithm had excellent results on a 26-feature subset (this feature subset had been selected using some attributes in the paper1 and the knowledge obtained from the domain of cancer). The following steps were taken to find the reason for that.

1. Features whose missing rate was <50% were selected (43 features).
2. The AdaBoost algorithm was run on the 43 features but no good results was obtained.
3. The 26- and 43-feature subsets were compared and their uncommon attributes were identified (6 uncommon features).
4. The AdaBoost algorithm was rerun on the 6 uncommon features and very good results were obtained, like those for the 26-feature subset.
5. To discover the attributes responsible for the improvement of the result, 1 attribute of the 6-feature subset was removed each time and the AdaBoost algorithm was rerun.
6. When the recurrence date attribute was removed from the 6-feature subset, the algorithm no longer produced a good result.

Performing the above steps showed that the recurrence date attribute was a result attribute which should not be used to predict recurrence models. Thus, the recurrence date attribute was removed from all feature subsets in all steps of the case study.

After removing the recurrence date attribute in the first step of the case study, the 4 feature subsets of 25, 59, 79, and 93 were selected manually and the two 22- and 93-feature subsets were, respectively, selected by the evaluation function of cfsSubsetEval using the genetic search method, as well as the evaluation function of GainRatioAttributeEval using the Ranker search method through Weka software.

Then, in the second and third steps of the case study, the 4 feature subsets if 23, 57, 75, and 85 were selected manually and two 24- and 84-feature subsets for the step 2 and two 29- and 84-feature subsets for the step 3 were selected by Weka software as before. Finally, after constructing breast cancer prediction models, evaluation measures were employed to compare the results of the models in all the 3 steps.

The results of the simulation of steps 1 to 3 of the case study have been shown in Tables 4 to 6, respectively. In each table, the results have been summarized by the different evaluation measures of accuracy, sensitivity, precision, F-measure, and G-mean. Moreover, in all Tables 4 to 6, the best results of each algorithm, with respect to the different feature subsets, have been shown in bold.

Figures 3 to 7 were drawn to compare the results of the algorithms by the different evaluation criteria. Figure 3 compares
### Table 4. Evaluating classification algorithms before data preprocessing.

| CLASSIFIER          | DIMENSION | ACCURACY | SENSITIVITY | PRECISION | F-MEASURE | G-MEAN |
|---------------------|-----------|----------|-------------|-----------|-----------|--------|
| IBK (k-nearest neighbor) |           |          |             |           |           |        |
| (manual)25          | 92.66     | 9.74     | 10.75       | 10.22     | 30.64     |        |
| (manual)59          | 92.26     | 8.97     | 9.11        | 9.04      | 29.35     |        |
| (manual)79          | 91.56     | 27.82    | 18.24       | 22.03     | 51.25     |        |
| (manual)93          | 89.87     | 39.49    | 18.34       | 25.05     | 60.32     |        |
| (weka)22            | 94.85     | 3.85     | 13.76       | 6.01      | 19.51     |        |
| (weka)93            | 89.87     | 39.49    | 18.34       | 25.05     | 60.32     |        |
| Naïve Bayes         |           |          |             |           |           |        |
| (manual)25          | 94.82     | 8.33     | 22.26       | 12.13     | 28.68     |        |
| (manual)59          | 93.98     | 16.15    | 22.18       | 18.69     | 39.68     |        |
| (manual)79          | 93.51     | 16.67    | 19.64       | 18.03     | 40.20     |        |
| (manual)93          | 86.37     | 32.69    | 11.53       | 17.05     | 53.87     |        |
| (weka)22            | 85.74     | 43.46    | 13.60       | 20.71     | 61.72     |        |
| (weka)93            | 86.37     | 32.69    | 11.53       | 17.05     | 53.87     |        |
| SMO                 |           |          |             |           |           |        |
| (manual)25          | 95.97     | 11.54    | 67.16       | 19.69     | 33.93     |        |
| (manual)59          | 95.77     | 11.03    | 53.42       | 18.28     | 33.13     |        |
| (manual)79          | 95.37     | 18.85    | 41.18       | 25.86     | 43.15     |        |
| (manual)93          | 96.22     | 26.28    | 64.47       | 37.34     | 51.10     |        |
| (weka)22            | 95.88     | 14.74    | 57.79       | 23.49     | 38.30     |        |
| (weka)93            | 96.22     | 26.28    | 64.47       | 37.34     | 51.10     |        |

Abbreviations: SMO, sequential minimal optimization.

### Table 5. Evaluating classification algorithms after error removal.

| CLASSIFIER          | DIMENSION | ACCURACY | SENSITIVITY | PRECISION | F-MEASURE | G-MEAN |
|---------------------|-----------|----------|-------------|-----------|-----------|--------|
| IBK (k-nearest neighbor) |           |          |             |           |           |        |
| (manual)25          | 93.07     | 7.69     | 10.00       | 8.70      | 27.30     |        |
| (manual)59          | 92.46     | 8.21     | 8.90        | 8.54      | 28.10     |        |
| (manual)79          | 91.91     | 26.79    | 18.85       | 22.13     | 50.41     |        |
| (manual)93          | 90.63     | 32.56    | 17.73       | 22.96     | 55.10     |        |
| (weka)22            | 94.92     | 3.72     | 14.36       | 5.91      | 19.19     |        |
| (weka)93            | 90.63     | 32.44    | 17.68       | 22.89     | 54.99     |        |
| Naïve Bayes         |           |          |             |           |           |        |
| (manual)25          | 95.21     | 6.54     | 26.29       | 10.47     | 25.47     |        |
| (manual)59          | 94.30     | 13.08    | 22.17       | 16.45     | 35.79     |        |
| (manual)79          | 94.06     | 15.26    | 22.12       | 18.06     | 38.59     |        |
| (manual)93          | 88.18     | 36.28    | 14.62       | 20.84     | 57.30     |        |
| (weka)22            | 92.00     | 16.54    | 13.81       | 15.05     | 39.72     |        |
| (weka)93            | 87.85     | 38.59    | 14.81       | 21.40     | 58.95     |        |
| SMO                 |           |          |             |           |           |        |
| (manual)25          | 96.01     | 11.54    | 71.43       | 19.87     | 33.93     |        |
| (manual)59          | 95.99     | 11.54    | 69.23       | 19.78     | 33.93     |        |
| (manual)79          | 95.57     | 16.15    | 45.32       | 23.82     | 40.02     |        |
| (manual)93          | 96.15     | 24.74    | 62.87       | 35.51     | 49.58     |        |
| (weka)22            | 95.24     | 5.38     | 24.71       | 8.84      | 23.12     |        |
| (weka)93            | 96.16     | 25.26    | 63.14       | 36.08     | 50.09     |        |

Abbreviations: SMO, sequential minimal optimization.
separately each of the classification algorithms with respect to the 3 steps of the case study. To compare the steps of the case study in each algorithm, the results of the accuracy measure in 2 different feature subsets were examined, so that for each step of the case study, 1 feature subset of the manually selected feature subsets and 1 feature subset of the feature subsets selected by Weka software were chosen. Each of the Figures 4 to 7 was also

**Table 6.** Evaluating classification algorithms after filling null values.

| CLASSIFIER     | DIMENSION | ACCURACY | SENSITIVITY | PRECISION | F-MEASURE | G-MEAN |
|---------------|-----------|----------|-------------|-----------|-----------|--------|
| IBK (k-nearest neighbor) | (manual)25 | 98.06    | 70.64       | 81.75     | 75.79     | 83.75  |
|               | (manual)59 | 96.37    | 34.10       | 64.41     | 44.59     | 58.15  |
|               | (manual)79 | 95.92    | 42.95       | 52.92     | 47.42     | 64.97  |
|               | (manual)93 | 95.60    | 49.36       | 48.67     | 49.01     | 69.43  |
|               | (weka)22  | 97.51    | 58.08       | 78.24     | 66.67     | 75.93  |
|               | (weka)93  | 95.63    | 48.97       | 49.04     | 49.01     | 69.18  |
| Naïve Bayes   | (manual)25 | 96.88    | 74.49       | 61.22     | 67.21     | 85.39  |
|               | (manual)59 | 98.84    | 77.69       | 94.25     | 85.17     | 88.05  |
|               | (manual)79 | 98.59    | 73.08       | 92.38     | 81.60     | 85.37  |
|               | (manual)93 | 97.39    | 70.90       | 69.13     | 70.00     | 83.60  |
|               | (weka)22  | 97.78    | 74.10       | 74.10     | 74.10     | 85.58  |
|               | (weka)93  | 97.44    | 72.05       | 69.47     | 70.74     | 84.28  |
| SMO           | (manual)25 | 99.33    | 84.62       | 99.85     | 91.60     | 91.98  |
|               | (manual)59 | 99.33    | 84.62       | 99.85     | 91.60     | 91.98  |
|               | (manual)79 | 99.33    | 84.49       | 100       | 91.59     | 91.92  |
|               | (manual)93 | 99.30    | 83.85       | 99.85     | 91.15     | 91.56  |
|               | (weka)22  | 99.29    | 84.62       | 98.65     | 91.10     | 91.96  |
|               | (weka)93  | 99.29    | 83.72       | 99.69     | 91.01     | 91.49  |

Abbreviations: SMO, sequential minimal optimization.

**Figure 3.** Comparing the accuracy of the recurrence prediction models before and after preprocessing. SMO indicates sequential minimal optimization.

**Figure 4.** Comparing the sensitivity of the recurrence prediction models before and after preprocessing. SMO indicates sequential minimal optimization.
drawn by the same approach, in which the evaluation measures are sensitivity for Figure 4, precision for Figure 5, F-measure for Figure 6, and G-mean for Figure 7.

As can be seen in Figure 3, the accuracy measure has been improved in all algorithms after the step 3 of preprocessing. In terms of feature selection, in most algorithms of each step, the accuracy measure has the highest value in features selected manually. Moreover, among the 3 chosen classification algorithms, the SMO algorithm has shown the best performance in all steps of the case study.

Figure 4, the sensitivity measure has been improved greatly after step 3 of preprocessing. In addition, after the third step of the case study, the algorithms SMO, naïve Bayes, and IBK showed the best performance, respectively.

According to Figure 5, the precision measure has been improved in most cases after data preprocessing, particularly after the step 3 of preprocessing which the precision measure has been improved greatly on all feature subsets. Furthermore, in most of the steps of the case study, the highest precision is especially for the manually selected feature subsets. Among the classification algorithms, the SMO algorithm has presented the best performance in all the steps.

As can be seen in Figure 6, F-measure has been greatly improved after the step 3 of preprocessing. In addition, the SMO algorithm has had the best performance in most cases.

Finally, considering Figure 7, G-mean has also been improved, like other measures, after the step 3 of preprocessing.

To investigate the significance of the difference in the steps of the case study, the analysis of variance (ANOVA; Welch) test was employed. In addition, in case of the significant result of the ANOVA (Welch) test, the Tukey (Tamhane) post hoc test was employed. According to the results presented in Tables 7 and 8, there were significant differences between the different steps of the case study in terms of accuracy, precision, sensitivity, F-measure, and G-mean measures ($P < .001$).

Considering that the variances of the G-mean, sensitivity, and precision variables were the same in the 3 steps of the case study, the ANOVA test (Welch) test was used, and because of the inequality of the accuracy and F-measure variances throughout the 3 steps of the case study, the Welch test (Table 8) was used.

In terms of the results of the Tukey test, there was not any significant difference among the results of the prediction steps without preprocessing and with error removal; however, the...
prediction step with filling null values had a significant higher sensitivity, precision, and G-mean than the previous 2 steps. Moreover, in terms of the results of the Tamhane test, the prediction steps without preprocessing and with error removal did not have any significant difference; however, the prediction step with filling null values had a significant higher accuracy and F-measure.

Considering the given results and interpretations, it is also necessary to note that there are many wide concepts in data preprocessing which entail the following challenges:

1. The different steps in the data preprocessing are interdependent and overlapping. For example, smoothing exists in the data cleaning and transformation. Also, aggregation and attribute construction exists in the data reduction and data transformation.24
2. Data preprocessing deals with vast amounts of concepts and solutions, whose rearrangement affects the outputs. Therefore, it is not easy to claim that the best case, combination, and order have been considered in the preprocessing steps. For example, if the preprocessing is done with a different order, the results can be significantly different. After the data preprocessing is done, it may seem that the order of the steps is optimal, but there is an issue that other people may present a better solution.

With these explanations, many studies have been conducted in the field of breast cancer to predict the recurrence frequency, survival duration, diagnosis, etc, whose aim is to increase the accuracy of the prediction models, but besides increasing the accuracy of the prediction models, before applying any methodology, it should also be noted whether our data are of good quality, whether the data belong to our country’s population so that their results to be actually and practically applicable in medical decision-making, and whether the data are obsolete because if the data are too old and their treatment protocol is different from that used in the current time, the results cannot be used. However, by examining the numerous papers studied in this research, most of the studies have been done on simulated data. These kinds of data face less data preprocessing challenges because they are already preprocessed or their missing values and errors are very little. On the other hand, the preprocessing done in most papers have been only in 1 of the cases of missing values assignment, unbalanced data, dimension reduction, etc, while in this article a general process has been presented to select the appropriate preprocessing, and a

---

### Table 7. Comparing the results of 3 steps of the case study in terms of the sensitivity, precision, and G-mean measures.

| P VALUE | F   | STANDARD DEVIATION | MEAN  | MEASURE       |
|---------|-----|--------------------|-------|---------------|
| <.001   | 82.88 | 12.27 | 21.56 | Before preprocessing | Sensitivity |
|         |       | 11.29 | 18.46 | Basic preprocessing   |
|         |       | 16.03 | 69.57 | Final preprocessing |
| <.001   | 34.19 | 21.51 | 29.88 | Before preprocessing | Precision   |
|         |       | 21.80 | 29.89 | Basic preprocessing   |
|         |       | 19.11 | 79.64 | Final preprocessing |
| <.001   | 69.85 | 12.60 | 43.34 | Before preprocessing | G-mean      |
|         |       | 12.69 | 40.09 | Basic preprocessing   |
|         |       | 10.50 | 82.48 | Final preprocessing |

### Table 8. Comparing the 3 steps of the case study in terms of the F-measure and accuracy measures.

| P VALUE | W   | STANDARD DEVIATION | MEAN  | MEASURE       |
|---------|-----|--------------------|-------|---------------|
| <.001   | 31.362 | 3.59   | 92.63 | Before preprocessing | Accuracy   |
|         |       | 2.68   | 93.35 | Basic preprocessing   |
|         |       | 1.37   | 97.88 | Final preprocessing |
| <.001   | 80.126 | 8.41   | 20.17 | Before preprocessing | F-measure  |
|         |       | 8.48   | 18.74 | Basic preprocessing   |
|         |       | 17.04  | 73.85 | Final preprocessing |
combination of preprocessing steps has been done, in addition to using the related data of Iran.

Conclusions and Future Studies
In this article, a case study was conducted on the RROC breast cancer dataset. The case study was conducted in 3 steps of breast cancer recurrence prediction without preprocessing, breast cancer recurrence prediction with error removal, and breast cancer recurrence prediction with filling null values. The aim of this study was to examine the effect of preprocessing on data quality and the efficiency and performance of prediction models. As the results suggest, prediction by each of the 3 algorithms was improved after data preprocessing in terms of accuracy, sensitivity, precision, F-measure, and G-mean. The performance improvements were increased, respectively, 3.96%, 73.59%, 58.82%, 73.32%, and 58.85% for the SMO classifier; 12.04%, 66.54%, 72.74%, 66.48%, and 56.71% for the naïve Bayes classifier; and 5.76%, 60.9%, 71%, 65.57%, and 56.42% for the nearest neighbor classifier. Therefore, applying the appropriate preprocessing can improve the classification results and data quality. It should be noted that specialists of the RROC confirmed the validity of our procedure. So considering the careful investigations done in the case study, this study has the potential to be regarded as a guide to applying the appropriate preprocessing on the real-world data.

Considering the lessons learnt from the RROC dataset, the following are suggested:

1. Information about healthy participants in cancer screening should be gathered. Then, if some of these people refer to the center in the coming years because of cancer, a cancer prediction model will be developed using the data related to their healthy period and disease period. Then, using this model, the risk of cancer for healthy people is predicted and the required preventive measures undertaken.

2. Information about those patients with cancer no longer expected to be survived but miraculously (beyond the medical knowledge) fully recovered should be gathered from different hospitals of the country, with the hope that by gathering this information, a pattern is discovered and identified for the treatment of such patients with cancer.

3. In addition, by collecting information about family history of cancer in the patients, a model can be created based on which to predict the probability of getting cancer by the healthy individuals with a similar family history, and then the preventive measures are provided for them and the necessary advice is given to them.
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