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Abstract

Recollision physics and attosecond pulse generation meld the precision of optics with collision physics. As a follow-up to our previous work, we reveal a new direction for the study of electronic structure and multielectron dynamics by exploiting the collision-physics nature of recollision. We show experimentally that, by perturbing recollision trajectories with an infrared field, photorecombination time delays can be measured entirely optically using the Cooper minimum in argon as an example. In doing so, we demonstrate the relationship between recollision trajectories and the transition moment coupling the ground and continuum states. In particular, we show that recollision trajectories are influenced by their parent ion, while it is commonly assumed they are not. Our work paves the way for the entirely optical measurement of ultrafast electron dynamics and photorecombination delays due to electronic structure, multielectron interaction, and strong-field driven dynamics in complex molecular systems and correlated solid-state systems.

Introduction

Recollision consists of three steps\textsuperscript{1}: (1) in the presence of a strong field, an electron tunnels into the continuum (ionization), (2) the electron is accelerated by the strong field (propagation), and (3) the electron recombines with its parent ion and emits an attosecond pulse (recombination). The spectral phase of attosecond pulses generated through recollision is predominantly shaped by the field-driven continuum dynamics during the propagation step\textsuperscript{2,3}, but can be significantly shaped by the phase of the transition moment coupling the ground and continuum states during tunnel ionization or recombination\textsuperscript{4}. Thus, the measurement of the spectral phase of attosecond pulses can reveal information about the underlying structure of the generation medium through the characterization of the transition moment phase.
The measurement of the spectral phase of attosecond pulses is most commonly accomplished by photoionizing a target atom with an attosecond pulse in the presence of a weak infrared field [5–7]. In this regime, known as attosecond \textit{ex situ} measurement, the phase of the attosecond pulse and, thus, the transition moment of the generation atom is imprinted onto the photoelectron spectrum from the target atom and this can be measured by monitoring the variation of the photoelectron spectrum with the delay between the attosecond pulse and infrared field.

An experimentally simpler alternative form of attosecond measurement was first proposed in 2006 [8] and involves the perturbation of the recollision process which generates an attosecond pulse with a weak infrared field. As the delay between the weak infrared field and the field driving recollision is varied, the attosecond pulse intensity spectrum varies and this variation can be used to measure the spectral phase of the recollision electron up to a constant [8–11]. This form of measurement, referred to \textit{in situ} or all-optical measurement, has been applied to several gas-phase high harmonic generation (HHG) experiments extended to solid-state HHG [12] and has become an invaluable tool for the characterization of recollision dynamics [13–16]. Previous works [16] [17], however, have demonstrated that these all-optical techniques are insensitive to transition moment phase shifts arising from two-centre interference [17] and the recollision-induced excitation of a shape resonance [16]. Generally, it has been assumed that all-optical attosecond measurement is insensitive to the transition moment phase and only characterizes the dynamics of the recollision electron in the continuum [18].

The insensitivity of all-optical measurement to the transition moment phase follows from the assumption that the transition moment phase plays no role in determining recollision trajectories. Quantitative rescattering theory (QRS) [19] formalized this assumption and describes attosecond pulse spectra as the product of the a universal continuum electron wave packet, specific to the generation medium only through the ionization dynamics, and the field-free transition moment of the generation atom in the spectral domain. QRS suggests a means for the efficient calculation of HHG from complex systems with sufficient accuracy [20] [21] and the mathematical formalism of QRS has reinforced the notion that recollision trajectories are independent of the transition moment phase.

In a recent work [22], we argued that this assumption is incorrect and argued that the transition moment does play a role in the determination of recollision trajectories. The implication of this is that all-optical measurement should be sensitive to the transition moment phase, which appears to conflict with the findings of previous works which demonstrated otherwise [16] [17]. This work constitutes an experimental follow-up to our previous work [22], conclusively demonstrates the sensitivity of attosecond all-optical measurement to the transition moment phase, and confirms that the transition moment phase plays a role in the determination of recollision trajectories. To do this, we perform an attosecond all-optical measurement in argon, which exhibits a well-known Cooper minimum [23] and corresponding $\pi$-phase jump in its photorecombination cross-section. Our experimental results conclusively show that all-optical techniques are sensitive to the transition moment phase shift around the Cooper minimum in argon. We support these experimental findings using both \textit{ab initio} simulations based on time-dependent density functional theory (TD-DFT) and an extension of the strong field approximation (SFA), the semiclassical model of recollision, which
incorporates the transition moment phase. The implications of our results are critically impor-
tant for the interpretation and design of experimental attosecond measurement and has implications
regarding the description of attosecond pulse generation on a fundamental level.

## Experimental Design

We begin by describing our experimental all-optical measurement and present the measured attosec-
ond pulse spectral intensity and group delay alongside a simulation of the experimental conditions
calculated using TD-DFT. Our experimental measurement of the group delay variation around
the Cooper minimum agrees with the simulation of experimental conditions. We then validate
our interpretation of the experimental results by simulating perturbed attosecond pulse emission
in argon using our theoretical model. We first show the difference in the spectral phase between
perturbed and unperturbed attosecond pulse emission, demonstrating that the perturbation-induced
phase shift is sensitive to the transition moment phase. We then present the results of a simulated
optical measurement which agrees with our experimental results. Finally, we present a physical
interpretation of how the Cooper minimum affects recollision trajectories based on the semi-classical
description of recollision known as the SFA.

For our experiment, we generate an isolated attosecond pulse in argon using polarization gating
which involves superposing left- and right-circularly polarized pulses separated by a small time-
delay. This results in a linear polarization within the temporal window where the two polarizations
overlap. Since recollision is extremely sensitive to the ellipticity of the driving field, attosecond
pulse emission is confined to this overlap region resulting in the emission of an isolated attosecond
pulse.

The experimental diagram of our all-optical measurement is shown in Fig. 1(a). For more
experimental details, please see the supplementary material. We focus a 12 fs, polarization-gated
driving pulse with a central wavelength of 1.8 µm into an argon gas jet, as shown by the red pulse. We
perturb recollision with a second harmonic of the driving pulse delayed by a time τ that is polarized
parallel to the linearly polarized component of the driving field, has a relative intensity less than
2 × 10^-4 (our procedure for estimating the ratio is discussed in the supplementary material), and
is focused into the gas jet at an angle of θ_p = 6.9 mrad with respect to the driving beam. This is
depicted by the blue beam in Fig. 1(a). In the gas jet, the perturbing field modifies the recollision
trajectories and imparts a phase shift which depends on the time delay between the driving and
perturbing fields and the vertical position of the atom within the gas jet due to the noncollinear
geometry.

The phase shift induced by the perturbing field can be calculated using the SFA as follows:

\[
\sigma(k, t_b, t_r, \phi) = \int_{t_b}^{t_r} [k + A(\tau)] A_p(\tau, \phi) d\tau + A_p(t_b, \phi) \eta(k + A(t_b)) - A_p(t_b, \phi) \eta(k + A(t_b)),
\]

(1)

where \(k\) is the continuum electron canonical momentum, \(t_b\) is the time of ionization, \(t_r\) is the
time of recombination, \(A(t)\) and \(A_p(t, \phi)\) are the driving and perturbing field vector potentials at
time $t$ and relative phase $\phi$, $\eta'(k)$ is the gradient of the transition moment phase for continuum state momentum $k$. A full description of the perturbation-induced phase shift is included in the supplementary material, and vector notation has been omitted due to the assumption of a linearly polarized field. For our measurement, the relative phase $\varphi$ between the driving and perturbing field is determined from the time delay between the driving and perturbing fields, the vertical position within the gas jet, and the angle between the driving and perturbing beams [9].

As the time delay between the perturbing and driving fields is varied, the phase shifts of recollision trajectories across the driving field beam front change. This results in a varying far-field angular deflection of each spectral component of the extreme ultra-violet (XUV) emission, which we label as $\theta_{\Omega}(\tau)$. The difference in the phase of this modulation between two energies is proportional to the difference in XUV emission time [9]. This is depicted in Fig. 1 (c), which shows the resultant spectrograms for photon energies of 60 (top) and 80 eV (bottom). The difference in the modulation phase is proportional to the difference in emission times $\Delta\tau_{\Omega}$ for these energies. We have similar spectrograms for each frequency component. We record 200 attosecond pulse spectra for each delay step to reduce the influence of noise and fluctuations on the measurement. We then group the scans into four individual measurements which we analyze separately to obtain the measured uncertainty.

**Results and Discussion**

The emission time analysis is performed for each spectral component of the measured attosecond pulse, providing a measurement of the difference in emission time for each spectral component. The group delay of the recollision electron is obtained from the relative delay of each spectral component with respect to that of a fixed energy. Our experimental results and uncertainty are depicted in Fig. 2 by the solid red lines and shaded red regions in all subfigures, respectively. The unperturbed attosecond pulse spectrum is shown in Fig. 2 (a) in red, where the Cooper minimum is observed near 54 eV. Based on the cutoff XUV photon energy of 110 eV, the pulse reaches an peak intensity of $1 \times 10^{14}$ W/cm$^2$ within the jet. The attosecond pulse spectrum calculated using a TD-DFT simulation of the unperturbed experimental conditions is shown by the dashed line (scaled $\times 10$ for clarity). Absorbing boundaries [27] are used beginning at a radius of $F_0/\omega_0^2$ to suppress long trajectory emission, where $F_0$ is the peak electric field amplitude and $\omega_0$ is the driving field frequency. The position of the Cooper minimum in the TD-DFT simulation, near 51 eV, is lower than the experimental result, near 54 eV. The positions of the Cooper minimum from our simulation and experiment, however, both agree with previously published theoretical [28, 29] and experimental results [30]. Given the message of this work concerns the qualitative capabilities of all-optical attosecond measurement, it only is the qualitative dynamics of recollision and the effect of the Cooper minimum on recollision trajectories which are important for our work. We use a thin gas jet to minimize the macroscopic contributions due to phase matching and placed the jet before the beam focus.

The measured group delay is shown in Fig. 2 (b), where the experimental data is shown as a solid red line and the group delay from our TD-DFT simulation of the experimental conditions is shown by a dashed line with a vertical offset for clarity. Both the experimental and theoretical
group delay curves are predominantly linear until the cut-off energy near 90 eV, but deviate from linearity near the Cooper minimum. The difference between the experimentally measured group delay and the linear group delay expected from systems without a transition moment phase shift is the photorecombination time delay. Here, we use the group delay from a time-dependent Schrödinger equation (TDSE) simulation of a hydrogenic atom with an ionization potential of 15.8 eV (obtained by scaling the nuclear charge) as our reference, which has a slowly varying transition moment phase at large energies \[31\]. The difference between the measured group delay and the group delay from the simulation of the reference hydrogenic atom calculated with the experimental conditions represents the photorecombination time delay from our experimental measurement and is shown in Fig. \[2\](c) in red and a smoothed version of the curve is shown in magenta. The maximum delay difference around the Cooper minimum near 54 eV is 180 as, in agreement with other studies of photorecombination time delays in argon \[4\]. The positive delay measured at energies below the Cooper minimum are similar to group delay from calculations of photoionization delays in argon \[32\] and result from the difference in the Coulomb scattering phase of the continuum states populated by the 1s and 3p orbitals of the reference hydrogenic and argon atoms, respectively \[31\].

While our results agree with previous measurements of the photorecombination time delay around the Cooper minimum in argon \[4\] and our own simulations of the experimental conditions, the energy region around the Cooper minimum lies within an energy range which could exhibit a signal contaminated by second-order diffraction of the high-energy components of our attosecond pulse spectra. We verified our measurement by filtering out the high-energy components of the attosecond pulse spectra and our results remained consistent (details are discussed in the supplementary material).

To support our experiment, we perform an \textit{ab initio} simulation of an all-optical measurement in argon using TD-DFT \[24\]. The details of our implementation of TD-DFT are provided in the supplementary material. We simulate the generation of an isolated attosecond pulse in argon using a single-cycle driving field with a wavelength of 1.8 µm and peak intensity of \(1 \times 10^{14}\) W/cm\(^2\). We use an absorbing boundary \[27\] which begins at a radial distance of \(0.8 \times F_0/\omega_0^2\) in order to suppress emission from long trajectories and obtain a clear spectrum. We simulate an all-optical measurement by adding a weak second-harmonic of the driving field with a relative intensity of \(10^{-4}\) and scanning the relative phase of the perturbing and driving fields. We do this for argon using TD-DFT and for a reference hydrogenic atom with the same ionization potential (15.8 eV) as the argon atom calculated with DFT and compare these results to isolate the effect of the transition moment phase on the all-optical measurement of attosecond pulse emission from argon.

The spectrogram from our simulated all-optical measurement is presented in Fig. \[3\](a), which shows the variation of the attosecond pulse intensity spectrum with the relative phase between the driving and perturbing fields normalized for each emitted frequency. The overlaid solid red and dashed blue lines denote the phase which maximizes emission at each frequency from our simulated measurements in argon and the reference hydrogenic atom, respectively. Throughout the entire spectrum, the optimal relative phase from the argon and hydrogenic atom measurements increases with photon energy and plateaus near 100 eV, reflecting the conventional attochirp for short trajectory emission. Below 40 eV, the optimal phase from the argon measurement exhibits several modulations due to multi-channel and multi-pole effects \[29\].
At the Cooper minimum near 51 eV, the optimal phase from the argon measurement shows a clear modulation due to the transition moment phase shift. The difference between the optimal phase from the argon and reference hydrogenic atom around the Cooper minimum reveals the how the of the transition moment phase shift around the Cooper minimum affects all-optical measurement. This is shown in Fig. 3 (b) by the solid red curve. The dashed blue curve shows the difference between the measured group delay for an all-optical measurement from a model argon atom with a Lorentzian $\pi$-phase shift in its transition moment and a reference hydrogenic atom calculated using an extension of the SFA which accounts for the transition moment phase shift in the calculation of recollision trajectories [22]. For the SFA calculation, the driving and perturbing fields are sinusoidal fields with the same respective wavelengths and peak intensities as in the TD-DFT calculation and only short trajectory emission is considered. A thorough description of the SFA and all-optical measurement for systems with a transition moment phase shift is provided in the supplementary material.

Despite the comparatively simple model employed by the SFA, the difference in the measured group delay due to the transition moment phase from the TD-DFT simulation and the SFA calculation show qualitative agreement. Both show positive variations in the measured group delay $\sim 50$ as at energies below the Cooper minimum and a maximum decrease in the measured group delay $\sim 180$ as at the Cooper minimum (51 eV). This agreement supports the inclusion of the transition moment phase in the calculation of recollision trajectories in the SFA.

Before discussing the implications of our work, we must first address the apparent contradiction of our results with previous works [16, 17]. The first of these works [17] demonstrated theoretically that attosecond all-optical measurement is insensitive to the field-free transition moment phase due to the two-centre interference in a diatomic molecule. In order to obtain a sharp phase shift in the calculated HHG spectra, the first excited state was projected from simulations to reduce the polarizability of the ground state. This projection suppresses the influence of all external fields including the perturbing field used for measurement on the transition moment and forces the HHG spectrum to be shaped predominantly by the field-free transition moment similarly to the formalism suggested by QRS [19]. In contrast, our results necessarily include the full response of the system and the transition moment to all external fields. This is expounded upon in the supplementary material.

The second of these works demonstrated attosecond all-optical techniques to be insensitive to transition moment phase shifts arising from a shape resonance in SF$_6$ [16]. The resolution of this disagreement lies in the distinct pathways to recombination in conventional recollision and recollision-induced shape resonance excitation. In the presence of a shape resonance, the continuum electron enters into a localized quasi-bound state prior to recombination to the ground state. The shape resonance in SF$_6$ has been shown to be robust against variations of external fields [33]. Thus, the quasi-bound state is exhibits a much lower polarizability than the electron in the continuum and the influence of the perturbing field on the quasi-bound state is negligible when compared with that on the continuum electron. Consequently, the all-optical measurement of recollision in the presence of a shape resonance is sensitive only to the dynamics occurring prior to the excitation of the shape resonance, which are equivalent to those of conventional recollision. This is also expounded upon in
the supplementary material.

It is important to have a qualitative understanding of our results, for which we turn to the semiclassical model of recollision \[1, 3\]. The sensitivity of the all-optical approach to the transition moment phase shift around the Cooper minimum in argon can be explained as a consequence of the spatial structure of the 3\(p\) orbital wavefunction. Cooper minima arise from a change in the sign of the dipole transition element with continuum state energy, resulting in a phase shift and spectral minimum in the transition moment \[23\].

Semiclassical recollision trajectories are calculated through the expression for the recollision dipole spectrum calculated using the SFA:

\[
\tilde{D}(\Omega) = -i \int_{-\infty}^{\infty} dt_{r} \int_{-\infty}^{t_{r}} dt_{b} \int dk \ d_{0}(k + A(t_{r})) e^{-iS(k,t_{b},t_{r})-iI_{p}(t_{r}-t_{b})} F(t_{b}) d_{0}(k + A(t_{b})),
\]

where \(I_{p}\) is the ionization potential, \(A(t)\) and \(F(t)\) are the driving field vector potential and electric field at time \(t\), \(d_{0}(k)\) is the transition moment between the ground state and continuum state with momentum \(k\), and \(S(k,t_{b},t_{r})\) is the semi-classical action. We let \(\eta(k)\) denote the phase of the transition moment:

\[
\eta(k) = \text{arg} \ (d_{0}(k)).
\]

Eq. (3) is typically solved using saddle-point integration, which involves finding and setting the derivatives of the integrand phase with respect to the integration variables to zero, resulting in a system of equations whose solutions correspond to the dominant contributions of the integrand. The equation obtained from the evaluating derivative of the integrand phase in Eq. (3) with respect to \(k\), which is broadly interpreted as a displacement condition for recollision trajectories, including the transition moment phase is given as follows \[22\]:

\[
0 = \int_{t_{b}}^{t_{r}} [k + A(\tau)] d\tau + \eta' (k + A(t_{b})) - \eta' (k + A(t_{r})),
\]

where \(\eta'(k)\) is the gradient of the transition moment phase at momentum \(k\). The integration of the kinetic momentum between times \(t_{b}\) and \(t_{r}\) describes the displacement of the recollision electron due to the driving field. For the case of a slowly varying transition moment phase, \(|\eta'(k)| \sim 0\) and Eq. (5) states that a recollision electron must return to its position of origin to undergo recollision. When the transition moment phase varies sufficiently rapidly, the second and third terms act as momentum-dependent spatial offsets of the relative positions of ionization and recombination. While the dynamics of recollision and recombination are inherently quantum mechanical and wave-like in nature, the interpretation of Eq. (5) as a displacement condition for semiclassical trajectories and the localization of ionization and recombination during recollision has led to many valuable insights \[8–11, 34–38\] which we extend here.

If we consider the Cooper minimum in argon, the semiclassical interpretation of Eq. (5) is clear: as the recollision electron kinetic energy passes through the Cooper minimum, the displacement...
condition in Eq. (5) requires that the difference between the positions of ionization and recombination changes according to the gradient of the transition moment phase around the Cooper minimum. This is depicted in Fig. 4 which shows a qualitative depiction of recollision trajectories as a function of time in (a) and the cross-section (blue, left axis) and transition moment phase (red, right axis) of argon in (b). Due to the linear atto-chirp, the recombination time of a given trajectory can be mapped to an emitted photon energy and this energy is denoted by the vertical black arrows relating Figs. 4 (a) and (b). For a recollision trajectory leading to photon emission below (above) the Cooper minimum, the position of recombination is the lower (upper) lobe of the $3p_0$ orbital. The position of recombination is depicted by the white circles and purple hue, representing XUV emission. At the Cooper minimum, the position of recombination shifts from one lobe to the other as the radial dipole matrix element changes sign [23], resulting in the variation of recollision dynamics as observed in our experiment.

This interpretation is closely related to the localization of ionization and recombination in the molecular SFA [34], where the outer lobes of the $3p_0$ orbital play the role of distinct atomic centres in the linear combination of atomic orbital description of molecular systems. As a first-order approximation, the distance travelled by an electron travelling with the kinetic energy leading to photon emission at 54 eV during a time of 180 as is 12 a.u., roughly the spatial extent of the $3p_0$ orbital. A more thorough description of the semi-classical interpretation is provided in a related paper [22].

**Conclusion**

To conclude, we have experimentally verified the predictions of our previous work [22] which argued the recollision electron wave packet when observed through attosecond pulse emission is not independent of the transition moment phase. We now stand back even further from the details of the current experiment and consider the close connection between nonlinear optics and photoionization time delay measurements in attosecond physics. Nonlinear optics requires that the nonlinear process, whether perturbative or non-perturbative, returns the system to its initial or a coherently related state. If this were not the case, phase matching would be impossible. In other words, the three-step recollision model requires that photoionization and photorecombination be identical - the recolliding wave packet that produces a pulse is identical to the outgoing wave packet created by that pulse.

In support of this general principle, we have demonstrated the link between recollision trajectories and the transition moment phase by measuring the photorecombination time delay around the Cooper minimum in argon entirely optically. Compared with traditional forms of attosecond measurement based on photoionization [5, 6] that require a sophisticated photoelectron spectrometer in addition to the attosecond pulse generation apparatus [39], optical measurements are much easier to accomplish. Our all-optical approach can be readily generalized to studying multielectron interaction including collision-induced plasma excitation [40, 41], Fano resonances [42], and can be extended to gas-phase molecules [43] and possibly solids [44]. Further, our results suggest a form of electron orbital tomography, wherein the spatial structure of a wavefunction can be inferred from all-optical measurements of recollision. This is expounded upon in a related study which considers
the effect of the transition moment phase using the SFA \cite{3, 22}.

Assessing these differing measurement approaches, measuring time delays by photoionization is encumbered by their sensitivity to many possible sources of delay, including electron dynamics \cite{43}, molecular structure \cite{45}, and dispersive effects during attosecond pulse propagation \cite{7}, leading to a lack of clarity regarding the measurement. In contrast, our all-optical measurement is sensitive to the transition moment phase around the Cooper minimum in argon and is predicted to be insensitive to field-free ionic structure \cite{22}. Other collinear all-optical measurement techniques have been shown to be insensitive to two-centre interference and shape resonances \cite{16, 17}. Since photoionization and photorecombination experiments measure different things, combining them will allow us to unambiguously isolate the time delays associated with molecular structural and electron dynamic effects.

Finally, trajectory dynamics and recombination have typically been treated as independent \cite{19}. The sensitivity of our all-optical approach, however, demonstrates the limitations of this approximation. The recollision electron wave packet, as observed through the recollision dipole moment, is not independent of its parent ion. Our results have significant implications regarding how recollision is described on a fundamental level. In particular, the independence of continuum electron wave packet when observed through attosecond pulse emission and the generation medium has been used to justify theoretical descriptions of attosecond pulse generation \cite{19} and the interpretation of experimental measurements. Our results show that the assumption that recollision trajectories are independent of the transition moment phase is an approximation. The interdependence of recollision trajectories and the source medium must be addressed in the interpretation of all attosecond experiments. This has already been understood in the context of solid-state HHG \cite{46} and limitations of QRS have been identified in other gas-phase experimental works \cite{34, 47}. Our results clearly demonstrate the limitations of treating recollision trajectories and recombination as independent processes and will pave the way for more efficient measurements of ultrafast electron dynamics in atomic, molecular, and solid-state systems.
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Supplementary Material

Experimental Details

Figure S1 shows the detailed experimental setup. The original 1.8 µm beam with 650 µJ energy passed a pair of wedges for the control of dispersion and CEP. After a 200 µm BBO crystal, the second order harmonic and fundamental beam are separated with a dichroic mirror. The transmitted 1.8 µm beam was used for generating the polarization gating pulse. The polarization of the reflected second harmonic (SH) beam was controlled to be parallel to the linear portion of the gated pulse by a half waveplate. Eventually, the gating pulse and SH beams are combined and sent to the chamber with a D-shape mirror and focused into the gas jet with the same focusing mirror. The peak intensity of fundamental beam within the jet is estimated with the harmonic cut off. With a cutoff of 110 eV shown in our spectrum in Fig. 2(a) of the main text, the peak intensity is around $1 \times 10^{14}$ W/cm$^2$.

We have calibrated our XUV spectrometer using atomic emission lines as shown in Fig. S2. The top figure shows the image on the MCP which records the emission lines induced by a strong 800nm laser beam on a N$_2$ target. By integrating the top image vertically, we get the emission line spectrum in the middle figure. The energy of the emission lines can be found from NIST and they are shown with the vertical lines in the bottom figure. Then we compare the emission lines with the spectrum peaks and find pixel indexes of known peaks. The grating equation was used for fitting a curve of the relationship between the image pixel number and photon energy.

The energy of SH beam is measured without resizing by any aperture and it is below the noise level (1 µJ) of our energy meter. For making sure the SHG beam covers the whole fundamental beam in the interaction medium, the SHG beam size is apertured from 10 mm to 1-2 mm, lowering the SH energy further (< 0.15 µJ). With this energy and the focusing geometry, we can estimate the upper bound of the SH intensity as 0.19 × 10$^{11}$ W/cm$^2$. During experiment, the actual intensity ratio is controlled to make sure that it is not too high to get high spatial order HHG and not too low that no spatial modulation is visible.

The spectrum and temporal profile of the driving 1.8 µm laser pulse are shown in Figure S3 (a) and (b), respectively. Figure S4 depicts the experimentally acquired attosecond pulse spectra along the centre position of the unperturbed pulse plotted against the relative delay between the perturbing and driving pulse (measured in cycles of the second harmonic). The attosecond pulse spectral intensity at each frequency modulates with the perturbing field delay and the phase of the modulation for each frequency is used to obtain the group delay, as described in the main text.

To verify the influence of the second-order diffraction of the high-energy components of our attosecond pulse spectra, we repeated the measurement with an Al filter being in the XUV beam path, as shown in Fig. S1. Fig. S5 shows the comparison of the unperturbed attosecond pulse spectra without and with the Al filter and Fig. S6 shows that of the measured spectrogram. Although the quality of the measurements suffered due to the already low spectral intensity of the spectra around the Cooper minimum, we can see the second order diffraction barely influences the spectrum below the Al filter cutoff. Since second order diffraction would affect our measurement through a slowly varying contribution to the measured group delay over a large energy range, we conclude the phase
shift we observe around Cooper minimum is not due to second order diffraction.

**Description of Time-Dependent Density Functional Theory Simulations**

For numerical simulations, we use time-dependent density functional theory (TD-DFT) \(^{24}\) to describe the argon atom. We approximate the many-electron wavefunction using a set of Kohn-Sham orbitals at position \( r \) and time \( t \), \( \{ \phi_\alpha(r, t) \} \), where \( \alpha \) denotes the initial orbital angular momentum \( l_\alpha \) and magnetic quantum numbers \( m_\alpha \) of each state. We express each Kohn-Sham orbital \( \phi_\alpha(r, t) \) using a spherical harmonic expansion:

\[
\phi_\alpha(r, t) = \sum_{l=m_\alpha}^{N_\alpha} \phi_{\alpha,l,m_\alpha}(r, t) Y_{l,m_\alpha}(\theta, \phi), \tag{5}
\]

where \( r \) is the radial position, \( \phi_{\alpha,l,m_\alpha}(r, t) \) is the component of the full time-dependent radial Kohn-Sham orbital wavefunction with orbital angular momentum \( l \) and magnetic quantum number \( m_\alpha \), and \( \Omega \) is the solid-angle. Since our simulations are restricted to linearly polarized external fields, the magnetic quantum number \( m_\alpha \) is conserved throughout simulation.

The radial grid is discretized using Gauss-Lobatto quadrature \(^{18}\) and the field-free Kohn-Sham Hamiltonian is given as follows:

\[
\hat{H}_{ks} = -\frac{1}{2} \frac{\partial^2}{\partial r^2} + \frac{l(l+1)}{2r^2} + v_0(r) + \sum_{\mu} v_h^{(l_\mu)}[n](r) + v_{xc}^{(0)}[n](r), \tag{6}
\]

where \( v_0(r) = -Z/r \), is the ionic potential, \( n(r, t) \) is the time-dependent electron density, \( v_h^{(l_\mu)}[n](r, t) \) is the \( l_\mu \)-th multipole of the Hartree potential, and \( v_{xc}^{(0)}[n](r, t) \) is the zeroth-order multipole of the exchange-correlation potential, which is calculated using the generalized gradient approximation. The potentials \( v_h^{(l_\mu)}[n](r, t) \) and \( v_{xc}^{(0)}(r, t) \) are calculated using the electron density. With \( g_\alpha \) representing the occupation number of the orbital \( \phi_\alpha(r, t) \), the electron density is given as follows:

Explicitly, the multipoles of the Hartree potential in Eq. (S2) are given as follows \(^{49}\):

\[
v_h^{(0)}[n](r, t) = \sum_\alpha g_\alpha \sum_{l \geq m_\alpha} \int_0^\infty \frac{\phi_{\alpha,l,m_\alpha}(r, t)}{r'} \, dr', \tag{7}
\]

\[
v_h^{(1)}[n](r, \theta, t) = \cos(\theta) \sum_\alpha g_\alpha \sum_{l \geq m_\alpha} \int_0^\infty \frac{r}{r'} \left[ c_{l,m_\alpha} \phi_{\alpha,l+1,m_\alpha}^*(r, t) + c_{l-1,m_\alpha} \phi_{\alpha,l-1,m_\alpha}^*(r, t) \right] \phi_{\alpha,l,m_\alpha}(r, t) \, dr', \tag{8}
\]

\[
v_h^{(2)}[n](r, \theta, t) = \frac{1}{2} (3 \cos^2(\theta) - 1) \sum_\alpha g_\alpha \int_0^\infty \frac{r^2}{r'} \left[ q_{l-2,m_\alpha} \phi_{\alpha,l-2,m_\alpha}^*(r, t) \right. \\
+ p_{l,m_\alpha} \phi_{\alpha,l,m_\alpha}^*(r, t) + q_{l,m_\alpha} \phi_{\alpha,l+2,m_\alpha}^*(r, t) \left. \right] \phi_{\alpha,l,m_\alpha}(r, t) \, dr', \tag{9}
\]

where \( r_-, r_+ = \min(r, r'), \max(r, r') \) and the angular coupling coefficients are given as follows:
\[ c_{l,m} = \sqrt{\frac{(l + 1)^2 - m^2}{(2l + 1)(2l + 3)}}, \tag{10} \]
\[ p_{l,m} = \frac{l(l + 1) - 3m^2}{(2l - 1)(2l + 3)}, \tag{11} \]
\[ c_{l,m} = \frac{3}{2(2l + 3)} \sqrt{\frac{((l + 1)^2 - m^2)((l + 2)^2 - m^2)}{(2l + 1)(2l + 5)}}. \tag{12} \]

We use a generalized gradient approximation (GGA), LB94, to describe the exchange-correlation potential which has the following form [50]:

\[ v^{(0)}_{xc}[n](r,t) = v^{(0,LDA)}_{xc}[n](r,t) - \beta \left( \frac{n(r,t)}{2} \right)^{1/3} \frac{x^2}{1 + 3\beta \arcsinh(x)}, \tag{13} \]

where \( x = |\nabla n(r,t)|/n(r,t) \) and \( \beta = 0.05 \). Exchange-correlation effects are only kept to the monopole order during time-propagation.

The ground state is calculated self-consistently by numerically diagonalizing the Hamiltonian to obtain the radial Kohn-Sham orbital wavefunctions, calculating the Hartree and exchange-correlation potentials with the new set of Kohn-Sham orbitals, and repeating this procedure until convergence is achieved.

The time-dependent Kohn-Sham equation describing the evolution of the Kohn-Sham orbital wavefunctions is given as follows:

\[
 i \frac{\partial \phi_{\alpha,l,m}}{\partial t} = \left( r F(t) + v_{h}^{(1)}[n](r,t) \right) (c_{l-1,m,}\phi_{\alpha,l-1,m}(r,t) + c_{l,m,}\phi_{\alpha,l+1,m}(r,t)) \\
+ v_{h}^{(2)}[n](r,t) (q_{l-1,m,}\phi_{\alpha,l-2,m}(r,t) + q_{l,m,}\phi_{\alpha,l+2,m}(r,t)) \\
+ \left( -\frac{1}{2} \frac{\partial^2}{\partial r^2} + \frac{l(l + 1)}{2r^2} + v_{0}(r) + v_{h}^{(0)}[n](r,t) + p_{l,m,}v_{h}^{(2)}[n](r,t) + v_{xc}^{(0)}[n](r,t) \right) \phi_{\alpha,l,m}(r,t). \tag{14} \]

Throughout time-propagation, the Hartree potential is expanded to a maximum multipole order of 2 and only the time-dependence of the exchange-correlation zeroth-order multipole is included. The propagator is approximated using the Crank-Nicholson [51] algorithm and the time-dependent dipole moment \( D(t) \) is given by

\[
 D(t) = \sum_{\alpha} \sum_{l} \int_{0}^{\infty} \left[ c_{l,m,}\phi_{\alpha,l+1,m}^{*}(r,t) + c_{l-1,m,}\phi_{\alpha,l-1,m}^{*}(r,t) \right] r \phi_{\alpha,l,m}(r,t) dr. \tag{15} \]

For all time-dependent simulations, a transmission free absorbing boundary [27] is used. For the time-dependent simulations from a hydrogenic atom displayed in Fig. 2 of the main text, we set the multielectron interaction potentials to zero and scale the nuclear charge for the ionic potential such that the ionization potential matches that of argon (i.e. 15.8 eV).
Attosecond All-Optical Measurement and the Transition Moment Phase

In this section, we provide additional details regarding all-optical attosecond measurement and the transition moment phase. We discuss the incorporation of the transition moment phase into the determination of recollision trajectories [22], the effect of the transition moment phase on the perturbation-induced phase shift in an all-optical measurement, and we address the apparent conflict of our work with previous works [16, 17].

The Strong Field Approximation Description of All-Optical Measurement with the Transition Moment Phase

We begin by considering the recollision dipole spectrum calculated using the strong field approximation (SFA). We assume all fields are linearly polarized and omit vector notation such that the dipole spectrum $\tilde{D}(\Omega)$ at frequency $\Omega$ is given as follows:

$$\tilde{D}(\Omega) = -\int_{-\infty}^{\infty} dt_r \int_{-\infty}^{t_b} dt_b \int dk d_0^* (k + A(t_b)) e^{-iS(k,t_b,t_r-iI_p(t_r-t_b)} \times F(t_b)d_0 (k + A(t_b)) e^{i\Omega t_r},$$  \tag{16}

where $k$ is the canonical momentum of the continuum electron, $t_b$ is the time of ionization, $t_r$ is the time of recombination, $-I_p$ is the ground state energy, $A(t)$ and $F(t)$ are the external field vector potential and electric field at time $t$, $d_0(k) = \langle k|\hat{x}|\psi_0 \rangle$ is the dipole transition moment between the ground state $|\psi_0 \rangle$ and continuum state $|k \rangle$ with momentum $k$, and $S(k,t_b,t_r)$ is the semiclassical action [3]. We let $\Phi_0(k,t_b,t_r)$ denote the component of the integrand phase related to the field-driven continuum dynamics, the evolution of the ground state, and photon emission at frequency $\Omega$:

$$\Phi_0(k,t_b,t_r) = S(k,t_b,t_r) + I_p(t_r-t_b) - \Omega t_r,$$  \tag{17}

In addition, we incorporate the phase of the transition moment between the ground state and continuum state with momentum $k$, $\eta(k) = \arg(d_0(k))$. Like in quantitative rescattering theory (QRS) [19], we use the known cross-section and phase to describe the transition moment. With this, the total integrand phase $\Phi(k,t_b,t_r)$ in Eq. (16) is given as follows:

$$\Phi(k,t_b,t_r) = \Phi_0(k,t_b,t_r) + \eta(k + A(t_b)) - \eta(k + A(t_r)).$$  \tag{18}

The integrals in Eq. (16) are typically solved using saddle-point integration, wherein the integral is approximated as an integral of a Gaussian function situated at the stationary points (referred to as saddle-point solutions) of the integrand phase in Eq. (18). Typically, the transition moment phase is omitted from this saddle-point analysis. As we first proposed in [22], we now incorporate the transition moment phase into the calculation of the saddle-point solutions. We set the derivatives of Eq. (18) with respect to $k$, $t_b$, and $t_r$ to zero and obtain the following set of saddle-point equations:
\[
0 = \int_{t_b}^{t_r} [k + A(\tau)] \, d\tau + \eta'(k + A(t_b)) - \eta'(k + A(t_r)), \tag{19}
\]
\[
0 = \frac{[k + A(t_b)]^2}{2} + I_p + F(t_b) \eta'(k + A(t_b)), \tag{20}
\]
\[
\Omega = \frac{[k + A(t_r)]^2}{2} + I_p + F(t_r) \eta'(k + A(t_r)). \tag{21}
\]

Above, the transition moment phase behaves similarly to a spatial offset of the recollision trajectory described by the saddle-point solutions to Eqs. (19-21). In Eq. (19), the displacement condition for the trajectory requires that the relative positions of ionization and recombination is shifted according to the gradient of the transition moment phase. In Eqs. (20) and (21), the gradient of the transition moment phase modifies the energy conservation conditions for ionization and recombination, respectively, similarly to a dipole shift in energy due to a spatial displacement equivalent to the gradient of the transition moment phase.

In order to isolate the effect of the transition moment phase on the saddle-point solutions, we treat the transition moment phase as a perturbation in Eqs. (19-21) about the case where \( \eta'(k) \equiv 0 \) for all \( k \), corresponding to the conventional SFA. We let \( \lambda \) denote the perturbation-order parameter, \( \eta(k) \to \lambda \eta(k) \) in Eqs. (16) and (19-21), and let \( \bar{k}, \bar{t}_b, \) and \( \bar{t}_r \) denote the saddle-point solutions for the case where \( \eta'(k) \equiv 0 \). We refer to these as the zeroth-order saddle-point solutions. We then expand the saddle-point solutions to second-order in \( \lambda \):

\[
\mu = \bar{\mu} + \lambda \Delta \mu^{(1)} + \lambda^2 \Delta \mu^{(2)}, \tag{22}
\]

with \( \mu = k, t_b, t_r \). We substitute the saddle-point solutions described by Eq. (22) into the saddle-point equations in Eqs. (19-21), and expand the result to first-order in \( \lambda \). This yields the following set of equations for the first-order corrections to the zeroth-order saddle-point solutions due to the transition moment phase:

\[
0 = (\bar{k} + A(\bar{t}_r)) \Delta \mu_b^{(1)} - (\bar{k} + A(\bar{t}_b)) \Delta \mu_b^{(1)} + (\bar{t}_r - \bar{t}_b) \Delta k^{(1)} + \eta'(\bar{k} + A(\bar{t}_b)) - \eta'(\bar{k} + A(\bar{t}_r)), \tag{23}
\]
\[
0 = - (\bar{k} + A(\bar{t}_b)) F(\bar{t}_b) \Delta \mu_b^{(1)} + (\bar{k} + A(\bar{t}_b)) \Delta k^{(1)} + F(\bar{t}_b) \eta'(\bar{k} + A(\bar{t}_b)), \tag{24}
\]
\[
0 = -(\bar{k} + A(\bar{t}_r)) F(\bar{t}_r) \Delta \mu_r^{(1)} + (\bar{k} + A(\bar{t}_r)) \Delta k^{(1)} + F(\bar{t}_r) \eta'(\bar{k} + A(\bar{t}_r)). \tag{25}
\]

These equations can be solved analytically for \( \Delta k^{(1)}, \Delta t_b^{(1)}, \Delta t_r^{(1)} \):

\[
\Delta k^{(1)} = 0, \tag{26}
\]
\[
\Delta t_b^{(1)} = \frac{\eta' \left( \bar{k} + A(\bar{t}_b) \right)}{\bar{k} + A(\bar{t}_b)}, \tag{27}
\]
\[
\Delta t_r^{(1)} = \frac{\eta' \left( \bar{k} + A(\bar{t}_r) \right)}{\bar{k} + A(\bar{t}_r)}. \tag{28}
\]
For the sake of brevity, the system of equations used to obtain the second-order saddle-point corrections are given in Eqs. (35-37) in a subsequent section below.

To demonstrate the effect of the transition moment phase on the recombination time, Fig. S7 (a) depicts the recombination times calculated for a model argon atom with an ionization potential of 15.8 eV and a Lorentzian π-phase shift in its transition moment at 54 eV corrected to (solid blue) zeroth-order and (dashed red) second-order with respect to the transition moment phase. The driving field is a sinusoidal field with peak intensity $1 \times 10^{14}$ W/cm$^2$ and wavelength 1.8 $\mu$m. Fig. S7 (b) depicts (solid blue) the first-order change in recombination time for both short and long trajectories and the second-order recombination time correction for (solid red) short and (dashed green) long trajectories due to the transition moment phase.

In an all-optical attosecond measurement, a weak perturbing field with vector potential $A_p(t, \varphi)$ and electric field $F_p(t, \varphi)$ at time $t$ with a relative amplitude $\xi$ and phase $\varphi$ with respect to the driving field is added to the recollision process. The perturbing imparts a phase shift onto the recollision trajectories and, as the relative phase between the driving and perturbing field is varied, the generated attosecond pulse intensity spectrum modulates according to this phase shift. The modulations of the measured attosecond pulse intensity spectra with $\varphi$ can be used to reconstruct the underlying recollision dynamics [8–11].

We calculate the perturbation-induced phase shift, $\sigma(k, t_b, t_r, \varphi)$, by expanding the recollision dipole phase in Eq. (18) to first-order in the relative amplitude of the perturbing field [8]:

$$\sigma(k, t_b, t_r, \varphi) = \int_{t_b}^{t_r} [k + A(\tau)] A_p(\tau, \varphi) d\tau + A_p(t_b, \varphi) \eta'(k + A(t_b)) - A_p(t_r, \varphi) \eta'(k + A(t_r)) + O(\lambda^3). \quad (29)$$

We now expand Eq. (29) through second-order in the transition moment phase. Since the transition moment phase is most important during recombination, we omit the contribution from the transition moment phase at the time of birth and the corrections to the perturbation-induced phase shift due to the corrections to the time of ionization and canonical momentum for brevity. This does not affect our conclusions. The expression we obtain for $\sigma(k, t_b, t_r, \varphi)$ corrected to second-order in the transition moment phase is the following:

$$\sigma(k, t_b, t_r, \varphi) = \sigma^{(0)}(\vec{k}, \vec{t}_b, \vec{t}_r, \varphi) + \Delta \sigma_{(2)}(\vec{k} + A(\vec{t}_r)) A_p(\vec{t}_r, \varphi) + \Delta \sigma_{(1)}(F_p(\vec{t}_r, \varphi) \eta'(\vec{k} + A(\vec{t}_r)) - A_p(\vec{t}_r, \varphi) F(\vec{t}_r) \eta''(\vec{k} + A(\vec{t}_r))) + O(\lambda^3). \quad (30)$$

where $\sigma^{(0)}(\vec{k}, \vec{t}_b, \vec{t}_r, \varphi)$ is the perturbation-induced phase shift from an equivalent atom without a rapidly transition moment phase.

The spectrogram [8, 9] from an all-optical measurement in a model argon atom with an ionization potential of 15.8 eV and a Lorentzian π-phase shift in its transition moment for photon emission at 54 eV calculated using the SFA model presented above is shown in Fig. S8 (a). For this calculation, we used a sinusoidal driving field with wavelength 1.8 $\mu$m and peak intensity of $1 \times 10^{14}$ W/cm$^2$ and a second-harmonic perturbing field with a relative intensity of $10^{-4}$. The overlaid dashed green
and solid red lines denote the optimal relative phase between the driving and perturbing fields for emission at each photon energy with and without the transition moment phase, respectively. Fig. S8 (b) shows the difference between the group delay measurements with and without the transition moment phase shift. This result qualitatively agrees with the experimental results in Fig. 2 and the results presented in Fig. 3 (b), where they are shown alongside the difference in measured group delay from simulated all-optical measurements in argon and a reference hydrogenic atom.

Comparison with Previous Works

As stated in the main text, our experimental and theoretical results appear to disagree with the theoretical results of [17], which showed attosecond all-optical measurement to be insensitive to the transition moment phase shift in a one-dimensional model of H$_2^+$ resulting from two-centre interference. A subsequent experimental study showed all-optical techniques to be insensitive to the phase shift due to a shape resonance in SF$_6$. We address both these apparent discrepancies and show our results are consistent with these findings in the subsequent two sections.

All-Optical Measurement and Two-Centre Interference

In [17], the sensitivity of attosecond all-optical and ex situ measurement techniques to the transition moment phase shift arising from two-centre interference in a one-dimensional model of H$_2^+$ were compared. The results indicated that, while attosecond ex situ measurement was clearly sensitive to the transition moment phase, all-optical measurement appeared to exhibit no sensitivity to the transition moment. While these conclusions seem clear and decisive, a subtle detail of the simulation design in [17] is critically important in determining the sensitivity of all-optical measurement to the transition moment phase. To demonstrate how our results are consistent with those in [17], we first discuss how the transition moment manifests during attosecond pulse generation in a diatomic molecule.

The field-free transition moment of the diatomic molecular system studied in [17] exhibits a narrow spectral minimum and discontinuous $\pi$-phase jump. Attosecond pulse spectra generated from this molecule, however, exhibit a broad and shallow spectral minimum [34]. The origin of this broadening and the shaping of the observed transition moment phase shift has been identified as being related to the influence of the external field on the ground state, the modified trajectory dynamics due to the internuclear separation, and is related to the influence of the first-excited state during recombination [34, 52, 53]. Due to this broadening, the phase shift across the spectral minimum varies slowly with emitted photon energy and gives rise to a small variation in the attosecond pulse group delay, which may be difficult to identify in simulations of both attosecond ex situ and all-optical measurement.

In [17], the first excited state was projected from the HHG simulations used to assess the sensitivity of all-optical measurement to the transition moment phase. This projection reduces the polarizability of the system and forces HHG spectra to be predominantly shaped by the field-free transition moment, thereby imprinting a narrow spectral minimum and phase shift onto emitted HHG spectra. This narrow phase shift leads to a large group delay variation in the emitted HHG.
spectra which is easily observable using attosecond *ex situ* techniques because these techniques measure the emitted radiation directly. Attosecond all-optical measurement, however, is performed during the attosecond pulse generation process itself. The results of an all-optical measurement and the dynamics of the electron wavefunction are inherently interdependent and everything which influences the electron wavefunction must be accounted for in the interpretation of an all-optical measurement. In this regard, the effect of the projection of the first excited state on an all-optical measurement must be accounted for.

To demonstrate the importance of the projection of the first excited state in an all-optical measurement, we let $\psi_0(x)$ and $D(k)$ denote the ground state wavefunction at position $x$ and its recom-

bination moment including its complex phase at continuum state momentum $k$ for a given system. The effect of the perturbing field on the recombination moment can be found by expanding the recombination moment to first-order in the relative amplitude of the perturbing field, $\xi$:

$$D(k + A_{tr} + A_p(t_{tr}, \varphi)) = D(k + A(t_{tr})) + A_p(t_{tr}, \varphi) D'(k + A(t_{tr})) + O(\xi^2).$$

(31)

Within the plane-wave approximation used by the conventional SFA, the momentum-derivative of the recombination moment can be expressed as follows:

$$D'(k) = \int_{-\infty}^{\infty} x \tilde{\psi}_1(x)e^{ikx},$$

(32)

where $\tilde{\psi}_1(x) = x\psi_0(x)$. For the case of the considered diatomic molecular system studied in [17], the projection of the normalized state $\tilde{\psi}_1(x)$ onto the true first excited $\psi_1(x)$ state is near unity ($\langle \tilde{\psi}_1 | \psi_1 \rangle = 0.99$). That is, within the plane-wave approximation for the continuum states, the projection of the first excited nearly exactly cancels the effect of the perturbing field.

While the plane-wave approximation provides a simple picture, it is known that it does not accurately describe two-centre interference [34]. A similar conclusion can be drawn, however, by considering the true continuum eigenstates of the system. Fig. S9 depicts the (solid blue) field-free recombination cross-section of the ground state, (dashed red) its derivative with respect to the continuum state momentum, and (dot-dash green) the recombination cross-section of the first-excited state as a function of continuum state momentum. Around the spectral minimum, the momentum-derivative of the ground state recombination moment and the transition moment of the first excited state are nearly equal, demonstrating the importance of the first-excited state on the perturbation of the transition moment around the spectral minimum by the perturbing field.

The projection of the first excited state suppresses the influence of the perturbing field on the transition moment in Eq. (32) and artificially restricts its influence predominantly to the perturbation-induced phase shift described by Eq. (30). In a previous work [22], we showed that the perturbation-induced phase shift is insensitive to the field-free ionic structure of a diatomic molecule through second-order in the internuclear separation when described using the molecular SFA [34]. Thus, we may say that all-optical techniques are insensitive to the field-free ionic structure when the first excited state is projected out from simulations. If the first excited state is retained in simulations, however, the transition moment should be observable in an all-optical measurement according to
Eq. (32).

To check this, we simulate all-optical measurements in the same molecule studied in [17] where we either retain and project out the first excited state. While retaining the first excited state in numerical simulation will result in a phase shift which varies slowly with the emitted photon energy and may be difficult to identify, retaining the first excited state preserves the full effect of the perturbing field on the transition moment and constitutes a complete test of the sensitivity of all-optical techniques to the transition moment. In order to identify such a slowly varying phase shift in our simulated measurements, we also simulate an all-optical measurement from a one-dimensional reference atom with an equivalent ionization potential and compare the measurement results from both systems.

For these measurements, we simulate the generation of an isolated attosecond pulse using a single-cycle driving field with wavelength $1.8 \, \mu m$ and peak intensity of $1 \times 10^{14} \, \text{W/cm}^2$ and use an absorbing boundary [27] to suppress long trajectory emission and obtain clear attosecond intensity spectra. We simulate the all-optical measurements by introducing a second-harmonic perturbing field with a relative intensity of $10^{-4}$ and scan the relative phase between the driving and perturbing fields. The phase of the modulation of each frequency component’s spectral intensity with the relative phase between the driving and perturbing fields is then used as a measurement of the recollision electron group delay.

The results of the measurements for the case where we retain the first excited state in the simulation are shown in Fig. S10. Fig. S10 (a) depicts the spectrogram obtained from the all-optical measurement of the attosecond pulse emission from the diatomic molecule where we retain the first excited state in the simulation. A similar spectrogram (not shown) is obtained for the simulated measurement from the reference atomic system. At first glance, the spectrogram from the diatomic molecule appears identical to that expected from the reference atomic system. As stated above, however, the spectral minimum is broadened due to the modified recombination dipole moment described in [34]. Consequently, the phase shift around the spectral minimum varies slowly with photon energy and may be difficult to identify without an appropriate reference.

To determine whether the all-optical measurement is sensitive to the transition moment phase, we calculate the difference in the measured group delay between the measurements from the molecular and reference atomic systems. The results of this are shown in Fig. S10 (b), which shows (blue, left axis) the attosecond pulse intensity spectrum from the diatomic molecular system and (red, right axis) the difference in the measured group delay between the measurements from the diatomic molecular and reference atomic systems. A broad variation of $\sim 15$ as in the measured group delay difference between the molecular and reference atomic systems is visible around the spectral minimum, similar to the change in recombination time calculated using Eq. (28) when describing the molecular system as a linear combination of atomic orbitals [34].

We now consider the case where we project out the first excited state and simulate an all-optical measurement with identical parameters to those in Fig. S10. Since we are considering an isolated attosecond pulse, the spectral resolution of such a measurement will be sufficiently precise so as to reveal the importance of higher-order corrections to the perturbation-induced phase shift in Eq. (30) around the spectral minimum. The results of this simulated measurement are shown in Fig.
Again, the spectrogram in Fig. S11 (a) resembles that expected from the reference atom (not shown) and the modulation phase as a function of photon energy (solid red line) resembles the conventional attochirp. At the position of the spectral minimum near 46 eV, however, the modulation phase exhibits a small variation. This variation is due to higher-order corrections to the transition moment and perturbation-induced phase shift. Fig. S11 (b) depicts (solid blue, left axis) the intensity spectrum, (solid red, right axis) calculated group delay, and (solid green) measured group delay from the simulated measurement. While the large variation in the calculated group delay around the spectral minimum is absent in the measurement result, we show in the inset the difference between the measured group delay from the diatomic molecule where we project out the first excited state and the reference atomic system between photon energies of 40 and 50 eV. A small variation of $\sim 25$ as is observed around the spectral minimum due to the aforementioned higher-order corrections to the transition moment and perturbation-induced phase shift.

These results conclusively show that our experimental and simulated measurements of the Cooper minimum phase in argon are consistent with the results of [17] because we retain the full dynamics of the system. In particular, we retain the full effect of the perturbing field on the transition moment in our simulations and experimental analysis. Our analysis shows that, while all-optical measurement is largely insensitive to the field-free transition moment and ionic structure, the changes in the recollision trajectory dynamics due to the transition moment phase are observable using all-optical techniques. If we consider the ground state $3p_0$ orbital in argon as a two-centre system with each orbital lobe constituting a centre of recombination (where the separation between the peaks of the outer lobes is $\sim 4$ a.u.), our results regarding two-centre can be directly related to the analysis in this section.

All-Optical Measurement and the Shape Resonance in SF$_6$

We now consider the results of [16], which show attosecond all-optical measurement to be insensitive to the phase shift due to the excitation of a shape resonance in SF$_6$. When a shape resonance is excited during recollision prior to recombination, the recollision electron enters into a localized quasi-bound state $|\Theta\rangle$ due to the shape of the ionic potential. If we consider the shape resonance in SF$_6$ studied in [16], the shape resonance is very robust with respect to the driving field intensity [33]. This implies the influence of the weak perturbing field on the excited state is negligible.

With this, dipole emission spectrum at frequency $\Omega$ for the recollision processes involving a shape resonance is then given as follows:

$$
\tilde{D}(\Omega) = -i \int dk \int_{-\infty}^{t_r} dt_r \int_{-\infty}^{t_{sr}} dt_{sr} \int_{-\infty}^{t_{sr}} dt_b \, d_0^* \Theta(k + A(t_{sr}) \Theta(k + A(t_b)) e^{-i S(k, t_b, t_{sr}) - i E_\Theta(t_{sr} - t_r) - i I_p(t_{sr} - t_b)}
\times F(t_b) d_0(k + A(t_b)) e^{i \Omega t_r},
$$

(33)

where $t_b$ is the time of ionization, $t_{sr}$ is the time of excitation of the shape resonance, $t_r$ is the time of recombination to the ground state, $E_\Theta$ is the energy of the quasi-bound state, $k$ is the
canonical momentum, \( d_{0,\psi} \) is the transition dipole between the ground and quasi-bound state, \( d_0(k) \) is the transition dipole between the ground state the continuum state with momentum \( k \), and \( d_{\psi}(k) = (\Theta |\hat{H}| \psi) \) is the transition dipole between the continuum state with momentum \( k \) and the quasi-bound state \( |\Theta\rangle \), and \( F(t) \) and \( A(t) \) are the external electric field and vector potential at time \( t \). The order of integration in Eq. (33) can changed, yielding the following:

\[
\tilde{D}(\Omega) \propto \frac{1}{\Gamma/2 - i(\Omega - E_\xi - i\rho_p)} \int_{-\infty}^{t_{sr}} dt_{sr} \int_{-\infty}^{t_{sr}} dt_b \int dk \ d_{sr}(k + A(t_{sr})){e^{-iS(k,t_{sr},t_{sr})-iI_p(t_{sr},t_{b})}} \times F(t_b) d_0(k + A(t_b)){e^{i\Omega t_{sr}}},
\]

where \( \Gamma \) is the width of the shape resonance. This expression shows that the calculated spectrum for a recollision process involving the excitation of a shape resonance before recombination to the ground state can be factorized into a term describing a conventional recollision process \( \tilde{D}_0(\Omega) \) which finishes in the quasi-bound state and an amplitude and phase modulation involving the transition from the quasi-bound state to the ground state. Since the integrand phase in \( \tilde{D}_0(\Omega) \) is equivalent to that the dipole integrand phase describing recollision in a simple atom with \( t_r \to t_{sr} \), the recollision dynamics and, thus, the results of an all-optical measurement, are equivalent to that of a simple atom. This description results from the robustness of the shape resonance with respect to the laser as demonstrated in [33] and is consistent with previous works studying recollision in systems with autoionizing shape resonances [54]. Thus, the SFA does not predict that all-optical measurement is sensitive to the phase dynamics around the shape resonance in SF_6.

Second-Order Saddle-Point Corrections

In this section, we show the system of equations used to obtain the second-order saddle-point corrections and their solutions explicitly. After substituting the first-order saddle-point corrections in Eqs. (26,28) into the saddle-point equations in Eqs. (19,21), we obtain a set of three equations for the second-order saddle-point corrections \( \Delta k^{(2)} \), \( \Delta t^{(2)}_b \), and \( \Delta t^{(2)}_r \):

\[
0 = (\tilde{E} + A(\tilde{t}_r)) \Delta t^{(2)}_r - (\tilde{E} + A(\tilde{t}_b)) \Delta t^{(2)}_b + (\tilde{E} - \tilde{t}_b) \Delta k^{(2)} + \frac{F(\tilde{t}_b)\eta^2(\tilde{E} + A(\tilde{t}_b))}{2(\tilde{E} + A(\tilde{t}_b))^2} \\
- \frac{F(\tilde{t}_r)\eta^2(\tilde{E} + A(\tilde{t}_r))}{2(\tilde{E} + A(\tilde{t}_r))^2} - \frac{F(\tilde{t}_b)\eta^2(\tilde{E} + A(\tilde{t}_b))\eta''(\tilde{E} + A(\tilde{t}_b))}{2(\tilde{E} + A(\tilde{t}_b))} + \frac{F(\tilde{t}_r)\eta^2(\tilde{E} + A(\tilde{t}_r))\eta''(\tilde{E} + A(\tilde{t}_r))}{2(\tilde{E} + A(\tilde{t}_r))},
\]

(35)

\[
0 = - (\tilde{E} + A(\tilde{t}_b)) F(\tilde{t}_b) \Delta t^{(2)}_b + (\tilde{E} + A(\tilde{t}_b)) \Delta k^{(2)} + \frac{\omega_0^2 A(\tilde{t}_b)\eta^2(\tilde{E} + A(\tilde{t}_b))}{2(\tilde{E} + A(\tilde{t}_b))} \\
+ \frac{F^2(\tilde{t}_b)\eta^2(\tilde{E} + A(\tilde{t}_b))}{2(\tilde{E} + A(\tilde{t}_b))^2} - \frac{F^2(\tilde{t}_b)\eta^2(\tilde{E} + A(\tilde{t}_b))\eta''(\tilde{E} + A(\tilde{t}_b))}{\tilde{E} + A(\tilde{t}_b)},
\]

(36)
0 = - \left( k + A(t_r) \right) F(t_r) \Delta t_r^{(2)} + (k + A(t_r)) \Delta t^{(2)} + \frac{\omega_0^2 A(t_r) \eta^2 (k + A(t_r))}{2(k + A(t_r))} \\
+ \frac{F^2(t_r) \eta'^2 (k + A(t_r))}{2(k + A(t_r))^2} - \frac{F^2(t_r) \eta' (k + A(t_r)) \eta'' (k + A(t_r))}{k + A(t_r)}. 

(37)
Figure 1: Experimental Diagram (a) The polarization-gated driving pulse (red) and perturbing pulse delayed by time $\tau$ (blue) are focused into an argon gas jet. The perturbing pulse has a relative intensity less than $10^{-4}$ and incident angle of $\theta_p = 6.9$ mrad with respect to the driving field. (b) The perturbation induces a delay dependent modulation of the electron trajectories and XUV wavefronts (red to blue) across the driving field beam front. This results in a deflection of the XUV beam in the far-field by a delay-dependent angle $\theta_\Omega(\tau)$ which is recorded in the XUV spectrometer. (c) The deflection of the XUV emission is recorded over a range of delays (in units of the perturbing field period $T_p$) and spectrally resolved. The resultant spectrograms for XUV energies of 60 (top) and 80 (bottom) eV are shown. The phase difference in the deflection modulation phase is proportional to the difference in group delay, $\Delta T_\Omega$ between the two energies.
Figure 2: Experimental All-Optical Measurement in Argon (a) Measured intensity spectrum and (b) group delay for the attosecond pulse generated in argon (solid line) by a 12 fs 1.8 μm driving field with a peak intensity of $1 \times 10^{14}$ W/cm$^2$. The dashed lines show the spectrum and group delay from a TD-DFT simulation of the experimental conditions. (c) Difference between the measured group delay and the expected semi-classical result in the spectral region of the Cooper minimum before (red) and after (magenta) smoothing the data. The shaded red region denotes the experimental uncertainty.
Figure 3: Simulated all-optical measurement in argon (a) Spectrogram from simulated $\omega - 2\omega$ all-optical measurement of attosecond pulse emission in argon calculated using time-dependent density functional theory. The overlaid red and blue lines denote the optimal relative phase between the driving and perturbing fields for each photon energy from all-optical measurements performed in argon and a reference hydrogenic atom with an equivalent ionization potential, respectively. (b) (solid red) The difference between the optimal relative phase for the simulated all-optical measurements in argon calculated using TD-DFT and the reference hydrogenic atom and (dashed blue) the change in the optimal relative phase in a model argon atom due to a Lorentzian $\pi$-phase shift in its recombination moment at 51 eV. The driving field is a single-cycle pulse with wavelength 1.8 $\mu$m and peak intensity $1 \times 10^{14}$ W/cm$^2$, the perturbing field is a second harmonic of the driving field with relative intensity $10^{-4}$, and absorbing boundaries are used to suppress long trajectory emission.
Figure 4: Qualitative depiction of recollision in argon (a) Recollision trajectories leading to photon emission in argon and (b) the transition moment cross-section (blue, left axis) and phase (red, right axis) in argon. The trajectories in (a) leading to photon emission at a given energy in (b) are denoted by the black vertical arrows. In (a), the 3p$_0$ orbital in Ar is overlaid for each trajectory at the time of recombination, denoting the position of recombination with the white circles and the orbital lobe which dominates dipole emission as originally described by Cooper. At energies below (above) the Cooper minimum, the lower (upper) lobe dominates dipole emission. Around the Cooper minimum, the lobe which dominates dipole emission changes, as denoted by the dashed trajectories and the double-headed arrow.
Figure S1: Optical setup of all optical measurement \(\lambda/2\): half-waveplate; PG: polarization gating setup; D-BS: dichroic mirror; D-mirror: D-shape mirror. The vacuum chamber containing the gas jet (denoted as jet) and the XUV spectrometer is depicted as the area enclosed by the blue circle and rectangle. The differential pumping tube connecting the vacuum chambers containing the gas jet the XUV spectrometer is depicted as the small blue rectangle. The aluminum filter used to obtain the filtered attosecond pulse spectra depicted in Figs. S4 and S5 is denoted as Al filter.
Figure S2: Calibration using N2 emission lines (top) Emission line image on MCP, (middle) Vertically integrated spectrum, (bottom) Comparison emission lines and spectrum after the calibration.
Figure S3: Driving field spectrum and pulse duration (a) The driving field spectrum at the exit point of the hollow-core fibre. (b) The temporal profile of the driving field pulse after compression of the pulse after propagation through the hollow core fibre.
Figure S4: All-optical measurement on-axis spectrogram The attosecond pulse spectra along the centre position of the unperturbed pulse plotted against the perturbing-driving pulse delay.
Figure S5: Attosecond pulse spectra with and without a spectral filter. The unperturbed attosecond pulse spectra without and with an Al filter.
Figure S6: Spectrograms with and without a spectral filter. The attosecond pulse spectra along the centre position of the unperturbed pulse plotted against the perturbing-driving pulse delay without and with an Al filter.
Figure S7: Recombination Time with the Transition Moment Phase (a) The (solid blue) zeroth-order and (dashed red) second-order recombination times for the short and long trajectories calculated with a Lorentzian phase shift centred at an emitted photon energy of 54 eV. The atom has an ionization potential of 15.8 eV and the driving field is a sinusoidal field with wavelength 1.8 µm and a peak intensity of $1 \times 10^{14}$ W/cm².
Figure S8: All-Optical Measurement in argon calculated using the SFA  (a) The spectrogram obtained from an all-optical measurement of attosecond pulse emission from a system with an ionization potential of 15.8 eV and Lorentzian π-phase shift in its recombination moment near 52 eV calculated using the SFA. The dashed green and solid red lines depict the optimal relative perturbing field phase for each photon energy for the atom with and without a phase shift in its recombination moment, respectively. (b) The difference between the optimal relative phase for the measurements with and without the transition moment phase shift. A single-cycle driving field with wavelength 1.8 µm and peak intensity of $1 \times 10^{14}$ W/cm$^2$ is used and the perturbing field is a second-harmonic with a relative intensity of $10^{-4}$. 
Figure S9: Recombination Moment Cross-Section in One-Dimensional $\text{H}_2^+$. The magnitudes of the (blue) recombination moment of the ground state $d_{\text{rec},0}(k)$, (red) its derivative with respect to continuum state momentum $d'_{\text{rec},0}(k)$, and (green) the recombination moment of the first excited state $d_{\text{rec},1}(k)$ of the one-dimensional $\text{H}_2^+$ molecule as a function of the continuum state momentum $k$. 
Figure S10: All-Optical Measurement in a Diatomic Molecule (a) The spectrogram obtained from an all-optical measurement of the one-dimensional diatomic molecule identical to that in [17]. (b) The (red, right axis) difference between the optimal relative phase for the all-optical measurements of the reference one-dimensional atom and the diatomic molecule and (blue, left axis) the attosecond pulse intensity spectrum from the diatomic molecule. A single-cycle driving field with wavelength 1.8 µm and peak intensity of $1 \times 10^{14}$ W/cm$^2$ is used and the perturbing field is a second-harmonic with a relative intensity of $10^{-4}$. 
Figure S11: All-Optical Measurement in a Diatomic Molecule with Projection  
(a) The spectrogram obtained from an all-optical measurement of the one-dimensional diatomic molecule identical to that in [17] where we project out the first excited state. The overlaid red line denotes the optimal relative phase between the driving and perturbing fields.  
(b) The (blue, left axis) attosecond pulse intensity spectrum, (solid red, right axis) calculated group delay, and (solid green, right axis) measured group delay. The inset shows the difference between the measured group delays from a measurement of the diatomic molecule where we project out the first excited state and an equivalent reference atom around the spectral minimum. The fields used for this measurement are identical to those in Fig. S10.
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