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Abstract

The distribution of a Markov process with killing, conditioned to be still alive at a given time, can be approximated by a Fleming-Viot type particle system. In such a system, each particle is simulated independently according to the law of the underlying Markov process, and branches onto another particle at each killing time. The consistency of this method in the large population limit was the subject of several recent articles. In the present paper, we go one step forward and prove a central limit theorem for the law of the Fleming-Viot particle system at a given time under two conditions: a “soft killing” assumption and a boundedness condition involving the “carré du champ” operator of the underlying Markov process.
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1 Introduction

Context and notation Let $X = (X_t)_{t \geq 0}$ be a Markov process evolving in $F \cup \{\partial\}$, where $\partial \notin F$ is absorbing and $F$ is the state space. Specifically, $X$ evolves in $F$ until it reaches $\partial$ and then remains trapped in this cemetery point forever. The initial distribution is denoted $\eta_0$, with the assumption that $\eta_0(\{\partial\}) = 0$. Let us also denote $\tau_\partial$ the killing time of this process, meaning that

$$\tau_\partial := \inf\{ t \geq 0, X_t = \partial \}.$$
Then, given a deterministic final time \( T > 0 \), we are interested both in the distribution of \( X_T \) given that it has still not been killed at time \( T \), denoted

\[
\eta_T := \mathcal{L}(X_T | \tau_\partial > T) = \mathcal{L}(X_T | X_T \neq \partial),
\]

and in the probability of this event, that is

\[
p_T := P(\tau_\partial > T) = P(X_T \neq \partial).
\]

A crude Monte Carlo method in order to approximate these quantities consists in:

- simulating \( N \) i.i.d. random variables, also called particles in the present work,

\[
X_0^1, \ldots, X_0^N \overset{i.i.d.}{\sim} \eta_0,
\]

- letting them evolve independently according to the dynamic of the underlying process \( X \),

- and eventually considering the estimators

\[
\hat{\eta}_N^T := \frac{\sum_{i=1}^N 1_{X_T^i \in F} \delta_{X_T^i}}{\sum_{i=1}^N 1_{X_T^i \in F}} \quad \text{and} \quad \hat{p}_N^T := \frac{\sum_{i=1}^N 1_{X_T^i \in F}}{N},
\]

with the convention that \( 0/0 = 0 \).

It is readily seen that if \( \partial \) is attractive, these estimators will not be relevant for large \( T \) since we face a rare event estimation problem. A possible way to tackle this issue is to approximate the quantities at stake through a Fleming-Viot type particle system [3, 24]. Under assumptions that will be detailed below, the following algorithm is (almost surely) well defined:

**Definition 1.1 (Fleming-Viot particle system).** The Fleming-Viot particle system \((X_1^t, \cdots, X_N^t)_{t \in [0,T]}\) is the Markov process with state space \( F^N \) defined by:

- **Initialization**: consider \( N \) i.i.d. particles

\[
X_0^1, \ldots, X_0^N \overset{i.i.d.}{\sim} \eta_0,
\]

- **Evolution and absorption (or killing)**: each particle evolves independently according to the law of the underlying Markov process \( X \) until one of them is absorbed in the cemetery point \( \partial \),
- Branching (or rebirth): the absorbed particle is taken from $\partial$, and is given instantaneously the state of one of the $(N-1)$ other particles (randomly uniformly chosen),

- and so on until final time $T$.

Finally, consider the estimators

$$\eta^N_T := \frac{1}{N} \sum_{i=1}^{N} \delta_{X^i_T} \quad \text{and} \quad p^N_T := (1 - \frac{1}{N})^{B_T},$$

where $B_T = B^N_T$ is the total number of branchings of the particle system until final time $T$.

Under very general assumptions, Villemonais [24] proves among other things that $p^N_T$ converges in probability to $p_T$ when $N$ goes to infinity, and that $\eta^N_T$ converges in law to $\eta_T$.

The purpose of this paper is to go one step further and to establish, under more restrictive assumptions, central limit results for $\eta^N_T$ and $p^N_T$. It turns out that both quantities can be handled by considering the unnormalized measure

$$\gamma_T := p_T \eta_T,$$

and its empirical approximation

$$\gamma^N_T := p^N_T \eta^N_T.$$

Note that for any $t \in [0, T]$, one has $p_t = \gamma_t(1_F) = \mathbb{P}(\tau_\partial > t)$, so that $p_0 = 1$.

Let us also introduce the semi-group operator $Q^h$ defined for any bounded measurable function $\varphi : F \cup \{\partial\} \to \mathbb{R}$, for any $x \in F \cup \{\partial\}$ and for any $h \geq 0$ by

$$Q^h \varphi(x) := \mathbb{E}_x[\varphi(X_h)].$$

By convention, if $\varphi$ is defined on $F$ then we extend it on $F \cup \{\partial\}$ by setting $\varphi(\partial) = 0$, in which case we have $Q^h \varphi(\partial) = 0$ for all $h \geq 0$.

Furthermore, for any probability distribution $\mu$ on $F$ and any bounded measurable function $\varphi : F \to \mathbb{R}$, the standard notation $\nabla_\mu(\varphi)$ stands for the variance of the random variable $\varphi(Y)$ when $Y$ is distributed according to $\mu$, i.e.

$$\nabla_\mu(\varphi) := \nabla(\varphi(Y)) = \mathbb{E}[\varphi(Y)^2] - \mathbb{E}[\varphi(Y)]^2 = \mu(\varphi^2) - \mu(\varphi)^2.$$
Main assumptions The “soft killing” assumption (SK) that will be specified in Section 2 requires that there exists a bounded function $\lambda : F \rightarrow \mathbb{R}^+$ defining the intensity of the absorption in $\partial$ from point $x$, meaning that, for all $x \in F$,
\[
\lambda(x) := \lim_{h \downarrow 0} \frac{\mathbb{P}(X_{t+h} = \partial | X_t = x)}{h}.
\]
(1.1)

Said differently, the mapping $t \mapsto p_t = \mathbb{P}(\tau_\partial > t)$ is differentiable on $[0, T]$ with derivative
\[
p_t' := \frac{d}{dt} p_t = \frac{d}{dt} \gamma_t(1_F) = -\mathbb{E}[\lambda(X_t)1_{t<\tau_\partial}] = -\gamma_t(\lambda 1_F) = -\gamma_t(\lambda),
\]
(1.2)
since by convention $\lambda(\partial) = 0$.

We will also need a “carré du champ” assumption (CC) that will be specified in Section 2. This assumption defines a set of sufficiently regular bounded test functions $\varphi$, and is related to the regularity of the underlying Markov process. It is satisfied for instance by:

- any bounded function $\varphi$ for Piecewise Deterministic Markov Processes with bounded jump intensity (see Section 2.5.2);
- any smooth function $\varphi$ for regular enough diffusions (see Section 2.5.2).

Result The main result of this paper says that, under Assumption (SK) and for any $\varphi$ in the $\|\cdot\|_\infty$-closure of the set of functions satisfying Assumption (CC), we have
\[
\sqrt{N} \left( \gamma_T^N(\varphi) - \gamma_T(\varphi) \right) \xrightarrow{D_{N \to \infty}} \mathcal{N}(0, \sigma_T^2(\varphi)),
\]
where
\[
\sigma_T^2(\varphi) := p_T^2 \mathbb{V}_{\eta_T}(\varphi) - p_T^2 \ln(p_T) \eta_T(\varphi)^2 - 2 \int_0^T \mathbb{V}_{\eta_t}(Q^{t-1}(\varphi)) p_t p_t' dt.
\]
(1.3)

Then it suffices to take $\varphi = 1_F$ to get a central limit result for $p_T^N = \gamma_T^N(1_F)$, and to consider the decomposition
\[
\eta_T^N(\varphi) - \eta_T(\varphi) = \frac{\gamma_T(1_F)}{\gamma_T^N(1_F)} \frac{1}{p_T} \gamma_T^N(\varphi - \eta_T(\varphi))
\]
to deduce a central limit result for $\eta_T^N(\varphi)$.

Before proceeding, let us mention that in Section 3 of [8], Del Moral and Miclo also propose a central limit theorem for a class of interacting particle systems. However, there are some significant differences with the Fleming-Viot algorithm of Definition 1.1:
(i) They consider unnormalized semi-groups with growing (instead of decreasing) probability mass. Therefore the killing in our context is replaced by a splitting in their algorithm. Namely, when a branching event occurs, the particle splits into two new particles and a uniformly chosen other particle is killed in order to control the population size. Their splitting is also assumed “soft”, with bounded intensity.

(ii) In their context, the probability \( P(\tau_0 > T) \) is estimated by the analog of \( \exp(-\int_0^T \eta_t^N(\lambda)\,dt) \). The latter is an exponential kind of compensator computed from the Doléans-Dade exponential of the branching counting process.

(iii) As a consequence, their asymptotic variance is substantially different from ours, though both have a similar structure.

Therefore, even if the present work shares some features with [8], these differences modify many crucial aspects of the proof, including the final variance formula and the calculation of the quadratic variation of martingales.

As far as we know, there is still no CLT result in the case of “hard killing” (see discussion below), and this case seems more challenging. Nevertheless, there is a cluster of papers considering the hard killing case where \( X_t \) is a diffusion process in a bounded domain of \( \mathbb{R}^d \) killed when it hits the domain boundary. Among other questions, the convergence of the empirical measures as \( N \) goes to infinity is addressed in [2, 14, 18] (see also references therein). This case is also included in the general convergence results of [24].

**Examples and counter-examples of soft killing** Before going into more detail on the precise statements of our results, we expose a few elementary examples to explain what we mean by “soft killing” in order to circumscribe the scope of this paper.

Our first example is a classical ruin problem in non-life insurance (see for example [1, 19]). In this context, \( S_t \) represents the insurance portfolio at time \( t \), defined by

\[
S_t = s_0 + ct - \sum_{i=1}^{N_t} Y_i,
\]

where \( s_0 \) is the initial value of the portfolio, \( c \) is the premium rate, \( (N_t)_{t>0} \) is an homogeneous Poisson process with intensity \( \theta \), called the claim number process, and \( Y_1, Y_2, \ldots \) is a sequence of i.i.d. non-negative random variables called the claim sizes or claim severities.
Here a killing corresponds to the ruin of the insurance company and the killing time is thus defined as \( \tau_0 = \inf\{t \geq 0, S_t < 0\} \). In this case, \( F = [0, \infty) \) and the Markov process with killing \((X_t)_{t \geq 0}\) with values in \( F \cup \{\partial\} \) is defined by \( X_t = S_t \) if \( t < \tau_0 \) and \( X_t = \partial \) if \( t \geq \tau_0 \). A standard result (see for example [1], Chapter IV, Corollary 1.4) says that, for any \( x_0 \geq 0 \),

\[
\tau_0 < +\infty \quad \text{a.s.} \iff c \leq \theta E[Y_1],
\]

in which case the ruin is an attractive state. In this situation, denoting \( F_Y(y) = P(Y_1 \leq y) \) the cdf of \( Y_1 \), we have for any \( x \geq 0 \),

\[
\lambda(x) := \lim_{h, \delta \to 0} \frac{P(X_{t+h} = \partial | X_t = x)}{h} = \lim_{h, \delta \to 0} \frac{P(S_{t+h} < 0 | S_t = x)}{h} = \theta(1 - F_Y(x)),
\]

so that \( ||\lambda||_{\infty} < \infty \). As we will see in Section 2.5.2, this is an example of Piecewise Deterministic Markov Process (PDMP for short) to which our results will apply.

By contrast, our second example illustrates the notion of “hard killing”. It deals with another family of PDMP, called Additive-Increase Multiplicative-Decrease Markov processes. From an application viewpoint, these processes have connections with methods like TCP/IP (Transmission Control Protocol/Internet Protocol) to control congestion in communication networks (see for example [10]).

This time, \((S_t)_{t \geq 0}\) is defined by \( S_0 = s_0 \geq 0 \) and, for all \( t > 0 \),

\[
S_t = \begin{cases} 
S_{T_n} + t - T_n & \text{if } T_n \leq t < T_{n+1} \\
Q_{n+1}(S_{T_n} + T_{n+1} - T_n) & \text{if } t = T_{n+1}
\end{cases}
\]

where \( T_0 = 0 \), \((T_n)_{n \geq 1}\) are the arrival times of a homogeneous Poisson process, and \( Q_1, Q_2, \ldots \) are i.i.d. non-negative random variables with values in \([0, 1)\).

In this context, a killing happens when \( S_t \) reaches a fixed given value \( s_{\max} \), which means that \( \tau_0 = \inf\{t > 0, S_t = s_{\max}\} \). Hence, \( F = [0, s_{\max}) \) and the Markov process with killing \((X_t)_{t \geq 0}\) with values in \( F \cup \{\partial\} \) is defined by \( X_t = S_t \) if \( t < \tau_0 \) and \( X_t = \partial \) if \( t \geq \tau_0 \). For any \( x \) in \([0, s_{\max})\), we have that

\[
\lim_{h, \delta \to 0} \frac{P(X_{t+h} = \partial | X_t = x)}{h} = \lim_{h, \delta \to 0} \frac{P(S_{t+h} \geq s_{\max} | X_t = x)}{h} = 0.
\]

Clearly, (1.1) and (1.2) cannot be satisfied simultaneously. As we will see in Section 2, the central limit theorems of the present article will not apply in this kind of situation.
Note that in the framework of general stochastic calculus, the difference between “hard killing” and “soft killing” can be interpreted through the dichotomy between predictable stopping times and totally inaccessible stopping times. We refer the interested reader to Chapter I, Section 2, of [16] for definitions, together with Theorem 2.22 for results on this topic.

Finally, these notions of hard and soft killing are also related to hard and soft obstacles. To keep it simple, consider a physics particle whose motion is for example given by a diffusion process \( X \). The particle can evolve in free space or encounter an obstacle. In free space, the particle’s trajectory is given by \( X \) until it reaches an obstacle. If the obstacle is “hard” then the particle is killed as soon as it touches it. If the obstacle is “soft”, its dynamics is unchanged, but it is killed with some given intensity \( \lambda > 0 \) as long as it stays in the obstacle. An interesting subcase of the “hard” case is the particle in a box: the free space is the interior of a compact set, and the obstacle is all the rest. In the “hard” case, we cannot define a killing intensity for the same reason as in the TCP/IP case above.

Our central limit theorem below will apply only in the “soft” case, as our proof relies on the existence of a killing intensity \( \lambda \). Even if expression (1.3) for the asymptotic variance can make sense without this killing intensity, whether or not there is a central limit theorem for “hard” obstacles is still an open question.

## 2 Main result

### 2.1 Notation and assumptions

Throughout the paper, for the sake of simplicity, the state space \( F \) is assumed Polish, and the underlying Markov process \( X = (X_t)_{t \geq 0} \) is assumed to be càdlàg, although the specific topology will not play any role (see Section 4.1 for comments on a setting without topology). Besides, the process is assumed time-homogeneous with associated Markov semi-group \((Q^t)_{t \geq 0}\). Specifically, \( X = (X_t)_{t \geq 0} \) evolves in \( F \cup \{\partial\} \), where \( \partial \notin F \) is absorbing, and with absorption time \( \tau_\partial \). More importantly, we assume that this Markov process with killing is Markov with respect to the minimal right-continuous filtration it generates. More comments on this topic are provided in Section 4.1. Our first assumption allows us to define an intensity of absorption for the process and was already heuristically discussed in the introduction.

**Assumption (SK).** *(Soft Killing assumption)* There is a bounded measurable function \( \lambda : F \to \mathbb{R}^+ \) such that, for any initial distribution of \( X_0 \), the
process
\[ t \mapsto 1_{X_t=0} - \int_0^{t \wedge \tau_0} \lambda(X_s) \, ds \]
is a martingale with respect to the minimal right-continuous filtration generated by \( X \).

Let us also recall that by the Markov property, the process \( t \mapsto Q^{T-t}((\varphi))(X_t) \) is a martingale with a càdlàg version (see [20] Chapter II, or the proof of Lemma 4.6).

**Assumption (CC).** *(Carré du Champ assumption)* A bounded measurable function \( \varphi : F \to \mathbb{R} \) is said to satisfy Assumption (CC) if there is a measurable function \((t,x) \in \mathbb{R}^+ \times F \mapsto \Gamma_t(\varphi)(x)\) satisfying for any \( T > 0 \)
\[ \int_0^T \|\Gamma_t(\varphi)\|_\infty \, dt < +\infty, \]
and such that, for any initial distribution of \( X_0 \), the process
\[ t \in [0,T] \mapsto (Q^{T-t}((\varphi))(X_t))^2 - \int_0^{t \wedge \tau_0} \Gamma_{T-s}(\varphi)(X_s) \, ds \]
is a martingale for the minimal right-continuous filtration generated by \( X \).

We will comment on these assumptions and provide some specific examples in Section 2.5.

### 2.2 Main result

We keep the notation of Section 1. In particular, \((X^1_t, \ldots, X^N_t)_{t \geq 0}\) denotes the càdlàg Fleming-Viot particle system. The filtration \((\mathcal{F}_t)_{t \geq 0}\) is the minimal right-continuous filtration generated by this particle system (see also Section 4.1 for details and comments).

For any \( n \in \{1, \ldots, N\} \) and any \( k \geq 1 \), we denote by \( \tau_{n,k} \) the \( k \)-th branching time of particle \( n \), with the convention \( \tau_{n,0} = 0 \). Moreover, for any \( j \geq 1 \), we denote by \( \tau_j \) the \( j \)-th branching time of the whole system of particles. Accordingly, the processes
\[ B^n_t := \sum_{k \geq 1} 1_{\tau_{n,k} \leq t} \]
and
\[ B_t := \sum_{n=1}^N B^n_t = \sum_{j \geq 1} 1_{\tau_j \leq t} \]
are càdlàg counting processes that correspond respectively to the number of branchings of particle \( n \) before time \( t \), and to the total number of branchings of the whole particle system before time \( t \).

As mentioned before, we can then define the empirical measure associated to the particle system as \( \eta_t^N := \frac{1}{N} \sum_{i=1}^N \delta_{X_t^i} \), while the estimate of the probability that the process is still not killed at time \( t \) is denoted \( p_t^N := (1 - \frac{1}{N})^B_t \), and the unnormalized empirical measure is defined as \( \gamma_t^N := p_t^N \eta_t^N \).

As will be recalled in Proposition 3.7 and already noticed by Villemonais in [24], for any bounded \( \varphi \), their large \( N \) limits are respectively \( \eta_t(\varphi) := \mathbb{E}[\varphi(X_t) | X_t \neq \partial] \), \( p_t := \mathbb{P}(X_t \neq \partial) \), and \( \gamma_t(\varphi) := \mathbb{E}[\varphi(X_t) 1_{X_t \neq \partial}] \). We clearly have \( \eta_t(\varphi) = \gamma_t(\varphi)/\gamma_t(1_F) = \gamma_t(\varphi)/p_t \) and \( \gamma_t(\varphi) = \eta_0(Q^t \varphi) \).

By Assumption (SK), we get

\[
p_t = \gamma_t(1_F) = \mathbb{P}(X_t \neq \partial) = 1 - \mathbb{E} \left[ \int_0^t \lambda(X_s) 1_{s \leq \tau_0} \, ds \right].
\]

Since \( \lambda \) is assumed bounded, this ensures that the mapping \( t \mapsto p_t \) is differentiable with derivative

\[
p_t' = \frac{d}{dt} p_t = \frac{d}{dt} \gamma_t(1_F) = -\mathbb{E} [\lambda(X_t) 1_{t \leq \tau_0}] = -\gamma_t(\lambda 1_F) = -\gamma_t(\lambda).
\]

We can now expose the main result of the paper.

**Theorem 2.1.** Denote by \( \mathcal{D} \) the set of bounded measurable functions satisfying Assumption (CC) and by \( \overline{\mathcal{D}} \) its closure with respect to the uniform norm \( \| \cdot \|_\infty \). Then, under Assumption (SK), for any \( \varphi \) in \( \overline{\mathcal{D}} \), one has

\[
\sqrt{N} \left( \gamma_T^N(\varphi) - \gamma_T(\varphi) \right) \xrightarrow{\mathcal{D}}_{N \to \infty} \mathcal{N}(0, \sigma_T^2(\varphi)),
\]

where

\[
\sigma_T^2(\varphi) = p_T^2 \mathbb{V}_{\eta_T}(\varphi) - p_T^2 \ln(p_T) \eta_T(\varphi)^2 - 2 \int_0^T \mathbb{V}_{\eta_T}(Q^{T-t}(\varphi)) p_t p_t' \, dt.
\]

As we will see, we prove in fact a somehow stronger result. Indeed, Corollary 3.14 explains that for any \( \varphi \) in \( \mathcal{D} \), the martingale \( (Z_t^N)_{0 \leq t \leq T} \) defined by

\[
Z_t^N := \sqrt{N} \left( \gamma_t^N(Q^{T-t}(\varphi)) - \gamma_0(Q^T(\varphi)) \right)
\]

converges in law towards a Gaussian process \( (Z_t)_{t \in [0,T]} \) with independent increments, initial distribution \( \mathcal{N}(0, \mathbb{V}_{\eta_0}(Q^T(\varphi))) \), and variance function

\[
\sigma_t^2(\varphi) = \mathbb{V}_{\eta_0}(Q^{T-t}(\varphi)) + \int_0^t \left[ \eta_s(\Gamma_{T-s}(\varphi)) + \mathbb{V}_{\eta_s}(Q^{T-s}(\varphi)) \eta_s(\lambda) \right] p_s^2 \, ds. \quad (2.1)
\]
In particular, thanks to a density argument, Corollary 3.15 ensures that for any \( \varphi \) in \( \mathcal{D} \), one has
\[
\sqrt{N} \left( \gamma_t^N(\varphi) - \gamma_t(\varphi) \right) \xrightarrow{D} \mathcal{N}(0, \sigma_t^2(\varphi)),
\]
and we eventually explain why expression (2.1) for \( \sigma_t^2(\varphi) \) indeed coincides with the one given in Theorem 2.1.

However, coming back to Theorem 2.1, the CLT for \( \eta_t^N \) is then a straightforward application of this result by considering the decomposition
\[
\eta_t^N(\varphi) - \eta_t(\varphi) = \frac{\gamma_t(1_F)}{\gamma_t^N(1_F)} p_t \gamma_t^N(\varphi - \eta_t(\varphi))
\]
and the fact that \( \gamma_t^N(1_F) \) goes in probability to \( \gamma_t(1_F) \) (see Proposition 3.7).

**Corollary 2.2.** Under Assumption (SK), for any \( \varphi \) in \( \mathcal{D} \), one has
\[
\sqrt{N} \left( \eta_t^N(\varphi) - \eta_t(\varphi) \right) \xrightarrow{D} \mathcal{N}(0, \sigma_t^2(\varphi - \eta_t(\varphi))/p_t^2).
\]

In the next subsection, we propose to focus our attention on the estimator \( p_t^N \) in order to discuss the asymptotic variance given by Theorem 2.1.

### 2.3 Some comments on the asymptotic variance

In this section, we assume that the function \( 1_F \) satisfies Assumption (CC). Then, taking \( \varphi = 1_F \) in Theorem 2.1 yields
\[
\sqrt{N} \left( p_t^N - \frac{p_t}{p_t} \right) \xrightarrow{D} \mathcal{N}(0, \sigma_t^2(1_F)),
\]
where
\[
\sigma_t^2(1_F) = -p_t^2 \ln(p_t) - 2 \int_0^T \sqrt{\eta_t(Q_t^{T-t}(1_F))} p_t p_t' dt.
\] (2.2)

In this expression, notice that
\[
\sqrt{\eta_t(Q_t^{T-t}(1_F))} = \sqrt{\mathbb{P}(X_T \neq \partial|X_t)} = \mathbb{E} \left[ \left( \mathbb{P}(X_T \neq \partial|X_t) - \frac{p_t}{p_t} \right)^2 \right].
\] (2.3)

Here \( \mathbb{P}(X_T \neq \partial|X_t) \) is a random variable with values between 0 and 1, and expectation \( p_t/p_t \). Hence the maximal possible value for the variance is obtained for a Bernoulli random variable with parameter \( p_t/p_t \), so that
\[
0 \leq \sqrt{\eta_t(Q_t^{T-t}(1_F))} \leq \frac{p_t}{p_t} \left( 1 - \frac{p_t}{p_t} \right).
\]
Taking into account that \( p'_t \leq 0 \), we finally get the following bounds for the asymptotic variance of the probability estimate:

\[
-p_T^2 \ln(p_T) \leq \sigma_T^2(1_F) \leq 2p_T(1 - p_T) + p_T^2 \ln(p_T).
\]

(2.4)

According to (2.3), the lower bound is reached when, for each \( t \in [0, T] \), the probability of being still alive at time \( T \) is constant on the support of the law \( \eta_t \). This situation includes, but is not limited to, the trivial case where the killing intensity \( \lambda(x) \) is constant and equal to \( \lambda \) on the whole space \( F \). Then, for any initial condition, \( \tau_0 \) has an exponential distribution with parameter \( \lambda \) and, obviously, \( \mathbb{V}_{\eta_t} (Q^{T-t}(1_F)) = 0 \). In fact, in this elementary framework, one can be much more precise about the estimator

\[
p_T^N = \left(1 - \frac{1}{N}\right)^{B_T}.
\]

Indeed, a moment thought reveals that \((B_t)_{t \geq 0}\) is just a Poisson process with intensity \( N\lambda \), so that \( B_T \) has a Poisson distribution with parameter \( N\lambda T \), and \( p_T^N \) is a discrete random variable with law

\[
\mathbb{P}\left(p_T^N = \left(1 - \frac{1}{N}\right)^k\right) = e^{-N\lambda T} \frac{(N\lambda T)^k}{k!} \quad \forall k \in \mathbb{N}.
\]

In particular, it is readily seen that this estimator is unbiased:

\[
\mathbb{E}[p_T^N] = e^{-\lambda T} = \mathbb{P}(X_T \neq \partial) = p_T,
\]

with variance

\[
\mathbb{V}(p_T^N) = (p_T)^2 \left(e^{\lambda T/N} - 1\right) \quad \Rightarrow \quad \lim_{N \to \infty} N\mathbb{V}(p_T^N) = -p_T^2 \ln(p_T),
\]

which is exactly the lower bound in (2.4).

By contrast, the upper bound in (2.4) may be surprising at first sight. Indeed, notice that the crude Monte Carlo estimator \( \hat{p}_T^N \) described in Section 1 satisfies

\[
\sqrt{N} \left( \hat{p}_T^N - p_T \right) \xrightarrow{D} N(0, \mathbb{V}(p_T))
\]

As \( 2p_T(1 - p_T) + p_T^2 \ln(p_T) \geq p_T(1 - p_T) \) for any \( p_T \in [0, 1] \), this suggests that there are some situations where the Fleming-Viot estimator is less precise than the crude Monte Carlo estimator. More precisely, if \( p_T \) is small, then \( 2p_T(1 - p_T) + p_T^2 \ln(p_T) \approx 2p_T(1 - p_T) \), that is almost twice less precise in terms of asymptotic variance.

Although counterintuitive, this phenomenon can in fact be observed on a toy example. Take \( F = \{0, 1\} \) for the state space, \( \eta_0 = p\delta_0 + (1 - p)\delta_1 \) with
0 < p < 1 for the initial distribution, \( \lambda_0 = 0 < \lambda_1 \) for the absorbing rates, and consider the process \( X_t = X_0 \) until time \( \tau_0 \). In other words, nothing happens before killing and the process can be killed if and only if \( X_0 = 1 \).

Suppose that our goal is to estimate the probability \( p_1 \) that the process is still alive at time \( T = 1 \). Clearly, for all \( t \geq 0 \), one has \( p_t = p + (1 - p) \exp(-\lambda_1 t) \) and the law of \( X_t \) given that the process is still alive at time \( t \) writes

\[
\eta_t = \frac{1}{p_t} \left( p \delta_0 + (1 - p) \exp(-\lambda_1 t) \delta_1 \right).
\]

Since, for any \( t \in [0, 1] \),

\[
P(X_1 \neq \partial | X_t) = 1 \cdot X_t = 0 + \exp(-\lambda_1 (1 - t)) 1_{X_t = 1},
\]

we deduce that

\[
\nabla_{\eta_t} (Q^{T-t}(1_{F})) = \frac{p + (1 - p) e^{-\lambda_1 (2-t)}}{p_t} - \left( \frac{p_t}{p_t} \right)^2 = \frac{(p_1 - p)^2}{p_t (p_t - p)} + \frac{p}{p_t} - \left( \frac{p_t}{p_t} \right)^2.
\]

Therefore, taking \( T = 1 \) in (2.2), the asymptotic variance is equal to

\[
\sigma_1^2(1_{F}) = 2p(1 - p_1) + 2(p_1 - p)^2 \ln \frac{1 - p}{p_1 - p} + p_1^2 \ln p_1.
\]

Finally, remark that \( p_1 \) can be made arbitrarily close to \( p \) by taking \( \lambda_1 \) sufficiently large, which in turn leads to a variance that is arbitrarily close to the upper bound in (2.4).

Therefore, the take-home message is that we can easily exhibit pathological examples where the application of Fleming-Viot particle systems is in fact counterproductive compared to a crude Monte Carlo method. Intuitively, the branching process in Fleming-Viot simulation improves the focus on rare events, but creates a strong dependency between trajectories.

### 2.4 Comparison with the discrete time case

In this section we will compare our results with what happens with the following discrete time algorithm. We start with a given finite set of times \( t_0 = 0 < t_1 < \cdots < t_n = T \). Let us assume to simplify that the \( t_j \)'s are evenly spaced in terms of survival probability, that is \( p_{t_j}/p_{t_{j-1}} = p(n) \) for all \( j \), with \( p(n) \to 1 \) when \( n \to +\infty \).

We start with \( N \) independent copies of the process \( X \) and run them until time \( t_1 \). The ones having reached \( \partial \) are then killed, and for each one killed,
we randomly choose one that is not and duplicate it. Then we run the new and old (not killed) trajectories until time $t_2$, and iterate until we reach time $t_n = T$. If at some point all the trajectories are killed, i.e. they all have reached $\partial$, then we consider that the run of the algorithm has failed and we call this phenomenon an extinction.

This discrete version of the algorithm falls in the framework of [7], so we can apply the results therein. Among various convergence results, we will specifically focus on CLT type theorems and compare them to our setting. Let us also mention that the extinction probability is small when $N$ is large; specifically, there exist positive constants $a$ and $b$ such that the probability of extinction is less than $a \exp(-N/b)$ (Theorem 7.4.1 in [7]).

At each $t_k$, we denote by $\tilde{\eta}_N^k$ the empirical measure of the particles just before the resampling. We can estimate the probability $P(\tau_\partial > T)$ by

$$\prod_{k=1}^{n} \tilde{\gamma}_N^k(1_F) = \tilde{\gamma}_n^N(1_F)\tilde{\eta}_n^N(1_F)$$

with $\tilde{\gamma}_n^N(1_F) = \prod_{k=1}^{n-1} \tilde{\eta}_k^N(1_F)$.

We also define the unnormalized measures through their action on test functions $\varphi$ by $\tilde{\gamma}_n^N(\varphi) = \tilde{\gamma}_n^N(1_F)\tilde{\eta}_n^N(\varphi)$. As previously, we will assume that $\varphi(\partial) = 0$, which implies that for all $t \geq 0$, $Q^t(\varphi)(\partial) = 0$. The following CLT is then a straightforward generalization of Theorem 12.2.2 and the following pages of [7]:

$$\sqrt{N} \left( 1_{\tau_N \geq n} \tilde{\gamma}_n^N(\varphi) - \gamma_T(\varphi) \right) \xrightarrow{N \to \infty} \mathcal{N}(0, \tilde{\sigma}_n^2(\varphi)),$$

with $\tau_N$ the extinction iteration of the particle system, and $\tilde{\sigma}_n^2(\varphi) = a_n - b_n$, where

$$a_n = \eta_0((Q^T \varphi - \eta_0(Q^T \varphi))^2) + \sum_{j=1}^{n} \gamma_{t_{j-1}}(1_F)^2 \tilde{\eta}_{t_j}((Q^{T-t_j} \varphi - \tilde{\eta}_{t_j}(Q^{T-t_j} \varphi))^2),$$

and

$$b_n = \sum_{j=1}^{n} \gamma_{t_{j-1}}(1_F)^2 \tilde{\eta}_{t_{j-1}}(1_F(Q^{T-t_{j-1}} \varphi - \tilde{\eta}_{t_j}(Q^{T-t_j} \varphi))^2),$$

with $\tilde{\eta}_{t_j} = p(n)\eta_{t_j} + (1 - p(n))\delta_\partial$. We do not have exactly $\eta_{t_j}$ because it is an updated measure, while the CLT of [7] applies to predicted measures (see [7] Sections 2.7.1 and 2.7.2 for a discussion on the difference). After some very
basic algebra, this asymptotic variance can be written as
\[
\tilde{\sigma}^2_n(\varphi) = \sum_{j=1}^{n} \gamma_{t_{j-1}}(1_F)^2 \left( p(n)(\eta_j((Q^{T-t_j}\varphi)^2) - \eta_{t_{j-1}}((Q^{T-t_{j-1}}\varphi)^2) \right)
- 2p(n)^2\eta_j(Q^{T-t_j}\varphi)(\eta_j(Q^{T-t_j}\varphi) - \eta_{t_{j-1}}(Q^{T-t_{j-1}}\varphi))
+ p(n)^2\eta_j(Q^{T-t_j}\varphi)^2(1 - \eta_{t_{j-1}}(Q^{t_j-t_{j-1}}1_F))
+ \eta_0((Q^T\varphi - \eta_0(Q^T\varphi))^2).
\]

Now, we should remember that \( p_t = \gamma_t(1_F) \), and that
\[
1 - \eta_{t_{j-1}}(Q^{t_j-t_{j-1}}1_F) = 1 - \frac{\gamma_{t_{j-1}}(1_F)}{\gamma_{t_{j-1}}(1_F)} = \frac{p_{t_{j-1}} - p_{t_{j-1}}}{p_{t_{j-1}}}. \]

If we make \( n \to \infty \), which implies that \( \sup_j(t_j - t_{j-1}) \to 0 \), we have, at least formally, that \( \tilde{\sigma}^2_n(\varphi) \to \tilde{\sigma}_\infty^2(\varphi) \) with
\[
\tilde{\sigma}_\infty^2(\varphi) = \int_0^T p_t^2 \frac{d}{dt}(\eta_t((Q^{T-t}\varphi)^2)) dt - 2\int_0^T p_t^2 \eta_t(Q^{T-t}\varphi) \frac{d}{dt}(\eta_t(Q^{T-t}\varphi)) dt
- \int_0^T p_t \eta_t(Q^{T-t}\varphi)^2 p'_t dt + \eta_0((Q^T\varphi - \eta_0(Q^T\varphi))^2).
\]

By integrating by parts the first two integrals, and noticing in the third one that
\[
p_{t_{j-1}}p'_t \eta_t(Q^{T-t}\varphi)^2 = p_T^2 \eta_T(\varphi)^2 \frac{p'_T}{p_T},
\]
we get that
\[
\tilde{\sigma}_\infty^2(\varphi) = p_T^2 \nabla_T(\varphi) - p_T^2 \ln(p_T) \eta_T(\varphi)^2 - 2 \int_0^T \nabla_{\eta_t}(Q^{T-t}(\varphi))p_Tp'_t dt,
\]

which is exactly the simplified expression of \( \sigma_T^2(\varphi) \), the asymptotic variance of Theorem 2.1.

In other words, the asymptotic variance of the continuous time algorithm can be interpreted as the limit of the asymptotic variance of the discrete time algorithm, when the time mesh becomes infinitely fine, i.e. when the number of resamplings goes to infinity.

### 2.5 Some comments on the assumptions

#### 2.5.1 Discussion

Assumptions (SK) and (CC) are related to the so-called “generator” of the Markov process \( t \mapsto X_t \).
A bounded time-dependent function \((x,t) \mapsto \psi(t,x)\) is said to belong to the domain of the extended generator of \(t \mapsto X_t\) if there exists a bounded function formally denoted \((\partial_t + L)(\psi)\) - or simply \(L(\psi)\) if \(\psi\) is independent of time - such that, for any initial \(\mathcal{L}(X_0)\), the process

\[
t \mapsto \psi(t, X_t) - \psi(0, X_0) - \int_0^t (\partial_s + L(\psi)) (s, X_s) \, ds
\]

is a martingale with respect to the considered right-continuous filtration for which \(X\) satisfies the Markov property. Note that \(t \mapsto \psi(t, X_t)\) has then a càdlàg modification. The following sufficient criterion can be checked easily:

**Lemma 2.3.** Let \(\psi\) and \((\partial_t + L)(\psi)\) be bounded time-dependent functions defined for \(t \in [0, T]\). If for any initial \(\mathcal{L}(X_0)\), and for each \(0 \leq t \leq T\), one has

\[
\mathbb{E} [(\partial_t + L)(\psi)(t, X_t)] = \frac{d}{dt} \mathbb{E} [\psi(t, X_t)],
\]

then \(\psi\) belongs to the domain of the extended generator of \(t \mapsto X_t\).

By definition, Assumptions (SK) and (CC) can thus be checked thanks to Lemma 2.3. Indeed, Assumption (SK) is equivalent to the fact that \(1_F\) belongs to the extended generator of \(t \mapsto X_t\), in which case \(\lambda = -L(1_F)\). In the same way, \(\varphi\) satisfies Assumption (CC) if and only if the time-dependent function \((t, x) \mapsto [Q^{T-t}(\varphi)]^2(x)\) belongs to the extended generator of \(t \mapsto (t, X_t)\) for \(t \in [0, T]\). Then one has

\[
\Gamma_{T-t}(\varphi) = (\partial_t + L) \left[ (Q^{T-t}(\varphi))^2 \right].
\]

For the specific case of Feller semi-groups recalled in Section 4.2, the domain of the infinitesimal generator is contained in the domain of the extended generator. This may be useful in practice in order to check Assumptions (SK) and (CC).

Assumption (CC) is also related to the so-called “carré du champ” of the Markov process \(t \mapsto X_t\) through the formal formula:

\[
\Gamma_t(\varphi)(x) = \Gamma (Q^t(\varphi), Q^t(\varphi)) (x),
\]

where the carré du champ operator \(\Gamma\) is defined by \(\Gamma(\varphi, \varphi) = L(\varphi^2) - 2\varphi L(\varphi)\), or alternatively by the forward in time variance formula

\[
\Gamma(\varphi, \varphi)(x) := \lim_{h \downarrow 0} \frac{V(\varphi(X_h)|X_0 = x)}{h}.
\]

Further comments on the carré du champ operator are given in Section 4.3.
2.5.2 Some examples

This section illustrates assumptions (SK) and (CC) in two elementary but typical situations, namely Piecewise Deterministic Markov Processes and diffusions. The interested reader will find more comments and details on these assumptions in the appendix, especially concerning the case of Feller processes (see Section 4.2).

**Piecewise Deterministic Markov Processes** Our goal here is to show that Assumptions (SK) and (CC) are satisfied by Piecewise Deterministic Markov Processes with bounded jump intensity. Let us first explicit the framework we have in mind for this example. As we will see, it encompasses the ruin problem mentioned in Section 1.

**Definition 2.4.** A Piecewise Deterministic Markov Process (PDMP) with killing on state space $F \cup \{\partial\}$ with $\partial \notin F$, with bounded jump intensity and bounded killing intensity is uniquely defined in law by:

- a measurable deterministic flow $\psi(t, x)$ such that
  
  $\psi_s \circ \psi_t = \psi_{s+t}$ and such that $t \mapsto \psi_t(x)$ is càdlàg;

- a non-negative kernel $q(x, dx')$ from $F$ to $F \cup \{\partial\}$ satisfying the boundedness assumption $\sup_x \int_{F \cup \{\partial\}} q(x, dx') < +\infty$ and, by convention, $q(x, \{x\}) = 0$.

This PDMP can be sequentially constructed as follows. Define

$$\bar{q}(x) := \int_{F \cup \{\partial\}} q(x, dx'),$$

let $(E_n)_{n \geq 0}$ denote a sequence of i.i.d. unit mean exponential random variables, and $X_0 \in F$ a given independent initial condition.

(i) The random jump times $(T_n)_{n \geq 0}$ are defined by $T_0 = 0$ and, for all $n \geq 0$,

$$\int_{T_n}^{T_{n+1}} \bar{q}(X_t) \, dt = E_{n+1};$$

(ii) For $t \in [T_n, T_{n+1})$, set $X_t := \psi_{t-T_n}(X_{T_n})$;

(iii) For any $n \geq 0$, set $X_{T_{n+1}} \sim q(X_{T_{n+1}}^{-1}, dx')/\bar{q}(X_{T_{n+1}}^{-1})$;

(iv) The killing time $\tau_\partial$ is defined by $\tau_\partial := \inf \{T_n, X_T = \partial\}$. 
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Such processes are càdlàg Markov processes (and even strong Markov, see e.g. [6]). It turns out that they satisfy the previous assumptions, as stated by the next result, whose proof is postponed to Section 4.4.

**Proposition 2.5.** The Markov process specified by Definition 2.4 satisfies:

- Assumption (SK) with killing intensity \( \lambda(x) = q(x, \{\partial\}) \),
- Assumption (CC) for any bounded \( \varphi \), with carré du champ defined by \( \Gamma_t(\varphi) = \Gamma(Q_t^\varphi, Q_t^\varphi) \) and
  \[
  \Gamma(\varphi, \varphi)(x) := \int_{x' \in F} (\varphi(x') - \varphi(x))^2 q(x, dx').
  \]

The ruin problem mentioned in Section 1 can be seen as a PDMP satisfying these assumptions. Namely, suppose for simplicity that the claim size \( Y_1 \) with cdf \( F_Y \) has a density \( f_Y \) on \( F = \mathbb{R}_+ \) with respect to Lebesgue’s measure, then for all \( x \) and \( x' \) in \( F = \mathbb{R}_+ \), we have

\[
\begin{align*}
  q(x, dx') &= \theta f_Y(x - x') 1_{0 < x' < x} dx' \\
  q(x, \{\partial\}) &= \theta (1 - F_Y(x)) \\
  \bar{q}(x) &= \theta \\
  \psi_t(x) &= x + ct \\
  \lambda(x) &= \theta (1 - F_Y(x))
\end{align*}
\]

Clearly, for any \( x \geq 0 \), the mapping \( t \mapsto \psi_t(x) \) is continuous and satisfies \( \psi_s \circ \psi_t = \psi_{s+t} \), the non-negative kernel \( q \) is such that \( q(x, \{x\}) = 0 \) and

\[
\sup_x \int_{F \cup \{\partial\}} q(x, dx') = \theta < +\infty,
\]

and the killing intensity is bounded as well since \( \|\lambda\|_{\infty} \leq \theta < +\infty \). Hence, in this case, the carré du champ is defined by

\[
\Gamma(\varphi, \varphi)(x) := \theta \int_F (\varphi(x') - \varphi(x))^2 f_Y(x - x') dx'.
\]

**Diffusions** Let \( (Z_t)_{t \geq 0} \) denote a diffusion on \( \mathbb{R}^d \) defined for all time \( t \geq 0 \) and with - formal - generator

\[
L_0 = \frac{1}{2} \sum_{i,j} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_i b_i(x) \frac{\partial}{\partial x_i}.
\]
We assume that for each initial distribution \( L(Z_0) \), the latter is a weak solution to the Stochastic Differential Equation (SDE)
\[
dZ_t = b(Z_t) \, dt + \sigma(Z_t) \, dB_t
\]
where \( \sigma^T = a \). In (2.6), \( b \) and \( \sigma \) are at least locally bounded, \( (Z_t)_{t \geq 0} \) is adapted and \( (B_t)_{t \geq 0} \) is a standard Brownian motion with respect to some unprescribed filtration, see e.g. [12, 22].

The process \( X_t \) is defined by \( X_t = Z_t \) for \( t < \tau_\partial \), and \( X_t = \partial \) for \( t \geq \tau_\partial \). The killing happens at a locally bounded rate \( \lambda \), so that
\[
\int_0^{\tau_\partial} \lambda(Z_t) \, dt = -\log U
\]
where \( U \in [0,1] \) is uniform and independent of \( (Z_t)_{t \geq 0} \). One then has the Feynman-Kac formula
\[
Q_t(\varphi)(x) = \mathbb{E}_x [\varphi(X_t)] = \mathbb{E}_x \left[ \varphi(Z_t) e^{-\int_0^t \lambda(Z_s) \, ds} \right],
\]
where by convention \( \varphi(\partial) = 0 \). The generator of \( (Q_t)_{t \geq 0} \) is then formally given by \( L(\varphi) = L_0(\varphi) - \lambda \varphi \). A quick formal calculation also enables to define the carré du champ as
\[
\Gamma(\varphi, \varphi) = L(\varphi^2) - 2\varphi L(\varphi) = \sum_{i,j} a_{ij}(x) \partial_{x_i} \varphi \partial_{x_j} \varphi + \lambda \varphi^2.
\]
In the special case of a Brownian motion with \( \lambda = 0 \), this implies that \( \Gamma(\varphi, \varphi) = |\nabla \varphi|^2 \), hence the name “carré du champ” (square field).

In this setting, the next result is straightforward.

**Lemma 2.6.** If \( \lambda \) is bounded, then Assumption (SK) is satisfied.

Indeed, from the Feynman-Kac formula and Lemma 2.3, it is sufficient to verify that
\[
\frac{d}{dt} \mathbb{E} \left[ e^{-\int_0^t \lambda(Z_s) \, ds} \right] = \mathbb{E} \left[ -\lambda(Z_t) e^{-\int_0^t \lambda(Z_s) \, ds} \right],
\]
which is just a dominated convergence result when \( \lambda \) is bounded.

Assumption (CC) can typically be checked using Itō calculus, provided that \( (x, t) \mapsto Q^t(\varphi)(x) \) is regular enough. The key formula here is the following representation of the càdlàg version of the martingale
\[
M_t(\varphi) := Q^{T-t}(\varphi)(X_t) = \int_0^t \left[ \nabla_x Q^{T-s}(\varphi) \sigma \right] (X_s) \, dB_s + J_t
\]
where \( J \) is a martingale defined by
\[
J_t := M_t(\varphi) 1_{X_t \in \partial} - \int_0^t M_s(\varphi) \lambda(X_s) \, ds.
\]
For instance, one can obtain easily:
Lemma 2.7. Assume that $\sigma$ and $\lambda$ are bounded, and that there exists a function $(t, x) \mapsto \nabla_x Q^t(\varphi)(x)$, bounded on $[0, T] \times \mathbb{R}^d$, such that (2.8) holds true. Then $\varphi$ satisfies Assumption (CC) with

$$\Gamma_t(\varphi) = \Gamma(Q^t(\varphi), Q^t(\varphi)).$$

Proof. Denoting

$$L_t := \int_0^t \left[ \nabla_x Q^{T-s}(\varphi) \sigma \right] (X_s) \, dB_s,$$

remark that (i) by construction $L$ and $J$ are orthogonal, (ii) by Itô calculus

$$d \langle L, L \rangle_t = \sum_{i,j} \left[ a_{i,j} \partial_x Q^{T-t}(\varphi) \partial_x Q^{T-t}(\varphi) \right] (X_t) \, dt,$$

(iii) by construction of the jump, $d \langle J, J \rangle_t = \left[ \lambda \left( Q^{T-t}(\varphi) \right)^2 \right] (X_t) \, dt$. 

According to Remark 1, Theorem 3.3, Chapter IV in [20], if the function $(t, x) \mapsto Q^{T-t}(\varphi)(x)$ belongs to $C^{1,2}([0, T] \times \mathbb{R}^d)$, one can apply Itô’s lemma to the process $t \mapsto Q^{T-t}(\varphi)(X_t)$ to obtain $(-\partial_t + L) \left( Q^{T-t}(\varphi) \right) = 0$ and then key formula (2.8).

In order to check the regularity of $(t, x) \mapsto Q^t(\varphi)(x)$, and especially the boundedness of $(t, x) \mapsto \nabla_x Q^t(\varphi)(x)$, one has to distinguish between: on the one hand, results obtained from Partial Differential Equations techniques, typically in the elliptic case; and, on the other hand, results obtained from stochastic flows generated by strong solutions of the considered SDE.

For instance, if (i) $a$ satisfies a uniform ellipticity condition, and (ii) $a$, $b$, $\lambda$ and $\varphi$ are bounded and satisfy a global $\alpha$-Hölder condition, classical estimates of the transition probability function enable to check that $(t, x) \mapsto Q^t(\varphi)(x)$ is $\alpha$-Hölder continuous and bounded up to order 1 in time and 2 in space (see for example [11] Theorem 0.4).

Concerning the method based on stochastic flows, which does not require any ellipticity assumption, the idea is to consider strong solutions of the SDE

$$\begin{cases}
Z_0^x = x \\
\frac{dZ_t^x}{dt} = b(Z_t^x) \, dt + \sigma(Z_t^x) \, dB_t,
\end{cases}$$

where $b$ and $\sigma$ are at least globally Lipschitz. Under additional regularity of the coefficients, the derivative with respect to the initial condition is solution of another SDE, and some a priori estimates may lead to a probabilistic representation formula for $\nabla_x Q^{T-t}(\varphi)$ and give an upper bound on the latter. We refer to [13] Section 8.4, [17] Section 2.8, or to [23].
3 Proof

As in [24], the key objects of the proof are the bounded càdlàg martingales
\[ t \mapsto M_t := M_t(\varphi) = \gamma_t^N(Q^{T-t}(\varphi)), \] (3.1)

verifying
\[ M_T - M_0 = \gamma_N^N(\varphi) - \gamma_0^N(Q^T(\varphi)) \]

which, formally, is converging to 0 when \( N \to \infty \) by the law of large numbers. This point was already established in [24] and will be recalled in Proposition 3.7. However, our ultimate goal here is to prove a CLT on \( \gamma_N^N(\varphi) - \gamma_T(\varphi) \). This requires several intermediate steps that we propose to detail in the upcoming subsections.

3.1 Background on stochastic calculus

Let us recall some technical tools that will prove useful in the sequel. We refer the reader to [9, 16, 20] for details and complements on stochastic calculus.

Filtrations and stopping times Recall that \( \tau \in [0, +\infty] \) is a stopping time if \( \{ \tau \leq t \} \in \mathcal{F}_t \) for any \( t \geq 0 \). Denoting \( \mathcal{F}_\infty := \bigvee_{t \geq 0} \mathcal{F}_t \), \( \mathcal{F}_\tau \) is defined by the following property: \( A \in \mathcal{F}_\tau \subset \mathcal{F}_\infty \) if and only if \( A \cap \{ \tau \leq t \} \in \mathcal{F}_t \) for any \( t \geq 0 \).

Next, \( \mathcal{F}_{\tau^-} \subset \mathcal{F}_\tau \) is defined as the smallest \( \sigma \)-field containing \( \mathcal{F}_0 \) and all \( B \cap \{ t < \tau \} \) where \( B \in \mathcal{F}_t \) and \( t \geq 0 \). Note that \( \tau \) is then \( \mathcal{F}_{\tau^-} \)-measurable. These properties still hold true for stopping times: if \( \sigma \) is another stopping time, then \( A \in \mathcal{F}_\tau \) implies \( A \cap \{ \tau \leq \sigma \} \in \mathcal{F}_\sigma \), and \( B \in \mathcal{F}_\sigma \) implies \( B \cap \{ \sigma < \tau \} \in \mathcal{F}_{\tau^-} \).

Finally, recall that if \( \tau_n, n \geq 1 \), is a sequence of stopping times, then: (i) \( \sigma := \inf_n \tau_n \) is a stopping time, and if the filtration is right-continuous, \( \mathcal{F}_\sigma = \bigcap_{n \geq 0} \mathcal{F}_{\tau_n} \); (ii) \( \tau := \sup_n \tau_n \) is a stopping time, and if for all \( n \), \( \tau_n < \tau \) on the event \( \{ \tau > 0 \} \), then \( \mathcal{F}_{\tau^-} = \bigvee_{n \geq 0} \mathcal{F}_{\tau_n} \).

Predictability A stopping time \( \sigma \in [0, +\infty] \) is said to be predictable, if there exists an increasing sequence of stopping times \( \sigma_n \uparrow \sigma \) such that for all \( n \geq 0 \), \( \sigma_n < \sigma \) on the event \( \{ \sigma > 0 \} \). Such a sequence is called an announcing sequence of stopping times. A process \( (X_t)_{t \geq 0} \) with right and left limits is predictable if and only if there exists a sequence of predictable stopping times \( \sigma_n, n \geq 0 \), such that: (i) the sequence exhausts the times where \( X \) is not left-continuous, i.e. \( X_{t^-} \neq X_t \Rightarrow t \in \{ \sigma_n, n \geq 1 \} \); and (ii) for each \( n \), \( X_{\sigma_n} \)
is $\mathcal{F}_{\sigma_n}$-measurable. In particular, all left-continuous processes, and all right-continuous counting processes of predictable stopping times are predictable. Note that if $X$ is predictable, then $X_\tau$ is $\mathcal{F}_{\tau-}$-measurable. Nonetheless, this property is not sufficient to ensure predictability.

\textbf{Martingales and stochastic integrals}  Let us recall that a property of a random process holds “locally” if it holds for the process stopped at $\tau_n$ for each $n \geq 1$, where $\tau_n$ is some sequence of stopping times increasing to infinity. Stochastic integrals of the form

$$\int P_t \, dX_t$$

make sense when $t \mapsto P_t$ is predictable and locally bounded, and $t \mapsto X_t$ is either a càdlàg local martingale, or a càdlàg monotone process.

In the present paper, the predictable integrand will most often be of the form $P_t = Y_{t^-} = \lim_{h \to 0^+} Y_{t^-h}$, the left continuous version of any bounded càdlàg process $Y$. Moreover, $X$ will most often be a bounded martingale or a bounded increasing process.

\textbf{Quadratic variations}  In what follows, we will call a \textit{time mesh} a sequence $t_0 = 0 \leq t_1 \leq \ldots t_n \leq \ldots$ of times such that $\lim_n t_n = \infty$. The mesh size is defined by $\delta := \sup_n (t_{n+1} - t_n)$.

If $t \mapsto M_t$ is a càdlàg locally square integrable martingale, the quadratic variation $[M, M]_t$ is the unique càdlàg process such that

$$d[M, M]_t = dM_t^2 - 2M_t^- \, dM_t$$

in the sense of stochastic integration. It can be shown that

$$[M, M]_t = \lim_{\delta \to 0} \sum_{t_n \leq t} (M_{t_{n+1}} - M_{t_n})^2$$

where the limit holds in probability for any sequence of time meshes whose mesh size $\delta$ goes to zero.

On the other hand, if $t \mapsto M_t$ is a càdlàg locally square integrable martingale, the predictable quadratic variation $\langle M, M \rangle_t$ is the unique predictable càdlàg process such that

$$t \mapsto M_t^2 - \langle M, M \rangle_t$$

is again a local martingale. Equivalently, $\langle M, M \rangle_t$ is the compensator of the increasing process $t \mapsto [M, M]_t$. Its existence and uniqueness are ensured
by Doob-Meyer decomposition theorem. \( \langle M, M \rangle \) can be interpreted as the maximally integrated quadratic variation of the martingale. Indeed, if the martingale is square integrable, then one can prove that

\[
\langle M, M \rangle_t = \lim_{\delta \to 0} \sum_{t_n \leq t} \mathbb{E}[(M_{t_{n+1}} - M_{t_n})^2 | \mathcal{F}_{t_n}]
\]

where the limit holds weakly in \( L_1(\Omega, \mathbb{P}) \) and for any sequence of time meshes whose mesh size \( \delta \) vanishes (see e.g. Theorem 18, Section 1, Chapter VII in [9]).

In the present paper, predictable quadratic variations will always be continuous processes, continuity being a sufficient condition for predictability. Note finally that if \( M \) is continuous, so is \([M, M]\), which in turn implies predictability and thus \([M, M] = \langle M, M \rangle\).

### 3.2 Well-posedness

By convention, if a trajectory has a discontinuity, we call it a “jump”. This should not be confused with the more restrictive term “branching”, which corresponds only to the case where a particle is absorbed and instantaneously branches on another one.

Let us come back to the Fleming-Viot algorithm of Definition 1.1. In a completely general context, as in [24], if two or more particles are simultaneously killed, then we would say that the process undergoes a failure and stop the algorithm. As ensured by the upcoming result, almost surely this can not happen in our framework thanks to Assumption (SK).

**Lemma 3.1.** Under Assumption (SK), almost surely, branchings cannot occur at the same time: \( \tau_{n,k} \neq \tau_{m,j} \) almost surely for any \( j, k \geq 1 \) if \( n \neq m \). Hence, the particle system is well-defined.

**Proof.** Let us fix \( k, j \geq 0 \), and \( m \neq n \in \{1, \ldots, N\} \). Recall that \( \tau_{n,0} = \tau_{m,0} = 0 \) by convention. It is sufficient to prove that

\[
\mathbb{P}(\tau_{n,k+1} = \tau_{m,j+1} \text{ and } \tau_{m,j} \leq \tau_{n,k} < \tau_{m,j+1}) = 0,
\]

since taking the countable union over \( j, k \geq 0 \) of such events, and using the exchangeability of particles, will yield the result.

For this, consider the stopping times \( S = \tau_{m,j} \vee \tau_{n,k} < \infty \) and \( \sigma = \tau_{m,j+1} < \infty \). By construction of the particle system, given \( \mathcal{F}_S \), \( \sigma \) is independent of the
particle trajectory \((X^n_t)_{\tau_n,k \leq t < \tau_{n,k+1}}\). Based on Assumption (SK), Lemma 4.9 ensures that
\[
P(\tau_{n,k+1} = \sigma | \mathcal{F}_S) 1_{S < \sigma} = 0,
\]
which straightforwardly implies that
\[
P(\tau_{n,k+1} = \tau_{m,j+1} | \mathcal{F}_{\tau_{n,k}}) 1_{\tau_{m,j} \leq \tau_{n,k} < \tau_{m,j+1}} = 0.
\]
Taking the expectation gives the desired result.

The purpose of our next lemma is to control the number of branchings.

**Lemma 3.2.** Under Assumption (SK), for any \(t \geq 0\), \(E[B^2_t] < +\infty\). In particular, \(B_t\) is almost surely finite.

**Proof.** For any \(n \in \{1, \ldots, N\}\), the process \((B^n_t)_{t \geq 0}\) is a counting process with intensity \((\lambda(X^n_t))_{t \geq 0}\). From Assumption (SK) we deduce that \((B^n_t)_{t \geq 0}\) is stochastically upper-bounded by a Poisson process with intensity \(\|\lambda\|_\infty\), so that
\[
E[(B^n_t)^2] \leq (1 + \|\lambda\|_\infty t)\|\lambda\|_\infty t,
\]
and
\[
E[B^2_t] = E \left[ \left( \sum_{n=1}^{N} B^n_t \right)^2 \right] \leq N^2(1 + \|\lambda\|_\infty t)\|\lambda\|_\infty t.
\]

**3.3 Martingale analysis**

Following [24], we will decompose the global martingale \(M_t\) as given in (3.1) into a sum of martingales by considering each particle individually. Moreover, the contribution of the Markovian evolution of particle \(n\) between branchings \(k\) and \(k+1\) will be denoted \(t \mapsto M^n_{t,k}\), whereas the contribution of the \(k\)-th branching of particle \(n\) will be denoted \(t \mapsto M^n_{t,k}\). This will lead to the martingale decomposition (3.5) in Lemma 3.5 below.

First, let us denote \(t \mapsto M^n_t\) the sum
\[
M^n_t := \sum_{k=0}^{B^n_t} M^n_{t,k},
\]
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with

\[ M_{t}^{n,k} := \begin{cases} 
0 & \text{if } t < \tau_{n,k}, \\
Q^{T-t}(\varphi)(X_t^n) - Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) & \text{if } \tau_{n,k} \leq t < \tau_{n,k+1}, \\
-Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) & \text{if } \tau_{n,k+1} \leq t,
\end{cases} \]

or, equivalently,

\[ M_{t}^{n,k} = 1_{t < \tau_{n,k+1}}(Q^{T-t}(\varphi)(X_t^n) - Q^{T-t}X_{\tau_{n,k}}^n), \tag{3.2} \]

so that

\[ M_t^n = Q^{T-t}(\varphi)(X_t^n) - \sum_{k=0}^{B^n_t} Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n). \tag{3.3} \]

By averaging over \( n \) we also define, exactly as in [24],

\[ M_t = \frac{1}{N} \sum_{n=1}^{N} M_t^n. \]

Second, \( t \mapsto M^n_t \) is the contribution due to the branching rule of the particle with label \( n \):

\[ M^n_t := \sum_{k=1}^{B^n_t} M_{t}^{n,k}, \]

with

\[ M_{t}^{n,k} := \begin{cases} 
0 & \text{if } t < \tau_{n,k}, \\
\frac{N-1}{N}Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) - \frac{1}{N} \sum_{m \neq n} Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^m) & \text{if } t \geq \tau_{n,k},
\end{cases} \]

or, equivalently,

\[ M_{t}^{n,k} = (1 - \frac{1}{N}) \left( Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) - \frac{1}{N-1} \sum_{m \neq n} Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^m) \right) 1_{t \geq \tau_{n,k}}. \tag{3.4} \]

In the same way as before, let us denote

\[ M_t = \frac{1}{N} \sum_{n=1}^{N} M_t^n. \]

Note that what Villemonais denotes \( M_t \) in [24] corresponds to the same quantity times \((1 - 1/N)\). We start with an important remark that was also made in [24]. We give the sketch of the proof for self-completeness.
Lemma 3.3. For all \( k \geq 0 \) and \( n \in \{1, \ldots, N\} \), \( t \mapsto M_{t}^{n,k} \) and \( t \mapsto M_{t}^{n,k} \) are bounded càdlàg martingales.

Proof. On the one side, the martingale property for \( t \mapsto M_{t}^{n,k} \) can be checked using Lemma 4.11 and by remarking that, by construction of the branching rule, for any bounded function \( \psi \) we have

\[
\mathbb{E} \left[ \psi(X_{\tau_{n,k}}^{n}) \frac{1}{N - 1} \sum_{m \neq n} \psi(X_{\tau_{n,k}}^{m}) \bigg| \mathcal{F}_{\tau_{n,k}} \right] = 0
\]

where \( \mathcal{F}_{\tau_{n,k}} \) can be interpreted as the sigma-field generated by the particle system including the last jump, but not the index of the particle that is going to branch. On the other side, the martingale property for \( t \mapsto M_{t}^{n,k} \) is a direct consequence of Lemma 4.6.

We can then remark that the martingales associated with two different particles do almost surely not jump at the same times, nor at branching times. We adopt the classic notation \( \Delta Z_{t} = Z_{t} - Z_{t-} \).

Lemma 3.4. Under Assumptions (SK) and (CC), for any \( 1 \leq m \neq n \leq N \),

\[
P(\exists t \geq 0, \Delta M_{t}^{m} \neq 0 \& \Delta M_{t}^{n} \neq 0) = 0.
\]

and

\[
P(\exists j \geq 0, \Delta M_{t}^{m,j} \neq 0) = 0.
\]

Proof. The proof is similar to the one of Lemma 3.1. Let us fix \( k, j \geq 0 \), and \( m \neq n \in \{1, \ldots, N\} \), and consider the stopping time \( S = \tau_{m,j} \lor \tau_{n,k} \). Let us also consider the random set

\[
D_{m,j} := \{ t \in (S, \tau_{m,j+1}), \Delta M_{t}^{m,j} \neq 0 \} \cup \{ \tau_{m,j+1} \} \cap (0, +\infty).
\]

If we show that

\[
P(\exists t \in D_{m,j}, \Delta M_{t}^{n,k} \neq 0) = 0,
\]

then this will prove the claimed results using exchangeability of particles and by taking the countable union over \( j \geq 0 \) and \( k \geq 0 \) of the latter events.

Since \( M_{t}^{m,j} \) is càdlàg, we know that we can construct a sequence of stopping times \( (\sigma_{l})_{l \geq 1} \) that exhausts \( D_{m,j} \): \( (\sigma_{l}, l \geq 1) = D_{m,j} \) (see e.g. [16] Proposition 1.32). Moreover, by construction of the particle system, the sequence \( (\sigma_{l})_{l \geq 1} \) is independent of \( (X_{t}^{n})_{t \leq \tau_{n,k+1}} \) given \( \mathcal{F}_{S} \).
Finally, based on Assumption (CC), Lemma 4.10 ensures that, after averaging conditionally on $\mathcal{F}_S$ and remarking that by construction $S < \sigma_l < +\infty$, we have
\[ P(\Delta M_{\sigma_l}^{n,k} \neq 0 | \mathcal{F}_S) = 0. \]
This concludes the proof. \qed

We can now check that $M_t$ has the appropriate decomposition.

**Lemma 3.5.** Recall the notation
\[ M_t := \gamma^N_t (Q^{T-t}(\varphi)) \quad t \in [0, T]. \]

If Assumptions (SK) and (CC) are satisfied, then for all $n \in \{1, \ldots, N\}$, $t \mapsto M^n_t$ and $t \mapsto M^n_t$ are square integrable càdlàg martingales, and one has
\[ dM_t = p^N_{t-} (dM_t + dM_t). \quad (3.5) \]

**Proof.** (i) Recall that
\[ M^n_t = \sum_{k=0}^{B^n_t} M^n_{t,k} \]
where $M^n_{t,k}$ is bounded since $\varphi$ is bounded, and $E[(B^n_t)^2] < \infty$ by Lemma 3.2. Hence $t \mapsto M^n_t$ is a square integrable càdlàg martingale, and so is $t \mapsto M^n_t$. Mutatis mutandis, the same reasoning applies for $t \mapsto \mathcal{M}_t$.

(ii) By construction, (3.5) is valid between branching times. At branching time $\tau_{n,k}$, we have
\[ M_{\tau_{n,k}} - M_{\tau_{n,k}^-} = \gamma^N_{\tau_{n,k}} (Q^{T-\tau_{n,k}}(\varphi)) - \lim_{\varepsilon \downarrow 0} \gamma^N_{\tau_{n,k}-\varepsilon} (Q^{T-\tau_{n,k}+\varepsilon}(\varphi)) - p^N_{\tau_{n,k}} \left( (1 - \frac{1}{N}) \eta^N_{\tau_{n,k}} (Q^{T-\tau_{n,k}}(\varphi)) - \lim_{\varepsilon \downarrow 0} \eta^N_{\tau_{n,k}-\varepsilon} (Q^{T-\tau_{n,k}+\varepsilon}(\varphi)) \right). \]

From Lemma 3.4, we know that for $m \neq n$, almost surely,
\[ \lim_{\varepsilon \downarrow 0} Q^{T-\tau_{n,k}+\varepsilon}(\varphi)(X^n_{\tau_{n,k}-\varepsilon}) = Q^{T-\tau_{n,k}}(\varphi)(X^n_{\tau_{n,k}}) \]

By (3.2), we also know that
\[ \lim_{\varepsilon \downarrow 0} Q^{T-\tau_{n,k}+\varepsilon}(\varphi)(X^n_{\tau_{n,k}-\varepsilon}) = M^n_{\tau_{n,k}} - M^n_{\tau_{n,k}-1}. \]
As a consequence,

\[ M_{\tau_{n,k}} - M_{\tau_{-n,k}} = \frac{N-1}{N} p_{n,k}^N \left( Q^{T-\tau_{n,k}}(\varphi)(X^n_{\tau_{n,k}}) - \frac{1}{N-1} \sum_{m \neq n} Q^{T-\tau_{n,k}}(\varphi)(X^m_{\tau_{n,k}}) \right) \]

\[ - \frac{1}{N} p_{n,k}^N \left( M_{\tau_{n,k}}^{-1} - M_{\tau_{n,k}}^{-1} \right). \]

But, by (3.4), we also have

\[ M_{\tau_{n,k}}^{n,k} - M_{\tau_{-n,k}}^{n,k} = \left( 1 - \frac{1}{N} \right) \left( Q^{T-\tau_{n,k}}(\varphi)(X^n_{\tau_{n,k}}) - \frac{1}{N-1} \sum_{m \neq n} Q^{T-\tau_{n,k}}(\varphi)(X^m_{\tau_{n,k}}) \right), \]

and, for all \( j \neq k \),

\[ M_{\tau_{n,k}}^{n,j} - M_{\tau_{n,k}}^{n,j} = 0. \]

Finally, for all \( j \neq k - 1 \), we obviously have

\[ M_{\tau_{n,k}}^{n,j} - M_{\tau_{n,k}}^{n,j} = 0. \]

Putting all things together, we finally get

\[ M_{\tau_{n,k}} - M_{\tau_{-n,k}} = \frac{1}{N} p_{n,k}^N \left\{ (M_{\tau_{n,k}}^{n,k} - M_{\tau_{n,k}}^{n,k}) + (M_{\tau_{n,k}}^{n,k} - M_{\tau_{n,k}}^{n,k}) \right\}. \]

The remarkable fact is that the martingale contributions are orthogonal to each other. We recall that two local square integrable martingales are orthogonal if their product is itself a local martingale.

**Lemma 3.6.** All the bounded martingales \( t \mapsto M^{n,k}_t \), \( t \mapsto M^{m,j}_t \), and \( t \mapsto M^{m,j}_t \) are mutually orthogonal if either \( j \neq k \) or \( m \neq n \). Therefore, the predictable quadratic variation of the full martingale, which uniquely exists by Doob-Meyer decomposition, is given by the sum of the predictable quadratic variation of each contribution, that is

\[ d \langle M \rangle_t = \frac{(P_n^N)^2}{N^2} \sum_{n=1}^N \sum_{k=0}^{R^n} \left( d \langle M^{n,k} \rangle_t + d \langle M^{m,k} \rangle_t \right). \]
Proof. The martingales $t \mapsto \mathcal{M}^n_{t,k}$ and either $t \mapsto \mathcal{M}^m_{t,j}$, or $t \mapsto \mathcal{M}^m_{t,j}$, do not vary at the same times if either $j \neq k$ or $n \neq m$, so they are automatically orthogonal. In the same way, the martingales $t \mapsto \mathcal{M}^n_{t,k}$ and $t \mapsto \mathcal{M}^n_{t,j}$ do not vary at the same time if $j \neq k$, and the conclusion is the same. Therefore, it remains to check the orthogonality of

(i) $t \mapsto \mathcal{M}^n_{t,k}$ and $t \mapsto \mathcal{M}^n_{t,k}$;

(ii) $t \mapsto \mathcal{M}^n_{t,k}$ and $t \mapsto \mathcal{M}^m_{t,j}$ for $m \neq n$.

(i) For the first point, we have

$$
\mathcal{M}^n_{\tau_n,k} \mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k} \mathcal{M}^n_{\tau_n,k} = (\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k})(\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k})
+ \mathcal{M}^n_{\tau_n,k} (\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k}) + \mathcal{M}^n_{\tau_n,k} (\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k}).
$$

And, as noticed at the end of the proof of Lemma 3.5, we have

$$(\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k})(\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k}) = -Q^{T-\tau_n,k}(\varphi)(X^n_{\tau_n,k})(\mathcal{M}^n_{\tau_n,k} - \mathcal{M}^n_{\tau_n,k}).$$

In other words,

$$
d(\mathcal{M}_t \mathcal{M}_t) = \mathcal{M}_t d\mathcal{M}_t + \mathcal{M}_t d\mathcal{M}_t - Q^{T-t}(\varphi)(X^n_t) d\mathcal{M}_t.
$$

Denoting as usual

$$
d[\mathcal{M}, \mathcal{M}]_t := d(\mathcal{M}_t \mathcal{M}_t) - \mathcal{M}_t d\mathcal{M}_t - \mathcal{M}_t d\mathcal{M}_t,
$$

we have

$$
d[\mathcal{M}^n, \mathcal{M}^m]_t = -Q^{T-t}(\varphi)(X^n_t) d\mathcal{M}^n_{t,k},
$$

which defines a martingale, and the first point is complete.

(ii) Concerning the second point, by construction, on each side of the interval $I := (\tau_{n,k} \lor \tau_{m,j}, \tau_{n,k+1} \land \tau_{m,j+1}]$, at least one of the martingales $\mathcal{M}^n_{t,k}$ and $\mathcal{M}^m_{t,j}$ is constant, so that we can write

$$
d \left( \mathcal{M}^n_{t,k} \mathcal{M}^m_{t,j} \right) = 1_{t \in I} d \left( \mathcal{M}^n_{t,k} \mathcal{M}^m_{t,j} \right) + 1_{t \notin I} \left( \mathcal{M}^n_{t,k} d\mathcal{M}^m_{t,j} + \mathcal{M}^m_{t,j} d\mathcal{M}^n_{t,k} \right).
$$

It thus remains to show that the first term of the r.h.s. of the latter identity is a martingale. To prove this last point, let us denote by $(\tilde{X}^j_t)_{t \in \{1, \ldots, N\}, t \geq 0}$ the modified particle system where particles killed after $\tau_{n,k} \lor \tau_{m,j}$ stay in the cemetery point instead of branching, i.e. $\tilde{X}^j_t = \partial$ if $t \geq \tau_{t,i} \geq \tau_{n,k} \lor \tau_{m,j}$ for some index $i$, and $\tilde{X}^j_t = X^j_t$ otherwise. By construction, the particles
(\tilde{X}_t)_{t \in \{1, \ldots, N\}, t \geq 0}$ are mutually independent given $\mathcal{F}_{\tau_n, k \vee \tau_m, j}$. Moreover, by definition, we have

$$1_{t \in I} d\left( M_t^{n,k} M_t^{m,j} \right) = 1_{t \in I} d\left( Q^{T-t}(\varphi)(\tilde{X}_n^t) Q^{T-t}(\varphi)(\tilde{X}_m^m) \right),$$

which is indeed a martingale, as can be checked easily using conditional independence and Doob’s optional sampling theorem.

\[ \square \]

### 3.4 $L_2$ estimate

Applying the same reasoning as in [24], it is possible to prove the next result. Let us emphasize that this result is valid for any $\varphi$ in $C_b(F)$, the set of continuous and bounded functions on $F$, and not only for $\varphi$ in $D$.

**Proposition 3.7.** Under Assumption (SK), for any bounded and continuous function $\varphi$, we have

$$E \left[ (\gamma_N^N(\varphi) - \gamma_T(\varphi))^2 \right] \leq \frac{7 \| \varphi \|_2^2}{N}. $$

**Proof.** We consider the decomposition

$$\gamma_N^N(\varphi) - \gamma_T(\varphi) = \int_0^T d \left[ \gamma_t^N (Q^{T-t}(\varphi)) \right] + \gamma_0^N Q^T(\varphi) - \gamma_0 Q^T(\varphi)
= \int_0^T p_{t-}^N \, d\mathcal{M}_t + \int_0^T p_{t-}^N \, d\mathcal{M}_t + \gamma_0^N Q^T(\varphi) - \gamma_0 Q^T(\varphi),$$

together with (3.6), and we compute the different contributions to the variance of the latter.

(i) Initial condition. Since $\gamma_0 = \eta_0$ and $\gamma_0^N = \eta_0^N$, we have

$$E \left[ (\gamma_0^N Q^T(\varphi) - \gamma_0 Q^T(\varphi))^2 \right] = \frac{1}{N} \mathcal{V}_{\eta_0}(Q^T(\varphi)(X)),$$

and it is readily seen that

$$E \left[ (\gamma_0^N Q^T(\varphi) - \gamma_0 Q^T(\varphi))^2 \right] \leq \frac{\| \varphi \|_2^2}{N}. $$

(ii) $\mathcal{M}$-terms. Following [24], we have

$$E \left[ \left( \int_0^T p_{t-}^N \, d\mathcal{M}_t \right)^2 \right] = E \left[ \sum_{j=1}^{B_T} (1 - \frac{1}{N})^{2j-2} (\Delta \mathcal{M}_j)^2 \right]
\leq \sum_{j=1}^{\infty} (1 - \frac{1}{N})^{2j-2} E [ (\Delta \mathcal{M}_j)^2 ].$$
For any \( j \geq 1 \), there exists a unique couple \((n, k)\) with \( n \in \{1, \ldots, N\} \) and \( k \geq 1 \) such that \( \Delta M_{\tau_j} = \frac{1}{\Delta} \Delta M_{\tau_j}^{n,k} \). Then, by (3.4) and by construction of the particle system, we have

\[
E \left[ (\Delta M_{\tau_j}^{n,k})^2 \right] = \left(1 - \frac{1}{N}\right)^2 E \left[ \left( Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) - \frac{1}{N-1} \sum_{m \neq n} Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^m) \right)^2 \right]
\]

\[
= \left(1 - \frac{1}{N}\right)^2 E \left[ \left( Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) - E \left[ Q^{T-\tau_{n,k}}(\varphi)(X_{\tau_{n,k}}^n) | \mathcal{F}_{\tau_{n,k}} \right] \right)^2 \right]
\]

Again, it becomes clear that

\[
E \left[ (\Delta M_{\tau_j}^{n,k})^2 \right] \leq (1 - \frac{1}{x})^2 \|\varphi\|_\infty^2,
\]

so that

\[
E \left[ \left( \int_0^T p_{t-}^n dM_t \right)^2 \right] \leq \frac{\|\varphi\|_\infty^2}{N^2} \sum_{j=1}^{\infty} (1 - \frac{1}{N})^{2j}
\]

\[
\leq \frac{\|\varphi\|_\infty^2}{N},
\]

the last inequality coming from the fact that \((1 - x)^2/(1 - (1 - x)^2) \leq 1/x \) for any \( x \in (0, 1) \).

(iii) \( \mathbb{M} \)-terms. By definition and orthogonality of the martingales \( t \mapsto M_t^n \), \( 1 \leq n \leq N \), we have

\[
E \left[ \left( \int_0^T p_t^n dM_t \right)^2 \right] \leq E \left[ \left( \int_0^T dM_t \right)^2 \right] = E \left[ (M_T^n)^2 \right] = \frac{1}{N^2} \sum_{n=1}^{N} E \left[ (M_T^n)^2 \right].
\]

Next, keeping in mind that \( k \leq B_t^n \) iff \( t \geq \tau_{n,k} \), \( k \leq B_t^n - 1 \) iff \( t \geq \tau_{n,k-1} \), we
are led to
\[ \mathbb{E} \left[ (M_T^n)^2 \right] = \mathbb{E} \left[ \sum_{k=0}^{B_T^n} \left( M_{T-k}^{n,k} \right)^2 \right] \]
\[ = \mathbb{E} \left[ \sum_{k=0}^{B_T^n-1} \left( Q^{T-n} \phi \left( X_{T-k, n} \right) \right)^2 \right] \]
\[ + \mathbb{E} \left[ \left( \phi \left( X_{T, n} \right) - Q^{T-n \cdot \beta} \phi \left( X_{T-n \cdot \beta} \right) \right)^2 \right] \]
\[ \leq \| \phi \|_\infty^2 \mathbb{E} \left[ \sum_{k=0}^{B_T^n-1} Q^{T-n} \phi \left( 1 \right) X_{T-k, n} \right] + 4 \| \phi \|_\infty^2, \]
and applying (3.3) with the test function \( 1_F \) gives
\[ \mathbb{E} \left[ (M_T^n)^2 \right] \leq 5 \| \phi \|_\infty^2. \]

In particular, \( \gamma^{N}_T(\varphi) \) converges in probability towards \( \gamma_T(\varphi) \) for any bounded \( \varphi \) when \( N \) goes to infinity.

### 3.5 Predictable quadratic variation

Under Assumption (CC), it is possible to compute the predictable quadratic variation of the martingale of interest.

**Lemma 3.8.** Recall that \( M_t := \gamma^{N}_t(Q^{t-n}(\varphi)) \) where \( t \in [0, T] \). If Assumptions (SK) holds true and if \( \varphi \) satisfies Assumption (CC), we have
\[
N \, d\langle M, M \rangle_t = \left( p^n_t \right)^2 \eta^n_t \left( \Gamma_{T-t}(\varphi) \right) \, dt
\]
\[
+ \left( p^n_t \right)^2 \left( \frac{1}{N} \sum_{n=1}^{N} \lambda(X^n_t) \varphi \left( \sum_{m \neq n} \delta X^n_{m} \right) \right) \, dt.
\]

**Proof.** Let us recall Equation (3.6) :
\[
d\langle M, M \rangle_t = \frac{(p^n_t)^2}{N^2} \sum_{n=1}^{N} \sum_{k=0}^{B^n} \left( d\langle M_{n,k}^{n,k} \rangle_t + d\langle M_{n,k}^{n,k} \rangle_t \right).
\]
(i) $\mathcal{M}$-terms. By Assumption (CC) and through a direct application of Doob’s optional sampling theorem,

$$ t \mapsto \left( \mathcal{M}_{t}^{n,k} \right)^{2} - \int_{\tau_{n,k}}^{t \wedge \tau_{n,k+1}} \Gamma_{T-s}(\varphi) (X_{s}^{n}) \, ds $$

is a bounded martingale. Summing over $k$ and over $n$ yields the first term.

(ii) $\mathcal{M}$-terms. Note that the martingale $\mathcal{M}_{\tau_{n,k}}^{n,k}$ is piecewise constant with a single jump at $\tau_{n,k}$. Hence the application of Lemma 4.11 with $\tau = \tau_{n,k}$ and

$$ U = \left( \mathcal{M}_{\tau_{n,k}}^{n,k} \right)^{2} - \mathbb{E} \left[ \left( \mathcal{M}_{\tau_{n,k}}^{n,k} \right)^{2} \bigg| \mathcal{F}_{\tau_{n,k}} \right] $$

ensures that

$$ U 1_{t \geq \tau_{n,k}} = \left( \mathcal{M}_{t}^{n,k} \right)^{2} - \mathbb{E} \left[ \left( \mathcal{M}_{\tau_{n,k}}^{n,k} \right)^{2} \bigg| \mathcal{F}_{\tau_{n,k}} \right] 1_{t \geq \tau_{n,k}} $$

defines a bounded càdlàg martingale. Moreover, by construction of the branching rule, we have

$$ \mathbb{E} \left[ \left( \mathcal{M}_{\tau_{n,k}}^{n,k} \right)^{2} \bigg| \mathcal{F}_{\tau_{n,k}} \right] = V_{n}^{\tau_{n,k}} $$

where

$$ V_{t}^{n} := \left( 1 - \frac{1}{N} \right)^{2} \mathbb{V} \frac{1}{N-1} \sum_{m \neq n} \delta_{X_{t}^{m}} (Q^{T-t}(\varphi)) . $$

Therefore,

$$ t \mapsto \left( \mathcal{M}_{t}^{n,k} \right)^{2} - V_{\tau_{n,k}}^{n} 1_{t \geq \tau_{n,k}} $$

is a bounded martingale. Moreover, Assumption (SK) ensures that

$$ t \mapsto \widetilde{\mathcal{M}}_{t}^{n,k} := 1_{t \geq \tau_{n,k}} - \int_{\tau_{n,k-1}}^{t \wedge \tau_{n,k}} \lambda(X_{s}^{n}) \, ds $$

is a bounded martingale, and so is

$$ t \mapsto \left( \mathcal{M}_{t}^{n,k} \right)^{2} - \int_{0}^{t} V_{s}^{n} d\widetilde{\mathcal{M}}_{s}^{n,k} - \int_{\tau_{n,k-1}}^{t \wedge \tau_{n,k}} V_{s}^{n} \lambda(X_{s}^{n}) \, ds. $$

As a consequence,

$$ \langle \mathcal{M}^{n,k}, \mathcal{M}^{n,k} \rangle_{t} = \int_{\tau_{n,k-1}}^{t \wedge \tau_{n,k}} V_{t}^{n} \lambda(X_{s}^{n}) \, ds, $$

and we just have to sum over $k$ to conclude. \qed
3.6 The asymptotic variance and its simplification

We first calculate the predictable quadratic variation in the many particles limit.

**Lemma 3.9.** Under Assumption (SK), if \( \varphi \) satisfies Assumption (CC), then for any \( t \leq T \)

\[
N \langle M, M \rangle_t \xrightarrow{\mathbb{L}^1(\mathbb{P})}{\mathbb{N} \to \infty} \int_0^t \left[ \eta_s (\Gamma_{T-s}(\varphi)) + \nabla \eta_s (Q^{T-s}(\varphi)) \eta_s (\lambda) \right] p_s^2 \, ds.
\]

**Proof.** According to assumptions, all the quantities at stake are uniformly bounded by

\[
\int_0^t \| \Gamma_{T-s}(\varphi) \|_\infty \, ds + \| \varphi \|_\infty^2 \| \lambda \|_\infty^2 t < \infty.
\]

Therefore, by dominated convergence, it is sufficient to prove that for any \( s \in [0,t] \),

\[
A_N := (p_s^N)^2 \eta_s^N (\Gamma_{T-s}(\varphi))
\]

and

\[
B_N := (p_s^N)^2 \left( \frac{1}{N} \sum_{n=1}^N \lambda (X^n_s) \nabla \frac{1}{N-1} \sum_{m \neq n} \delta_{X^m_s} (Q^{T-s}(\varphi)) \right)
\]

\[
= (p_s^N)^2 \eta_s^N \left( \lambda \nabla \frac{1}{N} \sum_{n=1}^N \delta_{X^n_s} (Q^{T-s}(\varphi)) \right)
\]

both converge in \( \mathbb{L}^1(\mathbb{P}) \), or equivalently in distribution, towards their deterministic limits.

Since \( \eta_s^N = \gamma_s^N / \gamma^N(1_F) \), Proposition 3.7 ensures that for any bounded function \( \psi \), one has

\[
\eta_s^N (\psi) \xrightarrow{\mathbb{P}_N \to \infty} \eta_s (\psi).
\]

In particular, since \( p_s^N = \gamma_s^N (1_F) \), it is clear that

\[
A_N \xrightarrow{\mathbb{P}_N \to \infty} p_s^2 \eta_s (\Gamma_{T-s}(\varphi)).
\]

The term \( B_N \) admits the alternative formulation

\[
B_N = (p_s^N)^2 \left( \eta_s^N (\lambda \times \left( \frac{1}{N-1} \eta_s^N (Q^{T-s}(\varphi)^2) - \frac{1}{N-1} Q^{T-s}(\varphi)^2 \right) \right)
\]

\[
- (p_s^N)^2 \left( \eta_s^N (\lambda \times \left( \frac{1}{N-1} \eta_s^N (Q^{T-s}(\varphi)^2) - \frac{1}{N-1} Q^{T-s}(\varphi)^2 \right) \right).
\]
By expanding again the latter, it turns out that \( B_N \) might be expressed as a continuous functions of \( \eta^N_s(\lambda), \eta^N_s(Q^{T-s}(\varphi)) \), etc. Finally, since convergence in probability is stable by continuous mapping, Proposition 3.7 allows us to conclude that

\[
B_N \xrightarrow{\mathbb{P}} \lim_{N \to \infty} p_s^2 \sum_{\eta_s(Q^{T-s}(\varphi))} \eta_s(\lambda),
\]

and the proof is complete.

The variance formula will then be denoted as follows.

**Definition 3.10.** Assume (SK) and suppose that \( \varphi \) satisfies (CC). Then, for any \( t \geq 0 \), we define the asymptotic variance of \( M_t \) by

\[
\sigma^2_t(\varphi) := \mathbb{V}_{\eta_0}(Q^{T-t}(\varphi)) + \int_0^t \left[ \eta_s(\Gamma_{T-s}(\varphi)) + \mathbb{V}_{\eta_s}(Q^{T-s}(\varphi))\eta_s(\lambda) \right] p_s^2 \, ds. \quad (3.7)
\]

One can then simplify the variance at final time \( T \) as follows.

**Lemma 3.11.** Assume (SK) and suppose that \( \varphi \) satisfies (CC). Then, for \( t = T \), the variance defined by (3.7) satisfies

\[
\sigma^2_T(\varphi) = p_T^2 \mathbb{V}_{\eta_T}(\varphi) - p_T^2 \ln(p_T) \mathbb{V}_{\eta_T}(\varphi)^2 - 2 \int_0^T \mathbb{V}_{\eta_s}(Q^{T-t}(\varphi))p_s p'_s \, dt. \quad (3.8)
\]

**Proof.** Since \( \varphi(\partial) = 0 \), by definition of \( \Gamma \) and using Assumption (CC) we have

\[
\mathbb{E} \left[ (Q^{T-t}(\varphi)(X_t))^2 \mathbb{1}_{t \leq \tau_0} \right] = \mathbb{E} \left[ \int_0^t \Gamma_{T-s}(\varphi)(X_s) \mathbb{1}_{s \leq \tau_0} \, ds \right],
\]

which amounts to say that

\[
\gamma_t \left( (Q^{T-t}(\varphi))^2 \right) = \int_0^t \gamma_s(\Gamma_{T-s}(\varphi)) \, ds,
\]

and we are led to

\[
\frac{d}{dt} \gamma_t \left( (Q^{T-t}(\varphi))^2 \right) = \gamma_t (\Gamma_{T-t}(\varphi)).
\]

In the same manner, by Assumption (SK), we also have

\[
p_t = \gamma_t(1_F) = \mathbb{P}(X_t \neq \emptyset) = 1 - \mathbb{E} \left[ \int_0^t \lambda(X_s) \mathbb{1}_{s \leq \tau_0} \, ds \right],
\]
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hence

\[ p'_t := \frac{d}{dt} p_t = \frac{d}{dt} \gamma_t(1_F) = -\mathbb{E}[\lambda(X_t) 1_{t<\tau_0}] = -\gamma_t(\lambda). \]

We have now the tools to simplify (3.7). The factor \( \eta_s(\lambda) = \gamma_s(\lambda)/p_s \) can be replaced by \(-p'_s/p_s\). For the other term inside the integral, recall that for any bounded function \( \varphi \) and any \( t \), we have \( \gamma_0(Q^T \varphi) = \gamma_t(Q^{T-t} \varphi) = \gamma_T(\varphi) \), and

\[ \gamma_t(\varphi^2) = p_t \mathbb{V}_t(\varphi) + \frac{\gamma_t(\varphi)^2}{p_t}, \]

so that

\[
\int_0^T \eta_t(\Gamma_{T-t}(\varphi)) p_t^2 \, dt \\
= \int_0^T p_t \left( \frac{d}{dt} \gamma_t \right) \left( (Q^{T-t}(\varphi))^2 \right) \, dt \\
= p_T^2 \eta_T(\varphi^2) - \eta_0(\varphi^2) - \int_0^T p'_t \left( p_t \mathbb{V}_t(Q^{T-t}\varphi) + \frac{\gamma_t(Q^{T-t}\varphi)^2}{p_t} \right) \, dt \\
= p_T^2 \mathbb{V}_T(\varphi) - \mathbb{V}_0(\varphi) - \ln(p_T) \gamma_T(\varphi)^2 - \int_0^T \mathbb{V}_t(Q^{T-t}(\varphi)) p_T p'_t \, dt.
\]

Finally we get

\[
\sigma_T^2(\varphi) = p_T^2 \mathbb{V}_T(\varphi) - p_T^2 \ln(p_T) \eta_T(\varphi)^2 - 2 \int_0^T \mathbb{V}_t(Q^{T-t}(\varphi)) p_T p'_t \, dt.
\]

\[ \square \]

### 3.7 Martingale Central Limit Theorem

The following result is an adaptation of Theorem 1.4 page 339 in [12] to our specific context. The main difference is about the initial condition.

**Theorem 3.12.** Let \( t \mapsto Z_t^N \) denote a sequence of càdlàg processes indexed by \( N \geq 1 \), which may be defined on different probability spaces. Suppose that \( t \mapsto Z_t^N - Z_0^N \) are local square integrable martingales, and assume moreover that

(a) \( Z_0^N \overset{\mathcal{D}}{\rightarrow} N_{\mu_0} \), where \( \mu_0 \) is a given probability on \( \mathbb{R} \),

(b) the following limit holds

\[
\lim_{N \to +\infty} \mathbb{E} \left[ \sup_{t \in [0,T]} |\Delta Z_t^N|^2 \right] = 0,
\]
(c) for each $N$, the predictable quadratic variation $\langle Z^N, Z^N \rangle_t$ is continuous,
(d) there exists a continuous and increasing deterministic function $t \mapsto v(t)$ such that, for all $t \in [0, T]$,
$$\langle Z^N, Z^N \rangle_t \xrightarrow{\mathcal{D} \quad N \to +\infty} v(t).$$

Then $(Z^N_t)_{t \in [0, T]}$ converges in law (under the Skorokhod topology) towards $(Z_t)_{t \in [0, T]}$, where $Z_0 \sim \mu_0$ and $(Z_t - Z_0)_{t \in [0, T]}$ is a Gaussian process, independent of $Z_0$, with independent increments and variance function $v(t)$.

**Proof.** The proof is a slight extension of Theorem 1.4 in [12], where only the special case $Z_0^N = 0$ is stated. See also Section 5, Chapter 7 of [16], in which, again, the case of a general initial condition is left to the reader.

Let us fix $\psi \in C_b(\mathbb{R})$, and consider the $\mathbb{P}$-absolutely continuous probability defined by
$$\mathbb{P}_\psi = \frac{1}{\mathbb{E} [e^{\psi(Z_0^N)}]} e^{\psi(Z_0^N)} \mathbb{P}.$$

Note that, in this notation, the dependency of $\mathbb{P}_\psi$ with respect to $N$ has been dropped for simplicity. We claim that, under $\mathbb{P}_\psi$, all the assumptions of the theorem still hold for $t \mapsto Z^N_t - Z^N_0$.

Indeed, under $\mathbb{P}_\psi$, since $\psi$ is bounded, the integrability property of $t \mapsto Z^N_t - Z^N_0$ and (b) are not modified. Moreover, under $\mathbb{P}_\psi$, since $Z_0^N$ is measurable with respect to the initial $\sigma$-field, martingale properties are not modified so that $t \mapsto Z^N_t - Z^N_0$ is still a local martingale, and the predictable quadratic variation is not modified (predictability is insensitive to change of probabilities). Again, since $\psi$ is bounded, convergence in law towards a constant is unchanged, so that (d) still holds. Besides, (c) still holds by absolutely continuity.

As a consequence, for any continuous functional $F$ on the Skorokhod space of càdlàg paths, Theorem 1.4 in [12] ensures that
$$\mathbb{E} \left[ e^{\psi(Z_0^N)} F(Z^N_t - Z^N_0, t \geq 0) \right] = \mathbb{E}_\psi (F(Z^N_t - Z^N_0, t \geq 0)) \mathbb{E} \left[ e^{\psi(Z_0^N)} \right] \xrightarrow{N \to +\infty} \mathbb{E} \left[ F(Z_t - Z_0, t \geq 0) \right] \mu_0(e^\psi),$$
which is precisely the desired result. 

**Remark 3.13.** In other words, the limit Gaussian process $(Z_t)_{t \in [0, T]}$ is solution of the stochastic differential equation
$$\begin{cases}
Z_0 \sim \mu_0 \\
dZ_t = \sqrt{v(t)} \, dW_t
\end{cases}$$
where \((W_t)_{t \in [0,T]}\) is a standard Brownian motion.

**Proposition 3.14.** For any \(\varphi\) satisfying Assumption (CC), the martingale \((Z^N_t)_{0 \leq t \leq T}\) defined by

\[
Z^N_t = \sqrt{N} \left( \gamma^N_t (Q^{T-t}(\varphi)) - \gamma_0 (Q^{T-t}(\varphi)) \right)
\]

converges in law towards a Gaussian process \((Z_t)_{t \in [0,T]}\) with independent increments, initial distribution \(\mathcal{N}(0, \mathbb{V}_{\eta_0}(Q^T(\varphi)))\) and variance function \(\sigma^2_t(\varphi)\) defined by (3.7)-(3.8).

**Proof.** We just have to check that the assumptions of Theorem 3.12 are satisfied in our framework.

(a) Recall that \((X^1_0, \ldots, X^N_0)\) are i.i.d. with law \(\eta_0 = \gamma_0\). Since \(\varphi\) is assumed bounded and \(\eta^N_0 = \gamma^N_0\), the central limit theorem ensures the asymptotic normality of \(Z^N_0\) with asymptotic variance \(\sigma^2_0 = \mathbb{V}_{\eta_0}(Q^T(\varphi))\).

(b) Since \(\varphi\) is bounded, this property is satisfied because the sets \(D^1, \ldots, D^N\) of discontinuities of the particles have almost surely an empty intersection, as stated in Lemmas 3.1 and 3.4.

(c) According to Lemma 3.8, the predictable quadratic variation of the martingale is

\[
N \langle M, M \rangle_t = \mathbb{V}_{\eta_0^N}(\varphi) + \int_0^t (p^N_s)^2 \eta^N_s (\Gamma_{T-s}(\varphi)) \, ds
+ \int_0^t (p^N_s)^2 \left( \frac{1}{N} \sum_{n=1}^N \lambda(X^n_s) \sum_{m=1}^1 \sum_{m \neq n} \delta_{X^n_s}(Q^{T-s}(\varphi)) \right) \, ds,
\]

which is clearly continuous with \(t\) since \(\varphi\) and \(\lambda\) are both bounded.

(d) This last point is a consequence of Lemma 3.9.

If we marginalize on the final time, we obtain that, for any \(\varphi\) satisfying Assumption (CC),

\[
\sqrt{N} \left( \gamma^N_T(\varphi) - \gamma_T(\varphi) \right) \xrightarrow{D} \mathcal{N}(0, \sigma^2_T(\varphi)).
\]

We can extend this latter result to any function \(\varphi\) in the \(\|\cdot\|_\infty\)-closure of the set of functions satisfying (CC), and thus establish Theorem 2.1.
Corollary 3.15. For any $\varphi$ belonging to the $\|\cdot\|_{\infty}$-closure of the set of functions satisfying (CC), one has
\[
\sqrt{N} \left( \gamma^N_T(\varphi) - \gamma_T(\varphi) \right) \xrightarrow{D_{N \to \infty}} N(0, \sigma^2_T(\varphi)).
\]

Proof. Let us denote by $D$ the set of functions satisfying (CC), and by $\overline{D}$ its $\|\cdot\|_{\infty}$-closure. We will use the simplified version of the asymptotic variance, namely (3.8). Let us denote by $\Phi$ any bounded Lipschitz function, $G$ a centered Gaussian variable with variance $\sigma^2_T(\varphi)$ for an arbitrary function $\varphi \in D$.

For any $\varepsilon > 0$, we can find $\varphi_\varepsilon$ in $D$ such that $\|\varphi - \varphi_\varepsilon\|_{\infty} \leq \varepsilon$. We can also assume that $\gamma_T(\varphi_\varepsilon) = \gamma_T(\varphi)$. Note that we can also choose $\varphi_\varepsilon$ such that $|\sigma^2_T(\varphi_\varepsilon) - \sigma^2_T(\varphi)| \leq \varepsilon$. Indeed, it is easy to check by dominated convergence that $\varphi \mapsto \sigma^2_T(\varphi)$ is continuous for the norm $\|\cdot\|_{\infty}$. Hence, let us denote by $G_\varepsilon$ a centered Gaussian variable with variance $\sigma^2_T(\varphi_\varepsilon)$.

Then we may write
\[
|E[\Phi(\sqrt{N}(\gamma^N_T(\varphi) - \gamma_T(\varphi))) - E[\Phi(G)]| \\
\leq E[|\Phi(\sqrt{N}(\gamma^N_T(\varphi) - \gamma_T(\varphi))) - \Phi(\sqrt{N}(\gamma^N_T(\varphi_\varepsilon) - \gamma_T(\varphi_\varepsilon))))|] \\
+ |E[\Phi(\sqrt{N}(\gamma^N_T(\varphi_\varepsilon) - \gamma_T(\varphi))) - E[\Phi(G_\varepsilon)]|] \\
+ |E[\Phi(G_\varepsilon)] - E[\Phi(G)]|. 
\]

For the first term, by Proposition 3.7, Jensen’s inequality and remembering that $\gamma_T(\varphi - \varphi_\varepsilon) = 0$, we have
\[
E[|\Phi(\sqrt{N}(\gamma^N_T(\varphi) - \gamma_T(\varphi))) - \Phi(\sqrt{N}(\gamma^N_T(\varphi_\varepsilon) - \gamma_T(\varphi_\varepsilon))))|] \leq \sqrt{7}\|\Phi\|_{\text{Lips}}\|\varphi - \varphi_\varepsilon\|_{\infty}.
\]

Hence, for any given $\delta > 0$, we can choose $\varepsilon$ such that this first term is less than $\delta$. Clearly, the same property holds for the third term as well. Besides, since $\varphi_\varepsilon$ is in $D$, for $N$ large enough, the second term can also be made less than $\delta$ by Corollary 3.14. As this result holds for any bounded Lipschitz function $\Phi$, we conclude using the Portmanteau theorem.

Remark 3.16. This corollary is particularly useful in practice: to obtain the CLT associated with any observable $\varphi$, it is sufficient to check Assumption (CC) for appropriately regularized functions.
4 Technical results

4.1 General setting and construction of the particle system

As mentioned in Section 2.2, we have assumed that the underlying Markov process at stake is càdlàg with Polish state space $F$. Actually, our arguments do not involve the specific topology of $F$. A possible general setting is the following. $F$ is assumed to be standard Borel, which means that it is associated with a σ-field which is the Borel σ-field of some unspecified Polish topology. Then, we assume that the Markov process is constructible in the sense that there is a jointly measurable mapping $\chi : (x,t,u) \in F \times \mathbb{R}^+ \times [0,1] \mapsto F \cup \{\partial\}$ such that the underlying Markov process is constructed from any initial condition $X_0$ by setting

$$X_t = \chi(X_0, t, U),$$

where $U$ is uniform and independent of $X_0$. If $F$ is Polish and $X$ is càdlàg, then $X$ is automatically constructible, since the Skorokhod space of càdlàg paths with values in a Polish space $F$ is itself Polish, ensuring in particular the existence of regular conditional distributions.

In this general setting, the minimal right-continuous filtration generated by $X$ is defined as the minimal right-continuous filtration $(\mathcal{F}_t^X)_{t \geq 0}$ making $X$ progressively measurable.

Next, the particle system can be rigorously constructed without measurability issue using $\chi$ by setting $X_{n,k}^t = \chi(t - \tau_{n,k}, X_{n,k}^{\tau_{n,k}}, U_{n,k})$ for $\tau_{n,k} \leq t \leq \tau_{n,k+1}$, where $U_{n,k}$ are i.i.d., $1 \leq n \leq N$ and $k \geq 0$. The filtration of the particle system $\mathcal{F}_t$ at time $t$ is then generated by the events of the form

$$A_h \cap \{\tau_{n,k} + h \leq t\}$$

where $A_h \in \mathcal{F}_h^{X_{n,k}}$, $h \geq 0$, $1 \leq n \leq N$, and $k \geq 0$.

4.2 The Feller case

The general results on Feller processes mentioned in this section can be found in [21], Chapter III.

In this section, we assume that the Polish state space $K := F \cup \{\partial\}$ is compact. The compactification of locally compact spaces is standard, see for example [21]. We denote by $C(K)$ the space of continuous functions on $K$.  
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endowed with the uniform norm. Let us recall that the semi-group \((Q^t)_{t \geq 0}\) is called Feller-Dynkin, or in short Feller, if \(t \mapsto Q^t(\varphi)\) is continuous in \(C(K)\) for any \(\varphi \in C(K)\).

In practice, the following weaker conditions are sufficient to check that a Markov semi-group is Feller: (i) \(\lim_{t \to 0} Q^t(\varphi)(x) = \varphi(x)\) for each \(x \in K\) and each \(\varphi \in C(K)\); (ii) for each \(t \geq 0\) and each \(\varphi \in C(K), Q^t(\varphi) \in C(K)\).

Any Markov process with a Feller semi-group of probability transitions has a càdlàg modification. Among the many nice properties of the latter, we will use the following ones:

- first, the minimal filtration generated by the process is right-continuous (Blumenthal 0 \(-\) 1 law), so that the process is automatically Markov with respect to the minimal right-continuous filtration it generates.

- second, the generator \(L\) can be defined as the \(C(K)\)-infinitesimal generator of the semigroup \((Q^t)_{t \geq 0}\). The \(-\) dense \(-\) domain \(\mathcal{D}(L) \subset C(K)\) is defined as the set of functions \(\varphi\) such that

\[
L(\varphi) = \lim_{h \to 0} \frac{Q^h(\varphi) - \varphi}{h} \in C(K),
\]

whenever the limit exists. Uniformity in the latter definition yields \(LQ^t = Q^tL\) so that if \(\varphi \in \mathcal{D}(L)\), then for any initial distribution of \(X_0\), the process \(t \mapsto \varphi(X_t) - \int_0^t L(\varphi)(X_s) \, ds\) is a martingale with respect to the natural filtration of \(X\).

The following lemma may be useful in practice to check that a given function \(\varphi\) belongs to \(\mathcal{D}(L)\).

**Lemma 4.1.** Let \((X_t)_{t \geq 0}\) be Feller. If the pointwise limit

\[
L(\varphi)(x) = \lim_{h \to 0} \frac{Q^h(\varphi)(x) - \varphi(x)}{h}
\]

is continuous with respect to \(x \in K\), then \(\varphi \in \mathcal{D}(L)\), the domain of the \(C(K)\)-infinitesimal generator.

**Proof.** It is a consequence of the Dynkin-Reuter lemma (Lemma 4.17, Chapter III of [21]), in the context of Hille-Yosida semigroup theory. Indeed, if \(L(\varphi) = \varphi \in C(K)\) where \(L(\varphi)\) is defined in a pointwise sense, then by construction \(L(\varphi)(x_{\text{max}}) \leq 0\) if \(\varphi(x_{\text{max}}) = \sup \varphi\), so that \(\varphi \leq 0\). The same reasoning leads to \(-\varphi \leq 0\), and consequently \(\varphi = 0\). □

We can then deduce easily the following result.
Proposition 4.2. Let \((X_t)_{t \geq 0}\) be Feller. If there exists a continuous function \(\lambda\) such that for any \(x \in F\)

\[ \lambda(x) = \lim_{h \downarrow 0} \frac{\mathbb{P}_x(X_h = \partial)}{h}, \]

then Assumption (SK) is satisfied.

A criterion for (CC) is the following:

Proposition 4.3. Let \((X_t)_{t \geq 0}\) be Feller. Assume that \(\varphi \in D(L)\) and that \((Q^t(\varphi))^2 \in D(L)\) for any \(t \in (0, T)\). Set

\[ \Gamma_0(\varphi, \varphi) = L(\varphi^2) - 2\varphi L\varphi \quad \text{and} \quad \Gamma_t(\varphi) = \Gamma_0(Q^t(\varphi), Q^t(\varphi)), \]

and suppose that \(\sup_{(x,t) \in K \times (0,T)} \Gamma_t(\varphi) < +\infty\). Then \(\varphi\) satisfies Assumption (CC).

Proof. According to Lemma 2.3, Assumption (CC) will be a consequence of the formula

\[ \frac{d}{dt} \eta_0 Q^t \left( (Q^{T-t}(\varphi))^2 \right) = \eta_0 Q^t \left( \Gamma_0(Q^{T-t}(\varphi), Q^{T-t}(\varphi)) \right) \] (4.1)

for each initial \(\eta_0 = \mathcal{L}(X_0)\) and each \(t \in (0, T)\). Then consider

\[ \frac{d}{dt} \eta_0 Q^t \left( (Q^{T-t}(\varphi))^2 \right) = \lim_{h \downarrow 0} \frac{1}{h} \eta_0 Q^{t+h} \left( (Q^{T-t-h}(\varphi))^2 - (Q^{T-t}(\varphi))^2 \right) + \frac{1}{h} \eta_0 \left( Q^{t+h} - Q^t \right) \left( (Q^{T-t}(\varphi))^2 \right), \]

and remark that in the above, the first term of the right hand side converges to

\[ -2\eta_0 Q^t \left( Q^{T-t}(\varphi) L \left[ (Q^{T-t}(\varphi))^2 \right] \right) \]

by the uniform convergence in the Feller case of

\[ \lim_{h \downarrow 0} \frac{Q^{T-t-h}(\varphi) - Q^{T-t}(\varphi)}{h} = -L(Q^{T-t}(\varphi)) \]

when \(\varphi \in D(L)\). Besides, the second term of the right hand side goes to

\[ \eta_0 Q^t \left( L \left[ (Q^{T-t}(\varphi))^2 \right] \right) \]

since by assumption \((Q^{T-t}(\varphi))^2\) belongs to \(D(L)\) for any fixed \(t \in (0, T)\).
4.3 Carré du champ

If the time-dependent functions \( \psi(t, x) \) and \( \psi^2(t, x) \) belong to the domain of the extended generator of \( t \mapsto (t, X_t) \) as defined in Section 2.5.1, then considering the martingale

\[
C_t(\psi) := \psi(t, X_t) - \psi(0, X_0) - \int_0^t (\partial_s + L)(\psi)(s, X_s) \, ds,
\]

it can be checked that the process

\[
t \mapsto C^2_t(\psi) - \int_0^t \Gamma(\psi, \psi)(s, X_s) \, ds
\]

is a martingale, where \( \Gamma \) is the so-called “carré du champ” operator defined by

\[
\Gamma(\psi, \psi) = (\partial_t + L)(\psi^2) - 2\psi(\partial_t + L)(\psi).
\]

Note that, for a time-independent function \( \varphi \), one has

\[
\Gamma(\varphi, \varphi) = L(\varphi^2) - 2\varphi L(\varphi).
\]

The process

\[
t \mapsto \int_0^t \Gamma(\psi, \psi)(s, X_s) \, ds
\]

may be defined as the unique continuous increasing process appearing in the Doob-Meyer decomposition of the bounded sub-martingale \( t \mapsto C^2_t(\psi) \). This is exactly the definition of the predictable quadratic variation of \( t \mapsto C_t(\psi) \), so that

\[
\frac{d}{dt} \langle C(\psi), C(\psi) \rangle_t = \Gamma(\psi, \psi)(t, X_t).
\]

In most cases, one has the compatibility formula - formally Leibniz chain rule with respect to time differentiation -

\[
\Gamma(\psi(t, .), \psi(t, .))(x) = \Gamma(\psi, \psi)(t, x), \tag{4.2}
\]

but some care is needed since the latter is only formal in general. In this approach, the function \( \Gamma_{T-t}(\varphi) \) in Assumption (CC) is thus rigorously given by

\[
\Gamma_{T-t}(\varphi)(x) = \Gamma(Q^{T-\cdot}(\varphi), Q^{T-\cdot}(\varphi))(t, x),
\]

which is simply the carré du champ computed with the time-dependent test function \( \psi(t, x) = Q^{T-t}(\varphi)(x) \). In the Feller case, the compatibility condition (4.2) is ensured by Proposition 4.3.
By definition, one can also see \( \Gamma_{T-t}(\varphi)(X_t) \) as the time derivative of the predictable quadratic variation of the martingale \( t \mapsto M_t(\varphi) := Q^{T-t}(\varphi)(X_t) \), which reads

\[
\Gamma_{T-t}(\varphi)(X_t) = \frac{d}{dt} (\mathbb{M}(\varphi), \mathbb{M}(\varphi))_t.
\]

Finally, \( \Gamma_{T-t}(\varphi)(X_t) \) can also be interpreted as the derivative of a variance as follows

\[
\mathbb{E}[\Gamma_{T-t}(\varphi)(X_t)] = -\frac{d}{dt} \mathbb{E}[\mathcal{V}(\varphi(X_T)|X_t)] \geq 0.
\] (4.3)

Indeed, by Jensen’s inequality, \( h \mapsto \mathbb{E}[\mathcal{V}(\varphi(X_T)|X_t+h)|X_t = x] \) is decreasing so that the limit in (4.3) always exists in \([0, +\infty]\).

### 4.4 Proof of Proposition 2.5

We start with two simple standard remarks.

**Lemma 4.4.** If \( \psi \) is a bounded function, then the process

\[
t \mapsto \sum_{s \leq t, s \in \{T_1, T_2, \ldots, \tau_0\}} \left( \psi(s, X_{s^-}, X_s) - \int_{x' \in \mathcal{F} \cup \{\partial\}} \psi(s, X_{s^-}, x') \frac{q(X_{s^-}, dx')}{\bar{q}(X_{s^-})} \right)
\]

is a martingale.

**Proof.** By construction, the random variables generating the jumps and the jump times of the PDMP are independent. As a consequence, Lemma 4.11 can be applied to each jump time, and the result follows by summing over these jump times. Then, one can see that the resulting local martingale is indeed a martingale by comparing it to a Poisson process with rate \( \|\bar{q}\|_{\infty} \). \( \square \)

**Lemma 4.5.** If \( \phi \) is a bounded function and if the process \( s \mapsto \phi(s, X_s) \) admits a version with a left limit denoted \( \phi(s^-, X^-) \), then the process

\[
t \mapsto \sum_{s \leq t, s \in \{T_1, T_2, \ldots, \tau_0\}} \phi(s^-, X^-) - \int_0^t \phi(u, X_u) \bar{q}(X_u) du \tag{4.4}
\]

is a martingale. As a consequence, with the notation of Lemma 4.4,

\[
t \mapsto \sum_{s \leq t, s \in \{T_1, T_2, \ldots, \tau_0\}} \psi(s, X_{s^-}, X_s) - \int_0^t \int_{x' \in \mathcal{F} \cup \{\partial\}} \psi(u, X_u, x') q(X_u, dx') du
\]

is a martingale.
Proof. Let \( l \mapsto N_l \) denote the Poisson process associated to the jump times of the PDMP. Using the change of time defined by \( dL_t = \bar{q}(X_t) \, dt \), it is standard to check that

\[
    t \mapsto N_{L_t} - \int_0^t \bar{q}(X_s) \, ds
\]

is a càdlàg martingale. Next, let us consider the stochastic integral

\[
    \int_0^t \phi(s, X_{s-}) \left( dN_{L_s} - \bar{q}(X_s) \, ds \right).
\]

By construction of the stochastic integral, this is a local martingale. Once again, a comparison with a Poisson process with rate \( \|\bar{q}\|_\infty \) ensures that the latter is in fact a martingale.

For the second point, it suffices to add the martingale of Lemma 4.4 and the martingale defined by (4.4) with

\[
    \phi(u, x) = \int_{x' \in F \cup \partial} \psi(u, x, x') \frac{q(x, dx')}{\bar{q}(x)}.
\]

Now, if we apply Lemma 4.5 with \( \psi(s, x, x') = 1_{\partial}(x') - 1_{\partial}(x) \), it is readily seen that Assumption (SK) is satisfied with \( \lambda(x) := q(x, \{\partial\}) \).

Next, let us consider the càdlàg version of the martingale

\[
    M_t(\varphi) := Q^T - t(\varphi)(X_t) = \mathbb{E}\left[\varphi(X_T) | X_t\right]
\]

for some bounded \( \varphi \) with \( \varphi(\partial) = 0 \). We claim that the martingale property in Assumption (CC) is satisfied for

\[
    \Gamma_t(\varphi)(x) = \int_{F \cup \partial} \left( Q'(\varphi)(x') - Q'(\varphi)(x) \right)^2 q(x, dx'),
\]

which would imply that

\[
    \|\Gamma_t(\varphi)\|_\infty \leq 4 \|\varphi\|_\infty^2 \|\bar{q}\|_\infty,
\]

and ensure that (CC) holds true. Indeed, one has the following Itô formula:

\[
    (Q^T - t(\varphi)(X_t))^2 = (Q^T(\varphi)(X_0))^2 + 2 \int_0^t \mathbb{M}_{s-}(\varphi) \, d\mathbb{M}_s(\varphi) + [\mathbb{M}(\varphi), \mathbb{M}(\varphi)]_t,
\]
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where
\[ [\mathbb{M}(\varphi), \mathbb{M}(\varphi)]_t = \sum_{s \leq t, s \in \{T_1, T_2, \ldots, \tau_0\}} (\mathbb{M}_s(\varphi) - \mathbb{M}_s(-\varphi))^2 \]
since \( \mathbb{M}(\varphi) \) is deterministic between jump times. Now, considering
\[ \psi(s, x, x') = (Q^{T-s}(\varphi)(x') - Q^{T-s}(\varphi)(x))^2 \]
in Lemma 4.5 implies that
\[ t \mapsto \sum_{s \leq t, s \in \{T_1, T_2, \ldots, \tau_0\}} (\mathbb{M}_s(\varphi) - \mathbb{M}_s(-\varphi))^2 - \int_0^t \Gamma_{T-s}(\varphi)(X_{s-}) \, ds. \]
is a martingale, which terminates the proof of Proposition 2.5.

4.5 Martingales from individual particles

Throughout this section, we detail some results on the martingales at stake in the Fleming-Viot particle system. We recall that \((\mathcal{F}_t)_{t \geq 0}\) denotes the right-continuous filtration generated by the particle system. Let \(1 \leq n \leq N\) and \(k \geq 0\) be given, and consider the particle with index \(n\) and the associated \(k\)-th branching time \(\tau_{n,k}\). In order to lighten the notation, we skip the indices of the particle and of the branching time, and we denote in the aftermath \(\tau = \tau_{n,k}\) as well as \(\tau_0 = \tau_{n,k+1}\). As before, we also set \(Q^t(\varphi)(\partial) = 0\).

Let us denote \((\tilde{X}_t)_{t \geq 0}\) the particle equal to \(X_t\) for \(t < \tau_0\) and which stays in the cemetery point \(\partial\) instead of branching for \(t \geq \tau_0\). In the next lemma, we use the Markov property of \(\tilde{X}\) with respect to its right-continuous filtration in order to obtain càdlàg martingales.

**Lemma 4.6.** For any bounded \(\varphi\), the process
\[ t \mapsto \mathbb{M}_t(\varphi) := 1_{t \geq \tau} \left[ Q^{T-t}(\varphi)(\tilde{X}_t) - Q^{T-\tau}(\varphi)(\tilde{X}_\tau) \right] \] (4.5)
is a \((\mathcal{F}_t)_{t \geq 0}\)-martingale with a càdlàg version.

**Proof.** First denote \(N_t := \mathbb{E}[\varphi(\tilde{X}_T)|\mathcal{F}_t]\), which is a martingale with a càdlàg version. Existence of a càdlàg version stems from the right continuity of \((\mathcal{F}_t)_{t \geq 0}\) and from the classical formulas
\[ \lim_{\varepsilon \downarrow 0} \mathbb{E}[X|\mathcal{F}_{t+\varepsilon}] = \mathbb{E}[X|\mathcal{F}_{t+}] \text{ and } \lim_{\varepsilon \downarrow 0} \mathbb{E}[X|\mathcal{F}_{t-\varepsilon}] = \mathbb{E}[X|\mathcal{F}_{t-}], \]
where \(\varepsilon\) ranges in any countable dense subset of \(\mathbb{R}\) (see for example Corollary 2.4, Chapter II in [20]).
By construction of the particle system, we can then write

\[ N_t = \mathbb{E}\left[\varphi(\tilde{X}_T) \mid \mathcal{F}_{\tau \land t}\right] \mid \mathcal{F}_t \]

\[ = \mathbb{E}\left[\mathbb{E}\left[\varphi(\tilde{X}_T) \mid \mathcal{F}_\tau \lor \bigcap_{\varepsilon > 0} \sigma(\tilde{X}_s, \tau \leq s \leq t + \varepsilon)\right] \mid \mathcal{F}_t\right], \]

In the latter, remark that \( \tau \) is measurable with respect to \( \mathcal{F}_\tau \) so that the (not necessarily strong) Markov property of \( \tilde{X} \) can be applied at time \( t \lor \tau \) conditionally on \( \mathcal{F}_\tau \) to get

\[ N_t = \mathbb{E}\left[Q^{T - t \lor \tau}(\varphi)(\tilde{X}_{t \lor \tau}) \mid \mathcal{F}_t\right], \]

which yields \( 1_{t \lor \tau}N_t = 1_{t \lor \tau}Q^{T - t}(\varphi)(\tilde{X}_t) \). Finally, notice that

\[ M_t = 1_{t \lor \tau}(N_t - N_{t \lor \tau}) = N_t - N_{t \lor \tau} \]

is a càdlàg martingale by Doob’s optional sampling, which proves the result.

\[ \square \]

**Lemma 4.7.** For any \( \varphi \) satisfying Assumption (CC), one has

\[ \langle M, M \rangle_t = \int_{T - s}^{T - t}(\varphi)(\tilde{X}_s) \, ds. \]

**Proof.** Let us introduce the notation

\[ L_t := \left[Q^{T - t \lor \tau}(\varphi)(\tilde{X}_{t \lor \tau})\right]^2 - \left[Q^{T - t}(\varphi)(\tilde{X}_t)\right]^2 - \int_{\tau}^{T - s}(\varphi)(\tilde{X}_s) \, ds. \]

Note that \( t \mapsto L_t \) is obviously adapted and càdlàg from Lemma 4.6.

First, an elementary calculation shows that

\[ L_t - M_t^2 + \int_{\tau}^{T - s}(\varphi)(\tilde{X}_s) \, ds = 2Q^{T - t}(\varphi)(\tilde{X}_t)M_t \]

\[ = 2Q^{T - s \lor \tau}(\varphi)(\tilde{X}_{\tau \land t})(M_t - M_{t \lor \tau}), \]

so that \( t \mapsto L_t - M_t^2 + \int_{\tau}^{T - s}(\varphi)(\tilde{X}_s) \, ds \) defines an adapted martingale.

Second, we claim that \( t \mapsto L_t \) is also a martingale. Indeed, since \( L_t \) is \( \sigma(\tilde{X}_s, \tau \leq s \leq t) \)-measurable, the construction of the particle system ensures that, for any \( h \geq 0 \),

\[ \mathbb{E}[L_{t+h} \mid \mathcal{F}_{\tau \lor t}] = \mathbb{E}\left[L_{t+h} \mid \mathcal{F}_{\tau \lor t} \right. \bigcap_{\varepsilon > 0} \sigma(\tilde{X}_s, \tau \leq s \leq t + \varepsilon) \bigg]. \]
Since $\tau$ is obviously $\mathcal{F}_\tau$ measurable, we can then apply the martingale property of Assumption (CC) conditionally on $\mathcal{F}_\tau$ between times $t \vee \tau$ and $(t+h) \vee \tau$ to deduce that $\mathbb{E}[L_{t+h} - L_t | \mathcal{F}_{t+h}] = 0$, which yields $\mathbb{E}[L_{t+h} - L_t | \mathcal{F}_t] = 0$ and proves the claim.

Thus, the process

$$t \mapsto M_t^2 - \int_\tau^{t \vee \tau} \Gamma_{T-s}(\varphi)(\tilde{X}_s) \, ds$$

is a martingale, which gives the desired result by definition of the predictable quadratic variation.

Lemma 4.8. Under Assumption (SK), the process

$$t \mapsto 1_{\tilde{X}_t = 0} - \int_\tau^{t \wedge \tau_0} \lambda(\tilde{X}_s) \, ds$$

is a càdlàg $(\mathcal{F}_t)_{t \geq 0}$-martingale.

Proof. As in the proof of Lemma 4.6, by construction of the particle system, conditioning $1_{\tilde{X}_{t+h} = 0} - \int_{\tau}^{(t+h) \wedge \tau_0} \lambda(\tilde{X}_s) \, ds$ with respect to $\mathcal{F}_{t+h}$ amounts to condition with respect to

$$\mathcal{F}_\tau \bigcap_{\varepsilon > 0} \sigma(\tilde{X}_s, \tau \leq s \leq t \vee \tau + \varepsilon).$$

Applying Assumption (SK) then yields the result.

A classical consequence of Assumptions (SK) and (CC) is the so-called “quasi-left continuity” of the martingales we have just constructed (see for example Definition 2.25, Chapter I in [16] for a definition). For the sake of completeness, we recall a weaker consequence which will be useful for our purpose.

Lemma 4.9. Let $\sigma, S$ be two stopping times. Assume that $\sigma$ and $(\tilde{X}_t)_{t \geq \tau}$ are conditionally independent given $\mathcal{F}_S$. Then, under Assumption (SK),

$$\mathbb{P}(\tau_\sigma = \sigma | \mathcal{F}_\sigma^+) 1_{S < \sigma < +\infty} = 0.$$

Proof. From Lemma 4.8, we know that the process

$$t \mapsto L_t := 1_{\tilde{X}_t = 0} - \int_\tau^{t \wedge \tau_0} \lambda(\tilde{X}_s) \, ds$$

is a càdlàg martingale. By continuity of the integral, the latter martingale makes only one jump of value $+1$ at time $\tau_\sigma$. As a consequence, using Lemma 4.12, we have that $\mathbb{P}(\tau_\sigma = \sigma | \mathcal{F}_\sigma) = 0$. 
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Lemma 4.10. Let \( \sigma, S \in [0, +\infty) \) be two stopping times such that \( \sigma \) and \((\tilde{X}_t)_{t \geq \tau}\) are conditionally independent given \( F_S \). If the function \( \varphi \) satisfies Assumption (CC), then
\[
P(\Delta M_{\sigma}(\varphi) \neq 0 | F_{\sigma-}) 1_{S < \sigma < +\infty} = 0,
\]
where \( M_t(\varphi) \) is defined by (4.5).

Proof. Let us recall that for any càdlàg martingale \( M_t \), \( \Delta [M, M] = (\Delta M)^2 \). Therefore, proving that \( P(\Delta M_{\sigma} \neq M_{\sigma-} | F_{\sigma-}) 1_{S < \sigma < +\infty} = 0 \) is equivalent to show that
\[
P([M, M]_{\sigma} \neq [M, M]_{\sigma-} | F_S) 1_{S < \sigma < +\infty} = 0,
\]
which in turn is equivalent for square integrable martingales to
\[
E [\Delta [M, M]_{\sigma} | F_S] 1_{S < \sigma < +\infty} = 0.
\]
According to Lemma 4.7, under Assumption (CC) the compensator of \([M, M]_t \) is given by
\[
t \mapsto \langle M, M \rangle_t = \int_\tau^{t \wedge \tau_0} \Gamma_{T-s}(\varphi)(\tilde{X}_s) \, ds,
\]
and is continuous with respect to \( t \).
Finally, remember that the process \( t \mapsto L_t := \langle M, M \rangle_t - [M, M]_t \) is a martingale so that, thanks to Lemma 4.12,
\[
E [\Delta [M, M]_{\sigma} | F_S] 1_{S < \sigma < +\infty} = E [\Delta \langle M, M \rangle_{\sigma} ] 1_{S < \sigma < +\infty} = 0,
\]
and the result follows.

\( \square \)

4.6 Stopping times and martingales

We first start with an intuitive fact that can be easily verified.

Lemma 4.11. Let \( \tau \) be a stopping time on a filtered probability space, and \( U \) an integrable and \( F_\tau \) measurable random variable such that \( E [U | F_{\tau-}] = 0 \). Then the process \( t \mapsto U 1_{t \geq \tau} \) is a càdlàg martingale.

Proof. Let \( t > s \) be given. First remark that \( 1_{t \geq \tau} = 1_{s \geq \tau} + 1_{s < \tau} 1_{t \geq \tau} \). Then by definition of \( F_\tau \), \( U 1_{s \geq \tau} \) is \( F_\tau \)-measurable, so that
\[
E [U 1_{t \geq \tau} | F_s] = U 1_{s \geq \tau} + E [U 1_{t \geq \tau} | F_s] 1_{s < \tau}.
\]
Next, by definition of \( F_{\tau-} \), \( E [U 1_{t \geq \tau} | F_s] 1_{s < \tau} \) and \( 1_{t \geq \tau} \) are \( F_{\tau-} \)-measurable, so that
\[
E [U 1_{t \geq \tau} | F_s] 1_{s < \tau} = E [E [U | F_{\tau-}] 1_{t \geq \tau} | F_s] 1_{s < \tau} = 0.
\]
The result follows.

\( \square \)
Lemma 4.12. Let \( S, \sigma \) be two stopping times, and let \( L \) be a càdlàg bounded martingale. Assume that \( \sigma \) and \((L_t)_{t \geq 0}\) are independent conditionally on \( F_S \). Then \( \mathbb{E}[\Delta L_\sigma | F_\sigma^-] \mathbf{1}_{S < \sigma < +\infty} = 0 \).

Proof. Step 1: Case \( S = 0 \). Let us prove the result in the special case \( S = 0 \). Let us define the enlarged filtration \((G_t)_{t \geq 0}\) as the smallest filtration containing \( F_t \) for each \( t \geq 0 \) and such that \( \sigma \) is \( G_0 \) measurable. The independence of \((L_t)_{t \geq 0}\) and \( \sigma \) implies that \( L_t \) is still a \( G_t \)-martingale, and that for any \( n \geq 1 \),

\[
\sigma_n = (1 - 1/n) \sigma 1_{\sigma < +\infty} + n 1_{\sigma = +\infty}
\]

is a stopping time. Since \( L \) is bounded and thus uniformly integrable, we can apply Doob’s optional sampling theorem:

\[
\mathbb{E}[L_\sigma | G_{\sigma_n}] = L_{\sigma_n}.
\]

Notice that \( \bigvee_n G_{\sigma_n} = G_{\sigma_-} \) since \( \sup_n \sigma_n = \sigma \) with \( \sigma_n < \sigma \) on the event \( \{\sigma > 0\} \). One gets with the martingale convergence theorem in the limit \( n \to +\infty \):

\[
\mathbb{E}[L_\sigma | G_{\sigma_-}] \mathbf{1}_{\sigma > 0} = L_\sigma - \mathbf{1}_{\sigma > 0}.
\]

Step 2: Any \( S \). For any \( t \geq 0 \), \( t \vee S \) is a stopping time, thus, by Doob’s optional sampling theorem, \( M_t := L_t \vee S \) is a \( G_t := F_t \vee S \)-martingale. Applying Step 1 to \( M, G \) \((\sigma \text{ and } (M_t)_{t \geq 0} \text{ are indeed independent given } F_S)\), we get

\[
\mathbb{E}[L_\sigma | F_{(\sigma \vee S)^-}] \mathbf{1}_{\sigma > 0} = L_\sigma - \mathbf{1}_{\sigma > 0}.
\]

Since \( \{\sigma > S\} \in F_{\sigma^-} \) (cf. Section 3.1), multiplying both sides by \( \mathbf{1}_{\sigma > S} \) leads to

\[
\mathbb{E}[L_\sigma | F_{(\sigma \vee S)^-}] \mathbf{1}_{\sigma > S} = L_\sigma - \mathbf{1}_{\sigma > S}.
\]

It remains to check that for any bounded variable \( X \), one has

\[
\mathbb{E}(X | F_{(\sigma \vee S)^-}) \mathbf{1}_{S < \sigma} = \mathbb{E}(X | F_{\sigma^-}) \mathbf{1}_{S < \sigma}.
\]

For this, it suffices to prove that the l.h.s. belongs to \( F_{\sigma^-} \), or more generally that for any \( A \in F_{(\sigma \vee S)^-} \) the set \( A \cap \{\sigma > S\} \) belongs to \( F_{\sigma^-} \) (we have already pointed out that \( \{\sigma > S\} \in F_{\sigma^-} \)). Let us check this for the generating sets \( A = B \cap \{t < \sigma \vee S\} \), with \( B \in F_t \). Such a set can be rewritten as

\[
B \cap \{t < \sigma \vee S\} \cap \{\sigma > S\} = \left(B \cap \{t < \sigma\}\right) \cap \{\sigma > S\}
\]

which is the intersection of two sets of \( F_{\sigma^-} \), hence the desired result. \( \square \)
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