RiboCAT: a new capillary electrophoresis data analysis tool for nucleic acid probing
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ABSTRACT
Chemical and enzymatic probing of RNA secondary structure and RNA/protein interactions provides the basis for understanding the functions of structured RNAs. However, the ability to rapidly perform such experiments using capillary electrophoresis has been hampered by relatively labor-intensive data analysis software. While these computationally robust programs have been shown to calculate residue-specific reactivities to a high degree of accuracy, they often require time-consuming manual intervention and lack the ability to be easily modified by users. To alleviate these issues, RiboCAT (Ribonucleic acid capillary-electrophoresis analysis tool) was developed as a user-friendly, Microsoft Excel–based tool that reduces the need for manual intervention, thereby significantly shortening the time required for data analysis. Features of this tool include (i) the use of an Excel platform, (ii) a method of intercapillary signal alignment using internal size standards, (iii) a peak-sharpening algorithm to more accurately identify peaks, and (iv) an open architecture allowing for simple user intervention. Furthermore, a complementary tool, RiboDOG (RiboCAT data output generator) was designed to facilitate the comparison of multiple data sets, highlighting potential inconsistencies and inaccuracies that may have occurred during analysis. Using these new tools, the secondary structure of the HIV-1 5′ untranslated region (5′ UTR) was determined using selective 2′-hydroxyl acylation analyzed by primer extension (SHAPE), matching the results of previous work.
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INTRODUCTION
Once thought to be noncatalytic messengers and scaffolds for use in translation, RNA has been shown to play active roles in such diverse processes as mRNA splicing (Kruger et al. 1982; McNeil et al. 2016), regulation of transcription (Grundy et al. 1994; Henkin 1994; Serganov and Nudler 2013; Furtig et al. 2015) and translation (Lee et al. 1993; Wightman et al. 1993; Filipowicz et al. 2008), viral assembly (Zeffman et al. 2000; Cantara et al. 2014; Sardo et al. 2015; Stockley et al. 2016), and immunity (Brouns et al. 2008; Zhang et al. 2010; Dhahbi 2015; Cavalieri et al. 2016). Many of these functions result from the ability of RNA to fold into complex secondary and tertiary structures. The folding of RNA is hierarchical in that secondary structure features form first, followed by specific tertiary folds (Brion and Westhof 1997; Schroeder et al. 2004; Woodson 2010). Proximal complementary residues tend to form Watson-Crick (WC) base pairs resulting in stable A-form helices. These helices can then orient into complex tertiary structures stabilized either by WC interactions between complementary single-stranded bases or noncanonical interactions. Additionally, non-A-form motifs can also be formed in loops and bulges that are stabilized by base-stacking or noncanonical internucleotide pairings. Therefore, important clues with regard to the structure and function of a particular RNA construct are revealed by determining the secondary structure. Moreover, secondary structure information is a key first step to solving three-dimensional structure by enabling design of stable constructs for analysis using NMR, crystallography, or other techniques (Cantara et al. 2014).

While computational analysis of phylogenetic data is an important method of identifying secondary structural features of many RNAs, this technique is less useful in regions where sequence conservation is high or if few primary sequences are available. Numerous methods of chemical and enzymatic probing have been developed for high-throughput data collection, which have allowed empirical determination of RNA secondary structure at a much faster rate and to a higher level of confidence (Mitra et al. 2008; Weeks 2010;...
Kenyon et al. 2014; Rice et al. 2014; Ge and Zhang 2015). As an example, the chemical probing method of selective 2′-hydroxyl acylation analyzed by primer extension (SHAPE) is useful for probing the secondary structure and flexibility of complex RNAs and has been used in a high-throughput format (Merino et al. 2005; Wilkinson et al. 2006, 2008; Watts et al. 2009; McGinnis et al. 2012; Rice et al. 2014). Briefly, electrophilic reagents such as 1-methyl-6-nitroisatoic anhydride (1M6), 1-methyl-7-nitroisatoic anhydride (1M7), and N-methylisatoic anhydride (NMIA) preferentially form covalent adducts with the 2′-hydroxyl of flexible residues that are therefore more likely to be unpaired (Merino et al. 2005; McGinnis et al. 2012). When subjected to a primer-extension reaction from a fluorescently labeled primer, reverse transcriptase will halt at modified residues resulting in labeled DNA fragments with lengths corresponding to the site of adduct formation. These fluorescently labeled fragments are then separated by capillary electrophoresis (CE) using a standard DNA sequencing instrument.

Despite the high-throughput capability of RNA probing methods using CE, a bottleneck occurs when it comes to data analysis. Many tools are available to aid in RNA probing CE data analysis such as ShapeFinder (Vasa et al. 2008), CAFA (Mitra et al. 2008), HiTRACE (Yoon et al. 2011; Kim et al. 2013), and FAST (Pang et al. 2011), but the most recent and widely used analysis software is QuSHAPE (Karabiber et al. 2013). Despite the many successes of these tools, there remains room for advancement through functional improvements to key algorithms such as signal alignment, peak identification, sequence alignment, and simplicity of error correction. The particular shortcomings of these programs can impose appreciable time requirements on the user, reducing the throughput of CE-based RNA probing experiments.

RibocAT (Ribonucleic acid capillary-electrophoresis analysis tool), a newly developed tool described herein, was designed for simplicity of use, reduced alignment and peak identification errors due to new automated features, ease of error correction, and thus, reduced overall data analysis time. The Microsoft Excel platform was chosen for its familiarity to most users. The underlying functions of Excel are also not altered, allowing the user to modify the data as necessary and troubleshoot each step in the process. As a proof-of-principle, this new tool was used to analyze SHAPE data collected on the HIV-1 5′-untranslated region (5′UTR). The analyzed data show good agreement with published reactivity data and reproduce the previously determined secondary structure (Wilkinson et al. 2008; Kenyon et al. 2013), but required significantly less user intervention and data analysis time than previous tools.

RESULTS

Although existing algorithms for analyzing CE RNA probing data are time-efficient, a major shortcoming of previous programs is the time commitment required for manual adjustment of incorrectly picked peaks, which scales with the size of the RNA. In RibocAT, the time required for analysis of RNA probing data was significantly reduced by implementing a revised signal alignment protocol and peak identification functions, resulting in less input from the user and faster correction mechanisms than previous analysis tools (Fig. 1A). Specifically, signal alignment in QuSHAPE is based on the use of a similarity matrix, which often misaligns the electropherograms from different capillaries, requiring the user to perform manual adjustments (Fig. 1B, top). The peak identification in QuSHAPE also generally requires user intervention, which increases time for data analysis (Fig. 1C, top).

FIGURE 1. Improvements to CE processing steps reduce data analysis errors. (A) Four primary steps are carried out during analysis of CE data; signal alignment, data preprocessing, sequence alignment, and reactivity calculations. The two main areas of improvement, signal alignment and peak picking, are highlighted in green dashed boxes. (B) Errors associated with signal alignment in QuSHAPE are eliminated using an improved alignment strategy that utilizes internal size standards. Blue and red lines indicate the minus and plus traces, respectively, (same in C). (C) The frequency of misidentified peaks in QuSHAPE is significantly reduced in RibocAT via introduction of a peak sharpening algorithm. Dots indicate picked peaks. Orange and blue arrows denote missed or incorrectly picked peaks, respectively.
The new functions effectively eliminate errors associated with sequence alignment (Fig. 1B, bottom) and minimize the number of user-adjustments required after peak identification (Fig. 1C, bottom).

**Single-fluorophore SHAPE method**

SHAPE experiments were carried out using a single-fluorophore/three-capillary method with an internal LIZ600 size standard (Mitra et al. 2008; Pang et al. 2011). Although other setups are possible (e.g., multiple fluorophores using a single capillary for the minus, plus, and sequencing reactions), advantages of the single-fluorophore method include (i) reduced costs related to only requiring one fluorophore-labeled primer and only a single sequencing data set per RNA region, (ii) less spectral overlap between different fluorophores, (iii) no requirement for fluorophore-specific x-axis mobility shift corrections, and (iv) y-axis scaling is not influenced by spectral differences in the fluorophores. Additionally, this method significantly simplifies analysis and allows for less ambiguity in such error-prone steps as intercapillary signal alignment and sequence-peak matching during sequence alignment.

**Size-standard signal alignment**

The first step to analyzing CE data is to align the signals from the sequencing reactions with the minus (no probing reagent control) and plus (probing experiment) CE runs. To accomplish this, size standards are run in each capillary along with the experimental samples (see Materials and Methods for detailed protocol). These size standards are used to relate the migration time axis ($X_o$) to a nucleotide (nt)-based axis ($X_{nt}$). Size-standard peaks are picked using a moving-window linear approximation. In this calculation, two user-input peaks calculate an initial slope relating $X_o$ to $X_{nt}$ and identify the peaks corresponding to the two highest molecular weight size standards. The remaining peaks are picked using the approximately linear relationship between nucleotide length and migration time of any three size standard peaks according to Equation 1:

$$X_{o,i} \approx n^{i+2}_o (X_{nt,i} - X_{nt,i+1}) + X_{o,i+1},$$

where the $x$-axis location of size standard peak $i$ ($X_{o,i}$) is approximated using the slope between the next two larger fragment peaks ($n^{i+2}_o$) multiplied by the difference between the nucleotide lengths of peak $i$ ($X_{nt,i}$) and peak $i + 1$ ($X_{nt,i+1}$). This product is then added to the $x$-axis location of peak $i + 1$ ($X_{o,i+1}$). The amplitudes of size-standard peaks vary significantly making it difficult to set the minimum and maximum constraints defining what constitutes a peak. However, peaks in a similar region are generally close to the same amplitude. To account for this, a moving threshold is used where the minimum (Equation 2) and maximum (Equation 3) constraints are set based on the average amplitude of the next two larger molecular weight peaks ($A_{i+1}, A_{i+2}$):

$$\min = \langle A_{i+1}, A_{i+2} \rangle / 5 \quad (2)$$

$$\max = 2.5 (A_{i+1}, A_{i+2}). \quad (3)$$

Exploiting amplitude and migration time patterns allows for tight constraints to be applied to size-standard peak picking, thus minimizing error. Peaks are identified as local maxima found within each calculated window. This size-standard peak-picking algorithm picked peaks within 0.046 ± 1.07 data points of those picked by Peak Scanner (Applied Biosystems) for the six different experimental data sets described herein.

The resulting size standard peaks were used to align the traces from the three different capillaries by calculating a polynomial that approximates the relationship between the capillary-specific $X_o$ and the capillary-independent $X_{nt}$. Increasing the order of the polynomial fit equation resulted in reduced average alignment error as measured by the root-mean-square deviation (RMSD) in the aligned size-standard peaks in six independent CE experiments. A plateau was reached at a polynomial order value of 9 (Fig. 2A), which was used for all subsequent analyses resulting in well-aligned size-standard (Fig. 2B) and experimental spectra (Fig. 2C) between capillaries. Thus, the capillary-independent $x$-axis value (Equation 4) is calculated by fitting a ninth order polynomial with coefficients B and $M_i$:

$$X_o \approx B + \sum_{j=1}^{9} M_j X_{nt}^j. \quad (4)$$

**Reaction peak picking**

After aligned electropherograms were preprocessed as described in the Materials and Methods (Fig. 1A), peaks were identified in the three reaction traces (sequencing, minus, and plus). Peaks in the reaction capillaries correspond to different lengths of primer extension products, each separated by a single nucleotide. Ideally, each peak can be identified by the $x$-axis position of local amplitude maxima, separated by a single nucleotide. However, identification of local maxima can be complicated by poorly separated peaks or shoulders in the data. To improve the fidelity of peak picking, a peak-sharpening (i.e., signal-enhancement) algorithm was applied (Fig. 3). The sharpened amplitude ($Y_{\text{Sharp}}$) is calculated as the difference between the amplitude of preprocessed data ($Y_{\text{Preproc}}$) and the second derivative of the preprocessed data ($Y_{\text{Preproc}}''$), as described in the following equation:

$$Y_{\text{Sharp}} = Y_{\text{Preproc}} - Y_{\text{Preproc}}'' \quad (5)$$

Peaks are then identified as the local maxima within a moving window of $\sim 1.1$ nt on the $x$-axis of the peak-sharpened data. Importantly, the peak-sharpened data are used
only to identify the x-axis position of each peak. All further analysis is based on the unsharpened, preprocessed data.

Despite the improved robustness of the peak-picking algorithm, a small number of errors are common for each data set. RiboCAT has been designed to allow the user to easily add or remove peaks based on manual inspection of the data without altering other, already identified peaks. Furthermore, although peak separation will vary throughout the length of the capillary, analysis of many data sets revealed that peaks are rarely separated by less than 0.6 or more than 1.5 x-axis units. Therefore, a checking system was implemented to alert the user of locations where the identified peaks are not within 0.6–1.5 units of separation. Additionally, peaks are occasionally identified in the minus trace that are not identified in the plus. A check was also incorporated to notify the user of peaks in one trace that have no match in the other. A convenient peak-editing user form has been implemented that displays the peaks identified by this check, automatically takes the user to the regions of the electropherograms that are in question, and contains fields for the user to add and remove peaks. Users then have the choice of whether to make a manual correction.

Sequence alignment

Aligning the RNA sequence to the calculated reactivity of each peak is not always an unambiguous process due to subtle differences between the migration times in the reaction and sequencing capillaries, especially for shorter fragments (<50 nt). However, migration-time differences between the reaction and sequencing peaks approach zero as more peaks corresponding to longer fragments (>50 nt) are included. This is algorithmically accounted for by incrementally shifting the nucleotide numbers assigned to the reaction peaks, and selecting the alignment that minimizes the RMSD between the sequencing values ($X_{nt,seq}$) and their corresponding reaction values ($X_{nt,rxn}$) (Fig. 4A). The incorporation of every sequencing peak into the alignment algorithm results in the most consistent alignment of sequence to reactivity values.

Finally, reverse transcriptase termination in probing and sequencing reactions does not necessarily result in fragments of the same length for the same nucleotide. This stems from the fact that sequencing termination always occurs with the addition of a 2’,3’-dideoxyribonucleotide, while many RNA probing methods, such as SHAPE, result in termination at the nucleotide prior to the reactive nucleotide (Fig. 4B). This is corrected by offsetting the sequence alignment by this difference in length, and this offset may be

**FIGURE 2.** Signal alignment using an internal size standard. (A) Optimization of the polynomial order used for signal alignment. The inset shows a zoomed region encompassing orders 5–10 with RMSD values reaching a plateau at an average of $X_0 = 1.2$ at order 9. (B) The unaligned (top) and aligned (bottom) size standards for three separate CE experiments of sequencing (black), no reagent control (blue), and SHAPE reaction (red). (C) Aligned SHAPE reaction traces for no reagent control (blue) and SHAPE reagent (red) show highly accurate signal alignment based on the internal size standard.

**FIGURE 3.** Improved peak picking using a peak-sharpening protocol. (A) The peak-sharpening algorithm computes an enhanced data trace (dashed gray line) that has significantly exaggerated the peaks and troughs compared to the raw data trace (solid black line). (B) The enhanced data allow for more robust peak assignment. In the example shown, five out of 10 peaks can be assigned using the raw data (blue triangles), whereas all 10 peaks are properly assigned when using the peak-sharpened, enhanced data (red circles).
different for various RNA probing methods (Fig. 4B). Users can input an offset factor specific to the experimental method being used.

RibODOG: combined analysis of multiple data sets

After analysis of an RNA probing experiment, it is important to ensure that the migration time ($X_{nt}$) of each nucleotide is consistent throughout each replicate prior to comparing the reactivity. As a result of the size-standard signal alignment, the $X_{nt}$ of each nucleotide should be highly repeatable. Therefore, comparing $X_{nt}$ values between replicates allows for the identification and correction of erroneously picked or missing peaks. The primary function of RibODOG (RiboCAT data output generator) is to align the data from multiple replicates to facilitate this type of analysis. However, this program also contains a form that allows the user to view and compare traces from these data sets, and add and remove peaks in regions of disagreement between replicates. Additionally, the program will recalculate the Gaussian fitting, scaling, normalization, and sequence alignment algorithms for any alterations made to the peak list. Finally, RibODOG will generate "shape" files based on the summarized data from multiple primers and replicates that are compatible with secondary structure prediction programs such as RNAstructure.

Prediction of the HIV-1 5'UTR secondary structure

As a validation of CE data analysis using RiboCAT, the HIV-1 5'UTR secondary structure was determined using SHAPE and results were compared to published data (Wilkinson et al. 2008). A 352-nt construct including the untranslated region in addition to 21-nt of the Gag coding region was probed using both NMIA and 1M6, followed by primer extension and analysis by CE. This RNA construct contains an A34U mutation in the TAR loop and a GAGA tetraloop replacing the dimerization initiation site ($\Delta$DIS) to inhibit dimerization (Skripkin et al. 1994; Helga-Maria et al. 1999; Andersen et al. 2004). The $\Delta$DIS mutation also negates a potential alternative conformation involving a tertiary interaction between the DIS and U5 sequences (Lu et al. 2011), resulting in a conformationally homogenous sample (data not shown). The data showed a high degree of inter–data set reproducibility with pairwise Pearson’s $R$-values of 0.79 and 0.91 for NMIA and 1M6 data sets, respectively. Reactivity data from three independent experiments using NMIA were averaged and entered into RNA Structure (Reuter and Mathews 2010; Mathews 2014) as pseudoenergy restraints for secondary structure calculation. The lowest energy structure was an exact match to the one previously calculated (Fig. 5A; Wilkinson et al. 2008). Additionally, plotting the average reactivity values from three independent experiments using 1M6 revealed a very good match to the NMIA-derived structure (Fig. 5B). The next two predicted lowest-energy structures for both NMIA and 1M6 only showed structural variations in the poly(A) hairpin and at the base of the TAR stem (Supplemental Fig. S1). Moreover, 74% of the residues deemed to be medium-high reactivity by NMIA were found to be in the same range for the 1M6 experiments; differences in the reactivities for these two reagents may be indicative of different rates of nucleotide flexibility (Rice et al. 2014).

Comparison of RiboCAT and QuSHAPE

To further demonstrate the utility of this method, data were collected and analyzed in parallel with both QuSHAPE and
RiboCAT. In order to accommodate QuSHAPE analysis, an additional sequencing reaction was performed using a primer labeled with the standard 5′-VIC fluorophore and analyzed in the same capillaries as the NMIA reactions as previously described (Wilkinson et al. 2006, 2008; Watts et al. 2009; Karabiber et al. 2013). Comparison of the SHAPE reactivity values for each nucleotide reveals a high correlation between RiboCAT and QuSHAPE (Fig. 5C). Averaged results from both programs showed very close agreement with a Pearson’s $R$-value of 0.96, a slope of 1.06, and intercept of 0.06 (Fig. 5D). Moreover, 84% of the nucleotides with reactivities >0.5 identified by RiboCAT were also identified by QuSHAPE. Processing of the data using RiboCAT was very efficient, taking approximately one-fourth to one-fifth the amount of analysis time in comparison to QuSHAPE, due mostly to the requirement for significant manual adjustments during the sequence alignment stage in the latter. To demonstrate the improvement to this step, the data analyzed in QuSHAPE required the manual addition of four and deletion of 67 peaks, compared to only an addition of three and deletion of two peaks in RiboCAT. Misalignment of the electropherograms also needed to be manually corrected in QuSHAPE, but this was not as time consuming as correcting the peak misidentification.

**DISCUSSION**

Chemical and enzymatic RNA probing methods are useful tools for understanding RNA structure. Although many of these biochemical techniques are high-throughput in nature, data analysis remains a time-consuming and sometimes ambiguous process. Microsoft Excel was selected for RiboCAT as it allows the data to be completely visible and adjustable at each processing step while also providing a familiar platform for most scientific users. Additionally, the numerical format is very conducive to accurate adjustment of high-error steps such as peak picking. Improvements to signal alignment, peak picking, and sequence alignment processes reduce the need for these types of manual corrections, further speeding up analysis.

Using both NMIA and 1M6, the previous SHAPE-derived secondary structure of the HIV-1 5′UTR (Wilkinson et al. 2008; Kenyon et al. 2013) was replicated using this analysis method. The only variation is the lack of two A–U base pairs toward the top of the poly(A) stem in the prediction based on the 1M6 data. However, as 1M6 is known to react with a more rapidly flexible nucleotide than NMIA (Rice et al. 2014), the detection of this reactivity with 1M6 and not NMIA could result from these two base pairs undergoing a rapid transition.
between a paired and unpaired state. Direct comparison between the SHAPE reactivities calculated in RiboCAT with those from QuSHAPE reveal a strong correlation ($R = 0.96$).

An interesting conclusion from the initial SHAPE study of the HIV-1 5′UTR was the prediction of a long-range pseudoknot interaction between the 3′ side of the poly(A) loop (nt 79−85) and a loop downstream from the Gag translation start site (nt 443−449) (Wilkinson et al. 2008). The major splice donor (SD) site is located in stem−loop 2 (SL2), causing this interaction to be absent in spliced RNAs. Even though the RNA used in the present study does not contain nt 443−449 of the pseudoknot, the 3′ side of poly(A) lacks NMIA reactivity entirely, and only two loop residues, G84 and C86, had 1M6 reactivities of ~0.3, suggesting a different interaction in this context (Fig. 5A,B). This reactivity pattern in the poly(A) loop, along with the presence of multiple medium- and highly reactive residues in the stem imply instability in this hairpin, which is reflected in the second and third lowest-energy SHAPE-derived secondary structures (Supplemental Fig. S1).

In conclusion, RiboCAT has been demonstrated to reproduce final reactivity data calculated with the commonly used QuSHAPE program with high efficiency, reducing the time requirements of the user and allowing a friendlier interface that allows manual correction of calculated values for users who lack in-depth knowledge of computer programming. In addition to improvements in signal alignment, peak picking and sequence alignment, RiboCAT uses the common Microsoft Excel platform and does not require installation of additional software. Furthermore, the accessory program, RiboDOG, has been designed to facilitate the combined analysis of multiple SHAPE experiments and assess the consistency between trials. Analysis of primer extension products from the many different chemical and enzymatic probing strategies is fundamentally the same in that the reactivity at a specific residue is a function of the number of DNA fragments of the corresponding size. Therefore, RiboCAT should be broadly applicable to analysis of data from many different RNA probing methods, provided CE is used for detection of primer extension products.

MATERIALS AND METHODS

RNA preparation

The UTR:ΔDIS:A34U construct used in this work is derived from the first 356 nt of the HIV-1 NL4-3 isolate cloned into a pUC19 parent plasmid. Both the ΔDIS (replacement of the SL1 palindromic loop with a GAG tetraloop) and A34U mutations prevent genomic dimerization and facilitate homogeneous RNA preparation (Skrkipkin et al. 1994; Helga-Maria et al. 1999; Andersen et al. 2004). The final construct size, with mutations is 352 nt. The transcription template was generated by digestion of pUC19-UTR:ΔDIS:A34U plasmid with FokI (New England Biolabs). RNAs were prepared via in vitro transcription with T7 RNA polymerase (Milligan et al. 1987) and purified using 8 M urea (denaturing) polyacrylamide gel electrophoresis (PAGE). Desired bands were excised, crushed, and soaked in RNA elution buffer (0.5 mM NH$_4$OAc, 1 mM EDTA) overnight at 37°C. Eluted RNA was butanol extracted, ethanol precipitated, and resuspended in diethylpyrocarbonate (DEPC)-treated water. Purified RNA was folded in 50 mM HEPEs (pH 7.4) buffer by heating at 80°C for 2 min, cooling to 60°C for 2 min, adding 1 M MgCl$_2$ to a final concentration of 1 mM, incubating at 37°C for 30 min, and cooling on ice for 30 min. Different durations of the 37°C incubation step were tested for optimal sample homogeneity (data not shown).

SHAPE probing experiments

For SHAPE experiments, two different reagents were used: NMIA (Sigma-Aldrich) and 1M6 (Sigma-Aldrich). NMIA has a relatively slow reaction rate making it useful for analyzing regions of RNA with slow dynamics (Rice et al. 2014). In contrast, 1M6 reacts and deactivates in water more rapidly, allowing the study of nucleotides with faster dynamics (Rice et al. 2014). Prior to experimental data collection, probing reaction times at 37°C were optimized to ensure single-hit kinetics. Reaction times of 3, 5, and 10 min for 1M6 and 22, 30, and 45 min for NMIA were tested. The optimum time was selected based on the lowest 3′ end reactivity bias (3 min for 1M6 and 45 min for NMIA) (data not shown).

SHAPE experiments were performed as previously described (Wilkinson et al. 2006, 2008; Watts et al. 2009; Karabiber et al. 2013) with minor variations. All primer extension products were generated using a primer containing a 5′-NED fluorophore (ThermoFisher Scientific). A (−) reaction that lacked the SHAPE reagent served as a negative control to account for spontaneous primer-extension termination and other background effects. Each reaction contained ~8 pmol of RNA, and reactions were initiated with either 1 μL of 80 mM SHAPE reagent (in DMSO) or 1 μL of DMSO for the (+)-reaction and (−)-reaction, respectively (final reaction volume of 10 μL). Reactions were incubated at 37°C for the optimized time duration and quenched by ethanol precipitation. RNA pellets were resuspended in DEPC-treated water, and annealed NED-labeled primers were extended using Superscript III reverse transcriptase following the manufacturer’s protocol (Invitrogen).

Sanger-style sequencing reactions were performed on the transcription template plasmid (pUC19-UTR:ΔDIS:A34U) using the Thermo Sequenase Cycle Sequencing Kit (Affymetrix) and the same NED-labeled primer used above for primer extension. The amount of SHAPE and sequencing reactions analyzed via CE was optimized by precipitating different volumes of each type of sample, and selecting the amount that exhibited the least detector saturation while maintaining a high signal-to-noise ratio. In each individual capillary, GeneScan 600 LIZ Size Standard (Applied Biosystems) was included for intercapillary alignment. Samples were analyzed using an Applied Biosystems 3730 DNA Analyzer (Plant-Microbe Genomics Facility, The Ohio State University).

Preprocessing

Prior to peak-picking, the raw electropherograms were preprocessed with smoothing, baseline correction, and signal decay correction algorithms essentially as described previously (Fang et al. 2011;
Karabiber et al. (2013). Briefly, in order to eliminate high frequency noise in the data, which may complicate peak identification, a moving triangular average smoothing was performed. All data described herein were smoothed using a window size of one, indicating that the smoothed value of a particular data point was calculated by accounting for the intensities of one data point before (\(A_{i-1}\)) and one data point after (\(A_{i+1}\)), as shown in Equation 6. Trials of different window sizes were tested with results indicating that window sizes of >2 cause significant loss of information and should not be used in most cases. The calculation for a window size of two is shown in Equation 7 where \(S_A_i\) refers to the smoothed intensity at point \(i\).

Smoothing Equation Window Size 1:
\[
S_A_i = (A_{i-1}, 2 * A_i, A_{i+1}).
\]  
(6)

Smoothing Equation Window Size 2:
\[
S_A_i = (A_{i-2}, 2 * A_{i-1}, 4 * A_i, 2 * A_{i+1}, A_{i+2}).
\]  
(7)

Following data smoothing, low frequency errors and baseline offset originating from load error were eliminated by performing a baseline correction. Here, the minimum value within a user-defined window is subtracted from each data point, as described in the following window:

Baseline Correction Equation Window Size 25:
\[
B_A_i = A_i - \{\text{MIN}(A_{i-25}, \ldots, A_{i+25})\},
\]  
(8)

where \(B_A_i\) is the baseline corrected intensity for point \(i\). A standard window size of 25, based on a previously published default (Karabiber et al. 2013), was used for all data analysis.

The final step of preprocessing corrects for the imperfect processivity of primer extension reactions, which leads to decay in signal across a CE electropherogram. For this step, a previously described heuristic approach was implemented based on the premise that the average probability of primer extension termination over the first half of the RNA molecule should be equal to that of the second half (Pang et al. 2011; Karabiber et al. 2013). Equations 9 and 10 describe the calculations for determining the probability of termination at each point in the data:

Termination Equation:
\[
P_{\text{term}}(i) = \frac{I(i)}{P_{\text{unk}} + \sum_{j=1}^{k} I(j)}
\]  
(9)

Unknown Equation:
\[
\sum_{i=1}^{k/2} P_{\text{term}}(i) - \sum_{i=1+k/2}^{k} P_{\text{term}}(j) \approx 0.
\]  
(10)

Here, the probability of termination (\(P_{\text{term}}\)) at a given nucleotide is equal to the intensity of that nucleotide divided by the sum of intensities for every nucleotide in the RNA. This calculation must include the probabilities for the data within the user-specified range up to nt \(k \cdot \sum_{j=1}^{k} I(j)\), as well as the unknown probabilities for the data beyond nt \(k \cdot P_{\text{unk}}\). The algorithm determines the value for \(P_{\text{unk}}\) that minimizes the difference between the sum of probabilities in the first (\(\sum_{i=1}^{k/2} P_{\text{term}}(i)\)) and second halves (\(\sum_{i=1+k/2}^{k} P_{\text{term}}(j)\)) of the electropherogram.

Reactivity calculation

The final step in CE RNA probing data analysis is reactivity calculation, which includes three processes: peak area approximation, scaling, and normalization. Peak areas are approximated by algorithmically fitting Gaussian functions resulting in an integrable curve representing each peak:

\[
\text{Gaussian Equation: } y = Ae^{-\left(\frac{x-\mu}{\sigma}\right)^2}/\sigma^2.
\]  
(11)

The parameters \(A, \mu,\) and \(\sigma\) of the Gaussian function are unique to each peak of a CE trace and represent the amplitude, \(x\)-axis position, and width of the peak at half-height, respectively. Values for these parameters are calculated using a moving window that includes the peak of interest, as well as one peak to either side. The \(A, \mu,\) and \(\sigma\) parameters are varied for the peak of interest, and the \(y\)-values of the three peaks are summed at every data point within the window and compared to the corresponding preprocessed data. The optimum value for a parameter is selected as the value that gives the lowest error between Gaussian approximations and the preprocessed data within the window. Peak areas are then calculated by integrating the Gaussian functions.

The amount of primer extension product loaded into plus and minus capillaries is not exactly equal. To correct for this, the trace from one capillary must be scaled to the other. Scaling is done under the assumption that low-area peaks in the plus reaction represent nucleotides with approximately zero reactivity. Therefore, the areas of these peaks should be made equal to the corresponding peaks in the minus reaction. This is done using a scaling factor \(\alpha\) that is calculated by dividing the average of the lowest 20% (\(A_{(20\%-)}\)) of plus peaks by the average of the lowest 20% of minus peaks (\(A_{(20\%+,)}\)):

\[
\text{Scaling Equation: } \alpha = \frac{(A_{(20\%+),})}{(A_{(20\%-,)}),}.
\]  
(12)

All minus-peak areas can then be scaled to the plus by multiplying by \(\alpha\). Raw areas cannot be compared between replicates or RNAs and must be normalized. The normalized reactivity values are determined by first subtracting the minus-peak areas from the plus, and then dividing the resulting background-subtracted values (\(A_{\text{bs}}>\)) by the average of the top 10% of these values (\(<\text{Top 10\% } A_{\text{bs}}\)):

\[
\text{Normalization Equation: } \text{R}_{\text{nt}} = \frac{A_{\text{bs}}(\text{nt})}{\text{Top 10\% } A_{\text{bs}}},
\]  
(13)

Outliers are excluded from the top 10% calculation if they are greater than 1.5 times the interquartile range. This normalizes the data by setting the value of the average high-reactivity nucleotide to one. All reactivity calculation processes are performed automatically by the RiboCAT tool and are performed using the same criteria as QuSHAPE (Karabiber et al. 2013).

Data output and secondary structure determination

Following analysis by RiboCAT, it is important to have a standard method of comparing the results of multiple data sets to allow for inconsistencies to be corrected or for reproducibility to be measured. A support tool, RiboDOG (RiboCAT data output generator) was designed to automate this task, as well as to allow for export of reactivity files that are properly formatted for use in RNAStructure software for secondary structure determination. Using this tool, all data from the HIV-1 5’ UTR experiments were compared for consistency between each trial in terms of reactivities and \(X_{\text{nt}}\) values of identified peaks. Additionally, the final reactivity values were exported for secondary structure determination using the freely available RNAStructure software (Reuter and Mathews 2010; Mathews 2014). Both NMI- and 1M6-derived reactivity values were used.
separately for secondary structure determination. Secondary structure depictions were prepared using XRNA (http://rna.ucsc.edu/ rnacentral/xrna/xrna_faq.html).

RibOcat and RiboDOG along with user guides are freely available at https://research.cbc.osu.edu/musier-forsyth.1/tools/ under the Lesser GNU General Public License, version 3. Test data along with a video tutorial, user manual, and step-by-step guide are also available.

SUPPLEMENTAL MATERIAL

Supplemental material is available for this article.
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