BKT-like transition in the Potts model on an inhomogeneous annealed network
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We solve the ferromagnetic q-state Potts model on an inhomogeneous annealed network which mimics a random recursive graph. We find that this system has the inverted Berezinskii–Kosterlitz–Thouless (BKT) phase transition for any q ≥ 1, including the values q ≥ 3, where the Potts model normally shows a first order phase transition. We obtain the temperature dependences of the order parameter, specific heat, and susceptibility demonstrating features typical for the BKT transition. We show that in the entire normal phase, both the distribution of a linear response to an applied local field and the distribution of spin-spin correlations have a critical, i.e. power-law, form.
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I. INTRODUCTION

Among numerous unusual phenomena which were observed in complex networks, one effect is astonishing. In a wide range of growing networks, a phase transition of the birth of the giant connected component demonstrates the Berezinskii–Kosterlitz–Thouless (BKT) singularity [6, 7, 8, 9, 10, 11, 12, 13, 14], i.e., the size S of the giant connected component has the critical singularity S ∝ exp(−const/δ). Here the appropriate parameter δ characterizes the deviation from the critical point. Recall that in cooperative models on lattices, an (infinite order) BKT transition is possible in very specific situations (e.g., in the two-dimensional XY model) where critical fluctuations are quite strong, on the lower critical dimension. In contrast, networks are extremely compact, infinite-dimensional objects (small worlds) and so can be described by, in essence, mean field theories. Consequently the reason for the BKT singularity in growing network systems strongly differs from that for the BKT transition in solid state systems. It was argued that it is the inhomogeneous architecture of some growing networks that results in the BKT singularities. Note that in equilibrium networks with any degree distributions, where all vertices are statistically equivalent, this transition is impossible [17, 18, 19, 20, 21, 22, 23, 24, 25, 26].

Interestingly, a similar critical behaviour was earlier (already in 1990!) found, proved, and analysed in the ferromagnetic Ising model for a chain of spins with a specific large-scale inhomogeneity of long-range interactions [27, 28]. (In Ref. [28], the BKT singularity was also revealed in another cooperative model on the same substrate, where, instead of the Ising spins, there were continuous scalar fields.) In a network context, actually the same system was studied in Ref. [29], where a random recursive graph (i.e., with quenched disorder) was approximately substituted by a graph with annealed disorder—an annealed network. (By definition, in the random recursive graph, at each time step, a new vertex is attached to a randomly chosen existing vertex.) The resulting model may be analysed exactly, and it is equivalent to the Ising model on a deterministic fully connected graph with inhomogeneous Ising interactions between spins (see Fig. 1). The BKT singularity in the Ising model on another, hierarchically organized, deterministic network were found in Ref. [30].

One should stress that on inhomogeneous networks, the BKT transition was found in the cooperative models (the Ising model, percolation) which have a second order phase transition in high-dimensional lattices and the classical random graphs. In contrast, in the present paper we solve the q-state ferromagnetic Potts model, which has a first order phase transition on the classical random graphs if q ≥ 3 [31]. That is, there is a jump of the order parameter and hysteresis if the substrate of the model is an infinite-dimensional lattice. We show that even in this, quite different situation, a BKT-like infinite-order phase transition is realised on the annealed variation of the random recursive graph, and the jump and hysteresis are absent. We calculate a set of observables and find typical BKT singularities. Furthermore, we obtain distribution of the linear response to local field—the distribution of “correlation volume”—and find that it has a power law form in the entire normal phase. Recall that in cooperative models on equilibrium networks, e.g., on uncorrelated networks, this correlation characteristic is a power law only at a critical point. We also obtain the distribution of pair spin-spin correlations, which was recently introduced in Ref. [32], and again find a power law in the entire normal phase. Thus we generalize results obtained for the Ising model on this network to the case of the Potts model with an arbitrary number of states. The revealed critical behavior dramatically differs from that of the Potts model on the configuration model [24]. Technically, our derivation directly follows Ref. [29].

This paper is organized as follows. In Sec. II, we introduce the model, in Sec. III we present our main results, and in the following sections derive and discuss them in
II. THE MODEL

The Hamiltonian of the ferromagnetic q-state Potts model is

$$\mathcal{H} = -\sum_{\langle ij \rangle} \delta(s_i, s_j) - \sum_{i=0}^{t} H_i \delta(s_i, 1), \quad (1)$$

where the coupling is set equal to 1, $\langle ij \rangle$ indicates summing over the coupled spins, and $s_i = 1, 2, ..., q$. $\delta(s_i, s_j)$ is the Kronecker delta symbol, and $H_i$ is the external field. At $q = 1$, this model is equivalent to the site percolation problem [33], and at $q = 2$, it is the Ising model. For these two values of $q$, at the standard mean-field regime, the Potts model have a second order phase transition. For $q \geq 3$, the standard mean-field theory gives the first order phase transition.

We place the Potts model on the following asymmetric annealed network. Vertices are labelled $i = 0, 1, 2, ..., t$, as in a growing network. Each vertex, say vertex $i$, have a single link of unit strength to previous vertices $j = 0, 1, 2, ..., i - 1$. The second end of this connection frequently hops at random among $j = 0, 1, 2, ..., i - 1$, which just means specific asymmetric annealing. The resulting network is equivalent to the fully connected graph with a large-scale inhomogeneity of the coupling (see Fig. 1). The mean-field theory for this network is exact, and it also mimics the more difficult case of the random recursive graph—the case of a quenched disorder [34].

In other words, in this model, the spin which was born at time $i$, has equal coupling $1/i$ to each of the older spins. That is, the Hamiltonian of our system is

$$\mathcal{H} = -\sum_{0 \leq i < j \leq t} \frac{\delta(s_i, s_j)}{j} - \sum_{i=0}^{t} H_i \delta(s_i, 1). \quad (2)$$

III. MAIN RESULTS

Here we briefly list our results obtained for the infinite annealed network $t \to \infty$. We demonstrate that for the
all \( q \geq 1 \), our system has an infinite order phase transition at the critical temperature

\[
T_c = \frac{4}{q}. \tag{3}
\]

In the following we use \( \beta \equiv 1/T \) for the sake of convenience. The resulting mean spontaneous “magnetization” \( \langle M = q(\delta(s, 1) - 1/4) / (q - 1) \rangle \), where \( \langle \cdot \rangle_T \) means the thermodynamic averaging is of the typical BKT form

\[
M(\beta) \approx \frac{4c}{q} e^{-\pi/\sqrt{4\beta q - 1}}, \tag{4}
\]

near the critical temperature [see Fig. 2(a)]. Here \( c = 1.554 \ldots \). Note the difference by factor 2 of the value \( T_c(q=2) \) from the corresponding result for the Ising model. This usual difference (see, e.g., Refs. \([24, 25]\)) disappears after the proper rescaling of the coupling constant in the Hamiltonian \( [1] \) to arrive at the Ising Hamiltonian with the coupling constant \( 1/j \).

The specific heat \( C_{H=0}(T) \equiv C(T) \) per spin is zero in the normal phase, and, below the critical temperature is

\[
C(\beta) \approx \frac{(\pi ce)^2}{128} \frac{q(q - 1)}{\beta - q/4} \exp \left( -\frac{\pi}{\sqrt{\beta - 1}} \right), \tag{5}
\]

where \( (\pi ce)^2/128 = 1.37 \ldots \) [see Fig. 2(b)].

We also find the susceptibility of the system in zero field:

\[
\chi(\beta > q/4) = q/\beta - 1 \quad \text{if} \quad \beta - q/4 \ll q/4,
\]

\[
\chi(\beta < q/4) = \left( 1 - \sqrt{1 - 4\beta/q} \right) / \left( 1 + \sqrt{1 - 4\beta/q} \right). \tag{6}
\]

There is a finite jump of the susceptibility at the phase transition point: \( \chi[\beta=(q/4)] = 1 \) and \( \chi[\beta=(q/4)+] = 3 \) [see Fig. 2(c)].

The distribution of the linear response \( \chi_i \) to a local applied field (i.e., the correlation volume distribution), \( P(\mu) \equiv \left\{ \sum_{i=0}^t \delta(\mu - \chi_i) \right\}/t \), is a power law in the entire normal phase:

\[
P(\mu) \propto \mu^{-(1+2/(1-\sqrt{1-4\beta/q})}. \tag{7}
\]

Below the critical temperature, this characteristic of correlations rapidly decreases. Thus there is a contact of the “critical” phase with the power law decreasing distribution and the phase with a fast decrease of \( P(\mu) \). At the phase transition point, \( P(\mu, \beta = q/4) \propto \mu^{-3} \).

Furthermore, we calculate another distribution function \( P(\nu) = (2/t^2) \left\langle \sum_{i,j} \delta(\nu - \chi_{ij}) \right\rangle \), that is the distribution of correlations \( \sim \chi_{ij} \) in the neighboring spin pairs \([35] \) \( \chi_i = \sum_j \chi_{ij} \), and above the phase transition, we find a power law with the same exponent:

\[
P(\nu) \propto \nu^{-(1+2/(1-\sqrt{1-4\beta/q})]. \tag{8}
\]

IV. MEAN-FIELD EQUATIONS

It is convenient to rewrite the Hamiltonian \([2] \) as

\[
\mathcal{H} = - \sum_{0 \leq i < j \leq t} \frac{1}{4} \sum_{p=1}^q \delta(s_i, p) \delta(s_j, p) - \sum_{i=0}^t H_i \delta(s_i, 1). \tag{9}
\]

Let us assume small fluctuations of \( \delta(s_i, p) \) from their mean-field values \( h_{ip} \). In the next section we shall show that this usual (mean-field theory) assumption leads to exact results. So, one can substitute

\[
\delta(s_i, p) \delta(s_j, p) \rightarrow -h_{ip} h_{jp} + h_{ip} \delta(s_j, p) + h_{jp} \delta(s_i, p)
\]

into the Hamiltonian \([9] \), where \( h_{ip} = \langle \delta(s_i, p) \rangle \). This results in a linear effective mean-field Hamiltonian. The partition function of this Hamiltonian is:

\[
Z = \exp \left( -\beta \sum_{p=1}^q \sum_{0 \leq i < j \leq t} \frac{h_{ip} h_{jp}}{j} \right) \times \prod_{i=0}^t \sum_{p=1}^q \exp \left[ \beta \left( \frac{1}{x_i} \int_0^x dy h_p(y) + \frac{1}{x_j} \int_0^y h_p(y) \right) + \beta H(x) \delta(p, 1) \right]. \tag{11}
\]

For large \( t \), one may pass to the continuum limit: \( h_{ip} \equiv h_p(x = i/t) \). Then the partition function is

\[
Z = \exp \left( -\beta \sum_{p=1}^q \int_0^1 dx \int_0^1 dy \frac{h_p(x) h_p(y)}{y} \right) \times \prod_{i=0}^t \sum_{p=1}^q \exp \left[ \beta \left( \frac{1}{x_i} \int_0^x dy h_p(y) + \frac{1}{x_j} \int_0^y h_p(y) \right) + \beta H(x) \delta(p, 1) \right], \tag{12}
\]

and therefore the free energy \( F = -\beta^{-1} \ln Z \) is

\[
F = \frac{1}{\beta} \int \ln \left\{ \sum_{p=1}^q \exp \left[ \beta \left( \frac{1}{x} \int_0^x dy h_p(y) + \frac{1}{x} \int_0^y h_p(y) \right) + \beta H(x) \delta(p, 1) \right] \right\}, \tag{13}
\]
which leads to the self-consistent equations for the mean
values $h_{p} = \sum_{s_{i}=1,2,...q} \delta(s_{i},p)e^{\beta H_{i}(s_{i})}/Z_{i}$ :

$$h_{1}(x) = \frac{1}{A(x)} \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy h_{1}(y) + \int_{x}^{1} dy \frac{h_{1}(y)}{y} \right) + \beta H(x) \right],$$  

$$h_{p}(x) = \frac{1}{A(x)} \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy h_{p}(y) + \int_{x}^{1} dy \frac{h_{p}(y)}{y} \right) \right], \quad p = 2,...,q,$$

where

$$A(x) = \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy h_{1}(y) + \int_{x}^{1} dy \frac{h_{1}(y)}{y} \right) + \beta H(x) \right] + \sum_{p=2}^{q} \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy h_{p}(y) + \int_{x}^{1} dy \frac{h_{p}(y)}{y} \right) \right].$$  

(15)

From Eqs. (14) and (16) we obtain

$$h_{2}(x) = h_{3}(x) = ... = h_{q}(x),$$

$$h_{1}(x) + (q - 1) h_{p}(x) = 1,$$

$$\frac{h_{1}(x)}{h_{p}(x)} = \frac{e^{\beta \{1/x \int_{0}^{x} dy [h_{1}(y) - h_{p}(y)] + \int_{x}^{1} dy [h_{1}(y) - h_{p}(y)]/y \}} + \beta H(x)}{\exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy h_{1}(y) + \int_{x}^{1} dy h_{1}(y)/y \right) + \beta H(x) \right]}.$$  

(16)

for $h_{p}(x)$.

The order parameter for the Potts model is defined as $m_{i} = q(\delta(s_{i}, 1) - 1/q)\xi/(q - 1)$, where $\langle \cdot \rangle_{T}$ is the thermodynamic average. So,

$$h_{1}(x) = \frac{1}{q} \left[ 1 + (q - 1) m(x) \right],$$

$$h_{p}(x) = \frac{1}{q} \left[ 1 - m(x) \right].$$  

(17)

These definitions satisfy the first and the second equations of Eqs. (14). Substituting Eqs. (17) into the third equation of Eqs. (16) results in the following relation for the order parameter:

$$m(x) = \frac{1}{q} \left[ \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy m(y) + \int_{x}^{1} dy \frac{m(y)}{y} \right) + \beta H(x) \right] - 1 \right] \left[ \exp \left[ \beta \left( \frac{1}{x} \int_{0}^{x} dy m(y) + \int_{x}^{1} dy \frac{m(y)}{y} \right) + \beta H(x) \right] + (q - 1) \right].$$  

(18)

V. EXACT FREE ENERGY

For simplicity, let the external field be homogeneous. The field contribution to the Potts Hamiltonian [9] may be written as $-\sum_{i=1}^{q} \sum_{i=0}^{\xi} H_{p}\delta(s_{i}, p)$ with $H_{p} = H_{p}(\xi, 1)$. Let $H_{t}$ be the Hamiltonian of the system at time $t$. Similarly to the Ising model, see Refs. [27, 28, 29], one may obtain a recursive relation for $H_{t}$. This relation leads to the following recursive relation for the free energy:

$$e^{-\beta F_{t}[H_{p}]} = \sum_{s_{i}=(1,2,...q)} e^{-\beta F_{t-1}[H_{p}+\delta(s_{i},p)/t]+\beta \sum_{p=1}^{q} H_{p}\delta(s_{i}, p)}.$$  

(19)

So, at large $t$, one gets

$$e^{-\beta F_{t}(H_{p})/t} = \sum_{s_{i}=(1,2,...,q)} e^{\beta \sum_{p=1}^{q} (H_{p}-(1/t)(\partial F_{t}/\partial H_{p}))(\delta(s_{i}, p)).$$  

(20)

Using $h_{p}(t)(H_{p}) \equiv \int_{0}^{1} dx h_{p}(x) = -(\partial F_{t}/\partial H_{p})/t$ gives the asymptotically exact free energy:

$$F = -\frac{t}{\beta} \sum_{p=1}^{q} \exp \left[ \beta \left( h_{p}(t) + H\delta(p,1) \right) \right].$$  

(21)

VI. SOLUTION OF EQ. (18)

Self-consistent equation (18) is a direct generalization for the Ising model, so its solution is straightforward. One may see that close to $x = 0$,

$$m(x) \sim 0 = 1 - qA(\beta, H)x^{2\beta},$$  

(22)

where $A(\beta, H)$ is independent of $x = i/t$. If, however, $H = 0$, then $m(x, T>T_{c}) = 0$. At $x = 1$ ($i = t$), we have

$$m(1) = \frac{e^{\beta[M+H(1)]} - 1}{e^{\beta[M+H(1)]} + (q - 1)}.$$  

(23)

It is convenient to define

$$n(z) = \beta \left( \frac{1}{x} \int_{0}^{x} dy m(y) + \int_{x}^{1} dy \frac{m(y)}{y} \right) + \beta H(x),$$  

(24)

where $z = -\ln x$. Therefore the order parameter in terms of $n(z)$ is

$$m(x) = \frac{e^{n(z)} - 1}{e^{n(z)} + (q - 1)},$$  

(25)

If $H = 0$, we obtain a second order differential equation:

$$\frac{dn(z)}{dz} - \frac{d^{2}n(z)}{dz^{2}} = \beta \frac{e^{n(z)} - 1}{e^{n(z)} + (q - 1)}.$$  

(26)
The boundary conditions for this equation can be derived from relations (24) and (22):

\[
\frac{dn(z)}{dz}_{z=0} = n(z = 0) = \beta M, \\
n(z \to \infty) = \beta z + \text{const.}
\]  

(27)

with the boundary conditions

\[
w(n = \beta M) = M, \\
w(n \to \infty) = 1.
\]  

(29)

At small \(n\), Eq. (28) takes the form

\[
w \frac{d\omega}{dn} = \beta^{-1} \left( w - \frac{n}{q} \right),
\]  

(30)

where \(f(n)\) satisfies the relation

\[
\ln[nf(n)] + \frac{1}{f(n)} = \ln c.
\]  

(33)

Here the constant \(c = 1.554...\) ensures that \(w_c(n)\) fits the corresponding solution of Eq. (28) which approaches 1 as \(n \to \infty\). To obtain the critical singularity of the order parameter \(\chi(x, z)\), one should, first, substitute the boundary condition \(w(n = \beta M) = M\) into relation (31). This gives

\[
\frac{1}{2} \ln \left[ n^2 - nqw(n) + \beta qw^2(n) \right] + \frac{1}{\sqrt{(4\beta/q) - 1}} \arctan \left( \frac{2bw(n) - n}{n\sqrt{(4\beta/q) - 1}} \right) = C,
\]  

(31)

which gives the critical temperature \(\beta_c = q/4\). Only for \(\beta \geq q/4\) there exists a physical solution. Near \(T_c\) the solution of Eq. (31) is:

\[
w_c(n, \beta_c = q/4) = \frac{2n}{q} \left[ 1 - f(n) \right],
\]  

(32)

and so, using Eqs. (35) and (37), we readily arrive at the result (4) for \(M(\beta)\).

Second, near \(\beta = q/4\), in the region \(\beta M \ll n \ll 1\), Eq. (31) takes the form:

\[
\ln \left[ n \left( 1 - \frac{qw(n)}{2n} \right) \right] + \left[ 1 - \frac{qw(n)}{2n} \right]^{-1} \frac{\pi/2}{\sqrt{(4\beta/q) - 1}} = C.
\]  

(36)

Sewing together, from relations (32), (33) and (36) we have

\[
\ln(c) = \frac{\pi/2}{\sqrt{(4\beta/q) - 1}} - C
\]  

(37)

and

\[
F = -\frac{t}{q} - \frac{t}{\beta} \ln \left[ e^{\beta(q-1)M/q} + (q-1)e^{-\beta M} \right].
\]  

(38)

This leads to the result (6) for the specific heat \(C(T) = -(T/t)\partial^2F/\partial T^2\). Similarly, one can derive the susceptibility in zero field, Eq. (5).

One may easily find a linear response of the order parameter at point \(x\) to a field applied at point \(z\):

\[
\chi(x, z) = \frac{\beta}{q} \left[ \frac{1}{x} \int_0^x dy \chi(y, z) + \int_{x}^{1} dy \chi(y, z) + \delta(x-z) \right].
\]  

(39)
Iterating this equation gives
\[ \chi(x, z) = \tilde{\chi}(x, z) + \frac{\beta}{q} \delta(x - z) \] (40)

(see Fig. 3 for \( q = 2, 3 \), and \( z = 0.5 \)), where
\[ \tilde{\chi}(x \leq z, z) = \frac{\beta^2 x^{(1-1+\sqrt{1-4\beta^2}q)/2}}{q^2 \sqrt{1-4\beta^2}} \times \]
\[ \left\{ \begin{array}{l}
  z^{(1-\sqrt{1-4\beta^2}q)/2} - \frac{4\beta}{q} z^{-1+\sqrt{1-4\beta^2}q/2} \\
  \end{array} \right. \]
\[ \tilde{\chi}(x > z, z) = \frac{\beta^2 x^{(1+\sqrt{1-4\beta^2}q)/2}}{q^2 \sqrt{1-4\beta^2}} \times \]
\[ \left\{ \begin{array}{l}
  x^{(1-\sqrt{1-4\beta^2}q)/2} - \frac{4\beta}{q} x^{-1+\sqrt{1-4\beta^2}q/2} \\
  \end{array} \right. \] (41)

(see Refs. 27, 28). So the total linear response to a local field applied at \( z \), \( \chi(z) = \int_0^1 dx \chi(x, z) \), is:
\[ \chi(z) = \frac{2\beta/q}{1 + \sqrt{1-4\beta^2}} z^{-(1+\sqrt{1-4\beta^2})/2}. \] (42)

These formulas directly lead to results (1) and (8) in Sec. III for the distributions of the “correlation volume” and of \( \chi_{ij} \).

VII. DISCUSSION AND SUMMARY

We have found that for any number of states \( q \), the critical behavior of the \( q \)-state Potts model on the asymmetric annealed network is quite similar to that of the Ising model on this substrate, i.e., of the 2-state Potts model. Moreover, no qualitative difference with the Ising model was observed at any \( q \). This is despite the contrasting behaviors of the \( q \leq 3 \) and \( q \geq 3 \) Potts models in

the traditional mean-field theory. The fact that a model with a first order phase transition in the usual mean-field regime may show the infinite order phase transition with BKT critical singularity, if it is placed on the specific asymmetric annealed network, is the main result of this paper.

Above \( T_c(q) \), the correlation volume distribution \( P(\mu) \) is power-law, i.e., critical. Thus \( T_c(q) \) separates the “critical phase” and the phase [in this case \( T \geq T_c(q) \)] where this distribution rapidly decreases. This is a generic feature of the BKT transitions. Interestingly, we have found that the distribution \( P(\nu) \) of the pairwise correlations—the distribution of the \( \chi_{ij} \) value—asymptotically coincides with \( P(\mu) \) above \( T_c \), which indicates that large \( \chi_{ij} = \sum_j \chi_{ij} \) responses (“correlation volumes”) are determined only by large \( \chi_{ij} \) contributions. A power-law \( P(\nu) \) distribution was earlier found in the entire normal phase of a different cooperative model on a quite different network substrate, see Ref. 32.

Our results, generalizing the earlier findings for the Ising model, were obtained for a very specific annealed network. We suggest that resembling critical features may be found in the \( q \)-state Potts model on the corresponding growing networks with “quenched” disorder and an exponentially decreasing degree distribution. Our findings show that the BKT critical singularity should occur in a wider range of cooperative systems that one might expect.

Acknowledgments

This work was partially supported by projects POCTI/FAT/46241/2002, POCTI/MAT/46176/2002, and DYS0NET. Authors thank A. V. Goltsev and A. N. Samukhin for useful discussions. SND acknowledges M. Bauer and S. Coulomb (CEA-Saclay) for numerous ideas proposed when studying the BKT-like transition in the Ising model on a network.

[1] R. Albert and A.-L. Barabási, Rev. Mod. Phys. 74, 47 (2002).
[2] S. N. Dorogovtsev and J. F. F. Mendes, Adv. Phys. 51, 1079 (2002); Evolution of Networks: From Biological Nets to the Internet and WWW (Oxford University Press, Oxford, 2003); cond-mat/0404593 (2004).
[3] M. E. J. Newman, SIAM Review 45, 167 (2003).
[4] R. Pastor-Satorras and A. Vespignani, Evolution and Structure of the Internet: A Statistical Physics Approach (Cambridge University Press, Cambridge, 2004).
[5] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D.-U. Hwang, Phys. Rep. 424, 175 (2006).
[6] D. S. Callaway, J. E. Hopcroft, J. M. Kleinberg, M. E. J. Newman, and S. H. Strogatz, Phys. Rev. E 64, 041902 (2001).
[7] S. N. Dorogovtsev, J. F. F. Mendes, and A. N. Samukhin, Phys. Rev. E 64, 066110 (2001).
[8] D. Lancaster, J. Phys. A: Math. Gen. 35 1179 (2002).
[9] J. Kim, P. L. Krapivsky, B. Kahng, and S. Redner, Phys. Rev. E 66, 055101 (2002).
[10] M. Bauer and D. Bernard, J. Stat. Phys. 111, 703 (2003).
[11] R. Durrett, in Discrete Random Walks, DRW’03, C. Bandierer and C. Krattenthaler (eds.), Discrete Mathematics and Theoretical Computer Science Proceedings AC, p.95.
[12] S. Coulomb and M. Bauer, Eur. Phys. J. B 35, 377 (2003).
[13] B. Bollobás and O. Riordan, Random Struct. Algor. 27 1 (2005).
[14] P. L. Krapivsky and B. Derrida, Physica A 340, 714 (2004).
[15] V. L. Berezinskii, Sov. Phys. JETP 32, 493 (1971).
[16] J. M. Kosterlitz and D. J. Thouless, J. Phys. C 6, 1181 (1973).
[17] R. Pastor-Satorras and A. Vespignani, Phys. Rev. Lett. 86, 3200 (2001).
[18] R. Cohen, D. ben-Avraham, and S. Havlin, Phys. Rev. E 66, 036113 (2002).
[19] A. Aleksiejuk, J.A. Holyst, and D. Stauffer, Physica A 310, 260 (2002).
[20] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Phys. Rev. E 66, 016104 (2002).
[21] M. Leone, A. Vázquez, A. Vespignani, and R. Zecchina, Eur. Phys. J. B 28, 191 (2002).
[22] G. Bianconi, Phys. Lett. A 303, 166 (2002).
[23] F. Iglói and L. Turban, Phys. Rev. E 66, 036140 (2002).
[24] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Eur. Phys. J. B 38, 177 (2004).
[25] G. C. M. A. Ehrhardt and M. Marsili, J. Stat. Mech.: Theory Exp. P02006 (2005).
[26] C. V. Giuraniuc, J. P. L. Hatchett, J. O. Indekeu, M. Leone, I. Perez Castillo, B. Van Schaeybroeck, and C. Vanderzande, Phys. Rev. E 74, 036108 (2006).
[27] O. Costin, R. D. Costin, and C. P. Grünfeld, J. Stat. Phys. 59, 1531 (1990).
[28] O. Costin and R. D. Costin, J. Stat. Phys. 64, 193 (1991).
[29] M. Bauer, S. Coulomb, and S. N. Dorogovtsev, Phys. Rev. Lett. 94, 200602 (2005).
[30] M. Hinczewski and A. N. Berker, Phys. Rev. E 73, 066126 (2006).
[31] F. Y. Wu, Rev. Mod. Phys. 54, 235 (1982).
[32] A. Montanari and T. Rizzo, cond-mat/0506769.
[33] C. M. Fortuin, and P. W. Kasteleyn, J. Phys. Soc. Jpn Suppl. 26, 11 (1969); C. M. Fortuin, and P. W. Kosteley, Physica 57, 536 (1972).
[34] One may see, however, that the annealed network model cannot distinguish a tree (i.e., a graph without loops) from a loopy network. In particular, in this model, we could make, instead of one, say, two connections between each vertex and its predecessors, and arrive, after rescaling the coupling $1 \rightarrow 1/2$, at the same system.
[35] In fact, in this system, each two spins are the nearest neighbors.