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Abstract: We prove a martingale triangular array generalization of the Chow-Birnbaum-Marshall's inequality. The result is used to derive a strong law of large numbers for martingale triangular arrays whose rows are asymptotically stable in a certain sense. To illustrate, we derive a simple proof, based on martingale arguments, of the consistency of kernel regression with dependent data. Another application can be found in [1] where the new inequality is used to prove a strong law of large numbers for adaptive Markov Chain Monte Carlo methods.
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1. Strong law of large numbers for martingale arrays

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \(\mathbb{E}\) the expectation operator with respect to \(\mathbb{P}\). Let \(\{D_{n,i}, \mathcal{F}_{n,i}, 1 \leq i \leq n\}, n \geq 1\) be a martingale-difference array. That is for each \(n \geq 1\), \(\{\mathcal{F}_{n,i}, 1 \leq i \leq n\}\) is a non-decreasing sequence of sub-sigma-algebra of \(\mathcal{F}\), for any \(1 \leq i \leq n\), \(\mathbb{E}(|D_{n,i}|) < \infty\) and \(\mathbb{E}(D_{n,i} | \mathcal{F}_{n,i-1}) = 0\). We assume throughout the paper that \(\mathcal{F}_{n,0} = \{\emptyset, \Omega\}\) for all \(n \geq 0\). We introduce the partial sums

\[
M_{n,k} := \sum_{i=1}^{k} D_{n,i}, \quad 1 \leq k \leq n, \quad n \geq 1.
\]

For each \(n \geq 1\), \(\{(M_{n,k}, \mathcal{F}_{n,k}), 1 \leq k \leq n\}\) is a martingale. Let \(\{c_n, n \geq 1\}\) be a non-increasing sequence of positive numbers. We are interested in conditions under which \(c_n M_{n,n}\) converges almost surely to zero.

Martingales and martingale arrays play an important role in Probability and Statistics as valuable tools for limit theory. Much is known on the limit theory of martingales (see e.g. [4]) but comparatively little work has been done on the law of large numbers for martingale arrays.
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One of the most effective approaches to proving the strong law of large numbers for martingales is via the Kolmogorov’s inequality for martingales obtained by Chow ([3]) and Birnbaum-Marshall ([2]).

**Theorem 1.1 (Chow-Birnbaum-Marshall’s inequality).** Let \((S_k, \mathcal{F}_k), k \geq 1\) be a sub-martingale and \(\{c_k, k \geq 1\}\) a non-increasing real-valued sequence. For \(p \geq 1\) and \(n \leq N\)

\[
P \left( \sup_{n \leq m \leq N} c_m |S_m| \geq 1 \right) \leq c_N^p \mathbb{E}[|S_N|^p] + \sum_{m=n}^{N-1} (c_m^p - c_{m+1}^p) \mathbb{E}[|S_m|^p].
\]

The following theorem gives an extension to martingale arrays. We introduce the sequence

\[
S_{n,k} = M_{n,k} = \sum_{i=1}^{k} D_{n,i}, \quad 1 \leq k \leq n \quad \text{and} \quad S_{n,k} = \sum_{i=1}^{n} D_{n,i} + \sum_{j=n+1}^{k} D_{j,j}, \quad k > n.
\]

\[
R_n := \sum_{j=1}^{n-1} (D_{n,j} - D_{n-1,j}).
\]

**Theorem 1.2.** Let \(\{D_{n,i}, \mathcal{F}_{n,i}, 1 \leq i \leq n\}, n \geq 1\) be a martingale-difference array and \(\{c_n, n \geq 1\}\) a non-increasing sequence of positive numbers. Assume that \(\mathcal{F}_{n,i} = \mathcal{F}_i\) for all \(i, n\). For \(n \leq m \leq N, p \geq 1\) and \(\lambda > 0\)

\[
2^{-p} \lambda^{p} \mathbb{P} \left( \max_{n \leq m \leq N} c_m |M_{m,m}| > \lambda \right) \leq c_N^p \mathbb{E}[|S_{n,N}|^p] + \sum_{j=n}^{N-1} (c_j^p - c_{j+1}^p) \mathbb{E}[|S_{n,j}|^p]
\]

\[
+ \mathbb{E} \left[ \left( \sum_{j=n+1}^{N} c_j |R_j| \right)^p \right]. \quad (1)
\]

**Proof.** For \(n \leq m \leq N\), we have \(M_{m,m} = M_{m-1,m-1} + D_{m,m} + R_m\) leading to the decomposition

\[
M_{m,m} = M_{n,n} + \sum_{j=n+1}^{m} D_{j,j} + \sum_{j=n+1}^{m} R_j = S_{n,m} + \sum_{j=n+1}^{m} R_j.
\]

We note that \(\{(S_{n,m}, \mathcal{F}_m), 1 \leq m \leq N\}\) is a martingale. We also introduce

\[
Z_m = c_n^p |S_{n,n}|^p + \sum_{j=n+1}^{m} c_j^p (|S_{n,j}|^p - |S_{n,j-1}|^p).
\]

It is easy to check that \(Z_m\) has the alternative form

\[
Z_m = c_m^p |S_{n,m}|^p + \sum_{j=n}^{m-1} (c_j^p - c_{j+1}^p) |S_{n,j}|^p.
\]
Since \( \{|S_{n,m}|^p, \mathcal{F}_m\}, 1 \leq m \leq N \) is a sub-martingale and \( \{c_k, k \geq 1\} \) is non-increasing, we have \( \mathbb{E}(Z_m|\mathcal{F}_{m-1}) \geq Z_{m-1} \), that is \( \{|Z_m, \mathcal{F}_m\}, n \leq m \leq N \) is a sub-martingale. For \( n \leq m \leq N \), we introduce the sets \( A_m^{(1)} := \{c_m|S_{n,m}| > \lambda/2\}, A_m^{(2)} := \{c_m|\sum_{j=n+1}^{m} R_j| > \lambda/2\} \) and \( B_m := \{c_j|M_{j,j}| \leq \lambda, j = n, \ldots, m-1, c_m|M_{m,m}| > \lambda\} \). We have:

\[
\lambda^p \mathbb{P} \left( \max_{n \leq m \leq N} c_m|M_{m,m}| > \lambda \right) = \mathbb{E} \left( \sum_{m=n}^{N} \lambda^p 1_{B_m} \right) \leq \mathbb{E} \left( \sum_{m=n}^{N} \lambda^p 1_{B_m \cap A_m^{(1)}} \right) + \mathbb{E} \left( \sum_{m=n}^{N} \lambda^p 1_{B_m \cap A_m^{(2)}} \right)
\]

\[
\leq \mathbb{E} \left( \sum_{m=n}^{N} 2^p c_m M_{m,m} 1_{B_m \cap A_m^{(1)}} \right) + \mathbb{E} \left( \sum_{m=n}^{N} 2^p c_m \sum_{j=n+1}^{m} R_j 1_{B_m \cap A_m^{(2)}} \right)
\]

\[
\leq \mathbb{E} \left[ \sum_{m=n}^{N} 2^p \mathbb{E} \left( Z_m 1_{B_m \cap A_m^{(1)}} | \mathcal{F}_m \right) \right] + 2^p \mathbb{E} \left[ \left( \sum_{j=n+1}^{N} c_j |R_j| \right)^p \right]
\]

\[
\leq 2^p \mathbb{E} \left[ Z_N + \left( \sum_{j=n+1}^{N} c_j |R_j| \right)^p \right].
\]

In many situations, one deals with martingale arrays whose rows are asymptotically stable in the sense that the sequence \( \mathbb{E}[|R_n|] \) converges to zero as \( n \) increases to infinity. Theorem 1.2 can be used to prove a strong law of large numbers for such martingale arrays.

**Corollary 1.1.** Let \( \{D_{n,i}, \mathcal{F}_{n,i}, 1 \leq i \leq n\}, n \geq 1 \) be a martingale-difference array and \( \{c_n, n \geq 1\} \) a non-increasing sequence of positive numbers. Assume that \( \mathcal{F}_{n,i} = \mathcal{F}_i \) for all \( i, n \). Suppose that there exists \( p \geq 1 \) such that for any \( n_0 \geq 1 \)

\[
\lim_{n \to \infty} \left( c_n^p \mathbb{E}[|S_{n,n}|^p] + \sum_{k=n}^{\infty} \left( c_k^p - c_{k+1}^p \right) \mathbb{E}[|S_{n,k}|^p] \right) = 0, \quad \text{and} \quad \sum_{n \geq 1} c_n \mathbb{E}[|R_n|^p] < \infty. \quad (2)
\]

Then \( c_n M_{n,n} \) converges almost surely to zero.

**Remark 1.1.** With respect to the process \( \{R_n\} \) in Theorem 1.2, we point out that, because of the assumption \( \mathcal{F}_{n,j} = \mathcal{F}_j \), the sequence \( \{\sum_{j=1}^{k} (D_{n,j} - D_{n-1,j}), \mathcal{F}_k, 1 \leq k \leq n - 1\} \) is also martingale.

The conditions in Corollary 1.1 are expressed in terms of moments of martingales. These moments can be nicely bounded by moments of the martingale differences. We give one such
bound in the next proposition. It is a consequence of the Burkholder’s inequality ([4], Theorem 2.10) and some classical convexity inequalities. We omit the details.

**Proposition 1.1.** Let \( \{D_{n,i}, \mathcal{F}_{n,i}, 1 \leq i \leq n\} \), \( n \geq 1 \) be a martingale-difference array. For any \( p > 1 \),

\[
\mathbb{E}[|M_{n,k}|^p] \leq C k^{\max(p/2,1)-1} \sum_{j=1}^{k} \mathbb{E}(|D_{n,j}|^p),
\]

where \( C = \left(18pq^{1/2}\right)^p, p^{-1} + q^{-1} = 1. \)

2. Kernel regression with Markov chains

As an application, we prove the strong consistency of the Nadaraya-Watson estimator for non-parametric regression where the data arises from a non-stationary Markov chain. The approach of the proof can be adapted to study other kernel methods or other statistical smoothing procedures with dependent data. We assume the following structure for the data. \( \{(X_i, \epsilon_i), i \geq 0\} \) is a joint \( \mathbb{R}^2 \)-valued Markov chain on some probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that

\[
\mathbb{P}((X_n, \epsilon_n) \in A \times B | (X_k, \epsilon_k), k \leq n-1) = \int_A p(X_{n-1}, z)q(z, B)dz,
\]

for transition probability densities \( p \) and \( q. \) \( p \) is the transition probability density of the marginal Markov chain \( \{X_i, i \geq 0\} \) and \( q(x, A) = p(\epsilon_n \in A | X_n = x) \) is the transition probability density of the error term \( \epsilon_n. \) All densities are with respect to the Lebesgue measure denoted \( dx. \) We assume that \( p \) has an invariant distribution \( \pi \) (that is \( \pi(x) = \int_\mathbb{R} \pi(y)p(y, x)dy, x \in \mathbb{R} \)) and

\[
\int_\mathbb{R} \pi(x) \left( \int_\mathbb{R} eq(x, \epsilon)de \right)dx = 0. \tag{4}
\]

We consider the dependent variable

\[
Y_i = r(X_i) + \epsilon_i, \quad i \geq 0.
\]

We are interested in estimating the regression function \( r. \) Note that the error terms \( \epsilon_i \) are correlated and we do not assume that \( \mathbb{E}(\epsilon_i) = 0 \) unless, as assumed in (4), the Markov chain \( \{X_i, i \geq 0\} \) is in stationarity. For the reader’s convenience, we will sometimes use the notation \( \mathbb{E}(U(Y)|X = x) \) to denote the integral \( \int_\mathbb{R} U(r(x) + \epsilon)q(x, \epsilon)de, \) whenever such integral is well-defined. A popular
nonparametric estimator for \( r \) is the Nadaraya-Watson estimator

\[
\hat{r}_n(x_0) = \frac{\sum_{i=1}^{n} Y_i K\left(\frac{x_0 - X_i}{h_n}\right)}{\sum_{i=1}^{n} K\left(\frac{x_0 - X_i}{h_n}\right)}, \quad x_0 \in \mathbb{R}.
\]  

(5)

where \( K \) is the kernel (a nonnegative function such that \( \int_{\mathbb{R}} K(x)dx = 1 \)) and \( h_n > 0 \) the bandwidth. Let \( \psi : \mathbb{R} \to \mathbb{R} \) be a measurable function. We study the almost sure convergence of

\[
\hat{r}_{n,\psi}(x_0) = \frac{1}{nh_n} \sum_{i=1}^{n} \psi(Y_i) K\left(\frac{x_0 - X_i}{h_n}\right),
\]

as \( n \to \infty \). We can then deduce the convergence of the Nadaraya-Watson estimator by setting \( \psi(x) = x \) for the numerator and \( \psi(x) = 1 \) for the denominator.

Let \( \mu \) be the distribution of \( X_0 \), the initial distribution of the Markov chain. We write \( P \) for the Markov kernel induced by \( p \) which operates on nonnegative bounded measurable functions as \( Pf(x) = \int_{\mathbb{R}} p(x,y)f(y)dy \). The iterates operators of \( P \) are defined as \( P^0f(x) = f(x) \) and for \( n \geq 1 \), \( P^nf(x) = P(P^{n-1}f)(x) \). We will assume that \( P \) is geometrically ergodic. That is

**B1** \( P \) is \( \phi \)-irreducible, aperiodic and there exist a function \( V : \mathbb{R} \to [1, \infty) \), \( \lambda \in (0, 1) \), \( b \in (0, \infty) \) such that

\[
PV(x) \leq \lambda V(x) + b1_C(x),
\]

for some small set \( C \).

This assumption is a well known stability assumption for Markov kernels extensively studied in [5]. One important consequence of (B1) that we will use is the following. For any \( \alpha \in (0, 1] \), there exists \( C(\alpha) < \infty \) such that for all \( n \geq 0 \),

\[
\sup_{|f|_{V^\alpha} \leq 1} \left| P^nf(x) - \int_{\mathbb{R}} f(x)\pi(x)dx \right| \leq C(\alpha)\rho^nV^\alpha(x), \quad x \in \mathbb{R}
\]

(6)

where \( |f|_{V^\alpha} := \sup_{x \in \mathbb{R}} \frac{|f(x)|}{V^\alpha(x)} \). A proof can be found [5], Chapter 15.

We assume that \( \mu(V) := \int_{\mathbb{R}} V(x)\mu(x)dx < \infty \). By iterating the drift condition (B1), it is easy to see that

\[
\sup_{n \geq 0} \mathbb{E}[V(X_n)] \leq \mu(V) + b/(1 - \lambda) < \infty.
\]

(7)

On the function \( \psi \), we assume that

\[
\sup_{x \in \mathbb{R}} V^{-1/2}(x) (1 + |x|) \mathbb{E}[|\psi(Y)||X = x] < \infty, \quad \text{and} \quad \sup_{x \in \mathbb{R}} V^{-1}(x) \mathbb{E}\left[\psi^2(Y)|X = x\right] < \infty.
\]

(8)
On the kernel $K$, we assume that
\[
\sup_{x \in \mathbb{R}} K(x) < \infty, \quad \lim_{|x| \to \infty} |x| K(x) = 0, \quad \text{and} \quad \sup_{x \neq x'} \frac{|K(x) - K(x')|}{|x - x'|} < \infty. \quad (9)
\]
On the sequence $\{h_n, \ n \geq 0\}$, we assume that:
\[
h_n \sim n^{-\beta}, \quad \text{with} \quad \beta \in (0, 1/4). \quad (10)
\]

**Theorem 2.1.** Assume (B1), (8-10) and that the function $x \to \pi(x)\mathbb{E}(\psi(Y)|X = x)$ is continuous at $x_0$. Then $\lim_{n \to \infty} \hat{r}_{n,\psi}(x_0) = \pi(x_0)\mathbb{E}(\psi(Y)|X = x_0)$ with $\mathbb{P}$-probability one.

**Proof.** Throughout the proof, $x_0 \in \mathbb{R}$ is fixed and $C$ will denote a finite constant whose actual value might differ from one appearance to the next. Define $\mathcal{F}_n := \sigma((X_k, Y_k), \ k \leq n)$. For $h > 0$, define $F_h(x, y) = \psi(y)K\left(\frac{x - y}{h}\right)$, $f_h(x) = K\left(\frac{x - y}{h}\right)\mathbb{E}(\psi(Y)|X = x)$, and
\[
g_h(x) = \sum_{l \geq 0} \tilde{P}^l f_h(x),
\]
where $\tilde{P}^l f(x) := P^l f(x) - \int_{\mathbb{R}} f(x)\pi(x)dx$. By (8), the boundedness of $K$ and the geometric ergodicity assumption (6), $g_h$ is well-defined and satisfies $|g_h|_{Y^{1/2}} \leq C(1 - \rho)^{-1}$. It is also well-known that $g_h$ solves the Poisson equation for $f_h$ and $P$. In other words, we have
\[
g_h(x) - Pg_h(x) = \hat{f}_h(x), \quad (11)
\]
where $\hat{f}_h(x) = f_h(x) - \int_{\mathbb{R}} f_h(x)\pi(x)dx$.

Similarly, define $H_h(x, y) = F_h(x, y) + Pg_h(x)$. It is left to the reader to check that
\[
\mathbb{E}\left[H_h(X_n, Y_n)|X_{n-1} = x, Y_{n-1} = y\right] = Pf_h(x) + P^2 g_h(x) = P g_h(x) + \int_{\mathbb{R}} f_h(x)\pi(x)dx \quad (\text{using (11)}).
\]
It follows that
\[
F_h(x, y) - \int \pi(x) f_h(x) dx = H_h(x, y) - \mathbb{E}\left[H_h(X_n, Y_n)|X_{n-1} = x, Y_{n-1} = y\right], \quad x, y \in \mathbb{R}. \quad (12)
\]
Using (12), we can decompose $\hat{r}_{n,\psi}(x_0)$ as
\[
\hat{r}_{n,\psi}(x_0) = \frac{1}{h_n} \int_{\mathbb{R}} K\left(\frac{x_0 - x}{h_n}\right)\mathbb{E}[\psi(Y)|X = x] \pi(x)dx + \frac{1}{nh_n} \sum_{k=1}^{n} D_{n,k} \nonumber
\]
\[
+ (nh_n)^{-1} \left( \mathbb{E}\left[H_{h_n}(X_1, Y_1)|\mathcal{F}_0\right] - \mathbb{E}\left[H_{h_n}(X_{n+1}, Y_{n+1})|\mathcal{F}_n\right] \right),
\]
where $D_{n,k} = H_{h_n}(X_k, Y_k) - \mathbb{E}\left[H_{h_n}(X_k, Y_k)|\mathcal{F}_{k-1}\right]$. 
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Under the stated assumptions, it is a standard result of kernel estimation that
\[
\lim_{n \to \infty} \frac{1}{h_n} \int_{\mathbb{R}} K\left(\frac{x_0 - x}{h_n}\right) \mathbb{E}\left[\psi(Y)|X = x\right] \pi(x) dx = \mathbb{E}\left(\psi(Y)|X = x_0\right) \pi(x_0).
\]
See e.g. [6] for a proof.

We deduce from the drift condition (B1) and (8) that
\[
\sup_{n \geq 1} \mathbb{E}\left[|H_n(X_n, Y_n)||\mathcal{F}_{n-1}\right] \leq CV^{1/2}(X_{n-1}),
\]
for some finite constant \(C\) that does not depend on \(h\). Combined with (7) we get for any \(\delta > 0\),
\[
\sum_{k \geq 1} \mathbb{P}\left( (nh_n)^{-1} |\mathbb{E}[H_n(X_1, Y_1)|\mathcal{F}_0] - \mathbb{E}[H_n(X_{n+1}, Y_{n+1})|\mathcal{F}_n]| > \delta \right) \leq C\delta^{-2} \sum_{n \geq 1} n^{-2(1-\beta)} < \infty.
\]
This easily implies that the term \((nh_n)^{-1} (\mathbb{E}[H_n(X_1, Y_1)|\mathcal{F}_0] - \mathbb{E}[H_n(X_{n+1}, Y_{n+1})|\mathcal{F}_n])\) converges almost surely to zero.

Lastly, the process \(\{(D_{n,k}, \mathcal{F}_k) \leq n\}\) is a martingale-difference array. Again by (8), the boundedness of \(K\), the drift condition (B1), \(\mathbb{E}\left(|D_{n,k}|^2\right) \leq \mathbb{E}\left[|H_n(X_k, Y_k)|^2\right] \leq C\mathbb{E}(V(X_k))\). Then using (7), we obtain that \(\sup_{n \geq 0} \sup_{0 \leq k \leq n} \mathbb{E}\left[|D_{n,k}|^2\right] < \infty\). This implies, in the notations of Theorem 1.2, that \(\mathbb{E}[|S_{n,m}|^2] \leq Cm\), for some finite constant \(C\) that does not depend on \(n\) nor \(m\). Moreover, we can write \(D_{n,j} - D_{n-1,j} = H_n(X_j, Y_j) - H_{n-1}(X_j, Y_j) - \mathbb{E}(H_n(X_j, Y_j) - H_{n-1}(X_j, Y_j)|\mathcal{F}_{j-1})\), and we note that
\[
(H_n - H_{n-1})(x, y) = \psi(y) \left( K\left(\frac{x_0 - x}{h_n}\right) - K\left(\frac{x_0 - x}{h_{n-1}}\right) \right)
\]
\[
+ \sum_{l \geq 1} \tilde{P}^l \left( K\left(\frac{x_0 - x}{h_n}\right) - K\left(\frac{x_0 - x}{h_{n-1}}\right) \right) \mathbb{E}[\psi(Y)|X = x].
\]
By the Lipschitz condition on \(K\) and (8),
\[
\left|\mathbb{E}[\psi(Y)|X = x]\left( K\left(\frac{x_0 - x}{h_n}\right) - K\left(\frac{x_0 - x}{h_{n-1}}\right) \right)\right| \leq C \left|h_n^{-1} - h_{n-1}^{-1}\right| V^{1/2}(x).
\]
Therefore \(|(H_n - H_{n-1})(x, y)| \leq C \left|h_n^{-1} - h_{n-1}^{-1}\right| \left(|x|\psi(y) + V^{1/2}(x)\right)\) from which we deduce using (8) and (7) that \(\mathbb{E}\left(|D_{n,j} - D_{n-1,j}|^2\right) = O(n^{2(1-\beta)})\) uniformly in \(j\) which implies as in Proposition 1.1 that \(\mathbb{E}^{1/2}\left(\sum_{j=1}^{n-1} D_{n,j} - D_{n-1,j}\right)^2 = O(n^{-1/2+\beta})\) which together with \(\mathbb{E}\left[|S_{n,m}|^2\right] \leq Cm\) proves (2), since \(\beta < 1/4\). We can therefore conclude that \((nh_n)^{-1} \sum_{k=1}^{n} D_{n,k} \to 0\), \(\mathbb{P}\)-almost surely, which ends the proof. \(\square\)
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