STATIONARY PHASE TYPE ESTIMATES FOR LOW SYMBOL REGULARITY
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ABSTRACT. The well-known stationary phase formula gives us a way to find asymptotics of oscillating integrals so long as the symbol is regular enough (in comparison to the large parameter controlling the oscillation). However in a number of applications we find ourselves with symbols that are not suitably regular. In this paper we obtain decay bounds for such oscillatory integrals.

The stationary phase formula gives us a way to compute integrals of the form

$$I(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda \phi(x)} a(x) dx \quad \lambda \in \mathbb{R}^+$$

under the condition that $\phi$ has a single stationary point, denoted $x_c$, on the support of $a(x)$ and

$$|\det(\text{Hess}_\phi)| \geq c > 0.$$ 

In particular it gives us the asymptotic sum

$$I(\lambda) = e^{i\lambda \phi(x_c)} \sum_{j=0}^{\infty} \lambda^{-\frac{n+1}{2}-j} b_j(x_c)$$

(0.1)

where $b_0(x)$ is a constant multiple of the symbol $a(x)$, that is $b_0(x) = c_n a(x)$. The classical theory of these expansions is very well developed. See for example the texts of Hörmander [5], Muscalu-Schlag [7] or Stein [8]. In many applications it is, however, necessary to deal with oscillatory integrals where the phase functions and symbol have more complicated behaviour. In [1] Alazard, Burq and Zuily study oscillatory integrals where the phase function and symbol have dependence on external parameters. These type of integrals frequently show up in the analysis of Fourier integral operators associated with the wave and Schrödinger equations, (see for example [2],[3],[4],[6],[9]). Many of the phase functions in these applications have form similar to

$$\phi(t, x, y) = t |x|^2 - \langle y, x \rangle$$

so the Hessian of $\phi$ depends on $t$. For such integrals Alazard, Burq and Zuily find the precise decay estimates in terms of the external parameters. However they do not address the issue of symbol regularity or the case where the phase function may have some dependence on $\lambda$ itself. Cases where the phase function depend on $\lambda$ can arise when considering propagators that have some $\lambda$ dependence themselves and the necessity of placing cut off functions to localise results often cause symbols to lose nice regularity problems. In the papers [3],[5], [9] the authors treat such problems for some specific phase functions and symbols. In this paper we consider a very general setting where the phase function $\phi$ and symbol $a$ are allowed to depend on $\lambda$ itself. In particular we wish to consider cases where there is a regularity loss of a positive power of $\lambda$ for each derivative. The conditions that we place on $a$ and $\phi$ are designed to encompass previous work but also with an eye to the current developments in the field and the technical needs for future work. As the conditions and related notation are rather technical we also (for the readers convenience) record our specific notation in the Appendix at the end of the paper. For completeness (and because it often arises in applications) we will allow $I(\lambda)$ to depend on other variables $y$ (which we assume to be in $\mathbb{R}^d$, $d$ need not be...
equal to \( n \) in the following fashion
\[ I(\lambda, y) = \int e^{i\lambda \phi(\lambda, x, y)} a(\lambda, x, y) dx. \]

We are particularly interested in the cases where for each \((\lambda, y)\) there is a single critical point satisfying
\[ \nabla_x \phi(\lambda, x, y) = 0. \]

We will commonly denote this point \( x(y) \), supressing the dependence on \( \lambda \) which is generally mild. We will assume a lower bound on the determinant of the Hessian of \( \phi \). That is for each \((\lambda, y) \in \mathbb{R}^+ \times \mathbb{R}^n \) we have a lower bound
\[ |\det(\text{Hess}_x \phi)| \geq c\mu(\lambda, y)^n > 0. \]

Cases of particular interest are those where \( \mu(\lambda, y) \to 0 \) as \( \lambda \to \infty \) (the rate may depend on \( y \)). Throughout this paper we will abuse notation and write \( \mu = \mu(\lambda, y) \). The \( y \) dependence means that \( I(\lambda, y) \) is now a function and we would like to know about its oscillation/regularity properties.

If \( a(\lambda, x, y) \) is smooth with derivative bounds independent of \( \lambda \), that is for any multi-index \( \gamma = (\gamma_1, \ldots, \gamma_n) \) and
\[ D^\gamma x a(\lambda, x, y) = \left( \frac{1}{i} \frac{\partial}{\partial x_1} \right)^{\gamma_1} \cdots \left( \frac{1}{i} \frac{\partial}{\partial x_n} \right)^{\gamma_n}, \quad |\gamma| = \gamma_1 + \cdots + \gamma_n \]
the symbol \( a(\lambda, x, y) \) obeys the derivative bounds,
\[ |D^\gamma x a(\lambda, x, y)| \leq C_\gamma, \]
then (0.1) extends to the case of \( I(\lambda, y) \). Indeed studying the proof of (0.1) carefully it is not hard to see that (for fixed \( \mu = 1 \)) if
\[ |D^\gamma x a(\lambda, x, y)| \leq C_\gamma \lambda^{\beta}|\gamma|^{\frac{1}{2} - \epsilon} \]
for some \( \epsilon > 0 \) we can still make sense of the asymptotic sum as \( \lambda \to \infty \). It is not difficult to extend (0.1) to these cases. In this note, we are however concerned with the case where the regularity of \( a(\lambda, x, y) \) is far worse. For instance where each derivative of \( a(\lambda, x, y) \) costs a factor of \( \lambda^\beta \) for some \( \frac{1}{2} \leq \beta \leq 1 \),
\[ |D^\gamma x a(\lambda, x, y)| \approx \lambda^{|\gamma|\beta} \quad \beta \geq 1/2. \]

Now the asymptotic sum does not even necessarily converge. However if we study the question from the viewpoint that extreme oscillations of \( e^{i\lambda \phi(x, y)} \) cause cancellation we can see that there is good reason to still expect some decay for \( I(\lambda, y) \). Focusing only on a one dimensional example (with \( \mu = 1 \)) consider
\[ I(\lambda) = \int_{\mathbb{R}} e^{i\lambda x^2} a(\lambda, x) dx. \]

At a heuristic level the stationary phase formula tells us that if \( a \) is smooth independent of \( \lambda \) the main contribution to \( I(\lambda) \) comes from near \( x = 0 \). After that the oscillations become rapid enough to force cancellation, see Figure [I].

We examine this case from the perspective of the proof of the Van der Corput lemma which is achieved in three steps:

1. First the region \( \{x\} \leq \lambda^{-\alpha} \) \( (\alpha \in \mathbb{R}^+ \) is to be chosen later) is excised and that contribution to the integral estimated simply by considerations of size/measure (no oscillations are used). That is for some \( \chi : \mathbb{R}^+ \to \mathbb{R} \), smooth compactly supported and equal to one on \([-1/2, 1/2]\) we write
\[ I(\lambda) = I_1^\chi(\lambda) + I_2^\chi(\lambda) \]
Figure 1. The y axes depicts both the real part of $e^{i\lambda x^2}$ and a symbol $a(\lambda, x)$ with regularity loss less than $\lambda^{1/2}$ per derivative. In this case the symbol has regularity better than the natural scale of the oscillation

where

$$I_1^\alpha(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda x^2} a(\lambda, x) \chi(\lambda^{-\alpha}|x|) dx$$

and

$$I_2^\alpha(\lambda) = \int_{\mathbb{R}^n} e^{i\lambda x^2} a(\lambda, x)(1 - \chi(\lambda^{-\alpha}|x|)) dx.$$

Then we can estimate $I_1^\alpha(\lambda)$ by

$$|I_1^\alpha(\lambda)| \leq \int_{\mathbb{R}^n} |a(\lambda, x)\chi(\lambda^{-\alpha}|x|)| dx \leq C\lambda^{-\alpha n}.$$

This leaves $I_2^\alpha(\lambda)$ where the support of the integrand is cut away from the critical point.

(2) For $|x| > \lambda^{-\alpha}$ the operator

$$L = \frac{1}{2i\lambda x} \frac{d}{dx}$$

has the property that $Le^{i\lambda \phi} = e^{i\lambda \phi}$. So integrating by parts

$$I_2^\alpha(\lambda) = \int_{\mathbb{R}^n} L \left[ e^{i\lambda x^2} \right] a(\lambda, x)(1 - \chi(\lambda^{-\alpha}x)) dx$$

$$= -\int_{\mathbb{R}^n} e^{i\lambda x^2} L \left[ a(\lambda, x)(1 - \chi(\lambda^{-\alpha}x)) \right] dx.$$

This integration by parts argument can by repeated as many times as necessary (say N). Each time we integrate by parts we release one power of $\lambda^{-1}$ however we lose powers of $\lambda$ due to derivatives hitting $a(\lambda, x)(1 - \chi(\lambda^{-\alpha}|x|))$ and the factors of $1/x$. Keeping track of that loss we obtain

$$|I_2^\alpha(\lambda)| \leq C_N \lambda^{-\alpha N} \lambda^{2nN} \lambda^{\alpha n}.$$

(3) The two contributions are compared and $\alpha$ chosen so that they are equal in magnitude. This occurs when $\alpha = 1/2$.

Note that any cut off function excising a $\lambda^{-1/2}$ region will have a regularity loss of $\lambda^{1/2}$ per derivative. When restricted to $|x| > \lambda^{-1/2}$ so does the factor $1/x$. Therefore the proof of the Van der Corput lemma is unchanged if the symbol has regularity loss up to $\lambda^{1/2}$. 

Figure 2. The y axes depicts both the real part of $e^{i\lambda x^2}$ and a symbol $a(\lambda, x)$ with regularity loss greater than $\lambda^{1/2}$ per derivative. In this case even though the symbol no longer has regularity better than the natural scale, we eventually see cancellation.

In Figure 2 we see an example where the regularity of $a(\lambda, x, y)$ is worse than the $\lambda^{1/2}$ scale. However, far enough from zero we are still able to gain some cancellation. Naturally we cannot expect to get any decay in the case

$$|D^\gamma a(\lambda, x, y)| \geq C_\gamma \lambda^{|\gamma|}$$

as then the oscillations are never rapid enough to induce cancellation. However we are able to obtain results if

$$|D^\gamma a(\lambda, x, y)| \leq C_\gamma \lambda^{|\gamma|\beta}$$

for $1/2 \leq \beta \leq 1$.

We now consider the case $|\det(\text{Hess}_\phi)| \geq \mu^n$. First, to fix our ideas, we use the simplest model available to us, where $a(\lambda, x)$ no longer depends on $\lambda$ and so is denoted $a(x)$. Now

$$I(\lambda) = \int e^{i\lambda x^2} a(x) dx.$$  

If $a(x)$ has no regularity loss we could define a new parameter $\tilde{\lambda} = \mu \lambda$ and apply the Van de Corput lemma for $\tilde{\lambda}$. Therefore the fundamental length scale would become $\lambda^{-1/2} \mu^{-1/2}$. Now consider the cases where there is $\lambda^\beta$ loss per derivative (and assume $\beta > 1/2$). Then we can obtain decay via integration by parts if

$$\left| \begin{array}{cc} 1 & 1 \\ x & \lambda \mu \end{array} \right| \lambda^\beta \leq 1.$$  

That is $|x| \geq \lambda^{-1+\beta} \mu^{-1}$. So we expect this to be the correct scale to replace $\lambda^{-1/2}$ in a Van de Corput style proof. For the general case we need to assume some control on higher order derivatives of $\phi$. This leads us to Definition 0.1 which locally characterises the type of critical point with which we can deal. Since the conditions are all local we work in a ball of radius $\epsilon$ about the critical point (denoted $B_\epsilon(x_c)$) and allow all constants in inequalities to depend on $\epsilon$ (denoted $\geq_\epsilon$ and $\leq_\epsilon$).

**Definition 0.1.** We say that on a set $X \subset \mathbb{R}^n$ a phase function $\phi$ has “a single non-degenerate critical point to scale $\mu^n$” if on $X$ there is a single point $x_c$ where $\nabla_x \phi(x_c) = 0$ and

- For any $\epsilon$ (small but not dependent on $\lambda$),

$$|\nabla_x \phi(x)| \geq_\epsilon \mu \quad \text{for } x \in X \setminus B_\epsilon(x_c).$$
• $|\det(\text{Hess}_\phi)|_{x=x_c} \geq C\mu^n$.

• For any multi-index $\gamma$,
  $$|D^\gamma_x \phi| \leq C_\gamma \mu.$$  

To further motivate Definition (0.1) let’s consider some examples and non-examples

**Example 1.** The phase function
$$\phi(x, t, y) = t|x|^2 - \langle y, x \rangle$$
for $x, y \in B_1(0)$ and $t \in [\lambda^{-1}, 1]$. This phase function frequently arises in the study of semiclassical Schrödinger operators. It has a critical point
$$(x(t, y))_j = \frac{y_j}{2t}.$$  

When $|x - \frac{y}{2t}| > \epsilon$, we have that
$$|\nabla_x \phi| = |2tx - y| = 2t \left| x - \frac{y}{2t} \right| > 2t\epsilon$$
and $\text{Hess}_\phi = (2t)^n$. Further
$$|D^\gamma_x \phi| \leq C_\gamma t.$$  

Indeed once we have gone beyond second order derivatives $D^\gamma_x \phi = 0$. Therefore this phase function satisfies the conditions of Definition 0.1

**Example 2.** The previous example did not have any explicit dependence on $\lambda$. We can weakly perturb it to allow some $\lambda$ dependence for example
$$\phi(\lambda, x, t, y) = t(1 + g(\lambda^{-1}))|x|^2 - \langle y, x \rangle$$
where $g$ is a polynomial. The critical point becomes
$$(x(t, y))_j = \frac{y_j}{2t(1 + g(\lambda^{-1}))}.$$  

When $|x - x(t, y)| > \epsilon$ we have
$$|\nabla_x \phi| > 2t(1 + g(\lambda^{-1}))\epsilon > C\epsilon t$$
where $C$ depends on the coefficients of $g$. Note further that the effect of adding $g(\lambda^{-1})$ doesn’t trouble the derivative bounds at all. Therefore this function satisfies the conditions of Definition 0.1

**Non-Example 1.** We cannot however add too great a perturbation to $\phi$. For instance
$$\phi(\lambda, x, t, y) = t|x|^2 - \langle y, x \rangle + \lambda^{-2}\psi(\lambda x)$$
for $\psi$ smooth satisfies the lower bounds on the Hessian (when $t > \lambda^{-1}$) but does not satisfy the requirements of Definition 0.1 as the higher order derivatives of $\phi$ can get very large.

**Non-Example 2.** If we write $x = (x_1, x')$ the phase function
$$\phi(\lambda, x, t, y) = t(x_1^2 + |x'|^2) - \langle y, x \rangle$$
also fails Definition 0.1 because when $x_1 = 0$ there is no lower bound on $\text{Hess}_\phi$.

With the assumptions of Definition 0.1 were are able to obtain an asymptotic expression for $I(\lambda, y)$ as given by Theorem 0.2.
Theorem 0.2. Let

\[ I(\lambda, y) = \int_{\mathbb{R}^n} e^{i\lambda \phi(\lambda, x, y)} a(\lambda, x, y) dx \]

where for each \( y \) \( \phi \) has a single non-degenerate critical point, denoted \( x(y) \), to scale \( \mu \geq \lambda^{-1+\beta} \) on the support (in \( x \)) of \( a(\lambda, x, y) \). Further assume the constants from Definition 0.1 are uniform in \( y \). Suppose the symbol \( a(\lambda, x, y) \) obeys the regularity bounds

\[ |D_\lambda^k a(\lambda, x, y)| \leq C \gamma \lambda^{\beta|\gamma|} \quad \frac{1}{2} \leq \beta < 1, \gamma \text{ any multi-index}. \]

Then

\[ I(\lambda, y) = e^{i\lambda \tilde{\phi}(\lambda, x, y)} b(\lambda, y) \]

where

\[ |D_\lambda^\gamma b(\lambda, y)| \leq \mu^{-n} \lambda^{-n(1-\beta)\gamma|\gamma|} \sup_{|\sigma| \leq |\gamma|} |D_\sigma^\gamma x(y)|^{|\sigma|}, \quad \gamma \text{ any multi-index.} \]

1. Proof of Theorem 0.2

To prove Theorem 0.2, we first note that if \( \tilde{\phi}(\lambda, x, y) = \phi(\lambda, x, y) - \phi(\lambda, x(y), y) \) then by expanding \( \tilde{\phi}(\lambda, x, y) \) about \( x(y) \) we have that

\[ \tilde{\phi}(\lambda, x, y) = [x - x(y)]^T \left[ \text{Hess}_\phi \right]_{x(y)} [x - x(y)] + O(\mu |x - x(y)|^3). \]  

(1.1)

Note that we could use the Morse Lemma to obtain the nicer canonical form

\[ \phi(\lambda, x, y) - \phi(\lambda, x(y), y) = \sum_{i=1}^k (x_i - x_i(y))^2 - \sum_{i=k+1}^n (x_i - x_i(y))^2. \]

However this would only be valid for some \( \mu \) dependent (but unspecified) region of \( x(y) \). Since we want to allow the parameter dependence and we want \( \mu \) to be able to depend on \( \lambda \) we prefer to use (1.1). We now prove decay bounds for integrals

\[ I(\lambda, y) = \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} |x - x(y)|^{2\gamma} d(\lambda, x, y) dx \quad \gamma \geq 1 \]

where \( d(\lambda, x, y) \) is supported away from the critical point at \( x(y) \) but otherwise has the same properties as \( a(\lambda, x, y) \).

Proposition 1.1. Suppose

\[ I(\lambda, y) = \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} |x - x(y)|^{2\gamma} \chi(\mu \lambda^\alpha |x - x(y)|) d(\lambda, x, y) dx \quad \gamma \geq 1, \text{ and } \alpha \leq 1 - \beta \]

where \( \phi(\lambda, x, y) \) and \( d(\lambda, x, y) \) have the same properties as the phase function/symbol in Theorem 0.2 and \( \chi(r) \) is smooth with

\[ \chi(r) = \begin{cases} 1 & |r| \leq 1 \\ 0 & |r| \leq 2. \end{cases} \]

Then

\[ |I(\lambda, y)| \leq C_N (\mu^{-1} \lambda^{-\alpha})(n+2\gamma) \lambda^{-N(1-\beta-\alpha)} \]

for any natural number \( N \).

Proof. Using the local representation (1.1) for \( \tilde{\phi}(x, y) \) we have that

\[ \nabla_x \tilde{\phi}(\lambda, x, y) = \left[ \text{Hess}_\phi \right]_{x(y)} [x - x(y)] + [x - x(y)]^T \left[ \text{Hess}_\phi \right]_{x(y)} + O(\mu |x - x(y)|^3). \]

Therefore by a partition of unity we can assume that there is some \( k \) so that

\[ \left| \frac{\partial \tilde{\phi}}{\partial x_k} \right| \geq c \mu |x - x(y)| \]
we may as well assume that \( k = 1 \). Therefore we define the operator

\[
L = \frac{1}{i\lambda \partial_{x_1} \hat{\phi}} \frac{\partial}{\partial x_1}
\]

so that

\[
Le^{i\lambda \hat{\phi}(\lambda, x, y)} = e^{i\lambda \hat{\phi}(\lambda, x, y)}.
\]

We use this to integrate by parts. That is since

\[
I(\lambda, y) = \int \left( Le^{i\lambda \hat{\phi}(\lambda, x, y)} \right) |x - x(y)|^{2\gamma} \chi(\mu \lambda^\alpha |x - x(y)|) d(\lambda, x, y) dx,
\]

integration by parts yields

\[
I(\lambda, y) = - \int e^{i\lambda \hat{\phi}(\lambda, x, y)} L\left( |x - x(y)|^{2\gamma} \chi(\mu \lambda^\alpha |x - x(y)|) d(\lambda, x, y) \right) dx.
\]

By repeating the argument

\[
I(\lambda, y) = (-1)^N \int e^{i\lambda \hat{\phi}(\lambda, x, y)} L^N \left( |x - x(y)|^{2\gamma} \chi(\mu \lambda^\alpha |x - x(y)|) d(\lambda, x, y) \right) dx.
\]

Therefore to obtain the decay estimates all we need to do is examine the effect of \( N \) operations of \( L \) on the symbol. Now

\[
L^N \left( |x - x(y)|^{2\gamma} \chi(\mu \lambda^\alpha |x - x(y)|) d(\lambda, x, y) \right)
\]

is made up of terms of the form

\[
\left( \frac{|x - x(y)|^{2\gamma - 2N_1}}{\mu^{N_1} \lambda^{N_1}} \right) \left( \frac{|x - x(y)|^{-N_2 + 2\gamma \lambda^{\beta N_2}}}{\mu^{N_2} \lambda^{N_2}} \right) \left( \frac{|x - x(y)|^{-N_3 + 2\gamma (\mu^{-1} \lambda^{\alpha})^{N_3}}}{\mu^{N_3} \lambda^{N_3}} \right)
\]

with \( N_1 + N_2 + N_3 = N \). With the restrictions that \( \alpha \leq 1 - \beta \), and \( \mu \geq \lambda^{-\beta + 1} \) the largest contribution comes from the terms of form

\[
\frac{|x - x(y)|^{-N + 2\gamma \lambda^\beta N}}{\mu^N \lambda^N}.
\]

So

\[
|I(\lambda, y)| \leq \int_{|x - x(y)| \geq \mu^{-1} \lambda^{-\alpha}} \frac{|x - x(y)|^{-N + 2\gamma \lambda^\beta N}}{\mu^N \lambda^N} dx
\]

\[
\leq \mu^{-1 - 2\gamma} \lambda^{-N(1 - \beta - \alpha)} \alpha(2\gamma + n)
\]

\[
= (\mu^{-1} \lambda^{-\alpha})^{n+2\gamma} \lambda^{-N(1 - \beta - \alpha)}.
\]

We are now in a position to prove Theorem 0.2.

**Proof of Theorem 0.2** We write \( I(\lambda, y) \) as

\[
I(\lambda, y) = e^{i\lambda \hat{\phi}(\lambda, x(y), y)} b(\lambda, y)
\]

where

\[
b(\lambda, y) = \int_{\mathbb{R}^n} e^{i\lambda \hat{\phi}(\lambda, x, y)} a(\lambda, x, y) dx
\]

and

\[
\hat{\phi}(\lambda, x, y) = \phi(\lambda, x, y) - \phi(\lambda, x(y), y).
\]

Recall that we have the local form (1.1) for \( \hat{\phi}(\lambda, x, y) \) of

\[
\hat{\phi}(\lambda, x, y) = (x - x(y))^T \left[ \text{Hess}_x \phi \right] (x - x(y)) \chi(x - x(y)) + O(\mu |x - x(y)|^3).
\]

Note that
\[
\frac{\partial \tilde{\phi}}{\partial y_k} (\lambda, x, y) = - \left( [\partial_y x(y)]^T \left[ \text{Hess}_\phi |_{x(y)} \right] [x - x(y)] + [x - x(y)]^T \left[ \text{Hess}_\phi |_{x(y)} \right] [\partial_y x(y)] \right) + O(\mu |x - x(y)|^2). \tag{1.2}
\]

On the other hand
\[
\frac{\partial \tilde{\phi}}{\partial x_k} = e_k^T \left[ \text{Hess}_\phi |_{x(y)} \right] [x - x(y)] + [x - x(y)]^T \left[ \text{Hess}_\phi |_{x(y)} \right] e_k + O(\mu |x - x(y)|^2) \tag{1.3}
\]
where \( e_k \) is the standard basis vector with 1 in the \( k \)-th position. So
\[
\frac{\partial \tilde{\phi}}{\partial y_k} (\lambda, x, y) = [\partial_y x(y)]^T [\partial_x \tilde{\phi}] + O(\mu |x - x(y)|^2). \tag{1.4}
\]

Now
\[
\frac{\partial b(\lambda, y)}{\partial y_k} = \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} \left( i\lambda \frac{\partial \tilde{\phi}(x, y)}{\partial y_k} a(\lambda, x, y) + \frac{\partial a(\lambda, x, y)}{\partial y_k} \right) dx
\]
and so using (1.4) we have that
\[
\frac{\partial b(\lambda, y)}{\partial y_k} = \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} \left( i\lambda [\partial_y x(y)]^T [\partial_x \tilde{\phi}] a(\lambda, x, y) + \frac{\partial a(\lambda, x, y)}{\partial y_k} + \lambda |x - x(y)|^2 G(\mu, x, y) \right) dx
\]
where to get the second line we have integrated by parts in \( x \). Therefore the regularity properties of \( a(\lambda, x, y) \) tell us that
\[
\frac{\partial b(\lambda, y)}{\partial y_k} = \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} \left( (\lambda \mu)^2 d(\lambda, x, y) + \lambda \mu |x - x(y)|^2 G(\lambda, x, y) \right) dx
\]
where \( d(\lambda, x, y) \) has the same regularity properties as \( a(\lambda, x, y) \). We can repeat the process to get extra derivatives, each at a cost of one factor of \( \lambda^\beta \) or \( \lambda \mu |x - x(y)|^2 \). Therefore to obtain an estimate on \( |D_y^n b| \) we need to control terms of the form
\[
\lambda^{\gamma_1} \mu^{\gamma_2} \left| \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} |x - x(y)|^{2\gamma_1} \lambda^{\beta \gamma_2} d(\lambda, x, y) dx \right|
\]
where \( \gamma_1 + \gamma_2 = \gamma \). We will argue similar to the Van der Corput Lemma and excise a region \( |x - x(y)| \leq \mu^{-1} \lambda^{-1+\beta} \). From Proposition 1.1 we know that
\[
\left| \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} |x - x(y)|^{2\gamma_1} \lambda^{\beta \gamma_2} d(\lambda, x, y) (\mu \lambda^{1-\beta} |x - x(y)|) dx \right| \leq (\mu^{-1} \lambda^{-1+\beta})^{n+2\gamma_1} \lambda^{\beta \gamma_2}.
\]
From the support properties of \( \chi \) we also have
\[
\left| \int_{\mathbb{R}^n} e^{i\lambda \tilde{\phi}(\lambda, x, y)} |x - x(y)|^{2\gamma_1} \lambda^{\beta \gamma_2} d(\lambda, x, y) (1 - \chi (\mu \lambda^{1-\beta} |x - x(y)|)) dx \right| \leq (\mu^{-1} \lambda^{-1+\beta})^{n+2\gamma_1} \lambda^{\beta \gamma_2}.
\]
So
\[
|D_y^\gamma b| \leq \lambda^{\gamma_1} \mu^{\gamma_2} \lambda^{\beta \gamma_2} \mu^{-1} \lambda^{-1+\beta})^{n+2\gamma_1} \leq \mu^{-n} \lambda^{-n+1-\beta} \lambda^{\beta \gamma_2 - \gamma_1} \lambda^{-2\beta \gamma_1}
\]
where in the last line we have used the restriction that \( \mu \geq \lambda^{-1+\beta} \). Therefore the largest contribution is when \( \gamma = \gamma_2 \) and
\[
|D_y^\gamma b| \leq \mu^{-n} \lambda^{-n+1-\beta} \lambda^{\beta \gamma}
\]
as required.
Appendix - Technical Terminology

\( \gamma \): A multi-index \( \gamma = (\gamma_1, \ldots, \gamma_n) \), \( \gamma_j \in \mathbb{N} \).

\(|\gamma|\): The size of the multi-index \( |\gamma| = \gamma_1 + \cdots + \gamma_n \).

\( D_x^\gamma \): The differential operator

\[
D_x^\gamma = \left( \frac{1}{i} \frac{\partial}{\partial x_1} \right)^{\gamma_1} \cdots \left( \frac{1}{i} \frac{\partial}{\partial x_n} \right)^{\gamma_n}
\]

\( \beta \): A real number \( \frac{1}{2} \leq \beta < 1 \) that measures the loss of regularity per derivative.

\( B_r(p) \): The Euclidean ball of radius \( r \) about point \( p \).

\( \geq_\epsilon, \leq_\epsilon \): Inequalities which allow the constants to depend on \( \epsilon \). That is

\[
|f(x)| \leq_\epsilon \lambda \quad \text{means} \quad |f(x)| \leq C_\epsilon \lambda
\]

where the constant \( C_\epsilon \) may depend on \( \epsilon \) (but not \( \lambda \)).

\( \approx \): Approximately equal to. In particular has the same, up to constants, asymptotic growth rate (in \( \lambda \)).

\( \mu \): A parameter \( \mu > 0 \) that may depend on \( \lambda \) and \( y \) which controls the determinant of the Hessian from below in the following fashion

\[
|\det(\text{Hess}_\phi)| > c\mu^n.
\]

The parameter \( \mu \) is allowed to approach zero as \( \lambda \to \infty \).

\( x_c \): Notation for the critical point

\[
\nabla_x \phi(x_c) = 0
\]

or

\[
\nabla_x \phi(\lambda, x_c) = 0
\]

in the case where \( \phi \) has no \( y \) dependence.

\( x(y) \): Notation for the critical point

\[
\nabla_x \phi(\lambda, x(y), y) = 0
\]

for the case where \( \phi \) depends on \( y \).
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