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A Methodology to Monitor Urban Expansion and Green Space Change Using a Time Series of Multi-Sensor SPOT and Sentinel-2A Images
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Abstract: Monitoring urban expansion and greenspace change is an urgent need for planning and decision-making. This paper presents a methodology integrating Principal Component Analysis (PCA) and hybrid classifier to undertake this kind of work using a sequence of multi-sensor SPOT images (SPOT-2,3,5) and Sentinel-2A data from 1996 to 2016 in Hangzhou City, which is the central metropolis of the Yangtze River Delta in China. In this study, orthorectification was first applied on the SPOT and Sentinel-2A images to guarantee precise geometric correction which outperformed the conventional polynomial transformation method. After pre-processing, PCA and hybrid classifier were used together to enhance and extract change information. Accuracy assessment combining stratified random and user-defined plots sampling strategies was performed with 930 reference points. The results indicate reasonable high accuracies for four periods. It was further revealed that the proposed method yielded higher accuracy than that of the traditional post-classification comparison approach. On the whole, the developed methodology provides the effectiveness of monitoring urban expansion and green space change in this study, despite the existence of obvious confusions that resulted from compound factors.
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1. Introduction

Rapid urbanization and exploitation of natural resources have raised increasing concerns over environmental issues and made the urban area into a fragile region. It is especially true in the coastal developed urban area in China [1–5]. A wide variety of green spaces of different sizes could help solve many urban diseases and improve the quality of life for urban residents, as urban green spaces provide a wide range of ecosystem services [6–8]. Green space is an essential element in maintaining the urban ecological environment and human well-being, but areas with rapid green space loss might suggest high vulnerability to urban expansion [9]. The green spaces usually include community parks, woodlands, nature reserves and agricultural lands [10]. With the population increase and expansion of cities, more and more open space, woodland and cultivated land have been converted into construction land due to the increasing demands for transportation land, commercial land and residential land. At the same time, the demand for various types of agricultural products has also led to the conversion of some forest land and agricultural land into flower bases or agricultural bases [11]. Therefore, monitoring urban expansion and green space change has been the primary task for urban management.
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and been elevated to the forefront of research and practical applications [12,13]. The utilization of remote sensing technology with high-frequency and high-resolution has made it possible to precisely trace the intensity of land use on a large scale and in a cost-effective way [14]. Actually, a large number of urban remote sensing investigations since the launch of the first SPOT satellite in 1986 have implied that the tool is already operational and perhaps worthy of widespread development and application [15–17].

The urban environment typically represents a substantial heterogeneity and mixture of land use/cover types. Thus, successfully monitoring urban expansion and green space change requires an adequate understanding of landscape features, selection of suitable data and appropriate change detection method adopted in relation to the aims of application. Moreover, remote sensing data used for urban applications must meet specific conditions in terms of temporal, spatial, spectral and radiometric characteristics [18–20]. Among these issues, the technical concern, over the years in urban applications, has been the pursuit of finer spatial resolutions of images [21–23]. The commonly used Landsat data with 30 m resolution is not able to capture most of the small land cover patterns and land use changes [24]. Thus, the remote sensing data with the spatial resolution corresponding to 0.5–10 m Instantaneous Field of View are required to adequately define the high-frequency detail which characterizes the urban scenes [25]. However, the implementations of conventional methods of data-related modeling were usually hampered by several limitations, such as the availability of archive data, data quality and data distributors. Therefore, it is difficult to conduct long-term monitoring of urban land-use change by using historical high spatial resolution satellite data, especially in China. In recent decades, satellite imagery with similar spatial-resolution to SPOT satellites have become increasingly available. Many pieces of research indicate that the satellites such as ZY1-02C, ZY3, GF-1 and GF-2 launched by China have provided sufficient data sources for monitoring urban expansion and green space change effectively [26–30]. Additionally, the European Space Agency launched the Sentinel sensors, making it easier to obtain high-resolution satellite images [31]. Thus, many scholars use recent images provided by Sentinel satellites to monitor green space changes and urban expansion [32–36]. The use of SPOT imagery and these recently available data enables us to monitor urban expansion and green space change over long periods.

Moreover, the appropriate selection of change detection methods is as crucial to urban monitoring application as the choice of remote sensing data. Generally, change detection can be summarized into broad categories, either post-classification comparison or pre-classification spectral change detection methods. General description and comparison of the underlying advantage or disadvantage in these two broad categories are given in the literature [23,37–42]. Although many factors could affect the selection of land change detection methods, post-classification, Principal Component Analysis (PCA) and image differencing are often used in practice, and they can perform better than other methods. [23,43–46]. However, one major challenge confronting the remote sensing change detection is to identify a method that practically matches particular applications. Generally speaking, when selecting remote sensing data for change detection applications, it is essential to use the data with the same sensor characteristics and anniversary or very near anniversary acquisition dates in order to eliminate the effects of external sources such as sun angle and seasonal and phenological differences [23]. However, in most cases, the remote sensing data comes from different sensors, and they are inter-operated in these sensors. It is difficult to obtain sequential data from a single sensor with similar acquisition dates. Therefore, a suitable change detection method can, not only process the multi-sensor data with differing acquisition dates and spectral modes, but also provide accurate information of change with as little pre-processing as possible while handling cost and time.

For the aforementioned importance and reasons, the central objective of this paper is to present a practical and cost-effective land use change detection method that integrates a multi-date PCA and hybrid classifier by adopting a time series of multi-sensor SPOT and Sentinel-2A images spanning the past 20 years (1996–2016) in order to provide critical and reliable information for the Hangzhou City planning agency. The detection method provided by this study can not only provide solutions for
monitoring land use and urban expansion in the future but also can be used in other cities to achieve moderate urban expansion and coordinated development of the social economy.

2. Materials and Methods

2.1. Study Area

The study area lies in Hangzhou City, the capital of Zhejiang province and the central metropolis of the south wing of the Yangtze River Delta (Figure 1). Hangzhou City covers an area of 3.068 km² (720 km² for City Proper) with a population of 3.93 million. It has been renowned internationally for its scenic attractions and also as one of the centers of Chinese history and culture spanning back over 2000 years. Hangzhou City is among the top five most economically competitive cities in mainland China and was awarded the Best Chinese Destination for Investment. Hangzhou City now has 166.5 km² of green space construction, and green space covers about 40% of urban space [8,47]. Concomitant with stepped-up economic development and industrialization, and tremendous immigration, Hangzhou City is facing the challenges of rapid urbanization and land change.

Figure 1. Location of Hangzhou City in Yangtze River Delta.

2.2. Data Source

Owing to the data-related limitations, altogether five scenes of cloud-free SPOT images and one Sentinel-2A image during the 20-year span (1996–2016) are available for the study area. The multi-temporal data series comprises of three SPOT sensors (SPOT-2, SPOT-3 and SPOT-5), Sentinel sensor (Sentinel-2A) and two spectral modes (XS and PAN). Table 1 documents the characteristics of the selected data. The main reference and ancillary data used in this study are land use map (1996), aerial photograph (2000), IKONOS image (2003), QUICKBIRD image (2006), GF-2 and WorldView images (2016 and 2017). In addition, the field surveys were carried out in 2003 and 2006 respectively including GPS positioning, taking photos and inquiring of farmers about the land use history. Land use data interpreted from high-resolution image and on-site surveys in 2016 were also collected.
Table 1. Sensor system characteristics of remote sensing data used in this study.

| Acquisition Date | Sensor     | Instrument | Spectral Mode | Spectral Resolution (µm) | Spatial Resolution (m) |
|------------------|------------|------------|---------------|--------------------------|------------------------|
| 25-03-2016       | Sentinel-2A| MSI        | XS            | 0.46–0.52                | 10                     |
|                  |            |            |               | 0.54–0.58                |                        |
|                  |            |            |               | 0.65–0.68                |                        |
|                  |            |            |               | 0.79–0.90                |                        |
|                  |            |            |               | 0.50–0.90                |                        |
| 21-12-2006       | SPOT-5     | HRG        | XS            | 0.61–0.68                | 10                     |
|                  |            |            |               | 0.78–0.89                |                        |
|                  |            |            |               | 1.58–1.75                | 20                     |
|                  |            |            |               | 0.50–0.90                |                        |
| 06-03-2003       | SPOT-5     | HRG        | XS            | 0.61–0.68                | 10                     |
|                  |            |            |               | 0.78–0.89                |                        |
|                  |            |            |               | 1.58–1.75                | 20                     |
|                  |            |            |               | 0.50–0.90                |                        |
| 29-03-2000       | SPOT-2     | HRV        | XS            | 0.61–0.68                | 20                     |
|                  |            |            |               | 0.78–0.89                |                        |
| 22-04-1996       | SPOT-3     | HRV        | PAN           | 0.51–0.73                | 10                     |

Note: MSI—Multi Spectral Instrument; HRV—High Resolution Visible; HRG—High Resolution Geometric Imaging Instrument; XS—Multispectral Mode; PAN—Panchromatic Mode.

2.3. Methods

2.3.1. Flowchart

The main procedure of the proposed methodology is diagrammatized in Figure 2 and a detailed depiction is given in the following four sub-sections.

![Flowchart of the proposed methodology](image-url)

**Figure 2.** The flowchart of the proposed methodology and post-classification comparison change detection.
2.3.2. Pre-Processing

Geometric corrections including image-to-image rectification and image-to-image registration are the most important pre-processing steps for multi-temporal change detection. It has been strongly suggested that the root mean square (RMS) error between any two dates does not exceed 0.5 pixels to eliminate the anomalous registration result. However, if the study area is rugged or mountainous and rigorous change detection is needed, topographic correction may be necessary but cannot be addressed using the conventional polynomial transformation method. In this study, we used collinearity equation and adopted a rigorous orthorectification method which utilizes digital elevation model (DEM) and sensor position information to remove the geometric distortion inherent in imagery caused by sensor orientation, topographic relief displacement and systematic errors associated with imagery. The 2003 SPOT image was first orthorectified using a digital orthorectified map (DOM) of the same year as the reference image, and meanwhile DEM with 25 m interval and sensor information from metadata as assistant data. After that, if eligible, the 2003 orthorectified SPOT image was then accepted as the reference image for the other three images to finish the image-to-image rectification and registration simultaneously. Table 2 shows the geometric correction accuracy by using orthorectification method.

Table 2. The geometric correction accuracy using orthorectification method.

| Acquisition Date | Method               | Number of Ground Control Points (GCPs) | Total RMS |
|------------------|----------------------|---------------------------------------|-----------|
| 06-03-2003       | Orthorectification   | 22                                    | 0.4264    |
| 06-03-2003       | Polynomial Transformation | 22                                | 0.6132    |
| 25-03-2016       | Orthorectification   | 28                                    | 0.4085    |
| 21-12-2006       | Orthorectification   | 30                                    | 0.4275    |
| 29-03-2000       | Orthorectification   | 26                                    | 0.4191    |
| 22-04-1996       | Orthorectification   | 27                                    | 0.4291    |

As for atmospheric correction or normalization, a number of studies have demonstrated that it is unnecessary and even possible to ignore atmospheric effects when change detection is based on classification of multi-date composite imagery in which the multiple dates of remotely sensed images are rectified and placed in a single dataset and then classified as if it were a single image (e.g., multiple-date principle components detection) [41,43,44,48,49]. Meantime, operational and effective atmospheric correction methods for multi-sensor and multi-mode datasets were unavailable, up to now. On the other hand, successful change detection can be archived without atmospheric correction. It would be a real success of this study and has the potential for extended application. Furthermore, PCA has the advantage of automatically calibrating exogenous differences to the extent that these differences have an overall linear effect on the remotely sensed signal [50,51]. Therefore, bearing this consideration in mind, multi-temporal atmospheric correction or normalization was not implemented in this study. In addition, the spatial resolution of our SPOT images was 10 and 20 m, so the images were resampled to 10 m spatial resolution before change detection.

2.3.3. Multi-Date PCA for Enhancement Change Information

PCA is a multivariate statistical technique that transforms the original remotely sensed dataset into a smaller and easier dataset to interpret set of uncorrelated variables which represent most of the information in the original dataset [44,52,53]. PCA-based change detection has become one of the most popular techniques and shown better performance compared with other change detection techniques in many studies because of its simplicity and capability of enhancing the information on change [43,54–61].

In this study, multi-date merged PCA was adopted to detect changes in which the images with n/m bands taken at two different times are combined into one image with (n + m) bands, and then the combined bands are transformed into (n + m) PCs (Figure 2). Fortunately, most information
content was compressed into the first few PCs and, simultaneously, land use changes were highlighted and enhanced in according principal components. Figures 3 and 4 are examples for the land change information from cropland and water to urban land (used for housing, Figures 3c and 4c) enhanced by PCA. Figures 5 and 6 are also examples for the PCA-enhanced land change information where cropland and water were encroached for building the Economic and Technological Development Zone and new University Parks.

Figure 3. Example of Principal Component Analysis (PCA)-enhanced land use change information from cropland and water to urban land in the third principal component (PC3), 2006–2016. (a) Red, Green and Blue (RGB) composition image of SPOT-5 (2006); (b) RGB composition image of Sentinel-2A (2016); (c) the third principal component; (d) GF-2 image (2016).

Figure 4. Cont.
Figure 4. Example of PCA-enhanced land use change information from cropland and water to urban land in the third principal component (PC3), 2003–2006. (a) RGB composition image of SPOT-5 (2003); (b) (RGB) composition image of SPOT-5 (2006); (c) the third principal component; (d) field survey photo (2006).

Figure 5. Example of multi-date PCA land use change enhancement, 2003–2006. (a) RGB composition image of SPOT-3 (2003); (b) color aerial photograph (2000); (c) RGB composition image of SPOT-5 (2006); (d) field survey photo (2006); (e–l) from the first to eighth principal components (PC1–PC8).
Figure 6. Example of multi-date PCA land use change enhancement, 2000–2003. (a) RGB composition image of SPOT-3 (2000); (b) color aerial photograph (2000); (c) RGB composition image of SPOT-5 (2003); (d) RGB composition image of IKONOS (2003); (e) field survey photo (2003); (f–l) from the first to seventh principal components (PC1–PC8).

2.3.4. Hybrid Classifier for Extraction Change Information

For land use change being enhanced, an essential and crucial step is to extract and then obtain “from-to” change information using classification methods. Consequently, selecting suitable and operational classification will have considerable impacts on the whole accuracy of the change detection procedure.

In this study, an operational hybrid classifier combining an unsupervised and supervised approached was adopted and conducted on the PCA-enhanced change images (Figure 2). It is an extension of a method successfully used in a tentative study, which has demonstrated the potential to provide accurate change detection information [54]. The greatest challenge to the successful application of the spectral change detection identification methods is the discrimination of “change” and “no-change” pixels from the continuous spread of data [46]. Thus, the use of Iterative Self-Organizing Data Analysis Technique (ISODATA) unsupervised classification was first performed on multi-temporal PCA-enhanced images to produce unlabeled cluster maps and, at the same time, provide a basic set of classes for further supervised classification. After empirical tries of 30, 40, 50, 60 and 80, the number of clustering classes, deemed as the most important parameter, of 60 was determined as the optimum number considering the tradeoff between precision and processing costs. Referencing on the land use map, aerial photograph, field survey data and other ancillary data, all the clusters of different changing periods were examined and assigned into three categories: obvious changed, unchanged (such as cropland, urban land) and uncertain land use (mainly referring to unidentified classes). Then, taking uncertain land use as the mask template, multi-temporal PCA-enhanced images were masked to remove the obvious changed and unchanged pixels respectively. Following, Maximum Likelihood (ML) supervised classification was implemented on masked images with the same reference
date as unsupervised for training samples. Finally, land use change maps for four periods were achieved by integrating the classification outcome that resulted from unsupervised and supervised classifiers, respectively.

2.3.5. Post-Classification Comparison Change Detection

In order to evaluate the performance and effectiveness of the proposed method as compared with the conventional method, the post-classification comparison change detection method was also implemented (Figure 2). The ML supervised classification was performed on multi-spectral images to produce individual land use maps of each year. As the 1996 SPOT-3 PAN image made it difficult to be classified using the ML method, it was substituted by the 1996 Landsat-5 TM XS image (10 January 1996) in further change detection processes. Land use change maps of each period were derived using change detection matrix and produced the “from-to” information.

2.3.6. Accuracy Assessment

Accuracy assessment is an important preoccupation and indispensable step of the land use change application. The most common quantitative method for accuracy assessment is to apply an error matrix derived from independent classification and reference data sets [62–65]. In fact, three crucial factors: sampling strategy, reference data (ground truth data) and the total number of reference pixels will intrinsically affect the accuracy assessment.

In this study, the sampling strategy integrating stratified random sampling and user-defined plots sampling, which were designed to ensure the sampling points fairly spread in each land use change class and highlight some notable and important change class (such as cropland and urban land) synchronously, was employed in accuracy assessment in order to provide the optimum balance between statistical validity and practicality. With respect to the reference data, land use survey map, high spatial-resolution satellite imagery including IKONOS, QUICKBIRD, GF-2 and WorldView images, aerial photograph and field survey information are the main sources. Once the sample strategy and reference data were determined, the exact number of samples to be taken should be decided carefully. The number of samples is a compromise between the effort to minimize the costs of field sampling and the requirement of a minimum sample size to be representative and statistically sound [66]. Congalton [62] suggested that a good rule of thumb was to collect a minimum of 50 samples for each land-cover class in the error matrix. A total of 930 reference points (800 from stratified random and 130 from user-defined plots, respectively) were selected to assess the change detection accuracy in this study.

3. Results

For this project, the main goal is to present an accurate and practical methodology to identify changes of the major land use during the rapid urbanization process from 1996 to 2016. We divided land use into five major classes according to interest. Then great efforts and special emphasis are placed on detecting the conversion from non-urban land, especially green space land, to urban land. Consequently, a total of 12 land use and changed classes are detected and identified in this study and depicted as the following: Cropland [34]; Orchard (Or); Forest (Fo); Water (Wa); Urban Land (Ur); Cropland to Urban Land (Cr-to-Ur); Orchard to Urban Land (Or-to-Ur); Water to Urban Land (Wa-to-Ur); Forest to Urban (Fo-to-Ur); Cropland to Water (Cr-to-Wa); Crop to Orchard (Cr-to-Or); Forest to Orchard (Fo-to-Or). Land use change results are demonstrated in Figures 7–10. Accuracy assessment and comparison with the post-classification method are undertaken and analyzed according to the error matrix tables and assessing indexes.
Figure 7. Result of land use and land use changes, 2006–2016.

Figure 8. Result of land use and land use changes, 2003–2006.
3.1. Urban Expansion and Green Space Change Detection for 2006–2016

As illustrated in Figure 7, rampant urban expansion and exploitation of green space were detected during the 10-year period of 2006–2016. Concomitant with enormous land use change, a considerable high accuracy was also found according to the accuracy assessment results. The overall accuracy of change detection was calculated to be 92.90% and 0.92 for the KAPPA index (Table 3). With respect to the producer’s accuracy, all classes except Cr-to-Ur exceeded 85%, with a maximum of 98.08% for Fo-to-Ur and a minimum of 89.90% for Wa, indicating that most classes were quite accurately identified. At the same time, all classes exhibited over 85% as far as the user’s accuracy with a minimum of 85.48% for Wa-to-Ur. Furthermore, the comparison between error matrixes exhibits better change...
detection performance of the presented PCA-based method over the post-classification method which produced the overall accuracy and KAPPA index 90.22% and 0.89 respectively (Table 3 and Table 4). However, the producer’s accuracy of water and the user’s accuracy of Wa-to-Ur are slightly worse than the post-classification method. The confusions are mainly caused by the misclassification and pseudo-change in classes relating to cropland and urban land.

Table 3. Confusion matrix of the PCA-based method, 2006–2016.

| Classes | Reference Data | Total | Producer’s Accuracy (%) | User’s Accuracy (%) |
|---------|----------------|-------|------------------------|---------------------|
| 1. Cr   | 133 1 - 1 2 7 1 - - - - | 145  | 93.66 | 91.72 |
| 2. Or   | 2 65 1 - - 2 - - - - | 70  | 91.55 | 92.86 |
| 3. Fo   | 1 2 98 - - - - - - | 1 102  | 97.03 | 96.08 |
| 4. Wa   | - - - 89 1 - - 2 1 - - | 93  | 89.90 | 95.70 |
| 5. Ur   | 1 - - 2 132 2 - - - - | 137  | 95.65 | 96.35 |
| 6. Cr to Ur | 2 - - - 1 74 - - 1 - - | 79  | 79.57 | 93.67 |
| 7. Or to Ur | - 1 - - - 4 52 1 - - - | 58  | 92.86 | 89.66 |
| 8. Wa to Ur | 1 - - 5 1 2 - - 53 - - | 62  | 92.98 | 85.48 |
| 9. Cr to Wa | - - - 90 1 - - 1 60 - - | 69 | 96.77 | 86.96 |
| 10. Fo to Ur | 1 - 1 - - 1 1 - - 51 1 | 57  | 98.08 | 89.47 |
| 11. Fo to Or | - 1 - - - - - - - - 57  | 58  | 96.61 | 98.28 |
| Total    | 142 71 101 99 138 93 56 57 62 52 59 930 | - | Overall accuracy = 92.90%; Kappa coefficient = 0.92 |

Cr—Cropland; Ur—Urban land Or—Orchard; Wa—Water; Fo—Forest.

Table 4. Confusion matrix of the post-classification method, 2006–2016.

| Classes | Reference Data | Total | Producer’s Accuracy (%) | User’s Accuracy (%) |
|---------|----------------|-------|------------------------|---------------------|
| 1. Cr   | 130 2 2 2 1 8 1 - - - - | 146  | 91.55 | 89.04 |
| 2. Or   | 3 63 2 - - 1 2 - - - - | 72  | 86.30 | 87.50 |
| 3. Fo   | 2 2 94 - - - - 1 - - - | 100  | 93.07 | 94.00 |
| 4. Wa   | 1 - - 90 1 - - 3 2 - - | 97  | 90.91 | 92.78 |
| 5. Ur   | 2 1 - 128 3 - - 1 - - | 136  | 94.12 | 94.12 |
| 6. Cr to Ur | 1 - - - 2 72 - 1 3 2 - | 81  | 76.60 | 88.89 |
| 7. Or to Ur | - 1 - - - 1 3 50 1 - - | 56  | 89.29 | 89.29 |
| 8. Wa to Ur | 1 - - 4 1 2 - 51 - - - | 59  | 89.47 | 86.44 |
| 9. Cr to Wa | 2 - - - 2 1 3 - 1 57 - | 66  | 91.94 | 86.36 |
| 10. Fo to Ur | - 1 - 1 2 1 - - 49 1 57 | 59  | 94.21 | 85.86 |
| 11. Fo to Or | - 3 1 - - - - - - - | 55  | 94.83 | 91.67 |
| Total    | 142 73 101 99 136 94 56 57 62 52 58 930 | - | Overall accuracy = 90.22%; Kappa coefficient = 0.89 |

3.2. Urban Expansion and Green Space Change Detection for 2003–2006

The overall accuracy of change detection was calculated to be 92.58% and 0.92 for KAPPA index (Table 5). In terms of the producer’s accuracy, all classes except Cr-to-Ur exceeded 85%, with a maximum of 100% for Fo-to-Ur and the minimum of 86.96% for Fo. It is indicated that most classes were quite accurately identified. While, Cr-to-Ur yielded the minimum producer’s accuracy of 74.12% and, contrarily, the maximal omission of 25.88%. In examining the user’s accuracy, most classes with the exception of Cr-to-Wa were over 80% in which the maximum of 99.02% for Fo and the minimum of 83.33% for Or-to-Ur were achieved, even now the Cr-to-Wa was close to 80% as 79.69%. Furthermore, a comparison of error matrix indicated that the proposed method generally carried out better performance than that of the post-classification in which the overall accuracy and KAPPA index were calculated to be 90.11% and 0.89, respectively (Tables 5 and 6). Similarly, with regard to the producer’s and user’s accuracy, most classes outperform the ones of the post-classification. However, obvious pseudo-change and misclassification were also found in the change detection result in which the main confusions tended to be pseudo Wa-to-Ur and misclassifications in Cr-to-Ur and Cr-to-Wa.
Table 5. Confusion matrix of the PCA-based method, 2003–2006.

| Classes | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|---------|----------------|-------|-------------------------|--------------------|
| 1       |                |       |                         |                    |
| Cr      | 145            | -     | 3                      | 9                  | 1                | 160   | 94.16 | 90.63 |
| 2       | 1 67           | -     | -                      | -                  | 1                |       | 69    | 93.06 |
| 3       | - 1 101        | -     | -                      | -                  | -                |       | 102   | 98.06 |
| Wa      | - - 100        | 1     | 1                      | 1                  | -                |       | 103   | 86.96 |
| Ur      | 1 - - 171      | 2     | -                      | -                  | -                |       | 175   | 95.00 |
| Cr to Ur| 3 - - - 1      |    | 6                      | 1                  | -                |       | 70    | 74.12 |
| Or to Ur| - 3 - 2 1 4    | 50   | -                      | -                  | -                |       | 60    | 96.15 |
| Wa to Ur| - 1 - 7 2 1   | 56   | -                      | -                  | -                |       | 67    | 96.55 |
| Cr to Wa| 3 - - 3 1 5    | 1    | 51                     | -                  | -                |       | 64    | 94.44 |
| Ur to Fo| 1 - 1 - 2 4 1 1 | -    | 56                     | -                  | -                |       | 57    | 100.00 |
| Total   | 154 72 103 115 | 180  | 85 52 58 54 57 930     | -                  | -                |       | Overall accuracy = 92.58%; Kappa coefficient = 0.92 |

Table 6. Confusion matrix of the post-classification method, 2003–2006.

| Classes | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|---------|----------------|-------|-------------------------|--------------------|
| 1       |                |       |                         |                    |
| Cr      | 140            | 1     | 2                      | 4                  | 10                | 1     | -    | -    | 158   | 90.91 | 88.61 |
| 2       | 2 64           | 2     | -                      | -                  | 2                | -     | 70    | 88.89 | 91.43 |
| 3       | 1 3            | 99    | -                      | -                  | -                |       | 103   | 96.12 | 96.12 |
| Wa      | 1 - 99         | 1     | 1                      | 1                  | 1                |       | 107   | 96.09 | 95.19 |
| Ur      | 1 - 167        | 3     | -                      | -                  | -                |       | 173   | 92.78 | 96.53 |
| Cr to Ur| 3 - 0 3 61    | 4     | -                      | -                  | -                |       | 71    | 97.16 | 85.92 |
| Or to Ur| - 3 - 2 1     | 4     | 48                     | -                  | -                |       | 55    | 92.31 | 87.27 |
| Wa to Ur| 1 - 8 2       | 1     | 56                     | -                  | 1                |       | 69    | 96.55 | 81.16 |
| Cr to Wa| 5 - 3 2 8     | 1     | 48                     | -                  | 1                |       | 67    | 88.89 | 71.64 |
| Ur to Fo| - 1 1 2 -    | -     | 56                     | -                  | -                |       | 60    | 98.25 | 93.33 |
| Total   | 154 72 103 115 | 180  | 85 52 58 54 57 930     | -                  | -                |       | Overall accuracy = 90.11%; Kappa coefficient = 0.89 |

3.3. Urban Expansion and Green Space Change Detection for 2000–2003

Satisfying change detection results were also found according to the accuracy assessment from Table 7. The overall accuracy was calculated to be 90.43% and 0.89 for KAPPA index. With respect to the producer’s accuracy, all classes showed over 80% with a maximum of 100% for Cr-to-Or and a minimum of 80.13% for Ur. Similarly, most classes except Cr-to-Ur and Cr-to-Or exhibited over 80% as far as the user’s accuracy. What is more, the comparison between error matrixes confirms the better accuracy produced by the PCA-based method over the post-classification method, which results in the overall accuracy and KAPPA indexes 90.43% and 0.89 respectively (Tables 7 and 8). At the time, most classes resulted from the PCA-based method exceed the ones of the post-classification referring to the producer’s and user’s accuracy. Noticeable land use change confusions were also identified during the change detection process and more serious than the case of 2003–2006. The pseudo changes from cropland, water and forest to urban land and misclassifications in classes relating to cropland, orchard and urban land dominate the confusions.

Table 7. Confusion matrix of the PCA-based method, 2000–2003.

| Classes | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|---------|----------------|-------|-------------------------|--------------------|
| 1       |                |       |                         |                    |
| Cr      | 147            | 1     | 1                      | 4                  | 6                | -     | 1     | -    | 160   | 91.88 | 91.88 |
| 2       | 2 63           | 1     | -                      | -                  | -                | -     | 66    | 87.50 | 95.45 |
| 3       | - - 90         | 1     | -                      | -                  | -                | -     | 91    | 90.91 | 98.90 |
| Wa      | 1 - 92         | 3     | -                      | -                  | -                | -     | 97    | 95.83 | 94.85 |
| Ur      | 1 - 174        | 1     | 2                      | 1                  | -                | -     | 125   | 80.13 | 96.80 |
| Cr to Ur| 4 - 17 60 1    | 2     | -                      | -                  | -                |       | 85    | 80.03 | 70.59 |
| Or to Ur| 1 - - 1 56    | -     | -                      | -                  | -                |       | 60    | 95.08 | 96.67 |
| Wa to Ur| - - - 4 2      | -     | -                      | -                  | -                |       | 61    | 96.49 | 90.16 |
| Cr to Wa| 2 - 2 1       | -     | -                      | -                  | -                | -     | 63    | 96.67 | 92.06 |
| Ur to Fo| 1 - 5 2 51    | -     | -                      | -                  | -                |       | 62    | 100.00 | 82.26 |
| Fo to Ur| - 1 8 - 3 2    | -     | -                      | -                  | -                |       | 46    | 95.83 | 76.67 |
| Total   | 160 72 99 96 151 75 61 57 60 51 48 930 | -     | -                      | -                  | -                |       | Overall accuracy = 90.43%; Kappa coefficient = 0.89 |
Table 8. Confusion matrix of the post-classification method, 2000–2003.

| Classes   | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|-----------|----------------|-------|-------------------------|---------------------|
| 1. Cr     | 141 1 1 7 1 1 1 1 1 | 161 | 88.13 | 87.58 |
| 2. Or     | 3 63 2 1 1 1 1 1 70 | 70 | 87.50 | 90.00 |
| 3. Fo     | 1 88 3 1 1 2 1 1 | 92 | 88.89 | 95.65 |
| 4. Wa     | 2 1 3 1 1 1 1 1 | 77.48 | 92.86 |
| 5. Ur     | 1 1 1 1 1 1 1 1 126 | 91.75 | 91.75 |
| 6. Cr to Ur | 5 1 2 1 1 1 1 | 126 | 96.08 | 90.32 |
| 7. Or to Ur | 1 2 1 1 1 1 1 | 91.80 | 90.32 |
| 8. Wa to Ur | 1 1 2 1 1 1 1 | 92.98 | 85.48 |
| 9. Cr to Wa | 1 1 1 1 1 1 1 | 93.33 | 90.32 |
| 10. Cr to Or | 1 1 1 1 1 1 1 | 94.56 | 82.56 |
| 11. Fo to Or | 1 1 1 1 1 1 1 | 96.23 | 82.56 |
| Total     | 160 72 99 96 151 75 61 57 60 51 48 930 | 87.1% | 0.86 |

3.4. Urban Expansion and Green Space Change Detection for 1996–2000

Compared with the cases of 2006–2016, 2003–2006 and 2000–2003, slightly worse accuracy was achieved but, even now, the overall accuracy and KAPPA indexes were still determined to be 88.39% and 0.87 respectively (Table 9). Most classes excluding Ur and Cr-to-Ur yielded over or close to 90% accuracy in looking into the producer’s accuracy. As for the user’s accuracy, each class showed over 75% with the exception of Wa-to-Ur and Cr-to-Ur. Whereas, these two classes really produced significant commission which may be the outcome of the relatively coarse resolution of multi-sensors. Consequently, considerable confusions which are the most serious among the three cases are found in the results, especially the pseudo change in Cr-to-Wa and the misclassification in Wa-to-Ur and minor confusion in cropland-related transformation. However, the comparison of error matrix exhibits that the proposed method outperforms the post-classification (Tables 9 and 10).

Table 9. Confusion matrix of the PCA-based method, 1996–2000.

| Classes   | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|-----------|----------------|-------|-------------------------|---------------------|
| 1. Cr     | 183 5 1 1 1 1 1 1 1 | 191 | 89.27 | 95.81 |
| 2. Or     | 2 62 2 1 1 1 1 1 1 | 65 | 89.86 | 95.38 |
| 3. Fo     | 1 91 3 1 1 1 1 1 | 92 | 92.86 | 98.91 |
| 4. Wa     | 2 88 1 1 1 1 1 1 1 | 91 | 95.65 | 96.70 |
| 5. Ur     | 1 96 3 1 1 1 1 1 1 | 99 | 96.00 | 96.97 |
| 6. Cr to Ur | 7 96 1 1 1 1 1 1 | 90 | 97.40 | 98.91 |
| 7. Or to Ur | 2 5 7 1 1 1 1 1 | 61 | 95.13 | 88.52 |
| 8. Wa to Ur | 1 5 5 1 1 1 1 1 | 60 | 95.74 | 75.00 |
| 9. Cr to Wa | 1 6 1 1 1 1 1 1 | 61 | 95.74 | 75.00 |
| 10. Cr to Or | 3 8 3 1 1 1 1 1 | 60 | 95.74 | 75.00 |
| 11. Fo to Or | 1 6 1 1 1 1 1 1 | 61 | 95.74 | 75.00 |
| Total     | 205 69 92 93 93 93 93 93 93 | 88.39% | 0.87 |

Table 10. Confusion matrix of the post-classification method, 1996–2000.

| Classes   | Reference Data | Total | Producer's Accuracy (%) | User's Accuracy (%) |
|-----------|----------------|-------|-------------------------|---------------------|
| 1. Cr     | 177 2 1 1 1 1 1 1 1 | 182 | 86.34 | 97.25 |
| 2. Or     | 2 60 2 1 1 1 1 1 1 | 65 | 86.96 | 92.31 |
| 3. Fo     | 1 90 1 1 1 1 1 1 1 | 94 | 91.84 | 95.74 |
| 4. Wa     | 2 88 1 1 1 1 1 1 1 | 93 | 95.65 | 94.62 |
| 5. Ur     | 2 95 1 1 1 1 1 1 1 | 103 | 74.22 | 92.23 |
| 6. Cr to Ur | 2 65 1 1 1 1 1 1 | 78 | 69.89 | 83.33 |
| 7. Or to Ur | 4 54 1 1 1 1 1 1 1 | 65 | 91.53 | 83.08 |
| 8. Wa to Ur | 1 38 1 1 1 1 1 1 1 | 63 | 90.48 | 60.32 |
| 9. Cr to Wa | 15 42 1 1 1 1 1 1 | 64 | 95.45 | 65.63 |
| 10. Cr to Or | 4 45 1 1 1 1 1 1 | 61 | 95.74 | 73.77 |
| 11. Fo to Or | 3 51 1 1 1 1 1 1 | 62 | 96.23 | 82.56 |
| Total     | 205 93 93 93 93 93 93 93 93 | 86.56% | 0.85 |
4. Discussion

Based on the above-mentioned results, it is revealed that significant urban expansion process has taken place spanning 20 years during which dramatic transformation from non-urban land to urban land use has also been monitored. Fortunately, the land use change has been accurately identified and extracted using the presented methodology during four periods which provide a reliable foundation for monitoring. The reasonable and approving overall accuracies are accordingly yielded which exceed the minimum standard of 85% stipulated by the U.S. Geological Survey classification scheme [18]. Similarly, satisfying results are also found in most land use and changed classes with respect to the producer’s accuracy and user’s accuracy. Further, the comparison with the conventional post-classification method confirms the effectiveness of this methodology for monitoring urban expansion and land use change.

Precise geometric correction is substantially crucial for multi-temporal land use change detection. The orthorectification produced obviously more accurate geometric fidelity than that of polynomial method with the same GCPs. The total RMS of 2003 corrected SPOT Level 1A image was 0.4264 and 0.6132 for orthorectification and polynomial methods, respectively. In fact, the RMS errors for the other four geometrically corrected images are all less than 0.5 pixels (Table 2). As a whole, the fine geometric corrections underlay the implementation of the multi-temporal land use change detection project.

In this study, PCA of merged multi-temporal SPOT and Sentinel image pairs commonly provide enhanced information which has been captured and consequently clearly distinguishable in different principal components. In general, it is considered that the first or second component will explain and highlight no-change as they sought to account for the maximum possible variance of the multi-date, and the later or higher components will be representative of and enhance change between two merged data [43,44,58]. For the case of 2006–2016, from Figure 3, it can be seen that the first two PCs dominate and highlight the area of no-change or common variance of the two dates. Most of the land use change information, whereas, are picked up and enhanced in the third component (PC3) in which the changed objects are bright in tone (Figures 3 and 4). However, it is important to note that the significant changes of land use and resultant landscape have exerted great influences on the result of the PCA. The assumption for the general pattern is that area of change occupies only a minor proportion of the entire study area. Unfortunately, the situation is totally disparate in the cases of 2000–2003 and 1996–2000 where land use changes took place dramatically on the entire scenes (Figures 9 and 10). The differences between the multi-sensor and multi-date data also have considerable effect to the results of PCA. Consequently, the first or second principal components do not only pick up areas of no-change as in other studies. In contrast, they enhance the change from non-urban land to urban land. For example, it is indicated from Figure 5 that changes from cropland and water to urban land are mainly enhanced in the first three components and minor changes are detected in PC6. Clearly, PCA is a scene dependent technique. Thus, even though it is a useful change enhancement technique, it should be used only with a thorough understanding of the characteristics of the study in order to avoid drawing any faulty conclusions.

Although the presented methodology may be proved practical and cost-effective, some important issues have to be noted in this study. First, obvious confusions are still found in the change detection results. These may be the outcome of the complexity of urban surface, phonological variation and atmospheric change in the study spanning 20 years. The difference in the characteristics of multi-sensor with respect to the spatial-, spectral- and radiometric-resolution, and even the sensor mode should significantly contribute to the confusion. This may answer why more confusion was found in the change detection for 1999–2000. In addition, the misregistration (or misrectification) existing in multi-date data and change detection methodology also have substantial effects on the confusion as for the technical issue.

5. Conclusions

This study has presented the usefulness of multi-date and multi-sensor SPOT and Sentinel data, PCA-based change enhancement and hybrid classification method in successfully monitoring urban
sprawl and green space change of Hangzhou City for the past 20 years. The methodology developed in this study was based on an adequate understanding of sensor characteristics, data availability, landscape features, data-related limitation, and change detection techniques employed in practice.

Due to the need to remove geometric distortion and to be used with other spatial data, orthorectification based on collinearity equation was conducted. Each of the four SPOT Level 1A images and Sentinel image were quite accurately rectified with an RMS less than 0.5 pixels which guaranteed an accurate remote sensing monitoring application. A methodology combining PCA and hybrid classification was then implemented to enhance and detect land use change. The enhanced change information was commonly captured and discriminatingly characterized in different principal components. However, the land use and pattern change, and characteristic variation in multi-source data have imposed considerable effects on the PCA. The PCA-enhanced information was classified using hybrid classifier to achieve “from-to” land use change maps of four time periods. Finally, the method integrating stratified random and user-defined plots sampling strategy with 930 reference pixels was performed on the change maps to undertake accuracy assessment. Fortunately, the result confirmed the effectiveness of the proposed methodology combining PCA and hybrid classification in extracting land use change and then providing comprehensive information on the direction and nature of urban expansion. Sound, high accuracies of change detection were achieved for four changing periods referring to the overall accuracy and KAPPA indexes. The user’s and producer’s accuracies also show satisfying results. Furthermore, the results showed that the proposed method obviously outperformed the conventional post-classification in terms of assessment indexes. However, the efficient methods and the use of satellites with finer spatial resolution are still a promising and attractive direction and can be used for urban expansion and green space dynamics in remote sensing, all the time.
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