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Abstract

This article describes research on claim verification carried out using a multiple GAN-based model. The proposed model consists of three pairs of generators and discriminators. The generator and discriminator pairs are responsible for generating synthetic data for supported and refuted claims and claim labels. A theoretical discussion about the proposed model is provided to validate the equilibrium state of the model. The proposed model is applied to the FEVER dataset, and a pre-trained language model is used for the input text data. The synthetically generated data helps to gain information which helps the model to perform better than state of the art models and other standard classifiers.

1 Introduction

Misleading claims and news are prevalent phenomena in our day-to-day life. Sometimes these are extremely difficult to identify, and as a result, they are causing serious problems in our lives. This problem makes the research on claim verification extremely important and necessary. Fake news can be broadly classified into three categories [30]: i) Serious fabrications (uncovered in mainstream or participant media, yellow press or tabloids); ii) Large-scale hoaxes; and iii) Humorous fakes (news satire, parody, game shows). To solve this problem, the research on this subject evolved from the use of knowledge-base oriented methods to sophisticated deep learning-based techniques.

In [18] Mihalcea, and Strapparvva used natural language processing (NLP) techniques to detect fake news, which is considered one of the earliest attempts to solve this problem using NLP. Mihalcea and Strapparvva used tokenization and stemming for preprocessing the data and applied Naïve Bayes algorithm and Support Vector Machine (SVM) for the classification. In recent research the linguistic style [29], [2], [26] and source of the text are considered as the most critical factors to decide the genuineness of a fact or claim.

Other than that, sometimes multiple sources of particular claims are used as external resources for claim verification. In [29], Hannah et al. compared the linguistic characteristics...
of real news with satire, hoaxes, and propaganda. In this research, they presented a case study based on the data collected by PolitiFact.com, where they used GloVe for the embedding of the test data, and Long Short Term Memory (LSTM) for the prediction. To improve their result, they concatenate the Linguistic Inquiry and Word Count (LIWC) features [24] with LSTM output vectors before undergoing the activation layer. LIWC features played a very vital role in claim verification research. LIWC extracts essential words in the text that are part of psycho-linguistic categories and helps in content analysis [13, 19]. This research work has been further extended by Kashyap et al. [28], and they proposed an End-to-end Framework for Credibility Analysis. The proposed end-to-end framework is capable of aggregating information from external evidence articles, the language of these articles, and the trustworthiness of their sources. It also helps in generating informative features for user-comprehensible explanations [28]. The use of external information sources is a very effective technique for claim verification research, like Ravali et al. in [27], [21], [9], [17], [38] used external sources for similar types of tasks. Ravali et al. proposed a novel method based on correlations between different sources of news in [27]. To find the correlation between sources, joint precision and joint recall are used.

Jeff Pasternack et al. introduced a generalized fact-finding framework in [21], in which they tried to solve a fact finding problem while different authors are making conflicting claims. Similarly, [9], [17], [38] also used inconsistent sources and information to verify the facts and claims. Liang Ge et al. [9] proposed a two-step procedure that calculates the degree of information consistency and identifies the underlying common reason for the inconsistency, and calculates a consistent score for each item. Likewise, Q. Li et al. [17] proposed an optimization framework in which truths and reliable sources are considered as two sets of unknown variables, and the framework aims to minimize the deviation between the truths and the multi-source observations. A generalized algorithm called TruthFinder is proposed in [38], which utilizes the information of different related websites to perform fact-checking. In most recent research on this topic, applications of deep learning techniques are very prevalent. The fake news detection research by Anshika et al. [39], proposed a sequential neural model which helps to identify syntactic, grammatical, sentimental, and readability features of certain news. Using deep learning techniques, Yang Yang et al. [40] proposed text and Image information based Convolution Neural Network (TI-CNN), which uses both text and images as evidence for fact-checking. In this model, CNN is used for feature extraction from both text and images.

Recently, FEVER dataset has gained a lot of traction in the researcher community [36], [34], [37], hence for our claim verification research we are using FEVER dataset. In earlier research on the FEVER dataset, most of the researchers followed a pipeline suggested by the baseline model [33]. The pipeline consists of three phases in a sequence. These phases are identifying relevant wiki articles, extracting the appropriate supporting sentences, and determining the truthfulness of the claim. Most of the earlier researchers implemented the wiki article identifying phase by Wikipedia API, token matching techniques and the AllenNLP framework [3]. For sentence selection most of the earlier researchers used TF-IDF based method, sequence matching neural network, and some ranking based methods. The classification task is done using a TF-IDF based approach in the base model, while Neural network based models, different natural language inference models, and deep learning based models are also used later.

In this research, we proposed a GAN [10] based model to perform the claim verification job. The proposed model is inspired by two GAN based Positive Unlabeled (PU) learning models proposed by Ming et al. [13] (GenPU) and Yang et al. [39]. The proposed GAN
based model consists of three pairs of generators and discriminators. These generator and discriminator pairs are responsible for generating positive or supported claims, negative or refuted claims, and class labels of the claims from a global perspective. Fig. 1 shows the proposed model.

\[ \min_{G_p} \max_{D_p} V(D,G) = \mathbb{E}_{x \sim p_S(x)} \log(D_p(x)) + \mathbb{E}_{z \sim p(z)} \log(1 - D_p(G_p(z))) \]  
(1)

\[ \min_{G_n} \max_{D_n} V(D,G) = \mathbb{E}_{x \sim p_S(x)} \log(D_n(x)) + \mathbb{E}_{z \sim p(z)} \log(1 - D_n(G_n(z))) \]  
(2)

\[ \min_{G_p,G_n,G_y} \max_{D_y} V(D,G) = \mathbb{E}_{x \sim p(x)} \log(D_y(x)) + \pi_p \mathbb{E}_{z \sim p_S(z)} \log(1 - D_y(G_y(G_p(z)))) + \] 
\[ \pi_n \mathbb{E}_{z \sim p_S(z)} \log(1 - D_y(G_y(G_n(z)))) \]  
(3)

The proposed model can handle only supported and refuted claims. \( D_y \) will be trained with both supported and refuted claims, while \( D_p \) and \( D_n \) will be trained with only supported and refuted claims separately hence, \( D_y \) is a more powerful discriminator compared to \( D_p \) and \( D_n \). There is a possibility that \( D_p \) or \( D_n \) will assign some sentences generated by \( G_p \) and
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Algorithm 1 Algorithm

1: for training iterations do
2:    # update discriminator networks $D_p, D_n, D_y$ #
3:    sample mini-batch of noise examples $\{z^n\}_{i=1}^m$ from noise prior $p(z)$
4:    sample mini-batch of positive examples $\{x^n_p\}_{i=1}^m$ from noise prior $p(x)$
5:    sample mini-batch of negative examples $\{x^n_n\}_{i=1}^m$ from noise prior $p_n(x)$
6:    sample mini-batch of examples $\{x\}_{i=1}^m$ from noise prior $p(x)$
7:    update the positive discriminator $D_p$ by ascending its stochastic gradient:
     $$\nabla_{\theta_{D_p}} \frac{1}{m} \sum_{i=1}^{m} \pi_p [\log(D_p(x^n_p)) + \log(1 - D_p(G_p(z^n)))]$$
8:    update the negative discriminator $D_n$ by ascending its stochastic gradient:
     $$\nabla_{\theta_{D_n}} \frac{1}{m} \sum_{i=1}^{m} \pi_n [\log(D_n(x^n_n)) + \log(1 - D_n(G_n(z^n)))]$$
9:    update the discriminator $D_y$ by ascending its stochastic gradient:
     $$\nabla_{\theta_{D_y}} \frac{1}{m} \sum_{i=1}^{m} \pi_p [\log(D_y(x^n_p)) + \pi_p \log(1 - D_y(G_y(G_p(z^n))) + \pi_n \log(1 - D_y(G_y(G_n(z^n)))]$$
10:   # update generator networks $G_p, G_n, G_y$ #
11:   sample mini-batch of noise examples $\{z^n\}_{i=1}^m$ from noise prior $p(z)$
12:   update the positive generator $G_p$ by descending its stochastic gradient:
     $$\nabla_{\theta_{G_p}} \frac{1}{m} \sum_{i=1}^{m} \pi_p [-\log(D_p(G_p(z^n))) - \log(D_y(G_p(z^n)))]$$
13:   update the negative generator $G_n$ by descending its stochastic gradient:
     $$\nabla_{\theta_{G_n}} \frac{1}{m} \sum_{i=1}^{m} \pi_n [-\log(D_n(G_n(z^n))) - \log(D_y(G_n(z^n)))]$$
14:   update the class label generator $G_y$ by descending its stochastic gradient:
     $$\nabla_{\theta_{G_y}} \frac{1}{m} \sum_{i=1}^{m} [-\pi_p \log(D_y(G_p(z^n))) - \pi_n \log(D_y(G_n(z^n)))]$$
15: end for
16: return $G_y$

$G_n$ wrongly. As $D_y$ has the global view of both supported and refuted claims, it is capable of classifying them. Consider a situation: $G_p$ generates $Y_p$ (a synthetic positive claim). In the next step, $Y_p$ is the input to $G_y$, and $G_y$ is generating 1 (positive class label). The output of $G_y$ and input of $G_p$ is the input to the discriminator state ($D_y$). If $D_y$ classifies the $Y_p$ as positive, then there is no penalty that will be added to $G_y$ and $G_p$ otherwise penalties will be added to both $G_p$ and $G_y$. Consider another situation, where the $G_y$ generates 0 (negative class label) for an input of $Y_p$ and $D_y$ is also classifies the $Y_p$ as negative, then a penalty will be added to $G_y$, not $G_y$. So $D_y$ is acting as a global discriminator. Equation 4 is the loss function for the generator $G_y$. $\pi_p$ and $\pi_n$ are the probabilities of positive and negative claims in the dataset.

$$L(y) = \pi_p [D_y(G_p(z))\log(D_y(G_y(G_p(z))))] + (1 - D_y(G_p(z)))\log(1 - D_y(G_y(G_p(z)))) + \pi_n [D_y(G_n(z))\log(D_y(G_y(G_n(z))))] + (1 - D_y(G_n(z)))\log(1 - D_y(G_y(G_n(z))))$$

(4)

For a GAN system achieving the equilibrium condition is very important. In the present context, to find the equilibrium condition, first, we need to find the optimal conditions for discriminators. Using the optimal conditions of the discriminators, the minimization conditions for the generator can be obtained. Considering the generators ($G_p, G_n, G_y$) are fixed, and $\pi_p$ and $\pi_n$ are the probabilities of positive and negative claims in the dataset. So in the in equilibrium condition the distribution of positive generated data ($p_{gp}(x)$) and negative generated data ($p_{gn}(x)$) will follow the below mentioned Equations 5 and 6. In Equations 5
and \( p_p(x) \) and \( p_n(x) \) are the positive and negative class probability distributions.

\[
p_{gp}(x) = p_p(x)  \tag{5}
\]

\[
p_{gn}(x) = p_n(x)  \tag{6}
\]

The optimal discriminator functions \( D^*_p(x) \), \( D^*_n(x) \), \( D^*_y(x) \) can be derived by differentiate Equation (1), (2) and (3).

\[
D^*_p(x) = \frac{p_p(x)}{p_p(x) + p_{gp}(x)}  \tag{7}
\]

\[
D^*_n(x) = \frac{p_n(x)}{p_n(x) + p_{gn}(x)}  \tag{8}
\]

\[
\min_{G_p, G_n, G_y} \max_{D_y} V(D^*, G) = \log \left( \frac{p(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right) + \\
\pi_p \log \left( \frac{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right) + \\
\pi_n \log \left( \frac{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right)  \tag{9}
\]

Using Jensen–Shannon divergence (JSD) [7], we can show that the minimum value of the generators can be achieved when following conditions will be satisfied:

\[
p_p(x) = p_{gp}(x)  \tag{10}
\]

\[
p_n(x) = p_{gn}(x)  \tag{11}
\]

\[
p_y(x) = \pi_p p_{gp}(x) + \pi_n p_{gn}(x)  \tag{12}
\]

The derivation steps of the above mentioned equations is presented in Appendix [A].

3 Data

FEVER dataset is used for this research. It is a publicly available dataset for claim verification. There are three types of claims present in the dataset i) supported, ii) refuted, iii) information not enough (INE). For every supported and refuted claim there is one or multiple supporting evidence, while for the INE class there is no evidence. All evidence provided in the FEVER dataset is collected from Wikipedia. In most cases, the first few lines of a particular Wikipedia page are taken in FEVER dataset as the evidence. In Table 1 two examples of the claim, evidence and class label are presented.

FEVER training dataset has 80,035 Supported claims, 29,775 Refuted claims, and 35,639 NotEnoughInfo claims. The FEVER 1.0 validation set and test set have 3,333 Support claims, 3,333 Refute claims, and 3,333 NotEnoughInfo claims respectively. FEVER 2.0 has 391 Support claims, 396 Refute claims, and 387 NotEnoughInfo claims respectively. For the experiments we used only supported and refuted claims.
Table 1 Examples of claim verification

| Claim | Evidence | Label |
|-------|----------|-------|
| Tetris has sold millions of physical copies. | It was announced that Tetris has sold more than 170 million copies, approximately 70 physical copies and ... | True |
| Andy Roddick lost 5 Master Series between 2002 and 2010. | Roddick was ranked in the top 10 for nine consecutive years between 2002 and 2010, and won five Masters Series in that period. | False |

4 Experiments

The algorithm described in the previous section is implemented and tested using the FEVER 1.0 and FEVER 2.0 datasets. The steps of the experiments are described in this section.

4.1 Data preprocessing:

For this experiment, only ‘Supported’ and ‘Refuted’ claims are considered from the training dataset. In the training dataset, every claim has one or multiple evidence. For a particular claim, its corresponding evidence is concatenated separately. For example, there is a data point with the following claim (C) evidence (E) and label (L): \([C; e_1, e_2, e_3, L]\). The input data format for the further processes will be: \(x = [C; e_1, L, C; e_2, L, C; e_3, L]\). This preprocessed claim evidence pair is used for further experiments.

4.2 GAN Implementation:

The implementation of GAN is the central part of this research. There are two types of GAN implemented: text generating GAN and binary class label generating GAN. The text generating GAN is generating synthetic text data for supported and refuted claims. The binary class label generating GAN generates the binary class label for each of the generated claims. To implement text generating GAN, we followed LaTextGAN [4]. LaTextGAN follows two phases for the implementation. During the first phase, it creates an encoded space, and in the second phase, it follows the traditional GAN [10] implementation steps and generates synthetic data in the encoded space. Finally, the synthetically generated data is decoded into normal text data. On the other hand, the implementation of binary labels generating GAN is similar to the implementation of the traditional GAN [10].

4.3 GenPU Based Methods:

The proposed model is inspired by the GenPU. To explore further we have modified GenPU in two variants such as Inverted GenPU and Symmetric GenPU. In case of Inverted GenPU the value functions for the positive and negative text generating GAN are exchanged. Hence
the respective value functions become the equations mentioned in Equation 13, 14 and 15.

\[
D^*_n = \arg\max_{D_n} E_{x \sim p(x)} \log(D_n(x)) + E_{z \sim p_z(z)} \log(1 - D_n(G_n(z)))
\] (13)

\[
\min_{G_p} \max_{D_p} V(D,G) = -E_{x \sim p(x)} \log(D^*_n(x)) - E_{z \sim p_z(z)} \log(1 - D^*_n(G_n(z)))
\] (14)

\[
\min_{G_n} \max_{D_n} V(D,G) = E_{x \sim p(x)} \log(D_p(x)) + E_{z \sim p_z(z)} \log(1 - D_p(G_p(z)))
\] (15)

In Symmetric GenPU the equations for both the value functions are same. The value functions for Symmetric GenPU are presented in Equation 16 and 17.

\[
\min_{G_p} \max_{D_p} V(D,G) = E_{x \sim p(x)} \log(D_p(x)) + E_{z \sim p_z(z)} \log(1 - D_p(G_p(z)))
\] (16)

\[
\min_{G_n} \max_{D_n} V(D,G) = E_{x \sim p(x)} \log(D_p(x)) + E_{z \sim p_z(z)} \log(1 - D_p(G_p(z)))
\] (17)

### 4.4 Other methods:

The performance of the proposed method is compared with other GAN based methods and classifiers. The GAN based models generate synthetic data and the synthetically generated data is added to the original dataset and it helps to create an extended feature space of the FEVER dataset and gives leverage to new features. This synthetically generated data is further classified using positive-unlabeled (PU) learning which considers supported facts as positive class and are added to the existing training dataset. Finally, this extended dataset is used for the training process. The synthetic data is generated using LeakGAN [11] and LaTextGAN [4] separately and two different sets of results are collected to compare the performance. Other than GAN based methods different deep learning and machine learning based classification methods are used such as: BERT based classifier [3], Graph Convolution Network (GCN) [31], Long Short Term Memory (LSTM) [12], Convolution Neural Network (CNN) [15], Support Vector Machine (SVM) [5], Naive Bayes [16], Random forest [20], Stochastic Gradient Descent (SGD) [6] are also implemented for the claim verification task. To implement BERT based classifier Huggingface BERT [3] pretrained transformer is used as tokenizer for the training, validation and testing dataset. The vocabulary size of the pretrained model is 30522 and the size of the hidden layer is 768. Later the pretrained model is fine tuned to classify the claims. In GCN, the point wise mutual information between words is calculated to generate the graph. To implement the CNN five kernels of sizes 2, 3, 4, 5 and 6 are used. For LSTM the input data is encoded using GloVe [25]. The learning rate and batch size for GCN, CCN and LSTM are 0.001, 64 respectively. The Random forest is equipped with 1000 trees and entropy is used as supported criteria for the information gain. The SGB model utilizes hinge loss and L2 penalty. The deep learning models are implemented using PyTorch [22], and the Scikit learn library [23] is used for machine learning models.
5 Results

In this section the results of the previously discussed experiments will be discussed. All models are trained with the FEVER training dataset and tested with FEVER 1.0 and FEVER 2.0 test dataset. In the Table 2 and Table 3 detailed results for each of the models are presented. Each of the experiments is repeated five times. The result for FEVER 1.0 is also compared with previous research work by Yang et al. [39].

| Classifiers                        | FEVER 1.0 Dataset                                      |
|-----------------------------------|-------------------------------------------------------|
|                                   | Precision     | Recall      | F1 Score       |
| BERT Classifier                   | 0.45 ± 0.011  | 0.44 ± 0.010 | 0.44 ± 0.009  |
| Leak GAN Based Classifier         | 0.65 ± 0.003  | 0.64 ± 0.006 | 0.63 ± 0.003  |
| LaTextGAN Based Classifier        | 0.41 ± 0.008  | 0.36 ± 0.016 | 0.30 ± 0.009  |
| Graph Convolutional Network       | 0.45 ± 0.015  | 0.44 ± 0.013 | 0.44 ± 0.013  |
| SVM                               | 0.53 ± 0.013  | 0.42 ± 0.013 | 0.38 ± 0.013  |
| Naive Bayes                       | 0.41 ± 0.016  | 0.34 ± 0.014 | 0.24 ± 0.015  |
| Random forest                     | 0.33 ± 0.011  | 0.33 ± 0.010 | 0.28 ± 0.011  |
| SGD                               | 0.31 ± 0.023  | 0.22 ± 0.022 | 0.27 ± 0.023  |
| LSTM                              | 0.45 ± 0.003  | 0.42 ± 0.004 | 0.04 ± 0.004  |
| CNN                               | 0.46 ± 0.012  | 0.44 ± 0.011 | 0.43 ± 0.012  |
| Inverted GenPU                    | 0.52 ± 0.013  | 0.71 ± 0.023 | 0.60 ± 0.018  |
| Symmetric GenPU                   | 0.33 ± 0.015  | 0.54 ± 0.02  | 0.40 ± 0.010  |
| Proposed Method                   | 0.50 ± 0.016  | 0.93 ± 0.018 | 0.65 ± 0.018  |
| Yang et al. result                | 0.61          | 0.58         | 0.60           |

In Table 2 and Table 3 it can be observed that the F1 score for the proposed method is better than the rest of the models and the previous research.

The proposed GAN model has three generator-discriminator pairs and each of them is having one loss function. To generate very good quality synthetic data, the loss should be minimized. While training the model we observed losses of three generator-discriminator pairs such as positive loss, negative loss and binary label loss. In the Fig. 4, Fig. 5 and Fig. 6 it can be observed that the loss of three generator-discriminator pairs is gradually reduced.

The proposed GAN based model starts with some random values and tries to generate synthetic data, which helps to achieve a better F1 score. In the training process, after every epoch, we have calculated the F1 score for both the test datasets and observed a gradual improvement of the F1 score. The gradual change of precision, recall, and F1 score for the FEVER 1.0 and FEVER 2.0 is presented in Fig. 2 and Fig. 3. Moreover, to visualize the distribution of original and synthetically data, the t-SNE plot of the positive and negative generated data is shown in Fig. 4 and Fig. 5. The perplexity of the t-SNE plot is 30, and the learning rate is 120. It can be observed that the distribution of synthetically generated positive data is very similar to that of original positive text data, while the distribution of the negative synthetic data is similar to the original negative text data. The positive synthetic data is much more similar to the positive text data compared to the similarity between negative synthetic data and negative text data.
Table 3: Result of FEVER 2.0

| Classifiers               | Precision  | Recall    | F1 Score   |
|--------------------------|------------|-----------|------------|
| BERT Classifier          | 0.46 ± 0.013 | 0.44 ± 0.014 | 0.44 ± 0.013 |
| Leak GAN Based Classifier| 0.52 ± 0.023 | 0.51 ± 0.019 | 0.51 ± 0.021 |
| LaTextGAN Based Classifier| 0.42 ± 0.02 | 0.39 ± 0.019 | 0.39 ± 0.019 |
| Graph Convolutional Network | 0.43 ± 0.023 | 0.39 ± 0.013 | 0.37 ± 0.016 |
| SVM                      | 0.40 ± 0.019 | 0.37 ± 0.022 | 0.35 ± 0.019 |
| Naive Bayes              | 0.33 ± 0.030 | 0.22 ± 0.023 | 0.27 ± 0.025 |
| Random forest            | 0.33 ± 0.014 | 0.26 ± 0.017 | 0.29 ± 0.015 |
| SGD                      | 0.30 ± 0.025 | 0.22 ± 0.029 | 0.26 ± 0.027 |
| LSTM                     | 0.43 ± 0.028 | 0.40 ± 0.039 | 0.39 ± 0.032 |
| CNN                      | 0.41 ± 0.021 | 0.38 ± 0.011 | 0.37 ± 0.018 |
| Inverted GenPU           | 0.58 ± 0.024 | 0.71 ± 0.022 | 0.63 ± 0.012 |
| Symmetric GenPU          | 0.41 ± 0.016 | 0.55 ± 0.011 | 0.49 ± 0.013 |
| Proposed Method          | 0.49 ± 0.061 | 0.97 ± 0.041 | 0.65 ± 0.051 |

Figure 2: Precision, Recall and F1 Score for FEVER 1.0 Dataset

Figure 3: Precision, Recall and F1 Score for FEVER 2.0 Dataset

Figure 4: t-SNE Plot of original and synthetic data for negative class
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Fig. 5 t-SNE Plot of original and synthetic data for positive class

Fig. 6, 7, 8 depicting the positive loss, negative loss and label generating loss. We can see the three losses are decreasing over epochs gradually, which also suggests that all the generator discriminator pairs are training to achieve the equilibrium state. To test the gradual progression of the synthetically generated data, we also measure the similarity scores between original (positive and negative) data and synthetic data (positive and negative) while training the model. It has been observed that for the generated data, the similarity score gradually improves over epochs, as shown in Fig. 9 and 10. To measure the similarity 20,000 synthetically generated data are randomly selected and Cosine similarity [32], Manhattan distance [33], Euclidean distance [1] are calculated.

Fig. 6 Positive loss  ■  Figure 7 Negative loss  ■  Figure 8 Label loss
6 Conclusion

This research proposes a multiple GAN-based model that employs the GAN’s synthetic data generation capability to solve claim verification problems. The model generates synthetic data for supported, refuted claims and their class labels using three separate generator discriminator pairs. The synthetic data eventually helps in the fact-checking task for FEVER 1.0 and FEVER 2.0 test datasets. The results have shown that the proposed model starts with random data generation, and as the training progresses, it generates synthetic data similar to the original data. Different statistical and analytical similarity metrics confirm that the similarity between original data and synthetically generated data increases as the training progresses. This gradual improvement of data quality shows the effectiveness of the model. The proposed model produces an F1 score of $0.65 \pm 0.018$ and $0.65 \pm 0.051$ for FEVER 1.0 and FEVER 2.0, respectively. In the future, this model can be extended to a multi-class classifier, and a similar set of experiments can be carried out on other publicly available standard datasets to test this proposed model’s effectiveness.
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In the proposed methodology three GAN units are used. These three units are responsible for generating positive samples Equation 18, negative samples Equation 19 and class labels Equation 20.

$$\min_{G_p} \max_{D_p} V(D, G) = \mathbb{E}_{x \sim p_d(x)} \log(D_p(x)) + \mathbb{E}_{z \sim p_z(z)} \log(1 - D_p(G_p(z))) \quad (18)$$
\[
\min_{G_n} \max_{D_n} V(D, G) = \mathbb{E}_{x \sim p_n(x)} \log(D_n(x)) + \mathbb{E}_{z \sim p_z(z)} \log(1 - D_n(G_n(z)))
\]

\[
\min_{G_p, G_n, G_y} \max_{D_y} V(D, G) = \mathbb{E}_{x \sim p(x)} \log(D_y(x)) + \pi_p \mathbb{E}_{z \sim p_z(z)} \log(1 - D_y(G_y(G_p(z)))) + \\
\pi_n \mathbb{E}_{z \sim p_z(z)} \log(1 - D_y(G_y(G_n(z))))
\]

To find the equilibrium condition, first, we need to find the optimal conditions for discriminators. Using the optimal conditions of the discriminators, the minimization conditions for the generator can be obtained. Considering the generators \((G_p, G_n, G_y)\) are fixed, and \(\pi_p\) and \(\pi_n\) are the probabilities of positive and negative claims in the dataset. So in the equilibrium condition the distribution of positive generated data \((p_{gp}(x))\) and negative generated data \((p_{gn}(x))\) will follow the below mentioned Equations 21 and 22.

\[
p_{gp}(x) = p_p(x)
\]

\[
p_{gn}(x) = p_n(x)
\]

To find the optimal discriminator functions \(D^*_p(x), D^*_n(x), D^*_y(x)\) we need to differentiate Equation 18, 19 and 20.

Let, \(a = \mathbb{E}_{x \sim p(x)}, b = \mathbb{E}_{z \sim p_z(z)}\) and \(t = D_p(x)\). Substitution \(a, b\) and \(x\) in Equation 18 we get Equation 23.

\[
l = a \times \log(t) + b \times \log(1 - t)
\]

Differentiating Equation 23 with respect to \(t\) and equating the result with zero we can get the optimum value of \(t\).

\[
\frac{dl}{dt} = \frac{a}{t} - \frac{b}{(1-t)} = 0
\]

\[
a = \frac{b}{(1-t)}
\]

\[
t = \frac{a}{a + b}
\]

Therefore, substitution values of \(a\) and \(b\) the optimal discriminator function will be Equation 27. The value of \(b\) is \(p_{gp}\) for the optimum condition as discussed earlier.

\[
D_p(x) = \frac{p_p(x)}{p_p(x) + p_{gp}(x)}
\]
Similarly, we can derive the equation for the negative discriminator as shown in Equation 28.

\[ D^*_n(x) = \frac{p_n(x)}{p_n(x) + p_{gn}(x)} \]  

(28)

To find the optimal values discriminator function for \( D_y \) we need to differentiate Equation 20.

Let, 
\[ a = E_{x \sim p_p(x)}, \quad b = \pi_p \ E_{z \sim p_p(z)}, \quad c = \pi_n \ E_{z \sim p_p(z)} \]  

and \( t = D_y(x) \). Substitution \( a, b, c \) and \( x \) in Equation 20 we get Equation 29.

\[ l = a \ast \log(t) + b \ast \log(1 - t) + c \ast \log(1 - t) \]  

(29)

Differentiating Equation 29 with respect to \( t \) and equating the result with zero we can get the optimum value of \( t \).

\[ \frac{dl}{dt} = \frac{a}{l} + \frac{b}{1 - l} + \frac{c}{1 - l} = 0 \]  

(30)

\[ t = \frac{a}{a + b + c} \]  

(31)

Substituting the values of \( a, b, c \) gives the Equation 32.

\[ \min_{G_p, G_n, G_y} \max_{D_y} V(D^*, G) = \log \left( \frac{p(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right) + \pi_p \log \left( \frac{p_p p_{gp}(x) + \pi_n p_{gn}(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right) + \pi_n \log \left( \frac{p_p p_{gp}(x) + \pi_n p_{gn}(x)}{p(x) + \pi_p p_{gp}(x) + \pi_n p_{gn}(x)} \right) \]  

(32)

Using Jensen–Shannon divergence (JSD) [7], we can show that the minimum value of the generators can be achieved when following conditions will be satisfied:

\[ p_p(x) = p_{gp}(x) \]  

(33)

\[ p_n(x) = p_{gn}(x) \]  

(34)

\[ p_y(x) = \pi_p p_{gp}(x) + \pi_n p_{gn}(x) \]  

(35)