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Abstract

We analyze publicly available US Supreme Court documents using automated stance detection. In the first phase of our work, we investigate the extent to which the Court’s public-facing language is political. We propose and calculate two distinct ideology metrics of SCOTUS justices using oral argument transcripts. We then compare these language-based metrics to existing social scientific measures of the ideology of the Supreme Court and the public. Through this cross-disciplinary analysis, we find that justices who are more responsive to public opinion tend to express their ideology during oral arguments. This observation provides a new kind of evidence in favor of the attitudinal change hypothesis of Supreme Court justice behavior. As a natural extension of this political stance detection, we propose the more specialized task of legal stance detection with our new dataset SC-stance, which matches written opinions to legal questions. We find competitive performance on this dataset using language adapters trained on legal documents.

1 Introduction

The relationship between the Supreme Court of the United States (SCOTUS) and American public opinion is complicated. Some scholars debate normative questions as to whether the Court’s power of judicial review ought to obey democratic principles1 (Bassok and Dotan, 2013). Others investigate how SCOTUS behaves in relation to the public and why (Katz et al., 2017). Prior work in the field of American political science has consistently demonstrated an association between the partisan ideology of the Court, as expressed through its decisions, and that of the public, as recorded through poll data (Casillas et al., 2011; Mishler and Sheehan, 1996, e.g.). However, more recent work, particularly in light of the 2022 Dobbs v. Jackson decision, suggests a departure from this general pattern (Jessee et al., 2022). This change in institutional behavior has profound social significance which calls for academic attention. This paper heeds that call by providing a new analytical perspective on SCOTUS’ democratic tendencies.

Despite extensive research confirming SCOTUS’ general responsiveness to public opinion, the underlying reasoning for this relationship is disputed. One hypothesis centers on strategic behavior: it posits that the Court consciously acts in accordance with the public will in order to protect its Constitutionally fragile claim to the power of judicial review (Hammond et al., 2005). Alternatively, the attitudinal change hypothesis contends that broader socio-political forces such as news media present confounding factors that influence both the justices and the public (Norpoth et al., 1994).

In this paper, we gain new insight into these hypotheses by applying automated stance detection to a newly assembled corpus of Supreme Court written opinions and oral arguments. Stance detection (i.e., automatically identifying the position of an author towards a given target statement) allows us to evaluate the implications of a justice’s language. We use stance detection and related techniques to build two different textual indicators of ideology which we call issue-specific stance (ISS) and holistic political stance (HPS) respectively. We compare these indicators to existing social scientific metrics related to general public opinion (i.e. the Stimson Policy Mood; Stimson, 2018), Supreme Court justice ideology (i.e. the Martin-Quinn score; Martin and Quinn, 2002), and Supreme Court case salience (i.e. the Clark case salience; Clark et al., 2015).

In addition, we build a supervised stance detection dataset, SC-stance, over a subset of Supreme Court written opinions. Our dataset matches the

---

1Famously dubbed the “counter-majoritarian difficulty” by political scientist Alexander Bickel in 1962, this problem has been said to lie at the heart of American Constitutional scholarship (Friedman, 1998)
Once the Court starts looking to the currents of public opinion regarding a particular judgment, it enters a truly bottomless pit from which there is simply no extracting itself. (Rehnquist, 1992)

Will this institution survive the stench that this creates in the public perception that the Constitution and its reading are just political acts? (Sotomayor, 2022)

The Supreme Court ought to make decisions with the public opinion in mind.

| $D_1$ | Once the Court starts looking to the currents of public opinion regarding a particular judgment, it enters a truly bottomless pit from which there is simply no extracting itself. (Rehnquist, 1992) |
|-------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| $D_2$ | Will this institution survive the stench that this creates in the public perception that the Constitution and its reading are just political acts? (Sotomayor, 2022) |
| $T$   | The Supreme Court ought to make decisions with the public opinion in mind.                                                                                                                         |
| stance($D_1$, $T$) = con | stance($D_2$, $T$) = pro                                                                                                                                                                         |

Table 1: A relevant, sophisticated example of stance detection.

The text of the written opinion to a corresponding legal question (i.e., the target) posed on a legal educational website\(^2\). We present baselines on this dataset using tf-idf features, two language models for the legal domain (Chalkidis et al., 2020; Zheng et al., 2021), and a new method which involves augmenting BERT (Devlin et al., 2018) with an adapter (Pfeiffer et al., 2020a) pre-trained for the legal domain. We find performance gains both with this new method and from masking named entities in the training data.

The main contributions of this work are as follows. (1) Using stance detection, we formulate two distinct ideology metrics (i.e. holistic political stance and issue-specific stance) for SCOTUS justices serving from 1955 to 2020. We find that justices who are responsive to public opinion tend to use language which correlates ideologically with their voting behavior. This provides new evidence in favor of the attitudinal change hypothesis. (2) We release a new dataset, SC-stance, which matches written opinion text to relevant legal questions. It is the first legal stance detection dataset as far as the authors are aware. (3) We set baselines on our new dataset and find two ways to potentially improve performance: using a law-specific language adapter, and removing named entities during training.

The repository of relevant code is publicly available through the following link: https://github.com/njbergam/scotus-public-stance.

2 Related Work

Supreme Court and Public Opinion There is extensive academic work analyzing the Supreme Court’s relationship with public opinion. In some cases, facts about the Supreme Court are gauged using a public opinion-related proxy. For instance, Segal and Cover (1989) developed an ideology score of justices based on newspaper editorials written at the time of their appointment while Epstein and Segal (2000) and Clark et al. (2015) used front-page news articles in order to quantify the political salience of Supreme Court cases. Other projects take a more direct look at the correlation between SCOTUS decisions and public opinion metrics. Casillas et al. (2011) uses a two-step least-squares regression approach in order to trace the public’s influence on Court voting patterns, while Kastellec et al. (2010) looks at the relationship between state-level public opinion polls and Senator votes for SCOTUS justice nominations.

A common thread in many prior studies is the focus on Court voting behavior or its reception in the public eye. In contrast, our work investigates how SCOTUS presents its politics through its language. This approach takes advantage of the fact that the corpus of official SCOTUS language is publicly available, relatively small, and well-structured.

Previous work in various fields demonstrates that there are concrete differences between the language used by people of different political ideologies. In psycholinguistics, Robinson et al. (2017) suggests that the language of liberals tends to emphasize mental concepts, while that of conservatives uses more references to the body. NLP research has further investigated this concept through political ideology detection on two datasets (Iyyer et al., 2014, e.g.): Convote (i.e. Congressional dialogue labeled with the political affiliation of the speaker) (Thomas et al., 2006a), and the Ideological Books Corpus (i.e. sentences from political articles and books annotated for political cues) (Sim et al., 2013).

Legal Artificial Intelligence The legal domain presents a unique challenge for NLP due to the precision, structure, and everyday importance of legal language (Dale, 2019). Furthermore, legal language is interesting in terms of its intersection with political discourse\(^3\), a much more well-studied

\(^2\)Oyez.org

\(^3\)This intersection can be problematic. The Code of Conduct for US Judges states: "A Judge Should Refrain from Political Activity" (Courts, 2019) and presents restrictions on
genre in NLP. In this work, we investigate that very intersection by leveraging existing stance and political ideology detection datasets in the context of legal language.

There are two major types of legal AI models (Zhong et al., 2020): rule-based methods, which are mostly supported by legal AI practitioners in industry, and embedding-based methods, which seem to garner the most attention from researchers in academia. The latter body of work has recently focused on adapting pre-trained language models (e.g., BERT) to the legal domain, either through law-specific pre-training, fine-tuning, or a combination of both (Chalkidis et al., 2020; Zheng et al., 2021). Due to the general accessibility of many legal documents around the world, a wide variety of legal NLP datasets are now available, six of which were recently consolidated into the LexGLUE benchmark (Chalkidis et al., 2021). Our dataset, SC-stance, provides a test of legal understanding which is not currently captured by existing datasets. Rather than evaluating the relevance between legal statements or documents, SC-stance goes a step further and tests the relative stance.

**Stance Detection** The task of stance detection is to determine the stance (e.g., Pro, Con, or Neutral) of a text on a target (e.g., ‘abortion’) (Mohammad et al., 2016) (see Table 1 for an illustration). In many works on stance detection, the topic is a noun-phrase (e.g., ‘legalization of abortion’) and texts are relatively short, such as posts from debate forums (Abbott et al., 2016; Walker et al., 2012; Hasan and Ng, 2014, e.g.,), and comments on news articles (Krejzl et al., 2017; Allaway and McKeown, 2020). Stance detection on Twitter towards political targets is particularly popular (Sobhani et al., 2017; Li et al., 2021; Cignarella et al., 2020; Lai et al., 2020; Taulé et al., 2017). Despite this interest, there is a lack of labeled stance data in the legal domain. Our dataset SC-stance goes a step further and tests the relative stance.

### 3 Evaluating Political Stance

#### 3.1 Methods

In the first phase of our work, we track how Supreme Court justices express political leanings in their public-facing language. We focus on two language, e.g. no public endorsement of political candidates.

| Metric     | Dataset | Model      | $F_1$ | Acc. |
|------------|---------|------------|-------|------|
| ISS        | VAST    | Baseline   | 58.2  | -    |
|            |         | Ours       | 62.8  | 63.4 |
| HPS        | Convote | Baseline   | -     | 70.2 |
|            |         | Ours       | 75.3  | 76.3 |

Table 2: Performance of the stance detection classifiers. The baseline for VAST is a BERT-based model (Allaway and McKeown, 2020) and for Convote it is an RNN (Iyyer et al., 2014).

particular corpora: the set of written opinions (1789-2020), and the set of oral argument transcripts (1955-2020). The former was obtained through a Kaggle database (Fiddler, 2020) which used the Harvard CaseLaw Project’s API to collect full text files of 33,490 Supreme Court written opinions. The latter was scraped from the Oyez Project (Urofsky, 2001), a multimedia archive of SCOTUS data. We collected over 3.8 million lines of dialogue.

3.1.1 Linguistic Ideology Metrics

Stance detection allows us to represent the political polarity of judicial language through our two new ideology metrics: issue-specific stance (ISS) and holistic political stance (HPS). Both measure a speaker’s ideology along the classic liberal-conservative spectrum (Stimson, 2012). However, they arrive at their answers very differently. The ISS evaluates a speaker’s stance relative to a set of representative topics, while the HPS seeks to classify the political affiliation of the speaker directly. Both metrics are built on top of transformer-based text classification algorithms. Although the ISS and HPS are calculated by statement, it is understood that each requires large representative samples of a speaker’s statements in to provide some insight into their overall ideology.

**Issue-specific stance (ISS)** To obtain a speaker’s ISS, we gauge a speaker’s stance on various liberal and conservative political statements. We adapt these statements from the Pew Political Typology Quiz (Center, 2021), which uses a variety of questions to evaluate ideology on a continuous scale from "Progressive Left" to "Faith and Flag Conservative." Based on how much the given text agrees or disagrees with each of the liberal and conservative statements (which are paraphrased for simplicity), we construct a score which is meant to gauge
ideology.

If a higher score indicates a conservative leaning (this is, of course, an arbitrary choice), then we can frame the ISS calculation for a specific text $t$ as follows. Given a set of targets which align roughly with liberal ideals $S_L$, a conservative counterpart $S_C$, and a stance model which maps to some signed interval $[-1, 1]$ we calculate ISS as follows:

$$\text{ISS}_{S_L, S_C}(t) = \sum_{l \in S_C} s(l, t) - \sum_{c \in S_L} s(c, t)$$

We formulate the above stance model as giving a continuous output. In practice, this amounts to adding the softmax probability of the predicted class, signed according to the ideology of the state-ment.

**Holistic political stance (HPS)** This metric seeks to immediately classify whether a given piece of language expresses more conservative or liberal ideology overall. As such, the underlying detector is not trained to detect stance relative to a specific topic; rather, it is trained to predict the ideology of the speaker. This framework may help provide a a broader psychological perspective on the underlying ideology of someone’s language. For instance, suppose Robinson et al. (2017) is correct that liberals and conservatives generally express metaphors differently. Then HPS may pick up on that implicit ideological cue if it noticed such a pattern in its training data. In contrast, ISS is, by design, better at picking up on explicit cues such as the affirmation of a liberal or conservative belief. Additionally, HPS is simple to calculate (i.e., it is the confidence output of a binary ideology classifier). Unlike ISS, it does not require the parameters of liberal and conservative targets. This inherent simplicity also makes the $HPS$ algorithm run faster.

### 3.1.2 Calculating HPS and ISS

ISS and HPS rely on pre-trained stance and ideology classification models, respectively. This means they require different datasets for training. For the ISS metric, we train a model using the Varied Stance Topics (VAST) dataset (Allaway and McKeeown, 2020), which covers a large range of mostly political topics with broad themes like climate change and immigration. For the HPS metric, we train a classifier using the Convote dataset (Thomas et al., 2006b), which maps statements spoken by Congressional representatives to their partisan affiliation. We formulate both of these as binary stance classification tasks for the sake of simplicity.

Our classifiers use RoBERTa (Liu et al., 2019) without fine-tuning. As shown in Table 2, we achieve higher accuracy than the existing baselines in the original papers for each dataset.

To obtain the ISS or HPS score of a justice in a particular time period, we first collect the set of statements which contain some sort of emotion, with the intuition that this would increase the likelihood that the statement contains an opinion (as opposed to boilerplate legal language). To do this, we collect statements which feature a word from the NRC Emotion Lexicon (Mohammad and Turney, 2013). Then, for each justice, we collect a representative sample of statements per year and take the average score over all of these statements, to get the HPS of that particular year. In our experiments in the next section, we took sample sizes on the order of $10^3$ per year per judge due to the time constraints of processing the text.

### 3.1.3 Baseline Metrics

We compare our linguistic ideology metrics to three existing metrics in the quantitative political sciences. These will serve as important baselines since they help us contextualize and evaluate our own metrics. These metrics have been calculated in previous research and are available through online databases.

**Martin-Quinn scores** are dynamic ideal-point estimations of justices’ political ideologies (Martin and Quinn, 2002). This metric, calculated on a yearly basis, uses a latent variable model where a justice’s voting behavior is the observed variable.

**The Stimson Policy Mood** gauges the general political leanings of the public through longitudinal surveys, which ask questions on a variety of issues over repeated time points (Stimson, 2018).

**The Clark case salience** metric uses front page newspaper articles in The New York Times, The Washington Post, and The L.A. Times to quantify how relevant different Supreme Court cases are in the public eye (Clark et al., 2015).

### 3.2 Results

The first round of our analysis centers on the relationship between our linguistic ideology metrics and existing measures of Supreme Court behavior.
ISS and HPS correlate. We first undertake a simple methodological audit and compare the issue-specific and holistic political stance scores across 23 justices who served from 1955 to 2020. We find that the two correlate quite strongly (Fig 1), despite the fact that the underlying stance detectors were formulated and trained in very different ways (§3.1). This suggests that the detectors are measuring the same signal and provides evidence that there is in fact a political signal in the dialogues of justices. This is not only important for our analysis, but it is also surprising in its own right given the officially apolitical stance of the Supreme Court (Courts, 2019).

Insight on the Attitudinal Change Hypothesis. Next, we looked at our metrics (ISS and HPS) in relation to the Martin-Quinn score. Importantly, we partition the justices based on their general responsiveness to public opinion. We measure this responsiveness by gauging the correlation between yearly Martin-Quinn scores (i.e., estimating justices’ ideology) and the Stimson policy mood (i.e., estimating public opinion), by justice. We say that justices are "responsive" if this correlation is significant with \( p < 0.05 \).

We found that justices who are more responsive to the public opinion, compared to their counterparts, exhibit a much greater correlation between the ideology of their language, as measured by ISS and HPS and that of their voting decisions (Fig 2). This pattern is particularly noticeable with the HPS score. Additionally, this pattern intensifies when we looked purely at justices who have served past 1990.

This result offers new support for the attitudinal change hypothesis, which explains the correlation between Supreme Court decisions and public opinion by arguing that “the same social forces that shape the mass public also influence Supreme Court justices” (Casillas et al., 2011).

Our results support the attitudinal change hypothesis for two reasons. Firstly, note that a major underlying assumption of attitudinal change is that “individual attitudes are assumed to be the primary determinants of behavior” (Mishler and Sheehan, 1996). Thus, if justices are responsive to public opinion because of their attitudes, then these attitudes would affect both voting behavior and language. This is precisely what we observe when we find a correlation between Martin-Quinn scores and HPS for responsive justices.

Furthermore, the strategic behavior hypothesis does not have as much explanatory power for our results. HPS, by design, is sensitive to speech patterns that mirror those of Congresspeople. Considering the norms of the Court, it is more likely that such quasi-political behavior stems from latent, ideological influences rather than strategic behavior. If anything, strategic behavior would explain a correlation between ISS (i.e. explicit ideological expression) and MQ, which we did not observe.

Case salience and political language. We also consider political undertones of written opinions. We analyzed the relationship between the magnitude of the HPS of the written opinion text (a measure of its general political signal) and the Clark Case salience (i.e., public relevance) of the corresponding case. We found that the correlation was almost always slightly negative and only statistically significant for a handful of years (Fig 3).

This seemingly negative result actually parallels previous findings. In particular, Casillas et al. (2011) argue that public opinion may (counter-intuitively) hold less of an influence on salient cases as opposed to non-salient cases, since non-salient cases are simply more frequent. If the use of political language in a ruling can be seen as response to public opinion — which would seem to be the case under either of the leading hypotheses of Supreme Court behavior — then our result supports the the-
Figure 2: Mean holistic political stance versus mean Martin-Quinn score, by justice. In both figures, circles represent justices whose MQ scores correlate significantly with the Stimson policy mood over their tenure as justices. The left graph shows justices from 1955 to 2020, while the right shows and labels justices only after 1990. HPS was obtained using random sampling, with \( n = 2000 \) statements per year in the left graph and \( n = 1000 \) statements per year on the right.

Figure 3: Correlation between confidence of the HPS score and the Clark case salience over all Supreme Court written opinions from 1955 to 2008. Yellow denotes a statistically significant correlation.

4 SC-stance dataset

4.1 Methods

We describe the collection and characteristics of our new stance dataset, SC-stance, as well as the methods we apply to it.

Our dataset SC-stance was drawn from three sources: a dataset of full-text Supreme Court opinions through 2020 (Fiddler, 2020), the Washington University Supreme Court Database (Spaeth et al., 2014), and the Oyez website (Urofsky, 2001). We started by collecting written opinions which had non-neutral holdings, as encoded in the SC Database. We then automatically matched these opinion texts to the key legal question on the Oyez website to obtain text-target pairs. Since the questions on Oyez are always phrased such that an affirmative answer is in favor of the petitioner, we used the Winning Party label\(^8\) from the Supreme Court Database, as well as the opinion type given in the Kaggle dataset (i.e. majority, concurring, dissenting, etc.) to infer the stance that a given written opinion takes towards the legal question (e.g. if the winning party was the respondent, and the opinion type was dissenting, then the opinion affirms the legal question).

The final dataset has 2708 labeled instances (1179 labeled pro, 930 labeled con). The average length of a target (i.e., the legal question) is 35 tokens and the average length of a text (i.e., the Supreme Court written opinion) is 5330 tokens. We show an example datapoint in Table 3.

In addition to providing a legal stance detection task, our dataset could provide an interesting passage retrieval task. Most other legal information retrieval datasets map documents to other docu-

\(^8\)scdb.wustl.edu/documentation.php?var=partyWinning
Once again we are called upon to consider the scope of the provision of the First Amendment to the United States Constitution which declares that "Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof" [...]. In light of the history of the First Amendment and of our cases interpreting and applying its requirements, we hold that the practices at issue and the laws requiring them are unconstitutional under the Establishment Clause, as applied to the States through the Fourteenth Amendment. [...]
Table 4: F-1 scores on the SCS-written dataset, using an 80-20 train-test split.

|                | Binary Original | w/ NER-mask | 3-class Original | w/ NER-mask |
|----------------|-----------------|-------------|-----------------|-------------|
| Majority       | 39.6            | -           | 20.4            | -           |
| tf-idf (LR)    | 41.4            | 43.2        | 26.5            | 29.6        |
| tf-idf (MLP)   | 50.0            | 49.8        | 32.0            | 31.5        |
| BERT           | 50.4            | 47.1        | 36.9            | 35.1        |
| CaseLaw-BERT   | 47.6            | 49.2        | 38.3            | 40.3        |
| Legal-BERT     | 52.8            | 53.0        | 47.4            | 41.7        |
| Legal Adapter  | **55.6**        | **53.4**    | 41.4            | **42.2**    |

4.1.2 Experimental Details

We evaluated our stance models on SC-stance in two settings: binary classification (i.e., labels \{pro, con\}) and 3-class classification (i.e., \{pro, con, neutral\}). Since SC-stance does not have any neutral labeled instances, following Allaway and McKeown (2020) we randomly pair opinions with unrelated questions to augment the dataset. For the adapter, we follow Pfeiffer et al. (2020a) and train a legal language adapter using MLM for 230k epochs with a learning rate of $10^{-4}$ and a batch size of 16. As unlabeled data we use over 8.8 million sentences from case law documents, made available through SigmaLaw (de Silva, 2019). In all experiments the SC-stance dataset is split 80/20 for training and testing. Importantly, we consider the case in which the training set has all named entities (with the notable exception of laws) masked during the training phase\(^\text{10}\) and revealed during testing. This is referred to as the NER-mask setting in Table 4. For BERT and its variants, we append the legal question followed by a ‘[SEP]’ token and the written opinion, and we truncate past the 512 token limit, with the understanding that most written opinions, despite their length, express their stance early on.

\(^\text{10}\)We masked named entities using the Python spacy library’s ‘en_core_web_sm’ model. The mask was the named entity type: for instance, “October 10” would become “[DATE] [DATE].”

4.2 Results

Overall, we found that the legal adapter is competitive with the leading legal language models, achieving the highest F-1 score (55.6) on the binary classification task\(^\text{11}\). In the 3-class setting, it was only outperformed by Legal-BERT.

We found that Legal-BERT consistently outperforms BERT and CaseLaw-BERT ($p < 0.09$ for the 3-class setting), which corroborates the experiments of Legal-BERT’s creators (Chalkidis et al., 2020). We also found that, while the BERT-based features consistently outperformed the “classical” counterparts, the tf-idf model with an MLP classification layer had strong performance on the binary classification task.

We found mixed results with the NER mask setting, in that it led to both gradual increases (e.g. tf-idf with logistic regression, CaseLaw-BERT) as well as considerable drops in performance (e.g. legal adapter binary, Legal-BERT the 3-class setting). Intuitively, the NER mask should remove spurious signals for the classifier, since the relationship between the target and topic should almost never be related to the entities (i.e. proper nouns), but instead the relationships between entities.

We believe this hypothetical advantage is what led to certain score increases. However, the flip-side is that there may be instability introduced when the model is presented with proper nouns in the test setting, after having had them removed during training. We noticed that BERT was more susceptible to this instability, which may be attributable to its less specialized vocabulary or understanding of legal grammar. These weaknesses of domain shift may increase the model’s susceptibility to spurious signals.

\(^\text{11}\)Due to the small size of the dataset, we were unable to mark these differences as statistically significant.
Conclusion

Using state-of-the-art NLP techniques, we gain new insight into a longstanding political science problem: the Supreme Court’s relationship with public opinion. In our analysis of the language of Supreme Court justices, we leverage existing metrics of SCOTUS behavior as well as stance detection datasets regarding political ideology. Notably, we find a new source of evidence for the attitudinal change hypothesis of the Supreme Court, and we experiment with a competitive new model for legal language domain adaptation.

This research sheds light on how stance detection allows us to interrogate the implicit opinions of static documents. This is a powerful use case of NLP for the social sciences, in that it allows for a large-scale, critical analysis of large bodies of text. Of course, there is a long way to go in the field of stance detection, both generally and in specific linguistic domains such as the law. Our contribution of SC-stance feeds into this goal, by providing semantically rich targets and a mix of legal and lay language. We emphasize this latter feature, in that quality textual understanding – for human and AI alike – is marked by a thorough comprehension of both colloquial and technical language formulation.

Limitations

Our stance detection analysis of Supreme Court language is a proof-of-concept experiment with considerable potential for expansion. For instance, one could obtain a much richer understanding of Supreme Court ideology using a flavor of stance detection which analyzes targets relevant to issues of jurisprudence (e.g., judicial activism, originalism) rather than common politics.

There is also room for expansion in terms of our use and formulation of certain metrics. For instance, we chose not to investigate “public opinion” through text data, partly because the concept has no clear-cut representative corpus, and sampling from the web or the news could present selection biases. However, this problem could be resolved with a narrower view of public opinion such as, say, the news media. The inherent benefit to having a text-based metric of public opinion is that it is more easily comparable to text-based metrics of Supreme Court ideology. Furthermore, it may be enlightening to track the partisanship of justices’ language using ideal point estimation (i.e., the words are the observed variable, the ideology is the hidden variable), rather than direct measurement of the justice stance year after year (Bafumi et al., 2005).

In terms of processing the SC-stance dataset, future work should look into how to work with the long written opinions using BERT-based methods which have a token limit. There is also clear potential to expand the SC-stance dataset. This could be done through strategic web-scraping of certiorari petitions, which often contain the relevant legal questions of (what eventually becomes) a Supreme Court case. If this challenge of locating the petitions, scraping the relevant text, and matching to the relevant case can be met, then the SC-stance dataset could in principle grow by orders of magnitude, which would make it an even more promising ground for experimentation.

Ethics Statement

Our investigation of the Supreme Court is an academic exploration of a political subject. By employing stance detection, we mean to uncover large-scale patterns in the text which may not be obvious to a single reader or scholar. This should not take away from the pursuit of engaging with text directly. After all, by transforming text into statistics, we lose many dimensions of its complexity in order to zero in on specific attributes. It is important to acknowledge this methodological complexity as quantitative social sciences research continues to engage with NLP-driven metadata.
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