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Abstract

The uncertainties of the uncertain graph make the traditional definition and algorithms on mining dense graph for certain graph not applicable. The subgraph obtained by maximizing expected density from an uncertain graph always has many low edge-probability data, which makes it low reliable and low expected edge density. Based on the concept of $\beta$-subgraph, to overcome the low reliability of the densest subgraph, the concept of optimal $\beta$-subgraph is proposed. An efficient greedy algorithm is also developed to find the optimal $\beta$-subgraph. Simulation experiments of multiple sets of datasets show that the average edge-possibility of optimal $\beta$-subgraph is improved by nearly 40%, and the expected edge density reaches 0.9 on average. The parameter $\beta$ is scalable and applicable to multiple scenarios.
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1. Introduction

In recent years, many data mining topics have focused on the problem of mining dense subgraphs from a large graph. A dense subgraph refers to a relatively dense internal sub-area in a graph that is widely used in community-search in social networks [1], detection of DNA sequence structure [2], and identification of real-time reporting information in news [3]. Finding the densest subgraph is an important graph-mining task with many applications [4].

Given a graph $G=(V, E)$, the degree density is defined as $|E|/|V|$. The densest-subgraph problem is to find a subset of vertices $S \subseteq V$ that maximizes the degree density.

Due to experimental errors, noise and other reasons, uncertainty has been recognized to be intrinsic in graph data. This graph is called an uncertain graph [5]. A protein-protein interaction network (hereinafter referred to as a protein network) is a typical uncertain graph, as shown in Fig. 1. The vertex represents the protein molecule, the edge represents the interaction relationship between the protein molecules, and the edge-probability represents the credibility of the interaction [6], and its value ranges from 0 to 1. Because of the interference of many factors in protein experiments, proteins with no direct interaction may be detected by mistake, resulting in false positives. Therefore, credibility is used to measure the possibility of true protein interaction.

Fig. 1. PPI Network

The dense subgraphs in the protein network often correspond to protein complexes [7], that is, multiple proteins are combined by interaction for a specific function. For example, the Fanconi protein complex [8] is involved in the DNA damage repair process. Therefore, mining dense subgraphs in uncertain graphs is of great significance for protein complex recognition and prediction of unknown protein complexes.

In the study of mining dense subgraphs in an uncertain graph, the maximal clique is used to describe the dense subgraph on the uncertain graph in [9], and the concept of maximal clique probability is proposed based on the uncertainty semantics. Then, an optimized branch-and-bound algorithm, which adopts a new searching strategy, is presented to find top-k maximal cliques. The algorithm in [9] is extended in [10]. Taking advantage of parallelism, a decomposition-based algorithm is proposed to solve the problem on large uncertain graphs. However, the maximal clique requires that any two vertices in the subgraph connected, this definition is too strict to fully reflect the dense subgraph in the real graphs.

Zou et al. [11] first defined the expected density of an uncertain graph and formalized the problem of obtaining the densest subgraph in an uncertain graph. The dense subgraphs found in this way have certain defects. For example, if A and B in Fig. 2 are two uncertain subgraphs...
of an uncertain graph, their expected density is 0.7, and it is impossible to compare these two subgraphs based on the expected density.

In [12], the concept of uncertain graph reliability and reliable subgraphs is introduced, and a sampling-based algorithm is proposed to mine subgraphs with high reliability in uncertain graphs. The reliability of uncertain graphs measures the reliability of a subgraph. Compared with A and B in Fig. 2, B’s reliability is lower because there are lots of low probability edges in B. Hence, reliable subgraphs are more focused on reliability, and many highly reliable subgraphs are not dense.

To overcome the above weakness of uncertain dense subgraphs that cannot balance reliability and density, this paper introduces the concepts of $\beta$-subgraph and optimal $\beta$-subgraph, and proposes a greedy approximation algorithm to find the optimal $\beta$-subgraph. At the same time, we proved that the surplus average degree of the solution obtained by the algorithm is at least $\frac{1}{2}$ of the surplus average degree of the optimal $\beta$-subgraph. The experimental results of set of datasets show that, compared with the densest subgraph, the reliability and the expected edge density are significantly improved, and the dense subgraph is extended well by the parameter $\beta$. Thus, the algorithm has broad practical applications.

![Fig. 2. Two Uncertain Subgraphs](image)

### 2. Related Work

The problem of determining dense subgraphs on graphs has recently been extensively studied, and various definitions of dense subgraphs have been proposed. Given a graph model $G=(V, E)$ and a vertex subset $S \subseteq V$, $G_S=(S, E(S))$ is a induced subgraph of $G$ for $S$. Edge density is defined as $\text{edge den}(S)=|E(S)|/|S|$. The subgraph with the maximum edge density of 1 is called a clique and the clique with the most vertices of the graph is the maximal clique [13]. The maximal clique is regarded as a dense area in the graph. However, the problem of the maximal clique is an NP-hard problem, and many graphs have no clique. Therefore, the quasi-clique is proposed in [14] to avoid the NP-hard.

The density of the graph was initiated by Goldberg [4], it is defined as $\text{den}(S)=|E(S)|/|S|$. The maximum density subgraph problem (DS-Problem) is to find a sub-graph with the highest density in a $G$. An algorithm to obtain the approximate solution of the maximum density subgraph is also proposed by using the maximum flow minimum cut theorem in [4]. A greedy algorithm based on the maximum density subgraph is suggested in [15] to solve the maximum density subgraph problem. In [16], the maximum density problem has been further extended by limiting the size of the subgraph. However, it is an NP-hard problem [17]. MapReduce [18], real-time evolving graphs [19] and other techniques are also applied to study the maximum density subgraph problem. In addition, dense subgraphs are defined as $k$-core [20], $k$-clique [21], $(\alpha, d, L)$-decompositions [22], etc.
The definition of uncertain graphs was first studied by Gao & Gao [23]. The research of uncertain graphs has been an active area in recent years, and many related concepts, mining and query algorithms, such as reliable subgraphs [12], frequent pattern mining [24], vertex reachable query [25], graph clustering [26], etc. have been proposed. A number of definitions have been proposed to describe dense subgraphs in a given uncertain graph, e.g., the maximal clique in an uncertain graph in [10]. The k-core subgraph in an uncertain graph [27] and the enumeration of maximal cliques from an uncertain graph is proposed in [28].

For the density definition and the problem of finding the densest subgraph in an uncertain graph, [11] first formalizes the densest subgraph problem on uncertain graphs and introduces the expected density of an uncertain graph. [29] proposes a different definition of expected density of an uncertain graph, we called it expected edge density, and investigates the problem that mining a top-k dense subgraph mining problem from uncertain graphs and proves that the problem is NP-Hard problem. A partial order on all induced subgraphs is defined in the paper. Through the partial order, all induced subgraphs are organized as into an enumeration tree, then based on a branch, bound search algorithm is applied to produce top-k dense subgraphs. A definition of the disjoint top-k dense subgraph and a heuristic approximation algorithm are also proposed.

3. Related Definitions

The uncertain graph is represented as a triplet \( G=(V, E, p) \), where \( V \) is the set of all vertices, \( E \subseteq V \times V \) is the set of all edges, and \( p:E \rightarrow (0,1) \) is the probability function of the existence of any edge \( e \in E \). Let \( S \subseteq V \), then \( G_S=(S, E(S), p') \) denotes a subgraph derived from \( S \) in \( G \), where \( E(S) \) indicates a set of edges with both endpoints in \( S \).

**Definition 1** Adjoint Graph [30]. Given an uncertain graph \( G=(V, E, p) \), the certain graph \( G^* \) obtained with all edges’ probability equal to 1 is called the adjoint graph of \( G \).

Fig. 3 shows an uncertain graph and its adjoint graphs. In this paper, we assume that the probability of each edge is independent of each other. According to the definition of network reliability in [12], we get:

**Definition 2** Adjoint Reliability. Given an uncertain graph \( G=(V, E, p) \), its adjoint reliability is defined as:

\[
R(G)=\prod_{e \in E} p(e)
\]

**Definition 3** Average Edge-probability. Given an uncertain graph \( G=(V, E, p) \), \( G_S \) is an induced subgraph for a subset \( S \subseteq V \), and the average edge-probability of \( G_S \) is defined as:

\[
\bar{p}(G_S(e)) = \sum_{e \in E(S)} p(e) / |E(S)|
\]

**Definition 4** Expected Edge Density [29]. Given an uncertain graph \( G=(V, E, p) \) and \( G_S \) is an induced subgraph for a subset \( S \subseteq V \), and the expected edge density of \( G_S \) is:

\[
\tau(G_S) = \sum_{e \in E(S)} p(e) / \left( \frac{|S|}{2} \right)
\]

**Theorem 1** Given an uncertain graph \( G=(V, E, p) \) and \( G_S \) is an induced subgraph for a subset \( S \subseteq V \), the expected edge density of \( G_S \) increases as its average edge-probability
increases.

Proof by definition 1:

\[ \sum_{e \in E[S]} p(e) = \bar{p}(G_S) \cdot |E[S]| \]

\[ \Rightarrow \tau(G_S) = \frac{\bar{p}(G_S) \cdot |E[S]|}{\left| \frac{|S|}{2} \right|} \]

For a subgraph G_S, the number of edges and vertices are determined, so the expected edge density increases with the increase of the average edge-probability.

**Definition 5** Expected Degree. For a vertex \( v \in V \) of the uncertain graph \( G = (V, E, p) \), \( E(e) = \left\{ e \mid e \in E \text{ and } v \text{ is a vertex of } e \right\} \), the expected degree of \( v \) is:

\[ \text{Deg}(v) = \sum_{e \in E(v)} p(e) \quad (4) \]

**Definition 6** Expected Density \([11]\). Given an uncertain graph \( G = (V, E, p) \) and \( G_S \) is an induced subgraph for a subset \( S \subseteq V \), the expected density of \( G_S \) is:

\[ \delta(G_S) = \frac{\sum_{e \in E[S]} p(e)}{|S|} \quad (5) \]

**Definition 7** Densest Subgraph Problem on Uncertain Graphs. Given an uncertain graph \( G = (V, E, p) \), an induced subgraph \( G_S \) for a subset \( S \subseteq V \) such that \( \delta(G_S) = \max \{ \delta(G_{S'}) \mid S' \subseteq V \} \) is called densest subgraph problem on uncertain graphs, or the UDS problem in short. That is, \( G_S \) is the UDS of \( G \).

The GreedyUDS algorithm we introduce in this paper is different from the minimum cut idea in \([11]\), and is based on the Charikar algorithm. The relevant modifications are made to the properties of the uncertain graph. The algorithm calculates the expected density of the current graph during each iteration and deletes the vertices with the least expected degree until all vertices are removed, and finally outputs the subgraph with the largest expected density.

The details are described in Algorithm 1. The time complexity of the algorithm is \( O(m + n) \), where \( n \) is the number of vertices and \( m \) is the number of edges in the uncertain graph.

**Algorithm 1.** GreedyUDS algorithm flow.

Input: uncertain graph \( G = (V, E, p) \)

Output: vertex set \( S \subseteq V \)

1. \( n \leftarrow |V|, \ H_n \leftarrow G \)
2. for \( i = n \) to 2 ;
Table 1 shows the experimental results of the GreedyUDS algorithm of several protein network datasets. The specific information of the dataset is listed in Table 2. We observed that the average value of the edge-probability of the dense subgraph obtained by the algorithm is small, and the standard deviation is large, that means there are lots of edges with low probability in the subgraph, resulting in low reliability.

Table 1. Densest subgraph

| Data set         | ∆   | τ     | $\bar{\rho}(G_1(e))$ | σ     |
|------------------|-----|-------|-----------------------|-------|
| 945681.protein   | 28.153 | 0.408 | 0.527                 | 0.213 |
| 511145.protein   | 46.842 | 0.061 | 0.338                 | 0.129 |
| 8364.protein     | 64.174 | 0.221 | 0.322                 | 0.194 |

Note: δ represents the expected density of the subgraph, τ denotes the expected edge density of the subgraph, σ is the standard deviation of the edge-probability

Table 2. Experimental datasets

| Data set         | Number of vertices | Number of edges | Average edge-possibility | Edge-probability standard deviation | Description       |
|------------------|--------------------|-----------------|--------------------------|-------------------------------------|-------------------|
| Celegans         | 131                | 687             | 0.5                      | 0.291                               | Neural Network    |
| Email-Enron      | 36692              | 183831          | 0.5                      | 0.289                               | Email Network     |
| 579138.protein   | 1672               | 81770           | 0.322                    | 0.226                               | Zymomonas mobilis |
| 945681.protein   | 2369               | 124544          | 0.318                    | 0.213                               | Acetobacter pomorum |
| 511145.protein   | 4145               | 568789          | 0.297                    | 0.190                               | Escherichia coli  |
| 1097668.protein  | 5617               | 866990          | 0.283                    | 0.174                               | Burkholderia      |
| 8364.protein     | 16745              | 3117801         | 0.284                    | 0.183                               | Xenopus Silurana  |

4. Optimal β-subgraph

4.1 Problem Analysis

Definition 8 β-subgraph. Given an uncertain graph $G = (V, E, p)$ and $G_S$ is an induced subgraph for a subset $S \subseteq V$, if the average edge-probability of $G_S$ is not less than $\beta$, where $\beta \in (0, 1)$, it is called $\beta$-subgraph, referred to as $\beta$-$G_S$.

Definition 9 Surplus Degree. Given an uncertain graph $G = (V, E, p)$, and its vertex $v \in V$ and the parameter $\beta \in (0, 1)$, $E(e) = \{e | e \in E$ and $v$ is one of $e\}$, we define the surplus degree of $v$ as:

$$SDeg(v) = \sum_{e \in E(e)} [p(e) - \beta]$$ (6)
Definition 10 Surplus Average Degree. Given an uncertain graph $G = (V, E, p)$, and its subset $S \subseteq V$ and the parameter $\beta \in (0, 1)$, the surplus average degree of the induced subgraph $G_S$ of the vertex set is defined as:

$$f_\beta(G_S) = \sum_{e \in E[S]} p(e) / |S| - \beta \cdot |E[S]| / |S|$$  \hfill (7)

Formula (7) is properly converted to:

$$f_\beta(G_S) = \sum_{e \in E[S]} p(e) - \beta \cdot |E[S]| / |S|$$  \hfill (8)

From formula (8), we find that when the surplus average degree is maximized, the parameter $\beta$ as the influence factor can filter out the subgraphs with more low probability edges, that improves the adjoint reliability of the final subgraph. On the right side of the equation, the dense structure of the adjoint graph of the subgraph is guaranteed.

Theorem 2 Given an uncertain graph $G = (V, E, p)$ and the parameter $\beta \in (0, 1)$, for the induced subgraph $G_S$ of a subset $S \subseteq V$, if $f_\beta(G_S) \geq 0$, then $G_S$ must be a $\beta$-subgraph.

Proof From $f_\beta(G_S) \geq 0$, we have:

$$\sum_{e \in E[S]} p(e) / |S| - \beta \cdot |E[S]| / |S| \geq 0$$

$$\Rightarrow \sum_{e \in E[S]} p(e) \geq \beta \cdot |E[S]|$$

$$\Rightarrow \sum_{e \in E[S]} p(e) \geq \beta |E[S]|$$

Definition 11 Optimal $\beta$-subgraph. Given an uncertain graph $G = (V, E, p)$, find a subset of its vertices $S^* \subseteq V$ such that:

$$f_\beta(G_{S^*}) = \max \{ f_\beta(G_S) \mid S \subseteq V \}$$  \hfill (9)

We call the subgraph $G_{S^*}$ the optimal $\beta$-subgraph, and the optimal $\beta$-subgraph is referred to as $O\beta S$ in short.

4.2 GreedyO$\beta$S Algorithm

From definition 5 and definition 6, we find that O$\beta$S can be approximated by removing the vertices with less surplus degree, so we propose GreedyO$\beta$S algorithm by modifying GreedyUDS algorithm, and algorithm 2 gives the details.

Algorithm 2. GreedyO$\beta$S.
Input: Uncertain graph $G = (V, E, p)$ and parameter $\beta$
Output: vertex set $S \subseteq V$
① Initialize the priority queue \( Q \), calculate the surplus degree of each vertex in the graph, and store it in \( Q \), the elements in \( Q \) are sorted by increasing surplus degree.

② Let \( n \leftarrow |V| \), \( H_n \leftarrow G \)

③ With \( i = n \), perform the following steps until \( i = 2 \):
   1) Calculate the surplus average degree of \( H_i \)
   2) Remove the first element \( v \) of \( Q \) and update the relevant vertex surplus degree in \( Q \)
   3) \( H_{i-1} = H_i \setminus \{v\} \)

④ Output \( H' \), where \( H' \) is the subgraph with the largest surplus average degree among \( \{H_2, H_3, \ldots, H_n\} \)

The algorithm requires a parameter \( \beta \) as an average edge-probability threshold, and maintains a vertex surplus degree queue of an uncertain graph at the beginning. The algorithm removes the vertices with the smallest surplus degree in each iteration and updates the relevant vertices and their surplus degree at the same time. The above is repeated until all vertices are removed. Finally, the algorithm outputs the vertex subset with the largest \( f_\beta(GS) \). The space and time complexity of the algorithm are \( O(3m + 2n) \) and \( O(m + n) \) respectively, where \( n \) is the number of vertices and \( m \) is the number of edges in the uncertain graph.

4.3 Algorithm Accuracy

Suppose that for an uncertain graph \( G = (V, E, p) \), \( GS^* \) is the largest subgraph of the surplus average degree, that is, \( GS^* \) is the optimal solution. Let \( f_\beta(GS^*) = \lambda, \ m_s^* = |E[S^*]|, \ n_s^* = |S^*| \), the average edge-probability of \( GS^* \) is \( \bar{p}(GS^*(e)) \), then we obtain:

**Theorem 3** Given an uncertain graph \( G = (V, E, p) \), for any of its vertex \( u \in S^* \), there must be \( SDeg(u) \geq \lambda \).

**Proof** Since \( GS^* \) is the optimal solution, we know that \( f_\beta(GS^*) \geq f_\beta(GS^*(u)) \), then:
\[
\sum_{e \in E[S^*]} p(e) - \beta \cdot m_{S^*} - SDeg(u) \geq \frac{\sum_{e \in E[S^*]} p(e) - \beta \cdot m_{S^*}}{n_{S^*}} - \frac{1}{n_{S^*}}
\]
\[
\Rightarrow SDeg(u) \geq (1 - \frac{1}{n_{S^*}})[\sum_{e \in E[S^*]} p(e) - \beta \cdot m_{S^*}]
\]
\[
\Rightarrow SDeg(u) \geq \frac{1}{n_{S^*}}[\sum_{e \in E[S^*]} p(e) - \beta \cdot m_{S^*}]
\]
\[
\Rightarrow SDeg(u) \geq \lambda
\]

**Theorem 4** Given an uncertain graph \( G = (V, E, p) \) and a parameter \( \beta \in (0, 1) \), \( GS^* \) is an optimal \( \beta \)-subgraph of \( G \), that is the optimal solution, it’s surplus average degree is \( f_\beta(GS^*) \). \( GS' \) is a near optimal \( \beta \)-subgraph of \( G \), obtained by GreedyO\( \beta \)S, that is the approximate solution, it’s surplus average degree is \( f_\beta(GS') \). Then,
\[
\frac{f_\beta(GS')}{f_\beta(GS^*)} \geq \frac{1}{2}
\]
that is, the surplus average degree of \( GS' \) obtained by the GreedyO\( \beta \)S algorithm is not less than 1/2 of the surplus average degree of the optimal \( \beta \)-subgraph \( GS^* \).
**Proof** Let the algorithm iterative process proceed until the first vertex $v$ of $S^*$ is removed. The resulting vertex set is $S' \subseteq V$, and the number of vertices of $S'$ is $n_S'$ and the number of edges is $m_S'$. From Theorem 3, $SDeg(v) \geq \lambda$, and because the algorithm removes the vertices with the smallest surplus degree in every iteration, we have:

$$\sum_{u \in S'} SDeg(u) = \frac{1}{2} \left( \sum_{e \in E[S']} p(e) - \beta \cdot m_{S'} \right) \geq \lambda \cdot n_{S'}$$

$$\Rightarrow f_\beta(G_{S'}) \geq \frac{\lambda}{2}$$

$$\Rightarrow f_\beta(G_S) \geq \frac{1}{2}$$

Let $S' \subseteq V$ be the result of GreedyOβS. Since the algorithm finally outputs the vertex subset with the largest $f_\beta(G_s)$, then we know that:

$$f_\beta(G_{S'}) \geq f_\beta(G_{S'}) \geq \frac{\lambda}{2}$$

Therefore, even in the worst case, the surplus average degree of the solution obtained by the algorithm is not less than $1/2$ of the surplus average degree of the optimal solution.

**5. Experiments and Results**

In this section, a lot of simulations are done to compare the optimal $\beta$-subgraph and the densest subgraph of the uncertain graph. We use the GreedyUDS algorithm to obtain the densest subgraph and use the GreedyOβS algorithm to obtain the optimal $\beta$-subgraph. The differences between UDS and OβS under different evaluation indexes are then compared, and the influence of different parameters $\beta$ on the obtained OβS is also tested.

All the algorithms in this paper are implemented with Python3.5. The minimum value of float type in Python is $2.225\times10^{-308}$, which is represented by MIN. The experimental environment is a PC with a Core I5 2.30GHz processor and 8GB of RAM and running the win10 operating system. The datasets used in this experiment are shown in Table 3. Without loss of generality, this paper assures all edges of the graph dataset Celegans and Email-Enron are assigned with random probability, converted to uncertain graphs, and the remaining uncertain graphs are true datasets. Both are protein networks from the STRING-DB database (http://string-db.org).

| Data Set     | $\tau$ | $\overline{p}(G_{s}(e))$ | $\sigma$ | $R$ |
|--------------|--------|-------------------------|----------|-----|
|              | UDS    | OβS                     | UDS      | OβS | UDS    | OβS | UDS    | OβS |
| Celegans     | 0.075  | 0.254                  | 0.534    | 0.881 | 0.292  | 0.095 | 0.177  | 1.026 |
| Email-Enron  | 0.642  | 0.721                  | 0.506    | 0.901 | 0.290  | 0.066 | 0.177  | 0.425 |
| 579138.protein | 0.642  | 0.940                  | 0.718    | 0.947 | 0.291  | 0.130 | $<\text{MIN}$ | $<\text{MIN}$ |
| 945681.protein | 0.408  | 0.962                  | 0.527    | 0.967 | 0.302  | 0.104 | $<\text{MIN}$ | $6.837\times10^{-22}$ |
| 511145.protein | 0.061  | 0.940                  | 0.338    | 0.944 | 0.212  | 0.120 | $<\text{MIN}$ | $2.179\times10^{-69}$ |
| 8364.protein  | 0.080  | 0.900                  | 0.267    | 0.900 | 0.162  | 0.002 | $<\text{MIN}$ | $1.069\times10^{-305}$ |
5.1 Evaluation Indicators

The evaluation index of this paper is divided into two parts. The first part evaluates the density of the subgraph and uses the expected edge density $\tau$ of formula 3 as the evaluation criterion. The second part evaluates the reliability of the subgraph, using the adjoint reliability $R$ of formula 1 as the direct evaluation criterion. At the same time, the average edge-probability and the edge-probability standard deviation ($\sigma$) are used as indirect evaluation indicators, that is, when the average edge-probability of a subgraph is high, and the standard deviation of the edge-probability is low, the adjoint reliability of the subgraph is considered to be higher.

5.2 Model Comparison

The GreedyUDS and GreedyOβS algorithms were simulated with the same batch of datasets. The default parameter $\beta$ was 0.6, and the results were compared with the evaluation indicators in the section 5.1. The results obtained are also used to manifest OβS’s advantages over UDS. The calculation results of each evaluation index are shown in Table 3. Moreover, two experimental datasets were randomly selected, and the same edges were randomly selected from the original image, UDS and OβS. Scatter plots are drawn to visually compare the edge-probability distributions of these three models. The results are depicted in Fig. 3. The cross point represents the original image, the diamond represents UDS, and the circle represents OβS.

Analysis of the above experimental results are concluded as follows:
1) The density of OβS is greatly improved compared with UDS. Table 3 shows that the average expected edge density of UDS calculated by all experimental datasets is 0.223, and the average expected edge density of OβS is 0.786. Additionally, for the experimental set of artificially transformed uncertain graphs, compared with UDS, the expected edge density of OβS is improved and the average increases from 0.072 to 0.488. For the experimental graph of uncertain graphs from the protein network, the expected edge density of OβS is higher than that of UDS, and the average increases from 0.298 to 0.936. Therefore, the density of OβS is significantly higher than that of UDS.

2) The edge-probability distribution of OβS is more uniform than UDS and tends toward 1. Table 3 shows that the average edge-probability of OβS is improved for all experimental datasets, with the average increased by 0.9 or improved by about 40%. At the same time, the standard deviation of the edge-probability is reduced, and is dropped by about 60%. From Fig. 3 we observe that most of the edges of the original image have lower probability, and the edge-probability distributions of UDS and OβS are correspondingly improved, and the edge-probability distribution of OβS tends closer to 1 than UDS.

3) The reliability of OβS is greatly improved compared with UDS. Conclusion 2 implies the reliability of OβS is higher than that of UDS. In addition, Table 3 displays that for each experimental dataset, the adjoint reliability of OβS is significantly improved. Therefore, OβS can be regarded as more reliable than UDS.

5.3 Parameter Selection

The following analyzes the effect of parameter $\beta$ on OβS through experiments. We select two protein networks as our experimental datasets, and Table 4 shows the experimental results. From the $f_\beta(G_3)$ equation we know that when $\beta$ tends to zero, maximizing $f_\beta(G_3)$ is equivalent
to maximizing the expected density. Therefore, when $\beta$ is 0.1, the result is close to that of UDS. When the value of $\beta$ is gradually increased, the scale and the expected density of O$\beta$S become smaller, and the expected edge density and average edge-probability of O$\beta$S become larger.

![Fig. 3. Edge-Probability Distribution](image_url)

| Data set       | $\beta$ | Number of edges | $\delta$ | $\tau$ | $\bar{\rho}(e)$ | $\sigma$ |
|---------------|---------|----------------|----------|--------|-----------------|----------|
| 579138.protein| 0.1     | 88             | 30.721   | 0.706  | 0.771           | 0.271    |
|               | 0.2     | 78             | 30.203   | 0.785  | 0.829           | 0.242    |
|               | 0.4     | 70             | 29.371   | 0.851  | 0.877           | 0.207    |
|               | 0.6     | 57             | 26.322   | 0.940  | 0.947           | 0.130    |
|               | 0.8     | 50             | 23.896   | 0.975  | 0.977           | 0.072    |
| 8364.protein  | 0.1     | 3579           | 110.129  | 0.062  | 0.288           | 0.190    |
|               | 0.2     | 593            | 58.101   | 0.196  | 0.842           | 0.203    |
|               | 0.4     | 466            | 55.094   | 0.237  | 0.892           | 0.119    |
|               | 0.6     | 116            | 51.303   | 0.900  | 0.900           | 0.002    |
|               | 0.8     | 115            | 51.303   | 0.900  | 0.900           | 0.001    |
From above we find that by controlling the value of $\beta$, we can control the size of O$\beta$S. In the study of the actual uncertain dense subgraph, this is achieved by appropriately adjusting the size of the parameter $\beta$. Therefore, the O$\beta$S model has high scalability in practical applications.

6. Conclusion

This paper extensively understands the modern dense subgraphs and reliable subgraph mining methods of uncertain graphs. Based on the characteristics of uncertain graphs and requirements of dense subgraphs, a novel concept of optimal $\beta$-subgraph is proposed. A greedy algorithm is also devised to approximately mine the optimal $\beta$-subgraph. Experiments demonstrate that the optimal $\beta$-subgraph has many advantages over previous dense subgraph models. Therefore, the algorithm has broad practical applications.
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