Multi-measures fusion based on multi-objective genetic programming for full-reference image quality assessment
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Abstract:

In this paper, we exploit the flexibility of multi-objective fitness functions, and the efficiency of the model structure selection ability of a standard genetic programming (GP) with the parameter estimation power of classical regression via multi-gene genetic programming (MGGP), to propose a new fusion technique for image quality assessment (IQA) that is called Multi-measures Fusion based on Multi-Objective Genetic Programming (MFMOGP). This technique can automatically select the most significant suitable measures, from 16 full-reference IQA measures, used in aggregation and finds weights in a weighted sum of their outputs while simultaneously optimizing for both accuracy and complexity. The obtained well-performing fusion of IQA measures are evaluated on four largest publicly available image databases and compared against state-of-the-art full-reference IQA approaches. Results of comparison reveal that the proposed approach outperforms other state-of-the-art recently developed fusion approaches.

Keywords — Image quality assessment, Genetic programming, Multi-objective optimization, Mutigene.

1. Introduction

Images have an important role in the media, but their use depends on their quality. They are affected by a wide variety of deformations during acquisition, processing, compression, storage, transmission and reproduction. There are several methods of evaluating image quality where they are classified into two categories: subjective and objective. The subjective methods of image quality assessment (IQA) are performed by human subjects, these methods are precise in estimating the visual quality of an image but they take considerable time and requiring a large number of observers, in addition they cannot be automated. On the other hand the objective image quality assessment methods are computer based methods that can automatically predict the perceived image quality. Therefore the objective image quality assessment methods attempt to evaluate the quality of the image in the same way as how humans perceive image quality, they would be relatively quicker and cheaper than subjective assessment.

Depending on the nature of the information required to perform the assessment, quality metrics are classified into three categories [1], [2]:
- Quality metrics with full reference denoted FR (Full Reference) [3], which compare the version of the degraded image with a reference version.
- Reduced reference quality metrics, RR (Reduced Reference) [4], which compare a description of the image to be evaluated with a description of a reference version.
- Non-reference metrics, NR (No Reference) [5], which characterize distortions of the degraded image to be evaluated only from the latter.

In response to the importance of the full-reference metric, a large number of various image and video quality assessment approaches have been proposed. Some of public image databases, in the area of image quality assessment, are used to compare IQA approaches. They contain reference images, their corresponding distorted images, and ground-truth information obtained from human observers. Information on the perceived quality is reported as mean opinion scores (MOS values) or differential mean opinion scores (DMOS values).

However, quality assessment of images subjected to various types of distortions is still one of the challenging problems in computer vision and image analysis. For this reason, recently, many studies have adopted a new strategy involving different fusion techniques for quantifying image quality. For example, in the most apparent distortion algorithm (MAD) [6] local luminance and contrast masking evaluate high-quality images. In [7], a combination of local and global distortion measures was considered using saliency maps, gradient and contrast information. In [8, 9], scores of MSSIM, VIF and R-SVD were non-linearly combined. Canonical correlation analysis is used to combined SNR, SSIM, VIF, and VSNR in [10], the regularized regression was used to combine up to seven IQA models in [11]. Peng and Li in [12] presented an approach based on conditional Bayesian mixture of expert’s model. In that paper, a support vector machines classifier was used for prediction of the type of distortion, and then SSIM, VSNR, and VIF with k-nearest-neighbour regression were fused. An
adaptive combination of IQA approaches with an edge-quality based on preservation of edge direction was introduced in [13]. Liu and Lin in [33] introduces a fusion measure using a support vector regression approach. In [14], a fusion measure which combines six IQA measures using a neural network was proposed. In [15], kernel ridge regression was used to combine found perceptually meaningful structures and local distortion measurements. A preliminary work with non-linear combination of several IQA measures selected by a genetic algorithm was shown in [16]. In [17], the fusion was formulated as an optimization problem that was solved using the genetic algorithm, which was also responsible for selection of appropriate IQA measures.

In this work, a new fusion technique is formulated as a multi-objective optimization problem which is solved using the Multi-objective genetic programming (MOGP). The proposed technique can automatically select the most significant IQA measures for well-performing fusion, formulate the model structure, and solve the unknown parameters of the regression equation, while simultaneously optimizing for both accuracy and complexity.

The paper is organized as follows; in section 2, we present multi-objective genetic programming (MOGP). In section 3 we describe our new metric MFMOPG, and we discuss the study’s evaluation of experimental results. A conclusion of the work is then given is section 4.

II. Multi-objective genetic programming

Multi-objective genetic programming (MOGP) [18] is an extension of Genetic programming (GP) used for modeling complex nonlinear engineering systems. Genetic programming GP [19] is a programming method inspired by Darwin’s theory of evolution. It aims to find, by successive approximations, programs (functions or expressions) best suited to a given task. This is done by using randomly generating a population of computer programs and then breeding together the best performing programs to create a new population (offspring). This process is iterated until the population contains programs that solve the task. Excellent, free to download introduction and review of the GP literature is provided by [20].

In recent years, several advancements for GP have been suggested. Multi-gene genetic programming (MGGP) [21] is one of the most recent advancements of that combines ability of the standard GP in constructing the model structure with the capability of traditional regression in parameter estimation [21]. MGGP is more accurate and efficient than the standard GP for modeling nonlinear problems.

In traditional GP the population is a set of individuals, each of them denoted by a tree structure that is composed of the terminal and function set. The elements of the terminal set X can be input process variables and random constants. The function set codifies a mathematical equation, which describes the relationship between the output Y and a set of input variables X.

Based on these ideas, MGGP generalizes GP as it denotes an individual as a structure of trees, also called genes (multigenes), that similarly receives X and tries to predict Y. In MGGP, each prediction of the output variable Y is formed by a weighted output of each of the trees/genes in the multi-gene individual plus a bias term. The mathematical form of the multigene representation can be written as:

\[ Y = \sum_{i=1}^{N} d_i G_i(X) + d_0 \]  

Where \( G_i \) is the value of the \( i^{th} \) gene ( it is a function of one or more of the input variables of the terminal set \( X \), \( d_i \) is the \( i^{th} \) weighting coefficient, \( N \) is the number of genes, \( d_0 \) is a bias term, and \( Y \) is the predicted output.

During the MGGP run, in addition to the standard GP subtree crossover (a low-level crossover), genes can be acquired or deleted using a tree crossover operator called high level crossover. In the low-level crossover, a gene is chosen at random from each parent individual. Then, the standard subtree crossover is applied and the created trees will replace the parent trees in the otherwise unaltered individual in the next generation. The high-level crossover allows the exchange of one or more genes with another selected individual subject to the Gmax constraint. If an exchange of genes results in any individual containing more genes than Gmax, the genes will be randomly selected and deleted until the individual contains Gmax genes [21].

With respect to genetic operators, mutation in MGGP is similar to that in GP. As for crossover, the level at which the operation is performed must be specified: it is possible to apply crossover at high and low levels.

In general, the evolutionary process in MGGP differs from that in GP due to the addition of two parameters [21]: maximum number of trees per individual and high level crossover rate. A high value is normally used for the first parameter to assure a smooth evolutionary process. On the other hand, the high level crossover rate, similarly to other genetic operator rates, needs to be adjusted.

Typically, standard GP algorithms (including MGGP) will optimize only one objective in the model development process: maximizing the goodness-of-fit to the training data. However, the developed models, by using a single objective in the optimization process, can become overly complex.

To overcome this drawback, a new algorithm called multi-objective genetic programming (MOGP) was introduced in [18]. The MOGP effectively combines the model structure selection ability of a standard genetic programming with the parameter estimation power of classical regression via MGGP, and it simultaneously optimizes competing two objectives the complexity and goodness-of-fit in a system (i.e. maximizing the goodness-of-fit and minimizing the model complexity) through a non-dominated sorting algorithm.

III. The proposed method

In this paper, we propose a new metric of full reference image quality assessment based of multi-gene MOGP, where we used the open source GPTIPS2 toolbox for free genetic programming and multi-gene symbolic regression. GPTIPS and documentation are available for download1.

For training data, a set of existing input values, we use 16 IQA measures, and corresponding output values are the subjective MOS (Mean Opinion Score). The 16 following techniques were used: VSI [22], FSIM [23], FSIMc [23], GSM [24], IFC [25], JW-SSIM [26], MAD [6], MSSIM [28], NQM [29], PSNR [30], RSFSIM [31], SR-SIM [32], VIF [34], IFS [35], and SFF [36], SSIM [37].

In experiments, the following four image benchmarks were used: LIVE [37] (29 reference images, 779 distorted images),

1 http://sites.google.com/site/gptips4matlab/.
CSIQ [6] (30 reference images, 886 distorted images), TID2008 [39] (25 reference images, 1700 distorted images), and TID2013 [40] (25 reference images, 3000 distorted images). Each one contains the subjective human evaluations in the form of mean opinion scores (MOS) or differential MOS (DMOS).

Parameters of the MOGP were determined experimentally observing convergence of the objectives functions over the generations. Two objectives are used here:

1) Maximise the goodness-of-fit, where we use the coefficient of determination (R²) measure [41]:

\[ R^2 = \frac{(obj - sub)^2}{\sum (obj - mean(obj))^2} \]  (2)

Where: Obj: vector of objective scores, Sub: MOS or differential MOS (DMOS), m: the total number of images.

2) Minimize the complexity of the model, where "Expressional Complexity" is defined as the sum of nodes of all sub-trees within a tree as defined in [38]; this sort of metric has the advantage of favouring fewer layers as well as providing more resolution at the low end of the complexity axis of the Pareto front so that more simple solutions may be included in the Pareto front.

To achieve these objectives, a parametric study was designed to test the effect of the modification of each parameter. TABLE I shows the parameter settings used for the MOGP implementation in this study.

| Parameter          | Setting |
|--------------------|---------|
| Population size    | 100     |
| Number of generations | 100  |
| Function set       | +, -    |
| Maximum number of genes allowed in individual (Gmax) | 3 |
| Maximum tree depth (Dmax) | 5 |
| Tournament size    | 2       |
| elite_fraction     | 0.05    |
| Crossover event    | 0.85    |
| Mutation events    | 0.3     |

MOGP starts with an initial population of randomly generated computer programs composed of functions and terminals appropriate to the problem domain [19]. The functions used here are "+", "−" and "×" for linear combination, and terminals are 16 full reference IQA measures.

Then, from generation to generation, after applying selection, crossover and mutation operators, better computer programs (represented by tree structures) are emerging, with Maximum tree depth is 5 and 3 genes allowed in each individual. The MOGP was run for 100 generations, with a population of 100 individuals, elite count equal to 0.05 of the population size, and 0.85 crossover fractions. Scattered crossover, Gaussian mutation and stochastic uniform selection rules were used.

Parameters of the MOGP were determined experimentally observing convergence of the objective functions (accuracy and complexity) over the generations. All presented calculations were performed using Matlab software (version R2016a) with GPTIPS2 Toolbox. After 100 runs on each benchmark, the proposed MFMOGP were obtained:

\[
\text{MFMOGP1}(\text{LIVE}) = 207.4 \text{ GSM} - 46.77 \text{ FSIM} + 11.27 \text{ IFC} + 24.24 \text{ IWSSIM} + 68.18 \text{ MAD} + 11.27 \text{ NQM} - 46.77 \text{ VIF} - 35.15 \text{ IFS} - 114.9
\]

\[
\text{MFMOGP2}(\text{CSIQ}) = 2.012 \text{ GSM} - 1.112 \text{ VSI} + 0.4993 \text{ MAD} + 0.6708 \text{ MSSIM} - 0.1912 \text{ RFSIM} - 0.4408 \text{ SRSIM} - 0.2299 \text{ VIF} - 0.4408 \text{ IFS} + 0.2496 \text{ SFF} - 0.5207
\]

\[
\text{MFMOGP3}(\text{TID2008}) = 10.31 \text{ VSI} + 0.6498 \text{ IWSSIM} - 1.958 \text{ MAD} - 0.6498 \text{ NQM} + 1.958 \text{ PSNR} + 0.6589 \text{ RFSIM} + 3.917 \text{ SRSIM} - 3.848 \text{ SSIM} + 1.958 \text{ VIF} + 3.848 \text{ IFS} - 11.37
\]

\[
\text{MFMOGP4}(\text{TID2013}) = 15.28 \text{ VSI} - 14.09 \text{ FSIM} + 14.09 \text{ FSIMC} + 3.754 \text{ GSM} - 2.565 \text{ MAD} - 3.754 \text{ MSSIM} - 1.189 \text{ PSNR} + 1.189 \text{ VIF} + 3.754 \text{ IFS} - 13.96
\]

The Fig 2 displays the population of evolved models in terms of their complexity as well as their fitness (1-R²). Where the blue circles show the results of all developed models, the green circles comprise the pareto-optimal models in the population. And the selected models are encircled in red.

**IV. Experimental evaluation**

To check the efficiency of the proposed approach, we use a MOS scatter plot versus the results obtained; where the diagram should have a compact form without outliers and with a tendency to a monotonic behaviour.
our image, they are denoted by TID 2013 databases. Results shows that all MFMOGP measures are clearly a top performing models compared measures on for databases, where MFMOGP4 significantly outperformed compared measures on TID 2013 databases. MFMOGP2 yielded good results on LIVE and TID2008 databases but the best results is on CSIQ one. MFMOGP1 performed well on LIVE, it was also the best second measure on CSIQ. MFMOGP3, in turn, yielded best results on TID2008 databases.

For evaluation and development of four developed MFMOGPs, the four indices of prediction accuracy, monotonicity, and consistency are used [27],[30]: Root Mean Square Error (RMSE), Pearson linear Correlation Coefficient (PCC), Spearman Rank order Correlation Coefficient (SRCC) and Kendall Rank order Correlation Coefficient (KRCC).

Table II presents evaluation results, for the best ten models (Among 16 metrics used) and MFMOGP. The top two models for each criterion are shown in boldface.

Results shows that all MFMOGP measures are exactly a top performing models compared measures on for databases, where MFMOGP4 significantly outperformed compared measures on TID 2013 databases. MFMOGP2 yielded good results on LIVE and TID2008 databases but the best results is on CSIQ one. MFMOGP1 performed well on LIVE, it was also the best second measure on CSIQ. MFMOGP3, in turn, yielded best results on TID2008 databases.

Fig. 3 shows the scatter plots of the score given by the result of our new method versus the subjective MOS. Additionally, a fit with a logistic function as suggested in [30] is shown for easier comparison.

We note that the result is adequate to human perception; where the percentage of outliers is decreased and a tendency to a monotonic behaviour is increased.

Table III contains such comparative evaluation based on SRCC values. Since values of PCC, KRCC and RMSE are often not available, SRCC was used as a basis for comparison. Two best results for a given benchmark dataset are written in boldface, some results were not reported in referred works; therefore, they are denoted by “-”.

Evaluation results show that for LIVE database, the row measures MFMOGP1 and MFMOGP2 outperformed other approaches. After MF, MFMOGP3 measure is a best

| Table II | COMPARISON OF PERFORMANCE OF THE PROPOSED APPROACH WITH THE BEST TEN MODELS OF IQA |
| TID13 | VSI | SFF | FSIMc | SRSIM | FSIM | GSM | MAD | MSSIM | VIF | MFMOGP1 | MFMOGP2 | MFMOGP3 | MFMOGP4 |
|-------|-----|-----|-------|-------|-------|-----|-----|-------|-------|-------|-------|-------|-------|
| SRCR | 0.9065 | 0.8907 | 0.8413 | 0.9109 | 0.9015 | 0.7946 | 0.7807 | 0.7599 | 0.6709 | 0.8139 | 0.8347 | 0.8671 | 0.9019 |
| KRCC | 0.7183 | 0.6785 | 0.6581 | 0.6665 | 0.6114 | 0.6289 | 0.6255 | 0.6035 | 0.6047 | 0.5147 | 0.6359 | 0.6584 | 0.6878 |
| PCC | 0.9090 | 0.8791 | 0.8706 | 0.8769 | 0.8590 | 0.8589 | 0.8464 | 0.8267 | 0.8329 | 0.7735 | 0.8517 | 0.8773 | 0.8832 |
| RMSE | 0.5040 | 0.5309 | 0.6099 | 0.5959 | 0.6347 | 0.6349 | 0.6603 | 0.6975 | 0.6861 | 0.7856 | 0.6497 | 0.5950 | 0.5814 |

| Table III | COMPARISON OF THE APPROACH WITH OTHER FUSION IQA MEASURES BASED ON SRCC VALUES |
| VQA measure | TID2013 | TID2008 | CSIQ | LIVE |
|-------------|--------|--------|-----|------|
| MAD [6] | 0.7807 | 0.8340 | 0.9466 | 0.9669 |
| CQMI [8] | - | 0.8720 | - | - |
| Lajhou et al [11] | - | - | - | 0.9500 |
| ADM [46] | - | 0.8167 | 0.9333 | 0.9460 |
| BMIF [42] | 0.8340 | 0.9471 | - | - |
| BME [12] | - | 0.8882 | 0.9573 | 0.9711 |
| RMSSIM [13] | - | 0.8569 | 0.9453 | 0.9633 |
| IGN [43] | - | 0.8902 | 0.9401 | 0.9580 |
| EHS [9] | - | 0.9098 | 0.9498 | 0.9622 |

| Table IV | COMPARISON OF THE APPROACH WITH OTHER FUSION IQA MEASURES BASED ON SRCC VALUES |
| VQA measure | TID2013 | TID2008 | CSIQ | LIVE |
|-------------|--------|--------|-----|------|
| MAD [6] | 0.7807 | 0.8340 | 0.9466 | 0.9669 |
| CQMI [8] | - | 0.8720 | - | - |
| Lajhou et al [11] | - | - | - | 0.9500 |
| ADM [46] | - | 0.8167 | 0.9333 | 0.9460 |
| BMIF [42] | 0.8340 | 0.9471 | - | - |
| BME [12] | - | 0.8882 | 0.9573 | 0.9711 |
| RMSSIM [13] | - | 0.8569 | 0.9453 | 0.9633 |
| IGN [43] | - | 0.8902 | 0.9401 | 0.9580 |
| EHS [9] | - | 0.9098 | 0.9498 | 0.9622 |

It would be adequate to compare the proposed measure with other related fusion IQA measures. Table III contains such comparative evaluation based on SRCC values. Since values of PCC, KRCC and RMSE are often not available, SRCC was used as a basis for comparison. Two best results for a given benchmark dataset are written in boldface, some results were not reported in referred works; therefore, they are denoted by “-”.

Evaluation results show that for LIVE database, the row measures MFMOGP1 and MFMOGP2 outperformed other approaches. After MF, MFMOGP3 measure is a best
on TID2008 database, and MFMOGP2 is a best one on CSIQ dataset. On TID2013 database, LCSIM provided good results and MFMOGP4 is the second best measures.

**Conclusion**

In this paper, a fusion full-reference IQA was introduced, in which the quality of a given image is evaluated in a way that is consistent with human evaluation, by a well-performing hybrid metric which consists of a small number of IQA measures. The obtained fusion was able to find the appropriate IQA measures from 16 full-reference IQA measures, used as predictors in the multiple linear regression, by optimizing simultaneously two competing objectives of model ‘goodness of fit’ to data and model complexity.

For evaluation, four largest image benchmarks (TID2013, TID2008, CSIQ, and LIVE) and four performance indices (SRCC, PCC, KROCC, RMSE) were used.

Four IQA measures, called Multi-measures Fusion based on Multi-Objective Genetic programming (MFMOGPs), were obtained, in experiments. The presented results confirm good performance of obtained MFMOGPs in comparison with state-of-the-art IQA techniques, including other recently published fusion approaches. In future works, we will consider incorporating other IQA measures for fusion.
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