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Abstract

Within a Markovian complete financial market, we consider the problem of hedging a Bermudan option with a given probability. Using stochastic target and duality arguments, we derive a backward algorithm for the Fenchel transform of the pricing function. This algorithm is similar to the usual American backward induction, except that it requires two additional Fenchel transformations at each exercise date. We provide numerical illustrations.

Keywords: stochastic target problems, quantile hedging, Bermudan options.

AMS 2010 Subject Classification Primary, 91G20, 91G60 ; Secondary, 60J60, 49L20.

1 Introduction

We study the problem of hedging a claim of Bermudan style with a given probability $p$. More precisely, we want to characterize the minimal initial value $v(\cdot, p)$ of an hedging
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portfolio for which we can find a financial strategy such that, with a probability $p$, it
remains above the exercise value of the Bermudan option at any possible exercise date.

This problem is referred to *quantile hedging*, and it was popularized by Föllmer et al. [12, 13]. For claims of European type, they explained how the so-called *quantile hedging price* can be computed explicitly when the market is complete, by using duality arguments or the Neyman-Pearson lemma. A similar question was studied in Bouchard et al. [6] but in a Markovian setting. They showed that, even in incomplete markets and for general *loss functions*, one can characterize the pricing function as the solution of a non-linear parabolic second order differential equation, by using tools developed in the context of stochastic target problems by Soner and Touzi [17]-[18]. When the market is complete, they also observed that taking a Legendre-Fenchel transform in the equation reduces the computation of the price to the resolution of a linear parabolic second order differential equation, which can be solved *explicitly* by using the Feynman-Kac formula.

As far as super-hedging is concerned, the pricing of a Bermudan option reduces to a backward sequence of pricing problems for European claims. It is therefore natural to ask whether a similar result holds for the quantile hedging price, and whether one can extend the closed-form solutions of [12] and [6] to Bermudan options.

This paper answers to the positive. Namely, we provide a backward induction algorithm for the Fenchel transform $w$ of the quantile hedging price $v(\cdot, p)$, with respect to the parameter $p$ which prescribes the probability of hedging, see (2.22) and Theorem 2.1. The algorithm (2.22) is in a sense very similar to the one used for the pricing of Bermudan options. It is however written on the Fenchel transform $w$, rather than $v$, and it involves two additional Fenchel transformations at each exercise date.

To derive this, we first build on the original idea of [6] which consists in increasing the state space in order to reduce to a stochastic target problem of American type, as studied in Bouchard and Vu [8]. We then follow a very different route. Instead of appealing to stochastic target technics, we derive from this formulation a first dynamic programming algorithm for $v$, see Proposition 2.3, which relates to a series of optimal control of martingale problems. This dynamic programming principle suggests a backward algorithm for the computation of the Fenchel transform. It is defined in (2.22). We analyze it in details in Section 3.2. The main difficulty consists in controlling the propagation of the differentiability and growth properties of the corresponding value function, backward in time. Then, as in [6, 12], a martingale representation argument allows us to show, by backward induction, that the algorithm in (2.22) and Proposition 2.3 provides the Fenchel transform of one another.

Before concluding this introduction, we would like to point out that a similar prob-
lem has been studied recently by Jiao et al. [14] in the form of general lookback-style contraints. They provide an alternative formulation in terms of an optimal control of martingale problems. This has to be compared with [5] and our Proposition 2.3. No Markovian structure is required, but they do not provide an explicit scheme as we do. Moreover, the smoothness conditions they impose on their loss functions are not satisfied in the quantile hedging case. They also study the case of several constraints in expectation set (independently) at the different exercise times, which is close to the P&L matching problems of Bouchard and Vu [7].

Finally, in this paper, we focus on the quantile hedging problem for sake of simplicity. It is an archetype of an irregular loss function, and it should be clear that a similar analysis can be carried out for a wide class of (more regular) loss functions. Also note that to obtain the dual algorithm, we only use probabilistic arguments which opens the door to the study of more general non-Markovian settings.

**Notations:** Let $d$ be a positive integer. Any vector $x$ of $\mathbb{R}^d$ is seen as a column vector. Its norm and transpose are denoted by $|x|$ and $x^T$. We set $\mathbb{M}^d := \mathbb{R}^{d \times d}$ and denote by $M^T$ the transpose of $M \in \mathbb{M}^d$, while $\text{Tr}[M]$ is its trace. For ease of notations, we set $\mathcal{O}^d_T := (0, \infty)^d$.

We fix a finite time horizon $T > 0$. Let $\psi : (t, x, p) \in [0, T] \times \mathcal{O}^d_T \times \mathbb{R} \mapsto \psi(t, x, p)$. If it is smooth enough, we denote by $\partial_t \psi$ and $\partial_p \psi$ its derivative with respect $t$ and $p$, and by $\partial_x \psi$ its Jacobian matrix with respect to $x$, as a column vector. The Hessian with respect to $x$ is $\partial^2_{xx} \psi$, $\partial^2_{pp} \psi$ is the second order derivative with respect to $p$, and $\partial^2_{xp} \psi$ is the vector of cross second order derivatives. We denote by $\psi^\diamond$ its Fenchel transform with respect to the last argument,

$$\psi^\diamond(t, x, q) := \sup_{p \in \mathbb{R}} (pq - \psi(t, x, p)) ,$$

and define

$$\text{co}[\psi]$$

the closed convex envelope of $\psi$ with respect to its last argument.

If $\psi$ is convex with respect to its last variable, we denote by $D^+_p \psi$ and $D^-_p \psi$ its corresponding right- and left-derivatives. We refer to [15] for the various notions related to convex analysis.

We fix a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ supporting a $d$-dimensional Brownian motion $W$. We denote by $\mathcal{F} = (\mathcal{F}_t)_{0 \leq t \leq T}$ the usual augmented Brownian filtration. All over the paper, inequalities between random variables have to be understood in the $\mathbb{P}$-a.s. sense.
2 Problem formulation and main results

2.1 Financial market and hedging problem

Our financial market consists in a non-risky asset, whose price process is normalized to unity, and \(d\) risky assets \(X = (X^1, \ldots, X^d)\) whose dynamics are given by

\[
X^{t,x}_s = x + \int_t^s \mu(r, X^{t,x}_r)dr + \int_t^s \sigma(r, X^{t,x}_r)dW_r,
\]

(2.1)
given the initial data \((t, x) \in [0, T] \times \mathcal{O}^d_+\). To ensure that the above is well-defined, we assume that

\[
\mu : [0, T] \times \mathcal{O}^d_+ \rightarrow \mathbb{R}^d \text{ and } \sigma : [0, T] \times \mathcal{O}^d_+ \rightarrow \mathcal{M}^d \text{ are Lipschitz continuous},
\]

(2.2)
and that the unique strong solution to (2.1) takes its values in \(\mathcal{O}^d_+\) when the original data lies in \(\mathcal{O}^d_+\).

In order to enforce the absence of arbitrage and the completeness of the financial market, we also impose that

\[
\sigma \text{ is invertible, } \lambda := \sigma^{-1}\mu \text{ is bounded and Lipschitz continuous in space, uniformly in time.}
\]

(2.3)
The Lipschitz continuity condition is not required to define the risk neutral measure\(^1\)

\[
Q_{t,x} := \frac{1}{Q^t_{x,q}} \cdot P \text{ with } Q^t_{x,q} := \frac{1}{q} \mathcal{E} \left( -\int_t^T \lambda(s, X^{t,x}_s)\sigma(s, X^{t,x}_s) dW_s \right), \quad q > 0,
\]

(2.4)
but will be used in some of our forthcoming arguments.

In this model, an admissible financial strategy is a \(d\)-dimensional predictable process \(\nu\) such that

\[
\mathbb{E}^{Q_{t,x}} \left[ \int_t^T \|\nu_s^\top \sigma(s, X^{t,x}_s)\|^2 ds \right] < \infty,
\]

(2.5)
and the corresponding wealth process remains non-negative

\[
Y^{t,x,y,\nu} := y + \int_t^T \nu_r^\top dX_r^{t,x} \geq 0, \quad \text{on } [t, T],
\]
given the initial data \((t, x)\) of the market and the initial dotation \(y \geq 0\). We denote by \(\mathcal{U}_{t,x,y}\) the collection of admissible financial strategies. As usual, each \(\nu^i_t\) should be interpreted as the number of units of asset \(i\) in the portfolio at time \(t\).

\(^1\mathcal{E}\) denotes here the Doléans-Dade exponential.
We now fix a finite collection of times
\[ \mathbb{T}_t := \{ t_0 = 0 \leq \cdots \leq t_i \leq \cdots \leq t_n = T \} \cap (t, T], \]
together with payoff functions
\[ x \in \mathcal{O}_+^d \rightarrow g(t_i, x) \geq 0, \text{ Lipschitz continuous for all } i \leq n. \tag{2.6} \]

Our quantile hedging problem consists in finding the minimal initial wealth \( v(t, x, p) \)
which ensures that the stream of Bermudan payoffs \( \{g(s, X_s^{t,x}), s \in \mathbb{T}_t\} \) can be hedged
with a given probability \( p \),

\[ v(t, x, p) := \inf \Gamma(t, x, p), \tag{2.7} \]

where
\[ \Gamma(t, x, p) := \left\{ y \geq 0 : \exists \nu \in \mathcal{U}_{t,x,y} \text{ s.t. } \mathbb{P}\left[ \bigcap_{s \in \mathbb{T}_t} S_s^{t,x,y,\nu} \geq p \right] \right\}, \]
\[ \text{ with } S_s^{t,x,y,\nu} := \begin{cases} \Omega & \text{if } s \leq t \\ \{Y_s^{t,x,y,\nu} \geq g(s, X_s^{t,x})\} & \text{if } s > t. \end{cases} \]

Observe that \( v(t, \cdot) \) must be interpreted as a continuation value, i.e. the price at time \( t \)
knowing that the option has not been exercised on \([0, t]\). In particular, \( v(T, \cdot) = 0 \). For \( p = 1 \), \( v(t, \cdot, 1) \) coincides with the continuation value of the super-hedging price of the
Bermudan option. In this complete market, it satisfies the usual dynamic programming principle

\[ v(t, x, 1) = \mathbb{E}^{Q_t,x}[(v \vee g)(t_{i+1}, X_{t_{i+1}}^{t,x})], \text{ for } t \in [t_i, t_{i+1}), i < n, \tag{2.8} \]

see [16]. Above and in the following, we use the notation
\[ g(t, x, p) := g(t, x)1_{\{0 < p \leq 1\}} + \infty 1_{\{p > 1\}}, \text{ for } p \in \mathbb{R}. \]

Note that \( \Gamma \) can also be formulated in terms of stopping times, see the Appendix for
the proof.

**Proposition 2.1.** For \( (t, x, p) \in [0, T] \times \mathcal{O}_+^d \times [0, 1] \),

\[ \Gamma(t, x, p) = \left\{ y \geq 0 : \exists \nu \in \mathcal{U}_{t,x,y} \text{ s.t. } \mathbb{P}[S_{t_i}^{t,x,y,\nu} \geq p, \forall \tau \in \mathbb{T}_t] \right\} \]
\[ = \left\{ y \geq 0 : \exists \nu \in \mathcal{U}_{t,x,y} \text{ s.t. } \mathbb{P}[S_{t_i}^{t,x,y,\nu} \geq p]1_{\{t < T\}} + \mathbb{R}_+1_{\{t = T\}} \right\}, \tag{2.9} \]

in which \( \mathbb{T}_t \) is the set of stopping times with values in \( \mathbb{T}_t \), and \( \tilde{\tau}_\nu := \min\{s \in \mathbb{T}_t : Y_s^{t,x,y,\nu} < g(s, X_s^{t,x})\} \wedge T. \]
Remark 2.1. The function $p \mapsto v(\cdot, p)$ is non-decreasing. It takes the value 0 if $p \leq p_{\text{min}}(t, x)$ where

$$p_{\text{min}}(t, x) := \mathbb{P}[g(s, X_s^t,x) = 0 \text{ for all } s \in T_t],$$

with the convention $p_{\text{min}}(T, \cdot) = 1$. To avoid trivial statements, we assume that $p_{\text{min}}(t, \cdot) < 1$, for $t < T$, which implies

$$v(t, x, p) > 0, \text{ for } t < T .$$

Moreover, it follows from (2.6) that we can find $C > 0$ such that $g(s, x) \leq C(1 + \sum_{i=1}^d x_i)$, for $x \in \mathcal{O}_t^d$, $s \in T_0$. This implies that we can restrict to strategies $\nu$ such that

$$0 \leq Y^{t,x,y,\nu} \leq C(1 + |X^{t,x}|),$$

by possibly adopting a buy-and-hold strategy after the first time at which the wealth process hits the right-hand side term, recall that $X^{t,x}$ has positive components. In particular,

$$0 \leq v(t, x, p) \leq C(1 + |x|).$$

2.2 Equivalent formulation as a stochastic target problem

The first step in our analysis consists in reducing the problem to a stochastic target problem of American type as studied in [8]. As in [6], we first increase the dimension of the controlled process by introducing the family of martingales

$$P^{t,p,\alpha} := p + \int_t^s \alpha_s^\top dW_s,$$

where $\alpha$ is a square integrable predictable process. The process $P^{t,p,\alpha}$ will be later on interpreted as the conditional probability of success. It is therefore natural to restrict to the class of controls such that

$$P^{t,p,\alpha} \in [0,1], \text{ on } [t,T].$$

We denote by $\mathcal{A}_{t,p}$ the set of predictable square integrable processes such that the above holds, and set $\mathcal{U}_{t,x,y,p} := \mathcal{U}_{t,x,y} \times \mathcal{A}_{t,p}$.

Proposition 2.2. Fix $(t, x, p) \in [0,T] \times \mathcal{O}_t^d \times [0,1]$, then

$$\Gamma(t, x, p) = \left\{ y \geq 0 : \exists (\nu, \alpha) \in \mathcal{U}_{t,x,y,p} \text{ s.t. } Y^{t,x,y,\nu} \geq g(\cdot, X^{t,x}, P^{t,p,\alpha}) \text{ on } T_t \right\}. \tag{2.14}$$
Proof. At time $T$ both sets are $\mathbb{R}_+$ by definition of $T_T$. We now fix $t < T$. Let $\bar{\Gamma}(t, x, p)$ denote the right-hand side in (2.14) and let $y$ be one of his elements. Fix $(\nu,\alpha) \in \mathcal{U}_t,x,y,p$ such that $Y^{t,x,y,\nu} \geq g(\cdot, X^{t,x}, P^{t,p,\alpha})$ on $T_t$. Then, $S^{t,x,y,\nu} \supset \{P^{t,p,\alpha} > 0\}$ on $T_t$. Since $P^{t,p,\alpha} \in [0, 1]$ and therefore $1\{P^{t,p,\alpha} > 0\} \geq P^{t,p,\alpha}$, this implies

$$
P \left[ \cap_{s \in T_t} S^{t,x,y,\nu}_s \right] \geq P \left[ \cap_{s \in T_t} \left\{ P^{t,p,\alpha}_s > 0 \right\} \right] \geq \mathbb{E} \left[ P^{t,p,\alpha}_T \mathbb{1}_{\left\{ P^{t,p,\alpha}_s > 0 \right\}} \right].$$

The process $P^{t,p,\alpha}$ being a martingale, $\{P^{t,p,\alpha}_s = 0\} \subset \{P^{t,p,\alpha}_T = 0\}$, $s \in (t, T]$. Hence

$$
P \left[ \cap_{s \in T_t} S^{t,x,y,\nu}_s \right] \geq \mathbb{E} \left[ P^{t,p,\alpha}_T \right] = \mathbb{P}.$$

Therefore, $y \in \Gamma(t, x, p)$ and this argument proves that $\bar{\Gamma}(t, x, p) \subset \Gamma(t, x, p)$. We now fix $y \in \Gamma(t, x, p)$ and choose $\nu \in \mathcal{U}_t,x,y$ such that $p' := P \left[ \cap_{s \in T_t} S^{t,x,y,\nu}_s \right] \geq p$. By the martingale representation theorem, we can find $\alpha \in \mathcal{A}_{t,p}$ such that

$$1_{\cap_{s \in T_t} S^{t,x,y,\nu}_s} = P^{t,p,\alpha}_T \geq P^{t,p,\alpha}_T.$$

By possibly replacing $\alpha$ by the constant process 0 after the first time after $t$ at which $P^{t,p,\alpha}$ reaches the level 0, we can assume that $\alpha \in \mathcal{A}_{t,p}$. Moreover, the above implies

$$1_{S^{t,x,y,\nu}_s} \geq P^{t,p,\alpha}_s, \quad s \in T_t,$$

which by taking the conditional expectation and using the fact that $P^{t,p,\alpha}$ is a martingale leads to $1_{S^{t,x,y,\nu}_s} \geq P^{t,p,\alpha}_T$ on $T_t$. The latter is equivalent to $Y^{t,x,y,\nu} \geq g(\cdot, X^{t,x}, P^{t,p,\alpha})$ on $T_t$. Hence, $y \in \Gamma(t, x, p)$. 

2.3 Dynamic programming and dual backward algorithm

With the formulation obtained in Proposition 2.2 at hand, one can now derive a first dynamic programming algorithm. Its proof is postponed to the Appendix.

Proposition 2.3. Fix $0 \leq i \leq n - 1$ and $(t, x, p) \in [t_i, t_{i+1}) \times \mathbb{O}_d \times [0, 1]$,

$$v(t, x, p) = \inf_{\alpha \in \mathcal{A}_{t,p}} \mathbb{E}^{Q_{t,x}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P^{t,p,\alpha}_{t_{i+1}} \right) \right].$$

(2.15)

As a consequence, there exists $C > 0$ such that

$$|v(t, x, p) - v(t, x', p)| \leq C(1 + |x| + |x'|)|x - x'|,$$

(2.16)

for all $(t, p) \in [0, T] \times [0, 1]$ and $x, x' \in \mathbb{O}_d$. 
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Remark 2.2. We shall see in Section 3 that \((v \vee g)\) can be replaced by its convex envelope with respect to \(p\) in (2.15). This phenomenon was already observed in [5] and [6].

Note that this provides a first way to compute the value function \(v\). Indeed, standard arguments (see [6]) should lead to a characterization of \(v\) on each interval \([t_i, t_{i+1})\), \(i < n\) and on \(O^d_t \times (0, 1)\) as a viscosity solution of

\[
\sup_{\alpha \in \mathbb{R}^d} \left\{ -\partial_t \varphi(\cdot) + \alpha^\top \lambda \partial_p \varphi(\cdot) - \frac{1}{2} \left( \text{Tr} [\sigma \sigma^\top \partial^2_{xx} \varphi(\cdot)] + 2 \alpha^\top \sigma \partial^2_{xp} \varphi(\cdot) + |\alpha|^2 \partial^2_{pp} \varphi(\cdot) \right) \right\} = 0, \tag{2.17}
\]

with the boundary conditions

\[
v(t_{i+1}^-, \cdot) = (v \vee g)(t_{i+1}, \cdot), \text{ on } O^d_t \times [0, 1] \tag{2.18}
\]
\[
v(\cdot, 1) = \mathbb{E}^{Q_{t_0}}[(v \vee g)(t_{i+1}, X_{t_{i+1}}^x, 1)], \quad v(\cdot, 0) = 0, \text{ on } [t_i, t_{i+1}) \times O^d_t, \quad i < n. \tag{2.19}
\]

However, the fact that the control \(\alpha \in \mathbb{R}^d\) in the above is not bounded (as it comes from the martingale representation theorem) makes the associated Hamilton-Jacobi-Bellman operator in (2.17) discontinuous. More precisely it is lower semi-continuous but not upper semi-continuous and a precise statement would then require a relaxation of the operator in (2.17). This discontinuity makes the proof of a comparison result very difficult and the latter is necessary to build convergent numerical schemes. One way to overcome this problem is to consider instead the Fenchel transform \(v^\dagger\) of \(v\), see (1.1) in the notations section.

Indeed, heuristically, as already observed in [6] in the case \(n = 1\), a change of variable argument in (2.17) and the exploitation of the boundary conditions in (2.19) suggests that the dual function \(v^\dagger\) should be at least a viscosity sub-solution of the linear partial differential equation

\[
-\partial_t \varphi(\cdot) - \frac{1}{2} \left( \text{Tr} [\sigma \sigma^\top \partial^2_{xx} \varphi(\cdot)] + 2q \lambda^\top \sigma \partial^2_{xq} \varphi(\cdot) + |\lambda|^2 q^2 \partial^2_{qq} \varphi(\cdot) \right) = 0, \tag{2.20}
\]

on the different time steps, and of the following boundary condition obtained by taking the Fenchel transform in (2.18)

\[
v^\dagger(t_{i+1}^-, \cdot) = (v \vee g)^\dagger(t_{i+1}, \cdot). \tag{2.21}
\]

By the Feynman-Kac representation this corresponds to the following representation

\[
v^\dagger(t, \cdot) \leq \mathbb{E}^{Q_{t_0}}[(v \vee g)^\dagger(t_{i+1}, \cdot)], \quad \text{for } t \in [t_i, t_{i+1}), \quad i < n.
\]
The aim of this paper is actually to prove by using probabilistic arguments only that on $\mathcal{O}_+^{d} \times \mathbb{R}$

$$
\begin{cases}
  w(T, x, q) := q + \infty 1_{\{q < 0\}}, \\
  w(t, x, q) := \mathbb{E}_{Q_{t_i}, x}^Q \left[ (w^\sharp \vee g)^\sharp(t_{i+1}, X_{t_{i+1}}^{t_i, x}, Q_{t_{i+1}}^{t_i, x, q}) \right], \text{ for } t \in [t_i, t_{i+1}), i < n,
\end{cases}
$$

(2.22)

with $Q_{t, x, q}$ defined in (2.4), is the proper algorithm to compute the value function $v^\sharp$ and thus $v$.

Indeed our main result is given by the following theorem.

**Theorem 2.1.** $v = w^\sharp$ on $[0, T] \times \mathcal{O}_+^{d} \times [0, 1]$.

The proof of this result is the object of the subsequent sections. Although it is in the spirit of [6], our proof is different and more involved. The main difficulty comes from the induction. At each time step, we have to verify that $(w^\sharp \vee g)$ behaves in a sufficiently nice way. In the one step case, [6] had only to consider the terminal payoff $g$. Moreover, we only use probabilistic arguments as opposed to PDE arguments.

Clearly, the algorithm (2.22) provides a way to compute the value function easily. One can for instance use the fact that $w = v^\sharp$ is the unique viscosity solution of (2.20) with the boundary condition (2.21). Let us make this statement more precise.

**Definition 2.1.** We say that a lower-semicontinuous function $u$ is a viscosity super-solution of the system $(S)$ if, on each $[t_i, t_{i+1}) \times \mathcal{O}_+^{d} \times (0, \infty)$, $i < n$, it is a viscosity super-solution of (2.20) with the boundary conditions

$$
\liminf_{t' \uparrow t_i, (x', q') \rightarrow (x, q)} u(t', x', q') \geq (u^\sharp \vee g)^\sharp(t_i, x, q) \text{ for } (x, q) \in \mathcal{O}_+^{d} \times (0, \infty), \ i < n,
$$

and

$$
\liminf_{t' \uparrow T, (x', q') \rightarrow (x, q)} u(t', x', q') \geq g^\sharp(T, x, q) \text{ for } (x, q) \in \mathcal{O}_+^{d} \times (0, \infty).
$$

We define accordingly the notion of sub-solution for upper-semicontinuous functions. A function is a viscosity solution if its lower- (resp. upper-) semicontinuous envelope is a viscosity super- (resp. sub-) solution.

Note that in the above definition we have to understand $u$ as being $+\infty$ on $[0, T] \times \mathcal{O}_+^{d} \times (-\infty, 0)$ to compute the Fenchel transforms involved in the time boundary conditions.

We now provide a version of the comparison principle for $(S)$ which pertains for the usual extensions of the Black and Scholes model. The assumptions used below are here to avoid the boundary of $\mathcal{O}_+^{d}$ - when this is not the case, one has to specify additional boundary conditions.
Proposition 2.4. The function $w$ is continuous on $[t_i, t_{i+1}) \times \mathcal{O}_i^d \times \mathbb{R}_+$, $i < n$, non-negative, has linear growth in its last variable and is a viscosity solution of $(S)$. Moreover, if there exists two functions $\tilde{\sigma}$ and $\tilde{\mu}$ such that $\sigma(\cdot, x) = \text{diag}[x] \tilde{\sigma}(\cdot, x)$ and $\mu(\cdot, x) = \text{diag}[x] \tilde{\mu}(\cdot, x)$, then $u_1 \geq u_2$ on $[0, T) \times \mathcal{O}_i^d \times (0, \infty)$ whenever $u_1$ and $u_2$ are respectively a super- and a sub-solution of $(S)$, which are non-negative and have linear growth in their last variable on $[0, T) \times \mathcal{O}_i^d \times \mathbb{R}_+$.

The proof is postponed to the Appendix. Given the latter, it is not difficult to follow the arguments of [3] to construct a convergent finite difference scheme for the resolution of $(S)$. Alternatively, one could also use quantization methods to tackle the approximation of $w$, see [1, 2], or a regression based Monte-Carlo method, see the survey paper [9] and the references therein.

2.4 Examples of application

In this section, we present two examples of application. The numerical results are obtained using the following procedure which is based on the above algorithm to compute $w = v^\sharp$: for $i \leq n - 1$,

1) compute the value of $(w^\sharp \vee g)^\sharp(t_{i+1}, \cdot)$ by approximating the Fenchel-Legendre transform numerically,

2) solve the PDE (2.20)-(2.21) for $w$, using e.g. finite difference methods, on $[t_i, t_{i+1}) \times \mathcal{O}_i^d \times \mathbb{R}_+$.

We now fix $T = 1$ and $\mathcal{T}_i := \{t_0 = 0, t_1 = \frac{1}{3}, t_2 = \frac{2}{3}, t_3 = 1\} \cap (t, t_3]$, $t \in [0, T]$. We work in a Black-Scholes setting with market parameters: $d = 1$, $\sigma(t, x) = 0.25x$, $\lambda(t, x) = 0.2$.

For our first numerical application, we consider a put option, i.e. $g(t, x) = [K - x]^+$, with strike $K = 30$.

In figure 1, we plot the functions $v$ and $v^\sharp$ at $t = t_0$. In figure 2(a-b-c), we plot for different values of $x$ the function $v$ and $\text{co}[v \vee g]$. This shows the rather complicated behavior of the transformation $v \mapsto \text{co}[v \vee g]$, as predicted by Proposition 3.3(b) below. With the notation of this proposition, figure 2(a) corresponds to the case $A_1$, figure 2(b) corresponds to the case $A_3$ and figure 2(c) corresponds to the case $A_2$. Because of the interest rate being set to 0 and the payoff being convex, we always have $v(t, x, 1) \geq g(t, x)$. Figure 2(d) shows the decrease of value for $v$, when $p$ decreases.
Figure 1: Surface of $v(t,x,p)$ and $v^p(t,x,q)$ at $t = t_0$.

Figure 2: (a)-(c): plots of $v(t,x,\cdot)$ and $\co[v \vee g](t,x,\cdot)$ at $t = t_1$ and for different values of $x$. (d): plot of $v(t,\cdot,p)$ at $t = t_1$ and for different values of $p$.

In our second example, we consider a put spread option with strikes 20 and 30, i.e.
\( g(t, x) = [30 - x]^+ - [20 - x]^+ \). The numerical results are displayed in Figure 3 and 4. It may happen here that \( v(t, x, 1) < g(t, x) \), see figure 4(a).

Figure 3: Surface of \( v(t, x, p) \) and \( v^2(t, x, q) \) at \( t = t_0 \).

Figure 4: (a): plot of \( v(t, x, \cdot) \) and \( \text{co}[v \vee g](t, x, \cdot) \) at \( t = t_1 \) and for \( x = 22 \). (b): plot of \( v(t, \cdot, p) \) at \( t = t_1 \) and for different values of \( p \).

We conclude this section with the following remark on the behavior of \( v \) near \( p = 1 \).

**Remark 2.3.** (a) We know from the identification \( v = w^2 \) and Proposition 3.2(b) that \( p \to v(t, x, p) \) is convex and continuous on \([0, 1]\).

(b) Nothing prevents \( D_p^- v(\cdot, 1) \) to be equal to \( +\infty \). This can be checked by direct calculation in the European case and the Black-Scholes setting using the explicit formula [12, Equation (3.15)].
3 Proof of the backward dual representation

From now on, we extend \( v \) to \([0, T] \times \mathcal{O}_n^d \times \mathbb{R}\) by setting
\[
v(\cdot, p) = 0 \quad \text{if} \quad p < 0 \quad \text{and} \quad v(\cdot, p) = +\infty \quad \text{if} \quad p > 1.
\] (3.1)

Using the convention \( \inf \emptyset = +\infty \), this extension is consistent with (2.7).

3.1 The backward algorithm as a lower bound

We first show that the backward algorithm (2.22) actually provides a lower bound for the value function \( v \).

**Proposition 3.1.** \( v \geq w^{\hat{\sigma}} \) on \([0, T] \times \mathcal{O}_n^d \times [0, 1] \).

**Proof.** First note that \( v(T, \cdot) = 0 = w^{\hat{\sigma}}(T, \cdot) \), by definition. Thus, \( (v \vee g)(T, \cdot) = (w^{\hat{\sigma}} \vee g)(T, \cdot) \). We now assume that \( v \geq w^{\hat{\sigma}} \) on \([t_{i+1}, T] \times \mathcal{O}_n^d \times [0, 1] \) for some \( i \leq n - 1 \). Then, \( (v \vee g)^{\hat{\sigma}}(t_{i+1}, \cdot) \leq (w^{\hat{\sigma}} \vee g)^{\hat{\sigma}}(t_{i+1}, \cdot) \) and therefore
\[
(v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t_i, x}, P_{t_{i+1}}^{t_i, p, \alpha} \right) \geq P_{t_{i+1}}^{t_i, p, \alpha} qQ_{t_{i+1}}^{t_i, x, 1} - (v \vee g)^{\hat{\sigma}} \left( t_{i+1}, X_{t_{i+1}}^{t_i, x}, qQ_{t_{i+1}}^{t_i, x, 1} \right).
\]

Fix \( t \in [t_i, t_{i+1}) \). Taking the expectation on both sides and recalling (2.22), we obtain
\[
\mathbb{E}^{Q_{t_i}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t_i, x}, P_{t_{i+1}}^{t_i, p, \alpha} \right) \right] \geq pq - w(t, x, q).
\]

Taking first the supremum over \( q \in \mathbb{R} \) in the right-hand side and then the infimum over \( \alpha \in \mathcal{A}_{t, p} \) in the left-hand side, we get from Proposition 2.3 that \( v(t, x, p) \geq w^{\hat{\sigma}}(t, x, p) \).

\[\square\]

3.2 Representation and differentiability of the backward dual algorithm

This section is devoted to the study of the function \( (w^{\hat{\sigma}} \vee g)^{\hat{\sigma}} \) which appears in the dual algorithm (2.22) and of its Fenchel transform \( (w^{\hat{\sigma}} \vee g)^{\hat{\sigma}} \). We first provide a decomposition in simple terms in Proposition 3.3. They only contain \( w, g \) and auxiliary functions that are easy to handle, see (3.3)-(3.4) below. In view of (2.22), this will then allow us to study the subdifferential of \( w(t_i, \cdot) \) in terms of the subdifferential of \( w(t_{i+1}, \cdot) \). This analysis is reported in Lemma 3.2. These results will be of important use in the final proof of Theorem 2.1 as it will require to find a particular value \( p \) in the subdifferential.
of \( w(t_i, \cdot) \) and then to apply a martingale representation argument between elements of the subdifferential of \((w^\circ \vee g)^\circ\) at \( t_{i+1} \) and \( p \) at \( t_i \), see the proof of Theorem 3.1.

We start with properties that stem directly from the definition of \( w \) and standard results in convex analysis. The proof is postponed to the Appendix.

**Proposition 3.2.** The following holds for all \((t, x) \in [0, T] \times \Omega^d_q\).

(a) The functions \( q \in \mathbb{R} \mapsto w(t, x, q) \) is a proper convex non-decreasing and non-negative function. Moreover, \( w(\cdot, 0) = 0 \) and \( w(\cdot, q) = \infty \) for \( q < 0 \).

(b) The function \( p \in \mathbb{R} \mapsto w^\circ(t, x, p) \) and \( q \in \mathbb{R} \mapsto (w^\circ \vee g)^\circ(t, x, q) \) are convex, non-negative, non-decreasing and continuous on their respective domains. Moreover, \( w^\circ(\cdot, 0) = 0 = (w^\circ \vee g)^\circ(\cdot, 0) \) and \( (w^\circ \vee g)^\circ(\cdot, q) = +\infty \) for \( q < 0 \).

The next result is key to get the representation of \((w^\circ \vee g)^\circ\) and \((w^\circ \vee g)^{\circ \circ}\). Recall that

\[ g(t, x, p) = g(t, x)1_{\{0 < p \leq 1\}} + \infty 1_{\{p > 1\}}. \]

**Lemma 3.1.** Let \( p_1 \geq 0 \) and \( f \) be a non-decreasing convex function such that \( f(0) = 0 \), \( f \geq g(t, x, \cdot) \) on \([p_1, \infty)\), \( f \leq g(t, x, \cdot) \) on \((-\infty, p_1]\).

(a) The convex envelope of \( f \vee g \) is given by

\[ (f \vee g)^{\circ \circ}(p) = \text{co}[f \vee g](p) = pq_11_{\{0 < p < p_1\}} + f(p)1_{\{p_1 \leq p \leq 1\}} + \infty 1_{\{p > 1\}}, \]

with \( q_1 = g(t, x)/p_11_{\{p_1 > 0\}} \).

(b) Moreover, we have

\[ (f \vee g)^\circ(\cdot, q) = p_1[q - q_1]^+1_{\{q \leq D_p^+ f(p_1)\}} + f^\circ(q)1_{\{q > D_p^+ f(p_1)\}} , \]

which is a closed proper convex function. In particular, it is continuous at \( D_p^+ f(p_1) \) when \( 0 < D_p^+ f(p_1) < +\infty \).

**Proof.**

1. The left-hand side identity in (a) follows from [15, Theorem 12.2]. We set \( \varphi : p \mapsto pq_11_{\{p > 0\}} \vee f(p) \), which is convex. By assumption, we already know that \( f(p) \leq g(t, x, p) = 0 \) for \( p \leq 0 \). Since \( f(0) = 0 \) and \( f(p_1) = g(t, x) \), we have by convexity that \( f(p) \leq pq_1, p \in [0, p_1] \), which implies \( \varphi(p)1_{\{p \leq p_1\}} = pq_11_{\{0 < p \leq p_1\}} \), for \( p \leq p_1 \). Since \( f(p) \leq pq_1 \) for \( p \in [0, p_1] \) and \( f(p_1) = p_1q_1 \), we compute that \( D_p^- f(p_1) \geq q_1 \). By convexity, we also have \( f(p) \geq f(p_1) + D_p^- f(p_1)(p - p_1) \geq pq_1 \) for \( p \geq p_1 \) and then \( \varphi1_{\{p_1, \infty\}} = f1_{\{p_1, \infty\}} \). In particular, we observe that \( \varphi \leq f \vee g \). It is straightforward to check that any candidate for the convex envelope of \( f \vee g \) is below \( \varphi \). The above shows also that \( D_p^+ f(p_1) > 0 \) whenever \( q_1 > 0 \).

2. Let us now observe that \( f^\circ(q) < \infty \), for \( q \geq 0 \), since \( f(\cdot, p) = g(\cdot, p) = \infty \) for
\( p > 1 \lor p_1 \). It follows that the subdifferential of \( f^2 \) at non-negative \( q \) is non empty. The proof of (b) follows from calculations based on the following results from convex analysis, see e.g. [11, Chapter I Proposition 5.1]. Let \( \psi \) be a proper function on \( \mathbb{R} \), then \( p \) is in the subdifferential of \( \psi \) at \( q \) if and only if

\[
\psi^r(p) + \psi(q) = pq.
\]

(i) At \( p = 0 \), the subdifferential of \( (f \lor g)^2 = \co[f \lor g] \) is equal to \([0, q_1] \). This follows directly from the characterization of the convex envelope of \( f \lor g \) given in (a). Using the above equality with \( \psi = (f \lor g)^2 \), we then have for \( q \in [0, q_1] \)

\[
(f \lor g)^2(0) + (f \lor g)^2(q) = 0 \times q \implies (f \lor g)^2(q) = 0,
\]

since \((f \lor g)^2(0) = 0\) by our assumption, namely \( f(0) = 0 = g(\cdot, 0) \) and \( g \geq 0 \).

(ii) The subdifferential of \( (f \lor g)^2 = \co[f \lor g] \) at \( p_1 \) is equal to \( D := [q_1, D^+_{p_1} f(p_1)] \) if \( D^+_{p_1} f(p_1) < +\infty \) or \([q_1, +\infty) \) otherwise. This follows again directly from (a). We recall from the step 1. that \( f(p_1) = q_1 p_1 \). Then, using (3.2) with \( \psi = (f \lor g)^2 \) and (a), we have for \( q \in D \)

\[
(f \lor g)^2(p_1) + (f \lor g)^2(q) = p_1 q \implies (f \lor g)^2(q) = p_1 q - f(p_1) = p_1 (q - q_1) = p_1 [q - q_1]^+.
\]

(iii) If \( q > D^+_{p_1} f(p_1) \), an element \( p \) of the subdifferential of \( f^2 \) at \( q \) satisfies

\[
f(p) + f^2(q) = pq.
\]

We first note that \( p \geq p_1 \) necessarily. Indeed, by [11, Chapter I Corollary 5.2], \( q \in [D^-_{p_1} f(p), D^+_{p_1} f(p)] \) while \( q > D^+_{p_1} f(p_1) \). Recall that \( f = (f \lor g)^2 \) on \([p_1, \infty) \). We then deduce from the previous equality that

\[
(f \lor g)^2(p) + f^2(q) = pq \implies f^2(q) = pq - (f \lor g)^2(p) \leq (f \lor g)^2(q).
\]

Observing that the reverse inequality follows from \( f \leq f \lor g \), we get \( f^2(q) = (f \lor g)^2(q) \) for \( q \in (D^-_{p_1} f(p_1), +\infty) \).

We are now in position to provide the decomposition of \((w^+ \lor g)^2\) and \((w^\natural \lor g)^2\). It basically follows from the application of the previous Lemma to \( f = w^\natural \).

**Proposition 3.3.** For \((t, x, p) \in [0, T] \times \mathcal{O}_d^+ \times \mathbb{R} \), we define the following ‘facelift’ of \( g \)

\[
\tilde{g}(t, x, p) = q_g(t, x) p 1_{\{0 \leq p \leq 1\}} + 1_{\{p > 1\}}.
\]

with

\[
q_g(t, x) := \frac{g(t, x)}{p_g(t, x)} 1_{\{p_g(t, x) > 0\}} \quad \text{and} \quad p_g(t, x) := \sup \{p \in \mathbb{R} \mid w^\natural(t, x, p) = g(t, x)\} \land 1.
\]

Then,
Moreover, (c) \( D^b(t,x) \).

Lemma 3.2. \( \lim_{t \to 0} D^b(t,x) = 0 \) if and only if \( D^b(t,x) = 0 \).

Proof of Proposition 3.3. The identities in (3.3) are immediate consequences of Lemma 3.1(a), Proposition 3.2(b) and of the definition of \( p_g(t,x) \). We now prove (3.4).

Remark 3.1. (a) It follows from Proposition 3.2 that \( w^\#(\cdot,0) = 0 \). Hence, \( g(t,x) > 0 \) implies \( p_g(t,x) > 0 \) and

\[
q_g(t,x) = \frac{g(t,x)}{p_g(t,x)} 1_{(g(t,x) > 0)} \text{ so that } q_g(t,x) = 0 \text{ if and only if } g(t,x) = 0.
\]

Proof of Proposition 3.3. The identities in (3.3) are immediate consequences of Lemma 3.1(a), Proposition 3.2(b) and of the definition of \( p_g \). We now prove (3.4).

For \( (t,x) \in A_1 \), we have \( w^\#(t,x,\cdot) \leq g \) and therefore \( (w^\# \vee g)^\#(t,x,\cdot) = g^\#(t,x,\cdot) = [-g(t,x)]^\#(t,x) \) on \( \mathbb{R}_+ \). For \( (t,x) \in A_2 \), we have that \( w^\# \geq g \) by Proposition 3.2(b) and the result follows directly. On \( A_3 \), the expression is exactly the one given by Lemma 3.1(b). \( \square \)

We can now turn to the study of the subdifferential of \( w \). Recall the definition of \( p_{\min} \) in (2.10).

Lemma 3.2. Fix \( 0 \leq i \leq n-1 \) and \( (t,x) \in [t_i, t_{i+1}) \times \mathcal{O}_i^1 \). Then:

(a) \( D^+_q w(t,x,\cdot) \geq 0 \) if \( q \geq 0 \) and \( D^-_q w(t,x,\cdot) \geq 0 \) if \( q > 0 \).

(b) \( \lim_{q \to \infty} D^+_q w(t,x,\cdot) = 1 \).

(c) \( D^+_q w(t,x,0) = p_{\min}(t,x) \).

Moreover,

\[
D^-_q w(t,x,q) = \mathbb{E} \left[ D^-_q (w^\# \vee g)^\#(t_{i+1}, X^{t,x}_{t_{i+1}}, qQ^{t,x,1}_{t_{i+1}}) \right] \text{ for } q > 0, \text{ and } (3.5)
\]

\[
D^+_q w(t,x,q) = \mathbb{E} \left[ D^+_q (w^\# \vee g)^\#(t_{i+1}, X^{t,x}_{t_{i+1}}, qQ^{t,x,1}_{t_{i+1}}) \right] \text{ for } q \geq 0. \text{ (3.6)}
\]
Proof. The proof is based on an induction argument. Our assumptions guarantee that (a)-(b)-(c) are valid at \( T \). Let us assume that it holds true on \([t_{i+1}, T]\) for some \( i \leq n - 1 \).

In view of Proposition 3.3, we obtain for \( q \geq 0 \) and \( j \leq n \) that

\[
D_q^+(w^g)^\tilde{\kappa}(t_j, x, q) = 1_{q \geq g(t_j, x)} 1_{A_1}(t_j, x) + D_q^+ w(t_j, x, q) 1_{A_2}(t_j, x)
\]

with

\[
D_q^+ \kappa(t_j, x, q) = p_q(t_j, x) 1_{q \geq g(t_j, x)} + D_q^+ w(t_j, x, q) 1_{q > g(t_j, x)}.
\]

For \( q > 0 \), we have

\[
D_q^-(w^g)^\tilde{\kappa}(t_j, x, q) = 1_{q \geq g(t_j, x)} 1_{A_1}(t_j, x) + D_q^- w(t_j, x, q) 1_{A_2}(t_j, x)
\]

with

\[
D_q^- \kappa(t_j, x, q) = p_q(t_j, x) 1_{q < g(t_j, x)} + D_q^- w(t_j, x, q) 1_{q > g(t_j, x)}.
\]

We have by induction \( \lim_{q \uparrow \infty} D_q^+ \kappa(t_{i+1}, x, q) = 1 \), which ensures that \( \lim_{q \uparrow \infty} D_q^+(w^g)^\tilde{\kappa}(t_{i+1}, x, q) = 1 \). By the convexity of \((w^g)^\tilde{\kappa}\), this implies that \( D_q^+(w^g)^\tilde{\kappa}(t_{i+1}, x, q) \leq 1 \). In view of (2.22), a dominated convergence argument then leads to (3.5)-(3.6) and \( \lim_{q \uparrow \infty} D_q^+ w(t, x, q) = 1 \).

We now use our induction hypothesis again to observe from the decomposition above that

\[
D_q^-(w^g)^\tilde{\kappa}(t_{i+1}, x, q) \geq 0, \quad q > 0, \quad \text{and} \quad D_q^+(w^g)^\tilde{\kappa}(t_{i+1}, x, q) \geq 0, \quad q \geq 0.
\]

Recalling (3.5)-(3.6), this shows that \( D_q^- w(t, x, q) \geq 0 \) for \( q > 0 \) and \( D_q^+ w(t, x, q) \geq 0 \) for \( q \geq 0 \).

It remains to prove (c). From Remark 3.1(a) and (c), the above decomposition implies that \( D_q^+(w^g)^\tilde{\kappa}(t_{i+1}, x, 0) = D_q^+ w(t_{i+1}, x, 0) 1_{g(t_{i+1}, x) = 0} \). By our induction hypothesis, the last term is \( D_q^+(w^g)^\tilde{\kappa}(t_{i+1}, x, 0) = p_{\min}(t_{i+1}, x) 1_{g(t_{i+1}, x) = 0} \). This identity combined with (3.6) provides

\[
D_q^+ w(t, x, 0) = \mathbb{E}\left[p_{\min}(t_{i+1}, X_{t_{i+1}}^x) 1_{g(t_{i+1}, X_{t_{i+1}}^x) = 0}\right] = p_{\min}(t, x),
\]

in which the last identity is an obvious consequence of the definition of \( p_{\min} \) in (2.10).

\[ \square \]

Remark 3.2. Note that the subdifferential of \( w(t, x, \cdot) \) at \( 0 \) is \((-\infty, p_{\min}(t, x)]\), since \( w(t, x, q) = \infty \) for \( q < 0 \) and \( D_q^+ w(t, x, 0) = p_{\min}(t, x) \). See (a) of Proposition 3.2 and (c) of Lemma 3.2.
3.3 The backward algorithm as an upper-bound

Our final proof will proceed by backward induction on the time steps. Fix \( 0 \leq i \leq n - 1 \). Part of the induction hypothesis is:

**Hypothesis (H_{i+1}).** The following holds

(i) The functions \( v(t_{i+1}, \cdot) \) and \( [v \vee g](t_{i+1}, \cdot) \) are continuous on \( Q^d_+ \times [0, 1] \).

(ii) \( [v \vee g](t_{i+1}, \cdot, 0) = 0 \) and \( [v \vee g](t_{i+1}, \cdot, 1) = (v \vee g)(t_{i+1}, \cdot, 1) \).

(iii) For all \( x \in Q^d_+ \), the map \( q \in \mathbb{R}_+ \mapsto q - (w^d \vee g)^p(t_{i+1}, x, q) \) is non-decreasing, continuous and converges to \( (v \vee g)(t_{i+1}, x, 1) \) as \( q \to \infty \).

Before turning to the final argument, we provide three additional results that hold at any time \( t \in [t_i, t_{i+1}) \) whenever \( H_{i+1} \) is in force.

3.3.1 Bounds and limits for \( w^d \)

Our first additional result concerns the behavior of \( w^d \). It shows that \( w^d(t_i, x, 1) = v(t_i, x, 1) \). The last assertion will be used in the proof of Lemma 3.4 below to show that (iii) of \( H_i \) holds if (iii) of \( H_{i+1} \) does.

**Lemma 3.3.** Let (iii) of \( H_{i+1} \) hold. Fix \( (t, x) \in [t_i, t_{i+1}) \times Q^d_+ \). Then, \( w^d(t, x, \cdot) \) is non-negative, continuous on its domain \( (-\infty, 1] \) and

\[
0 \leq w^d(t, x, \cdot) \leq w^d(t, x, 1) = v(t, x, 1) \text{ on } (-\infty, 1].
\]

Moreover, the map \( q \in \mathbb{R} \mapsto q - w(t, x, q) \) is non-decreasing, continuous on \( \mathbb{R}_+ \) and converges to \( v(t, x, 1) \) as \( q \to \infty \).

**Proof.** The continuity and non-negativity of \( w^d(t, x, \cdot) \) are stated in (b) of Proposition 3.2. We now observe that (2.22) implies that

\[
\delta(q) := q - w(t, x, q) = \mathbb{E}^{Q_\cdot} \left[ q Q^t_{t_{i+1}, 1} - (w^d \vee g)^p(t_{i+1}, X^t_{t_{i+1}}, q Q^t_{t_{i+1}, 1}) \right],
\]

which shows that \( q \mapsto \delta(q) \) is non-decreasing since (iii) of \( H_{i+1} \) holds. Applying the monotone convergence Theorem, (iii) of \( H_{i+1} \) and (2.8), we obtain that \( q \in \mathbb{R}_+ \mapsto q - w(t, x, q) \) is continuous and that

\[
\lim_{q \to \infty} \delta(q) = \mathbb{E}^{Q_\cdot} \left[ (v \vee g)(t_{i+1}, X^t_{t_{i+1}}, 1) \right] = v(t, x, 1).
\]

This implies that \( w^d(t_i, x, 1) = \sup_{q \geq 0} \delta(q) \geq \lim_{q \to \infty} \delta(q) = v(t, x, 1) \), while \( w^d(t, x, p) \geq \lim_{q \to \infty} (g(p - 1) + \delta(q)) = \infty \) for \( p > 1 \). The fact that \( w^d(t_i, x, 1) \leq v(t, x, 1) \) has been proved in Proposition 3.1. \( \square \)
3.3.2 Convexification in the dynamic programming algorithms

As already mentioned in Remark 2.2, one can expect that \( v \vee g \) can be replaced by its convex envelope, with respect to \( p \), in (2.15). The Hypotheses (i)-(ii) of \( H_{i+1} \) ensure this, see Proposition 3.4 below. We shall prove a similar result for \( w \) later on in Theorem 3.1. Note that the two identities (3.7) and (3.9) below already suggest that the equality \( v = w \) at \( t_{i+1} \) should iterate at \( t_{i} \), since we already know from Proposition 3.1 that \( v \geq w \).

**Proposition 3.4.** Let (i)-(ii) of \( H_{i+1} \) hold. Then, for all \( t \in [t_{i}, t_{i+1}) \) and \( (x, p) \in \mathcal{O}_{t}^{d} \times [0, 1] \), we have

\[
v(t, x, p) = \inf_{\alpha \in \mathcal{A}_{t, p}} \mathbb{E}_{Q_{t}, x}^{t} \left[ \co[v \vee g] \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right].
\]  

(3.7)

Moreover, (ii) of \( H_{i} \) holds.

**Proof.** We fix \((t, x) \in [t_{i}, t_{i+1}) \times \mathcal{O}_{t}^{d} \). Assuming that (3.7) is true, we deduce that (ii) of \( H_{i} \) holds, since \( \mathcal{A}_{t, p} = \{0\} \) for \( p \in \{0, 1\} \) and therefore \( P_{t_{i+1}}^{t,p,\alpha} = p \) for \( \alpha \in \mathcal{A}_{t, p} \). By (ii) of \( H_{i+1} \), the same argument combined with Proposition 2.3 implies that (3.7) is valid for \( p \in \{0, 1\} \).

It remains to prove (3.7) for \( 0 < p < 1 \). In view of Proposition 2.3, this reduces to showing that

\[
\inf_{\alpha \in \mathcal{A}_{t, p}} \mathbb{E}_{Q_{t}, x}^{t} \left[ \co[v \vee g] \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] \geq \inf_{\alpha \in \mathcal{A}_{t, p}} \mathbb{E}_{Q_{t}, x}^{t} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right],
\]

the reverse inequality being trivial. We argue as in [5, Proof of Proposition 3.3]. It follows from the Carathéodory theorem that we can find two maps \((\lambda_{j}, \pi_{j}) : (x, p) \in \mathcal{O}_{t}^{d} \times [0, 1] \mapsto (\lambda_{j}, \pi_{j})(x, p) \in \mathcal{O}_{t}^{d} \times [0, 1], j \leq 2, \) such that

\[
\sum_{j=1}^{2} \pi_{j}(x, p) = 1, \quad p = \sum_{j=1}^{2} \pi_{j}(x, p)\lambda_{j}(x, p)
\]

and

\[
\co[v \vee g](t_{i+1}, x, p) = \sum_{j=1}^{2} \pi_{j}(x, p)(v \vee g)(t_{i+1}, x, \lambda_{j}(x, p)).
\]  

(3.8)

We claim that they can be chosen in a measurable way. More precisely, (i) of \( H_{i+1} \) and [4, Proposition 7.49] imply that they can be chosen to be analytically measurable. We can then appeal to [4, Lemma 7.27] to obtain a Borel-measurable version which coincides a.e. for the pull-back measure of \((X_{t_{i+1}+\varepsilon}^{t,x}, P_{t_{i+1}+\varepsilon}^{t,p,\alpha})\), for \( \alpha \in \mathcal{A}_{t, p} \) and \( 0 < \varepsilon < t_{i+1} - t \) fixed. This is this version that we use in the following.

We now let \( \xi \) be a \( \mathcal{F}_{t_{i+1}} \)-measurable random variable such that

\[
\mathbb{P}[\xi = \lambda_{j}(X_{t_{i+1}+\varepsilon}^{t,x}, P_{t_{i+1}+\varepsilon}^{t,p,\alpha}) | \mathcal{F}_{t_{i+1}-\varepsilon}] = \pi_{j}(X_{t_{i+1}+\varepsilon}^{t,x}, P_{t_{i+1}+\varepsilon}^{t,p,\alpha}).
\]
Then, \( E[\xi | F_{t_{i+1}}] = P_{t_{i+1}}^{t,p,\alpha} \) by the above construction, and we can then find \( \alpha \in A_{t,p} \) such that \( P_{t_{i+1}}^{t,p,\alpha} = t_{i+1} \) and \( P_{t_{i+1}}^{t,p,\alpha} = \xi \). Recalling (3.8), we obtain

\[
E \left[ \left( Q_{t_{i+1}}^{t,x,1} \right)^{-1} \text{co}[v \vee g] \left( t_{i+1}, X_{t_{i+1}}^{t,x,1}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] \\
= E^{Q_{t_{i+1}}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x,1}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] \\
- E \left[ \left( Q_{t_{i+1}}^{t,x,1} \right)^{-1} - \left( t_{i+1} - \epsilon \right) \right] \left( v \vee g \right) \left( t_{i+1}, X_{t_{i+1}}^{t,x,1}, P_{t_{i+1}}^{t,p,\alpha} \right] \\
\geq \inf_{\alpha \in A_{t,p}} E^{Q_{t_{i+1}}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] + \Delta(\epsilon),
\]

with

\[
\Delta(\epsilon) = -CE^{Q_{t_{i+1}}} \left[ \left( 1 + |X_{t_{i+1}}^{t,x} - X_{t_{i+1}}^{t,x,1}| \right) \left| X_{t_{i+1}}^{t,x,1} - X_{t_{i+1}}^{t,x} \right| \right] \\
- CE \left[ \left( Q_{t_{i+1}}^{t,x,1} \right)^{-1} - \left( t_{i+1} - \epsilon \right) \right] \left( 1 + |X_{t_{i+1}}^{t,x,1}| \right).
\]

recall (2.6), (2.13) and (2.16). Moreover, since \( 0 \leq \text{co}[v \vee g](t_{i+1}, x, \cdot) \leq v \vee g(t_{i+1}, x, \cdot) \leq C(1 + |x|) \), using (i) of \( H_{i+1} \), we can pass to the limit to obtain

\[
E^{Q_{t_{i+1}}} \left[ \text{co}[v \vee g] \left( t_{i+1}, X_{t_{i+1}}^{t,x,1}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] \geq \inf_{\alpha \in A_{t,p}} E^{Q_{t_{i+1}}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right].
\]

Since our final result is \( v = w_\delta \), the same convexification should appear in the dual algorithm. As already mentioned, it will actually allow us to show that \( v = w_\delta \) at \( t_i \) if this true at \( t_{i+1} \).

**Theorem 3.1.** Let (iii) of \( H_{i+1} \) hold. Fix \( (t, x, p) \in [t_i, t_{i+1}) \times \mathcal{O}_t \times [0, 1] \). Then, there exists \( \tilde{\alpha} \in A_{t,p} \) such that

\[
w_\delta(t, x, p) = E^{Q_t} \left[ \text{co}[w_\delta \vee g] \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\tilde{\alpha}} \right) \right].
\]

**Proof.** Recall the definition of \( p_{min} \) in (2.10).

1. We first assume that \( p \in (p_{min}(t, x), 1) \). We know from Lemma 3.2(b)-(c) that there exists \( \tilde{q} \in (0, \infty) \) such that \( p \) lies in the subdifferential of \( w(t, x, \cdot) \) at \( \tilde{q} \). Then, we can find \( \lambda \in [0, 1] \) such that \( p = \lambda D^+_q w(t, x, \tilde{q}) + (1 - \lambda) D^-_q w(t, x, \tilde{q}) \). In view of (3.5)-(3.6), this implies that

\[
p = E \left[ (\lambda D^+_q (w_\delta \vee g) + (1 - \lambda) D^-_q (w_\delta \vee g)) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, \tilde{q} Q_{t_{i+1}}^{t,x,1} \right) \right].
\]
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It follows from Lemma 3.2 and its proof that the random variable in the expectation is valued in \([0, 1]\). By the martingale representation theorem, we can find \(\bar{\alpha} \in \mathcal{A}_{t,p}\) such that

\[
(\lambda D^+_q(w^\circ v \circ g)^\circ + (1 - \lambda)D^-_q(w^\circ v \circ g)^\circ) \left( t_{i+1}, X^t_{i+1}, \tilde{Q}^{t^x}_{i+1} \right) = \tilde{p} + \int_t^{t_{i+1}} \bar{\alpha} \circ dW_s =: P^{t,p,\tilde{\alpha}}_{t_{i+1}}.
\]

For later use, note that the above implies

\[
P^{t,p,\tilde{\alpha}}_{t_{i+1}} \tilde{Q}^{t^x}_{i+1} - (w^\circ v \circ g)^\circ \left( t_{i+1}, X^t_{i+1}, \tilde{Q}^{t^x}_{i+1} \right) = (w^\circ v \circ g)^\circ \left( t_{i+1}, X^t_{i+1}, P^{t,p,\tilde{\alpha}}_{t_{i+1}} \right),
\]

where we used (3.2) with \(\psi = (w^\circ v \circ g)^\circ\). On the other hand, we also have, again by (3.2) with \(\psi = w\),

\[
w(t, x, \tilde{q}) + w^\circ(t, x, p) = \tilde{q} p,
\]

and, by (2.22),

\[
w(t, x, \tilde{q}) = \mathbb{E}^{Q_{t,s}} \left[ (w^\circ v \circ g)^\circ \left( t_{i+1}, X^t_{i+1}, \tilde{Q}^{t^x}_{i+1} \right) \right].
\]

Thus, inserting (3.10) and (3.13) into (3.12), and using (3.11), leads to

\[
w^\circ(t, x, p) = \mathbb{E}^{Q_{t,s}} \left[ P^{t,p,\tilde{\alpha}}_{t_{i+1}} \tilde{Q}^{t^x}_{i+1} - (w^\circ v \circ g)^\circ \left( t_{i+1}, X^t_{i+1}, \tilde{Q}^{t^x}_{i+1} \right) \right]
= \mathbb{E}^{Q_{t,s}} \left[ (w^\circ v \circ g)^\circ \left( t_{i+1}, X^t_{i+1}, P^{t,p,\tilde{\alpha}}_{t_{i+1}} \right) \right].
\]

We conclude by appealing to (3.3).

2. We now assume that \(p \in [0, p_{\text{min}}(t, x)]\). Since \([0, p_{\text{min}}(t, x)]\) belongs to the subdifferential of \(w(t, x, \cdot)\) at 0, recall Remark 3.2, and \(p_{\text{min}}(t, x) = D^+_q w(t, x, 0)\), recall Lemma 3.2, we can find \(\lambda \in [0, 1]\) such that \(p = \lambda D^+_q w(t, x, 0)\). We then proceed as above up to obvious modifications.

3. We finally assume that \(p = 1\). We know from Lemma 3.3 that \(w^\circ(t, x, 1) = v(t, x, 1)\). Hence, (2.8) implies

\[
w^\circ(t, x, 1) = v(t, x, 1) = \mathbb{E}^{Q_{t,s}} \left[ (v \circ g) \left( t_{i+1}, X^t_{i+1}, 1 \right) \right].
\]

As in the proof of Lemma 3.3, we deduce from (iii) of \(H_{i+1}\) that \(\text{co}[w^\circ v \circ g](t_{i+1}, \cdot, 1) = (w^\circ v \circ g)^\circ(t_{i+1}, \cdot, 1) \geq (v \circ g)(t_{i+1}, \cdot, 1)\). In view of Proposition 3.1, this leads to \((v \circ g)(t_{i+1}, x, 1) = \text{co}[w^\circ v \circ g](t_{i+1}, x, 1)\).
3.4 Conclusion of the proof

To conclude the proof of Theorem 2.1, we need to prove the inequality \( v \leq w^\xi \).

**Proposition 3.5.** \( v \leq w^\xi \) on \([0, T] \times \mathcal{O}_d^d \times [0, 1] \).

**Proof.** We use a backward induction argument. We assume that \( H_{i+1} \) holds and that \( v = w^\xi \) on \([t_{i+1}, T] \times \mathcal{O}_d^d \times [0, 1] \) for some \( i \leq n - 1 \). Since it is true for \( i = n \) by construction, the proof will be completed if one can show that this implies that \( H_i \) holds and that \( v = w^\xi \) on \([t_i, T] \times \mathcal{O}_d^d \times [0, 1] \).

Let us fix \((t, x, p) \in [t_i, t_{i+1}) \times \mathcal{O}_d^d \times [0, 1] \). Then, our induction hypothesis implies that

\[
\mathbb{E}^\mathcal{Q}_{i,t} \left[ \co[v \lor g] \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right] = \mathbb{E}^\mathcal{Q}_{i,t} \left[ \co[w^\xi \lor g] \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right],
\]

for all \( \alpha \in \mathcal{A}_{t,p} \). It then follows from Theorem 3.1 and Proposition 3.4 that \( v(t, x, p) \leq w^\xi(t, x, p) \). But, the reverse inequality is proved in Proposition 3.1. This shows that \( v = w^\xi \) on \([t_i, T] \times \mathcal{O}_d^d \times [0, 1] \). Then (i) of \( H_i \) is a consequence of Proposition 3.3 and Proposition 3.2. Proposition 3.4 implies (ii) of \( H_i \). Regarding the validity of (iii) of \( H_i \), it is proved in Lemma 3.4 below. \( \square \)

**Lemma 3.4.** The hypothesis \( H_{i+1} \) implies (iii) of \( H_i \).

**Proof.** It follows from (3.4) that

\[
q - (w^\xi \lor g)^\nu(t_i, x, q) = \left( q - [q - g(t_i, x)]^+ \right) 1_{A_1}(t_i, x) + (q - w(t_i, x, q)) 1_{A_2}(t_i, x) + (q - \kappa(t_i, x, q)) 1_{A_3}(t_i, x), \tag{3.14}
\]

in which

\[
q - \kappa(t_i, x, q) = \left( q - p_g(t_i, x) [q - q_g(t_i, x)]^+ \right) 1_{\{q < \bar{q}(t_i, x)\}} + (q - w(t_i, x, q)) 1_{\{q > \bar{q}(t_i, x)\}}.
\]

By Lemma 3.3, \( w^\xi(t_i, x, 1) = v(t_i, x, 1) \) so that \( A_2 \cup A_3 = \{v(\cdot, 1) > g\} \), recall (2.11). In particular, we observe that \( \bar{q} < \infty \) on \( A_3 \). The fact that the right-hand side in (3.14) converges to \((v \lor g)(t_i, x, 1)\) as \( q \to \infty \) is then a consequence of Lemma 3.3 and the definition of the \( (A_i)_{i \leq 3} \).

It remains to show that each term in (3.14) is non-decreasing and continuous. From Lemma 3.3, we know that \( q \mapsto q - w(t_i, x, q) \) is continuous and non-decreasing. The second term in the right-hand side of (3.14) is continuous and non-decreasing as well. As for the last term, we know that \( q \mapsto \kappa(t_i, x, q) \) is continuous, so that it suffices to check the monotony on each sub-interval \((\infty, \bar{q}(t_i, x)]\) and \([\bar{q}(t_i, x), \infty)\) distinctly. On the second interval, we have that \( q \mapsto q - \kappa(t_i, x, q) \) is non-decreasing by Lemma 3.3. This is also true on first interval since \( p_g(t_i, x) \leq 1 \). \( \square \)
4 Appendix

We provide here the proofs of some technical results that were used in the proof of Theorem 2.1.

Proof of Proposition 2.1 For \( t = T \) the sets in (2.9) are \( \mathbb{R}_+ \) by definition of \( T_t \) and \( T_t \). For \( t < T \), the definition of \( \hat{\tau}_\nu \) implies \( S^\nu_{\hat{\tau}_\nu} = \bigcap_{s \in T_t} S^\nu_s \), while \( \bigcap_{s \in T_t} S^\nu_s \subset S^\nu_{\hat{\tau}_\nu} \) for any \( \tau \in T_t \). Hence, for \( t < T \),

\[
\mathbb{P}[S^\nu_{\hat{\tau}_\nu}] \geq p \Rightarrow \mathbb{P} \left( \bigcap_{s \in T_t} S^\nu_s \right) \geq p \Rightarrow \mathbb{P}[S^\nu_{\hat{\tau}_\nu}] \geq p, \quad \forall \tau \in T_t \Rightarrow \mathbb{P}[S^\nu_{\hat{\tau}_\nu}] \geq p,
\]

where, in the last implication, we used the fact that \( \hat{\tau}_\nu \in T_t \). This proves (2.9) for \( t < T \).

Proof of Proposition 2.3. 1. We first show that (2.15) holds. Let \( \bar{v}(t,x,p) \) denote the right-hand side of (2.15) and set

\[
J(t,x,p,\alpha) := \mathbb{E}^{\tilde{Q}_{t,x}} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \right].
\]

Fix \( y \) and \( \alpha \) such that \( y > J(t,x,p,\alpha) \). Then, it follows from the martingale representation theorem that we can find \( \nu \in \mathcal{U}_{t,x,y} \) such that

\[
Y_{t_i+1}^{t,x,y,\nu} > (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right).
\]

In particular, \( Y_{t_i+1}^{t,x,y,\nu} \geq g \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) \). Since, we also have \( Y_{t_i+1}^{t,x,y,\nu} > v(t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha}) \), it follows from the same arguments as in the proof of [8, Lemma 2.2] that we can find a predictable process \( (\tilde{\nu}, \tilde{\alpha}) \) which coincides with \( (\nu,\alpha) \) on \([t,t_{i+1}]\), in the \( dt \times d\mathbb{P}\)-sense, and such that

\[
Y_{s}^{t,x,y,\tilde{\nu}} \geq g \left( s, X_{s}^{t,x}, P_{s}^{t,p,\tilde{\alpha}} \right), \quad \text{for all } s \in T_{t_{i+1}}.
\]

These processes are elements of \( \tilde{\mathcal{U}}_{t,x,y,p} \) whenever \( \tilde{\nu} \) is square integrable in the sense of (2.5) and \( \tilde{\alpha} \) is such that \( P^{t,p,\tilde{\alpha}} \in [0, 1] \). The latter can be modified so that \( P^{t,p,\tilde{\alpha}} \) is restricted to live in the interval \([0, 1]\) while \( \tilde{\nu} \) can be modified so that (2.12) holds. By the Itô isometry, this induces the required square integrability property of the financial strategy, recall (2.2)-(2.3). Combining the above with Proposition 2.2 shows that

\[
\bar{v}(t,x,p) \geq v(t,x,p).
\]

Conversely, let us fix \( y > v(t,x,p) \). Then, it follows from the geometric dynamic programming principle of [8, Theorem 2.1] that there exists \( (\nu,\alpha) \in \mathcal{U}_{t,x,y,p} \) such that

\[
Y_{t_i+1}^{t,x,y,\nu} \geq (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right).
\]
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Since $Y^{t,x,y,v}$ is a super-martingale under $Q_{t,x}$, this implies that $y \geq J(t,x,p,\alpha)$. The fact that $v(t,x,p) \geq \bar{v}(t,x,p)$ then follows from the arbitrariness of $\alpha$.

2. We now prove the Lipschitz continuity property. Note that it is true for $t = T$, since $\bar{v}(T,\cdot) = 0$ by construction. Let us assume that (2.16) holds on $[t_{i+1}, T]$ for some $i < n$ and show that it is then also true on $[t_i, T]$. Let us fix $(t,p) \in [t_i, t_{i+1}) \times [0,1]$ and $x,x' \in \mathcal{O}_t^d$. We have that for all $\alpha \in \mathcal{A}_{t,p}$

$$
\left( Q_{t_{i+1}}^{t,x,1} \right)^{-1} (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right)
= \left( Q_{t_{i+1}}^{t,x',1} \right)^{-1} (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x'}, P_{t_{i+1}}^{t,p,\alpha} \right)
+ \left( Q_{t_{i+1}}^{t,x',1} \right)^{-1} \left[ (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x}, P_{t_{i+1}}^{t,p,\alpha} \right) - (v \vee g) \left( t_{i+1}, X_{t_{i+1}}^{t,x'}, P_{t_{i+1}}^{t,p,\alpha} \right) \right]
+ \left[ \left( Q_{t_{i+1}}^{t,x',1} \right)^{-1} - \left( Q_{t_{i+1}}^{t,x,1} \right)^{-1} \right] \left( v \vee g \right) \left( t_{i+1}, X_{t_{i+1}}^{t,x'}, P_{t_{i+1}}^{t,p,\alpha} \right).
$$

Using first (2.6), the linear growth of $v$ (see (2.13)) together with the fact that (2.16) holds for $(v \vee g)(t_{i+1},\cdot,p)$, and using then (2.15), we deduce that there exists $C > 0$ such that $|v(t,x,p) - v(t',x',p)|$ is bounded by

$$
C \mathbb{E}^{Q_{t,x}} \left[ |X_{t_{i+1}}^{t,x} - X_{t_{i+1}}^{t,x'}|(1 + |X_{t_{i+1}}^{t,x}| + |X_{t_{i+1}}^{t,x'}|) + |Q_{t_{i+1}}^{t,x,1}/Q_{t_{i+1}}^{t,x',1} - 1| (1 + |X_{t_{i+1}}^{t,x'}|) \right].
$$

In view of (2.2)-(2.3), this is controlled by $|x - x'|(|x| + |x'|)$ up to a multiplicative constant. \hfill \Box

**Proof of Proposition 2.4.** The growth property on $[0,T) \times \mathcal{O}_t^d \times (0,\infty)$ follows from Proposition 3.2 (which will be proved just below), Theorem 2.1, (3.1) and (2.13),

$$
0 \leq w(t,w,q) = \sup_{p \in \mathbb{R}} (pq - v(t,x,p)) = \sup_{p \in [0,1]} (pq - v(t,x,p)) \leq q.
$$

Note that Theorem 2.1 implies that $(w^\sharp \vee g)(T,\cdot) = g^\sharp$. The fact that the lower- (resp. upper-) semicontinuous envelope of $w$ is a viscosity super- (resp. sub-) solution of (S) is standard and we omit the proof. Continuity will then follow from the comparison principle. The comparison can be proved by backward induction. It is well-known that (2.20) admits a comparison principle in the class of functions with polynomial growth, see e.g. [10]. Hence, the comparison holds on $[t_{n-1},T)$. Assume that it holds on $[t_{i+1}, T)$, $i < n$ and that $(u^j_1 \mathbf{1}_{[0,T)} \vee g)(t_{i+1},\cdot)$ has polynomial growth, for $j = 1,2$, then it holds on $[t_i, T)$ too since $u_1(t_{i+1},\cdot) \geq u_2(t_{i+1},\cdot)$ implies $(u^1_1 \vee g)^\sharp(t_{i+1},\cdot) \geq (u^2_1 \vee g)^\sharp(t_{i+1},\cdot)$. Hence, we just have to prove that $(u^j_1 \vee g)^\sharp$ has polynomial growth. By [15, Theorem 16.5], we have $(u^j_1 \vee g)^\sharp = c_0[u^\sharp_1 \vee g]^\sharp$. Since $0 \leq u^\sharp_2 \vee g^\sharp \leq u_j \vee g^\sharp$ and the later has polynomial growth, the required property holds. \hfill \Box
Proof of Proposition 3.2. We proceed by backward induction on \( T_0 \cup \{0\} \). Our claims are straightforward from (2.22) at time \( T \). Indeed, direct computations show that \( w^q(T, \cdot, p) = 0 + \infty 1_{\{p < 1\}}. \) Hence, \( (w^q \vee g)^\sharp(T, x, q) = g^\sharp(T, x, q) = [q - g(T, x)]^+ + \infty 1_{\{q < 0\}}. \) The properties (a) and (b) hold.

We now assume that (a) and (b) are satisfied on \( [t_i, T] \) for some \( i \leq n - 1 \) and fix \( (t, x) \in [t_i, t_{i+1}) \times \mathcal{O}^d \). Then, the definition of \( w \) in (2.22) implies that \( w(t, x, \cdot) \) is non-negative, non-decreasing, convex and that \( w(t, x, 0) = 0 \) (it is in particular proper). It takes the value \( +\infty \) for \( q < 0 \), by (2.22) and the fact that \( (w^q \vee g)^\sharp(t_{i+1}, \cdot, q) = +\infty \) for \( q < 0 \). Hence (a) holds on \( [t_i, T] \). These two last assertions imply that \( w^q(\cdot, p) = \sup_{q \geq 0} \{pq - w(\cdot, q)\} \) and \( w^q(t, \cdot, p) = 0 \) for \( p \leq 0 \). We know from [15, Theorem 12.2] that it is closed, convex and continuous on the interior of its domain. Since \( w^q \) is non-decreasing, by definition, we get from its closeness that it is continuous on its domain. The fact that \( w^q(t, \cdot, \cdot) \geq w^q(t, \cdot, 0) = 0 \) also implies that \( (w^q \vee g)(t, x, \cdot) \) is non-negative; moreover, \( (w^q \vee g)(t, \cdot, 0) = 0 \). For \( q < 0 \), we then compute \( (w^q \vee g)^\sharp(t, \cdot, q) = \sup_{p < 1} \{pq - (w^q \vee g)(t, \cdot, p)\} = +\infty \). For \( q \geq 0 \), we get \( (w^q \vee g)^\sharp(t, \cdot, q) = \sup_{p \in [0, 1]} \{pq - (w^q \vee g)(t, \cdot, p)\} \geq 0 \). Moreover, \( (w^q \vee g)^\sharp(t, x, \cdot) \) non-decreasing on \([0, \infty)\). By definition, \( (w^q \vee g)^\sharp(t, x, \cdot) \) is closed, convex and continuous on the interior of its domain. Being non-decreasing and closed, it is in fact continuous on its domain. \( \square \)
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