Cavity-based single atom preparation and high-fidelity hyperfine state readout
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We prepare and detect the hyperfine state of a single $^{87}$Rb atom coupled to a fiber-based high finesse cavity on an atom chip. The atom is extracted from a Bose-Einstein condensate and trapped at the maximum of the cavity field, resulting in a reproducibly strong atom-cavity coupling. We use the cavity reflection and transmission signal to infer the atomic hyperfine state with a fidelity exceeding 99.92% in a read-out time of 100 μs. The atom is still trapped after detection.

PACS numbers: 42.50.Pq, 42.50.Dv, 67.85.Hj

A single neutral atom with two hyperfine ground states provides a long-lived two-level system ideally suited for quantum information purposes. The collisional interaction between two atoms in the vibrational ground state is a powerful mechanism for the creation of entanglement in this system [1][2]. This has been demonstrated for atoms in the Mott insulator state in an optical lattice loaded from a Bose-Einstein condensate (BEC) [3][4]. However, single-site addressability is challenging in these experiments [5]. Bottom-up approaches starting with laser-cooled single atoms in easily addressable macroscopic traps [6][9] and on atom chips [10] have not yet succeeded in ground state preparation. Furthermore, read-out of the qubit state is usually destructive and does not fulfill the requirements for efficient quantum error correction [11].

In this letter, we follow an intermediate route in which a single atom is extracted from a BEC trapped inside a fiber-based high-finesse cavity on an atom chip [12]. This minimizes thermal fluctuations of the extracted atom and allows us to achieve high-fidelity read-out of the hyperfine state. An atom-cavity system in the strong coupling regime enables the efficient preparation and detection of a single atom because the presence of one atom in the hyperfine state resonant with the cavity drastically changes cavity reflection and transmission [13]. Since we can trap the entire BEC in a single antinode of the intracavity dipole trap [12], the atom position along the cavity axis is not subject to uncertainties that lead to variations in the coupling strength [14][16]. Together with the high cooperativity of our system, this allows us to reach a read-out fidelity exceeding 99.92% in a detection time of 100 μs without the loss of the atom [17], on a par with the best qubit detectors so far. Furthermore, our cavity-assisted read-out scheme is intrinsically faster than free-space fluorescence measurements and detection times down to the sub-microsecond range are possible.

Our experimental setup, shown in Fig. 1, is similar to the one described in Ref. [12]. The centerpiece of the experiment is a Fabry-Perot cavity mounted on an atom chip. The cavity with finesse 38000 and linewidth of κ/2π = 53 MHz is formed by the concave endfacets of two optical fibers with high-reflectivity coatings. The calculated maximum coupling strength between a single $^{87}$Rb atom and the cavity field is g₀/2π=215 MHz for the |F = 2, mF = ±2⟩ → |F' = 3, mF = ±3⟩ transition of the D2 line. Together with the $^{87}$Rb atomic decay rate γ/2π = 3 MHz, this positions our system in the strong coupling regime (g₀ ≫ κ, γ). Two avalanche photodiodes (APDs) record transmission and reflection of a probe laser. The length of the cavity is stabilized by a Pound-Drever-Hall setup using a laser at 830 nm which also serves as an intracavity standing wave dipole trap. We have determined the dipole trap-induced light shift by...
measuring the axial dipole trap frequency (960 kHz). A laser beam on the repump transition is aligned transversally to the cavity axis.

The birefringence of the cavity induces a splitting of $\Delta/2\pi=540$ MHz between its two linearly polarized eigenmodes. The dipole trap polarization is parallel to the polarization of the higher frequency cavity mode and defines the quantization axis. The pumped cavity mode is near-resonant to the atomic transition frequency, $\omega_a = \omega_a + \Delta_{ca}$, where $\omega_a$ is the $|F = 2, m_F = 0 \rangle \rightarrow |F' = 3, m_F = 0 \rangle$ transition frequency corrected for the dipole trap induced light shift of 95 MHz, and $\Delta_{ca}$ is the cavity-atom detuning.

In a typical sequence, we prepare a small BEC of 600 atoms in a magnetic trap. We then move the trap close to one of the cavity mirrors to reduce the number of trapped atoms by surface evaporation. After this evaporation, we are left with a small reservoir of less than 10 atoms. We load it into the central antinode of the intracavity dipole trap, ramp down the magnetic trap and apply a homogeneous magnetic field of 3.7 G. We then use the following method to prepare a single atom. A microwave-induced adiabatic rapid passage transfers all atoms to the $|F = 1, m_F = 1 \rangle$ state, where they act as a dispersive medium for the cavity, shifting its resonance by -6.1 MHz per atom. A cavity transmission measurement allows us to approximately deduce the number of atoms in the reservoir. We post-select only runs where transmission is compatible with less than 6 atoms in the reservoir, since a larger reservoir later increases the probability to extract two rather than one atom.

We now apply a 1.9 $\mu$s microwave (MW) pulse resonant to the $|F = 1, m_F = 1 \rangle \rightarrow |F = 2, m_F = 0 \rangle$ transition with a transfer probability of 4.2% per atom. In order to detect a successful transfer, we measure the cavity transmission during 20 $\mu$s with a probe laser resonant to cavity and atom. Figure 2a shows the histogram of detected counts on the transmission APD following the MW pulse. The measured probability distribution is well approximated by the sum of two poissonian distributions. The low transmission peak corresponds to the presence of at least one $F = 2$ atom, whereas the high transmission indicates that no atom was transferred. The distribution drops close to zero between the two peaks, justifying the choice of a threshold at 5 counts to determine whether an atom was transferred. The probability of a false positive event, i.e. a drop of cavity transmission below threshold although no atom is in $F = 2$, is negligible ($\approx 10^{-5}$).

We repeatedly apply this preparation cycle until a transmission level below threshold signals a successful transfer. Figure 2b shows the probability distribution of the number of pulses required to prepare an atom. Sequences in which no transfer occurs after 50 trials are discarded. A poissonian reservoir atom number distribution with mean atom number $\bar{n} = 1.5$ fits the data well. This measurement allows us to quantify the quality of the single atom preparation. We calculate the probability that a successful preparation leads to more than one atom to be 2.6%.

Since we want to detect the hyperfine state of a single atom, we now remove the remaining atoms in $F = 1$. We do this by lowering the dipole trap and turning on a magnetic field gradient of 2.7 kG/cm during 30 ms, creating a strong force on the reservoir in state $|F = 1, m_F = 1 \rangle$ that exceeds the restoring force of the dipole trap. The single atom in $F = 2$ has a strong probability to be in the magnetic field-insensitive state $m_F = 0$ and remains trapped, while in approximately 99% of the runs all reservoir atoms are removed. After this procedure, a probe laser pulse verifies that the atom is still trapped.

In order to show that all single atoms prepared in this way strongly couple to the cavity with similar strength, we measure the normal-mode spectrum of the atom-cavity system. We probe cavity transmission at a given laser-cavity detuning $\Delta_c$ during $8\mu$s. To ensure that the atom is still trapped, we then apply a short repump pulse and check that the on-resonance cavity transmission is below the preparation threshold. This measurement-control cycle is repeated until the atom is lost. The resulting cavity transmission for a given detuning is obtained by averaging over approximately 20 atoms.

The resulting normal-mode spectrum is shown in Fig. 3 together with the steady state prediction of the atom-cavity master equation. In order to account for all features of the spectrum, the model contains the full Zeeman structure of the $F = 2$ and $F' = 1, 2, 3$ manifolds as well

![FIG. 2. a) Histogram of counts in transmission during 20 $\mu$s after the first microwave pulse. The full black and dashed red lines are poissonian fits with expectation values of 0.3 and 22 respectively. The clear dip between the two peaks allows us to use a thresholding technique to signal the preparation of a single atom. b) Distribution of the number of required MW pulses to prepare an atom. The line is a fit assuming a reservoir with a poissonian distribution.](image)
as the magnetic field, dipole trap light shift, and coupling to both cavity modes. The probe light pumps the π-polarized higher frequency cavity mode. The coupling strength $g_0$ is the only free parameter in the model.

The value of $g_0$ extracted from the fit is $240 \pm 10$ MHz, 12% higher than expected from the calculated cavity mode geometry and within the error given by the uncertainty in the curvatures of our mirrors. The high value of the observed coupling and the absence of peak broadening are strong indications that a large fraction of the prepared atoms is well localized close to the maximum of the cavity field. This is in agreement with the observed binary transmission level during preparation (see Fig. 2): All atoms extracted from the ultracold reservoir couple maximally to the cavity.

The high degree of control on the external degree of freedom of the prepared atom is an ideal starting point to establish the performance of the cavity as a qubit detector. The fidelity of the read-out is defined as $F = 1 - \epsilon$, where $\epsilon = (c_{F1} + c_{F2})/2$, and $c_{F2}$ ($c_{F1}$) is the probability of detecting $F = 1$ ($F = 2$) if the atom is in $F = 2$ ($F = 1$) immediately before the measurement. The atomic state is inferred from the cavity reflection and transmission signals with the laser resonant to the cavity. A combination of low (high) transmission and high (low) reflection signals an atom in $F = 2$ ($F = 1$). A typical trace is shown in Fig. 4(e). In this trace, the atom is probed for a time much longer than needed for detection, and the atom performs quantum jumps between the two hyperfine ground states under the action of probe light. We implement two methods to infer the atomic state from the registered counts in reflection and transmission. The first method integrates both count rates for a given detection time and uses thresholding in the two-dimensional space $C$ of all possible counts in reflection and transmission. The second method additionally makes use of the temporal evolution of the signal for a maximum likelihood estimation of the atomic state.

The detection efficiency of both schemes is determined by the lifetimes of the hyperfine states and the different count rates for the two atomic states. The hyperfine lifetime is limited by optical pumping caused by the probe light. We optimize all parameters, count rates and lifetimes, by pumping the $\perp$-polarized cavity mode, by reducing the magnetic field to 1 G and by setting $\Delta_{cr} = -20$ MHz. These settings lead to efficient optical pumping into the extremal Zeeman states $|F = 2, m_F = \pm 2\rangle$, see Fig. 1(b).

Traces like the one shown in Fig. 1(b) allow the direct measurement of both count rates and lifetimes. Individual lifetimes are distributed exponentially. A fit to the distribution gives an average lifetime of $\tau_{F2} = 52$ ms ($\tau_{F1} = 26$ ms) for $F = 2$ ($F = 1$) atoms at the cavity pump rate of $1.9 \cdot 10^9$ photons/s. The count rates in transmission (reflection) of the cavity with an atom in $F = 2$ are $1.4 \cdot 10^3$/s ($8.9 \cdot 10^5$/s), with an atom in $F = 1$ they become $1.9 \cdot 10^5$/s ($4.4 \cdot 10^7$/s). Optical losses and 60% APD detection efficiency account for the difference in pump power and detected flux.

For the thresholding method, we calculate $p_{F2}(c_R, c_T)$ ($p_{F1}(c_R, c_T)$) which is the probability distribution to observe $(c_R, c_T)$ counts in reflection and transmission for a given detection time when the atom initially is in state $F = 2$ ($F = 1$). The model assumes exponential decays of the hyperfine states and poissonian distributions of detected counts. Outcomes in the subspace $c_2$ defined by the threshold $p_{F2}(c_R, c_T) > p_{F1}(c_R, c_T)$ signal an atom in $F = 2$ and vice versa. The detection errors are given by $\epsilon_{F1} = \sum_{c_2} p_{F1}$ and $\epsilon_{F2} = \sum_{c_2} p_{F2}$. For short integration times, these errors are dominated by photon shot noise. Increasing the integration time decreases shot noise, but the probability of a quantum jump during detection increases. An optimum detection time exists, for which the sum of both errors is minimized. Figure 4 shows the two calculated counts distributions for the optimum detection time of 60 μs.

The simple count thresholding discards the useful information encoded in the temporal evolution of the signal. A maximum likelihood method circumvents this problem. Each detection pulse is divided into $N$ time bins. The single outcome $(c_R, c_T)$ is replaced by the set $M = \{c_{R,i}, c_{T,i}\}$, where $i = 1...N$ refers to the bin number. For each set $M$ we calculate $q_{F2}(M)$ ($q_{F1}(M)$), the probability of obtaining the data set $M$ if the initial state is $F = 2$ ($F = 1$). If $q_{F2}(M) \geq q_{F1}(M)$, we conclude that the atom was in $F = 2$ before the detection and $F = 1$ otherwise. Both probabilities are calculated recursively by considering more and more bins. The maximum number of bins $N$ is chosen such that a further increase in detection time does not significantly change the outcome.
FIG. 4. Two dimensional distributions of counts registered during $60\,\mu s$ in reflection and transmission with an atom prepared in $F = 1$ (upper graphs) and $F = 2$ (lower graphs). The left graphs are calculated distributions. The right graphs show the associated measurements. The colorscale logarithmically encodes $p(C_R|C_T)$. The solid black lines represent the threshold used to differentiate $F = 2$ from $F = 1$ atoms.

For our parameters, this results in a measurement time of $100\,\mu s$. This method generates a better state inference for atoms that change their state during the detection time.

In order to experimentally determine the errors of both read-out methods, we have to prepare a single atom in a well-defined hyperfine state before applying either detection method. For this, we load a single atom into the dipole trap and continuously monitor cavity transmission until the atom is lost. The observation of transmission below a lower (above a higher) threshold signals a successful preparation in $F = 2$ ($F = 1$), and starts a detection. Using two separate thresholds reduces the uncertainty of the prepared state at the price of discarding results with intermediate transmission [20]. The state preparation fidelity is limited by the finite probability of a quantum jump occurring during the preparation time, leading to errors of $2.4 \times 10^{-4}$ ($1.2 \times 10^{-5}$) in the preparation of $F = 2$ ($F = 1$) atoms. We emphasize that we observe no time-dependence of the cavity transmission with an $F = 2$ atom, except for the few microseconds preceding the loss of the atom from the trap. This allows us to use the whole time during which the atom is trapped for repeated preparation and detection. On average 1000 preparation-detection cycles are performed on each atom.

Table I shows the measured and calculated detection errors. As expected, the maximum likelihood method gives the best read-out fidelity of 99.92%. The measured thresholding method fidelity is 99.99%, very close to the prediction of the model. The difference is mostly accounted for by state preparation errors, which decrease the measured read-out fidelity. Accidental preparation of more than one atom only affects the measured detection error on the level of $10^{-5}$.

Fig. 4 shows the comparison between the calculated and measured probability distributions, from which we extract the errors for the thresholding method. The tails of the distributions that make up the dominant contribution to the read-out error are clearly visible on both the measured data and the calculation. They are caused by a quantum jump occurring during the detection time.

The single atom preparation and high-fidelity read-out presented in this paper constitute two major steps towards single atom quantum engineering on atom chips. Together with recently realized state-dependent microwave potentials [21], all individual elements for chip-based two-qubit gates have now been demonstrated. Other applications may also benefit from the features of our read-out scheme and in particular its high bandwidth. Increasing probe power, we have measured 99.4% fidelity in $2\,\mu s$, limited by APD dead time which becomes important for count rates exceeding 5 MHz. At even higher probe powers, the dynamics of the atom-cavity system becomes non-linear; the fundamental limit is only reached for a detection time on the order of $1/\kappa$, which for our system is 3 ns. Sub-microsecond detection times can be useful for many experiments, e.g. the realization of loophole-free Bell tests [22]. Additionally, the residual light intensity inside the cavity is weak when the atom is in the state resonant to the probe light. Compared to fluorescence measurements, the amount of spontaneous emission is thus greatly reduced. This opens up the possibility of an ideal projective measurement of the qubit state.
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 & TM calculated & TM measured & MLM calculated & MLM measured & preparation error \\
\hline
$\epsilon_{F1}$ & 7.0 & 9.6 $\pm$ 0.6 & 4.8 & 8.7 $\pm$ 0.6 & 1.2 \\
\hline
$\epsilon_{F2}$ & 9.1 & 10.9 $\pm$ 0.5 & 4.9 & 7.2 $\pm$ 0.4 & 2.4 \\
\hline
$\epsilon$ & 8.0 & 10.3 $\pm$ 0.4 & 4.9 & 7.9 $\pm$ 0.3 & 2.4 \\
\hline
\end{tabular}
\caption{Calculated and measured hyperfine state read-out errors for the thresholding method (TM) and the maximum likelihood method (MLM). All numbers have to be multiplied by $10^{-4}$. Uncertainties are statistical. The last column gives preparation errors.}
\end{table}
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