The Influence of Solar X-ray Flares on SAR Meteorology: The Determination of the Wet Component of the Tropospheric Phase Delay and Precipitable Water Vapor
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Abstract: In this work, we study the impact of high-energy radiation induced by solar X-ray flares on the determination of the temporal change in precipitable water vapor (ΔPWV) as estimated using the synthetic aperture radar (SAR) meteorology technique. As recent research shows, this radiation can significantly affect the ionospheric D-region and induces errors in the estimation of the total electron content (TEC) by the applied models. Consequently, these errors are reflected in the determination of the phase delay and in many different types of measurements and models, including calculations of meteorological parameters based on SAR observations. The goal of this study is to quantify the impact of solar X-ray flares on the estimation of ΔPWV and provide an estimate of errors induced if the vertical total electron content (VTEC) is obtained by single layer models (SLM) or multiple layer models (MLM) (these models do not include ionosphere properties below the altitude of 90 km as input parameters and cannot provide information about local disturbances in the D-region). The performed analysis is based on a known procedure for the determination of the D-region electron density (and, consequently, the vertical total electron content in the D-region (VTEC₉₀)) using ionospheric observations by very low frequency (VLF) radio waves. The main result indicates that if the D-region, perturbed by medium-sized and intense X-ray flares, is not modeled, errors occur in the determination of ΔPWV. This study emphasizes the need for improved MLMs for the estimation of the TEC, including observational data at D-region altitudes during medium-sized and intense X-ray flare events.
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1. Introduction

Earth observations based on remote sensing by synthetic aperture radar (SAR) signals can be applied to different types of detection and modeling. In particular, SAR interferometry (InSAR) provides useful information in many applications related to the measurement...
of displacements and, more recently, in meteorology [1]. SAR meteorology is a recent technique that aims to map precipitable water vapor (PWV) with a high spatial resolution [2–4]. The temporal change of PWV between two SAR observations along the same orbit is related to the propagation delay in the atmosphere through a constant that changes slightly based on the properties of the vertical profiles of the atmospheric temperature [5]. Even if the temporal sampling frequency of SAR PWV maps is lower than that of the global navigation satellite system (GNSS) PWV measurements, their higher spatial resolution has a positive impact when assimilated in numerical weather prediction (NWP) models [6–9]. This can enhance the capability of NWP models to compute the propagation delay in the atmosphere [10] with advantages in other InSAR applications (e.g., the measurement of terrain displacements [11–13] and snow water equivalent (SWE) [14,15]).

The basic assumption of SAR meteorology is that there are no terrain displacements between two passes of a SAR sensor over the area of interest, along the same orbit, and that all other phenomena that can affect the propagation delay are negligible (see [6] for more details). In this case, the temporal change in PWV is related to the temporal change in the wet propagation delay between the two passes. However, as a result of the constant exposure to numerous influences, the properties of a medium, which affect signal propagation, are time dependent, and corrections in the calculations are necessary in some cases. The sources of these variations originate in different terrestrial layers and in outer space. In the second case, the ionosphere has the most significant influence on the variability of SAR signal propagation. For this reason, the determination of the total electron content (TEC), a quantity which describes ionospheric influence on electromagnetic signal delay \( \text{I}_1 \), is important. However, insufficient knowledge of perturber characteristics and atmospheric responses make its exact modeling impossible and many approximations must be used because of the various limitations of current remote sensing techniques.

The existing models for the calculation of the vertical total electron content (VTEC) are based on observational data and expressions that give the electron density space dependencies [16–20]. These observational data relate to one (single layer models) or a few (multiple layer models) altitudes which, because of the large electron density, primarily lie in the upper ionosphere. For this reason, these models cannot “see” local ionospheric disturbances at the D-region altitudes (50–90 km) and, consequently, do not provide a good enough approximation of \( \text{I}_1 \) for satellite signals in periods when intense disturbances dominate the lower ionosphere. This problem is reported for the first time in [21] a study of satellite signal delay in the ionospheric D-region disturbed by a solar X-ray flare.

The increased X-radiation emitted during a solar X-ray flare primarily affects the ionospheric D-region, in which the electron density and corresponding part of the vertical total electron content (VTECD) can increase by more than two orders of magnitude with respect to their values under quiet conditions [22–24]. Although the electron density in the D-region is lower than in the F-region, whose contribution is dominant in the TEC, the study presented in [21] indicates that solar X-ray flare-induced disturbances within the D-region can be important in calculating and modeling satellite signal delays. As a consequence, the results obtained in this paper indicate the need for further analyses concerning the influence of solar X-rays on the application of observations by GNSS and SAR signals.

In this paper, we focus on SAR meteorology and the estimations of \( \Delta \phi_{\text{wet}} \) and differences in the precipitable water vapor (APWV) during periods in which the master and slave images are recorded by a SAR satellite. We present a procedure for modeling the correction factor that should be included in the determination of \( \Delta \phi_{\text{wet}} \) (BD), and the correction factor that should be included in the determination of \( \Delta \text{PWV} \) (CD) if the influence of a solar X-ray flare is present in one of the two considered time periods. The study consists of two analyses: first, we consider one particular X-ray flare and calculate BD and CD dependencies on the X-ray flux during this event; second, we determine BD and CD for maximum X-ray flux for solar X-ray flares using ionospheric parameters derived in [24] and based on the statistical analysis presented in [25]. In both cases, four frequencies are considered: 1.2 GHz
and 5.4 GHz, which are the operating frequencies of radar systems on board the advanced
land observing satellite-2 (ALOS-2) and Sentinel-1 satellites, respectively; 0.43 GHz, which
is the frequency of the radar system on board the planned BIOMASS mission; and 3.4 GHz,
which is one of the two frequencies that will be used by the radar system on board the
planned joint mission involving National Aeronautics and Space Administration (NASA)
and Indian Space Research Organisation (ISRO), known as the NASA-ISRO Synthetic
Aperture Radar (NISAR) (the other frequency is 1.2 GHz, as is the case for ALOS-2).

The paper is organized as follows. After describing the geostationary operational
evironmental satellite (GOES), very low/low frequency (VLF/LF), and SAR measurements
in Section 2, we present our proposed methodology in Section 3. The results of the presented
model when apply to the particular event and ionospheric conditions at the X-ray flux
maximum, during class-C and -M solar X-ray flares, are shown in Section 4. The conclusions
of this study are given in Section 5.

2. Observations

The procedure presented in this study is based on data collected by the GOES satellite
measuring the X-ray flux and by VLF/LF receivers using radio waves to sound the lower
ionosphere. In addition, the proposed methodology needs the working frequency of SAR
systems as an input parameter.

2.1. GOES Satellite Measurements

The measurements of solar X-ray flux provided by the GOES satellite allow for the
detection of solar X-ray flares and the analyses of the energy properties of the ionized
radiation perturbing the ionospheric D-region. These measurements are captured by two
detectors in the energy channels A and B, corresponding to the wavelength domains
0.05 nm–0.4 nm and 0.1 nm–0.8 nm, respectively.

Considering that the temporal evolutions of fluxes recorded by these detectors are
different, it is first necessary to pay attention to the determination of the X-ray flux values
$\Phi$ relevant to this study. The contribution of X-ray photons with wavelength $\lambda$ in total
ionization in the terrestrial ionosphere depends on the altitude (e.g., see [26]). However,
the comparison of the temporal evolution of the electron density at a given altitude, and
fluxes recorded by the GOES energy channels A and B, presented in [27], shows that the
recorded flux in channel A is more relevant for the lower D-region, and that the recorded
flux in GOES channel B better describes the influence of an X-ray flare in the upper part of
this ionospheric layer. Considering that the electron density increases with altitude, i.e.,
the upper D-region provides the dominant contribution to the VTEC$_D$, we assume that $\Phi$
is the flux recorded by the GOES channel B. The data recorded through this channel are
also used in many previous studies of reactions in the low ionosphere [28–30].

Datasets of the X-ray fluxes recorded by the GOES satellites with samples of approximately 2 s are available on the NOAA’s National Centers for Environmental Information website (http://satdat.ngdc.noaa.gov/sem/goes/data, accessed on 18 May 2021). Values corresponding to the X-ray flare that occurred on 6 January 2015 are shown in the upper left panel of Figure 1.
2.2. VLF/LF Measurements

The VLF/LF radio waves propagate in the Earth–ionosphere waveguide, the upper border of which lies in the analyzed atmospheric layer. Applications of this measurement technique in lower ionospheric observations and research are based on the fact that changes in the ionospheric electron density have the most significant influence on variations in the signal amplitude and phase recorded by a VLF/LF receiver. This makes the VLF/LF radio technique a useful tool for remote sensing in the ionosphere D-region. For this reason, we are able to study the influences of many astrophysical and terrestrial phenomena in this layer, such as ionospheric disturbances induced by gamma ray bursts [31,32], solar X-ray flares [33–36], tropical cyclones [37–39], and lightning [40–42]. In addition to independent receivers, there are several networks that are very important for the spatial analyses of local perturbations, such as those induced by earthquakes (the International Network for Frontier Research on Earthquake Precursors (INFREP) [43]) and lightning (the World Wide Lightning Location Network (WWLLN) [44]).

Practical applications of D-region disturbance modeling based on data recorded using this type of observational equipment are very important during solar X-ray flares. In certain cases, intense disturbances can last several hours and the electron density can increase by more than two orders of magnitude [22,23]. For this reason, we chose to analyze periods when this phenomenon affects the Earth’s atmosphere.

Firstly, in relation to the analysis of a particular event, we consider the amplitude ($\Delta A$) and phase ($\Delta P$) changes with respect to quiet conditions for signal emitted by the DHO transmitter in Germany and recorded by the atmospheric weather electromagnetic system for observation modeling and education (AWESOME) receiver [45] located in Belgrade, Serbia. The temporal evolution of the signal characteristics and their dependencies on X-ray flux during the considered flare, which occurred on 6 January 2015, are presented in Figure 1. As one can see, both dependencies on X-ray flux have hysteresis-like shapes; these are the result of the ionospheric plasma properties response to the increase in the photo-ionization rate, which itself depends on electron loss processes.

2.3. SAR Characteristics

Frequency and polarization are the two main characteristics of the SAR signal, useful when modeling their propagation in the ionosphere D-region. Because this paper is focused on the mitigation of ionosphere artifacts in SAR meteorology applications, we only...
consider the frequency of the SAR signal. Generally, propagation delay maps are obtained by interferometrically processing two SAR images to derive the interferometric phase [10]:

\[ \Delta \varphi_{atm} = \frac{4\pi}{\lambda} \Delta R_{atm} = 10^{-6} 4\pi \frac{1}{\lambda} \int_{0}^{H_{sat}} \Delta N dh, \]  

(1)

where \( \Delta R_{atm} \) and \( \Delta \varphi_{atm} \) are the temporal changes of the range and interferometric phase delays due to propagation through the whole atmosphere at the acquisition times of the master and slave SAR images, respectively, \( \lambda \) is the radar wavelength, \( H_{sat} \) is the altitude of satellite, and \( \Delta N \) is the temporal change in refractivity along the propagation path of the radar signal. The relationship between the interferometric phase and propagation delay solely depends on the signal frequency. If fully polarized SAR images are used, other effects can be observed and quantified, such as the Faraday rotation effect. However, this effect does not affect the propagation delay and it is not taken into consideration as a possible artifact in SAR meteorology applications. The mapping of temporal change in PWV requires the estimation of the propagation delay caused by the wet component of atmospheric refractivity and the vertical profile of temperature [5]:

\[ \Delta PWV = \Pi ZWD, \]  

(2)

where \( \Pi \) is a function of the mean temperature along a vertical profile and \( ZWD \) is the zenith wet delay obtained by projecting the wet component of the propagation delay in a vertical direction [5]. The estimation of the wet delay is performed by modeling and removing the temporal change of the other components of propagation delay (mainly the hydrostatic components, but also others related to the ionosphere) from the \( \Delta R_{atm} \). The impact of uncertainty on the estimation of the propagation delay is studied in [10]. In this paper, we focus on the C-, L-, and P-bands. The C-band is of key importance for SAR meteorology applications as a result the free access to Sentinel-1 SAR data. The L-band is more applicable in atmospheric studies, because it is directly comparable to GNSS measurements, which work in the L-band. However, thus far, the L-band ALOS-2 mission does not provide data with the same temporal revisiting time as Sentinel-1. The new satellites for observation and communications (SAOCOM) mission of Argentina’s space agency [46] and NISAR, the joint mission between NASA and ISRO, [47], will increase the availability of L-band SAR data. ALOS-2 and SAOCOM work in the following frequencies: \( f = 1.200 \, \text{GHz} \) and \( f = 1.275 \, \text{GHz} \), respectively. NISAR will carry both an L-band (\( \lambda = 24 \, \text{cm} \)) and S-band: (\( \lambda = 9 \, \text{cm} \)) radar. In this work, we also consider the P-frequency band that will be used by the BIOMASS mission planned to be launched by the European Space Agency in 2022 [48]. The frequencies and wavelengths of these satellites are summarized in Table 1.

| Satellite | Range | \( f \) (GHz) | \( \lambda \) (cm) | \( \theta \) \([°]\) |
|-----------|-------|---------------|------------------|----------|
| Sentinel-1A/B | C | 5.4 | 5.5 | 29.1–46 |
| NISAR | S | 3.2 | 9.3 | 33–47 |
| ALOS-2 | L | 1.2 | 24 | 8–70 |
| SAOCOM | L | 1.275 | 24 | 8–70 |
| NISAR | L | 1.2 | 24 | 33–47 |
| BIOMASS | P | 0.43 | 70 | 23–60 |

3. Modeling \( \Delta PWV \) Corrections Resulting from the Influence of a Solar X-ray Flare

In this section, we describe a methodology for modeling the influence of the X-ray flare-perturbed D-region on the measurements of \( \Delta PWV \) currently obtained by InSAR
meteorology and provide a means to estimate the necessary correction resulting from X-ray flare effects. Modeling of the solar X-ray-perturbed D-region influence on $\Delta$PWV can be divided into two steps: 1. calculations of the electron density ($N_e$) and, consequently, VTEC$_D$; 2. the determination of the corresponding correction factors $B_D$ and $C_D$, in calculations of $\Delta \phi_{\text{wet}}$ and $\Delta$PWV, respectively. A description of these steps is given in the following, and a schematic view of this methodology is presented in Figure 2.

3.1. Determination of VTEC$_D$

The determination of VTEC$_D$ during a solar X-ray flare is explained in [21] in detail. In this study, we apply very similar procedures, which substitutes dependencies on the time evolution to dependencies on the X-ray flux. It consists of the observation and modeling, and its main steps are as follows:

- The determination of the period when the considered X-ray flare affected the terrestrial atmosphere from data collected by a GOES satellite;
- The determination of the considered time period from the temporal evolution of the DHO signal amplitude and phase recorded by the AWESOME VLF receiver in Belgrade. These variations are used because the ionosphere perturbations last longer than the increase in the X-radiation;
- The extraction of time series data recorded by the GOES energy channel B ($\Phi(t)$), and the VLF receiver ($\Delta A(t)$ and $\Delta P(t)$) in the considered time interval;
- The determination of $\Delta A(\Phi)$ and $\Delta P(\Phi)$. As presented in Figure 2, these relationships are obtained in comparison with the recorded datasets (given in time);
- The determination of $N_e(\Phi, h)$ in the D-region altitude domain. We use the Wait model of the ionosphere [49], which is based on two ionospheric parameters: the “sharpness” ($\beta$) which describes the electron density vertical gradient, and signal reflection height ($H'$) which shows at what altitude the VLF or LF signal is reflected from the ionosphere. These parameters are determined by comparing the recorded values $\Delta A$ and $\Delta P$.
with corresponding values modeled using the long-wave propagation capability (LWPC) numerical program for the simulation of the signal propagation in the Earth–ionosphere waveguide developed by the Space and Naval Warfare Systems Center, San Diego, USA [50]. This procedure is explained in [51] and is applied in several previous studies [22,52,53]. The initial values of Wait’s parameters $\beta$ and $H'$ in quiet conditions before the influence of the considered flare are determined using the Quiet Ionospheric D-Region (QIonDR) model [54]. Knowledge of the time evolution of Wait’s parameters allows the electron density time-altitude distribution to be calculated using equation [55]:

$$N_e(t, h) = 1.43 \times 10^{13} e^{-\beta(t)H'(t)} e^{(\beta(t)-0.15)h},$$  \hspace{1cm} (3)

which is used in numerous previous papers [56–59]. Here, $N_e$, $\beta$, and $H'$ are given in m$^{-3}$, km$^{-1}$ and km, respectively;

- The determination of the vertical total electron content time evolution $VTEC_D(t)$ within the D-region altitude domain $h_D$ (60–90 km) using Equation [24]:

$$VTEC_D(\Phi) = \int_{h_D} N_e(\Phi, h) dh.$$  \hspace{1cm} (4)

The obtained values of $VTEC_D$ are input values in the second part of the presented procedure.

3.2. Determination of $B_D$ and $C_D$

The determination of $B_D$ and $C_D$ depends on both the D-region and SAR signal properties. In this study, we present a procedure for its estimation. Before describing this method, it is important to note that a solar X-ray flare significantly influences the determination of $\Delta \phi_{wet}$ and $\Delta PWV$ during one or both periods relevant for master and slave SAR images. However, the second case is very rare and, for this reason, we focus our attention on the first.

Considering that $\Delta \phi_{wet}$ is one of the components of the phase delay $\Delta \phi$, it can be calculated from Equation [9]:

$$\Delta \phi = \Delta \phi_{top} + \Delta \phi_{wet} + \Delta \phi_{hyd} + \Delta \phi_{ion},$$  \hspace{1cm} (5)

where $\Delta \phi_{top}$, $\Delta \phi_{hyd}$, and $\Delta \phi_{ion}$ relate to changes in the terrain morphology, the hydrostatic component of tropospheric delay, and ionospheric delay during the two considered periods, respectively. Because a solar X-ray flare has no influence on terrain morphology or tropospheric parameters, Equation (5) demonstrates that parameter $B_D$ represents the difference in $\Delta \phi_{wet}$, in cases in which the influence of X radiation is and is not considered (relevant values in the following are indicated by "*" and "o" in the superscript, respectively) [16]:

$$B_D = \Delta \phi_{ion}^o - \Delta \phi_{ion}^*.$$  \hspace{1cm} (6)

The phase delay in the ionosphere due VTEC is given by the following [16]:

$$\phi_{ion} = \frac{4 \pi}{\lambda} \frac{K}{f^2 \cos(\theta_{look})} VTEC,$$  \hspace{1cm} (7)

which gives their differences: $\Delta \phi_{ion}^o = \frac{4 \pi}{\lambda} \frac{K}{f^2 \cos(\theta_{look})} \Delta VTEC$ and $\Delta \phi_{ion}^*/s = \frac{4 \pi}{\lambda} \frac{K}{f^2 \cos(\theta_{look})} (\Delta VTEC \mp VTEC_D)$. Here, $K = 40.28$ m$^3$/s$^2$, $\Delta VTEC$ is the difference in the VTEC between the slave and master acquisition times, where $t_{slave} > t_{master}$, and $VTEC_D$ is the additional VTEC variation due to an anomaly in the D-region. This quantity is added to or subtracted from $\Delta VTEC$ if this X-ray flare occurs at the slave or master acquisition time, respectively. Cases in which a flare affects the atmosphere at the master and slave acquisition times are
indicated by subscripts “m” and “s”, respectively. The combination of these relationships with Equations (6) and (7) gives the equation for $B_{D_{m/s}}$ in the following form:

$$B_{D_{m/s}} = \pm \frac{4\pi}{\lambda} \frac{K}{f^2 \cos(\theta_{\text{look}})} \text{VTEC}_D,$$

(8)

where one can see that $B_D$ is proportional to VTEC$_D$ and $\cos^{-1}(\theta_{\text{look}})$. $\Delta$PWV can be determined from the unwrapped phase $\Delta \phi$, which is obtained by filtering and unwrapping the wet component of the tropospheric delay $\delta \phi$ [5]:

$$\Delta \text{PWV} = \frac{\lambda}{4\pi} \frac{\cos(\theta_{\text{look}})}{\rho \xi} \delta \phi,$$

(9)

where $\lambda$ is the radar wavelength, $\theta_{\text{look}}$ is the look angles along the swath, and $\rho$ and $\xi$ are constants, whose values are $1000 \text{ kg m}^{-3}$ (the density of water) and 6.4, respectively.

Assuming $\delta \phi^0 - \delta \phi^* \approx B_{D_{m/s}}$, Equations (8) and (9) give

$$C_{D_{m/s}} = \Delta \text{PWV}^0 - \Delta \text{PWV}^* = \pm \frac{K}{\rho \xi} \text{VTEC}_D.$$

(10)

This equation shows that correction factor $C_D$ is proportional to VTEC$_D$ and to $f^{-2}$. In other words, the influence of an X-ray flare on $\Delta$PWV increases with its intensity, and has a larger effect on SAR signals with a lower frequency. In addition, it is important to note that the presented procedure demonstrates that the look angles along the swath $\theta_{\text{look}}$ do not affect $C_D$. This fact is a consequence of the linear dependence of $\Delta \phi_{\text{wet}}$ on $\cos(\theta_{\text{look}})$, and the reverse relationship between VTEC$_D$ and $\cos(\theta_{\text{look}})$.

As one can see from Equations (8) and (10), absolute values of both correction factors are the same in cases when a solar X-ray flare occurs at the master and slave acquisition time. For this reason, we further analyze $B_D$ and $C_D$, e.g., the absolute values of quantities $B_{D_{m/s}}$ and $C_{D_{m/s}}$, respectively.

4. Results and Discussion

The presented methodology for the estimation of the correction factors $B_D$ and $C_D$ is applied to two analyses relating to: 1. the dependencies of $B_D$ and $C_D$ on the X-ray flux ($\Phi$) during one solar X-ray flare, and 2. the dependencies of $B_D$ and $C_D$ on the maximum X-ray flux ($\Phi_{\text{max}}$) for flares of classes C and M.

4.1. Particular X-ray Flare Event

As it can be seen in previous studies (see, for example, [58]), variations in the D-region electron density during solar X-ray flares have very similar characteristics, which allows us to study the properties of the dependencies $B_D(\Phi)$ and $C_D(\Phi)$ in analysis of one event. Here, we present a detailed analysis for period during the class-C9.9 X-ray flare, which occurred on 6 January 2015. In addition, we show the results obtained for two more flares of classes C8.8 and C6.1, which occurred on 5 May 2010 and 8 January 2014, respectively (see Supplementary Material).

According the methodology shown in Figure 2, the comparison of the observed amplitude $\Delta A$ and phase $\Delta \Phi$ changes (see Figure 1), and the corresponding values obtained by modeling the considered VLF signal propagation using the LWPC numerical model gives us Wait’s parameters $\beta$ and $H'$ for each value of the X-ray flux $\Phi$ (upper panel of Figure 3). As one can see, $\beta$ first increases with $\Phi$. Although $\Phi$ decreases after $\Phi_{\text{max}}$, $\beta$ continues to increase for some time and reaches a maximum value for $\Phi \approx 8.7 \times 10^{-6} \text{ Wm}^{-2}$, after which it begins to decrease. The changes in $H'$ run counter to those of the first parameter. In both cases, the values are not equal for the same $\Phi$ before and after the X-ray flux maximum and these dependencies have hysteresis-like shapes. During the period in which $\Phi$ increases, the changes in Wait’s parameters are slower for the smallest values of $\Phi$. The properties are better visible in the dependencies of the electron density $N_e$ on $\Phi$ and
altitude \( h \) before (the second panel) and after (the third panel) the X-ray flux maximum, as calculated by Equation (3). These properties are in agreement with the analysis given in [27], which describes them in detail. Here, we indicate that they can be explained according to complex processes in the ionospheric plasma, i.e., electron density changes depend on both ionization and electron loss processes, which induce an increase and decrease in \( N_e \). The rate of the first type of processes (\( G \)) is larger than the second (\( L \)) during the increase in \( \Phi \) and some time after its maximum value. In this period, \( N_e \) increases. After that, \( G < L \) and \( N_e \) have the tendency to reach their initial values. Considering that \( L \) depends on the ionospheric state, its values are not the same for the same \( \Phi \) before and after \( \Phi_{\text{max}} \), which, together with the changes in the spectrum of the incoming X radiation in the considered area, explains the corresponding differences in \( N_e \)’s (and Wait’s parameters’) dependencies on \( \Phi \).

Finally, VTEC\(_D\)’s dependence on \( \Phi \) is shown in the bottom panel of Figure 2. Its shape is the same as \( \beta \), while the maximum difference for the same \( \Phi \) is about one order of magnitude.

The application of Equations (8) and (10) to the obtained values of VTEC\(_D\), and signal frequencies \( f_1 = 0.43 \text{ GHz}, f_2 = 1.2 \text{ GHz}, f_3 = 3.2 \text{ GHz}, \) and \( f_4 = 5.4 \text{ GHz} \), gives dependencies \( B_D(\Theta, \Phi) \) and \( C_D(\Phi) \), respectively.

To better visualize the signal frequency influence on \( B_D(\Theta, \Phi) \), we use the same color map scale for all four graphs in Figure 4, which present the results for the BIOMASS (upper left graph), ALOS-2 (upper right graph), NISAR (bottom left graph), and Sentinel-1 (bottom right graph) satellites. The upper panels for each satellite correspond to the period before \( \Phi_{\text{max}} \), while values obtained for the period after \( \Phi_{\text{max}} \) are presented in the bottom panels. As one can see, \( B_D \) varies more than one order of magnitude for all satellites and all angles during the considered flare. Its values strongly depend on the signal frequency (\( \sim f^{-2} \)) and differ more than one order of magnitude for the satellites with the lowest (BIOMASS) and the largest (Sentinel-1) frequency when the other parameters are the same. The maximal values of \( B_D \) are 25.36°, 18.86°, 3.55°, and 2.06° for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. According to Equation (8), the maximal values of \( B_D \) correspond to \( \Phi \) measured at the peak of VTEC\(_D\). Variations with \( \Theta \) are weak and they are more pronounced for the ALOS-2 satellite, in which the operating angle domain is the
widest and reaches the lowest values (as $B_D \sim \cos^{-1}(\Theta)$, these variations increase with $\Theta$, which is clearly visible in the relevant graph). The maxima of $B_D$ are for the largest $\Theta$, which can be seen from Equation (8) and from the fact that $\Theta$ has values lower than 90°.

Figure 4. Dependencies of the correction factor in the determination of changes in the wet component of tropospheric phase delay ($B_D$) on the angle ($\Theta$) and the X-ray flux ($\Phi$) during the considered event for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).

Dependencies of $C_D$ on $\Phi$ are shown in Figure 5. Their quantitative description (for one frequency) is the same as that for $\beta$ and $\text{VTEC}_D$. As in the case of $B_D$, this correction factor is proportional to $\text{VTEC}_D$ and $f^{-2}$ (see Equation (10)). For all frequencies, $C_D$ reaches values that are more than one order of magnitude larger in the moment of the most intense D-region disturbance. Its maxima are 0.16 mm, 0.02 mm, 0.003 mm, and 0.001 mm for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. To estimate the importance of these values, which represent errors in the modeling of $\Delta\text{PWV}$ due to the influence of the increased X-radiation during a solar X-ray flare, we calculated their ratio with absolute values of $\Delta\text{PWV}$ obtained in [60]. The domain of $\Delta\text{PWV}$ is from about −22 mm to 8 mm. Although they include the results of calculations with absolute values lower than 1 mm, we do not present them in Figure 6. This is because despite providing a large considered ratio $\delta C_D = \frac{C_D}{\Delta\text{PWV}} \times 100\%$, they are not as important for practical applications. As it can be seen in Figure 6, the obtained $\delta C_D$ increases with $\text{VTEC}_D$ and reaches 15.6%, 2.0%, 0.3%, and 0.1% for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. Here, we can see that the signal frequency is important in the
determination of the considered error, which, in the case of this flare of class C, is only larger than 10% for the BIOMASS satellite.

Figure 5. Dependence of the correction factor in the determination of changes in the precipitable water vapor ($C_D$) on the X-ray flux ($\Phi$) during the considered event.

Figure 6. Dependencies of the ratio (in percent) of the correction factor in the determination of changes in the precipitable water vapor and absolute values of changes in the precipitable water vapor presented in [60] ($\delta C_D$) on the X-ray flux ($\Phi$) and changes in the precipitable water vapor ($\Delta$PWV) during the considered event for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).
As one can see in Supplementary Materials, very similar graphs are obtained for the other two analyzed X-ray flares. The plots are quite similar like those described in the previous text, and $B_D$, $C_D$, and $\delta C_D$ reaches similar values like in the case of the first analyzed flare.

4.2. Maximum X Radiation Flux

To analyze the influence of the X-ray flare class on the determination of $\Delta \phi_{\text{wet}}$ and $\Delta \text{PWV}$ in SAR meteorology, we study the dependence of $B_D$ and $C_D$ on the radiation flux maximum $\Phi_{\text{max}}$. In this case, we calculate the VTEC$_D$ using expressions for Wait’s parameters derived in [24] by processing data based on the observation and statistical study in [21,25]. Considering that the application of Equation (3) better fits with the values obtained by other models for flares of classes C and M than for flares of class X, we consider the dependency for $\Phi_{\text{max}} \leq 5 \times 10^{-5}$ Wm$^{-2}$. All calculations are performed using the same equations as in the previous corresponding analyses.

The dependences of Wait’s parameters, the electron density at D-region heights, and the total electron content on $\Phi_{\text{max}}$ are shown in Figure 7. As one can see, all quantities increase with $\Phi_{\text{max}}$ except $H'$ which has the opposite tendency. The maximum calculated VTEC$_D$ ($2.4 \times 10^{16}$ m$^{-3}$) is more than five times that of the flare analyzed in the first part of this study ($4.6 \times 10^{15}$ m$^{-3}$), which again provides larger errors in the estimation of $\Delta \phi_{\text{wet}}$ and $\Delta \text{PWV}$. 

The influences of $f$, $\Theta$, and $\Phi_{\text{max}}$ on $B_D$ are illustrated in Figure 8. According to Equation (8), $B_D$ is proportional to $f^{-2}$ and $\cos^{-1}(\Theta)$, as in the case of one event. However, in this analysis, $B_D$ monotonically increases with $\Phi_{\text{max}}$ because of the increase in VTEC$_D$ with this radiation flux. For the considered domains, the most important variations are recorded for different $\Phi_{\text{max}}$ (of more than two orders of magnitude). The influence of the chosen frequency is also important (they can provide variations in $B_D$ for more than one order of magnitude), while the lowest significance has $\Theta$, which, as in the first case, is the most pronounced for the ALOS-2 satellite. The maximum obtained values are 132.8°, 98.8°, 18.6°, and 10.8° for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. This is more than five times larger than in the case of the flare considered in the first
part of this study, which indicates that the intensity of the considered X-ray flare has a significant influence.

![Graphs showing dependencies of the correction factor in the determination of changes in the wet component of tropospheric phase delay ($B_D$) on the angle ($\Theta$) and the X-ray flux maximum ($\Phi_{\text{max}}$) for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).](image)

Figure 8. Dependencies of the correction factor in the determination of changes in the wet component of tropospheric phase delay ($B_D$) on the angle ($\Theta$) and the X-ray flux maximum ($\Phi_{\text{max}}$) for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).

Increases in $C_D$ with $\Phi_{\text{max}}$ are shown in Figure 9. As is the case for the analysis of one flare, the considered correction factor decreases with signal frequency and, for M5 X-ray flares, reaches values of 0.81 mm, 0.10 mm, 0.015 mm, and 0.0052 mm for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. The maximum obtained values reach 81.7%, 10.5%, 1.5%, and 0.5% of those for $\Delta PWV$ presented in [60] for the considered satellites, respectively.

The tendencies of the obtained dependencies $B_D(\Phi_{\text{max}})$ and $C_D(\Phi_{\text{max}})$ indicate that more intense flares (firstly, class X flares) can induce non-negligible errors in the determination of $\phi_{\text{wet}}$ and $\Delta PWV$ for the BIOMASS and ALOS-2 satellites (Figure 10).
Figure 9. Dependence of the correction factor $C_D$ on the X-ray flux maximum $\Phi_{\text{max}}$.

Figure 10. Dependencies of the ratio (in percent) of the correction factor in the determination of changes in the precipitable water vapor and absolute values of changes in the precipitable water vapor presented in [60] ($\delta C_D$) on the X-ray flux maximum ($\Phi_{\text{max}}$) and changes in the precipitable water vapor ($\Delta$PWV) for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).
5. Conclusions

In this paper, we study how neglecting the D-region electron density temporal variations in the determination of the total electron content by single and multiple layer models affects results in synthetic aperture radar meteorology when this ionospheric region is significantly disturbed. We present an analysis of the correction factors that should be included in the determination of differences in the wet component of tropospheric phase delay and precipitable water vapor obtained by synthetic aperture radar meteorology during a solar X-ray flare event. We study the dependence of these correction factors on X-ray flux during an X-ray flare event, and C- and M-class flares at the time of their maximum radiation intensity. The obtained results show the following:

• The correction factors for the same radiation flux are larger in the period after than in the period before the radiation maximum;

• During a solar X-ray flare event, the maxima of the considered correction factors pertain to the radiation flux that is lower than its maximum value and that occurred after the radiation maximum. For the X-ray flare that occurred on 6 January 2015, the correction factor that should be included in the determination of differences in the wet component of tropospheric phase delay reaches 25.36°, while the correction factor that should be included in the determination of temporal changes in the precipitable water vapor can reach 0.16 mm (this value can be more than 15% of the values for precipitable water vapor changes given in [60]);

• The correction factors increase with the maximum X-ray flux. For the considered fluxes, the correction factor that should be included in the determination of differences in the wet component of tropospheric phase delay can reach more than 130° while the correction factor that should be included in the determination of changes in the precipitable water vapor can reach 0.8 mm, which can be more than 80% of the values for precipitable water vapor changes given in [60];

• The correction factors are inversely proportional to the square of the frequency. The differences for the considered maximal and minimal frequencies are more than two orders of magnitude for the correction factor in the determination of changes in the wet component of tropospheric phase delay, and more than one order of magnitude for the correction factor in the determination of changes in the precipitable water vapor, in the case of the same X-ray intensity. The changes are also pronounced as regards the variation in the X-ray flux, while changes in $B_D$ with the signal angle are the weakest (they are the largest in the case of the advanced land observing satellite-2 due to the wider operating angle range and the largest angles).

To conclude, this is the first study to analyze the errors induced by intense ionospheric D-region disturbances (in this study, induced by a solar X-ray flare) in the practical application of synthetic aperture radar signals. We found that the inclusion of the D-region altitude in the calculation of the total electron content, which is used to determine changes in the wet component of tropospheric phase delay and precipitable water vapor using synthetic aperture radar meteorology, is necessary during larger solar X-ray flare events. It has a larger influence on lower frequency signals and is most important for the BIOMASS satellite.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/rs13132609/s1, Table S1: The maximal values of the correction factor in the determination of changes in the wet component of tropospheric phase delay (BDmax), correction factor in the determination of changes in the precipitable water vapor (CDmax), and ratio (in percent) of the correction factor in the determination of changes in the precipitable water vapor and absolute values of changes in the precipitable water vapor presented in [1] (dCDmax) during a solar X-ray flare, which occurred on 5 May 2010 for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, Table S2: The maximal values of the correction factor in the determination of changes in the wet component of tropospheric phase delay (BDmax), correction factor in the determination of changes in the precipitable water vapor (CDmax), and ratio (in percent) of the correction factor in the determination
of changes in the precipitable water vapor and absolute values of changes in the precipitable water vapor presented in [1] (dCDmax) during a solar X-ray flare, which occurred on 8 January 2014 for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites.
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