ON THE $x$-$y$ SYMMETRY OF CORRELATORS IN TOPOLOGICAL RECURSION VIA LOOP INSERTION OPERATOR
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Abstract. Topological Recursion generates a family of symmetric differential forms (correlators) from some initial data $(\Sigma, x, y, B)$. We give a functional relation between the correlators of genus $g = 0$ generated by the initial data $(\Sigma, x, y, B)$ and by the initial data $(\Sigma, y, x, B)$, where $x$ and $y$ are interchanged. The functional relation is derived with the loop insertion operator by computing a functional relation for some intermediate correlators. Additionally, we show that our result is equivalent to the recent result of [BCGF21b] in case of $g = 0$. Consequently, we are providing a simplified functional relation between generating series of higher order free cumulants and moments in higher order free probability.

1. Introduction

Topological Recursion (TR), invented in 2007 by Chekhov, Eynard and Orantin [CEO06, EO07a], aroused more and more interest in last few years. It is a universal recursive procedure to generate a family of correlators. Depending on the initial data, the spectral curve, which gives the starting point of the recursion, TR has various applications in different areas of mathematics and mathematical physics, we refer to [Eyn14] for a short overview.

Important invariants of TR are the so-called symplectic invariants $F(g)$, which are conjectured to be invariant under all symplectic transformations of the spectral curve. However, there is one striking transformation, the $x$-$y$ interchange, where the invariance is not proved in its full generality. In this article, we are interested on the implication of the $x$-$y$ interchange on the correlators themselves, which are not invariant at all. We will give relations between the planar correlators under $x$-$y$ interchange using the loop insertion operator, and confirm them by some examples.

There are two established examples, which should be kept in mind, where the $x$-$y$ transformation generates correlators of combinatorial meaning:

- The hermitian 2-matrix model [CEO06, EO07b], where the $x$-$y$ transformation interchanges the colours or equivalently the potentials $V_1$ and $V_2$.
- The Hermitian 1-matrix model, where the $x$-$y$ transformation relates ordinary maps to fully simple maps [BCGF21a]. Consequently, this has a further application to free probability (see [GF19] for some discussions).
To be more precise, we are now defining the correlators of TR. Let \( \omega_{n,0}^{(g)} \) (the so-called correlators) be a family of symmetric meromorphic differentials on \( n \) products of Riemann surfaces \( \Sigma \). These \( \omega_{n,0}^{(g)} \) are labeled by the genus \( g \) and the number \( n \) of marked points of a compact complex curve. These objects occur as correlators of algebraic curves \( E(x,y) = 0 \), understood in parametric representation \( x(z) \) and \( y(z) \). For simplicity, we will assume that the algebraic curve is of genus zero, which means that a rational parametrisation \( x(z) \) and \( y(z) \) exists.

From the initial data, the spectral curve \((\Sigma, x, y, B)\), consisting of a ramified covering \( x : \Sigma \to \Sigma_0 \) of Riemann surfaces, a differential 1-form \( \omega_{1,0}^{(1)}(z) = y(z)dx(z) \) and the Bergman kernel \( \omega_{2,0}^{(0)}(z_1, z_2) = B(z_1, z_2) = \frac{dz_1 dz_2}{(z_1-z_2)^2} \), TR constructs the meromorphic differentials \( \omega_{n+1,0}^{(g)}(z_1, ..., z_n, z) \) with \( 2g + n \geq 2 \) via the following universal formula (in which we abbreviate \( I = \{z_1, ..., z_n\}\)):

\[
\omega_{n+1,0}^{(g)}(I, z) = \sum_{\alpha_i} \text{Res}_{q \to \alpha_i} K_i(z, q) \left( \omega_{n+2,0}^{(g-1)}(I, q, \sigma_i(q)) + \sum_{g_1+g_2=g, I_1 \neq I_2} \omega_{|I_1|+1,0}(I_1, q) \omega_{|I_2|+1,0}(I_2, \sigma_i(q)) \right).
\]

(1.1)

This construction proceed recursively in the negative Euler characteristic \( -\chi = 2g + n - 2 \). Further, we need to define:

- The sum over the ramification points \( \alpha_i \) of the ramified covering \( x : \Sigma \to \Sigma_0 \), defined via \( dx(\alpha_i) = 0 \).
- The local Galois involution \( \sigma_i \neq \text{id} \) defined via \( x(q) = x(\sigma_i(q)) \) near \( \alpha_i \) with the fixed point \( \alpha_i \).
- The recursion kernel \( K_i(z, q) = \frac{1}{\omega_{1,0}^{(0)}(q) - \omega_{1,0}^{(0)}(\sigma_i(q))} \) constructed from the initial data.

We also assume that \( y \) is regular at the ramification points of \( x \) and vice versa, and they have no coinciding ramification points.

Applying the \( x-y \) transformation, we are interchanging the role of \( x \) and \( y \) and define by the same recursion (with \( x \) and \( y \) interchanged) \( \omega_{0,m}^{(g)} \) a family of symmetric meromorphic differentials on \( m \) products of Riemann surfaces \( \Sigma \). The initial data, the spectral curve \((\Sigma, y, x, B)\), consists of \( \omega_{0,1}^{(0)}(z) = x(z)dy(z) \), \( \omega_{0,2}^{(0)}(z_1, z_2) = B(z_1, z_2) = \frac{dz_1 dz_2}{(z_1-z_2)^2} \). All \( \omega_{0,m}^{(g')} \) are used in the recursive formula (1.1) with residue at the ramification points of \( y \), which we call \( \beta_i \), i.e. \( dy(\beta_i) = 0 \).

For negative Euler characteristic, it is known that all \( \omega_{n,0}^{(g)} \) have poles only at \( \alpha_i \) the ramification points of \( x \) and all \( \omega_{0,m}^{(g)} \) have poles only at \( \beta_i \) the ramification points of \( y \). This article proves the following functional relations between \( \omega_{0,m}^{(0)} \) and \( \omega_{n,0}^{(0)} \)
Theorem 1.1. Consider Assumption 3.3. Let $\omega_{n,0}^{(g)}$ be generated by TR with the spectral curve $(\Sigma, x, y, B)$ and $\omega_{0,m}^{(g)}$ generated by TR with the spectral curve $(\Sigma, y, x, B)$, and let $W_{n,0}^{(g)}(x_1(z_1), \ldots, x_n(z_n)) := \frac{\omega_{n,0}^{(g)}(z_1, \ldots, z_n)}{dx_1(z_1) \cdots dx_n(z_n)}$ and $W_{0,m}^{(g)}(y_1(z_1), \ldots, y_m(z_m)) := \frac{\omega_{0,m}^{(g)}(z_1, \ldots, z_m)}{dy_1(z_1) \cdots dy_m(z_m)}$. Then the functional relation of the correlator $W_{0,m}^{(0)}$ reads

$$W_{0,m}^{(0)}(y(z_1), \ldots, y(z_m)) = \sum_{T \in \mathcal{G}_{0,m}} \frac{1}{\text{Aut}(T)} \prod_{j=1}^{m} \left( - \frac{d}{dy(z_j)} \right)^{r_j(T)-1} \left( \prod_{k=1}^{m} \left( - \frac{dx(z_k)}{dy(z_k)} \right) \prod_{(i,l) \in \mathcal{I}(T)} W_{|I|,0}^{(0)}(x(z_I)) \right),$$

where the set of trees $\mathcal{G}_{n,m}$ and the associated set $\mathcal{I}(T)$ are defined in Definition 4.4. Furthermore, we need $r_j(T)$ as the valence of the $j^{th}$ o-vertex of $T$, and the abbreviation $x(z_I) = \{x(z_{i_1}), \ldots, x(z_{i_{|I|}})\}$ for some set $I = \{i_1, \ldots, i_{|I|}\}$.

This is achieved by making sense of $\omega_{n,0}^{(g)}$ (or better $W_{n,m}^{(g)}$) for any $n, m$. Theorem 4.9 gives the more general functional relation between $W_{n,m}^{(0)}$ and $W_{0,m}^{(0)}$. The technical tool in all computations is the loop insertion operator. The derivations carried out in this article are motivated by recent results in the Quartic Kontsevich model [BHW20, HW21, BH21]. It is more than worth to notice that actually a relation between $\omega_{n,0}^{(g)}$ and $\omega_{0,m}^{(g)}$ is known for any genus $g$ [BCGF+21b] (after simplification equivalent to Theorem 1.1 for $g = 0$). Their proof is built on a series of papers by one of the others together with Bychkov, Dunin-Barkowski and Kazarian [BDBKS20a, BDBKS20b, BDBKS21]. It includes a wide class of spectral curves related to double Hurwitz numbers. However, our Theorem 1.1 gives a more canonical representation in terms of derivatives wrt to $y$ instead of $\ln y$. The representation in terms of $\ln y$ suggests first of all a more complicated pole structure, but it was proved in [BDBKS20b] that all other poles except for the ramification points cancel. In other words, Theorem 1.1 is more canonical in the sense that it becomes obvious that all $W_{0,m}^{(0)}$ with $m > 2$ have only poles at the ramification points of $y$ (that is $dy = 0$). We show in Sec. 5 how in the Theorem of [BCGF+21b] the additional poles at the zeros of $y$ disappear.

We emphasise that inserting the spectral curve related to the duality between ordinary and fully simple maps [BCGF21a], the functional relation for the $R$-transform in higher order free probability [Voi86, CMSS07] is given by a much simpler formula in Corollary 5.4 than in [BCGF+21b].
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2. The 2-Matrix Model as Prime Example

To get a feeling for the later computations, we will discuss the prime example the 2-matrix model (see [Eyn03, CEO06] for more details). Let $H_N$ be the space of $N \times N$ hermitian matrices, then the partition function of the 2-matrix model is defined by

$$Z^{2MM} := \int_{H_N} dM_1 dM_2 e^{-N \text{Tr}[V_1(M_1) + V_2(M_2) - M_1 M_2]} = e^{-N^2 F}, \quad (2.1)$$

where $V_i(x) = \sum_{k=1}^{d_i+1} \frac{\ell^{(i)}_k}{k} x^k$ for $i = 1, 2$ are polynomials of degree $d_i + 1$ and $F$ is called the free energy. The partition function (2.1) has to be understood as a formal matrix model in the sense that the expansion of the integrand (except for the Gaussian parts) is interchanged with the integral. With the probability weight $d\mu_{2MM} := \frac{1}{Z^{2MM}} dM_1 dM_2 e^{-N \text{Tr}[V_1(M_1) + V_2(M_2) - M_1 M_2]}$, we define the following correlators by the cumulants (connected components) of the resolvents

$$W_{n,m}(x_1, \ldots, x_n, y_1, \ldots, y_m) := N^{n+m-2} \left\langle \prod_{i=1}^{n} \frac{1}{x_i - M_1} \prod_{j=1}^{m} \frac{1}{y_j - M_2} \right\rangle_c \quad (2.2)$$

$$= - \frac{\partial}{\partial V_1(x_1)} \cdots \frac{\partial}{\partial V_1(x_n)} \frac{\partial}{\partial V_2(y_1)} \cdots \frac{\partial}{\partial V_2(y_m)} F$$

$$+ \delta_{n,1} \delta_{m,0} \frac{\partial}{\partial x_1} + \frac{\delta_{n,0} \delta_{m,1}}{y_1},$$

where the formal loop insertion operators are given by

$$\frac{\partial}{\partial V_i(x)} = \sum_{i=1}^{\infty} \frac{i}{x^{i+1}} \frac{\partial}{\partial \ell^{(1)}_i}, \quad \frac{\partial}{\partial V_2(y)} = \sum_{j=1}^{\infty} \frac{j}{y^{j+1}} \frac{\partial}{\partial \ell^{(2)}_j}. \quad (2.3)$$

To reduce later formulas, we introduce a shift for the first topologies:

$$W_{n,m}(x_1, \ldots, x_n, y_1, \ldots, y_m) := W_{n,m}(x_1, \ldots, x_n | y_1, \ldots, y_m)$$

$$- \delta_{n,1} \delta_{m,0} V_1'(x_1) - \delta_{n,0} \delta_{m,1} V_2'(y_1) + \frac{\delta_{n,2} \delta_{m,0}}{(x_1 - x_2)^2} + \frac{\delta_{n,0} \delta_{m,2}}{(y_1 - y_2)^2},$$

The correlators $W_{n,m}$ and the free energy are known to have a formal genus expansion

$$W_{n,m} = \sum_{g=0}^{\infty} N^{-2g} W^{(g)}_{n,m}, \quad F = \sum_{g=0}^{\infty} N^{-2g} F^{(g)}.$$  

By definition, the loop insertion operator acts as follows

$$W^{(g)}_{n+1,m}(x_1, \ldots, x_n, x | y_1, \ldots, y_m) = \frac{\partial}{\partial V_1(x)} W^{(g)}_{n,m}(x_1, \ldots, x_n, x | y_1, \ldots, y_m) \quad (2.4)$$

$$W^{(g)}_{n,m+1}(x_1, \ldots, x_n | y_1, \ldots, y_m, y) = \frac{\partial}{\partial V_2(y)} W^{(g)}_{n,m}(x_1, \ldots, x_n | y_1, \ldots, y_m). \quad (2.5)$$
This action is independent of $x_i$ and $y_j$, so it is an action on $W^{(g)}_{n,m}$ itself and not on its variables.

The amazing discovery of [CEO06] was that all correlators $W^{(g)}_{n,0}$ are computed by TR:

**Theorem 2.1** ([CEO06]). The correlators are given by

$$W^{(g)}_{n,0}(x_1(z_1), ..., x_n(z_n)) = \frac{\omega^{(g)}_{n,0}(z_1, ..., z_n)}{dx_1(z_1)...dx_n(z_n)},$$

where $\omega^{(g)}_{n,0}(z_1, ..., z_n)$ is given by TR (1.1) and $x(z), y(z)$ are a solution of the master loop equation [CEO06 eq. (2-17)] $E(x(z), y(z)) = 0$, which is an algebraic equation.

For the genus zero assumption on $E(x(z), y(z)) = 0$, the solution has a rational parametrisation and is explicit [Eyn03]

$$x(z) = \gamma z + \sum_{k=0}^{d_2} \tau_k^{(1)} z^k, \quad y(z) = \frac{\gamma}{z} + \sum_{k=0}^{d_1} \tau_k^{(2)} z^k,$$

where $\tau_k^{(i)}$ satisfies

$$y(z) - V'_1(x(z)) \underset{s \to \infty}{\sim} -\frac{\gamma}{s} + \mathcal{O}(s^{-2})$$

$$x(z) - V'_2(y(z)) \underset{s \to 0}{\sim} -\frac{s}{\gamma} + \mathcal{O}(s^2).$$

By interchanging $V_1 \leftrightarrow V_2$, which is nothing than interchanging $x \leftrightarrow y$, we get

$$W^{(g)}_{0,m}(y_1(z_1), ..., y_m(z_m)) = \frac{\omega^{(g)}_{0,m}(z_1, ..., z_m)}{dy_1(z_1)...dy_m(z_m)},$$

where $\omega^{(g)}_{0,m}$ is given by (1.1) after interchanging $x$ and $y$.

From Theorem 2.1, the disc amplitude is

$$\hat{W}^{(0)}_{1,0}(x(z)) = y(z) + V'_1(x(z)), \quad \hat{W}^{(0)}_{0,1}(y(z)) = x(z) + V'_2(y(z)). \quad (2.6)$$

The action of the loop insertion operator (2.3) on the disc amplitude generates the cylinder amplitude, however it acts on a function with variable $x$ (or $y$, respectively), where $x$ (or $y$) is kept fixed. The rhs of (2.6) is written in terms of $x$ (or $y$, respectively) by

$$\hat{W}^{(0)}_{1,0}(x) = Y(x) + V'_1(x), \quad \hat{W}^{(0)}_{0,1}(y) = X(y) + V'_2(y), \quad (2.7)$$

where $Y(x)$ (or $X(y)$) are in general multivalued functions depending on the number of branches of $x(z)$ (or $y(z)$), see [Eyn03 Sec. 4.4] for further details.

We have the functional inversion

$$x = X(y) \quad \iff \quad y = Y(x). \quad (2.8)$$
Figure 1. Coverings $x(z)$ and $y(z)$ of Riemann surfaces. The maps $X(y)$ and $Y(x)$ are functional inverses to each other, and locally multivalued functions depending on the number of branches of $x(z)$ and $y(z)$.

Now, the loop insertion operator can be applied since the rhs is expressed in terms of the variable $x$ (or $y$, respectively). Due to (2.4), we have

$$\hat{W}_{2,0}^{(0)}(x_1, x_2) = \frac{\partial}{\partial V_1(x_2)} \hat{W}_{1,0}^{(0)}(x_1) = \frac{\partial}{\partial V_1(x_2)} \left( Y(x_1) + V'_1(x_1) \right) = \frac{1}{x'(z_1(x_1))x'(z_2(x_2))(z_1(x_1) - z_2(x_2))^2 - (x_1 - x_2)^2},$$

where $\frac{\partial V'_1(x_1)}{\partial V_1(x_2)} = -\frac{1}{(x_1 - x_2)^2}$ by applying the geometric series for $|\frac{x_2}{x_1}| < 1$. This explains why (2.4) and (2.5) holds for $W$ (and not only for $\hat{W}$). We write $z_i(x_i)$ as some local inverse of $x_i(z_i)$, where the chosen branch does not matter, however there is some canonical "physical" branch. Consequently, the action of the loop insertion operator on $Y(x)$ is

$$\frac{\partial}{\partial V_1(x_2)} Y(x_1) = \frac{\omega_{2,0}(z_1, z_2)}{dx_1(z_1)dx_2(z_2)} \bigg|_{z_1=z(x_i)} = W_{2,0}^{(0)}(x_1, x_2).$$

Trivially, we can do the same computation for $X(y)$.

As an interesting example, we get the correlator $W_{1,1}^{(0)}(x|y)$ by the previous rules of the loop insertion operator for free, which is consistent with [DKK93]:

Lemma 2.2. The cylinder correlator with two boundaries of different colours is

$$W_{1,1}^{(0)}(x|y) = -\frac{1}{x'(z_1(x))y'(z_2(y))(z_1(x) - z_2(y))^2} = -\frac{dX(y)}{dy} W_{2,0}^{(0)}(x, X(y)).$$
Proof. Making use of the previously discussed properties of the loop insertion operator and the chain rule, we get

\[
0 = \frac{\partial}{\partial V_1(x(z))} y = \frac{\partial}{\partial V_1(x(z))} Y(X(y))
\]

\[
= \frac{1}{x'(z_2(X(y)))x'(z_1(x))(z_2(X(y)) - z_1(x))^2} + Y'(X(y)) \frac{\partial}{\partial V_1(x)} X(y)
\]

\[
= \frac{1}{x'(z_2(X(y)))x'(z_1(x))(z_1(X(y)) - z_1(x))^2} + Y'(X(y)) W^{(0)}_{1,1}(x|y),
\]

where we use the notation that \( z(y) \) is an inverse of \( y(z) \) and \( z(x) \) an inverse of \( x(z) \). The chain rule \( \frac{dY(x)}{dz} \big|_{x=x(z)} = \frac{dx(z)}{dz} = \frac{dy(z)}{dz} \) finishes the proof. \( \Box \)

This computation shows that the loop insertion operator has to act on functions represented by variables \( x_i, y_j \) and not \( z_i \). This is due to the fact, that \( \frac{\partial}{\partial V_1(x_i)} x_i = \frac{\partial}{\partial V_1(x)} y_j \neq 0 \), whereas \( \frac{\partial}{\partial V_1(z_i)} z_i(x_i) = 0 \), because \( z_i(x_i) \) is some inverse of \( x_i(z_i) \) depending on \( \ell^{(i)} \). We should ensure that all variables are either on the \( x \)- or on the \( y \)-plane, see Fig. [I].

We finish this section by recapping known examples for the pair of pants topology (see for instance [CEO06, Sec. A.1.2] and [BCGF21a, eq. 5.14]):

**Proposition 2.3.** For the pair of pants, we have the following functional relations:

\[
W^{(0)}_{2,1}(x_1, x_3|y(x_2)) = - \frac{dx_2}{dY(x_2)} W^{(0)}_{3,0}(x_1, x_2, x_3)
\]

\[
- \frac{d}{dY(x_2)} \left( \frac{dx_2}{dY(x_2)} W^{(0)}_{2,0}(x_2, x_3) W^{(0)}_{2,0}(x_1, x_2) \right)
\]

(2.9)

\[
W^{(0)}_{0,3}(y(x_1), y(x_2), y(x_3)) = - \frac{dx_1}{dY(x_1)} \frac{dx_2}{dY(x_2)} \frac{dx_3}{dY(x_3)} W^{(0)}_{3,0}(x_1, x_2, x_3)
\]

\[
+ \frac{d}{dY(x_1)} \left( \frac{dx_1}{dY(x_1)} \frac{dx_2}{dY(x_2)} \frac{dx_3}{dY(x_3)} W^{(0)}_{2,0}(x_1, x_2) W^{(0)}_{2,0}(x_1, x_3) \right)
\]

\[
+ \frac{d}{dY(x_2)} \left( \frac{dx_1}{dY(x_1)} \frac{dx_2}{dY(x_2)} \frac{dx_3}{dY(x_3)} W^{(0)}_{2,0}(x_1, x_2) W^{(0)}_{2,0}(x_2, x_3) \right)
\]

\[
+ \frac{d}{dY(x_3)} \left( \frac{dx_1}{dY(x_1)} \frac{dx_2}{dY(x_2)} \frac{dx_3}{dY(x_3)} W^{(0)}_{2,0}(x_1, x_3) W^{(0)}_{2,0}(x_2, x_3) \right).
\]

(2.10)

These functional relations are also true on the \( z \)-plane by writing \( Y(x_i) = y(z_i) \) and \( x_i = x(z_i) \), or on the \( y \)-plane by writing \( Y(x_i) = y_i \) and \( x_i = X(y_i) \).
Proof. Starting with Lemma 2.2, we have a relation between $W_{2,0}^{(0)}$ and $W_{1,1}^{(0)}$ on the $z$-plane. Pushing it forward to the $x$-plane yields

$$W_{2,0}^{(0)}(x_1, x_2) = -\frac{dY(x_2)}{dx_2} W_{1,1}^{(0)}(x_1|Y(x_2)).$$

The loop insertion operator $\frac{\partial}{\partial V_{1}(x_3)}$ generates through Leibniz and chain rule

$$W_{3,0}^{(0)}(x_1, x_2, x_3) = - \frac{dW_{2,0}^{(0)}(x_2, x_3)}{dx_2} W_{1,1}^{(0)}(x_1|Y(x_2)) - \frac{dY(x_2)}{dx_2} W_{2,1}^{(0)}(x_1, x_3|Y(x_2))$$

$$- \frac{dY(x_2)}{dx_2} \frac{dW_{1,1}^{(0)}(x_1|y)}{dy} \bigg|_{y=Y(x_2)} W_{2,0}^{(0)}(x_2, x_3)$$

$$= - \frac{d}{dx_2} \left( W_{2,0}^{(0)}(x_2, x_3) W_{1,1}^{(0)}(x_1|Y(x_2)) \right) - \frac{dY(x_2)}{dx_2} W_{2,1}^{(0)}(x_1, x_3|Y(x_2)),$$

which is essentially the first relation. The second relation is achieved by using the first one (for $x, y$ interchanged) and

$$W_{2,0}^{(0)}(x_1, x_2) = \frac{dY(x_1)}{dx_1} \frac{dY(x_2)}{dx_2} W_{0,2}^{(0)}(Y(x_1), Y(x_2))$$

(2.11)

coming from $\omega_{2,0}^{(0)}(z_1, z_2) = \omega_{0,2}^{(0)}(z_1, z_2)$. Again, applying the loop insertion operator $\frac{\partial}{\partial V_{1}(x_3)}$ yields

$$W_{3,0}^{(0)}(x_1, x_2, x_3) = \frac{dW_{2,0}^{(0)}(x_1, x_3)}{dx_1} \frac{dY(x_2)}{dx_2} W_{0,2}^{(0)}(Y(x_1), Y(x_2))$$

$$+ \frac{dY(x_1)}{dx_1} \frac{dW_{2,0}^{(0)}(x_2, x_3)}{dx_2} W_{0,2}^{(0)}(Y(x_1), Y(x_2))$$

$$+ \frac{dY(x_1)}{dx_1} \frac{dY(x_2)}{dx_2} \frac{dW_{0,2}^{(0)}(y, Y(x_2))}{dy} \bigg|_{y=Y(x_1)} W_{2,0}^{(0)}(x_1, x_3)$$

$$+ \frac{dY(x_1)}{dx_1} \frac{dY(x_2)}{dx_2} \frac{dW_{0,2}^{(0)}(Y(x_1), y)}{dy} \bigg|_{y=Y(x_2)} W_{2,0}^{(0)}(x_2, x_3)$$

$$+ \frac{dY(x_1)}{dx_1} \frac{dY(x_2)}{dx_2} W_{1,2}^{(0)}(x_3|y, Y(x_2)).$$

Collecting the terms, applying the chain rule, using (2.11), the first relation (2.9) and multiplying by $\frac{dY(x_1)}{dx_1} \frac{dY(x_2)}{dx_2} \frac{dY(x_3)}{dx_3}$ yields the assertion. \hfill $\square$

With Lemma 2.2 and Proposition 2.3, we observe a general procedure to generate functional relations between $W_{n,m}^{(g)}$. These relations are achieved recursively through an action of a loop insertion operator on a functional relation between $W_{1,0}^{(g)}$ and $W_{0,1}^{(g)}$. We emphasise that the action of a loop insertion operator was already used in [CEO06, App. A] to produce some results, however their action
of the loop insertion operator was somehow defined on the $z$-plane. Surprisingly, our later Proposition 4.7 for $W_{n,1}^{(0)}$ is in contradiction to [CEO06, Theorem A.1] for genus $g = 0$. The terms given in [CEO06, Theorem A.1] consist of a subset of the terms of Proposition 4.7.

In the rest of the article, we generalise the situation and treat the loop insertion operator and its action as formal objects. In other words, all results are true for any TR with an existing loop insertion operator and with a spectral curve regular at the ramification points and not coinciding ramifications of $x$ and $y$.

3. Loop Insertion Operator and Correlators

The existence of a loop insertion operator for a spectral curve in TR is predicted by deformation theory, see [EO07a, Theorem 5.2]. We will apply the action of the loop insertion operator with eyes on the $x$-$y$ symmetry.

Let $\omega_{n,0}^{(g)}$ be the family of meromorphic differentials generated by TR (1.1) from the spectral curve $(\Sigma, x, y, B)$. Changing the role, the spectral curve $(\Sigma, y, x, B)$ defines $\omega_{0,m}^{(g)}$, the family of meromorphic differentials generated by TR (1.1) with $x$ and $y$ interchanged. $x$ and $y$ are coverings of Riemann surfaces with ramification points $\alpha_i$ and $\beta_j$, respectively. We will assume for convenience to have a genus zero spectral curve, which means that $x$ and $y$ have a rational parametrisation.

Recall $\omega_{1,0}^{(0)}(z) = y(z)dx(z)$, $\omega_{0,1}^{(0)}(z) = x(z)dy(z)$ and $\omega_{2,0}^{(0)}(z_1, z_2) = \omega_{0,2}^{(0)}(z_1, z_2) = \frac{dz_1 \, dz_2}{(z_1 - z_2)^2}$ since we are working with a genus zero spectral curve. We define further

$$W_{n,0}^{(g)}(x_1(z_1), ..., x_n(z_n)) := \frac{\omega_{n,0}^{(g)}(z_1, ..., z_n)}{dx(z_1) ... dx(z_n)}$$

$$W_{0,m}^{(g)}(y_1(z_1), ..., y_m(z_m)) := \frac{\omega_{0,m}^{(g)}(z_1, ..., z_m)}{dy(z_1) ... dy(z_m)}$$

with the special case $W_{1,0}^{(0)}(x) = Y(x)$ and $W_{0,1}^{(0)}(y) = X(y)$, where $X(y)$ is by definition the functional inverse of $Y(x)$.

The two coverings $x(z)$ and $y(z)$ are satisfying an algebraic equation

$$E(x(z), y(z)) = E(x, Y(x)) = E(X(y), y) = 0$$

depending on the moduli of the spectral curve (see [EO07a §3.4]). Subsequently, if we write (small) $x$ it is understood to be fixed on the spectral curve, which means that (kapital) $Y$ depends on the moduli of the spectral curve. Vice versa, if we write (small) $y$ if is understoot to be fixed on the spectral curve, which means that (kapital) $X$ depends on the moduli of the spectral curve. The veryfies the third property of the upcoming defintion, since all $x_i$ and $y_j$ are fixed on the spectral curve.

Now, we define the main tool for later derivations
Definition 3.1. The loop insertion operators $D_x$ and $\tilde{D}_y$ satisfy the Leibniz and chain rule, and the functional equations

$$D_x W^{(g)}_{n,0}(x_1, \ldots, x_n) = W^{(g)}_{n+1,0}(x_1, \ldots, x_n, x)$$

(3.1)  

$$\tilde{D}_y W^{(g)}_{0,m}(y_1, \ldots, y_m) = W^{(g)}_{0,m+1}(y_1, \ldots, y_m, y)$$

(3.2)  

$$D_x x_i = \tilde{D}_y x_i = \tilde{D}_y y_j = 0.$$  

(3.3)

We give an example for the chain rule

Example 3.2. Let $f(x)$ have a non-trivial action of the loop insertion operator, then

$$D_x \left[ W^{(g)}_{n,0}(x_1, \ldots, f(x_n)) \right]$$

$$= W^{(g)}_{n+1,0}(x_1, \ldots, f(x_n), x) + \frac{d}{d\tilde{x}} W^{(g)}_{n,0}(x_1, \ldots, \tilde{x}) |_{\tilde{x}=f(x_n)} \cdot D_x f(x_n).$$

Inserting for instance $f(x) = Y(x)$, we would have

$$D_x \left[ W^{(g)}_{n,0}(x_1, \ldots, Y(x_n)) \right]$$

$$= W^{(g)}_{n+1,0}(x_1, \ldots, Y(x_n), x) + \frac{d}{d\tilde{x}} W^{(g)}_{n,0}(x_1, \ldots, \tilde{x}) |_{\tilde{x}=Y(x_n)} \cdot W^{(0)}_{2,0}(x, x).$$

To get a well-defined transition from the correlator $W^{(g)}_{n,0}$ to $W^{(g)}_{0,m}$, we need the following assumption

Assumption 3.3. The loop insertion operators are commuting

$$D_x \tilde{D}_y = \tilde{D}_y D_x.$$  

(3.4)

It is not clear if this assumption holds for any spectral curve, this is why it has to be included here. Nevertheless, the assumption is true for the 2-matrix model, since we have two distinct sets of moduli of the spectral curve $(t^{(1)}_i)_i$ and $(t^{(2)}_j)_j$, where the loop insertion operator $D_x$ is a differential operator wrt to $(t^{(1)}_i)_i$, and $\tilde{D}_y$ wrt to $(t^{(2)}_j)_j$ (see (2.3)). Since all $t^{(j)}_i$ are independent parameters, both operators commute.

Due to Assumption 3.3, the intermediate correlators are well-defined and given by

Definition 3.4. Let the correlators $W^{(g)}_{n,m}$ be defined by

$$W^{(g)}_{n,m}(x_1, \ldots, x_n|y_1, \ldots, y_m) := D_{x_2} \ldots D_{x_n} \tilde{D}_{y_1} \ldots \tilde{D}_{y_m} W^{(g)}_{1,0}(x_1) = D_{x_1} \ldots D_{x_n} \tilde{D}_{y_2} \ldots \tilde{D}_{y_m} W^{(g)}_{0,1}(y_1).$$

Example 3.5. First examples of intermediate correlators are

$$W^{(0)}_{1,1}(x|y) = -\frac{dX(y)}{dy} W^{(0)}_{2,0}(x, X(y))$$
\[
W_{2,1}^{(0)}(x_1, x_2|y) = -\frac{dX(y)}{dy} W_{3,0}^{(0)}(x_1, x_2, X(y)) - \frac{d}{dy} \left( \frac{dX(y)}{dy} W_{2,0}^{(0)}(x_2, X(y)) W_{2,0}^{(0)}(x_1, X(y)) \right)
\]
which is proved by the properties of the loop insertion operator exactly as in Lemma 2.2 and Proposition 2.3.

4. **Functional Relation**

4.1. **Trees.** The functional relation has a tree-structure interpretation. To avoid sums of certain restricted sets of subsets, we are going to define the following decorated trees:

**Definition 4.1** (Trees). Let \(N = \{i_1, ..., i_n\}\) and \(M = \{j_1, ..., j_m\}\). Let \(G_{n,m}(N, M)\) be the set of connected trees \(T\) with \(n\) \(\Box\)-vertices, \(m\) \(\circ\)-vertices and \(\bullet\)-vertices, such that

- the \(\Box\)-vertices are labelled by \(i_1, ..., i_n\)
- the \(\circ\)-vertices are labelled by \(j_1, ..., j_m\)
- a \(\bullet\)-vertex has valence \(\geq 2\)
- edges are only connecting black with white vertices
- a \(\Box\)-vertex has valence one.

For a tree \(T \in G_{n,m}(N, M)\), let \(r_j(T)\) be the valence of the \(j^{th}\) \(\circ\)-vertex.

Let \((I, J)\) be a double set associated to a \(\bullet\)-vertex with \(I \subset N\) and \(J \subset M\), where \(I\) is the set labellings of \(\Box\)-vertices connected to the \(\bullet\)-vertex and \(J\) the set of labellings of \(\circ\)-vertices connected to the \(\bullet\)-vertex. Let \(\mathcal{I}(T)\) be the set of all double sets \((I, J)\) for a tree \(T \in G_{n,m}(N, M)\).

**Remark 4.2.** The trees defined by Definition 4.1 are a generalisation of the set \(G_n\) [BCGF+21, Def. 3.2] restricted to Betti number \(0\), where we additionally allow univalent \(\Box\)-vertices.

We abbreviate \(G_{n,m} = G_{n,m}(N, M)\), if \(N = \{1, ..., n\}\) and \(M = \{1, ..., m\}\). The set \(G_{n,m}\) is a finite set. It follows from the properties of a connected tree \(T \in G_{n,m}\) that for \(m > 0\) each \(\bullet\)-vertex is necessarily connected to at least one \(\circ\)-vertex.

For a tree \(T \in G_{n,m}\), a \(\bullet\)-vertex is uniquely characterised by the double set \((I, J)\). The set \(J\) is a non-empty set (except for \(G_{n,0}\) trees), whereas \(I\) could also be empty. The set \(\mathcal{I}(T)\) characterises all \(\bullet\)-vertices and consequently also \(T\) uniquely.

The following example will be of significant interest for later purposes:

**Example 4.3.** We construct the set \(G_{n,1} \ni T\) with the sets \(\mathcal{I}(T)\) of double sets \((I, J)\) corresponding to the \(\bullet\)-vertices. Any tree \(T\) is uniquely characterised by \(\mathcal{I}(T)\). Since any \(\bullet\)-vertex is connected to at least one \(\circ\)-vertex, it follows that all \(\bullet\)-vertices are connected to the same \(\circ\)-vertex labelled by 1. Any \(\bullet\)-vertex is described by \((I, \{1\})\) with \(I \subset \{1, ..., n\}\) not empty. If a tree \(T \in G_{n,1}\) has \(k\) \(\bullet\)-vertices, we...
Figure 2. The set $G_{2,1}$ with one $\circ$-vertex and two $\Box$-vertices consists of two trees. The $\bullet$-vertex of the first tree $T_1$ is characterised by $I(T_1) = (I, J) = (\{1, 2\}, \{1\})$ and the two $\bullet$-vertices of the second tree $T_2$ by $I(T_2) = \{(I_1, J_1), (I_2, J_2)\} = \{((\{1\}, \{1\}), ((\{2\}, \{1\}))\}$.

Figure 3. The set $G_{1,2}$ with two $\circ$-vertices and one $\Box$-vertex consists of 3 trees. The $\bullet$-vertex of the first tree $T_1$ is characterised by $I(T_1) = (I, J) = (\{1\}, \{1\})$, the two $\bullet$-vertices of the second tree $T_2$ by $I(T_2) = \{(I_1, J_1), (I_2, J_2)\} = \{((\{1\}, \{1\}), (\{1\}, \{2\}))\}$ and the two $\bullet$-vertices of the third tree $T_3$ by $I(T_3) = \{(I_1, J_1), (I_2, J_2)\} = \{((\{1\}, \{2\}), ((\{1\}, \{2\}))\}$.

have a decomposition $(I_1, \{1\}), (I_2, \{1\}), ..., (I_k, \{1\})$, where $I_1 \uplus I_2 \uplus ... \uplus I_k = \{1, ..., n\}$ (see Fig. 2 for $G_{3,1}$, the left tree has $k = 1$ the middle tree $k = 2$ and the right $k = 3$). Summing over all possibilities, the set $G_{n,1}$ is isomorphic to

$$G_{n,1} \equiv \left\{ I_1, ..., I_k \right\} \left| k \in \{1, ..., n\}, I_1 \uplus I_2 \uplus ... \uplus I_k = \{1, ..., n\} \right\} / \sim$$

where $\{I_1, ..., I_k\} \sim \{I'_1, ..., I'_k\}$ if $\{I'_1, ..., I'_k\}$ is a permutation of $\{I_1, ..., I_k\}$ which happens $k!$ times.

The following two lemmata give a recursive construction of the sets $G_{n+1,m}$ and $G_{n,m+1}$ depending on $G_{n',m'}$ with $n' \leq n$ and $m' \leq m$.

**Lemma 4.4** ($G_{n+1,m}$). The set $G_{n+1,m}$ is constructed by connecting to any $T \in G_{n,m}$ a $\Box$-vertex labelled by $n + 1$ either

- to a $\circ$-vertex $k \in \{1, ..., m\}$ via a $\bullet$-vertex of valence two
- or to a $\bullet$-vertex characterised by $(I, J)$

of $T$ in all possible ways.
The $\bullet$-vertex, which is now connected to the $\Box$-vertex labelled by $n+1$, is characterised by the double set

- $(\{n+1\}, \{k\})$ if it is two-valent
- $(\{I, n+1\}, J)$ if it has valence $> 2$.

Proof. The connected $\Box$-vertex labelled by $n+1$ is univalent and necessarily connected to a $\bullet$-vertex by Definition 4.1. If the $\bullet$-vertex is two-valent, it is further connected to a $\circ$-vertex. If the $\bullet$-vertex has valence $> 2$, it is further connected to at least one $\circ$-vertex.

Both operations together generate any tree in $\mathcal{G}_{n,m}$ exactly once, which can be seen by deletion.

Surjectivity: Delete the edge of the $\Box$-vertex labelled by $n+1$ (see Fig. 5) (and delete also its connected $\bullet$-vertex together with its edge if the $\bullet$-vertex was two-valent), a tree of the set $\mathcal{G}_{n,m}$ remains.

Injectivity: Both operations together generate any tree in $\mathcal{G}_{n+1,m}$ exactly one time, since the previously described deletion generates a unique tree in $\mathcal{G}_{n,m}$. □

The construction of $\mathcal{G}_{n,m+1}$ is a bit more tricky, because the additional $\circ$-vertex can have any valence $\geq 1$, whereas the additional $\Box$-vertex in Lemma 4.4 had just the valence one due to Definition 4.1. The crucial step in constructing $\mathcal{G}_{n,m+1}$ from $\mathcal{G}_{n,m}$ is to recognise the partial substructure of $\mathcal{G}_{k,1}$ of Example 4.3.
Lemma 4.5 ($G_{n+1,m}$). The set $G_{n,m+1}$ is constructed by connecting to any $T \in G_{n,m}$ a $\circ$-vertex labelled by $m + 1$ either

- to a $\circ$-vertex $j \in \{1, \ldots, m\}$ via a $\bullet$-vertex of valence two
- or to the connected parts of a $\bullet$-vertex of valence $k$ through the structure given by $G_{k,1}$

in all possible ways.

The $\circ$-vertex labelled by $m + 1$ is connected to

- the $\bullet$-vertex of valence two characterised by $(\emptyset, \{j, m + 1\})$
- a set of $\bullet$-vertices characterised by an element of $G_{k,1}$.

Proof. We discuss both cases described in the lemma separately.

The first case is the analogous situation to Lemma 4.4 generated by the full subset of $G_{n,m+1}$, where the $\circ$-vertex labelled by $m + 1$ is connected to a $\bullet$-vertex of valence two.

The second case is more involved. Connecting a $\circ$-vertex through $\bullet$-vertices to $k$ further white vertices (either $\circ$- or $\Box$-vertices) is characterised by the set $G_{k,1}$. To see this, let a $\bullet$-vertex of valence $k$ be connected to the white vertices of $T_1, \ldots, T_k$ trees (see the upper tree in Fig. 6). Permuting the subtrees $T_i$ will not change the entire tree. Each of those subtrees $T_i$ can therefore be interpreted as a $\Box$-vertex such that the entire tree has an interpretation as the unique tree in $G_{k,0}$, since it has as a $\Box$-vertex a valence of one and is not further connected. Now, adding a $\circ$-vertex to the unique vertex in $G_{k,0}$ generates the set $G_{k,1}$ described in Example 4.3 already. In particular, all the trees below in Fig. 6 are generated,

![Diagram](https://example.com/diagram.png)

**Figure 6.** For a tree $T \in G_{n,m}$, any $\bullet$-vertex of valence $k$ can be interpreted as the unique element of $G_{k,0}$ where the subtrees $T_i$ are just $\Box$-vertices (upper tree). Adding the $\circ$-vertex labelled by $m + 1$ can be interpreted as generating the full set $G_{k,1}$, where the subtrees $T_i$ remains $\Box$-vertices (below trees).
where the ●-vertices are characterised by the elements in $G_{k,1}$.

To see that both operations together give a bijection to $G_{n+1,m}$, we will look at the inverse operation, deletion.

Surjectivity: Take an element $T \in G_{n,m+1}$, which is connected through $k'$ ●-vertices to $k$ white vertices (either ◦- or □-vertices). All $k'$ ●-vertices are characterised by some double sets $\{I, \{m + 1\}\}_{i=1}^{k'}$ (if we collect the subtrees to a □-vertex). The set of all these double sets is $\mathcal{I}(T) \in G_{k,1}$. Next, delete all edges connected to the ◦-vertex labelled by $m + 1$ (and delete also its connected ●-vertex together with its edge if the ●-vertex is now univalent) and merge all ●-vertices which were connected to the deleted edges. This generates an element in $G_{n,m}$.

Injectivity: It might be possible that the previously described deletion operation generates also the upper drawn tree in Fig. 6 with $T'_1, ..., T'_k$ as a permutation of $T_1, ..., T_k$. However, these two trees are the same. □

The two Lemmata 4.4 and 4.5 are the combinatorial constructions in the later proof by induction of the functional relation of $W^{(0)}_{n,m}$. Assume we know the functional relation of $W^{(0)}_{n,m}$, then we will need Lemma 4.4 to prove the functional relation of $W^{(0)}_{n+1,m}$, and we will need Lemma 4.5 to prove the functional relation of $W^{(0)}_{n,m+1}$.

4.2. Main Theorem. To prove the main result, it is useful to associate a weight $\phi$ to a tree $T \in G_{n,m}$ by

**Definition 4.6 (Weight).** Let $T \in G_{n,m}$. We associate to the $i^{th}$ □-vertex the variable $x_i$ and to the $j^{th}$ ◦-vertex the variable $y_j$. Then, we define the weight of a tree by

$$
\phi(T) := \prod_{j=1}^{m} \left( - \frac{d}{dy_j} \right) r_j(T)^{-1} \left( \prod_{k=1}^{m} \left( - \frac{dX(y_k)}{dy_k} \right) \prod_{(I,J) \in \mathcal{I}(T)} W^{(0)}_{|I|+|J|,0}(x_I, X(y_J)) \right),
$$

where $r_j(T)$ is the valence of the $j^{th}$ ◦-vertex and $\mathcal{I}(T)$ is the set of double sets $(I, J)$ characterising a ●-vertex, which is connected to the □-vertices labelled by the elements of $I \subset \{1, ..., n\}$ and to the ◦-vertices labelled by the elements of $J \subset \{1, ..., m\}$.

The weight $\phi$ associates to any tree $T \in G_{n,m}$ a function depending on the variables $x_1, ..., x_n, y_1, ..., y_m$, which is built by the correlators $W^{(0)}_{k,0}$. To prove the general case, we need first of all the following special case

**Proposition 4.7.** Consider Assumption 3.3. The functional of $W^{(0)}_{n,1}$ reads

$$
W^{(0)}_{n,1}(x_1, ..., x_n|y) = \sum_{T \in G_{n,1}} \phi(T) \frac{\text{Aut}(T)}{\text{Aut}(T)}.
$$

(4.1)
where $r(T)$ is the valence of the $\circ$-vertex of $T$, and we use the abbreviation $x_{I} = \{x_{i_{1}}, ..., x_{i_{|I|}}\}$ for $I = \{i_{1}, ..., i_{|I|}\}$.

**Proof.** The first representation is equivalent to the second by the definition of the weight $\phi$. The second representation is equivalent to the third by the isomorphism described in Example 4.3.

The functional relation is proved by induction in $n$. The action of the loop insertion operator will be interpreted graphically such that we can use Lemma 4.4.

The initial case with $n = 1$ is true due to Lemma 2.2

$$W_{1,1}^{(0)}(x|y) = -\frac{dX(y)}{dy}W_{2,0}^{(0)}(x, X(y)).$$

Assume (4.1) is true for $n$, then the loop insertion operator $D_{x_{n+1}}$ acts on the left as

$$D_{x_{n+1}}W_{n,1}^{(0)}(x_{I}|y) = W_{n+1,1}^{(0)}(x_{I}, x_{n+1}|y).$$

On the right, the loop insertion operator commutes with all derivatives wrt to $y$ due to the property (3.3). It remains to compute

$$D_{x_{n+1}}\left(\frac{dX(y)}{dy} \prod_{(I, \{y\}) \in I(T)} W_{|I|+1,0}^{(0)}(x_{I}, X(y))\right).$$

(4.2)

First, we look at the action of the loop insertion operator $D_{x_{n+1}}$ by chain rule on $X(y)$ in (4.2), which gives

$$\left(\frac{dW_{1,1}^{(0)}(x_{n+1}|y)}{dy} \prod_{(I, \{y\}) \in I(T)} W_{|I|+1,0}^{(0)}(x_{I}, X(y))\right)$$

$$+ \left(\frac{dX(y)}{dy} \sum_{(I, \{y\}) \in I(T)} \frac{dW_{|I|+1,0}^{(0)}(x_{I}, \tilde{x})}{d\tilde{x}} \bigg|_{\tilde{x}=X(y)} W_{1,1}^{(0)}(x_{n+1}|y) \prod_{(I', \{y\}) \in I(T) \setminus (I, \{y\})} W_{|I'|+1,0}^{(0)}(x_{I'}, X(y))\right)$$

$$= - \left(\frac{d(W_{2,0}^{(0)}(x_{n+1}, X(y)))}{dy} \cdot \frac{dX(y)}{dy}\right) \prod_{(I, \{y\}) \in I(T)} W_{|I|+1,0}^{(0)}(x_{I}, X(y))$$

$$- \left(\frac{dX(y)}{dy} \sum_{(I, \{y\}) \in I(T)} \frac{dW_{|I|+1,0}^{(0)}(x_{I}, \tilde{x})}{d\tilde{x}} \bigg|_{\tilde{x}=X(y)} \frac{dX(y)}{dy}W_{2,0}^{(0)}(x_{n+1}, X(y))\right)$$
On the $x$-$y$ Symmetry in Topological Recursion via Loop Insertion Operator

\[
\times \prod_{(I', \{y\}) \in \mathcal{I}(T) \setminus (I, \{y\})} W_{|I|+1,0}^{(0)}(x_I, X(y))
\]

\[
= - \frac{d}{dy} \left( \frac{dX(y)}{dy} W_{2,0}^{(0)}(x_{n+1}, X(y)) \prod_{(I, \{y\}) \in \mathcal{I}(T)} W_{|I|+1,0}^{(0)}(x_I, X(y)) \right)
\]

where we have used Lemma 2.2, the chain rule $\frac{dX(y)}{dy} \frac{df(\tilde{x})}{d\tilde{x}} \bigg|_{\tilde{x}=X(y)} = \frac{f(X(y))}{dy}$ and the Leibniz rule in the last line.

This computation has got a graphical interpretation due to the weight $\phi$ (see Fig. 7). The additional edge connected to the $\circ$-vertex brings an additional derivative $-\frac{d}{dy}$, the $\bullet$-vertex of valence two generates the factor $W_{n',0}^{(0)}(x_{n+1}, X(y))$ and the rest of the tree remains.

Furthermore, the loop insertion operator acts on the $W_{n',0}^{(0)}$ in (4.2), which is just

\[
\left( \frac{dX(y)}{dy} \sum_{(I, \{y\}) \in \mathcal{I}(T)} W_{|I|+1,0}^{(0)}(x_I, x_{n+1}, X(y)) \prod_{(I', \{y\}) \in \mathcal{I}(T) \setminus (I, \{y\})} W_{|I'|+1,0}^{(0)}(x_{I'}, X(y)) \right).
\]

This action is interpreted graphically as an action on a $\bullet$-vertex adding an edge connected to the $\Box$-vertex labelled by $n+1$.

\[\begin{array}{c}
\text{Figure 7. The action of the loop insertion operator } D_{x_{n+1}} \\
\text{on the } \circ\text{-vertex. A further edge connected to a } \bullet\text{-vertex is generated which}
\end{array}\]

\[\begin{array}{c}
\text{is connected to a } \Box\text{-vertex labelled by } n+1.
\end{array}\]

The special term related to $k = 1$ in (4.1) can be pulled out. Pulling all variables back to the $z$-plane by $y = y(z)$ and $x = x(z)$, we get

\[
W_{n,1}^{(0)}(x(z_1), ..., x(z_n) | y(z)) + \frac{dx(z)}{dy(z)} W_{n+1,0}^{(0)}(x(z_1), ..., x(z_n), x(z))
\]

(4.3)
\[
= \sum_{k=2}^{n} \sum_{I_1 \cup I_2 \cup \ldots \cup I_k = I} \frac{(-1)^k}{k!} \left( \frac{d}{dy(z)} \right)^{k-1} \left( \frac{dz(z)}{dy(z)} \right)^k \prod_{i=1}^{k} W^{(0)}_{|I_i|+1,0}(x(z_1), \ldots, x(z_n), x(z)) \right).
\]

**Remark 4.8.** In case of the 2-matrix model, a formula for any \(W^{(g)}_{n,1}(x_I|y)\) was provided in [CEO06, Theorem A.1] which is for \(g = 0\) in contradiction to Proposition 4.1. The proof in [CEO06] uses the loop insertion operator as well, however on the \(z\)-plane as an action on the residue formula of TR. The loop insertion operator might be not well-defined on the \(z\)-plane, which causes the difference. We find that Theorem A.1 of [CEO06] for \(g = 0\) is equal to a subset of the terms of Proposition 4.7. More precisely, if we would restrict the valence of the \(\circ\)-vertices to \(\leq 2\) (or equivalently if we just take \(k = 2\) in (4.3)), we would have the same structure as in [CEO06, Theorem A.1] for \(g = 0\).

The more general case, which needs Proposition 4.7 as an essential ingredient, is formulated as the main theorem:

**Theorem 4.9 (Main Theorem).** Consider Assumption 3.3. The functional relation of \(W^{(0)}_{n,m}\) reads

\[
W^{(0)}_{n,m}(x_1, \ldots, x_n|y_1, \ldots, y_m) = \sum_{T \in \mathcal{G}_{n,m}} \phi(T) \frac{1}{\text{Aut}(T)} \prod_{j=1}^{m} \left( -\frac{d}{dy_j} \right)^{r_j(T)-1} \left( \prod_{k=1}^{m} \left( -\frac{dX(y_k)}{dy_k} \right) \right) \prod_{(I,J) \in \mathcal{I}(T)} W^{(0)}_{|I_j|+|J|,0}(x_I, X(y_J)),
\]

where \(r_j(T)\) is the valence of the \(j\)th \(\circ\)-vertex of \(T\), and we use the abbreviation \(x_I := \{x_{i_1}, \ldots, x_{i_{|I|}}\}\) and \(X(y_J) = \{X(y_{j_1}), \ldots, X(y_{j_{|J|}})\}\) for some \(I = \{i_1, \ldots, i_{|I|}\}\) and \(J = \{j_1, \ldots, j_{|J|}\}\).

**Proof.** We prove by induction in \(n+m \mapsto n+m+1\), where we have to distinguish between \(n \mapsto n+1\) and \(m \mapsto m+1\). The initial cases are true for \((n, m) = (2, 0), (1, 1), (0, 2)\).

- \(W^{(0)}_{n+1,m}\): The step from \(W^{(0)}_{n,m}\) to \(W^{(0)}_{n+1,m}\) works exactly in the same way as from \(W^{(0)}_{n,1}\) to \(W^{(0)}_{n+1,1}\) in Proposition 4.7. The action of the loop insertion operator \(D_{x_{n+1}}\) has to be computed, where we just have to distinguish between the different \(y_j\), which means graphically between the different \(\circ\)-vertices labelled by \(j\) (see Fig. 9). The action of \(D_{x_{n+1}}\) on the graph

\[
D_{x_{n+1}} \left( \begin{array}{c}
\circ \\
\vdots \\
\vdots \\
\circ \\
j
\end{array} \right) = \left( \begin{array}{c}
\circ \\
\vdots \\
\circ \\
\circ \\
j
\end{array} \right)
\]

**Figure 9.** Action of the loop insertion operator on \(D_{x_{n+1}}\) on a \(\circ\)-vertex labelled by \(j\).
is described in the proof of Proposition 4.7.

Both operation together give the construction of $G_{n+1,m}$ described in Lemma 4.4.

- $W_{n,m+1}^{(0)}$: The action of the loop insertion operator $\tilde{D}_y$ will be computed in more detail. Let the loop insertion operator $\tilde{D}_{y_{n+1}}$ act on (4.4), the lhs gives by definition $W_{n,m+1}^{(0)}(x_1, \ldots, x_n | y_1, \ldots, y_{m+1})$. For the rhs, $\tilde{D}_{y_{n+1}}$ commutes with all $y_j$ derivatives by (3.3), so we have to compute

$$\tilde{D}_{y_{m+1}} \left( \prod_{k=1}^{m} \left( -\frac{dX(y_k)}{dy_k} \right) \prod_{(I,J) \in \mathcal{I}(T)} W_{|I|+|J|,0}^{(0)}(x_I, X(y_J)) \right). \quad (4.5)$$

First, we look only at the action on some $X(y_j)$ in (4.5) which is

$$(-\frac{dW_{0,2}^{(0)}(y_j, y_{m+1})}{dy_j}) \prod_{k \neq j} \left( -\frac{dX(y_k)}{dy_k} \right) \prod_{(I,J) \in \mathcal{I}(T)} W_{|I|+|J|,0}^{(0)}(x_I, X(y_J))$$

$$+ \left( \prod_{k=1}^{m} \left( -\frac{dX(y_k)}{dy_k} \right) \sum_{(I,J) \in \mathcal{I}(T)} \frac{W_{|I|+|J|,0}^{(0)}(x_I, X(y_{I,J}), \hat{x})}{d\hat{x}} \bigg|_{\hat{x}=X(y_j)} \cdot W_{0,2}^{(0)}(y_j, y_{m+1}) \right) \times \prod_{(I',J') \in \mathcal{I}(T) \setminus (I,J)} W_{|I'|+|J'|,0}^{(0)}(x_{I'}, X(y_{J'})) \right).$$

Insert $W_{0,2}^{(0)}(y_j, y_{m+1}) = \frac{dX(y_j)}{dy_j} \frac{dX(y_{m+1})}{dy_{m+1}} W_{2,0}^{(0)}(X(y_j), X(y_{m+1}))$, use the chain rule $\frac{dX(y_j)}{dy_j} \frac{df(X(y_j))}{d\hat{x}} \bigg|_{\hat{x}=X(y_j)} = f(X(y_j)) \frac{df(X(y_j))}{d\hat{x}}$ and the Leibniz rule yields

$$= \left( -\frac{d}{dy_j} \right) \left( \prod_{k=1}^{m+1} \left( -\frac{dX(y_k)}{dy_k} \right) W_{2,0}^{(0)}(X(y_j), X(y_{m+1})) \prod_{(I,J) \in \mathcal{I}(T)} W_{|I|+|J|,0}^{(0)}(x_I, X(y_J)) \right).$$

This action has a graphical interpretation due to the weight $\phi$ shown in Fig. 10. The additional derivative wrt to $y_j$ gives an additional edge at

Figure 10. Action of the loop insertion operator on $\tilde{D}_{y_{m+1}}$ on a o-vertex labelled by $j$. The o-vertex of valence two gives the factor $W_{2,0}^{(0)}(X(y_j), X(y_{m+1}))$ since it is connected to two o-vertices, and the rest remains untouched.
Figure 11. Action of the loop insertion operator on $\tilde{D}_{y_{m+1}}$ on a $\bullet$-vertex of valence $k$ generates the set $G_{k,1}$.

Second, we look at the action of $\tilde{D}_{y_{m+1}}$ in (4.5) on some $W^{(0)}_{n',0}$ which is

$$\prod_{k=1}^{m} \left( -\frac{dX(y_k)}{dy_k} \right) W^{(0)}_{|I|+|J|,1} (x_I, X(y_j)|y_{m+1}) \prod_{(I',J') \in \mathcal{I}(T) \setminus (I,J)} W^{(0)}_{|I'|+|J'|,0} (x_{I'}, X(y_{J'})).$$

A function $W^{(0)}_{|I|+|J|,1} (x_I, X(y_j)|y_{m+1})$ is generated which was proved in Proposition 4.7 to be graphically described by the set $G_{|I|+|J|,1}$ (see Fig. 11).

All variables $x_I$ and $X(y_J)$ are treated equivalently as a kind of $\square$-vertices.

Lemma 4.5 proves that these two actions of $\tilde{D}_{y_{m+1}}$ together construct the full set $G_{n,m+1}$ uniquely.

We emphasise that the formula of the theorem can be pulled back to the $z$-plane writing $x_i = x(z_i)$ and $y_j = y(w_j)$, where $x(z)$ and $y(w)$ are the two coverings corresponding to the spectral curve $(\Sigma, x, y, B)$. The variables $z_i$ and $w_j$ live on the $z$-plane and are independent of each other. Theorem 4.9 becomes

$$W^{(0)}_{n,m} (x(z_1), ..., x(z_n)|y(w_1), ..., y(w_m))$$

$$= \sum_{T \in \mathcal{G}_{n,m}} \frac{1}{\text{Aut}(T)} \prod_{j=1}^{m} \left( \left( -\frac{dx(w_k)}{dy(w_k)} \right) \prod_{k=1}^{m} \left( -\frac{dx(w_k)}{dy(w_k)} \right) \prod_{(I,J) \in \mathcal{I}(T)} W^{(0)}_{|I|+|J|,0} (x(z_I), x(w_J)) \right).$$

The special case of $n = 0$ was already stated in Theorem 1.1. We know from the theory of TR that $W^{(0)}_{0,m}(y(w_1))$ with $m > 2$ has just poles at the ramification point $\beta_i$ of $y(w)$. However, the rhs of (4.6) is built by $W^{(0)}_{n',0}(x(w_i_1), ..., x(w_i_n))$. 
which has poles at the ramification points $\alpha_j$ of $x(w)$ and at the antidiagonal. Consequently, performing the sum over all trees $G_{0,m}$ cancels those poles, and the derivatives wrt to $y(w_j)$ generate the correct poles at the ramification points of $y(w)$.

4.3. Examples. To get a feeling what Theorem 4.9 or 1.1 are actually telling, we look at examples

Airy Curve. Take the Airy spectral curve as a prime example defined by $(\mathbb{P}^1, x(z) = z^2, y(z) = z, \frac{dz_1 dz_2}{(z_1 - z_2)^2})$. Following the algorithm of TR [1.1], we have

$$\omega_{1,0}^{(0)}(z) = 2z^2 dz$$
$$\omega_{2,0}^{(0)}(z_1, z_2) = \frac{dz_1 dz_2}{(z_1 - z_2)^2}$$
$$\omega_{3,0}^{(0)}(z_1, z_2, z_3) = -\frac{dz_1 dz_2 dz_3}{2z_1^2 z_2 z_3^2}$$
$$\omega_{4,0}^{(0)}(z_1, z_2, z_3, z_4) = \frac{3dz_1 dz_2 dz_3 dz_4}{4z_1^2 z_2 z_3 z_4} \sum_{i=1}^{4} \frac{1}{z_i^2}$$

as well as

$$\omega_{0,1}^{(0)}(z) = z^2 dz$$
$$\omega_{0,2}^{(0)}(z_1, z_2) = \frac{dz_1 dz_2}{(z_1 - z_2)^2}$$

and $\omega_{0,m}^{(0)} = 0$ for $m > 2$, since $y(z) = z$ has no ramification point.

For $m = 3$, $G_{0,3}$ consists of 4 trees and Theorem 1.1 becomes

$$0 = W_{0,3}^{(0)}(y(z_1), y(z_2), y(z_3))$$
$$= -\prod_{i=1}^{3} (-2z_i) \cdot \frac{d}{dz_1} \left( \frac{-8z_1 z_2 z_3}{4z_1 z_2 (z_1 - z_2)^2 4z_1 z_3 (z_1 - z_3)^2} \right)$$
$$- \frac{d}{dz_2} \left( \frac{-8z_1 z_2 z_3}{4z_1 z_2 (z_1 - z_2)^2 4z_2 z_3 (z_2 - z_3)^2} \right) - \frac{d}{dz_3} \left( \frac{-8z_1 z_2 z_3}{4z_1 z_2 (z_2 - z_3)^2 4z_1 z_3 (z_1 - z_3)^2} \right)$$

which cancels exactly.

For $m = 4$, $G_{0,4}$ consists of 29 trees, which can be constructed via Lemma 4.5 from the 4 trees of $G_{0,3}$. Let $J = \{1, 2, 3, 4\}$, it can be written as

$$0 = W_{0,4}^{(0)}(y(z_j))$$
$$= W_{4,0}^{(0)}(x(z_j)) - \sum_{i=1}^{4} \sum_{I_{1} \cup I_{2} = J \setminus \{i\}, I_{1} \neq \emptyset} \frac{1}{2!} \frac{d}{dz_i} \left( \prod_{k=1}^{4} (-2z_k) W_{|I_1|+1,0}^{(0)}(x(z_{I_1}), x(z_i)) W_{|I_2|+1,0}^{(0)}(x(z_{I_2}), x(z_i)) \right)$$
Theorem 5.1. The functional relation of \( W_{0,m}^{(i)} \) reads
\[
W_{0,m}^{(i)}(y(z_1), \ldots, y(z_m)) = \sum_{T \in \mathfrak{S}_{0,m}} \frac{1}{\text{Aut}(T)} \prod_{i=1}^{m} \sum_{k \geq 0} (-y(z_i) \frac{d}{dy(z_i)})^k \left( -y(z_i) \frac{dx(z_i)}{dy(z_i)} \right) [v^k] \left( \partial_p + \frac{v}{p} \right)^{r_i(T)-1} \cdot 1_{p=x(z_i)y(z_i)} x(z_i)^{r_i(T)} y(z_i)
\]
where the differential operator \((-y(z_i) \frac{d}{dy(z_i)})\) is acting on everything to its right and \([v^k] f(v)\) is the \(k\)th coefficient of \(f(v)\).

The equivalence to Theorem 1.1 is realised by the following proposition

Proposition 5.2. The following simplification holds
\[
\frac{1}{y(z)} \sum_{k \geq 0} \left( -y(z) \frac{d}{dy(z)} \right)^k \left( \frac{y(z)}{x(z)} [v^k] \left( \partial_p + \frac{v}{p} \right)^{r-1} \cdot 1_{p=x(z)y(z)} x(z)^{r-1} f(z) \right) = (-1)^{r-1} \frac{d^{r-1}}{dy(z)^{r-1}} f(z).
\]

First, we observe

Lemma 5.3. Let \( s_{r,k} \) be the signed Stirling number defined by \( s_{r+1,k} = s_{r,k-1} - rs_{r,k} \) with \( s_{k,k} = 1, s_{k,r} = 0 \) for \( k > r \) and \( s_{r,0} = \delta_{r,0} \). Then, the following holds
\[
\left( \partial_p + \frac{v}{p} \right)^r \cdot 1 = \sum_{k=0}^{r} s_{r,k} \frac{v^k}{p^r}
\]
Proof. We prove by induction, where the initial case is trivially true,

\[(\partial_p + \frac{v}{p})^{r+1} \cdot 1 = (\partial_p + \frac{v}{p}) \sum_{k=0}^{r+1} s_{r,k} v^k = \sum_{k=0}^{r+1} (-r \cdot s_{r,k}) \frac{v^k}{p^{r+1}} + \sum_{k=0}^{r+1} s_{r,k} v^{k+1} \]

Let us finish the proof of Proposition 5.2:

Proof of Proposition 5.2. Rewrite the lhs of Proposition 5.2 by Lemma 5.3 to

\[\frac{1}{y(z)} \sum_{k=0}^r \left( -y(z) \frac{d}{dy(z)} \right)^k \frac{y(z)}{x(z)} [v^k] (\partial_p + \frac{v}{p})^{r-1} \cdot 1_{p=x(z), y(z)} x(z)^r f(z) \]

\[= \frac{1}{y(z)} \sum_{k=0}^{r-1} \left( -y(z) \frac{d}{dy(z)} \right)^k \frac{y(z)}{x(z)} x(z)^r y(z)^{r-1} x(z)^r f(z) \]

\[= \frac{1}{y(z)} \sum_{k=0}^{r-1} \left( -y(z) \frac{d}{dy(z)} \right)^k s_{r-1,k} f(z) \]

Now, we proceed by induction. The initial case for \( r = 1 \) gives

\[\frac{1}{y(z)} s_{0,0} f(z) = f(z)\]

Now take \( r \mapsto r + 1 \), which yields for \( r > 0 \)

\[\frac{1}{y(z)} \sum_{k=0}^r \left( -y(z) \frac{d}{dy(z)} \right)^k s_{r,k} f(z) \]

\[= \frac{1}{y(z)} \sum_{k=0}^r \left( -y(z) \frac{d}{dy(z)} \right)^k (s_{r-1,k-1} - (r-1)s_{r-1,k}) f(z) \]

\[= \frac{1}{y(z)} \left( -y(z) \frac{d}{dy(z)} \right) y(z) \sum_{k=0}^{r-1} \left( -y(z) \frac{d}{dy(z)} \right)^k \frac{s_{r-1,k} f(z)}{y(z)^{r-2}} \]

\[= (-1)^{r-1} \frac{d}{dy(z)} \left[ y(z) \frac{d^{r-1}}{dy(z)^{r-1}} + (r-1) \frac{d^{r-2}}{dy(z)^{r-2}} \right] f(z) \]

where we have used the recursive formula of \( s_{r,k} \), the induction hypothesis for \( r \) with \( f(z) \mapsto \frac{f(z)}{y(z)} \). The proof is finished by the identity

\[\left[ y(z) \frac{d^{r-1}}{dy(z)^{r-1}} + (r-1) \frac{d^{r-2}}{dy(z)^{r-2}} \right] f(z) = \frac{d^{r-1}}{dy(z)^{r-1}} f(z).\]
which is nothing else than the Leibniz rule of \( \frac{d^{r-1}}{dt^r} \left[ \left( \frac{f(z)}{y(z)} \right) y(z) \right] \).

Proposition 5.2 gives an enormous simplification to the results of \( \text{BCGF}^+21b \) in case of \( g = 0 \). Following their definitions of generating series of moments and free cumulants (see \cite{Voiculescu:1986}, \cite{CMSS:2007} for more appropriate details), we define for a random variable \( a \)

\[
M_n(X_1, \ldots, X_n) := \sum_{k_1, \ldots, k_n \geq 1} \varphi_n[a^{k_1}, \ldots, a^{k_n}] \prod_{i=1}^{n} X_i^{k_i}
\]

\[
C_n(Y_1, \ldots, Y_n) := \sum_{k_1, \ldots, k_n \geq 1} \kappa_{k_1, \ldots, k_n} \prod_{i=1}^{n} Y_i^{k_i}.
\]

The following functional relation holds \cite{Voiculescu:1986}, \cite{CMSS:2007}

\[
C_1(XM_1(X)) = M(X),
\]

\[
M_2(X_1, X_2) + \frac{X_1X_2}{(X_1 - X_2)^2} = \frac{d \ln Y_1}{d \ln X_1} \frac{d \ln Y_2}{d \ln X_2} (C_2(Y_1, Y_2) + \frac{Y_1Y_2}{(Y_1 - Y_2)^2}).
\]

We conclude as a corollary the following simplification of \cite{BCGF:2021} Theorem 1.1

Corollary 5.4. Consider \( Y_i = X_iM_1(X_i) \). For \( n \geq 3 \), we have

\[
M_n(X_1, \ldots, X_n) \cdot X_1 \cdot \ldots \cdot X_n = \sum_{T \in \mathcal{G}_{n,m}} \frac{1}{\text{Aut}(T)} \prod_{i=1}^{n} \left( X_i \frac{d}{dX_i} \right)^{r_i(T)-1} \left[ \prod_{k=1}^{n} \left( X_i \frac{d}{dX_i} \right)^2 \prod_{(0,j) \in \mathcal{I}(T)} C_{[j]}(Y_j) \right],
\]

where \( \mathcal{G}_{n,m} \) is the set of trees defined in Definition 4.4 and \( r_i(T) \) is the valence of the \( i \)-th \( \circ \)-vertex, \( \mathcal{I}(T) \) the set of double sets corresponding to the \( \bullet \)-vertices in \( T \) defined in Definition 4.4 and the primed product \( \prod' \) replaces \( C_2(Y_i, Y_j) \) by \( C_2(Y_i, Y_j) + \frac{Y_iY_j}{(Y_i - Y_j)^2} \).

Proof. Identify \( W_{n,0}^{(0)}(\frac{1}{x_1}, \ldots, \frac{1}{y_m}) = M_n(x_1, \ldots, x_n) + \frac{\delta_{n,2}nx_1x_2}{(x_1 - x_2)^2} \) and \( W_{0,m}^{(0)}(y_1, \ldots, y_m) = \frac{\delta_{2,m}y_1y_m}{y_1y_m} + \frac{\delta_{2,m}}{(y_1 - y_2)^2} \) and apply Theorem 1.1 with \( x \) and \( y \) interchanged.

On the other hand, the corollary can also be proved by Theorem 1.1 of \cite{BCGF:2021} and the application of Proposition 5.2.

6. Higher Genus

The benefit of the method used in this article is that it produces a very simple realisation of the functional relation between \( W_{n,m}^{(g)} \). However, this is restricted to a fixed genus. For instance for genus \( g = 1 \), we need the initial relation between \( W_{1,0}^{(1)} \) and \( W_{0,1}^{(1)} \). The functional relation for any genus are actually known
Proposition 6.1. The following functional relation holds

\[
W_{0,2}^{(1)}(y_1, y_2) = \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} W_{2,0}^{(1)}(X(y_1), X(y_2)) \\
- \frac{d}{dy_1} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} W_{1,0}^{(1)}(X(y_1)) W_{2,0}^{(0)}(X(y_1), X(y_2)) \right) \\
- \frac{d}{dy_2} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} W_{1,0}^{(1)}(X(y_2)) W_{2,0}^{(0)}(X(y_1), X(y_2)) \right) \\
- \frac{1}{2} \frac{d}{dy_1} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} W_{3,0}^{(0)}(X(y_1), X(y_1), X(y_2)) \right) \\
- \frac{1}{2} \frac{d}{dy_2} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} W_{3,0}^{(0)}(X(y_2), X(y_2), X(y_1)) \right) \\
+ \frac{1}{2} \frac{d^2}{dy_1^2} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} \hat{W}_{2,0}^{(0)}(X(y_1), X(y_1)) W_{2,0}^{(0)}(X(y_1), X(y_2)) \right) \\
+ \frac{1}{2} \frac{d^2}{dy_2^2} \left( \frac{dX(y_1)}{dy_1} \frac{dX(y_2)}{dy_2} \hat{W}_{2,0}^{(0)}(X(y_2), X(y_2)) W_{2,0}^{(0)}(X(y_1), X(y_2)) \right)
\]
The last two lines of Proposition 6.1 give a new arising structure. All the other terms are in principle constructable by extending the definition of trees in Definition 4.1 to more general decorated graphs. To give results in $g > 1$, the initial functional relation between $W_{1,0}(g, 1)$ and $W_{0,1}(g, 0)$ has to be known, which is not achievable by the loop insertion operator.
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