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Abstract—Adversarial attacks in deep learning models, especially for safety-critical systems, are gaining more and more attention in recent years, due to the lack of trust in the security and robustness of AI models. Yet the more primitive adversarial attacks might be physically infeasible or require some resources that are hard to access like the training data, which motivated the emergence of patch attacks. In this survey, we provide a comprehensive overview to cover existing techniques of adversarial patch attacks, aiming to help interested researchers quickly catch up with the progress in this field. We also discuss existing techniques for developing detection and defences against adversarial patches, aiming to help the community better understand this field and its applications in the real world.

Index Terms—Deep learning, adversarial attack, patch attack, patch detection, patch defence.

I. INTRODUCTION

Deep learning techniques have been rapidly developed with a tremendous increase in not only performance but also applicability over the last two decades. Specifically, the advent of convolution-based neural networks (CNNs) led to a giant leap of progress on vision-based tasks such as face recognition and object recognition [1]–[3]. These various CNNs of multifarious architectures have gained huge popularity and extraordinary performance that could match the human performance (like perception and decision making) and even more [4]–[8]. However, the adoption of CNN-based systems for real-world applications has not been closely consistent with their encouraging performance improvement, with multifold reasons—including the lack of explainability [9]–[17], the infeasibility of implementation [12], [13], limited training and slow response time [14]–[16]—but most essentially, due to the lack of trust in security concerns [17]–[21], especially for safety-critical systems. Quite recently, a myriad of adversarial attacks demonstrated the vulnerability of deep learning systems, exposing the threat of implementing them in the real world [22]–[28]. Apart from a general security threat, the attacks also help in understanding the limitations of CNN-based models in some cases [29], [30].

The most primitive adversarial attacks typically demonstrated in CNNs misled the model imperceptibly via small additive noise [31], [32]. Some attacks that followed often overlapped the main object in the scene, attacking the model in a natural way [33], [34]. Meanwhile, a new kind of attack termed Poisoning attacks misled the models by feeding them incorrect patterns during the training, such as Poison Frogs [35] and Backdoor attacks [36]. Despite their efficiency, most of these attacks were infeasible either physically or due to the required resources, for example, access limitations to the training data. Therefore, a form of localised and visible contiguous perturbation of image pixels emerged, known as Patch attacks [37]. A patch is a patterned sub-image that is generally masked over the input image to attack the model, and its inherent characteristic makes it physically implementable in a real-world scenario. Moreover, patch attacks are universal and evasive, which allows an adversary to run even when it has no knowledge about the system or the used training data [38]–[41]. The only limitation of patch attacks is the visibility to human eyes, although humans are seldom involved in most AI-based systems.

The detection and defence of practical patch attacks have gained the utmost popularity in the community concerning the security threat of CNNs. However, most of the existing surveys around adversarial attacks [42]–[51] lack a dedicated focus on adversarial patch attacks. To bridge this gap, we comprehensively summarise various adversarial patches and the corresponding mitigation techniques in this survey, presenting a start for the research in similar lines of practical attacks for vision-based tasks. The remainder of this article is organised as follows. To begin with, we briefly introduce the necessary definitions and notations in Section II. After that, we specifically report summaries of adversarial patch attacks in Section III and that of patch detection/defence in Section IV respectively. In the end, we discuss some opening challenges of patch attacks for future work in Section V.

II. PRELIMINARIES

In this section, we formally define the necessary notations and introduce relative concepts that are used in this paper.

Notations In this paper, tensors, vectors, and scalars are denoted by bold italic lowercase letters (e.g., $\mathbf{x}$), bold lowercase letters (e.g., $x$), and italic lowercase letters (e.g., $x$), respectively. Then the transpose of a vector is denoted by $\mathbf{x}^T$. Data/hypothesis spaces and distributions are represented by bold script uppercase letters (e.g., $\mathcal{X}$) and serif uppercase letters (e.g., $X$), respectively. Operators are denoted by particular
alphabet symbols (e.g., $\mathcal{A}$). We use $\mathbb{R}$ and $\mathbb{E}$ to denote the real space and the expectation of a random variable, respectively. Other used symbols and their definitions are summarised in Table I. Then we follow these notations to formulate the problem and introduce necessary concepts in the meanwhile.

| Notation | Definition |
|----------|------------|
| $x \in \mathcal{X}$ | the input of neural networks where $\mathcal{X} = \mathbb{R}^{w \times h \times c}$ with $w, h$, and $c$ as the width, height, and the number of channels ($c = 3$ in RGB images) |
| $y \in \mathcal{Y}$ | the output label produced by a generic model $\mathcal{M}$ for the input image, where $\mathcal{Y} = \{0, 1, \ldots, n_c - 1\}$ and $n_c$ denotes the number of labels |
| $\tilde{y}$ | the membership probability vector, predicted by the pre-trained model $\mathcal{M} (y|x)$ for a given image input $x$ |
| $x' \in \mathcal{X}$ | the perturbed image given the crafted noise $\delta \in [0, 1]^{w \times h \times c}$ |
| $p \in \mathcal{P}$ | the binary pixel block to mask a small restricted region, where $\mathcal{P} \subset \{0, 1\}^{w \times h}$ |

There are lots of attacks in the literature and many ways to classify them as well. For example, the demand for the information of the target network distinguishes between the white-box and black-box attack. In the former, the attack has full access to the network information (including the architecture, parameters, gradients, etc), while none of the model’s inner configuration would be available in the latter. Sometimes, one can create an attack called a gray-box attack which trains a generative model to gain the ability to produce adversarial examples without a victim model, in which case the victim model would be needed before the generative model was trained good enough. A crafted attack would be called an evasive attack if it is carried out to fool a model at test time without any previous knowledge of the model’s architecture or parameters. Note that a universal attack means its performance would be independent of the image or the model, knowing from the image-specific or model-specific attack.

Let $x \in \mathcal{X}$ be an original RGB image as input, referred to as the clean image, and $x' = x + \delta$ be the perturbed image for the crafted noise $\delta$. Attacks requiring access to every pixel in the image would be called a digital attack and is usually infeasible in real-world scenarios. For a generic model $\mathcal{M}$, the membership probability vector $\tilde{y}$ for a given image $x$ is predicted by its pre-trained version $\mathcal{M} (y|x)$. Then the original label $y_o$ and target label $y_t$ could be formulated as

$$y_o = \text{argmax} [\mathcal{M}(\tilde{y}|x)],$$

and

$$y_t = \text{argmax} [\mathcal{M}(\tilde{y}|x')],$$

predicted on the original image $x$ and perturbed image $x'$, respectively. Attacks deceiving the model to predict all images to one predefined label (i.e., a target label) would be called a targeted attack, while those misleading the model to any labels other than the true label of this image would be called an untargeted attack.

Additionally, attacks that force the model to learn inaccurate patterns based on the manipulated training data would be called a poisoning attack. Another point is that the visibility to a human’s eye distinguishes between the imperceptible and perceptible/visible attack when the perturbations are added to an image to cheat the model. Note that the metric transferability is used to measure the generalisation of an attack, describing its capability to fool a model on an image from one dataset where neither the model nor the dataset may be a necessary part of its training.

Crafting an attack typically means formulating an optimisation problem and utilising a gradient descent based algorithm to iteratively train the additive noise on the image. In an untargeted attack, the probability of classifying $x$ as the original label $\mathcal{M}(y = y_o|x')$ is minimised, while in a targeted attack, the probability of classifying $x$ as the target label $\mathcal{M}(y = y_t|x')$ is maximised. In norm-based imperceptible adversarial attacks, the noise $\delta$ is added to each pixel over the entire image, given by $x' = x + \delta$. In contrast, the perturbed region is confined to a small restricted region in patch attacks, defined as

$$x' = (1 - p) \odot x + p \odot \delta,$$

where $\delta$ is the adversarial patch noise and $p$ represents the binary pixel block to mask the patch area, known as an adversarial patch. Note that the symbol $\odot$ represents the Hadamard operator that performs element-wise multiplication of pixels from the respective matrices. The pixel block (mask) determines the area and location of the patch over the image. Figure shows an example of a perturbed image (i.e., the adversarial image), where the attacker that crafts the adversarial patch is known as the adversary.

The region of pixel manipulation distinguishes between the global and local perturbations. In the former, every pixel in the
image is manipulated to perform an attack, while in the latter, only pixels within a small restricted area are manipulated. If the perturbed pixels are all adjacent to each other, it would be a continuous perturbation where one pixel can join all perturbed pixels without skipping one in between. By physically printing patches in the form of stickers or posters, the attack could also be applied to the real world, known as a physical attack. Moreover, the mechanism to detect a patch’s presence and location in an image is known as patch detection, consequently, the mechanism to mitigate or nullify the effect of an adversarial patch attack on predictions is known as a patch defence.

While different patch variants may vary greatly, they share a typical patch training methodology to form the basis, as shown in Algorithm 1. In each iteration, the patch is applied to random locations in the image, ensuring that the trained patches are robust when applied to different locations. An Expectation over Transformation (EOT) [26] technique is often adopted as well to improve the robustness of the crafted patch, defined as

$$\mathbf{p}_t = \arg\max_p \mathbb{E}_{x \sim X, t \sim \mathbb{T}} \log \mathcal{M}(\hat{y}(x, t, t)),$$

where $\mathcal{A}(\mathbf{p}, x, t)$ is a patch application operator, applying the transformation $t$ (e.g., scale or rotations) to the patch $\mathbf{p}$ and then puts it at the location $t$ on the image $x$ [37]. Note that $X$ represents the distribution of training images, while $T$ and $L$ denote the distributions of random transformations and locations of the patch over the image, respectively. EOT allows the robustness of the patch to be extended to transformations like rotation and scaling. It is worth mentioning that various stopping criteria vary in the threshold depending on the quality of the crafted patch or the speed of training, such as the desired confidence score on the target label, the maximum number of iterations, or the timing when the objective function fails to decrease substantially (like meeting some threshold).

### III. ADVERSARIAL PATCH ATTACKS

Adversarial patch attacks are a class of localised perturbations (typically of contiguous pixels) that are capable of misleading the model in vision-based tasks. Unlike globally perturbed and imperceptible $L_1$, $L_2$, or $L_\infty$ norm-based attacks, patch attacks are overt to human’s eyes because of the inherent characteristic of being restricted to a small region. The local perturbations sacrifice stealth as they have to be large enough in magnitude to carry out a successful attack.

Despite the crucial covertness for an attacker, patch attacks belong to both the most straightforward physically attainable adversarial attacks and evasive attacks that require no access to the training data, therefore becoming particularly attractive in recent years [43], [52]. Patch attacks are usually printed in the form of posters or stickers, capable of being applied over the target objects in the scene. Robust patch stickers on the target object would not affect their attacking ability and effectiveness by locations.

In this section, we will summarise existing strategies to design patches for various scenarios and review the crafting mechanism for various patch attacks.

#### A. Patch attacks for classification tasks

The concept of adversarial patch attacks that are generated through training was firstly demonstrated by Brown et al. [37] in 2017, presenting a universal and targeted attack on real-world physical objects. Although primitive, this attack was also highly robust and practical, building a foundation for subsequent adversarial patches. Brown et al. [37] also presented camouflaged patches under constraints to force the similarity between the final patch and the starting patch. This attack is usually created in a relatively larger size and consequently is more evident to human eyes. Brown et al. [37] claimed that the region with the patch posing a security concern would become the most salient feature in the image, which was invalidated and thus distinguished it from LaVAN [30]. Karmon et al. [30] proposed LaVAN (Localised and Visible Adversarial Noise) in a smaller size than adversarial patches [37] with similar attack effectiveness, focusing more on the model weaknesses that led to misclassification. LaVAN was the first to introduce some stealth properties in patch attacks. Karmon et al. [30] conducted patch perturbations in both images and networks for which the latter was more effective though not physically attainable. While it was more effective, LaVAN lacked robustness across transformations.
(like rotation) and locations over the image. Another attempt to make the adversarial patch less suspicious to human eyes was the adversarial QR patch [62], [63]. It was created using a masked patch initialized with a QR pattern and trained later to make successful attacks. QR patches opened the door to a new dimension where adversarial patches were trained using QR codes or some other strict patterns to mislead the human intuition. However, the harder one tried to obfuscate the patch from human detection, the less effective these attacks were.

As we can see from the three aforementioned concepts, patch attacks are effective yet noticeable due to their irregular structure and unnatural appearance in the scene. Most efforts that are taken to reduce the identification of patches are observed to be the sacrifice of attacking behaviours. The reasons behind this stem from the fact that producing stronger attacks requires large perturbations without many structural constraints like in the QR patch [62] and that the lack of constraints on perturbations leads to irregular and random patterns in the perturbation learning. Hence there exists a trade-off between patch identification and attack effectiveness. However, Liu et al. [54] argued that understanding the network perceptual sensitivity to adversarial patches could help to design more visually natural patches with strong attacking capability, which had been overlooked by existing patch attacks by then. They designed PS-GAN (Perceptual-Sensitive Generative Adversarial Networks) to improve the visual fidelity and enhance the attacking ability, which was also demonstrated to have good transferability across network structures. Alternatively, Gittings et al. [65] proposed an image reconstruction technique using deep image prior (DIP) [65] to develop imperceptible perturbations that were robust to affine deformations, namely an attack based on local patches. They also claimed that the proposed image reconstruction helped achieve greater flexibility for perturbations across the whole image.

Unlike these five patches that were trained on the training data for deep neural networks, Zhou et al. [60] proposed DiAP (Data-independent Adversarial Patch) to fool the target model without any knowledge of the training data. In this technique, non-targeted attacks were generated by optimising a spurious activation objective to deceive the features learned on each layer in the model and then were transformed into targeted ones by extracting important features from the background of the target class. However, the evaluation of DiAP on the whitebox-single model and whitebox-ensemble did not show superiority over the original adversarial patch [60].

### B. Patch attacks for detection tasks

The transferability of adversarial patches trained for classification usually fails to apply to object detection because of the inherent differences between their targets [53]. The model trained for detection tasks is expected to identify the location and then classify the object in a given proposed region, while in classification, only one object in the image is expected to be classified correctly. Adversarial patches for classification tasks perform an attack by training a patch to generate more salient features than those present in the image, thereby misleading the CNN models [37]. However, in typical detection tasks, well-known architectures (such as YOLO [66] or R-CNN [67–69]) involve generating many region proposals to initially locate objects and then classify them. Therefore, instead of one single salient feature in an image, several proposed objects and their bounding boxes need to be attacked in object detection scenarios.

After Brown et al. [37] demonstrated the effectiveness of adversarial patches in classification, Liu et al. [53] extended their idea to object detection, called DPatch (adversarial patch attack on object detectors), where the patch was iteratively trained to attack bounding box regression and object classification concurrently. DPatch could perform both untargeted and targeted attacks depending on how the patch was trained and empirically depicted decent attack transferability across datasets. However, DPatch was restricted to digital image scenarios, which inspired Lee and Kolter [70] to propose subtle modifications to make it more powerful and extend the ability to mislead object detection in real-world applications. Lee and Kolter [70] also claimed their patch attack was invariant to different lighting conditions, locations, or transformations even in real-world scenes. Moreover, DPatch contained a fundamental flaw where the pattern produced in the patch was not clipped in the allowable range for RGB pixels and thereby produced no actual image [70]. Therefore, Madry et al. [27] proposed PGD (Projected Gradient Descent) technique where the projection operation restricted the values of pixels within the permitted boundary (i.e., RGB range), allowing

---

**ILLUSTRATIONS**

| First for classification tasks [37] and object detection [53] |
| First GAN-based [54], physical patch [55], and to fool cameras [56], [57] |
| First for attacking depth estimation [58] and image semantics [59] |
| Data independent adversarial patch [60], and adaptive adversarial patch [61] |

**SIGNIFICANT CONTRIBUTION IN CONTINUOUS YEARS**

Fig. 2. Important advances in adversarial patch attacks. Note that we only highlight some of adversarial attacks here, however there are more.
for transferability of attacks to the real-world. However, the effectiveness of these patches was reduced as the objects were farther away from them. In this case, increasing the size of patches led to a stronger adversary. Afterwards, Wu et al. [71] proposed DPA (Diffused Patch Attack) which aimed to perturb a small image area and effectively attack many features in the scene. Then Huang et al. [72] extended their work [71] and proposed RPA (Refined Patch Attack) by perturbing less pixels to create attacks as imperceptible as possible meanwhile retaining the effectiveness. They utilised the knowledge of key pixels to refine the patch and removed pixels in the patch that less affected the attack to reduce the number of unnecessary perturbations. Moreover, ensemble learning was carried out during the training phase in RPA to make the patch robust across model architectures.

The first adversarial patch in the physical world for object detection was demonstrated by Song et al. [55], inspired by RPA (Robust Physical Perturbations) [73] for object classification. They presented the vulnerability of object detectors in the physical world and two types of attacks i.e., the disappearance attack and the creation attack with stop signs on the road. In the former, the untargeted attack was performed by suppressing the generation of bounding boxes and thereby stopping the detector from detecting objects in the scene, while in the latter, the detector was fooled to detect non-existent objects in the scene. Despite the effectiveness of adversarial patches in both digital and real-world applications, most of the attacks discussed until now highlighted the feasibility in the scenes where intra-class variation was minimal. Thys et al. [56] attempted to fool models in surveillance cameras to detect persons, which were usually used in high-security zones to detect trespassing into a restricted area. This was challenging because the attack needed to be equally effective against people in front of the camera with different colors, sizes, clothing, orientations, and poses. Moreover, people were much more varied in terms of shapes and appearances than road signs which were usually consistent. For example, a stop sign appeared the same regardless of the environments it was in. Thys et al. [56] proposed a loss objective to reduce instead of the classification score, bringing attacks that performed exceptionally well in practice, although they required strong conditions on location and lacked transferability across model architectures as well. Another application of fooling cameras was the camouflage of military assets against aerial detection, which was an extended work of [56] proposed by Hollander et al. [57]. They modified the loss function slightly to make the patch more difficult for human eyes to detect. Hollander et al. [57] empirically presented a trade-off between size and performance, where the attack was most effective with the large patch exactly over the asset/object of interest yet small patches (even including less colorful ones) on the object gave a better performance, depicting how vital the patch location was in the attack. As illegal drone usage increased for surveillance near military or defended areas, the patch camouflage application became of utmost importance and a potentially viable threat. On the other hand, it helped eradicate the requirement of manual camouflage nets to cover assets, because bigger assets or larger numbers of them often made it infeasible. Moreover, Lu et al. [61] proposed Patch-Noobj to adaptively scale the patch size based on the size of attacked aircraft, showing attack transferability across both models and datasets.

Stationary patches that were static in the scene [53], [55]–[57] would become less effective if the relative position of the camera changed with respect to an attacked image, like a moving car on the road. The patch performance became uncertain due to two reasons: 1) the camera angle changed by relative motion; 2) the change of the camera’s field of view led to different sizes of target objects in each frame. Most of these patches worked for planar objects [56] except for non-planar, yet objects to the attacks in most real-world scenarios were non-planar. Therefore, Hoory et al. [74] designed the Dynamic Adversarial Patch to be invariant to the camera’s position by switching between the trained patches to make the attack dynamic to the upcoming scene. Moreover, multiple screens were placed at different locations to attack detection when the camera’s viewpoint changed or several cameras were present at the scene. Semantic adversary features were also introduced to prevent semantically related classes (such as car, bus, or truck) from having the same influence on autonomous driving scenarios. Note that the dynamic patch [74] was the first attempt to make an adversary adaptable to dissimilar situations. However, drawbacks also existed that required future explorations of real-world scenarios, including: transferability across architectures, environments, or models, as well as cost requirements for screens or LEDs.

Additionally, Zolfi et al. [39] proposed the translucent patch to apply it on the camera lenses, while most attacks were proposed to attack objects. This patch used for object detection was able to attack the target object only and leave the rest of the objects in the scene untouched, which was more challenging than that of [25] for object classification. Zolfi et al. diligently crafted the patch to incorporate necessary features in the attack including the patch structure, region-level patch blending, shape positioning, and shearing. They also presented empirically that the attack was transferable across model architectures like R-CNN. Wang et al. [76] designed the invisibility patch to attack target classes only in the scene by making the target object invisible to the detector. The patch is trained iteratively to minimise the loss of a detection score concerning the target class. This attack is highly transferable across datasets, architectures, and from the digital to the physical world. Wang et al. [76] proposed to display patches on a portable screen instead of a poster or sticker, showing a good performance in the physical world. However, the limitation of this attack existed as the patch was required to be present exactly over the target image and the need of a hardware screen also increased the cost to perform an attack. In the context of most existing attacks using random gradient descent to generate and adjust the patch, Lang et al. [77] proposed AGAP (Attention-Guided digital Adversarial Patch) using high feature density regions in the image to calculate the location and size of the generated patch. A heat

1 Planar is with respect to the object’s real-world geometry. For example, road signs are planar, but a human body is not.
TABLE II
A brief summary of various adversarial patch attacks for different vision tasks. Note that the last column called “Physical Demonstration” represents whether the authors presented the transferability of their patch attack(s) into the physical world.

| Patch Attack | Attacked Model Architecture(s) | Dataset(s) | Physical Demonstration |
|--------------|---------------------------------|------------|------------------------|
| Adversarial patch | VGG16, VGG19, ResNet50, InceptionV3, Xception | ImageNet | Yes |
| LaVAN        | InceptionV3                      | ImageNet   | No |
| QP patch     | InceptionV3                      | ImageNet   | No |
| PS-GAN       | VGG16, ResNet34, VGG19, and their variants | ImageNet, GT, RB | No |
| Local patch via DIP | VGG16, VGG19 | ImageNet   | Yes |
| DiAP         | Xception                         | ImageNet   | Yes |
| Camera stickers | ResNet50                      | ImageNet   | Yes |

Adversarial patches were generated by PS-GAN where Liu et al. [54] employed U-Net with customisation on QuickDraw [86] correspondingly.

*Gittings et al. [64] adapted the local patch based attack to generate adversarial images via DIP (deep image prior) [65] reconstruction.

Li et al. [53] proposed a physical camera-based attack for object classification.

(a) Brief summary for CLASSIFICATION

| Patch Attack | Attacked Model Architecture(s) | Dataset(s) | Physical Demonstration |
|--------------|---------------------------------|------------|------------------------|
| DPatch       | YOLOv2                          | Pascal VOC 2007 | No |
| Extended RP2 | YOLOv2                          | Faster R-CNN | No |
| Physical patch +PDD | YOLOv2 | Seld-made data (indoors and outdoors) | Yes |
| Patch against person detectors | YOLOv2 | INRIA | Yes |
| DPAttack     | YOLOv4                          | Faster R-CNN | No |
| RPAttack     | YOLOv4                          | Faster R-CNN | No |
| Patch against aerial detection | YOLOv2 | Alaaba| No |
| Patch-Noobj  | YOLOv3                          | Faster DOTA | No |
| Translucent patch | YOLOv2 | Faster | No |
| Invisibility patch | YOLOv2 | Faster R-CNN | No |
| Dynamic patch | YOLOv3 | Faster R-CNN | No |
| AGAP (Attention-guided patch) | YOLOv2 | Faster R-CNN | No |

*Li et al. [53] tested the transferability of DPatch trained by MS COCO on Pascal VOC, where VGG16 and ResNet101 served as Faster R-CNN’s basic networks.

**Ekhof et al. [55] modified RP2 (robust physical perturbations) [104] and experimented upon self-recorded videos (in a mix of lab settings). Lee and Kolter [70] created adversarial patches based on untargeted PGD (projected gradient descent) [57] with expectation over transformation. Thys et al. [56] trained the YOLO detector on MS COCO 2014 and only tested on INRIA, because the variety that COCO [90] and Pascal VOC [94] contain made it difficult to put their patch in a consistent position.

Ren et al. [57] tested DPA/Attack using data from Alibaba-Tianchi competition and Alibaba-Tsinghua adversarial challenge on object detection. Later, Ren et al. [63] tested RPAttack using data from Alibaba-Tsinghua adversarial challenge on object detection that sampled 1,000 images from MS COCO 2017 test set [49].

La et al. [61] empirically demonstrated Patch-Noobj’s transferability in three scenarios: dataset-to-dataset, model-to-model, and joint both. Wang et al. [56] also demonstrated the transferability of the invisible patch attack across models and datasets. Zolti et al. [58] demonstrated the transferability of the translucent patch attack on two attacked models: YOLOv2 [87], and Faster R-CNN [69].

(b) Brief summary for DETECTION

map was used to identify the important features of the image and help locate the object position. However, the heat map was constructed on digital images, which caused the feature density to vary significantly in real-world examples and resulted in reduced attack success rate.

C. Patch attacks for other vision-based tasks

Up to now, the adversarial patches that we discussed focus on either object classification or object detection applications. There are other adversarial patches as well. For example, Mirsky [59] proposed RAP (Remote Adversarial Patch, aka. IPatch) to attack image semantics, which was simple to implement as the trained patch could be placed anywhere in the image. This attack became useful when the target object was impractical to reach (e.g., sky or moving car) or applying the patch on the target became highly obvious (e.g., sticker on a stop sign), because the patch could affect the target class or semantics even if it was located far away from the target object. Moreover, Yamanaka et al. [58] crafted a patch over the target region in an image to mislead the model in detecting its actual depth. They argued that monocular depth estimation was vulnerable with only one image because its inherent characteristic was based on non-depth features such as colors and vertical positions. This attack was one of the earliest works towards attacking depth estimation in the physical world and presented the transferability to it as well. Additionally, Zhao et al. [129] proposed AP-GAN (Adversarial Patch-GAN), a technique that was similar to PS-GAN for crafting adversarial patches using generative adversarial networks (GANs). AP-GAN misled the identifier to return dissimilar images for input queries in image retrieval applications. This was a semi-whitebox attack because the target model was only required during training and not during inference. AP-GAN could be physically applied through stickers or posters and remained similarly effective under affine transformations in the physical world even when the relative position of objects and the camera did change. AP-GAN was also the first adversarial patch for image retrieval, showing good transferability across detector models and datasets.
IV. PATCH DETECTION/DEFENCE

Adversarial patch attacks have been demonstrated as potential and practical threats in real-world scenarios. Therefore, developing detection and defence against adversarial patches becomes increasingly important due to widespread use in security systems and safety-critical domains, such as autonomous vehicles on the road, CCTV camera and drone surveillance, and potential intruders along the perimeters of buildings or in military applications. Patch attacks are relatively easy to craft yet difficult to defend against. Designing defences for imperceptible norm-based attacks utilises an adversarial version of the original data distribution to help the model learn the behaviour of adversarial inputs. The failure of adversarial training would be instrumental in designing diverse defence techniques for patch attacks, such as using inherently robust architectures and saliency maps. The possibility of patch attacks in different forms has also been inspired by the formulation of certified defences. Defences for patch attacks are typically viewed as a detection problem. Once the patch’s location is detected, the suspected region would be either masked or inpainted to mitigate the adversarial influence on the image. In this section, we discuss the state-of-the-art defence techniques against patch attacks to produce robust vision models. The defences presented here have been grouped into logical categories and arranged in chronological order for ease of understanding.

A. DEFENCES BASED ON SALIENCY MAPS

Adversarial patches are observed to increase high-frequency perturbations in local regions of an image and generally do not overlap with salient objects. In localised attacks, dense clustering around perturbations is often observed in saliency, while in contrast, the output without the attack is affected by the entire image rather than a small local area, which is helpful to detect the location of patch attacks. The idea of saliency-based defences is simple and attractive to detect adversarial patches. However, its performance usually greatly depends on the quality of saliency maps, because the intended objects might be highly active in the saliency map sometimes.

For instance, Hayes [140] first proposed DW (Digital Watermarking), a defence against adversarial patches for non-blind and blind image inpainting, inspired by the procedure of digital watermarking removal. A saliency map of the image was constructed to help remove small holes and mask the adversarial image, blocking adversarial perturbations. This was an empirical defence with no guarantee against adaptive adversaries. It also laid the foundation for the following certified defences of patch attacks. Naseer et al. [141] proposed LGS (Local Gradient Smoothing) to suppress highly activated and perturbed regions in the image without affecting salient objects. Specifically, the irregular gradients were regularised to suppress highly activated LGS (Local Gradient Smoothing) layers that were located on multiple stages in the decoding phase to recover internal feature maps.

| Vision Task | Patch Attack | Attacked Model Architecture(s) | Dataset(s) | Physical Demonstration |
|-------------|--------------|-------------------------------|------------|------------------------|
| OBJECT RECOGNITION SEGMENTATION | IPatch \(^1\) | YOLOv3, YOLOv5, CamVis \(^{105}\) | No |
| DEPTH ESTIMATION | MonoDepth \(^6\) | Stereo \(^*\) \(\rightarrow\) Mono \(\text{MSRPG}^{119}\) | Yes |
| OPTICAL FLOW | Patch against optical flow networks \(\text{FlowNetC}^{120}\) | Yes |
| IMAGE RETRIEVAL \(\text{Lytos}^{130}\) | AP-GAN \(129\) | VGG16, ResNet101 \(130\) | Yes |
| PERSON REID \(\text{Lytos}^{130}\) | AP-GAN \(129\) | ResNet50 \(\text{MGN}^{135}\) | No |
| VEHICLE REID \(\text{Lytos}^{130}\) | AP-GAN \(129\) | open-VehicleReID \(\text{VeRi776}^{139}\) | No |

\(^1\) After analysing the patch against segmentation models, Mirsky [59] presented it as an extension using the same training framework on other semantic models.

\(^*\) A brief summary of various adversarial patch attacks for different vision tasks (cont): (C) Brief summary for other visual tasks. Note that the last column called “Physical Demonstration” represents the same meaning as that in Table III.
proposals. Moreover, the suspicious adversarial region was placed at random locations in the preserving image, which possibly occluded the main objects in the scene resulting in incorrect predictions.

It is worth mentioning that none of these three empirical defences \cite{140, 141, 142} was effective enough to mitigate general patch attacks. To this end, Chen et al. \cite{143} proposed Jujutsu to detect and mitigate robust and universal adversarial patch attacks by leveraging the attacks’ localised nature via image inpainting. A modified saliency map \cite{144} was used to detect the presence of highly active perturbed regions, which helped to place suspicious extracted regions in the least salient regions of the preserved image and avoid occlusion with main objects in the image. Jujutsu showed a better performance than other empirical defences in terms of both robust accuracy and low false-positive rate (FPR), across datasets, patches of various shapes, and attacks that targeted different classes.

B. Defences based on adversarial training

The conventional solution of adversarial training is not achievable for patch attacks, because the combination of the possible patch placement on an image is numerous and the task of producing new patches at each iteration is infeasible. Patch attacks are local and perceptible, implying a highly active and overt region in the image. Besides, the magnitude of noise in patch attacks is relatively much higher, unlike norm-based covert noise. Adversarial training with patch attacks will lead to training on a divergent data distribution from the original one, impacting the decision boundary and sacrificing natural accuracy. Hence designing defences based on adversarial training requires some careful consideration and modification of either the training process or the architecture level. In this subsection, we discuss the defences built on modified versions of adversarial training.

Gittings et al. \cite{145} were the first to propose training-time defence against patch attacks, while two defences \cite{140, 141} that exploited highly active visual behaviours on saliency maps were also based at inference time. They proposed VaaS (Vax-a-Net) to defend against adversarial patch attacks in image classification, where DC-GAN (Deep Convolutional Generative Adversarial Network) \cite{146} was adapted to synthesise effective adversarial patches and train the model simultaneously to defend against those patches. In contrast to the model behaviours against imperceptible attacks, Rao et al. \cite{147} developed an adversarial training technique to improve the model robustness against adversarial patches without sacrificing clean accuracy. They also ameliorated LaVAN \cite{30} with additional features of location optimisation, bringing extra computational cost due to the full exploration of the space of all possible locations.

C. Defences based on small receptive fields

Xiang et al. \cite{157} presented a defensive technique against adversarial patches named PG (PatchGuard) that used CNNs with small receptive fields to build robust classifiers. A small receptive field restricted the number of features that were influenced by the attack and helped to find feature boundaries. After that, a feature aggregation method was used to mask and recover the correct prediction. PG was claimed not only to be robust but also to maintain high clean accuracy against localised adversarial patches. Later on, Xiang and Mittal \cite{159} proposed PG++ (PatchGuard++) to detect patch attacks by feature extraction. They demonstrated that PG++ significantly improved not only the provable robust accuracy but also the clean accuracy. Furthermore, Xiang and Mittal \cite{161} also presented DG (DetectorGuard), which first achieved a provable robustness against hidden localised patches, providing formal guarantees in an adversarial setting. It aimed to secure object detectors mainly in autonomous driving, video surveillance, and identity verification, while most of the adversarial defences focused on the domain of image classification.

D. Certified defences

Most defences proposed in the context of adversarial patches are based on pre-processing of inputs at inference time \cite{140, 141}. However, Chiang et al. \cite{164} argued that these defences were easy to break with white-box adversaries, which encouraged the development of certified defences. Certified defences could not only defend against patch attacks but also provided the guaranteed confidence with what they were able to defend. Certified defences are usually computationally expensive as they involve evaluation of extreme bounds during operations that help to certify the model given the worst-case scenarios. Therefore, they are relatively slower and less scalable than their counterparts. Despite the limitations of time cost, certified defences are the first step towards the ultimate robustness in deep learning based vision systems. We discuss the defence techniques that ensure certification in this subsection.

Chiang et al. \cite{164} proposed the first certified defence against patch attacks with CertIBP (IBP certified models) and faster ways of training, whereas the former shared some similarities with IBP (Interval Bound Propagation) \cite{185} and CROWN-IBP \cite{186}. They observed the certified accuracy of CertIBP outperformed the empirical accuracy of LGS \cite{141} and DW \cite{140} and that the certified defence was robust against all shapes of an adversarial patch. Despite the substantial guarantee over the certified defence, however, its scalability was demanding and infeasible due to the computational burden increased quadratically with the size of images. Levine and Feizi \cite{162} utilised randomised smoothing—which was extensively used for certified defences against L2 \cite{187}, L1 \cite{165}, and L0 \cite{188} attacks—and extended robustness through it to DRS (De-Randomised Smoothing) for certified defences against patch attacks. Specifically, they exploited the fact that patch attacks appear in a more constrained setting than L0 attacks \cite{188} and accordingly adopted a de-randomised procedure to craft defences that incorporated knowledge of the patch structure. Although this was a pure defence strategy that did not reveal the patch location, it did provide guaranteed robustness against generic patch attacks. Moreover, Lin et al. \cite{166} proposed RCD (Randomised Cropping Defence) against patch attacks, where random cropped subsets from the original image were classified independently and the original image was classified as the majority vote over predicted classes of
### TABLE IV

A brief summary of various adversarial patch detection/defences. Note that the last column called “Physical Demonstration” represents whether the authors presented empirical results of their patch defence(s) in the physical world.

| Patch Defence | Attacked Model Architecture(s) | Against Attack(s) | Dataset(s) | Physical Demonstration |
|---------------|--------------------------------|-------------------|------------|------------------------|
| CertIBP | CNN, fully-connected network | Sparse attacks | MNIST, CIFAR10 | No |
| PixelIBP | DNNs (such as InceptionV3) | L2-norm attacks | MNIST, CIFAR10, CIFAR100, SVHN, ImageNet | No |
| RCD | ResNet9, ResNet34 | Adversarial patch | CIFAR10, ImageNet | No |
| BagCert | ResNet50 | Adversarial patch | CIFAR10, ImageNet | No |
| Defence for vehicle control | DeNet | JSMA-based patches | CARLA simulator | No |
| Detection for semantic segmentation (SS) | DDRNet | EOT-based patches | CARLA simulator | No |
| MR | SimpNet | scene-specific patches | Cityscapes | No |
| Detection with image | VGG19 | Adversarial patch | MNIST, FashionMINST, CIFAR10 | No |
| Residuals | CNN, CapsNet | Black-box attacks, adaptive (white-box) attacks, gray-box attacks | Pascal3D, GTSRB | No |
| CompNet | VGG16 | Black-box attacks | MNIST, CIFAR10, SVHN | No |
| Improved CapsNet | CNN, CapsNet | White-box attacks | CIFAR10, ImageNet | No |
| PatchVeto | VIT-B/16 | Adversarial patch | CIFAR10, ImageNet | No |

### (a) Defences based on SALIENCY MAP, ADVERSARIAL TRAINING, or SMALL RECEPTIVE FIELDS

| Patch Defence | Attacked Model Architecture(s) | Against Attack(s) | Dataset(s) | Physical Demonstration |
|---------------|--------------------------------|-------------------|------------|------------------------|
| CertIBP | CNN, fully-connected network | Sparse attacks | MNIST, CIFAR10 | No |
| PixelIBP | DNNs (such as InceptionV3) | L2-norm attacks | MNIST, CIFAR10, CIFAR100, SVHN, ImageNet | No |
| RCD | ResNet9, ResNet34 | Adversarial patch | CIFAR10, ImageNet | No |
| BagCert | ResNet50 | Adversarial patch | CIFAR10, ImageNet | No |
| Defence for vehicle control | DeNet | JSMA-based patches | CARLA simulator | No |
| Detection for semantic segmentation (SS) | DDRNet | EOT-based patches | CARLA simulator | No |
| MR | SimpNet | scene-specific patches | Cityscapes | No |
| Detection with image | VGG19 | Adversarial patch | MNIST, FashionMINST, CIFAR10 | No |
| Residuals | CNN, CapsNet | Black-box attacks, adaptive (white-box) attacks, gray-box attacks | Pascal3D, GTSRB | No |
| CompNet | VGG16 | Black-box attacks | MNIST, CIFAR10, SVHN | No |
| Improved CapsNet | CNN, CapsNet | White-box attacks | CIFAR10, ImageNet | No |
| PatchVeto | VIT-B/16 | Adversarial patch | CIFAR10, ImageNet | No |

### (b) CERTIFIED DEFENCES, DOMAIN SPECIFIC DEFENCES, and other defence techniques

The authors also claimed certified robustness bounds for the model, leveraging the fact that a patch attack can only affect a certain number of pixels in the image. Their proposed method showed comparable clean accuracy, faster inference time, and higher certified accuracy under the worst-case scenarios than DRS [163] and PG (PatchGuard) [156].

Ideally, certified defences should have certification as part of their training objectives, as certification done after training often requires post-hoc calibration. Metzen and Yatsura [167] proposed BagCert inspired by BagNet [160], combining a specific model architecture with a certified training procedure, to scale to larger patches and provide higher accuracy than CertIBP [164]. The BagCert model could achieve good accuracy even with small receptive fields which helped in reducing the regions affected by the adversarial patch in the final feature map. BagCert outperformed CertIBP in terms of certified accuracy with more scalability, and its certification time was relatively low on CIFAR10 (43 seconds for 10,000 images) and ImageNet (7 minutes for 50,000 images) with higher certified accuracy than the other certified defences. There are also some additional certified defences (like DRS [163], PG [156], and CROWN-IBP [186]) which involved inference time computations instead of actual model training for certified robustness.

### E. Other defence techniques

Most defence techniques adopted inference time methodology/implementation because adversarial training for patch attacks is an inference task. McCoyd et al. [171] proposed MR (Minority Reports defence) that used occlusions to adversarially train the model and then detect and defend against the adversarial patch at inference time. Although MR was
shown to have better clean and certified accuracy and more effectiveness against adaptive attacks. McCoyd et al. made a few assumptions that might be infeasible in practical scenarios. For example, in order to train the model using occlusions with an appropriate size, they assumed that the size of patch attacks was known. Even if a soft agreement policy was adopted instead of hard unanimity to report defences in the prediction grid, the defence robustness still depended on the accuracy of the model on occluded images.

Arvinte et al. proposed a two-stage detection process using image residuals for patch-based attacks. They claimed that it had better generalisation and effectiveness for the detection against patch adversarial attacks. This generalised detection technique could detect strong black-box attacks, resist transfer attacks, and decrease the success rate of white-box attacks. However, they didn’t address the introduced latency due to an added detection classifier. Co et al. proposed HyperNeuron to allow real-time detection for UAPs (Universal Adversarial Perturbations) by identifying suspicious neuron hyper-activations. It could provide the defence against adversarial masks and patch attacks simultaneously with significantly lower latency, making it usable in real-time applications. However, limitations existed because they only chose the mean and standard deviation as aggregation functions, ignoring other statistical measures that should be considered as part of the evaluation.

F. Domain specific defences

Since adversarial patch attacks can be practically applied in diverse scenarios, some domain-specific defences are also proposed to cater to the domain-specific application requirements. For example, Pavlitskaya et al. extended LGS and investigated the affected patch performance and effectiveness under various conditions (such as boundaries, weather, and lighting) in an end-to-end vehicle control situation. They found that salient regions were edges of the road and lane markings while adversarial patches depended on the environment and closed/open loop settings, highlighting the constraints and boundary conditions worth exploiting to suppress noise. Furthermore, they observed that LGS-based defences helped to build a robust model against attacks via saliency maps generated by VisualBackProp.

Nesti et al. evaluated adversarial patch attacks in semantic segmentation based applications like autonomous driving, while most adversarial patch attacks focus on either classification or detection. They presented a scene-specific attack for autonomous driving scenarios and demonstrated the robustness of state-of-the-art models against patch attacks. They found that the patch attack trained by the EOT (Expectation Over Transformation) strategy proved more robust than the normal adversarial patches in both 3D CARLA virtual simulations and real-world experiments, but the latter performed better on the Cityscapes dataset. Although the addition of patches did reduce the model accuracy, Nesti et al. observed a contrasting behaviour compared to classification and detection tasks, as the semantic model was not easily corrupted by adversarial patches.

Moreover, Løkken et al. discussed the effectiveness of GAN-generated adversarial camouflages for a wide range of DNN classifiers of naval vessels. They trained a GAN to generate adversarial masks that were placed on the images later and found that the DNN classifier was indeed possibly weakened. However, they trained and tested the adversarial camouflage only on grayscale images, while most images collected nowadays through remote sensing and drone surveillance are in color. Therefore, the robustness of this technique still needs to be evaluated for colored images.

G. Inherent robustness

Most of the empirical defences for adversarial patches are based on either adversarial training or on saliency map inference. A different approach was discussed by Cosgrove et al. They utilised the fact that adversarial patches are maximally difficult occlusions and accordingly proposed CompNets, an interpretable compositional model, to effectively defend against adversarial patches. Their models were inherently robust to occlusions, avoiding the need for adversarial training, and have been extensively used to produce robust models against normal occlusions in scenes. Although the interpretability of CompNets made them attractive as defences, the robustness of these models could be hindered by fine-tuning or combining conventional CNN models, while their performance was similar to their counterparts based on adversarial training.

Subsequently, Deng et al. proposed an Improved CapsNet, which was one of the earliest detection methods after SentiNet, exploring the effectiveness of adversarial patch detection methods. They proposed two modifications to the CapsNet (Capsule Network) architecture (i.e., affine voting and matrix capsule dropout) to enhance classification accuracy and also evaluated its effectiveness in classifying and detecting adversarial patched inputs. However, the attack methods used to highlight the effectiveness of evaluation were naive whitebox attacks and adaptive whitebox attacks, which are limitations of this technique. Blackbox attack methods should have also been considered as they are the most practical use case scenarios for patch attacks. Moreover, latency was introduced during classification due to the presence of detection methods yet not discussed. If latency was high, the detection method would ultimately prove not to be helpful for real-world scenarios.

Huang and Li proposed PatchVeto, a zero-shot certified defence against adversarial patches based on ViT (Visual Transformers) models, requiring no prior training. PatchVeto closely resembled MR, but MR cannot scale to higher resolution datasets like ImageNet because of the training difficulty and heavy computation overhead. PatchVeto showed significant performance improvement on the high-resolution ImageNet dataset, while MR and Cert-IBP were either difficult or infeasible to implement.
PatchVeto also showed higher clean accuracy than the BagNet-based defences and higher certified accuracy than other certified defences [156, [163, [164, [167, [171]], because it could capture global features in the scene as well as relations among different regions thanks to its attention mechanism. However, PatchVeto was only demonstrated against square patches while patches of other shapes could affect its declared performance. Moreover, the system latency might be slightly higher as each image was verified against a batch of images whose regions were masked during inference. But considering the design of the zero-shot defence, the latency could be improved through various extensions in the future.

Salman et al. [198] presented certified patch attacks by leveraging ViTs to achieve significantly higher robustness guarantees and maintain standard accuracy and inference time capabilities comparable to non-robust models. However, they only used column ablations to certify patch defences. Lennon et al. [199] proposed mAST (mean Attack Success over Transformations) based on mean average robustness as a new metric to evaluate the robustness and invariance of patch attacks. The robustness of patch attacks was evaluated for 3D positions and orientations under various conditions, and it was qualitatively demonstrated that for some 3D transformations, increasing the training distribution support could increase the patch success. However, mAST was only evaluated on whitebox models, while blackbox models should have been taken into account for evaluation purposes as they are more practically attainable.

V. CONCLUSION
Adversarial patch attacks are an open and active field of research, with plentiful attack and defence methods continuously emerging every year. Here, we presented a clear and comprehensive survey of existing techniques for adversarial patch attacks and defences focusing on vision-based tasks, intending to give a strong foundation for those wanting to understand their capabilities and weaknesses. However, most adversarial publications still remain in the classification and object detection fields, while there are plenty of challenges and other application scenarios that exist in the domain, such as scalability, real-time capability, and many others. Other applications of adversarial patch attacks in language or translation models might be an interesting direction as well. Moreover, given the non-explainability of the DNN-based blackbox models, would adversarial patch attacks be able to provide a new perspective in interpretation of model predictions? If so, could they be used to help build more powerful models in real-world scenarios? All of these questions are really exciting and worth the effort to investigate, and we genuinely look forward to seeing future solutions get promoted to make progress in this field and further benefit our society.
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