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Abstract—In this paper, we present three new signal designs for Enhanced Spatial Modulation (ESM), which was recently introduced by the present authors. The basic idea of ESM is to convey information bits not only by the index(es) of the active transmit antenna(s) as in conventional Spatial Modulation (SM), but also by the types of the signal constellations used. The original ESM schemes were designed with reference to single-stream SM and involved one or more secondary modulations in addition to the primary modulation. Compared to single-stream SM, they provided either higher throughput or improved signal-to-noise ratio (SNR). In the present paper, we focus on multi-stream SM (MSM) and present three new ESM designs leading to increasing SNR gains when they are operated at the same spectral efficiency. The secondary signal constellations used in the first two designs are based on a single geometric interpolation step in the signal constellation plane, while the third design also makes use of additional constellations derived through a second interpolation step. The new ESM signal designs are described for MIMO systems with four transmit antennas two of which are active, but we also briefly present extensions to higher numbers of antennas. Theoretical analysis and simulation results indicate that the proposed designs provide a significant SNR gain over MSM.
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I. INTRODUCTION

Multiple-input multiple-output (MIMO) technologies are now widely used in wireless communications systems standards. The objective of using these technologies is to increase data throughput, increase performance, and make different trade-offs between these two desired features. The main problem limiting the practical implementation of MIMO technologies is related to the decoding complexity, which increases with the number of antennas. In a number of cases, cost and energy consumption considerations lead to the implementation of a smaller number of radio-frequency (RF) chains in the transmitter than the number of transmit antennas. This is often the case in mobile and fixed user equipment, because the number of antennas is typically dictated by the performance requirements for the downlink signal, and cost and energy consumption limitations may not allow the implementation of as many RF chains. Spatial modulation (SM) is a MIMO technique, which was precisely introduced for those cases.

The first papers on SM considered MIMO systems with a single transmit RF chain. These SM schemes convey information bits by allocating them to the active antenna index, while transmitting a group of other bits through the symbols transmitted from the selected active antenna. Further work on SM generalized this technique by relaxing the single transmit RF-chain constraint and allowing more than one antenna to transmit simultaneously, see e.g., [8]–[10]. A comprehensive survey on Generalized SM appears in [11]. A simple variant of SM is the so-called Space-Shift Keying (SSK) [12], where only the index of the active antenna transmits information. In other words, the active antenna in SSK does not transmit any data symbols, but instead an unmodulated signal. This concept too was naturally extended to multiple active antennas [13], and the resulting scheme was coined Generalized SSK. The literature on SM, SSK, and their generalized versions is now quite abundant; we mention here [14]–[17], which address space-time code design, and [18], [19], which address the decoding aspects.

But even in its multi-stream version, the spectral efficiency of SM remains modest compared to spatial multiplexing (SMX) [1], which is widely used in conventional MIMO systems. In order to improve spectral efficiency, the present authors recently introduced a new SM concept in [20] using multiple signal constellations. This technique, referred to as Enhanced SM (ESM), conveys information bits using one or two active transmit antennas and two or more reduced-size secondary modulations in addition to the primary modulation. The primary modulation in that scheme was restricted to the periods of one active antenna, and the secondary modulations were used with two active transmit antennas. A significant performance gain was achieved compared to conventional SM when the two techniques are operated at the same spectral efficiency. In the comparisons, conventional SM employed one active transmit (TX) antenna only, because the ESM design of [20] was made with reference to single-stream SM.

In this paper, we introduce three new ESM designs taking as reference Multi-stream SM (MSM) [18]. The description is made for MIMO systems with four transmit antennas two of which are active, but generalization to higher numbers of antennas is also briefly presented. As in [20], the basic principle is to use additional modulations with the primary modulation in order to increase the number of antenna and modulation combinations. The first two ESM schemes use...
a secondary constellation that is derived through a single-step geometric interpolation between the primary constellation points. When the indexes of two active TX antennas are selected, the first scheme transmits a symbol from the primary constellation on one antenna and a symbol from the secondary constellation on the other. The second type of ESM does not use the primary signal constellation in full. Instead, it uses subsets in such a way as to further reduce the average transmit energy. The third ESM scheme introduces a second step of geometric interpolation, which leads to the derivation of two additional constellations. The signal space is constructed over blocks of two consecutive channel uses in order to preserve the minimum Euclidean distance despite the reduced distance between the different constellations used. The mathematical analysis and the simulation results indicate that the proposed schemes provide a significant performance gain with respect to MSM. Parts of this work were presented in [23].

The paper is organized as follows: In Section II, we give a brief description of the system model and formulate the ESM design problem. In Section III, we present a brief review of MSM and describe the proposed ESM designs for MIMO systems with four transmit antennas (4-TX) and M-QAM as primary modulation. In Section IV, we extend our designs to MIMO systems with a higher number of antennas. Error rate performance and receiver complexity are investigated in Section V. Finally, the simulation results are reported in Section VI, and our conclusions are given in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

For a MIMO system operating on Rayleigh fading channels, the received signal can be expressed as:

\[ y = Hx + n, \]

where \( N_R \) denotes the number of receive antennas, \( N_T \) is the number of transmit antennas, \( H \) is the \( N_R \times N_T \) channel matrix, \( x \) is the \( N_T \times 1 \) transmitted symbol vector, and \( n \) designates the additive white Gaussian noise (AWGN). Assume that the entries of the channel matrix \( H \) are independent and identically distributed (i. i. d.) complex circularly symmetric Gaussian variables of the form \( N_c(0, 1) \) and the entries of AWGN, \( n \), are i. i. d. Gaussian noise of the form \( N_c(0, N_0) \). The transmit energy is \( E[x^H x] = E_s \), and the average signal-to-noise ratio (SNR) is defined as \( \text{SNR} = E_s/N_0 \).

Note that the main difference between SM and conventional MIMO is that in the former not all transmit antennas are activated simultaneously, which means that there are some zero elements in the transmit symbol vector \( x \). When only two transmit antennas are active, a convenient representation of the transmitted codeword \( x \) is as follows:

\[ x = \begin{bmatrix} 0, \ldots, 0, x_m, 0, \ldots, 0, x_n, 0, \ldots, 0 \end{bmatrix}^T, \]

for \( m \neq n \). Here vector \( x \) is of dimension \( N_T \), and \( n \) with \( m = 1, \ldots, N_T, \) and \( n = 1, \ldots, N_T \) are the indexes of the two active TX antennas, and \( x_m \) and \( x_n \) denote the symbols transmitted from these two antennas. This representation is easily generalized to cases with a higher number of active antennas by introducing in \( N_A \) as many non-zero components as the number of active antennas \( N_A \). The new ESM designs will be introduced in the next section for \( N_T = 4 \) and \( N_A = 2 \). Generalization of this ESM concept to higher number of transmit and active antennas will be described in Section IV.

As in [18], we use here the concept of multiple constellations in order to increase the number of codewords beyond that given by the indexes of the active transmit antennas and the primary constellation alone. The basic principle of our design is to preserve in the signal space the minimum Euclidean distance \( \delta_0 \) of the primary constellation. The additional constellations too have a minimum Euclidean distance of \( \delta_0 \), but the minimum distance between points selected from different constellations is smaller than this value. Note that the additional constellations are derived using optimum geometric interpolation in the primary constellation plane, which consists of placing the points of these constellations at the centers of the squares formed by neighbor points of M-QAM used as primary constellation. This choice guarantees a minimum distance of \( \delta_0/\sqrt{2} \) between the points of the primary constellation and those of the secondary constellation derived after the first interpolation step. Similarly, it guarantees a minimum distance of \( \delta_0/2 \) between the points of the primary and secondary constellations and those of the third and the fourth constellations derived after the second interpolation step. Using these multiple constellations, a minimum Euclidean distance of \( \delta_0 \) is preserved in the signal space by imposing that codewords differ in two or more components depending on the constellations from which the non-zero components take their values.

III. ENHANCED SM (ESM)

Before introducing our proposed ESM designs, we first briefly describe the baseline Multi-stream SM (MSM) scheme [18], which will be used as basis for comparisons.

A. Baseline: MSM

MSM with four TX antennas \((N_T = 4)\) out of which two are active \((N_A = 2)\) and transmitting M-QAM symbols can be described using the following signal space representation:

\[ x \in \left\{ \begin{bmatrix} P_M & 0 & 0 & 0 \\ 0 & P_M & 0 & 0 \\ 0 & 0 & P_M & 0 \\ 0 & 0 & 0 & P_M \end{bmatrix} \right\}, \]

where the entry \( P_M \) denotes the M-QAM constellation, and the zero entries correspond to the silent transmit antennas. This MSM scheme achieves a throughput of \( 2 + 2 \log_2 M \) bits per channel use (bpcu). Indeed, 2 information bits are assigned to select one of the four active antenna combinations which appear in [3], and \( 2 \log_2 M \) bits select two symbols from the \( P_M \) signal constellation to be transmitted from the two active antennas. The throughput is 10 bpcu with 16QAM and 14 bpcu with 64QAM. The total energy per transmitted codeword is \( E_s = 20 \) for 16QAM and \( E_s = 84 \) for 64QAM, which is twice the average symbol energy.

We now describe our first ESM design, which we refer to as ESM-Type1 in the sequel.
B. ESM-Type1

For the same spectral efficiency as the MSM scheme described above, the transmitted codeword $\mathbf{x}$ in this design are given by:

$$
\mathbf{x} \in \left\{ \begin{bmatrix} P_M \\ S_{M/2} \\ 0 \\ S_{M/2} \\ P_M \\ 0 \\ 0 \\ P_M \\ 0 \\ S_{M/2} \\ 0 \\ S_{M/2} \end{bmatrix} \right\},
$$

(4)

Here, we have 8 antenna and constellation combinations in the signal space: As in MSM, there are four active antenna combinations, but while one of the active antennas transmits a symbol from the primary $M$-QAM constellation $P_M$, the other antenna transmits a symbol from a secondary constellation of half size, referred to as $S_{M/2}$. The two signal constellations are shown in Fig. 1 for $M = 16$ and in Fig. 2 for $M = 64$. The secondary signal constellation $S_{M/2}$ has the following mathematical representation for $M = 16$ and $M = 64$:

$$
S_8 = \{ \pm 2 \pm 2i, \pm 2i \},
$$

and

$$
S_{32} = \left\{ \begin{array}{c}
S_8, \pm 4, \pm 4i, \pm 6, \pm 6i \\
\pm 4 \pm 2i, \pm 4 \pm 4i, \pm 2 \pm 4i \\
2 + 6i, 6 - 2i, -6 + 2i, -2 - 6i
\end{array} \right\}.
$$

Similarly to the baseline MSM of the previous subsection, this ESM design achieves a throughput of $2 + 2 \log_2 M$ bpcu despite the fact that one of the antennas transmits symbols from a half-size signal constellation. Indeed, the two symbols transmitted in parallel from the two active TX antennas convey $2 \log_2 M - 1$ bits only, but the number of antenna/constellation combinations (pairs of $m$, $n$ indexes along with the assigned signal constellations) is 8 in this case, and therefore 3 bits must be assigned to select one of these combinations.

Let us now examine the average energy per transmitted codeword. To evaluate the average codeword energy, we first need to evaluate the average energy of the secondary constellation used. A simple inspection of Figs. 1 and 2 indicates that the average energy per symbol is $E_{S_8} = 6$ for the $S_8$ constellation and $E_{S_{32}} = 22$ for the $S_{32}$ constellation. Since the average energy per 16QAM symbol is $E_{16QAM} = 10$ and the average energy per 64QAM symbol is $E_{64QAM} = 42$, the average energy per transmitted codeword in this scheme is 16 for $M = 16$ and 64 for $M = 64$. We summarize these properties as follows:

$$
E_{ESM-Type1-16QAM} = 16,
$$

and

$$
E_{ESM-Type1-64QAM} = 64.
$$

This means that in terms of total transmit energy, ESM-Type1 with 16QAM (resp. 64QAM) as primary modulation saves 20% (resp. 24%) compared to baseline MSM. In the dB scale, this corresponds to a gain of 1 dB (resp. 1.2 dB).

C. ESM-Type2

By using an $M$-point primary constellation and a half-size secondary constellation (with $M/2$ points), we managed to reduce the total transmit energy to some extent using ESM-Type1. We will now describe a second ESM design, which brings additional gain. In this design, which we refer to as ESM-Type2, we do not use the original primary constellation $P_M$ in full, but instead a subset $P_{M/2}$, which consists of the $M/2$ points of smallest energy. For $M = 64$, $P_{M/2}$ is the conventional 32QAM signal constellation, and for $M = 16$, it is a (non-conventional) 8QAM signal constellation given by:

$$
P_8 = \{ \pm 1 \pm i, 3 + i, 1 - 3i, -3 - i, -1 + 3i \}.
$$

In ESM-Type2, the design procedure is as follows: The transmitted codewords $\mathbf{x}$ belong to a signal space $L$, which is the union of four subspaces $L_1, L_2, L_3, L_4$:

$$
\mathbf{x} \in \{ L_1, L_2, L_3, L_4 \},
$$

(5)
Fig. 3. The constellations used in ESM-Type 2 with $M = 16$. The blue crosses represent $P_8$, the red circles represent $S_8$, and the black stars represent $Q_4$.

Fig. 4. The constellations used in ESM-Type 2 with $M = 64$. The blue crosses represent 32QAM, the red circles represent $S_{32}$, the black stars represent $R_8$, and the black squares represent $Q_8$.

The first three subspaces are defined as:

$$L_1 = \left\{ \begin{array}{ccc} P_{M/2} & S_{M/2} & 0 \\ S_{M/2} & P_{M/2} & 0 \\ 0 & 0 & 0 \end{array} \right\} ,$$  \hspace{1cm} (6)

$$L_2 = \left\{ \begin{array}{ccc} P_{M/2} & S_{M/2} & 0 \\ S_{M/2} & P_{M/2} & 0 \\ 0 & 0 & 0 \end{array} \right\} ,$$  \hspace{1cm} (7)

$$L_3 = \left\{ \begin{array}{ccc} P_{M/2} & S_{M/2} & 0 \\ S_{M/2} & P_{M/2} & 0 \\ 0 & 0 & 0 \end{array} \right\} ,$$  \hspace{1cm} (8)

Different subspaces use different active antenna combinations, but in all of these three subspaces one active antenna transmits symbols from the $P_{M/2}$ signal constellation, while the other active antenna transmits symbols from the $S_{M/2}$ constellation. Note that $2\log_2 M - 2$ information bits are conveyed by the transmitted symbols, and $2$ information bits are used to select one antenna combination in each subspace. Also, $2$ prefix bits select a particular $L_j$ subspace, and hence the total number of bits per channel use is $2 + 2\log_2 M$.

The fourth signal subspace $L_4$ is more involved. For $M = 16$, it is given by

$$L_4 = \left\{ \begin{array}{ccc} Q_4 & S_8 & 0 \\ S_8 & Q_4 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right\} .$$  \hspace{1cm} (9)

In this subspace, one of the active antennas transmits a symbol from the $S_8$ constellation, while the other antenna transmits a symbol from a $Q_4$ signal constellation, defined as follows:

$$Q_4 = \{ 1 + 3i, 3 - i, -1 - 3i, -3 + i \} .$$

This constellation is shown in Fig. 3 together with $P_8$ and $S_8$. The symbols in signal subspace $L_4$ carry 5 information bits only, but this subspace includes $8$ active antenna and modulation combinations, and therefore $3$ bits are needed to select one of them. Together with the prefix bits assigned to the $L_4$ subspace itself, $10$ bits are transmitted per each channel use.

For $M = 64$, direct extension of the $L_4$ subspace as given by (9) is not optimal in terms of transmit energy. Direct extension means that the $S_8$ and the $Q_4$ constellations in (9) are replaced by $S_{32}$ and $Q_{16}$, where $Q_{16}$ consists of a 16-point extension of $S_{32}$. Instead, we found that the following choice of subspace $L_4$ minimizes the average transmit energy:

$$L_4 = \{ L_5, L_6 \} .$$  \hspace{1cm} (10)

with

$$L_5 = \left\{ \begin{array}{ccc} Q_8 & P_{32} & 0 \\ P_{32} & Q_8 & 0 \\ 0 & 0 & 0 \end{array} \right\} .$$  \hspace{1cm} (11)

and

$$L_6 = \left\{ \begin{array}{ccc} R_8 & S_{32} & 0 \\ S_{32} & R_8 & 0 \\ 0 & 0 & 0 \end{array} \right\} .$$  \hspace{1cm} (12)

The $Q_8$ and $R_8$ constellations are shown in Fig. 4 together with $P_{32}$ and $S_{32}$. Mathematically, they can be represented as:

$$Q_8 = \{ 4 + 6i, -4 - 6i, 6 - 4i, -6 + 4i \}$$

$$6 - 4i, -6 + 4i + 2i, -6 - 2i \}$$

and

$$R_8 = \{ 5 + 5i, 5 - 5i, -5 + 5i, -5 - 5i \}$$

$$1 + 7i, 7 - 1i, -1 - 7i, -7 + 1i \} .$$
Therefore, the average energy per codeword is given by:

$$E_{\text{ESM-Type}3} = 2 \times 12 + \frac{1}{4} \times 16 = 13.$$ 

For $M = 16$, the average energy of the transmitted codewords is 12 in subspaces $L_1$, $L_2$, and $L_3$, because both of the two constellations used in these subspaces have an average energy of 6. In contrast, the average codeword energy is 16 in $L_4$, since constellation $Q_4$ has an average energy of 10. Therefore, the average energy per codeword is given by:

$$E_{\text{ESM-Type}3-16QAM} = \frac{3}{4} \times 12 + \frac{1}{4} \times 16 = 13.$$ 

This scheme provides an energy saving of approximately 35% (13 instead of 20) compared to baseline MSM, which corresponds to a 1.9 dB gain in the decibel scale.

For $M = 64$, symbol selection in signal subspaces $L_1$, $L_2$, and $L_3$ requires 10 bits. Together with the 2 prefix bits of the $L_4$ subspaces and the 2 bits needed for selection of an antenna and constellation combination in the selected subspace, the total number of bits is 14. In subspace $L_4$, symbol selection requires only 8 bits, but one additional bit is needed to select $L_5$ or $L_6$, and 3 bits are needed to select one antenna and modulation combination in the selected $L_4$ subspace. Here too, together with the 2 prefix bits of the $L_4$ subspace, the number of bits is 14, and clearly the proposed design achieves 14 bpcu.

To compute the total energy per transmitted codeword, we first evaluate the average energy of the constellations used in this design: A simple inspection of Figs. 3 and 4 shows that the average energy is $E_{P_{32}} = 20$ for $P_{32}$, $E_{S_{32}} = 22$ for $S_{32}$, $E_{Q_8} = 46$ for $Q_8$, and $E_{R_8} = 50$ for $R_8$. Since the symbols take their values from the set $P_{32}, S_{32}$ in 3 out of the 4 subspaces, from $P_{32}, Q_8$ in one subspace, and from $S_{32}, R_8$ in the remaining subspace, the average energy per codeword is given by:

$$E_{\text{ESM-Type}3-64QAM} = \frac{3}{4} \times 42 + \frac{1}{8} \times 66 + \frac{1}{8} \times 72 = 48.75.$$ 

Compared to the baseline MSM scheme, this ESM design achieves a transmit energy saving of approximately 42%. This represents an SNR gain of 2.4 dB.

D. ESM-Type3

The reduced-size secondary signal constellation used in our first two designs (ESM-Type1) and ESM-Type2) was derived through a single-step geometric interpolation in the primary constellation plane. Our third design goes one step further and uses two additional signal constellations $T_{M/2}$ and $F_{M/2}$, which are derived through a second interpolation step.

In partitioned form, these constellations are defined as

$$T_{M/2} = T_{M/4} \cup T_{M/8} \cup T_R$$

and

$$F_{M/2} = F_{M/4} \cup F_{M/8} \cup F_R,$$

where $T_{M/4}$ denotes the $M/4$ points of $T_{M/2}$ of smallest energy excluding the innermost points, which form $T_e = \{i, -i\}$, $T_{M/8}$ is the $M/8$ point extension of $T_{M/4}$ of minimum energy, and $T_R$ denotes the rest of the points in $T_{M/2}$. For the $F_{M/2}$ constellation, we use the same definition and similar notations, because as it will be clear later this constellation is obtained by a simple $\pi/2$ rotation of constellation $T_{M/2}$. The innermost points of $F_{M/2}$ are given by $T_e = \{1, -1\}$.

For $M = 16$, Fig. 3 shows the 6 component constellations which form $T_{M/2}$ and $F_{M/2}$. They have the following mathematical representation:

$$T_4' = \{\pm 2 \pm i\}, T_8'' = \{\pm 3 i\}, T_R = \{\pm i\},$$

$$F_4' = \{\pm 1 \pm 2 i\}, F_2'' = \{\pm 3\}, F_R = \{\pm 1\}.$$ 

For $M = 64$, the 6 component constellations of $T_{32}$ and $F_{32}$ are shown in Fig. 4. Their mathematical representation is:

$$T_{16}' = \{\pm 2, \pm 2 \pm i, \pm 3 i, \pm 4 \pm i, \pm 5 i\},$$

$$T_8'' = \{\pm 2 \pm 5 i, \pm 4 \pm 3 i\},$$

$$T_R = \{\pm i, \pm 6 \pm i, 4 + 5 i, -4 - 5 i\},$$

and

$$F_{16}' = \{\pm 1 \pm 2 i, \pm 3 \pm 2 i, \pm 1 \pm 4 i, \pm 3, \pm 5\},$$

$$F_8'' = \{\pm 3 \pm 4 i, \pm 5 \pm 2 i\},$$

$$F_R = \{\pm 1, \pm 1 \pm 6 i, -5 + 4 i, 5 - 4 i\}.$$ 

Note that all constellations used in the ESM-Type3 design, i.e. ($P_{M/2}, S_{M/2}, T_{M/2}, F_{M/2}$), have the minimum Euclidean distance of $\delta_0$. Next, the minimum distance between the $P_{M/2}$
and $S_{M/2}$ constellations (resp. the $T_{M/2}$ and $F_{M/2}$ constellations) is $\delta_0/\sqrt{2}$. Finally, the minimum distance between a point taken from $P_{M/2} \cup S_{M/2}$ and a point taken from $T_{M/2} \cup F_{M/2}$ is $\delta_0/2$. Since the number of active antennas is limited to 2, a particular care must be exercised to preserve a minimum distance of $\delta_0$ in the signal space.

More specifically, the use of different constellations cannot be made independently from a channel use to the next. Instead, the antenna constellation combinations must be jointly defined over a block of two consecutive channel uses. The minimum distance can be preserved in the following two cases: In the first case, the $P_{M/2}$ and $S_{M/2}$ constellations (resp. the $T_{M/2}$ and $F_{M/2}$ constellations) are employed during both channel uses. In the second case, the $P_{M/2}$ and $S_{M/2}$ constellations are used during the first channel use, and the $T_{M/2}$ and $F_{M/2}$ constellations are used during the second channel use, or vice versa. In this paper, we take the second approach, because the number of bits transmitted per block is not constant in the first.

For presenting our ESM-Type3 scheme, we first extend the system model by stacking two consecutive received signal vectors. Assuming slow-fading channels essentially constant over two consecutive channel uses, the transmitted and received signals are related by the following equation:

$$Y = HX + N,$$  \hspace{1cm} (13)

where $Y = [y_1, y_2]$ denotes the $N_R \times 2$ received signal matrix, $X = [x_1, x_2]$ is the $N_T \times 2$ transmitted signal matrix, $N$ is the $N_R \times 2$ AWGN matrix, and the subscript $k \in \{1, 2\}$ denotes the time index of the symbol vector. The transmitted codeword (symbol matrix) $X$ belongs to the following signal space:

$$X \in \{S_1, S_2\},$$  \hspace{1cm} (14)

where

$$S_1 = \{x_1 \in S_{PS}, x_2 \in S_{TF}\}$$  \hspace{1cm} (15)

$$S_2 = \{x_1 \in S_{TF}, x_2 \in S_{PS}\}. $$  \hspace{1cm} (16)

In this representation, $S_{PS}$ denotes the set of symbol vectors based on the primary and the secondary constellations, and $S_{TF}$ denotes the set of symbol vectors based on the third and the fourth constellations. The transmitted $N_T \times 2$ codeword takes its values from the set $S_{PS}$ during the first channel use in the block and from the set $S_{TF}$ during the second channel use, or vice versa. The number of bits per codeword is $4 + 4 \log_2 M$, which is twice the number of codewords per channel use. From those, 1 bit selects subset $S_1$ or subset $S_2$. Next, $2 + 2 \log_2 M$ bits select a vector from $S_{PS}$ and $2 \log_2 M$ bits select a vector from $S_{TF}$, and these two vectors are transmitted in the order determined by the first bit.

The details of the proposed design process can be described as follows: First, the set of symbol vectors $S_{PS}$ is actually the signal space of ESM-Type2 described in the previous subsection. A signal vector from this set is of the form:

$$S_{PS} : x \in \{L_1, L_2, L_3, L_4\}, $$  \hspace{1cm} (17)

where the subsets $L_1 - L_4$ are given by eqns. (3) - (6). As shown in the previous subsection, this scheme transmits $2 + 2 \log_2 M$ bits per channel use, and the average total energy per transmitted symbol vector is $E_s = 13$ for $M = 16$ and $E_s = 48.75$ for $M = 64$.

Next, the set of symbol vectors $S_{TF}$ is based on the third and the fourth constellations $T_{M/2}$ and $F_{M/2}$, but symbol vectors in $S_{TF}$ transmit one bit less than the $2 + 2 \log_2 M$ bit prefix transmitted in the case of $S_{PS}$. The set $S_{TF}$ is constructed by the union of four subsets $L'_1, L'_2, L'_3, L'_4$.

$$S_{TF} : x \in \{L'_1, L'_2, L'_3, L'_4\}. $$ (18)

The first subset is defined as:

$$L'_1 = \{ \begin{pmatrix} T_{M/4} & F_{M/4} \\ F_{M/4} & T_{M/4} \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \}.$$ (19)

The $L'_1$ subset can transmit $2 + 2 \log_2 (M/2)$ bits: 2 bits select one of the four combinations of active TX antennas and associated constellations, $2 \log_2 (M/2)$ bits select a symbol from the $T_{M/2}$ constellation, and $2 \log_2 (M/2)$ bits select a symbol from the $F_{M/2}$ constellation.

The other three subsets $L'_2 - L'_4$ are defined as follows:

$$L'_2 = \{ \begin{pmatrix} T'_{M/4} & F'_{M/4} \\ F'_{M/4} & T'_{M/4} \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \}.$$ (20)

$$L'_3 = \{ L'_2 | T'_{M/4} \rightarrow T''_{M/8} \}.$$ (21)

$$L'_4 = \{ L'_2 | F'_{M/4} \rightarrow F''_{M/8} \}.$$ (22)

This representation indicates that the combinations of active antennas in subset $L'_3$ are the same as those in $L'_2$, but here constellation $T'_{M/4}$ is replaced by constellation $T''_{M/8}$. Similarly, subset $L'_4$ is obtained from $L'_2$ by substituting constellation $F''_{M/8}$ for $F'_{M/4}$.

The signal subset $L'_2$ transmits $3 + 2 \log_2 (M/4)$ bits per symbol vector: 3 bits are needed to select one of the 8 combinations, $2 \log_2 (M/4)$ bits to select a symbol from $T'_{M/4}$, and $2 \log_2 (M/4)$ bits to select a symbol from $F'_{M/4}$. Next, since the $L'_3$ subset is derived from $L'_2$ by substituting $T''_{M/4}$ for $T'_{M/4}$, it transmits $3 + \log_2 (M/4) + \log_2 (M/8)$ bits per symbol vector. Again, 3 bits select one of the 8 combinations, and then $\log_2 (M/8)$ bits select a symbol from $T''_{M/8}$, and $\log_2 (M/4)$ bits select a symbol from $F''_{M/4}$. Similarly, $L'_4$ subset transmits $3 + \log_2 (M/4) + \log_2 (M/8)$ bits per symbol vector. Here, 3 bits select one of the 8 combinations, $\log_2 (M/8)$ bits select a symbol from $F''_{M/8}$, and $\log_2 (M/4)$ bits select a symbol from $T''_{M/4}$.

The discussion above indicates that the number of bits transmitted per symbol vector is not uniform across the $L'_1 - L'_4$ subsets. The implication of this is that the prefix of these subsets in $S_{TF}$ must have a variable number of bits. Specifically, subset $L'_1$ must have a 1-bit prefix, subset $L'_2$ a 2-bit prefix, and subsets $L'_3$ and $L'_4$ must have a 3-bit prefix. With
these variable-length prefixes, it can be seen that all symbol vectors in $\mathbb{S}_{TF}$ carry $1 + 2\log_2 M$ bits.

At this point, it is important to clarify the difference between the construction of the $L_1'$ subset and that of the $L_2' - L_4'$ subsets included in $\mathbb{S}_{TF}$. Notice that the innermost points of the $T_{M/2}$ and $F_{M/2}$ constellations, namely $T_c$ and $F_c$, are only used in the first subset $L_1'$. These points cannot be used in $L_2'$, because otherwise the minimum Euclidean distance in the signal space would be $\delta_0/\sqrt{2}$, which is 3 dB smaller than the minimum Euclidean distance in $\mathbb{S}_{PS}$. This is the case, for instance, between the symbol vectors $[1, i, 0, 0] \in L_1'$ and $[1, 0, i, 0] \in L_2'$. Similarly, the innermost points are not allowed in subsets $L_3'$ and $L_4'$. As a result, the signal vectors in $\mathbb{S}_{TF}$ carry only $1 + 2\log_2 M$ bits, while the signal vectors in $\mathbb{S}_{PS}$ carry $2 + 2\log_2 M$ bits.

For $M = 16$, the average energy per transmitted symbol vector from $\mathbb{S}_{TF}$ is $E_s = 11$. Since the signal vector sets in $\mathbb{S}_{PS}$ and $\mathbb{S}_{TF}$ are used with the same probability, the average energy of the transmitted codewords in ESM-Type3 is:

$$E_{\text{ESM-Type3}-16QAM} = \frac{1}{2} \times (13 + 11) = 12.$$  

This represents a 2.2 dB SNR gain over MSM and a 0.4 dB gain over the ESM-Type2.

For $M = 64$, the average energy per transmitted symbol vector from $\mathbb{S}_{TF}$ is $E_s = 37$, and the average energy of the transmitted ESM-Type3 codewords is:

$$E_{\text{ESM-Type3}-64QAM} = \frac{1}{2} \times (48.75 + 37) = 42.875.$$  

This represents a 2.9 dB SNR gain over baseline MSM.

IV. EXTENSIONS TO HIGHER NUMBER OF ANTENNAS

In this section, we investigate the extension to higher numbers of antennas of the new ESM designs presented in the previous section. Before doing this, we describe the MSM concept used for benchmarking these designs. In MSM with $N_T$ transmit antennas out of which $N_A$ antennas are active using $M$-QAM modulation, the maximum number of active antenna combinations is $C_{N_A}^{N_T} = \frac{N_T!}{N_A!(N_T-N_A)!}$. Usually, the number of combinations is restricted to be an integer power of 2 in order to have an integer number of address bits to select the active antennas. This number is given by:

$$n = \lfloor \log_2 (C_{N_A}^{N_T}) \rfloor,  \quad (23)$$

where $[x]$ stands for the integer part of $x$. In this scheme, the transmitted average energy is $10 \times N_A$ for $M = 16$ (16QAM modulation) and $42 \times N_A$ for $M = 64$ (64QAM modulation). As for the throughput, it is given by $n + N_A \log_2 M$.

A. ESM-Type1

The basic principle of ESM-Type1 is to use a secondary constellation of half size (with $M/2$ points) in addition to the primary constellation with $M$ points in order to reduce the average transmit energy. The primary constellation is the $M$-QAM constellation (denoted $P_M$) used by the reference MSM scheme, and the secondary constellation is the $S_{M/2}$ constellation. Selection of the active antennas requires the same number of address bits as in MSM. But on top of this, ESM-Type1 requires additional address bits to select the antennas which transmit symbols from the $S_{M/2}$ constellation.

Assuming that the number of active antennas $N_A$ is an even number, half of the active antennas transmit symbols from the $P_M$ constellation, and the other half of the antennas transmit symbols from the $S_{M/2}$ constellation. Compared to MSM, the number of bits in the transmitted symbols is reduced by $N_A/2$. This reduction is compensated by the bits assigned to the selection of the active antennas which transmit symbols from the $S_{M/2}$ constellation. For a given set of active antennas, the number of bits assigned to this selection is:

$$m = \lfloor \log_2 (C_{N_A/2}^{N_A}) \rfloor.  \quad (24)$$

For example, with $N_A = 4$, we have $n = 2$, and precisely, this is the number of bits that we need to compensate for the fact that the 4 symbols in ESM-Type1 transmit 2 bits less than in MSM. Consequently, in this scheme too the throughput is given by $n + N_A \log_2 M$.

The average transmit energy is clearly $10 \times N_A + 6 \times N_A = 16 \frac{N_A}{2}$ for $M = 16$, and $42 \times N_A + 22 \times N_A = 64 \frac{N_A}{2}$ for $M = 64$. For all $N_A$ values, the gain with respect to MSM is 1 dB and 1.2 dB with $M = 16$ and $M = 64$, respectively.

B. ESM-Type2

The idea here is not to use the original primary constellation $P_M$ in full, but instead a subset $P_{M/2}$, which consists of the $M/2$ points of $P_M$ of smallest energy. With $N_A$ active antennas, the number of bits carried by the transmitted symbols is reduced by $N_A$ with respect to MSM which uses the original $P_M$ constellation. Since both of the constellations used in this design have the same size and essentially the same average energy, we do not need to restrict here that half of the symbols must take their values from $P_{M/2}$ and the other half from the $S_{M/2}$ constellation. All we need instead is to have an even number of symbols taking their values from $S_{M/2}$, as this condition is sufficient to ensure that the minimum Euclidean distance in the signal space will not be reduced. The group of bits assigned to the selection of the constellation must form a parity-check code and hence it contains $N_A - 1$ information bits. This compensates for the loss of $N_A$ bits due to the half-size constellations, except for 1 bit. Compensation of this bit can only be made by increasing the number of active antenna combinations and adding some other combinations which make use of additional modulations, as illustrated by the signal space in section III.C.

We now illustrate the signal space construction for $N_T = 8$ and three different values of $N_A$, namely $N_A = 2$, $N_A = 4$, and $N_A = 6$. For both $N_A = 2$ and $N_A = 6$, the maximum number of active antenna combinations is $C_8^2 = 28$. From those, MSM uses 16, which require 4 address bits. In contrast, ESM-Type2 uses all of these combinations, and in addition to them, it uses additional antenna/modulation combinations which involve other constellations, similar to the subspace given by $[\overline{1}]$ for $M = 16$ and to the subspaces given by $[\overline{1}]$ and $[\overline{2}]$ for $M = 64$. It can be easily verified that the average energy per codeword is given by $(28 \times 12 + 4 \times 16)/32 = 12.5$.
for $M = 16$, and $(28 \times 42 + 2 \times 66 + 2 \times 72)/32 = 45.375$ for $M = 64$. Note that the energy saving with respect to MSM here is higher than that reported in Section III.C. More specifically, the energy saving is 2.04 dB for $M = 16$ and 2.7 dB for $M = 64$.

For $N_T = 8$ and $N_A = 4$, the situation is not as favorable: Indeed, the number of active antenna combination is $C_4^2 = 70$, and MSM can use 64 of them. Instead of trying to find suitable antenna and modulation combinations to increase the signal space and recover the missing bit, we found that in this case a simple alternative consists of using constellation $S_{M/2}$ on two antennas, constellation $P_{M/2}$ on one antenna, and the full constellation $P_M$ on the remaining active antenna. The energy saving with respect to MSM in this case is 1.55 dB for $M = 16$ and 2.0 dB for $M = 64$, which is a worst-case situation corresponding to one of the active antennas transmitting symbols from the full primary constellation. In summary, the gain achieved with respect to MSM is a function of the $N_T$ and $N_A$ parameters, and it will exceed 2 dB in most cases.

C. ESM-Type3

We will not attempt here to fully describe ESM-Type3 for an arbitrary number of transmit antennas $N_T$ and an arbitrary number of active antennas $N_A$, because the signal space will depend on both of these parameters. Instead, we will give the basic design rule and indicate the achievable performance.

Recall that this ESM design makes use of 4 different constellations, namely $P_{M/2}$, $S_{M/2}$, $T_{M/2}$, and $F_{M/2}$, the first being a subset of the primary constellation, the second being a secondary constellation derived through a first interpolation step, and finally the third and the fourth being derived through a second interpolation step. Also recall that all of these constellations have a minimum Euclidean distance of $d_0$, the minimum distance between $P_{M/2}$ and $S_{M/2}$ (resp. between $T_{M/2}$ and $F_{M/2}$ is $d_0/\sqrt{2}$, and the minimum distance between $P_{M/2} \cup S_{M/2}$ and $T_{M/2} \cup F_{M/2}$ is $d_0/2$.

Let us define 2 bit sequences $\{\alpha_i\}$ and $\{\beta_i\}, i = 1, 2, \ldots, N_A$ where $\alpha_i$ determines whether the $i$th component of the codeword belongs to $P_{M/2} \cup S_{M/2}$ or to $T_{M/2} \cup F_{M/2}$, and $\beta_i$ determines whether this component belongs to $P_{M/2} \cup S_{M/2}$ or to $P_{M/2} \cup F_{M/2}$. In order to preserve a minimum distance of $d_0$ in the signal space, the $\{\alpha_i\}$ sequence must form a binary code of Hamming distance 4, and the $\{\beta_i\}$ sequence must form a binary code of Hamming distance 2. With $N_A = 2$, a Hamming distance of 4 cannot be achieved if the codewords are defined over a single channel use, and for this reason two consecutive symbol vectors were stacked and the codewords were defined over two consecutive channel uses in Section III.C. This constraint remains with higher $N_T$ values as long as $N_A = 2$. But for $N_A$ values of 4 or higher, no stacking is required, because a Hamming distance of 4 can be achieved between $\{\alpha_i\}, i = 1, 2, \ldots, N_A$ sequences defined over a single channel use. The design rule in ESM-Type3 is to define the signal space in such a way that these two Hamming distance requirements are met. Then, the SNR gain over MSM is obtained simply by comparing the average transmit energies.

\begin{table}[h]
\centering
\caption{Average transmit energy for 10 bpcu and 14 bpcu}
\begin{tabular}{|c|c|c|c|c|}
\hline
 & SM [4] & SMX-2TX & ESM [2] & MSM [3] \\
\hline
10bpcu & 170 & 40 & 28.5 & 20 \\
14bpcu & 2730 & 164 & 202 & 84 \\
\hline
ESM-Type1 & 16 & 13 & 12 & 16 \\
ESM-Type2 & 64 & 48.75 & 42.875 & 32 \\
ESM-Type3 & SMX-4TX & & & \\
\hline
\end{tabular}
\end{table}

V. PERFORMANCE AND COMPLEXITY ANALYSIS

A. The Minimum Euclidean Distance

Assuming the channel state information (CSI) is perfectly known at the receive side, the maximum-likelihood (ML) decoder estimates the transmitted codeword according to:

$$\hat{X} = \arg \min_{X \in K} ||Y - HX||^2,$$

where the minimization is performed over all possible codewords from the signal space $K$.

In ML detection using exhaustive search, the receiver computes the Euclidean distance between the received noisy signal and the set of all possible codewords transmitted over the channel matrix. At high SNR, the receiver performance is dominated by the minimum squared Euclidean distance over the signal space $K$:

$$L_{\text{min}}^2 = \min_{X \in K} ||X - X'||^2.$$  \hspace{1cm} (26)

The ESM schemes introduced in this paper were designed in such a way as to preserve the minimum squared Euclidean distance $d_0$ of the primary modulation, i.e., $L_{\text{min}}^2 = d_0^2$ in all of them. The same minimum distance being also valid for single-stream SM, MSM, the ESM schemes introduced in [20], and in SMX, comparison of the respective asymptotic performances of the different schemes is reduced to comparing their average transmit energy $E_s$. The average transmit energy for all of these MIMO schemes is summarized in Table I for 10 bpcu and for 14 bpcu transmissions.

The gains achieved by the new ESM designs over MSM have already been indicated in Section III. The main purpose of this table is to give an indication as to how these schemes compare to spatial multiplexing with 4 transmit antennas (SMX-4TX), spatial multiplexing with 2 transmit antennas (SMX-2TX), single-stream SM of [4], and also to the original ESM schemes of [20]. First, note that SMX-4TX must use two different modulations at these two spectral efficiencies. For 10 bpcu transmission, we assume that 2 antennas transmit QPSK symbols (of average energy 2) and the other 2 antennas transmit symbols from the $P_8$ constellation used by ESM-Type2 (see Subsection III.C). The average transmit energy of SMX-4TX is $2 \times (2 + 6) = 16$ in this case. For 14 bpcu transmission, 2 antennas transmit 16QAM symbols and the other 2 antennas transmit symbols from the $P_8$ constellation. The average transmit energy is $2 \times (10 + 6) = 32$. Clearly, this transmission scheme has better performance than our new ESM schemes at 14 bpcu, but it involves 4 RF chains.

Next, SMX-2TX uses 32QAM for 10 bpcu and 128QAM for 14 bpcu transmission. The average transmit energy is 40
and 164, respectively. The gains achieved by our new ESM designs over this scheme are substantial: around 4.0 – 4.1 dB with ESM-Type1, 4.9 – 5.3 dB with ESM-Type2, and 5.2 – 5.8 dB with ESM-Type3.

Single-stream SM must employ 256QAM modulation to achieve 10 bpcu and 4096QAM to achieve 14 bpcu. It is needless to say that the gap is tremendous here. Finally, our original ESM scheme of [20] achieves 10 bpcu using 64QAM as primary modulation and 14 bpcu using 1024QAM as primary modulation. In the first case, it uses two secondary modulations of 8 points, and in the second case, it uses secondary modulations of 32 points each, following the design rules described in that paper. The average transmit energy values given in Table I indicate that in the case of 10 bpcu, the ESM scheme of [20] was designed to improve over single-stream SM, while the new ESM schemes introduced in this paper were specifically designed to improve over MSM.

B. The Union Bound Analysis

For each channel use, the signal codeword \( \mathbf{X} \) is in a vector form \( \mathbf{x} \) and its performance can be evaluated by using the union bound analysis shown in [20]. We define the pairwise error probability (PEP) as the probability that the ML decoder makes an incorrect decision. The average PEP (APEP) can be computed by using the union bound as follows:

\[
APEP \leq \frac{1}{|\mathbf{X}|} \sum_{\mathbf{x} \in \mathbf{X}} \sum_{\mathbf{x}' \in \mathbf{X}} PEP(\mathbf{x} \rightarrow \mathbf{x}').
\]

For Rayleigh fading channels, the PEP is given by

\[
PEP(\mathbf{x} \rightarrow \mathbf{x}') = \mathbb{E}_H \left[ Q \left( \frac{E_\|H\mathbf{x} - H\mathbf{x}'\|}{2N_0} \right) \right] = \left( \frac{1 - \mu}{2} \right)^{N_R} \sum_{k=0}^{N_R-1} C_{N_R-1+k}^k \left( \frac{1 + \mu}{2} \right)^k,
\]

where the Gaussian Q-function is denoted by \( Q(\cdot) \), \( \mu = \sqrt{\tau/(4N_0/E_x + \tau)} \), and \( \tau = \|\mathbf{x} - \mathbf{x}'\|^2 \) denotes the squares Euclidean distance between two symbol vectors.

The APEP shown in [27] can be used for an analytic evaluation of the proposed ESM schemes. Given the codeword length with \( N_c \) channel uses, the codeword error rate (CER) can be upper bounded by:

\[
CER \leq N_c \times APEP.
\]

For ESM-Type1 and ESM-Type2, error events are independent from a channel use to the next, because each symbol vector is generated independently. Therefore, the CER is bounded by the product of the APEP per channel use and the codeword length \( N_c \). For ESM-Type3, a codeword is composed of two symbol vectors transmitted over two channel uses. These two symbol vectors have the same error rate, due to the symmetry imposed on the signal design. As a result, the CER of ESM-Type3 can also be bounded using equation (29).

C. Receiver Complexity

We define the receiver complexity as the number of floating point operations (flops) required per ML decoder decision, where each addition, subtraction, multiplication, division, and square-root operation counts as one flop. Using this definition, we found that the first two of the proposed ESM schemes have essentially the same receiver complexity as MSM, while the third has a 50% higher complexity.

Using the system model given by eqn. (1), the ML decoder needs to compute \( 2^b \) decision metrics \( w_k = \|\mathbf{y} - H\mathbf{x}_k\|^2, k = 1, \ldots, 2^b \), where \( b \) is the total number of transmitted bits per channel use. This holds for MSM as well as for ESM-Type1 and ESM-Type2. For different operations, the number of flops is given by:

- Computing \( H\mathbf{x}_k \) requires \( N_R(2N_A - 1) \) flops,
- Computing \( \mathbf{y} - H\mathbf{x}_k \) requires \( N_R \) flops,
- Computing \( \|\mathbf{y} - H\mathbf{x}_k\|^2 \) requires \( 2N_R - 1 \) flops.

That is, computation of the decision metrics by the ML decoder requires in total \( 2^b(2N_R(N_A + 1) - 1) \) flops.

A close look at ESM-Type3 reveals that the decoder complexity is more involved than in the first two ESM schemes, because the ML decoder must jointly decide two consecutive symbols. The ML decoder must make this decision using two consecutive received signal samples \( \mathbf{y}_1 \) and \( \mathbf{y}_2 \) and computing metrics of the form \( w_k = \|\mathbf{y}_1 - H\mathbf{x}_k\|^2 + \|\mathbf{y}_2 - H\mathbf{x}_k\|^2 \), where \( \mathbf{x}_1 \in \mathbb{S}_{PS}, \mathbf{x}_2 \in \mathbb{S}_{TF} \), or \( \mathbf{x}_1 \in \mathbb{S}_{PS}, \mathbf{x}_2 \in \mathbb{S}_{TF} \). The number of flops per decoder decision is \( 2(2^b + 2^{b-1})(2N_R(N_A + 1) - 1) \). But since only one decision is made every two channel uses, the number of flops per channel use is \( (2^b + 2^{b-1})(2N_R(N_A + 1) - 1) \). This is 50% higher than in MSM, ESM-Type1, and ESM-Type2.

D. Sphere Decoding for ESM

Implementation of the ML decoder using exhaustive search involves a very high complexity and becomes prohibitive at very high spectral efficiencies, and this holds for any MIMO scheme. In practice, the ML decoder can be implemented efficiently using the sphere decoding (SD) technique. This technique reduces the complexity of the ML decoder by shrinking the search space to an acceptable level and counting those combinations that lie within a sphere centered on the received signal. The general SD scheme for SM was described in [19], where it was shown that this decoding technique significantly reduces the computational complexity with no performance loss. In the simulations section which follows, we use a multi-stream complex-valued SD for ESM, which is a modification of the single-stream and real-valued SD [23] that takes the signal space of ESM into account and uses an infinite search radius to guarantee the ML performance.

VI. SIMULATION RESULTS

Monte Carlo simulations were carried out using uncorrelated Rayleigh fading MIMO channels and assuming perfect
CSI at the receiver. In the simulations, symbol codewords \( X \) were randomly generated transmitted over the channel, the SD was performed using the received noisy signal samples, and error events \( X \neq X' \) were counted. The obtained codeword error rate (CER) was used to compare baseline MSM and the presented ESM schemes.

Fig. 7 gives the Monte-Carlo simulation results of the system performance for 10-bpcu transmission. The number of receive antennas used in these simulations is 8. These results show that at \( CER = 10^{-3} \) the presented ESM schemes achieve SNR gains over MSM of around 0.6 dB, 1.3 dB, and 1.8 dB, respectively. In this figure, we also give the analytic bound of the ESM schemes obtained given by (29) to show its tightness in the high SNR region.

In Fig. 8, we report the CER performance of MSM and the proposed ESM schemes providing 14 bpcu using 16 receive antennas. Here, we can see that at the \( CER = 10^{-3} \), the ESM schemes achieve gains of around 0.9 dB, 1.9 dB, and 2.2 dB, respectively, over MSM. Note that the gains are higher than those achieved in the 10 bpcu case. This is due to the fact that the average energy of the secondary constellations used in our signal design becomes lower (relatively to the primary constellation) when higher spectral efficiencies are considered. Also note that the gains observed in these simulations are lower than those predicted by the average transmit powers, but this is not surprising, because the latter are asymptotic results that are valid at high SNR values.

A final investigation in this work concerned the evaluation of the number of RX antennas required to approach the gains predicted by the average transmit energies. The results corresponding to ESM-Type1 and ESM-Type2 with 10 bpcu are reported in Fig. 9. The specific numbers of RX antennas used in this investigation were 4, 8, 16, 32, and 64. The results show that a large number of RX antennas are needed in order to closely approach the asymptotic performance gain, but 80% of this gain in ESM-Type1 and 90% in ESM-Type2 can be achieved with 16 RX antennas.

This can be interpreted by using the union bound equation shown in (27). As the number of receiving antennas grows large with a high SNR value, the union bound on the error probability depends only on the average transmit energy and the minimum Euclidean distance between all pairs of code-words, i.e., \( PEP_w = \mathcal{Q}\left(\frac{E_s \cdot \delta_0}{\sqrt{2N_0}}\right) \) when \( N_R \to \infty \) and \( N_T \) is finite [24]. Since the the minimum distance \( \delta_0 \) is the same for all schemes in this paper, this result shows that the theoretical gain can be achieved with a large number of RX antennas and a high SNR value.

VII. CONCLUSION

Taking multi-stream SM as reference, we introduced in this paper three new ESM designs which lead to increasing SNR gains. The new schemes were described for MIMO systems with 4 transmit antennas two of which remain systematically active, but their extension to higher number of antennas was also presented. The proposed designs extend our previous work reported in [20], and are based on the concept of multiple constellations. The basic principle is to increase the signal space using additional signal constellations to the primary
constellation used by MSM. The first and the second ESM schemes make use of a secondary constellation, which is obtained through a single step of geometric interpolation in the primary constellation plane. The third ESM scheme goes one step further and uses two additional constellations derived through a second interpolation step. In all of them, the signal space is designed in such a way as to preserve the minimum Euclidean distance of the primary constellation while reducing the average total transmit energy. This makes performance comparisons with MSM and other MIMO schemes such as spatial multiplexing straightforward. Focusing on spectral efficiencies of 10 bpcu and 14 bpcu and using Monte Carlo simulations on Rayleigh fading channels as well as analytic performance bounds, it was found that the proposed schemes achieve significant performance gains compared to MSM with two active TX antennas.
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