Correlation and disorder-enhanced nematic spin response in superconductors with weakly broken rotational symmetry
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PACS
73.22.Gk – Broken symmetry phases
74.20.-z – Theories and models of superconducting state
74.72.-h – Cuprate superconductors

Abstract – Recent experimental and theoretical studies have highlighted the possible role of an electronic nematic liquid in underdoped cuprate superconductors. We calculate, within a model of \(d\)-wave superconductor with Hubbard correlations, the spin susceptibility in the case of a small explicitly broken rotationalsymmetry of the underlying lattice. We then exhibit how the induced spin response asymmetry is strongly enhanced by correlations as one approaches the instability to stripe order. In the disorder-induced stripe phase, impurities become spin nematogens with a \(C_2\) symmetric impurity resonance state, and the disorder-averaged spin susceptibility remains only \(C_2\) symmetric at low energies, similar to recent data from neutron scattering experiments on underdoped YBCO.
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Introduction. – Incommensurate one-dimensional composite spin and charge density waves, often called “stripes” [1–6], have been observed and play an important role in discussions of the underdoped cuprates and other systems. Such states were predicted theoretically in the context of mean-field studies of Hubbard models [7–10], and later observed in neutron scattering experiments in \(\text{La}_{2-x}\text{Ba}_x\text{CuO}_4\) and \(\text{La}_{2-x}\text{Nd}_{x}\text{Sr}_x\text{CuO}_4\) [11,12]. Stripes break the discrete translation and rotation symmetries of the \(\text{CuO}_2\) planes. Rotational symmetry is also broken in liquid crystal analogs called “electronic nematic” states, but these preserve translational symmetry and may occur as the initial instability of a paramagnetic state before an ordered state of charge, spin, or combined spin and charge order is reached [3,13–16].

While stripe-like ground states were originally thought to be a very special feature of the 214 compounds, this view has changed in recent years, in particular with the discovery of broken \(C_4\) symmetry in the spin response of highly underdoped samples of \(\text{YBa}_2\text{Cu}_3\text{O}_{6+x}\) [17], and, more recently, a subtle charge order in the same system [18]. Signatures of nematic order have also been recently reported in transport and tunneling measurements [19–21]. In all these cases, however, the question of \(C_4 \rightarrow C_2\) symmetry breaking is muddied by the fact that the crystal is not tetragonal, since for example in \(\text{YBa}_2\text{Cu}_3\text{O}_{6+x}\) the CuO chains give a well-defined anisotropy in the untwinned samples on which the experiments were performed, such that the system is formally orthorhombic. Nevertheless, the evolution from optimally to highly underdoped samples, which is accompanied by a dramatic enhancement of the anisotropy of the responses, is quite striking, and leads to the common assumption that these highly correlated underdoped materials display a strongly enhanced “nematic susceptibility”, i.e. a tendency to create nematic order which is driven by the very small symmetry-breaking field provided by the \(x\)-\(y\) anisotropy in the band-structure. However, these ideas have rarely been cast in a concrete microscopic model allowing a direct study of how disorder and local electronic correlations which drive the Mott insulating state influence nematicity. Previous studies have mainly focussed on the high-energy spin fluctuations of the RPA susceptibility of a homogeneous \(d\)-wave superconductor with an anisotropic band-structure [22–26], or utilized phenomenological Ginzburg-Landau approaches [16,27,28].
recently, the nematic response has also been studied within the two-dimensional Hubbard model with slight $x$-$y$ hopping asymmetry using strong-coupling cluster methods, and found to be significantly enhanced by interactions at low temperatures in the underdoped pseudogap regime [29,30].

The salient features of the inelastic neutron scattering experiments on strongly underdoped untwinned YBCO samples which should be reproduced by a reasonably complete theoretical analysis are as follows:

1) The neutron intensity near $(\pi, \pi)$ evolves from a pattern of four symmetrically placed incommensurate peaks at high energies which merge at $(\pi, \pi)$ at the spin resonance energy $\Omega_0$, to a pattern with $C_2$ symmetry with two incommensurate peaks at quite low energies $\omega \ll \Omega_0$.

2) The details of this pattern appear to be important: the intensity in the nematic case has a saddle point form in $q$ space, with a maximum at $(\pi, \pi)$ for cuts along $b$ and a minimum there for cuts along $a$.

3) The strength of the $C_4$ symmetry breaking increases as one underdopes.

Some phenomenologies have been rather successful in accounting for some of these features, but to our knowledge there is no microscopic approach which has thus far successfully accounted for all of them. In this work we present a simple version of such a theory, based on our earlier work exploring the effect of Hubbard correlations on the $d$-wave superconducting state, to which we now add a small symmetry-breaking field to simulate, e.g., the effect of the chains in YBa$_2$Cu$_3$O$_{6+\delta}$. We show that the nematicity in the spin response is enhanced by correlations and decreasing temperature; what is perhaps more surprising is our finding that the phenomenon can be enhanced further by electronic pairing in the presence of disorder. We find that disorder is crucial to explain the saddle point structure of the inelastic scattering intensity in $q$-space. In addition, we present local investigations which exhibit the explicit formation of nematogens, natively driven impurity states, which have not to our knowledge been observed in the cuprates, although recently reported in the stripe-ordered phase of Fe-based systems [31–33]. Indications of an enhanced nematic susceptibility above the magnetic transition have also been observed in these systems [34].

**Model.** – The Hamiltonian is given by

$$\hat{H} = -\sum_{ij} t_{ij} c_{i+}^{\dagger} c_{j} + \sum_{i} (V_i - \mu) n_i + U \sum_{i} \frac{n_i - \sigma m_i}{2} n_i + \sum_{i} \left( \Delta_{ij} c_{i+}^{\dagger} c_{j} + \Delta_{ji} c_{i}^{\dagger} c_{j+} - \Delta_{ij} c_{i+}^{\dagger} c_{j} - \Delta_{ji} c_{i}^{\dagger} c_{j+} \right),$$

(1)

where $c_{i}^{\dagger}$ creates an electron on site $i$ with spin $\sigma$, and $t_{ij} = \{t_x, t_y, t'\}$ denote the hopping integrals to the two nearest neighbors. In eq. (1), $n_i$ and $m_i$ refer to the charge density and magnetization, respectively, $V_i$ is an impurity potential from a set of $N$ point-like scatterers, $\mu$ is the chemical potential and $\Delta_{ij}$ is the $d$-wave pairing potential between sites $i$ and $j$. The amplitude of $\Delta_{ij}$ is set by the superconducting coupling constant $g$ and will exhibit a slight anisotropy inherited from a finite $\delta_0 = (t_y - t_x)$. Below we fix the parameters $t' = -0.35t$, adjust $\mu$ to give a hole doping $x = 1 - n \approx 10\%$, and $g = 0.6$ leading to realistic pairing amplitudes $\Delta = 0.10t$. The hopping asymmetry $\delta_0 = 0.05$ is fixed for all results presented here. We have solved eq. (1) self-consistently on unrestricted $N \times N$ lattices by diagonalizing the associated Bogoliubov-de Gennes (BdG) equations at $T = 0.01t$ [35].

The model given by eq. (1) has been used extensively in the literature to study the competition between bulk superconducting and magnetic phases, and field-induced magnetization [36]. It has also been used to study moment formation around nonmagnetic impurities in correlated $d$-wave superconductors [37]. In the case of many impurities, eq. (1) was used to model static disorder-induced magnetic droplets [38–42], and explain how these may increase in volume fraction when moving to lower doping and eventually form a quasi–long-range ordered magnetic stripe phase. More recently, eq. (1) extended to the vortex state was used to obtain a semi-quantitative description of the temperature dependence of the elastic neutron response in underdoped LSCO [43,44].

The transverse bare spin susceptibility $\chi_{xx}^\circ(q, \vec{r}_i, \vec{r}_j, \omega) = -i \int_{0}^{\infty} dt e^{i\omega t} \langle \sigma_{x}^{\circ}(t), \sigma_{y}^{\circ}(0) \rangle$, can be expressed in terms of the BdG eigenvalues $\hat{E}_n$ and eigenvectors $u_n, v_n$ as

$$\chi_{xx}^\circ(q, \vec{r}_i, \vec{r}_j, \omega) = \sum_{m,n} f(u, v) \frac{f(E_m) + f(E_n) - 1}{\omega + E_m + E_n + i\Gamma} + \sum_{m,n} g(u, v) \frac{f(E_m) + f(E_n) - 1}{\omega - E_m - E_n + i\Gamma},$$

(2)

$$f(u, v) = u_{m,i} v_{n,i} (u_{n,j} v_{m,j} - u_{n,j} v_{m,j}),$$

(3)

$$g(u, v) = v_{m,i} u_{n,i} (u_{m,j} v_{n,j} - u_{m,j} v_{n,j}).$$

(4)

Including the electronic interactions within RPA we find for the full susceptibility

$$\chi_{xx}(q, \vec{r}_i, \vec{r}_j, \omega) = \sum_{\vec{r}_i} \left[1 - U \chi_{xx}^\circ(q, \omega) \right]_{\vec{r}_i, \vec{r}_i}^{-1} \chi_{xx}^\circ(q, \vec{r}_i, \vec{r}_j, \omega).$$

(5)

Fourier transforming with respect to the relative coordinate $\vec{r} = \vec{r}_i - \vec{r}_j$ defines the spatially resolved momentum-dependent susceptibility $\chi(q, \vec{R}, \omega) = \sum_{\vec{q}} e^{i\vec{q}\cdot\vec{r}} \chi(\vec{q}, \omega)$. Averaging over the center of mass coordinate $\vec{R} = (\vec{r}_i + \vec{r}_j)/2$, this expression gives the susceptibility $\chi(q, \omega)$ relevant for comparison with neutron measurements.

**Results.** – Figure 1 shows the susceptibility $\chi'(q, \omega) = -i\chi(q, \omega)$ at low energy $\omega/t = 0.02$ vs $q_x$ and $q_y$ for different $U$ in the homogeneous superconducting phase. As seen, the apparent asymmetry in the neutron response
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Quantitatively, we can define a nematic spin-response "order parameter" as

$$
\eta = \frac{\max\{\chi''(q_x, \pi, \omega_0)\} - \max\{\chi''(\pi, q_y, \omega_0)\}}{\max\{\chi''(q_x, \pi, \omega_0)\} + \max\{\chi''(\pi, q_y, \omega_0)\}}.
$$

Figure 2 shows the dramatic increase of $\eta$ as $U$ approaches the stripe instability from below for fixed hopping asymmetry $\delta_0 = 0.05$. In cuprates with weak orthorhombicity, it is therefore natural to expect a significant enhancement of the nematic response upon lowering the doping level from the optimally doped regime [16,29,30].

Experimentally, it is known that the observed $x$-$y$ asymmetry disappears as one increases the energy $\omega$ which seems natural in light of the presumably very small energy scale associated with the nematic aligning field. Here, the same result is obtained as seen from fig. 3, where the panels show constant-energy cuts of $\chi''(q, \omega)$ at varying $\omega$ with fixed $U/t = 2.5$ and $\delta_0 = 0.05$.

The discussion above, and the associated results presented in figs. 1–3, were all based on a ground state consisting of a homogeneous d-wave superconductor. Within the present mean-field formalism this is the relevant regime for clean systems with $U/t < U_{c2}/t \approx 2.6$. In the opposite regime, where $U > U_{c2}$, the clean phase is an ordered smectic stripe phase which disorder may turn into a nematic as discussed, e.g., in refs. [45–47]. We do not expect a small explicit symmetry breaking term to qualitatively alter this scenario. Instead, we focus on the weak-$U$ limit where disorder may induce a stripe magnetic phase as shown in refs. [38,39,41,42], and study the evolution of the nematic spin response to disorder. For this purpose we need to investigate how impurities respond to a finite $\delta_0$.

Figure 4(a) shows the $C_2$ symmetric pattern of local magnetic order induced around such an impurity, which we will refer to as a "spin nematogen", while in fig. 4(b) we see that a significant anisotropy is absent in the charge sector, as may be expected in weak-coupling theories of this type. Similar to the bulk results in fig. 1, the impurity-induced magnetization becomes increasingly asymmetric as one approaches $U_{c2}$ from below. The question arises as to how to detect these spin nematogens in the cuprates. NMR is clearly sensitive to the local distribution of spins, and the lineshape in other disordered, correlated materials has been analyzed in terms of postulated structures of this type [32]. The NMR line is a histogram of fields arising from nuclear spins precessing in different local environments. If the nucleus at a nearest-neighbor position relative to the impurity generates a satellite peak as is the

---

1. The normal state of the homogeneous system is expected to display a similar tendency towards a nematic response [29,30], but within the current model, this limit cannot describe the underdoped cuprates since the physics of the pseudogap is neglected.
In agreement with the $x$-$y$ anisotropy shown in fig. 4(a), the low-energy disorder-induced spin excitations also become highly anisotropic, as shown in fig. 4(d). Because of numerical limitations the spin-susceptibility from inhomogeneous real-space configurations is obtained from systems with $N = 24$. Surprisingly, the disorder significantly enhances the nematic response as seen by comparing figs. 4(e), (f); (e) displays two distinct cuts along either $q_x = \pi$ or $q_y = \pi$ from fig. 4(d), and reveals a much larger anisotropy in the spin response for the disordered case (e) compared to the clean case (f). Since a gapped spectrum near the Fermi level (caused by superconductivity or pseudogap physics) is a prerequisite for disorder-induced magnetization, we obtain the interesting situation where a disordered superconductor in the presence of sub-dominant electronic correlations and a small $x$-$y$ symmetry breaking field, work as a catalyst for observing a nematic response in neutron scattering.

We end this section with a brief discussion of the realistic many-impurity situation where the impurity-induced magnetization form a glassy pattern shown in fig. 5(a). Panels (b) and (c) in fig. 5 display, respectively, the low- and high-energy spin susceptibility, $\chi''(q, \omega)$, in the presence of a few percent added disorder similar to the experimental study in, e.g., ref. [49]. The particular concentration of disorder (and their strength) is not important for the present discussion. In agreement with the neutron measurements, the low-energy spin response from a collection of overlapping spin nematogens peaks at the incommensurate (commensurate) position along $q_x$ ($q_y$). Again this distinct asymmetry is only present in the low-energy sector as seen from fig. 5(c). In fig. 5(d) we show cuts through fig. 5(b) along $q_y = \pi$ (black line) and $q_x = \pi$ (red line), revealing a semi-quantitative fit to
the experimental low-energy spin fluctuations obtained in ref. [17].

Conclusions. – We have calculated the spin susceptibility of a d-wave superconductor with Hubbard correlations in the presence of small explicit symmetry breaking of the underlying lattice. Correlations were found to significantly enhance the low-energy anisotropy of the spin response as the stripe instability is approached. Comparisons with experiment [17,49], as well as with work based on the same model and recent analysis of the doping dependence of such effects at strong coupling [50], suggest that this effect is responsible for the strongly enhanced nematic tendency in the spin response observed in the YBCO system as it is underdoped. In addition, we have shown here that disorder significantly enhances the nematicity, via the generation of local spin nematogens which exhibit an anisotropic low-energy spin response that can be significantly enhanced compared to the clean case, and is crucial to understand the q-space form of the neutron response near (π, π) observed in experiments on strongly underdoped, unwinned YBCO samples. Our predictions can be tested by studying the effect of Zn substitution on the anisotropic spin response, and by analysis of NMR and STM spectroscopy of impurity bound states in underdoped cuprates.
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