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**Abstract**

Black-box optimization (BBO) algorithms are concerned with finding the best solutions for problems with missing analytical details. Most classical methods for such problems are based on strong and fixed *a priori* assumptions, such as Gaussianity. However, the complex real-world problems, especially when the global optimum is desired, could be very far from the *a priori* assumptions because of their diversities, causing unexpected obstacles. In this study, we propose a generative adversarial net-based broad-spectrum global optimizer (OPT-GAN) which estimates the distribution of optimum gradually, with strategies to balance exploration-exploitation trade-off. It has potential to better adapt to the regularity and structure of diversified landscapes than other methods with fixed prior, e.g., Gaussian assumption or separability. Experiments on diverse BBO benchmarks and high dimensional real world applications exhibit that OPT-GAN outperforms other traditional and neural network-based BBO algorithms. The code and Appendix are available at https://github.com/NBICLAB/OPT-GAN

**Introduction**

Optimization is a study of finding the best solutions to a given problem. In this field, global optimization progresses with the globally best solution among all possible ones. We are interested in BBO problems:

$$\arg \min f(x) : \Omega \rightarrow \mathbb{R}, \forall x \in \Omega \subset \mathbb{R}^n,$$  \hspace{1cm} (1)

where \(n\) is the dimensionality of the searching domain \(\Omega\). The “black box” means we have little information about \(f\) but the function value \(f(x)\) indicating the quality of the candidate solution \(x\).

In terms of stochastic black-box optimization, we define \(p(x)\) as a distribution representing the estimated chance that the global optimum \(x^*\) can be found at \(x\). Thus, the optimization can be viewed as progressively reshaping explicit/implicit \(p(x)\) based on sampled \(x\) and corresponding
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Figure 1: Estimated \(p(x)\) using OPT-GAN on four problems (see Appendix E for the plotting details of \(p(x)\)). It reshapes \(p(x)\) progressively according to properties of a landscape.

$f(x)$, toward the Dirac delta distribution \(\delta_{x^*}(x)\) with a spike at \(x^*\). Note that different optimizer reshapes \(p(x)\) in different way (see Appendix A for the general framework).

The No Free Lunch Theorem (NFLT) (Wolpert and Macready 1997) indicates the significance of prior knowledge to a global optimizer, as the performance difference between optimizers depends on how their *a priori* assumptions match with the inherent regularities of problem. Although there are some specialized narrow-spectrum\(^1\) optimizers designed for specific problems by utilizing prior knowledge, e.g., Iterative Closest Point algorithm (Chetverikov et al. 2002) focuses on point-set matching related problems, the difficulty for obtaining sufficient problem-related information in real world leads to prosperity of broad-spectrum optimizers.

To deal with the challenge of information deficiency, the broad-spectrum optimizers maximize performance with lit-

---

\(^1\)Inspired by the term broad-spectrum antibiotics, spectrum implies the range of applicable problems of an optimizer. The broad-spectrum ones expect to achieve acceptable performance at a wide range via strong configurability. However, a narrow-spectrum one aspires to the best performance at specific families of problems.
tle a priori knowledge on target black-box optimization problems. They expect to achieve acceptable performance at various problems via strong configurability, i.e., balancing exploration-exploitation (E-E) trade-off using configurable parameters or modules.

There are two branches of broad-spectrum optimizers: model-building and model-free algorithm, e.g., Genetic Algorithms (GA) (Holland 1975) and Particle Swarm Optimization (PSO) (Eberhart and Kennedy 1995), directly manipulate solutions in an implicit way. Despite wide application, they are weak in capturing complex problem structures (Katoch, Chauhan, and Kumar 2021; Liu and Liu 2017). The model-building ones search with explicit models, such as modeling landscape (i.e., $f$) or gradient (i.e., $\nabla f$). Among them, modeling $p(x)$ directly is one of primary branches, e.g., Estimation of Distribution Algorithms (EDAs) (Hauschild and Pelikan 2011), which have achieved considerable advances (Liang et al. 2020; De Bonet, Isbell, and Viola 1996; Chen et al. 2017). They have potentials to capture complex structures and learn accurate distribution of promising solutions without much attention on landscape details (Cheng et al. 2018; Antoniou and Papa 2021). However, the diversity of real-world problems with massive unknown properties makes choosing proper a priori assumption for EDAs difficult. For instance, as a widely used EDA method, Evolutionary Strategy with Covariance Matrix Adaptation (CMA-ES) fails to reshape its distribution type for problem whose landscape is distinct from a Gaussian surface or mixture of Gaussians (Liu et al. 2020a).

Without violating the NFLT, a “shapeshifter” broad-spectrum optimizer with less dependency on prior of target problems is desired, especially a flexible $p(x)$ EDA method, which tunes distribution to adapt to diversified problems progressively. As an universal distribution learner (Lu and Lu 2020), the Generative Adversarial Networks (GANs) (Goodfellow et al. 2014) is one of the strongest candidates for capturing arbitrary distribution. In fact, their effectiveness for optimization have been preliminarily verified by GAN-based Solver (GBS) (Gilhofer et al. 2019) for local optimization and MOE-GAN (He et al. 2021) for multiobjective optimization.

**Motivation** Unfortunately, the global optimization by estimating the distribution of optima progressively is still hard to reach, as we have to carefully balance the exploration-exploitation trade-off during optimization to gradually expose global optimum. This problem is even more notable for black-box tasks because we have no information on which side is better.

A question arises here: can we design a broad-spectrum global optimizer by modeling a flexible $p(x)$ estimator, enabling balancing E-E trade-off and adapting to arbitrary black-box problems?

**Contribution** We propose a generative adversarial net-based broad-spectrum optimizer for global optimization, named OPT-GAN, which estimates the distribution of optimum gradually by balancing E-E trade-off (see Fig. 1). OPT-GAN shows potential to better adapt to the structures of different landscapes than other EDA methods with fixed prior, e.g., Gaussian distribution assumption in CMA-ES. Detailed contributions are listed as follows:

- A novel GAN-based broad-spectrum global optimizer for black-box problems is proposed to estimate the distribution of global optimum gradually.
- As a global optimizer, OPT-GAN adopts a bi-discriminators framework to guide the generator to learn balancing E-E trade-off during optimization.
- A continually updating and shrinking optimal set provides data about regularities, encouraging exploration at the early stage and exploitation at the late stage.
- To avoid biased initialization and premature convergence, a generator pre-training method is used to ensure full domain initialization.
- Experiments manifest that OPT-GAN achieves the best results on diversified problems compared with different types of optimizers, including neural network-based state-of-the-art optimizers.

**Related Works**

**Narrow-Spectrum Optimizers** Narrow-spectrum optimizers can solve specific problems in an efficient way by exploiting the problem-related knowledge (Serorino 2014), e.g., Backpropagation (LeCun et al. 1988), FBN-GAN (Gupta and Zou 2019), ChAs (Brookes, Park, and Listgarten 2019), DBAs (Brookes and Listgarten 2020), MetricGAN (Fu et al. 2019), and PGATS (Zhou et al. 2014). However, such prior knowledge or analytical details are often not available for many real-world optimization problems (Dulac-Arnold et al. 2021; Thor, Kulvicius, and Manoonpong 2021).

**Model-Free Optimizers** As a typical family of broad-spectrum optimizers, model-free algorithms manipulate solutions directly. This family involves, e.g., BFGS (Liu and Nocedal 1989), Nelder-Mead method (NM) (Nelder and Mead 1965), Generalised Pattern Search (Torczon 1997), Simulated Annealing (Kirkpatrick, Gelatt, and Vecchi 1983), GA, and PSO. They are popular for their approachable and easily implementable mechanism, yet suffering from weak mathematical structure and low efficiency (Audeh and Hare 2017).

**Model-Building Optimizers** Model-building optimizers rely on adjusting an explicit model to search the BBO problems. (1) **Surrogate Optimization Algorithms** simulate the landscape to reduce practical evaluations, e.g., Response Surface Methods (Jones 2001) and Support Vector Machine-based Surrogate Models (Ciccazzo, Di Pillo, and Latorre 2016). Bayesian Optimization adopts Gaussian processing to accurately regress the landscape, and has been successfully applied to many expensive but low dimensional problems (Balandat et al. 2020; Shahriari et al. 2015; Eriksson et al. 2019). However, when solving high-dimensional problems, sample size that accurate modeling requires increases exponentially, leading to degraded sampling and inefficient search (Raponi et al. 2020; Luo et al. 2012). In addition, its time consumption increases drastically when reconstructing the model with increasing samples. Although some approaches such as incremental learning could alleviate this...
issue (Jenatton et al. 2017; Klein et al. 2017), extra flaw of catastrophic forgetting limits its learning ability. Note that the discussions are limited to naive Bayesian Optimization. (2) Gradient Estimators, such as OPEN-ES (Salimans et al. 2017), and Adaption Directional Gaussian Smoothing (Tran and Zhang 2020), perform well on quasi-convex problems due to local learning on gradient but poorly on non-convex problems.

(3) The last family EDAs estimate the distribution of optima by progressively sampling solutions, such as Cross Entropy Method (Rubinstein and Kroese 2004) and Latent Space-based EDA (Dong, Wang, and Zhou 2019). As one of the most prominent EDAs, CMA-ES estimates the better region by adaptively reshaping the Gaussian model and has received lots of successful stories (Kämpf and Robin-son 2009; Loshchilov and Hutter 2016). EDAs have presented remarkable performance on the problems compatible with their distribution assumption, e.g., Gaussian distribution. Nevertheless, EDAs with strong a priori are weak in adapting to diversified real-world problems.

Neural Network-based Optimizers The neural network(NN)-based black-box optimizers have recently gained growing attention due to their powerful approximation ability, e.g., RandomRL (Mania, Guy, and Recht 2018), GradientLess Descent (Golovin et al. 2020), and Indirect Gradient Learning (IGL) (Lillicrap et al. 2015). Explicit Gradient Learning (EGL) (Sarafian et al. 2020) directly estimates the gradient $\nabla f$ by learning the parametric weights. In addition, Weighted Retraining (WR) (Tripp, Daxberger, and Hernández-Lobato 2020) adopts latent manifold learning to convert a problem landscape into a latent space via generative models and search by traditional optimizer in the new space (Faury, Calauzènes, and Fercoq 2019; Faury et al. 2019; Sakamoto et al. 2020).

Given the universal distribution learning capability of GANs, the GAN-based optimizer may herald a fruitful direction by modeling $p(x)$. In 2019, focusing on inverse problem, a GAN-based Solver (Gillhofer et al. 2019) was proposed. Although it’s a preliminary work and only tested on topology optimization, the potential of GANs have been exhibited. If we temporally move our attention to another related field multiobjective optimization, there is also a GAN-based optimizer proposed recently (He et al. 2021).

Challenge Although landscape or gradient estimating methods, such as IGL and EGL, take advantage of the universal approximation ability and present encouraging performance on some BBO problems, their inherent natures with local gradient learning determine that they are more capable of solving quasi-convex problems (Sarafian et al. 2020; Liu et al. 2020b). Latent manifold learning methods could result in the loss of landscape information owing to inaccurate conversion, though they require weak a priori assumption.

The GAN-based solver is a pioneer of GAN-based optimization, but is almost a local optimizer. It only pays attention to the exploitation by gradually dividing the search space, but loses the ability of jumping out of local optimum, to say nothing of balancing E-E trade-off. It also has many other weaknesses, e.g., non-smoothly reshaping, premature convergence, and dependency on initial state (see Appendix B for more details). Thus, a broad-spectrum global optimizer reshaping distribution flexibly and progressively with strategies of balancing E-E trade-off, is highly desired.

Methodology

Formulation

Generally, proper definition of $p(x)$ guarantees searching efficiency (see Appendix A). Since there is no meaningful information about the black box $f$, we can only use historical $x$ and $f(x)$ recorded to construct $p(x)$. We firstly assume the optimum $x^*$ is drawn from $h(x)$, i.e., the distribution of historical best solutions $x_{\text{opt}}$. Refining $h(x)$ toward the delta distribution $\delta_{x^*}(x)$ for exploitation can be achieved by updating $x_{\text{opt}}$ with samples from previous $h(x)$.

However, if $x^*$ is out of distribution $h(x)$, the optimizer would fail in locating it by exploitation solely, which leads to the necessity of additional exploration on the global domain $\Omega$. As the uniformly random search is often viewed as an extreme exploration, we use the mixture distribution that takes the form of

$$
\pi(x) = \pi_0(x) + \pi_1(x)
$$

where $\pi_0(x)$ is a prior distribution and $\pi_1(x)$ is an exploration distribution.
of $h(x)$ and a multivariate uniform distribution $u(x)$ as the final $p(x)$, which is defined as
\[
p(x) = (1/(1 + \lambda)) \cdot h(x) + (\lambda/(1 + \lambda)) \cdot u(x),
\] where the E-E trade-off is tuned by adjustment factor $\lambda$. The $u(x)$ is defined as
\[
u(\Omega) = \begin{cases} 
\frac{1}{v(\Omega)} & x \in \Omega \\
0 & x \notin \Omega
\end{cases},
\] where $v(\Omega)$ denotes for the volume (area) of $\Omega$. When $\lambda = 0$, $p(x)$ degenerates to $h(x)$. On the contrary, $\lambda = +\infty$ means all positions in $\Omega$ have the same chance to be $x^*$. The $u(x)$ can flatten $p(x)$ and increase the structural diversity of candidate solutions. Such a design facilitates the recovery of solution diversity lost caused by the refinement of $h(x)$ and explores new solutions.

**Framework of OPT-GAN**

*How to achieve $p(x)$ in practice?* Although reshaping $p(x)$ has the potential to approach optimum $x^*$, this distribution could be arbitrary shape in high-dimensional space during optimization. Although there are many candidate models for constructing a distribution, the GAN is considered an effective universal distribution learner (Lu and Lu 2020; Grover, Dhar, and Ermon 2018) for multi-dimensional and arbitrary distributions. Thus, in this work, we design a GAN-based framework to carry out the formulation of Eq. 2.

The OPT-GAN consists of three components: solution generator $G$, bi-discriminators $D = \{D_I, D_R\}$, and historical best solution set $x_{opt}$ (see Fig. 2). $G$ learns the mixture distribution $p(x)$ by adversarially learning against $D_I$ and $D_R$ at the same time. $x_{opt}$ serves as a knowledge base related to $h(x)$ and is continually maintained during optimization. The loss of $G$ exquisitely contains the correction to $h(x)$ by $D_I$ and correction to $u(x)$ by $D_R$, gradually enforcing $G$ to approach their mixture distribution $p(x)$, provided proper training of $D_I$ and $D_R$.

In addition, the mode collapse problem (Li et al. 2021) may lead to optimization failure. Although refining distribution toward $x^*$ can be viewed as a “positive” mode collapse, the abnormal collapse during optimization still results in premature loss of solution diversity. Therefore, Wasserstein GAN with gradient penalty (WGAN-GP) (Gulrajani et al. 2017) is adopted to prevent premature convergence to local optima.

**Exploitation Discriminator** $D_I$ is for exploitation by differentiating generated solutions by $G$ from $x_{opt}$, i.e., $h(x)$. It is fed a solution and outputs a value indicating which distribution the solution comes from. Its loss $\mathcal{L}_{D_I}$ is defined as
\[
\mathcal{L}_{D_I} = \mathbb{E}_\eta [D_I(G(\eta))] - \mathbb{E}_{x_{samp}} [D_I(x_{samp})]
+ \beta \mathbb{E}_{\hat{x}_I} [(\|\nabla_{\hat{x}_I} D_I(\hat{x}_I)\|_2 - 1)^2],
\] where $x_{samp}$ is sampled from $x_{opt}$ (bootstrapping method), $\eta$ is the random noise, and $\beta$ is gradient penalty factor. $\hat{x}_I$ is sampled uniformly along straight lines between $G(\eta)$ and $x_{samp}$ (Gulrajani et al. 2017).

**Exploration Discriminator** $D_R$ aims at differentiating sampled solutions by $G$, from samples of $u(x)$. It is associated with OPT-GAN’s exploration ability. Similar to $D_I$, it outputs a value indicating which distribution a solution draws from. Its loss $\mathcal{L}_{D_R}$ is defined as
\[
\mathcal{L}_{D_R} = \mathbb{E}_\eta [D_R(G(\eta))] - \mathbb{E}_{x_{uni}} [D_R(x_{uni})]
+ \beta \mathbb{E}_{\hat{x}_R} [(\|\nabla_{\hat{x}_R} D_R(\hat{x}_R)\|_2 - 1)^2],
\] where $x_{uni}$ is from $u(x)$. $\hat{x}_R$ is sampled along straight lines between $G(\eta)$ and $x_{uni}$ (Gulrajani et al. 2017).

**Solution Generator** As a sampler, $G$ generates candidate solutions $x_G$ from the intrinsic distribution $p(x)$ by injecting the noises $\eta$. According to Eq. 2, $G$ mixes distribution $h(x)$ with $u(x)$ to balance the E-E trade-off. Thus, the generated solutions not only explore the discovered regions, but also explore the whole searching domain from a global point of view. The loss function $\mathcal{L}_G$ consists of the adversarial loss against $D_I$ and $D_R$, which is defined as
\[
\mathcal{L}_G = \mathbb{E}_\eta [\frac{1}{1 + \lambda} D_I(G(\eta)) + \frac{\lambda}{1 + \lambda} D_R(G(\eta))].
\]
Algorithm 1: OPT-GAN (see Appendix Algorithm 2 for the full version)

Input: The size of optimal set $K$; the batch size $S$; the population size for updating optimal set $M$; the maximum number of $FE$s $\text{MAX}FE$s; the searching domain $\Omega$; the number of iterations $GANIter$ and $DIter$ for GAN and discriminators, respectively.

Init: Initialize $x_{\text{opt}} = \{(x^{(1)}, \ldots, x^{(K)})|x^{(s)} \sim U(\Omega), s = 1, 2, \cdots, K\}, \text{MaxEpoch} = [(\text{MAX}FEs - K)/M]$.

Generator Pre-training:
Training solution generator $G$ and discriminator $D_R$ by Eq. 8 and Eq. 5, with $U(\Omega)$.

Distribution Reshaping:
for epoch = 1 to MaxEpoch do
  for iter$_G$ = 1 to GANIter do
    for iter$_D$ = 1 to DIter do
      Training discriminator $D_I$ by $\mathcal{L}_{D_I}$ in Eq. 4, with $x_{\text{opt}}$.
      Training discriminator $D_R$ by $\mathcal{L}_{D_R}$ in Eq. 5, with $U(\Omega)$.
    end for
    Training solution generator $G$ by $\mathcal{L}_G$ in Eq. 6.
  end for
  Updating:
  $x'_G = G(\eta); B = x_{\text{opt}} \cup x_G$.
  Sort $B$ according to $f(B)$ in ascending pattern.
  $x_{\text{opt}} = B_{(1:K)}$.
  Shrinking $x_{\text{opt}}$ with $K$ in Eq. 7.
end for
Return: $\arg\min f(x_{\text{opt}})$

Knowledge Base Maintaining

How can the optimizer be guided toward the global optimum in the landscape? Functioning as a knowledge base, $x_{\text{opt}}$ is a critical component guiding the optimization direction. Solutions in $x_{\text{opt}}$ are viewed as samples drawn from $h(x)$. According to Subsection Formulation, refining $h(x)$ is related to exploitation, and important in reshaping $p(x)$ toward the delta distribution $\delta_\delta(x)$. In OPT-GAN, $h(x)$ is iteratively refined by two strategies: updating and shrinking $x_{\text{opt}}$.

Updating Since the information on landscape is stored in historical solutions, updating $x_{\text{opt}}$ by incoming ones according to their goodness is indispensable to promote $h(x)$ at better regions. The generated solutions in $x_G$ are firstly evaluated on $f$. Then, $x_{\text{opt}}$ is replaced by the best $K$ solutions in $x_{\text{opt}} \cup x_G$. This strategy ensures the superiority of $x_{\text{opt}}$ in the historical solutions, and enables new knowledge flows into $x_{\text{opt}}$ to refine $h(x)$. Actually, the updating strategy enables the model to be attracted by better regions.

Shrinking Ideally, a size-fixing or even size-increasing $x_{\text{opt}}$ could save more knowledge about the landscape. Especially at the early stage, a large $x_{\text{opt}}$ improves the diversity of solutions from a global point of view. However, as optimization goes on, refining $h(x)$ with a large $x_{\text{opt}}$ could be trapped into a tediously long “tug-of-war”, especially when the problem is multi-modal. Thus, considering the search budget, we design a shrinking strategy to balance E-E trade-off over time. This strategy gradually and smoothly reduces the size of $x_{\text{opt}}$ to push OPT-GAN to focus on the interest region. The size $K$ of $x_{\text{opt}}$ at the $t^{th}$ number of function evaluations ($FE$s) is defined as follows

$$K^{(t)} = \left[ K^{(0)} (1 - a \cdot t/\text{MAX}FEs) \right],$$

where $K^{(0)}$ denotes the initial size of $x_{\text{opt}}$, $\text{MAX}FE$s is the maximum of $FE$s, and $a$ is the shrinking rate. Specifically, $a = 0$ means a size-fixing $x_{\text{opt}}$, and $a \geq 1$ means only the best solution stays at the end of optimization (Appendix C includes visualization of the effects of $a$).

Optimization

How do we use OPT-GAN to optimize a black-box problem? The optimization process consists of two successive stages: generator pretraining and distribution reshaping (see Algorithm 1 for pseudocode).

Generator Pre-training Facing a black-box problem, an optimizer should start with an unbiased $p(x)$ over the $\Omega$ to have a global field-of-view for avoiding premature convergence, i.e., $p(x)$ needs to be $u(x)$ initially. However, the intrinsic $p(x)$ in a randomly initialized generator hardly meets this requirement. Thus, $G$ is pre-trained only with $D_R$ for initialization (without consuming $FE$s). During this stage, the loss of $D_R$ is still Eq. 5, but the loss of $G$ is redefined as

$$\mathcal{L}_G = \mathbb{E}_u[D_{R}(G(\eta))].$$

Distribution Reshaping After generator pre-training, we start to search for the global optimum in $\Omega$. The solution generator $G$ with intrinsic $p(x)$ generates candidate solutions at each epoch (epoch denotes a single period in which OPT-GAN reshapes $p(x)$ and generates new candidates). It is for updating $x_{\text{opt}}$ that will be learnt by $G$ at next step. Ideally, the initial $p(x)$ is expected to be reshaped gradually towards the delta distribution $\delta(x)$.

In each epoch, $G$ adversarially learns current $p(x)$ against $D_I$ and $D_R$, under guidance of $x_{\text{opt}}$ and samples from $u(x)$. Then, $x_{\text{opt}}$ is maintained by updating and shrinking. This process is performed epoch by epoch to reshape $p(x)$ progressively. The found best solution is in the last $x_{\text{opt}}$. Note that training GAN is usually commented as a difficult task. Thus, to stabilize the estimation of current $p(x)$, $G$, $D_I$, and $D_R$ are sufficiently trained at each epoch.

Experiments

We examine the efficacy of OPT-GAN in terms of its broad-spectrum global optimization ability. The baseline methods are tested on the challenging black-box benchmarks from the COCO platform (Hansen et al. 2021), CEC’19 Benchmark Suite (Price et al. 2018), Conformal Bent Cigar (Liu et al. 2020a), and Simulationlib (Surjanovic and Bingham 2021). We also validate the efficacy on two real-world problems. Considering this study focuses on NN-based broad-spectrum optimizer, two groups of optimizers are adopted. The first group includes various broad-spectrum optimizers,
including BFGS, CMA-ES, Nelder-Mead method (NM), PSO, Bayesian Optimization by Density-Ratio Estimation (BORE) (Tiao et al. 2021), Bayesian Optimization of Risk Measures (BoRisk) (Cakmak et al. 2020), and BoRisk with 30 candidates (BoRisk-pop30; see Appendix D.1). The second group includes state-of-the-art NN-based optimizers, Explicit Gradient Learning (EGL), GAN-based Solver (GBS), and Weighted Retraining (WR). In order to verify the framework’s effectiveness and eliminate the interference of architectural tricks to evaluation results, we only use compact architectures (see Appendix D.1) to implement the prototypes of the generator and discriminators.

The detailed configurations about model specifications, benchmarks, and experimental settings are introduced in Appendix D.1, respectively. We also conducted the ablation analysis, convergence analysis, and hyperparameter analysis for OPT-GAN (see Appendix D.2, D.3, and D.4).

Visualization of the Learned Distribution To evaluate the ability of distribution estimation, Fig. 3 visualizes the learned $p(x)$ of OPT-GAN, CMA-ES, and BoRisk (see Appendix E) during optimization on Gallagher’s Gaussian 101-me Peaks function. CMA-ES builds the distribution by Gaussian prior directly, but easily misses the global optima at the later stage of optimization. The internal model prior can accelerate optimization.

Figure 3: Comparison of visualized $p(x)$ during optimization between OPT-GAN, CMA-ES, and BoRisk (see Appendix E for the plotting details of $p(x)$). The white $\times$ denotes the $x^*$. The red $\triangle$ marks the peaks of $p(x)$ for the best view.

Figure 4: Average convergence curves and ECDF results of OPT-GAN and traditional optimizers on 8 benchmarks in 2 and 10 dimensions. The dotted line indicates that the optimizer stops because its elapsed time exceeds 3 hours. The PT for an optimizer equals the number of trials whose fitness reaches the precision divided by the total number of trials (defined in Appendix D.1).

Comparison with Traditional Optimizers To verify the adaptability to diverse problems, the convergence curves and empirical cumulative distribution function (ECDF) (Hansen et al. 2021) of OPT-GAN are compared with various traditional optimizers (see Fig. 4). Considering an optimizer may have significantly different performance between different benchmark suits, we choose diversified benchmarks from different suits to display the influence of a priori assumption between different optimizers. As the available dimensions between benchmark suits differ, for consistency and fairness, the dimensionality of benchmarks is set to the shared available dimensions, i.e., 2 and 10. The Sphere has significant Gaussian characteristics suitable to BFGS, NM (Schraudolph, Yu, and Günter 2007; Gao and Han 2012), and CMA-ES. Unsurprisingly, their performance on the Sphere outperforms OPT-GAN. CMA-ES also shows outstanding performance on the 10-dimensional (10D) Lunacek bi-Rastrigin (local Gaussian-type), though it is worse than OPT-GAN on the 2-dimensional (2D) case. These imply that a successful matching between landscape characteristics and model prior can accelerate optimization.

However, for benchmarks without significant Gaussian shape, OPT-GAN gains ground on competitors. Although PSO performs better on the 2D Shifted and Rotated Weierstrass and 10D Michalewicz, its overall performance is inferior to OPT-GAN. BoRisk and BORE gradually lags behind OPT-GAN as the dimensionality increases. Overall, OPT-
Figure 5: Performance results about (a) average convergence curves, (b) ECDF, and (c) average ranks of compared optimizers on the COCO test problems. The dotted line indicates that the optimizer stops due to elapsed time exceeding 3 hours. The shaded area reflects the “Range”. The results on benchmarks with n=2 and n=10 are shown in Appendix D.6.

Figure 6: Average rank results versus FEs, dimensionality, and FDC. The ranks of optimizers are normalized into [0, 1], where the best rank of optimizers is 1; the worst is 0.

GAN shows the best or second-best performance in most benchmarks, reflecting its broad-spectrum adaptability. It can adapt to diversified landscapes, benefiting from GAN’s universal distribution learning ability (Huster et al. 2021).

In terms of ECDF, although the proportion of trials (PT) of OPT-GAN increases slowly at the early stage, it shows the highest PT at the later stage, indicating it can find the global optimum with low FEs. The t-test results (see Appendix D.5) also reveal the superiority of OPT-GAN over competitors in terms of statistical significance.

Fig. 6 shows the results of average ranks versus FEs, dimensionality, and fitness distance correlation (FDC), separately. In Fig. 6 (a), OPT-GAN illustrates a better average rank than its opponents. Although BoRisk is better than OPT-GAN at the early stage, it is surpassed with the increase of FEs, because OPT-GAN searches different basins of attraction by balancing E-E trade-off. In Fig. 6 (b), OPT-GAN possesses the best average rank for 2D and 10D cases. The performance of BoRisks decreases as problems’ dimensionality rises. In short, OPT-GAN presents the best average rank as FEs or dimension increases.

We also visualize the performance vs. global trend of landscape via fitness distance correlation (FDC) (Jones, Forrest et al. 1995), where a higher FDC means the stronger global trend (i.e., Gaussian property). Optimizers are tested on COCO benchmarks with different FDC values (around 1, 0.6, 0.3, 0). Fig. 6 (c) shows the average rank of CMA-ES decreases as FDC decreases due to its Gaussian assumptions. This phenomenon is also found on other benchmarks in the COCO platform. CMA-ES performs better on benchmarks with high FDC values (the first 14 benchmarks in the COCO platform). In contrast, OPT-GAN and BoRisks increase, which means they can adapt to diversified problems. Overall, OPT-GAN is less sensitive to the Gaussian trend of the problem.

Comparison with NN-based Optimizers Considering NN-based optimizers are commonly tested on the well-known COCO platform (Sarafian et al. 2020), the performance results of OPT-GAN and other NN-based optimizers are also summarized in Fig.5. For the convergence curves in Fig.5 (a), OPT-GAN shows the best performance compared with other NN-based optimizers on the majority of benchmarks. For separable problems (F1-F5) and the problems with conditioning (F6-F14), although the convergence speed of OPT-GAN is slower than those of EGL and GBS, it obtains the best fitness in the most cases because OPT-GAN is encouraged to explore different regions at the early stage and to focus on exploiting the basin of attraction at the later stage. In addition, EGL and GBS are easily trapped into local optimum owing to the lack of exploration for the basin of attraction. Thus, for multi-modal problems with many local optima (F15, F17-F22), OPT-GAN still displays the best results. The above phenomena reflect that OPT-GAN has better global optimization ability by balancing E-E trade-off during optimization. WR is difficult to find the best fitness under the limited resources due to its high time consumption. Thus, it performs poorly on most benchmarks. Moreover, the range of average convergence curves of OPT-GAN is smaller than its opponents on most benchmarks, indicat-
Figure 7: The 2D projected landscapes (Li et al. 2018) of optimizing NEEP and the average convergence curves of optimizers. Given the huge difference in mean square error (MSE) between different solutions in symbolic regression, the normalized rank of MSE (normalized into [0, 1], where the lowest MSE is 0 and the highest is 1) is used as the d3-axis to best view the landscapes. The dotted line indicates that the optimizer stops due to elapsed time exceeding 10 hours.

Figure 8: The average convergence curves of different optimizers in frequency modulation sound parameter identification problem. The dotted line indicates that the optimizer stops due to elapsed time exceeding 10 hours.

Performance on Real-world Problems We validate the performance of OPT-GAN by two real-world problems. One of them is the optimization of neural network-based symbolic regressor: NEEP (Anjum et al. 2019), which is a high dimensional optimization problem with very complex landscape. Another is Frequency Modulated Sounds Parameter Identification (FMSPI) problem (Herrera and Lozano 2000), which plays an essential role in modern music, e.g., emulation of acoustic musical instruments.

Fig. 7 shows the average convergence curves of different optimizers on NEEP with five datasets and their corresponding 2D projected landscapes (Li et al. 2018). The dimension of NEEP optimization problem is 400 for nico5, nico6, and nico11, and 640 for concrete and energy (see Appendix D.7 for more information of NEEP problem). It can be seen that each landscape is highly complex and multi-modal, posing a challenge to optimizers on balancing the E-E trade-off. EGL shows premature convergence on most datasets, as it relies on the gradient. Moreover, BoRisk and WR fail to find the optimum within the limited elapsed time because of their high time consumption. Although CMA-ES, PSO, and GBS display a similar performance with OPT-GAN on the Concrete, OPT-GAN exceeds them on the rest datasets. Actually, OPT-GAN exhibits the best overall performance on all datasets. These phenomena illustrate that OPT-GAN can balance E-E trade-off to search for global optimum on complex real-world landscapes.

Fig. 8 shows the average convergence curves of different optimizers in the FMSPI problem. This problem is a six-dimensional real-world problem with a complex multi-modal structure and strong variable interdependency. OPT-GAN presents the best performance because it can balance the exploration-exploitation trade-off. WR, BoRisk, PSO,
and GBS present similar worse performances. CMA-ES performs worst at the early stage. EGL presents the worst performance since it is easy to premature convergence due to a complex multi-modal landscape.

Convergence Analysis The convergence of OPT-GAN can be analyzed from three perspectives. The GAN framework is used to make sure the new solutions are sampled from the mixture distribution \( p(x) \). The Knowledge Base Maintaining strategy ensures the solutions in \( x_{\text{opt}} \) could cluster to an optimum. The uniform distribution \( u(x) \) promise the global optimum could be sampled out even if it is not covered by the \( h(x) \).

To verify them, a series of experiments were carried out via several benchmarks. Fig. 9 (a) shows the Wasserstein estimate curves related to \( G \) and \( D = \{ D_1, D_R \} \). The blue curve gradually fluctuates down and converges to zero gradually; the red curve fluctuates up and converges to a stable value. That means the distribution represented by \( G \) can converge to a stable state over time. Fig. 9 (b) displays the mean nearest neighbor distance (MNND) between generated solutions. The orange curves gradually converge to zero from the large value as the iteration continues, illustrating that the generated solutions spread in different regions at the early stage and gradually converge together at the later stage. Fig. 9 (c) shows the mean global optimum distances (MGOD) based on \( x_0 \) and \( x_{\text{opt}} \), respectively. Both curves start with a large value; then, they fluctuate down and stabilize to a small value. That means the generated solutions could converge toward the region with global optimum. For more information, please refer to Appendix D.3.

Hyperparameter Analysis To analyze the effect of the hyperparameters of OPT-GAN and to explain how to tune them in practice, the main hyperparameters are analyzed and reported in Fig. 10. Several benchmarks with different preferences for exploration and exploitation ability are used. As a regulator in E-E trade-off, the large \( \lambda \) stresses exploring complex landscapes, e.g. multi-modal ones, whereas smaller value promotes exploiting the current attraction basin. The \( K \) and \( \lambda \) balance the E-E trade-off along the timeline. Small \( K \) and large \( \lambda \) accelerate the transition from exploration to exploitation. See Appendix D.4 for more details.

Limitations We admit that OPT-GAN shares the same disadvantage with other NN-based models: the learning process is time-consuming. It may not be the best to efficiently solve a Gaussian-shape or unimodal problem due to its weak prior knowledge. However, to deal with massive types of real problem features (Leo Lopes 2013; Osaba et al. 2021), the optimizers with less prior such as OPT-GAN, are highly desirable to a broad extent. In addition, OPT-GAN also presents comparable time consumption with other NN-based optimizers (see Appendix D.8).

Conclusion This study proposes a broad-spectrum global optimizer, named OPT-GAN, for diversified BBO problems. It consists of three collaborative components: solution generator, bi-discriminators, and knowledge base. Adversarial learning between the generator and bi-discriminators enables shaping arbitrary distributions, capturing diversified features in a relatively broad domain. It balances E-E trade-off by three organic and indispensable strategies: supervision of bi-discriminators, updating and shrinking of knowledge base, and pre-training of generator. Experiments show that it outperforms various BBO methods, including neural network-based ones, on diversified problems.

In the future, as we only used the most compact architecture as a prototype of OPT-GAN in the experiment, the network structure requires further attention to take full advantage of GAN’s distribution learning ability. In addition, the landscape/problem-related computation methods or adaptive techniques for hyperparameters need to be studied. The extension of the application domain to various real-world problems will also be a concern.
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