Since January 2020 Elsevier has created a COVID-19 resource centre with free information in English and Mandarin on the novel coronavirus COVID-19. The COVID-19 resource centre is hosted on Elsevier Connect, the company's public news and information website.

Elsevier hereby grants permission to make all its COVID-19-related research that is available on the COVID-19 resource centre - including this research content - immediately available in PubMed Central and other publicly funded repositories, such as the WHO COVID database with rights for unrestricted research re-use and analyses in any form or by any means with acknowledgement of the original source. These permissions are granted for free by Elsevier for as long as the COVID-19 resource centre remains active.
Effectively managing diagnostic tests to monitor the COVID-19 outbreak in Italy

Lorenzo Lampariello\textsuperscript{a,1}, Simone Sagratella\textsuperscript{b,*,1}

\textsuperscript{a} Department of Business Studies, Roma Tre University, Rome, Italy
\textsuperscript{b} Department of Computer, Control and Management Engineering Antonio Ruberti, Sapienza University of Rome, Rome, Italy

Abstract

Urged by the outbreak of the COVID-19 in Italy, this study aims at helping to tackle the spread of the disease by resorting to operations research techniques. In particular, we propose a mathematical program to model the problem of establishing how many diagnostic tests the Italian regions must perform in order to maximize the overall disease detection capability. An important feature of our approach is its simplicity: data we resort to are easy to obtain and one can employ standard optimization tools to address the problem. The results we obtain when applying our method to the Italian case seem promising.
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1. Introduction

We focus on strategies to effectively managing diagnostic tests to monitor the COVID-19 outbreak in Italy. In fact, there is a widespread belief that diagnostic testing is crucial to detect the largest possible number of people infected by the disease. At the beginning of the outbreak, finding even just an additional positive case is important to adopt suitable early containment policies in order to slow the outbreak. Moreover, having as much as possible a precise picture of the total number of people actually infected is key to develop mathematical models (see [1–3] for some early results) to understand the disease evolution and when the peak of infection will happen. For technical details on diagnostic test procedures, see [4].

In Italy, tests are performed independently by laboratories managed by regional health care systems. However, results of the diagnostic tests need to be confirmed by the central national authority, namely Istituto Superiore di Sanità. From this respect, we remark that the Italian health care system is federal-like, even if the national authority still plays an important control role. We focus on the decision problem of the central authority that, aiming at effectively monitoring the evolution of the disease outbreak, wishes the regions to perform a suitable number of diagnostic tests. Clearly, diagnostic tests are a limited resource because of their cost in terms of money and time, but also given the finite capacity of the central national authority to check the tests results. Hence, the need for optimization techniques to address this critical decision problem emerges.

We propose a mathematical program to model the problem of deciding how many COVID-19 diagnostic tests the regions must perform in order to maximize the overall disease detection capability, hence, roughly speaking, minimizing the number of negative tests. The main aim of our approach is to improve on the results obtained by the strategy actually adopted by the Italian health care system. Moreover, our method is designed to be as simple as possible so that it can be understood and implemented even by non-experts in operations research. In fact, we rely only on public data that are easy to obtain. Furthermore, our method needs only simple and readily available software tools to be called for. Without being exhaustive, we wish to cite some other recent operations research contributions dealing with the COVID-19 outbreak: [3,5] and the references therein.

In Section 2, we describe our mathematical model, while in Sections 3 and 4, we present some results for the initial phase and the evolution of the Italian COVID-19 outbreak case, respectively.
2. A mathematical model

In a federal Health Care System (HCS), assume each regional unit \( i \in \{1, \ldots, n\} \) to be given (by a central decision unit) a number \( x_i \in \mathbb{R}_+ \) of diagnostic tests to perform during a disease outbreak. For the sake of simplicity, we assume the outcome of a diagnostic test to be positive if the patient is infected, while negative otherwise. In this paper we consider the case of a central unit aiming at assigning to the regional units an optimal number of diagnostic tests such that the number of infected people that are detected (i.e. the positivity rate) is maximized. We assume that the following data are publicly available for each region \( i \) at some time during the outbreak:

- \( d_i \in \mathbb{R}_+ \) is the total number of deaths from the disease (cumulated from the beginning of the outbreak to the time considered);
- \( c_i \in \mathbb{R}_+ \) is the total number of cases, that is the total number of people diagnosed with the disease (cumulated from the beginning of the outbreak to the time considered);
- \( p_i \in \mathbb{R}_+ \) is the size of the population;
- \( \sigma_i \in [0, 1] \) is the positivity rate for the diagnostic test (observed at the time considered): if, for example, in a day/week, the region \( i \) performs \( t_i \) tests and the observed number of the diagnosed cases is \( r_i \), then \( \sigma_i = r_i/t_i \).

Two key parameters in our model are:

- \( \phi \in [0, 1] \) is an estimate, that we assume to be available, for the Infection Fatality Ratio (IFR), that is the ratio of deaths from the disease to the total number of infected individuals, see e.g. [6];
- \( \text{undetected}_i \in \mathbb{R}_+ \) is an estimate on the number of people affected by the disease and not detected yet, in each region \( i \). These parameters are not readily available, so that here, we propose a possible simple way to compute them, based on the publicly available data introduced above:

\[
\text{undetected}_i = \max \left\{ 0, \frac{d_i}{\phi} - c_i \right\}.
\]

In fact, the ratio \( d_i/\phi \) gives an estimate on the total number of infected people during the disease outbreak, based on the actual number of deaths from the disease. Subtracting from it the number of actually diagnosed cases provides an estimate on the number of undetected cases.

For each region \( i \), we define the following utility function:

\[
\mu_i(x_i) = \text{undetected}_i - \frac{\sigma_i}{2p_i} x_i - \frac{\sigma_i}{2p_i} x_i^2.
\]

The function \( \mu_i : \mathbb{R} \to \mathbb{R} \) provides a measure of the positive outcome for the diagnostic tests \( x_i \) assigned to region \( i \). In fact, the linear term coefficient \( \text{undetected}_i/p_i \) that is the undetected people ratio with respect to the size of the population in region \( i \), gives the marginal utility of performing a single test: more specifically, it can be viewed as an empirical estimate of the positive outcome for a single diagnostic test performed randomly on the population of region \( i \). The (negative) correction quadratic term is introduced based on the idea that, if a number of diagnostic tests \( x_i = \text{undetected}_i/\phi \) is performed, then ideally all the undetected people have been checked, and the marginal utility of an additional test should be zero (see Fig. 1). As a result, we get a concave quadratic utility function; this is clearly advantageous from a numerical point of view, see [7].

Clearly, the choices of the central unit are subject to some constraints. In particular, it is natural to assume the total number of diagnostic tests to be upper-bounded by some available budget \( b \in \mathbb{R}_+ \), and the number of diagnostic tests assigned to each region \( i \) to be lower- and upper-bounded by some quantities \( l_i, u_i \in \mathbb{R}_+ \), respectively. Overall, the optimization problem that the central unit faces reads as follows:

\[
\begin{align*}
\text{maximize} \quad & \sum_{i=1}^{n} \mu_i(x_i) \\
\text{s.t.} \quad & \sum_{i=1}^{n} x_i \leq b \\
& l_i \leq x_i \leq u_i, \quad i = 1, \ldots, n.
\end{align*}
\]

We remark that problem (1) is a convex quadratic program that can be solved by means of many efficient optimization methods.

3. The COVID-19 outbreak initial phase in the Italian case

On a day-by-day basis, we analyze the beginning of the COVID-19 outbreak in Italy: more specifically, we consider the week from March 4th to March 10th 2020. We remark that the region-oriented Italian HCS fits with the federal framework we assume in Section 2. In particular, we focus on the five regions that, during the week we focus on, are the most affected by the COVID-19 outbreak: Lombardia, Emilia Romagna, Veneto, Marche and Piemonte. All data can be found at the Italian Ministry of Health webpage \url{http://www.salute.gov.it/nuovocoronavirus}. For every \( i \), one can download from the latter webpage parameters \( d_i \) and \( c_i \); the daily value for the positivity rate \( \sigma_i \) can be obtained by dividing the daily number of people diagnosed with COVID-19 by the total number of diagnostic tests that are performed during the day in region \( i \) (which are available on the same webpage).

For our numerical experience we use the Case Fatality Ratio (CFR) estimated in March 2020 as proxy for the IFR: we set \( \phi = 0.034 \), see [6]. In fact, “to measure IFR accurately, a complete picture of the number of infections of, and of deaths caused by, the disease must be known. Consequently, at this early stage of the pandemic, most estimates of fatality ratios have been based on cases detected through surveillance”, see [8].

Each day of the time frame we deal with, we solve the decision problem (1) to establish the optimal number of diagnostic tests to be performed the day after. For example, consider the case in which we are solving the decision problem (1) on March 7th in
order to compute the number of tests to be performed on March 8th. In Table 1, we report the value for the parameters of March 7th that appear in the problem to be solved. On the other hand, as for the total budget, we set it equal to the total number of diagnostic tests that are made in the five regions on March 8th, i.e. 5784 (see the last row in Table 3). Moreover, in accordance with the observed data, we set the upper-bound \( u_i = 3000 \) for every \( i \). Finally, regarding the lower-bounds \( l_i \), we preliminarily introduce the parameter \( \alpha \in [0, 1] \). We choose the lower-bounds to be proportional to the total number of cases \( c_i \), and so that \( \sum_{i=1}^{n} l_i = \alpha b \) and \( l_i \in [0, u_i] \), according to the following scheme.

**Algorithm 1:** a procedure to compute lower bounds \( l_i \)

1. \( I \leftarrow \) vector of the indices of \( \left( \frac{c_1}{u_1}, \ldots, \frac{c_n}{u_n} \right) \) sorted in descending order;
2. \( \Delta \leftarrow \alpha b; \)
3. for \( i = 1, \ldots, n \) do
   1. \( j \leftarrow l_i; \)
   2. \( l_i \leftarrow \min \left( u_i, \frac{c_i}{\sum_{k=1}^{n} \Delta_k} \right); \)
   3. \( \Delta \leftarrow \Delta - l_i; \)
   end

Based on the procedure described in Algorithm 1, the parameter \( \alpha \) determines the amount of the budget \( b \) to be assigned to the regions in a proportional way with respect to the total number of diagnosed cases \( c_i \); the remaining budget \( (1 - \alpha)b \) is allocated by solving the optimization problem (1). By varying the value of \( \alpha \) in \([0, 1]\), one passes from the case \( \alpha = 0 \) and, thus, \( l_i = 0 \) for every \( i \) in which the whole budget is assigned by solving the optimization problem (1), to the scenario \( \alpha = 1 \) in which the entire budget is simply allocated in a proportional way. Finally, once the optimization problem (1) is solved, if some budget is still left over, then it is attributed again proportionally.

We recall again that the optimization problem (1), being a convex quadratic program (see [7]), can be easily solved by almost any available mathematical solver: e.g., Microsoft Excel, AMPL, Matlab, etc. In particular, we have simply resorted to the Matlab routine quadprog.

Concerning again the case of March 8th 2020, once we solve the optimization problem (1) using data from March 7th and setting \( \alpha = 0.5 \), we obtain the outcomes reported in Fig. 1 and Table 2. In Fig. 2 we show the percentage of the 5784 diagnostic tests that have been actually performed by the HCS versus the optimal assignment that is computed by our method. For each region, in Table 2 we report the positivity rate observed March 8th, as well as the number of daily cases actually diagnosed by the HCS compared to the estimated detections obtained by our approach. Note that the latter estimate is simply computed by multiplying the positivity rate \( \sigma_i \) observed March 8th times the number of the daily diagnostic tests to be performed according to our method. We remark that, by adopting our strategy, one could pass from a total number of actual daily detections equal to 1284 to 1421.

Finally, in Table 3, we report the daily total number of people diagnosed with the disease in the five regions by means of the HCS actual method with respect to the estimated detections obtained by our model for different values of the parameter \( \alpha \). Each day, for every target level of the parameter \( \alpha \), our estimated number of detections is greater than the actual detections achieved by the regions HCS. Based on the data reported in the table, the overall performance (measured as the number of people diagnosed with the disease divided by the total number of diagnostic tests performed) of the method implemented by the regions HCS is 28.2%, while for our approach we obtain 40.1% \( (\alpha = 0) \), 39.1% \( (\alpha = 0.5) \) and 37.7% \( (\alpha = 1) \).

4. The COVID-19 outbreak evolution in the Italian case

The results in Section 3 indicate that our method can be used to improve the management of diagnostic tests performances at the very beginning of the outbreak. We complete our study considering a week-by-week analysis of the outbreak evolution during the period from March 4th to May 5th (see Table 4) that roughly corresponds to the first COVID-19 epidemic wave in Italy. The methodology and the data source we employ are the same as in Section 3.

In Table 5 we report the number of tests (in thousands) that are obtained by applying our method for different values of \( \alpha \) and with \( \phi = 0.034 \) and \( u_i = 100k \) for every \( i \). The corresponding performances are indicated in Table 6. The effectiveness of our method seems to be confirmed in the considered extended time interval. We observe that the largest number of estimated detections is obtained with \( \alpha = 0.0 \). But, to be on the safe side avoiding some regions to perform too few diagnostic tests, it seems reasonable to choose a value for \( \alpha \) close to 0.5.

Finally, we also study the behavior of our approach by considering different values for the model key parameters, i.e. the IFR \( \psi \) and the upper bounds \( u_i \). As for the different estimates of the IFR, we consider \( \psi = 0.01 \) according to the recent reports [8,9]. We

| Parameters | March 7th 2020 data. |
|------------|---------------------|
| \( d_i \)  | \( c_i \)  | \( \rho_i \)  | \( \sigma_i \)  | Undetected |
| Lombardia  | 154    | 3420     | 10061k  | 0.364  | 1109     |
| Emilia Romagna | 48    | 1010     | 4459k   | 0.299  | 402      |
| Veneto    | 13     | 543      | 4906k   | 0.039  | 0        |
| Marche    | 6      | 207      | 1525k   | 0.208  | 0        |
| Piemonte  | 5      | 207      | 4356k   | 0.253  | 0        |

Fig. 2. Percentages of diagnostic tests that have been actually performed in the five regions on March 8th (on the left) vs. those obtained by our method (with \( \alpha = 0.5 \)) for the same day (on the right).
Table 2
March 8th–2020 data and results: Observed positivity rate and daily number of people diagnosed with the disease by means of the actual HCS method and our model (with $a = 0.5$), respectively.

| Region       | $\sigma_1$ | HCS daily detections | Our daily estimated detections |
|--------------|------------|----------------------|-------------------------------|
| Lombardia    | 0.279      | 769                  | 837                           |
| Emilia Romagna | 0.230     | 170                  | 418                           |
| Veneto       | 0.085      | 127                  | 47                            |
| Marche       | 0.311      | 65                   | 65                            |
| Piemonte     | 0.259      | 153                  | 54                            |

Table 3
March 5–10th 2020 results: Total daily number of people diagnosed with the disease in the five regions by means of the HCS actual method and our model, respectively.

| Region       | 5th  | 6th  | 7th  | 8th  | 9th  | 10th | Total |
|--------------|------|------|------|------|------|------|-------|
| Lombardia    | 698  | 684  | 1115 | 1284 | 1601 | 1755 | 6137  |
| Emilia Romagna | 1893 | 1132 | 1451 | 1436 | 1976 | 1950 | 8732  |
| Veneto       | 1790 | 1065 | 1423 | 1421 | 1984 | 832  | 8514  |
| Marche       | 1592 | 1006 | 1392 | 1398 | 1992 | 826  | 8206  |
| Piemonte     | 2489 | 2950 | 4580 | 5784 | 2471 | 3499 | 21773 |

Table 4
Weeks specifications.

| w0  | w1  | w2  | w3  | w4  | w5  | w6  | w7  | w8  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0   | 5   | 10  | 15  | 20  | 25  | 30  | 35  | 40  |

Table 5
March 5th–April 29th 2020 results: Total weekly number (in thousands) of diagnostic tests $b_i$ performed in the five regions by means of our model for different values of $a$. If $x_i$ equals the lower bound $l$, we write the corresponding value in bold. We also report the total weekly number (in thousands) of diagnostic tests performed in the five regions by means of the HCS actual method in parentheses.

| Region       | $\alpha = 0.0$ | $\alpha = 0.5$ | $\alpha = 1.0$ |
|--------------|----------------|----------------|---------------|
| Lombardia    |                |                |               |
| Emilia Romagna |              |                |               |
| Veneto       |                |                |               |
| Marche       |                |                |               |
| Piemonte     |                |                |               |

Table 6
March 12th–May 6th 2020 results: Total weekly number (in thousands) of people diagnosed with the disease in the five regions by means of the HCS actual method and our model, respectively.

| Region       | w1      | w2      | w3      | w4      | w5      | w6      | w7      | w8      | Total |
|--------------|---------|---------|---------|---------|---------|---------|---------|---------|-------|
| Lombardia    | 18      | 29      | 25      | 20      | 19      | 16      | 12      | 8       | 148   |
| Emilia Romagna | 24      | 40      | 36      | 26      | 23      | 17      | 13      | 10      | 190   |
| Veneto       | 23      | 39      | 34      | 25      | 23      | 18      | 14      | 10      | 187   |
| Marche       | 23      | 37      | 31      | 24      | 23      | 19      | 14      | 10      | 181   |
| Piemonte     | 98      | 120     | 140     | 175     | 217     | 220     | 221     | 221     | 1412  |

Table 7
March 11th–April 29th 2020: Undetected, evaluated at the end of the weeks w0–w7 with $\psi = 0.01$ and, in parentheses, $\psi = 0.034$.

| Region       | Mar 11th | Mar 18th | Mar 25th | Apr 1st | Apr 8th | Apr 15th | Apr 22nd | Apr 29th |
|--------------|----------|----------|----------|---------|---------|----------|----------|----------|
| Lombardia    | 54 (11)  | 178 (40) | 415 (99) | 714 (178)| 919 (232)| 1075 (272)| 1205 (306)| 1293 (327)|
| Emilia Romagna | 10 (2)   | 41 (9)   | 98 (22)  | 158 (36)| 205 (47) | 258 (61) | 297 (71) | 326 (78) |
| Veneto       | 2 (0)    | 6 (0)    | 19 (1)   | 40 (5)  | 61 (9)  | 79 (13)  | 101 (18) | 126 (24) |
| Marche       | 1 (0)    | 8 (1)    | 26 (5)   | 44 (10)| 60 (14)| 69 (16)| 79 (19)| 84 (20) |
| Piemonte     | 2 (0)    | 13 (2)   | 38 (7)   | 79 (16)| 124 (27)| 183 (41)| 233 (52)| 274 (62)|
remark that, in any case, the other estimate 0.034 we consider for \( \phi \) belongs to the 95% confidence interval for the IFR established in [9]. By considering the new estimate \( \phi = 0.01 \), although the value of undetected, increases significantly (see Table 7), the performances of our approach do not seem to change so much (see Table 8 compared to Tables 5 and 6).

Moreover, in order to test our method without the presence of the upper bounds \( u_i \), one can simply take \( u_i = b \) for every \( i \). The results in Table 9 point out that, when \( \alpha \) is set to 0, the lack of upper bounds might lead to undesired testing policies that turn out to be unbalanced among the regions. This phenomenon does not happen if \( \alpha = 1 \).

5. Conclusions

We propose a mathematical method, that leveraging operations research techniques, aims at establishing how many COVID-19 diagnostic tests the Italian regions must perform in order to maximize the overall disease detection capability. An important feature of our approach is its simplicity: data we resort to are easy to obtain and the model enjoys nice mathematical properties so that one can rely on simple standard optimization softwares to treat numerically the problem. The results we obtain when applying our method to the Italian case seem promising. Also, we believe that our model is sufficiently flexible to be applied to other federal-like health care systems such as e.g. USA or Germany. We remark that in this work we provide a very preliminary analysis. Of course, the model we present here can be further generalized and enhanced by including additional features, such as, e.g., some degree of correlation among the regions' utility functions, and population densities in the definition of each \( \mu_i \).

We leave this investigation to future research. In fact, with this paper we mainly intend to provide a timely contribution to tackle the disease.
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