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Abstract—Peg transfer is a well-known surgical training task in the Fundamentals of Laparoscopic Surgery (FLS). While human surgeons teleoperate robots such as the da Vinci to perform this task with high speed and accuracy, it is challenging to automate. This paper presents a novel system and control method using a da Vinci Research Kit (dVRK) surgical robot and a Zivid depth sensor, and a human subjects study comparing performance on three variants of the peg-transfer task: unilateral, bilateral without handovers, and bilateral with handovers. The system combines 3D printing, depth sensing, and deep learning for calibration with a new analytic inverse kinematics model and time-minimized motion controller. In a controlled study of 3384 peg transfer trials performed by the system, an expert surgical resident, and 9 volunteers, results suggest that the system achieves accuracy on par with the experienced surgical resident and is significantly faster and more consistent than the surgical resident and volunteers. The system also exhibits the highest consistency and lowest collision rate. To our knowledge, this is the first autonomous system to achieve “superhuman” performance on a standardized surgical task. All data is available at https://sites.google.com/view/surgicalpegtransfer

Note to Practitioners—This paper presents a new approach to calibrating cable-driven robots based on a combination of 3D printing, depth sensing, inverse kinematics, convex optimization, and deep learning. The approach is applied to calibrating the da Vinci, commercial surgical-assist robot, to automate a standard “pick and place” task. Experiments suggest that the resulting system matches human surgical expert performance in speed and accuracy and significantly outperforms humans in terms of consistency. All details on the system including CAD models, code, and user study data are available online.

Index Terms—Calibration, depth sensing, robot kinematics, medical robots and systems, model learning and control, task automation, trajectory planning.

I. INTRODUCTION

T IS widely recognized that minimally invasive surgery can reduce post-operative patient pain and length of stay in the hospital [1]. Robotic Surgical Assistants (RSAs) such as the da Vinci improve ergonomics so that surgeons can perform minimally invasive surgery with improved dexterity and visualization through local teleoperation [2]. RSAs also have potential to actively assist surgeons using supervised autonomy of specific subtasks under close supervision to reduce surgeon fatigue and tedium [3], [4]. RSAs are cable-driven to fit within narrow abdominal portals, introducing hysteresis and tracking errors that make it challenging to automate surgical subtasks [5]–[8]. These errors are difficult to detect and track because encoders are located far from the joints. We present a novel approach to automating a high-precision surgical subtask by leveraging recent advances in depth sensing, recurrent dynamics modeling, and trajectory optimization.

We consider peg transfer, a standardized task from the Fundamentals of Laparoscopic Surgery (FLS) [9] surgeon training suite. The task setup is shown in Fig. 1. This paper makes 5 contributions:

1) The deep recurrent neural network (RNN) models applied in Hwang et al. [10] require training data consisting of trajectories that are similar to those encountered in the target task, so using a different trajectory distribution for training results in a performance drop. In this paper, we densely sample states on
randomly-generated trajectories for training, and demonstrate
that this achieves comparable performance on peg transfer
without requiring task-specific trajectories, by interpolating
the task trajectory of the robot at the same sampling interval as
the trajectory for training.

2) While Hwang et al. [10] and Paradis et al. [11] are
able to meet human-level success rates on the peg transfer
task, these approaches are 1.5x to 2x slower than a skilled
human operator, respectively. In this paper, we optimize the
robot arm trajectories using convex optimization. Furthermore,
while human operators may have trouble executing multiple
tasks simultaneously, a robot can parallelize task computation
and execution using multiple concurrent processes. In con-
trast, prior work [12] considers only a basic bilateral setup
without coordination between the arms, resulting in slower
performance.

3) A novel closed-form solution that allows for fast inverse
kinematics (IK) calculation. General IK solvers typically treat
this problem as an iterative optimization problem and thus may
take many iterations to converge to a solution. We observe
that a closed-form analytic solution exists due to the special
kinematic constraints of the surgical robot. This method can
be applied to any 6 DoF surgical manipulator with Remote
Center of Motion (RCM) mechanism.

4) The full FLS peg-transfer task that human surgeons train
on requires the blocks to be handed over from one arm to
the other before placing them onto the pegs. This paper also
considers handovers, the full FLS peg-transfer task.

5) A detailed user study suggesting that the fully
autonomous system achieves significantly fewer collisions and
greater consistency than humans.

II. RELATED STUDIES

A. State Estimation

Trained human surgeon controls RSAs via teleoperation
and compensates for cable-related effects by observing and
reacting to robot motion. Surgical tasks often require positional
accuracy of the end-effector in the workspace within 2 mm,
and this is difficult to autonomously obtain with cable-driven
surgical arms due to effects such as cable tension, cable stretch,
and hysteresis [13], and such effects are exacerbated with
flexible arms [14] and usage-related wear. To compensate for
these errors, prior methods use techniques such as unscented
Kalman filters to improve joint angle estimation [7] by estimat-
ing cable stretch and friction [6], or by learning fixed offsets
for robot end-effector positions and orientations [5], [8], [15].
Peng et al. [16] proposed a data-driven calibration method for
the Raven II surgery robot that uses three spheres and four
RGB cameras to estimate the end-effector position.

In contrast to the previous works, we consider the problem
of estimating the joint configuration, which can be incorpo-
rated more directly in collision checking, and we also learn to
predict the commanded input given a history and desired joint
angle.

B. Surgical Task Automation

No surgical procedures in clinical settings today use auton-
omy, but researchers have studied automating surgical subtasks
in laboratory settings. For example, prior researchers have
shown promising results in automating peg transfer [12],
[17]–[21], suturing [22]–[26], debridement [15], [27], clear-
ing the surgical field [28], tumor ablation [29], and cutting
gauze [30], [31]. There are attempts to automate surgical sub-
tasks in in-vivo setting such as steering of endoscope [32], [33]
and intestinal anastomosis with commercial robot manipula-
tors and a specialized needle tool [34].

C. Surgical Peg Transfer Task

The FLS consists of 5 tasks designed to train and evaluate
human surgeons performing minimally invasive surgery, such
as peg transfer, precision cutting, ligating loop, and suturing
with either extracorporeal or intracorporeal knots. In this
paper, we focus on the first task, peg transfer, in which the
goal is to transfer six triangular blocks from one half of a
pegboard to the other, and then back (Fig. 2). For each block,
this process requires grasping the block, lifting it off of a peg,
handing it to the other arm, moving it over another peg, and
then placing the block around the targeted peg. Since each
block’s opening has just a 4.5 mm radius, and blocks must be
placed on cylindrical pegs which are 2.25 mm wide, the task
requires high precision, making it a popular benchmark task
for evaluating and training human surgeons [35]–[38].

Rosen and Ma [17] were the first to automate a version of
peg transfer. Using one robot arm from the Raven II
incurred additional time delays during the correction phase.
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The system moved the robot via open loop commands to pick and place blocks from one side of the peg board to another without handover of the blocks between the two arms. In subsequent work, Hwang et al. [10] improved the accuracy of the physical robot using deep dynamics models trained on robot trajectories collected using fiducial markers and depth sensing, and improved the perception pipeline for peg transfer.

Paradis et al. [11] proposed Intermittent Visual Servoing
(IVS), a paradigm for using a coarse open-loop controller in free space, while using learned visual servoing when the robot is close to an area of interest, such as when picking or placing a block. Paradis et al. learned visual servoing from demonstrations, and in peg-transfer experiments, showed that the learned model can be robust to tool changes. However, IVS incurred additional time delays during the correction phase.

III. PROBLEM DEFINITION

A. Task Definition

We use red 3D-printed blocks and a 3D-printed pegboard (see Fig. 1). The red setup simulates a surgical environment where blood is common and surgeons must rely on subtle visual cues to perceive the state. To perform the task, the robot moves each of the 6 blocks from a peg on the left to a peg on the right, then moves all 6 back again. Unlike prior work, we also consider bilateral variants of this task with handovers between two arms.

We define the peg-transfer task as consisting of a series of subtasks with associated success criteria:

1) **Pick**: the robot grasps a block and lifts it off a peg.

2) **Handover**: the robot passes a block from one arm to the other.

3) **Place**: the robot places a block onto a target peg.

We define a transfer as a successful pick followed by a successful place with a handover for Bilateral Handover. The 6 blocks are initially placed on the left 6 pegs of the pegboard. In a trial of the peg-transfer task, the robot attempts to move all 6 blocks to the right 6 pegs and then moves them back. A trial is considered successful if all 12 transfers are successful. A trial can have fewer than 12 transfers if failures occur during the first 6 transfers and a block is irrecoverable, which is not considered as a successful trial.

We define the following variants of the peg-transfer task, illustrated in Fig. 2:

1) **Unilateral**: all 12 transfers are performed by a single arm. This is the variant considered in most prior work.

2) **Parallel Bilateral**: each transfer is performed by a single arm, but either arm can be used. This means that two transfers can be performed simultaneously.

3) **Bilateral Handover**: each transfer is performed by both arms and consists of a pick followed by a handover followed by a place. Subsequent transfers can be pipelined as a pick can be performed for the next block while a place is performed for the current block. This is the standard surgeon training task in the FLS curriculum, though humans do not typically use pipelining.

We consider the Bilateral Handover variant of the peg-transfer task for the first time in an automated setting. The Bilateral Handover and Parallel Bilateral variants require precise coordination between two arms to avoid collisions and to efficiently execute handovers if needed.

We evaluate the system with three peg-transfer tasks. We use a bilateral dVRK [40], [41] with two large needle driver tools. We use a Zivid One Plus S RGBD camera mounted 0.5 m from the workspace. The camera has roughly a 50° vertical incline.

B. Notation

Let \( q_p \) be the robot’s physical configuration, and define \( C_p \subset \mathbb{R}^6 \) to be the set of all possible configurations. The robot’s commanded configuration is \( q_p \in C_c \subset \mathbb{R}^6 \), which is equal to the encoder readings if the robot is allowed to come to a rest. This can differ from \( q_p \), because the encoders are located at the motors and away from the joints. The discrepancy between the joint configuration measured by the encoders and the true joint configurations is due to cabling effects.

Subscripts index specific joints in vectors, e.g., \( q_p^c = [q_{p,1} \cdots q_{p,6}] \). For ease of readability, we suppress the \( p \) and \( c \) subscripts when the distinction is not needed.
We visualize the six joints \( q_1, \ldots, q_6 \) in Fig. 8. Let

\[
\mathbf{t}_t = (q_c^{(0)}, \ldots, q_c^{(l-1)}) \in T
\]

encode the prior trajectory information of the robot up to time \( t \). We would like to estimate the function

\[
f : C_c \times T \rightarrow C_p
\]

which is a dynamics model that maps the current command at time \( t \) and prior state information to the current physical configuration of the arm. At execution time, we use a controller derived from \( f \) by approximately inverting it for a desired output waypoint.

It is difficult to derive an accurate model for the dynamics \( f \) that incorporates hysteresis, so we learn a parametric approximation using a deep neural network \( f_0 \) from a finite sequence of samples \( D = ((q_c^{(i)}, q_p^{(i)}))_{i=0}^N \).

IV. MATERIALS AND METHODS

A. Robot Calibration Using 3D Printed Fiducial Markers and Depth Sensing

We use both RGB and depth sensing to track the sphere fiducials and consider historical motions in the estimation of joint angles, which enables compensation for hysteresis and backlash-like effects. Furthermore, we design practical controllers using these models and benchmark the result of jointly using these models and benchmark the result of joint angles, which enables compensation for hysteresis and backlash-like effects. Furthermore, we design practical controllers using these models and benchmark the result of applying the proposed calibration procedure on a challenging output task.

We calibrate the robot by learning \( f_0 \) from data, which we can then use to more accurately control the robot. We start by sending a sequence of commands \( \mathbf{q}_c \) and tracking the physical trajectories of 3D printed fiducial markers attached to the robot. We then convert the marker’s positions to \( \mathbf{q}_p \) using kinematic equations. After collecting a dataset of commands and physical configurations, we train a recurrent neural network to minimize the empirical risk for the mean square error (MSE) loss function.

It is challenging to accommodate additional encoders or sensors due to the confined space inside the surgical end effector. In this work, to estimate \( \mathbf{q}_p \), we build on our prior work [10] and use an RGBD camera to track fiducials of colored spheres attached to the end effector (shown in Fig. 3). The two spheres on the shaft allows us to decouple the first three joints \((q_1, q_2, q_3)\) from the last three \((q_4, q_5, q_6)\) and thus to accurately estimate them excluding the cabling coupling. We design and place the four spheres on the jaw where they cannot overlap in the camera view within the working range of joints. Given the point clouds provided by the camera, we cluster the point sets using color masking and the size of each sphere. We then calculate each sphere’s 3D position by formulating a least-squares regression.

We calculate six joint angles of the robot based on the dVRK kinematics. Since the end position of the tool shaft is only dependent on the first three joints, \((q_1, q_2, q_3)\), we can get the inverse function in combinations of the end position, which simply extend the two measured positions of spheres. We obtain the last three joints, \((q_4, q_5, q_6)\), by equating the rotation matrix of the end effector with the rotation matrix measured from the four spheres. The measurement accuracy is 0.32 mm in sphere detection and less than 0.01 radians in joint angle estimation.

We collect a training dataset \( D \) consisting of random, smooth motions of the arm, visualized in Fig. 4. This long trajectory is first collected by teleoperating the robot in random, continuous motions, densely recording the waypoints, and then replaying them with the fiducials attached. This enables us to collect ground truth information for trajectories that are not specific to peg transfer. During the process, we collect the configuration \( \mathbf{q}_p \) estimated from the fiducials and commanded joint angles \( \mathbf{q}_c \) to compile a dataset \( D \):

\[
D = ((q_c^{(i)}, q_p^{(i)}))_{i=0}^N
\]

The dataset consists of \( N = 1355 \) data points, and takes 18 minutes to collect. It takes under 1 min to train a model from the collected data. In the online execution phase, it takes less than 10 ms to predict the error and to compensate the motion error. In our prior work [10], we collect roughly the same amount of data, but from trajectories that consist of long, jerky motions resembling the peg transfer task, and sparsely sample waypoints from them. We find that dynamics models trained on those trajectories are prone to distribution shift.
errors if they are tested on tasks that consist of different motions from the training distribution. We hypothesize that we can address the distribution shift by collecting data \( D \) in a more randomized process, but while sampling at a finer-grained resolution.

From the camera view, we define the manipulator on the right as Patient Side Manipulator1 (PSM1) and on the left as PSM2. We repeat the data collection and calibrate both arms separately, as they have different cabling characteristics.

We sub-sample a portion of the previously described dataset with \( N = 1000 \). Fig. 5 presents the desired and measured trajectory of each joint angle in both cases. We notice that the three joints of the robot arm, \( q_{p,1}, q_{p,2}, \) and \( q_{p,3} \), rarely contribute to the error compared to the last three joints from the statistics in Table I. We observe that the three joints of the surgical tool, \( q_{p,4}, q_{p,5}, \) and \( q_{p,6} \), are repeatable and not affected by the arm joints. In addition, the last two joints are closely coupled, since \( q_{p,5} \) synchronously moved with \( q_{p,6} \) despite being commanded to be stationary, and vice versa. We hypothesize this occurs because these two joints have two additional cables that extend together along the shaft of the tool.

To estimate the configuration of the robot’s joint angles \( q_p \) without the fiducials attached, we train a function approximator \( f_0 : \mathcal{C}_r \times T \to \mathcal{P}_r \), such that \( f_0(q_c^{(t)}, \tau_t) = \hat{q}_p^{(t)} \approx q_p^{(t)} \). The model used is a Long Short-Term Memory (LSTM) [42] with 256 hidden units followed by two more hidden layers of 256 units. Five prior commands are supplied as input. We minimize the mean squared error (MSE) loss function in a greater variety of poses, we use a point set registration algorithm, Iterative Closest Point (ICP) [43], which is simple and computationally efficient.

At the beginning of the task, we register the captured point clouds from the known 3D model of the pegboard to obtain the transformation matrix \( \hat{\gamma}_T \) from the camera to the pegboard. Then, we obtain the 12 peg positions by cropping a height cloud from the known 3D model of the pegboard to obtain the desired peg position and the known height of the block, which allows the point sets on the blocks to be obtained by cropping a depth range. To enable perception from a camera in a greater variety of poses, we use a point set registration algorithm, Iterative Closest Point (ICP) [43], which is simple and computationally efficient.
TABLE I

|                  | Left Robot Arm (PSM2) | Right Robot Arm (PSM1) |
|------------------|-----------------------|------------------------|
|                  | $q_1$ (rad) | $q_2$ (rad) | $q_3$ (m) | $q_4$ (rad) | $q_5$ (rad) | $q_6$ (rad) | $q_1$ (rad) | $q_2$ (rad) | $q_3$ (m) | $q_4$ (rad) | $q_5$ (rad) | $q_6$ (rad) |
| RMSE             | 0.0030       | 0.0036       | 0.00051    | 0.26       | 0.15        | 0.17        | 0.0020       | 0.0012       | 0.00015    | 0.16       | 0.17        | 0.21        |
| SD               | 0.0017       | 0.0022       | 0.00030    | 0.024      | 0.095       | 0.099       | 0.0012       | 0.00068      | 0.000086   | 0.017      | 0.091       | 0.12        |
| Max              | 0.0090       | 0.0110       | 0.0013     | 0.43       | 0.33        | 0.43        | 0.0054       | 0.0033       | 0.00045    | 0.25       | 0.32        | 0.45        |

In both cases, the first three joints have relatively small errors. Joint errors grow as joints get further from the proximal. PSM1 and PSM2 commonly have a small offset of $q_4$ and hysteresis with coupling of $q_5$ and $q_6$, which produces errors larger than 0.2 rad.

Fig. 6. Perception pipeline using depth sensing: We use point set registration to get poses of the pegboard and blocks. We perform a sequence of RGBD capturing, point set clustering, and registration of the block between each transfer motion. Left: Peg transfer environment from the inclined camera view. Right: Point sets of the detected pegs (black) and blocks (yellow), the registered 3D block model (green), the planned grasping point of the left arm (blue) and right arm (red). We capture point sets from the inclined camera and change the view perspective to top-down for better visualization.

From the robot calibration procedure, we finally obtain the block pose with respect to the robot’s base frame. During the task, we perform a sequence of RGBD capturing, point set clustering, and registration of the block between each transfer motion. These process takes an average of 241 ms per each block.

After detecting the blocks, we find a best grasp among a total of the six potential poses per block. We subdivide each block edge into two potential grasps and pre-calculate the six grasps for the 3D block model. See Fig. 6 for details. Given the block poses, we transform these grasping poses using $c^b T$ and calculate the distance from the peg to find the farthest point among the poses that allows joint limits. We avoid the grasping point behind a peg to decrease the chances of collision.

C. Non-Linear Trajectory Optimization

In this section, we describe a trajectory time-optimization to improve the speed of task performance. In prior formulations [44], [45] of pick-and-place trajectory optimization, a time-minimized trajectory is found by discretizing the trajectory into a sequence of waypoints and formulating a sequential quadratic program that minimizes the sum-of-squared-acceleration or sum-of-squared distance between the waypoints. We observe that this prior formulation, while versatile enough for the peg transfer tasks, can be simplified to minimizing a sequence of splines defined by up to four waypoints, and relying on the kinematic design of the robot to avoid collisions. By reducing to four waypoints, we trade off some optimality of motion for the reduced computational complexity of the trajectory optimization.

The objective of this optimization is to minimize the trajectory motion time. The peg transfer task consists of 12 block transfers, each of which sequences motions that lift up, translate horizontally, and lower down. Due to the small clearance between blocks and pegs, the lifting motion for a block should be parallel to the peg until the block clears the top of the peg. Lowering the block onto a peg requires a similar parallel motion (Fig. 7).

When computing a trajectory for the robot, we convert end-effector poses (e.g., for the pick location) to robot configuration using an inverse kinematic (IK) calculation. General IK solvers typically treat this problem as an iterative optimization problem and thus may take many iterations to converge to a solution. Due to the kinematic design of the dVRK robot, we observe that a closed-form analytic solution exists that allows for fast IK solutions.

We apply Pieper’s method [46] to find a closed-form IK solution. Pieper proved that an analytic solution always exists for a 6 DoF manipulator under the condition that the last three axes mutually intersect. Many laparoscopic surgical robots have a special mechanical constraint, called Remote Center of Motion (RCM), to constrain movement at a point where the patient’s incision is positioned. We apply this method by inversely re-assigning the coordinates as shown in Fig. 8. We consider the end effector as a base frame. This method
can be applied to any 6 DoF surgical manipulator with RCM motion constraint.

By using the closed-form IK solution, we further speed up trajectory computation time. Our IK solution achieves an average compute time of 0.8±0.2 ms, while the numerical optimization method, which uses 1,000 random joint configurations, takes 116.3±12 ms. We use the SciPy module in Python for the comparison.

We define $f_{IK} : SE(3) \rightarrow \mathbb{R}^6$ as the IK function, where the input is the pose of the end-effector and the output is the robot configuration:

$$f_{IK} \left( \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \right) = \begin{bmatrix} q_1 & q_2 & q_3 & q_4 & q_5 & q_6 \end{bmatrix}^T$$

and from Pieper’s method, we derive the following:

$$t_i^{mv} = R_i^T t$$

$$q_6 = \arctan2(t_i^{mv}, t_i^{mv} - L_4)$$

$$p = -L_3 + \sqrt{(t_i^{mv})^2 + (t_i^{mv} - L_4)^2}$$

$$q_3 = L_1 - L_2 + \sqrt{(t_i^{mv})^2 + p^2}$$

$$q_5 = \arctan2(-t_i^{mv}, p)$$

$$R_3^6 = R_3^T \cdot R_4^T$$

$$R_2^3 = \begin{bmatrix} \sin q_5 \cdot \sin q_6 & -\cos q_6 \\ \cos q_5 & \sin q_5 \cdot \sin q_6 \end{bmatrix}$$

$$R_2^3 = \begin{bmatrix} \cos q_5 \\ \sin q_5 \cdot \sin q_6 \\ \cos q_5 \cdot \cos q_6 \end{bmatrix}$$

Here we use the notation $R[1, 2]$ to refer to the coefficient at row 1 and column 2 of the matrix $R$, and subscripts in $t_i$ and $q_i$ to refer to the respective coefficients of the vector $t$. The scalars $L_1, L_2, L_3,$ and $L_4$ represent physical measurements of the dVRK, visualized in Fig. 8.

We propose an optimization based on a cubic spline interpolation in the joint space to compute a fast, smooth, and feasible trajectory to do the peg-transfer motions. To compute the spline, we define a cubic polynomial based on the configuration $q$ and configuration-space velocity $v$ at the start $(q^{(i)}, v^{(i)})$ and end $(q^{(i+1)}, v^{(i+1)})$ of each motion segment $i$.

We then combine a sequence of splines to traverse through the whole peg-transfer motion. At each point where one spline ends and the next starts, we ensure $C^1$ continuity by setting the configuration and velocity of the end point. We define a spline $f_{spline}$ as a function of time $t$, segment parameterized start and end points, and duration of the spline segment $t_i$ as follows:

$$f_{spline} \left( t; \begin{bmatrix} q^{(i)} \\ v^{(i)} \end{bmatrix}, \begin{bmatrix} q^{(i+1)} \\ v^{(i+1)} \end{bmatrix}, t_i \right) = a t^3 + b t^2 + c t + d$$

where,

$$a = \frac{v^{(i+1)} - v^{(i)}}{(t_i)^2} + \frac{2 \left( q^{(i)} - q^{(i+1)} \right)}{(t_i)^3}$$

$$b = \frac{1}{2} \frac{v^{(i+1)} - v^{(i)}}{t_i} - \frac{3}{2} a t_i$$

$$c = v^{(i)}$$

$$d = q^{(i)}$$

For a peg-transfer motion we define a trajectory by 4 waypoints (and therefore 3 segments): (0) the pose in which the robot is initially grasping the block on its starting peg, (1) the pose with the block lifted to clear its starting peg, (2) the pose with the block vertically over its ending peg, and (3) the pose with the block lowered onto the ending peg and about to release its grasp (Fig. 7).

The configurations of these waypoints are all defined by the IK solution and denoted by $(q^{(0)}, q^{(1)}, q^{(2)}, q^{(3)})$. We denote the velocities at these waypoints by $(v^{(0)}, v^{(1)}, v^{(2)}, v^{(3)})$. The velocity at waypoints (0) and (3) is zero. The velocities at (1) and (2) are in the direction of lifting and lowering respectively, with their magnitude optimized through gradient descent. We let $t_i$ denote the duration of segment $i$. For a single transfer motion, we thus have the following trajectory sequence:

$$f_{transfer} \left( t; \begin{bmatrix} q^{(0)} \\ v^{(0)} \end{bmatrix}, \begin{bmatrix} q^{(1)} \\ v^{(1)} \end{bmatrix}, \begin{bmatrix} q^{(2)} \\ v^{(2)} \end{bmatrix}, \begin{bmatrix} q^{(3)} \\ v^{(3)} \end{bmatrix}, t_0, t_1, t_2 \right)$$

$$= \begin{cases} f_{spline} \left( t; \begin{bmatrix} q^{(0)} \\ 0 \end{bmatrix}, \begin{bmatrix} q^{(1)} \\ v^{(1)} \end{bmatrix}, t_0 \right) & \text{if } t < t_0 \\ f_{spline} \left( t - t_0; \begin{bmatrix} q^{(1)} \\ v^{(1)} \end{bmatrix}, \begin{bmatrix} q^{(2)} \\ v^{(2)} \end{bmatrix}, t_1 \right) & \text{if } t_0 \leq t < t_0 + t_1 \\ f_{spline} \left( t - t_0 - t_1; \begin{bmatrix} q^{(2)} \\ v^{(2)} \end{bmatrix}, \begin{bmatrix} q^{(3)} \\ 0 \end{bmatrix}, t_2 \right) & \text{if } t_0 + t_1 \leq t \end{cases}$$
We compute the direction of the velocity \( \hat{v} \) at (1) and (2) in joint space by computing the direction of the motion in end-effector space and transforming it through the inverse of the Jacobian of the robot at the corresponding configuration, thus:

\[
\hat{v}^{(1)} = \left( J^{(1)} \right)^{-1} \hat{z}
\]

where \( \hat{z} \) is the direction to lift for (1), and the direction to lower for (2). In practice, we orient the peg board such that the pegs are aligned to the \( z \)-axis.

To compute the duration of the splines \( t_0, t_1, t_2 \), we compute spline coefficients for integer multiples of 0.01 s, and select the shortest duration that satisfies all joint velocity and acceleration limits. The maximum velocity of the spline occurs at the root of the second derivative (when the spline’s coefficients \( 6a + 2b = 0 \)). The maximum acceleration occurs at either end of the spline (thus \( 2b \) or \( 6a + 2b \)).

To compute the magnitude of the velocity \( \lambda \) at (1) and (2), and thus get the velocity \( \hat{v}^{(1)} = \lambda^{(1)} \hat{v}^{(1)} \), we iteratively take gradient steps according to a cost function \( f_{\text{cost}} \) defined to be \( t_0 + t_1 + t_2 \) that minimizes the time for each segment of the trajectory. This algorithm computes the time-optimized trajectories and is shown in Alg. 2.

---

### Algorithm 2: Optimize Peg Transfer Splines

**Require:** Waypoints \( Q = (q^{(0)} q^{(1)} q^{(2)} q^{(3)}) \), directions \( V = (\hat{v}^{(1)} \hat{v}^{(2)}) \), step rate \( \beta \), maximum iterations \( \text{max\_iter} \)

1. \( [\lambda^{(0)} \lambda^{(1)}]^{T} \leftarrow \text{Initial guess} \)
2. \( c_{\text{prev}} \leftarrow f_{\text{cost}}(Q, V, [\lambda^{(1)} \lambda^{(2)}]^{T}) \)
3. for \( \text{iter} \in [1, \ldots, \text{max\_iter}] \) do
4. \( [\lambda^{(1)} \lambda^{(2)}] \leftarrow [\lambda^{(1)} \lambda^{(2)}] - \beta \nabla f_{\text{cost}}(Q, V, [\lambda^{(1)} \lambda^{(2)}]^{T}) \)
5. \( c_{\text{curr}} \leftarrow f_{\text{cost}}(Q, V, [\lambda^{(1)} \lambda^{(2)}]^{T}) \)
6. if \( |c_{\text{curr}} - c_{\text{prev}}| < \text{tolerance tolerance} \) then
7. \( \text{break} \)
8. \( c_{\text{prev}} \leftarrow c_{\text{curr}} \)
9. end if
10. end for
11. return \( \lambda^{(1)}, \lambda^{(2)} \)

---

### D. Time-Optimal and Jerk-Minimizing Trajectory Refinement

The spline-based optimization computes a trajectory quickly, but it is by construction, not time-optimal. A time-optimal trajectory at any moment in time will be at a joint limit (e.g., velocity and acceleration). However, in the spline-based optimization, we only compute a maximum of 3 splines, meaning that velocities and accelerations will tend to smoothly vary instead of plateauing at a maximum.

To then speed up the trajectory further, we use the spline-based optimization to warm-start [45] a time-optimizing sequential quadratic program (SQP). This SQP-based optimization adds additional spline segments while enforcing motion limits, and successively shortens the time horizon until it is detected as infeasible. As such, this SQP formulation follows closely to that of a grasp-optimized motion planning [44], though we increase the tolerances to speed up the computation, and leave grasp optimization to future work.

We compute an SQP to refine each segment from the spline-based optimization. Each SQP optimizes a non-convex QP of the following form:

\[
\text{argmin}_{q^{[0: H]}, \bar{v}^{[0: H]}, \bar{a}^{[0: H]}} \sum_{t=1}^{H-1} \left( (a^{(t)} - a^{(t-1)}) / T \right)^{2}
\]

subject to \( q_{t+1} = q_t + v_t T + a_t T^2 / 2 \) \( \forall t \in [0 \ldots H] \)
\( v_{t+1} = v_t + a_t T \) \( \forall t \in [0 \ldots H] \)
\( q_t, v_t, a_t \) in joint limits \( \forall t \in [1 \ldots H] \)
\( q_t \) avoids obstacles \( \forall t \in [1 \ldots H] \)

where \( T \) is a fixed time interval between each waypoint, and \( H \) is the number of waypoints in the trajectory. We start with \( T \times (H + 1) \) equal to the duration of the spline computed in the spline-based optimization. The objective minimizes the sum-of-squared jerks computed as the change in acceleration over time. The first pair of constraint sets enforces consistency of the dynamics between configuration \( q \), velocity \( v \), and acceleration \( a \) and results constant-acceleration spline between each waypoint, matching the splines from before. The third constraint set ensures that the robot remains within the configuration, velocity, and acceleration limits. The last constraint set avoids obstacles, e.g., block and peg contact.

Since the obstacle avoidance constraints are non-convex, we linearize them at each iteration of the SQP solver, using the previous solution iteration as the linearization point. This linearization takes the following form:

\[
Jq = p + Jg_{\text{prev}} - Jf_{FK}(q_{\text{prev}})
\]

where \( p \) is the center coordinate \((x, y)\) of the vertical channel through which the peg must be lifted, \( Jf_{FK} \) is the forward-kinematics function, and \( J \) is a Jacobian relating the change in joint angle to the change in end-effector pose. We assume that the motion is vertical through \( z \); thus, the constraint only enforces \( x \) and \( y \) position. We box-bound this constraint with a small tolerance and add a linear penalty using slack variables.

Depending on which motion we are optimizing, we vary this SQP by adding constraints on the boundary conditions. For example, to lift a block off of a peg, we constrain \( q_0 \) to the grasp configuration, \( v_0 = 0 \), and \( a_H \) to the configuration over the peg. We only constrain \( v_H \) to be within the joint limits, thus allowing the optimization to have high-velocity at the end of the motion, where it would then connect to the next spline. For the next spline, we then set its \( v_0 \) to be the optimized \( v_H \) from the previous trajectory. We apply a similar approach to dropping motions using appropriately set boundary conditions (i.e., unconstrained starting velocity, stopping at the end of the motion).

To convert this into a time-optimization, after solving the SQP we shorten \( H \), and repeat the process, until the solver detects the SQP as infeasible. We use the shortest \( H \) for which a solution was found. As this process starts with a trajectory
duration of $T \times H$ from the spline, if the first SQP is infeasible, we use trajectory from spline-based optimization.

In practice, setting $T$ to the controller frequency of the dVRK (10 ms), will lead to the shortest trajectory, as it will changes in accelerations to be applied at the most rapid interval. However, as this can lead to a large $H$, it can slow down the computation. We thus set a value of $T$ and $H$ that balances the computer time and trajectory time, while keeping $T$ as an integer multiple of the controller frequency. We then interpolate the solution to the controller frequency using the dynamics equations from the SQP. The trajectory planning is done online and the computation takes 103 ms per trajectory in average.

E. Trajectory Analysis

To analyze the joint and end-effector velocity, acceleration, and jerk, we record the joint encoders throughout each trial, and follow and extend a method outlined by Todorov and Jordan [47]. This method formulates a quadratic polynomial for each segment of the measured trajectory and includes velocities and accelerations for each joint measurement. It then computes a minimization of the velocity and accelerations across all segments using the nonlinear simplex method. We modify this method to minimize a Huber loss on the velocities and accelerations for each joint measurement. It then solves using a quadratic program solver. This SQP takes the form:

\[
\begin{align*}
\arg\min_{\mathbf{q}_t, \mathbf{v}_t, \mathbf{a}_t} & \quad \sum_{t=0}^{H_m-1} 2 \left( \mathbf{u}^q_t - \mathbf{u}^q_t + \mathbf{v}_t + \mathbf{a}_t \right)^2 + 2(\mathbf{a}_t)^2 \\
\text{subject to} & \quad \mathbf{q}_{t+1} = \mathbf{q}_t + \mathbf{v}_t T_m + \frac{\mathbf{a}_t T_m^2}{2} + \mathbf{r}_t + \mathbf{s}_t - \mathbf{s}_t^o \\
& \quad \forall t \in [0 \ldots H_m] \\
& \quad \mathbf{v}_{t+1} = \mathbf{v}_t + \mathbf{a}_t T_m + \mathbf{r}_t + \mathbf{s}_t - \mathbf{s}_t^o \\
& \quad \forall t \in [0 \ldots H_m] \\
& \quad \mathbf{r}_t \geq 0, \quad \mathbf{s}_t \geq 0 \quad \forall t \in [0 \ldots H_m] \\
& \quad \mathbf{r}_t \geq 0, \quad \mathbf{s}_t^o \geq 0 \quad \forall t \in [0 \ldots H_m]
\end{align*}
\]

where $H_m$ is the number of configurations measured, $T_m$ is the time interval between measurements, and $\mathbf{q}_t$ is the measured configuration at time step $t$. The slack variables $\mathbf{u}_t^q$, $\mathbf{u}_t^v$, $\mathbf{u}_t^a$, $\mathbf{r}_t$, $\mathbf{s}_t$, and $\mathbf{s}_t^o$ are the linear part of the Huber loss. After solving, we then analyze the velocity and acceleration variables independently, and compute jerk as the difference between accelerations divided by $T_m$. We analyze automated trials using this method too, as the measurements of executed trajectories may not precisely match the computed values.

V. PHYSICAL EXPERIMENTS

A. Robot Experiments

For each experiment, we measure robot autonomous performance under 3 conditions:

1) Uncalibrated, Unoptimized: This uses the default robot PID controller that uses encoder estimates to track trajectories and performs no trajectory optimization.

2) Calibrated, Unoptimized: This uses the calibration procedure from [10] but does not optimize trajectories for pick and place and handover. We hypothesize that the calibration procedure will increase the accuracy of the system, but may not necessarily change its speed.

3) Calibrated, Optimized: This uses both the robot calibration procedure and the trajectory optimization techniques. We do not consider trajectory optimization without calibration, as high-speed collisions may damage instruments and we do not expect optimization to affect the accuracy of the uncalibrated model. We hypothesize that this method will be as accurate as Calibrated, Unoptimized, but result in much faster motions.

B. Human Subjects Protocol

After obtaining IRB protocol approval, we enrolled 10 human subjects: 6 males, including one surgical resident, and 4 females with an average age of 26.2.

Except for the surgical resident, they are undergraduate/graduate students or postdoctoral researchers at University of California Berkeley. None of the human subjects in the volunteer group have experience using the da Vinci while performing robot teleoperation. The surgeon is co-author Dr. Danyal Fer. He has 4 years of general surgery experience, and has performed over 900 open and minimally invasive procedures. The human subjects were asked to teleoperate 2 standard master handles to control the two surgical arms and view the workspace through an endoscopic stereo camera.

We asked 9 volunteers to complete six 12 block transfer trials for each of the 3 variants of the peg transfer tasks described in Fig. 2 for a total of 1944 trials. Prior to the experiment, we give volunteers a short (5 minutes) instruction on how to control the da Vinci surgical robot. The recording is started at the beginning of the first trial without practice. We record the angle and velocity of each joint. The sampling period of the recording is 10 ms. The experiment takes about 80 minutes per volunteer.

The experimental protocol was approved by the Institutional Review Board (IRB) and the Committee for Protection of Human Subjects (CPHS) of the University of California, Berkeley (2021-02-14049).

C. Experiment Variables and Hypothesis

For each of the three peg transfer versions, we control the independent variable of robot operator, varying between human subject (Volunteer, Surgeon) and autonomous control method (Uncalibrated Unoptimized, Calibrated Unoptimized, Calibrated Optimized). For each trial, we record dependent variables of transfer success rate, transfer time, distance traveled, and collisions for each robot operator. We test the following hypotheses:

H1) The Calibrated Optimized and Calibrated Unoptimized versions will achieve similar transfer success rates that are on par with the surgeon and greater than the volunteers.

H2) The Calibrated Optimized robot will have a lower mean transfer time than the surgeon who will in turn have a lower
mean transfer time than the volunteers. This may particularly apply for the bilateral peg transfer tasks, because the robot can easily parallelize its transfers.

H3) The Calibrated Optimized robot trajectories will have fewer collisions per trial than the Uncalibrated robot trajectories and the human trajectories.

H4) The Calibrated Optimized robot will have a lower distance traveled per trial than the surgeon. The surgeon will cause the robot to have a lower distance traveled than the volunteers.

D. Results

We present and discuss results for the unilateral, parallel bilateral, and bilateral handover cases in TABLE II, TABLE III, and TABLE IV, respectively. Each case involves running the three robot conditions: (1) Uncalibrated, Unoptimized, (2) Calibrated, Unoptimized, and (3) Calibrated, Optimized, plus the surgical resident (Surgeon) and inexperienced teleoperators (Volunteers) for 10 trials each. When presenting the Volunteers results, we average all results from the 9 volunteers (648 transfers per each variant). We present aggregated trajectory statistics such as distance traveled and average acceleration in Fig. 9 and Fig. 10.

1) Unilateral (One Arm) Peg Transfer: Using only one arm, the surgeon has the fastest mean transfer time of 4.7 s, with a perfect 120/120 success rate. The calibrated robot also attains perfect 120/120 success rates, matching the surgeon’s performance. Volunteers have a relatively high success rate of 95.9%, but require an average of 12.3 s per transfer attempt. The Surgeon and the Volunteers are able to recover some of the failures to increase their success rate. We count the recovered failures as success. The increased success rate by recovery is $\frac{16}{636} = 2.5\%$ in Volunteers.

The fastest reported times for an autonomous surgical robot on this task and setup with a comparable success rate is 13.6 s per transfer [10], suggesting a substantial improvement of 262%. Within this study, the trajectory optimization procedure is able to reduce mean transfer time by 10%. However, the Calibrated, Optimized method is still slower than the Surgeon.
Fig. 9. Position trajectory examples. These examples show position trajectories of surgical tool-tip during one completion of trial (12 block transfers). Volunteers tend to take long and winding paths. This is because they have several trials and errors until a successful pick-up or placing. The Surgeon makes a relatively smoother, but still wobbly trajectory. The Surgeon often has an overshoot that passes through the target peg and returns to it. The Robot creates a smooth trajectory which is consistent during all trials.

Fig. 10. Performance comparison. We analyze the performance of 9 volunteers, a surgeon with more than 150 hours of professional experience with the surgical robot, and the automated robot, in terms of transfer success rates, tool-tip distance traveled per trial, number of collisions per trials, and completion time per trial. For each task variant, the statistics are calculated from 54 trials by the Volunteers, 10 trials by the Surgeon, and 10 trials by the robot (Calibrated, Optimized). The leftmost plot shows the mean success rate, with one standard deviation error bar, while the plots to the right utilize a traditional boxplot. On average, all three succeed on the vast majority of transfers, but the robot is more reliable than all humans for the bilateral variant. While distance traveled is comparable for the surgeon and the robot, in terms of collisions the robot is superior for all three task variants, and for completion time in the bilateral and handover variants. Additionally, the robot exhibits the lowest variance for all performance measures. (Total completion time: 145.8 ± 44.7 vs 56.7 ± 6.0 vs 62.6 ± 0.7 s for unilateral, 129.7 ± 56.5 vs 56.7 ± 11.2 vs 40.4 ± 0.5 s for bilateral, and 181.8 ± 61.9 vs 94.8 ± 10.0 vs 72.5 ± 1.3 s for handover) This suggests that it also achieves superhuman consistency in its motions.

Factors that delay the automated robot include computing registration of the block and grasping pose (0.098 s) and calculation of online trajectory planning (0.103 s). After moving 6 blocks from the left-half side to the right-half side, the robot moves out of the workspace for another RGBD capturing. This takes more than 3 s per trial. The actual motion execution speed of the robot without perception is slightly faster than the surgeon. These factors are not optimized in this paper, which suggests that there is still further room for improvement.

2) Parallel Bilateral (Two Arms) Peg Transfer: In this case, we find that the Calibrated, Optimized method is 60 % faster than the surgeon in mean transfer time, and is better than the surgeon in success rate (120/120 versus the surgeon’s 115/118). This task was also studied in prior work [10], which reports a success rate of 78.0 % and a mean transfer time of 5.7 s. In contrast, this work improves the success rate by over 28 % and speeds up the mean transfer time by 19.0 %. Volunteers increase the success rate using recovery by 22/642 = 3.4 % and the surgeon by 4/118 = 3.4 %. The Surgeon experienced 7 failures during bilateral transfers and recovered in 3 cases. In the remaining 4 cases, the Surgeon is not able to recover the block because the block falls out of the workspace of the robot.

3) Bilateral Handover Peg Transfer: In the bilateral handover case, we find that the Calibrated, Optimized method has the highest success rate and the fastest mean transfer time (6.0 s). The Calibrated, Optimized method outperforms the surgeon by 31.7 % in mean transfer time. We attribute the faster speed in this setting to the surgeon’s observation that ensuring the handover step works correctly is difficult and requires time and care. In addition, the way the robot does the automated handover is slightly different and does not involve a significant rotation of the wrist joints. While the surgeon rotates the block with the first gripper into a horizontal orientation to grasp it on the opposite side with the second gripper, the robot maintains the vertical orientation of the block and grasps the same side of the block with both grippers during handover. To our knowledge, this is the first automation study of the bilateral handover peg-transfer task.

4) Trajectory Analysis: Fig. 10 presents a comparison of the Volunteers, Surgeon, and the robot under the Calibrated Optimized condition. We do not show the uncalibrated robot.
because it performs significantly worse. We observe that the robot and the Surgeon both have near perfect success rates on all tasks. The Surgeon is faster than the automated procedure on the unilateral task, but is slower on average on the parallel bilateral and bilateral handover tasks. The robot is faster than the fastest volunteer in all trials. We define collision as the two robot arms colliding during hand off or the robot arm/the block hitting the peg on the sides during the task. In most cases, collisions are recovered and do not result in failures. The robot never has collisions, whereas both the surgeon and volunteers have a median of 6 and 8 collisions per trial respectively on all tasks. We also measure the distance traveled by the end effectors during the tasks. The volunteers’ motion is significantly longer than that of the surgeon and the robot on all tasks. The surgeon’s motion is slightly shorter than the robot on the unilateral task, roughly the same in the bilateral task and over 12.5% larger in median on the handover task.

Fig. 11 presents the velocity, acceleration, and jerk during task execution for both the joints and end effector, using the method from Todorov and Jordan [47]. We observe that the volunteers operate at a lower velocity, acceleration, and jerk than the surgeon and the robot. This suggests that familiarity with system limits and capabilities helps the surgeon execute faster motions. Interestingly, while the surgeon shows higher velocity, acceleration, and jerk on the joints, the robot has higher velocity, acceleration, and jerk in the end-effector. This suggests that the robot is able to achieve higher performance in the task-relevant end-effector, potentially reducing wear on the joints.

VI. CONCLUSION

This paper significantly extends our prior work on automating surgical subtasks, in particular the Fundamentals of Laparoscopic Surgery peg-transfer task and present results for three variants: unilateral, bilateral without handovers, and bilateral with handovers.

For the most difficult variant of peg transfer (bilateral with handovers) over 120 trials, the surgeon achieves success rate 100.0% with mean transfer time of 7.9 s. The robot achieves success rate 100.0% with mean transfer time of 6.0 s. On all three variants of the task, the Calibrated Optimized and Calibrated Unoptimized robot achieved comparable success rates to the surgeon and outperformed the volunteers, confirming Hypothesis H1. In the bilateral variants of the task, the robot was faster than the surgeon, confirming Hypothesis H2, but it was slightly slower in the unilateral case, contradicting Hypothesis H2. The robot achieved significantly fewer collisions per transfer on average than the human operators, confirming Hypothesis H3. The robot traveled a greater distance than the surgeon on average during trials, but less distance than the volunteers, which partially contradicts Hypothesis H4, which predicted that the robot would travel the lowest distance overall.

We are continuing to investigate methods for increasing transfer speeds with additional improvements to sensing, motion planning, and pipelining.

ACKNOWLEDGMENT

The authors would like to thank Adi Ganapathi, Arnab Gulati, Ashwin Balakrishna, Daniel Brown, Donggun Lee, Ellen Novoseller, Jennifer Grannen, Raven Huang, and Zaynah Javed for volunteering. This research was performed at the AUTOLAB at the University of California at Berkeley (UC Berkeley) in affiliation with the Berkeley AI Research (BAIR) Laboratory, the Berkeley Deep Drive (BDD), the Real-Time Intelligent Secure Execution (RISE)
Laboratory, the CITRIS “People and Robots” (CPAR) Initiative, and the UC Berkeley’s Center for Automation and Learning for Medical Robotics (Cal-MR). This research is a component of the Telerobotic Operative Network (TRON) Project, being led by SRI International.

REFERENCES

[1] B. Chughtai et al., “National trends and cost of minimally invasive surgery in urology,” Urol. Pract., vol. 2, no. 2, pp. 49–54, Mar. 2015.
[2] G. S. Gauthar and J. K. Salisbury, “The intuitive/sap TM/ teleurgery system: Overview and application,” in Proc. IEEE Int. Conf. Robot. Autom., vol. 1, Apr. 2000, pp. 618–621.
[3] S. L. Chang, A. S. Kibel, J. D. Brooks, and B. I. Chung, “The impact of robotic surgery on the surgical management of prostate cancer in the USA,” BJU Int., vol. 115, no. 6, pp. 929–936, Jun. 2015.
[4] M. J. H. Lum, J. Rosen, T. S. Lendvay, A. S. Wright, M. N. Sinanan, “Mech. J. Rosen and J. Ma, “Autonomous operation in surgical robotics,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS), Sep. 2021, pp. 1821–1828.
[5] J. Schulman, A. Gupta, S. Venkatesan, M. Tayson-Frederick, and P. Abbeel, “A case study of trajectory transfer through non-regular registration for a simplified suturing scenario,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., Nov. 2013, pp. 4111–4117.
[6] A. S. Pedram, P. Ferguson, J. Ma, E. Duson, and J. Rosen, “Autonomous suturing via surgical robot: An algorithm for optimal selection of needle diameter, shape, and path,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2017, pp. 2391–2398.
[7] S. Sen, A. Garg, D. V. Gealy, S. McKinley, Y. Jen, and K. Goldberg, “Assessing multi-throw surgical suturing with a mechanical needle guide and sequential convex optimization,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2016, pp. 4178–4185.
[8] H. Sacidi et al., “Autonomous laparoscopic robotic suturing with a novel actuated suturing tool and 3D endoscope,” in Proc. Int. Conf. Robot. Autom. (ICRA), May 2019, pp. 1541–1547.
[9] A. E. Abdelaal, J. Liu, N. Hong, G. D. Hager, and S. E. Salcudean, “Parallelism in autonomous robotic surgery,” IEEE Robot. Autom. Lett., vol. 6, no. 2, pp. 1824–1831, Apr. 2021, doi: 10.1109/LRA.2021.3060402.
[10] A. Murali et al., “Learning by observation for surgical subtasks: Multi-lateral cutting of 3D viscoelastic and 2D orthotrophic tissue phantoms,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2015, pp. 1202–1209.
[11] F. Richter et al., “Autonomous robotic suction to clear the surgical field for hemostasis using image-based blood flow detection,” IEEE Robot. Autom. Lett., vol. 6, no. 2, pp. 1383–1390, Apr. 2021.
[12] D. Hu, Y. Gong, E. J. Seibel, L. N. Sekhar, and B. Hannaford, “Semi-autonomous image-guided brain tumour resection using an integrated robotic system: A bench-top study,” Int. J. Med. Robot. Comput. Assist. Surgery, vol. 14, no. 1, p. e1872, Feb. 2018.
[13] B. Thananjeyan, A. Garg, S. Krishnan, C. Chen, L. Miller, and K. Goldberg, “Multilateral surgical pattern cutting in 2D orthotrophic gauze with deep reinforcement learning policies for suturing,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2017, pp. 2371–2378.
[14] C. Shin, P. W. Ferguson, S. A. Pedram, J. Ma, E. P. Duson, and J. Rosen, “Autonomous tissue manipulation via surgical robot using learning based model predictive control,” in Proc. Int. Conf. Robot. Autom. (ICRA), May 2019, pp. 3875–3881.
[15] J. W. Martin et al., “Enabling the future of colonoscopy with intelligent and autonomous magnetic manipulation,” Nature Mach. Intell., vol. 2, no. 10, pp. 595–606, Oct. 2020.
[16] P. J. M. Wijsman et al., “First experience with THE AUTOLAP SYSTEM: An image-based robotic camera steering device,” Surgical Endoscopy, vol. 32, no. 5, pp. 2560–2566, May 2018.
[17] H. Sacidi et al., “Autonomous robotic laparoscopic surgery for intestinal anastomosis,” Sci. Robot., vol. 7, no. 62, Jan. 2022, Art. no. eabj2908, doi: 10.1126/scirobotics.abj2908.
[18] I. Rivas-Blanco, C. Perez-del-Pulgar, C. Lopez-Casado, E. Bauzano, and V. Muñoz, “Transferring know-how for an autonomous camera robotic assistant,” Electronics, vol. 8, no. 2, p. 224, Feb. 2019.
[19] J. D. Brown, C. E. O’Brien, S. C. Leung, K. R. Dunon, D. I. Lee, and K. J. Kuchenbecker, “Using contact forces and robot arm accelerations to automatically rate surgeon skill at peg transfer,” IEEE Trans. Biomed. Eng., vol. 64, no. 9, pp. 2263–2275, Sep. 2017.
[20] L. Panait, S. Shetty, P. A. Shewokis, and J. A. Sanchez, “Do laparoscopic skills transfer to robotic surgery?” J. Surgical Res., vol. 187, no. 1, pp. 53–58, Mar. 2014.
[21] N. Madapung et al., “Des.: A robotic activity dataset for dexterous surgical skills transfer to medical robots,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS), Nov. 2019, pp. 6928–6934.
[22] B. Hannaford et al., “Raven-II: An open platform for surgical robotics research,” IEEE Trans. Biomed. Eng., vol. 60, no. 4, pp. 954–959, Apr. 2013.
[23] P. Kambris, Z. Chen, A. Deguet, G. S. Fischer, R. H. Taylor, and S. P. DiMaio, “An open-source research kit for the Da Vinci surgical system,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2014, pp. 6434–6439.
[24] T. Hochreiter and H. Schmidhuber, “Long short-term memory,” Neural Comput., vol. 9, no. 8, pp. 1735–1780, 1997, doi: 10.1162/neco.1999.9.8.1735.

Authorized licensed use limited to: DGIST. Downloaded on May 12,2022 at 01:23:52 UTC from IEEE Xplore. Restrictions apply.
[43] K. S. Arun, T. S. Huang, and S. D. Blostein, “Least-squares fitting of two 3-D point sets,” IEEE Trans. Pattern Anal. Mach. Intell., vol. PAMI-9, no. 5, pp. 698–700, Sep. 1987. doi: 10.1109/TPAMI.1987.4767965.

[44] J. Ichnowski, M. Danieleczuk, J. Xu, V. Satish, and K. Goldberg, “GOMP: Grasp-optimized motion planning for bin picking,” in Proc. IEEE Int. Conf. Robot. Autom. (ICRA), May 2020, pp. 5270–5277.

[45] J. Ichnowski, Y. Avigal, V. Satish, and K. Goldberg, “Deep learning can accelerate grasp-optimized motion planning,” Sci. Robot., vol. 5, no. 48, Nov. 2020. Art. no. eabd7710.

[46] D. L. Pieper, “The kinematics of manipulators under computer control,” Ph.D. dissertation, Stanford Univ., Stanford, CA, USA, Dept. Mech. Eng., 1969.

[47] E. Todorov and M. I. Jordan, “Smoothness maximization along a predefined path accurately predicts the speed profiles of complex arm movements,” J. Neurophysiol., vol. 80, no. 2, pp. 696–714, Aug. 1998. doi: 10.1152/jn.1998.80.2.696.

Minho Hwang received the B.S., M.S., and Ph.D. degrees in mechanical engineering from the Korea Advanced Institute of Science and Technology (KAIST) in 2010, 2012, and 2017, respectively. From 2019 to 2021, he was a Post-Doctoral Research Associate with the Electrical Engineering and Computer Sciences Department, University of California at Berkeley, Berkeley. He is currently an Assistant Professor with the Daegu Gyeongbuk Institute of Science and Technology (DGIST). He has a special research interests in surgical robot design, surgical task automation, robot grasping and manipulation, and their application for minimally invasive surgery.

Jeffrey Ichnowski received the Ph.D. degree in computational robotics from The University of North Carolina at Chapel Hill. He is currently a Post-Doctoral Researcher with the University of California at Berkeley, Berkeley. His research interests are in robot grasp, motion, and manipulation planning using optimization, deep-learning, and scalable computing methods.

Brijen Thananjeyan received the bachelor’s degree in electrical engineering and computer sciences and engineering mathematics and statistics from the University of California at Berkeley, Berkeley, in 2018, where he is currently pursuing the Ph.D. degree in computer science. His research studies problems in safe reinforcement learning, surgical robotics, deformable manipulation, and online optimization.

Daniel Seita received the bachelor’s degree in computer science and mathematics from the Williams College in 2014. He is currently pursuing the Ph.D. degree in computer science with the University of California at Berkeley, Berkeley. His research focuses on robotic manipulation, imitation learning, and reinforcement learning, particularly in the contexts of deformable object manipulation and surgical robotics. His research is supported by the Graduate Fellowships for STEM Diversity.

Samuel Paradis received the bachelor’s degree in electrical engineering and computer sciences from the University of California at Berkeley, Berkeley, in 2020, where he is currently pursuing the M.S. degree in computer science. His research focuses on machine learning and robotic calibration and their applications to surgical robotics.

Danyal Fer is a General Surgery Resident with the University of California at San Francisco, San Francisco Bay Area; and the Captain of the United States Air Force. He is currently the Surgical Translational Research Lead in Applied Research at Johnson and Johnson Medical Device leading the development of robotic and AI systems. He is also a Visiting Scholar with the Automation Laboratory, University of California at Berkeley, Berkeley. He works with NASA and SpaceX for development of systems for surgical care in extreme environments. The summation of these research engagements is to push developments in the transmission of surgical knowledge and action utilizing robotics and artificial intelligence for development of surgical systems for extreme environments and to improve terrestrial surgical care.

Thomas Low received the B.S.M.E. degree from UC Berkeley in 1984 and the M.S.M.E. degree from Stanford University in 1991. He is the Director of the Robotics Laboratory at SRI International, Menlo Park, CA, USA; and the PI of the TRON Project that has in past supported this work. He contributed to SRI’s early research and development that led to the spinout of Intuitive Surgical, as well as recent research leading to establishing Verb Surgical and SRI’s Taurus robotic open surgical systems for the U.S. Army. He is a named inventor on 46 issued U.S. patents.

Ken Goldberg (Fellow, IEEE) is currently the William S. Floyd Distinguished Chair of engineering with UC Berkeley and the Chief Scientist of Ambi Robotics. He is also a Professor of industrial engineering and operations research with UC Berkeley, with appointments in electrical engineering, computer science, art practice, the School of Information, and UCSF Radiation Oncology. He is the Chair of the Berkeley AI Research Laboratory (60 faculty) and the Director of the CITRIS “People and Robots” Initiative (75 faculty across four UC campuses). He has published over 300 refereed articles and ten U.S. patents. His research interests include robotics and automation: grasping, manipulation, and learning for applications in warehouses, industry, homes, agriculture, and robot-assisted surgery. He was recognized as the NSF Presidential Faculty Fellow (PECASE 1995), the Joseph Engelberger Award in 2000, and the IEEE Major Educational Innovation Award in 2001. He is the Co-Founder and the Editor-in-Chief emeritus of the IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING (T-ASE).