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Abstract

This paper introduces a fast algorithm for simultaneous inversion and determinant computation of small sized matrices in the context of fully Polarimetric Synthetic Aperture Radar (PolSAR) image processing and analysis. The proposed fast algorithm is based on the computation of the adjoint matrix and the symmetry of the input matrix. The algorithm is implemented in a general purpose graphical processing unit (GPGPU) and compared to the usual approach based on Cholesky factorization. The assessment with simulated observations and data from an actual PolSAR sensor show a speedup factor of about two when compared to the usual Cholesky factorization. Moreover, the expressions provided here can be implemented in any platform.
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1 Introduction

Microwave remote sensing is basilar as it provides complementary information to that provided by classical sensors which perceive the optical spectrum. Longer wavelengths in the 1 cm to the 1 m can penetrate clouds and other adverse atmospheric conditions, as well as canopies and soils. There are passive and active microwave sensors; the latter carry their own source of illumination, and can be either imaging or non-imaging. Radar devices belong to the former. They transmit a radio signal and detect the returned echo (backscatter), with which an image is formed. Several signal processing techniques are used to enhance the spatial resolution of such imagery. In particular, the use of synthetic antennas leads to synthetic aperture radar (SAR) imaging; as well as to polarimetric SAR (PolSAR) imaging which employs polarized signals.

The statistical properties of PolSAR were studied in the context of optical polarimetry [1]. The simplest case occurs when the backscatter is constant. In such a case, the targets are characterized by a scattering (or Sinclair) matrix $S$, which describes dependence of its scattering properties on the polarization. The scattering matrix is defined on the horizontal (H) and vertical (V) basis as

$$
S' = \begin{bmatrix}
S_{HH} & S_{HV} \\
S_{VH} & S_{VV}
\end{bmatrix},
$$

(1)

where each element is a complex value, representing the amplitude and the phase of the scattered signal. Reciprocity $S_{HV} = S_{VH}$ holds for most natural targets, so one may use the scattering vector $S = [S_{HH}, S_{HV}, S_{VV}]^\top$ without loss of information, where $\top$ represents transposition [2].

More often than not, these single-look complex data are processed in order to improve the signal-to-noise ratio. Multilook fully polarimetric data are formed as

$$
Z^{(N)} = \frac{1}{N} \sum_{\ell=1}^{N} S(\ell)^H S(\ell),
$$

(2)

where $^H$ denotes the conjugate transposition and $\ell$ indexes theoretically independent looks of the same scene. This $3 \times 3$ complex matrix is positive Hermitian with real entries in the diagonal.

As noted by Torres et al. [3] and the references therein, many techniques for PolSAR image processing and analysis rely on the statistical properties of $Z^{(N)}$. The density of several models (Wishart [4], K [5], $G^2$ [6], $G$ [7], Kummer-U [8] to name a few) depends solely on a few parameters: the covariance matrix, the number of looks $L$ and, sometimes, texture descriptors. The covariance matrix is the expected value of $Z^{(N)}$, namely $Z = E(Z^{(N)})$, and it enters the expressions only through its determinant and its inverse.

Moreover, divergences among these models (Kullback-Leibler, Hellinger, Rényi, Bhattacharya, Triangular, Harmonic [9]), test statistics (likelihood ratio) [10], and classification rules [11] only require the computation of $\det(Z)$, $Z^{-1}$, and $\det(Z^{-1})$. A typical Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) image may have $10^4 \times 4 \cdot 10^4$ pixels,
where each pixel is represented by a $3 \times 3$ Hermitian matrix as in [12]. As illustrative example, if one relies on Nonlocal Means Filter approach based on stochastic distances [3], at each scene window, which are typically large, e.g. $23 \times 23$ pixels, one needs to compute $23^2$ inverse and $23^2$ determinant operations for each pixel. This scales to a long computing time as it results in a total of $23^2 \cdot 4 \cdot 10^8 \approx 2.1 \cdot 10^{11}$ inverse matrix and determinant calculations per image. Such amount of data is likely to increase with the incoming availability of sensors with finer resolution. Thus one reaches the conclusion that accurate and fast procedures are of paramount importance for dealing with PolSAR data.

The Cholesky factorization is the most popular numerical analysis method for the direct solution of linear algebra tasks involving positive definite dense matrices [12][13][14]. It is also the algorithm of choice for matrix inversion and determinant calculation in the context of image classification of PolSAR images [3]. In this paper, we propose a fast algorithm for the computation of matrix inverse and determinant calculation in the context of image classification of PolSAR images [3]. In this paper, we propose a fast algorithm for the computation of matrix inverse and determinant calculation in the context of image classification of PolSAR images [3]. In this paper, we propose a fast algorithm for the computation of matrix inverse and determinant calculation in the context of image classification of PolSAR images [3]. In this paper, we propose a fast algorithm for the computation of matrix inverse and determinant calculation in the context of image classification of PolSAR images [3].

The paper unfolds as follows. Section 2 introduces notation and preliminary considerations. The Cholesky factorization is reviewed and described as a means for matrix inversion and determinant computation. In Section 3 the proposed method and its fast algorithm is introduced. Section 3 brings the arithmetic complexity assessment and a discussion on the numerical error analysis of the proposed method compared with the Cholesky factorization approach. Section 3 has implementation considerations including software and hardware comments. Experiment results shows the effectiveness of the proposed method. Final comments and suggested directions for future works are in Section 4.

2 Mathematical Review

2.1 Preliminaries and Notation

The type of matrix that occurs in the PolSAR problem is the $3 \times 3$ correlation matrix with complex entries. Being a correlation matrix, it inherits the Hermitian property [13]. Therefore, it can be represented according to:

$$A = \begin{bmatrix} a & b & c \\ \bar{b} & d & e \\ \bar{c} & \bar{e} & f \end{bmatrix},$$

where $a, d, f$ are real quantities; $b, c, e$ are complex numbers; and the overbar $\bar{}$ denotes the complex conjugation. Because $A$ is Hermitian, in actual implementations, only the upper or lower triangular part of the matrix is stored for computation.

The $(i, j)$ cofactor of the matrix $A$ is the determinant of the submatrix formed with the elimination of the $i$th row and $j$th column times $(-1)^{i+j}$ [13]. The adjoint matrix is computed according to the following [13]:

$$\tilde{A} = \begin{bmatrix} a_c & b_c & c_c \\ \bar{b}_c & d_c & e_c \\ \bar{c}_c & \bar{e}_c & f_c \end{bmatrix},$$

where the element in position $(i, j)$ represents the cofactor of the element $(j, i)$ in the original matrix $A$ and are given by

$$a_c = d \cdot f - |e|^2,$n
$$b_c = c \cdot e - b \cdot f,$n
$$c_c = b \cdot e - c \cdot d,$n
$$d_c = a \cdot f - |c|^2,$n
$$e_c = c \cdot b - a \cdot e,$n
$$f_c = a \cdot d - |b|^2.$n

The adjoint matrix $\tilde{A}$ is also Hermitian; thus $a_c, d_c,$ and $f_c$ are real numbers.

2.2 Cholesky Factorization

Cholesky factorization is applied in many numerical problems [20][21][22]. Let $A$ be the input matrix we are interested into inverting and computing the determinant. Cholesky factorization decomposes an input matrix into the product $L \cdot L^H$, where $L$ is a lower triangular matrix and $L^H$ represents the transpose conjugate operation. Let $l_{i,j}$ be the $(i, j)$ entry of $L$. The Cholesky factorization is based on the following relations between the elements of $A$ and $L$:

$$|l_{0,0}|^2 = a,$n
$$l_{1,0} \cdot l_{0,0} = \bar{b},$$n
$$l_{2,0} \cdot l_{0,0} = \bar{c},$$n
$$|l_{1,1}|^2 + |l_{1,0}|^2 = d,$n
$$|l_{2,1}|^2 + l_{1,1} \cdot l_{1,0} = e,$n
$$|l_{2,2}|^2 + |l_{2,0}|^2 + |l_{2,1}|^2 = f,$n

where $|\cdot|$ returns the magnitude of its complex argument [23].

Once matrix $L$ is derived, its inverse can be directly obtained from the following expressions:

$$L^{-1} = \begin{bmatrix} \frac{1}{l_{0,0}} & 0 & 0 \\ \frac{1}{l_{1,1}} \left( 1 - \frac{l_{1,0}}{l_{0,0}} \right) & \frac{1}{l_{1,0}} & 0 \\ \frac{1}{l_{2,2}} \left( l_{2,1} l_{1,0} - l_{2,0} \right) & \frac{l_{2,1}}{l_{1,1}} \frac{1}{l_{2,2}} & \frac{1}{l_{2,0}} \end{bmatrix}.$$
Input: \( a, d, f \in \mathbb{R} \) and \( b, c, e \in \mathbb{C} \)
Output: \( a_i, d_i, f_i \in \mathbb{R} \) and \( b_i, c_i, e_i \in \mathbb{C} \) and \( \det(A) \)

Compute \( L \) and auxiliary variables:
\[
\begin{align*}
&l_{0,0} \leftarrow \sqrt{a} & v_0 &\leftarrow 1/l_{0,0} \\
l_{1,0} &\leftarrow b \cdot v_0 & l_{2,0} &\leftarrow \bar{c} \cdot v_0 \\
l_{1,1} &\leftarrow \sqrt{d - |l_{1,0}|^2} & v_1 &\leftarrow 1/l_{1,1} \\
l_{2,1} &\leftarrow (e - l_{1,0} \cdot l_{2,0}) \cdot v_1 & l_{2,2} &\leftarrow \sqrt{f - |l_{2,0}|^2 - |l_{2,1}|^2} \\
v_2 &\leftarrow 1/l_{2,2}
\end{align*}
\]

Compute \( L^{-1} = \{ t_{ij} \} \):
\[
\begin{align*}
t_{0,0} &\leftarrow v_0 & t_{1,0} &\leftarrow -l_{1,0} \cdot v_0 \cdot v_1 \\
t_{1,1} &\leftarrow v_1 & t_{2,0} &\leftarrow v_2 \cdot v_0 \cdot (l_{2,1} \cdot l_{1,0} \cdot v_1 - l_{2,0}) \\
t_{2,1} &\leftarrow -l_{2,1} \cdot v_1 \cdot v_2 & t_{2,2} &\leftarrow v_2
\end{align*}
\]

Compute the determinant: \( \det(A) \leftarrow (l_{0,0} \cdot l_{1,1} \cdot l_{2,2})^2 \)

Compute \( A^{-1} \):
\[
\begin{align*}
a_i &\leftarrow t_{i,0}^2 + |l_{1,0}|^2 + |l_{2,0}|^2 & b_i &\leftarrow t_{i,0} \cdot l_{1,0} + t_{2,0} \cdot l_{2,0} \\
c_i &\leftarrow t_{2,0} \cdot t_{2,2} & d_i &\leftarrow t_{2,1}^2 + |l_{2,1}|^2 \\
e_i &\leftarrow t_{2,1} \cdot t_{2,2} & f_i &\leftarrow t_{2,2}^2
\end{align*}
\]

return \( a_i, b_i, c_i, d_i, e_i, f_i \) and \( \det(A) \)

Alg. 1: The matrix inversion and determinant calculation based on the Cholesky factorization.

Given \( L^{-1} \), the inverse of the input matrix \( A \) is furnished by:
\[
A^{-1} = (L^{-1})^H \cdot L^{-1}.
\]
The determinant of \( A \), \( \det(A) \), is also available as a by-product of the discussed factorization \[13\]. The detailed procedure for inverting \( 3 \times 3 \) matrices based on Cholesky factorization is described in Algorithm [1].

3 Fast Inversion and Determinant Computation

3.1 Proposed Fast Algorithm

From matrix theory \([24\text{ p. 59}]\), we know that
\[
A^{-1} = \frac{1}{\det(A)} \bar{A}
\]
and
\[
\det(A) = a \cdot a_c + \bar{b} \cdot b_c + \bar{c} \cdot c_c.
\]

Notice that (5) is a direct consequence of the fact that the determinant of a matrix can be obtained by the summation of any of the row or column elements weighted by their corresponding cofactors \[25\]. Notice that the first term in (5), \( aa_c \), is purely real. Also notice that because \( A \) is Hermitian, its determinant is real-valued \[13\]. Therefore, the term \( (b \cdot b_c + \bar{c} \cdot c_c) \) must be real. As a consequence, we calculate only the real part of \( bb_c + \bar{c}c_c \) in order to compute \( \det(A) \) as follows:
\[
\det(A) = a \cdot a_c + \Re(b) \cdot \Re(b_c) + \Im(b) \cdot \Im(b_c) + \Re(c) \cdot \Re(c_c) + \Im(c) \cdot \Im(c_c),
\]

where \( \Re(\cdot) \) and \( \Im(\cdot) \) return the real and imaginary parts of its complex argument, respectively.

Expressions (3), (4), and (6) can be combined to derive a fast algorithm for the computation of \( A^{-1} \) and \( \det(A) \). Algorithm 2 details the efficient procedure. As input data, it requires only the upper triangular part of the input matrix \( A \). The proposed algorithm returns (i) the upper triangular part of \( A^{-1} \), which can be fully reconstructed due to the Hermitian property and (ii) inverse and determinant. The quantity \( 1/\det(A) \), which appears in all the aforementioned densities and divergences, is readily available as a by-product of Algorithm 2 under the auxiliary variable \( t \). Notice that, although not explicitly stated, both Algorithm 1 and Algorithm 2 can be adapted to check whether the matrices subject to calculation are full-rank. This can be done by simply checking if \( \det(A) \neq 0 \). This does not represent any significant overhead since \( \det(A) \) is actually necessary for the computation.

3.2 Complexity Assessment and Discussion

Algorithm 1 requires the computation of the squared norm of six complex quantities. This demands 12 multiplications and six additions of real quantities \[26\]. Besides these operations, Algorithm 1 demands 44 multiplications, 12 additions, three inversions, three squarings, and three square roots of real quantities. This accounts for a total of 89 operations as shown in Table 1. Note that the proposed Algorithm 2 outperforms Algorithm 1 not only in the total count of operations. In fact, it reduces the arithmetic cost for all operations listed in Table 1 except for the number of additions which requires only two extra additions.

In contrast, the proposed Algorithm 2 requires four multipli-
Table 1: Operation Counts in Terms of Real Arithmetic Operations with Real Inputs $x$ and $y$

| Method          | $x \cdot y$ | $x + y$ | $1/x$ | $\sqrt{x}$ | Total |
|-----------------|-------------|---------|-------|------------|-------|
| Cholesky        | 59          | 24      | 3     | 3          | 89    |
| Proposed        | 37          | 26      | 1     | 0          | 64    |

...cations and two additions for the computation of $a_i$, $d_i$, and $f_i$, each. It also requires ten multiplications and six additions for the computation of $b_i$, $c_i$, and $e_i$, each. The computation of $\det(A)$ and its inverse demands five multiplications, four additions, and only one inversion. Because of that, Algorithm 2 requires a total of 37 multiplications, 26 additions, and one division of real quantities. A total of 64 operations; 28% less than the usual Cholesky factorization approach. Above quantities are summarized in Table 1.

3.3 Numerical Errors

Modern arithmetic logic units (ALUs) in contemporary processors are built to provide high accuracy to a wide range of arithmetic functions. Under certain conditions, the accuracy obtained for fundamental operations, such as addition and multiplication, can also be achieved for other arithmetic functions, such as division and square-root operations. This is not obvious since more complex operations require a number of additions and multiplications and are usually implemented through iterative methods [27]. However, in modern GPGPUs that follow the OpenCL and CUDA standards, such as the one employed in our computations, division and square-root operations are correctly rounded up to the very last bit as it is also the case for addition and multiplication [28, cf. Table 7] [29, cf. Table 7.2].

The only operations required by the Algorithm 1 and Algorithm 2 are addition, multiplication, division, and square-root operations. Because all those operations are computed with the same precision, their numerical accuracies are the result of the amount of operations required by each of them. In particular, quantities that require the largest number of operations are expected to dominate the numerical error. This is given by the critical path in terms of the number of arithmetic operations. A careful analysis of Algorithm 1 shows that one needs 37 operations along the critical path to obtain the desired output. There are more than one critical path, but as an example, one of them is: $b_i \leftarrow t_{2,0} \leftarrow l_{2,1} \leftarrow l_{0,0} \leftarrow y_0 \leftarrow l_{0,0} \leftarrow a$. In the case of Algorithm 2 the critical path requires 22 operations. A possible path is: $b_i \leftarrow t \leftarrow \det(A) \leftarrow b_i \leftarrow b$. Because of that, the proposed method in Algorithm 2 can compute the matrix inverse and determinant with a higher accuracy when compared with the method in Algorithm 1.

4 Implementation and Results

4.1 Material and Equipment

We implemented the proposed Algorithm 2 and the Cholesky factorization based approach using open computing language (OpenCL) with the C application interface (API) [30]; being compiled for a general purpose graphical processing unit (GPGPU). The device used is a NVIDIA GeForce 940M, which contains three computing units and allows the data to be scheduled through the maximum of three different dimensions. Each dimension allows the maximum use of 1024, 1024, and 64 work items at the same time, respectively. The device has a global memory of 2 GB. The host side was implemented in C/C++ language. The machine used has a Core i7 microprocessor and 8 GB of random access memory (RAM) and runs a Linux operating system with distribution Ubuntu version 16.04 LTS.

The communication between the proposed method and popular platforms for image processing, such as Matlab, ENVI, and NEST can be performed by means of interface capabilities offered by each different vendor. For Matlab, this can be accomplished by mex functions. ENVI or NEST can resort to direct calls of the compiled C/C++ code to interface with the proposed algorithm.

4.2 Data Setup

We separated simulated and measured data for numerical analysis.

4.2.1 Simulated Data

Simulated data were generated from random matrices obtained with the Eigen C/C++ library [31] through the method `Eigen::MatrixXcd::Random`. The real and imaginary parts of the matrix coefficients are drawn from the uniform distribution on the closed interval $[-1, 1]$. The obtained matrices are then converted into Hermitian matrices by computing the product of itself with the transpose conjugate [13].

4.2.2 Measured Data

For the measured data, we considered the data available in [19]. Such data were acquired by the Airborne Synthetic Aperture Radar (AIRSAR) sensor over San Francisco, CA, in fully polarimetric mode and L-band. The approximate spatial resolution is $10 \text{m} \times 10 \text{m}$. The data were stored in .rdata format, original from R language [32]. For recovering the data, we employ RInside C/C++ library [33], which allows the binding of R and C/C++ applications. The data were converted to the appropriate types in C/C++ and then sent to the GPGPU using OpenCL scheduling runtime routines. The data used for this experiment has a total of $450 \times 600$ pixels.

4.3 Methodology and Results

The OpenCL implementations of Algorithm 1 and Algorithm 2 were executed using all the compute units and their respective work items as a single dimension [30, pg. 41] [34]. The GPGPU device was allowed to manage and use the preferred work-group size [30]. The computation was performed with 1000 replicates in order to reduce the operating system fluctuations when estimating the speedup.
For the simulated data computation, we considered 5,469,354 matrices for each replicate. This amount of matrices was carefully selected to use the GPGPU device at the limit imposed by its available memory for allocation, and corresponds to an image of approximately 2340 × 2340 pixels. Indeed, GPGPU finite registers (buffers) are dedicated to data interchange with the host device and the buffer size sets an upper bound to the maximum allocated memory. This is a limiting factor in the high performance applications. For measured data, we submitted the 2,700,000 matrices associated to the selected 450 × 600 pixel image.

Table 2 displays descriptive statistics of the computing time required by Algorithm 1 and Algorithm 2 for simulated and measured data. We also provide the ratio between the measures as a figure of merit for the speed gain. Figure 1 displays boxplots of the runtimes for the Cholesky based approach and the proposed method both for measured and simulated data. The time statistics for simulated data are larger when compared to the results from measured data, because simulated and measured data sets have different number of matrices. However, the ratios of the computation time statistics for the simulated and measured data are very close.

One may notice that PolSAR images can be larger than the images considered adopted in this work. Indeed, images to be processed may not fit into the global memory of a particular GPGPU adopted for the data processing. In this case, the data can be streamed into the GPU to achieve its maximum capability. One can start from the left-top corner of the image and stream the data as it is being fed into the GPGPU. After the maximum amount of data is sent, the data can be processed and then pulled out. The process must be repeated until all images have been processed. The maximum capability, naturally, depends on the device specifications of the computational platform employed for processing the PolSAR images.

4.4 Discussion

Although Table 1 suggests an improvement of $\frac{89}{64} \approx 1.4$, i.e., roughly a 28% reduction in complexity, the actual improvement gain or complexity savings is much larger. Indeed, to correctly evaluate the speed improvements, one must take into account that inversion and square-root computations demand more GPU clock cycles when compared with simple additions or multiplications. In particular, reducing the number of calls for the square root operations proves to be significant. This is because, in modern processors, the square root operation is not computed directly but through the calculation of the inverse square root, which requires calling a division operation at the end of the calculation in order to obtain the sought result. Therefore, the total impact of the arithmetic reduction in the proposed algorithm is not just the ratio of the counting of arithmetic operations of the Cholesky based approach and the proposed fast algorithm. Rather, this ratio is a conservative lower bound. Results from Table 2 confirm this analysis, showing that the speedup gain is more than double.

5 Final Comments and Future Works

In this paper, we reviewed the Cholesky factorization method for the inversion and determinant calculation of $3 \times 3$ Hermitian matrices in the context of PolSAR image processing. As the main contribution, we proposed a fast algorithm for the computation of matrix inverse and determinant computation for such matrices. The proposed algorithm is based on the computation of the adjoint matrix and careful examination of the quantities involved. The derived algorithm was compared to the usual Cholesky based factorization approach and shown to significantly reduce the total number of arithmetic operations. The proposed algorithm and the Cholesky based approach were both implemented in GPGPU using OpenCL and C/C++. The proposed approach proved to reduce the total computation time in about a half when compared to the Cholesky based approach with real data; in other words, the proposed method offers a 120.7% improvement in speed, at least.

Future works may include the combination of several matrix inversions into a single matrix inversion call and the application to multifrequency PolSAR images. In this particular case, the matrices to be inverted and have their determinants calculated follow a block diagonal structure, where each block is also Hermitian. If the images are obtained with a single look $L = 1$, the inverse and the determinant calculation of the matrices of interest can be obtained after applications of the proposed method to each of the diagonal blocks.
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