Ultrafast electronic line width broadening in the C 1s core level of graphene
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Core level binding energies and absorption edges are at the heart of many experimental techniques concerned with element-specific structure, electronic structure, chemical reactivity, elementary excitations, and magnetism. X-ray photoemission spectroscopy (XPS) in particular, can provide information about the electronic and vibrational many-body interactions in a solid as these are reflected in the detailed energy distribution of the photoelectrons. Ultrafast pump-probe techniques add a new dimension to such studies, introducing the ability to probe a transient state of the many-body system. Here we use a free electron laser to investigate the effect of a transiently excited hot electron gas on the core level spectrum of graphene, showing that it leads to a substantial broadening of the C 1s line shape. Confirming a decade-old prediction, the broadening is found to be caused by an exchange of energy and momentum between the photoemitted core electron and the hot electron system, rather than by vibrational excitations. This interpretation is supported by a quantitative line shape analysis that accounts for the presence of the excited electrons. Fitting the spectra to this model directly yields the electronic temperature of the system, in good agreement with electronic and momentum values obtained from valence band data. Furthermore, making use of time- and momentum-resolved C 1s spectra, we illustrate how the momentum change of the outgoing core electrons leads to a small but detectable change in the time-resolved photoelectron diffraction pattern and to a nearly complete elimination of the core level binding energy variation associated with the presence of a narrow σ-band in the C 1s state. The results demonstrate that the XPS line shape can be used as an element-specific and local probe of the excited electron system and that X-ray photoelectron diffraction investigations remain feasible at very high electronic temperatures.

I. INTRODUCTION

XPS is an experimental tool capable of accurately determining the core level binding energies of atoms [1]. This energy is not only element-specific, but also provides detailed information on the atoms’ oxidation state and their chemical environment, making XPS an essential tool for studying a wide range of phenomena, from band bending in semiconductors to chemical analysis and heterogeneous catalysis.

Due to the relative simplicity of the core level photoemission process, XPS line shapes have also attracted considerable theoretical interest. In the 1970s, XPS was used as a testing ground for new many-body theories, with the objective of understanding the detailed XPS line shape in terms of a solid’s electronic and vibrational
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FIG. 1. (a) Sketch of the setup used in the experiment. The time-resolved photoemission intensity is measured from the graphene C 1s core level and valence band by combining an infrared pump pulse with a soft X-ray probe pulse from FLASH. The electrons are detected over a wide angular range using a momentum microscope. (b) C 1s photoemission intensity as a function of pump-probe delay and binding energy. (c) Same as in (b) but with the average spectrum before excitation subtracted. Red and blue indicate an increase and decrease in electron counts, respectively. (d) Selected spectra (cuts at specific time delays) along with best fit to the model described in the text (blue line). The temperature-dependent asymmetry kernel for each fit is shown in green. The electronic temperatures resulting from the fit are noted close to the spectra.

many-body response to the removal of the photoelectron (see, e.g., Ref. [2] and references therein). In the resulting simplified picture, the XPS line shape has a Lorentzian contribution stemming from the finite core hole lifetime and a Gaussian contribution due to vibrational excitations in the photoemission process. The Gaussian width depends on the initial state phonon population and increases with temperature. Electronic excitations can result in satellites, such as replicas of the main XPS peak displaced by the plasmon energy, and in asymmetric line shapes due to the excitation of electron-hole pairs in metals [3]. A temperature-dependence of the latter process is usually neglected because $k_B T$ is typically much smaller than the XPS line width. However, it has been predicted almost 40 years ago that such electron-hole pair excitations could affect the XPS line width and shape for high (electronic) temperatures [4]. This has, to the best of our knowledge, never been confirmed, presumably because such electronic effects are masked by vibrational broadening at high sample temperatures.

The advent of ultrafast pump-probe XPS at free electron laser (FEL) sources now offers the opportunity to separate electronic and vibrational contributions to the XPS line shape since either the electronic or specific vibrational degrees of freedom can be addressed by choosing an appropriate pump energy [5, 6]. On the other hand, high-resolution line shape studies are highly challenging at FELs due to the low repetition rate and the resulting need to balance an acceptable count rate against space charge effects [7–11]. Recently, a detailed XPS line shape investigation has been presented for pumped WSe$_2$, tracking an excitonic Mott transition in the XPS line shape [12].

Here we study the ultrafast evolution of the C 1s line shape, intensity, and binding energy in graphene upon pumping the electronic system to high temperatures. We benefit from the fact that this transient electronic state is well understood from ultrafast valence band spectroscopy [13–17] and theory [18]. In short, after excitation with an infrared pump pulse, the electrons thermalize within a few tens of fs. The hot electron gas in the Dirac cone of graphene initially loses energy via strongly coupled optical phonons but this process quickly ceases to be efficient due to the Dirac point representing a bottleneck for the hot electron decay. This opens the possibility of studying the effect of a hot electron gas on the core level spectrum while the lattice remains essentially at equilibrium, a regime that cannot be reached by static heating [19].

This paper is structured as follows: After a brief description of the experimental details, we show how the ultrafast excitation of the electrons leads to a broadening of the C 1s core level line. We extend a theoretical description of the core level line shape to allow for the exchange of energy and momentum between the excited core electron and a hot electron gas. This leads to an excellent fit of the data, confirming a decade-old prediction of such a mechanism [4]. The model even permits
a determination of the electronic temperature from the core level spectra and we demonstrate that the results agree with electronic temperature values obtained from the broadening of the Fermi-Dirac distribution in the valence band. We then show that the novel electronic broadening mechanism has a surprisingly small effect on the momentum-resolved C 1s intensity distribution, the so called X-ray photoelectron diffraction (XPD) pattern. Finally, we investigate the time-dependent changes of the momentum-resolved C 1s binding energy. For localized core states, the binding energy is usually assumed to be independent of the crystal momentum, but for graphene this is not the case due to a narrow σ-band formed by the C 1s states [20]. We argue that the electronic final state scattering can be expected to remove the subtle binding energy variations associated with this band dispersion and we show that this is indeed the case.

II. EXPERIMENT

Time- and angle-resolved XPS and valence band photoemission experiments were performed on the PG2 beamline of the FLASH FEL [21] using hydrogen-intercalated quasi free-standing monolayer graphene on SiC [22, 23] with a hole doping density of $5 \times 10^{12}$ cm$^{-2}$. The sample was annealed in ultra high vacuum (base pressure better than $5 \times 10^{-10}$ mbar) at 470 K for 10 min. The sample was held at room temperature during all measurements. Photoelectrons were detected using a momentum microscope covering a momentum range of 6.2 Å$^{-1}$ with a resolution of 0.06 Å$^{-1}$ [21] (see sketch in Fig. 1(a)). The analysis of the raw data followed the procedures outlined in Ref. [24] and in Appendix A. The pump and probe photon energies were 1.55 eV and 337.5 eV (the third harmonic of the FEL), respectively, for the C 1s data. The valence band was probed using the first harmonic of the FEL at 112.5 eV. The pump fluence was $\approx 0.5$ mJcm$^{-2}$, and the polarization for both the pump and the probe was linear p-type, with an incidence angle of 68° off-normal, resulting in negligible laser-assisted photoemission replicas with relative intensities of 1.3% and 2.8% [25] for the C 1s and valence band spectra, respectively. The overall time and energy resolution were 210 fs and 190 meV. Static XPS and XPD data were collected as references at the SuperESCA beamline of Elettra, [26] using the same sample and same excitation photon energy, and with an overall energy and angular resolution of better than 50 meV and $\approx 3^\circ$, respectively. The momentum microscope data is known to suffer from space-charge induced energy shifts, especially close to the normal emission axis: These can be corrected based on such reference data [27].

III. RESULTS AND DISCUSSION

Figure 1(b)-(d) show the time-dependent C 1s core level intensity as a function of binding energy and pump-probe time delay $t$, the difference between the time-dependent photoemission intensity and the average spectrum before the excitation, and spectra at selected time delays. The data shown in the figure was collected from a $k$-range of 0.35 Å$^{-1}$ around the $M$ point of graphene at $k = (-2.50 \, \text{Å}^{-1}, -0.05 \, \text{Å}^{-1})$ (location marked in Figure 11 in Appendix H), where space-charge effects are minimal due to the distance from normal emission [27]. The C 1s spectrum from quasi free-standing monolayer graphene on SiC shows two components, separated by 1.79 eV in binding energy: They are found at 282.59 ± 0.01 eV and at 284.38 ± 0.01 eV (see Appendix B). The low binding energy component can be assigned to the carbon atoms in the SiC substrate and the high binding energy component to the graphene layer [28]. The chosen X-ray photon energy renders the experiment very surface-sensitive, suppressing the SiC C 1s peak. In the following, we will only discuss the graphene C 1s peak. The pump-induced excitation of graphene around $t = 0$ is clearly reflected in a broadening of this peak. This is most evident in the difference plot and the individual spectra; see Figure 1(c) and (d). The pump-induced broadening is a large effect: it increases the C 1s line width by almost 280 meV, from 560 meV to 840 meV at peak excitation, recovering to 580 meV in our measured pump-probe delay window.

In order to quantify the pump-induced line shape changes, we fit a model for the core level photoemission intensity to the data. For insulators at equilibrium, an appropriate choice of line profile is a Voigt function in which the Lorentzian line width reflects the core hole lifetime while the phonon contribution gives rise to a Gaussian broadening. The experimental energy resolution is also assumed to lead to a Gaussian broadening and can thus be treated along with the phonon contribution. In metals, the photoemission intensity shows a tail to lower kinetic energies (high binding energies) due to the possibility of exciting electron-hole pairs upon the sudden removal of the core electron. For simple metals with a roughly constant density of states near $E_F$, this is captured in the frequently used Doniach-Šunjić line shape [3]. The C 1s line shape of graphene also shows such an asymmetry.

An appropriate model for the data in Fig. 1, and in general for out-of-equilibrium metals, should take into account that high electronic temperatures are reached in the pump process, leading to a smearing of the Fermi-Dirac distribution over an energy range of more than one electron volt [14]. This has two important consequences: (1) Given the substantial population of states above $E_F$, the possible excitation of electrons in the photoemission process is no longer restricted to electrons below $E_F$, and (2) the outgoing electron can not only lose energy by exciting an electron-hole pair, but also gain energy upon
electron-hole recombination [4]. Thus, the asymmetric line-shape in equilibrium is expected to broaden and become more symmetric in the highly excited state.

We include these effects into the model for the core level photoemission intensity proposed by Hughes and Scarfe [29], of which the Doniach-Šunjić line shape is a special case. Their expression for the energy-dependent photoemission intensity $I(E)$ of a core level at energy $E_0$ is

$$I(E) \propto \int_{-\infty}^{+\infty} e^{-iEt} e^{-iE_0t} e^{-\lambda|t|} e^{-\sigma^2t^2}$$  \hspace{1cm} (1)

$$\exp \left( \int_{0}^{+\infty} J(E') \frac{e^{iE't} - 1}{E'^2} dE' \right) dt,$$

where $\lambda$ and $\sigma$ are the parameters controlling the Lorentzian and Gaussian width. The last integral in the exponential describes the possible energy losses, resulting from the density of possible excitations $J(E')$ given by

$$J(E') = a^2 \int_{-\infty}^{+\infty} D_{\text{filled}}(\epsilon) D_{\text{empty}}(\epsilon + E') d\epsilon,$$  \hspace{1cm} (2)

with $D_{\text{filled/empty}}(\epsilon)$ being the electronic density of filled/empty states, and $a$ the asymmetry parameter. We now include finite temperature effects by setting the lower integration limit in the last integral of equation (1) to $-\infty$ in order to also allow for energy gains, and modifying the density of excitations to account for the temperature dependence of transitions between the filled initial and the empty final states:

$$J(E') = a^2 \int_{-\infty}^{+\infty} D(\epsilon) f(\epsilon, T_e) D(\epsilon + E')(1 - f(\epsilon + E', T_e)) d\epsilon,$$  \hspace{1cm} (3)

where $T_e$ is the electronic temperature and $f(\epsilon, T_e)$ the Fermi-Dirac distribution.

The fit to the data in Figure 1 is performed by fixing $\lambda$ and $a$ obtained from the un-pumped data in order to minimize space charge effects, $\sigma$ and $E_0$ from data at negative time delays, and using the electronic temperature $T_e$ as the only line shape fit parameter for the entire series of pumped data. The density of states $D(\epsilon)$ is taken to be constant. The simple model leads to an excellent fit to the data, as shown for the example spectra in Fig. 1(d).

The excellent fit to the data, the $T_e$ values obtained from the fit, and the $k$-dependent C 1s intensity and energy variations discussed later in the paper all support the mechanism of electronic line shape broadening introduced here. However, one may ask about the importance of the conventional temperature-dependent phonon broadening. After all, $T_p$ of the strongly coupled optical phonons also reaches 3200 K and this happens almost simultaneously with $T_e$ reaching its maximum. While
coupling to phonons might play some role, we expect the effect to be quite small due to the high energies of the optical phonons and due to the fact that only the strongly coupled phonons at \( \Gamma \) and \( K \) are excited. As a first simple estimate, we can follow the treatment of Ref. [2] and multiply the intrinsic low-temperature Gaussian contribution to the line width of \( \approx 110 \text{ meV} \) with the statistical Bose-Einstein broadening factor for a phonon at \( \approx 200 \text{ meV} \) at \( T_p = 3200 \text{ K} \), giving rise to total line width of less than 190 meV. Alternatively, we can extrapolate the measured temperature-dependent line width from equilibrium XPS data in Ref. [19] to 3200 K, resulting in less than 400 meV. Note that this strongly overestimates the broadening because it corresponds to a situation in which all phonons are excited to 3200 K. Still, the resulting broadening is much smaller than the one observed here.

Summarizing at this point, we have demonstrated that selectively increasing the electronic temperature of a material on an ultrafast time scale can lead to a dominant temperature-dependent electronic broadening mechanism in XPS, similar to that predicted in Ref. [4]. Moreover, including this broadening mechanism in the description of the XPS line shape gives direct access to the sample’s electronic temperature, providing an alternative to measuring the broadening of the Fermi-Dirac distribution [31, 34].

A momentum microscope simultaneously detects the photoemitted electrons over a large two-dimensional \( k \)-range. We can thus exploit this to further explore the effect of the strong electronic final state scattering on the \( k \)-resolved photoemission intensity and core level binding energy. Figure 3(a) shows the C 1s core level intensity, integrated for the time interval before the arrival of the pump pulse. The data is displayed in terms of a so-called modulation function \( \chi \), a quantity commonly used in XPD measurements [35] (for a definition see Appendix D). In XPD, intensity modulations arise from the interference between the part of the electron wave field reaching the detector directly and the parts that are elastically scattered by the atoms surrounding the emitting carbon atom. A comparison between these intensity modulations and multiple scattering calculations can be used for a local and element-specific structural determination [35]. This has been carried out for epitaxial graphene [20] (see also Appendix E). In addition to the scattering-induced XPD features, the photoemission intensity in Fig. 3(a) contains a dominant contribution from the curved “dark lines” emphasized by dashed lines. These are due to an interference effect involving scattering by the graphene reciprocal lattice combined with reflection at the surface potential boundary [36].

We can probe the effect of ultrafast electronic final state excitations on the XPD pattern by comparing the XPD patterns after excitation to those at equilibrium [37, 38]. To this end, Fig. 3(b) shows the modulation function integrated over positive time delays and Fig. 3(c) gives the difference between (a) and (b). Clearly, the excitation-induced changes are extremely small and the difference appears to be largely noise. From a mere inspection of these data, we can conclude that the electronic final state line shape broadening does not preclude a time-dependent structural determination by XPD.

A more quantitative analysis of the XPD pattern’s time evolution can be performed by introducing \( R(t) = \sum_i \chi_i(t) \chi_i(t)^2 / (\sum_i \chi_i(t)^2) \), where \( \chi \) and \( \chi(t) \) are the modulation functions at equilibrium and delay time \( t \), respectively, and the sum runs over all the points in the diffraction pattern. The resulting \( R(t) \) is shown in Fig. 3(d). As expected, the time-dependent variation of \( R(t) \) is small but the pump-induced excitation is still clearly visible. Moreover, its time dependence is very similar to that of the electronic temperature and we can fit \( R(t) \) by a Gaussian pulse with a double exponential decay, using time constants of \( \tau_1 = 0.08 \pm 0.06 \text{ ps} \) and \( \tau_2 = 1.8 \pm 0.4 \text{ ps} \).

A change of the XPD pattern following the excitation of the system can be expected for purely structural reasons. After all, the rise of \( T_e \) is immediately followed by the excitation of optical phonons and an (eventually) increased temperature of the lattice is certain to lead to a Debye-Waller-like blurring of the diffraction features. However, given the fact that the behavior of \( R(t) \) is extremely similar to that of \( T_p \) with even quantitative agreement of the time constants, an electronic origin of the observed change in \( R(t) \) appears more likely. Moreover, only few high-energy optical phonons are populated to reach high values of \( T_p \) [18] and the lattice temperature

---

**FIG. 2.** Time-dependent electronic temperature extracted from the fit of the C 1s core level data in Figure 1(b) (red markers). The red solid line is a fit to the electronic temperature \( T_e \) using a three-temperature model, giving the temperatures of the strongly coupled phonons \( T_p \) (blue line) and the remaining lattice \( T_i \) (black line). The gray, thick line, corresponds to the \( T_e \) obtained from an analysis of the Fermi-Dirac distribution in the valence band.
The dashed lines emphasize regions of low photoemission intensity (“dark lines”) arising from a combination of scattering by the graphene reciprocal lattice and reflection at the surface. The Γ points are shown in green. The mechanism for an electronic change of the XPD spectrum observable as a slight shift of the C 1s peak in such a way that an intensity gain (red) at the original position position of the dark lines would stand out in the differential signal shown in Figure 3(c) in such a way that an intensity loss (blue) would be seen at the new position position of the dark line and an intensity gain (red) at the original position. For a small shift, a pair of blue and red lines tracking the dark line position would be expected.

The mechanism for an electronic change of the XPD pattern is essentially the same as that leading to the line shape change in Fig. 1: The inelastic electron-hole generation (annihilation) process giving rise to an energy loss (gain) of the photoelectron is necessarily accompanied by a momentum change. In lightly doped graphene, there are strong constraints on such momentum changes: Electron-hole pair creation or annihilation can proceed within a given Dirac cone (intravalley) or between Dirac cones (intervalley). The latter process is usually insignificant for carrier scattering in transport because it requires a strongly localized potential scatterer [39]. In our case it can be important because of the localized character of core hole generation. The momentum change in the electron-hole pair creation/annihilation process leading to the line broadening in Fig. 1 is thus approximately either zero for intravalley, or K − K′ for intervalley processes. An additional momentum change corresponding to a reciprocal lattice vector is also possible. The similar time dependence of R(t) and T′ suggests that the same momentum changes are responsible for the changes of the XPS line shape and the XPD pattern.

Given the large fraction of inelastically deflected electrons leading to the line shape change in Fig. 1 and the fact that the momentum changes can be large, it appears surprising that the XPD pattern changes so little. Qualitatively, this can be understood as follows: If a core electron escapes leaving an excited electron-hole pair behind, the momentum change deflects the primary emitted electron and it thereby influences the amplitude of the electron wave field reaching the detector and the surrounding scatterers. However, it does not affect the location of the scatterers relative to the emitter. Therefore, the phase difference between the part of the wave field reaching the detector directly and the scattered parts remains fixed and so does the location of the XPD features. Only the relative amplitude of the direct and scattered waves changes, modifying the intensity of the XPD features. Using simulated diffraction patterns, Appendix F shows that the observed change of R(t) is consistent with a situation in which a substantial amount (50 %) of the photoelectrons have been deflected in momentum because of the creation/annihilation of electron-hole pairs in the photoemission process.

Graphene offers the unique possibility to further test the role of electronic final state scattering in the C 1s spectrum due to the fact that the C 1s state forms a narrow σ-band with a splitting between bonding and antibonding states of 60 meV at the Γ point [20]. This band dispersion is shown in Fig. 4(a). The splitting is too small to be directly observable given the natural C 1s line width, but, due to the selection rules in the bipartite graphene lattice [40, 41], only the bonding band is visible in the first Brillouin zone (BZ), whereas mainly the antibonding band is visible in the neighboring zones. The expected photoemission intensity due to this effect is encoded in the grayscale of the band displayed in Fig. 4(a). This dominance of one particular band makes the dispersion observable as a slight shift of the C 1s peak between the Γ points of different BZs, e.g., between Γ1 and Γ2 in Fig. 4(a) [20]. It also leads to the curious situation in which the observed shift of the C 1s peak has a periodicity which is larger than that of the reciprocal lattice even though the true dispersion is not.

We can exploit this effect for confirming the presence of inelastic momentum deflection in the electronic final state. When explaining the ultrafast changes of the XPD pattern in Fig. 3, we have argued that the inelas-
tic excitation/annihilation of electron-hole pairs during the photoemission process is accompanied by a momentum change of the photoelectron which is either zero or \( K - K' \) modulo a reciprocal lattice vector. Here we immediately notice that momentum changes involving a reciprocal lattice vector could completely eliminate the observed binding energy difference between the \( \Gamma_1 \) and \( \Gamma_2 \) points, \( \Delta(\Gamma_1, \Gamma_2) \). Even changes involving a momentum change of \( K - K' \), which is the same scattering vector as \( \Gamma - K \), could greatly reduce \( \Delta(\Gamma_1, \Gamma_2) \) since they mix electrons from the \( K \) points, where there is no energy difference between bonding and anti-bonding band, into the \( \Gamma \) points. If electronic scattering effects are indeed important, the dispersion of the \( \sigma \)-band might no longer be observable.

This is indeed seen when plotting the time-dependent energy difference \( \Delta(\Gamma_1, \Gamma_2) \) in Figure 4(b). Upon pumping the system, \( \Delta(\Gamma_1, \Gamma_2) \) reduces from around 45 meV to roughly 10 meV on a similar time scale as the electronic temperature change. This is followed by a recovery to the equilibrium levels that is more swift than the \( T_e \) recovery, which can be explained by a non-linear relationship between \( T_e \) and the measured \( \Delta(\Gamma_1, \Gamma_2) \). Note that the observed collapse of the binding energy difference should only manifest itself between \( \Gamma \) points in neighboring BZs but not at, e.g., the \( M \) points of the BZ where the splitting between bonding and anti-bonding band is much smaller and the photoemission matrix element is similar for both bands. In Appendix H, we demonstrate that the binding energy difference between two \( M \) points is indeed very small and constant over time.

In Appendix G, we simulate \( k \)-dependent C 1s XPS spectra based on the known band structure and photoemission matrix elements and we explore the effect of mixing electrons deflected by a reciprocal lattice vector and/or by \( \Gamma - K \) (corresponding to \( K - K' \)) on the observed \( \Delta(\Gamma_1, \Gamma_2) \). Assuming that half of the emitted electrons are inelastically deflected turns out to be sufficient to reduce \( \Delta(\Gamma_1, \Gamma_2) \) from 45 meV to 10 meV, similar to what is observed in the experiment. As mentioned above, this scenario is also consistent with the minor change of the XPD pattern reported in Fig. 3.

Instead of being due to electronic final state scattering, the ultrafast reduction of \( \Delta(\Gamma_1, \Gamma_2) \) could also be caused by a true or apparent collapse of the C 1s bandwidth. In Appendix I, we present frozen-phonon calculations that probe the effect of exciting the strongly coupled phonons at \( \Gamma \) and \( K \) on the electronic structure. A lattice distortion at \( K \), in particular, results in a smaller BZ and back-folding of bands to the original \( \Gamma \) points, and this could potentially decrease the observed observed \( \Delta(\Gamma_1, \Gamma_2) \). It turns out, however, that the spectral weight of the back-folded bands would be so small that it could not lead to the effect reported in Figure 4. Moreover, the observable back-folded bands are concentrated in a very small energy window around the original bands, such that we can rule out a significant contribution of the strongly coupled phonons to the C 1s line width broadening. In order to probe the possible role of temperature-dependent screening effects on the C 1s bandwidth, we have performed temperature-dependent GW calculations of the C 1s band structure, as described in Appendix J. The band structure changes are far too small to play a role for the observed \( \Delta(\Gamma_1, \Gamma_2) \) decrease. Further effects that have been considered as possible causes, but have been excluded, are a suppression of the band formation due to the electric field of the pump pulse [42], or a similar effect but with the electric field supplied by plasmons, as well as an average interatomic distance increase due to out-of-plane phonons.

IV. CONCLUSIONS

In conclusion, we have demonstrated the potential of high-resolution time-resolved XPS to give detailed information on the ultrafast development of electronic many-body effects. In particular, we have identified an electronic broadening mechanism in which the outgoing core
level electron exchanges energy and momentum with the hot electron gas. This interpretation of the data is supported by an ultrafast suppression of the momentum-dependent binding energy variations associated with the C 1s σ-band. Moreover, a quantitative description of the resulting line shape permits the determination of the electronic temperature in agreement with direct measurements in the valence band. It will be interesting to expand the technique to very short time delays, before the thermalization of the electron gas, where high-resolution XPS will provide an element-specific probe of the electronic excitations and many-body effects. The ultrafast electronic final state scattering effect observed here could, in principle, impose some severe limitations for techniques such as ultrafast XPD because it could be expected to smear out the diffraction pattern. We demonstrate that this is not the case and that the XPD pattern shows only very minor changes, even at electronic temperatures of over 4000 K.

Appendix A: Data preparation

The raw data obtained for the time-resolved measurements at the PG2 beamline is in the form of tables that require binning into histograms to be visualized and analyzed. The procedure employs the hextof-processor open source code [43] and is outlined elsewhere [12, 21, 24].

In this section, we discuss the calibrations and corrections necessary to convert the binning axes from hardware values (time-of-flight steps, pixels, delay-line position), to physically relevant values (binding energy, k_x and k_y, pump-probe delay t).

The momentum microscope time-of-flight axis is calibrated to binding energy by measuring the C 1s spectrum while applying different voltages to the sample that shift the spectrum by a known energy (± 1 eV, 0 eV), and subsequently comparing the resulting C 1s spectra to each other and to the ones obtained at the SuperESCA beamline.

The momentum microscope time-of-flight (tof) can be converted to binding energy (E_b) by the following equation:

\[
E_b = \frac{1}{2} m_e \left( \frac{l_0}{tof - tof_0} \right)^2 - W + h\nu + eV_s \quad (A1)
\]

Where m_e is the rest electron mass, l_0 is the effective microscope drift tube length, tof_0 is the time-of-flight offset, W is the effective work function, h\nu is the photon energy, and V_s is the potential applied to the sample. In particular, note that the conversion is not linear, and the binning needs to be performed directly in binding energy to avoid intensity biases generated by variable bin size across the binning range. The conversion then depends on 3 unknown parameters: tof_0 is found by measuring the so-called “photon peak”, which is generated by photons reflected off the sample that cause a count peak on the detector. This is assumed to happen with negligible time-of-flight. Changing l_0 mainly affects the scaling of the binding energy axis, and the parameter can be reliably found by analyzing the voltage-shifted C 1s peaks. Finally, W can be found ensuring the resulting C 1s peak is found at the same binding energy as the reference spectrum acquired at the SuperESCA beamline.

The binding energy in non-static measurements was found to display a significant k-dependent, space-charge induced shift. Pump-induced space-charge has, in fact, the effect of shifting and broadening the spectra with a radial Lorentzian-type dependence [27]. The apparent binding energy shift can be corrected for by following the algorithm presented in Ref. [27], and this was found to significantly improve the quality of the data. While the central position of the correcting Lorentzian, as well as the Lorentzian width parameter, did not vary significantly with pump-probe time delay, the Lorentzian amplitude was found to display a slow, linear dependence on pump-probe delay over the observed time window.

The k_x and k_y axes have been calibrated by matching the position of the dark lines to the photoemission horizons shifted by 2 reciprocal lattice vectors. The photoemission horizon corresponds to a circle with a polar angle of 90°, which is equivalent to a radius of 3.58 Å⁻¹ for the graphene C 1s core level in our measurements.

The optical delay line position is converted to pump-probe delay time t after establishing the pump-probe delay t = 0. This has been found by analyzing the time evolution of the integrated intensity in a small energy range of 200 meV around the graphene C 1s binding energy over acquisition intervals of 400 s. A fit to the data is performed using a double decaying exponential convoluted with a Gaussian, allowing a tracking of any delay shift of the pump or probe over the long acquisition time (22 h). The delay has also been corrected by the bunch arrival monitor values, removing a large part of the probe jitter caused by the self-amplified spontaneous emission process, and improving the time resolution to 210 fs. This can be compared to the time resolution before correction, which was 275 fs.

Gaussian-shaped bins have been employed for the k_x and k_y axes. The Gaussian σ parameters were 0.06 Å⁻¹. The energy and the pump-probe delay axes were binned using rectangular bins with widths of 46 meV and 60 fs, respectively.

The dataset for the pumped sample with no space-charge correction and with rectangular binning for all axes is openly available [44].

Appendix B: C 1s spectra

In this section the C 1s spectra from PG2 and SuperESCA are presented with a binding energy range that allows the small C 1s component from the SiC substrate to be appreciated.

The PG2 spectrum is obtained for negative pump probe delays, in the same k-range as that of Fig. 1. The
SuperESCA spectrum is obtained close to normal emission. The absolute binding energy was calibrated based on this spectrum combined with a fit of the valence band data using a linear density of states and a Fermi-Dirac distribution. Note that the intensities of the various components in the spectra shown in Fig. 5 are not completely comparable due to the different experimental geometries of the two beamlines.

Appendix C: \( D(\epsilon) \) models

Equation 1 gives a line shape that is strongly influenced by the choice of the density of possible excitations, \( J(E) \) and this is directly derived from the sample’s density of states \( D(\epsilon) \). The most obvious choice for \( D(\epsilon) \) would be the density of states of graphene which, for the purpose of the simple illustration here, we approximate by the nearest neighbor tight-binding density of states for the \( \pi \)-band \( g(\epsilon) \), with the same amount of hole doping as the quasi free-standing graphene used in the experiment (green line in Figure 6(a)). With this choice for \( D(\epsilon) \), it is not possible to obtain a satisfactory agreement with the experimental data for any value of the asymmetry parameter \( a \), as demonstrated in Figure 6(b). This is because the experimental data shows a continuous asymmetric tail at higher binding energies, while using \( g(\epsilon) \) results in a negligible amount of possible excitations at low energies and a very large number of excitations involving transitions between the van Hove singularities (sharp peaks at roughly 2.9 eV from the Fermi energy). Increasing \( a \) does therefore not increase the intensity of the low-energy tail close to the main peak while it creates a pronounced intensity increase at a binding energy 5.8 eV higher than the peak. A different choice for \( D(\epsilon) \), namely the constant function \( c(\epsilon) \) in Figure 6(a), blue line, gives a much better agreement between model and experiment in Figure 6(b). Indeed, this choice for \( D(\epsilon) \) is equivalent to a Doniach-Šunjić function at 0 K, which is a line shape commonly observed to yield good agreement to graphene C 1s spectra [20, 22].

Appendix D: R-factor definition

The so-called R-factor is a quantity that is used to quantify the agreement between two XPD patterns, \( \chi(k_x, k_y) \) and \( \chi_0(k_x, k_y) \). The definition is

\[
R = \sum_{k_x, k_y} \left| \chi(k_x, k_y) - \chi_0(k_x, k_y) \right|^2 \sum_{k_x, k_y} \chi(k_x, k_y)^2 + \chi_0(k_x, k_y)^2, \tag{D1}
\]

where typically \( \chi(k_x, k_y) \) is an experimental modulation function while \( \chi_0(k_x, k_y) \) is a simulated modulation function [45]. Modulation functions are introduced as

\[
\chi(k_x, k_y) = \frac{I(k_x, k_y) - I_0(k_x, k_y)}{I_0(k_x, k_y)}, \tag{D2}
\]
where \( I(k_x, k_y) \) is an intensity distribution, and \( I_0(k_x, k_y) \) is a smooth function approximating the photoemission intensity in the absence of any scatterers. The modulation function then represents the photoemission intensity variations that are due to diffraction.

Appendix E: Multiple scattering simulations

In order to evaluate the effect of inelastic electron-hole pair generation/annihilation during the photoemission process on the XPD pattern by simulations (see Appendix F), it is desirable to obtain a realistic description of the observed diffraction pattern. To do so, we have performed simulations of XPD patterns using the EDAC code [46]. This code can perform multiple scattering simulations of electrons in atomic clusters, and we compared the results to the XPD patterns obtained at the SuperESCA beamline. The SuperESCA data (see Fig. 5) have the advantage of a much higher signal to noise ratio compared to the PG2 data. Note that while the same photon energy was used at SuperESCA and PG2, the resulting XPD patterns are not expected to be identical due to differences in experimental geometry/light polarization at the two sources.

Using the known structural parameters of graphene, optimized values for \( V_0 \) (muffin tin inner potential), \( \lambda_i \) (inelastic mean free path), \( R_{\max} \) (radius of the atomic cluster), \( l_{\max} \) (maximum angular momentum quantum number used in the calculation), and number of scattering orders, have been found by direct comparison with the SuperESCA experimental XPD pattern, as well as by convergence tests for the calculation. The optimization of \( V_0 \) and \( \lambda_i \) has been accomplished by minimizing the R-factor, calculated by excluding the area affected by the dark lines, since they are not captured by our multiple scattering simulations that use an abrupt step in the muffin tin surface potential. Multiple scattering simulations using the parameters found here can then be used to simulate XPD patterns in the different experimental geometry of the PG2 beamline.

Fig. 7 shows the resulting comparison between the experimental pattern and the optimized multiple scattering simulation, obtained with the following simulation parameters: \( V_0 = 17.2 \text{ eV}, \lambda_i = 5 \text{ Å}, l_{\max} = 8, R_{\max} = 15 \text{ Å}, \) number of scattering orders = 17. The kinetic energy was set at 49.1 eV, which is the kinetic energy measured by the electron analyzer for the graphene C 1s component. The simulated structure only includes the graphene layer, with no substrate, since the lattices have a different unit cell, and the effect of the substrate would thus be averaged out in a local cluster calculation. Neglecting the substrate is known to be an excellent approximation [20].

Appendix F: Effect of inelastic electron-hole pair generation/annihilation on \( R(t) \)

Being able to simulate XPD patterns, we can evaluate the effect of core electron deflection by inelastic electron-hole generation/annihilation at high electronic temperatures. Specifically, we can test if such effects would be consistent with the very small change of \( R(t) \) shown in Fig. 3(d). We have argued that, at high electronic temperature, the C 1s photoelectrons have a high probability of leaving the solid with one or several electron-hole pairs created or annihilated. The energy loss (gain) is accompanied by a momentum change that, due to the strong constraints by the electronic structure of graphene is either nearly zero or \( K - K' \) for intravalley and intervalley excitations, respectively (modulo a reciprocal lattice vector). We can now simulate how the presence of such excitations would affect the XPD pattern.

The excitation (annihilation) of electron-hole pairs is part of the photoemission process and can be considered to be instantaneous for our purposes. We thus have to simulate the situation of a photoelectron escaping that is deflected by a reciprocal lattice vector, by \( K - K' \) (or the identical vector \( \Gamma - K \) or by a combination of both. We use the following way to implement this in the multiple scattering simulation: Since the initial state for C 1s has angular momentum \( l = 0 \), due to the photoemission selection rules, the final state angular momentum quantum number is \( l = 1 \). Therefore the directionality of the final state is determined by a single vector, the electric field direction of the probe pulse. Deflecting the momen-
FIG. 8. Multiple scattering simulations for the C 1s XPD pattern from the PG2 beamline at FLASH. The simulation parameters are the same as what has been found to optimize agreement with the SuperESCA experimental data in Fig. 8. The simulated experimental geometry, however, is the same as PG2 geometry. Patterns are displayed with artificially added dark lines.

The change of the XPD patterns upon mixing deflected photoelectrons can be tracked by an R-factor defined the same way as \( R(t) \). The corresponding values are given in the figure. Interestingly, even substantial inelastic contributions only lead to a small change of the XPD pattern with \( R \) values that are comparable to the maximum \( R(t) \) in Fig. 3(d). As already pointed out in connection with Fig. 3, the main reason for this is that the direction of the primary photoelectron wave in the XPD process mainly influences the intensity of the diffraction features and not so much their locations which, in turn, are governed by the atomic structure.

We stress that the dark lines have been added artificially in Fig. 8, by multiplying the modulation function of the pattern by a value smaller than 1 with a Gaussian profile as a function of distance from the dark line. This has been done to give a better estimate of the R-factor increase.

Appendix G: Quantitative theoretical estimation of \( \Delta(\Gamma_1, \Gamma_2) \)

As for the XPD pattern, we can simulate the effect of some photoelectrons being deflected by a reciprocal lattice vector or by \( K - K' \) (i.e. \( \Gamma - K \)) on \( \Delta(\Gamma_1, \Gamma_2) \), the observed energy difference between the \( \Gamma_1 \) and \( \Gamma_2 \) points. We first simulate how the C 1s dispersion shown in Fig. 4(a) is expected to be observed as a \( k \)-dependent shift of the core level binding energy. For each \( k \) point, a simulated C 1s spectrum is generated by summing two Doniach-Šunjić functions with line shape parameters that are given by fitting the experimental spectra. The peak energies are taken from the tight-binding model in Fig. 4(a), i.e., from a \( \sigma \)-band with a bonding anti-bonding splitting of 60 meV. The peak intensities are
calculated based on the expected sub-lattice interference in graphene [20]. While each spectrum is then the sum of two C 1s peaks, these individual contributions cannot be resolved because their separation is much smaller than the width of each peak. In fact, the entire spectrum can be well-approximated by a single Doniach-Šunjić function. The binding energy resulting from fitting a single Doniach-Šunjić function to the synthetic data is plotted in Fig. 9. The observed bonding anti-bonding splitting, i.e., ∆(Γ̊₁, Γ̊₂), is 45 meV and not 60 meV. This is caused by the incomplete suppression of the bonding band close to Γ̊₂ which is in contrast to the complete extinction of the anti-bonding band at Γ̊₁ (see Fig. 4(a)).

To investigate the change of ∆(Γ̊₁, Γ̊₂) as a result of inelastic electron deflection, we create the same artificial C 1s spectra as described before but add additional spectra that have been shifted by some k vector before performing the analysis leading to the k-resolved apparent binding energy shown in Fig. 9. The results are summarized in Fig. 10. We consider momentum deflections corresponding to Γ̊₁ − K for the six closest K-points, as well as Γ̊₁ − Γ̊₂ deflections for the six closest reciprocal lattice vectors. We study how mixing these into the photoemission intensity would affect ∆(Γ̊₁, Γ̊₂). In order to observe a change of ∆(Γ̊₁, Γ̊₂) from 45 meV to 10 meV, 60 % of the observed signal needs to have inelastic origin in the case that both Γ̊₁ − Γ̊₂ and Γ̊₁ − K deflection is taken into account, or 50 % of the observed signal needs to have been deflected in the case that only Γ̊₁ − Γ̊₂ deflection is taken into account. Such relatively high inelastic contributions appear plausible in view of the substantial line broadening at the highest electronic temperatures in Fig. 1 and we stress again that this scenario would not be inconsistent with the only minor change of the XPD pattern in Fig. 3.

![Map of the expected k-dependent C 1s binding energy for simulated data.](image)

**Fig. 9.** Map of the expected k-dependent C 1s binding energy for simulated data. The reciprocal lattice and the position of the Γ points are indicated. Note that, due to the sub-lattice interference effect, the observed periodicity of the C 1s binding energy modulation is twice as large as the reciprocal lattice.

**Appendix H: C 1s binding energy at the M points**

![Binding energy changes measured at M points in the first and neighboring Brillouin zones.](image)

**Fig. 11.** Binding energy changes measured at M points in the first and neighboring Brillouin zones. The vertical energy scale corresponds to that shown in Fig. 4. In the inset, BZ boundaries are displayed in gray, Γ points are displayed as circles (black in the first BZ, green in the neighboring BZs), first BZ M points (M₁) as downward pointing blue triangles, neighboring BZ M points (M₂) as upwards pointing purple triangles. The red circle around the leftmost M point marks the area used for the analysis presented in Fig. 1.

In order to verify that the observed C 1s binding energy difference ∆(Γ̊₁, Γ̊₂) is not an experimental artefact, the C 1s band was also measured at non-equivalent M points placed at different distances from the normal emission.
axis (see inset in Fig. 11). In the area visible on the
detector, it is possible to find six $M_1$ points between the
first BZ and neighboring zones (downward pointing blue
triples in Fig. 11), and three $M_2$ points further away
from normal emission (upward pointing purple triangles
in Fig. 11).

The time-resolved binding energy difference
$\Delta(M_1, M_2)$ for the average of the two inequivalent
$M$ point families is shown in Fig. 11. The binding
energy difference shows an unequivocally reduced change
compared to $\Delta(\Gamma_1, \Gamma_2)$ (or none at all), confirming
the reciprocal-lattice-aware origin for the C 1$s$ binding
energy. Note that the theoretical difference in observed
binding energy for the different types of $M$ points used
here is $15 \text{meV}$, and not strictly $0 \text{meV}$. This is again
caused by the different photoemission intensities of the
bonding and anti-bonding bands, caused by the selection
rules of the bipartite lattice.

Appendix I: Frozen phonon band structure

Almost immediately after the electronic excitation, energy
is transferred to the strongly coupled $E_{2g}(LO)$ and
$A_1'(TO)$ optical phonon modes in the vicinity of the $\Gamma$ and
$K$ points, respectively [18], increasing their temperature
$T_p$ (see Figure 2). Given the high energies of these modes,
a temperature of around $T_p \approx 3000 K$ is reached with-
out a significant increase in population. Nevertheless,
we explore the effect of such excited lattice vibrations
on the core level dispersion, considering it as a possible
cause of the line width increase and the ultrafast change
of $\Delta(\Gamma_1, \Gamma_2)$. For this purpose, we adopt the so-called
“frozen phonon” approach. Specifically, we calculate the
C 1$s$ bands for 1 pm atomic displacements corresponding
to the lattice deformations due to $E_{2g}(LO)$ and $A_1'(TO)$
phonon modes.

The C 1$s$ dispersions were obtained by all-electron
Density Functional Theory (DFT) calculations using
the Perdew-Burke-Ernzerhof exchange-correlation func-
tional, as implemented in the code CRYSTAL14 [47–
50]. An atomic natural orbital Gaussian basis set has
been used and our calculations were done using a $16 \times 16
(8 \times 8)$ Monkhorst-Pack $k$-grid for the $E_{2g}(LO)$ ($A_1'(TO)$
phonon, respectively. For convergence, we applied a Fock
(Kohn-Sham) matrix mixing of $97\%$ between subsequent
self-consistent field cycles and the convergence on total
energy was set to $10^{-8}$ Hartrees.

In order to evaluate the effect of the band structure
distortions on the C 1$s$ spectra at $\Gamma_1$ and $\Gamma_2$, we have
employed a tight-binding model and followed the procedure
of Ref. 51 to calculate the modulus-squares of the Bloch-
states’ Fourier components at $\Gamma_1$ and $\Gamma_2$ — which are
directly related to the photoemission intensities [40, 41].
The tight-binding parameters where obtained from the
DFT band structures. In order to incorporate the lattice
deformations, we assumed that the hopping between the
$s$-orbitals decreases exponentially as a function of the
atomic distances. Our model consists of three parameters:
the hopping between $s$-orbitals at the equilibrium
distance, the exponential decay rate and the on-site en-
energy (i.e., the energy distance with respect to the vacuum
level). Note that the relative photoemission intensities
between $\Gamma_1$ and $\Gamma_2$ are not directly comparable.

The effect of a static lattice distortion following the dis-
placement pattern of the $E_{2g}(LO)$ mode at $\Gamma$ is shown
in Figure 12(b) and (c), starting from the equilibrium
dispersion in Figure 12(a). Displacements of $\pm 1 \text{pm}$ are
applied along the arrows in the inset of Figure Figure 12(a).
The lattice distortion results in a small overall shift of the
band structure to lower binding energy and hardly any
effect on $\Delta(\Gamma_1, \Gamma_2)$. A noticeable effect on the $\Delta(\Gamma_1, \Gamma_2)$
can only be obtained by going to larger displacements but
these can be ruled out because they would result in an
increase of $\Delta(\Gamma_1, \Gamma_2)$ — which is opposite to the observed
behavior. Moreover, larger displacements would induce
major changes of the band structure near the Fermi level
(not shown), which are not observed experimentally [13–
The presence of these bands can thus not explain the observed reduction of $\Delta(\Gamma_1, \Gamma_2)$ or the broadening of the peak. We also note that, as for the $E_{2g}$ mode, larger unphysical static distortions would lead to an apparent increase of $\Delta(\Gamma_1, \Gamma_2)$, rather than to the observed decrease.

Overall, our calculations suggest that neither the broadening nor the $\Delta(\Gamma_1, \Gamma_2)$ reduction can be explained in terms of a band structure change caused by the excitation of the $E_{2g}(LO)$ and $A_1'(TO)$ optical phonons.

**Appendix J: GW corrected band structure**

In principle, the ultrafast reduction of $\Delta(\Gamma_1, \Gamma_2)$ may be caused by temperature-dependent effects on the electronic structure. In order to exclude this, we have performed finite-temperature GW calculations of the C 1s band structure. For this purpose we calculated the electronic structure using the FlapwMBPT software package [52] with the generalized gradient approximation as parameterized in Perdew-Burke-Ernzerhof [53]. We employed an all-electron basis set and a $21 \times 21 \times 2$ $k$-grid. 15 steps of quasi-self consistent GW were sufficient to converge $\Delta(\Gamma_1, \Gamma_2)$ to better than 1.0 meV. Interestingly, at zero-temperature we find that $\Delta_T=0(\Gamma_1, \Gamma_2) = 46$ meV — which is in better agreement with the experimental result than the previously reported DFT value of 25 meV [20]. However, no appreciable temperature dependence of the band structure is observed. In fact, we also find $\Delta_T=3500K(\Gamma_1, \Gamma_2) = 46$ meV. This suggests that the time-dependent variation of the C 1s line shape cannot be ascribed to a temperature dependence of electronic many-body effects.
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