A Review of Challenges in Machine Learning based Automated Hate Speech Detection
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Abstract. The spread of hate speech on social media space is currently a serious issue. The undemanding access to the enormous amount of information being generated on these platforms has led people to post and react with toxic content that originates violence. Though efforts have been made toward detecting and restraining such content online, it is still challenging to identify it accurately. Deep learning based solutions have been at the forefront of identifying hateful content. However, the factors such as the context-dependent nature of hate speech, the intention of the user, undesired biases, etc. make this process overcritical. In this work, we deeply explore a wide range of challenges in automatic hate speech detection by presenting a hierarchical organization of these problems. We focus on challenges faced by machine learning or deep learning based solutions to hate speech identification. At the top level, we distinguish between data level, model level, and human level challenges. We further provide an exhaustive analysis of each level of the hierarchy with examples. This survey will help researchers to design their solutions more efficiently in the domain of hate speech detection.
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1 Introduction

The meteoric growth of social media platforms has impacted human lives in many ways. People are becoming more inclined towards the digitized mode of communication by unreservedly posting comments and messages. This often leads to the spread of harmful and violent content that may or may not be intentional. Hate speech is a specific language that is aimed toward mistreating individuals or groups with respect to their personal traits like gender, race, ethnic origin, disability, etc. The varied nature of such online content makes it more challenging to restrain its outspread. Also, a single hateful comment may largely hinder the mental as well as physical health of the person it is targeted at. It eventually reduces the belief in freedom of speech in the online media space to interact with everyone openly [12], [18]. Hence, it is highly important to address this issue beforehand.

The main aspect that makes the filtration of online toxic content difficult is a lack of a standardized definition for hate speech that is universally accepted [13]. Though people have a fundamental perception of what hate speech is, that does not cover the
knowledge required to interpret it entirely. Moreover, social media companies such as Facebook, YouTube and Twitter have made a lot of policies and rules to control its spread on their sites [24]. But, as the extent of data being originated is immense, it is still difficult to supervise and needs a lot of attention. Also, the percentage of hateful content online is very limited as compared to the non-hateful i.e. neutral or positive content [15] which encourages various kinds of biases in the hate speech detection systems as well. In this paper, we try to study and explain these issues in detail.

Fig. 1: Classification of challenges in Hate Speech Detection

In this work, we propose a detailed study on various challenges faced in hate speech detection on social media [16,4]. We specifically focus on challenges faced by deep learning or machine learning based solutions in the identification of hateful content [2,19,17,25,23]. We divide these challenges into majorly three categories – data level, model level and human level challenges, and represent them in a hierarchical manner
by providing their subtypes. Furthermore, we give a comprehensive study of how these challenges at each level of the hierarchy affect the process of filtering out hateful content by giving the case studies. This work is aimed to help the researchers to understand and study the problem of hate speech detection meticulously and give insights about the major challenges while building more efficient solutions.

2 Related Work

Over the last decade, the problem of hate speech has become noticeable. There has been a significant amount of work carried out to control its spread. However, the research can be seen towards addressing various challenges in detecting this content as well.

In [5], authors propose methodological challenges behind building automated hate speech mitigation systems. This work talks about existing challenges such as context and subjectivity of language, the multifaceted nature of hate speech, lack of sufficient data, etc. The authors discuss the possible proposed solutions for each of the challenges as well.

Bias is a major factor behind the underperformance of the system. In [8], the authors propose a detailed survey of various unintended biases that hinder the model’s performance and create a taxonomy for the biases as well. The categorization of biases has been made based on sources of harm during the data collection process and targets of harm such as gender, racial and psychographic bias. Other works in the area of bias mitigation include [3], [9] and [27].

In [6], the authors provide a conceptual framework for countering hate speech on social media. They explore the causes and consequences of the spread of hate speech and study proactive and reactive methods of hate speech mitigation as well. Lastly, they provide a detailed study of ethical and legal challenges in countering hate speeches.

3 Challenges in hate speech detection

We have categorized the challenges in hate speech detection broadly into three categories – data level, model level and human level. The detailed hierarchical representation of the above categories and their subtypes is shown in figure 1. Also, an example text for different subcategories is added in Table 1.

3.1 Data level challenges

Data is the foremost entity in any machine learning task. It plays a crucial role in designing the system that fulfills the needs of the task convincingly. The quality of data used for training is directly proportional to the ability of the model to adapt to real-world use cases. When data itself is problematic, it becomes highly challenging to build an efficient system. The detailed subcategories in this section of challenges are explained below.
Size of the dataset. There are a limited number of datasets available publicly which provide samples in a wide range of hateful categories. Also, collecting a large number of hateful samples is a tedious task as the size of non-hateful content is ordinarily oversized [5]. More importantly, as discussed earlier, there is no universal definition for hate speech available. Thus, to agree upon certain comments are hateful is burdensome. Furthermore, getting the right amount of data for regional languages that are generally low in resources is even harder [22,26,20]. These issues make it more challenging to get equitable data for building efficient systems.

Language issues. Representation: The data represented in the English language is more straightforward for computers to represent because of the standard ASCII codes available. When it comes to other natural languages, building a machine to effectively recognize these texts becomes an oppressive task and needs additional mechanisms to counter this issue.

Use of local languages in text: Every language has different dialects in different regions. There is always a slight change in words and style of writing. The traits like the use of delimiters, order of words, grammatical variations, etc. change with different languages [11]. This problem becomes even worse in morphologically rich languages as regional dialects change by large amounts, making the dataset even more complex.

Use of foreign language: In today’s social media world, the use of code-mixed language while texting is a common practice. To reduce the extent of code-mixed data, text written directly in foreign alphabets could be removed while preprocessing. But it can clutter an entire sentence thereby disturbing its context and meaning.

Quoted samples. In some cases, text samples are quoted by a news handle or a third person to react to someone else’s original post or to take others’ opinions, ex. retweeting on Twitter. For example, “Muslims should be sent to their Jannat”, words from MLA, these posts are generally from news handles. They have no intention to spread hate and can be considered non-hateful. But, there is a high chance that the system may filter them as hateful by looking at the original text, thereby increasing a false alarm and reducing the recall of the system.

Disguised hate speech. As the automated detection of hate speech is bringing about a lot of prevalence, people using social media are now to some extent aware of how this toxic content is filtered out. The easiest approach is the bag-of-words used in this case. Now, any user posting hate comments and aware of the filtration process, tries to disguise the bad word he is using by altering some characters and replacing them with a symbol or omitting or interchanging the vowels [21], [10]. The most common technique is to replace characters with a star (*), a dot (.) or an underscore (_), like Don’t teach me, go f**k yourself or using fcuk. This makes the detection challenging and conveys the need to build more concrete systems. It even gets perplexing when hateful text is posted as an image making it impossible to detect by normal NLP techniques. This problem can be solved by OCR but this multi-modal discussion is beyond the scope of this work.
Hate speech detection challenges

3.2 Model level challenges

Machine learning models are the key factor in the entire process of hate speech detection. The better the performance of the model, the more promising our solution is towards countering hate speech. However, due to some minuscule issues in the data that is being used for training, models may tend to behave differently thereby giving undesirable results. Following are some common issues faced in building these models--

**Biased model.** A model is considered biased when it is more error-prone towards a label or group of labels. This phenomenon mainly occurs when there is a presence of an undersampled dataset. At times, there is not enough representation of a particular class provided in the dataset, resulting in bias, i.e. in [14], a more toxic score has been given to sentences containing female/women references than male/men. This is because of the under-representation of samples which are more toxic toward male/men. Another issue is that, NLP models trained on the huge amount of data may contain stereotype information, such as *He is a doctor or She is a nurse* this makes the model think that *doctor* is related to *He* and *nurse* is related to *She*, even though they are completely unrelated. This problem can be resolved by removing samples representing these type of relationships. Also, the embedding representations can be modified to remove this kind of information.

**Non-profanic hate speech.** Sometimes samples contain sentences which are inclined towards hate or profanity, but it doesn’t contain any bad or profanic words. These samples mainly target communities with respect to their race, gender, ethnic origin, etc. For example, *Black people should not be allowed to live in this country*. As the most elementary way to detect hate speech is the bag-of-words approach where, if a sentence contains words from a particular bag, it would be labeled accordingly. In this case, there are high chances that these types of text will go undetected and will degrade the performance of our system.

**Profane non-hate speech.** Sometimes a user posts a comment containing profane words, but the user has no intention to abuse or hurt anyone. The user may be referring to the situation or joke or sarcasm. The comment generally comes out of excitement. As the profane words are used, the non-harmful comment will also be filtered as hate by the model. These types of samples may trigger false alarms. For example, *He is f**king idiot vs. He is f**king genius*. Here, we can see how the interpretation of words changes drastically with the sentence. These type of comments are generally associated with sports events.

**Overlapping labels.** In most cases, there arises a problem that the sample that has to be labeled, exhibits properties of two or more classes, this is termed as class overlap [7]. The minor differences between the samples are not enough to capture the characteristics of the sample by following data annotation policies. Hence annotators have to randomly assign any of the possible classes as there is approximately an equal probability for the
sample to be in any of the classes. This creates a problem for the model while training, to memorize and recognize patterns in given inputs.

3.3 Human Level challenges
Humans are considered as the most intelligent species on earth and are good at pinpointing the appropriate hypothesis. But, when it comes to the problem of hate speech detection and its diversified nature, at times it becomes tricky to draw any conclusions as well. In this section, we try to address these issues while dealing with this domain of hate speech.

Annotation agreements. As there is a lack of a universal definition for hate speech, different people interpret the magnitude of hate in their own way. Hence, a particular sentence can be toxic to a set of people which might not be the case for others. This becomes a compelling issue while manually labeling the dataset. Annotators from different regions with different backgrounds may interpret a particular kind of hate speech in contrasting ways. This results in disagreements in the annotation process giving a low kappa score for the dataset. Furthermore, the accuracy of the system that is trained on a particular dataset is largely dependent on the annotation of the dataset which makes it imperative to counter this issue.

User intention. One of the toughest tasks in the annotation process is to comprehend the intention or context of the user behind any harmful comment. As there is a huge difference between one, in reality, posting virulent comments and being sarcastic, it gets puzzling to come to the right conclusion [11], [13]. This requires a lot of understanding of the current situation, political background if any and history of the post. This also obligates one to check facts regarding the post before labeling it. E.g. Hitler had the best solution for Jews. This sentence has no bad or hate words, but by knowing the historical context we can understand that this is hate speech. Praising or supporting the people spreading hate speech should also be classified as hate speech.

4 Conclusion
In this work, we have provided a detailed survey of a wide range of challenges faced in hate speech detection tasks. The research has been carried out by segregating these challenges into three broad categories, namely data level, model level and human level. These categories are further divided into more detailed subcategories and explored by giving examples for each. The study shows that the issue of the spread of hate speech and its detection is still a challenging case and needs to be addressed appropriately in order to produce worthwhile results.
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Table 1: Example text for various categories of hate speech challenges.

| Category                        | Sub-category                                      | Example                                                                                                                                       |
|---------------------------------|---------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------|
| Data level                      | Use of foreign language (code switching)          | a. *Kisi mahan purush ne kaha hai* (A great person has said), “War never decides who is right, it only decides who is left”.  
  b. *Jago India jago...* (wake up India wake up...)  
  See that if how badly reservation is showing its worst effect... |
|                                 | Quoted samples                                    | a. “*Muslims should be sent to their Jannat*”, words from MLA.  
  b. “*We will destroy you and your family*”, a threat on Facebook. |
| Model level                     | Disguised hate speech                             | a. Burn this perverted f**ker! Put him in prison!!!  
  b. If he kept winning like this we are so fcuked. |
|                                 | Non-profane hate speech                           | a. “Black people should not be allowed to live in this country”;  
  b. People from majjid are reason behind this violence. |
|                                 | Profane non-hate speech                           | a. He is f**king lengend of rap songs.  
  b. No f**king way this will happen. |
|                                 | Overlapping samples                               | a. India cannot process due to these raskal politicians.  
  b. Bastards are harrassing poors just to fill their pockets. |
| Human level                     | User intention or context                         | a. Hitler had the best solution for Jews.  
  b. Send you mother to me, ill teach her. |
References

1. Aluru, S.S., Mathew, B., Saha, P., Mukherjee, A.: Deep learning models for multilingual hate speech detection. arXiv preprint arXiv:2004.06465 (2020)
2. Badjatiya, P., Gupta, S., Gupta, M., Varma, V.: Deep learning for hate speech detection in tweets. In: Proceedings of the 26th international conference on World Wide Web companion. pp. 759–760 (2017)
3. Blodgett, S.L., Barocas, S., Daumé III, H., Wallach, H.: Language (technology) is power: A critical survey of “bias” in NLP. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. pp. 5454–5476. Association for Computational Linguistics, Online (Jul 2020). https://doi.org/10.18653/v1/2020.acl-main.485 https://aclanthology.org/2020.acl-main.485
4. Chakraborty, T., Masud, S.: Nipping in the bud: detection, diffusion and mitigation of hate speech on social media. ACM SIGWEB Newsletter (Winter), 1–9 (2022)
5. Chakraborty, T., Masud, S.: Nipping in the bud: Detection, diffusion and mitigation of hate speech on social media (2022). https://doi.org/10.48550/ARXIV.2201.00961 https://arxiv.org/abs/2201.00961
6. Chaudhary, M., Saxena, C., Meng, H.: Countering online hate speech: An nlp perspective (2021). https://doi.org/10.48550/ARXIV.2109.02941 https://arxiv.org/abs/2109.02941
7. Das, B., Krishnan, N.C., Cook, D.J.: Handling class overlap and imbalance to detect prompt situations in smart homes. In: 2013 IEEE 13th International Conference on Data Mining Workshops. pp. 266–273 (2013). https://doi.org/10.1109/ICDMW.2013.18
8. Garg, T., Masud, S., Suresh, T., Chakraborty, T.: Handling bias in toxic speech detection: A survey (2022). https://doi.org/10.48550/ARXIV.2202.00126 https://arxiv.org/abs/2202.00126
9. Garrido-Muñoz, I., Montejo-Ráez, A., Martínez-Santiago, F., Ureña-López, L.A.: A survey on bias in deep nlp. Applied Sciences 11(7) (2021). https://doi.org/10.3390/app11073184 https://www.mdpi.com/2076-3417/11/7/3184
10. Gröndahl, T., Pajola, L., Juuti, M., Conti, M., Asokan, N.: All you need is "love": Evading hate-speech detection (2018). https://doi.org/10.48550/ARXIV.1808.09115 https://arxiv.org/abs/1808.09115
11. Harish, B.S., Rangan, R.K.: A comprehensive survey on indian regional language processing. SN Applied Sciences 2, 1–16 (2020)
12. Isasi, A.C., Juanatey, A.G.: Hate speech in social media: a state-of-the-art review (2017)
13. Kovács, G., Alonso, P., Saini, R.: Challenges of hate speech detection in social media. SN Comput. Sci. 2, 95 (2021)
14. Laaksonen, S.M., Haapoja, J., Kinnunen, T., Nelimarkka, M., Pöyhätäri, R.: The datafication of hate: Expectations and challenges in automated hate speech monitoring. Frontiers in Big Data 3 (2020). https://doi.org/10.3389/fdata.2020.00003 https://www.frontiersin.org/articles/10.3389/fdata.2020.00003
15. MacAvaney, S., Yao, H.R., Yang, E., Russell, K., Goharian, N., Frieder, O.: Hate speech detection: Challenges and solutions. PLoS ONE 14 (2019)
16. Malmasi, S., Zampieri, M.: Detecting hate speech in social media. arXiv preprint arXiv:1712.06427 (2017)
17. Mandl, T., Modha, S., Shahi, G.K., Madlu, H., Satapara, S., Majumder, P., Schaefer, J., Ranasinghe, T., Zampieri, M., Nandini, D., Jaiswal, A.K.: Overview of the hasoc subtrack at fire 2021: Hate speech and offensive content identification in english and indo-aryan languages (2021)
18. Mishra, S., Shukla, A.: Balancing freedom of expression and hate speech: Case of India. 9, 1409–1419 (06 2019). https://doi.org/10.6084/m9.figshare.11345261
19. Mozafari, M., Farahbakhsh, R., Crespi, N.: A bert-based transfer learning approach for hate speech detection in online social media. In: International Conference on Complex Networks and Their Applications. pp. 928–940. Springer (2019)
20. Nozza, D., Bianchi, F., Attanasio, G.: Hate-it: New baselines for hate speech detection in Italian. In: Proceedings of the Sixth Workshop on Online Abuse and Harms (WOAH). pp. 252–260 (2022)
21. Oak, R.: Poster: Adversarial examples for hate speech classifiers. In: Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security. p. 2621–2623. CCS ’19, Association for Computing Machinery, New York, NY, USA (2019). https://doi.org/10.1145/3319535.3363271 https://doi.org/10.1145/3319535.3363271
22. Romim, N., Ahmed, M., Talukder, H., Islam, S., et al.: Hate speech detection in the Bengali language: A dataset and its baseline evaluation. In: Proceedings of International Joint Conference on Advances in Computational Intelligence. pp. 457–468. Springer (2021)
23. Toraman, C., Şahinuç, F., Yılmaz, E.H.: Large-scale hate speech detection with cross-domain transfer. arXiv preprint arXiv:2203.01111 (2022)
24. Ullmann, S., Tomalin, M.: Quarantining online hate speech: technical and ethical perspectives. Ethics and Information Technology 22, 69–80 (2019)
25. Velankar, A., Patil, H., Gore, A., Salunke, S., Joshi, R.: Hate and offensive speech detection in hindi and marathi. arXiv preprint arXiv:2110.12200 (2021)
26. Velankar, A., Patil, H., Gore, A., Salunke, S., Joshi, R.: L3cube-mahahate: A tweet-based marathi hate speech detection dataset and bert models. arXiv preprint arXiv:2203.13778 (2022)
27. Weidinger, L., Mellor, J., Rauh, M., Griffin, C., Uesato, J., Huang, P.S., Cheng, M., Glaese, M., Balle, B., Kasirzadeh, A., Kenton, Z., Brown, S., Hawkins, W., Stepleton, T., Biles, C., Birhane, A., Haas, J., Rimell, L., Hendricks, L.A., Isaac, W., Legasick, S., Irving, G., Gabriel, I.: Ethical and social risks of harm from language models (2021). https://doi.org/10.48550/ARXIV.2112.04359 https://arxiv.org/abs/2112.04359