Robust iteration methods for complex systems with an indefinite matrix term
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Abstract Complex valued systems with an indefinite matrix term arise in important applications such as for certain time-harmonic partial differential equations such as the Maxwell’s equation and for the Helmholtz equation. Complex systems with symmetric positive definite matrices can be solved readily by rewriting the complex matrix system in two-by-two block matrix form with real matrices which can be efficiently solved by iteration using the preconditioned square block (PRESB) preconditioning method and preferably accelerated by the Chebyshev method. The appearances of an indefinite matrix term causes however some difficulties. To handle this we propose different forms of matrix splitting methods, with or without any parameters involved. A matrix spectral analyses is presented followed by extensive numerical comparisons of various forms of the methods.
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1 Introduction

Complex matrix systems arise in time-harmonic PDE problems such as the linear equation

\[
\frac{\partial \tilde{u}}{\partial t} + \mathcal{L}\tilde{u} = \tilde{f},
\]

defined in a spacial bounded domain \( \Omega \) and time interval \([0, T]\), with given boundary conditions \[27\]. Here the solution and the given source function have time-harmonic forms

\[
\tilde{u} = ue^{i\omega t}, \quad \tilde{f} = fe^{i\omega t},
\]
where the frequency $\omega$ is a multiple of $2\pi$. This leads to a complex system of linear equations

$$i\omega u + Lu = f.$$ 

After application of a finite element or finite difference method to the above equation, the following system of linear equations is obtained

$$(i\omega M + K)u = f,$$ 

(1)

where $M$ and $K$ are two square matrices, typically inertia and stiffness matrices, respectively. When the matrices $M$ and $K$ are symmetric positive semidefinite with at least one of them being positive definite, there are several iteration methods for solving the system [9,10,11,12,13,14,15,21,22,23,25]. Some of them are directly applied to the main system (see [21, 22, 23, 25, 11, 12]) and some to its real form [9,10,13,14,15].

To avoid complex arithmetics one can rewrite the system (1) in two-by-two block matrix form with real matrices and vectors [9,8]

$$A = \begin{pmatrix} K & -\omega M \\ \omega M & K + 2\omega M \end{pmatrix},$$

$$B = \begin{pmatrix} I & -I \\ 0 & I \end{pmatrix} \begin{pmatrix} K + \omega M & 0 \\ \omega M & \omega M \end{pmatrix} \begin{pmatrix} I & I \\ 0 & 0 \end{pmatrix},$$

where it is seen that each action of the inverse of the preconditioning matrix just involves two solutions with the real and positive definite matrix $K + \omega M$ (see [6,7,10,20]). Due to that the Krylov subspace methods normally delete the larger eigenvalues first, such methods exhibit a superlinearly rate of convergence [5]. Further, an elementary spectral analysis shows that the eigenvalues of $B^{-1}A$ are contained in the interval $[\frac{1}{2}, 1]$.

As shown in [4], here it is best to use the Chebyshev semi-iteration as acceleration method. This avoids rounding errors as would arise in the vector orthogonalizations if a Krylov subspace method is used. Furthermore, due to the tight eigenvalue bounds the Chebyshev semi-iteration method converges equally fast as the Krylov method. As has been shown in [18,7], it is much more reliable when solving ill-posed inner systems, which is illustrated clearly by a test example.

Consider a system with a complex matrix

$$Ax := (W + iT)x = b,$$ 

(2)

where $W = W_1 - W_2$, with both $W_1$ and $W_2$ being symmetric positive definite, as well as $T$. Hence $W$ is indefinite in general. Li and Wu in [26] proposed the modified positive/negative stable splitting (MPNS) method when $W$ is symmetric indefinite. Recently, Pourbagher and Salkuyeh in [20] have presented the symmetric positive definite and negative stable splitting (SNSS) method for solving (2). This method can be written as follows

$$x^{(k+\frac{1}{2})} = ((\alpha i)T + W_1)x^{(k)} - b,$$

$$x^{(k+1)} = (i(\beta + 1)T + W_1)x^{(k+\frac{1}{2})} + b,$$ 

(3)

where $x^{(0)}$ is an initial guess and $\alpha, \beta > 0$ are two parameters to be chosen. It was shown the method is convergent under suitable conditions. The SNSS method induces the preconditioner

$$B_{\alpha,\beta} = \frac{1}{(\alpha - i\beta)}((\alpha T + W_2)T^{-1}(i(\beta + 1)T + W_1)),$$

for the system (2). In each iteration of the GMRES for solving the system (2) with the SNSS preconditioner, two subsystems with coefficient matrices $\alpha T + W_2$ and $i(\beta + 1)T + W_1$ should be solved, which can done using the GMRES method or the Chebyshev semi-iteration method incorporated
with the PRESB preconditioner (see [20,10] for more details). Numerical results presented in [20] show that the SNSS method outperforms the MPNS method.

If the matrix $W$ is indefinite the PRESB preconditioner can not be directly applied to the real form of the system (2), but one can use some form of matrix splittings, similar to the classical alternating iteration method, see e.g. [1]. Here the PRESB method can be used for each of the block matrices arising in the matrix splitting. We present various forms of such methods with spectral analysis. The methods involve coupled inner-outer iterations. It is shown that the number of the outer iterations are insensitive to the inner solution accuracy, which can be utilized to lower the solution cost.

Throughout the paper we use the following notation. $\| \cdot \|$ denotes the Euclidean norm. Spectral radius of a square matrix is denoted by $\rho(\cdot)$. The imaginary unit is shown by $i$ ($i = \sqrt{-1}$). The Kronecker product is denoted by $\otimes$.

This paper is organized as following. In Section 2, we present three matrix splitting methods for solving the system (2) and investigate their convergence properties. Some numerical experiments are given in Section 3. Section 4 is devoted to some concluding remarks.

2 Matrix splitting methods

As remarked in the introduction and shown earlier e.g. in [63], there exists an efficient preconditioning method, the PRESB method when solving complex matrix systems with spd matrices rewritten in a two-by-two real block matrix form. We show here how this method can be applied also for complex systems with an indefinite matrix. Use then a block iteration method with the splittings, $(W_1 + iT), W_2$ respectively $W_2 - iT$, $W_1$ in the iterative solution method.

Hence, given an initial approximation $x^{(0)}$, for $k = 0, 1, \ldots$ until convergence, solve

\[
\begin{align*}
(W_1 + iT)x^{(k + \frac{1}{2})} &= W_2x^{(k)} + b \\
(W_2 - iT)x^{(k + 1)} &= W_1x^{(k + \frac{1}{2})} - b.
\end{align*}
\]  

(4)

We refer to this method as Method I. Each iteration involves solving two complex valued sub-systems. Both of them can be efficiently solved using the GMRES method or the Chebyshev semi-iteration method in conjunction with PRESB preconditioner. We shall see that the rate of convergence is insensitive to the accuracy used for these inner systems.

Computing $x^{(k + \frac{1}{2})}$ from the first equation in (4) and substituting in the second one gives the stationary iteration

\[x^{(k + 1)} = Bx^{(k)} - g, \quad k = 0, 1, \ldots,\]

where

\[B = (W_2 - iT)^{-1}W_1(W_1 + iT)^{-1}W_2, \]

\[g = i(W_2 - iT)^{-1}T(W_1 + iT)^{-1}b.\]

It is easy to verify that if

\[M = -\frac{1}{i}(W_1 + iT)T^{-1}(W_2 - iT), \]

\[N = -\frac{1}{i}W_1T^{-1}W_2,\]

then $A = M - N$ and $B = M^{-1}N$.

Theorem 1 The iteration (4) converges unconditionally to the exact solution of (2) for any initial guess $x^{(0)}$. 

Proof The iteration matrix of Method I is similar to
\[ W_2 B W_2^{-1} = W_2 (W_2 - iT)^{-1} W_1 (W_1 + iT)^{-1} = (I - iT W_2^{-1})^{-1} (I + iT W_1^{-1})^{-1}. \]

Here we make a similarity transformation with \( T^{1/2} \) to get
\[ \hat{B} = T^{1/2} W_2 B W_2^{-1} T^{-1/2} = (I - iT \hat{W}_2^{-1})^{-1} (I + iT \hat{W}_1^{-1})^{-1}, \]
where \( \hat{W}_i = T^{-1/2} W_i T^{-1/2}, i = 1, 2 \). It follows that the absolute values of the eigenvalues of the matrix \( B \) are bounded as
\[ |\lambda(B)| \leq \| \hat{B} \| \leq \sqrt{(1 + \| \hat{W}_2 \|^2)^{-1} (1 + \| \hat{W}_1 \|^2)^{-1}} < 1, \] (5)

where we have used \( \| \hat{B} \| = \sqrt{\rho(B^* B)} \), and the fact that
\[ \| I - iT \hat{W}_i^{-1} \| = \sqrt{1 + \| \hat{W}_i \|^2}, \quad i = 1, 2. \]

Hence, convergence of Method I follows from (5).

Eq. (5) leads to an acceptable rate of convergence unless both of \( \| \hat{W}_1 \| \) and \( \| \hat{W}_2 \| \) are very large. This means that \( T \) should be comparable in size to at least one of the matrices \( W_1 \) or \( W_2 \). If \( \| \hat{W}_i \| \leq 1 \) for at least one of them, then \( \| \hat{B} \| \leq 1/\sqrt{2} \).

From Theorem 1 we deduce that the eigenvalues of the matrix \( M^{-1} A \) are clustered in a circle with radius 1, centered at \((1, 0)\). This means that the Krylov subspace methods like GMRES are suitable for solving the preconditioned system \( M^{-1} Ax = M^{-1} b \). In each iteration of GMRES with the preconditioner \( M \) two subsystems with the coefficient matrices \( W_1 + iT \) and \( W_2 - iT \) should be solved, which can be accomplished using the GMRES method or the Chebyshev semi-iteration method in conjunction with PRESB preconditioner.

There is an alternative form of the matrix splitting method. We rewrite (1) in the form
\[ (T - i(W_1 - W_2)) x = -ib, \]
where \( T \) and \( W_1, i = 1, 2 \) are spd. Here the splitting
\[ \begin{cases} (T - iW_1) x^{(k+1)} = -iW_2 x^{(k)} - ib \\ (T + iW_2) x^{(k+1)} = iW_1 x^{(k+1)} - ib. \end{cases} \] (6)
can be used. The corresponding iteration matrix equals
\[ B = (T + iW_2)^{-1} W_1 (T - iW_1)^{-1} W_2. \] (7)

Using the similarity transformations as before it follows that this leads to the same bound as in (5). We refer to this method as Method II. Similar to Method I, we can see that the Method II serves the preconditioner
\[ M = \frac{1}{i} (T - iW_1) T^{-1} (T + iW_2) \]
for the system (2).

To improve this method we use the following scaling in the matrix splitting method,
\[ \begin{cases} (\alpha T + iW_2) x^{(k+1)} = ((\alpha - 1) T + iW_1) x^{(k)} - ib \\ (\alpha T - iW_1) x^{(k+1)} = ((\alpha - 1) T - iW_2) x^{(k+1)} - ib. \end{cases} \] (8)
where the scaling parameter \( \alpha \geq 1 \). We refer to this method as Method III. Note that for \( \alpha = 1 \) we get the same form as in (6).
Similar to Method I the iteration (8) can be written
\[ x^{(k+1)} = Bx^{(k)} - g, \quad k = 0, 1, \ldots, \]
where
\[ B = (\alpha T - iW_1)^{-1}((\alpha - 1)T - iW_2)(\alpha T + iW_2)^{-1}((\alpha - 1)T + iW_1), \]
\[ g = (2\alpha - 1)i(\alpha T + iW_2)T^{-1}(\alpha T - iW_1)b. \]

It is straightforward to prove that if we define
\[ M = \frac{1}{(1 - 2\alpha)i}(\alpha T + iW_2)T^{-1}(\alpha T - iW_1), \]
\[ N = \frac{1}{(1 - 2\alpha)i}((1 - \alpha)T - iW_2)T^{-1}((1 - \alpha)T + iW_1), \]
then \( A = M - N \) and \( B = M^{-1}N \). So this method induces the preconditioner \( M \) for the system (8).

Using a similarity transformation as above we find that
\[ \|B\| \leq \sqrt{\frac{(\alpha - 1)^2 + \|\hat{W}_2\|^2}{\alpha^2 + \|\hat{W}_1\|^2}} \cdot \frac{(\alpha - 1)^2 + \|\hat{W}_1\|^2}{\alpha^2 + \|\hat{W}_2\|^2}. \]

If for instance \( \|\hat{W}_1\| > \|\hat{W}_2\| \), we use the upper bound,
\[ \|B\|^2 \leq \frac{(\alpha - 1)^2 + \|\hat{W}_2\|^2}{\alpha^2 + \|\hat{W}_2\|^2} = 1 - \frac{2\alpha - 1}{\alpha^2 + \|\hat{W}_2\|^2}. \]
It follows that this upper bound is minimized for \( \alpha = \frac{1}{2} + \sqrt{\frac{1}{4} + \|\hat{W}_2\|^2} \). Hence for large values of \( \|\hat{W}_2\| \), we shall choose \( \alpha \approx \|\hat{W}_2\| \) and then
\[ \|B\| \approx \sqrt{1 - \frac{\alpha}{\alpha^2 + \|\hat{W}_2\|^2}} \approx 1 - \frac{1}{4}\|\hat{W}_2\|^{-1}. \]
We note that the upper bound taken for (7), i.e. corresponding to \( \alpha = 1 \), equals
\[ \|B\| \leq 1/\sqrt{1 + \|\hat{W}_2\|^{-2}} \approx 1 - \frac{1}{2}\|\hat{W}_2\|^{-2}. \]
Hence by choosing \( \alpha \) close to \( \|\hat{W}_2\| \), the rate of convergence when \( \|\hat{W}_2\| \) is large is improved by an order of magnitude.

As we shall see, for one of the examples, Example 2, we can take \( \alpha = \frac{\sigma_1}{\sigma_2} \) if \( \sigma_1 \geq \sigma_2 \). For example, if \( \sigma_1/\sigma_2 = 100 \), we can expect a magnitude \( 10^{-4} \) of iterations for \( \alpha = 1 \), but only \( O(10^{-2}) \) for the scaled version. However, due to influence of other factors, this is not always seen. Note here that the number of iterations is approximately \( \frac{1}{\delta} \ln 1/\varepsilon \) if \( \|B\| = 1 - \delta \) and the stopping tolerance equals \( \varepsilon \ll 1 \).

It follows that the iteration method is robust. The complex systems are best solved as shown in the Introduction. Using the PRESB method accelerated by the Chebyshev method, each outer iteration requires inner iterations to solve two systems, each with matrix, \( W_1 + T \) or \( W_2 + T \). For this it is mostly efficient to use an algebraic multigrid preconditioning method, see e.g. [19].

It follows that there are three levels of iterations, the outer matrix split method, the PRESB and the innermost iterations to solve the basic matrix systems, \( T + W_i, i = 1, 2 \). Further, it is most efficient to use a flexible form of outer iteration, see [24][2]. However, in the numerical tests a direct solver is used for the innermost systems.
3 Numerical experiments

In this section, we consider the following three examples for our numerical tests.

Example 1 We consider the complex symmetric linear system of equations

\[ \begin{bmatrix} -\omega^2 M + K \end{bmatrix} + i\omega C x = b, \]

where \( M \) and \( K \) are the inertia and stiffness matrices, respectively. We take \( C = \omega C_V + C_H \) where \( C_V \) and \( C_H \) are the viscous and hysteretic damping matrices, respectively; and \( \omega \) is the driving circular frequency. For such time-periodic problems a MINRES solver has been used in [17]. In our numerical experiments, we set \( M = I, C_V = 5M \) and \( C_H = \mu K \) with a damping coefficient \( \mu = 0.02 \) and \( K \) the five-point centered difference matrix approximating the negative Laplacian operator with homogeneous Dirichlet boundary conditions, on a uniform mesh in the unit square \([0,1] \times [0,1]\) with the mesh size \( h = 1/(m+1) \). In this case, we have

\[ K = (I \otimes V_m + V_m \otimes I) \in \mathbb{R}^{n \times n}, \]

with \( V_m = h^{-2}\text{tridiag}(-1,2,-1) \in \mathbb{R}^{m \times m} \). Hence, the total number of variables is \( n = m^2 \). In addition, the right-hand side vector \( f \) is adjusted such that \( b = (1+i)e \) where \( e = (1,1,\ldots,1)^T \in \mathbb{R}^n \) so the exact solution equals \((1+i)e\). Note that we have \( W_1 = K, W_2 = \omega^2 M \) and \( T = \omega C \). Hence \( \|T^{-1/2}W_2T^{-1/2}\| \approx \|M/(5M + 0.02K)^{-1}\| \) is bounded with respect to \( \omega \) and not large. Therefore for this problem no scaling is needed.

Example 2 We consider the complex Helmholtz equation in 2-D of the form

\[ \begin{cases} -\Delta u - \sigma_1 u + i\sigma_2 u = f, & \text{in } \Omega, \\ u = g, & \text{on } \partial\Omega, \end{cases} \]

where

\[ \Delta = \sum_{j=1}^{2} \frac{\partial^2}{\partial x_j^2}, \]

\( \sigma_1 \geq 0, \sigma_2 \geq 0 \) and \( \Omega = [0,1]^2 \). The discretization of the equation above in 2-D, using the second order central difference scheme on an \((m+2) \times (m+2)\) grid of \( \Omega \) with mesh-size \( h = 1/(m+1) \) leads to a system of linear equations with coefficients matrix \( A = W + iT \in \mathbb{C}^{n \times n} \), such that \( n = m^2 \), and

\[ W = K - \sigma_1 h^2(I_m \otimes I_m) \quad \text{and} \quad T = \sigma_2 h^2(I_m \otimes I_m), \]

with \( K = I_m \otimes V_m + V_m \otimes I_m \) and \( V_m = \text{tridiag}(-1,2,-1) \in \mathbb{R}^{m \times m} \). This leads to an indefinite matrix \( W \). In addition, the right-hand side vector \( b \) is adjusted such that \( b = (1+i)e \) where \( e = (1,1,\ldots,1)^T \in \mathbb{R}^n \). Hence, the exact solution equals \((1+i)e\). In our numerical experiments, we choose different combinations of \((\sigma_1,\sigma_2)\). Note that we let \( W_1 = K, W_2 = \sigma_1 h^2(I_m \otimes I_m) \). In this example we include a test with scalar parameter \( \alpha = \sigma_1/\sigma_2 \) if it larger then unity, otherwise we take \( \alpha = 1 \).

Example 3 In this example we consider the complex Helmholtz equation in 2-D of the form

\[ \begin{cases} -\Delta u - 100u + 10iu = e^{x+iy}, & \text{in } \Omega, \\ u = 0, & \text{on } \partial\Omega, \end{cases} \]

where \( \Omega = [0,1] \times [0,1] \). Similar to the previous example we discretize the equation with \( \sigma_1 = 100 \) and \( \sigma_2 = 10 \). Here, it is noted that the right-hand side vector is different from the one obtained in the previous example.
We solve the examples considered using the preconditioned GMRES or flexible GMRES (FGMRES) [24] methods in conjunction with the preconditioners of Method I, Method II, Method III and the SNSS method. In Examples 1 and 3 the main system is solved using the FGMRES method and in Example 2 by the GMRES method. The outer iteration (GMRES of FGMRES) is stopped as soon as the Euclidean norm of the residual of original system is reduced by a factor of $10^{10}$ and the maximum number of iterations is set to be 1000. We always solve the inner systems using the Chebyshev semi-iteration method with the PRESB preconditioner. In Examples 1 and 3 the iteration of Chebyshev semi-iteration method is terminated as soon as the Euclidean norm of the residual of the un-preconditioned system is reduced by a factor of $10^{10}$ and in Example 2 by a factor of $10^{10}$. The maximum number of iteration of Chebyshev semi-iteration is set to be 20. We always use a null vector as an initial guess. It is noted that the innermost subsystems are solved exactly using the sparse Cholesky factorization incorporated with the symmetric approximate minimum degree permutation. To do so, the symamd.m command of MATLAB is applied.

All of the numerical experiments are performed in MATLAB R2018b by using a Laptop with 2.50 GHz central processing unit (Intel(R) Core(TM) i5-7200U), 6 GB RAM and Windows 10. Numerical results are presented in Tables 1-11. In these tables we report the number of outer iterations (“Iters”), elapsed CPU time in seconds (“CPU”) and the following values
\[ R_k = \frac{\|b - Ax^{(k)}\|}{\|b\|}, \quad E_k = \frac{\|x^* - x^{(k)}\|}{\|x^*\|} \]
to demonstrate the accuracy of the computed solutions, where $x^{(k)}$ and $x^*$ are the computed solution at iteration $k$ and the exact solution, respectively. Table 6 reports the numerical results of Example 3 where the exact solution is not known.

As the numerical results show all the preconditioners significantly reduce the number of iterations of GMRES or FGMRES. From the CPU time point of view, we observe that the preconditioners considerably reduce the CPU time of GMRES or FGMRES, except for large values of omega and for not too small values of the mesh size $h$ (see Table 1). This is because then an inertia term determines the major eigenvalues of $A$. This holds in particular when the exact solution is smooth.

The numerical results show that, the CPU times increase somewhat faster than with the optimal value $h^{-2}$ when $h$ decreases. This is due to that an incomplete Cholesky method has been used for the innermost matrix systems. We also see that the new preconditioners can compete with the SNSS preconditioner from the CPU time and the number of iterations point of view. Tables 7 and 8 report the numerical results of FGMRES when the inner tolerance varies from $10^{-2}$ to $10^{-10}$. We observe that by use of a less strict inner tolerance, the number of inner iterations decreases saving CPU-times without any increase of the number of outer iterations.

Tables 9 and 10 display the numerical results of GMRES-Method III for the inner and outer tolerances $10^{-10}$ for Example 2 and different values of $\sigma_1$ and $\sigma_2$ when the value of the parameter alpha varies. As we see GMRES-Method III is not sensitive with respect to the parameter $\alpha$.

In Table 11 we list average number of the iterations of Chebyshev semi-iteration for solving the inner systems with the PRESB preconditioner versus the inner tolerance for Example 1 and preconditioner I with $\omega = 1$ and $m = 256$. It is seen that they vary quite regularly with the tolerance criterion.

In general it is seen that the performance of the methods is quite similar. However Methods I-III do not need any a priori estimations of a parameter and the corresponding iteration method converge unconditionally.

4 Conclusion

We have presented three iteration methods for solving a class of complex symmetric system of linear equations $(W + iT)x = b$, where $W$ is indefinite and $T$ is symmetric positive definite. We have proved that they converge unconditionally. The induced preconditioners have been applied to
accelerate the convergence of the GMRES method for solving the system. Efficient ways to implement the preconditioners have been presented. Numerical experiments show that the preconditioners can compete with the recently presented method, SNSS.
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Table 3  Numerical results of GMRES for Example 2 for \( \sigma_1 = 1000 \) and \( \sigma_2 = 10 \) with the inner and outer tolerances \( 10^{-10} \).  

|             | \( n \) | 4096 | 16384 | 65536 |
|-------------|--------|------|-------|-------|
|             | Iter   | 233  | 464   | 993   |
|             | CPU    | 3.05 | 36.37 | 512.96|
|             | \( R_k \) | 9.29e-11 | 9.55e-11 | 9.94e-11 |
|             | \( E_k \) | 8.35e-11 | 2.96e-10 | 6.57e-10 |
| No-pre      | Iter   | 67   | 67    | 67    |
|             | CPU    | 2.05 | 7.85  | 32.24 |
|             | \( R_k \) | 9.05e-11 | 9.17e-11 | 9.70e-11 |
|             | \( E_k \) | 3.47e-09 | 3.28e-09 | 3.74e-09 |
| GMRES-Method I | \( \alpha \) | 1    | 1    | 1    |
|             | Iter   | 66   | 66    | 67    |
|             | CPU    | 2.20 | 8.50  | 38.70 |
|             | \( R_k \) | 9.20e-11 | 6.56e-11 | 7.08e-11 |
|             | \( E_k \) | 5.66e-09 | 3.61e-09 | 3.89e-09 |
| GMRES-Method III | \( \alpha_{\text{est}} \) | 100  | 100   | 100   |
|             | Iter   | 59   | 59    | 60    |
|             | CPU    | 1.70 | 6.80  | 31.00 |
|             | \( R_k \) | 6.17e-11 | 7.40e-11 | 9.14e-11 |
|             | \( E_k \) | 8.92e-11 | 1.05e-10 | 1.47e-10 |
| GMRES-Method III | \( \alpha_{\text{opt}} \) | 5    | 5    | 5    |
|             | Iter   | 66   | 66    | 67    |
|             | CPU    | 1.66 | 7.24  | 30.00 |
|             | \( R_k \) | 8.76e-11 | 6.81e-11 | 7.96e-11 |
|             | \( E_k \) | 4.64e-09 | 3.57e-09 | 3.56e-09 |
| GMRES-SNSS  | \( \beta_{\text{opt}} \) | 1    | 0.9   | 0.9   |
|             | Iter   | 12   | 12    | 12    |
|             | CPU    | 0.50 | 1.55  | 6.59  |
|             | \( R_k \) | 1.11e-11 | 1.45e-11 | 1.59e-11 |
|             | \( E_k \) | 2.67e-11 | 3.04e-11 | 3.20e-11 |
| GMRES-SNSS  | \( \alpha_{\text{opt}} \) | 1    | 1    | 1    |
|             | Iter   | 12   | 12    | 12    |
|             | CPU    | 0.48 | 1.70  | 8.00  |
|             | \( R_k \) | 3.59e-11 | 1.45e-11 | 3.74e-11 |
|             | \( E_k \) | 3.88e-11 | 3.89e-11 | 4.05e-11 |

Table 4  Numerical results of GMRES for Example 2 for \( \sigma_1 = 100 \) and \( \sigma_2 = 100 \) with the inner and outer tolerances \( 10^{-10} \).  

|             | \( n \) | 4096 | 16384 | 65536 |
|-------------|--------|------|-------|-------|
|             | Iter   | 139  | 273   | 527   |
|             | CPU    | 1.30 | 12.83 | 186.47|
|             | \( R_k \) | 7.29e-11 | 9.30e-11 | 9.82e-11 |
|             | \( E_k \) | 3.82e-11 | 1.53e-10 | 1.77e-09 |
| No-pre      | Iter   | 12   | 12    | 12    |
|             | CPU    | 0.50 | 1.55  | 6.59  |
|             | \( R_k \) | 1.11e-11 | 1.45e-11 | 1.59e-11 |
|             | \( E_k \) | 2.67e-11 | 3.04e-11 | 3.20e-11 |
| GMRES-Method I | \( \alpha = \alpha_{\text{est}} \) | 1    | 1    | 1    |
|             | Iter   | 12   | 12    | 12    |
|             | CPU    | 0.48 | 1.70  | 8.00  |
|             | \( R_k \) | 3.59e-11 | 1.45e-11 | 3.74e-11 |
|             | \( E_k \) | 3.88e-11 | 3.89e-11 | 4.05e-11 |
| GMRES-Method III | \( \alpha_{\text{opt}} \) | 5    | 5    | 5    |
|             | Iter   | 12   | 12    | 12    |
|             | CPU    | 0.48 | 1.70  | 8.00  |
|             | \( R_k \) | 1.26e-11 | 1.65e-11 | 1.81e-11 |
|             | \( E_k \) | 3.69e-11 | 3.98e-11 | 4.11e-11 |
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### Table 5 Numerical results of GMRES for Example 2 for $\sigma_1 = 100$ and $\sigma_2 = 10$ with the inner and outer tolerances $10^{-10}$.

| $n$ | 4096 | 16384 | 65536 |
|-----|-------|-------|-------|
| No-pre | | | |
| Iter | 148 | 291 | 577 |
| CPU  | 1.44 | 14.19 | 212.70 |
| $R_k$ | 8.30e-11 | 9.67e-11 | 9.49e-11 |
| $E_k$ | 5.08e-11 | 1.29e-10 | 3.64e-10 |
| GMRES-Method I | | | |
| $\alpha$ | 1 | 1 | 1 |
| Iter | 13 | 13 | 13 |
| CPU  | 0.50 | 1.77 | 7.56 |
| $R_k$ | 3.33e-11 | 3.95e-11 | 8.91e-11 |
| $E_k$ | 1.06e-10 | 1.23e-10 | 2.26e-10 |
| GMRES-Method III | | | |
| $\alpha_{ext}$ | 10 | 10 | 10 |
| Iter | 14 | 14 | 14 |
| CPU  | 0.58 | 2.15 | 9.03 |
| $R_k$ | 6.27e-11 | 8.07e-11 | 3.69e-12 |
| $E_k$ | 5.36e-11 | 6.63e-11 | 2.76e-10 |
| GMRES-SNSS | | | |
| $\alpha_{opt}$ | 5 | 5 | 5 |
| $\beta_{opt}$ | 0.1 | 0.1 | 0.1 |
| Iter | 13 | 13 | 13 |
| CPU  | 0.53 | 1.71 | 7.14 |
| $R_k$ | 3.01e-11 | 2.76e-11 | 5.44e-11 |
| $E_k$ | 9.90e-11 | 9.22e-11 | 6.38e-11 |

### Table 6 Numerical results of flexible GMRES for Example 3.

| $n$ | 4096 | 16384 | 65536 |
|-----|-------|-------|-------|
| No-pre | | | |
| Iter | 290 | 576 | 1 |
| CPU  | 5.09 | 62.55 | - |
| $R_k$ | 8.63e-11 | 9.51e-11 | - |
| FGMRES-Method I | | | |
| Iter | 25 | 25 | 25 |
| CPU  | 0.28 | 0.76 | 3.92 |
| $R_k$ | 2.18e-11 | 2.65e-11 | 2.85e-11 |
| FGMRES-Method III | | | |
| $\alpha$ | 1 | 1 | 1 |
| Iter | 24 | 24 | 24 |
| CPU  | 0.36 | 1.10 | 5.48 |
| $R_k$ | 3.28e-11 | 3.88e-11 | 4.10e-11 |
| FGMRES-Method III | | | |
| $\alpha$ | 10 | 10 | 10 |
| Iter | 27 | 28 | 28 |
| CPU  | 0.40 | 1.22 | 6.33 |
| $R_k$ | 9.98e-11 | 2.55e-11 | 2.91e-11 |
| FGMRES-SNSS | | | |
| $\alpha_{opt}$ | 5 | 5 | 5 |
| $\beta_{opt}$ | 0.1 | 0.1 | 0.1 |
| Iter | 25 | 25 | 25 |
| CPU  | 0.35 | 0.90 | 3.80 |
| $R_k$ | 1.76e-11 | 2.02e-11 | 2.12e-11 |
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Table 7 Numerical results of FGMRES-Method II for different inner tolerances Example 1 and $n = 16384$.

| Inner tolerance | $\omega$ | 1 | 5 | 10 | 15 | 20 | 25 |
|-----------------|---------|---|---|----|----|----|----|
|                 | Iter    | 7 | 8 | 8  | 7  | 7  | 7  |
| 1e-02           | CPU     | 0.45 | 0.44 | 0.43 | 0.40 | 0.41 | 0.39 |
|                 | $R_k$   | 4.02e-11 | 1.06e-12 | 6.23e-12 | 6.26e-11 | 2.74e-11 | 1.13e-11 |
|                 | $E_k$   | 3.79e-10 | 1.32e-10 | 2.38e-11 | 1.12e-10 | 3.43e-11 | 1.15e-11 |
|                 | Iter    | 7 | 8 | 8  | 7  | 7  | 7  |
| 1e-04           | CPU     | 0.58 | 0.65 | 0.64 | 0.55 | 0.57 | 0.57 |
|                 | $R_k$   | 3.00e-11 | 1.17e-11 | 5.89e-12 | 5.44e-11 | 2.10e-11 | 7.92e-12 |
|                 | $E_k$   | 2.78e-10 | 1.43e-10 | 2.28e-11 | 1.01e-10 | 2.62e-11 | 7.94e-12 |
|                 | Iter    | 7 | 8 | 8  | 7  | 7  | 7  |
| 1e-06           | CPU     | 0.75 | 0.80 | 0.84 | 0.75 | 0.74 | 0.75 |
|                 | $R_k$   | 3.00e-11 | 1.17e-11 | 5.89e-12 | 5.44e-11 | 2.10e-11 | 7.94e-12 |
|                 | $E_k$   | 2.78e-10 | 1.43e-10 | 2.28e-11 | 1.02e-10 | 2.62e-11 | 7.96e-12 |
|                 | Iter    | 7 | 8 | 8  | 7  | 7  | 7  |
| 1e-08           | CPU     | 0.90 | 1.01 | 1.00 | 0.91 | 0.89 | 0.90 |
|                 | $R_k$   | 3.00e-11 | 1.17e-11 | 5.89e-12 | 5.44e-11 | 2.10e-11 | 7.94e-12 |
|                 | $E_k$   | 2.78e-10 | 1.43e-10 | 2.28e-11 | 1.02e-10 | 2.62e-11 | 7.96e-12 |
|                 | Iter    | 7 | 8 | 8  | 7  | 7  | 7  |
| 1e-10           | CPU     | 1.05 | 1.15 | 1.18 | 1.04 | 1.03 | 1.05 |
|                 | $R_k$   | 3.00e-11 | 1.17e-11 | 5.89e-12 | 5.44e-11 | 2.10e-11 | 7.94e-12 |
|                 | $E_k$   | 2.78e-10 | 1.43e-10 | 2.28e-11 | 1.02e-10 | 2.62e-11 | 7.96e-12 |

Table 8 Numerical results of FGMRES-Method II for different inner tolerances Example 1 and $n = 16384$.

| Inner tolerance | $\omega$ | 50 | 100 | 150 | 200 | 250 | 300 |
|-----------------|---------|----|-----|-----|-----|-----|-----|
|                 | Iter    | 6 | 5   | 5   | 5   | 5   | 5   |
| 1e-02           | CPU     | 0.34 | 0.30 | 0.31 | 0.30 | 0.29 | 0.30 |
|                 | $R_k$   | 1.15e-11 | 6.38e-11 | 1.88e-11 | 1.04e-11 | 6.31e-12 | 3.71e-12 |
|                 | $E_k$   | 9.33e-12 | 4.99e-11 | 1.64e-11 | 9.00e-12 | 5.38e-12 | 3.12e-12 |
|                 | Iter    | 6 | 5   | 5   | 4   | 4   | 4   |
| 1e-04           | CPU     | 0.48 | 0.45 | 0.44 | 0.38 | 0.38 | 0.37 |
|                 | $R_k$   | 7.09e-12 | 9.61e-12 | 9.19e-13 | 5.50e-11 | 1.96e-11 | 8.08e-12 |
|                 | $E_k$   | 5.57e-12 | 7.71e-12 | 7.55e-13 | 4.60e-11 | 1.64e-11 | 6.80e-12 |
|                 | Iter    | 6 | 5   | 5   | 4   | 4   | 4   |
| 1e-06           | CPU     | 0.63 | 0.58 | 0.59 | 0.47 | 0.49 | 0.49 |
|                 | $R_k$   | 7.12e-12 | 9.64e-12 | 9.24e-13 | 5.51e-11 | 1.95e-11 | 8.04e-12 |
|                 | $E_k$   | 5.59e-12 | 7.73e-12 | 7.58e-13 | 4.61e-11 | 1.64e-11 | 6.78e-12 |
|                 | Iter    | 6 | 5   | 5   | 4   | 4   | 4   |
| 1e-08           | CPU     | 0.77 | 0.68 | 0.68 | 0.60 | 0.55 | 0.54 |
|                 | $R_k$   | 7.12e-12 | 9.64e-12 | 9.24e-13 | 5.51e-11 | 1.95e-11 | 8.04e-12 |
|                 | $E_k$   | 5.59e-12 | 7.73e-12 | 7.58e-13 | 4.61e-11 | 1.64e-11 | 6.78e-12 |
|                 | Iter    | 6 | 5   | 5   | 4   | 4   | 4   |
| 1e-10           | CPU     | 0.93 | 0.82 | 0.80 | 0.65 | 0.65 | 0.66 |
|                 | $R_k$   | 7.12e-12 | 9.64e-12 | 9.24e-13 | 5.51e-11 | 1.95e-11 | 8.04e-12 |
|                 | $E_k$   | 5.59e-12 | 7.73e-12 | 7.58e-13 | 4.61e-11 | 1.64e-11 | 6.78e-12 |
Table 9 Numerical results of GMRES-Method III for the inner and outer tolerances $10^{-10}$ for Example 2, $\sigma_1 = 1000$ and $\sigma_2 = 10$.

| $\alpha$ | $n = 65536$ | 1   | 5   | 10  | 20  | 30  | 40  |
|----------|-------------|-----|-----|-----|-----|-----|-----|
| Iter     |             | 67  | 68  | 68  | 68  | 65  | 62  |
| CPU      |             | 39.68| 39.06| 39.83| 39.73| 38.70| 35.12|
| $R_k$    |             | 7.08e-11| 3.88e-11| 5.60e-11| 4.12e-11| 6.77e-11| 9.68e-11|
| $E_k$    |             | 3.89e-09| 7.66e-10| 7.02e-10| 3.10e-10| 3.37e-10| 3.84e-10|

| $\alpha$ | $n = 65536$ | 50  | 60  | 70  | 80  | 90  | 100 |
|----------|-------------|-----|-----|-----|-----|-----|-----|
| Iter     |             | 60  | 59  | 59  | 59  | 59  | 60  |
| CPU      |             | 37.53| 34.08| 33.63| 33.61| 32.43| 35.04|
| $R_k$    |             | 9.68e-11| 6.54e-11| 8.34e-11| 9.38e-11| 7.44e-11| 9.14e-11|
| $E_k$    |             | 1.53e-10| 1.91e-10| 2.08e-10| 1.73e-10| 1.24e-10| 1.47e-10|

Table 10 Numerical results of GMRES-Method III for the inner and outer tolerances $10^{-10}$ for Example 2, $\sigma_1 = 100$ and $\sigma_2 = 10$.

| $\alpha$ | $n = 65536$ | 1   | 2   | 3   | 4   | 5   |
|----------|-------------|-----|-----|-----|-----|-----|
| Iter     |             | 14  | 13  | 13  | 13  | 17  |
| CPU      |             | 9.39| 8.74| 8.99| 8.85| 13.36|
| $R_k$    |             | 1.58e-11| 4.50e-11| 2.96e-11| 2.58e-11| 1.05e-10|
| $E_k$    |             | 4.66e-11| 1.11e-10| 5.24e-11| 4.30e-11| 1.10e-10|

| $\alpha$ | $n = 65536$ | 6   | 7   | 8   | 9   | 10  |
|----------|-------------|-----|-----|-----|-----|-----|
| Iter     |             | 13  | 14  | 14  | 14  | 15  |
| CPU      |             | 8.96| 8.88| 8.91| 9.38| 10.28|
| $R_k$    |             | 8.57e-11| 9.00e-12| 1.88e-11| 5.54e-11| 3.69e-12|
| $E_k$    |             | 1.03e-10| 4.26e-11| 7.30e-11| 5.28e-11| 2.76e-10|

Table 11 Average number of the iterations of Chebyshev semi-iteration for solving the inner systems with the PRESB preconditioner versus the inner tolerance for Example 4 and preconditioner I with $\omega = 1$ and $m = 256$.

| inner tolerance | $W_1 + iT$ | $W_2 - iT$ |
|-----------------|------------|------------|
| $10^{-2}$       | 2          | 4          |
| $10^{-3}$       | 4          | 5.43       |
| $10^{-4}$       | 5          | 6.85       |
| $10^{-5}$       | 6          | 8.14       |
| $10^{-6}$       | 8          | 9.42       |
| $10^{-7}$       | 9          | 10.85      |
| $10^{-8}$       | 10         | 12.14      |
| $10^{-9}$       | 12         | 13.85      |
| $10^{-10}$      | 13         | 15.14      |