Abstract—We consider the problem of range-Doppler imaging using one-bit automotive LFMCW or PMCW radar that utilizes one-bit ADC sampling with time-varying thresholds at the receiver. The one-bit sampling technique can significantly reduce the cost as well as the power consumption of automotive radar systems. We formulate the one-bit LFMCW/PMCW radar range-Doppler imaging problem as one-bit sparse parameter estimation. The recently proposed hyperparameter-free (and hence user friendly) weighted SPICE algorithms, including SPICE, LIKES, SLIM and IAA, achieve excellent parameter estimation performance for data sampled with high precision. However, these algorithms cannot be used directly for one-bit data. In this paper we first present a regularized minimization algorithm, referred to as 1bSLIM, for accurate range-Doppler imaging using one-bit radar systems. Then, we describe how to extend the SPICE, LIKES and IAA algorithms to the one-bit data case, and refer to these extensions as 1bSPICE, 1bLIKES and 1bIAA. These one-bit hyperparameter-free algorithms are unified within the one-bit weighted SPICE framework. Moreover, efficient implementations of the aforementioned algorithms are investigated that rely heavily on the use of FFTs. Finally, both simulated and experimental examples are provided to demonstrate the effectiveness of the proposed algorithms for range-Doppler imaging using one-bit automotive radar systems.
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I. INTRODUCTION

Millimeter wave radar is widely used in diverse applications including advanced driver assistance automotive systems and fully autonomous vehicles [1]. Compared with other sensing systems, such as cameras, lidars and ultrasonics, radar systems can provide better performance, especially in poor lighting or adverse weather conditions [2].

The most commonly used probing waveform in existing commercial automotive radar systems is the LFMCW waveform, which reduces the system cost by allowing low-rate ADCs at the radar receivers. An LFMCW radar system transmits a series of chirps, which are reflected by the targets and mixed with the transmitted chirp at the receiver. The range or range-Doppler estimation problem is converted to a 1-D or 2-D complex sinusoidal parameter estimation problem [3, 4]. However, mutual interferences among LFMCW automotive radars become more severe as these radar systems become more widely used, since they occupy the same 77-81 GHz band. PMCW waveforms can be used to mitigate the interference problems. To reduce costs, binary sequences with desirable auto- and cross-correlation properties have been designed for PMCW automotive radars (see, e.g., [5] and the references therein). The flexibility and diversity offered by binary sequences allow the PMCW radars to mitigate mutual interferences similar to the CDMA communication systems [6]. Also, near orthogonality can be realized in the coding domain, which is advantageous for MIMO operations [7, 8].

To improve the range resolution of automotive radars, the fundamental approach is to increase the bandwidth of the transmitted signal, which can increase the ADC cost and power consumption. For example, a PMCW radar usually performs demodulation in the digital domain [9]. A PMCW radar with a chip rate of 2 GHz requires a sampling rate of at least 2 GHz [10]. However, an ADC with high precision quantization and high sampling rate is both expensive and power hungry. Yet low cost and low power consumption are crucial for commercial radar systems such as automotive radar.

One-bit sampling is a promising technique to mitigate the aforementioned ADC problems because of its low cost and low power consumption advantages. Due to these attractive properties, one-bit sampling has been considered for radar sensing [11, 12], spectral estimation [13–15], as well as massive MIMO communications [16–18]. The conventional one-bit sampling considered in, e.g., [19–21], compares the original signal with a zero threshold, which results in a loss of signal amplitude information. Recently, time-varying thresholds have been considered for one-bit sampling to achieve accurate amplitude estimation [15, 22]. In such a case, signed measurements are obtained by comparing the received signal with a known time-varying threshold.

In this paper, we consider one-bit sampling with time-varying thresholds for automotive radars to reduce cost and power consumption. We formulate the one-bit range-Doppler estimation problem as a one-bit sparse parameter estimation problem. Sparse parameter estimation using high-precision data has attracted much attention in the last two decades. Many algorithms have been developed with the goal of obtaining accurate sparse parameter estimates. Among them, the unified weighted SPICE algorithms [23], including SPICE [24], LIKES [25], SLIM [26] and IAA [27–29], do not
require the tuning of any user-parameter and hence are easy to use in practice. These algorithms yield excellent estimation performance, in particular they possess high resolution and low sidelobe properties. Furthermore, IAA works well in various environments and the robustness of IAA has been ranked high in a recent review article [30]. However, these algorithms, together with the conventional FFT, cannot be used directly to solve one-bit sparse parameter estimation problems. Herein, we first present a regularized minimization algorithm, referred to as 1bSLIM, for accurate range-Doppler imaging using one-bit automotive radar. Additionally, we show that 1bSLIM, devised by means of a majorization-minimization approach [31–35], can be interpreted as applying the conventional SLIM algorithm to certain modified high-precision data. Inspired by this relationship, we describe how to extend SPICE, LIKES, SLIM and IAA under the one-bit case, and refer to these extensions as 1bSPICE, 1bLIKES and 1bIAA. Each of the algorithms we present herein has its own merits and may be preferred in a specific application. Similar to the original weighted SPICE algorithms, which unify SPICE, LIKES, SLIM and IAA under the same weighted SPICE umbrella, the aforementioned one-bit algorithms are unified within the one-bit weighted SPICE framework. Moreover, these four one-bit algorithms are all hyperparameter-free and thus are easy to use in practice. Finally, simulated and experimental examples are provided to demonstrate the effectiveness of the proposed algorithms for range-Doppler imaging using one-bit automotive radars.

**Notation:** We denote vectors and matrices by bold lowercase and uppercase letters, respectively. $(\cdot)^T$ and $(\cdot)^H$ represent the transpose and the conjugate transpose, respectively. $R \in \mathbb{R}^{N \times M}$ or $R \in \mathbb{C}^{N \times M}$ denotes a real or complex-valued $N \times M$ matrix. $R \otimes$ denotes the Kronecker matrix product. vec$(\cdot)$ refers to the column-wise vectorization operation and diag$(d)$ denotes a diagonal matrix with diagonal entries formed from $d$. $\| \cdot \|$ and $\| \cdot \|_F$ are, respectively, the $\ell_2$ and Frobenius norms of vectors and matrices. tr$\{R\}$ and $|R|$, respectively, denote the trace and determinant of a square matrix. $R, A \preceq B$ means that $B - A$ is a positive semidefinite matrix. $\text{Re}[x]$ and $\text{Im}[x]$ denote the real- and imaginary-parts of $x$. $x \mod N$ is the remainder of the Euclidean division of $x$ by $N$. Finally, $j = \sqrt{-1}$.

Throughout this paper, we use the following abbreviations:

| Acronym | Description |
|---------|-------------|
| ADC     | Analog-to-digital converter |
| AGC     | Automatic gain control |
| CDMA    | Code division multiple access |
| CGLS    | Conjugate-gradient least squares |
| CPI     | Coherent processing interval |
| DAC     | Digital-to-analog converter |
| DFT     | Discrete Fourier transform |
| FFT     | Fast Fourier transform |
| IAA     | Iterative adaptive approach |
| LIKES   | Likelihood-based estimation of sparse parameters |
| LFMCW   | Linear frequency-modulated continuous-wave |
| LMMSE   | Linear minimum mean square error |
| MAP     | Maximum a posteriori |
| MIMO    | Multiple-input multiple-output |
| MM      | Majorization-minimization |
| NMSSE   | Normalized mean-squared error |
| PMCW    | Phase-modulated continuous-wave |
| PRI     | Pulse repetition interval |
| SLIM    | Sparse learning via iterative minimization |
| SPICE   | Sparse iterative covariance-based estimation |
| SNR     | Signal-to-noise ratio |

II. **Problem Formulation**

In this section, we first briefly describe the signal models for the LFMCW and PMCW radars. Then, using the signed measurements obtained by one-bit sampling with time-varying thresholds, we formulate the range-Doppler imaging problem as a sparse parameter estimation problem.

**A. LFMCW Radar**

Without loss of generality, we consider an LFMCW single-input single-output radar. A simplified model for the received signal (after dechirping and pre-processing) is as follows (see e.g., [11]):

$$y(n_1, n_2) = \sum_{k_d=1}^{K_d} \sum_{k_r=1}^{K_r} \gamma_{k_r,k_d} e^{j(\omega_{k_r} n_1 + \omega_{k_d} n_2)} + e(n_1, n_2),$$  \hspace{1cm} (1)

where $K_r$ and $K_d$ are the numbers of the grid points in the range and Doppler domains, respectively; the fast-time index $n_1, n_2 = 1, 2, \ldots, N_1$ corresponds to the $n_1$th sample within a chirp; the slow-time index $n_2, n_2 = 1, 2, \ldots, N_2$, is for the $n_2$th chirp; $\gamma_{k_r,k_d}$ represents the reflection coefficient of a scatterer corresponding to the frequency pair $(\omega_{k_r}, \omega_{k_d})$; and $e(n_1, n_2)$ is the unknown additive noise. The frequency pair $(\omega_{k_r}, \omega_{k_d})$ is approximately related to the range-Doppler pair $(R_{k_r}, v_{k_d})$ through the following equations:

$$\omega_{k_r} = 2\pi \left( \frac{4\mu R_{k_r}}{c f_s} + \frac{2f_0 v_{k_d}}{c f_s} \right), \quad \omega_{k_d} = \frac{4\mu f_0 v_{k_d} T_c}{c},$$  \hspace{1cm} (2)

where $2\mu$ is the chirp rate; $c$ is the speed of light; $f_s$ is the sampling frequency; $f_0$ denotes the carrier frequency; and $T_c$ is the chirp duration. The range-Doppler information can therefore be recovered from the frequency pair $(\omega_{k_r}, \omega_{k_d})$ by using Equation (2). The range-Doppler estimation problem associated with (1) for an LFMCW radar is equivalent to a 2-D complex-valued sinusoidal parameter estimation problem. Let the measurement vector be denoted $y = [y(1,1), y(2,1), \ldots, y(N_1, N_2)]^T$ and let $e$ denote the unknown noise vector. Let the unknown parameter vector be denoted $\gamma = [\gamma_{1,1}, \gamma_{2,1}, \ldots, \gamma_{K_r,K_d}]^T$. Equation (1) can then be reformulated as:

$$y = B\gamma + e \in \mathbb{C}^N, \quad B \in \mathbb{C}^{N \times M}, \quad M \gg N,$$

where $N = N_1 N_2$ and $M = K_r K_d$. $K_r \gg N_1$ and $K_d \gg N_2$ are typical assumptions used by sparse parameter estimation algorithms to form a sufficiently fine grid, which enables us to obtain high resolution spectral estimates and excellent results even when the true target frequencies do not lie on the grid. Let $\psi_N(\omega) = [1, e^{j\omega}, \ldots, e^{j(N-1)\omega}]^T$. Then, the columns of $B$ are given by $\{\psi_{N_1, N_2}(\omega_{k_r}, \omega_{k_d})\}_{k_r=1}^{K_r}_{k_d=1}^{K_d}$ with $\psi_{N_1, N_2}(\omega_{k_r}, \omega_{k_d}) = \psi_{N_2}(\omega_{k_d}) \otimes \psi_{N_1}(\omega_{k_r})$.

For radar range-Doppler imaging applications, the number of potential scatterers of interest in a scene is usually much smaller than the number of grid points, which means that most of the elements in $\gamma$ will be zero. Hence, the LFMCW radar range-Doppler imaging problem in (3) can be treated as a sparse parameter estimation problem.
have: the subsequent signal processing, the pulse shaping filter is
as:

\[ \phi(n_1 + n_1 + i - l_{k_r}) \mod N_1 \cdot p(iT_s + \tau_{k_r}) \]

(8)

Note that \( p(iT_s) = 0, i \neq 0 \). If \( \bar{\tau}_{k_r} \) is equal to
0, then \( s(n_1, \tau_{k_r}) \) becomes \( s((N_1 + n_1 - l_{k_r}) \mod N_1) \).
Next, assume that \( N_1 \) samples are captured at instants
\( n_2T_p, \ldots, n_2T_p + (N_1 - 1)T_p \), and let \( y_{n_2} = [y(n_2T_p), \ldots, y(n_2T_p + (N_1 - 1)T_p)]^T \). Then, \( y_{n_2} \) can be
written as:

\[ y_{n_2} = S\Gamma\phi_{n_2} + e_{n_2}, \]

(9)

where the reflection coefficient matrix \( \Gamma \) and the steering
vector \( \phi_{n_2} \) are given by:

\[ \Gamma = \begin{bmatrix} \gamma_{1,1} & \gamma_{1,2} & \cdots & \gamma_{1,K_3} \\ \gamma_{2,1} & \gamma_{2,2} & \cdots & \gamma_{2,K_3} \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_{K_3,1} & \gamma_{K_3,2} & \cdots & \gamma_{K_3,K_4} \end{bmatrix} \in \mathbb{C}^{K_3 \times K_4}, \]

(10)

\[ \phi_{n_2} = [e^{j\bar{\omega}n_1}, e^{j\bar{\omega}n_2}, \ldots, e^{j\bar{\omega}n_2}]^T, \]

(11)

and \( S \in \mathbb{R}^{N_1 \times K_3} \) is defined as:

\[ S = \begin{bmatrix} s(0, \tau_{1}) & s(0, \tau_{2}) & \cdots & s(0, \tau_{K_3}) \\ s(1, \tau_{1}) & s(1, \tau_{2}) & \cdots & s(1, \tau_{K_3}) \\ \vdots & \vdots & \ddots & \vdots \\ s(N_1 - 1, \tau_{1}) & s(N_1 - 1, \tau_{2}) & \cdots & s(N_1 - 1, \tau_{K_3}) \end{bmatrix} \in \mathbb{C}^{N_1 \times K_3}, \]

(12)

Let \( Y = [y_0, y_1, \ldots, y_{N_2 - 1}] \),

\[ \Phi = [\phi_1, \phi_2, \ldots, \phi_{N_2}]^T, \]

(14)

and \( E = [e_1, e_2, \ldots, e_{N_2}] \).

Then, the observed data matrix can be expressed compactly as follows:

\[ Y = S\Gamma\Phi^T + E. \]

(16)

Let \( \gamma = \text{vec}(\Gamma), y = \text{vec}(Y) \) and \( e = \text{vec}(E) \). Then, the
data model in (16) can be rewritten as:

\[ y = B\gamma + e \in \mathbb{C}^N, \quad B \in \mathbb{C}^{N \times M}, \quad M \gg N, \]

(17)

where \( B = \Phi \otimes S \) is given, \( N = N_1N_2 \) and \( M = K_3K_4 \).
Similar to the LFMCW radar case, the range-Doppler imaging
problem for PMCW radar can also be treated as a sparse
parameter estimation problem with the unknown parameter
vector \( \gamma \) being sparse.

C. One-Bit Quantization

Applying one-bit quantization at the receivers of both
LFMCW and PMCW radars, we obtain the signed measure-
ment vector \( z = z_R + jz_I \) by comparing the unquantized
received signal \( y \) with a known time-varying threshold \( h \triangleq h_R + jh_I \):

\[ z = \text{sign} (B\gamma - h + e), \]

(18)
where \( \text{sign}(x) = \text{sign}(\text{Re}[x]) + j\text{sign}(\text{Im}[x]) \) and
\[
\text{sign}(x) = \begin{cases} 
1 & x \geq 0, \\
-1 & x < 0. 
\end{cases} 
\tag{19}
\]

The problem of interest herein is to find an accurate sparse estimate of \( \gamma \) given the signed measurement vector \( z \). In the following sections, we present several approaches to solving the range-Doppler imaging problem for one-bit automotive radars.

III. OVERVIEW OF THE WEIGHTED SPICE FRAMEWORK

We begin with revisiting the SPICE algorithm for the standard high-precision data model in (3) or (17). To iteratively solve the optimization problem associated with SPICE, a cyclic approach was employed in [24] and a gradient approach was used in [23]. We show that the same weighted SPICE algorithm in [23] can be derived using an MM approach. The MM derivations of the weighted SPICE algorithms are needed later on when extending them to the one-bit data case. Additionally, we briefly review the basic idea of MM in Appendix A.

For notational convenience, we let \( \{\gamma_k\} \) denote the elements of the vector \( \gamma \) in (3) or (17). The SPICE algorithm makes the assumption that
\[
E[ee^H] = \begin{bmatrix}
0 & \cdots & 0 \\
0 & \ddots & \vdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0
\end{bmatrix},
\tag{20}
\]
and that the phases of \( \{\gamma_k\} \) are independently and uniformly distributed in \([0, 2\pi]\) (see [24] for a discussion showing that these assumptions have only a marginal effect on the performance of the algorithm). Then, the covariance matrix of the data vector \( y \) has the following form:
\[
R = E\{yy^H\} = BP_1B^H + P_2 = APA^H,
\tag{21}
\]
where \( P_1 = \text{diag}(p_1) \) with \( p_1 = [p_{M+1}, \ldots, p_M]^T \) and \( p_k = |\gamma_k|^2 \); \( P_2 = \text{diag}(p_2) \) with \( p_2 = [p_{M+1}, \ldots, p_{M+N}]^T \); and where
\[
A = [B \ I], \quad P = \text{diag}(p), \quad p = [p_1^T \ p_2^T]^T. \tag{22}
\]
For later use, let \( A = [a_1, a_2, \ldots, a_{M+N}] \).

A. SPICE

SPICE minimizes the following covariance fitting criterion [24]:
\[
\min_p \|R^{1/2}(yy^H - R)\|_F^2. \tag{23}
\]
After simple calculations, the SPICE criterion can be reformulated as [23]:
\[
\min_p f_1(p) = y^HR^{-1}y + \text{tr}\{R\} = y^HR^{-1}y + \sum_{k=1}^{M+N} w_k p_k, \tag{24}
\]
where \( w_k = ||a_k||^2 \). While the optimization problem of minimizing (24) is a convex semidefinite program (SDP), the use of a generic SDP solver would be computationally intensive [24]. Using the MM technique, the optimization problem in (24) can be efficiently solved iteratively with closed-form solutions at each iteration. The following inequality provides an upper bound for \( R^{-1} \):
\[
R^{-1} \preceq (\hat{R})^{-1} A \hat{P}^t \hat{P}^H (\hat{R})^{-1}, \tag{25}
\]
where \( \hat{P}^t \) and \( \hat{R} = A \hat{P}^t A^H \) denote the estimates of \( P \) and \( R \) at the \( t \)th iteration; and the equality is achieved at \( P = \hat{P}^t \).

While this property follows from [36], we include a simple proof of it in Appendix B to make the paper self-contained. Making use of (25), we can obtain a majorizing function for \( f_1(p) \) as follows:
\[
f_1(p) \leq g_1(p|\hat{P}^t) = (\hat{\gamma}^{(t+1)}_k)^H \hat{P}^t \hat{P}^t \hat{P}^t A^H (\hat{R}^{-1})^{-1} + \sum_{k=1}^{M+N} w_k p_k, \tag{26}
\]
where
\[
\hat{\gamma}^{(t+1)} = \hat{P}^t A^H (\hat{R}^{-1})^{-1} y \tag{27}
\]
Note that \( \hat{\gamma}^{(t+1)} = \hat{P}^t A^H (\hat{R}^{-1})^{-1} y \) is the LMMSE estimate of \( \gamma \) corresponding to the estimate \( \hat{P}^t \) [23, 37]. The majorizing function \( g_1(p|\hat{P}^t) \) is easily minimized since
\[
g_1(p|\hat{P}^t) = \sum_{k=1}^{M+N} \left| \hat{\gamma}^{(t+1)}_k \right|^2 + w_k p_k \geq \sum_{k=1}^{M+N} 2 \sqrt{w_k} \left| \hat{\gamma}^{(t+1)}_k \right|, \tag{28}
\]
with the equality achieved for
\[
\hat{p}^{(t+1)}_k = \left| \hat{\gamma}^{(t+1)}_k \right| / \sqrt{w_k}. \tag{29}
\]
Inserting \( \hat{\gamma}^{(t+1)}_k \) into (29) gives:
\[
\hat{p}^{(t+1)}_k = \frac{\left| \hat{\gamma}^{(t+1)}_k \right|}{\sqrt{w_k}}. \tag{30}
\]
Given \( \hat{P}^{(t+1)} \), SPICE updates the covariance matrix via
\[
\hat{R}^{(t+1)} = A \hat{P}^{(t+1)} A^H. \tag{31}
\]
Although derived differently, the updating scheme in (30) coincides with that of the SPICE algorithm in [23]. The global convergence of the algorithm is guaranteed by the convexity of the optimization problem and the monotonically decreasing property of the MM technique.

Once \( \hat{p} \) is obtained, we can estimate \( \gamma \) via the well-known LMMSE estimator:
\[
\hat{\gamma} = \hat{P}^t B^H \hat{R}^{-1} y. \tag{31}
\]

B. LIKES

LIKES estimates \( p \) via minimizing the negative log-likelihood function:
\[
f_2(p) = y^HR^{-1}y + \ln |R|. \tag{32}
\]
Note that \(\ln|\mathbf{R}|\) is a concave function of \(\mathbf{p}\), and hence the minimization of (32) is a difficult non-convex optimization problem. We again use the MM technique to decrease (32) efficiently at each iteration. A majorizing function for \(\ln|\mathbf{R}|\) can be easily constructed by its first-order Taylor expansion:

\[
\ln|\mathbf{R}| \leq \sum_{k=1}^{M+N} \left( \mathbf{a}_k^H \mathbf{R}^{-1} \mathbf{a}_k \right) \mathbf{p}_k + \text{const.} \tag{33}
\]

Using (33) yields the following majorizing function for \(f_2(p)\):

\[
f_2(p) \leq g_2(p; \hat{\mathbf{p}}) = y^H \mathbf{R}^{-1} y + \sum_{k=1}^{M+N} w_k \mathbf{p}_k, \tag{34}
\]

with

\[
w_k = \mathbf{a}_k^H \mathbf{R}^{-1} \mathbf{a}_k. \tag{35}
\]

Different from the constant weights of the SPICE algorithm, the weights of LIKES are updated during the MM iterations. For fixed weights at the \((t+1)\)th iteration, the majorizing function \(g_2(p; \hat{\mathbf{p}})\) has the same form as the SPICE criterion (see (24)). Hence the decrease or minimization of \(g_2(p; \hat{\mathbf{p}})\) can be achieved via the SPICE solver presented in the previous subsection. LIKES consists of the inner and outer iterations. At the \((t+1)\)th outer iteration,

\[
\hat{p}_{l+1,k} = \hat{p}_{l,k}^t \mathbf{a}_k^H \left( \mathbf{R}_l^{(t+1)} \right)^{-1} y / \left( \mathbf{a}_k^H \mathbf{R}_l^{(t+1)} \mathbf{a}_k \right)^{1/2}, \quad l = 0, \ldots, L - 1, \tag{36}
\]

where \(\hat{p}_{l+1,k}^t\) and \(\hat{\mathbf{R}}_l^{(t+1)}\) denote the estimates of \(\mathbf{p}_k\) and \(\mathbf{R}\), respectively, at the \(l\)th inner iteration and the \((t+1)\)th outer iteration, with \(\hat{p}_{0,k}^t = \hat{p}_k^t\) and \(\hat{\mathbf{R}}_0^{(t+1)} = \mathbf{R}^{(t+1)}\); and \(L\) denotes the number of inner iterations. In practice, \(L\) can be a small number or even just 1. After \(L\) inner iterations, we let \(\hat{p}_{L+1,k}^{(t+1)} = \hat{p}_{L,k}^{(t+1)}\) and \(\hat{\mathbf{R}}_L^{(t+1)} = \hat{\mathbf{R}}_L^{(t+1)}\), and update the weights \(\{w_k\}\) according to (35) and continue with the next outer iteration. LIKES converges locally, but the global convergence of the algorithm is difficult to analyze due to the fact that (32) is a non-convex function of \(p\).

\section{SLIM}

By making use of a slightly different form of the sparsity enforcing term of LIKES, the criterion optimized by SLIM has the following form:

\[
f_3(p) = y^H \mathbf{R}^{-1} y + \ln |\mathbf{P}|. \tag{37}
\]

Again, \(\ln |\mathbf{P}|\) is a concave function of \(\mathbf{p}\) and a majorizing function can be constructed by a first-order Taylor expansion:

\[
\ln |\mathbf{P}| = \sum_{k=1}^{M+N} \ln |\mathbf{p}_k| \leq \sum_{k=1}^{M+N} \frac{\mathbf{p}_k}{\hat{\mathbf{p}}_k} + \text{const.} \tag{38}
\]

Using (25) and (38) yields the following majorizing function for \(f_3(p)\):

\[
f_3(p) \leq g_3(p; \hat{\mathbf{p}}) = (\gamma(t+1))^H \mathbf{P}^{-1} \gamma(t+1) + \sum_{k=1}^{M+N} w_k \mathbf{p}_k, \tag{39}
\]

where \(w_k = 1/\hat{\mathbf{p}}_k^t\). Minimizing \(g_3(p; \hat{\mathbf{p}})\) yields the \((t+1)\)th updating formula of SLIM:

\[
\hat{\mathbf{p}}_{k}^{(t+1)} = (\hat{\mathbf{p}}_k^t)^2 \left( \mathbf{a}_k^H \mathbf{R}_k^{(t+1)} \right)^{-1} y. \tag{40}
\]

Similar to LIKES, SLIM monotonically decreases the objective function in (37) and converges locally.

\section{IAA}

There is no known objective function-based derivation of IAA that is similar to (24), (32) or (37) above. According to the approximate interpretation of this algorithm in [27, 28], the weight of IAA is given by:

\[
w_k = \hat{\mathbf{p}}_k^t \left( \mathbf{a}_k^H \mathbf{R}_k^{(t+1)} \right)^{-1} \mathbf{a}_k. \tag{41}
\]

Inserting (41) in (30) yields the IAA updating formula:

\[
\hat{\mathbf{p}}_{k}^{(t+1)} = (\hat{\mathbf{p}}_k^t)^{1/2} \left( \mathbf{a}_k^H \mathbf{R}_k^{(t+1)} \right)^{-1} y / \left( \mathbf{a}_k^H \mathbf{R}_k^{(t+1)} \mathbf{a}_k \right)^{1/2}. \tag{42}
\]

All four algorithms above can be unified under a weighted SPICE framework (as mentioned above, IAA can be cast in this framework only approximately):

\[
\min_p y^H \mathbf{R}^{-1} y + \sum_{k=1}^{M+N} w_k \mathbf{p}_k. \tag{43}
\]

The different choices of the weights \(\{w_k\}\) in (24), (35), (39) and (41) lead to four different hyperparameter-free algorithms. SPICE has constant weights, while LIKES, SLIM and IAA use adaptive weights and can be interpreted as adaptively reweighted SPICE methods.

\section{One-Bit SLIM}

In this section, we present a regularized minimization approach, referred to as 1bSLIM, for the one-bit case. After one-bit quantization, the linear model (3) or (17) becomes the nonlinear model (18). The problem is to estimate \(\gamma\) from the one-bit quantized signal \(z\), making use of the fact that the time-varying threshold \(h\) is known.

Assume that \(e\) is i.i.d. circularly symmetric complex-valued white Gaussian noise with zero-mean and unknown variance \(\sigma^2\), i.e., \(\text{Re}[e(n)] \sim \mathcal{N}(0, \sigma^2)\) and \(\text{Im}[e(n)] \sim \mathcal{N}(0, \sigma^2)\). Then, the negative log-likelihood function of the signed measurement vector is given by [22, 38]:

\[
L(\gamma, \sigma) = -\sum_{n=1}^{N} \ln \left( \Phi \left( z_{R}(n) \frac{\text{Re}[b_{R}^n \gamma] - h_{R}(n)}{\sigma/\sqrt{2}} \right) \right) - \sum_{n=1}^{N} \ln \left( \Phi \left( z_{I}(n) \frac{\text{Im}[b_{I}^n \gamma] - h_{I}(n)}{\sigma/\sqrt{2}} \right) \right), \tag{44}
\]

where \(\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{t^2}{2}} dt\) is the cumulative density function of the standard Gaussian distribution, and \(b_n\) is the \(n\)th column of \(\mathbf{B}^T\). For convenience, we reparameterize the
negative log-likelihood function by defining $\eta = \sqrt{\tau}$ and $\beta = \eta \gamma$. Then, (44) can be reformulated as:

$$L(\beta, \eta) = -\sum_{n=1}^{N} \ln \left( \Phi \left( z_R(n) \left( \Re \left[ b_n^T \beta \right] - \eta h_R(n) \right) \right) \right)$$

$$-\sum_{n=1}^{N} \ln \left( \Phi \left( z_I(n) \left( \Im \left[ b_n^T \beta \right] - \eta h_I(n) \right) \right) \right).$$

(45)

Consider minimizing the following regularized negative log-likelihood function for sparse parameter estimation:

$$G(\beta, \eta) = L(\beta, \eta) + \sum_{k=1}^{M} \ln (|\beta_k|^2 + \varepsilon),$$

(46)

where $\varepsilon > 0$ is a small positive number that makes sure that the function has a finite lower bound. The first term of $G(\beta, \eta)$ (i.e., $L(\beta, \eta)$) is the fitting term and the second term (i.e., $\sum_{k=1}^{M} \ln (|\beta_k|^2 + \varepsilon)$) is a sparsity enforcing term. Similar to the original SLIM algorithm, 1bSLIM can be interpreted as a MAP approach. Consider the following Bayesian model:

$$p(z|\beta, \eta) = \prod_{n}^{N} \Phi \left( z_R(n) \left( \Re \left[ b_n^T \beta \right] - \eta h_R(n) \right) \right) \Phi \left( z_I(n) \left( \Im \left[ b_n^T \beta \right] - \eta h_I(n) \right) \right),$$

$$p(\beta) \propto \prod_{k=1}^{M} \frac{1}{|\beta_k|^2 + \varepsilon},$$

(47)

where $p(\beta) \propto \prod_{k=1}^{M} \frac{1}{|\beta_k|^2 + \varepsilon}$ is a sparsity promoting prior, and $p(\eta) \propto 1$ is a noninformative prior [39]. We can estimate $\beta$ and $\eta$ via the MAP approach:

$$({\beta}, \eta) = \arg \max_{\beta, \eta} p(z|\beta, \eta)p(\beta)p(\eta).$$

(48)

Note that after taking the negative logarithm of the above expression, (48) becomes equivalent to (46).

To efficiently minimize the complicated and non-convex objective function in (46), we utilize the MM approach once again. Specifically, we first derive a majorizing function for $L(\beta, \eta)$. After that, a closed-form updating formula for each MM iteration is obtained.

A. Majorizing Function for $L(\beta, \eta)$

Let $f(x) = -\ln(\Phi(x))$. The following inequality holds for any $u, x \in \mathbb{R}$ [22]:

$$f(x) \leq f(u) + f'(u) (x - u) + \frac{1}{2} (x - u)^2.$$  (49)

Let

$$x_R(n) = z_R(n) \left( \Re \left[ b_n^T \beta \right] - \eta h_R(n) \right),$$

$$x_I(n) = z_I(n) \left( \Im \left[ b_n^T \beta \right] - \eta h_I(n) \right),$$

$$f'(x) = \frac{\phi(x)}{\Phi(x)},$$

where $\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}$ is the standard normal probability density function. Then, the negative log-likelihood function $L(\beta, \eta)$ in (45) can be written as:

$$L(\beta, \eta) = \sum_{n=1}^{N} f(x_R(n)) + \sum_{n=1}^{N} f(x_I(n)).$$  (50)

Assuming that $\hat{\beta}^t$ and $\hat{\eta}^t$ are available from the $t$th iteration, we can obtain a majorizing function for $L(\beta, \eta)$ by making use of (49):

$$L(\beta, \eta) \leq \sum_{n=1}^{N} \frac{1}{2} x_R^2(n) + \frac{1}{2} x_I^2(n) - u_R^t(n)x_R(n) - u_I^t(n)x_I(n) + \text{const},$$

(51)

where $u_R^t(n)$ is given by:

$$u_R^t(n) = x_R^t(n) - f'(x_R^t(n)).$$  (52)

A simple calculation shows that (51) can be re-written as follows:

$$L(\beta, \eta) \leq \frac{1}{2} \|B\beta - (\eta h + g^t)\|^2 + \text{const},$$

(53)

where $g^t = [g^t(1), \ldots, g^t(N)]^T$, with

$$g^t(n) = z_R(n)u_R^t(n) + jz_I(n)u_I^t(n).$$  (54)

B. Updating Formula

Making use of (53) and (38) and ignoring the terms independent of $\beta$ and $\eta$ yield the following majorizing function for the objective function $G(\beta, \eta)$ at the $(t+1)$th iteration:

$$Q(\beta, \eta|\hat{\beta}^t, \hat{\eta}^t) = \frac{1}{2} \|B\beta - (\eta h + g^t)\|^2 + \beta^H \left( \hat{P}^t \right)^{-1} \beta,$$

(55)

where $\hat{P}^t = \text{diag}\{ \hat{p}_k^t \}$ with $\hat{p}_k^t = [\hat{p}_1^t, \hat{p}_2^t, \ldots, \hat{p}_M^t]$ and

$$\hat{p}_k^t = |\hat{\beta}_k^t|^2 + \varepsilon.$$  (56)

Note that minimizing $Q(\beta, \eta|\hat{\beta}^t, \hat{\eta}^t)$ with respect to $\beta$ and $\eta$ is an unconstrained quadratic optimization problem, and we can set the complex derivatives $\left( \frac{d}{d\beta} Q(\beta, \eta|\hat{\beta}^t, \hat{\eta}^t) \right)$ and $\left( \frac{d}{d\eta} Q(\beta, \eta|\hat{\beta}^t, \hat{\eta}^t) \right)$ to zeros to obtain $\hat{\beta}^{(t+1)}$ and $\hat{\eta}^{(t+1)}$ (ignoring, for a moment, the fact that $\eta \geq 0$). This approach leads to the following linear equations:

$$\left( B^H B + 2 \left( \hat{P}^t \right)^{-1} \right) \beta - \eta B^H h = B^H \hat{g}^t,$$

(57)

$$-\Re \left[ h^H B \beta \right] + \eta h^H h = -\Re \left[ h^H \hat{g}^t \right].$$  (58)

Since the matrix $B^H B + 2 \left( \hat{P}^t \right)^{-1}$ is positive definite, we can obtain $\beta$ from Equation (57) as follows:

$$\beta = \left( B^H B + 2 \left( \hat{P}^t \right)^{-1} \right)^{-1} B^H (\eta h + g^t),$$

(59)

where

$$\hat{R}^t = B \hat{P}^t B^H + 2 I.$$  (60)
Substituting $\beta$ from (59) into (58), we obtain the solution for $\tilde{y}^{(t+1)}$:

$$\tilde{y}^{(t+1)} = \max \left(0, -\text{Re} \left[ \frac{h^H (\tilde{R}^{-1}) g^t}{\tilde{R}^H (\tilde{R}^{-1}) h} \right] \right).$$

(61)

Finally, substituting $\tilde{y}^{(t+1)}$ into (59) we get:

$$\beta^{(t+1)} = P^* B^H (\tilde{R}^{-1}) \left( \tilde{y}^{(t+1)} h + g^t \right).$$

(62)

By making use of the MM technique, the majorizing function (55), which we derived above, is much easier to minimize than the original objective function (46). The objective function $G(\beta, \eta)$ is guaranteed to decrease monotonically due to the MM methodology used to derive the algorithm, and hence 1bSLIM converges to a local minimum of the cost function in (46).

V. ONE-BIT WEIGHTED SPICE FRAMEWORK

In this section, we first discuss the relationship between the proposed 1bSLIM for one-bit data and the original SLIM algorithm for high-precision data. Using the MM approach, each iteration of the 1bSLIM can be interpreted as a step of the original SLIM applied to a modified high-precision data, and has an updating formula similar to that of the original SLIM. Inspired by this connection and the MM derivations of the original SLIM applied to a modified high-precision data, we also extend SPICE, LIKES and IAA to the one-bit data case.

A. The Connection Between 1bSLIM and SLIM

Consider the following cost function:

$$G(\beta, \eta) = L(\beta, \eta) + \sum_{k=1}^{M} |\beta_k|^2 / p_k + \sum_{k=1}^{M} \ln (p_k + \varepsilon).$$

(63)

Note that minimizing $G(\beta, \eta)$ with respect to $p$ (for $\varepsilon = 0$) gives $p_k = |\beta_k|^2$ and hence (63) reduces to (46). This fact shows that (63) is an augmented form of (46) and hence the minimization of (63) can be conveniently done by means of minimizing (46) with respect to $\beta$ and $\eta$.

In this section, we use (63) to discuss the connection between 1bSLIM and SLIM. Making use of the inequality (38) and (53) and ignoring the terms independent of $\beta$, $p$ and $\eta$ yield the following majorizing function for the objective function $G(\beta, \eta)$:

$$\tilde{Q}(\beta, \eta, \eta) = \frac{1}{2} \| B\beta - (\eta h + g^t) \|^2 + \beta^H P^{-1} \beta + \sum_{k=1}^{M} w_k p_k,$$

(64)

where

$$P = \text{diag}(p)$$

and $w_k = 1 / (\tilde{p}_k^t + \varepsilon)$.

Let

$$\tilde{y}^{(t+1)} = \tilde{y}^{(t+1)} h + g^t.$$

(65)

Then, $\tilde{Q}(\beta, p, \tilde{y}^{(t+1)})$ becomes

$$\tilde{Q}(\beta, p, \tilde{y}^{(t+1)}) = \frac{1}{2} \| \tilde{y}^{(t+1)} - B\beta \|^2 + \sum_{k=1}^{M} |\beta_k|^2 / p_k + \sum_{k=1}^{M} w_k p_k.$$

(67)

The minimization of $\tilde{Q}(\beta, p, \tilde{y}^{(t+1)})$ with respect to $\beta$ yields:

$$\min_{\beta} \tilde{Q}(\beta, p, \tilde{y}^{(t+1)}) = (\tilde{y}^{(t+1)})^H R^{-1} \tilde{y}^{(t+1)} + \sum_{k=1}^{M} w_k p_k,$$

(68)

where $R = BPB^H + 2I$, and the minimum is achieved at:

$$\beta = PB^H R^{-1} \tilde{y}^{(t+1)}.$$

(69)

Hence, $\tilde{Q}(\beta, p, \tilde{y}^{(t+1)})$ is an augmented function for the weighted SPICE criterion in (68). By interpreting $\tilde{y}^{(t+1)}$ as a modified high-precision data, the weighted SPICE criterion in (68) coincides with that of the original SLIM.

In sum, by using the MM technique the sparse parameter estimation problem for the nonlinear model in (18) can be approximately solved by making use of a linear model with a high-precision data $\tilde{y}^{(t+1)}$ given by:

$$\tilde{y}^{(t+1)} = B\beta + \bar{e},$$

(70)

where the mean and covariance matrix of the noise vector $\bar{e}$ are 0 and $2I$, respectively. Then, the amplitude $\beta$ and power $p$ of 1bSLIM can be equivalently obtained by applying SLIM to $\tilde{y}^{(t+1)}$ in (70).

B. Extending SPICE, LIKES and IAA to the One-Bit Case

Section III showed that four different choices of the weight of the weighted SPICE algorithm correspond to four different sparsity enforcing terms and they lead to four different hyperparameter-free sparse parameter estimation algorithms. We now use the sparsity enforcing terms of SPICE, LIKES and IAA to obtain extensions of these algorithms to the one-bit data case.

1) 1bSPICE: Replacing the sparsity enforcing term in (63) by $\text{tr}\{R\}$, we get the following optimization criterion:

$$G_1(\beta, p, \eta) = L(\beta, \eta) + \sum_{k=1}^{M} |\beta_k|^2 / p_k + \text{tr}\{R\}.$$

(71)

Making use of (53) yields the following majorizing function for (71):

$$\tilde{Q}_1(\beta, p, \eta) = \frac{1}{2} \| B\beta - (\eta h + g^t) \|^2 + \beta^H P^{-1} \beta + \sum_{k=1}^{M} w_k p_k,$$

(72)

where $w_k = |b_k|^2$. The minimization of (72) can be achieved by a blockwise cyclic algorithm, which alternatingly minimizes (72) with respect to $\{\beta, \eta\}$ for fixed $p$ and with respect to $p$ for fixed $\{\beta, \eta\}$. That is, $\{\beta, \eta\}$ and $p$ are updated iteratively by solving the following subproblems:

$$\tilde{\beta}^{(t+1)} , \tilde{\eta}^{(t+1)} = \arg \min_{\beta, \eta} \tilde{Q}_1(\beta, p^t, \eta),$$

(73)

$$p^{(t+1)} = \arg \min_{p} \tilde{Q}_1(\tilde{\beta}^{(t+1)}, p, \tilde{\eta}^{(t+1)}).$$

(74)

Note that the optimization problem in (73) is similar to the one in (55). Hence the updating formulas for $\tilde{\eta}^{(t+1)}$ and $\tilde{\beta}^{(t+1)}$ are similar to those in (61) and (62), respectively. The solution to
the optimization problem in (74) is:

$$\overline{p}_{k}^{(t+1)} = \left| \beta_{k}^{(t+1)} \right| / \sqrt{w_{k}}.$$  

(75)

Extensive numerical examples showed that decreasing (72) by iterating (73) and (74) only once can typically provide a similar performance to that corresponding to multiple iterations of these two equations, but at a reduced overall computational cost. The monotonicity property of the blockwise cyclic algorithm is guaranteed since

$$\overline{Q}_{1} \left( \beta', p', \eta' \right) \geq \overline{Q}_{1} \left( \beta^{(t+1)}, p^{(t+1)}, \eta^{(t+1)} \right) \geq \overline{Q}_{1} \left( \beta^{(t+1)}, p^{(t+1)}, \eta^{(t+1)} \right).$$

The first inequality comes from the minimization of

$$\overline{Q}_{1}(\beta, p, \eta)$$

with respect to \( \{ \beta, \eta \} \), and the second inequality can be guaranteed via decreasing \( \overline{Q}_{1}(\beta^{(t+1)}, p^{(t+1)}, \eta^{(t+1)}) \) with respect to \( p \).

We refer to the above algorithm as 1bSPICE due to its relationship to the SPICE algorithm. 1bSPICE decreases (71) at each iteration and converges to a local minimum.

2) 1bLIKES: Replacing the sparsity enforcing term in (63) by \( \ln |R| \), we obtain the following criterion:

$$G_{2}(\beta, p, \eta) = L(\beta, \eta) + \sum_{k=1}^{M} |\beta_{k}|^{2} / p_{k} + \ln |R|.$$  

(76)

By making use of (33) and (53), we can obtain a majorizing function for \( G_{2}(\beta, p, \eta) \) having the same form as the one in (72) (except that the weight \( w_{k} \) in (72) takes the form in (35)). The updating formulas for \( \eta, \beta, \) and \( p \) have similar forms as those in (61), (62) and (75). We refer to the resulting algorithm as 1bLIKES, because 1bLIKES is related to LIKES algorithm through (67) and (68). 1bLIKES generates a sequence of estimates that monotonically decreases (76) and converges to a local minimum of this function. By Lemma 1 in [23]:

$$b_{k}(\hat{R})^{-1}b_{k} \leq 1 / \overline{p}_{k},$$

(77)

which implies that the weight of 1bLIKES is smaller than that of 1bSLIM (for \( \varepsilon = 0 \)). Consequently 1bLIKES will give less sparse results than 1bSLIM.

3) 1bIAA: Finally, replacing the weight in (72) by the IAA’s weight in (41) yields an augmented function for the IAA criterion, and we refer to the resulting algorithm as 1bIAA. From (77), we note that the IAA’s weights are smaller than those of LIKES and SLIM. Hence it is conceivable that the results obtained by 1bIAA are less sparse than those obtained with both 1bSLIM and 1bLIKES. The updating formulas of 1bIAA are the same as those of 1bSPICE with the exception of replacing \( w_{k} \) with the IAA’s weights in (41). Although we were unable to find an optimization metric for 1bIAA, we have never encountered an example where 1bIAA did not converge (the study of the convergence properties of both IAA and 1bIAA is an interesting topic for future research).

Remark 1: The majorizing functions of 1bSPICE, 1bLIKES, 1bSLIM and 1bIAA at the \((t+1)\)th iteration have the same form as in (68) but with different weights. Hence these four algorithms can be unified under the one-bit weighted SPICE umbrella. The one-bit weighted SPICE is related to the conventional weighted SPICE in that the former is equivalent to applying the latter at the \((t+1)\)th iteration to the modified high-precision data in (70). The proposed one-bit weighted SPICE framework is summarized in Table I.

C. Implementations

1) Initialization and termination: The proposed four algorithms are initialized with some small complex-valued amplitude estimates, e.g., equal to \((1+j) \times 10^{-3}\). “Practical convergence” is achieved when the relative change of \( p \) between two consecutive iterations is less than \( 10^{-3} \) or a maximum iteration number equal to 150 is reached. \( \varepsilon \) in (46) is typically chosen as a small positive number (e.g., \( \varepsilon = 10^{-4} \)).

2) Fast implementations of 1bSLIM and 1bSPICE: In the iterations of 1bSLIM and 1bSPICE, we need to compute the covariance matrix \( \hat{R} \) and its inverse from the power estimate \( \hat{P} \) obtained from the previous iteration, an operation that has a high computational burden. We can reduce the computational burden via first calculating \( v_{1} = (\hat{R})^{-1}h \) and \( v_{2} = (\hat{R})^{-1}g \) using the CGLS approach [26, 40]. Then,

$$\hat{\eta}(t+1) = -\max\{0, \Re \left( h H v_{2} / (h H v_{1}) \right) \} \text{ and } \hat{\beta}_{k}(t+1) = p_{k}^{-1}b^{H}_{k} (\hat{\eta}(t+1))v_{1} + v_{2}.$$  

At each iteration of CGLS, the main computational step is a matrix-vector product \( Bx \) (here \( x \) is an arbitrary vector with length \( M \)). For the FMCW range-Doppler imaging problem, the matrix-vector product \( Bx \) can be efficiently calculated by applying 2-D inverse FFT to \( x \).  

3) Fast implementations of 1bLIKES and 1bIAA: The computation of the covariance matrix \( \hat{R} \) and its inverse cannot be avoided in 1bLIKES and 1bIAA. For the PMCW radar, the 2-D covariance matrix \( \hat{R} \) can be written as:

$$\hat{R} = (\Phi \otimes \Phi) P (\Phi \otimes \Phi)^{H}$$

$$= \sum_{k_{r}=1}^{K_{r}} \sum_{k_{d}=1}^{K_{d}} p_{k_{r}, k_{d}} \left[ \phi_{K_{d}}(k_{d}) \phi_{K_{r}}^{H}(k_{r}) \right] \otimes [s_{k_{r}} s_{k_{d}}^{H}],$$

(78)

where \( p_{k_{r}, k_{d}} \) is the power at the range-Doppler grid point \((k_{r}, k_{d})\). It follows from (78) that \( \hat{R} \) has a block Toeplitz structure, with \( K_{d} \times K_{r} \) blocks each with \( K_{r} \times K_{r} \) elements:

$$\hat{R} = \begin{bmatrix}
R_{1} & R_{2} & \cdots & R_{K_{d}} \\
R_{2} & R_{1} & \cdots & R_{K_{d}+1} \\
\vdots & \vdots & \ddots & \vdots \\
R_{K_{d}} & R_{K_{d}+1} & \cdots & R_{1}
\end{bmatrix}.$$  

(79)

The Gohberg-Semencul factorization can be used to efficiently compute \( \hat{R}^{-1} \) via FFTs [41, 42]. For the range-Doppler imaging via LFMCW radar, the 2-D covariance matrix \( \hat{R} \) has a Toeplitz-block-Toeplitz structure. The fast implementations of 1bLIKES and 1bIAA for the LFMCW radar can follow the steps provided in [29].
Computation/operation

| Step                  | Eq. no |
|-----------------------|--------|
| 1. Initialization     | $\beta_k^0 = (1 + j) \times 10^{-3}$, $\hat{\alpha}_k = |\beta_k^0|^2$ |
| 2. Computation of $g'$ | $g'(n) = z_R(n)u^H_k(n) + jz_I(n)u^H_k(n)$ (54) |
| 3. Computation of $\hat{R}'$ | $\hat{R}' = B\hat{P}B^H + 2I$ (60) |
| 4. Update of weights  | 1bSPICE $w_k = \|b_k\|^2$ (24) |
|                       | 1bLIKES $w_k = b_k^H(\hat{R}')^{-1}b_k$ (35) |
|                       | 1bIAA $w_k = \hat{p}_k^t (b_k^H(\hat{R}')^{-1}b_k)^2$ (41) |
| 5. Computation of $\hat{\alpha}'_{(t+1)}$ | $\hat{\alpha}'_{(t+1)} = \max \left(0, -\text{Re} \left( h^H(\hat{R}')^{-1}g' / h^H(\hat{R}')^{-1}h \right) \right)$ (61) |
| 6. Computation of $\hat{\beta}'_{(t+1)}$ | $\hat{\beta}'_{(t+1)} = \hat{P}^t B^H(\hat{R}')^{-1} (\hat{\alpha}'_{(t+1)} h + g')$ (62) |
| 7. Update of power    | 1bSLIM $\hat{p}_k^{(t+1)} = |\hat{\beta}'_{(t+1)}|^2 + \varepsilon$, $k = 1, \ldots, M$ (56) |
|                       | Others $\hat{p}_k^{(t+1)} = |\hat{\beta}'_{(t+1)}| / \sqrt{w_k}$, $k = 1, \ldots, M$ (75) |

Iterate Steps 2–7 until practical convergence or $t$ reaches the maximum number.

### VI. SIMULATED AND EXPERIMENTAL EXAMPLES

We now evaluate the performance of the proposed one-bit weighted SPICE algorithms via both simulated and experimental examples. We first focus on range estimation using an LFMCW radar and then shift our attention to range-Doppler imaging via a PMCW radar. Finally, we present an experimental example of using one-bit weighted SPICE for range-Doppler imaging using measured LFMCW radar data. All examples were run on a PC with Intel(R) i5-8250U @1.60 GHz CPU and 8.0 GB RAM.

#### A. Simulated Examples

1) **Range estimation via LFMCW radar:** As introduced in Section II-A, the range estimation problem using an LFMCW radar corresponds to a 1-D sinusoidal parameter estimation problem. The length $N = 1024$ signal we consider consists of five sinusoids with amplitudes $\{\alpha_k\}_{k=1}^5 = \{1, 0.8, 0.8, 0.6, 0.4\}$, frequencies $\{0.150 \times 2\pi, 0.216 \times 2\pi, (0.216 + 1/N) \times 2\pi, 0.375 \times 2\pi, 0.450 \times 2\pi\}$, and phases selected independently and randomly from a uniform distribution on $[0, 2\pi]$. The number of grid points we use in the frequency domain is $M = 5N$. Note that the true frequencies of the second and third sinusoids are not exactly on the frequency grid, and their frequency separation is equal to the frequency resolution limit of the conventional periodogram. The time-varying threshold has the real and imaginary parts selected randomly and equally likely from a predefined eight-element set $\{-h_{\text{max}}, -h_{\text{max}} + \Delta, \ldots, h_{\text{max}} - \Delta, h_{\text{max}} \}$ with $h_{\text{max}} = \sqrt{\sum_{k=1}^5 \alpha_k^2 + \sigma^2}$ and $\Delta = 2h_{\text{max}}$. Note that in practice, a rough estimate of the received signal power (i.e., $\sum_{k=1}^5 \alpha_k^2 + \sigma^2$) can be obtained from an analog AGC circuit [18]. The threshold is used to obtain the signed measurements. The SNR, which is defined as $10 \log_{10} \frac{\sum_{k=1}^5 \alpha_k^2}{\sigma^2}$, is set to 20 dB.

In Fig. 2(a), we display the amplitude of the spectral estimate obtained via the one-bit periodogram [43], referred to as 1bPER. 1bPER suffers from significant leakage (i.e., high sidelobes) and poor resolution problems (it cannot resolve the second and third sinusoids). Fig. 2(b) shows the result obtained using the ADMM log-norm algorithm [15], referred to as ADMM. The ADMM amplitude estimates are usually overestimated and this algorithm also has a resolution problem similar to that of 1bPER. The one-bit weighted SPICE results in Figs. 2(c)–2(f) show improved resolutions and reduced sidelobes. We observe that 1bSPICE has a slight amplitude underestimation problem, while 1bLIKES, 1bSLIM and 1bIAA provide accurate amplitude estimates. Similar to the behavior of the original weighted SPICE algorithms, the results of 1bLIKES and 1bSLIM are more sparse than that of 1bIAA.

To further illustrate the performance of the algorithms, we show the average NMSEs of the amplitude estimates as well as the average sidelobe powers, obtained from 500 Monte Carlo runs, as functions of SNR in Fig. 3(a) and Fig. 3(b). The average NMSE and sidelobe power $P_s$ are calculated as:

$$
\text{NMSE} = \frac{1}{2500} \sum_{k=1}^5 \sum_{i=1}^{500} \left| \hat{\alpha}_k^{(i)} - \alpha_k \right|^2 / \alpha_k^2,
$$

$$
P_s = \frac{1}{500} \sum_{i=1}^{500} \left( \| \hat{\gamma}^{(i)} \|^2 - \sum_{k=1}^5 \left( \hat{\alpha}_k^{(i)} \right)^2 \right),
$$

where $\hat{\alpha}_k^{(i)}$ denotes the estimate of $\alpha_k$ in the $i$th Monte Carlo run; $\hat{\gamma}^{(i)}$ represents the estimated sparse parameter vector in the $i$th Monte Carlo run and each Monte Carlo run corresponds

#### TABLE I

**THE ONE-BIT WEIGHTED SPICE ALGORITHMS**

| Step                  | Computation/operation                          | Eq. no |
|-----------------------|------------------------------------------------|--------|
| 1. Initialization     | $\beta_k^0 = (1 + j) \times 10^{-3}$, $\hat{\alpha}_k = |\beta_k^0|^2$ |        |
| 2. Computation of $g'$ | $g'(n) = z_R(n)u^H_k(n) + jz_I(n)u^H_k(n)$ (54) |        |
| 3. Computation of $\hat{R}'$ | $\hat{R}' = B\hat{P}B^H + 2I$ (60) |        |
| 4. Update of weights  | 1bSPICE $w_k = \|b_k\|^2$ (24) |        |
|                       | 1bLIKES $w_k = b_k^H(\hat{R}')^{-1}b_k$ (35) |        |
|                       | 1bIAA $w_k = \hat{p}_k^t (b_k^H(\hat{R}')^{-1}b_k)^2$ (41) |        |
| 5. Computation of $\hat{\alpha}'_{(t+1)}$ | $\hat{\alpha}'_{(t+1)} = \max \left(0, -\text{Re} \left( h^H(\hat{R}')^{-1}g' / h^H(\hat{R}')^{-1}h \right) \right)$ (61) |        |
| 6. Computation of $\hat{\beta}'_{(t+1)}$ | $\hat{\beta}'_{(t+1)} = \hat{P}^t B^H(\hat{R}')^{-1} (\hat{\alpha}'_{(t+1)} h + g')$ (62) |        |
| 7. Update of power    | 1bSLIM $\hat{p}_k^{(t+1)} = |\hat{\beta}'_{(t+1)}|^2 + \varepsilon$, $k = 1, \ldots, M$ (56) |        |
|                       | Others $\hat{p}_k^{(t+1)} = |\hat{\beta}'_{(t+1)}| / \sqrt{w_k}$, $k = 1, \ldots, M$ (75) |        |
to an independent noise and threshold realization. Inspecting the results, we see that 1bPER gives poor amplitude estimates and high sidelobe levels. Furthermore, as the SNR increases, there is little improvement in its amplitude estimation accuracy and sidelobe levels. The ADMM approach provides slightly better results than 1bPER. Since ADMM provides a very sparse spectrum, we do not plot its sidelobe power. 1bSPICE provides competitive sidelobe levels, but its amplitude estimates are biased downward. 1bLIKES and 1bSLIM have similar amplitude estimation performances, and 1bSLIM has lower sidelobe levels at low SNRs. In this example, 1bIAA performs slightly worse than 1bSLIM and 1bLIKES in terms of both amplitude estimation accuracy and sidelobe levels.

The average computation times needed by the aforementioned algorithms are plotted on a logarithmic scale in Fig. 4 versus the sample number $N$ and for a number of grid points $M$ equal to $5N$. The fast implementations of 1bSPICE and 1bSLIM use the CGLS approach with FFT. The fast implementations of 1bLIKES and 1bIAA make use of the Gohberg–Semencul factorization as in [29]. Note that all four proposed algorithms are more than an order of magnitude faster than the 1bPER and ADMM algorithms. Among the proposed algorithms, 1bSLIM is faster than the other three algorithms, which is due to the lower computational complexity of each iteration of 1bSLIM as well as its faster convergence speed. 1bSLIM can converge within 30 iterations, whereas the other algorithms tend to require more iterations. 1bSPICE and 1bLIKES have similar computation times, while 1bIAA tends to be slower than the other algorithms as the sample number $N$ increases.

2) Range-Doppler imaging for PMCW radar: For the PMCW radar, we use a maximum length sequence (m-sequence) with length $N_1 = 31$ and $N_2 = 64$ periods within a
Fig. 5. The range-Doppler images of the one-bit PMCW radar for $N_1 = 31$, $N_2 = 64$, $K_r = 4N_1$, $K_d = 5N_2$, and SNR=15 dB. (a) 1bPER, (b) ADMM, (c) 1bSPICE, (d) 1bLIKES, (e) 1bSLIM, (f) 1bIAA. “○” indicates the locations of the true targets (color-coded according to power, in dB). The dash-dot rectangles indicate the off-grid targets.

CPI as the probing waveform. The number of grid points in the range and Doppler domains are set to $K_r = 4N_1$, $K_d = 5N_2$, respectively. The scene of interest consists of 30 targets, with their range-Doppler locations and powers indicated by the color-coded ‘○’ in Fig. 5. Note that there are four off-grid targets marked with dash-dot rectangles. The amplitudes of the targets $\{\alpha_k\}_{k=1}^{30}$ are selected randomly between 0.1 and 1. In practical applications, the time-varying threshold can be generated by a low-rate and low-precision DAC. To reduce the sampling rate of the DAC for cost reasons, we use a PRI-varying threshold, that is the threshold is constant within each PRI and only changes from one PRI to another. The real and imaginary parts of the PRI-varying threshold are selected randomly and equally likely from a predefined eight-element set $\{-h_{\text{max}}, -h_{\text{max}} + \Delta, \ldots, h_{\text{max}} - \Delta, h_{\text{max}}\}$ with $h_{\text{max}} = \sqrt{\sum_{k=1}^{30} |\alpha_k|^2 + \sigma^2}$ and $\Delta = 2h_{\text{max}}/7$. The SNR, which is defined as $10 \log_{10} \sum_{k=1}^{30} |\alpha_k|^2 / \sigma^2$, is set to 15 dB.

The range-Doppler imaging result obtained by using 1bPER with the one-bit data is shown in Fig. 5(a). As expected, 1bPER suffers from high sidelobe problems. As a result, the weak targets are buried in the sidelobes of strong targets. In Fig. 5(b), we show the result of the ADMM approach [15]. ADMM misses quite a few weak targets. The range-Doppler image of 1bSPICE is shown in Fig. 5(c). 1bSPICE misses one weak target, but provides much lower sidelobe levels than 1bPER and more accurate target estimates than ADMM. In the 1bLIKES image, shown in Fig. 5(d), the location and power of each target are accurately estimated. In Fig. 5(e), we show the range-Doppler image of 1bSLIM. 1bSLIM misses two weak targets basically because the 1bSLIM image is too

Fig. 6. Range-Doppler images of LFMCW radar, obtained applying (a) 2-D FFT and (b) the conventional IAA, to the original high-precision measured data.
sparse. Finally, 1bIAA, as shown in Fig. 5(f), provides accurate range-Doppler imaging results and identifies all targets in the scene. Furthermore, 1bLIKES has noticeably more relatively strong spurious peaks (clearly visible when viewed in color) than 1bIAA, making 1bIAA the best method for this example.

B. Experimental Example

In this section, we present an experimental example to demonstrate the performance of the proposed one-bit weighted SPICE algorithms for range-Doppler imaging via a one-bit LFM CW radar. The experimental data is collected using a 24 GHz radar sensor with bandwidth 25 MHz and PRI 80 \( \mu s \). The received signal is sampled by 16-bit ADCs and the samples contain additive noise with unknown variance. The dimensions of the 2-D data matrix are \( N_1 = 64 \) (for range) and \( N_2 = 512 \) (for Doppler). The number of grid points in the range and Doppler domains are set to \( K_r = 4N_1 \), \( K_d = 4N_2 \), respectively. Similar to the PMCW case in the previous example, we use a PRI-varying threshold scheme that keeps the threshold constant within each chirp and only changes the threshold from chirp to chirp. Assume \( A \) is the signal power in the high-precision data. Again, in practical systems, a rough estimate of the received signal power can be obtained.
from an AGC circuit. The one-bit data is obtained comparing the high-precision data with a PRI-varying threshold whose real and imaginary parts are randomly selected from an eight-element set \{-h_{\text{max}}, -h_{\text{max}} + \Delta, \ldots, h_{\text{max}} - \Delta, h_{\text{max}}\} with \(h_{\text{max}} = \sqrt{\lambda} \text{ and } \Delta = 2h_{\text{max}}\).

In Figs. 6(a) and 6(b), we show the benchmark range-Doppler images obtained by 2-D FFT and the conventional IAA applied to the high-precision data. Note that 9 strong targets and 2 weak targets are visible in both 2-D FFT and IAA images. In addition, a superposition of multiple point scatterers is identified by the radar as a single target. Compared with 2-D FFT, IAA drastically reduces the sidelobe levels and improves the resolution. For the present data size, the memory needed by the ADMM approach exceeds the maximum size limit of MATLAB, and hence ADMM is not considered in this comparison. Fig. 7(a) shows the range-Doppler image obtained by applying lbPER to the one-bit data. Note that lbPER smears the targets significantly and generates significant background clutter. Figs. 7(b)–7(e) show the range-Doppler imaging results obtained by the one-bit weighted SPICE algorithms applied to the one-bit data. All strong targets are accurately estimated and the two weak targets are detected reasonably well by the proposed algorithms. Interestingly, the result of lbIAA using one-bit data is quite similar to that of the conventional IAA using high-precision data. Furthermore, the proposed one-bit weighted SPICE algorithms applied to one-bit data outperform the 2-D FFT approach applied to the high-precision data in terms of sidelobe levels and resolution, thereby demonstrating the effectiveness of the algorithms proposed in this paper.

VII. CONCLUSIONS

We have considered range-Doppler imaging via one-bit automotive LFMCW/PMCW radar systems, which use one-bit sampling with time-varying thresholds at the receiver to obtain signed measurements. We have formulated the range-Doppler imaging problem as one-bit sparse-parameter estimation. We have first presented a user parameter-free regularized minimization approach, namely lbSLIM, to obtain accurate range-Doppler estimates. Inspired by the relationship between lbSLIM and the original SLIM for high-precision data, we have also extended the conventional SPICE, LIKES and IAA to the one-bit data case, referred to as 1bSPICE, 1bLIKES and 1bIAA. These four hyperparameter-free algorithms have been unified under the one-bit weighted SPICE umbrella. Computationally efficient implementations of the algorithms have been investigated as well. Finally, in the simulated and experimental examples, we have compared the performance of the one-bit weighted SPICE algorithms to that of the one-bit periodogram and the ADMM log-norm approach and we have shown that the proposed one-bit weighted SPICE methods are not only more accurate but also much faster.

APPENDIX A

MAJORIZATION-MINIMIZATION APPROACH

MM is a type of iterative technique, which can transform a difficult optimization problem into a sequence of simpler ones [31–35]. Consider the following optimization problem:

\[
\minimize_x f(x). 
\]  

For a given feasible initialization \(\hat{x}^0\), an MM algorithm for solving (80) is composed of two steps at the \(t\)th iteration: the majorization step and the minimization step. The majorization step is to find a function \(g(x|\hat{x}^t)\) that satisfies the following properties:

\[
g(\hat{x}^t|\hat{x}^t) = f(\hat{x}^t), \quad g(x|\hat{x}^t) \geq f(x),
\]

where \(\hat{x}^t\) is the estimate of \(x\) at the \(t\)th iteration. The minimization of \(g(x|\hat{x}^t)\), which is referred to as a majorizing function, should be easier than that of \(f(x)\). The minimization step is to update \(x\) via the minimization of \(g(x|\hat{x}^t)\):

\[
\hat{x}^{(t+1)} = \arg \min_x g(x|\hat{x}^t). 
\]

The objective function \(f(x)\) is guaranteed to decrease monotonically at each MM iteration because:

\[
f(\hat{x}^{(t+1)}) = g(\hat{x}^{(t+1)}|\hat{x}^t) \geq g(\hat{x}^{(t+1)}|\hat{x}^t) \geq f(\hat{x}^{(t+1)}).
\]

APPENDIX B

PROOF OF THE INEQUALITY (25)

Assume \(P \succ 0\). Then, we have the inequality

\[
D = \begin{bmatrix}
\hat{R}^{-1}AP^tP^{-1}P^tA^H(\hat{R})^{-1}I \\
I \\
AP^tP^{-1/2}P^{t/2}A^H(\hat{R})^{-1}P^{t/2}A^H
\end{bmatrix} \succeq 0.
\]

By the properties of the Schur complement of \(R\) in \(D\), \(D \succeq 0\) implies

\[
R^{-1} \preceq (\hat{R}^{-1})^{-1}AP^tP^{-1}P^tA^H(\hat{R})^{-1}.
\]
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