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ABSTRACT

In this study, we propose a multi-way array decomposition approach to solve the complexity of approximate joint diagonalization process for fault diagnosis of a motor-pump system. Sources used in this study came from drive end-motor, nondrive end-motor, drive end pump, and nondrive end pump. An approximate joint diagonalization is a common approach to resolving an underdetermined cases in blind source separation. However, it has quite heavy computation and requires more complexity. In this study, we use an acoustic emission to detect faults based on multi-way array decomposition approach. Based on the obtained results, the difference types of machinery fault such as misalignment and outer bearing fault can be detected by vibration spectrum and estimated acoustic spectrum. The performance of proposed method is evaluated using MSE and LSD. Based on the results of the separation, the estimated signal of the nondrive end pump is the closest to the baseline signal compared to other signals with LSD is 1.914 and MSE is 0.0707. The instantaneous frequency of the estimated source signal will also be compared with the vibration signal in frequency spectrum to test the effectiveness of the proposed method.
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1. INTRODUCTION

Predictive maintenance plays an important role in the industry. Recently, research related to engine fault detection based on acoustic emission is being developed to increase the level of security and safety for operators in the industry. Research related to fault detection has been developed since 1969 by assuming no noise from other machines that may affect the diagnostic result. Diagnostic of machinery condition can be done by observing the location of the instantaneous frequency of the acoustic signal results [1]. Based on the previous research by Lebaroud, the instantaneous frequency can be used to identify the rotor and stator faults [2]. The acoustic signal can be recognized by Fourier transform [1], wavelet transform [3], neural network [4] and etc.

In 1988, blind source separation methods have been widely used to solve signal separation problems by using independent component analysis approach. Blind source separation is a mixed signal problem-solving approach in which the only known information is the mixture. There is no information regarding the source signal and the mixing process [5]. This method was successfully used for solving signal separation problems in the determined case (the number of sensors equal to the number of sources) using independent component analysis (ICA) [6], the overdetermined case (the number of sensors more than the number of sensors) and the underdetermined case (the number of sensors less than the number of sources) using approximate joint diagonalization (AJD) approach [5], [7].
Signal separation in the underdetermined case is a challenging problem to be resolved due to the lack of information that can be used to estimate the source machine. Blind source separation with AJD method widely used to separate speech signal, music signal and an acoustic signal from a machine. The approach is used to obtain the mixing matrix. In 2015 Cui et al. tried to diagnose the failure of the bearings based on vibration signals using a method based approach null-space pursuit (NSP) to solve underdetermined problem. NSP is used to estimate the differential operator from vibration model of bearing fault. In that study, the approach used to estimate the mixing matrix is AJD [8]. In previous research, [9] we have succeeded in separating the mixed signal so it can be used to determine the condition of the engine by using AJD approach [9].

If the mixing process is stationary, then the mixing matrix can be obtained by AJD. The determining process of the mixing matrix using AJD is quite complex. A non-square matrix has to be converted into a square matrix that requires estimation of a demixing matrix, unitary matrix, and selection autoterm or crossterm criterion. The method involves quite heavy computation [8], [10]. In order to reduce this complexity, the AJD approach at each bin frequency can be approximated by a multi-way array decomposition approach. The approach used by Nion et al. in 2010 [10]. Based on his research, the multi-way array decomposition has a fast computation and good performance to solve the problems of speech signal separation in an underdetermined case with crosstalk reduction techniques. In 2015, the multi-way array decomposition method is also used by Müller et al. to detect faults in HVAC system using qualitative model approach. Based on the result obtained, multi-way array decomposition can reduce the complexity of model derivation [11]. The results showed the effectiveness of the proposed approach.

In this study, we propose a multi-way array decomposition method to simplify the separation process for fault diagnosis. We conduct an experiment using acoustic emissions from a motor-pump system in the real plant. The recording of acoustic signals from the machine will be done in 2 stages that are the recording of the baseline and mixed signals. The baseline signals will be used as reference the original signals from the sources. In order to test the accuracy and effectiveness of the proposed approach, sound signal separation results will be compared with data taken with the vibration sensor.

2. SYSTEM OVERVIEW

2.1. Blind Source Separation

Blind source separation is a common method used to separate mixed signals. In order to separate the mixed signals and estimate the signal source, signal mixing process modeled previously. The mixing process configuration with two sensors and two sources (determined case) can simply be expressed as:

\[
\begin{bmatrix}
C_1 \\
C_2
\end{bmatrix} =
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix}
\]  

where A is the mixing matrix, B is the signal source, and C is a mixed signal. By performing the inverse of a matrix A, B will be obtained which is the source of the signal in the frequency domain. Therefore, the mixing matrix A must be obtained previously. The separation process can be directed to the finite impulse response to simplify the process.

\[
V(t) = \sum_{d=0}^{D-1} W(i).C \ (t - d)
\]

where \( V(t) = [v_1(t), v_2(t), ..., v_n(t)]^T \) is an independent estimation of each source, D is the maximum channel length, and W is the demixing matrix. In order to estimate \( v(t) \) can be done by using the Kullback-Leibler divergence as a criterion for independency [5]. If the matrix A can not be inverted, it is necessary to use AJD with assumed independent sources. In order to simplify the estimating process of mixing matrix, multi-way array decomposition model can be developed [10], [11].

2.2. Multi-way Array Decomposition

In multi-way array decomposition, the mixed signal will be divided into several sub-blocks which each sub-block comprised of samples in a few blocks. Signal separation method with multi-way array decomposition begins by changing the signal from the time domain to the frequency domain after windowing process and frame blocking. Furthermore, the signal C(f) will be used to calculate the cross-correlation of each point in the field of time-frequency. Matrix R_c is sized \( mxmPxS \) where P is the time blocks along the frequency bin, sT is the length of STFT, and m is the number of sensors. By using multi-way array decomposition on \( R_c \) at any frequency, we can get the mixing matrix A and demixing matrix W [11].
where \( R_c(f, p) = E[c(f, p)c^H(f, p)] \) and \( R_b(f, p) = E[b(f, p)b^H(f, p)] \). Each element of the \( R_c(f) \) is \( r_{m1m2}^{c}(f) \), each element of \( A(f) \) is \( a_{m,n}(f) \) and each element of the diagonal of \( R_b(f, p) \) is \( v_{p,n}(f) \) so that the equation may be written as follows:

\[
r_{m1m2}^{c}(f) = \sum_{n=0}^{N} a_{ij}(f) \cdot v_{p,n}(f) \cdot a_{m2,n}(f)
\]  

(5)

Multi-way array \( R_c(f) \) is constructed from the matrix elements in the Equation (5) where \( n \) is the numbers of sources. The equation is a conjugate symmetric of parallel factor decomposition used to get the mixing matrix \( A(f) \) and the matrix of power spectra \( V(f) \) through the permutation process. The mixing matrix \( A(f) \) and the source power spectra \( V(f) \) can be estimated with alternating least squares algorithm by minimizing the Frobenius norm in Equation (6).

\[
R_c(f) = E(f) \cdot \Sigma(f) \cdot C^H(f)
\]  

(6)

In the structure of the Khatri-Rao, \( E(f) \), \( \Sigma(f) \), and \( G^H(f) \) is exemplified matrix I, J, and K which is a constituent mixed matrix C. For matrices I, J, and K, the mixed matrix C operated with the function \( Z_i \), \( Z_j \), and \( Z_k \). The algorithm begins with determining the profile matrix I by matrix \( K \cdot O \cdot J \cdot Z_i^T \) so that \( I = C \cdot Z_i^T \). In order to determine the profiles matrix J then \( C = J \cdot K \cdot O \cdot I \cdot T \cdot Z_j^T \), so \( J = C \cdot Z_j^T \) and to determine the profile matrix K then \( C = K \cdot J \cdot O \cdot I \cdot T \cdot Z_k^T \), so \( K = C \cdot Z_k^T \). Profile matrices I, J, and K will be iterated until it reaches a minimum fitting function \[10\], [11].

\[
RSS = \sum_{i=1}^{L} \sum_{j=1}^{M} \sum_{k=1}^{K} (c_{ijk} - \hat{c}_{ijk})^2
\]  

(7)

\[
\% fit = \left(1 - \frac{RSS}{\sum_{i=1}^{L} \sum_{j=1}^{M} \sum_{k=1}^{K} c_{ijk}^2}\right)^{\frac{RSS}{\sum_{i=1}^{L} \sum_{j=1}^{M} \sum_{k=1}^{K} c_{ijk}^2}}
\]  

(8)

### 2.3. Fault Identification

Machinery faults will disrupt the production process in the industry. It is caused, due to several factors such as the effects of temperature, lubrication, design and installation, and etc. In order to identify faults, the pattern of the vibration spectrum must be analyzed. Each machine has different patterns, depending on the level and type of defect in the machine. Misalignment and bearing fault are examples of the fault that can occur in rotating machinery. Misalignment is a condition when the center line of the geometry of the two coupled machines is non-linear along the axis line of the machine during operation. It refers to the mounting condition. On the other hand, rolling element bearing faults can be caused by 40% of improper lubrication factor, 30% from improper mounting and 10% of the lifetime [12].

Misalignment can be identified by a high amplitude 1x and 2x in the frequency domain. In a severe case, a high and strong peak 3x or 4x is still categorized as misalignment. Identification of bearing fault also varies depending on the types and levels of the defect. Bearings have static and dynamic components. Ball bearings include dynamic components that are specialized to bear a high work. The ball bearing is between the inner race and the outer race. It moves inside the cage. When there is friction between the ball bearings with other components then the resulting frequency will be different from before. The types of defect depend on the interaction between the roller element bearing with other parts such as the outer race, inner race, and etc. In a severe case, bearing fault is marked with high peaks in the upper frequencies that are not a harmonics [13].

### 3. SEPARATION PROCESS AND EXPERIMENT

#### 3.1. Separation Process

In this study, an acoustic signal in the time domain as shown in Figure 1 will be transformed in time-frequency domain using short-time Fourier transform. Previously, the signal must be formed into chunks of limited time through the sampling process. Furthermore, a signal sampling results will be formed into a number of frames in which a frame is made up of several samples (frame blocking). It will be merged back through windowing process. The process is useful for reducing the effects of discontinuities in the pieces of the signal before Fourier transformation process [5].
Profile matrix I, J and K will be in iterations until a minimum fitting function to obtain the estimates of the model that corresponds to the mixing process using a multi-way array decomposition. Permutations will be applied and adapted to n sources at all frequencies. In the clustering process, permutation will be applied based on envelop profiles. Correlation will be used to measure the degree of correspondence between the center point of cluster or centroid and envelop signal. In order to reduce the crosstalk that may occur, a demixing matrix will be re-estimated to crosstalk at each frequency and each sub-block is reduced. Furthermore, the signal in time-frequency domain will be transformed back to the time domain by performing inverse of short-time Fourier transform.

In order to obtain performance of proposed method in the time and frequency domain, we evaluated the estimated sources using mean square error (MSE) in the time domain and log spectral distance (LSD) in the frequency domain. LSD is the square of the difference between the spectral envelop logarithm of the original signal $b(n, f)$ and the estimated signal $\hat{b}(n, f)$ [14]. The estimated signals will be closer to the original source signals if LSD and MSE is getting smaller. In order to determine the location and diagnostic of machinery fault, we can use an instantaneous frequency approach [12].

$$\text{MSE} = \frac{1}{L} \sum_{t=1}^{L} (b(t) - \hat{b}(t))^2$$

$$D_{LS} = \sqrt{\frac{1}{L} \sum_{n} \left( \log_{10} \frac{b(n, f)}{\hat{b}(n, f)} \right)^2}$$

where $D_{LS}$ is log spectral distance and $L$ is number of samples.

### 3.2. Experiment

In this study, we conducted an experiment in a real plant. The time interval of each signal recording is 5 seconds. Based on the measurements of the sound pressure level, reverberation time is 726ms. The length of fast Fourier transform is 1024. The recording process is divided into two phases, namely the baseline and mixture recording. In baseline recording, we have a combination of any source with one sensor, where the sensor is placed 5cm from the source. In mixture recording, we use a combination of four sources with 2 sensors. Sensors are placed 90cm from the sources. Sources used in this study came from drive end-motor $B_1$, nondrive end-motor $B_2$, drive end pump $B_3$, and nondrive end pump $B_4$, as shown in Figure 2. Each part of the rotating machine has different characteristics depending on the condition of the machine.
4. RESULT AND DISCUSSION

Mixed signals coming from four sources are separated by multi-way array decomposition method. The mixing matrix will be obtained after the function fitting on the multi-way array decomposition has reached the minimum value.

Based on Table 1, the smallest MSE value is 0.0707 on estimated signal $\hat{B}_4$ and the largest MSE is 0.1207 on the estimated signal $\hat{B}_2$. Based on LSD criterion in the frequency domain, the closest spectrum of estimated signal to the spectrum of the signal source is 1.914 on the estimated signal $\hat{B}_4$. The small value of the MSE and LSD means close to the baseline signal and vice versa in time and frequency domain. In this study, proposed method used will also be validated by the vibration signal in the frequency domain as described previously.

Vibration data is collected at the same time when recording an acoustic signal. According to the Figure 3 and Figure 4, there is a difference spectral of each machine both on an acoustic signal and the vibration signal.

Table 1. MSE and LSD between estimated signals and the baseline signal for each machine with two microphones

| Source Signal | MSE    | LSD    |
|---------------|--------|--------|
| $B_1$         | 0.00994| 2.593  |
| $B_2$         | 0.1207 | 2.120  |
| $B_3$         | 0.0714 | 2.048  |
| $B_4$         | 0.0707 | 1.914  |

Figure 3. Comparison of spectrum between estimated and vibration signals
The location of instantaneous frequency is also one of the important parameters in fault diagnosis. The instantaneous frequency comparison of the estimation signal and vibration signal can be seen in Table 2. In the vibration analysis, the instantaneous frequency location will be compared with the fundamental frequency so that the order parameter can be obtained. Based on the order such as 1x, 2x, 3x and so on as well as the spectrum pattern of the machine, then the location of machinery fault can be identified.

The frequency domain of the experimental result which is characteristic of the vibration derived from the physical properties of the machinery components due to the imbalance forces of the motor components. Based on the vibration spectrum analyzer, the motor has a local defect on the outer race. It is indicated with ball pass frequency outer (BPFO) pattern, the detail shown in Figure 4(a). It shows that there is friction between the ball bearing movement with outer race causing the transfer of force from the crankshaft to the motor body. It is clearly shown on the spectrum of nondrive end-motor $B_2$ marked by the harmonic peak along the frequency bins. In the vibration signal, the order of source signal $\hat{B}_2$ is located at 4.086 x fundamental frequency of the machine. It has a harmonic frequency spectrum with 0.105mm/sec amplitude which is marked by the dashed lines in Figure 4(a). The estimated spectrum of source signal $\hat{B}_2$ as seen in Figure 4 is indicated as same as fault condition in vibration spectrum. The order of $B_2$ can be obtained from the instantaneous frequency (202.55Hz) divided by fundamental frequency of machine (49.57Hz). The fundamental frequency can be seen in Figure 4 obtained from the vibration spectrum of the machine. The indication of misalignment can be shown in Figure 4(b) and Figure 5(b) that drive end-pump $B_3$ has a high peak in 198Hz or 4x fundamental frequency.

The spectrum of an acoustic signal has background noise that is considerably higher than the spectrum of a vibration signal. However, it still has suitability with the spectrum of a vibration signal for fault diagnosis.

Table 2. Comparison of instantaneous frequency between estimated and vibration signals

| Source Signal | Instantaneous frequency (Hz) | Estimated signal | Vibration signal |
|---------------|----------------------------|-----------------|-----------------|
| $B_1$         | 198.21                     | 203.01          |                 |
| $B_2$         | 247.77                     | 202.55          |                 |
| $B_3$         | 198.65                     | 198.62          |                 |
| $B_4$         | 151.42                     | 198.26          |                 |

(a)

(b)

Figure 4. Diagnostic of outer race bearing fault and misalignment from vibration spectrum analyzer (a) $B_2$ and (b) $B_3$
CONCLUSION

This paper presents diagnostics of machinery fault based on acoustic emission. Sources used in this study came from drive end-motor B₁, nondrive end-motor B₂, drive end pump B₃, and nondrive end pump B₄. Mixed signals coming from four sources are separated by multi-way array decomposition approach. The approach can solve the complexity of approximate joint diagonalization process in the underdetermined case. In this study, we conducted an experiment in a real plant with two microphones. Based on the results obtained, the types of machinery fault such as misalignment and outer bearing fault can be detected by acoustic signal estimation. The performance of proposed method will be evaluated using MSE and LSD. Based on the result, the smallest MSE value is 0.0707 on estimated signal ̂₄ and the largest MSE is 0.1207 on the estimated signal ̂₂. Based on LSD criterion in the frequency domain, the closest spectrum of estimated signal to the spectrum of the signal source is 1.914 on the estimated signal ̂₄. The small value of the MSE and LSD means close to the baseline signal and vice versa in time and frequency domain. Based on the comparison of acoustic signals and vibration signals, the diagnostic of outer race defect and misalignment from estimated spectrum of ̂₂ and ̂₃ is indicated as same as vibration spectrum of B₂ and B₃.
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