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Abstract

Automatic Speech Recognition (ASR) generates text which is most of the times devoid of any punctuation. Absence of punctuation is text can affect readability. Also, down stream NLP tasks such as sentiment analysis, machine translation, greatly benefit by having punctuation and sentence boundary information. We present an approach for automatic punctuation of text using a pretrained IndicBERT model. Inverse text normalization is done by hand writing weighted finite state transducer (WFST) grammars. We have developed this tool for 11 Indic languages namely Hindi, Tamil, Telugu, Kannada, Gujarati, Marathi, Odia, Bengali, Assamese, Malayalam and Punjabi. All code and data is publicly available.

Index Terms: speech recognition, punctuation prediction, inverse text normalization

1. Introduction

An ASR system usually produces an unpunctuated stream of text. Absence of punctuation can greatly affect readability. [1] showed that having no punctuation has a similar effect of having high word error rate. Restoring punctuation manually is a time consuming task. Prior approaches to automatic punctuation have used lexical and prosody features, or a combination of both. Some recent methods used acoustic features like pause duration, pitch and intensity and Hidden Markov Models (HMMs) to restore punctuation [2]. These approaches even work better when combined with textual data. [3] [4] proposed various ways to combine lexical features with prosody information and thereby improving punctuation restoration (PR) tasks. [5] [6] proposed uni-directional and bi-directional long short term memory networks which did not require hand made features. Recently the use of transformer based approaches with a combination of pre-trained word embeddings have achieved state of art performance. [7] used pretrained BERT [8] to restore punctuation. [9] studied various transformer architectures for PR and used an augmentation strategy which make the models more robust to ASR errors. Since we are training models for Indic languages we use IndicBERT [10] as the backbone and train PR models as a sequence labelling task.

Many times it is desired that the written form of put words is different from their spoken form. For example, somebody might speak an abbreviation but want the full form in the transcript or sometimes one can speak one thousand two hundred and for but prefer 1,204 written on the transcript. Treatment of numbers by an ASR system has been a challenge. If numbers are considered as labels in the speech recognition task, then for some numbers in spoken form the model might be able to learn the correct written form. But since number combinations are infinitely many getting correct written forms directly from ASR is not a good approach. Inverse text normalization (ITN) converts spoken domain ASR output to written domain text to improve readability. Since in many applications there is very low tolerance for such kind of errors most of the systems in production today are rule based. Here we build upon the work from [1]. It uses a Python for ITN using WFST grammars. The write and compile grammars Pynini [12] is used, which is a Python toolkit built on top of Openfst.

We are making the following contributions for PR and ITN on Indic languages:

- We are open sourcing train, valid and test sets for each of the 11 languages. This can further act as a benchmark for PR task on Indic language.
- Language specific PR models are also open sourced. Our technique poses PR as a sequence labelling task.
- WFST grammars for all languages are also open sourced. These can be used easily and extended in the same language or other languages.

2. Framework Parts

Our framework contains two parts - punctuation restoration and inverse text normalization. Both of these components can be used separately or in conjunction with each other.

2.1. Inverse Text Normalization

The ITN API consists of these parts:

- classify - creates a linear automaton from the input string and composes it with the final classification WFST, which transduces numbers and inserts semantic tags.
- parse - parses the tagged string into a list of key-value items representing the different semantic tokens.
- generate recordings - is a generator function which takes the parsed tokens and generates string serializations with different reorderings of the key-value items.
- verbalize - takes the intermediate string representation and composes it with the final verbalization WFST, which removes the tags and returns the written form.

¹https://github.com/Open-Speech-EkStep/indic-punct
²https://github.com/Open-Speech-EkStep/punctuation-ITN
³https://github.com/Open-Speech-EkStep/vakyansh-models
The most important class is CardinalFst, since we are doing ITN mostly for handling numbers. Other grammars are built on top of it. For CardinalFst we define a minimal set of number mappings for digits, teens and ties and use pynini.string file to build a transducer that is the union of several string-to-string transductions from a TSV file. The rest of the graph is built from these building blocks by first creating a sub graph that consumes all three digit numbers. This is then composed with other graphs that consume quantities like thousand, million, billion, and so forth. We also handle currency.

2.2. Punctuation Restoration

2.2.1. Dataset Preparation

We use the IndicCorp[4] which is one of the largest publicly available corpora in Indian languages. We utilised 11 languages in the dataset to train models. The following steps were performed to create training data.

- Filter out lines which contain some punctuation. We considered only three punctuations for all languages namely sentence end, comma and question mark.
- All the lines are normalized using IndicNLP.
- Sometimes there were words present in other languages apart from the language for which data was intended. We remove those words but leave those lines as it is. This was done so that we could simulate output from a speech recognition model which misses words as well.
- Once clean text is obtained, lines of text are prepared for data loading. Each word is associated with a token. There are 4 tokens in total.
  - [BLANK] - If there is no punctuation after that word.
  - [END] - If the sentence ends after that word.
  - [COMMA] - If there is a comma after that word.
  - [QM] - If there is a question mark after that word.

Table 1: Dataset Description

| Language | train (millions) | valid (thousands) | test (thousands) |
|----------|-----------------|------------------|-----------------|
| Assamese | 1.98            | 10               | 10              |
| Bengali  | 9               | 10               | 10              |
| Gujarati | 14.9            | 15               | 15              |
| Hindi    | 3.8             | 10               | 10              |
| Kannada  | 14.9            | 15               | 15              |
| Malayalam| 14.9            | 10               | 10              |
| Marathi  | 14.9            | 15               | 15              |
| Odia     | 5.9             | 10               | 10              |
| Punjabi  | 9.9             | 10               | 10              |
| Tamil    | 9.9             | 10               | 10              |
| Telugu   | 14.9            | 15               | 15              |

In all the languages, blank is the most common label and accounts for almost 84 – 90% of labels for all languages. Sentence end form about 3 – 10% of the labels, commas from 2 – 5% and question marks are less than 1% for all languages. The distribution in validation and test sets was kept the same.

2.2.2. Model Architecture and Training

We posed punctuation restoration as a token classification task and used IndicBERT [10] for that downstream task. IndicBERT is a multilingual ALBERT [13] model trained on 12 major Indian languages. It also has less parameters than BERT [8] or XLM-R [14] making it more suitable for the use of real time usage.

2.3. Results

We calculate macro F1 score across labels for all languages i.e., unweighted mean of F1 scores on labels on the test set. Since the labels in dataset are highly imbalanced, unweighted mean is preferred otherwise the statistic was biased towards the label with highest count. The scores vary from 0.77 – 0.86 for all languages.

Table 2: F1 scores

| Language | F1 score |
|----------|----------|
| Assamese | 0.81     |
| Bengali  | 0.81     |
| Gujarati | 0.85     |
| Hindi    | 0.81     |
| Kannada  | 0.82     |
| Malayalam| 0.77     |
| Marathi  | 0.86     |
| Odia     | 0.84     |
| Punjabi  | 0.86     |
| Tamil    | 0.77     |
| Telugu   | 0.81     |

It is further observed that the F1 score for a particular label is directly proportional to the amount of times it appeared in the training data. It can be seen from Figure 1 that blanks are predicted most accurately, followed by end, comma and question mark respectively.

Figure 1: F1 scores across labels
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