DNN-Driven Compressive Offloading for Edge-Assisted Semantic Video Segmentation

Xuedou Xiao†‡, Juecheng Zhang†‡, Wei Wang†, Jianhua He§, Qian Zhang¶
†School of Electronic Information and Communications, Huazhong University of Science and Technology
‡School of Computer Science and Electronic Engineering, Essex University
§Department of Computer Science and Engineering, Hong Kong University of Science and Technology
Email: {xuedouxiao, juechengzhang, weiwangw}@hust.edu.cn, j.he@essex.ac.uk, qianzh@cse.ust.hk

Abstract—Deep learning has shown impressive performance in semantic segmentation, but it is still unaffordable for resource-constrained mobile devices. While offloading computation tasks is promising, the high traffic demands overwhelm the limited bandwidth. Existing compression algorithms are not fit for semantic segmentation, as the lack of obvious and concentrated regions of interest (RoIs) forces the adoption of uniform compression strategies, leading to low compression ratios or accuracy. This paper introduces STAC, a DNN-driven compression scheme tailored for edge-assisted semantic video segmentation. STAC is the first to exploit DNN’s gradients as spatial sensitivity metrics for spatial adaptive compression and achieves superior compression ratio and accuracy. Yet, it is challenging to adapt this content-customized compression to videos. Practical issues include varying spatial sensitivity and huge bandwidth consumption for compression strategy feedback and offloading. We tackle these issues through a spatiotemporal adaptive scheme, which (1) takes partial strategy generation operations offline to reduce communication load, and (2) propagates compression strategies and segmentation results across frames through dense optical flow, and adaptively offloads keyframes to accommodate video content. We implement STAC on a commodity mobile device. Experiments show that STAC can save up to 20.95% of bandwidth without losing accuracy, compared to the state-of-the-art algorithm.

Index Terms—DNN-driven compression, spatiotemporal adaptive scheme, semantic video segmentation, edge, offloading

I. INTRODUCTION

Recent years have witnessed the pervasive use of semantic segmentation in mobile vision systems, ranging from smartphones, tablets, drones, autonomous vehicles to augmented-reality headsets. Propelled by semantic segmentation, self-driving cars [1] and drones can obtain a pixel-level understanding of surroundings. Google portrait mode [2] and YouTube stories [3] can enrich the background settings. Virtual try-on and make-up apps [4] become a reality. However, the wide application of semantic segmentation is attributed to the breakthrough of deep learning technologies (e.g., deep neural networks (DNNs)). What has plagued researchers is the conflict between the growing complexity of DNN and the limited computing resources of mobile vision systems. Driven by mobile edge computing (MEC), a promising solution to alleviate this conflict is to offload DNN inference tasks to the edge servers.

However, with the explosion of vision-based devices and applications, bandwidth limitation becomes the most pressing challenge that curbs the development of edge-assisted video analytics. Worse still, semantic segmentation does not have obvious and concentrated regions of interest (RoIs) like object detection. Therefore, existing compression algorithms/codecs [5]–[7] need use a uniform and fixed compression strategy to the entire image/frame plane, such as JPEG, H.264 and GRACE. In this case, the end devices must reduce the compression ratio of the entire image/frame plane to ensure DNN accuracy, which leads to large additional bandwidth consumption and hinders the scalability of semantic segmentation. Thus, a compression scheme dedicated to semantic segmentation is urgently needed to tackle this problem.

One question to be asked is if regions around segment boundaries would be RoIs. Our experimental results shown in Fig. 1, however, reveal the following phenomenon: the boundary-guided compression strategy that allocates a lower compression ratio to regions around boundaries and a higher compression ratio to other regions leads to lower accuracy than the uniform compression strategy JPEG (Q=88) with comparable image size. Similarly, the boundary-guided compression strategy also results in a larger image size than JPEG (Q=86) with comparable accuracy. The red areas in the right images of Fig. 1 indicate regions with a lower compression ratio. In contrast, the red areas in the right images of Fig. 1, however, reveal the following phenomenon: the boundary-guided compression strategy that allocates a lower compression ratio to regions around boundaries and a higher compression ratio to other regions leads to lower accuracy than the uniform compression strategy JPEG (Q=88) with comparable image size. Similarly, the boundary-guided compression strategy also results in a larger image size than JPEG (Q=86) with comparable accuracy. The red areas in the right images of Fig. 1 indicate regions with a lower compression ratio.

To accurately detect RoIs, this paper takes the first step to design a DNN-driven spatiotemporal adaptive compression scheme for semantic video segmentation. We call it STAC, which can guarantee the DNN inference accuracy while min-

Fig. 1. A comparison of boundary-guided compression, JPEG and STAC.
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Fig. 2. System architecture of STAC.

imizing the bandwidth consumption. The core idea is that STAC utilizes DNN’s gradients as nonuniform spatial sensitivity metrics of offloaded frames, to generate and feed back spatial adaptive compression strategies to end devices in real time. Specifically, the gradient quantifies the change in DNN loss function caused by each pixel undergoing compression. We can customize the compression strategy according to the maximum compression ratio that each pixel can withstand to achieve superior compression ratio and accuracy.

To achieve the spatial adaptive compression, STAC entails some technical challenges. One key obstacle is that the spatial adaptive compression strategy is customized to the offloaded frame. Therefore, this compression strategy requires to be continuously fed back and offloaded in real time for the compression and decompression of subsequent frames. Doing so, however, consumes huge bandwidth and makes compression strategy inefficient. For example, if the offloaded frame has $M$-pixel, the feedback and offloading of the compression strategy will be up to $3 \times M$ bytes, even much larger than the size of frame. To tackle this problem, we propose a spatial adaptive scheme, which no longer targets the compression strategy design for each pixel, but uses regions of frames as the basic unit for spatial adaptation. In addition, STAC takes a part of the online strategy generation offline by designing different levels of compression strategies based on average gradients. Therefore, only the levels of compression strategies selected by each region need to be fed back and offloaded.

Another key obstacle is that the customized compression strategy is not adaptive to changing video content. Since the spatial sensitivity changes with video content, the compression strategy generated by the previously offloaded frame may not adapt to new frames, which have different spatial sensitivities. In other words, the compression strategy can neither be applied to already offloaded frames nor subsequent frames, making it unsuitable for video applications. To tackle this problem, we propose a temporal adaptive scheme, which extracts dense optical flow to propagate both the compression strategy and segmentation results across frames. This is achieved based on the temporal consistency of videos. In addition, an adaptive offloading mechanism is designed to determine whether the current frame is offloaded to update semantic segmentation and compression strategies.

We implement STAC on a portable and small form factor Intel NUC Kit NUC7i5DNHE and prototype it on JPEG for offloaded frames. We compare STAC with a range of compression algorithms/codecs, including GRACE [5], H.264 and JPEG. The experiments cover 2 semantic segmentation datasets with total video length up to 1115 seconds and 3 target DNN models. Evaluation results show that STAC achieves promising performance. Compared to the state-of-the-art algorithm GRACE, STAC is able to save 20.95% of bandwidth without any loss of accuracy, while improving accuracy (mIoU) up to 0.7% when the bandwidth consumption is the same.

The main contributions are summarized as follows.

- STAC is the first to exploit DNN’s gradients as the nonuniform spatial sensitivity metrics for spatial adaptive compression, which minimizes the bandwidth consumption without compromising the accuracy of edge-assisted semantic video segmentation.
- We propose a temporal adaptive scheme that enables the propagation of both segmentation results and compression strategies across frames, and adaptively offloads keyframes to accommodate changing video content.
- We implement and evaluate STAC on a commodity mobile device. Experimental results confirm the superiority of STAC compared to several baselines.

The rest of this paper is organized as follows. Section II overviews the system design of STAC. Section III elaborates on the spatial adaptive compression strategy and Section IV introduces the temporal adaptive scheme. Finally, we present
our implementation details in Section V and our experimental results in Section VI. Section VII reviews the related works, followed by the conclusion in Section VIII.

II. System Overview

Fig. 2 illustrates the system architecture of STAC, which is split into three stages including offline compression strategy generation (Section III-B), online spatial adaptive selection (Section III-C) and temporal adaptation (Section IV).

At the stage of offline compression strategy generation, STAC first measures DNN’s average gradients (i.e., sensitivity) w.r.t. different frequency of discrete cosine transform (DCT) coefficients at the edge, inspired by [5]. Then, depending on the accuracy requirement, STAC configures L levels of upperbounds \( \{B_l\}_{l=1}^L \) of the allowed DNN loss increments. Next, combining the gradients and upperbound \( B_l \), STAC can generate L levels of block-wise quantization tables \( \{T_l\}_{l=1}^L \) accordingly, each of which corresponds to a different compression ratio and \( B_l \).

At the stage of online spatial adaptive selection, STAC generates spatial adaptive compression strategy online at the edge. Specifically, STAC measures DNN’s gradients w.r.t. each DCT coefficient of the whole offloaded keyframe, and calculates the worst-case loss increment for each region \( R_r \) (\( r \in \{1, 2, ..., r_{max}\} \)) using different levels of \( T_l \). Depending on the required upperbound \( B_l \), the best \( T_{l_{opt}} \) for each region \( R_r \) can be selected, which has a worst-case loss increment closest to \( \frac{T_{l_{opt}}}{r_{max}} \). Therefore, only levels \( \{T_{l_{opt}}\}_{r=1}^{r_{max}} \) of selected \( \{T_{l_{opt}}\}_{r=1}^{r_{max}} \) for all regions \( \{R_r\}_{r=1}^{r_{max}} \) and the segmentation results are fed back to the end devices.

The temporal adaptation is entirely performed online at the end devices. STAC caches the compression strategy and semantic segmentation results fed back from the edge for future use. Then, using the dense optical flow computed by Dense Inverse Search (DIS) [8], STAC propagates prior semantic segmentation to later frames, and propagates the spatial adaptive compression strategy to later keyframes for encoding and offloading. The mechanism of deciding whether a frame is offloaded or not is introduced in Section IV-B.

III. Leveraging Nonuniform Spatial Sensitivity

In this section, we first give a brief introduction to existing video/image codecs and semantic video segmentation. Then, we elaborate on the generation of spatial adaptive compression strategy in STAC, including the offline stage and online stage.

A. Primers

1) Video/Image codec: The most common steps of image codecs (e.g., JPEG) and intra-frame compression in video codecs (e.g., H.264) are shown in the bottom right part of Fig. 2. The encoder first converts an RGB image to YUV format, and utilizes discrete cosine transform (DCT) to obtain frequency-based DCT coefficients. Existing codecs like JPEG, H.264, etc., generally use block-wise DCT (e.g., 8 x 8), instead of applying DCT to the whole image. All Y,U&V components are operated separately. The next stage is to quantize DCT coefficients for each block by a quantization table \( T = \{q_1, q_2, ..., q_N\} \), where each \( q_n \) represents the quantization step on DCT coefficients of \( n_{th} \) frequency, \( N \) (e.g., 8 x 8) is the number of both pixels and DCT coefficients in a block. After ZigZag scanning of the quantized coefficients from low frequency to high frequency, the entropy encoding like Huffman is used to further compress the quantized coefficients such as the consecutive ‘0’ and consecutive ‘1’.

2) DNN-based semantic video segmentation: Two approaches are often used in semantic video segmentation. One is to input consecutive frames into DNN models [9]–[11], and the other is to perform DNN-based semantic image segmentation on each frame [5] or keyframes [12]–[14]. The DNN models that take consecutive frames as input [9]–[11] generally result in a large number of network parameters and are computationally intensive. They are impractical for edge-assisted video analytics like ours, as they require to offload consecutive frames, leading to severe bandwidth consumption. Therefore, we adopt the second approach and only keyframes are offloaded to minimize the bandwidth consumption. To further obtain continuous semantic segmentation for videos, we leverage the temporal consistency and extract the dense optical flow to propagate both compression strategy and semantic segmentation across frames, which is detailed in Section IV.

B. Offline Compression Strategy Generation

We elaborate on the offline compression strategy generation from the perspective of the following two questions.

1) Why we should generate compression strategy offline: Consider a DNN with loss function \( Q \) and an M-pixel input image/frame represented as \( x = \{x_1, x_2, ..., x_M\} \). We follow the approach in GRACE [5] to obtain the DNN’s gradient \( g_{x_i} \), w.r.t. each pixel \( x_i \) by calculating the partial derivative of \( Q \) with respect to \( x_i \), i.e., \( g_{x_i} = \frac{\delta Q}{\delta x_i} \). We plot in Fig. 3 the heatmap of \( g_{x_i} \) on a random raw image, which verifies the nonuniform spatial sensitivity. For more clarity, we quantize the gradient and it can be noticed that the most sensitive regions are often not the boundaries. Thus, a specialized spatial adaptive compression strategy is needed for semantic segmentation. According to the total differential equation,
when all $\Delta x_i$ are very small, the loss change $\Delta Q$ of DNN can be modeled as $\Delta Q = \sum_{i=1}^{M} g_{si} \Delta x_i$. Since quantization is one of the major lossy compression techniques during encoding, we convert DNN’s gradients w.r.t. pixels $g_s$ to DNN’s gradients w.r.t. DCT coefficients $g_{qsi}$. Then, $s$ is a vector of DCT coefficients $\{s_1, s_2, ..., s_M\}$ and the corresponding gradient is $g_{si}$. Thus, $\Delta Q$ can also be expressed as

$$\Delta Q = \sum_{i=1}^{M} g_{si} \Delta x_i = \sum_{i=1}^{M} g_{si} \Delta s_i,$$

where $\Delta s_i = s_i - \frac{\Delta x_i}{\frac{\partial x_i}{\partial s_i}}$, denotes the quantization error and $|\Delta s_i| \leq \frac{q_{s_{max}}}{2}$. Therefore, we set $\Delta Q_{max} = \sum_{i=1}^{M} |g_{si} \Delta s_i|$, which represents the worst-case loss increment caused by quantization steps of the whole image $\{q_{s_1}, q_{s_2}, ..., q_{s_M}\}$. When we set a upperbound $B$ of the allowed loss increment to guarantee the DNN inference accuracy, the following constraint is satisfied: $\sum_{i=1}^{M} |g_{si} \Delta s_i| \leq B$. The objective becomes to minimize the bandwidth consumption under this constraint by designing proper $\{q_{s_1}, q_{s_2}, ..., q_{s_M}\}$, denoted as arg min $\sum_{i=1}^{M} \log_2 \frac{1}{q_{s_i}}$. When $d_{si} = |g_{si}| \frac{1}{2}$, this problem is simplified to

$$\arg \min_{q} \sum_{i=1}^{M} \log_2 \frac{s_i}{q_{s_i}} = \arg \max_{q} \prod_{i=1}^{M} d_{si} \text{ s.t. } \sum_{i=1}^{M} d_{si} \leq B.$$

The optimal solution is when all $\{d_{si}\}_{i=1}^{M}$ are equal and $d_{si} = \frac{B}{M}$. Therefore, the ideal design of quantization step $\{q_{s_1}, q_{s_2}, ..., q_{s_M}\}$ for all DCT coefficients in an image/frame is $q_{s_i} = \frac{B}{M|y_{s_i}|}$, which minimizes the file size while not exceeding the upperbound $B$ to guarantee the inference accuracy.

This compression strategy is generated online at the edge, and thus requires constant feedback to the end device for adoption. In addition, when the compression strategy is propagated and applied to subsequent frames (detailed in Section IV), it also needs to be offloaded for decoding. This heavy communication load makes the design impractical. For example, suppose a frame has $M = 2048 \times 1024$ pixels, the total number of DCT coefficients reaches $3 \times 2048 \times 1024$. Therefore, up to 6MB quantization steps, i.e., 6MB data need to be transmitted. This is even larger than the raw frame. When frames are offloaded frequently, this communication load of compression strategy will severely consume bandwidth and make the compression strategy ineffective.

2) What this offline compression strategy is: To ease the communication load of compression strategy, the most effective way is to take a part of the compression strategy generation operations offline to reduce the online feedback and offloading content. Many compression strategies such as JPEG, H.264 and GRACE [5] are generated offline, however, all of them apply fixed block-wise quantization tables $T = \{q_{1}, q_{2}, ..., q_{N}\}$ to each block (e.g., $N = 8 \times 8$), which ignore the nonuniform spatial sensitivity. Although the quantization table $T$ in GRACE is also generated by DNN’s gradients w.r.t. DCT coefficients, these gradients $\{g_{n}\}_{n=1}^{N}$ are average values across all blocks, representing DNN’s sensitivity to each frequency component $n$. The spatial sensitivity is still not leveraged. However, as shown in Fig. 3, DNN’s gradients are varying across regions and blocks.

Thus, our goal becomes how to design offline compression strategies that can support STAC to exploit the nonuniform spatial sensitivity online and reduce the communication load of compression strategy. The idea is to generate $L$ levels of block-wise quantization tables $\{T_l\}_{l=1}^{L}$ offline, which are then available online and selected by different regions of the frame according to their sensitivities. Each $T_l$ represents a different compression ratio and is determined by different upperbounds $\{B_l\}_{l=1}^{L}$. In this way, STAC no longer transmits the overall compression strategy, but simply the levels $\{l\}_{l=1}^{L}$ of offline quantization tables selected by different regions.

The detailed steps of generating multiple levels of $\{T_l\}_{l=1}^{L}$ are as follows: (1) First, we also calculate DNN’s average gradients $\{g_{n}\}_{n=1}^{N}$ w.r.t. different frequency components of DCT coefficients, to fully incorporate the advantage of GRACE. (2) Depending on the accuracy requirement, we search for the maximum upperbound $B$ that satisfies the requirement. The searching process includes traversing upperbound $B$ values, calculating their corresponding block-wise $T = \{q_{1}, q_{2}, ..., q_{N}\}$, $g_{n} = \frac{B}{M|y_{n}|}$, and testing the inference accuracy when applying these quantization tables to images/frames. (3) We then configure $L$ levels of upperbound $\{B_l\}_{l=1}^{L}$ around $B$. Accordingly, $L$ levels of $\{T_l\}_{l=1}^{L}$ are generated offline. We set $L$ to 16 and the reason is explained in Section VI-C. It is noteworthy that these offline quantization tables are only customized to DNN, which can be obtained based on frames that are not within the test set.

**Algorithm 1** Online Spatial adaptive compression strategy.

**Input:** $\{q_{1}, q_{2}, ..., q_{N}\}_{l=1}^{L}$ - $L$ quantization table levels $B$ - Upperbound of the allowed DNN loss increment $Q$ - DNN loss function $\{s_{1}, s_{2}, ..., s_{M}\}$ - DCT coefficients of the offloaded frame $\{R_{y}\}_{r=1}^{m_{max}}$ - Regions of the offloaded frame

**Output:** $\{l_{y}\}_{r=1}^{m_{max}}$ - Levels of quantization tables selected by regions

1: for $i \leftarrow 1$ to $M$ do
2: $g_{si} = \frac{B}{2s_{si}}$
3: end for
4: for $r \leftarrow 1$ to $r_{max}$ do
5: $min = +\infty$
6: for $l \leftarrow 1$ to $L$ do
7: $\Delta Q_{max,R} = \sum_{s_{i} \in R_{r}} |g_{si}| \times \frac{q_{s_{max}}}{2}$
8: if $|Q_{max,R} - B| < min$ then
9: $l_{R_{r}} = l$
10: $min = |Q_{max,R} - B|$
11: end if
12: end for
13: end for
bound adaptation, when the accuracy is the same (i.e., same upper-
problem can be formulated as follows. 
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with low sensitivity (i.e., low gradient),
which has the worst-case loss increment
\( \Delta Q \)

Based on the generated

\[ \text{loss function} Q \]

(1) With the constraints C1 and C2 but without C3,
the joint probability distribution is

\[ f(d_{s1}, ..., d_{s_M}) = \frac{1}{B^{M-1}} \]

Then, the expectation value can be estimated by

\[ E_1(\prod_{i=1}^{M} d_{s_i}) = \frac{(M-1)!}{B^{M-1}} \int \prod_{i=1}^{M} d_{s_i} \cdot d(d_{s_i}) \cdot d(d_{s_M}) \]

(2) When all these constraints C1, C2 and C3 are satisfied,
the expectation value can be calculated by

\[ E_2(\prod_{i=1}^{M} d_{s_i}) = \left[ \prod_{i=1}^{M} d_{s_i} \right]^{r_{max}} \]

Thus, we can obtain

\[ E_1 = \left[ \frac{(2M-1)!}{(2M-2)...M} \right]^{r_{max}} \cdot (2M-1) \]

From these equations, we theoretically verify that adding
constraint C3 does lead to performance improvement under
the same upperbound \( B \) of loss increment, which provides
theoretical justifications for our approach.

One concern is whether it is necessary to first offload a raw
frame to calculate the ground truth for gradients. We argue
that the fake gradient computed by the compressed frame is even
more appropriate than the actual gradient computed by the raw
frame. The fake gradient is computed as follows: (1) We treat
the DNN inference result of the compressed frame as the fake
ground truth/label; (2) We calculate the fake loss function \( Q \)
within the constraint \( C \) for all DNN pixels and the fake
label; (3) The fake gradient is calculated. We have tested
both actual \( Q \) and fake \( Q \). The results are shown in Fig. 4,
with x-axis \( ||\Delta s|| \) represents the total quantization errors as
compression ratio increases, i.e., \( ||\Delta s|| = |\Delta s_1| + ... + |\Delta s_M| \).
Both actual and fake \( Q \) are concave, but fake \( Q \) increases
slowly. The reason is that the fake label is closer to the DNN
output vector than the actual label. For example, assuming
that DNN output is \((0,6,0,4,0)\) and the actual label is \((0,1,0)\),
the fake label however can be computed as \((1,0,0)\), which results
in lower loss value. \( g_1 \) and \( g_2 \) in Fig. 4 respectively denote
the actual gradients of the raw frame (nearly) and the compressed
frame. \( g_3 \) represents the actual speed of loss increment under
compression. Both \( g_1 \) and \( g_2 \) are very different from \( g_3 \), while
\( g_4 \) that is computed by fake \( Q \) and compressed frames is
more similar to \( g_3 \), which is more appropriate to calculate the
quantization strategy.
IV. LEVERAGING TEMPORAL CONSISTENCY

In this section, we propose a temporal adaptive scheme that propagates both segmentation results and spatial compression strategies across frames, and adaptively offloads keyframes according to video content changes. We first briefly introduce the dense optical flow used for propagation, and then dive into the cross-frame propagation and the adaptive offloading.

A. A Primer on Dense Optical Flow

Optical flow is defined as the motions of pixels between adjacent frames. Different from the sparse optical flow that only focuses on interesting features, dense optical flow provides flow vectors of the entire frame, up to one flow vector per pixel. Recent works [12]–[14] have extracted dense optical flow to propagate semantic segmentation across frames. STAC also adopts DIS [13], which is state-of-the-art in terms of computational efficiency on CPU, to propagate both compression strategy and semantic segmentation. Compared to deep optical flow methods, DIS achieves competitive accuracy and higher frame rates of 10–600 Hz on 1024×436 resolution images on a single CPU core. This is fully compatible with mobile vision systems such as mid-end smartphones, tablets, AR headsets, etc. Besides, DIS operates in a coarse-to-fine fashion, giving STAC more flexibility to adjust computational costs according to the available runtime resources of mobile vision systems.

B. Propagation and Adaptive Offloading

Recall that both segmentation results and spatial compression strategies are generated online at the edge based on the offloaded keyframe, and fed back to the end device. To avoid the delay caused by the whole pipeline of offloading, DNN inference and feedback, STAC caches segmentation results and compression strategies of the offloaded keyframe on the end device for future use. After computing the pixel-wise optical flow, STAC propagates segmentation results from the keyframe to the current frame. If the current frame is determined to be offloaded, the compression strategies will also be propagated. It is noteworthy that the optical flow is only computed between adjacent raw frames to ensure accuracy.

To determine whether the current frame is offloaded as a keyframe to update semantic segmentation and compression strategies, we need metrics that indicate the accuracy degradation of propagated semantic segmentation. However, there is no semantic segmentation ground truth at the end device to test the accuracy. To tackle this problem, we additionally use the dense optical flow to propagate pixels of the keyframe to the current frame. The key point is that the propagated frame and the propagated semantic segmentation have a one-to-one correspondence at each pixel, as the optical flow is the same. Thus, we compute the pixel-level similarity (such as peak-signal-to-noise ratio (PSNR)) between the propagated frame and the actual frame to evaluate the degree of distortion. Once PSNR falls below a pre-defined threshold (26 dB according to Section VI-C), the semantic segmentation accuracy is not guaranteed and the adaptive offloading mechanism is triggered to obtain new semantic segmentation. This mechanism can autonomously adjust offloading rate according to real-time video content, ensuring the semantic segmentation accuracy.

Since the first frame of a video does not have a corresponding spatial adaptive compression strategy, STAC applies a middle-level quantization table to uniformly compress and offload it. Then the initial spatial adaptive compression strategy is generated and fed back to end devices. Through dense optical flow, STAC propagates it to subsequent offloaded keyframes. For example, the quantization table level $l_{R_1}$ of region $R_1$ in the previous keyframe may be propagated to region $R_3$ in the current keyframe. If there exist new regions $R_{r,new}$ where the optical flow is not available, these regions adopt the quantization table of the nearest region. It is similar for the propagation of semantic segmentation. The pixels without optical flow temporarily use the semantics of the nearest pixels. After offloading and feedback, the cached semantic segmentation and compression strategies will be updated. We summarize the temporal adaptive scheme in Alg. 2.

V. IMPLEMENTATION

Since only keyframes are offloaded to the edge server, we prototype STAC on JPEG codec and only change quantization tables used for pixel blocks. This does not add any extra computations to the original codec at the end device. In addition, the quantization tables are generated offline at the edge server, and the online selection of quantization tables is also running at the edge. Besides, we cache the semantic segmentation results at the end device. Once the time for all pipelines including the compression, offloading, DNN inference and feedback exceeds the frame interval, STAC will propagate the cached segmentation results to the current frame to meet the real-time requirement. Therefore, the only computational stress at the end device that may increase the latency is the computation of the optical flow and the propagation.

---

Algorithm 2 Temporal adaptive scheme.

Input: $\{F_t\}_{t=1}^T$ – raw frames captured on the end device
Output: $\{S_t\}_{t=1}^T$ – semantic segmentation results
$\{F_{kt}\}_{j=1}^J$ – offloaded keyframes
$\{C_{kt}\}_{j=1}^J$ – compression strategies applied to keyframes

1: $kt_1 = 1, j = 1$
2: Compress $F_1$ with a middle level quantization table
3: Offload $F_1$, then generate, feed back and cache $C_1$, $S_1$
4: for $t \leftarrow 2$ to $T'$ do
5: Compute optical flow $\gamma_{t-1}$ between $F_{t-1}$ and $F_t$
6: Propagate $S_{kt}$, $F_{kt}$ to $S_t$, $F_t$ by $\gamma_{kt_1}$, ..., $\gamma_{kt_{t-1}}$
7: if $PSNR(F_t', F_t) < \text{THR}$ then
8: $j \leftarrow j + 1$, $kt_j \leftarrow t$
9: Propagate $C_{kt_{j-1}}$ to $C_{kt}$ by $\gamma_{kt_{j-1}+1}$, ..., $\gamma_{kt_j}$
10: Apply $C_{kt}$ to $F_{kt}$, and offload $F_{kt}$
11: Generate $S_{kt}$, $C_{kt}$ and feed back to update
12: end if
13: end for
We evaluate STAC on a portable and small form factor Intel NUC Kit NUC7i5DNHE, which includes an Intel Core i5-7300U CPU (with 2 cores, 3 MB cache, 2.6 GHz). The specification of this hardware is comparable to what is available in today’s mid-end smartphones such as OnePlus 9 and Samsung Galaxy A52 5G. We deploy an edge server equipped with an Intel Core i7-5820K CPU and an Nvidia Tesla T4 GPU. In addition, we use PyTorch and call C++ libraries through interfaces [8], [15] to implement all steps including offline quantization table generation, online spatial adaptive selection, source compression, optical flow computation and propagation. Furthermore, we adjust parameters of DIS to enable optical flow computation and propagation to reach 17 fps (frame rate of Cityscapes dataset [16]) in our experiment.

VI. EVALUATION

A. Experimental Setup

Datasets, DNN models, and Metrics. We evaluate STAC on semantic video segmentation task using Cityscapes dataset [16] with \(2048 \times 1040\) resolution and CamVid dataset [17] with \(720 \times 960\) resolution, respectively. Since videos in Cityscapes dataset are sparsely annotated, i.e., not every frame is annotated, we only evaluate semantic segmentation accuracy on annotated video frames and repeat the test with different starting points.

We employ three DNN models including DRN-D-22 [18], DRN-D-38 [19] and BiSeNet [20] for semantic segmentation to evaluate whether STAC can adapt to different DNNs and achieve performance improvement. We evaluate two key metrics, including the offloading bit rate (Kbps) (i.e., bandwidth consumption) and semantic segmentation accuracy. The accuracy is measured using the standard mean intersection over union (mIoU) metric, where IoU represents the ratio of the intersection and merge of the predicted and true classes of pixels. mIoU is the average IoU value of all classes. Thus, \(\text{mIoU} = 100\) indicates that the semantic predictions of all pixels exactly match the true labels, while \(\text{mIoU} = 0\) indicates that the semantic predictions of all pixels are wrong.

Baseline. The baseline compression algorithms or codecs are summarized as follows.

- **GRACE** [5] is the state-of-the-art compression algorithm for edge-assisted semantic segmentation. It measures the DNN’s gradients w.r.t. frequency components of DCT coefficients to generate a quantization table that is uniformly applied to all blocks in images/frames. As GRACE offloads each frame when processing video, we combine it with the propagation of semantic segmentation (same as STAC) for comparison.

- **H.264** is a well-known industry standard for video compression or codec. It includes both intra-frame compression and inter-frame compression. In order to avoid the extra latency caused by bidirectional prediction/encoding, we control the number of B-frames to 0 and only allow I-frames and P-frames.

- **JPEG** is a commonly used image codec. Similar to GRACE, we also combine it with the propagation of semantic segmentation (same as STAC) for comparison.

B. Comparison with Different Algorithms

Following the experimental setup above, we compare STAC with the baseline algorithms. Table I demonstrates the side-by-side comparison results on DRN-D-22 model. To make the comparison more intuitive, we adjust the configuration of each algorithm to be at the same level of accuracy, and then the offloading bit rate indicates the performance. We can notice that STAC reduces offloading bit rate (Kbps) by 15.87% compared to GRACE, and the reduction reaches 24.23% and 33.53% compared to H.264 (CRF=13) and JPEG (Q=96). Due

### Table I

| Comp. Format | Offloading Bit Rate (Kbps) | Accuracy (mIoU) | Offloaded Frames Per Second |
|--------------|---------------------------|----------------|----------------------------|
| STAC         | 19450                     | 66.16%         | 6.8                        |
| GRACE        | 23120                     | 66.04%         | 6.8                        |
| H.264 (CRF = 13) | 25670  | 66.22%         | 17                         |
| JPEG (Q = 96) | 29260  | 65.94%         | 6.8                        |

We evaluate STAC on the portable and small form factor Intel NUC Kit NUC7i5DNHE, which includes an Intel Core i5-7300U CPU (with 2 cores, 3 MB cache, 2.6 GHz). The specification of this hardware is comparable to what is available in today’s mid-end smartphones such as OnePlus 9 and Samsung Galaxy A52 5G. We deploy an edge server equipped with an Intel Core i7-5820K CPU and an Nvidia Tesla T4 GPU. In addition, we use PyTorch and call C++ libraries through interfaces [8], [15] to implement all steps including offline quantization table generation, online spatial adaptive selection, source compression, optical flow computation and propagation. Furthermore, we adjust parameters of DIS to enable optical flow computation and propagation to reach 17 fps (frame rate of Cityscapes dataset [16]) in our experiment.

VI. EVALUATION

A. Experimental Setup

Datasets, DNN models, and Metrics. We evaluate STAC on semantic video segmentation task using Cityscapes dataset [16] with \(2048 \times 1040\) resolution and CamVid dataset [17] with \(720 \times 960\) resolution, respectively. Since videos in Cityscapes dataset are sparsely annotated, i.e., not every frame is annotated, we only evaluate semantic segmentation accuracy on annotated video frames and repeat the test with different starting points.

We employ three DNN models including DRN-D-22 [18], DRN-D-38 [19] and BiSeNet [20] for semantic segmentation to evaluate whether STAC can adapt to different DNNs and achieve performance improvement. We evaluate two key metrics, including the offloading bit rate (Kbps) (i.e., bandwidth consumption) and semantic segmentation accuracy. The accuracy is measured using the standard mean intersection over union (mIoU) metric, where IoU represents the ratio of the intersection and merge of the predicted and true classes of pixels. mIoU is the average IoU value of all classes. Thus, \(\text{mIoU} = 100\) indicates that the semantic predictions of all pixels exactly match the true labels, while \(\text{mIoU} = 0\) indicates that the semantic predictions of all pixels are wrong.

Baseline. The baseline compression algorithms or codecs are summarized as follows.

- **GRACE** [5] is the state-of-the-art compression algorithm for edge-assisted semantic segmentation. It measures the DNN’s gradients w.r.t. frequency components of DCT coefficients to generate a quantization table that is uniformly applied to all blocks in images/frames. As GRACE offloads each frame when processing video, we combine it with the propagation of semantic segmentation (same as STAC) for comparison.

- **H.264** is a well-known industry standard for video compression or codec. It includes both intra-frame compression and inter-frame compression. In order to avoid the extra latency caused by bidirectional prediction/encoding, we control the number of B-frames to 0 and only allow I-frames and P-frames.

- **JPEG** is a commonly used image codec. Similar to GRACE, we also combine it with the propagation of semantic segmentation (same as STAC) for comparison.

B. Comparison with Different Algorithms

Following the experimental setup above, we compare STAC with the baseline algorithms. Table I demonstrates the side-by-side comparison results on DRN-D-22 model. To make the comparison more intuitive, we adjust the configuration of each algorithm to be at the same level of accuracy, and then the offloading bit rate indicates the performance. We can notice that STAC reduces offloading bit rate (Kbps) by 15.87% compared to GRACE, and the reduction reaches 24.23% and 33.53% compared to H.264 (CRF=13) and JPEG (Q=96). Due
Fig. 6. The impact of different numbers of available quantization tables.

Fig. 7. The impact of region sizes.

Fig. 8. Relationship between PSNR and semantic segmentation accuracy.

to the temporal adaptive scheme, STAC can offload much fewer frames per second than H.264, which greatly reduces the bandwidth consumption. Furthermore, since the offloaded frames per second are the same for STAC, GRACE and JPEG, the reduction in offloading bit rate illustrates the effectiveness of spatial adaptive compression strategy.

We further compare STAC with these algorithms under different configurations.

**STAC vs. GRACE.** Both GRACE and STAC leverage the upperbound $B$ to adjust compression ratio and accuracy. We also set the same PSNR threshold of 26 dB to trigger the offloading of keyframes. Fig. 5(a) and Fig. 5(b) show the comparison results. At first, we can observe that STAC outperforms GRACE in both accuracy and bandwidth consumption. When the accuracy is the same, STAC can save up to 20.95% and 12.73% of bandwidth consumption on DRN-D-22 and DRN-D-38, respectively. Similarly, when the offloading bit rate is the same, STAC can increase the accuracy (mIoU) by 0.17-0.7% and 0.09%-0.77% on DRN-D-22 and DRN-D-38, respectively. It is noteworthy that this performance improvement entirely comes from the spatial adaptive strategy, which proves its effectiveness at different compression levels.

**STAC vs. H.264.** Since Cityscapes dataset only provides the images of videos, we first adopt FFmpeg to merge these images into H.264 videos and adjust video qualities by constant rate factor (CRF). Then, we split these videos into compressed images. The experimental results are shown in Fig. 5(c) and Fig. 5(d). When accuracy is the same, STAC achieves a significant reduction in bandwidth consumption, reaching 24.23% (CRF = 13) on DRN-D-22 and 15.41% (CRF = 14) on DRN-D-38. Compared to H.264, STAC only needs to offload 6.8 frames per second in average while improving accuracy by an average of 0.48% and 0.28% on two DNN models respectively. These results demonstrate the superiority of STAC in a bandwidth-limited environment.

**STAC vs. JPEG.** We further compare STAC with JPEG codec under different quality levels ($Q$), as we prototype STAC on JPEG. The experimental results are presented in Fig. 5(e) and Fig. 5(f). Compared to JPEG, STAC achieves a significant improvement in accuracy, reaching 1.02% ($Q = 88$) and 1.33% ($Q = 92$) on the two DNN models respectively, or a noticeable reduction in offloading bit rate, reaching 33.53% ($Q = 96$) and 47.48% ($Q = 96$). The reason for the performance improvement is twofold: (1) STAC incorporates the advantage of GRACE by leveraging the DNN’s sensitivity w.r.t. frequency to generate different quantization table levels; (2) STAC generates spatial adaptive compression strategy online to maximize the accuracy or minimize the offloading bit rate.

### C. Impact of Different Configurations

In this subsection, we conduct several experiments to test different parameters and find the optimal settings.

**Adjusting the number of offline quantization table levels.** Theoretically, the more quantization table levels $L$ available, the higher the accuracy but the heavier the communication load of compression strategy feedback and offloading. The reason is that we need more bits to transmit the levels. Thus, we evaluate STAC under different $L$ to find an appropriate value that can achieve a balance. The results are shown in Fig. 6. When the offloading bit rate is the same, the accuracy increases significantly with $L$ from 2 to 16, but begins to drop as $L$ increases to 32. The reason is that when the coverage and granularity of quantization tables are enough, the gain from increasing quantization levels becomes very small. Instead, the growing communication load leads to poor performance. Thus, we set $L$ to 16, a value that allows STAC to achieve better accuracy while leading to a small offloading bit rate.

**Adjusting the size of regions.** Theoretically, the smaller the size of regions, the higher the accuracy but the larger the data size required for compression strategy feedback and offloading. Thus, we evaluate STAC under different region sizes, i.e., containing different numbers of blocks, such as $1 \times 1$ block, $2 \times 2$ blocks, etc. Since we test the impact of region sizes, the block size is configured to $8 \times 8$ to avoid repetition of experiments. The results are shown in Fig. 7. From $1 \times 1$ to $3 \times 3$ blocks, the performance of STAC gradually increases, but drops significantly when the region size reaches $4 \times 4$ blocks. This is because, when the region size is large, obvious spatial sensitivity variation appears in the region. In contrast, the spatial sensitivity variation is negligible when the region size is small. Therefore, we set the region size to $3 \times 3$ blocks to reduce the offloading bit rate without compromising accuracy.

**Adjusting threshold for adaptive offloading.** STAC computes the similarity, i.e., PSNR between the propagated frame and the actual frame to infer the impact of propagation on segmentation accuracy. However, the relationship between
PSNR and semantic segmentation accuracy is under-explored. We, therefore, test semantic segmentation accuracy vs. PSNR when propagating across different numbers of frames. The results in Fig. 8 shows a clear turning point around PSNR of 25 dB. When PSNR is higher than this value, the drop in semantic segmentation accuracy is small. However, when PSNR decreases, the semantic segmentation accuracy falls rapidly. Therefore, we set a PSNR threshold as 26 dB to trigger the adaptive offloading mechanism, which minimizes offloading bit rate while maintaining a high level of accuracy.

D. Performance on Different Dataset

All previous experiments are based on the Cityscapes dataset. We further conduct experiments on a different dataset CamVid [17] to test the adaptability of STAC. We use the BiSeNet [20] model to perform semantic segmentation. The results are shown in Fig. 9. It is shown that STAC outperforms other baseline algorithms in both accuracy and bandwidth consumption. Compared to GRACE, STAC can still reduce up to 11.63% of bandwidth consumption with comparable accuracy. However, as the frame rate of the videos in BiSeNet dataset is only 1 fps, this low temporal correlation cannot ensure the effectiveness of the temporal adaptive scheme in STAC. In other words, more keyframes are offloaded to accommodate the rapidly changing video content. As a result, the performance gap between STAC and H.264 is reduced.

VII. RELATED WORK

A. Semantic Segmentation

Existing DNN-based semantic segmentation can be summarized into two streams: semantic image segmentation [21], [22] and semantic video segmentation [5], [9]–[14]. For semantic video segmentation, the most straightforward way is to simply run semantic image segmentation on each frame [5] or keyframes [12]–[14]. DNN models that take consecutive frames as input [9]–[11] are trying to leverage temporal correlation to alleviate the excessive computational overhead. For example, Mahasseni et al. [9] leverage LSTM network and Clockwork [10] share DNN features between frames. Recent works [12]–[14] extract dense optical flow to propagate image segmentation results from keyframes to the target frame. Our design also follows a similar framework, i.e., applying the compression strategy to offloaded keyframes for DNN inference and propagating segmentation results to other frames.

B. Compression Algorithms for Edge

Recent years have witnessed the prevalence of task-oriented compression algorithms. Existing compression algorithms [23]–[26] for object detection tasks typically generate bounding boxes of target objects and offload images within bounding boxes with high resolutions. However, these compression algorithms are a poor fit for semantic segmentation, which does not have clear and highly concentrated RoIs. The state-of-the-art compression algorithm for semantic segmentation, GRACE [5] exploits the DNN’s gradients (i.e., sensitivity) to different frequency- and color- components to optimize the quantization table. However, the same quantization table is applied uniformly to all blocks in an image, ignoring the nonuniform spatial sensitivity. Runespoor [27] leverages the inference accuracy inequality of different semantic classes to design compression and super resolution scheme. Several studies [28], [29] have constructed autoencoders for detection tasks. However, the encoder is still equivalent to a fixed compression strategy without adaptation in spatial and temporal domains. To reduce the bandwidth consumption, several works [30], [31] design frameworks to decide whether to offload inference tasks or do them locally. Similarly, we also design an adaptive offloading mechanism for STAC, which guarantees the accuracy while minimizing offloading bit rate.

VIII. CONCLUSION

This paper presents STAC, which takes the first step to exploit DNN’s gradients as spatial sensitivity metrics to achieve spatiotemporal adaptive compression. STAC is tailored for edge-assisted semantic video segmentation and shows challenges posed in enabling compression to be adaptive to videos. We tackle these challenges through inter-frame propagation of compression strategies through dense optical flow. Experimental results demonstrate STAC achieving up to 20.95% reduction in bandwidth consumption or 0.7% increase in accuracy (mIoU), compared to the state-of-the-art algorithm. We believe STAC represents a significant step towards accelerating the broad application of semantics-aware mobile vision.
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