Traffic Light Control Using Hierarchical Reinforcement Learning and Options Framework
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ABSTRACT The number of vehicles worldwide has grown rapidly over the past decade, impacting how urban traffic is managed. Traffic light control is a well-known problem and, although an increasing number of technologies are used to solve it, it still poses challenges and opportunities, especially when considering the inefficiency of the popular fixed-time traffic controllers. This study aims to apply Hierarchical Reinforcement Learning (HRL) and Options Framework to control a signalized vehicular intersection and compare its performance with that of a fixed-time traffic controller, configured using the Webster Method. HRL combines the ability to learn and make decisions while taking observations from the environment in real-time. These capabilities bring a significant adaptive power to a highly dynamic problem. The test scenarios were built using the SUMO simulation tool. According to our results, HRL presents better performance than those of its own isolated sub-policies and the fixed-time model, indicating a simple and efficient alternative.
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I. INTRODUCTION Brazilian vehicle fleet grew by 21.5% between 2012 and 2017 [1]. This fact leads to a constriction of traffic lights, especially in large cities. Similar situations occur in other parts of the globe [2]. The excess of vehicles turns intersections into bottlenecks, reducing traffic flow, increasing the average waiting time in line and, thus, the dissatisfaction of drivers. This fact is enhanced by a characteristic of most traffic lights: fixed operating times, which makes them unable to consider the traffic variation throughout the day and handle unexpected traffic bursts. Brazilian traffic guidelines [3] establishes the Webster’s Formula [4] to calculate green times for intersections, using static information such as peak vehicle flow, maximum supported flow and lane width. However, it does not consider an intrinsic characteristic of the traffic: variability. Therefore, its performance decreases considerably when dealing with randomness or events unknown at the time of their configuration.

Nonetheless, the vehicular traffic ecosystem can be described through data collected, mapped, and transposed to mathematical models. For example, the dynamics of vehicle flow on the streets can be modeled using Queuing Theory [5], [6], Petri Diagrams [7] or Graph Theory [8], and the full range of tools associated with such theories can be explored to solve problems in urban traffic, especially those related to signaled intersections. Also, the application of Artificial Intelligence (AI) models, able to recognize patterns and generalize from the observation of historical data [9] and environment data, presents itself as a viable path. Artificial Intelligence and Machine Learning (ML) are areas of study already known to solve traffic control problems [10], with proposals dating from the 1980s [11].

In the AI/ML scenario, Reinforcement Learning (RL) [12] presents itself as a promising alternative, for two reasons: 1) it does not have, in its directives, the need to know in advance the complete model of the problem to which it is intended to solve and; 2) it is able to implement an online approach [12], that is, to gather knowledge while the agent is in operation, enabling it to learn even when faced with situations that differ greatly from those observed at the initial training phase. In addition, although RL has already been used to control traffic lights [13]–[15], there is no knowledge of the use of Hierarchical Reinforcement Learning (HRL) [16] and Options Framework [17] for modeling and decision making in the same scenario [18]. This variation of RL adds to the basic model the possibility to shift the agent’s behavior according to what is observed in the environment.
Our objective is to propose an AI-based model for traffic light control, and compare its performance to that of the fixed-time model. The proposed model uses intelligent agents that acquire knowledge from historical data [19] and the environment itself. It is able to recognize patterns at a traffic intersection, adapt itself to the scenario, and make decisions that favor the reduction of waiting time in line and the increase in vehicle flow. Based on previous studies [10], [20], we have chosen a model based on HRL and Options Framework, which have never been applied to this context.

The rest of this paper is divided into four sections: Section II presents the theoretical basis of the work. In Sections III and IV, the simulation model and the observed results are presented. Finally, Section V presents our conclusions.

II. THEORETICAL BACKGROUND

A. WEBSTER METHOD

Following the Brazilian Traffic Light Manual recommendations [3], green times for each phase of a traffic light are calculated using the Webster Method [4]. This method seeks to calculate the total effective green time ($G_n$) and the optimal cycle time ($C_O$) which keeps the flow at the intersection in order to minimize waiting time for the vehicles. The optimal cycle time is defined by (1), where $L$ is the total lost time per cycle (sec) and $Y$ is the sum of saturation flow ratios of individual lanes.

$$C_O = \frac{1.5 \cdot L + 5}{1 - Y}$$

$L$ is given by the sum of lost times at each lane, which is the time during which an intersection is not used effectively by any movement. Also, as shown by (2), the saturation ratio of each lane ($y_n$) is calculated by the relationship between peak vehicle flow ($P_n$) and maximum flow supported by that lane ($F_n$), directly related to its width [3].

$$y_n = \frac{P_n}{F_n}$$

Finally, the effective green time ($G_n$) for each phase is given by (3).

$$G_n = \frac{y_n}{Y} \cdot (C_O - L)$$

B. REINFORCEMENT LEARNING AND Q-LEARNING

Reinforcement Learning enables an intelligent agent to learn on-the-fly using temporal learning in a trial-and-error manner as time goes by ($t = 1, 2, \ldots$) without the need for external supervision [17], following a Markov Decision Process (MDP) [21]. Q-learning (QL) is a RL approach in which the agent “learns” an optimal policy by experiencing the consequences of its actions, without the need to know the dynamics of the problem in advance [22]. This fact makes QL a model-free approach, opposite to model-based, which seeks to know the complete dynamics, that is, the transition probabilities and destinations for each state and action of the model [12].

This is how RL works: at time $t$, an agent $i$ observes its Markovian (or memory-less) decision-making factors, or states $s'_i \in S^i$, in the dynamic and stochastic operating environment, takes an action $a'_i \in A^i$, and receives positive or negative consequences at the next time instant, $t + 1$. As time goes on, the agent explores all state-action pairs ($s'_i, a'_i$) and ranks them according to a Q-value. The Q-value of a state-action pair represents the effectiveness of taking action $a'_i$ in state $s'_i$ in the long term. Q-values are maintained and updated in a Q-table with $|S^i| \times |A^i|$ through (4).

$$Q'_{t+1}(s'_i, a'_i) \leftarrow (1 - \alpha)Q'(s'_i, a'_i) + \alpha \left[ r_{t+1}(s'_i, a'_i) + \gamma \max_{a \in A^i} Q'(s', a) \right]$$

Equation (4) shows that the new Q-value is part of its current value and part of the new value obtained in the iteration, represented by the reward returned by the action taken ($r_{t+1}$) plus the best possible expected future, selected in a greedy way ($\max Q'$). Therefore, the algorithm always takes steps, limited by $0 < \alpha \leq 1$, towards an optimal value, while watching the possible future states and rewards, limiting how further it looks by $0 < \gamma < 1$.

Each agent $i$ goes through the following steps: 1) observes the current state; 2) selects an action greedily, by looking at the Q-table; 3) gets the reward; and 4) updates Q-value using (4). As an example [20], a traffic signal controller at an intersection (agent) observes at a time instant $t$ the queue size of its lanes (the state) and decides to split the current traffic phase (an action). At the next time instant ($t + 1$), it realizes the consequence of its action, observing the waiting time of vehicles (the reward). The reward is then used to calculate the new expected value for this pair of state and action, while watching which state the environment is now. In short, the agent takes actions seeking to maximize the rewards and, by maximizing them, ensures that it will achieve its objective. Owing to the dynamic properties of the state, learning is crucial, once the action that maximizes the rewards for a particular state varies with time.

C. HIERARCHICAL REINFORCEMENT LEARNING

An Hierarchical Reinforcement Learning (HRL) model decomposes a RL problem into sub-problems, or sub-objectives, where the agent, which has a macro task, assumes sub-objectives at key moments to facilitate and expedite its fulfillment [16], [23]. In other terms, the agent has a policy, which seeks to achieve the main objective and selects partial policies (or sub-policies), which seek to achieve local objectives that are part of the whole, in a divide-and-conquer strategy. There are several HRL approaches in the literature, such as Feudal Learning [24], MAXQ [25] and Options [26], the latter being the main tool used in this study.

The Options framework extends RL by introducing temporally extended actions called skills or options. In other words, options are higher-level actions that extend over several time steps, generalizing MDPs to semi-Markov decision processes (SMDPs). Traditionally, options which are able to
take moving agents to bottleneck states are sought after [27]. Bottleneck states are those which connect different densely connected regions of the state space (e.g., doorways). They have been shown to be very efficient for planning, because these states are the most frequently visited when considering the shortest path between any two states in an MDP [28].

III. SIMULATION

The open-source simulation tool SUMO [29], [30] was used. It is capable of simulating large-scale continuous urban traffic in detail, allowing the inclusion of different types of vehicles, pedestrians, traffic lights, vehicle detectors, etc. SUMO is extensively used in works which focus on vehicular traffic management [31]–[33]. The graphical interface used was TraCI [34], in its Python version.

As our purpose of is to compare the performance of different models in relation to the total flow of vehicles and their average waiting times in line, we chose to simulate a scenario that, although simple, is representative of frequent real cases: two streets that cross each other perpendicularly, both two-way, which totals four lanes. The traffic light has two phases (vertical/horizontal), as shown in Figure 1. Such composition encompasses the most common case of intersections with traffic lights, which occurs in both small and large cities.

**FIGURE 1. Simulated intersection in the SUMO tool.** Red and blue triangles represent vehicles, yellow rectangles are vehicle detectors, green and red dashes represent traffic lights.

All parameter values are tool defaults: lanes are 3.2 meters wide, 250 meters long and have a maximum speed of 50 km/h. Vehicles are all of “passenger” type, which represent passenger cars 5 meters long, with 2.5 meters distancing between them and maximum speed of 11.11 m/s (40 km/h). The duration of the simulation is one hour, enough to observe the impacts of demand surges and traffic light management on the simulated environment. The flow of vehicles generated in the simulator is controlled by a vehicle/minute factor (v/m), by lane, and can be both deterministic, which guarantees equality in the numbers and times of vehicles generated between N executions.

Two stress scenarios were elaborated: Peak-2700 and Peak-3600. They have short-term demand surges, seeking to simulate sudden changes that would not be considered when calculating times for fixed-time traffic lights (FT). In addition to them, two others scenarios were also elaborated: Fixed-1800 and Fixed-3600. Fixed-1800 represents the base case of expected flow, with no saturation or sudden change in demand. It is used to perform the time calculations for FT. Fixed-3600 is used both to saturate the intersection to the point of constriction, in alternating lanes, and in the training of the HRL agent. The four scenarios are detailed below:

- **Fixed-1800:** 1,800 vehicles generated in one hour, divided equally among all lanes.
  1) 15 v/m in each lane, for 60 minutes;

- **Fixed-3600:** 3,600 vehicles generated in one hour, divided into 3 stages:
  1) 30 v/m in each lane, for 20 minutes;
  2) Horizontal lanes with 6 v/m each, vertical lanes with 24 v/m each, for 20 minutes;
  3) Horizontal lanes with 24 v/m each, vertical lanes with 6 v/m each, for 20 minutes;

- **Peak-2700:** 2,700 vehicles generated in one hour, divided into 6 stages:
  1) 15 v/m in each lane, for 20 minutes;
  2) Horizontal lanes with 7.5 v/m each, vertical lanes with 15 v/m each, for 5 minutes;
  3) Horizontal lanes with 7.5 v/m each, vertical lanes with 45 v/m each, for 5 minutes;
  4) 15 v/m in each lane, for 20 minutes;
  5) Horizontal lanes with 15 v/m each, vertical lanes with 7.5 v/m each, for 5 minutes;
  6) Horizontal lanes with 45 v/m each, vertical lanes with 7.5 v/m each, for 5 minutes;

- **Peak-3600:** 3,600 vehicles generated in one hour, divided into 6 stages:
  1) 15 v/m in each lane, for 20 minutes;
  2) Horizontal lanes with 7.5 v/m each, vertical lanes with 45 v/m each, for 5 minutes;
  3) Horizontal lanes with 7.5 v/m each, vertical lanes with 60 v/m each, for 5 minutes;
  4) 15 v/m in each lane, for 20 minutes;
  5) Horizontal lanes with 45 v/m each, vertical lanes with 7.5 v/m each, for 5 minutes;
  6) Horizontal lanes with 60 v/m each, vertical lanes with 7.5 v/m each, for 5 minutes;

IV. EXPERIMENTS AND RESULTS

A. FIXED-TIME MODEL

Fixed-time models can assume different configurations, but remain restricted to predictable scenarios. They can, for instance, behave differently during 5-7pm, to accommodate the expected increased traffic for this period. However, they cannot automatically adapt themselves during the day if a...
random surge occurs, since they do not have autonomy or any input from the environment.

Flow surge predictions are not included in the FT setup. In all scenarios, including Peak-2700 and Peak-3600, vehicle flow is always set to 1800 vehicles/hour. FT has, then, two phases – vertical and horizontal –, each one with 15s of green, 3s of amber and 2s of red time. Of course, throughout the whole cycle of one phase, the other remains red. The effective cycle time is, then, 40 seconds \((15+3+2)\times 2\). These values are obtained by the application of Webster Method.

As the simulator guarantees equality between executions (deterministic) and FT has a strictly fixed behavior, all executions of the scenario generate the same results. For this reason, only one round was enough to obtain the results shown in Table 1. In the table, \(V_s\) is the total number of vehicles served by the traffic light at the intersection, \(V_f\), the average vehicle flow per minute, and \(W\), the average waiting time for vehicles passing through the intersection.

**TABLE 1. Fixed-time test scenario: results.**

| Scenario    | \(V_s\) | \(V_f\) | \(W\) |
|-------------|---------|---------|-------|
| Fixed-1800  | 1764    | 29.73   | 16.63 |
| Peak-2700   | 2349    | 39.15   | 29.34 |
| Peak-3600   | 2420    | 40.33   | 31.53 |

In the base case (Fixed-1800), FT is able to deliver an average waiting time of 16.63 seconds, close to the green time (15 secs), which implies that the configured time, using the Webster Method, is sufficient. It is also observed that the flow rate (29.73 v/m) is very close to the absolute rate (30 v/m, or 15 v/m for each lane).

However, in scenarios with traffic bursts, while the total number of vehicles entering the intersection increases 33% from Peak-2700 to Peak-3600, the total number of vehicles served \((V_s)\) and the flow rate \((V_f)\) both increase by only \(\sim\)3%. From these results, it is possible to conclude that the Webster Method reaches its performance limit in Peak-2700. Regardless of the volume of vehicles trying to access the intersection, the flow rate changes very little, while the waiting time continues to deteriorate. Figure 2 shows the waiting time, minute by minute, for Fixed-1800 and Peak-2700 scenarios. At Peak-2700, it is possible to verify that the waiting time begins to rapidly deteriorate at 20 minutes, right after the first flow burst.

**B. HIERARCHICAL REINFORCEMENT LEARNING**

1) **POLICIES AND SUB-POLICIES**

Two objectives were established for the HRL model, each forming a sub-policy: 1) maximizing vehicle flow (Q-Size); and 2) minimizing waiting times (W-Size). The determination of which sub-objective to pursue is made by the main policy (H-Agent). Each sub-policy is a complete Q-learning process that could be used individually. The H-Agent could alternately take any of them as the main policy and interact with the environment accordingly. Therefore, it is possible not only to compare the results obtained by HRL and FT models, but also with agents that use Q-Size or W-Size sub-policies exclusively.

It is necessary to establish three sets of data: \(S\), of characteristics, which define the states; \(A\), of primitive actions, which interact for \(t = 1\) instant of time with the environment; and \(O\), of options, which are extended actions that interact with the environment for \(t = n\) periods of time. The states are defined from an observation of the environment: 1) the number of vehicles on each lane (maximum of 25); 2) the moment each vehicle entered the queue; and 3) the phase (green or red) of each traffic light (red-amber times are ignored). The green time was set in the minimum allowed (10 seconds) [3], and the red-amber time, in 5 seconds (amber + all-red time), totalling a phase time of 15 seconds. Therefore, three types of classification were defined:

- \(E_q\): by the number of vehicles in the queues (lanes NS/SN and WE/EW as single queues):
  - LOW: number of vehicles in the queue is less than or equal to twice the max flow (\(\leq 40\));
  - MID: number of vehicles in the queue is less than or equal to twice the max flow (\(\leq 40\));
  - HIGH: number of vehicles in the queue is greater than twice the max flow (\(> 40\)).

- \(E_w\): by the average waiting time in the queues:
  - LOW: average waiting time is less than or equal to the minimum green time (\(\leq 10\));
  - MID: average waiting time is less than or equal to the minimum green time + one phase time (\(\leq 25\));
  - HIGH: average waiting time is greater than the minimum green time + phase time (\(> 25\)).

- \(E_f\): by the traffic light phase status:
  - \(g\): phase is in the green state;
  - \(r\): phase is in the red state.

The \(E_q\) flow values relate to the maximum flow in a minimum green time. To obtain them, FT was applied, with green time of 10 seconds and 5 seconds of red-amber time, to the Peak-3600 scenario. The value of maximum flow in one phase obtained during this simulation was 20 vehicles. The MID and HIGH classes were determined according to the cycle definition. As a cycle is the sequence of activation of all phases and there are two, a lane with 40 vehicles consumes up to one cycle to be emptied, and is classified as MID. With more than 40 vehicles, more than one cycle is required, and the classification is HIGH.

A similar process was carried out to calculate \(E_w\). The lane receives MID classification if the waiting time of its vehicles is, at most, 25 seconds, which indicates that the opposite lane was selected twice in a row to receive the green color (10 seconds of green +10 seconds of green +5 seconds of red-amber). This scenario is seen in Figure 3, between \(S_0\) and \(S_2\), where the vertical leg (V) is selected twice in a row \((a_0 = v\) and \(a_1 = v\)). Any value above this indicates that the

\[1\]

Peak-3600 scenario generates flow above the capacity of the roads at moments of traffic burst.
lane is waiting for more than two phases (>1 cycle), leading it to HIGH classification.

Policies use combinations of the classification values defined above to describe their status. These policies will be detailed in their respective sub-topics. The primitive actions were limited to two:

- $h$: move (or keep) horizontal lanes to green state for 10 seconds;
- $v$: move (or keep) vertical lanes to green state for 10 seconds.

An action takes a minimum of 10 seconds, if it extends an already active green, or 15 seconds (5 seconds of red-amber +10 seconds of green), if it selects a phase that is currently red. The actions and, consequently, the state definitions, always occur at the end of the minimum green time of the phase that was selected in the previous action. Despite the time variation between actions, the agent always sees them as a single step, as a single interaction with the environment was made.

Figure 3 illustrates how three interactions with the environment would be. At the beginning, the agent waits until the end of the green time that is active to define the first state, $S_0$, and take the first action, $a_0$. As the first action called for an inversion of the active phase, the traffic light first activates the red-amber time and only then sets the vertical phase to green, causing $a_0$ to last 15 seconds. At the end of the green time, the second state definition ($S_1$) and action ($a_1$) take place, which keeps the active phase green for another 10 seconds. This action ($a_1$) lasts only 10s, since it is not necessary to activate the red-amber time (5s).

The options initiate one of the two sub-objectives to be pursued:

- $\sigma_q$: start the execution of primitive actions, following Q-Size sub-policy;
- $\sigma_w$: start the execution of primitive actions, following W-Size sub-policy.

Figure 4 summarizes the relationship between policies, options and actions. The H-Agent macro policy selects which sub-objective to pursue (maximize flow or minimize waiting time) by selecting one of the two available sub-policies (Q-Size or W-Size). The selected sub-policy performs primitive actions that directly influence the traffic light at the intersection, aiming at its own sub-objective.

2) TRAIN, TEST AND HYPERPARAMETERS

The training process was divided into three – of the main policy and of its two sub-policies. It took place through 24 runs, which simulate the duration of a full day operation of
the Fixed-3600 scenario. This scenario was selected because it offers several levels of saturation on all lanes, allowing the intelligent agent to face as many traffic variations as possible. The action/option selection policy used was \( \varepsilon \)-greedy [36], which alternates between exploration and exploitation moments according to the \( \varepsilon \) parameter. The parameter represents the probability of the agent to explore its alternatives instead of selecting the best known option/action, which gives randomness to its behavior. Moreover, a decay logic was used, so that, at the beginning of the training, the exploration rate is higher, set at 45\% (\( \varepsilon = 0.45 \)). Thereafter, for every three executions, \( \varepsilon \) decays by 5\%, ending the training phase with an exploration rate of 10\%. The test scenarios used were the same as those applied to the Fixed-Time model: Fixed-1800, Peak-2700 and Peak-3600. Tests were performed in a single execution of the scenario, with a fixed exploration rate set at 2\% (\( \varepsilon = 0.02 \)). The learning rate (\( \alpha \)) and the discount factor (\( \gamma \)) were individually configured for each of the three policies of the agent, and the values that showed the best performance for each of them were obtained through an exhaustive search between all possible combinations of two sets, one for \( \alpha \), from 0.1 to 1, with an interval of 0.1, and another for \( \gamma \), from 0.1 to 0.9, also with 0.1 range.

3) Q-SIZE AND W-SIZE

In a first step, we investigate the system behavior if it had a single objective – maximizing flow (Q-Size) or minimizing waiting time (W-Size). Results will be later compared to those of the hybrid approach (H-Agent), which switches between sub-objectives according to the environment input.

\( E_q \) classification, which categorizes the vehicle queues according to their size, was used as the Q-Size sub-policy. In addition, the agent needs to know the current state of the traffic light, determined by \( E_M \). Thus, the 18 states of the Q-Size sub-policy are described by the combination of 9 queue states – LOW, MID and HIGH for each lane – and 2 traffic light states – green or red, mutually exclusive. The only set of actions available during the sub-policy is that of primordial actions \( A \). Thus, the table \( Q(s, a) \) has 18 rows and two columns, totalling a universe of 36 (\( s, a \)) pairs. Also, a reward function \( r \), which generates feedback and indicates whether the actions are adjusted to its objective, needs to be defined. For the Q-Size policy, function \( r \) is set to 1 if the queue size decreases from moment \( t \) to \( t + 1 \), and set to 0, otherwise. The learning rate (\( \alpha \)) and the discount factor (\( \gamma \)) were set to 0.1 and 0.4, respectively.

W-Size sub-policy, on the other hand, uses \( E_w \) classification. The agent selects that lane in which vehicles are waiting the longest to be released. Again, there are 18 states for the W-Size sub-policy, described by the combination of 9 queue states – LOW, MID and HIGH – and 2 traffic light states. As W-size is also restricted to primitive actions, \( Q(s, a) \) totals, once again, 36 (\( s, a \)) pairs, with 18 states and 2 actions.

The reward function \( r \) is set to 1 if the waiting time decreases from \( t \) to \( t + 1 \) and to 0, otherwise. The learning rate (\( \alpha \)) and the discount factor (\( \gamma \)) were both set to 0.1.

Q-Size and W-Size were subjected to the same scenarios as FT: Fixed-1800, Peak-2700 and Peak-3600. However, the results are the average of 10 test/training cycles. This is due to the nature of the agent, i.e., according to its parameter \( \varepsilon \), the results may differ between executions. The observed results are shown in Table 2, with the best ones highlighted in bold.

### TABLE 2. W-Size, Q-Size and fixed-time summarized results.

| Scenario       | \( V_q \) | \( V_f \) | \( W \) |
|----------------|----------|----------|--------|
| Fixed-1800     |          |          |        |
| Peak-2700      | 2396     | 47.03    | 23.21  |
| Peak-3600      | 2826     | 47.03    | 23.21  |
| Q-Size         |          |          |        |
| Fixed-1800     | 1779     | 29.66    | 25.09  |
| Peak-2700      | 2433     | 40.56    | 25.32  |
| Peak-3600      | 2929     | 48.83    | 27.79  |
| Fixed-Time     |          |          |        |
| Fixed-1800     | 1784     | 29.73    | 16.63  |
| Peak-2700      | 2349     | 39.13    | 29.34  |
| Peak-3600      | 2420     | 40.33    | 31.53  |

In Fixed-1800, all approaches performed similarly, with a slight advantage for the FT agent. In this case, as the intersection flow is below its saturation point and equally distributed between the lanes, the process is trivial. Regarding the average waiting time, the Q-Size sub-policy has about 50\% (~8 seconds) less performance when compared to those of the others. The lower performance is justified by the fact that the Q-Size agent only seeks to increase the flow, prioritizing the queue with more vehicles, which leads to an increasing waiting time on the opposite lane. Results show that the W-Size agent is capable to better balance its choices, obtaining results very similar to those of FT.

In the overload scenarios, the intelligent agents demonstrate their superiority. The Q-Size agent obtains the best flow values. It is 3.57\% and 21\% more efficient in relation to FT in Peak-2700 and Peak-3600, respectively. In short, Q-Size was able to serve more vehicles during the simulation than the other two approaches. On the other hand, the W-Size sub-policy, which focus on optimizing the waiting time, shows the expected behavior, producing waiting times 35\% lower than those of FT already at Peak-2700 (24.76\% lower than Q-Size as well), and 26.38\% lower than those of FT at Peak-3600. Such results are in line with the proposal of each sub-policy, and indicate that a hybrid approach, capable of switching between sub-policies, is promising.

Figures 5 and 6 show, minute by minute, FT, Q-Size and W-Size performances in Peak-2700. In Figure 5, it is possible to notice that the two intelligent models are capable of meeting all the demand of the first traffic burst (at 20min) before the 40th minute of the simulation, returning to the previous flow level. The same does not occur during the
simulation with the FT approach. Also, Q-Size is capable of maintaining a higher flow at peak times (minutes 20-32 and 50-60). In Figure 6, regarding the W-Size agent, peaks of waiting time only occur when there is a burst in demand. Q-Size agent keeps a high value during the whole simulation, oblivious to the demand variations. The FT approach peaks after 20 minutes and is not able to recover its previous level until the end of the simulation.

The Peak-3600 scenario, illustrated in Figures 7 and 8, brings more accentuated differences between the agents. In Figure 7, after the first traffic burst, W-Size has its flow around 55 v/m, as can be seen from minute 21 to 50, while Q-Size manages to keep it close to 60 v/m in the same period. In the 23rd minute, Q-Size reaches its highest flow rate per minute (62 v/m). In its turn, W-Size, although reaching a higher value (64 v/m), only reaches it at 53 minutes of simulation. Although both policies reach similar average values at the end of the simulation (47.03 against 48.83), the peaks and consistency at key moments guarantee the difference in final performance. It is also worth remembering that in this scenario, there are times when the input flow is above the capacity of the road, such as, for example, in the second half of the first surge, with 60 v/m in each lane. However, Q-Size still can achieve values greater than W-Size.

In Figure 8, W-Size exhibits a behavior quite different from that which was observed previously in relation to waiting times. It is possible to see how the waiting times start low, then rise and remain so after the first traffic burst, unlike those that were seen in Figure 6, in which the variations followed the beginning and end of the burst. This is due to the fact that the number of vehicles on the lane exceeds the minimum green flow capacity, which leads to an increase in the waiting time and, as the flow is greater, there is no moment of relief. However, as the agent is guided to decrease such values, it is able to ensure that the value does not rise sharply, as it occurs with FT, preventing frequent losses of performance.

It is possible to notice that each individual policy presents its pros and cons in relation to the other. The W-size agent obtains lower waiting times at the cost of lower vehicle flow (Figures 5 and 7). More clearly, the Q-size agent achieves higher values for vehicle flow, but it has a lower performance regarding the waiting times, mainly before the first traffic burst (Figures 6 and 8). If any lane has a bigger waiting time but contains fewer vehicles, it will be ignored by the Q-agent, possibly increasing the waiting time. In short, both agents observe only the variable that is important for their objectives, neglecting the other.
4) H-AGENT POLICY

The H-Agent, governed by the main policy, seeks to optimize both vehicle flow and waiting times and, for this, makes use of the two sub-policies to achieve its goal. The main policy selects one of the sub-policies at the time in which this sub-policy will have an optimal return on its objective. The H-Agent uses, as state, the combination of useful states for each sub-policy – $E_q$, from Q-Size, and $E_w$, from W-Size. The main policy must observe the environment in the same way as the sub-policies to be able to identify which one will perform best in each state. Also, as H-Agent does not interact directly with the environment, the states that describe the traffic light, $E_f$, are irrelevant and, therefore, disregarded. Thus, H-Agent describes the intersection through the combination of the 9 $E_q$ states and the 9 $E_w$ states, totalling 81 states.

Similarly to the sub-policies, H-Agent also has a single set of actions available, $O$, composed of the two options, making its table $Q(s, o)$ to have two columns, totalling 162 states. The reward $r$, in turn, was defined as the relationship between the number of vehicles served ($V_f$) and the average waiting time ($V_w$), as in (5). Both values are normalized, using Min-max [37], in the range $[0, 1]$. The lower limit of flow ($V_f$) is 0. Its upper limit, which represents the maximum size of a queue, is 50. The lower limit of waiting time ($V_w$) is 10, which is the minimum green time. Its upper limit is 30, which is the cycle time according to the green and red-amber times set for the HRL agent. The constant 0.0001 ensures that no division by zero occurs.

$$r = \frac{V_f'}{V_w' + 0.0001}$$  \hspace{1cm} (5)

The hyperparameters values determined after an exhaustive search were $\alpha = 0.2$ and $\gamma = 0.9$. As H-Agent selects between two sub-policies, both must also undergo a training process. In order to be able to analyze only the final performance presented by H-Agent, the two sub-policies were trained before the test rounds, with the hyperparameter values previously determined. At the top level of the hierarchy, there is still a third parameter to be configured, the sub-policy stopping criterion ($\beta$), which can be configured to interrupt the sub-policy in three ways: 1) when a maximum number of primitive actions is achieved; 2) when a specific objective (state) is achieved; or 3) when it becomes more advantageous to assume a sub-policy different from the current one. Considering that $\beta = 1$ indicates that the sub-policy must be stopped, (6) summarizes its behavior.

$$\beta_o = \begin{cases} 
1 & \text{if the number of steps } > k \\
1 & \text{if } Q(s_{t+1}, o') > Q(s_{t+1}, o) \\
0 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (6)

The number of steps taken ($k$) is the only configurable value, which may be specific to each sub-policy. To choose its values ($k_q$ and $k_w$), the same set of definition tests from $\alpha$ and $\gamma$ were applied to $k$ (0.2 and 0.9, respectively - optimal). The set of possible values considered was [2,3,4,5] for each sub-policy, generating a universe of 16 possible pairs. These pairs were submitted to the first round of tests and, in the end, $k_q = 5$ and $k_w = 2$ were empirically obtained. There is no way to run an H-Agent training without defining $\alpha$, $\gamma$ and $k$. Ideally, all hyperparameters would be explored and determined together, but to shorten the already extensive training phase, we chose to split this phase in two: The first was to determine $\alpha$ and $\gamma$, with a fixed $k = 5$; and the second to determine only $k$, using the optimal pair obtained before, going from a universe of $10 \cdot 9 \cdot 4 \cdot 4 = 1440$ training scenarios to a total of $10 \cdot 9 + 4 \cdot 4 = 106$.

After the hyperparameters tuning phase, the H-Agent was subjected to the test scenarios, with its results taken from the average of 10 training/testing cycles. Table 3 shows the results. The best ones are highlighted in bold and the worst in italics. As well as the choice of hyperparameters, the sub-policies were trained separately. Therefore, the results shown in the table are the result of repeated tests in the macro policy of H-Agent only.

### Table 3. Summarized results from H-Agent, Q-Size, W-Size and FT approaches.

| Scenario     | $V_f$ | $V_w$ | $W$ |
|--------------|-------|-------|-----|
| H-Agent      |       |       |     |
| Fixed-1800   | 1781  | 29.68 | 19.08 |
| Peak-2700    | 2428  | 40.47 | 21.01 |
| Peak-3600    | 2923  | 48.73 | 22.8 |
| W-Size       |       |       |     |
| Fixed-1800   | 1782  | 29.27 | 17.14 |
| Peak-2700    | 2396  | 39.93 | 19.05 |
| Peak-3600    | 2826  | 47.03 | 23.21 |
| Q-Size       |       |       |     |
| Fixed-1800   | 1779  | 29.66 | 25.09 |
| Peak-2700    | 2433  | 40.56 | 25.32 |
| Peak-3600    | 2929  | 48.83 | 27.79 |
| Fixed-Time   |       |       |     |
| Fixed-1800   | 1784  | 29.73 | 16.63 |
| Peak-2700    | 2349  | 39.15 | 29.34 |
| Peak-3600    | 2420  | 40.33 | 31.35 |

Again, the values of total flow and flow per minute observed for Fixed-1800 are similar for all approaches. Regarding the average waiting time in this scenario, the H-Agent has a performance between Q-Size and W-Size, which is 23.9% more efficient than the first and 11.3% less efficient than the second. From the Peak-2700 scenario, it becomes clearer that the H-Agent results are a mix between the two previous sub-policies, in which its flow rate is virtually equal to that of Q-Size (2428 and 2433, respectively), and its waiting time is close to that of W-Size, with a difference of 10.28%. Figures 9 and 10 corroborates this behavior of the H-Agent. They also show that the H-Agent flow is similar to that of Q-Size, and its waiting time is closer to that of W-Size, with variations according to demand, but always closer to the average. This indicates stability.

The results of Peak-3600, illustrated in Figures 11 and 12, clearly show the ability of H-Agent to combine the performances of Q-Size and W-Size. Its result for total flow is similar to that of Q-Size (2923 and 2929), but reaches higher...
values for longer. For example, between minutes 21-30 or from 50 minutes onward, the H-Agent has the highest and most stable flow of all approaches. Moreover, the H-Agent not only has a waiting time close to W-Size, but its result is 1.76% smaller, with less frequent performance loss peaks (minute 52). It is worth noticing that H-Agent managed to obtain results similar to those from each individual sub-policy, without sacrificing what both renounced. As an evidence of its potential, not a single line of the H-Agent section of Table 3 was marked in italics, which highlights the worst results. In fact, although only one item was marked as best (waiting time of Peak-3600), all values are very close to those marked as best (bold) in other sections (Q-Size, W-Size, FT). To sum up, H-Agent reaches the most balanced results, close to the best and far from the worst.

The final comparison is made between the Fixed-Time approach (FT) and the H-Agent based on HRL. Although the FT model seems to perform well enough for well-behaved scenarios, such as Fixed-1800, it is unable to consider traffic variation during the day and to handle unexpected traffic bursts. It is shown in Figure 9 (Peak-2700) how the HRL agent, even with shorter green times (10 seconds vs. 15 seconds), can adapt itself to the growing traffic demand. Despite the difference between green times, the H-Agent is able to select the same lane over and over again, which, in fact, changes the lane’s green time in increments of 10 seconds. This characteristic makes the system more capable. However, it is worth questioning that, if the agent can choose a single lane over and over again, then the waiting time of the opposite lane will rise up. In fact, this is what is observed when using only Q-Size as a policy. Q-Size is able to increase the flow, but negatively impacts the waiting time. However, as the H-Agent can also assume the behavior of W-Size, it manages to overcome the deficiency of Q-Size. Figure 10 shows that, even with a flow greater than FT, H-Agent keeps the waiting time stable and lower. Very similar and more evident conclusions can be obtained from the analysis of the results in Peak-3600 (Figures 11 and 12).

The values presented by the H-Agent based on HRL show that it is possible to combine two sub-policies and generate results superior to their isolated performances, even in their field of specialty. This is due to the fact that the HRL agent, guided by its reward model, seeks to initiate its sub-policies at times (states) when maximum performance can be obtained by them. In this way, the disadvantage that each sub-policy presents, due to having only one way of interacting with
the environment, is not only mitigated, but also supplanted by the capabilities of each other, ultimately creating a more stable and capable agent. For this reason, the H-Agent can be considered the best choice, as it combines the best features from its sub-policies and overcomes the greatest issue regarding the FT model: its inability to adapt to the ever-changing environment.

V. CONCLUSION

Webster Method is the most common approach for calculating phase times for traffic lights. Its formula is based on immutable values such as lane width, maximum speed, and maximum/peak flow of vehicles at the intersection. Nevertheless, the flow of vehicles is variable and can be affected by random events, which can lead to values very different from those initially considered.

The use of Artificial Intelligence (AI) models, able to make decisions from environment data in a dynamic way, presents itself as a viable solution to this problem. In particular, Reinforcement Learning (RL) is an AI technique which has capabilities that fit the observed problem: online learning model and model-free approach. In other words, an RL agent can learn while in operation, and does not need to know the complete process to infer its behavior and make decisions. This study aims to apply Hierarchical Reinforcement Learning (HRL) and Options Framework to traffic light control and compare its performance to that of a fixed-time traffic controller (FT), which uses the Webster Method. All test scenarios were built using the SUMO simulation tool.

Two objectives were established for the HRL agent, each forming a sub-policy: maximizing vehicle flow (Q-Size) and minimizing waiting times (W-Size). The determination of which sub-objective to pursue is made by the main policy (H-Agent), which selects one of the sub-policies at the time when maximum performance can be obtained by it. Also, each sub-policy is a complete Q-learning process that could be used individually. It is possible not only to compare the results obtained by HRL and FT models, but also with agents that use Q-Size or W-Size sub-policies exclusively.

The results demonstrate that it is possible to combine two sub-policies (Q-Size and W-Size) and generate results superior to their isolated performances, even in their field of specialty. In this way, the disadvantage that each sub-policy presents when applied individually is supplanted by the capabilities of the other, creating a more stable hybrid agent (H-Agent). In relation to the FT model, all intelligent agents present significant improvements, between 20% and 30%, with a higher number of vehicles served and lower waiting times in line, especially for scenarios with unexpected traffic growth. Finally, the H-Agent can be considered the best choice, as it combines the core features from its sub-policies and presents more balanced results. Although the FT model performs consistently for well-behaved scenarios, it is still unable to consider traffic variation during the day and to handle unexpected traffic bursts.

In the future, it is planned to apply the proposed hierarchical agent to more complex scenarios, mainly with more intersections, to analyze if there is any impact on its performance. It is also possible to apply a Deep Learning approach, with a model that uses a Neural Network to approximate the Q-function, allowing a more complex and rich set of inputs/features and more complex and assertive actions.
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