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Abstract

A novel algorithm is proposed for CANDECOMP/PARAFAC tensor decomposition to exploit best rank-1 tensor approximation. Different from the existing algorithms, our algorithm updates rank-1 tensors simultaneously in-parallel. In order to achieve this, we develop new all-at-once algorithms for best rank-1 tensor approximation based on the Levenberg-Marquardt method and the rotational update. We show that the LM algorithm has the same complexity of first-order optimisation algorithms, while the rotational method leads to solve the best rank-1 approximation of tensors of size $2 \times 2 \times \cdots \times 2$. We derive closed-form expression of best rank-1 tensor of $2 \times 2 \times 2$ tensors, and present an ALS algorithm which updates 3 component at a time for higher order tensors. The proposed algorithm is illustrated in decomposition of difficult tensors which are associated with multiplications of two matrices.

I. Introduction

The CANDECOMP/PARAFAC tensor decomposition seeks the best rank-$R$ tensor approximation to a data tensor $Y$ of size $I_1 \times I_2 \times \cdots \times I_N$

$$Y \approx \sum_{r=1}^{R} X_r$$

where $X_r = u_{1,r} \circ u_{2,r} \circ \cdots \circ u_{N,r}$ are rank-1 tensors. Matrix of the loading components, $U_r = [u_{n,1}, \ldots, u_{n,R}]$, are coined the factor matrices.

The CPD can be achieved by minimising the Frobenius norm of the error

$$\min ||Y - \sum_{r=1}^{R} X_r||_F^2.$$ (1)
The above objective function is nonlinear with respect to all the factor matrices, but linear in parameters in one factor matrix, or parameters in non-overlapping partitions of different factor matrices [1], [2]. Hence, one can derive the Alternating Least Squares (ALS) to update sequentially the factor matrices $U_n$ [3], [4], or jointly update the loading components in non-overlapping partitions [1], [2]. An alternative method is to apply the nonlinear conjugate gradient method [5], [6], the Levenberg-Marquardt algorithm [7], [8], the non-linear least squares (NLS) algorithm [9] to update all the parameters at a time.

Consider a particular case of CPD with rank-1, i.e., finding a best rank-1 tensor approximation. This is the case where the Tucker decomposition (TKD), the tensor network, tensor train, hierarchical Tucker decomposition meet CPD. Following this, the best rank-1 tensor approximation inherits good algorithms from the other tensor network decompositions, such as the sequential projection and truncation method, also known TT-SVD, or the DMRG algorithm for Tensor-train tensor decomposition. The sequential projection and truncation has been recently shown to be a good method for finding the best rank-1 tensor approximation [10], [11].

In addition, the well-known Higher Order Orthogonal Iteration (HOOI) algorithm for TKD becomes the ALS algorithm for CPD.

The best rank-1 tensor approximation is the only one case when the Levenberg-Marquardt (LM) algorithm has a similar computational cost to that of ALS. Its update rule can be proved to be in a similar form of the first order optimization algorithm with an optimally determined step-size.

In addition, all the loading components can be updated through a rotational method, which in turn solves a best rank-1 tensor approximation to a quantised-scale tensor of size $2 \times 2 \times \cdots \times 2$.

With the good algorithms for best rank-1 tensor approximation, the questions are

- “Can we employ the best rank-1 tensor approximation for higher rank CPD?”
- “Can we update rank-1 tensors in CPD simultaneously in parallel?”

Indeed the high rank CPD can be formulated as a sequence of best rank-1 tensor approximations to the residue tensors

$$
\min \left\| Y_r - u_{1,r} \odot u_{2,r} \odot \cdots \odot u_{N,r} \right\|^2_F
$$

where $Y_r = Y - \sum_{s \neq r} X_s = E + X_r$. This is the way to derive the hierarchical ALS (HALS) algorithm [12]. Once a rank-1 tensor $X_r$ is updated, HALS updates the error tensor $E$ and proceeds the next rank-1 tensor approximation. Since the error tensor $E$ varies in sub-problems, HALS cannot update all rank-1 tensors, $X_1, \ldots, X_R$, simultaneously.

So far, tensor deflation is the only one method able to extract rank-1 tensors in parallel [13], [14]. However, this kind of tensor decomposition requires additional conditions, and does not rely on the best
rank-1 tensor approximation.

In this paper, we address the above two questions, and propose a novel algorithm which can update rank-1 tensors simultaneously in parallel. Moreover, we derive a novel LM algorithm and a rotational algorithm for the best rank-1 tensor approximation. These proposed algorithms have the same computational cost as that of the ALS/HOOI algorithm.

II. PARALLEL RANK-1 TENSOR UPDATE ALGORITHM

We denote vectorize of the data tensor $\mathbf{Y}$ by $\mathbf{y} = \text{vec}(\mathbf{Y})$, and a matrix $\mathbf{X}$ comprising vectorisation of rank-1 tensors $\mathbf{X}_r$,

$$
\mathbf{X} = [\text{vec}(\mathbf{X}_1), \text{vec}(\mathbf{X}_2), \ldots, \text{vec}(\mathbf{X}_R)]
= \mathbf{U}_N \odot \cdots \odot \mathbf{U}_2 \odot \mathbf{U}_1.
$$

(3)

$\mathbf{X}$ is also known as Khatri-Rao product of the factor matrices $\mathbf{U}_1, \ldots, \mathbf{U}_N$. Now, we rephrase the CPD in (1) in a new form to find a matrix $\mathbf{X}$ holding the Khatri-Rao structure, that is,

$$
\begin{align*}
\min_{\mathbf{X}} & \quad \frac{1}{2} \| \mathbf{y} - \mathbf{X} \mathbf{1}_R \|^2_2 \\
\text{s.t.} & \quad \mathbf{X} = \mathbf{U}_N \odot \cdots \odot \mathbf{U}_2 \odot \mathbf{U}_1,
\end{align*}
$$

(4)

where $\mathbf{1}_R$ is a vector of ones of the length $R$. This can be interpreted as a generalised projection problem

$$
\begin{align*}
\min_{\mathbf{Z}} & \quad f(\mathbf{Z}) + g(\mathbf{X}) \\
\text{s.t.} & \quad \mathbf{Z} = \mathbf{X},
\end{align*}
$$

where $g(\mathbf{X})$ is the indicator function of a set, $\mathcal{D}$, of structured matrices which are in form of the Khatri-Rao products (3), i.e., $g(\mathbf{X}) = 0$ if $\mathbf{X} \in \mathcal{D}$, otherwise $\infty$. The problem can be solved using the augmented Lagrangian, or more specifically the alternating direction method of multipliers (ADMM) or the alternating projection method [15], [16]. The augmented Lagrangian function to the problem (5) is given by

$$
\mathcal{L}(\mathbf{X}, \mathbf{Z}, \mathbf{T}) = f(\mathbf{Z}) + g(\mathbf{X}) - \frac{1}{\gamma} \langle \mathbf{Z} - \mathbf{X}, \mathbf{T} \rangle + \frac{1}{2\gamma} \| \mathbf{Z} - \mathbf{X} \|^2_F,
$$

(5)

where $\gamma > 0$, $\mathbf{Z}$ and $\mathbf{X}$ are primal variables, and $\mathbf{T}$ is the dual variable, $\langle \mathbf{A}, \mathbf{B} \rangle$ denotes the scalar product of two matrices. The Lagrangian function can be rewritten in the form of

$$
\mathcal{L}(\mathbf{X}, \mathbf{Z}, \mathbf{T}) = f(\mathbf{Z}) + g(\mathbf{X}) + \frac{1}{2\gamma} \left( \| \mathbf{Z} - \mathbf{X} - \mathbf{T} \|^2_F - \| \mathbf{T} \|^2_F \right).
$$

(6)
Updates of the primal variables, $Z$, $X$, and the dual variable, $T$, consist of the following iterations

$$Z^{(k+1)} = \arg\min_Z \frac{1}{2} \|y - Z 1_R\|_F^2 + \frac{1}{2\gamma} \|Z - X^{(k)} - T^{(k)}\|_F^2,$$  
(7)

$$X^{(k+1)} = \arg\min_X g(X) + \frac{1}{2\gamma} \|Z^{(k+1)} - T^{(k)} - X\|_F^2,$$

$$= \Pi_D(Z^{(k+1)} - T^{(k)}),$$  
(8)

$$T^{(k+1)} = T^{(k)} + X^{(k+1)} - Z^{(k+1)},$$  
(9)

where $k$ denotes the iteration index, and $\Pi_D(Z)$ the projection of $Z$ onto $D$.

A. Update of $Z$

Since the problem (7) is quadratic, $Z$ is found in closed-form as

$$Z^{(k+1)} = \arg\min_Z \frac{1}{2} \|y - Z 1_R\|_F^2 + \frac{1}{2\gamma} \|Z - X^{(k)} - T^{(k)}\|_F^2 = \left( X^{(k)} + T^{(k)} + \gamma y 1_R^T \right) \left( I + \gamma 1_R 1_R^T \right)^{-1}$$

$$= \left( X^{(k)} + T^{(k)} + \gamma y 1_R^T \right) \left( I - \frac{\gamma}{1 + \gamma R} 1_R 1_R^T \right)$$

$$= \frac{\gamma}{1 + \gamma R} y 1_R^T + \left( X^{(k)} + T^{(k)} \right) \left( I - \frac{\gamma}{1 + \gamma R} 1_R 1_R^T \right).$$  
(10)

B. Update of $X$

From (8), columns of the Khatri-Rao matrix $X^{(k+1)}$ can be updated independently as best rank-1 tensor approximation to the tensors whose vectorizations are $(z_r^{(k+1)} - t_r^{(k)})$, i.e.,

$$\min_{\{u_{n,r}\}} \frac{1}{2} \|z_r^{(k+1)} - t_r^{(k)} - u_{N,r} \otimes \cdots \otimes u_{2,r} \otimes u_{1,r}\|_2^2.$$  
(11)

We can apply the ALS/HOOI algorithm or the fLM algorithm [8] to solve the above problem. More computationally efficient algorithms are presented in Section III.

With the three update rules (9), (10) and (11), we can implement an algorithm to sequentially update $Z$, $X$ and $T$. However, such a simple algorithm demands a large extra space for the matrices $Z$ and $T$ of size $(I_1 \ldots I_N) \times R$, and even the matrix of rank-1 tensors, $X$. In the following subsection we present a memory saving implementation of the proposed procedure, which only requires memory of the order $5I_1I_2 \cdots I_N$. 

September 26, 2017
C. Rank-1 Tensor Update in Parallel

First, we consider the term $Z^{(k+1)} - T^{(k)}$ which appears in the update (11) for $U_n$. From the update for $Z$ in (10), we have

$$Z^{(k+1)} - T^{(k)} = X^{(k)} + \frac{\gamma R}{1 + \gamma R} (\bar{y} - \bar{x}^{(k)} - \bar{t}^{(k)}) 1_R^T$$

(12)

where $\bar{y} = \frac{1}{R} y$, and $\bar{x}^{(k)} = \frac{1}{R} X^{(k)} 1_R$ and $\bar{t}^{(k)} = \frac{1}{R} T^{(k)} 1_R$ are means of columns of $X^{(k)}$ and $T^{(k)}$, respectively. Note that $\bar{x}^{(k)}$ is the rank-$R$ tensor approximation of the tensor $\frac{1}{R} Y$ but in the vectorisation form of $\bar{y}$ at the iteration-$k$.

We define a parameter $\mu$ which depends on $\gamma$ and $R$ as

$$\mu = \frac{\gamma R}{1 + \gamma R}$$

(13)

and a residue at the iteration-$k$

$$e^{(k)} = \mu (\bar{y} - \bar{x}^{(k)} - \bar{t}^{(k)}) .$$

(14)

It is obvious from (12) that

$$z_r^{(k+1)} - t_r^{(k)} = x_r^{(k)} + e^{(k)} .$$

When the algorithm converges, the components $z_r$ are (nearly) in the form of the Kronecker product of the loading components $u_{n,r}$, and the dual variables $t_r$ become zeros or take small values. It follows that the residue $e$ will also go to zero.

The best rank-1 tensor approximation of $(z_r^{(k+1)} - t_r^{(k)})$ in (11) is rewritten as

$$\min_{u_{n,r}} \frac{1}{2} ||e^{(k)} + x_r^{(k)} - u_{N,r} \otimes \cdots \otimes u_{2,r} \otimes u_{1,r}||^2 .$$

(15)

Next, we replace $Z^{(k+1)}$ in (10) into the update of $T$ in (9)

$$T^{(k+1)} = T^{(k)} + X^{(k+1)} - \left( X^{(k)} + T^{(k)} \right) \left( I - \frac{\gamma}{1 + \gamma R} 1_R 1_R^T \right) - \frac{\gamma}{1 + \gamma R} y 1_R^T$$

$$= X^{(k+1)} - X^{(k)} - \frac{\gamma R}{1 + \gamma R} (\bar{y} - \bar{x}^{(k)} - \bar{t}^{(k)}) 1_R^T$$

$$= X^{(k+1)} - X^{(k)} - e^{(k)} 1_R^T .$$

(16)

From (14) and (15), it reveals that there no need to compute the dual variables $T^{(k)}$, but only the term $\bar{t}^{(k)}$, which, from (16) and its definition, is given by

$$\bar{t}^{(k+1)} = \frac{1}{R} T^{(k+1)} 1_R = \bar{x}^{(k+1)} - \bar{x}^{(k)} - e^{(k)} .$$

(17)
Algorithm 1: PArallel Rank-One Update (PARO)

Input: Data tensor $Y: (I_1 \times I_2 \times \ldots \times I_N)$, and a rank $R$ and a regularisation parameter $\mu$ in $[\frac{1}{2}, 1]$

Output: $X = [U^{(1)}, U^{(2)}, \ldots, U^{(N)}]$ of rank $R$

begin
1. Initialize $X^{(0)} = [U^{(0)}_1, U^{(0)}_2, \ldots, U^{(0)}_N]$
2. $\bar{y} = \frac{1}{N} \text{vec}(Y)$

repeat
3. $\bar{x}^{(k)} = \frac{1}{\mu} \sum_r x_r^{(k)}$
4. $e^{(k)} = \mu (\bar{y} - 2\bar{x}^{(k)} + \bar{x}^{(k-1)} + \bar{e}^{(k-1)})$
5. parfor $r = 1, 2, \ldots, R$ /* process in parallel */
   - $\bar{y} - \bar{x}^{(k)}$
   - Find $x_r^{(k+1)}$ as the best rank-1 tensor approximation of $e^{(k)} + x_r^{(k)}$
   - $\min_{u_{1:r}} \frac{1}{2} \| e^{(k)} + x_r^{(k)} - u_{1:r} \otimes u_{2:r} \otimes u_{N:r} \|^2$

until a stopping criterion is met

Now we can even omit $\bar{t}^{(k)}$ by replacing its expression into (14) to obtain

$$e^{(k)} = \mu (\bar{y} - 2\bar{x}^{(k)} + \bar{x}^{(k-1)} + e^{(k-1)}) \quad (18).$$

The final update of the residue $e$ does not comprise $\bar{t}$, but relates to the current error, $\bar{y} - \bar{x}^{(k)}$, and the error between two estimated tensors $(e^{(k-1)} + \bar{x}^{(k-1)} - \bar{x}^{(k)})$. More precisely, the residue $e$ is updated from the 2nd-order difference of the sequence $\bar{x}^{(k-1)} + e^{(k-1)}, \bar{x}^{(k)}, \bar{y}$.

D. Implementation

Algorithm 1 shows a simple implementation of the proposed PArallel Rank-One tensor update algorithm (PARO) which consists of the two update rules in (15) and (18)

- Update the residue $e^{(k)}$ as in (18)
- Seek in parallel best rank-1 tensors $X_r^{(k+1)}$ to the residue tensors whose vectorisations are $e^{(k)} + x_r^{(k)}$ for $r = 1, 2, \ldots, R$. This step is performed in a distributed system with multi-nodes, each node estimates one rank-1 tensor.

1) Similarity with HALS: In the above implementation, PARO works in a similar way to the HALS algorithm which minimises the objective function in (2) [12]. However, the residue in HALS is the error between the data tensor $Y$ and the current estimate $X^{(k)}$, i.e., $E^{(k)} = Y - X^{(k)}$ and $Y_r = E^{(k)} + X_r^{(k)}$, and it is updated after each rank-1 tensor approximation, while PARO uses the same residue tensor in all $R$ rank-1 tensor approximations.
2) Construction of rank-1 tensor components $X_r$: In our algorithm, the rank-1 tensors, $X_r$, or their vectorizations, $x_r$, appear in the sub-problems in (15) and in the update of $\bar{x}^{(k)}$. However, we need not save all $R$ rank-1 tensors. Section III will show that in the ALS, LM and rotational update algorithms for best rank-1 tensor approximation, the tensors $E^{(k)} + X_r^{(k)}$ involve only in the following tensor-vector products, e.g., in (20), (27)

$$(E^{(k)} + X_r^{(k)}) \bar{x}_1 u_{r,1} \bar{x}_2 u_{r,2} \cdots \bar{x}_N u_{r,N}$$

$$= E^{(k)} \bar{x}_1 u_{r,1} \bar{x}_2 u_{r,2} \cdots \bar{x}_N u_{r,N} + \prod_{n=1}^{N} (u^T_{r,n} u_{r,n}^{(k)})$$

or the tensor-matrix products in (41) and (49)

$$(E^{(k)} + X_r^{(k)}) \bar{x}_1 V_1 \cdots \bar{x}_N V_N$$

$$= E^{(k)} \bar{x}_1 V_1 \cdots \bar{x}_N V_N + (V^T_{1} u_{1,r}) \circ \cdots \circ (V^T_{N} u_{N,r})$$

where $V_n = [u_{r,n}, g_n]$ consist of two columns, and $Y \bar{x}_n V = Y \bar{x}_n V^T$. The first case is related to scalar products, while for the latter case, the products $(V^T_{1} u_{1,r})$ result vectors of length 2. Hence, there is no need to construct explicitly the tensors $E^{(k)} + X_r^{(k)}$.

Following steps listed in Algorithm 1, the proposed algorithm needs $2I_1 I_2 \cdots I_N$ memory cells to compute $\bar{x}^{(k)}$, space to store $\bar{x}^{(k-1)}$ and $e^{(k)}$. In total, it needs a space for $5I_1 I_2 \cdots I_N$ entries for $\bar{x}^{(k-1)}$, $\bar{x}^{(k)}$, $e^{(k)}$, $\bar{y}$ and a temporary parameter.

3) Choice of the regularisation parameter $\mu$: Another important factor in our augmented Lagrangian based algorithm is the choice of the regularisation parameter $\gamma$ or the parameter $\mu$ defined in (13). Similar to the alternating direction method of multipliers and the generalised projection method, the algorithm may diverge with an unsuitable step size [16], [17].

At the beginning of the estimation process, $e^{(0)} = \bar{y} - \bar{x}^{(0)}$, hence $e^{(1)} = 2\mu(\bar{y} - \bar{x}^{(1)})$, and we can choose

$$\mu = \frac{1}{2}, \quad \text{i.e.,} \quad \gamma = \frac{1}{R}.$$ 

This natural choice of $\mu$ keeps $e = \bar{y} - \bar{x}$ and is considered a default value in PARO. However, it may not be the best, and can make the PARO algorithm converge slowly. We present efficient strategies to select and adjust $\gamma$ or $\mu$, and illustrate them through Example 1.

**Example 1** [Effect of regularisation parameters on the convergence of PARO.] We illustrate performance of PARO for decomposition of the tensor for multiplication of two matrices of size $2 \times 2$. This tensor is of size $4 \times 4 \times 4$, contains only zeros and ones, and its four frontal slices are given by

$$Y_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad Y_3 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad Y_4 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$
and obey
\[ \text{vec}(AB) = Y \times_1 \text{vec}(A^T)^T \times_2 \text{vec}(B^T)^T \]
for any matrices \( A \) and \( B \) of the size \( 2 \times 2 \). The tensor is considered of rank-\( R = 7 \)\(^{18},^{19}\).

In spite of a relatively small tensor, decomposition of this tensor using the ordinary ALS requires a thousands of iterations as shown in Fig. 1(a).

**PARO with a fixed regularisation parameter.**

We can run PARO with a fixed regularisation parameter, e.g., \( \gamma R = 1 \), or try several higher values of \( \gamma R \), then choose the value which gives a good convergence.

Using the same initialization as ALS and with the error preservation norm correction of the initial \(^{20}\), PARO with a default setting of \( \mu = \frac{1}{2} \) converged after at most 2500 iterations.

A higher value of \( \mu \), which is closer to 1, tends to decrease the objective function quickly, e.g., \( \mu = 0.83 \) corresponding to \( \gamma R = 5 \). However, a relatively higher value of \( \mu \), e.g., \( \mu = 0.94, 0.97 \) as seen in Fig. 1(a), may make the algorithm unstable after a dozen of iterations. Similar behaviour was observed in other generalised projection method as discussed in \(^{16}\). Despite of that, in this example, the algorithm still converges.

In this example, \( \gamma R = 5 \) is a good choice, and PARO converges in 486 iterations, faster than ALS with 1340 iterations. The algorithm can even converge faster with \( \gamma R = 10 \), but the objective function does not always decrease.

Fig. 1. Convergence of PARO with various settings of the regularisation parameter \( \gamma \) or \( \mu \) in Example 1. (a) PARO with a fixed regularisation parameter \( \gamma \). (b) \( \gamma \) is adjusted by a factor of \( \eta = \sqrt{2} \) every 5, 10, \( \ldots \) iterations or adaptively corresponding to the change of the objective values.
PARO with a regularly adjusted regularisation parameter.

Instead of specifying a fixed regularisation parameter, we can adaptively adjust it during the estimation process, e.g., decrease $\gamma$ every 10, 20 iterations, if the objective function is non-decreasing, otherwise, increase it. A simple but efficient strategy is that we first execute PARO with $\gamma = \frac{1}{R}$, i.e., $\mu = \frac{1}{2}$, then adjust $\gamma$ by a factor $\eta > 1$ every 10, 20 or 30 iterations, i.e.,

$$
\gamma \leftarrow \eta \gamma, \quad \text{or} \quad \mu = \frac{1}{1 + \eta^{-k}}.
$$

The parameter $\gamma$ might decrease by the same factor if the current setting $\gamma$ does not keep the objective function non-increasing. Our experience is that $\eta = \sqrt{2}$ works in most experiments, including decompositions of the multiplication tensors and synthetic tensors which admit the considered model. Discussion on step size adaptation can be further found in Sections 5.3 and 5.5 in [16].

For Example 1, this update strategy speeds up the convergence of PARO as illustrated in Fig. 1(b). The results also indicate that increasing $\gamma$ or $\mu$ too fast might not improve much the convergence of PARO, although the algorithm is still able to converge faster than ALS. In addition, Fig. 1(b) illustrates convergence of PARO with an adaptive adjustment of $\gamma$ for every 20 iterations, with an initial value of $5/R$.

III. BEST RANK-1 TENSOR APPROXIMATION, WHERE TUCKER DECOMPOSITION MEETS CPD

We next present efficient algorithms for the best rank-1 tensor approximation, which are employed in the update in (15) and Step 5 in Algorithm 1. The section begins with a simple ALS algorithm and presents an efficient initialisation based on sequential truncation and projection. We show that the LM algorithm for this particular tensor decomposition has an equivalent form using the first order optimisation method. Finally, we propose a rotational algorithm for the best rank-1 tensor approximation.

A. HOOI and HALS

The simplest case of the tensor decomposition is with rank-1, i.e., seeking the best rank-1 tensor approximation

$$
\min \|\mathbf{Y} - \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N\|_F^2.
$$

(19)

This is the case where the Tucker tensor decomposition (TKD) and tensor train meet CPD. The state-of-the-art Higher Order Orthogonal Iteration (HOOI) algorithm for TKD [21] estimates loading components as principal components of symmetric matrices which in this case are of rank-1. The algorithm becomes
the ALS or Hierarchical ALS algorithm [12], where the loading components are projected vectors of the data $Y$ by $(N-1)$ other loading components

$$u_n = \frac{Y \bar{x}_{k \neq n} u_k}{\prod_{k \neq n} (u_k^T u_k)}$$

or

$$u_n = Y \bar{x}_{k \neq n} u_k$$ (20)

provided that the loading components are $\ell_2$ unit length vectors. The estimated components are then normalised before proceeding the next iteration to update $u_{n+1}$. It is known that such alternating algorithms can get stuck into local minima, and its convergence depends on the initial values. A common method is to use leading left singular vectors of mode-$n$ matricization of the tensor, $Y_{(n)}$, and more efficiently the sequential projection and truncation as in the TT-SVD algorithm for the Tensor train [22], [23] (see next section and Example 2 for comparison between the two methods).

**B. TT-SVD, the sequential projection and truncation method**

The TT-SVD [22]–[24] was developed for the tensor train decomposition, in which core tensors of the tensor network are of order-2 or 3 and interconnected. When all TT-ranks are 1, TT-SVD serves for best rank-1 tensor approximation. The first loading component $u_1$ is the leading left singular vector of the reshaping matrix $Y_1 = Y_{(1)}$

$$Y_1 \approx \sigma_1 u_1 v_1^T.$$

The right singular vector or the projected data $\sigma_1 v_1$ is then reshaped into a matrix $Y_2$ of size $I_2 \times (I_3 I_4 \cdots I_N)$, and the second loading component $u_2$ is the leading left singular vector of this matrix. The algorithm executes $(N-1)$ sequential data projections and truncated-SVD in order to find $N$ loading components. The obtained components are then used to initialise the algorithms for best-rank-1 tensor approximation, e.g., HALS [12], the Alternating Single or Double-Core Update [25].

Since TT-SVD performs the data projections sequentially over modes of the tensor, different combination of the tensor modes in the order of the tensor projection may lead to different results. Some of them are even worse than that using the SVD-based initialisation method. In other words, performance of TT-SVD highly depends on the projection order of the tensor modes. We can apply TT-SVD to various permutations of the tensor, then choose the best result. In total, there are $N!$ combination of tensor modes. For tensors of low order, e.g., order-3, 4, we can run the algorithm for 6 or 24 tensor permutations.
Example 2 [SVD vs TT-SVD for best rank-1 tensor approximation]

In this example, we seek the best rank-1 tensor approximation for random tensors of order-3 and 4, and tensor dimension \( I = 5, 10, \ldots, 50 \). The HALS was initialised using singular vectors, and TT-SVD applied to all \( N! \) possible permutations of the tensor. The results were reported over at least 100 independent runs for each test case.

For each run, the best approximation error was chosen among all \((N! + 1)\) results including one for HALS+SVD, and \( N! \) errors for HALS using sequential projection (HALS+SqProj) for all \( N! \) possible tensor permutations. We assessed percentage of approximation errors of an algorithm which were different from the best approximation error less than \( 10^{-6} \). This also represents the success ratio at \( 10^{-6} \). These ratios are plotted in the radar plots in Fig. 2.

- HALS using SVD initialisation achieved quite low success ratios, especially for tensors of order \( N = 4 \). The success ratios were lower for larger tensors. Only for the case when tensors were of small size, \( I = 5 \), the success ratios of HALS+SVD were of 86.15% and 58.00% for \( N = 3 \) and \( N = 4 \), respectively.

- The success ratios achieved by the sequential projection and truncation method (SqProj) were on average compatible with those using the SVD-based method. However, the best performances using the SqProj method, i.e., with proper tensor permutations, were much better than that of HALS+SVD. Its success ratios@\( 10^{-6} \) were respective of 92.38% and 94.05% for tensor orders \( N = 3 \) and 4.

In Fig. 3, we illustrate the failure ratio at \( 10^{-2} \), i.e., the percentage of the approximation errors of an algorithm which were different from the best performance with an error greater than \( 10^{-2} \). On average the HALS+SVD failed to achieve the best results in 83.39% and 50.02% of runs for \( N = 3, 4 \).

Finally, despite that SVD-based and SqProj initialization methods are widely used for initialisation in tensor decompositions, the two methods often converge to local minima. With a suitable tensor permutation, SqProj may help to achieve the best approximation error.

C. Levenberg-Marquardt algorithm for best rank-1 tensor approximation

1) Energy-balanced normalization: Before introducing the proposed LM algorithm for best rank-1 tensor approximation, we present an energy-balanced normalisation for loading components.

Let \( \gamma_n = u_n^T u_n \) and \( \alpha = \sqrt[\gamma_1 \gamma_2 \cdots \gamma_N} \). Due to the scaling ambiguity, the loading components \( u_n \) can be normalised to have balanced \( \ell_2 \)-norm, i.e.,

\[
\tilde{u}_n = \frac{\alpha}{\sqrt{\gamma_n}} u_n \tag{21}
\]
Fig. 2. Radar plots of the success ratios at $10^{-6}$ of algorithms in Example 2, i.e., the percentage of approximation errors which were different from the best approximation errors with an error less than $10^{-6}$. Radius represents the success ratio, whereas angle corresponds to the tensor dimension $I = 5, 10, \ldots, 50$. A larger area indicates a higher success ratio.

Fig. 3. Radar plots of the failure ratios at $10^{-2}$ of algorithms in Example 2, i.e., the percentage of approximation errors which were different from the best approximation errors with an error greater than $10^{-2}$. Radius represents the failure ratio, whereas angle corresponds to the tensor dimension $I = 5, 10, \ldots, 50$. A smaller area indicates a lower failure ratio.

to give $\tilde{u}_n^T \tilde{u}_n = \alpha$. This transformation preserves the rank-1 tensor

$$u_1 \circ u_2 \circ \cdots \circ u_N = \tilde{u}_1 \circ \tilde{u}_2 \circ \cdots \circ \tilde{u}_N.$$

(22)

2) The LM update: We consider the following objective function

$$\min \left[ \frac{1}{2} \|Y - u_1 \circ u_2 \circ \cdots \circ u_N\|_F^2 + \frac{\mu}{2} \sum_{n=1}^{N} \|u_n\|_2^2 \right]$$

(23)
and apply the Levenberg-Marquardt algorithm to update the parameters \( \theta = [u_1^T, \ldots, u_N^T]^T \)

\[
\theta \leftarrow \theta - (H + \mu I)^{-1} g
\]  

(24)

where \( \mu > 0 \) is the damping parameter, \( g \) and \( H \) are gradient and approximate Hessian of the first term w.r.t. \( \theta \). According to Theorem 2 [8], the gradient and Hessian are given by

\[
g = \left[ \ldots, u_n \gamma_n - t_n, \ldots \right]^T,
\]

(25)

\[
H_\mu = H + \mu I = D_\mu + ZKZ^T,
\]

(26)

where

\[
t_n = \bar{y} \bar{x}_{k\neq n} u_k,
\]

(27)

\[
D_\mu = \text{blkdiag}(\mu + \gamma_{-n}) I_{n_k},
\]

(28)

\[
Z = \text{blkdiag}(\ldots, u_n, \ldots),
\]

(29)

\[
K = [k_{n,m}], \quad k_{n,n} = 0, \quad k_{n\neq m} = \gamma_{-(n,m)}
\]

(30)

and \( \gamma_n = \prod_{k\neq n} u_k^T u_k \) and \( \gamma_{-(n,m)} = \prod_{k\neq n,m} u_k^T u_k \). Applying the energy-balanced normalisation in (21) to \( u_n \) after each update, we have \( \gamma_n = \alpha^{N-1} \) and \( \gamma_{-(n,m)} = \alpha^{N-2} \). The gradient and Hessian in (26) are then rewritten as

\[
g = \alpha^{N-1} \theta - t,
\]

(31)

\[
H_\mu = (\mu + \alpha^{N-1}) I + \alpha^{N-2} Z (1_N I_N^T - I_N) Z^T
\]

\[
= (\mu + \alpha^{N-1}) I - \alpha^{N-2} ZZ^T + \alpha^{N-2} \theta \theta^T
\]

\[
= F_\mu + \alpha^{N-2} \theta \theta^T,
\]

(32)

where \( t = [t_1^T, \ldots, t_n^T]^T \) is a vector concatenated from \( t_n \), and \( F_\mu = \text{blkdiag}(\mu + \alpha^{N-1}) I - \alpha^{N-2} u_n u_n^T \) is a symmetric block diagonal matrix. Inverse of \( F_\mu \) is computed through inverses of its blocks as

\[
F_\mu^{-1} = \frac{1}{\mu + \alpha^{N-1}} \text{blkdiag}((I - \frac{\alpha^{N-2}}{\mu + \alpha^{N-1}} u_n u_n^T)^{-1})
\]

\[
= \frac{1}{\mu + \alpha^{N-1}} \text{blkdiag}(I_{n_k} + \frac{\alpha^{N-2}}{\mu} u_n u_n^T).
\]

(33)

It is obvious to verify that

\[
F_\mu^{-1} \theta = \frac{1}{\mu + \alpha^{N-1}} \left[ u_n + \frac{\alpha^{N-1}}{\mu} u_n \right]_{n=1}^N = \frac{1}{\mu} \theta,
\]

(34)

\[
F_\mu^{-1} t = \frac{1}{\mu + \alpha^{N-1}} \left[ t_n + \frac{\alpha^{N-2}}{\mu} u_n u_n^T t_n \right]_{n=1}^N
\]

\[
= \frac{1}{\mu + \alpha^{N-1}} t + \frac{\alpha^{N-2} \xi}{\mu (\mu + \alpha^{N-1})} \theta,
\]

(35)
where \( \xi = \langle \mathbf{Y}, \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N \rangle = \mathbf{u}_n^T \mathbf{t}_n \) is inner product of \( \mathbf{Y} \) and its rank-1 approximation tensor.

From (32), inverse of the Hessian is given as a rank-1 update of the inverse of \( \mathbf{F}_\mu \)

\[
\mathbf{H}_\mu^{-1} = \mathbf{F}_\mu^{-1} - \frac{\alpha^{N-2}}{1 + \alpha^{N-2} \theta \theta^T} \mathbf{F}_\mu^{-1} \theta \theta^T \mathbf{F}_\mu^{-1}
\]

\[
= \mathbf{F}_\mu^{-1} - \frac{\alpha^{N-2}}{\mu^2 + N \mu \alpha^{N-1}} \theta \theta^T.
\]  

(36)

From (31), (34), (35) and (36), the new increment vector \( \delta = -\mathbf{H}_\mu^{-1} \mathbf{g} \) in the LM update (24) is computed as

\[
\delta = -\left( \mathbf{F}_\mu^{-1} - \frac{\alpha^{N-2}}{\mu^2 + N \mu \alpha^{N-1}} \theta \theta^T \right) \left( \alpha^{N-2} \theta - t \right)
\]

\[
= -\frac{\alpha^{N-1}}{\mu} \theta + \frac{N \alpha^{N-1}}{\mu^2 + N \mu \alpha^{N-1}} \theta - \frac{N \alpha^{N-2} \xi}{\mu^2 + N \mu \alpha^{N-1}} \theta
\]

\[
+ \frac{\alpha^{N-2} \xi}{\mu (\mu + \alpha^{N-1})} \theta + \frac{1}{\mu + \alpha^{N-1}} t
\]

\[
= -\frac{\alpha^{N-1}}{\mu + N \alpha^{N-1}} \theta - \frac{(N - 1) \alpha^{N-2} \xi}{(\mu + N \alpha^{N-1})(\mu + \alpha^{N-1})} \theta + \frac{1}{\mu + \alpha^{N-1}} t
\]

\[
= -\frac{\alpha^{N-1}(\mu + \alpha^{N-1}) + (N - 1) \alpha^{N-2} \xi}{(\mu + N \alpha^{N-1})(\mu + \alpha^{N-1})} \theta + \frac{1}{\mu + \alpha^{N-1}} t.
\]

This finally leads to the update for \( \theta \) as follows

\[
\theta \leftarrow \frac{1}{\mu + \alpha^{N-1}} \left( \mu + \frac{(N - 1) \alpha^{N-2}(\alpha^{N} - \xi)}{\mu + N \alpha^{N-1}} \right) \theta + t.
\]  

(37)

3) Simplication of the LM update with optimal norm of the rank-1 tensor: Assume \( \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N \) be a rank-1 approximation tensor of the tensor \( \mathbf{Y} \) after an LM update, we can always find a scaling factor \( \lambda \) which minimises the approximation error

\[
\min \| \mathbf{Y} - \lambda \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N \|_F^2.
\]

This gives

\[
\lambda = \langle \mathbf{Y}, \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N \rangle / \gamma = \xi / \gamma.
\]  

(38)

if \( \lambda = 1 \), there no need an adjustment of the rank-1 tensor. Otherwise, if \( \lambda \neq 1 \), we obtain a new rank-1 tensor with a lower approximation error. Adjusting the loading components \( \mathbf{u}_n \) by a factor of \( \lambda^{1/N} \), i.e.,

\[
\tilde{\mathbf{u}}_n = \mathbf{u}_n \lambda^{1/N},
\]

preserves the estimated rank-1 tensor

\[
\lambda \mathbf{u}_1 \circ \mathbf{u}_2 \circ \cdots \circ \mathbf{u}_N = \tilde{\mathbf{u}}_1 \circ \tilde{\mathbf{u}}_2 \circ \cdots \circ \tilde{\mathbf{u}}_N
\]
Algorithm 2: LM algorithm for best rank-1 tensor approximation

\begin{algorithm}
\begin{algorithmic}[1]
\caption{LM algorithm for best rank-1 tensor approximation}
\State \textbf{Input:} Data tensor $Y: (I_1 \times I_2 \times \cdots \times I_N)$
\State \textbf{Output:} $X = u_1 \circ u_2 \circ \cdots \circ u_N$
\begin{algorithmic}
\State \textbf{begin}
\State \quad 1 \ Initialize $u_n$
\State \quad 2 \ Normalize $u_n \leftarrow \frac{1}{\sqrt{\gamma_n}} u_n$, where $\alpha = \sqrt{\gamma} : \sqrt{\gamma}$
\State \quad \textbf{repeat}
\State \quad \quad 3 \ Solve the optimal step-size $\eta \in [0, \frac{1}{\alpha N - 1}]$ which minimises the polynomial $f(\eta)$ in (41)
\State \quad \quad 4 \ Update in parallel $u_n \leftarrow u_n - \eta g_n$
\State \quad \quad 5 \ Normalize $u_n \leftarrow \frac{\alpha}{\sqrt{\gamma_n}} u_n$, where $\alpha = \sqrt{\gamma} : \sqrt{\gamma}$
\State \quad \textbf{until} a stopping criterion is met
\end{algorithmic}
\end{algorithmic}
\end{algorithm}

and the energy-balanced $\tilde{u}_n^T \tilde{u}_n = \lambda^{2/N} \alpha = \tilde{\alpha}$. A more important result is that the new tensor has $\tilde{\xi} = \tilde{\gamma} = \tilde{\alpha}^N$ since

$$\tilde{\gamma} = \prod_n (\tilde{u}_n^T \tilde{u}_n) = \lambda^{2} \gamma,$$

$$\tilde{\xi} = \langle Y, \tilde{u}_1 \circ \tilde{u}_2 \circ \cdots \circ \tilde{u}_N \rangle = \lambda \langle Y, u_1 \circ u_2 \circ \cdots \circ u_N \rangle = \lambda^{2} \gamma.$$

That is we can always convert a rank-1 tensor to have balanced energy and an optimal norm with $\xi = \gamma$.

Now we apply the LM update to such loading components with the equality $\xi = \gamma$, the LM update rule in (37) becomes a simple update rule

$$\theta \leftarrow \frac{1}{\mu + \alpha^{N-1}} (\mu \theta + t)$$

$$= u_n - \eta g_n \quad (39)$$

where $g_n = \gamma_n u_n - t_n$ represent the gradient given in (25) and

$$\eta = \frac{1}{\mu + \alpha^{N-1}} \quad (40)$$

$\eta$ is considered a step size in the range of $[0, \frac{1}{\mu + \alpha^{N-1}}]$.

With the new form in (39), the LM update rule reduces to the steepest-descend method, and finding the damping parameter $\mu$ is equivalent to seeking a step-size $\eta$. When the damping parameter is sufficient large, $\mu \to \infty$ ($\eta \to 0$), the above update rule cancels the term $t$, and there is no update here. In other words, we can choose a suitable $\mu$ to lower the approximation error. For example, the damping parameter $\mu$ can be updated using Nielsen’s method [26], or optimally determined as a root of a polynomial of degree-2N.
Note that due to the optimal norm condition, \( g_n \) is orthogonal to \( u_n \)
\[
g_n^T u_n = \alpha^{N-1} u_n^T u_n - t_n^T u_n = \gamma - \xi = 0.
\]
By exploiting this result, we can rewrite the Frobenius norm of the error as a function of the step-size \( \eta \)
\[
f(\eta) = \| Y - \hat{Y} \|_F^2
= \| Y \|_F^2 + \| \hat{Y} \|_F^2 - 2 \langle Y, \hat{Y} \rangle
= \| Y \|_F^2 + \sum_{n=1}^{N} (\alpha + c_n \eta^2) - 2 \sum_{n=0}^{N} q_n \eta^n
\tag{41}
\]
where \( c_n = g_n^T g_n \) and \( W = Y \times_1 u_1 \cdot -g_1 \times_2 u_2 \cdot -g_2 \times_N u_N \cdot -g_N \) is a tensor of size \( 2 \times 2 \times \cdots \times 2 \).

Inner product of the tensor \( W \) and the vector \( \left[ \begin{array}{l} 1 \\ \eta \\ \eta \end{array} \right] \) yields a degree-\( N \) polynomial with coefficients \( q_n \). For simplicity we denote coefficients of the tensor \( W \) by \( w = [w_1, \ldots, w_{2^N}] = \text{vec}(W) \). For \( N = 3 \)
\[
q_3 = w_8, \quad q_2 = w_4 + w_6 + w_7, \\
q_0 = w_1, \quad q_1 = w_2 + w_3 + w_5.
\]
For \( N = 4 \),
\[
q_4 = w_{16}, \quad q_3 = w_8 + w_{12} + w_{14} + w_{15}, \\
q_2 = w_4 + w_6 + w_7 + w_{10} + w_{11} + w_{13}, \\
q_0 = w_1, \quad q_1 = w_2 + w_3 + w_5 + w_9.
\]
Coefficients \( q_n \) for higher tensor order \( N \) can be recursively deduced from those of lower order.

From the degree-\( 2N \) polynomial in (41), the optimal step size \( \eta \) minimises the objective function in \( [0, \alpha^{-1}] \). This can be accomplished by finding roots of the derivative of the polynomial. A simple implementation of the LM algorithm is shown in Algorithm 2.

D. A Rotational algorithm

Before deriving a new algorithm which updates loading components by rotations, we consider the derivation of the HOOI algorithm again, which minimises the objective function with loading components on spheres
\[
\min \frac{1}{2} \| Y - \beta u_1 \circ u_2 \circ \cdots \circ u_N \|_F^2, \quad \text{s.t.} \ u_n^T u_n = 1, n = 1, \ldots, N.
\]
This leads to $\beta = \mathbf{Y} \bar{x}_{n=1} \mathbf{u}_n = \xi$, and the optimization problem becomes

$$\max \frac{1}{2} (\mathbf{Y} \bar{x}_{n=1} \mathbf{u}_n)^2, \quad \text{s.t.} \quad \mathbf{u}_n^T \mathbf{u}_n = 1, \quad n = 1, \ldots, N.$$  \hspace{1cm} (42)

For this new constraint optimisation, we construct a Lagrangian function

$$L(\mathbf{u}_1, \ldots, \mathbf{u}_N, \lambda_1, \ldots, \lambda_N) = \frac{1}{2} (\mathbf{Y} \bar{x}_{n=1} \mathbf{u}_n)^2 - \frac{1}{2} \sum_{n=1}^{N} \lambda_n (\mathbf{u}_n^T \mathbf{u}_n - 1)$$

where $\lambda_n$ are Lagrange multipliers. The gradient of the Lagrangian with respect to $\mathbf{u}_n$ is given by

$$\tilde{g}_n = \xi \mathbf{t}_n - \lambda_n \mathbf{u}_n,$$  \hspace{1cm} (43)

where $\mathbf{t}_n$ is defined in (27). Since $\mathbf{u}_n^T \mathbf{u}_n = 1$, by setting $\tilde{g}_n$ to zero, we obtain $\lambda_n = \mathbf{u}_n^T \mathbf{t}_n \xi = \xi^2$, and

$$\tilde{g}_n = \xi \mathbf{t}_n - \xi^2 \mathbf{u}_n.$$  \hspace{1cm} (44)

Following the steepest descent method, the loading components $\mathbf{u}_n$ can be updated as

$$\mathbf{u}_n \leftarrow \mathbf{u}_n + \eta \tilde{g}_n,$$  \hspace{1cm} (45)

where the step size $\eta > 0$. The above update rule, however, may not preserve the unit-length constraints of $\mathbf{u}_n$. Note that the new estimate of $\mathbf{u}_n$ lies in the subspace spanned by $[\mathbf{u}_n, \tilde{g}_n]$. Let $\bar{g}_n$ be unit-length vector of $\tilde{g}_n$, i.e., $\bar{g}_n = \|\tilde{g}_n\| \tilde{g}_n$. We rewrite the update rule in (45) in a new form as

$$\mathbf{u}_n \leftarrow [\mathbf{u}_n, \bar{g}_n] \eta_n,$$  \hspace{1cm} (46)

where $\eta_n = [\eta_{n1}, \eta_{n2}]^T$ are rotational vectors of length 2. Similar to $\mathbf{g}_n$ in (39), it can be verified that

$$\mathbf{u}_n^T \bar{g}_n = (\mathbf{u}_n^T \mathbf{t}_n) \xi - (\mathbf{u}_n^T \mathbf{u}_n) \xi^2 = 0.$$  \hspace{1cm} (47)

Hence $[\mathbf{u}_n, \bar{g}_n]^T [\mathbf{u}_n, \bar{g}_n] = \mathbf{I}_2$. In order to preserve the unit-length constraints of $\mathbf{u}_n$, the vectors $\eta_n$ must lie on a unit sphere, i.e., $\eta_n^T \eta_n = 1$ for all $n$. We replace $\mathbf{u}_n$ in (42) by their new updates in (46), and find rotational vectors $\eta_n$ in a best rank-1 tensor approximation

$$\max \frac{1}{2} (\mathbf{W} \bar{x}_{n=1} \eta_n)^2$$  \hspace{1cm} (48)

$$\text{s.t.} \quad \eta_n^T \eta_n = 1, \quad n = 1, \ldots, N$$

where $\mathbf{W}$ is a projected tensor of size $2 \times 2 \times \cdots \times 2$ from the tensor $\mathbf{Y}$

$$\mathbf{W} = \mathbf{Y} \bar{x}_{1}[\mathbf{u}_1, \bar{g}_1] \bar{x}_{2}[\mathbf{u}_2, \bar{g}_2] \cdots \bar{x}_N[\mathbf{u}_N, \bar{g}_N].$$  \hspace{1cm} (49)

A simple implementation of the above update rules is listed in Algorithm 3. In each update, the ROtational algorithm to find best Rank-One tensor (RORO) algorithm seeks best rank-1 tensor approximation to quantised-scale tensors of size $2 \times 2 \times \cdots \times 2$, which can solved using the ALS/HOOI or R1LM algorithm. We will show that this step can be done in closed-form for tensors of size $2 \times 2 \times 2$, and best rank-1 tensor of higher order tensors can be found efficiently from those of lower order.
Algorithm 3: ROtational Algorithm for best Rank-One tensor approximation (RORO)

Input: Data tensor \( Y: (I_1 \times I_2 \times \cdots \times I_N) \)

Output: \( X = u_1 \circ u_2 \circ \cdots \circ u_N \)

begin
1. Initialize unit length vectors \( u_n \)

repeat
2. Compute the projected tensor \( W = Y \times_1 [u_1, \bar{g}_1]^T \times_2 [u_2, \bar{g}_2]^T \cdots \times_N [u_N, \bar{g}_N]^T \)
3. Seek unit-length vectors \( \eta_1, \ldots, \eta_N \) in best rank-1 tensor approximation to \( W \)
4. Update in parallel all \( u_n \leftarrow [u_n, \bar{g}_n] \eta_n \)

until a stopping criterion is met

1) RORO and best rank-1 tensor approximation to tensors of size \( 2 \times 2 \times 2 \): When the tensor \( Y \) is of order-3, the projected tensor \( W \) is of size \( 2 \times 2 \times 2 \). It is obvious that \( \eta_1 \) and \( \eta_2 \) are leading singular vectors of the projected matrix, \( W \bar{x}_3 \eta_3 \), of size \( 2 \times 2 \). From the problem in (48), maximising the product \( (W \bar{x}_n \eta_n)^2 \) is equivalent to maximizing the largest singular value of the matrix \( W \bar{x}_3 \eta_3 \), i.e.,

\[
\max \sigma_{\max}^2(W \bar{x}_3 \eta_3). \tag{50}
\]

By reparameterizing \( \eta_3 = [\cos(\alpha), \sin(\alpha)]^T \) and representing the \( 2 \times 2 \) projected matrix \( W(:, :, 1) \cos(\alpha) + W(:, :, 2) \sin(\alpha) \), following Appendix A, we can formulate the objective function in (50) as a new optimisation to find \( \alpha \) in \([0, 2\pi]\)

\[
\max f(\alpha) = a(\alpha) + \sqrt{a^2(\alpha) - b^2(\alpha)}, \tag{51}
\]

where

\[
a(\alpha) = a_1 \cos(2\alpha) + a_2 \sin(2\alpha) + a_3, \tag{52}
\]

\[
b(\alpha) = b_1 \cos(2\alpha) + b_2 \sin(2\alpha) + b_3, \tag{53}
\]

where the parameters, \( a_k \) and \( b_k \), are provided in Appendix B.

By changing the parameter \( \alpha = \arctan(x) \), and after some manipulations, the maximiser \( \alpha^* \) to \( f(\alpha) \) in (51) can be found by solving a degree-6 polynomial equation

\[
p(x) = c_6 x^6 + c_5 x^5 + \cdots + c_1 x + c_0 = 0 \tag{54}
\]

where the coefficients \( c_k \) are given in Appendix C. Among real-valued roots, we choose the root \( x^* \) associated with the largest value \( f(\arctan(x^*)) \) in (51).

In summary, we compare the ALS/HOOI and the two new algorithms R1LM and RORO in Table I.
Algorithm 4: Closed-form for Best Rank-1 Tensor of a $2 \times 2 \times 2$ Tensor

Input: Data tensor $Y: (2 \times 2 \times 2)$
Output: $X = \sigma u_1 \circ u_2 \circ u_3 = Y$

begin
1. Find roots of a degree-6 polynomial $p(x) = c_6 x^6 + \ldots + c_1 x + c_0$ with coefficients defined in (72)-(78)
2. Choose the root $x^\star$ which yields largest $f(\arctan(x^\star))$ in (51)
3. $u_3 = \frac{1}{\sqrt{1 + x^\star^2}} [1, x]^T$
4. Find a best rank-1 $Y \bar{x}_3 u_3 = \sigma u_1 u_2^T$

TABLE I

Comparison of algorithms for best rank-1 tensor approximation to tensors of size $I \times I \times I$.

| Update                  | ALS/HOOI | RILM           | RORO            |
|-------------------------|----------|----------------|-----------------|
| Subproblem              | One component per iteration | All 3 components | All 3 components in closed-form |
| Optimal $\lambda$ in (38) | yes      | correct $\lambda$ after updating $u_n$ | yes |
| Computational cost      | $3I^3$   | $5I^3$         | $5I^3$          |
|                         | (due to $t_n$) | (due to $t_n$ and $W$) | (due to $t_n$ and $W$) |
| Initialisation          | Sequential projection with best tensor permutation |

Fig. 4. Singular values of the projected matrix $Y \bar{x}_3 u_3$ in Example 3. ALS/HOOI fails to attain the largest singular value which is associated with the best rank-1 tensor.

Example 3 [Failure of HOOI and ALS.] We decompose a simple $2 \times 2 \times 2$ tensor $Y$ whose entries are given by

$$Y_1 = \begin{bmatrix} 0 & 2 \\ 2 & 0 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} 0 & 2 \\ -2 & -1 \end{bmatrix}. \quad (55)$$

Fig. 4 shows the largest singular values, $\sigma(\alpha)$ in (51), of the projected matrix $Y \bar{x}_3 [\cos(\alpha), \sin(\alpha)]^T$ for
The largest singular value of the projected matrix $W$ degree-6. Let unit length vectors $\eta$.

$Y$ tensor of the following tensors whose two frontal slices, $\bar{X}$.

$\alpha$ varied in the interval $[-\pi, \pi]$. The best rank-1 tensor of $Y$ has a scaling factor of $Y \bar{X}_{n=1}^3 \eta_n = 2.9212$.

Using the SVD-based initialisation method, the ALS/HOOI algorithm converges to a rank-1 tensor with a scaling factor of 2.5616. Besides the above tensor, ALS/HOOI often fails in seeking the best rank-1 tensor of the following tensors whose two frontal slices, $[Y_1, Y_2]$, are given by

$$
\begin{bmatrix}
2 & -2 \\
1 & 0
\end{bmatrix},
\begin{bmatrix}
0 & 0 \\
2 & 2
\end{bmatrix},
\begin{bmatrix}
1 & -1 \\
2 & -1
\end{bmatrix},
\begin{bmatrix}
1 & -2 \\
-2 & -2
\end{bmatrix},
\begin{bmatrix}
-2 & 1 \\
1 & -2
\end{bmatrix},
\begin{bmatrix}
-1 & 2 \\
0 & 2
\end{bmatrix}.
\tag{56}
$$

2) RORO and best rank-1 tensor approximation to tensors of size $2 \times 2 \times 2$: We can solve the problem in (48) for tensors of order-4 following the alternating update scheme. At each iteration, we compress the tensor $W$ by a vector $\eta_n$ to yield an order-3 tensor $W \bar{x}_n \eta_n$. Then, the three unit-length vectors $\eta_k, k \neq n$ are found in closed-form as best rank-1 tensor of this projected tensor. The algorithm proceeds the estimation of another three components from the other compressed tensors until a convergence is achieved.

The procedure is listed in Algorithm 5. Practical simulation results indicate that the algorithm executes only a few iterations. The method can be straightforwardly extended to higher order tensors.

Alternatively, we can show that the parameters can be found as roots of a bi-variate polynomial of degree-6. Let unit length vectors $\eta_3 = [\cos(\alpha), \sin(\alpha)]^T$ and $\eta_4 = [\cos(\beta), \sin(\beta)]^T$, then from (60), the largest singular value of the projected matrix $W \bar{x}_3 \eta_3 \bar{x}_4 \eta_4$ is given by

$$
f(a, b) = 2a^2 = a(x, \beta) + \sqrt{a^2(x, \beta) - b^2(x, \beta)}
\tag{57}
$$

where

$$
a(x, \beta) = [\cos(2\alpha), \sin(2\alpha), 1] A [\cos(2\beta), \sin(2\beta), 1]^T,
$$

$$
b(x, \beta) = [\cos(2\alpha), \sin(2\alpha), 1] B [\cos(2\beta), \sin(2\beta), 1]^T,
$$

$\bar{x}_3 \eta_3 \bar{x}_4 \eta_4$.
the two matrices, $A$ and $B$, are of size $3 \times 3$ and defined in Appendix D.

Similarly to solving (51), we perform a reparameterization $\alpha = \arctan(x)$ and $\beta = \arctan(z)$. The maximiser $(\alpha^*, \beta^*)$ is root of the following bi-variate polynomial equations which maximises $f(\alpha, \beta)$

$$p_1(x, z) = [x^6, x^5, \ldots, x, 1]C_1[z^6, z^5, \ldots, z, 1]^T = 0,$$  
(58)

$$p_2(x, z) = [x^6, x^5, \ldots, x, 1]C_2[z^6, z^5, \ldots, z, 1]^T = 0,$$  
(59)

where $C_1$ and $C_2$ are two matrices of size $7 \times 7$ derived in Appendix E.

We can estimate $x$ as a root of a polynomial of degree-6, $p(x) = [x^6, x^5, \ldots, x, 1]C_1[z^6, z^5, \ldots, z, 1]^T$, while keeping $z$ fixed, then estimate $z$ in a similar way as a root of the polynomial $q(z) = [x^6, x^5, \ldots, x, 1]C_2[z^6, z^5, \ldots, z, 1]^T$ while $x$ is fixed. This is similar to the sequential projection of the tensor $W$ by either the vector $\eta_4$ or $\eta_3$. However, coefficients of the polynomials of degree-6 are simply provided either by $C_1[z^6, z^5, \ldots, z, 1]^T$ or $[x^6, x^5, \ldots, x, 1]C_2$.

**Example 4** [Best rank-1 tensor approximation to a $2 \times 2 \times 2 \times 2$ tensor] We decompose a simple $2 \times 2 \times 2 \times 2$ tensor $Y$ whose four frontal slices are given by

$$Y_{1,1} = \begin{bmatrix} -1 & -2 \\ -2 & 2 \end{bmatrix}, \quad Y_{2,1} = \begin{bmatrix} 0 & -2 \\ 2 & 0 \end{bmatrix},$$

$$Y_{1,2} = \begin{bmatrix} 0 & 2 \\ -2 & 1 \end{bmatrix}, \quad Y_{2,2} = \begin{bmatrix} -1 & 0 \\ -2 & 1 \end{bmatrix}.$$  

Fig. 5 illustrates the largest singular value of the $2 \times 2$ matrix projected from the tensor $Y$ by the two unit length vectors $\eta_3 = [\cos(\alpha), \sin(\alpha)]^T$ and $\eta_4 = [\cos(\beta), \sin(\beta)]^T$. Similar to Example 3, the ALS/HOOI algorithm fails to retrieve the best rank-1 tensor of the tensor $Y$. ALS3 sequentially estimates three components at a time. In addition, we provide result obtained by solving the bi-variate polynomials in (81) and (82) using the IRIT multivariate solver$^1$. ALS3 and IRIT achieve the best result, but they approach different points $(\alpha, \beta)$. In spite of that, the vectors $\eta_3$ and $\eta_4$ obtained by the two methods are the same after a sign correction.

**IV. Numerical Results**

**Example 5** [Best rank-1 tensor approximation]

We seek best rank-1 tensor approximations to random tensors of order $N = 3, 4$ and size $I \times I \times \cdots \times I$, where $I = 5, 10, \ldots, 30$. Four algorithms including HOOI, ALS, R1LM and RORO were initialised using

$^1$http://www.cs.technion.ac.il/~gershon/irit/matlab/
Fig. 5. Singular values of the projected matrix $Y\bar{x}_i \bar{\eta}_j \bar{\eta}_k$ in Example 4. ALS which updates components one-by-one converges to a false best rank-1 tensor, ALS3 which updates 3 components at a time yields the best rank-1 tensor. Roots of the bi-variate polynomials in (81) and (82) are denoted by “×” markers.

Fig. 6. Comparison of success and failure ratios of algorithms for best rank-1 tensor approximation of order-3 and 4. Markers indicate the tensor order, $N$, whereas curves of an algorithm are plotted with the same line style. Algorithms were initialized using the SVD-based method.

leading singular vectors of each mode. Algorithms stopped when the changes in the approximation errors were lower than $10^{-12}$ or the number of iterations exceeded 1000.

For each pair of $(N, I)$, we decomposed at least 400 tensors. Success ratios at $10^{-6}$ and failure ratios at $10^{-3}$ are compared in Fig. 6.

• In theory, ALS and HOOI have the same update rules. However, since ALS implements the fast projection, the update order of the loading components in the two algorithms are different [4], their performances were slightly different.

• RORO and R1LM often achieved higher success ratios than the ALS/HOOI algorithms. However,
these two algorithms did not achieve perfect success ratios, except for the case of small tensors of size $5 \times 5 \times 5$. A major reason is that the SVD-based initialisation method might lead to local minima. This can be improved e.g., using the sequential projection and truncation method as seen in Fig. 7.

- Algorithms converged to false local minima in at most 8 to 25 % of runs for tensors of order-3, while R1LM and RORO have smaller failure ratios. For tensors of order-4 and size $I \geq 15$, the failure ratios at $10^{-3}$ were almost zeros, although the estimated tensors were often be different from the best one with an error greater than $10^{-6}$.

In another comparison, success ratios at $10^{-4}$ and $10^{-6}$ of RORO using the sequential projection and truncation are plotted in Fig. 7. The results indicates that the RORO+SqProj were much better than RORO using the SVD-based initialisation method. The results of R1LM were compatible to those of RORO.

**Example 6** [Decomposition of the multiplication tensors $(2 \times 2) \times (2 \times 2)$ and $(2 \times 3) \times (3 \times 2)$]

In this example, we decomposed multiplication tensors as in Example 1. The tensors are associated with multiplication of two matrices of size $2 \times 2$, $2 \times 2$, and $2 \times 3$, $3 \times 2$. The tensor rank of the latter tensor is $R = 11$. We ran PARO using RORO with a fixed regularization $\gamma$ in 1000 iterations and with $\gamma$ adjusted every 5, 10, 15 and 20 iterations. ALS was run in 5000 iterations but might stop if its relative error was smaller than $10^{-10}$. Performances of the two algorithms are compared and shown in Fig. 8 and Fig. 9.

- ALS could explain the tensors but in less than 60% of runs for the tensors of size $4 \times 4 \times 4$, and
Fig. 8. Performance of PARO in decomposition of tensors of rank-$R = 7$ associated with the multiplication of two matrices $2 \times 2$ and $2 \times 2$. Curves of PARO with $\gamma R = 5, 10, 15, 30$, or with $\gamma$ regularly adjusted are overlapped.

Fig. 9. Performance of PARO in decomposition of tensors of rank-$R = 7$ associated with the multiplication of two matrices $2 \times 3$ and $3 \times 2$ in Example 6.

- PARO with a fixed $\gamma$.
- PARO with a regularly adjusted $\gamma$.

even less than 40% of runs for the tensors of size $4 \times 9 \times 4$.

- PARO with the default regularization parameter $\gamma = 1/R$ had lower success ratios because the algorithm did not converge in 1000 iterations, but it will converge with more than 3000 iterations, as seen in Fig. 1(a).
- PARO with higher regularisation parameters $\gamma$ or with an adaptively adjusted gamma achieved almost perfect results.
Example 7 [Decomposition of the tensor for the multiplication \((3 \times 3) \times (3 \times 3)\)]

Fig. 10. Performance of PARO in decomposition of tensors of rank-\(R = 23\) associated with the multiplication of two matrices \(3 \times 3\) and \(3 \times 3\).

Fig. 11. Performances of ALS and PARO in decomposition of tensors of rank-\(R = 23\) associated with the multiplication of two matrices \(3 \times 3\) and \(3 \times 3\).

In this example, we decomposed multiplication tensor associated with multiplication of two matrices of size \(3 \times 3, 3 \times 3\). The tensor is of size \(9 \times 9 \times 9\) and has rank \(R = 23\) [19]. We ran PARO with a fixed regularization \(\gamma\) which holds \(\gamma R = 5\) or 10, or with \(\gamma\) adjusted every 100, 200 or 300 iterations. Success ratios at \(10^{-6}\) of PARO with different settings of \(\gamma\) are compared with that of ALS in Fig. 11. The results indicate that PARO with a fixed default \(\gamma = \frac{1}{R}\) or \(\mu = \frac{1}{R}\) was comparable with the ALS algorithm. The algorithm achieved better performances with higher values of \(\gamma\). When \(\gamma\) and \(\mu\) were regularly adjusted
every $K$ iterations, performances of PARO were significantly improved when $K = 200, 300$. In addition, we illustrate convergence behaviours of PARO and ALS in one run in Fig. 11. ALS and PARO with a fixed $\mu = 1/2$ did not converge in 5000 iterations. However, PARO with $\mu = 0.91$ fully explained the tensor. When $\mu$ was regularly adjusted, PARO converged faster.

**Example 8**  [Decomposition of tensors with highly collinear loading components]

In this example, we decomposed synthesised tensors whose rank exceeded dimensions, and factor matrices comprised highly collinear columns. The tensors were of size $5 \times 5 \times 5$ and rank-8, and composed of two block tensors of rank-4 given in the form of

$$y = J \times_1 U_{1,1} \times_2 U_{1,2} \times_3 U_{1,3} + J \times_1 U_{2,1} \times_2 U_{2,2} \times_3 U_{2,3},$$

where $J$ represents the diagonal tensor. The factor matrices in each block were randomly generated such that the collinearity degree between loading components in a factor matrix was within a range of $[0.95, 0.999]$. ALS and PARO decomposed the tensors in 50000 iterations, but could stop earlier if their consecutive approximation errors were different by less than $10^{-9}$.

The ALS almost could not find a CP representation of the noise-free tensors within a relative approximation error range of $10^{-6}$. Its approximation errors were most observed in the interval of $[3.16 \times 10^{-4}, 0.0032]$. The PARO algorithm achieved relative approximation errors smaller than $10^{-6}$ in most of simulation runs. This result is confirmed by the success ratios at $10^{-6}$ of the two algorithms assessed for 100 independent runs, and compared in Fig. 12(a). The relative errors which are most attained by the two algorithms over all runs are illustrated in Fig. 12(b).
V. Conclusions

In summary, in this paper, we have presented a novel algorithm to update rank-1 tensors in a CPD in parallel. In order to achieve this, we have developed a novel LM algorithm and a novel rotational algorithm for finding best rank-1 tensor approximation. The damped parameter or the step-size in the LM algorithm is optimally determined as root of a degree-2 polynomial, whereas the RORO algorithm seeks a best rank-1 tensor of a $\times \cdots \times 2$ tensor. Both algorithms have at most the same computational cost as the ALS/HOOI algorithm. The proposed algorithms are verified for decomposition of multiplication tensors and random tensors. The PARO algorithm can be implemented in a distributed system with multiple nodes or a system with multiple processing cores in order to decompose tensors of high ranks. Finally, the PARO algorithm can be extended to decomposition with nonnegativity constraint, or tensor with incomplete entries.

APPENDIX A

SVD of a $2 \times 2$ Matrix

The largest singular value of a $2 \times 2$ matrix $W = [w_{i,j}]$ is given by

$$
\sigma_{\text{max}}^2(W) = \frac{a + \sqrt{a^2 - b^2}}{2} 
$$

where

$$
a = \|W\|_F^2 = w_{1,1}^2 + w_{1,2}^2 + w_{2,1}^2 + w_{2,2}^2,
$$

$$
b = 2\det(W) = 2(w_{1,1}w_{2,2} - w_{1,2}w_{2,1}).
$$

APPENDIX B

Derivation of Coefficients $a_k$ and $b_k$ in (51)

Derivation of $a(\alpha)$

$$
a(\alpha) = \|W\times_3 \eta_3\|_F^2 = \|W_{(1,2)}\eta_3\|_2^2 
= \text{vec}(W_{(1,2)}^T W_{(1,2)})^T (\eta_3 \otimes \eta_3) 
= \frac{1}{2} [\cos(2\alpha), \sin(2\alpha), 1] Q \text{vec}(W_{(1,2)}^T W_{(1,2)})
$$

where $W_{(1,2)}$ is mode-(1,2) matricization of $W$ and

$$
Q = \begin{bmatrix}
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{bmatrix}. 
$$
This yields the expression of $a_1$, $a_2$ and $a_3$

\begin{align*}
  a_1 &= \frac{1}{2}(\|W_1\|_{F}^2 - \|W_2\|_{F}^2), \quad (61) \\
  a_2 &= \langle W_1, W_2 \rangle = w_1w_5 + w_2w_6 + w_3w_7 + w_4w_8, \quad (62) \\
  a_3 &= \frac{1}{2}(\|W_1\|_{F}^2 + \|W_2\|_{F}^2), \quad (63)
\end{align*}

where $[w_1, \ldots, w_8] = \text{vec}(W)$. Similarly, we can derive expressions of $b_1$, $b_2$ and $b_3$ from

\begin{align*}
  b(\alpha) &= 2 \det(W \times_3 \bEta_3) = \bEta_3^T W_{(1,2)}^T R W_{(1,2)} \bEta_3 \\
  &= \frac{1}{2} [\cos(2\alpha), \sin(2\alpha), 1] \textbf{Q} \\
  &\quad \left( w_{1,1,:} \otimes w_{2,2,:} - w_{2,1,:} \otimes w_{1,2,:} - w_{1,2,:} \otimes w_{2,1,:} + w_{2,2,:} \otimes w_{1,1,:} \right),
\end{align*}

where

\begin{equation*}
  \textbf{R} = \begin{bmatrix}
    1 \\
    -1 \\
    1
  \end{bmatrix}.
\end{equation*}

Indicating that

\begin{align*}
  b_1 &= -w_1w_4 + w_2w_3 + w_5w_8 - w_6w_7, \quad (64) \\
  b_2 &= -w_1w_8 + w_2w_7 + w_3w_6 - w_4w_5, \quad (65) \\
  b_3 &= -w_1w_4 + w_2w_3 - w_5w_8 + w_6w_7. \quad (66)
\end{align*}

We next show that $a_2$ can be zero to simplify the problem after an orthonormal rotation. Denote by $Z$ an orthonormal matrix comprising singular vectors of the mode-3 matricization $W_{(3)}$. It is known that rotation of $W$ by $Z$ along mode-3 yields a tensor $\tilde{W} = W \times_3 Z$ whose two frontal slices are orthogonal, i.e.,

\begin{equation*}
  a_2(\tilde{W}) = \langle \tilde{W}(:, :, 1), \tilde{W}(:, :, 2) \rangle = 0. \quad (67)
\end{equation*}

With this rotation, the two tensors, $W$ and $\tilde{W}$, share the largest singular values because

\begin{equation*}
  W \tilde{x}_1 \bEta_1 \tilde{x}_2 \bEta_2 \tilde{x}_3 \bEta_3 = \tilde{W} \tilde{x}_1 \bEta_1 \tilde{x}_2 \bEta_2 \tilde{x}_3 \tilde{\bEta}_3 \quad (68)
\end{equation*}

where $\tilde{\bEta}_3 = Z \bEta_3$ remains a unit length vector. Hence without loss of generality, we can assume that the frontal slices of the tensor $W$ are orthogonal, and $a_2 = 0$. 
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APPENDIX C
DERIVATION OF THE POLYNOMIAL OF DEGREE-6 IN (54)

The maximiser $a^*$ to $f(a)$ in (51) is found by setting the derivative $f'(a)$ to zero

$$f'(a) = \frac{a'(\alpha)f(a) - b(\alpha)b'(\alpha)}{\sqrt{a^2(\alpha) - b^2(\alpha)}} = 0,$$

which leads to that

$$f(a^*) = \frac{b(a^*)b'(a^*)}{a'(a^*)} \tag{69}$$

and

$$0 = (b(a^*)b'(a^*) - a(a^*)a'(a^*))^2 - a''(a^*)^2 - b^2(a^*)$$

$$= b(a^*)(b(a^*)a^2(a^*) + b(a^*)b^2(a^*) - 2a(a^*)a'(a^*)b'(a^*)).$$

From (69), since $f(a^*) > 0$, $b(a^*)$ must be non-zero, hence, the maximiser $a^*$ is a solution to the following equation

$$g(a) = b(a)a^2(a^*) + b(a)b^2(a^*) - 2a(a)a'(a^*)b'(a) = 0. \tag{70}$$

By changing the parameter $\alpha = \arctan(x)$ in the above equation, and taking into account the equalities

$$\cos(2\arctan(x)) = \frac{1 - x^2}{1 + x^2}, \quad \sin(2\arctan(x)) = \frac{2x}{1 + x^2},$$

we come to finding roots of a degree-6 polynomial of coefficients $c_0, c_1, \ldots, c_6$

$$g(\arctan(x)) = \frac{4}{(1 + x^2)^3} (c_6 x^6 + c_5 x^5 + \cdots + c_1 x + c_0) \tag{71}$$

where

$$c_6 = b_2^2(b_3 - b_1) \tag{72}$$
$$c_5 = 2b_2(2a_1^2 - 2a_3a_1 - 2b_1^2 + 2b_3b_1 + b_2^2) \tag{73}$$
$$c_4 = 4a_1^2(b_1 + b_3) - 8a_1a_3b_1 - 4b_1^2(b_1 - b_3) + 11b_1b_2^2 - 3b_3b_2^2 \tag{74}$$
$$c_3 = 16b_1^2b_2 - 4b_3^2 \tag{75}$$
$$c_2 = -4a_1^2(b_1 - b_3) - 8a_1a_3b_1 + 4b_1^2(b_1 + b_3) - 11b_1b_2^2 - 3b_3b_2^2 \tag{76}$$
$$c_1 = 2b_2(2a_1^2 + 2a_3a_1 - 2b_1^2 - 2b_3b_1 + b_2^2) \tag{77}$$
$$c_0 = b_2^2(b_3 + b_1). \tag{78}$$

Note that $a_2 = 0$ and vanishes in the above equations due to the orthonormal rotation in Appendix B.
APPENDIX D

DERIVATION OF MATRICES $a(\alpha)$ AND $b(\alpha)$ IN (57)

For order-4 tensors, we have

$$a(\alpha) = \|W \otimes_2 \eta_3 \otimes_4 \eta_4\|^2_F = \|W_{(1,2)}(\eta_4 \otimes \eta_3)\|^2_2$$

$$= \text{vec}(W^T_{(1,2)} W_{(1,2)})^T P_{[1324]} (\eta_4 \otimes \eta_4 \otimes \eta_3 \otimes \eta_3)$$

$$= \frac{1}{2^2} \text{vec}(W^T_{(1,2)} W_{(1,2)})^T P_{[1324]} (Q \otimes Q) \left( \begin{array}{c} \cos(2\beta) \\ \sin(2\beta) \\ 1 \\ \sin(2\alpha) \end{array} \right) \otimes \left( \begin{array}{c} \cos(2\alpha) \\ \sin(2\alpha) \\ 1 \\ 1 \end{array} \right)$$

$$= \begin{bmatrix} \cos(2\alpha), & \sin(2\alpha), & 1 \end{bmatrix} A \begin{bmatrix} \cos(2\beta) \\ \sin(2\beta) \\ 1 \end{bmatrix}$$

where $P_{[1324]}$ is a commutation matrix which permutes a vectorization of a tensor to a vectorization of its mode-(1, 3, 2, 4) permutation, and

$$A = \frac{1}{2^2} Q^T (W_{1,1,\cdot,\cdot} \otimes W_{1,1,\cdot,\cdot} + W_{2,1,\cdot,\cdot} \otimes W_{2,1,\cdot,\cdot}$$

$$+ W_{1,2,\cdot,\cdot} \otimes W_{1,2,\cdot,\cdot} + W_{2,2,\cdot,\cdot} \otimes W_{2,2,\cdot,\cdot}) Q.$$

Similarly, we can derive

$$b(\alpha) = 2 \det(W \otimes_3 \eta_3 \otimes_4 \eta_4)$$

$$= \frac{1}{2^2} \text{vec}(W^T_{(1,2)} R W_{(1,2)})^T P_{[1324]} (Q \otimes Q) \left( \begin{array}{c} \cos(2\beta) \\ \sin(2\beta) \\ 1 \\ \sin(2\alpha) \end{array} \right) \otimes \left( \begin{array}{c} \cos(2\alpha) \\ \sin(2\alpha) \\ 1 \end{array} \right)$$

$$= \begin{bmatrix} \cos(2\alpha), & \sin(2\alpha), & 1 \end{bmatrix} B \begin{bmatrix} \cos(2\beta) \\ \sin(2\beta) \\ 1 \end{bmatrix},$$

where

$$B = \frac{1}{2^2} Q^T (W_{1,1,\cdot,\cdot} \otimes W_{2,2,\cdot,\cdot} - W_{2,1,\cdot,\cdot} \otimes W_{1,2,\cdot,\cdot}$$

$$- W_{1,2,\cdot,\cdot} \otimes W_{2,1,\cdot,\cdot} + W_{2,2,\cdot,\cdot} \otimes W_{1,1,\cdot,\cdot}) Q.$$

APPENDIX E

DERIVATION OF THE TWO BI-VARIATE POLYNOMIALS OF DEGREE-6 IN (58)-(59)

Setting gradient of $f(\alpha, \beta)$ w.r.t. $\alpha$ and $\beta$ to zeros

$$\nabla f(\alpha, \beta) = \frac{f(\alpha, \beta) \nabla a(\alpha, \beta) - b(\alpha, \beta) \nabla b(\alpha, \beta)}{\sqrt{a^2(\alpha, \beta) - b^2(\alpha, \beta)}} = 0$$
Note that

\[
\sqrt{\alpha^2(\alpha, \beta) - b^2(\alpha, \beta) \nabla a(\alpha, \beta)} = b(\alpha, \beta) \nabla b(\alpha, \beta) - a(\alpha, \beta) \nabla a(\alpha, \beta)
\]

or the following equations

\[
b(\alpha, \beta) ((a'_\alpha(\alpha, \beta))^2 + (b'_\alpha(\alpha, \beta))^2) - 2 a(\alpha, \beta) a'_\alpha(\alpha, \beta)b'_\alpha(\alpha, \beta) = 0,
\]

\[
b(\alpha, \beta) ((a'_\beta(\alpha, \beta))^2 + (b'_\beta(\alpha, \beta))^2) - 2 a(\alpha, \beta) a'_\beta(\alpha, \beta)b'_\beta(\alpha, \beta) = 0.
\]

Next we perform a reparameterization $\alpha = \arctan(x)$ and $\beta = \arctan(z)$. The above two equations become

\[
g_\alpha = \frac{[x^5, x^5, \ldots, x, 1]}{1 + x^2} C_1 \frac{[z^5, z^5, \ldots, z, 1]^T}{1 + z^2} = 0,
\]

\[
g_\beta = \frac{[x^5, x^5, \ldots, x, 1]}{1 + x^2} C_2 \frac{[z^5, z^5, \ldots, z, 1]^T}{1 + z^2} = 0,
\]

where $C_1$ and $C_2$ are two matrices of size $7 \times 7$ defined as

\[
C_1 = K (B \otimes (F^T A \otimes F^T A + F^T B \otimes F^T B) - 2A \otimes F^T A \otimes F^T B) K^T,
\]

\[
C_2 = K (B \otimes (A F \otimes A F + B F \otimes B F) - 2A \otimes A F \otimes B F) K^T,
\]

and

\[
K = \begin{bmatrix}
-1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & -1 & 0 & 1 \\
0 & 2 & 0 & 2 & 0 & -2 & 0 & -2 & 0 & 2 & 0 & -2 & 0 & 0 & 0 & -2 & 0 & 2 & 0 & -2 & 0 & -2 & 0 & 2 & 0 \\
3 & 0 & -1 & 0 & -4 & 0 & -1 & 0 & -1 & 0 & -4 & 0 & 4 & 0 & 4 & 0 & 4 & 0 & -1 & 0 & 1 & 0 & 4 & 0 & -1 & 0 & 3 \\
0 & -4 & 0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 4 & 0 & 4 & 0
\end{bmatrix}
\]
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