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Abstract—The problem addressed is that of optimally controlling, in a decentralized fashion, the download of mobile video, which is expected to comprise 75% of total mobile data traffic by 2020. The server can dynamically choose which packets to download to clients, from among several packets which encode their videos at different resolutions, as well as the power levels of their transmissions. This allows it to control packet delivery probabilities, and thereby, for example, avert imminent video outages at clients. It must however respect the access point’s constraints on bandwidth and average transmission power. The goal is to maximize video “Quality of Experience” (QoE), which depends on several factors such as (i) outage duration when the video playback buffer is empty, (ii) number of outage periods, (iii) how many frames downloaded are of lower resolution, (iv) temporal variations in resolution, etc.

It is shown that there exists an optimal decentralized solution where the AP announces the price of energy, and each client distributedly and dynamically maximizes its own QoE subject to the cost of energy. A distributed iterative algorithm to solve for optimal decentralized policy is also presented. Further, for the client-level QoE optimization, the optimal choice of video-resolution and power-level of packet transmissions has a simple monotonicity and threshold structure vis-a-vis video playback buffer level. When the number of orthogonal channels is less than the number of clients, there is an index policy for prioritizing packet transmissions. When the AP has to simply choose which clients’ packets to transmit, the index policy is asymptotically optimal as the number of channels is scaled up with clients.

Index Terms—Quality of Experience, Video Streaming, Video on Demand, Video Download, Wireless Networks.

I. INTRODUCTION

Mobile video traffic accounted for 55% of total mobile data traffic in 2015, and its dominance is expected to increase to 75% by 2020. Optimally supporting such video downloads from an access point (AP) requires:

i) adaptively choosing the bit-rates of the variable bit-rate encoded videos for several clients, and

ii) the transmission powers of packets to the clients,

iii) according to the time-varying wireless channels of the several clients, and

iv) according to levels of the video playback buffers of the clients,

v) in such a way as to maximize “Quality of Experience” (QoE) that is a complex composite of simpler Quality of Service (QoS) metrics such as throughput, delay and outages, as well as more complicated factors such as frequent switchings between differing resolutions,

vi) while taking constraints such as total access point transmit power into account.

Due to the random nature of wireless, it is a stochastic system. It is a decentralized control system since individual agents (video clients) can only observe their own variables and states (such as their own video buffer content) when making decisions (such as the resolution of the packet requested, and the power level at which it is transmitted). Control constraints arise since the video has power constraints. From a control theoretic point of view, this therefore gives rise to a decentralized stochastic control problem with multiple agents, with long-term average constraints on the controls of agents. For such problems, in general, there need not exist an optimal policy that is decentralized. Further, in general, there is also the computational challenge of determining the optimal policy with a tractable amount of computation.

This paper addresses how to perform video downloads optimally, and in a tractable manner. It presents a decentralized solution that allows each client to make its own decisions on choosing the resolutions and transmit power levels of packets based on its own video playback buffer level and a global price of energy, as shown in Figure 1.

Traditional well-studied QoS metrics such as throughput and delay are of little use for judging user experience...
The video streaming experience of a client is determined by several metrics such as a) outage probability, i.e., the average time spent without video streaming due to non-availability of video packets; b) time spent in re-buffering packets; c) average video quality [2]; e) temporal variations in resolutions of video packets [11]. Hence, a scheduling policy that is designed to maximize the QoE needs to simultaneously achieve optimal trade-offs between several of these metrics. For example, streaming low resolution packets reduces the outage probability since low-resolution packets are associated with lower bit-rates or equivalently higher probability of successful packet transmission over an unreliable channel. However, lower resolution packets also reduce the average QoE, and hence the AP would like to switch to streaming higher resolution packets opportunistically. But then, the action of switching between different resolutions also introduces temporal variations in video quality, which in turn reduces the QoE. In addition, if the channel gain of the wireless channels connecting the AP to clients is time-varying, then one also needs to take into account the dynamics of the wireless channel [3] while making scheduling decisions. For example, the algorithm could switch to a low resolution video upon detecting a reduction in the bandwidth of a client. Yet another control variable is the transmission power of packets, which affects the success of the transmission. In addition, the access point (AP) usually has some form of constraint on bandwidth, such as the average power that it can consume, or the number of clients that it can schedule simultaneously. The resulting overall dynamic optimization could be delegated to a centralized controller but it would need to have knowledge of the states of all clients, such as their instantaneous playback buffer levels at each time $t$ or their channel states. Moreover, the computation of such an optimal centralized control policy suffers from the curse of dimensionality since the state space scales as $B^N$, where $B$ is the bound on playback buffer size of clients and $N$ is the number of clients.

Our main results are as follows. Though, in general, for a constrained MDP, there may not be a decentralized optimal policy [12] Ch 5, we show that for the above video download problem the optimal policy is decentralized when the AP is average power constrained. The clients are coupled through a price for energy $\lambda$ set by the AP. Furthermore, we show that the optimal policy can be obtained by solving a Linear Program in which the number of variables scales linearly with the number of clients $N$. Thirdly, we provide a distributed iterative algorithm to determine the optimal decentralized policy, each step of which involves the clients solving an unconstrained MDP. Since this unconstrained MDP involves minimization of a client’s “local cost” only, each single client’s MDP can be solved independently of other clients in a distributed fashion. Each client’s optimal policy is shown to be of threshold type, meaning that the policy switches to lower

and Netflix have demonstrated that these algorithms perform poorly.

for video streaming applications. The QoE associated with video streaming depends on several complex metrics [11]. In order to meet stringent QoE requirements, service providers have switched to advanced platforms such as Cloud based services [4] and Content Delivery Networks (CDNs) [5], which utilize adaptive bitrate streaming algorithms such as DASH [6] and HTTP Live Streaming (HLS) in order to continually monitor and improve the streaming experience. A party subscribing to a live video streaming service from popular cloud service such as Microsoft Azure, IBM Cloud, Google Cloud, Amazon CloudFront, Apple’s iCloud generates a video file and uploads it to the cloud in real-time; see Fig. [1]. The cloud then transcodes this data into multiple bit-rates, and the audience of this stream is served the video file using adaptive streaming algorithms such as DASH. DASH enables a viewer to switch to low resolution video in case its connection bandwidth is reduced, thus avoiding video interruptions. Since a major chunk of video data is demanded by mobile devices that typically have bandwidth fluctuations, this enables the streaming service to reach a wider range of audiences.

However, state-of-the-art adaptive streaming algorithms are unable to provide a satisfactory QoE for video streaming. As an example, the popular DASH algorithm is either too slow to respond to changes in congestion levels, or is overly sensitive to short-term network bandwidth variations [7]. Similarly, for clients served over wireless networks [8], rate adaptation needs to take complex factors such as channel fading into account while making streaming decisions. Experimental studies of rate adaptation techniques employed by popular DASH clients such as Microsoft Smooth Streaming [9], Adobe OSMF [10],
resolution video packets or transmits them at higher power when the playback buffer level drops below certain thresholds. When the AP has fewer orthogonal channels \( M \) than clients, the AP has to prioritize the clients and also choose power and resolution of video packets. We derive an index-based policy that can be viewed as an extension of the Whittle’s index policy to the case of Bandit superprocesses \[13\].

The rest of this paper is organized as follows. We describe previous work in Section II We describe the system model in Section III. We establish a decentralized optimal index policy in Section IV and an iterative algorithm to compute optimal policy is proposed in Section V The threshold structure of the optimal solution for each client is shown in Section VI.

In Section VIII we examine the case when the number of orthogonal channels is less than the number of clients, and the AP has to decide the set of clients for whom to send packets, along with the corresponding resolutions and transmission powers. We determine an index policy. In Section IX we provide the results of simulations and conclude in Section X.

II. Previous Works

Previous works on video streaming have analyzed relevant trade-offs encountered in optimizing the QoE of video streaming. Higher time spent rebuffering, and hence increased delay before video begins, leads to fewer playback interruptions \[14\]. The trade-off between outage probability and number of initially buffered packets, i.e., initial delay time, is analyzed in \[15\], \[16\], \[17\], \[18\], while \[11\] studies the effect of variations in the temporal quality of videos on the global video quality. Reference \[19\] studies the impact of flow level dynamics (flows entering and leaving the system) on the streaming QoE, while \[7\] considers the problem of controlling the rate at which a single client requests data from the server in order to closely match the TCP throughput available to it. However, the model in \[7\] assumes that only a single client is present in the network, ignores inherent system randomness and proposes a heuristic scheme. Reference \[20\] provides an extensive survey on QoE-related works from human computer interaction and networking domains.

However, the works listed above do not provide any theoretical guarantees on the QoE properties of the proposed schemes. As an example, \[7\] devises a policy to minimize interruptions for a single client. However, a network-wide deployment of such a policy at each client need not maximize the combined QoE, i.e., a client-by-client optimization need not maximize the overall QoE experienced by the set of all clients \[21\].

In order to maximize the cumulative QoE associated with the \( N \) clients, a centralized controller that has knowledge of the parameters of each client, and has access to the global system state \((\ell_1(t), \ell_2(t), \ldots, \ell_N(t))\) comprised of the instantaneous playback buffer levels \(\ell_n(t), n = 1, 2, \ldots, N\) is essential. However, in this paper we show that the problem admits decentralized policies that have provably optimal QoE guarantees.

Another decentralized optimal control problem that arises in a very different context \[22\] is to maximize throughput of packets subject to end-to-end deadlines in multi-hop networks. A packet-packet decoupling results there from Lagrangian relaxation.

A preliminary announcement of some of these results was presented in the conference paper \[23\]. A distributed scheme which performed iterations on the energy price charged by the AP, and client-level policies was shown to converge to an “optimal” price that maximized the value of the dual function. It was then claimed, without a proof, that a decentralized policy in which each client uses its own convergent policy, is optimal. In the present work, we fill the gap by utilizing an averaging technique to yield an optimal solution for the original constrained Markov decision process. We provide a computationally tractable algorithm and prove that it produces an optimal decentralized policy in which each client randomizes between at most two actions in any given state. Finally, while \[23\] considers only the case when the AP is average-power-constrained, the present work extends it to the case when the AP has a “hard constraint” on the number of packets that can be transmitted. We also provide an “index policy” which extends the Whittle’s index policy \[24\] to the case of Bandit Superprocesses \[13\].

III. System Description

Consider a single server serving video to \( N \) clients. Each client is connected to the AP through a wireless channel, and video data packets are streamed through it. Time is slotted, and the system evolves over time-slots \( t = 1, 2, \ldots \).

The time duration of a slot is equal to the time taken by the AP to attempt a single packet transmission. The AP has an average power constraint of \( \bar{E} \).

Each client \( n \) has a finite playback buffer of size \( B_n \) packets, and plays a single packet for a duration of \( T_n \) time-slots from it. After it has finished streaming a packet, it fetches the next packet which is enqueued at the head of its playback buffer and proceeds to stream it. However, if it finds that the playback buffer is empty, then the streaming is interrupted, and we say that an “outage” has occurred.

The server has multiple copies (called files) of the same video. Each contains an encoding of the same portion of the video, differing only with respect to the resolution and the bit rate associated with streaming it. Having multiple files of differing resolutions is advantageous, since if the playback buffer level of a client is too low approaching an outage, or the wireless channel is very unreliable, then the AP can switch to transmitting a low resolution file which has only a few bits, thereby increasing probability of successful packet delivery, albeit of a low resolution, but preventing a more negatively perceived outage in video streaming. The AP can choose the resolution of the packet...
to be transmitted to client \( n \) from the set \( \{1, 2, \ldots, R_n\} \). We will assume that a lower label corresponds to a finer resolution.

A video quality cost of \( \lambda_{r, n} \) units is incurred when client obtains a packet of resolution \( r \). We suppose that \( \lambda_{r_1, n} < \lambda_{r_2, n} \) for \( r_1 < r_2 \), since the resolution of class \( r_1 \) packet is better than class \( r_2 \) packet.

The AP can choose the packet transmission power for client \( n \) from the set \( \{e_1, e_2, \ldots, e_{M_n}\} \). We let \( e_1 = 0 \) correspond to the case of no packet transmission, utilizing zero transmission power.

The wireless channels connecting the clients to the AP are unreliable. We let \( p_n(r, e) \) be the probability with which a packet of resolution \( r \) transmitted at power \( e \) gets is successfully delivered to client \( n \). We suppose that \( p_n(r, e) \) is

- Increasing in \( r \) for a fixed value of transmission power \( e \) (since a packet with fewer bits and a reduced resolution has a higher chance of successful delivery), and
- Increasing in \( e \) for a fixed value of resolution \( r \) (a higher power leads to higher delivery probability).

Denote by \( \ell_n(t) \) the amount of play time remaining in client \( n \)’s playback buffer at time \( t \). Define the functions

\[
S_n(\ell_n) := \begin{cases} 
(\ell_n - 1)^+ + T_n, & \text{if } \ell_n \leq B_n - T_n + 1, \\
\ell_n - 1, & \text{if } B_n - T_n + 1 < \ell_n \leq B_n,
\end{cases} \tag{1}
\]

\[
F_n(\ell_n) := (\ell_n - 1)^+. \tag{2}
\]

Then \( S_n(\ell_n(t)) \) and \( F_n(\ell_n(t)) \) are the playback buffer values at time \( t+1 \) that result from a successful and failed packet transmission respectively when the playback buffer level of client \( n \) is \( \ell_n(t) \) at time \( t \). To see this, note that if the playback buffer level \( \ell_n(t) \leq B_n - T_n + 1 \), then \( \ell_n(t+1) \) is equal to \( (\ell_n(t) - 1)^+ + T_n \) with probability \( p_n(r, e) \), and \( (\ell_n(t) - 1)^+ \) with probability \( 1 - p_n(r, e) \). But if the playback buffer level \( \ell_n(t) > B_n - T_n + 1 \), then the client cannot accept a new packet because it will lead to an overflow of the playback buffer. Thus if \( \ell_n(t) > B_n - T_n + 1 \), the state of the client at time \( t+1 \) is \( \ell_n(t) - 1 \) with probability 1.

Let \( e_n(t) \) and \( r_n(t) \) denote the transmission power and resolution respectively associated with the packet transmission for client \( n \) during time-slot \( t \). Denote by \( u_n(t) = (e_n(t), r_n(t)) \) the control action chosen for client \( n \) during time \( t \). The control action for the system is the vector \( u(t) = \{u_n(t)\}_{n=1}^{N} \) that describes the transmission power and video packet resolution utilized for each user \( n \).

The state of the system at time \( t \) is described by the \( N \) tuple \( x(t) := (\ell_1(t), \ell_2(t), \ldots, \ell_N(t)) \). It is a finite-state, finite control, controlled Markov chain. We will suppose that \( p_n(r, e) > 0 \) for \( e \neq 0 \), so that the system can reach the empty state \( x = (0, 0, \ldots, 0) \) under any non-idling policy after some time steps, so there is only a single ergodic class under any non-idling stationary randomized feedback policy.

**Quality of Experience:** The video streaming quality experienced by a client depends upon several factors:

1) The time that a client spends in a state of outage. We assume that client \( n \) experiences a cost of 1 unit for every time slot that is spent in outage.

2) The number of outage “periods” experienced by a client. An outage period is a consecutive period of outage slots beginning with a transition from the client streaming a packet at time \( t - 1 \) to the client facing an outage at time \( t \), and ending with a transition in the reverse direction. Let \( \lambda_{o, n} \) denote the cost incurred by client \( n \) for every such outage period. The QoE is affected by the number of outage periods; for example, if a client is required to face 10 outage slots, it prefers to experience all of these 10 outage slots in consecutive time-slots, rather than experience it in 5 batches of 2 time-slot interruptions each. The number of outage periods in the first case is equal to 1, while that in the second case is equal to 5. We assume that for a fixed number of outages, the clients prefer fewer number of outage periods.

3) Average video quality associated with different resolution types. Let \( \lambda_{r, n} \) denote the cost incurred by client \( n \) for every packet of resolution \( r \) that it plays out.

4) Temporal variations in resolution, i.e., the number of times the AP switches between the packet video-resolutions.

The costs \( \lambda_{o, n}, \{\lambda_{r, n}\}_{r=1}^{R_n} \) decide the relative importance that is placed on the different competing objectives, and hence the QoE function can be tuned by varying them.

For simplicity, we begin by considering the optimization with respect to the factors 1)-3) in the above QoE.

Let \( \mathbb{I}(A) \) be the random variable that is the indicator function of the event \( A \). Then \( \mathbb{I}(\ell_n(t) = 1, \ell_n(t + 1) = 0) \) equals 1 if an outage period begins at time \( t \), and is 0 otherwise. So the one-step cost incurred by the client \( n \) at time \( t \) is

\[
\mathbb{I}(\ell_n(t) = 0) + \lambda_{o, n} \mathbb{I}(\ell_n(t) = 1, \ell_n(t + 1) = 0) + \lambda_{r, n} \mathbb{I}(\text{Packet of resolution } r \text{ received at time } t). \tag{3}
\]

Noting that the packet is successfully received with probability \( p_n(e_n(t), r_n(t)) \), the expected cost incurred at time \( t \) by an action \( u_n(t) = (e_n(t), r_n(t)) \) is \( c_n(\ell_n(t), e_n(t), r_n(t)) \), where

\[
c_n(\ell_n, e_n, r_n) := \mathbb{I}(\ell_n = 0) + p_n(\ell_n, r_n) \lambda_r + (1 - p_n(\ell_n, r_n)) \mathbb{I}(\ell_n = 1) \lambda_o. \tag{4}
\]

Under a stationary randomized policy \( \pi \) for the controlled Markov chain, the process \( x(t) \) evolves as a finite state, finite control set, controlled Markov process, and the problem of designing the streaming policy that maximizes the cumulative QoE of the clients can be posed.
as the following Constrained Markov Decision Process (CMDP) \([12]\):

\[
\min_{\pi} \quad \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^\pi \sum_{n=1}^N \sum_{t=0}^{T-1} c_n(\ell_n(t), e_n(t), r_n(t)),
\]

\(5\) 

subject to \( \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^\pi \sum_{n=1}^N \sum_{t=0}^{T-1} e_n(t) \leq \bar{E} \).

\(6\) 

Let \(\pi^*\) be an optimal policy for this CMDP.

Denote by

\[\bar{C}^\pi_n := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^\pi \sum_{t=0}^{T-1} c_n(\ell_n(t), u_n(t))\] 

\(7\) 

\[\bar{E}^\pi_n := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^\pi \sum_{t=0}^{T-1} e_n(t),\]

\(8\) 

the time-average cost and average power consumption incurred by client \(n\) under a policy \(\pi\), respectively.

IV. OPTIMALITY OF A DECENTRALIZED SOLUTION

A. Existence of a decentralized optimal solution

We note that for a CMDP with multiple controllers, there generally need not exist a decentralized policy that is optimal, see Ch 5 of [12]. Hence, one may suspect that a central controller which makes control choices on the basis of global state \((\ell_1(t), \ell_2(t), \ldots, \ell_N(t))\) is required. We now present a key result which shows that for the CMDP \((5,6)\), we can in fact restrict to decentralized policies without loss of optimality.

We show that the problem of optimally scheduling the AP’s packet streaming to the \(N\) clients can be accomplished by a decentralized policy where each client makes its own decisions independently of other clients. The only coupling between the clients is through a price per unit energy \(\lambda_e\) announced by the AP. Each client \(n\) simply chooses its own stationary randomized policy \(\pi_n\) to minimize the sum of its video quality and power costs:

\[
\min_{\pi_n} \limsup_{T \to \infty} \frac{1}{T} \mathbb{E}^\pi \sum_{t=0}^{T-1} (c_n(\ell_n(t), u_n(t)) + \lambda_e e_n(t))
\]

\(9\) 

This policy is fully decentralized in that each client \(n\) chooses its packet to stream and power at which to be transmitted, denoted \(u_n(t)\), randomly according to a distribution based only on its own state \(\ell_n(t)\) at time \(t\), independent of other clients’ actions.

We note that for a CMDP with multiple controllers, there generally need not be a decentralized policy that is optimal, see Ch 5 of [12]. Hence, one may suspect that implementing an optimal policy for a CMDP requires a central controller which makes control choices on the basis of global state \((\ell_1(t), \ell_2(t), \ldots, \ell_N(t))\). We now present a key result which shows that for the CMDP \((5,6)\), we can restrict to decentralized policies without loss of optimality.

**Theorem 1:** (i) Suppose \(\lambda_e \geq 0\) is a price and, for each client \(n\), \(\pi^*_n\) is an optimal stationary randomized policy for the Markov Decision Process (MDP) \((9)\) of client \(n\), such that either \(\lambda_e = 0\) or \(\sum_{n=1}^N \bar{E}^\pi_n = \bar{E}\). Then the combined policy \(\pi^* = \otimes \pi^*_n(\lambda)\), where the clients independently randomize their actions, is optimal for the overall CMDP \((5,6)\).

(ii) There do exist such a price \(\lambda_e\) and a set of stationary randomized policies \(\{\pi^*_n : n = 1, 2, \ldots, N\}\) satisfying (i).

(iii) Moreover, in (ii), each client \(n\)’s stationary randomized policy \(\pi^*_n\) can be chosen so that it only randomizes its action at at most one state \(\ell_n \in \{1, 2, \ldots, B_n\}\).

**Proof:** (i) A CMDP can be posed as a linear program (LP) in which the decision variable is the steady-state measure \(\mu_e\) induced by a policy \(\pi\) on the joint state-action space \((X, U)\) \([12]\). The infinite horizon average cost \(\mathbb{E}^e\) is the dot product between \(\mu_e(\cdot, \cdot)\) and the one step cost function \(c(\cdot, \cdot)\).

Let \(\lambda_e\) be the Lagrange multiplier associated with the average-power constraint \(\sum_{n=1}^N \bar{E}^\pi_n \leq \bar{E}\). The Lagrangian for the CMDP \((5,6)\) is then given by

\[
\mathcal{L}(\pi, \lambda_e) := \sum_{n=1}^N \bar{C}^\pi_n + \lambda_e \left( \sum_{n=1}^N \bar{E}^\pi_n - \bar{E} \right)
\]

\(10\)

The dual function is given by,

\[
D(\lambda_e) := \min_{\pi} \mathcal{L}(\pi, \lambda_e),
\]

\(11\) 

and the Dual Problem is,

\[
\max_{\lambda_e \geq 0} D(\lambda_e).
\]

\(12\)

As can be seen in \((12)\), the Lagrangian decomposes into the sum of individual costs \((\bar{C}^\pi_n + \lambda_e \bar{E}^\pi_n)\) incurred by each client \(n\). Each client’s optimal solution being given by state-action probabilities corresponds to a stationary randomized policy for its own MDP \((9)\). If either \(\lambda_e = 0\), or \(\sum_{n=1}^N \bar{E}^\pi_n = \bar{E}\) for this set of stationary randomized policies for the clients, then complementary slackness is satisfied. So \(\lambda_e\) is optimal for the Dual Problem, and the combination of the stationary randomized policies \(\pi = \otimes \pi^*_n(\lambda)\) is optimal for the Primal.

(ii) To show the existence of such a price \(\lambda_e\) and a set of stationary randomized policies \(\{\pi^*_n : n = 1, 2, \ldots, N\}\), we again start with the linear program. Let \(\pi\) be an optimal stationary randomized policy inducing a steady-state measure \(\mu_e\) on the joint state-action space \((X, U)\) that is optimal for this primal LP, and let \(\lambda_e\) be the optimal solution of the dual. Being primal and dual optimal, they satisfy complementary slackness. That is, either \(\lambda_e = 0\), or the power control constraint \((9)\) is satisfied with equality.

However, this stationary randomized policy associates with each complete state \(x = (\ell_1, \ell_2, \ldots, \ell_N)\) a probability distribution for \(u = (u_1, u_2, \ldots, u_N)\), while we instead

\footnote{The number of variables in the LP is however equal to the cardinality of the joint state-action space. It therefore increases exponentially with number of clients \(N\), and so it is prohibitively intractable to solve this LP to determine the optimal policy. In Theorem \(2\), we therefore provide an alternative tractable linear complexity solution.}
seek a decentralized policy which has the more stringent property that each client \( n \) can randomize its choice \( u_n \) independently based on its own state \( \ell_n \). Note that for client \( n \), \( \hat{C}^n \) is the cost attained in (7) by this policy \( \pi \), and \( \hat{E}^n \) is the power consumed as in (8).

Now consider the following individual CMDP for client \( n \),

\[
\min \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \sum_{s=0}^{T-1} c_n(\ell_n(t), u_n(t)),
\]

subject to an individual power constraint

\[
\limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \sum_{s=0}^{T-1} \leq \hat{E}_n.
\]

The LP corresponding to this individual CMDP is feasible since in the overall system the policy \( \pi \) attains this power constraint (14).

Let \( \hat{\pi}_n \) be an optimal stationary randomized policy for client \( n \) for this individual CMDP (13), (14). The minimum cost (13) attainable is no more than \( \hat{C}^n \), since the policy \( \pi \) in the overall system can indeed attain this cost while satisfying the power constraint (14). At the same time, the minimal cost (13) cannot be strictly less than \( \hat{C}^n \), since otherwise if each client uses \( \hat{\pi}_n \), the total cost of all \( N \) clients would be less than that of \( \pi \). Thus, each \( \hat{\pi}_n \) attains exactly the cost \( \hat{C}^n \) for client \( n \) and consumes power \( \hat{E}_n \). Therefore the combined policy \( \hat{\pi} = \otimes \hat{\pi}_n(\lambda) \) is optimal, and (ii) follows since each policy \( \hat{\pi}_n \) randomizes independently of the others.

(iii) This follows simply since in a CMDP the number of states at which randomization is needed is at most equal to the number of constraints (12). Thus each client's policy \( \hat{\pi}_n \), that solves the CMDP (13,14), may be chosen so that it requires randomization in at most one state of client \( n \).

**Remark 1:** Existing results in the literature on CMDPs (12) tell us that for the CMDP (5), there is a centralized stationary randomized policy that requires randomization in at most one state. However, this randomization may require the clients to coordinate and require a centralized controller. The above result shows that optimality can be achieved in a decentralized way by each client independently randomizing in just one of its states.

### B. Tractable computation of a decentralized optimal solution

Now we show that the optimal policies of the clients can be tractably determined. We show that there is a linear program with \( \sum_{n=1}^{N} B_n M_n R_n = O(N) \) decision variables and \( 1 + N + \sum_{n=1}^{N} B_n M_n R_n = O(N) \) constraints, that yields the decentralized stationary randomized policies for all the clients. The number of decision variables therefore grows only linearly in the number of clients. This should be contrasted with the \( \otimes_{n=1}^{N} B_n M_n R_n \) decision variables in the Linear Program for the CMDP (13,14), which grows exponentially in the number of clients.

Below we denote by \( S^{-1}_n \) and \( F^{-1}_n \), the set-valued inverse images of the maps \( F_n \) and \( S_n \) defined in (1).

**Theorem 2:** Consider the following linear programming with decision variables \( \{\alpha_{ern} : 1 \leq l \leq B_n, 1 \leq e \leq M_n, 1 \leq r \leq R_n, 1 \leq n \leq N\} \):

\[
\min \sum_{n=1}^{N} \sum_{\ell=1}^{B_n} \sum_{e=1}^{M_n} \sum_{r=1}^{R_n} \alpha_{ern} c_{\ell}(\ell, e, r)
\]

subject to

\[
\sum_{n=1}^{N} \sum_{\ell=1}^{B_n} \sum_{e=1}^{M_n} \sum_{r=1}^{R_n} \alpha_{ern} = \sum_{n=1}^{N} \sum_{\ell=1}^{B_n} \sum_{e=1}^{M_n} \sum_{r=1}^{R_n} \alpha_{ern}(1 - p_{n}(j, k)), \forall n
\]

\[
\sum_{n=1}^{N} \sum_{\ell=1}^{B_n} \sum_{e=1}^{M_n} \sum_{r=1}^{R_n} \alpha_{ern} c_{\ell}(\ell, e, r) \leq \hat{E}_n
\]

With \( \{\alpha_{ern}\} \) denoting the optimal solution, set

\[
\pi_{\ell}(e, r) := \frac{\alpha_{ern}}{\sum_{j=1}^{M_n} \sum_{k=1}^{R_n} \alpha_{ern}}.
\]

(In case the denominator above is zero, choose any \( \pi_{\ell}(e, r) \geq 0 \) satisfying \( \sum_{\ell=1}^{B_n} \sum_{e=1}^{M_n} \sum_{r=1}^{R_n} \pi_{\ell}(e, r) = 1 \). Let \( \pi_n \) denote the stationary randomized policy for client \( n \) that chooses a resolution \( r \) and an energy level \( e \) with probability \( \pi_{\ell}(e, r) \) whenever its buffer length is \( \ell \), independently of all other clients' actions. Then the policy \( \pi = \otimes \pi_n \) is optimal for the CMDP (5), (6).

**Proof:** The constraints (16) and (17) capture the state-action probabilities for the individual CMDP (13), (14) for client \( n \). The inequality (18) constrains the overall power consumed by all clients to \( \hat{E} \), while the objective (15) minimizes the overall cost for the CMDP (5). As Theorem (1) iii shows, these decision variables yield an optimal policy that results in the minimum cost.

### V. Distributed Computation of Optimal Policy

Though the results in the previous section yield decentralized policies \( \pi = \otimes_{n=1}^{N} \pi_n \), solving the LP (15)-(18) requires that the parameters \( \{c_{\ell}(\cdot, \cdot, \cdot), p_{n}(\cdot)\}_{n=1}^{N} \) be known to a central coordinator (e.g., the AP), which then computes and communicates the optimal policy \( \pi_n \) for each user \( n \). Next, we devise a distributed iterative scheme which yields an optimal decentralized policy.

#### A. Distributed computation of optimal price

First we consider the problem of determining the optimal price \( \lambda_e \) in a distributed way. Consider the Lagrangian (10) for the CMDP (5)-(6),

\[
\mathcal{L}(\pi, \lambda_e) = \sum_{n=1}^{N} (\hat{C}^n_{\pi} + \lambda_e \hat{E}^n_{\pi}) - \lambda_e \hat{E}.
\]
Denote by $\pi^*_n(\lambda_n)$ an optimal stationary randomized solution of the following “single client MDP” that is parametrized by energy price $\lambda_n$:

$$\min_{\pi_n} \left( C^e_n + \lambda_n E^e_n \right), \quad n = 1, 2, \ldots, N. \quad (20)$$

The MDP (20) can be posed as the following LP,

$$\text{Min} \quad \sum_{\ell=1}^n \sum_{e=1}^E \sum_{k=1}^K \alpha(\ell, e, r) + \lambda_n e$$

subject to

$$\alpha_{\text{tern}} = \sum_{i \in S_n^{t-1}(\ell)} \sum_{j=1}^{M_n} \sum_{k=1}^K \alpha_{ijkn} p_n(j, k) + \sum_{i \in S_n^{t-1}(\ell)} \sum_{j=1}^{M_n} \sum_{k=1}^K \alpha_{\text{tern}}(1 - p_n(j, k)), \forall n$$

$$\alpha_{\text{tern}} \geq 0, \sum_{\ell=1}^n \sum_{e=1}^E \sum_{k=1}^K \alpha_{\text{tern}} = 1.$$  \quad (22)

If $\alpha_n(\lambda_n) := \left\{ \alpha_{\text{tern}} \right\} \in \mathbb{R}^{M_n \times K \times E}$ denotes an optimal solution to the above LP, then,

$$\pi^*_n(e, r) := \frac{\alpha_{\text{tern}}}{\sum_{j=1}^{M_n} \sum_{k=1}^K \alpha_{ijkn}}$$  \quad (24)

is optimal for (20). Clearly, the policy $\otimes_{n=1}^N \pi^*_n(\lambda_n)$ maximizes the Lagrangian $\mathcal{L}(\cdot, \lambda_n)$, and hence corresponds to evaluating the dual function $D(\lambda_n)$, i.e.

$$D(\lambda_n) = \sum_{n=1}^N \left( C^e_n(\lambda_n) + \lambda_n E^e_n(\lambda_n) \right) - \lambda_n E \bar{e}.$$  \quad (25)

Thus, $\frac{\partial D(\lambda_n)}{\partial \lambda_n} = \sum_{n=1}^N \bar{e} \pi^*_n(\lambda_n) - \bar{e}$. Since the dual function is concave, price tatonnement iterations $\lambda^k_n = \lambda^k_n + 1 \sum_{n=1}^N \bar{e} \pi^*_n(\lambda^k_n) - \bar{e}$, correspond to gradient ascent algorithm applied to solve the dual problem

$$\max_{\lambda_n \geq 0} D(\lambda_n),$$  \quad (26)

and hence converge to $\lambda^*_n$ which maximizes the dual function $D(\lambda_n)$ [25].

The iterations involving $\lambda^k_n$ can be performed in a distributed way as follows. The AP declares the price $\lambda^k_n$ to all the clients. Then, each client $n$ can solve for the policy $\pi^*_n(\lambda^k_n)$ and $\alpha_n(\lambda^k_n)$ in a distributed way since solving the LP (21) requires the knowledge of the parameters of client $n$ only. Next, the clients communicate their energy utilizations $\left\{ E^e_n(\lambda^k_n) \right\}^{N}_{n=1}$ to the AP, which are then used by the AP to update the price $\lambda^k_n$.

$^2$For two integers $x, y$ with $y > x$, we let $[x, y] := \{ x, x + 1, \ldots, y \}$.  

**B. Distributed computation of optimal policies**

It might occur that the policy $\otimes_{n=1}^N \pi^*_n(\lambda^*_n)$ is optimal for the CMDP (5-6). However, this may not always be the case since even though the policy $\otimes_{n=1}^N \pi^*_n(\lambda^*_n)$ optimizes the Lagrangian $\sum_{n=1}^N \left( C^e_n(\lambda^*_n) + \bar{e} E^e_n(\lambda^*_n) \right)$, and hence from strong duality also yields the optimal cost, it may not satisfy the energy constraints $\sum_{n=1}^N \bar{e} \pi^*_n(\lambda^*_n)$, for values of $\lambda^*_n$ lying within a closed interval of the real line.

To address this problem, one can use the averaging procedure of [26] which shows that a weighted convex combination of the iterates $\left\{ \alpha_n(\lambda^k_n) \right\}^{N}_{n=1}$ does converge to a solution of the original constrained problem.

**Theorem 3:** Consider the following iterative procedure,

$$\tilde{\alpha}^{(k)} = \sum_{s=1}^c \gamma(s, k) \otimes_{n=1}^N \alpha_n^{(s)} \quad \text{,}$$

$$\lambda^{k+1} = \lambda^k + \beta(k) \left( \sum_{i=1}^N \bar{e} \pi^*_n(\lambda^k) - \bar{e} \right), \quad k = 1, 2, \ldots.$$  \quad (27)

where (26) denotes the elementwise vector addition of the vectors, step-sizes $\beta(k) = 1/k$, $\alpha^{(s)} := \beta(s) / \sum_{i=1}^k \beta(t)$. Then, $\tilde{\alpha}^{(k)} \rightarrow \alpha^*$, which solves (5-6).

**Proof:** The result follows from Corollary 5 of [27].

It should be noted that the iterations can be implemented in a distributed manner.

**VI. COMPUTATION OF STRUCTURED DISTRIBUTED POLICIES**

Let $\Pi_{n, \text{det}}$ denote the class of stationary deterministic (“pure”) policies for client $n$. The number of such policies
is equal to $(R_n, M_n)^{B_n}$. We now show that a simple modification to the iterations (26) (27) yields a decentralized policy under which the occupation measures of the client-level optimal policies produced by the algorithm $\pi^*_n, n = 1, 2, \ldots, N$ are a convex combination of the occupation measures of at most two pure policies from $\Pi_{n, \text{det}}$. Consequently, the resulting policy randomizes amongst at most two actions in each value of the buffer level $\ell$. Such a result is important because even though Theorem 3 shows that there is an optimal policy under which each client utilizes randomization in at most one state, it does not provide a tractable algorithm to produce such a policy.

Lemma 1: Define the functions

$$
\tilde{D}_n(\lambda_e) := \min_{\pi_n} \left[ C_n^{\pi_n} + \lambda_e E_n^{\pi_n} \right], \quad n = 1, 2, \ldots, N,
$$

(28)

where the minimization is over the class of stationary randomized policies. The functions $\tilde{D}_n(\lambda_e)$, $n = 1, 2, \ldots, N$ are piecewise linear since they are minima of a finite number of linear functions, one corresponding to each of the finite number of policies. Let $T_{j1}^n, T_{j2}^n, \ldots, T_{jM_n}^n$ be the corresponding minimal partition into finitely many contiguous intervals, with a common minimizer in each interval. Let $\Pi_{n, \text{det}, T_j^n}$ be the set of deterministic stationary policies that minimize the cost $C_n^{\pi_n} + \lambda e E_n^{\pi_n}$ for values $\lambda \in T_{j1}^n$. The slope of $\tilde{D}_n(\lambda_e)$ within the interval $T_{j1}^n$ is equal to the average energy utilization $E_n^{\pi_n}$ of policies $\pi_n \in \Pi_{n, \text{det}, T_j^n}$, and moreover $\Pi_{n, \text{det}, T_j^n} \cap \Pi_{n, \text{det}, T_{j+1}^n} = \emptyset$ if $i \neq j$ by the minimality of the partition. We take the closure of each interval, and, abusing notation, still denote them by $T_j^n$. A single policy is still a minimizer throughout the closed interval. At the common boundary point corresponding to the intersection of two closed intervals, two policies are optimal.

Iterative Algorithm with Memory: Consider the iterative procedure (26) (27) of Theorem 3 and modify it slightly as follows. The clients maintain a set of policies $U_n^{(k)}$ containing at most two policies. During iteration $k = 1, 2, \ldots,$ the clients consider their individual MDP

$$
\min_{\pi_n \in \Pi_{n, \text{det}}} \left[ C_n^{\pi_n} + \lambda_e^{(k)} E_n^{\pi_n} \right].
$$

(29)

They verify whether a policy from the set $U_n^{(k)}$ solves the MDP (29). If a policy in the set $U_n^{(k)}$ solves this MDP, then it sets $\alpha_n^{(k)}$ equal to its occupation measure. Otherwise, it includes in the set $U_n^{(k)}$ the new deterministic policy which solves the MDP, and sets $\alpha_n^{(k)}$ equal to its occupation measure. If the size of the obtained set is greater than 2, then remove the “older” policy which is not optimal for (29) from $U_n^{(k)}$. Also denote by $\pi_n^{(k)}$ the policy that was added to $U_n^{(k)}$, or which was already present in $U_n^{(k)}$ and optimized the MDP.

Lemma 2: For the modified iterative algorithm, let $\lambda_e^*$ denote the limiting value of price. Let $\epsilon > 0$ be smaller than the minimum of the length of the intervals $\{T_{j1}^n, n = 1, 2, \ldots, N\}$. The sets $U_n^{(k)}$, $n = 1, 2, \ldots, N$ converge as $k \to \infty$ to a set $U_\infty$ containing at most two policies. There is a $k_0$ such that $U_n^{(k)} = U_\infty$, $\forall k > k_0$. Also,

1) Either, $\lambda_e^*$ is the common boundary point of two contiguous intervals $T_{j1}^n, T_{j+1}^n$.

2) Or $\lambda_e^*$ belongs to the interior of an interval $T_j^n$.

In either of the two cases, we have that $\forall \lambda_e \in (\lambda_e^* - \epsilon, \lambda_e^* + \epsilon), \exists \pi_n \in U_\infty$ such that $\pi_n$ is optimal for MDP (29).

Proof: We only consider the first case when $\lambda_e^*$ is the common boundary point of $T_{j1}^n, T_{j+1}^n$. Noting that $\lambda_e^{(k+1)} \to \lambda_e^*$, let $k_1$ be such that $\lambda_e^{(k)} \in (\lambda_e^* - \epsilon, \lambda_e^* + \epsilon)$ $\forall k > k_1$. Without loss of generality, let $\lambda_e^{(k_1)} \in T_{j1}^n$. Let $k_2 > k_1$ be the first iteration after $k_1$ such that $\lambda_e^{(k)} \in T_{j+1}^n \setminus \partial T_{j+1}^n$. It follows from construction of the algorithm that the policy $\pi_n^{(k)}$ was played during iterations $k_1, k_1 + 1, \ldots, k_2 - 1$. Since in any iteration, an older policy is deleted from the set $U_n^{(k)}$, the set $U_n^{(k-1)}$ contains $\pi_n^{(k_1)}$.

From Lemma 1 we have that $\pi_n^{(k_1)}$ is not optimal for $\lambda_e \in T_{j+1}^n \setminus \partial T_{j+1}^n$, and hence we have $\pi_n^{(k_1)} \neq \pi_n^{(k)}$. Thus, the set $U_n^{(k_2)}$ consists of two distinct policies $\pi_n^{(k_1)}, \pi_n^{(k_2)}$. It follows from the construction of the algorithm that for $k > k_2$, $\pi_n^{(k)}$ is played if $\lambda_e^{(k)} \in T_{j1}^n$, while $\pi_n^{(k_2)}$ is played if $\lambda_e^{(k)} \in T_{j+1}^n \setminus \partial T_{j+1}^n$. Such that the set $U_n^{(k)} = \{\pi_n^{(k_1)}, \pi_n^{(k_2)}\}, \forall k > k_2$. Thus, $U_\infty = \{\pi_n^{(k_1)}, \pi_n^{(k_2)}\}$. These policies clearly solve (29) when price $\lambda_e$ lies in their corresponding intervals.

Algorithm 1 Distributed Algorithm to Yield Two Critical Pure Polices Providing an Optimal Randomization

$k = 0, U_n^{(0)} = \emptyset, \forall n = 1, 2, \ldots, N$. Set $\lambda_e^{(0)}$ to an arbitrary value.

repeat

1.) Client $n$: Verifies whether a policy in $U_n^{(k)}$ solves (29). If so, set $\pi_n^{(k)}$ equal to it and set $U_n^{(k+1)} = U_n^{(k)}$. Otherwise solve (29) to obtain $\pi_n^{(k)}$ and update $U_n^{(k)}$ as follows. If $|U_n^{(k)}| < 2$ then update $U_n^{(k+1)} = U_n^{(k)} \cup \{\pi_n^{(k)}\}$. However, if $|U_n^{(k)}| = 2$, then set $U_n^{(k+1)} = \{U_n^{(k)} \setminus \{a\} \cup \{\pi_n^{(k)}\} \}, \forall a$ is the policy in set $U_n^{(k)}$ that is “older”. Communicate the average energy consumption $E_n^{\pi_n^{(k)}}$ and the occupation measure $\alpha_n^{(k)}$ of the policy $\pi_n^{(k)}$ to the AP.

2.) AP: Perform the updates for the joint occupation measure (25) and the price (27).

3.) $k \leftarrow k + 1$

until $\lambda_e \to \lambda_e^*, \alpha(k) \to \alpha^*$.
Theorem 4: Consider the following linear program with decision variables restricted to \( \{ \alpha_{\text{tern}} : 1 \leq t \leq B_n, (e,r) \in \{ \pi_{n,1}^{\infty}(t), \pi_{n,2}^{\infty}(t) \} \} \), i.e., restricted to only those state-action pairs that can result only from the policies produced by Algorithm 1:

\[
\min \sum_{n=1}^N \sum_{t=1}^{B_n} \alpha_{\text{tern}} c_n(t, e, r) \tag{30}
\]

subject to

\[
\sum_{(e,r) \in \{ \pi_{n,1}^{\infty}(t), \pi_{n,2}^{\infty}(t) \}} \alpha_{\text{tern}} = \sum_{j \in S_n^{-1}(t)} \sum_{(j,k) \in \{ \pi_{n,1}^{\infty}(i), \pi_{n,2}^{\infty}(i) \}} \alpha_{ijkn} p_n(j,k) + \sum_{i \in F_n^{-1}(t)} \sum_{(j,k) \in \{ \pi_{n,1}^{\infty}(i), \pi_{n,2}^{\infty}(i) \}} \alpha_{\text{tern}} (1 - p_n(j,k)), \forall n \tag{31}
\]

\[
\alpha_{\text{tern}} \geq 0, \sum_{n=1}^N \sum_{t=1}^{B_n} \alpha_{\text{tern}} = 1, \forall n, \tag{32}
\]

\[
\sum_{n=1}^N \sum_{t=1}^{B_n} \alpha_{\text{tern}} e \leq E. \tag{34}
\]

Proof: First we establish the properties of Algorithm 1. The price iterations correspond to the sub-gradient ascent method applied to solve the dual problem \([25]\). With \( \beta^{(k)} = 1/k \), we have \( \sum_{k=1}^{\infty} \beta^{(k)} = \infty \), \( \sum_{k=1}^{\infty} (\beta^{(k)})^2 < \infty \), and hence it follows from Theorem 2 of \([27]\) that in Algorithm 1 \( \lambda^{(k)} \rightarrow \lambda^* \), where \( \lambda^* \) is optimal for the dual problem \([25]\).

Consider now the average the of occupation measures formed from the iterates of the algorithm, as in Theorem 4 of \([27]\). Any accumulation point \( \alpha = \{\alpha(\ell_1, u_1, \ell_2, u_2, \ldots, \ell_N, u_N) : \forall \text{ states } \ell_i \text{ and action } u_i \text{ of client } i \} \) is an optimal occupation measure, i.e., it is an optimal solution of the primal CMDP \([5, 6]\). Now we show that any accumulation point \( \alpha^* \) has the property that it is in the convex hull of products of occupation measures produced by convex combinations of \( \pi_{n,1}^{\infty} \) and \( \pi_{n,2}^{\infty} \) for each client \( n \), set which we will denote by \( \otimes_{n=1}^{N} U_n^{\infty} \). For each deterministic policy \( \pi \) for the overall system composed of \( N \) clients define

\[
T_{k,\pi} := \{ t \in \mathbb{N} | t \leq k, \alpha(t) = \alpha_{\pi} \}, \tag{35}
\]

i.e., those iteration indices until iteration number \( k \) during which the optimal deterministic policy for iteration \( k \) under price \( \lambda^{(k)} \) was \( \pi \). Since there are only finitely many deterministic policies for the overall system, we have that the occupation measure in \([26]\) can equivalently be written as

\[
\hat{\alpha}^{(k)} = \sum_{\pi \in U_{\text{det}}} \alpha_{\pi} \sum_{s \in T_{k,\pi}} \beta^{(s)} \sum_{t=1}^{k} \beta^{(t)} . \tag{36}
\]

The weights \( \sum_{s \in T_{k,\pi}} \beta^{(s)} \sum_{t=1}^{k} \beta^{(t)} \) are clearly non-negative and sum to 1. Thus, \( \hat{\alpha}^{(k)} \) is a convex combination of the occupation measures \( \{ \alpha_{\pi} \}_{\pi \in U_{\text{det}}} \). Therefore, it remains only to show that asymptotically, only the weights associated with the occupation measures in the set \( \otimes_{n=1}^{N} U_n^{\infty} \) are non-zero. It follows from Lemma 2 that for \( k > k_0 \), each client \( n \) plays a policy from the set \( U_n^{\infty} \). Hence, for \( k > k_0 \), we have that the measure \( \alpha^{(k)} \in \otimes_{n=1}^{N} U_n^{\infty} \). Thus, for deterministic policies \( \pi \notin \otimes_{n=1}^{N} U_n^{\infty} \), the quantity \( \sum_{s \in T_{k,\pi}} \beta^{(s)} \) remains bounded as \( k \rightarrow \infty \). Since \( \sum_{t=1}^{\infty} \beta^{(t)} = \infty \), we have that \( \lim_{k \rightarrow \infty} \sum_{t=1}^{\infty} \beta^{(t)} = 0 \) for \( \pi \notin \otimes_{n=1}^{N} U_n^{\infty} \).

Since the following statement holds true for all \( \alpha \in \otimes_{n=1}^{N} U_n^{\infty} \),

\[
\alpha(\ell_1, u_1, \ell_2, u_2, \ldots, \ell_N, u_N) = 0 \text{ if } \exists n \text{ s.t., } u_n \notin \{ \pi_{n,1}^{\infty}(\ell_n), \pi_{n,2}^{\infty}(\ell_n) \}, \tag{37}
\]

and since any accumulation point \( \alpha^* \) belongs to the convex hull of the set \( \otimes_{n=1}^{N} U_n^{\infty} \), we have that

\[
\alpha^*(\ell_1, u_1, \ell_2, u_2, \ldots, \ell_N, u_N) = 0 \text{ if } \exists n \text{ s.t., } u_n \notin \{ \pi_{n,1}^{\infty}(\ell_n), \pi_{n,2}^{\infty}(\ell_n) \}. \tag{38}
\]

It remains to show that occupation measure \( \hat{\alpha}^* \) produced by the LP \([30, 34]\) yields the desired solution. The stationary randomized policy produced by \( \alpha^* \) associates with each state for the overall system \( x = (\ell_1, \ell_2, \ldots, \ell_N) \) a probability distribution for \( u = (u_1, u_2, \ldots, u_N) \). Let \( E_n^*, C_n^* \) be the optimal power consumption and cost incurred respectively by client \( n \) under the policy \( \alpha^* \). Now consider the following individual CMDP for client \( n \),

\[
\min \limsup_{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} c_n(\ell_n(t), u_n(t)), \tag{39}
\]

subject to an individual power constraint

\[
\limsup_{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} e_n(t) \leq E_n^*, \tag{40}
\]

and constraints on state-action frequencies

\[
\limsup_{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{1} (\{e_n(t), r_n(t)\} \notin \{\pi_{n,1}^{\infty}(\ell_n(t)), \pi_{n,2}^{\infty}(\ell_n(t))\}) = 0. \tag{41}
\]
Therefore the decentralized policy $\otimes_{n=1}^{N} \pi_{n}^{*}$ for the combined system is also optimal and can be obtained by solving the LP (30)-(34).

We notice that solving the LP (30)-(34) does not require knowledge of the limiting occupation measure $\alpha^{*}$. Solving the LP only requires the sets $U_{n}^{\infty}$, $n = 1, 2, \ldots, N$ as input. Thus, one could forego the iterations (26) in order to yield the much simpler Algorithm 2 described below.

**Corollary 1:** Algorithm 2 yields an optimal decentralized policy that is structured, i.e., for each of the $N$ clients, the resulting policy randomizes amongst at most two actions in each value of the buffer level $\ell_{n}$.

**Algorithm 2:** Algorithm to Yield Decentralized Structured Optimal Policy

$k = 0$, $U_{0}^{(k)} = \emptyset$, $\forall n = 1, 2, \ldots, N$. Set $\lambda_{e}^{(0)}$ to an arbitrary value.

repeat

1.) Client $n$: Verifies whether a policy in $U_{n}^{(k)}$ solves (29). If so, set $\pi_{n}^{(k)}$ equal to it and set $U_{n}^{(k+1)} = U_{n}^{(k)}$. Otherwise solve (29) to obtain $\pi_{n}^{(k)}$ and update $U_{n}^{(k)}$ as follows. If $|U_{n}^{(k)}| < 2$ then update $U_{n}^{(k+1)} = U_{n}^{(k)} \cup \{\pi_{n}^{(k)}\}$. However, if $|U_{n}^{(k)}| = 2$, then set $U_{n}^{(k+1)} = \{U_{n}^{(k)} \setminus \{a\}\} \cup \{\pi_{n}^{(k)}\}$, where $a$ is the policy in set $U_{n}^{(k)}$ that is “older”. Communicate the average energy consumption $E_{n}^{(k)}$ to the AP.

2.) AP: Perform the updates for the price (27).

3.) $k \rightarrow k + 1$

until $\lambda_{e}^{(k)} \rightarrow \lambda_{e}^{*}$.

The clients communicate their $U_{n}^{\infty}$, $n = 1, 2, \ldots, N$ to the AP. AP computes the optimal structured policy by solving the LP (30)-(34).

VII. Threshold Structure of Optimal Policy

A. Structure of the Optimal Policy for the Single Client MDP

We now show that the single client MDPOs (20) have a monotonicity structure. Thus, any optimal policy for (20) is necessarily monotonic, i.e., it employs actions $u$ which have a higher probability of successful transmission $p(u)$ as the buffer level $\ell$ decreases.

We actually show a somewhat stronger result, that there is an optimal policy that has a simple threshold structure with respect to the buffer level. Such a policy has buffer level thresholds at which it switches to an action $u$ that has a strictly higher probability $p(u)$ of successfully delivering the packet.

In this and the following section, since we will only be concerned with optimizing the cost of a single client $n$, we will omit the subscript $n$ associated with variables. We begin with some definitions.

**Definition 1 (Monotone Policy):** A policy $\pi$ is said to be monotonic if it satisfies the following condition: If the policy $\pi$ chooses an action $u_{1} = (e_{1}, r_{1})$ when its buffer level, i.e., its state, is $\ell + 1$, and it chooses an action $u_{2} = (e_{2}, r_{2})$ in state $\ell$, then $p(u_{2}) \geq p(u_{1})$.

**Definition 2 (Threshold-type Policy):** A policy $\pi$ is of threshold-type if it satisfies the following condition: If the policy $\pi$ chooses an action $u_{1} = (e_{1}, r_{1})$ when its buffer level, i.e., its state, is $\ell + 1$, and it chooses an action $u_{2} = (e_{2}, r_{2})$ in state $\ell$, then either $u_{1} = u_{2}$ or $p(u_{2}) > p(u_{1})$.

We note that a threshold-type policy is necessarily monotonic, while a monotonic policy may not be of threshold-type.

For a single client, consider the minimum value of the total cost incurred over a horizon of $s \geq 1$ time-slots,

$$V_{s}(\ell) := \min_{\pi} \sum_{t=0}^{s} [c(\ell(t), u(t)) + \lambda_{e}e(t)],$$

with the subscript in $E_{\ell}$ denoting that the initial state is $\ell$. The Dynamic Programming backward recursion is

$$V_{s}(\ell) = \min_{(e,r)} \{1(\ell = 0) + \lambda_{e}e + p(e,r) \lambda_{o} + V_{s-1}(S(\ell)) \}
= \min_{u(e,r)} \{c(u) - p(u)D_{s-1}(\ell)\},$$

where

$$c(u) := \lambda_{e}e + p(e,r)\lambda_{r},$$

is the one-step augmented cost of choosing $u = (e,r)$, and

$$D_{s-1}(\ell) := 1(\ell = 0)\lambda_{o} + V_{s-1}(F(\ell)) - V_{s-1}(S(\ell)).$$

Similarly, let $V_{s}^{\pi}(\ell)$ be the cost incurred by the system starting in state $\ell$ and operating for $s$ time-slots under the application of policy $\pi$. In the following, denote by $(u, \pi)$ the policy that chooses the action $u$ in the first time slot irrespective of the initial system state $\ell$, and thereafter implements the policy $\pi$.

**Lemma 3:** For any two actions $u_{1}, u_{2}$ and policy $\pi$,

$$V_{s}^{(u_{2},\pi)}(F(\ell)) - V_{s}^{(u_{1},\pi)}(F(\ell))
= p(u_{1}) \{V_{s-1}^{\pi}(S(F(\ell))) - V_{s-1}^{\pi}(S(S(\ell))) \} + (1 - p(u_{2})) \{1(F(\ell) = 1)\lambda_{o} - 1(S(\ell) = 1)\lambda_{o}
+ V_{s-1}^{\pi}(F(F(\ell))) - V_{s-1}^{\pi}(F(S(\ell)))\} + \hat{c}(u_{2}) - \hat{c}(u_{1})
+ 1(F(\ell) = 0) - 1(S(\ell) = 0)
- (p(u_{2}) - p(u_{1})) 1(S(\ell) = 1)\lambda_{o}
= p(u_{1}) \{V_{s-1}^{\pi}(S(F(\ell))) - V_{s-1}^{\pi}(S(S(\ell))) \} + (1 - p(u_{2})) \{1(F(\ell) = 1)\lambda_{o} - 1(S(\ell) = 1)\lambda_{o}
+ V_{s-1}^{\pi}(F(F(\ell))) - V_{s-1}^{\pi}(F(S(\ell)))\} + \hat{c}(u_{2}) - \hat{c}(u_{1})
+ 1(F(\ell) = 0) - 1(S(\ell) = 0)
- (p(u_{2}) - p(u_{1})) 1(S(\ell) = 1)\lambda_{o}.$$
Proof:

\[ V^*_i(u_2,\pi)(F(\ell)) = c(u_2) + I(F(\ell) = 0) \]
\[ + (p(u_2) - p(u_1)) V^*_{i-1}(S(F(\ell))) \]
\[ + (p(u_1)) V^*_{i-1}(S(F(\ell))) \]
\[ + (1 - p(u_2)) (I(F(\ell) = 1)\lambda_o + V^*_{i-1}(S(F(\ell)))) \].

and

\[ V(u_1,\pi)(S(\ell)) = c(u_1) + I(\ell = 0) \]
\[ + p(u_1) V^*_{i-1}(S(F(\ell))) \]
\[ + (1 - p(u_2)) (I(\ell = 1)\lambda_o + V^*_{i-1}(F(\ell))) \]
\[ + (p(u_2) - p(u_1)) (I(\ell = 1)\lambda_o + V^*_{i-1}(F(\ell))) \].

Subtracting one from the other, and using \( F(S(\ell)) = S(F(\ell)) \) in order to cancel the terms that are multiplied by \( p(u_2) - p(u_1) \), yields the desired result.

**Lemma 4:** Let us assume that the function \( D_{s-1}(\ell) \) is non-increasing, i.e., \( D_{s-1}(\ell) \geq D_{s-1}(\ell + 1) \) for \( \ell \leq 1, 2, \ldots, B - 1 \).

Let \( OPT^s(\ell) \) denote the set of actions that are optimal for state \( \ell \) for the system starting in state \( \ell \) with \( s \) time-slots to-go. Then either \( OPT^s(\ell) = OPT^s(\ell + 1) \), or we have that if \( u_1 \in OPT^s(\ell + 1), \ u_2 \in OPT^s(\ell) \) then \( p(u_2) > p(u_1) \). In the latter case, the sets \( OPT^s(\ell + 1), OPT^s(\ell) \) have an empty intersection, as a consequence.

**Proof:** Consider two actions \( u_1, u_2 \) such that \( u_1 \in OPT^s(\ell + 1) \), while \( u_2 \in OPT^s(\ell) \). The following inequalities follow from the definition of optimal action [43],

\[ c(u_2) - p(u_2) D_{s-1}(\ell + 1) \geq c(u_1) - p(u_1) D_{s-1}(\ell + 1), \]
\[ c(u_1) - p(u_1) D_{s-1}(\ell) \geq c(u_2) - p(u_2) D_{s-1}(\ell). \] (46)

Adding the above two inequalities, we get

\[ p(u_1) (D_{s-1}(\ell + 1) - D_{s-1}(\ell)) \geq p(u_2) (D_{s-1}(\ell + 1) - D_{s-1}(\ell)), \]

or equivalently

\[ (p(u_2) - p(u_1)) (D_{s-1}(\ell) - D_{s-1}(\ell + 1)) \geq 0. \] (47)

Since we assumed that the function \( D_{s-1}(\ell) \) is non-increasing, we have that \( D_{s-1}(\ell) - D_{s-1}(\ell + 1) \geq 0 \). We consider the following two possibilities.

**Case A.** \( D_{s-1}(\ell) - D_{s-1}(\ell + 1) = 0 \).

We infer the following from the set of inequalities [46],

\[ c(u_2) - p(u_2) D_{s-1}(\ell + 1) \geq c(u_1) - p(u_1) D_{s-1}(\ell + 1) \]
\[ = c(u_2) - p(u_1) D_{s-1}(\ell) \]
\[ \geq c(u_2) - p(u_2) D_{s-1}(\ell) \]
\[ = c(u_2) - p(u_2) D_{s-1}(\ell + 1), \]

where the equalities follow from our assumption that \( D_{s-1}(\ell) = D_{s-1}(\ell + 1) \). Thus, the inequalities in the above turn out to be equalities, and we have that

\[ c(u_2) - p(u_2) D_{s-1}(\ell + 1) = c(u_1) - p(u_1) D_{s-1}(\ell + 1) \]
\[ c(u_1) - p(u_1) D_{s-1}(\ell) = c(u_2) - p(u_2) D_{s-1}(\ell), \]

i.e., the actions \( u_1, u_2 \) are both optimal for the states \( \ell, \ell + 1 \). Since the choice of \( u_1 \in OPT^s(\ell + 1), u_2 \in OPT^s(\ell) \) was arbitrary, we conclude that \( OPT^s(\ell) = OPT^s(\ell + 1) \).

**Case B.** \( D_{s}(\ell) - D_{s}(\ell + 1) > 0 \).

This clearly follows from \( 47 \) that \( p(u_2) > p(u_1) \).

This concludes the proof.

**Lemma 5:** For each \( s = 1, 2, \ldots, \), the function \( D_s(\ell) \) defined in [45] as

\[ D_s(\ell) := I(\ell = 1)\lambda_o + V_s(F(\ell)) - V_s(S(\ell)) \]

is non-increasing for \( \ell \in \{1, 2, \ldots, B\} \). Hence, the properties of the sets \( OPT^s(\ell) \), which were derived in Lemma 4 under this assumption, are true.

**Proof:** Within this proof, let \( \pi^*_s \) be the optimal policy when the time-horizon is \( s \) time-slots as in [42], and let \( (u, \pi^*_{s-1}) \) be the policy for \( s \) time-slots which takes the action \( u \) at the first time-slot, and then follows the policy \( \pi^*_{s-1} \). We will use induction on \( s \), the number of time-slots.

Let us assume that the statement is true for the functions \( D_z(\ell) \), for all \( z < s \). In particular this implies the function,

\[ D_{s-1}(\ell) = I(\ell = 1)\lambda_o + V_{s-1}(F(\ell)) - V_{s-1}(S(\ell)), \] (48)

is non-increasing for \( \ell \in \{1, 2, \ldots, B\} \).

First we will prove the non-increasing property for \( \ell \in \{2, 3, \ldots, B - T + 1\} \). The above assumption [43] and Lemma 4 together imply that \( \pi^*_s \) is of threshold-type.

Fix an \( \ell \in \{1, 2, \ldots, B\} \) and denote by \( u_1, u_2, u_3, u_4 \), the actions chosen by \( \pi^*_s \) at time \( s \) for the states \( S(\ell), F(\ell), S(\ell + 1), F(\ell + 1) \) respectively. Note that the threshold nature of \( \pi^*_s \) implies that

\[ p(u_1) \leq p(u_2), p(u_3) \leq p(u_4), \]

and

\[ p(u_3) \leq p(u_1), p(u_4) \leq p(u_2). \]

This is true because as the value of state decreases in the interval \{1, 2, \ldots, B\}, a monotone policy switches to an action that has a higher transmission success probability.

For \( \ell \in \{2, 3, \ldots, B - T + 1\} \), we have that \( D_s(\ell + 1) = V_s(F(\ell + 1)) - V_s(S(\ell + 1)) \) and \( D_s(\ell) = V_s(F(\ell)) - V_s(S(\ell)) \).

Thus,

\[ D_s(\ell + 1) = V_s(F(\ell + 1)) - V_s(S(\ell + 1)) \]

\[ \leq V_i^{u_2, \pi^*_{s-1}}(F(\ell + 1)) - V_s(S(\ell + 1)) \]

\[ = \hat{c}(u_2) - \hat{c}(u_3) \]

\[ + p(u_3) \times [V_{s-1}(S(\ell + 1)) - V_{s-1}(S(\ell + 1)))] \]

\[ + (1 - p(u_2)) \times \]

\[ I(F(\ell) = 1) + V_{s-1}(S(\ell + 1)) \]

\[ - V_{s-1}(S(\ell + 1))] \]

\[ \leq \hat{c}(u_2) - \hat{c}(u_3) \]

\[ + p(u_3) \times [V_{s-1}(S(\ell))] - V_{s-1}(S(\ell))] \]

\[ + (1 - p(u_2)) \times \]

\[ I(F(\ell) = 1) + V_{s-1}(S(\ell)) - V_{s-1}(S(\ell))] \]

\[ \leq V_i(F(\ell)) - V_s(S(\ell)) \]

\[ = D_s(\ell). \]
where the first inequality follows since a sub-optimal action in the state $F(\ell + 1)$ increases the cost-to-go for $s$ time-slots, the second inequality is a consequence of the assumption that the functions $V_{s-1}(F(\ell)) - V_{s-1}(S(\ell))$ are decreasing in $\ell$, while the last inequality follows from the fact that a sub-optimal action in the state $S(\ell)$ will increase the cost-to-go for $s$ time-slots. Thus we have proved the monotone decreasing property of $D_{s+1}(\cdot)$ for $\ell \in \{2, 3, \ldots, B - T + 1\}$.

Since for the state $\ell = 1$, $D_s(\ell)$ consists of an extra term $\mathbb{1}(\ell = 1)\lambda_0$, it remains to show that $D_s(1) > D_s(2)$. Once again, let $u_1, u_2, u_3, u_4$ be the optimal actions at stage $s$ for the states $T, 0, T + 1$ respectively. Using the same argument as above (i.e., assuming that the actions taken at time 0 in the states $T, T + 1$ are the same, and the actions taken in the states $0, 1$ are the same), it follows that $D_s(1) - D_s(2) \geq (1 + \lambda_0) - (V_s(T) - V_s(T + 1))$. However, then $V_s(T) - V_s(T + 1) \leq 1$ (since, for $s$ stages, one may apply the same actions for the system starting in state $T$, as that for a system starting in state $T + 1$, and note that the two systems couple at a time-slot $\tau$, when the latter system hits the state 0; the hitting time is of course random). So, $D_s(1) - D_s(2) \geq 0$, and thus we conclude that the function $D_s(\ell)$ is non-increasing for $\ell \in \{1, 2, \ldots, B\}$. In order to complete the proof, we notice that for $s = 1$, we have, $D_1(\ell) = \mathbb{1}(\ell = 1)\lambda_0$, and thus the assertion of Lemma 4 is true for $s = 1$.

**Theorem 5:** Any optimal policy for the single-client MDP (20) is necessarily monotonic. Furthermore, there is an optimal policy that is of threshold type.

**Proof:** We note that the results in Lemma 4 and Lemma 5 were derived for finite time horizon $s$. Firstly we note that since the computation of the sets $OPT^s(\cdot)$ correspond to the Policy Iteration algorithm (23) in order to solve the MDP $\min_{p_n} C_n + \lambda_0 E_n$, the sets $OPT^s(\cdot)$ converge as $s \to \infty$ (23). Denote the limiting sets by $OPT^\infty(\cdot)$. Since the state and action spaces are finite, the sets $OPT^\infty(\cdot)$ can assume only finitely many values, and hence the sets $OPT^\infty(\ell)$ converge after finite number of steps to the sets $OPT^\infty(\cdot)$, which also satisfy the properties derived in Lemma 4 and Lemma 5. Thus, if $u_1 \in OPT^\infty(\ell + 1)$, $u_2 \in OPT^\infty(\ell)$, then $p(u_2) \geq p(u_1)$. Since for an optimal policy, the action taken in each state $\ell$ is necessarily drawn from the set $OPT^\infty(\ell)$, it then follows that an optimal policy is necessarily monotonic.

Next, we construct an optimal policy $\pi$ that is of threshold-type. We will group the states $\ell$ on the basis of the set of actions that are optimal when buffer level is $\ell$, i.e. $OPT^\infty(\ell)$. Thus, all states $\ell$ for which the set of optimal actions $OPT^\infty(\ell)$ is equal to the set $OPT^\infty(\cdot)$ belong to the same group as that of $\ell$. Now pick an action $u \in OPT^\infty(\ell)$, and let $\pi$ apply the action $u$ for all buffer levels that belong to the group corresponding to the set of states $\ell$ that have the set of optimal actions equal to $OPT^\infty(\ell)$. It then follows from Lemma 5 and the construction of $\pi$ that if the actions $u_1, u_2$ taken by $\pi$ in the states $\ell + 1, \ell$ are not the same, then $p(u_2) > p(u_1)$. Thus, $\pi$ is of threshold type, and is optimal for the MDP (20). This completes the proof.

**VIII. Streaming with $M < N$ Orthogonal Channels**

In the system considered so far, it was implicitly assumed that there are $N$ orthogonal channels available to the AP in case it needs to transmit packets for all clients concurrently. We now consider the problem when the number of orthogonal channels $M < N$. Thus the AP has to choose actions $u_n(t) = (e_n(t), r_n(t)), t = 1, 2, \ldots$ for each client $n$ under the constraint that a maximum of $M$ clients can be served in any time slot $t$, i.e., $\sum_n \mathbb{1}(e_n(t) > 0) \leq M$. Since we do not impose any constraint on the average power utilization, if client $n$ is provided channel access in time-slot $t$, then it is optimal to let $e_n(t) = e_n$, where $e_n$ is the maximum allowable transmission power for client $n$. Thus, without loss of generality, we let $e_n(t)$ assume binary values; $e_n(t) = 1$ denotes that a packet was scheduled for client $n$ at time $t$, while $e_n(t) = 0$ otherwise. A dynamic optimization with respect to the resolution $r_n(t)$ still needs to be made.

The following CMDP needs to be solved,

$$\min_{\pi} \sum_{n=1}^{N} C_n,$$

$$s.t. \sum_{n=1}^{N} e_n(t) \leq M.$$  

where $C_n$ denotes average value of the QoE cost. The above problem involves “bandit superprocesses” (29), (13). For such Multi Armed Bandit superprocesses, there are no known policies that are guaranteed to have good performance. However, we will now design an appropriate index policy for the setup of bandit superprocesses.

**Definition 3 (Index Policy):** An index policy maintains $N$ functions $W_n : \{1, 2, \ldots, D_n\} \to \mathbb{R}$, where the function $W_n(\cdot)$ maps the state-action pairs of client $n$ to a value in $\mathbb{R}$. At the beginning of each time-slot $t$ the policy assigns the index $W_n(\ell_n(t))$ to the client $n$, and thereafter schedules $M$ clients having the largest values of indices $W_n(\ell_n(t))$. 

**Look-ahead Rule Based Index Policy:**

We briefly describe the look-ahead rule (30), (31) which is a popular technique to obtain efficient dynamic policies. For an average cost MDP that is characterized by a finite state space $X$, finite action space $A$, transition probabilities $P(i, a, j), i, j \in X, a \in A$, and one-step state-action cost $c(i, a), i \in X, a \in A$, the following two-step procedure yields a one-step look-ahead policy.

1) Begin with a “base” policy $\pi$ that maps $X \to A$. Compute the value function $V_{n}(\cdot)$ and average reward $J_{\pi}$ corresponding to policy $\pi$ by solving the following system of $|\mathcal{X}|$ linear equations $\forall i \in \mathcal{X}$,

$$J_{\pi} + V_{\pi}(i) = c(i, \pi(i)) + \sum_{j \in \mathcal{X}} P(i, \pi(i), j) V_{\pi}(j).$$  

One can similarly consider a constraint on peak transmission power.
The value function \( V \) decomposes into the sum of the value functions of each \( i \in \mathcal{X} \),
\[
\hat{\pi}(i) = \arg \min_a [c(i, a) + \sum_{j \in \mathcal{X}} P(i, a, j) V_j(j)]. \tag{52}
\]

The policy improvement operator is known to be equivalent to Newton's method applied on the space of policies \( \{\pi_n\} \), and its repeated application yields the optimal policy. However, it has been observed in practice that even a single step of policy improvement produces quite efficient policies \( [31] \). This is possibly due to the fact that Newton's method utilizes the curvature of the fixed point equation at the current estimate in order to converge faster.

We now show how we can derive index policies using the look-ahead principle. We begin by describing the base policy that will be utilized in order to obtain an index policy.

**Base policy \( \pi \) of interest**

We take the base policy \( \pi \) to be the policy that at each time \( t \) chooses to schedule each client \( n \) with a probability \( \frac{1}{N} \). If client \( n \) gets chosen for scheduling, then the resolution is chosen uniformly at random from the set \( \{1, 2, \ldots, R_n\} \). Thus, at each time \( t \), client \( n \) is scheduled a packet of resolution \( r \) with a probability \( \frac{M \cdot \frac{1}{N \cdot R_n}}{\sum_{n=1}^N \frac{1}{R_n}} \). We note that the base policy as described above satisfies the constraint \( \sum_{n=1}^N e_n(t) = M \) only on an average, i.e., \( \mathbb{E}(\sum_{n=1}^N e_n(t)) = M \), and hence the base policy is not feasible for the original problem \( [49],[50] \) of scheduling a maximum of \( M \) clients during each time-slot \( t \). The infeasibility occurs because the control processes \( u_n(t) \) are not coupled via the hard constraint \( \sum_{n=1}^N u_n(t) \leq M, t = 1, 2, \ldots \), and are independent of each other. Though at first look this may seem to be a problem, it actually offers a huge advantage because this is the precise reason that the look-ahead policy generated from it is an index policy. While we are generating the look-ahead policy from the base policy, we will necessarily require it to satisfy the constraint \( \sum_{n=1}^N e_n(t) = M \).

The following result follows easily from the structure of the base policy \( \pi \).

**Lemma 6:** Under the application of the base policy \( \pi \) described above, for each client \( n \), the control process \( u_n(t) \) is i.i.d. across time. Thus, the value function \( V_\pi \) decomposes into the sum of the value functions of each client \( V_{\pi,n}, n = 1, 2, \ldots, \) i.e.,
\[
V\pi(\ell_1, \ell_2, \ldots, \ell_N) = \sum_{i=1}^N V_{\pi,n}(\ell_i). \tag{53}
\]

The value function \( V_{\pi,n}(.) \) corresponding to client \( n \) can be obtained by solving \( B_n \) linear equations \( [51] \), and hence the computational complexity of obtaining functions \( \{V_{\pi,n}\}_{n=1}^N \) is linear in \( N \).

**Proof:** The separability property \( [53] \) of the value function follows from the i.i.d. nature of the control process for each client, and the fact that the cumulative cost \( [49] \) incurred by the system is the sum of the costs incurred by each client.

**Theorem 6 (Look Ahead Index Policy):** The look-ahead policy \( \tilde{\pi} \) obtained from the base policy \( \pi \) described above is an index policy that attaches the following indices to client \( n \),
\[
W_n(\ell_n(t)) = \min_{u} \left[ c_n(\ell_n(t), u) + \sum_{j \in \{1, 2, \ldots, B_n\}} P(\ell_n(t), u, j)V_{\pi,n}(j) \right] - c_n(\ell_n(t), 0) - \sum_{j \in \{1, 2, \ldots, B_n\}} P(\ell_n(t), 0, j)V_{\pi,n}(j), \tag{54}
\]
where the action 0 corresponds to not assigning power to the client. It then arranges clients in decreasing values of their indices \( W_n(\ell_n(t)) \), and schedules \( M \) clients having the largest \( M \) indices. If client \( n \) is chosen for scheduling, then the action implemented for it is the action \( u \) that attains the maximum in \( [54] \).

**Proof:** In the optimization problem stated below, the action \( u_n \) for client \( n \) can assume values from the following set \( \{(r, e) : r \in \{1, 2, \ldots, R_n\}, e \in \{0, 1\}\} \). Since the actions with \( e = 0 \) correspond to not transmitting a packet, we will usually denote them simply by \( u = 0 \). Fix the base policy \( \pi \) to be the policy that at each time-slot \( t \), picks the client \( n \) with probability \( M/N \), and thereafter transmits resolution \( r \) packet w.p. \( 1/R_n \).

It then follows from relation \( [52] \) that the following optimization problem needs to be solved in order to obtain \( \tilde{\pi}(x) \), i.e., the action that look-ahead policy takes while system state is equal to \( x = (\ell_1, \ell_2, \ldots, \ell_N) \),
\[
\min_{u \in \{u_n\}_{n=1}^N : \sum_{n=1}^N e_n \leq M} \sum_{n=1}^N c_n(\ell_n, u_n) + P(\ell_n, u_n, j)V_{\pi,n}(j),
\]
which can equivalently be posed as,
\[
\min_{u : \sum_{n=1}^N e_n \leq M} \sum_{n=1}^N c_n(\ell_n, u_n) + \sum_{j \in \mathcal{X}} P(\ell_n, u_n, j)V_{\pi,n}(j) \quad - c_n(\ell_n, 0) - \sum_{j \in \mathcal{X}} P(\ell_n, 0, j)V_{\pi,n}(j).
\]

The problem above is equivalent to
\[
\max_{u : \sum_{n=1}^N e_n \leq M} W_n(\ell_n),
\]
which is solved by picking \( M \) clients with the largest indices \( W_n(\ell_n) \) given by \( [54] \), and setting the corresponding action \( u_n = (1, r) \), where \( r \) is given by the value that attains the maximum in \( [54] \).

**IX. Simulations**

We now present the results of simulation studies to assess the performance of the designed policies.
A. Performance of Optimal Policy for Scheduling under the Average Power Constraint

We perform simulations to assess the performance of the streaming policy of Theorem 1 that is optimal under average power constraint on the AP (5)-(6).

There are 3 classes of clients, with the parameters for the three classes as shown in Table I. The buffer size is $B = 20$, and a single packet is played for $T = 5$ time-slots for all the clients. For a fixed set of clients we vary the average power available to the AP, and plot the steady-state link prices that are obtained while solving the linear program corresponding to the CMDP (5)-(6). Fig. 4 shows the variations in the steady-state optimal energy price $\lambda^*$ as the number of clients per class is varied. We observe that for a fixed number of clients, the energy price decreases with the available power, while for a fixed value of available power, it increases with the number of clients.

We plot the cumulative QoE of the system as a function of the available average power at the AP in Fig. 5.

We now assess the performance of the look ahead based index policy derived in Theorem 6 for scheduling clients when $M \ (< N)$ orthogonal channels are available for concurrent packet transmissions, and the AP is allowed to use resolution-power adaptation. As in previous sections, a client can belong to one of the three classes. The quantities $VQ(i,j), P(i,j)$ in (55) are the resolution and transmission probability associated with the $j$-th resolution video of the $i$-th class. Similarly, the $i$-th entry of $B, T$ vectors denote the buffer size and play time for $i$-th class.

$$VQ = \begin{bmatrix} -2 & -3 & -4 & -5 \\ -1 & -3 & -5 & -5.5 \\ -1 & -2.5 & -3 & -4 \end{bmatrix}, B = [10 \ 8 \ 6],$$

$$P = \begin{bmatrix} .8 & .7 & .6 & .5 \\ .7 & .6 & .5 & .4 \\ .75 & .65 & .45 & .3 \end{bmatrix}, T = [3 \ 4 \ 5].$$

(55)

Figure 5 shows the performance of the policies as the system size is scaled. We now vary the channel reliability of class 1 clients, while keeping the other parameters fixed according to the matrices $VQ, P, B, T$ defined above. As shown in Fig. 6 we observe that since resolution-power adaptation requires the optimal decision process to be

![Fig. 5. Plot of cumulative QoE as the average power at AP is varied for the network shown in Table I for the case of 5 and 6 clients per class.](image)

![Fig. 6. Performance of the policies for the network with parameters $VQ, P, B, T$ as in (55), as the network size is scaled.](image)
quite complex, the index policy of Theorem 6 performs significantly better than the SQF and RR policies.

X. Concluding Remarks

We have addressed the problem of designing decentralized scheduling algorithms that maximize the cumulative Quality of Experience of multiple clients streaming video over unreliable channels. When the AP is constrained by its average power, we have shown that a decentralized policy where the AP charges a price $\lambda^*$ per unit amount of transmission energy, and clients optimize their individual costs is optimal. The price $\lambda^*$ solves the Dual Problem (12), and is the price at which the net rate of energy consumption is equal to the available power. The decentralized optimal policy can be obtained by solving a linear program in which the number of variables scales linearly with the number of clients. An iterative algorithm that computes the optimal policy in a distributed manner, is also proposed. It has also been shown that the optimal policy for the single-client MDP is of threshold type.

When the AP is limited by the number of M ($N$) orthogonal channels, we have derived index policies. For the set-up without resolution-power adaptation, the scheduling problem is indexable. Indexability of the scheduling problem relies on the result that a threshold policy is optimal for each single client MDP. When the AP is allowed to choose from several power-resolution levels, the problem of scheduling clients can be posed as a multiarmed bandit superprocess. We have utilized the one-step look ahead rule/policy improvement on a naive base scheduling policy and showed that the resulting policy is an index policy. The resultant index policies are seen to perform well in simulations, with the look-ahead index policy performing much better than the Shortest Queue and Round Robin policies.
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