Dissociation dynamics of a diatomic molecule in an optical cavity
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We study the dissociation dynamics of a diatomic molecule, modeled as a Morse oscillator, coupled to an optical cavity. A marked suppression of the dissociation probability, both classical and quantum, is observed for cavity frequencies significantly below the fundamental transition frequency of the molecule. We show that the suppression in the probability is due to the nonlinearity of the dipole function. The effect can be rationalized entirely in terms of the structures in the classical phase space of the model system.

I. INTRODUCTION

Recent experiments in polariton chemistry [1–6] suggest that the quantum nature of light in the cavity quantum electrodynamics (cQED) regime [7] may play a crucial role in controlling chemistry. These experiments show modified ground-state chemical reactivity of molecules in cavities in the vibrational strong coupling (VSC) regime by tuning the mode frequency of an optical Fabry-Perot cavity. An important goal then is to overcome what is believed to be the bane of mode-specific chemistry — intramolecular vibrational energy redistribution (IVR) [8–10]—by bringing the cavity mode frequency into resonance with specific vibrational modes of the reactant molecules. Indeed, several recent studies in the context of VSC have emphasized the role of IVR. We mention a few examples. Schäfer et al. have shown [11] that the cavity mode can alter the cavity-free IVR pathways leading to the inhibition of a reaction. Chen et al. have argued [12] that exciting polariton modes can lead to an acceleration of IVR, whereas there is little change in the dynamics upon exciting the dark modes. In the collective regime, Wang et al. demonstrate [13] that under suitable conditions there can be enhanced vibrational energy flow into the cavity mode and thus resulting in slowing down of unimolecular reactions. The importance of vibrational anharmonicity has been emphasized [14] by Hernández and Herrera in terms of the formation of vibrational polaritons exhibiting a bond strengthening effect. Although the crucial role of IVR in VSC is being increasingly appreciated, the mechanism by which the cavity modulates the free molecule IVR pathways is not yet clear. Therefore, given that the cavity mode corresponds to a harmonic oscillator, one expects that our current understanding of IVR in isolated molecules will be relevant in the context of polariton chemistry as well.

A firm theoretical understanding of VSC, particularly in the experimentally relevant limit of a large number of molecules in the cavity, is still far from established. Nevertheless, several theoretical studies have provided insights into the possible mechanisms by which the reaction rates may get influenced in the VSC regime [11, 19–25]. It is now well understood that the transition state theory (TST) without dynamical corrections is not capable of explaining the experimental observations [26, 27]. However, a comparison of the TS recrossings in terms of the dynamical correction factor κ (transmission coefficient) in the presence (κc) and absence (κ0) of the cavity indicates κc < κ0. Thus, reaction rates are typically reduced upon tuning the cavity mode frequency, while some experiments demonstrate rate acceleration. Given the form of the Pauli-Fierz Hamiltonian (see below) and that the cavity mode is a simple harmonic oscillator, conventional multidimensional reaction rate theories can also be brought to bear on the issue [20]. Indeed, tools and concepts based on gas phase TST to the condensed phase rate theories of Grote-Hynes and Kramers have been invoked [20, 30–32]. Studies utilizing models based on the quantized Jaynes-Cummings [33] and Tavis-Cummings model [34, 35] that treat molecules as harmonic oscillators, classical molecular dynamics simulations [37–39] and rigorous ab initio path integral studies [40] have also been performed to uncover the potential mechanisms. Nevertheless, despite the large number of studies, the theoretical results are still inconclusive; we refer the reader to the recent reviews [6, 41–45] for a summary of the progress till now. Note that even experimentally there are concerns about the correct interpretation of the observed effects [46].

A promising approach for further study is quantum dynamics simulations of cavity-molecule systems that fully describe the anharmonic nature of molecular vibrations. While these single-molecule models do not capture the complexity of collective coupling in VSC experiments, similar models have proven invaluable for understanding molecule-light interactions and can shed light on polariton chemistry. For instance, in 1977, Miller introduced the Hamiltonian for a single cavity mode interacting with a diatomic represented by a Morse oscillator to provide a consistent semiclassical description for absorption, induced emission, and spontaneous emission processes [47]. The diatomic molecule has a single vibrational degree of freedom and hence issues associated with IVR within the
molecule do not arise, allowing one to focus solely on the influence of the molecule-cavity energy flow dynamics on the reactivity. Along these lines, the Morse oscillator-cavity model provided valuable classical and semiclassical insights into the excitation and dissociation in diatomic systems [48–50], although these studies do not include the crucial dipole self energy (DSE) term. Recently, Fischer and Saalfrank performed a detailed quantum study of the Morse oscillator-cavity system using the Pauli-Fierz Hamiltonian with the DSE included [51]. They conclude that, despite the formation of vibrational polaritons, there is no substantial change in the dissociation energies and bond lengths for coupling strengths even beyond the VSC threshold. However, dissociation dynamics of the diatomic molecule was not studied.

Therefore, in the present work we study a simple model system consisting of a single diatomic molecule, modeled as a Morse oscillator, coupled to a harmonic cavity mode. The aim is to explore whether the dissociation dynamics is influenced by coupling to the cavity. Both classical and quantum dynamical studies are done in the VSC regime to assess the relevance of quantum effects. Our results demonstrate significant cavity mode frequency-dependent suppression of the dissociation probability. Notably, maximal suppression occurs when the cavity mode frequency is tuned not to the fundamental transition frequency of the diatomic molecule, but rather to far red-shifted frequencies. Interestingly, both the classical and the quantum dissociation probabilities exhibit this modulation around the same cavity mode frequency range. At these red-shifted frequencies, certain key nonlinear resonances in the classical phase space of the molecule disappear. Such resonances, involving the molecular vibration and the cavity mode, are responsible for energy exchange between the molecule and the cavity, i.e., molecule-cavity IVR. Our analysis reveals that the nonlinearity of the molecular dipole function plays a crucial role. In fact, within the linearized dipole approximation the dissociation dynamics shows very little modulation over a wide range of the cavity frequencies.

The paper is organized as follows. In Sec. II we give details on the model Hamiltonian along with the relevant parameters utilized in this work. The classical and quantum dissociation probabilities in the VSC regime are compared in Sec. III A illustrating the essential role of the dipole function. A classical phase space based understanding of the results is presented in Sec. III B followed by an analysis of the results in Sec. III C and conclusions and future directions in Sec. IV.

### II. MODEL HAMILTONIAN

Our model system corresponds to a diatomic molecule coupled to a quantized electromagnetic field mode of a Fabry-Pérot cavity. According to Fischer and Saalfrank [51], the Pauli-Fierz Hamiltonian within the dipole approximation and in the length gauge can be expressed as

$$H = H_M + H_C + H_{MC}$$

where \(Q = (q, q_c)\) and \(P = (p, p_c)\) are the dynamical position and conjugate momentum variables. We have assumed a single cavity mode, described by the harmonic Hamiltonian \(H_C\) with frequency \(\omega_c\), that is polarized along the molecular axis. In addition, we take an ideal cavity with no loss. The molecular Hamiltonian is denoted by \(H_M\) and the vibration of the diatomic molecule is modeled by a Morse oscillator with \(q_c\) and \(D\) denoting the equilibrium bond length and the dissociation energy respectively. The first term of \(H_{MC}\) is the molecule-cavity coupling \(H_{int}\), characterized by a coupling strength \(\lambda_c \equiv (\epsilon_0 \epsilon_r \mathcal{V})^{-1/2}\) with \(\epsilon_0, \epsilon_r\), and \(\mathcal{V}\) being the vacuum dielectric constant, dielectric permittivity, and cavity volume respectively. In this work, we set \(\epsilon_r = 1\). The second term in \(H_{MC}\) is the dipole self energy (DSE). We include the DSE in all our computations, classical and quantum, since several studies have established its importance for a proper analysis of the coupled cavity-molecule dynamics [51, 53]. Note that the Hamiltonian \(H(Q, P)\) is a two degrees-of-freedom autonomous system that conserves the total cavity-molecule energy.

Following the earlier work we also define the parameters

$$g = \sqrt{\frac{\hbar \omega_c}{2}} \lambda_c ; \quad \Omega_R = \frac{2g \sqrt{N|d_{fi}|}}{\hbar}$$

with \(g\) (V/m in SI units) being a measure of the cavity-molecule interaction strength. The Rabi frequency \(\Omega_R\) for \(N\) molecules \((N = 1\) in this work) in the cavity is expressed in terms of the transition dipole moment \(d_{fi}\) between the initial \((i)\) and final \((f)\) vibrational states of the molecule. The dimensionless parameter \(\eta \equiv \Omega_R/2\omega_c \approx \mu'(q_c) \lambda_c (4m_0 \omega_c)^{-1/2}\) (within the linearized dipole approximation) determines the specific coupling regime we are in; by convention \(\eta \geq 0.1\) marks the transition from

| Symbol | Description | Value (in au) |
|--------|-------------|--------------|
| \(D\)  | Morse parameter of HF Bond | 1.174 |
| \(q_c\) | Equilibrium bond length | 1.7329 |
| \(m\)  | Reduced mass | 1714.59 |
| \(A\)  | Dipole moment parameter | 0.4541 |
| \(B\)  | Dipole moment parameter | 0.0694 |
| \(\mu'\) | Dipole moment derivative | 0.33 |
the vibrational strong coupling (VSC) to the vibrational ultrastrong coupling (VUSC) regime. In this work we use the following functional form of the dipole moment function

$$\mu(q) = A q e^{-B q^4}$$  \hspace{1cm} (3)

For future reference we provide the linear approximation to the dipole moment:

$$\mu(q) = \mu(q_c) + \left[ \frac{d\mu(q)}{dq} \right]_{q_c} (q - q_c)$$  \hspace{1cm} (4)

The parameters for the diatomic molecule, taken from an earlier work by Brown and Wyatt, are chosen to represent the hydrogen fluoride (HF) molecule and are given in Table I.

III. RESULTS AND DISCUSSION

A. Dissociation probability: classical and quantum

In order to study the dissociation dynamics of the diatomic molecule, the initial state is chosen to be a polariton wavepacket

$$\Psi_0(q_0, q_c; t = 0) = \psi_G(q; q_0) \phi_0(q_c)$$  \hspace{1cm} (5)

with

$$\psi_G(q; q_0) = \left( \frac{1}{\pi \sigma^2} \right)^{1/4} \exp \left[ - \frac{(q - q_0)^2}{2 \sigma^2} \right]$$  \hspace{1cm} (6)

being a displaced ground state wavefunction of the harmonized HF bond of frequency $\omega_0 \approx 4139$ cm$^{-1}$ and width $\sigma \equiv (\hbar/m \omega_0)^{1/2}$. We consider the cavity to have no photons initially and hence the state $\phi_0(q_c)$ is taken to be the ground harmonic eigenstate of the cavity mode. The center of the wavepacket $q_0$ is chosen such that $\langle H \rangle \phi_0 \equiv \langle \Psi_0 | H | \Psi_0 \rangle$ corresponds to the desired total energy. Here we fix $\langle H \rangle \phi_0 = 0.25$ au which is above the dissociation energy of the HF bond. Note that qualitatively similar results are obtained for other values of $\langle H \rangle \phi_0$ as well (see Fig. 2 and Fig. 3 below).

The time evolved quantum state $\Psi(q, q_c; t)$ is obtained by numerically solving (see Appendix) the Schrödinger equation and the quantum dissociation probability is then calculated as

$$P_D^{QM}(t) = 1 - \langle \Psi(q, q_c; t) | \Psi(q, q_c; t) \rangle$$  \hspace{1cm} (7)

The corresponding classical dissociation probabilities $P_D^{CM}(t)$ are computed (see Appendix) by choosing an ensemble of initial conditions $N_{tot}$ sampled from the classical density $\rho_{cl}(q, p, q_c, p_c, 0)$ corresponding to the initial quantum polaritonic wavepacket. For this study, we take $N_{tot} = 50000$ and time evolve each initial phase space point by integrating the Hamiltonian’s equations of motion. A trajectory is considered to be dissociated when the displacement $(q - q_c) \geq 7.5$ au. The classical dissociation probability is calculated as

$$P_D^{CM}(t) = \frac{N_{diss}(t)}{N_{tot}}$$  \hspace{1cm} (8)

with $N_{diss}$ being the number of dissociated trajectories.
FIG. 2. Dissociation probability of HF as a function of the cavity frequency. Total energy of the system (cavity + molecule) is $E = 0.25$ au and the parameter $\eta = 0.07$ is fixed. The quantum (green triangles) and the corresponding classical (brown squares) results, utilizing the dipole function in eq. 3, are shown. For comparison, the results are also shown for the linear dipole approximation (thick lines) and cavity-free limit (dashed lines). The grey vertical line indicates the cavity frequency being resonant with the HF $0 \rightarrow 1$ fundamental. Note the blue shaded region exhibiting significant suppression of the dissociation probability, with very good classical-quantum correspondence. See text for details and discussions.

In Fig. 1 the results of our computations are shown for a range of cavity frequencies $\omega_c$ and molecule-cavity coupling strengths $\lambda_c$ values. The total energy of the molecule-cavity system is fixed at $E = 0.25$ au, which is higher than the dissociation energy of the diatomic molecule. Several observations can be made at this stage. Firstly, as evident from Fig. 1(a), $P_{QM}^D$ and $P_{CM}^D$ variations are qualitatively similar over the entire range with the classical probability being consistently higher than the quantum case. Secondly, Fig. 1(a) reveals a significant dip in the dissociation probabilities around $\omega_c \approx 2200 - 2400$ cm$^{-1}$, which lies far from the HF fundamental ($\omega_{01} \approx 3966$ cm$^{-1}$) frequency. Note that, for a fixed $\omega_c$, both classical and quantum dissociation probabilities exhibit considerable variations with changing $\lambda_c$ in the low cavity frequency regimes. It is also interesting to note from Fig. 1(b) that the values of $\lambda_c$ which result in the maximum suppression of the dissociation probability for a given $\omega_c$ exhibits a non-monotonic behavior. In Fig. 1(c) the variations of $P_D$ with $\omega_c$ are shown for two specific cavity frequencies $\omega_c = 2300$ cm$^{-1}$ and 3966 cm$^{-1}$, with the latter corresponding to the HF fundamental transition. Clearly, the dissociation probability for $\omega_c = 3966$ cm$^{-1}$ is nearly constant over the entire range of the molecule-cavity coupling values.

In order to bring out further details, Fig. 2 shows the quantum and the classical dissociation probabilities as a function of $\omega_c$ for a fixed value of the dimensionless coupling $\eta = 0.07$, corresponding to typical VSC regimes, and $E = 0.25$ au. Furthermore, note that $\omega_c = \omega_{01} \approx 3966$ cm$^{-1}$ corresponds to $\lambda_c \approx 0.33$ au ($\eta = 0.07$) and a Rabi splitting $\Omega_R \approx 530$ cm$^{-1}$. For reference, we also show the uncoupled (outside the cavity) results. The specific parameters considered here are representative and similar results are obtained for slightly different choice of the $(E, \eta)$ parameters. As an example, Fig. 3 shows the variation in $P_D$ with $\omega_c$ for different initial total energy values. For both the classical and quantum cases one can clearly observe a significant difference between the probabilities when utilizing the non-linear dipole function in eq. 3 versus the linearized dipole approximation. In particular, the dip in the dissociation probabilities around $\omega_c \approx 2200 - 2400$ cm$^{-1}$ is absent within the linear dipole approximation. It is also useful to note that $P_{QM}^D$ is below the uncoupled value over the entire range of cavity frequencies considered, whereas for $\omega_c \geq 2750$ cm$^{-1}$ the classical results lie slightly above the uncoupled limit. Finally, consistent with the remarks made above and irrespective of using the actual dipole function or the linearized approximation, there is hardly any change in the dissociation probabilities when the cavity frequency is tuned to the fundamental vibrational transition of the diatomic molecule.
B. Classical phase space: importance of the nonlinearity of the dipole

Given that $P_{DCM}^{\text{CM}}$ in Fig. 2 also exhibits a dip we surmise that the mechanism is of classical origin. Indeed, early semiclassical studies by Lima and coworkers [55, 56] on the driven Morse oscillator has established that significant variations in the dissociation probabilities can arise from the nonlinearity of the dipole function, and more recently, Triana et al. argue that the shape of the dipole function is crucial for understanding the dynamical properties of vibrational polaritons [57]. In what follows we illustrate the effect for the cavity-Morse model of interest.

Thus, we analyse the detailed classical dynamics to inspect changes in the phase space structures with varying cavity mode frequency. In the context of driven Morse oscillator dynamics it is well known that the classical phase space structures such as chaos and the various field-matter nonlinear resonances regulate the dissociation dynamics. In the present study, the system as described by the Pauli-Fierz Hamiltonian is a two dimensional conservative system and hence the dynamics can be conveniently monitored by computing Poincaré surface of section (PSOS) at fixed total energy $E$ and varying $\omega_c$. Presently, we take $q_c = 0$, $p_c > 0$ and $q = 0$, $p > 0$ as sectioning planes for the computation of $(q, p)$ and $(q_c, p_c)$ PSOS respectively.

The results of our PSOS computations are shown in Fig. 3 over the relevant range of cavity frequencies. Note that the phase spaces are shown in terms of the known action-angle variables $(J, \theta)$ for the Morse oscillator and $(J_c, \theta_c)$ for the harmonic oscillator corresponding to the cavity mode. Since semiclassically the actions correspond to quantum numbers, the PSOS in such variables yield direct information on the extent of excitation in the two modes. Note that the top panel of Fig. 3 utilizes the linearized dipole function whereas the bottom panel of Fig. 4 utilizes the full nonlinear dipole function. On inspecting the phase spaces it is immediately clear that there are significant differences between the actual dipole and the linearized cases. Clearly, certain phase space structures seem to disappear and reappear in the nonlinear dipole case at specific cavity frequencies. Moreover, the phase space is less chaotic in the nonlinear dipole case when compared to the linearized case. Interestingly, for $\omega_c = 2187 \text{ cm}^{-1}$ one can observe a marked increase in the regularity of the phase space. We also note that the dip in $P_{DCM}^{\text{CM}}$ seen in Fig. 2 appears to correlate with the extent of regularity in the phase space.

To make the above discussion more explicit, consider the molecule-cavity Hamiltonian $H(J, \theta) = H_0(J) + V(J, \theta)$ in terms of the action-angle variables with

$$H_0(J) = \omega_0 J \left(1 - \frac{\omega_0}{4D} J\right) + \omega_c J_c$$

and

$$V(J, \theta) = \epsilon \sum_{n=0}^{\infty} \tilde{V}_n(J) \left[\sin(n\theta + \theta_c) - \sin(n\theta - \theta_c)\right] + \frac{1}{2} \lambda_c^2 \left[\sum_{n=0}^{\infty} V_n(J) \cos(n\theta)\right]^2$$

where we have denoted $\tilde{V}_n(J) \equiv J_0^{1/2} V_n(J)$ and $\epsilon = \lambda_c (\omega_c/2)^{1/2}$ is the cavity-molecule coupling. The last term in the above expression comes from the DSE and note that it does not depend on $\epsilon$. However, note that the surface of sections shown in Fig. 6 does include the DSE term.

In Eq. 10 the term $\sin(n\theta - \theta_c)$ gives rise to a $n$-1 nonlinear resonance in the classical phase space. Specifically, this condition can be expressed at the zeroth-order level as

$$n\Omega_0(J) \equiv n \frac{\partial H_0^{(M)}(J)}{\partial J} = \omega_c \equiv \frac{\partial H_0^{(C)}(J_c)}{\partial J_c}$$

The above $(n+1)$th order resonance condition is satisfied for the specific resonant oscillator action $J = J_r^{(n)}$

$$J_r^{(n)} = \frac{2D}{\omega_0} \left(1 - \frac{\omega_c}{n\omega_0}\right)$$

From the above it is clear that $J_r^{(n)}$, the center of a specific order resonance, shifts towards lower action values for increasing $\omega_c$, and that the higher order resonances appear at increasingly larger action values for a given $\omega_c$. Both of these features can be readily seen in Fig. 4 showing the phase space sections. The width of a nonlinear...
resonance of a given order is determined \cite{49} from the Fourier coefficients
\[ V_n(J) = \frac{1}{\pi} \int_0^\pi \mu(J, \theta) d\theta ; \quad n = 0 \quad (13) \]
\[ = \frac{2}{\pi} \int_0^\pi \mu(J, \theta) \cos(n\theta) d\theta ; \quad n \neq 0 \quad (14) \]

In particular, as follows from Chirikov’s theory \cite{58}, the width of a specific order resonance zone scales as \((\epsilon |V_n(J_r^{(n)})|)^{1/2}\) with higher order resonances having smaller widths. It is well known that the widths play a crucial role in the classical phase space theory of dissociation. Essentially, overlap of several of the resonances results in large scale chaos and the Morse oscillator dissociates via diffusion through the chaotic phase space. Several studies have also established the close classical-quantum correspondence for this dissociation mechanism and have brought out the role of quantum effects such as localization due to cantori barriers \cite{48, 52} and resonance-assisted tunneling \cite{59}.

C. Analysis and importance of the cavity-molecule resonances

Based on the above discussion one surmises that vanishing of a specific Fourier coefficient \(V_n(J)\) implies that the specific nonlinear resonance has zero width. Hence, that specific pathway for cavity-molecule IVR is no longer available. For the Morse oscillator case the Fourier coefficients for the linear dipole approximation are known \cite{60} analytically and it is easy to show that they all vanish only for \(\Omega_0(J) = \omega_0\) i.e., for the ground state. However, as shown by Lima et al. \cite{55}, for the nonlinear dipole case various Fourier coefficients can vanish at different values of the action. This is confirmed in Fig. \ref{fig:5}(a) and (b) where we show the vanishing of \(V_1(J)\) and \(V_2(J)\) for \(\Omega_0(J) \approx 2187\) and 2360 cm\(^{-1}\) for the HF parameters. The corresponding resonant action values are \(J^*_1 \approx 11.5\) and \(J^*_2 \approx 17\), as also indicated in Fig. \ref{fig:5}. Thus, the \(\Omega_0(J) : \omega_c = 1:1\) and the 2:1 nonlinear resonances have nearly zero widths for cavity frequencies \(\omega_c = 2187\) and 2360 cm\(^{-1}\) respectively. This switching off of the resonances for specific cavity frequencies can be clearly visualized by inspecting the phase space for smaller coupling strengths. An example is shown in Fig. \ref{fig:6} which clearly shows the disappearance of the 1:1 and 2:1 resonances for \(\omega_c = 2187\) and 2360 cm\(^{-1}\) respectively. In contrast, note that the linear dipole phase space continues to exhibit the two resonances at \(J^*_1 \approx 11.5\) and \(J^*_2 \approx 17\).

For coupling strengths in the VSC regime, the vanishing of the Fourier coefficients results in a more regular phase space in the nonlinear dipole case (cf. Fig. \ref{fig:4}) when compared to the linear dipole phase space. Note that these observations correlate well with the observed dips in the dissociation probability shown in Fig. \ref{fig:1} and Fig. \ref{fig:2}. The reason for this is that the initial polariton wavepacket has weights on different vibrational states of the Morse oscillator. Amongst these various states, given the correspondence \(J \leftrightarrow (v + 1/2)\hbar\), the classical phase space analysis above predicts that the \(v = 11\) and the \(v = 17\) states will undergo reduced dissociation. This expectation is confirmed in Fig. \ref{fig:5}(c) for the energy and coupling strength pertaining to Fig. \ref{fig:2}. It is clear that dissociation probabilities of these two initial states are reduced by nearly a factor of two for \(\omega_c = 2187\) and 2360 cm\(^{-1}\). Note that the quantum dissociation probabilities are typically suppressed more compared to the classical values. This is again expected since the increased regularity in the phase space gives rise to sticky regions and partial barriers which tend to localize \cite{48, 52} the quan-
FIG. 5. Fourier coefficients, $V_n(J)$ versus frequency of the oscillator $n\Omega_0(J)$ for (a) $n = 1$ (blue) and (b) $n = 2$ (red). The dotted vertical line indicates the cavity frequency, $\omega_c$, corresponding to the vanishing of $V_n(J)$. For comparison, $V_n(J)$ values are also shown for the linear dipole approximation (dashed line). (c) Classical (squares) and quantum (triangles) dissociation probabilities for initial Morse oscillator states $v = 11$ (blue) and $v = 17$ (red). Parameters $(E, \eta) = (0.25 \text{ au}, 0.07)$ are fixed and the initial cavity state is determined by the total energy. The arrows indicate the cavity frequency at which the Fourier coefficients vanish.

As a final example emphasizing the role of the vanishing Fourier coefficients in the cavity-molecule IVR pathways, Fig. 7 shows the quantum and the classical energy expectation values for specific initial states of the Morse oscillator. The initial actions (vibrational quantum numbers) are chosen such that they are at the center of the predicted 1:1 resonance zone for the chosen cavity frequency to a greater extent. Interestingly, the results in Fig. 7 show that dissociation can be suppressed even by a “hot” cavity, observed in Ref. 24.

As a final example emphasizing the role of the vanishing Fourier coefficients in the cavity-molecule IVR pathways, Fig. 7 shows the quantum and the classical energy expectation values for specific initial states of the Morse oscillator. The initial actions (vibrational quantum numbers) are chosen such that they are at the center of the predicted 1:1 resonance zone for the chosen cavity frequency to a greater extent. Interestingly, the results in Fig. 7 show that dissociation can be suppressed even by a “hot” cavity, observed in Ref. 24.
FIG. 7. Time dependence of the quantum (a) and the classical (b) energy expectation values of three different initial states for fixed $\lambda_c = 0.1$ au. The initial states are $\ket{13, 0}$ (top row, $\omega_c = 1800 \text{ cm}^{-1}$), $\ket{11, 0}$ (middle row, $\omega_c = 2187 \text{ cm}^{-1}$), and $\ket{6, 0}$ (bottom row, $\omega_c = 3000 \text{ cm}^{-1}$). The various expectation values are $\langle H_M \rangle$ (blue), $\langle H_C \rangle$ (orange), $\langle H_{\text{int}} \rangle$ (green), and $\langle H \rangle$ (red). Note that the total energies are different in each case and are below the dissociation threshold. In (c) the corresponding classical phase spaces are shown. The solid blue line indicates the location of the initial Morse action.

IV. CONCLUSION AND OUTLOOK

Our study of the dissociation dynamics of a diatomic molecule coupled to a single cavity mode has revealed several interesting features. Firstly, a significant suppression of the dissociation probability is observed for cavity frequencies far lower than the fundamental transition frequency of the diatomic molecule. Secondly, the suppression is absent within the linear dipole approximation. Therefore, one has to be careful with theoretical analysis based on the linear dipole approximation. Thirdly, the suppression is also observed in the classical dynamical results. Consequently, the mechanism of suppression could be traced back to features in the classical phase space giving rise to localization in the phase space. In turn, our analysis reveals that the reduced dissociation is in part due to inefficient cavity-molecule IVR from certain vibrational states of the molecule. Finally, no significant effect of the cavity molecule coupling on the dissociation dynamics is observed when the cavity frequency is resonant with the fundamental transition of the diatomic molecule. On the other hand, an earlier study by Triana and Herrera [61], which neglects the DSE, has argued that enhancement of dissociation probabilities, relative to the cavity free case, is possible for $\omega_c \approx \omega_{01}$ provided the coupling $\lambda_c$ is sufficiently large with the initial state corresponding to both the diatomic molecule and the cavity being in their ground states. From the perspective of the current work this suggests that the coupling regime, the nature of the initial state, and the extent of anhar-
monicity are all crucial in understanding the influence of the cavity on the bond breaking process. However, a detailed understanding of the Triana-Herrera regime in terms of the analysis presented here is worth undertaking.

It is important to note that there are no barriers in the configuration space for the Morse oscillator model. Thus, it is not readily apparent to us that one can apply the theories that invoke “resonance” between barrier frequencies and the cavity frequency. Of course, as has been established decades ago, barriers are present in the phase space and a proper formulation of TST involves such dynamical bottlenecks [74, 75]. Indeed, the present work highlights the role of classical phase space towards understanding polariton chemistry in the VSC regime.

Our focus in this work has been on a rather simple model system and it remains to be seen if our observations can be extended to multiple molecules coupled to the cavity. In particular, the assumption of a single cavity mode is not realistic in the experimental context and the importance of going beyond single mode cavity descriptions in the collective regime has been highlighted [65, 66]. Nevertheless, in terms of a qualitative understanding of polariton chemistry, our study suggests that for polyatomic molecules in a cavity one has to carefully consider several aspects of IVR and its influence on reactivity, as also emphasized by several recent studies [11, 30, 43, 69, 70]. For example, even in a triatomic molecule there are three vibrational modes and the classical dissociation dynamics is sensitive to the intricate quantum IVR dynamics is significantly influenced by this network of classical nonlinear resonances involving the three modes. There is also evidence that the quantum IVR dynamics is significantly influenced by these network of classical nonlinear resonances [74]. Consequently, tuning the cavity frequency can result in an interesting competition between mode-mode and cavity-mode IVR processes in polyatomic molecules. Thus, it is essential to understand polariton reaction dynamics in terms of the role of the shape of the dipole function in different mode directions combined with the modulation of the intramolecular energy flow pathways due to VSC. The recent studies [13, 24] by Wang et al. on cavity-mediated unimolecular reaction illustrate several interesting regimes of energy exchange that can occur in multidimensional systems. Given the current level of understanding of IVR both from the phase space [17, 18] and quantum [15, 16] perspectives, one can certainly hope for identifying a key mechanistic component of polariton chemistry.
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Appendix A: Methodology

1. Quantum dissociation probabilities

Starting with the initial polariton wavepacket, we solve the corresponding time-dependent Schrödinger equation on a grid using the well established split-operator method [76] involving the short time propagator

\[ \hat{U}(\Delta t) = \exp\left(-\frac{i\Delta t}{\hbar}\hat{V}\right) \exp\left(-i\frac{\Delta t}{\hbar}\hat{T}\right) \exp\left(-\frac{i\Delta t}{\hbar}\hat{V}\right) \]

(A1)

with \( \hat{T} \) and \( \hat{V} \) being the kinetic and potential energy operators respectively. The value of \( \hbar \) is taken as unity in atomic unit. Initial states are time evolved over the timescale of interest (\( \sim 5 \) ps) with a step size of \( \Delta t = 4 \) au to ensure convergence of the dissociation probabilities. For the calculations reported here we chose a 1024 \( \times \) 1024 spatial grid. The range of spatial coordinates for the molecule and the cavity are \([0.0, 16.74]\) and \([-300, 300]\) respectively. An optical potential has been employed to avoid unphysical reflection at the grid boundaries [62–65].

\[ V_{opt}(q) = -\frac{iV_0}{1 + e^{-(q-q^*)/\eta}} \]

(A2)

with parameters (in atomic units) \( V_0 = 0.02, q^* = 16.74 \) and \( \eta^* = 0.35 \). The introduction of \( V_{opt} \) smoothly damps the outgoing wave function.

2. Classical dissociation probabilities

The classical analog of the wave packet is a Gaussian probability distribution \( \rho(Q, P, t) \) with the same widths in position and momentum. Here, \( Q = (q, q_c) \) and the corresponding conjugate momenta are denoted as \( P = (p, p_c) \). The time evolution of this distribution is given by

\[ \rho_{cl}(Q, P, t) = \int \int dQ' dP' \delta(Q - Q_t(P', Q')) \]

\[ \times \delta(P - P_t(P', Q')) \rho_{cl}(Q', P', 0) \]

(A3)

where \( Q_t(P', Q') \) and \( P_t(P', Q') \) represent the time-evolved phase-space coordinates as functions of the initial conditions. Since, our initial wavefunction is a product of a displaced wavepacket and the ground state of the cavity mode, the corresponding classical distribution \( \rho_{cl}(Q, P, 0) = \rho_{cl}(q, p, 0) \rho_{cl}(q_c, p_c, 0) \) is a Wigner distribution centered at \((q_0, p_0, q_{0c}, p_{0c})\) in the phase space. The form of \( \rho_{cl}(q, p, 0) \) is given by the expression

\[ \rho_{cl}(q, p, 0) = \left(\frac{1}{\pi\sigma_q\sigma_p}\right) \exp\left[-\frac{(q-q_0)^2}{\sigma_q^2} - \frac{p^2}{\sigma_p^2}\right] \]

(A4)
In the above, the position and momentum widths are denoted by $\sigma_q = (\hbar/m\omega_q)^{1/2}$ and $\sigma_p = (\hbar/m\omega_p)^{1/2}$ respectively. Similarly, for the cavity mode we have

$$\rho_{cl}(q, p, 0) = \left(\frac{1}{\pi\sigma_q\sigma_p}\right) \exp\left[ -\frac{q^2}{2\sigma_q^2} - \frac{p^2}{2\sigma_p^2} \right]$$

(A5)

In Eqn. (A3) formal solution of the Liouville equation, $(Q_t, P_t)$ is the classical trajectory with the initial condition $(Q_0, P_0)^\dagger$. The classical density at $t = 0$ is chosen as Gaussians in the phase space with position and momentum widths consistent with the initial quantum wavepacket density $|\Psi(0)|^2$. In order to compute $P^{CM}(t)$, we initiate an ensemble of 50000 initial conditions sampled according to the initial density $\rho_{cl}(Q, P, 0)$ and integrate their equation of motion forward in time for 5 ps using a fourth-order Runge – Kutta method.
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