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We present the stochastic thermodynamic analysis of a time-periodic single particle pump, including explicit results for flux, thermodynamic force, entropy production, work, heat and efficiency. These results are valid far from equilibrium. The deviations from the linear (Onsager) regime are discussed.

I. INTRODUCTION

Engines are to engineering what catalysts are to chemistry: they facilitate a transformation. Engines usually deal with the transformation between different forms of energy, while catalysts deal with the transformation of chemical substances. Since catalysts and engines are left untouched at the end of each completed transformation, and the entire operation needs to be repetitive to continue the process, catalysts and engines typically operate in cyclic fashion. The most famous example of a cyclic engine is undoubtedly the Carnot engine. In addition to the case of Carnot-like engines, the focus in the literature on irreversible thermodynamics has been on the operation of engines under steady state conditions. The key properties of engines in the linear regime in this case are captured by the famous Onsager coefficients.

The purpose of this paper is to introduce a periodically driven single-particle pump that illustrates two recent developments in the field: the derivation of Onsager coefficients for periodically driven machines [1–12], and the thermodynamic description of small scale systems based on stochastic thermodynamics [13–16]. Our model has an additional virtue: it is exactly solvable even far away from the linear regime.

Our model is arguably the simplest exactly solvable example of such a construction. It consists of a system that can switch between two different configurations, with only two possible states in each configuration: empty or occupied. In order to have a pumping function, the system needs to be placed in contact with (at least) two (ideal) reservoirs. The configurations are such that, in the absence of switching, the system reaches a full equilibrium state in one or the other configuration. The nonequilibrium driving consists of a modulation, piece-wise constant in time, of the switching rate. This modulation affects the exchange rates with the reservoirs.

II. SINGLE PARTICLE PUMP

A pump is a construction that transports a “conserved” quantity (such as a particle) from one location to another. For concreteness, we consider the transport of particles. Being particularly interested in the stochastic aspects of the problem, we focus on the extreme limit of a pump that manipulates particles one at a time. More precisely, we assume that the system that connects the two (or more) reservoirs between which the particles are pumped can hold at most one particle at a time. We refer to the two possible states of the system as “occupied” and “empty”, and denote the probability that the system is in the “occupied” state by $p$.

There is now a current which reflects the two mechanisms that break basic symmetries: a spatial asymmetry, and the alternation between two configurations that tend toward two different equilibrium states. We present the full thermodynamic picture, including explicit analytic expressions for entropy production, thermodynamic force, work, heat, and efficiency.
from one another ("asymmetric coupling"). By switching the configuration of the set-up, the equilibrium occupation \( p_{eq} \) of the system alternates between two different values. In the scenario in which the reservoirs are themselves not altered by the modulation, the difference in equilibrium occupation probabilities can be achieved by modulating the energy of the occupied state. The alternation is schematically reproduced in Fig. 1.

\[
\begin{align*}
\text{configuration 1} & : \quad \omega_1^r, \omega_1^\ell \\
\text{configuration 2} & : \quad \omega_1^r, \omega_1^\ell \quad \text{right reservoir 2} \\
\text{left reservoir 2} & \quad \omega_2^r, \omega_2^\ell \\
\text{left reservoir 1} & \quad \omega_1^r, \omega_1^\ell \\
\text{right reservoir 1} & \quad \omega_2^r, \omega_2^\ell
\end{align*}
\]

FIG. 1. Schematic representation of a single particle pump. A two-state system that can operate in two different configurations, 1 and 2, is connected to two reservoirs. In each configuration, transition rates between system and reservoirs obey detailed balance even though the couplings may be asymmetric (that is, the couplings of the system to left and right reservoirs may be different). Pumping is achieved by periodic alternation from one configuration to the other.

While in configuration 1, a particle may jump from the system (when in the occupied state) to the left (right) reservoir with transition rate \( \omega_1^\ell (\omega_1^r) \), or from the left (right) reservoir to the system (when in the empty state) with transition rate \( \omega_1^r (\omega_1^\ell) \). We also introduce the total rate from the system into either reservoir, \( \omega_{10} = \omega_1^\ell + \omega_1^r \), and the total rate from the reservoirs into the system, \( \omega_{01} = \omega_1^r + \omega_1^\ell \). Similarly, for the system in configuration 2 the transition rates are denoted by \( \omega_2^\ell, \omega_2^r, \omega_2^1, \omega_2^r, \omega_2^\ell \), and \( \omega_2^0, \omega_2^0, \omega_2^1, \omega_2^0 \). The corresponding equilibrium distributions are given by:

\[
\begin{align*}
p_{eq}^{(1)} &= \frac{\omega_{01}}{\omega_{01} + \omega_{10}}, \\
p_{eq}^{(2)} &= \frac{\omega_{02}}{\omega_{02} + \omega_{20}}.
\end{align*}
\]

Since we assume that the system relaxes toward equilibrium when in a given configuration, detailed balance must be satisfied for the transitions between the system and each reservoir independently:

\[
\begin{align*}
\omega_1^\ell p_{eq}^{(1)} &= \omega_1^\ell (1 - p_{eq}^{(1)}), \quad \omega_1^r p_{eq}^{(1)} = \omega_1^r (1 - p_{eq}^{(1)}), \\
\omega_2^\ell p_{eq}^{(2)} &= \omega_2^\ell (1 - p_{eq}^{(2)}), \quad \omega_2^r p_{eq}^{(2)} = \omega_2^r (1 - p_{eq}^{(2)}),
\end{align*}
\]

that is,

\[
\begin{align*}
p_{eq}^{(1)} &= \frac{\omega_1^\ell}{\omega_1^\ell + \omega_1^r} = \frac{\omega_1^r}{\omega_1^r + \omega_1^\ell}, \\
p_{eq}^{(2)} &= \frac{\omega_2^\ell}{\omega_2^\ell + \omega_2^r} = \frac{\omega_2^r}{\omega_2^r + \omega_2^\ell}.
\end{align*}
\]

We end this section by introducing the “reduced levels of occupancy”, denoted by \( \nu \), which will play a central role in the subsequent analysis:

\[
\begin{align*}
\nu_1 &= \frac{p_{eq}^{(1)}}{1 - p_{eq}^{(1)}} = \frac{\omega_1^\ell}{\omega_1^\ell + \omega_1^r} = \frac{\omega_1^r}{\omega_1^r + \omega_1^\ell}, \\
\nu_2 &= \frac{p_{eq}^{(2)}}{1 - p_{eq}^{(2)}} = \frac{\omega_2^\ell}{\omega_2^\ell + \omega_2^r} = \frac{\omega_2^r}{\omega_2^r + \omega_2^\ell}.
\end{align*}
\]

III. PROBABILITY AND FLUX

The time evolution of the probability vector \( \mathbf{p} = \{1 - p, p\} \) obeys a Markov equation

\[
\dot{\mathbf{p}} = \mathbf{M} \mathbf{p},
\]

where \( \mathbf{M} \) is the time-periodic transition matrix. Its elements are specified in terms of the transition rates introduced above. We are interested in the long-time solution of the Markov process. The probability \( p(t) \) will then reach a “steady” time-periodic state with the same period as that of the modulation, \( p(t) = p(t + \tau) \). This function can be found as follows. The stochastic dynamics consists of a time-periodic alternation between two different relaxations, one toward \( p_{eq}^{(2)} \) and the other toward \( p_{eq}^{(1)} \) as the system switches periodically from configuration 2 to 1 at times equal to a multiple of \( \tau \), and from 1 back to 2 at times \( t = \tau/2 \), mod \( \tau \). The unique steady state time-periodic solution is found by matching the end of this double relaxation after each period with the initial value. The details of the calculation are given in the appendix. Denoting the probability distributions when the modulation is in the first or second half of each period by \( p_1(t) \) and \( p_2(t) \), one finds the following explicit results:
\[ p_1(t) = p_\text{eq}^{(1)} + \frac{e^{-t(\omega_01 + \omega_10)}[1 - e^{-\frac{t}{2}(\omega_02 + \omega_20)}]}{(\omega_01 + \omega_10)(\omega_02 + \omega_20)} \left( \omega_02\omega_10 - \omega_01\omega_20 \right) \] (9)

\[ p_2(t) = p_\text{eq}^{(2)} + \frac{e^{-(t-\tau)(\omega_02 + \omega_20)}[1 - e^{\frac{1}{2}(\omega_01 + \omega_10)}]}{(\omega_02 + \omega_20)(\omega_01 + \omega_10)} \left( \omega_01\omega_20 - \omega_02\omega_10 \right) \] (10)

As expected, if the modulation is slow \((\tau \to \infty)\), the probability distribution relaxes to the corresponding equilibrium distribution at the end of each half period. In the fast modulation limit, on the other hand \((\tau \to 0)\), the system freezes into the following nonequilibrium steady state:

\[ p_1(t) \approx p_2(t) \approx \frac{\omega_01 + \omega_02}{\omega_01 + \omega_10 + \omega_02 + \omega_20}. \] (11)

This corresponds to the steady state for an unmodulated system with effective transition rates \(\omega_01 + \omega_02\) and \(\omega_10 + \omega_20\).

We are now in a position to evaluate the net flux through the system. Since the system can at most carry a single particle, any net flux from one of the reservoirs to the system has to be compensated by a corresponding net flux out of the system into the other reservoir. Hence the system operates as a pump. The net average flux at time \(t\) in each period coming from the left reservoir is given by:

\[ J(t) = \begin{cases} \\
\omega_{11} [1 - p_1(t)] - \omega_{11}p_1(t) & 0 \leq t < \tau/2 \\
\omega_{12} [1 - p_2(t)] - \omega_{22}p_2(t) & \tau/2 \leq t < \tau
\end{cases} \] (12)

As we are focusing on the steady state time-periodic regime, the quantity of interest is the average of this quantity over one period:

\[ \overline{J} = \frac{1}{\tau} \int_0^\tau J(t) dt. \] (13)

In combination with Eq. (7), one finds:

\[ J = \frac{\omega_{11} - \omega_{12} - \omega_{12} + \omega_{11}}{\omega_{11} + \omega_{12}} = \frac{\omega_{11} - \omega_{12}}{\omega_{11} + \omega_{12}}. \] (14)

This is the first main result of our paper, and we pause to make a few comments. Firstly, we note that the above expression incorporates the broken symmetries needed for the system to operate as a ratchet-like pump. Equilibrium corresponds to \(\nu_1 = \nu_2\), which is equivalent to \(p_\text{eq}^{(1)} = p_\text{eq}^{(2)}\).

Despite being a trivial result, it is reassuring to see that the flux is zero in this case. Secondly, and again not very surprisingly, both states of the system must make contact with at least one reservoir. For example, the flux vanishes if we set both \(\omega_{2f}\) and \(\omega_{2r}\) equal to zero. Thirdly, the sign of \(\overline{J}\) changes upon interchanging the left and right reservoirs. An interesting consequence is that no flux exists when the system obeys the left-right symmetry \(\omega_{1r} = \omega_{1l}\). Fourthly, the signs of the products of the differences \(\nu_1 - \nu_2\) and \(\omega_{1l}\omega_{2r} - \omega_{1r}\omega_{2f}\) determine the direction of the flow, with equilibrium and the symmetric situation being points of flux reversal. We illustrate this phenomenon in Fig. 2. Introducing the variables \(\Omega_\alpha = \omega_\alpha \tau\), we note that flux reversal occurs when \(\Omega_{2r} = \omega_{2f}\omega_{1r}/\omega_{1f} = \Omega_{1r}\Omega_{20}/\Omega_{10} = 2\). Fifthly, we mention the limits of slow oscillation \((\tau \to \infty)\) and fast oscillation \((\tau \to 0)\). In the former case, the exponents in numerator and denominator cancel and the flux decays as \(1/\tau^2\):

\[ \lim_{\tau \to \infty} \overline{J} \sim \frac{1}{\tau} \frac{(\nu_1 - \nu_2)(\omega_{1f}\omega_{2r} - \omega_{1r}\omega_{2f})}{(\nu_1 + 1)(\nu_2 + 1)\omega_{10}\omega_{20}}. \] (15)

For fast oscillations the average flux tends to a nonzero constant value:

\[ \lim_{\tau \to 0} \overline{J} = \frac{(\nu_1 - \nu_2)(\omega_{1f}\omega_{2r} - \omega_{1r}\omega_{2f})}{2[(\nu_1 + 1)\omega_{10} + (\nu_2 + 1)\omega_{20}]} \] (16)

Finally, we notice that the average flux \(\overline{J}\) is a monotonic function of the period. In fact, its absolute value decreases as the period of oscillation increases. This monotonic decay can be observed in Fig. 3. This figure also shows the increase in the flux as we move away from equilibrium, that is, as \(\nu_2(> \nu_1)\) increases. The figure illustrates the perfect agreement of our exact expression for the average flux with numerical simulations.
In the next section we will recover this result via a less strenuous approach using stochastic thermodynamics for

\[ S = \frac{k_B}{\tau} \left[ e^{\frac{1}{2}(\nu_1+1)\tau\omega_{01} - 1} \right] \left[ e^{\frac{1}{2}(\nu_2+1)\tau\omega_{02} - 1} \right] \frac{(\nu_1 - \nu_2)}{(\nu_1 + 1)(\nu_2 + 1)} \ln \frac{\nu_1}{\nu_2}. \]
a particular case.

We again pause to make several comments. First, the entropy production is positive, as it should be. It vanishes and only vanishes at equilibrium, \( \nu_1 = \nu_2 \), as it should. Second, by combination with the expression for the flux, cf. Eq. (14), the entropy production can be written as a flux-times-force expression, familiar from irreversible thermodynamics:

\[
\overline{S} = \overline{J} X,
\]

with the following expression for the thermodynamic force:

\[
X = k_B \frac{\omega_{10} \omega_{20}}{\omega_{1r} \omega_{2r} - \omega_{1r} \omega_{2l}} \ln \frac{\nu_1}{\nu_2}.
\]

We again pause to make several comments. First, the entropy production is positive, as it should be. It vanishes at equilibrium limit \( \nu \to 0 \), or equivalently, in the equilibrium limit \( \nu_1 \to \nu_2 \equiv \nu \):

\[
\overline{J} \sim L X.
\]

One finds:

\[
L = \frac{\nu}{k_B (1 + \nu)^2} \frac{e^{\frac{1}{2} (\nu+1) \omega_{10}} - 1}{e^{\frac{2}{2} (\nu+1) \tau} - 1} \left( \frac{\omega_{1r} \omega_{2r} - \omega_{1r} \omega_{2l}}{\omega_{10} \omega_{20}} \right)^2.
\]

As expected, the Onsager coefficient is invariant upon interchange of the left and right reservoirs. It is always positive, reflecting that current \( \overline{J} \) flows in the direction of the force \( X \). Fourth, we note that the results for the flux and entropy production are exact, and valid far from equilibrium. In Fig. 4, we show how the exact entropy production expression Eq. (20) deviates from its near equilibrium expression (main panel):

\[
\overline{S}_i = LX^2,
\]

and how the linear flux-versus-force relation (inset) breaks down. The figure shows that the entropy production is greater when the system is farther from equilibrium. The graphs are plotted as functions of \( \ln \nu_1/\nu_2 \), used here as a measure of the distance from equilibrium.

Finally, we carried out extensive numerical simulations and found perfect agreement with the above analytic result for the entropy production, cf. Fig. 5.

V. WORK, HEAT AND EFFICIENCY

So far we have made no reference to the concept of energy. In this section, we consider a scenario that connects the above construction to a thermo-chemical pump engine [21 22]. This will allow us to ask the standard thermodynamic questions about work, heat and efficiency. To simplify matters, we take the system to be in contact with a single reservoir in each of its two configurations, say the left reservoir in configuration 1 and the right reservoir in configuration 2. Mathematically, this is achieved by taking the limits:

\[
\omega_{2l} \to 0, \quad \omega_{2r} \to 0, \quad \omega_{1r} \to 0, \quad \omega_{1l} \to 0.
\]

Recalling that \( \nu = p_{eq}/(1 - p_{eq}) \) and that \( p_{eq} \) is the equilibrium probability for an occupied system, this expression for \( X \) reproduces the intuitive observation that its amplitude depends on the (logarithmic) difference between occupation in both configurations. The sign of the force is, however, also determined by the balance of rates (cf. denominator \( \omega_{1r} \omega_{2r} - \omega_{1r} \omega_{2l} \)). Third, the corresponding Onsager coefficient that describes the linear response regime is then found by evaluating the flux \( \overline{J} \) in the limit of small force, \( X \to 0 \), or equivalently, in the equilibrium limit \( \nu_1 \to \nu_2 \equiv \nu \):

\[
\overline{J} \sim L X.
\]

Next, we attribute the energies \( \epsilon_1 \) and \( \epsilon_2 \) to the system when occupied by a particle in configurations 1 and 2, respectively. This implies that upon the transitions from configuration 1 to 2 and back, while the system contains a particle, an energy equal to \( \epsilon_2 - \epsilon_1 \) and \( \epsilon_1 - \epsilon_2 \) has to be provided via an outside source, which we take to be a dissipationless work source. Averaged over one period, and recalling that the flux \( \overline{J} \) is measured from the left reservoir into the system, we conclude that the work \( \overline{W} \) on the system is given by

\[
\overline{W} = \overline{J} (\epsilon_2 - \epsilon_1).
\]

Furthermore, the left and right reservoirs are characterized by chemical potentials and temperatures equal to
The second law is recovered by noting that the heat fluxes are responsible for the entropy production, and hence

\[ \overline{S} = \frac{\overline{Q}_\ell}{T_\ell} - \frac{\overline{Q}_r}{T_r}. \]  

By identification with \( \overline{S} = JX \), cf. Eq. (21), one thus obtains the following expression for the thermodynamic force \( X \):

\[ X = \frac{\epsilon_2 - \mu_r}{T_r} - \frac{\epsilon_1 - \mu_\ell}{T_\ell}. \]  

The efficiency is thus fully determined by the choice of energy levels. At first glance, this observation is surprising because none of the parameters that are related to the dissipation appear explicitly in Eq. (35), i.e., the rate of modulation, the temperatures and the rate of entropy production. However, one must remember that the energies are linked to the variable \( \nu \) and temperature via Eq. (33). In fact, one immediately verifies that Carnot efficiency is recovered if one specifies that the system operates under equilibrium conditions, \( X = 0 \) or \( (\epsilon_2 - \mu_r)T_\ell = (\epsilon_1 - \mu_\ell)T_r \), cf. Eq. (31). Note also that, as we move further away from equilibrium, the efficiency decreases linearly with \( \ln(\nu_1/\nu_2) \) and eventually becomes negative. The latter regime corresponds to a dud engine, as it just dissipates while failing to deliver any work at all.

We close this section with two illustrative plots. In Fig. 8 we show how the chemical work increases as we move away from equilibrium. Near equilibrium, the linear response approximation agrees with the exact solution, but it overestimates the chemical work, as the latter saturates in tune with the particle flux.

In Fig. 7 we reproduce the heat current from the left and right reservoirs, together with the entropy production. The direction of both heat currents reverses at equilibrium, while the entropy production reaches its minimum value (zero). Note that the plotted curves are, for
to study the symmetry properties of both the linear and nonlinear Onsager coefficients [25].
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Appendix: Steady state distribution

We first focus our attention on the general relaxation dynamics when the system is in configuration 1. The transition matrix for this system is

$$M = \begin{pmatrix} -\omega_{01} & \omega_{10} \\ \omega_{01} & -\omega_{10} \end{pmatrix}. \quad \text{(A.1)}$$

This matrix has two eigenvalues: $$\lambda_{\text{eq}}^{(1)} = 0$$ (corresponding to the equilibrium state), and $$\lambda_{\text{eq}}^{(1)} = -\omega_{10} - \omega_{01}$$ (which governs the decay to equilibrium). The corresponding eigenvectors are

$$|\Psi_{\text{eq}}^{(1)}\rangle = \left(\frac{\alpha_{\text{eq}}}{\omega_{01} \alpha_{\text{eq}}} \right), \quad \text{and} \quad |\Psi^{-1}\rangle = \left(\frac{\alpha_{-}}{\omega_{01} + \omega_{10} \alpha_{-}} \right),$$

where $$\alpha_{\text{eq}}$$ and $$\alpha_{-}$$ are constants. Defining the inner product of two vectors

$$|f\rangle = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}, \quad \text{and} \quad |g\rangle = \begin{pmatrix} g_1 \\ g_2 \end{pmatrix},$$

as

$$\langle f | g \rangle = \frac{f_1 g_1}{\alpha_{\text{eq}}} + \frac{f_2 g_2}{\omega_{01} \alpha_{\text{eq}}},$$

and imposing the normalization condition $$\langle \Psi_{\text{eq}}^{(1)} | \Psi_{\text{eq}}^{(1)} \rangle = 1$$, we have that

$$\alpha_{\text{eq}} = \frac{\omega_{10}}{\omega_{01} + \omega_{10}}, \quad \text{(A.5)}$$

so that,

$$|\Psi_{\text{eq}}^{(1)}\rangle = \left(\frac{\omega_{10}}{\omega_{01} + \omega_{10}} \right), \quad \text{and} \quad \langle \Psi_{\text{eq}}^{(1)} | \Psi_{\text{eq}}^{(1)} \rangle = \begin{pmatrix} 1 & 1 \end{pmatrix}. \quad \text{(A.6)}$$

Analogously, the normalization condition for the eigenvector $$|\Psi_{\text{eq}}^{(1)}\rangle$$ leads to

$$|\Psi^{-1}\rangle = \left(\frac{\sqrt{\omega_{01} \omega_{10}}}{\omega_{01} + \omega_{10}} \right), \quad \text{and} \quad \langle \Psi^{-1} | \Psi^{-1} \rangle = \begin{pmatrix} \sqrt{\frac{\omega_{10}}{\omega_{01} + \omega_{10}}} & -\sqrt{\frac{\omega_{01}}{\omega_{01} + \omega_{10}}} \end{pmatrix}. \quad \text{(A.7)}$$

Therefore, if the system is in state

$$|P_0\rangle = \begin{pmatrix} 1 - p_0 \\ p_0 \end{pmatrix}, \quad \text{(A.8)}$$
at time $t = 0$, it will evolve to equilibrium so that

$$|P_1(t)| = \left( 1 - p_1(t) \right),$$

(A.9)

with

$$p_1(t) = p^{(1)}_{eq} + \left( p_0 - p^{(1)}_{eq} \right)e^{\lambda^{(1)}t},$$

(A.10)

where $p^{(1)}_{eq} = \omega_{01}/(\omega_{01} + \omega_{10})$.

Now, for the two-configuration system, Eq. (A.10) still governs the time-evolution of the system while it is in configuration 1. Hence, if we start our clock when the system goes to configuration 1, Eq. (A.10) will hold up to $\tau/2$ (when the system jumps to configuration 2). In the following half period, the time-evolution will be governed by the configuration 2 dynamics, that is,

$$p_2(t) = p^{(2)}_{eq} + \left[ p_1(\tau/2) - p^{(2)}_{eq} \right]e^{\lambda^{(2)}(t-\tau/2)},$$

(A.11)

where $p^{(2)}_{eq} = \omega_{02}/(\omega_{02} + \omega_{20})$ and $\lambda^{(2)} = -\omega_{20} - \omega_{02}$.

As stated above, we are interested in the steady state. Therefore, after a complete cycle, the system must return to the beginning state. Consequently, $p_2(\tau) = p_0$, which leads to

$$p_0 = \frac{e^{\lambda^{(2)}}\left[ p^{(1)}_{eq} e^{\lambda^{(1)}\tau} - 1 \right] + p^{(2)}_{eq} - p^{(2)}_{eq}}{e^{\frac{1}{2}\tau(\lambda^{(1)}+\lambda^{(2)})} - 1}.$$  

(A.12)

Substituting this result in the expressions for $p_1(t)$ and $p_2(t)$ we obtain the result of Eqs. (9) and (10) from the main text.