Abstract—Code comments can help in program comprehension and are considered as important artifacts to help developers in software maintenance. However, the comments are mostly missing or are outdated, specially in complex software projects. As a result, several automatic comment generation models are developed as a solution. The recent models explore the integration of external knowledge resources such as Unified Modeling Language class diagrams to improve the generated comments. In this paper, we propose API2Com, a model that leverages the Application Programming Interface Documentations (API Docs) as a knowledge resource for comment generation. The API Docs include the description of the methods in more details and therefore, can provide better context in the generated comments. The API Docs are used along with the code snippets and Abstract Syntax Trees in our model.

We apply the model on a large Java dataset of over 130,000 methods and evaluate it using both Transformer and RNN-base architectures. Interestingly, when API Docs are used, the performance increase is negligible. We therefore run different experiments to reason about the results. For methods that only contain one API, adding API Docs improves the results by 4% BLEU score on average (BLEU score is an automatic evaluation metric used in machine translation). However, as the number of APIs that are used in a method increases, the performance of the model in generating comments decreases due to long documents used in the input. Our results confirm that the API Docs can be useful in generating better comments, but, new techniques are required to identify the most informative ones in a method rather than using all documentations simultaneously.

Index Terms—Code comment generation, API documentation, External knowledge source

I. INTRODUCTION

Code comments present a clear picture of source code using natural language summaries and can help developers understand software programs quickly [1][2]. Comments can play a major role in program comprehension to perform software maintenance and can reduce the time spent on understanding source code [3][4]. However, as software evolves, the comments are usually missed or are outdated [5][6]. As a result, there have been numerous research on building models that generate code comments automatically [8][7][9]. In recent years, a main trend in automatic comment generation leverages neural networks [10][11][12][13][14][15]. In these studies, the code comment generation is considered as a neural machine translation task in which the machine translates a code snippet written in a programming language such as Java to a piece of text written in English [16].

A main difference of the comment generation studies is the input used to feed the models: flattened Abstract Syntax Tree (AST) [11], input code snippet [10], or leveraging external knowledge [17]. Recent studies show that when external knowledge is used, the quality of the generated comments increases [17][18][19][20]. For example, Zhang et al. retrieve similar code and comments to generate text for an unseen code snippet [18]. Wang et al. incorporate class names as the intra-class context and Unified Modeling Language (UML) class diagrams as inter-class context. These two with code snippet and AST are used to generate comments [19]. The results of these and other works emphasize on using external knowledge sources to improve the quality of the generated comments.

Application Programming Interface (API) documentations are fruitful resources for software developers and can be a candidate for being an external knowledge source for comment generation task. The API Documentations (API Docs) include descriptions about the methods and interfaces which can be beneficial for comment generation. As APIs are used frequently to implement code, we hypothesize that we can generate better comments to define the functionality of a code snippet when using the documentations of the APIs employed within the given method. For example, a common way to create and write to a JSON file is to use `FileWriter.write` and `FileWriter.flush`. More comprehensive comments can be generated by referring to their descriptions on the documentations 1 “writes a single character or a portion of a string” and “flushes the stream”, respectively. Another example is shown in Fig. 1 for two Java methods. The Comment shown below each method is the text written by

---

1 https://docs.oracle.com/javase/7/docs/api/java/io/OutputStreamWriter.html
human taken from our dataset. In addition, the name of the API and its Documentation are shown below each one. The left method in this figure checks whether the candidate executable is synthetic, which is represented by the comment. When we consider the documentation of the `isSynthetic` API, the `returns false otherwise` can be added to the comment to complement it. Similarly, the API documentation of the method (extracted from JDK reference documentation\(^2\)) shown in the right of Fig. 1 can add more context to the comment. These documentations can form the functionality of the methods.

Although the name of the API has been used in previous works [21], the descriptions of the APIs have not been explored yet. Only using the API name may not be able to deliver the functionality of code properly. In contrast, the API documentation is based on natural language and includes more details, which can be useful for generating comprehensive comments. Therefore, we develop API2Com, a model that leverages the API Docs to enrich generating comments. In our model, we use API documentation, AST, and source code as input to a three-encoder architecture. AST captures the structural representation of code and is previously used in several related studies [11, 16, 17, 18, 19, 22]. API Docs are added as another resource along with the code sequences to generate comments. We initially exploit a Transformer architecture [23] to learn the semantic representation of code. The reasons of choosing Transformer over other architectures are explained in Section II. We conduct our study on a large Java dataset containing 137,007 records collected by Husain et al. [24] and run several experiments to understand the effect of adding API documentation to the model.

Interestingly, although we use an external knowledge source, our results show that performance increase is negligible. Therefore, we conducted more experiments to reason about the results and report our findings in this paper. We find that as the number of APIs used in a method increases, the value of the API documentation decreases. This is mainly due to the fact that when more API Docs are used, a long text is fed to the model. However, the number of common words between the comments and the API Docs is extremely low. This causes the API documentation to add noise when the number of API Docs is more than three. We achieved similar results using Gated Recurrent Unit (GRU) architecture, the architecture that is used in many of the previous studies and is more efficient than the other gated mechanism approach, LSTM [25]. These findings show that API Docs can help in improving the comments, but new techniques should be developed to include only the informative ones. These results and our insights may save the researchers from navigating the same approach, while opening new avenues of research about integrating API documentations for comment generation. The contributions of our study are summarized below:

- We propose a Transformer model that combines API documentation with source code and AST to generate comments. For this purpose, we extract all the corresponding comments for the APIs used in a code snippet.
- We perform several experiments in addition to comparing API2Com to other baselines to understand the effects of adding API Docs.

The rest of this paper is organized as follows. In Section II we explain the details of our approach followed by the experiments and results in Sections III and IV. Section V discusses the results. Threats to validity are mentioned in Section VI. A summary of the related studies are presented in Section VII and we conclude the paper in Section VIII.

II. PROPOSED APPROACH

In our work, we exploit a Transformer architecture [23] to learn the semantic representation of code for the following reasons. Most of the current studies use a Recurrent Neural Network (RNN) architecture such as Long Short Term Memory (LSTM) [17, 18, 26] or Gated Recurrent Unit (GRU) [16] for comment generation. RNN-based architectures have two limitations in capturing the representation of the source code. First, as they analyze the tokens sequentially, they fail to model the non-sequential code structure [27]. Second, the RNN-based models are not able to capture the long-range relationship between words when the input is very long [27]. On the other hand, Transformer can capture these relationships by adopting a self-attentional mechanism. Recently, Transformers are used in software engineering studies [28, 29, 30], and proved to be effective for comment generation compared to other baselines [27, 31]. However, these works use the code sequence as is, without incorporating external knowledge, thus incorporating API documentation in Transformer is unknown. Therefore, although we report the results of adding API Docs in an RNN architecture, the

\[\text{public static } \langle T \text{ extends Executable} \rangle \text{ Predicate}\langle T \rangle\]
\[\text{executableIsSynthetic()} \{\]
\[\text{return candidate -> candidate != null && candidate.isSynthetic();}\]
\[\}

Comment: Checks if a candidate executable is synthetic.

API: isSynthetic
API Doc: Returns true if this executable is a synthetic construct, returns false otherwise.

---

\[\text{public void } \text{setDefaultButton(SBaseButton button) } \{\]
\[\text{this.getScreenFieldView().setDefaultButton(}\]
\[\text{button == null ? null : button.getScreenFieldView());}\]
\[\}

Comment: Set the default button for this basepanel.

API: setDefaultButton
API Doc: Sets the default Button property, which determines the current default button for this JRootPane.
architecture as well, we explain API2Com using a Transformer architecture in the following.

A. Model overview

The API2Com architecture is shown in Fig. 2. API2Com consists of three encoders, fed with code tokens, AST traversal sequence, and a list of API documentations, respectively. AST represents the syntactical structure of the code and is flattened by tree traversal to be fed to the model. API Docs are in natural language and are complementary of the code semantics. Based on the capabilities of the architecture, source code represents both syntactical and semantic representation, which is enriched by AST and API Docs. The three encoders have similar architecture and their results are concatenated and passed to the decoder to generate comments.

B. Transformer

RNN-based neural network translators mostly exploit an encoder-decoder architecture where the encoder maps the input sequence to a vector, and the decoder uses the encoder’s vector to generate the output sequence one word at a time. In our work, Transformers are used in encoders and decoder, which utilizes multi-headed self-attention mechanism and positional encoding. Details are explained below.

 Encoder: Encoder combines multiple identical layers where each layer consists of two sub-layers [23]. The first sub-layer forms a multi-headed self-attention structure while the other one is a fully connected layer. Both sub-layers are followed by another layer which normalizes the output of each sub-layer.

 Decoder: Decoder has similar structure as encoder except that it includes one additional sub-layer per each stacked layer. This extra sub-layer conducts multi-head attention on the encoder’s output [23]. Moreover, the self-attention sub-layer is reformed to avoid attending to subsequent positions.

 Multi-head attention mechanism: Transformer’s attention aims to map a query (Q) and a collection of key(K)-value(V) pairs to vectors which are calculated as a weighted sum of the values. The attention is computed by multiplying queries by keys, divided by $\sqrt{d_k}$, where $d_k$ is the dimension of the key vector. Then, a softmax function is applied to attain the weights for the values.

$$\text{Attention}(Q, K, V) = \text{Softmax}(QK^T / \sqrt{d_k})V$$  (1)

In order to improve the performance, a new mechanism called multi-head attention is added to the self-attention technique. The intuition is to conduct self-attention process multiple times separately, with different weight matrices. However, the feed-forwarding layer only accepts a single input. Therefore, all the results are concatenated and multiplied by an additional weight matrix $W$, as shown in the following formula [23]. Here, $d$ represents the dimension of the vectors.

$$\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \text{head}_2, ..., \text{head}_8)W_o$$  (2)

$$\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, V_i^V)$$  (3)

Where $W_i^Q \in \mathbb{R}^{d_{\text{model}} \times d_k}$, $W_i^K \in \mathbb{R}^{d_{\text{model}} \times d_k}$, $W_i^V \in \mathbb{R}^{d_{\text{model}} \times d_v}$.

RNN-based models are incapable to capture the relationship between tokens effectively when the input sequence is long while integrating a multi-head attention mechanism with transformer addresses this issue.

Positional Encoding: Given that the model does not include recurrence, some information regarding relative and absolute tokens’ positions needs to be taken into account. To achieve this goal, a positional encoding layer is added at the lowest part of the encoder and decoder stacks. The layers should have equal dimensions as the output results of embedding should be added to positional encodings. In this technique [32], the relationship between two tokens $i$ and $j$ are shown by vectors $a_{ij}^V, a_{ij}^K \in \mathbb{R}^{d_k}$. The representation of relative position is included in the output of each sub-layer which is the input to the next layer. Every head calculates the following weighted sum:

$$z_i = \sum_{j=1}^{n} a_{ij}(x_jW^V + a_{ij}^V)$$  (4)
Where $x_j$ is the state of the encoder, $z_i$ is the output of the attention and $a_{ij}$ is calculated by a softmax function. Shaw et al. [32] supposed that relative position information is not effective enough in long-distance cases. Therefore, a constant parameter $k$ is defined as maximum relative position. With the assumption that preceding tokens are in a negative direction and succeeding tokens are in a positive direction, the relationship of relative position between two words is computed by $2k + 1$ unique labels as below, where $w^K$ and $w^V$ are the position representations.

$$
a_{ij}^K = w_{clip(j-i, k)}, a_{ij}^V = w_{clip(j-i, k)}$$  

$$
clip(x, k) = \max(-k, \min(k, x))$$  \hspace{1cm} (5)

C. API documentation

We extract the API documentation knowledge for every API used within each method from JDK reference documentation. JDK reference documentation contains documentation for various levels including packages, classes, and methods, and we only include the methods’ documentation in API2Com. Consider the method used in the left part of Fig. 1. The method includes one API named java.lang.reflect.Executable in JDK documentation. The documentation of this class contains tables for summary of methods which have two fields: i) Modifier and Type and ii) Method and Description. We extract the description of the method. In this example, the text “Returns true if this executable is a synthetic construct; returns false otherwise.” is extracted. These documentations for all of the APIs within a method are extracted and after concatenation are used as a single input to the first encoder of the model.

III. EXPERIMENTS

In this section, the details of the experimental setup are presented.

A. Dataset and Preprocessing

We use the Java portion of the CodeSearchNet dataset, which is introduced by Husain et al. [24], to train and test API2Com. This dataset is used in recent studies for various software engineering tasks including comment generation and has high quality. CodeSearchNet is a set of datasets that were initially collected by scraping open-source GitHub repositories with the assistance of Libraries.io. This tool aids identify the projects which have already been used by other projects with the purpose of extracting ones with higher validity. The methods and their associated comments are included in the dataset. The authors have removed all the projects without a valid license. They also excluded all comments that have less than three tokens and all implementations that are less than three lines to ensure about the quality of the dataset. The constructors, extension methods, and methods with the word "test" within their names, duplicates and auto-generated methods are also eliminated from the dataset. These steps are conducted by the publishers of the dataset [24] to increase the quality of the dataset by removing biases for training neural models for source code representation.

We set the code and comment length to 256 and 64 respectively, similar to the work of Feng et al. [33]. As AST cannot be produced for truncated code and it might cause loss of valuable information, we have to exclude the records with the code or comment length higher than 256 or 64. This step is required to have a fair comparison between all models, as some models use AST. Table I shows the statistics of the dataset. The dataset is divided into train, validation and test sets with 8/1/1 proportions, respectively. We use the train and validation sets to train our model, and the test set is used in our evaluations. Following previous works [16], we preprocess the dataset further before training by splitting the tokens into sub-tokens where CamelCase or snake_case is used; converting all tokens to lower case; and removing punctuations from code.

| Dataset   | Number of functions before filtering | Number of functions after filtering |
|-----------|-------------------------------------|-----------------------------------|
| Train     | 164,923                             | 137,007                           |
| Validation| 5,183                               | 4,326                             |
| Test      | 10,955                              | 9,011                             |

B. API Documentation Extraction

We developed a scraper to download all the APIs and their corresponding descriptions within every module and class in JDK reference documentation. To extract the API names from the methods in our dataset, we utilized srcML tool[4] srcML is a tool that can build AST tree from source code and present the results as XML tags. This representation provides information about the tokens. For example, it can label a token as ‘method-Call’ if it is calling another function. Using this information, we are able to extract all APIs names by traversing the AST tree. We then match the API names used in each method to the scraped dataset to retrieve their descriptions. For overloaded functions, we use the number of parameters to extract the correct documentation. If there are multiple occurrences of the same API with different API Docs in the JDK reference documentation, we use the documentation which has highest frequency. For example, toString() is a method that is used in 455 Java classes/interfaces. For these cases, the API Docs for all of them are extracted. We then group the ones for which the text is exactly the same. As the information from parent class is not included in the AST, we use the API Doc from the largest group as it is the most frequently used text.

C. Model Training

To train the model, we use the API Docs in the first encoder, flattened AST is the second one, and the pre-processed source code in the last encoder. The results of these three encoders are concatenated to pass on to the decoder as a single input.

---

[3]https://docs.oracle.com/javase/8/docs/api/java/lang/reflect/Executable.html

[4]https://www.srcml.org/
D. Experiment setting

We develop the model with PyTorch framework\footnote{https://pytorch.org/}. The number of encoder and decoder layers is set to 6, and the number of heads in the multi-head sub-layer is set to 8. stochastic gradient descent optimizer with an initial rate of 0.1 is used. We replaced the out-of-vocabulary tokens with UNK. The dimension of the hidden state and batch size is set to 512 and 32 respectively. To reduce the probability of overfitting, dropout with the value of 0.1 is used. Training is executed for 100 epochs, although it would stop if learning rate decay to $10^{-7}$. The best epoch is selected based on the value of the loss function for the validation dataset. We perform the experiments on a Linux server with the NVIDIA Tesla V100 GPU with 32 GB memory.

E. Evaluation Metrics

Similar to previous studies in code comment generation \cite{12, 18, 27}, we evaluate the performance based on the following metrics, BLEU \cite{34}, ROUGE-L \cite{33}, and METEOR \cite{36}. These scores are evaluations metrics used to assess the ability of the model in predicting text similar to the comments written by developers for the given code snippets (i.e. Reference text). BLEU-n score quantifies the average n-gram accuracy between the reference and predicted sentences, with the assistance of a brevity penalty \cite{34}, and is reported for $n \in [1, 4]$. ROUGE-L utilizes F-score which is computed as a weighted harmonic mean of recall and precision values obtained from finding the longest common sequence of the texts \cite{33}. METEOR, is a recall-based metric which gauges how the model performs in capturing the content of reference sentences and is based on the number of identical n-grams between reference and predicted texts \cite{36}.

F. Baselines

We evaluate the effectiveness of API2Com based on the existing state-of-the-art studies for comment generation. We ran each of the baselines on the CodeSearchNet dataset to compare the result with our approach. Effort has been taken to use the best hyperparameters identified by the authors of each model.

AST-Attendgru \cite{16} leverages an attentional GRU encoder-decoder model to generate code summaries in natural language. It integrates AST traversal sequence, flattened by Structure Based Traversal technique, into the model with the assistance of a second encoder to capture the structural information of the source code more effectively.

TL-CodeSum \cite{21} initially trains an RNN encoder-decoder model on API sequence and comment pairs, trying to build a mapping between API knowledge and method comments. They further transfer the trained encoder, as a second encoder, to another Seq2Seq model which receives code token sequence along with API sequence extracted from source code to generate summaries. In other words, the learned encoder which is a representation of API sequence is employed in the task of code comment generation.

Rencos \cite{18} is an attentional LSTM seq2seq model. The authors enhance the model by retrieving the two most similar methods to the input code from the training set in terms of both semantic and syntactic similarity. The model receives the input code and its similar methods and generates comments by fusing the inputs in the decoding process. TransformerBased is one of the first studies that utilizes Transformer for comment generation. Ahmad et al. \cite{27} investigate the effectiveness of the transformer model for generating code comments. They further incorporate relative positional encoding and copy attention mechanism into the transformer to improve the quality of generated comments.

Variations of API2Com We use variations of API2Com to compare the effectiveness of its components. API2Com\textsubscript{Base} is the Transformer architecture without using AST or API Docs. API2Com\textsubscript{AST} uses two encoders to encode AST and input code, without using API Docs. Similarly, API2Com\textsubscript{API} only uses input code and API Docs. Finally, API2Com\textsubscript{Full} is the model which uses all three inputs: code, AST, and API Docs. We also employ API2Com using an RNN-based architecture with same variations and refer to it as API2Com\textsubscript{S} and discuss the results in the second research question.

IV. Results

A. Research Questions

In this section, we present results of our experiments.

RQ1: How does our proposed approach perform compared to the baselines? Table I shows the evaluation metrics of API2Com and other baselines on the test set. Among all models, the Transformer-based achieves the best performance for all metrics. This model is the only model from baselines that leverages the Transformer architecture. Transformer-base uses advanced techniques and varies from the original Transformer architecture that we use in API2Com. We relate the best results of this model to incorporating relative positional encoding and copy mechanism.

The other baselines use RNN-based architectures, which all have lower scores compared to the Transformer models. Transformer is the state of the art architecture used in neural machine translation which processes the input non-sequentially using self attention and positional encoding. These mechanisms allow Transformers to learn the relational information between words. Interestingly, adding AST to Transformer decreases the scores slightly. This is seen in our model API2Com\textsubscript{AST} compared to API2Com\textsubscript{Base}, which acknowledges the strength of this architecture in capturing the relationship between input sequence tokens.

The second best result belongs to API2Com\textsubscript{API} for all metrics except ROUGE-L. After Transformer-base and API2Com, Rencos has the best results, followed by AST-Attendgru and TL-CodeSum. TL-CodeSum uses the API names as a knowledge source to enhance the generated comments, but still has lower results compared to API2Com and Rencos. In some scores, AST-Attendgru achieves higher performance and
TABLE II
BLEU, METEOR, AND ROUGE-L SCORES OF API2Com AND OTHER BASELINES

| Models         | BLEU-1(%) | BLEU-2(%) | BLEU-3(%) | BLEU-4(%) | METEOR(%) | ROUGE-L(%) |
|----------------|-----------|-----------|-----------|-----------|-----------|------------|
| AST-Attendgru  | 22.02     | 9.97      | 5.21      | 3.20      | 9.45      | 23.06      |
| TL-CodeSum     | 21.65     | 10.10     | 5.69      | 3.74      | 8.36      | 22.10      |
| Rencos         | 22.82     | 12.29     | 7.54      | 5.15      | 10.55     | 27.46      |
| Transformer-based | 25.53    | 16.27     | 10.68     | 7.33      | 14.07     | 31.97      |
| API2ComBase    | 24.62     | 13.80     | 8.22      | 5.27      | 10.78     | 25.78      |
| API2ComAST     | 24.52     | 13.59     | 8.13      | 5.26      | 10.74     | 25.62      |
| API2ComAPI     | 24.78     | 13.87     | 8.26      | 5.28      | 10.85     | 25.88      |
| API2ComFull    | 24.69     | 13.85     | 8.24      | 5.26      | 10.79     | 25.80      |

TABLE III
EVALUATION METRICS FOR THE FOUR VARIATIONS OF RNN-BASED API2Com (API2ComS)

| Model          | BLEU-1(%) | BLEU-2(%) | BLEU-3(%) | BLEU-4(%) | METEOR(%) | ROUGE-L(%) |
|----------------|-----------|-----------|-----------|-----------|-----------|------------|
| API2ComSBase   | 20.75     | 9.36      | 5.23      | 3.68      | 8.24      | 21.99      |
| API2ComSAST    | 20.59     | 9.31      | 5.21      | 3.67      | 8.26      | 21.81      |
| API2ComSAPI    | 20.86     | 9.41      | 5.27      | 3.69      | 8.29      | 22.13      |
| API2ComSFall   | 20.73     | 9.34      | 5.23      | 3.67      | 8.27      | 21.95      |

RQ2: What is the effect of each component of API2Com in generating comments? We evaluate the effect of adding AST and API documentations to the Transformer model. For this purpose, we train different variations of our model as shown in Table I. Additionally, we evaluate our model on a RNN-based architecture, which uses GRU architecture instead of a Transformer architecture. We refer to this model as API2ComS and show four variations as API2ComSBase, API2ComSAST, API2ComSAPI, and API2ComSFall to refer to the model when only code is used in the input, code and AST are used, code and API Docs are used, or all three inputs are used to train the model. This comparison can provide more insights about the effect of each component independent of the architecture used. The results of Seq2Seq variations are shown in Table III, demonstrating that in either architecture, AST decreases the performance and incorporating API documentations increases the scores. However, the change in the score in both cases is very small. Using the Full model also only has a slight change in all scores. Note that the results of API2ComS is a bit lower than TL-CodeSum. We relate this to the way TL-CodeSum is trained as explained in section III-F. Although we could use similar knowledge transfer for API2ComS, we kept the model similar to API2Com for fair comparison. Similar to the results of RQ1, the Transformer-based API2Com has higher scores than its RNN-based model, API2ComS. As AST reduces performance in our model, for the rest of the paper we conduct experiments on API2ComBase and API2ComAPI.

RQ3: What is the effect of number of APIs on the performance of API2Com? In this research question, we investigate the performance of API2ComAPI in different subsets of our dataset: when the methods have one API, two APIs, three APIs, and four or more APIs. Every method might include multiple APIs to perform its functionality. In API2Com, we concatenate the API Docs of the APIs used in a method and use it as a single input to the model. We suspect that this concatenation might be a potential reason for not having a significant improvement in API2ComAPI; as this process results in having multiple lines of documentation next to each other and might add noise to the comment. To verify this hypothesis, we conduct an experiment by splitting the dataset with regards to the frequency of APIs used in the methods. Table V shows the average length of comments and API Docs in each split. We train and test the API2ComBase and API2ComAPI models on the newly separated datasets. The results are presented in Table IV. The last column of the table shows the average of the improvement scores for all metrics. The results confirm that adding API Docs is effective, although being small. However, as the number of APIs increases, this effect becomes less. Adding one API can improve the performance by 3.72% on average, which decreases to 2.42% for two APIs and 1.09% for three APIs. This effect can be related to the length of API Docs added to the input which are shown in Table V. When one API is used, the documentation has approximately the same length as the code comment, which approximately increases to two and three times of the comment length for 2 APIs and 3 APIs, respectively. When more than 3 APIs are used, the
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Base of API2Com [18], we compare the "Reference" text, and the comments methods that contain three APIs. Following previous studies frequency used in RQ3. For example, there are 25 records with such that there are equal number of records for each API analysis. In this experiment, we sampled 100 records randomly, B. Human Evaluation 

case (−a negative impact on the performance of the model in this of length of the code comment. This increased length has documentation length added to the input is more than 5 times the number of APIs) are 2.99 and 3.16, respectively. This result confirms that similar to the automatic scores, the API2ComAPI improves the generated comments, but the improvement is small. The average scores when the samples are separated based on the number of APIs are similar to the results explained in RQ3. When one API is used, the difference between the two models are larger and API2ComAPI rises the score from 3.08 to 3.39, and adding more APIs reduces the improvement. In contradiction to the automatic metrics, when more than 3 APIs are used, the average score by human evaluation for API2ComAPI is 3.17, higher than the 2.73 score for API2ComBase. The reason might rely in the fact that for human evaluation, the comments are generated by the model which is not separated based on API frequencies, but in RQ3, the models are trained separately for each dataset containing different number of APIs. We did not separate the models here, as we are interested in evaluating the API2ComAPI in general.

| API Frequency | Model          | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGEL | Avg. % |
|---------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| 1 API         | API2ComBase    | 20     | 9.71   | 4.67   | 2.43   | 8.1    | 20     |
|               | API2ComAPI     | 20.67  | 10.16  | 4.95   | 2.48   | 8.27   | 20.84  |
|               | Improvement (%)| 3.35%  | 4.63%  | 6%     | 2.06%  | 2.1%   | 4.2%   | 3.72%  |
| 2 APIs        | API2ComBase    | 19.24  | 9.36   | 4.35   | 2.05   | 7.6    | 20.58  |
|               | API2ComAPI     | 19.55  | 9.52   | 4.53   | 2.11   | 7.82   | 20.83  |
|               | Improvement (%)| 1.61%  | 1.71%  | 4.14%  | 2.93%  | 2.89%  | 1.21%  | 2.42%  |
| 3 APIs        | API2ComBase    | 18.22  | 8.86   | 4.16   | 2.12   | 6.76   | 18.89  |
|               | API2ComAPI     | 18.25  | 8.95   | 4.27   | 2.19   | 6.75   | 18.81  |
|               | Improvement (%)| 0.16%  | 1.02%  | 2.64%  | 3.3%   | -0.15% | -0.42% | 1.09%  |
| More APIs     | API2ComBase    | 19.79  | 9.71   | 4.86   | 2.54   | 7.91   | 20.16  |
|               | API2ComAPI     | 19.52  | 9.66   | 4.79   | 2.49   | 7.9    | 20.12  |
|               | Improvement (%)| -1.36% | -0.51% | -1.44% | -1.97% | -0.13% | -0.2%  | -0.94% |

### TABLE V

**TABLE V**

**COMMENT AND API DOCUMENTATION LENGTH**

| Dataset     | Comment Length | API Docs length |
|-------------|----------------|-----------------|
| Entire dataset | 12.8          | 27.2            |
| 1 API       | 12.8          | 10.8            |
| 2 APIs      | 12.9          | 21.8            |
| 3 APIs      | 13.0          | 32.3            |
| More APIs   | 13.0          | 69.4            |

B. Human Evaluation

We evaluate the results by conducting a qualitative analysis. In this experiment, we sampled 100 records randomly, such that there are equal number of records for each API frequency used in RQ3. For example, there are 25 records with methods that contain three APIs. Following previous studies [18], we compare the "Reference" text, and the comments of API2ComBase and API2ComAPI. For this purpose, we use 300 HITS using Amazon Turk[^6]. Each sample is evaluated by 3 random subjects and finally the average score over each group with the same number of APIs is calculated. In total, 43 evaluators have participated in this survey. The evaluators are asked to give a similarity score between 1 to 5 to each of the generated comments compared to the Reference text. Here, 1 shows the lowest similarity and 5 represents the highest similarity.

The average score obtained by API2ComBase and API2ComAPI over all samples (not separated based on

[^6]: https://www.mturk.com/
API categories: We conduct another experiment to investigate whether the category of the APIs can impact the obtained results, following the approach used in [37]. For this purpose, we randomly selected 368 methods, a representative sample size of the test set with confidence level of 95% and confidence interval of five. First, we selected 100 random samples (not common with the representative samples). Two of the authors with three years of experience in Java development independently read the 100 methods and identified the categories; where the categories are from Hu et al. and the authors assessed existence of new categories as well [37]. For example, they identify whether the given code is about File Operation or Object Creation. The authors then discuss their categories together to come up to a consensus. Then, one of them used this predefined category and assigned the 368 methods to each group. A third person who is a software developer with 5 years of experience double checked this grouping. The final set of categories and the number of methods in each one is presented in Table VI. For each category, we calculate the BLEU scores for API2ComBase and API2ComAPI reported in the table. The scores for the Setting Update and Algorithm Implementation increase, while the scores of the Object Creation/Retrieve, String Process, and File Operation decrease when API Docs are added. This change can be related to the documentations in each category, being helpful in some categories and less informative in others.

We also explored the samples manually to find a specific pattern, with the purpose of identifying whether the APIs in a specific category can help improve the results. However, we find contradicted examples in all categories, when adding more APIs helps in generating better comments or vice versa. We relate this discrepancy to two reasons. First, the automatic scores are not 100% reliable, as they are based on the occurrence of words, and do not consider the semantic similarities of the texts [38]. Second, the importance of the API Docs in generating better comments depends on the intended functionality of the method. An API documentation might be helpful in one case and does not add much information for another method. It is worth mentioning that more analysis is required to investigate the effect of the categories and the

---

https://www.surveysystem.com/sscalc.htm
number of APIs together. Finding enough samples in each category and with different number of APIs is ambitious, as identifying the categories is non-trivial and requires accurate techniques if done automatically.

| Categories                  | Count | API2ComBase | API2ComAPI |
|-----------------------------|-------|-------------|------------|
| Entire samples              | 368   | 23.45       | 23.26      |
| Setting Update              | 79    | 27.05       | 27.81      |
| Object Creation/Retrieve    | 87    | 23.57       | 21.59      |
| Algorithm Implementation    | 131   | 19.24       | 20.37      |
| String Process              | 30    | 27.32       | 25.12      |
| File Operation              | 41    | 26.99       | 26.03      |

**Low frequency words:** One of our observations is that adding APIs can increase the number of low frequency words used in the generated comments. Table VII demonstrates the number of words that occur less than 500 times in the corpus and their frequencies in the reference comments in our dataset. The table also shows the number of words from each frequency group that appear in the generated comments by API2ComBase and API2ComAPI. To determine these numbers, we extract all the tokens that are generated by our model which exist in the reference comments. We then count the number of occurrences of every extracted token in the train set, and report their frequencies. We also count the number of tokens generated by our model in each of the frequency categories. Although in general the number of low frequency words captured by the pure Transformer architecture is low, adding API Docs can increase the percentage of appearance of these tokens in the comments by 2% on average, compared to API2ComBase. Note that API2Com is not designed with the purpose of solving low frequency words’ problem. However, it helps boosting the base model by 5% for words with frequency less than 50 and generates 3% of these words in the comments. For the words with frequencies above 50, their appearance in the comments of API2ComAPI is above 11%. This number increases gradually and is 19% as the word occurrence increments to 400-500 times.

**Adverse effect:** During our observations, we have seen examples that adding more APIs helps the model generate better results. For example, "remove all occurrences of the character c at the end of s’" is a Reference comment for one of the methods in our dataset. This method removes a character from end of a string and uses four APIs indexOf, length, charAt, and substring. API2ComBase generates removes the end of the string and API2ComAPI produces remove all occurrences of the given string. Obviously, adding more APIs has helped the model to capture the word occurrences which conveys the functionality of the method better. In this example, this is mainly due to the API Doc of indexOf described as "Returns the index within this string of the first occurrence of the specified substring."

As the higher number of APIs decreases the model’s performance, designing a strategy to only retrieve the informative APIs might be a more effective approach. For example, toString with API documentation ‘returns a string representation of the object’ is a common API used frequently in Java methods. However, it rarely may provide valuable information to explain the functionality of the given method. On the other hand, consider the getResourceBundle API in bottom right method of Fig. 3. The documentation of this API can add more context to the generated comments. Thus, finding a technique to only extract the informative APIs might help capture the knowledge from API documentation and prevent adding noise.

**VI. Threat to Validity**

**Internal validity:** Our model does not check the differences between the APIs and considers the API Docs for all APIs used in a method. This may result in having repetitive texts concatenated to each other when feeding the API encoder, which might have resulted in lowering the scores when more than three APIs are used. However, we have noticed examples with such repetitions for which API2ComAPI improved the scores by 33% and generated comments similar to the Reference text. An example is when the Reference comment is "converts a rectangle into a polygon” and API2ComAPI has generated converts the given polygon into a polygon. This is notable that the word polygon is a key concept in this Reference comment, which is not captured by other models. For example, Rencos creates converts a single one location in the directly none as the comment for this example.

Another consideration is that we do not use techniques such as beam search used in previous works 27, which helps in investigating different paths and produce better comments. This is due to being computationally costly, especially with Transformers. This can lead to some repetitive words occurring in the output of API2ComAPI in some cases. This might be a pitfall for low scores, but during our manual analysis, we did not find many occurrences of such repetitions. Another threat can be developing neural networks for our model and reproducing the results of baselines. We have double checked our code for correctness. For running the baselines, we used the public repositories of the models and used the best parameters suggested by authors to alleviate the threats.

**External validity:** We use a large high quality dataset to increase the validity of the results for Java. However, the results might not be generalizable to other programming languages, as Java may not be a comprehensive representation of other programming languages. Though, API2Com can be applied to other languages as it is not language-specific.

**Construct Validity:** In all of our evaluations, we calculated the metrics used in comment generation works. To alleviate the potential issues proposed by one metric, we report the results for BLEU, METEOR, and ROUGE-L. In addition, we
evaluated the results by human judgement, which ensures the comparison between texts generated by the base model and the model enhanced by API Docs.

VII. RELATED WORKS

Code comment generation has a long history using templates based approaches [4, 39] and techniques based on information retrieval [8, 40]. Since 2016, many researchers use neural network frameworks for comment generation. Neural network models can outperform the traditional approaches with the existence of large scale datasets. Iyer et al. [10] first applied the encoder-decoder seq-seq model where the encoder only contains token embedding and the decoder consists of an LSTM layer. Hu et al. [37] proposed DeepCom which passes the source code to the encoder in a different way. They converted the source code to AST to capture the structural information of the source code. They further introduced a structure-based tree traversal for flattening the generated AST to sequential text and use it as input to the LSTM encoder. LeClair et al. [16] improved the performance of the code generation task by capturing both the semantic and structural information of the source code. They used source code as well as flattened AST as input to two GRU encoders, and then results are used in the decoder to generate text. Alon et al. [22] introduced a novel flattening technique to traverse AST and convert it to text sequence. They considered various traversal paths and used them as distinct inputs to the LSTM encoder-decoder model. Wei et al. [41] consider the relation between code generation and comment generation to improve both tasks. They design a dual training model to incorporate duality on attention weights. Feng et al. [33] propose using a natural language - programming language bimodal pre-trained model [42, 43] for different programming languages. It is initially trained with general-purpose datasets and then is fine-tuned with downstream tasks, including code comment generation.

Some studies integrate structural information (AST) into tree-based encoders such as Graph neural network [44], Tree-LSTM [45] and Tree-transformer [46]. Allamanis et al. [47] propose a convolutional network to capture long-range attention knowledge and local time-invariant. In our work, we used flattened AST as the input to one of the encoders. However, our results show that AST downgrades the performance of Transformer slightly. The recent studies incorporate external knowledge to the neural model. Wei [17] and Zhang et al. [18] incorporate information retrieval comment generation methods into neural machine translation models to improve the quality of the output comments. Given a source code snippet, they retrieve the most similar method where the corresponding comment is already available. Then, they exploit this comment as an additional input to the model to enhance the comment generation. Wang et al. [19] incorporate the external information to the model including enclosing class name and Unified Modeling Language. Haque et al. [20] integrate enclosing file context as the external knowledge into an attention mechanism to leverage words and tokens within the file to generate comments. They take the signature of other subroutines within the file into account and attempt to capture the relation between these subroutines and target subroutine summaries. The most similar work to our work is the approach of Hu et al. [21]. The authors use the name of the APIs to generate comments. Our work is different with existing works as it uses the API Docs for comment generation, which have not been explored previously. Also, our work is one of the few studies that leverages the Transformer model for comment generation, adding an external knowledge source to this model.

There are many studies on comment generation and neural code representation, and in this section we provided a brief overview of the most relevant ones. For a survey on related work, please refer to the living literature review by Allamanis et al. [48].

VIII. CONCLUSION AND FUTURE WORKS

We presented the results of our model for code comment generation using API documentation as the external knowledge resource. The API Docs were extracted and concatenated to form as another input for each input code snippet. We performed experiments using both Transformer and RNN-based architectures. Interestingly, the results are not improved significantly. The results of more analysis shows that when number of API Docs increases, its benefit for the comment generation task decreases. We relate this to adding a long text (and therefore noise) to the input comment, which counteracts its benefits. Although the results are not promising in general, API Docs can be useful when the number of APIs is less than 3 in a method. These results can open avenues of research for new techniques to incorporate the API Docs for comment generation, such as adding weights to the API categories or identifying the informative APIs in a method.
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TABLE VII

|                        | < 50 | 50-100 | 100-150 | 150-200 | 200-300 | 300-400 | 400-500 |
|------------------------|------|--------|---------|---------|---------|---------|---------|
| Reference              | 6042 | 3060   | 2494    | 2289    | 3664    | 3059    | 2133    |
| API2ComBase            | 175  | 352    | 326     | 376     | 584     | 575     | 395     |
| API2ComAPI             | 184  | 366    | 332     | 384     | 576     | 573     | 406     |
