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Abstract: Clustering is a mathematical approach that allows one to find a group of data with similar attributes. This approach is also often used in the field of computer science to group large amounts of data. Triclustering analysis is an analysis technique that groups data on several attributes and contexts simultaneously. Triclustering analysis has been frequently applied to analyze microarray gene expression data. We proposed the $\delta$-Trimax method to perform triclustering analysis on microarray gene expression data. The $\delta$-Trimax method aims to find a tricluster that has a mean square residual smaller than $\delta$ and a maximum volume. Tricluster is obtained by deleting nodes from 3D data using multiple node deletion and single node deletion algorithms. The tricluster candidates that have been obtained are checked again by adding some previously deleted nodes using the node addition algorithm. In this research, the program improvement of the $\delta$-Trimax method was carried out and also the calculation of the resulting tricluster evaluation result. The $\delta$-Trimax method is implemented in two microarray gene expression data. The first implementation was carried out on gene expression data from the differentiation process of human-induced pluripotent stem cells (HiPSCs) from patients with heart disease, resulting in the best simulation when $\delta = 0.0068$, $\lambda = 1.2$, and obtained five triclusters, which are considered as characteristics of heart disease. The second implementation was implemented on HIV-1 data, best simulation when $\delta = 0.0046$, $\lambda = 1.25$ and produced three genes as biomarkers, with the gene names AGFG1, EGR1 and HLA-C. This gene group can be used by medical experts in providing further treatment.
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1. Introduction

The enormous development of data in almost every area of life has generated a great demand for an analytical technique that can turn data into useful knowledge. Efforts to gain knowledge from these data are often referred as data mining [1,2]. As an important research content in data mining and artificial intelligence, clustering is an unsupervised pattern recognition method without prior information guidance (the dataset does not have a column to explain which observation belongs to a particular class or group). It aims to find potential similarities and grouping so that the distance between two points in the same cluster is as small as possible and the distance between data points in different clusters is the opposite [3].

One of the data analysis techniques that are often used to perform data mining is clustering analysis [4–6]. The form of data used in clustering is a two-dimensional (2D) data matrix consisting of rows and columns, row dimensions are usually observations and columns are data attributes. Clustering analysis aims to divide a set of observation data into several groups or clusters. Observations of data that are in the same cluster will have similarities and are not similar to observations that are in different clusters [7].

Clustering analysis can only group objects from one data dimension (observations or attributes) separately, so that a data sub-matrix is obtained in the form of a subset.
of observations by containing all attributes [8,9]. However, for some research problems, there is an urge to find a data sub-matrix in the form of a subset of observations and does not have to contain all attributes. So it must be done by clustering the observations and attributes simultaneously. The data analysis technique that can do this is biclustering analysis. Biclustering analysis can group the two dimensions of data simultaneously, so that further knowledge can be obtained about the problems of the data used [10,11].

Facing increasingly complex data problems, where the data used is not only in two-dimensional form but can be three-dimensional (3D) data, data analysis techniques are developed that can cluster 3 data dimensions simultaneously. This analysis is known as triclustering analysis. For example, 3D data consists of observation dimensions, attributes and context, then by using triclustering analysis, a tricluster can be obtained, which is a sub-space of 3D data. The resulting tricluster is a subset of observations, a subset of conditions and a subset of attributes from 3D data [8,9].

Triclustering analysis is often performed to analyze microarray gene expression data. Microarray is a technology that can be used to measure the level of thousands genes expression under several conditions simultaneously. Microarray technology can also observe gene expression at a certain time, resulting in 3D data on gene expression [12]. 3D data on microarray gene expression usually consists of gene dimensions, conditions, and time points of observation. The purpose of conducting triclustering analysis on microarray gene expression data is to find groups of genes that have similar expressions in a subset of conditions as well as a subset of observation time points [12].

The triclustering method for analyzing 3D gene expression data was first proposed by [13] under the name Tricluster. After [13] proposed the triclustering analysis method, many researchers proposed various new methods for analyzing 3D data. In 2007, Ref. [14] proposed the Extended Dimension Iterative Signature Algorithm (EDISA) method that can be used when the data are unbalanced, where the number of points of observation time is not the same in each experimental condition. [15] proposed an OPTricluster algorithm that can maintain the time sequence in gene expression data. OPTricluster is effectively used to analyze short time series data (3–5 time points) and has 2–5 experimental conditions [15].

One of the triclustering methods used to analyze microarray gene expression data is the $\delta$-Trimax method. The $\delta$-Trimax method can produce a sub-space or tricluster that has a mean square residual smaller than $\delta$ [12]. The $\delta$-Trimax method can be used for gene expression data that has many conditions and time points (long time series) in an experiment. In this paper, the $\delta$-Trimax program is created using the Python programming language, which is an improvement in calculating multiple node deletion and node addition. This program also adds a calculated evaluation of each tricluster found. This is a novelty of the program that was previously made by [16]. Program can be accessed on https://github.com/novalsaputra/Delta-Trimax (accessed on 18 January 2021).

The implementation of the $\delta$-Trimax method was carried out on microarray gene expression data from the differentiation process of human induced pluripotent stem cell (HiPSC) in patients with heart disease and HIV-1. This data were obtained from the web page “www.ncbi.nlm.nih.gov”. The expected result of this study is the discovery of gene groups that have similar expressions in the condition subset and the observation time point subset. The acquired gene group can be used as a guide by medical and biologists to carry out further action on patients.

This paper mainly discusses the triclustering method used in gene expression data in a microarray format. We see a match between our topics with the mathematics and computer science scope in the journal Symmetry, especially in transformation (matrix transformation), pattern recognition (unsupervised learning), diversity, and similarity. Therefore, we choose symmetry journal as the venue of our research work. We also cited one research within the symmetry journal to deepen our knowledge of the most recent research on the published clustering research (although it does not necessarily using the same dataset and the same data dimension compared to this paper).
2. Theoretical Basis
2.1. Perfect Shifting Clustering

Perfect shifting triclustering represents the estimated value for each subspace element that is a tricluster. Suppose that the subspace $M(I, J, K)$ with $I \subseteq X$, $J \subseteq Y$ and $K \subseteq Z$, then $M(I, J, K)$ is said to be perfect shifting triclustering when each element in $M(I, J, K)$ that can be represented as given in Equation (1):

$$m_{ijk} = \Gamma + \alpha_i + \beta_j + \eta_k$$

where $\Gamma$ is a constant value for tricluster, $\alpha_i$ is the effect of the $i$th observation $\forall i \in I$, $\beta_j$ is the effect of the $j$th attribute $\forall j \in J$ and, $\eta_k$ is the effect of the $k$th context $\forall k \in K$. To obtain Equation (1), first, the average element value for each node is calculated, and the average value of the overall elements in the matrix $M(I, J, K)$. Node is a term for the dimensional member in 3D datasets. Suppose $|I|, |J|, |K|$ is the number of objects in the set $I, J$ and $K$. Here is an equation for calculating the average at each node.

$$m_{iJK} = \frac{1}{|J||K|} \sum_{j \in J, k \in K} m_{ijk}$$

$$m_{IJK} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{ijk}$$

$$m_{IJk} = \frac{1}{|I||J|} \sum_{i \in I, j \in J} m_{ijk}$$

where $\Gamma = m_{IJK} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{ijk}$

Equation (2) calculates the average value for the $i$th observation, Equation (3) calculates the average value of the $j$th attribute, and Equation (4) calculates the average value for the $k$th context or time. The average of the total elements in the tricluster is presented in Equation (4).

The effect of each node in the tricluster is obtained by calculating the difference between the mean of each node and its total mean.

$$a_i = m_{iJK} - m_{IJK}$$

$$\beta_j = m_{IJK} - m_{IJK}$$

$$\eta_k = m_{IJk} - m_{IJK}$$

$$\hat{m}_{ijk} = m_{iJK} + m_{IJK} + m_{IJk} - 2m_{IJK}$$

The effects for the $i$th observation are given in Equation (6), the effects for the $j$th attribute and $k$ context are given in Equations (7) and (8). By substituting Equations (6)–(8) to Equation (1), the perfect shifting triclustering $m_{ijk}$ for each element $m_{ijk}$ can be presented as shown in Equation (9).

2.2. Mean Squared Residual

The residual value is obtained by comparing the original value of the data element with its estimated value. The estimated value for each element in the tricluster is obtained through the perfect shifting triclustering value of the data element. By using Equation (9), the residual value for each tricluster data element is obtained using Equation (10):
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$r_{ijk} = m_{ijk} - \hat{m}_{ijk}$

$= m_{ijk} - (m_{iJK} + m_{ijK} + m_{Ijk} - 2m_{IJK})$

$= m_{ijk} - m_{iJK} - m_{ijK} - m_{Ijk} + 2m_{IJK}$ \hfill (10)

Mean square residual ($S$) can be obtained using Equation (11):

$S = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} r_{ijk}^2$

$= \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} (m_{ijk} - m_{iJK} - m_{ijK} - m_{Ijk} + 2m_{IJK})^2$ \hfill (11)

When mean square residual obtained on the tricluster approaches 0, this indicates that the tricluster has high homogeneity [8].

2.3. Triclustering Quality Index (TQI)

Triclustering Quality Index (TQI) is the score used to evaluate the tricluster generated in the triclustering analysis. TQI is defined in Equation (12):

$TQI_i = \frac{\text{MeanSquareResidual}_i}{\text{Volume}_i} = \frac{S_i}{|I_i||J_i||K_i|}$ \hfill (12)

where $\text{MeanSquareResidual}_i$ is the mean square residual in the $i$th tricluster, $|I_i|$ is the number of observations in the $i$th tricluster, $|J_i|$ is the number of attributes in the $i$th tricluster, $|K_i|$ is the number of contexts in the $i$th tricluster. The research conducted by [17] states that the tricluster, which has a small TQI value, presents a tricluster with good quality. This means that the tricluster will have good quality when the data in the tricluster has a high homogeneity (when the mean square residual is small) and also has many data elements (large volume).

3. Methodology

The method used to perform triclustering in this study is the $\delta$-Trimax method. 3D data in this method is focused on the problem of microarray gene expression, where the data consists of the dimensions of genes (observation), conditions (attributes), and time (context). The $\delta$-Trimax method is a greedy approach that uses an iteration search scheme, where objects are gradually added and removed from the candidate subspace tricluster to meet certain criteria. This method aims to find a tricluster that has a mean square residual ($S$) smaller than $\delta$. $\delta$ is the threshold determined based on the perspective of the researcher. The $\delta$-Trimax method is composed of several algorithms, namely the multiple node deletion algorithm, the single node deletion algorithm and the node addition algorithm. As the name implies, these algorithms perform iteration deletions and additions of nodes, resulting in a tricluster that has a mean square residual smaller than $\delta$. Then the tricluster that has been found is masked so that other triclusters can be found in the 3D data. The workflow of the $\delta$-Trimax method in this study is shown in Figure 1.
3.1. Multiple Node Deletion Algorithm

The multiple node deletion algorithm performs the deletion of nodes which are thought to increase the mean square residual $S$. The number of nodes that are removed in each iteration is large or equal to one. This algorithm determines a value of $\lambda > 0$ which is used as the threshold to control the number of deletions performed. The value of $\lambda$ can be adjusted experimentally to optimize the speed of the algorithm. When the number of genes, conditions or times in the data is less than 50, then this algorithm is not executed on the data [12]. This is to avoid the algorithm deleting all nodes in small 3D data. The purpose of this algorithm is that the data sub-space found does not have an $S$ value that is too far from the predetermined $\delta$, to save the computation process for the next step.

Here are the steps of the multiple node deletion algorithm on the matrix $M(I, J, K)$:

1. When $S \geq \delta$ then proceed to step 2, otherwise the process is not continued and gives $M(I, J, K)$ as the final result of this algorithm.
2. Delete the $i$th gene if it satisfies the following inequality:
   \[
   \frac{1}{|I||J||K|} \sum_{i,j,k \in K} (m_{ijk} - m_{IJK} - m_{IJK} + 2m_{IJK})^2 > \lambda S.
   \]
3. Recalculate:
   $m_{ijk}, \forall i \in I; m_{IJK}, \forall j \in J; m_{IJK}, \forall k \in K; m_{IJK}$ and $S$.
4. Delete the $j$th condition if it satisfies the following inequality:
   \[
   \frac{1}{|I||J||K|} \sum_{i,j,k \in K} (m_{ijk} - m_{IJK} - m_{IJK} + 2m_{IJK})^2 > \lambda S.
   \]
5. Recalculate:
   $m_{ijk}, \forall i \in I; m_{IJK}, \forall j \in J; m_{IJK}, \forall k \in K; m_{IJK}$ and $S$.
6. Repeat step 2 to step 7. If there are no genes, conditions and times are deleted then the iteration stops.

Figure 1. Flowchart of the $\delta$-Trimax algorithm.
1. Add genes $i \not\in I$ that satisfy
\[
\frac{1}{|I||J||K|} \sum_{i,j,k} (m_{ijk} - m_{iJK} - m_{iJk} + 2m_{iJK})^2 \leq S
\]
2. Recalculate $m_{iJk} \forall j, m_{iJK} \forall k$ and $S$.
3. Add conditions $j \not\in J$ that satisfy
\[
\frac{1}{|I||K|} \sum_{i,j,k} (m_{ijk} - m_{iJK} - m_{iJk} + 2m_{iJK})^2 \leq S
\]
4. Recalculate $m_{iJK} \forall j, m_{iJk} \forall k$ and $S$.
5. Add times $k \not\in K$ that satisfy
\[
\frac{1}{|I||J|} \sum_{i,j} (m_{ijk} - m_{iJK} - m_{iJk} + 2m_{iJK})^2 \leq S
\]
6. Recalculate $m_{iJK} \forall j, m_{iJK} \forall k$ and $S$.
7. Repeat step 1 to step 6. If there are no more nodes added to the gene, condition and time then the iteration stops.

The final result of node addition algorithm is a subspace $M(I', J', K')$, where $I' \subseteq I, J' \subseteq J$ and $K' \subseteq K$. The data sub-space generated by this algorithm is a tricluster with $S \leq \delta$ and has a maximum volume. The complexity of this algorithm is $O(mnp)$ as each iterates $(m+n+p)$ times [12].
3.4. Algorithm Simulation

This chapter aims to simulate triclustering discovery using the proposed $\delta$-trimax algorithm using a small sample of data, as given in Table 1. The steps in this simulation are based on Figure 1. The dataset in Table 1 consists of 5 genes, three conditions, and 4-time steps. Before employing $\delta$-trimax algorithm, a threshold value for both $\delta$ and $\lambda$ are required. In this simulation, we initialize $\delta = 2.7$ and $\lambda = 1.2$, when using real data, $\lambda$ and $\delta$ can be obtained in discussion 4.2. According to Table 1, we know that the total number of genes, condition, and time steps are less than 50, so we don’t need to perform multiple node deletion and apply single node deletion directly. This steps initialized by calculating $m_{ijk} \forall i \in I$, $m_{ijk} \forall j \in J$, $m_{ijk} \forall k \in K$, $m_{ijk}$ and $S$ using Equations (2)–(4) and (11) respectively.

Table 1. Gene expression dataset example.

| Datum | $t_1$ | $t_2$ | $t_3$ | $t_4$ | Total |
|-------|-------|-------|-------|-------|-------|
|       | c1    | c2    | c3    | c1    | c2    | c3    | c1    | c2    | c3    | c1    | c2    | c3    | c1    | c2    | c3    | c1    | c2    | c3    | c1    | c2    | c3    | Total |
| $g_1$ | 13    | 7     | 25    | 22    | 16    | 2     | 14    | 9     | 11    | 13    | 25    | 8     | 165   |
| $g_2$ | 4     | 5     | 21    | 1     | 16    | 1     | 15    | 13    | 17    | 14    | 18    | 9     | 82    |
| $g_3$ | 1     | 4     | 2     | 1     | 11    | 4     | 2     | 15    | 13    | 72    |
| $g_4$ | 5     | 3     | 17    | 4     | 20    | 3     | 21    | 8     | 14    | 109   |
| $g_5$ | 20    | 14    | 10    | 21    | 11    | 1     | 20    | 8     | 16    | 12    | 147   |
| Total | 43    | 33    | 75    | 49    | 58    | 39    | 60    | 70    | 55    | 575   |

3.4.1. Precomputing

Assume that $I$ is the set of genes, $J$ is the set of conditions, and $K$ is the set of time steps. According to Table 1, $I = 1, 2, 3, 4, 5$, $J = 1, 2, 3$ and $K = 1, 2, 3, 4$. The calculations of $m_{ijk} \forall i \in I$ are given as follows:

$$m_{1jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{ijk} = \frac{1}{(3)(4)} \times 165 = 13.75$$

$$m_{2jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{2jk} = \frac{1}{(3)(4)} \times 82 = 6.83$$

$$m_{3jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{3jk} = \frac{1}{(3)(4)} \times 72 = 6$$

$$m_{4jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{4jk} = \frac{1}{(3)(4)} \times 109 = 9.08$$

$$m_{5jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{5jk} = \frac{1}{(3)(4)} \times 147 = 12.25$$

The calculations of $m_{ijk} \forall j \in J$ are given as follows:

$$m_{1jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{1jk} = \frac{1}{(5)(4)} \times (43 + 49 + 22 + 50) = 8.2$$

$$m_{2jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{2jk} = \frac{1}{(5)(4)} \times (33 + 29 + 39 + 70) = 8.55$$

$$m_{3jk} = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} m_{3jk} = \frac{1}{(5)(4)} \times (75 + 50 + 60 + 55) = 8.2$$
The calculations of $m_{IJK}$ for $k \in K$ are given as follows:

\[ m_{I1} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{ij} = \frac{1}{(5)(3)} \times (43 + 33 + 75) = 10.07 \]

\[ m_{I2} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{ij} = \frac{1}{(5)(3)} \times (49 + 29 + 50) = 8.53 \]

\[ m_{I3} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{ij} = \frac{1}{(5)(3)} \times (22 + 39 + 60) = 8.07 \]

\[ m_{I4} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{ij} = \frac{1}{(5)(3)} \times (50 + 70 + 15) = 11.67 \]

The calculation of $m_{IJK}$ is given as follows:

\[ m_{IJK} = \frac{1}{|I||J||K|} \sum_{j \in J, k \in K} m_{ijk} = \frac{1}{(5)(3)(4)} \times 575 = 9.58 \]

By using the values that have been obtained above, we can get residual value for each element within the dataset using Equation (10). For example, for element $m_{111}$ (gene1, condition1, and time_step1):

\[ r_{111} = m_{111} - m_{IJK} - m_{I1} - m_{I2} + 2m_{I3} \times \frac{(0.14)^2 + (6.21)^2 + (8.34)^2 + ... + (4.76)^2)}{5 \times 3 \times 4} = 0.14 \]

By counting residual value for each element on each datum, we have got the residual value calculation result, as given in Table 2.

| Datum | $t_1$ | $t_2$ | $t_3$ | $t_4$ |
|-------|------|------|------|------|
|       | c1   | c2   | c3   | c1   | c2   | c3   | c1   | c2   | c3   |
| $g_1$ | 0.14 | -6.21| 8.34 | 1068 | 4.33 | -13.12| 3.14 | -2.21| -3.66| -1.46| 10.19| -10.3|
| $g_2$ | -1.94| -1.29| 1126 | -3.4 | -3.8 | -2.2  | -2.94| 0.71 | -3.74| 4.46 | 1.11 | 1.66 |
| $g_3$ | -4.11| -1.46| -6.91| -2.57| -1.9 | 3.63  | 0.89 | -1.46| 9.09 | -5.71| 7.94 | 2.49 |
| $g_4$ | -3.19| -5.54| 5.01 | -2.65| -4   | 9.55  | -4.19| -3.54| 11.01| -1.79| 3.86 | -4.59|
| $g_5$ | 8.64 | 2.29 | -5.16| 11.18| -3.2 | -2.62 | -8.36| 10.29| -5.16| 3.04 | -6.31| -4.76|

According to Table 2 we calculate $S$ as follows:

\[ S = \frac{1}{|I||J||K|} \sum_{i \in I, j \in J, k \in K} r_{ijk}^2 \]

\[ = \frac{1}{5 \times 3 \times 4} \left[ (0.14)^2 + (6.21)^2 + (8.34)^2 + ... + (4.76)^2 \right] \]

\[ = 33.88 \]

3.4.2. Single Node Deletion

We will calculate single node deletion through four following iterations:

1. Iteration 1

The single node deletion algorithm computes residual score on each gene, condition and time step using residual data in Table 2.
• Residual score at gene $i$, $\forall i \in I$.

\[
\mu(1) = \frac{1}{|J||K|} \sum_{j \in J, k \in K} r_{1jk}^2 \\
= \frac{1}{12} \left[ (0.14)^2 + (-6.21)^2 + (8.34)^2 + (10.68)^2 + ... + (-10.3)^2 \right] \\
= 54.37
\]

\[
\mu(2) = \frac{1}{|J||K|} \sum_{j \in J, k \in K} r_{2jk}^2 \\
= \frac{1}{12} \left[ (-1.94)^2 + (-1.29)^2 + (11.26)^2 + (-3.4)^2 + ... + (-1.66)^2 \right] \\
= 17.48
\]

\[
\mu(3) = \frac{1}{|J||K|} \sum_{j \in J, k \in K} r_{3jk}^2 \\
= \frac{1}{(3)(4)} \left[ (-4.11)^2 + (-1.46)^2 + (-6.91)^2 + (-2.57)^2 + ... + (-2.49)^2 \right] \\
= 23.14
\]

\[
\mu(4) = \frac{1}{|J||K|} \sum_{j \in J, k \in K} r_{4jk}^2 \\
= \frac{1}{(3)(4)} \left[ (-3.19)^2 + (-5.54)^2 + (5.01)^2 + (-2.65)^2 + ... + (-4.59)^2 \right] \\
= 30.89
\]

\[
\mu(5) = \frac{1}{|J||K|} \sum_{j \in J, k \in K} r_{5jk}^2 \\
= \frac{1}{(3)(4)} \left[ (8.64)^2 + (2.29)^2 + (-5.16)^2 + (11.18)^2 + ... + (-4.76)^2 \right] \\
= 43.54
\]

Based on the calculation above, we’ve got $g_1$ as the highest gene residual score which yield 53.47.

• Residual score calculation where condition $j$, $\forall j \in J$:

\[
\mu(1) = \frac{1}{|I||K|} \sum_{i \in I, k \in K} r_{1ij}^2 \\
= \frac{1}{(5)(4)} \left[ (0.14)^2 + (10.68)^2 + (3.14)^2 + (-1.94)^2 + ... + (3.04)^2 \right] \\
= 21.17
\]

\[
\mu(2) = \frac{1}{|I||K|} \sum_{i \in I, k \in K} r_{2ij}^2 \\
= \frac{1}{(5)(4)} \left[ (-6.21)^2 + (4.33)^2 + (-2.21)^2 + (10.19)^2 + (-1.29)^2 + ... + (-6.31)^2 \right] \\
= 24.49
\]

\[
\mu(3) = \frac{1}{|I||K|} \sum_{i \in I, k \in K} r_{3ij}^2 \\
= \frac{1}{(5)(4)} \left[ (8.34)^2 + (-13.12)^2 + (-3.66)^2 + (-10.3)^2 + (-11.26)^2 + ... + (-4.76)^2 \right] \\
= 49.99
\]
Based on the calculation above, the residual score obtained at condition\(_j = 3\) in the amount of 49.99.

- Residual score calculation for time\(_{step} \_k, \forall k \in K\):

\[
\mu(1) = \frac{1}{|I||J|} \sum_{i \in I, j \in K} r_{ij}^2
= \frac{1}{5(3)} \left[ (0.14)^2 + (-6.21)^2 + (8.34)^2 + (-1.94)^2 + ... + (-5.16)^2 \right]
= 31.97
\]

\[
\mu(2) = \frac{1}{|I||J|} \sum_{i \in I, j \in K} r_{ij}^2
= \frac{1}{5(3)} \left[ (10.68)^2 + (4.33)^2 + (-13.12)^2 + (-3.4)^2 + ... + (-2.62)^2 \right]
= 41
\]

\[
\mu(3) = \frac{1}{|I||J|} \sum_{i \in I, j \in K} r_{ij}^2
= \frac{1}{5(3)} \left[ (3.14)^2 + (-2.21)^2 + (-3.66)^2 + (-2.94)^2 + ... + (-5.16)^2 \right]
= 32.97
\]

\[
\mu(4) = \frac{1}{|I||J|} \sum_{i \in I, j \in K} r_{ij}^2
= \frac{1}{5(3)} \left[ (-1.46)^2 + (10.19)^2 + (-10.3)^2 + (4.46)^2 + ... + (-4.76)^2 \right]
= 31.97
\]

Table 3 summarizes residual scores on genes, conditions, and time steps for iteration 1.

| Residual Gene Score | Residual Condition Score | Residual Time Step Score |
|---------------------|--------------------------|--------------------------|
| \(\mu(1) = 54.37\)  | \(\mu(1) = 27.17\)       | \(\mu(1) = 31.97\)       |
| \(\mu(2) = 17.48\)  | \(\mu(2) = 24.49\)       | \(\mu(2) = 41\)          |
| \(\mu(3) = 23.14\)  | \(\mu(3) = 49.99\)       | \(\mu(3) = 32.7\)        |
| \(\mu(4) = 30.89\)  |                          | \(\mu(4) = 29.85\)       |
| \(\mu(5) = 43.54\)  |                          |                          |

Based on Table 3 on all columns, we’ve got 54.37 as the highest score. This highest score is obtained on gene\(_1\), so that makes gene\(_1\) erased. The sets condition after the first iteration are \(I = \{2, 3, 4, 5\}, J = \{1, 2, 3\}, \) and \(K = \{1, 2, 3, 4\}\). After the deletion is done, check again whether the S value on sub-space \(M(I, J, K)\) is smaller than \(\delta\). In order to do that, we need to recalculate \(m_{ijk}, m_{ijk}, m_{ijk}, m_{ijk}\) and \(S\) on the current sets. Using the same way as before, we have got the average value for each gene, condition and time step as follows:

We use the values obtained in Table 4 to find the value for \(S\) using Equation (11). We got \(S = 28.02\). Because of \(S > \delta\) then the node deletion is done again for the next iteration using data given in Table 5.
Table 4. The Average of Each Gene, Condition, and Time Step for Iteration 1.

|   | $m_{ijK}$ | $m_{IjK}$ | $m_{IJk}$ | $m_{IJK}$ |
|---|-----------|-----------|-----------|-----------|
| $m_{2jK}$ | 6.833 | $m_{1jk}$ | 6.83 | 8.83 |
| $m_{3jK}$ | 6 | $m_{2jk}$ | 7.13 | 7.73 |
| $m_{4jK}$ | 9.08 | $m_{3jk}$ | 12.13 | 7.25 |
| $m_{5jK}$ | 12.25 | $m_{4jk}$ | 10.75 | |
| $m_{5k}$ | 8.54 | |

Table 5. Single node deletion result on iteration 1.

| Datum | $t_1$ | $t_2$ | $t_3$ | $t_4$ |
|-------|-------|-------|-------|-------|
| $g_2$  | 4     | 1     | 2     | 5     |
| $g_3$  | 1     | 4     | 2     | 1     |
| $g_4$  | 5     | 3     | 17    | 2     |
| $g_5$  | 20    | 14    | 10    | 21    |

2. Iteration 2

Table 6 summarizes residual scores on genes, conditions, and time steps for iteration 2.

| Residual Gene Score | Residual Condition Score | Residual Time Step Score |
|---------------------|--------------------------|--------------------------|
| $\mu(2) = 16.24$    | $\mu(1) = 25.95$        | $\mu(1) = 30.44$        |
| $\mu(3) = 20.12$    | $\mu(2) = 19.45$        | $\mu(2) = 24.41$        |
| $\mu(4) = 25.30$    | $\mu(3) = 38.68$        | $\mu(3) = 35.49$        |
| $\mu(5) = 50.43$    | $\mu(4) = 21.84$        |                         |

The maximum score based on Table 6 is 50.43, so the gene $g_5$ removed from the data. The new data obtained after node deletion consists of $I = 2, 3, 4, J = 1, 2, 3$ and $K = 1, 2, 3, 4$. We compute $m_{ijk} \forall i \in I, m_{ij} \forall j \in J, m_{ijk} \forall k \in K, m_{IJK}$ and $S$ of the current data.

According to Table 7, $S = 18.13$ and $\delta = 2.7$, because of $S > \delta$ then the node deletion is done again for the next iteration using data given in Table 5. Table 8 summarizes residual scores on gene $i \in I$, condition $j \in J$, and time step $k \in K$ for iteration 2.

Table 7. The average of each gene, condition, and time step.

|   | $m_{ijK}$ | $m_{IjK}$ | $m_{IJk}$ | $m_{IJK}$ |
|---|-----------|-----------|-----------|-----------|
| $m_{2jK}$ | 6.833 | $m_{1jk}$ | 3.67 | 6.89 |
| $m_{3jK}$ | 6 | $m_{2jk}$ | 5.5 | 5.44 |
| $m_{4jK}$ | 9.08 | $m_{3jk}$ | 12.75 | 6.44 |
| $m_{5jK}$ | 12.25 | $m_{4jk}$ | 10.44 | 7.31 |

Table 8. Single node deletion result on iteration 2.

| Datum | $t_1$ | $t_2$ | $t_3$ | $t_4$ |
|-------|-------|-------|-------|-------|
| $g_2$  | 4     | 5     | 21    | 1     |
| $g_3$  | 1     | 4     | 2     | 1     |
| $g_4$  | 5     | 3     | 17    | 4     |
3. Iteration 3

Table 9 summarizes residual scores on gene $i \in I$, condition $j \in J$, and time step $k \in K$ for iteration 3. The maximum score obtained at condition 3 which equals 39.19. Therefore, we remove condition 3 on the dataset and recalculate $m_{ijk} \forall i \in I, m_{i j k} \forall j \in J, m_{i j k} \forall k \in K$ and $S$. The current dataset are $I = \{2, 3, 4\}, J = \{1, 2\}$, and $K = \{1, 2, 3, 4\}$. The same calculation steps are carried out and we got $S = 5.48$ which is bigger than $\delta = 2.7$. Therefore the calculation is repeated again on iteration 4.

| Residual Gene Score | Residual Condition Score | Residual Time Step Score |
|---------------------|--------------------------|--------------------------|
| $\mu(1) = 54.37$   | $\mu(1) = 27.17$        | $\mu(1) = 31.97$        |
| $\mu(2) = 17.48$   | $\mu(2) = 24.49$        | $\mu(2) = 41$           |
| $\mu(3) = 23.14$   | $\mu(3) = 49.99$        | $\mu(3) = 32.7$         |
| $\mu(4) = 30.89$   |                          | $\mu(4) = 29.85$        |
| $\mu(5) = 43.54$   |                          |                          |

4. Iteration 4

According to Table 10, we have got $S = 1.43$. Because $S < \delta = 2.7$, iteration for single node deletion is terminated. The next step is to perform a node addition algorithm using the data in Table 11. Table 12 summarizes residual scores on gene $i \in I$, condition $j \in J$, and time step $k \in K$ for iteration 3.

| Datum | $t_1$ | $t_2$ | $t_3$ |
|-------|-------|-------|-------|
|       | $c_1$ | $c_2$ | $c_1$ | $c_2$ | $c_1$ | $c_2$ |
| g2    | 4     | 5     | 1     | 1     | 1     | 5     |
| g3    | 1     | 4     | 1     | 2     | 4     | 2     |
| g4    | 5     | 3     | 4     | 3     | 2     | 3     |

| Residual Gene Score | Residual Condition Score | Residual Time Step Score |
|---------------------|--------------------------|--------------------------|
| $\mu(2) = 17.13$    | $\mu(1) = 5.86$         | $\mu(1) = 21.21$        |
| $\mu(3) = 16.98$    | $\mu(2) = 9.35$         | $\mu(2) = 9.61$         |
| $\mu(4) = 20.29$    | $\mu(3) = 39.19$        | $\mu(3) = 18.55$        |

3.4.3. Node Addition Algorithm

We will add genes, conditions, and time steps to keep the $S$ value smaller than the $\delta$ value. The data used are given in Table 11 where $I = \{2, 3, 4\}, J = \{1, 2\}$ and $K = \{1, 2, 3\}$. The mean values for each gene, condition, time step and $S$ for the data in Table 11 were previously obtained, so there was no need to recount those values.

- Gene addition to $i \notin I$
Calculate $m_{iJK}$ for $i \notin I$:

$$m_{1JK} = \frac{1}{|J||K|} \sum_{j \in J, k \in K} m_{1jk} = \frac{1}{(2)(3)} \times (13 + 7 + 22 + 16 + 14 + 9) = 13.5$$

$$m_{5JK} = \frac{1}{|J||K|} \sum_{j \in J, k \in K} m_{5jk} = \frac{1}{(2)(3)} \times (20 + 14 + 21 + 7 + 1 + 20) = 13.83$$

Residual score for gene $i \in I$ calculation:

$$\mu(i) = \frac{1}{|I||K|} \sum_{j \in J, k \in K} (m_{ijk} - m_{1JK} - m_{1JK} - m_{IJK} + 2m_{1JK})^2$$

$$= \frac{1}{(2)(3)} \times [(13 - 13.5 - 2.56 - 3.67 + 2 \times 2.83)^2 + \ldots + (9 - 13.5 - 3.11 - 2.83 + 2 \times 2.83)^2]$$

$$= 30.7$$

$$\mu(5) = 55.4$$

According to Table 13, we obtained $\mu(1) = 30.7$ and $\mu(5) = 55.4$, these values bigger than $S = 1.43$, then no new datum is added to the dataset.

**Table 13. Node addition data (gene $i \notin I$ on $j \in J, k \in K$).**

| Datum | $t_1$ | $t_2$ | $t_3$ |
|-------|-------|-------|-------|
|       | $c_1$ | $c_2$ | $c_1$ | $c_2$ | $c_1$ | $c_2$ |
| $g_1$ | 13    | 7     | 22    | 16    | 14    | 9     |
| $g_5$ | 20    | 14    | 21    | 7     | 1     | 20    |

• Condition addition to $j \notin J$

Calculates $m_{iJK}$ for $j \notin J$:

$$m_{1JK} = \frac{1}{|I||K|} \sum_{i \in I, k \in K} m_{i3k}$$

$$= \frac{1}{(3)(3)} \times (21 + 6 + 4 + 2 + 11 + 16 + 17 + 20 + 21) = 13.11$$

Residual score for condition $j \notin J$:

$$\mu(3) = 47.67$$

According to Table 14 $\mu(3) = 47.67$, then no new datum is added to the dataset.

**Table 14. Condition addition data (condition $j \notin J$ on $i \in I, k \in K$).**

| Datum | $t_1$ | $t_2$ | $t_3$ |
|-------|-------|-------|-------|
|       | $c_3$ | $c_3$ | $c_3$ |
| $g_2$ | 21    | 6     | 4     |
| $g_3$ | 2     | 11    | 16    |
| $g_4$ | 17    | 20    | 21    |

• Time step addition for $k \notin K$
Calculates \( m_{ijk} \) for \( k \not\in K \):

\[
m_{ij4} = \frac{1}{|I||J|} m_{ij4} = \frac{1}{(3)(2)} \times (12 + 9 + 1 + 15 + 8 + 14) = 9.83
\]

Residual score for condition \( j \in J \):

\[ \mu(4) = 19.48 \]

According to Table 15, we obtained, \( \mu(4) = 19.48 \), then no new time steps are added to the data in Table 11. From the addition node algorithm results, it turns out that there is no addition to genes, conditions, and time, so the algorithm is stopped and not continued to the next iteration. Because there are no additional nodes, the data for this algorithm’s final result is the same as the initial data used (as given in Table 11).

### Table 15. Time step addition data (time step \( k \not\in K \) on \( i \in I, j \in J \)).

| Datum | \( t_4 \) | c1 | c2 |
|-------|----------|----|----|
| g2    |          | 12 | 9  |
| g3    |          | 1  | 15 |
| g4    |          | 8  | 14 |

The final result produced by addition node algorithm is a tricluster obtained from the first iteration of the \( \delta \)-Trimax method. Therefore, the data in Table 11 is a tricluster that has sub-space \( M(I, J, K) \) with \( I = \{2, 3, 4\} \), \( J = \{1, 2\} \), and \( K = \{1, 2, 3\} \).

### 3.4.4. Masking

According to the calculation of node deletion and node addition, one tricluster has been obtained in Table 1. The resulting tricluster is the data shown in Table 11. To find another tricluster, the data element containing the tricluster in Table 1 are exchanged with random numbers. Since the tricluster obtained previously is a data sub-space with \( I = \{2, 3, 4\} \), \( J = \{1, 2\} \), and \( K = \{1, 2, 3\} \), the data elements that are exchanged are elements that are members \( M(I, J, K) \).

After the masking process has been carried out, the next step is to repeat the \( \delta \)-Trimax method using the 3D data in Table 11, so that a new tricluster can be found. The tricluster search stops when no tricluster is found in data that has \( S < \delta \); this condition will stop the search iteration for the \( \delta \)-Trimax method. The numbers in bold in Table 16 are the datum that has been masked.

### Table 16. Masking process result data.

| Datum | \( t_1 \) | \( t_2 \) | \( t_3 \) | \( t_4 \) |
|-------|----------|----------|----------|----------|
| g1    |          |          |          |          |
| g2    |          |          |          |          |
| g3    |          |          |          |          |
| g4    |          |          |          |          |
| g5    |          |          |          |          |
4. Implementation Results

4.1. The Dataset

The implementation was carried out on two types of microarray gene expression data. The first gene expression data were obtained from the official NCBI website (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE35671 accessed on 2 January 2020). The data contains the level of gene expression during the differentiation process of human induced pluripotent stem cell (HiPSC) in genes of patients with heart disease. HiPSC differentiation is a process that can repair and replace genes from damaged samples. By observing gene expression during this process can provide an understanding of the molecular events of gene changes in the human body [12]. The resulting microarray gene expression data consisted of 48,803 genes. This observation was carried out for three replications. At each replication, gene expression was measured at the same 12 time points. Time point is the time of observation on days 0, 3, 7, 10, 14, 20, 28, 35, 45, 60, 90 and 120. Day 0 is the expression of the initial genes of heart disease before differentiation.

The second gene expression data were obtained from the following NCBI web page (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE6740 accessed on 7 November 2020). The data were the expression of the HIV-1 gene consisting of 22,283 idea probes, 40 observations from four conditions. The 40 observations consisted of 10 observations that had normal conditions, 10 observations that had acute conditions, 10 observations that had chronic conditions, and 10 observations that had non-progressor conditions. HIV is a virus that causes many deaths in the world. HIV infects and destroys an important part of the immune system to fight infection, namely CD4+ cells which are a type of white blood cell. The more CD4+ cells that are destroyed make the body more susceptible to various kinds of diseases and infections. HIV can be classified into two main types, namely HIV-1 and HIV-2. Patients infected with HIV-2 generally have a higher survival after experiencing a series of HIV symptoms. Meanwhile, HIV-1 is a deadly disease that requires immediate treatment during infection [18].

One of the aims of this experiment is to determine the relationship between genes in gene expression microarray data. From previous research, the relationship between genes can be obtained by clustering genes. For gene expression of heart disease, can be obtained a group of genes that are suspected of causing heart disease. To find out at any time the genes have similar expressions, clustering can be done to the point of observation time. Furthermore, replication in the experiment is used to obtain more valid gene expression readings from the microarray tool, this has often been done by other researchers. By clustering this replication, it is possible to obtain replication clusters that produce data that tend to be similar. So that this clustered replication is a replication that results in more valid gene expression data because it produces similar gene expression values in each experiment [19]. Instead of grouping genes, conditions, and time separately, we can use triclustering techniques to get groups of genes that also cluster at replication and time. Likewise for HIV-1 data, using the triclustering technique, gene groups can be obtained by grouping together genes, conditions, and observations.

4.2. Determination of Threshold $\delta$ and $\lambda$

The value for $\delta$ depends on the distribution of values in the data used, so each data can have a different value of $\delta$. Therefore, to obtain guidelines in determining $\delta$, according to [12] the following steps can be taken:

1. In each condition, gene clustering was performed against time using the K-Means method.
2. For each cluster generated from stage 1, time clustering was carried out on genes using the K-Means method.
3. Each cluster produced in stage 2 is calculated the mean square residual ($S$) value. The smallest $S$ is used as $\delta$. 

This study selected the five smallest mean square residuals (S) from the resulting cluster as δ which consisted of 0.0068; 0.0089; 0.0106; 0.0136 and 0.0140. Next was the determination of the value of λ which was used as a threshold in the multiple node deletion algorithm. In this implementation, three lambda thresholds were used, namely 1.15; 1.2 and 1.25.

4.3. Simulation Comparison

The best simulation was obtained by comparing the average TQI (TQA) values. The simulation was also compared based on the computation time to find the tricluster.

Based on the graph in Figure 2, it can be seen that the greater δ and λ used, the value (TQI) obtained tended to be higher. Best simulation was obtained when (TQI) was small. From the graph, it can be seen that (TQI) the smallest value obtained when using δ = 0.0068 and λ = 1.2.

![Comparison graph of Triclustering Quality Index (TQI) and computation time in each simulation.](image)

**Figure 2.** Comparison graph of Triclustering Quality Index (TQI) and computation time in each simulation.
Thus it can be concluded that the best simulation was obtained when using $\delta = 0.0068$ and $\lambda = 1.2$. Based on Figure 2, it was found that the greater the value of $\lambda$ given, the longer the computation time was. This was inversely proportional to the value of $\delta$, the greater it was, the faster the computation time tended to be.

5. Discussion

5.1. HiPSC Triclustering Performance

Based on Figure 2, the best $\delta$-Trimax simulation was obtained when using the threshold $\delta = 0.0068$ and $\lambda = 1.2$ with a computation time of 162.64 minutes. The number of tricluster obtained from the simulation was 302 tricluster. Here are 10 triclusters that had the smallest TQI. If look at the 10 triclusters in Table 4.5, triclusters 1, 2, 4, 7, 9 are clustered in all replications (three replications) while the triclusters 3, 5, 6, 8, 10 are only clustered in two replications. This indicates that each tricluster obtained was not clustered in all replication experiments. This means that there were several readings of different gene expression values for each replication, even though it was measured at the same time. When considering multiple replications to determine clusters of gene expression, the resulting gene pool results were also more valid.

![Figure 3. $\lambda$ usage comparison.](image)

If the value of delta and lambda is bigger, the computation time will be longer (Figures 3 and 4). The HiPSC differentiation process is often used to determine which gene group causes a disease, therefore this gene group can be used as a target for therapy or to be used in developing treatment drugs. From the resulting tricluster, we can get a group of genes that are thought to cause heart disease, thus gene groups can be treated. In addition to getting the gene group that will be the target of therapy, the use of a tricluster can predict the point in time when the therapy should be done. In Table 17, there are time points grouped on each tricluster. The point in time inside the tricluster is marked (X).
5.2. HIV-1 Triclustering Performance

The discovery of the tricluster was carried out using the $\delta$-Trimax method by performing 15 simulations with different $\delta$ and $\lambda$. Figure 5 illustrates the average obtained for each TQI.

The best simulation was obtained when $\delta = 0.0046$ and $\lambda = 1.25$ proceeded with a computation time of 20.04 minutes. From this simulation, 202 triclusters were obtained, then we selected 10 triclusters with the smallest TQI. The selected tricluster was validated with a GeneCard on the GPL96 platform downloaded on NCBI. Validation aimed to determine the name of the gene associated with HIV-1 based on the probe ID obtained. According to Table 18, the tricluster with HIV-1 genes associated was obtained, namely AGFG1, EGR1, and HLA-C. Research conducted by [10] can further prove the results obtained in this study.
5.3. DNA/RNA Sequences

Research conducted by [5,11] revealed that the clustering method could be done on DNA sequence data. According to [5], this clustering method is used to identify virus groups and analyze relationships between these virus groups. Clustering itself is a method that flexible in its implementation. [5] encourages readers to implement the k-mer sparse matrix for hierarchical clustering using a different metric distance. Moreover, readers could apply the method that they use to analyze other biological data to conduct comparative studies against other clustering methods.
Although the method we propose is implemented on microarray data, our method can also be implemented on other data (e.g., RNA-Seq) as long as the data is three-dimensional. The research conducted by [20] implements 3D clustering using RNA sequence data. The data they use is pan-cancer epigenetic data downloaded from the website of the NIH Roadmap Epigenome Project. Epigenetic alteration is a fundamental characteristic of nearly all human cancers. Tumor cells not only harbor genetic alterations but also are regulated by various epigenetic modifications. Identification of epigenetic similarities across different cancer types is beneficial for discovering treatments that can be extended to different cancers. [20] proposed a new approach TriPCE, introducing a tri-clustering strategy to integrative pan-cancer epigenomic analysis. The method is able to identify coherent patterns of various epigenetic modifications across different cancer types. To validate its capability, the authors [20] applied the proposed TriPCE to analyze six important epigenetic marks among seven cancer types and identified significant cross-cancer epigenetic similarities. These results suggest that specific epigenetic patterns indeed exist among these investigated cancers. Furthermore, the functional gene analysis performed on the associated gene sets demonstrates strong relevance with cancer development and reveals consistent risk tendency among these investigated cancer types.

The microarray data format is considered an outdated data format. Microarrays are reliable and more cost-effective than RNA-Seq for gene expression profiling in model organisms. RNA-Seq will eventually be used more routinely than microarray, but right now, the techniques can be complementary to each other. Microarrays will not become obsolete but might be relegated to only a few uses [21].

6. Conclusions

The $\delta$-Trimax method forms triclusters from 3D data which has a large dimension level. Our proposed method can be used when the data has many points in time (long time series). The $\delta$-Trimax method can produce a tricluster that has a smaller mean square residual than the threshold $\delta$, where the mean square residual is an indicator of the homogeneity of a tricluster. The authors have created a new program for analyzing 3D data using the $\delta$-Trimax method. The novelty of the program is improvements in calculating the multiple node deletion, node additions algorithm and evaluation algorithm for each generated tricluster.

The implementation of the $\delta$-Trimax method was carried out on gene expression data from the HiPSC differentiation process in patients with heart disease and HIV-1. From the results of the implementation, the following conclusions were obtained:

- From several simulations using different $\delta$ and $\lambda$, the best simulation is obtained when using $\delta = 0.0068$ and $\lambda = 1.2$ for HiPSC, $\delta = 0.0046$ and $\lambda = 1.25$ for HIV-1.
- The best five tricluster based on the smallest TQI for HiPSC data. This group of gene expression within the five tricluster is thought to be a feature of heart disease. Therefore, this gene group can be used by medical experts in providing further treatment, such as making the genes in this tricluster a therapeutic target or as a drug development.
- Three biomarkers for HIV-1 disease were obtained from the 10 selected tricluster. Biomarkers consist of genes AGFG1, EGR1, and HLA-C.

Further research include conducting gene ontology analysis (GO) to see the relationship between genes based on their biological characteristics. Furthermore, we can use parallel computing to speed up the computation time in the $\delta$-Trimax method.
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