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Abstract—Distributed Stream Processing Engines (DSPEs) target applications related to continuous computation, online machine learning and real-time query processing. DSPEs operate on high volume of data by applying lightweight operations on real-time and continuous streams. Such systems require clusters of hundreds of machines for their deployment. Streaming applications come with various requirements, i.e., low-latency, high throughput, scalability and high availability. In this survey, we study the fault tolerance problem for DSPEs. We discuss fault tolerance techniques that are used in modern stream processing engines that are Storm, S4, Samza, Spark Streaming and MillWheel. Further, we give insight on fault tolerance approaches that we categorize as active replication, passive replication and upstream backup. Finally, we discuss implications of the fault tolerance techniques for different streaming application requirements.

I. INTRODUCTION

Distributed Stream Processing Engines (DSPEs) handle continuous stream of data and guarantee real-time processing with high scalability [1][2][3][4][5]. DSPEs target applications like online machine learning, continuous computation, real-time query processing and others. For example, fraud detection, network monitoring, anomaly detection, credit-card authorization, advertising services, financial markets, and user behavior monitoring are some of the common streaming applications. Streaming applications deal with high volume of data that is generated by sensor networks, stock markets, call data records (CDRs), web traffic, etc [6].

Clusters with hundreds of machines are used for practical and scalable deployment of streaming frameworks at companies like Google and Yahoo. However, as the number of machines in a cluster grow, it increases the likelihood of failure of a single machine inside a cluster at any given moment. Failure of machines includes node failures, network failures, software bugs and resource limitations [7]. Moreover, streaming applications run for indefinite period, which increases the chances for disruption due to unexpected failures or planned reboots. Failures in DSPEs may cause an application to block or produce erroneous results. As a consequence, along with scalability and low latency requirements, many critical streaming applications require DSPEs to be highly available [8].

Stream processing frameworks differ from other distributed systems, e.g., batch processing, cloud-based and database systems, due to the requirement of real time data processing. DSPEs operate on unbounded streams, rather than bounded data. Thus, such systems cannot easily predict the trends for incoming set of events, e.g., data distribution, concept drifts, incoming rate, etc. DSPEs require low-latency processing on real-time data. Therefore, it is very common in DSPEs to apply light weight operations, like filters, aggregators, and union, rather than expensive input/output operations. On the other hand, modern DSPEs avoid expensive I/O operations, like writing and reading to external storage, due to strong processing guarantees. Lastly, due to the aforementioned requirements, fault-tolerance techniques used in other distributed systems cannot be directly applied to DSPEs. In contrast, DSPEs require fault tolerant techniques with very low recovery time to support time-critical, real-time and continuous applications.

For last decade, batch processing is used to implement various big data applications [9][10][11]. Specially, MapReduce [12], a programming model that has been adopted for implementation of batch processing applications on large datasets. Such systems execute algorithms on large amount of stored data and require significant amount of time for data processing. However, as discussed above, there are various applications that require real-time computation, and cannot be served using traditional batch processing, due to their high volume and low latency requirement. There have been efforts in the past making batch processing systems work for streaming setting [13][14]. Nevertheless, such tweaks are inefficient for stream processing.

Streaming Applications are often represented using a directed acyclic graph (DAG), where vertices are the operators and the edges are the channels for dataflow between operators. Figure 1 shows an example DAG for a streaming application. For example, same DAG can be used to implement naive bayes classifier [14]. The incoming stream in forwarded to the first level of operator in a round robin manner. Further, downstream operators route each feature and class value further downstream, where frequency of each feature and class value is aggregated to calculate the final aggregate of each
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In order to implement fault tolerant DSPEs, partial information like internal states of operators and routing decisions must be replicated, so that the information can be reconstructed in case of a failure. In case of DSPEs, various techniques have been proposed for fault tolerance that are categorized as, active replication [15, 16, 17, 18], passive replication [19, 20, 21, 22, 23] and upstream backup [24, 25]. In active replication, input stream is forwarded to multiple processing nodes, which process same sequence of events and coordinate together to produce a consistent output. In passive replication, nodes are organized in master/slave or primary/secondary order, where primary processes the input and sends the snapshots (checkpoints) to secondary nodes periodically for backup. In upstream backup, upstream operators keep track of the tuples that they forward downstream until they are acknowledged. Combinations of these techniques are also commonly used to achieve fault tolerance, e.g., SGuard [20, 19] combines passive replication with upstream backup to provide fault tolerance for stateful operators. Active operator replication incurs high cost by creating multiple copies of each operator, whereas passive replication leads to high recovery time, and upstream back is inefficient for recovering the complete history of an operator [26].

Fault tolerance techniques vary among applications, on the basis of recovery models. Recovery methods have been categorized into precise, rollback and gap recovery by [26]. In precise recovery, no information loss is guaranteed but it reduces the latency and throughput of the overall system. Precise recovery is implemented by modifying the passive replication technique to track each tuple. In rollback recovery, system tries to recover from the footprints of the previous execution and induces lesser latency compared to precise recovery. In case of node failure, nodes recover its state using the last checkpoints and the tuples from the upstream output queue. However, in case of timeout, upstream nodes replay the event, hence, the system might process some of the tuples more than once. Lastly, in gap recovery, the information loss is expected with minimum effect on latency on the system.

DSPEs provide different reliability models for various applications, i.e., at-most-once, at-least-once and exactly-once semantics. These models vary among each other based on the number of times a tuple is allowed to be processed. Choice of fault tolerance scheme is directly related with the reliability requirement of set of applications that will be running on a DSPE.

II. BACKGROUND

This section introduces different concepts and methodologies related to DSPEs. In general, to support DSPEs, new data models and operators have been proposed, which differ from traditional DBMS and batch processing systems.

A. Stream Processing Models

Streaming applications are commonly represented by a directed acyclic graphs (DAG). They take an input stream, which is unbounded sequence of tuples \( (k, v) \) where \( k \) is the key and \( v \) is the value and process the stream by passing through the DAG. A streaming DAG contains set of vertices and edges.

The vertices in a DAG, often called a processing element (PE), represent streaming operators that apply transformations on the incoming streams. Throughout this survey, we use PE and operator interchangeably to represent a streaming operator. Each operator in a DAG contains their input and output queue. PEs process the data by applying certain operations like, filters, union, aggregators, and joins, and may produce some output.

The edges in a DAG represent the flow of stream between operators (see Figure 1). Output messages are stored in the output queue before the delivery to a downstream operators. Fault tolerance for streaming application requires making components of a DAG resilient towards failures. These components include both vertices (operators) and edges (channels). In particular, operators can implement the fault tolerance for these components using their input and output queue, i.e., keep tuples in input queue until they are processed and store tuples in output queue until they are delivered.

B. Streaming Operations

Most of the DSPE operations are lightweight and are implemented in-memory to achieve low latency processing for streaming applications. As DSPEs are inspired from traditional DBMS, they provide implementation of various relational operators like select, join, project, union and aggregate. To understand various operations, we categorize these operators in groups based on their sensitivity. [21].

1) Stateless: These operators do not maintain or require any extra information or local state for their operation. One of the simplest examples of a stateless streaming operator is filtering. Filtering is analogous to select operator in DBMS, where operators discard or forward data based on their attributes. Such operators are deterministic and stateless, as they do not have any time or order dependency and do not require any local state for their functionality. Such operators are not affected by any out-of-order or delayed arrival of input stream. Fault tolerance for stateless operators is achieved by being able to replay the stream. This is implemented by upstream operator maintaining the stream until the downstream operators process and acknowledge them to the upstream operator. In case of failure, re-spawning the failed operator and processing the queued messages will provide fault tolerance for stateless operators.

2) Stateful and Deterministic: These operators require input tuple along with current state of the system to apply transformation. A deterministic operator does not have any time dependency on its input streams. Few common examples of stateful and deterministic operations are calculating aggregates, combining multiple events based on count and time window. Such operators implement functions such as sum, max, min, average and others.

For instance, to implement time window aggregation, each operator requires to maintain a local partial count for all the
unique tuples that it has observed during the time window. In case of failure of stateful deterministic components, it is necessary either to store the local state of a PE or to replay all the events to reconstruct the state. A good approach to implement fault tolerance for stateful and deterministic operators is to execute periodic checkpoints along with upstream backup (see section III). Upstream operators require keeping track of the tuples after the last checkpoint. In case of a failure, both checkpoints and upstream buffer are used to recover the state of the operator. This approach reduces the size of the log and speeds up the recovery process, as it does not require replaying the complete sequence of past events.

3) Stateful and non-Deterministic: These operators require both local state of an operator and time ordering of input stream for their operation. Join in DBMS are one of common examples of non-deterministic operators. Such operators deals with multiple streams to produce a new event with a combined operation. This operation is both stateful and non-deterministic, as it is dependent on the local state of an operator, as well as, the time ordering of the input streams. For example, a stream S1 can be joined with stream S2 using a common attribute such as primary key in databases. Further, union operator that merges multiple streams into a single stream in an order is a common example of stateful and non-deterministic operator. Also, operators with aggregation based on timestamp follow similar pattern. All these operators require more expensive approaches to achieve fault tolerance. A simple fault tolerance approach for stateful and non-deterministic operator is to perform a complete checkpoint, before forwarding any tuple downstream.

C. Fault Models

1) Crash-Stop: This model represents the common modes of failure that exists in modern DSPEs, such as node hang, crash or network partitions. In this model, a worker never recovers after a crash. On failure, a worker loses its local state, persistent states and all the in flight messages. This model allows nodes to fail at any time. In case of failure, a failed node stops communicating with other nodes in the system. Other remaining nodes can detect such failures using heartbeat messages, failure detectors or keep-alive messages. Fault tolerance in fail-stop model is implemented using replication. (see section II)

2) Omission Failure: Another kind of fault in distributed systems can be omission faults. Such faults occur when a process does not send of receive a message. It may be caused due to buffer overflows or network congestion. With an omission, a worker drops messages that are supposed to be exchanged with other processes.

3) Crash-Recovery: In this model, a worker fails, but might recovers after sometime. This models resembles a perfect distributed environment, where workers do not crash often. However, in case of failure, a correct worker recover in a finite time. A worker that crashes and never recovers or crash infinitely many times (unstable worker) are said to be incorrect or faulty workers. This scheme is often implemented using a stable storage that maintains the states of workers, which can be used to reconstruct the states of failure. Crash-Recovery model is expensive compared to Crash-stop model, as it involves the expensive storage step.

D. Reliability Models

Heterogeneous message processing guarantees are required for stream processing applications. For example, an approximation algorithm could afford to lose a message, whereas, a financial transaction could not. Therefore, DSPEs provide various reliability models for different applications.

1) At-most-once: This mode guarantees that each message is processed at maximum once. At-most-once processing allows messages to be dropped in case timeout or failure. It ensured that duplicated tuples are not processed more than once. This mode does not require any special handling, i.e., in case of a failure of a worker, restarting the worker or spawning a new worker serves the requirement.

2) At-least-once: This mode replays each message in case of timeout or failure. At-least-once model requires tracking each message upstream, while it gets processed downstream. It does not require any implementation to handle duplicated tuples. In case of failed processing (due to timeout or failure), messages are replayed. Therefore, each message may get processed more than once.

3) Exactly-once: This model ensures that each tuple is processed exactly once. Therefore, it requires replaying the failed tuples and needs to avoid processing duplicated messages. This mode checkpoints each message before processing and replays them in case of failure. Exactly-once semantics are required for critical applications, like financial transactions.

E. Recovery Models

Hwang et al. categorize recovery guarantees into a) gap recovery, b) roll-back recovery and c) precise recovery, based on different requirements of streaming applications.

1) Gap Recovery: This scheme follows fail-over or fail-safe mechanism, i.e., workers are allowed to fail and new worker takes over failed worker and start processing new tuples. Therefore, there is state loss expected in Gap recovery. Gap recovery provides weakest recovery guarantees among all the three recovery models and operates on most recent available information. This strategy provides at-most-once message processing guarantees and targets stateless streaming applications (e.g., sensor-based environment monitoring).

2) Roll-back Recovery: It avoids message loss through replication. This scheme combines checkpointing with upstream backup for recovery of failed workers. In case of failure of workers, new worker takes over the failed worker by recovering its state from the last checkpoint. The recovered state may contain duplicate tuples. Thus, rollback recovery is appropriate for applications that requires no information loss, but can tolerate approximated or imprecise output, e.g., fire alarms, theft prevention through asset tracking. This scheme guarantees at-least-once processing for each tuple and can be modified to achieve strict processing guarantees like precise recovery.
3) Precise Recovery: This scheme provides the strongest recovery guarantees and hides the effects of a failure perfectly. It is the most expensive of the three recovery schemes in terms of recovery time. Precise recovery modifies the recovery phase of roll-back recovery to guarantee that there is no information loss. It ensures that the new worker starts exactly from the point where failed worker stopped. Precise recovery guarantees exactly-once semantic for the tuples and is well suited for financial services with strict correctness requirements.

F. Requirement & Challenges

In this section, we discuss challenges that a DSPE requires to consider while choosing the most suitable fault tolerance scheme as per requirement.

1) Latency: As DSPEs target applications like continuous computation and real-time processing. Low latency is one of the most important characteristics. Streaming applications achieve low latency by processing messages on the fly, by performing lightweight operations and by avoiding the costly storage operations in the critical processing path [8]. Most of the DSPEs operate in memory and avoid writing to disk or any external storage, as writing to disk incurs high I/O cost. Fault tolerance requires replication, and induces an additional overhead on a streaming application. Therefore, there is a strong need of considering application requirements while choosing a proper fault tolerance technique.

2) Stream Ordering: Unlike traditional batch processing and DBMS systems, DSPE deals with real-time and continuous data streams, which may contain delayed, missing, or out-of-sequence data events. These delayed events can be caused for various reasons, such as, variable sources, network delays, and loss events. To handle the variance in the input streams, DSPEs require intelligent fault tolerance schemes that are capable of segregating between unordered and failed tuples.

3) State Management: As discussed in previous sections, fault tolerance requires replicating the information. Replication cost varies based on the fault tolerance scheme selected, e.g., active replication requires at least 2x storage cost, where as in passive replication scheme, additional storage is required for checkpointing and upstream backup requires additional memory to keep unprocessed tuples in its output queue. In case of passive replication, the cost is proportional to the frequency of checkpointing. Additionally, fault tolerance requires out-of-the-box implementation for state management, i.e., checkpointing, backup, restore and partitioning [19].

4) Recovery Time: For time-critical streaming applications, such as radar monitoring, traffic control monitoring, financial transactions and fraud detection systems, recovery time is one of the critical factors. Such systems require strict bounds on the latency and throughput of streaming applications. Hence, fault tolerance scheme requires such considerations to meet desired SLAs.

III. FAULT TOLERANCE APPROACHES

Fault tolerance in distributed systems has been extensively studied [27]. Most of the schemes rely on replication by creating multiple copies of the information in the system, and recovers from the copies in case of failures [28]. We categorize the fault tolerance approaches for stream processing systems into three categories that are a) active replication, b) passive replication and c) upstream backup. Few solutions use combination of these approaches.

A. Active Replication

Active replication uses operator replication and process each client nodes on multiple operator instances. It provides an efficient solution for fault tolerance with low recovery time at the cost replication. Active replication involves two expensive steps that are ordered multicast and output synchronization. Ordered multicast ensures that all nodes receive the input in same order. Whereas, output synchronization ensures delivery of correct and single output to the client. Most of the information processing using active replication are redundant and require at least twice more storage and processing resources. Therefore, it is an expensive fault tolerance scheme; and is feasible for geo-replicated DSPEs. Active replication does not require system to store any state in stable storage.

Flux [4], a dataflow operator that is inserted between operators (producer-consumer) to perform adaptive state partitioning and dataflow routing for streaming applications. It targets the load balancing and fault tolerance problem for deterministic stateful operators. It solves the load balancing problem by adaptively repartitioning of the state of operators during execution. Flux uses process-pair approach [15], to achieve fault tolerance. It uses redundant copies of dataflow computation, which allows quick fail-over and automatically recovers without affecting the execution. Recovery process in flux is divided into two phases, i.e., take over and catch up. In case of failure, a replica machine takes over the processing. Once the failed machine recovers, the catch up phase start and both machines (replica and recovered machine) start processing the tuples. Flux guarantees exactly-once semantics for streaming application and provides in-order delivery of in-flight tuples by attaching a sequence number.

Borealis [3] uses DPC [10] (Delay, Process, and Correct), a protocol to handle crash failures in a DSPE It deals with deterministic operators and provides fault tolerance by replicating all operators on multiple processing nodes. Each operators is replicated, and nodes switch to replica in case of failure of upstream operators. To ensure replica consistency, Borealis uses a SUnion data serializing operator. DPC offers configurable trade-off between availability and consistency. In particular, it allows users to define their desired bounds for availability and attempts to minimize the inconsistencies between replicas during partitions. Moreover, it ensures eventual consistency and provides exactly-once semantics for the data processing. In case of failure, Borealis delay the processing of tuples without violating the availability bound, while maintaining the output consistent. Further, in case the recovery takes more time than the availability bounds, it compromises the consistency to satisfy the availability requirement. However, it
guarantees reconciliation of inconsistent results by re-running their computation on the correct input stream, after recovery.

Photon [17], is a geographically distributed and fault tolerant system for joining multiple continuously flowing streams. It is capable of handling unordered or delayed streams. Photon provides at-most-once at all times and eventual exactly-once semantics for operators. Photon achieves data-center level fault tolerance using a geo-replicated Paxos-based Identifier Registry (IdRegistry) service, which is geo-replicated to achieve fault tolerance. The IdRegistry provides a service for verification of existing events. Therefore, each worker requires writing every event to the IdRegistry service.

Stormy [18], is a cloud based streaming service that uses successor list replication to process multiple copies of each event. Multiple nodes handle each event, where one of the nodes is selected as master, which is responsible to forward and coordinate the event among other replicas. The master node and its replica form a replication group. Each incoming event, is received at a master node that perform two steps: a) processing the event and b) forwarding the events to all the nodes in the replication group. The event is processed on each replica node on their arrival and responses are acknowledged back to the master. The master node wait for majority quorum to accept each event as a correct or failed one.

B. Passive Replication

Also known as rollback recovery, in a replication scheme in which nodes are arranged in master-slave or primary-secondary relationship. Only one front-end (primary) server handles the client request. Other nodes in the cluster act as a backup nodes, which are responsible for storing snapshots (typically called checkpoints) of the master node. Backup nodes take over the primary node in case of failure and recover from the stored checkpoints. Different fault tolerance techniques have been proposed for DSPEs using passive replication scheme. These scheme vary based on different checkpointing strategies (i.e., using distributed storage or transactional memory) and recovery methods (i.e., parallel recovery). Commonly, passive replication is used along with upstream backup for precise recovery of an operator, i.e., keep the tuples after the checkpoint in the output buffer and use them during recovery phase.

Fernandez et al. [19] achieves fault tolerance for deterministic operators by externalizing internal operator states. The proposed scheme periodically checkpoints state of an operator and maintains unprocessed tuples, after the checkpoint, at an upstream operators. The checkpointing occurs in a asynchronous manner to avoid the overhead. To recover a failed stateful operator, the upstream operator with the most recent checkpointed state of the failed operator requests a new operator and restores the failed operator from that checkpoint. Since the unprocessed tuples are buffered by the upstream operator, they are replayed for complete recovery after the checkpoint. To speed up operator recovery, the failed operator may be scaled out before recovery.

SGuard [20] asynchronously checkpoints the deterministic operator states on periodic basis and recovers from the recent state in case of a failure. It checkpoints the states of operators into a distributed and replicated file system, rather than the memory. This leaves the memory available for streaming operators. Along with distributed storage, it uses a scheduler and memory management middleware to isolate checkpointing process from the general stream processing. Given a queue of write requests, scheduler selects the replicas for each data chunk and schedules all writes in a manner that significantly reduces the latency of individual writes, while only modestly increasing the completion time for all writes in the queue. Management middleware enables asynchronous, fine-grained checkpointing without interfering with streaming operators.

ChronoStream [30] delivers fault tolerance for deterministic operators using asynchronous delta checkpointing. It provides lightweight state management by slicing the application-level states into computational slices. The set of computational slices defines a computational state of an operator, where each slice is a computationally-independent unit associated with the input stream. Chorostream stores every update to a computational state in the key-value store. Further, it asynchronously checkpoints the updates in the key-value store that are used to reconstruct an operator state in case of failure. The reconstruction process recovers lost slices in parallel.

Sebepou et al. proposed continuous eventual checkpointing (CEC) [22], a light weight rollback recovery mechanism for window-based streaming operators. CEC splits the operator state into independent components (similar to window-based operators) and provides fault-tolerance guarantees by taking continuous incremental state checkpoints. It represents the checkpoints as control tuples that are intermixed with the regular tuples at the output of an operator. The control tuples represent the state of the system that includes the state and the ordering of all the open windows. CEC requires the output to be written into a stable storage, which is used during the recovery phase. During the recovery phase, CEC reconstruct the operator state by rolling back on the output queue log.

Brito et al. [21] propose a scheme for minimizing the latency of non-deterministic operators using speculative execution [29]. The proposed scheme improves the latency of non-deterministic operators by relying on speculation to parallelize stateful components, using software transactional memory (STM). The STM is an optimistic concurrency control mechanism that speculatively executes the transactions in parallel by storing transient states of the operators. Further, upon conflicts, it automatically aborts or restarts the transaction. This enables STM to perform optimistic parallelization for costly operations. STM enables the system to store states in parallel, therefore, increasing the overall throughput and minimizing the latency of a DSPE.

TimeStream [24] provides fault tolerant for deterministic operators and guarantees exactly once semantics for streaming applications. It relies on tracking fine-grained dependencies between input and output streams, which can be used to recompute the state in case of failures. In case of failure of
an operator or a sub-DAG, TimeStream replaces the failed component by creating a new instance of the failed portion of the DAG on a different machine. The replacement mechanism is named as resilient substitution that ensures the resilience to faults by reproducing the state of an operator using the stored dependencies and upstream backup.

C. Upstream Backup

In upstream backup (UB), nodes store tuples until the downstream stream nodes process and acknowledge them. This scheme is different than active and passive replication in the way it handles failures. UB uses the output queues at different workers as a temporary storage to store information. This scheme is complicated as multiple downstreams operators process a single tuple. The upstream backup model is feasible for operators whose internal state depends on a small amount of input. It is often used in combination with passive replication. In case of failure, the upstream primaries replay their logs and the secondary nodes rebuild the missing state. When used along with passive replication, nodes can recover its state using the last checkpoints and the upstream tuples with timestamp after the last checkpoint. We have already discussed schemes that use combination of upstream and passive replication.

IV. ALTERNATIVE MODELS

Fault tolerance in streaming environment is considered as an expensive operation. Therefore, various frameworks provide weak fault tolerance guarantees for data processing, to accommodate for higher throughput. There has been research in architectures where a stream processing engines is accepted to have a lossy nature. To avoid faults in those scenarios, we need to have some estimation mechanism that enables answering queries through approximation. In this section, we discuss two different models that can be used to eliminate the errors that exist in streaming applications due to their lossy nature.

A. Lambda Architecture

Lambda Architecture (LA) is a form of generic and scalable form of active replication that combines batch processing and stream processing (see Figure 2). The input is fed into both batch processing and stream processing systems in parallel. The transformation logic is implemented twice, once in batch system and once in the stream processing system. LA requires additional serving layer to merge the output coming from both the batch and real-time layer, which may be used to answer incoming queries.

LA targets applications that are built around complex asynchronous transformations that need to run with low latency. It provides the reprocessing functionality that is ignored by most of the stream processing systems. For example, an update in code (bug fixes, additional features) requires recomputation of output to see the effect of the change. One of the major motivation of LA is that real-time processing involves approximation and is more lossy than batch processing. However, one downside of LA is accurate code maintenance for both batch and stream processing system.

LA provides fault tolerance by applying the data transformation twice to the incoming data and later efficiently producing a single output. SummingBird, an open-source domain-specific language implemented in Scala and designed to integrate online and batch MapReduce computations in a single framework. It uses Hadoop for batch processing and Storm for online processing. SummingBird transparently integrates batch processing and stream processing and produce consistent results over time.

B. Kappa Architecture

Kappa Architecture (KA) is somewhat similar as a Lambda Architecture. However, these two differ in the sense that KA relies on using combination of multiple instance of stream processing systems, where as LA relies on batch processing system. Unlike LA, KA performs recomputation on the incoming stream to produce the results. In particular, KA is designed to perform recomputation to process code changes. However, this approach can easily be adopted to achieve fault tolerance through reprocessing of input stream.

Figure 3 shows an example of KA, where Kafka cluster is used as a data source. Multiple instance of stream processing systems may run to process the incoming stream. Further, results are merged at the serving database to produce consistent results, which are used to respond to client queries.

V. ANALYSIS

For analysis, we consider various requirements that are common in streaming applications, i.e., latency, storage cost and recovery time. In particular, stateless operations do not
require any replication. So, we consider stateful operations for analysis. We analyze basic fault tolerance techniques that are active replication, passive replication and upstream backup.

We begin our analysis by considering an input stream with a sequence of $m$ messages, arriving at rate $r$ (messages per time unit). The arrival rate varies throughout the life span of an application, but, for analysis, we consider a constant arrival rate. Also, we simplify our analysis by considering that the input streams arrive in order. Each message is selected from a key space $k_1, \ldots, k_m$ from a key universe $K$ keys. Further, we consider set of $w$ operators (operator level parallelism) that process the input stream. Each worker requires maintaining the state for each unique key. We consider the checkpointing frequency $f$ for passive replication. In case of upstream backup, each operator maintains an output queue of size $n_o$. The size of the output queue is also dependent on the checkpointing frequency when used along with passive replication.

**A. Storage Cost**

Active replication requires copying the input events on at least $r$ set of machines, i.e., if a single cluster requires 10 machines, then we need to replicate all the 10 machines $r$ times. Consequently, the input stream is replicated on $r+1$ set of machines (one master and $k$ replicas). The total memory required is $(r + 1) \times k \times w$, to maintain the states of all the unique keys on all the workers. As stream processing systems deals with huge dataset with millions of unique keys, active replication is an expensive strategy in terms of storage cost.

On the other hand, passive replication requires checkpointing. If we assume that an operator receives all the unique keys within the checkpointing frequency $f$ (which is the worst case), the memory required by set of operators is $k \times w$. Additionally, the system requires additional storage for checkpointing. Therefore, the memory required for checkpointing is $k$. Hence, the total memory required in case of passive replication is $m \leq k \times (w + 1)$, which is far less than the memory required in active replication.

Lastly, upstream backup requires additional memory for the output queue, which we denote as $n_o$. Therefore, each operator needs $(k + n_o) \times w$ memory for processing of $k$ unique keys (assuming that number of upstream operators are equal to downstream operators). Upstream backup, requires the least amount of memory compared to active and passive replication. The combination of passive replication and upstream backup requires $(k + n_o) \times w + k$ memory.

**B. Latency**

Active replication requires two expensive steps that are ordered multicast and output synchronization. The choice of these algorithms directly affect the latency of the streaming application. Alongside, passive replication involves periodic checkpointing and the throughput of the application dependant directly on the frequency of checkpointing. In upstream backup, the throughput of the system is proportional to the size of the output queue. There is a tradeoff between the memory and the throughput, i.e., increasing size of the output queue leaves less memory for general processing and reduces the throughput. Also, reducing the size of output queue reduces the throughput, as upstream operators require waiting for the pending inflight tuples to be acknowledged. Lastly, the combination of passive replication and upstream backup reduces the dependency on the output queue, as output queue only require keeping the tuples after the last checkpoint, hence, increasing the throughput.

**C. Recovery Time**

Active replication requires the least recovery time, as application only requires changing the routing to another node. Passive replication requires producing the state from the checkpoints. However, this step can be speed up using parallel recovery. Upstream backup does not require any additional step and replaying the events from upstream operators recovers the lost tuples.

**VI. Modern Stream Processing Engines**

**A. S4**

S4 [1] is a scalable, pluggable and a partially fault-tolerant DSPE that was developed at Yahoo!. The architecture of S4 resembles actors model [33] that allows massively concurrent implementation of applications. In S4 the only way of interaction between PEs is through emission and consumption of data events. Moreover, each PE is capable of instantiating new PEs, e.g., implementing the traditional wordcount example in S4 requires instantiating a new PE for each new word. Therefore, in applications with larger number of unique keys, there is a need of garbage collections of PE objects over time. Each PE consumes events that correspond to it (e.g., hashing the key to select the PE), with the exception of keyless PEs (keyless PEs are typically used as input layers). The communication layer uses zookeeper [34] and provides cluster management, automatic failover to standby nodes and maps physical nodes to logical nodes.

In S4 implementation, fault tolerance guarantees are provided using fail-over mechanism (Gap Recovery). It uses zookeeper to manage all the alive nodes, and in case of failure, it automatically detects the failed node and routes all the messages to the standby node. However, the local state of the failed node is lost while using the fail-over mechanism. S4 also provides checkpointing and recovery support. Still, developers need to inject code for checkpointing module and require providing backend storage implementation.

**B. Storm**

Storm [2] is a real-time, fault-tolerant and distributed stream data processing system. Like other streaming frameworks, storm represents applications as a DAG and call them topologies. PEs in storm are divided into two types, i.e., `spout` and `bolts`. Spouts are responsible to pull the data from external sources, while bolts are responsible for processing the data.
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sources such as Kafka \[35\] and Kestrel\[4\]. Bolts apply transformation on incoming tuples and may produce an output for other bolts.

Storm follows master/worker architecture, where master and worker nodes are called nimbus and supervisors respectively. Nimbus is responsible for distributing and coordinating the execution of topologies. On the other hand, supervisors are worker nodes that host one or more workers, where each worker process is mapped to a single topology. Each worker process executes on top of a JVM and holds multiple executors. Further, executors are made up of one or more task. The execution of a bolt and a spout is performed in a task. Executors provide intra-topology parallelism and task provide intra-operator parallelism.

All coordination between nimbus and supervisors happen through zookeeper (see Figure 4). Storm uses zookeeper to maintain its cluster state. Nimbus is responsible for scheduling topologies on worker nodes and is also responsible for monitoring each tuple, while it is processed.

Storm is fault tolerant in a way that when a worker process dies, the supervisor automatically restarts it. In case of a node failure, the task assigned to that machine will timeout and will be assigned to another worker. Both nimbus and supervisor are fail-fast and stateless. So, when nimbus or supervisor fails, they get restarted.

Storm employs three different reliability models, i.e., at-most-once, at-least-once and exactly-once (using trident). However, storm requires out-of-the-box implementation of checkpointing and recovery mechanism for stateful operators. At-most-once reliability model is provided by basic storm implementation. At-least-once reliability model requires storm topologies to keep track of every tuple in memory, while it is processed and acknowledged by downstream operator. In case of failure or timeout, upstream operators can replay in-memory tuple. Lastly, exactly-once semantics requires strict ordering on transaction, using Trident. It uses small batches of tuples and assigns them unique transaction identifiers (TXID). TXID is logged in external storage along with the state of the operator and is used to figure out the state of a failed tuple. A batch requires re-submission in case of unmatched TXID. This scheme reduces the throughput of the application. However, it provides strict exactly-once semantics.

C. Flink

Flink is a fast and versatile framework for efficient, distributed, general-purpose data processing, which was developed at TU Berlin. It provides the support for writing both batch and streaming applications in Java and Scala. Flink contains custom memory management to guarantee efficient, adaptive, and highly robust switching between in-memory and data processing out-of-core algorithms. Further, it contains its own automatic program optimizer and high-performance distributed runtime. It has native support for iterations, incremental iterations, and programs consisting of large DAGs of operations.

When the Flink system is started, it bring up the JobManager and one or more TaskManagers. The JobManager is the coordinator of the Flink system, while the TaskManagers are the workers that execute parts of the parallel programs. When a program is submitted, a client is created that performs the preprocessing and turns the program into the parallel data flow form that is executed by the JobManager and TaskManagers. Figure 5 illustrates the different actors in the system very coarsely.

As for now, Flink does not provide fault tolerance for streaming operators. There is an ongoing effort for streaming fault tolerance that targets at-least-once semantics with in-memory replication within the stream sources combined with lightweight tuple lineage tracking. Also, Flink developers are planning to provide support for state management and checkpointing. These features can later be used to provide exactly-once semantics for data processing.

D. Spark Streaming

Discretized Streams (D-Streams) \[5\], is a programming model for streaming applications that offers strong consistency, and efficient fault recovery. D-Streams maps streaming applications as a series of deterministic batch of computation
It keeps the state of operators in RDD, which is a storage abstraction. In case of failure, the system tracks the missing RDD partitions, and restores the missing state through recomputation. This scheme recovers the state from the last checkpoint in parallel, which speeds up the recovery process. The major different in D-Streams and other DSPEs is the new state management abstraction, which checkpoints group of events, rather than individual events.

E. Samza

Samza[^5] is a stream processing framework developed at LinkedIn. It is a distributed stream processing framework that uses Apache Kafka (for messaging) and Apache Hadoop YARN (for fault tolerance, processor isolation, security, and resource management). Operators are represented as Samza jobs, which are responsible for applying transformations on the incoming streams. A job is further parallelized by splitting it into multiple tasks, which are distributed across a cluster (a task in Samza is similar to a bolt in Storm).

Samza works with YARN to provide fault tolerance. Each task includes an embedded key-value store, which is used for efficient state management. The key-value store is replicated across machines for fault tolerance. In case of failure, it moves the tasks to another machine in the cluster. It provides at-least-once processing and uses upstream backup techniques for handling message failures.

F. MillWheel

MillWheel[^25] is a fault tolerant and scalable DSPE that was developed at Google. In MillWheel, each event is represented using a triples (key, value, timestamp). In contrast to other DSPEs, it contains an additional timestamp parameter. MillWheel uses this timestamp to calculate a logical notion of time called low watermarks, which are assigned to the incoming events to track their arrivals at different stages. It allows the system to handle unordered and delayed events and enables the system to easily execute time-based aggregations.

MillWheel makes each event get processed in an idempotent manner. It provides fault tolerance at framework level, where any component of DAG can fail without affecting the correctness of application. MillWheel provides exactly-once semantics for event processing. It leverages fine-grained checkpointing for the tuples, which enables efficient usage of memory at the output queues of senders. Moreover, it provides fault tolerance at operator level using external storage.

VII. Discussion & Conclusion

In this survey, we summarized approaches for fault tolerance in distributed stream processing systems. There are three major fault tolerance approaches, i.e., active replication, passive replication and upstream backup, which are used in different forms. Active replication is the most expensive, in terms of storage and latency, of the three schemes. However, it has the fastest recovery time compared to other approaches. Hence, active replication is an appropriate choice for time-critical DSPEs. Active replication is capable of handling datacenter-level, node-level and task level failures.

Passive replication is less expensive as compared to active replication, in terms of storage cost and latency. However, it requires additional state management service that can store and recover states for streaming application. This scheme is complicated in terms of implementation. Still, it is often used in DSPEs due to its cost effectiveness. Further, it requires higher recovery time to recover states from the external services. Efficient techniques have been proposed to store states, i.e., using distributed storage or using software transactional memory. Also, approaches have been proposed to recover states in parallel from these storage services. Passive replication is capable of recovering node-level and task-level failures.

Upstream backup is least expensive of the three schemes. However, it is the most expensive in terms of latency and throughput. This approach requires global ordering for input stream for its implementation, e.g., Trident in Storm, low watermarks in MillWheel and sequence numbers in TimeStream. Upstream backup is capable of handling task-level failures.

The most common approach used in DSPEs is a combination of passive replication with upstream backup. In this scheme, nodes periodically take snapshots of its local state and store it in the external storage. Moreover, upstream operators maintain the tuples after the last checkpoint in its output queue. In case of failure, both the external storage and output queue is leveraged to recover the state of the failed operator to achieve precise recovery. This scheme is capable of handling datacenter level, node-level and task level failures.
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