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Abstract

We extend the definition of $n$-dimensional difference equations to complex order $\alpha \in \mathbb{C}$. We investigate the stability of linear systems defined by an $n$-dimensional matrix $A$ and derive conditions for the stability of equilibrium points for linear systems. For the one-dimensional case where $A = \lambda \in \mathbb{C}$, we find that the stability region, if any is enclosed by a boundary curve and we obtain a parametric equation for the same. Furthermore, we find that there is no stable region if this parametric curve is self-intersecting. Even for $\lambda \in \mathbb{R}$, the solutions can be complex and dynamics in one-dimension is richer than the case for $\alpha \in \mathbb{R}$. These results can be extended to $n$-dimensions. For nonlinear systems, we observe that the stability of the linearized system determines the stability of the equilibrium point.

1. Introduction

The generalization of various mathematical notions such as functions or even operators has importance that goes beyond mathematical curiosity. The Gamma function is a generalization of factorial for a real argument that is unique under certain constraints \cite{1}. It can even be generalized to complex arguments \cite{2}. It has been used in complex analysis, statistics, number theory, and even string theory in physics. Similarly, the Riemann zeta function was introduced by Euler for real argument and was later extended to complex argument \cite{3}. It has turned out to be an extremely important function
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in physics and mathematics [4]. The notion of derivatives has even been extended to functional derivatives [5]. Another example is the q-deformation of numbers and functions [6]. It has found applications in quantum groups and statistical physics [7]. Even q-derivatives and q-integrals have been defined. Of course, these generalizations need not be unique and different generalizations can be used in a different contexts.

One of the important generalizations of the concept of derivatives has been fractional calculus [8]. Several definitions have been proposed for extending the concept of fractional derivatives for real numbers. Some of them are extended to complex numbers and even derivatives of fractional complex order have been introduced. Differential equations of complex fractional order (which should be distinguished from complex differential equations) have been studied in the context of viscoelasticity, control systems, etc. Time domain, frequency domain and stability analysis of linear systems represented by differential equations with complex order derivative has been carried out [9]. It has found applications such as the design of controller for fractional-order DC motor system [10], in PID controller and low-pass filter [11]. Such systems have been found to have large stability regions for certain parameters. The dynamic response of elastic foundations was modeled using complex order differential equations and was useful in predicting the response for various vibration modes over the entire frequency range of interest [12]. Particle swarm optimization is a well-studied optimization technique. It has been used in several constraints. Complex order derivatives have found application in this context as well [13]. It has been studied in discrete-time control of linear and nonlinear systems [14]. In biophysics, atrial fibrillation is an important research topic and a mathematical model based on fractional-order complex derivatives has been recently proposed [15]. Fractional-order circuit theory has been popular in recent times. It has been extended to fractional-order derivatives in circuit elements [16]. Thus complex order differential equations have found applications in several situations as mentioned before and the difference equations of complex order can be useful in those contexts. As Oono and Puri pointed out ”Nature gives physicists phenomena, not equations.” [17], new mathematical tools have always found applications in a variety of fields and these difference equations can be useful in numerous phenomena in nature.

Difference equations can be viewed as an attempt to solve the differential equation by finite difference method and the notion of fractional order difference equation has been introduced in this context [18]. We note that in
fields such as economics and biology, difference equations appear naturally in modeling. Several dynamical phenomena obtained in differential equations are seen in difference equations as well [19]. Many schemes for control of chaos have been applicable to both differential equations as well as maps. The notion of fractional order differential equation has been extended to fractional order difference equation and few definitions have been proposed [20]. Dynamics of linear and nonlinear systems have been investigated for fractional-order difference equations [21] and even spatially extended dynamical systems have been defined as well as investigated [22].

We are not aware of any attempt to define and study the difference equation of complex fractional order. In this work, we define the difference equation of complex fractional order in Caputo-like definition. We study the stability of linear systems which is an important and useful starting point for understanding the dynamics. We give stability conditions for linear systems and results can be extended to higher dimensions without loss of generality. Finally, we study nonlinear difference equations of complex order and investigate their dynamics.

2. Preliminaries

**Definition 2.1.** (see [23]). The Z-transform of a sequence \(\{y(n)\}_{n=0}^{\infty}\) is a complex function given by

\[
Y(z) = Z[y](z) = \sum_{k=0}^{\infty} y(k) z^{-k}
\]

where \(z \in \mathbb{C}\) is a complex number for which the series converges absolutely.

**Definition 2.2.** (see [24, 25]). Let \(h > 0, \ a \in \mathbb{R}\) and \((hN)_a = \{a, a+h, a+2h, \ldots\}\). For a function \(x : (hN)_a \to \mathbb{C}\), the forward \(h\)-difference operator is defined as

\[
(\Delta_h x)(t) = \frac{x(t+h) - x(t)}{h},
\]

where \(t \in (hN)_a\).

Throughout this article, we take \(a = 0\) and \(h = 1\). We write \(\Delta\) for \(\Delta_1\). Now, we generalize the fractional order operators defined in [23, 24, 25] to include the complex order \(\alpha\).
Definition 2.3. For a function $x : (h\mathbb{N})_a \to \mathbb{C}$ the fractional $h$-sum of order
\( \alpha = u + \nu \in \mathbb{C}, u > 0 \) is given by

\[ (a \Delta_h^{-\alpha} x)(t) = \frac{h^\alpha}{\Gamma(\alpha)} \sum_{s=0}^{n} \frac{\Gamma(\alpha + n - s)}{\Gamma(n - s + 1)} x(a + sh), \]

where, $t = a + (\alpha + n)h, \ n \in \mathbb{N}_o$. 

For $h = 1$ and $a = 0$, we have

\[ (\Delta^{-\alpha} x)(t) = \frac{1}{\Gamma(\alpha)} \sum_{s=0}^{n} \frac{\Gamma(\alpha + n - s)}{\Gamma(n - s + 1)} x(s) \]

\[ = \sum_{s=0}^{n} \binom{n - s + \alpha - 1}{n - s} x(s). \]

Here, we used the generalized binomial coefficient

\[ \binom{\mu}{\eta} = \frac{\Gamma(\mu + 1)}{\Gamma(\eta + 1)\Gamma(\mu - \eta + 1)}, \ \mu, \eta \in \mathbb{C}, \ \text{Re}(\mu) > 0, \ \text{and} \ \text{Re}(\eta) > 0. \]

If $n \in \mathbb{N}_o$ then

\[ \binom{\mu}{n} = \frac{(\mu + 1)\ldots(\mu - n - 1)}{n!\Gamma(\mu - n + 1)} = \frac{\mu(\mu - 1)\ldots(\mu - n - 1)}{n!}. \]

Definition 2.4. For $n \in \mathbb{N}_o$ and $\alpha = u + \nu \in \mathbb{C}, u > 0$, we define

\[ \tilde{\phi}_\alpha(n) = \binom{n + \alpha - 1}{n} = (-1)^n \binom{-\alpha}{n}. \]

Note: The convolution $\tilde{\phi}_\alpha * x$ of the sequences $\tilde{\phi}_\alpha$ and $x$ is defined as

\[ (\tilde{\phi}_\alpha * x)(n) = \sum_{s=0}^{n} \tilde{\phi}_\alpha(n - s)x(s) \]

\[ \therefore (\Delta^{-\alpha} x)(n) = (\tilde{\phi}_\alpha * x)(n). \]

\[ \therefore Z(\Delta^{-\alpha} x)(n) = Z \left( \tilde{\phi}(n) \right) Z(x(n)) = (1 - z^{-1})^{-\alpha} X(z), \]

where $X$ is $Z$ transform of $x$. 

4
Lemma 2.1. For $\alpha \in \mathbb{C}$, $\text{Re}(\alpha) > 0$,
\[ Z(\tilde{\phi}_\alpha(t)) = \frac{1}{(1-z^{-1})^\alpha}. \]

Proof: We have,
\[
Z(\tilde{\phi}_\alpha(t)) = \sum_{j=0}^{\infty} \tilde{\phi}_\alpha(j) z^{-j} = \sum_{j=0}^{\infty} \binom{j + \alpha - 1}{j} z^{-j} = \sum_{j=0}^{\infty} (-1)^j \binom{-\alpha}{j} z^{-j} = (1-z^{-1})^{-\alpha}.
\]
by using Newton’s generalization of Binomial Theorem [26, 27].

3. Stability Analysis

We consider the linear fractional order difference equation
\[
(\Delta^\alpha x)(t) = (A - I)x(t + \alpha - 1),
\]
where $t \in \mathbb{N}_{1-\alpha} = \{1 - \alpha, 2 - \alpha, 3 - \alpha, \ldots\}$, $\alpha \in \mathbb{C}$, $\text{Re}(\alpha) \in (0, 1)$, $x(t) \in \mathbb{C}^n$, $A$ is $n \times n$ complex matrix and $I$ is $n \times n$ identity matrix and $x(0) = x_0$.

Initial value problem [1] is equivalent to [28]
\[
x(t) = x_0 + \frac{1}{\Gamma(\alpha)} \sum_{s=1+\alpha}^{t+\alpha} \frac{\Gamma(t-s)(A-I)x(s+\alpha-1)}{\Gamma(t-s-\alpha+1)}.
\]
Putting $s + \alpha - 1 = j$, we get
\[
x(t) = x_0 + \sum_{j=0}^{t-1} \frac{\Gamma(t-j + \alpha - 1)}{\Gamma(\alpha)\Gamma(t-j)}(A-I)x(j) = x_0 + (A-I)(\tilde{\phi}_\alpha * x)(t-1).
\]
\[
\therefore \quad x(t+1) = x_0 + (A-I)(\tilde{\phi}_\alpha * x)(t), \quad t = 0, 1, 2, \ldots.
\]
If \( Z(x(t)) = X(z) \), then \( Z(x(t + 1)) = zX(z) - zx_0 \).

Taking Z-transform of (2), we get
\[
zX(z) - zx_0 = \frac{x_0}{1 - z^{-1}} + (A - I) \frac{1}{(1 - z^{-1})^\alpha} X(z).
\]

provided, \(|z| > 1\) \[23\].

\[
\therefore [z(1 - z^{-1})^\alpha I - (A - I)]X(z) = z(1 - z^{-1})^{\alpha - 1}x_0,
\]

where \(|z| > 1\).

We can solve this equation for \( X(z) \) if the matrix \((z(1 - z^{-1})^\alpha I - (A - I))\) is invertible matrix, i.e. if \( \text{det}(z(1 - z^{-1})^\alpha I - (A - I)) \neq 0 \) \( \forall \ z \) with \(|z| > 1\) \[29\, 30\]. Therefore, we have following theorem.

**Theorem 3.1.** The zero solution of (1) or (2) is asymptotically stable if and only if all the roots of \( \text{det}(z(1 - z^{-1})^\alpha I - (A - I)) = 0 \) satisfy \(|z| < 1\).

**3.1. Sketching the boundary of stable region**

Without loss, we can assume that the matrix \((A - I)\) is diagonal. Suppose that \((\lambda - 1)\) is an arbitrary entry on the diagonal. For stability, all the roots of characteristic equation
\[
z(1 - z^{-1})^\alpha - (\lambda - 1) = 0
\]

should satisfy \(|z| < 1\). On the boundary of stable region, we must have \( z = e^{it}, \ 0 \leq t \leq 2\pi \). Therefore, the characteristic equation \[3\] becomes
\[
e^{it}(1 - e^{-it})^\alpha = (\lambda - 1).
\]

Therefore, we have
\[
\lambda = 2^\alpha \left( \sin \left( \frac{t}{2} \right) \right)^\alpha e^{i\left[ \frac{\alpha \pi}{2} + t(1 - \frac{\alpha}{2}) \right]} + 1.
\]

Therefore, the parametric representation of boundary curve is
\[
\gamma(t) = \left( \text{Re}[2^\alpha \left( \sin \left( \frac{t}{2} \right) \right)^\alpha e^{i\left[ \frac{\alpha \pi}{2} + t(1 - \frac{\alpha}{2}) \right]}] + 1, \text{Im}[2^\alpha \left( \sin \left( \frac{t}{2} \right) \right)^\alpha e^{i\left[ \frac{\alpha \pi}{2} + t(1 - \frac{\alpha}{2}) \right]}] \right), \ t \in [0, 2\pi]. \[4\]

If all the eigenvalues of matrix \( A \) lie inside this simple closed curve \( \gamma(t) \) then the system will be asymptotically stable.
3.2. Condition for simple curve

**Theorem 3.2.** The curve \( \gamma(t) \) defined by (3) is simple curve for \( \alpha = u + iv \), 
\( u \in (0,1) \) if and only if \( 0 < v < \sqrt{2u - u^2} \).

**Proof:** We have 
\[ \beta(t) = e^{it}(1 - e^{-it})^{\alpha}, \]
where \( \alpha = u + iv \). There is self intersection or cusp in this parametric curve if and only if \( \exists t_1 \neq t_2 \) such that 
\[ \beta(t_1) = \beta(t_2), \quad t_1, t_2 \in [0,2\pi]. \]

\[ \iff \quad e^{it_1}(1 - e^{it_1})^{u+iv} = e^{it_2}(1 - e^{it_2})^{u+iv} \]
\[ \iff \quad \left( \sin \frac{t_1}{2} \right)^u e^{\frac{vt_1}{2}} e^{i(v \log \sin \frac{t_1}{2} + t_1(1 - \frac{u}{2}))} = \left( \sin \frac{t_2}{2} \right)^u e^{\frac{vt_2}{2}} e^{i(v \log \sin \frac{t_2}{2} + t_2(1 - \frac{u}{2}))} \]
\[ \quad \text{and} \]
\[ v \log \left( \left( \sin \frac{t_1}{2} \right) + t_1 \left( 1 - \frac{u}{2} \right) \right) = v \log \left( \left( \sin \frac{t_2}{2} \right) + t_2 \left( 1 - \frac{u}{2} \right) \right) + 2k\pi, \quad k \in \mathbb{Z} \]
\[ \iff \quad \frac{v^2}{2} = \left( 1 - \frac{u}{2} \right) u - 2k\pi u \]
\[ \therefore \quad v^2 = (2 - u)u - 4k\pi u \]
\[ \iff \quad v = \sqrt{2 + 4k\pi}u + u^2 \]

This is non real if \( k = -1, -2, -3, \ldots \). Further \( v \) is minimum if \( k = 0 \) and we have \( v = \sqrt{2u - u^2} \) or \((u - 1)^2 + v^2 = 1\). Therefore, if \( 0 < v < \sqrt{2u - u^2} \) then \( \gamma(t) \) is a simple curve. This completes the proof of theorem.

**Observation:** If there exists multiple points i.e. if \( v > \sqrt{2u - u^2} \) then the system is unstable for all eigenvalues.

4. Illustrative Examples

In this section we verify the stability results described in the previous section.

**Example 4.1.** We take \( \alpha = e^{\frac{\pi}{4}} = 0.7071(1 + i) \). The stable region for this \( \alpha \) is sketched in Figure 3. Consider the 1-dimensional system (2) with \( f(x) = (0.2 + 0.5i)x \). In this case, \( \lambda = 0.2 + 0.5i \) is inside the stable region of this system as shown in Figure 3. On the other hand, the eigenvalue of \( \lambda = 0.1 - 2i \) lies outside the stable region. The unstable trajectory of this system is traced in Figures 4 and 5.
Example 4.2. Now we take $\alpha = 0.4 + 0.9i$. Here $v > \sqrt{2u - u^2}$. Therefore, the boundary curve $\gamma(t)$ will have multiple points as shown in Figure 6. In this case, we observe the unstable solutions for all eigenvalues. We take $f(x) = \lambda x$ with $\lambda = 1.1 - 0.1i, -0.1 - 0.1i$ and $0.5 + 0.1i$ inside and outside the curve $\gamma(t)$. The unstable solutions for these values are sketched in Figures 7, 8 and 9 respectively.

5. Nonlinear System

We consider,

$$x(t) = x_0 + \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{t-1} \frac{\Gamma(t-j+\alpha-1)}{\Gamma(t-j)} [f(x(j)) - x(j)], \ t = 1, 2, \ldots \quad (5)$$

where $x(t) \in \mathbb{C}^n$ and $f : \mathbb{C}^n \to \mathbb{C}^n$ is continuously differentiable. A steady state solution $x_*$ of (5) is a complex number satisfying $f(x_*) = x_*$. Following definitions are generalizations of those given in [31, 32].
**Definition 5.1.** We say that \( x_\ast \) is stable if for each \( \epsilon > 0 \), \( \exists \, \delta > 0 \) such that \( \| x_0 - x_\ast \| < \delta \implies \| x(t) - x_\ast \| < \epsilon \), \( t = 1, 2, \ldots \).

**Definition 5.2.** Equilibrium point \( x_\ast \) is asymptotically stable if it is stable and \( \exists \, \delta > 0 \) such that \( \| x_0 - x_\ast \| < \delta \implies \lim_{t \to \infty} x(t) = x_\ast \).

**Note:** If \( x_\ast \) is not stable then it is unstable.

The linearization of nonlinear system (5) in the neighborhood of \( x_\ast \) is given by

\[
x(t) = x_0 + \sum_{j=0}^{t-1} \frac{\Gamma(t - j + \alpha - 1)}{\Gamma(\alpha)\Gamma(t - j)}(A - I)x(j)
\]

where \( A = f'(x_\ast) \) is the Jacobian matrix.

The local stability properties of equilibrium point \( x_\ast \) of (5) are same as those of linearization (6) i.e. the equilibrium point \( x_\ast \) is asymptotically stable if all the eigenvalues of Jacobian \( A \) lie inside the stable region.
Figure 3: Example 1 stable solution for $f(x) = (0.2 + 0.5i)x$

Figure 4: Example 1 unstable solution for $f(x) = (0.1 - 2i)x$

Figure 5: Example 1 unstable solution for $f(x) = (0.1 - 2i)x$
5.1. Complex order logistic map

We consider

\[ f(x) = \lambda x(1 - x), \]

where \( \lambda > 0 \).

The logistic map of complex order \( \alpha \), with \( \text{Re}(\alpha) > 0 \) is given by

\[
x(t) = x_0 + \sum_{j=0}^{t-1} \frac{\Gamma(t - j - \alpha - 1)}{\Gamma(\alpha) \Gamma(t - j)} [f(x(j)) - x(j)], \quad t = 1, 2, \ldots
\]  

(7)

Equilibrium points of (7) are \( x_{1*} = 0 \) and \( x_{2*} = (\frac{\lambda - 1}{\lambda}) \). Linearization of (7) in the neighborhood of equilibrium \( x_* \) is given by

\[
x(t) = x_0 + \sum_{j=0}^{t-1} \frac{\Gamma(t - j - \alpha - 1)}{\Gamma(\alpha) \Gamma(t - j)} [(f'(x_*) - 1)x(j)].
\]  

(8)

**Stability of** \( x_{1*} = 0 \):

Here \( f'(x_{1*}) = f'(0) = \lambda \). Therefore, the equilibrium point \( x_{1*} \) is asymptotically stable if \( \lambda \) is inside the stable region bounded by (4).
Figure 7: Example 2 unstable trajectory for $\lambda = 1.1 - 0.1i$

Figure 8: Example 2 unstable solution for $\lambda = 1.1 - 0.1i$

Figure 9: Example 2 unstable solution for $\lambda = 0.5 + 0.1i$
Stability of $x_{2*} = 0$:

In this case,

$$f'(x_{2*}) = \lambda - 2\lambda \left(\frac{\lambda - 1}{\lambda}\right) = 2 - \lambda.$$ 

Therefore, $x_{2*}$ is asymptotically stable if $(2 - \lambda)$ lies inside the stable region bounded by $[4]$. Let us take $\alpha = 0.8 + 0.7i$. The stable region is given in Figure 10. Therefore, $x_{1*}$ is asymptotically stable if $\lambda \in (-0.2774, 0.6432) \cup (1, 1.0754)$ and the $x_{2*}$ is asymptotically stable if $\lambda \in (0.9246, 1) \cup (1.3568, 2.2774)$. For $\lambda = -0.1$, $x_{1*}$ is asymptotically stable whereas $x_{2*} = 11$ is unstable. In Figure 11 we take $x_0 = 0.3$ where the trajectory converges to $x_{1*}$. We take $x_0 = 10.2$ in Figure 12 and show that the trajectory is diverging. The equilibrium point $x_{1*}$ is unstable for $\lambda = 1.5$ whereas $x_{2*} = 0.3333$ is asymptotically stable. This result is verified in Figures 13 and 14 by selecting appropriate initial conditions viz. $x_0 = 0.3$ and $x_0 = -0.1$ respectively.
5.2. Two-dimensional system

Now, we consider two-dimensional system

\[ x(t) = x_0 + \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{t-1} \frac{\Gamma(t - j + \alpha - 1)}{\Gamma(t - j)} [f_1(x(j), y(j)) - x(j)], \]
\[ y(t) = y_0 + \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{t-1} \frac{\Gamma(t - j + \alpha - 1)}{\Gamma(t - j)} [f_2(x(j), y(j)) - y(j)], \]
\[ t = 1, 2, \ldots \]

where, \( f_1(x, y) = \lambda x(y+1) + \mu(x^2+1)y \) and \( f_2(x, y) = \lambda y(x+1) - \mu(y+1)^2x \).

Clearly, origin \((0,0)\) is an equilibrium point. The Jacobian matrix at origin

\[ J = \begin{bmatrix} \lambda & \mu \\ \mu & \lambda \end{bmatrix} \]

has eigenvalues \( \lambda \pm i\mu \). For \( \alpha = 0.7 + 0.4i \), the stable region is shown in Figure 15. For the value \((\lambda, \mu) = (-0.2, 0.1)\), both the eigenvalues \(-0.2 \pm 0.1i\) of \( J \) lie inside the stable region. The stable orbits \(|x(j)|\) and \(|y(j)|\) are shown in Figure 16. If we set \((\lambda, \mu) = (-0.2, -0.5)\) then the eigenvalue \(-0.2 - 0.5i\) lies inside the stable region whereas the eigenvalue \(-0.2 + 0.5i\) lies outside the stable region. Therefore, the equilibrium is unstable. The unstable orbits are shown in Figure 17.

6. Results and Conclusion

We have used Z-transform for carrying out stability analysis of equilibrium points. This technique is fairly general. Stability for the linear system is achieved if the zero solutions of the system are asymptotically stable i.e., the roots of equation (3) satisfy \(|z| < 1\). If all the roots of the system lie within the boundary curve defined by (4) then it is considered to be asymptotically stable otherwise, unstable. We have demonstrated that this result can be extended to non-linear systems using the logistic map. For a non-linear system, the first step is to linearize it around its equilibrium points. These points are asymptotically stable if the eigenvalues of the Jacobian matrix lie inside the stable region. For higher dimensions, we considered the example of a two-dimensional system and found similar results for stability analysis. All the eigenvalues of the Jacobian matrix must lie inside the curve.
for the equilibrium point to be stable as seen in the examples. This criterion is very similar to one obtained for integer-order difference equations though the stability region is very different.

However, we note that the qualitative dynamics is dissimilar in many contexts. For example, for \( x_{n+1} = \lambda x_n \), we observe monotonic decrease or increase for \( \lambda \in \mathbb{R} \). On the other hand, trajectories can spiral in or out even for \( \lambda \in \mathbb{R} \) for complex order difference equations even for real initial conditions. It is possible that these difference equations can lead to stable limit cycles or quasi-periodic cycles in nonlinear systems even in 1-dimension and it is of interest in the future if it is possible in one or higher dimensions. It has been shown that periodic orbits do not exist for fractional-order differential equations for real order \([33]\). Complex order differential has been studied in several contexts as mentioned in the introduction. In viscoelastic systems, some researchers have demanded that the output should be real for real input, and hence the dynamics is governed by the sum of two complex order differential equations of complex conjugate order \([34]\). Our work can be easily extended in this direction and the stable region, in this case, would be the intersection set of the two difference equations.

This work is mainly motivated by mathematical curiosity and we have generalized the notion of difference equations to complex order. The limited studies in nonlinear systems do not show chaos or quasi-periodic cycles. It would be interesting to further examine whether the system shows chaos under certain conditions.
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Figure 11: $x_1$ is asymptotically stable for $\lambda = -0.1$

Figure 12: $x_2$ is unstable for $\lambda = -0.1$

Figure 13: $x_1$ is unstable for $\lambda = 1.5$

Figure 14: $x_2$ is asymptotically stable for $\lambda = 1.5$
Figure 15: Stable region for 2-dimensional system (9)
Figure 16: Stable orbits for \((\lambda, \mu) = (-0.2, 0.1)\)

Figure 17: Unstable orbits for \((\lambda, \mu) = (-0.2, 0.5)\)