Dating and localizing an invasion from post-introduction data and a coupled reaction-diffusion-absorption model
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Abstract

Invasion of new territories by alien organisms is of primary concern for environmental and health agencies and has been a core topic in mathematical modeling, in particular in the intents of reconstructing the past dynamics of the alien organisms and predicting their future spatial extents. Partial differential equations offer a rich and flexible modeling framework that has been applied to a large number of invasions. In this article, we are specifically interested in dating and localizing the introduction that led to an invasion using mathematical modeling, post-introduction data and an adequate statistical inference procedure. We adopt a mechanistic-statistical approach grounded on a coupled reaction-diffusion-absorption model representing the dynamics of an organism in an heterogeneous domain with respect to growth. Initial conditions (including the date and site of the introduction) and model parameters related to diffusion, reproduction and mortality are jointly estimated in the Bayesian framework by using an adaptive importance sampling algorithm. This framework is applied to the invasion of Xylella fastidiosa, a phytopathogenic bacterium detected in South Corsica in 2015, France.
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1 Introduction

Biological invasions have long been an important topic for biologists and mathematicians because of their impact on the environment, indigenous species, and health of humans, animals and plants (Andow et al, 1990, 1993; Baker, 1991; Hengeveld, 1989; Kermack and McKendrick, 1927; Richardson and Bond, 1991; Simberloff, 1989; Anderson et al, 1996; Shigesada and Kawasaki, 1997; Weinberger, 1978). Biological invasions are generally viewed as the result of a process with four stages: arrival, establishment, spread and concentration (Reise et al, 2006; Verner, 1996). Each stage of the invasion process has been a core topic in mathematical modeling since the mid-twentieth century (Fisher, 1937; Mollison, 1977; Okubo, 1980; Shigesada et al, 1995; Skellam, 1951), and better understanding processes governing invasions is chiefly relevant for improving surveillance and control strategies. In particular, extensive researches have been conducted in the intents of reconstructing the past dynamics (Boys et al, 2008; Roques et al, 2016; Soubeyrand and Roques, 2014) of alien species and predicting their future spatial extents (Chapman et al, 2015; Peterson et al, 2003). In this context, partial differential equations offer a rich and flexible framework that has been applied to a large number of invasions (Gatenby and Gawlinski, 1996; Lewis, MA and Kareiva, P, 1993; Murray, 2002; Okubo and Levin, 2002; Turchin, 1998). Even though a partial differential equation does not describe all the processes involved in an ecological dynamics, it can help in understanding its important properties and inferring its major components, such as dates and sites of invasive-species introductions.

Consider as an example the emergence of Xylella fastidiosa (Xf), a phytopathogenic bacterium detected in South Corsica, France, in 2015 and currently present in a large part of this island (Denancé et al, 2017b; Soubeyrand et al, 2018). This plant pathogen has the potential to cause a major sanitary crisis in France, typically like in Italy, where a large number of infected olive trees dried and died, causing serious damages to olive cultivation. To avoid such a situation, the French General Directorate of Food (DGAL) implemented enhanced control and surveillance measures after the first in situ detection of Xf in Corsica, which generated a data set consisting of a spatio-temporal point pattern (i.e. the locations and dates of plant samples) marked by a binary variable indicating the result of the diagnostic test (i.e. indicating if the plant sample is positive or negative to Xf).

In this example, only post-introduction data are available (i.e. data collected over a temporal window covering a period after the introduction time), and we precisely propose in this article an approach for estimating the date and
the site of the introduction using such observational partial data. It has however to be noted that estimating the introduction point from post-introduction data requires the estimation of the propagation characteristics of the invasive species (and vice versa) because these characteristics link the introduction and the observations. Thus, in this paper, we aim at jointly estimating the date and site of the introduction, and other parameters related to growth, dispersal and death that govern the post-introduction dynamics.

Such a joint estimation was proposed by Soubeyrand and Roques (2014) with a simple reaction-diffusion model and was applied to simulated data. It was developed in a mechanistic-statistical framework that has often been used to describe and infer ecological processes. This framework combines a mechanistic model for the dynamics of interest, a probabilistic model for the observation process and a statistical procedure for estimating model parameters (Berliner, 2003; Lanzarone et al, 2017; Roques et al, 2011; Soubeyrand et al, 2009a,b; Wikle, 2003b,a). We adapted this framework for dating and localizing the introduction of an invasive species by taking into account spatial heterogeneities in growth and mortality. Precisely, we built a mechanistic model yielding the probability for the invasive species to occupy any spatial units at any time. This spatio-temporal function, with values in $[0,1]$, satisfies (i) a reaction-diffusion equation that describes the spread of the alien species in a sub-domain of the study domain and (ii) a diffusion-absorption equation that describes the dispersal and the death of the alien species in the complementary sub-domain. Typically, the partition into the two sub-domains can be determined by environmental variables affecting the growth and mortality of the invasive species (e.g. host/non-host environment, low/high winter temperature, and presence/absence of nutrients). In addition, our model assumes that there is only one introduction point (in time and space) that governs the emergence of the invasive species and that eventual other introduction points have negligible effects on the dynamics. Estimation of model parameters, including the time and the location of the introduction, is carried out in a Bayesian framework with the adaptive multiple importance sampling algorithm (AMIS; Bugallo et al, 2015; Cornuet et al, 2012). Contrary to the MCMC algorithm that is often used in the mechanistic-statistical framework (see references above), AMIS can be easily parallelized and its tuning parameters are automatically adapted across the algorithm iterations. Finally, the two sub-domains (where the reaction-diffusion and diffusion-absorption equations are defined) are obtained by thresholding a spatial variable. The threshold value is determined with a selection criterion. Four criteria are considered: the Bayesian information criterion (BIC; Schwarz et al, 1978), two versions of the deviance information criteria (DIC; Gelman et al, 2003; Spiegelhalter et al, 2002) and a predictive information criterion (IC; Ando, 2011).

In the Xf case study, the two sub-domains are defined by thresholding the average of the minimum daily temperature in January and February, the two coldest months of the year in Corsica. Indeed, winter temperature has been inferred as an important environmental factor governing the dynamics of Xf and the level of disease severity caused by Xf (Costello et al, 2017; Feil et al, 2013).
For instance, isolines for the average minimum daily temperature in January have been shown to be quite consistent with regions in the United States that are exposed to different levels of severity of the Pierce’s disease of grape caused by Xf [Anas et al. 2008].

The paper is structured as follows. The hierarchical modeling framework coupling a partial differential equation and a Bernoulli observation is described in Section 2.1. Bayesian inference for parameter estimation relying on an adaptive MCMC algorithm and four criteria for model selection are also presented in this methodological section. The results obtained from surveillance data for Xf in the case study (Corsica) are detailed in Section 3. In Section 4 we summarize and discuss our work.

2 The mechanistic-statistical approach

2.1 Process model

Models based on parabolic partial differential equations have often been used to describe biological invasions [Skellam, 1951; Shigesada et al, 1995; Shigesada and Kawasaki, 1997; Okubo, 1980]. Here, we are interested in the invasion of a pathogen, that spreads in a domain $\Omega$ included in $\mathbb{R}^2$. We assume that there is only one single introduction point in time and space that triggered the invasion and that eventual subsequent introductions have negligible effects on the dynamics and are therefore not incorporated into the model. Furthermore, to account for spatial heterogeneity in the reproduction regime of the pathogen, we divide $\Omega$ into two sub-domains, say $\Omega_1$ and $\Omega_2$, such that $\Omega = \Omega_1 \cup \Omega_2$, $\Omega_1 \cap \Omega_2 = \emptyset$ and different growth terms apply to $\Omega_1$ and $\Omega_2$.

More formally, the spread of the pathogen is described by a coupled model governing the probability $u(t, x)$ of a host located at site $x = (x_1, x_2) \in \Omega$ to be infected at time $t$. This model is grounded on two particular types of parabolic partial differential equations: (i) a reaction-diffusion equation in $\Omega_1$ where the growth is logistic (Verhulst, 1838) and (ii) a diffusion-absorption equation in $\Omega_2$ where only dispersal and death events occur. The probability $u(t, x)$ satisfies:

$$
\begin{align*}
\frac{\partial u}{\partial t} &= D \Delta u + bu \left(1 - \frac{u}{K}\right) 1(x \in \Omega_1) - au 1(x \in \Omega_2), \quad t \geq \tau_0, \ x \in \Omega, \\
\nabla u(t, x).n(x) &= 0, \quad t \geq \tau_0, \ x \in \partial \Omega, \\
 u(\tau_0, x) &= u_0(x) \geq 0, \quad x \in \Omega,
\end{align*}
$$

where $D > 0$ is the diffusion coefficient; $b$ corresponds to the intrinsic growth rate of the pathogen; $K \in (0, 1]$ is a plateau for the probability of infection (i.e. an analog to the carrying capacity of the environment); $\Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2}$ is the 2-dimensional diffusion operator of Laplace; $x \mapsto 1(x \in \Omega_1)$ is the
characteristic function taking the value 1 if \( x \in \Omega \) and 0 otherwise; \( \tau_0 \in \mathbb{R} \) is the introduction time of the pathogen. As explained in the introduction, the sub-domains \( \Omega_1 \) and \( \Omega_2 \) are defined by thresholding a spatial function, say \( T \), with the threshold value \( \bar{T} \) that is held fixed: \( \Omega_1 = \Omega_1(T, \bar{T}) = \{ x \in \Omega : T(x) > \bar{T} \} \) and \( \Omega_2 = \Omega_2(T, \bar{T}) = \{ x \in \Omega : T(x) \leq \bar{T} \} \).

In our framework, the initial condition \( u_0 \) models the introduction of the pathogen in the study domain. Here, the introduction represents the initial phase of the outbreak corresponding to the arrival of the pathogen and its local establishment. Thus, \( u_0 \) is not expressed as a Dirac delta function but as a kernel function centered around the central point of the introduction \( \tilde{x}_0 = (\tilde{x}_0, \tilde{y}_0) \in \Omega \). More precisely, the probability of a host at \( x \) to be infected at \( \tau_0 \) satisfies:

\[
 u_0(x) = p_0 \exp\left(-\frac{\|x - \tilde{x}_0\|^2}{2\sigma^2}\right)
\]

where \( p_0 \) is the infection probability at \( (\tau_0, \tilde{x}_0) \), \( \sigma^2 = \frac{q^2}{4} \), \( q \) is the 0.95-quantile of the \( \chi^2 \) distribution with two degrees of freedom, and \( r_0 \) is the radius of the kernel. Thus, at \( \tau_0 \), if we neglect border effects, 95% of the infected plants are located within the ball with center \( \tilde{x}_0 \) and radius \( r_0 \). Assuming in addition reflecting conditions on the boundary \( \partial\Omega \) of \( \Omega \), the system of equations (1) is well-posed (Evans, 1998). In addition, by constraining \( p_0 \) in \([0, K]\), the principle of parabolic comparison (Protter, MH and Weinberger, HF, 1967) implies that the solution of (1) is also in the interval \([0, K]\).

### 2.2 Data model

Let \( t_i \in \mathbb{R} \) denote the sampling time of host \( i \in \{1, \ldots, I\}, I \in \mathbb{N}^* \), \( x_i \in \Omega \) its location and \( Y_i \in \{0, 1\} \) its sanitary status observed at time \( t_i \) (1 for infected, 0 for healthy). Conditionally on \( u \), \( T \) and \( \{(t_i, x_i) : 1 \leq i \leq I\} \), the sanitary statuses \( Y_i, i \in \{1, \ldots, I\} \), are assumed to be independent random variables following Bernoulli distributions with success probability \( u(t_i, x_i) \):

\[
 Y_i \mid u, T, \{(t_i, x_i) : 1 \leq i \leq I\} \sim \text{indep. Bernoulli}(u(t_i, x_i)),
\]

where \( u \) depends on parameters \( D, b, K, \alpha, \tau_0, \tilde{x}_0, r_0, p_0 \) and \( \bar{T} \).

**Remark.** This simple data model could be modified to account for factors classically encountered in epidemiology, e.g. false-positive and false-negative observations, and spatial and temporal dependencies not accounted for in the process model.

### 2.3 Parameter estimation with an adaptive importance sampling algorithm

Inference about the parameter vector \( \Theta = (D, b, K, \alpha, \tau_0, \tilde{x}_0, r_0, p_0) \) is made in the Bayesian framework, which technically consists in assessing the posterior
distribution \( [\theta|Y] \) of \( \theta \) conditional on sanitary statuses \( Y = \{Y_i : 1 \leq i \leq I\} \). The parameter \( \tilde{T} \) will be treated later in section 2.4 via model selection. Philosophically, a posterior probability is to be interpreted as a coherent judgment quantifying a subjective degree of uncertainty (Lindley, 2006).

In what follows, we will keep using Gelfand’s bracket notations for probability distributions (Gelfand and Smith, 1990). The posterior distribution of the unknown, hereafter dubbed \( \Theta \), is derived by Bayes’ rule:

\[
[\Theta|Y] = \frac{[Y|\Theta] \times [\Theta]}{[Y]},
\]

where

\[
[Y|\Theta] \text{ is the conditional distribution of the data } Y \text{ given the unknown } \Theta \text{ (i.e. the likelihood function of the model) that satisfies (using Equation (3))}:
\]

\[
[Y|\Theta] = \prod_{i=1}^{I} u(t_i, x_i)^{Y_i} (1 - u(t_i, x_i))^{1-Y_i}; \tag{4}
\]

\([\Theta] \text{ is the prior distribution of } \Theta \text{ that depends on the application and that will be specified in Section 3 the distribution of } Y, [Y] = \int [Y|\Theta][\Theta]d\Theta, \text{ may be a formidable integral, depending of the dimension of the unknown } \Theta. \text{ However, modern Bayesian algorithms (Brooks, 2003) avoid its computation by making recourse to Monte Carlo techniques only based on the unnormalized probability function } [Y|\Theta] \times [\Theta]. \text{ Yet, the computation of } [Y|\Theta] \text{ itself requires the value of the solution } u \text{ of Equation (1) for any valid parameter vector } \Theta. \text{ This equation admits a unique solution for any fixed and valid } \Theta, \text{ but cannot be solved analytically. Hence, we make recourse to a standard finite-element method with the software Freefem++ (Hecht, 2012); see Section 2.5.}

For the mechanistic-statistical model defined above, the posterior distribution \( [\theta|Y] \) cannot be expressed analytically due to its intractable normalizing constant, but one can draw a sample under this distribution using an adequate algorithm for Bayesian inference. The so-called posterior sample \( [\theta|Y] \) is then used to numerically characterize all that we know about \( \Theta \) after data assimilation. Here, we use the adaptive multiple importance sampling (AMIS; Cornuet et al, 2012) algorithm, that consists of iteratively generating parameter vectors under an adaptive proposal distribution and assigning weights to the parameter vectors. To design efficient importance sampling algorithms, the auxiliary proposal distribution should be chosen as close as possible to the posterior distribution. However, the posterior distribution being unknown, the crucial choice of the proposal is a difficult task (Gelman et al, 1996; Roberts et al, 1997). The main aim of the AMIS algorithm is to overcome this difficulty by tuning the coefficients of the proposal distribution picked in a parametric family of distributions, generally the Gaussian one, at the end of each iteration.

In this framework, at each iteration, new coefficient values for the proposal distribution are determined using the current weighted posterior sample (Bugallo et al, 2013), then the posterior sample is augmented by generating
new replicates from the newly tuned proposal distribution and the weights of the cumulated posterior sample are recomputed. The algorithm can be described as follows:

1. Set initial values $\mu_0$ and $\Sigma_0$ for the mean vector and the variance matrix of the multi-normal proposal distribution $N(\mu_0, \Sigma_0)$, whose probability density function is denoted by $\Theta \rightarrow g_{\mu_0, \Sigma_0}(\Theta)$.

2. At iteration $m = 1, \ldots, M$,
   - (a) Generate a new sample $\{\Theta^l_m : l = 1, \ldots, L\}$ from the proposal distribution $N(\mu_{m-1}, \Sigma_{m-1})$.
   - (b) Compute the un-normalized importance weights for the new sample as in Equation (5), and update the un-normalized weights for the previously generated samples as in Equation (6):
     
     \[
     \tilde{w}^l_m = \frac{1}{m} \frac{[Y|\Theta^l_m] \times [\Theta^l_m]}{\sum_{j=1}^{m} g_{\mu_{j-1}, \Sigma_{j-1}}(\Theta^l_j)}, \quad l = 1, \ldots, L
     \]
     
     \[
     \tilde{w}^\varepsilon_m = \frac{1}{m} \frac{[Y|\Theta^\varepsilon_m] \times [\Theta^\varepsilon_m]}{\sum_{j=1}^{m} g_{\mu_{j-1}, \Sigma_{j-1}}(\Theta^\varepsilon_j)}, \quad \varepsilon = 1, \ldots, m - 1, \quad l = 1, \ldots, L.
     \]
   - (c) Normalize the weights:
     \[
     w^l_m = \frac{\tilde{w}^l_m}{\sum_{l=1}^{L} \sum_{\varepsilon=1}^{m} \tilde{w}^\varepsilon_m}, \quad \varepsilon = 1, \ldots, m, \quad l = 1, \ldots, L.
     \]
   - (d) Adapt coefficient values for the next proposal distribution as follows:
     \[
     \mu_m = \sum_{l=1}^{L} \sum_{\varepsilon=1}^{m} w^l_m \Theta^\varepsilon_m
     \]
     \[
     \Sigma_m = \sum_{l=1}^{L} \sum_{\varepsilon=1}^{m} w^l_m (\Theta^\varepsilon_m - \mu_m)(\Theta^\varepsilon_m - \mu_m)^t.
     \]

The AMIS algorithm provides a weighted posterior sample $\{\{\Theta^l_m, w^l_m\} : l = 1, \ldots, L\}_{m=1}^M$ of size $ML$, which provides an empirical approximation of the posterior distribution $[\Theta|Y]$. Conditions leading to the convergence in probability of the posterior mean of any function (integrable with respect to the posterior distribution) of the parameters are described in Cormet et al (2012) and are satisfied in our case.

2.4 Choice of $\tilde{T}$ with a model selection procedure

Implementation constraints concerning the partition of the study domain which depends on the threshold $\tilde{T}$, led us to proceed by two separate steps: (i) to
infer model parameters for different fixed values of $\hat{T}$ and, then, (ii) to select the value of $\hat{T}$ having the largest support of data (this amounts to selecting a model within a class of models characterized by $\hat{T}$). Thus, for each element $\hat{T}_a$ in $\{\hat{T}_1, \ldots, \hat{T}_A\} \subset \mathbb{R}^A$, $A \in \mathbb{N}^*$, we carried out the estimation procedure described in Section 2.3 by instancing $\hat{T}$ at the value $\hat{T}_a$ and letting it fixed. Then, the best value of $\hat{T}$ is chosen by minimizing some criteria classically used for model selection: here we rely on the Bayesian Information criterion (BIC; Schwarz et al, 1978), two Deviance information criteria (DIC; Spiegelhalter et al, 2002; Gelman et al, 2003) and a predictive Information Criterion (IC; Ando, 2011). We use different selection criteria in order to report the variability of the selected $\hat{T}$ when different hypotheses are made about which the best model is, if any.

The BIC satisfies:

$$BIC = -2 \log[Y|\hat{\Theta}] + k \log I,$$

where $I$ is the sample size, $k$ is the number of model parameters (in our setting, $k$ is the same for all the models), and $\hat{\Theta}$ is the maximum likelihood estimate of the parameter vector $\Theta$ in the support $S(\Theta; \hat{T}_a)$ of $\Theta$ defined by the prior distribution (in our setting, this support depends on the fixed value $\hat{T}_a$ of $\hat{T}$):

$$\hat{\Theta} = \arg\max_{\Theta \in S(\Theta; \hat{T}_a)} [Y|\Theta].$$

The DIC satisfies:

$$DIC = \bar{D} + p_{eff},$$

where $\bar{D}$ is the posterior mean of the deviance $D(\Theta) = -2 \log[Y|\Theta] + C$ (where $C$ is a constant that cancels out when one compares different models) and $p_{eff}$ is the effective number of parameters of the model. The difference in the two versions of the DIC considered here lies in the calculation of $p_{eff}$. In the first version proposed by Spiegelhalter et al (2002),

$$p_{eff} = p_D = \bar{D} - D(\bar{\Theta}),$$

where $\bar{\Theta}$ is the posterior mean of $\Theta$: $\bar{\Theta} = \text{E}[\Theta|Y]$. In the second version proposed by Gelman et al (2003),

$$p_{eff} = \frac{1}{2} V(D(\Theta)|Y),$$

where $V(D(\Theta)|Y)$ is the posterior variance of $D(\Theta)$. The IC of Ando (2011), which is supposed to solve over-fitting issues, satisfies:

$$IC = \bar{D} + 2p_D := 3\bar{D} - 2D(\bar{\Theta}).$$

In practice, the different terms appearing in the four criteria, namely $\hat{\Theta}$, $\bar{\Theta}$, $\bar{D}$ and $V(D(\Theta)|Y)$, are replaced by their empirical values using the weighted posterior sample $\{(\Theta^l_m, w^l_m)_{l=1}^L\}_{m=1}^M$ provided by the application of the AMIS algorithm.
2.5 Numerical equation solving

For the application, computations were carried out with the software Freefem++ (Hecht, 2012). A Finite Element Method was used. The nonlinearity has been treated with a Newton-Raphson algorithm applied to the variational formulation of Equation (1), by instancing the criterion of convergence at the value $10^{-10}$. The solution was approximated by a piecewise linear and continuous function. The time resolution was based on an adaptive step size using a backward Euler method. Supplementary Figure S1 shows the spatial discretization composed of 4791 nodes that has been used in the application in Section 3. With this mesh, the average computation time for one simulation is 55 seconds.

We explored the effect of the spatial discretization by comparing the numerical solutions of the equation obtained with the 4791-nodes mesh and with a finer mesh composed of 10703 nodes. The solutions were computed for the set of parameters corresponding to the posterior maximum (Supplementary material S4 shows the time continuous dynamics for this set of parameters). Supplementary Figure S2 shows very close simulation results for both meshes. Moreover, we investigated the numerical error of system (1) by using the indicator norm $\|u\|_{H^2}$ which is classically considered to control the $H^1$-error (Allaire, 2008). Using the mesh composed of 4791 nodes leads to a numerical error around 0.02 corresponding to a satisfying accuracy for our application.

3 Application to the dynamics of *Xylella fastidiosa* in South Corsica

3.1 Surveillance data

For this application, we use spatio-temporal binary data on the presence of *Xylella fastidiosa* (Xf) collected in South Corsica, France, from July 2015 to May 2017. Over this period, approximately 8000 plants were sampled, among which 800 have been diagnosed as infected (with a real-time PCR technique; Denancé et al., 2017b). Available data for all the sampled plants are their spatial coordinates, their sampling dates and their health statuses. Coordinates and health statuses at the sampling times are shown in Figure 1.

3.2 Model specifications

As mentioned in the introduction, we use temperature data to divide the spatial domain into two sub-domains. We exploit a freely available database (PVGIS © European Communities, 2001–2008) providing, in particular, monthly averages of the daily minimum temperature reconstructed over a grid with spatial resolution of 1×1km (Huld et al., 2003); these monthly averages correspond to the period 1995-2003, but we used them as references over the period covered by our models. We use these data to build the average of the daily
minimum temperature over January and February, say $T(x)$ for any location $x$; see Figure 1. $T(x)$ is then used to split the study domain into two parts: one part where $T(x) \leq \bar{T}$ and the growth of Xf is hampered by cold winter temperatures, and the other part where $T(x) > \bar{T}$ and the growth of Xf is not hampered. The threshold value $\bar{T}$ will be selected in the set $\{4.0, 4.2, 4.4, \ldots, 6.0\}$, in Celsius degrees. Panels of Figure 2 display the partitioning of the study domain induced by the different values of $\bar{T}$. 

Fig. 1 Locations of plants, sampled from July 2015 to May 2017, that have been detected as positive (red dots) or negative (green dots) to *Xylella fastidiosa* in South Corsica, France, and map of the average of the daily minimum temperature (in Celsius degrees) over January and February reconstructed over a grid with spatial resolution of $1 \times 1$ km (blue–white color palette).
The prior distribution for $\Theta$ combines vague uniform distributions and Dirac distributions:

$$
[\Theta] = \frac{1}{(10^8 - 50) \times 100 \times 1 \times 100 \times 1000 \times |\Omega_1|} \\
\times 1(D \in [50; 10^8], b \in [0; 100], K \in [0; 1], \alpha \in [0; 100], \tau_0 \in [-1000; 0], \tilde{x}_0 \in \Omega_1) \\
\times \text{Dirac}_{5000}(r_0) \times \text{Dirac}_0(\theta_0),
$$

where $|\Omega_1|$ is the area of $\Omega_1$ and $\text{Dirac}_b(B)$ is equal to 1 if $B = b$, and 0 otherwise. The Dirac distribution for $\tilde{T}$ was chosen to deal with implementation issues explained in Section 2.4. We chose Dirac prior distributions for $r_0$ and $\theta_0$ in the aim of precisely defining what is an introduction (see Section 2.1) and imposing the same intensity level and spatial extent for the introduction in all the models in competition. For $D$, $b$, $K$ and $\alpha$, we specified vague uniform priors satisfying constraints of positivity. In addition, the plateau $K$ had to be less than 1, as indicated in Section 2.1. For the introduction time $\tau_0$, we chose a uniform distribution between $-1000$ months and 0 month before the first detection of Xf in South Corsica. Note that, using a temporal model and aggregated data, Soubeyrand et al (2018) inferred an introduction date around $-360$ months before the first detection of Xf in South Corsica. Finally, the introduction location $\tilde{x}_0$ was supposed to be uniformly distributed in $\Omega_1$, the sub-domain where the conditions are favorable for the expansion of Xf.

3.3 Selection of the temperature threshold

The spatio-temporal models corresponding to different values of $\tilde{T}$ ranging from 4 to 6°C were fitted to data using the estimation approach presented in Section 2.3 (with $(M, L) = (50, 10^4)$) and were compared with the four selection criteria introduced in Section 2.4. The values of the criteria are displayed in Figure 3. The smallest BIC value was obtained for $\tilde{T} = 5.0$ °C. The smallest DIC value based on the computation proposed by Spiegelhalter et al (2002) and the smallest IC values were obtained for $\tilde{T} = 5.4$ °C. The smallest DIC value based on the computation proposed by Gelman et al (2003) was obtained for $\tilde{T} = 5.6$ °C. Except the BIC, which only measures the adequacy between the model and data at the posterior mode of the parameter vector, each of the three other criteria takes quite close values around $\tilde{T} = 5.4$ °C (typically from 5.0 to 5.6 °C). In what follows, we present the results obtained with the model corresponding to the threshold $\tilde{T} = 5.4$ °C, which is a satisfying compromise.

3.4 Stabilization of the AMIS algorithm

The AMIS algorithm provides at each iteration an assessment of the posterior distribution of parameters, which is expected to converge to the true posterior distribution and to be stable after a so-called period of burn-in. If the convergence of AMIS was proved theoretically (Cornuet et al [2012]), we studied
its stabilization by evaluating the variation in the following deviation measure between the assessments of the posterior distribution at iteration $m-1$ and $m > 1$:

$$M_G(m - 1, m) = \max_{c \in \mathcal{G}} |p_m(c) - p_{m-1}(c)|,$$

where $p_m(c)$ denotes the assessment at iteration $m$ of the posterior probability that $\Theta$ is in the sub-domain $c \subset \mathbb{R}^8$ of the parameter space, i.e.

$$p_m(c) = \sum_{m' = 1}^{m} \sum_{l=1}^{L} w_{m'}^l \mathbb{I}(\Theta_{m'}^l \in c),$$

and $\mathcal{G}$ is a partition of a sub-space of the parameter space.
Figure 3 Values of the four selection criteria (BIC, DIC\textsubscript{1} of Spiegelhalter et al (2002), DIC\textsubscript{2} of Gelman et al (2003), IC of Ando (2011)) for different thresholds of temperature $\tilde{T}$ ranging from 4 to 6°C. Non-linear transformations of the y-axis were applied to facilitate the identification of the lowest values of the criteria.

Figure 4 gives the variation in $\mathcal{M}_G(m - 1, m)$ for different partitions $\mathcal{G}$ allowing us to assess the stabilization of all the 2D posterior distributions of parameters. For each pair of parameters, $\mathcal{G}$ was defined as the set of infinite cylinders with rectangular bases whose orthogonal projection in the 2 dimensions of interest forms a 60×60 regular rectangular grid. In each dimension of interest, the endpoints of the grid were set at the minimum and maximum values of the corresponding parameter having a weight $w^*_{\mathcal{M}}$ larger than $10^{-5}$ (the 2D posterior distributions over these 60×60 grids are displayed in Figure 5). Figure 4 shows the stabilization of all the 2D posterior distributions after iteration 21.
Fig. 4 Variation in the deviation measure $M_G(m - 1, m)$ between the assessments of the posterior distribution at iteration $m - 1$ and $m > 1$ of the AMIS algorithm. $M_G(m - 1, m)$ is plotted for different partitions $G$ allowing the assessment of the stabilization of all the 2D posterior distributions of parameters $D$, $b$, $K$, $\alpha$, $\tilde{x}_0$, $\tilde{y}_0$ and $\tau_0$.

3.5 Posterior distribution of parameters

Marginal and 2D posterior distributions of parameters are displayed in Figures 5 and 6 The introduction of *Xylella fastidiosa* tends to be relatively ancient (posterior median: $-680$ months before July 2015, i.e. introduction around 1959; posterior mean $-681$ months) but also relatively uncertain (posterior standard deviation: $179$ months). This uncertainty has to be regarded in the light of the relatively high posterior correlation between $\tau_0$ and the reaction-diffusion-absorption parameters $D$, $b$ and $\alpha$. Acquiring knowledge about $D$, $b$ and $\alpha$ could help in eliciting informative priors for these parameters and obtain a less uncertain estimation of the introduction date. Based on our analysis, the introduction probably occurred around Ajaccio or the surrounding munici-
Fig. 5 Marginal posterior distributions of parameters (panels in the diagonal) and 2D posterior distributions of parameters over the 60×60 grids described in Section 3.3 (panels in the lower triangle). Figures in the upper triangle panels provide correlation coefficients (the larger the text size, the stronger the correlation).

Principalities in the East, North and North-East (Right panel of Figure 5). Figure 7 and Table 1 show posterior distributions and statistics of $D$, $b$, $K$ and $\alpha$. In particular, we observe that the plateau for the probability of infection is around 15%. This relatively low estimate has to be considered with caution. First, it is relative to the population of plants that have been sampled. Second, it ignores the risk of false-negative observations. The inference about the diffusion parameter $D$ allowed us to assess the length of a straight line move of the pathogen during a time unit, namely the month. This length is given by Equation (12) (Turchin, 1998; Roques et al., 2016):

$$D = \frac{(\text{length of a straight line move during one time step})^2}{4 \times \text{duration of the time step}}, \quad (12)$$
Fig. 6 Posterior distributions of the introduction time $\tau_0$ (histogram) and the introduction point $\tilde{x}_0$ (color palette). The prior for $\tau_0$ was uniform over $[-1000, 0]$ (red line). The value of $\tilde{x}_0$ having the largest weight in AMIS is indicated by a blue dot. The prior for $\tilde{x}_0$ was uniform over the space delimited by the contours.

Table 1 Posterior medians, means and standard deviations of parameters of the reaction-diffusion-absorption equation.

| Parameter | Unit          | Median   | Mean    | Standard deviation |
|-----------|---------------|----------|---------|--------------------|
| $D$       | $m^2 \cdot \text{month}^{-1}$ | $1.8 \times 10^5$ | $2.0 \times 10^5$ | $0.7 \times 10^5$ |
| $b$       | month$^{-1}$  | 0.026    | 0.027   | 0.008              |
| $K$       | probability    | 0.147    | 0.148   | 0.007              |
| $\alpha$  | month$^{-1}$  | 0.12     | 0.13    | 0.05               |

and has a posterior median equal to 155 meters per month (posterior mean: 155; posterior standard deviation: 27). These figures correspond to the move of the pathogen with different means, in particular via insects and transportation of infected plants, which are both modeled by the diffusion operator in Equation (1).

3.5.1 Goodness-of-fit of the model

To check the adequacy between the selected model and observed data, we measured the accuracy of the probabilistic predictions provided by the model by using the Brier score (BS) \cite{Brier1950}. This score is the mean of the square differences between (i) the observed health statuses $Y_i$ (in $\{0, 1\}$), $i = 1, \ldots, I$, and (ii) the corresponding probabilities of infection $u(t_i, x_i)$, which depend
The Brier score varies between 0 and 1; lower the Brier score, better the goodness-of-fit; a systematic prediction of 0.5 leads to a Brier score equal to 0.25, which can be viewed as a threshold above which the model is clearly inadequate. In our application, the posterior median of BS is 0.0829 (95%-posterior interval: [0.0827, 0.0830]).

We extended the goodness-of-fit analysis by building and analyzing a local Brier score that allows us to check the adequacy of the model across space. The local Brier score (LBS) computed at the location of observation $i \in \{1, \ldots, I\}$
is defined as a mean over the $k$-nearest neighbors:
\[
\text{LBS}_k(i) = \frac{1}{k + 1} \sum_{i' \in \mathcal{V}_k(i)} (Y_{i'} - u(t_{i'}, x_{i'}))^2,
\]
where $\mathcal{V}_k(i)$ is the set of indices in $\{1, \ldots, I\}$ corresponding to the $k > 0$ observations nearest to $x_i$ with respect to the Euclidean distance in $\mathbb{R}^2$. Figure 8 gives the distribution of the posterior means of the local Brier scores. 6.2% of these scores are above 0.25, which is a rather small percentage. Figure 9 displays locations where the LBS is larger than 0.25 with $k = 20$ (Supplementary Figure S3 provides similar information for $k$ equal to 50, 100 and 150). This figure also indicates whether observations with LBS $> 0.25$ were detected as positive or negative to \textit{Xylella fastidiosa}. None of the observations with LBS $> 0.25$ are in $\Omega_2$ where the growth of the pathogen is negative. Thus, discrepancies between data and the model are limited to $\Omega_1$. In addition, in general, model discrepancies for positive samples and negative samples are located approximately at the same places. Therefore, there might be some spatially abrupt changes in the rate of infection that are not represented by our aggregated model, which is based on a reaction-diffusion-absorption equation mostly adapted to represent smooth variations in space.

4 Discussion

Since the detection of \textit{Xylella fastidiosa} in Europe, several modeling approaches have been implemented to provide more insights on the spread of this invasive
pathogen in European environments (Strona et al, 2017; White et al, 2017; Bosso et al, 2016; Godefroid et al, 2018; Soubeyrand et al, 2018; Martinetti and Soubeyrand, 2018). In this paper, we mainly focus on dating and localizing the introduction of this invasive species. Nevertheless, inferring the parameters of the coupled reaction-diffusion-absorption equation is required since only post-introduction data are available. The conducted analyses using a Bayesian inference approach, tend to show that the introduction of Xylella fastidiosa in South Corsica occurred probably near Ajaccio around 1959 (95%-posterior interval: [1933, 1986]), long time before its first detection. Our estimation of the introduction time is relatively consistent with the results obtained by Denancé et al (2017a) who assessed the introduction of the two main strains found in Corsica around 1965 and 1980, respectively, using a phylogenetic approach. Likewise, our estimation is compatible to the result of Soubeyrand et al (2018), who dated the introduction around 1985 (95%-posterior interval: [1978, 1993]) with a statistical analysis of temporal data (indeed, the posterior intervals obtained from both analyses overlap). To obtain a more accurate estimation of the introduction date, at least two tracks could be followed: coupling the analysis of spatio-temporal surveillance data and genetic data, as discussed in Soubeyrand et al (2018), and, as suggested in the result section, gaining knowledge about parameters $D$, $b$ and $\alpha$ whose estimations are correlated with the estimation of the introduction date (such a knowledge could be incorporated
into the prior distribution and could lead to a narrower posterior distribution of $\tau_0$.

To infer the posterior distribution of the parameter vector we proceed in two steps: (i) infer the parameters of the dynamics given the temperature threshold $\tilde{T}$ used for partitioning the study domain, and (ii) choose $\tilde{T}$ using different selection criteria. A possible extension of our work is to refine the definition of the spatial partition by not only using the minimum daily winter temperature but also other relevant environmental variables (Godefroid et al., 2018; Martinetti and Soubeyrand, 2018). Thus, a parametric logistic regression function depending on these variables could be built for partitioning the study domain and its parameters should be jointly estimated with the other parameters. However, this perspective requires a faster estimation approach. Indeed, an important milestone towards an accurate inference about the parameter vector, is to accurately solve the partial differential equation, which requires non-negligible computation time. Fortunately, the AMIS algorithm is easily parallelized (with $(M, L) = (50, 10^4)$ and the use of 100 cluster cores, the estimation procedure for a fixed value of $\tilde{T}$ took approximately 1.75 days). However, jointly estimating the partition of the study domain (and not only selecting it as we did), would result on much larger computation times, especially if the partition depends on multiple spatial variables. To reduce the computational cost, approximating the input/output relation in the mechanistic model using meta-models necessitating less computer intensive calculations could be a valuable option, that could be incorporated in AMIS (Osio and Amon, 1996; Giunta and Watson, 1998). In particular, kriging meta-models show up to be an adequate solution for approximating deterministic models since they interpolate the observed or known data points (Simpson et al., 2001). An additional advantage that derives from the use of AMIS is that its tuning parameters are adapted across the algorithm iterations differently from the basic MCMC, maximum of likelihood and other frequently used approaches in the mechanistic-statistical framework. It has however to be noted that AMIS has to be appropriately initialized, which can be relatively easily done in practice by evaluating the marginal posterior distributions over 1D grids.

Obviously, the deterministic model (Equation (1-2)) that we proposed to describe the dynamics of the pathogen does not take into account all the epidemiological and environmental drivers of the dynamics. These drivers could be implicitly handled by replacing our model by a stochastic version that would result in more flexible realizations. Gonze et al. (2002) compared deterministic and stochastic models for circadian oscillations and showed that, in presence of noise in a small population, stochastic simulations are needed to get more realistic realizations. Although the population size for the case study of Xylella fastidiosa is expected to be relatively large, stochastic population-dynamic models, from individual-based models (Renshaw, 1993; Kareiva and Shigesada, 1983) to aggregated models (Soubeyrand et al., 2009a), could allow to relax hypotheses made on the dynamics. Nevertheless, a stochastic version of our model, especially if it incorporates latent variables to be estimated, will induce an additional (heavy) computational cost in the inference procedure.
In contrast, our parsimonious model, which only incorporates the main epidemiological and environmental drivers, provides a concise description of the dynamics of the pathogen, and can be fitted to data in a reasonable time span. The advantage of this approach is that it can be rapidly applied for endorsing a fast reaction after the detection of a new invasive pathogen. An intermediate modeling approach for gaining in realism but conserving parsimony, could be to couple the conciseness of our reaction-diffusion-absorption equation with a stochastic jump process in the settings of Piecewise Deterministic Markov Process (PDMP; Azaïs and Bouguel 2018). In this framework, each jump could be localized in space and time and would represent a new introduction of the pathogen, as proposed by Abboud et al (2018). A strong limitation of the number of jumps would be needed to keep the model and the estimation of its parameters simple. Such a model would be relevant for our application since the emergence of \textit{Xylella fastidiosa} in France is likely to be linked to the introduction of several pathogen strains (Denancé et al 2017).
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