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Abstract. Several years ago, in the context of the physics of hysteresis in magnetic materials, a simple stochastic model has been introduced: the ABBM model. Later, the ABBM model has been advocated as a paradigm for the description of a broad class of diverse phenomena, baptized ‘crackling noise phenomena’. The model reproduces many statistical features of such intermittent signals, as for instance the statistics of burst (or avalanche) durations and sizes, in particular the power law exponents that would characterize the dynamics as critical. In order to go beyond such ‘critical exponents’, the measure of the average shape of the avalanche has also been proposed. Here, the exact calculation of the average (as well as the fluctuations) of the avalanche shape for the ABBM model is presented, showing that its normalised shape does not depend on the external drive. Moreover, the average (and the fluctuations) of the multi-avalanche shape, that is the average shape of a sequence of avalanches of fixed total duration, is also computed. Surprisingly, the two quantities (avalanche and multi-avalanche normalised shapes) are exactly the same. This result is obtained using the exact solution of the ABBM model, which is obtained leveraging the equivalence with the Cox–Ingersoll–Ross process (CIR), rigorously obtained with a so called ‘time change’. A simple presentation of this and other known relevant exact results is provided: notably the correspondence of the ABBM/CIR model with the Rayleigh model and, more importantly, with the generalised Bessel process, which describes the dynamics of the modulus of the multi dimensional Ornstein–Uhlenbeck process (exactly as the Bessel process does for the Brownian process). As a consequence, our main finding, that is the correspondence
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between the excursion (avalanche) and bridge (multi-avalanche) shape distributions, turns to apply to all the aforementioned stochastic processes. In simple words: if we consider the distance from the origin of such diffusive particles, the (normalised) average shape of its trajectory (and the fluctuations around that) until a return in a time $T$ is the same, whether it has returned before $T$ or not.
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1. Introduction

Stochastic processes are a fundamental tool in physics, a notable example is the celebrated Einstein work on Brownian motion, which anticipated the development of stochastic calculus and the theory of continuous Markov processes. Nowadays, we witness a surge of interest for such processes in physics, in order to better tackle and ground the study of non-equilibrium phenomena [1, 2].

A successful example of a simple stochastic model was introduced many years ago to describe the phenomenon of Barkhausen effect (see figure 2), that is the very irregular noise generated by ferromagnetic material under a varying applied field (see [3], and also [4] for a theoretically oriented review on the subject). In order to describe the observed phenomenology and give a physical rationale, Alessandro, Beatrice, Bertotti, and Montorsi proposed a stochastic phenomenologic model, the ABBM model [5], by the initial of its authors, which has later been advocated as a successful effective one dimensional version [6, 7] of a more general class of models for ‘crackling noise’ [8], that is the appearance of intermittent, bursting temporal measurements in a bunch of diverse natural phenomena, ranging from dislocation dynamics to earthquakes. The model is often presented as a ‘mean-field’ model for the problem of dynamics of an elastic interface in a random pinning potential [9], which would justify the apparent universality of the model phenomenology (see [10] for a recent review on theory and experiments of elastic manifolds, with an extensive bibliography, and [11] for a criticism of the mean-field character of the ABBM model).

Generally speaking, a ‘crakling-noise’ dynamics can be described as a sequence of avalanches of activity, whose statistics can be characterized by several probability distributions (as for instance of durations or sizes) which present a regime of algebraic decay, identifying some ‘critical’, hopefully universal, exponents [12].

In order to further inspect the dynamics, other quantities have been investigated, beyond exponents. This is the case of the average avalanche shape. The idea is to consider the set of avalanches of similar durations, and to average their profile, that is the value of the signal at a fixed time $t$ after the beginning of the avalanche (see figure 1). In the case of the Barkhausen noise, this quantity has been measured in several papers [13–16] and then theoretically computed, with several degrees of approximations, in a number of papers [4, 9, 17–19].
Figure 1. Pictorial representation of the subject of the paper. (a) Single realization of a trajectory of the ABBM/CIR process. In red an avalanche (excursion) of the process, in green a multi-avalanche (bridge) of comparable length. (b) Excursion and bridge of plot (a) are rescaled to compare with their respective normalised average. (c) The normalised average shape of the excursion and bridge, for different durations \( T \) as a function of the rescaled time \( t/T \) (see equation (44)). The shape changes, from a parabolic profile for small durations \( T \ll 1/k \), to a flat profile for very large durations \( T \gg 1/k \).

Average avalanche shapes have also been investigated in bursting signals from a variety of materials, well beyond magnetic systems [12, 19], ranging from intermetallic compounds and crystals [20–22] to glassy and amorphous systems [23–25], granular materials [26], quasi brittle materials [27], and, very recently, in cortical bursts [28, 29], in transport processes in living cells [30], as well in ants [31] and in human [32] activity. Burst shape has also been investigated in stellar processes [33], Earth’s magnetospheric dynamics [34], earthquakes [35].

Here, we give an exact and complete computation of the average avalanche shape (known as average ‘excursion’ in the theory of stochastic processes), as well as its fluctuations, for the ABBM model. The computation is extended to the statistics of the ‘multi-avalanche’ (or ‘bridge’) shape, that is the train of avalanches of a fixed total duration (see figure 1). This quantity, which has never been considered before for the ABBM model, could be more suitable to be measured in a stochastic signal, providing a better statistics, especially for large durations. The two quantities (avalanche and multi-avalanche shape) reveal a quite unexpected universality in their normalised analytical form.

The exact computations are performed leveraging the equivalence of the ABBM model with the Cox–Ingersoll–Ross model (CIR) [36], a standard stochastic process in finance [37]. Such equivalence, which has been informally derived before [19], can be rigorously proven using the theory of random time change [38], which is briefly introduced below. Exploiting this technique, we summarise the main relations between the ABBM/CIR model and other stochastic process, as the Rayleigh process, and more generally with the generalized Bessel processes [39], which in turn can describe the statistics of the modulus of a multi-dimensional Ornstein–Uhlenbeck process. The Bessel
process has many applications in physics [40], and the study of its excursions has revealed useful information about the problem of anomalous diffusion in cold atoms [41].

In order to have an intuitive rationale of the equivalence between avalanche (excursion) and multi-avalanche (bridge), we consider the stochastic equations for the respective constrained process via the so called Doob’s $h$-transform. In this framework, the excursion differs from the bridge because of the presence of a repulsive drift from the origin, which appears to be irrelevant to the statistics of the normalised shape. For a strictly related class of process, the Bessel process and the multi-dimensional radial Ornstein–Uhlenbeck (ROU) process, the additional term of the excursion stochastic equation is not a constant drift, but rather a ‘logarithmic potential force’. Nevertheless, the normalised shape of the excursion is again identical to the average bridge normalised shape.

In conclusion, the equivalence of the normalised shapes of bridge and excursion applies to the whole class of diffusing processes mentioned above. For specific values of the parameters, they represent the dynamics of the distance from the origin of a diffusing particle in a quadratic well (in the over-damped limit). In this context, the results presented here prove a quite unexpected feature: the (normalised) average shape of the radial trajectory up to a return to the origin, does not depend on the previous number of returns to the origin.

The paper is organised in the following way. In section 2, we introduce the ABBM model and we sketch the connection with the CIR stochastic equation. In section 3, we briefly introduce the random time change. In section 4, the random time change technique is used to connect the ABBM model with other famous stochastic processes (see figure 4). In section 4.2, we review the probabilistic relevant solutions for the CIR model and discuss their main properties. In section 5, we exactly compute the statistics of durations and shape of excursions and bridges, and show the universality in the normalised shapes. This section contains the main original and novel results of the work. In section 6, we consider the stochastic differential equation (sde) for the excursion and the bridge of the CIR process, and we recover the average shapes computed before. Furthermore, we extend the computation to the Bessel process and its squared, and show that the universality holds even in this case. Finally, a conclusion section 7 summarizes and discusses the results.

2. ABBM model

Applying a magnetic field to a ferromagnetic material under their Curie temperature, hysteresis phenomena occur: the response of the material (its magnetization) depends on the history of the applied field and a graph of magnetization versus a periodic field shows a wide range of curves known as hysteresis loops. This observation is at the very basis of modern theory of phase transitions. However the actual phenomenology of hysteresis comprehend dynamical phenomena which need a more detailed description of the material with respect to a pure Ising model. In particular, the variation of the magnetization under a slowly increasing or decreasing applied magnetic field may not be smooth, but rather proceed with irregular jumps or a sequence of small abrupt
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Figure 2. Pictorial representation of: the original Barkhausen experiment (a), with the diagram appeared in his original paper (b), and an ideal hysteresis loop (c), with a zoom displaying the Barkhausen effect (d), and the Barkhausen noise (e).

variations. In some cases, this irregular response of the materials can even be amplified to be appreciated as an acoustic, crackling noise, as was discovered by Barkhausen using the speaker of a telephone (an English translation of the original Barkhausen’s paper can be found as an appendix in [42]). See figure 2 for a graphical illustration of the Barkhausen effect.

The ultimate reason for such irregular, sample dependant response, relies in the random impurities present in the materials, ascribing the phenomenon in the physics of disordered systems. The first comprehensive statistical theoretical approach to Barkhausen noise was done in 1990 by Alessandro, Beatrice, Bertotti and Montorsi, who proposed a phenomenological model, which was then named after the authors of the two companion papers, the first of which dealt with theory [5], the other with experiments [43]. The ABBM model was inspired by the work of Néel [44], who was the first to introduce a random energy model into the study of hysteresis. In the Alessandro et al approach, the idea of a random energy landscape is generalized, and used to construct a stochastic equation for the domain wall dynamics, in order to describe the Barkhausen effect.

The ABBM model is a phenomenological model based on a simplified description of the magnetic response of the sample subject to an applied external field $H$. Note that the effective field inside the sample depends on the magnetostatic response of the sample, and its actual value should be evaluated with an explicit solution of the macroscopic Maxwell equations, that is considering the magnetizing field inside the material, taking care of the conditions at the border of the sample. For instance, in a case of an ideal (i.e. without impurities) horseshoe shaped sample the effective magnetic field acting in the material is $H - H_d$, where $H_d$ is the so called demagnetizing field, that in this case can be exactly computed and is $H_d = N m$, where $m$ is the sample magnetization and $N$ is a constant depending on the sample sizes. The computation of the demagnetizing field for a generic geometry is a non trivial task. However, the ABBM model assumes that the demagnetizing field is proportional to the sample magnetization, exactly as in the case of the horseshoe geometry, which is in general a quite satisfactory approximation for usual experimental setups [3].

Moreover, ABBM model assumes the presence of two competing magnetic domains inside the material characterized by a magnetization density $m_+$ and $m_-$, that is it
assumes the existence of a single planar, transversal domain wall, as depicted in the sketch of figure 3. The total magnetization of the sample depends on the average position $x$ of the wall, as

$$m(x) = V \left[ \frac{x}{L} m_+ + \frac{L - x}{L} m_- \right],$$

where $V$ is the sample volume.

The domain wall is subjected to the effective field considered above, but it also experience the effect the impurities inside the material that contribute as a random magnetic pinning field. Since the impurities are a quenched randomness inside the sample, i.e. does not change in time, the random field depends on the position of the domain wall $x$. The statistical characterization of the random field $H_p(x)$ is a crucial ingredient of the model and it will be discussed below.

The motion of the domain wall, is described by a single scalar velocity $v = \frac{dx}{dt}$, which is proportional to the Barkhausen signal $\frac{dm}{dt}$ (see figure 2(e)):

$$\frac{dm(t)}{dt} = \frac{V}{L} (m_+ - m_-) v(t).$$

The wall velocity, in turn, is directly related to the total magnetic forces acting on it, according to an overdamped approximation of its dynamical equation, which disregard inertial or memory effects:

$$v(t) \propto H - H_0 + H_p(x).$$

Considering a constant applied field $H_0$, the domain will reach an equilibrium position $x_0$, such that the net force is zero: $H - N m(x_0) + H_p(x_0) = 0$. If we now start to slowly increase the applied field at a constant rate $\frac{dH(t)}{dt} = h$, we obtain

$$v(t) \propto H_0 + ht - \frac{N}{V} (m_+ - m_-) Lx - \frac{N}{V} m_- + H_p(x).$$
Exploiting the initial condition $H_0 = m(x_0) - H_p(x_0)$, one gets
\[ v(t) \propto h t - \frac{N(m_+ - m_-)}{VL}(x - x_0) + H_p(x) - H_p(x_0). \] (4)

If, without any loss of generality, we change the notation $x - x_0 \to x$ and $H_p(x) - H_p(x_0) \to F(x)$, the overall result of the previous assumptions is that equation (4) is now a sde for the average position of the domain wall, that can be written as
\[ \frac{dx}{dt} = k[ct - x] + F(x). \] (5)

where $k$, and $c$ are constant parameters of the equation, which depends on the experiment specific quantities ($N$, $V$, $m_+$, $m_-$, $h$, $V$, $L$, etc).

This equation resembles a Langevin equation for an overdamped Brownian particle submitted to a time varying drift. However, the usual thermal noise term, the source of stochasticity, is now replaced by a random force $F$ which depends on the position $x$, instead of the time $t$. This is due to the fact that the impurities represent a form of quenched disorder and do not change in time. The stochasticity of the equation comes from the fact that the system is driven by the increasing external field, which moves the domain wall, and at each new position $x$ it experiences a new random value of the force $F(x)$, which depends on the contribution of the impurities that interact with the domain wall given its position $x$.

On average the contribution of such force is zero:
\[ \langle F(x) \rangle = 0, \] (6)

where the average is over the possible position of the domain wall $x$. This is the first statistical characterization of the random force, which simply corresponds to an homogeneous densities of impurities inside the material.

More crucial is the characterization of the spatial correlations of the random force. Inspired by some experimental investigation on systems with a single domain wall [45–47], the ABBM model assumes that the spatial correlations of the force is:
\[ \langle F(x) - F(x + y) \rangle^2 = \sigma^2 |y| \] (7)

In other words, $\frac{dF}{dx} = \eta(x)$ is a white noise (in spatial coordinate): $\langle \eta \rangle = 0$ and $\langle \eta(x)\eta(x + y) \rangle = \sigma^2 \delta(y)$, or, in mathematical terms $F$ is a Brownian process (along the $x$ parameter).

There is an intuitive rationale for such statistical characterization of the random force $F$. Since the random force is the sum of the contribution of many independent impurities, it is reasonable to assume it as Gaussian distributed. Moreover, a small variation of the average domain wall position $dx$, may be considered as the result of the depinning of the domain wall from the attraction of some, but not all of the impurities it was interacting with, and the encounter with some new pinning impurities. Being the impurities homogeneously distributed in space, the number of impurities, and consequently the force experienced by the wall, will fluctuate as $\sqrt{dx}$.
Consistently with such hand-waving argument, the ABBM model has been shown to represent the limit of a problem of dynamics of an elastic interface in a random pinning potential [9, 10]. More precisely, consider a driven elastic interface embedded in a $d$-dimensional space. In absence of overhangs, it can be described by a displacement field $u(y, t)$, where $y$ now are $d − 1$ space coordinates orthogonal to the driving direction. Its dynamical equation reads, in the overdamped approximation:

$$\partial_t u(y, t) = (\nabla_y^2 - k)(u(y, t) - ct) + f(y, u(y, t)),$$  \hspace{1cm} (8)

where $f(y, u)$ is the random force in the point of the $d$-dimensional space of coordinates $(y, u)$, due to the presence of pinning disorder. $k$ is a measure of a restoring force which flatten the interface beyond a scale $1/\sqrt{k}$ and $c$ is the average velocity of the interface, and it is proportional to the constant increasing rate of the driving force.

This is a very general model for the depinning transition of an elastic manifold in a disordered medium and equation (5) appears an effective, one dimensional equation for the ‘centre of mass’ of the interface

$$x(t) = L^{1−d} \int u(y, t)dy$$

($L^{d−1}$ is the extension of the interface). $F(x)$ is the effective random force experienced by interface when its centre of mass is at the displacement $x$. It turns out that the statistical characterization of the random force $F$ adopted by the ABBM model, appears very ‘judicious’ [48], at least for small displacements, since it coincides with the tree approximation of a functional renormalization group analysis of the original problem (8), and in this sense it is a mean field model for very slow driving $c = 0^+$. 

As explained above, the stochastic equation defining the ABBM model has no thermal noise. From this point of view it can be seen as a zero temperature limit of a more general random walk in a special random environment, where the force is a Brownian process (at odds for instance with the Sinai model [49], where the force is derived from a Brownian potential).

A possible generalization of the model can take inertial effects into account:

$$(I \partial_t v) + v = k(ct - x) + F(x)$$ \hspace{1cm} (9)

where, again, the stochastic force has zero average and ‘Brownian’ spatial correlations. The original ABBM model is recovered in the over-damped limit of small inertia $I \to 0$. An ABBM model with inertia has been studied in [48] and previously introduced [50] to successfully reproduce the statistics of stick-slip dynamics in granular friction experiments [51–54], for which the average avalanche shape has been also measured and discussed [26]. Different inertial terms have also been considered [55, 56]. The case of over-damped dynamics, but with a non-stationary driving has been considered in finance [57, 58] and in physics [59]. Here we will stick the discussion on the standard over-damped ABBM model, defined by equations (5)–(7).
Before entering in a detailed exact discussion of the stochastic equation, let make some qualitative observation. First let us note that the velocity keeps always non-negative values \( v(t) \geq 0 \) during the dynamics. In fact, being \( v(t) \) a continuous function of time, if at \( t = t_0 \) at a certain position \( x(t_0) = x_0 \), it happens that \( v(t_0) = 0 \), then at time \( t = t_0 + \epsilon \), one has

\[
v(t_0 + \epsilon) = k\epsilon + O(\epsilon^2) > 0
\]

where we used that \( F(x_0) = -k(c_0 - x_0) \).

As we will explain in more rigorous way in the next sections, in this case the equation can be recast \([19, 59]\) in a more comfortable sde, of the form:

\[
dv = k(c - v)dt + \sigma \sqrt{v} dW_t
\]  

where \( W \) is the usual Wiener process. Note that such equivalence was claimed in the very first formulation of the ABBM model \([5]\), where the sde equation is written as:

\[
\frac{dz}{dt} + \frac{z - c}{\tau} = \frac{dw}{dt}
\]

and the noise \( w(t) \) is characterised by the following informal relation \( \langle |dw|^2 \rangle = 2z \frac{dt}{\tau} \).

Such a characterization of the noise term can be rigorously recast through a mathematical procedure known as *time change* \([37]\), for which we give hereafter an intuitive demonstration, which will be useful in the rest of the paper.

### 3. Time changes

The problem of time change is the following: suppose you have a (continuous Markov) stochastic process defined by the equation (in the Itô’s scheme of calculus):

\[
dX = a(X, t) dt + b(X, t) dW_t.
\]

Now consider an increasing, continuous, increasing function of time \( \tau(t) \). We would like to use \( \tau \) as a clock for our stochastic process, instead of \( t \). What is the new stochastic equation? That is what are \( \hat{a} \) and \( \hat{b} \) in

\[
dX = \hat{a}(X, \tau) d\tau + \hat{b}(X, \tau) dW_\tau.
\]

Since in principle \( \tau(t) \) can be a stochastic process, we write

\[
d\tau = G^2(X, t)dt,
\]

where \( G^2(X, t) = \frac{d^2 \tau(t)}{dt^2} \geq 0 \) if \( \tau(t) \) is a purely deterministic (increasing) function, while \( G(X, t) = g(X) \) is a smooth, non-negative function if we consider a random time change. In both cases, the solution is

\[
\tau(t) = \int_0^t G^2(X(s), s) ds
\]
and can be formally inverted

\[ t(\tau) = \inf \left\{ s \geq 0 : \int_0^s G^2(X(u), u) \, du = \tau \right\}. \]

With this definitions, the drift term of our new stochastic equation is obviously

\[ \hat{a}(X, \tau(t)) = a(X, t) / G^2(X, t). \]

For the diffusive term, instead, we need to deal with \( dW_t(\tau) \) which should now be written in terms of \( dW_\tau \). The self-similarity of the Wiener process, \( dW_{ct} = \sqrt{c} dW_t \), implies that the solution is the following:

\[ dW_t(\tau) = G(X, t) dW_\tau. \]

Using this result, we get the solution to our problem:

\[ \hat{a}(X, \tau) = a(X, t(\tau)) / G^2(X, t) \]

(13)

\[ \hat{b}(X, \tau) = b(X, t(\tau)) / G(X, t). \]

(14)

Furthermore, considering together with the time change equation (11), a rescaling of the random variable, that is a transformation

\[ Y(\tau) = f(\tau) X(t(\tau)), \]

it is easy to show (using Itô’s lemma [60]) that the coefficients for the equation \( dY = \hat{a}(Y, \tau) \, d\tau + \hat{b}(Y, \tau) \, dW_\tau \) are:

\[ \hat{a}(Y, \tau) = Y \frac{d \ln(f)}{d\tau} + a \left( \frac{Y}{f(\tau)}, t(\tau) \right) \frac{f(\tau)}{G^2(X, t(\tau))} \]

(15)

\[ \hat{b}(Y, \tau) = b \left( \frac{Y}{f(\tau)}, t(\tau) \right) \frac{f(\tau)}{G(X, t(\tau))}. \]

(16)

To our knowledge, this useful technique has been seldom exploited by the physicist community. It has been recently utilized in the field of stochastic thermodynamics [61], in order to give a unified and refined version of several inequalities for entropy production and other thermodynamic quantities, as the ‘housekeeping heat’ for stationary non equilibrium systems [62–64].

3.1. Example: Ornstein–Uhlenbeck

Consider the (deterministic) time change of the Wiener process, with \( f(\tau) = e^{-k\tau} \) and \( t(\tau) = \frac{\pi^2 e^{2k\tau} - 1}{2k} \), that is the process:

\[ Y(\tau) = e^{-k\tau} W \left( \frac{\sigma^2 (e^{2k\tau} - 1)}{2k} \right). \]

(17)
Using the above formulas equations (15) and (16), where \( G^2 = \frac{d\tau}{dt} \), with \( a = 0 \) and \( b = 1 \) one gets \( \hat{a} = -kY \) and \( \hat{b} = \sigma \) proving that \( Y(\tau) \) is the Ornstein–Uhlenbeck (OU) process [65]:

\[
dY = -kY \, d\tau + \sigma \, dW_\tau.
\]

Note that the OU process is the only stationary process that can be obtained from the Wiener process through a purely deterministic time change. In order to see this, one should consider the equations for \( \hat{a} \) and \( \hat{b} \), imposing \( a = 0 \) and \( b = 1 \) and impose stationarity. The equation for \( \hat{a} \) impose the form of \( f(\tau) = e^{\beta \tau} \), while the equation for \( \hat{b} \) determines the form of \( t(\tau) \). Strangely enough, equation (17) seems not to be very familiar in the statistical physics community.

### 3.2. Example: ABBM/CIR model

Consider the ABBM model for Barkhausen noise as defined in equation (5). The force \( F(x) \) is a stochastic term, which behaves as a Brownian process in space. This means that, if \( v \) is non negative, we can write a well defined stochastic equation in terms of the process \( v(x) \), where \( x \) plays the usual role of time, and write:

\[
dv(x) = k \left( \frac{c}{v(x)} - 1 \right) dx + \sigma \, dW_x,
\]

where we used the physical relation \( v \, dt = dx \), and \( dF(x) = \sigma \, dW_x \), where \( W_x \) is a Wiener process in the space coordinate \( x \).

Now we perform a random time change \( t(x) \) defined by

\[
t(x) = \int_0^x \frac{dx'}{v(x')},
\]

which corresponds to equation (12), where the old time \( t \) is now \( x \), the new time \( \tau \) is now \( t \), and the function of the stochastic process is \( g^2(v) = v^{-1} \). Using equations (15) and (16), the time changed stochastic process reads:

\[
dv(t) = \frac{k}{v} \left( \frac{c}{v} - 1 \right) \, dt + \frac{\sigma}{v^{1/2}} \, dW_t,
\]

that is exactly equation (10). Such equation defines, in finance, the Cox–Ingersoll–Ross (CIR) model, and it has been proposed as a model for stock prices, first, and than more widely used for describing price volatility [37].

### 4. Exact results for the ABBM-CIR process

#### 4.1. Connections with other stochastic processes

Before considering the solution of (10), we discuss the interesting connections of such equation with some fundamental stochastic processes. In the previous sections we
showed that time changes can usefully transform a stochastic equation into another. For instance, the OU process may be seen as a deterministic time change of a Wiener or Brownian (BRO) process. We also showed that, using a random time change, the stochastic process defining the ABBM model, which is a zero temperature, driven diffusion in a quenched random environment, is equivalent to a diffusion process with a usual ‘thermal’ noise, but with a multiplicative diffusion coefficient, the CIR process.

Another common way to transform a (multiplicative) stochastic differential equation is via the so called Lamperti transform [60], that can get rid of the varying diffusion coefficient via a suitable chosen new stochastic variable and the application of Ito’s formula. This can be exploited to further transform the CIR process in the Rayleigh process, which may model the overdamped motion of a Brownian particle in potential consisting in a quadratic well plus a logarithmic correction. In the limit of vanishing logarithmic correction, the Rayleigh process obviously recover the OU.

More interestingly, there appears to be a more fundamental and direct connection of CIR process with OU. If one considers the overdamped diffusion of a Brownian particle in a $\delta$-dimensional space in presence of a square well potential, that is the $\delta$-dimensional version of the OU process, it is quite easy to note that the squared modulus of the distance from the minimum of the well satisfies a stochastic equation (known as the generalized squared Bessel process, or GBESQ) which is exactly the CIR stochastic equation, where the dimensionality $\delta$ determines the drive $c$, since

$$\delta = 4kc/\sigma^2. \quad (18)$$

Furthermore, exploiting the aforementioned deterministic time change, the $\delta$-dimensional OU process, can be recasted in a $\delta$-dimensional BRO process. Via the same time change, the GBESQ recovers the squared Bessel process (BESQ), which represents the squared modulus of a $\delta$-dimensional BRO process.

Finally, the squared root of GBESQ and BESQ are, respectively, the generalized Bessel process, also known as the radial OU process (ROU), and the Bessel process (BES).

We invite readers interested in the details to appendix A, while in figure 4 we summarize all of these connections, which have been previously discovered in the study of stochastic processes [39].

4.2. Solution of the ABBM/CIR model

The stochastic process (10) is fully characterized by the following Fokker–Planck (FP) equation (we recall that we are always in the Itô’s integration scheme framework):

$$\partial_t P(v, t; v_0) = -\partial_v (k(c - v)P(v, t; v + 0)) + \frac{1}{2}\partial^2_v (\sigma^2 v P(v, t; v_0)) = -\partial_x J(v, t; v_0) \quad (19)$$
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Universal excursion and bridge shapes in ABBM/CIR/Bessel processes

Figure 4. Relations between stochastic processes considered in this paper (see also [39]): the ABBM model for Barkhausen noise, the CIR model in finance, and the Bessel processes, as the Bessel process (BESQ) and the generalised Bessel process (GBES), which recover the squared modulus of a Brownian motion (BRO) and an Ornstein–Uhlenbeck model (OU), for integer dimensionality $\delta$, respectively, as the BES and its generalised mean reversing version (GBES) do with the modulus of BRO and OU. Labels on the arrows indicate the transformation needed to pass from a model to the other. The numbers near the acronyms refer to the equations in the text.

where $P(v,t;v_0)$ is the probability that the process takes value $v$ at time $t_0 + t$, given that it took value $v_0$ at time $t_0$, and, correspondingly

$$J(v,t;v_0) \equiv (k(c-v)P(v,t;v_0)) - \frac{1}{2} \frac{\partial}{\partial v} \left( \sigma^2 v P(v,t;v_0) \right)$$

is the probability current.

Firstly we consider the stationary solution of the equation, that is a normalizable distribution $P_s(v)$ with null probability current:

$$(k(c-v)P_s(v)) - \frac{1}{2} \frac{\partial}{\partial v} \left( \sigma^2 v P_s(v) \right) = 0.$$  

It is easy to verify that, naming $\delta \equiv \frac{4kC}{\sigma^2}$, 

$$P_s(v) = \frac{(2\delta)^{\frac{\delta}{2}}}{\Gamma \left( \frac{\delta}{2} \right)} v^{\frac{\delta}{2}-1} e^{-\frac{2\delta}{c} v},$$

which is a gamma distribution with shape parameter $\frac{2kC}{\sigma^2} = \frac{\delta}{2}$ and rate $\frac{2kC}{\sigma^2} = \frac{2\delta}{c}$.

Before proceeding with the exact analysis of the non stationary solutions of the FP equation, let us informally discuss what we expect.

The non stationary solution of the FP equation is the propagator of the continuous Markov process $P(v,t;v_0,t_0)$, and represents the probability that a single stochastic trajectory started from $v_0$ at time $t_0$ will reach $v$ at time $t > t_0$. The solution of the FP equation requires some boundary conditions. Usually, two are chosen [60]:

(a) Reflecting.
(b) Absorbing.

Reflecting boundary conditions correspond to a solution with zero current at the border. This assures that the total probability, that is the norm, or the ‘mass’, keeps...
constant during the dynamics:

$$\int P(v, t; v_0, t_0) dv = 1.$$  

This solution represents the trajectories that freely evolve in the domain of the solution, and rebound, i.e. are reflected, at the border.

On the other hand, absorbing boundary conditions are usually obtained imposing a vanishing propagator at the border

$$P(v, t; v_0, t_0) \mid_{v \text{ at the border}} = 0.$$  

Usually this also guarantees that the propagator vanishes for initial condition at the border

$$P(v, t; v_0, t_0) \mid_{v_0 \text{ at the border}} = 0.$$  

This solution describes trajectories that are absorbed or ‘killed’ when they touch the border, since they cannot proceed further: the probability to start from the border and going elsewhere is always zero.

This common recipe, however, does not apply in the case in study here. The border of interest here, that is \( v = 0 \), is special, since the diffusion coefficient is zero there. This means that, the current in equation (20) at the border \( v = 0 \) should read (provided that \( P(v, t; v_0, t_0) \) is not singular in \( v = 0 \)):

$$k c P(0, t; v_0, t_0),$$  

and this shows that reflecting and absorbing boundary conditions should coincide, which does not easily agree with our intuition of the meaning of the corresponding solutions.

The fact is that the usual recipe for obtaining the desired solution, only applies for ‘regular’ boundaries, that is where the drift and diffusion coefficients of the FP are not zero (or singular). In the other case, that is for the so called ‘natural’ borders, one cannot simply impose arbitrary boundary conditions. As explained below, one should find a solution and then compute its behaviour at the border in order to understand its meaning in terms of trajectories.

As we will see in the following, our FP equations has only two acceptable solutions as propagators for a Markov process. One of this, which we will call \( P_+ \), diverges at \( v = 0 \) for certain values of the parameters. Nevertheless the limiting value of the current turns to be zero at the border (as a bona fide ‘reflecting’ solution). The other solution, that we will note as \( P_- \), keeps a constant, positive value at \( v = 0 \), but is turns to be zero for \( v_0 = 0 \), as a genuine ‘absorbing’ solution should do.

The solution \( P_+ \) and \( P_- \) are the main tools for the derivation of all the main results of the present work. In the following we will describe their derivation and the main features and differences.
4.3. Propagator via time change

The (reflecting) propagator of the CIR process, in the context of ABBM model, has been computed by Bertotti, using standard Eigen-function technique [66]. However, the same result can be obtained exploiting the time change transformation described above.

As explained before, the Ornstein–Uhlenbeck process

\[ dy = -ky \, dt + \sigma \, dW_t \]

can be recast in terms of a time changed Brownian process:

\[ y(t) = e^{-\frac{1}{2}t} \, z \left( \frac{\sigma^2(e^{kt} - 1)}{4k} \right), \quad (22) \]

where

\[ dz = \sigma \, dW_t \quad (23) \]

whose propagator is a Gaussian distribution

\[ P_{\text{Bro}}(z, t; z_0) = \sqrt{\frac{1}{2\pi \sigma^2 t}} \exp \left( -\frac{(z - z_0)^2}{2\sigma^2 t} \right). \]

According to equation (22), the propagator for the Ornstein–Uhlenbeck process is:

\[ P_{\text{OU}}(y, t; y_0) = P_{\text{Bro}} \left( e^{\frac{1}{2}t} \, y, \frac{\sigma^2(e^{kt} - 1)}{4k}; y_0 \right) \, e^{\frac{1}{2}t} \]

that is:

\[ P_{\text{OU}}(y, t; y_0) = \sqrt{\frac{k}{2\pi(1 - e^{-kt})\sigma^2}} \exp \left[ -\frac{k \left( y - y_0 \, e^{-\frac{1}{2}t} \right)^2}{2(1 - e^{-kt})\sigma^2} \right]. \]

Let us now consider a generic Brownian motion in dimension \( \delta \). More specifically we consider a stochastic process in \( \delta \) dimension, where each coordinate evolve independently according to the same sde equation (23). Now, we are interested in the square of the modulus of such a \( \delta \) dimensional Brownian process:

\[ w = \sum_{i=1}^{\delta} z_i^2. \]
The process satisfies the following sde:
\[ \text{d}w = \frac{\delta \sigma^2}{4} \text{d}t + \sigma \sqrt{w} \text{d}W_t \tag{24} \]
which is the square of a Bessel process. Its propagator is given by:
\[ P_{\text{BESQ}}(w, t; w_0) = \frac{2}{\sigma^2 t} \left( \sqrt{\frac{w}{w_0}} \right)^{\frac{\delta}{2} - 1} \exp \left( -2 \frac{w + w_0}{\sigma^2 t} \right) I_{\frac{\delta}{2} - 1} \left( 4 \frac{\sqrt{ww_0}}{\sigma^2 t} \right) \]
where \( I_n \) is the modified Bessel function of the first kind and of order \( n \):
\[ I_n(x) = \sum_{r=0}^{\infty} \frac{(x/2)^{2r+n}}{r!(r + 1 + n)}. \]

The propagator \( P_{\text{BESQ}} \) is known as a non-central \( \chi^2 \)-distribution. If we now perform, on each coordinate of the \( \delta \) dimensional Brownian process, the same time change relation equation (22), we obtain a \( \delta \) dimensional OU processes.

Accordingly, the squared modulus of the two \( \delta \) dimensional process will be related to the time change transformation:
\[ v = e^{-kt} w \left( \frac{\sigma^2(e^{kt} - 1)}{4k} \right). \]

Since the corresponding sde for \( v \) is the CIR equation, one has that [37, 39]
\[ P_{\text{CIR}}(v, t; v_0) = P_{\text{BESQ}} \left( e^{kt} v, \frac{\sigma^2(e^{kt} - 1)}{4k} ; v_0 \right) e^{kt}, \]
and setting \( c = \frac{\delta \sigma^2}{4k} \), we obtain the CIR propagator:
\[ P_{\text{CIR}}(t, v; v_0) = \lambda \exp \left[ -\lambda \cdot (v + v_0 e^{-kt}) \right] \cdot \left( \frac{v}{v_0 e^{-kt}} \right)^{\mu/2} \cdot I_{\mu} \left( 2\lambda \sqrt{v v_0 e^{-kt}} \right), \tag{25} \]
where
\[ \lambda(t) = \frac{2k}{\sigma^2 (1 - e^{-kt})} \]
(whenever possible, we will omit the time dependence in \( \lambda \), to make formulas lighter), and
\[ \mu \equiv \frac{2kc}{\sigma^2} - 1 = \frac{\delta}{2} - 1. \]

The solution equation (25) is the propagator of the CIR/ABBM process, since it satisfies the properties \( P_{\text{CIR}} \geq 0 \), \( \lim_{t \to 0} P_{\text{CIR}}(v, t; v_0) = \delta(v - v_0) \) and
\[ \int_0^{\infty} P_{\text{CIR}}(v, t; v_0) \text{d}v = 1. \]
However, we will recall below that this is not the only positive solution of the FP equation (19), if we relax this last property.

4.4. First return of Brownian motion and dynamical regimes of CIR process

Knowing the relation between the CIR model and the square modulus of a Brownian motion, we can immediately understand a main feature of its dynamics. Indeed, we know that the statistics of zero passages of Brownian motion change with dimensionality, and in particular that for $\delta < 2$ the process is recurrent (i.e. it returns to the origin almost surely), while for $\delta \geq 2$ it is not. This reflects on the properties of the CIR model for $c < \frac{\sigma^2}{2k}$, and $c \geq \frac{\sigma^2}{2k}$ respectively. In fact, the index $\mu$ of the Bessel function in the CIR propagator equation (25) change signs, and this changes its behaviour for small argument $x \approx 0$, which is

\[ I_\mu(x) \approx \frac{(x/2)^\mu}{\Gamma(1+\mu)} + O(x^{2+\mu}). \]  

(26)

The case $\delta \leq 2$ corresponds to $\mu \leq 0$, while $\delta > 2$ to $\mu > 0$.

As we mentioned before, the diffusion coefficient of CIR equation vanishes at $v = 0$, making this border a ‘natural border’ of the stochastic process. This means that one cannot use the standard recipes to impose reflecting or absorbing boundary conditions at will. The theory of stochastic processes has studied all possible cases of natural borders for one dimensional processes, classifying their respective behaviours, even if there are different nomenclatures adopted in the literature. In the specific case of CIR, the classification of the border $v = 0$ depends on the value of $\mu$ (or $\delta$). In particular, the border changes from entrance-exit or non-singular [37] for $-1 < \mu < 0$ (or regular in the Feller’s classification, or regular-attracting-attainable for the Russian school [67]), to entrance-not exit [37] for $\mu \geq 0$ (entrance for Feller, natural-non attracting-unattainable for the Russian school [67]). For a more detailed description of the border classification for the Bessel process, see [40].

In practice, this means that for $\mu < 0$ ($\delta < 2$) the process do touch (infinitely many times) the value $v = 0$, keeping nevertheless its non negative value, while for $\mu > 0$ ($\delta > 2$) the process has zero probability to attain the $v = 0$ value (but for $\mu = 0$ it can return arbitrarily close with probability one) [68].

4.5. Feller’s solutions

To our knowledge, the first study of equation (19) is a paper by Feller [69], who finds all the solutions of the equation for the general values of the parameters $k, c, \sigma$. Here we discuss the acceptable solutions for $c, k > 0$ (i.e. $\mu > -1$, or $\delta > 0$) valid as propagators of the stochastic process, i.e. functions $P(v, t; v_0) \geq 0$ such that the norm remains finite:

\[ M(t) \equiv \int_0^{\infty} P(v, t; v_0) dv \leq 1, \]  

(27)

and $\lim_{t \to 0} P(v, t; v_0) = \delta(v - v_0)$ (here $\delta$ is the Dirac distribution).
As previously mentioned, the relevant parameter of the equation is \( \mu \), since it embodies the recurrence properties of the diffusion process and discriminates between two different dynamical behaviours for \( \mu < 0 \) and \( \mu > 0 \), which corresponds to slow \( 0 < c < \sigma^2/2k \) or fast driving \( c > \sigma^2/2k \), respectively, or to \( \delta < 2 \) and \( \delta > 2 \), in terms of OU-dimensionality.

4.5.1. ‘Crackling’ or ‘stick-slip’ behaviour: \(-1 < \mu < 0\) (i.e. \( 0 < 2k \sigma < \sigma^2 \) or \( \delta < 2 \)). In this case there are only two acceptable solutions, which differs for the time evolution of the norm:

\[
M(t) = \int_0^{\infty} P(v, t; v_0)dv
\]

(a) A ‘reflecting’ solution, with zero current in \( v \to 0^+ \), whose norm is constant (we choose the natural value 1): \( M(t) = 1 \). Feller does not provide the explicit expression for the ‘reflecting’ solution, but this is nothing else than the CIR propagator given above:

\[
P_+(v, t; v_0) = P_{\text{CIR}}(v, t; v_0) = \lambda \exp\left[-\lambda \cdot (v + v_0 e^{-kt})\right] \cdot \left(\frac{v}{v_0 e^{-kt}}\right)^{\mu/2} \cdot I_{\mu}\left(2\lambda \sqrt{v v_0 e^{-kt}}\right).
\]

Interestingly, in [70] the authors note that \( P_+ \) can be written also as:

\[
P_+(v, t; v_0) = \sum_{n=0}^{\infty} \left(\lambda v_0 e^{-kt}\right)^n \frac{\exp(-\lambda v_0 e^{-kt}) \cdot \lambda e^{-\lambda v} \cdot (\lambda v)^{n+\mu}}{n! \cdot \Gamma(n+\mu+1)}.
\]

This expression shows that \( P_+ \) is a mixture of two elementary distribution functions: the Gamma distribution \( \Gamma_{\alpha, \beta}(y) = \beta^\alpha y^{\alpha-1} e^{-\beta y} / \Gamma(\alpha) \), where \( \alpha \) and \( \beta \) are, respectively, the shape and the rate parameter, and the Poisson distribution \( P_\nu(n) = \nu^n \exp(-\nu) / n! \). In other words, \( P_+ \) is a Gamma distribution with a Poisson distributed shape parameter. This observation can be useful for numerical computations. Note also, that the expression in equation (29) is very handy to check that \( \lim_{t \to \infty} P_+(v, t; v_0) = P_s(v) \), since in this limit, only the \( n = 0 \) term of the sum survives.

(b) An ‘absorbing’ solution, with finite, non zero current in \( v = 0 \) and norm which decreases to zero \( \lim_{t \to \infty} M(t) = 0 \). It reads

\[
P_-(v, t; v_0) = \lambda \exp\left[-\lambda \cdot (v + v_0 e^{-kt})\right] \cdot \left(\frac{v}{v_0 e^{-kt}}\right)^{\mu/2} \cdot I_{-\mu}\left(2\lambda \sqrt{v v_0 e^{-kt}}\right).
\]
Note that this solution reaches a finite, not null value, for $v \to 0^+$, while it vanishes for $v_0 \to 0$. The expression for $P_-$ is identical to $P_{\text{CIR}} = P_+$, but for the index of the Bessel function, which has the opposite sign.

We now discuss in detail the differences between the ‘reflecting’ $P_+$ and the ‘absorbing’ $P_-$ solutions.

(a) Firstly, the two distribution differs for their norms: the reflecting solution as a constant norm (this can be easily seen from the mixture expression (29)): correspondingly, the current probability is null at $v = 0$. On the other hand, the ‘absorbing’ solution has a decreasing norm [69]:

$$
\int_0^\infty P_-(v, t; v_0) dv = \Gamma (-\mu; \lambda(t) v_0 e^{-k t})
$$

(31)

where $\Gamma(n; z) = \frac{1}{\Gamma(n)} \int_0^z e^{-x} x^{n-1} dx$. Note that for $t \to 0$, $\exp(-k t) \lambda(t) \to \infty$ and the norm goes to 1 (since $\Gamma(n; \infty) = 1$). The norm is always decreasing for large $t$, and it goes to zero for $k > 0$.

(b) Secondly, the solutions differ for the behaviour for $v$ or $v_0$ small, that is for $vv_0$ small. In order to see this, let substitute to the Bessel function its dominant behaviour for its argument (see equation (26)), obtaining:

$$
P_\pm(v, t; v_0) = \frac{\lambda^{1 \pm \mu}}{\Gamma(1 \pm \mu)} \exp \left[-\lambda \cdot (v + v_0 e^{-k t})\right] \cdot \left(\frac{v}{v_0 e^{-k t}}\right)^{\mu/2} \times \left[\lambda^{\pm \mu} e^{(-\pm \mu k t)/2} (v v_0)^{\pm \mu/2} + O \left([v v_0]^{1 \pm \mu/2}\right)\right].
$$

(32)

So, the dominant behaviour at small $v = \epsilon \approx 0$ is:

$$
P_+(\epsilon, t; v_0) = \frac{\lambda^{1 + 2\mu}}{\Gamma(1 + \mu)} \exp \left[-\lambda \cdot (v_0 e^{-k t})\right] \cdot \epsilon^\mu + O \left(\epsilon^{1 + \mu}\right)
$$

(33)

$$
P_-(\epsilon, t; v_0) = \frac{\lambda^{1 - 2\mu}}{\Gamma(1 - \mu)} \exp \left[-\lambda \cdot (v_0 e^{-k t})\right] \cdot v_0^{-\mu} e^{\mu k t} + O (\epsilon).
$$

(34)

Recalling that we are studying the case $-1 < \mu < 0$ we see that the solution have a different behaviour for $v \approx 0$, since $P_+$ diverges, while $P_-$ remains finite. On the other hand, for small $v_0 = \epsilon$:

$$
P_+(v, t; \epsilon) = \frac{\lambda^{1 + \mu}}{\Gamma(1 + \mu)} \exp \left[-\lambda v\right] \cdot \epsilon^\mu + O (\epsilon)
$$

(35)

$$
P_-(v, t; \epsilon) = \frac{\lambda^{1 - \mu}}{\Gamma(1 - \mu)} \exp \left[-\lambda v\right] \cdot \epsilon^{-\mu} e^{\mu k t} + O (\epsilon^{-\mu}),
$$

(36)

which means that even the behaviour for $v_0 \approx 0$ is different: now $P_-$ goes to zero, while $P_+$ remains finite.

This observation justify the naming of $P_+$ and $P_-$ as reflecting and absorbing, respectively: $P_+$ describes trajectories which goes arbitrarily close to zero and leaves zero with
probability one; \( P_- \) describes trajectories that, once they touch \( v = 0 \) are absorbed (the probability to start a trajectory from zero is zero). Let us observe here that the ‘reflecting/absorbing’ terminology is not obvious in this problem, due to the singular (vanishing) nature of the diffusion coefficient in the Fokker–Planck equation. In these cases, we cannot impose arbitrary boundary conditions as in the more regular cases.

4.5.2. ‘Steady-sliding’ behaviour: \( \mu > 0 \) (i.e. \( 2kc > \sigma^2 \) or \( \delta > 2 \)). For the fast driving case \( c > \sigma^2/2k \), Feller shows that there’s a single acceptable solution that has a constant norm (zero probability current in \( v = 0 \)): this means that this solution is ‘reflecting’, despite the fact that it vanishes for \( v \to 0^+ \). The solution reads:

\[
P_1(v, t; v_0) \equiv \lambda \exp \left[ -\lambda(v + v_0 e^{kt}) \right] \left( \frac{v}{v_0 e^{-kt}} \right)^{\mu/2} I_\mu(2\lambda\sqrt{vv_0 e^{-kt}}). \quad (37)
\]

The solution of the equation for \( \mu > 0 \) is well known in finance, since it has been proposed as a model for the interest instantaneous rate. Note that this solution is identical to the ‘reflecting’ solution \( P_1 = P_+ \), but now it is not diverging for \( v = \epsilon \approx 0 \), since \( \mu > 0 \):

\[
P_1(\epsilon, t; v_0) \approx \frac{\lambda^{1+\mu}}{\Gamma(1+\mu)} \exp \left( -\lambda v_0 e^{-kt} \right) \epsilon^\mu. \quad (38)
\]

4.5.3. Threshold value: \( \mu = 0 \) (i.e. \( 2kc = \sigma^2 \) or \( \delta = 2 \)). For \( \mu = 0 \) (that is \( 2kc = \sigma^2 \) or \( \delta = 2 \)), all the previous solution coincide \( P_+ = P_- = P_1 \), and read:

\[
P(v, t; v_0) \equiv \lambda \exp \left[ -\lambda(v + v_0 e^{kt}) \right] I_0(2\lambda\sqrt{vv_0 e^{-kt}}). \quad (39)
\]

This propagator has constant norm, so the ‘absorbing’ solution is lost. Moreover, since the small argument \( x \approx 0 \) behaviour of the Bessel function with index zero is:

\[
I_0(x) = 1 + O(x^2)
\]

the solution goes to a finite constant, both for \( v \approx 0 \), as well as for \( v_0 \approx 0 \).

In appendix B we provide other known results, as the expression (whatever the value of \( \mu \)) of several relevant averages:

\[
\langle v^m x^n \rangle_{v_0},
\]

where \( x = \int_0^t v(s)ds \) is the displacement at time \( t \) and the average is over the (reflecting) solution with initial condition \( v(0) = v_0 \).

5. Avalanche (excursion) and multi-avalanche (bridge) shapes in the ABBM/CIR/Bessel process

5.1. Avalanches in ABBM/CIR process

The ABBM model has been proposed to describe the intermittent properties of Barkhausen noise. This can be characterised by the statistics of avalanches, that is the portion of the signal comprises between two consecutive passage through a small threshold value, approximately close to zero. In the theory of stochastic process, this
quantity is known as the excursion of the process, which, in this case, is a trajectory starting from zero and returning to zero for the first time after a time $T$.

5.1.1. Distribution of durations. The probability to observe an avalanche can be estimated by the distribution of durations. In the original treatment of the ABBM model, the distribution of durations has been informally derived from the stationary distribution equation (21) plus a scaling hypothesis for its power law regime, obtaining an algebraic decay of $P(T)$ with an exponent varying linearly with the drive, from $-2$ (for vanishing drive) to $-1$ just before the steady sliding phase [66]. Such a result, fairly confirmed by experiments, is quite striking, since in general the first return distributions (such as the $P(T)$) are not expected to be simply related to the stationary distribution, which is the asymptotic limit of a one-time quantity (at odds with first return distribution, which involve a constraints on an continuum of times). Nevertheless, the algebraic $-2$ decay has been recovered exactly in the limit of vanishing drive $c \to 0$ (or $\mu \to -1$ in our notation), in [9], and in the case of a small ‘kick’, that is for the avalanche following a non zero driving field applied for an infinitesimal time interval.

Here we provide the exact distribution of durations for a generic drive $\mu < 0$. This quantity can be obtained from the expression of the norm for the ‘absorbing’ solution, equation (30) (we obviously are restricting to the $\mu < 0$ case, where the absorbing solution exists). Considering the probability that a trajectory started from a small value $\epsilon$ has survived until time $T_\epsilon$, the cumulative distribution of $T_\epsilon$ is:

$$\text{Prob}(T_\epsilon > T) = \int_0^\infty P_-(v, T; \epsilon) \, dv.$$

Using the expression for small $\epsilon$, equation (36), it reads:

$$\text{Prob}(T_\epsilon > T) \approx \frac{\epsilon^\mu}{\Gamma(1 - \mu)} \left[ \lambda(T)e^{-kT} \right]^{-\mu}.$$

Note that the probability is zero if $\epsilon = 0$, since it is computed using the absorbing propagator, which is null if $v_0 = \epsilon \to 0$. Strictly speaking, as for the Wiener process, the probability of first return to zero is a singular distribution and $P(T_0 < T) = 1$ for every $T > 0$, since the process returns infinitely many times in every interval $(0, T)$. Nevertheless, in order to consider the excursions of finite durations, we can consider a small but positive starting value $\epsilon > 0$. Then, since $T \ll 1/k$, $\lambda(T)e^{-kT} \approx \frac{2}{\sigma^2 T}$, and we have

$$\text{Prob}(T_\epsilon > T) \approx \left[ \frac{2\epsilon}{\sigma^2} \right]^{-\mu} \frac{T^{\mu}}{\Gamma(1 - \mu)},$$

so the distribution of duration is, for $T \ll 1/k$:

$$P(T) = -\frac{d}{dT} \text{Prob}(T_\epsilon > T) \approx \left[ \frac{2\epsilon}{\sigma^2} \right]^{-\mu} \frac{T^{\mu-1}}{\Gamma(-\mu)},$$

where we used $\Gamma(1 - \mu) = -\mu \Gamma(-\mu)$.

In the original parameters of ABBM model, this regime holds for $T \ll 1/k$:

$$P(T) \propto T^{-2 + \frac{2\mu}{k}}.$$
while it decrease exponentially for $T \gg 1/k$. This recovers the expected decay, with a drive depending exponent, as predicted before [66]. Moreover, note that, since $\frac{2k\sigma}{\delta^2} = \frac{\delta}{2}$, one obtains for $\delta = 1$ the well known $T^{-3/2}$ decay for the return to the origin of one-dimensional Brownian process, whereas the formula cannot be applied for $\delta > 2$, since this corresponds to $\mu > 0$, where the absorbing solution expires.

5.1.2. Avalanche shape distribution. Now we consider the shape of the avalanche, that is the probability distribution that, during an avalanche, the process takes a value $v$ at time $0 < t < T$, where $T$ is the duration of the avalanche. Such a distribution can be expressed, given the knowledge of the ‘absorbing’ propagator $P_-$, as:

$$P_E(v, t; T) = \lim_{\epsilon \to 0} \frac{P_-(v, t; \epsilon)P_-(\epsilon, T - t; v)}{\int_0^\infty P_-(u, t; \epsilon)P_-(\epsilon, T - t; u)du}.$$  

which is the probability that, starting at $t = 0$ from a value $\epsilon$ arbitrarily close to 0, reaches the value $v$ at time $t$, and then comes back to $\epsilon$ in a time $T - t$. The denominator realizes the correct normalization of the probability and the use of the absorbing propagator $P_-$ makes sure that we are counting only the trajectories that do not touch zero during their promenade. This distribution allows to compute, for instance, the average shape of the avalanche:

$$\langle v(t) \rangle_E = \lim_{\epsilon \to 0} \int_0^\infty v \cdot P_E(v, t; T)dv,$$

where $0 < t < T$ is the internal time inside the avalanche. The computation of $P_E(v, t; T)$ is based on the determination of the kernel:

$$K_\epsilon(v) = P_-(v, t; \epsilon)P_-(\epsilon, T - t; v).$$

Using the expressions for small $\epsilon$ equations (34) and (36), one gets:

$$K_\epsilon(v) \approx \left\{ \frac{\lambda(t)^{1-\mu}}{\Gamma(1 - \mu)} \exp[-\lambda(t)v] \cdot e^{\mu kt/2} \right\} \times \left\{ \frac{\lambda(T - t)^{1-\mu}}{\Gamma(1 - \mu)} \exp[-\lambda(T - t)(ve^{-k(T-t)})] \cdot v^{-\mu} e^{\mu kt/2} \right\} + O(\epsilon).$$

However, since every factor that does not depend on $v$ also appears in the denominator of equation (41), $P_E$ can be computed using an equivalent kernel, which happens to be also independent on $\epsilon$:

$$K(v) \equiv \exp[-\omega(t, T)v] v^{-\mu}$$

where

$$\omega(t, T) \equiv [\lambda(t) + \lambda(T - t)e^{-k(T-t)}] = \frac{2k(1 - e^{-kT})}{\sigma^2(e^{-kt} - 1)(e^{-k(T-t)} - 1)}.$$  
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In other words, the shape distribution equation (41) is nothing but a simple gamma distribution (see figures 5 and 6, left panels):

\[
P_E(v, t; T) = \frac{\mathcal{K}(v)}{\int_0^\infty \mathcal{K}(u) \, du} = \frac{\omega(t, T)^{1-\mu}}{\Gamma(1-\mu)} e^{-\omega(t, T)v} v^{-\mu},
\]

with shape $1-\mu$ and rate $\omega(t, T)$, whose moments are:

\[
\langle v(t)^n \rangle_E = \frac{(n-\mu)(n-1-\mu)\ldots(1-\mu)}{\omega(t, T)^n} = \frac{\Gamma(n+1-\mu)}{\Gamma(1-\mu)} \omega(t, T)^{-n}.
\]

For instance the average shape of the avalanche is:

\[
\langle v(t) \rangle_E = \frac{1-\mu}{\omega(t, T)} = \frac{(1-\mu)\sigma^2}{2k} \frac{(e^{-kt} - 1)(e^{-k(T-t)} - 1)}{1-e^{-kT}}
\]

(see figure 1(c)).

A number of observations are in order:

(a) The shape of the avalanche depends on $\mu$, that is from the drive $c$, just for its global amplitude: the time dependence of the normalised average shape (for instance the shape divided by its area or by its maximum value) does not depend on $\mu$, and hence on the drive $c$. 
Figure 6. Distribution of excursion $P_E(v, t; T)$ (a) and bridge $P_B(v, t; T)$ (b) shape, reported in equations (43) and (46). The distributions are computed for $\mu = -0.5$, $k = 1$, and $\sigma = 1$, for $T = 1$ and different times $t$. Note that the distributions (both are gamma distributions) differ for the algebraic initial part. For the excursion the probability increase, from $v = 0$, and attains a most probable value, while for the bridge, the distribution is always decreasing (it diverges for $v \to 0$). Nevertheless, the time dependence of their normalised moments are the same.

(b) The shape can be expressed using hyperbolic functions (recovering previous results [9, 19]), using:

$$(e^{-kt} - 1)(e^{-k(T-t)} - 1) = 4 e^{-\tau T} \sinh \left[ \frac{kt}{2} \right] \sinh \left[ \frac{k(T-t)}{2} \right].$$

In [9, 19] this result is obtained in the limit of vanishing drive $c \to 0$ or $\mu \to -1$.

(c) If we consider the rescaled internal time $\tau = t/T$, then for $kT \ll 1$ and fixed $\tau$, the shape takes a parabolic form [19]:

$$\sinh \left[ \frac{kT\tau}{2} \right] \sinh \left[ \frac{kT(1-\tau)}{2} \right] \approx (kT)^2 \left[ \frac{\tau(1-\tau)}{4} \right].$$

A generalization of this parabolic average shape, encompassing the semicircular shape of the Brownian excursion [17] as well as the shape of Levy processes [18], but also including asymmetric shapes, has been proposed [71] in terms of a universal scaling function, observed in several different phenomena.

(d) For $T \to \infty$ the rate function of the excursion gamma distribution becomes:

$$\lim_{t \to \infty} \omega(t, T) = \frac{2k}{\sigma^2 (1 - e^{-kt})} = \lambda(t)$$

and the distribution represents the probability of the infinite meander (see later).
5.2. Multi-avalanches in ABBM/CIR process

5.2.1. Probability of a multi-avalanche (bridge). The probability to observe a multi-avalanche of duration $T_B$ between $T$ and $T + \Delta T$ can be computed using both propagators $P_+ \text{ and } P_-$. The simplest reasoning is the following: first, one considers the trajectories that go from $v = 0$ at $t = 0$ up to a value $v = u$ at $t = T > 0$, without any restriction. Then, one considers the probability of the trajectory that starts at $u$ and crosses $v = 0$ in an interval $dT$. That is:

$$\text{Prob}(T < T_B < T + \Delta T) = \int_0^\infty P_+(u, T; 0) \left[ 1 - \int_0^\infty P_-(w, \Delta T; u) \, dw \right] \, du.$$  

Using equations (31) and (35) one gets:

$$\text{Prob}(T < T_B < T + \Delta T) = \int_0^\infty \frac{y^u e^{-y}}{\Gamma(1 + \mu)} \cdot \left( \int_{y_0}^\infty \frac{x^{-\mu} e^{-x}}{\Gamma(-\mu)} \, dx \right) \, dy,$$

where $y_0 \equiv \lambda(\Delta T) e^{\lambda(T)}$. Since $\lambda(\Delta T) \approx \frac{2}{\sigma_2 \Delta T}$ for $\Delta T \ll 1/k$, using the asymptotic expansion of the incomplete gamma function [72]:

$$\int_z^\infty e^{-t^a} = z^a e^{-z} \left[ 1 + a \frac{a(a-1)}{z^2} + \cdots \right] \quad \text{for } z \to \infty$$

our probability becomes at the leading order in $\Delta T$:

$$\text{Prob}(T < T_B < T + \Delta T) \approx \int_0^\infty \frac{y^u e^{-y} (y_0^{-\mu} e^{-y_0})}{\Gamma(1 + \mu) \Gamma(-\mu)} \, dy = \frac{k^\mu \Delta T^{-\mu}}{\Gamma(1 + \mu) \Gamma(-\mu)} (1 - e^{-kT})^{-\mu}.$$ 

Note that the duration for the multi-avalanche has a completely different behaviour with respect to avalanche durations. For $0 < T \ll 1/k$ the probability goes as

$$\text{Prob}(T < T_B < T + \Delta T) \approx \frac{\Delta T^{-\mu}}{\Gamma(1 + \mu) \Gamma(-\mu)} T^{-\mu} \quad \text{(for $\Delta T \ll 1/k$ and $0 < T \ll 1/k$),}$$

that is it increases with $T$ (remember that $\mu < 0$) and goes to the asymptotic value, for $T \gg 1/k$

$$\text{Prob}(T < T_B < T + \Delta T) \approx \frac{k^\mu \Delta T^{-\mu}}{\Gamma(1 + \mu) \Gamma(-\mu)} \quad \text{(for $\Delta T \ll 1/k$ and $T \gg 1/k$).} \quad (45)$$

5.2.2. Multi-avalanche shape. The computation of the bridge shape distribution follows exactly the same lines of what was done for the excursion, with the difference that now we have to use the reflecting propagator in place of the absorbing one. That is:

$$P_B(v, t; T) = \lim_{\epsilon \to 0} \frac{P_+(v, t; \epsilon, 0)}{\int_0^\infty P_+(u, t; \epsilon, 0) \, du}.$$
Again, considering the small $\epsilon$ behaviour of $P_+$ and simplifying the factors in common between numerator and denominator, one gets the simplified kernel:

$$K_2(v) = \exp \left[ -\omega(t,T)v \right] v^\mu,$$

and the corresponding bridge distribution (see figures 5 and 6, right panels)

$$P_B(v,t;T) = \frac{K_2(v)}{\int_0^\infty K_2(u)du} \frac{\omega(t,T)^{1+\mu}}{\Gamma(1+\mu)} e^{-\omega(t,T)v} v^\mu,$$

which is again a gamma distribution, with moments:

$$\langle v(t)^n \rangle_B = \frac{(n+\mu)(n-1+\mu) \ldots (1+\mu)}{\omega(t,T)^n} = \frac{\Gamma(n+1+\mu)}{\Gamma(1+\mu)} \omega(t,T)^{-n}.$$

The average bridge shape is:

$$\langle v(t) \rangle_B = \frac{1+\mu}{\omega(t,T)} = \frac{(1+\mu)\sigma^2}{2k} \frac{(e^{-kt} - 1)(e^{-k(T-t)} - 1)}{1 - e^{-kT}}.$$

Note that, as for the two propagators $P_+$ and $P_-$, one can swap from the bridge to the excursion statistics, substituting $\mu$ with $-\mu$.

As a result, the average shape of the bridge is proportional to the shape of the excursion (the same holds for every higher order moment). This was in principle not obvious, since the bridge can be seen as a convolution of one or more excursions, whose sum of durations is the duration of the bridge. On the other hand, it is obvious that the amplitude of the excursion is larger than the amplitude of the bridge, since the first is ‘forced’ to stay away from the $v = 0$ axis.

Another interesting observation, is that again the normalised shape of the bridge does not depend on $\mu$. Recalling that $P_+$ coincide with the solution $P_1$ of the CIR FP equation for $\mu > 0$, it turns out that the bridge for the ‘steady-sliding’ regime $c > \sigma^2 / 2k$ has the same normalised shape, irrespectively of the value of the drive $c$. However, the probability to observe a bridge of duration $T$ during the stochastic dynamics is vanishingly small (with $\epsilon$) for $\mu > 0$.

6. Constrained stochastic equations for bridge, excursion and meander: Doob’s $h$-transform

In order to further investigate the equivalence of the normalised shape of excursion and bridge, we consider the stochastic equations for the respective constrained trajectories. To this aim, we make use of the Doob’s $h$-transform, which allows to identify the correct drift terms for such constrained stochastic equations. For a very brief introduction of Doob’s $h$-transform, see [73], as well as [74] for interesting variations. In the present case, the idea behind Doob’s transform, is to consider the time derivative of the bridge or the excursion probability, named here respectively $P_B$ and $P_E$. Both are in the form:

$$Q = \lim_{\epsilon \to 0} \frac{P(v,t;\epsilon)P(\epsilon,T-t;v)}{P(\epsilon,T;\epsilon)},$$
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where $P(v, t; u)$ is the probability for the desired constrained process to assume the value $v$ at time $t$, knowing that it started at $u$ at time 0. For the bridge, the probability $P$ is the ‘reflecting’ propagator $P_+$, while for the excursion $P$ is the ‘absorbing’ propagator $P_-$. In both cases, the function $P$ satisfy the FP equation associated to the ABBM/CIR stochastic process (and the corresponding adjoint, backward equation). It turns out that $Q$ also satisfies an FP equation, which reads:

$$\partial_t Q = -\partial_v \left[ \left( k(c - v) + \sigma^2 v \lim_{\epsilon \to 0} \partial_v \log P(\epsilon, T - t; v) \right) Q \right] + \frac{1}{2} \partial^2_v \left( \sigma^2 v Q \right).$$

(48)

Equation (48) has a form similar to the original FP equation, but with an extra drift term, where the constrained propagator $P$ enters. This means that $Q$ is the propagator for a stochastic process governed by the equation:

$$dv = \left[ k(c - v) + \sigma^2 v \lim_{\epsilon \to 0} \partial_v \log P(\epsilon, T - t; v) \right] dt + \sigma \sqrt{v} dW_t.$$

This result represents an interesting ‘short-circuit’ between the description of the stochastic process in terms of its FP equation, and the SDE describing its trajectories, two approaches that, although equivalent, usually proceeds in parallel, without intersections.

The explicit expression of the extra drift, which can be computed using the small $\epsilon$ expansion in equations (33) and (34), gives an intuitive interpretation of our results. For the bridge, that is for $P = P_+$, it reads:

$$-v \left[ \frac{2k}{e^{k(T-t)} - 1} \right].$$

This term diverges when $t$ is approaching $T$ as $-\frac{2v}{T-t}$. The effect of this non stationary drift term is to force the trajectory towards the value $v = 0$ at time $T$, as requested by the constraint of the bridge.

On the other hand, for the excursion, the extra drift term has to be computed using the ‘absorbing’ solution $P = P_-$, and the corresponding small expansion in equation (34). The result is:

$$-v \left[ \frac{2k}{e^{k(T-t)} - 1} \right] - \sigma^2 \mu.$$

Again we find the term imposing the passage of the trajectory at $v = 0$ for time $T$, but now we have a constant repulsive drift term that keep the trajectory away from $v = 0$ at all time $t$. This last term is the effect of the excursion constraint to not touch the $v = 0$ axis.

The two stochastic equations can be written as:

$$dv = \left\{ A_{B,E} - v k \coth \left[ \frac{k(T-t)}{2} \right] \right\} dt + \sigma \sqrt{v} dW_t \quad \text{(bridge, excursion),}$$

(49)
where \( A_B = kc = (1 + \mu)\sigma^2/2 \) for the bridge and \( A_E = \sigma^2 - kc = (1 - \mu)\sigma^2/2 \) for the excursion. The relation between bridge and excursion can be fully appreciated considering the rescaled variable \( u = \frac{v}{A_{B,E}} \) one gets:

\[
du = \left\{ 1 - uk \coth \left[ \frac{k(T - t)}{2} \right] \right\} dt + \frac{\sqrt{2u}}{\sqrt{1 \pm \mu}} dW_t \quad (+ \text{bridge, } - \text{excursion}). \tag{50}
\]

Recalling that the equation for the bridge is valid even for positive values of \( \mu \), we observe, from these formulas, that the excursion of parameter \( \mu = \mu_0 < 0 \) is identical to a bridge of parameter \( \mu = -\mu_0 > 0 \). In terms of dimensionality \( \delta = 2(\mu + 1) \) of the underlying OU process, this means that an excursion (of its squared modulus) for a value of \( \delta < 2 \) is identical to a bridge (of the squared modulus) of an OU of dimension \( \delta' = 4 - \delta \). For instance, the excursion for the squared modulus of a one dimensional OU process is identical to the bridge for the squared modulus of a three dimensional OU process, which, in turn, is the sum of three independent one dimensional bridges:

\[
Y_E(t) = Y_{B,1}(t) + Y_{B,2}(t) + Y_{B,3}(t) = Y_B^{\delta=3}. \tag{51}
\]

Here \( Y_E \) and \( Y_B \) are, respectively, the excursion and the bridge, for the process \( Y = y^2 \), where \( y \) is a one dimensional OU process, while \( Y_B^{\delta=3} \) is the bridge of the squared modulus for a \( \delta = 3 \) OU process. This is the generalization of the known equivalence between the excursion of the Wiener process and a three dimensional Bessel process [75]:

\[
X_E(t) = \sqrt{[X_{B,1}(t)]^2 + [X_{B,2}(t)]^2 + [X_{B,3}(t)]^2} = Z_B^{\delta=3}, \tag{52}
\]

where \( X_E \) and \( X_B \) are, respectively, the excursion and the bridge of a Brownian process in \( \delta = 1 \), while \( Z_B^{\delta=3} \) is the bridge of a \( \delta = 3 \) Bessel process.

We also remark, from equation (50), that although, as shown before, every moment of the excursion is proportional to the corresponding moment of the bridge, the two processes are not proportional, i.e. one cannot obtain one from the other with a simple rescaling of the stochastic variable. In fact, as can be observed from the explicit expressions of the moments, the proportionality constant between moments depends on the moment order.

Coming back to the full parametrized equation (49), note that, in the limit of \( T \to \infty \) the stochastic equation for the bridge recovers the original stochastic ABBM/CIR equation, as it should, since \( \lim_{x \to \infty} \coth(x) = 1 \). The equation, written using the parameters \( \delta, k, \sigma \) instead of \( c, k, \sigma \), reads:

\[
dv = \left\{ \frac{\delta \sigma^2}{4} - kv \right\} dt + \sigma \sqrt{v} dW_t \quad (\text{free}). \tag{53}
\]

On the other hand, performing the same \( T \to \infty \) limit for the excursion, the constant drift remains, and we get an equation, which, written using the parameters \( \mu, k, \sigma \) instead of \( c, k, \sigma \), reads

\[
dv = \left\{ \frac{\sigma^2}{2}(1 - \mu) - kv \right\} dt + \sigma \sqrt{v} dW_t \quad (\text{infinite meander}).
\]
This is the stochastic equation for the process only constrained to never touch the axis $v = 0$, i.e. is an avalanche of infinite duration. In stochastic theory this process can be considered a *meander* of infinite duration (the meander being a process constrained to never touch 0 up to time $T$, regardless of its value at $T$). Note from its stochastic equation that it is exactly the original process, with the index $\mu$ changed of sign. In this sense, we can say that the a ‘steady sliding’ trajectory of the ABBM-CIR model (that is a solution of the sde equation with $\mu > 0$) is nothing but the equation for an an infinite avalanche (or infinite meander) in the mirrored ‘stick-slip’ regime, that is a solution of the sde with opposite (negative) value of $\mu$.

Coming back to the bridge and excursion shape, we can consider the average of equation (49), luckily obtaining a closed equation:

$$\langle v \rangle = \left\{ (1 \pm \mu) \frac{\sigma^2}{2} - \langle v \rangle \frac{k}{k} \coth \left( \frac{k(T - t)}{2} \right) \right\} dt$$

where we dropped the noise term, since we are following Itô’s scheme. Solving such equation for $\langle v(0) \rangle = 0$ again gives equations (44) and (47).

### 6.1. Radial Ornstein–Uhlenbeck and Bessel process

As explained before, the square root of the ABBM/CIR process is a GBES, which can describe the squared modulus of $\delta$-dimensional OU process. In this case, the square root of the process is named ROU. More precisely, if we consider $\rho = \sqrt{v}$ and apply Itô’s lemma to equation (49) we get

$$d\rho = \left[ \frac{\sigma^2(1 \pm 2\mu)}{8\rho} - \frac{1}{2} \rho \frac{k}{k} \coth \left( \frac{k(T - t)}{2} \right) \right] dt + \frac{\sigma}{2} dW_t,$$

which, depending on the choice of the sign before $\mu$, is the sde for the bridge $(+)$, excursion $(-)$, infinite meander ($\lim_{T \to \infty} (-)$) of a ROU process in dimension $\delta = 2(\mu + 1)$, whose free equation is $\lim_{T \to \infty} (+)$:

$$d\rho = \left[ \frac{\sigma^2(\delta - 1)}{8\rho} - \frac{1}{2} \rho \frac{k}{k} \coth \left( \frac{k(T - t)}{2} \right) \right] dt + \frac{\sigma}{2} dW_t.$$  \hspace{1cm} (55)

In the limit of $k \to 0$, equation (54) recovers the analogous bridge/excursion sde for the standard Bessel process

$$dw = \left[ \frac{(1 \pm 2\mu)}{2w} - \frac{w}{2(T - t)} \right] dt + dW_t,$$

where we changed the time $\sigma^2 t/4 \to t$ (and $\sigma^2 dW_t/2 \to dW_t$) in order to get for the free ($\lim_{T \to \infty} (+)$) sde the standard form:

$$dw = \frac{\delta - 1}{2} dt + dW_t.$$  \hspace{1cm} (56)

Incidentally, note that this equation shows that care has to be used for the case $\delta = 1$ in identifying the Bessel process with the sde for the absolute value of the Brownian
process. One can understand this point, considering the formal application of Itô lemma from the OU sde \( dx = -kx \, dt + \sigma dW_t \) to the function \( \rho = f(x) = |x| \), where one has to use \( f'(x) = \text{sign}(x) \) and \( f''(x) = 2\delta(x) \). This gives:

\[
d\rho = \left[-kx \, \text{sign}(x) + \delta(x)\sigma^2 \right] \, dt + \sigma \, \text{sign}(x) \, dW_t.
\]

Now, since \( x \, \text{sign}(x) = |x| \), and since \( \text{sign}(x) \, dW_t \) is a new Wiener process (the sign of \( W_t \) is uncorrelated with the sign of \( x_t \), since we are in Itô stochastic framework) this can be written in closed form as

\[
d\rho = -k\rho \, dt + \sigma \, dW_t + dL_t,
\]

where \( L_t \) is the local time of the process in 0 \([38]\) defined as

\[
L_t = \int_0^t \delta(w_s) \sigma^2 \, ds.
\]

Apart for the \( \sigma^2 \) factor, the local time is the function measuring the time spent by the process at the value 0. This result is exact and, in the general case, it is known as the Itô–Tanaka formula. (See \([76]\) for a recent application of local times in physics.)

The shape of the radial OU (ROU) bridge (and of the Bessel bridge, in the limit \( k \to 0 \)) is identical to that of the corresponding excursion, as happens for the ABBM/CIR case. However, the computation cannot be performed easily from the sde equation (54), since averaging both side of the equation does not result in a closed equation for the first moment, due to the non linearity of the equation.

In order to compute the average shapes (and their moments) we have to use the explicit expression through the solutions of the associated FP equation. Using the solutions of the ABBM/CIR equation, we get that:

\[
P_{\text{ROU}}(\rho, t; \rho_0) = \frac{1}{2\rho} P_{\text{CIR}}(\rho^2, 2(1 \pm \mu) t; \rho_0^2).
\]

The computation, then, follows exactly the same lines as before, with the reflecting

\[
P_{\text{ROU},+}(\rho, t; \rho_0) = \frac{1}{2\rho} \lambda \exp \left[-\lambda \cdot (\rho^2 + \rho_0^2 e^{-kt})\right] \cdot \left(\frac{\rho}{\rho_0 e^{-kt/2}}\right)^{\mu} \cdot I_\mu \left(2\lambda \rho \rho_0 e^{-kt/2}\right)
\]

and the absorbing solutions

\[
P_{\text{ROU},-}(\rho, t; \rho_0) = \frac{1}{2\rho} \lambda \exp \left[-\lambda \cdot (\rho^2 + \rho_0^2 e^{-kt})\right] \cdot \left(\frac{\rho}{\rho_0 e^{-kt/2}}\right)^{-\mu} \cdot I_{-\mu} \left(2\lambda \rho \rho_0 e^{-kt/2}\right).
\]

The result for the distribution of the ROU excursion \( Q_E \) and the bridge \( Q_B \):

\[
Q_E(\rho, t, T) = \frac{2\omega(t, T)^{1-\mu}}{\Gamma(1-\mu)} \exp \left[-\omega(t, T) \rho^2 \right] \rho^{-2\mu+1}, \quad (57)
\]

\[
Q_B(\rho, t, T) = \frac{2\omega(t, T)^{1+\mu}}{\Gamma(1+\mu)} \exp \left[-\omega(t, T) \rho^2 \right] \rho^{2\mu+1}.
\]
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where \( \omega \) has the same form of the ABBM/CIR case, equation (42). The corresponding moments are:

\[
\langle \rho(t)^n \rangle_E = \frac{\Gamma(1 - \mu + n/2)}{\Gamma(1 - \mu)} \omega(t, T)^{-n/2} \tag{59}
\]

\[
\langle \rho(t)^n \rangle_B = \frac{\Gamma(1 + \mu + n/2)}{\Gamma(1 + \mu)} \omega(t, T)^{-n/2}. \tag{60}
\]

Again, the expressions are the same, except for their amplitudes, as for the CIR process.

Moreover, in the limit \( k \to 0 \), these expressions give the moments for the Bessel excursion and bridge shapes, where \( \omega \) is in that case

\[
\omega(t, T) = \frac{2}{\sigma^2} \frac{T}{(T-t)} t, \tag{61}
\]

which again benefits from the same universality, when in their normalised form.

7. Conclusions

In this paper, we collect some known exact results for the CIR model, which can be relevant for the physics of Barkhausen noise, as modelled by the ABBM model. In particular, the procedure of time change, which connect the ABBM model with the CIR process, is briefly described. The CIR process, in turn, is equivalent to the a GBESQ, a stationary, mean reverting generalization of the BESQ. In fact, the BES process describes the modulus of a \( \delta \) dimensional BRO, while the GBES process represents the modulus of an OU process in \( \delta \) dimensions, and in this case is also named ROU process. The connections between all the aforementioned stochastic processes are summarized in figure 4.

Leveraging such results, we addressed the exact computation of the average avalanche shape, which in stochastic theory is the average shape of an excursion of the process. In order to compute this quantity, we used the absorbing solution of the CIR Fokker–Planck equation, computed by Feller in 1951 [69], and we obtained the exact distribution of the avalanche shape, for every values of the model parameters (previous results being restricted to specific, limiting values). Extending the computation to the case of bridges, that is the generic sequence of avalanches whose total duration sum to a fixed time \( T \) (named here multi-avalanche), we obtained an interesting similarity. Although the bridge shape distribution differs from the excursion case, the time dependence of their moment is identical: normalizing moments of the two shapes by an arbitrary measure of their amplitude (e.g. their average area or the average maximum value), one obtains the same exact expression as a function of time.

Considering the connection of the Bessel process with Brownian process, the result can be recast in terms of the average shape of the trajectory for the distance of a Brownian particle from its starting position (the origin). In the pictorial representation of figure 7, two Brownian processes are shown (figures 7(a) and (c)). The distance from the origin of the two trajectories, is also reported (in figures 7(b) and (d)), where one
Figure 7. Representation of two trajectories for a one dimensional Brownian motion (a), (c) and the corresponding squared distance as a function of time (b), (d): an excursion (b) and a bridge (d) of similar durations are compared with their respective average shape (red dashed line).

can identify an excursion (figure 7(b)) and a bridge (figure 7(d)) of similar duration. As proven in this paper, the average shape of these two quantities differ for a multiplicative constant only: the normalised shape of the average distance between two returns does not depend on the number of intermediate passages to the origin.

This result appears quite counter intuitive: one could expect that average shapes of trajectories subjected to a different constraint (touching or not touching the zero value), should differ, in general. Excursion trajectory should fly farther from the zero-axis than bridges, which can wander freely nearby zero even in the middle of the bridge duration. A refined intuition could take into account the algebraic decay of the avalanche durations in the ‘scale-free regime’, that is for not too large avalanches. In this case, one could suspect that the multi-avalanche is in fact dominated by a single large avalanche, whose duration is about the whole multi-avalanche duration, making avalanches and multi-avalanches essentially the same stochastic object, apart from some small avalanches ‘decorating’ the typical trajectory near the border (i.e. at the beginning and at the end of the bridge). Nevertheless, the equivalence between excursion and bridge shapes holds for every value of durations, hence in every regime of the duration distribution. In other words, since the duration distribution of avalanches decay exponentially at large durations ($T \gg 1/k$), we know that the typical multi-avalanche trajectory for such large times.
total durations is made by several avalanches of comparable durations. This is exactly the opposite scenario that the naive hand-waving explanation invokes in order to explain the equivalence of avalanche and bridge shape.

To our knowledge, in the mathematical literature, shapes of bridge or excursion has not been considered explicitly. Analogies between bridge and excursion of Brownian process has been proved, notably regarding the distribution of the range (maximum minus minimum values) or an equivalence between the excursion and a bridge, shifted so to start from its minimal value [77] (Brownian process is a symmetric process, so the minimum of the bridge can be negative). Nevertheless, for the CIR process, we find that, despite the shape distributions of bridge and excursion differ, the normalised moments of the shapes share the same dependence with time. This specific result, applies to all the stochastic processes in the generalised Bessel family considered here.

The generality of this phenomenon, beyond the diffusion processes considered here (which encompass multidimensional Brownian (and OU) process) is not clear. One can wonder if other diffusion processes share this equivalence. In general, the shape distributions of bridges and excursions depends on the reflective and absorbing propagators, which are different. Nevertheless, being the solutions of the same FP equation, the two propagators are related. In an interesting paper [78], it has recently be noted that a quite simple relation exists between the Laplace transforms of propagators subjected to different boundary conditions:

$$
\hat{P}_a(x, x_0; \lambda) = \hat{P}(x, x_0; \lambda) - \frac{\hat{P}(a, x_0; \lambda)\hat{P}(x, a; \lambda)}{\hat{P}(a, a; \lambda)},
$$

(62)

where $P$ is the free propagator, while $P_a$ is the solution of the FP where an absorbing boundary condition has been introduced at $x = a$, and the hat symbol stand for the usual time Laplace transform $\hat{f}(t) = \int_0^\infty \exp(-\lambda t)f(t)dt$. However, since the observed equivalence resides in the temporal dependance of the distributions, the relation equation (62) between Laplace transforms is not easy.

On the other hand, one can try to attack the problem via the Doob’s transformed sde for the bridge and the excursion. They usually differ for a drift term, the repulsive force which keep the excursion far from the absorbing boundary. The equivalence observed in this paper indicates that this repulsive drift term does not change the temporal behaviour of the average (and moments) of the processes, rather it only affects its amplitude. In [79] (see [74] for a less formal derivation), it is shown that, for certain diffusion processes, the drift term associated to a Doob’s transform involves the first eigenfunction of the original Fokker–Planck operator. Further investigations are needed in order to understand if this result could be useful to generalise the observed equivalence between bridge and excursion shape in ABBM/CIR/Bessel processes to other diffusion processes.

Recently, a generalization of Doobs’s transform has been introduced in order to investigate the equivalence of ensembles in non-equilibrium statistical physics [80, 81]. In that case, the set of trajectories subject to a constrain, forcing the system to very atypical paths, plays the role of the micro-canonical ensemble (where only configurations with the same energy are considered). On the other hand, one can consider a ‘canonical ensemble’, where the constrained is removed, but all the trajectory are
weighted with a penalty depending on the constraint and a free parameter (as in the canonical ensemble, where every configurations contribute to the ensemble, but with a Gibbs weight, which depends on the energy and the temperature). In the limit of large times, and under several conditions, authors of [81] proof a logarithmic, asymptotic identities between the distributions of the two ensembles. The analogy with equilibrium statistical physics is deeply grounded on the theory of large deviations [82], which represents the mathematical framework where both theories can be successfully cast.

In the present case, however, for a much more restricted class of diffusion processes, we observed a correspondence between a special class of paths (excursion) and an unrestricted one (bridge): however the two ensemble do not have the same distribution, but they rather share an identity in the time evolution of their moments. Such identity, however, applies at finite time, without the need of an asymptotic limit. Nevertheless, it would be interesting to further investigate our problem in terms of the work [81], for instance considering a ‘canonical ensemble’ of bridges, where the trajectories are weighted according to the number of returns to zero, and then try to relate the resulting distribution with that of excursions. Such a research program could maybe shed light on the limitations or generality of our result.

However, note that one of the conditions required for the ensemble equivalence is a ‘non-condensation’ property of the dynamics. In [83], such a condition is investigated on some diffusion processes (BRO, OU and CIR) considered in the present work. The non-condensation property deals with the effect of the constraint considered (the final generic final value at time $T$) on the whole temporal evolution, rather than concentrated at the temporal extreme of the evolution, where the constraint has to be verified. In the case considered there, ‘non-condensation’ phenomenon is related to the temporal form of the non-stationary Doob drift term of the bridge. While for BRO, the average bridge from 0 to a value $a > 0$ is a straight lines connecting the two points, for OU and CIR, the average constrained trajectory reaches the target exponentially fast near the arrival, while is close to the unconstrained average trajectory for previous times. Note that this behaviour is not surprising, considering the non linear time change relation between BRO and OU, as well as the relation between CIR and the squared modulus of $\delta$-dimensional OU. Nevertheless, the different time parametrization change completely the asymptotic distribution of the processes, since in this case for BRO the ensemble equivalence holds, while for OU and CIR do not. It would be interesting to investigate the effect of time change transformations in the more general framework of [81], in order to shed light on the minimal conditions needed for the equivalence to apply, as well as to identify classes of processes sharing the same equivalence properties.

Finally, a more practical and preliminary research direction could be to take in account simple numerical investigations on specific stochastic processes. For instance, one can try to consider the effect of time correlation, beyond the simple (one-dimensional) Markov assumption. This can be obtained with colored noise, or with the introduction of other inertial or memory effects. The average avalanche shape (excursion) has been considered for a random accelerated particle [17, 18] or for a more sophisticated memory kernel [55]. In both cases, asymmetric avalanche shapes have been observed (see also [26] for other asymmetric avalanche shapes in granular friction experiments), but the shape of multiavalanches have not been studied in all these cases.
Universal excursion and bridge shapes in ABBM/CIR/Bessel processes

If the equivalence between excursions and bridges is believed to hold, it can be exploited in order to measure avalanche shapes with very large durations (which requires huge time series) considering the much more frequent corresponding bridges. For shorter durations, instead, checking the equivalence between bridge and excursion can eventually represent a refined check in order to assess the limits of the chosen stochastic modelization for the fluctuating physical process in study.
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Appendix A. Connections between ABBM/CIR and other stochastic processes

A.1. Squared Bessel process

First consider equation (10) in the limit \( k \to 0 \) with \( \delta \equiv \frac{4k}{\sigma^2} \) fixed, the CIR sde becomes:

\[
dv = \frac{\delta \sigma^2}{4} \, dt + \sigma \sqrt{v} \, dW_t.
\]

(A1)

After a simple rescaling \( X \equiv \frac{4v}{\sigma^2} \), we recover the BESQ process:

\[
dX = \delta \, dt + 2\sqrt{X} \, dW_t.
\]

(A2)

The BESQ is the square of a Bessel process, which in turn, for integer \( \delta \), describes the modulus of the \( \delta \)-dimensional Wiener process. In fact, given \( \delta \) dimensional Wiener process of independent coordinates \( W_i(t) \), consider the (rescaled) squared modulus \( v = \frac{\sigma^2}{4} \sum W_i(t)^2 \), then applying Itô’s lemma, one gets

\[
dv = \frac{\delta \sigma^2}{4} \, dt + \frac{\sigma^2}{2} \sum_i W_i(t) dW_i(t).
\]

(A3)

Since it can be proved that

\[
\sum_i W_i(t) dW_i(t) = d \sqrt{\sum_i W_i(t)^2} \, dW_t,
\]

where \( W_\ell \) is an independent scalar Wiener process, the noise term in equation (A3) is readily identified with \( \sigma \sqrt{v} \, dW_t \), recovering equation (A1).

As we will see soon, there exists a more general connection with Bessel processes also for \( k \neq 0 \).

A.2. Rayleigh process

It is possible, via the so called Lamperti transform, to get rid of any multiplicative noise term. Here we save the parameter \( \sigma \) and we consider

\[
du = \frac{dv}{2\sqrt{v}}.
\]
that is we consider the new variable \( u = \sqrt{v} \). Using Itô’s lemma, it is easy to write the stochastic equation for \( u \):

\[
du = \frac{1}{2} \left[ \frac{4kc - \sigma^2}{4u} - ku \right] \, dt + \frac{\sigma}{2} \, dW_t.
\]

This process is a special case of the so called Rayleigh process:

\[
dZ = \left( \frac{A}{Z} + B \, Z \right) \, dt + \sigma \, dW_t
\]

where \( Z = 2u \), \( B = k/2 \) and \( A = 4kc - \sigma^2 \).

**A.3. Ornstein–Uhlenbeck process and generalized BESQ**

For \( 4kc - \sigma^2 = 0 \), i.e. \( c = \frac{\sigma^2}{4k} \), equation (A4) for \( u \) becomes an OU process:

\[
du = -\frac{1}{2}ku \, dt + \frac{\sigma}{2} \, dW_t.
\]

Note that now the stochastic variable \( u \) can be negative, but this is not a contradiction with the original positive CIR variable, since it is \( v = u^2 \).

Nevertheless, there is a more general relation between CIR process and OU process. Let us consider a \( \delta \)-dimensional OU process:

\[
dY_i = -\frac{k}{2}Y_i \, dt + \frac{\sigma}{2} \, dW_i(t)
\]

where, as before, \( i = 1, \ldots, \delta \) and \( W_i(t) \) are independent Wiener processes.

Again, considering \( v = \sum_i Y_i^2 \) and applying Itô’s lemma one has:

\[
dv = k \left( \frac{\delta \sigma^2}{4k} - v \right) \, dt + \sigma \sum_i Y_i \, dW_i(t),
\]

whose noise term is equivalent to \( \sigma \sqrt{v} \, dW_t \), because, as before, \( \sum_i Y_i \, dW_i \overset{d}{=} \sqrt{\sum_i Y_i^2} \, dW_t \). The result is that we can identify the CIR process with the stochastic equation for the squared modulus of a \( \delta \)-dimensional OU-process, where \( c = \frac{\delta \sigma^2}{4} \).

Note that it is possible to recover this result, that is the equivalence of the generic \( (k \neq 0) \) CIR model with the Generalize BESQ, starting from the case \( k = 0 \) considered above to get the BESQ, and then performing the same deterministic time change that has been shown to lead from the Wiener process to the OU process.

Summarizing, as the Bessel process describes the modulus of a \( \delta \)-dimensional Brownian process, so the CIR process describes the squared modulus of a \( \delta \)-dimensional OU-process, which is also called GBESQ. In figure 4 we summarize all the stochastic processes mentioned in the paper and their relations.

**Appendix B. Generating function for moments of the CIR process**

A very interesting result is the explicit computation of the generating functions for the moments of the velocity as well as the moments of the displacement \( x(t) = \int_0^t v(u) \, du \)
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from the (reflecting) propagator of the CIR model (the proof of the following go beyond the scope of this paper). It can be shown that (see [84], p 130, or [37], p 361):

\[
\langle \exp(-\alpha v(t) - \beta x(t)) \rangle_{v_0} = \exp \left\{ -A(\alpha, \beta; t) - v_0 B(\alpha, \beta; t) \right\},
\]

(B1)

where the subscript \( v_0 \) explicitly indicates the dependence of the average from the initial condition \( \langle \cdot \rangle \), and

\[
A(\alpha, \beta; t, v_0) = -\frac{2kc}{\sigma^2} \ln \left( \frac{2\gamma e^{(\gamma+k)t/2}}{\sigma^2 \alpha(e^{\gamma t} - 1) + \gamma(e^{\gamma t} + 1) + k(e^{\gamma t} - 1)} \right)
\]

(B2)

\[
B(\alpha, \beta; t) = \frac{\alpha [\gamma + k + e^{\gamma t}(\gamma - k)] + 2\beta(e^{\gamma t} - 1)}{\sigma^2 \alpha(e^{\gamma t} - 1) + \gamma(e^{\gamma t} + 1) + k(e^{\gamma t} - 1)}
\]

(B3)

where

\[
\gamma = \sqrt{k^2 + 2\sigma^2 \beta}.
\]

From these expressions, the explicit expression for the generic moment can be computed with a simple differentiation:

\[
\langle v^n \rangle_{v_0} = (1)^{n+m} \frac{\partial^{m+n}}{\partial \alpha^m \partial \beta^n} \exp \left\{ -A(\alpha, \beta; t) - v_0 B(\alpha, \beta; t) \right\} \bigg|_{\alpha=0, \beta=0}.
\]

(B4)

In particular, for \( m = 0 \), the moments for the velocity are

\[
\langle v^n \rangle_{v_0} = (1)^n \frac{\partial^n}{\partial \alpha^n} \left\{ \left( \frac{\lambda(t)}{\alpha + \lambda(t)} \right)^\mu \exp \left( -\frac{1}{2} \frac{\alpha v_0 \lambda(t)e^{-kt}}{\alpha + \lambda(t)} \right) \right\} \bigg|_{\alpha=0},
\]

(B5)

whereas before \( \mu = 2kc/\sigma^2 \) and \( \lambda(t) = 2k/\sigma^2(1 - e^{-kt}) \). For \( n = 0 \), the moments for the displacement are

\[
\langle x^m \rangle_{v_0} = (1)^m \frac{\partial^m}{\partial \beta^m} \left\{ e^{k^2 t/\sigma^2} \left( \frac{\gamma t}{2} + \frac{k}{\gamma} \sinh \frac{\gamma t}{2} \right)^{-2kc/\sigma^2} \exp \left( -\frac{2\beta v_0}{k + \gamma \coth \frac{\gamma t}{2}} \right) \right\} \bigg|_{\beta=0},
\]

(B6)

where \( \gamma^2 = k^2 + 2\beta \sigma^2 \).
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