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Abstract

We present a new fixed-order H-infinity controller design method for potentially large-scale port-Hamiltonian (pH) plants. Our method computes controllers that are also pH (and thus passive) such that the resulting closed-loop systems is again passive, which ensures closed-loop stability simply from the structure of the plant and controller matrices. In this way, we can avoid computationally expensive eigenvalue computations that would otherwise be necessary. In combination with a sample-based objective function which allows us to avoid multiple evaluations of the H-infinity norm (which is typically the main computational burden in fixed-order H-infinity controller synthesis), this makes our method well-suited for plants with a high state-space dimension.

In our numerical experiments, we show that applying a passivity-enforcing post-processing step after using well-established H-infinity synthesis methods often leads to a deteriorated H-infinity performance. In contrast to that, our method computes pH controllers, that are automatically passive and simultaneously aim to minimize the H-infinity norm of the closed-loop transfer function. Moreover, our experiments show that for large-scale plants, our method is significantly faster than the well-established fixed-order H-infinity controller synthesis methods.
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1. Introduction

The port-Hamiltonian (pH) modeling paradigm is used for energy-based modeling of complex processes across several physical domains including electrical systems (Mehrmann et al., 2018), flow problems (Hauschild et al., 2020), and mechanical multi-body systems (Beattie et al., 2018, Example 12). The two main benefits of pH models are the intuitive energy-based interconnection of systems from different physical domains and the beneficial properties such as passivity that follow directly from the model structure. In recent years, the increased demand for accurate models of complex multi-physical processes has led to a wide-spread utilization of pH models and subsequently system theoretical tools such as model order reduction and system identification have been adapted to pH systems; see Mehrmann and Unger (2022) for an overview of recent methods and applications. The available pH controller design strategies developed in Ortega et al. (2008); Ramirez et al. (2016); Zhang et al. (2017) are mostly based on energy-shaping and do not aim for classical $H_2$ or $H_\infty$ optimal controllers. In this work, we present a new algorithm for fixed-order $H_\infty$ controller design for pH systems.

Well-established numerical methods for classical $H_\infty$ controller design are based on the repeated solution of linear matrix inequalities (LMIs) or algebraic Riccati equations (AREs); see, e.g., the monographs Francis (1987); Zhou et al. (1996); Skogestad and Postlethwaite (2005). The AREs are often solved using structured generalized eigenvalue problems (Benner et al., 2002, 2011). LMI- or ARE-based control is widely used for plants with small state-dimension (also called plant order). The main drawback of these methods is that the obtained controllers have the same order as the plant (and are thus often called full-order controllers). This is undesired for plants with higher order, since the implementation of high controllers is often impractical. For some system classes, low-rank solvers for AREs have enabled the computation of low-order controllers (Benner et al., 2022). Otherwise, a subsequent controller order reduction is necessary (Mustafa and Glover, 1991; Anderson and Liu, 1989). Note that full-order ARE-based $H_\infty$ control for pH systems is currently under investigation; see Breiten and Karsai (2022) for a recent preprint.

In the early 2000s, fixed-order $H_\infty$ controller synthesis methods have been established, in which the set of controllers of a fixed and typically low order is parameterized and then the controller pa-
rameters are optimized using gradient-based numerical optimization. There exist two implementations of this approach, HIFOO \(^1\) (Burke et al., 2006) and hinfsyn\(^2\) (Apkarian and Noll, 2006). Fixed-order \(H_\infty\) synthesis leads to constraint nonsmooth and nonconvex optimization problems such that only locally optimal controllers can be computed. In contrast to that, full-order controllers are typically globally optimal. \(^3\) However, both packages were applied successfully in industrial applications, see, e.g., Wang and Chen (2009); Gabarrou et al. (2010); Robu et al. (2010); Ravanbod and Noll (2012). In each iteration of the optimization, the \(H_\infty\) norm of the closed-loop system must be evaluated and its stability must be checked. For systems with high state-space dimension, this can lead to prohibitively high computational costs.

To keep the computational costs manageable for large-scale systems, HIFOO is extended in Mitchell and Overton (2015) by using a new method for the \(H_\infty\) norm computation of large-scale systems (Mitchell and Overton, 2016) and in Benner et al. (2018) by using a reduced-order approximation to the given large-scale plant. Recently, in Werner et al. (2022), controllers are computed using several reduced-order plants at different fidelity levels. To ensure stability, in the large-scale setting, iterative methods can be employed as in Benner et al. (2018) to compute the rightmost eigenvalues of the closed-loop system matrix. When iterative methods are used, technically, stability cannot be ensured, as the convergence to the rightmost eigenvalue of the closed-loop system matrix is not guaranteed. Moreover, in Benner et al. (2018) it is noted that the stability constraint in the large-scale \(H_\infty\) control problem poses a particular challenge during optimization, which requires several restarts of the \(H_\infty\) optimization in (Benner et al., 2018, Algorithm 2). Moreover, performing large-scale \(H_\infty\) norm evaluations during controller synthesis as in Mitchell and Overton (2015) is reported to potentially lead to a premature halt of the optimization (Benner et al., 2018, Section 2).

In this article, by using the pH paradigm, we can use a different strategy to ensure stability of large-scale closed-loop systems based on the following well-known fact: The negative feedback interconnection of two pH systems (see Section 3) is again pH and thus Lyapunov stable. Therefore, we propose to use a pH controller to ensure Lyapunov stability of the closed-loop system directly from the model structure. In fact, since the pH structure can be encoded into our controller parameterization, we can use unconstrained optimization. To avoid computing the \(H_\infty\) norm of the potentially large-scale closed-loop systems repeatedly, we use the sample-based optimization approach developed in Schwerdtner and Voigt (2020, 2021) for \(H_\infty\)-inspired model order reduction. In this way, we may compute stabilizing controllers for pH systems that only require the evaluation of the transfer function of the given plant.

Our article is organized as follows. In the next section, we recall the fixed-order \(H_\infty\) synthesis problem. After that, we briefly explain pH systems and the connections between pH and passive systems. In Section 5, we explain our approach and in Section 6 we provide a comparison to the other fixed-order \(H_\infty\) synthesis methods.

2. \(H_\infty\) Controller Synthesis

The setup of the classical \(H_\infty\) controller design problem consisting of a plant \(P\) and a controller \(K\) is illustrated in Figure 1. The plant is defined as

\[
P: \begin{bmatrix}
\dot{x}(t) \\
z(t) \\
y(t)
\end{bmatrix} = \begin{bmatrix}
A & B_1 & B_2 \\
C_1 & D_{11} & D_{12} \\
C_2 & D_{21} & D_{22}
\end{bmatrix} \begin{bmatrix}
x(t) \\
w(t) \\
u(t)
\end{bmatrix}
\]

with \(A \in \mathbb{R}^{n \times n}, B_j \in \mathbb{R}^{n \times m_j}, C_i \in \mathbb{R}^{p_i \times n},\) and \(D_{ij} \in \mathbb{R}^{p_i \times m_j}\) for \(i, j = 1, 2\). For \(t \in [0, \infty)\), \(x\) denotes the state, \(u\) and \(w\) denote the control and disturbance input, respectively, whereas \(y\) and \(z\) denote the measured and performance output, respectively. A controller of order \(k\) is given by

\[
K: \begin{bmatrix}
\dot{x}_K(t) \\
y_K(t)
\end{bmatrix} = \begin{bmatrix}
A_K & B_K \\
C_K & D_K
\end{bmatrix} \begin{bmatrix}
x_K(t) \\
y_K(t)
\end{bmatrix}
\]

with \(A_K \in \mathbb{R}^{k \times k}, B_K \in \mathbb{R}^{k \times p_2}, C_K \in \mathbb{R}^{m_2 \times k},\) and \(D_K \in \mathbb{R}^{m_2 \times p_2}\), and is coupled with the plant \(P\) by the coupling conditions \(y_K(\cdot) = y(\cdot)\) and \(u_K(\cdot) = y_K(\cdot)\).

The goal in \(H_\infty\) synthesis is to tune the controller, i.e., to determine matrices \(A_K, B_K, C_K,\) and \(D_K\) such that the performance output is minimized in an appropriate norm for all admissible disturbance inputs. This can be quantified using the transfer functions of plant and controller, that are defined as follows

\[
P(s) := \begin{bmatrix}
P_{11}(s) & P_{12}(s) \\
P_{21}(s) & P_{22}(s)
\end{bmatrix} = \begin{bmatrix}
C_1 \\
C_2
\end{bmatrix} (sI_n - A)^{-1} \begin{bmatrix}
B_1 & B_2 \\
D_{11} & D_{12}
\end{bmatrix}
\]

\[
K(s) := C_K(sI_k - A_K)^{-1}B_K + D_K.
\]

Figure 1: Closed-loop system obtained by coupling the plant \(P\) with the controller \(K\).
If the interconnection between P and K is well-posed, i.e., \( \begin{bmatrix} I_{m_2} & -D_K \\ -D_2 & I_{p_2} \end{bmatrix} \) is invertible, then the closed-loop transfer function exists and is given by the lower linear fractional transformation of P and K defined as
\[
(P \ast K)(s) := P_{11}(s) + P_{12}(s)K(s)(I_{p_2} - P_{22}(s)K(s))^{-1}P_{21}(s).
\]

An optimal controller \( K_* = (A_K, B_K, C_K, D_K) \) of order k then satisfies
\[
K_* = \arg\min_{(A_K, B_K, C_K, D_K)} \| P \ast K \|_{\mathcal{H}_\infty},
\]
s.t. \( A(K) \) is asymptotically stable,
where \( K \) is as in (1), the \( \mathcal{H}_\infty \) norm of \( P \ast K \) is defined as
\[
\| P \ast K \|_{\mathcal{H}_\infty} := \sup_{s \in \mathbb{C}, \|s\| > 0} \|(P \ast K)(s)\|_2 = \sup_{\omega \in \mathbb{R}} \|(P \ast K)(i\omega)\|_2,
\]
and \( A(K) \) is the closed-loop system matrix, defined as
\[
\begin{bmatrix} A & 0 \\ 0 & A_K \end{bmatrix} + \begin{bmatrix} B_2 & 0 \\ 0 & B_K \end{bmatrix} \begin{bmatrix} I_{m_2} & -D_K \\ -D_2 & I_{p_2} \end{bmatrix}^{-1} \begin{bmatrix} 0 & C_K \\ C_2 & 0 \end{bmatrix}.
\]
This matrix (resp. the closed-loop system) is called asymptotically stable, if all its eigenvalues have strictly negative real part.

### 3. Port-Hamiltonian Systems

In this article, we consider plant models, for which the subsystem from controller input to measured output can be written as a pH system.

**Definition 1.** A linear, constant-coefficient dynamical system of the form
\[
\begin{bmatrix} \dot{x}(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} (J - R)Q & G - F \\ (G + F)^\top Q & S - N \end{bmatrix} \begin{bmatrix} x(t) \\ u(t) \end{bmatrix} \tag{3}
\]
is called a port-Hamiltonian system, if the matrices \( J, R, Q \in \mathbb{R}^{n \times n}, \ G, F \in \mathbb{R}^{n \times m}, \) and \( S, N \in \mathbb{R}^{m \times m} \) satisfy the following constraints:

(i) The matrices \( J \) and \( N \) are skew-symmetric.

(ii) The passivity matrix \( W := [R \ G^\top \ F \ S] \) is symmetric positive semi-definite.

(iii) \( Q \) is symmetric positive definite.

The Hamiltonian (energy-storage) function \( \mathcal{H} : \mathbb{R}^n \to \mathbb{R} \) is then given by
\[
\mathcal{H}(x) = \frac{1}{2} x^\top Qx. \tag{4}
\]

In this way, the plants that we consider can be formulated as
\[
\begin{bmatrix} \dot{x}(t) \\ z(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} (J - R)Q & B_1 & G - F \\ C_1 & D_{11} & D_{12} \\ (G + F)^\top Q & D_{21} & S - N \end{bmatrix} \begin{bmatrix} x(t) \\ w(t) \end{bmatrix}, \tag{5}
\]
with matrices \( J, R, Q, G, F, S, \) and \( N \) that satisfy the constraints imposed in Definition 1.

Port-Hamiltonian systems are also passive. This follows from the fact that the Hamiltonian (4) of a pH system (3) is a so-called storage function as it fulfills the dissipation inequality
\[
\mathcal{H}(x(t)) \leq \mathcal{H}(x(t_0)) + \int_{t_0}^{t_1} y(t)^\top u(t) \, dt
\]
for each solution trajectory \((u, x, y)\) of (3) and for each \( t_0, t_1 \geq 0 \) with \( t_0 \leq t_1 \). The converse is also true under the assumption of minimality\(^4\), i.e., each minimal passive system can be realized as a pH system by suitable state-space transformations (Beattie et al., 2022, Cor. 2). For a detailed analysis of such realizations, see also Cherifi et al. (2022).

In the next section, we use this fact to define an intuitive approach to passivity-based \( \mathcal{H}_\infty \) control.

It is a well-known fact that the negative feedback interconnection of two passive systems is again passive (see Khalil 2002, Theorem 6.11) and thus Lyapunov stable, i.e., all eigenvalues of the corresponding closed-loop system matrix have nonpositive real part and the ones on the imaginary axis are semi-simple. In our setting, a negative feedback interconnection is a coupling of the plant and controller obtained from the modified coupling conditions \( u_K(\cdot) = y(\cdot) \) and \( u(\cdot) = -y_K(\cdot) \). We use this coupling in the remainder of this article.

We restate the passive interconnection result for pH systems and provide a proof because our setup differs slightly from the literature.

**Proposition 1.** Consider a pH plant model (without the channels \( w \) and \( z) \)
\[
P_{\text{ph}} : \begin{bmatrix} \dot{x}(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} (J - R)Q & G - F \\ (G + F)^\top Q & S - N \end{bmatrix} \begin{bmatrix} x(t) \\ u(t) \end{bmatrix},
\]
that satisfies the conditions in Definition 1, and a pH controller
\[
K_{\text{ph}} : \begin{bmatrix} \dot{x}_K(t) \\ y_K(t) \end{bmatrix} = \begin{bmatrix} (J_K - R_K)Q_K & G_K - F_K \\ (G_K + F_K)^\top Q_K & S_K - N_K \end{bmatrix} \begin{bmatrix} x_K(t) \\ u_K(t) \end{bmatrix},
\]
that also satisfies the conditions in Definition 1. Then the negative feedback interconnection of \( P_{\text{ph}} \) with \( K_{\text{ph}} \) results from the coupling conditions \( u_K(\cdot) = y(\cdot) \) and \( u(\cdot) = -y_K(\cdot) \) results in a Lyapunov stable closed-loop system.

\(^4\)A system is called minimal if it is controllable and observable; see Zhou et al. (1996).

3
Proof. The closed-loop matrix of the negative feedback interconnection of $P_{\text{ph}}$ and $K_{\text{ph}}$ is given by
\[
\begin{bmatrix}
(J - R)Q & 0 \\
0 & (J_K - R_K)Q_K
\end{bmatrix} + \begin{bmatrix}
G - F & 0 \\
0 & -G_K + F_K
\end{bmatrix}
\begin{bmatrix}
I_m & S_K - N_K \\
-S + N & I_m
\end{bmatrix}^{-1}
\begin{bmatrix}
0 & (G_K + F_K)^T Q_K \\
(G + F)^T Q & 0
\end{bmatrix}.
\]
Note the two additional minus signs compared to (2) that are due to the negative interconnection of $P_{\text{ph}}$ and $K_{\text{ph}}$. This matrix has the structure of a Schur complement. By reverting the Schur complement and some additional permutations and scalings, it can be seen that this matrix has the same eigenvalues as the regular index-one matrix pencil (as defined in Kunkel and Mehrmann (2006, Chapter 2))
\[
\begin{bmatrix}
-(J - R)Q & 0 \\
0 & (J_K - R_K)Q_K
\end{bmatrix} + \begin{bmatrix}
G - F & 0 \\
0 & -G_K + F_K
\end{bmatrix}
\begin{bmatrix}
I_m & S_K - N_K \\
-S + N & I_m
\end{bmatrix}^{-1}
\begin{bmatrix}
0 & (G_K + F_K)^T Q_K \\
(G + F)^T Q & 0
\end{bmatrix}.
\]
except for $2m$ additional eigenvalues at infinity. This pencil can be written as $sE - (J - R)Q$, where $E^T Q \succeq 0$ with $Q = \text{diag}(Q, Q_K, I_m, I_m) \succ 0$, $J = -J^T$, and $R \succeq 0$.\footnote{The notation $X \succ 0 (X \succeq 0)$ denotes the positive (semi-) definiteness of a real symmetric matrix $X$.} Hence, it is a dissipative Hamiltonian pencil. Since the pencil $sE - Q$ is regular as well, the assertion follows from Mehl et al. (2021, Thm. 2). \hfill \Box

Remark 1. Proposition 1 only shows that the negative feedback interconnection of the plant and the controller results in a Lyapunov stable closed-loop system. However, the closed-loop system matrix may still have undesired eigenvalues on the imaginary axis. For the unstructured problem, there are conditions that guarantee the existence of an asymptotically stabilizing full-order controller. However, for fixed-order control, these conditions fail to be valid, see, e.g., Geromel et al. (1998). Throughout our paper we assume that an asymptotically stabilizing pH controller exists. An obvious sufficient condition that is also often satisfied in practice is the asymptotic stability of $(J - R)Q$; this has also been assumed in the recent work Breiten and Karsai (2022).

4. Passivity Enforcement

The close connection between passive and pH controllers (see Theorem 1 below) permits the computation of a pH controller by means of an alternative indirect approach: first a general controller is computed using either of the established fixed-order $\mathcal{H}_\infty$ synthesis methods HIFOO or hinfsym and then, in a post-processing step, a passivity-check determines, whether the controller is already passive and can be directly transformed to pH form or if another passivity enforcement step must first be applied. This post-processing approach is typically applied successfully in passivity-based system identification; see e.g. Gustavsen and Semlyen (2001); Grivet-Talocia (2004); Oliveira et al. (2016).

If a controller $K$ is passive, then its transfer function $K$ is positive real as in the following definition.

Definition 2. A proper real-rational transfer function $K$ is called positive real, if (i) all poles of $K$ have non-positive real part, (ii) the matrix-valued Popov function $\Phi(s) := K(-s)^T + K(s)$ attains positive semi-definite values for all $s \in \mathbb{R}$, which are not poles of $K$, and (iii) for any purely imaginary pole $\omega$ of $K$ we have that the residue matrix $\lim_{s \to \omega} (s - \omega) K(s)$ is positive semi-definite.

The equivalences between passivity, positive-real transfer functions, and a possible pH formulation are summarized in the following theorem. A proof can be found in Beattie et al. (2018).

Theorem 1. Assume that a controller $K$ of order $k$ is minimal and Lyapunov stable. Then the following statements are equivalent:

(i) $K$ is passive.

(ii) The controller transfer function $K$ is positive real as defined in Definition 2.

(iii) $K$ can be written as pH controller.

(iv) There exists a symmetric positive definite matrix $X \in \mathbb{R}^{k \times k}$ satisfying the Kalman-Yakubovich-Popov (KYP) inequality
\[
\begin{bmatrix}
-A_K^T X - X A_K & C_K^T - X B_K \\
C_K - B_K^T X & D_K + D_K^T
\end{bmatrix} \succeq 0.
\]

Checking $K$ for passivity is straightforward. We can simply check if the KYP inequality can be satisfied using either an ARE or LMI solver. For passivity enforcement, there exist several strategies, such as Grivet-Talocia (2004); Coelho et al. (2004); Gillis and Sharma (2018). An extensive discussion on well-established passivity enforcement methods is presented in Grivet-Talocia and Gustavsen (2015, Chapter 10). In our numerical experiments, we use the LMI-based method for passivity enforcement presented in Coelho et al. (2004) due to its moderate computational cost for small controller orders and its straightforward implementation. It is based on computing a minimally perturbed controller output $C_K := C_K + \Xi L_c$, where $L_c$ is the Cholesky factor of the controllability Gramian $^6$ of $K$, such that the

\footnotetext[6]{The controllability gramian of $K$ can be computed as solution $P_t$ to the Lyapunov equation $A_K P_t + P_t A_K^T + B_K B_K^T = 0$.}
perturbed KYP inequality

\[
W(X, \Xi) := \begin{bmatrix} -A^T K X - X A K & \tilde{C} K - X B K \\ \tilde{C}^T K - B^T K X & D_K + D_K^T \end{bmatrix} \succeq 0.
\]

admits a solution. The convex optimization problem that computes a minimally perturbed controller is given by

\[
\min \|\Xi\|_F \quad \text{s.t.} \quad W(X, \Xi) \succeq 0, \quad X > 0, \quad (7)
\]

which is a standard LMI problem that we solve in our numerical experiments using the method presented in O’Donoghue et al. (2016).

The main problem with this passivity enforcement method is emphasized in our numerical experiments: The generic controllers computed using either hinfsyn or HIFOO often require a large perturbation to be made passive, which deteriorates the \(H_{\infty}\) performance. Moreover, passivity enforcement methods focus on minimally changing the transfer function of the controller but naturally do not take the \(H_{\infty}\) performance of the resulting closed-loop transfer function into account. Instead, the method we present in the following section computes passive controllers that aim directly at minimizing the \(H_{\infty}\) norm of the closed-loop transfer function.

5. Our Approach: Structured Optimization-Based Synthesis

Our approach for pH \(H_{\infty}\) synthesis is an adaptation of the model order reduction method developed in Schwerdtner and Voigt (2020, 2021). Following a similar strategy, we only make use of samples of the closed-loop transfer function to avoid the computation of the \(H_{\infty}\) norm of \(P \ast K\) and impose the pH structure of the controller directly in our parameterization such that no constraints have to be enforced during optimization. The parameterization is described in Lemma 1 and our optimization method is given in detail in Algorithm 1. We call our method SOBSYN (Structured Optimization-Based SYNthesis).

Lemma 1. [Schwerdtner and Voigt (2020)] Let \(\theta \in \mathbb{R}^{n_\theta}\) be a parameter vector that is partitioned as \(\theta = [\theta_1^T, \theta_G^T, \theta_Q^T, \theta_N^T]^T\), with \(\theta_1 \in \mathbb{R}^{(k-1)/2}, \theta_G \in \mathbb{R}^{(k+2)/2}, \theta_Q \in \mathbb{R}^{(k+1)/2}, \theta_G \in \mathbb{R}^{2p_2},\) and \(\theta_N \in \mathbb{R}^{2(p_2-1)}\). We define the matrices

\[
J(\theta) = \text{vtsu}(\theta_1) - \text{vtsu}(\theta_1), \quad (8a)
\]

\[
W(\theta) = \text{vtsu}(\theta_1) \text{vtu}(\theta_W), \quad (8b)
\]

\[
Q(\theta) = \text{vtsu}(\theta_Q) \text{vtu}(\theta_Q), \quad (8c)
\]

\[
R(\theta) = \text{vtf}(k, m_2, \theta_G), \quad (8d)
\]

\[
N(\theta) = \text{vtsu}(\theta_N) - \text{vtsu}(\theta_N), \quad (8e)
\]

where the functions \(\text{vtsu} : \mathbb{R}^{(k+1)/2} \rightarrow \mathbb{R}^{k \times k}\) map vectors to upper (resp. strictly upper) triangular matrices, while the function \(\text{vtf} : \mathbb{R}^{k \times m_2} \rightarrow \mathbb{R}^{k \times m_2}\) reshapes a vector of length \(km_2\) to a \(k \times m_2\) matrix. Then, if \(\theta \in \mathbb{R}^{n_\theta}\) is such that \(Q(\theta) \succ 0\), a pH controller of order \(k\) can be defined as

\[
\begin{bmatrix} x_k(t) \\ u_k(t) \end{bmatrix} = \begin{bmatrix} (J_\theta - R_\theta)(Q_\theta) & G_\theta - F_\theta \\ (G_\theta + F_\theta)(Q_\theta) & S_\theta - N_\theta \end{bmatrix} \begin{bmatrix} x_k(t) \\ u_k(t) \end{bmatrix},
\]

(9)

where \(R(\theta), F(\theta),\) and \(S(\theta)\) are extracted from \(W(\theta)\) as

\[
R(\theta) := [I_k \ 0] W(\theta) [I_k \ 0]^T,
\]

\[
F(\theta) := [I_k \ 0] W(\theta) [0 \ I_{m_2}]^T,
\]

\[
S(\theta) := [0 \ I_{m_2}] W(\theta) [0 \ I_{m_2}]^T.
\]

Conversely, to each pH controller \(K_{\phi}(\cdot)\) with \(k\) states and \(m_2\) inputs and outputs, a vector \(\theta \in \mathbb{R}^{n_\theta}\) can be defined such that \(K_{\phi}(\cdot) = K_{\phi}^{\theta}(\cdot)\).

This parameterization is well-suited for low-order pH systems. For higher orders, the number of parameters can be excessive. A generalization of this parameterization to pH systems with algebraic constraints is developed in Moser et al. (2022).

We can now define the optimization problem. If \(K(\theta)\) denotes the transfer function of \(K_{\phi}(\theta)\), our objective function is defined as

\[
\mathcal{L}(\gamma, P, K(\theta), S) := \frac{1}{\gamma} \sum_{s_i \in S} \sum_{j=1}^{\min(m_1, p_1)} \left( \sigma_j((P \ast K(\theta))(s_i)) - \gamma \right)_+^2, \quad (10)
\]

where \([\cdot]_+ : \mathbb{R} \rightarrow \mathbb{R}^+, \quad x \mapsto \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0, \end{cases}\)

\(S \in \mathbb{R}\) is the set of sample points at which the closed-loop transfer function is evaluated, and \(\sigma_j\) denotes the \(j\)-th singular value of its matrix argument. In Algorithm 1, we minimize \(\mathcal{L}\) w.r.t. \(\theta\) for decreasing values of the threshold value \(\gamma\) to attain a controller \(K_{\phi}(\cdot)\) that leads to a small \(H_{\infty}\) norm of the closed-loop transfer function. In Schwerdtner and Voigt (2020, Remark 3.1) we explain the benefits resulting from a minimization of \(\mathcal{L}\) compared to a direct minimization of the \(H_{\infty}\) norm in the context of model order reduction. The arguments carry over directly to \(H_{\infty}\) synthesis.

1. The repeated computation of the \(H_{\infty}\) norm of the (potentially large-scale) closed-loop transfer function is computationally demanding despite novel approaches for the \(H_{\infty}\) norm computation of large-scale transfer functions (Aliev et al., 2017; Guglielmi et al., 2013; Mitchell and Overton, 2016). In contrast to that, an evaluation of \(\mathcal{L}\) can be carried out even for large-scale plants and the plant transfer function evaluations can be cached for subsequent evaluations of \(\mathcal{L}\).
Algorithm 1: SOBSYN

\textbf{Input :} Plant transfer function $P$, initial controller transfer function $K(\theta_0)$ with parameter $\theta_0 \in \mathbb{R}^n$, initial sample point set $S \subset \mathbb{R}$, upper bound $\gamma_u > 0$, bisection tolerance $\varepsilon_1 > 0$, termination tolerance $\varepsilon_2 > 0$

\textbf{Output:} $H_\infty$ controller of order $k$

1. Set $j := 0$ and $\gamma_i := 0$.
2. while $(\gamma_u - \gamma_i)/(\gamma_u + \gamma_i) > \varepsilon_1$ do
   3. Set $\gamma := (\gamma_u + \gamma_i)/2$.
   4. Update the sample point set $S$ using Schwerdtner and Voigt (2021, Alg. 3.1).
   5. Solve the minimization problem $\alpha := \min_{\theta \in \mathbb{R}^n} \mathcal{L}(\gamma, P, K(\theta), S)$ with minimizer $\theta_j, \gamma_j \in \mathbb{R}^n$, initialized at $\theta_j$.
   6. if $\alpha > \varepsilon_2$ then
      7. Set $\gamma_i := \gamma_j$.
   8. else
      9. Set $\gamma_u := \gamma_j$.
   10. end
   11. Set $j := j + 1$.
12. end
13. Construct the controller with $\theta_j$ as in Lemma 1.

SOBSYN is based on a bisection over $\gamma$. After an update of the sample set $S$ in each iteration, we compute a minimizer for $\mathcal{L}$ at the current $\gamma$-level using the BFGS-based optimization solver implemented in Mogensen and Riseth (2018). If the minimum $\alpha$ is lower than $\varepsilon_2$, the solver has managed to reduce all singular values of the closed-loop transfer function evaluated at all sample points below the current $\gamma$-level up to the termination tolerance $\varepsilon_2$. In this case, we reduce the upper bound to $\gamma_u := \gamma$; otherwise, we increase the lower bound to $\gamma_i := \gamma$. We terminate the bisection, when the relative difference between $\gamma_u$ and $\gamma_i$ is lower than the bisection tolerance $\varepsilon_1$.

6. Numerical Experiments

In our first experiment, we demonstrate the effectiveness of our method on the passive systems within the COMPlib benchmark collection (Leibfritz, 2004), which is often used to benchmark $H_\infty$ controller synthesis algorithms; see, e.g. Apkarian and Noll (2006); Burke et al. (2006). We only use plants, which can be rewritten as in (5), as our algorithm only applies to these cases. We compare our method to the general purpose fixed-order $H_\infty$ synthesis methods HIFOO and hinfstruct.

The structure of this experiment is as follows. For each benchmark plant, we apply HIFOO, hinfstruct, and our method to generate a controller for controller orders $k = 1, \ldots, 5$. After a comparison of the $H_\infty$ performance of all controllers, we solve (7) to compute passive approximations to the controllers computed with HIFOO and hinfstruct and re-evaluate the $H_\infty$ performance for the passive controllers. We only report a subset of the conducted experiments that is representative for our overall observations.\footnote{The remaining experimental results are available at zenodo.org/record/7049952.}

In Figure 2, we plot the $H_\infty$ performance of the controllers computed with our method and with HIFOO and hinfstruct for different models and controller orders. There are some differences in the $H_\infty$ performances across the models and controller orders but no method is systematically leading to worse results. This is despite the fact that SOBSYN is restricted to compute pH controllers only. Just for the DLR1 model, our method leads to slightly worse controllers than the other two methods for the orders $k = 2, \ldots, 5$.

In Figure 4, we compare the $H_\infty$ performance of SOBSYN to the $H_\infty$ performance of the HIFOO and hinfstruct controllers after the passivation step is applied. For EB1, the HIFOO and hinfstruct controllers are already mostly passive such that only for $r \in \{3, 5\}$, the $H_\infty$ performance is slightly worse for hinfstruct. In EB6, we can observe the potentially damaging behavior of the passivation step to the $H_\infty$ performance. Here the $H_\infty$ norm of the closed-loop transfer function increases by

2. The $H_\infty$ norm depends only discontinuously on the controller parameters but is not differentiable in general, which requires the use of nonsmooth optimization solvers. This poses additional theoretical and computational challenges. In contrast, $\mathcal{L}$ is differentiable with respect to the controller parameters; see Schwerdtner and Voigt (2020, Proposition 3.1).

3. The gradient of the $H_\infty$ norm (if it exists) contains only limited information for an overall good descent direction because it only considers the closed-loop transfer function at a single point. In contrast, $\mathcal{L}$ takes into account $P \ast K(\theta)$ at all points $s_i$, where a singular value of $P \ast K(\theta)$ is larger than $\gamma$.

Since $\mathcal{L}$ only takes into account the closed-loop transfer function at sample points $s_i$, it is important to choose a suitable sample point set $S$. If the sample points are distributed such that some local maxima of $\|P \ast K(\theta)(i)\|_2$ are missed entirely, then a minimization of $\mathcal{L}$ does not lead to a good $H_\infty$ performance. However, an abundance of sample points leads to unnecessary computational effort. Therefore, in Schwerdtner and Voigt (2021), an adaptive sampling strategy introduced in Apkarian and Noll (2018) is adapted for use in combination with $\mathcal{L}$. The method is motivated and described in detail in Schwerdtner and Voigt (2021, Algorithm 1). It can be used directly in our proposed $H_\infty$ synthesis algorithm, which is described in Algorithm 1.
more than two orders of magnitudes after the passivation. In Figure 4 (c) we can observe, that for the DLR1 model, most HIFOO and hinfstruct controllers are not passive such that the passivation step deteriorates their $H_\infty$ performance significantly. In Figure 3, we show the eigenvalues of the Popov function evaluated on the imaginary axis for one of the controllers computed with HIFOO. The figure reveals that some the eigenvalues are significantly below zero, which emphasizes that passivity enforcement often has to change the general purpose controllers drastically to make them passive.

In our second experiment we use a scalable mass-spring-damper (MSD) system in port-Hamiltonian form to evaluate the impact of the plant order on the runtime of our method. The model is derived in Gugercin et al. (2012) and the corresponding $H_\infty$ control problem is described in the collection of pH benchmark systems.\textsuperscript{8} The state-space dimension of the model can be scaled by changing the number of masses that are included in the MSD chain. The runtimes and $H_\infty$ performances for plant orders from 10 to 2000 and controller orders 1, 5, and 10 are reported in Table 1. It can be observed, that while the runtimes increase significantly for HIFOO and hinfstruct as the plant dimension $n$ is increased (hinfstruct takes almost 50 hours to compute a controller for the plant with state dimension 2000), the runtime of SOBSYN is less affected from an increase of $n$. However, we can observe that the controller dimension affects the runtime, which is well-aligned with our previous findings (Schwerdtner and Voigt, 2021, 2020). In general, the runtime of SOBSYN stays well under an hour for all plant and controller orders. The overall best $H_\infty$ performance is provided by hinfstruct across the different plant and controller orders. HIFOO often leads to a slightly worse performance than hinfstruct. In contrast to the previous experiment, SOBSYN has the worst $H_\infty$ performance for low plant orders (up to 50) but for medium to large plant orders, SOBSYN achieves an $H_\infty$ performance, that ranks between hinfstruct and HIFOO. When comparing the $H_\infty$ performance of SOBSYN to the other two methods, it is important to note that the other

\textsuperscript{8}available at https://perma.cc/297G-NFUJ
they only result in one passive controller in this second experiment (for HIFOO at \( n = 1000 \) and \( k = 5 \)). We can again expect a worse performance after a passivation step is applied as demonstrated in the previous experiment. However, this also emphasizes the fact that for certain plants, general controllers can lead to a better \( H_\infty \) performance than controllers that are restricted to be passive.

7. Conclusion

We have presented SOBSYN, a new algorithm for the computation of fixed-order pH controllers for pH plants that aim at a low \( H_\infty \) norm of the resulting closed-loop system. The main features of our algorithm in comparison to other fixed-order \( H_\infty \) methods are the sample-based objective function and the passivity-based stability guarantee. Both features facilitate the application of our method to pH plants with high state-space dimension. Moreover, the sample-based nature of the objective function and its passivity-based stability also enables the computation of \( H_\infty \) controllers in a purely data-driven way. Therefore, we can compute passive \( H_\infty \) controllers for passive plants even if no access to the plant system matrices is possible but only transfer function evaluations are available.

While our adaptive sampling procedure works well in our experiments (and also in the much larger set of previously conducted model order reduction experiments), it is still possible that sharp peaks in the spectral norm of the closed-loop frequency response are missed. Therefore, it is recommended to validate the final controller performance. For small or medium systems, this can be done quickly using well-established \( H_\infty \) norm computation. For large-scale systems, an \( H_\infty \) certificate developed in Schwerdtner et al. (2020) may be used. We currently investigate the incorporation of such a certificate into the sampling stage of our method.
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