ContraCLIP: Interpretable GAN generation driven by pairs of contrasting sentences
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Abstract

This work addresses the problem of discovering non-linear interpretable paths in the latent space of pre-trained GANs in a model-agnostic manner. In the proposed method, the discovery is driven by a set of pairs of natural language sentences with contrasting semantics, named semantic dipoles, that serve as the “limits” of the interpretation that we require by the trainable latent paths to encode. By using the pre-trained CLIP encoder \cite{radford2021learning}, the sentences are projected into the vision-language space, where they serve as dipoles, and where RBF-based warping functions define a set of non-linear directional paths, one for each semantic dipole, allowing in this way traversals from one semantic pole to the other. By defining an objective that discovers paths in the latent space of GANs that generate changes along the desired paths in the vision-language embedding space, we provide an intuitive way of controlling the underlying generative factors and address some of the limitations of the state-of-the-art works, namely, that a) they are typically tailored to specific GAN architectures (i.e., StyleGAN), b) they disregard the relative position of the manipulated and the original image in the image embedding and the relative position of the image and the text embeddings, and c) they lead to abrupt image manipulations and quickly arrive at regions of low density and, thus, low image quality, providing limited control of the generative factors. We provide extensive qualitative and quantitative results that demonstrate our claims with two pre-trained GANs, and make the code and the pre-trained models publicly available at: https://github.com/chi0tzp/ContraCLIP.

Figure 1: The CLIP \cite{radford2021learning} text space, warped due to semantic dipoles of contrasting pairs of sentences in natural language, provides supervision to the optimisation of non-linear interpretable paths in the latent space of a pre-trained GAN.
1 Introduction

During the recent years, Generative Adversarial Networks (GANs) [10] have emerged as the dominating generative learning paradigm for the task of image synthesis, and they continue to dramatically change a wide and diverse range of disciplines, such as super-resolution [16], face restoration [39], and editing [13], while they have also been incorporated in discriminative tasks [38]. Despite their remarkable capability of capturing and modeling image data distributions through a semantically rich latent space, traversing a pre-trained GAN’s latent space in an interpretable/controllable manner remains an open problem.

Exploring the latent space of a pre-trained GAN in an interpretable manner has drawn significant attention from the research community during the recent years [11, 34, 31, 22, 32, 9, 29, 24, 12, 1, 35, 30]. Typically, these works first discover a set of linear or non-linear latent paths, in an unsupervised or (semi)supervised manner, and then try to label them based either on laborious manual annotation (e.g., [34, 11]) or by incorporating pre-trained detectors (e.g., smile detector) [32]. While using pre-trained detectors may label effectively the discovered latent paths, this process might ignore certain generative factors present in the GAN latent space since a) there is limited availability of pre-trained detectors for attributes of interest for the given pre-trained GAN, and b) pre-trained detectors are inherently limited to a closed set of visual concepts/attributes.

To address the above limitations, a few recent works have incorporated joint vision-language models due to their inherent capability of expressing a much wider set of visual concepts. TediGAN [36] proposes a novel GAN inversion technique that can map multi-modal information (i.e., texts, sketches, labels) into a common latent space of a pre-trained StyleGAN [15]. Then, using visual-linguistic similarity learning, it provides an interactive system where the user provides input textual guidelines and the system generates diverse images given the same input text, allowing the user to edit the appearance of different attributes interactively. However, for doing so, it relies on both annotated training data and the hierarchical structure of the StyleGAN architecture. More specifically, the authors of [36] introduce and use the Multi-Modal CelebA-HQ, a curated dataset of face images, that is augmented with a high-quality segmentation mask, sketch, and descriptive text. Then, they rely on the hierarchical characteristic of StyleGAN’s W-space (i.e., style-mixing) to learn the text-image matching by mapping the image and text into the same joint embedding space. By contrast, our method is not limited to the task of face editing, nor tied to a specific GAN architecture (i.e., StyleGAN) and, thus, can be applied to any latent space. Another recent work, closely related to ours, is StyleCLIP [23], which utilizes a CLIP [25]-based similarity loss in order to learn a StyleGAN-specific latent mapper network that infers a text-guided latent manipulation step for a given input image. To do so, StyleCLIP uses the CLIP text features of the given text prompt as the target vector and tries to align it with the CLIP image features of the manipulated image, adopting the standard text-image cosine similarity method (left part of Fig. 2). However, the adopted loss criterion disregards a) the relative position of the manipulated and the original image in the image embedding, and b) the relative position of the image and the text embeddings since all are expressed in relation to the origin of the axes in the CLIP embedding space. This leads to abrupt image manipulations and quickly arrives at regions of low density and, thus, low image quality, as shown by the experimental results.
In this work, we propose to learn non-linear interpretable paths in the latent space of a pre-trained GAN driven by semantic dipoles given in natural language. More specifically, we define pairs of sentences, each pair corresponding to one trainable non-linear path in the GAN latent space and expressing contrasting meanings in natural language. When represented in the CLIP text space, the aforementioned pairs form “dipoles” that serve as the “limits” of the interpretation that we require by the optimised latent paths to encode. Then, we use the poles (i.e., the feature representation of each sentence in the pair) as the centres of an RBF-based warping function that endows the text space with a family of non-linear curves, providing end-to-end directional paths from the one pole/sentence to the other (Fig. 1). By doing so, we decouple the supervisory text features from the origin of axes, establishing at the same time only local relations between the text and the image features. This leads to non-linear text paths that are smooth and allow for mild transition between the given point and the desired end. This is illustrated in the right part of Fig. 2. As a result, transition to images described by the desired text prompts is smoother and longer than those of StyleCLIP [23], while traveling to regions of low density is significantly prevented, as will be shown in the experiments. The main contributions of this paper can be summarized as follows:

- We propose a method for traversing the latent space of a pre-trained GAN in an interpretable manner driven by semantic dipoles in natural language.
- We model non-linear paths in the CLIP text space which allow for smooth transition from one pole to the other, preventing low-density regions/artifacts.
- Our method is model-agnostic and not tied to any specific GAN architecture (e.g., Style-GAN), such as [36] and [23].
- We apply our method to two different GAN architectures (i.e., ProgGAN [14], and Style-GAN2 [15]) and compare with GANSpace [11], WGS [32], and StyleCLIP [23]. We show that in comparison to state-of-the-art vision-language StyleCLIP [23], our method produces longer and more disentangled interpretable paths, generating images of higher quality with far better control of the generative factors.

2 Related Work

2.1 Interpretable latent paths in pre-trained GAN generators

Exploring the latent space of a pre-trained GAN in an interpretable manner has typically been approached by the research community by discovering a set of linear [34, 11] or non-linear [32] latent paths, in an unsupervised or (semi)supervised manner, and then trying to label them based either on laborious manual annotation (e.g., [34, 11]) or by incorporating pre-trained detectors [32]. GANSpace [11] performs PCA on deep features at the early layers of the generator and finds directions in the latent space that best map to those deep PCA vectors, arriving at a set of non-orthogonal directions in the latent space. Vynov and Babenko [34] proposed an unsupervised method to discover linear interpretable latent space directions by requiring that the aforementioned directions lead to image transformations easily distinguishable from each other by a discriminator/reconstructor network. WarpedGANSpace (WGS) [32] extended this to the non-linear case by optimising a set of RBF-based functions, each giving rise to a family of interpretable paths in the latent space. However, whilst our method builds on them, the discovery of the paths in the latent space of GANs is instead driven by textual descriptions provided in natural language that define dipoles in the the CLIP text space.

2.2 Vision-language models

Cross-modal vision-language representations have recently drawn attention towards a plethora of related tasks, such as image captioning, visual question answering, and language-based image retrieval [19, 3, 18, 21, 28, 6]. This line of research has been revolutionized by the use of Transformers [33, 7]. DALL-E [26], a 12-billion parameter version of GPT-3 [2], has exhibited remarkable capabilities in generating and applying transformations to images guided by text, however, even in 16-bit precision, it requires over 24 GB of GPU VRAM. In [25], Radford et al. introduced Contrastive Language-Image Pre-training (CLIP) [25], a vision-language model pre-trained on 400 million image-text pairs collected from a variety of publicly available sources on the Internet. CLIP provides a vision-language embedding space that allows the estimation of the semantic similarity between given image-text pairs. Its powerful representation scheme (a Transformer [33] as a Text
Encoder and a Vision Transformer [8] as an Image Encoder) exhibit state-of-the-art zero-shot image recognition performance. In this work, we use CLIP’s joint text-image space, which we warp using RBF-based functions, in order to arrive at non-linear text paths that we use as a supervisory signal in order to optimize non-linear traversal paths in the GAN latent space.

2.3 Text-guided image generation and manipulation

Tracing back to [27], text-guided image generation has gained considerable attention. AttnGAN [37] incorporated an attention mechanism between text and image features in order to synthesize fine-grained details at different sub-regions of the image by paying attention to the relevant words in the natural language description. ManiGAN [17] goes beyond AttnGAN by semantically editing parts of an image matching a given text that describes desired attributes (e.g., texture, colour, and background), while preserving other contents that are irrelevant to the text. In [13] the authors propose Talk-to-Edit that performs interactive fine-grained attribute manipulation through dialog between the user and the system. To do so, they gather and curate a visual-language dataset of facial images, annotated with rich fine-grained labels, which classify one attribute into multiple degrees according to its semantic meaning, along with captions describing the attributes and a user editing request in natural language.

In a similar line of research, TediGAN [36] proposes a novel GAN inversion technique that can map multi-modal information (i.e., texts, sketches, labels) into a common latent space of a pre-trained StyleGAN [15]. Then, using visual-linguistic similarity learning, it provides an interactive system where the user provides input textual guidelines and the system generates diverse images given the same input text, allowing the user to edit the appearance of different attributes interactively. However, for doing so, it relies on both annotated training data and the hierarchical structure of the StyleGAN architecture. More specifically, the authors of [36] introduce and use the Multi-Modal CelebA-HQ, a curated dataset of face images, each having a high-quality segmentation mask, sketch, and descriptive text. Then, they use the hierarchical structure of StyleGAN’s W-space (i.e., style-mixing) to learn the text-image matching by mapping the image and text into the same joint embedding space. By contrast, our method is not limited to the task of face editing, is not tied to a specific GAN architecture (i.e., StyleGAN), and can be applied to any latent space.

Finally, a work closely related to ours, StyleCLIP [23], utilizes a CLIP-based similarity loss in order to learn a StyleGAN-specific latent mapper network that infers a text-guided latent manipulation step for a given input image. To do so, StyleCLIP uses the CLIP text features of the given prompt as the target vector and tries to align it with the CLIP image features of the manipulated image. This leads to abrupt image manipulations and quickly leads to regions of low density and, thus, low image quality, as shown by the experimental results. By contrast, our method is architecture-agnostic (i.e., not tied to a specific GAN architecture, such as StyleGAN) and models non-linear paths driven by semantic dipoles in the text feature space that are being used for aligning the desired non-linear latent paths (Fig. 1), arriving at longer and more disentangled traversals and preventing traveling to regions of low density, leading to images of higher quality with far better control of the generative factors.

3 Proposed Method

Fig. 3 gives an overview of the proposed method for learning non-linear paths in the latent space of a pre-trained GAN, driven by contrasting semantic dipoles given in natural language. To do so, we define pairs of sentences that convey contrasting meanings and express the limits of the interpretation that we require by the optimised latent paths to encode. Each such pair corresponds to one trainable path in the GAN latent space. Given $K$ semantic dipoles, we first represent them in the CLIP text space and then use them as the centres of the RBF-based warping functions $f^C_1, \ldots, f^C_\kappa, \ldots, f^C_K$. This endows us with $K$ distinct vector fields (the functions’ gradients $\nabla f^C_\kappa$), which provide end-to-end directional paths from the one pole/sentence to the other and can be used as our supervisory signal that guides the trainable latent paths, for any given image and its transformed version along a certain latent path. In contrast to the standard text-image similarity (e.g., [23]), we do not try to blindly align the transformed image vectors with the text feature of the desired end. Instead, we decouple the supervisory text features from the origin of axes, by taking the gradient of the warping at any given point (i.e., image generated by the GAN and represented in the joint image-text CLIP space). By doing so, we establish only local relations between the text and the image features. This leads to smooth non-linear text paths that allow for mild transition between the given point and the desired end.
3.1 Non-linear latent paths on the GAN’s latent space

In order to learn non-linear paths in the latent space of a pre-trained GAN, we build on WGS [32]. WGS optimises a set of $K$ warpings, $f_G^1, \ldots, f_G^K$, in the GAN’s latent space, each parametrized by a set of RBF-based latent space warping functions, as follows

$$f_G^\kappa(z) = \sum_{i=1}^{N} \left( \exp \left( -\gamma^\kappa_i \|z - q^\kappa_i\|^2 \right) - \exp \left( -\gamma^\kappa_i \|z + q^\kappa_i\|^2 \right) \right), \quad \kappa \in \{1, \ldots, K\},$$

where $q^\kappa_i$ and $\gamma^\kappa_i$ denote the support vectors and the scaling parameters, respectively. Then, each $f_G^\kappa$ gives rise to a family of non-linear paths via $\nabla f_G^\kappa(z)$.

In [32], the trainable parameters of the set of RBFs (i.e., $q^\kappa_i$ and $\gamma^\kappa_i$) are optimised so that the images that are generated by codes along different paths, are easily distinguishable by a discriminator network. By contrast, in this work, the training objective is that the differences in the generated images are aligned with paths connecting the semantic dipoles expressed in natural language. This is schematically shown in Fig. 3 and will be detailed in the following section.

3.2 Non-linear paths on the CLIP text space using semantic dipoles

Given a set (corpus) of pairs of sentences, each pair conveying contrasting meanings, we first use the pre-trained CLIP Text Encoder ($C_T$) in order to represent them in the text space $\mathcal{S} \subset \mathbb{R}^{512}$. That is, each pair of sentences in natural language is represented by a pair of vectors in the CLIP text space forming a dipole. An example of such corpus of sentences is given in Tab. 3.

Inspired by [32], we propose the warping of the CLIP text space using RBF-based warping functions, each being the sum of two opposite RBFs centred at the text feature representations of the above dipoles. Each such warping of the text space endows it, via its gradient, with a family of non-linear curves as illustrated in Figs. 1, 3. That is, for any embedding $s \in \mathcal{S}$, the gradient of the warping due to a certain semantic dipole gives a local direction vector, following which will eventually lead to one of the semantic poles. In other words, a warping function ensures that starting from any point in the text space, following the gradient of the function, one can –at will– arrive at any of the two poles.
where \( \gamma \) is the only trainable module of the proposed method, i.e., by the original image \( s^{\kappa} \) and the manipulated image \( s^{\kappa} \), \( \kappa \) is the non-trainable warping network between the vector that expresses the difference between the manipulated and the original image, and the local text vector (tangent to the non-linear curve) that is obtained in the CLIP text space and forms non-linear directional paths from one pole to the other (see also Fig. 3). The gradient of each warping function is given analytically as

\[
\nabla f^\kappa_c(s) = -2\gamma_{\kappa} \left( \exp \left(-\gamma_{\kappa}\|s - s^+_\kappa\|^2\right) \left(s - s^+_\kappa\right) - \exp \left(-\gamma_{\kappa}\|s - s^-\kappa\|^2\right) \left(s - s^-\kappa\right) \right). \tag{3}
\]

**3.3 Proposed contrastive similarity loss**

In this section we describe our objective for learning the trainable parameters of the set of RBFs, i.e., the support vectors \( q^\kappa_c \) and the scaling parameters \( \gamma^\kappa_c \) in (1). We propose a contrastive loss term that imposes alignment between the vector that expresses the difference between the manipulated and the original image, and the local text vector (tangent to the non-linear curve) that is obtained in the CLIP text space by the non-trainable warping network \( \mathcal{W}^\kappa \) (Fig. 3).

Formally, given a mini-batch of \( N \) images generated by the GAN generator and represented in the joint image-text CLIP space, the loss term introduced by the pair of images due to the \( \kappa \)-th latent path, i.e., by the original image \( s \) and the manipulated image \( s^{\kappa} \), is given by

\[
\ell_{\kappa} = -\log \frac{\exp \left(p_{\kappa,t}/\tau\right)}{\sum_{\iota=1}^{N} \exp \left(p_{\kappa,\iota}/\tau\right)}, \tag{4}
\]

where \( p_{\kappa,t} = \cos \left( \nabla f^\kappa_c(s), s^{\kappa} - s \right) \) and \( \tau \) denotes the temperature parameter. It is worth noting that the only trainable module of the proposed method is the set of the support vectors that warp the latent space of GAN (i.e., the trainable Warping Network \( \mathcal{W}^\kappa \) shown in the bottom left part of Fig. 3).
4 Experiments

In this section we will present the experimental evaluation of the proposed method and provide comparisons with state-of-the-art methods. We will first briefly present the types of GAN generators and the datasets that we use in Sect. 4.1. We will then present ablation studies on various components of the proposed method in Sect. 4.2, and we will show that using the semantic dipoles to warp the CLIP text space in order to find non-linear text paths is crucial with respect to the quality of the discovered latent paths (both in terms of image quality and disentanglement). More precisely, as shown in Figs. 6,7,8, replacing the non-linear text paths with linear ones (e.g., the vector that connects the two poles) leads to significant deterioration of the discovered latent paths, both in terms of image quality and disentanglement, due to the abrupt image manipulations induced by the linear text directions. By contrast, non-linear text paths lead to smooth and more disentangled interpretable latent paths, generating images of higher quality and preserving attributes based on the given semantic dipoles. Moreover, due to the capability of traveling very long traversals in the latent space, using the proposed non-linear text paths leads to latent paths that exhibit far better control of the generative factors (Fig. 5). Finally, in Sect. 4.3, we will qualitatively and quantitatively show that the proposed method produces continuous and more disentangled latent path in comparison to state-of-the-art StyleCLIP [23], by preserving the identity (ID) significantly better, while exhibiting much lower correlation to facial attributes that are irrelevant to the given semantic dipoles (Tab. 2). We note that, in all experiments, in order to measure the ID preservation between the original image of each traversal sequence, i.e., the central image of the generated sequences across the various latent paths, and each of the rest on the path, we used the ID similarity score (i.e., a number in \([0, 1]\)) provided by ArcFace [5]. Finally, in order to measure the disentanglement of the discovered paths, we used the disentanglement metric proposed in [32].

4.1 Pre-trained GAN generators and datasets

In order to show how general our proposed approach is, we evaluate it using pre-trained GANs of different architectures, namely: a) ProgGAN [14] trained on CelebA-HQ [20], and b) StyleGAN2 [15] (\(W\)-space) trained on FFHQ [15]. Additional experiments on StyleGAN2 trained on AFHQ Cats [4], AFHQ Dogs [4], and LSUN Cars [40] are given in the supplementary material.

4.2 Ablation studies

In this section we will present our ablation studies on the length of the latent traversals and the type of text-image similarity measure used by our method. We also conducted ablation studies to show the robustness to the values of the \(\beta\) parameter (Sect. 3.2) and the temperature of the adopted contrastive loss (Sect. 3.3), which we include in the supplementary material.

4.2.1 Latent traversal length ablation

In order to explore the limitations of the proposed method with respect to the length of the traversal along the discovered latent paths, we conducted the following ablation study. We calculated the latent traversals for a set of latent codes (in StyleGAN2’s \(W\)-space) for a various number of steps, leading to latent traversals of length \(L \in \{10.8, 19.2, 28.8\}\). We show the results in Fig. 5. Surprisingly, the proposed non-linear text paths continue to semantically extend towards each end of the dipole without arriving at low-density areas on the latent space and, thus, low-quality generations. It is worth noting that by using linear text paths in the CLIP space (e.g., StyleCLIP [23]), we arrive at heavy artifacts or extreme deformations of the images even after traveling for relatively few (\(L \approx 11\)) units of length (as will be shown later in this section), while in our case we can travel for \(L \approx 29\) without introducing extreme artifacts, and at the same time we semantically approach even closer to the ends of the dipoles. This leads to better control over the discovered generative factors and prevents traveling to regions of low density.

4.2.2 Non-linear vs linear text paths

In order to assess the effectiveness of warping the CLIP text space and modeling non-linear path on it, we conducted an ablation study on the similarity criterion that the proposed method can employ. First, we considered linear text paths formed as the difference of dipoles ends – this is denoted as
Figure 5: Ablation study on latent traversal length $L \in \{10.8, 19.2, 28.8\}$.

Figure 6: Ablation study on the use of non-linear versus linear text paths for the semantic dipole “a face in neutral expression.” → “a smiling face.” (ProgGAN).

“ours (linear)”. Next, we considered the standard text-similarity calculation approach when a single text prompt is given (for fair comparisons, we learned latent paths for both ends of the semantic dipole separately). This approach is illustrated in the left part of Fig. 2 and since it is adopted by StyleCLIP [23] we denote this as “StyleCLIP*”. We show the results for ProgGAN in Figs. 6, 7 and for StyleGAN2 in Figs. 8. It is clear that adopting a similarity calculation approach that involves
Figure 7: Ablation study on the use of non-linear versus linear text paths for the semantic dipole “a face without makeup.” → “a face with makeup.” (ProgGAN).

Figure 8: Ablation study on the use of non-linear vs. linear text paths (StyleGAN2).

linear text directions leads to abrupt manipulations of the corresponding image, usually causing severe artifacts, or altering entirely the identity and/or facial attributes depicted on it. By contrast, the proposed non-linear text paths lead to latent traversals that are smooth, effective, and far more disentangled. Consequently, adopting a semantic dipole (instead of single text prompts) is not enough without warping the text space in order to obtain non-linear paths between the centres of the dipole.
Figure 9: Comparison of the proposed method with GANSpace [11] and WGS [32].

Figure 10: Comparison of the proposed method with StyleCLIP [23].

Figure 11: Comparison of the proposed method with StyleCLIP [23] for more complex and challenging semantic dipoles.
Table 2: Comparison of the proposed ContraCLIP to state of the art methods in terms of the disentanglement metric proposed in [32].

|                  | ID (↑) | Age (↓) | Gender (↓) | Skin (↓) | Hair (↓) | Beard (↓) |
|------------------|--------|---------|------------|----------|----------|-----------|
| GANSpace [11]    | .23    | .95     | .63        | .57      | .89      | .33       |
| WarpedGANSpace [32] | .29    | .82     | .39        | .78      | .94      | .38       |
| StyleCLIP [23]   | .35    | .73     | .55        | .42      | .93      | .41       |
| ContraCLIP (Ours) | .83    | .12     | .06        | .30      | .26      | .14       |

4.3 Comparison to state-of-the-art

In this section, we first compare the proposed method, which discovers non-linear paths in the GAN’s latent space and may adopt non-linear or linear paths in the text space, with GANSpace [11] and WGS [32], which discover linear or non-linear paths, respectively, in the GAN latent space in an unsupervised manner. In Fig. 9 we show that using text guidelines leads to more disentangled interpretable paths (e.g., by preserving certain attributes such as hair style and facial expressions) and far less artifacts, without the need of labeling them using manual annotation [11] or certain pre-trained detectors [32].

In Figs. 10, 11 we compare the proposed method with the state-of-the-art vision-language StyleCLIP [23]. We observe that our method produces consistent and more disentangled latent paths (e.g., preserving certain attributes – see also Tab. 2), which continuously traverses the latent space from a given semantic region to another, by preserving at the same time the identity significantly better than [23] as is clear by the ID similarity values at the right hand side of each row. By contrast, StyleCLIP [23] leads to inconsistent traversals that do not progress in a continuous manner and arrives at more unnatural generations (see also the more complex semantic dipoles shown in Fig. 11).

Finally, in Tab. 2 we show state-of-the-art results using the quantitative disentanglement metric proposed in [32]. The results are for the facial expressions transition experiment shown in Fig. 10. In Tab. 2 we show that in comparison to state-of-the-art methods (i.e., [11, 32, 23]) we obtain much higher ID preservation and much lower correlation to five facial attributes that are irrelevant to facial expressions – this indicates better disentanglement.

5 Conclusions

In this paper, we presented our method for discovering non-linear paths in the latent space of pre-trained GANs driven by semantic dipoles. We do so by defining a set of contrasting pairs of sentences in natural language that represented in the CLIP text space give rise, via RBF-based warping functions, to non-linear text paths for traversing it from one semantic pole to the other. By defining an objective that discovers paths in the latent space of GANs that generate changes along the desired paths in the vision-language embedding space, we provide an intuitive and effective way of controlling the underlying generating factors.

Supplementary Material

In this supplementary material we will present a) additional ablation studies with respect to hyperparameters of the proposed method in Sect. A, b) quantitative experimental results on the preservation of the identity between the original sampled images and the generated image sequences across the various learnt latent paths in Sect. B, and c) additional experimental results on non-facial datasets in Sect. C.

A Ablation studies with respect to the hypeparameters $\beta$ and $\tau$

In this section we will present additional ablation studies to show the robustness of the proposed method to the values of the $\beta$ parameter (see Sect. 3.2) and the temperature of the adopted contrastive loss (see Sect. 3.3).
A.1 $\beta$ parameter

As discussed in Sect. 3.2, we introduce the parameter $\beta$ as a means of controlling the $\gamma$ parameter of each semantic dipole, or, in other words, a way of controlling the non-linearity of the curves that are induced by the warping of the CLIP text space due to function (3). In Fig. 4 we illustrate the proposed approach for setting the $\gamma$ parameters of each pair of sentences (semantic dipole) of a given corpus. More specifically, by requiring that the RBF centred on the one pole, evaluated on the other pole, has a value of $\beta \in (0, 1)$, we arrive at warpings of the text feature space that have non-zero gradient and, thus, allow for traversing the space continuously from any given point to the desired end of the path. We note that $\gamma_t$ depends on the relative positions of the sentences $s_t^- \text{ and } s_t^+$ and, thus, are in general different for each pair.

A $\beta \rightarrow 0$ leads to non-overlapping RBFs and thus greater flat regions around the poles and, thus, zero gradient (see the case of $\beta = 0.01$ in Fig. 4). In contrast, when $\beta \rightarrow 1$ the RBFs largely overlap with each other by flattening the RBF “bells”. We experimented with values of $\beta \in \{0.25, 0.75, 0.95\}$ and we show that the discovered latent paths are very similar to each other for the various choices of $\beta$ in this range, as shown in Fig. 12. The visual differences one can observe are subtle in general, while the ID scores (i.e., an identity score for each image of the sequence that expresses the similarity between the original image – central image of the sequence – and each of the rest, using ArcFace [5]) are close to each other. Finally, it is worth noting that for smaller values of $\beta$, i.e., $\beta \in (0, 0.2)$, the training process collapses since there are large flat regions around the poles which do not allow gradient to show to the desired direction.

A.2 Contrastive temperature parameter $\tau$

We also conducted a study on the temperature of the proposed contrastive loss (see Sect. 3.3). In this section we will present our ablation study on the temperature $\tau$ and we will show that the proposed method is also robust with respect this parameter as shown in Fig. 13. We experimented with temperature values $\tau \in \{0.01, 0.1, 0.5, 1.0, 5.0\}$. Similarly to the previous section, we observe that the proposed method exhibits notable robustness with respect to the adopted temperature parameter.

B ID preservation

As discussed in Sect. 4, for measuring the identity preservation between the original image of each traversal sequence, i.e., the central image of the generated sequences across the various latent paths,
Figure 13: Ablation study on the contrastive loss temperature parameter $\tau$.

Table 3: Corpus of semantic dipoles (Facial Attributes).

| Semantic Dipole | $s^- \rightarrow s^+$ |
|-----------------|------------------------|
| $D_1$           | "a picture of a male face." $\rightarrow$ "a picture of a female face." |
| $D_2$           | "a picture of a young person." $\rightarrow$ "a picture of an old person." |
| $D_3$           | "a picture of a smiling face." $\rightarrow$ "a picture of a face in neutral expression." |
| $D_4$           | "a picture of a person with black hair." $\rightarrow$ "a picture of a person with red hair." |
| $D_5$           | "a picture of a man with hair." $\rightarrow$ "a picture of a bald man." |
| $D_6$           | "a picture of a shaved man." $\rightarrow$ "a picture of a man with a beard." |
| $D_7$           | "a picture of a face without makeup." $\rightarrow$ "a picture of a face with makeup." |
| $D_8$           | "a picture of a person with open eyes." $\rightarrow$ "a picture of a person with closed eyes." |
| $D_9$           | "a picture of a person with pale skin." $\rightarrow$ "a picture of a person with tanned skin." |
| $D_{10}$        | "a picture of an angry face." $\rightarrow$ "a picture of a surprised face." |

and each of the rest on the path, we used an ID similarity score (ID), i.e., a number in $[0, 1]$, provided by ArcFace [5].

In this section, we present quantitative results for a set of 100 randomly chosen latent codes (i.e., original images) and for a set of non-linear latent paths optimised for the semantic dipoles shown in Table 3. Examples of such latent paths for various latent codes and four semantic dipoles are shown in Fig. 14. In this section we report results for the proposed non-linear method – denoted as “ContraCLIP” and one that is adopted by the state-of-the-art StyleCLIP [23] – denoted as “StyleCLIP”*, as discussed in Sect. 4.2. In Table 4 we show the results of ID preservation (averaged over the 100 latent codes). Clearly, the proposed non-linear text paths lead to far better preservation of the identity of the original images (original latent codes) compared to linear ones – see also Figs. 6, 7, 8.

C GAN pre-trained on non-facial datasets

Besides the fact that the proposed method is model-agnostic and not tied to any specific GAN architecture (e.g., StyleGAN), such as [23, 36], it is also not limited to any specific type of imagery...
Figure 14: Examples of the interpretable paths found with the proposed method for the dipoles: (a) “a picture of a young person.” \(\rightarrow\) “a picture of an old person.”, (b) “a picture of a shaved man.” \(\rightarrow\) “a picture of a man with beard.”, and (c) “a picture of a face without makeup.” \(\rightarrow\) “a picture of a face with makeup.”

Table 4: ID preservation results.

| Semantic Dipole | $D_1$ | $D_2$ | $D_3$ | $D_4$ | $D_5$ | $D_6$ | $D_7$ | $D_8$ | $D_9$ | $D_{10}$ |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| StyleCLIP$^*$  | .5624 | .5136 | .5790 | .6358 | .6304 | .5972 | .5705 | .5882 | .5642 | .5912   |
| ContraCLIP     | .8662 | .9245 | .9099 | .9559 | .9372 | .9407 | .9402 | .9426 | .9344 | .9567   |

(i.e., facial images), such as [36]. To support the former claim, we conducted and reported in Sect. 4 experiments using different GAN architectures (i.e., ProgGAN [14] and StyleGAN2 [15]). To support the latter claim, we conducted and report in this section additional experiments using StyleGAN2 pre-trained on AFHQ Cats [4], AFHQ Dogs [4], and LSUN Cars [40]. We show the results in Fig. 15. We observe that the proposed method, i.e., the learnt non-linear latent paths driven by non-linear paths in the CLIP text space, arrive at high quality images and manipulations that are largely consistent with the semantics expressed in the natural language sentences that we defined.
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