Vibrations and Spatial Patterns Change Effective Wetting Properties of Superhydrophobic and Regular Membranes

Rahul Ramachandran and Michael Nosonovsky *

Mechanical Engineering Department, University of Wisconsin-Milwaukee, 3200 N Cramer St., Milwaukee, WI 53211, USA; ramacha6@uwm.edu

* Correspondence: nosonovs@uwm.edu; Tel.: +1-414-229-2816
† On a sabbatical leave at The Racah Institute of Physics, The Hebrew University, Jerusalem 91904, Israel.

Academic Editor: Giuseppe Carbone
Received: 9 June 2016; Accepted: 28 July 2016; Published: 4 August 2016

Abstract: Small-amplitude fast vibrations and small surface micropatterns affect properties of various systems involving wetting, such as superhydrophobic surfaces and membranes. We review a mathematical method of averaging the effect of small spatial and temporal patterns. For small fast vibrations, this method is known as the method of separation of motions. The vibrations are substituted by effective force or energy terms, leading to vibration-induced phase control. A similar averaging method can be applied to surface micropatterns leading surface texture-induced phase control. We argue that the method provides a framework that allows studying such effects typical to biomimetic surfaces, such as superhydrophobicity, membrane penetration and others. Patterns and vibration can effectively jam holes and pores in vessels with liquid, separate multi-phase flow, change membrane properties, result in propulsion, and lead to many other multiscale, non-linear effects. Here, we discuss the potential application of these effects to novel superhydrophobic membranes.
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1. Introduction

Biomimetic functional surfaces find many applications, including various types of membranes for water filtration. Recent advances in nano/microtechnology have made it possible to design biomimetic functional surfaces with micro/nanotopography with various properties, such as non-adhesion, the ability for liquid manipulation at the microscale, and other applications. In order to understand the structure-property relationships in these novel materials and surfaces, it is important to study how micro/nanotopography changes surface properties resulting in effective macroscale properties. While micro/nanotopography usually constitutes a number of periodic spatial patterns, there is a similarity between the effect of small-scale patterns and small-amplitude fast vibrations.

Using the mathematical method of separation of motions, small fast vibrations can be substituted by an effective force perceived at the larger scale. The simplest mechanical example of this effect is the vibration-induced stabilization of the inverted pendulum on a vibrating foundation often called the Kapitza pendulum [1–3]. The upside down position of the pendulum is unstable (Figure 1a). However, if the foundation vibrates with a small amplitude and high frequency—relative to the size and natural frequency of the pendulum, respectively—the inverted equilibrium position can become stable (Figure 1b). This is perceived, at the macroscale, as an effective stabilizing “spring force” which maintains the pendulum in equilibrium. In other words, small fast vibrations can be substituted by an effective force, which stabilizes the inverted pendulum. This effect of the vibration-induced stabilization can be extended to the case of a double and multiple pendulums [4] and even of “effective...
hardening” a flexible stiff rope (i.e., a flexible rope which still possesses some stiffness akin to a stiff beam) [5].

![Diagram](image)

**Figure 1.** Separation of motions. (a) Unstable inverted pendulum; (b) Stabilized inverted pendulum on a vibrating foundation; (c) Energy profile without external force; (d) Energy profile with external force.

The effect can be extended to a broad range of mechanical systems including those involving the fluid flow and propulsion [6], as well as systems that are not purely mechanical. Thus, small fast vibrations can cause shear thickening of non-Newtonian fluids, which is perceived as an effective force acting upon the liquid leading, for example, to the rise of the figurines in the cornstarch—sometimes called the “cornstarch monster” trick. Beyond that, liquid droplets can bounce indefinitely in a non-coalescing state above a vibrating bath of bulk liquid, which is perceived as a “vibro-levitation” effect [7]. Furthermore, small fast vibrations can lead to the vibration-induced effective phase transitions, for example, when a granular material flows through a hole in a vessel like a liquid, or when vibrations of a vessel with a liquid jams the hole and prevents liquid penetration.

Blekhman [8] suggested that the stability problem of an inverted pendulum on a vibrating foundation has relevance to a diverse class of non-linear effects involving dynamic stabilization of statically unstable systems ranging from the vibrational stabilization of beams, to the transport and separation of granular material, soft matter, bubbles and droplets, as well as the synchronization of rotating machinery. In these problems, the small fast vibrational motion can be excluded from the consideration and substituted by effective slow forces acting on the system causing the stabilizing effect. It has been suggested that the “effective hardening” of fibers in a composite material can lead to a novel class of “dynamic materials” with effective properties controlled by an externally applied electric field [9].

Surface micro/nanotopography can also change effective material or surface properties. The micro/nanotopography can be thought of as a spatial pattern while small fast vibrations constitute periodic temporal patterns. For example, properly controlled micro/nanotopography can affect the wettability of surfaces as seen in the case of superhydrophobic [10] and non-adhesive surfaces [11], icephobicity [12], liquid flow [6] and filtration [13]. The novel field of texture-induced phase transition has recently emerged from the area of the superhydrophobicity [14].
Both with the spatial and temporal modulations, a small-scale phenomenon, such as the micro/nanotopography or vibrations, can be effectively substituted by an effect perceived at the larger scale, such as the stabilizing or “vibro-levitation” force [15].

In our earlier publication, we discussed how small patterns can be used for liquid flow, including the shark-skin effect and blood flow applications (“haemeophobic” or blot-clotting preventing surfaces) [6]. In this review, we focus on how small fast vibrations and micro/nanotopography can affect surface physicochemical properties, with emphasis on superhydrophobic and regular membranes. We will introduce the mathematical method of separation of motions. The stabilization of the inverted pendulum is the model example for the application of this method. We then discuss the analogy between vibrations and spatial patterns. This will be followed by a discussion of the effect of topography and vibrations on membrane permeability.

2. Effect of Small Fast Vibrations and Surface Patterns

In this section we introduce the method of separation of motions and apply this method to determine the stability criteria for the inverted pendulum and numerous similar systems, both in mechanics and physical chemistry. Then we discuss the mathematical analogies, which correlate with vibrations and spatial patterns.

2.1. Separation of Motion and Effective Forces

The method of separation of motions was first suggested by the Russian physicist Kapitza in 1951 [3] to study the stability of a pendulum on a vibrating foundation. The method was generalized for the case of an arbitrary motion in a rapidly oscillating field and it is discussed in the classical textbook on theoretical physics by Landau and Lifshitz [16].

Consider a point mass \( m \) in an oscillatory potential field \( \Pi(x) \), where \( x \) is spatial coordinate, with the minimum of the potential energy corresponding to the stable equilibrium. The force acting on the mass is given by \(-d\Pi/dx\), therefore, the equation of motion of the system is \( m\ddot{x} = -d\Pi/dx \). In addition, to the time-independent potential field \( \Pi(x) \), a “fast” external periodic force \( f\cos\Omega t \) acts upon the mass with a small amplitude \( f \) and high frequency \( \Omega >> \sqrt{(d^2\Pi/dx^2)/m} \), which is much higher than natural frequency. The equation of motion then becomes

\[
m\ddot{x} = -(d\Pi/dx) + f\cos\Omega t
\]  

The motion of the mass can be represented as a sum of the “slow” oscillations \( X(t) \) due to the “slow” force \(-d\Pi/dx\) and small “fast” oscillations \( \xi(t) \) due to the “fast” force \( f\cos\Omega t \),

\[
x(t) = X(t) + \xi(t)
\]  

The mean value \( \overline{\xi}(t) \) of this fast oscillation over its period \( 2\pi/\Omega \) is zero, whereas \( X(t) \) changes only slightly during the same period.

\[
\overline{\xi}(t) = \frac{\Omega}{2\pi} \int_0^{2\pi/\Omega} \xi(t)\,dt = 0
\]

\[
\overline{X}(t) \approx X(t)
\]  

Therefore, the mean location of the mass can be written as:

\[
x(t) = \overline{X}(t) + \overline{\xi}(t) \approx X(t)
\]
and the mean value of the second derivative:

$$\ddot{x}(t) \approx \ddot{X}(t)$$

In Equations (2)–(6) quantities with a bar are averaged quantities over the period of $2\pi/\Omega$. Substituting Equation (2) into Equation (1) and using the Taylor series first-order terms in powers of $\xi$:

$$m\ddot{x} + m\dddot{x} = -\frac{d\Pi}{dx} - \xi \frac{d^2 \Pi}{dx^2} + f\cos\Omega t + \xi \left( \frac{d(f\cos\Omega t)}{dX} \right)$$

(6)

The slow and fast terms in Equation (7) must separately be equal. The second derivative of small fast oscillations $\dddot{x}$ is proportional to $\Omega^2$, which is a large term. On the other hand, the terms on the right-hand side of Equation (7), containing the small $\dddot{x}$, can be neglected. The term $-d\Pi/dx$ is a slow restoring force. The remaining fast terms can be equated, $m\dddot{x} = f\cos\Omega t$. Integrating this equation with respect to time $t$,

$$\dddot{x} = \frac{-f\cos\Omega t}{m\Omega^2}$$

(7)

Averaging Equation (7) with respect to time, substituting the relation $\frac{\Omega}{2\pi} \int_{0}^{2\pi/\Omega} f\cos\Omega t dt = 0$ and combining Equations (3)–(6), and Equation (8) gives:

$$m\ddot{X} = -\frac{d\Pi}{dX} + \xi \left( \frac{d(f\cos\Omega t)}{dX} \right)
= -\frac{d\Pi}{dX} - \frac{1}{m\Omega^2} f\cos\Omega t \left( \frac{d(f\cos\Omega t)}{dX} \right)$$

(9)

This can be written as $m\ddot{X} = -\frac{d\Pi_{eff}}{dX}$ where $\Pi_{eff}$ is an effective potential energy given by:

$$\Pi_{eff} = \Pi + \frac{1}{2m\Omega^2} \frac{\Omega}{2\pi} \int_{0}^{2\pi/\Omega} (f\cos\Omega t)^2 dt = \Pi + \frac{f^2}{4m\Omega^2} = \Pi + \frac{m\dddot{x}^2}{2}$$

(10)

Thus, the effect of fast vibrations $\dddot{x}$ when averaged over the time period $2\pi/\Omega$ is equivalent to the additional term $m\dddot{x}^2/2$ on the right-hand side in Equation (10). This term is the mean kinetic energy of the system under fast oscillations. Thus, small fast vibrations can be substituted by an additional term in the potential energy resulting in the same effect oscillations have on the system. The most interesting case is when this term affects the state of the equilibrium of a system. Let us say, in the absence of vibrations a system has an effective potential energy $\Pi_{eff} = \Pi$ with a local maximum of the potential energy (Figure 1c). Vibrations can bring this system to a stable equilibrium due to the additional term discussed before, creating a local minimum of the potential energy (Figure 1d). In such cases, the small fast vibrations have a stabilizing effect on the state of equilibrium.

Blekhman [8] has applied the method of separation of motions to many mechanical systems and suggested what he called the “vibrational mechanics” as a tool to describe diverse effects in the mechanics of solid and liquid media, from effective “liquefying” of the granular media, which can flow through a hole like a liquid when on a vibrating foundation, to the opposite effect of “solidifying” liquid by jamming a hole in a vessel on a vibrating foundation, as well as the vibro-synchronization of the phase of two rotating shafts on a vibrating foundation.

Blekhman [8] has also suggested an elegant interpretation of the separation of motions. According to his interpretation, there are two different observers who can look at the vibrating system. One is an ordinary observer in an inertial frame of reference in which one can see both small, $\dddot{x}$, and large, $X$, oscillations. The other one is a “special” observer in a vibrating frame of reference, which does not see...
the small-scale motion $\xi$, possibly, due to a stroboscopic effect or because one’s vision is not sensitive enough to see the small-scale motion. As a result, what is seen for the ordinary observer as an effect of the fast small vibrations is perceived by the special observer as an effect of some new effective force. This fictitious force is similar to the inertia force, which is observed in non-inertial frames of reference. Furthermore, when the stabilizing effect occurs, the special observer attributes the change in effective potential energy to fictitious slow stabilizing forces or moments. The additional slow stabilizing force for the system (or torque for rotational systems) $V$ can be written as:

$$V = -\frac{\partial}{\partial X} \left( \frac{1}{2m\Omega^2} \int_{0}^{2\pi/\Omega} (f\cos\Omega t)^2 dt \right) = -\frac{\partial}{\partial X} \left( \frac{f^2}{4m\Omega^2} \right)$$  \hspace{1cm} (11)$$

For an inverted pendulum on a harmonically vibrating foundation $(A\cos\Omega t)$, where $A$ is the amplitude and $\Omega$ is the frequency, the equation of motion can be written in terms of its angular displacement $\psi$ as:

$$L\ddot{\psi} = g\sin\psi - A\Omega^2\sin\psi\cos\Omega t$$  \hspace{1cm} (12)$$

The inverted position can become stable if the condition $A^2\Omega^2 > 2gL$ holds (Figure 1b). Using Equations (11) and (12) the effective stabilizing torque can be obtained $[7,15]$ as:

$$\tau = -\frac{mA^2\Omega^2}{4}\sin2\psi$$  \hspace{1cm} (13)$$

which, in the small angle approximation $\sin2\psi \approx 2\psi$ is also equivalent to the inverted pendulum being stabilized by a spring with the torsional spring constant $k = \frac{mA^2\Omega^2}{2}$. Similarly, this method can be used to derive the effective stabilizing torques on inverted multiple pendulums on a vibrating foundation, and the increase in stiffness of a vibrating flexible rope to prevent buckling—the “Indian rope trick” $[15]$. Thus, small fast vibrations can affect the equilibrium and manifest as an effective stabilizing force.

The effective stabilizing force in Equation (11) was obtained as an average over time. In the following sections, we use similar averaging over temporal or spatial variable to study the effect of temporal or spatial patterns on physicochemical properties.

2.2. Kirchhoff’s Analogy between Spatial and Temporal Patterns

Similar to how small vibrations can be substituted by an effective force, small-amplitude patterns in space can have the same effect. The so-called Kirchhoff’s dynamical analogy establishes similarity between the static bending shape of a beam and the dynamics of motion of a rigid body $[17,18]$. Let us consider a slender beam of area moment of inertia $I$, and modulus of elasticity $E$, whose end points are loaded by an axial compressive force $F$ as shown in Figure 2a. The slope at any point $(x, y)$ is denoted by the angle $\psi$. For any small element $ds$ on the beam $dy/ds = \sin\psi$. Bending moment at $(x, y)$ is given by $EI\frac{d\psi}{dx} = -Fy$. By combining these equations, we get a differential equation, which describes the spatial bending patterns on the beam $[19]$.

$$\frac{d^2\psi}{dx^2} + \frac{F}{EI}\sin\psi = 0$$  \hspace{1cm} (14)$$

This is similar to the differential equation of oscillation of a simple pendulum of length $L$,

$$\frac{d^2\psi}{dt^2} + \frac{g}{L}\sin\psi = 0$$  \hspace{1cm} (15)$$
Equation (15) describes the deflection of the pendulum. Note how the spatial variable $s$ in Equation (14) corresponds to time variable $t$ in Equation (15). Static bending of a beam is a boundary value problem, while motion of a pendulum is an initial value problem. However, despite this difference, an analogy exists between the motion of a pendulum and the shape of a buckled elastic rod. Now, we will consider the analogy of a beam with an inverted pendulum.

Consider bending of a beam under a tensile load $F$ as shown in Figure 2b. The beam is bent $360^\circ$ making an approximate circle. The inset in Figure 2b shows a free-body diagram of a small section of the beam near its end. The equilibrium of the beam corresponds to the value of the bending moment $M = F \Delta y$, which is proportional to the displacement $\Delta y$. The expression for the bending moment can be written as $EI \frac{d^2 \psi}{ds^2} = F \Delta y$. Here, we study whether the equilibrium of the beam is stable (straight beam) or unstable (bended beam). Differentiating the expression for the bending moment with respect to $s$ and assuming $\lim_{s \to \infty} \frac{\Delta y}{s} = \psi$ we obtain:

$$\frac{d^2 \psi}{ds^2} = \frac{F}{EI} \psi = 0$$

which is similar to the equation of motion of an inverted pendulum for small angular displacement, $\frac{d^2 \psi}{dt^2} - \frac{g}{L} \psi = 0$. The equation for the inverted pendulum has a solution of the exponential form $\psi = c_1 e^{\sqrt{g/L} t} + c_2 e^{-\sqrt{g/L} t}$. The angular displacement grows exponentially with time $t$ implying instability. Equation (16) for the beam has a trivial solution $\psi = 0$, and a nontrivial solution $\psi = c_1 e^{\sqrt{g/L} t} + c_2 e^{-\sqrt{g/L} t}$. The nontrivial solution suggests that the slope of the beam grows exponentially from the point of application of the force.

On the basis of Kirchhoff’s analogy, the beam under compressive loading corresponds to the stable regular pendulum (Figure 2a), whereas the buckled beam under tensile loading corresponds to the unstable inverted pendulum (Figure 2b). An inverted pendulum can be stabilized by harmonically vibrating its foundation. Similarly, a buckled beam can be stabilized by a spatial periodicity in the geometry of the beam (Figure 2c).

If the properties of the elastic rod are changed in a periodic manner with small amplitude $h << 1$ and frequency $\Omega$ about the stationary value $EI_0$ such that:

$$EI = EI_0 (1 + h \Omega \cos \Omega s) \approx \frac{EI_0}{(1 - h \Omega \cos \Omega s)}$$

Figure 2. Similarity of bending of a beam and vibration of a pendulum. The deflection of a beam due to (a) compressive load $F$ (corresponding to the stable equilibrium of a regular pendulum) and (b) tensile load $F$ (corresponding to the unstable equilibrium of an inverted pendulum); (c) The waviness of the beam would stabilize the equilibrium similarly to the vibrations stabilizing an inverted pendulum [6].
Equation (16) attains the form:

\[
\frac{d^2 \psi}{ds^2} - \frac{F}{EI_0} (1 - h\Omega \cos \Omega s) \psi = 0
\]

which is similar to Equation (12) for an inverted pendulum on a harmonically vibrating foundation. Equation (18) can be converted into the canonical form of the Mathieu equation:

\[
\frac{d^2 z}{d\kappa^2} - (\delta + \varepsilon \cos 2\kappa) z = 0
\]

where \( \kappa = \frac{\Omega s}{2}, \ z(\kappa) = \psi(s), \ \delta = \frac{4F}{EI_0\Omega^2}, \ \varepsilon = -\frac{4Fh}{EI_0\Omega^2}. \) The stability and instability of the Mathieu equation can be studied by Lindstedt–Poincaré perturbation method \([20,21]\). The stability curves are obtained as:

\[
\delta = -\frac{1}{8}\varepsilon^2 + \ldots, \ \delta = 1 - \frac{1}{2}\varepsilon - \frac{1}{32}\varepsilon^2 - \ldots
\]

and can be represented on the Ince–Strutt stability diagram (Figure 3). The solution of Equation (19) is stable for values of \((\delta, \varepsilon)\) that lie in the shaded region between the stability curves shown in Figure 3. The negative values of \(\delta\) is of importance in this discussion because of the tensile nature of the force \(F\). For example, \(F = -4200\) N, flexural rigidity \(EI_0 = 14\) Nm², \(h = 0.1\) m, \(\Omega = 245\) m⁻¹ yields the values \(\varepsilon \approx 0.5, \ \delta \approx -0.02\), which lie in shaded region. Thus, in this case the beam is stabilized by the spatial periodicity in its geometry.

![Ince–Strutt stability diagram for a beam.](image)

The spatial periodicity of the beam can be interpreted as distributed bending moments along the beam, which can be replaced by an effective stabilizing shear force, \(V\), as shown in Figure 2c. Therefore, the periodicity in the geometry of the beam manifests as an effective shear force. This shear force can stabilize the beam when the condition:

\[
-\frac{1}{8}\varepsilon^2 < \delta < 1 - \frac{1}{2}\varepsilon - \frac{1}{32}\varepsilon^2
\]

is satisfied. Otherwise, the beam is unstable with an exponentially increasing slope. We conclude that a pattern on the surface profile of a rod affects destabilization of the rod just as small fast vibrations affect the stability of an inverted pendulum.

3. Wetting and Membranes

In the preceding section, we studied how small fast vibrations or small-amplitude spatial structures can be substituted by an effective energy term, which can lead either to an effective force (such as the vibro-levitation force) or affect mechanical or phase equilibrium. In this section, we will focus on the effect of small vibrations and structures on wetting, and, specifically, on the filtration.
3.1. Superhydrophobicity: How Surface Patterns Change Wetting and Phase State

Non-wetting can be achieved using temporal patterns as seen in the case of vibro-levitating droplets. Oil droplets were seen to levitate indefinitely over a vibrating oil surface in the frequency range 35–350 Hz. The thin film of vapor between the droplet and the vibrating surface is stabilized by vibrations [7]. Similarly, non-wetting can be achieved on superhydrophobic surfaces with the help of micro/nano topography.

Wettability of a surface is usually characterized by the contact angle (CA), $\theta$, which a droplet of liquid makes with a solid surface. On a hydrophobic surface a water droplet makes $\theta > 90^\circ$, while on a hydrophilic surface a water droplet makes $\theta < 90^\circ$. For an ideally smooth homogenous surface, the equilibrium CA ($\theta_0$) of a liquid droplet (say, of water) is given by the Young equation
\[ \cos \theta_0 = \frac{\gamma_{SA} - \gamma_{SW}}{\gamma_{WA}} \]  
where $\gamma_{SA}$, $\gamma_{SW}$, and $\gamma_{WA}$ are the surface free energies of the solid-air, solid-water, and water-air interfaces. However, on real surfaces with roughness [22,23] and chemical heterogeneity, the observed CA can be different from $\theta_0$. In such cases, the CAs are estimated by Wenzel and Cassie–Baxter models [24,25].

The Wenzel model (Figure 4a) gives the effective CA on a rough, chemically homogenous surface.
\[ \cos \theta_W = R_f \cos \theta_0 \]  
where roughness factor $R_f \geq 1$, is the ratio of the solid surface area to the projected area. We can see from Equation (23) that roughening a hydrophobic surface makes it more hydrophobic (larger CA), while roughening a hydrophilic surface makes it more hydrophilic (lower CA). On a superhydrophilic surface, the water droplet spreads out into a thin film.

\[ \cos \theta_{CB} = r_f f_{SL} \cos \theta_0 - 1 + f_{SL} \]  
where $r_f$ is the roughness factor of the wet area, and $0 \leq f_{SL} \leq 1$ is the fractional solid-liquid interfacial area. The air pockets can lead to the surface being superhydrophobic. On superhydrophobic surfaces, water beads up into a near-spherical shape.
In both above cases, we see that surface texture (roughness) is an essential parameter in determining the wettability (or non-wettability) of a surface. On a superhydrophobic surface, a water droplet effectively “freezes” into a spherical shape. The roughness features on the superhydrophobic surface also harbor and stabilize pockets of air. On a superhydrophilic surface, a water droplet effectively “melts” into a thin film, just like the coalescence of a droplet into a liquid bath.

In order to perform averaging of surface energy, we consider a 2D system—a solid rough surface of length L along the x-axis with unit width. The roughness profile of which is given by $F(x)$ whereas the local surface free energy is $\gamma(x)$. The roughness factor of the surface can be written in the integral form as:

$$R_f = \frac{1}{L} \int_0^L \sqrt{1 + \left(\frac{dF(x)}{dx}\right)^2} \, dx$$  \hspace{1cm} (25)

Similar to the averaging of small fast vibrations over time in Equation (11), the effect of surface topography and chemical heterogeneity can be incorporated into the effective surface free energies of the interface as an integral over the spatial coordinate $x$.

$$\langle \gamma \rangle_{\text{eff}} = \frac{1}{L} \int_0^L \gamma(x) \sqrt{1 + \left(\frac{dF(x)}{dx}\right)^2} \, dx$$  \hspace{1cm} (26)

For a chemically homogenous rough surface, the surface energy is constant ($\gamma(x) = \text{constant}$) and Equation (26) yields the Wenzel equation, in which the surface free energy is augmented by the roughness factor $R_f$. For a chemically heterogeneous smooth surface, Equation (26) yields the Cassie–Baxter equation. The modification of the surface free energies in Equation (26) using the average of the product of the surface free energy and the surface profile over a length is similar to the augmentation of the effective potential energy in Equation (10), with a term averaged over time. The effective surface energy and, thus, the CA can be modified by controlling the surface texture and chemistry.

Marmur suggested that appropriate texturing of a surface can lead to stable air films on underwater surfaces resulting in underwater superhydrophobicity [26]. Later on, Patankar and co-workers studied surface texture-induced phase transitions [14,27,28]. They investigated how surface texture affects the Leidenfrost effect [29] manifested by water droplets levitating over a sufficiently hot skillet due to the presence of an evaporating vapor film (Figure 5a). Such a film is formed only when the hot surface is above a critical temperature, whereas at lower temperatures the vapor film collapses. However, the critical temperature can be reduced, and the vapor film collapse can even be completely suppressed [30] when micro-textured superhydrophobic surfaces are used [14]. Their result demonstrated that the surface texturing can potentially be applied to control other phase transitions, such as ice or frost formation, and to the design of low-drag surfaces in which the vapor phase is stabilized in the grooves of textures without heating.

![Figure 5](image)

**Figure 5.** Levitating liquid droplet over a sufficiently hot surface. (a) Due to the Leidenfrost effect; (b) Self-propelled Leidenfrost droplets on an asymmetric saw-tooth surface [6].
The concept was further expanded by Jones et al. [27], who showed that surface texturing can stabilize the vapor phase of water, even when liquid is the thermodynamically favorable phase. Furthermore, the reverse phenomenon exists, when patterned hydrophilic surfaces keep a liquid water layer at high temperatures when it would otherwise boil. Thus, nanoscale roughness can be applied to manipulate the phase of water. The molecular dynamics simulations demonstrated that the vapor and liquid phases of water adjacent to textured surfaces are stable. Patankar [28] has also identified the critical value of roughness, below which the vapor phase is sustainable and/or trapped gases are kept in roughness cavities or valleys, thus maintaining the immersed surface dry.

Linke et al. [31] demonstrated that surfaces with small asymmetric texture (saw-tooth profile) can induce self-propulsion in Leidenfrost droplets, and in the process, the droplets climb over the steep sides of the surface texture [32]. Leidenfrost droplets levitate on a thin film of vapor formed when the droplet contacts a surface whose temperature is much greater than the boiling point of the liquid. The vapor phase is expelled from under the droplet due to the pressure gradient in the film between the peaks and the valleys of the surface profile. Due to the inherent asymmetry of the surface texture, the vapor leaks out asymmetrically from under the droplet, causing a net directional flow of vapor. The resultant viscous forces entrain the droplet in the same direction (Figure 5b) [33–35]. The self-propulsion effect has potential application, such as in a sublimation heat engine [36].

The viscous force generated per tooth of the saw-tooth profile is given [32] by using momentum balance:

\[ f_i = \eta \frac{U}{h_F} r_c \lambda \]  

where \( \eta \) is the viscosity of the vapor, \( U \) is the velocity of the vapor flow, \( h_F \) is the average thickness of the vapor film, \( r_c \) is the contact radius of the droplet, and \( \lambda \) is the tooth length. If there are \( N \) teeth below the droplet, then the net propulsion force can be obtained as:

\[ F = \sum_{i=1}^{N} \eta \frac{U}{h_F} r_c \lambda = \eta \frac{U}{h_F} r_c N \lambda \]  

For the values \( \eta = 1.9 \times 10^{-5} \text{ Pa s}, U = 0.2 \text{ m s}^{-1}, h_F = 10 \mu \text{m}, r_c = 2.5 \text{ mm}, \lambda = 1 \text{ mm}, \text{ and } N = 5 \), the force is \( F = 4.75 \mu \text{N} \).

The summation of forces over an area due to surface patterns in Equation (28) is similar to the integration of small fast vibrations in Equation (11). The vibrations can be substituted by an effective stabilizing force. Similarly, the surface topography manifests as a propulsion force.

We saw how asymmetric surface patterns on a surface can be substituted by an effective force that spontaneously propels a Leidenfrost droplet over steep inclines. In general, the phenomenon of surface texture-based phase transition can be described as suppressing the boiling point and, thus, is similar to superheating or subcooling of water. Similar to the vibration-induced phase transitions, the effect of the small spatial pattern is in changing the phase state of the material.

### 3.2. Water Flow through a Vibrating Pipe with Hysteresis

In this section, we study the effects of small fast vibrations on the flow through a hole. First, let us consider a macroscopic flow of a fluid through a pipe as shown in Figure 6a, with the mean flow velocity \( v \) related to the pressure loss \( \Delta P \) by the nonlinear relation:

\[ \Delta P = av^2 \]  

where \( a \) is a constant. Note that for laminar flow, the dependency between the pressure and flow velocity is linear. However, in a non-ideal situations non-linearity can emerge, represented by the quadratic dependency in Equation (29), which may be a consequence of various factors, such as the turbulence, non-linear viscosity, or asymmetric variations in the pipe profile. The non-linearity is essential since it results in hysteresis [8].
The summation of forces over an area due to surface patterns in Equation (28) is shown in Figure 6c based on Equation (34). Since the dependency is non-linear, the effect of the small spatial pattern is in changing the phase state of the material. However, in a non-ideal situation, the dependency can be written as the sum of the slow and fast components.

\[ v = v_0 - h\Omega \sin \Omega t \]  

Substituting Equation (30) into Equation (29):

\[ \Delta P = a (v_0 - h\Omega \sin \Omega t)^2 \]  

\[ \Delta P = av_0^2 + a (h\Omega \sin \Omega t)^2 - 2av_0h\Omega \sin \Omega t \]  

\[ \Delta P = \Delta P_0 + a (h\Omega \sin \Omega t)^2 - 2av_0h\Omega \sin \Omega t \]  

where \( \Delta P_0 \) is the pressure loss due to \( v_0 \), which changes negligibly over \( 2\pi/\Omega \). Averaging Equation (32) over the period \( 2\pi/\Omega \), similar to the temporal averaging in Equation (11) gives:

\[ \overline{\Delta P} = \Delta P_0 + \frac{\Omega}{2\pi} \int_0^{2\pi/\Omega} a (h\Omega \sin \Omega t)^2 \, dt \]  

\[ \overline{\Delta P} = \Delta P_0 + \frac{\theta}{2} (h\Omega)^2 \]  

In Equation (34), the effect of the fast vibrations is perceived as the additional pressure difference \( \Delta P_a = a (h\Omega)^2/2 \), which can intensify or weaken the fluid flow through the pipe. Equation (34) is similar to Equation (10) in that vibrations augment the potential energy of the system, and at certain values of \( h\Omega \) the vibrations can effectively stop the fluid flow. The dependency of the pressure difference in the value \( h\Omega \) is shown in Figure 6c based on Equation (34). Since the dependency is non-linear,
for any small change in velocity $\pm \delta v$ due to the external vibrations, the corresponding total change in $\Delta P$ is non-zero, as shown. The pressure difference $\Delta P_2$ for a small increase in velocity is greater than the pressure difference $\Delta P_1$ for a small decrease in velocity. This hysteresis can affect the flow in the pipe and under certain conditions even stop the flow. Using values of $\Delta P_0 = 1$ kPa, and $a = 700, 1000, \text{and } 1200 \text{ kg m}^{-3}$ (similar to the densities of gasoline, water and glycerin, respectively), a plot of Equation (34) is shown in Figure 6d. If the hydrostatic pressure driving the flow is $\Delta P_{in}$, the fluid in the vibrating pipe ceases to flow when:

$$\frac{a}{2} (h\Omega)^2 > \Delta P_{in}$$

Instead of a vibrating pipe, if we consider a vibrating fluid container with a hole at the bottom, the velocity of the fluid drainage is related to the static pressure head ($H$) of the fluid in the container as $v \propto \sqrt{2gH}$. Therefore, the nonlinearity in Equations (29) and (35), still holds. Thus, the drainage of fluid through the hole can be stopped by controlling the amplitude and frequency of the vibrations.

We showed how small fast vibrations can affect fluid flow through a hole, and, under certain conditions, effectively act as a valve. Next, we extend this principle to the case of vibrating membranes on the micro/nanoscale.

3.3. Liquid Penetration through Pores in Vibrating or Patterned Membranes

Semipermeable membranes (e.g., biological cell membranes) allow only certain molecules or ions to pass through. Osmosis is the transport of solvent molecules, such as water, through a semipermeable membrane from a region of higher to lower solvent chemical potential until the chemical potentials equilibrate. Osmosis is driven by the concentration gradient of the solute across the membrane, or, in other words, the chemical potential difference of the solvent across the membrane. The excess external pressure that must be applied to prevent the osmotic flow is called the osmotic pressure $\pi$. The osmotic pressure is given by the van’t Hoff equation:

$$\pi = c_{\text{solute}}RT$$

where $c_{\text{solute}}$ is the molar concentration of the solute in the solution, $R$ is the gas constant, and $T$ is the absolute temperature. When an external pressure greater than the osmotic pressure $\pi$ is applied to reverse the flux of solvent molecules then the process is called reverse osmosis (RO).

A novel principle of phase separation (e.g., water and oil from their mixture) has already been suggested using the membranes, which are hydrophilic but oleophobic, or hydrophobic but oleophilic. Note that oil, and other organic non-polar liquids, typically has a surface energy much lower than that of polar water. Because of this, hydrophilic materials are usually also oleophilic. However, dealing with the underwater oleophobicity, one can find materials which are hydrophilic but still repel oil when immersed in water.

In the previous section, we saw how vibrations could manifest as a pressure affecting the fluid flow. For a vibrating membrane (Figure 7) consisting of several holes, the vibrations manifest as an effective pressure $a (h\Omega)^2 / 2$, as seen in Equation (34). The vibrations can change the effective membrane permeability if:

$$\frac{a}{2} (h\Omega)^2 > \pi$$

The RO process is used commonly to desalinate water. RO membranes are porous structures used in the RO process. Solvents usually take a tortuous path through the RO membranes. Note that RO is used for separation of a solvent from a solution. However, a completely different principle can be used to separate liquid mixtures using patterned superhydrophobic surfaces.
One of the recent applications of surfaces with tailored wettability is in separation of oil-water mixtures [37]. Porous media/meshes, which are selectively wetted by either water or organic solvents, can be used in this process. These porous materials are analogous to the RO membranes used in desalination. The common terminology associated with wetting of a surface by oil are defined as follows. Oleophilic surfaces display oil CA less than 90°. Oleophobic (oil CA greater than 90°) surfaces used for oil-water separation need to operate in the three phase solid-oil-water system instead of the usual solid-water-air system. This calls for underwater oleophobic surfaces [38] which exhibit oil CA greater than 90° in the solid-oil-water system. Surfaces that are superhydrophobic and oleophilic, or hydrophilic and underwater oleophobic can be used to separate out oil from water.

Natural and artificial materials have been used for oil-water separation. Kapok plant fiber which is naturally hydrophobic and oleophilic was seen to separate diesel oil from water. Kapok, which is wetted by diesel due to capillary rise, can be dried and reused [39]. Artificial membranes are made by using porous/meshed structures with specific pore sizes, which may be roughened and coated with a surface agent to tailor their wetting properties. The wetting properties depend on the pore size, surface roughness and surface agent used. Stainless steel and copper meshes, and filter paper [40], were commonly used to separate mixtures in which oil is layered over water. If one of the phases in oil-water mixture is dispersed in the other as small droplets (smaller than the pore size) the meshes become ineffective. Hydrophobic porous media has been developed for separation of oil-water emulsions with and without surfactants [41–44]. Table 1 summarizes the literature which discusses various types of oil-water filtering membranes.

The rough surface of the mesh for oil-water separation having pores of radius \( w \) is wetted partially by oil, water and air. The effective surface free energy of a rough chemically heterogeneous surface is given by Equation (26). The solid-liquid interface area in any single pore is augmented by the factor \( \gamma_{LV} \cos \theta \). The capillary pressure \( P_{\text{cap}} \) across the interface of the liquid \( L \) is given by the force balance \( P_{\text{cap}} w^2 = 2 \omega f_{\text{SL}}(r_f)_L \gamma_{LV} \cos \theta \), which simplifies as:

\[
(P_{\text{cap}})_L = \frac{2 f_{\text{SL}}(r_f)_L \gamma_{LV} \cos \theta}{w} \tag{38}
\]

where \( \gamma_{LV} \) is the surface free energy of the liquid-vapor interface. Note that the effect of the surface micro/nanotopography is incorporated into Equation (38) via the roughness factor. The roughness factor is given by Equation (26).
factor is the surface profile averaged over an area. This is similar to the effect of vibrations averaged using the temporal integral in Equation (11). The capillary pressure at a solid-oil interface is

\[
P_{\text{cap}}^{\text{oil}} = \frac{2\sigma_{\text{oil}} (r_f)^{\text{oil}} \gamma_{\text{oil}} \cos \theta_{\text{oil}}}{w}
\]

whereas the capillary pressure at a solid-water interface is

\[
P_{\text{cap}}^{\text{water}} = \frac{2\sigma_{\text{water}} (r_f)^{\text{water}} \gamma_{\text{water}} \cos \theta_{\text{water}}}{w}
\]

where \(\gamma_{\text{oil}}, \gamma_{\text{water}}, \theta_{\text{oil}}, \theta_{\text{water}}\) are the surface free energy of the oil-vapor interface, the surface free energy of the water-vapor interface, the equilibrium CA of oil and the equilibrium CA of water, respectively.

| Porous Material | Surface Texturing and Treatment | Wetting Property | Separates |
|-----------------|---------------------------------|------------------|-----------|
| Kapok plant fiber [39] | None | Hydrophobic, oleophilic | Diesel from water |
| Stainless steel mesh [45] | Polycrylamide hydrogel polymerization | Superhydrophilic, underwater superoleophobic | Vegetable oil, gasoline, diesel, crude oil, n-hexane, and petroleum ether from water with 99% efficiency |
| Stainless steel mesh [46] | Vertically-aligned multi-walled carbon nanotubes | Superhydrophobic, superoleophilic | Diesel from water |
| Copper mesh [47] | Etching followed by immersion in 1-hexadecanethiol | Superhydrophobic, superoleophilic | Diesel from water |
| Filter paper [40] | Hydrophobic silica + polystyrene | Superhydrophobic, oleophilic | Diesel from water with 96% efficiency |
| Stainless steel mesh [13] | Spray coating an emulsion of PTFE, polyvinyl acetate, polyvinyl alcohol and sodium dodecylbenzenesulfonate in water | Superhydrophobic, superoleophilic | Diesel from water |
| Copper mesh [48] | Copper hydroxide needles grown electrochemically and coated with silane | Superhydrophobic, superoleophilic | n-hexane |
| Stainless steel mesh [49] | Zinc oxide nano rod coating followed by immersion in stearic acid | Superhydrophobic, superoleophilic | Toluene from water |
| Stainless steel mesh [50] | Hexagonal ZnO nanorods | Superhydrophobic, superoleophilic | Paraffin oil from water |

PTFE: Polytetrafluoroethylene.

The capillary pressure, given by Equation (38), determines if the liquid spontaneously flows through the mesh. For a hydrophobic, oleophilic mesh \(P_{\text{cap}}^{\text{water}}\) is negative, whereas \(P_{\text{cap}}^{\text{oil}}\) is positive and as a result, oil selectively permeates through the pores; water permeates only if an external pressure is applied to negate \(P_{\text{cap}}^{\text{water}}\). For example, for a mesh of pore size \(w = 10 \ \mu m\) with the values \(r_f = 2.0, \gamma_{\text{water}} = 72 \ \text{mN/m}, \theta_{\text{water}} = 107^\circ, f_{\text{water}} = 0.19, \gamma_{\text{diesel}} = 23 \ \text{mN/m}, \theta_{\text{diesel}} = 60^\circ, f_{\text{diesel}} = 1.0\), we obtain \(P_{\text{cap}}^{\text{water}} = -1.6 \ \text{kPa}\) and \(P_{\text{cap}}^{\text{diesel}} = 4.6 \ \text{kPa}\). The mesh will stop the water, while allowing diesel through the pores. In the case of a mesh used for oil-water separation, micro/nanotopography augments the capillary pressure and is therefore a critical factor.
Equation (35) is the critical condition for flow through a vibrating pipe or out of a vessel, while Equation (37) is the critical condition for the permeability of a vibrating membrane. The vibrations were averaged over time. In Equation (38) the surface micro/nanotopography was averaged over the area. In essence micro/nanotopography can affect the mesoscale transport through porous media while small fast vibrations can affect the molecular transport through porous media.

Note the similarity between Equation (36) for osmotic pressure and Equation (38) for the capillary pressure. Additionally, note that the osmotic pressure is independent of the membrane properties, whereas the capillary pressure for wetting is dependent on the surface characteristics. The effect discussed in this section is different from that of classical osmosis. Osmosis is a molecular scale effect and the expression for the osmotic pressure in Equation (36) is derived from thermodynamics. The pattern-induced liquid separation, which we suggest to be referred to as “pseudo-osmosis”, is a mesoscale effect with a characteristic length scale (i.e., the superhydro/oleophobic/philic surface pattern of nanometers).

4. Conclusions

We discussed how small fast vibrations (temporal patterns) and micro/nanotopography (spatial patterns) can affect physicochemical properties. We used Kirchhoff’s dynamical analogy, which draw parallels between spatial patterns and vibrations. We also applied Kapitza’s method of separation of motions as a tool to find an effective force that can be substituted for small fast vibrations. We applied this tool to several examples, including the flow of liquid though vibrating pipes and membranes. In all these cases, we derived an expression for an effective force that can be substituted for vibrations or patterns.

Novel biomimetic membranes which are hydrophilic but oleophobic or hydrophobic but oleophilic can be developed using this principle. The separation of oil-water mixture using selectively wettable membranes/meshes is similar to the molecular osmotic transport across a semipermeable membrane; however, the principle is different since the phenomenon is not at the molecular scale.

It is important to note that, in all the cases discussed in this paper, vibrations or surface patterns lead to some nonlinearity or hysteresis, which results in a peculiar behavior such as stabilization and propulsion. Thus, spatial and temporal patterns can affect material and surface properties. Potential applications include smart materials with tunable properties. The approach developed in our paper allows estimating system design and performance by knowing the properties of small scale vibrations and patterns. More importantly, we suggest a general method to study how small patterns affect macroscale wetting properties with superhydrophobicity and oil-water separating membranes being examples of where the method can be applied.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Stephenson, A. On a new type of dynamical stability. Mem. Proc. Manch. Lit. Philos. Soc. 1908, 52, 1–10.
2. Stephenson, A. On induced stability. Philos. Mag. 1908, 15, 233–236. [CrossRef]
3. Kapitza, P.L. Pendulum with a vibrating suspension. Usp. Fiz. Nauk 1951, 44, 7–15.
4. Stephenson, A. On induced stability. Philos. Mag. 1909, 17, 765–766. [CrossRef]
5. Champneys, A.R.; Fraser, W.B. The ‘Indian rope trick’ for a parametrically excited flexible rod: Linearized analysis. Proc. R. Soc. A 2000, 456, 553–570. [CrossRef]
6. Ramachandran, R.; Maani, N.; Rayz, V.L.; Nosonovsky, M. Vibrations and spatial patterns in biomimetic surfaces: Using the shark-skin effect to control blood clotting. Philos. Trans. R. Soc. A 2016, 374, 20160133. [CrossRef] [PubMed]
7. Ramachandran, R.; Nosonovsky, M. Vibro-levitation and inverted pendulum: Parametric resonance in vibrating droplets and soft materials. Soft Matter 2014, 10, 4633–4639. [CrossRef] [PubMed]
8. Blekhman, I.I. Vibrational Mechanics; World Scientific: Singapore, 2000.
9. Lurie, K.A. An Introduction to the Mathematical Theory of Dynamic Materials; Springer: Berlin, Germany, 2007.
10. Nosonovsky, M.; Bhushan, B. Superhydrophobic Surfaces and emerging applications: Non-adhesion, energy, green engineering. *Curr. Opin. Colloid Interface Sci.* **2009**, *14*, 270–280. [CrossRef]

11. Wong, T.; Kang, S.H.; Tang, S.K.Y.; Smythe, E.J.; Hatton, B.D.; Grinthal, A.; Aizenberg, J. Bioinspired self-repairing slippery surfaces with pressure-stable omniphobicity. *Nature* **2011**, *477*, 443–447. [CrossRef] [PubMed]

12. Hejazi, V.; Sobolev, K.; Nosonovsky, M. From superhydrophobicity to icephobicity: Forces and interaction analysis. *Sci. Rep.* **2013**, *3*, 2194. [CrossRef] [PubMed]

13. Feng, L.; Zhang, Z.Y.; Mai, Z.H.; Ma, Y.M.; Liu, B.Q.; Jiang, L.; Zhu, D.B. A Super-hydrophobic and super-oleophilic coating mesh film for the separation of oil and water. *Angew. Chem. Int. Ed.* **2004**, *43*, 2012–2014. [CrossRef] [PubMed]

14. Vakarelski, I.U.; Patankar, N.A.; Marston, J.O.; Chan, D.Y.C.; Thoroddsen, S.T. Stabilization of Leidenfrost vapour layer by textured superhydrophobic surfaces. *Nature* **2012**, *489*, 274–277. [CrossRef] [PubMed]

15. Ramachandran, R.; Nosonovsky, M. Non-wetting, stabilization and phase transitions induced by vibrations and spatial patterns. In *Non-Wettable Surfaces: Theory, Preparation and Applications*; Ras, R., Marmur, A., Eds.; RSC: Cambridge, UK, 2017 (in press).

16. Landau, L.D.; Lifshitz, E.M. *Mechanics Volume 1 of Course of Theoretical Physics*, 2nd ed.; Pergamon Press: Oxford, UK, 1969.

17. Shi, Y.M.; Hearst, J.E. The Kirchhoff elastic rod, the nonlinear Schrodinger-equation, and DNA supercoiling. *J. Chem. Phys.* **1994**, *101*, 5186–5200. [CrossRef]

18. Starostin, E.L. Symmetric equilibria of a thin elastic rod with self-contacts. *Philos. Trans. R. Soc. A* **2004**, *362*, 1317–1334. [CrossRef] [PubMed]

19. Timoshenko, S.; Gere, J.M. *Theory of Elastic Stability*, 2nd ed.; McGraw-Hill: New York, NY, USA, 1961.

20. Meirovitch, L. *Fundamentals of Vibrations*; McGraw-Hill: Boston, MA, USA, 2001.

21. Nayfeh, A.H. *Perturbation Methods*; John Wiley: New York, NY, USA, 1973.

22. Dai, Q.; Huang, W.; Wang, X. Surface roughness and orientation effects on the thermo-capillary migration of a droplet of paraffin oil. *Exp. Therm. Fluid Sci.* **2014**, *57*, 200–206. [CrossRef]

23. Cho, K.L.; Wu, A.H.; Liaw, I.I.; Cookson, D.; Lamb, R.N. Wetting transitions on hierarchical surfaces. *J. Phys. Chem. C* **2012**, *116*, 26810–26815. [CrossRef]

24. Wenzel, R.N. Resistance of solid surfaces to wetting by water. *Ind. Eng. Chem.* **1936**, *28*, 988–994. [CrossRef]

25. Cassie, A.B.D.; Baxter, S. Wettability of porous surfaces. *Trans. Faraday Soc.* **1944**, *40*, 546–551. [CrossRef]

26. Marmur, A. Underwater superhydrophobicity: Theoretical feasibility. *Langmuir* **2006**, *22*, 1400–1402. [CrossRef] [PubMed]

27. Jones, P.; Kirn, A.; Rich, D.; Elliot, A.; Patankar, N.A. Controlling phase change: Drying-up under water or staying wet during boiling. In *Bulletin of the American Physical Society*; APS: San Francisco, CA, USA, 2014.

28. Patankar, N.A. Thermodynamics of sustaining gases in the roughness of submerged superhydrophobic surfaces. *Langmuir* **2016**, *32*, 7023–7028. [CrossRef] [PubMed]

29. Leidenfrost, J.G. On the fixation of water in diverse fire. *Int. J. Heat Mass Transf.* **1966**, *9*, 1153–1166. [CrossRef]

30. Wasnik, P.S.; N’guessan, H.E.; Tadmor, R. Controlling arbitrary humidity without convection. *J. Colloid Interface Sci.* **2015**, *455*, 212–219. [CrossRef] [PubMed]

31. Linke, H.; Aleman, B.J.; Mellin, L.D.; Taormina, M.J.; Francis, M.J.; Dow-Hygelund, C.C.; Narayanan, V.; Taylor, R.P.; Stout, A. Self-propelled Leidenfrost droplets. *Phys. Rev. Lett.* **2006**, *96*, 154502. [CrossRef] [PubMed]

32. Quere, D. Leidenfrost droplet dynamics. *Annu. Rev. Fluid Mech.* **2013**, *45*, 197–215. [CrossRef]

33. Dupeux, G.; Le Merrer, M.; Lagubeau, G.; Clanet, C.; Hardt, S.; Quere, D. Viscous mechanism for Leidenfrost propulsion on a ratchet. *EPL.* **2011**, *96*, 58001. [CrossRef] [PubMed]

34. Lagubeau, G.; Le Merrer, M.; Clanet, C.; Quere, D. Leidenfrost on a ratchet. *Nat. Phys.* **2011**, *7*, 395–398. [CrossRef]

35. Marin, A.G.; del Cerro, D.A.; Romer, G.R.B.E.; Pathiraj, B.; in ’t Veld, A.H.; Lohse, D. Capillary droplets on Leidenfrost micro-ratchets. *Phys. Fluids* **2012**, *24*, 122001. [CrossRef] [PubMed]

36. Wells, G.G.; Ledesma-Aguilar, R.; McHale, G.; Sefiane, K. A sublimation heat engine. *Nat. Commun.* **2015**, *6*, 6390. [CrossRef] [PubMed]
37. Wang, B.; Liang, W.; Guo, Z.; Liu, W. Biomimetic super-lyophobic and super-lyophilic materials applied for oil/water separation: A new strategy beyond nature. Chem. Soc. Rev. 2015, 44, 336–361. [CrossRef] [PubMed]

38. Hejazi, V.; Nosonovsky, M. Wetting transitions in two-, three-, and four-phase systems. Langmuir 2012, 28, 2173–2180. [CrossRef] [PubMed]

39. Lim, T.; Huang, X. In situ oil/water separation using hydrophobic-oleophilic fibrous wall: A lab-scale feasibility study for groundwater cleanup. J. Hazard. Mater. 2006, 137, 820–826. [CrossRef] [PubMed]

40. Wang, S.; Li, M.; Lu, Q. Filter paper with selective absorption and separation of liquids that differ in surface tension. ACS Appl. Mater. Interfaces 2010, 2, 677–683. [CrossRef] [PubMed]

41. Zhang, W.; Shi, Z.; Zhang, F.; Liu, X.; Jin, J.; Jiang, L. Superhydrophobic and superoleophilic PVDF membranes for effective separation of water-in-oil emulsions with high flux. Adv. Mater. 2013, 25, 2071–2076. [CrossRef] [PubMed]

42. Wang, Y.; Tao, S.; An, Y. A reverse membrane emulsification process based on a hierarchically porous monolith for high efficiency water-oil separation. J. Mater. Chem. A 2013, 1, 1701–1708. [CrossRef]

43. Wang, C.; Lin, S. Robust superhydrophobic/superoleophilic sponge for effective continuous absorption and expulsion of oil pollutants from water. ACS Appl. Mater. Interfaces 2013, 5, 8861–8864. [CrossRef] [PubMed]

44. Zhu, Y.; Zhang, F.; Wang, D.; Pei, X.F.; Zhang, W.; Jin, J. A novel zwitterionic polyelectrolyte grafted PVDF membrane for thoroughly separating oil from water with ultrahigh efficiency. J. Mater. Chem. A 2013, 1, 5758–5765. [CrossRef]

45. Xue, Z.; Wang, S.; Lin, L.; Chen, L.; Liu, M.; Feng, L.; Jiang, L. A novel superhydrophilic and underwater superoleophobic hydrogel-coated mesh for oil/water separation. Adv. Mater. 2011, 23, 4270–4273. [CrossRef] [PubMed]

46. Lee, C.; Baik, S. Vertically-aligned carbon nano-tube membrane filters with superhydrophobicity and superoleophilicity. Carbon 2010, 48, 2192–2197. [CrossRef]

47. Wang, C.; Yao, T.; Wu, J.; Ma, C.; Fan, Z.; Wang, Z.; Cheng, Y.; Lin, Q.; Yang, B. Facile approach in fabricating superhydrophobic and superoleophilic surface for water and oil mixture separation. ACS Appl. Mater. Interfaces 2009, 1, 2613–2617. [CrossRef] [PubMed]

48. La, D.; Nguyen, T.A.; Lee, S.; Kim, J.W.; Kim, Y.S. A stable superhydrophobic and superoleophilic Cu mesh based on copper hydroxide nanoneedle arrays. Appl. Surf. Sci. 2011, 257, 5705–5710. [CrossRef]

49. Wang, C.; Tzeng, F.; Chen, H.; Chang, C. Ultraviolet-durable superhydrophobic zinc oxide-coated mesh films for surface and underwater-oil capture and transportation. Langmuir 2012, 28, 10015–10019. [CrossRef] [PubMed]

50. Tian, D.; Zhang, X.; Wang, X.; Zhai, J.; Jiang, L. Micro/nanoscale hierarchical structured ZnO mesh film for separation of water and oil. Phys. Chem. Chem. Phys. 2011, 13, 14606–14610. [CrossRef] [PubMed]

© 2016 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC-BY) license (http://creativecommons.org/licenses/by/4.0/).