The role of oil prices in Philips curve modelling and forecasting of inflation

Orientation: The availability of an accurate and a reliable quantitative method for forecasting the behaviour of inflation is of importance, given the emphasis on price stability by central banks.

Research purpose: The conventional Phillips curve predictive model to explain the role of oil prices and associated implications in the forecasting of inflation using data from oil-exporting and oil-importing countries.

Motivation for the study: To determine whether augmenting the traditional demand-side Phillips curve with oil price supply-side shocks matters for the accuracy of predicting inflation using the Philips curve. Study to investigate the role of oil prices in the Phillip curve accuracy to predict inflation from the perspective of oil exporting–oil importing dichotomy.

Research approach/design and method: We extend the conventional Phillips curve predictive model to explain the role of oil prices and associated implications in the forecasting of inflation using data from oil-exporting and oil-importing countries. The study demonstrates that the forecast performance of the traditional (demand-based) Phillips curve improves when it is augmented with oil prices.

Main findings: We also find that, contrary to previous findings in the literature, the augmented Phillips curve model, which incorporates oil prices as a supply-side factor, outperforms the random walk model.

Practical/managerial implications: The robustness of these findings is evident across different sub-sample periods, forecast horizons and individual oil-exporting and oil-importing countries under consideration.

Contribution/value-add: The comparison outcome further reaffirms that the augmented Phillips curve with changes in oil prices as a proxy for the supply-side factor is the preferred predictive model in both in-sample and out-of-sample forecast performance.
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Introduction

The primary objective of monetary policy in nearly all countries is to achieve price stability. However, the attainment of low and stable inflation has been challenging partially because of the lack of an accurate and reliable method to predict inflation. Not only does the absence of a reliable insight on the evolution of future inflation hinder the attainment of price stability, but it also makes it difficult to formulate sound monetary policy in the absence of accurate inflation forecasts. It is in this light that the quest for an accurate and reliable method for forecasting inflation has continued to constitute a major concern for policymakers, investors and academics. Although the literature is replete with a variety of inflation predictors, the lack of consensus as to what models are best for forecasting inflation makes the task of inflation forecasting challenging. For instance, in spite of the prominence of the Phillips curve as the workhorse of many macroeconomic models in forecasting inflation, the recent empirical history appears to have been characterised by apparent inconsistency concerning the accuracy of the Phillips curve in the predictability of inflation (see Salisu & Isah 2018).

The Phillips curve approach to forecasting inflation presumes that the economy is closed and hence relies on demand-side or domestic cyclical factors such as output gap or unemployment as the sole determinants of inflation. However, there has been an ongoing debate on the concept of ‘global inflation’ positing that inflation is becoming more responsive to external forces and less responsive to domestic economic conditions. In economies where inflation is mostly driven by
external factors, the conventional Phillips curve-based predictive model tends to produce less accurate inflation forecasts. It is, therefore, important to understand the extent to which these external factors matter in the modelling and forecasting of inflation. It is against this background that this study hypothesises that augmenting the conventional Phillips model with these external factors is highly likely to improve the accuracy of inflation forecasting.

Historical data show that positive supply-side global shocks, such as changes in international oil prices, tend to change directly in the same direction with high and persistent inflation, particularly when the oil market is turbulent. Over the years, the international crude oil market has witnessed a series of supply and demand shocks in oil-exporting and oil-importing economies, respectively, attributable to political and economic tensions (Narayan, Liu & Westerlund 2015; Salisu & Fasanya 2013). Such episodes of upward and downward swings in the movement of oil prices seem to have reigned a keen interest amongst researchers as well as policymakers on the role of external factors such as supply-side oil price shocks in the predictability of inflation. A rise in oil prices is highly likely to cause an increase in production costs, which may subsequently be manifested in high prices of final goods and services.

Given the foregoing discussion, it is rational to presume that restricting inflation forecasting to domestic economic conditions may lead to inaccuracies, especially for economies that are vulnerable to supply-side shocks such as unanticipated changes in global oil prices. Motivated by the increasing evidence of a correlation between changes in global oil prices and domestic prices as pointed out by Colibioni and Gorodnichencko (2015) and Salisu et al. (2017), amongst others, the contribution of this study to the literature is twofold. Firstly, unlike Salisu and Isah (2018) as well as Salisu, Ademuyiwa and Isah (2018) whose studies mainly focussed on the United States and the Organisation for Economic Co-operation and Development (OECD), respectively, the significance of oil prices in the predictability of inflation may yet depend on the oil-exporting or oil-importing peculiarity of an economy. This, therefore, is the motivation for our choice oil export-import dichotomy as the case study.

Secondly, the study explores variant measures of inflation, different forecast performance measures and multiple sample periods to robustly determine the extent to which augmenting the Phillips curve with supply-side oil price shocks is the more accurate approach to predicting inflation. We evaluate and compare the accuracy of inflation forecasts based on demand-side, domestic-based factors and make comparisons with supply-side, external-based factors before testing whether combining the two sides in the same framework enhances the Phillips curve predictability of inflation. The rest of the article is organised into six sections. The Literature section review briefly reviews and discusses the relevant literature while the Theoretical framework section presents the model. The section on Data and preliminary analysis discusses the data and presents some preliminary results while the section on Estimation technique and procedures presents the estimation technique and procedures. The Empirical results and analysis section presents and discusses the findings of the study, and the Conclusion and recommendation section concludes the article.

**Literature review**

Amongst the early studies on the inconsistency of the Phillips curve predictive model relative to the auto-regression (AR) process to forecasting inflation are those by Gordon (1982), Stockton and Glassman (1987), Jaditz and Sayers (1994) and Cecchetti (1995). In a subsequent development, Stock and Watson (1999) also evaluated the accuracy and consistency of the Phillips curve approach to forecasting inflation across multiple sub-sample periods. Their finding suggests that Phillips curves based on the unemployment rate might be useful to forecasting inflation but insufficient when compared to forecasting based on other models. A reasonable number of empirical studies on the Phillips curve predictability of inflation seem to have produced results that suggest that the Phillips curve-based predictive model offers few or no advantages in the prediction of inflation relative to the conventional AR approach to forecasting inflation (see, e.g., Ang, Bekaert & Wei 2007; Atkeson & Ohanian 2001; Brayton, Roberts & Williams 1999; Orphanides & Van Norden 2004).

Notwithstanding that the problem with Phillips curve models may be the simplicity in their specification, studies further extend these models to include activity predictors to ascertain the dominance of the random walk approach to predicting inflation (Ang, Bekaert & Wei 2007; Canova 2007; Stock & Watson 2003, 2007). On the extent to which these findings hold for other economies besides the United States, Matheson (2006) studied Australia and New-Zealand and affirmed that the Phillips curve model is relatively less accurate to forecasting inflation when compared to the conventional naive predictive model (random walk hypothesis). It is based on the growing evidence of the relatively less accurate Phillips curves approach in predicting inflation that Stock and Watson (2008) queried the usefulness of activity-based inflation forecasting relative to the AR approach to forecasting inflation. Similar conclusions are reached by Diron and Mojon (2008) and Banbura and Mirza (2013).

Deducible from our review of the extant studies is widespread evidence of inconsistency in the Phillips curve predictability of inflation, compared to the naïve random walk approach to forecasting inflation. Of interest to the present study, however, is whether augmenting the Phillips curve with economic activity variables is likely to enhance its predictability of future inflation. Dotsey and Stark (2005), for instance, were of the view that including economic activity variables in the Phillips curve specification does not enhance its forecasting power to predict inflation. Stock and Watson (2008, 2009),
however, found the Philips curve based on activity variables to be more accurate in forecasting inflation, compared to other multivariate approaches.

It is given in the aforementioned findings that the present study relies on the increasing evidence of co-movement between the oil price and inflation to test the hypothesis that augmenting the Phillips curve with supply-side oil price shocks is likely to improve the Phillips curve’s predictability of inflation. This study acknowledges the contribution of Salisu et al. (2017) and Salisu et al. (2018) as amongst the few exceptions to have shown that accounting for supply-side oil price shocks matter for enhancing the accuracy of the Phillips curve in forecasting. The extent to which oil prices matter in the Phillips curve predictability of inflation varies for oil-exporting and oil-importing nations, and analysis of the ensuing relationships is unique to this study.

Theoretical framework

The traditional approach to the analysis of inflation dynamics is prominently based on the concept of the conventional Phillips curve as well as its long-run counterpart described by the non-accelerating inflation rate of unemployment (NAIRU). Theoretically, there are several competing frameworks for modelling and forecasting inflation (Ascari 2000). In the New-Keynesian Phillips curve, particularly, the rate of inflation depends on marginal cost and the expected inflation rate for the next period. It is this forward-looking feature coupled with the assertion that policy actions are not backward-looking that have seen the New-Keynesian Phillips curve model growing in prominence in the literature. The theoretical framework when modelling or predicting inflation. This notwithstanding, the traditional Phillips curve (i.e. the backward-looking Philips curve) remains the mainstay of modelling and forecasting inflation. This may partly be unconnected to the fact that the New-Keynesian Phillips curve is not entirely devoid of challenges. Notable amongst these are the strong persistence properties of inflation time series that have not been adequately explained (Salisu et al. 2018; Salisu & Isah 2018). However, the shifts in NAIRU have been suggested as necessary to capture such strong persistence and non-linearity (or structural instability) that has continued to characterise inflation (Stock & Watson 1996). The fact that this approach has been largely embraced in the formulation of inflation forecasting models (Salisu et al. 2018; Salisu & Isah 2018), amongst others, further gives credence to our preference for the backward-looking Phillips curve as the appropriate theoretical framework in the context of this study.

Model specification

Single-factor demand-side-based Phillips curve predictive model

There are two main variants of the single factor demand-side Phillips curve models: one includes the unemployment–inflation trade-off and the other involves the output–inflation trade-off. The former predicts an inverse relationship between the level of unemployment and inflation rate, whilst the latter hypothesises a positive relationship between output and inflation. In the case of the output–inflation perspective, which is most prominent in the literature, higher inflation is predicted if the actual output exceeds its potential (or if unemployment falls below its natural rate). This relationship is formally presented in Equation 1:

\[ \pi_t = \alpha + \beta_t \pi_{t-1} + \gamma_t (\ln y_{t-1} - \ln y_t), \quad \gamma > 0 \]  

[Eqn 1]

where \( \pi \) denotes the inflation rate, \( (L) \) is a polynomial in the lag operator and \( (\ln y_{t-1} - \ln y_t) \) measures the output gap, which proxies the demand-side domestic condition. Hypothetically, inflation is likely to rise if aggregate demand exceeds the potential capacity of the economy.

Single-factor supply-side-based Phillips curve predictive model

A major shortcoming of the traditional Phillips curve approach to predicting inflation is that it is limited to one way of modelling or forecasting inflation. For instance, in spite of the probable sensitiveness of inflation to supply-side shocks, the Phillips curve in Equation 1 does not take into account such cost-push factors. This, as earlier pointed out, undermines the accuracy of the Phillips curve in forecasting inflation over time. To capture whether supply-side cost-push factors matter for enhancing the accuracy of inflation forecasts, we augment Equation 1 with changes in global oil prices to proxy supply-side inflationary factors. The model is now given by:

\[ \pi_t = \alpha + \beta_t \pi_{t-1} + \lambda_t \left( \text{oil prices} \right) + \varepsilon_t, \quad \lambda > 0 \]  

[Eqn 2]

The supply-side predictive model based on cost-push in Equation 2 posits that there is a positive correlation between the cost of inputs in the form of global oil prices and inflation rates, where \( op \) denotes changes in oil prices computed as \( \text{log(oil price} \_t / \text{oil price}_{t-1}) \).

Augmented Phillips curve predictive model

One of the core objectives of this article is to investigate whether extending the Phillips curve predictive model to include supply-side oil price shocks matter for enhancing the predictability of inflation in oil-exporting and oil-importing economies. The augmented Phillips curve predictive model in Equation 3 enables the incorporation of both demand-side and supply-side factors for forecasting inflation:

\[ \pi_t = \alpha + \beta_t \pi_{t-1} + \gamma_t (\ln y_{t-1} - \ln y_t) + \lambda_t \left( \text{oil prices} \right) + \varepsilon_t, \]  

[Eqn 3]

The essence is to determine the extent to which this model is appropriate in forecasting inflation.

The random walk model

In line with standard practice in the literature, we compare the forecasting accuracy of our preferred predictive model amongst the various Phillips curve predictive models under consideration to the random walk model given by:

\[ \pi_t = \alpha + \beta_t \pi_{t-1} + \varepsilon_t \]  

[Eqn 4]
The consideration of the statistical forecasting model in Equation 4 is mainly informed by the historical evidence of such a naïve predictive model as more accurate to forecasting inflation relative to many activities based on predictive models. More importantly, comparing the forecasting accuracy of the random walk process to that of the Phillips curve model helps to give credence to our hypothesis that augmenting the Phillips curve with supply-side oil price shocks matter for the accurate forecasting of inflation.

**Data and preliminary analysis**

We consider two alternative measures of inflation, namely, headline inflation and core inflation. The log of Brent crude oil price is used as a measure for the supply-side component of the predictive model, whilst the output gap is used as a proxy for the demand-side component of the predictive model. The latter is measured as \((\pi_t - \hat{\pi}_t)\), where \(\pi_t\) is measured by the log of industrial production index, and \(\hat{\pi}_t\) is the potential output computed using the Hodrick–Prescott filter. All variables are in monthly frequency from January 2000 to December 2016. Whilst acknowledging that there are more than 15 and up to 20 countries ranked amongst the top oil-importing and oil-exporting countries, respectively (see World Fact Book for details on the rankings), the choice of the selected countries was mainly informed by the availability of data. The data were mainly sourced from the International Monetary Fund’s (IMF) International Financial Statistics (IFS) except for crude oil prices, which were obtained from the Energy Information Administration (EIA) database.

Whilst examining the statistical properties of the series, we find the average monthly consumer price index of oil-importing countries as relatively lower, compared to the mean value of consumer prices index in oil-importing nations over the same period (see Table 1). In the case of industrial production index, which proxies for demand-side factor in the Phillips curve specification, quite an interesting result and true to the expectation is the fact that the monthly average industrial price index is relatively higher for the selected oil-importing countries, majority of whose economy is industrialised.

Equally notable in Table 1 is the evidence of relatively higher standard deviation values for the consumer price index in oil-exporting countries, compared to oil-importing economies, which is an indication that inflation in oil-importing countries has been less volatile, compared to the oil-exporting countries. The result is mixed with respect to the industrial production index. However, with a standard deviation value of 33.72, the global oil price seems the most volatile of all the series under consideration. On the statistical distribution of the series, the kurtosis statistic appears predominantly platykurtic except for Japan where both consumer price index and industrial price index are leptokurtic. For the skewness statistic, the direction of the skewness appears mixed across the series and economies.

### Estimation technique and procedures

All the specified predictive models except for the random walk specification in Equation 4 are estimated using the autoregressive distributed lag (ARDL) technique. The choice of the ARDL over the standard linear regression method hinges on its viability to produce robust results even when there is a concern of mixed orders of integration, for instance, \(I(0)\) & \(I(1)\). The ARDL model following Pesaran, Shin and Smith (2001) could be represented as follows:

**Table 1: Descriptive statistics.**

| Variable                        | Mean  | Std. dev. | Kurtosis | Skewness | Mean  | Std. dev. | Kurtosis | Skewness |
|---------------------------------|-------|-----------|----------|----------|-------|-----------|----------|----------|
| **Net oil-exporting country**   |       |           |          |          |       |           |          |          |
| Algeria                         | 78.6622 | 33.1476 | 2.4125  | -0.1147  | 97.1256 | 7.2485   | 2.6957   | 0.5387   |
| Canada                          | 89.1867 | 13.4434 | 1.6846  | 0.1018   | 103.9460 | 14.3147  | 2.0309   | -0.5081  |
| Mexico                          | 70.6870 | 36.1681 | 1.8214  | -0.2073  | 91.6816 | 13.1637  | 1.8952   | -0.3870  |
| Nigeria                         | 65.9131 | 56.6188 | 2.7958  | 0.8718   | 99.0804 | 12.7363  | 1.9812   | 0.3311   |
| Norway                          | 87.8398 | 14.2163 | 1.8887  | 0.1366   | 104.2746 | 11.6296  | 2.1317   | -0.2178  |
| **Net oil-importing country**   |       |           |          |          |       |           |          |          |
| Belgium                         | 88.7932 | 14.0336 | 1.7461  | 0.1662   | 82.7316 | 17.7389  | 1.5578   | 0.1408   |
| France                          | 90.4079 | 11.1099 | 1.6864  | -0.0125  | 106.0125 | 7.3682   | 2.1750   | -0.1205  |
| Germany                         | 91.9217 | 10.9366 | 1.9486  | -0.1389  | 93.3033 | 13.5522  | 1.6516   | 0.1716   |
| Italy                           | 86.8070 | 15.9819 | 1.9137  | -0.2620  | 104.8151 | 11.1186  | 1.8732   | 0.0328   |
| Japan                           | 101.0436 | 2.0323 | 5.6817  | -1.1336  | 100.9216 | 6.1365   | 4.6150   | -0.0045  |
| Korea                           | 81.9843 | 21.3033 | 2.0487  | 0.6263   | 66.8392 | 31.1551  | 1.5351   | 0.1060   |
| The Netherlands                 | 88.8446 | 14.4109 | 1.7423  | -0.0682  | 89.0890 | 11.1585  | 2.2729   | -0.0378  |
| Spain                           | 84.1705 | 17.8878 | 1.7179  | -0.1765  | 103.7804 | 11.9286  | 1.8392   | 0.4349   |
| The United Kingdom              | 88.5078 | 15.0622 | 1.9699  | 0.2903   | 102.9848 | 6.3180   | 2.0250   | -0.0642  |
| The United States               | 86.5636 | 16.1878 | 1.6721  | 0.0116   | 95.5924 | 14.4720  | 2.2667   | -0.7910  |
| Oil prices (\(p_t\))            | 47.7600 | 33.7189 | 2.3689  | 0.8478   | -     | -         | -        | -        |

Note: \(x_t\) represents inflation using CPI, Consumer Price Index, \(\pi_t\) is output series using IPI, Industrial Production Index, and \(\pi_t\) is global oil prices. In addition to the mean values of the series, other statistics considered are standard deviation (std. dev.), Kurtosis and Skewness.
\[ \pi_t = \alpha + \sum_{i=1}^{\delta} \pi_{t-i} + \sum_{j=0}^{\gamma} \chi_{t-j} + \epsilon_t \]  

[Eqn 5]

where \( \chi_t \) denotes domestic demand-side and external supply-side determinants of inflation to be singly analysed in a single factor-based predictive model and subsequently combined in a multiple factors-based predictive model. The lag orders for the dependent and independent variables are captured with \( \delta \) and \( \gamma \), respectively. We follow the Hendry General-to-Specific approach using the Akaike Information Criterion to determine the optimal lag order combination in the ARDL model. The parsimonious model obtained through this process for each of the various variants considered forms the basis for generating parameter estimates and forecasts. Nonetheless, relevant diagnostic and robustness checks are also conducted to verify the reliability of regression estimates.

### Forecast performance measure/technique

Quite a reasonable number of the extant studies have suggested that it is logical to consider multiple sub-sample periods as necessary to ascertain the robustness of a predictive model (Rapach, Strauss & Zhou 2010; Welch & Goyal 2008). However, there is no laid down rule to determine such sub-sample periods; instead, analysts often use 25%, 50% and/or 75% of the total observations at their disposal (Narayan & Gupta 2015; Salisu et al. 2018; Salisu & Isah 2018). Multiple sub-sample periods in the context of this article would involve using 50% and 75% of the total sample. Consequently, there are alternative procedures to follow to produce out-of-sample forecasts; however, the rolling window approach to forecasting still remains the most prominent and, therefore, is most preferred to produce out-of-sample forecast in this study.

To determine the forecasting power, the various predictive models are specified: the traditional root mean square error (RMSE) and its adjusted version (ARMSE) developed by Moosa and Burns (2012) are critically examined. These methods of evaluating forecast performance would be employed for the in-sample and out-of-sample forecasts. Where the full sample period is given as \( t=m+1, \ldots, m+k \), \( m \) will be defined as the in-sample period, whilst \( k \) on the other hand denotes forecast horizon such that the RMSE for the two forecast periods is as follows:

**In-sample:**

\[ \text{RMSE} = \sqrt{\frac{1}{m} \sum_{t=1}^{m} (\hat{\pi}_t - \pi_t)^2} \]  

[Eqn 6a]

**Out-of-sample:**

\[ \text{RMSE} = \sqrt{\frac{1}{k} \sum_{t=m+1}^{m+k} (\hat{\pi}_t - \pi_t)^2} \]  

[Eqn 6b]

The adjusted RMSE developed by Moosa and Burns (2012) is calculated using the formula below:

**In-sample:**

\[ \text{ARMSE} = \sqrt{\frac{CR}{m} \sum_{t=1}^{m} (\hat{\pi}_t - \pi_t)^2} \]  

[Eqn 7a]

**Out-of-sample:**

\[ \text{ARMSE} = \sqrt{\frac{CR}{k} \sum_{t=m+1}^{m+k} (\hat{\pi}_t - \pi_t)^2} \]  

[Eqn 7b]

where CR is the confusion rate computed as CR=1-DA, and DA, which is the direction accuracy, is calculated correspondingly to evaluate the in-sample and out-of-sample forecasts as follows:

**In-sample:**

\[ \text{DA} = \frac{1}{m} \sum_{t=1}^{m} \left\{ \begin{array}{ll} 1 & \text{if} \quad (\hat{\pi}_{t+1} - \pi_t) (\hat{\pi}_{t+1} - \pi_t) > 0 \\ 0 & \text{if} \quad (\hat{\pi}_{t+1} - \pi_t) (\hat{\pi}_{t+1} - \pi_t) < 0 \end{array} \right. \]  

[Eqn 8a]

**Out-of-sample:**

\[ \text{DA} = \frac{1}{k} \sum_{t=m+1}^{m+k} \left\{ \begin{array}{ll} 1 & \text{if} \quad (\hat{\pi}_{t+1} - \pi_t) (\hat{\pi}_{t+1} - \pi_t) > 0 \\ 0 & \text{if} \quad (\hat{\pi}_{t+1} - \pi_t) (\hat{\pi}_{t+1} - \pi_t) < 0 \end{array} \right. \]  

[Eqn 8b]

where two competing predictive models have the same RMSE values, the one with the higher CR should have a higher ARMSE (Moosa & Burns 2012). A good feature of ARMSE as defined in Equations 8a and 8b is that it is not partial to the magnitude of RMSE or direction (CR) (Moosa & Burns 2012).

### Empirical results and analysis

#### Predictability test results

We commence the presentation of the empirical results with the evaluation of the significance of output (\( y \)) growth and oil prices as potential predictors of inflation. Presented in Table 2 is the predictability test results for the single factor predictors across both the demand-side and supply-side predictive models. The first section of the table presents the results for the domestic factor demand-side predictive model, whilst the second contains results for the external factor supply-side predictive model. Although, the significance of the coefficients for output and oil prices is evident across the two economies under consideration, it seems relatively more pronounced in the case of the latter. On whether combining the two predictive factors in a single predictive modelling framework matters for enhancing the Phillips curve accuracy to forecast inflation, Table 3 shows the augmented predictive model in this respect as the more accurate, particularly in oil-importing countries.

### Forecasting performance evaluation results

Having determined the predictability status of the predictor series, namely, output (\( y \)) and oil prices (\( p \)) both in the single- and multiple-factor predictive cases, we then proceed to evaluate the in-sample and out-of-sample forecast performance of the estimated predictive models.

#### In-sample forecast performance results

We evaluate and examine the relative in-sample forecast performance of the various activity-based predictive models considered. Essentially, we partitioned the in-sample forecast...
**TABLE 2:** Autoregressive distributed lag predictability results for the single factor predictors.

| Variable          | Short run | Demand-side single factor predictor ($\lambda$) | Supply-side single factor predictor ($\omega$) |
|-------------------|-----------|-----------------------------------------------|---------------------------------------------|
|                   | n         | h %                                           | n %                                         |
| Algeria           | 0.1814*** | 0.0926 0.3778*** 0.2113 -0.4801***           | 0.093 0.2778 16.5861 0.0000 0.1238 1.0344*** |
| Canada            | 0.0144    | 0.0289 0.0141 0.0280 -0.1237***              | 0.0186 0.4245 6.0078 1.0392 -0.1691*** |
| Mexico            | -0.5976***| 0.0858 -0.8611*** 0.0606 -0.8484***           | 0.0818 0.5757 37.6415 0.0000 26.2088*** |
| Nigeria           | -0.0708   | 0.1625 0.07619 0.1730 -0.9298***              | 0.0096 0.2674 17.3399 0.0000 1.1268 -0.0708*** |
| Norway            | -0.9246***| 0.0133 -0.9347*** 0.0972 -0.9892***           | 0.0107 0.9412 5.4412 0.0061 7.7172*** -0.9246*** |
| Japan             | 0.4057*** | 0.005 0.4203*** 0.0457 -0.9592***             | 0.016 0.1077 4.3619 0.0067 1.8422 0.0125*** |
| Germany           | 0.5056*** | 0.0076 0.0569*** 0.0575 -0.9973***             | 0.0169 0.1788 9.8210 0.0001 8.1879** 0.5056*** |
| Italy             | 0.5014*** | 0.0045 0.4528*** 0.0326 -0.9967***             | 0.0071 0.5869 58.5958 0.0000 1.6482 0.4514*** |
| Japan             | 0.0035    | 0.0141 0.0094 0.036 0.3782***                  | 0.0136 0.1713 6.5136 0.0005 0.0408 0.0035 |
| Korea             | -0.7350** | 0.0388 -0.8071*** 0.1145 -0.9106***            | 0.0112 -0.0042 0.8280 0.4406 0.0556 0.0134 |
| The Netherlands   | -0.0249***| 0.0087 -0.0049 0.0371 -0.9595***               | 0.0096 0.2653 8.3136 0.0000 1.0294 0.0261*** |
| Spain             | 0.0170    | 0.0304 0.0014 0.0700 -0.4019***                 | 0.0156 0.4159 19.9895 0.0000 3.3125 0.0952*** |
| The United Kingdom| 0.0094    | 0.0328 -0.1899*** 0.1108 0.5291***              | 0.0137 0.8386 11.1773 0.0000 1.0090 0.0076 |
| The United States | 0.0250    | 0.0378 0.0098 0.0000 -2.5400***                 | 0.0136 0.3029 12.5883 0.0000 1.1411 0.5127*** |

Note: The in-sample predictability is obtained by estimating the autoregressive distributed lag (ARDL) model specified in Equation 3.5, where $\lambda$ is denoting coefficient for the individual predictors across the respective single- and multiple-factor inflation models. The values reported in parentheses are standard errors for the coefficient and probability value for the $F$-stat. The asterisk *** indicates 1%, 5% and 10% levels of significance respectively.

**TABLE 3:** Autoregressive distributed lag predictability results for multiple factor predictors.

| Variable          | Short run | Demand-side of multiple factor predictors ($\lambda$) | Supply-side of multiple factor predictors ($\omega$) |
|-------------------|-----------|-----------------------------------------------------|---------------------------------------------------|
|                   | n         | h %                                                 | n %                                               |
| Algeria           | 1.0034*** | 0.0930 1.0173*** 0.1411                              | 0.0205 0.0179 -0.0208 0.0181 -0.9863*** 0.0945 0.27 |
| Canada            | 0.0386    | 0.0282 0.0374 0.0296                                | 0.0144*** 0.0038 0.0146*** 0.0042 -0.9686*** 0.1043 0.15 |
| Mexico            | -0.1719*  | 0.0897 0.0630 0.5800                                | 0.032 0.0120 0.0131 0.0499 -0.2429* 0.0828 0.57 |
| Nigeria           | 0.0708    | 0.1357 0.0761 0.1714                                | 0.0065 0.0294 0.0070 0.0317 -0.2989* 0.0978 0.27 |
| Norway            | -0.9246***| 0.0139 -0.9347*** 0.0997                              | 0.0030 0.0043 0.0031 0.0044 -0.8928*** 0.1089 0.12 |
| Belgium           | 0.0125    | 0.0022 0.0261 0.0234                                | 0.0170*** 0.0198 0.0289*** 0.0195 -0.5889*** 0.1297 0.12 |
| France            | 0.5054*** | 0.0061 0.5308*** 0.0473                              | 0.0137*** 0.0017 0.0137*** 0.0021 -0.9737*** 0.0820 0.91 |
| Germany           | -0.5604***| 0.1285 -0.4193*** 0.0990                              | 0.0291 0.0315 0.0296 0.0376 -1.3365*** 0.1114 0.1754 |
| Italy             | 0.4514*** | 0.0040 0.4472*** 0.0284                              | 0.0122*** 0.0016 -0.0122*** 0.0017 -0.9867*** 0.0675 0.6932 |
| Japan             | 0.0035    | 0.0144 0.0494 0.0365                                | 0.0087*** 0.0041 0.0230 0.0187 0.1782*** 0.1811 0.1806 |
| Korea             | -0.7350***| 0.0413 -0.8701*** 0.1119                               | 0.0114 0.0114 0.0114 0.0250 -0.9789*** 0.1133 0.1279 |
| Netherlands       | -0.0249***| 0.0085 0.0133 0.0171                                | 0.0017 0.0128 0.0345 0.0168 0.0599** 0.0963 0.0604 |
| Spain             | 0.0170    | 0.0254 0.0141 0.0591                                | 0.0106*** 0.0041 0.0011 0.0156 -0.4195*** 0.1413 0.6378 |
| The United Kingdom| 0.0094    | 0.0035 0.0189** 0.1039                                 | 0.0083** 0.0040 0.0161 0.0457 0.5291*** 0.1368 0.4728 |
| The United States | -1.1576***| 0.0516 -1.5497*** 0.1561                                 | 0.0092*** 0.0032 0.0093 0.0034 -0.9830*** 0.0894 0.5276 |

Note: The in-sample predictability is obtained by estimating the autoregressive distributed lag (ARDL) model specified in Equation 3.5, where $\lambda$ is denoting coefficient for the individual predictors across the respective single- and multiple-factor inflation models. The values reported in parentheses are standard errors for the coefficient and probability value for the $F$-stat. The asterisk *** indicates 1%, 5% and 10% levels of significance respectively.

ECM, Error Correction Mechanism; LM, Lagrange Multiplier
performance analysis into three: firstly, we examine the relative in-sample forecast performance of demand-side single-factor-based predictive model as against supply-side single-factor-based predictive model. Secondly, we compare the forecast performance of each of the single-factor-based predictive models relative to the augmented or multiple-factors-based predictive model. Thirdly, we compare the forecast performance of each of the activity-based predictive model to that of a random walk univariate-based predictive model.

Demand-side versus supply-side in-sample forecast performance: Tables 4 and 5 present the performance of the in-sample forecasts of the different variants of the Phillips curve predictive models estimated. Starting with the single-factor-based predictive models, the RMSE and ARMSE values in Table 4 show that when 50% of the total observations are considered, the demand-side predictive model appears to be more accurate in predicting inflation in the case of oil-exporting economies. The results are, however, mixed for oil-importing countries even when we extend the sample size to 75% of the total observation. These results were further subjected to robustness check using an alternative forecast performance measure (ARMSE) and the results were consistent irrespective of the sub-sample period considered.

Multiple-factor versus single-factor in-sample forecast performance: Here, the concern is whether combining both the domestic and external determinants of inflation in the same predictive framework can enhance the predictability of inflation as against the respective demand-side and supply-side predictors in a separate predictive model. The empirical results represented in the middle columns of Tables 4 and 5 for

| Table 4: In-sample forecast performance using the root mean square error and adjusted root mean square error (50% sample size). |
| Variable | Single-factor predictive model | Multiple-factor predictive model | Auto-regression predictive model |
| --- | --- | --- | --- |
| | Demand side ($y_t$) | Supply side ($y_t$) | Demand side ($y_t$) | Supply side ($y_t$) | Demand side ($y_t$) | Supply side ($y_t$) | AR(1) | AR(2) |
| Net oil-exporting country | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE |
| Algeria | 0.0331 | 0.0132 | 0.0335 | 0.0146 | 0.0330 | 0.0136 | 0.2371 | 0.2669 |
| Canada | 0.0056 | 0.0021 | 0.0055 | 0.0019 | 0.0055 | 0.0019 | 0.0138 | 150.806 |
| Mexico | 0.0252 | 0.0131 | 0.0276 | 0.0156 | 0.0251 | 0.0133 | 0.0453 | 0.5563 |
| Nigeria | 0.0559 | 0.0251 | 0.0549 | 0.0233 | 0.0544 | 0.0231 | 0.0614 | 0.3695 |
| Norway | 0.0057 | 0.0017 | 0.0062 | 0.0024 | 0.0052 | 0.0017 | 34.321 | 0.0417 |
| Net oil-importing country | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE |
| Belgium | 0.0038 | 0.0013 | 0.0038 | 0.0012 | 0.0035 | 0.0009 | 0.0041 | 0.0277 |
| France | 0.0028 | 0.0009 | 0.0030 | 0.0010 | 0.0025 | 0.0008 | 0.0030 | 0.0209 |
| Germany | 0.0525 | 0.0173 | 0.0412 | 0.0168 | 0.0412 | 0.0168 | 0.2289 | 0.000 |
| Italy | 0.0033 | 0.0015 | 0.0037 | 0.0019 | 0.0032 | 0.0015 | 0.0034 | 0.0304 |
| Japan | 0.0056 | 0.0018 | 0.0056 | 0.0018 | 0.0056 | 0.0018 | 0.0502 | 0.0441 |
| Korea | 0.0177 | 0.0066 | 0.0178 | 0.0068 | 0.0165 | 0.0063 | 23.061 | 475.584 |
| The Netherlands | 0.0030 | 0.0010 | 0.0031 | 0.0011 | 0.0026 | 0.0008 | 23.061 | 135.30 |
| Spain | 0.0053 | 0.0022 | 0.0046 | 0.0017 | 0.0046 | 0.0018 | 0.0612 | 0.0398 |
| The United Kingdom | 0.0054 | 0.0015 | 0.0065 | 0.0022 | 0.0050 | 0.0013 | 258.55 | 0.0771 |
| The United States | 0.0030 | 0.0012 | 0.0025 | 0.0010 | 0.0025 | 0.0010 | 0.0331 | 0.0224 |

RMSE, root mean square error; ARMSE, adjusted root mean square error; AR, auto-regression.

| Table 5: In-sample forecast performance using the root mean square error and adjusted root mean square error (75% sample size). |
| Variable | Single-factor predictive model | Multiple-factor predictive model | Auto-regression predictive model |
| --- | --- | --- | --- |
| | Demand side ($y_t$) | Supply side ($y_t$) | Demand side ($y_t$) | Supply side ($y_t$) | Demand side ($y_t$) | Supply side ($y_t$) | AR(1) | AR(2) |
| Net oil-exporting country | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE |
| Algeria | 0.0299 | 0.0126 | 0.0299 | 0.0121 | 0.0295 | 0.0120 | 0.3669 | 0.4508 |
| Canada | 0.0060 | 0.0021 | 0.0054 | 0.0017 | 0.0054 | 0.0017 | 0.0098 | 25.086 |
| Mexico | 0.0242 | 0.0122 | 0.0249 | 0.0133 | 0.0243 | 0.0122 | 0.0526 | 0.7822 |
| Nigeria | 0.0508 | 0.0210 | 0.0506 | 0.0205 | 0.0509 | 0.0219 | 0.0543 | 0.4723 |
| Norway | 0.0059 | 0.0016 | 0.0062 | 0.0021 | 0.0057 | 0.0018 | 0.0065 | 0.0571 |
| Net oil-importing country | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE |
| Belgium | 0.0043 | 0.0014 | 0.0040 | 0.0015 | 0.0036 | 0.0012 | 0.0054 | 0.0437 |
| France | 0.0032 | 0.0010 | 0.0032 | 0.0011 | 0.0025 | 0.0007 | 0.0037 | 0.0331 |
| Germany | 0.0429 | 0.0151 | 0.0395 | 0.0142 | 0.0380 | 0.0153 | 0.2205 | 0.0000 |
| Italy | 0.0038 | 0.0017 | 0.0039 | 0.0018 | 0.0037 | 0.0016 | 0.0041 | 0.0590 |
| Japan | 0.0053 | 0.0018 | 0.0053 | 0.0020 | 0.0052 | 0.0019 | 0.0107 | 0.0613 |
| Korea | 0.0155 | 0.0058 | 0.0156 | 0.0063 | 0.0154 | 0.0060 | 0.0477 | 0.3798 |
| The Netherlands | 0.0036 | 0.0011 | 0.0040 | 0.0012 | 0.0031 | 0.0009 | 0.0045 | 0.0400 |
| Spain | 0.0077 | 0.0027 | 0.0069 | 0.0018 | 0.0066 | 0.0018 | 0.0138 | 0.0776 |
| The United Kingdom | 0.0062 | 0.0021 | 0.0064 | 0.0022 | 0.0066 | 0.0025 | 20.348 | 0.0923 |
| The United States | 0.0058 | 0.0023 | 0.0044 | 0.0015 | 0.0040 | 0.0013 | 85.605 | 0.0596 |

RMSE, root mean square error; ARMSE, adjusted root mean square error; AR, auto-regression.
50% and 75% sub-samples, respectively, seem to be suggesting that augmenting the Phillips curve predictive with supply-side oil price shocks matters for the predictability of inflation. The finding seems consistent for oil-importing nations. However, the alternative forecast performance measure and varying sample periods are rather episodic for Mexico and Nigeria in the case of oil-exporting economies.

**Out-of-sample forecast performance results**

Because the existence of in-sample predictability is not necessarily a sufficient condition to assume out-of-sample predictability, we extend the analysis to out-of-sample performance evaluation. Exploring a rolling window approach to forecasting inflation, we consider one-quarter period ($h = 1$) and two-quarter periods ($h = 2$) ahead of forecast horizons. Similar to the in-sample analyses, we consider multiple sub-sample periods of 50% and 75% of the total observations.

**Demand-side versus supply-side out-of-sample forecast performance:** Starting with the forecast performance results generated using half (50%) of the total observations, the empirical results in Table 6 show that when forecasting for the one quarter ahead, the traditional demand-side Phillips curve model is likely to be more accurate to forecast inflation in the net oil-importing economies. For instance, the RMSE values in Table 6 seem relatively lower for the demand-side predictor in a number of the selected countries as against the RMSE for the supply-side predictor. However, whilst there is little or no significant difference in the results even when we extend our forecast horizon to two-quarter periods ahead in Table 7, the supply-side-based Phillips curve

---

**TABLE 6:** Out-of-sample forecast performance using the root mean square error and adjusted root mean square error for $k = 1$ (50% sample size).

| Variable                  | Single-factor predictive model | Multiple-factor predictive model | Auto-regression predictive model |
|---------------------------|---------------------------------|----------------------------------|----------------------------------|
|                           | Demand side ($y_t$)             | Supply side ($p_t$)              |                                  |
|                           | RMSE & ARMSE                    | RMSE & ARMSE                     | RMSE & ARMSE                     |
| Algeria                   | 0.0296 & 0.0160                 | 0.0276 & 0.0149                  | 0.0288 & 0.0156                  |
| Canada                    | 0.0035 & 0.0012                 | 0.0035 & 0.0000                  | 0.0035 & 0.0000                  |
| Mexico                    | 0.0198 & 0.0072                 | 0.0208 & 0.0076                  | 0.0214 & 0.0078                  |
| Nigeria                   | 0.0352 & 0.0129                 | 0.0298 & 0.0109                  | 0.0299 & 0.0109                  |
| Norway                    | 0.0036 & 0.0000                 | 0.0040 & 0.0014                  | 0.0054 & 0.0000                  |

**Net oil-importing country**

| Belgium                   | 0.0027 & 0.0010                 | 0.0023 & 0.0008                  | 0.0027 & 0.0010                  |
| France                    | 0.0020 & 0.0000                 | 0.0028 & 0.0010                  | 0.0020 & 0.0000                  |
| Germany                   | 0.0069 & 0.0025                 | 0.0103 & 0.0037                  | 0.0101 & 0.0037                  |
| Italy                     | 0.0032 & 0.0012                 | 0.0040 & 0.0021                  | 0.0042 & 0.0015                  |
| Japan                     | 0.0025 & 0.0000                 | 0.0024 & 0.0000                  | 0.0024 & 0.0000                  |
| Korea                     | 0.0051 & 0.0000                 | 0.0058 & 0.0000                  | 0.0074 & 0.0000                  |
| The Netherlands           | 0.0040 & 0.0000                 | 0.0044 & 0.0000                  | 0.0033 & 0.0000                  |
| Spain                     | 0.0105 & 0.0000                 | 0.0087 & 0.0000                  | 0.0086 & 0.0000                  |
| The United Kingdom        | 0.0040 & 0.0000                 | 0.0068 & 0.0000                  | 0.0063 & 0.0023                  |
| The United States         | 0.0045 & 0.0016                 | 0.0043 & 0.0025                  | 0.0043 & 0.0015                  |

RMSE, root mean square error; ARMSE, adjusted root mean square error; $k$, kth period ahead; AR, auto-regression.

**TABLE 7:** Out-of-sample forecast performance using the root mean square error and adjusted root mean square error for $k = 2$ (50% sample size).

| Variable                  | Single-factor predictive model | Multiple-factor predictive model | Auto-regression predictive model |
|---------------------------|---------------------------------|----------------------------------|----------------------------------|
|                           | Demand side ($y_t$)             | Supply side ($p_t$)              |                                  |
|                           | RMSE & ARMSE                    | RMSE & ARMSE                     | RMSE & ARMSE                     |
| Algeria                   | 0.0034 & 0.0186                 | 0.0328 & 0.0204                  | 0.0336 & 0.0181                  |
| Canada                    | 0.0036 & 0.0013                 | 0.0033 & 0.0008                  | 0.0034 & 0.0008                  |
| Mexico                    | 0.0235 & 0.0127                 | 0.0232 & 0.0125                  | 0.0254 & 0.0137                  |
| Nigeria                   | 0.0480 & 0.0175                 | 0.0460 & 0.0210                  | 0.0471 & 0.0215                  |
| Norway                    | 0.0041 & 0.0010                 | 0.0044 & 0.0016                  | 0.0054 & 0.0013                  |

**Net oil-importing country**

| Belgium                   | 0.0035 & 0.0013                 | 0.0032 & 0.0011                  | 0.0028 & 0.0010                  |
| France                    | 0.0024 & 0.0009                 | 0.0028 & 0.0010                  | 0.0025 & 0.0009                  |
| Germany                   | 0.0060 & 0.0027                 | 0.0169 & 0.0077                  | 0.0169 & 0.0077                  |
| Italy                     | 0.0029 & 0.0010                 | 0.0037 & 0.0020                  | 0.0040 & 0.0018                  |
| Japan                     | 0.0035 & 0.0000                 | 0.0032 & 0.0000                  | 0.0032 & 0.0000                  |
| Korea                     | 0.0064 & 0.0016                 | 0.0072 & 0.0018                  | 0.0096 & 0.0024                  |
| The Netherlands           | 0.0032 & 0.0000                 | 0.0036 & 0.0000                  | 0.0024 & 0.0000                  |
| Spain                     | 0.0106 & 0.0000                 | 0.0092 & 0.0000                  | 0.0092 & 0.0000                  |
| The United Kingdom        | 0.0033 & 0.0000                 | 0.0059 & 0.0000                  | 0.0052 & 0.0013                  |
| The United States         | 0.0043 & 0.0011                 | 0.0038 & 0.0009                  | 0.0038 & 0.0009                  |

RMSE, root mean square error; ARMSE, adjusted root mean square error; $k$, kth period ahead; AR, auto-regression.
model rather than the traditional demand-side appears to be more accurate when the forecast horizon is \( h = 2 \) in the case of oil-exporting countries. Tables 8 and 9 extend our sample size for the out-of-sample forecasting evaluation from 50% to 75% of the total observations. However, the finding shows no evidence of a significant difference in the relative out-of-sample forecast performance of the traditional demand-side and the supply-side predictive models. Because of inconsistency with the in-sample forecast performance evaluation, we also subject the out-of-sample forecast results to robustness check using ARMSE. Again, we find the results to be robust and consistent across different sub-sample periods and forecast horizons.

### Multiple-factor versus single-factor out-of-sample forecast performance

Similar to in-sample forecast performance reports, the RMSE forecast performance evaluation results in Tables 5 and 6 show that our proposed augmented (multi-factor)-based predictive model consistently outperforms the respective single-factor-based predictive models. This evidence of a preference for the augmented Phillips curve predictive model seems consistent and robust across different forecast horizons and sub-sample periods. Consequently, we also explore the adjusted version of the RMSE to further ascertain the relative accuracy of the multi-factor predictive model against the single-factor predictive models. The multiple-factor-based

#### Table 8: Out-of-Sample Forecast Performance using the root mean square error and adjusted root mean square error for \( k = 1 \) (75% sample size).

| Variable                | Single-factor predictive model | Multiple-factor predictive model | Auto-regression predictive model |
|-------------------------|--------------------------------|----------------------------------|----------------------------------|
|                         | Demand side (\( y_t \))        | Supply side (\( p_t \))          | [AR(1)]                          |
|                         | RMSE  | ARMSE | RMSE  | ARMSE | RMSE  | ARMSE | RMSE  | ARMSE |
| Net oil-exporting country |       |       |       |       |       |       |       |       |
| Algeria                 | 0.0123 | 0.0045 | 0.0099 | 0.0000 | 0.0108 | 0.0039 | 0.0578 | 0.0358 | 0.6454 | 0.6006 |
| Canada                  | 0.0050 | 0.0018 | 0.0037 | 0.0013 | 0.0038 | 0.0014 | 22.327 | 20.777 | 0.0076 | 0.0076 |
| Mexico                  | 0.0167 | 0.0061 | 0.0174 | 0.0063 | 0.0172 | 0.0063 | 0.1118 | 0.1041 | 0.0642 | 0.0597 |
| Nigeria                 | 0.0209 | 0.0113 | 0.0220 | 0.0119 | 0.0217 | 0.0117 | 0.1111 | 0.0993 | 0.0410 | 0.0344 |
| Norway                  | 0.0057 | 0.0000 | 0.0059 | 0.0000 | 0.0054 | 0.0000 | 0.0063 | 0.0063 | 0.0062 | 0.0062 |

RMSE, root mean square error; ARMSE, adjusted root mean square error; \( k \),th period ahead; AR, auto-regression.

#### Table 9: Out-of-sample forecast performance using the root mean square error and adjusted root mean square error for \( k = 2 \) (75% sample size).

| Variable                | Single-factor predictive model          | Multiple-factor predictive model          | Auto-regression predictive model          |
|-------------------------|------------------------------------------|------------------------------------------|------------------------------------------|
|                         | Demand side (\( y_t \)) | Supply side (\( p_t \)) | [AR(1)] | [AR(2)] |
|                         | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE | RMSE | ARMSE |
| Net oil-exporting country |       |       |       |       |       |       |       |       |
| Algeria                 | 0.0118 | 0.0043 | 0.0111 | 0.0028 | 0.0115 | 0.0042 | 0.0539 | 0.0480 | 0.0539 | 0.5842 |
| Canada                  | 0.0046 | 0.0011 | 0.0039 | 0.0014 | 0.0040 | 0.0014 | 33 850 | 31 501 | 33 850 | 31 501 |
| Mexico                  | 0.0184 | 0.0084 | 0.0174 | 0.0080 | 0.0187 | 0.0085 | 0.1111 | 0.0987 | 0.1111 | 0.0564 |
| Nigeria                 | 0.0202 | 0.0092 | 0.0209 | 0.0095 | 0.0205 | 0.0093 | 0.0117 | 0.0104 | 0.0117 | 0.0335 |
| Norway                  | 0.0057 | 0.0014 | 0.0065 | 0.0016 | 0.0054 | 0.0000 | 0.0068 | 0.0064 | 0.0068 | 0.0063 |

RMSE, root mean square error; ARMSE, adjusted root mean square error; \( k \),th period ahead; AR, auto-regression.
predictive model still appears to be the most accurate for forecasting inflation. This is in line with results from previous studies that compare the forecast performance of different single-factor variants of Phillips curve to those that examine the role of commodity prices in inflation forecasting (see Cecchetti et al. 2000; Chen et al. 2014; Salisu et al. 2018).

Additional results and robustness tests
To determine the robustness of our results, we compare our best-performing activity-based predictive model, for instance, the augmented Phillips curve model with the random walk approach to forecasting inflation. The comparison reveals that our preferred model performs better than the random walk model both in the in-sample and out-of-sample forecasts. For instance, we find our estimates of RMSE and ARMSE to be relatively smaller for the augmented Phillips curve predictive model as against the random walk model.

Conclusion and recommendation
Using monthly time-series dataset of oil-exporting and oil-importing countries, the study carried out an analysis on the significance of supply-side oil price shocks in Phillips curve predictability of inflation. Essentially, it considered both the traditional demand-side Phillips curve and a multiple-factor, activity-based predictive regression using the ARDL framework. The study explored the rolling window approach to forecasting and considered multiple out-of-sample sub-periods that included 50% and 75% of the total observations. The study found that augmenting the traditional demand-side Phillips curve with supply-side oil price shocks matter for Phillips curve accuracy in the predictability of inflation. For robustness and consistency check, the study explored RMSE and its adjusted version, and the findings consistently revealed that supply-side oil price shocks are crucial for understanding inflation dynamics. In accounting for supply-side oil price shocks activity, the predictive model appears to be more accurate in forecasting inflation relative to the traditional demand-side Phillips curve as well as the famous random walk approach to forecasting inflation. Thus, the study recommends that the quest to constantly produce accurate inflation forecast by forecasting inflation. Thus, the study recommends that the augmented Phillips curve model with supply-side oil price shocks matter for Phillips curve predictive model as against the random walk model.
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