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ABSTRACT Internet of Things (IoT) technologies have been increasingly developed for real-time application in manufacturing processes to address heterogeneous devices and software effectively. Although almost all activities in a manufacturing process can perform an action when data objects arrive at the activity, physical devices or activities have process involving the operation of chance over time and probabilistic function for proceeding with their operations. Therefore, the formal verification of an IoT process design model have to consider the timed constraints, probabilistic tasks and dependencies between activities. This paper proposes a quantitative verification approach for analyzing and optimizing IoT manufacturing design models that are designed in business process model and notation (BPMN) representation. The transformation rules of BPMN element into the colored generalized stochastic Petri net (CGSPN) are proposed, and the stepwise approaches for refining and verifying the components of the CGSPN models are illustrated. Our framework helps the designers to automate the CGSPN model and to localize the operational gaps, time and flaws of the process manufacturing models.

INDEX TERMS Formal verification, colored generalized stochastic Petri net, timed and stochastic process, process manufacturing model, BPMN.

I. INTRODUCTION
The existing process manufacturing may be composed of many devices and individual machine systems. The load balancing control and some manufacturing operations are performed by the human (system control operators), which some process works on time constraints [1], probabilistic rules [2] and events. These manners result in the operational gaps, time and flaws of the process manufacturing control. To redesign the existing system, the stakeholders have to learn the existing system firstly, and to analyse and verify the designed model in order to make sure that the system to-be with an applying can reduce the operational gaps, time and flaws.

Communications and web service technologies [3] in the IoT provide opportunities for enhancing an existing process manufacturing system with integrated subsystems, physical devices or things and with real-time monitoring and control.

IoT process manufacturing models include three clusters: the controller, IoT embedded software, and physical devices. Business process modeling notation or BPMN [4] can be used to design the middleware along with logical data, control flows and time constraints. The BPMN middleware describes the part of controller behaviors like the IoT service orchestration. It also acts as the IoT controller managing the interactions between the physical devices or between the physical devices and the software applications. The physical devices have an embedded software that is responsible for controlling the machines.

To analyze the performance of the IoT process manufacturing models, we must consider all three clusters of an IoT manufacturing model. A state transition of an activity in each cluster not only depends on data but also relies on delay, latency transition or random variables indexed by the time parameters. Each part of the BPMN IoT process manufacturing models quite involve various control flows and time constraints. These dependencies seem to be a complicated design that cannot be verified uprightly by using ordinary...
Software testing techniques or cannot be verified straightforwardly by using model checking techniques. Quantitative verification [5] using model checking techniques are a cumbersome procedure for the modelers. They have to create the formal model in the specific formal language and determine the corresponding time function for each state transition in the IOT process manufacturing models. Moreover, the modelers are required to understand a model checking tool, and model verification technique.

This paper proposes a methodology to help the IoT system designers design and verify the time and stochastic BPMN manufacturing models. The proposed methodology addresses the model abstraction process by providing the BPMN transformation rules and transformation framework to automate the CGSPN model [6], [7] which the CGSPN elements come from the extended BPMN time properties. The proposed framework is validated by analyzing and localizing the process behaviors of the obtained CGSPN models in Snoopy [33].

The organization of this paper is as follows. Section II reviews the related researches. Section III describes the background of IoT process manufacturing model. section IV discusses methodology and the proposed stepwise verification framework, and section V illustrates the implementation and validation with case studies and Section VI is the study's conclusion.

II. LITERATURE REVIEW

Due to the increased capabilities of software verification tools, formal verification using model checking [8] has increasingly been applied in computer and software engineering in the last decade. Qualitative verification is a valuable strategy for establishing reliability and validity for software design and development, and quantitative verification is no less important from an optimization perspective. The nature of manufacturing systems includes heterogeneous resources. The production process is complicated and may face verification problems. However, the shortcoming can be addressed by explaining and analyzing the manufacturing system in a high-level Petri net.

El Mehdi et al. [9] provided an analysis of the reliability of a repairable system using a deterministic and stochastic Petri net (DSPN). The use of the DSPN is impractical for modeling the production system because it is not allowed to consider the steady state with the marking enabling multiple transitions. Peter Denno et al. [10] presented dynamic production identification using a colored Petri net and genetic programming (GA) [11] to offer the model of a smart manufacturing system. The objectives of this paper were to analyze and optimize the manufacturing system by developing a method and solution for the recommendation of an accurate model from the log operation content. This technique is appropriate for analyzing a dynamic production of the process manufacturing that relates to the production line balancing and queueing management. These authors checked the correctness of the obtained solution by using a SPN and a probabilistic Petri net [12]. In place of Petri net model automation by using the system logs, we automated a CGSPN model from the existing BPMN process models and represented the part of individual machine systems and their controllers separately as well. Zhang et al. [13] proposed an approach to enhance the performance of the shop-floor planning, execution and control of IoT real-time production. The authors used a hierarchical timed-colored Petri net (HTCPN) [14] to present an analysis module and analyze the interactions and the sensor data objects and used a decision tree (DT) [15] to identify the exceptions of production performance. The exception information derived from the DT-based exception extraction was important for system recovering and maintaining the production efficiency. The outcome of this work was a dynamic decision support system model that can be integrated with the real-time scheduling system. Although the proposed HTCPN models advocate multi-level event analysis, the behaviors of physical system and controller were not represented separately. We apply the multi-level model technique and capability of color relations for the topology arrangement as the multi individual representations, and represent the formal model by using CGSPN instead of HTCPN. Zhang et al. [16] presented a CPN-based prototype for monitoring and controlling the real-time sensor of a shop flow. The proposed technique is appropriate to manage and configure the multiple sensors. The application services of prototype are readable, and they run based on the heterogeneous sensors sent from the actual devices.

Zhou et al. [17] provided the stochastic timed Petri nets-based framework to analyze the emergency healthcare systems. The advantage of this work is that their implementation on STPN tool supports non-Markovian transition firing times and non-deterministic transition firing, supporting all timed transition firing policies and server types. The framework comes along with the simulation engine, STPN editor and components of configurator and resources repository. The authors should extend the STPN editor, and implement a function that allows for transforming or importing the STPN model generated from other modeling tools, in order to describe a complex system and reducing the time consumption of the STPN design process. Kheldoun et al. [18] proposed the formal semantics of BPMN using Petri net based language, considering a subprocess, multiple instance, exception handling and data flow. Due to the limitation of high-level Petri nets, the data manipulation on a data object cannot be expressed and the actual data values cannot be considered.

Gharbi et al. [7] demonstrated the modeling and analysis of the performance of a multiclass retrial system using a colored stochastic Petri net (CSPN). The CSPN model represents several multi classes of customers and servers. The authors experimented with random server discipline and fastest free server discipline. This work shows a simple model, and the colored functions of the model are not realistic. For simulating multipurpose plants, this article [19] provided an approach to model the multipurpose plants by applying a CSPN. The approach was used to show the shared resources
and idle-time of the system. The objective of this work may be quite viable for flexible plant configuration, but the authors illustrated only a simple model with uncomplicated scenarios, and they did not detail the color set mapping of the model abstraction step. The work of [20] proposed the test case generation of the BPEL model in which colored Petri and the simple mapping rules are provided. But the mapping rules cannot be applied in a real business because they are so simple and they do not cope with BPEL fault handling.

The IoT manufacturing process involved in the cloud technologies requires the model-based verification approach of web service compositions. Domingos et al. [21] proposed the analysis of variable context to monitor and detect the changes in the values within the BPEL process by extending the BPEL language. The proposed approach advocates IoT data awareness for accessing IoT data objects to extract the device’s behaviors, including the messaging of applications. Mi et al. [22] proposed a reliability attribute and quantitative verification for the BPEL specification. This was emphasized in the web service invocation behavior by describing the BPEL service composition in the Markov model, and the probabilistic model checker tool Prism was used to prove it. However, this work presented a simple case study.

Ana da Silva et al. [23] demonstrated that the Topology and Orchestration Specification for Cloud Applications (TOSCA) standard [24] can be set up automatically for Internet of Things environments. The authors showed the deployment of IoT heterogeneous middleware by establishing IoT environments using TOSCA, and the TOSCA model can be reused without further modification.

The works of [21]–[23] did not focus on the verification of IoT service integration; they only provided the solutions and demonstrated that the web service orchestration paradigm can be employed in IoT manufacturing. There are many research studies [25]–[27] that have provided Petri net-based verification approaches for modeling and analyzing the integration of the web service orchestration specification, but they did not consider the performance perspectives. In the model-based development approach, the manufacturing process can be modeled in terms of procedural logic using the semi-formal model representation, such as in the work of [28].

There are many researches providing the qualitative verification approaches for the web service composition that involves the probabilities. The work of [29] proposed the probabilistic pre-computation from the software requirements as parameterized symbolic expressions. This work is difficult to evaluate a set of symbolic expressions. The works of [30]–[32] provided the web service composition techniques associated with both functional and non-functional requirements. They classified the requirements of web service interaction into functional and non-functional requirements. Next, they implemented a tool supporting the probabilistic hierarchical refinement using the semantic principles according to the operational semantics of WS-BPEL. Their techniques are comparable to those of standard qualitative verification. But our work is focused on quantitative verification of the IoT manufacturing process models designed based on existing resources. However, those techniques can be applied for a qualitative verification of our designed formal models in the part of the BPMN controller model.

As in the cited related works, the use of the model checking approach for analyzing the performance and control of the IoT production process is an interesting paradigm for manufacturers who are enhancing the existing system. Most of them only provided qualitative verification. We aim to provide a framework for modeling and quantitative analysis by employing the CGSPN-based verification. Our techniques will be a viable option for the modelers to abstract the system model and demonstrate the system’s performance. The stakeholders can use the verification’s results to make decisions regarding the development plan, manufacturing configuration and maintenance schedule.

III. BACKGROUND
A. A BPMN WITH TIMED AND STOCHASTIC PROCESS

IoT techniques generate viability in terms of process manufacturing in the supply chain management, real-time adjustment, predictive maintenance and inventory management. An example of the IoT process manufacturing, a dairy product factory places sensor on every piece of production equipment for inventory management and uses the IoT sensors to monitor the temperature during milk pasteurization [34]. The IoT also tracks how many times a qualitative process has been rechecked to influence the quality of finished dairy products and so on.

The simplified IoT topology is composed of three main layers [35], [36]: 1) the device layer has things with sensors and actuators; 2) the connectivity layer includes the Internet and gateway devices, including short-range wireless links, Bluetooth, Wi-Fi, and a mix of wireless technologies; and 3) the data center and application layer contain data storage and business applications of manufacturing. Microcontrollers are used for fabricating things, with which modern microcontrollers can make the IoT capable of deep learning to respond to the input data from devices and can send triggers to other devices. All the physical events captured by the things are first processed into information that we want to store, and they will be sent to the data center through the networks.

IoT devices and associated services, applications and manufacturing management processes are available for the factory to consume the resources, for which the available functionalities may dynamically change over time. To integrate the environment’s heterogeneous functionalities, resources will be modeled as services. The heterogeneous physical devices and software used in IoT process manufacturing can be designed by the design principles of service-oriented architecture (SOA) [37]. There are many tools and service orchestration languages [38] for specifying the IoT service capabilities. They have a signature containing a set of inputs and outputs, behavioral specifications, preconditions, and postconditions. The capacity can also be orchestrated.
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FIGURE 1. (a) Excerpt elements of BPMN, (b) BPMN use case scenario of the IoT milk pasteurization process.

by a IoT controller in a conversation called composite capabilities or composite service [39]. Whereas IoT middleware provides the services to software applications that use data for automatic decision-making. One challenge of smart factory design is how to measure the performance of production process because the data used for decision-making depends on the time and resources dependencies, and relies on random variables over time. Optimizing production and on-time resolution are difficult to evaluate for a process involving time intervals.

Business process model notation is graphical standard notation that comes along with many software modeling tools. The core elements of BPMN are composed of control flows, data flows, events, and tasks. The modelers can use BPMN to describe the IoT process diagram for more sophisticated behavior comprising multiple tasks and events, and these tasks may be executed simultaneously. Moreover, the activity may be synchronized and require resources and priorities to perform an execution. The determination of time constraints and stochastic processes [40] of the IoT manufacturing processes design seem to be intricate fashion because the BPMN time-events are not be designed for modeling a time and stochastic process.

However, BPMN can be extended and applied to describe the stochastic and timed process if it can store a time property, so that the extension of the BPMN task and event properties with time constraints is a crucial feature for this work. Included an applying the BPMN conditional event, the task operation specification based on certain conditions and chance or random variables over time is applied. For example, the arrival trigger data for the heating system depends on the temperature, which is related to the time, the volume of raw milk that pass in the holding tube, and the room temperature. Thus, such trigger data are sent arbitrarily over time from the controller to turn on or turn off the heating system. The core elements of BPMN is shown in Figure 1(a) and the excerpt BPMN specification of the milk pasteurization control is shown in Figure 1(b).

Although the simulation mode of the BPMN designing tool can validate the designed BPMN models, it cannot trace the concurrent process execution and does not support the performance analysis. Model checking [8] is one of formal verification techniques that advocate the concurrent analysis and performance analysis. In model checking process, a time and stochastic BPMN process model are transformed into a formal model written in specific formal language supporting a performance analysis. The derived formal model represents the process where tasks, control flows, events, and state transitions with times and uncertainties are quantified with operational semantics on the state transition that corresponds to
FIGURE 2. An example of the excerpt CGSPN pasteurization process model that was designed by using Snoopy.

The BPMN model. The timed and stochastic transitions of the obtained formal model are determined typically by the state transition semantics decorated with delay-time, scheduled-time and probabilistic weight, which these transitions can be modified arbitrarily.

The obtained formal model can be verified from both qualitative and quantitative perspectives if the model inscriptions are detailed adequately. In general, an event of the system is a discrete event where the stochastic state occurs only at an increasing sequence of random times. The current events associated with ancestor events to trigger the next state are called state transitions. Each state transition has a stochastic mechanism or time function for determining the next state. For analyzing the BPMN design model before implementation, there are many frameworks and tools [41]–[43] that provide powerful composition features for modeling discrete-event stochastic systems, which design with the building blocks for the state transition expressions, event-scheduling mechanisms, simulation mode, verification mode, and statistical reports.

B. COLORED GENERALIZED STOCHASTIC PETRI NETS (CGSPN)

The colored generalized stochastic Petri net [7], [44], [45] has been shown to be an alternative formal model that is an appropriate representation for describing, verifying and analyzing the performance of concurrent and synchronous systems. The CGSPN is an extension of the stochastic Petri net (SPN) and colored Petri net (CPN) [46] by the combination of the CPN programing language and discrete-time Markov chain of the SPN. The state transitions of the CGSPN model underlie an event-scheduling mechanism or time function associated with each transition. The transition firing may be probability distribution values, delay, zero-delay and absolute points of time.

The core elements of the CGSPN comprise the Place, Transition, Arc and Inscription. The number of Tokens in the place depends only on input and output incident functions called arc inscriptions. Arcs terminating in open dots are used to represent an inhibitor of transitions, a stochastic transition. The immediate transition is the transition that is without a time function or zero-delay because it rapidly fires the instant it becomes enabled. The scheduled transition works under a condition with absolute points of time, while the deterministic transition is the transition associated with delay-time. Figure 2 shows an example of the CGSPN model designed by using Snoopy [42].

The large size of a CGSPN model may result in a difficult and error-prone analysis. The modelers can construct compact models by using the advantages of parameterization and restructuring of the model. The refinement in the hierarchical structure [47] can alleviate the sophisticated behaviors and avoid the state space explosion problem. The modelers should address the complicated behaviors of the components before verification. However, this approach requires experiences with partial and composite verification techniques to address the tremendous number of system states.

Our reason for choosing CGSPN is that an optimization stochastic control problem of the existing manufacturing process fundamentally contains tasks with random behaviour.
FIGURE 3. Overview of the proposed stepwise verification process.

over time. Its occurrence colors, token colors and colors relation are corresponding to the subscripted variables that are defined by the functions attached to the arcs and corresponding transitions. They are used for describing and representing the properties of resources, things, and messages. These advantages are relevant for building the system behaviors, the priority of the sensors, the message queue handling and overriding policy, including the firing conditions of the transitions. Moreover, we can build a formal model analogous to the manufacturing process by using a CGSPN, whose graphical process manufacturing model with the partitioning clusters would reflect the better understanding.

Snoopy provides the animation mode and simulation mode for analyzing the Petri net-based models. It supports the hierarchy and color modeling concepts that are compact and readable representations. Snoopy has been widely used in many domains, such as biological science and computer science. Quantitative verification with animation and simulation modes is an interesting feature because it provides many functions to make verification easier. For qualitative verification of a CGSPN model, the modelers can use temporal logic to explore the undesirable properties, such as deadlock, unreachable tasks, invariant and soundness properties [48]. Snoopy also provides the external analysis features: Charlie [49], Marcie [33] and CPN tools. These features include structural analysis, invariant checking, and explicit computational tree logic (CTL) and linear temporal logic (LTL) [50] model checking.

IV. TRANSFORMATION RULES AND FRAMEWORK
Our stepwise verification framework is shown in Figure 3. The inputs of the process are the BPMN specification and IoT device specification. We extended the CP4BPMN transformation rules [52] to automate a formal model written in the CGSPN XML format of Snoopy [33]. Next, the CGSPN of IoT devices is created, and the inscriptions of the obtained CGSPN models are refined if the BPMN model input are detailed inadequately. Last, the performance analysis is performed by using Snoopy. The extended BPMN transformation rules are in subsection A and the verification processes are described in subsections B.

A. BPMN TRANSFORM RULES
We extended Eclipse BPMN2 modeler [51] to support the configuration the time-processes for each Task or Event notation. Figure 4(a) shows the BPMN service task extended with the scheduled time properties. The existing transformation rules of [52] cannot be straightforwardly used to transform BPMN models because a target model requires the time transitions supporting a quantitative analysis. Thus, we revise certain BPMN transformation rules and implement
For extended time BPMN nodes include the Task, Conditional, General, Delay, Sched-ule, Prob} where General is an original BPMN node and the others are the extended time properties of the BPMN node.

\[ fA: eA \rightarrow Tc \]

\( fI \) is a mapping function used to indicate the type of the extended time BPMN node and the conditional BPMN node,

\[ fA: eA \rightarrow Tc \]

\( fT \) is a labeling function used to indicate a time constraint or probabilistic value configured, \( fT: (eA \times Tc) \rightarrow \) time value.

Definition 2 (Colored Generalized Stochastic Petri Net Model) A CGSPN model is a 10-tuple \( CGSPN = (P, T, fT, fF, A, AI, \Sigma, V, fC, fG, fE, fI) \) where:

\[ P \] is a set of places.

\( T \) is a set of transitions such that \( P \cap T = \emptyset \).

\( fT \) is a mapping function used to indicate the type of transition \( fT: T \rightarrow \{ \text{Stochastic, Immediate, deterministic, Scheduled} \} \).

\( fF \) is a function that indicates the time function of a transition. For each \( t \subseteq T \), if \( fT(t) \) is Stochastic, the transition firing rate of \( t \) is the probability value or mathematical function stored in a lookup table. If \( fT(t) \) is Immediate, the timed function value of the transition is time zero. If \( fT(t) \) is deterministic, the transition firing is dependent on a positive amount. If \( fT(t) \) is Scheduled, the transition firing is rooted on the periodic list of time.

\( A \) is a set of arcs, \( A \subseteq (P \times T) \cup (T \times P) \).

\( AI \) is a set of inhibited arcs, \( AI \subseteq (P \times T) \).

\( \Sigma \) is a finite set of color sets.

\( V \) is a finite set of typed variables such that \( \text{Type}(v) \subseteq \Sigma \) for all variables \( v \subseteq V \).

\( fC \) is a color function used to assign a color set to each place, \( fC: P \rightarrow \Sigma \).

\( fG \) is a labeling function used to assign a guard to each transition, \( fG: T \rightarrow \) conditional expression and \( \text{Type}(fG(t)) = \text{Boolean} \) such that \( t \subseteq T \).

\( fE \) is an arc expression function used to assign an arc expression to each arc, \( fE: A \rightarrow \text{arc expression} \) such that \( \text{Type}(fE(a)) = fC(p) \), where \( p \) is the place connected to the arc \( a \). The arc expression may be a list of variables or conditional expressions along with the lists of variables.

\( fI \) is an initialization function used to assign an initialization expression (initial marking) to each place, \( fI: P \rightarrow \text{init expression} \) such that \( \text{Type}(fI(p)) = fC(p) \) for all places \( p \subseteq P \).
Definition 3 (A Hierarchical CGSPN Model): A hierarchical SCPN model is a tuple \( HCGSPN = (CGSPN, TS, PS) \) where:

- \( CGSPN \) is a set of non-hierarchical models.
- \( TS \) is a set of macro nodes or macro transitions used as agents of the subgraph \( CGSPN \) where \( CGSPN \in CGSPN \).
- \( PS \) is a set of interface places of the macro transitions.

The CGSPN structures obtained from the transformation rules are called the CGSPN constructs. The extended transformation rules consist mainly of twelve rules, and the obtained CGSPN constructs are shown in Figure 5 through Figure 16.

Rule no. 1: Time task transformation: To automate the CGSPN constructs from a task notation, the control flow or gateways including the BPMN elements associated with the task are transformed into the CGSPN constructs by using the extended transformation rules of [52], [54]. The obtained CGSPN construct of the BPMN task contains three transitions: \( T_{Task\_Str} \), \( T_{Task\_Act} \), and \( T_{Task\_Com} \), representing Start, Action and Completion state of a task execution. The corresponding transition type relies on the time properties determined in the BPMN task, indicated by using the mapping function \( fA() \). The transition type of \( T_{Task\_Str} \) depends on the extended BPMN task properties, which the mapping cases are shown as Equations 1. For example, the transition type of \( T_{Task\_Str} \) is mapped into a deterministic transition if the task properties is delay time. Whereas the transition type of \( T_{Task\_Act} \) and \( T_{Task\_Com} \) is the deterministic transition with zero delay. The CGSPN construct of BPMN task is shown in Figure 5. However, the designers have options to transforming the BPMN task into the CGSPN construct with a single transition in line with Rule no. 4 in order to reduce the model complexity.

\[
f(eA) = \begin{cases} 
\text{DeterministicTran.} & fA(eA) = \text{Delay} \\
\text{ScheduledTran.} & fA(eA) \in \{\text{General}, \text{Schedule}\} \\
\text{StochasticTran.} & fA(eA) = \text{Prob} 
\end{cases}
\]

(1)

Rule no. 2: Probabilistic task transformation:

For each BPMN task determined as a probabilistic activity, the CGSPN construct is similar to that of the time task detailed in the transformation rule no. 1; but the transition \( T_{Task\_Str} \) is the stochastic transition attached with a probabilistic function and firing rate that are automated from the BPMN task properties. Figure 6 shows the CGSPN construct of the BPMN task where “exp()” is the exponential probability distribution function and 0.2 is the firing rate of the stochastic transition \( T_{Task\_Str} \). The inscription “[Count>5]” is the guard condition of transition, and the other transitions are the deterministic transition with zero delay.

Rule no. 3: Task with boundary event transformation:

For each boundary event on the task notation, the CGSPN construct contains from two deterministic transitions: \( T_{Ev\_B4Act} \) and \( T_{Ev\_Aft\_act} \), representing the events that occur before and after the task’s execution. The default delay time of them is zero, if BPMN boundary event is the event without the time property determination. The delay time of transition \( T_{Ev\_Aft\_act} \) can be refined to represent the task that computes or aborts an operation because a predefined interval of time has passed. Figure 7 shows the CGSPN construct of the task with boundary event in which the deterministic transitions \( T_{Ev\_B4Act} \) and \( T_{Ev\_Aft\_act} \) with zero delay connect to the core transitions of task.

Rule no. 4: Undefined-time task:

For each undefined-time task, it must be automated into the delay transition by default due to the quantitative verification purpose, thus the CGSPN construct of the undefined-time task contains only one deterministic transition with zero
Rule no. 5: Timer event:
For each timer event, the target CGSPN construct contains the deterministic transition attached by the delay that comes from the BPMN timer configuration. If the timer type is TimeDuration or Delay, the CGSPN transition is the deterministic transition. If the timer type is TimeDuration or Schedule, the CGSPN transition is the schedule transition. While BPMN timer configured with a TimeDate expression is mapped into the deterministic transition by default because the verification tool does not support the TimeDate process. Figure 9 shows the CGSPN construct of the BPMN timer event that the modeler determines the timer properties is a delay time with "<True: 1>", which the transition T_Timer is the deterministic transition that the guard condition of the transition is Boolean "True" and delay is "1".

Rule no. 6: Gateways (except Event-based gateway):
For each gateway including divergent gateway and convergent gateway, the CGSPN construct and CPN construct of [52], [54] are the same but the transition type of the CGSPN construct is the immediate transition. The immediate transitions of the CGSPN gateway represent that the transition fires the token(s) immediately when the token arrives. Figure 10 shows the transformation rule of the BPMN parallel gateways, which the transition T_GpD and T_GpC are the immediate transition.

Rule no. 7: Event-based gateway:
For each event-based gateway, the CGSPN construct is similar to the CPN construct of [52] but the transition depends on the consecutive task or event of the gateway. Figure 11 illustrates the transformation rule of event-based gateway, which the events rely on the receive Task and Event. Thus the transitions in the CGSPN construct in Figure 11(b) contains the scheduled transition T_Task_str derived from the BPMN task and the deterministic transition T_Event_read comes from the BPMN event in (a). The CGSPN construct possesses delay. Figure 8(b) illustrates the CGSPN construct of the undefined-time task derived from the BPMN undefined-time task in Figure 8(a).
the inhibitor arc(s) to avoiding multiple-triggering events as well.

**Rule no. 8: Divergent exclusive gateway with probability distribution function:**

The divergent exclusive gateway is extended to describe the stochastic distribution task because another objectives of this work is designing and verifying the stochastic process model. The exclusive gateway properties will be automated to be the CGSPN construct containing the stochastic transitions if the time function of the BPMN gateway properties is “Probabilistic”. Figure 12 shows the transformation rule of the BPMN exclusive gateway determined as the stochastic distribution process by using an exponential probability distribution function “exp()”. Figure 12(b) shows the derived CGSPN construct of the BPMN divergent exclusive gateway in (a), the guard condition “[Count>]=5)” and “[Count=<]=5)” comes from the guard condition on the outgoing sequence flow of the gateway, and the probability distribution function is derived from the BPMN gateway properties.

**Rule no. 9: Conditional event:**

For each conditional event, the CGSPN construct consists of the single deterministic transition. The guard condition of the transition is derived from the BPMN condition configuration and the delay is zero (“<True:0>”) by default. The transformation rule of the BPMN conditional event is shown in Figure 13. However, this transformation rule support the single-condition determination only.

**Rule no. 10: Send event and receive message event:**

For each send task or receive task, the deterministic transition is used to represent send or receive event. The delay time is assigned to “<True:0>” by default. The transformation rule of send and receive event are shown in Figure 14, which Figure 14(a) and (b) are the BPMN send event and BPMN receive event. Figure 14(c) and (d) are the CGSPN construct of the send and receive event respectively.

**Rule no. 11: Send task and receive task:**

For each send task and receive task, the obtained CGSPN construct consists of three transition that are similar to the construct of the BPMN task transformation rule No.1 shown in Figure 5. Figure 15 (c) is the obtained CGSPN construct of the BPMN receive task and Figure 15 (d) is the CGSPN construct of the BPMN send task. The transition type of transition $T_{Task\_str}$ depends on the task properties. As the examples in Figure 15(c) and (d), it indicates that the modelers set the time function of BPMN task to be “Schedule” because the transition $T_{Task\_str}$ shows the scheduled transition with the firing schedule [True: 0, 2, 60].

**Rule no. 12: Switch event:**

Switch event is the novel BPMN notation for describing the valve of manufacturing process model. The transformation of the switch event gives the CGSPN construct along with the deterministic transition controlling the transition firing by inhibitor arc. Figure 16 shows the transformation rule of the BPMN switch event; the BPMN notation shows in Figure 16(a) and the obtained CGSPN shows in Figure 16(b). The transition $T\_On$ and $T\_Off$ represent the valve state “On” and “Off” respectively. They are the immediate transition consuming the token received from a controller and firing the token to control the valve closing and opening. The obtained CGSPN construct of the switch event also consider the priority and ordering of the On-Off message. The modelers can set the priority and queue of the messages for the transition firing of the transition “Priority”, and it sends an acknowledgement message or current status back to the controller for each corresponding time unit.

**B. THE PROPOSED STEPWISE VERIFICATION FRAMEWORK**

As the stepwise verification process shown in Figure 3, the process manufacturing models comprise the controller, embedded software, and physical devices. It can be observed that the verification steps are separated accordingly with the components of process manufacturing model. The simplified topology of the milk separation process is shown in Figure 17. The IoT topology of the milk preparation process comprising three parts is shown in Figure 17 (a), and the target CGSPN model obtained from the transformation of the specifications in (a) into CGSPN models is shown in Figure 17 (b), which the connection to each other is at the corresponding transition with the arcs. The blue place is an input/output place of the CGSPN construct. The details of each verification process are as follows.

1) **AUTOMATE THE CGSPN CONSTRUCT OF THE CONTROLLER, PHYSICAL DEVICES, AND EMBEDDED SOFTWARE**

The controller is an important component driving the physical manufacturing process. A controller may control a single device or multiple devices. For example, the controller of pasteurization manages two subsystems that comprise the heating system and cooling system with four physical devices.
The management of message queue and priority in the controller is a straightforward manner. In practice, the multi-level and multi-type of events are defined in a lookup table which contains rule-based conditions. Our framework covers the logical controller and physical devices of the manufacturing process described in the BPMN representation. We transform the BPMN specifications of the controller, physical devices, and embedded software into the CGSPN models one by one.

The CGSPN constructs of embedded software will be the mediator between the CGSPN models of physical manufacturing and the CGSPN models of controllers. We can represent device's behaviors in three ways.

2.1) Using a transition $t \in T$ if it is a simple event or atomic task.

2.2) Manual creating the subnet if the device has complicated events and setting it up to be the macro transition $ts \in TS$.

2.3) Automating the CGSPN models of the embedded software from the existing specification documents described in BPMN representation by using CP4BPMN.

To reduce the model complexity, the embedded software should be considered and modeled only on the considerable events. The application of an equivalence class partitioning technique [56] is applied for abstracting the device behaviors. The behaviors of embedded software are mimicked with input
and output sets as the token colors message received from the controllers, and the token sent to the CGSPN construct of the physical devices.

The considerable events of embedded software are imitated as a data set to be a subTask as stub or mock-up task. For instance, the thermometer on the milk holding tube sends temperature measurement data every one second to the data center, but it triggers the heating system to turn on and turn off when the temperature is lower than 80 or greater than 100 degrees Celsius, respectively. Thus, considerable cases of the thermometer are the values of the invalid lower bound, max, norm, max and invalid upper bound, i.e., 79, 80, 90, 100 and 101, respectively. In the case that a subservice requires the result of a consensus algorithm from multiple devices, the considerable cases are a set of possible decision cases of the consensus algorithm.

Due to the system having the commands priority, the CGSPN construct of the embedded software must have a message queue handler and an overriding policy. The CGSPN construct receives the messages (tokens) from the other devices or system control operators (SCOs), where the messages of SCOs usually have higher priority. We use the token colors to determine the message priority. For instance, a set of messages with three color tokens $I' \ (0, 'X')++I' \ (0, 'Y')++I' \ (1, 'Z')$ is in the InputPlace of the transition $t$. The transition $t$ will consume token $I' \ (1, 'Z')$ first, since it is set to be the first priority with color “1”. This practice is used for the message command requested from SCOs to reset a system or the messages produced from the event handling flow and
2) CONCATENATE AND REFINE THE CGSPN CONSTRUCTS

After all the component specifications are transformed into the CGSPN constructs, they will be verified separately, and be manually connected to each other at the corresponding transition with the arcs. Figure 17(b) shows an example of the CGSPN milk separation process comprising three parts; the CGSPN physical devices and manufacturing flow, the CGSPN embedded software specifications, and the CGSPN controller. These CGSPN constructs are derived from the BPMN specifications in Figure 17(a). The arc(s) connected to the other construct (e.g. the incoming and outgoing arcs of the place “MSG_arrived”) require the arc inscription expression that conforms to the Backus-Naur Form (BNF) [55]. At the transition representing the synchronization process, we must manually refine the transitions output arcs for choosing the correct tokens and data version.

The target CGSPN model of the integrated CGSPN constructs that are obtained from subsections 1) through 4) the CGSPN automation in Subsections 1) is a flat model. The target CGSPN model may be large and sophisticated because of the substantial size of the input specifications and devices involved. The hierarchical verification can be applied to alleviate the complexity and verification time consumption. There are three approaches to rearrange the CGSPN model in the hierarchical structure.

- Rearranging the part of the CGSPN model obtained from the BPMN specification. The modelers can partition the CGSPN model by using the physical subsystem. For example, the dairy production process comprises four subsystems: the preparation, pasteurization, homogenization and packaging. The modelers can verify all of subsystems separately and gradually, and can determine the verified subsystem to be the macro transition.

- Reducing the CGSPN construct of embedded software as macro transition. The mentioned CGSPN construct in Figure 17(b) indicated by the double green line box represents the embedded software of the milk separation process, which is reduced into the hierarchical structure with a macro transition.

- Combining the above approaches is used to convey the topmost model for integration verification.

3) VERIFY THE OBTAINED CGSPN MODEL IN SNOOPY

Since the proposed framework emphasizes a quantitative verification, we would like to omit the details of qualitative verification, such as deadlock checking and livelock checking.
TABLE 1. The details of the primary IoT devices of the MPF.

| No. | Description |
|-----|-------------|
| D1  | Valve controller and ultrasonic level sensor for amount measurement and controlling of milk in the holding tank. |
| D2  | Liquid control ball valve for cheese making. |
| D3  | Liquid control ball valve for measuring and controlling of the raw milk into the production system. |
| D4  | Separating machine controller. |
| D5  | Liquid control ball valve for butter making. |
| D6  | Standardization machine controller. |
| D7  | Optional addition of vitamins and flavors. |
| D8  | Liquid control ball valve that is controlled by the pasteurization controller for measuring and controlling of raw milk into the pasteurization system. |
| D9  | Resistance temperature detector for real-time measuring and recording temperature (heating measurement). |
| D10 | Controller of the water-heating system. |
| D11 | Controller of the cold-water cooling system. |
| D12 | Resistance temperature detector for real-time measurement and temperature recording (cooling measurement). |
| D13 | Homogenization machine controller. |
| D14 | Liquid control ball valve for packaging lines. |
| D15 | Controller of the automated conveyor system. |
| D16 | I-Code-RFID for inventory management and logistic. |
| D17 | Liquid control ball valve of cleaning agents. |
| D18 | Cleaning in-place system controllers. |

After refinement the CGSPN constructs, we set and run the simulation parameters for the obtained CGSPN model in Snoopy. The tool show the simulation results as a table or plot of colored places or transitions.

V. FRAMEWORK VALIDATION AND RESULTS

In this section, we validate our framework by using a case study with the IoT manufacturing system models in the master plan of milk products factory (MPF). The BPMN specifications are automated into the CGSPN constructs by using CGSPN. Next, the obtained CGSPN constructs are taken to be an input models of Snoopy for refinement and analysis. Figure 18 shows the topmost physical IoT manufacturing process and physical devices of dairy production manufacturing.

The raw milk produced by the cooperative members will be collected by the suppliers of raw milk storage units. The raw milk details of every farm are recorded in a specific database and periodically sent to the factory. When the raw milk is transported to a MPF by tanker trucks, it will be transfused into the holding and pumped through the main tubes to the other machines. Based on the real factory, approximately two hundred thousand litres a day of raw milk enter this production process. During the milk production process, the system control operators independently monitor and control each mechanism underlying the data of the production plan and materials plan. Table 1 shows the details of the primary IoT devices (D1-D18) of the MPF. The devices receive and send the data packages via the intra-web service. There are five core steps of the production process: the raw milk preparation, the pasteurization, the homogenization, the packaging and the cleaning. The cursory production flow is as follows.

First, the raw milk is tested in the physical and chemical laboratory by the quality control officers (QCOs). This process requires three hours. If the raw milk satisfies the quality standard, it will be partly distributed for the cheese-making process. Before dairy product production, the separator or centrifugal machine separates milk into cream and skimmed milk. The cream will be sent for butter-making, whereas the skimmed milk is transmitted into the standardization process to add the milk components that have been previously separated by the separator back into the milk in precise standardized amounts and to add the optional vitamins and flavors. Next, the pasteurization process is performed based on the capacity, the target product type and available pasteurizers, in which the pasteurizer is under the control of the water-heating system and the water-cooling system. The pasteurization process takes approximately one minute with precise controlling of the heating and cooling systems and the amount of milk in the holding tube. Then, the fat molecules in the milk are broken down by the homogenization machine. Last, the milk of desirable standard will be packaged by the packaging system. As the system runs, every twentieth hours, the SCO will request cleaning of the in-place system to clean the holding tube, tank and process equipment.

Figure 18 shows the topmost physical IoT manufacturing system. The BPMN model depicted in Figure 18 (a) shows the process flow only the case that the step of standardization is performed before pasteurization. Figure 18 (b) shows the topmost dairy process manufacturing model depicted by using BPMN. However, the process described in Figure 18 (a) is only one manufacturing process of the dairy product. In general, one manufacturing process can manufacture multiple dairy products. The system also supports other production processes called multi-purpose production. The step of each product is dependent on the requirements of the product owner. For example, the raw milk often passes the pasteurization process after standardization and flavor addition, but some product owners need to pasteurize the raw milk before the optional addition of vitamins and flavor. Thus, the milk circulation is modeled by the BPMN process as shown in Figure 18 (b), in which the operation sequence is controlled by the system control operators via the controllers that are designed in BPMN representation.

Although the physical manufacturing process seems to be simple and sequential, the controllers designed as BPMN middleware are complicated. The BPMN models have many more details with many control flows and data flows, including the fault handling flows or the exception events that handle the likely inevitable abnormal events to maintain the process stability. We address these challenges by separating the whole system into subsystems and using a bottom-up verification approach. We transform the physical flows, IoT embedded software specifications and BPMN processes of each controller into CGSPN models. The obtained CGSPN constructs of each subsystem or component are assigned to the subnets. Next, we manually refine the transition’s type and corresponding time function and connect the CGSPN constructs to each other with the arcs. Table 2 shows the
CGSPN constructs derived from applying the CP4BPMN tool with the proposed transformation rules to all existing dairy production subsystems. The statistical report of the refined CGSPN model components is detailed in Table 3.

![Diagram of a dairy production process](image)

**TABLE 2.** Result of applying CP4BPMN tool with the proposed transformation rules to all existing dairy production subsystems.

| No. | CGSPN Subnets                      | Places | Transitions |
|-----|-----------------------------------|--------|-------------|
| M1  | Receive raw milk (D1)             | 12     | 9           |
| M2  | Cleaning system (D17-D18)         | 62     | 41          |
| M4  | Separation (D3-D4)               | 31     | 25          |
| M5  | Cheese making (D2)               | 10     | 9           |
| M6  | Standardization                  | 13     | 5           |
| M7  | Pasteurization (D8-D12)          | 65     | 48          |
| M8  | Vitamins and flavor addition (D7) | 13     | 5           |
| M9  | Homogenization (D13)             | 16     | 9           |
| M10 | Packaging (D15-D16)              | 21     | 12          |

**TABLE 3.** The CGSPN model of dairy production process after refinement.

| Nodes                          | Before refinement | After Refinement |
|--------------------------------|-------------------|------------------|
| Place                          | 217               | 223              |
| Stochastic transition          | 29                | 29               |
| Immediate transition           | 101               | 106              |
| Deterministic transition       | 32                | 32               |
| Scheduled transition           | 6                 | 6                |
| Arc                            | 274               | 288              |
| Inhibitor arc                  | 14                | 14               |
| Reset arc                      | 0                 | 0                |

Figure 19 shows the obtained CGSPN model in part of the pasteurization process, which the cluster of the construct is composed of three parts highlighted by colored elements. The red construct is derived from the physical devices, and the black construct is derived from the controller, while the...
FIGURE 19. Excerpt refined CGSPN model of the milk pasteurization process.

green construct is derived from the IoT embedded software specifications. The blue arcs are the interface between the controller and the IoT embedded software. Due to the many inscriptions within the model, they are omitted to show full inscriptions.

The beginning of the pasteurization controller is node Main and consecutive nodes of Receive Request and AssignVar1 that are transformed into the CGSPN transition C_Main and RecAssign, respectively. The controller’s information (CTLData) is passed by the arc inscriptions with variables. The communications between the controller and the IoT embedded software are represented by the refined blue arcs. For example, transition Inv_pastCTLD8 has an outgoing arc sending data object UP_MSG to itself to command an IoT embedded software to perform an action by the physical device D8.Valve. After the valve performs an action, it will send the current state back to the controller every minute via the IoT embedded software.

At the red CGSPN construct of the physical device flow, the value of MilkData stores the information of raw milk and the operation type OType. The operation type is the kind of finished product, and x is the unit of milk in the pasteurization tube. The transition D8.Valve represents the physical device valve D8. It is enabled only when the temperature in the
heating and cooling tube is under normal working of the pasteurizing devices (D9 - D12). The delay of transition Heating\_tube, Cooling\_tube with 0.5 and 0.25 represents that the raw milk requires 30 seconds in the heating tube and 15 seconds in the cooling tube. Next, the pasteurized milk will be collected in the holding tank for the pasteurizing standard measurement. The results of the measurement are represented by the stochastic transition with the transition firing rate of 0.95 for the milk satisfying the pasteurization standard and 0.05 for the milk that does not satisfy the standard. The random value of the unsatisfied standard milk is uniformly distributed between 0 and 5. It means that one thousand liters of the pasteurized milk is possible to have the unsatisfied standard milk not exceed fifty liters. In the case that the pasteurizer status is not ready to work or in the event of the temperature in the holding tubes not satisfying the lookup table configured, the CGSPN construct of the IoT embedded software of thermometers (D9, D12) will send commands to the controller to close valve D8 to pause the milk circulation.

To simulate the CGSPN model of the pasteurization process, we determine the initial markings with twenty tokens representing two thousand liters of milk. The number of simulation runs is 1000. This parameter value comes from the number of data records of the system runs. The system runs reports the system outcomes consisting of the number of satisfied and unsatisfied pasteurization standard milk, the system issues and so on. The comparison of the number of satisfied and unsatisfied pasteurization standard milk from the simulation reports and that of the existing system logs report helps us indicate whether the CGSPN models are realistic or not. The plot simulation results are shown in Figure 20. The graph shows the amount of milk satisfying the pasteurization standard and that of the unsatisfied pasteurization standard, which the curves are the average metrics of 1000 simulation runs. The pasteurizer requires approximately 16 minutes for a thousand liters of milk. Thus, the pasteurizer requires approximately 33 minutes for two thousand liters of milk.

Two thousand liters of milk is determined for simulating the case of overloaded milk streaming into the pasteurizer and holding tank with the capacity of one thousand liters. The report shows the capacity of the pasteurizer, which conforms to the actual capacity of the existing system. From the simulation report, we observe that the CGSPN model is quite realistic, because the number of satisfied and unsatisfied pasteurization standard milk of the model simulation and existing report is agreeable. Given the assumption that IoT can reduce the gap and time between subsystems of the heating and cooling systems, we believe that, after the transformation of the existing pasteurizer to the IoT pasteurizer, the percentage of unsatisfied pasteurization standard milk may become quite close to zero. Thus, we adjust the firing rate of the transitions by decreasing from 0.05 to 0.02 for unsatisfied standard milk and increasing the firing rate from 0.95 to 0.98 for satisfied standard milk. The simulation result shows that the pasteurizer takes less than 2 minutes for two thousand liters of milk or 1 hour 30 minutes for a day.

To verify the overall system model, we partition the target model into the subnets following the subsystems shown in Table 3 and separately simulate and incrementally compose a subnet to verify them from an overall perspective. Each subnet coming from the subsystem will be independently refined based on the dependencies among the subnets. For example, the subnet of the pasteurization process receives the milk from a tank of the separation process. Thus, the data dependencies of the pasteurization processes are the amount of milk in the separation tank and the flow-out valves of the separation tanks. We manually refine the CGSPN model based on these constraints, including the addition of the CGSPN construct the user tasks or the other tasks that did not appear in the specification models to complete the CGSPN model.

Figure 21 shows the simulation result of the CGSPN model from an overall perspective. An initial marking is determined...
TABLE 4. Comparison of contributions in related works and our work.

| Objective                                           | Zhang, Wang et al [13] | Denno, Dickerson et al [10] | Zhang, Wang et al [16] | Zhou, Wang et al [17] | Our approach                                      |
|-----------------------------------------------------|------------------------|-----------------------------|------------------------|-----------------------|--------------------------------------------------|
| Stepwise verification                               | To provide the product performance analysis technique. | To produce the model useful for line balancing and job sequencing. | To monitor and control the shop flow (real-time sensor). | To provide a simulation tool for simulating the stochastic timed Petri nets. | To provide a framework for automating and analyzing the IoT process manufacturing. |
| Formal modeling/Language                           | HTC/PN, Decision Tree  | CPN, GSPN, PNN, Genetic programming MP/does simulation engine | CPN                    | STPN                  | CGSPN                                            |
| Model checking tool                                 | CPN tool               | CPN tool, CPN-based prototype Low & high level          | STPN-based framework Low & high level | CP4BPMN, Snoopy     |                                                  |
| Level of abstraction                                | Low-level              | Low-level                   | Low-level              | Low-level             |                                                  |

How to create the formal model
- **Inputs of the formal model abstraction**
  - No
- **Automatic abstraction**
  - No
- **Layer or module of a formal model**
  - Controller
- **Up-to-date model**
  - No
- **Modules/Behaviors**
  - Yes
  - Apply the random mutation operator
- **Stochastic process**
  - No
- **Sensor management**
  - No
- **Queue**
  - Yes
- **Priority**
  - No

Advantages
1) The exception diagnosis model that is represented as a multi-level and multi-type of events. 2) The model acts as a controller for managing the heterogeneous IoT devices.

VI. CONCLUSION
IoT Technologies can be applied to the existing system to reduce the operational gaps, time and flaws of the process manufacturing control. These technologies can use BPMN to detail the orchestration and composition of the heterogeneous IoT devices. Model checking can be used to verify the

at the beginning of the production process, and the amounts of the finished dairy products are monitored at the end of the packaging process. It can be observed that the first finished dairy product will be produced at the 30th minute and completely packaged at the 70th minute for two thousand liters of raw milk. This simulation did not include the consumption time of the user tasks for the gravity separation of 1 day and the microbiological checking of 3 hours. We calculate the electric power consumption based on the times used of an overall perspective by the comparing it with the times used of the existing system. The results show that the production time decreases by 15 minutes. It represents that the productivity increases by 2.97 % and the product cost in the part of electrical power decreases by 3.12 % a year.
IoT design models from the perspectives of both qualitative and quantitative verification. But the time and stochastic processes cannot be designed by using the existing BPMN notations. This work extended Eclipse BPMN2 modeler and transformation rules of CP4BPMN to automate BPMN notation into a CGSPN construct. The stepwise quantitative verification processes and framework are provided for modeling, simulating and analyzing the process’s performance. The design models consisting of three clusters (controller, IoT embedded software and physical manufacturing flow) are transformed into CGSPN models.

We validate proposed framework by using the case study of the process manufacturing of dairy product factory. All three clusters are transformed by the extended CP4BPMN tool. The obtained CGSPN models are imported and refined in the model checking tool named Snoopy. In the parts of the IoT embedded software, we used equivalence class partitioning techniques to determine the considerable input and output cases in order to bound the input and output range of CGSPN construct. The CGSPN model is simulated based on the parameters automated from the BPMN process model. From the case study, the experimental results show that the productivity of the whole dairy manufacturing process is increasing by approximately 3 %, and the timed gaps between subprocesses are significantly decreasing. This observation indicates that the IoT dairy manufacturing design model exhibits not only increasing productivity but also decreasing production cost in the aspect of electrical power.

Based on the results of validation, our framework is a viable option that assists the system analysts and software modelers who need to analyze the performance on a time and stochastic BPMN process model. The CGSPN models support qualitative verification, performance analysis and flow animation. The shortcomings is that the model checking still remains difficult to perform for large model verification because Snoopy is time-consuming to check the model syntax before simulation, and the queueing and prioritizing management is using non-preemptive scheduling. Our ongoing work is directed towards an enhancing and prioritizing management of the controller to be preemptive scheduling, and will apply LSTM network for the faults prediction.
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