Finite-size scaling and double-crossover critical behavior in two-dimensional incompressible polar active fluids
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Abstract. We study the order-disorder transition in two-dimensional incompressible systems of motile particles with alignment interactions through extensive numerical simulations of the incompressible Toner-Tu (ITT) field theory and a detailed finite-size scaling (FSS) analysis. The transition looks continuous in the explored parameter space, but the effective susceptibility exponent $\gamma/\nu$ and the dynamic exponent $z$ exhibit a strong, non-monotonic variation on the system size in the form of double crossovers. At small sizes, mean-field exponents are observed for the homogeneous $k=0$ mode whereas spatial fluctuations follow Gaussian statistics. A first crossover marks the departure from this regime to one where the system behaves like the equilibrium XY model with long-ranged dipolar interaction and vortex excitations. At larger sizes, scaling deviates from the dipolar XY behavior and a second crossover is observed, to presumably the asymptotic ITT universality class. At this crossover to genuinely off-equilibrium behavior, advection comes in to expedite transport of fluctuations, suppress large-scale fluctuations and help stabilize long-range order. We obtain estimates and bounds of the universal Binder cumulant and exponents of the ITT class. We propose a reduced hydrodynamic theory, previously overlooked, that quantitatively describes the first scaling regime. By providing a relatively comprehensive numerical picture and a novel analytical description, our results help elucidate finite-size effects in critical active matter systems, which have been argued to be relevant for understanding scale-free behavior in real flocks or swarms.

Keywords: active matter, phase transitions, incompressible fluids, finite-size scaling, crossover phenomena Submitted to: New J. Phys.
1. Introduction

Active matter systems such as bird flocks, insect swarms, sheep herds and cell sheets are driven out of equilibrium by energy injection at the single-particle level. It is of fundamental interest to understand the emergent collective behavior of such interacting non-equilibrium systems [1–3]. One of the simplest, but most striking, emergent phenomenon of active matter is flocking, where many self-propelled individuals interacting via short-range alignment interactions [4–6] self-organize into collective motion with long-range orientational polar order. Flocking in two dimensions (2D) is an especially fascinating non-equilibrium phenomenon that cannot happen at equilibrium, because the spontaneous breaking of a continuous symmetry is then forbidden by the Mermin-Wagner theorem [7].

The past decades have seen intense investigation on the non-equilibrium phase transition from random motion to flocking, based on particle-level systems such as the Vicsek model [8] and the associated coarse-grained continuum description, the Toner-Tu field theory [4, 9–12]. Most of this work was done in 2D, and demonstrated that the order-disorder scenario is in fact best described as a phase-separation phenomenon between a disordered gas and an orientationally-ordered liquid, with a coexistence phase that makes the transition appear discontinuous at finite-size [6, 13–16]. The self-propelled motion of active particles causes a dynamical rewiring of the interaction network, in contrast to the frozen network of a passive system on lattice; the interplay between alignment interactions and activity-induced rewiring gives rise to density-velocity couplings that make the ordered liquid unstable at onset [16–18]. This prevalence of discontinuous transitions at finite-size in models and theories is in contrast with the advocated criticality of natural swarms [5].

The incompressible Toner-Tu (ITT) field theory [19–22] can be seen as an extreme case of vanishing density fluctuations. Indeed, it does not involve the density field anymore, being a stochastic partial differential equation governing a velocity field \( \mathbf{v} \):

\[
\partial_t \mathbf{v} + \lambda (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla P - (a + b|\mathbf{v}|^2)\mathbf{v} + \mu \nabla^2 \mathbf{v} + \mathbf{f}(r, t) \tag{1}
\]

where the pressure \( P \) enforces the incompressibility condition \( \nabla \cdot \mathbf{v} = 0 \), \( \mathbf{f} \) is a Gaussian white noise, \( \lambda, \mu, b \) are positive constants and the sign of \( a \) governs the onset of order at mean-field (deterministic) level. Incompressibility is a crucial simplifying assumption that has been argued to be relevant in various real situations when density fluctuations are suppressed by repulsion or intelligence (see [21] for more discussion).Recently some authors have further argued that incompressibility may be a valid approximation when a limited system size prevents the development of inhomogeneities near the onset of collective motion [23]. The one-loop dynamical renormalization group (RG) analysis of the ITT model near 4D showed that the order-disorder transition is then continuous, and belongs to a distinct non-equilibrium universality class [19].

The ITT transition universality class as found in [19] has the interesting feature that both the advective nonlinearity and the ferromagnetic nonlinearity are relevant. Furthermore, the RG analysis near 4D suggested two other known universality classes.
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associated with hyperbolic fixed points on the critical surface, namely the fixed point of a randomly stirred fluid and that of an isotropic ferromagnet with long-ranged dipolar interactions. In the case of weak advection on small scales as compared to alignment, the ITT model at finite-size criticality involves an equilibrium to off-equilibrium crossover, following the RG flow from the ferromagnetic fixed point to the stable ITT fixed point. This crossover has been argued to be relevant in 3D to the scale-free behavior of animal groups: The near-ordering phase of the Vicsek model at intermediate system sizes can describe certain collective behavior of insect swarms [24], and the Vicsek model at its finite-size pseudo-critical point was argued to display different dynamic scaling behaviors in the low-activity and high-activity regimes, with the dynamic exponent $z$ in agreement with the ferromagnetic and ITT fixed points respectively [23].

The order-disorder transition of the ITT field theory in 2D remains unexplored. In particular, it remains unclear whether the discontinuous transition of the 2D compressible Toner-Tu model really turns into a continuous one upon imposing the incompressibility constraint, as the one-loop RG predictions for the ITT universality class are generally not expected to be reliable in 2D. Similarly, it is not clear whether the equilibrium to off-equilibrium crossover argued to be relevant for 3D natural swarms is present in 2D.

In this work, we focus on the emergence of flocking in the 2D ITT field theory. We numerically integrate equation (1) to study the order-disorder transition, focusing attention on the finite-size scaling (FSS) of the steady-state statistics of both the global speed (termed mean flow) and the spatially-varying inhomogeneous modes. The phase transition does appear continuous in the explored parameter space. As shown in figure 1, we observe three distinct scaling regimes near criticality as the linear system size $L$ increases. They are denoted as “Regime I”, “Regime II” and “Regime III” in increasing order of size. In Regimes I and II, the ITT model behaves as the continuum model that describes at steady state the long-distance behavior of the equilibrium dipolar XY system (the latter is simulated here as ITT with advection turned off), suggesting that advection is negligible for these smaller systems. Regime I is further marked by the absence of vortex excitations as seen in figure 1. By comparing with Monte Carlo simulation of dipolar XY [25], we identify Regime II as the scaling regime of the dipolar XY class that contains vortex-like excitations in the flow field. In Regime III, ITT deviates from the dipolar XY behavior, as advection comes in to cause faster transport of fluctuations across the system, suppress large-scale fluctuations and help stabilize collective motion. Regime III corresponds to the asymptotic, non-equilibrium universality class of 2D ITT, and we obtain estimates and bounds for its Binder cumulant and some critical exponents. The crossover behavior indicates that the dipolar ferromagnet fixed point is a hyperbolic fixed point on the critical surface for 2D, which was also found near 4D [19].

In Regime II or Regime III, as is conventionally expected, the homogeneous $k = 0$ mode and the inhomogeneous $k > 0$ modes show the same set of universal exponents that characterizes a specific RG fixed point. However, this is not the case for Regime
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Figure 1. Schematic finite-size phase diagram for the two-dimensional incompressible Toner-Tu (ITT) model. The system undergoes a phase transition to long-range orientational order, as alignment interactions strengthen. This transition looks continuous in our numerical simulations for all the explored system sizes $L$. The solid line indicates location of susceptibility peak at a given $L$, flanked by a critical region of size $\Delta a \simeq L^{-1/\nu}$ (see equation (15)). The critical phenomena at different lengthscales fall into one of the three regimes: Regime I is in the vicinity of the Gaussian fixed point, and can be described by a kind of reduced hydrodynamics as constructed in this paper; Regime II is characterized by the equilibrium universality class of dipolar XY, and Regime III corresponds to the non-equilibrium class of ITT. Typical velocity field patterns of different regimes are visualized with streamlines (flow speed in color); Regime I features the vortex-free patterns in contrast to the other two.

I with a visible mean flow (figure 1). This small-size equilibrium regime shows the interesting feature that mean-field exponents are observed for the $k = 0$ mode, whereas the Gaussian statistics is found for $k > 0$. Inspired by the numerical observation of the velocity field patterns near criticality, we propose a reduced hydrodynamic theory which we term the “weak-coupling critical theory” (WCCT). In the WCCT, the eddies (i.e., the $k > 0$ modes) are statistically described by the critical linear theory (or, the Gaussian fixed point), and the effective dynamics of the mean flow (i.e., the $k = 0$ mode) is derived by averaging out the eddies\footnote{Following the convention in fluid mechanics, the homogeneous $k = 0$ mode is called the “mean flow”, and the inhomogeneous $k > 0$ modes of the incompressible fluid are the “eddies”.}. Since the advective nonlinearity respects Galilean invariance as in Navier-Stokes hydrodynamics, it is completely neglected in the WCCT. The ferromagnetic nonlinearity violates Galilean invariance and weakly couples the eddies to the mean flow, which results in a size-dependent shift of the critical point.

Despite this a shifting critical point which needs to be treated with care, the WCCT leads to exact FSS forms for the $k = 0$ statistics similar to the conventional large-size FSS forms, with mean-field exponents $\gamma = 1$, $\nu = 1$, $\beta = 1/2$, $z = 1$; the Binder cumulant at the shifting critical point $G_c = 1 - \pi/6 \approx 0.4764$. The predictions agree well with the simulations for the smallest systems in Regime I. Interestingly, the dynamic
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The exponent $z = 1$ of our WCCT agrees with $z = d/2$ at the “non-dissipative” fixed point by Cavagna et al.\cite{26,27} in 2D, and the latter in 3D was suggested to be most relevant for the observed collective behavior of natural swarms.

We have also examined the extent at which the one-loop RG calculation in\cite{19} captures scaling properties in the three regimes described above, as well as the crossovers. Broadly speaking, given its perturbative nature in the strength of the nonlinear terms in equation (1), predictions of the one-loop RG are not expected to be quantitative unless one is close to the upper critical dimension or in the neighborhood of the Gaussian fixed point\cite{28,29}. Our results support this view in general but also bring out an interesting and subtle feature of the ITT model, i.e., the $k = 0$ and $k > 0$ modes have different scaling properties in Regime I. Only the latter are approximately described by the RG flow near the Gaussian fixed point.

The remainder of this paper is organized as follows. Section 2 details our numerical methods. The equation of motion (EOM) is given in two representations: the conventional one in terms of the velocity field which is used in numerical simulations, while the other one, in terms of vorticity and streamfunction, facilitates analytical calculations. Section 3 presents the numerical observations of the double-crossover critical behavior in both static and dynamic scaling. At the end of this section, our measured exponents are compared with the one-loop RG predictions of\cite{19}, and the equilibrium to off-equilibrium crossover is further discussed, with a scaling argument and a summary of the non-equilibrium effects of advection. In section 4 we address the problem of theoretically describing finite-size effects in small systems, by constructing the WCCT and comparing it against numerical simulation. Some discussion and open questions are presented in section 5.

2. Model and Numerical Methods

Equation (1) can be rewritten:

$$\partial_t \mathbf{v} = \mathbb{P}\{-\lambda(\mathbf{v} \cdot \nabla)\mathbf{v} - (a + b|\mathbf{v}|^2)\mathbf{v} + \mu \nabla^2 \mathbf{v} + \mathbf{f}(\mathbf{r},t)\},$$

where the projection operator $\mathbb{P}$ enforces incompressibility by projecting out the compressible Fourier modes:

$$\mathbb{P}\mathbf{F}(\mathbf{r}) \equiv \int \frac{d^2k}{(2\pi)^2} e^{i\mathbf{k} \cdot \mathbf{r}} (\mathbb{I} - \frac{k}{k^2}) \mathbf{F}(\mathbf{k}),$$

and the noise correlations are

$$\langle f_i(\mathbf{r},t) f_j(\mathbf{r}',t') \rangle = 2D\delta_{ij}\delta^2(\mathbf{r} - \mathbf{r}')\delta(t - t'),$$

where the noise strength $D$ is another parameter of the model, and $i, j = x, y$ denote Cartesian components.

We perform pseudo-spectral simulations on an $L \times L$ box with doubly periodic boundary conditions. The lattice spacing is $\Delta x$. No dealiasing method is used, as the simulations are stable and well-behaved even in the absence of dealiasing. The Euler
method is used to integrate the field forward in time with the time step $\Delta t$. The vector noise at each lattice point and each time step is given by an amplitude and a phase angle each randomly independently drawn from a uniform distribution on $[0, \sqrt{D_0/(\Delta x)^2} \Delta t]$ and on $[0, 2\pi)$ respectively. Note that the noise is not strictly implemented as Gaussian noise to prevent numerical instability due to rare large numbers. Near a continuous phase transition, as the correlation time of fluctuations becomes much larger than the time step, according to the central limit theorem, the noise effectively obeys the Gaussian statistics \(^4\) with $D = D_0/12$.

The time-dependent order parameter that characterizes collective motion is the norm of the global velocity,

$$c(t) \equiv |c(t)| \equiv |\langle v(r, t) \rangle_r|,$$

where $\langle \cdots \rangle_r$ denotes averaging over the whole $L \times L$ box. We numerically measure the low-order steady-state statistics of $c(t)$, namely, the mean $\langle c \rangle$, the susceptibility

$$\chi \equiv L^2[\langle c^2 \rangle - \langle c \rangle^2],$$

and the Binder cumulant

$$G \equiv 1 - \frac{\langle c^4 \rangle}{3\langle c^2 \rangle^2}.$$  

Here the average $\langle \cdots \rangle$ is the long-time and ensemble average. The system in the thermodynamic limit near $4D$ was predicted to undergo a continuous phase transition from a disordered phase where $\langle c \rangle$ approaches 0, to an ordered phase where it approaches a finite value \(^{19}\). The existence of true long-range orientational order in 2D ITT was proven in \(^{20}\).

To cross the possible phase transition, we tune the linear coefficient $a$ as the control parameter while keeping the other model parameters fixed. At mean-field level in the absence of noise, $a < 0$ is the ordered phase and $a > 0$ is the disordered phase. The parameters $D_0 = \mu = 1$ and $b \approx 0.23$ \(^{3}\). To gain insight into the effect of advection, two values of $\lambda$ are used, namely $\lambda = 5$ for the so-called “ITT-5” simulations, and $\lambda = 10$ for the “ITT-10” simulations. For comparison, we also perform another set of simulations with the same $\{D_0, \mu, b\}$ but $\lambda = 0$, which corresponds to the continuous dipolar XY model. These simulations with advection turned off will be called the “ferro” simulations. Various spatial resolutions $\Delta x$ and time steps $\Delta t$ are used (see table \([\blacksquare]\)).

For analytical calculations, it is more convenient to work in the vorticity-streamfunction formalism. The velocity field is decomposed into the mean flow $c(t)$ and the eddies $v'(r, t)$. The streamfunction $\psi(r, t)$ of the eddies is defined by

$$v(r, t) = c(t) + v'(r, t) \equiv c(t) + \hat{z} \times \nabla \psi.$$

The doubly periodic boundary condition on $v$ translates into the same boundary condition on $\psi$. Define the scalar vorticity

$$\omega(r, t) \equiv \hat{z} \cdot (\nabla \times v'),$$

\(^\S\) The parameter $b$ is set as $b = -\left(\frac{1}{3} + e^{-1/2}\right) \cdot (\frac{2}{5} - e^{-1/8}) \cdot (\frac{16}{15} + 2e^{-1/2} - e^{-1/8})^{-2} \approx 0.23.$
Table 1. Summary of simulation parameters and resolutions: the advection coefficient $\lambda$, lattice spacing $\Delta x$, time step $\Delta t$, the number of grid points in each dimension $N$, and the range of total integration time $T$.

| Simulation | $\lambda$ | $\Delta x$ | $\Delta t$ | $N$ | $T$               |
|------------|-----------|------------|------------|-----|------------------|
| ferro-s    | 0         | 0.5        | 0.01       | 12, 16, 24, 32 | $5 \times 10^5 \sim 9 \times 10^6$ |
| ferro-m    | 0         | 5.0        | 0.01       | 12, 16, 24, 30, 48 | $5 \times 10^5 \sim 3 \times 10^7$ |
| ferro-l1   | 0         | 25.0       | 0.05       | 16, 32, 40        | $2 \times 10^7 \sim 3 \times 10^8$ |
| ferro-l2   | 0         | 25.0       | 0.2        | 64                | $2 \times 10^9 \sim 4 \times 10^9$ |
| ferro-xl   | 0         | 50.0       | 0.2        | 16, 20, 32, 48, 64 | $1 \times 10^8 \sim 1 \times 10^{10}$ |
| ITT-5s     | 5.0       | 0.5        | 0.01       | 12, 20, 32, 48, 64, 96 | $1 \times 10^9 \sim 3 \times 10^7$ |
| ITT-5m     | 5.0       | 6.25       | 0.1        | 8, 12, 16, 20, 24, 28, 32, 36, 48, 64, 128, 192, 256, 320 | $2 \times 10^6 \sim 3 \times 10^9$ |
| ITT-10     | 10.0      | 2.5        | 0.05       | 8, 10, 12, 14, 16, 24, 32, 48, 64, 96, 120, 160, 240, 320, 384 | $1 \times 10^6 \sim 4 \times 10^8$ |

and there is a one-on-one correspondence between $\omega$ and $\psi$ given by

$$\omega = \nabla^2 \psi$$

with the specific boundary conditions. The EOM in the streamfunction-vorticity representation is given by

$$\frac{dc}{dt} = (-a - b|c|^2 - b \langle |\nabla \psi|^2 \rangle_c) c - b \langle |\nabla \psi|^2 \rangle_c v' - 2b \langle v'(c \cdot v') \rangle_r + \langle f \rangle_r,$$

$$\frac{\partial \omega}{\partial t} = -\lambda (c \cdot \nabla) \omega + \lambda J[\omega, \psi] - a \omega + \mu \nabla^2 \omega + \eta(r, t)$$

$$- 2b \hat{z} \cdot [\nabla \times (|\nabla \psi|^2 c)] - 2b \hat{z} \cdot \{\nabla \times [(c \cdot v')c]\}$$

$$- b|c|^2 \omega - b \hat{z} \cdot [\nabla \times (|\nabla \psi|^2 v')] - 2b(c \cdot v')\omega,$$

where the Jacobian

$$J[\omega, \psi] \equiv \frac{\partial \omega}{\partial x} \frac{\partial \psi}{\partial y} - \frac{\partial \omega}{\partial y} \frac{\partial \psi}{\partial x},$$

and the vorticity noise $\eta \equiv \hat{z} \cdot (\nabla \times f)$. We have simplified the equations using the identities $|v'|^2 = |\hat{z} \times \nabla \psi|^2 = |\nabla \psi|^2$, $\hat{z} \cdot \{\nabla \times [(c \cdot v')c]\} = (c \cdot v')\omega + (1/2) \hat{z} \cdot \nabla \times (|\nabla \psi|^2 c)$, and $\langle v' \rangle_r = 0$. Note that the nonlinear coupling appearing in the EOM of the mean flow is the ferromagnetic nonlinearity, not the advective nonlinearity, because the latter respects Galilean invariance as in Navier-Stokes fluids. The effect of advection on the mean flow is only indirect: Advection affects the dynamics of the eddies, and the ferromagnetic nonlinearity couples the eddies to the mean flow.

3. Double-crossover scaling as system size increases

3.1. Numerical observations

The mean order parameter $\langle c \rangle$, the susceptibility $\chi$ and the Binder cumulant $G$ are plotted against the control parameter $-a$ for the “ITT-5m” simulations in figure...
When the linear coefficient $-a$ is small, noise dominates over the ferromagnetic alignment interaction, the velocity patterns appear globally random and isotropic, though locally small-scale and short-lived vortices and jets abound. The mean order parameter $\langle c \rangle$ is small in this case. As $-a$ increases, $\langle c \rangle$ increases continuously to order-one values, although the order parameter transition curves cross for the largest four sizes (see figure 2(a)). As we have checked for several sizes near transition, no bandlike structures of phase separation have been observed in the velocity field snapshots. No bistability has been found in $c(t)$ at the steady state, and the steady-state probability distribution of $c$ is unimodal. This is supported by the behavior of the Binder cumulant $G$ in figure 2(c): It exhibits monotonic change from the limiting value $1/3$ in the disordered phase to the other limit $2/3$ in the ordered phase, and no dip. Although the crossing of the order parameter curves seems to indicate a first-order transition, here considering the absence of phase separation and the presence of similar curve crossing in susceptibility, we tend to believe that this crossing is due to a finite-size crossover of a continuous transition as will be detailed in the following. Thus these observations all agree with the scenario of a continuous phase transition. The transition curves for the other ITT simulations as well as the auxiliary simulations “ferro” are shown in Appendix A.

If size $L$ is large enough for the system to be in the scaling regime of a stable RG fixed point, conventional FSS analysis can be used to extract information about the associated critical exponents [30–32]. The basic underlying assumption is that finite-size effects near criticality can be accounted for by the ratio $L/\xi$, where $\xi$ is the correlation length of the infinite-size system. Then one can derive, for example, that the divergence with $L$ for the susceptibility peak value is associated with the exponent $\gamma/\nu$:

$$\chi_{\text{max}}(L) \propto L^{\gamma/\nu}. \quad (14)$$

We fit the peak regions of the susceptibility transition curves using polynomials of degree 3 for $\ln \chi(a)$ to obtain the peak value $\chi_{\text{max}}(L; \Delta x)$ and the peak location $a_{\text{max}}(L; \Delta x)$. Figure 3 shows the divergence of $\chi_{\text{max}}$ with $L$, for the “ITT-5”, “ITT-10” and “ferro” simulations at various resolutions. The ITT data show three scaling regimes I, II and III as $L$ increases. In Regimes I and II, the ITT $\chi_{\text{max}}(L)$ value almost equals the zero-advection “ferro” value, and both show a crossover from the Regime-I exponent $\gamma/\nu \approx 1$ to the dipolar XY exponent $\gamma/\nu \approx 1.737$ [25]. In Regime III, advection comes into play and ITT deviates from “ferro” to show a smaller $\gamma/\nu$. This double-crossover behavior is consistent with the one-loop RG flows on the critical surface in $(4 - \epsilon)$ dimensions [19]: As size increases, following a certain flow line, the system first leaves the Gaussian fixed point, approaches the unstable fixed point of an isotropic ferromagnetic with dipolar interactions, and then deviates from it to go to the stable fixed point of ITT. Our data confirm that the dipolar XY class is indeed a hyperbolic fixed point in 2D. Following this RG flow picture, we conclude that Regime III probably corresponds to the 2D ITT class. The data yield an estimate for the ITT fixed point: $\gamma/\nu = 1.55(8)$, or smaller if the current sizes are still too small to reveal the asymptotic scaling behavior. A smaller
Figure 2. (a) Time-and-ensemble-averaged order parameter $\langle c \rangle$, (b) susceptibility $\chi$ in log$_{10}$ scale, and (c) Binder cumulant $G$ as functions of the control parameter $-a$, for the “ITT-5m” simulations with different system sizes. Colors cycle from blue, to magenta, to green, to red, to cyan and back to blue, in increasing order of size. That there are no discontinuous jump in $\langle c \rangle$ and no dip in $G$ supports the scenario of a continuous phase transition. In (b) the peak regions are fitted with polynomials shown with black lines, and the peaks are marked as black diamonds. The dashed lines in (c) mark the limiting values $G = 1/3$ for the disordered phase and $G = 2/3$ for the ordered. Inset of (a): a magnified view showing that the largest-$L$ curves cross, which seems a complication due to the finite-size crossover. System sizes: $L = 50, 75, 100, 125, 150, 175, 200, 225, 300, 400, 800, 1200, 1600, 2000.$

susceptibility peak value than the “ferro” case indicates that advection tends to suppress the fluctuations of the global speed.

Here the role of the spatial resolution $\Delta x$ is worthy of note. In the RG picture, $\Delta x$ corresponds to the microscopic lengthscale at which the bare model parameters live, and thus one may expect that $\chi_{\text{max}}(L_1, \Delta x)$ at different $\Delta x$ fall onto different curves with different crossover locations $L_1^*$ and $L_2^*$. This is true for Regime III: “ITT-5m” and “ITT-10” cross-over from Regime II to Regime III at different sizes, namely $L_2^* \approx 1000 \approx 10^{3.0}$ for “ITT-5m” and $L_2^* \approx 501 \approx 10^{2.7}$ for “ITT-10”. Remarkably, our data show that, when all the bare model parameters except the advection coefficient remain the same, varying $\Delta x$ does not change the susceptibility peak value in Regimes I and II (see
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Figure 3. Divergence of susceptibility peak value \( \chi_{\text{max}} \) with system size \( L \), for different values of the advection coefficient \( \lambda \). In the main panel \( \chi_{\text{max}} \) is rescaled by its small-\( L \) power law \( L^{1.0} \), whereas the inset shows \( \chi_{\text{max}} \) rescaled by \( L^{\gamma/\nu} \) where \( \gamma/\nu = 1.55 \) is the estimate for the incompressible Toner-Tu (ITT) class. The black dashed line marks the \( \chi_{\text{max}} \sim L^{1.55} \) power law. The blue dashed line marks \( \chi_{\text{max}} \sim L^{1.737} \), which corresponds to the measured \( \gamma/\nu = 1.737(1) \) of the dipolar XY class [25]. The “ITT-5” (\( \lambda = 5 \)) and “ITT-10” (\( \lambda = 10 \)) simulations are compared against “ferro” (\( \lambda = 0 \)), and ITT shows three finite-size scaling regimes where at smaller sizes, it behaves like “ferro” and shows a first crossover from \( \gamma/\nu \approx 1.0 \) to \( \gamma/\nu \approx 1.737 \), and then at larger sizes, it deviates from “ferro” at the second crossover to a smaller \( \gamma/\nu \) with an upper bound of about 1.55.

Appendix B; in figure 3 we have utilized this numerical observation and combined the data of different \( \Delta x \) in Regimes I and II to show a more complete three-regime picture. The theory presented in section 4 can explain this \( \Delta x \)-independence for Regime I, but we still do not understand why varying \( \Delta x \) does not change the location of the first crossover \( L_1^{*} \approx 32 \approx 10^{1.5} \).

In the conventional large-\( L \) case without corrections to scaling, the Binder cumulant transition curves for different sizes (such as figure 2(c)) should cross at the same point \((-a_c^{\infty}, G_c^{\infty})\), where \( a_c^{\infty} \) is the infinite-\( L \) critical point and \( G_c^{\infty} \) is a universal value associated to the universality class. Here in the presence of strong finite-size effect, the crossing points \((-a_c^{\text{Binder}}(L_1, L_2), G_c(L_1, L_2))\) between two consecutive sizes \( L_1 \) and \( L_2 \) change as \( L_{12} \equiv \sqrt{L_1 L_2} \) increases. The crossing points are extracted by fitting each curve locally with a polynomial using a few points near crossing. To produce good-quality fits, we fit \( G(a) \) for the “ITT-5s” and “ferro-s” simulations, and fit \( \ln(2 - 3G) \) as a function of \( a \) for the others. Four different fitting methods are used: (1) fitting a degree-2 polynomial using about four data points near crossing, (2) degree 2 using about five points, (3) degree 3 using about five points, (4) degree 3 using about seven points. The difference among fittings provides a rough estimate of error. In figure 4 the measured Binder cumulant crossing values \( G_c \) are plotted against \( \log_{10}(L_{12}) \). The value \( G_c \) is also found to be insensitive to \( \Delta x \) in Regimes I and II (see Appendix B).
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We find three regimes, in agreement with the susceptibility peak divergence, though the two crossovers start at smaller sizes. In Regimes I and II, the ITT and “ferro” simulations show the same behavior, and both increase from a small Regime-I value of less than 0.5, to approach a large value of about 0.64 that is consistent with the Monte Carlo measurements of the dipolar XY class [25]. The ITT data further display Regime III as advection comes in, where it deviates from “ferro” and quickly decreases. This change in tendency appears at $L^*_2 \approx 10^{2.1} \approx 126$ for “ITT-10” and $L^*_2 \approx 10^{2.3} \approx 200$ for “ITT-5m”. The data set an upper bound for the universal Binder cumulant $G_c^{\infty}$ of the ITT class, namely $G_c^{\infty} < 0.55$, a value much smaller than that of the dipolar XY class.

With conventional leading-order corrections to scaling for large $L$, the susceptibility peak location $-a_c^{\text{sus}}(L)$ and the Binder cumulant crossing location $-a_c^{\text{Binder}}(L_1, L_2)$ should approach the same non-universal critical point $-a_c^{\infty}$, with the same universal exponent $1/\nu$ but with typically different prefactors:

$$|a_c(L) - a_c^{\infty}| \propto L^{-1/\nu},$$

where $a_c(L)$ is $a_c^{\text{sus}}(L)$ or $a_c^{\text{Binder}}(L = \sqrt{L_1 L_2})$. As shown in figure 5, the directions in which $a_c^{\text{sus}}(L)$ and $a_c^{\text{Binder}}(L)$ approach the asymptotic value are different in the three regimes. In Regime I, $-a_c^{\text{sus}}(L)$ decreases while $-a_c^{\text{Binder}}(L)$ increases with $L$. In Regime II, both increase. In Regime III, $-a_c^{\text{Binder}}(L)$ decreases with $L$ (note that the tendency change of the Binder cumulant crossing location coincides with that of the value $G_c(L)$), and we find weak numerical evidence of $-a_c^{\text{sus}}(L)$ also decreasing with $L$. The data show...
that when advection comes into play in Regime III, the finite-size critical points (and thus the limiting value $-a_c^\infty$) shift to the disordered side, which supports that advection tends to stabilize order.

The three regimes are also observed in the steady-state statistics of the inhomogeneous modes near criticality. We further perform numerical simulations of “ITT-5” and “ferro” at the susceptibility peak location $a = a_{\text{sus}}^c(L)$, and measure the steady-state averaged power spectrum $\langle E(k, t) \rangle$ defined as

$$\langle E(k, t) \rangle \equiv \frac{1}{N^4} \langle \mathbf{v}(k, t) \cdot \mathbf{v}^*(k, t) \rangle,$$

(16)
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where \( v(k, t) \) is the discrete Fourier transform of the velocity field \( v(r, t) \) (normalization convention defined in Appendix F). The factor \( 1/N^4 \) is introduced so that for a given size \( L \), the power spectra for different spatial resolutions \( \Delta x \) fall onto the same curve. The power spectrum is expected to show power-law scaling in the \( k \to 0 \) limit

\[
\langle E(k, t) \rangle \sim k^{-(2-\eta)},
\]

and based on the RG scaling hypothesis, the universal exponent \( \eta = 2 - \gamma/\nu \).

In figure 6, the solution of the Gaussian fixed point (21) is used as a basis, and the quantity \( \langle E(k, t) \rangle \cdot \mu k^2 L^2 / D \) is plotted against the wavenumber \( k \equiv |k| \) in log-log scales for each \( k \)-mode, for sizes ranging from \( L = 6 \) (Regime I) to \( L = 1600 \) (Regime III). The Gaussian solution is marked by the horizontal black line. The error can be estimated from the vertical scattering of points. We observe that the scaled power spectrum data \( \langle E(k, t) \rangle L^2 \) fall onto an \( L \)-independent curve (see Appendix C). The data points deviate from this curve at the largest wavenumbers in each simulation, but this abnormal tail is only a numerical artifact due to the pseudo-spectral scheme at finite resolution \( \Delta x \) (also see Appendix C). We observe that the “ITT-5” power spectrum shows two size-independent crossovers, one at \( k_c^1 \approx 0.25 \) and the other at \( k_c^2 \approx 0.04 \). For wavenumbers larger than \( k_c^2 \), ITT behaves the same as “ferro”, and both show a crossover at \( k_c^1 \) from the larger-\( k \) Gaussian behavior to the smaller-\( k \) dipolar XY scaling. At small wavenumbers, the “ferro” power spectrum follows a power law with \( \eta = 0.27(8) \) which gives \( \gamma/\nu = 2 - \eta = 1.73(8) \) in agreement with \( \gamma/\nu = 1.737(1) \) for the dipolar XY class [25]. Advection only affects wavenumbers smaller than \( k_c^2 \), and in this regime, ITT deviates from “ferro” to show a larger \( \eta \). The exponent \( \eta \) for the ITT class is measured to be \( \eta = 0.57(11) \), or larger if the smallest-\( k \) data are not yet in the asymptotic scaling regime. Note that this three-regime picture of the eddy power spectrum as wavenumber \( k \) decreases matches with the aforementioned three regimes of the mean-flow statistics as size \( L \) increases. The smallest nonzero wavenumber \( k_{\text{min}} = 2\pi / L \) decreases with \( L \). When \( k_{\text{min}} \) decreases to \( k_c^1 \), the corresponding size \( L \approx 25 \) is close to \( L^*_1 \approx 32 \) of the first crossover in the mean-flow statistics; when it reaches \( k_c^2 \), the size \( L \approx 157 \), close to \( L^*_2 \approx 200 \) when the Binder cumulant crossing value and location change tendency at the second crossover.

After presenting the static scaling results for both the mean flow and the eddies, we now turn to the dynamic scaling of the mean flow. We study critical slowing down by measuring the global-speed autocorrelation function

\[
C(t) \equiv \frac{\langle c(T)c(t+T) \rangle_T - [\langle c(T) \rangle_T]^2}{\langle c^2(T) \rangle_T - [\langle c(T) \rangle_T]^2}
\]

at the susceptibility peak location \( a = a^\text{sus}_c(L) \). The autocorrelation time \( \tau \) is obtained by fitting \( C(t) \sim e^{-t/\tau} \) for large lag time \( t \). In the conventional FSS analysis, the autocorrelation time grows with size as

\[
\tau(L) \propto L^z,
\]

where \( z \) is the dynamic critical exponent. Figure 7 shows the divergence of \( \tau \) for the “ITT-5” and “ferro” simulations at various resolutions, and we find the three-
Figure 6. Scaled average power spectrum $\langle E(k, t) \rangle \cdot \mu k^2 L^2 / D$ as a function of the wavenumber $k \equiv |k|$ in log$_{10}$-log$_{10}$ scales, for different values of the advection coefficient $\lambda$. Measurements are done at the susceptibility peak locations $a = a_{\text{sus}}$. Compared to “ferro” ($\lambda = 0$), the “ITT-5” ($\lambda = 5$) power spectrum shows two $L$-independent crossovers at $k_{c1} \approx 0.25$ (vertical blue dashed line) and $k_{c2} \approx 0.04$ (green dashed line) respectively. At small scales where $k > k_{c1}$, both ITT and “ferro” follow the Gaussian solution (21) as denoted by the horizontal line log$_{10}$[$\langle E(k, t) \rangle \cdot \mu k^2 L^2 / D$] = 0; for $k_{c2} < k < k_{c1}$, both show the scaling $\langle E(k, t) \rangle \sim k^{-(2-\eta)}$ with $\eta \approx 0.27$ (blue dashed line); at large scales with $k < k_{c2}$, ITT deviates from “ferro” and shows a larger exponent $\eta$ with a lower bound $\eta \approx 0.57$ (black dashed line). This is a $k$-space correspondence of the finite-size crossovers as shown in figures 3-5. Plotted are “ITT-5s” $L = 6$ and $L = 16$, “ITT-5m” $L = 150$, $L = 400$ and $L = 1600$, “ferro-s” $L = 6$ and $L = 16$, “ferro-m” $L = 150$, “ferro-l1” $L = 400$, and “ferro-l2” $L = 1600$.Inset: log$_{10}$[$\langle E(k, t) \rangle L^2 \cdot k^{2-\eta}$] with estimated $\eta = 0.57$ is plotted against log$_{10}$ for “ITT-5”.

regime scaling behavior similar to that of the susceptibility peak value $\chi_{\text{max}}(L)$. The autocorrelation time $\tau$ is also observed to be insensitive to spatial resolution $\Delta x$ in Regimes I and II. Details can be found in Appendix D. The dynamic exponent $z \approx 1$ in Regime I, whereas the transport of fluctuations across the system is diffusive in Regime II with $z \approx 2$ and it becomes faster than diffusive in Regime III with $z < 2$. The data yield a crude estimate, $z \approx 1.7$ or smaller, for the ITT class. Compared to the $\chi_{\text{max}}(L)$ behavior, the first crossover size is approximately the same, namely $L^*_1 \approx 32 \approx 10^{1.5}$, but the second crossover happens at a smaller size, $L^*_2 \approx 398 \approx 10^{2.6}$ for “ITT-5m”; the dynamic scaling is more sensitive to the effect of advection.

3.2 Summary and discussion: regimes, renormalization group and activity

The critical behavior of the ITT model show three regimes as size increases. This is revealed in various aspects: first, in the static scaling of the mean flow in terms of the susceptibility peak divergence, the Binder cumulant convergence and the trends of the finite-size critical points; second, in the static scaling of the eddies in terms of the power spectrum; and last, in the dynamic scaling of the mean flow in terms of the
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Figure 7. Divergence of autocorrelation time $\tau$ with system size $L$, for different values of the advection coefficient $\lambda$. Measurements are done at the susceptibility peak locations $a = a_c^{\infty}$. Here $\tau$ is rescaled by its small-$L$ power law $L^{1.0}$. Compared to “ferro” ($\lambda = 0$), “ITT-5” ($\lambda = 5$) exhibits three scaling regimes: At smaller sizes, ITT behaves like “ferro” and they show a crossover from the scaling $\tau \sim L^z$ with the dynamic exponent $z \approx 1.0$ to the diffusive scaling with $z \approx 2.0$; at large sizes as advection comes into play, the transport of fluctuations in ITT becomes faster than the diffusive dynamics in the equilibrium “ferro” system, and we find a smaller $z$ with an upper bound of about 1.7.

Table 2. Numerical estimates of the exponent ratio $\gamma/\nu$, the exponents $\eta$ and $z$ and the Binder cumulant $G_c^{\infty}$ in the three regimes, compared with the one-loop renormalization group (RG) predictions for the 2D ITT class [19]. Whether these universal quantities are measured from the $k = 0$ mode or the $k > 0$ modes is explicitly indicated.

| Regimes | I (Dipolar XY) | II (2D ITT) | RG Range | RG Bound |
|---------|---------------|-------------|----------|----------|
| $\gamma/\nu$ ($k = 0$) | $\approx 1.0$ | $\approx 1.737$ | 1.55(8) or smaller | $< 1.73$ |
| $\eta$ ($k > 0$) | $\approx 0$ | 0.27(8) | 0.57(11) or larger | $> 0.27$ |
| $z$ ($k = 0$) | $\approx 1.0$ | $\approx 2.0$ | $\approx 1.7$ or smaller | $< 1.73$ |
| $G_c^{\infty}$ ($k = 0$) | $< 0.5$ | $\approx 0.64$ | $< 0.55$ |

autocorrelation time divergence. ITT behaves the same as the zero-advection “ferro” system in Regimes I and II. Regime II is identified with the equilibrium universality class of the dipolar XY model. In Regime III advection further comes into play, and this regime corresponds to the 2D ITT class. The numerical estimates and bounds of the Binder cumulant and some exponents of the three regimes are summarized in table 2. Since accurate determination of the infinite-size critical point $a_c^{\infty}$ is currently beyond our reach, the estimates of $1/\nu$ or $\beta/\nu$ cannot be obtained here.

The numerical estimates of the 2D ITT exponents are compared with the one-loop RG predictions also in table 2. Since the RG analysis is to linear order in $\epsilon = 4 - d$, it is subtle how to obtain numerical values of the exponents in $d = 2$. Here we use
two methods. The method used in [19] for $d = 3$ utilizes both the $\epsilon$-expansion and the exact scaling relations to yield a range of values for each exponent, and here it is directly applied to $d = 2$ and shown as “RG range”. This quantitative estimate in 2D may not be reliable, so in the second method, we only claim that the exponents should be further away from their mean-field values than they are in $d = 3$, and the result is shown as “RG bound”. Note that at the one-loop level, the relation $z = \gamma/\nu$ holds, because the absence of diagrammatic correction to noise strength leads to the scaling relation $z = 2\chi + d$ (with $\chi$ being the “roughness” exponent in the RG analysis, not to be mixed with the susceptibility); this relation becomes invalid at two-loop or higher orders. Valid to all loops are the relations $\eta = 2 - \gamma/\nu$, and $\eta = 2 - d - 2\chi$ based on the RG scaling hypothesis. We find that the crude one-loop RG estimates for 2D ITT are consistent with our numerics. We also note that the Kardar-Parisi-Zhang (KPZ) exponents that appear in the 2D ITT flocking phase [20] are not related to these critical exponents, because the velocity patterns near criticality abound with vortices in Regime III (see figure 1) and the mapping to KPZ thus breaks down.

The activity-induced crossover from equilibrium to off-equilibrium deserves more discussion. Based on simple power counting, ignoring the diagrammatic corrections, we find that the advective nonlinearity grows exponentially in Regime II and will become relevant as size further increases (see Appendix E). This agrees with the observation of Regime III following Regime II. The effects of advection (or, activity) are revealed in various aspects. Qualitatively, advection makes the finite-size critical points change tendency to shift to the disordered side, which shows that advection tends to stabilize collective motion. Quantitatively, the dynamic exponent $z$ is changed from the diffusive value to a smaller value, which suggests that advection causes more efficient mechanisms of information transfer in velocity fluctuations; advection also leads to a smaller exponent ratio $\gamma/\nu$ and a larger exponent $\eta$ as related by a scaling relation, showing that advection suppresses large-scale fluctuations. These observations qualitatively agree with the one-loop RG predictions in $(4 - \epsilon)$ dimensions. RG predicts $z = 2 + \mathcal{O}(\epsilon^2)$ for the dipolar ferromagnet, and a smaller $z = 2 - 31\epsilon/113 + \mathcal{O}(\epsilon^2)$ for ITT [19]; both fixed points satisfy $z = \gamma/\nu + \mathcal{O}(\epsilon^2)$ as noise strength receives no diagrammatic correction, and this relation between the dynamic and static scaling suggests that for both equilibrium and non-equilibrium, faster internal processes lead to smaller fluctuations at large scales, hence more stable long-range order. Future studies may clarify the non-equilibrium mechanism by which activity expedites information transfer. Moreover, the universal Binder cumulant decreases drastically as advection comes in, which reflects a significant change in the probability distribution function of the global speed; this also remains to be understood.

Finally, we note that the scaling exponents in Regime I, an equilibrium regime shared by the dipolar XY model and the ITT model, do not agree with the RG predictions around the Gaussian fixed point. The discrepancy is examined in the section below where a reduced hydrodynamic theory, the WCCT, is shown to predict correctly the observed exponents as well as other aspects of the transition in Regime I.
4. Weak-coupling critical theory for Regime I

We start by assuming that the eddy modes are described by the Gaussian fixed point, in agreement with the RG flow. Thus the exact dynamics (12) of eddies is now simplified into the critical linear dynamics

$$\frac{\partial \omega}{\partial t} = \mu \nabla^2 \omega + \eta(r, t).$$  \hspace{1cm} (20)

The corresponding statistics is solved in Appendix F. Taking into account the discrete and finite-size nature of numerical models, we find an averaged power spectrum

$$E(k, t) = \frac{1}{N^4} \vec{v}(k, t) \cdot \vec{v}^*(k, t) = \frac{D}{\mu k^2 L^2},$$  \hspace{1cm} (21)

for any discrete wavenumber $k > 0$. Here the steady-state average in the reduced hydrodynamics is denoted by $\cdots$, to be distinguished from that of the full dynamics $\langle \cdots \rangle$. Equation (21) has already been shown in figure 6 to agree with numerical simulations in Regime I. Another consequence of this assumption is that advection is completely neglected, because as mentioned before, the advective nonlinear terms in the full model only appear in the eddy dynamics due to Galilean invariance. Thus the theory predicts that Regime-I statistics are independent of the values of the advection coefficient $\lambda$, which agrees with numerical simulations.

Numerics further reveal a morphological change in typical velocity field patterns near criticality when the system crosses-over from Regime I to Regime II, which hints at the dominance of the mean flow in Regime I. This is illustrated in figure 8. For systems in Regime I near the susceptibility peak location, the velocity field is dominated by patches of disorder domains where the local speed almost vanishes, and the jets of nonzero velocity that pass by them; the jets maintain a global direction and rarely wind around to form vortices. By contrast, as the system enters Regime II, vortices appear and patterns become more isotropic. This observation suggests that near criticality, the mean flow $c(t)$ must be large enough compared to the eddies $v'(r, t)$ to keep the system in Regime I. Such a dominance could imply weak coupling of the dynamics, as the kinetic energy in the mean flow may be easily transmitted into the eddies if they are strongly coupled. We thus assume that the eddies contribute to the mean-flow dynamics only through statistical averages. The exact dynamics (11) is now approximated as

$$\frac{dc}{dt} = (-a - b|c|^2 - b \langle|\nabla \psi|^2 \rangle_r) c - b \langle|\nabla \psi|^2 v' \rangle_r - 2b \langle v'(c \cdot v') \rangle_r + \langle f \rangle_r,$$ \hspace{1cm} (22)

where the terms involving eddies have been replaced by their steady-state averages based on (20). We term this reduced hydrodynamic theory (20) and (22) the WCCT.

The dynamics of the mean flow can be written in a simpler form. Since $\langle|\nabla \psi|^2 v' \rangle_r = 0$ and $\langle v'(c \cdot v') \rangle_r = \frac{1}{2} \langle|\nabla \psi|^2 \rangle_r c$ (see Appendix F for derivation), equation (22) can be rewritten as

$$\frac{dc}{dt} = (-a_R - b|c|^2)c + \zeta(t) = -\frac{dU}{dc} + \zeta(t),$$ \hspace{1cm} (23)
where the eddy fluctuations result in a constant shift $a_0$ in the linear coefficient,

$$a_R \equiv a - a_0, \quad a_0 \equiv -2b \langle |\nabla \psi|^2 \rangle_r. \quad (24)$$

The new noise term

$$\zeta(t) \equiv \langle f(r, t) \rangle_r, \quad (26)$$

and the potential

$$U(c) = \frac{a_R}{2} |c|^2 + \frac{b}{4} |c|^4. \quad (27)$$

This is a 2D random walk in potential $U(c)$. The statistical property of the noise $\zeta(t)$ can be understood more clearly as follows. In a discretized form, the noise $f_i(r, t)$ can be implemented as an independently-drawn Gaussian random number at each lattice point at each time step with zero mean and variance $2D/[(\Delta x)^2 \Delta t]$. For a large lattice, according to the central limit theorem, the spatially averaged noise $\langle f_i \rangle_r$ is an independently-drawn Gaussian random number at each time step with zero mean and variance $2D/(L^2 \Delta t)$. In the $\Delta t \to 0$ limit,

$$\overline{\zeta_i(t) \zeta_j(t')} = 2 \left( \frac{D}{L^2} \right) \delta_{ij} \delta(t-t'), \quad (28)$$

where the Cartesian coordinates $i, j = x, y$. Note that in the thermodynamic limit $L \to \infty$, the noise vanishes and the deterministic dynamics has a critical point at $a_R = 0$. 

---

**Figure 8.** Typical steady-state snapshots of velocity field at the susceptibility peak locations $a = a^{\text{sus}}$, for the “ITT-5s” simulations in Regime I and Regime II. The streamlines are plotted, and the local speed $|\mathbf{v}(\mathbf{r}, t)|$ is shown in color. The crossover from Regime I to Regime II is accompanied with a morphological change in typical velocity field patterns. The typical patterns in Regime I are dominated by disorder patches and jets, but no vortex, as exemplified by the $L = 16$ snapshot. As size increases and the system enters Regime II, vortices appear and patterns become more isotropic, as exemplified by the $L = 64$ case; the whole snapshot is given on the right, and the $16 \times 16$ vortex region inside the blue square is shown on the left for comparison with $L = 16$. This hints at the dominance of the mean flow in Regime I. The global velocity is in the $\hat{x}$ direction for both snapshots.
We start with the Fokker-Planck equation for the probability distribution function $P(c, t)$,

$$
\frac{\partial P(c, t)}{\partial t} = \sum_{i=1}^{2} \frac{\partial}{\partial c_i} \left[ \left( \frac{\partial U}{\partial c_i} \right) P(c, t) \right] + \frac{D}{L^2} \sum_{i=1}^{2} \frac{\partial^2}{\partial c_i^2} P(c, t)
$$

$$
= \sum_{i=1}^{2} \frac{\partial}{\partial c_i} \left[ (a_R + b|c|^2)c_i P(c, t) \right] + \frac{D}{L^2} \sum_{i=1}^{2} \frac{\partial^2}{\partial c_i^2} P(c, t). \quad (29)
$$

In Appendix G, we show that the statistics of the steady-state distribution satisfy the exact FSS forms

$$
\tau(a, L) = L^{-1/2} \cdot F_1([a - a_0]L),
$$

$$
\chi(a, L) = L \cdot F_2([a - a_0]L),
$$

$$
G(a, L) = F_3([a - a_0]L),
$$

where the scaling functions $F_1$, $F_2$ and $F_3$ are also given explicitly.

Despite that these scaling forms are given by a theory that addresses small-$L$ systems, they resemble the conventional FSS hypothesis for large-$L$ systems. The latter for the mean order parameter on the ordered side is

$$
\langle c \rangle(a, L) = L^{-\beta/\nu} \cdot \tilde{F}_1([a - a_\infty]L^{1/\nu}),
$$

and that for the susceptibility is

$$
\chi(a, L) = L^{\gamma/\nu} \tilde{F}_2([a - a_\infty]L^{1/\nu}),
$$

where $\tilde{F}_1$ and $\tilde{F}_2$ are scaling functions. There is one major difference: Here using (F.18), the constant $a_0 \equiv -2b \frac{\langle |\nabla \psi|^2 \rangle_r}{\mu L^2} \approx - \frac{2bD}{\mu L^2} \sum_{n_x, n_y = -N/2}^{N/2 - 1} \frac{1}{k^2} = - \frac{bD}{2\pi^2 \mu} \sum_{n_x, n_y = -N/2}^{N/2 - 1} \frac{1}{n_x^2 + n_y^2},
$$

not only depends on the parameters $\{b, \mu, D\}$ as the non-universal critical point $a_\infty$ does, but also depends on $N$ (or, on system size $L$ for a given resolution $\Delta x$). The prime on the summation means to exclude $(n_x, n_y) = (0, 0)$. The large-$N$ behavior of the sum $\sum_{n_x, n_y = -N/2}^{N/2 - 1} \frac{1}{n_x^2 + n_y^2}$ can be estimated by taking the continuum approximation and further approximating the square domain as a circle,

$$
\int_{r_1}^{r_2} 2\pi r dr \frac{1}{r^2} + \text{higher orders} = 2\pi \ln(N/2) + \text{higher orders}. \quad (36)
$$

Despite that the $N$-dependent critical point $a_0(N)$ now replaces the constant $a_\infty$, the exponents are identified as

$$
\gamma/\nu = 1, \quad (37)
$$

$$
1/\nu = 1, \quad (38)
$$

$$
\beta/\nu = 1/2. \quad (39)
$$
For systems at $a = a_0(N)$, the steady-state statistics can be analytically calculated. The steady state is given by the Boltzmann distribution
\[ P_{\text{s.s.}}(c) = \frac{1}{Z} e^{-L^2 U/D}, \] (40)
where the partition function
\[ Z = \int d^2c e^{-L^2 U/D}. \] (41)

The steady-state statistics can be analytically calculated. The steady state is given by the Boltzmann distribution
\[ P_{\text{s.s.}}(c) = \frac{1}{Z} e^{-L^2 U/D}, \] (40)
where the partition function
\[ Z = \int d^2c e^{-L^2 U/D}. \] (41)

The mean order parameter, the susceptibility and the Binder cumulant are
\[ c = \frac{1}{\sqrt{\pi}} \frac{[\Gamma(3/4)]^2}{\pi} \left( \frac{4D}{b} \right)^{1/2} L^{-1/2} = L^{-1/2} \cdot F_1(0), \] (42)
\[ \chi = \left\{ 1 - \frac{\pi}{6} \right\} \left( \frac{4D}{b} \right)^{1/2} L = L \cdot F_2(0), \] (43)
\[ G_c = 1 - \frac{\pi}{6} \approx 0.4764 = F_3(0). \] (44)

The mean order parameter, the susceptibility and the Binder cumulant are
\[ c = \frac{1}{\sqrt{\pi}} \frac{[\Gamma(3/4)]^2}{\pi} \left( \frac{4D}{b} \right)^{1/2} L^{-1/2} = L^{-1/2} \cdot F_1(0), \] (42)
\[ \chi = \left\{ 1 - \frac{\pi}{6} \right\} \left( \frac{4D}{b} \right)^{1/2} L = L \cdot F_2(0), \] (43)
\[ G_c = 1 - \frac{\pi}{6} \approx 0.4764 = F_3(0). \] (44)

The dynamic exponent $z$ can be inferred by considering a system at $a = a_0(N)$ in which initially the velocity $\mathbf{v}(\mathbf{r}, 0) = 0$, and the ensemble averaged global speed $\bar{c}$ then grows with time and finally saturates. When the global velocity $c$ is small at early times, the potential term in (23) is negligible compared to the noise, and $c(t)$ behaves like the position vector in a 2D free random walk. The initial evolution is governed by the Fokker-Planck equation
\[ \frac{\partial P(c, t)}{\partial t} = \frac{D}{L^2} \sum_{i=1}^{2} \frac{\partial^2}{\partial c_i^2} P(c, t), \] (45)
with the solution
\[ P(c, t) = \frac{1}{\pi A t} e^{-c^2/(4At)}, \] (46)
where $A \equiv 4D/L^2$. The mean
\[ \bar{c}(t) = \frac{\sqrt{\pi D t}}{L}, \] (47)
which will saturate to the steady-state value (42) at time $t_{\text{sat.}} \sim L^z$ with the dynamic exponent
\[ z = 1. \] (48)

Next we compare the predicted FSS forms (30)–(32) against numerical simulation. Apparently the WCCT exponent $\gamma/\nu = 1$ agrees with the susceptibility peak scaling $\chi_{\text{max}}(L) \sim L^{\gamma/\nu}$ of the ITT simulations in Regime I, as shown in figure 3. The detailed scaling forms of the mean order parameter, the susceptibility and the Binder cumulant can be further compared. For each size in “ITT-5s”, we numerically evaluate the $N$-dependent critical point $a_0(N = L/\Delta x)$ defined in (35), and plot in figure 9 the scaled
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Figure 9. Scaling plots of (a) mean order parameter $\langle c \rangle$, (b) susceptibility $\chi$ and (c) Binder cumulant $G$ for the “ITT-5s” simulations at various sizes $L$, according to the weak-coupling critical theory. The theory predicts that these scaled quantities collapse onto the scaling functions (black lines); each scaling function takes the value $\text{[42–44]}$ (red dashed line) at a kind of critical point $a = a_0$ (vertical dashed line). The limiting Binder cumulant values $1/3$ for disorder and $2/3$ for order are marked by black dashed lines in (c), and a magnified view near $a = a_0$ is also shown. The simulation data are in good agreement with the theory at the smallest sizes $L = 6, 10, 16$ in Regime I, and they gradually deviate from the predicted collapse as size further increases.

The WCCT also explains the $\Delta \tau$-independence of the mean-flow statistics such as the susceptibility peak value $\chi_{\text{max}}$ and the Binder cumulant crossing value $G_c$ in Regime I as observed in numerical simulation. Keeping the model parameters $\{b, \mu, D\}$ fixed, at the same size $L$, two simulations done at different resolutions $\Delta \tau$ correspond to the same mean-flow dynamics $\text{[23]}$ with a control parameter $a_R$ left to be tuned, and thus the statistics at criticality will be identical. The only difference lies in the eddy-
induced shift in the critical point: The positive quantity $-a_0(N)$ as given in (35) includes contributions from more large-$k$ modes at a finer resolution, and thus the bare linear coefficient $-a$ has to shift to a larger positive value (i.e., the ordered side) to compensate for the extra fluctuations and to maintain the system at criticality.

Thus this simple WCCT is successful in quantitatively describing Regime I. The reader may further wonder whether a still simpler theory such as mean field theory or the linear theory is already sufficient, and what is the relation between them and the WCCT. Note that the WCCT includes physics beyond mean field theory (or, the so-called lowest-mode theory in the FSS theory first proposed by Brézin and Zinn-Justin [33,34]), though the exponents $\gamma = 1$, $\nu = 1$, $\beta = 1/2$, and $z = 1$ are mean-field. Mean field theory corresponds to neglecting all the eddies in (22), leading to the same result but with $a_0 = 0$. A scaling plot based on mean field theory shows a clear non-collapse of the phase transition curves in the horizontal direction (see figures 10(a)–(c)). Mean field theory thus fails to capture the eddy-induced shift of the critical point which is not a small effect. Moreover, we stress that the Gaussian assumption for the eddies does not mean the absence of nonlinear effects in the $k > 0$ dynamics. In the linear theory, equation (12) becomes

$$\frac{\partial \omega}{\partial t} = -a\omega + \mu \nabla^2 \omega + \eta(r,t),$$

which differs from the critical linear dynamics (20) by an additional linear term that is nonzero at the finite-size critical point $a = a_{c^{\text{sus}}} < 0$. Naively one may expect the Gaussian assumption as a consequence of the linear theory for small systems: When sizes are small, the wavenumbers are all large enough to guarantee $|a| \ll \mu k^2$, so the linear theory is approximately the Gaussian fixed point. Our data disagree with this naive expectation. Figure 10(d) compares the measured average power spectrum with the Gaussian prediction (21) and with the linear prediction (derived in Appendix F)

$$E(k,t)_{\text{linear}} = \frac{D}{(a + \mu k^2) L^2},$$

where the bare parameters of each simulation are used. In the small-$k$ regime where the relation $|a| \ll \mu k^2$ breaks down, the data points still lie closer to the Gaussian prediction than to the linear one. Thus at the finite-size critical point, some nonlinear coupling in the eddy dynamics is present to effectively cancel out the linear term.

In large enough systems such as Regimes II and III, the $k = 0$ mode and the $k > 0$ modes show the same set of universal exponents that corresponds to a specific RG fixed point; by contrast, the WCCT highlights the interesting feature of Regime I that when size is small enough to constrain the nonlinear effects severely, $k = 0$ and $k > 0$ show different sets of exponents, namely mean-field and Gaussian respectively. The Gaussian exponents are contrasted with mean-field ones in table 3. All these listed mean-field exponents for $k = 0$ and the Gaussian exponent $\eta = 0$ for $k > 0$ are directly confirmed by our numerical measurements; we defer direct verification of the remaining Gaussian exponents for the $k > 0$ modes to future work.
Figure 10. Comparison between the “ITT-5s” simulations and other candidate theories. (a)–(c) Scaling plots of the same data as figure 9 but according to mean field theory. The eddy-induced shift of the critical point $a_0$ that is considered in the weak-coupling critical theory is neglected in mean field theory; the horizontal non-collapse indicates that this eddy ($k > 0$) effect on the mean flow ($k = 0$) is not negligible in Regime I. (d) The average power spectrum for $L = 6$ and $L = 16$ (both in Regime I) agrees with the Gaussian solution (solid line) better than the linear theory (dashed line). The data shown in figure 6 are replotted here. The linear theory takes the bare linear coefficient $a = a_0^\text{sus}(L)$, whereas $a = 0$ for the Gaussian fixed point. Numerical results show that the eddy dynamics in Regime I is not simply linear, and some nonlinear coupling works to effectively cancel out the linear term.

Table 3. Exponents of mean field theory and those of the Gaussian fixed point in 2D. In Regime I mean-field exponents are observed for the $k = 0$ mode, whereas Gaussian statistics is found for $k > 0$.

|       | $\gamma/\nu$ | $\beta/\nu$ | $z$ | $1/\nu$ | $\eta$ |
|-------|---------------|--------------|-----|---------|--------|
| Mean-Field | 1             | 1/2          | 1   | 1       | —      |
| Gaussian  | 2             | 0            | 2   | 2       | 0      |
5. Conclusions and discussion

We have performed numerical simulations of the 2D ITT equation on the square torus to study the random-to-flocking transition. The transition is observed to be continuous, which was also found in the perturbative dynamical RG analysis near 4D [19]. We have further investigated FSS of various statistical quantities associated either with the homogeneous $k = 0$ mode or with the inhomogeneous $k > 0$ modes. A combination of numerical facts and analytical theories reveal a relatively complete picture of three FSS regimes. Regime I is an equilibrium regime shared by both the ITT model and the dipolar XY continuum model. Here the particle-level ferromagnetic alignment interactions lead to the cubic nonlinearity, but due to severe finite-size constraints, this nonlinearity only acts weakly on the dynamics as depicted in the WCCT. Regime II is also an equilibrium regime shared by the two continuum models, and it is the asymptotic scaling regime of the dipolar XY universality class. Regime III is the off-equilibrium regime of the ITT class where the advective nonlinearity further comes into play.

The crossover from Regime II to Regime III reveals how activity affects the formation of long-range orientational order. From the perspective of hydrodynamics, activity appears as the additional advection term compared to the equilibrium ferromagnetic systems. In Regime II vortices are excited by the equilibrium thermal noise [35], whereas in Regime III, advection comes in to drive the vortex dynamics, producing non-equilibrium critical fluctuations of an active fluid. Numerical simulation demonstrates that activity helps to stabilize long-range order and facilitates information transfer faster than diffusion. That advection accelerates ordering processes was also found in coarsening via vortex merger events [36]. The underlying non-equilibrium vortex physics remains to be understood.

Through quantitative comparison with numerical simulations, we established a novel theoretical approach of reduced hydrodynamics to describe FSS for small systems at criticality. The WCCT captures accurately the statistics of the $k = 0$ mode in Regime I, from which the observed but unexpected mean-field scaling is derived. Compared to our approach, the conventional theoretical approach, namely the RG flow equations was shown to be incomplete: In Regime I with a dominant mean flow, RG overlooks the difference in scaling properties between the $k = 0$ and $k > 0$ modes and thus only partially describes the large-scale behavior. As vortex excitations disrupt the mean flow near the first crossover, coupling between the $k = 0$ and $k > 0$ modes is expected to grow and eventually invalidate the mean-field description. We leave a detailed discussion of this process to future work.

Finally, we would like to emphasize that the small-size regime, i.e., Regime I as described by the WCCT, has the interesting feature that depending on whether the measurement is done on the $k = 0$ mode or on the $k > 0$ modes, the resulting exponents can either be mean-field or Gaussian. This regime also exhibits the distinct velocity patterns that are relatively ordered with almost no vortex. It emerges here as system size constrains the ferromagnetic nonlinear effects in the incompressible fluids, and the
other nonlinearity does not come into play. Such a regime may also appear in other incompressible systems where ferromagnetic alignment interactions are present, and in other dimensions such as 3D. Following [23], the incompressibility condition may be relaxed: It may also be possible to find this regime in compressible systems such as the Vicsek model at the onset of order, when inhomogeneous density structures do not appear due to limited system size; this regime may be further related to certain scale-free behavior in natural flocks.
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Appendix A. Supplementary transition curves

The phase transition curves of the mean order parameter $\langle c \rangle$, the susceptibility $\chi$ and the Binder cumulant $G$ for the “ferro” simulations (when the advection coefficient $\lambda = 0$) at various resolutions are shown in figure A1. Those for “ITT-5s” and “ITT-10” are presented in figure A2. The statistical error can be estimated from the local smoothness of the transition curves.

Appendix B. Susceptibility peak value and Binder cumulant crossing value at different resolutions

The susceptibility peak value $\chi_{\text{max}}(L; \Delta x)$ and the Binder cumulant crossing value $G_c(L; \Delta x)$ are found to be insensitive to spatial resolution $\Delta x$ in Regimes I and II. Figure B1 compares the susceptibility peak value for “ferro” and “ITT-5” at different resolutions. In the absence of the advection term, the “ferro” simulations only have Regimes I and II but no Regime III. Except for the three largest-$L$ points of “ITT-5” that lie outside Regimes I and II, the data points of different $\Delta x$ fall onto a single curve within statistical uncertainty, showing that the susceptibility peak value is insensitive to $\Delta x$. The Binder cumulant crossing value at different resolutions is compared in figure B2. We again find that, except for the $\log_{10} L \gtrsim 2.3$ part of “ITT-5” that deviates from the “ferro” behavior and is outside Regimes I and II, the other data points of different
Figure A1. Same as figure 2 but for various “ferro” simulations. The “ferro-l1” and “ferro-l2” data are plotted in the same figures as denoted by “ferro-l”, because these simulations are performed at the same spatial resolution $\Delta x$, though with different time steps $\Delta t$. We have numerically verified for several cases that for $\Delta t$ small enough to make the simulation stable and well-behaved, changing $\Delta t$ does not change $\langle c \rangle$, $\chi$ and $G$. System sizes: “ferro-s” with $L = 6, 8, 12, 16$, “ferro-m” with $L = 60, 80, 120, 150, 240$, “ferro-l1” with $L = 400, 800, 1000$, “ferro-l2” with $L = 1600$, and “ferro-xl” with $L = 800, 1000, 1600, 2400, 3200$. 
\Delta x almost fall onto a single curve. Thus the Binder cumulant crossing value also seems insensitive to \Delta x in Regimes I and II.

**Appendix C. Size-independent power spectrum and abnormal tail**

When the model parameters \{D, \mu, \lambda, b\} are fixed, the scaled average power spectrum \langle E(k,t) \rangle L^2, measured at the susceptibility peak location \alpha^{\text{quis}}(L; \Delta x), is found to be independent of system size L and spatial resolution \Delta x, as shown in figure C1. Here for either “ferro” or “ITT-5”, the data points of different \{\Delta x, L\} fall onto the same curve. The data points deviate from this curve at the largest wavenumbers in each simulation; this abnormal tail is a numerical artifact due to finite spatial resolution.
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Figure B1. Divergence of the susceptibility peak value $\chi_{\text{max}}$ with system size $L$ for (a) “ferro” and (b) “ITT-5” simulations, as measured at different spatial resolutions $\Delta x$. The black dashed line marks the $\chi_{\text{max}} \sim L^{1.55}$ power law, and the blue dashed line marks $\chi_{\text{max}} \sim L^{1.737}$ of the dipolar XY class [25]. The susceptibility peak value is found to be insensitive to $\Delta x$ in Regimes I and II.

Figure B2. Binder cumulant crossing value $G_c$ versus $\log_{10} L$ for (a) “ferro” and (b) “ITT-5” simulations, as measured at different spatial resolutions $\Delta x$. Different $\Delta x$ corresponds to different symbol shape, and different colors represent different fitting methods as in figure 5. The dashed line marks the value $1 - \pi/6$ as predicted by the weak-coupling critical theory. The Binder cumulant crossing value seems insensitive to $\Delta x$ in Regimes I and II.

in the pseudo-spectral scheme. To show this, we simulate the critical linear model [20] using the same numerical scheme as ITT but now with the parameters $a = 0$, $b = 0$ and $\lambda = 0$. The other parameters $\{\mu, D\}$, spatial resolution $\Delta x$, time step $\Delta t$ and system size $L$ are kept the same as the two “ITT-5” simulations shown in figure C2. The measured power spectrum of the critical linear model should agree with the analytical solution [21], if there is no numerical artifact. However, similar abnormal tails appear (see figure C2), confirming that this behavior is a numerical artifact. We have
**Figure C1.** Same as figure 6 but now different $\{\Delta x, L\}$ are distinguished for (a) “ferro” and (b) “ITT-5” simulations. Ignoring the abnormal tails at the largest wavenumbers in each simulation, we find that the scaled average power spectrum $\langle E(k, t)\rangle L^2$ is independent of size $L$ and resolution $\Delta x$.

**Figure C2.** Same as figure 6 but here two “ITT-5” simulations are compared with numerical simulation of the critical linear model (or, the Gaussian fixed point). Two ITT simulations at different $\{\Delta x, L\}$ as shown in figure C1(b) are compared against the corresponding simulations of the critical linear model. The data show that the abnormal tail at the largest wavenumbers in each simulation is only a numerical artifact. The $k^2$ factor in the scaled average power spectrum exaggerates the abnormal tail; the original size-independent power spectrum $\langle E(k, t)\rangle L^2$ is plotted against wavenumber $k$ in log-log scales in the inset.

Further checked for the critical linear simulation, when $\Delta x$ is decreased, the abnormal tail appears at a larger $k$, and is thus absent in the finite $k$-range in the continuum limit. As has been checked for some of the ITT simulations, using anti-aliasing with 1/2 rule for cubic nonlinearity only truncates the tail, but does not change the values of $\langle E(k, t)\rangle$ at the retained modes, and also does not eliminate this artifact.
Appendix D. Autocorrelation collapse and autocorrelation time at different resolutions

The autocorrelation time $\tau$ is obtained by fitting the autocorrelation function $C(t) \sim e^{-t/\tau}$ for large lag time $t$. The fitting range should be chosen properly: The decay at shorter lag time is faster than exponential, and the autocorrelation data become too noisy to fit when lag time is too large. Figures D1 and D2 compare the original autocorrelation function $C(t)$ with the autocorrelation as a function of the rescaled time $C(t/\tau)$, for different sets of simulations. The collapse of $C(t/\tau)$ for different system sizes confirms the accuracy of our measured $\tau(L)$ values. Figure D3 further shows that the autocorrelation time $\tau(L)$ is insensitive to spatial resolution $\Delta x$ in Regimes I and II. Except for the $\log_{10} L \gtrsim 2.6$ part of “ITT-5” that is outside Regimes I and II, the other data points of different $\Delta x$ approximately fall onto the same curve.

Appendix E. Scaling argument that Regime III should follow Regime II

In Regime II of the dipolar XY class, if we ignore the diagrammatic corrections and only perform rescaling in the RG procedure to go to larger scales, the advection coefficient will evolve according to

$$\frac{d\lambda}{d\ell} = (\chi - 1 + z)\lambda, \quad (E.1)$$

where $\ell$ is the RG flow parameter, and the dynamic exponent $z$ and the “roughness” exponent $\chi$ are defined in rescaling $r \rightarrow e^{\ell}r$, $t \rightarrow e^{z\ell}t$ and $v \rightarrow e^{\chi\ell}v$. The sign of $(\chi - 1 + z)$ is crucial in determining whether the advection coefficient will grow or decay exponentially. Our numerical measurements give the exponent $z \approx 2$, and without carefully estimating the uncertainty, we can use the safe bound $z > 1.7$ for Regime II. The “roughness” exponent is related to the scaling of power spectrum by $\chi = (2 - d - \eta)/2$, and is also related to the scaling of the susceptibility peak value by $\chi = (-d + \gamma/\nu)/2$. Our estimate $\eta = 0.27(8)$ yields $\chi = -0.14(4)$, and the estimate $\gamma/\nu = 1.737(1)$ obtained from Monte Carlo simulations of the dipolar XY model [25] gives $\chi = -0.1315(5)$; both show that $\chi > -0.2$. Therefore, the quantity $\chi - 1 + z > -0.2 - 1 + 1.7 = 0.5 > 0$. The advection coefficient grows exponentially by power counting in Regime II, which supports that advection should come into play at larger sizes to bring the system into Regime III.

Appendix F. Linear theory of eddies

We derive the power spectrum and other steady-state statistical properties of the linear model of eddies, as governed by

$$\frac{\partial \omega}{\partial t} = -a \omega + \mu \nabla^2 \omega + \eta(r,t), \quad (F.1)$$

where the vorticity noise $\eta \equiv \mathbf{z} \cdot (\nabla \times \mathbf{f})$. The critical linear model, or the Gaussian fixed point, corresponds to the case with $a = 0$. 

Figure D1. Scaling collapse of autocorrelation function for various “ferro” simulations at different sizes $L$. The original autocorrelation function $C(t)$ is shown on the left, and on the right, autocorrelation is plotted against the rescaled lag time $t/\tau$ using the measured values of autocorrelation time $\tau(L)$. The collapse confirms the accuracy of the measured $\tau$-values for each autocorrelation function.
Figure D2. Same as figure D1 but for the “ITT-5” simulations. The \( L = 1200 \) case of “ITT-5m” consists of two independent measurements with the same sample size; each measurement yields a \( \tau \)-value in figure 7, and the scatter between the two provides a rough estimate of error. Again the collapse on the right shows that the measured \( \tau \)-values are accurate.

\[ \tau \sim L^2 \]
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We introduce the Fourier transform and its inverse for the vorticity field (the frequency is denoted by $\Omega$ to not be mixed with the vorticity $\omega$),

$$\omega(k, \Omega) = \int dx^2 dt \omega(r, t) e^{i(\Omega t - kr)} , \tag{F.2}$$

$$\omega(r, t) = \int \frac{dk}{(2 \pi)^2} \int \frac{d\Omega}{2 \pi} \omega(k, \Omega) e^{-i(\Omega t - kr)} , \tag{F.3}$$

and likewise define $\psi(k, \Omega)$ for streamfunction, $v(k, \Omega)$ for velocity, $\eta(k, \Omega)$ and $f(k, \Omega)$ for noise. Equation \[ \text{[F.1]} \] yields

$$\omega(k, \Omega) = \frac{\eta(k, \Omega)}{a + \mu k^2 - i \Omega} , \tag{F.4}$$

and the vorticity-streamfunction relation \[ \text{[10]} \] gives

$$\omega(k, \Omega) = -k^2 \psi(k, \Omega) . \tag{F.5}$$

To directly compare with numerical simulation, the discrete version has to be used instead. For example, \[ \text{[F.2]} \] and \[ \text{[F.3]} \] become

$$\omega(k, \Omega) = \sum_{n_{i,\Omega}=-N/2}^{N/2-1} \omega(r, t) e^{i\Omega t - ik \cdot r} , \tag{F.6}$$

$$\omega(r, t) = \frac{1}{N^2 \Omega_t} \sum_{n_{i,\Omega}=-N/2}^{N/2-1} \omega(k, \Omega) e^{-i\Omega t + ik \cdot r} , \tag{F.7}$$

where the prime on the summation means to exclude the wavenumber $(n_x, n_y) = (0, 0)$. Here $r = \Delta x (i_x, i_y)$, $t = \Delta t \times i_t$, $k = \frac{2\pi}{\Omega} (n_x, n_y)$, $\Omega = \frac{2\pi}{\Omega_t}$, and $T$ is the measurement time. Note that $N = L/\Delta x$ and $N_t = T/\Delta t$ are taken as even integers as in numerical simulations.

The vorticity noise correlation

$$\overline{\eta(k, \Omega) \cdot \eta^*(k', \Omega')} = [k_x f_y(k, \Omega) - k_y f_x(k, \Omega)] \cdot [k_x f_y^*(k', \Omega') - k_y f_x^*(k', \Omega')]$$

$$= k^2 2D \frac{N^2 \Omega_t}{(\Delta x)^2} \delta_{n_x,n'_x} \delta_{n_y,n'_y}$$

$$= k^2 2D \frac{N^2 \Omega_t}{(\Delta x)^2} \delta_{\Omega \Omega'} \delta_{kk'}, \tag{F.8}$$

where we have used the original noise correlation

$$\overline{f_\alpha(k, \Omega) f_\beta^*(k', \Omega')} = \frac{2D}{(\Delta x)^2} \delta_{\alpha \beta} \delta_{n_x,n'_x} \delta_{n_y,n'_y} , \tag{F.9}$$

which can be straightforwardly derived from the discrete version of \[ \text{[4]} \]. Using \[ \text{[F.4]} \], \[ \text{[F.5]} \] and \[ \text{[F.8]} \], we obtain the streamfunction correlation

$$\overline{\psi(k, \Omega) \psi^*(k', \Omega')} = \frac{1}{k^2 (a + \mu k^2)^2} + \frac{2D}{(\Delta x)^2} \frac{N^2 \Omega_t}{\Delta t} \delta_{\Omega \Omega'} \delta_{kk'} . \tag{F.10}$$
The velocity correlation for $k > 0$ and $k' > 0$
\[
\overline{v(k, \Omega) \cdot v^*(k', \Omega')} = (\hat{z} \times k) \cdot (\hat{z} \times k') \frac{1}{(a + \mu k^2)^2 + \Omega^2} \psi(k, \Omega) \cdot \psi^*(k', \Omega')
\]
\[
= \frac{1}{(a + \mu k^2)^2 + \Omega^2} \frac{2D N^2 N_t}{(\Delta x)^2 \Delta t} \delta_{\Omega \Omega'} \delta_{kk'}.
\] (F.11)

The averaged power spectrum of eddies $v'$ is (for $k > 0$)
\[
E(k, t) \equiv \frac{1}{N^4} \overline{v(k, t) \cdot v^*(k, t)}
\]
\[
= \frac{1}{N^4 N_t^2} \sum_{\Omega, \Omega'} v(k, \Omega) \cdot v^*(k, \Omega') e^{-i(\Omega - \Omega') t}
\]
\[
= \frac{2D}{L^2 T} \left[ \sum_{\Omega} \frac{1}{(a + \mu k^2)^2 + \Omega^2} \right].
\] (F.12)

For long time series (both $T$ and $N_t$ are large), the sum can be approximated as an integral
\[
\frac{2\pi}{T} \sum_{\Omega} \frac{1}{(a + \mu k^2)^2 + \Omega^2} \approx \int_{-\infty}^{\infty} d\Omega \frac{1}{(a + \mu k^2)^2 + \Omega^2}
\]
\[
= \frac{\pi}{a + \mu k^2}.
\] (F.13)

Thus the power spectrum
\[
\overline{E(k, t)} = \frac{1}{a + \mu k^2} \frac{D}{L^2},
\] (F.14)
for $k > 0$.

The isotropic nature of the statistics, specifically $\psi(k, \Omega) \psi^*(k, \Omega')$ being independent of the direction of $k$, leads to a useful identity for the velocity correlation. The off-diagonal elements of the velocity correlation
\[
\langle v'_x(r, t) v'_y(r, t) \rangle_r = \langle -\partial_y \psi(r, t) \cdot \partial_x \psi(r, t) \rangle_r
\]
\[
= \frac{2D}{L^2 T} \sum_{\Omega} \sum_{k} \delta_{k_x k_y} \frac{1}{k^2 (a + \mu k^2)^2 + \Omega^2}
\]
\[
\propto \sum_{n_x = -N/2}^{N/2-1} \frac{1}{k_x^2 (a + \mu k^2)^2 + \Omega^2} \approx 0.
\] (F.15)

The diagonal elements
\[
\langle v'_x(r, t) v'_x(r, t) \rangle_r = \langle (\partial_x \psi)^2 \rangle_r = \frac{2D}{L^2 T} \sum_{\Omega} \sum_{k} \frac{k_x^2}{k^2 (a + \mu k^2)^2 + \Omega^2}
\]
\[
= \frac{2D}{L^2 T} \sum_{\Omega} \sum_{k} \frac{1}{k^2 (a + \mu k^2)^2 + \Omega^2}
\]
\[
= \langle (\partial_x \psi)^2 \rangle_r = \langle v'_y(r, t) v'_y(r, t) \rangle_r.
\]

Therefore the velocity correlation
\[
\langle v'_i(r, t) v'_j(r, t) \rangle_r = \frac{1}{2} \langle (\nabla \psi)^2 \rangle_r \delta_{ij},
\] (F.16)
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for \( i, j = x, y \).

The term
\[
\left\langle |\nabla \psi|^2 \right\rangle_r = \frac{1}{N^6 N^2_t} \sum_r \sum_{\Omega, \Omega'} \sum_{k, k'} (k \cdot k') \psi(k, \Omega) \psi^*(k', \Omega') e^{-i(\Omega - \Omega') t + (k - k') \cdot r}
\]
\[
= \frac{2D}{L^2 T} \sum_\Omega \sum_k \frac{1}{(a + \mu k^2)^2 + \Omega^2}.
\]

Using (F.13),
\[
\left\langle |\nabla \psi|^2 \right\rangle_r \approx \frac{D}{L^2} \sum_{n_x, n_y = -N/2}^{N/2 - 1} \frac{1}{a + \mu k^2}.
\]

For large \( L \), the spacing between \( \{k_i = (2\pi/L)n_i, \ i = x, y\} \) becomes very dense, and the above sum can be approximated as an integral. However, in this paper we compare the theoretical prediction with numerical simulation at small \( L \), so the discrete sum is evaluated numerically.

Since the noise \( f(r, t) \) follows a Gaussian distribution with zero mean, any third-order moment \( \int f_\alpha(r_1, t_1) f_\beta(r_2, t_2) f_\gamma(r_3, t_3) \) vanishes. It is straightforward to show that this leads to
\[
\left\langle |\nabla \psi|^2 \chi' \right\rangle_r = 0.
\]

Appendix G. Finite-size scaling forms in the weak-coupling critical theory

We derive the exact FSS forms (30)–(32) from the Fokker-Planck equation (29) of the WCCT.

The steady-state probability distribution function is the Boltzmann distribution
\[
P_{s.s.}(c) = \frac{1}{Z} e^{-L^2 U/D}, \quad \text{(G.1)}
\]
where the partition function
\[
Z = \int d^2 c \ e^{-L^2 U/D} = \int d^2 c \ \exp \left[ -\frac{a_R L^2}{2D} c^2 - \frac{bL^2}{4D} c^4 \right]. \quad \text{(G.2)}
\]

The mean speed
\[
\bar{c} = \frac{\int d^2 c \ c \ \exp[-\frac{a_R L^2}{2D} c^2 - \frac{bL^2}{4D} c^4]}{\int d^2 c \ \exp[-\frac{a_R L^2}{2D} c^2 - \frac{bL^2}{4D} c^4]}
\]
\[
= \frac{\int_0^\infty dc \ c \ \exp[-\frac{a_R L^2}{2D} c^2 - \frac{bL^2}{4D} c^4]}{\int_0^\infty dc \ \exp[-\frac{a_R L^2}{2D} c^2 - \frac{bL^2}{4D} c^4]}.
\]

Introducing a change of variable from \( c \) to \( \tilde{c} = c \left( \frac{bL^2}{4D} \right)^{1/4} \), we obtain
\[
\bar{c} = \left( \frac{4D}{bL^2} \right)^{1/4} \int_0^\infty \tilde{c} \ \tilde{c} \ \exp[-\frac{a_R L^2}{4\sqrt{bD} \tilde{c}^2} - \tilde{c}^4] \frac{d\tilde{c}}{\tilde{c}}
\]
\[
= L^{-1/2} \cdot F_1(a_R L) = L^{-1/2} \cdot F_1[(a - a_0) L], \quad \text{(G.4)}
\]
where the scaling function
\[ F_1(x) \equiv \left( \frac{4D}{b} \right)^{1/4} \frac{g_2(x; b, D)}{g_1(x; b, D)}, \] (G.5)
and the integral \( g_n(x; b, D) \) is defined as
\[ g_n(x; b, D) \equiv \int_0^\infty dc \ c^n \exp \left[ -\frac{x}{\sqrt{bD}} c^2 - c^4 \right]. \] (G.6)
Likewise the second-order moment
\[ \bar{c}^2 = \left( \frac{4D}{bL^2} \right)^{1/2} \frac{g_3(a_R L; b, D)}{g_1(a_R L; b, D)}, \] (G.7)
and the susceptibility
\[ \chi \equiv L^2[\bar{c}^2 - \bar{c}^2] = L \cdot F_2[a_R L] = L \cdot F_2[(a - a_0)L], \] (G.8)
where the scaling function
\[ F_2(x) \equiv 2\sqrt{\frac{D}{b}} \frac{g_3(x; b, D)}{g_1(x; b, D)} - F_1^2(x). \] (G.9)
The fourth-order moment
\[ \bar{c}^4 = \left( \frac{4D}{bL^2} \right) \frac{g_5(a_R L; b, D)}{g_1(a_R L; b, D)}, \] (G.10)
and the Binder cumulant
\[ G \equiv 1 - \frac{\bar{c}^4}{3(\bar{c}^2)^2} = F_3(a_R L) = F_3[(a - a_0)L], \] (G.11)
where the scaling function
\[ F_3(x) \equiv 1 - \frac{1}{3} \frac{g_5(x; b, D) \cdot g_1(x; b, D)}{g_3^2(x; b, D)}. \] (G.12)
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