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Abstract

Following Kobayashi, we consider Griffiths negative complex Finsler bundles, naturally leading us to introduce Griffiths extremal Finsler metrics. As we point out, this notion is closely related to the theory of interpolation of norms, and is characterized by an equation of complex Monge–Ampère type, whose corresponding Dirichlet problem we solve. As applications, we prove that Griffiths extremal Finsler metrics quantize solutions to a natural PDE in Kähler geometry, related to the construction of flat maps for the Mabuchi metric.

1 Introduction

Let \( \pi : E \to Y \) be a complex vector bundle of rank \( r \) over a complex manifold \( Y \) of dimension \( m \). We say that \((E, f)\) is a (complex) Finsler bundle with \( f \) being the Finsler metric if \( f(y, \xi) \geq 0 \) for all \( y \in Y \) and \( \xi \in E_y \), with \( f(y, \xi) = 0 \) if and only if \( \xi = 0 \). Moreover, \( f(y, \lambda \xi) = |\lambda|f(y, \xi) \) for all \( y \in Y, \xi \in E_y \) and \( \lambda \in \mathbb{C} \). In case \( f(y, \cdot) \) also satisfies the triangle inequality on each \( E_y \), then \( f \) is a Finsler norm. As usual, if \( f(y, \cdot) \) is induced by a quadratic form, then \( f \) is a Hermitian metric.

We do not assume any regularity at this point. Later on, suitable regularity will be imposed on the Finsler metric \( f \).

Despite their ubiquity, complex geometers often consider Finsler metrics too general to be relevant, with the special case of Hermitian metrics receiving most of the attention in the literature. Somewhat reversing this trend, the main purpose of the present article is to show that Finsler metrics arise naturally in the quantization of Kähler metrics that are solutions to canonical PDEs in the subject. Indeed, it seems that many times there are not enough Hermitian metrics to quantize such solutions.

Broadly speaking, we point out that interpolation methods for Euclidean norms going back to Rochberg [42], Slodkowski [44, 45, 46], Coifman–Semmes [17], and more recently Berndtsson–Cordero–Erausquin–Klartag–Rubinstein [3] can be adapted to our Finsler setting, naturally leading us to Griffiths extremality. More importantly, we show that Griffiths extremal Finsler metrics quantize the solution to a natural complex Monge–Ampère equation in Kähler geometry considered by Berman–Demailly and Darvas–Rubinstein [4, 21], closely related to the notion of flatness in Mabuchi geometry. The link is provided by Berndtsson’s theorem for positivity of direct images [1], and classical methods of Kobayashi on Finsler metrics [33].

Griffiths negativity/extremality and interpolation of norms. Before we address Kähler quantization, let us review Griffiths negativity of Finsler bundles and introduce Griffiths extremality, pointing out connections to interpolation of Euclidean norms at the end. Complex Finsler bundles were considered by Kobayashi [33], who was motivated by the Griffiths conjecture on the relationship between ampleness and positivity of vector bundles [29] (for recent progress see
we need not require plurisubharmonicity of $g$ in $E$. One is naturally led to the condition $s$ under domain $3.2$. [23, Chapter VII]. For more details and comparison with Kobayashi’s papers [33, 34], see Section 3.2. 

One may ask, which are the least Griffiths negative Finsler metrics? As we are dealing with plurisubharmonicity, one is naturally led to the conditions $i\partial\bar{\partial}f \geq 0$ together with $\dim \text{Ker} i\partial\bar{\partial}f \geq 1$. This would be fine for smooth $f$, however in our case $f$ is only psh, hence it is more precise to ask that $f$ satisfies the complex Monge–Ampère equation $(i\partial\bar{\partial}f)^{m+r} = 0$ on $E$ in the sense of Bedford–Taylor [8]. Griffiths negative metrics $f$ satisfying this equation will be called Griffiths extremal.

We are naturally led to the following Dirichlet problem: given a relatively compact open subset $D \subset Y$ with smooth boundary and $g$ a Finsler metric on $E|_{\partial D}$, is it possible to find a Griffiths extremal metric $f$ on $E|_{\overline{D}}$ assuming the values of $g$ on the boundary? Our first result says that this is indeed the case under reasonable regularity assumptions on $D$ and $g$.

**Theorem 1.1.** Let $D \subset Y$ be a relatively compact strongly pseudoconvex domain with smooth boundary, and $g$ a continuous Finsler metric on $E|_{\partial D}$ such that $g_x := g(z, \cdot)$ is psh on $E_z$, $z \in \partial D$. Then there exists a unique continuous Finsler metric $f$ on $E|_{\overline{D}}$ solving the following Dirichlet problem:

$$
\begin{align*}
\begin{cases}
(i\partial\bar{\partial}f)^{m+r} & = 0 \text{ on } E|_D, \\
f & \in \text{PSH}(E|_D), \\
f & = g, \text{ on } E|_{\partial D}.
\end{cases}
\end{align*}
$$

By continuity of the Finsler metrics $f$ and $g$ we understand continuity on the total space of the bundles $E|_D$ and $E|_{\partial D}$ respectively. Strong pseudoconvexity means that there exists an open set $D' \subset Y$ such that $D' \supset D$ and $\rho : D' \rightarrow \mathbb{R}$ smooth and strongly psh defining function of $D$ (i.e., $d\rho \neq 0$ on $\partial D$, $\partial D = \{\rho = 0\}$, and $D = \{\rho < 0\}$). This is perhaps the most natural condition to pose for $D$, when trying to solve complex Monge–Ampère equations. Moreover, since $E|_{\partial D}$ contains complex directions, it is necessary to ask that $g$ is psh in these directions, otherwise no Griffiths negative metric could assume these values. Interestingly enough, since $D$ is strongly pseudoconvex we need not require plurisubharmonicity of $g$ in directions of $\partial D$.

Similar equations have been already solved in the literature, the difficulty here is the fact the underlying domain $E|_{\overline{D}}$ is non-compact. We will circumvent this issue by a convenient projectivization argument. Moreover, as in the case of compact domains, we will see that the solution $f$ arises as the solution to the following Perron process:

$$
f := \sup_{h \in F_g^M} h,
$$

where $F_g^M$ is the following family of Griffiths negative metrics:

$$
F_g^M := \{h \text{ is a Griff. negative Finsler metric on } E|_D, \limsup_{E|_D \ni (x', \xi') \rightarrow (x, \xi) \in E|_{\partial D}} h(x', \xi') \leq g(x, \xi)\}.
$$

Staying with Perron processes, when $D \subset \mathbb{C}^n$ is a domain and $E$ is trivial, the envelope of $F_g^M$ has been considered specifically by Slodkowski in [44]. Slodkowski interpreted $f$ as the interpolation of
the Finsler norm \( g \) from \( E|_{\partial D} \) into \( E|_{\partial Y} \). Interestingly, the connection with complex Monge–Ampère equations seems to have not been emphasized, and the extension to pseudoconvex manifolds seems not to have been considered in the literature until now either. With different motivation, the case \( m = 1 \) and \( E \) trivial has been considered by Coifman–Cwikel–Rochberg–Sagher–Weiss [16] and Rochberg [42]. Higher dimensional cases have been considered by Slodkowski [45, 46, 47], Coifman–Semmes [17] and Berndtsson–Cordero-Erausquin–Klartag–Rubinstein [3], with connections to Yang–Mills equations pointed out by Donaldson [24].

In case the boundary data \( g \) is a Hermitian metric (or a Finsler norm) one might naturally wonder if the solution \( f \) to (1) is also a Hermitian metric (or a Finsler norm) on \( D \). As pointed out by Slodkowski in [45, Corollary 6.8] this may not be the case (in fact, he gave an example where the boundary data \( g \) is a Finsler norm, but the envelope \( f \) is not). However, in the Finsler norm case one may still consider the following partial Perron envelope

\[
\tilde{f} := \sup_{h \in F^N_g} h,
\]

where \( F^N_g \) is the following family of Griffiths negative norms(!):

\[
F^N_g := \{ h \text{ is a Griff. negative Finsler norm on } E|_D, \lim \sup_{E|_D \ni (x', \xi') \to (x, \xi) \in E|_{\partial D}} h(x', \xi') \leq g(x, \xi) \}.
\]

Naturally \( \tilde{f} \leq f \). As shown by Slodkowski in [44], in case \( D \) is a (strongly pseudoconvex) smooth subdomain of \( C^m \) and \( E \) is trivial, \( \tilde{f} \) is a continuous Griffiths negative Finsler norm on \( E|_D \) that assumes the values of \( g \) on \( E|_{\partial D} \). On the other hand, according to Slodkowski’s example [45, Corollary 6.8], \( f \) is not always a Finsler norm, so \( f \neq \tilde{f} \) and \( \tilde{f} \) does not solve (1) in general by uniqueness of the solution.

A degenerate complex Monge–Ampère equation in Kähler geometry. Now we introduce a natural Dirichlet problem in Kähler geometry, closely related to Mabuchi flatness (see Section 2), whose solution we will quantize via the Griffiths extremal metrics of the previous paragraph. Let \((X, L)\) be an \( n \)-dimensional compact Kähler manifold with an ample Hermitian line bundle \((L, h)\) such that \( \omega := i\Theta(h) > 0 \) is Kähler. Given this data, one can introduce the space of Kähler potentials and \( \omega \)-psh potentials respectively:

\[
\mathcal{H}_\omega := \{ u \in C^\infty(X) \text{ s.t. } \omega + i\partial\bar{\partial}u > 0 \},
\]

\[
\text{PSH}(X, \omega) := \{ u : X \to [-\infty, \infty), u \text{ is usc and } \omega + i\partial\bar{\partial}u \geq 0 \}.
\]

As before, \( D \subset Y \) is a relatively compact strongly pseudoconvex domain with \( \dim Y = m \). Moreover, given a boundary data \( v \in C(\partial D \times X) \) satisfying \( v_z := v(z, \cdot) \in \text{PSH}(X, \omega), \ z \in \partial D \), we consider the following equation: for a function \( u \) on \( \overline{D} \times X \)

\[
\begin{cases}
(\pi^*\omega + i\partial\bar{\partial}u)^{n+m} = 0 \text{ on } D \times X, \\
u|_{\partial D \times X} = v \\
\pi^*\omega + i\partial\bar{\partial}u \geq 0,
\end{cases}
\]

where \( \pi : Y \times X \to X \). This equation was perhaps first considered by Berman–Demajilly [4], when the boundary data is \( C^2 \) (see also [9, 12] for related cases). When \( D \subset C^m \) is a Bochner tube, this equation was studied in [21]. In this latter case, due to the symmetry in the imaginary directions, it was shown in [21] that the solution to (4) is the Legendre transform of a family of rooftop envelopes.
When $D$ is a Riemann surface ($m = 1$), the above equation becomes Donaldson’s generalization of the Wess–Zumino–Witten equation [25, 5]. Furthermore, when $D \subset \mathbb{C}$ is an annulus, and $v$ is invariant under rotation of the annulus, the above equation reduces to the equation of geodesics in the space of Kähler metrics [37, 43, 25, 14].

When $v$ is smooth and non-degenerate in the $X$-fibers, it is known that the solution $u$ is $C^{1,\alpha}$ [12]. Though continuous boundary data has not been explicitly considered in the past, one can obtain the analogous result after an application of the maximum principle and approximation techniques of Kähler geometry:

**Theorem 1.2.** Given $v \in C(\partial D \times X)$ such that $v_z = v(z, \cdot) \in \text{PSH}(X, \omega)$ for $z \in \partial D$, the Dirichlet problem (4) has a unique solution $u \in C(\overline{D} \times X) \cap \text{PSH}(D \times X, \pi^*\omega)$.

By estimates of Blocki [11], in case $v$ is $C^{0,1}$ one can show that $u \in C^{0,1}$ as well. For brevity, we will focus on continuous solutions in this work, and we do not elaborate on regularity further.

As is well known, $\text{PSH}(X, \omega) \cap C(X)$ is a subset of the Mabuchi metric completion of $\mathcal{H}_\omega$ [18] (for a recent survey see [19]). Consequently, one can think of the solution $u$ to (4) as a map $u_z : D \rightarrow \mathcal{H}_\omega$. As shown in Section 2, when $D$ is special, the map $z \rightarrow u_z$ is closely related to flat embeddings of convex domains into (the completion of) $\mathcal{H}_\omega$, hence its understanding is geometrically well motivated.

**The dual Fubini–Study/Hilbert maps and Finsler quantization.** Kähler quantization has a long history going back to predictions of Yau [51] and early work of Tian [49, 50], with refinements extended to the metric completion [20], following up on work of many authors including [26], [40], [48], [2], [15].

In case $D$ is a Riemann surface, the quantization scheme of $z \rightarrow u_z$ was explained in embryonic form in [5, Section 2.2.2]. There the authors used the spaces of Hermitian metrics $\text{Herm}_n(H^0(X, L^k))$ or $\text{Herm}_n(H^0(X, L^k \otimes K_X))$. This scheme has been recently extended to the metric completion [20], following up on work of many authors including [26], [40], [48], [2], [15].

As a novelty of our work, we now point out that one can find a natural extension of the classical Hilbert and Fubini–Study maps to the dual Finsler setting. We denote by

1. $\mathcal{H}_k$ the space of Hermitian metrics on $H^0(X, L^k)$.
2. $\mathcal{N}_k$ the space of Finsler norms on $H^0(X, L^k)$.
3. $\mathcal{M}_k$ the space of psh Finsler metrics on $H^0(X, L^k)$.

The third one simply consists of Finsler metrics that are also psh on $H^0(X, L^k)$. Since norms are convex, and convex functions are psh, we have obvious inclusions $\mathcal{H}_k \subset \mathcal{N}_k \subset \mathcal{M}_k$.

Similarly we denote by $\mathcal{H}_k^*/\mathcal{N}_k^*/\mathcal{M}_k^*$ the space of Hermitian metrics/Finsler norms/psh Finsler metrics on the dual vector space $H^0(X, L^k)^*$. Again, we have the inclusions $\mathcal{H}_k^* \subset \mathcal{N}_k^* \subset \mathcal{M}_k^*$.

The classical Hilbert map $H_k : \mathcal{H}_\omega \rightarrow \mathcal{H}_k$ is given by the formula

$$H_k(u)(s, s) = \int_X h^k(s, s)e^{-ku} \omega^n, \quad \text{for } s \in H^0(X, L^k).$$
The dual Hilbert map is $H^*_{k}:\mathcal{H}_{\omega} \rightarrow \mathcal{H}^*_{k}$, defined via dualization:

$$H^*_k(u) = H_k(u)^*.$$  \hspace{1cm} \text{(5)}

In the opposite direction, we have the well known Fubini–Study map $FS_k : \mathcal{H}_k \rightarrow \mathcal{H}_\omega$:

$$FS_k(G) = \frac{1}{k} \log \sup_{s \in H^0(X,L^k), G(s) \leq 1} h^k(s,s).$$ \hspace{1cm} \text{(6)}

One can similarly define the dual Fubini–Study map $FS^*_k : \mathcal{H}^*_k \rightarrow \mathcal{H}_\omega$, given by the formula $FS^*_k(G) := FS_k(G^*)$.

We note that the operator $H_k$ is monotone decreasing in the sense that if $u_1 \leq u_2$ then $H_k(u_1)(s,s) \geq H_k(u_2)(s,s)$ for any $s \in H^0(X,L^k)$. Also, $FS_k$ is monotone decreasing in the sense that if $G_1 \leq G_2$ then $FS_k(G_1) \geq FS_k(G_2)$. On the other hand, the dual maps $H^*_k$ and $FS^*_k$ are monotone increasing due to the fact if a norm is large then its dual norm will be small.

When trying to extend $FS^*_k$ to $N^*_k$ and more generally, $M^*_k$, a different point of view is necessary, as we now elaborate. Starting with an arbitrary global non-vanishing section of $(L^k)^*$ and dividing it by its length using the metric $(h^*)^k$, one obtains a global discontinuous section $s^*_k : X \rightarrow (L^k)^*$ such that $(h^*)^k(s^*_k(x), s^*_k(x)) = 1$ for all $x \in X$. Using this section one can introduce the evaluation map $\hat{s}^*_k : X \rightarrow H^0(X,L^k)^*$ given by the formula $\hat{s}^*_k(x)(\sigma) := s^*_k(\sigma(x)), \sigma \in H^0(X,L^k)$.

We define $FS^*_k : M^*_k \rightarrow \text{PSH}(X,\omega)$ by the following formula

$$FS^*_k(G^*)(x) = \frac{2}{k} \log [G^*(\hat{s}^*_k(x))], \ x \in X.$$ \hspace{1cm} \text{(7)}

It is not hard to see that this definition is independent of the choice of $s^*_k$. We will show that it is consistent with the definition of (6) and $FS^*_k(G^*) \in \text{PSH}(X,\omega)$ (Lemmas 5.1 and 5.2). From the defining formula (7), this extended Fubini–Study map $FS^*_k$ is also monotone increasing.

Let $v \in C(\partial D \times X)$ such that $v_z := v(z,\cdot) \in \text{PSH}(X,\omega), \ z \in \partial D$. We consider the trivial bundle $D \times H^0(X,L^k)^*$, and the following families of Griffiths negative Finsler metrics/norms on this bundle:

$$F^N_{v,k} := \{D \ni z \rightarrow U_z \in N^*_k \text{ is Griffiths negative and } \limsup_{z \rightarrow \partial D} U_z \leq H^*_k(v)\}.$$  

$$F^M_{v,k} := \{D \ni z \rightarrow U_z \in M^*_k \text{ is Griffiths negative and } \limsup_{z \rightarrow \partial D} U_z \leq H^*_k(v)\}.$$  

As pointed out after (2) and (3), these families are stable under taking the supremum, allowing us to consider their upper envelopes:

$$U^M_{k} := \sup_{V \in F^M_{v,k}} V, \quad U^N_{k} := \sup_{V \in F^N_{v,k}} V, \ z \in D.$$ \hspace{1cm} \text{(8)}

By the comments following Theorem 1.1, $U^M_{k}$ is the Griffiths extremal Finsler metric assuming the boundary values $H^*_k(v)$. $U^N_{k}$ also assumes the correct boundary values (Proposition 5.3), and trivially $U^N_{k} \leq U^M_{k}$, but (as discussed before) in general $U^N_{k}$ and $U^M_{k}$ are different. Despite this, in our main result we show that both of these envelopes tend to the solution $u$ of (4) in the large $k$-limit:

**Theorem 1.3.** Given $v \in C(\partial D \times X)$ such that $v_z \in \text{PSH}(X,\omega), \ z \in \partial D$, we have that:

(i) $\|FS^*_k(U^N_{k}) - u\|_{C^0(\partial D \times X)} \rightarrow 0$ as $k \rightarrow \infty$,

(ii) $\|FS^*_k(U^M_{k}) - u\|_{C^0(\partial D \times X)} \rightarrow 0$ as $k \rightarrow \infty$,

where $u$ is the solution to (4) and $U^N_{k}/U^M_{k}$ are the envelopes of Griffiths negative norms/metrics from (8).
Although $U^{N_{k}}$ and $U^{M_{k}}$ are different in general, they do agree when $\dim D = 1$. In fact, in this particular case both $U^{N_{k}}$ and $U^{M_{k}}$ are Hermitian metrics. Indeed, this is a consequence of the Wiener–Masani type decomposition of the boundary data $H_{k}^{*}(v)$, as elaborated in [17, 24]. Due to this observation, Theorem 1.3 recovers well known results on quantization of Mabuchi geodesics and solutions to Wess–Zumino–Witten equations [2, 5].

For smooth $v$ it is expected that the $C^{0}$-convergence of the above theorem can be upgraded to $C^{1,\alpha}$-convergence, at least when $\partial D$ is Levi flat. However this is an open question even in the case when $D$ is a Riemann surface, and will likely require a refined analysis of Bergman kernels that is beyond the scope of the current work. We hope to return to this sometime in the future.

**Organization.** To provide motivation, in Section 2 we point out the connection between Mabuchi flatness and the complex Monge–Ampère equations considered in this work. Theorem 1.1 is proved in Section 4 (Theorem 4.5). Theorem 1.2 is proved in Section 4.1 (Theorem 4.7). Theorem 1.3 is proved in Section 5 (Theorem 5.8).
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## 2 Motivation: complex Monge–Ampère equations and Mabuchi flatness

In this short section, we equip the space of Kähler potentials $\mathcal{H}_{\omega}$ with the usual Mabuchi $L^{2}$ geometry [37, 43, 25]. Given a compact convex set $\Omega \subset \mathbb{R}^{m}$ with non-empty interior, we would like to find a flat embedding $\Omega \ni x \rightarrow u_{x} \in \mathcal{H}_{\omega}$. Here flatness is understood in the sense of metric spaces: the image of any segment in $\Omega$ under $x \rightarrow u_{x}$ is a geodesic of $\mathcal{H}_{\omega}$ [7, Chapter II.2]. For related work on quantizing harmonic maps into $\mathcal{H}_{\omega}$ we refer to [41].

Given that $(\mathcal{H}_{\omega}, \langle \cdot, \cdot \rangle)$ is non-positively curved, the study of flat maps plays a special role in the exploration of $\mathcal{H}_{\omega}$ and its Mabuchi completion $(\mathcal{E}^{2}, d_{2})$, which is a CAT(0) space [18].

There is a natural connection with complex Monge–Ampère equations, specifically (4). As our goal is to provide motivation, we assume for simplicity that $\Omega \ni x \rightarrow u_{x} \in \mathcal{H}_{\omega}$ is a smooth flat embedding. Introducing $\Omega^{C} := \Omega + i\mathbb{R}^{m} \subset \mathbb{C}^{m}$ (the Bochner tube with base $\Omega$), and the projection $\pi: \Omega^{C} \times X \rightarrow X$, one can consider the “complexification” $\Omega^{C} \ni z \rightarrow u_{z} \in \mathcal{H}_{\omega}$, where $u_{z} := u_{\text{Re } z}$. For sake of well-posedness we assume the positivity condition $\pi^{*}\omega + i\partial \overline{\partial} c_{x} \times X \partial \overline{\partial} c_{x} X u \geq 0$ on $\Omega^{C} \times X$, where $u(z, x) = u_{z}(x)$.

Due to flatness, for any $a, b \in \Omega$, the curve $t \rightarrow u_{a+t(b-a)}$ is a Mabuchi geodesic. Due to positivity, we obtain that the (1,1)-form $\pi^{*}\omega + i\partial \overline{\partial} c_{x} \times X \partial \overline{\partial} c_{x} X u$ has a zero eigenvalue for all $(z, x) \in \Omega^{C} \times X$. Consequently, we have that

\[
(\pi^{*}\omega + i\partial \overline{\partial} c_{x} \times X \partial \overline{\partial} c_{x} X u)^{m+n} = 0 \quad \text{on} \quad \Omega^{C} \times X. \tag{9}
\]

Clearly, equation (9) does not characterize the flatness condition for a smooth map $x \rightarrow u_{x}$. However flatness most often leads to over-determined problems in geometric analysis. On the other hand, the weaker condition of the above equation does allow for a robust setup, as explored in the previous sections. This same exact PDE was considered in [21], and one can think of the Dirichlet problem (4) as trying to find (weak) flat maps into the space of Kähler metrics with prescribed boundary data.
Unfortunately \( \mathcal{H}_\omega \) lacks smooth geodesics, so one is ultimately interested in flat embeddings into the metric completion \((\mathcal{E}^2, d_2)\), that is a geodesic CAT(0) metric space [18]. This motivates our consideration of Bedford–Taylor solutions to (9) throughout this paper.

It remains an interesting question to study the additional constraints under which solutions to (9) are always flat. One such condition is asking for affinity of \( x \to I(u_x) \), \( x \in \Omega \), where \( I \) is the Monge–Ampère energy, and we hope to return to this problem in a future publication.

## 3 Preliminaries

In this section we collect known facts from the literature, introduce and explain our own terminology, and prove some preliminary technical results.

Let \( X \) be a complex manifold, we say that \( u : X \to [-\infty, \infty) \) is \textit{quasi-plurisubharmonic} (qpsh) if there exists an atlas \( \{ U_j \}_j \) for \( X \), and \( f_j \in C^\infty(U_j) \) such that \( f_j + u|_{U_j} \) are psh functions on each \( U_j \). If each \( f_j \) can be taken to be zero, then \( u \) is psh on \( X \).

If \( \omega \) is a Kähler form on \( X \), then we say that \( u : X \to [-\infty, \infty) \) is \( \omega \)-psh \( (u \in PSH(X, \omega)) \) if there exists an atlas \( \{ U_j \}_j \) for \( X \), and \( v_j \in C^\infty(U_j) \) local potentials for \( \omega \) (i.e., \( \omega|_{U_j} = i\partial \bar{\partial} v_j \)), such that \( v_j + u|_{U_j} \) are psh functions on each \( U_j \).

### 3.1 Approximation of families of quasi-psh potentials

In this subsection we prove an elementary approximation result for a family of qpsh functions, that will be used multiple times in this work. Let \( \pi : X \to B \) be a smooth submersion with \( X, B \) compact smooth manifolds and each fiber \( X_b := \pi^{-1}(b) \) a complex manifold.

We assume that \( B \) has a fixed Riemannian metric \( r \). The compact fibers \( X_b \) are diffeomorphic to a fixed compact complex manifold \( Z \) (when \( B \) is connected). However typically they are not biholomorphic to \( Z \), in fact the complex structure may not even change continuously, the way we set things up. For this reason, we introduce below the ad-hoc notion of split holomorphicity, that allows for smooth families of biholomorphisms between nearby fibers, and will suffice for our purposes.

Let \( TB \times_B X \to B \) be the fibered direct product of the tangent bundle \( TB \to B \) and \( X \to B \). We say that \( \pi \) \textit{splits holomorphically} if the zero section of the tangent bundle \( TB \) has an open neighborhood \( U \) for which there exists a smooth map \( F : U \times_B X \to X \) with the following properties (we denote \( U_b := U \cap T_bB \) for \( b \in B \)):

1. \( \exp_b : U_b \to \exp_b(U_b) \) is a diffeo, \( b \in B \), where \( \exp_b \) is the Riemannian exponential map of \( r \);
2. if \( v \in U_b, b \in B \) then \( F(v, \cdot) : X_b \to X_{\exp_b(v)} \) is a biholomorphism;
3. for \( 0 \in U_b \subset T_bB \), \( F(0, \cdot) : X_b \to X_b \) is the identity map.

**Remark 3.1.** We give two examples of submersions that split holomorphically:

- (a) if \( X = B \times Z \) then clearly \( \pi := \text{pr}_1 : B \times Z \to B \) splits holomorphically, with \( U \) being the neighborhood of the zero section in \( TB \), where \( \exp_b : U_b \to \exp_b(U_b) \) is a diffeomorphism, and \( F(v, b, z) = (\exp_b(v), z) \) for any \( v \in U_b \) and \( z \in Z \).
- (b) a more intricate example is when \( E \to B \) is a smooth \( \mathbb{C} \)-vector bundle with rank \( r \). Then \( \pi : \mathbb{P}(E) \to B \) is again seen to split holomorphically, where \( \mathbb{P}(E) \) is the projectivization of \( E \). Indeed, let \( U \) be the neighborhood of the zero section in \( TB \), where \( \exp_b : U_b \to \exp_b(U_b) \) is a diffeomorphism.

    Now let \( g \) be a hermitian metric on \( E \). Then \( g \)-parallel transport along geodesics of \( r \) gives a \( \mathbb{C} \)-linear isomorphism between \( T_v : E_b \to E_{\exp_b(v)} \) for any \( v \in U_b, b \in B \). After projectivization,
we get a biholomorphism $\mathbb{P}T_v : \mathbb{P}(E_b) \to \mathbb{P}(E_{\exp_b(v)})$, hence $F(v, x) := \mathbb{P}T_v(x)$, $(v, x) \in U \times_B \mathbb{P}(E)$ satisfies the requirements in the definition of holomorphic splitness.

**Theorem 3.2.** Let $\pi : X \to B$ be a smooth submersion with $X, B$ compact smooth manifolds and each fiber $X_b := \pi^{-1}(b)$ a complex manifold. Assume that $\pi$ splits holomorphically. Let $\alpha$ be a smooth real 2-form on $X$ such that $\alpha_b := \alpha|_{X_b}$ is Kähler on each $X_b$.

Let $u \in C(X)$ such that $u_b := u|_{X_b} \in \text{PSH}(X_b, \alpha_b)$. Then there exists $u^k \in C^\infty(X)$ such that $u^k \searrow u$ and $\alpha_b + i\partial\overline{\partial}u^k_b$ is Kähler on $X_b$ where $u^k_b := u^k|_{X_b}$.

**Proof.** Let us fix $b \in B$ momentarily, and let $k \in \mathbb{N}$. By [10, Theorem 1] there exists $\hat{u}^k_b \in C^\infty(X_b)$ such that $\alpha_b + i\partial\overline{\partial}\hat{u}^k_b$ is Kähler on $X_b$ and $\sup_{X_b} |\hat{u}^k_b - u_b| < 1/2k$.

By split holomorphicity, and since $\alpha$ is smooth on $X$ we obtain that $\alpha_{\exp_b(v)} + i\partial\overline{\partial}\hat{u}^k_b(F(v, \cdot)^{-1}) > 0$ for $v$ in a neighborhood of $0 \in T_bB$. Since $\exp_b$ is a diffeomorphism near $0 \in T_bB$, we can find a neighborhood $V_b \subset B$ of $b$, such that $\hat{u}^k_b$ extends to a smooth function $\hat{u}^k_b : \pi^{-1}(V_b) \to \mathbb{R}$ such that $\alpha_{\hat{u}^k_b} + i\partial\overline{\partial}\hat{u}^k_b$ is a Kähler form on $X_{\hat{u}^k_b}$ for all $b' \in V_b$. Moreover, since $u \in C(X)$, we can further assume that $\sup_{X_{\hat{u}^k_b}} |\hat{u}^k_b - u_b| < 1/k$ for $b' \in V_b$. This gives the local version of Theorem 3.2 on $\pi^{-1}(V_b)$.

Now we globalization the above local construction. Let $V_{b_1}, \ldots, V_{b_m}$ be a finite cover of $B$, and let $\hat{u}^k_b$ be the corresponding approximants on each $\pi^{-1}(V_{b_i})$ constructed above. Let $\rho_1, \ldots, \rho_m$ represent a partition of unity for $B$ that is subordinate to the cover $V_{b_1}, \ldots, V_{b_m}$.

We see that $\hat{u}^k(x) := \sum \rho_j(\pi(x))\hat{u}^k_j(x) \in C^\infty(X)$, $\hat{u}^k$ converges uniformly to $u$ on $X$, moreover $\alpha_b + i\partial\overline{\partial}\hat{u}^k_b$ is a Kähler form on $X_b$ for all $b \in B$. Due to uniform convergence, there exist constants $c_k \searrow 0$ such that $u^k := \hat{u}^k + c_k \searrow u$, finishing the argument.

### 3.2 Griffiths negativity of Finsler bundles

Let $Y$ be an $m$-dimensional complex manifold. We start with a discussion on the connection between a holomorphic vector bundle $E \to Y$ of rank $r$ and its tautological bundle $L(E) \to \mathbb{P}(E)$ in the Finsler context. Here $\mathbb{P}(E)$ is the projectivization of $E$ and $L(E) \to \mathbb{P}(E)$ is the tautological line bundle. There is a natural map $\bar{p} : L(E) \to E$ mapping $([x], \lambda x)$ to $\lambda x$, which is biholomorphic away from the zero sections. As observed by Kobayashi, Hermitian metrics on $L(E)$ are in one-to-one correspondence with Finsler metrics on $E$!

In [33, 34], Kobayashi defined for a strongly pseudoconvex smooth Finsler metric $f$ a notion of curvature, and from his computation one can deduce that $f$ is negatively curved in the sense of Kobayashi if and only if the associated metric $f_L = f \circ \bar{p}$ on $L(E)$ has negative curvature, i.e., in local coordinates $\log(f_L)$ is psh.

For us, a Finsler metric $f$ is Griffiths negative if it is psh on the total space $E$ of the bundle. Notice that we do not assume strong pseudoconvexity or smoothness. By the proposition below, our definition indeed extends Kobayashi’s.

**Proposition 3.3.** Let $f$ be a Finsler metric on $\pi : E \to Y$. Then the following are equivalent:

(i) $f$ is Griffiths negative.
(ii) $f$ is plurisubharmonic on the total space of $E$.
(iii) $\log f$ is plurisubharmonic on the total space of $E$.
(iv) $f_L$ has negative curvature on the line bundle $L(E)$.
(v) $f_L$ is plurisubharmonic on the total space of $L(E)$.
(vi) $\log f_L$ is plurisubharmonic on the total space of $L(E)$.

**Proof.** The equivalence between (i) and (ii) follows from our definition of Griffiths negativity. Now we show that (ii) implies (iii). Let $G : V \to E$ be holomorphic, with $V \subset \mathbb{C}$ an arbitrary open
set. We need to show that \( \log f(\pi(G), G) \) is psh on \( V \). By [31, Theorem J.7] it is enough to show that for any open set \( W \subset V \) and any \( g : W \to \mathbb{C} \) holomorphic, the function \( \log f(\pi(G), G) - \Re g \) satisfies the maximum principle on \( W \). By homogeneity of \( f \) we have that

\[
\log f(\pi(G(z)), G(z)) - \Re g(z) = \log f(\pi(G(z)), G(z)e^{-g(z)}).
\]

By assumption \( z \to f(\pi(G(z)), G(z)e^{-g(z)}) \) is psh on \( W \), hence it satisfies the maximum principle on \( W \). Consequently we then obtain that the logarithm of this expression satisfies the maximum principle as well, implying (iii), as desired.

That (iii) implies (ii) follows from the fact that the composition of psh functions with increasing convex functions stays psh.

That (ii) is equivalent with (v) (and (iii) is equivalent with (vi)) follows from the fact that \( \tilde{p} : L(E) \to E \) is a biholomorphism away from the zero sections of these bundles, which themselves are pluriharmonic sets.

Now we argue that (iii) implies (iv). Let \( w \in \mathbb{P}(E) \) and \( U \subset \mathbb{P}(E) \) an open neighborhood of \( w \), where \( L(E) \) has a nonvanishing section \( s : U \to L(E) \). Now (iv) follows as \( z \to \log f_L(s(z)) \) is psh on \( U \), since (iii) implies that so is \( z \to \log f(\pi(\tilde{p}(s(z))), \tilde{p}(s(z))) \), and \( f_L(s) = f(\pi(\tilde{p}(s)), \tilde{p}(s)) \).

To finish the proof, we argue that (iv) implies (vi). Let \( U \times \mathbb{C}^r \) be a local trivialization of \( E|_U \), where we assume that \( U \subset Y \) is a coordinate patch.

Let \( H_j \subset \mathbb{C}^r \) be the set of vectors whose \( j \)-th coordinate is equal to 1, providing the classical coordinate coverings of \( \mathbb{C}^{p-1} \). Then (iv) implies that \( U \times H_j \ni (z, \xi) \to f_L(z, [\xi])(\xi) \) is psh. Consequently, \( U \times H_j \times \mathbb{C} \ni (z, \xi, s) \to f_L(z, [\xi])(s\xi) = \log |s| + \log f_L(z, [\xi])(\xi) \) is psh as well. Since the sets of the type \( U \times H_j \times \mathbb{C} \) provide coordinate charts near all points of \( L(E) \), the proof of (vi) is finished.\]

\[ \square \]

4 The Dirichlet problem for Griffiths extremality.

Now we consider \( D \subset Y \) a relatively compact strongly pseudoconvex smooth domain. This simply means that there exist an open set \( D' \subset Y \) such that \( D' \supset \overline{D} \) and \( \rho \in C^\infty(D') \) such that \( i\partial\bar{\partial}\rho > 0 \), \( \rho^{-1}(-\infty, 0) = D \), \( \rho^{-1}(0) = \partial D \), and \( \partial \rho \neq 0 \) on \( \partial D \). We fix such a \( \rho \) for this whole paragraph. In our first lemma we point out that we can pick a smooth Hermitian metric on \( E \) that is Griffiths strictly negative in a neighborhood of \( D \):

Lemma 4.1. There exists an open neighborhood \( \tilde{D} \supset D \) and a smooth Hermitian metric \( h \) on \( E|_{\tilde{D}} \) that is Griffiths strictly negative.

Proof. Pick an arbitrary smooth Hermitian metric \( \tilde{h} \) on \( E \to Y \). For \( k \in \mathbb{N} \) high enough \( h = \tilde{h}e^{k\rho} \) satisfies the requirement of the lemma, because \( i\Theta(h) = i\Theta(\tilde{h}) - k\i\partial\bar{\partial}\rho \odot \Id_E \) (see [23, Chapter V]).\]

The above result allows to shrink \( Y \) (without changing \( D \)), so that \((E, h)\) is Griffiths strictly negative and smooth globally. By picking \( Y := \rho^{-1}(-\infty, \varepsilon) \), we can assume that \( Y \) is Stein. We make these assumptions throughout this section. This will not lead to loss of generality, as our focus is on the restricted bundle \( E|_{\overline{D}} \). Moreover, let \( h_L = h \circ \tilde{p} \) be the associated metric on \( L(E) \) and let \( \alpha = -\Theta(h_L) \) denote the negative of the Chern curvature \((1,1)\)-form of \( h_L \). By Lemma 4.1, \( \alpha \) is a Kähler form on \( \mathbb{P}(E) \).

We will denote by \( F_{\mathcal{M}} \) the collection of Griffiths negative Finsler metrics on \( E \to D \). Given a Finsler metric \( g \) on the boundary \( E|_{\partial D} \), we are interested in finding a Griffiths negative Finsler
metric $f$ on $E_{\log}$ assuming the values of $g$ on $E_{|\partial D}$ that is extremal, as defined in the introduction. For this it is necessary to impose the condition $g_z = g(z, \cdot) \in \text{PSH}(E_z), \ z \in \partial D$.

By $F^M_g$ we denote the Finsler metrics $v \in F^M_\ast$ such that $v \leq g$ on $E_{|\partial D}$. By this last condition we mean that $\limsup_{E_{|\partial D} \ni (y, \xi') \to (y', \xi')} v(y, \xi) \leq g(y', \xi')$ for any $(y', \xi') \in E_{|\partial D}$. As $F^M_g$ is stable under maximum it makes sense to consider a Perron type envelope $f_g$ associated to $g$:

$$f_g := \sup_{v \in F^M_g} v. \quad (10)$$

There are a number of things we would like to know about $f_g$: does it assume the right boundary values? Is the supremum finite? More importantly, is $f_g$ an element of $F^M_g$? Does it uniquely solve some PDE?

As we will show below, the answer to all these questions is in the affirmative. Before we introduce the Dirichlet problem(s) that our Griffiths extremal metric $f_g$ will solve, some preliminary work is necessary. For any $f \in F^M_\ast$ we have that

$$f_L = h_L e^{\varphi_f},$$

for some function $\varphi_f : \mathbb{P}(E)|D \to \mathbb{R}$. We obtain that $\alpha + i \partial \bar{\partial} \varphi_f = -\Theta(f_L) \geq 0$ on $\mathbb{P}(E)|D$.

In particular, since there is a one-to-one correspondence between Finsler metrics $f$ on $E \to D$ and Hermitian metrics $f_L$ on $L(E) \to \mathbb{P}(E)|D$, we get that there is a one-to-one correspondence between $\gamma \in F^M_\ast$ and $\varphi_{\gamma} \in \text{PSH}(\mathbb{P}(E)|D, \alpha)$ (Proposition 3.3). We can take this correspondence one step further:

**Lemma 4.2.** There is a one-to-one correspondence between the metrics $\eta \in F^M_g$ and the potentials $\varphi_\eta \in \text{PSH}_{\varphi_g}(\mathbb{P}(E)|D, \alpha) = \\{ \chi \in \text{PSH}(\mathbb{P}(E)|D, \alpha) \ s.t. \ \limsup_{\mathbb{P}(E)|\partial D \ni y \to \gamma} \chi(z) \leq \varphi_g := \log \left( \frac{h_L}{\mathcal{L}_L} \right)(y), \ y \in \mathbb{P}(E)|\partial D \\}$.

**Proof.** By the above discussion we only need to argue that $\limsup_{E_{|\partial D} \ni (y, \xi) \to (y', \xi')} \eta(y, \xi) \leq g(y', \xi')$ is equivalent with $\limsup_{E_{|\partial D} \ni b \to a} \varphi_\eta(a) \leq \log \left( \frac{h_L}{\mathcal{L}_L} \right)(b)$ for any $b \in \mathbb{P}(E)|\partial D$ and $\eta \in F^M_g$.

The forward direction is elementary, so we will only argue the backward direction. Let us assume that $\varphi_\eta \in \text{PSH}_{\varphi_g}(\mathbb{P}(E)|D, \alpha)$.

By going back and forth between $E \to D$ and $L(E) \to \mathbb{P}(E)|D$ one can see that if $\xi' \in E_{y'}$ with $y' \in \partial D$ and $\xi' \neq 0$, then

$$\limsup_{E_{|\partial D} \ni (y, \xi) \to (y', \xi')} \eta(y, \xi) = \limsup_{E_{|\partial D} \ni (y, \xi) \to (y', \xi')} \eta_L(y, [\xi], \xi) = \limsup_{E_{|\partial D} \ni (y, \xi) \to (y', \xi')} h_L e^{\varphi_\xi}(y, [\xi])(\xi) \leq g(y', \xi').$$

What remains is the case $\xi' = 0$. We argue this part by contradiction: let $y_j' \to y'$ and $\xi_j' \to \xi' = 0$ such that $\limsup \eta(y_j', \xi_j') > \varepsilon$. In fact, after taking a subsequence, we can even assume that $\lim \eta(y_j', \xi_j') > \varepsilon$, and each $\xi_j' \in E_{y_j'}$ is non-zero. Homogeneity allows to write:

$$\eta(y_j', \xi_j') = h(y_j', \xi_j)h(y_j', \xi_j), \quad \text{where} \quad \xi_j' = \frac{\xi_j'}{h(y_j', \xi_j')}.$$  \quad (11)

Since the $h$-length of $\xi_j'$ is equal to 1, after possibly taking subsequence, there exists $\xi' \in E_{y_j'}$ (also with $h$-length equal to 1) such that $\xi_j' \to \xi'$. Then the first step gives $\limsup \eta(y_j', \xi_j') \leq g(y', \xi')$.

Using (11) we arrive at $\lim \eta(y_j', \xi_j') = \lim \eta(y_j', \xi_j)h(y_j', \xi_j) \leq g(y', \xi') \lim \sup \eta(y_j', \xi_j) = 0$, a contradiction. \qed
Before looking at (1), we need to consider the analogous Dirichlet problem on the projectivization, with solutions interpreted in the language of Bedford–Taylor theory: for a function $\psi$ on $\mathbb{P}(E)|_{\overline{D}}$

$$
\begin{cases}
(\alpha + i\partial\bar{\partial}\psi)^{m+r-1} = 0 \text{ on } \mathbb{P}(E)|_{D}, \\
\psi \in \text{PSH}(\mathbb{P}(E)|_{D}, \alpha) \cap L^\infty, \\
\psi = \log \frac{g_{E}}{h_{E}} \text{ on } \mathbb{P}(E)|_{\partial D}.
\end{cases}
$$

(12)

**Theorem 4.3.** $f_g$ is the unique element of $F^M$ for which $\varphi_{f_g}$ is bounded and solves (12). In addition, $\varphi_{f_g}$ and $f_g$ are continuous up to the boundary.

**Proof.** Uniqueness of solutions to (12) is a consequence of [12, Theorem 21]. Although this uniqueness theorem is stated for continuous solutions, its proof goes through for bounded solutions as long as $\log \frac{g_{E}}{h_{E}}$ is continuous on $\mathbb{P}(E)|_{\partial D}$.

To address existence, we first construct a sequence of approximate $C^{0,1}$ subsolutions.

First we construct a sequence of smooth approximate boundary data. This is a standard technical argument, so we will be brief. Since $\varphi_g = \log \frac{g_{E}}{h_{E}} \in C(\mathbb{P}(E)|_{\partial D})$ and $\varphi_g(z) \in \text{PSH}(\mathbb{P}(E)|_{D}, \alpha_z)$ for all $z \in \partial D$, we can use Remark 3.1(b) and Theorem 3.2 to get $\chi^k \in C^\infty(\mathbb{P}(E)|_{\partial D})$ such that $\alpha_z + i\partial\bar{\partial}\chi^k > 0$, $z \in \partial D$ and $\chi^k \setminus \chi^k$ uniformly.

Now one extends $\chi^k$ smoothly to $\mathbb{P}(E)|_{\overline{D}}$, such that $\alpha_z + i\partial\bar{\partial}\chi^k > 0$, $z \in \overline{D}$. Since we are only asking for positivity in the fiber directions, this can be done by extending $\chi^k$ first arbitrarily, then multiplying this extension by an appropriate smooth cutoff function of the boundary $\mathbb{P}(E)|_{\partial D}$ that is constant on the fibers.

After adding $\lambda\rho$ to this smooth extension (with $l > 0$ sufficiently big) we get that $\alpha + i\partial\bar{\partial}\chi^k > 0$ on $\mathbb{P}(E)|_{\overline{D}}$. Since $\rho = 0$ on $\partial D$, this last step did not change the values of $\chi^k$ on $\partial D$.

Now let $\psi^k$ be the solution to the following PDE:

$$
\begin{cases}
(\alpha + i\partial\bar{\partial}\psi^k)^{m+r-1} = 0 \text{ on } \mathbb{P}(E)|_{D}, \\
\psi^k \in \text{PSH}(\mathbb{P}(E)|_{D}, \alpha) \cap L^\infty, \\
\psi^k = \chi^k \text{ on } \mathbb{P}(E)|_{\partial D}.
\end{cases}
$$

(13)

By Lemma 4.4 below, $\psi^k$ exists and is Lipschitz up to the boundary. Moreover,

$$
\psi^k := \sup_{v \in \text{PSH}(\mathbb{P}(E)|_{\overline{D}}, \alpha)} v.
$$

(14)

Additionally, by the comparison principle [12, Theorem 21] we have that the $\{\psi^k\}_k$ is a decreasing sequence of continuous functions, because so is the boundary data $\{\chi^k\}_k$. Moreover, since $\sup_{\mathbb{P}(E)|_{\partial D}} |\chi^k - \chi^l| \to 0$ as $k, l \to 0$ the same comparison principle implies that $\sup_{\mathbb{P}(E)|_{\overline{D}}}|\psi^k - \psi^l| \to 0$ as $k, l \to 0$. As a result $\{\psi^k\}_k$ is a Cauchy sequence with respect to uniform convergence, converging to $\psi \in \text{PSH}(\mathbb{P}(E)|_{\overline{D}}, \alpha) \cap C(\mathbb{P}(E)|_{\overline{D}})$. Hence $\psi$ is continuous and is equal to $\varphi_{f_g}$ on the boundary. Basic theorems of Bedford–Taylor theory now imply that $(\alpha + i\partial\bar{\partial}\psi)^{m+r-1} = 0$. Lastly, (14) gives

$$
\psi := \sup_{v \in \text{PSH}(\varphi_{f_g}(\mathbb{P}(E)|_{\overline{D}}, \alpha)} v.
$$

Using Lemma 4.2 we obtain that $\psi = \varphi_{f_g}$, finishing the proof.

**Lemma 4.4.** Equation (13) has a solution $\psi^k \in C^{0,1}(\mathbb{P}(E)|_{\overline{D}})$, with $\|\psi^k\|_{C^{0,1}}$ being controlled by $\|\chi^k\|_{C^{0,1}}$. 
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Proof. This follows from [12, Theorem 26]. To start we set up the system

\[
\begin{aligned}
& (\alpha + i\partial\bar{\partial}\psi^k)_{\alpha} = \varepsilon^{m+r-1} \text{ on } \mathbb{P}(E)|_{\partial D}, \\
& \psi^k \in \text{PSH}(\mathbb{P}(E)|_{\partial D}, \alpha) \cap L^\infty, \\
& \psi^k = \lambda^k \text{ on } \mathbb{P}(E)|_{\partial D}.
\end{aligned}
\]  

(15)  

Since the datum of this elliptic PDE is smooth, [12, Theorem 26] and [12, Theorem 19] is applicable to give a smooth solution \( \psi^k \), with \( \| \psi^k \|_{C^{0,1}} \) being controlled by \( \| \lambda^k \|_{C^{0,1}} \), and is independent of \( \varepsilon > 0 \). After taking a subsequence, the Arzelà–Ascoli theorem guarantees that \( \psi^k \) is bounded uniformly on \( \mathbb{P}(E)|_{\partial D} \), as \( \varepsilon \to 0 \), and \( \| \psi^k \|_{C^{0,1}} \) is controlled by \( \| \lambda^k \|_{C^{0,1}} \). That \( \psi^k \) solves (13) follows from the convergence of complex Monge–Ampère measures along uniformly convergent sequences of bounded potentials [8].\[\square\]

We now start focusing on the Dirichlet problem of Theorem 1.1, and we will eventually show that \( f_g \) is the unique continuous solution to this PDE, that we now recall:

\[
\begin{aligned}
& (i\partial\bar{\partial}f)^{m+r} = 0 \text{ on } E|_{\partial D}, \\
& f \in \text{PSH}(E|_{\partial D}), \\
& f = g, \text{ on } E|_{\partial D}.
\end{aligned}
\]  

(16)

Again, \( g \in C(E|_{\partial D}) \) is a Finsler metric satisfying \( g_z := g(z, \cdot) \in \text{PSH}(E_z), \ z \in \partial D \).

Such Dirichlet problems are often solvable using a Perron process that we now consider. Let \( \text{PSH}_g(E|_{\partial D}) \) be the set of psh functions \( u \) on \( E|_{\partial D} \) such that \( \limsup_{E|_{\partial D}(z',\xi') \to (z,\xi) \in E|_{\partial D}} u(z',\xi') \leq g(z,\xi) \), and consider the following upper envelope:

\[ u_g := \text{usc}\left( \sup_{v \in \text{PSH}_g(E|_{\partial D})} v \right), \]

Here \( \text{usc}(\cdot) \) is the upper semicontinuous regularization. Compared to (10), we note that the elements of \( \text{PSH}_g(E|_{\partial D}) \) are not homogeneous in the fibers of \( E \). Additionally, we do not even know if \( u_g \) is bounded above. If one can show that \( u_g \in \text{PSH}_g(E|_{\partial D}) \), then automatically \( (i\partial\bar{\partial}u_g)^{m+r} = 0 \) by the classical balayage argument of Bedford–Taylor [8]. We confirm all of this and more in the main theorem of this section,

**Theorem 4.5.** \( u_g \) is locally bounded above and \( u_g \in \text{PSH}_g(E|_{\partial D}) \). Moreover, \( u_g = f_g \), automatically implying that \( u_g \) solves (16). Lastly, \( u_g \) is also the unique solution in \( F_g^{\lambda^k} \) to (16).

**Proof.** First some preliminary analysis, to argue that \( u_g \in \text{PSH}_g(E|_{\partial D}) \) : since \( Y \) is Stein, by Cartan’s Theorem A [32, Theorem 7.28], there exist sections \( s_1, \ldots, s_k \in H^0(Y, E) \) that span \( E \) on \( \overline{D} \). This gives a surjective morphism of bundles \( \phi : \mathbb{C}^k|_{\overline{D}} \to E|_{\overline{D}} \) given by the formula \( \phi(\lambda_1, \ldots, \lambda_k) = \sum_j \lambda_j s_j \). Moreover, we have that \( v \circ \phi \in \text{PSH}_g(\mathbb{C}^k|_{\overline{D}}) \) for any \( v \in \text{PSH}_g(E|_{\partial D}) \).

Let \( h_{\lambda} \in C(\overline{D}) \cap C^\infty(D) \) denote the harmonic function for which \( h_{\lambda}|_{\partial D} = g \circ \phi(\cdot, \lambda) \). By the maximum principle for harmonic functions, for \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( |h_{\lambda'} - h_{\lambda}| \leq \varepsilon \) for \( |\lambda - \lambda'| \leq \delta \), i.e., \( (z, \lambda) \to h_{\lambda}(z) \) is continuous.

Since \( v \circ \phi(z, \lambda) \leq h_{\lambda}(z) \) for \( v \in \text{PSH}_g(E|_{\partial D}) \), we get that also \( u_g \circ \phi(z, \lambda) \leq h_{\lambda}(z) \), ultimately giving:

\[ \limsup_{D \times \mathbb{C}^k \ni (z',\lambda') \to (z,\lambda) \in \partial D \times \mathbb{C}^k} u_g \circ \phi(z',\lambda') \leq g \circ \phi(z,\lambda). \]

This implies automatically that \( u_g \in \text{PSH}_g(E|_{\partial D}) \). As discussed before the proof, we immediately get that \( (i\partial\bar{\partial}u_g)^{m+r} = 0 \).
If \( \lambda \in \mathbb{C}^* \) and \( v \in \text{PSH}_g(E|_D) \) then \( v(z, \lambda \xi)/|\lambda| \in \text{PSH}_g(E|_D) \) due to homogeneity of \( g \), it follows that \( u_g(z, \lambda \xi)/|\lambda| = u_g(z, \xi) \), proving the homogeneity of \( u_g \). Since \( f_g \leq u_g \) and \( f_g \) is a Finsler metric, \( u_g(z, \xi) = 0 \) implies \( \xi = 0 \); on the other hand, we know from above that \( u_g \circ \phi(z, 0) \leq h_0(z) \), but \( h_0(z) \) is identically zero due to \( h_0|_{\partial D} = g \circ \phi(., 0) = 0 \), so \( u_g(z, 0) = 0 \). We have just shown that \( u_g \) is a Finsler metric, i.e., \( u_g \in F^M_g \), implying that \( u_g \leq f_g \), i.e. \( u_g = f_g \). Since \( f_g \) assumes the correct boundary values, so does \( u_g \), and we obtain that \( u_g \) solves (16), as desired. 

Now we discuss uniqueness of \( u_g \). Let \( v \in F^M_g \) be another solution to (16). Then naturally \( v \leq f_g \) and \( \varphi_v \leq \varphi_{f_g} \) with \( \varphi_v \neq \varphi_{f_g} \). Since we have uniqueness of solutions to (12) already established, we obtain that the measure \( (\alpha + i \partial \bar{\partial} \varphi_v)^{m+r-1} \) puts mass on some open set \( U \subset \mathcal{P}(E)|_D \). Since \( L(E) \) and \( E \) biholomorphic away from the zero sections, and \( \nu_L = h_L e^{\varphi_v} \), the lemma below then implies that \( (i \partial \bar{\partial} v)^{m+r} \) also puts mass on an open subset of \( E|_D \), a contradiction with the fact that \( v \) solves (16).

**Lemma 4.6.** Suppose that \( V \subset \mathbb{C}^k \) open and \( U \subset V \) is a relatively compact open subset. Let \( h \in \text{PSH}(V) \cap L^\infty(V) \) be such that \( \int_U (i \partial \bar{\partial} h)^k > 0 \). Then we have that \( e^{h(z)}|\xi| \in \text{PSH}(V \times \mathbb{C}) \) and \( \int_{U \times \{B(0,1)\}} (i \partial \bar{\partial} (e^{h(z)}|\xi|))^{k+1} > 0 \).

**Proof.** Clearly \( h(z) + \log |\xi| \) is psh on \( V \times \mathbb{C} \), implying that so is \( e^{h(z)}|\xi| \).

Let us assume momentarily that \( h \) is smooth. Then on \( V \times B(0,1) \setminus B(0, \frac{1}{2}) \) we get that

\[
i \partial \bar{\partial} (e^{h(z)}|\xi|) = e^{h(z)}|\xi|i \partial \bar{\partial} h + i e^h|\xi| \partial h \wedge \bar{\partial} h + i e^h \bar{\partial} h \frac{\xi}{2|\xi|} d\bar{\xi} - i e^h \bar{\partial} h \frac{\bar{\xi}}{2|\xi|} d\xi + \frac{e^{h(z)}}{4|\xi|} i \partial \xi \wedge \bar{\partial} \xi,
\]

where the last four terms together represent a semipositive \((1,1)\)-form. In particular,

\[
i \partial \bar{\partial} (e^{h(z)}|\xi|)^{k+1} \geq e^{(k+1)h(z)}(|\xi|i \partial \bar{\partial} h)^k \wedge (i|\xi| \bar{\partial} h \wedge \bar{\partial} h + i \partial h \frac{\xi}{2|\xi|} d\bar{\xi} - i \partial h \frac{\bar{\xi}}{2|\xi|} d\xi + \frac{1}{4|\xi|} i \partial \xi \wedge \bar{\partial} \xi) = \frac{|\xi|^{k-1}}{4} e^{(k+1)h(z)}(i \partial \bar{\partial} h)^k \wedge (i \partial \xi \wedge \bar{\partial} \xi),
\]

by an argument on degrees. Using the above estimate and Fubini’s theorem we obtain that

\[
\int_{U \times \{B(0,1)\}} (i \partial \bar{\partial} (e^{h(z)}|\xi|))^{k+1} \geq C \int_U (i \partial \bar{\partial} h)^k > 0.
\]

The case when \( h \) is non-smooth follows using mollification of \( h \) and standard convergence theorems of Bedford–Taylor theory. \( \square \)

### 4.1 Degenerate CMAE with continuous boundary data

In this short subsection we give the simple argument of Theorem 1.2, building on estimates of Blocki [12] (see [14, 9, 4] for closely related results):

**Theorem 4.7.** Given \( v \in C(\partial D \times X) \) such that \( v_z = v(z, \cdot) \in \text{PSH}(X, \omega) \), \( z \in \partial D \), the Dirichlet problem (4) has a unique solution \( u \in C(\overline{D} \times X) \cap \text{PSH}(D \times X, \pi^* \omega) \).

**Proof.** To address existence, we first construct a sequence of approximate smooth subsolutions. Since \( v \in C(\partial D \times X) \) and \( v_z \in \text{PSH}(X, \omega) \), \( z \in \partial D \), we can use Remark 3.1(b) and Theorem 3.2 to find \( v^k \in C^\infty(\partial D \times X) \) such that \( \omega + i \partial \bar{\partial} v^k_z > 0 \), \( z \in \partial D \) and \( v^k \searrow v \) uniformly.
Using appropriate cutoffs and strong pseudoconvexity of $D$, we extend $v^k$ to $v^k \in C^\infty(\bar{D} \times X)$ such that $\pi^* \omega + i \partial \bar{\partial} v^k > 0$ on $\bar{D} \times X$. Now let $u^k$ be the solution to the following PDE:

\[
\begin{cases}
(\pi^* \omega + i \partial \bar{\partial} u^k)^{n+m} = 0 \text{ on } D \times X, \\
u^k|_{\partial D} = v^k \\
\pi^* \omega + i \partial \bar{\partial} u^k \geq 0.
\end{cases}
\]  

(17)

By [12, Theorem 26] and an argument identical to Lemma 4.4, we actually have that $u^k$ exists and is Lipschitz up to the boundary.

As in the last step of the proof of Theorem 4.3, the comparison principle gives that $\{u^k\}_k$ is a Cauchy sequence of continuous functions, because so is the boundary data $\{v^k\}_k$. As a result $u^k \searrow u$ uniformly, with $u$ being continuous and equal to $v$ on the boundary. Basic theorems of Bedford–Taylor theory also imply that $(\pi^* \omega + i \partial \bar{\partial} u)^{n+m} = 0$. Hence $u$ is a continuous solution to (4), and is unique due to [12, Theorem 21].

\[ \square \]

5 Griffiths negativity and quantization

First we show that our definition of the Fubini–Study map on $\mathcal{M}_k^*$ from (7) is compatible with the classical one from (6):

**Lemma 5.1.** For any $G \in \mathcal{H}_k$ and $x \in X$ we have that

\[
FS_k(G)(x) := \frac{1}{k} \log \sup_{s \in H^0(X, L^k), G(s) \leq 1} h^k(s, s) = \frac{2}{k} \log \left[ G^*(s^*_k(x)) \right] := FS^*_k(G^*)(x),
\]

(18)

where $s^*_k : X \to (L^k)^*$ is any discontinuous section satisfying $(h^*)^k(s^*_k(x), s^*_k(x)) = 1$, $x \in X$. Moreover, $s^*_k : X \to H^0(X, L^k)^*$ is the pointwise evaluation map of $s^*_k$.

**Proof.** We start by noticing that two different choices of $s^*_k$ differ only by a unimodular complex factor, hence $FS^*_k$ is independent of such a choice.

Consequently, it is enough to verify (18) for a specific choice of $s^*_k$ at a fixed $x \in X$. Let us pick a non-vanishing section $s \in H^0(U, L^k)$ in a neighborhood of $U$ of $x$. In this neighborhood our desired section $s^*_k \in \Gamma(U, (L^k)^*)$ will be defined by

\[
s^*_k := \frac{h^k(\cdot, s)}{h^k(s, s)^{\frac{1}{k}}}. \tag{19}
\]

Comparing the definitions (6) and (7) at $x$, we conclude that

\[
FS_k(G)(x) = \frac{1}{k} \log \sup_{\sigma \in H^0(X, L^k), G(\sigma) \leq 1} h^k(\sigma, \sigma)(x)
\]

\[
= \frac{1}{k} \log \sup_{\sigma \in H^0(X, L^k), G(\sigma) \leq 1} \left| \frac{\sigma(x)}{s(x)} \right|^2 h^k(s, s)
\]

\[
= \frac{2}{k} \log \sup_{\sigma \in H^0(X, L^k), G(\sigma) \leq 1} |s^*_k(x)|(\sigma) = \frac{2}{k} \log \left[ G^*(s^*_k(x)) \right] = FS^*_k(G^*)(x),
\]

what we desired to prove. \[ \square \]

In the next lemma we show that $FS^*_k(\Lambda)$ is indeed $\omega$-psh for any $\Lambda \in \mathcal{M}_k^*$. 
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 Lemma 5.2. For $\Lambda \in \mathcal{M}_k^*$ we have that $FS_k^*(\Lambda) \in \text{PSH}(X, \omega)$.

Proof. We need to show that $\omega + i\partial\bar{\partial}FS_k^*(\Lambda) \geq 0$. Pick $x \in X$, for the same choice of $s_k^* \in \Gamma(U, (L^k)^*)$ as in (19), it is enough to show this inequality on $U$.

Notice that with this choice,

$$s_k^*(x)(\sigma) = \frac{\sigma(x)}{s(x)} \cdot h^k(s, s) \frac{1}{2}, \quad x \in U.$$  

Using (7) on $U$

$$\omega|_U + i\partial\bar{\partial}FS_k^*(\Lambda)|_U = -\frac{i}{k} \partial\bar{\partial} \log h^k(s, s) + i\partial\bar{\partial}FS_k^*(\Lambda)|_U = \frac{2i}{k} \partial\bar{\partial} \log [\Lambda(s_k^*(x)h^k(s, s)^{-\frac{1}{2}})].$$

This last quantity is positive on $U$ by Proposition 3.3 since $s_k^*(x)h^k(s, s)^{-\frac{1}{2}}$ is holomorphic and $\Lambda \in \mathcal{M}_k^*$. $\square$

Recall that $D \ni z \rightarrow U_z \in \mathcal{M}_k^*$ is Griffiths negative if $U$ is psh on $D \times H^0(X, L^k)^*$. Given $v \in C(\partial D \times X)$ such that $v_z \in \text{PSH}(X, \omega)$, $z \in \partial D$, we consider the following families

$$F_{v}^{N,k} := \{D \ni z \rightarrow U_z \in \mathcal{N}_k^* \text{ is Griffiths negative and } \limsup_{z \rightarrow \partial D} U_z \leq H_k^*(v)\},$$

$$F_{v}^{M,k} := \{D \ni z \rightarrow U_z \in \mathcal{M}_k^* \text{ is Griffiths negative and } \limsup_{z \rightarrow \partial D} U_z \leq H_k^*(v)\},$$

where $H_k^*(\cdot)$ is the dual Hilbert map from (5). Naturally we consider the following Perron type envelopes:

$$U_{N,k} := \sup_{V \in F_{v}^{N,k}} U, \quad U_{N,k} := \sup_{V \in F_{v}^{M,k}} U.$$  

(20)

From Theorems 4.3 and 4.5 it follows that $U_{M,k}$ is continuous on the total space and assumes $H_k^*(v)$ on the boundary.

Since the members in $F_{v}^{N,k}$ are norms in the fiber direction, so is the envelope $U_{N,k}$. Therefore, for $z \in D$ and $s, t \in H^0(X, L^k)^*$, we have

$$U_{N,k}(s + t) \leq \text{usc}(U_{N,k}^*(s) + \text{usc}(U_{N,k}^*(t),$$

and by taking limsup on this inequality we see that $\text{usc}(U_{N,k}^*)$ is a norm in the fiber direction. Since $U_{N,k} \leq \text{usc}(U_{N,k}) \leq U_{M,k}$ and $\text{usc}(U_{N,k})$ is a norm in the fiber direction, it follows automatically that $U_{N,k} \in F_{v}^{N,k}$. More precisely, we now prove that $U_{N,k}$ assumes the correct boundary value as well, following closely ideas of Slodkowski and Coifman–Semmes [44, 17]:

Proposition 5.3. Both envelopes $U_{M,k}$ and $U_{N,k}$ assume the boundary data $H_k^*(v)$.

Proof. As discussed previously, Theorem 4.5 implies the result for $U_{M,k}$. We argue the statement for $U_{N,k}$. By the comments before the proposition, we have $\limsup_{z \rightarrow \partial D} U_{N,k}(z) \leq H_k^*(v)$. So, for a fixed $\xi_0 \in \partial D$, it is enough to show that

$$\liminf_{z \rightarrow \xi_0} U_{N,k}(z) \geq H_k^*(v_{\xi_0}).$$  

(21)

For $\xi \in \partial D$, we introduce

$$w_0(\xi) := \inf_{H^0(X, L^k)^* \ni s \neq 0} \frac{H_k^*(v_{\xi})(s, s)^{\frac{1}{2}}}{H_k^*(v_{\xi_0})(s, s)^{\frac{1}{2}}}.$$
We claim that $w_0 \in C(\partial D)$; this is a special case of [17, Lemma 11.5] and we will be brief on the argument. Let us denote
\[ H^*_k(v_\xi)(s, s) \]
by $p_\xi(s)$ where $\xi \in \partial D$ and $s \in H^0(X, L^k)^*$. Notice that for $\xi \in \partial D$, $p_\xi(\cdot)$ is a norm on $H^0(X, L^k)^*$. Meanwhile, for fixed $s$, $\partial D \ni \xi \mapsto p_\xi(s)$ is continuous because $v \in C(\partial D \times X)$ and the dual metric of a continuous Hermitian metric is also continuous. Such $p_\xi(s)$ is called a continuous norm-valued function. Let $s_1, \ldots, s_l$ be a basis for $H^0(X, L^k)^*$. Identify $H^0(X, L^k)^*$ with $\mathbb{C}^l$ and let $\| \cdot \|$ be the Euclidean norm, namely,
\[
\| \sum_{i=1}^l a_is_i \| = \left( \sum_{i=1}^l |a_i|^2 \right)^{\frac{1}{2}} \text{ where } a_i \in \mathbb{C} \text{ for } i = 1 \sim l.
\]
Using the fact $p_\xi(s)$ is a continuous norm-valued function, one can deduce the following inequalities. For a compact set $K \subset \partial D$, there exists a constant $C(K)$ such that
\[
p_\xi(s) \leq C(K)\|s\| \text{ for } \xi \in K \text{ and } s \in H^0(X, L^k)^*.
\]
Moreover,
\[
|p_\xi(s) - p_\xi(s')| \leq p_\xi(s - s') \leq C(K)\|s - s'\| \text{ for } \xi \in K \text{ and } s, s' \in H^0(X, L^k)^*.
\]
Fixing a metric $d$ on $\partial D$, we deduce from inequality (22): given a compact set $K \subset \partial D$ and $\varepsilon > 0$, there exists $\delta > 0$ such that for $\xi_1, \xi_2 \in K$ and $d(\xi_1, \xi_2) < \delta$, we have
\[
|p_\xi_1(s) - p_\xi_2(s)| < \varepsilon\|s\|.
\]
From (22) and (23), $p_\xi(s)$ is continuous in $(\xi, s)$ jointly. By this joint continuity and the fact $p_\xi(\cdot)$ is a norm, we get: for a compact set $K \subset \partial D$, there exists $a > 0$ such that
\[
p_\xi(s) \geq a\|s\| \text{ for } \xi \in K.
\]
We also notice that for $\xi \in \partial D$, the map $s \mapsto p_\xi(s)/p_{\xi_0}(s)$ is continuous on $\|s\| = 1$, so
\[
\inf_{s \neq 0} \frac{p_\xi(s)}{p_{\xi_0}(s)} = \frac{\inf_{s \neq 0} p_\xi(s)}{p_{\xi_0}(s)} \left(\frac{p_\xi(s)}{p_{\xi_0}(s)}\right) \text{ for } s = 1.
\]
Using (23), (24), and (25), the map
\[
\partial D \ni \xi \mapsto \inf_{s \neq 0} \frac{p_\xi(s)}{p_{\xi_0}(s)} = w_0(\xi)
\]
is continuous as claimed. During the proof, one sees that $w_0(\xi) > 0$ because the inf in defining $w_0$ is attained.

Let $w \in \text{PSH}(D) \cap C(\overline{D})$ be such that $w = \log w_0$ on $\partial D$ (such a $w$ can be found as a solution to a complex Monge–Ampère equation
\[
\begin{cases}
(i\partial \bar{\partial} w)^m = 0 \\
w|_{\partial D} = \log w_0
\end{cases}
\]
since $D$ is strongly pseudoconvex). As $\xi_0 \in \partial D$ is fixed, $H^*_k(v_{\xi_0})^{1/2}$ is a fixed norm on $H^0(X, L^k)^*$. We consider the Finsler norm
\[
D \ni z \mapsto e^{w(z)}H^*_k(v_{\xi_0})^{1/2} \in N^*_k.
\]
this Finsler norm is Griffiths negative due to Proposition 3.3 and the fact the map
\[ D \times H^0(X, L^k)^* \ni (z, s) \mapsto w(z) + \log H^*_k(v_{\zeta_0})(s, s)^{\frac{1}{2}} \]
is psh. Furthermore, with the inequality
\[ w_0(\xi)H^*_k(v_{\zeta_0})(s, s)^{\frac{1}{2}} \leq H^*_k(v_{\xi})(s, s)^{\frac{1}{2}}, \quad \xi \in \partial D, \]
we see that the Finsler norm \( e^{w(z)}H^*_k(v_{\zeta_0})^{\frac{1}{2}} \) is in \( F^N_k \). As a result, \( e^{w(z)}H^*_k(v_{\zeta_0})(s, s)^{\frac{1}{2}} \leq U^{N, k}_z(s) \)
for \( z \in D \) since \( U^{N, k} \) is a Perron envelope. Letting \( z \to \zeta_0 \) in this last estimate, we obtain (21), as desired. \( \square \)

**Remark 5.4.** Although both envelopes \( U^{M, k} \) and \( U^{N, k} \) have the same boundary values according to the above result, an example of Slodkowski [45, Corollary 6.8] shows that the two envelopes are in general not the same!

There exists a connection between Griffiths negativity and plurisubharmonicity in the quantum formalism, with the argument almost identical to the one in Lemma 5.2:

**Proposition 5.5.** If \( D \ni z \to V_z \in M^*_k \) is Griffiths negative then \( FS^*_k(V_z) \in \text{PSH}(D \times X, \pi^*\omega) \).

**Proof.** We need to show that \( \pi^*\omega + i\partial\overline{\partial}FS_k^*(V_z) \geq 0 \). Pick \( x \in X \), for the same choice of \( s_k^* \in \Gamma(U, (L^k)^*) \) as in (19), it is enough to show this inequality on \( D \times U \). Again, with this choice we have that
\[ s_k^*(x)(\sigma) = \frac{\sigma(x)}{s(x)} \cdot h^k(s, s)^{\frac{1}{2}}, \quad x \in U. \]
Using (7) for \( x \in U \) we have that
\[ \pi^*\omega|_{D \times U} + i\partial\overline{\partial}FS_k^*(V_z)|_{D \times U} = -\frac{i}{k}\partial\overline{\partial}\log h^k(s, s) + i\partial\overline{\partial}FS_k^*(V_z)|_{D \times U} = 2i \frac{k}{\partial\overline{\partial}\log [V_z(s_k^*(x)h^k(s, s)^{-\frac{1}{2}})]}. \]
This last quantity is positive on \( D \times U \), as a consequence of holomorphicity of \( s_k^*(x)h^k(s, s)^{-\frac{1}{2}} \), that \( z \to V_z \) is Griffiths negative, and Proposition 3.3. \( \square \)

We will need to recall the maximum principle due to Berndtsson, and a twisted version of it, that we will use. For a positive line bundle \( (E, g) \to X \), we consider \( \mathcal{H}_{E\otimes K_X} \), the space of positive Hermitian forms on \( H^0(X, E \otimes K_X) \). Let \( \eta \in \Theta(g) \), we define a variant of Hilbert map
\[ \text{Hilb}_{E\otimes K_X} : \mathcal{H}_\eta \to \mathcal{H}_{E\otimes K_X} \]by
\[ \text{Hilb}_{E\otimes K_X}(v)(s, s) = \int_X g(s, s)e^{-v}. \]

**Proposition 5.6.** If \( v \in \text{PSH}(D \times X, \pi^*\eta) \cap L^\infty(D \times X) \), then \( D \ni z \mapsto \text{Hilb}_{E\otimes K_X}(v_z) \) is Griffiths negative.

**Proof.** Since Griffiths negativity is a local condition, we can assume that \( D \subset \mathbb{C}^m \). We view \( z \mapsto \text{Hilb}_{E\otimes K_X}(v_z) \) as a metric on the trivial bundle \( D \times H^0(X, E \otimes K_X) \to D \). To apply Berndtsson’s result [1, Theorem 1.2] we first need to approximate \( v \) via [10, Theorem 2]. By this last result, after possibly further shrinking \( D \), there exist \( \varepsilon_j \searrow 0 \) and \( v^j \in \text{PSH}(D \times X, \pi^*\eta + \varepsilon_j(\omega_D + \pi^*\eta)) \cap \)
$C^\infty(D \times X)$ decreasing to $v$ in $D \times X$, where $\omega_D = i\partial\bar{\partial}|z|^2$ for $z \in D$. Without loss of generality, we can further assume $v, v_j \leq 0$, therefore

$$u^j := \frac{v^j}{1 + \varepsilon_j} + \frac{\varepsilon_j}{1 + \varepsilon_j}|z|^2 \in \text{PSH}(D \times X, \pi^*\eta) \cap C^\infty(D \times X),$$

and $u_j \searrow v$. More importantly, according to [1, Theorem 1.2], $z \mapsto \text{Hilb}_{E\otimes K_X}(u^j_z)$ is Griffiths positive, so the dual is Griffiths negative [23, Chapter VII], i.e., $\text{Hilb}_{E\otimes K_X}(u^j_z)^*$ is psh on $D \times \mathcal{H}^0(X, E \otimes K_X)$. Since the dual Hilbert map is monotone increasing, we get that $\text{Hilb}_{E\otimes K_X}(u^j_z)^*$ is psh on $D \times \mathcal{H}^0(X, E \otimes K_X)$, as desired. \hfill \Box

Now, we replace $(E,g)$ by $(L^k \otimes K^*_X, h^k \otimes \omega^\alpha)$ which is positive for large $k$ since $\Theta(h^k \otimes \omega^\alpha) = k\omega + \text{Ric} \omega$ (for convenience, we will denote this latter (1,1)-form by $\eta_k$). Also, we note that for $u \in \text{PSH}(X, \eta_k/k) \cap \text{PSH}(X, \omega) \cap L^\infty(X)$, we have $H_k(u) = \text{Hilb}_{L^k}(ku)$.

**Proposition 5.7.** Suppose that $u \in \text{PSH}(D \times X, \pi^*\omega) \cap L^\infty(D \times X)$ and $\pi^*\omega + i\partial\bar{\partial}u \geq \varepsilon \pi^*\omega$ on $D \times X$ for some $\varepsilon > 0$. Then there exists $k_0(\varepsilon)$ such that for all $k \geq k_0$ we have that $D \ni z \mapsto H^*_k(u_z) \in \mathcal{H}^*_k$ is Griffiths negative.

Note that Berndtsson works with the line bundles $L^k \otimes K_X$ in [1], whereas in the above result we are dealing with $L^k$. As we will see, the condition $\pi^*\omega + i\partial\bar{\partial}u \geq \varepsilon \pi^*\omega$ is meant to remedy this discrepancy.

**Proof.** We have to show that, for large $k$, $ku_z \in \text{PSH}(X, \eta_k)$ for $z \in D$, and $ku \in \text{PSH}(D \times X, \pi^*\eta_k)$. To argue to first inclusion, $\eta_k + i\partial\bar{\partial}ku_z = k\omega + \text{Ric} \omega + i\partial\bar{\partial}ku_z \geq k\varepsilon \omega + \text{Ric} \omega$ which is positive for $k \geq k_0(\varepsilon)$. Similarly, to argue the second inclusion, we notice that $\pi^*\eta_k + i\partial\bar{\partial}ku \geq k\varepsilon \pi^*\omega + \pi^*\text{Ric} \omega$ which is positive for $k \geq k_0$. As a result, by the discussion preceding the proposition and Proposition 5.6, the map $z \mapsto H^*_k(u_z) = \text{Hilb}_{L^k}(ku_z)^*$ is Griffiths negative. \hfill \Box

For a use function $f$ on $X$, we introduce $P(f) := \sup\{h \in \text{PSH}(X, \omega) \text{ s.t. } h \leq f\} \in \text{PSH}(X, \omega)$ (see [6],[19, Theorem A.7]), which will be used in the proof of the next theorem.

**Theorem 5.8.** Let $v \in C(\partial D \times X)$ such that $v_z \in \text{PSH}(X, \omega)$, $z \in \partial D$. The following hold:

(i) $\|FS_k^i(U^{N,k}) - u\|_{C^0(D \times X)} \to 0$ as $k \to \infty$,

(ii) $\|FS_k^a(U^{M,k}) - u\|_{C^0(D \times X)} \to 0$ as $k \to \infty$,

where $u$ is the solution to (4), and $U^{N,k}/U^{M,k}$ are the envelopes of Griffiths negative norms/metrics from (20).

**Proof.** The proof of (i) and (ii) is exactly the same, so we only argue (i). Without loss of generality, we can assume that $v \leq 0$. We fix $\delta > 1$ momentarily. Given $z \in \partial D$, we denote $v^\delta_z := P(\delta v_z) \in \text{PSH}(X, \omega)$. Lemma 5.9 below implies that $(z, x) \mapsto v^\delta(z, x) := v^\delta_z(x)$ is continuous.

Now let $v^\delta \in \text{PSH}(D \times X, \pi^*\omega)$ be the solution of (4) with boundary data $v^\delta$. For elementary reasons, we have that $\pi^*\omega + i\partial\bar{\partial}v^\delta \geq \frac{\pi^*\omega}{\pi^*\omega + \text{Ric} \omega}$. In particular, Proposition 5.7 can be used to conclude that $z \mapsto H^*_k(\frac{1}{\delta}v^\delta_z)$ is Griffiths negative for $k \geq k_0(\delta)$. By Proposition 5.3 we obtain that $H^*_k(\frac{1}{\delta}v^\delta_z) \leq \tilde{U}^*_k$, $z \in \overline{D}$, where $z \mapsto \tilde{U}^*_k$ is the Griffiths extremal norm assuming the boundary values $H^*_k(\frac{1}{\delta}v^\delta)$. Since $\frac{\pi^*\omega}{\pi^*\omega + \text{Ric} \omega} \leq v^\delta \leq v$, due to monotonicity of $H^*_k$, we obtain the following sequence of inequalities:

$$H^*_k(\frac{1}{\delta}v^\delta_z) \leq \tilde{U}^*_k \leq U^*_z, \quad z \in D.$$  \hfill (26)
By Lemma 5.10 below, there exist $C := C(X, \omega) > 0$ and $k_0(\delta, X, \omega)$ such that, for $k \geq k_0$, 
\[
\frac{1}{\delta}u_\delta^\delta - \frac{C}{k} \leq \text{FS}_k \circ H_k^*(\frac{1}{\delta}u_\delta^\delta),
\]
which together with (26) gives
\[
u_\delta^\delta - \frac{C}{k} \leq \frac{1}{\delta}u_\delta^\delta - \frac{C}{k} \leq \text{FS}_k^*(U_\delta^k),
\]
where in the first estimate we used that $u_\delta^\delta \leq 0$, which is a consequence of $u_\delta^\delta \leq 0$, since $v \leq 0$. Notice that $v_\delta + (\delta - 1) \inf_{\partial D \times X} v$ is a candidate for $v_\delta^\delta = P(\delta v_\delta)$ for any $z \in \partial D$, so for $k \geq k_0(\delta, X, \omega)$ we have that
\[
u_\delta + (\delta - 1) \inf_{\partial D \times X} v - \frac{C}{k} \leq u_\delta^\delta - \frac{C}{k} \leq \text{FS}_k^*(U_\delta^k). \tag{27}
\]
On the other hand, $\text{FS}_k^*(U_\delta^k) = \text{FS}_k^* \circ H_k^*(v_\delta) \leq v_\delta + C \frac{\log(k)}{k} + CM_\nu \left(\frac{1}{k}\right)$ on $\partial D \times X$, where the second inequality follows from Lemma 5.10 below. Proposition 5.5 now gives that
\[
\text{FS}_k^*(U_\delta^k) \leq u_\delta + C \frac{\log(k)}{k} + CM_\nu \left(\frac{1}{k}\right), \quad z \in D. \tag{28}
\]
Combining (27) and (28), we get the desired uniform convergence.

**Lemma 5.9.** Suppose that $v \in C(\partial D \times X)$. Then $\partial D \times X \ni (z, x) \mapsto P(v_\delta)(x)$ is continuous.

**Proof.** For $\chi \in C^2(X)$, it is well known that $P(\chi) \in C^{1,1}(X)$ [6] (see [19, Theorem A.7] for a self contained survey). Using uniform approximation by monotone smooth functions, one concludes that $P(\chi) \in C(X)$ if $\chi \in C(X)$. This implies that $P(v_\delta) \in C(X)$ for all $z \in \partial D$.

Let $(z, x) \in \partial D \times X$ and let $\varepsilon > 0$ arbitrary. For $\delta > 0$ small enough we have that $|v_\delta - v_{\delta'}| \leq \varepsilon$ for $|z - z'| \leq \delta$. This immediately implies that $|P(v_\delta) - P(v_{\delta'})| \leq \varepsilon$. Also, after possibly shrinking $\delta$ (in a coordinate neighborhood of $x$) we have that $|x - x'| \leq \delta$ implies $|P(v)(z, x) - P(v)(z, x')| \leq \varepsilon$, due to continuity of $P(v_\delta)$. Putting everything together we obtain that
\[
|P(v)(z, x) - P(v)(z', x')| \leq |P(v)(z, x) - P(v)(z, x')| + |P(v)(z, x') - P(v)(z', x')| \leq 2\varepsilon,
\]
proving continuity of $P(v)$. \qed

Given $v \in C(X)$, let $M_\nu(r) = \sup\{|v(x) - v(y)|, \, x, y \in X \text{ s.t. } d(x, y) \leq r\}$ be the “modulus of continuity” for $v$, where $d(\cdot, \cdot)$ is the Riemannian distance associated to $\omega$.

**Lemma 5.10.** Suppose that $v \in \text{PSH}(X, \omega) \cap C(X)$. Then there exists $C = C(X, \omega) > 0$ and $k_0 = k_0(X, \omega)$ such that
\[
\text{FS}_k \circ H_k(v) \leq v + C \frac{\log(k)}{k} + CM_\nu \left(\frac{1}{k}\right), \quad k \geq k_0.
\]
If in addition $\omega_\nu \geq \delta \omega$ for some $\delta > 0$, then there exists $k_0 = k_0(X, \omega, \delta)$ such that
\[
v - \frac{C}{k} \leq \text{FS}_k \circ H_k(v), \quad k \geq k_0.
\]

**Proof.** For the first inequality, we adapt the argument of [20, Proposition 4.2(iii)]. We fix $s \in H^0(X, L^k)$. We pick $x \in X$, a coordinate neighborhood $B(x, \frac{\varepsilon}{2})$, and a trivialization for $L$ on $B(x, \frac{\varepsilon}{2})$. For $k \geq k_0(X, \omega)$, this is certainly possible near all $x \in X$. Using Cauchy’s estimate we can start writing:
\[
|s(x)|^2 \leq C k^{2n} \int_{B(x, \frac{\varepsilon}{2})} |s(z)|^2,
\]
for some absolute constant $C$. On $B(x, \frac{2}{\delta_0})$ we denote our Hermitian metric $h = e^{-\varphi}$ for some $\varphi \in C^\infty(B(x, \frac{2}{\delta_0}))$, and we note that there exists $C = C(X, \omega)$ such that $\sup_{B(x, \frac{1}{\delta})} |\varphi - \varphi(x)| \leq \frac{C}{\pi}$, $x \in X$. Indeed, $C$ only depends on the Lipschitz constant of $\varphi$.

Using the above estimate we can continue:

$$h^k(s(x), s(x)) = |s(x)|^2 e^{-k\varphi(x)} \leq Ck^2 \varepsilon^k \frac{\sup_{B(x, \frac{1}{\delta})} k\varphi}{e^{k\varphi(x)}} \int_{B(x, \frac{1}{\delta})} h^k(s, s)$$

$$\leq Ck^2 \varepsilon^k \left( \sup_{B(x, \frac{1}{\delta})} v + \sup_{B(x, \frac{1}{\delta})} \varphi - \varphi(x) \right) \int_X h^k(s, s)e^{-kv\omega^n}.$$  

Consequently, the definition (6) implies that $FS_k \circ H_k(v)(x) \leq v(x) + C\frac{\log k}{k} + CM_\epsilon \left( \frac{1}{k} \right)$, what we desired prove.

The second inequality is just a direct consequence of the Ohsawa–Takegoshi extension theorem [39]. Indeed, fixing $x \in X$, by the version of this result in [20, Theorem 2.11], we have that for all $k \geq k_0(X, \omega, \delta)$ there exists $s \in H^0(X, L^k)$ such that $\int_X h^k(s, s)e^{-kv\omega^n} \leq Ch^k(s, s)(x)e^{-kv(x)}$. Naturally, using (6), this implies that

$$v(x) \leq \frac{1}{k} \log \frac{h^k(s, s)}{\int_X h^k(s, s)e^{-kv\omega^n}} + C \leq FS_k \circ H_k(v) + \frac{C}{k}.$$  

\[ \square \]
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