Chiminey: Reliable Computing and Data Management Platform in the Cloud
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Abstract—The enabling of scientific experiments that are embarrassingly parallel, long running and data-intensive into a cloud-based execution environment is a desirable, though complex undertaking for many researchers. The management of such virtual environments is cumbersome and not necessarily within the core skill set for scientists and engineers.

We present here Chiminey, a software platform that enables researchers to (i) run applications on both traditional high-performance computing and cloud-based computing infrastructures, (ii) handle failure during execution, (iii) curate and visualise execution outputs, (iv) share such data with collaborators or the public, and (v) search for publicly available data.

Demo video: [http://youtu.be/Twi-d2WT94A](http://youtu.be/Twi-d2WT94A)

I. INTRODUCTION

Researchers have been using computing resources such as desktops and supercomputers for running their experiments. In order to use such resources, researchers are expected to know how to set up their execution environment, run their experiments and collect and optionally share the output of their experiments. When executing computational experiments on a local desktop machine, performing these tasks may not be challenging. However, if an experiment’s resource requirements exceed those of a single workstation, then computing environments such as cluster, grid or cloud can be considered.

Cloud computing [3] presents a unique opportunity for users: it enables researchers to acquire very large numbers of computing and storage resources quickly. Moreover, researchers with relatively modest requirements for parallelisation of existing code may be able to avoid learning high-performance computing (HPC) infrastructure concepts. Researchers still need to learn how to work within a cloud-based environment, which itself presents its own challenges. They need to create and set up virtual machines (VMs) in the cloud, collect the results of their experiments, and then release the VM resources. Furthermore, cloud-based environments are more prone to failure than HPC environments due to network and third-party software issues [13], and these environments expect researchers to handle such failures themselves.

The rate of technological change and innovation for compute environments is ever increasing. When a new technology is introduced, both opportunities and challenges are presented. As a researcher migrates from desktop to cloud computing, new computing capabilities may be realised; but new skills are required: there needs include not only operational but also fault tolerance and recovery skills. Such challenges distract the user from focusing on their core goals such as research discovery through creating domain-specific software.

In this paper, we present Chiminey platform, designed to enable the user to focus on their domain of investigation, and to delegate the platform to deal with the detail that comes with accessing high-performance and cloud computing infrastructure, as well as the data management challenges it poses. Researchers are not expected to have a deep technical understanding of cloud-computing, HPC, fault tolerance, or data management in order to leverage the benefits provided by Chiminey. Users may interact with Chiminey via a web-based graphical user interface or a scriptable API.

We have conducted a number of case studies, applied Chiminey across to two research disciplines in order to assess its practicality: physics and structural biology. The domain experts appreciated Chiminey’s features and noted the time savings for computing and data management. We believe that Chiminey will have a strong positive impact on the research community, because it gives an opportunity to focus on the main research problems and takes upon itself solving of the major part of the infrastructure problems.

II. CHIMINEY

The Chiminey platform (cf. Fig. [1]) is a computing and a data management platform that enables researchers to perform complex computation on cloud-based and HPC facilities, handle failure during the execution of their application, curate and visualise execution outputs, share such data with collaborators or the public, and search for publicly available data. Chiminey provides a data management platform both as a source and sink of data coming from instruments and being processed through Chiminey, and as a curation and storage repository for data to be utilised by future tools, published and then cited. Whenever HPC computation is completed, its output is transferred to user-designated locations including a data curator. For curating
data, Chiminey uses MyTardis [2], an application for cataloging, managing and assisting the sharing of large scientific datasets privately and securely over the web. MyTardis is currently deployed at various labs and institutions around Australia to capture, manage and provide access to data in research areas such as x-ray crystallography [8], microscopy, medical imaging, genomics, and HPC. The Chiminey platform was created as part of the Bioscience Data Platform project [12], which is an agile software collaboration between software engineering and natural sciences researchers. Python was chosen as the development language due to its rapid prototyping features, integration with the MyTardis data curation system, and due to its increasing uptake by researchers as a scientific software development language. However, the domain-specific calculations could be written in any language (the choice depends on the domain and the concrete research task).

Software engineering challenges: One of the main challenges is the development of Smart Connector (SC) components of Chiminey. An SC is a core Chiminey component that interacts with a cluster or a cloud service on behalf of the user: it sets up the execution environment (creates the VMs, configures then for the upcoming simulation, etc.), runs a computation, and then transfers the output of the computation to the user’s desired location. SCs handle the provision of cloud-based and HPC infrastructures, as well as give special importance to resource access abstraction and fault tolerance. The user does not need to know about how VMs are created and destroyed, how a simulation is configured and executed, or how the final output is transferred. With respect to the execution environment, the only information that is expected from the user is to specify the number of computing resources she wishes to use, credentials to access those resources, and the location for transferring the output of the computation. With respect to configuring and executing the simulation, the user may set the value of domain specific parameters.

SCs vary from each other by the type of computation to be supported and/or the specific computing infrastructure to be provisioned. Chiminey provides a set of APIs to create new and customise existing SCs. The APIs enable research software engineers to focus on developing the variation point of the new connector rather than access abstraction and/or fault tolerance support. Chiminey allows to specify ranges of input parameter values for a given SC, and subsequently automatically creating and executing multiple instances of the given connector to sweep across ranges of values. This allows the researcher to quickly explore a parameter space, and the results to then be visualised.

Another challenge was to develop a user interface which is intuitively clear to the research scientists, who do not have a deep technical understanding of cloud computing, fault tolerance, etc. The present interface was created on the basis of contextual interviews with the physics and biology researchers. Fig. 2 shows a web interface for the specification of an SC execution. Fig. 3 shows an example of visualisation: two- and three-dimensional graphs are automatically generated as physics simulation data is curated.
**Smart Connector** (MRSC), which is suitable for long-running data-parallel programs like Monte Carlo simulations. These simulations are computational algorithms that rely on repeated random sampling to obtain numerical results: simulations (so called MapReduce computations) should be run many times over, until a predefined criteria are met, in order to obtain the distribution of an unknown probabilistic entity. Monte Carlo simulations are often used in solving physical and mathematical problems, especially for optimization, numerical integration and generation of draws from a probability distribution.

The communication and computation pattern of the MRSC is shown on Fig. 4. Since VMs need to be created and configured before execution commences, the execution time of applications should be long enough to justify the use of cloud resources. The MapReduce computation is performed iteratively until the predefined criterion is met. The output of each task is sent to a MyTardis instance for both generic data access, and domain-specific visualisation.

In the rest of this section we discuss the application of our tools to execute Monte Carlo simulations. As these simulations give the basis for modelling of a material’s porosity and the size distribution of its pores, they are of recent interest in the material characterization community. One such modeling methodology is the Hybrid Reverse Monte Carlo (HRMC) method [10]. This method aims to produce three dimensional atomic coordinates of disordered materials which are consistent with a variety of experimental data (e.g., electron, x-ray and neutron diffraction, porosity information) while ensuring a low energy local bonding environment. Together with the the Theoretical Chemical and Quantum Physics group at RMIT University, we have identified the requirements for a cloud-based execution and deployed this using the MapReduce Smart Connector (cf. Section II). The connector was configured to run the HRMC program on the cloud and to manage the output of that execution. The main requirements are (cf. also Fig. 4):

1) To exploit the randomness inherent to the HRMC method for executing multiple tasks, each with unique input data, in parallel bursts: this data parallelism can be satisfied by using the the map component of the SC.

2) To automate a decision-making process to prune the
calculations in accordance with pre-defined criteria, as well as to regenerate a new batch of parallel tasks based upon the outcomes of the previous tasks: this requires computation to be performed on the outputs of all map tasks. These computations are equivalent to the reduce component of the MRSC.

3) To visualise output of each task to indicate the progress of the calculations with respect to the criteria at a glance: to satisfy the fourth requirement, the output of each task are sent to a MyTardis instance for both generic data access, and domain-specific visualisation.

4) To organise and store each output persistently, i.e. to provide data curation: this is achieved by transferring all data to either a MyTardis, or a user designated location.

In a process reliant on the random nature of Monte Carlo simulation, the abilities to rapidly process simulation results, make decisions based on outcomes, and generate new calculations when necessary are of high value. Here, the automation of the HRMC package via Chiminey has led to significant speedups in model planning, setup and execution. Where before, the typical modus operandi was to run a calculation and subsequent evaluation of the pore-size distribution in the hope of a random match to experimental data, and then to tweak some initial parameters and try again, now a structured process exists to facilitate and manage these time-consuming tasks. As well as saving time on the low-level evaluation and changes to setup, this also has consequent flow-on effects at the computational level; restarting calculations no longer have to wait for user input, meaning that the available resources can be used more efficiently, with minimal downtime while the problem iterates.

IV. RELATED WORK

There are different types of scientific workflow systems such as Kepler [7], Taverna [9] and Galaxy [11], which are designed to allow researchers to build their own workflows. However, Chiminey provides drop-in components, i.e. Smart Connectors, for existing workflow engines. Researchers utilise and adapt existing Smart Connectors. New types of Smart Connectors would be developed by the Chiminey development team in collaboration with researchers.

There are a number of platforms/applications with similar aims and features. In comparison to them, Chiminey provides more features to make the researchers’ work more efficient. Unlike VIVO, a semantic web application for the discovery of research outputs within an institution [9], the data management component of Chiminey focuses on curating data from instruments, visualising and publishing these data, and making the research data itself accessible. Unlike Chorus, a web application for managing spectrometry files [9], Chiminey is not restricted to managing a specific type of files: Chiminey not only manages any type of files but also allows the addition of filters to the files for automatic generation of domain-specific metadata. Furthermore, Chiminey provisions a reliable computing capability for data processing. Unlike ReDBox, a software platform for curating and publishing experimental results [11], Chiminey curates and publishes metadata and data collected from instruments. Furthermore, Chiminey provides a reliable computing and data visualisation capability.

Nimrod [4] is a set of software infrastructure for executing large and complex computational processing across several compute resources at a time. It is compatible with the scientific workflow system Kepler, s.t. users can set up complex computational workflows and have them executed without having to interface directly with an HPC system. Incorporation the Nimrod into Chiminey’s architecture for the execution of its Smart Connectors is an ongoing work.

V. CONCLUSION

The nature of many scientific problems today mandates the use of parallel programming to unlock the power of HPC and big data from advanced instruments. This has required researchers to learn HPC, cloud computing and data management skills to address their problems.

We have presented the Chiminey platform, which provides a reliable computing and data management, and be used by researchers without having to learn extensive infrastructure concepts and technologies. Researchers can access HPC, use cloud services, and archive, visualise and publish the result of their computations. In the demo, we have discussed one of our case studies: Monte Carlo simulations. The domain experts appraised Chiminey with these scenarios, and noted the time savings for computing and data management.

ACKNOWLEDGEMENT

The Bioscience Data Platform project acknowledges funding from the NeCTAR project No. 2179 [12].

REFERENCES

[1] E. Afgan, D. Baker, N. Coraor, et al. Harnessing cloud computing with Galaxy Cloud. Nature Biotechnology, 29(11):972–974, Nov. 2011.
[2] S. Androulakis, J. Schmidtberger, M. A. Bate, et al. Federated repositories of X-ray diffraction images. Acta Crystallographica Section D, 64(7):810–814, Jul 2008.
[3] M. Armbrust, A. Fox, R. Griffith, et al. A view of cloud computing. Commun. ACM, 53(4):50–58, Apr. 2010.
[4] R. Buyya, D. Abramson, and J. Giddy. Nimrod/G: An Architecture for a Resource Management and Scheduling System in a Global Computational Grid, 2000.
[5] Chor. https://chorusproject.org/pages/index.html
[6] D. B. Krafft et al. VIVO: Enabling National Networking of Scientists. In WebSci10: Extending the Frontiers of Society On-Line, 2010.
[7] B. Ludäscher et al. Scientific workflow management and the Kepler system. Concurrency and Computation: Practice and Experience, 18(10):1039–1065, 2006.
[8] G. R. Meyer, D. Aragão, et al. Operation of the Australian Store.Synchrotron for macromolecular crystallography. Acta Crystallographica Section D, 70(10):2510–2519, Oct 2014.
[9] T. Oinn, M. Greenwood, M. Addis, et al. Taverna: Lessons in Creating a Workflow Environment for the Life Sciences. Concur. Comput. : Pract. Exper., 18:1067–1100, 2006.
[10] Opletal et al. HRMC: Hybrid Reverse Monte Carlo method with silicon and carbon potentials. Computer Physics Communications, 178:777–787, 2008.
[11] RedBox-Mint. http://www.redboxmiresearchdata.com.au/
[12] The National eResearch Collaboration Tools and Resources (NeCTAR) Project, http://www.nectar.org.au/.
[13] I. Yusuf and H. Schmidt. Parameterised architectural patterns for providing cloud service fault tolerance with accurate costings. In Proc. of CBSE’13, pages 121–130, New York, NY, USA, 2013. ACM.