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ABSTRACT This paper derives the closed-form bit error probability (BEP) of massive multiple-input, multiple-output (M-MIMO) systems using orthogonal frequency-division multiplexing (OFDM) and zero-forcing (ZF) detection. We improve the BEP accuracy by increasing the Neumann series expansion (NSE) to second order for the system that we previously analyzed by deriving the probability distribution function (PDF) of the effective noise. The proposed PDF is then utilized to evaluate the BEP, the PDF of output signal-to-noise ratio (SNR), and the outage probability as a function of the output SNR of the system. Furthermore, a simplified closed-form expression for the effective noise PDF, in terms of the Gaussian distribution, and the noise variance are firstly derived in this paper for simplifying the performance analysis. Monte-Carlo simulation results confirm that the outcome from the derived equation and the approximation closely matched those obtained by simulation. In addition, we employ the proposed noise variance to estimate the log-likelihood ratio (LLR) instead of the approximate noise variance for the low-complexity soft-output ZF detection. The computational complexity of the proposed detection is thus significantly reduced, whereas its bit error rate (BER) is lower than that of the classical detection. Focusing on a 10 × 200 Coded-OFDM-M-MIMO system, 97.81\% of multiplications, required for producing the LLR from the estimated symbol, were minimized by utilizing the proposed detection. Therefore, the derived equations can be efficiently used for analyzing the performance of OFDM-M-MIMO systems, and reducing the computational complexity of the soft-output ZF detection.

INDEX TERMS Massive multiple-input, multiple-output (M-MIMO), Neumann series expansion (NSE), orthogonal frequency-division multiplexing (OFDM), zero forcing (ZF) detection.

I. INTRODUCTION Massive multiple-input, multiple-output (M-MIMO) has become a promising technique to enhance the spectral and energy efficiencies for the 5\textsuperscript{th} generation (5G) cellular networks [1]. Both the mobile terminals (MT) and the base station (BS) of M-MIMO systems can use several antennas for data communication, and the spatial multiplexing technique is utilized for enhancing the data transmission rate. Since the MT sends their messages using multiple transmit antennas over the same time slots, the received signal at the BS includes the effects of both co-channel interference (CCI) and thermal noise. Therefore, a M-MIMO symbol detector is required at the receiver to estimate the transmitted symbols from the CCI and noise contaminated signal. Although several symbol detection techniques can be chosen for receiver, the number of transmit and receive antennas in M-MIMO system is very large, and the complexity of M-MIMO detector greatly increases according to the number of antennas. As a result, the computational complexity of M-MIMO detection becomes a critical factor for the implementation of M-MIMO systems in practice [2]. Focusing on an uplink M-MIMO...
system, where the number of the receive antennas is chosen to be larger than that of the transmit antennas, the Gram matrix of the system tends to be a diagonal matrix. As a result, linear symbol detection provides an excellent result to enhance the spectral and energy efficiencies of the system [1]. Maximal-ratio combining (MRC) detection has become an attractive technique to detect transmitted information symbols in practical M-MIMO systems, since the detector requires only a matrix multiplication to produce an estimated symbol. However, for a medium-size M-MIMO system, the number of the receive antennas is not much larger than that of the transmit antennas and the outcome from the MRC detection still contains remaining effects of CCI, thus, degrading system performance. Therefore, zero-forcing (ZF) and minimum mean square error (MMSE) detection are still required for this case. These detectors use inverse matrix operation to recover the contaminated symbol at the receiver and the computational complexity of the detection significantly increases according to the number of antennas. Thus, Neumann series expansion (NSE), Gauss-Seidal iteration, and other approximations can be utilized to reduce the computational complexity at the receiver [3], [4], [5], [6], [7], [8], [9]. If the number of the receive antennas is much larger than that of the transmit antennas, the outcome from the approximation significantly matches that of the general detection [3].

ZF detection is a classical linear symbol detection, which uses Moore-Penrose inverse matrix operation to recover contaminated symbols at the receiver. Generally, the bit error probability (BEP) of the system utilizing ZF detection is higher than that of MMSE detection for low signal-to-noise ratio (SNR). However, the computational complexity of the detection is less than that of the MMSE detection since the SNR information is not required by the detector [10]. Furthermore, the difference in BEP of ZF and MMSE detection at a higher SNR region is marginal. Therefore, a number of research works focused on BEP performance for this type of detection. Exponential tight bounds on BEP of the data communications using multiple antennas and optimal combining were proposed for flat and frequency-selective Rayleigh fading in [11] and [12]. The numerical results confirm that user capacity can be significantly enhanced by increasing the number of the antennas. The BEP of the MIMO system using ZF detection was then analyzed under various fading channels in [13] and [14]. The authors employed the complex Wishart distribution and a derived probability distribution function (PDF) of SNR in [15] to approximate the PDF of the Gram matrix. A closed-form expression for the BEP was also proposed in the work. In [16], the BEP of the system over uncorrelated Rayleigh fading channel was approximated. The Gram matrix was assumed to be a diagonal matrix and the BEP was then derived employing the Gaussian approximation. The output SNR, BEP, outage probabilities, diversity-multiplexing gain trade-off, and SNR gain of the MIMO system using ZF and MMSE detection over uncorrelated flat Rayleigh fading were extensively investigated in [17].

The interference-to-noise ratio and the output SNR at high SNR region were approximated. The equation for the latter was then utilized to derive a tight approximation of the BEP, outage probabilities, diversity-multiplexing gain trade-off for the system. The authors also demonstrated a gap between the performance of MMSE and ZF detection, which cannot be decreased at a higher SNR region. The gap was then rewritten in terms of a Hermitian quadratic form in [18], and the authors employed the equation to derive the PDF of SNR, the symbol error rate and the outage probabilities of the M-MIMO system. A BEP analysis for the MIMO system over correlated Rician and Rayleigh fading was derived in [19]. The noncentral Wishart distributed matrix was utilized to approximate the distribution of the Gram matrix, and the authors proved that the PDF of the SNR can be approximated as an infinite linear summation of the Gamma distribution. Channel estimation is generally employed to the receiver to estimate the information, making a deviation between the actual and the estimated information. As a result, the effects of channel estimation errors in ZF detection and the BEP approximation were then investigated by a number of research works. In [20], the authors utilized Taylor expansion to approximate the pseudo-inverse of the channel matrix and employed Gaussian random variable to model the channel estimation errors. The SNR and the BEP for the system using $M$-PSK and $M$-QAM were then derived in the work. The authors also demonstrated that the PDF of the SNR exhibits the Chi-square distribution. The BEP analysis was then extended to the M-MIMO system and a lower SNR region in [21]. Improved SNR and BEP analysis for $M$-QAM were introduced in the work. The BEP for MRC, ZF, and MMSE detection in M-MIMO system using pilot symbols to estimate the channel state information was derived in [22]. The average SNR and the BEP were derived in the work.

According to the literature survey, the BEP analysis for the MIMO system using ZF detection and BPSK modulation over uncorrelated frequency-flat Rayleigh fading channel at high SNR region was previously proposed in [17]. The BEP for $M$-QAM and other type of modulation schemes was neglected in the paper, however, the readers can employ the PDF of the derive SNR to derive the BEP using the equations in [23], [24]. Although the outcome from the derived equation significantly matched the exact BEP, the distribution of the effective noise in the work was assumed to be the Gaussian distribution. Therefore, an accurate effective noise PDF of ZF detection is still required to derive the BEP of the system utilizing channel coding techniques [24]. Moreover, most research work involving low-complexity linear symbol detection in [3], [4], [5], [6], [7], [8] and [9] assumed that the effective noise after the detection exhibits the Gaussian distribution. Thus, the soft-output linear symbol detection used the Gaussian assumption to produce the log-likelihood ratio (LLR) from the estimated transmit symbol. However, as far as the research literature goes, there is no prior research work that derives a closed-form expression of the noise variance. As a result, the soft-output linear symbol detector requires
most of the arithmetic operations to evaluate the exact noise variance for producing the LLR.

In this paper, we introduce an accurate PDF of the effective noise of ZF detection for orthogonal frequency-division multiplexing-M-MIMO (OFDM-M-MIMO) system for Gray-coded BPSK, QPSK, and $M$-QAM modulation types. This work is motivated by a derived effective noise PDF for the system, proposed in [25]. The authors in the work used NSE to approximate the inverse matrix operation as a Taylor series, and the effective noise PDF was then derived from the joint probability of the involved random variables. The BEP of the system with Gray-encoded $M$-QAM was analyzed utilizing the derived PDF. In addition, the pairwise error probability of the system was then determined from the PDF and was used to evaluate the upper-bounds of coded systems. Although the BEP analysis in [25] provided accurate analytical results, only the first order of Taylor’s series was used by the research work, and the Gram matrix was assumed to be a diagonal matrix. As a result, there is still a small deviation between the analytical results and the exact BEP. More accurate analytical results could be theoretically achieved if a higher order of Taylor’s series is chosen for the analysis. Therefore, in this paper, we employ the NSE with the second order Taylor series to analyze the effect of noise in ZF detection and its PDF. The PDF is additionally utilized to determine the BEP performance, the PDF of output SNR, and outage probability as a function of the output SNR of the OFDM-M-MIMO system.

Although the derived equation provides an accurate result, their computational complexity is still too high. Therefore, we firstly prove that the effective noise PDF of ZF detection tends to become a zero-mean, complex-valued Gaussian distribution, and a simplified closed-form expression of the noise variance is then derived. In practice, the analytical results from the approximate PDF are closely matching those from the exact equation if the number of the receive antennas is larger than 10.

The Gaussian approximation of the effective noise of ZF detection and its PDFs are then analyzed in section IV. The Gaussian approximation of the effective noise tends to become a Gaussian distribution, the effective noise PDF was then derived utilizing the derived PDF. In addition, the pairwise error probability of the system was then determined from the approximated PDF and was used to evaluate the upper-bounds of coded systems. Although the BEP analysis in [25] provided accurate analytical results, only the first order of Taylor’s series was used by the research work, and theGram matrix was assumed to be a diagonal matrix. As a result, there is still a small deviation between the analytical results and the exact BEP. More accurate analytical results could be theoretically achieved if a higher order of Taylor’s series is chosen for the analysis. Therefore, in this paper, we employ the NSE with the second order Taylor series to analyze the effect of noise in ZF detection and its PDF. The PDF is additionally utilized to determine the BEP performance, the PDF of output SNR, and outage probability as a function of the output SNR of the OFDM-M-MIMO system.

Although the derived equation provides an accurate result, their computational complexity is still too high. Therefore, we firstly prove that the effective noise PDF of ZF detection tends to become a zero-mean, complex-valued Gaussian distribution, and a simplified closed-form expression of the noise variance is then derived. In practice, the analytical results from the approximate PDF are closely matching those from the exact equation if the number of the receive antennas is larger than 10, and the ratio of number of the receive antennas to that of the transmit antennas is larger than 10. As a result, the classical Gaussian distribution approximation can be also utilized to simplify the performance analysis of OFDM-M-MIMO system for special cases. Furthermore, we utilize the Gaussian approximation to reduce the computational complexity of the soft-output ZF detection. The proposed detector uses the derived noise variance for producing the LLR instead of the exact noise variance. Since the effective noise tends to become a Gaussian distribution, the BEP of the proposed detection is theoretically close to that of the classical detection, whereas its operational complexity can be significantly minimized.

The remainder of this article is organized as follows. A block diagram of the OFDM-M-MIMO system and the channel model are described in the next section. In section III, the operation of classical ZF detection is summarized. The effective noise of ZF detection and its PDFs are then analyzed in section IV. The Gaussian approximation of the effective noise of ZF detection is derived in section V. We also use these derived PDFs to analyze BEP performance, the PDF of the output SNR, and the outage probability of the OFDM-M-MIMO system utilizing ZF detection in sections VI to VIII, respectively. Furthermore, the operation of the proposed low-complexity soft-output ZF detection is summarized in the section IX, where the derived noise variance is used to produce the LLRs. We use Monte-Carlo simulations to demonstrate the validity of the proposed equations and obtain numerical results to evaluate the system performance, and the results are discussed in the section X.

Notation: In this paragraph, we clarify the notation of mathematical symbols used in this paper. We use bold characters $\mathbf{H}$ to denote matrix and vector variables. Their elements are written as $h_{n,m}$. Let $Q$, the symbol $H^H_{n,m}$ represents the in-phase and the quadrature component of $H_{n,m}$. The operator $(\cdot)^T$ denotes the Hermitian transpose of a matrix or vector and is equivalent to complex conjugate $(\cdot)^*$ transposition $(\cdot)^T$, e.g., $\mathbf{H}^T = (\mathbf{H}^*)^*$. $\Gamma(a)$ represents Gamma function of a, and the upper incomplete Gamma function is $\Gamma(a, b)$.

II. SYSTEM MODEL

Fig. 1 illustrates the block diagram of an uplink OFDM-M-MIMO system considered in this paper. The $M$-QAM mapper requires $N = N_t N_r$ bits, where $N_b = \log 2(M)$, $N_t$ represents the number of transmit antennas, and $N_f$ is the number of sub-carriers in frequency domain. $M$ denotes the QAM order and additionally corresponds to the number of points in the signal constellation. In practice, $N_f$ is chosen to be a power of 2 so that the inverse fast-Fourier transform (IFFT) can be used to transfer the $M$-QAM symbols from frequency to time domain. The $M$-QAM mapper produces a symbol matrix, $\mathbf{X} \in \mathbb{C}^{N_t \times N_f}$, and the IFFT is applied row-wise to obtain a matrix $\Psi \in \mathbb{C}^{N_r \times N_f}$. Subsequently, $N_{cp}$ cyclic prefix (CP) samples are appended to $\Psi$ to eliminate the effect of inter-block interference (IBI) induced by the delay spread, $\tau$, of the M-MIMO multipath channels. To avoid IBI, $N_{cp}$ is chosen to be greater than $\tau$. The resulting symbol is transmitted through the frequency-selective Rayleigh fading M-MIMO channel.

At the BS, the cyclic prefix samples are removed from the received signal and a fast-Fourier transform (FFT) is applied row-wise to transfer the signal in frequency domain and produce $\mathbf{Y} \in \mathbb{C}^{N_r \times N_f}$, where $N_r$ is the number of receive antennas. This matrix is used by the M-MIMO detector to obtain the estimate, $\hat{\mathbf{X}}$, of the transmitted symbol matrix, $\mathbf{X}$. Finally, the receiver uses an $M$-QAM demapper to estimate the transmitted $N$ information bits. By designing $N_{cp} > \tau$, the IBI is assumed to be completely eliminated. As a result, the received signal in frequency domain can be expressed as a linear matrix equation. Let $f = 0, 1, \ldots, N_f - 1$ denotes the sub-carrier index, and $\mathbf{X}_f \in \mathbb{C}^{N_t \times 1}$ be the vector of the transmit symbols of the $f$-th sub-carrier, with elements $\{X_m\}_{m=1}^{N_t}$. The value of $X_m$ is chosen from a square-shaped $M$-QAM constellation, and the probability of the occurrence of each symbol is identical, i.e., $1/M$. The average transmit
energy per symbol is denoted as $E_t$. By assuming that the IBI is completely eliminated by utilizing a CP, the received symbol vector of the $f$-th sub-carrier $Y_f \in \mathbb{C}^{N_r \times 1}$ can be expressed as

$$Y_f = H_f X_f + W_f, \quad (1)$$

where $H_f \in \mathbb{C}^{N_r \times N_t}$ is channel frequency response (CFR) matrix of the $f$-th sub-carrier. If there is no line-of-sight link between transmitter and receiver, each component $H_{n,m}$ in $H_f$ is represented by zero-mean, complex-valued, Gaussian random variables $\mathcal{CN}(0, 2\sigma_b^2)$ [26]. Their variance per dimension $\sigma_b^2$ is 0.5 so that the channel energy is normalized. Furthermore, $W_f \in \mathbb{C}^{N_r \times 1}$ represents the vector of additive white Gaussian noise (AWGN). Each element, $W_{n,1}^{N_r}$, in $W_f$ exhibits a zero-mean, complex-valued, Gaussian distribution, i.e., $\mathcal{CN}(0, 2\sigma_w^2)$, and $\sigma_w^2$ is determined by

$$\sigma_w^2 = \frac{N_r E_s}{2 \log_2(M) \gamma_b}, \quad (2)$$

where $\gamma_b$ is the signal-to-noise ratio (SNR) per bit. It is worth pointing out that data communication links using OFDM waveforms are generally degraded due to the carrier frequency offset (CFO) and channel estimation errors. As a result, more accurate mathematical expressions of the received symbol and the performance analysis were essentially proposed by a number of research work [27], [28], [29], [30]. However, considering CFO and other impairments such as IQ imbalance and frame synchronization in the system model is beyond the scope of this work. Utilizing all these impairments simultaneously to analyze the performance of the OFDM-M-MIMO system will become too complex. Therefore, the PDF of $H_{n,m}$ in (1) is assumed to be the Gaussian distribution for simplifying the performance analysis.

### III. CLASSICAL ZF DETECTION

In this section, we discuss the operation of ZF detection and the effect of noise in its performance. The detection employs Moore-Penrose pseudoinverse of the CFR matrix to estimate the transmitted symbol from $Y_f$ as [2]

$$\hat{X}_f = (H_f^H H_f)^{-1} H_f^H Y_f. \quad (3)$$

Substituting $Y_f$ from (1) in (3), we obtain

$$\hat{X}_f = X_f + G_f^{-1} H_f^H W_f, \quad (4)$$

where the receiver uses $\hat{X}_f$ in (3) to determine the received message, and this symbol is usually contaminated by the effective noise $Z_f = G_f^{-1} H_f^H W_f$. Let $Z_{m}$ denote the $m$-th vector element in $Z_f \in \mathbb{C}^{N_r \times 1}$. In order to analyze the distribution of $Z_m$, the NSE approach is utilized to approximate the inverse matrix operation of the Gram matrix [3], i.e.,

$$G_f^{-1} \simeq \sum_{i=0}^{L-1} (-D_f^{-1} E_f)^i D_f^{-1}, \quad (5)$$

where the diagonal and off-diagonal components of $G_f$ are represented as $D_f$ and $E_f$, respectively. Here, the elements of $D_f$ and $E_f$ are denoted as $D_{m,m} = \sum_{n=1}^{N_r} |H_{n,m}|^2$ and $E_{m,n} = \sum_{k=1}^{N_r} H_{k,m}^* H_{k,n}$, respectively. Generally, the order $L$ of Taylor series in (5) should be large enough to minimize the differences between $G_f^{-1}$ from (5) and their actual inverse matrix operation. However, since $N_r$ in M-MIMO system is much larger than $N_t$, the results from NSE with $L = 2$ can provide an accurate result for this case. If $G_f^{-1}$ in (5) and $L = 2$ are substituted in (4), $Z_f$ becomes

$$Z_f = (I - D_f^{-1} E_f) D_f^{-1} H_f^H W_f. \quad (6)$$

Let $A_f = H_f^H W_f$, with elements $\alpha_m = \sum_{n=1}^{N_r} H_{n,m}^* W_n$, each component of $Z_f$ in (6) can be written as

$$Z_m = \frac{1}{D_{m,m}} \left( \alpha_m - \sum_{n=1, n\neq m}^{N_r} E_{m,n} \alpha_n \right). \quad (7)$$

It is worth noting that a higher order $L$ of Taylor series in (5) is not applied for this research work since the mathematical expression of $Z_m$ for this case involves with dependent variables. As a result, the derived PDF, obtained by joint probabilities of the random variables, is still inaccurate.

### IV. DERIVING EFFECTIVE NOISE PDF OF ZF DETECTION

$Z_m$, in (7), shows the effects of noise for the received symbol of ZF detection, and their distribution depends on $N_r$, $N_t$, and the operating SNR point of the OFDM-M-MIMO system. We now use this equation to derive the PDF of $Z_m$. Due to the fact that $D_{m,m}$, $E_{m,n}$, and $\alpha_m$ in (7) are functions of random variables, their joint probabilities can be used to derive their PDFs. However, there are several arithmetic operation in (7), and determining the PDF of $Z_m$ is complex. Therefore, approximations are now utilized to simplify this operation. The PDF of $D_{m,m}$ was previously derived from (8) in [25]. Since $D_{m,m}$ can be rewritten as a $2N_r$ times summation of squared, zero-mean, Gaussian random variables with variance $\sigma_h^2$, the PDF of $D_{m,m}$, $p_D(D_{m,m})$, exhibits a Chi-square distribution and tends to be $\mathcal{N}(2N_r \sigma_h^2, 2N_r \sigma_h^2)$ if $N_r$ is large enough [31]. Focusing on an OFDM-M-MIMO system where $N_r = 100$, the probability of the occurrence of $D_{m,m}$, ranging from 85 to 115, is 86.76%. Therefore, if $N_r \geq 100$, most of the variation of $D_{m,m}$ is less than 15% of its mean and $D_{m,m}$ can be approximated as a constant $\Delta$, i.e.,

$$\Delta = 2N_r \sigma_h^2. \quad (8)$$

If $\Delta$ in (8) is substituted into (7), $Z_m$ becomes

$$Z_m = \frac{\alpha_m}{\Delta} - \frac{1}{\Delta^2} \sum_{n=1, n\neq m}^{N_r} E_{m,n} \alpha_n. \quad (9)$$

Let $\tilde{\alpha}_m = \alpha_m/\Delta$, $\beta_m = \sum_{n=1, n\neq m}^{N_r} E_{m,n} \alpha_n$, and $\tilde{\beta}_m = \beta_m/\Delta^2$, (9) can be expressed as

$$Z_m = \tilde{\alpha}_m - \tilde{\beta}_m. \quad (10)$$
Undoubtedly, \( \alpha_m, \beta_m, \bar{\alpha}_m, \bar{\beta}_m \) and \( Z_m \) are a function of CFR and noise vector element \( W_n \). Therefore, their PDFs can be derived utilizing joint probabilities as described in the next sub-sections.

**A. THE APPROXIMATE PDF OF \( E_{m,n} \)**

\( E_{m,n} \) is an off-diagonal element of \( G_f \). The in-phase and quadrature components of \( E_{m,n} \) can be expressed as

\[
\begin{align}
E_{m,n}^I & = \sum_{k=1}^{N_r} H_{k,m}^I X_k^I - \sum_{k=1}^{N_r} H_{k,m}^Q X_k^Q, \\
E_{m,n}^Q & = \sum_{k=1}^{N_r} H_{k,m}^Q X_k^Q + \sum_{k=1}^{N_r} H_{k,m}^I X_k^I.
\end{align}
\]

Due to the fact that \( H_{k,m}^\alpha \) is a Gaussian random variable with \( \alpha = \{I, Q\} \), \( E_{m,n}^\alpha \) in (11), is \( 2N_r \) times the summation of the product of two \( N(0, \sigma^2_\alpha) \). For the system with large \( N_r \), the PDF of \( E_{m,n}^\alpha \) tends to become a Gaussian distribution \( \mathcal{N}(0, \sigma^2_\alpha) \), and the variance per dimension is given as

\[
\sigma^2_\alpha = 2N_r\sigma^4_h.
\]

**B. DERIVING PDF OF \( \alpha_m \) AND \( \beta_m \)**

\( \alpha_f \) is a product of \( H_f^I \) and \( W_f \). Therefore, the in-phase and quadrature elements of \( \alpha_m \), in (7), can be expressed as

\[
\begin{align}
\alpha_m^I & = \sum_{n=1}^{N_r} H_{n,m}^I W_n^I - \sum_{n=1}^{N_r} H_{n,m}^Q W_n^Q, \\
\alpha_m^Q & = \sum_{n=1}^{N_r} H_{n,m}^Q W_n^Q + \sum_{n=1}^{N_r} H_{n,m}^I W_n^I.
\end{align}
\]

Due to the fact that \( \alpha_m^\alpha \) in (13) is \( 2N_r \) times the summation of the product of \( H_{n,m}^\alpha \) and \( W_n^\alpha \), their PDF is determined utilizing (6.9) of [32] and the results from this operation are

\[
p_\alpha(\alpha_m^\alpha) = \frac{1}{\Gamma(N_r)} \exp\left(-\frac{|\alpha_m^\alpha|^2}{\sigma_{\alpha h}^2}\right).
\]

\[
p_\beta(\beta_m^\alpha) = \frac{1}{2N_r^{\alpha h} - 2} \exp\left(-\frac{|\beta_m^\alpha|^2}{2N_r\sigma_{\alpha w}^2}\right) \sum_{k=1}^{N_r-1} \frac{(N_r - k)! |\beta_m^\alpha|^{N_r - k - 1} (N_r + k - 3)! |\beta_m^\alpha|^{N_r - k - 1} \Gamma(k)}{(N_r \sigma_{\alpha w}^2)^{N_r - k} (N_r - k - 1)! \Gamma(k)}
\]

In addition, if \( N_r \) is large enough, \( p_\alpha(\alpha_m^\alpha) \) can be approximated as a \( N(0, \sigma_{\alpha h}^2) \), and their variance per dimension is given as

\[
\sigma_{\alpha h}^2 = 2\sigma_{\alpha w}^2 N_r.
\]

The PDF of \( \beta_m \) is also derived utilizing the joint probabilities of random variables. \( \beta_m^\alpha \), in (9), is \( 2(N_r - 1) \) times the summation of the product of \( E_{n,m}^\alpha \) and \( \alpha_m^\alpha \). If \( N_r \) is large enough, these variables tend to be a Gaussian distribution. Therefore, we can use (6.9) in [32] to determine the PDF of \( \beta_m^\alpha \). As a result, \( p_\beta(\beta_m^\alpha) \) becomes as (16), shown at the bottom of the page.

**C. PDF OF \( \bar{\alpha}_m \) AND \( \bar{\beta}_m \)**

\( \bar{\alpha}_m \) and \( \bar{\beta}_m \) in (10) are ratio of \( \alpha_m \) and \( \beta_m \) to constants, and their PDF can be obtained utilizing \( p_\alpha(\alpha_m^\alpha) \), \( p_\beta(\beta_m^\alpha) \), and (4.19) in [31], i.e.,

\[
\begin{align}
P_\alpha(\bar{\alpha}_m) & = \Delta p_\alpha(\Delta \bar{\alpha}_m), \\
P_\beta(\bar{\beta}_m) & = \Delta^2 p_\beta(\Delta^2 \bar{\beta}_m).
\end{align}
\]

Substituting \( p_\alpha(\alpha_m^\alpha) \), \( p_\beta(\beta_m^\alpha) \), and \( \Delta \) from (14), (16), and (8) into (17), the PDFs of \( \bar{\alpha}_m \) and \( \bar{\beta}_m \) become

\[
\begin{align}
P_\alpha(\bar{\alpha}_m) & = \frac{(N_r \sigma_{\alpha h}^2)^{N_r - k - 1} (N_r + k - 3)! |\beta_m^\alpha|^N_r - k - 1 \Gamma(k)}{(2N_r - 1) \Gamma(k)}, \\
P_\beta(\bar{\beta}_m) & = \frac{(N_r \sigma_{\alpha w}^2)^{N_r - k} (N_r + k - 2)! |\beta_m^\alpha|^N_r - k - 1 \Gamma(k)}{(2N_r - 1) \Gamma(k)}.
\end{align}
\]

The function \( f_\alpha(k) \) and \( f_\beta(k) \) in (18) are defined as

\[
\begin{align}
f_\alpha(k) & = \frac{1}{2N_r^{\alpha h} - 2} \exp\left(-\frac{|\bar{\alpha}_m|^2}{2N_r \sigma_{\alpha w}^2}\right) \sum_{k=1}^{N_r-1} \frac{(N_r - k)! |\bar{\alpha}_m|^N_r - k - 1 \Gamma(k)}{(N_r \sigma_{\alpha w}^2)^{N_r - k} (N_r - k - 1)! \Gamma(k)}
\end{align}
\]
\[
    f_\beta(k) = \frac{(N_r \sigma_k)^{N_r-k}(N_r + k - 3)!}{2^{2k-2} \sigma_w^{N_r-k} \Gamma(k)(N_r - 2)!(N_r - k - 1)!}. \tag{19b}
\]

**D. Effective Noise PDF of ZF Detection**

According to (10), \(Z_m\) is a subtraction of \(\tilde{a}_m\) and \(\tilde{\beta}_m\). Due to \(p_\alpha(\tilde{a}_m)\) and \(p_\beta(\tilde{\beta}_m)\) are even functions, the PDF of \(Z_m^k\) is analyzed by utilizing convolution integral operation [31], i.e.,

\[
p_c(Z_m^k) = p_\alpha(\tilde{a}_m^k) * p_\beta(\tilde{\beta}_m^k). \tag{20}
\]

If the PDFs of \(\tilde{a}_m^k\) and \(\tilde{\beta}_m^k\) from (18) are substituted into (20) and the binomial expansion is employed to decompose the polynomial in the equation, the results from the integral operation becomes (21), as shown at the bottom of the page, i.e., the PDF of the effective noise of ZF detection. The function \(f_c(k, p)\) in (21) is defined as

\[
f_c(k, p) = \frac{(N_r + k - 2)(N_r + p - 3)!}{2^{2k-p-4}(N_r - k)(N_r - k - p + 1)!} \times \left( \frac{N_r \sigma_k}{\sigma_w} \right)^{N_r+N_r-k-p+1}. \tag{22}
\]

**V. The Gaussian Approximation of \(p_c(Z_m^k)\)**

Although \(p_c(Z_m^k)\) in (21) provides an accurate noise PDF of ZF detection, their computation is complex and using this equation to determine performance of OFDM-M-MIMO system is still inconvenient. Therefore, we now prove that the PDF of \(Z_m^k\) can be alternatively approximated as a classical Gaussian distribution. The variance of \(Z_m^k\) is also analyzed in this section. If \(N_r\) is large enough, both \(\alpha^k_m\) and \(E^k_{\alpha m}\) can be approximated as a Gaussian random variable. If we use (17a) to derive the PDF of \(\tilde{a}_m^k\), their distribution becomes Gaussian too, i.e., \(\mathcal{N}(0, \alpha^2_m)\), and the variance of this random variable can be expressed as \(\alpha^2_m / \Delta^2\), i.e.,

\[
    \sigma^2_a = \frac{\sigma^2_w}{2N_r \sigma_h^2}. \tag{23}
\]

In addition, \(\beta^k_m\) is \(2(N_r - 1)\) times the summation of the product of \(\alpha^k_m\) and \(E^k_{\alpha m}\). Therefore, it can be approximated as a \(\mathcal{N}(0, 2\sigma^2_m)\), and their variance \(\sigma^2_\beta\) is \(2(N_r - 1)\sigma^2_m\). By using (17b), \(\beta^k_m\) is also a Gaussian distribution. Its variance is determined by

\[
    \sigma^2_\beta = \frac{2(N_r - 1)\sigma^2_w \sigma^2_m}{\Delta^4}. \tag{24}
\]

Substituting \(\sigma^2_E\) and \(\sigma^2_a\) from (12) and (15) into (24), this equation becomes

\[
    \sigma^2_\beta = \frac{(N_r - 1)\sigma^2_w}{2N_r \sigma_h^2}. \tag{25}
\]

Due to the fact that \(Z_m\), in (10), is constructed by subtracting \(\tilde{a}_m\) from \(\tilde{\beta}_m\), and both of them are approximated by a Gaussian distribution, the PDF of \(Z_m^k\) becomes a \(\mathcal{N}(0, \sigma^2_\beta)\) too, i.e.,

\[
p_c(Z_m^k) \sim \frac{1}{\sqrt{2\pi \sigma^2_\beta}} \exp\left(-\frac{(Z_m^k)^2}{2\sigma^2_\beta}\right). \tag{26}
\]

\(\sigma^2_\beta\) can be determined from sum of \(\sigma^2_a\) in (23) and \(\sigma^2_\beta\) in (25), and the result from this operation is

\[
    \sigma_\beta^2 = \frac{\sigma^2_w}{\sigma_h^2} \left( \frac{1}{2N_r} + \frac{N_r - 1}{2N_r^2} \right). \tag{27}
\]

**VI. BEP Analysis**

In the previous section, we have derived the effective noise PDF of ZF detection in (21) as well as their Gaussian approximation in (26). We now use these PDFs to evaluate the BEP performance of the proposed OFDM-M-MIMO system. If the transmitter uses BPSK, QPSK or shaped-square \(M\)-QAM modulation with Gray encoding, the receiver estimates the transmitted message from the in-phase and quadrature components of the received symbols independently. Let \(M_x\) represent the number of constellation points per dimension, the symbol error probability (SEP) of the system is determined by averaging the error probabilities of \(M_x - 2\) inner and 2 outer constellation points in each dimension. As a result, the SEP can be expressed as (5.105) in [26], i.e.,

\[
P_s = \frac{2(M_x - 1)}{M_x} P(X_m^k = X_m^k, K). \tag{28}
\]

\(P(X_m^k = X_m^k, K)\) in (28) denotes the cumulative distribution function (CDF) of \(Z_m^k\). The CDF demonstrates a pairwise error probability that a constellation point is transmitted by the transmitter and a nearest constellation point \(X_m^k\) is detected by the receiver. The equation is written in terms of \(p_c(Z_m^k)\) as

\[
P(X_m^k = X_m^k, K) = \int_0^\infty p_c(Z_m^k + K) dZ_m^k. \tag{29}
\]

where the shortest distance between the constellation points in each dimension and the decision boundary is denoted as...
K, i.e., 1 for 16-QAM using the constellation points per dimension \{-3, -1, 1, 3\}. We then utilize the \( P_s \) in (28) to derive the BEP as \( P_{e,\log_2(M_h)}^{ZM} \) [26], and results in

\[
P_e = \frac{2(M_s - 1)}{M_s \log_2(M_s)} P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K).
\] (30)

By substituting the PDF of \( Z_m^\lambda \) from (21) in (29) and utilizing the binomial expansion to expand the polynomial, \( P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K) \) becomes (31), as shown at the bottom of the page. We use \( P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K) \) in the equation to evaluate the BEP of the proposed OFDM-M-MIMO system in (30). For example, if BPSK or QPSK modulation is selected, the constellation points per dimension, \( K \), and \( M_s \) are \{-1, 1\}, 1, and 2, respectively. By substituting these variables into (30), the BEP analysis for the system with BPSK and QPSK modulation becomes

\[
P_e^{\text{BPSK, QPSK}} = P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K = 1).
\] (32)

In addition, if the system utilizes 16-QAM modulation with the constellation points \{-3, -1, 1, 3\}, \( K = 1 \), and \( M_h = 4 \). Therefore, the BEP in (30) is written as

\[
P_e^{16\text{-QAM}} = \frac{3}{4} P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K = 1).
\] (33)

It is worth pointing out that the approximate PDF of \( Z_m^\lambda \) in (26) can be also utilized to minimize the computational complexity of the BEP analysis. Due to the fact that \( Z_m^\lambda \) is assumed to be \( N(0, \sigma_z^2) \) in (26), \( P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K) \) in (29) becomes

\[
P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K) = \frac{1}{\sqrt{2\pi \sigma_z^2}} \int_0^\infty \exp\left(-\frac{(Z_m^\lambda + K\bar{Z})^2}{2\sigma_z^2}\right) dZ_m^\lambda.
\] (34)

Let \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-y^2/2} \, dy \) be the Q-function, (34) can be written in terms of the function as

\[
P(\hat{X}_m^\lambda | X_m^\lambda = \bar{X}_m^\lambda, K) = Q\left(\frac{K}{\sigma_z}\right).
\] (35)

Using \( P(\hat{X}_m^\lambda | X_m^\lambda = K) \) from (35) in (32) and (33), the \( P_e \) of the systems using BPSK, QPSK and 16-QAM modulation becomes

\[
P_e^{\text{BPSK, QPSK}} \approx Q\left(\frac{1}{\sigma_z}\right),
\] (36a)

\[
P_e^{16\text{-QAM}} \approx \frac{3}{4} Q\left(\frac{1}{\sigma_z}\right).
\] (36b)

It is evident that the computation complexity of the approximate BEP equations in (36) is much lower complex than that of the accurate BEP analysis in (32) and (33). However, we have found experimentally that these approximate equations provide an accurate BEP if \( N_r \geq 10N_t \) and \( N_t \geq 100 \).

**VII. DERIVING PDF OF SNR OF ZF DETECTION**

In this section, the effective noise PDFs are used to derive the PDF of the output SNR of ZF detection. If a square-shaped, Gray-coded, \( M\)-QAM is selected as modulation scheme, the detector uses the in-phase and quadrature components of the received symbols \( \hat{X}_m \) to estimate their information messages independently. In addition, the average symbol energy per dimension for \( X_m^\lambda \) is \( E_s/2 \) and the output SNR per symbol, \( \gamma_s \), of their in-phase and quadrature components can be expressed as

\[
\gamma_s = \frac{E_s}{2(\sigma_m^2)}.
\] (37)

Due to the fact that \( \gamma_s \) in (37) is a function of \( Z_m^\lambda \), we use (4.19) in [31] to analyze the PDF of \( \gamma_s \) in terms of \( p_c(Z_m^\lambda) \), i.e.,

\[
p_{\gamma}(\gamma_s) = \frac{E_s}{2\gamma_s^2} p_c \left( \frac{E_s}{2\gamma_s} \right).
\] (38)

If the PDF of \( Z_m^\lambda \) in (21) is substituted in (38), \( p_{\gamma}(\gamma_s) \) becomes (39), as shown at the bottom of the next page. In addition, if the approximate PDF of \( Z_m^\lambda \) in (26) is utilized instead of their accurate equation, the PDF of the output SNR of ZF detection becomes

\[
p_{\gamma}^{\text{approx}}(\gamma_s) = \frac{E_s}{2\gamma_s^2} p_c \left( \frac{E_s}{2\gamma_s} \right).
\] (39)
detected can be approximated as

\[ p_r(\gamma_s) \approx \frac{E_s}{4\pi \sigma_z^2 \gamma_s} \exp \left( -\frac{E_s}{4\gamma_s \sigma_z^2} \right). \tag{40} \]

VIII. OUTAGE PROBABILITY

In this section, the outage probability as a function of the output SNR of the proposed OFDM-M-MIMO system is analyzed utilizing the PDF of \( \gamma_s \) in (39) and the approximate PDF in (40). In general, the outage probability is defined as the probability that \( \gamma_s \) is below a threshold \( \gamma_{th} \), and this parameter can be evaluated from \( p_r(\gamma_s) \) as

\[ P_{\text{out}} = \int_{0}^{\gamma_{th}} p_r(\gamma_s) d\gamma_s. \tag{41} \]

If \( p_r(\gamma_s) \) in (39) is substituted in (41), this equation becomes (42), as shown at the bottom of the page. After using (3.351.2) in [33] and the substitution method in [34] to solve the integral operation in this equation, \( P_{\text{out}} \) of the OFDM-M-MIMO system can be written as (43), as shown at the bottom of the next page. In addition, if the approximate equation in (40) is used by (41), this equation can be expressed as

\[ P_{\text{out}} \approx \sqrt{\frac{E_s}{4\pi \sigma_z^2}} \int_{0}^{\gamma_{th}} \frac{1}{\sqrt{\gamma_s}} \exp \left( -\frac{E_s}{4\gamma_s \sigma_z^2} \right) d\gamma_s. \tag{44} \]

By using the substitution method in [34] to solve the integral operation in (44), \( P_{\text{out}} \) becomes

\[ P_{\text{out}} \approx \Gamma \left( \frac{E_s}{4\sigma_z^2 \gamma_{th}}, 1/2 \right). \tag{45} \]

IX. LOW-COMPLEXITY SOFT-OUTPUT ZF DETECTION USING THE DERIVED NOISE VARIANCE

Channel coding is an efficient technique to reduce the BEP in data communications. If the technique is employed by the OFDM-M-MIMO system, the receiver requires soft-output ZF detection to produce the LLRs for channel decoder. Since the exact noise variance of \( \gamma_s \) is required by the detector for producing the LLRs and the computational complexity of the operation significantly increases according to the number of antennas, the detector uses an increased number of the arithmetic operation to evaluate the noise variance. Therefore,
we now utilize the derived noise variance in (27) to reduce the computational complexity of the detection. The model of the coded-OFDM-M-MIMO system and the operation of classical soft-output ZF detection are summarized in this section. We then describe the operation of soft-output ZF detector, where the derived noise variance is used. Although several low-complexity soft-output linear symbol detections have been proposed for the M-MIMO system using approximate inverse matrix operation and iterative methods in [3], [4], [5], [6], [7], [8] and [9], most of the works focus on MMSE detection. Since we utilize NSE in [3] to derive the effective noise PDF, we compare the bit error rate (BER) and the computational complexity of the proposed detection with that of the classical soft-output ZF detection, where NSE in the work is employed to reduce the calculation of the LLRs and the noise variance.

Most of the operation of the coded-OFDM-M-MIMO system is identical to that of the conventional uncoded OFDM-M-MIMO, described in the second section. However, the transmitter separates the information bits into $N_t$ sub-streams, and the code words $c_m \in \mathbb{N}^{1 \times N_c}$ for the $m$-th transmitter are then generated from the information using the $m$-th channel encoder, where $\mathbb{N} = \{0, 1\}$ denotes the binary set. The code words are then interleaved and grouped into $\log_2(M)$-tuples. The information is mapped into a $M$-QAM constellation using the $M$-QAM mapper, and becomes the $M$-ary coded symbols. Finally, the IFFT operation produces the OFDM transmit symbol $\Psi$. If a channel coding technique with the coding rate $R$ is chosen by the coded-OFDM-M-MIMO system, the size of the code words for the $m$-th transmitter is larger than the number of the information bits, i.e., $N_c = N_t N_f / R$. Therefore, the variance of $W_q$ for this case is now redefined as

$$\sigma_{w, \text{coded}}^2 = \frac{N_t E_s}{2 \log_2(M) R \gamma_b}. \quad (46)$$

In addition, after removing the CP, the receiver of the coded-OFDM-M-MIMO system uses the FFT operation to estimate the received symbol in the frequency domain $Y_f$, and the soft-output ZF detection is then utilized to produce the LLR vector, $\Lambda_f$.

We now summarize the operation of the classical low-complexity soft-output ZF detection where NSE in [3] is employed to minimize the computational complexity. The detector uses (3) to estimate $\hat{X}_f$ from $Y_f$. Since the computational complexity in the equation is significantly increase according to the number of antennas, the $L$-th order NSE in (5) is employed to approximate $G_L^{-1}$ in the equation [3]. Generally, the distribution of $Z_m$ for the $m$-th antenna is assumed to be $CN(0, 2\sigma_{z,m}^2)$. If BPSK, QPSK, or $M$-QAM modulation is chosen by the transmitter, the $q$-th tuple of the LLR for the $m$-th antenna is then estimated from the in-phase or the quadrature components of $\hat{X}_f$ as [7]

$$\Lambda_{m,q} = \frac{\min_{\hat{X}_k} (\hat{X}_k^h - \hat{X}_k^l)^2 - \min_{\hat{X}_k} (\hat{X}_k^h - \hat{X}_k^l)^2}{2\sigma_{z,m}^2}. \quad (47)$$

$\sigma_{z,m}^2$ and $\hat{X}_k$ in (47) represents the exact noise variance for the $m$-th transmitter and the constellation points per dimension, respectively. $d_{m,q}$ denotes the $q$-th tuple of the information bits from the $m$-th transmitted symbol. Let $U_{ZF,f} = G_f^\dagger \mathbf{H}_f$ denotes the weight matrix of ZF detection, $Z_f$ in (4) can be rewritten as $U_{ZF,f} W_f$. Therefore, the classical soft-output ZF detection estimates $\sigma_{z,m}^2$ for the $m$-th transmitter as

$$\sigma_{z,m}^2 = \sigma_{w}^2 \sum_{n=1}^{N_t} |U_{n,m}|^2, \quad (48)$$

where an element in $U_{ZF,f}$ is denoted as $U_{n,m}$. (48) involves an inversion operation of the Gram matrix, resulting in high-complexity. Therefore, the 1-st order NSE is employed to approximate $U_{ZF,f}$ in the equation as $D_f^\dagger \mathbf{H}_f^\dagger$ [3]. As a result, the variance in (48) becomes

$$\sigma_{z,m}^2 = \frac{\sigma_{w}^2}{2 \sum_{n=1}^{N_t} |H_{m,n}|^2}. \quad (49)$$
Although (49) requires less arithmetic operations than that of the exact equation in (48) for producing $\sigma^2_{Z_m}$, the computational complexity of the equation is still high since the size of $H_r$ is very large. Moreover, the equation employs the 1-st order NSE to approximate the inverse matrix operation, resulting in a deviation between the outcome from (49) and the exact value of $\sigma^2_{Z_m}$. Therefore, a higher accuracy and lower complexity equation for estimating the noise variance is still required for enhancing the BER performance. In section V, we have proved that the PDF of $Z_m^2$ exhibits a normal distribution, i.e., $N(0, \sigma^2_z)$, and the noise variance can be evaluated using (27). The equation to produce the derived noise variance uses a few arithmetic operators to evaluate the outcome. Therefore, we now use the derived $\sigma^2_z$ from the equation to produce the LLRs in (47) instead of the approximate noise variance from (49). Empirically, if $N_r \geq 100$ and $N_r/N_t \geq 10$, the derived equation produces an accurate $\sigma^2_z$, compared to the exact noise variance. Therefore, the BER of the coded-OFDM-M-MIMO system, utilizing the derived noise variance is significantly close to that of the general detection for this case.

**X. NUMERICAL RESULTS**

This research work uses Monte-Carlo simulation to evaluate the analytical results from the proposed equations. The derived effective noise PDFs, the PDF of output SNR, the BER, and the outage probabilities from the proposed equations are compared with those of the numerical simulations. The OFDM-M-MIMO system and channel model utilized are as described in section II. Gray-coded, QPSK and $M$-QAM are chosen as modulations schemes for the presented numerical results.

Fig. 2 compares the PDF of the in-phase component of the effective noise $Z_m^I$ from the simulation results with that of the accurate noise PDF in (21) and the Gaussian approximation in (26). 16-QAM was selected for these results, with $N_t = 10$ and $N_r = \{50, 100, 200\}$. A closer look at the graph reveals a good match between analytical and numerical results. For the $10 \times 200$ system and $Z_m^I = -2.086$, $p_r(Z_m^I)$ from the accurate noise PDF and simulation result was $3.54 \times 10^{-3}$ and $3.69 \times 10^{-3}$, respectively exhibiting a difference of $1.51 \times 10^{-4}$. In addition, the accuracy of the Gaussian approximation PDF was slightly lower than the accurate noise PDF, and the deviation between this equation and simulation results was $1.66 \times 10^{-4}$. We also used a 2-sample Kolmogorov–Smirnov test with significance level of 5% to compare the analytical results with that of the empirical. The results confirmed that there is no difference between the outcome from the derived PDFs and the simulation. However, there were small deviations between simulation and analytical results, especially for the system with $N_t = 50$. This is due to the fact that we used $\Delta = 50$ to approximate the value of $D_{m,m}$ in (7), although its true value was ranging between 41 and 59 for 79.93% of the time. Therefore, the maximal deviation between the value of $\Delta$ and $D_{m,m}$ was $\pm 18\%$ of its average value, and the outcome from the approximate equation in (9) is inaccurate for this case.

In addition, we employ the derived noise variance in (27) to evaluate the effective noise variance of the OFDM-M-MIMO system in Fig. 3. The outcome of the approximation using NSE in (49) is also included in the figure. The results are also compared to that of the empirical. The system operated at $E_b/N_0 = -10 \text{ dB}$ and the transmitter used the 16-QAM to produce the transmit symbols. $N_r = \{200, 300, 400\}$, and $N_t$ was varied from 2 to 20. The $\sigma^2_z$ for the OFDM-M-MIMO system, where $N_t > 20$, was not included in the results since the outcome from (27) is inaccurate if the ratio of $N_r$ to $N_t$ is less than 10. According to the results, the outcome from the derived equation was more accurate than that of the NSE. The difference in $\sigma^2_z$ between the simulation results and the derived equation for the $20 \times 200$ OFDM-M-MIMO system was $2.04 \times 10^{-2}$. Therefore, the $\sigma^2_z$ from the proposed equation was only $1.47\%$ different from the simulation result, and the number was 0.11 closer to the exact value than that of the NSE. In addition to the results in Fig. 3, the distribution of the derived noise variance dramatically increases according to $N_t$. The $\sigma^2_z$ of the $20 \times 200$ OFDM-M-MIMO system was 1.24 higher than that of the $2 \times 200$ system. Furthermore, the system using a higher $N_r$ obtained a lower $\sigma^2_z$, and the number for the $20 \times 400$ system was 0.71 lower than that of the $20 \times 200$ system. These results confirm that the OFDM-M-MIMO system using a higher $N_t$ can be efficiently used to reduce the distribution of the effective noise in the detection.
The BEP of the OFDM-M-MIMO system using BPSK/QPSK modulation is illustrated in Fig. 4. The analytical results from (32) and those obtained using the approximate equation in (36a) are compared with simulation results. The BEP analysis for QPSK modulation (Eq. (27) in [25]) and BPSK modulation (Eq. (39) in [17]) are also included in the results. According to the results, the proposed equations improved the BEP analysis, and the exact equation was only 1 × 10^-4 from the simulation result. The deviation between the simulation result and the exact equation was only 1.53 × 10^-4. These results confirm that the proposed equations produced an accurate BEP for the OFDM-M-MIMO system. In addition, the BEP analysis of [17], [25] at $E_b/N_0 = -7$ dB from the exact equation, the approximate equation, and the simulation result was $2.93 \times 10^{-3}$, $2.82 \times 10^{-3}$ and $3.08 \times 10^{-3}$, respectively. The deviation between the simulation result and the exact equation was only 1.53 × 10^-4. These results confirm that the proposed equations produced an accurate BEP for the OFDM-M-MIMO system. In addition, the BEP analysis of [17], [25] at $E_b/N_0 = -7$ dB was $3.09 \times 10^{-3}$ and $3.36 \times 10^{-3}$, respectively. Therefore, the BEP analysis in (32) was significantly more accurate than the number in [25]. However, the deviation in BEP between the analytical result from the proposed equation and the exact BEP was still higher than that of the BEP in [17] at 1.63 × 10^-4.

Fig. 5 compares the BEP analysis for the OFDM-M-MIMO system using 16-QAM with Gray-encoding from (33) and (36b) with that of simulation results and (29) in [25]. $N_s = 10$ and $N_r = [50, 100, 200]$. Since the equation in [17] was only derived for BPSK modulation, the outcome from the work was not included in the results. According to the results, the proposed equations improved the BEP analysis, and the analytical results for the system with large $N_r$ were closer to the simulation results than that of [25]. In a 10 × 200 system operating at $E_b/N_0 = 0$ dB, the BEP analysis from the exact equation and the approximate equation were $3.83 \times 10^{-5}$ and $3.42 \times 10^{-5}$, respectively, demonstrating a difference of $2.04 \times 10^{-6}$ and $6.12 \times 10^{-6}$ from the simulation results. The number from (29) in [25] was $4.78 \times 10^{-5}$ and the difference between the analytical and empirical results was $7.54 \times 10^{-6}$. Therefore, BEP from the proposed equations was more accurate than that of the equation derived in [25]. However, the results also show that the proposed BEP analysis accuracy is reduced if $N_s/N_r < 10$. Focusing on a 10 × 50 system operating at $E_b/N_0 = 6$ dB, the difference in BEP between the empirical results and that of (33) was $7.29 \times 10^{-5}$, while the value obtained in [25] was $5.72 \times 10^{-5}$.

The PDF of the output SNR using the analytical results in (39) and the approximate results in (40) is shown in Fig. 6. 16-QAM was employed as a modulation scheme operating at $E_b/N_0 = 0$ dB, with $N_s = 10$ and $N_r = [50, 100, 200]$. According to the results, the PDFs from the derived equations matched the simulation results. For a 10 × 200 system, the value of $p_r(\gamma_s)$ at $\gamma_s = 16$ dB from the simulation was $1.29 \times 10^{-2}$, and the difference from the analytical result using (39) was $2.98 \times 10^{-5}$. In addition, the PDF from the approximate equation was, as expected, slightly less accurate than the exact equation, i.e., the difference between the result from this equation and the simulation results was $6.22 \times 10^{-5}$. The PDFs from the derived equations were also compared using a 2-sample Kolmogorov–Smirnov test with a significance level of 5%, and the results confirm that there is no significant different between simulation and analytical results. However, there was a small deviation between simulation and analytical results for the system with small $N_s$ due to the underlying assumptions made in the derivations.

The effects of $N_r$ in the accuracy of outage probabilities from the derived equations in (43) and (45) are evaluated in
antenna combinations, i.e., \( N \times 6 \), both equations produced accurate results. For instance, in a 16-QAM using Gray encoding operating at \( E_b/N_0 = -5 \) dB and \( \gamma_{th} = -5 \) dB. We considered different Tx/Rx antenna combinations, i.e., \( N_r = \{6, 9, 12\} \) and \( N_t \) varies from 20 to 200 in steps of 20. According to the findings, both equations produced accurate results. For instance, in a 6 × 200 system, the \( P_{out} \) from the simulation result was 3.57 × 10^{-4}. The numerical values from the derived and approximate equations were 3.37 × 10^{-4} and 3.1 × 10^{-4}, respectively, matching very closely to the simulation results. However, there was a small difference between the analytical and simulation results, especially if \( N_t < 40 \), since the approximation of the value of \( D_{m,m} \) utilizing the constant \( \Delta \) was imprecise.

In addition, Fig. 8 shows the outage probabilities of the system using 16-QAM with Gray encoding. \( N_r \) and \( \gamma_{th} \) were 100 and 5 dB, respectively. \( N_t \) was 6, 9 and 12. The results confirm that the analytical results from the proposed equations closely matched the simulation results. For the system with \( N_t = 6 \) and operating at \( E_b/N_0 = -1 \) dB, the value of \( P_{out} \) from the accurate equation was 8.26 × 10^{-5}, which was only 9.12 × 10^{-6} away from the simulation result. The deviation between the analytical result from the approximate equation and the simulation was 2.66 × 10^{-5}, which was slightly higher than that of the accurate equation. However, there were small deviations between the analytical and the simulation results, especially for the system with \( N_t = 12 \). These differences are due to using the 2-nd order NSE to approximate the inverse matrix operation and analyze the noise PDFs. Empirically, we found that the outcome from the approximate equation is inaccurate if \( N_r/N_t < 10 \). The deviation between the exact and the derived \( P_{out} \) is still high since this condition is not satisfied.

Fig. 9 shows the BER of coded-OFDM-M-MIMO system where the low-complexity soft-output ZF detection, and the derived noise variance in (27) are utilized by the receiver for producing the LLR in (47). The detector employed the 3-rd order NSE to simplify the operation in (3) for producing \( \hat{X}_f \) from \( X_f \). We compare the BER with that of the system using the approximate \( \sigma^2_{m} \) in (49). In addition, the BER of the classical soft-output detector, using general inverse matrix operation and the exact noise variance in (48), is also included in the results. The block size utilization was 1024 bits and 16-QAM was chosen by the system. We used an uplink 5G NR LDPC with the base matrix 1 and the revision number 0 to encode the information bits. The channel decoder used the Belief propagation to estimate the transmitted information from the LLR. The coding rate and the number of iteration were 1/2 and 25, respectively. \( N_t \) was 10 and \( N_r \) = \{50, 100, 200\}. A pseudo-random interleaver was chosen for the simulation for converting burst errors to random error events. Evidently, the difference in BER between the system using the proposed detection and that of the classical detection was small, especially for a system with a higher \( N_r \).

The 10 × 50 system using the proposed detection required \( E_b/N_0 = -1.8 \) dB to maintain the BER of 10^{-3}, which was 0.47 dB higher than that of the classical detection. If \( N_r = 200 \), the difference in \( E_b/N_0 \) between the system using the derived noise variance and the classical detection at BER of 10^{-3} was smaller at 1.35 × 10^{-2} dB. Furthermore, the BER for the system using the derived noise variance was less than that of the approximate noise variance. Focusing on the 10 × 50 system at \( E_b/N_0 = -2 \) dB, the BER of the proposed system was 3.15 × 10^{-3}, which was 2.79 × 10^{-3} lower than that of the system with the approximate noise variance.

In addition to the soft-output ZF detection, Table 1 demonstrates the number of real arithmetic operators, which are required for producing the LLRs for all \( N_f \) sub-carriers in (47). The proposed soft-output ZF detection utilized (27) to evaluate the noise variance for producing the LLR, whereas the general detection employed the approximate noise variance in (49) for the operation. Total complex operations, which was required to determine the LLR from \( X^0_m \), were determined in terms of real arithmetic operations. We assumed that the operation to evaluate the minimal value of \( X \) variables requires \( X - 1 \) comparisons, and the summation of \( X \) variables uses \( X - 1 \) additions. Since the derived noise variance was a function of constants, the variable was evaluated only one time for all sub-carriers. In addition, the number of arithmetic operations, required for producing \( \hat{D}_f \) in (49), was not included in the results since the diagonal components of the Gram matrix were previously generated by (3) for producing \( X^0_m \). Although the number of comparisons in both detections was equal, the proposed detection required less
TABLE 1. Comparison of real-arithmetic operations in soft-output ZF detection.

| Number of real arithmetic operators | ZF detection using NSE and approximate noise variance in (49) | Proposed ZF detection using NSE and derived noise variance in (27) |
|-------------------------------------|-------------------------------------------------------------|-------------------------------------------------------------|
| Addition and subtraction            | $N_t N_r \log_2(M) + 2M_s + 2N_r - 1$                     | $N_t N_r \log_2(M) + 2M_s$                                   |
| Multiplication                      | $N_t N_r (2M_s + 2N_r + 3)$                                | $N_t N_r log_2(M) + 3$                                      |
| Division                            | $N_t N_r (\log_2(M) + 1)$                                  | $N_t N_r log_2(M)(M_s - 2)$                                 |
| Comparison                          |                                                             |                                                             |

FIGURE 9. BER of coded-OFDM-M-MIMO system using low-complexity soft-output ZF detection.

FIGURE 10. Computational complexity of soft-output ZF detection.

additions, subtractions, multiplications, and divisions than that of the general detection. Fig. 10 shows the number of real arithmetic operators, required for the detections in the OFDM-M-MIMO system, using 16-QAM, $N_t = 10$ and $N_r = 512$ symbols. The size of $N_r$ was varied from 20 to 200. Evidently, utilizing the derived noise variance provided a massive reduction in real arithmetic operators to the ZF detector. If $N_r = 200$, the number of additions and subtractions for the classical and the proposed detection was $2.1 \times 10^6$ and $6.14 \times 10^4$, respectively. Therefore, 97.08% of the arithmetic operations can be reduced by utilizing the derived noise variance. In addition, the number of multiplications significantly reduced from $2.1 \times 10^6$ to $4.61 \times 10^4$. The results demonstrated that 97.81% of multiplications in the soft-output ZF detection can be minimized by utilizing the proposed detection.

XI. CONCLUSION

In this paper, an accurate PDF is derived using the effective noise in a OFDM-M-MIMO system, where ZF detection is used along with Gray-coded BPSK, QPSK, and $M$-QAM modulation. We use joint probabilities of random variables involved in the system model to derive their PDFs. Since the computational complexity of the accurate PDFs derived was too high, the Gaussian approximation of the effective noise PDF was additionally derived. The obtained PDFs were subsequently utilized to compute the BEP performance, the PDF of the output SNR, and the outage probability of the proposed OFDM-M-MIMO system. The simulations confirmed that the outcomes from the derived equations were closely matching the numerical results. Although the computational complexity of the approximation is minimized, the deviation between the analytical result from the approximate equations and the exact results was small, especially if $N_r \geq 100$. Therefore, they can be efficiently used to evaluate performance of OFDM-M-MIMO system. In addition, we employed the derived noise variance to produce the LLRs utilized in soft-output ZF detection. By utilizing the proposed detection, the number of arithmetic operators, required for producing the LLRs, can be significantly decreased. There is a very small reduction in BER performance compared to the classical detection, and the proposed detection requires less $E_b/N_0$ to maintain the BER than that of the soft-output detection using NSE. Thus, the proposed soft-output detection can be efficiently utilized for reducing the computational complexity in coded OFDM-M-MIMO systems.

Although the BEP from the proposed exact and the approximate equations is more accurate than that of the BEP in [25], a number of approximations were chosen for this research work. The diagonal components of the Gram matrix are assumed to be a constant and this approximation is precise if $N_r \geq 100$. This work presented closed-form BEP for $M$-QAM modulations using 2-nd order NSE in (5) and extending the BPSK work in [17] to general $M$-QAM formats for $N_r > 10N_t$. To overcome the latter limitation, future research work will consider a higher order NSE, the presence of diagonal components in the Gram matrix as well as other types of inverse matrix operations. Furthermore, more accurate channel model for the system using OFDM waveform should be included in the work for improving the performance analysis.
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