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Abstract: In this paper we establish relations between three enumerative geometry tau-functions, namely the Kontsevich–Witten, Hurwitz and Hodge tau-functions. The relations allow us to describe the tau-functions in terms of matrix integrals, Virasoro constraints and Kac–Schwarz operators. All constructed operators belong to the algebra (or group) of symmetries of the KP hierarchy.
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Introduction

The generating functions of enumerative geometry constitute an important and very interesting class of tau-functions of integrable hierarchies. This intriguing paradigm remains a subject of considerable interest and a number of examples of its manifestation continuously grows. In this paper we construct new relations connecting three tau-functions from this family and derive linear constraints for all of them.

Namely, we consider the Kontsevich–Witten tau-function, the generating function of linear Hodge integrals and the generating function of the simple Hurwitz numbers. The first of them is known to be a tau-function of the KdV integrable hierarchy, while the other two are tau-functions of the KP hierarchy. In this work we prove that

$$\tau_{KW} = \hat{G}_+ \tau_{Hodge}. \quad (0.1)$$

Here the operator $\hat{G}_+$ belongs to the symmetry group $GL(\infty)$ of the KP hierarchy. Moreover, we derive an explicit expression for this operator, up to a constant factor (which is checked to be equal to unity). Since a relation of this type, which connects the Hodge tau-function with the Hurwitz tau-function, is known [1], formula (0.1) allows us to describe all three tau-functions in terms of symmetry group operators.

The approach we use is based on the description of integrable hierarchies in terms of the Sato Grassmannian, and more specifically, in terms of the Kac–Schwarz operators. This construction allows us to derive linear constraints

$$\hat{J}^\alpha_m \tau_\alpha = 0, \quad \text{for } m \geq 1, \quad (0.2)$$

$$\hat{L}^\alpha_m \tau_\alpha = 0, \quad \text{for } m \geq -1, \quad (0.3)$$

where the index $\alpha$ indicates one of three considered tau-functions. All operators $\hat{J}^\alpha_m$ and $\hat{L}^\alpha_m$ belong to the $gl(\infty)$ algebra (more specifically, to $W_{1+\infty}$), and satisfy the commutation relations:

$$[\hat{J}^\alpha_k, \hat{J}^\alpha_m]_- = 0, \quad \text{for } k, m \geq 1,$$

$$[\hat{L}^\alpha_k, \hat{J}^\alpha_m]_- = -m \hat{J}^\alpha_{k+m}, \quad \text{for } k \geq -1 \text{ and } m \geq 1, \quad (0.4)$$

$$[\hat{L}^\alpha_k, \hat{L}^\alpha_m]_- = (k - m) \hat{L}^\alpha_{k+m}, \quad \text{for } k, m \geq -1.$$

The constraints for the Kontsevich–Witten tau-function are well known, namely, in this case Eq. (0.2) describe a reduction from KP to KdV, and Eq. (0.3) are the Virasoro constraints. Two other families of constraints (for the Hurwitz and Hodge tau-functions) are obtained explicitly for the first time (see, however, [2,3]).

Although constraints for all three tau-functions satisfy the same commutation relations, they are quite different in their form. Namely, the constraints for the Kontsevich–Witten and Hodge tau-functions are given by the first and second order differential operators, while the constraints for the Hurwitz tau-function contain all higher derivative terms.

The present paper is organized as follows. Section 1 contains material on the classical KP hierarchy, tau-functions and Kac–Schwarz operators. In Sect. 2 we prove the relation between tau-functions and derive the constraints (0.2) and (0.3). Section 3 is devoted to concluding remarks.
1. KP Hierarchy and Its Symmetries

In this section we give a brief introduction to the subject, for more details, see [4–10] and references therein.

1.1. Free fermions. From the works of the Kyoto school [7,8] it is known that infinite-dimensional groups act on the spaces of solutions of the integrable hierarchies. In particular, a central extension of the group $GL(\infty)$ acts on the space of solutions of the KP hierarchy. This action is very natural in the formalism of free fermions, which we are going to sketch in this section. In particular, the elements of the algebra $\hat{gl}(\infty)$ (a central extension of a version of the $gl(\infty)$ algebra) is naturally given by bilinear normally ordered combinations of free fermions.

Let us introduce the free fermions $\psi_n, \psi_n^*, n \in \mathbb{Z}$, which satisfy the canonical anticommutation relations

$$[\psi_n, \psi_m]_+ = [\psi_n^*, \psi_m^*]_+ = 0, \quad [\psi_n, \psi_m^*]_+ = \delta_{mn}. \quad (1.1)$$

They generate an infinite dimensional Clifford algebra. We use their generating series

$$\psi(z) = \sum_{k \in \mathbb{Z}} \psi_k z^k, \quad \psi^*(z) = \sum_{k \in \mathbb{Z}} \psi_k^* z^{-k}. \quad (1.2)$$

Next, we introduce a vacuum state $|0\rangle$, which is a “Dirac sea” where all negative mode states are empty and all positive ones are occupied:

$$\psi_n |0\rangle = 0, \quad n < 0; \quad \psi_n^* |0\rangle = 0, \quad n \geq 0.$$  

(For brevity, we call indices $n \geq 0$ positive.) Similarly, the dual vacuum state has the properties

$$\langle 0 | \psi_n^* = 0, \quad n < 0; \quad \langle 0 | \psi_n = 0, \quad n \geq 0.$$  

With respect to the vacuum $|0\rangle$, the operators $\psi_n$ with $n < 0$ and $\psi_n^*$ with $n \geq 0$ are annihilation operators while the operators $\psi_n^*$ with $n < 0$ and $\psi_n$ with $n \geq 0$ are creation operators.

The normal ordering $\cdot(\ldots)\cdot$ with respect to the Dirac vacuum $|0\rangle$ is defined as follows: all annihilation operators are moved to the right and all creation operators are moved to the left, taking into account that the factor $(-1)$ appears each time two neighboring fermionic operators exchange their positions. For example: $\psi_1 \psi_2 \psi_3 \psi_4 = -\psi_1 \psi_2 \psi_3 \psi_4$, $\psi_2 \psi_1 \psi_3 \psi_4 = -\psi_2 \psi_1 \psi_3 \psi_4$, etc. Under the sign of normal ordering, all fermionic operators $\psi_j$ and $\psi_j^*$ anticommute. In other words, it is wrong to use the commutation relations of the Clifford algebra under the sign of normal ordering, i.e., for example, $\psi_1 \psi_2 = (1 - \psi_1 \psi_2)$.

We also introduce “shifted” Dirac vacua $|n\rangle$ and $\langle n|$ defined as

$$|n\rangle = \begin{cases} \psi_{n-1} \ldots \psi_1 \psi_0 |0\rangle, & n > 0, \\ \psi_n^* \ldots \psi_{-2}^* \psi_{-1}^* |0\rangle, & n < 0, \end{cases} \quad (1.3)$$

$$\langle n| = \begin{cases} \langle 0 | \psi_0^* \psi_1^* \ldots \psi_{n-1}^*, & n > 0, \\ \langle 0 | \psi_{-1}^* \psi_{-2} \ldots \psi_n, & n < 0. \end{cases} \quad (1.4)$$
For them we have
\[ \psi_m |n\rangle = 0, \quad m < n; \quad \psi_m^* |n\rangle = 0, \quad m \geq n, \]
\[ \langle n | \psi_m = 0, \quad m \geq n; \quad \langle n | \psi_m^* = 0, \quad m < n. \quad (1.5) \]

and
\[ \psi_n |n\rangle = |n + 1\rangle, \quad \psi_n^* |n + 1\rangle = |n\rangle, \]
\[ \langle n + 1 | \psi_n = \langle n |, \quad \langle n | \psi_n^* = \langle n + 1 |. \quad (1.6) \]

It is useful to introduce the bare vacuum \( |\infty\rangle \) and totally occupied space \( |-\infty\rangle \):
\[ |\infty\rangle = \cdots \psi_2 \psi_1 \psi_0 |0\rangle, \]
\[ |-\infty\rangle = \cdots \psi_{-3} \psi_{-2} \psi_{-1} |0\rangle. \quad (1.7) \]

For these states we have:
\[ |0\rangle = \psi_0^* \psi_1^* \psi_2^* \cdots |\infty\rangle, \]
\[ |0\rangle = \psi_{-1}^* \psi_{-2}^* \cdots |-\infty\rangle. \quad (1.8) \]

With respect to the totally occupied state, all \( \psi_j^* \)'s are the annihilation operators while all \( \psi_j \)'s are the creation operators. With respect to the bare vacuum it is vice versa:
\[ \psi_k^* |-\infty\rangle = \psi_k |\infty\rangle = 0, \quad k \in \mathbb{Z}. \quad (1.9) \]

Bilinear combinations \( \sum_{mn} B_{mn} \psi_m^* \psi_n \) of the fermions, with certain conditions on the matrix \( B = (B_{mn}) \), generate an infinite-dimensional Lie algebra. Exponentiating these expressions one obtains an infinite dimensional group (a version of \( GL(\infty) \)). Sometimes it is more convenient to consider the algebra elements with normally ordered bilinear fermionic combinations
\[ X_B = \sum_{mn} B_{mn} \psi_m^* \psi_n. \quad (1.10) \]

Corresponding group elements
\[ G = \exp \left( \sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k \right) \quad (1.11) \]

act on the bare vacuum and totally occupied space in a particularly simple way. Namely, these states are the eigenstates for all group elements:
\[ G |-\infty\rangle = \exp \left( \sum_{i < 0} B_{ii} \right) |-\infty\rangle, \]
\[ G |\infty\rangle = \exp \left( - \sum_{i \geq 0} B_{ii} \right) |\infty\rangle. \quad (1.12) \]

\(^1\) To obtain a well-defined algebra and group one have to impose some restrictions on the matrix \( B \) (for example, it can have only finite number of nonzero diagonals, or only a finite number of nonzero elements below (above) the principal diagonal [11]). We do not impose any restrictions of this type, thus, generally speaking, “algebra elements” and “group elements” we consider do not belong to a well-defined algebra or group. Products or commutators of such elements can be divergent and, in principle, should be regularized. The simplest example of such regularization corresponds to the commutation relation between the current components (1.22) (see, e.g., [4]). No divergences appear in our calculations, thus we ignore this subtlety in what follows.
Excited states (over the vacuum $|0\rangle$) are obtained by filling some empty states (acting by the operators $\psi^*_j$) and creating some holes (that is acting by the $\psi_j$’s). A particle carries the charge $-1$ while a hole carries the charge $+1$, so any state with a definite number of particles and holes has the definite charge. Let us introduce a convenient basis of states with definite charge in the fermionic Fock space $\mathcal{H}_F$. The basis states $|\lambda, n\rangle$ are parametrized by $n$ (the charge $n$ with respect to the vacuum state $|0\rangle$) and Young diagrams $\lambda$ in the following way. Given a Young diagram $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ with $\ell = \ell(\lambda)$ nonzero rows, let $(\alpha|\beta) = (\alpha_1, \ldots, \alpha_{d(\lambda)}|\beta_1, \ldots, \beta_{d(\lambda)})$ be the Frobenius notation for the diagram $\lambda$. Here $d(\lambda)$ is the number of boxes on the main diagonal and $\alpha_i = \lambda_i - i$, $\beta_i = \lambda'_i - i$, where $\lambda'$ is the transposed (reflected about the main diagonal) diagram $\lambda$. Then

$$|\lambda, n\rangle \equiv \psi^*_{n-\beta_1-1} \ldots \psi^*_{n-\beta_{d(\lambda)-1}} \psi_{n+\alpha_1} \ldots \psi_{n+\alpha_1} |n\rangle,$$

$$\langle \lambda, n| \equiv \langle n| \psi_{n+\alpha_1} \ldots \psi_{n+\alpha_1} | \psi_{n-\beta_{d(\lambda)-1}} \ldots \psi_{n-\beta_1-1}.$$  

(1.13)

For the empty diagram $\langle \emptyset, n| = \langle n|$, $|\emptyset, n\rangle = |n\rangle$.

An operator

$$E = \sum_{k \in \mathbb{Z}} k \psi_k \psi^*_k$$  

(1.14)

is the energy operator. It defines a gradation on the Clifford algebra:

$$[E, \psi_k]_- = k \psi_k,$$

$$[E, \psi^*_k]_- = -k \psi^*_k,$$

(1.15)

so that the energy of the operators $\psi_k$ and $\psi^*_k$ are $k$ and $-k$ respectively. We say that an element of the Clifford algebra has positive (negative) energy, if it can be represented as a sum of monomials $a_{km} \psi_{k_1} \ldots \psi_{k_n} \psi^*_{m_1} \ldots \psi^*_{m_l}$ with $\sum_i k_i - \sum_j m_j > 0$ (respectively $< 0$). Operators (1.10) with a strictly upper triangular matrix $B$ have positive energy and annihilate the left vacuum

$$\langle 0| X_B = 0.$$  

(1.16)

Operators with a strictly lower triangular matrix $B$ have negative energy and annihilate the right vacuum

$$X_B |0\rangle = 0.$$  

(1.17)

From the commutation relations

$$[X_B, \psi_n] = \sum_i B_{in} \psi_i, \quad [X_B, \psi^*_n] = -\sum_i B_{ni} \psi^*_i,$$

(1.18)

we see that

$$e^{X_B} \psi_n e^{-X_B} = \sum_i \psi_i R_{in}, \quad e^{X_B} \psi^*_n e^{-X_B} = \sum_i (R^{-1})_{ni} \psi^*_i,$$

(1.19)

where $R = \exp(B)$.

Expectation values of group elements are the $\tau$-functions of integrable hierarchies of nonlinear differential equations. This means that they obey an infinite set of the Hirota
bilinear equations. The tau-function of the KP hierarchy labeled by a group element \((1.11)\) is a ratio of two correlation functions:

\[
\tau_G(t) = \frac{\langle 0 | e^{J_+(t)} G | 0 \rangle}{\langle 0 | G | 0 \rangle}.
\]  

It depends on the variables \(t = \{t_1, t_2, \ldots\}\), usually called times, through the linear combination

\[
J_+ = \sum_{k>0} t_k J_k = \sum_{j \in \mathbb{Z}} : \psi_j \psi_{j+k}^* : = \text{res}_z \left( z^{-1} \cdot \psi(z) z^k \psi^*(z) \right).
\]  

They are the Fourier modes of the “current operator” \( J(z) = z^{-1} \cdot \psi(z) \psi^*(z) \) and span the Heisenberg algebra

\[
[J_k, J_l] = k \delta_{k+l,0}.
\]  

Operators \(J_k\) with positive and negative \(k\) have negative and positive energy respectively, so that

\[
J_k |0\rangle = (0 | J_{-k} = 0 \text{ for } k \geq 0.
\]  

Normalization \((1.20)\) guarantees that \(\tau(0) = 1\). The bilinear identity

\[
\oint_{\infty} e^{\xi(t-t',z)} \tau(t- [z^{-1}]) \tau(t' + [z^{-1}]) dz = 0
\]  

encode all nonlinear equations of the integrable KP hierarchy. Here we use the standard short-hand notations

\[
\pm [z] \equiv \{ t_1 \pm z, t_2 \pm \frac{1}{2} z^2, t_3 \pm \frac{1}{3} z^3, \ldots \}
\]  

and

\[
\xi(t, z) = \sum_{k>0} t_k z^k.
\]  

The first nontrivial term in the expansion of the l.h.s. of \((1.24)\) gives the KP equation

\[
\tau \tau_{1111} - 4 \tau_1 \tau_{111} + 3 (\tau_{11})^2 + 3 \tau \tau_{22} - 3 (\tau_2)^2 - 4 \tau \tau_{13} + 4 \tau \tau_3 = 0,
\]  

where \(\tau_1 \tau_{i2} \cdots \equiv \frac{\partial}{\partial t_i} \cdots \tau\). The second derivative of this equation with respect to \(t_1\) gives the KP equation in its standard form

\[
3 u_{22} = (4 u_3 - 12 u u_1 - u_{1111})_1,
\]  

where \(u = \frac{\partial^2}{\partial t_1^2} \log(\tau)\). A KP tau-function, independent\(^2\) on even times \(t_{2k}, k = 1, 2, \ldots\), is a tau-function of the KdV hierarchy.

\(^2\) Actually, a prefactor which is exponential of a linear combination of even times is allowed, as it does not affect the Hirota equations.
The coherent states $e^{J_-(t)}|n\rangle$ (where $J_-(t) = \sum_{k<0} t_k J_k$) and $\langle n| e^{J_+(t)}$ can be expanded as linear combinations of the basis states $|\lambda, n\rangle$. The coefficients are the famous Schur polynomials. This expansion is important since it provides a link between hierarchies of integrable equations and the theory of symmetric functions. Given a Young diagram $\lambda = (\alpha|\beta)$, one can introduce the Schur polynomials (or Schur functions) via the Jacobi-Trudi formula:

$$s_\lambda(t) = \det_{i,j=1,\ldots,\ell(\lambda)} h_{\lambda_i - i + j}(t), \quad (1.27)$$

where $h_k(t)$ are the Schur polynomials for one-row diagrams

$$\exp(\xi(t, z)) = \sum_{k=1}^{\infty} h_k(t) z^k. \quad (1.28)$$

It holds

$$e^{J_-(t)}|n\rangle = \sum_\lambda (-1)^{b(\lambda)} s_\lambda(t) |\lambda, n\rangle, \quad (1.29)$$

$$\langle n| e^{J_+(t)} = \sum_\lambda (-1)^{b(\lambda)} s_\lambda(t) \langle \lambda, n|, \quad (1.30)$$

where the sums run over all Young diagrams $\lambda$ including the empty one, and we have introduced $b(\lambda) = \sum_{i=1}^{d(\lambda)} (\beta_i + 1)$. For the empty diagram $s_\emptyset(t) = 1$, $b(\emptyset) = 0$.

The Baker–Akhiezer (BA) function and its adjoint are given by the Sato formulas

$$\psi(t, z) = e^{\xi(t, z)} \frac{\tau(t - [z^{-1}])}{\tau(t)} = \frac{\langle 1| e^{J_-(t)} \psi(z) G |0\rangle}{\langle 0| e^{J_-(t)} G |0\rangle}, \quad (1.31)$$

$$\psi^*(t, z) = e^{-\xi(t, z)} \frac{\tau(t + [z^{-1}])}{\tau(t)} = \frac{\langle -1| e^{J_+(t)} \psi^*(z) G |0\rangle}{z \langle 0| e^{J_+(t)} G |0\rangle}. \quad (1.32)$$

In terms of the BA function and its adjoint, the bilinear identity (1.24) acquires the form

$$\oint_\infty \psi(t, z) \psi^*(t', z) dz = 0. \quad (1.33)$$

1.2. $W_{1+\infty}$ algebra. The boson–fermion correspondence allows us to represent a bilinear combination of the fermions in terms of the bosonic operators $J_k$:

$$\langle y| \psi(z) \psi^*(z') \rangle = \frac{z}{y-z} \left( e^{\phi(z)} - e^{\phi(z')} - 1 \right), \quad (1.34)$$

where

$$\phi(z) = \sum_{k=1}^{\infty} k^{-1} \left( J_{-k} z^k - J_k z^{-k} \right) + J_0 \log z + P. \quad (1.35)$$

Operators $J_0$ and $P$ commute with all other components $J_k$ and satisfy the commutation relation

$$[J_0, P]_- = 1.$$
Since the operator $P$ drops out of (1.34), both $J_0$ and $P$ play no role for our consideration of the KP hierarchy and can be ignored in what follows (but they are important for MKP or Toda hierarchies). The normal ordering for bosonic operators $\star \cdots \star$ puts all $J_k$ with positive $k$ to the right of all $J_k$ with negative $k$.

An expansion of (1.34) for $y = z + \epsilon$ with small $\epsilon$ yields the algebra $\mathcal{W}_{1+\infty}$, which is an important subalgebra in $\hat{\mathfrak{gl}}(\infty)$:

$$e^{\phi(z+\epsilon) - \phi(z)} \star = 1 + \sum_{m=1}^{\infty} \frac{\epsilon^m}{(m-1)!} \tilde{W}^{(m)}(z)$$  \hspace{1cm} (1.36)

so that the operators $\tilde{W}^{(m)}(z) = \sum_{n=-\infty}^{\infty} z^{-n-m} \tilde{W}_n^{(m)}$ are just normal ordered elementary Schur functions (1.28) of the variables $p_k = \frac{1}{k!} \partial_z^k \phi(z)$, where $\partial_z \equiv \frac{\partial}{\partial z}$

$$\tilde{W}^{(m)}(z) = (m-1)! \star h_m(p) \star.$$  \hspace{1cm} (1.37)

The same expansion of (1.34) allows us to identify

$$\tilde{W}^{(m+1)}(z) = -z^{-1} \star \psi^*(z) \partial_z^m \psi(z) \star,$$  \hspace{1cm} (1.38)

or, in terms of the bosonic current,

$$\tilde{W}^{(m+1)}(z) = \frac{1}{m+1} \star (J(z) + \partial_z)^m J(z) \star.$$  \hspace{1cm} (1.39)

From (1.15) follows that operator

$$\tilde{W}_n^{(m+1)} = -\text{res}_z \left( z^{-1} \star \psi^*(z) z^{m+n} \partial_z^m \psi(z) \star \right)$$  \hspace{1cm} (1.40)

has energy $-n$:

$$\left[ E, \tilde{W}_n^{(m)} \right] = -n \tilde{W}_n^{(m)}.$$  \hspace{1cm} (1.41)

Commutation relations of the operators $\tilde{W}_n^{(m)}$ with the fermionic fields (1.2) follow from the more general relations (1.18):

$$\left[ \tilde{W}_n^{(m+1)}, \psi(z) \right] = z^{m+n} \partial_z^m \psi(z),$$  \hspace{1cm} (1.42)

$$\left[ \tilde{W}_n^{(m+1)}, \psi^*(z) \right] = -z \left( -\partial_z \right)^m \partial_z^{m+n-1} \psi^*(z).$$

Sometimes it is more convenient to use another basis for the same $W_{1+\infty}$ algebra [10]. Namely, we put

$$W^{(1)}(z) = \tilde{W}^{(1)}(z) = \partial_z \phi(z),$$

$$W^{(2)}(z) = \tilde{W}^{(2)}(z) - \frac{1}{2} \partial_z \tilde{W}^{(1)}(z) = \frac{1}{2} \star \left( \partial_z \phi(z) \right)^2 \star,$$

$$W^{(3)}(z) = \tilde{W}^{(3)}(z) - \partial_z \tilde{W}^{(2)}(z) + \frac{1}{6} \partial_z^2 \tilde{W}^{(1)}(z) = \frac{1}{3} \star \left( \partial_z \phi(z) \right)^3 \star,$$  \hspace{1cm} (1.43)

$$\ldots$$
Algebra $W_{1+\infty}$ is a central extension of the algebra $w_{1+\infty}$ of diffeomorphisms on the circle. There are many different ways to identify elements

$$a = \sum_{i \in \mathbb{Z}, j \geq 0} a_{i,j} z^i \partial_z^j$$

(1.44)
of $w_{1+\infty}$ with operators from $W_{1+\infty}$. We identify an operator (1.44) with

$$W_a \equiv \text{res}_z \left( z^{-1} \psi^*(z) a \psi(z) \right)$$

(1.45)
so that

$$\tilde{W}^{(m)}(a) = W_{-z^{m+1} a^m z^m}.$$  

(1.46)
From (1.18) it follows that

$$[W_a, \psi(z)]_- = -a \psi(z),$$

$$[W_a, \psi^*(z)]_- = a^* \psi(z),$$  

(1.47)
where $a^* \in w_{1+\infty}$ is the adjoint operator for which an identity

$$\text{res}_z \left( z^{-1} f(z) a g(z) \right) = \text{res}_z \left( z^{-1} g(z) a^* f(z) \right)$$

holds for any commuting $f(z)$ and $g(z)$ (in particular, $(z^k \partial_z^m)^* = z(-\partial_z)^m z^{k-1}$).

The algebra $W_{1+\infty}$ is a central extension of $w_{1+\infty}$, thus

$$[W_{a_1}, W_{a_2}]_- = W_{[a_1, a_2]}_- + C_{a_1, a_2},$$

(1.48)
where $C_{a_1, a_2}$ is a central element commuting with all other operators in $W_{1+\infty}$. This term can be effectively described by the commutation relations for the generating functions (for example, functions of this type were considered in [12]):

$$R_n(q) \equiv W_{\sum_{i \geq 0} q_i z^i} = \text{res}_z \left( z^{-1} \psi^*(z) z^n q \partial_z \psi(z) \right).$$

(1.49)
These generating functions can be represented in terms of the bosonic field (1.35) as follows:

$$R_n(q) = \frac{1}{1 - q} \left( \text{res}_z \left( z^{n-1} e^{\phi(qz) - \phi(z)} \right) - \delta_{n,0} \right).$$

(1.50)
An operator $R_n$ is an infinite linear combination of operators $\tilde{W}^{(m)}_n$:

$$R_n(e^\epsilon) = - \left( \tilde{W}^{(1)}_n + \epsilon \tilde{W}^{(2)}_n + \frac{\epsilon^2}{2} (\tilde{W}^{(3)}_n + \tilde{W}^{(2)}_n) + \cdots \right).$$

(1.51)
For $pq \neq 1$ the commutation relation between operators $R_n$ can be found by a direct calculation:

$$[R_n(q), R_m(p)]_- = (q^m - p^n) \left( R_{n+m}(qp) + \delta_{m+n,0} \frac{1}{1 - qp} \right),$$

(1.52)
which, for $p = q^{-1}$ reduces to

$$[R_n(q), R_m(q^{-1})]_- = (q^{-n} - q^m) J_{n+m} + nq^{-n} \delta_{m+n,0}.$$  

(1.53)
Operators $R_n$ are important for the description of the Virasoro constraints for the Hurwitz tau-function in Sect. 2.5.
1.3. Heisenberg, Virasoro, and $W^{(3)}$ algebras. The operators $W^{(k)}(z)$ for $k = 1, 2, 3$ are particularly important for our construction. Let us consider them in more detail. Operator $W^{(1)}(z)$ coincides with the current $J(z)$:

\[
W^{(1)}(z) = \partial_z \phi(z) = J(z) = \sum_{m \in \mathbb{Z}} \frac{J_m}{z^{m+1}} \tag{1.54}
\]

and its components

\[J_k = W_{-z^k} \tag{1.55}\]

span the Heisenberg algebra (1.22).

The operator

\[
W^{(2)}(z) = \frac{1}{2} \ast (\partial_z \phi(z))^2 \ast = \sum_{m \in \mathbb{Z}} \frac{L_m}{z^{m+2}} \tag{1.56}
\]

generates the Virasoro algebra $Vir \subset W_{1+\infty}$ with central charge $c = 1$. This algebra is spanned by the operators

\[L_n = W_{-z^n}(z^{e_{n+1}}) \tag{1.57}\]

satisfying the commutation relations

\[[L_k, L_m]_\pm = (k - m)L_{k+m} + \frac{1}{12} \delta_{k,-m}(k^3 - k). \tag{1.58}\]

The operator $L_0$ coincides with the energy operator (1.14).

We introduce two subalgebras $Vir_{\pm}$ of the Virasoro algebra, spanned by $L_k$ with strictly positive and strictly negative indices. We will say that an operator belongs to the group $Vir_+$ ($Vir_-$), if it is of the form $\exp(V)$ with $V \in Vir_+$ ($V \in Vir_-$).

Operators $L_k$ together with $J_k$ span the so-called Heisenberg–Virasoro algebra $\mathcal{V}$. Commutation relations of $\mathcal{V}$ are given by (1.22), (1.58) and

\[[L_k, J_m]_\pm = -mJ_{k+m}. \tag{1.59}\]

In what follows, we also consider the Heisenberg–Virasoro group with elements of the form

\[C \exp \left( \sum_{k \in \mathbb{Z}} (a_k L_k + b_k J_k) \right), \tag{1.60}\]

where $C$ is a constant.

The subalgebra $\mathcal{V}_+ \subset \mathcal{V}$, spanned by $J_k$ with $k \geq 1$ and $L_m$ with $m \geq -1$, has no central terms in the commutation relations (1.22), (1.58) and (1.59). This subalgebra describes the sets of constraints for the tau-functions considered in Sect. 2.

The operator

\[
W^{(3)}(z) = \frac{1}{3} \ast (\partial_z \phi(z))^3 \ast = \sum_{n \in \mathbb{Z}} \frac{M_n}{z^{n+3}}, \tag{1.61}
\]
where

\[ M_n = W^{-z^n \left( z^2 \partial_z^2 + (n+2)z \partial_z + \frac{1}{2} (n+1)(n+2) \right)}, \tag{1.62} \]

together with \( W^{(2)}(z) \) generates the \( W^{(3)} \)-algebra introduced in [13].

From the commutation relations (1.22) we have

\[ \langle 0 | e^{J_k (t)} J_k \rangle = \begin{cases} \frac{\partial}{\partial t_k} \langle 0 | e^{J_+ (t)} \rangle & \text{for } k > 0, \\ 0 & \text{for } k = 0, \\ -kt_{-k} \langle 0 | e^{J_+ (t)} \rangle & \text{for } k < 0. \end{cases} \tag{1.63} \]

This implies that for any operator \( W \), which is a combination of the bosonic current modes (1.21) (in particular, for any operator from \( W_{1+\infty} \)) there exists an operator \( \hat{W} \), which acts in the space of functions of the times \( t_k \), such that:

\[ \hat{W} \langle 0 | e^{J_+ (t)} \rangle = \langle 0 | e^{J_+ (t)} W \rangle. \tag{1.64} \]

Namely, we put

\[ \hat{J}_k = \begin{cases} \frac{\partial}{\partial t_k} & \text{for } k > 0, \\ 0 & \text{for } k = 0, \\ -kt_{-k} & \text{for } k < 0, \end{cases} \tag{1.65} \]

so that

\[ \hat{J}(z) = \sum_{k=1}^{\infty} \left( kt_k z^{k-1} + \frac{1}{z^{k+1}} \frac{\partial}{\partial t_k} \right). \tag{1.66} \]

This identification allows us to represent the transformation given by the group multiplication

\[ \tau_H(t) \mapsto \tau_{GH}(t), \tag{1.67} \]

in terms of the operators, acting on the functions of the times \( t_k \) (at least for \( G \), which is a group element of the \( W_{1+\infty} \) algebra). From the definition (1.20) it follows that

\[ \tau_{e^W H}(t) = C e^{-\hat{W}} \tau_{H}(t), \tag{1.68} \]

where \( C = \frac{\langle 0 | H | 0 \rangle}{\langle 0 | e^W H | 0 \rangle} \) is a constant. This constant is equal to unity if the operator \( W \) has positive energy.

For example, for \( W = \sum_{k<0} a_k J_k \) and an arbitrary group element \( H \) we have

\[ \tau_{e^W H}(t) = \exp \left( \sum_{k>0} ka_{-k} t_k \right) \tau_{H}(t). \tag{1.69} \]
For $W = \sum_{k>0} a_k J_k$ we have

$$\tau_{e^W H}(t) = \frac{\langle 0 | H | 0 \rangle}{\langle 0 | e^W H | 0 \rangle} \times \tau_H(t + a). \quad (1.70)$$

The Virasoro subalgebra of $W_{1+\infty}$ is generated by the operators

$$\hat{L}_m = \frac{1}{2} \sum_{a+b=-m} ab t_a t_b + \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k+m}} + \frac{1}{2} \sum_{a+b=m} \frac{\partial^2}{\partial t_a \partial t_b}, \quad (1.71)$$

which are counterparts of (1.57). For the $W^{(3)}$ algebra we have

$$\hat{M}_k = \frac{1}{3} \sum_{a+b+c=-k} abc t_a t_b t_c + \sum_{c=a-b=k} a b t_a t_b \frac{\partial}{\partial t_c} + \sum_{b+c-a=k} a t_a \frac{\partial^2}{\partial t_b \partial t_c} + \frac{1}{3} \sum_{a+b+c=k} \frac{\partial^3}{\partial t_a \partial t_b \partial t_c}. \quad (1.72)$$

In particular,

$$\hat{M}_0 = \sum_{i,j \geq 1} (i \ j t_i t_j \frac{\partial}{\partial t_{i+j}} + (i + j) t_{i+j} \frac{\partial^2}{\partial t_i \partial t_j}) \quad (1.73)$$

is the cut-and-join operator of the Hurwitz tau-function [14,15].

1.4. Miwa parametrization and Grassmannian. The Miwa parametrization is very convenient for various problems, in particular for matrix models. There are different ways to introduce the Miwa parametrization. All of them are combinations of four basic possibilities, corresponding to the sign combinations in

$$t_k = \pm \frac{1}{k} \text{Tr} Z^{\pm k}. \quad (1.74)$$

Here $Z$ is a diagonal matrix $\text{diag}(z_1, z_2, \ldots, z_N)$ for some finite $N$ and the signs are independent. Let us start with the Miwa parametrization

$$t_k = -\frac{1}{k} \text{Tr} Z^{-k}. \quad (1.75)$$

A tau-function in this parametrization is

$$\tau \left( - \left[ Z^{-1} \right] \right) = \tau \left( t_k = -\frac{1}{k} \text{Tr} Z^{-k} \right). \quad (1.76)$$

From the boson–fermion correspondence it follows that a tau-function in this parametrization is given by the correlation functions

$$\tau \left( - \left[ Z^{-1} \right] \right) = \frac{\langle 0 | e^{-J_e([z_1^{-1}]) \cdots - J_e([z_N^{-1}])} G | 0 \rangle}{\langle 0 | G | 0 \rangle} = \frac{\langle 0 | \psi^* \cdots \psi^*_{N-1} \psi(z_1) \cdots \psi(z_N) G | 0 \rangle}{\langle 0 | G | 0 \rangle \prod_{i<j}(z_i - z_j)}. \quad (1.77)$$
The Wick theorem (see, e.g., [4]) allows us to rewrite this fermionic correlation function as a ratio of determinants:

$$\tau(-Z^{-1}) = \frac{\det_{i,j=1}^N \psi_i(z_j)}{\Delta(z)},$$

(1.78)

where

$$\psi_i(z) = \frac{\langle 0 | \psi_{i-1}^* \psi(z) G | 0 \rangle}{\langle 0 | G | 0 \rangle},$$

(1.79)

and

$$\Delta(z) = \prod_{i<j} (z_j - z_i)$$

(1.80)

is the Vandermonde determinant.

From the anticommutation relations (1.1) it follows that

$$[\psi_{i-1}^*, \psi(z)]_+ = z^{i-1},$$

(1.81)

so that the functions $\psi_i(z)$, which are usually called \textit{basis vectors}, have the following expansion

$$\psi_i(z) = z^{i-1} - \frac{\langle 0 | \psi(z) \psi_{i-1}^* G | 0 \rangle}{\langle 0 | G | 0 \rangle} = z^{i-1} + \sum_{k=1}^\infty \varphi_{i,k} z^{-k},$$

(1.82)

where

$$\varphi_{i,k} = \frac{\langle 0 | \psi_{i-1}^* \psi_{-k} G | 0 \rangle}{\langle 0 | G | 0 \rangle}.$$  

(1.83)

The set $\{\psi_i(z)\}$ defines a subspace $\mathcal{W}$ of an infinite dimensional Grassmannian. Corresponding theory was introduced by Sato in [16] and further developed by Segal and Wilson in [17]. Convergence of a tau-function as a function of times is not important for us (we consider a tau-function as a formal series in times), thus, we will focus on Sato’s version of the construction. Let us consider the space $H = H_\ast \oplus H_\ast^-$, where the subspaces $H_\ast$ and $H_\ast^-$ are generated by negative and nonnegative powers of $z$ respectively. Then the Sato Grassmannian $\mathcal{G}$ consists of all closed linear spaces $\mathcal{W} \in H$, which are compatible with $H_\ast$. Namely, an orthogonal projection $\pi_\ast : \mathcal{W} \to H_\ast$ should be a Fredholm operator, i.e. both the kernel $\ker \pi_\ast \in \mathcal{W}$ and the cokernel $\coker \pi_\ast \in H_\ast$ should be finite-dimensional vector spaces. The Grassmannian $\mathcal{G}$ consists of components $\mathcal{G}^{(k)}$, parametrized by an index of the operator $\pi_\ast$. We need only the component $\mathcal{G}^{(0)}$, which corresponds to the Dirac vacuum $|0\rangle$. Moreover, we will consider only the big cell $\mathcal{G}^{(0)}_\ast$ of $\mathcal{G}^{(0)}$, which is defined by the constraint $\ker \pi_\ast = \coker \pi_\ast = 0$.

For any $\mathcal{W}$ from $\mathcal{G}^{(0)}_\ast$ there exists a basis $\{\psi_i(z)\}$ such that the matrix relating $\{\pi_\ast(\psi_i(z))\}$ with $z^i$ has a well-defined determinant. Any such basis we call \textit{admissible}. It can be always transformed to the basis of the form

$$\varphi_i(z) = z^{i-1} + \sum_{k>1-i} \varphi_{i,k} z^{-k}.$$  

(1.84)
Obviously, for each $W$ there exists a unique basis for which $\varphi_{i,k} = 0$ for $k < 1$ (that is the basis of the form (1.82)). This basis is called canonical.

Let us denote a point of $\text{Gr}_G^{(0)}$, corresponding to a group element $G$, by $W_G$. Then, the Baker–Akhiezer function (1.31) belongs to the space $W_G$ for all values of $t$, for which the corresponding tau-function is not equal to zero [17]. Then, from the expansion (1.30) it follows that

$$\langle \lambda, 1 | \psi(z) G | 0 \rangle \in W_G$$

(1.85)

for arbitrary $\lambda$. Thus

$$\langle 0 | X \psi(z) G | 0 \rangle \in W_G$$

(1.86)

for any $X$ from the Clifford algebra such that the correlation function does not vanish.

For any group element $G = \exp \left( \sum_{i,k \in \mathbb{Z}} B_{ik} \psi^*_i \psi_k \right)$ the matrix (1.83) defines a group element, which is equivalent to $G$ in the following sense. Consider

$$\tilde{G} = \exp \left( \sum_{i,k=1}^{\infty} \varphi_{i,k} \psi^*_k \psi_{i-1} \right),$$

(1.87)

where $\varphi_{i,k}$ are the coefficients of the canonical basis (1.82). It can be shown (see, e.g., (3.37) in [4]) that

$$G |0\rangle = \langle 0 | G |0\rangle \times \tilde{G} |0\rangle.$$  

(1.88)

Relation (1.12) implies that $\tilde{G} |\infty\rangle = |\infty\rangle$, thus

$$\tilde{G} |0\rangle = \psi^*_{0} \psi^*_{1} \psi^*_2 \ldots |\infty\rangle,$$

(1.89)

where

$$\psi^*_k \equiv \tilde{G} \psi_k \tilde{G}^{-1} = \psi_k^* + \sum_{i=1}^{\infty} \varphi_{k+1,i} \psi^*_{-i} = \text{res}_z \left( z^{-1} \varphi_{k+1}(z) \psi^*(z) \right).$$

(1.90)

We see that the fermionic operators $\tilde{\psi}^*_k$, which describe the state $G |0\rangle$, are defined by the canonical basis vectors (1.79).

Let us consider an operator $W_a \in W_{1+\infty}$, related to some differential operator $a \in w_{1+\infty}$ by (1.45). Then, an action of the operators from the algebra $W_{1+\infty}$ as well as the corresponding group elements on the space of tau-functions can be translated to the action of algebra elements $w_{1+\infty}$ and corresponding group elements on the Grassmannian [10]. Indeed, relation (1.88) yields

$$e^{W_a} G |0\rangle = \langle 0 | G |0\rangle \times e^{W_a} \tilde{G} |0\rangle,$$

(1.91)

where

$$e^{W_a} \tilde{G} |0\rangle = \tilde{\psi}^*_0 [a] \tilde{\psi}^*_1 [a] \tilde{\psi}^*_2 [a] \ldots e^{W_a} |\infty\rangle,$$

(1.92)

and, for any operator $\Psi$ we define

$$\Psi [a] \equiv e^{W_a} \Psi e^{-W_a}.$$  

(1.93)
From (1.12) it follows that $e^{W_a}|\infty\rangle$ is proportional to $|\infty\rangle$. Taking into account (1.90) and (1.47) we have

$$\tilde{\psi}^*_{k}[a] \equiv e^{W_a} \tilde{\psi}^*_{k} e^{-W_a} = \text{res}_z \left( z^{-1} \varphi_{k+1}(z) e^{W_a} \psi^*(z) e^{-W_a} \right) = \text{res}_z \left( z^{-1} \varphi_{k+1}(z) e^{a^*} \psi^*(z) \right) = \text{res}_z \left( z^{-1} \psi^*(z) e^{a} \varphi_{k+1}(z) \right). \quad (1.94)$$

This observation justifies the identification (1.45) between two types of operators.

We see that the action of the group element $e^{W_a}$ is equivalent to the action of the operator $e^{a}$ on the set of basis vectors. The problem is that, in general, for operators $W_a$, which have components with non-positive energy, the vectors $e^{a} \varphi_n$ are not of the form (1.84), but are Laurent series infinite in both directions. In spite of this difficulty, these vectors can sometimes constitute an admissible basis.

This can also be shown in a slightly different way. Namely, let us denote by $\varphi^n_i(z)$ the canonical basis vectors corresponding to the group element $e^{W_a} G$. Then, by definition,

$$\varphi^n_i(z) \equiv \langle 0 | \psi^*_{i-1} e^{W_a} | 0 \rangle = \langle 0 | e^{W_a} G | 0 \rangle,$$

where, from (1.47) we have

$$\psi(z)[-a] \equiv e^{-W_a} \psi(z) e^{W_a} = e^{a} \psi(z).$$

Thus,

$$\varphi^n_i(z) = e^{a} \langle 0 | X \psi(z) | 0 \rangle \quad (1.95)$$

for

$$X = \frac{\psi^*_{i-1} e^{W_a}}{\langle 0 | e^{W_a} G | 0 \rangle}.$$  

From (1.86) it follows that $\mathcal{W}_{e^{W_a} G} \subset e^{a} \mathcal{W}_G$. On the other hand

$$e^{a} \varphi_i(z) = \frac{\langle 0 | \psi^*_{i-1} e^{-W_a} \psi(z) e^{W_a} G | 0 \rangle}{\langle 0 | G | 0 \rangle} = \langle 0 | \tilde{X} \psi(z) e^{W_a} G | 0 \rangle \quad (1.97)$$

for

$$\tilde{X} = \frac{\psi^*_{i-1} e^{-W_a}}{\langle 0 | G | 0 \rangle},$$

so that $e^{a} \mathcal{W}_G \subset \mathcal{W}_{e^{W_a} G}$. This means that $e^{a} \mathcal{W}_G$ coincides with $\mathcal{W}_{e^{W_a} G}$.

We have seen that the vectors $e^{a} \varphi_i(z)$ belong to $\mathcal{W}_{e^{W_a} G}$. Do they constitute an admissible basis? The answer depends on the energy of the operator $W_a$. If it has positive energy, then

$$e^{a} \varphi_i(z) = \frac{\langle 0 | \psi^*_{i-1} e^{-W_a} \psi(z) e^{W_a} G | 0 \rangle}{\langle 0 | G | 0 \rangle} = \frac{\langle 0 | \psi^*_{i-1} [a] \psi(z) e^{W_a} G | 0 \rangle}{\langle 0 | e^{W_a} G | 0 \rangle} = \sum_{k=1}^{i} \gamma^i_k \varphi^n_k(z), \quad (1.98)$$

for
where
\[ \gamma^i_k = \text{res}_z \left( z^{-k} e^a z^{-1} \right). \] (1.99)

We see that \( \gamma^i_i = 1 \), so (1.98) are basis vectors, but not necessary the canonical ones. For \( W_a \) with energy equal to zero we have the same expression as in (1.98), but only diagonal elements of the matrix \( \gamma^i_k \) are not equal to zero. Thus, \( e^a \varphi_i(z) \) in this case is proportional to the basis vector \( \varphi^i(z) \) with the coefficient of proportionality
\[ \gamma^i_i = \text{res}_z \left( z^{-i} e^a z^{-1} \right). \] (1.100)

If the operator \( W_a \) has components of negative energy then, in general, the vectors \( e^a \varphi_i(z) \) do not constitute an admissible basis.

For another sign convention in the Miwa parametrization:
\[ t_k = \frac{1}{k} \text{Tr} Z^{-k} \] (1.101)
a tau-function is again given by the ratio of determinants
\[ \tau \left( \begin{bmatrix} 1 & 0 \\ 0 & Z^{-1} \end{bmatrix} \right) = \frac{\langle 0 | e^{J_a(z^{-1}) + \cdots + J_a(z_N^{-1})} G | 0 \rangle}{\langle 0 | G | 0 \rangle} = \frac{\langle 0 | \psi_1 \cdots \psi_N \psi^*(z_N) \cdots \psi^*(z_1) G | 0 \rangle}{\text{det}(Z) \langle 0 | G | 0 \rangle \Delta(z)} = \frac{\text{det}_{i,j=1}^{N} \varphi^*_i(z_j)}{\Delta(z_k)}, \] (1.102)
where
\[ \varphi^*_i(z) = z^{-1} \times \frac{\langle 0 | \psi_{-i} \psi^*(z) G | 0 \rangle}{\langle 0 | G | 0 \rangle}. \] (1.103)

These basis vectors define the orthocomplement \( \mathcal{W}^\perp \) of the subspace \( \mathcal{W} \). Obviously, they can also be expressed in terms of the matrix \( \varphi_{i,k} \)
\[ \varphi^*_i(z) = z^{i-1} - \sum_{k=1}^{N} \varphi_{k,i} z^{-k} \] (1.104)
and the adjoint BA function (1.32) belongs to \( \mathcal{W}^\perp \). Repeating the argument for \( \varphi_k(z) \) one can show that the action of the operator \( \exp(W_a) \) on the space of tau-functions is equivalent to the action of the operator \( \exp(-z^{-1} a^* z) \) on the sets of the adjoint basis vectors \( \varphi_k^*(z) \).

In the next chapter we will work with the Miwa parametrization, which uses an inverse matrix variable
\[ t_k = \frac{1}{k} \text{Tr} Z^k. \] (1.105)

We denote by \( \Phi_i(z) \) the basis vectors in this parametrization, namely
\[ \Phi_i(z) \equiv \varphi^*_i(z^{-1}) = z^{1-i} + \cdots \] (1.106)
For this choice of the sign convention we have the following expression for a tau-function:
\[
\tau ([Z]) = \frac{\det_{i,j} \Phi_i (z_j)}{\Delta(z^{-1})}. \tag{1.107}
\]

Corresponding identification between operators from \( W_{1+\infty} \) and operators from \( w_{1+\infty} \), acting on families of the basis vectors \( \Phi_1 (z) \), is
\[
W_{z^k \partial_z^m} \mapsto -(z^2 \partial_z)^m z^{-k}. \tag{1.108}
\]

This allows us to introduce \( W_{1+\infty} \) operators, which are the counterparts of the \( w_{1+\infty} \) operators, acting in this Miwa parametrization. For operators (1.108) we define
\[
Y_{-(z^2 \partial_z)^m z^{-k}} \equiv W_{z^k \partial_z^m}. \tag{1.109}
\]

Thus, action of the operator \( a \in w_{1+\infty} \) on the set of basis vectors \( \Phi_k (z) \) is equivalent to the action of the operator
\[
Y_a = \text{res}_z \left( z^{-1} \psi \left( z^{-1} \right) z^{-1} a z \psi^* (z^{-1}) \right) \tag{1.110}
\]
from the algebra \( W_{1+\infty} \) on the group element. The corresponding bosonic operators are defined by
\[
\hat{Y}_{(z^2 \partial_z)^m z^k} = \text{res}_z \left( z^{-k} \left( \hat{J}(z) + \partial_z \right)^m \frac{m + 1}{m + 1} \hat{J}(z)^* \right). \tag{1.111}
\]

In particular, in this parametrization the operators (1.55), (1.57) and (1.62) correspond to the following operators from \( w_{1+\infty} \):
\[
J_k = Y_{jk} \leftrightarrow j_k = z^{-k}, \quad k \neq 1, \tag{1.112}
\]
\[
L_k = Y_{lk} \leftrightarrow l_k = z^{-k} \left( z \partial_z \frac{k + 1}{2} \right) ,
\]
\[
M_k = Y_{mk} \leftrightarrow m_k = z^{-k} \left( z^2 \partial_z^2 - k z \partial_z + \frac{(1 + k)(2 + k)}{6} \right). \tag{1.112}
\]

A constant from \( w_{1+\infty} \) corresponds to the operator \( J_0 \), which we can identify with zero as far as we consider the KP hierarchy.

1.5. Kac–Schwarz operators. Let \( a \in w_{1+\infty} \) be an operator such that
\[
a \mathcal{W} \subset \mathcal{W}, \tag{1.113}
\]
for some point of the Grassmannian \( \text{Gr}_+^{(0)} \). Then, for the corresponding tau-function it holds that
\[
\hat{W}_a \tau = C \tau \tag{1.114}
\]

\[3\] The operators used in [1] are related to our operators by a conjugation \( w = z w^{Kaz} z^{-1} \), just because Kazarian uses another normalization of the basis vectors, \( \Phi_k = z \Phi_k^{Kaz} \).
for some constant $C$. Indeed,

$$
\hat{W}_a \tau = \frac{|0\rangle e^{J_r(t)} W_a G |0\rangle}{|0\rangle G |0\rangle}
$$

(1.115)

and, from (1.88) we have

$$
W_a G |0\rangle = \langle 0 | G |0\rangle \times W_a \bar{G} |0\rangle = \langle 0 | G |0\rangle \left( \sum_{i=0}^{\infty} \tilde{\psi}_0 \tilde{\psi}_i \cdots \tilde{\psi}_{i-1} - W_a \tilde{\psi}_i \right) |\psi_{i+1} \cdots |\infty\rangle
$$

(1.116)

Since

$$
\left[ W_a, \tilde{\psi}_i \right] = \text{res}_z \left( z^{-1} \psi^a(z) a \varphi_{k+1}(z) \right)
$$

(1.117)

is a linear combination of $\tilde{\psi}_i$ for any $a$ satisfying (1.113), and the totally occupied space is the eigenstate of any algebra element (1.10), we have

$$
W_a G |0\rangle = C G |0\rangle
$$

(1.118)

for some constant $C$. Thus,

$$
\hat{W}_a \tau = C \frac{|0\rangle e^{J_r(t)} G |0\rangle}{|0\rangle G |0\rangle} = C \tau.
$$

(1.119)

Operators $a$ satisfying (1.113), or similar relations for $W^\perp$, we call the Kac–Schwarz operators [18]. Obviously, the Kac–Schwarz operators form an algebra. However, general properties of such an algebra for arbitrary KP solutions are unknown (see, e.g., [19,20] for recent discussion).

1.6. Virasoro group action. In this subsection we describe how the subgroups $\text{Vir}_\pm$ of the Virasoro group act on different spaces important for our construction. In particular, we consider an action on the space of functions of times (the main example here, of course, is an action on the space of tau-functions), on the Heisenberg–Virasoro algebra and an action of the corresponding groups of diffeomorphisms on the space $H$.

With any operator $\exp \left( \sum a_k L_k \right)$ from either $\text{Vir}_+$ or $\text{Vir}_-$, according to the rule (1.112), we identify an operator $\exp \left( \sum a_k l_k \right)$. This operator is defined in terms of the formal series $g(z) = \sum a_k z^{1-k}$:

$$
\sum a_k l_k = g(z) \partial_z - \frac{1}{2} g'(z) - z^{-1} g(z).
$$

(1.120)

This series allows us to define two formal Laurent series in $z$:

$$
f(z) \equiv \exp \left( \sum a_k l_k \right) \exp \left( - \sum a_k l_k \right)
$$

(1.121)

and

$$
\tilde{f}(z) \equiv \exp \left( \sum a_k l_k \right) \exp \left( - \sum a_k l_k \right) = \frac{1}{f^{-1}(z^{-1})}.
$$

(1.122)
For an operator from $\text{Vir}_+$ the series $f$ and $\tilde{f}$ are of the form

$$f(z) = z + b_{-1} + b_{-2} z^{-1} + b_{-3} z^{-2} + b_{-4} z^{-3} + \cdots$$

and

$$\tilde{f}(z) = z + b_{-1} z^2 + \left(b_{-2} + b_{-1}^2\right) z^3 + \left(3 b_{-2} b_{-1} + b_{-3} + b_{-1}^3\right) z^4$$

$$+ \left(4 b_{-3} b_{-1} + 2 b_{-2}^2 + 6 b_{-2} b_{-1}^2 + b_{-4} + b_{-1}^4\right) z^5 + \cdots$$  \hfill (1.123)

For an operator from $\text{Vir}_-$ we have

$$f(z) = z + b_1 z^2 + b_2 z^3 + b_3 z^4 + b_4 z^5 + \cdots$$

and

$$\tilde{f}(z) = z + b_1 + \frac{b_2 - b_1^2}{z} + \frac{2 b_1^3 - 3 b_2 b_1 + b_3}{z^2}$$

$$+ \frac{10 b_2 b_1^2 + b_4 - 5 b_1^4 - 4 b_3 b_1 - 2 b_2^2}{z^3} + \cdots$$

Here $b_k$’s are polynomials in the coefficients $a_k$.

Notations we use can be confusing, because it is not always clear if we consider a product of two operators (one of which can be an operator of order zero), or an operation of the operator on the function (so that the result is a function). To avoid possible confusion, when necessary we will denote the product of two operators as $a \cdot b$, while an action of the operator on the function as $a \ll b$. For example:

$$f(z) = \exp\left(\sum a_k l_k\right) \cdot z \cdot \exp\left(-\sum a_k l_k\right) = \exp\left( (g(z) \partial_z) [z] \right).$$

We use this notation for operators of all types.

Series $f(z)$ and $\tilde{f}(z)$ play an important role in our constructions. Thus, in what follows we need

**Lemma 1.1.** For any constant $\alpha$ and a series $f(z)$ defined by (1.121) we have

$$\exp\left( g(z) \partial_z + \alpha g'(z) \right) = \left( f'(z) \right)^{\alpha} \cdot \exp\left( g(z) \partial_z \right) \quad \hfill (1.124)$$

and

$$\exp\left( g(z) \partial_z - \alpha \frac{g(z)}{z^k} \right) = \begin{cases} 
\exp\left( \frac{\alpha}{k-1} \left( \frac{1}{f(z)^{k-1}} - \frac{1}{z^{k-1}} \right) \right) \cdot \exp\left( g(z) \partial_z \right) & \text{for } k \neq 1 \\
\left( \frac{z}{f(z)} \right)^{\alpha} \cdot \exp\left( g(z) \partial_z \right) & \text{for } k = 1.
\end{cases} \quad \hfill (1.125)$$

**Proof.** Both relations follow from the Baker–Campbell–Hausdorff formula. From this formula we know that for any $h(z)$ and $g(z)$ we have

$$\exp\left( \alpha h(z) + g(z) \partial_z \right) = \exp(\alpha n(z)) \exp\left( g(z) \partial_z \right), \quad \hfill (1.126)$$
where \( n(z) \) is a formal Laurent series in \( z \):
\[
n(z) = e^{\frac{g(z)\partial_z}{g(z)}} - 1 \quad [h(z)] = h(z) + \frac{1}{2} g(z) \partial_z h(z) + \cdots
\] (1.127)

In particular, if \( h(z) = g'(z) \), then
\[
n(z) = e^{\frac{g(z)\partial_z}{g(z)}} - 1 \quad [g'(z)] = \frac{1}{2} \left[ \log(g(f(z))) - \log(g(z)) \right].
\] (1.128)

Moreover, we have
\[
g(f(z)) = e^{\frac{g(z)\partial_z}{g(z)}} [g(z)] = \left( e^{\frac{g(z)\partial_z}{g(z)}} \cdot g(z) \partial_z \right) [z] = \left( g(z) \partial_z \cdot e^{\frac{g(z)\partial_z}{g(z)}} \right) [z] = g(z) f'(z)
\] (1.129)

so that
\[
n(z) = \log(f'(z))
\] (1.130)

and (1.124) follows from (1.126).

For (1.125) we have instead of (1.128)
\[
n(z) = e^{\frac{g(z)\partial_z}{g(z)}} - 1 \quad \left[ -\frac{g(z)}{z^k} \right],
\] (1.131)

which, for \( k \neq 1 \), is equal to
\[
n(z) = \left( e^{\frac{g(z)\partial_z}{g(z)}} - 1 \right) \left[ \frac{1}{(k-1)z^{k-1}} \right] = \frac{1}{k-1} \left( \frac{1}{f(z)^{k-1}} - \frac{1}{z^{k-1}} \right).
\] (1.132)

and for \( k = 1 \)
\[
n(z) = \left( e^{\frac{g(z)\partial_z}{g(z)}} - 1 \right) \left[ -\log(z) \right] = \log \left( \frac{z}{f(z)} \right),
\] (1.133)

which establishes (1.125). This completes the proof.

From this lemma and (1.120) we immediately arrive at the following expression for the operator (1.120):
\[
\exp \left( \sum a_k l_k \right) = \frac{z}{f(z)} \sqrt{f'(z)} \exp \left( g(z) \partial_z \right).
\] (1.134)

In what follows we will also use the formula (1.125) for \( k = 4 \):
\[
\exp \left( g(z) \partial_z - \frac{g(z)}{z^4} \right) = \exp \left( \frac{1}{3f(z)^3} - \frac{1}{3z^3} \right) \exp \left( g(z) \partial_z \right).
\] (1.135)

Let us show, how the groups \( \text{Vir}_\pm \) act on the algebra \( W_{1+\infty} \). For the current \( J(z) \) from the commutation relation (1.59) we have:
\[
[L_k, J(z)]_\pm = z^k (z \partial_z + (k + 1)) [J(z)].
\] (1.136)
Thus
\[ e^{\sum a_k L_k} \cdot J(z) \cdot e^{-\sum a_k L_k} = \exp \left( \sum a_k z^k (z \partial_z + (k + 1)) \right) [J(z)]. \] (1.137)

From the definition of the series \( \tilde{f}(z) \) (1.122) it follows that (see, e.g., [21]):
\[ \exp \left( \sum a_k z^k (z \partial_z + (k + 1)) \right) [J(z)] = \tilde{f}'(z) J(\tilde{f}(z)). \] (1.138)

For the generating series of the Virasoro algebra \( W^{(2)}(z) \) from (1.58) we have
\[ \left[ L_k, W^{(2)}(z) \right] = z^k (z \partial_z + 2(k + 1)) \left[ W^{(2)}(z) \right] + \frac{1}{12} (k^3 - k) z^{k - 2}, \] (1.139)
so that
\[ e^{\sum a_k L_k} \cdot W^{(2)}(z) \cdot e^{-\sum a_k L_k} = (\tilde{f}'(z))^2 W^{(2)}(\tilde{f}(z)) + \frac{eD - 1}{D} \left[ \sum a_k (k^3 - k) z^{k - 2} \right]. \] (1.140)

where
\[ D = \sum a_k z^k (z \partial_z + 2(k + 1)). \] (1.141)

More generally, under conjugation the operator \( \hat{J}(z)^k \) behaves like a \( k \)-differential:
\[ e^{\sum a_k \hat{L}_k} \cdot \hat{J}(z)^k \cdot e^{-\sum a_k \hat{L}_k} = (\tilde{f}'(z))^k \hat{J}(\tilde{f}(z))^k + \cdots. \] (1.142)

Of course, the above formulas are central extensions of the conjugation relations for the algebra \( w_{1+\infty} \). For example, let us consider the operators \( l_m \) from (1.112). Since
\[ \exp \left( \sum a_k z^{1-k} \partial_z \right) \cdot \partial_z \cdot \exp \left( -\sum a_k z^{1-k} \partial_z \right) = \frac{1}{\tilde{f}'(z)} \partial_z \] (1.143)
we have
\[ \exp \left( \sum a_k \hat{l}_k \right) \cdot l_m \cdot \exp \left( -\sum a_k \hat{l}_k \right) = r(z) \partial_z - \frac{1}{2} r'(z) - z^{-1} r(z), \] (1.144)
where \( r(z) = f(z)^{1-m} / f'(z) \).

Let us show how an element of the Virasoro group \( \text{Vir}_+ \) acts on an arbitrary function of times (not necessary a tau-function) \( Z(t) \):
\[ e^{\sum a_k \hat{L}_k} \left[ Z(t) \right] = e^{\sum a_k \hat{L}_k} \cdot Z(t) \cdot e^{-\sum a_k \hat{L}_k} \cdot e^{\sum a_k \hat{L}_k} [1]. \] (1.145)

Let us assume that the function \( Z(t) \) is given by a correlation function
\[ Z(t) = \left< e^{\sum_{k>0} k t_k S_k} \right> \] (1.146)
in some model with some commuting operators \( S_k \). Then, since the operators \( \hat{L}_k \) for positive \( k \) annihilate constants, for an operator from \( \text{Vir}_+ \) we have
\[ e^{\sum_{k>0} a_k \hat{L}_k} [Z(t)] = \left\langle \exp \left( \sum_{k>0} k S_k e^{\sum_{k>0} a_k \hat{L}_k} \cdot t_k \cdot e^{-\sum_{k>0} a_k \hat{L}_k} \right) \right\rangle [1] \]

\[ = \left\langle \exp \left( \sum_{k>0} \left( k t_k \tilde{S}_k + \tilde{S}_{-k} \frac{\partial}{\partial t_k} \right) \right) \right\rangle [1] \]

\[ = \left\langle \exp \left( \sum_{k>0} k \left( t_k \tilde{S}_k + \frac{1}{2} \tilde{S}_k \tilde{S}_{-k} \right) \right) \right\rangle, \quad (1.147) \]

where \[ \tilde{S}_k = \text{res}_z \left( z^{-k-1} Q \right) \] (1.148)
for
\[ Q = \sum_{k=1}^{\infty} S_k f(z)^k. \] (1.149)

Here \( f(z) \) is the series (1.121). The last line of (1.147) can also be represented as

\[ e^{\sum_{k>0} a_k \hat{L}_k} [Z(t)] = \left\langle \exp \left( \sum_{k>0} t_k \text{res}_z \left( \frac{Q}{z^{k+1}} \right) - \frac{1}{2} \text{res}_z \left( Q \frac{\partial}{\partial z} Q \right) \right) \right\rangle. \] (1.150)

If \( S_k = \frac{1}{k} \text{Tr} X^k \) for some \( X \) (in particular, it can be a matrix in some matrix integral), then one can say even more. In this case (1.150) reduces to

\[ e^{\sum_{k>0} a_k \hat{L}_k} \left\langle \exp \left( \sum_{k>0} t_k \text{Tr} X^k \right) \right\rangle \]

\[ = \left\langle \sqrt{\det f(X) \otimes 1 - 1 \otimes \tilde{f}(X)} \times \det \left( \frac{X}{\tilde{f}(X)} \right)^N \exp \left( \sum_{k>0} t_k \text{Tr} \tilde{f}(X)^k \right) \right\rangle, \]

(1.151)
where \( \tilde{f} \) is given by (1.122). We see that if the correlation function in the l.h.s. of (1.151) is a tau-function, then this formula gives an infinite dimensional family of tau-functions given by correlation functions with double-trace interaction.

Action of the group \( \text{Vir}_- \) can be derived from the action of \( \text{Vir}_+ \) and from the following observation: for operators (1.43) with \( m = 1, 2, 3 \) we have

\[ \hat{W}_k^{(m)} (t) \left[ e^{\sum_{k>0} k t_k S_k} \right] = \hat{W}_k^{(m)} (S) \left[ e^{\sum_{k>0} k t_k S_k} \right]. \] (1.152)

where an operator \( \hat{W}_k^{(m)} (S) \) acts in the space of function of \( S_k \)'s. In particular, for the Virasoro operators we have an identity

\[ \exp \left( \sum_{k<0} a_k \hat{L}_k (t) \right) \left[ e^{\sum_{k>0} k t_k S_k} \right] = \exp \left( \sum_{k>0} a_{-k} \hat{L}_k (S) \right) \left[ e^{\sum_{k>0} k t_k S_k} \right]. \] (1.153)
Thus, to describe an action of $\text{Vir}_-$ we can take the expression (1.150) for an action of $\text{Vir}_+$, interchange $t_k$ and $S_k$, and substitute $f(z)$ with $\tilde{f}(z)$:

$$e^{\sum_{k<0} a_k \hat{L}_k} Z(t) = \exp \left( -\frac{1}{2} \text{res}_z P \partial_z P \right) \exp \left( \sum_{k>0} k S_k \text{res}_z \left( \frac{P}{z^{k+1}} \right) \right),$$  \hspace{1cm} (1.154)

where

$$P = \sum_{k=1}^{\infty} t_k \tilde{f}(z)^k.$$  \hspace{1cm} (1.155)

For the operators $S_k = \frac{1}{k} \text{Tr} X^k$ this expression reduces to

$$e^{\sum_{k<0} a_k \hat{L}_k} Z(t) = \exp \left( -\frac{1}{2} \text{res}_z P \partial_z P \right) \exp \left( \sum_{k>0} t_k \text{Tr} \left[ \tilde{f}(X)^k \right] \right),$$  \hspace{1cm} (1.156)

where we use the notation $[\ldots]_+$ for the part, which contains only strictly positive degrees of $X$.

Since operators from the algebra $\text{Vir}_-$ are of the first order, operators from $\text{Vir}_-$ define a linear change of variables when act on an arbitrary function:

$$e^{\sum_{k<0} a_k \hat{L}_k} Z(t) = e^{-\frac{1}{2} \sum_{i,j} A_{ij} t_i t_j} Z(\tilde{t}),$$  \hspace{1cm} (1.157)

where

$$\tilde{t}_k = \text{res}_z \left( z^{-k-1} P \right),$$  \hspace{1cm} (1.158)

and

$$A_{ij} = \text{res}_z \left( \tilde{f}(z)^i \partial_z \left[ \tilde{f}(z)^j \right] \right).$$  \hspace{1cm} (1.159)

For tau-functions this transformation is known as a transformation between equivalent hierarchies [21–24].

1.7. Matrix models. Any formal series in an infinite set of variables $t_k$ can be expanded in a sum of the Schur functions. Expansions of the tau-functions of the KP hierarchy are quite special, namely the coefficients $c_{\lambda}$ parametrized by the Young diagrams $\lambda$:

$$\tau(t) = \sum_{\lambda} c_{\lambda}s_{\lambda}(t)$$  \hspace{1cm} (1.160)

satisfy the Plücker relations [9]. From the expansion (1.30) the fermionic correlation function expression for the coefficients easily follows:

$$c_{\lambda} = (-1)^{b(\lambda)} \langle \lambda, \emptyset | G | 0 \rangle.$$  \hspace{1cm} (1.161)

Let us denote by $\tau^N(t)$ a restricted sum

$$\tau^N(t) = \sum_{I(\lambda) \leq N} c_{\lambda}s_{\lambda}(t),$$  \hspace{1cm} (1.162)
where \( l(\lambda) \) is the length of the partition, so that \( \tau(\mathbf{t}) = \tau^\infty(\mathbf{t}) \). This restricted sum is also a KP tau-function for any \( N \) (see, e.g., [4]). Since for any \( N \times N \) matrix \( Z \) the Schur function labeled by \( \lambda \) vanishes if \( l(\lambda) > N \)

\[
s_\lambda \left( t_k = \frac{1}{k} \text{tr } Z^k \right) = 0,
\]

one has

\[
\tau^N ([Z]) = \tau^{N+1} ([Z]) = \cdots = \tau ([Z]).
\]

The restricted sums (1.162) naturally appear in the expansion of the matrix integrals. Let us consider classes of the matrix models, which are most important for our purposes.

Unitary matrix integrals are of primary interest for us. We use the Haar measure normalized in such a way that the integral over the unitary group is equal to unity:

\[
\int_{U} [dU] = 1.
\]

Integration rules for the Schur functions are particularly simple:

\[
\int_{U} [dU] s_\lambda \left( \left[ UAU^\dagger B \right] \right) = \frac{s_\lambda ([A]) \chi_\lambda ([B])}{\dim_\lambda},
\]

\[
\int_{U} [dU] s_\lambda ([UA]) s_\mu \left( \left[ U^\dagger B \right] \right) = \frac{s_\lambda ([AB])}{\dim_\lambda} \delta_{\lambda,\mu},
\]

where \( \dim_\lambda \) is a value of the Schur polynomial in the Miwa parametrization with the unity matrix \( I = \text{diag}(1, 1, \ldots, 1) \):

\[
\dim_\lambda = s_\lambda ([I]) = \prod_{0<i<j\leq N} \frac{\lambda_i - \lambda_j + j - i}{j - i}.
\]

With the help of the Cauchy–Littlewood identity, this leads us to the following expansion of the unitary matrix model:

\[
\int_{U} [dU] \exp \left( \sum_{k=0}^{\infty} t_k \text{Tr } U^k + \bar{t}_k \text{Tr } U^k \right) = \sum_{l(\lambda)\leq N} s_\lambda(t)s_\lambda(\bar{t}).
\]

To restore the explicit time dependence for any tau-function in the Miwa parametrization one can use the unitary matrix integral:

\[
\tau^N (\mathbf{t}) = \int_{U} [dU] \exp \left( \sum_{k=1}^{\infty} t_k \text{Tr } U^k \right) \tau ([U]).
\]

The Itzykson–Zuber (IZ) integral for diagonal matrices \( A \) and \( B \) is a simple symmetric combination of the eigenvalues of \( A \) and \( B \):

\[
\int_{U} [dU] \exp \left( \text{Tr } (UAU^\dagger B) \right) = \left( \prod_{k=1}^{N-1} k! \right) \frac{\det e^{a_i b_j}}{\Delta(a) \Delta(b)}.
\]
In what follows we will mostly work with the eigenvalue integrals. For example, for $A = B = I$ the orthogonality condition (1.167) in terms of eigenvalues reduces to:

$$\prod_{j=1}^{N} \frac{1}{2\pi i} \oint_{|u_j|=1} \frac{du_j}{u_j} |\Delta(u)|^2 s_j(u) s_\mu(\bar{u}) = N! \delta_{\lambda,\mu}. \quad (1.172)$$

Another important class of matrix integrals is given by integrals over Hermitian matrices. A Hermitian matrix can be decomposed into the product $\Phi = U X U^\dagger$ with unitary $U$ and real diagonal $X$. Then the element of the volume in the Hermitian matrix integral $\int_H [d\Phi] \ldots$ is:

$$[d\Phi] = [dU] \Delta(x)^2 \prod_{i=1}^{N} dx_i. \quad (1.173)$$

The normal matrix integral is an integral over normal matrices (that is over matrices commuting with their conjugate, $[Z, Z^\dagger] = 1$). A normal matrix can be diagonalized $Z = U Z U^\dagger$, (1.174)

with the unitary matrix $U$ and the diagonal matrix $Z$ with complex entries. Then the measure in the normal matrix integral $\int_N [dZ] \ldots$ is

$$[dZ] = [dU] |\Delta(z)|^2 \prod_{i=1}^{N} d^2 z_i. \quad (1.175)$$

2. Three Tau-Functions and Relations Between Them

In this section we investigate the properties of several generating functions of enumerative geometry and relations between them. All considered partition functions are tau-functions of the KP integrable hierarchy, and, in what follows, we focus on their integrable properties.

2.1. Tau-functions and enumerative geometry. This section is devoted to a brief reminder of the geometric origin of the considered tau-functions, for more details see, e.g., [1,25–27].

The first of the partition functions we consider is the generating function of linear Hodge integrals. Let $\overline{M}_{p,n}$ be the Deligne–Mumford compactification of the moduli space of stable complex curves with $n$ marked points. We consider linear Hodge integrals

$$\int_{\overline{M}_{p,n}} \lambda_j \psi_1^{m_1} \psi_2^{m_2} \cdots \psi_n^{m_n} = \langle \lambda_j \tau_{m_1} \cdots \tau_{m_n} \rangle, \quad (2.1)$$

where $\psi_i$ is the first Chern class of the line bundle corresponding to the cotangent space of the curve at the $i$-th marked point and $\lambda_i$ is the $i$th Chern class of the Hodge bundle. These integrals are trivial, unless the corresponding complex dimensions coincide:

$$j + \sum_{i=1}^{n} m_i = \dim (\overline{M}_{p,n}), \quad (2.2)$$

where $\dim (\overline{M}_{p,n}) = 3p - 3 + n$. 
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Let us introduce the generating function of linear Hodge integrals:

$$\tilde{F}(t^0; u) = \sum_{j \geq 0} (-1)^j \left( \lambda_j \exp \left( \sum_{k \geq 0} (2k + 1)!! t_{2k+1} \tau_k \right) \right) u^{2j},$$

(2.3)

where \( \lambda_0 = 1 \) and \( t^0 \) denotes a set of odd times \( t_{2k+1} \).\(^4\) The change of variables

\[
T_1(t) = t_1, \\
T_{2k+3}(t) = \frac{1}{2k+3} \sum_{m \geq 1} \left( m u^2 t_m + 2(m + 1) u t_{m+1} + (m + 2) t_{m+2} \right) \frac{\partial}{\partial t_m} T_{2k+1}(t) \\
= \frac{1}{2k+3} \left( u^2 \hat{L}_0 + 2u \hat{L}_{-1} + \hat{L}_{-2} \right) T_{2k+1}(t),
\]

(2.4)

such that \( T_{2k+1}(t) = t_{2k+1} + O(u) \), allowed Kazarian to relate the generating function (2.3) (which is a solution of integrable hierarchy of topological type \([28]\) but not a solution of the KP) to the KP hierarchy. Namely, in \([1]\) it was proved that the exponential of the function

$$F_{Hodge}(t; u) \equiv \tilde{F}(T^0(t); u)$$

(2.5)

is a tau-function of the KP hierarchy for arbitrary \( u \):

$$\tau_{Hodge}(t; u) \equiv \exp \left( F_{Hodge}(t; u) \right).$$

(2.6)

This function, as opposed to (2.3), depends on both even and odd times.

For \( u = 0 \) only \( \psi \)-classes survives in (2.3):

$$F_{KW}(t^0) \equiv \exp \left( \sum_{k \geq 0} (2k + 1)!! t_{2k+1} \tau_k \right) = F_{Hodge}(t; 0) = \tilde{F}(t^0; 0)$$

(2.7)

and (2.6) reduces to the profound Kontsevich–Witten (KW) tau-function

$$\tau_{KW}(t^0) = \exp \left( F_{KW}(t^0) \right) = \tau_{Hodge}(t; 0).$$

(2.8)

It is known that linear Hodge integrals can be expressed through the intersection numbers of the \( \psi \)-classes \([29,30]\). Namely,

$$e^{\tilde{F}(t^0; u)} = e^{\hat{Q} \tau_{KW}(t^0)},$$

(2.9)

where

$$\hat{Q} = \sum_{k=1}^{\infty} \frac{B_{2k} u^{4k-2}}{2k(2k-1)} \hat{Q}_k,$$

(2.10)

\(^4\) Here we want to stress that the chosen normalization of the variables \( t_k \) does not coincide with the one generally accepted in the enumerative geometry, but is natural for matrix models and integrable systems.
Here

\[ \hat{Q}_k = \sum_{i \geq 0} \frac{(2i + 1)!!}{(2i + 4k - 1)!!} \partial_{\tilde{t}_{2i+1}^2} - \frac{\partial^2}{\partial \tilde{t}_{2i+4k-1}^2} - \frac{1}{2} \sum_{i+j=2k-2} (-1)^i \partial_{\tilde{t}_{2i+1}^2} \partial_{\tilde{t}_{2j+1}^2} \]

(2.11)

and \( \tilde{t}_k = t_k - \frac{\delta_k}{3} \) are the times subject to the dilation shift and \( B_{2k} \) are the Bernoulli numbers

\[ \frac{xe^x}{e^x - 1} = 1 + \frac{x}{2} + \sum_{k=1}^{\infty} \frac{B_{2k}x^{2k}}{(2k)!}. \]

Operator \( \hat{Q} \) does not belong to the \( \hat{gl}(\infty) \) symmetry algebra of the KP hierarchy.

Hurwitz numbers count ramified coverings of Riemann surfaces. More specifically, the Hurwitz number \( h(p|m_1, \ldots, m_n) \) gives the number of the Riemann sphere coverings with \( N \) sheets, \( M \) fixed simple ramification points and a single point with ramification structure given by \( \{m_i\} \), a partition of \( N \). The number of double ramification points \( M \), the genus \( p \) of the cover and the partition \( \{m_i\} \) are related:

\[ M = 2p - 2 + \sum_{i=1}^{\infty} (m_i + 1). \]

(2.12)

The generating function of the Hurwitz numbers

\[ F_H(t; \beta) = \sum_{n>1} \frac{1}{n!} \sum_{p,m_1,\ldots,m_n} h(p; m_1, \ldots, m_n) \beta^M m_1 \ldots m_n t_1 \ldots t_n \]

(2.13)

defines the Hurwitz tau-function

\[ \tau_H(t; \beta) = \exp \left( F_H(t; \beta) \right). \]

(2.14)

\( \tau_H \) is known to be a tau-function of the KP hierarchy (moreover, its generalization for double Hurwitz numbers is a tau-function of the 2D Toda lattice [31]).

The Ekedahl, Lando, Shapiro, and Vainshtein (ELSV) formula [25] relates the Hurwitz numbers \( h(p; m_1, \ldots, m_n) \) with linear Hodge integrals

\[ \frac{h(p; m_1, \ldots, m_n)}{M!} = \prod_{i=1}^{n} \frac{m_i^{m_i}}{m_i!} \int_{\mathcal{M}_{g,n}} \frac{1 - \lambda_1 + \lambda_2 - \cdots \pm \lambda_p}{\prod_{i=1}^{n} (1 - m_i \psi_i)}. \]

(2.15)

This formula allowed Kazarian [1] to find a relation between the Hurwitz tau-function (2.14) and the Hodge tau-function (2.6). These two tau-functions are related with each other by the \( GL(\infty) \) group element. Our goal is to extend this connection and to include the KW tau-function into it.

2.2. Heisenberg–Virasoro group and three tau-functions. From [1,2] we know that the ELSV formula allows us to connect the generating function for the Hodge integrals (2.6) and the Hurwitz tau-function (2.14) in a simple way:
\[ \tau_{Hodge}(t, u) = \hat{G}_0 \hat{G}_- \tau_H(t, \beta), \]  
\[ \text{where} \]
\[ \hat{G}_- = e^{-\sum_{k>0} \frac{k-1}{k!} \beta^{k-1} t^k}, \]
\[ \hat{G}_0 = \beta^{-\frac{4}{3}} \hat{L}_0 \]  
are the elements of the Heisenberg–Virasoro group. In what follows we put \[ \beta = u^3. \] The operator \[ \hat{L}_- \]  
belongs to the Virasoro algebra \[ Vir_- \]  
and is described below.

In [32] we have claimed that the relation (2.16) can be naturally extended to include the KW tau-function. Here we clarify this extension. Namely

Conjecture 2.1.

\[ \tau_{KW}(t^0) = \hat{G}_+ \tau_{Hodge}(t, u), \]
\[ \text{where} \]
\[ \hat{G}_+ = \beta^{-\frac{4}{3}} \hat{L}_0 e^{\frac{4}{3} \hat{L}_0} \in Vir_+, \]
and operator \[ \hat{L}_+ \]  
is defined by the series \[ f_+ \]  
from (2.27).

In Sect. 2.8 we prove (2.18) up to a constant prefactor. Namely,

Theorem 2.1.

\[ \tau_{KW}(t^0) = C(u) \hat{G}_+ \tau_{Hodge}(t, u), \]
where \[ C(u) \]  
is a Taylor series in \[ u \]  
with constant coefficients of the form

\[ C(u) = 1 + \sum_{k=1}^{\infty} c_k u^k. \]

Explicit calculations show that, at least, \[ C(u) = 1 + O(u^{30}). \]

From Conjecture 2.1 it follows that the KW and Hurwitz tau-functions are related by an operator from the Heisenberg–Virasoro group:

\[ \tau_{KW}(t^0) = \hat{G}_+ \hat{G}_0 \hat{G}_- \tau_H(t, \beta). \]

Let us describe the operators \[ \hat{L}_\pm \]  
in more detail. Namely,

\[ \hat{L}_\pm = \sum_{k>0} a_{\pm k} \beta^{\pm k} \hat{L}_{\pm k} \]  
belong to the algebras \[ Vir_\pm. \] Coefficients \[ a_{\pm k} \]  
can be described by two formal Laurent series (see Sect. 1.6)

\[ f_\pm(z) = \exp \left( \sum_{k>0} a_{\pm k} z^{1\pm k} \partial_z \right) z. \]

These two series are of different complexity: while \[ f_-(z) \]  
is relatively simple

\[ f_(z) = \frac{z}{1+z} e^{-\frac{z}{1+z}} = z - 2z^2 + O(z^3), \]  

(2.25)
with an inverse series

\[ f^{-1}_-(z) = \sum_{k=1}^{\infty} \frac{k^k}{k!} z^k, \]  

(2.26)

the series \( f_+(z) \) is given implicitly as a solution of the equation

\[ \frac{f_+(z)}{1 + f_+(z)} \exp \left( -\frac{f_+(z)}{1 + f_+(z)} \right) = E \exp(-E), \]  

(2.27)

where

\[ E = 1 + \sqrt{\left( \frac{1}{1 + f_+(z)} \right)^2 + \frac{4}{3z^3}}. \]  

(2.28)

The solution of the Eq. (2.27) is uniquely specified by the asymptotics for large \( |z| \):

\[ f_+(z) = z - \frac{2}{3} + O \left( z^{-1} \right). \]  

(2.29)

Let us stress that both \( f_+ \) and \( f_- \) can be represented as compositions of two intermediate series:

\[ f_{\pm}(z) = f_{\pm 1}(f_{\pm 2}(z)), \]  

(2.30)

where

\[ f_{\pm i}(z) = \exp \left( \sum_{k>0} a_{\pm k}^{(i)} z^{1+\pm k} \partial_z \right) z \]  

(2.31)

for \( i = 1, 2 \). This factorization corresponds to the factorization of the Virasoro group operators:

\[ \exp(\hat{L}_\pm) = \exp(\hat{L}_\pm^{(2)}) \cdot \exp(\hat{L}_\pm^{(1)}). \]  

(2.32)

For (2.25) the factorization is obvious:

\[ f_{-1}(z) = z e^{-z} \]

\[ f_{-2}(z) = \frac{z}{1 + z}. \]  

(2.33)

Factorization of the series \( f_+ \) is less trivial. Namely, \( f_+ \) can be expressed as a composition of

\[ f_{+1}(z) = \frac{1}{z \exp(\frac{z^{-1}}{\sinh(z^{-1})}) - 1} \]

\[ = z - \frac{2}{3} + \frac{1}{9} z^{-1} + \frac{2}{135} z^{-2} - \frac{1}{405} z^{-3} - \frac{2}{1701} z^{-4} - \frac{2}{127575} z^{-5} + \frac{4}{54675} z^{-6} \]

\[ + \frac{13}{1148175} z^{-7} - \frac{614}{18944875} z^{-8} - \frac{958}{795685275} z^{-9} \]

\[ + \frac{668}{14105329875} z^{-10} + O \left( z^{-11} \right). \]  

(2.34)
and \( f_{+2} \), satisfying the equation
\[
\frac{1}{(f_{+2}(z))^2} \coth \left( \frac{1}{f_{+2}(z)} \right) - \frac{1}{f_{+2}(z)} = \frac{1}{3z^3}.
\] (2.35)

The series
\[
f_{+2}(z) = z - \frac{1}{45} z^{-1} + \frac{1}{1575} z^{-3} + \frac{1}{273375} z^{-5} - \frac{1658}{132614125} z^{-7} + \frac{251}{1596281875} z^{-9} + \frac{1952908}{523660371609375} z^{-11} - \frac{10945903}{8012003685623475} z^{-13} + O(z^{-15})
\] (2.36)
contains only odd terms, so that the Virasoro constraints for the KW tau-function allow us to get rid of the corresponding operator (see Sect. 2.7).

2.3. Kontsevich–Witten tau-function. The Kontsevich–Witten tau-function [33, 34] is one of the most important objects of modern mathematical physics. It is given by a formal series in times with rational coefficients:
\[
\tau_{KW}(t) = 1 + \frac{1}{6} t_1^3 + \frac{1}{8} t_2 + \frac{1}{72} t_1^6 + \frac{25}{48} t_3 t_1^3 + \frac{25}{128} t_2^2 + \frac{5}{8} t_4 t_1 + \frac{1}{1296} t_1^9 + \frac{49}{576} t_1^6 t_3 + \frac{1225}{768} t_1^3 t_2^2 + \frac{35}{48} t_1^4 t_3 + \frac{1225}{3072} t_3^3 + \frac{245}{64} t_5 t_3 t_1 + \frac{35}{16} t_1^2 t_7 + \frac{105}{128} t_9 + \cdots
\] (2.37)

In the Miwa parametrization it is equal to the asymptotic expansion of the Kontsevich matrix integral over the Hermitian matrix \( \Phi \):
\[
\tau_{KW} \left( \left[ \Lambda^{-1} \right] \right) = \frac{\int_{\mathcal{H}} [d\Phi] \exp \left( - \text{Tr} \left( \Phi^3 - \frac{\Lambda \Phi^2}{2} \right) \right)}{\int_{\mathcal{H}} [d\Phi] \exp \left( - \text{Tr} \left( \frac{\Phi^2}{2} \right) \right)}.
\] (2.38)

This integral depends on the external matrix \( \Lambda \), which is assumed to be a positive defined diagonal matrix. The times \( t_k \) are given by the Miwa transform of the matrix \( \Lambda \):
\[
t_k = \frac{1}{k} \text{Tr} \Lambda^{-k}.
\] (2.39)

After the shift of the integration variable
\[
\Phi = X - \Lambda
\] (2.40)
the numerator of (2.38) can be represented as
\[
e^{-\frac{1}{3} \text{Tr} \Lambda^3} \int_{\mathcal{H}} [dX] \exp \left( - \text{Tr} \left( \frac{X^3}{3!} - \frac{\Lambda^2 X}{2} \right) \right).
\] (2.41)

The Itzykson–Zuber integral (1.171) allows us to reduce the r.h.s. of (2.38) to the ratio of determinants
\[
\tau_{KW} ([Z]) = \frac{\det_{i,j=1}^{N} \Phi_{i}^{KW}(z_j)}{\Delta(z^{-1})},
\] (2.42)
where \( Z \equiv \Lambda^{-1} \) and the basis vectors are given by integrals

\[
\Phi^K_W(z) = e^{-\frac{1}{3z^3}} \int_{-\infty}^{\infty} dy \ y^{k-1} \exp \left(-\frac{y^3}{3!} + \frac{y}{2z^2} \right) \\
= \frac{1}{\sqrt{2\pi z}} \int_{-\infty}^{\infty} dy \ (y + z^{-1})y^{k-1} \exp \left(-\frac{y^3}{3!} - \frac{y^2}{2z^2} \right).
\]

(2.43)

The coefficients of the basis vectors can be found explicitly, in particular

\[
\Phi^K_W(z) = \sum_{k=0}^{\infty} \frac{2^k \Gamma \left(3k + \frac{3}{2}\right)}{9^k (2k)! \Gamma \left(\frac{3}{2}\right)} z^{3k},
\]

(2.44)

Thus, the operator \( aKW \) is the Kac–Schwarz operator. To construct another Kac–Schwarz operator we use the identity \( (a^2KW - z^{-2}) \Phi^K_W(z) = 0 \).

(2.48)

From this identity and the recursion relation (2.45) it follows that

\[
z^{-2} \Phi^K_W = \Phi^K_W + 2(k - 1) \Phi^K_W.
\]

(2.49)

Thus,

\[
bKW = z^{-2}
\]

(2.50)

is also the Kac–Schwarz operator. Kac–Schwarz operators (2.46) and (2.50) satisfy the canonical commutation relation

\[
[aKW, bKW] = 2
\]

(2.51)

5 Corresponding operator generates the \( D \)-module describing the tau-function [36].
and generate an algebra of the Kac–Schwarz operators for the KW tau-function.

The Kac–Schwarz operators that have been constructed allow us to find two infinite series of operators, which annihilate the tau-function. Let us consider the operators

\[ \hat{J}_{KW}^k \equiv \hat{Y}_{(b_{KW})^k} = \hat{Y}_{z^{-2k}} = \frac{\partial}{\partial t_{2k}}, \quad \text{for} \quad k \geq 1. \]  

(2.52)

where we have used (1.109). From the general properties of the Kac–Schwarz operators it follows that the KW tau-function is an eigenfunction of the operators (2.52). The same is true for the Virasoro operators

\[ \hat{L}_{KW}^k \equiv \hat{Y}_{l_{KW}^k} = \frac{1}{16} \hat{L}_{2k} - \frac{1}{2} \frac{\partial}{\partial t_{2k+3}} + \frac{1}{16} \delta_{k,0}, \]  

(2.53)

where

\[ l_{KW}^k \equiv -\frac{1}{4} \left[ (b_{KW})^{k+1}, a_{KW} \right]_+ = \frac{1}{2} \left( l_{2k} - z^{-2k-3} \right) \]  

(2.54)

for \( k \geq -1. \)

To find corresponding eigenvalues it is enough to check that these operators satisfy the commutation relations of the algebra \( \mathcal{V}_4: \)

\[ \left[ \hat{J}_{KW}^k, \hat{J}_{KW}^m \right]_+ = 0, \quad \text{for} \quad k, \ m \geq 1, \]

\[ \left[ \hat{L}_{KW}^k, \hat{J}_{KW}^m \right]_+ = -m \hat{J}_{KW}^k, \quad \text{for} \quad k \geq -1 \ \text{and} \ m \geq 1, \]

\[ \left[ \hat{L}_{KW}^k, \hat{L}_{KW}^m \right]_+ = (k - m) \hat{L}_{KW}^{k+m}, \quad \text{for} \quad k, \ m \geq -1. \]

(2.55)

Since all generators of the algebra can be obtained as commutators of some other generators, the eigenvalues of all of them are equal to zero:

\[ \hat{J}_{KW}^m \tau_{KW} = 0, \quad m \geq 1 \]  

(2.56)

and

\[ \hat{L}_{KW}^m \tau_{KW} = 0, \quad m \geq -1. \]  

(2.57)

Obviously, the first identity is just another way to say that the KW tau-function does not depend on even times (and is a tau-function of the KdV hierarchy).

Then, for any function \( Z(t^0) \) depending only on the odd times \( t_{2m+1} \), we have

\[ \hat{L}_k Z(t^0) = \left( \hat{L}_{2k} + \frac{1}{8} \delta_{k,0} \right) Z(t^0), \quad k \geq -1, \]  

(2.58)

where the operators

\[ \hat{L}_m = \sum_{k=1}^{\infty} (2k+1) t_{2k+1} \frac{\partial}{\partial t_{2k+2m+1}} + \frac{1}{2} \sum_{k=0}^{m-1} \frac{\partial^2}{\partial t_{2k+1} \partial t_{2m-2k-1}} \]

\[ + \frac{t^2}{2} \delta_{m,-1} + \frac{1}{8} \delta_{m,0}, \quad m \geq -1 \]  

(2.59)
constitute the same subalgebra of the Virasoro algebra:

\[
\left[\hat{L}_n, \hat{L}_m\right] = 2(n - m)\hat{L}_{n+m}, \quad n, m \geq -1.
\]  

Thus, the Virasoro constraints from (2.57) are equivalent to the standard Virasoro constraints for the KW tau-function

\[
\hat{L}_m \tau_{KW} = \frac{\partial}{\partial t_{2m+3}} \tau_{KW}, \quad m \geq -1.
\]  

The Virasoro operators \(\hat{L}_m\) are combinations of the even part of the current (1.66):

\[
\hat{J}(z) = \hat{J}(z) - \hat{J}(-z) = 2 \sum_{k=1}^{\infty} \left( (2k+1)t_{2k+1}z^{2k} + \frac{1}{z^{2k+2}} \frac{\partial}{\partial t_{2k+1}} \right),
\]  

namely

\[
\tilde{\hat{J}}(z)^2 = 2 \sum_{k=-\infty}^{\infty} \frac{\hat{L}_k}{z^{2k+2}} - \frac{1}{4z^2}.
\]  

2.4. Hurwitz tau-function. According to [14,15] the Hurwitz tau-function, given by (2.14) can be represented in terms of the cut-and-join operator (1.73):

\[
\tau_H(t; \beta) = \exp\left(\frac{\beta}{2} \hat{M}_0\right) \exp(t_1) = 1 + t_1 + e^{\beta \frac{t_1}{2}} \left(t_1^2 + t_2 + \frac{1}{4} \left(t_1^2 - t_2\right) + \cdots\right)
\]  

The coefficients of the parameter \(\beta\) expansion are polynomials in \(t_k\) (up to an exponential prefactor):

\[
\tau_H(t; \beta) = e^{t_1} \left(1 + t_2\beta + \frac{1}{4} \left(t_1^2 + 2t_2^2 + 6t_3\right) \beta^2 \right.
\]

\[
+ \frac{1}{12} \left(3t_1^2t_2 + 2t_2^3 + 18t_3t_2 + 16t_2t_1 + 2t_2 + 32t_4\right) \beta^3 + \cdots\).\]  

(2.64)

From (2.64) we can easily derive an expression for the basis vectors [1]: using the notations of Sect. 1 we get

\[
\Phi^H_k(z) = (\gamma^k)^{-1} \exp\left(\frac{\beta}{2} m_0\right) \exp(j-1) z^{1-k},
\]  

where \(\gamma^k = \text{res}_z \left(z^{-k} \exp\left(\frac{\beta}{2} m_0\right) z^k\right) = \exp\left(\frac{\beta}{24} + \frac{\beta}{2} (k - \frac{1}{2})^2\right)\), so that

\[
\Phi^H_k(z) = e^{\beta \left(z\partial_z - \frac{1}{2}\right)^2 - \left(k - \frac{1}{2}\right)^2} z^{1-k} = \sum_{i=0}^{\infty} e^{\beta \left(i\partial_z - \frac{1}{2}\right)^2 - \left(k - \frac{1}{2}\right)^2} \frac{z^{i-k+1}}{i!}.
\]  

(2.67)

This basis is not a canonical one. It is convenient to rewrite the basis vectors \(\Phi^H_k\) in terms of integrals in one variable [37]. Namely, for any operator \(A\) we have

\[
\text{This basis is not a canonical one. It is convenient to rewrite the basis vectors } \Phi^H_k \text{ in terms of integrals in one variable [37]. Namely, for any operator } A \text{ we have}
\]
\[ e^{\frac{\theta}{2} A^2} = \frac{1}{\sqrt{2\pi \beta}} \int_{-\infty}^{\infty} dy \exp \left( -\frac{y^2}{2\beta} + yA \right), \quad (2.68) \]

so that, since \( m_0 = (z \partial_z - \frac{1}{2})^2 + \frac{1}{12} \), we have

\[ \Phi^H_k(z) = \exp \left( -\frac{\beta}{2} \left( k - \frac{1}{2} \right)^2 \right) \int_{-\infty}^{\infty} dy (ze^y)^{1-k} \exp \left( -\frac{y^2}{2\beta} - \frac{y}{2} + ze^y \right), \quad (2.69) \]

or, combining terms in a different way,

\[ \Phi^H_k(z) = \frac{z^{1-k}}{\sqrt{2\pi \beta}} \int_{-\infty}^{\infty} dy \exp \left( -\frac{1}{2\beta} \left( y + \left( k - \frac{1}{2} \right) \beta \right)^2 + ze^y \right). \quad (2.70) \]

This integral can diverge (for example, it diverges for any real nonzero \( z \)) and should be only considered as a formal Laurent series. The tau-function in the Miwa parametrization is

\[ \tau_H ([Z]; \beta) = \frac{\det_{i,j=1}^{N} \Phi^H_i(z_j)}{\Delta(z^{-1})} = e^{\beta \left( \frac{N^2}{2} - \frac{N^3}{3N} \right)} \prod_{i=1}^{N} \int_{-\infty}^{\infty} dy_i \Delta(z^{-1}e^{-y}) \exp \left( -\sum_{i=1}^{N} W_H(z_i, y_i) \right) \quad (2.71) \]

with the potential

\[ W_H(z, y) = \frac{y^2}{2\beta} + \frac{y}{2} - ze^y. \quad (2.72) \]

This eigenvalue integral representation allows us to construct several matrix model representations. First of all, one can introduce additional integration variables, given by the unitary matrix. As a result, the Hurwitz tau-function can be represented as a Hermitian matrix integral \([37,38]\):

\[ \tau_H ([Z]; \beta) = \mathcal{P}_H^{-1} \int_{\mathcal{H}} [d\mu(\Phi)] \exp \left( -\frac{1}{2\beta} \text{Tr} \Phi^2 + \text{Tr} \left( e^{\Phi - \frac{N\beta}{2} Z} \right) \right), \quad (2.73) \]

where the measure of integration \([d\mu(\Phi)]\) is non-flat and can be represented in terms of the standard measure on the space of Hermitian matrices, given by (1.173), as follows:

\[ [d\mu(\Phi)] = \sqrt{\det \frac{\sinh \left( \frac{\Phi \otimes 1 - 1 \otimes \Phi}{2} \right)}{\left( \Phi \otimes 1 - 1 \otimes \Phi \right)^2} [d\Phi]. \quad (2.74) \]

The coefficient \( \mathcal{P}_H = \int_{\mathcal{H}} [d\mu(\Phi)] \exp \left( -\frac{1}{2\beta} \text{Tr} \Phi^2 \right) \) does not depend on the external matrix \( Z \).

The same tau-function can be given by an integral over normal matrices \([37]\). Namely, the integral (1.170) in the eigenvalue form gives
\[ \tau^N_H (t ; \beta) = \int_{\mathcal{U}} [dU] \exp \left( \sum_{k=1}^{\infty} t_k U^k \right) \tau_H ([U] ; \beta) \]
\[ = \frac{1}{N!} \prod_{i=1}^{N} \left( \int \frac{dU}{2\pi i} \right) \Delta(z) \Delta(z^{-1}) \exp \left( \sum_{k=1}^{\infty} \sum_{j=1}^{N} t_k z_j^{-k} \right) \tau_H ([Z] ; \beta). \] (2.75)

On substitution of (2.71) into this relation we get an integral of the form
\[ \prod_{i=1}^{N} \left( \int_{-\infty}^{\infty} dy \right) \Delta(z) \exp \left( \sum_{i=1}^{N} W(z_i, y_i) \right) \] (2.76)
for some known function \( W(z, y) \). This integral can be reduced to a normal matrix integral with the measure (1.175). Indeed, let us assume that \( z_i \) integral is taken over the circle \(|z_i| = \exp(-y_i/2)\), so that \(|z_i^{-1}| = \exp(-y_i/2)\). Then
\[ (2.76) = \pi^{-N} \prod_{i=1}^{N} \int_{\mathcal{C}} \frac{d^2z_i}{|z_i|^2} \Delta(z) \Delta(z^{-1}) \exp \left( \sum_{i=1}^{N} W(z_i, - \log |z_i|^2) \right), \] (2.77)
where \( d^2z = d(\Re z) d(\Im z) \), so that the tau-function is given by a normal matrix integral
\[ \tau^N_H (t ; \beta) = \mathcal{P}^{-1} \int_{\mathcal{N}} [dZ] \exp \left( - \text{Tr} \tilde{W}_H + \sum_{k=1}^{\infty} t_k \text{Tr} Z^{-k} \right), \] (2.78)
where
\[ \tilde{W}_H = \frac{1}{2\beta} \left( \log Z^\dagger Z \right)^2 + \frac{1}{2} \log ZZ^\dagger - (Z^\dagger)^{-1} \] (2.79)
and \( \mathcal{P} \), again, does not depend on times.

2.5. **Kac–Schwarz description of the Hurwitz tau-function.** Let us find the Kac–Schwarz operators for the Hurwitz tau-function. First of all, from (2.70) we see that
\[ \exp \left( \pm \beta z \frac{\partial}{\partial z} \right) \Phi^H_k (z) \]
\[ = \frac{(ze^{\pm\beta})^{1-k}}{\sqrt{2\pi \beta}} \int_{-\infty}^{\infty} dy \exp \left( - \frac{1}{2\beta} \left( y + k - \frac{1}{2} \right) \beta^2 + ze^{y \pm\beta} \right) \]
\[ = \frac{(ze^{\pm\beta})^{1-k}}{\sqrt{2\pi \beta}} \int_{-\infty}^{\infty} dy \exp \left( - \frac{1}{2\beta} \left( y + k \mp 1 - \frac{1}{2} \right) \beta^2 + ze^{y} \right). \] (2.80)

where we have shifted the integration variable \( y \mapsto y \mp \beta \). Therefore, operator
\[ b_H = z^{-1} \exp \left( - \beta z \frac{\partial}{\partial z} \right) \] (2.81)
is the Kac–Schwarz operator
\[ b_H \Phi^H_k = e^{\beta(k-1)} \Phi^H_{k+1}. \] (2.82)

Combining relation (2.80) with an identity
\[
\begin{align*}
\frac{\partial}{\partial z} \Phi^H_k(z) &= \frac{\exp \left( -\frac{\beta}{2} \left( k - \frac{1}{2} \right)^2 \right)}{\sqrt{2\pi\beta}} \int_{-\infty}^{\infty} dy \ (1 - k + ze^y) \\
&\times (ze^y)^{1-k} \exp \left( -\frac{y^2}{2\beta} - \frac{y}{2} + ze^y \right)
\end{align*}
\] (2.83)
we get
\[
\left( z \exp \left( \beta z \frac{\partial}{\partial z} \right) - z \frac{\partial}{\partial z} \right) \Phi^H_k = (k - 1) \Phi^H_k . \] (2.84)

Thus, the operator
\[ a_H = z \exp \left( \beta z \frac{\partial}{\partial z} \right) - z \frac{\partial}{\partial z} \] (2.85)
is the Kac–Schwarz operators for the Hurwitz tau-function. It is easy to check that these Kac–Schwarz operators satisfy the commutation relation
\[ [a_H, b_H]_+ = b_H. \] (2.87)

The operators \( a_H \) and \( b_H \) completely define a point of the Grassmannian. Indeed, on substitution of the first basis vector
\[ \Phi^H_1 = 1 + \sum_{m=1}^{\infty} \varphi^H_{m,1} z^m \] (2.88)
into (2.84) for \( k = 1 \) we obtain the first coefficient, \( \varphi^H_{1,1} = 1 \), and a recursive relation, which allows us to find all other \( \varphi^H_{m,1} \):
\[ \varphi^H_{m+1,1} = \frac{e^{m\beta}}{m+1} \varphi^H_{m,1}. \] (2.89)

This yields \( \Phi^H_1 \), while all higher basis vectors can be obtained with the help of (2.82).

The operators \( a_H \) and \( b_H \) can be quantized via (1.109), and for the obtained operators \( \hat{Y}_{a_H} \) and \( \hat{Y}_{b_H} \) the Hurwitz tau-function is an eigenfunction
\[
\hat{Y}_{a_H} = t_1 - \hat{L}_0 + \beta \hat{L}_{-1} + \frac{\beta^2}{2} \hat{M}_{-1} + \cdots , \\
\hat{Y}_{b_H} = \frac{\partial}{\partial t_1} - \beta \left( \hat{L}_1 + \frac{\partial}{\partial t_1} \right) + \frac{\beta^2}{2} \left( \hat{M}_1 + 2\hat{L}_1 + \frac{\partial}{\partial t_1} \right) + \cdots .
\] (2.90)

6 The operators \( a_H \) and \( b_H \) can be obtained by a conjugation of the Kac–Schwarz operators \( z - z \frac{\partial}{\partial z} \) and \( z^{-1} \) for the tau-function \( \exp(t_1) \)
\[
\begin{align*}
a_H &= e^{\beta m_0} \left( z - z \frac{\partial}{\partial z} \right) e^{-\beta m_0}, \\
b_H &= e^{-\beta} e^{\beta m_0} z^{-1} e^{-\beta m_0}.
\end{align*}
\] (2.86)
It is easy to find the corresponding eigenvalue for the operator $\hat{Y}_{aH}$. Indeed, it is obvious that the operator $\hat{Y}_z \exp(\beta z \partial_z)$ has positive energy. Thus, $\hat{Y}_z \exp(\beta z \partial_z) Z(t)|_{t=0} = 0$ for all functions $Z(t)$, and we have

$$\hat{Y}_{aH} \tau_H(t)|_{t=0} = -\hat{Y}_z \partial_z \tau_H(t)|_{t=0} = 0,$$

so that

$$\hat{Y}_{aH} \tau_H(t) = 0.$$  (2.91)

To find the eigenvalue of the operator $\hat{Y}_{bH}$ let us consider a commutator of the operators (2.90). It is a deformation of the commutation relation (2.87):

$$[\hat{Y}_{aH}, \hat{Y}_{bH}]_+ = \hat{Y}_{bH} + C_H,$$  (2.93)

where $C_H$ is a constant. Since the Hurwitz tau-function is an eigenfunction for both operators, for the commutator we have

$$[\hat{Y}_{aH}, \hat{Y}_{bH}]_+ \tau_H(t) = 0,$$  (2.94)

so that

$$\hat{Y}_{bH} \tau_H(t) = -C_H \tau_H(t).$$  (2.95)

From the definition of operators $Y_a$ and $R_k$ in (1.49) and (1.110) we have

$$\hat{Y}_z^{-k} q^z \partial_z = -q^{k+1} \hat{R}_k(q).$$  (2.96)

Thus,

$$\hat{Y}_{aH} = -\hat{\Phi}_{-1}(e^\beta) - \hat{L}_0,$$

$$\hat{Y}_{bH} = -e^{-2\beta} \hat{\Phi}_1(e^{-\beta}),$$  (2.97)

so that the commutation relation (1.53) yields

$$[\hat{Y}_{aH}, \hat{Y}_{bH}]_+ = \left[\hat{\Phi}_{-1}(e^\beta) + \hat{L}_0, e^{-2\beta} \hat{\Phi}_1(e^{-\beta}) \right]_+ = \hat{Y}_{bH} - e^{-\beta}.$$  (2.98)

Thus, $C_H = -e^{-\beta}$ and

$$\hat{Y}_{bH} \tau_H(t) = e^{-\beta} \tau_H(t).$$  (2.99)

Let us consider two families of operators

$$j_k^H = (b_H)^k \quad \text{for } k \geq 1,$$

$$l_k^H = -(b_H)^k a_H \quad \text{for } k \geq -1.$$  (2.100)

It is obvious that all these operators (maybe except for $l_{-1}^H$) belong to the Kac–Schwarz algebra. For $l_{-1}^H$ this statement can be checked explicitly:

$$l_{-1}^H \Phi_k^H = (1 - k) e^{(2-k)\beta} \Phi_{k-1}.$$  (2.101)

Our notations reflect the fact that these operators are the deformations of the standard operators (1.112):
where we assume that \( j_0 = 1 \). From the commutation relation (2.87) one can easily derive the commutation relations

\[
\begin{align*}
\left[ j^H_k, j^H_m \right] &= 0, \\
\left[ l^H_k, j^H_m \right] &= -m j^H_{k+m}, \\
\left[ l^H_k, l^H_m \right] &= (k - m) l^H_{k+m},
\end{align*}
\]

which coincide with the commutation relations of the subalgebra \( \mathcal{V}_+ \) of the Heisenberg–Virasoro algebra. We have the following explicit expressions:

\[
\begin{align*}
\hat{Y}^j H_k &= e^{\frac{k^2 - k}{2} \beta} z^{-k} \exp \left( -k \beta z \frac{\partial}{\partial z} \right), \\
\hat{Y}^l H_k &= -e^{\frac{k^2 - k}{2} \beta} z^{1-k} \exp \left( (1 - k) \beta z \frac{\partial}{\partial z} \right) + e^{\frac{k^2 - k}{2} \beta} z^{-k} \exp \left( -k \beta z \frac{\partial}{\partial z} \right) z \frac{\partial}{\partial z}.
\end{align*}
\]

From (2.96) for \( k > 0 \) we have

\[
\begin{align*}
\hat{Y}^j_{-k} e^{-k \beta \frac{\partial}{\partial z}} &= -e^{-(k+1)k \beta} \hat{\Phi}_k \left( e^{-k \beta} \right), \\
\hat{Y}^l_{-k} e^{-k \beta \frac{\partial}{\partial z}} z \frac{\partial}{\partial z} &= \frac{1}{k} \frac{\partial}{\partial \beta} \left( e^{-(k+1)k \beta} \hat{\Phi}_k \left( e^{-k \beta} \right) \right).
\end{align*}
\]

Thus,

\[
\begin{align*}
\hat{Y}^j H_k &= -e^{\frac{k^2 + k}{2} \beta} \hat{\Phi}_k \left( e^{-k \beta} \right), \\
\hat{Y}^l H_k &= e^{\frac{k^2 - k}{2} \beta} \hat{\Phi}_{k-1} \left( e^{(1-k) \beta} \right) + \frac{1}{k} e^{\frac{k^2 - k}{2} \beta} \frac{\partial}{\partial \beta} \left( e^{-(k+1)k \beta} \hat{\Phi}_k \left( e^{-k \beta} \right) \right), \text{ for } k = -1 \text{ and } k > 1.
\end{align*}
\]

An expansion of these operators follows for the expansion (2.102)

\[
\begin{align*}
\hat{Y}^j H_k &= \hat{J}_k + O(\beta), \\
\hat{Y}^l H_k &= \hat{L}_k + \frac{k+1}{2} \hat{J}_k - \hat{J}_{k-1} + O(\beta).
\end{align*}
\]
The relations (1.52), (1.53) and the commutation relation
\[ [\hat{L}_0, \Phi_k(q)]_\pm = -k \Phi_k(q) \]  
(2.109)
allow us to find the commutation relations between the operators \( \hat{Y}_{j H}^k \) and \( \hat{Y}_{l H}^k \)
\[ [\hat{Y}_{j H}^k, \hat{Y}_{l H}^m]_- = (k-m) \left( \hat{Y}_{j H}^{k+m} - e^{-\beta} \delta_{k+m,1} + \frac{1}{2} e^{-2\beta} \delta_{k+m,2} \right) . \]  
(2.110)
Thus, the operators
\[ \hat{J}_H^k = \hat{Y}_{j H}^k - \delta_{k,1} e^{-\beta}, \quad k \geq 1 \]
\[ \hat{L}_H^k = \hat{Y}_{l H}^k - e^{-\beta} \delta_{k,1} + \frac{1}{2} e^{-2\beta} \delta_{k,2}, \quad k \geq -1. \]  
(2.111)
satisfy the commutation relations of the algebra \( \mathcal{V}_+ \):
\[ [\hat{J}_H^k, \hat{J}_H^m]_- = 0, \quad \text{for} \quad k, m \geq 1, \]
\[ [\hat{L}_H^k, \hat{J}_H^m]_- = -m \hat{J}_H^{k+m}, \quad \text{for} \quad k \leq -1 \quad \text{and} \quad m \geq 1, \]  
(2.112)
\[ [\hat{L}_H^k, \hat{L}_H^m]_- = (k-m) \hat{L}_H^{k+m}, \quad \text{for} \quad k, m \geq -1. \]
Since \( \tau_H \) is an eigenfunction of the operators \( \hat{J}_H^k \) and \( \hat{L}_H^k \), from these commutation relations it follows that the Hurwitz tau-function satisfies the constraints
\[ \hat{J}_H^m \tau_H = 0, \quad \text{for} \quad m \geq 1, \]
\[ \hat{L}_H^m \tau_H = 0, \quad \text{for} \quad m \geq -1. \]  
(2.113)

2.6. Hodge tau-function. The Hodge tau-function (2.6) is a deformation of the KW tau-function:
\[ \tau_{Hodge}(t; u) = \tau_{KW}(t) + \left( \begin{array}{c}
\frac{1}{6} t_2 + \frac{5}{3} t_4 t_1 + \frac{5}{48} t_3 t_2 + \frac{25}{36} t_2 t_1^3 + \frac{35}{8} t_8 + \frac{1225}{18} t_4^2 t_4 + \frac{35}{4} t_1^4 t_4 + \frac{245}{48} t_3 t_2 t_1 + \frac{49}{32} t_1^5 t_2 + \frac{1225}{288} t_2 t_1^2 t_3 + \frac{245}{24} t_1 t_4 + \cdots \n+ \frac{25}{12} t_2^2 + \frac{1}{6} t_1^4 + \frac{3}{2} t_3 t_1 + \frac{2737}{288} t_7 + \frac{245}{18} t_4 t_1 t_2 + \frac{133}{48} t_3 t_1^4 + \frac{175}{12} t_5 t_1^2 + \frac{1225}{432} t_2^2 t_1^3 + \frac{1}{36} t_1^7 + \frac{147}{16} t_3^2 t_1^2 + \frac{1225}{576} t_3 t_2^2 + \cdots \n+ \frac{1}{2} t_2 t_1 + \frac{1225}{1296} t_2^3 + \frac{343}{32} t_6 + \frac{245}{16} t_3 t_1 t_2 + \frac{77}{6} t_1^2 t_4 + \frac{35}{18} t_1 t_4 + \cdots \n+ \cdots \n\end{array} \right) u \]
(2.114)
It is related to the Hurwitz tau-function by (2.16), or, in other words, by a linear change of variables accomplished by cancelation of proper linear and quadratic terms in free energy. Let us describe this relation in more detail.

The prefactor \( \exp\left(- \sum_{k>0} \frac{k^{k-1} \beta^{k-1} k^k}{k!} \right) \) in (2.17) is responsible for genus zero one-point contributions from the non-stable maps. On the level of basis vectors it corresponds to the multiplication:

\[
\Phi^0_k(z) = \exp \left( - \sum_{k=1}^{\infty} \frac{k^{k-2} \beta^{k-1} z^k}{k!} \right) \Phi^I_k(z).
\] (2.115)

The next step in the chain of transformations (2.16) is given by the operator \( \hat{L}_- \), which, according to (1.134), on the level of basis vectors yields

\[
\Phi^I_k(z) = \frac{\beta z}{f^{-1}(\beta z)} \sqrt{1 - \beta z} \sum_{i=0}^{\infty} \frac{\beta (i-k+1)^2 - (k-\frac{1}{2})^2}{i!} \left( z e^{-\beta z} \right)^{i-k+1}
\] (2.116)

where \( f^{-1}(z) \) is the series (2.33). After a change of integration variable \( y \mapsto y + \beta z \) these basis vectors can be represented as

\[
\Phi^I_k(z) = \frac{1 - \beta z}{2\pi \beta} e^{-\beta (k-\frac{1}{2})^2} \int_{-\infty}^{\infty} dy \left( z e^{y} - \beta z \right)^{1-k} \exp \left( -\frac{y^2}{2\beta} - \frac{y}{2} + z \left( e^y - 1 - y \right) \right).
\] (2.117)

Corresponding tau-function in the Miwa parametrization is

\[
\tau^{(1)}(I[z]) = \frac{\det_{i,j=1}^{N} \Phi^I_i(z_j)}{\Delta(z^{-1})} \]

\[
= e^{\beta \left( \frac{N}{2} \Delta^{-1} - \frac{N^3}{6} \right)} \prod_{i=1}^{N} \sqrt{1 + \beta z_i} \int_{-\infty}^{\infty} dy_i \Delta \left( z^{-1} e^{-y} \right) \exp \left( -\sum_{i=1}^{N} W^{(1)}(z_i, y_i) \right),
\] (2.118)

where the potential is

\[
W^{(1)}(z, y) = \frac{y^2}{2\beta} + \frac{y}{2} - z \left( e^y - y - 1 \right).
\] (2.119)
Independent time variables can be introduced with the help of \( (1.170) \):

\[
\tau_{(1)}^N(t) = \frac{1}{N!} \prod_{i=1}^N \left( \int \frac{d^2z_i}{\pi} \right) \Delta(z) \Delta(z^{-1}) \exp \left( \sum_{k=1}^{\infty} \sum_{j=1}^N t_k z_j^{-k} \right) \tau_{(1)}([Z]) \]

\[
= \frac{e^\beta \left( \frac{\beta}{2\pi i} \right)^N}{N!} \prod_{i=1}^N \left( \int \frac{d^2z_i}{\pi} \int_{-\infty}^{\infty} dy_i \right) \Delta(z) \Delta \left( z^{-1} e^{-y} \right) \times \det(1 - \beta Z)^{\frac{1}{2}} \prod_{i=1}^N e^{-W_1(z_i, y_i) + \sum_{k=1}^{\infty} t_k z_i^{-k}}. \tag{2.120}
\]

Using the change of variables from the previous section we reduce the tau-function to the normal matrix integral

\[
\tau_{(1)}^N(t) = \mathcal{P}_{(1)}^{-1} \int_{\mathcal{N}} [dZ] \exp \left( -\operatorname{Tr} \tilde{W}_1 + \sum_{k=1}^{\infty} t_k \operatorname{Tr} Z^{-k} \right), \tag{2.121}
\]

where the normalization factor \( \mathcal{P}_{(1)} = \int_{\mathcal{N}} [dZ] \exp( -\operatorname{Tr} \tilde{W}_1 ) \) does not depend on the variables \( t_k \) and

\[
\tilde{W}_1 = \frac{1}{2\beta} \left( \log Z \right)^2 + \frac{1}{2} \log Z^2 - (Z^2)^{-1} + Z - Z \log Z^{-1} - \frac{1}{2} \log(1 - \beta Z). \tag{2.122}
\]

Let us check this matrix integral formula for \( N = 1 \) and the Miwa parametrization of times \( t_k = \frac{1}{k} y^k \). From (2.120) we have

\[
\tau_{(1)}([y]) = \frac{1}{\pi} \frac{e^{\frac{\beta}{2}}}{\sqrt{2\pi \beta}} \int_C d^2z \frac{\sqrt{1 - \beta z}}{1 - y/z} e^{-\frac{1}{4} \beta (\log |z|^2)^2 - \frac{1}{4} \log |z|^2 + z - z \log |z|^2} \]

\[
= 1 + \beta y + \frac{1}{2} \left( e^\beta - 1 - \beta + \frac{1}{2} \beta^2 \right) y^2 + \frac{1}{2} \left( \frac{e^3}{3} \beta^3 - e^\beta + \frac{1}{6} \beta^3 - e^\beta + \beta + \frac{2}{3} \beta^2 \right) y^3
\]

\[
+ \left( \frac{5}{24} \beta^3 - \frac{1}{8} + \frac{3}{4} e^\beta - \frac{1}{3} e^3 \beta^3 - \frac{1}{6} e^\beta + \frac{1}{8} \beta^2 - \frac{1}{24} e^\beta - \frac{1}{96} \beta^4 + \frac{1}{4} e^\beta - \frac{5}{12} \beta \right) y^4
\]

\[
+ O(y^5). \tag{2.123}
\]

It is easy to check that this expression coincides with an expansion of the first basis vector \( \Phi_1^{(1)} \) from (2.116) as it should be according to (1.164). Other basis vectors can also be obtained in the form of integrals over \( \mathbb{C} \).

The next step in the transformation from \( \tau_{H} \) to \( \tau_{Hodge} \) is given by the operator \( \hat{L}_{-2}^{(2)} \), corresponding to the series \( f_{-2}(z) \) from (2.33). The operator \( \hat{L}_{-2}^{(2)} \) is very simple:

\[
\hat{L}_{-2}^{(2)} = -\beta \hat{L}_{-1}. \tag{2.124}
\]

Indeed, consider an operator \( l_{-1} = z^2 \frac{\partial}{\partial z} \) which shifts the variable \( z^{-1} \). Then

\[
\exp \left( -\beta z^2 \frac{\partial}{\partial z} \right) [z] = \exp \left( \beta \frac{\partial}{\partial z^{-1}} \right) \left[ \frac{1}{z^{-1}} \right] = \frac{1}{z^{-1} + \beta} = \frac{z}{1 + \beta z} = f_{-2}(z). \tag{2.125}
\]
Since for a constant $a$ the conjugation with the operator $e^{a\hat{L}_{-1}}$ yields
\[ e^{a\hat{L}_{-1}} \left( \sum_{k>0} t_k z^k \right) e^{-a\hat{L}_{-1}} = \sum_{k>0} t_k z^k + a \sum_{k>0} k t_k z^{k-1} + \frac{a^2}{2} \sum_{k>0} k(k-1) t_k z^{k-2} + \ldots \]
\[ = \sum_{k>0} t_k \left( (z + a)^k - a^k \right), \]
we can construct a matrix model, which describes the Hodge tau-function, when $N$ tends to infinity:\footnote{This can also be considered as a consequence of (1.156).}
\[ \tilde{\tau}^N_{\text{Hodge}} = \beta^{-\frac{3}{4} \hat{L}_0} e^{\hat{L}^{(2)}_1} \tilde{\tau}^N_{(1)}(t) \]
\[ = \mathcal{P} \int_{N \times N} [dZ] \exp \left( -\text{Tr} \tilde{W}(1) + \sum_{k=1}^{\infty} \beta^{-\frac{3}{4} k} \text{Tr} \left( (Z^{-1} - \beta)^k - (-\beta)^k \right) \right), \]
(2.127)
where the potential $\tilde{W}(1)$ is given by (2.122).

One can take another route and obtain the basis vectors for the Hodge tau-function (they were obtained in [1]) directly from the Hurwitz basis vectors $\Phi_k^H$:
\[ \Phi_k^{\text{Hodge}}(z) = u^{4(1-k)} \frac{u^{-1}z}{f_{-}(u^{-1}z)} s f_{-}(u^{-1}z) e^{-\frac{2iuz^2}{2(u+z)^2 u^3}} \Phi_k^H \left( u^{-3} f_{-}(u^{-1}z) \right) \]
\[ = \frac{u^{4(1-k)} e^{\frac{z}{u^3}} e^{-\frac{2uz^2}{2(u+z)^2 u^3}}}{\sqrt{1 + u^{-1}z}} \sum_{i=0}^{\infty} \frac{e^{\frac{-z}{u^3}} \left( i - k + \frac{1}{2} \right)^2 - (k - \frac{3}{2})^2}{i!} \left( \frac{z}{(u+z)} u^3 e^{-\frac{z}{u^3}} \right)^{i-k+1}. \]
(2.128)
or as a transformation of the vectors $\Phi^{(1)}_k$ and their integral representation (2.117):
\[ \Phi_k^{\text{Hodge}}(z) = \beta^{-\frac{3}{4} \left( \frac{2}{\pi} z \pi + k - 1 \right)} e^{-\beta z^2 \frac{3}{\pi}} \Phi^{(1)}_k(z) \]
\[ = \frac{\left( z^{-1} + u^{-1} \right)^{k-1}}{\sqrt{2\pi u^3 (1 + zu^{-1})}} \int_{-\infty}^{\infty} dy \left( \frac{z}{(u+z)} u^3 \right)^{1-k} \exp \left( -\frac{1}{2u^3} \left( y + (k - 1) u^3 \right) + \frac{z}{(u+z)u^3} \left( e^y - 1 - y \right) \right). \]
(2.129)

The change of integration variable $y \mapsto y + \log(1 + u^{-1}z)$ yields
\[ \Phi_k^{\text{Hodge}}(z) = \frac{e^{-\frac{u^3}{2} \left( k - \frac{1}{2} \right)^2}}{\sqrt{2\pi u^3 (1 + zu^{-1})}} \int_{-\infty}^{\infty} dy \left( z e^y \right)^{1-k} \exp(-w_{\text{Hodge}}), \]
(2.130)
where
\[ w_{\text{Hodge}} = \frac{1}{2u^3} \left( y + \log(1 + u^{-1}z) \right)^2 - \frac{z}{u^3} e^y + \frac{z}{(u+z)u^3} \left( 1 + y + \log(1 + u^{-1}z) \right). \]
(2.131)
Thus we can again introduce times with the help of the unitary matrix integral

$$\tau^N_{\text{Hodge}}(t, u) = \mathcal{P}^{-1}_{\text{Hodge}} \int_{\mathcal{N}} \exp \left( -\text{Tr} \ W_{\text{Hodge}} + \sum_{k=1}^{\infty} t_k \text{Tr} \ Z^{-k} \right), \quad (2.132)$$

where

$$W_{\text{Hodge}} = \frac{1}{2u^3} \left( \log \left( \frac{Z^\dagger Z}{1 + u^{-1}Z} \right) \right)^2 + \frac{1}{2} \log Z^\dagger Z + \log (1 + u^{-1}Z) - \frac{1}{u^4 Z^\dagger}$$

$$+ \frac{Z}{(Z + u)u^3} \left( 1 - \log \left( \frac{Z^\dagger Z}{1 + u^{-1}Z} \right) \right). \quad (2.133)$$

In particular, for the Miwa parametrization with $N = 1$ we get

$$\tau_{\text{Hodge}}(y, u) = \frac{1}{\pi} e^{-\frac{u^3}{8}} \int_{\mathbb{C}} d^2 z \frac{e^{-\frac{1}{2u^3} \left( \log \left( \frac{|u|^2}{u+z} \right) \right)^2 + \frac{1}{2} \log |z|^2 + \frac{1}{u^4 z} - \frac{z}{(u+z)u^3} \left( 1 - \log \left( \frac{|u|^2}{u+z} \right) \right)}}{1 - y(1 + u^{-1}z)}$$

$$= 1 + \frac{2e^u - 2 - 2u^3 - u^6}{4u^8} y^2$$

$$+ \frac{2 + e^u + 12u^3 + 9u^6 - 3e^u + 2u^9 - 12e^u u^3}{6 u^{12}} y^3 + O(y^4), \quad (2.134)$$

which coincides with the first basis vector $\Phi_1^{\text{Hodge}}$ from (2.128). Let us stress that it is not obvious that the matrix models (2.127) and (2.132) (which do not coincide with each other for finite $N$) have finite limits, when $u$ tends to zero, while the corresponding tau-function in this limit reduces to the KW tau-function.

In what follows we need the properties of the series $\Phi_k^{\text{Hodge}}(z)$. Namely, let us show that

**Lemma 2.1.**

$$\Phi_k^{\text{Hodge}}(z) = \left( \frac{1}{z} + \frac{1}{u} \right)^{k-1} \times \text{(formal Taylor series both in } z \text{ and } u). \quad (2.135)$$

**Proof.** The statement of the lemma follows from the integral representation (2.129). Indeed, let us change the variable of integration $y \mapsto y u \sqrt{u + z}$. Then

$$\Phi_k^{\text{Hodge}}(z) = \frac{(z^{-1} + u^{-1})^{k-1}}{\sqrt{2\pi} e^{\left( k^{-1} \right)^2 \frac{1}{2} z}} \int_{-\infty}^{\infty} dy \ e^{-\frac{1}{2} y^2 - \left( k^{-1} \right) \sqrt{u+z} y z + \sum_{k=3}^{\infty} \frac{1}{k} \frac{1}{u^{k-3} z^k}}$$

$$\left( k^{-1} \right)^2 \frac{1}{2} z \quad (2.136)$$

In the expansion of the integral about the Gaussian potential only even powers of $y$ survive. The coefficient in front of each of them is a polynomial in $u$ and $z$. Thus, the only source of negative powers of $z$ and $u$ is the prefactor, which completes the proof.
Thus, among all basis vectors $\Phi^H_{k}$ only the first one has a finite limit at $u = 0$:

$$\Phi^H_{1}(z) \bigg|_{u=0} = \frac{1}{\sqrt{2\pi z}} \int_{-\infty}^{\infty} dy \exp \left( -\frac{y^2}{2z} + \frac{y^3}{3!} \right) = \Phi^K_{1}(z). \quad (2.137)$$

However, it is easy to construct another admissible basis, regular at $u = 0$:

$$\tilde{\Phi}^H_{1} = \Phi^H_{1},$$
$$\tilde{\Phi}^H_{2} = \Phi^H_{2} - u^{-1}\Phi^H_{1},$$
$$\tilde{\Phi}^H_{3} = \Phi^H_{3} - 2u^{-1}\Phi^H_{2} - u^{-2}\Phi^H_{1},$$
$$\tilde{\Phi}^H_{4} = \Phi^H_{4} - 3u^{-1}\Phi^H_{3} + 3u^{-2}\Phi^H_{2} - u^{-3}\Phi^H_{1},$$
$$\ldots \quad (2.138)$$

2.7. Simplified relation. In this section, we simplify the relation (2.18). Let us denote

$$\hat{V}_i = \beta^{-\frac{4}{3}}\hat{L}_0 \hat{L}_+^{(i)} \beta^{\frac{4}{3}}\hat{L}_0 = \sum_{k>0} a_k^{(i)} u^k \hat{L}_k \quad (2.139)$$

for $i = 1, 2$. Then, the relation (2.18) connecting two tau-functions can be represented as

$$\tau^H(t; u) = e^{-\hat{V}_1} e^{-\hat{V}_2} \tau^K_W(t). \quad (2.140)$$

This relation can be simplified with the help of the Virasoro constraints for the KW tau-function (2.57). Indeed, from (2.35) it follows that the series $f_{+2}(z)$ includes only odd powers of $z$, so that the operator $\hat{L}_k^{(2)}$ and, as a consequence, $\hat{V}_2$, contain only positive even Virasoro operators:

$$\hat{V}_2 = \sum_{k=1}^{\infty} a^{(2)}_{2k} u^{2k} \hat{L}_{2k}. \quad (2.141)$$

Let us forget for a while that the coefficients $a^{(2)}_{2k}$ are defined by (2.35), and consider the operator $\hat{V}_2$ for arbitrary $a^{(2)}_{2k}$. Then, from the Baker–Campbell–Hausdorff formula it follows that for any such operator there exists a unique first order operator

$$\hat{N} = \sum_{k=1}^{\infty} b_k u^{2k} \frac{\partial}{\partial r_{2k+3}} \quad (2.142)$$

such that

$$\exp(\hat{N}) \cdot \exp(-\hat{V}_2) = \exp \left( -2 \sum_{k=1}^{\infty} a^{(2)}_{2k} u^{2k} \hat{L}_k^K \right). \quad (2.143)$$

Virasoro operators $\hat{L}_k^K$ annihilate the KW tau-function, thus from (2.143) it follows that

$$\exp(-\hat{V}_2) \tau^K_W(t) = \exp(-\hat{N}) \tau^K_W(t). \quad (2.144)$$

To find $\hat{N}$ we switch to the ordinary differential operators (1.112). Then identity (2.143) is equivalent to
\[
\exp(n(z)) \cdot \exp\left(-\sum_{k=1}^{\infty} a_{2k}^{(2)} l_{2k}\right) = \exp\left(-\sum_{k=1}^{\infty} a_{2k}^{(2)} (l_{2k} - z^{-2k-3})\right),
\tag{2.145}
\]

where \(n(z)\) is a formal Taylor series in \(z^{-1}\) (it is obvious that there are no central terms which would modify the relation). Lemma 1.1 allows us to restore \(n(z)\). Indeed, if \(g(z) = -\sum_{k=1}^{\infty} a_{2k}^{(2)} z^{-1-2k}\), then (2.145) is equivalent to (1.125) for \(k = 4\) and \(\alpha = 1\), that is to (1.135):

\[
n(z) = \frac{1}{3(f(z))^{3}} - \frac{1}{3z^{3}}.
\tag{2.146}
\]

Finally, we come back to the particular coefficients \(a_{2k}^{(2)}\). If the coefficients \(a_{2k}^{(2)}\) are as in Sect. 2.2, then \(f(z)\) coincides with \(f_{+1}^{-1}(z)\), and from (2.35) we have

\[
n(z) = \frac{1}{3(f_{+1}^{-1}(z))^3} - \frac{1}{3z^3} = \frac{1}{z^2} \coth\left(\frac{1}{z}\right) - \frac{1}{z} - \frac{1}{3z^3} = \sum_{k=2}^{\infty} \frac{2^{2k} B_{2k}}{(2k)!} \frac{1}{z^{2k+1}}
\]

\[
= -\frac{1}{45} z^{-5} + \frac{2}{945} z^{-7} - \frac{1}{4725} z^{-9} + \frac{2}{93555} z^{-11} - \frac{1382}{638512875} z^{-13} + O\left(z^{-15}\right)
\tag{2.147}
\]

where \(B_k\) are the Bernoulli numbers. Coming back to the operators from \(W_{1+\infty}\) we have

\[
\hat{N} = \sum_{k=2}^{\infty} \frac{2^{2k} B_{2k}}{(2k)!} u^{2(k-1)} \frac{\partial}{\partial t_{2k+1}}.
\tag{2.148}
\]

This operator shifts all KdV times.\(^8\) Thus we have proved

**Lemma 2.2.** The relation (2.18) holds if and only if

\[
\tau_{Hodge}(t, u) = e^{-\hat{V}_1} e^{-\hat{N}} \tau_{KW}(t).
\tag{2.149}
\]

In the next section we will show that this relation is satisfied, at least up to a constant factor.

### 2.8. Proof of Theorem 2.1.

As it was shown in the previous section, the statement of Theorem 2.1 is equivalent to the relation

\[
\tau_{KW}(t) = C(u) e^{\hat{N}} e^{\hat{V}_1} \tau_{Hodge}(t, u).
\tag{2.150}
\]

Let us prove it using the description of the Grassmannian considered in Sect. 2. Namely, we will show that the vectors

\[
\Omega_k = u^{k-1} e^{\hat{V}_1} e^{\Phi_k^{Hodge}}, \quad k > 0
\tag{2.151}
\]

belong to the KW space of the Grassmannian

\[
\Omega_k \in \mathcal{W}_{KW}.
\tag{2.152}
\]

\(^8\) An operator of this type in the context of the Kontsevich–Witten tau-function appears in the description of the Weil–Petersson volume of the moduli spaces of bordered Riemann surfaces [39].
Here

$$v_1 = \sum_{k>0} a_k^{(1)} u^k l_k$$

(2.153)

and

$$\tilde{n} = u^{-3} n(u^{-1} z).$$

(2.154)

are the counterparts of the operators $\hat{V}_1$ and $\hat{N}$. According to Sect. 1.4, the relation (2.152) guarantees that two tau-functions coincide up to a constant factor.

For small $k$ the relation (2.152) can be checked perturbatively. For example,

$$\Omega_1 = \left( 1 + \frac{4}{15z^2} u^2 + \left( \frac{47}{1620} - \frac{2}{135z^6} \right) u^3 + \left( \frac{1}{4050z^{10}} + \frac{1}{63z^4} \right) u^4 + \cdots \right) \Phi_{KW}^1(z)$$

$$\Omega_2 = \left( 1 + \frac{4}{3z^2} u^2 + \left( \frac{1361}{1620} - \frac{1}{27z^6} \right) u^3 + \left( \frac{1}{4050z^{10}} + \frac{1097}{4725z^4} \right) u^4 + \cdots \right) \Phi_{KW}^2(z)$$

(2.155)

and, since $b_{KW} = z^{-2}$ is the Kac–Schwarz operator for the KW tau-function, the relation (2.152) for $k = 1$ and $k = 2$ holds at least up to $u^4$. The main idea of the proof is to show that all $\Omega_k$ can be represented in a similar way to all orders in $u$.

To prove (2.152) we use Lemma 2.1. It shows that the vector $u^{k-1} \Phi_k^{Hodge}$ can be considered as a formal series in variable $u$. Let us introduce a new variable $\eta = u/z$. Then, in the variables $u$ and $\eta$ the basis vector $\Phi_k^{Hodge}$ from (2.128) is given by

$$u^{k-1} \Phi_k^{Hodge} = \frac{e^G}{\sqrt{2\pi u^3 \eta^{-1}}} \int_{-\infty}^{\infty} dy \exp \left( -\frac{y^2}{2u^3} + \left( \frac{1}{2} - k \right) (y - T) + \frac{e^{y-T}}{u^3} \right),$$

(2.156)

where

$$T = \frac{1}{1+\eta} + \log(1+\eta)$$

(2.157)

and

$$G = -\frac{u^3}{2} \left( k - \frac{1}{2} \right)^2 + \frac{1}{2u^3} \left( \frac{\eta^2}{(1+\eta)^2} - 1 \right) - \log(1+\eta).$$

(2.158)

Let us change the variable of integration $y \mapsto u y + T$:

$$u^{k-1} \Phi_k^{Hodge} = \frac{e^G}{\sqrt{2\pi u \eta^{-1}}} \int_{-\infty}^{\infty} dy \exp \left( -\frac{y^2}{2u} - y u \left( \frac{1}{2} - \frac{T}{u^3} \right) + \frac{e^{yu}}{u^3} \right).$$

(2.159)

Action of the operator $\exp(v_1)$ on the basis vectors is defined by (1.134). It maps the variable $\eta$ to
\[ \eta \mapsto \frac{1}{f_{+1}(\eta^{-1})} = \frac{e^{\eta} \sinh(\eta)}{\eta} - 1, \]  

so that \( T \) maps to

\[ \tilde{T} = \exp(v_1) T \exp(-v_1) = \frac{2\eta}{e^{2\eta} - 1} + \log\left(\frac{e^{2\eta} - 1}{2\eta}\right) = 1 + \frac{1}{2} \eta^2 + O(\eta^4). \]  

Combining it with expression

\[ \tilde{n} = \frac{1}{u^3} \left( \eta^2 \coth \eta - \eta - \eta^3 \right) \]  

after some calculations we obtain

\[ \Omega_k = \frac{e^G - \frac{n^3}{3u^3}}{\sqrt{2\pi u \eta^{-1}}} \int_{-\infty}^{\infty} dy \exp(-\tilde{W}), \]  

where

\[ \tilde{G} = -\frac{u^3}{2} \left( k - \frac{1}{2} \right)^2 + \frac{1}{u^3} \left( \eta^2 \frac{e^{4\eta} + 1}{(e^{2\eta} - 1)^2} - \eta \frac{e^{2\eta} + 1}{e^{2\eta} - 1} - \frac{\tilde{T}^2}{2} \right) + \log \left( \frac{\eta^{-1}}{f_{+1}(\eta^{-1})} \right)^{\frac{3}{2}} \sqrt{f_{+1}'(\eta^{-1})} \frac{2\eta}{e^{2\eta} - 1} \]  

and

\[ \tilde{W} = -\frac{y^2}{2u} - y u \left( k - \frac{1}{2} + \frac{\tilde{T}}{u^3} \right) + e^{yu} u. \]  

Since both \( v_1 \) and \( \tilde{n} \) are series in \( u \), the vectors (2.163) are still the formal Taylor series in the variable \( \eta \) with coefficients depending on both positive and negative powers of \( z \).

The series \( \tilde{T} \) is invariant under a sign change of \( \eta \):

\[ \tilde{T} \xrightarrow{\eta \mapsto -\eta} - \frac{2\eta}{e^{-2\eta} - 1} + \log\left( -\frac{e^{-2\eta} - 1}{2\eta}\right) = \frac{2\eta e^{2\eta}}{e^{2\eta} - 1} + \log\left( \frac{e^{2\eta} - 1}{2\eta} \right) - 2\eta = \tilde{T}. \]  

Thus, it contains only even powers of \( \eta \). It is easy to show that \( \tilde{G} \) is also invariant under the change \( \eta \mapsto -\eta \) so that its expansion is

\[ \tilde{G} = -\frac{u^3}{2} \left( k - \frac{1}{2} \right)^2 + \frac{1}{u^3} \left( 1 + \frac{1}{24} \eta^4 - \frac{13}{3240} \eta^6 + \cdots \right) - \frac{1}{18} \eta^2 + \frac{7}{1620} \eta^4 - \frac{137}{382725} \eta^6 + \cdots \]  

Since

\[ \tilde{W} = \frac{1}{u^3} + \frac{y^3}{3!} - \frac{y \eta^2}{2u^2} + \sum_{m=4}^{\infty} \frac{y^m}{m!} u^{m-3} - y u \left( k - \frac{1}{2} - \frac{1}{u^3} \left( \frac{1}{36} \eta^4 - \frac{1}{405} \eta^6 + \cdots \right) \right), \]  

(2.168)
also contains only even powers of $\eta$, coming back to variables $u$ and $z$, we have

$$\bar{G} + \bar{W} = \frac{y^3}{3!} - \frac{y}{2z^2} + u \sum_{i,j=0}^{\infty} \kappa_{ij}(u) y^i z^{-2j}, \quad (2.169)$$

where $\kappa_{ij}(u)$ are some polynomials in $u$.\textsuperscript{9} Thus,

$$\Omega_k = e^{-\frac{1}{3z^2}} \int_{-\infty}^{\infty} dy \left( \sum_{i,j=0}^{\infty} \tilde{\kappa}_{ij}(u) y^i z^{-2j} \right) \exp \left( \frac{y^3}{3!} - \frac{y}{2z^2} \right), \quad (2.171)$$

where $\tilde{\kappa}_{ij}(u)$ are some other polynomials in $u$; or, using expression (2.43) of the basic vectors for the KW tau-function, we have

$$\Omega_k = \sum_{i,j=0}^{\infty} \tilde{\kappa}_{ij}(u) z^{-2j} (-1)^i \Phi_i^{KW}(z). \quad (2.172)$$

Because $z^{-2}$ is the Kac–Schwarz operator, this is a combination of the basis vectors for the KW tau-function, which completes the proof of Theorem 2.1.

2.9. Kac–Schwarz description of the Hodge tau-function. The relation (2.149) (or, equivalently, relation (2.150)) allows us to obtain the Kac–Schwarz operators for the Hodge tau-function. Indeed, the Kac–Schwarz operators for two tau-functions are related by the conjugation:

$$a_{Hodge} = e^{-v_1} e^{-\tilde{\eta}} d_{KW} e^{\tilde{\eta}} e^{v_1},$$
$$b_{Hodge} = e^{-v_1} e^{-\tilde{\eta}} b_{KW} e^{-\tilde{\eta}} e^{v_1}. \quad (2.173)$$

Since both $n(z)$ and $b_{KW}$ are series in $z$ with constant coefficients, they commute. Thus, we have

$$b_{Hodge} = \left( \frac{q}{u} \right)^2, \quad (2.174)$$

\textsuperscript{9} More specifically

$$\kappa_{00} = -u^2 \left( k - \frac{1}{2} \right)^2,$$
$$\kappa_{10} = - \left( k - \frac{1}{2} \right),$$
$$\kappa_{20} = \kappa_{30} = 0,$$
$$\kappa_{i0} = \frac{u^i}{4!}, \quad \text{for} \quad i > 3,$$
$$\kappa_{i1} = -\frac{1}{18} u \delta_{i,0},$$
$$\kappa_{i2} = \left( \frac{7}{1620} u^3 - \frac{1}{24} \right) \delta_{i,0} + \frac{u}{36} \delta_{i,1}, \quad (2.170)$$

and, for general $j > 2$ we have $\kappa_{ij} = \left( \left( a_j u^3 + b_j \right) \delta_{i,0} + c_j u \delta_{i,1} \right) u^{2(j-2)}$ for some rational $a_j, b_j, \text{and} c_j$. 
where
\[ q \equiv u e^{-v_1} z^{-1} e^{v_1} = \tilde{f}_{q+1}(\eta) = \eta - \frac{2}{3} \eta^2 + \cdots \] (2.175)

with \( \eta \equiv u/z \) and the series \( \tilde{f}_{q+1} \) is related to \( f_{q+1} \) by (1.122). Thus, the series \( q \) is defined by an equation, which follows from (2.34):
\[ \eta = \frac{e^{\eta} \sinh (q)}{q} - 1. \] (2.176)

To solve it we use the ansatz
\[ q = \frac{S_- - \frac{1}{1+\eta}}{2}. \] (2.177)

On substitution of this ansatz into (2.176) we get an equation
\[ S_- e^{-S_-} = \frac{1}{1+\eta} e^{-\frac{1}{1+\eta}}, \] (2.178)

where \( S_- \) is the solution, which corresponds to the asymptotic (2.175) for small \( \eta \). Thus,
\[ q = \frac{S_- - S_+}{2}, \] (2.179)

where \( S_\pm \) are two solutions of the equation
\[ S e^{-S} = \frac{1}{1+\eta} e^{-\frac{1}{1+\eta}} \] (2.180)
in the vicinity of the ramification point \( \eta = 0, S = 1 \). They are
\[ S_+ = \frac{z}{u + z} = \sum_{k=0}^{\infty} (-1)^k \eta^k, \] (2.181)
\[ S_- = 1 + \eta - \frac{1}{3} \eta^2 + \frac{1}{9} \eta^3 - \frac{1}{135} \eta^4 - \frac{19}{405} \eta^5 + \frac{43}{567} \eta^6 - \frac{3827}{45225} \eta^7 + O(\eta^8), \]
so that
\[ q(z) = \eta - \frac{2}{3} \eta^2 + \frac{5}{9} \eta^3 - \frac{68}{135} \eta^4 + \frac{193}{405} \eta^5 - \frac{262}{567} \eta^6 + \frac{19349}{42525} \eta^7 + O(\eta^8). \] (2.182)

Therefore, the Kac–Schwarz operator
\[ b_{Hodge} = z^{-2} - \frac{4}{3} u z^{-3} + \frac{14}{9} u^2 z^{-4} - \frac{236}{135} u^3 z^{-5} + \frac{29}{15} u^4 z^{-6} - \frac{6008}{2835} u^5 z^{-7} + O\left( z^{-8} \right) \] (2.183)
define an infinite family of the Kac–Schwarz operators \( J_{Hodge}^k = (b_{Hodge})^k \). This family corresponds to the family of operators \( \tilde{J}_{Hodge}^k \):
\[ \tilde{J}_{Hodge}^k = \tilde{Y}_{Hodge} e^{-\hat{V}_1} e^{-\hat{N}_1} \rho_{2k} e^{\hat{N}_1} e^{\hat{V}_1} = \text{res}_z \left( Q^{2k} \hat{J}(z) \right) \] (2.184)
where $Q = u^{-1} \tilde{f}_{+1}(uz)$. They are $u$-deformations of the operators $\hat{J}_k^{KW}$, which define the KdV reduction of the KW tau-function:

$$\hat{J}_k^{Hodge} = \frac{\partial}{\partial t_{2k}} + O(u), \quad (2.185)$$

for example, the coefficients of the first operator from this family coincide with the coefficients of $b_{Hodge}^{1}$

$$\hat{J}_1^{Hodge} = \frac{\partial}{\partial t_2} - \frac{4}{3} u \frac{\partial}{\partial t_3} + \frac{14}{9} u^2 \frac{\partial}{\partial t_4} - \frac{236}{135} u^3 \frac{\partial}{\partial t_5} + \frac{29}{15} u^4 \frac{\partial}{\partial t_6} - \frac{6008}{2835} u^5 \frac{\partial}{\partial t_7} + O(u^6). \quad (2.186)$$

The operators $\hat{J}_k^{Hodge}$, by construction, annihilate $\tau_{Hodge}$:

$$\hat{J}_k^{Hodge} \tau_{Hodge} = 0, \quad k > 0. \quad (2.187)$$

Since $b_{Hodge}$ is not a polynomial, one can consider other combinations of $b_{Hodge}$ and its powers. For example, another combination will appear in case of conjugation described by the relation (2.18) instead of (2.149). It seems that there is no canonical choice. This corresponds to the fact that according to (2.173), both $a_{Hodge}$ and $b_{Hodge}$ are “gap-infinity” operators in the notations of [19].

Let us describe the Kac–Schwarz operator $a_{Hodge}$. Namely, the conjugation with $e^{\tilde{n}}$ in (2.173) yields

$$e^{-\tilde{n}} a_{KW} e^{\tilde{n}} = a_{KW} - z^3 \left( \frac{\partial}{\partial z} \right) = a_{KW} + \frac{z}{u^2} \left( 2 \eta \coth(\eta) - \eta^2 \coth(\eta)^2 - 1 \right). \quad (2.188)$$

From the conjugation relation (1.144) it follows that conjugation with $e^{v_1}$ yields

$$a_{Hodge} = g_{Hodge} \partial_z - \frac{1}{2} g'_{Hodge} - z^{-1} g_{Hodge} - h_{Hodge}, \quad (2.189)$$

where

$$h_{Hodge} = \frac{2(1 - S_-)(1 - S_+)}{u(S_+ - S_-)} = \frac{1}{qu} \left( \frac{u}{u + z} - 2q \right) \quad (2.190)$$

and

$$g_{Hodge} = -\frac{2z^2u}{q} \left( 1 + \frac{u}{z} \left( 1 - \frac{1}{2q} \right) \right). \quad (2.191)$$

By construction, the Kac–Schwarz operators $a_{Hodge}$ and $b_{Hodge}$ satisfy the same canonical commutation relation (2.192) as operators for the KW tau-function

$$[a_{Hodge}, b_{Hodge}] = 2. \quad (2.192)$$

Explicit expressions for operators $\hat{J}_k^{Hodge} = -\frac{1}{4} \left( (b_{Hodge})^{k+1}, a_{Hodge} \right)$ allow us to construct the Virasoro constraints for the Hodge tau-function. Namely, the operators

$$\hat{\mathcal{L}}_k^{Hodge} = \hat{\mathcal{Y}}_k^{Hodge} - \frac{u^2}{36} \delta_{k,-1} + \frac{1}{16} \delta_{k,0} \quad (2.193)$$
annihilate the Hodge tau-function:

\[ \hat{L}_{k}^{\text{Hodge}} \tau_{\text{Hodge}} = 0, \quad k \geq -1. \]  

(2.194)

Here the operators \( \hat{Y}_{k}^{\text{Hodge}} \) can be represented as residues

\[ \hat{Y}_{k}^{\text{Hodge}} = \frac{1}{2} \text{res}_{z=0} \left( Q^{2k+1} \left( A \hat{W}^{(2)}(z) + B \hat{\mathcal{J}}(z) \right) \right), \]  

(2.195)

where

\[ A = 2 + zu \left( 2 - \frac{1}{uQ} \right), \]  

(2.196)

\[ B = \left( \frac{z}{1 + uz} \right)^{2} - 2 Q \frac{z}{1 + uz}. \]

Operators \( \hat{L}_{k}^{\text{Hodge}} \) are deformations of the Virasoro operators for the KW tau-function

\[ \hat{L}_{k}^{\text{Hodge}} = e^{-\hat{V}_{1}} e^{-\hat{\mathcal{N}}_{k}} \hat{L}^{\text{KW}}_{k} e^{\hat{\mathcal{N}}} e^{\hat{V}_{1}} = \hat{L}^{\text{KW}}_{k} + O(u), \]  

(2.197)

in particular

\[ 2\hat{L}_{-1}^{\text{Hodge}} = \hat{L}_{-2} - \frac{\partial}{\partial t_{1}} + u \left( 2\hat{L}_{-1} - \frac{2}{3} \frac{\partial}{\partial t_{2}} \right) + u^{2} \left( \frac{8}{9} \hat{L}_{0} - \frac{4}{9} \frac{\partial}{\partial t_{3}} - \frac{1}{18} \right) \]

\[ - u^{3} \left( \frac{2}{27} \hat{L}_{1} + \frac{38}{135} \frac{\partial}{\partial t_{4}} \right) + u^{4} \left( \frac{11}{405} \hat{L}_{2} - \frac{64}{405} \frac{\partial}{\partial t_{5}} \right) + O(u^{5}), \]

\[ 2\hat{L}_{0}^{\text{Hodge}} = \hat{L}_{0} - \frac{\partial}{\partial t_{3}} + \frac{1}{8} + u \left( \frac{2}{3} \hat{L}_{1} + 2 \frac{\partial}{\partial t_{4}} \right) - u^{2} \left( \frac{2}{9} \hat{L}_{2} + \frac{26}{9} \frac{\partial}{\partial t_{5}} \right) \]

\[ + u^{3} \left( \frac{14}{135} \hat{L}_{3} + \frac{494}{135} \frac{\partial}{\partial t_{5}} \right) - u^{4} \left( \frac{22}{405} \hat{L}_{4} + \frac{1751}{405} \frac{\partial}{\partial t_{6}} \right) + O(u^{5}). \]  

(2.198)

By construction, the operators \( \hat{L}_{k}^{\text{Hodge}} \) and \( \hat{J}_{k}^{\text{Hodge}} \) belong to \( W_{1+\infty} \) and satisfy the commutation relations of the Heisenberg–Virasoro algebra

\[ \left[ \hat{J}_{k}^{\text{Hodge}}, \hat{J}_{m}^{\text{Hodge}} \right] = 0, \]

\[ \left[ \hat{L}_{k}^{\text{Hodge}}, \hat{J}_{m}^{\text{Hodge}} \right] = -m \hat{J}_{k+m}^{\text{Hodge}}, \]  

(2.199)

\[ \left[ \hat{L}_{k}^{\text{Hodge}}, \hat{L}_{m}^{\text{Hodge}} \right] = (k - m) \hat{L}_{k+m}^{\text{Hodge}}. \]

The Virasoro constraints for the Hodge tau-function should be equivalent to the polynomial recursion formula for the Hodge integrals, which can be considered as a Laplace transform of the cut-and-join equation [26].

There is another possibility to construct the Kac–Schwarz operators for the Hodge tau-function. Namely, they can be obtained by a conjugation of the operators \( a_{H} \) and \( b_{H} \), which were obtained in Sect. 2.4. While operators \( a_{H}^{\text{Hodge}} \) and \( b_{H}^{\text{Hodge}} \) obtained here are of zeroth and first order, conjugation of \( a_{H} \) and \( b_{H} \) yields operators of infinite order (which, nevertheless belong to the same algebra of the Kac–Schwarz operators).
2.10. Quantum spectral curve. In this section we discuss quantum (spectral) curves for the three tau-functions, considered in this paper. In the literature, there are different notations for quantum spectral curve, see e.g., [36,40–45]. Here we take the point of view similar to the one adopted in [46,47]. If

$$A(x, y) = 0, \quad x, y \in \mathbb{C} \text{ (or } \mathbb{C}^*)$$

(2.200)

is the spectral curve, which describes the partition function $Z(t)$ of the model, then an operator such that:

$$A^* \left( z, \frac{\partial}{\partial z} \right) Z([z]) = 0$$

(2.201)

which is a deformation (quantization) of the spectral curve (2.200), defines quantum spectral curve. The partition function in the Miwa parametrization $t_k = \frac{1}{k} z^k$, which is annihilated by the operator $A^*$, is known as the principal specialization of this partition function.

If the partition function is a tau-function of an integrable hierarchy, the principal specialization coincides with the first basis vector

$$\tau([z]) = \Phi_1(z).$$

(2.202)

Thus, quantum curves for tau-functions are closely related to the Kac–Schwarz operators. If the operator $A^* \left( z, \frac{\partial}{\partial z} \right)$ describing a quantum curve is the Kac–Schwarz operator, one can “quantize” it once again using (1.110) and the boson–fermion correspondence. As a result one obtains an operator $\hat{D} \equiv \hat{Y}_{A^*}$, for which the full tau-function is an eigenfunction:

$$\hat{D} \tau(t) = C \tau(t)$$

(2.203)

for some eigenvalue $C$.

For the Hurwitz tau-function the quantum curve was constructed in [46]. Namely, the quantum curve operator is a quantization of the Lambert curve, and coincides with the Kac–Schwarz operator $a_H$ (2.85):

$$A^*_H = a_H = z \exp \left( \beta z \frac{\partial}{\partial z} \right) - z \frac{\partial}{\partial z}$$

(2.204)

so that, as follows from (2.84),

$$A^*_H \Phi_1^H(z) = 0.$$  

(2.205)

Then, quantization (1.110) and the boson–fermion correspondence yields an operator $\hat{D}_H = \hat{Y}_{A^*_H}$ such that

$$\hat{D}_H \tau_H(t) = 0.$$  

(2.206)

Here

$$\hat{D}_H = t_1 - \hat{L}_0 + \beta \hat{L}_{-1} + \frac{\beta^2}{2} \hat{M}_{-1} + \cdots.$$  

(2.207)

10 We put $\hbar = 1.$
Equation (2.48) defines the quantum curve equation for the KW tau-functions:

\[ A_{KW}^* = a_{KW}^2 - b_{KW} = \frac{e^{-\frac{1}{3z^3}}}{\sqrt{2\pi z}} \left( (\zeta^3 \frac{\partial}{\partial \zeta})^2 - \zeta^{-2} \right) \frac{\sqrt{2\pi z}}{e^{-\frac{1}{3z^3}}}, \]  

where, after the change of variables \( x = \zeta^{-2} \), the operator in the brackets is given by a quantization of the Airy spectral curve \( 4\partial_x^2 - x \). The corresponding operator

\[ \hat{D}_{KW} = \hat{M}_{-4} - 2\hat{L}_{-1} + t_4 \]  

annihilates the KW tau-function

\[ \hat{D}_{KW} \tau_{KW}(t) = 0. \]  

This equation is a combination of the constraints (2.56) and (2.57).

The action of \( W_{1+\infty} \) operators with positive energy can be translated to the action of operators from \( u_{1+\infty} \) on the quantum curves. Thus, we claim that the quantum curve for the Hodge tau-function can be obtained by a conjugation from the quantum curve for the Hurwitz tau-function:

\[ A_{Hodge}^* = \beta^{-\frac{4}{3}l_0} e^{v_-} e^{-\sum_{k=1}^{\infty} \frac{k^{k-2}}{k!} \beta^{k-1} \cdot k} A_H e^{\sum_{k=1}^{\infty} \frac{k^{k-2}}{k!} \beta^{k-1} \cdot k} e^{-v_- \beta^{\frac{4}{3}l_0}}, \]  

where

\[ v_- = \sum_{k=1}^{\infty} a_{-k} \beta^k l_{-k}. \]  

3. Concluding Remarks

In this paper we have proved a relation, which connects three tau-functions of enumerative geometry by operators from \( GL(\infty) \). However, there are still many open questions. First of all, Conjecture 2.1 remains unproven. An approach we adopt in this paper seems to be not suitable to prove that the constant \( C(u) \) from Theorem 2.1 is equal to one.

It is natural to consider some relatively small subgroups of the \( GL(\infty) \) and to investigate the corresponding families of tau-functions. The simplest subgroup corresponds to the Heisenberg–Virasoro algebra. However, all tau-functions that can be obtained by the action of the group elements of the Heisenberg–Virasoro group on the trivial tau-function are too simple to describe partition functions that are interesting for applications. Namely, they are of the form

\[ \tau(t) = \exp \left( \sum_{i,j} A_{ij} t_i t_j + \sum_j B_j t_j \right) \]

for some constant \( A_{ij} \) and \( B_j \). We claim that to obtain a family of tau-functions that is important for applications, it is enough to consider the group elements, which include also an operator \( \hat{M}_k \) from the \( W(3) \) algebra. Examples of such tau-functions are given by the three tau-functions considered in this paper. The method used for construction of the normal matrix model, developed here, can be generalized to other tau-functions, which are described by the group elements of the Heisenberg-\( W(3) \) algebra. It would also be
interesting to find a relation between the operator representation for the KW tau-function obtained here and the similar (but essentially different) representation, obtained in [48].

Another question, which remains beyond the scope of this work, is the relation between obtained Virasoro constraints and corresponding matrix models. Usually the Virasoro constraints are related to simple symmetries of matrix integrals [49], but we are unable to derive the Virasoro constraints for the obtained matrix integrals in this simple way.

It would be natural to try to continue the chain of conjugations (2.173) and to construct the Kac–Schwarz operators of the zeroth and first orders for the Hurwitz tau-function. Unfortunately, the naive conjugation seems to give divergent results.

The developed approach can be applied to the so-called $r$-spin Hurwitz numbers. To describe them, one should consider the generalized Kontsevich models instead of the KW tau-function (Alexandrov, to appear).
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