Anomaly Detection by Leveraging Incomplete Anomalous Knowledge with Anomaly-Aware Bidirectional GANs

Bowen Tian\(^1\), Qinliang Su\(^{1,2}\)*, Jian Yin\(^{2,3}\)

\(^1\)School of Computer Science and Engineering, Sun Yat-sen University, Guangzhou, China
\(^2\)Guangdong Key Laboratory of Big Data Analysis and Processing, Guangzhou, China
\(^3\)School of Artificial Intelligence, Sun Yat-sen University, Guangdong, China

\{tianbw, suqliang, issjyin\}@mail.sysu.edu.cn

Abstract

The goal of anomaly detection is to identify anomalous samples from normal ones. In this paper, a small number of anomalies are assumed to be available at the training stage, but they are assumed to be collected only from several anomaly types, leaving the majority of anomaly types not represented in the collected anomaly dataset at all. To effectively leverage this kind of incomplete anomalous knowledge represented by the collected anomalies, we propose to learn a probability distribution that can not only model the normal samples, but also guarantee to assign low density values for the collected anomalies. To this end, an anomaly-aware generative adversarial network (GAN) is developed, which, in addition to modeling the normal samples as most GANs do, is able to explicitly avoid assigning probabilities for collected anomalous samples. Moreover, to facilitate the computation of anomaly detection criteria like reconstruction error, the proposed anomaly-aware GAN is designed to be bidirectional, attaching an encoder for the generator. Extensive experimental results demonstrate that our proposed method is able to effectively make use of the incomplete anomalous information, leading to significant performance gains compared to existing methods.

1 Introduction

Anomaly detection aims to identify anomalous samples from normal ones, with applications widely found in fields ranging from network security [Garcia-Teodoro et al., 2009], financial fraud detection [Abdallah et al., 2016], industrial damage detection to medical diagnosis [Fernando et al., 2021] etc. In anomaly detection, normal data generally refers to samples preserving some kinds of regularities (typically composed of one or several types of samples), while anomaly often lacks an explicit and clear definition. Generally, any samples that deviate significantly from the normal ones are considered as anomalies. Obviously, according to this definition, the types of anomalies are numerous and sometimes even infinite. The extreme diversity of anomalies distinguish the anomaly detection problem from other tasks and also poses a significant challenge to it.

Existing anomaly detection methods can be roughly grouped into supervised and unsupervised categories. By assuming a full accessibility to anomalies during the training, supervised methods turn the anomaly detection problem into a classification problem. Anomalous samples are generally more difficult and expensive to collect, thus unsupervised methods that only rely on the use of normal samples are used more widely in practice. Despite it is difficult to collect anomalies from every anomaly type, collecting anomalies from one or several types is often possible. For instance, by viewing images of skin diseases as anomalies, it is easy to collect some images of commonly observed skin diseases, but impossible to collect images for all known and unknown skin diseases. Under the circumstances with incompletely collected anomalies, we can still resort to the unsupervised methods by neglecting the anomalies already collected. But this approach will definitely not lead to the optimal performance for not leveraging the available anomalous knowledge, as illustrated in Fig. 1(a). Supervised methods, on the other hand, essentially seek to find a decision boundary that can separate the normal and collected anomalous samples. However, since the collected anomalies only represent a fraction of all anomaly types, when a anomaly of unseen type is presented, the classifier may not be able to classify it correctly.
as illustrated in Fig. 1(b).

To leverage the incompletely collected anomalies, a semi-supervised anomaly detection method SSAD is proposed in [Görnitz et al., 2013], which learns a compact hyper-sphere that encompasses the normal samples, while excluding the collected anomalies outside of it. In Deep SAD [Ruff et al., 2019], a deep neural network is trained to encourage the learned representations of normal samples gathering towards a common center, while those of anomalies moving away from it, increasing the discrimination between normal and anomalous samples’ representations. Obviously, both methods are established on a good distance metric, which, however, is often very difficult to be found, especially in the high-dimensional data space like images. Recently, [Das et al., 2020] proposed to incorporate the information of anomalies identified by an expert into a basic anomaly detector through active learning framework. However, the active learning approach requires the collected anomalies to be processed one by one, losing the merits of batch processing. Moreover, to identify anomalies directly, [Schlegl et al., 2017] developed a generative adversarial network (GAN) is developed, which is able to estimate the probability distribution of normal data. Moreover, due to the prohibitive computational complexity involved in the integration over the anomaly-aware generative adversarial network (GAN) is developed, which is able to estimate the probability distribution of normal data. However, due to the prohibitive computational complexity involved in the integration over the anomaly-aware generative adversarial network (GAN), it cannot be used to detect anomalies directly. Instead, [Schlegl et al., 2017] proposed to use gradient descent methods to find a latent code \( \hat{z} \) that can explain the data \( x \) in the latent space, and then use the reconstruction error between original data \( x \) and the recovered data \( G(\hat{z}) \) to assess the abnormality, that is, \( ||x - G(\hat{z})||^2 \).

Some other surrogate criteria are also proposed, e.g., leveraging the learned discriminator [Zenati et al., 2018a; Sinha et al., 2020]. Since the discriminator is not trained to distinguish anomalies from normal data, these criteria generally do not perform as well as the reconstruction error.

**Bidirectional-GAN-Based Methods** To reduce the computational cost of searching the latent code, bidirectional GANs [Dumoulin et al., 2017; Li et al., 2017; Donahue et al., 2017] were later used for anomaly detection, in which the associated encoder can output the latent codes directly. For a bidirectional GAN, it includes two joint distributions, the encoder-induced and generator-induced joint distribution

\[
\begin{align*}
    p_E(x, z) &= p_E(z|x)p_{data}(x), \quad (2) \\
    p_G(x, z) &= p_G(x|z)p(z), \quad (3)
\end{align*}
\]

where \( p_E(x|z) \) and \( p_G(x|z) \) represent the encoder \( E(\cdot) \) and generator \( G(\cdot) \), respectively, both of which are parameterized by neural networks. It is proved in [Dumoulin et al., 2017] that \( p_E(x, z) \) and \( p_G(x, z) \) will converge to the same distribution by playing the following min-max game

\[
\begin{align*}
    \min_{G} \max_{D,E} V(D,G,E) &= \mathbb{E}_{(x,z) \sim p_{data}(x)} \left[ \log D(x, z) \right] \\
    &+ \mathbb{E}_{(x,z) \sim p_{E}(x,z)} \left[ \log (1 - D(G(z))) \right]. \quad (4)
\end{align*}
\]

Since \( p_E(x, z) \) is defined as \( p_E(x, z) = p_E(z|x)p_{data}(x) \) and \( p_G(x, z) = p_G(x|z)p(z) \) holds after convergence, it can be easily seen that the marginal distribution of \( p_G(x, z) \) w.r.t. \( x \) must be \( p_{data}(x) \), and \( p_G(z|x) \) can be viewed as the inference network of \( p_G(x, z) \). Thus, for a sample \( x \), we can use the inference network \( p_E(z|x) \) to output its latent code \( \hat{z} \) and then use \( \hat{z} \) to compute the reconstruction error.

### 3 Anomaly Detection with Anomaly-Aware Bidirectional GANs

#### 3.1 Problem Description

To describe the problem clearly, we define two datasets

\[
\begin{align*}
    \mathcal{X}^+ &\triangleq \{ x_1^+, x_2^+, \ldots, x_n^+ \}, \quad (5) \\
    \mathcal{X}^- &\triangleq \{ x_1^-, x_2^-, \ldots, x_m^- \}. \quad (6)
\end{align*}
\]
where $\mathcal{X}^+$ and $\mathcal{X}^-$ denote the set of normal samples and collected anomalies, respectively. According to the characteristics of anomaly detection tasks, we assume that the normal population can be sufficiently represented by the dataset $\mathcal{X}^+$, while because of the extreme diversity of anomalies, $\mathcal{X}^-$ only contain a fraction of anomaly types and cannot be used to represent the whole abnormal population. The problem interested in this paper is to judge a testing sample $x$ is anomalous or not based on the two given datasets $\mathcal{X}^+$ and $\mathcal{X}^-$. Unsupervised detection methods only leverage the normal dataset $\mathcal{X}^+$, while supervised ones leverage both but assume that $\mathcal{X}^-$ can represent the entire anomaly population. Both of the methods are not suitable for the considered circumstance. Note that the dataset $\mathcal{X}^+$ is assumed to be only composed of normal samples in the analyses below, but we will show experimentally that it could be mixed with some anomalies, leading to only a slight performance drop.

### 3.2 Enabling Anomaly-Awareness for Bidirectional GANs under Disjoint Supports

Deep generative models have been successfully applied to detect anomalies by learning the distribution of normal samples in $\mathcal{X}^+$, but none of them make use of the collected anomalies in $\mathcal{X}^-$. In this section, to leverage the available anomalous information given by in $\mathcal{X}^-$, an Anomaly-Aware Bidirectional GAN (AA-BiGAN) is developed, which can explicitly avoid to assign probabilities for samples in $\mathcal{X}^-$. To this end, we first transform the traditional bidirectional GAN described in (4) into the framework of least-square GAN (LSGAN) [Mao et al., 2017], which using least-square loss to realize the updating equations. It is known that the optimization objective (4) aims to drive the output of discriminator $D(x)$ towards 1 and 0 for samples from $p_E(x, z)$ and $p_G(x, z)$, respectively, while encouraging the generator $p_G(x|z)$ and encoder $p_E(z|x)$ to confuse the discriminator by driving it to output 0.5. Under the LSGAN framework, least-square loss is used to replace the cross-entropy loss in (4), leading to the following updating rules

$$
\min_D V(D) = E_{(x,z)} [D(x, z) - 1]^2
+ E_{(x,z)} [(D(x, z) - 0)^2],
$$

(7)

$$
\min_{G,E} V(G, E) = E_{(x,z)} [D(x, z) - 0.5]^2
+ E_{(x,z)} [(D(x, z) - 0.5)^2],
$$

(8)

where the generator $G$ and encoder $E$ refer to the conditional distribution $p(x|z)$ and $p(z|x)$, respectively; and $p_G(x, z) = p_G(x|z)p(z)$ and $p_E(x, z) = p_E(z|x)p_{data}(x)$. Following similar proofs in LSGAN, we can obtain the lemma.

**Lemma 1.** If the discriminator $D$, generator $G$ and encoder $E$ are updated according to (7) and (8), after convergence, the joint distributions $p_G(x, z)$ and $p_E(x, z)$ will be equal, that is, $p_G(x, z) = p_E(x, z)$.

**Proof.** Please refer to the Supplementary Materials.

Although it is known that the marginal of joint distribution $p_G(x, z)$ is equal to the training data distribution $p_{data}(x)$ after convergence, the method still lacks the ability of explicitly avoiding to assign probabilities for samples in $\mathcal{X}^-$. To achieve this goal, we modify the updating rules in (7) and (8) by adding an anomaly-relevant term

$$
\min_D V(D) = E_{(x,z)} [D(x, z) - 1]^2
+ E_{(x,z)} [(D(x, z) - 0)^2]
+ E_{(x,z)} [(D(x, z) - 0)^2], \tag{9}
$$

$$
\min_{G,E} V(G, E) = E_{(x,z)} [(D(x, z) - 0.5)^2]
+ E_{(x,z)} [(D(x, z) - 0.5)^2]
+ E_{(x,z)} [(D(x, z) - 0.5)^2], \tag{10}
$$

where the distributions

$$
p_E^+(x, z) \triangleq p_E(z|x)p_G(x),
$$

$$
p_E^-(x, z) \triangleq p_E(z|x)p_G(x); \tag{11}
$$

$p_G^+(x)$ and $p_G^-(x)$ represent the distributions of samples in $\mathcal{X}^+$ and $\mathcal{X}^-$, respectively. Although the exact expressions of $p_G^+(x)$ and $p_G^-(x)$ are not known, we can easily draw samples from them. The optimal discriminator is obtained

$$
D^*(x, z) = \frac{p_E^+(x, z)}{p_E^+(x, z) + p_E^-(x, z) + p_G(x, z)}. \tag{13}
$$

By substituting the optimal discriminator $D^*(x, z)$ into (10), it can be easily verified that under the prerequisite of disjoint support $\text{Supp}(p_G^+(x)) \cap \text{Supp}(p_G^-(x)) = \emptyset$, the optima is achieved if and only if $p_E^+(x, z) = p_G(x, z)$. Therefore, we have the following theorem

**Theorem 2.** Suppose $\text{Supp}(p_G^+(x)) \cap \text{Supp}(p_G^-(x)) = \emptyset$. If the discriminator $D$, generator $G$ and encoder $E$ are updated according to (9) and (10), after convergence, the two distributions $p_G^+(x, z)$ and $p_E^+(x, z)$ will be equal, that is, $p_G(x, z) = p_E(x, z)$.

**Proof.** Please refer to Supplementary Materials.

From Theorem 2, it can be seen that due to $p_E^+(x, z) \triangleq p_E(z|x)p_G(x)$, the marginal of generative distribution $p_G(x, z)$ will converge to $p_G^+(x)$, which is the same as previous GANs when $p_{data}(x)$ is set as $p_G^+(x)$. Although the new updating rules do not change the converged distribution, they bring us a different optimal discriminator as shown in (13), which is aware of the distribution of collected anomalies. To see this, let us examine the training dynamics of the generator. Suppose that a sample $(\bar{x}, \bar{z})$ is generated from the generative model $p_G(x, z)$. If the sample $(\bar{x}, \bar{z})$ looks similar to the collected anomalies, that is, $p_G(x, z) \gg p_G^+(x)$, according to the discriminator in (13), its output value must be very small $i.e.$, close to 0. Since the target value of discriminator is 0.5 for the training of generator, the significant discrepancy between the two values will push the generator quickly moving
away from current state. Therefore, the discriminator (13) is able to prevent the generator from generating anomaly-like samples. By contrast, it can be easily shown that when setting \( p_{\text{data}}(x) \) as \( p^+_X(x) \), the optimal discriminator of previous GANs obtained by (4) or (7) and (8) is

\[
\hat{D}^*(x, z) = \frac{p^+_E(x, z)}{p^+_E(x, z) + p_G(x, z)},
\]

which does not include the anomaly-relevant term \( p^+_E(x, z) \) in the discriminator. Without this term, even if a sample that looks similar to anomalies is generated, the discriminator is not guaranteed to output a small value. As a result, the discriminator \( \hat{D}(\cdot) \) in (14) does not have the capability of explicitly preventing the generator from generating anomaly-like samples. Although theoretically the marginal of both generative distributions, no matter which discriminator is used, will converge to \( p^+_X(x) \) eventually, this is established on the assumptions of infinite training data and infinite representational capacities of neural networks. However, none of these conditions can be satisfied in practice, making the learned distribution only be an approximate of the ideal distribution \( p^+_X(x) \). Therefore, the collected anomalies are possibly assigned with some non-negligible probabilities in the learned distribution. However, if the anomaly-aware discriminator (13) is used, this kind of possibilities could be reduced significantly, thanks to the model’s capability of explicitly avoiding to generate anomaly-like samples.

3.3 Relaxing the Prerequisites

The derivation of anomaly-aware bidirectional GANs in the previous section hinges on the prerequisite of disjoint supports for distributions of normal and anomalous samples \( p^+_X(x) \) and \( p^+_X(x) \), that is, \( \text{Supp}(p^+_X(x)) \cap \text{Supp}(p^+_X(x)) = \emptyset \). However, the disjoint condition may not always hold in practice, especially when the anomalies and normal samples share lots of commonalities. In this section, we show that this prerequisite can be removed by adjusting the target values of discriminator. Moreover, we can also show that the target values do not need to be restricted to some fixed values, but could have lots of feasible configurations. To be specific, we have the following theorem.

**Theorem 3.** If the discriminator \( D \), generator \( G \) and encoder \( E \) are updated according to

\[
\begin{align*}
\min_D V(D) &= \mathbb{E}_{(x, z) \sim p^+_E(x, z)} [(D(x, z) - a)^2] \\
&+ \mathbb{E}_{(x, z) \sim p^+_E(x, z)} [(D(x, z) - a + b)^2] \\
&+ \mathbb{E}_{(x, z) \sim p_G(x, z)} [(D(x, z) - b)^2],
\end{align*}
\]

\[
\begin{align*}
\min_{G, E} V(G, E) &= \mathbb{E}_{(x, z) \sim p^+_E(x, z)} [(D(x, z) - c)^2] \\
&+ \mathbb{E}_{(x, z) \sim p^+_E(x, z)} [(D(x, z) - c)^2] \\
&+ \mathbb{E}_{(x, z) \sim p_G(x, z)} [(D(x, z) - c)^2],
\end{align*}
\]

the two distributions \( p_G(x, z) \) and \( p^+_E(x, z) \) after convergence will be equal, that is, \( p_G(x, z) = p^+_E(x, z) \).

**Proof.** Please refer to the Supplementary Materials.

The proof of this theorem relies on the use of Jensen inequality and is more complex than that of Theorem 2. According to this theorem, we are able to obtain a bidirectional generative model that can explicitly avoid to generate anomaly-like samples even if the disjoint supports condition does not hold. For the parameters \( a, b \) and \( c \), theoretically they could be set arbitrary. In the experiments, we follow LS-GAN and set \( a \) and \( b \) as 1 and 0, respectively. For the value of \( c \), we find that the performance is not sensitive to its value, as demonstrated by the results in Supplementary Materials. We observed that letting it far away from \( a \) and \( b \) is generally deliver a slightly better performance, thus we simply set it set as \( \frac{a+b}{2} \) for all experiments.

3.4 Detection Methods

With the anomaly-aware bidirectional GAN, we can apply it to identify anomalies for new samples. Due to the difficulties of computing the marginal densities \( p_G(x) = \int p_G(x, z)dz \), reconstruction error is used as the surrogate criteria to replace the density value, as found in many generative-model based anomaly detection methods [An and Cho, 2015; Zenati et al., 2018b]. Specifically, we employ the encoder \( p_E(z|x) \) to produce a latent code \( z \) for the sample \( x \), and then use the generator to generate a sample \( \hat{x} \) from the code \( z \). The error \( ||x - \hat{x}||^2 \) is then used to indicate the degree of abnormality of input sample \( x \). It is widely observed that the vanilla bidirectional GANs do not reconstruct the input well. Thus, to increase their reconstruction ability, as proposed in [Li et al., 2017], one more discriminator is added to distinguish the pairs between \( (x, x) \) and \( (\hat{x}, \hat{x}) \). With the specific expression deferred to the Supplementary Materials. In addition to the reconstruction error, some papers [Akçay et al., 2018] also proposed to use the norm of latent code \( \|z\| \) to detect anomalies by noticing that the codes of normal samples follow a standard normal distribution \( \mathcal{N}(0, I) \). Thus, if a code’s norm \( \|z\| \) is large, it is highly suspected of being an anomaly. In practice, we find that both of the two criteria work well, but show some differences on specific datasets. In our experiments, we simply choose the one with better performance on the validation subset for a specific dataset.

4 Related Work

With the recent advancement of deep learning, neural networks have been used to help anomaly detection [Pang et al., 2021a]. Among the existing methods, a typical approach is to train a deep model to reconstruct the normal data and then employ the reconstruction error to detect anomalies [Xia et al., 2015]. To achieve better and robust performance, variational auto-encoders (VAEs) [Kingma and Welling, 2014] are further used in [An and Cho, 2015]. To increase the distinction between the reconstruction errors of normal and anomalous samples, a memory module [Gong et al., 2019] and discriminators [Perera et al., 2019] are added into the autoencoders. Another type of mainstream generative models, generative adversarial networks (GAN), are also widely used for
anomaly detection [Schlegl et al., 2017]. To obtain the reconstruction error more cheaply, bidirectional GANs [Dumoulin et al., 2017] are proposed to use in [Zenati et al., 2018b]. In addition to reconstruction-based methods, many methods established on density estimation are also studied, e.g., estimating the density distribution of normal samples using energy-based models [Zhai et al., 2016] or deep Gaussian mixture models [Zong et al., 2018], and then using the density value to detect anomalies. There are also many other methods that resort to the one-class classifier, which assumes that normal samples can often be encompassed by a compact hypersphere [Tax and Duin, 2004] or separated by a hyperplane [Schölkopf et al., 2001]. Deep SVDD [Ruff et al., 2018] is further proposed, which uses neural networks to learn discriminative representations for normal and anomalous samples and then finds a hypersphere to separate them like SVDD. In recent years, it has been pointed out that it is possible to collect a handful of anomalies before the training in practice. Early methods simply turn this problem into a binary classification problem [Kingma et al., 2014], without considering the incompleteness of the collected anomalies. Differently, SSAD [Görnitz et al., 2013] proposed to ground the problem on unsupervised detection method SVDD, while ensuring the available anomalous samples are outside of the hypersphere. Later, deep SAD [Ruff et al., 2019] proposed to learn a mapping function that encourages the representations of normal samples gathering toward a center, while those of collected anomalies moving away from it. Although both methods achieve superior performance, these methods heavily rely on the use of a good distance metric, which is often difficult to be found in high-dimensional data. Recently, [Das et al., 2020] seeks to use active learning to incorporate the anomalies identified by an expert into the existing basic anomaly detector. [Pang et al., 2021b] proposed a reinforcement-learning-based method to actively seek novel types of anomalies. However, the architecture of basic anomaly detectors employed in both methods is relatively simple, impeding them from being applied to high-dimensional data with complex structure like images.

5 Experiments

5.1 Experimental Setups

Training & Evaluation Following the paper [Ruff et al., 2019], for each dataset, we select one category as normal, while treating the remaining nine types as anomalies. To mimic the circumstance of incomplete anomalous information, a proportion of samples from one of the nine anomalous categories have been collected. The proposed model is trained on the normal samples and collected anomalies. The testing dataset is splitted into a validation and testing dataset with a ratio of 20% and 80%. The hyperparameters are fine-tuned on the validation dataset, please refer to the Supplementary Material for more details of training. The area under the receiver operating characteristic curve (AUROC) is employed as the performance criteria. The reported experimental results are averaged over 90 experiments (i.e., 10 choices of normal categories × 9 choices of anomalous categories).

Baselines Semi-supervised anomaly detection methods are used for comparison: SSAD [Görnitz et al., 2013], SS-DGM [Kingma et al., 2014], Deep SAD [Ruff et al., 2019], negative data augmentation method (NDA) [Sinha et al., 2020], and active anomaly detection (AAD) [Das et al., 2020] for tabular dataset. In addition, a supervised binary classifier is also trained for comparison. The performance of these methods, except NDA and AAD, are quoted from Deep SAD in [Ruff et al., 2019]. The NDA and AAD papers concentrate on different scenarios as ours, thus we report their performance by running and tuning their publicized code on our experiments.

5.2 Performance and Analysis

Overall Performance Table 1 shows the performance of our proposed model. To investigate how the number of collected anomalies affects the performance, the performance is evaluated under different values of γ, where γ is defined as the ratio between the number of collected anomalies and the number of normal samples. When γ is set to 0, the semi-supervised methods are reduced to the unsupervised ones. It can be seen that as long as a very small fraction of anomalies is used, a significant performance improvement can be observed, especially on the complex dataset of CIFAR-10. And as the ratio of available anomalies further increases, a steady improvement can be observed. Under the specific case of γ = 0.01, the performance gains observed in our proposed method over the best baseline on MNIST, F-MNIST and CIFAR-10 are 0.6%, 2.3% and 6.8%, respectively, demonstrating that our method can exploit the partially-observed anomalies effectively to boost the overall detection performance. Moreover, it can be also seen that as the dataset of interest becomes more complex, the advantages of our proposed method become more clear. This may be attributed to the strong ability of GANs in modeling the probabilistic distribution of image data. By contrast, due to the difficulties of finding an appropriate metric to measure the distance in high-dimensional data space, distance-based detection methods, like SSAD and Deep SAD, struggle in such scenarios. As for the NDA, although it is also established on GANs, it focuses more on the generation of images, lacking the necessary bidirectional structure to produce the surrogate detection criteria like reconstruction error as in our model.

Performance with polluted normal dataset X+ In some scenarios, it may be difficult to obtain a clean dataset X+, in which a small proportion of anomalous samples may be mixed. To investigate how our proposed model performs under such circumstances, experiments are conducted under different ratios of pollution γ, where γ is defined as the ratio between the number of pollution anomalies and the number of normal samples in the training. Fig. 2 shows the detection performance of different models as a function of γ on different datasets, in which the γ is fixed as 0.05. It can be seen that the performance of almost all methods deteriorates as the pollution ratio γ increases from 0.0 to 0.2. However, the proposed method decreases much slower than the compared ones. This may be because the probabilistic method is more tolerant to data pollution than distance-based methods. We

1Code is available at https://github.com/tbw162/AA-BiGAN.
Table 1: Averaged AUROC under different collected-anomaly ratios $\gamma_l$.

| Data     | $\gamma_l$ | SSAD Raw | SSAD Hybrid | SS-DGM | Supervised Classifier | Deep SAD | NDA | AA-BiGAN (ours) |
|----------|------------|----------|-------------|--------|-----------------------|----------|-----|-----------------|
|          |            |          |             |        |                       |          |     |                 |
| MNIST    | .00  | 96.0 ± 2.9  | 96.3 ± 2.5  | n.a.   | 92.8 ± 5.5           | 92.8 ± 4.9 | 86.5 ± 9.5 | 96.3 ± 2.8 |
|          | .01  | 96.6 ± 2.4  | 96.8 ± 2.3  | 89.9 ± 9.2 | 92.2 ± 5.6           | 96.4 ± 2.7 | 96.5 ± 3.7 | 97.4 ± 2.1 |
|          | .05  | 93.3 ± 3.6  | 97.4 ± 2.0  | 94.5 ± 6.4 | 96.7 ± 2.4           | 96.8 ± 3.2 | 97.8 ± 2.0 | 98.8 ± 1.7 |
|          | .10  | 90.7 ± 4.4  | 97.6 ± 1.7  | 95.0 ± 4.7 | 96.9 ± 2.3           | 96.9 ± 2.4 | 97.1 ± 2.9 | 98.2 ± 1.6 |
|          | .20  | 87.2 ± 5.6  | 97.8 ± 1.5  | 95.6 ± 4.4 | 96.9 ± 2.4           | 97.1 ± 2.9 | 98.2 ± 1.6 |
| F-MNIST  | .00  | 92.8 ± 4.7  | 91.2 ± 4.7  | n.a.   | 89.1 ± 6.2           | 82.7 ± 11.4 | 93.0 ± 4.8 |
|          | .01  | 92.1 ± 5.0  | 89.4 ± 6.0  | 65.1 ± 16.3 | 74.4 ± 13.6         | 90.0 ± 6.4 | 90.1 ± 8.5 | 94.4 ± 5.0 |
|          | .05  | 88.3 ± 6.2  | 90.5 ± 5.9  | 71.4 ± 12.7 | 76.8 ± 13.2         | 90.5 ± 6.5 | 90.1 ± 7.1 | 94.6 ± 4.2 |
|          | .10  | 85.5 ± 7.1  | 91.0 ± 5.6  | 72.9 ± 12.2 | 79.0 ± 12.3         | 91.3 ± 6.0 | 91.4 ± 7.0 | 94.7 ± 4.3 |
|          | .20  | 82.0 ± 8.0  | 89.7 ± 6.6  | 74.7 ± 13.5 | 81.4 ± 12.0         | 91.0 ± 5.5 | 91.4 ± 7.1 | 94.8 ± 4.1 |
| CIFAR-10 | .00  | 62.0 ± 10.6 | 63.8 ± 9.0  | n.a.   | 60.9 ± 9.4          | 64.8 ± 8.2  | 65.0 ± 9.4 |
|          | .01  | 73.0 ± 8.0  | 70.5 ± 8.3  | 49.7 ± 1.7  | 55.6 ± 5.0          | 72.6 ± 7.4  | 73.4 ± 7.7 | 80.2 ± 6.6 |
|          | .05  | 71.5 ± 8.1  | 73.3 ± 8.4  | 50.8 ± 4.7  | 63.5 ± 8.0          | 77.9 ± 7.2  | 78.9 ± 7.7 | 81.5 ± 6.4 |
|          | .10  | 70.1 ± 8.1  | 74.0 ± 8.1  | 52.0 ± 5.5  | 67.7 ± 9.6          | 79.8 ± 7.1  | 80.1 ± 7.6 | 83.6 ± 6.4 |
|          | .20  | 67.4 ± 8.8  | 74.5 ± 8.0  | 53.2 ± 6.7  | 80.5 ± 5.9          | 81.9 ± 7.0  | 81.6 ± 7.3 | 84.8 ± 7.2 |

Figure 2: The detection performance as a function of pollution ratio $\gamma_p$ on F-MNIST and CIFAR-10 datasets.

Figure 3: The detection performance as a function of the number of categories of collected anomalies $k_l$.

Table 2: AUROC on classic anomaly detection datasets.

| Data     | AAD | SSAD | Supervised Classifier | Deep SAD | AA-BiGAN (Ours) |
|----------|-----|------|-----------------------|---------|-----------------|
| Arhythmia | 75.8 ± 3.2 | 78.3 ± 5.1 | 39.2 ± 9.5 | 75.9 ± 8.7 | 80.7 ± 3.2 |
| Cardio    | 90.7 ± 2.1 | 86.3 ± 5.8 | 83.2 ± 9.6 | 95.0 ± 1.6 | 98.0 ± 1.2 |
| Satellite | 77.2 ± 4.1 | 86.9 ± 2.8 | 87.2 ± 2.1 | 91.5 ± 1.1 | 97.4 ± 2.3 |
| Satimage-2| 99.9 ± 0.1 | 96.8 ± 2.1 | 99.1 ± 0.1 | 99.9 ± 0.1 | 99.9 ± 0.1 |
| Shuttle   | 99.0 ± 0.2 | 97.7 ± 1.0 | 95.1 ± 8.0 | 98.4 ± 0.9 | 99.1 ± 0.1 |
| Thyroid   | 99.5 ± 0.8 | 95.3 ± 3.1 | 97.8 ± 2.6 | 98.6 ± 0.9 | 99.9 ± 0.1 |

6 Conclusion

In this paper, we studied the problem of anomaly detection under the circumstance that a handful of anomalies are available during the training. To effectively leverage the incomplete anomalous information to help anomaly detection, an anomaly-aware GAN is developed, which is able to explicitly avoid assigning probabilities for the collected anomalies, apart from the basic capabilities of modeling the distribution of normal samples. To facilitate the computation of anomaly detection criteria like reconstruction error, the anomaly-aware GAN is designed to be bidirectional. Extensive experiments demonstrated that under the circumstance of incomplete anomalous information, our model significantly outperformed existing baseline methods.

Impact of the diversity of collected anomalies  Fig. 3 shows how the performance of different methods varies as the number of categories of collected anomalies increases from 0 to 5, in which $\gamma_l$ and $\gamma_p$ are fixed as 0.05 and 0.1, respectively. It can be seen that the performance of all considered methods improves steadily as the number of categories increases from 0 to 5. This is consistent with our intuition since more types of anomalies are exposed to the models. However, the gain of our proposed method becomes less significant as more and more categories of anomalies are added into the training. This is easy to understand, when anomalies from five categories are used, it means anomalies from over a half of anomalous categories are accessible during the training, making the problem less challenging and hence the advantage of our method less obvious. But due to the extreme diversity of anomalies in real-world applications, the collected anomalies typically can only account for a very small fraction of all types, which suggests that the setups with small number of categories are actually more meaningful.

Performance on other anomaly detection datasets  We evaluated our method on six other classic anomaly detection datasets. Table 2 shows the performance of our proposed model under the scenario of $\gamma_l = 0.01$ and $\gamma_p = 0$. From the table, it can be seen our proposed model overall outperforms current baseline methods. Even on Arrhythmia dataset, which contains less than 500 samples, our model still achieve a 2% performance improvement, demonstrating the competitiveness of the proposed method on small datasets.
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