Abstract

The construction of manifold structures and fundamental classes on the (compactified) moduli spaces appearing in Gromov-Witten theory is a long-standing problem. Up until recently, most successful approaches involved the imposition of topological constraints like semi-positivity on the underlying symplectic manifold to deal with this situation. One conceptually very appealing approach that removed most of these restrictions is the approach by K. Cieliebak and K. Mohnke via complex hypersurfaces, [CM07]. In contrast to other approaches using abstract perturbation theory, it has the advantage that the objects to be studied still are spaces of holomorphic maps defined on Riemann surfaces.

This article aims to generalise this from the case of surfaces of genus 0 dealt with in [CM07] to the general case, also using some of the methods from [IP03] and symplectic field theory, namely the compactness results from [BEH*08].
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1 Introduction

A much studied question in contemporary symplectic geometry that was started in \cite{Gro85} and taken further in, among many others, \cite{RT95} and \cite{RT97} concerns the existence of holomorphic curves. In its simplest form, this means that given a closed symplectic manifold \((X,\omega)\) and an \(\omega\)-compatible (or tame) almost complex structure \(J\) on \(X\), as well as a Riemann surface \((S,j)\) and a homology class \(A \in H_2(X)\), does there exist a holomorphic map \(u : S \to X\), i.e. \(J \circ du = du \circ j\), that represents the homology class \(A\) (if \(A = 0\), then a trivial answer to this question is provided by the constant maps)? The usual strategy to answer this question is the following: Find a way to “count” holomorphic curves (in homology class \(A\)) for a set of almost complex structures on \(X\) that are dense (at least in a connected neighbourhood of the given \(J\)) in \(\mathcal{J}_\omega(X)\) (the set of \(\omega\)-compatible almost complex structures on \(X\)) and in a way that is invariant under deformations of the almost complex structures. Invariance here means that for a homotopy/deformation \((J_t)_{t \in [0,1]}\), the counts of \(J_0\)- and of \(J_1\)-holomorphic curves coincide. Then by Gromov’s compactness theorem, cf. \cite{Hum97} and the references therein, one can conclude the existence of an, although broken, \(J\)-holomorphic curve. The way this question is studied is usually the following: Fix numbers \(g, n \in \mathbb{N}_0\) with \(2g - 2 + n > 0\). Then (see Definitions 2.1 and 2.2 for the notation used in the following)

\[
M_{g,n}(X,A,J) := \{(S,j,r_*,u) \mid (S,j,r_*) \text{ smooth marked Riemann surface of type } (g,n), \ u : S \to X \ j\text{-holomorphic,} \ [u] = A\}/\sim,
\]

where \((S,j,r_*,u) \sim (S',j',r'_*,u')\) iff there exists a diffeomorphism \(\phi \in \text{Diff}((S,j,r_*),(S',j',r'_*))\) with \(\phi^*_u = u\). This comes with two maps

\[
ev : M_{g,n}(X,A,J) \to X^n
\]

\[
[S,r_*,j,u] \mapsto [u(r_1), \ldots, u(r_n)],
\]

and

\[
\pi_M : M_{g,n}(X,A,J) \to M_{g,n}
\]

\[
[S,j,r_*,u] \mapsto [(S,j,r_*)],
\]

where \(M_{g,n}\) is the moduli space of smooth marked Riemann surfaces of type \((g,n)\), defined by

\[
M_{g,n} := \{(S,j,r_*) \mid (S,j,r_*) \text{ smooth marked Riemann surface of type } (g,n)\}/\sim,
\]

where \((S,j,r_*) \sim (S',j',r'_*)\) iff \(\text{Diff}((S,j,r_*),(S',j',r'_*)) \neq \emptyset\).

“Counting invariant under deformations” then usually refers to the question of whether, for a dense subset of \(J\) in \(\mathcal{J}_\omega(X)\), \(M_{g,n}(X,A,J)\) is an oriented manifold of a certain expected dimension that carries a fundamental class s. t.

\[
\pi_M^\times \times \ev : M_{g,n}(X,A,J) \to M_{g,n} \times X^n
\]

defines a (singular or otherwise) chain and hence homology class in the image. One asks that for any two such almost complex structures \(J_0, J_1\) there exists a deformation \((J_t)_{t \in [0,1]}\) s. t. \(\bigcup_{t \in [0,1]} M_{g,n}(X,A,J_t)\) defines a cobordism between \(M_{g,n}(X,A,J_0)\) and \(M_{g,n}(X,A,J_1)\) that via \(\pi_M^\times \times \ev\) induces a chain equivalence between the chains

\[
\pi_M^\times \times \ev : M_{g,n}(X,A,J) \to M_{g,n} \times X^n
\]
defined by these two spaces so that the corresponding homology classes coincide. Assuming that one can construct a well-defined homology class in this way, one would then like to use Poincaré-duality in the image, in the form of intersection theory in homology, to define numerical invariants.

In this text a variant of the above construction will be carried out, roughly following the course of action from [CM07], where the motivation for the changes needed will be given below. Before that, I will first state the main results in a simpler form, which can be found with all details added as Theorems 6.1 and 6.2 in Section 6. The third main theorem, Theorem 6.3, deals with the dependence of the pseudocycle defined below on the choice of regular nodal family of marked Riemann surfaces (cf. below).

The definition of a Gromov-Witten pseudocycle given here a priori depends on a number of data, the first of which is a choice of regular nodal family of marked Riemann surfaces \((\Sigma \to M, R_i)\) of type \((g, n)\), which comes with associated regular nodal families of marked Riemann surfaces \((\Sigma^\ell \to M^\ell, R_i^\ell, T_i^\ell)\) of type \((g, n + \ell)\), i.e. with \(\ell \geq 0\) additional marked points, see Section 2. Each of the complex manifolds \(M^\ell\) comes with a forgetful map \(\pi^\ell : M^\ell \to M\) defined via forgetting the additional \(\ell\) marked points and stabilising and contains an open subset \(\tilde{M}^\ell\) with complement of codimension at least 2 s.t. the fibres of \(\Sigma^\ell\) coming with a forgetful map \(\pi^\ell : M^\ell \to M\) are smooth. Given a symplectic manifold \((X, \omega)\) with integer symplectic form, i.e. \([\omega] \in H^2(X; \mathbb{Z})\), and an \(\omega\)-compatible almost complex structure, the second piece of data is that of a Donaldson pair \((Y, J_0)\), see [CM07], i.e. an approximately \(J_0\)-holomorphic (in particular symplectic) hypersurface \(Y \subseteq X\) with Poincaré-dual \(\text{PD}(Y) = D[\omega]\), where \(D \in \mathbb{N}\) is called the degree of \(Y\). Because no restriction on the genus \(g\) of the surfaces under consideration is put, to achieve the necessary transversality results, one has to use Hamiltonian perturbations, which are a special kind of connection on the symplectic fibration \(\tilde{X}^\ell := \Sigma^\ell \times X\), see Subsection 3.1. Given a complex structure \(J\) on \(X\), each such Hamiltonian perturbation \(H\) defines for \(b \in M^\ell\) a perturbed (w.r.t. to the product structure) almost complex structure \(J^H_b\) on \(\tilde{X}^\ell_b := \Sigma^\ell_b \times X\). Setting \(\tilde{Y}^\ell := \Sigma^\ell \times Y\), there is a notion of \(\tilde{Y}^\ell\)-compatible Hamiltonian perturbation (cf. Section 5) and given such, one can for \(b \in M^\ell\) look at \(J^H_b\)-holomorphic sections \(u : \Sigma^\ell_b \to \tilde{X}^\ell_b\). Given a homology class \(A \in H_2(X; \mathbb{Z})\), one can then define moduli spaces of \(\tilde{Y}^\ell\)-holomorphic sections representing homology class \(A\) and mapping the additional marked points \(T_i^\ell\) to \(\tilde{Y}^\ell\):

\[
\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) := \{u_b : \Sigma^\ell_b \to \tilde{X}^\ell_b \mid b \in \tilde{M}^\ell, u_b J^H_b\text{-holomorphic,}
\]

\[
u_b(T_i^\ell(b)) \in \tilde{Y}^\ell \forall i = 1, \ldots, \ell
\]

\([\text{pr}_2 \circ u_b] = A \in H_2(X; \mathbb{Z})\}.

This moduli space allows the definition of a Gromov-Witten map (not yet shown to be a well-defined pseudocycle in any way)

\[
gw_{\Sigma^\ell}(X, Y, A, J, H) : \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \to M \times X^n,
\]

defined by mapping \(u_b\) to \((\pi^\ell(b), \text{ev}^{R_i^\ell}(u_b))\), where \(\text{ev}^{R_i^\ell}\) is given by evaluation at the first \(n\) marked points. Using this, one can formulate the main results:

**Theorem 1.1.** Let \((X, \omega)\) be a symplectic manifold with integer symplectic form, i.e. \([\omega] \in H^2(X; \mathbb{Z})\). Let also a homology class \(0 \neq A \in H_2(X; \mathbb{Z})\) be given.

a) Given an \(\omega\)-compatible almost complex structure \(J_0\), there exist the following:

i) an integer \(D^* = D^*(X, \omega, J_0)\);
ii) for every $D \geq D^*$ a symplectic hypersurface $Y \subseteq X$, making $(Y,J_0)$ a Donaldson pair of degree $D$;

iii) a well-defined nonempty set of ω-compatible almost complex structures $J$ making $Y$ a complex hypersurface;

iv) setting $\ell := D\omega(A)$ a well-defined nonempty set of Hamiltonian perturbations $H$,

such that $gw^\ell_\Sigma(X, Y, A, J, H)$ is a well-defined pseudocycle in $M \times X^n$ of dimension ($\chi = 2 - 2g$ is the Euler characteristic, $c_1(A)$ the first Chern class of $X$ evaluated on $A$)

$$\dim_C(X)\chi + 2c_1(A) + \dim(R(M)).$$

b) For choices as above, the rational pseudocycle

$$gw_\Sigma(X, Y, A, J, H) := \frac{1}{\ell!} gw^\ell_\Sigma(X, Y, A, J, H)$$

is independent of the choices of $(Y,J_0)$, $J$ and $H$ up to rational cobordism and hence there is a well-defined equivalence class

$$gw_\Sigma(X, A)$$

of rational pseudocycles in $M \times X^n$ of dimension

$$\dim_C(X)\chi + 2c_1(A) + \dim(R(M)).$$

The above results were part of the author’s PhD thesis at LMU Munich. After the thesis was submitted (on 11th February, 2013), the preprint [IP13] was posted on the arXiv in which the authors independently prove similar results.

Two immediate reasons for the more complicated definition above are that neither is $M_{g,n}$ a manifold nor is it compact, so one cannot expect there to be Poincaré-duality in singular homology. This also applies, e.g. by taking $X$ to be a point, to $M_{g,n}(X, A, J)$, since in general only closed oriented manifolds can be expected to carry a fundamental class in singular homology.

To fix the second problem, one has to compactify $M_{g,n}$ and $M_{g,n}(X, A, J)$. For $M_{g,n}$ this is done via the Deligne-Mumford compactification

$$\overline{M}_{g,n} := \{(S, j, r, \nu) \mid (S, j, r, \nu) \text{ stable marked nodal Riemann surface of type } (g,n)\}/\sim,$$

where $(S, j, r, \nu) \sim (S', j', r', \nu')$ iff $\text{Diff}((S, j, r, \nu), (S', j', r', \nu')) = \emptyset$. The compactification of $M_{g,n}(X, A, J)$ by Gromov is a more difficult concept that requires some more preparation. But a first step is to define the moduli space of nodal holomorphic curves in $X$,

$$\overline{M}_{g,n}(X, A, J) := \{(S, j, r, \nu, u) \mid (S, j, r, \nu) \text{ stable marked nodal Riemann surface of type } (g,n), \ u : S \to X \ j-J\text{-holomorphic,}

\quad u(n_1) = u(n_2) \forall \{n_1, n_2\} \in \nu, \ [u] = A\}/\sim,$$

where $(S, r, j, \nu, u) \sim (S', r', j', \nu', u')$ iff there exists a diffeomorphism $\phi \in \text{Diff}((S, j, r, \nu), (S', j', r', \nu'))$ with $\phi^* u' = u$.

Analogously to before there are then also canonical extensions

$$\pi^\Sigma_M : \overline{M}_{g,n}(X, A, J) \to \overline{M}_{g,n}$$
and

\[ \text{ev} : \overline{M}_{g,n}(X, A, J) \to X^n. \]

This still leaves the first problem, namely that (for \( g > 1 \)) \( \overline{M}_{g,n} \) (as well as \( M_{g,n} \)) is not a manifold but only a complex orbifold, as is shown in [RS06]. So \( \overline{M}_{g,n} \) (as a topological space) can be decomposed in two ways: By signature, i.e. by homeomorphism type of the underlying surface, and via the stratification coming from the orbifold structure. Since the morphisms in the groupoids (from [RS06]) defining the orbifold structure are given by isomorphisms of nodal surfaces, which in particular preserve the signature, this stratification is compatible with the decomposition by orbit type. More explicitly, if as in [RS06], esp. Definitions 6.2 and 6.4, \((\pi : \Sigma \to M, R_*)\) is a universal marked nodal family of type \((g, n)\) and \((M, \Gamma, \delta, s, t, e, i, m)\) is the associated groupoid, then \(M\) has a stratification by locally closed submanifolds. Here, two points \( b, b' \in M \) lie on the same stratum iff \( \Sigma_b \) and \( \Sigma_{b'} \) have the same signature (as marked nodal Riemann surfaces). If an orbit of the groupoid structure on \( M \) intersects a stratum of this stratification, then it is completely contained in that stratum. Although this gives \( \overline{M}_{g,n} \) a stratification with a connected top-dimensional stratum and all other strata of codimension at least two, this does not suffice to have Poincaré-duality in singular homology (examples for this can be found e.g. in [Mac90]). The standard way, started in [Mum83], to remedy this is to regard, instead of \( \overline{M}_{g,n} \), certain closed complex manifolds \( \overline{M}^\Lambda \) with maps \( \pi^\Lambda : \overline{M}^\Lambda \to \overline{M}_{g,n} \) that are, in a certain sense, branched coverings (for existence results, see e.g. [Loo94] or [BP00] and the references therein). Since one of the goals in this text is to keep to manifolds and smooth maps, esp. to the description of \( \overline{M}_{g,n} \) provided in [RS06], it is hard to make this precise. But at least the part \( \overline{M}^\Lambda \) of such a manifold \( \overline{M}^\Lambda \) that maps to \( M_{g,n} \subseteq \overline{M}_{g,n} \) has an easy description: Remembering that if \( \mathcal{F}_g,n \) denotes Teichmüller space and \( \Gamma_{g,n} \) denotes the mapping class group (both of smooth surfaces of type \((g, n)\)), then \( M_{g,n} \cong \mathcal{F}_g,n/\Gamma_{g,n} \). If \( \Gamma^\Lambda \subseteq \Gamma_{g,n} \) is a finite index normal subgroup that operates freely on \( \mathcal{F}_g,n \), then \( \overline{M}^\Lambda := \mathcal{F}_g,n/\Gamma_{g,n}^\Lambda \) is a smooth manifold on which the finite group \( G^\Lambda := \Gamma_{g,n}/\Gamma_{g,n}^\Lambda \) operates and the canonical projection \( \mathcal{M}^\Lambda = \mathcal{F}_g,n/\Gamma_{g,n}^\Lambda \to (\mathcal{F}_g,n/\Gamma_{g,n}^\Lambda)/G^\Lambda = \mathcal{F}_g,n/\Gamma_{g,n} = M_{g,n} \) is an orbifold covering. Now assume that such a manifold \( M = \overline{M}^\Lambda \) has been picked and let \( \nu : M \to \overline{M}_{g,n} \) be the projection.

This requires to also modify the definition of \( \overline{M}_{g,n}(X, A, J) \), for there is no a priori reason for the map \( \pi^\Lambda : \overline{M}_{g,n}(X, A, J) \to \overline{M}_{g,n} \) to factor through \( M \). Also, since the goal is to define a manifold of maps, it stands to reason to first of all fix the domains on which the maps that are the elements of this manifold are defined. Since \( \overline{M}_{g,n} \) contains equivalence classes of surfaces of different homeomorphism types, one first of all has to define a notion of smooth family of such nodal surfaces. The notion used in this text is that of a (regular) marked nodal family of Riemann surfaces as in [RS06]. So the goal is not only to have a manifold \( M \) as above together with a map \( \nu : M \to \overline{M}_{g,n} \), but for this map to be defined via a regular marked nodal family of Riemann surfaces \((\pi : \Sigma \to M, R_* )\) i.e. the map \( \nu : M \to \overline{M}_{g,n} \) is supposed to map \( b \in M \) to the equivalence class of the fibre \( \Sigma_b \) of \( \Sigma \) over \( b \). Or, in the reverse direction, \((\pi : \Sigma \to M, R_* )\) is a smooth choice of a marked nodal Riemann surface in the equivalence class \( \nu(b) \) for each \( b \in M \). Collecting the basic definitions for and properties of such families is done at the beginning of this thesis in Section 2. Aside from this, that section also contains two results, Propositions 2.2 and 2.1 that are not found in [RS06], but will be important in the later parts of this text, esp. in the definition of the Gromov compactification in Section 4. Namely first there is a natural operation on a stable marked nodal Riemann surface of type \((g, n + 1)\), that forgets the last marked point and stabilises, i.e. contracts...
every component that becomes unstable after removing the last marked point. This provides a well-defined map

\[ f_{\text{stab}}^{n+1} : \overline{M}_{g,n+1} \to \overline{M}_{g,n}. \]

And second, there is an action

\[ S_n \times \overline{M}_{g,n} \to \overline{M}_{g,n} \]

of the permutation group \( S_n \) of \( \{1, \ldots, n\} \) on \( \overline{M}_{g,n} \) by permuting the labels of the marked points of a marked nodal Riemann surface. The question addressed in Propositions 2.2 and 2.1 then is, assuming that for every \( n \) a marked nodal family \((\pi^n : \Sigma^n \to M^n, R^n)\) with induced map \( \nu^n : M^n \to \overline{M}_{g,n} \) as above has been chosen, of whether or not one can lift these maps and actions to smooth ones on the manifolds \( M^n \) which are covered by bundle morphisms on the \( \Sigma^n \), i.e.

\[
\begin{array}{ccc}
\Sigma^{n+1} & \to & \Sigma^n \\
\pi^{n+1} & \downarrow & \pi^n \\
M^{n+1} & \to & M^n \\
\nu^{n+1} & \downarrow & \nu^n \\
\overline{M}_{g,n+1} & \to & \overline{M}_{g,n} \\
f_{\text{stab}}^{n+1} & \downarrow & f_{\text{stab}}^n \\
\end{array}
\]

\[
\begin{array}{ccc}
S_n \times \Sigma^n & \to & \Sigma^n \\
\text{id} \times \pi^n & \downarrow & \pi^n \\
S_n \times M^n & \to & M^n \\
\text{id} \times \nu^n & \downarrow & \nu^n \\
S_n \times \overline{M}_{g,n} & \to & \overline{M}_{g,n} \\
f_{\text{stab}} \times \Sigma^n & \downarrow & f_{\text{stab}} \times \Sigma^n \\
S_n \times \overline{M}_{g,n} & \to & \overline{M}_{g,n} \\
f_{\text{stab}} \times \overline{M}_{g,n} & \downarrow & f_{\text{stab}} \times \overline{M}_{g,n} \\
\end{array}
\]

This has the additional advantage that along the way the question of existence of the regular marked nodal family of Riemann surfaces \((\pi : \Sigma \to M, R_*)\) defining \( \nu \) is reduced to the case \( n = 0 \) and given such a choice, for all other values of \( n \) there is then a natural one. Also, it gives concrete differential-geometric meaning to the adages that “the universal curve over \( \overline{M}_{g,n} \) is isomorphic to \( \overline{M}_{g,n+1} \)” and that adding marked points to a marked nodal Riemann surface kills automorphisms and doesn’t add new ones. Section 2 concludes with a remark about the construction of invariants, given the data that has been established so far.

The above results are well-known in the setting of algebraic geometry, usually phrased as saying that the above maps are representable morphisms between Deligne-Mumford stacks and that the universal curve over the Deligne-Mumford stack with \( n \) marked points is equivalent to Deligne-Mumford stack with \( n + 1 \) marked points. While it is possible with some care to make this precise also in a (complex) differential-geometric setting, the author feels the language is not really that well-known by most differential geometers, hence the rather explicit formulations in Section 2.

Now given a nodal family of marked Riemann surfaces \((\pi : \Sigma \to M, R_*)\), one can for \( b \in M \) and a desingularisation \( \hat{i} : S \to \Sigma_b \subseteq \Sigma \) make the definition

\[
\mathcal{M}_b(\Sigma, X, A, J) := \{ u : \Sigma_b \to X \mid \hat{i}^* u : S \to \hat{X} \text{ is } j-J\text{-holomorphic}, [u] = A, \}
\]

\[
\mathcal{M}(\Sigma, X, A, J) := \bigsqcup_{b \in M} \mathcal{M}_b(\Sigma, X, A, J).
\]

The important difference to the definitions from before is that the elements of \( \mathcal{M}(\Sigma, X, A, J) \) now are actual maps defined on the fibres of \( \Sigma \) and not equivalence classes of maps any more (“all automorphisms have been fixed”). By definition there are canonical maps

\[
\begin{array}{ccc}
\mathcal{M}(\Sigma, X, A, J) & \to & \overline{M}_{g,n}(X, A, J) \\
\downarrow & & \downarrow \\
M & \to & \overline{M}_{g,n}.
\end{array}
\]
Now that one has an actual set of maps to work with, there is a better chance to equip this set with a manifold structure using the usual methods from the Fredholm-theory of the Cauchy-Riemann operator.

In Section 3 the construction of a smooth structure on $M(\Sigma, X, A, J)$, or rather a generalisation of that space, is examined. First of all, remember that on $M$ there is the stratification by signature, where a stratum is defined by the condition that the homeomorphism type of the fibres does not change. Since general gluing results are quite difficult to prove and outside of the scope of the methods employed in this text, smooth structures will only be defined on the restrictions of the (universal) moduli spaces to these strata. Over one of these strata the situation then basically can be reduced to the consideration of a smooth fibre bundle $\rho: S \to B$ with typical fibre a fixed smooth surface. Also, a smooth bundle endomorphism $j: VS \to VS$ ($VS$ is the vertical tangent bundle) with $j^2 = -\text{Id}$ is given, that turns every fibre $S_b$ into a Riemann surface $(S_b, j_b)$, together with sections $R_i: B \to S$, $i = 1, \ldots, n$.

If this bundle is (topologically) trivial, then the construction follows the lines of the discussion in [MS04] or [CM07] rather closely: For a fixed Riemann surface (i.e. the case where $B$ is a point), one constructs the universal Cauchy-Riemann operator w.r.t. an appropriately chosen Banach manifold of perturbations and hence the universal moduli space just as in these references. At this point some familiarity with (universal) Cauchy-Riemann operators, and this line of argument via the Sard-Smale theorem is assumed. Since we allow surfaces of arbitrary genus, this necessitates the use of Hamiltonian perturbations as in Chapter 8 in [MS04]. For the constant maps are always holomorphic, w.r.t. to any holomorphic structure on the target and it is easy to see that this also holds for domain dependent complex structures as used in [CM07]. But the Fredholm index of the Cauchy-Riemann operator at a constant map in the case of genus greater than 1 is negative, which contradicts transversality. So instead of the space $M(\Sigma, X, A, J)$ one considers spaces $M(\tilde{X}, A, J, H)$, where $\tilde{X} := \Sigma \times X$ is the trivial bundle and $H$ is a Hamiltonian perturbation on $\tilde{X}$ as defined in Subsection 3.1 and the references therein.

If $B$ is not a point but the bundle $S$ over $B$ is topologically trivial, then the construction of the universal moduli space is essentially a parametrised version of the previous one. In the case of varying complex structures that is not dealt with in [MS04] (which only deals with a fixed complex structure and varying marked points and [CM07] restricts to the genus 0 case, where there is essentially only one complex structure) one has to consider the case of a topologically nontrivial family of surfaces. The problem here is that there no longer is a globally defined Banach manifold on which to define a universal Cauchy-Riemann operator (see the explanation on page 36 and the references there) due to the failure of the diffeomorphism group of the base to act smoothly on the Sobolev spaces of sections of a fibre bundle over that base. This requires one to patch together universal moduli spaces obtained via a trivialisation after restricting to an open subset of $B$ “by hand”. This is done in the discussion leading up to Corollary 3.3. Similar but slightly less difficult problems also arise for the smoothness of the evaluation maps at the varying marked points, which are dealt with in Subsection 3.3.

At that point, what one has achieved is the following: A universal moduli space $M(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ has been defined that comes together with three maps

$$\pi^M_M: M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to M,$$

$$\text{ev}: M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to X^n.$$
\[ \pi^M_\ell : \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{H}(\tilde{X}) \]

s.t. if \( B \subseteq M \) is a stratum of the stratification on \( M \) by signature, then \((\pi^M_\ell)^{-1}(B)\) is a smooth Banach manifold and the restriction of \( \pi^M_\ell \) to \((\pi^M_\ell)^{-1}(B)\) is a Fredholm map of the correct expected index \( \dim_C(X) + 2c_1(A) + \dim_B(B) \), where \( \chi \) is the Euler characteristic of the surfaces in the family \( \Sigma \) (which is \( 2(1 - g) \)).

Section 4 then first of all equips this space with a topology that makes all of the above maps continuous, which is basically a variation of the classical Gromov topology.

Unfortunately, with this topology \( \mathcal{M}(\tilde{X}, A, J, H) \) is not compact, due to the well-known bubbling phenomena. Usually, these are dealt with by imposing topological conditions like semipositivity on \( X \), see e.g. [MS04], Section 6.4. In [CM07] a different approach was first introduced for the genus 0 case and by now also applied successfully in [Fab10] and [Wen12] to other situations, which in this text will be extended to the case of positive genus. To do so first of all a description of the problem is given: Remember that there were the operations of forgetting the last marked points. There are then induced maps \( \pi^\ell : \Sigma^\ell \to M^\ell \) obtained from \( \pi : \Sigma \to M \) by adding \( \ell \geq 0 \) additional marked points. There are then induced maps

\[
\begin{align*}
\Sigma^\ell & \xrightarrow{\pi^\ell} M^\ell \\
\sigma^\ell & \xrightarrow{\pi^\ell} M^\ell
\end{align*}
\]

where \( \pi^\ell : \Sigma^\ell \to M^\ell \) is obtained from \( \pi : \Sigma \to M \) by adding \( \ell \geq 0 \) additional marked points. There are then induced maps

\[
(\tilde{\pi}^\ell)^* : (\tilde{\pi}^\ell)^* \mathcal{M}(\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X})) \to \mathcal{M}(\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X}))
\]

and actions

\[
\tilde{\sigma}^\ell : S_{\ell} \times (\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X})) \to \mathcal{M}(\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X})).
\]

Using these structures one can define the Gromov compactification \( \overline{\mathcal{M}}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) of \( \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) as the colimit of the spaces \( \mathcal{M}(\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X}) \) over the above maps and actions (cf. Definition 4.2 and Remark 4.3). More explicitly, this compactification consists of the union over all the spaces \( \mathcal{M}(\tilde{\pi}^0_\ell)^* \tilde{X}, A, J, (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X}) \) for \( \ell \geq 0 \), where two holomorphic sections \( u' \) and \( u'' \) with domains \( \Sigma'_\ell \) and \( \Sigma''_\ell \) are identified if there exists the following: An \( \ell' \geq \ell' \) and a \( b \in M^\ell \) as well as a holomorphic section \( u \) with domain \( \Sigma^u_\ell \) s.t. \( \Sigma^u_\ell \) is obtained from \( \Sigma'_\ell \) by forgetting the last \( \ell - \ell' \) marked points and the corresponding map \( \Sigma^u_\ell \to \Sigma'_\ell \) pulls \( u' \) back to \( u \). Also, after possibly reordering the last \( \ell \) marked points, \( \Sigma''_\ell \) is obtained from \( \Sigma'_\ell \) by forgetting the last \( \ell - \ell'' \) marked points and the corresponding map \( \Sigma''_\ell \to \Sigma'_\ell \) pulls \( u'' \) back to \( u \).

As before, \( \overline{\mathcal{M}}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) comes with natural maps \( \overline{\pi^M_\ell} : \overline{\mathcal{M}}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to M \) and \( \overline{\pi^M_\ell} : \overline{\mathcal{M}}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{H}(\tilde{X}) \). Roughly, the transversality problem then is that the Hamiltonian perturbations \( (\tilde{\pi}^0_\ell)^* H \in (\tilde{\pi}^0_\ell)^* \mathcal{H}(\tilde{X}) \) vanish on ghost components, i.e. those components of \( \Sigma^\ell \) that are mapped to a point under \( \tilde{\pi}^0_\ell \) or equivalently those that become unstable after forgetting the last \( \ell \) marked points. The solution to this problem, first applied in the genus 0 case in [CM07] and which will be extended to the present situation in the rest of this text, can now roughly
be described as follows:

Construct subsets $\mathcal{X}^\ell \subseteq \mathcal{H}((\hat{\pi}_0^\ell)^*\hat{X})$ of Hamiltonian perturbations, compatible under $\hat{\pi}_0^\ell$ in the sense that $(\pi_0^\ell)^*\mathcal{X}^\ell \subseteq \mathcal{X}^\ell$ for all $\ell \geq \ell'$, and for every $\ell$ sufficiently large a subset $\mathcal{N}^\ell(\mathcal{X}^\ell) \subseteq \mathcal{M}((\hat{\pi}_0^\ell)^*\hat{X}, A, J, \mathcal{X}^\ell)$ with $\pi_0^\ell(\mathcal{N}^\ell(\mathcal{X}^\ell)) \subseteq \hat{M}^\ell$ (the part corresponding to smooth curves, as in Section 3) s. t. the closure of $\mathcal{N}^\ell(\mathcal{X}^\ell)$ in $\mathcal{N}((\hat{\pi}_0^\ell)^*\hat{X}, A, J, \mathcal{X}^\ell)$, lies in $\mathcal{M}((\hat{\pi}_0^\ell)^*\hat{X}, A, J, \mathcal{X}^\ell)$. Hence the restriction of $\pi_0^\ell$ to the closure of $\mathcal{N}^\ell(\mathcal{X}^\ell)$ is proper.

Since over $\hat{M}^\ell$, $\hat{\pi}_0^\ell$ is an isomorphism on every fibre, for every $H \in \mathcal{K}^0$ there is a well-defined map $(\hat{\pi}_0^\ell)_*: \mathcal{N}^\ell((\hat{\pi}_0^\ell)^*H) \to \mathcal{M}(\hat{X}, A, J, H)$ (the left-hand side is defined in the obvious way) given by $u \mapsto ((\hat{\pi}_0^\ell)_0)^*u$, where $\pi_0^\ell((\hat{\pi}_0^\ell)_0(u)) = b$.

Then for generic $H \in \mathcal{K}^0$ the above will be s. t. $\mathcal{N}^\ell((\hat{\pi}_0^\ell)^*H)$ is a manifold of the correct dimension, invariant under the $S_\ell$-action and the map $(\hat{\pi}_0^\ell)_*$ is an $\ell!$-sheeted covering on the complement of a subset of codimension at least 2 (see Lemma 6.1).

For Hamiltonian perturbations of this form, apart from compactness, unfortunately not much can be said about the closure of $\mathcal{N}^\ell((\hat{\pi}_0^\ell)^*H)$. But for generic $H \in \mathcal{K}^\ell$ it will be shown that the boundary of $\mathcal{N}^\ell(\hat{H})$ can be covered by manifolds of real dimension at least 2 less than that of $\mathcal{N}^\ell(\hat{H})$, which suffices for the definition of a pseudocycle.

Roughly speaking, the $\mathcal{N}^\ell(\mathcal{X}^\ell)$ will be defined as follows:

Under the assumption that $[\omega] \in H^2(X; \mathbb{Z})$, $\mathcal{N}^\ell(\mathcal{X}^\ell)$ and $\mathcal{X}^\ell$ depend on a choice of $J \in j_\ell(J)$ and a closed $J$-complex submanifold $Y \subseteq X$ of real codimension 2 with $\text{PD}(Y) = D[\omega]$ for some integer $D \in \mathbb{N}$. Then for $\ell := D[\omega](A)$, let $\hat{X}^\ell := \Sigma^\ell \times X$, $Y^\ell := \Sigma^\ell \times Y$. The $\mathcal{X}^\ell$ then are spaces of Hamiltonian perturbations on $\hat{X}^\ell$ that are compatible with $Y^\ell$ in a certain way, see Definition 5.2. If $\tilde{\mathcal{X}}^\ell$ and $\hat{M}^\ell$ denote the parts of $\Sigma^\ell$ and $M^\ell$, respectively, that correspond to the smooth curves, then the $\mathcal{N}^\ell(\mathcal{X}^\ell)$ are defined to be those holomorphic sections with domains in $\tilde{\mathcal{X}}^\ell$ that map the last $\ell$ markings to $Y^\ell$.

One then has to show that the thus defined spaces $\mathcal{N}^\ell(\mathcal{X}^\ell)$ satisfy the properties above. A major point in showing this is the positivity of intersection numbers of a holomorphic curve with a complex hypersurface. Namely one can show that a (connected) holomorphic curve either has only a finite number of intersection points with a complex hypersurface or is completely contained in the hypersurface. Furthermore, at each intersection point, the holomorphic curve is tangent to the hypersurface of some finite order $k$ and each such intersection point contributes by $k + 1$ to the (homological) intersection number. That all this still holds in a suitable sense in the presence of a Hamiltonian perturbation that satisfies suitable compatibility conditions is shown in Section 5.

Since for a holomorphic curve $u$ in the homology class $A$, $[Y] \cdot [u] = [Y] \cdot A = \text{PD}(Y)(A) = D[\omega](A) = \ell$, it follows that if there are $\ell$ disjoint intersection points, then these are unique up to reordering. So for $H \in \mathcal{K}^0$, $\mathcal{N}^\ell((\hat{\pi}_0^\ell)^*H)$ defines an $\ell!$-sheeted covering of its image in $\mathcal{M}(X, A, J, H)$. To show that, after a suitable perturbation, the complement of this image has codimension at least 2, one has to consider spaces of holomorphic curves that intersect $Y$ in fewer than $\ell$ points. But, as was stated above, these then need to have a tangency of higher order at one of the intersection points. It was shown in [CM07] that these tangency conditions cut out, again after a suitable perturbation, submanifolds of the moduli space of holomorphic curves that have the correct (i.e. high enough) codimensions.

Another major point is that, extending a result from the same reference, one can show that for suitably chosen $Y$, $J$ and $H$, $\mathcal{X}^\ell(H)$ has compact closure in $\mathcal{M}(\hat{X}^\ell, A, J, H)$. The boundary of $\mathcal{X}^\ell(H)$ in $\mathcal{M}(\hat{X}^\ell, A, J, H)$ can then be described
in terms of nodal holomorphic curves that have some components mapped into $Y$ and some components intersecting the complement of $Y$ in $X$. Via a transversality argument, one then has to show that the spaces of such curves can be covered by manifolds of codimension at least 2. To do so, one first of all shows that, again for suitably chosen $H$, any component that lies in $Y$ needs to represent homology class 0.

In the genus 0 case this suffices, for a result in [CM07] shows that one can choose $J$ s.t. any holomorphic sphere with image in $Y$ is constant (which is used in the proof of the compactness statement above). This means that one can actually replace each such component with a point, i.e. such a curve factors through a nodal curve with fewer components. It is then shown in [CM07] that this implies a tangency condition to $Y$ for this curve which suffices to give the necessary estimates on the dimension.

In the case of higher genus curves, this argument does not suffice for the following reason: Assume the domain $S$ of a curve in the boundary of $N(H)$ has several components, some of which are mapped to $Y$, denoted by $S^Y_i$, say, and the others, denoted $S^X_j$, intersect $Y$ only in a finite number of points. Then this curve lies in a moduli space that is the subset, cut out by the matching conditions at the nodes, of the product of the moduli spaces of curves defined on the $S^Y_i$ with target $Y$ and of the moduli spaces of curves defined on the $S^X_j$ with target $X$.

The reason one has to regard moduli spaces of curves in $Y$ (naively, a curve in $Y$ is in particular a curve in $X$) is that because of the compatibility condition of the Hamiltonian perturbations with $Y$, one otherwise can’t achieve transversality.

If the genus of $S^Y_i$ is $g_i^Y$ then the contribution to the dimension formula of the moduli space of curve on $S^Y_i$ in $Y$ by the Riemann-Roch theorem is (for vanishing homology class) given by $\dim_c(Y)(2 - 2g_i^Y) = \dim_c(X)(2 - 2g_i^Y) + 2g_i^Y - 2$, which is larger than that for curves in $X$. Hence although these moduli spaces then cover the boundary of $N(H)$, their dimensions are too large.

A further problem is that some of the additional $\ell$ marked point may lie on a component that is mapped to $Y$. This means that the condition that these marked points lie on $Y$ does not provide for a nontrivial condition on these curves and does not serve to cut down the dimension of the moduli space any more.

The solution to this problem is to use an SFT-type compactness theorem, in this text from [HP03], for related results see also [BEH +03], esp. the “stretching of the neck” construction. This provides a more detailed description of the boundary of $N(H)$. The important consequence of this result here is that every component that is mapped to $Y$ comes together with a nonvanishing meromorphic section of the normal bundle of $Y$ in $X$ along the image of the curve. First of all this provides an additional condition on the moduli spaces associated to the parts of a curve that are mapped to $Y$, which serves to cut down the dimension by exactly the factors $2(1 - g_i^Y)$ above by which these were too large.

Additionally, these meromorphic sections are known to have zeroes only at the nodes and at the additional marked points and to have poles only at the nodes. Also these satisfy the following matching conditions: If at a node, both components of the curve that border on the node are mapped into $Y$ and the meromorphic section over one has a zero of order $k$, then the other has a pole of order $k$ and vice versa. If one component is mapped to $Y$ and the other intersects $Y$ only in a finite number of points, then the meromorphic section over the first has a pole of some order $k$ and the other has a tangency to $X$ at the node of order $k$. Since every component in $Y$ represents homology class 0, the first Chern number of the pullback of the normal bundle to $Y$ in $X$ under the holomorphic map vanishes. Hence the total order of the poles equals the total order of the zeroes of a meromorphic section on every component. The matching conditions above then imply that the total order of tangency to $Y$ of the part of the curve that is not mapped into $Y$ is still given
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2 Families of complex curves

When regarding moduli spaces of holomorphic curves in a symplectic manifold, where the complex structure on the domain is not fixed, as e. g. in [MS04], Chapter 8, but is allowed to vary, before one can hope to define a smooth structure on such a moduli space, first of all one has to decide on a smooth space over which the complex structure on the domain is allowed to vary. To a certain extent this is a matter of choice, the constructions later on certainly work for an arbitrary family $\rho : S \to B$, where $B$ is any manifold, $S \to B$ is a smooth fibre bundle and $j \in \Gamma(\text{End}(VS))$ is a smooth family of (almost) complex structures on the vertical tangent bundle $VS = \ker \rho \ast$ of $S$. On the other hand, usually one would like to use the “universal family” of Riemann surfaces of a given genus $g$ and a given number of marked points $n$, the moduli space $M_{g,n}$ of Riemann surfaces of genus $g$ with $n$ marked points, or to get a compact moduli space, the Deligne-Mumford moduli space $\overline{M}_{g,n}$ of nodal Riemann surfaces. But unless one is in the genus 0 case, neither $M_{g,n}$, nor $\overline{M}_{g,n}$ is a smooth manifold (not even a set in certain interpretations), but depending on point of view an orbifold, Deligne-Mumford-stack, etc. To make a definite choice in notation, without further qualification $M_{g,n}$ will always denote the (compact Hausdorff) topological space underlying the Deligne-Mumford orbifold. Then, at least locally, a function $B \to M_{g,n}$ for a manifold $B$ should be given by a family of (nodal) Riemann surfaces of genus $g$ over $B$ together with $n$ sections defining the markings. Regarding $\overline{M}_{g,n}$ simply as the quotient space of the groupoid with objects all nodal Riemann surfaces of genus $g$ with $n$ marked points and morphisms biholomorphic maps that respect the markings, the map corresponding to a family simply maps a point in $B$ to the equivalence class of the fibre over $b$. The for the present purpose best way to make the above precise can be found in [RS06] and hence all the notions of (proper étale) Lie groupoid, (universal, marked) nodal family and related concepts used in this text are exactly the ones from [RS06], Sections 2–6. More explicitly, the following are the basic notions to be dealt with here, all taken from [RS06]:

**Definition 2.1.**

1. A surface is a closed oriented 2-dimensional manifold $S$.

2. A nodal surface is a pair $(S, \nu)$, consisting of a surface $S$ together with a set of unordered pairs

   \[
   \nu = \{\{n^1_1, n^2_1\}, \ldots, \{n^1_d, n^2_d\}\}
   \]

   of pairwise distinct points, called the nodal points, $n^1_1, \ldots, n^2_d \in S$. The points $n^1_i$ and $n^2_i$ defining one of the unordered pairs in $\nu$ will be said to correspond to the same node. Note that $S$ in this definition is still a smooth surface. A surface $S$ is considered as the nodal surface $(S, \emptyset)$.

3. A marked nodal surface is a triple $(S, r_*, \nu)$, where $(S, \nu)$ is a nodal surface and

   \[
   r_* = (r_1, \ldots, r_n)
   \]

   is an ordered tuple of pairwise distinct points on $S$, called the marked points, that are disjoint from all the nodal points. The marked and nodal points are also called special points. A nodal surface $(S, \nu)$ is considered as the nodal surface $(S, \emptyset, \nu)$.

4. The signature of a marked nodal surface $(S, r_*, \nu)$ is the labelled graph with vertices $\{S_i\}_{i \in I}$ the connected components of $S$ and for every pair of nodal points $n^1_j, n^2_j$ corresponding to the same node an edge from $S_j^1$ to $S_j^2$, where
Definition 2.2. 1. A 
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Remark 2.1. 1. Two marked nodal surfaces are isomorphic iff their signatures

Definition 2.2. 1. A marked nodal Riemann surface is a tuple \((S, j, r, \nu)\) consisting of a marked nodal surface \((S, r, \nu)\) together with a complex structure \(j \in \Gamma(\text{End}(TS)), j^2 = -\text{id}\), that induces the given orientation on \(S\).

Remark 2.1. 1. Two marked nodal surfaces are isomorphic iff their signatures are isomorphic as labelled graphs.

2. If the number of pairs of nodal points of a marked nodal surface \((S, r, \nu)\) is \(d \in \mathbb{N}_0\) and \(\{S_i\}_{i \in I}\) are the connected components of \(S\), then \(\chi(S, \nu) = \sum_{i \in I} \chi(S_i) - 2d = \sum_{i \in I} 2(1 - g_i) - 2d\), where \(g_i\) is the genus of \(S_i\).

2. An isomorphism of marked nodal surfaces \((S, r, \nu)\) and \((S', r', \nu')\) is an orientation preserving diffeomorphism \(\phi : S \to S'\) s.t. \(\phi(r_i) = r_i'\) and \(\phi_*\nu = \nu'\) in the sense that if \(r = (r_1, \ldots, r_n)\), then \(r_i' = (\phi(r_1), \ldots, \phi(r_n))\) and \(\phi\) maps each pair of nodal points on \(S\) corresponding to the same node to a pair of nodal points on \(S'\) corresponding to the same node.

2. An isomorphism of marked nodal surfaces \((S, j, r, \nu)\) and \((S', j', r', \nu')\) is an isomorphism \(\phi\) of the marked nodal surfaces \((S, r, \nu)\) and \((S', r', \nu')\) s.t. \(\phi_*j = j'\). The set of these will be denoted

\[\text{Diff}((S, j, r, \nu), (S', j', r', \nu')).\]

An automorphism of \((S, j, r, \nu)\) is an isomorphism of this marked nodal Riemann surface to itself. The group of automorphisms of \((S, j, r, \nu)\) will be denoted by \(\text{Aut}(S, j, r, \nu)\).

3. A marked nodal Riemann surface is called stable, if \(\text{Aut}(S, j, r, \nu)\) is finite. This is the case iff every component of \(S\) of genus zero contains at least three special points and every component of \(S\) of genus one contains at least one special point.

The signature of a stable marked nodal Riemann surface is called a stable signature.

4. For \(g, n \in \mathbb{N}_0\) with \(n > 2(1 - g)\), as a set, the Deligne-Mumford moduli space (of type \((g, n)\)) \(\overline{M}_{g,n}\) is the set of isomorphism classes of stable marked nodal Riemann surfaces of type \((g, n)\).
Remark 2.2. That $\overline{M}_{g,n}$ indeed is a set is shown by picking, for every isomorphism class of stable signature of type $(g,n)$, a marked nodal surface of this signature. There are only finitely many choices of isomorphism classes of stable signatures of fixed type. For each such choice one then considers isomorphism classes of complex structures on a fixed surface, which, as sections of a bundle, form a set.

The above only defines $\overline{M}_{g,n}$ as a set, so next a description of the smooth (or holomorphic) structure is required. One way to define such a structure is by describing holomorphic functions from complex manifolds into $\overline{M}_{g,n}$. Because $\overline{M}_{g,n}$ is supposed to serve as a kind of moduli space for marked nodal Riemann surfaces, a holomorphic map into $\overline{M}_{g,n}$ should correspond to holomorphic families of marked nodal Riemann surfaces, where by family of marked nodal Riemann surfaces, the following is meant:

Definition 2.3. 1. A marked nodal family of Riemann surfaces is a pair $(\pi : \Sigma \to B, R_\pi)$, where $\Sigma$ and $B$ are complex manifolds with $\dim_{\mathbb{C}}(\Sigma) = \dim_{\mathbb{C}}(B) + 1$, $\pi : \Sigma \to B$ is a proper holomorphic map and $R_\pi = (R_1, \ldots, R_n)$ is a sequence of pairwise disjoint complex submanifolds of $\Sigma$ s.t. the following hold: For every $z \in \Sigma$, there exist holomorphic coordinates $(t_0, \ldots, t_s)$, $s := \dim_{\mathbb{C}}(B) = \dim_{\mathbb{C}}(\Sigma - 1)$, around $z$ in $\Sigma$ and $(v_1, \ldots, v_s)$ around $\pi(z)$ in $B$, mapping $z$ to $0 \in \mathbb{C}^{s+1}$ and $\pi(z)$ to $0 \in \mathbb{C}^s$, respectively, s.t. in these coordinates, $\pi$ is given by either

$$(t_0, \ldots, t_s) \mapsto (t_1, \ldots, t_s) \quad (2)$$

or

$$(t_0, \ldots, t_s) \mapsto (t_0t_1, t_2, \ldots, t_s). \quad (3)$$

In the first case, $p$ is called a regular point, in the second case, $p$ is called a node of nodal point.

Furthermore, for each $i = 1, \ldots, n$, $\pi_{|R_i} : R_i \to B$ is assumed to be a diffeomorphism. Each $R_i$ hence defines a section of $\pi : \Sigma \to B$, with which it will usually be identified.

2. A desingularisation of a fibre $(\Sigma_b, R_{\pi,b})$, for $b \in B$ and $R_{\pi,b} := R_{\pi} \cap \Sigma_b$, of a marked nodal family of Riemann surfaces $(\pi : \Sigma \to B, R_\pi)$ is a marked nodal Riemann surface $(S, j, r_*, \nu)$ together with a surjective holomorphic immersion $i : S \to \Sigma_b \subseteq \Sigma$, that is an embedding from the complement of the nodal points on $S$ onto the complement of the nodes on $\Sigma_b$ and maps every pair of nodal points on $S$ corresponding to the same node to a node on $\Sigma_b$. Furthermore, if $R_\pi = (R_1, \ldots, R_n)$, then $r_* = (r_1, \ldots, r_n)$ and for each $i = 1, \ldots, n$, $i(r_i) = \Sigma_b \cap R_i$.

3. A morphism between marked nodal families of Riemann surfaces $(\pi : \Sigma \to B, R_\pi)$ and $(\pi' : \Sigma' \to B', R_{\pi'})$ is a pair of holomorphic maps $\phi : B \to B'$ and $\Phi : \Sigma \to \Sigma'$ s.t. $\pi' \circ \Phi = \phi \circ \pi : \Sigma \to B'$. Furthermore, for every $b \in B$, if $(S, j, r_*, \nu)$ is a marked nodal Riemann surface and $i : S \to \Sigma_b$ is a desingularisation of the fibre of $\Sigma$ over $b$, then $\Phi \circ i : S \to \Sigma'_{\phi(b)}$ is a desingularisation of the fibre of $\Sigma'$ over $\phi(b)$.

4. The signature of a fibre $(\Sigma_b, R_{\pi,b})$, for $b \in B$, of a marked nodal family of Riemann surfaces $(\pi : \Sigma \to B, R_\pi)$ is the (isomorphism class of the) signature of a desingularisation of $(\Sigma_b, R_{\pi,b})$.

$(\Sigma_b, R_{\pi,b})$ is said to be stable (of type $(g,n)$), if a desingularisation of $(\Sigma_b, R_{\pi,b})$
is stable (of type $(g,n)$).

$(\pi : \Sigma \rightarrow b, R_*)$ is called stable (of type $(g,n)$), if every fibre is stable (of type $(g,n)$).

The above is well-defined by Lemma 4.3 in [RS06], i.e. every fibre of a marked nodal family of Riemann surfaces has a desingularisation and for any two desingularisations of the same fibre, there is a unique isomorphism of the marked nodal Riemann surfaces that commutes with the maps to the fibre.

Hence every stable marked nodal family of Riemann surfaces of type $(g,n)$ comes with a well-defined map to $\overline{M}_{g,n}$, mapping a point in the base to the isomorphism class of a marked nodal Riemann surface of a desingularisation of the fibre over the point. The requirement that the maps obtained in this way are smooth then gives a criterion by which one can define a topology on $\overline{M}_{g,n}$, namely the finest one s.t. all the maps of this form are continuous. This abstract way of defining the topology does not provide a way to deal with the usual questions of topology like the verification of the Hausdorff property, 2nd-countability and compactness. To deal with these, one singles out a special type of stable marked nodal family that serve as charts for an orbifold structure on $\overline{M}_{g,n}$ and define the topology as well:

**Definition 2.4.** Let $(S,j,r_*,\nu)$ be a stable marked nodal Riemann surface of type $(g,n)$. A (nodal) unfolding of $(S,j,r_*,\nu)$ is a stable marked nodal family of Riemann surfaces of type $(g,n)$ $(\pi : \Sigma \rightarrow B, R_*)$ together with a point $b \in B$ and a desingularisation $i : S \rightarrow \Sigma_b \subseteq \Sigma$ of the fibre over $b$.

The unfolding is called universal, iff for every other nodal unfolding $(\pi' : \Sigma' \rightarrow B', R'_*)$, $b' \in B'$, $i' : S \rightarrow \Sigma'_b$, there exists a unique germ of a morphism $(\Phi, \phi) : (\pi : \Sigma \rightarrow B, R_*) \rightarrow (\pi' : \Sigma' \rightarrow B', R'_*)$ s.t. $\phi(b) = b'$ and $\Phi \circ i = i'$.

Some of the main theorems from [RS06] can now be summed up as follows:

**Theorem 2.1.**

1. A marked nodal Riemann surface admits a universal unfolding iff it is stable.

2. If $(\pi : \Sigma \rightarrow B, R_*)$, $b \in B$, $i : S \rightarrow \Sigma_b$ is a universal nodal unfolding of the marked nodal Riemann surface $(S,j,r_*,\nu)$, then there exists a neighbourhood $U \subseteq B$ of $b$ s.t. it is a universal unfolding of every desingularisation of every fibre $\Sigma_{b'}$ for $b' \in U$.

**Definition 2.5.** A local universal marked nodal family of Riemann surfaces of type $(g,n)$ is a stable marked nodal family of Riemann surfaces $(\pi : \Sigma \rightarrow B, R_*)$ of type $(g,n)$ with the property that for every $b \in B$ and every desingularisation $i : S \rightarrow \Sigma_b$ of $\Sigma_b$ by a stable marked nodal Riemann surface $(S,j,r_*,\nu)$ of type $(g,n)$, $(\pi : \Sigma \rightarrow B, R_*)$, $b,i : S \rightarrow \Sigma_b$ is a universal unfolding of $(S,j,r_*,\nu)$.

If the canonical map $B \rightarrow \overline{M}_{g,n}$ is surjective, then it is called a universal marked nodal family of Riemann surfaces of type $(g,n)$.

A further important result about universal unfoldings, apart from the existence result above and uniqueness result built into the definition is that one can actually give a fairly explicit construction for them. The relevant results can be found in the proof of Theorem 5.6 in [RS06], which comes in two parts, in Section 8 in the proof of Theorem 8.9 for the case of a marked Riemann surface without nodes and in Section 12 in the presence of nodes:

**Construction 2.1.**

1. For a marked (nodal) Riemann surface $(S,j,r_*,\emptyset)$ of type $(g,n)$ with $S$ connected and $g \geq 2$, one can choose $(\pi : \Sigma \rightarrow B, R_*)$, $b \in B$, $i : S \rightarrow \Sigma_b$ in the following way:
2. For a marked (nodal) Riemann surface \((S,j,r)\) of type \((0,n)\) with \(S\) connected and \(n \geq 1\), one can choose \((\pi: \Sigma \to B, R_\ast), b \in B, i: \Sigma \to \Sigma_b\) in the following way:

- \(B = \mathbb{D} \times \mathbb{D}^{n-1} \cong \mathbb{D}^{3(g-1)+n};\)
- \(b = \{0, 0\};\)
- \(\Sigma = B \times S;\)
- The complex structure on \(\Sigma\) is of the form \(T(b, i)\Sigma = T_bB \times T_iS \ni (X, \xi) \mapsto (IX, j(b_0)\xi),\) for \(b = (b_0, (b_1, \ldots, b_n)) \in B = \mathbb{D}^{3(g-1)} \times \mathbb{D}^n,\) where \(i\) is the standard complex structure on \(D \times \mathbb{D}^{n-1}\) and \(j: \mathbb{D}^{3(g-1)} \to \bar{\jmath}(S)\) is a holomorphic map to the set of complex structures on \(S\) with \(j(0) = j.\)
- The markings are of the form \(R_i(b) = (b, i_1(b_0)),\) for \(b = (b_0, (b_1, \ldots, b_n)) \in B = \mathbb{D} \times \mathbb{D}^{n-1},\) where \(i_1(b_0, 0) = r_i\) and for every \(b_0 \in \mathbb{D},\) the \(i_1(b_0, \cdot): \mathbb{D} \to S\) are \(j(b_0)\)-holomorphic embeddings with pairwise disjoint images that do not contain \(r_1\) in their closures.

3. For a marked (nodal) Riemann surface \((S,j,r,\emptyset)\) of type \((0,n)\) with \(S\) connected and \(n \geq 3\), one can choose \((\pi: \Sigma \to B, R_\ast), b \in B, i: \Sigma \to \Sigma_b\) in the following way:

- \(B = \mathbb{D}^{n-3} \cong \mathbb{D}^{3(g-1)+n};\)
- \(b = \{0\};\)
- \(\Sigma = B \times S;\)
- The complex structure on \(\Sigma\) is the product of the standard complex structure on \(\mathbb{D}^{n-3}\) and \(j.\)
- The markings are of the form \(R_i(b) = (b, r_i)\) for \(i = 1, 2, 3\) and for \(i = 4, \ldots, n, R_i(b) = (b, i_1(b_0)),\) for \(b = (b_0, (b_1, \ldots, b_n)) \in B = \mathbb{D}^{n-3},\) where \(i_1(b_0, 0) = r_i\) and the \(i_1: \mathbb{D} \to S\) are \(j\)-holomorphic embeddings with pairwise disjoint images that do not contain \(r_1, r_2, r_3\) in their closures.

4. In the general case \((S,j,r,\nu)\), choose a numbering \(\nu = \{\{n_1, n_1^2\}, \ldots, \{n_p, n_p^2\}\}\) and consider the marked Riemann surface (without nodes) \((S, j, (r_1, n_1^2, n_1^2), \emptyset)\) where all the nodes have been replaced by marked points. Denote by \(\{S_i\}_{i \in I}\) the connected components of \(S\) and by \(g_i\) their genera. Then for every \(i \in I, (S_i, j|_{S_i}(r_i, n_i^1, n_i^2))\) is a marked Riemann surface of one of the types above, where \(r_i^1\) consists of those \(r_j\) with \(r_j \in S_i\) and analogously for \(n_i^1, n_i^2, n_i^2.\)

Let \((n_i: \Sigma_i \to B_i, (R_i, N_{i,1}^2, N_{i,2}^2)), 0 \in B_i, i: S_i \to \Sigma_0\) be the corresponding universal unfolding from above. If \(n_i := |r_i^1|, d_i^1 := |n_i^1|, d_i^2 := |n_i^2|,\)
The existence and explicit construction of the universal unfoldings above is useful:

1. Let $\pi: \Sigma \to B$ be the unfolding of a marked nodal Riemann surface $(S, j, r_s, v)$ with $d$ nodes from case $\text{(c)}$ above. Then $B$ is of the form $B = B_0 \times \mathbb{D}^d$, so has coordinates $(b_0, z_1, \ldots, z_d)$ and is stratified by the following locally closed submanifolds: Let $N \subseteq \{1, \ldots, d\}$ be a subset. Then one can look at the subset $B^N := \{(b_0, z_1, \ldots, z_d) \in B \mid z_i = 0 \text{ for } i \in N\}$. These are precisely the subsets for which all $\Sigma_b, b \in B^N$, have the same signature. Since the signatures of the fibres are preserved under morphisms of nodal families, these stratifications of the universal unfoldings of all stable marked nodal Riemann surfaces of type $(g, n)$ induces a stratification of $\overline{M}_{g,n}$, called the stratification by signature.

Also, if $(\pi: \Sigma \to B, R_\ast)$ is any local universal marked nodal family of Riemann surfaces of type $(g, n)$, it also carries an induced stratification by signature.

2. If $(\pi: \Sigma \to B, R_\ast)$ is a local universal marked nodal family of Riemann surfaces of type $(g, n)$, then over every stratum of the stratification by signature one has the following parametrised version of a desingularisation. Namely let $b \in B$ and let $(S, j, r_s, v), i : S \to \Sigma_b$ be desingularisation of $\Sigma_b$. Associated to this desingularisation is the universal unfolding from $\text{(c)}$ above, which defines a smooth (trivial) fibre bundle $\hat{\pi} : \hat{\Sigma} \to C$, where $C = C_0 \times \mathbb{D}^d$, $d$ being the number of nodes on $\Sigma_b$. Making $B$ small enough, this comes with a unique pair of maps $\hat{\phi} : C \to B$ and $\hat{\Phi} : \hat{\Sigma} \to \Sigma$. If $\hat{\Sigma}/\sim$ is the quotient that defines the universal unfolding as in $\text{(c)}$ above, then there is a unique morphism $(\Phi, \hat{\phi})$ from $\hat{\Sigma}/\sim$ to $\Sigma$ s.t. $\hat{\phi}$ maps $(0, 0) \in B_0 \times \mathbb{D}^d$ to $b \in B$ and one can define $\Phi$ as the composition of $\Phi'$ with the projection from $\Sigma$ to $\hat{\Sigma}/\sim$. Then $C' := C_0 \times \{0\} \subseteq C$ is precisely the part of $C$ that gets mapped to.
the stratum \( B' \) of the stratification by signature on \( B \) that corresponds to the signature of \((S, j, r_*, \nu)\). Also, the restriction \( S := \Sigma_{[c]} \) is a holomorphic family \( \rho : S \to C' \) of smooth Riemann surfaces, with a complex structure \( j \) on \( S \), that comes with \( n \) sections \( R_* \) corresponding to the markings on \( S \) and \( d \) pairs of section \( N_1^c, N_2^c \) corresponding to the nodes. Furthermore, it comes with canonical maps \( i : C' \to B \) and \( \iota : S \to \Sigma \) that have the property that for every \( c \in C' \), \((S_c, j_c, R_{a,c}, \{\{N_1^c, N_2^c\}\}_{i=1}^d)\) together with \( i_c : S \to \Sigma_{i(c)} \) is a desingularisation of \( \Sigma_{i(c)} \). By the universal properties of a universal unfolding and local universal marked nodal family, one can do this for every \( b \in B' \), and the resulting (trivial) fibre bundles as above patch together to a fibre bundle over \( \rho : S \to B' \) with fibres smooth Riemann surfaces and that comes with \( n \) sections \( R_* \). Furthermore, the \( N_1^c, N_2^c \) define a discrete subbundle \( \hat{N} \subseteq S \) with structure group \( S(d, 2) \) defined to be the subgroup of permutations of a set \((n_1^1, n_2^1, \ldots, n_1^d, n_2^d)\), generated by the permutations in the lower indices, \((n_1^1, n_2^1, \ldots, n_1^d, n_2^d) \mapsto (n_{\sigma(1)}^1, n_{\sigma(1)}^1, \ldots, n_{\sigma(d)}^1, n_{\sigma(d)}^1)\) for \( \sigma \in S(d) \) and switching a pair of upper indices, \((n_1^1, n_2^1, \ldots, n_1^d, n_2^d) \mapsto (n_1^1, n_2^1, \ldots, n_2^{\tau(1)}, n_1^{\tau(d)}, \ldots, n_3^1, n_2^d)\) for \( \tau \in S(2) \). So \( (\rho : S \to C', R_*, \hat{N}) \)

is a triple consisting of a smooth fibre bundle with fibre \( S \) and structure group \( \text{Aut}(S, r_*, \nu) \), an \( n \)-tuple of sections of \( S \) and a discrete subbundle with fibre a \( d \)-tuple of pairs of points and structure group \( S(d, 2) \).

**Definition 2.6.** A (parametrised) desingularisation of a marked nodal family of Riemann surfaces is a tuple \((\rho : S \to C', R^*, \hat{N}, \iota, i)\), where \( \rho : S \to C' \) is a smooth fibre bundle equipped with a smooth family of complex structures \( j \). \( R^* = (R_1, \ldots, R_n) \) is an \( n \)-tuple of sections of \( \rho : S \to C' \), \( N \subseteq S \) is a \( S(d, 2) \)-subbundle and \( i : C' \to B \) is an embedding of \( C' \) as a locally closed submanifold of \( B \). Furthermore, for every \( b \in C' \), \((S_b, j_b, R_*(b), N_b, \iota(b), i_b : \hat{S}_b \to \Sigma_{i(b)}) \) is a desingularisation in the original sense.

3. It allows to single out “especially nice” maps to \( \overline{M}_{g,n} \) that come from nodal families. The most desirable case here would be the (local) universal marked nodal families. Unfortunately, for the definition of invariants, one would like for the base of the (universal) family of marked nodal Riemann surfaces to be compact, which in general is not possible. The next best kind of maps are the following: Let \( \pi : \Sigma \to B \) be a nodal family, \( b \in B \) and let \((S, j, r_*, \nu), \kappa : S \to \Sigma_b \) be a desingularisation of \( \Sigma_b \). Associated to \((S, j, r_*, \nu)\) is a universal unfolding \((\hat{\pi} : \Sigma \to B, R_*), b = (0, 0) \in B, \hat{i} : S \to \Sigma_b \), where \( \hat{B} = \mathbb{D}^{3(g-1)+n-d} \times \mathbb{D}^d \) and \( d \) is the number of nodes on \( \Sigma_b \). By the universal property there then exists a neighbourhood \( U \subseteq B \) of \( b \) and a morphism \( \hat{\pi} \)

in each fibre \( \Sigma_{i(b)} \), \( b \) an automorphism of \( \Sigma_{i(b)} \) that comes from \( \pi \). One can then pose on the nodal family \( \pi : \Sigma \to B \) is that \( \text{dim}_{C}(B) = 3(g-1) + n \) and that around every point \( b \in B \) one can choose the coordinate system as above s. t. in these
coordinates $\phi$ is given by the map
\[
\mathbb{D}^{3(g-1)+n} \rightarrow \mathbb{D}^{3(g-1)+n-d} \times \mathbb{D}^{d}
\]
\[
(z_1, \ldots, z_{3(g-1)+n}) \mapsto ( (z_1, \ldots, z_{3(g-1)+n-d}), (z_1^{l_1}, \ldots, z_1^{l_d}, \ldots, z_{3(g-1)+n}) )
\]
for some constants $l_1, \ldots, l_d \in \mathbb{N}^d$ (depending on $b \in B$), or in other words a branched covering that branches exactly over the strata of the stratification by signature.

**Definition 2.7.** A marked nodal family of Riemann surfaces of type $(g, n)$ with the properties above is called an orbifold branched covering of $\overline{M}_{g,n}$ that branches over the Deligne-Mumford boundary.

This implies that on $B$ there also is a well-defined stratification by signature, where each stratum is a locally closed submanifold of complex codimension given by the number of nodes of a surface of that signature (i.e. the number of edges of the graph). If $\phi$, $U$ and $B$ are as above, then the restriction of $\phi$ to every stratum of the stratification by signature on $U$ is a (non-branched) covering of the corresponding stratum on $B$. Also, one can pull back the parametrised desingularisations from $\overline{M}_{g,n}$ above over the strata on each $B$ to the strata on $B$ to get over each such stratum $B_i$, a parametrised desingularisation $(\rho : \tilde{S} \to B_i, \tilde{R}_i, \tilde{N})$.

4. Last, one can examine the interactions between universal families of type $(g, n)$, where $g$ is fixed, but for different values of $n$, in these local models. In the genus $g = 0$ case, it is well known that $\overline{M}_{0,n}$ is a closed complex manifold itself (follows from the results in [RS06] because a stable sphere carries no nontrivial automorphisms) and there is a well-defined smooth map $\overline{M}_{0,n+1} \to \overline{M}_{0,n}$ that is defined by forgetting the $(n + 1)$st marked point and stabilising. Furthermore, this map $\overline{M}_{0,n+1} \to \overline{M}_{0,n}$ defines a universal marked nodal family, see [RS06], Example 6.7.

In the higher genus case, the situation is built around the following model: Let $(S, j, r_\ast, \nu)$ and $(\tilde{S}, \tilde{j}, \tilde{r}_\ast, \tilde{\nu})$ be stable marked nodal Riemann surfaces of types $(g, n)$ and $(g, n+1)$, respectively. $(S, j, r_\ast, \nu)$ is said to be obtained from $(\tilde{S}, \tilde{j}, \tilde{r}_\ast, \tilde{\nu})$ by forgetting the last marked point and stabilising, if the following holds: Let $\tilde{S}_i$ be the connected component of $\tilde{S}$ with $\tilde{r}_{n+1} \in \tilde{S}_i$. One has to distinguish three cases:

(a) If $\tilde{S}_i$ together with the special points on it other than $\tilde{r}_{n+1}$ is still stable, then define $S' := \tilde{S}$, $j' := \tilde{j}$, $\tilde{r}'_\ast := (\tilde{r}_1, \ldots, \tilde{r}_n)$ and $\tilde{\nu}' := \tilde{\nu}$.

Otherwise, define $\tilde{S}' := \tilde{S} \setminus \tilde{S}_i$ and $j' := \tilde{j}|_{\tilde{S}'}$. $\tilde{S}_i$ then is a sphere with three special points, for if the genus of $\tilde{S}_i$ is $\geq 2$, then it is stable without any special points and if the genus is 1, then because $(g, n)$ is also a stable type, i.e. $n \geq 1$, and $\tilde{S}$ is connected, $\tilde{S}_i$ either contains a marked point other than $\tilde{r}_{n+1}$ (if $\tilde{S} = \tilde{S}_i$ is connected) or a nodal point. The other two special points apart from $\tilde{r}_{n+1}$ then are either a nodal point and another marked point or two nodal points.

(b) In the first case, let $\tilde{r}_1$ be the second marked point on $\tilde{S}_i$ and let $\tilde{n}_d^2$ be the nodal point on $\tilde{S}_i$. Define $\tilde{r}'_\ast = (\tilde{r}_1, \ldots, \tilde{n}_d^2, \ldots, \tilde{r}_n)$, where $\tilde{n}_d^2$ replaces $\tilde{r}_1$, and $\tilde{\nu}' := \{ \{ \tilde{n}_1^1, \tilde{n}_1^2 \}, \ldots, \{ \tilde{n}_{d-1}^1, \tilde{n}_{d-1}^2 \} \}$.

(c) In the second case, the two nodal points cannot correspond to the same node, for that would imply by connectedness of $\tilde{S}$ that $\tilde{S} = \tilde{S}_i$, so $g = 1$ and there would be at least two marked points. So assume
\[ \tilde{\nu} = \{ \{ n_1, \tilde{n}_1^2 \}, \ldots, \{ n_d, \tilde{n}_d^2 \} \} \] and that the two nodal points on \( \tilde{S} \) are \( \tilde{n}_{d-1}^2 \) and \( \tilde{n}_d^2 \). Define \( \tilde{r}^* := (\tilde{r}_1, \ldots, \tilde{r}_n) \) and
\[ \tilde{\nu}' := \{ \{ n_1, \tilde{n}_1^2 \}, \ldots, \{ n_{d-2}, \tilde{n}_{d-2}^2 \}, \{ \tilde{n}_{d-1}, \tilde{n}_d^2 \} \}. \]

In all of these cases, \((\tilde{S}', j', \tilde{r}', \tilde{\nu}')\) is a stable marked nodal surface of type \((g, n)\). If \((\tilde{S}', j', \tilde{r}', \tilde{\nu}')\) and \((\tilde{S}, j, \tilde{r}, \tilde{\nu})\) are isomorphic, then the latter is said to be obtained from the former by forgetting the last marked point and stabilising.

Furthermore, the choice of such an isomorphism defines a (open and closed) holomorphic embedding of \( S \) into \( \tilde{S} \) that maps special points to special points (but may map a marked point to a nodal point). Also, this inclusion defines an injection of \( \text{Aut}(\tilde{S}, j, \tilde{r}, \tilde{\nu}) \) into \( \text{Aut}(S, j, r, \nu) \) (because the automorphism group of a sphere with three special points is trivial). More precisely, there is a one-to-one correspondence between points on \( S \) that are not nodal points or pairs of nodal points corresponding to the same node and stable marked nodal surfaces \((\tilde{S}, j, \tilde{r}, \tilde{\nu})\) of type \((g, n + 1)\) up to unique equivalence as above:

If \( z \in S \) is neither a marked point nor a nodal point, define \( \tilde{S} := S, \tilde{j} := j, \tilde{r}_i := r_i \) for \( i = 1, \ldots, n \), and \( r_{n+1} := z \) and \( \tilde{\nu} := \nu \). This corresponds to case (a) above, which conversely defines \( z := \tilde{r}_{n+1} \).

If \( z = r_{l+1} \in S \) for some \( l \in \{1, \ldots, n\} \), define \( \tilde{S} := S \cup S^2 \), where \( S^2 = \mathbb{C} \cup \{ \infty \} \), \( \tilde{j}|_{S} = j \) and \( \tilde{j}|_{S^2} \) is the standard complex structure, \( \tilde{r}_i := r_i \) for \( i = 1, \ldots, n \) with \( i \neq l \), \( \tilde{r}_l = \infty \in S^2 \), \( \tilde{r}_{n+1} := 1 \in S^2 \) and \( \tilde{\nu} := \nu \cup \{ (r_l, 0) \} \) (0 \( \in S^2 \)). This corresponds to case (b) above, which conversely defines \( z := \tilde{r}_l \).

If \( w.l.o.g. \nu = \{\{n_1, n_1^2\}, \ldots, \{n_{d-1}, n_{d-1}^2\}\} \) and \( z = \{n_{d-1}, n_{d-1}^2\} \), define \( \tilde{S} := S \cup S^2 \), \( \tilde{j}|_{S} = j \) and \( \tilde{j}|_{S^2} \) the standard complex structure, \( \tilde{r}_i := r_i \) for \( i = 1, \ldots, n \), and \( r_{n+1} := 1 \in S^2 \) and
\[ \tilde{\nu} := \{\{n_1, n_1^2\}, \ldots, \{n_{d-2}, n_{d-2}^2\}, \{n_{d-1}, 0\}, \{\infty, n_{d-1}^2\}\}. \]

This corresponds to case (c) above, which conversely defines \( z := \{\tilde{n}_{d-1}, \tilde{n}_d^2\} \).

Marked nodal families of Riemann surfaces of type \((g, n)\) that define an orbifold branched covering of \( \overline{M}_{g,n} \) that branches over the Deligne-Mumford boundary (hence in particular local universal marked nodal families) are a special case of a type of marked nodal family that is called regular in \( [\text{RS}06] \) (Definition 12.1) and for which the above construction of forgetting the last marked point and stabilising has a global generalisation.

**Definition 2.8.** Let \((\pi : \Sigma \to B, R_*)\) be a marked nodal family of Riemann surfaces. Let \( C \subseteq \Sigma \) be the submanifold of nodal points, which comes with the immersion \( \pi|_C : C \to B \). Given \( b \in B \), \((\pi : \Sigma \to B, R_*)\) is called regular at \( b \) if all self-intersections of \( \pi(C) \) in \( b \) are transverse in the following sense: Either \( b \notin \pi(C) \) or if \( b \in \pi(C) \), let \( C_b := C \cap \Sigma_b = \{n_1, \ldots, n_d\} \), a finite set of points. Then for all \( 1 \leq m \leq d, 1 \leq i_1 < \cdots < i_m \leq d \)
\[ \text{dimc}(\text{im}(\pi_{*n_{i_1}}) \cap \cdots \cap \text{im}(\pi_{*n_{i_m}})) = \text{dimc}(B) - m. \]

\((\pi : \Sigma \to B, R_*)\) is called regular if it is regular at all points \( b \in B \).

By definition of a marked nodal family of Riemann surfaces, in the notation of the previous definition and if \( b \in \pi(C) \), the following hold: For \( i = 1, \ldots, d \) there exist neighbourhoods \( U_i \subseteq \Sigma \) of the \( n_i \) not containing any of the marked points, neighbourhoods \( V_i \subseteq B \) of \( b \) and holomorphic maps \( x_i : U_i \to \mathbb{D}, z_i : V_i \to \mathbb{D} \)
obtained from a nodal coordinate system as in Equation \[3\] s. t. \((x_1, y_1) : U_i \to \mathbb{D}^2\) and \(z_i : V_i \to \mathbb{D}\) are submersions and \(z_i \circ \pi|_{U_i} = x_i y_i : U_i \to \mathbb{D}\). Also, \(C \cap U_i = (x_i, y_1)^{-1}(0,0)\), \(\pi_* : \ker((x_i, y_1)_*) \to \ker(z_*)\) is an isomorphism and \(\text{im}(\pi_*|_{U_i}) = \ker(z_*|_{U_i})\). Making the \(U_i\) and \(V_i\) smaller, one can assume that \(V_1 = \cdots = V_d =: V\).

The transversality condition above then states that the \(z_*, b : T_0B \to T_0\mathbb{D}\) are linearly independent. By the implicit function theorem, after possibly making \(V\) and the \(U_i\) smaller, one hence can find holomorphic functions \(t_1, \ldots, t_k : V \to \mathbb{D}\), \(k := \dim_C(B) - d\), s. t. \((z_1, \ldots, z_d, t_1, \ldots, t_k) : V \to \mathbb{D}^{\dim_C(B)}\) is a holomorphic coordinate system on \(B\) and s. t. \((z_1 \circ \pi|_{U_i}, \ldots, z_d \circ \pi|_{U_i}, x_i y_i, z_{i+1} \circ \pi|_{U_i}, \ldots, z_d \circ \pi|_{U_i} t_1 \circ \pi|_{U_i}, \ldots, t_k \circ \pi|_{U_i}) : U_i \to \mathbb{D}^{\dim_C(S)}\) is a holomorphic coordinate system on \(S\).

**Lemma 2.1.** Let \((\pi : \Sigma \to B, R_*)\) be a regular marked nodal family of Riemann surfaces of type \((g, n)\). Then there exists a regular marked nodal family of Riemann surfaces \((\tilde{\pi} : \tilde{\Sigma} \to \Sigma, \tilde{R}_*)\) of type \((g, n + 1)\) together with a holomorphic map \(\tilde{\pi} : \tilde{\Sigma} \to \Sigma\) with the following properties:

\[
\begin{array}{ccc}
\tilde{\Sigma} & \xrightarrow{\tilde{\pi}} & \Sigma \\
\downarrow \cong & \circ & \downarrow \pi \\
\Sigma & \xrightarrow{\pi} & B
\end{array}
\]

commutes. Also, let \((S, j, r_*, \nu), b \in B, i : S \to \Sigma\) be a desingularisation of \(\Sigma_b\) and let \((\tilde{S}, \tilde{j}, \tilde{r}_*, \tilde{\nu})\) be a stable marked nodal Riemann surface of type \((g, n + 1)\) s. t. \((S, j, r_*, \nu)\) is obtained from \((\tilde{S}, \tilde{j}, \tilde{r}_*, \tilde{\nu})\) by forgetting the last marked point and stabilising. Let \(\kappa : S \to \tilde{S}\) be the resulting embedding. Then there exists a unique \(z \in \Sigma_b\) and a unique \(\tilde{i} : \tilde{S} \to \tilde{\Sigma}_z \subseteq \tilde{\Sigma}\) s. t. \((\tilde{S}, \tilde{j}, \tilde{r}_*, \tilde{\nu}), z \in \Sigma, \tilde{i} : \tilde{S} \to \tilde{\Sigma}\) is a desingularisation and \(\tilde{\pi} \circ \tilde{i} \circ \kappa = i:\)

\[
\begin{array}{ccc}
\tilde{S} & \xrightarrow{\kappa} & \tilde{\Sigma} \\
\downarrow \tilde{i} & \circ & \downarrow \pi \\
S & \xrightarrow{i} & \Sigma
\end{array}
\]

The stratification by signature on \(\Sigma\) as base space of the marked nodal family \((\tilde{\pi} : \tilde{\Sigma} \to \Sigma, \tilde{R}_*)\) is given in the following way: For every stratum \(C \subseteq B\) of the stratification by signature on \(B\) consider the following subsets of \(\pi^{-1}(C)\): The complement of the markings and nodes in \(\pi^{-1}(C)\), for every marking \(R_t\) the subset \(R_t(C)\) and the connected components of the set of nodes in \(\pi^{-1}(C)\). In particular, the restriction of \(\pi\) to each of these is a submersion onto \(C\).

If \((\pi : \Sigma \to B, R_*)\) is a local universal family or defines an orbifold branched covering of \(\overline{M}_{g,n}\), then so does \((\tilde{\pi} : \tilde{\Sigma} \to \Sigma, \tilde{R}_*)\) (of \(\overline{M}_{g,n+1}\)).

**Proof.** Let \((\pi : \Sigma \to B, R_*)\) be as in the statement of the lemma. The goal is to show that for every \(z \in \Sigma\) there exists a neighbourhood \(U' \subseteq \Sigma\) of \(z\) that is the domain of a (nodal) coordinate system as in Definition \[2.3\] and is also the base of a marked nodal family of the type indicated in the statement of the lemma. I will only indicate the definitions of \(\Sigma, \tilde{\pi}, \tilde{\pi}\) and the \(\tilde{R}_t\), which are a variation of the constructions in the proof of Theorem 5.6 in [RS06]. The smooth structure on \(\Sigma\) is then also defined analogously to the smooth structures defined in that reference and the other properties of \(\tilde{\pi}\) follow from the remarks in [RS06] preceding Definition \[2.8\].

The statements about local universal families and orbifold branched coverings then
follow because applying the construction below to the explicit local models from Construction 2.1 produces again one of those local models.

If $z \in \Sigma_0$ is not one of the marked or nodal points, let $U' \subseteq \Sigma$ be a neighbourhood of $z$ disjoint from all the marked or nodal points and $s.t.$ $\pi|_{U'} : U' \to B$ is a holomorphic submersion onto $B$. Define $\Sigma|_{U'} := ((\pi|_{U'})^* \Sigma, \tilde{\pi}|_{\Sigma|_{U'}} : \Sigma|_{U'} \to U'$ is the canonical projection, $\tilde{R}_i := ((\pi|_{U'})^* R_i)$ for $i = 1, \ldots, n$ and $\tilde{R}_{n+1}(z') := \tilde{z}' \in \pi_{\Sigma(z')} = \tilde{\Sigma}_{z'}$. The restriction $\tilde{\pi}|_{\Sigma|_{U'}} : \Sigma|_{U'} \to \Sigma$ is given by the canonical map $(\pi|_{U'})^* \Sigma \to \Sigma$.

If $z = R_l(b)$ for some $l \in \{1, \ldots, n\}$, then there exists a neighbourhood $U' \subseteq \Sigma$ of $z$ that does not contain any nodal points or marked points aside from those of the form $R_l(b)$ for $b \in B$. Also, as in Construction 2.1[2], one can assume that there exists a holomorphic function $x' : U' \to \mathbb{D}$ s.t. $(\pi|_{U'}, x') : U' \to B \times \mathbb{D}$ is a holomorphic coordinate system on $U'$ and that $x'(\tilde{R}_l) = \emptyset$. Define $U := ((\pi|_{U'})^* U) \subseteq (\pi|_{U'})^* \Sigma$ and $x := x' \circ \Phi : U \to \mathbb{D}$, where $\Phi : U \to U'$ is the canonical bundle map covering $\pi|_{U'} : U' \to B$. Consider $V := U' \times \mathbb{D} \subseteq U' \times \mathbb{D}^2$ and the function $y : V \to \mathbb{D}$ given by projection onto the second factor. Let $q_1 : (\pi|_{U'})^* \Sigma \to U'$, $q_2 : U' \times \mathbb{D}^2 \to U'$ be the projections and let $K := \{ \xi \in U \mid |x'(\tilde{z})| \leq |x'(\xi)| \neq 0 \}$, $L := \{ \xi' \in V \mid |y(\xi')| \leq |x'(\xi)| \neq 0 \}$. Denoting $\tilde{\Sigma}_1 := (\pi|_{U'})^* \Sigma \setminus K$, $\tilde{\Sigma}_2 := (U' \times \mathbb{D}^2) \setminus L$ one can define $\tilde{\Sigma}|_{U'} := \tilde{\Sigma}_1 \cup \tilde{\Sigma}_2$, where the equivalence relation is defined as in Construction 2.1[2]. Namely $\xi \sim \xi'$ for $\xi \in U$, $\xi' \in V$ with $q_1(\xi) = q_1(\xi')$ and either $x'(\xi) = x'(\xi')$ or $x'(\xi) = y(\xi')$ and $x'(\xi) = x'(\xi') = 0$. The projection $\tilde{\pi}|_{\Sigma|_{U'}} : \Sigma|_{U'} \to U'$ is then induced by the map $q_1|_{U'} : \tilde{\Sigma}_1 \cup \tilde{\Sigma}_2 \to U'$.

The markings $\tilde{R}_i$ for $i \in \{1, \ldots, n\} \setminus \{l\}$ are defined by $\tilde{R}_i := (\pi|_{U'})^* R_i \subseteq (\pi|_{U'})^* \Sigma \setminus U \subseteq \tilde{\Sigma}|_{U'}$. $\tilde{R}_l := U' \times \{ \infty \} \subseteq U' \times \mathbb{D}^2 \setminus V \subseteq \tilde{\Sigma}|_{U'}$ and $\tilde{R}_{n+1} := U' \times \{ 1 \} \subseteq U' \times \mathbb{D}^2 \setminus V \subseteq \tilde{\Sigma}|_{U'}$.

The restriction $\tilde{\pi}|_{\Sigma|_{U'}} : \Sigma|_{U'} \to \Sigma$ is given as follows: On $(\pi|_{U'})^* \Sigma \setminus U$, $\tilde{\pi}|_{\Sigma|_{U'}}$ is given by the canonical morphism $(\pi|_{U'})^* \Sigma \to \Sigma$. To define $\tilde{\pi}|_{\Sigma|_{U'}}$ on the remaining part of $\tilde{\Sigma}|_{U'}$, let $\zeta \in U'$. If $x'(\zeta) = 0$, $\tilde{\zeta}$ is the union of $\Sigma_{\pi(\zeta)}$ with $S^2$, with $R_l(\pi(\zeta)) \in \Sigma_{\pi(\zeta)}$ and $0 \in S^2$ identified. Let $\tilde{\pi}|_{\Sigma_{\pi(\zeta)}}$ be the identity on $\Sigma_{\pi(\zeta)}$ and on $S^2$ the constant map to $R_l(\pi(\zeta))$. If $x'(\zeta) \neq 0$, $\tilde{\zeta}$ is given by the union of $\Sigma_{\pi(\zeta)} \setminus \{ \zeta' \in \Sigma_{\pi(\zeta)} \mid |x'(\zeta')| \leq |x'(\zeta)| \}$ with $S^2 \setminus \{ \zeta' \in S^2 \mid |\zeta'| \leq |x'(\zeta)| \}$, where $w \in \mathbb{D}$, $\{ \zeta' \in S^2 \mid |\zeta'| \leq |x'(\zeta)| \}$ is identified with $(x'(U'_{\pi(\zeta)}))^{-1}(\frac{x'(\zeta)}{w})$, where $U'_{\pi(\zeta)} := U' \cap \Sigma_{\pi(\zeta)}$. Let $\tilde{\pi}|_{\Sigma|_{U'}}$ be the identity on $\Sigma_{\pi(\zeta)} \setminus \{ \zeta' \in \Sigma_{\pi(\zeta)} \mid |x'(\zeta')| \leq |x'(\zeta)| \}$ and on $S^2 \setminus \{ \zeta' \in S^2 \mid |\zeta'| \leq |x'(\zeta)| \}$ be given by the map $w \mapsto (x'(U'_{\pi(\zeta)}))^{-1}(\frac{x'(\zeta)}{w})$. This is then a well-defined holomorphic diffeomorphism that maps $\infty \in S^2$ to $(x'(U'_{\pi(\zeta)}))^{-1}(0) = R_l(\pi(\zeta))$ and $1 \in S^2$ to $(x'(U'_{\pi(\zeta)}))^{-1}(x'(\zeta)) = \{ \zeta \}$.

Finally, for $z$ one of the nodes, let the notation be as in the remark just before the statement of the lemma and assume w.l.o.g. that $z = n_1$. Denote $U' := U_1$, $(x, y) := (x_1, y_1) : U' \to \mathbb{D}^2$, $z' := z_1 : V \to \mathbb{D}$. Let $C_i := C \cap U_i$, $C' := C_1$. Note that $(\pi|_{U'})^* (\Sigma \setminus C')$ is a well-defined complex manifold and the projection onto $U'$ at every point is either a holomorphic submersion or has a neighbourhood that is the domain of nodal coordinates as in [3] i.e. $(\pi|_{U'})^* (\Sigma \setminus C') \to U'$ satisfies the definition of a marked nodal family of Riemann surfaces, apart from the properness condition and the fibres are punctured marked nodal surfaces instead of marked nodal surfaces. This is clear away from the subsets $(\pi|_{U'})^* C_i$, for the projection $\pi$ is a submersion away from the nodes. In a neighbourhood of one of the $(\pi|_{U'})^* C_i$ for $i \geq 2$, $i = 2$, say, w.r.t. the coordinates described before the statement of the lemma, an explicit description of $(\pi|_{U'})^* (\Sigma \setminus C') \to U'$ is the following: $\pi|_{U'} : U' \to V$.
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in coordinates is the map \( f_1 : \mathbb{D}^{k+1} \to \mathbb{D}^k, (x, y, z_2, \ldots, z_k) \mapsto (xy, z_2, \ldots, z_k) \),
\( k := \text{dim}_C(B) \), whereas \( \pi_{\{z_2\}} : U_2 \to V \) in coordinates is the map \( f_2 : \mathbb{D}^{k+1} \to \mathbb{D}^k, (z_1, x_2, y_2, z_3, \ldots, z_k) \mapsto (z_1, x_2 y_2, z_3, \ldots, z_k) \). The pullback of the latter by the \( x \) hence explicitly is given by the map with domain
\[
\{(w_1, w_2) \in \mathbb{D}^{k+1} \times \mathbb{D}^{k+1} \mid f_1(w_1) = f_2(w_2)\}
\]
= \( \{(x, y, x_2 y_2, z_3, \ldots, z_k), (xy, x_2, y_2, z_3, \ldots, z_k) \} \in \mathbb{D}^{k+1} \times \mathbb{D}^{k+1} \mid \)
\[
(x, y, x_2 y_2, z_3, \ldots, z_k) \in \mathbb{D}^{k+2} \cong \mathbb{D}^{k+2}
\]
and projection given by \( (x, y, x_2 y_2, z_3, \ldots, z_k) \mapsto (x, y, x_2 y_2, z_3, \ldots, z_k) \). Now to turn \( (\pi_{\{z_2\}})'(\Sigma \setminus C') \) into a marked nodal family, work in the local coordinates as before and consider the subset
\[
K := \{(\zeta, \zeta') \in U' \times S^2 \mid x(\zeta) \neq 0, |z'| \leq |x(\zeta)|\}
\]
∪ \( \{(\zeta, \zeta') \in U' \times S^2 \mid y(\zeta) \neq 0, |z'| \geq \frac{1}{|y(\zeta)|}\}\)
of \( U' \times S^2 \). Then \( \tilde{\Sigma}|_{U'} := (\pi_{\{z_2\}})'(\Sigma \setminus C') \Pi (U' \times S^2 \setminus K)/\sim \), where the equivalence relation is defined as follows:
If \( \zeta \in U' \) has coordinates \((x(\zeta), y(\zeta), z_1(\zeta), \ldots, z_k(\zeta))\) with \( x(\zeta) \neq 0, y(\zeta) \neq 0 \), then \( \zeta' \in \{\zeta\} \times S^2 \setminus K \) is identified with the point on \((\pi_{\{z_2\}})'(\Sigma \setminus C')\zeta) = \Sigma_{\pi(\zeta)} \setminus C'\) with coordinates \((x, y, z_1(\zeta), \ldots, z_k(\zeta))\).
If \( \zeta \in U' \) has coordinates \((x(\zeta), y(\zeta), z_1(\zeta), \ldots, z_k(\zeta))\) with \( x(\zeta) = 0, y(\zeta) \neq 0 \), then \( \zeta' \in \{\zeta\} \times S^2 \setminus K \) with \( z' \neq 0 \) is identified with the point on \((\pi_{\{z_2\}})'(\Sigma \setminus C')\zeta) = \Sigma_{\pi(\zeta)} \setminus C'\) with coordinates \((0, y, z_1(\zeta), \ldots, z_k(\zeta))\).
Analogously, if \( \zeta \in U' \) has coordinates \((x(\zeta), y(\zeta), z_1(\zeta), \ldots, z_k(\zeta))\) with \( x(\zeta) \neq 0, y(\zeta) = 0 \), then \( \zeta' \in \{\zeta\} \times S^2 \setminus K \) with \( z' \neq \infty \) is identified with the point on \((\pi_{\{z_2\}})'(\Sigma \setminus C')\zeta) = \Sigma_{\pi(\zeta)} \setminus C'\) with coordinates \((x, 0, z_1(\zeta), \ldots, z_k(\zeta))\).
Finally, if \( \zeta \in U' \) has coordinates \((0, 0, z_1(\zeta), \ldots, z_k(\zeta))\), then no identification takes place.
The projection \( \tilde{\pi}|_{\tilde{\Sigma}|_{U'}} : \tilde{\Sigma}|_{U'} \to U' \) is induced by the projections \( (\pi_{\{z_2\}})'(\Sigma \setminus C') \to U' \) and \( U' \times S^2 \to U' \).
The markings \( \tilde{R}_i \) for \( i = 1, \ldots, n \) are given by the images of the pullbacks \( (\pi_{\{z_2\}})'R_i \) under the projection to the quotient \( \tilde{\Sigma}|_{U'} \) and \( \tilde{R}_{n+1} \) is the image of \( U' \times \{1\} \) under the projection to \( \tilde{\Sigma}|_{U'} \).
The restriction \( \tilde{\pi}|_{\tilde{\Sigma}|_{U'}} : \tilde{\Sigma}|_{U'} \to \Sigma \) to the image of \( (\pi_{\{z_2\}})'(\Sigma \setminus C') \) is given by the canonical map to \( \Sigma \). This covers all of \( \tilde{\Sigma}|_{U'} \) apart from the points \( \{(\zeta, 0) \in U' \times S^2 \mid x(\zeta) = 0\} \), \( \{(\zeta, \infty) \in U' \times S^2 \mid y(\zeta) = 0\} \) and \( \{(\zeta, \zeta') \in U' \times S^2 \mid x(\zeta) = y(\zeta) = 0\} \). Each such point \((\zeta, \zeta')\) is mapped to the point \( \Sigma_{\pi(\zeta)} \cap C' \) in \( \pi_{\{z_2\}} \zeta \).
Note that by construction, under \( \pi|_{\tilde{\Sigma}|_{U'}} \), the point corresponding to \((\zeta, 1) \in U' \times S^2 \), i.e., \( \tilde{R}_{n+1} \zeta \) is mapped to \( \zeta \).

The important thing here is the following: In the notation from before, locally the projection in a neighbourhood of the first node looks like the map \( f_1 : \mathbb{D}^{k+1} \to \mathbb{D}^k, (x, y, z_2, \ldots, z_k) \mapsto (xy, z_2, \ldots, z_k) \), and analogously for the other nodes. In these local coordinates, the pullback of \( f_1 \) for \( i \geq 2 \) by \( f_1 \) gave a well-defined nodal coordinate system. But for \( i = 1 \) this is not the case, because both the subset \{\(x = 0\)\} and the subset \{\(y = 0\)\} get mapped to \{0\} \( \times \mathbb{D}^{k-1} \), the stratum along which the first node perseveres. So the set of nodes in the naive pullback of \( f_1 \) by itself would have a set of nodes that looks like two hyperplanes intersecting transversely at the origin, which is not a submanifold, hence there can’t exist a nodal coordinate system at this intersection. The construction above then “resolves” this
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Proposition 2.1. (previous lemma, i.e. apply Theorem 3.9 in [BP00] to get the marked nodal family that construction, see Theorem 3.9 in op. cit. This shows, in conjunction with the doesn’t produce the desired result, see Proposition 1.4 in [BP00], there seems (to branched covering constructed in [Loo94]. But, although the construction in [Loo94] requires in particular the total space \( \Sigma \) to be smooth), which is not the case for the that this covering morphism does not come from a marked nodal family (which projective variety. The difference to the result that I would like to use here is of \( \pi \) : \( \Sigma \rightarrow B, R_* \) that defines an orbifold branched covering of \( \mathcal{M}_{g,n} \) that branches over the Deligne-Mumford boundary, maps \( B \) surjectively onto \( \mathcal{M}_{g,n} \) and has a compact base space \( B \). By the previous lemma, if one can show such a result for Riemann surfaces of type \((g,n)\), then the result also holds for all \((g,n')\) with \( n' \geq n \). First results in this direction were proved by Looijenga in [Loo94], where it is shown that \( \mathcal{M}_g \) has a finite branched covering by a smooth projective variety. The difference to the result that I would like to use here is that this covering morphism does not come from a marked nodal family (which requires in particular the total space \( \Sigma \) to be smooth), which is not the case for the branched covering constructed in [Loo94]. But, although the construction in [Loo94] doesn’t produce the desired result, see Proposition 1.4 in [BP00], there seems (to the author’s limited understanding of algebraic geometry) to be a generalisation of that construction, see Theorem 3.9 in op. cit. This shows, in conjunction with the previous lemma, i.e. apply Theorem 3.9 in [BP00] to get the marked nodal family \((\pi : \Sigma \rightarrow M_* R_\ast)\) below and then apply the previous Lemma to get the families \((\pi_\ell : \Sigma_\ell \rightarrow M^\ell , R_*^\ell , T_\ell^\ast)\) for \( \ell \geq 1 \), the following conjecturally stated result.

Proposition 2.1. There exists a sequence of marked nodal families \((\pi^\ell : \Sigma^\ell \rightarrow M^\ell , R_*^\ell , T_\ell^\ast)\) for \( \ell \geq 0 \) of Riemann surfaces of type \((g,n+\ell)\), with markings \( R_*^1 , \ldots , R_*^\ell \), \( T_1^\ast , \ldots , T_\ell^\ast \) s. t. \( \Sigma^\ell = M^{\ell+1} \) for all \( \ell \geq 0 \), together with maps \( \hat{\pi}^\ell : \Sigma^{\ell+1} \rightarrow \Sigma^\ell \) s. t.

\[
\begin{array}{cccccccc}
\cdots & \xrightarrow{\hat{\pi}^{\ell+1}} & \Sigma^{\ell+1} & \xrightarrow{\hat{\pi}^{\ell}} & \Sigma^\ell - 1 & \xrightarrow{\hat{\pi}^{\ell-1}} & \cdots & \xrightarrow{\hat{\pi}^1} & \Sigma^1 & \xrightarrow{\hat{\pi}^0} & \Sigma^0 & = & \Sigma \\
\pi^{\ell+1} & \downarrow & \pi^\ell & \downarrow & \pi^{\ell-1} & \downarrow & \cdots & \downarrow & \pi^1 & \downarrow & \pi^0 & \downarrow & \pi \\
\cdots & \xrightarrow{\pi^{\ell+1}} & M^\ell + 1 & \xrightarrow{\pi^\ell} & M^\ell - 1 & \xrightarrow{\pi^{\ell-1}} & \cdots & \xrightarrow{\pi^1} & M^1 & \xrightarrow{\pi^0} & M^0 & = & M \\
\end{array}
\]

\[
\begin{array}{ccc}
\Sigma^\ell & \xrightarrow{\hat{\pi}^{\ell-1}} & \Sigma^{\ell-1} \\
R_j^\ell & \xrightarrow{\pi^\ell} & \Sigma^{\ell-1} \\
M^\ell & \xrightarrow{\pi^{\ell-1}} & M^{\ell-1} \\
\end{array}
\]

\[
\begin{array}{ccc}
\Sigma^\ell & \xrightarrow{\hat{\pi}^{\ell-1}} & \Sigma^{\ell-1} \\
T_j^\ell & \xrightarrow{\pi^\ell} & \Sigma^{\ell-1} \\
M^\ell & \xrightarrow{\pi^{\ell-1}} & M^{\ell-1} \\
\end{array}
\]

all commute,

\[\hat{\pi}^{\ell-1} \circ T_\ell^\ell = \text{id} : \Sigma^{\ell-1} \rightarrow M^\ell\]

and where \( M \) is assumed to be closed, and hence so are the \( M^\ell \) for all \( \ell \geq 0 \). Furthermore, for all \( \ell \geq 0 \), \((\pi^\ell : \Sigma^\ell \rightarrow M^\ell , R_*^\ell , T_\ell^\ast)\) defines an orbifold branched covering of \( \mathcal{M}_{g,n+\ell} \) that branches over the Deligne-Mumford boundary and for every

proof
If $M^\ell$ is a stratum of the stratification of $M^\ell$ by signature, then for $k \leq \ell$ there exists a signature $j(i)$ s. t. $\pi^{\ell}_{k|M^\ell} : M^\ell \to M^k_{j(i)}$ is a submersion.

**Definition 2.9.** In the notation of the proposition above, a component of $\Sigma^\ell_{\sigma}$, for any $b \in M^\ell$ and $\ell \in \mathbb{N}$, that is mapped to a point under $\hat{\pi}^\ell_0$ is called a ghost component.

On the spaces in Proposition 2.1 there are also canonical actions of permutation groups of the last $\ell$ markings, as follows directly from the construction of the spaces $\Sigma^\ell$, $M^\ell$ and maps $\pi^\ell$, $\hat{\pi}^\ell$.

**Proposition 2.2.** In the notation of the previous proposition:
For $\ell \geq 1$, let $S_\ell$ be the group of permutations $\{1, \ldots, \ell\}$. Then there exist actions $\sigma^\ell$ and $\hat{\sigma}^\ell$ of $S_\ell$ on $M^\ell$ and $\Sigma^\ell$ s. t.

$$
\begin{align*}
S_\ell \times \Sigma^\ell & \to \Sigma^\ell \\
\text{id} \times \pi^\ell & \downarrow \\
S_\ell \times M^\ell & \to M^\ell
\end{align*}
$$

commutes.

Furthermore, for any $g \in S_\ell$ and $k \in \{1, \ldots, \ell\}$,

$$
\hat{\sigma}^\ell_{g^{-1}} \circ T^\ell_k \circ \sigma^\ell_g = T^\ell_{g(k)}
$$

and under the inclusion $S_\ell \subseteq S_{\ell+1}$ as permutations of $\{1, \ldots, \ell + 1\}$ leaving $\ell + 1$ fixed and the identification $\Sigma^\ell = M^{\ell+1}$,

$$
\begin{align*}
\Sigma^{\ell+1} & \xrightarrow{\hat{\sigma}^{\ell+1}} \Sigma^{\ell+1} \\
\Sigma^\ell & \xrightarrow{\hat{\sigma}^\ell} \Sigma^\ell
\end{align*}
\begin{align*}
M^{\ell+1} & \xrightarrow{\sigma^{\ell+1}} M^{\ell+1} \\
M^\ell & \xrightarrow{\sigma^\ell} M^\ell
\end{align*}
$$

commute and

$$
\hat{\sigma}^\ell = \sigma^{\ell+1} |_S_\ell \times M^{\ell+1} : S_\ell \times \Sigma^\ell \to \Sigma^\ell.
$$

Denoting by $\tau_{\ell, \ell+1} \in S_{\ell+1}$ the transposition exchanging $\ell$ and $\ell + 1$,

$$
\hat{\pi}^{\ell-1} = \pi^\ell \circ \sigma^{\ell+1}_{\tau_{\ell, \ell+1}} : M^{\ell+1} = \Sigma^\ell \to M^\ell = \Sigma^{\ell-1}.
$$
Proof. Again, not a complete proof, just a description of the construction of the actions.

Actually, the above characterisation serves at the same time as definition of these actions by induction: Because $S_1 = \{\text{id}\}$, the actions on $M^1$ and $\Sigma^1$ are automatically the identity. Now assume that the actions of $S_k$ for $k = 1, \ldots, \ell$ have been defined. Equation \[\text{Equation } 2\] defines the restriction of $\sigma^\ell + 1$ to $T_{\ell + 1}$. Equation \[\text{Equation } 3\] requires that, for $g \in S_{\ell + 1}$, i.e. $g(\ell + 1) = \ell + 1$, and $b \in M^{\ell + 1}$, $\hat{\sigma}^g(T_{\ell + 1}(b)) = T_{\ell + 1}(\hat{\sigma}^g(b))$. Equation \[\text{Equation } 4\] then gives $\hat{\sigma}^g \circ \hat{\pi}^\ell(T_{\ell + 1}(b)) = \hat{\pi}^\ell(T_{\ell + 1}(\hat{\sigma}^g(b))) \in \Sigma^\ell_{\pi(b)}$. Defining $z := \hat{\pi}^\ell(T_{\ell + 1}(b)) \in \Sigma^\ell_{\pi(b)}$, this shows that $\Sigma^\ell_{\pi(b)}$ is obtained from $\Sigma^\ell_{b, M, R}$ by forgetting the last marked point and stabilising associated to the point $z$ and $\Sigma^\ell_{\pi(b)}$ is obtained from $\Sigma^\ell_{\pi(b)}$ by forgetting the last marked point and stabilising associated to the point $\hat{\sigma}^g(z)$. Lemma \[\text{Lemma } 2.1\] then gives a unique lift $\hat{\sigma}^\ell + 1 : \Sigma^\ell_{b, M, R} \rightarrow \Sigma^\ell_{\pi(b)}$ of $\hat{\sigma}^\ell : \Sigma^\ell_{\pi(b)} \rightarrow \Sigma^\ell_{\pi\ell(\pi(b))}$ that maps $T_{\ell + 1}(b)$ to $T_{\ell + 1}(\hat{\sigma}^g(b))$.

Because $S_{\ell + 1}$ is generated by $S_{\ell}$ and $\tau_{\ell + 1}$, it suffices to define $\sigma_{\pi, \ell + 1}$ and $\sigma_{\tau, \ell + 1}$. Now $M^{\ell + 1}$ by definition in Lemma \[\text{Lemma } 2.1\] is the union of $(\Sigma^\ell \times_{\pi, \ell + 1, \pi, \ell} \Sigma^\ell) \setminus C$, where $C$ is the diagonal in this fibre product over the nodes and markings in $\Sigma^\ell$, with a collection of spheres. The action of $\sigma_{\tau, \ell + 1}$ is then the one induced by the action on $\Sigma^\ell \times_{\pi, \ell + 1, \pi, \ell} \Sigma^\ell$ exchanging the factors, and the identity on the spheres filling in $C$. $\sigma_{\tau, \ell + 1}$ is then defined analogously to $\sigma_{\pi, \ell + 1}$ for $g \in S_{\ell}$ before. \[\text{\hfill \qed}\]

The compactness statement in Proposition \[\text{Proposition } 2.1\] is important for the following reason: In the genus $g = 0$ case, $M_{0,n}$ is a compact complex manifold, hence in particular it is orientable and carries a fundamental class in the top homology group (with any coefficient group). Hence any smooth (or continuous) map from $M_{g,n}$ to another manifold defines a homology class in that manifold. Now in the case of a positive genus this holds no longer true for $M_{g,n}$ itself. But for any universal marked nodal family $(\pi : \Sigma \rightarrow M, R)$ of type $(g, n)$, $M_{g,n}$ is the quotient space of the associated groupoid as in Definition 6.4 in [RS06]. As such both $M_{g,n}$ as its quotient space and $M$ as the space of objects of this groupoid carry a stratification by orbit type, see [PPT10], esp. Section 5. A stratum of $M$ in this stratification is a connected component of an equivalence class of the relation on $M$ given by abstract isomorphism of automorphism groups. The stratification on $M_{g,n}$ is then the one induced by the quotient map. Since the morphisms of the associated groupoid are given by isomorphisms of nodal surfaces, this stratification respects the stratification by signature. Now let $(\pi : \Sigma \rightarrow M, R_\ast)$ be a marked nodal family of Riemann surfaces of type $(g, n)$ with $M$ closed and s.t. the induced map $\nu : M \rightarrow M_{g,n}$ defines an orbifold branched covering that branches over the Deligne-Mumford boundary.

Let $M$ be the top-dimensional part of the stratification by signature, i.e. the set of those $b \in M$ s.t. $\Sigma_b$ is a smooth Riemann surface. Let correspondingly $M_{g,n}$ be the part of $M_{g,n}$ consisting of the equivalence classes of smooth Riemann surfaces. Then $M_{g,n}$ is an orbifold, an orbifold structure (in the sense of Definition 2.4 in [RS06]) being defined by the restriction of the orbifold structure for $M_{g,n}$ constructed in [RS06]. By definition, $\hat{\nu} := \nu\vert_M : \hat{M} \rightarrow \hat{M}_{g,n}$ defines a (finite non-branched) orbifold covering. Defining $\hat{\Sigma} := \Sigma\vert_{\hat{M}}$, $\hat{R}_\ast := R_\ast\vert_{\hat{M}}$, one can hence form the associated groupoid to the marked family of Riemann surfaces $\hat{\Sigma} \rightarrow \hat{M}, \hat{R}_\ast$ as in Definition 6.4 in [RS06], which defines a groupoid structure on $M_{g,n}$. $\nu$ as a branched orbifold covering is an open map and since $M$ is assumed compact, it is also a closed map. Since $M_{g,n}$ is connected, the restriction of $\nu$ to every connected component of $M$
is surjective and one can assume w.l.o.g. that $M$ is connected as well. Since the complement of $\tilde{M}$ in $M$ consists of submanifolds of real codimension at least two, $\tilde{M}$ is then connected as well. Since the groupoid associated to $(\Sigma \to \tilde{M}, \tilde{R}_*)$, being complex is oriented, the stratification by orbit type on $\tilde{M}$ has a unique connected top-dimensional stratum and all other strata have codimension at least two in $\tilde{M}$. Denote this top-dimensional stratum by $\tilde{\circ}M$.

Because $M$ is compact, one can assign two well-defined numbers, $|O(\tilde{\circ}M)|$, the length of the orbit $O(b)$ of any point $b \in \tilde{\circ}M$ (by compactness of $M$ this is a finite number) and $|Aut(\tilde{\circ}M)|$, the order of the automorphism group $Aut(b)$ of any point $b \in \tilde{\circ}M$ (which is a finite number by properness of the groupoid, irrespective of whether $M$ is compact or not). With the help of these, to any map $f : \tilde{M}_{g,n} \to X$, where $X$ is any manifold, s.t. $f \circ \pi_{M_{g,n}} : M \to X$ is smooth, $\pi_{M_{g,n}}$ being the quotient projection, one can assign a well-defined rational pseudocycle (as defined in Section 1 of [CM07])

$$\frac{1}{|Aut(\tilde{\circ}M)||O(\tilde{\circ}M)|} f \circ \pi_{M_{g,n}} \in_{\tilde{\circ}M} \tilde{\circ}M.$$
3 Construction of smooth structures on moduli spaces

Throughout this section, fix a marked nodal family $(\pi : \Sigma \rightarrow M, R_\ast)$ of type $(g, n)$ and choose a metric $h$ on $\Sigma$ that is hermitian on every fibre of $\Sigma$. Furthermore, let $(\kappa : X \rightarrow M, \omega)$ be a family of symplectic manifolds with fibres symplectomorphic to a closed symplectic manifold $(X_0, \omega_0)$ (in other words a fibre bundle with fibre $X_0$ and structure group $\text{Symp}(X_0, \omega_0)$, the symplectomorphism group of $(X_0, \omega_0)$).

Define $\tilde{\kappa} : \tilde{X} \rightarrow \Sigma$ as the pullback of $\kappa : X \rightarrow M$ to $\Sigma$ via $\pi$. As before, $\mathcal{J}_\omega(X)$ is the set of $\omega$-compatible vertical almost complex structures on $X$, i.e. bundle morphisms $J \in \text{End}(VX)$ with $J^2 = -\text{id}$ and s.t. $\omega(\cdot, J \cdot)$ defines a metric on $VX$. In other words, for any $b \in M$, $J_b$ is a compatible almost complex structure on the symplectic manifold $(X_b, \omega_b)$. Such a $J \in \mathcal{J}_\omega(X)$ is chosen and $\tilde{X}$ is equipped with the almost complex structure given by the pullback of $J$ to $\Sigma$ via the projection onto $M$ (and again denoted by $J$), and the metric $g^J$ on $V \tilde{X}$ defined by $\omega$ and $J$. Finally, a locally trivial family $A$ of 2nd homology classes $(A_b)_{b \in M}$, $A_b \in H_2(X_b; \mathbb{Z})$, in the fibres of $X$ is fixed in the sense that there exists a covering $(U_i)_{i \in I}$ of $M$ and trivialisations $\phi_i : X|_{U_i} \cong U_i \times X_0$ s.t. $(pr_2)_* \circ (\phi_i|_{X_0}) : A_b \in H_2(X_0; \mathbb{Z})$ is independent of $b \in U_i$.

3.1 Hamiltonian perturbations

For almost all of the notions and results on Hamiltonian perturbations, see [MS04], Section 8.1.

The basic (separable) Banach space from which all perturbations will be chosen is defined in analogy with [CM07], Section 3.

**Definition 3.1.** Let $\varepsilon = (\varepsilon_i)_{i \in \mathbb{N}_0}$ be a fixed sequence of positive numbers. Denote by $\tilde{\kappa} : \tilde{X} \rightarrow \Sigma$ the projection. The space of Floer’s $C^\varepsilon$-sections of $\tilde{\kappa}^*T^*\Sigma$ is

$$\Gamma^\varepsilon(\tilde{\kappa}^*T^*\Sigma) := \{ H \in \Gamma(\tilde{\kappa}^*T^*\Sigma) \mid \sum_{i=0}^{\infty} \varepsilon_i \| H \|_{C^i} < \infty \}. $$

Let $C \subseteq \Sigma$ be the set of special points, i.e. the union of all the markings and nodal points, and define $\tilde{C} := \kappa^{-1}(C) \subseteq \tilde{X}$. $C \subseteq \Sigma$ is a submanifold that intersects every fibre of $\Sigma$ in a finite number of points. Define (cl denotes the closure)

$$\Gamma_0^\varepsilon(\tilde{\kappa}^*T^*\Sigma) := \text{cl}\{ H \in \Gamma^\varepsilon(\tilde{\kappa}^*T^*\Sigma) \mid \text{supp}(H) \subseteq \tilde{X} \setminus \tilde{C} \}. $$

Let $0 < \delta < \frac{1}{4}$. The space of Hamiltonian perturbations is defined to be the open ball of radius $\delta$ in $\Gamma_0^\varepsilon(\tilde{\kappa}^*T^*\Sigma)$, i.e.

$$\mathcal{H}_{\varepsilon, \delta}(\tilde{X}) := \{ H \in \Gamma_0^\varepsilon(\tilde{\kappa}^*T^*\Sigma) \mid \sum_{i=0}^{\infty} \varepsilon_i \| H \|_{C^i} < \delta \},$$

where $\varepsilon$ is chosen as in [Flo88], Lemma 5.1. The subscripts $\varepsilon$ and $\delta$ will usually be dropped, i.e. $\mathcal{H}(\tilde{X}) := \mathcal{H}_{\varepsilon, \delta}(\tilde{X})$.

The reason for the appearance of the constant $\delta$ in the above definition is so one can apply Exercise 8.1.3 from [MS04], and for any desingularisation $i_b : S_b \rightarrow \Sigma_b \subseteq \Sigma$, for $b \in M$, of a fibre of $\Sigma$, equip the total space $X_b$ of the pullback of the fibration $\tilde{X}$ to $S_b$, with a symplectic form, see (the proof of) Lemma 7.3.
Construction 3.1. Let \((S,j,r_\ast,\nu),b \in M, i : S \to \Sigma_b\) be a desingularisation of \(\Sigma_b\) and let \(\tilde{X} := \iota^\ast \tilde{X}\) with projection \(\tilde{k} : \tilde{X} \to S\). Using \(\tilde{X} \cong S \times X_b\), an element \(H \in \mathcal{H}(\tilde{X})\) defines a linear map \(H_b : TS \to \bigoplus_{z \in \tilde{S}} C^\infty(\tilde{X},R)\) in the following way: If \(\zeta \in T_zS = V_z \subseteq T_zS\), then \(H_b(\zeta) : \tilde{X} \to \mathbb{R}\), \(x \mapsto H_{\tilde{k}(x)}(\iota_\ast \zeta)\), where \(\iota : \tilde{X} \to \tilde{X}\) is the canonical map covering \(\iota : S \to \Sigma\). In this way, \(H_b\) is considered as a 1-form on \(S\) with values in the smooth functions on the fibres of \(\tilde{X}\).

Furthermore, for \(\zeta \in T_zS\), to the function \(H_b(\zeta) : C^\infty(\tilde{X},R)\) corresponds a Hamiltonian vector field \(X_{H_b(\zeta)} \in \mathfrak{X}(\tilde{X})\). In this way one gets a fibrewise linear function \(X_H : TS \to \bigoplus_{z \in \tilde{S}} \mathfrak{X}(\tilde{X})\), i.e. a 1-form with values in the space of Hamiltonian vector fields on the fibres of \(\tilde{X}\).

\(H_b\) then defines a connection on \(\tilde{X}\) with projection onto the vertical tangent bundle given by

\[
\pi^{TX}_{VX} : TX \cong TS \times TX_b \to V\tilde{X} \cong S \times TX_b \quad (\zeta_x, v_x) \mapsto (z, v_x) + (z, X_{H_b(\zeta_x)}(x)).
\]

Definition 3.2. For \(H \in \mathcal{H}(\tilde{X})\) and \(b \in M\) as above, \(X_{H_b} : TS \to \mathfrak{X}(X_b)\) from the previous construction is called the Hamiltonian vector field on \(S\) associated to \(H\) and

\[
X^{0,1}_{H_b} := \frac{1}{2}(X_{H_b} + J_b \circ X_{H_b} \circ j_b)
\]

is its complex antilinear part.

Definition 3.3. Let \(J \in J_{\tilde{X}}(X)\) and let \(H \in \mathcal{H}(\tilde{X})\), \(b \in M\). Using the notation from the previous construction, the almost complex structure \(J^{H_b}\) on \(\tilde{X}\) defined by \(J\) and \(H\) is given by \(J^{H_b}|_{\tilde{X} \times X} = J_b\), using the canonical identification \(V\tilde{X} \cong S \times V_bX\) and \(J^{H_b}|_{\tilde{X} \times X} = i^\ast j w.r.t.\ the decomposition \(TX \cong V\tilde{X} \oplus H\tilde{X}\) defined by the connection associated to \(H\).

Remark 3.1. For \((w, v) \in T\tilde{X} \cong TS \times TX_b\),

\[
J^{H_b}(w, v) = (jw, J_bv + 2J_bX^{0,1}_{H_b(w)}).
\]

The main existence result for Hamiltonian perturbations:

Lemma 3.1. Let \((S,j,r_\ast,\nu),b \in M, i : S \to \Sigma_b\) be a desingularisation of \(\Sigma_b \subseteq \Sigma\). Given any \(z \in S \setminus \bigcup_{i=1}^d \{r_i \cup \bigcup_{l=1}^{k_i} \{n_i^1, n_i^2\}\}\), where \(\nu = \{n_1^1, n_2^1, \ldots, n_d, n_d^2\}\), any \(x \in i^\ast X\) with \(i^\ast \tilde{k}(x) = z\), any \(\eta \in \text{Hom}(T_{i^\ast X}V, i^\ast X)\) and any neighbourhood \(U\) of \(x\) in \(i^\ast X\), there exists an \(H \in \mathcal{H}(\tilde{X})\) s.t. \(i^\ast H \in \mathcal{H}(i^\ast X)\) has support in \(U\) and satisfies \((X_{i^\ast H})_x = \eta\).

Proof. Choose a coordinate neighbourhood \(V \subseteq M \times B\) and a symplectic trivialisation \(X|_V \cong V \times X_0\) of \(X\). Because \(z\) does not coincide with any of the special points, there exists a coordinate neighbourhood \(\tilde{V} \subseteq \Sigma\) that is mapped by \(\pi\) onto \(V\) and s.t. there exist coordinates \((t_0, \ldots, t_k) \in C \times \mathbb{C}^k\), \(k := \text{dim}_{\mathbb{C}}(M)\) on \(\tilde{V}\) and coordinates on \(V\) s.t. \(\pi_{\tilde{V}} : \tilde{V} \to V\) in these coordinates is the map \((t_0, t_1, \ldots, t_k) \mapsto (t_1, \ldots, t_k)\) and \(z\) corresponds to the point \((0, \ldots, 0)\). Furthermore, let \(x' := i(x) \in \tilde{X}\), \(i : \tilde{X} \to X\) is the canonical map covering \(i\). Then there exists a neighbourhood of \(x'\) in \(\tilde{X}|_V\) of the form \(\tilde{V} \times W\), where \(W \subseteq X_0\) is a coordinate neighbourhood with coordinates \((x_1', \ldots, x_l') \in \mathbb{R}^l\), \(l := \text{dim}_{\mathbb{R}}(X_0)\), mapping \(x'\) to zero. One can assume that \(\tilde{V} \times W \cap i^{-1}(\pi^{-1}(b)) \subseteq i(U)\), so \(i^{-1}(\tilde{V} \times W) \subseteq U\).

Choose two smooth cutoff functions \(\delta_X : \mathbb{R}^{\text{dim}X} \to [0,1]\) and \(\delta_Z : C \times \mathbb{C}^k \to [0,1]\)
which are identically 1 in a neighbourhood of 0 and have compact support inside the
neighbourhoods of 0 corresponding to $\mathcal{V}$ and $\tilde{\mathcal{V}}$, respectively. Let
$\frac{\partial}{\partial t^i}$, $i = 0, \ldots, k$, $j = 1, 2$, be the coordinate vector fields for the real coordinates associated to the
complex coordinates $t^i$. Then $t^0$ defines a complex coordinate in a neighbourhood
of $z$ in $S$ and one can evaluate $\omega(\eta(\frac{\partial}{\partial t^j}), \cdot) = \sum_m \lambda^j_{j,m} dx^m$ for some $\lambda^j_{j,m}$ and define $H \in \mathcal{H}(\tilde{X})$ as the 1-form that vanishes identically outside $\tilde{V} \times W$ and in the
above coordinates maps the $\frac{\partial}{\partial t^i}$ for $i > 0$ to zero and maps the
$\frac{\partial}{\partial t^0}$ $(t^0, t^1, \ldots, t^k)$ to the function that vanishes identically outside $W$ and maps
$$(x^1, \ldots, x^l) \mapsto \delta_{\Sigma}(t^0, t^1, \ldots, t^k) \delta_X(x^1, \ldots, x^l) \sum_m \lambda^j_{j,m} x^m.$$ 

For such Hamiltonian perturbations $H \in \mathcal{H}(\tilde{X})$ and points $b \in M$, one can define the moduli spaces of holomorphic curves in the family $\Sigma$ with values in $X$. These are the main objects to be studied in this thesis:

**Definition 3.4.** Let $H \in \mathcal{H}(\tilde{X})$, let $b \in M$ and let $(S, j, r, \nu), b \in M, i : S \to \Sigma_b$ be a desingularisation, $\nu^* X := \tilde{X}$. Then

$$M_b(\tilde{X}, A, J, H) := \{ u : \Sigma_b \to \tilde{X} \mid \tilde{\kappa} \circ u = \text{id}_{\Sigma_b}, [pr_2 \circ u] = A_b \in H_2(X_b; \mathbb{Z}),$$

$$i^* u : S \to \tilde{X} \text{ is } j^* J_{\Sigma_b} \text{-holomorphic} \},$$

which is independent of the choice of desingularisation and where $pr_2 : \tilde{X}|_{\Sigma_b} \cong \Sigma_b \times X_b \to X_b$ is the projection. Hence

$$\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) := \coprod_{b \in M, H \in \mathcal{H}(\tilde{X})} M_b(\tilde{X}, A, J, H)$$

is well-defined and comes with two projections

$$\pi^M_\mathcal{M} : \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to M$$

and

$$\pi^M_{\mathcal{H}} : \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{H}(\tilde{X}).$$

The remainder of this chapter consists of defining (Banach) manifold structures over certain subsets of this space (although not on all of $\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$) in such a way that it reflects the stratified structure of $M$ by the stratification by signature (where well-defined) and to define a topology on $\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ compatible with the manifold topologies on these parts.

### 3.2 The case of a fixed Riemann surface

In this first subsection, the case of a fixed Riemann surface and a fixed trivial
symplectic fibre bundle over this surface, equipped with (fixed) almost complex and
Hamiltonian structures, is treated. First, the respective Fredholm problem is set
up, i.e. a Banach space bundle $\mathcal{E} \to \bar{\mathcal{B}}$ and a Cauchy-Riemann operator $\bar{\partial}$ as a
section of this bundle are defined. Then the linearisation of this Cauchy-Riemann
operator is calculated and using this, it is shown that this operator is Fredholm of the expected index (Corollary 3.1). Then a condition is derived for when the linearisation of $\mathcal{D}$ is complex linear (Corollary 3.2), which will mainly be needed in the last third of this text. Finally, the well-known elliptic regularity result will be derived, namely that the elements in the solution set $\mathcal{D}^{-1}(0)$ of the Fredholm problem actually consist of smooth sections. Most of these are rather well-known results, but first of all, they are all crucial for the later discussion, and second, using the results from the previous chapter and assuming the standard results for linear Cauchy-Riemann operators, the proofs are actually rather short. Most of the proofs here actually follow the same scheme: By expressing everything in a chart for $\mathcal{B}$ and a trivialisation for $E$, the problem is reduced to a known result about linear Cauchy-Riemann operators.

Construction 3.2. Let, for now, $(X, \omega)$ be a fixed closed symplectic manifold and let $A \in H^2(X)$. Let $(S, j)$ be a smooth Riemann surface of Euler characteristic $\hat{\chi}$ equipped with a hermitian metric $h$, let $J \in J_\omega(X)$ and let $H \in H(\hat{X})$, where $\hat{X} := S \times X$. Then there are the connection defined by $H$ as in Construction 3.1, together with $h$ and the metric on $\hat{X}$ defined via the connection by the metric $g^J := \omega(\cdot, J \cdot)$ on the fibres of $\hat{X}$ and the pullback of $h$ via the projection on the horizontal tangent bundle. These turn $pr_1 : \hat{X} \to S$ into a Riemannian submersion. The covariant derivative on vertical vector fields will be denoted by $\nabla H$. Now over $\hat{X}$ there are the two vector bundles $\text{Hom}(TS, V\hat{X})$ and its subbundle of complex antilinear morphisms $\text{Hom}(j, J)(TS, V\hat{X}) := \{\eta \in \text{Hom}(TS, V\hat{X}) | \eta \circ j = -J \circ \eta\}$.

Both of these inherit a metric from the metrics $h$ and $g^J$ on $TS$ and $V\hat{X}$, respectively. $\text{Hom}(TS, V\hat{X})$ also inherits a connection from the connections on $TS$ and $V\hat{X}$. But in general, this connection does not restrict to a well defined connection on $\text{Hom}(j, J)$, since this subbundle is not invariant under parallel transport. The problem here being that the Levi-Civita connection on $X$ (coming from $g^J$) is not hermitian (the metric $h$ on $S$ is automatically Kähler, $S$ being twodimensional). This can be solved by replacing the Levi-Civita connection on $X$ by the hermitian connection $\tilde{\nabla}$ defined by $g^J$ and $J$. It is shown in [MS04], Appendix C.7, that

$\tilde{\nabla} X Y = \nabla X Y - \frac{1}{2} J(\nabla X J) Y$.

$\tilde{\nabla}$ preserves $J$ and the metric $g^J$, but it is not torsion free, its torsion being given by

$T^\tilde{\nabla}(X, Y) = -\frac{1}{4} N_J(X, Y)$,

where $N_J$ denotes the Nijenhuis tensor of $J$. Also, the map

$\pi_{\text{Hom}(j, J)} : \text{Hom}(TS, V\hat{X}) \to \text{Hom}(j, J)(TS, V\hat{X})$

$\eta \mapsto \frac{1}{2}(\eta + J \circ \eta \circ j)$

defines a smooth bundle morphism.

Using these structures, one can make the following definitions:

Fix, once and for all, a real number $p > 2$. Furthermore, let $k \in \mathbb{N}$.

$\mathcal{B}^{k,p}(\hat{X}, A, J, H) := \{u \in L^{k,p}(\hat{X}, pr_1, g^J) | [pr_2 \circ u] = A\}$,

where $L^{k,p}(\hat{X}, pr_2, g^J)$ is the Sobolev space of sections of $\hat{X}$. This is a Banach manifold, since it is a union of connected components, hence an open subset, of

31
\( L^{k,p}(\hat{X}, pr_1, g^J) \). For a continuous path in this space via the Sobolev embedding theorem defines a continuous path of continuous functions, hence two sections in the same connected component define the same homology class. Proceeding,

\[
\mathcal{E}^{k-1,p}(\hat{X}, A, J, H) := \{ (\eta, u) \in L^{k-1,p}(\text{Hom}_{(j,J)}(TS, V\hat{X}), h^* \otimes g^J, \nabla^S \otimes \nabla^H, \\
\hat{X}, pr_1, g^J) \mid u \in \mathcal{B}^{k,p}(\hat{X}, A, J, H) \},
\]

which, as a restriction of the Banach space bundle \( L^{k-1,p}(\text{Hom}_{(j,J)}(TS, V\hat{X}), h^* \otimes g^J, \nabla^S \otimes \nabla^H, \hat{X}, pr_1, g^J) \) to an open subset, is a Banach space bundle over \( \mathcal{B}^{k,p}(\hat{X}, A, J, H) \).

To define the Cauchy-Riemann operator, note that just the same way, there also is

\[
\mathcal{F}^{k-1,p}(\hat{X}, A, J, H) := \{ (\eta, u) \in L^{k-1,p}(\text{Hom}(TS, V\hat{X}), h^* \otimes g^J, \nabla^S \otimes \nabla^H, \\
\hat{X}, pr_1, g^J) \mid u \in \mathcal{B}^{k,p}(\hat{X}, A, J, H) \}
\]

over \( \mathcal{B}^{k,p}(\hat{X}, A, J, H) \) which comes with the section \( D^V : \mathcal{B}^{k,p}(\hat{X}, A, J, H) \to \mathcal{F}^{k-1,p}(\hat{X}, A, J, H) \). \( D^V \) here denotes the vertical differential of a section, i.e. for a section \( u : S \to \hat{X} \),

\[
D^V u := pr^T_{V\hat{X}} \circ Du,
\]

where \( pr^T_{V\hat{X}} : TX \to V\hat{X} \) denotes the projection defined by the Hamiltonian connection associated to \( H \). Additionally, the bundle morphism \( \pi_{\text{Hom}} \) from above induces a morphism of Banach space bundles from \( \mathcal{F}^{k-1,p}(\hat{X}, A, J, H) \) to \( \mathcal{E}^{k-1,p}(\hat{X}, A, J, H) \), hence the composition of the section \( D^V \) with this morphism defines a section of \( \mathcal{E}^{k-1,p}(\hat{X}, A, J, H) \).

Finally, note that \( J \) induces almost complex structures on both \( V\hat{X} \) and \( \text{Hom}_{(j,J)}(TS, V\hat{X}) \), which turn both \( T\mathcal{B}^{k,p}(\hat{X}, A, J, H) \) and \( \mathcal{E}^{k-1,p}(\hat{X}, A, J, H) \) into complex Banach space bundles over \( \mathcal{B}^{k,p}(\hat{X}, A, J, H) \).

**Definition 3.5.** The (nonlinear) Cauchy-Riemann operator on \( \hat{X} \) is the section

\[
\overline{\mathcal{D}^J_S} : \mathcal{B}^{k,p}(\hat{X}, A, J, H) \to \mathcal{E}^{k-1,p}(\hat{X}, A, J, H)
\]

of the Banach space bundle

\[
\mathcal{E}^{k-1,p}(\hat{X}, A, J, H) \to \mathcal{B}^{k,p}(\hat{X}, A, J, H).
\]

**Lemma 3.2.** Let \( u \in \Gamma^k(\hat{X}, pr_1, g^J) \cap \mathcal{B}^{k,p}(\hat{X}, A, J, H) \). Then w. r. t. the chart for \( \mathcal{B}^{k,p}(\hat{X}, A, J, H) \) and the trivialisation of \( \mathcal{E}^{k-1,p}(\hat{X}, A, J, H) \) around \( u \), the lineari- sation of \( \overline{\mathcal{D}^J_S} \) at \( u \) is given by (for \( Z \in TS \))

\[
(D\overline{\mathcal{D}^J_S})_u : T\mathcal{B}^{k,p}(\hat{X}, A, J, H) \to \mathcal{E}^{k-1,p}(\hat{X}, A, J, H)_u
\]

\[
(D\overline{\mathcal{D}^J_S})_u(Z) = \nabla^0 Z \eta - \frac{1}{2} \left( \nabla_{\eta J} \partial u(Z) + \pi_{V\hat{X}}^T \left( \nabla^H \eta J^H \right) \right)
\]

\[
= \nabla^0 Z \eta - \frac{1}{2} \pi_{V\hat{X}}^T \left( \frac{1}{2} J^H \left( \nabla^H \eta J^H \right) \right) \partial u(Z) + \hat{Z}
\]

\[
= \nabla^0 Z \eta - \frac{1}{8} \pi_{V\hat{X}}^T N_{jH}(\eta, \partial u(Z) + \hat{Z})
\]

where

\[
\nabla^0_1 Z \eta := \frac{1}{2} (\nabla Z \eta + J \nabla_j Z \eta),
\]

\[
\partial u(Z) := \frac{1}{2} (D^V u(Z) - JD^V u(jZ)).
\]
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$K_{J\mu}$ is the symmetric part of the bundle morphism

$$T\tilde{X} \otimes T\tilde{X} \to V\tilde{X}, \quad (\eta, \xi) \mapsto \pi_{V\tilde{X}}^{\tilde{T}X} \left( \frac{1}{2} \tilde{J}^H \left( \tilde{\nabla}^H \tilde{J}^H \right) \xi \right)$$

and where $\tilde{Z}$ denotes the horizontal lift of $Z \in TS$ to $\tilde{X}$, $\tilde{\nabla}^H$ denotes the Levi-Civita connection on $\tilde{X}$ and $\tilde{j}^H$ denotes the almost complex structure on $\tilde{X}$ defined by $J$, $j$ and the connection given by $H$ as in Definition 3.3.

Proof. See [Ger13], Lemma II.17, p. 65.

This result seems to differ by the term involving $\tilde{Z}$ from the corresponding formula in [MS04], Section 8.3, p. 257 f., esp. Remark 8.3.8. Although that is not a real argument for why the formula above is correct, Corollary 3.2 and Lemma 3.3 at least show that it produces the consequences one (or at least the author) would hope for.

Corollary 3.1.

$$\tilde{D}_S^{J,H} : \mathcal{B}^{k,p}(\tilde{X}, A, J, H) \to \mathcal{E}^{k-1,p}(\tilde{X}, A, J, H)$$

is a Fredholm operator of index

$$\dim_{\mathbb{C}}(X)\hat{\chi} + 2c_1(A).$$

Corollary 3.2. Let $u \in \mathcal{B}^{k,p}(\tilde{X}, A, J, H)$, $\eta \in T_u \mathcal{B}^{k,p}(\tilde{X}, A, J, H)$. If $\tilde{D}_S^{J,H} u = 0$, then

$$((\tilde{D}_S^{J,H})_u)(J\eta) - J((\tilde{D}_S^{J,H})_u)\eta)(Z) = \pi_{V\tilde{X}}^{\tilde{T}X} N_{J\mu}(\eta, Du(Z)), \quad (*)$$

where $Du : TS \to T\tilde{X}$ is the usual differential. In particular, if $N_{J\mu}(\eta, v) = 0$ for all $\eta \in V\tilde{X}|_{im \ u}$ and $v \in im Du$, then

$$(D\tilde{D}_S^{J,H})_u : T_u \mathcal{B}^{k,p}(\tilde{X}, A, J, H) \to \mathcal{E}^{k-1,p}(\tilde{X}, A, J, H)_u$$

is a complex linear operator.

Proof. First, assume that $\eta$ is of class $C^k$. Then by definition, $\nabla Z \eta = \pi_{V\tilde{X}}^{\tilde{T}X} \tilde{\nabla}^H_{Du(Z)} \eta$ (in case $k = 1$, the right hand side of this formula does not make any literal sense for sections of class $L^{k,p}$, whereas the left hand side does by definition of the $L^{k,p}$-spaces), where one considers $\eta$ as a vertical vector field on $\tilde{X}$ on the image of $u$. Furthermore, because $\eta$ is a vertical vector field, $J\eta = \tilde{j}^H \eta$ and $\pi_{V\tilde{X}}^{\tilde{T}X} \tilde{j}^H = J$.

Also, by definition of $\tilde{D}_S^{J,H}$ and $\partial_u$, $Du(Z) = \tilde{D}_S^{J,H} u(Z) + \partial_u(Z) + \tilde{Z}$, in particular $Du(Z) = \partial_u(Z) + \tilde{Z}$ if $\tilde{D}_S^{J,H} u = 0$. With this, by the second formula for $(D\tilde{D}_S^{J,H})_u$ from Lemma 3.2

$$((\tilde{D}_S^{J,H})_u)(J\eta) = J((\tilde{D}_S^{J,H})_u)\eta)(Z) = \pi_{V\tilde{X}}^{\tilde{T}X} (((\tilde{D}_S^{J,H})_u)(J\eta) - \tilde{j}^H((\tilde{D}_S^{J,H})_u)\eta)(Z)$$

$$= \pi_{V\tilde{X}}^{\tilde{T}X} \left( \tilde{\nabla}^H_{Du(Z)}(J\eta) - \frac{1}{2} \tilde{j}^H(\tilde{\nabla}^H_{j\mu} \tilde{j}^H) Du(Z) - \tilde{j}^H \tilde{\nabla}^H_{Du(Z)} \eta - \frac{1}{2} \left( \tilde{\nabla}^H_{j\mu} \tilde{j}^H \right) Du(Z) \right)$$

$$= \pi_{V\tilde{X}}^{\tilde{T}X} \left( \left( \tilde{\nabla}^H_{Du(Z)} \tilde{j}^H \right) \eta - \left( \tilde{\nabla}^H \tilde{j}^H \right) Du(Z) \right).$$
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by the Leibniz rule and the left formula in line (C.7.5) of Lemma C.7.1, p. 566, in [MS04]. The claim for \( \eta \) of class \( C^k \) now follows from the right formula in line (C.7.5) of Lemma C.7.1, p. 566, in [MS04].

The general case (\( \eta \) of class \( L^{k,p} \)) then follows by the standard density argument. \( \square \)

The following lemma should motivate the appearance of the almost complex structure \( J^H \) in the lemma and corollary above.

**Lemma 3.3.** In the notation of the above construction, for a section \( u \in \Gamma^k(\tilde{X}, h, g', \nabla^H) \cap B^{k,p}(\tilde{X}, A, J, H), \pi^T_{H} \circ \partial_S^J u = 0 \) and \( \pi^T_{V} \circ \partial_S^H u = \partial_S^{J^H} u \), where \( J^H \) is the almost complex structure on \( \tilde{X} \) as in Construction 3.1 and \( \partial_S^{J^H} \) is the standard Cauchy-Riemann operator on functions between the almost complex manifolds \( S \) and \( \tilde{X} \). In particular, \( u \) satisfies \( \partial_S^{J^H} u = 0 \) iff \( u : S \to \tilde{X} \) is a \((j, J^H)\)-holomorphic map.

**Proof.** By definition of \( J^H \),

\[
\partial_S^{J^H} u = \frac{1}{2} (Du + J^H \circ Du \circ j)
\]

\[
= \frac{1}{2} (\pi^T_{V} \circ Du + J \circ \pi^T_{V} \circ Du \circ j + \pi^T_{H} \circ Du + (\pi_*|_{H})^{-1} \circ j \circ \pi_* \circ (\pi^T_{H})_* \circ Du \circ j)
\]

\[
= \partial_S^{J^H} u + \frac{1}{2} ((\pi_*|_{H})^{-1} \circ j \circ \pi_* \circ Du) = \partial_S^{J^H} u + 0.
\]

because by definition of a connection \( \pi_* \circ (\pi^T_{H})_* = \pi_* \) and \( \pi_* \circ Du = \text{id} \) as well as \( \pi^T_{H} \circ Du = (\pi_*|_{H})^{-1} \)

\[
\partial_S^{J^H} u + 0.
\]

\( \square \)

**Lemma 3.4.** Let \( v \in B^{k,p}(\tilde{X}, A, J, H) \) with \( \partial_S^{J^H} v = 0 \). Then \( v \) is smooth, i.e. \( v \in \Gamma(X, pr_1, g') \).

**Proof.** See [Ger13], Lemma II.19, p. 69. \( \square \)

### 3.3 The case of a smooth family of Riemann surfaces

**Construction 3.3.** In the course of this construction, it will very soon be necessary to work with universal moduli spaces, in particular to fix some space of perturbations. Hence it is easier to start out with two families, namely a nodal family over which the perturbations are defined and a smooth desingularisation of this family over some locally closed submanifold. So let \( (\pi : \Sigma \to M, R) \) be a nodal family of Riemann surfaces of Euler characteristic \( \chi \) with \( n \) markings and let \( (\rho : S \to B, \hat{\tilde{R}}, \hat{\tilde{N}}, \iota) \) be a desingularisation of \( \Sigma \) over \( B \) as in Definition 2.6. Also, fix a metric \( h \) on \( S \) that induces a hermitian metric \( h_b \) on every fibre \( S_b := \rho^{-1}(b) \) over a point \( b \in B \). As stated in the beginning of this section, let \( (\kappa : X \to M, \omega) \) be a family of symplectic manifolds with fibres symplectomorphic to a closed symplectic manifold \((X, \omega_0)\). Define \( \hat{\kappa} : \tilde{X} \to \Sigma \) as the pullback of \( \kappa : X \to M \) to \( \Sigma \) via \( \pi \) and as before, let \( A \) be a locally trivial family of 2nd homology classes in the
fibres of $X$. Assume that $M$ is connected, hence there is a well-defined first Chern class $c_1(A) := c_1^{TX}(A_b)$ for any $b \in M$.

Let finally $H \in \mathcal{H}(\tilde{X})$ be a Hamiltonian connection on $\tilde{X}$. Using $\iota : B \to M$ and $\iota : S \to \Sigma$, one can pull all these structures back to $B$ and $S$, i.e., $\tilde{\rho} : \tilde{X} = S \times X \to S$ is again a symplectic fibre bundle on which $\iota^*J$ and $\iota^*H$ define almost complex and Hamiltonian structures, respectively. For simplicity and by abuse of notation, $\iota^*J$ and $\tilde{\rho}^*H$ will be denoted by $J$ and $H$, respectively. For $b \in B$, denote by $J_b$, $g_J$ and $H_b$ the pullbacks of $J$, $g_J$ and $H$ to $\tilde{X}_b := \tilde{X}|_{S_b}$, considered as a symplectic fibration over $S_b$ via the restriction $\tilde{\rho}_b$ of $\tilde{\rho}$. Also denote by $j_b$ the complex structure on the Riemann surface $S_b$. Denote

$$B^{k,p}_{b}(\tilde{X}, A, J, H) := B^{k,p}(\tilde{X}_b, A, J_b, H_b)$$

and

$$E^{k-1,p}_{b}(\tilde{X}, A, J, H) := E^{k-1,p}(\tilde{X}_b, A, J_b, H_b).$$

The reason for the additional superscript $H$ in comparison to the previous notation will become clearer a little bit later.

With this define

$$B^{k,p}(\tilde{X}, A, J, H) := \coprod_{b \in B} B^{k,p}_{b}(\tilde{X}, A, J, H),$$

$$E^{k-1,p}(\tilde{X}, A, J, H) := \coprod_{b \in B} E^{k-1,p}_{b}(\tilde{X}, A, J, H).$$

Furthermore, one can define a section (set-theoretically, at this point) by

$$\mathcal{J}^{I,H} := \coprod_{b \in B} \mathcal{J}^{I,H}_{S_b} : B^{k,p}(\tilde{X}, A, J, H) \to E^{k-1,p}(\tilde{X}, A, J, H).$$

**Definition 3.6.** The moduli space of $(J, H)$-holomorphic curves in the family $S$ and representing the homology class $A$ is defined as the subset

$$M(\tilde{X}, A, J, H) := \left(\mathcal{J}^{I,H}\right)^{-1}(0)$$

of $B^{k,p}(\tilde{X}, A, J, H)$ for any $k \in \mathbb{N}$, $p > 1$ with $kp > 2$, where 0 denotes the image of the zero section in $E^{k-1,p}(\tilde{X}, A, J, H)$. This is well-defined by Lemma 3.4.

The goal now is to equip this set with a manifold structure. Following the usual course of action, to achieve this one wants to turn $E^{k-1,p}(\tilde{X}, A, J, H) \to B^{k,p}(\tilde{X}, A, J, H)$ into a Banach space bundle and $\mathcal{J}^{I,H}$ into a Fredholm section. The straightforward way to attempt to define charts on $B^{k,p}(\tilde{X}, A, J, H)$ would be, for a point $a \in B$, to pick an open neighbourhood $U \subseteq B$ of $a$ and a smooth trivialisation

$$\phi_a : S_a \to S|_U \subseteq S,$$

inducing maps

$$\phi_{ab} : S_a \to S_b, \quad z \mapsto \phi_a(b, z)$$

for $b \in U$. Defining

$$B^{k,p}_{U}(\tilde{X}, A, J, H) := \coprod_{b \in U} B^{k,p}_{b}(\tilde{X}, A, J, H),$$
there is a bijection
\[ \overline{\varphi}_a : \mathcal{B}^{k,p}(\hat{X}, A, J, H) \to U \times \mathcal{B}^{k,p}_a(\hat{X}, A, J, H) \]
\[ \mathcal{B}^{k,p}_b(\hat{X}, A, J, H) \ni u \mapsto (b, \phi_{ab}^* u), \]
where for \( z \in S_B \), if \( u(z) = (z, \pi(z)) \in S_B \times X \), then for \( w \in S_a \), \( \phi_{ab}^* u(w) = (w, \pi(\phi_{ab}(w))) \). This map is well-defined, because first of all, it is clear that for \( u \in \mathcal{B}^{k,p}(\hat{X}, A, J, H) \), \( \phi_{ab}^* u \in \mathcal{B}^{k,p}(\hat{X}|_{\{s_a, (\phi_{ab})_b}\}, A, (\phi_{a}^* J)_b, (\phi_{a}^* H)_b) \), where \( \hat{X}|_{\{s_a, (\phi_{ab})_b\}} \) denotes \( \hat{X}_a \), but with the base space \( S_a \) now equipped with the complex structure \( (\phi_{a}^* J)_b \) instead of \( j_a \). But as Banach manifolds,
\[ \mathcal{B}^{k,p}(\hat{X}|_{\{s_a, (\phi_{ab})_b\}}, A, (\phi_{a}^* J)_b, (\phi_{a}^* H)_b) = \mathcal{B}^{k,p}(\hat{X}_a, A, J_a, H_a), \]
in the sense of a literal equality of sets as well as of equivalence classes of Banach manifold atlases. This raises the question why then to use the notation \( \mathcal{B}^{k,p}(\hat{X}_a, A, J_a, H_a) \), and analogously \( \mathcal{C}^{k-1,p}(\hat{X}_a, A, J_a, H_a) \), instead of the much shorter \( \mathcal{B}^{k,p}(\hat{X}_a, A) \) and \( \mathcal{C}^{k-1,p}(\hat{X}_a, A) \) (in the latter case \( J_a \) is actually part of the definition). The reason is mainly due to the next construction where a copy of \( \mathcal{B}^{k,p}(\hat{X}_a, A, J, H) \) appears for every \( H \in \mathcal{H}(\hat{X}) \), which would then necessitate notation such as \( \{H\} \times \mathcal{B}^{k,p}(\hat{X}_a, A) \). Also this notation serves as a reminder that every \( \mathcal{B}^{k,p}(\hat{X}_a, A, J_a, H_a) \) comes with a distinguished atlas.

Now for another such chart given by an open subset \( V \subseteq B \), trivialisation \( \psi_c : V \times S_c \cong S|_V \) and corresponding trivialisation
\[ \overline{\psi}_c : \mathcal{B}^{k,p}_c(\hat{X}, A, J, H) \to V \times \mathcal{B}^{k,p}_c(\hat{X}, A, J, H) \]
\[ \mathcal{B}^{k,p}_b(\hat{X}, A, J, H) \ni u \mapsto (b, \psi_{cb}^* u), \]
the transition functions would be given by
\[ (U \cap V) \times \mathcal{B}^{k,p}_c(\hat{X}, A, J, H) \to (U \cap V) \times \mathcal{B}^{k,p}_a(\hat{X}, A, J, H) \]
\[ (b, u) \mapsto (b, \phi_{ab}^*(\psi_{cb}^* u)), \]
where if \( u(w) = (w, \pi(w)) \in \hat{X}_c \) for \( w \in S_c \), then for \( z \in S_a \), \( \phi_{ab}^*(\psi_{cb}^* u)(z) = (z, \pi(\psi_{bc}^{-1} \circ \phi_{ab}(z))) \). In other words, there is a map \( U \cap V \to \text{Diff}(S_c, S_a) \), \( b \mapsto \psi_{bc}^{-1} \circ \phi_{ab} \) and the transition functions are given in terms of the action of this map. But as is explained e.g. in [Weh09] or [Weh12], the induced action of the diffeomorphism group on Sobolev spaces simply is not smooth. So the charts that have just been defined do not patch together to give an atlas and it does not even make sense to ask whether or not \( \overline{\mathcal{D}}^{J,H} \) defines a smooth (Fredholm) section. At this point one has to make a decision on how to proceed. The more definitive way would be to use the sc-manifold/polyfold framework of Hofer, Wysocki and Zehnder, for an introduction see e.g. the introduction by the inventors themselves [HWZ10], the slides cited above, or [FFGW12].

Here, I will take a slightly different route. Namely remember that it is actually the spaces of holomorphic curves one is interested in, i.e. the zero set of \( \overline{\mathcal{D}}^{J,H} \) and one should actually look at the restriction of the transition functions above to this set. By this what is meant is the following: In analogy to \( \mathcal{B}^{k,p}_c(\hat{X}, A, J, H) \), define
\[ \mathcal{C}^{k-1,p}_c(\hat{X}, A, J, H) := \prod_{b \in U} \mathcal{C}^{k-1,p}_b(\hat{X}, A, J, H) \]
and
\[ \overline{\mathcal{D}}^{J,H}_U := \overline{\mathcal{D}}^{J,H} |_{\mathcal{B}^{k,p}_U(\hat{X}, A, J, H)} : \mathcal{B}^{k,p}_U(\hat{X}, A, J, H) \to \mathcal{C}^{k-1,p}_U(\hat{X}, A, J, H). \]
Consequently,
\[ \mathcal{M}_U(\hat{X}, A, J, H) := \left( \overline{\partial}_U^\ast \right)^{-1} (0) = \mathcal{M}(\hat{X}, A, J, H) \cap \mathcal{B}_U^{k,p}(\hat{X}, A, J, H). \]

\[ \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \] can be turned into a Banach manifold, giving it the product manifold structure of \( U \times \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \) via the bijection above. This structure then obviously depends on a choice of trivialisation \( \phi_a \) of \( S_U \) and will be denoted by \( \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \). Analogously, \( \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) \) can be given a smooth Banach space bundle structure over \( \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \) by identifying it with \( U \times \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) \) via the map
\[
\hat{\phi}_a : \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) \to U \times \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H)
\]
\[ (\eta, u) \mapsto (b, (\pi_{\text{Hom}(\{a\}^*, \{J\}^*_b)}^{\text{Hom}(\{a\}^*, \{J\}^*_b)}) \phi_{ab}^* \eta, \phi_{ab}^* u). \]

For this to be well-defined it is assumed that \( U \) is small enough s.t.
\[
\pi_{\text{Hom}(\{a\}^*, \{J\}^*_b)}^{\text{Hom}(\{a\}^*, \{J\}^*_b)}(S, V, V) \to \text{Hom}(\{a\}^*, \{J\}^*_b)(S, V, V)
\]
is an isomorphism for all \( b \in U \). Again, \( \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) \) equipped with this smooth structure will be denoted \( \mathcal{E}_{U,\phi_a}^{k-1,p}(\hat{X}, A, J, H) \).

Finally, defining
\[
\overline{\partial}_U^{J,H} : U \times \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \to U \times \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H)
\]
\[ (b, u) \mapsto (b, \pi_{\text{Hom}(\{a\}^*, \{J\}^*_b)}^{\text{Hom}(\{a\}^*, \{J\}^*_b)}(\phi_{ab}^* J_b, \phi_{ab}^* H_b) u), \]
all of the above fit into a commutative diagram
\[
\begin{array}{ccc}
\mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) & \xrightarrow{\hat{\phi}_a} & \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H) \\
\overline{\partial}_U^{J,H} & \downarrow & \downarrow \overline{\partial}_U^{J,H} \\
\mathcal{B}_U^{k,p}(\hat{X}, A, J, H) & \xrightarrow{\phi_a} & U \times \mathcal{B}_U^{k,p}(\hat{X}, A, J, H)
\end{array}
\]
\[ (9) \]

With this setup, \( \overline{\partial}_U^{J,H} \) is a parametrised version of a Cauchy-Riemann operator, which hence is a Fredholm operator itself and the Fredholm index can be computed fairly easily. \( c_1(A) \) here is the first Chern number as in the beginning of this subsection.

**Lemma 3.5.** *In the notation of the previous construction,*
\[
\overline{\partial}_U^{J,H} : \mathcal{B}_U^{k,p}(\hat{X}, A, J, H) \to \mathcal{E}_U^{k-1,p}(\hat{X}, A, J, H)
\]
is a Fredholm section of index
\[
\text{ind}(\overline{\partial}_U^{J,H}) = \dim c(X) \hat{\chi} + 2c_1(A) + \dim(\mathcal{U}).
\]

**Proof.** (Sketch only) The result will follow from the following functional analytic claim:
Claim. Let $X, Y$ be Banach spaces, let $V \subseteq X$ and $U \subseteq \mathbb{R}^n$ be open subsets and let $F : V \times U \to Y$ be a continuously differentiable map with the property that for every $b \in U$, the map $F(\cdot, b) : V \to Y$ is a (nonlinear) Fredholm map of index $d$. Then $F$ is Fredholm of index $d+n$.

Proof. Let $(u, b) \in V \times U$. Denote by $D_1 F(u, b)$ and $D_2 F(u, b)$ the (partial) derivatives of $F$ at $(u, b)$ in the direction of $V$ and $U$, respectively. By assumption, $D_1 F(u, b) : X \to Y$ is a Fredholm operator of index $d$. It follows that $D_1 F(u, b) \circ \text{pr}_1 : X \times \mathbb{R}^n \to Y$ is a Fredholm operator of index $d+n$ (it clearly has the same image as $D_1 F(u, b)$ and its kernel is $\ker(D_1 F(u, b)) \times \mathbb{R}^n$. The operator $D_2 F(u, b) \circ \text{pr}_2 : X \times \mathbb{R}^n \to Y$ is compact, for the image of the unit ball in $X \times \mathbb{R}^n$ is just the image of the (compact) unit ball in $\mathbb{R}^n$, hence compact. Hence $DF(u, b) = D_1 F(u, b) \circ \text{pr}_1 + D_2 F(u, b) \circ \text{pr}_2$ is the sum of a Fredholm operator of index $d+n$ and a compact operator, hence a Fredholm operator of index $d+n$ by a standard result about Fredholm operators.

To apply this claim, around a point $a \in B$, consider diagram [9] and the definition of $\partial_{U_0, \phi_a}$ from the previous construction above. In that definition, every

$$
\partial_{U_0, \phi_a}^{(\phi_a^* J)_b, (\phi_a^* H)_b} : B^{k, p}(\hat{X}, A, J, H) \to B^{k+1, p}(\hat{X}, S_a, (\phi_a^* J), (\phi_a^* H))
$$

is a Fredholm operator of index $d = \dim c(X) + 2c_1(A)$ by Corollary 3.1. Composing with the bundle isomorphism $\mathcal{E}^{k-1, p}(\hat{X}, S_a, (\phi_a^* J), (\phi_a^* H)) \to \mathcal{E}^{k-1, p}(\hat{X}, A, J, H)$ defined by $\pi_{\text{Hom}(\phi_a^* J)_b, (\phi_a^* H)_b}$ does not change this. Choosing a chart for $B_a(\hat{X}, A, J, H)$ and a local trivialisation for $\mathcal{E}_a(\hat{X}, A, J, H)$ around a given point then brings one to the situation of the claim above.

Construction 3.4. Using the same notation as in the previous construction, define

$$
\mathcal{B}^{k, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) := \coprod_{H \in \mathcal{H}(\hat{X})} \mathcal{B}^{k, p}(\hat{X}, A, J, H)
$$

and

$$
\mathcal{E}^{k-1, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) := \coprod_{H \in \mathcal{H}(\hat{X})} \mathcal{E}^{k-1, p}(\hat{X}, A, J, H)
$$

and

$$
\mathcal{J}^{\mathcal{H}} := \coprod_{H \in \mathcal{H}(\hat{X})} \mathcal{J}^{H} : \mathcal{B}^{k, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{E}^{k-1, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})).
$$

There are natural projections

$$
\pi_{\mathcal{H}}^{\mathcal{B}} : \mathcal{B}^{k, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{H}(\hat{X})
$$

and

$$
\pi_{\mathcal{H}}^{\mathcal{E}} : \mathcal{E}^{k-1, p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{H}(\hat{X}).
$$

Definition 3.7.

$$
\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X})) := \left(\mathcal{J}^{\mathcal{H}}\right)^{-1}(0).
$$
Again, given an open neighbourhood $U \subseteq B$ of $a \in B$ and a smooth trivialisation $\phi_a : U \times S_a \cong S|_U$, define
\[
\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))) := \bigsqcup_{\mathcal{H} \in \mathcal{H}(\tilde{X}))} \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
and
\[
\mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))) := \bigsqcup_{\mathcal{H} \in \mathcal{H}(\tilde{X}))} \mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
and
\[
\mathcal{D}^{I,H}_U := \bigsqcup_{\mathcal{H} \in \mathcal{H}(\tilde{X}))} \mathcal{D}^{I,H}_U : \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
\[
\mathcal{M}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) := \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \cap \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
as sets. Denote by $\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ the set $\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ equipped with the product Banach manifold structure of $\mathcal{H}(\tilde{X})) \times \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ for any fixed $H \in \mathcal{H}(\tilde{X}),$ again identifying all the $\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ for different $H$ by the set theoretic identity. $\mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ is defined as a Banach manifold in the same way. In the trivialisations of these spaces defining their smooth structures, $\mathcal{D}^{I,H}_U$ is given by
\[
\mathcal{D}^{I,H}_U := \bigsqcup_{\mathcal{H} \in \mathcal{H}(\tilde{X}))} \mathcal{D}^{I,H}_U : U \times \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to U \times \mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
Lemma 3.6. In the notation of the above construction,
\[
\mathcal{D}^{I,H}_U : \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{E}^{k-1,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]
is smooth.
Given $(b, u, H) \in U \times \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ with $u \in \Gamma^k(\tilde{X}|_{S_a}),$ w. r. t. the charts on $\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ from the previous construction and the standard chart for $\mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ around $u,$ the linearisation of $\mathcal{D}^{I,H}_U$ at $\phi^{*}_a u \in \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ in the direction $(e, \xi, h),$ where $e \in T_b U,$ $\xi \in T_a \mathcal{B}^{k,p}_U(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))$ and $h$ is a $C^\omega$-section of $\text{pr}^*_\Sigma U$, is given by
\[
\left( \mathcal{D}^{I,H}_U \right)_{(b, u, H)}(e, \xi, h) = \frac{\partial}{\partial \phi^{*}_a(b)} \mathcal{D}^{I,H}_U(e, \xi, h)
\]
with
\[
K((b, u, H))(e) := \frac{1}{2} D_b(\phi^{*}_a J)(e) \circ D^u u \circ (\phi^{*}_a j)_b + \frac{1}{2} (X_{D_b(\phi^{*}_a H)(e)} + (\phi^{*}_a J)_b \circ X_{D_b(\phi^{*}_a H)(e)} \circ (\phi^{*}_a j)_b) + \frac{1}{2} (\phi^{*}_a J)_b \circ D^u u \circ (D_b(\phi^{*}_a J)(e))
\]
where $D^u u$ denotes the vertical derivative of $u$ w. r. t. the connection on $S_a \times X$ defined by $(\phi^{*}_a H)_b$ and $b \mapsto (\phi^{*}_a J)_b,$ $b \mapsto (\phi^{*}_a H)_b$ and $b \mapsto (\phi^{*}_a j)_b$ are regarded as maps from $U$ to the space of $\omega$-compatible almost complex structures on $X,$ the space of Hamiltonian structures on $S_a \times X$ and the space of complex structures on $S_a,$ respectively.
Remark 3.2. For the moment the only two important things about the map $K_{(b,u,H)}$ above are that it defines a compact operator, for it factors through the finite dimensional space $T_b U$ and that its image consists of $C^{r-1}$-sections if $u$ is of class $C^r$.

Lemma 3.7. In the same situation as in the previous lemma, let $V \subseteq \phi^*_a \bar{X}$ be an open subset and let $W \subseteq u^{-1}(V)$ be an open subset that intersects every connected component of $\{b\} \times S_a$ nontrivially. Let $\mathcal{K} \subseteq T_{\mathcal{H}}(\bar{X})$ be the closure of the span of those Hamiltonian perturbations that have support in $pr^{-1}_U(W) \cap V$ (as sections of $pr^*_U T^* \Sigma$). Let furthermore $z_i \in S_a$, $i = 1, \ldots, r$ be a collection of points on $S_a$. Then the following maps are surjective:

a) The restriction of $(D\bar{\partial}U,\phi_a)_{(b,u,H)}$ to $\{0\} \times \{\xi \in T_{\mathcal{U}} B_a^k(\bar{X}, A, J, H) \mid \xi(z_i) = 0 \ \forall \ i = 1, \ldots, r\} \times \mathcal{K}$.

b) The map

$$(D\bar{\partial}U,\phi_a)_{(b,u,H)} \times ev_1 \times \cdots \times ev_r \times (\pi_U^B) : T_b U \times T_{\mathcal{H}} B_a^k(\bar{X}, A, J, H) \times \mathcal{K} \to \mathcal{E}_{a}^{k-1,p}(\bar{X}, A, J, H) \times (u^* V \bar{X})_{z_1} \times \cdots \times (u^* V \bar{X})_{z_r} \times T_b U$$

$$(e, \xi, h) \mapsto \left( (D\bar{\partial}U,\phi_a)_{(b,u,H)} (e, \xi, h), \xi(z_1), \ldots, \xi(z_r), e \right)$$

Proof. b) follows immediately from a) and the proof of a) follows exactly the same line of argument that appears several times in [MS04], e.g. Proposition 3.2.1, Proposition 6.2.7, or the most closely related Theorem 8.3.1, or in [CM07] Lemma 4.1.

definition 3.8. For a closed affine subspace $\mathcal{K} \subseteq \mathcal{H}(\bar{X})$, meaning the intersection of a closed affine subspace of the space of $C^r$-sections of $pr^*_U T^* \Sigma$ with $\mathcal{H}(\bar{X})$, see Definition 3.1, define

$$\mathcal{M}(\bar{X}, A, J, \mathcal{K}) := (\pi^M_{\mathcal{H}})^{-1}(\mathcal{K}) \subseteq \mathcal{M}(\bar{X}, A, J, \mathcal{H}(\bar{X})),$$

where $\pi^M_{\mathcal{H}} := \pi^B_{\mathcal{H} | \mathcal{M}(\bar{X}, A, J, \mathcal{H}(\bar{X}))}$ and analogously $\mathcal{M}_b(\bar{X}, A, J, \mathcal{K})$ for $b \in B$ and $\mathcal{M}_U(\bar{X}, A, J, \mathcal{K})$ for $U \subseteq B$ open.

Furthermore, given any open subset $V \subseteq \bar{X}$, define

$$\mathcal{N}(\bar{X})$$

to be the closure of the set of those $H \in \mathcal{H}(\bar{X})$ that have support in $V$ and

$$\mathcal{M}(\bar{X}, A, J, \mathcal{K}) := \{ u \in \mathcal{M}_b(\bar{X}, A, J, \mathcal{K}) \mid u(S_{b,i}) \cap i^{-1}(V) \neq \emptyset \ \text{for every connected component} \ S_{b,i} \ \text{of} \ S_b \},$$

where $i : \bar{X} \to \bar{X}$ is the canonical map and analogously $\mathcal{M}_b^V(\bar{X}, A, J, \mathcal{K})$ and $\mathcal{M}_U^V(\bar{X}, A, J, \mathcal{K})$.

Lemma 3.8. In the notation of the above construction,

$$\overline{\partial}U : \mathcal{B}_a^k(\bar{X}, A, J, \mathcal{H}(\bar{X})) \to \mathcal{E}_{a}^{k-1,p}(\bar{X}, A, J, \mathcal{H}(\bar{X}))$$
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is split transverse to the zero section and $\mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ is a split Banach sub-manifold of $B_{U,\varphi_a}^k(X, A, J, \mathcal{H}(\hat{X}))$.

Furthermore, with respect to this Banach manifold structure, $\pi^\mathcal{M}_a : \mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X})) \rightarrow \mathcal{H}(\hat{X})$ is a Fredholm map of index
\[
\text{ind}(\pi^\mathcal{M}_a) = \dim_C(X)\chi + 2c_1(A) + \dim(R).
\]

Given an open subset $V \subset \hat{X}$, for any $H \in \mathcal{H}(\hat{X})$,
\[
\mathcal{M}_U^V(\hat{X}, A, J, \mathcal{H}(\hat{X}))
\]
inherits a Banach manifold structure from $\mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ s.t. the projection onto $H + \mathcal{H}^V(\hat{X})$ is a Fredholm map of the same index as before.

**Proof.** Lemma A.3.6 in [MS04], and the previous Lemma together with the implicit function theorem. \qed

The set $\mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ equipped with the Banach manifold structure from the previous lemma, which a priori does depend on $k$, $p$ and $\varphi_a$, will be denoted by
\[
\mathcal{M}_{k,p,a}(\hat{X}, A, J, \mathcal{H}(\hat{X})).
\]

The goal now is to show that the Banach manifold structure on $\mathcal{M}_{k,p,a}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ does not depend on the choice of $k \geq 1$ and $p > 1$ with $kp > 2$ nor on $\varphi_a : U \times S_a \cong S[U]$. Hence writing $\mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ makes sense, and consequently given any trivialisation $(U_i, \varphi_a)_{i \in I}$ of $S$, the Banach manifolds $\mathcal{M}_U(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ patch together to a Banach manifold structure on $\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$. To sum the argument up in two words: Elliptic regularity.

**Lemma 3.9.** Let $k, \ell \in \mathbb{N}$, $1 < p, q < \infty$ with $kp, \ell q > 2$ and assume that $k > \ell$ and $k - \frac{2}{p} > \ell - \frac{2}{q}$. Then the inclusion $B_{U,\varphi_a}^{k,p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \rightarrow B_{U,\varphi_a}^{\ell,q}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ defined via the Sobolev embedding theorem induces a diffeomorphism $\mathcal{M}_{k,p,a}^{U}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \cong \mathcal{M}_{\ell,q,a}^{U}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$.

**Proof.** By Lemma 3.4 one has the set-theoretic identity $\mathcal{M}_{k,p,a}^{U}(\hat{X}, A, J, \mathcal{H}(\hat{X})) = \mathcal{M}_{\ell,q,a}^{U}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$.

Now go through the proof of the implicit function theorem, by which the smooth structures on the above spaces are defined, to show that this identity mapping is also a diffeomorphism.

For more details on this see either the proof of Lemma II.24, p. 78, in [Ger13], or also Section 3.1, esp. Lemma 3.1.4, in [MW12]. \qed

**Lemma 3.10.** Using the notation of Construction 3.4, let $\varphi_a, \psi_a : U \times S_a \xrightarrow{\cong} S[U]$ be two smooth trivialisations and let $r \in \mathbb{N}$. Then the set-theoretic inclusion
\[
B_{U,\varphi_a}^{k+p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \hookrightarrow B_{U,\varphi_a}^{k+rp}(\hat{X}, A, J, \mathcal{H}(\hat{X}))
\]
is a map of class $C^{r-1}$.

**Proof.** Let $\rho := \text{pr}_2 \circ \psi_a^{-1} \circ \varphi_a : U \times S_a \rightarrow S_a$. In other words, $\rho$ is a family $\rho_b : S_a \rightarrow S_a$, $b \in U$, of diffeomorphisms of $S_a$. Fix any $H \in \mathcal{H}(\hat{X})$. Then in the trivialisations $B_{U,\varphi_a}^{k+rp}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \cong U \times B_{a}^{k+rp}(\hat{X}, A, J, H) \times \mathcal{H}(\hat{X})$ and
\( \mathcal{B}_{U,\psi}^{k,p}(\hat{X},A,J,\mathcal{H}(\hat{X})) \cong U \times \mathcal{B}_{u}^{k,p}(\hat{X},A,J,H) \times \mathcal{H}(\hat{X}) \) defining their smooth structures, the coordinate expression for the inclusion is the map

\[
U \times \mathcal{B}_{u}^{k+r,p}(\hat{X},A,J,H) \times \mathcal{H}(\hat{X}) \rightarrow U \times \mathcal{B}_{u}^{k,p}(\hat{X},A,J,H) \times \mathcal{H}(\hat{X})
\]

\( (b,u,H) \mapsto (b,u \circ p_{b},H) \).

The only question about differentiability of this map arises from the middle component, the map

\[
\Psi : U \times \mathcal{B}_{u}^{k+r,p}(\hat{X},A,J,H) \rightarrow \mathcal{B}_{u}^{k,p}(\hat{X},A,J,H)
\]

\( (b,u) \mapsto u \circ p_{b} \).

Fix a point \((b,u) \in U \times \mathcal{B}_{u}^{k+r,p}(\hat{X},A,J,H)\) with \(u\) of class \(C^{k+r}\). We want to express \(\Psi\) in coordinates around \((b,u)\) and \(\Psi(b,u) = u \circ p_{b}\). First, assume that \(U\) is an open subset of some \(\mathbb{R}^{d}\). Then the coordinate expression \(\tilde{\Psi} : U \times L^{k+r,p}(u^{*}VX_{a}) \rightarrow L^{k,p}((u \circ p_{b})^{*}VX_{a})\) of \(\Psi\) is given by the string of maps

\[
(b',\xi) \mapsto (b',\exp_{u}^{\xi}(\xi)) \mapsto \exp_{u \circ p_{b}}^{\xi}(\xi) \circ p_{b'} \mapsto (\exp_{u \circ p_{b}}^{1}(\xi) \circ p_{b'}). 
\]

For simplicity from now on I will drop the subscript \(a\) on \(S_{a}\) and consequently \(\hat{X}_{a}\) and denote by \(S\) the Riemann surface \(S_{a}\) and by \(\hat{X}\) the trivial fibre bundle \(S \times X\) over \(S\) with fibres \(X_{z} \cong X\) at the points \(z \in S\). Then the above formula can be evaluated at some point \(z \in S\) and the definition of \(\exp^{1}\) for the fibre bundle \(\hat{X}\) can be inserted to give

\[
\tilde{\Psi}(b',\xi)(z) = \left(\exp_{u \circ p_{b}}^{\xi}(\xi) \circ p_{b'}\right)^{-1}(\exp_{u \circ p_{b}}^{1}(\xi) \circ p_{b'}(z)).
\]

First, note that the right hand side is well-defined for \(\|\xi\|_{L^{1,p}(u^{*}VX)}\) small enough, independent of \(b'\), because by compactness, \(\sup\{|\mathrm{inj}(X_{z})| \mid z \in S\}\) is finite and an \(L^{1,p}\)-bound on \(\xi\) implies a pointwise bound by the Sobolev embedding theorem. Second, this can be written as

\[
\left(\exp_{u \circ p_{b}}^{1}(\xi) \circ p_{b'}\right)^{-1}(\exp_{u \circ p_{b}}^{\xi}(\xi) \circ p_{b'}(z)) = \left(\exp_{u \circ p_{b}}^{\xi}(\xi) \circ p_{b'}\right)^{-1} \circ \exp_{u \circ p_{b}}^{\xi}(\xi) \circ p_{b'}(z),
\]

which can be interpreted as follows: Over \(U \times S\), consider the two fibre bundles \(\rho^{*}\hat{X}\) and \(pr_{2}^{\rho}\hat{X}\), where \(pr_{2} : U \times S \rightarrow S\) is the projection. Both of these bundles are canonically identified with the trivial one, but carry two different structures of Riemannian submersion. Furthermore \(u\) is a section of \(\hat{X}\), and so is \(u \circ p_{b}\). Hence \(\rho^{*}u\) and \(pr_{2}^{\rho}(u \circ p_{b})\) are sections of \(\rho^{*}\hat{X}\) and \(pr_{2}^{\rho}\hat{X}\), respectively, and \(\rho^{*}\xi\) is a section of \(V\rho^{*}\hat{X} = \rho^{*}V\hat{X}\) (along \(\rho^{*}u\)). Then first term \((*)\) above is the coordinate expression for the identification \(L^{k+r,p}(pr_{2}^{\rho}\hat{X}) \cong L^{k+r,p}(\rho^{*}\hat{X})\) induced by the canonical identification of \(pr_{2}^{\rho}\hat{X} \cong \rho^{*}\hat{X}\) in charts around the section \(pr_{2}^{\rho}(u \circ p_{b})\), whereas the second one \((**)\) is the usual coordinate transformation on \(L^{k,p}(\rho^{*}\hat{X})\) from the chart around \(\rho^{*}u\) to the chart around \(pr_{2}^{\rho}(u \circ p_{b})\). So the above map \(\tilde{\Psi}\) can be interpreted as mapping \(\xi\) to \(\rho^{*}\xi \in L^{k+r,p}(\rho^{*}u^{*}V\rho^{*}\hat{X})\), then applying the two coordinate transformations above and finally restricting to the slice \(\{b\} \times X \subseteq pr_{2}^{\rho}\hat{X}\). A derivative of \(\tilde{\Psi}(b',\xi)\) in the first variable \(b'\) then corresponds to a covariant derivative of \(\rho^{*}\xi\) in a direction tangent to the first factor of \(U \times S\). The maps \((*)\) and \((***)\) have bounded derivatives of all orders after restricting to \(V \times S\), where
$V \subseteq U$ is a precompact open subset of $U$.

Now $\nabla^s \rho \xi$ can be expressed (by the Leibniz rule, basically) as a linear combination of $\xi, \ldots, \nabla^s \xi$ with coefficients depending on the $s$-jet of $\rho$. Again after restricting to a precompact subset $V \subseteq U$, these coefficients can be bounded. Combining the above, at least for $\xi \in \Gamma^s(u^*V \hat{X})$ and $b' \in V$, via these pointwise estimates one can estimate $\| (D^s \hat{\Psi}) (b', \xi) \|_{L^{k,p}} \leq \sum_{j=0}^s c_j \| \nabla^j \xi \|_{L^{k,p}} \leq c \| \xi \|_{L^{k+1,p}}$ for some constants $c_j, c$. Applying the usual density argument, which causes the loss of one derivative (hence it says $C^{r-1}$, not $C^r$ in the statement), shows the lemma. \hfill $\square$

**Corollary 3.3.** The set-theoretic identity defines a diffeomorphism

$$\mathcal{M}_{U, \phi_b}(X, A, J, \mathcal{H}(\hat{X})) \cong_{\mathcal{M}_{U, \phi_a}(X, A, J, \mathcal{H}(\hat{X}))}.$$ 

In particular, any choice of covering $(U_i)_{i \in I}$ of the base $B$ of $S$ and trivialisations $(\phi_i : U_i \times S_{\alpha_i} \xrightarrow{\cong} S_{U_i})_{i \in I}$ defines a cocycle for a Banach manifold structure on $\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ independent of these choices.

If $\mathcal{E}$ is any other Banach manifold and $f : \mathcal{B}^{k_0,p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{E}$, for some $k_0 \in \mathbb{N}$ and $p > 1$, a map with the property that there exists an $r \in \mathbb{Z}$, $r \leq k_0$ s. t. $f|_{\mathcal{B}^{k_0,p}(\hat{X}, A, J, \mathcal{H}(\hat{X}))} : \mathcal{B}^{k_0,p}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{E}$ is of class $C^{k-r}$ for every $k \geq k_0$, then $f|_{\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))} : \mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{E}$ is smooth.

With respect to this Banach manifold structure,

$$\pi^{\mathcal{M}}_{\mathcal{E}} : \mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to \mathcal{E}(\hat{X})$$

is a Fredholm map of index

$$\text{ind}(\pi^{\mathcal{M}}_{\mathcal{E}}) = \dim_{\mathcal{C}}(X) \chi + 2c_1(A) + \dim_{\mathcal{R}}(B).$$

**Proof.** Immediate from the preceding three lemmas. \hfill $\square$

### 3.4 Evaluation maps and nodal families

Of interest are two kinds of evaluation maps: Evaluation at the marked points $\hat{R}^b$ and at the points corresponding to the nodes of $\Sigma|_B$. While the former can be defined as maps on $\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$, the latter can not. For the nodes only form a discrete subbundle of $\Sigma|_B$ or their desingularisations one of $S$. The evaluations at these points are of importance since in the desingularisation $S$ of $\Sigma|_B$ all the nodes are resolved to pairs of points and hence the space $\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ contains “too many” curves in the sense that one is only interested in those which map each pair of points corresponding to a node to a single point. For only on this set does there exist an inclusion into $\mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$. But one can still choose a covering $(U_i)_{i \in I}$ and trivialisations $(\phi_i : U_i \times S_{\alpha_i} \to S_{U_i})_{i \in I}$ with the property that $\phi_i$ trivialises $N^{i,1}_{U_i}$ as well, i.e. after choosing some numbering $N^{i,1}_{j}(a_i), N^{i,2}_{j}(a_i), j = 1, \ldots, d$, of $N_{a_i}$ s. t. $N^{i,1}_{j}(a_i)$ and $N^{i,2}_{j}(a_i)$ correspond to the same node and defining $N^{i,1}_{j,b}(b) := \phi_i(b, N^{i,1}_{j}(a_i)), N^{i,2}_{j,b}(b) := \phi_i(b, N^{i,2}_{j}(a_i))$, for $b \in U_i, j = 1, \ldots, d$, one has $N_{b} = (N^{i,1}_{j,b}, N^{i,2}_{j,b}) | j = 1, \ldots, d$. $N^{i,1}_{j,b}$ and $N^{i,2}_{j,b}$ here naturally are always supposed to correspond to the same node. This allows the definition of
ev^{N_i,1}: \mathcal{B}^{k,p}_{U_i}(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \to (X \oplus X)^{\oplus d}
\mathcal{B}^{k,p}_{b}(\tilde{X},A,J,H) \ni u \mapsto ((pr_2(u(N_i^{1,1}(b))), pr_2(u(N_j^{1,1}(b)))), \ldots, (pr_2(u(N_d^{1,1}(b))), pr_2(u(N_{d+1}^{1,1}(b))))).

In contrast, the marked points \( \tilde{R}_1, \ldots, \tilde{R}_n : B \to S \) allow the definition of a globally defined evaluation map

\[ ev^R : \mathcal{B}^{k,p}(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \to \tilde{R}_1^* \tilde{X} \oplus \cdots \oplus \tilde{R}_n^* \tilde{X}, \]

with a well-defined restriction to \( M(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \). The target space of the above map is the fibre bundle over \( B \) which is the Whitney sum of the fibre bundles \( \tilde{R}_i^* \tilde{X} \). Writing \( u \in \mathcal{B}^{k,p}(\tilde{X},A,J,H) \) in the form \( z \mapsto (z, \pi(z)) \in S_b \times X = \tilde{X}_b \), then \( ev^R(u) = (b, \pi(\tilde{R}_i(b)), \ldots, \pi(\tilde{R}_n(b))) \). As before for the \( N_j^{1,1}, N_j^{1,2} \), assume that the \( \phi_i \) preserve the markings in the sense that \( \phi_i(b, \tilde{R}_j(a_i)) = \tilde{R}_j(b) \) for all \( b \in U_i, i \in I \). The reason for this is the following: If \( f : M \to N \) is a map between manifolds, and \( \gamma : \mathbb{R} \to M \) is a path in \( M \), then \( \frac{d}{dt} f(\gamma(t)) = df(\gamma(t)) \) depends on the first derivative of \( f \), and correspondingly for the higher derivatives. If \( f \) is of some Sobolev class, then this is only well defined by the Sobolev embedding theorem as long as \( f \) has enough weak derivatives. This problem is circumvented here, because with the choices of \( \phi_i \) above, the markings and nodal points under the \( \phi_i \) correspond to constant points on the \( S_a \). Hence the restriction \( ev^R : \mathcal{B}^{k,p}_{U_i,\phi_i}(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \to \tilde{R}_1^* \tilde{X} \oplus \cdots \oplus \tilde{R}_n^* \tilde{X} |_{U_i} \) is actually smooth w.r.t. to the smooth structure defined via \( \phi_i \) and hence by the previous corollary

\[ ev^R : M(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \to \tilde{R}_1^* \tilde{X} \oplus \cdots \oplus \tilde{R}_n^* \tilde{X} \]

is a smooth map. Analogously, all the restrictions

\[ ev^{N_i,1,N_j,2} : M_{U_i}(\tilde{X},A,J,\mathcal{H}(\tilde{X})) \to (X \oplus X)^{\oplus d} \]

are smooth maps.

Letting \( \Delta := \{(x,x) \in X \oplus X \mid x \in X\} \), the space of holomorphic curves, at least over one of the \( U_i \), is the preimage \( \left(ev^{N_i,1,N_j,2}\right)^{-1}(\Delta^d) \), which is the space of those curves mapping each pair of points in a desingularisation corresponding to a node to a single point. Furthermore, \( \left(ev^{N_i,1,N_j,2}\right)^{-1}(\Delta^d) \) is independent of the choice of the \( N_i^{1,1} \) and \( N_j^{1,2} \), since any compatible reordering (in \( j \) or switching \( N_i^{1,1} \) and \( N_j^{1,2} \) for a fixed \( j \)) leaves the set \( \Delta^d \) invariant. Hence there are well-defined sets

\[ M_{U_i}(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) := \left(ev^{N_i,1,N_j,2}\right)^{-1}(\Delta^d) \]

which patch together to a well-defined set

\[ M(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) := \bigcup_{i \in I} M_{U_i}(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) \]

in the sense that for any \( i, j \in I \) and for any \( b \in U_i \cap U_j \), the sets of those points in \( M_{U_i}(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) \) and \( M_{U_j}(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) \) lying over \( b \) coincide and furthermore, \( M(\tilde{X}|B,A,J,\mathcal{H}(\tilde{X})) \) is independent of choices. Given \( V \subseteq \tilde{X} \) and \( H \in \mathcal{H}(\tilde{X}) \), there are analogously defined sets

\[ M^V_{U_i}(\tilde{X}|B,A,J,H + \mathcal{H}(\tilde{X})) \text{ and } M^V(\tilde{X}|B,A,J,H + \mathcal{H}(\tilde{X})). \]
Also, one can restrict $ev^R$ to the above subsets. At this point it also makes sense to introduce what is mainly a change in notation. Namely remember that $\hat{X}$ was defined to be the pullback $\pi^*X$ and because the $R_i$ are sections, every $R^*_i \hat{X}$ is canonically identified with $X$. But to distinguish the factors, the above notation is kept. Using this, write

$$ev^R := ev^R|_{M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X}))}: M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X})) \to R^*_1 \hat{X} \oplus \cdots \oplus R^*_n \hat{X}|_B$$

**Lemma 3.11.** For any choice of $U_i$, $\phi_i$ and $N^{i,1}, N^{i,2}$ as above, the maps

$$ev^{N^{i,1},N^{i,2}}, ev^R: M_{U_i}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \to (X^2)^d \times \hat{R}^*_1 \hat{X} \oplus \cdots \oplus \hat{R}^*_n \hat{X}$$

are submersions.

The sets $M_{U_i}(\hat{X}|_B, A, J, \mathcal{H}(\hat{X}))$ are split submanifolds of $M_{U_i}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ that define a cocycle that equips $M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X}))$ with the structure of a split Banach submanifold of $\mathcal{M}(X, A, J, \mathcal{H}(X))$ of codimension $\dim_R(X)d = \dim_C(X)2d$.

Furthermore,

$$ev^R: M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X})) \to R^*_1 \hat{X} \oplus \cdots \oplus R^*_n \hat{X}|_B$$

is a submersion and in particular so are

$$\pi^M_B: M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X})) \to B,$$

the composition of $ev^R$ with the projection $R^*_1 \hat{X} \oplus \cdots \oplus R^*_n \hat{X}|_B \to B$, and every

$$ev^R_i: M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X})) \to R^*_i \hat{X}|_B$$

for $1 \leq i \leq n$, the composition of $ev^R$ with the projection $R^*_1 \hat{X} \oplus \cdots \oplus R^*_n \hat{X}|_B \to R^*_i \hat{X}|_B$.

Finally,

$$\pi^M_{\mathcal{H}}: M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X})) \to \mathcal{H}(\hat{X})$$

is a Fredholm map of index

$$\text{ind}(\pi^M_{\mathcal{H}}) = \dim_C(X)\chi + 2c_1(A) + \dim_R(B).$$

Given an open subset $V \subseteq \hat{X}$ and any $H \in \mathcal{H}(\hat{X})$, the same statements hold with $M_{U_i}(\hat{X}, A, J, \mathcal{H}(\hat{X}))$ replaced by $M_{U_i}^V(\hat{X}, A, J, H + \mathcal{H}^V(\hat{X}))$, $M(\hat{X}|_B, A, J, \mathcal{H}(\hat{X}))$ replaced by $\mathcal{M}^V(\hat{X}|_B, A, J, H + \mathcal{H}^V(\hat{X}))$ and $\mathcal{H}(\hat{X})$ replaced by $H + \mathcal{H}^V(\hat{X})$.

**Proof.** Lemma 3.7 the implicit function theorem and an easy index calculation. □

**Corollary 3.4.** For generic $H \in \mathcal{H}(\hat{X})$, $M(\hat{X}|_B, A, J, H)$ is a manifold of dimension

$$\dim M(\hat{X}|_B, A, J, H) = \dim_C(X)\chi + 2c_1(A) + \dim_R(B).$$

**Proof.** Sard-Smale and Lemma 3.11 □
4 Bubbling and the Gromov compactification

So far, a topology has only been defined on \( M(\tilde{X}|_B, A, J, \mathcal{H}(\tilde{X})) \), where \( B \subseteq M \) is a locally closed submanifold over which there exists a desingularisation of \( \Sigma \). But even if \( M \) has a well-defined stratification by signature, this does not define a well-behaved topology on all of \( M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \). Well-behaved here is to mean at least that the maps \( \pi_M: M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to M \) and \( \pi_M: M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to \mathcal{H}(\tilde{X}) \) are to be continuous.

Furthermore, to be able to apply the compactness results from \[\text{Hum}97\] and \[\text{BEH}^03\], this topology has to be chosen to be compatible in a sense to that of Deligne-Mumford convergence. The relevant construction here can be found in the proof of Theorem 13.6 in \[\text{RS}06\] (the direction (ii) \( \Rightarrow \) (i)). The implication of this theorem can be stated as saying that the map \( M \to \overline{M}_{g,n} \) from the base space of a marked nodal family of Riemann surfaces of type \((g,n)\) to the Deligne-Mumford space equipped with the topology of Deligne-Mumford convergence (as defined e.g. in \[\text{Hum}97\] or \[\text{BEH}^03\]) is continuous. The topology on \( M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) will be described in terms of convergence of sequences as in Section 5.6 of \[\text{MS}04\]. To do so the following result from \[\text{RS}06\] will be used, where still \((\pi: \Sigma \to M, R_\ast)\) is an arbitrary family of marked nodal Riemann surfaces of type \((g,n)\):

**Construction 4.1.** Let \( b \in M \). Then there exists a neighbourhood \( U \subseteq M \) of \( b \) with the following properties: Let \( n_1, \ldots, n_d \in \Sigma_b \) be the nodal points on \( \Sigma_b \). For \( i = 1, \ldots, d \) there are pairwise disjoint neighbourhoods \( N_i \subseteq \Sigma \) of the \( n_i \) with \( \pi(N_i) = U \) and s.t. \( R_i \cap N_i = \emptyset \forall j = 1, \ldots, n, i = 1, \ldots, d \) and holomorphic maps

\[
(x_i, y_i) : N_i \to \mathbb{D}^2, \quad z_i : U \to \mathbb{D}, \quad t_i : U \to \mathbb{D}^{\dim(M) - 1}
\]

s.t.

\[
(z_i, t_i) : U \to \mathbb{D}^{\dim(M)}
\]

\[
(x_i, y_i, t_i \circ \pi|_{N_i}) : N_i \to \mathbb{D}^{\dim(\Sigma)}
\]

are holomorphic coordinate systems with

\[
(x_i, y_i)(n_i) = (0, 0) \quad \text{and} \quad x_i y_i = z_i \circ \pi|_{N_i}.
\]

Denote for \( b' \in U \) and \( i = 1, \ldots, d \)

\[
\Gamma_i(b') := \{ z \in \Sigma_{b'} \cap N_i \mid |x_i(z)| = |y_i(z)| = \sqrt{|z_i(b')|} \}
\]

and

\[
\Gamma(b') := \bigcup_{i=1}^{d} \Gamma_i(b'), \quad \Sigma := \bigcup_{b' \in U} \Gamma(b').
\]

Then each \( \Gamma(b') \) is a disjoint union of nodal points (one for each \( i \) with \( z_i(b') = 0 \)) and pairwise disjoint embedded circles (one for each \( i \) with \( z_i(b') \neq 0 \)) disjoint from all the nodal and marked points. Especially \( \Gamma_i(b) = n_i \) and hence \( \Gamma(b) = \{n_1, \ldots, n_d\} \).

Also, for every \( b' \in U \) there exists a continuous map

\[
\psi_{b'} : \Sigma_{b'} \to \Sigma_b
\]

with the following properties:

- \( \psi_{b'}(\Gamma_i(b')) = n_i \) for all \( i = 1, \ldots, d \).
• \( \psi_{|\Sigma_\nu \setminus \Gamma(b')} : \Sigma_\nu \setminus \Gamma(b') \to \Sigma_\nu \setminus \{n_1,\ldots,n_d\} \) is a diffeomorphism.

• The map
  \[
  \psi : \Sigma_{|U} \setminus \Gamma \to U \times (\Sigma_n \setminus \{n_1\ldots,n_d\}) \\
  z \mapsto (\pi(z), \psi_{\pi(z)}(z))
  \]
  is a diffeomorphism.

These maps have the property that if \((b_i)_{i \in \mathbb{N}} \subseteq U\) is a sequence converging to \(b\), then the sequence \((j_i)_{i \in \mathbb{N}}\) of complex structures on \(\Sigma_n \setminus \{n_1\ldots,n_d\}\) defined by
  \[j_i := \psi_{b_i} \circ j_{b_i},\]
where \(j_{b_i}\) denotes the complex structure on \(\Sigma_n \setminus \Gamma(b')\), converges in the \(C^\infty\)-topology to the restriction of \(j_b\) to \(\Sigma_n \setminus \{n_1\ldots,n_d\}\).

With this one can define sequential convergence in \(\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\).

**Definition 4.1.** Let \((u_i)_{i \in \mathbb{N}} \subseteq \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\) be a sequence. Then \(u_i\) converges to \(u \in \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\) iff the following hold:

• Let \(b_i := \pi_{M}^{-1}(u_i)\) and \(b := \pi_{M}^{-1}(u)\). Then \(b_i \xrightarrow{i \to \infty} b\) in \(M\).

• Let \(H_i := \pi_{\mathcal{H}}^{-1}(u_i)\) and \(H := \pi_{\mathcal{H}}^{-1}(u)\). Then \(H_i \xrightarrow{i \to \infty} H\) in \(\mathcal{H}(\tilde{X})\).

• In the notation of Construction 4.1, for \(b' \in U\), let \(\phi_{b'} := (\psi_{|\Sigma_\nu \setminus \Gamma(b')}^{-1} : \Sigma_n \setminus \{n_1\ldots,n_d\} \to \Sigma_{b'}\). Let \(N \in \mathbb{N}\) be s.t. \(b_i \in U\) for all \(i \geq N\). Then \(u_i \circ \phi_{b_i} : \Sigma_n \setminus \{n_1\ldots,n_d\} \to \tilde{X}\), for \(i \geq N\), converges uniformly to \(u|_{\Sigma_n \setminus \{n_1\ldots,n_d\}}\).

Due to bubbling, see [Hum97] Section V.3, even for \(M\) compact, the moduli space \(\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\) will not be compact. To remedy this situation and still get a compact moduli space, the Gromov compactification of \(\mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\) has to be introduced. To describe this space, first of all assume that the marked nodal family of Riemann surfaces \(\pi : \Sigma \to M, R_u\) is regular. For \(\ell \geq 0\), let \((\pi^\ell : \Sigma^\ell \to M^\ell, R^\ell, \Gamma^\ell)\), \(\Sigma^\ell = M^{\ell+1}\), \(\Gamma^\ell = \Sigma^{\ell-1}\), and \(\hat{\Sigma}^\ell : \Sigma^\ell \to \Sigma^k\), \(\pi^\ell : M^\ell \to M^k\) be the marked nodal families and maps from Lemma 2.1 and Proposition 2.2. Also, for all \(\ell \geq 1\), let \(\sigma^\ell\) and \(\hat{\sigma}^\ell\) be the actions of \(S_\ell\), by reordering the last \(\ell\) marked points, on \(M^\ell\) and \(\Sigma^\ell\), from Proposition 2.2.

Finally, for \(\ell \geq 0\), let \(\tilde{X}^\ell := (\pi^\ell)^{-1}(\tilde{X})\).

Then the following is proved in the monograph [Hum97], Chapter V (esp. Theorem 1.2, Theorem 3.3, Proposition 1.1 and the proofs of these results) as well as in a generalised version, in [BEH+03].

**Proposition 4.1.** Let \((u_i)_{i \in \mathbb{N}} \subseteq \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))\), \(b_i := \pi_{M}^{-1}(u_i)\), \(H_i := \pi_{\mathcal{H}}^{-1}(u_i)\), s.t. \(b_i \xrightarrow{i \to \infty} b\) for some \(b \in M\) and \(H_i \xrightarrow{i \to \infty} H\) for some \(H \in \mathcal{H}(\tilde{X})\). Then there exist the following:

• an integer \(\ell \in \mathbb{N}_0\),

• a subsequence \((u_{i_j})_{j \in \mathbb{N}}\) of \((u_i)_{i \in \mathbb{N}}\),

• \(b_{i_j} \in \tilde{M}^\ell\) with \(\pi^\ell(b_{i_j}) = b_{i_j}\),

• an element \(\hat{u} \in \mathcal{M}_b(\tilde{X}^\ell, A, J, (\pi^\ell)^{-1}(H))\),
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for some \( \hat{b} \in M^\ell \) with \( \pi_0^\ell (\hat{b}) = b \) and
\[
(\hat{\pi}_0^\ell)^* \ u_{ij} \rightarrow \hat{u}.
\]
Furthermore, the \( b_i \), \( \hat{b} \) and \( \hat{u} \) can be chosen s. t. the following holds: Let \( \Sigma_{J,b}^\ell \) be a component of \( \Sigma_{J,b}^\ell \) on which \( \hat{\pi}_0^\ell \) is not a homeomorphism, i. e. either \( \hat{\pi}_0^\ell(\Sigma_{J,b}^\ell) = \{n_i\} \), for some node \( n_i \in \Sigma_b \) or \( \hat{\pi}_0^\ell(\Sigma_{J,b}^\ell) = \{R_j(b)\} \) for some \( j = 1, \ldots, n \). Then \( \hat{u}|_{\Sigma_{J,b}^\ell} \) has nonvanishing vertical homology class and hence defines a nonconstant \( J \)-holomorphic sphere in \( \hat{X}_{n_i} \) or \( \hat{X}_{R_j(b)} \).

**Definition 4.2.** Let
\[
(\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X}) := \{(\hat{\pi}_0^\ell)^* H \mid H \in \mathcal{H}(\hat{X})\}
\]
and
\[
\mathcal{M}(\hat{X}^\ell, A, J, (\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X})) := (\pi_{M,\ell}^\ell)^{-1}((\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X}))
\]
Then for any \( \ell, \hat{\ell} \in \mathbb{N}_0 \) with \( \ell \leq \hat{\ell} \) there is a canonical map
\[
(\hat{\pi}_0^{\hat{\ell}})^* : (\pi_0^{\hat{\ell}})^* \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X})) \rightarrow \mathcal{M}(\hat{X}^\ell, A, J, (\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X}))
\]
of topological spaces, where
\[
(\pi_0^\ell)^* \mathcal{M}(\hat{X}^\ell, A, J, (\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X})) = \mathcal{M}(\hat{X}^\ell, A, J, (\hat{\pi}_0^\ell)^* \mathcal{H}(\hat{X})) \times_{\pi_{M,\ell}^\ell, M^\ell, \pi_{M,\ell}^\ell} \mathcal{M}^\hat{\ell}
\]
is the fibred product of topological spaces.
Furthermore, for all \( \ell \geq 1 \), the actions \( \sigma^\ell \) and \( \sigma^{\hat{\ell}} \) of \( S_\ell \) on \( M^\ell \) and \( \Sigma^\ell \), respectively, induce actions
\[
\hat{\sigma}^{\hat{\ell}} : S_{\hat{\ell}} \times \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X})) \rightarrow \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X}))
\]
compatible via \( \pi_{M,\ell}^\ell \) with the actions \( \hat{\sigma}^\ell \) in the obvious way. Together, the spaces \( \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X})) \), maps \( (\hat{\pi}_0^{\hat{\ell}})^* \) and actions \( \hat{\sigma}^{\hat{\ell}} \) form a system of topological spaces, whose colimit is called the Gromov compactification of \( \mathcal{M}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \) and denoted by
\[
\overline{\mathcal{M}}(\hat{X}, A, J, \mathcal{H}(\hat{X})).
\]
It is equipped with canonical maps
\[
\pi_{M,\ell}^\ell : \overline{\mathcal{M}}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \rightarrow M
\]
and
\[
\pi_{\mathcal{H},\ell}^\ell : \overline{\mathcal{M}}(\hat{X}, A, J, \mathcal{H}(\hat{X})) \rightarrow \mathcal{H}(\hat{X}).
\]

**Remark 4.1.** For \( u \in \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X})) \) with \( \pi_{M,\ell}^\ell (u) = b \), \( \pi_{\mathcal{H},\ell}^\ell (u) = H \) and \( \hat{b} \in M^{\hat{\ell}} \) s. t. \( b = \pi_{\ell}^\ell (\hat{b}) \),
\[
(\hat{\pi}_0^{\hat{\ell}})^* u \in \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* H) \subseteq \mathcal{M}(\hat{X}^{\hat{\ell}}, A, J, (\hat{\pi}_0^{\hat{\ell}})^* \mathcal{H}(\hat{X})).
\]
For \( \ell = \ell + 1 \) this is clear, for on every component of \( \Sigma^\ell_b \), \( \tilde{\pi}^\ell_b \) is either a diffeomorphism or a constant map onto a point. On each component on which \( \tilde{\pi}^\ell_b \) is constant (which then is diffeomorphic to a sphere), \( (\tilde{\pi}^\ell_b)^*H \) vanishes, so the restriction of a section \( u \in M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_b)^*H) \) to such a component is just given by a \( J \)-holomorphic map to \( X_b \). In particular, the constant map corresponding to the restriction of \( (\tilde{\pi}^\ell_b)^*u \) to such a component is holomorphic. For \( \ell \geq 1 \), the claim follows by induction.

**Remark 4.2.** Note that in the above definition, \( (\tilde{\pi}^\ell_0)^* : \mathcal{H}(\tilde{X}) \to \mathcal{H}(\tilde{X}^\ell) \) is an injection.

**Remark 4.3.** The colimit over the above system of topological spaces is the quotient space

\[
\coprod_{\ell \geq 0} M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X}))/\sim,
\]

where

\[
M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \ni u' \sim u'' \in M(\tilde{X}^\ell', A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X}))
\]

if there exists an \( \ell \geq \ell', \ell'' \), an \( g \in S_\ell \) and \( b \in M_\ell \) s.t. \( \pi^\ell_b(u') = \pi^\ell_b(u'') = \pi^\ell_0(b) \) and

\[
(\tilde{\pi}^\ell_b)^*u' = \tilde{\pi}^\ell_g((\tilde{\pi}^\ell_b)^*g_{\sigma^\ell_b^{-1}}u'') \in M((\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X}))).
\]

In particular, this equivalence relation has the following property: If \( u \in M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \) is constant on a ghost component (as in Definition 2.9) of its underlying nodal Riemann surface, then there exists a \( k < \ell \) and a \( u' \in M(\tilde{X}^k, A, J, (\tilde{\pi}^k_0)^*\mathcal{H}(\tilde{X})) \), s.t. \( u \) and \( u' \) define the same point in \( \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \).

**Remark 4.4.** Also, directly from the definition, there is a canonical injection

\[
M(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \hookrightarrow \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})).
\]

**Corollary 4.1.**

\[
\pi^N_M \times \pi^N_N : \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \to M \times \mathcal{H}(\tilde{X})
\]

is a proper map and \( \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) is a Hausdorff topological space. In particular, if \( M \) is compact, then for any \( H \in \mathcal{H}(\tilde{X}) \),

\[
\bar{M}(\tilde{X}, A, J, H) := (\pi^N_M \times \pi^N_N)^{-1}(M \times \{H\})
\]

is a compact Hausdorff topological space.

**Lemma 4.1.** If \( M \) is compact, then there exists an \( \ell \in \mathbb{N}_0 \) s.t. the canonical map

\[
M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \to \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}))
\]

is surjective.

**Proof.** By the definition of \( M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \) and the definition of \( \mathcal{H}(\tilde{X}) \), there exists a universal bound on the vertical energy of every element of \( M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \) independent of \( \ell \), by Lemma 8.2.9 in [MS04], where the vertical energy is defined as in Section 8.2 in [MS04], p. 249. By the usual Gromov-Schwarz and Monotonicity lemmas, this implies a universal bound on the number of components on which an element of \( M(\tilde{X}^\ell, A, J, (\tilde{\pi}^\ell_0)^*\mathcal{H}(\tilde{X})) \) can be nonconstant, which by definition of the equivalence relation in the definition of \( \bar{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X})) \) implies the lemma. \( \square \)
Furthermore, for $\ell \leq \tilde{\ell}$ denote by $M^{\tilde{\ell},\ell}$ the set
\[ M^{\tilde{\ell},\ell} := \{ b \in M^{\tilde{\ell}} \mid \tilde{\pi}^{\tilde{\ell}}_{b} : \sigma^{\tilde{\ell}}_{b} \to \Sigma^{\tilde{\ell}}_{b} \text{ is a homeomorphism} \} \]
and by $\Sigma^{\tilde{\ell},\ell} := \sigma^{\tilde{\ell}} \mid_{M^{\tilde{\ell},\ell}}$.

In addition, let $\tilde{\pi}^{\tilde{\ell},\ell} := \pi^{\tilde{\ell}} \mid_{M^{\tilde{\ell},\ell}} : M^{\tilde{\ell},\ell} \to M^{\tilde{\ell}}$ and $\tilde{\pi}^{\tilde{\ell}} := \pi^{\tilde{\ell}} \mid_{\Sigma^{\tilde{\ell}}} : \Sigma^{\tilde{\ell}} \to \Sigma^{\ell}$.

**Lemma 4.2.** $\pi^{\tilde{\ell},\ell} : M^{\tilde{\ell},\ell} \to M^{\tilde{\ell}}$ is a surjective submersion of complex fibre dimension $\tilde{\ell} - \ell$ and $\Sigma^{\tilde{\ell},\ell} \cong (\pi^{\tilde{\ell}})^{*} \Sigma^{\ell}$ via $\tilde{\pi}^{\tilde{\ell},\ell}$.

Furthermore,
\[ M((\tilde{\pi}^{\tilde{\ell}})^{*} \tilde{X}^{\tilde{\ell}}, A, J, (\tilde{\pi}^{\tilde{\ell}})^{*}(\tilde{\pi}^{\ell}_{b})^{*} \mathcal{H}(\tilde{X})) \cong (\pi^{\tilde{\ell}})^{*} M(\tilde{X}^{\tilde{\ell}}, A, J, (\tilde{\pi}^{\ell}_{b})^{*} \mathcal{H}(\tilde{X})) \]
via $(\tilde{\pi}^{\tilde{\ell},\ell})^{*}$.

**Proof.** This again follows by induction from the case $\tilde{\ell} = \ell + 1$. But in this case $M^{\ell} = M^{\ell + 1} = \Sigma^{\ell}$ and $M^{\tilde{\ell},\ell}$ by Lemma 2.1 is the complement of the nodes and markings in $\Sigma^{\ell}$. The restriction $\Sigma^{\tilde{\ell},\ell}$ of $\Sigma^{\ell}$ to this subset, from the proof of Lemma 2.1 is by definition the pullback of $\Sigma^{\ell}$ via $\pi^{\ell}$ and the restriction of $\tilde{\pi}^{\ell}$ is by definition the canonical map covering $\pi^{\ell}$.

The second claim follows directly from the definitions. \qed

To make sense of the following remark, remember that by definition $M((\tilde{\pi}^{\ell}_{b})^{*} \tilde{X}, A, J, \mathcal{K})$, for any subset $\mathcal{K} \subseteq \mathcal{H}((\tilde{\pi}^{\ell}_{b})^{*} \tilde{X})$, is a disjoint union of subsets that are mapped to the strata of $M^{\ell}$ in the stratification by signature under $\pi^{\ell}_{M}$. By abuse of language I will call these subsets strata, even though in general it is not claimed that they are (Banach) manifolds or form any kind of reasonable stratification. Also, by the codimension of such a subset I will mean the codimension of the corresponding stratum in $M^{\ell}$.

The **transversality problem** now can be formulated as follows:

Does there exist a (generic subset of) $H \in \mathcal{H}(\tilde{X})$ s.t. for every $\ell \geq 0$ (and for all generic $H$), $M(\tilde{X}^{\ell}, A, J, (\tilde{\pi}^{\ell}_{b})^{*} H)$ is stratified by smooth manifolds as in the previous section, induced from the stratification by signature on $M^{\ell}$. And in such a way that $\overline{M}(\tilde{X}, A, J, H)$ has a stratification by smooth manifolds, induced by the canonical maps $M(\tilde{X}^{\ell}, A, J, (\tilde{\pi}^{\ell}_{b})^{*} H) \to \overline{M}(\tilde{X}, A, J, H)$. So that the stratification in particular coincides with the one from before on $M(\tilde{X}, A, J, H)$ under the inclusion from Remark 4.2. Furthermore, there should be a top-dimensional stratum which coincides with the top-dimensional stratum in $M(\tilde{X}, A, J, H)$, corresponding to the smooth curves, and the codimension of every other stratum should coincide with the codimension of the stratum in $M(\tilde{X}^{\ell}, A, J, (\tilde{\pi}^{\ell}_{b})^{*} H)$ from which it arises.

In general, it is known that the answer to this question is no, for all the Hamiltonian perturbations of the form $(\tilde{\pi}^{\ell}_{b})^{*} H$ vanish on ghost components, so the Banach space $(\tilde{\pi}^{\ell}_{b})^{*} \mathcal{H}(\tilde{X})$ is “too small” to achieve the transversality results in Lemma 3.7.

One hence is faced with two conflicting aims: On the one hand one would like to enlarge the spaces of perturbations in the construction of the universal moduli spaces from $(\tilde{\pi}^{\ell}_{b})^{*} \mathcal{H}(\tilde{X}) \cong \mathcal{H}(\tilde{X})$ to $\mathcal{H}((\tilde{\pi}^{\ell}_{b})^{*} \tilde{X})$ to achieve transversality, on the other hand one needs to restrict to perturbations coming from $\mathcal{H}(\tilde{X})$ so that the equivalence relation is preserved and the conditions on the dimensions of the strata of the stratification one wants to construct have any chance of holding true.

The solution to this problem, first applied in the genus 0 case in [CM07] and which will be extended to the present situation in the rest of this text, can now roughly
be described as follows (all these notions will be made precise later on):

For every $\ell \geq 0$ there exists a subset $K^{\ell} \subseteq H(\tilde{X}^{\ell})$ s.t. $(\tilde{\pi}^{\ell})^*K^{\ell} \subseteq K^{\ell}$.

There also exists an $\ell \in \mathbb{N}_0$ and for every $\tilde{\ell} \geq \ell$ a subset $N^{\ell}(K^{\tilde{\ell}}) \subseteq M(\tilde{X}^{\tilde{\ell}}, A, J, K^{\tilde{\ell}})$ with $\pi_M^N(N^{\ell}(K^{\tilde{\ell}})) \subseteq M^{\ell}$ (the part corresponding to smooth curves, as in Section 2) s.t. the closure of $N^{\ell}(K^{\tilde{\ell}})$ in $M(\tilde{X}^{\tilde{\ell}}, A, J, K^{\tilde{\ell}})$ lies in $M(\tilde{X}^{\tilde{\ell}}, A, J, K^{\tilde{\ell}})$.

Since $\pi^M_M(N^{\ell}(K^{\tilde{\ell}})) = \pi_M^M(N^{\ell}(K^{\tilde{\ell}}))$, for every $H \in K^{\ell}$ there is a well-defined map $(\tilde{\pi}^{\ell,0})_*: N^{\ell}(\pi^{\ell,0}_*H) \rightarrow M(\tilde{X}, A, J, H)$ (the left-hand side is defined in the obvious way) given by $u \mapsto ((\pi^{\ell,0}_*)^{-1})^*u$, where $\pi_M^N(u) = b$.

Then for generic $H \in K^{\ell}$ the above will be s.t. $N^{\ell}(\pi^{\ell,0}_*H)$ is invariant under the $S_{\ell}$-action and the map $(\tilde{\pi}^{\ell,0})_*$ is an $\ell$-sheeted covering on the complement of a subset of codimension at least 2 (see Lemma 6.1).

Roughly speaking, the $N^{\ell}(K^{\tilde{\ell}})$ will be defined as spaces of holomorphic sections that map the first $\ell$ additional marked points to a subbundle $\tilde{Y} \subseteq \tilde{X}$ with real codimension 2 fibres and the sets $K^{\ell}$ will be spaces of Hamiltonian perturbations satisfying a set of compatibility conditions with this subbundle. Making these notions precise and showing the properties above will be pretty much the rest of this work.
5 Hypersurfaces and tangency

Throughout this section, let \((\pi : \Sigma \to M, R)\) be a stable marked nodal family Riemann surfaces of type \((g, n)\) and denote their Euler characteristic by \(\chi\). Furthermore, let \((\kappa : X \to M, \omega)\) be a family of symplectic manifolds together with a family \((\kappa|_Y : Y \to M, \omega|_Y)\) of symplectic hypersurfaces in \(X\). Define \(\hat{\kappa} : \hat{X} \to \Sigma\) as the pullback of \(\kappa : X \to \Sigma\) via \(\pi\) and likewise for \(\hat{Y}\). As before, \(\partial_\omega(X)\) is the set of \(\omega\)-compatible vertical almost complex structures on \(X\), i.e., bundle morphisms \(J \in \text{End}(VX)\) with \(J^2 = -\text{id}\) and s.t. \(\omega(\cdot, J\cdot)\) defines a metric on \(VX\). In other words, for any \(b \in M\), \(J_b\) is a compatible almost complex structure on the symplectic manifold \((X_b, \omega_b)\).

To define the sets \(\mathcal{K}^f\) from the previous subsection, almost complex structures and Hamiltonian perturbations compatible with the family of symplectic hypersurface \(Y\) in the sense of [IP03], Definition 3.2 are needed.

**Definition 5.1.** The set of \(Y\)-compatible vertical almost complex structures on \(X\) is defined as
\[
\mathcal{J}_\omega(X, Y) := \{J \in \mathcal{J}_\omega(X) \mid J(VY) = VY\}.
\]

The set of normally integrable \(Y\)-compatible almost complex structures on \(X\) is defined as
\[
\mathcal{J}_{\omega, ni}(X, Y) := \{J \in \mathcal{J}_\omega(X, Y) \mid \pi_{VY\perp\omega}^X N_J(v, \xi) = 0 \quad \forall v \in V_bY, \xi \in V_bY\omega, y \in Y\},
\]
where \(N_J\) denotes the Nijenhuis tensor of \(J\), \(V_bY\omega \subseteq V_bX\) denotes the symplectic orthogonal complement and \(\pi_{VY\omega}^X : VX \to VY\omega\) denotes the projection along \(VY\).

One considers \(\mathcal{J}_\omega(X, Y)\) and \(\mathcal{J}_{\omega, ni}(X, Y)\) as subsets of \(\mathcal{J}_\omega(\hat{X}, \hat{Y})\) and \(\mathcal{J}_{\omega, ni}(\hat{X}, \hat{Y})\), respectively, via pullback.

The proof of Theorem A.2 in [IP03] shows:

**Lemma 5.1.** \(\mathcal{J}_{\omega, ni}(X, Y)\) is nonempty and path-connected.

Now remember that if for \(b \in M\), \(S_b\) is a smooth Riemann surface and \(\iota_b : S_b \to \Sigma_b \subseteq \Sigma\) a desingularisation of the fibre of \(\Sigma\) over \(b\), then \(\iota_b^* \hat{X} = (\pi \circ \iota_b)^* X\) is a trivial bundle, for \(\pi \circ \iota_b\) is the constant map to \(b\). Likewise for the subbundle \(Y \subseteq X\). Making the identification with the trivial bundle, \(X_b := S_b \times X_b\) and \(Y_b := S_b \times Y_b\), one can pull back any \(H \in \mathcal{H}(\hat{X})\) to \(H_b \in \mathcal{H}(X_b)\). Given such \(H\) and any \(J \in \mathcal{J}_\omega(X)\), which induces a vertical almost complex structure on every \(X_b\), one hence gets an almost complex structure \(J^H\) on \(X_b\) as in Definition 5.3.

**Definition 5.2.** Let \(H \in \mathcal{H}(\hat{X})\). \(H\) is called a \(Y\)-compatible Hamiltonian perturbation, \(H \in \mathcal{H}(\hat{X}, \hat{Y})\), if for every \(b \in M\) and every desingularisation \(\iota_b : S_b \to \Sigma_b \subseteq \Sigma\), \(Y_b \subseteq X_b\) is \(H_{\Sigma_b}\)-parallel, i.e., \(\text{im} X_{H_{\Sigma_b}(\zeta)}|_{Y_b} \subseteq V_{Y_b}\forall \zeta \in TS_b\).

Given \(J \in \mathcal{J}_{\omega, ni}(X, Y)\), if furthermore for every \(b \in M\) and every desingularisation \(\iota_b : S_b \to \Sigma_b \subseteq \Sigma\),
\[
\pi_{V\hat{Y}_b\perp\omega}^X N_J^H(\hat{v}, \hat{\xi}) = 0 \quad \forall \hat{v} \in V_{\hat{Y}_b}, \hat{\xi} \in V_{\hat{Y}_b}\omega, \hat{y} \in \hat{Y}_b,
\]
where \(V_{\hat{Y}_b}\omega := \{0\} \times T_{\hat{Y}_b}\omega\), then \(H\) is called a \(J\)-compatible normally integrable Hamiltonian perturbation, \(H \in \mathcal{H}_{ni}(\hat{X}, \hat{Y}, J)\).
This space has the two subspaces
\[ \mathcal{H}^0_{\text{in}}(\hat{X}, \hat{Y}, J) := \{ H \in \mathcal{H}_{\text{in}}(\hat{X}, \hat{Y}, J) \mid H|_{\hat{Y}} = 0 \} \]
\[ \mathcal{H}^0_{00}(\hat{X}, \hat{Y}) := \text{cl}\left( \left\{ H \in \mathcal{H}(\hat{X}) \mid \text{supp}(H) \subseteq \hat{X} \setminus \hat{Y} \text{ compact} \right\} \right), \]
where cl denotes the closure in \( \mathcal{H}(\hat{X}) \).

In the course of the ensuing construction, Hamiltonian perturbations will be chosen with increasing specialisation in the form \( H + H^0 + H^{00} \), starting with some \( H \in \mathcal{H}(\hat{X}, \hat{Y}, J) \) (which actually lies in some other yet to be defined subspace of \( \mathcal{H}(\hat{X}, \hat{Y}, J) \)) and then modifying it to \( H + H^0 \) for \( H^0 \in \mathcal{H}^0_{\text{in}}(\hat{X}, \hat{Y}, J) \) and subsequently to \( H + H^0 + H^{00} \) for some \( H^{00} \in \mathcal{H}^0_{00}(\hat{X}, \hat{Y}) \).

**Remark 5.1.** If one endows, for \( b \in M \), \( \hat{X}_b \) with a symplectic form \( \hat{\omega}_b \) that is of the form \( pr_1^* \sigma + pr_2^* \omega_b \) for a symplectic form \( \sigma \) on \( S_b \), then \( \{ 0 \} \times T_y Y_b^{+,\omega} = T_y \hat{Y}_b^{+,\omega} \) for \( \hat{y} = (z, y) \in \hat{Y}_b \), so the definition of \( \mathcal{H}^0_{\text{in}}(\hat{X}, \hat{Y}, J) \) is in complete analogy to that of \( \mathcal{H}^0_{\omega,\text{in}}(X, Y) \).

**Lemma 5.2.**
\[ \mathcal{H}(\hat{X}, \hat{Y}) = \{ H \in \mathcal{H}(\hat{X}) \mid d(H(\zeta))(v) = 0 \forall \zeta \in T\Sigma, v \in TY^{+,\omega} \}. \]

defines a closed linear subspace of \( \mathcal{H}(\hat{X}) \).

Given any \( J \in \mathcal{H}_{\omega}((X, Y)) \), for any \( b \in M \) and every desingularisation \( \iota_b : S_b \to \Sigma_b \subseteq \Sigma \), \( \hat{Y}_b \subseteq \hat{X}_b \) is a \( J^H \)-complex hypersurface.

The following is the reason for the above definition, which recovers Lemma 3.3 from [IP03] in the present notation:

**Corollary 5.1.** Let \( J \in \mathcal{H}_{\omega,\text{in}}(X, Y) \), let \( H \in \mathcal{H}_{\text{in}}(\hat{X}, \hat{Y}, J) \), let \( b \in M \) and \( \iota_b : S_b \to \Sigma_b \subseteq \Sigma \) a desingularisation. Then for any \( u \in \mathcal{H}(\hat{X}_b, A, J_b, H_b) \) with \( \text{im}(u) \subseteq \hat{Y}_b \),
\[ \pi_{V,Y,b}^X \circ (\Omega_{S_b,H_b}(u)) : L^k(p)(u^*V Y_b^{+,\omega}) \to L^{k-1,p}(\Sigma, v \in T \hat{Y}_b^{+,\omega}) \]
is complex linear (for any \( k \in \mathbb{N}, p > 1 \) with \( kp > 2 \)).

**Proof.** This is a special case of Lemma 3.2.

The following lemma and remark recover formulas (3.3) (b) and (c) from [IP03], which will be used in Lemma 5.4 below showing the existence of “enough” normally integrable Hamiltonian perturbations:

**Lemma 5.3.** Let \( J \in \mathcal{H}_{\omega}(X, H) \in \mathcal{H}(\hat{X}) \) and assume that \( \hat{X} = \Sigma \times X \) is a trivial bundle. Then w. r. t. the decomposition \( T \hat{X} = T\Sigma \times TX \), for \( (w, v), (0, \xi) \in T \hat{X} \),
\[ N_{J^H}((w, v), (0, \xi)) = (0, N_{J}(v, \xi)) = (0, 2(L_{J^H_{\Sigma,\omega}}(X_{\Sigma,\omega})) \xi). \]

In particular, for \( J \in \mathcal{H}_{\omega,\text{in}}(X, Y) \),
\[ \mathcal{H}_{\text{in}}(\hat{X}, \hat{Y}, J) = \{ H \in \mathcal{H}(\hat{X}, \hat{Y}) \mid \pi_{TY,\omega}^X(L_{J^H_{\Sigma,\omega}}(X_{\Sigma,\omega})) J \xi = 0 \}
\]
\[ \forall \xi \in T\Sigma, \xi \subseteq TY^{+,\omega}. \]

Also, for \( J \in \mathcal{H}_{\omega,\text{in}}(X, Y) \),
\[ \pi_{TY,\omega}^X(L_{J^H_{\Sigma,\omega}}(X_{\Sigma,\omega})) J \xi = \frac{1}{2} \pi_{TY,\omega}^X ([X_{H(w)}, \xi] + J[X_{H(w)}, J \xi] + J([X_{H(jw)}, \xi] + [X_{H(jw)}, J \xi])) \].
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Proof. By definition of the Nijenhuis tensor and Remark 3.1

\[ N_{JH}((w, v), (0, \xi)) = [(w, v), (0, \xi)] + J_H [J^H((w, v), (0, \xi))] + J_H[(w, v), J^H(0, \xi)] - [J^H(w, v), J^H(0, \xi)] + J_H[([w, \xi]) + J^H([jw, Jv + 2JX_{H(w)}^0), (0, \xi)] + J_H[(w, v), (0, J\xi)] - [(jw, Jv + 2JX_{H(w)}^0), (0, J\xi)] \]

\[ = (0, [v, \xi]) + J^H(0, [v, J\xi]) - [J^H(0, v), J^H(0, J\xi)] + 2(0, JX_{H(w)}^0, \xi) = (0, N_J(v, \xi)) + 2(0, JX_{H(w)}^0, \xi) - J^H(JX_{H(w)}^0, \xi). \]

To show the last equation, one can explicitly write out \( X_{H(w)}^0 \) to get

\[ 2([JX_{H(w)}^0, J\xi] - J[JX_{H(w)}^0, \xi]) = [JX_{H(w)}^0, J\xi] - J[JX_{H(w)}^0, \xi] - (JX_{H(w)}, J\xi) = (JX_{H(w)}, J\xi). \]

Now using that \( J \in \mathcal{J}_{w, ni}(X, Y) \), hence \( \pi^{TX}_{TY+} N_J(v, \xi) = \pi^{TX}_{TY+} ([v, \xi] + J[v, J\xi] - (J[v, J\xi] - J[v, \xi])) = 0 \) for \( v \in TY, \xi \in TY^1 \), with \( v = X_{H(w)} \), shows the last equation in the statement of the lemma. \( \square \)

**Remark 5.2.** If \( \nabla \) denotes any torsion-free connection on \( X \), then the second part in the above formula for the Nijenhuis tensor can also be written as

\[ 2(JX_{H(w)}^0, J\xi) = 2J(\nabla_\xi (JX_{H(w)}^0), JX_{H(w)}^0) = J(\nabla_\xi (JX_{H(w)}^0), JX_{H(w)}^0), \]

which recovers formula (3.3) (c) in Definition 3.2 from [IP03], although it will not be used in this form in this text. For starting with the second to last line in the string of equalities in the above proof, because \( \nabla \) is torsion-free,

\[ [JX_{H(w)}^0, J\xi] - J[JX_{H(w)}^0, \xi] = \nabla_{JX_{H(w)}^0}(J\xi) - \nabla_{JX_{H(w)}^0}(JX_{H(w)}^0) - \nabla_{JX_{H(w)}^0}(JX_{H(w)}^0) + J\nabla_{JX_{H(w)}^0}(JX_{H(w)}^0) - J(\nabla_\xi (JX_{H(w)}^0), JX_{H(w)}^0), \]

**Lemma 5.4.** There exists a continuous linear right inverse \( \iota : \mathcal{H}(\hat{Y}) \to \mathcal{H}(\tilde{X}, \hat{Y}) \) to the restriction map \( \mathcal{H}(X, Y) \to \mathcal{H}(\hat{Y}), H \mapsto (\zeta \mapsto H(\zeta)|_Y) \), i.e. the restriction map \( \mathcal{H}(\tilde{X}, \hat{Y}) \to \mathcal{H}(\hat{Y}) \) is a split surjection.

Furthermore, \( \iota \) can be chosen s.t. \( \text{im} \ i \subseteq \mathcal{H}_{ni}(\tilde{X}, \hat{Y}, J) \) for any \( J \in \mathcal{J}_{w, ni}(X, Y) \).

**Proof.** First, choosing a locally finite covering of \( M \) over which \( X \) and \( Y \) are trivial and a subordinate partition of unity, one can reduce to the case that \( X \) and \( Y \) are
trivial bundles, so assume that to be the case.

By the Weinstein symplectic neighbourhood theorem, Theorem 3.30, p. 101, in [MS98], there exists a neighbourhood $N(Y)$ of $Y$ in $X$, symplectomorphic to an open neighbourhood $V$ of the zero section in $TY^\perp$ and mapping the zero section to $V$ via the inclusion. $\omega$ turns $TY^\perp$ into a symplectic vector bundle. Choose any $\omega$-compatible Riemannian metric $g$ on $TY^\perp$ and let $\varepsilon > 0$ be so small that for all $y \in V$, the ball of radius (w. r. t. $g$) in $T_yY^\perp$ lies in $V$. Now choose a smooth cutoff-function $\rho : [0, \infty) \to [0, 1]$ s. t. $\rho(r) = 1$ for all $0 \leq r \leq \varepsilon/3$ and $\rho(r) = 0$ for all $r \geq 2\varepsilon/3$. Let $\tau : TY^\perp \to Y$ the projection. Given $H_0 \in C^\infty(Y, \mathbb{R})$, define $\tilde{H}_0 : TY^\perp \to \mathbb{R}$, $\tilde{H}_0(v) := \rho(||v||)\ast H(v)$. Then $\tilde{H}_0$ has compact support in $V$ and by identifying $V$ with $N(Y)$, $\tilde{H}_0$ hence defines a function $H \in C^\infty(X, \mathbb{R})$. Furthermore, for $v \in TY^\perp$, $dH(v) = 0$, for again identifying $N(Y)$ with $V$, by construction and since $\rho$ is constant in a neighbourhood of zero, $dH(v) = dH_0(\tau \cdot v) = dH_0(0) = 0$, for $v \in TY^\perp = \ker \tau$. Also, by definition, $H|_Y = H_0$. Denote the resulting map $\eta : C^\infty(Y, \mathbb{R}) \to C^\infty(X, \mathbb{R})$. One can now define $i : \mathfrak{H}(Y) \to \mathfrak{H}(X, Y)$ by $H_0 \mapsto i(\xi \mapsto \eta(H_0(\xi)))$. By Lemma 5.2 this defines a right inverse to the restriction map. To show the second statement, let $J \in \mathfrak{J}_{\omega , \mathbb{R}}(X, Y)$ be arbitrary. By Lemma 5.3 it has to be shown that for the $H$ just constructed

$$\pi_{TY^\perp}^X \left( [X_{H(u)}], \xi \right) + J[X_{H(u)}], J\xi \right) + \left( J\left( [X_{H(ju)}], \xi \right) + J[X_{H(jw)}], J\xi \right) = 0$$

for all $w \in \Sigma, \xi \in TY^\perp$. I will show that each of the four summands

$$[X_{H(u)}, \xi], [X_{H(w)}, J\xi], [X_{H(jw)}, J\xi], [X_{H(jw)}, J\xi]$$

vanishes separately for suitably chosen extension of $\xi$ to a locally defined vector field. Here and in the following it is used that $J$ leaves $TY$ and $TY^\perp$ invariant and so in particular $\pi_{TY^\perp}^X \circ J = J \circ \pi_{TY}^X$. Let $\xi \in T_yY^\perp, y \in Y$, and $w \in \Sigma$. Choose local coordinates around $y$ in $X$ of the form $(y^1, \ldots, y^{2n-2}, x^1, x^2)$ by use of the Weinstein symplectic neighbourhood theorem. By a smooth change of trivialisation in the corresponding trivialisation of $TY^\perp$ over this neighbourhood one can assume that $J$ is the standard complex structure along $Y$ in the coordinates $x^1$ and $x^2$; i. e., $J \frac{\partial}{\partial x^i}|_{x^1 = x^2 = 0} = \frac{\partial}{\partial y^i}$ and $J \frac{\partial}{\partial x^i}|_{x^1 = x^2 = 0} = - \frac{\partial}{\partial y^i}$. Extend $\xi = a^1 \frac{\partial}{\partial x^1} + a^2 \frac{\partial}{\partial x^2}$, with $a^1, a^2 \in \mathbb{R}$, locally by the same formula. Then $X_{H(u)}$ can be written in these coordinates as $X_{H(u)} = \sum_i b_i \frac{\partial}{\partial y^i}$ with $\frac{\partial}{\partial x^i} b_i = 0$ by construction of $H$. Then

$$[X_{H(u)}, \xi]|_{x^1 = x^2 = 0} = \sum_i b_i \frac{\partial}{\partial y^i} |_{x^1 = x^2 = 0} a^1 \frac{\partial}{\partial x^1} - \sum_i a^i \frac{\partial}{\partial x^1} |_{x^1 = x^2 = 0} b_i \frac{\partial}{\partial y^i} = 0.$$

Similarly,

$$[X_{H(u)}, J\xi]|_{x^1 = x^2 = 0} = \sum_i b_i \frac{\partial}{\partial y^i} |_{x^1 = x^2 = 0} a^1 \frac{\partial}{\partial x^1} - \sum_i b_i \frac{\partial}{\partial y^i} |_{x^1 = x^2 = 0} a^2 \frac{\partial}{\partial x^1} - \sum_i (a^1 \frac{\partial}{\partial x^1} - a^2 \frac{\partial}{\partial x^1}) |_{x^1 = x^2 = 0} b_i \frac{\partial}{\partial y^i} = 0.$$

The other two cases are completely analogous. \hfill $\square$
Definition 5.3. Let \((S, j)\) be a Riemann surface, \(f : S \to X\) a differentiable map. An isolated intersection of \(f\) with \(Y\) is a point \(z \in f^{-1}(Y)\) s.t. there exists a closed disk \(D \subseteq S\) around \(z\) and a closed disk \(B \subseteq Y\) around \(f(z)\) with \(f^{-1}(B) \cap D = \{z\}\). Given such an isolated intersection \(z \in f^{-1}(Y)\), the local intersection number \(\iota(f, Y; z)\) of \(f\) with \(Y\) at \(z\) is defined as follows: Assume that \(f\) intersects \(Y\) in \(z\) transversely. Then \(\iota(f, Y; z) = 1\), if the orientation on \(T_{f(z)}X\) agrees with the orientation induced (via \(T_{f(z)}X \cong (f_1, T_YS) \oplus T_{f(z)}Y\)) by the orientations on \(T_S\) and \(T_{f(z)}Y\), and \(\iota(f, Y; z) = -1\), otherwise. In general, choose a differentiable perturbation \(f_t : S \to X\), \(t \in [0, 1]\), of \(f\) with compact support in the interior of \(D\) and s.t. \(f_1|_D\) is transverse to \(B\). Then

\[
\iota(f, Y; z) := \sum_{z' \in f^{-1}(B) \cap D} \iota(f_t, Y; z').
\]

If \(S\) is compact and all intersections of \(f\) with \(Y\) are isolated (in particular by compactness there are only finitely many), then the intersection number of \(f\) with \(Y\) is defined as

\[
\iota(f, Y) := \sum_{z \in f^{-1}(Y)} \iota(f, Y; z).
\]

The adaptation of Proposition 7.1, in [CM07] to the present situation.

Lemma 5.5. Let \(\tilde{u} \in M(\tilde{X}, A, J, \mathcal{H}(\tilde{X}, \tilde{Y}))\). Define \(u := \text{pr}_2 \circ \tilde{u} : \Sigma_b \to X\). Then for every component (i.e. connected component of a desingularisation) \(\Sigma^1_b\) of \(\Sigma_b\), either \(u(\Sigma^1_b) \subseteq Y\) or \(|u|_{\Sigma^1_b}^{-1}(Y)\) is finite. In the latter case,

\[
\iota(u|_{\Sigma^1_b}, Y) = |u|_{\Sigma^1_b} : [Y],
\]

i.e. the intersection number of \(|u|_{\Sigma^1_b}\) with \(Y\) coincides with the topological intersection number of the homology classes in \(X\) defined by \(|u|_{\Sigma^1_b}\) and \(Y\). Furthermore, at each intersection point \(z \in (|u|_{\Sigma^1_b})^{-1}(Y)\), \(u\) is tangent to \(Y\) of some finite order \(s \geq 0\) with

\[
\iota(u|_{\Sigma^1_b}, Y; z) = s + 1.
\]

In particular, each local intersection number \(\iota(u|_{\Sigma^1_b}, Y; z)\) is positive.

Proof. \((\tilde{X}|_{\Sigma^1_b}, \tilde{J}^H)\) is a complex manifold with \(\tilde{Y}|_{\Sigma^1_b}\) as a complex submanifold by definition of \(\mathcal{H}(\tilde{X}, \tilde{Y})\). Furthermore, \(\tilde{u}|_{\Sigma^1_b} : \Sigma_b \to \tilde{X}|_{\Sigma^1_b}\) is a holomorphic map. Now observe that \(\tilde{u}(z) \in \tilde{Y}\) iff \(u(z) \in Y\), and the orders of tangency coincide. Now apply Proposition 7.1, in [CM07] to \(\tilde{u}|_{\Sigma^1_b}\). \(\Box\)

This allows for the following definition:

Definition 5.4. Let \((\ell_1, \ldots, \ell_n) \in (\mathbb{Z}_{\geq -1})^n\) and denote \(\ell' := \min\{0, \ell_j\}\). Given any open subset \(V \subseteq \tilde{X} \setminus \tilde{Y}\) and \(H \in \mathcal{H}(\tilde{X}, \tilde{Y})\), define

\[
\tilde{Y}^{\ell'} := \begin{cases} \tilde{X} & \ell' = -1 \\ \tilde{Y} & \ell' = 0 \end{cases}
\]

and note that \(\mathcal{H}^V(\tilde{X}) \subseteq \mathcal{H}(\tilde{X}, \tilde{Y})\). Then

\[
\mathcal{M}(\tilde{X}, \tilde{Y}^{(\ell_1' \cdots \ell_n')}, A, J, H + \mathcal{H}^V(\tilde{X})) := (ev^R)^{-1} \left( R_1^\ast \tilde{Y}^{\ell_1'} \oplus \cdots \oplus R_n^\ast \tilde{Y}^{\ell_n'} \right),
\]
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for
\[
ev^R : \mathcal{M}^V(\tilde{X}, A, J, H + \mathcal{H}_V(\tilde{X})) \to R^*_i \tilde{X} \oplus \cdots \oplus R^*_n \tilde{X}.
\]
Furthermore for any subset \( B \subseteq M \),
\[
\mathcal{M}^V(\tilde{X}|_B, \tilde{Y}^{(\ell_1, \ldots, \ell_a)}, A, J, H + \mathcal{H}_V(\tilde{X})) := \{ u \in \mathcal{M}^V(\tilde{X}, \tilde{Y}^{(\ell'_1, \ldots, \ell'_c)}, A, J, H + \mathcal{H}_V(\tilde{X})) \mid b \in B, \iota(u, \tilde{Y}|_{\Sigma_b}; R_j(b)) = \ell_j \}.
\]
By the previous lemma, if \( u \) is a holomorphic curve in \( \tilde{X} \) s.t. \( u \) intersects \( \tilde{Y} \) at each of \( \ell \) different marked points, the last \( \ell \), say, \( u \) is not contained completely in \( \tilde{Y} \) and \([u] \cdot [Y] = \ell \), then \( u \) intersects \( \tilde{Y} \) transversely. Unfortunately one cannot expect this behaviour to persevere under limits of sequences of such maps. For example even for a fixed complex structure on the underlying curve, two of the last \( \ell \) marked points could converge on the domain forming a nodal curve, built up of the original curve together with a sphere component that gets mapped to \( \tilde{Y} \). Since the restriction of \( \tilde{Y} \) to every fibre \( \Sigma_b \) of \( \Sigma \) is trivial by definition, it makes sense to say that the sphere component is constant. In this case this map actually factors through a map from the original surface, but with the two converging marked points replaced by the point at which the sphere component is attached and which gets mapped to \( \tilde{Y} \). At this new point, the curve no longer needs to be transverse to \( \tilde{Y} \), but the previous lemma states that, if the curve does not lie completely in \( \tilde{Y} \), the limit map can only have tangencies of second order. So apart from moduli spaces of curves with marked points lying on a given submanifold, a case already dealt with in Lemma 3.11, one should also construct moduli spaces of curves with tangencies to a given complex hypersurface of (at least) a given order. The tangency of order 1-condition is easy enough to define, if \( u \in \mathcal{M}_b(\tilde{X}, A, J, H) \) with \( u(R_i(b)) \subseteq \tilde{Y} \), then \( u \) is tangent to \( \tilde{Y} \) at \( R_i(b) \) to first order simply if \( \im(D^yu)_{R_i(b)} \subseteq \tilde{V}Y \). For \( J \in \mathcal{J}_w(X, Y) \), \( V^j \tilde{Y}^{l_j} \) is a \( j_b \)-complex subspace of complex dimension 1. If \( H \in \mathcal{H}(\tilde{X}, \tilde{Y}) \), then since \( \delta^{jH}_b u = 0 \), \( \pi_{\tilde{V}^j \tilde{Y}^{l_j}}(D^yu)_{R_i(b)} \) is a \( j_b \)-complex linear map from \( V_\mathcal{H}(\tilde{X}, \tilde{Y}) \) to \( V_{\mathcal{H}(\tilde{X}, \tilde{Y})}(\tilde{Y}^{l_i}) \). Hence over the subset of elements of \( \mathcal{M}(\tilde{X}, A, J, \mathcal{H}(\tilde{X}, \tilde{Y})) \) that map the \( i \)th marked point to \( \tilde{Y} \) (a submanifold by Lemma 3.11), one can consider the complex line bundle with line over \( u \) given by \( \Hom_{(j, j)}(V_\mathcal{H}(\tilde{X}, \tilde{Y}), V_{\mathcal{H}(\tilde{X}, \tilde{Y})}(\tilde{Y}^{l_j})) \). In case of transversality of this section to the zero section, the moduli space of curves tangent to \( \tilde{Y} \) at the \( i \)th marked point then has complex codimension one in the submanifold of those curves that map the \( i \)th marked point to \( \tilde{Y} \). Unfortunately the higher order tangency conditions do not seem to admit such an easy description as global sections of a globally defined complex vector bundle (of the “correct” rank) over the universal moduli space.\cite{CM07}, which allows to use the transversality result (or rather a slight variation of its proof) from \cite{CM07}.

**Construction 5.1.** Let \( (\rho : S \to B, \tilde{R}_i, \iota) \) be a desingularisation of \( \Sigma \) over \( B \subseteq M \) and as before denote \( \tilde{X} := \rho^* t^* X = \iota^* \tilde{X} \) and \( \tilde{Y} := \rho^* t^* Y = \iota^* \tilde{Y} \). For \( a \in B \), let \( U \subseteq B \) be an open neighbourhood of \( a \) s.t. both \( X|_U \) and \( Y|_U \) are trivial, and hence so are \( X|_U \) and \( Y|_U \). Also let \( \phi_a : U \times S_a \to S|_U \) be a trivialisation that preserves the marked points and nodes. Assume that there are pairwise disjoint open neighbourhoods \( D_i \subseteq S_a \) of the marked points \( \tilde{R}_j(a) \in S_a \) biholomorphically equivalent to the unit disk \( \mathbb{D} \subseteq \mathbb{C} \) and disjoint from all the nodal points. These are assumed to have the property that for all \( b \in U \), \( \phi_{ab}|_{D_j} : S_a \supseteq D_j \to S_b \) is a biholomorphic map from \( D_j \) onto a neighbourhood of \( \tilde{R}_j(b) \in S_b \). Let \( u_b \in \mathcal{M}_a(\tilde{X}|_B, A, J, H) \) for some \( H \in \mathcal{H}(\tilde{X}, \tilde{Y}) \). Fix some \( i \in \{1, \ldots, n\} \) and assume that
ev^R(u_0) ∈ Ỹ, but that the component of Σ_a containing Ỹ_i(a) does not get mapped completely to Ỹ by u_0. Using triviality of X and Y over U, pick a neighbourhood $W ⊆ X$ of ev^R(u_0) diffeomorphic to $U × S_a × C^r$, where $r := \dim C(X)$, via a diffeomorphism $Ψ$ that maps Ỹ ∩ W to $U × S_a × C^{r-1} × \{0\}$. Also assume that this diffeomorphism covers $φ_a$. On the right hand side then for any $H ∈ H(Ỹ)$ and $b ∈ U$, $\{b\} × S_a × C^r$ is equipped with the pullback complex structure $J^H_b$ of $J^H$ which turns $\{b\} × S_a × C^r$ into an almost complex manifold and $\{b\} × S_a × C^{r-1} × \{0\}$ into a complex submanifold. Remember that the topology on $M_c(X|B, A, J, H(X, Ỹ))$ is finer than the topology induced by that on $U × B_k(X|B, A, J, H) × H(Ỹ)$ for some $k, p$ with $kp > 2$ by the chart defined via $φ_a$ from Construction 5.4. And that the topology on $B_k,X|B, A, J, H)$ in turn is finer than the $C^a$-topology. Also, the intersection of $u_0$ with Ỹ at $R_i(a)$ is isolated by Lemma 5.5. Hence there is a neighbourhood $V$ of $u_0$ in $M(X|B, A, J, H(X, Ỹ))$ s.t. $u(φ_{ab}(D_j)) ⊆ W$ for all $u ∈ V$, $π_M^B(u) = b$. With the help of the above one can now assign, for every $j = 1, \ldots, n$ and to every $u ∈ V$ with $π_M^B(u) = b$ and $π_M^V(u) = H$ an (i here is the standard complex structure on $D_j ∼ = D_j × C^r$) $i$-$J^H_b$-holomorphic map $D_j → \{b\} × D_j × C^r$. Now one is pretty much exactly in (a parametrised version of) the situation of Section 6 of [CM07] and can follow the discussion leading up to Proposition 6.9 almost to the letter, dropping the simplicity requirement and replacing the space of perturbations of the almost complex structures by the space of Hamiltonian perturbations used in this text, esp. in Lemma 6.6, to show the following result:

**Lemma 5.6.** Let $V ⊆ X$ be an open subset s.t. $V ∩ Ỹ = \emptyset$, let $H ∈ H(Ẋ, Ỹ)$ and let $B ⊆ M$ be a stratum over which $Σ$ has a desingularisation. Then for any $n$-tuple $(ℓ_1, \ldots, ℓ_n) ∈ (\mathbb{Z}_{≥ -1})^n$, $M^V(Ẋ|B, Y^{(ℓ_1, \ldots, ℓ_n)}, A, J, H + H^V(Ẋ))$ is a Banach submanifold of $M^V(Ẋ|B, A, J, H + H^V(Ẋ))$ of real codimension $2 \sum_{i=1}^n (ℓ_i + 1)$. 
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6 Definition of the pseudocycle and outline of the main theorems

In this final part, it is made precise in which sense the map (1) from the introduction defines a homology class, after suitable modifications. i.e. Theorem 1.1 is given a precise formulation in the form of Theorems 6.1 and 6.2 and the proofs of these theorems are sketched.

To do so, the notion of a pseudocycle from [MS04], Section 6.5, and more generally that of rational pseudocycles and rational cobordism from [CM07] will be used. Given the following data:

1. A closed symplectic manifold \((X, \omega)\) with integer symplectic form, \([\omega] \in H^2(X, \mathbb{Z})\).
2. \(0 \neq A \in H_2(X; \mathbb{Z})\) s.t. \(\omega(A) > 0\), \(E := \omega(A) + 1\).
3. A regular marked nodal family \((\pi : \Sigma \to M, R_*)\) of type \((g, n)\), hence Euler characteristic \(\chi = 2(1 - g)\), and consequently regular marked nodal families \((\pi^\ell : \Sigma^\ell \to M^\ell, R^\ell_*, T^\ell_*)\) for all \(\ell \geq 0\) of Euler characteristic \(\chi\) with \(n + \ell\) marked points \(R^\ell_1, \ldots, R^\ell_n, T^\ell_1, \ldots, T^\ell_\ell\), as in Lemma 2.1 and Proposition 2.1

\[
\begin{align*}
\cdots & \xrightarrow{\pi^\ell+1} \Sigma^\ell+1 \\
& \xrightarrow{\pi^\ell} \Sigma^\ell \\
& \xrightarrow{\pi^{\ell-1}} \Sigma^{\ell-1} \\
& \xrightarrow{\pi^{\ell-2}} \cdots \\
& \xrightarrow{\pi^0} \Sigma^0 \\
& \xrightarrow{\pi} \Sigma \\
\end{align*}
\]

\[
\begin{align*}
\cdots & \xrightarrow{M^{\ell+1}} M^\ell \\
& \xrightarrow{M^\ell} M^{\ell-1} \\
& \xrightarrow{M^{\ell-2}} \cdots \\
& \xrightarrow{M^0} M \\
& \xrightarrow{M} M
\end{align*}
\]

where \(M\) is assumed to be closed, and hence so are the \(M^\ell\) for all \(\ell \geq 0\).

Furthermore, for every \(b \in M^\ell\), putting \(b^\ell := \pi^\ell(b) \in M^{\ell-1}\), the map

\[
\hat{\pi}^\ell_{b^\ell} : (\Sigma^\ell_b, R^\ell_1(b), \ldots, R^\ell_n(b), T^\ell_1(b), \ldots, T^\ell_{\ell-1}(b)) \to (\Sigma^\ell_{b^\ell}, R^\ell_1(b^\ell), \ldots, R^\ell_n(b^\ell), T^\ell_1(b^\ell), \ldots, T^\ell_{\ell-1}(b^\ell))
\]

is stabilising, i.e. biholomorphic on every stable component of \((\Sigma^\ell_b, R^\ell_1(b), \ldots, R^\ell_n(b), T^\ell_1(b), \ldots, T^\ell_{\ell-1}(b))\) and constant on every unstable component. For \(\ell > k\) denote the compositions

\[
\hat{\pi}_k^\ell := \hat{\pi}^k \circ \hat{\pi}^{k+1} \circ \cdots \circ \hat{\pi}^{\ell-1} : \Sigma^\ell \to \Sigma^k
\]

and

\[
\pi_k^\ell := \pi^k \circ \pi^{k+1} \circ \cdots \circ \pi^{\ell-1} : M^\ell \to M^k.
\]
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Let, as before, \(\tilde{X} := \Sigma \times X, \tilde{Y} := \Sigma \times Y, \tilde{X}^\ell := (\tilde{\pi}_0^\ell)^* \tilde{X} \cong \Sigma^\ell \times X, \tilde{Y}^\ell := (\tilde{\pi}_0^\ell)^* \tilde{Y} \cong \Sigma^\ell \times Y\).

**Definition 6.1.** Let \(\tilde{M}^\ell\) be the top stratum of \(M^\ell\) in the stratification by signature, corresponding to the smooth surfaces.

For \(H \in \mathcal{H}(\tilde{X}^\ell)\), define
\[
\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) := \{ u \in \mathcal{M}(\tilde{X}^\ell|_{\tilde{H}^\ell}, A, J, H) \mid \text{im}(u \circ T^\ell_j) \subseteq \tilde{Y}^\ell, j = 1, \ldots, \ell, \\
im(u) \cap \tilde{X}^\ell \setminus \tilde{Y}^\ell \neq \emptyset \}
\]
and as before, for any (affine) subspace \(\mathcal{K} \subseteq \mathcal{H}(\tilde{X}^\ell)\),
\[
\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, J) := \bigcup_{H \in \mathcal{K}} \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H).
\]

Also denote by
\[
\text{cl} \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)
\]
the closure in \(\mathcal{M}(\tilde{X}^\ell, A, J, H)\) of \(\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)\). Finally, let
\[
gw_{\mathcal{K}}(X, Y, A, J, H) : \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \to M \times X^n
\]
be defined as the composition
\[
\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \xrightarrow{\text{ev}^\ell} \bigoplus_{i=1}^n \tilde{X}^\ell \cong \Sigma^\ell \times X^n \xrightarrow{(\tilde{\pi}_0^\ell \circ \text{id})} M \times X^n.
\]

### 6.1 Statements of the main results

For the formulation of the first main result of this article remember the spaces \(\mathcal{G}_m(\tilde{X}, \tilde{Y}, J)\), \(\mathcal{M}_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)\), \(\mathcal{G}_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)\) and \(\mathcal{H}^{\ell\ell}(\tilde{X}^\ell, \tilde{Y}^\ell)\) from Definitions 5.1 and 5.2 and that one can consider \(\mathcal{H}(\tilde{Y})\) as a subset of \(\mathcal{G}_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)\) for any \(J \in \mathcal{G}_m(\tilde{X}, \tilde{Y})\) and \(\ell \geq 0\) by Lemma 5.4 and pullback via \(\tilde{\pi}_0^\ell\).

Also remember that a Donaldson pair \((Y, J_0)\) of degree \(D\) is a pair consisting of an almost complex structure \(J_0 \in \mathcal{J}_\omega(X)\) and a hypersurface \(Y \subset X\). \(Y\) is assumed to be an, in the sense of [CM07], Section 8, approximately \(J_0\)-holomorphic, in particular symplectic, hypersurface with \(\text{PD}(Y) = D[\omega]\). The necessary existence and uniqueness results for Donaldson pairs can be found in Theorem 8.1 from [CM07] and the references quoted there.

The first main result deals with the existence of a well-defined Gromov-Witten pseudocycle depending on a choice of \(\omega\)-compatible almost complex structure and Donaldson hypersurface, after a generic choice of Hamiltonian perturbation, and independence of the choice of perturbation.
Theorem 6.1. Let \((X, \omega), J_0, A, E\) be as above. There exists an integer \(D^* = D^*(X, \omega, J_0)\) s. t. for every \(D \geq D^\ast\), there exists a symplectic hypersurface \(Y \subseteq X\), making \((Y, J_0)\) a Donaldson pair of degree \(D\) s. t. the following hold:

a) Let \(\ell := D\omega(A)\). Then there exist:

- A nonempty subset \(\mathcal{J}_{\omega, \ni}(X, Y, E) \subseteq \mathcal{J}_{\omega, \ni}(X, Y)\);
- given \(J \in \mathcal{J}_{\omega, \ni}(X, Y, E)\), a generic subset \(\mathcal{H}_{\text{reg}}(\widetilde{Y}, J) \subseteq \mathcal{H}(\widetilde{Y})\);
- for every \(J \in \mathcal{J}_{\omega, \ni}(X, Y, E)\) and \(H^Y \in \mathcal{H}_{\text{reg}}(\widetilde{Y}, J)\), a generic subset \(\mathcal{H}^0_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y) \subseteq \mathcal{H}^0_{\text{ni}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)\);
- for every \(J \in \mathcal{J}_{\omega, \ni}(X, Y, E)\), \(H^Y \in \mathcal{H}_{\text{reg}}(\widetilde{Y}, J)\) and \(H^0 \in \mathcal{H}^0_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y)\) a generic subset \(\mathcal{H}^{00}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y + H^0) \subseteq \mathcal{H}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)\),

s. t. for \(H^Y \in \mathcal{H}_{\text{reg}}(\widetilde{Y}, J)\), \(H^0 \in \mathcal{H}^0_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y)\) and \(H^{00} \in \mathcal{H}^{00}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y + H^0)\), \(H := H^Y + H^0 + H^{00}\),

\[ u \in M(\tilde{X}^\ell|_{\tilde{M}^\ell}, A, J, H) \Rightarrow \text{im}(u) \cap \tilde{X}^\ell \setminus \tilde{Y}^\ell \neq \emptyset \]

and

\[ \text{gw}^\ell_\omega(X, Y, A, J, H) \]

defines a pseudocycle of dimension

\[ \text{dim}_{\mathbb{C}}(X)\chi + 2c_1(A) + \text{dim}_{\mathbb{R}}(M) \]

in \(M \times X^n\) with image in \(\tilde{M} \times X^n\).

Furthermore, if \(\{B_i\}_{i \in \mathbb{N}}\) is a countable family of locally closed submanifolds of \(\tilde{M}\), given \(J, H^Y, H^0\) as above, then by replacing \(\mathcal{H}^{00}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y + H^0)\) by another generic subset, one can assume that

\[ \text{gw}^\ell_\omega(X, Y, A, J, H) : M(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \to \tilde{M} \times X^n \subseteq M \times X^n \]

is transverse to all the submanifolds \(B_i \times X^n \subseteq \tilde{M} \times X^n\) in the sense that the codimension of the preimage of each \(B_i \times X^n\) under this map in \(M(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)\) is equal to the codimension of \(B_i \times X^n\) in \(\tilde{M} \times X^n\).

b) For \(Y\) as above there exists a nonempty subset

\[ \mathcal{J}_{\omega, \ni}(X, Y, J_0, E) \subseteq \mathcal{J}_{\omega, \ni}(X, Y, E), \]

for \(D\) large enough and by choice of \(Y\) containing elements arbitrarily \(C^0\)-close to \(J_0\), s. t. any two elements in \(\mathcal{J}_{\omega, \ni}(X, Y, J_0, E)\) can be connected by a path in \(\mathcal{J}_{\omega, \ni}(X, Y, E)\).

Furthermore, let \(J_t \in \mathcal{J}_{\omega, \ni}(X, Y, E), t \in \mathbb{R}\), be a family of almost complex structures s. t. \(J_t = J_0\) for \(t \leq 0\) as well as \(J_t = J_1\) for \(t \geq 1\). Then, for \(i = 1, 2\) and for any choice of \(H_i^Y \in \mathcal{H}_{\text{reg}}(\widetilde{Y}, J_i), H_i^0 \in \mathcal{H}^0_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J_i, H_i^Y)\) and \(H_i^{00} \in \mathcal{H}^{00}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J_i, H_i^Y + H_i^0)\), and setting \(H_i := H_i^Y + H_i^0 + H_i^{00}\), the pseudocycles defined by \(\text{gw}^\ell_\omega(X, Y, A, J, H_i)\) are cobordant.

In particular, given \((Y, J_0)\) as above, there is a well-defined cobordism class

\[ \text{gw}^\ell_\omega(X, Y, A, J_0) \]

of pseudocycles in \(M \times X^n\), independent of the choice of \(J \in \mathcal{J}_{\omega, \ni}(X, Y, J_0, E)\) and Hamiltonian perturbation.
The second main result deals with independence of the Gromov-Witten pseudocycle of the choice of Donaldson pair \((Y, J_0)\).

**Theorem 6.2.** Let \((X, \omega), A \in H_2(X; \mathbb{Z})\) be as above. For \(i = 0, 1\) let \((Y_i, J_i)\) be Donaldson pairs of degrees \(D_i \geq D^*,\) where \(D^*\) is as in the previous theorem. Let \(\ell_i := D_i \omega(A)\). Then the rational equivalence classes of pseudocycles defined by

\[
\frac{1}{\ell_i!} \text{gw}^\Sigma_i(X, Y_i, A, J_i)
\]

coincide. Hence there is a well-defined rational cobordism class

\[
\text{gw}_\Sigma(X, A)
\]

of rational pseudocycles in \(M \times X^n\) with image in \(\overset{\circ}{M} \times X^n\), independent of any choices.

Up to now, \((\pi : \Sigma \to M, R_*)\) always denoted an arbitrary regular nodal family of Riemann surfaces. For a definition of a Gromov-Witten pseudocycle that can be attributed to the Deligne-Mumford space \(\overset{\circ}{M}_{g,n}\), one has to restrict to (connected, closed) orbifold branched coverings of \(\overset{\circ}{M}_{g,n}\) that branch over the Deligne-Mumford boundary (cf. Definition 2.7).

**Definition 6.2.** Let \((\pi_i : \Sigma_i \to M_i, R_{i,*})\), \(i = 0, 1, 2\), be orbifold branched coverings of \(\overset{\circ}{M}_{g,n}\) that branch over the Deligne-Mumford boundary, with the \(M_i\) closed, connected. \((\pi_0 : \Sigma_0 \to M_0, R_{0,*})\) is said to be a refinement of \((\pi_1 : \Sigma_1 \to M_1, R_{1,*})\), if there exists a morphism of marked nodal families of Riemann surfaces

\[
\Sigma_0 \xrightarrow{\Phi_0} \Sigma_1
\]

\[
\pi_0 \downarrow \quad \downarrow \pi_1
\]

\[
M_0 \xrightarrow{\phi_0} M_1.
\]

\((\pi_1 : \Sigma_1 \to M_1, R_{1,*})\) and \((\pi_2 : \Sigma_2 \to M_2, R_{2,*})\) are said to be equivalent if they have a common refinement, i.e., if there exists \((\pi_0 : \Sigma_0 \to M_0, R_{0,*})\) together with morphisms of marked nodal families of Riemann surfaces

\[
\Sigma_0 \xrightarrow{\Phi_0} \Sigma_1 \xrightarrow{\Phi_2} \Sigma_2
\]

\[
\pi_0 \downarrow \quad \downarrow \pi_1 \quad \downarrow \pi_2
\]

\[
M_0 \xrightarrow{\phi_0} M_1 \xrightarrow{\phi_2} M_2.
\]

Now let, as in Section 2, \(\overset{\circ}{M} \subseteq M\) be the top-dimensional stratum of the stratification by orbit type and and let \(B_i \subseteq \overset{\circ}{M}, i \in \mathbb{N},\) be an at most countable collection of locally closed submanifolds of real codimension at least 2, covering the complement of \(\overset{\circ}{M}\) in \(M\). Also, let \(|\mathcal{O}(M)|\) and \(|\text{Aut}(\overset{\circ}{M})|\) be as at the end of Section 2.
Definition 6.3. For $k \in \mathbb{N}_0$, denote by
\[
\text{Cob}_Q^k(M \times X^n, \mathcal{C}_0 \times X^n)
\]
the $\mathbb{Q}$-vector space generated by rational cobordism classes of $k$-dimensional rational pseudocycles in $M \times X^n$ with image in $\mathcal{C}_0 \times X^n$.

Definition 6.4. Let $(X, \omega, A)$ be as before, let $(\pi : \Sigma \to M, R_\ast)$ be an orbifold branched covering of $M_{g,n}$ that branches over the Deligne-Mumford boundary with $M$ closed and connected and let $Y, \ell, J, H$ satisfy all the regularity assumptions and also the transversality assumptions for the family $\{\mathcal{C}_0, B_i\}_{i \in \mathbb{N}}$ in 6.1. Then by the previous two theorems,
\[
\frac{1}{|O(M)||\text{Aut}(M)|!} \text{gw}_\Sigma^k(X, Y, A, J, H) \cdot \text{gw}_\Sigma^{-1}(M \times X^n)
\]
defines an element
\[
GW_\Sigma(X, A) \in \text{Cob}_Q^k(M \times X^n, \mathcal{C}_0 \times X^n),
\]
for
\[
k = \dim_C(X)\chi + 2c_1(A) - 3\chi + 2n,
\]
independent of the choice of data as above.

Theorem 6.3. Let $(\pi_0 : \Sigma_0 \to M_0, R_0, \ast), (\pi_1 : \Sigma_1 \to M_1, R_1, \ast)$ be orbifold branched coverings of $M_{g,n}$ that branch over the Deligne-Mumford boundary with $M_0, M_1$ closed and connected.

a) If $(\pi_0 : \Sigma_0 \to M_0, R_0, \ast)$ is a refinement of $(\pi_1 : \Sigma_1 \to M_1, R_1, \ast)$ under a morphism
\[
\begin{array}{ccc}
\Sigma_0 & \xrightarrow{\phi} & \Sigma_1 \\
\pi_0 \downarrow & & \downarrow \pi_1 \\
M_0 & \xrightarrow{\phi} & M_1,
\end{array}
\]
then the restriction of $\phi$ to $\mathcal{C}_0$ is a finite covering of $\mathcal{C}_0$, of order $d$, say, and the map
\[
\frac{1}{d} \phi : \text{Cob}_Q^k(M_0 \times X^n, \mathcal{C}_0 \times X^n) \to \text{Cob}_Q^k(M_1 \times X^n, \mathcal{C}_0 \times X^n)
\]
defined by composition with $\phi \times \text{id}_{X^n}$ and multiplication with $\frac{1}{d}$ is an isomorphism. Furthermore,
\[
\frac{1}{d} \phi_\ast(GW_{\Sigma_0}(X, A)) = GW_{\Sigma_1}(X, A).
\]

b) If $(\pi_0 : \Sigma_0 \to M_0, R_0, \ast)$ and $(\pi_1 : \Sigma_1 \to M_1, R_1, \ast)$ are equivalent, then $\text{Cob}_Q^k(M_0 \times X^n, \mathcal{C}_0 \times X^n) \cong \text{Cob}_Q^k(M_1 \times X^n, \mathcal{C}_0 \times X^n)$ under an isomorphism that maps
$GW_{\Sigma_0}(X, A)$ to $GW_{\Sigma_1}(X, A)$.

Proof. [2] follows immediately from [a] and [a] follows in a straightforward way from the constructions in the proofs of the previous two theorems, because all the moduli spaces involved in the definitions of the pseudocycles clearly pull back under finite coverings (over the strata of the stratification by signature) s.t. regularity is preserved. $\square$
6.2 Outline of the proofs

The proofs of Theorems 6.1 and 6.2 are the most technically demanding, so the main outline will be given here with some of the details deferred to the next section.

6.2.1 The proof of Theorem 6.1

Step 1) The first thing to be shown is the existence of the sets $\mathcal{J}_{\omega,m}(X,Y,J_0) \subseteq \mathcal{J}_{\omega,m}(X,Y,E)$ s.t. for every $J \in \mathcal{J}_{\omega,m}(X,Y,E)$, $\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H)$ is compact, or rather that the closure of $\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H)$ actually lies in the subspace $\mathcal{M}(\hat{X}^t, A, J, H) \subseteq \mathcal{M}(\hat{X}^t, A, J, H)$. This is a rather straightforward extension of the corresponding compactness results in [CM07], which is carried out in Subsection 7.1. Existence of the set $\mathcal{J}_{\omega,m}(X,Y,J_0)$ is shown in Lemma 7.1, the compactness result is given by Lemma 7.2.

Step 2) Next, let $H_0 \in \mathcal{H}(\hat{X}^t,\hat{Y}^t)$ be arbitrary and let $\{B_i\}_{i\in\mathbb{N}}$ be a family as in Theorem 6.1. Because $\pi_0^\omega|_{\mathcal{M}^t} : \hat{M}^t \to \hat{M}$ is a submersion, for every $i \in \mathbb{N}$, $B_i := (\pi_0^\omega|_{\mathcal{M}^t})^{-1}(B_i) \subseteq \hat{M}^t$ is a submanifold of codimension the codimension of $B_i$ in $\hat{M}$. Then by Lemma 3.11 and Lemma 5.6,

$$\pi_{\mathcal{M}}^\omega : \mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)) \to H_0 + \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t),$$

is a Fredholm map of index $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(M)$ and

$$\pi_{\mathcal{M}}^\omega : \mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)) \to \hat{M}^t$$

is a submersion, so for every $i \in \mathbb{N}$, $(\pi_{\mathcal{M}}^\omega)^{-1}(B_i^t)$ is a split submanifold of $\hat{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t))$ of codimension the codimension of $B_i$ in $\hat{M}$. So by a simple index calculation,

$$\pi_{\mathcal{M}}^\omega : (\pi_{\mathcal{M}}^\omega)^{-1}(B_i^t) \to H_0 + \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)$$

is a Fredholm map of index $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(B_i)$. Hence, by the Sard-Smale theorem, one gets a generic subset of $H \in \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)$, s.t. $\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + H)$ is a manifold of dimension $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(M)$ and for every $i \in \mathbb{N}$ one gets a generic subset of $H \in \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)$, s.t. $(\pi_{\mathcal{M}}^\omega)^{-1}(B_i^t) \cap (\pi_{\mathcal{M}}^\omega)^{-1}(H_0 + H)$ is a manifold of dimension $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(B_i)$. Taking the intersection of these at most countably many generic subsets produces a generic subset of $H \in \mathcal{H}^{\mathbb{C}}(\hat{X}^t,\hat{Y}^t)$ s.t.

$$\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + H)$$

is a manifold of dimension $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(M)$ and the $(\pi_{\mathcal{M}}^\omega)^{-1}(B_i^t) \cap (\pi_{\mathcal{M}}^\omega)^{-1}(H_0 + H)$ for $i \in \mathbb{N}$ are submanifolds of dimensions $\text{dim}_C(X)\chi + 2\text{c}_1(A) + \text{dim}_R(B_i)$.

Step 3) Furthermore, for such generic $H$ as above $\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + H)$ carries a natural orientation: First, note that $\mathcal{M}(\hat{X}^t,\hat{Y}^t, A, J, H_0 + \mathcal{H}(\hat{X}^t,\hat{Y}^t))$ carries a natural coorientation as split submanifold of $\mathcal{M}(\hat{X}^t, A, J, H_0 + \mathcal{H}(\hat{X}^t,\hat{Y}^t))$, since it is the preimage under the evaluation map at the last
\( \ell \) marked points of \( \tilde{Y}^\ell \), which is cooriented in \( \tilde{X}^\ell \).

Second, for the Fredholm map

\[ \pi^\ell_{\tilde{H}} : \mathcal{M}(\tilde{X}^\ell, A, J, \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell), \]

at a regular point the kernel of its differential is canonically oriented, since it is identified with the kernel of the corresponding Cauchy-Riemann operator, by Lemma A.3.6 in [MS04]. This in turn is oriented by the usual argument as in the proof of Theorem 3.1.5, p. 50, in [MS04]. Hence the kernel of the restriction

\[ \pi^\ell_{\tilde{H}} : \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell A, J, \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell), \]

at a regular point carries an induced orientation as well.

**Step 4)** At this point, what is left to complete the proof of Theorem 6.1, a), is to well as Theorem 7.1 for Step 4). This finishes the proof of Theorem 6.1, modulo the details from Steps 1) and 4).

Second, for the Fredholm map

\[ \partial \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) := \text{cl} \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \setminus \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H). \]

This is the lengthiest and most technical part of the proof, summed up in Theorem 7.1, so (a simplified version) will be described below, the actual proof is distributed over Subsections 7.2, 7.5.

**Step 5)** Before that, one can give the proof of Theorem 6.1, which is fairly straightforward, given the above has been established:

Consider the marked nodal families \((\pi^\ell : \Sigma^\ell \to M^\ell, R^\ell)\), where \(\Sigma^\ell := \Sigma^\ell \times \mathbb{R}, M^\ell := M^\ell \times \mathbb{R}, \pi^\ell := \pi^\ell \times \text{id}_{\mathbb{R}}, (R^\ell)_j := (R^\ell_j \times \text{id}_{\mathbb{R}})\). These spaces are stratified by taking the product of a stratum of the original space with \(\mathbb{R}\). Correspondingly, define \(\tilde{X}^\ell := \Sigma^\ell \times X\) and \(\tilde{Y}^\ell := \Sigma^\ell \times Y\) so that \(J\) defines an \(\omega\)-compatible vertical almost complex structure on \(\tilde{X}^\ell\). But, instead of the spaces \(\mathcal{H}(\tilde{Y}^\ell), \mathcal{H}^0_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)\) and \(\mathcal{H}^0(\tilde{X}^\ell, \tilde{Y}^\ell)\), now consider the spaces

\[ \mathcal{H}(\tilde{Y}^\ell, H^Y_i) := \{ H^Y \in \mathcal{H}(\tilde{Y}^\ell) \mid H^Y|_{\tilde{X}^\ell \times \{t\}} = \begin{cases} H^Y_0 & t \leq 0 \\ H^Y_i & t \geq 1 \end{cases} \}, \]

\[ \mathcal{H}^0_m(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^0_i) := \{ H^0 \in \mathcal{H}^0_m(\tilde{X}^\ell, \tilde{Y}^\ell, J) \mid H^0|_{\tilde{X}^\ell \times \{t\}} = \begin{cases} H^0_0 & t \leq 0 \\ H^0_i & t \geq 1 \end{cases} \}, \]

\[ \mathcal{H}^0(\tilde{X}^\ell, \tilde{Y}^\ell, H^0_0, H^0_i) := \{ H^0 \in \mathcal{H}^0(\tilde{X}^\ell, \tilde{Y}^\ell) \mid H^0|_{\tilde{X}^\ell \times \{t\}} = \begin{cases} H^0_0 & t \leq 0 \\ H^0_i & t \geq 1 \end{cases} \}. \]

These spaces of Hamiltonian perturbations are large enough for all the transversality results to hold, because for \(t \leq 0\) or \(t \geq 1\), transversality holds by choice of \(H^Y_i\), \(H^0_0\) and \(H^0_i\) and for \(0 < t < 1\) one is free in the choice of perturbation. For the analogue of Lemma 7.4 to hold, one possibly has to replace \(D^*\) by \(D^* + 1\). So for generic choices of perturbations in these spaces, as above, one gets strata-wise cobordisms between the moduli spaces associated to \(H^Y_0, H^0_0, H^0_i\) and \(H^Y_1, H^0_i, H^0_0\).

This finishes the proof of Theorem 6.1 modulo the details from Steps 1) and 4) which can be found in Subsections 7.1, 7.5 esp. Lemmas 7.1 and 7.2 for Step 1) as well as Theorem 7.1 for Step 4).
A short description of what happens in the proof of Step 4 is as follows:

What can immediately be said about $\text{cl} M(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)$ is that it is contained in

$$\{ u \in M(\tilde{X}^\ell, A, J, H) \mid \text{im}(u \circ T_j^\ell) \subseteq \tilde{Y}^\ell, j = 1, \ldots, \ell \}. $$

The problem now is that if $u \in M(\tilde{X}^\ell, A, J, H)$, with $\pi_M^\ell(u) = b$, lies in $\text{cl} \tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)$, then it cannot be excluded that some (or all, esp. in the case that $\Sigma^b_\ell$ is smooth) of the components of $\Sigma^b_\ell$ are mapped by $u$ into $\tilde{Y}^\ell$. The condition that all the Hamiltonian perturbations must lie in $\mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)$ then prevents one from achieving transversality for the universal Cauchy-Riemann operator as well as transversality to $\tilde{Y}^\ell$ of the evaluation maps at the $T_j^\ell$. To present these problems and their solutions in a bit more detail, assume for simplicity that $\Sigma^b_\ell = \Sigma^b_{X} \cup \Sigma^b_{Y}$ has two smooth components of Euler characteristics $\chi^X$ and $\chi^Y$, respectively, with one node $N_b \in \Sigma^b_\ell$ and that $u(\Sigma^b_{X}) \subseteq \tilde{Y}^\ell$ as well as $u(\Sigma^b_{X}) \cap (\tilde{X}^\ell \backslash \tilde{Y}^\ell) \neq \emptyset$. Furthermore, assume that $\ell = \ell^X + \ell^Y$, $\ell^X, \ell^Y \geq 1$, and $T_{\ell}^1(b), \ldots, T_{\ell}^\ell(b) \in \Sigma^b_{X}$, $T_{\ell}^{\ell+1}(b), \ldots, T_{\ell}^\ell(b) \in \Sigma^b_{Y}$.

Let $U^\ell$ be a neighbourhood of $b$ in the stratum of the stratification by signature on $M^\ell$ that contains $b$ and s.t. $\Sigma^b_{U^\ell} := \Sigma^b_{|U^\ell} \Sigma^b_{X} \cup \Sigma^b_{X}$ for a desingularisation of $\Sigma^b_{U^\ell}$ where the nodal points are given in the form of two sections $N^X : U^\ell \to \Sigma^b_{X}$ and $N^Y : U^\ell \to \Sigma^b_{Y}$. Let furthermore $u^X := u|_{\Sigma^b_{X}}$, $u^Y := u|_{\Sigma^b_{Y}}$ and $A^X := [u^X], A^Y := [u^Y]$, s.t. $A = A^X + A^Y$. The first problem now is that $u^Y \in M(\tilde{X}^\ell|_{\Sigma^b_{Y}}, A^Y, J, \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell))$ need not be a regular point of the universal Cauchy-Riemann operator, because the space $\mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)$ of Hamiltonian perturbations is not large enough. Instead, one has to consider $u^Y$ as lying in $M(\tilde{Y}^\ell|_{\Sigma^b_{Y}}, A^Y, J, \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell))$. In Subsection 7.3 it will be shown that, provided the degree of $Y$ is large enough, for generic $H^Y \in \mathcal{H}(Y)$ (remember that this is considered as a subset of $\mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)$), $M(\tilde{Y}^\ell|_{\Sigma^b_{Y}}, A^Y, J, H^Y)$ is empty for $A^Y \neq 0$ (by extending an argument from [CM07]) and a manifold of dimension $\dim_{C}(Y)\chi^Y + \dim_{R}(U^\ell)$ for $A^Y = 0$.

$u^X$ on the other hand, after a generic perturbation $H^{00} \in \mathcal{H}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)$, lies in a submanifold of $M(\tilde{X}^\ell|_{\Sigma^b_{U^\ell}}, A, J, H^Y + H^{00})$ of dimension $\dim_{C}(X)\chi^X + 2\dim(A) + \dim_{R}(U^\ell) - 2\ell^X \chi^X, \text{cut out by the condition } \text{im}(ev_{T_j}^\ell) \subseteq \tilde{Y}^\ell \text{ for } j = 1, \ldots, \ell^X \text{.}$ Taking into account the compatibility of $u^X$ and $u^Y$ at $N_b$, after another generic perturbation in $\mathcal{H}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)$, $u$ lies in a submanifold of $M(\tilde{X}^\ell|_{\Sigma^b_{U^\ell}}, A, J, H^Y + H^{00})$ of
dimension
\[ \dim_{C}(X)\chi^{X} + 2c_{1}(A) + \dim_{R}(U^{\ell}) - 2\ell^{X} + \dim_{C}(Y)\chi^{Y} + \dim_{R}(U^{\ell}) - (\dim_{C}(X) + \dim_{R}(U^{\ell})) \]

\[ = \dim_{C}(X)\chi + 2c_{1}(A) + \dim_{R}(U^{\ell}) - 2\ell^{X} - \chi^{Y} \]

\[ = \dim_{R}(M(X^{\ell}, Y^{\ell}, A, J, H^{Y} + H^{0})) - \operatorname{codim}_{R}(U^{\ell}) + 2\ell^{Y} - \chi^{Y}, \]

which is too large by \(2\ell^{Y} - \chi^{Y}\) (\(\chi^{Y}\) will be negative in higher genus) to serve as a covering of part of the \(\Omega\)-limit set that contains the image of \(u\).

The solution here is a more precise compactness result, from [IP03] or [BEH+03], describing the elements of \(\mathcal{M}(X^{\ell}, Y^{\ell}, A, J, H)\) in more detail. This will be presented in the detail needed for the present purposes in Subsection 7.4. The upshot of this is the following: Restricting the Cauchy-Riemann operator to sections of \(X^{\ell}_{\nu_{\ell}, v}\), its linearisation at \(u^{Y}\) is a Cauchy-Riemann operator on the vector bundle \((u^{Y})^{*}V X^{\ell}\), where \(V X^{\ell}\) is the vertical tangent bundle of \(X^{\ell}\). Restricting that Cauchy-Riemann operator to sections of \((u^{Y})^{*}(V Y^{\ell})^{\perp}\) produces a Cauchy-Riemann operator \(L_{u^{Y}}\) on \((u^{Y})^{*}(V Y^{\ell})^{\perp}\). The compactness result cited above then implies that \(u\) actually comes with a meromorphic section \(\xi_{u}\) of \((u^{Y})^{*}(V Y^{\ell})^{\perp}\). This meromorphic section has simple zeroes precisely at the \(\ell^{Y}\) points \(T_{\ell+1}(b), \ldots, T_{\ell}(b)\) (coming from the transverse intersections with \(Y^{\ell}\) of the elements of the approximating sequence) and one pole at \(N_{b}^{Y}\). Since \([u^{Y}] = 0\), the first Chern class of \((u^{Y})^{*}(V Y^{\ell})^{\perp}\) vanishes and hence the orders of zeroes and poles of \(\xi_{u}\) need to coincide, hence \(\xi_{u}\) has a pole of order \(\ell^{Y}\) at \(N_{b}^{Y}\).

Another consequence of the compactness result is that \(u^{X}\) is tangent to \(Y^{\ell}\) at \(N_{b}^{X}\) of the same order as the order of the pole of the meromorphic section at \(N_{b}^{Y}\). This tangency condition allows one to cut down the dimension of the moduli space containing \(u\) by another term \(2(\ell^{Y} - 1)\) (the \(-1\) is due to the fact that the condition \(u(N_{b}^{X}) \in Y^{\ell}\) is no longer transversely cut out and was already accounted for by the matching condition for \(u^{X}\) and \(u^{Y}\) at \(N_{b}\)).

Also, one can consider \(B := \mathcal{M}(X^{\ell}_{\nu_{\ell}, v}, 0, J, H^{Y})\) as the base of the family of Riemann surfaces \(\mathcal{M}(X^{\ell}_{\nu_{\ell}, v}, S, Z, L, s. t.\, the\, Fredholm\, index\, of\, each\, \mathcal{M}(X^{\ell}, Y^{\ell}, A, J, H^{Y} + H^{0})\) that contains those \(u^{Y}\) that come from \(\mathcal{M}(X^{\ell}, Y^{\ell}, A, J, H^{Y} + H^{0})\) is covered by a moduli space of meromorphic sections as above which has real dimension \(\dim_{R}(\mathcal{M}(X^{\ell}_{\nu_{\ell}, v}, 0, J, H^{Y} + H^{0})) + \chi^{Y} - 2\), where the \(-2\) comes from dividing out the free \(\mathbb{C}^{*}\)-action.
Note that all of the above is completely oblivious to changes in the Hamiltonian perturbation that come from $\mathcal{H}^{00}(\tilde{X}, \tilde{Y})$, i.e. under replacing $H^Y + H^0$ by $H^Y + H^0 + H^{00}$ for $H^{00} \in \mathcal{H}^{00}(\tilde{X}, \tilde{Y})$.

Taken together, these facts show that for appropriate choices of $J, H^Y, H^0$ and $H^{00}$, $u$ is actually contained in a moduli space of dimension

$$\dim(\mathcal{M}(\tilde{X}, \tilde{Y}, A, J, H^Y + H^0 + H^{00})) - 2 + 2t^Y - 2$$

which finally is good enough to serve as a covering of a part of the $\Omega$-limit set containing $u$.

### 6.2.2 The proof of Theorem 6.2

The proof of Theorem 6.2 relies on the following observation, which also explains in which sense the moduli spaces $\mathcal{M}(\tilde{X}, \tilde{Y}, A, J, H)$ used in the definition of the rational pseudocycles $\text{gw}_{\Sigma}(X, A)$ and $\text{GW}_{\Sigma}(X, A)$ can be regarded as perturbations of the moduli spaces $\mathcal{M}(\tilde{X}, A, J, H)$. These are the moduli spaces one is originally interested in, since $\mathcal{M}(\tilde{X}, A, J, 0)/_\sim$ is just (canonically identified with) the moduli space $\mathcal{M}_{g,n}(X, A, J)$ of smooth holomorphic curves of genus $g$ in $X$ with $n$ marked points from the introduction, where $\sim$ denotes the equivalence relation generated by biholomorphic maps between the fibres of $\Sigma \to \mathcal{M}$ that respect the markings.

**Lemma 6.1.** For $A \neq 0$ and $D$ large enough, for generic $H^Y \in \mathcal{H}(\tilde{Y}) \subseteq \mathcal{H}(\tilde{X}, \tilde{Y})$ there exists a generic subset (depending on $H^Y$) of $\mathcal{H}^{00}(\tilde{X}, \tilde{Y})$ s.t. for each $H^{00}$ in this subset, outside a subset of $\mathcal{M}(\tilde{X}, A, J, H^Y + H^{00})$ with complement of codimension at least 2,

$$\mathcal{M}(\tilde{X}, \tilde{Y}, A, J, (\hat{\pi}_0)^* (H^Y + H^{00})) \to \mathcal{M}(\tilde{X}, A, J, H^Y + H^{00})$$

$$u \mapsto u \circ (\hat{\pi}_0)^*(\varphi_{\pi_0})^{-1}$$

is an $\ell!$-sheeted covering.

**Proof.** As will be shown in Subsection 7.3 for $A \neq 0$ and $D$ large enough, for generic $H^Y \in \mathcal{H}(\tilde{Y})$ and for any $H^{00} \in \mathcal{H}^{00}(\tilde{X}, \tilde{Y})$ one can assume that no section in $\mathcal{M}(\tilde{X}, A, J, H^Y + H^{00})$ lies completely in $\tilde{Y}$. Note that over $\tilde{M}^\ell$, $\hat{\pi}_0^\ell$ is a fibrewise isomorphism, hence the space $(\hat{\pi}_0)^*(H^Y + \mathcal{H}^{00}(\tilde{X}, \tilde{Y}))$ is “large enough” for all the transversality results in the following to hold for generic $H := H^Y + H^{00}$, in particular all the strata of $\mathcal{M}(\tilde{X}, A, J, H)$ can be assumed to be manifolds of the correct dimensions. Now every element of $\mathcal{M}(\tilde{X}, A, J, H)$ has intersection number $\ell$ with $\tilde{Y}$, so $\mathcal{M}(\tilde{X}, A, J, H)$ is covered by a union of spaces

$$\mathcal{M}(\tilde{X}^\ell, A, J, (\hat{\pi}_0^\ell)^* H)$$

for $1 \leq t^\ell \leq \ell$ and $\sum_{t=1}^{t^\ell} (t+1) = \ell$. For $t^\ell = \ell$ this is just the space $\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, (\hat{\pi}_0^\ell)^* H)$, where the fibre over a point is given by the $\ell!$ choices to label the $\ell$ intersection points
with $\tilde{Y}$. And for $\ell' < \ell$, by Lemma 5.6 this space has dimension at least two less than $M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, A, J, (\tilde{z}_0)^*H)$.

The proof of Theorem 6.2, which extends the corresponding results from [CM07], Section 10, then goes as follows, with some of the technical results deferred to Subsection 7.6.

Step 1) Given two Donaldson pairs $(Y_i, J_i)$ of degrees $D_i$, for $i = 0, 1$, by Lemma 7.8 in Subsection 7.6 there exists $D \in \mathbb{N}$ and a hypersurface $\overline{Y} \subseteq X$ of degree $D$ that intersects $Y_0$ and $\phi_t(Y_1)$ $\omega$-transversely, where $\phi_t$, $t \in [0, 1]$, is an isotopy of $X$ through symplectomorphisms. Furthermore, there exist $\omega$-compatible almost complex structures $\mathcal{J}_0$ and $\mathcal{J}_1$ s.t. $(\overline{Y}, \mathcal{J}_0)$ are Donaldson pairs and the two pseudocycles $\text{gw}_T^+(X, \overline{Y}, A, J_i)$ with $T := D\omega(A)$ and $i = 0, 1$, are cobordant. To see that the latter holds, one chooses, using Lemma 7.8(a), a subdivision $0 = t_0 < t_1 < \cdots < t_k = 1$ of $[0, 1]$ s.t. there exist $J'_i \in \mathcal{J}_0(X, \overline{Y}, \mathcal{J}_0, E) \cap \mathcal{J}_0(Y, X, \mathcal{J}_1, E)$, $i = 0, \ldots, k - 1$, and connects, by Lemma 7.1, $J'_i$ and $J'_{i+1}$ by a path in $\mathcal{J}_0(X, \overline{Y}, E)$. Then $\text{Theorem 6.1}$ then shows equivalence of the pseudocycles associated to $(\overline{Y}, \mathcal{J}_0)$ and $(Y, J_0)$.

Now note that the pseudocycles associated to $(Y_1, J_1)$ and $(\phi_t(Y_1), (\phi_t)_*J_1)$ are equivalent. For $(\phi_1)_*A = A$, since $\phi_1$ is isotopic to the identity, and $\phi_1$ induces a well defined map between the corresponding moduli spaces. Theorem 6.2 then follows once it has been shown that the rational pseudocycles $\frac{1}{n} \text{gw}^T(X, Y_0, A, J_0)$ and $\frac{1}{n} \text{gw}^T(X, \overline{Y}, A, J_0)$ are rationally cobordant as well as the rational pseudocycles $\frac{1}{n} \text{gw}^T(X, \phi_1(Y_1), A, (\phi_1)_*J_1)$ and $\frac{1}{n} \text{gw}^T(X, \overline{Y}, A, J_1)$. This is clearly symmetric in $Y_0$ and $Y_1$, so it suffices to consider $Y_0$ and one can drop the subscript $0$.

Step 2) The desired rational cobordism is defined in the following way: First of all define $\ell := \ell + \overline{t}$ and consider again the bundles $\tilde{X} := \Sigma \times X$, $\tilde{Y} := \Sigma \times Y$ and $\tilde{\mathcal{V}} := \Sigma \times \mathcal{V}$, for $k = \ell, \overline{t}$. Then for $J' \in \mathcal{J}_0(Y, X, J, E) \cap \mathcal{J}(X, \overline{Y}, E)$ as in Lemma 7.8(b) and after restricting to Hamiltonian perturbations in $\mathcal{H}(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}) := \mathcal{H}(\tilde{X}^{\ell}, \tilde{Y}^{\ell}) \cap \mathcal{H}(\tilde{X}^{\ell}, \tilde{\mathcal{V}}^{\ell})$ one considers moduli spaces of the form

$$M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', H) := \{u \in M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', H) \mid \text{im}(u \circ T_j) \subseteq \tilde{Y}^{\ell}, j = 1, \ldots, \ell, \text{im}(u \circ T_j) \subseteq \tilde{\mathcal{V}}^{\ell}, j = \ell + 1, \ldots, \hat{\ell}, \text{im}(u) \cap \tilde{X}^{\ell} \setminus (\tilde{Y}^{\ell} \cup \tilde{\mathcal{V}}^{\ell}) \neq \emptyset\}$$

and defines $\frac{1}{n} \text{gw}^T(X, Y, \overline{Y}, A, J', H) : M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', H) \to M \times X^n$ via evaluation at the first $n$ marked points, as before.

Step 3) The desired extension of Theorem 6.1 holds, see Theorem 7.2 in Subsection 7.6. There are well-defined subsets of $H \in \mathcal{H}(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell})$, $\overline{H} \in \mathcal{H}(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell})$ and $\hat{H} \in \mathcal{H}(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell})$ s.t. no elements in $M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', H)$, $M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', \overline{H})$ and $M(\tilde{X}^{\ell}, \tilde{Y}^{\ell}, \tilde{\mathcal{V}}^{\ell}, A, J', \hat{H})$ have image in $\tilde{Y}^{\ell} \cup \tilde{\mathcal{V}}^{\ell}$, $\tilde{Y}^{\ell} \cup \tilde{\mathcal{V}}^{\ell}$ and $\tilde{Y}^{\ell} \cup \tilde{\mathcal{V}}^{\ell}$, respectively. Furthermore, $\frac{1}{n} \text{gw}^T(X, Y, A, J', H), \frac{1}{n} \text{gw}^T(X, Y, A, J', H)$
and $gw^\ell_\Sigma(X, Y, \overline{Y}, A, J', \hat{H})$ are well-defined pseudocycles of dimension $\dim_{\mathbb{Q}}(X)\chi + 2\zeta_1(A) + \dim_{\mathbb{R}}(M)$, independent (up to cobordism) of the choice of $H$, $\overline{H}$ and $\hat{H}$. Hence there is a well-defined cobordism class

$$gw_\Sigma(X, Y, \overline{Y}, A, J')$$

of rational pseudocycles given by

$$\frac{1}{\ell!} gw^\ell_\Sigma(X, Y, \overline{Y}, A, J', \hat{H}).$$

This is the most technical part of the proof, deferred to Subsection 7.6. It follows the same line of argument as the proof of Theorem 6.1 just with slightly more complex notation.

Step 4) By the argument from the previous lemma, for appropriate $H \in \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell)$ and $\overline{H} \in \mathcal{H}(\tilde{X}^\overline{\ell}, \tilde{Y}^\overline{\ell}, \tilde{\overline{Y}}^\overline{\ell})$,

$$\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J', (\hat{\pi}^\ell_H)^*H) \to \tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J', H)$$

and

$$\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J', (\hat{\pi}^{\overline{\ell}}_H)^*\overline{H}) \to \tilde{M}(\tilde{X}^\overline{\ell}, \tilde{Y}^\overline{\ell}, A, J', \overline{H})$$

define $\tilde{\ell}$- and $\overline{\ell}$-sheeted coverings, respectively (outside a subset of real codimension at least 2). Here, one has to observe that the Hamiltonian perturbation $\hat{H} = (\hat{\pi}^\ell_H)^*H$ does not satisfy the general requirements for the definition of the pseudocycle $gw^\ell_\Sigma(X, Y, \overline{Y}, A, J', \hat{H})$, but only for the stratum over $\tilde{M}^\ell$. Instead, in this case the $\Omega$-limit set of $gw^\ell_\Sigma(X, Y, \overline{Y}, A, J', \hat{H})$ is contained in the $\Omega$-limit set of $gw^\ell_\Sigma(X, Y, A, J', H)$, which one knows a priori to have real codimension at least 2.

And likewise for $\overline{H} = (\hat{\pi}^{\overline{\ell}}_H)^*\overline{H}$.

Now connect $(\hat{\pi}^\ell_H)^*H$ and $(\hat{\pi}^{\overline{\ell}}_H)^*\overline{H}$ by a path $(H_t)_{t \in [0,1]}$ in $\mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell)$ with $H_0 = (\hat{\pi}^\ell_H)^*H$ and $H_1 = (\hat{\pi}^{\overline{\ell}}_H)^*\overline{H}$ that induces a cobordism

$$\bigcup_{t \in [0,1]} \tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, H_t)$$

between $\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, (\hat{\pi}^\ell_H)^*H)$ and $\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, (\hat{\pi}^{\overline{\ell}}_H)^*\overline{H})$ and is generic for $t \in (0,1)$.

I. e. the boundary of $\bigcup_{t \in [0,1]} \tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, H_t)$ is the union of three parts. Namely those parts for $t = 0, 1$, where the evaluation maps factor through the boundary of $\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, (\hat{\pi}^\ell_H)^*H)$ and $\tilde{M}(\tilde{X}^\ell, \tilde{Y}^\ell, \tilde{\overline{Y}}^\ell, A, J, (\hat{\pi}^{\overline{\ell}}_H)^*\overline{H})$, which can be covered by manifolds of codimension at least 2. And the part of the boundary for $t \in (0,1)$, which can be covered by manifolds of codimension at least 2 by a generic choice of $(H_t)_{t \in [0,1]}$.

This implies that $gw_\Sigma(X, Y, \overline{Y}, A, J')$, $gw_\Sigma(X, Y, A, J')$ and $gw_\Sigma(X, \overline{Y}, A, J')$ are rationally cobordant and finishes the proof of Theorem 6.2.
7 Details of the proofs of the main results

7.1 Compactness of the closure of the moduli space

In this subsection, the details for Step 1 in the outline of the proof of Theorem 6.1 from Subsection 6.2.1 are given.

The appropriate conditions for compactness of \( \text{cl}M(\tilde{X}, \tilde{Y}, A, J, H) \) to hold have been formulated in [CM07], Section 8:

**Definition 7.1.** Let, for \( E > 0 \), \( \mathcal{J}(X, Y, E) \subseteq \mathcal{J}(X, Y) \) be the subset of almost complex structures \( J \in \mathcal{J}(X, Y) \) s.t.

1. All \( J \)-holomorphic spheres of energy \( \leq E \) contained in \( Y \) are constant.
2. Every nonconstant \( J \)-holomorphic sphere of energy \( \leq E \) in \( X \) intersects \( Y \) in at least 3 distinct points in the domain.

Also, define

\[
\mathcal{J}_{\omega, \text{mi}}(X, Y, E) := \mathcal{J}_\omega(X, Y, E) \cap \mathcal{J}_{\omega, \text{mi}}(X, Y).
\]

In the same reference, in Corollary 8.14, it has been shown that this condition is non-void, which needs to be adapted to include the condition of normal integrability:

**Lemma 7.1.** There exists a constant \( D^* = D^*(X, \omega, J_0) \) and a nonempty \( C^0 \)-neighbourhood \( \mathcal{J}_\omega(X, J_0) \subseteq \mathcal{J}_\omega(X) \) of \( J_0 \) s.t. if \( D \geq D^* \), then

\[
\mathcal{J}_\omega(X, Y, J_0, E) := \mathcal{J}_\omega(X, Y, E) \cap \mathcal{J}_\omega(X, J_0)
\]

and

\[
\mathcal{J}_{\omega, \text{mi}}(X, Y, J_0, E) := \mathcal{J}_{\omega, \text{mi}}(X, Y, E) \cap \mathcal{J}_\omega(X, J_0)
\]

are nonempty for every \( E > 0 \).

Moreover, any two elements in \( \mathcal{J}_{\omega, \text{mi}}(X, Y, J_0, E) \) can be connected by a path in \( \mathcal{J}_{\omega, \text{mi}}(X, Y, E) \).

**Proof.** Let \( \mathcal{J}_\omega(X, J_0) \) be the \( C^0 \)-ball around \( J_0 \) in \( \mathcal{J}_\omega(X) \) of radius \( \theta_2 \), where \( \theta_2 \) is as in Corollary 8.14 of [CM07]. Then by that reference, there exists a \( J' \in \mathcal{J}_\omega(X, Y, E) \cap \mathcal{J}_\omega(X, J_0) \). Applying the procedure in the proof of Theorem A.2 in [IP03] yields an arbitrarily \( C^0 \)-close (to \( J' \), the endomorphism \( K \) in equation (A.2) in said proof can be chosen arbitrarily small in \( C^0 \), but not in \( C^1 \) \( J'' \in \mathcal{J}_{\omega, \text{mi}}(X, Y) \), in particular \( J'' \in \mathcal{J}_\omega(X, J_0) \), with \( J''|_Y = J' \). Hence \( J'' \) still satisfies condition 1. in Definition 7.1. Now observe that condition (ii) of Proposition 8.11 in [CM07] can be achieved by a perturbation \( J \) of \( J'' \) s.t. \( J = J'' \) lies in the closure of those endomorphisms of \( TX \) that have compact support in the complement of \( Y \). But such perturbations still lie in \( \mathcal{J}_{\omega, \text{mi}}(X, Y) \).

Now if \( J_0, J_1 \in \mathcal{J}_{\omega, \text{mi}}(X, Y, J_0, E) \), then by Corollary 8.14 in op. cit. they can be connected by a path \( (J'_\tau)_{\tau \in [0, 1]} \) in \( \mathcal{J}_\omega(X, Y, E) \). Again applying the procedure from Theorem A.2 in [IP03] produces a path \( (J''_\tau)_{\tau \in [0, 1]} \), arbitrarily close to \( (J'_\tau)_{\tau \in [0, 1]} \) in \( C^0 \)-topology, that coincides with \( (J'_\tau)_{\tau \in [0, 1]} \) along \( Y \) and satisfies \( J''_0 = J'_0 = J_0 \) as well as \( J''_1 = J'_1 = J_1 \). So in particular \( (J''_\tau)_{\tau \in [0, 1]} \) still satisfies condition 1. in
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Definition 7.1. Now proceed as before: Condition (ii) of Proposition 8.12 in \textbf{[CM07]} can be achieved by a perturbation $(J_\tau)_{\tau \in [0,1]}$ of $(J_\tau')_{\tau \in [0,1]}$ s.t. $J_\tau'' - J_\tau$ vanishes for $\tau = 0,1$ and for $\tau \in (0,1)$ lies in the closure of those endomorphisms of $TX$ that have compact support in the complement of $Y$.

Finally, again in \textbf{[CM07]}, Proposition 9.5, the necessary compactness result is given, which can easily be adapted to the present situation to show:

**Lemma 7.2.** Let $J \in \partial_\omega(X,Y,E)$ and let $\ell = [\gamma] \cdot A$. Then
\[
\pi_M^\ell \times \pi_M^\ell : \text{cl}(\tilde{X},\tilde{Y},\ell) \to M^\ell \times H(\tilde{X},\tilde{Y})
\]
is a proper map.

**Proof.** Let $(u_i)_{i \in \mathbb{N}} \subseteq M(\tilde{X},\tilde{Y},\ell)$ be a sequence s.t. $b_i := \pi_M^\ell(u_i) \to b \in M^\ell$ and $H_i := \pi_H^\ell(u_i) \to H \in H(\tilde{X},\tilde{Y})$. By Proposition 4.3 there then exists an $\ell' \in \mathbb{N}_0$ and a subsequence $(u_{i_j})_{j \in \mathbb{N}}$ together with a sequence $b_{i_j} \in (M^\ell)^{\ell'}$ and an element $\tilde{u} \in M((\tilde{x}_j)^{\ell'} \times A, J, H((\tilde{x}_j)^{\ell'}))$, $\tilde{b} := \pi_M^\ell(\tilde{u})$ s.t. $\pi_M^\ell(\tilde{u}) = H$, $\pi^\ell(\tilde{b}) = b$ and
\[
(\tilde{u}_j)_{i_j} \to \tilde{u}.
\]
Furthermore, either $\tilde{b} \in (M^\ell)^{\ell'}$ and hence $\tilde{u}$ defines an element
\[
(u, b, H) \in \text{cl}M(\tilde{X},\tilde{Y},A, J, H(\tilde{X},\tilde{Y}))
\]
or there exists a component $(\Sigma^\ell)^{\ell'}_{i,b}$ with $\pi^\ell((\Sigma^\ell)^{\ell'}_{i,b}) = z$ for some $z \in \Sigma_b$ either a node or a marked point. Furthermore, $\tilde{u}$ defines a nonconstant $J$-holomorphic sphere in $\tilde{X} \cong X$. Because $J \in \partial_\omega(X,Y,E)$, the image of this sphere is not contained in $Y$ and intersects $Y$ in at least 3 distinct points, at least one of which is not one of the last $\ell$ marked points $T^*_J(b)$. Now proceed literally as in the proof of Proposition 9.5 in \textbf{[CM07]}.

### 7.2 A description of the closure of the moduli space

In this subsection a description of the elements of $\text{cl}M(\tilde{X},\tilde{Y},A, J, H)$ is given together with the compactness result from Step 4 of the outline of the proof of Theorem 6.1 in Subsection 6.2.1. Namely to each $u \in \text{cl}M(\tilde{X},\tilde{Y},A, J, H)$ one can associate data from the following at most countable set of choices:

1. Letting $b \in M^\ell$, there is a connected open neighbourhood $U^\ell$ of $b$ in the stratum of the stratification by signature on $M^\ell$ containing $b$ s.t. $\Sigma^\ell_U := \Sigma^\ell|_{U^\ell}$ has a desingularisation
\[
(\rho^\ell : \mathcal{S}^\ell \to U^\ell, \mathcal{H}^\ell, \mathcal{E}^\ell : U^\ell \to M^\ell, \iota^\ell : \mathcal{S}^\ell \to \Sigma^\ell)
\]
s.t. $\rho^\ell : \mathcal{S}^\ell \to U^\ell$ is topologically trivial and s.t. there are sections $N^{\ell,1}_U, N^{\ell,2}_U : U^\ell \to \mathcal{S}^\ell$ parametrising the nodal points. $M^\ell$ can be covered by at most countably many subsets $U^\ell$ of this form.

2. For each of the above, there is a finite index set $I$ for the connected components of $\mathcal{S}^\ell$, s.t. $\mathcal{S}^\ell = \bigsqcup_{i \in I} \mathcal{S}^\ell_i$, and also a finite number of decompositions $I = I^X \amalg I^Y$ into two disjoint subsets.
For $i \in I$ and $b \in U^\ell$, $\hat{S}_{i,b}^\ell$ will usually be treated as a subset of $\Sigma_b^\ell$. To $u \in \cl \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)$ one then associates $U^\ell$ s.t. $\pi_{\mathcal{M}}^T(u) := b \in U^\ell$ and $I = I_X \amalg I_Y$ s.t. $u(\hat{S}_{i,b}^\ell) \subseteq \tilde{Y}^\ell \iff i \in I^\ell$. Furthermore, to each of the above, one can associate the following:

3. $\hat{S}^\ell = \hat{S}^\ell,X \amalg \hat{S}^\ell,Y := \left( \coprod_{i \in I^X} \hat{S}_i^\ell \right) \amalg \left( \coprod_{i \in I^Y} \hat{S}_i^\ell \right)$. 

4. Denote by $\Sigma_{U^\ell}^X$ and $\Sigma_{U^\ell}^Y$ the image of $\hat{S}^\ell,X$ and $\hat{S}^\ell,Y$ under $\iota^\ell$, respectively, so that $\Sigma_{U^\ell}^\ell = \Sigma_{U^\ell}^X \cup \Sigma_{U^\ell}^Y$. 

5. Denote by $\chi^X$ and $\chi^Y$ the Euler characteristics of the fibres of $\Sigma_{U^\ell}^X$ and $\Sigma_{U^\ell}^Y$, respectively. 

6. Let $\{1, \ldots, \ell\} = K^X \amalg K^Y$ be the decomposition s.t. $T_j^\ell(b) \in \Sigma_{U^\ell}^X$ for all $j \in K^X$ and $b \in U^\ell$ and $T_j^\ell(b) \in \Sigma_{U^\ell}^Y$ for all $j \in K^Y$ and $b \in U^\ell$. 

7. Among the nodal points on $\hat{S}^\ell$, there is a subset of those pairs, where one of the two points corresponding to a node lies on $\hat{S}^\ell,X$ and the other lies on $\hat{S}^\ell,Y$. Denote these by $N_{r^\ell,XY,X}^r$, $N_{r^\ell,XY,Y}^r$, $r = 1, \ldots, d$, the first one lying on $\hat{S}^\ell,X$, the second one on $\hat{S}^\ell,Y$. 

8. Denote by $N_{r^\ell,Y,1}^r$, $N_{r^\ell,Y,2}^r$, $r = 1, \ldots, d'$, the nodal points where both lie on $\hat{S}^\ell,Y$. 

9. Regard both $\Sigma_{U^\ell}^X$ and $\Sigma_{U^\ell}^Y$ as families of nodal Riemann surfaces with marked points $((T_j^\ell)^r_{j \in K^X}, (N_{r,Y,XY,X}^r)^r_{r=1,\ldots,d})$ and $((T_j^\ell)^r_{j \in K^Y}, (N_{r,Y,XY,Y}^r)^r_{r=1,\ldots,d})$, respectively.

From now on unless specified otherwise, a set of data as in 1. – 9. above is always supposed to be given. Also, write $u_i := u|_{\hat{S}_i^\ell}$, $u^X := u|_{\Sigma_{U^\ell}^X}$ and $u^Y := u|_{\Sigma_{U^\ell}^Y}$.
7.3 Reduction to the case of vanishing homology classes

The first goal is to show that one can choose $H$ s. t. every component of a section in $\text{cl} M(\tilde{X}^\ell, Y^\ell, A, J, H)$ with image contained in $\tilde{Y}^\ell$ needs to represent vanishing homology class. Assuming $A \neq 0$, this in particular implies that no section over a smooth curve in $\text{cl} M(\tilde{X}^\ell, Y^\ell, A, J, H)$ has image contained in $\tilde{Y}^\ell$. The way this will be proved is by following the line of argument in [CM07] leading up to Proposition 8.11. To formulate the main result, first of all the analogue of Lemma 8.9 in [CM07] is needed:

Lemma 7.3. Let $\Sigma$ be a fixed smooth Riemann surface equipped with a compatible volume form $\text{dvol}_\Sigma$ s. t. $\text{vol}_\Sigma(\Sigma) = 1$, let $(X, \omega)$ be a closed symplectic manifold, $\tilde{X} := \Sigma \times X$, and let $J_0$ be an $\omega$-compatible almost complex structure. Then there exists a constant $D_\kappa = D_\kappa(\omega, J_0)$ s. t. for any $J \in \mathcal{J}_\omega(X)$ and $H \in \mathcal{H}(\tilde{X})$ with $\|J - J_0\|_{\mathcal{C}^0}, \|H\|_{\mathcal{C}^1}, R_H < \frac{1}{2}$, where $R_H : \tilde{X} \to \mathbb{R}$ is s. t. $R_H \text{dvol}_\Sigma$ is the curvature of the connection defined by $H$, the following holds: If $A \in H_2(\tilde{X}; \mathbb{Z})$ is a homology class s. t. there exists a $\tilde{J}^H$-holomorphic section $u = (\text{id}, u_2) : \Sigma \to \tilde{X}$ with $[u_2] = A$, then

$$(c_1(TW), A) < D_\kappa(\omega(A) + 1).$$

Proof. Let $J, H$ be as in the statement of the lemma and let $\kappa := \frac{1}{4}$. Then by Exercise 8.1.3, p. 260, in [MS04], $\tilde{\omega}_\kappa := \text{pr}_2^*\omega + \text{pr}_1^*(\kappa \text{dvol}_\Sigma)$ is a symplectic form on $\tilde{X}$ s. t. $\tilde{J}^H$ is $\tilde{\omega}_\kappa$-compatible. Now proceed as in the proof of Lemma 8.9 in [CM07]: Let $\alpha \in \Omega^2(X)$ be a closed 2-form that represents $c_1(TX)$. Then

$$\langle c_1(TX), A \rangle = \int_{\Sigma} u_2^* \alpha$$
$$= \int_{\Sigma} u^* \text{pr}_2^* \alpha$$
$$\leq \|\text{pr}_2^* \alpha\|_{\tilde{\omega}_\kappa, \tilde{J}^H} \int_{\Sigma} u^* \tilde{\omega}_\kappa$$

as in op. cit., because $u$ is $\tilde{J}^H$-holomorphic and $\tilde{J}^H$ is $\tilde{\omega}_\kappa$-compatible

$$= \|\text{pr}_2^* \alpha\|_{\tilde{\omega}_\kappa, \tilde{J}^H} \left( \int_{\Sigma} u_2^* \omega + \kappa \right)$$
$$= \|\text{pr}_2^* \alpha\|_{\tilde{\omega}_\kappa, \tilde{J}^H} (\omega(A) + \kappa).$$

$\|\text{pr}_2^* \alpha\|_{\tilde{\omega}_\kappa, \tilde{J}^H}$ here denotes the norm w. r. t. the metric defined by $\tilde{\omega}_\kappa$ and $\tilde{J}^H$. The claim now follows, because $\|\text{pr}_2^* \alpha\|_{\tilde{\omega}_\kappa, \tilde{J}^H}$ depends continuously on $\tilde{J}^H$, which in turns depends continuously in $C^0$-norm on $J$ and in $C^1$-norm on $H$, and coincides with $\|\alpha\|_{\omega, J_0}$ for $J = J_0$ and $H = 0$. \qed

Using this, one can formulate the main result of this section:

Lemma 7.4. Given $J \in \mathcal{J}_\omega(X, Y, E)$, there exists an integer $D^*$ depending only on $g, n$ and $D_\kappa$, s. t. for $D \geq D^*$ there exists a generic subset $\mathcal{H}_{\text{reg}}(\tilde{Y}, J) \subseteq \mathcal{H}(\tilde{Y})$ with the property that for every $H, J \in \mathcal{H}_{\text{reg}}(\tilde{Y}, J)$ and for any choice of data $U^\ell, I^X, I^Y$ as above, for $0 \neq B \in H_2(Y)$,

$$\mathcal{M}(\tilde{Y}^\ell|_{\Sigma_l^\ell \times Y}, B, J, (\hat{\pi}_0^\ell)^* H) = \emptyset$$
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and $M(\tilde{Y}^\ell|_{\Sigma_{\ell}}, 0, J, (\hat{\pi}_0^\ell)^*H)$ is a smooth manifold diffeomorphic to

$$(\pi_0^\ell)^* \left( M(\tilde{Y}|_{\Sigma_{\ell}}, 0, J, H) \sqcup \prod_{C \in \mathcal{C}_1} Y^\ell |_{U} \right)$$

and hence of dimension

$$\dim_{\mathbb{R}} \left( M(\tilde{Y}^\ell|_{\Sigma_{\ell}}, 0, J, (\hat{\pi}_0^\ell)^*H) \right) = \dim_{\mathbb{C}}(Y)^X + \dim_{\mathbb{R}}(U^\ell).$$

Furthermore this manifold comes with the smooth evaluation map

$$ev^{N^\ell, XY,Y} : M(\tilde{Y}^\ell|_{\Sigma_{\ell}}, 0, J, (\hat{\pi}_0^\ell)^*H) \to \bigoplus_{r=1}^d (N^\ell_{r,XY,Y})^* \tilde{Y}^\ell.$$

Proof. Let $u \in cl(\mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H)$ be as in the previous subsection. For $i \in I$ denote $\tilde{X}^\ell_i := X^\ell(\tilde{S}_i)$ and analogously for $\tilde{X}^\ell_i$. Then $u$ pulls back to $u_i \in M(\tilde{X}^\ell_i, A_i, J(\tilde{X}^\ell_i, \tilde{Y}^\ell_i))$ for $i \in I^X$ and to $u_i \in M(\tilde{Y}^\ell_i, A_i, J(\tilde{X}^\ell_i, \tilde{Y}^\ell_i))$ for $i \in I^Y$, where $A_i := [pr_2(u_i)] \in H_2(X; \mathbb{Z})$.

One would now like to reproduce the argument in [CM07], Proposition 8.11 (a), to show that for generic $H$, $M(\tilde{Y}^\ell, A_i, J, H) = \emptyset$ for $D$ large enough. To do so, first observe the following:

Claim. In the notation and under the assumptions on $H \in \mathcal{H}(\tilde{X}^\ell, \tilde{Y}^\ell)$ of Lemma 7.3 if $A_i \neq 0$, then $\omega(A_i) > 0$.

To see this, let $\tilde{\omega}_\kappa$ be as in the proof of Lemma 7.3. Then because $u_i$ defines a $J^H$-holomorphic map,

$$0 \leq \int_{\tilde{S}_i} u_i^* \tilde{\omega}_\kappa = \int_{\tilde{S}_i} (pr_2 \circ u_i)^* \omega + \kappa = \omega(A_i) + \kappa.$$

Because $\kappa = \frac{1}{2}$ and $\omega(A_i) \in \mathbb{Z}$, the claim follows.

By Lemma 3.11 $\pi^M_{\mathcal{H}} : M(\tilde{Y}^\ell_i, A_i, J, \mathcal{H}(\tilde{X}^\ell_i, \tilde{Y}^\ell_i)) \to \mathcal{H}(\tilde{X}^\ell_i, \tilde{Y}^\ell_i)$ has Fredholm index given by

$$\text{ind}(\pi^M_{\mathcal{H}}) = \dim_{\mathbb{C}}(Y)^X(S^\ell_i) + 2c_{TX}^T(A_i) + \dim_{\mathbb{R}}(U^\ell) \leq 2 \dim_{\mathbb{C}}(Y) + 2(\epsilon^TX(A_i) - D\omega(A_i)) + \dim_{\mathbb{R}}(M^\ell) \leq 2 \dim_{\mathbb{C}}(Y) + 2D_\kappa + 2(D_\kappa - D)\omega(A_i) + \dim_{\mathbb{R}}(M^\ell),$$

where $D_\kappa$ and $\kappa$ are as in Lemma 7.3. But $\dim_{\mathbb{R}}(M^\ell) = \dim(M^\ell) + 2\ell = \dim(M) + 2[Y] \cdot A = \dim(M) + 2D\omega(A), \text{ choosing } \ell = [Y] \cdot A$ to satisfy Lemma 7.2. So while the middle term in the above index formula decreases with increasing $D$, the last term increases just as quickly, at least for $A_1 = A$. This is a case that one definitely would like to deal with in this way. But observe that if $S^\ell_i$ is a component of genus zero (a sphere) and $H \in \mathcal{H}(\tilde{X}^\ell_i, \tilde{Y}^\ell_i)$ satisfies $(\hat{\pi}_0^\ell)^*H|_{S^\ell_i} \equiv 0$, then any $u_i \in M(\tilde{Y}^\ell_i, A_i, J, H)$ defines a $J$-holomorphic sphere in $Y$. But for $J \in J(X,Y,E)$, the only such spheres are the constant ones, implying $A_i = 0$. This allows for the following construction,
which first of all requires the introduction of quite a bit of notation to signify the

two parts of a curve in the family $\Sigma| U \ell$ that lie in $Y^\ell$ and those that intersect
$X^\ell \setminus Y^\ell$: Now fix some $b \in U^\ell$. Under $\hat{\pi}^0| \hat{S}^\ell b : \hat{S}^\ell b \to \Sigma_0$, a certain number of

genus zero components of $\hat{S}^\ell b$ are mapped to points. This happens if and only if

a component contains fewer than three special points apart from the $\hat{T}^\ell j$, i.e. fewer

than three nodal points or marked points among the $\hat{R}^\ell j(b)$. These can be grouped

together into “collapsed subtrees” as in Section 2 in [CM07] in the following way:

Call two components of $\hat{S}^\ell b$ connected if there exists an $r$ s.t. $N^\ell,1 r(b)$ lies on one

of them, $N^\ell,2 r(b)$ on the other. Now take the equivalence relation this generates on

the set of components of $\hat{S}^\ell b$ on which $\hat{\pi}^0$ is constant. Since $U^\ell$ was assumed to be

connected, this is independent of $b \in U^\ell$. An equivalence class of this equivalence

relation then corresponds to a collapsed subtree.

1. Denote the set of equivalence classes from above by $\mathcal{C}$. This gives a decompo-

sition $I^\ell \Sigma^\ell = I^\ell Y \amalg \bigcup_{C \in \mathcal{C}} I^\ell_Y$, s.t. $\hat{\pi}^0| \hat{S}^\ell_0 \hat{S}^\ell = \text{const}$, for every $C \in \mathcal{C}$, and

$\hat{\pi}^0| \hat{S}^\ell$ is a biholomorphic map onto its image for every $i \in I^\ell_Y$, $b \in U^\ell$.

2. $\mathcal{C}$ can be further decomposed into subsets $\mathcal{C}_0$ and $\mathcal{C}_1$, where every $C \in \mathcal{C}_0$ has the

property that there exists at least one (and at most two) $i \in I^\ell_Y$ s.t. for every $b \in U$, $\hat{S}^\ell b$ is connected to $\hat{S}^\ell j$ for some $j \in I^\ell_0$ and $\mathcal{C}_1 := \mathcal{C} \setminus \mathcal{C}_0$. Let

$\hat{S}^\ell 0$ be the subfamily of $\hat{S}^\ell_0$ consisting of the components in $I^\ell_0 \cup \bigcup_{C \in \mathcal{C}_0} I^\ell_C$.

3. Denote by $\Sigma^\ell 0$ the image of $\hat{S}^\ell 0$ in $\Sigma^\ell$ under $i^\ell$, by $\chi^\ell_0$ the Euler character-

istic of the fibres of $\Sigma^\ell 0$ and denote by $U$ the open subset of the stratum

of $M$ to which $U^\ell$ gets mapped under $\pi_{-1}$.

4. Then $\hat{\pi}^0$ is a well-defined map from $\Sigma^\ell 0$ to a subfamily of $\Sigma_U$ (the restriction

of $\Sigma$ to $U$), which will be denoted by $\Sigma_U$ and has fibres of Euler characteristic

$\chi^\ell_0$ as well.
One can now for any $B \in H_2(Y)$ look at the moduli spaces $M(\tilde{Y}|_{\Sigma_Y}, B, J, \mathcal{H}(\tilde{Y}))$, which are equipped with the smooth structure from Lemma \[\text{Lemma 3.11}\] The calculation from before then shows that the Fredholm index of the projection $\pi_\kappa^M : M(\tilde{Y}|_{\Sigma_Y}, B, J, \mathcal{H}(\tilde{Y})) \to \mathcal{H}(\tilde{Y})$ can be bounded from above by

$$\dim C(Y)\chi^Y_0 + 2D_\kappa + 2(D_\kappa - D_\omega(B)) + \dim_R(M).$$

In particular, taking a bound for $\chi^Y_0$ depending only on $g$ and $n$, there is a constant $D_\kappa$ only depending on $g$, $n$ and $D_\omega$ but not depending on $\ell$ s.t. for $D \geq D_\kappa$ this is negative, provided that $B \neq 0$, due to integrality of $\omega$. So from now on assume that $D \geq D_\kappa$. Also, due to the choices made, one has an isomorphism

$$M(\tilde{Y}|_{\Sigma_Y}, B, J, (\tilde{\pi}_0)^*\mathcal{H}(\tilde{Y})) \cong (\pi_0)^*M(\tilde{Y}|_{\Sigma_Y}, B, J, \mathcal{H}(\tilde{Y})).$$

This means that by the Sard-Smale theorem there is a generic subset of $\mathcal{H}(\tilde{Y})$ s.t. for every $H$ in this subset, if $B \neq 0$, then

$$M(\tilde{Y}|_{\Sigma_Y}, B, J, H) = M(\tilde{Y}|_{\Sigma_Y}, 0, B, J, (\tilde{\pi}_0)^*H) = \emptyset$$

and if $B = 0$, then $M(\tilde{Y}|_{\Sigma_Y}, 0, J, (\tilde{\pi}_0)^*H)$ is a smooth manifold of dimension $\dim C(Y)\chi^Y_0 + \dim_R(U^\ell)$ that comes with a canonical map to the manifold $M(\tilde{Y}|_{\Sigma_Y}, 0, J, H)$ of dimension $\dim C(Y)\chi^Y_0 + \dim_R(U^\ell)$. Analogously, for $C \in \mathcal{C}_1$, let $\tilde{S}^\ell_{U^\ell, Y, C} := \bigcup_{i \in I_u^C} \tilde{S}^\ell_{i, Y}$ be the subfamily of $\tilde{S}^\ell_{Y}$ consisting of the components in $I_u^C$ and $\Sigma_{U^\ell, Y, C}$ its image in $\Sigma^\ell$ under $i$. Then for any $H \in \mathcal{H}(\tilde{Y})$, for $B \neq 0$ again

$$M(\tilde{Y}|_{\Sigma_Y}, B, J, (\tilde{\pi}_0)^*H) = \emptyset$$

and for $B = 0$,

$$M(\tilde{Y}|_{\Sigma_Y}, 0, J, (\tilde{\pi}_0)^*H) \cong \tilde{Y}^\ell|_{U^\ell} \cong (\tilde{\pi}_0)^*\tilde{Y}^\ell|_{\tilde{U}^\ell},$$

the isomorphism given by evaluation at any special point on $\Sigma_{U^\ell, Y, C}$. Note that the Euler characteristic $\chi^Y_C$ of any fibre of $\tilde{S}^\ell_{U^\ell, Y, C}$ is 2. So

$$\dim_R(M(\tilde{Y}|_{\Sigma_Y}, 0, J, (\tilde{\pi}_0)^*H)) = \dim C(Y)\chi^Y_C + \dim_R(U^\ell).$$

Finally, one can take the intersection of all the generic subsets one gets via the construction above, for all the countably many choices of data as above (i.e. $U^\ell$, $I^X$ and $I^Y$, $B \in H_2(Y)$, and so on), to get the generic subset $\mathcal{H}_{\text{reg}}(\tilde{Y}, J) \subseteq \mathcal{H}(\tilde{Y})$. This concludes the proof of Lemma \[\text{Lemma 7.4}\]

7.4 The refined compactness result and reduction of the boundary strata

In the following, still the notation from Subsection \[\text{7.2}\] is in effect. Also, some $J \in J_{\omega, m}(X, Y, E)$ and $H^Y \in \mathcal{H}_{\text{reg}}(\tilde{Y}, J)$ usually are assumed to be given, where $H^Y$ is identified with an element of $\mathcal{H}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)$ by pullback via $\tilde{\pi}_0$ and Lemma \[\text{Lemma 5.4}\]

The refined compactness result mentioned in the previous section is of the type that, among others, has been studied in \[\text{[BEH+03]}\] and in \[\text{[IP03]}\] (which, as is stated in the introduction of \[\text{[BEH+03]}\], is a special case of the “stretching of the neck” construction in \[\text{[BEH+03]}\]). But in the following I will use a different transversality result from \[\text{[IP03]}\]. The setup of the formulation of the compactness results above is actually quite involved and will never be used in full generality in this text.
So instead of reciting the whole story, I will only describe a fairly straightforward corollary of this, which sums up the results as needed in the following. To do so, first observe that for any \( H \in \mathcal{H}_u(\vec{X}^\ell, \vec{Y}^\ell, J) \) and \( u_i \in \mathcal{M}(\vec{Y}^\ell|_{\mathbb{C} \times \{0\}}, 0, J, H) \), one can form the complex line bundle \( u_i^*(V\vec{Y}^\ell)^{1_\omega} \) over the Riemann surface \( \hat{S}_{i,b} \). By Corollary [5.1] the operator (as usual for some \( kp > 2 \))

\[
\mathcal{D}^{H_b}_{u_i} := \pi_{V\vec{Y}^\ell}^{1_\omega} \circ (D\mathcal{D}^{H_b}_{u_i} \big|_{\hat{S}_{i,b}})_{u_i} = L^{k,p}(u_i^*(V\vec{Y}^\ell)^{-1_\omega}) \rightarrow L^{k-1,p}(\text{Hom}_{(j,b),b}(T\hat{S}_{i,b}^{\ell,Y}, u_i^*(V\vec{Y}^\ell)^{1_\omega}))
\]

is complex linear. By the Koszul-Malgrange integrability theorem, this means that \( u_i^*(V\vec{Y}^\ell)^{-1_\omega} \) is actually (can be identified with) a holomorphic line bundle over \( \hat{S}_{i,b} \) with \( \mathcal{D}^{H_b}_{u_i} \) as Cauchy-Riemann operator. Since \([\text{pr}_2(u_i)] = 0 \in H_2(\vec{Y}; \mathbb{Z})\), the bundle \( u_i^*(V\vec{Y}^\ell)^{-1_\omega} \) has vanishing first Chern class and it follows that every meromorphic section of this bundle has the same order of poles as of zeroes. The compactness result from [BEH'03] or [IP03] then implies the following:

**Lemma 7.5.** Let \( u \in \mathcal{M}(\vec{X}^\ell, \vec{Y}^\ell, A, J, H) \) and given the data associated to \( u \) as in Subsection 7.2 assume that \( I' \neq \emptyset \). Then

a) If \( u^X := u|_{\Sigma_k^{\ell,\infty}} \) is tangent to \( \vec{Y}^\ell \) at \( N_{r}^{\ell,XY,X} \) of order \( t_r \) (\( t_r = 0 \) meaning a transverse intersection), then \( \sum_{r=1}^d (t_r + 1) = |K^Y| \).

b) For each \( i \in I' \), denoting \( K^Y_i := \{ j \in K^Y \mid T^u_j(U^\ell) \subseteq \hat{S}_{\ell,i} \} \), there exists a nonvanishing meromorphic section \( \xi_i \) of \( u_i^*(V\vec{Y}^\ell)^{1_\omega} \) with zeroes of order 1 at the \( T^u_j(b) \) for \( j \in K^Y_i \) and with other zeroes and poles only at the nodal points on \( \hat{S}_{\ell,i} \).

**Proof.** Let \( (u_j)_{j \in \mathbb{N}} \subseteq \mathcal{M}(\vec{X}^\ell, \vec{Y}^\ell, A, J, H) \) be a sequence that converges to \( u \in \mathcal{M}(\vec{X}^\ell, \vec{Y}^\ell, A, J, H) \). Assume that \( I' \neq \emptyset \). Applying the stretching of the neck construction from [BEH'03], in the limit there exists a holomorphic building in \((V\vec{Y}^\ell)^{-1_\omega} \backslash \vec{Y}^\ell \) that projects to \( u \) under the projection \((V\vec{Y}^\ell)^{1_\omega} \rightarrow \vec{Y}^\ell \). In particular, if any of the bad compactness phenomena occur, i.e., bubbling off of holomorphic spheres or planes and breaking of holomorphic cylinders, the limit curve needs to be a holomorphic sphere, plane or cylinder in a fibre \((V\vec{Y}^\ell)^{-1_\omega} \backslash \{0\} \) of \((V\vec{Y}^\ell)^{1_\omega} \backslash \vec{Y}^\ell \) for some \( z \in \Sigma_{\ell}^X \). This excludes the possibility of bubbling and the only holomorphic cylinders that can occur are the trivial ones that under an identification \((V\vec{Y}^\ell)^{1_\omega} \backslash \{0\} \cong \mathbb{C}^* \) are of the form \( z \rightarrow z^k \) for some \( k \in \mathbb{Z} \). So the underlying nodal Riemannian surface of the holomorphic building is of the following form: Given \( k \geq 0 \), let \((Z(k), \nu^k, r^k_\pm)\) be the marked nodal surface with \( Z(k) := \prod_{i=1}^k \mathbb{C} \times \{i\} \), where \( \mathbb{C} := \mathbb{C} \cup \{\infty\} \cong S^2 \), nodal points \( \nu^k := \{(i, \infty), (0, i+1)\} \mid i = 1, \ldots, k-1 \) and marked points \( r^k_+ := (\infty, k) \).

\[
\begin{array}{ccc}
\mathcal{U} \times \{1\} & \mathcal{U} \times \{2\} & \mathcal{U} \times \{k\} \\
\begin{array}{ccc}
(r_\pm^k) & (\infty, 1) & (0, 2) \\
(0, 0) & (\infty, 2) & (\infty, 1)
\end{array}
\end{array}
\]

Starting with \( \hat{S}_{\ell,b} \),
• For every \( j \in \mathbb{K}^1 \), either add components \( Z(k) \) for some \( k \geq 1 \), add new nodal pairs \( \{ T_j^1(b), r_+^k \} \), \( \nu^k \) and replace \( T_j^1(b) \) by the new marked point \( Z_j = r_+^k \) or just rename \( T_j^1(b) \) to \( Z_j \) (corresponding to \( k = 0 \)).

• For every \( r = 1, \ldots, d' \), either add components \( Z(k) \) for some \( k \geq 1 \) and new nodal pairs \( \{ N^k_{r,Y,Y}(b), r_+^k \}, \{ N^k_{r,Y,Y}(b), r_+^k \} \), \( \nu^k \) or do nothing.

• For every \( r = 1, \ldots, d \), either add components \( Z(k) \) for some \( k \geq 1 \) and new nodal pairs \( \{ N^k_{r,Y,Y}(b), r_+^k \} \), \( \nu^k \) and replace \( N^k_{r,Y,Y}(b) \) by the new marked point \( P_r = r_+^k \) or just rename \( N^k_{r,Y,Y}(b) \) to \( P_r \) (corresponding to \( k = 0 \)).

The result of the above is a marked nodal Riemann surface \( \mathcal{S} \) with a set of components \( C \), nodal pairs \( \{ \{ N^+_{r,C}, N^-_{r,C} \}, \ldots, \{ N^+_{r,C}, N^-_{r,C} \} \} \) (after renaming) and marked points \( Z_1, \ldots, Z_{|\mathbb{K}^1|} \) and \( P_1, \ldots, P_d \). Let \( \pi : \mathcal{S} \to \tilde{Y}^d \) defined as follows: For every \( i \in C \), let \( \pi_i := \pi|_{\mathcal{S}_i} \) be defined as \( u_i \) if \( \mathcal{S}_i \) is one of the original components \( \tilde{S}^i_{b,Y} \) and on every new component as the constant map to \( u(z) \), where \( z = T_j^1(b), N^k_{r,Y,Y}(b), N^k_{r,Y,Y}(b) \) is the point on \( \tilde{S}^i_{b,Y} \) at which the new component is attached.

Then there exist the following:

1. An integer \( k \in \mathbb{N} \) and partitions \( C = C_{-k} \sqcup C_{-k+1} \sqcup \cdots \sqcup C_{-1} \).

2. Up to reordering of the nodes \( N^+_{r,C}, N^-_{r,C} \), i.e., reordering of the index set \( \{ 1, \ldots, s \} \) and exchanging \( N^+_{r,C} \) and \( N^-_{r,C} \) for a fixed \( r \), a partition \( \{ 1, \ldots, s \} = F_{-k} \sqcup \cdots \sqcup F_{-1} :\{ 1, \ldots, d \} \).

3. For every \( j = -k, \ldots, -1, r \in F_j \), an integer \( p^i_r \in \mathbb{N} \).

For these, the following hold:

a) For all \( j = 1, \ldots, |\mathbb{K}^1| \), \( Z_j \) lies on \( \mathcal{S}_i \) for some \( i \in C_{-k} \).

b) For all \( j = 1, \ldots, d, P_j \) lies on \( \mathcal{S}_i \) for some \( i \in C_{-1} \).

c) For all \( j = -k, \ldots, -1, r \in G_j \), there are \( i, i' \in C \) s.t. \( N^+_{r,C} \) lies on \( \mathcal{S}_i \) and \( N^-_{r,C} \) lies on \( \mathcal{S}_{i'} \).

d) For all \( j = -k, \ldots, -2, r \in F_j \), \( N^-_{r,C} \) lies on \( \mathcal{S}_i \) for some \( i \in C_j \) and \( N^+_{r,C} \) lies on \( \mathcal{S}_{i'} \) for some \( i' \in C_{j+1} \).

e) For each \( i \in C \), there exists a meromorphic section \( \xi_i \) of \( \pi_i^*(V\tilde{Y}^d)^{1/\omega} \) with the following properties:

i) For all \( i \in C \), \( \xi_i \) has simple zeroes at the points \( Z_r \) for \( r = 1, \ldots, |\mathbb{K}^1| \) with \( Z_r \in \mathcal{S}_i \).

ii) For all \( j = -k, \ldots, -2, r \in F_j \), let \( i \in C_j, i' \in C_{j+1} \) be s.t. \( N^-_{r,C} \in \mathcal{S}_i \), \( N^+_{r,C} \in \mathcal{S}_{i'} \). Then \( \xi_i \) has a pole of order \( p^i_r \) at the point \( N^-_{r,C} \) and \( \xi_{i'} \) has a zero of order \( p^i_r \) at the point \( N^+_{r,C} \).

iii) For every \( r \in D_{-1}^+ \), let \( i \in C_{-1} \) be s.t. \( P_r \in \mathcal{S}_i \). Then \( \xi_i \) has a pole of order \( p^i_r - 1 \) at \( N^+_{r,C} \).

iv) Other than the above, the \( \xi_i \) have no zeroes or poles.

v) For every \( r \in D_{-1}^+ \), \( u^X \) is tangent to \( \tilde{Y}^d \) to order \( p^i_r - 1 \) at \( N^+_{r,C} \).
Note that the above gives a countable number of choices: For the number and mode of attachment of the additional components, the integer $k$, the partitions $C_*$ and $F_\Pi G_\ast$ and the orders of the zeros and poles $p_\ast$ of the $\xi_i$. Also note that as remarked above, every $\xi_i$ has the same (total) order of zeroes as of poles, i.e. at each level $j$ the total order of zeroes of the $\xi_i$, $i \in C_j$, is given by the total order of poles of $\zeta_{i'}, i' \in C_{j-1}$, for $j \geq -k + 1$ or the number of marked points $Z_r$ for $j = -k$ and this is the same as the total order of the poles of the $\xi_i$ for $i \in C_j$. Hence the total order of the poles of the $\xi_i$ for $i \in C_{-1}$ is given by $|K^V|$. \qed
For every $U^\ell$ and desingularisation $\hat{S}^\ell$, etc., as above, $I^X$ and $I^Y$, for each $i \in I^Y$, rename the special points, i.e. the $T^\ell_j$ for $j \in K^Y$, $N^\ell_{r,XY}$ for $r = 1, \ldots, d'$, $s = 1, 2$, and $N^\ell_{r,XY,Y}$ for $r = 1, \ldots, d$ that lie on $\hat{S}^\ell_{XY,Y}$ to $N^\ell_{r}$ for $r = 1, \ldots, k_i$ and some $k_i \in \mathbb{N}_0$. Furthermore, also for each $i \in I^Y$ and $r = 1, \ldots, k_i$, let $p^\ell_i \in \mathbb{Z}$ denote given orders of zeroes or poles at the $N^\ell_i$. $p^\ell_i > 0$ denoting a zero of order $p^\ell_i$ at $N^\ell_i$, $p^\ell_i < 0$ denoting a pole of order $-p^\ell_i$ at $N^\ell_i$ and $p^\ell_i = 0$ denoting that neither a zero nor a pole occurs at $N^\ell_i$, subject to the condition that they can appear in one of the configurations from Lemma 7.5. Abbreviate such a choice of data as above by $\mathcal{D}$ (for which there are countably many choices).

**Definition 7.2.** Given $\mathcal{D}$ as above let $J \in \mathcal{J}_{\omega, m}(X, Y, E)$ and $H^Y \in \mathcal{H}_{\text{reg}}(\tilde{Y}, J)$. Define for $u \in M(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y)$ and $H^0 \in \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)$,

$$\mathcal{M}^D_{Y,u}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + H^0) := \{(\xi_i)_{i \in I^Y} | \xi_i \text{ a meromorphic section of } u^\ast(V\tilde{Y}^\ell)^{1\omega} \text{ with zeroes/nodes at the } N^\ast_i \text{ given by the } p^\ast_i\}/(\ast^\ast)^{1\omega}$$

and as usual

$$\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + H^0) := \coprod_{u \in M(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y)} \mathcal{M}^D_{Y,u}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + H^0)$$

and

$$\mathcal{M}^D_{Y}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)) := \coprod_{H^0 \in \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)} \mathcal{M}^D_{Y}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + H^0).$$

Furthermore, denote by

$$\pi^M_{\mathcal{M}(\tilde{Y}^\ell)} : \mathcal{M}^D_{Y}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)) \rightarrow \mathcal{M}(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y)$$

and

$$\pi^\mathcal{H}_{\mathcal{M}^D} : \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)) \rightarrow \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)$$

the projections and by abuse of notation denote by

$$ev^{\mathcal{M}^D_{Y,XY,Y}} : \mathcal{M}^D_{Y}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)) \rightarrow \bigoplus_{r=1}^{d}(i^\ell \circ N^\ell_{r,XY,Y})^\ast\tilde{X}^\ell$$

the composition of $\pi^M_{\mathcal{M}(\tilde{Y}^\ell)}$ with the evaluation map at the marked points $N^\ell_{r,XY,Y}$, on $M(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y)$.

The above is well-defined, because the Cauchy-Riemann operators $\overline{\partial}^H_{u^\ast}$ are complex linear for $H \in \mathcal{H}_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell)$, hence the spaces of meromorphic sections are invariant under fibrewise complex multiplication in $(V\tilde{Y}^\ell)^{1\omega}$. Also, note that for $H^0 \in \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell)$, $M(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y + H^0) = M(\tilde{Y}^\ell|_{\Sigma^\ell_{Y^\ell}}, 0, J, H^Y)$.

**Lemma 7.6.** Let $u \in \text{cl}M(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H^Y + H^0)$ for some $J \in \mathcal{J}_{\omega, m}(X, Y, E)$, $H^Y \in \mathcal{H}(\tilde{Y}, J)$ and $H^0 \in \mathcal{H}^0_{\text{m}}(\tilde{X}^\ell, \tilde{Y}^\ell, J)$. 84
Then there exists $D$ as above s. t. the restriction $u^Y$ lies in the image of $\mathcal{M}_{\Sigma_{\mathcal{U}^Y},0,J,H^Y}$ in $\mathcal{M}(\tilde{\Sigma}^Y_{\mathcal{U}^Y},0,J,H^Y + H^0)$.

Furthermore, $u^X$ has total order of tangency at the $N^r_{\mathcal{U}^Y}$, $r = 1, \ldots, d$, given by $|K^Y| - d$.

Proof. This is just a reformulation of Lemma 7.5. \hfill $\square$

**Lemma 7.7.** Given any $H^Y \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J)$, there exists a generic subset $H^Y_0 \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J)$ of $\mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, (J,H^Y))$ s. t. for every $H^Y \in H^Y_0 \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J)$ and every choice of $D$,

$$\mathcal{M}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, (J,H^Y + H^0))$$

is a smooth manifold of dimension

$$\dim_R \left( \mathcal{M}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, (J,H^Y + H^0)) \right) = \dim_C \left( X \right) + \dim_R \left( U^Y \right) + 2d^Y - 2|\mathcal{U}^Y|.$$

Proof. Consider the family of Riemann surfaces $\rho : P \to B$, where the base $B$ is given by $\mathcal{M}(\tilde{\Sigma}^Y_{\mathcal{U}^Y},0,J,H^Y)$ and the family $P$ of (disconnected smooth) Riemann surfaces over $B$ is given by $\mathcal{(\pi \mathcal{M}^Y_{\mathcal{U}^Y})}^{\mathcal{U}^Y}$. Fibrewise deleting the nodal points $N^i_r$, for $i \in I^Y$ and $r = 1, \ldots, k_i$, where applicable, gives a family of punctured Riemann surfaces $\hat{\rho} : \tilde{P} \to \tilde{B}$ over $P$ by restriction over $\tilde{P}$, there is a complex line bundle $\tilde{Z} \to \tilde{P}$, where for $u \in B$, $Z|_{\tilde{P}_u} = (u)^*((V\tilde{Y}^\ell)^{\perp,\omega})$. The complex structure is given by the restriction of $J$ to $(V\tilde{Y}^\ell)^{\perp,\omega}$ and is compatible with the restriction of $\omega$. By abuse of notation, both these structures will be denoted by $J$ and $\omega$ again. This complex line bundle can hence be regarded as a symplectic fibre bundle with real 2-dimensional fibres and deleting the zero-section also gives a symplectic fibre bundle $\tilde{Z} \to \tilde{P}$. An important property of this bundle is that it comes with a free action of $\mathcal{(C^*)}^{I^Y}$ (where $\mathcal{C^*} := C \setminus \{0\}$) on the fibres of $\tilde{Z}$. For $u \in B$, $\pi_{\mathcal{U}^Y}^X(u) = b$, the $i$-th component of $\mathcal{(C^*)}^{I^Y}$ acts fibrewise on $(u)^*((V\tilde{Y}^\ell)^{\perp,\omega})$, $u_i := |u|^2_{\mathcal{U}^Y}$. The restriction of the $\xi^0_{\mathcal{U}^Y}$ as above to the components of $\tilde{P}$, then defines a section of $\tilde{Z}$ over $\tilde{P}$.

Finally, this bundle also comes with a connection, induced by the Levi-Civita connection on $V\tilde{X}^\ell$. Next, observe that the operator $D_{\mathcal{U}^Y}^{H^Y}$ above is a complex linear Cauchy-Riemann operator in the sense of [MS04], Appendix C.1: Let $u \in \mathcal{M}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y_{\mathcal{U}^Y},0,J,(\pi_0^X)^*H)$ for any component given by $i \in I^Y$, where $H \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J)$ restricts to $H^Y$ along $\tilde{Y}^\ell$. Then because $J \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J^\ell)$, $H \in \mathcal{H}_{\mathcal{U}^Y}(\tilde{\Sigma}^Y, J^\ell)$, by Lemma 3.2 for a section $\xi$ of $u^*((V\tilde{Y}^\ell)^{\perp,\omega})$, $Z \in T\mathcal{U}^Y_{\mathcal{U}^Y}$,

$$D_{\mathcal{U}^Y}^{H^Y}(\tilde{\Sigma}^Y_{\mathcal{U}^Y},\xi)(Z) = \frac{\nabla^0_{\mathcal{U}^Y}}{\pi(\mathcal{U}^Y)} \left( \nabla^0_{\mathcal{U}^Y}(\xi) - K_{\mathcal{U}^Y}(\xi, Du(Z)) \right).$$

These observations allow one to define a Fredholm problem whose solutions are the meromorphic sections from above. Basically, one now goes through the steps of the previous chapter. What was the bundle $\pi : \Sigma \to B$ there now is the bundle $\rho : \tilde{P} \to \tilde{B}$, and what was the bundle $\tilde{X} \to \Sigma$ there now is the bundle $\tilde{Z} \to \tilde{P}$. One just has to be more careful in the definition of the (linear) Sobolev spaces, see e.g. [Loc87] and [Loc88], but as long as the definition is such that the usual embedding theorems, elliptic estimates for the Cauchy-Riemann operator, etc., hold, the details are not that important. Also remember that $\mathcal{S}^\ell \to \mathcal{U}^\ell$ was a (topologically but not holomorphically) trivial bundle and that one can choose tubular neighbourhoods of all the marked points and nodal points on which the trivialisation preserves the complex structure in the fibres of $\mathcal{S}^\ell$. This allows one to use
the SFT Fredholm theory from [Cie06]. Because $\hat{S}^\ell \rightarrow U^\ell$ is holomorphically trivial in a neighbourhood of all the nodes, and hence so is $P \rightarrow B$, one can pick holomorphic coordinates defined on $[0, \infty) \times S^1$ to punctured disk neighbourhoods $D^i_{r,b}$ of the $N^i_r$ in $\hat{P}$ that are preserved under the (smooth) identification of the fibres of $\hat{P}$. Denote the resulting maps $\sigma^i_r : B \times [0, \infty) \times S^1 \rightarrow \hat{P}$. Also note that as was remarked above, by the Koszul-Malgrange integrability theorem (and because everything extends from a punctured disk to a disk), for every $b \in B$, over $D^i_{r,b}$ one can find a holomorphic trivialisation of $\hat{Z}|_{D^i_{r,b}}$ with fibre $E^i_{r,b} \cong \mathbb{C} \setminus \{0\}$, i.e. $\hat{Z}|_{D^i_{r,b}} \cong D^i_{r,b} \times E^i_{r,b}$. This gives maps $\overline{\sigma}^i_r : B \times ([0, \infty) \times S^1) \times (\mathbb{C} \setminus \{0\}) \rightarrow \hat{Z}$ covering the maps $\sigma^i_r$. If $[0, \infty) \times S^1 \rightarrow \mathbb{D} \setminus \{0\}$, $(s, \theta) \mapsto e^{-s+i\theta}$ is the standard identification, then a zero or pole of order $p$ that is given in standard coordinates on $\mathbb{D}$ by $z \mapsto e^{zp}$, for some $c = e^{-\alpha+i\theta} \in \mathbb{C}$, under this identification is the map $(s, \theta) \mapsto ce^{-p(s+i\theta)} = e^{-\rho s + \rho i(\rho \theta + \alpha)}$. Fix some $b \in B$, $l \in \mathbb{N}$, $q > 1$ with $lq > 2$, and a weight $\delta > 0$. Furthermore, fix a smooth function $s : \hat{P} \rightarrow (0, \infty)$ that in all the coordinates $\sigma^i_r$ from above is given by the projection onto the factor $[0, \infty)$. Then for any metric vector bundle with connection $E \rightarrow \hat{P}_b$, one can define the weighted Sobolev space

$$L^{1,q,\delta}(E) := \{ \eta \in L^{1,q}_{\text{loc}}(E) \mid e^{\delta s} \eta \in L^{1,q}(E) \}.$$

With these choices, let (cf. the first definition in Section 3 of [Cie06])

$$\mathcal{B}_b := \{ \xi : \hat{P}_b \rightarrow \hat{Z}_b \mid \xi \text{ a section of } \hat{Z}_b \rightarrow \hat{P}_b \text{ of class } L^{1,q}_{\text{loc}} \text{ s.t. } \forall r = 1, \ldots, k, \alpha, (p_r, s, a, \theta) \,: (\text{pr}_2 \circ (\sigma^i_{r,b})^{-1} \circ \sigma^i_{r,b})(s, \theta) :$$

$$(s, \theta) \mapsto e^{-((l(t(s, \theta) - (p_r s + a_r)) + i(p(s, \theta) - (p_r \theta + a_r)))} \in L^{1,q,\delta}([0, \infty) \times S^1, \mathcal{C}) \text{ for some } (a_r, \theta) \subseteq [0, \infty) \times S^1 \text{ and for all } r \}.$$

This is a Banach manifold, that around a smooth $\xi \in \mathcal{B}_b$ is modelled on the Banach space $L^{1,q,\delta}(\xi^* V \hat{Z}_b)$, just with the Sobolev spaces used in the previous chapter replaced by the weighted Sobolev spaces. Analogously to the situation in the previous chapter there is then also a Banach space bundle $\mathcal{E}_b$ over $\mathcal{B}_b$, with fibre $$(\mathcal{E}_b)_{\xi} := L^{1-1,q,\delta}(\text{Hom}_{(j_0, J_0)}(T\hat{P}_b, \xi^* V \hat{Z}_b))$$

over $\xi \in \mathcal{B}_b$. $\mathcal{E}_b \rightarrow \mathcal{B}_b$ comes with a section $\nabla_b$, defined by the Cauchy-Riemann operator from Equation 10 and for an appropriate choice of $\delta > 0$, this is a Fredholm operator. By definition of $\mathcal{B}_b$, the zero set of $\nabla_b$ is given by the meromorphic sections of $\hat{Z}_b \rightarrow \hat{P}_b$ that have zeros and poles at the $N^i_r$, of orders given by the numbers $p^i_r$, respectively. Because $\nabla_b$ is a linear Cauchy-Riemann operator on $\mathcal{B}_b$, its linearisation $D\nabla_b$ in the sense of Section 3 in [Cie06] is (modulo canonical identifications) given by $\nabla_b$ itself. In particular the operators $S_\ell(t)$ in op. cit. vanish identically, and the paths of symplectic matrices $\Phi_\ell(t)$, as in the same reference, are the constant paths at the identity. By Corollary 3.6 in [Cie06], again for $\delta > 0$ sufficiently small, $\nabla_b$ is a Fredholm operator of index $\chi(\hat{P}_b) = \sum_{i \in \Gamma'} 2(1 - g_i)$ (not $\chi(\hat{P}_b))$, as was expected from the classical Riemann-Roch theorem from the start. Now as in the previous chapter, remembering that $P$ and hence $\hat{P}$ were trivial, one can take the union over all $b \in B$ to get a Banach manifold $\mathcal{B}$, together with a projection to $B$, and a Banach space bundle $\mathcal{E}$ over $\mathcal{B}$, together with a Fredholm section $\nabla : \mathcal{B} \rightarrow \mathcal{E}$ of index $\sum_{i \in \Gamma'} 2(1 - g_i) + \text{dim}_{\mathbb{R}}(B)$. Remembering that $\nabla$ depends on the choice of $H \in H_{\text{wt}}(\hat{X}^\ell, \hat{Y}^\ell, J)$, whereas $B = M(\overline{\eta}^\ell_{\mathcal{E}_{\mid i}^{\mathcal{E}_{\mid i}}, 0, J, H^Y})$ and hence $P$ and $Z$ only depend on the restriction of $H$ to $\hat{Y}^\ell$. So one can look at
the affine subspace $H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$ of $\mathcal{H}_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)$. Making the dependence on $H$ explicit and writing $\mathcal{B}^H$, $\mathcal{E}^H$ and $\nabla^H$, one can then as in the previous chapter look at the spaces
\[
\mathcal{B}(H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)) := \prod_{H \in H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)} \mathcal{B}^H
\]
\[
\mathcal{E}(H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)) := \prod_{H \in H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)} \mathcal{E}^H
\]
and the map
\[
\nabla^H := \prod_{H \in H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)} \nabla^H
\]
Finally, note that because $H \in \mathcal{H}_m(\tilde{X}^\ell, \tilde{Y}^\ell, J)$, $\nabla^H$ is equivariant w.r.t. the free $(C^*)^{Y^\ell}$-actions on $\mathcal{B}(H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J))$ and $\mathcal{E}(H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J))$ induced by the one on $P$. Furthermore, the projections to $B$ and $H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$ are invariant under this action. The proof (not the statement) of Proposition 6.4 in [IP03] shows that $\nabla^H$ is transverse to the zero section. One should note here that for any $H \in \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$, $\mathrm{d}H|_{\tilde{Y}^\ell}$ vanishes along $\tilde{Y}^\ell$, because the condition that $H$ lies in $\mathcal{C}(\tilde{X}^\ell, \tilde{Y}^\ell)$ implies that $\mathrm{d}H$ vanishes on $(V\tilde{Y}^\ell)^{\perp_\omega}$ and the condition that $H$ vanishes along $\tilde{Y}^\ell$ implies that $\mathrm{d}H$ vanishes on $V\tilde{Y}^\ell$. From this it follows that in Formula 10 for $\nabla^H$, the term involving $\nabla^0$ is independent of $H \in H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$ since it only depends on the restriction of $\mathrm{d}H$ to $V\tilde{Y}^\ell$. For transversality, the crucial term is the second one, involving $K_{JH}$, i.e. the symmetric part of the morphism $\frac{1}{2}JH(\nabla^H JH)$. Together with the vanishing of certain components of its antisymmetric part, which is given by the Nijenhuis tensor, to satisfy normal integrability, this gives a number of conditions on the Hessian of $H$ along $\tilde{Y}^\ell$. By the usual line of argument using Lemma A.3.6 in [MS04], the universal moduli space $(\nabla^H)^{-1}(0)$ hence is a smooth Banach manifold and the projection onto $H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$ is a Fredholm map of index $\sum_{i \in I^Y} 2(1 - g_i) + \dim_B(B)$. So by the Sard-Smale theorem, for generic $H \in H^Y + \mathcal{C}_m^0(\tilde{X}^\ell, \tilde{Y}^\ell, J)$, $(\nabla^H)^{-1}(0)$ is a smooth manifold of dimension $\sum_{i \in I^Y} 2(1 - g_i) + \dim_B(B)$. Also, it comes with a free $(C^*)^{Y^\ell}$-action and projection/forgetful map (smooth for the generic $H$ above) to $\mathcal{M}(\tilde{Y}^\ell|_{\tilde{Y}^\ell, 0}, J, H^Y)$ invariant under this action.

To arrive at the dimension formula given in the lemma one now finally observes that $\chi^Y = \sum_{i \in I^Y} 2(1 - g_i) - 2d^Y$.

### 7.5 Finishing the proof of Theorem 6.1

Here, the remaining part of the proof of Theorem 6.1 in Subsection 6.2.1 is finally proved.

Let again $\mathcal{D}$ signify a set of data as in the previous subsections. More specifically, the following:

- An open subset $U^\ell$ of a stratum of the stratification by signature on $M^\ell$ and a choice of desingularisation $\tilde{S}^\ell$ of $\Sigma_{U^\ell}$ as well as a decomposition $I = I^X \amalg I^Y$ of the index set for the connected components of $\tilde{S}^\ell$, together with all the notation this implies, as in Subsection 7.2.
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Definition 7.3. Let \( J \in \mathcal{J}_{\omega,\text{ni}}(X, Y, E) \), \( H^Y \in \mathcal{H}(\tilde{Y}) \), \( H^0 \in \mathcal{J}_{\omega}^{\text{reg}}(\tilde{X}, \tilde{Y}, J) \) and \( H^{00} \in \mathcal{J}_{\omega}^{00}(\tilde{X}, \tilde{Y}') \). Set \( H := H^Y + H^0 + H^{00} \).

Given \( \mathcal{D} \) as above, for \( I^Y = \emptyset \) assume that \( U^\ell = M^{\ell,i} \) is one of the strata in the stratification by signature on \( M^\ell \), other than the top-stratum and define

\[
\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) := \{ u \in \mathcal{M}_0(\tilde{X}^\ell, A, J, H) | b \in M^{\ell,i}, \quad u(T^\ell_j(b)) \in \tilde{Y}^\ell, \quad j = 1, \ldots, \ell, \\
\text{im}(u|_{\Sigma_{b,i}}) \cap \tilde{X}^\ell \setminus \tilde{Y}^\ell \neq \emptyset \text{ for every component } \Sigma_{b,i} \text{ of } \Sigma^\ell \}.
\]

For \( I^Y \neq \emptyset \) define

\[
\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) := \{ (u^X, \xi) | u^X \in \mathcal{M}(\tilde{X}^\ell|_{\Sigma^\ell X}, A, J, H), \xi = (\xi_i)_{i \in I^Y} \in \mathcal{M}^D_{\xi}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H), \\
\pi^M_M(u^X) = \pi^R_M \circ \pi^M_{\mathcal{M}(Y^\ell)}(\xi) := b \in U^\ell, \\
u^X(T^\ell_j(b)) \in \tilde{Y}^\ell \forall j \in K^X, \\
u(\Sigma_{b,i}^0) \cap \tilde{X}^\ell \setminus \tilde{Y}^\ell \neq \emptyset \forall i \in I^X \\
\text{ev}_{\Sigma^\ell X, Y^\ell}(u^X) = \text{ev}_{\Sigma^\ell X, Y^\ell}(\xi) \forall r = 1, \ldots, d, \\
e_\ell(u^X, \tilde{Y}^\ell|_{\Sigma_b}; N^\ell_{\Sigma X, Y}(b)) = t_r \forall r = 1, \ldots, d \}.
\]

In the above, note that for all \( H^{00} \in \mathcal{J}_{\omega}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell) \),

\[
\mathcal{M}^D_{\xi}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y + H^0 + H^{00}) = \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, J, H^Y + H^0).
\]

Also note that for any \( \mathcal{D} \) as above there is a canonical map

\[
\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \to \mathcal{M}(\tilde{X}^\ell, A, J, H).
\]

The last part of the proof of Theorem 6.1 Step 3 in Section 6 then follows from the following:

Theorem 7.1. For every \( J \in \mathcal{J}_{\omega,\text{ni}}(X, Y, E) \), \( H^Y \in \mathcal{H}(\tilde{Y}) \) and \( H^0 \in \mathcal{J}_{\omega}^{\text{reg}}(\tilde{X}, \tilde{Y}, J) \) there exists a generic subset \( \mathcal{H}^{00}_{\text{reg}}(\tilde{X}, \tilde{Y}', J, H^Y) \subseteq \mathcal{H}^{00}(\tilde{X}, \tilde{Y}') \) s.t. for every \( H^{00} \in \mathcal{H}^{00}_{\text{reg}}(\tilde{X}, \tilde{Y}', J, H^Y + H^0) \), setting \( H := H^Y + H^0 + H^{00} \), the following hold:

1. \( \partial^\circ \mathcal{M}^{D}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \) is covered by the images of the \( \mathcal{M}^{D}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \) in \( \mathcal{M}(\tilde{X}^\ell, A, J, H) \), where \( U^\ell \) is an open subset of a stratum in the stratification by signature on \( M^\ell \) other than the top-stratum.

2. For every \( \mathcal{D} \) as above, \( \mathcal{M}^{D}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \) is a manifold of real dimension at most

\[
\dim_M(X) + 2c_1(A) + \dim_R(M) - 2,
\]

i.e. real dimension at least 2 less than the expected dimension of \( \mathcal{M}(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H) \).

Proof. 1. This follows immediately from Lemmas 7.6 and 7.3 which implies that no smooth curve ends up in \( \tilde{Y}^\ell \).
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2. Let $H_0 := H^Y + H^0$ and $V := \tilde{X}^\ell \setminus \tilde{Y}^\ell$. As usual, define

$$\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) := \prod_{H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)} \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}).$$

First, consider the case $I^Y = \emptyset$. By Lemma 3.11 and the lemmas up to and including Lemma 3.11, $\mathcal{M}^V(\tilde{X}^\ell|_{\mathcal{M}^D}, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell))$ is a Banach manifold and the map

$$ev^\ell : \mathcal{M}^V(\tilde{X}^\ell|_{\mathcal{M}^D}, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to (T_1^\ell)\ast \tilde{X}^\ell \oplus \cdots \oplus (T_\ell^\ell)\ast \tilde{X}^\ell$$

is a submersion. So

$$\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) = \left((ev^\ell)^{-1} \left((T_1^\ell)\ast \tilde{Y}^\ell \oplus \cdots \oplus (T_\ell^\ell)\ast \tilde{Y}^\ell\right) \right)$$

is a Banach manifold and

$$\pi^M_{\mathcal{M}} : \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)$$

a Fredholm map of index

$$\dim_C(X)\chi + 2c_1(A) + \dim_R(M^i) - 2\ell = \dim_C(X)\chi + 2c_1(A) + \dim_R(M) - \frac{\text{codim}_{\mathcal{M}}(M^i)}{\geq 2}.$$ 

Now apply the Sard-Smale theorem.

In case $I^Y \neq \emptyset$, for $r = 1, \ldots, d$, let $N^r_{s} = i^s \circ N^r_{s} : U_r \to \Sigma_{U_r}^r$ be the nodal points at which $\Sigma_{U_r}^r$ and $\Sigma_{U_r}^r$ meet. Also, let $ev_{K_r}^r$ be the evaluation map at the marked point $T_j^r$ for $j \in K_r$. Then

$$ev_{K_r}^r \times ev_{N^r_{s}X,Y} \times ev_{N^r_{s}Y,Y} :$$

$$\mathcal{M}^V(\tilde{X}^\ell|_{\mathcal{M}^D}, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) \times \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, J, H_0) \to$$

$$\bigoplus_{j \in K_r} (T_j^r)^\ast \tilde{X}^\ell \oplus \bigoplus_{r=1}^d \left((N^r_{s}X,Y)^\ast \tilde{X}^\ell \oplus (N^r_{s}Y,Y)^\ast \tilde{Y}^\ell\right) \quad (11)$$

is transverse to $\bigoplus_{j \in K_r} (T_j^r)^\ast \tilde{Y}^\ell \oplus \bigoplus_{r=1}^d \Delta_r$, where $\Delta$ denotes the diagonal in $(N^r_{s}X,Y)^\ast \tilde{Y}^\ell \oplus (N^r_{s}Y,Y)^\ast \tilde{Y}^\ell \subseteq (N^r_{s}X,Y)^\ast \tilde{X}^\ell \oplus (N^r_{s}Y,Y)^\ast \tilde{Y}^\ell$. So

$$\tilde{\mathcal{M}}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell))$$

is a split submanifold of codimension $\dim((U_r^\ell) + 2|K_r^X| + 2d \dim_C(X)$ and using Lemma 7.7

$$\pi^M_{\mathcal{M}} : \tilde{\mathcal{M}}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to H_0 + \mathcal{G}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)$$
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is a Fredholm map of index

\[
\text{ind } \pi^M_1 = \dim_C(X)\chi^X + 2c_1(A) + \dim_R(U^\ell) + \\
+ \dim_C(X)\chi^Y + \dim_R(U^\ell) + 2d' - 2|I^Y| - \\
- (\dim_R(U^\ell) + 2|K^X| + 2d \dim_C(X))
\]

= \dim_C(X)\chi + 2c_1(A) + \dim_R(U^\ell) + 2d' - 2|K^X| - 2|I^Y|.

By the same reasoning leading to Lemma \[5.6\]

\[
\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + 2\mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) = \\
\{(u^X, \xi) \in \tilde{\mathcal{M}}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + 2\mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) | \\
b := \pi^M_1(u^X) \in U^\ell, \iota(u^X, \tilde{Y}^\ell|_{\Sigma}; N^\ell_{XY}(b)) = t_r \forall r = 1, \ldots, d\}
\]

is a smooth submanifold of real codimension \(2 \sum_{r=1}^d t_r = 2(|K^Y| - d)\) and the projection

\[
\pi^M_1 : \mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + 2\mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)) \to H_0 + 2\mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)
\]

is Fredholm of index \(|(K^X| + |K^Y| = \ell)\)

\[
\text{ind } \pi^M_1 = \dim_C(X)\chi + 2c_1(A) + \dim_R(U^\ell) + 2d' + 2d - 2\ell - 2|I^Y|.
\]

Because \(\dim_R(U^\ell)\) is \(\dim_R(M^\ell) = \dim_R(M) + 2\ell\) minus 2 times the total number of nodes, which is at least \(2(d' + d)\),

\[
\text{ind } \pi^M_1 \leq \dim_C(X)\chi + 2c_1(A) + \dim_R(M) - 2|I^Y|.
\]

So by the Sard-Smale theorem, there exists a generic subset of \(\mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell)\) s.t. for every \(H^0\) in this subset, \(\mathcal{M}^D(\tilde{X}^\ell, \tilde{Y}^\ell, A, J, H_0 + H^0)\) is a smooth manifold of dimension at most \(\dim_C(X)\chi + 2c_1(A) + \dim_R(M) - 2|I^Y|\).

Taking the intersection of all the generic subsets from above for the at most countably many choices of \(D\), one gets a generic subset

\[
\mathcal{F}^{00}_{\text{reg}}(\tilde{X}^\ell, \tilde{Y}^\ell, H^Y + H^0) \subseteq \mathcal{F}^{00}(\tilde{X}^\ell, \tilde{Y}^\ell).
\]

\[\square\]

### 7.6 Finishing the proof of Theorem 6.2

In this subsection, the precise statements of the results used in Subsection 6.2 are stated and the necessary changes to the proofs above are outlined. The first one is the following Lemma used in Steps 1 and 2 in Subsection 6.2, which describes in which sense the choice of Donaldson hypersurface and adapted \(\omega\)-compatible almost complex structure is unique.

**Lemma 7.8.** Let \((Y_i, J_i)\) be Donaldson pairs of degrees \(D_i \geq D^*_i\), \(i = 0, 1\), where \(D^*_i = D^*(X, \omega, J_i)\) is as in Lemma 7.7 Then there exist

- an isotopy \(\phi : [0,1] \times X \to X\), through symplectomorphisms,
- an integer \(\overline{D} \in \mathbb{N}\),
- a hypersurface \(\overline{Y} \subseteq X\) of degree \(\overline{D}\),
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\begin{itemize}
\item a path \((J_t)_{t \in [0,1]} \subseteq \mathcal{J}_\omega(X)\) s. t. \(Y\) is approximately \(\mathcal{J}_t\)-holomorphic for all \(t \in [0,1]\),
\item a constant \(\varepsilon > 0\),
\end{itemize}

s. t. the following hold:

\begin{enumerate}[a)]
\item \(\mathcal{J}_{\omega,n}(X,Y,J_t,E) \neq \emptyset\) for all \(t \in [0,1]\).
\item There exists \(J \in \mathcal{J}_\omega(X,Y_0,J_0,E) \cap \mathcal{J}_\omega(X,Y,J_t,E)\) and \(Y_0\) and \(Y\) intersect \(\varepsilon\)-transversely. Setting \(Z_0 := Y_0 \cap Y\), \(J\) can be chosen s. t. \(J|_Y \in \mathcal{J}_{\omega,n}(Y,Z_0,E)\) and \(J|_{Y_0} \in \mathcal{J}_{\omega,n}(Y_0,Z_0,E)\).
\item There exists \(J \in \mathcal{J}_\omega(X,\phi(Y),J_t,E) \cap \mathcal{J}_\omega(X,Y,J_t,E)\) and \(\phi(Y_1)\) and \(Y\) intersect \(\varepsilon\)-transversely. Setting \(Z_1 := \phi(Y_1) \cap Y\), \(J\) can be chosen s. t. \(J|_Y \in \mathcal{J}_{\omega,n}(Y,Z_1,E)\) and \(J|_{\phi(Y_1)} \in \mathcal{J}_{\omega,n}(\phi(Y_1),Z_0,E)\).
\end{enumerate}

Proof. In the above, \(\mathcal{J}_{\omega,n}(X,Y,J_0,E)\), etc., are as in Lemma 7.1. It suffices to construct \(Y\) and show \(a\), for \(b\) follows the same way as in Lemma 7.1 and \(c\) follows by doing the construction below in the proof of \(b\) and by then applying the uniqueness property in Theorem 8.1 in [CM07].

To explore the Nijenhuis condition, first consider how to achieve the Nijenhuis condition in a linear case:

Let \((Y,\omega_Y)\) be a symplectic manifold with \(\omega_Y\)-compatible almost complex structure \(J_Y\) and consequently Riemannian metric \(g_Y\). Given a complex vector bundle \(E \to Y\) of fibre dimension \(d\) over \(Y\) with fibrewise symplectic form \(\omega_0 \in \Lambda^2 E^*\) and fibrewise \(\omega_0\)-compatible complex structure \(J_0 \in \text{End}(E)\), hence fibre-metric \(g_0\). Then any complex linear connection \(TE = HE \oplus V E\) on \(E\) defines a nondegenerate 2-form \(\omega'\) and an \(\omega'\)-compatible almost complex structure \(J'\) given by the lifts of \(\omega_Y\) and \(J_Y\) on the horizontal tangent spaces and by the linear extension of \(\omega_0\) and \(J_0\) on the vertical tangent spaces. \(\omega'\) is not a closed form, for one can compute that \(d\omega/(X_0,X_1,X_2) = \omega'(\Omega(X_0,X_1),X_2)\), if \(X_0, X_1\) are horizontal and \(X_2\) is vertical. \(\Omega\) here denotes the curvature of the connection. Now one follows the method from the second proof of Theorem 6.21 "(ii) \Rightarrow (i)" in [MS98], p. 224, to modify \(\omega'\) to a closed form \(\tilde{\omega}\) that coincides with \(\omega'\) along the zero section: For \(y \in Y\) and \(X_1, X_2 \in T_y Y\), let \(H_{X_1,X_2} : E_y \to \mathbb{R}\) be the unique Hamiltonian function s. t. \(H_{X_1,X_2}(0) = 0\) and \(dH_{X_1,X_2} = \omega'(\Omega(X_1,X_2),\cdot)\). Now set \(\tilde{\omega}_y(X_1,X_2) := \omega'_y(X_1,X_2) + H_{X_1,X_2}(y)\). This is closed by op. cit. and in a neighbourhood of the zero section also nondegenerate, hence a symplectic form. \(J'\) is no longer \(\tilde{\omega}\)-compatible on the horizontal tangent spaces, but applying the usual procedure provided by Proposition 2.50 in [MS98] along the horizontal tangent spaces, one finds a \(\tilde{J}\) that is \(\tilde{\omega}\)-compatible.

With these choices, in a neighbourhood of the zero section, \(\tilde{\omega}\) defines a symplectic form that coincides with \(\omega'\) along \(Y\) and \(\omega_0\) along the fibres and an \(\tilde{\omega}\)-compatible almost complex structure that coincides with \(J'\) along \(Y\) and \(J_0\) on the fibres. Also note that the vertical and horizontal subspaces are still symplectic as well as complex subspaces and orthogonal w. r. t. the metric defined by \(\tilde{\omega}\) and \(\tilde{J}\).

To achieve the Nijenhuis condition for \(\tilde{J}\) w. r. t. \(Y \subseteq E\), one applies the procedure from [IP93], Theorem A.2, to \(\tilde{J}\): Applying the construction given in op. cit. to the present simplified situation, define a section \(K \in \text{End}(TE)\) by \(K_v := -\frac{1}{2}(L_v + L^*_v)\), where on the right hand side one considers \(e\) as lying in \(V_0 E\). \(L_v(e)\) is given as in op. cit. by \(\tilde{J} \circ \text{pr}^E_v \circ N\tilde{J}(e,v)\) for \(v \in TY\) and extended by zero to \(TE\). Using that \(K\) is self-adjoint and satisfies \(K\tilde{J} = -\tilde{J}K\), \(\tilde{J} := e^{iK}\tilde{J}\) defines an almost complex
structure that satisfies the Nijenhuis condition w. r. t. \( Y \). Note that now outside of \( Y \) the fibres of \( E \) need no longer be complex subspaces.

In the nonlinear case, apply the above to \( E := TY^{1,\omega} \), the \( \omega \)-symplectic complement of \( TY \) in \( TX \mid Y \) and the restrictions \( \omega_0 \) and \( J_0 \) of \( \omega \) and \( J \) to \( TY^{1,\omega} \). By the symplectic neighbourhood theorem there are neighbourhoods of \( Y \) in \( E \) and \( X \) in \( X \) that are symplectomorphic under a symplectomorphism that is the identity on \( Y \). Pushing forward \( J' \) to the neighbourhood of \( Y \) in \( X \) and extending via \( J \) outside gives a perturbation of \( J \) that satisfies the Nijenhuis condition.

To construct \( \overline{Y} \), one uses the above to modify the proof of the (Stabilization) condition in Theorem 8.1, p. 43, in [CM07]. In the notation of that proof, first apply the construction to the line bundles \( L^k \mid Y \) to get sections \( s^Y_k \) of \( L^k \mid Y \rightarrow Y \) that are \( C \)-bounded and \( \eta \)-transverse. Let \( Z := (s^Y_k)^{-1}(0) \subseteq Y \) for \( k \) large enough and modify \( J \mid Y \) in the way described above (with the modification that now \( J \mid Z \) and \( J_0 \) are chosen as well) to a \( J_Y \) s. t. \( Z \) is a \( J_Y \)-holomorphic submanifold of \( Y \) that satisfies the Nijenhuis condition w. r. t. \( Y \). With this new complex structure \( J_Y \) on \( Y \) apply the above construction again, but without the last step (to achieve the Nijenhuis condition) to extend \( J_Y \) to \( J \) on \( X \) s. t. a neighbourhood of \( Y \) in \( X \) is isomorphic to a neighbourhood \( N \) of the zero section in \( TY^{1,\omega} \rightarrow Y \). Now proceed as in the proof of Theorem 8.1 in op. cit.: If \( \pi : N \rightarrow Y \) is the projection, then \( \pi^*(L^Y) \) carries the connection given by \( A|_Y = \frac{1}{2} L^\pi \circ \omega_0 \) (\( A \) is the connection of \( L \)). Here \( r \) is the radial distance function from the zero section in the fibres of \( N \), \( \nabla r^2 \) is the gradient and \( \omega_0 \) is the symplectic form in the fibres. With this identification, define a section \( s^N_k \) of \( L^k \mid X \) by transferring \( e^{-kr^2/4} \pi^* s^Y_k \) to \( X \) as in op. cit. The zero set of \( s^N_k \) is then identified with \( N \mid Z \subseteq TY^{1,\omega} \mid Z \oplus \{0\} \) which is holomorphic. Now extend the section \( s^N_k \) to a section \( s_k \) of \( L^k \), only modifying outside a neighbourhood of \( Y \), in the way described in op. cit., so that the zero section \( \overline{Y} \) of \( s_k \) is symplectic. With this, a neighbourhood \( U \) of \( Z = \overline{Y} \cap Y \) in \( \overline{Y} \) looks like a neighbourhood of \( Z \) in \( TY^{1,\omega} \mid Z \). Applying the last step in the above construction (to achieve the Nijenhuis condition) produces a section \( K \) of \( \text{End}(TY) \) on \( U \) that vanishes on \( Z \). Extend \( K \) to a self-adjoint section of \( \text{End}(TX) \) with \( JK = -JK \) on a small neighbourhood \( Z \) in \( X \) that vanishes along \( Y \) by first extending to a section of \( \text{End}(TX) \mid U \) by setting \( K \mid_{\overline{Y} \cap \overline{Y}} = 0 \). Then extend to a neighbourhood \( V \) of \( U \) in \( X \) by choosing \( V \) s. t. \( U \) is a strong deformation retract of \( V \) via a retraction that sends \( Y \cap V \) to \( Z \). By multiplying with a cutoff function extend \( K \) to a section of \( \text{End}(TX) \). Now follow the procedure above to use \( K \) to make \( \overline{J} \mid \overline{Y} \) satisfy the Nijenhuis condition w. r. t. \( Z \) and do a further perturbation away from \( Y \) to achieve compatibility with \( \overline{Y} \) everywhere.

What remains to finish the proof of Theorem 6.2 is the following generalisation of Theorem 6.1 used in Step 3 of Subsection 6.2.2. But first, for convenience the relevant definition from Subsection 6.2.2 is repeated:

Let \((Y,J)\) and \((\overline{Y},\overline{J})\) be \(\varepsilon\)-transversely intersecting Donaldson pairs of degrees \( D \) and \( \overline{D} \), respectively, and let \( A \in H_2(X;Z) \). Define \( \overline{Z} := Y \cap \overline{Y} \) as well as \( \ell := D \omega(A), \quad \overline{\ell} := D \omega(A) \) and \( \ell := \ell + \overline{\ell} \). Analogously to before, for \( k \geq 0 \), put \( \overline{X}^k := \Sigma^k \times X, \quad \overline{Y}^k := \Sigma^k \times Y, \quad \overline{\nabla}^k := \Sigma^k \times \nabla \) and \( \overline{Z}^k := \Sigma^k \times Z \). Also, just for brevity, define \( W := Y \cup \overline{Y} \subseteq X \) and \( \overline{W}^k := \Sigma^k \times W \). Let \( J' \in \partial_{\omega}(X,Y,J,E) \cap \partial_{\omega}(X,\overline{Y},\overline{J},E) \) satisfy the conditions in Lemma 7.3. Given an arbitrary neighbourhood \( U \subseteq X \) of \( Z \), one can also assume that \( J' \in \partial_{\omega,n}(X,Y \setminus U) \cap \partial_{\omega,n}(X,\overline{Y} \setminus \overline{U}) \) by a small perturbation of \( J' \) outside of \( U \) that leaves \( J'|_W \) fixed. Denoting \( \overline{U}^k := \Sigma^k \times U \) and
\[ \tilde{U}^k := \Sigma^k \times \mathcal{U}, \]

define

\[ \mathcal{H}^{(0)}(\tilde{W}, \tilde{Z}) := \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k) \times \mathcal{H}^{(0)}(\tilde{W}^\ell, \tilde{Z}^\ell) \]

\[ \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k, J') := \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k, J') \times \mathcal{H}^{(0)}(\tilde{W}^\ell, \tilde{Z}^\ell, J') \]

\[ \mathcal{H}^{(0)}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J') := \{ H \in \mathcal{H}^{(0)}(\tilde{X}^k, \tilde{Y}^k, J') \cap \mathcal{H}^{(0)}(\tilde{X}^\ell, \tilde{Y}^\ell, J') \mid \text{supp}(H) \subseteq \tilde{X}^k \setminus \tilde{U}^k \} \]

\[ \mathcal{H}(\tilde{X}^k, \tilde{W}^k) := \mathcal{H}^{(0)}(\tilde{X}^k, \tilde{Y}^k) \cap \mathcal{H}^{(0)}(\tilde{X}^\ell, \tilde{Y}^\ell) \]

Note that by Lemma 5.4 (applied twice) one can consider \( \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k) \) as a subset of \( \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k, J') \). By extending via the construction in Lemma 5.4 outside of \( \tilde{U}^k \) and via the implicit function theorem, using that \( Y \) and \( \tilde{Y} \) intersect transversely, in \( \tilde{U}^k \), every element \( H \in \mathcal{H}^{(0)}(\tilde{W}^k, \tilde{Z}^k, J') \) in turn can be considered as an element of \( \mathcal{H}(\tilde{X}^k, \tilde{Y}^k) \). By pullback via \( \pi^k \), one can consider all of the above as subsets of \( \mathcal{H}(\tilde{X}^k, \tilde{W}^k) \) for any \( k' \geq k \), which will be done from now on. For \( H \in \mathcal{H}(\tilde{X}^k, \tilde{W}^k) \), define

\[ \overset{\circ}{M}(\tilde{X}^k, \tilde{Y}^k, \tilde{U}^k, A, J', H) := \{ u \in M(\tilde{X}^k_{\mathcal{M}^k}, A, J', H) \mid \text{im}(u \circ T_j) \subseteq \tilde{Y}^k, j = 1, \ldots, \ell, \text{im}(u \circ T_j) \subseteq \tilde{Y}^\ell, j = \ell + 1, \ldots, \ell, \text{im}(u) \cap \tilde{X}^k \setminus (\tilde{Y}^k \cup \tilde{Y}^\ell) \neq \emptyset \} \]

and let

\[ gw_{\Sigma}(X, Y, \tilde{X}, A, J', H) : \overset{\circ}{M}(\tilde{X}^k, \tilde{Y}^k, \tilde{U}^k, A, J', H) \to M \times X^n \]

be given by evaluation at the first \( n \) marked points, as before.

**Theorem 7.2.** In the notation from above, let \( J' \in \mathcal{J}(X, Y, J, E) \cap \mathcal{J}(X, Y, J, E) \) satisfy the conditions in Lemma 7.8. Then for \( D, \overline{\mathcal{D}} \) large enough, there exists a generic subset \( \mathcal{H}^{(0)}_{\text{reg}}(\tilde{Z}, J') \subseteq \mathcal{H}(\tilde{Z}) \) and for any \( H^Z \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{Z}, J') \) there exists a generic subset \( \mathcal{H}_{\text{reg}}^{(0)}(\tilde{W}, \tilde{Z}, J', H^Z) \subseteq \mathcal{H}^{(0)}(\tilde{W}, \tilde{Z}) \) s.t. for any \( H^{W,Z} \in \mathcal{H}_{\text{reg}}^{(0)}(\tilde{W}, \tilde{Z}, J', H^Z) \), setting \( H^W := H^Z + H^{W,Z} \) and for \( k = \ell, \overline{\ell}, \overline{\ell} \), the following hold:

There exists

- a generic subset \( \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J', H^W) \subseteq \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J') \) of a neighbourhood of 0 (depending on \( H^W \)) and

- for every \( H^{Z,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J', H^W) \) a neighbourhood \( U \subseteq X \) of \( Z \) (depending on choices so far) and a small perturbation \( J'' \) of \( J' \) outside of \( W \cup U \) s.t. \( J'' \in \mathcal{J}(X, Y, J, E) \cap \mathcal{J}(X, Y, J, E) \) as well as a generic subset \( \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J'', H^{W,0}) \subseteq \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J', H^W) \) and

- for every \( H^{Z,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J', H^W) = \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J''', H^W) \) and \( H^{W,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J'', H^{W,0}) \) a generic subset \( \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J'', H^{W,0} + H^{Z,0} + H^{W,0}) \subseteq \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J', H^W) \)

s.t. for every \( H^{Z,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{W}^k, \tilde{Z}^k, J', H^W) \), \( H^{W,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J'', H^{W,0} + H^{Z,0} + H^{W,0}) \) and \( H^{X,0} \in \mathcal{H}^{(0)}_{\text{reg}}(\tilde{X}^k, \tilde{W}^k, \tilde{U}, J'', H^W + H^{Z,0} + H^{W,0}) \), setting \( H := H^W + H^{Z,0} + H^{W,0} + H^{X,0} \),

\[ u \in M(\tilde{X}^k_{\mathcal{M}^k}, A, J'', H) \Rightarrow \text{im}(u) \cap \tilde{X}^k \setminus (\tilde{Y}^k \cup \tilde{Y}^\ell) \neq \emptyset \]
and

i) for \( k = \ell \)

\[
gw^\ell(X,Y,A,J'',H),
\]

ii) for \( k = \bar{\ell} \)

\[
gw^{\bar{\ell}}(X,\tilde{Y},A,J'',H),
\]

iii) for \( k = \bar{\ell} \)

\[
gw^{\bar{\ell}}(X,Y,\bar{X},A,J'',H),
\]

define pseudocycles of dimension

\[
\dim C(X) + 2c_1(A) + \dim R(M)
\]

in \( M \times X^n \) with image in \( \hat{M} \times X^n \), independent of the choice of \( H \) up to cobordism.

**Proof. (Rough sketch only)** The proof runs along the lines of the proof of Theorem 6.1 as outlined in Subsection 6.2.1.

In cases i) and iii) above, the compactness result in Step 1) in Subsection 6.2.1 applies directly and in iii), the compactness of \( \text{cl} \hat{M}(\hat{X}^\ell,\hat{\tilde{Y}}^\ell,\hat{\tilde{Y}}^\ell,A,J,H) \) is a simple extension of Lemma 7.2.

While Step 2) is not relevant in the present situation, Steps 3) and 5) in Subsection 7.2 carry over pretty much ad verbatim.

Again, the most difficult part of the proof is the analogue of Step 4) in Subsection 6.2.1, which constituted the proof of Step 4) in Subsection 6.2.1 only for Case iii) above, Cases i) and iii) are done very similarly.

The major difference to the proof of Theorem 6.1 is that in \( \text{cl} \mathcal{M}(\hat{X}^\ell,\hat{\tilde{Y}}^\ell,A,J,H) \) instead of a curve having two parts, one that is mapped into \( \hat{Y}^\ell \) and one that intersects \( \hat{\tilde{Y}}^\ell \) only in a finite number of points, because \( H \) needs to be compatible with both \( \hat{Y}^\ell \) and \( \hat{\tilde{Y}}^\ell \), one now has to consider parts of a curve that are mapped into \( \hat{Z}^\ell \), \( \hat{Y}^\ell \) and \( \hat{\tilde{Y}}^\ell \) while intersecting \( \hat{Z}^\ell \) only in finitely many points and finally the part that intersects both \( \hat{Y}^\ell \) and \( \hat{\tilde{Y}}^\ell \) only in finitely many points, separately. Correspondingly, in Subsection 7.2, the index set \( I \) for the components splits as \( I = I^X \cup I^Y \cup I^{\tilde{Y}} \). Consequently, in 4) and 5), one has a splitting \( \Sigma_{t,i} = \Sigma_{t,j}^X \cup \Sigma_{t,j}^Y \cup \Sigma_{t,j}^{\tilde{Y}} \cup \Sigma_{t,j}^Z \) into families of nodal Riemann surfaces of Euler characteristics \( \chi^X, \chi^Y, \chi^{\tilde{Y}}, \chi^Z \), respectively. In 6) there are now two sets of additional marked points, with index sets \( \{ 1, \ldots, \ell \} \) and \( \{ 1, \ldots, \bar{\ell} \} \).
The results from Subsection 7.3 carry over to show the following: First, observe that $Z$ as a complex hypersurface of $Y$ and $\overline{Y}$ has degrees $\overline{D}$ and $D$, respectively, so for generic $H^Z \in \mathcal{H}(\overline{Z})$, for any choice of data as above, $\mathcal{M}(\overline{Z}^{\ell}_{\nu, i, \mathcal{Z}}, B, J, H^Z)$ is either empty, for $B \neq 0$, or a smooth manifold of dimension $\text{dim}_{C}(Z)\nu^2 + \text{dim}_{R}(U^\ell)$. Then, for a generic choice of $H^{W, Z} \in \mathcal{H}^{00}(\overline{W}, \overline{Z})$, $\mathcal{M}^{\ell, \nu}(Y^{\ell}_{\nu, i, \mathcal{Y}}, B, J, H^W)$, $H^W := H^Z + H^{W, Z}$, is either empty, for $B \neq 0$, or a smooth manifold of dimension $\text{dim}_{C}(Y)\nu + \text{dim}_{R}(U^\ell)$, and likewise for $\overline{Y}$. Note that using Gromov compactness, the condition $\mathcal{M}^{\ell, \nu}(Y^{\ell}_{\nu, i, \mathcal{Y}}, B, J, H^W)$ is an open condition, so is satisfied for arbitrary perturbations of $H^W$, provided they are small enough. Also note that if $u^Y$ and $u^\overline{Y}$ represent vanishing homology class, then positivity of intersections implies that they do not intersect $\overline{Z}^{\ell}$. In particular, one can assume that $d^{\nu}Z = d^{\nu}\overline{Z} = 0$.

Next, the results from Subsection 7.4 can be strengthened in the following way: Let $E \to S$ be any holomorphic line bundle over a Riemann surface and let $\xi$ be a nonvanishing meromorphic section. If $b \in S$ is a zero or pole of $\xi$, then $\xi$ induces an orthogonal map $[\xi]: S^1 \xrightarrow{\cong} (\mathcal{B}_{E} S \setminus \{0\})/\mathbb{R}^+ \to (E_b \setminus \{0\})/\mathbb{R}^+ \cong S^1$. This can be applied directly to the meromorphic sections $\xi_i$ of $(u^*_i)^\nu (V^{Y^\ell})^\nu$, from Lemma 7.5, to get well-defined orthogonal maps (denote by $\xi^\nu$ the collection of the $\xi_i$)

$$|\xi^\nu|_{N^\ell_{\nu, Y, i}} : (T_{N^\ell_{\nu, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+ \to ((V^{Y^\ell})^\nu_{u^Y(N^\ell_{\nu, Y, i})} \setminus \{0\})/\mathbb{R}^+,$$

for $i = 1, 2$ and those values of $\nu$ for which the corresponding meromorphic sections on the components $S^\ell_i$ containing $N^\ell_{\nu, Y, 2}(b)$ have a zero/pole. Similarly, one gets

$$|\xi^\nu|_{N^\ell_{\nu, X, Y, i}} : (T_{N^\ell_{\nu, X, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+ \to ((V^{Y^\ell})^\nu_{u^X(N^\ell_{\nu, X, Y, i})} \setminus \{0\})/\mathbb{R}^+,$$

Using local coordinates in a neighbourhood of any of the $N^\ell_{\nu, X, Y, i}$ and a neighbourhood of $u^X(N^\ell_{\nu, X, Y, i})$, one can also apply it to the normal component of $u^X$ to also get a well-defined orthogonal map

$$|u^X|_{N^\ell_{\nu, X, Y, i}} : (T_{N^\ell_{\nu, X, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+ \to ((V^{Y^\ell})^\nu_{u^X(N^\ell_{\nu, X, Y, i})} \setminus \{0\})/\mathbb{R}^+.$$

The compactness results from \cite{BEH+03} then allow one to put the following additional restrictions on the $\xi_i$ (notation is from Lemma 7.5): There exist smooth orthogonal identifications of $(T_{N^\ell_{\nu, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+$, $i = 1, 2$, $(T_{N^\ell_{\nu, X, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+$ and $(T_{N^\ell_{\nu, X, Y, i}} S^\ell_b \setminus \{0\})/\mathbb{R}^+$ with $S^1$, for $b \in U^\ell$, s.t. the following hold:

- If $i, j$ are such that $N^\ell_{\nu, Y, 1}(b) \in S^\ell_{i, b}$ and $N^\ell_{\nu, Y, 2}(b) \in S^\ell_{j, b}$ and s. t. $\xi_i(N^\ell_{\nu, Y, 1}(b)) \neq \infty$, then $\xi_j(N^\ell_{\nu, Y, 1}(b)) = \xi_j(N^\ell_{\nu, Y, 2}(b))$;
- if $i, j$ are such that $N^\ell_{\nu, Y, 1}(b) \in S^\ell_{i, b}$ and $N^\ell_{\nu, Y, 2}(b) \in S^\ell_{j, b}$ and s. t. $\xi_i(N^\ell_{\nu, Y, 1}(b)) = \infty$, then $\xi_j(N^\ell_{\nu, Y, 2}(b)) = 0$,
- $|\xi^\nu|_{N^\ell_{\nu, X, Y, i}} = |u^X|_{N^\ell_{\nu, X, Y, i}}$.

The above conditions are no longer invariant under the action of $(\mathbb{C}^*)^\nu$ by multiplication in the fibres of the $(u_i)^\nu (V^{Y^\ell})^\nu, i \in I^\nu$. But if $\nu^\ell \in \mathbb{N}$ is the number of levels of the holomorphic building formed by the meromorphic sections, as in
the proof of Lemma 7.5 (where this number was just called $k$), then there still is a free $(\mathbb{R}^+)^{k'}$-action on the space of meromorphic sections under which the above conditions are invariant. One can hence modify Definition 7.2 to say

$$M_{Y,u}^{\mathbb{C}}(\tilde{X}^\ell, \tilde{Y}^\ell, H) := \{(\xi_i)_{i \in I^\ell} \mid \xi_i \text{ a meromorphic section of } u_i^*(V\tilde{Y}^\ell)^{1_\omega} \text{ with zeros/nodes at the } N_i^* \text{ given by the } p_i^* \text{ and }$$

$$\forall i, j \in I^\ell, r, s \text{ with } u(N_i^*) = u(N_j^*) :$$

$$p_i^* = p_j^* = 0 \Rightarrow \xi_i(N_i^*) = \xi_j(N_j^*)$$

$$p_i^* = -p_j^* \neq 0 \Rightarrow |\xi_i|_{N_i^*} = |\xi_j|_{N_j^*}|(\mathbb{R}^+)^{k'}/(\mathbb{R}^+)^{s}.$$

Lemma 7.6 then still holds true whereas in Lemma 7.7, the dimension can instead be estimated by

$$\dim_{\mathbb{R}} \left(M_{Y,u}^{\mathbb{C}}(\tilde{X}^\ell, \tilde{Y}^\ell, J, H)\right) \leq \dim_{\mathbb{C}}(X)^Y + \dim_{\mathbb{R}}(U^\ell) + d^Y - k^Y,$$

($d'$ has been replaced by $d^Y$ in the present notation) because any condition of the form $\xi_i(N_i^*) = \xi_j(N_j^*)$ cuts the (real) expected dimension down by 2 and any condition of the form $|\xi_i|_{N_i^*} = |\xi_j|_{N_j^*}$ cuts the (real) expected dimension down by 1.

Now assume that $I^Y, I^\tilde{T}, I^Z \neq \emptyset$, the case $I^Y = I^\tilde{T} = I^Z = \emptyset$ was treated in Subsection 7.5 and the other cases are treated similarly. Also assume that $K^X, K^Y, K^Z, L^X, L^Y, L^Z$ are all nonempty, the other cases being similar.

First, apply the modified compactness result above twice for the component $u^Z$, projecting onto $\tilde{Z}^k$. Once rescaling in $(V\tilde{Y}^\ell)^{1_\omega}|^Z_{\ell} = (V\tilde{Z}^k)^{1_\omega}$, where on the right hand side the complement is taken in $V\tilde{Y}^\ell$. And a second time rescaling in $(V\tilde{Y}^\ell)^{1_\omega}|^Z_{\ell} = (V\tilde{Z}^k)^{1_\omega}$, where on the right hand side the complement is taken in $V\tilde{Y}^\ell$. For a generic perturbation $H^{Z,0} \in \mathfrak{H}^{\mathbb{C}}_{\mathbb{R}}(W^\ell, \tilde{Z}^\ell, J')$, achieve transversality for all the resulting pairs of meromorphic buildings $(\xi^{ZY}, \xi^{Z\tilde{T}})$. Because the components $u^Y$ and $u^\tilde{T}$ then do not intersect $\tilde{Z}^k$, by compactness one can find a neighbourhood $U \subseteq X$ of $Z$ s.t. the images of the components $u^Y$ and $u^\tilde{T}$ do not intersect $\tilde{U}^\ell$.

Next, perturb $J'$ outside of $W \cup U$ to a $J''$ as in the statement of the theorem and extend all Hamiltonian perturbations so far to all of $X$ in such a way that they satisfy normal integrability outside of $\tilde{U}^\ell$ as described in the paragraph before the statement of the theorem.

Then apply the modified compactness result described above twice more for the components $u^Y$ and $u^\tilde{T}$ (alternatively one can also apply the compactness result from [Ion11]), so $u^Y$ and $u^\tilde{T}$ come with meromorphic buildings $\xi^Y$ and $\xi^\tilde{T}$ as above with numbers of levels $k^Y$ and $k^\tilde{T}$, respectively, while $u^Z$ comes with a pair of meromorphic buildings $(\xi^{ZY}, \xi^{Z\tilde{T}})$ with numbers of levels $(k^{ZY}, k^{Z\tilde{T}})$. It is fairly easy to see that the expected dimension of the moduli space of such pairs can be estimated by

$$\dim_{\mathbb{C}}(X)^{ZY} + \dim_{\mathbb{R}}(U^\ell) + 2d^Z - k^{ZY} - k^{Z\tilde{T}}.$$

Denoting by $s^Y, s^Z$ and $t^\tilde{T}, t^Z$ the total orders of tangency of $u^X$ to $\tilde{Y}^\ell$ at the
\( N_{r}^{i},XY,X, N_{r}^{i},XZ,X \) and to \( \tilde{Y}^{\ell} \) at the \( N_{r}^{i},XY,X, N_{r}^{i},XZ,X \), the following equations hold:

\[
\begin{align*}
    d^{XY} + s^{Y} &= |K^{Y}| & d^{XZ} + s^{Z} &= |K^{Z}| \\
    d^{X\wedge} + t^{\wedge} &= |L^{\wedge}| & d^{XZ} + t^{Z} &= |L^{Z}|
\end{align*}
\]

Making further successive choices of perturbations as described in the statement of the theorem and also factoring in the compatibility conditions (described below), the tuple \((u^{X}, \xi^{Y}, \xi^{\wedge}, (\xi^{Z}, \xi^{2\wedge}))\) lies in a moduli space of real dimension at most

\[
\begin{align*}
    \dim_{C}(X) + \dim_{R}(U^{\ell}) + 2c_{1}(A) + \\
    + \dim_{C}(X) + \dim_{R}(U^{\ell}) + d^{Y} - k^{Y} + \\
    + \dim_{C}(X) + \dim_{R}(U^{\ell}) + d^{Z} - k^{Z} + \\
    + \dim_{C}(X) + \dim_{R}(U^{\ell}) + 2d^{Z} - k^{2Z} - k^{Z\wedge} - \\
    - (\dim_{R}(U^{\ell}) + \dim_{C}(X)2d^{XY} + d^{X\wedge}) - \\
    - (\dim_{R}(U^{\ell}) + \dim_{C}(X)2d^{X\wedge} + d^{X\wedge}) - \\
    - (\dim_{R}(U^{\ell}) + \dim_{C}(X)2d^{XZ} + 2d^{XZ}) - \\
    - (2|K^{X}| + 2s^{Y} + 2s^{Z} + 2|L^{X}| + 2t^{X} + 2t^{Z}) \\
    = \dim_{C}(X) + 2c_{1}(A) + \\
    + \dim_{R}(U^{\ell}) - 2(|K^{X}| + |K^{Y}| + |K^{Z}| + |L^{X}| + |L^{\wedge}| + |L^{Z}|) + \\
    + d^{Y} + d^{X\wedge} - k^{Y} + d^{Z} + d^{X\wedge} - k^{X} + 2d^{Z} - 2d^{XZ} - k^{2Z} - k^{Z\wedge} \\
    = \dim_{C}(X) + 2c_{1}(A) + \dim_{R}(M) - 2d^{X} - \\
    - (d^{Y} + d^{X\wedge} + k^{Y} + d^{Z} + d^{X\wedge} + k^{X} + k^{Z} + k^{Z\wedge}) \\
    \leq \dim_{R}(X_{\tilde{Y}^{\ell}, Y^{\ell}, \tilde{Y}^{\ell}, A, J', H)) - 2.
\end{align*}
\]

The first four lines above are the maximal expected dimensions of the moduli spaces containing \( u^{X}, \xi^{Y}, \xi^{\wedge} \) and \((\xi^{Z}, \xi^{2\wedge})\), respectively. The 5th line is given by the compatibility conditions \( u^{X}(N_{r}^{i},XY,X) = u^{Y}(N_{r}^{i},XY,Y) \) and the conditions \( |\xi^{Y}|_{N_{r}^{i},XY,Y} = |u^{X}|_{N_{r}^{i},XY,X} \), and similarly for the 6th line. The 7th line is given by the compatibility conditions \( u^{X}(N_{r}^{i},XZ,X) = u^{Z}(N_{r}^{i},XZ,Z) \) and the conditions \( |\xi^{Z}|_{N_{r}^{i},XZ,Z} = |u^{X}|_{N_{r}^{i},XZ,X} \) as well as \( |\xi^{2\wedge}|_{N_{r}^{i},XZ,Z} = |u^{X}|_{N_{r}^{i},XZ,X} \). The 8th line is given by the tangency conditions of \( u^{X} \) to \( \tilde{Y}^{\ell} \) and \( \tilde{Y}^{\ell} \) at the additional marked points on \( \Sigma_{\ell}^{i,XY} \) and at the \( N_{r}^{i},XY,X, N_{r}^{i},XZ,X, N_{r}^{i},XZ,X \).

In the second to last line, if \( I^{Y} \neq \emptyset \), then \( d^{XY}, k^{Y} \geq 1 \), otherwise the first three summands vanish. And similarly, if \( I^{\wedge} \neq \emptyset \), then \( d^{X\wedge}, k^{\wedge} \geq 1 \), otherwise summands 4–6 vanish. Finally, if \( I^{Z} \neq \emptyset \), then \( k^{2Z}, k^{Z\wedge} \geq 1 \), otherwise the last two summands vanish. Hence, if at least one of \( I^{Y}, I^{\wedge}, I^{Z} \) is not empty, then the estimate in the last line above holds. \( \square \)
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