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Abstract

We consider the Toda system on a compact surface \((\Sigma, g)\)

\[
\begin{aligned}
-\Delta u_1 &= 2\rho_1 \left( \frac{h_1 e^{u_1}}{\int_{\Sigma} h_1 e^{u_1} dV_g} - 1 \right) - \rho_2 \left( \frac{h_2 e^{u_2}}{\int_{\Sigma} h_2 e^{u_2} dV_g} - 1 \right) - 4\pi \sum_{j=1}^J \alpha_{1j} (\delta_{p_j} - 1) \\
-\Delta u_2 &= 2\rho_2 \left( \frac{h_2 e^{u_2}}{\int_{\Sigma} h_2 e^{u_2} dV_g} - 1 \right) - \rho_1 \left( \frac{h_1 e^{u_1}}{\int_{\Sigma} h_1 e^{u_1} dV_g} - 1 \right) - 4\pi \sum_{j=1}^J \alpha_{2j} (\delta_{p_j} - 1) 
\end{aligned}
\]

where \(h_i\) are smooth positive functions, \(\rho_i\) are positive real parameters, \(p_j\) are given points on \(\Sigma\) and \(\alpha_{ij}\) are numbers greater than \(-1\).

We give existence and multiplicity results, using variational and Morse-theoretical methods. It is the first existence result when some of the \(\alpha_{ij}\)'s are allowed to be negative.

1 Introduction

Let \(\Sigma\) be a compact surface without boundary and \(g\) a Riemannian metric on \(\Sigma\). The \(SU(N+1)\) Toda system is the following system of elliptic PDEs:

\[
-\Delta u_i = \sum_{j=1}^N a_{ij} \rho_j (h_j e^{u_j} - 1), \quad i = 1, \ldots, N
\]  

where \(\Delta = \Delta_g\) is the Laplace-Beltrami operator, \(\rho_i\) are positive real parameters, \(h_i\) are smooth positive functions and \(A = (a_{ij})_{ij}\) is the Cartan matrix of \(SU(N+1)\)

\[
\begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 2 & -1 \\
0 & \cdots & 0 & -1 & 2
\end{pmatrix}
\]

The Toda system has been widely studied due to its great importance in both geometry and mathematical physics: in geometry, it arises in the description of holomorphic curves in \(\mathbb{CP}^N\) (see e.g. [9, 11, 17]), whereas in mathematical physics it is a model for non-abelian Chern-Simons vortices theory (see [22, 41, 44]).

It is not restrictive to suppose the total area \(|\Sigma|\) of \(\Sigma\) to be equal to 1; therefore, integrating (1) on \(\Sigma\), we deduce that any solution verifies

\[
\int_{\Sigma} h_i e^{u_i} dV_g = 1 \quad \forall i = 1, \ldots, N,
\]
hence the system (1) is equivalent to
\[ -\Delta u_i = \sum_{j=1}^{N} a_{ij} \rho_j \left( \frac{h_j e^{u_j}}{\int_{\Sigma} h_j e^{u_j} dV_g} - 1 \right), \quad i = 1, \ldots, N \]
which has the advantage of being invariant by addition of constants.

A variant of this system is given by adding in the right-hand side a linear combination of Dirac deltas centered at points of \( \Sigma \).

This variant has still applications in mathematical physics and geometry. In the former, it arises in gauged self-dual Schrödinger equations (see [44]), where the supports of Dirac deltas represent the “vortices” of the wave function, that is the points where it vanishes.

In the latter, it is related to the study of holomorphic curves with ramifications: here, the ramificated points are the centers of the Dirac deltas and the ramification index is given by the coefficient multiplying the delta.

In particular, in this paper we will consider the \( SU(3) \) Toda system with singularities
\[
\begin{cases}
-\Delta u_1 = 2\rho_1 \left( \frac{h_1 e^{u_1}}{\int_{\Sigma} h_1 e^{u_1} dV_g} - 1 \right) - \rho_2 \left( \frac{h_2 e^{u_2}}{\int_{\Sigma} h_2 e^{u_2} dV_g} - 1 \right) - 4\pi \sum_{j=1}^{J} \alpha_{1j} (\delta_{p_j} - 1) \\
-\Delta u_2 = 2\rho_2 \left( \frac{h_2 e^{u_2}}{\int_{\Sigma} h_2 e^{u_2} dV_g} - 1 \right) - \rho_1 \left( \frac{h_1 e^{u_1}}{\int_{\Sigma} h_1 e^{u_1} dV_g} - 1 \right) - 4\pi \sum_{j=1}^{J} \alpha_{2j} (\delta_{p_j} - 1)
\end{cases}
\tag{2}
\]

To better describe the main properties of this system, let us perform a change of variables.

Consider the Green function \( G_p \) of the Laplace operator centered at a point \( p \in \Sigma \), that is the solution of
\[
\begin{cases}
-\Delta G_p = \delta_p - 1 \\
\int_{\Sigma} G_p dV_g = 0
\end{cases}
\]
and apply the change of variables
\[
u_i \rightarrow u_i + 4\pi \sum_{j=1}^{J} \alpha_{ij} G_{p_j},
\tag{3}\]

Then problem (2) transforms into the following:
\[
\begin{cases}
-\Delta \tilde{u}_1 = 2\rho_1 \left( \frac{\tilde{h}_1 e^{u_1}}{\int_{\Sigma} \tilde{h}_1 e^{u_1} dV_g} - 1 \right) - \rho_2 \left( \frac{\tilde{h}_2 e^{u_2}}{\int_{\Sigma} \tilde{h}_2 e^{u_2} dV_g} - 1 \right) \\
-\Delta \tilde{u}_2 = 2\rho_2 \left( \frac{\tilde{h}_2 e^{u_2}}{\int_{\Sigma} \tilde{h}_2 e^{u_2} dV_g} - 1 \right) - \rho_1 \left( \frac{\tilde{h}_1 e^{u_1}}{\int_{\Sigma} \tilde{h}_1 e^{u_1} dV_g} - 1 \right)
\end{cases}
\tag{4}
\]

Here, the functions \( \tilde{h}_i \) are defined by
\[
\tilde{h}_i = h_i e^{-4\pi \sum_{j=1}^{J} \alpha_{ij} G_{p_j}}, \quad i = 1, 2,
\]

therefore they verify
\[
\begin{cases}
0 < \tilde{h}_i \in C^\infty (\Sigma \cup \bigcup_{j=1}^{J} p_j) \\
\tilde{h}_i \sim d(\cdot, p_j)^{2\alpha_{ij}} \quad \text{near } p_j
\end{cases}
\]
hence \( \tilde{h}_i \) has a singularity at \( p_j \) if \( \alpha_{ij} < 0 \) and it has a zero at \( p_j \) if \( \alpha_{ij} > 0 \).

Problem (4) has a variational formulation, that is its solutions are the critical points of the Euler-Lagrange functional defined by
\[
J_\rho(u) = \int_{\Sigma} Q(u) dV_g - \sum_{i=1}^{2} \rho_i \left( \int_{\Sigma} \tilde{h}_i e^{u_i} - \int_{\Sigma} u_i dV_g \right),
\tag{5}
\]
with \( \rho = (\rho_1, \rho_2) \), \( u = (u_1, u_2) \) and \( Q(u) \) is given by
\[
Q(u) = \frac{1}{3} \left( |\nabla u_1|^2 + \nabla u_1 \cdot \nabla u_2 + |\nabla u_2|^2 \right),
\]
where \( \nabla = \nabla_g \) is the gradient given by the metric \( g \) and \( \cdot \) denotes the Riemannian scalar product.
A first tool to study the structure of the functional \( J_\rho \) is given by the following Moser-Trudinger inequality, which was proved in [7] (and, for the regular case, in [27]):
\[
\sum_{i=1}^{2} \min \left\{ 1, 1 + \min_j \alpha_{ij} \right\} \left( \log \int_\Sigma \tilde{h}_i e^{u_i - f} \, u_i \, dV_g \right) \leq \frac{1}{4\pi} \int_\Sigma Q(u) \, dV_g + C. \tag{6}
\]
This inequality implies boundedness from below whenever \( \rho_i \leq 4\pi \min \left\{ 1, 1 + \min_j \alpha_{ij} \right\} \) for both \( i = 1, 2 \) and coercivity (up to addition of constants) if both \( \rho_i \)'s are strictly smaller, therefore in this case (4) has a minimizing solution. On the other hand, in the same papers it is shown, through suitable test functions, that \( J_\rho \) is unbounded from below for greater values of \( \rho_i \), so one can no longer find critical points through minimization techniques.

The first main result of this paper is about existence of solutions on surfaces with positive genus and arbitrarily signed vortices. Before stating it, let us apply a change of notation about the singular points and their singularities. Since we will suppose to have \( \max \{ \alpha_{1j}, \alpha_{2j} \} \geq 0 \), we can divide the singular points into three categories, depending on whether the first component, the second component or none of them has a negative singularities on it. We also consider, alongside the multi-indices \( \alpha_1, \alpha_2 \), two sub-indices \( \tilde{\alpha}_1, \tilde{\alpha}_2 \) which take account only of the negative \( \alpha_{ij} \)'s, and we order them in such a way that they are not decreasing.

Precisely, we write
\[
\{p_1, \ldots, p_J\} = \{p_{01}, \ldots, p_{0L_0}; p_{11}, \ldots, p_{1L_1}; p_{21}, \ldots, p_{2L_2}\}
\]
with \( p_j = p_{il} \) for some \( i = 1, 2, l = 1, \ldots, L_i \) if and only if \( \tilde{\alpha}_{il} := \alpha_{ij} < 0 \) and \( \tilde{\alpha}_{il} \leq \cdots \leq \tilde{\alpha}_{ilL_i} \).

**Theorem 1.1.**
Suppose \( \Sigma \) has positive genus and \( \max \{ \alpha_{1j}, \alpha_{2j} \} \geq 0 \) for any \( j = 1, \ldots, J \). Then, there exists a closed set \( \Lambda \subset \mathbb{R}^2 \) with zero Lebesgue measure such that for any \( \rho = (\rho_1, \rho_2) \notin \Lambda \) which satisfies
\[
4\pi \left( K_i + \sum_{l \in I_i} (1 + \tilde{\alpha}_{il}) \right) < \rho_i < 4\pi \left( K_i + \sum_{l \in I_i \cup \{1\}} (1 + \tilde{\alpha}_{il}) \right), 
\]
for some \( K_i \in \mathbb{N} \) and \( I_i \subset \{2, \ldots, L_i\} \) the problem (4) admits at least one solution.

In the last section we will give some examples to clarify the meaning of condition (7).

Theorem 1.1 is, up to our knowledge, the first existence result for the singular Toda system with arbitrarily signed vortices. A recent paper [6] gives a general existence result for (2) when \( \alpha_{ij} \geq 0 \) and \( g(\Sigma) > 0 \), and there are some other partial existence results for the regular case, i.e. with upper bounds on one or both of the \( \rho_i \)'s ([34, 36]). Removing the hypothesis of non-negativity of the vortices reduces the similarities with the regular case - for instance the best constant in the Moser-Trudinger inequality (6) is no longer the same - thus increasing the difficulty of the problem.
This issue also arose clearly in the study of the scalar counterpart of (2), that is the singular Liouville equation

\[-\Delta u = 2\rho \left( \frac{he^u}{\int_{\Sigma} he^udV_g} - 1 \right) - 4\pi \sum_{j=1}^{J} \alpha_j (\delta_{\rho_j} - 1).\]

which, by a trick similar to (3), is equivalent to

\[-\Delta u = 2\rho \left( \frac{\tilde{h}e^u}{\int_{\Sigma} \tilde{h}e^udV_g} - 1 \right).\] (8)

Equation (8) is also very important in both geometry and mathematical physics: it arises in the problem of prescribed Gauss curvature on surfaces with conical singularities and it appears in some models in Chern-Simons theory. It has been widely studied in literature, with many results on existence, compactness of solutions etc., which have been reviewed in [33, 42].

In the scalar case, general existence results have been found in the case of positive genus and non-negative vortices, both through variational and Morse-theoretical methods [1] and through the computation of the Leray-Schauder degree [15]. On the other hand, when the coefficients \(\alpha_j\) may attain negative values, the existence or non-existence of solutions depends on \(\rho\) and on the \(\alpha_j\)'s ([12, 13]), as well as for the general case of the sphere ([2, 35]).

In this paper, we also give a generic multiplicity result for the problem (4), using Morse theory. Basically, the more are the couples \((K, I)\) which satisfy (7), the higher the number of solution is.

**Theorem 1.2.**

Suppose the hypotheses of Theorem 1.1 hold, and suppose that for \(i = 1, 2\) there exist \(H_i, K_{i1}, \ldots, K_{iH_i} \in \mathbb{N}\) and \(I_{i1}, \ldots, I_{iH_i} \subset \{2, \ldots, L_i\}\) such that any \(h = 1, \ldots, H_i\) verifies

\[4\pi \left( K_{ih} + \sum_{l \in I_{ih}} (1 + \tilde{\alpha}_{il}) \right) < \rho_i < 4\pi \min \left\{ K_{ih} + \sum_{l \in I_{ih} \cup \{1\}} (1 + \tilde{\alpha}_{il}), K_{ih} + 1 + \sum_{l \in I_{ih} \setminus \max I_{ih}} (1 + \tilde{\alpha}_{il}) \right\} \]

Then, there exists a dense open set of \(D \subset M^2(\Sigma) \times L^\infty(\Sigma)^2\) such that if \((g, h_1, h_2) \in D\), then the problem (4) has at least

\[\sum_{h_1, h_2} \left( K_{1h_1} + |I_{1h_1}| + \left\lfloor -\chi(\Sigma) \frac{1}{2} \right\rfloor \right) \left( K_{2h_2} + |I_{2h_2}| + \left\lfloor -\chi(\Sigma) \frac{1}{2} \right\rfloor \right) \]

solutions, where \(M^2(\Sigma)\) is the space of Riemannian metrics on \(\Sigma\) endowed with the \(C^2\) topology and square brackets denote the integer part of a real number.

We stress that, up to our knowledge, there is no previous multiplicity result for the Toda system, even in the regular case. For the Liouville equation multiplicity results have been obtained using both Morse theory ([1, 18]) and topological degree ([14, 15]).

In particular, the multiplicity result for the case of non-negative singularities has a quite simpler form, which is summarized in the following corollary:
Theorem 1.4.
I and for some $K_4$ then a generic choice of data yields at least $\rho$ though considering only the negative $\alpha$'s which can be attained in the restricted range of $\rho$, that is $\alpha_j < \tilde{\alpha}_2$ in the former case and $\alpha_j < \tilde{\alpha}_i$ for both $i$ in the latter case, where

\[ \tilde{\alpha}_i := \inf \{ \alpha_{ij} : \max \{ \alpha_{ij}, \alpha_{2j} \} < 0 \} \]  

(9)

Theorem 1.5.
Suppose $g(\Sigma) > 0$ and $\rho \in \mathbb{R}_+^2 \setminus \Lambda$ verifies $\rho_2 < 4\pi (1 + \tilde{\alpha}_i)$, with $\tilde{\alpha}_i$ as in (9), and

\[ 4\pi \left( K + \sum_{l \in \mathcal{I}_1} (1 + \tilde{\alpha}_1l) \right) < \rho_1 < 4\pi \left( K + \sum_{l \in \mathcal{I}_1 \cup \{1\}} (1 + \tilde{\alpha}_11) \right) \]

(10)

for some $K \in \mathbb{N}$ and $\mathcal{I}_1 \subset \{1, \ldots, L_1\}$. Then, the problem (4) admits at least a solution. If moreover the condition (10) is satisfied by $\mathcal{I}_2, \ldots, \mathcal{I}_2H_2$ and there exist $H_1, K_1, \ldots, K_{H_1} \in \mathbb{N}$ and $\mathcal{I}_{11}, \ldots, \mathcal{I}_{1H_1} \subset \{2, \ldots, L_1\}$ satisfying, for any $h = 1, \ldots, H_1$,

\[ 4\pi \left( K_h + \sum_{l \in \mathcal{I}_{1h}} (1 + \tilde{\alpha}_{11}) \right) < \rho_1 < 4\pi \min \left\{ K_h + \sum_{l \in \mathcal{I}_{1h} \cup \{1\}} (1 + \tilde{\alpha}_{11}), K_h + 1 + \sum_{l \in \mathcal{I}_{1h} \setminus \{\max \mathcal{I}_{1h}\}} (1 + \tilde{\alpha}_{11}) \right\} \]

then a generic choice of data yields at least

\[ H_2 \sum_h \left( K_h + |\mathcal{I}_{1h}| + \left\lfloor \frac{-\chi(\Sigma)}{2} \right\rfloor \right) \]

(10)

solutions.

Corollary 1.3.
Suppose $g(\Sigma) > 0$, $\alpha_{ij} \geq 0$ for all $i, j$ and

\[ \rho \in (4K_1\pi, 4(K_1 + 1)\pi) \times (4K_2\pi, 4(K_2 + 1)\pi) \setminus \Lambda. \]

Then, for a generic choice of the data (as in Theorem 1.2) the problem (4) admits at least

\[ \left( K_1 + \left\lfloor \frac{-\chi(\Sigma)}{2} \right\rfloor \right) \left( K_2 + \left\lfloor \frac{-\chi(\Sigma)}{2} \right\rfloor \right) \]
solutions.
for some \( I_i \subset \{2, \ldots, L_i \} \). Then, the problem (4) admits at least a solution. Moreover, if the above condition is verified for \( I_{11}, \ldots, I_{1H_1} \), and \( I_{21}, \ldots, I_{2H_2} \), then a generic choice of initial data yields at least \( H_1 H_2 \) solutions.

The set \( \Lambda \) in the statement of Theorem 1.1 can be explicitly written as a union of straight lines and points in dependence of the \( \alpha_{ij} \) (see the next section) and it arises in the study of compactness and blow-up of solutions of (4). This has been one of the major difficulties in attacking both (4) and (8).

In the scalar case, quantization results have been given (see [10, 28, 29] for the regular and [3, 4, 5] for the singular case): a sequence \( \{u_n\}_{n \in \mathbb{N}} \) of solutions of (8) which blows up at a regular point \( p \not\in \{p_1, \ldots, p_J\} \) satisfies

\[
\lim_{r \to 0} \lim_{n \to +\infty} \int_{B_r(p)} \tilde{h}e^{u_n}dV_g = 4\pi, \\
\]

whereas if it blows up at \( p_j \) it verifies

\[
\lim_{r \to 0} \lim_{n \to +\infty} \int_{B_r(p_j)} \tilde{h}e^{u_n}dV_g = 4\pi(1 + \alpha_j). \\
\]

Much is also known about the blow-up behavior of the regular Toda system. In [26] it was proved that there are basically three different blow-up scenarios. The first occurs when only one component \( u_i \) is blowing up: in this case the quantization values for the two components are \((4\pi, 0)\) or \((0, 4\pi)\). If both components blow up at different rates of concentration, the quantization values are \((8\pi, 4\pi)\) (respectively \((4\pi, 8\pi)\)), whereas if the two components blow up at the same rate it is \((8\pi, 8\pi)\). In [23, 38] it was shown that all these cases are actually possible.

In the presence of singularities, the expected corresponding quantization values at a singular point \( p_j \) would be respectively

\[
(4\pi(1 + \alpha_{1j}), 0), \quad (0, 4\pi(1 + \alpha_{2j})), \quad (4\pi(1 + \alpha_{1j}), 4\pi(2 + \alpha_{1j} + \alpha_{2j})), \\
(4\pi(2 + \alpha_{1j} + \alpha_{2j}), 4\pi(1 + \alpha_{2j})), \quad (4\pi(2 + \alpha_{1j} + \alpha_{2j}), 4\pi(2 + \alpha_{1j} + \alpha_{2j})).
\]

Blow-up phenomena for (4) have been investigated in [30]: the authors showed that only a finite number of blow-up values are allowed, including the five above (see the next section for details). However, it is an open problem whether these values indeed occur or whether they can be excluded as well.

Let us see now the role played by the study of sub-levels of the energy functional for the existence of solutions for (4).

Concerning the scalar Liouville equation (8), the Euler functional

\[
I_\rho(u) = \frac{1}{2} \int_\Sigma |\nabla u|^2dV_g - 2\rho \log \int_\Sigma \tilde{h}e^{u-\log \rho}udV_g dV_g
\]

is bounded from below if and only if \( \rho \leq 4\pi \min \left\{1, 1 + \min \alpha_j \right\} \) and it is coercive if and only if \( \rho \) is smaller, as follows from the inequalities in [24, 37, 43].

To study variationally the problem for higher values of the parameter \( \rho \), a first clue was given by Chen and Li [16], who showed that \( I_\rho \) is bounded from below under the assumption of some spreading of the \((L^1\)-normalized\) function \( \tilde{h}e^u \). Improving their result, Djadli [20] and Malchiodi [32] gave a general existence result for the regular case of (8) by showing, when \( \rho \in (4K\pi, 4(K + 1)\pi) \), a homotopy equivalence between the low sub-levels of \( I_\rho \) and the non-contractible set of formal barycenters on \( \Sigma \)

\[
\Sigma^K := \left\{ \sum_{k=1}^K t_k \delta_{x_k}; \quad x_k \in \Sigma, \quad t_k \geq 0, \quad \sum_{k=1}^K t_k = 1 \right\}.
\]

(12)
An extension of this was later given by Carlotto and Malchiodi [13] who considered the Liouville equation with non-positive singularities. The authors extended the notion of formal barycenters by defining a sort of weighted ones on \(\Sigma\) since the constant in Moser-Trudinger inequality worsens near the singularities, they redefined the set (12) in such a way that the points \(p_j\) are somehow “lighter” than regular ones, proportionally to the respective coefficient \(\alpha_j\). They defined the weight of a finite set of \(\Sigma\) with respect to the multi-index \(\alpha = (\alpha_1, \ldots, \alpha_J)\) as

\[
\mathcal{J} = \{q_1, \ldots, q_K, p_{j_1}, \ldots, p_{j_L}\} \quad \Rightarrow \quad \chi_\alpha(\mathcal{J}) = K + \sum_{l=1}^L (1 + \alpha_j)
\]

They showed that the homology groups of \(\Sigma_{\rho, \alpha}\) are mapped injectively into the ones of \(I_\rho\)'s sub-levels. However, the topological structure of the weighted barycenters depends heavily on the parameters \(\rho\) and \(\alpha_j\)'s and it can be much more complicated than in the regular case; this is discussed in [12].

Concerning the regular Toda system, the argument in [20, 32] was adapted in [34] to the case of \(\rho_1 < 4\pi\) and \(\rho_2 \in (4K\pi, 4(K+1)\pi)\), since the second component has the same concentration behavior which occurs in the scalar case. If instead both parameters are supercritical, both components can concentrate, thus interacting in a definitely non-trivial way, as discussed in [36] for \(\rho \in (4\pi, 8\pi)^2\).

Another difficulty which might arise in the singular case is the concentration around positively-signed vertices. The presence of singularities affects significantly the bubbling behavior but at the same time it would make no sense to assign them a different weight from the regular points, since they make no difference for what concerns the constants in the Moser-Trudinger inequality.

To overcome these difficulties, we adapt a topological argument from [1, 6]. Since we suppose \(\Sigma\) neither being homeomorphic to \(\mathbb{S}^2\) nor to \(\mathbb{R}P^2\), we can take two bouquets of circles \(\gamma_1, \gamma_2\) (that is, two collection of circles glued each around a single point) such that \(\Sigma\) can retract on each of them through continuous maps \(\Pi_1, \Pi_2\). For our purpose, we choose \(\gamma_1\) containing all the points \(p_{11}, \ldots, p_{1L_1}\) (using the same notation as in Theorem 1.1) and none of the other singular points, and in the same way we choose \(\gamma_2\) containing, among the singular points, all and only the \(p_{2l}\)'s.

If we are under the hypotheses of Theorem 1.4, by the different way we defined the points \(p_{il}\), but this is actually excluded by assuming \(\rho_2 < 4\pi(1 + \alpha_{2j})\). The same difficulties can be similarly avoided, in Theorem 1.5, even in the zero-genus case. In fact, thanks to the hypothesis \(\rho_1, \rho_2 < 4\pi\), as in Theorem 1.5, each component can concentrate only around negative singularities, so the interaction does not occur because we also assumed \(\rho_i < 4\pi(1 + \tilde{\alpha}_i)\).

Putting together arguments from [6, 13, 34, 36] we show that if \(J_\rho(u)\) is sufficiently low, then for one or both \(i = 1, 2\), \(h_i e^{u_i}\) is arbitrary close (in some sense which will be better specified in the next sections) to the set \(\Sigma_{\rho, \tilde{\alpha}_i}\), defined as (14) with multi-index \(\tilde{\alpha}_i = (\tilde{\alpha}_{i1}, \ldots, \tilde{\alpha}_{iL_i})\). Therefore, it is possible to map continuously low sub-levels of \(J_\rho\) on one or both the \(\Sigma_{\rho, \tilde{\alpha}_i}\)'s and, through the retractions \(\Pi_i\)'s, on \((\gamma_i)_{\rho, \tilde{\alpha}_i}\).

To express the fact that only one or both mappings can be built, in [6] we introduce the topological join \((\gamma_1)_{\rho_1, \tilde{\alpha}_1} * (\gamma_2)_{\rho_2, \tilde{\alpha}_2}\); the topological join \(X * Y\) of two sets \(X\) and \(Y\) is basically the product \(X \times Y \times \{0\}\) with the endpoints \(X \times Y \times \{0\}\) and \(X \times Y \times \{1\}\) collapsed respectively on \(X \times \{0\}\) and \(Y \times \{1\}\).

Therefore, we are able to define a projection \(\Psi\) from low sub-levels of \(J_\rho\) to the join \((\gamma_1)_{\rho_1, \tilde{\alpha}_1} * (\gamma_2)_{\rho_2, \tilde{\alpha}_2}\). On the other hand, we can also build a map \(\Phi\) from the join of the weighted barycenter sets...
to arbitrarily low sub-levels of $J_\rho$ through suitable test functions. The composition $\Psi \circ \Phi$ is homotopically equivalent to the identity on the join of the barycenters, so the homology groups of $J_\rho$’s sub-levels contain a copy of the ones of the join. Finally, since we can express with a simple formula the homology of $A \ast B$ in terms of the homology of $A$ and $B$, we deduce non-contractibility of low sub-levels for suitable values of $\rho_1$ and $\alpha_{ij}$. To conclude the proof of the existence result, we would need a Palais-Smale-like compactness condition. Palais-Smale condition is not known to hold for $J_\rho$ but for a dense set of the parameters $\rho$ bounded Palais-Smale sequences exist, as follows from [40]. Therefore, we obtain existence of solution for $\rho$ belonging to a dense set; the compactness of solutions (which follows from assuming $\rho \not\in A$) permits to extend the existence result to any admissible $\rho$.

To get a multiplicity result, we use the weak Morse inequalities, which relate the number of critical points to the homology groups. In particular, we get that the total number of solutions of (4), that is the critical points of $J_\rho$, is greater or equal to the homology groups of $J_\rho$’s low sub-levels. By the above analysis, the latter will be greater or equal to the ones of $(\gamma_1)_{\rho_1, \tilde{\alpha}_1} \ast (\gamma_2)_{\rho_2, \tilde{\alpha}_2}$, which can be estimated from below using the Mayer-Vietoris exact sequence. The fact that $J_\rho$ is a Morse function for a generic choice of $g, h_i, p_j$ and $\alpha_{ij}$ follows by arguing as in [1, 18].

In Section 2 we introduce some notation and some preliminary results which will be used later on. In Section 3 we build the map $\Phi$ from the join of the weighted barycenter sets to low sub-levels of $J_\rho$. Section 4 is devoted to the study of the variational structure of $J_\rho$ and to obtaining improved Moser-Trudinger inequalities; the latter results will be needed to construct the map $\Psi$ from sub-levels of $J_\rho$ to $(\gamma_1)_{\rho_1, \tilde{\alpha}_1} \ast (\gamma_2)_{\rho_2, \tilde{\alpha}_2}$ and to prove that the composition with $\Phi$ is homotopically equivalent to the identity, which is done in Section 5. In Section 6 we study the topology and the homology of the set of weighted barycenters. Finally, in Section 7 we see some examples and we put together the result obtained to prove the existence and multiplicity results.

2 Notation and preliminaries

In this section we will provide some notation and some known preliminary results which we will need later. The indicator function of a set $\Omega \subset \Sigma$ will be denoted as

$$1_{\Omega}(x) = \begin{cases} 1 & \text{if } x \in \Omega \\ 0 & \text{if } x \not\in \Omega \end{cases}$$

Given two points $x, y \in \Sigma$, we will denote the metric distance between them on $\Sigma$ as $d(x, y)$. In the same way, for any two subsets $\Omega, \Omega' \subset \Sigma$ we will denote:

$$d(x, \Omega) := \inf \{d(x, y) : y \in \Omega\}, \quad d(\Omega, \Omega') := \inf \{d(x, y) : x \in \Omega, y \in \Omega'\}.$$ 

We will denote as $D_\Sigma$ the diameter of $\Sigma$:

$$D_\Sigma := \sup \{d(x, y) : x, y \in \Sigma\}.$$ 

The symbol $B_r(p)$ will stand for the open metric ball centered at $p$ and having radius $r$. We will similarly use the notation $B_r(\Omega)$ for a subset $\Omega \subset \Sigma$:

$$B_r(\Omega) := \{x \in \Sigma : d(x, \Omega) < r\}.$$ 
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Given a function \( u \in L^1(\Sigma) \) and a measurable set \( \Omega \subset \Sigma \), we denote the average of \( u \) on \( \Omega \) as
\[
\int_{\Omega} udV_g = \frac{1}{|\Omega|} \int_{\Omega} udV_g.
\]
The symbol \( \overline{u} \) will stand for the average of \( u \) on \( \Sigma \); since we assume \( |\Sigma| = 1 \), we can write
\[
\overline{u} = \int_{\Sigma} udV_g = \int_{\Sigma} udV_g.
\]
We will denote the subset of functions in \( H^1(\Sigma) \) having null average as
\[
\mathcal{H}^1(\Sigma) := \{ u \in H^1(\Sigma) : \overline{u} = 0 \}.
\]
Notice that, since the functional \( J_\rho \), defined in (5) is invariant by addition of constants, it will not be restrictive to study it on \( \mathcal{H}^1(\Sigma)^2 \) rather than on \( H^1(\Sigma)^2 \).
The sub-levels of \( J_\rho \), which, as anticipated, will play and essential role throughout the whole paper, will be denoted as
\[
J_\rho^a = \{ u \in H^1(\Sigma)^2 : J_\rho(u) \leq a \}.
\]
For a continuous map \( f : \Sigma \to \Sigma \) and a measure \( \mu \in \mathcal{M}(\Sigma) \), we define the push-forward of \( \mu \) with respect to \( f \) the measure defined by
\[
f_* \mu(B) = \mu(f^{-1}(B)).
\]
If \( \mu \) has finite support, its push-forward has a particularly simple form:
\[
\mu = \sum_{k=1}^{K} t_k \delta_{x_k} \quad \Rightarrow \quad f_* \mu = \sum_{k=1}^{K} t_k \delta_{f(x_k)}.
\]
We will use the symbol \( X \simeq Y \) to mean that two topological spaces \( X \) and \( Y \) are homotopically equivalent. We will consider the composition of two homotopy equivalence \( H_1 : X \times [0,1] \to Y \), \( H_2 : Y \times [0,1] \to Z \), that is the map \( H_2 \ast H_1 : X \times [0,1] \to Z \) defined by
\[
H_2 \ast H_1 : (x,s) \to \left\{ \begin{array}{ll}
H_1(x,2s) & \text{if } s \leq \frac{1}{2} \\
H_2(x,2s-1) & \text{if } s > \frac{1}{2}
\end{array} \right..
\]
The identity map on \( X \) will be denoted by \( \text{Id}_X \). Given a topological space \( X \) we will denote its \( q \)-th homology group with coefficients in \( \mathbb{Z} \) as \( H_q(X) \). Isomorphisms between homology group will be denoted just by the equality sign. We will denote as \( \tilde{H}_q(X) \) the \( q \)-th reduced homology group with coefficients in \( \mathbb{Z} \), that is
\[
H_0(X) = \tilde{H}_0(X) \oplus \mathbb{Z}, \quad H_q(X) = \tilde{H}_q(X) \quad \text{if } q \neq 0.
\]
The symbol \( \beta_q(X) \) will stand for the \( q \)-th Betti number of \( X \), that is \( \beta_q(X) = \text{rank}(H_q(X)) \).
As before, \( \tilde{\beta}_q(X) \) will stand for the dimension of \( \tilde{H}_q(X) \), therefore it will coincide with the usual definition of Betti number with the exception of \( \tilde{\beta}_0(X) = \beta_0(X) - 1 \). For a subspace \( Y \subset X \), the \( q \)-th relative homology group (with coefficients in \( \mathbb{Z} \)) will be denoted by \( H_q(X,Y) \) and \( \beta_q(X,Y) \) will be the relative Betti numbers.
If \( J_\rho \) is a Morse function, we will denote as \( \mathcal{C}_q(a,b) \) the number of critical points \( u \) of \( J_\rho \) with Morse index \( q \) satisfying \( a \leq J_\rho(u) \leq b \). The total number of critical points of index \( q \) will be denoted as \( \mathcal{C}_q \); in other words, \( \mathcal{C}_q := \mathcal{C}_q(+\infty,-\infty) \).

Throughout all the paper we will denote by \( C \) large constants which can vary among different lines or formulas. To stress the dependence of \( C \) on some parameter we will add subscripts such as \( C_\alpha \) and so on.
We will use the symbol $o(1)$ to denote quantities which tend to 0 as $\alpha$ goes to 0 or to $+\infty$ and we will similarly write $O(1)$ for bounded quantities. The subscript will be omitted when it is evident from the context.

In a similar way, we will use the symbol $f \sim g$, or simply $\sim$, to express that the ratio between $f$ and $g$ is bounded by a positive constant both from above and below when $\alpha$ goes to 0 or $+\infty$. In other words, this means that $\log f = O(1)$.

Now we recall the Moser-Trudinger inequality for the Liouville equation and the Toda system and their immediate corollaries.

**Theorem 2.1.** ([24], Theorem 1.7; [37], Theorem 2; [43], Corollary 9)

For any $u \in H^1(\Sigma)$ it holds

$$\log \int_\Sigma \tilde{n}e^{-\pi g} dV_g \leq \frac{1}{16\pi \min\{1,1+\min_j \alpha_j\}} \int_\Sigma |\nabla u|^2 dV_g + C. \quad (15)$$

In other words, the functional $I_\rho$ defined in (11) is bounded from below if and only if $\rho \leq 4\pi \min\{1,1+\min_j \alpha_j\}$.

**Corollary 2.2.**

The functional $I_\rho$ is coercive on $H^1(\Sigma)$ if and only if $\rho < 4\pi \min\{1,1+\min_j \alpha_j\}$. If this occurs, then it has a global minimizer $u$ which solves (8).

**Theorem 2.3.** ([7], Theorem 1.1; [27], Theorem 1.3)

Inequality (6) holds. In other words, the functional $J_\rho$ is bounded from below on $H^1(\Sigma)^2$ if and only if $\rho_i \leq 4\pi \min\{1,1+\min_j \alpha_{i,j}\}$ for $i = 1, 2$.

**Corollary 2.4.**

The functional $J_\rho$ is coercive on $H^1(\Sigma)^2$ if and only if $\rho_i < 4\pi \min\{1,1+\min_j \alpha_{i,j}\}$ for $i = 1, 2$. If this occurs, then it has a global minimizer $u$ which solves (4).

To overcome some difficulties of the problem, we will need a simple but essential topological result.

**Lemma 2.5.**

Let $\Sigma$ be a compact surface with $\chi(\Sigma) \leq 0$. Then, there exist two curves $\gamma_1, \gamma_2$, each of which is homeomorphic to a bouquet of $1 + \left[\frac{-\chi(\Sigma)}{2}\right]$ circles and two global projections $\Pi_i : \Sigma \to \gamma_i$ such that (using the same notation as in Theorem 1.1):

- $\gamma_1 \cap \gamma_2 = \emptyset$.
- $p_{il} \in \gamma_i$ for all $l \in \{1, \ldots, L_i\}$, $i = 1, 2$.
- $p_{0l} \not\in \gamma_i$ for all $l \in \{1, \ldots, L_0\}$, $i = 1, 2$. 
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The proof of this lemma is quite intuitive and can be easily seen in Figure 1. If \( \Sigma = T^g \) is a \( g \)-torus, two retractions on disjoint bouquets of \( g \) circles can be easily built as for instance in [1]. One can argue similarly with a connected sum \( \Sigma \cong \mathbb{P}^{2k} \) of an even number of copies of the projective plane, since this is homeomorphic to a connected sum of a \( T^{k-1} \) and a Klein bottle, which in turn retracts on a circle; therefore, \( \mathbb{P}^k \) retracts on two disjoint bouquets of \( k \) circles. If instead \( \Sigma \) is a connected sum of an odd number of projective planes, one can argue as before setting the retractions constant on the last copy of \( \mathbb{P} \).

Notice that in all this case one has

\[
g = 1 + \frac{-\chi(T^g)}{2}, \quad k = 1 + \frac{-\chi(T^{2k})}{2} = 1 + \left[ \frac{-\chi(T^{2k+1})}{2} \right]
\]

Finally, with a small deformation, the curves \( \gamma_i \) can be assumed to contain all the points \( p_{il} \) and they will not contain any of the other singular points. We can apply those deformations to \( \gamma_1 \) without intersecting \( \gamma_2 \) (or vice versa) because \( \Sigma \setminus \gamma_2 \) is pathwise connected.

The (non-weighted) barycenters on objects like \( \gamma_i \) have been considered in [1] and their homology groups have been computed.

**Proposition 2.6.** ([1], Proposition 3.2)

Let \( \gamma \) be a bouquet of \( g \) circles. Then, its barycenter sets verify

\[
\tilde{H}_q(\gamma^K) = \begin{cases} \mathbb{Z}^{k+1} \frac{K+q-1}{s-1} & \text{if } q = 2K - 1 \\
0 & \text{if } q \neq 2K - 1 \end{cases}
\]

As mentioned in the introduction, we will have to deal with the set of weighted barycenters \( \Sigma_{\rho,\alpha} \) on \( \Sigma \) defined by (14). This is a subset of the space of the Radon measures \( \mathcal{M}(\Sigma) \) on \( \Sigma \) and it will be endowed with the \( \text{Lip}' \) norm, that is the norm of the dual space of Lipschitz functions:

\[
\|\mu\|_{\text{Lip}'(\Sigma)} := \sup_{\phi \in \text{Lip}(\Sigma), \|\phi\|_{\text{Lip}(\Sigma)} \leq 1} \left| \int_{\Sigma} \phi d\mu \right|
\]

We will denote as \( d_{\text{Lip}'} \) the corresponding distance.

The choice of this topology is somehow natural, since for any \( x, y \in \Sigma \) it holds \( d_{\text{Lip}'}(\delta_x, \delta_y) \sim d(x, y) \).

Therefore, a copy of \( \Sigma \) is homeomorphically embedded in any \( \Sigma_{\rho,\alpha} \) and \( \Sigma_1 \) is homeomorphic to \( \Sigma \).
When a measure is $Lip'$-close to an element of $\Sigma_{\rho,\alpha}$, it can be mapped onto this set, as proved in [13]:

**Lemma 2.7. ([13], Lemma 3.12)**
For any $\rho \in \mathbb{R}$, $\alpha = (\alpha_1, \ldots, \alpha_J)$ there exist $\varepsilon_0 > 0$ and a continuous retraction

$$\psi_{\rho,\alpha} : \{ \mu \in M(\Sigma); \ d_{Lip'}(\mu, \Sigma_{\rho,\alpha}) < \varepsilon_0 \} \to \Sigma_{\rho,\alpha}$$

In particular, if $\mu_n \rightharpoonup \sigma$ for some $\sigma \in \Sigma_{\rho,\alpha}$, then $\psi_{\rho,\alpha}(\mu_n) \to \sigma$.

At some point we will be under the assumptions of Lemma 2.7 for the function

$$f_{i,u} := \frac{\tilde{h}_i e^{u_i}}{\int_{\Sigma} h_i e^{u_i} dV_g}, \quad (16)$$

for one or both $i = 1, 2$.

To express this alternative it will be useful to introduce the topological join of two sets $X$ and $Y$, that is

$$X \star Y := \frac{X \times Y \times [0,1]}{\sim}$$

where $\sim$ is the identification given by

$$(x,y,0) \sim (x,y',0) \quad \forall x \in X, \forall y,y' \in Y, \quad (x,y,1) \sim (x',y,1) \quad \forall x,x' \in X, \forall y \in Y$$

The elements of $X \star Y$ will be denoted by the formal expression $(1-t)x+ty$.

The homology groups of the topological join can be easily expressed by the homology groups of $X$ and $Y$, since the $X \star Y$ is the smash product of $X$, $Y$ and a copy of $\mathbb{S}^1$. For details about smash products see for instance [25].

**Proposition 2.8. ([25], Theorem 3.21)**
It holds

$$\tilde{H}_q(X \star Y) = \bigoplus_{q' = 0}^{q} \tilde{H}_{q'}(X) \otimes \tilde{H}_{q-q'-1}(Y)$$

In particular, one has

$$\tilde{\beta}_q(X \star Y) = \sum_{q' = 0}^{q} \tilde{\beta}_{q'}(X) \tilde{\beta}_{q-q'-1}(Y)$$

and

$$\sum_{q=0}^{\infty} \tilde{\beta}_q(X \star Y) = \sum_{q'=0}^{\infty} \tilde{\beta}_{q'}(X) \sum_{q''=0}^{\infty} \tilde{\beta}_{q''}(Y).$$

In particular, we will consider the topological join

$$\gamma_{\star,\rho,\tilde{\alpha}} := (\gamma_1)_{\rho_1,\tilde{\alpha}_1} \star (\gamma_2)_{\rho_2,\tilde{\alpha}_2}$$

between the two weighted barycenter sets defined on the curves $\gamma_1$ with the multi-indices $\tilde{\alpha}_i := (\tilde{\alpha}_{i_1}, \ldots, \tilde{\alpha}_{i_L})$.

Let us now report the compactness result for (4) from [30]. We first introduce a finite set of couple of numbers, which represent the possible local blow-up values in a singular point $p$ with coefficients $\alpha_1 = \alpha_1(p)$, $\alpha_2 = \alpha_2(p)$.
Definition 2.9.
For a couple of numbers \((\alpha_1, \alpha_2)\) which are both greater than \(-1\), we set \(\Gamma_{\alpha_1,\alpha_2} \subset \mathbb{R}^2\) as the piece of ellipse defined by
\[
\Gamma_{\alpha_1,\alpha_2} = \{(\sigma_1, \sigma_2) : \sigma_1^2 - \sigma_1 \sigma_2 + \sigma_2^2 - 4\pi(1 + \alpha_1)\sigma_2 - 4\pi(1 + \alpha_2)\sigma_1 = 0\}
\]
We then define iteratively \(\Lambda_{\alpha_1,\alpha_2} \subset \Gamma_{\alpha_1,\alpha_2}\) via the following rules:
- \(\Lambda_{\alpha_1,\alpha_2}\) contains the points
  
  \((4\pi(1 + \alpha_1), 0), (0, 4\pi(1 + \alpha_2)), (4\pi(1 + \alpha_1), 4\pi(2 + \alpha_1 + \alpha_2)), (4\pi(2 + \alpha_1 + \alpha_2), 4\pi(1 + \alpha_2)), (4\pi(2 + \alpha_1 + \alpha_2), 4\pi(2 + \alpha_1 + \alpha_2))\).
- If \((\sigma_1, \sigma_2) \in \Lambda_{\alpha_1,\alpha_2}\), then any \((\sigma_1', \sigma_2') \in \Gamma_{\alpha_1,\alpha_2}\) with \(\sigma_1' = \sigma_1 + 4\pi n\) for some \(n \in \mathbb{N}\) and \(\sigma_2' \geq \sigma_2\) belongs to \(\Lambda_{\alpha_1,\alpha_2}\).
- If \((\sigma_1, \sigma_2) \in \Lambda_{\alpha_1,\alpha_2}\), then any \((\sigma_1', \sigma_2') \in \Gamma_{\alpha_1,\alpha_2}\) with \(\sigma_2' = \sigma_2 + 4\pi n\) for some \(n \in \mathbb{N}\) and \(\sigma_1' \geq \sigma_1\) belongs to \(\Lambda_{\alpha_1,\alpha_2}\).

Definition 2.10.
Given \(\Lambda_{\alpha_1,\alpha_2}\) as in Definition 2.9, we define
\[
\Lambda_i := \left\{4\pi n + \sum_{j \in I} \sigma_j; n \in \mathbb{N}, I \subset \{1, \ldots, J\}, \sigma_j \in \pi_i\left(\Gamma_{\alpha_1,\alpha_2}\right)\right\}, \quad i = 1, 2,
\]
where \(\pi_i\) is the projection on the \(i\)-th component of \(\mathbb{R}^2\), and we set
\[
\Lambda := (\Lambda_1 \times \mathbb{R}) \cup (\mathbb{R} \times \Lambda_2)
\]
From the blow-up quantization in [30] and an argument from [8, 10] one finds a global compactness result.

Theorem 2.11.
If \(\rho\) belongs to a fixed compact set of \(\mathbb{R}_+^2\) \(\Lambda\), then the family of solutions of (4) on \(\overline{H}^1(\Sigma)\) is uniformly bounded in \(W^{2,p}(\Sigma)\) for some \(p > 1\).

When dealing with compactness, there will be an essential result from [31] which helps to bypass the issue of Palais-Smale condition (which is not known to hold either for (4) or for (8)). It basically states the Palais-Smale condition holds for some sequences on a dense set of \(\rho\) (see also [19, 40]); combining with Theorem 2.11 we deduce:

Lemma 2.12.
Suppose \(\rho \notin \Lambda\) and let \(a < b \in \mathbb{R}\) be such that (4) has no solutions satisfying \(a \leq J_\rho \leq b\). Then, \(J_\rho^b\) is a deformation retract of \(J_\rho^b\).

Moreover, compactness of solutions implies that \(J_\rho\) is bounded from above in its critical points, therefore we have the following:

Corollary 2.13.
Suppose \(\rho \notin \Lambda\). Then, there exists \(L > 0\) such that \(J_\rho^L\) is a deformation retract of \(H^1(\Sigma)^2\). In particular, it is contractible.
Lemma 2.14. Suppose $\rho \not\in \Lambda$ and $J_\rho$ is a Morse function. Then, there exists $L > 0$ such that $C_q(-L, L) \geq \tilde{\beta}_q(J_\rho^{-L})$. In particular,

$$\text{#Solutions of (4)} = +\infty \sum_{q=0}^{+\infty} C_q \geq +\infty \sum_{q=0}^{+\infty} C_q(-L, L) \geq +\infty \sum_{q=0}^{+\infty} \tilde{\beta}_q(J_\rho^{-L}).$$

Finally, the density results in [1, 18] (which in turn use a transversality theorem from [39]) can be immediately adapted from the scalar case to our purposes.

Theorem 2.15. There exists an open dense set of $D \subset \mathcal{M}^2(\Sigma) \times L^\infty(\Sigma)^2$ such that for any $(g, h_1, h_2) \in D$ $J_\rho$ is a Morse function.

3 Mapping weighted barycenters into sub-levels of $J_\rho$

The aim of this section is to build a map which sends elements of $\gamma_{*, \rho, \tilde{\alpha}}$ into arbitrarily low sub-levels of $J_\rho$. We will actually build a family of maps $\Phi_\lambda$ depending on a positive parameter $\lambda$ such that $J_\rho \circ \Phi_\lambda$ attains negative values which are arbitrarily large in absolute value as $\lambda$ gets larger.

The map $\Phi_\lambda$ will be built starting from the standard bubbles

$$\varphi_{\alpha, \lambda, \rho} = \log \left( \frac{\lambda^{1+\alpha} (1 - t)}{\lambda d(\cdot, p)} \right)^2,$$

which arise in study of (8) under several aspects such as blow-up, compactness and characterization of sub-levels; functions with similar properties have been introduced for the case of (4) in [6, 7, 27, 34].

There are basically two difficulties in building bubble-like functions which depend continuously on elements in $\gamma_{*, \rho, \tilde{\alpha}}$: first of all, in the presence of a singular point $p_\mu$ the parameter $\alpha$ cannot switch suddenly from 0 to $\tilde{\alpha}_\mu$; moreover, we must be very careful of what happens in the two endpoints of the join, that is when one of the $(\gamma_{i})_{\rho, \tilde{\alpha}_i}$ is identified to one point. However, we are able to fix both problems by arguing as in [13] to avoid issues with singular points and as in [6] for what concerns the endpoints of the join.

Theorem 3.1. Given

$$\sigma_i = \sum_{x_{ik} \in J_i} t_{ik} \delta_{x_{ik}} \in (\gamma_i)_{\rho, \tilde{\alpha}_i}, \quad \text{for } i = 1, 2, \quad \zeta = (1 - t) \sigma_1 + t \sigma_2 \in \gamma_{*, \rho, \tilde{\alpha}}$$

define, for $\lambda > 0$,

$$\Phi_\lambda(\zeta) = \varphi_{\lambda, \zeta} = (\varphi_1, \varphi_2, \zeta) = \left( v_1 - \frac{v_2}{2}, v_2 - \frac{v_1}{2} \right),$$

where

$$\lambda_1, t = \lambda(1 - t), \quad \lambda_2, t = \lambda t.$$
\[ \delta = \min \left\{ \min_{i=1,2, \ldots, L_0} d(\gamma_i, p_{ii}) \right\} \]  
\[ \beta_{ik} = \left\{ \begin{array}{ll} 0 & \text{if } d := \min_l d(x_{ik}, p_{il}) \geq \delta \\ \frac{\tilde{\alpha}_{il} \log \frac{\delta}{d}}{\log \max \left\{ \frac{2}{\alpha_{il}}, \frac{2}{\beta_{ik}} \right\} - \tilde{\alpha}_{il} \log \frac{\delta}{d}} & \text{if } d = d(x_{ik}, p_{il}) \in \left[ \max \left\{ 2, \lambda_{i,t} \right\}^{-\frac{1}{\alpha_{il}}} \delta, \delta \right] \\ \frac{\tilde{\alpha}_{il}}{\log \max \left\{ 2, \lambda_{i,t} \right\} - \frac{1}{\alpha_{il}}} \delta & \text{if } d < \max \left\{ 2, \lambda_{i,t} \right\}^{-\frac{1}{\alpha_{il}}} \delta \end{array} \right. \]  
(17)

and
\[ v_i = v_{i, \lambda, \zeta} = \log \sum_{x_{ik} \in J_i} \frac{t_{ik}}{1 + \lambda_{i,t}^2 d(x_{ik}, x_{ik})^2 (1 + \beta_{ik})^2}. \]  
(18)

Then,
\[ J_\rho(\varphi_{\lambda, \zeta}) \rightarrow -\infty \quad \text{uniformly for } \zeta \in \gamma_{s, p, \tilde{\alpha}} \]

Notice that \(\delta\) has been taken small enough so that the \(p_{ii}\) which minimizes the distance between the singular points is uniquely determined if this distance is less than \(\delta\). Furthermore, \(\Phi_\lambda\) is well defined because when \(t = 0\), \(v_1\) vanishes and \(v_2\) depends only on \((\gamma_2)_{p_2, \alpha_2}\), and the same occurs when \(t = 1\) exchanging the roles of \(v_1\) and \(v_2\).

The choice of \(\beta_{ik}\) has actually been made in such a way that, in the neck regions, it verifies
\[ \max \left\{ 2, \lambda_{i,t} \right\}^{-\frac{1}{\alpha_{il}}} \frac{\delta_{ik}}{d} = \delta. \]  
(19)

The proof of Theorem 3.1 will follow by giving separate estimates for the three parts of \(J_\rho\), which will be provided respectively in the three following lemmas.

**Lemma 3.2.**

Let \(\zeta, \varphi_{\lambda, \zeta}\) be as in Theorem 3.1. Then,
\[ \int Q(\varphi_{\lambda, \zeta}) \leq 8\pi \chi_{\tilde{\alpha}}(J_1) \log \max \left\{ 1, \lambda_{i,t} \right\} + 8\pi \chi_{\tilde{\alpha}}(J_2) \log \max \left\{ 1, \lambda_{2,t} \right\} + C. \]

**Lemma 3.3.**

Let \(\zeta, \varphi_{\lambda, \zeta}\) be as in Theorem 3.1. Then,
\[ \varphi_{i, \lambda, \zeta} = -4 \log \max \left\{ 1, \lambda_{i,t} \right\} + 2 \log \max \left\{ 1, \lambda_{3-t,i} \right\} + O(1). \]

**Lemma 3.4.**

Let \(\zeta, \varphi_{\lambda, \zeta}\) be as in Theorem 3.1. Then,
\[ \log \int h_{i} e^{\varphi_{1, \lambda, \zeta}} dV_g = -2 \log \max \left\{ 1, \lambda_{i,t} \right\} + 2 \log \max \left\{ 1, \lambda_{3-t,i} \right\} + O(1). \]

Notice that, to prove Theorem 3.1 we only need an estimate from below in Lemmas 3.3 and 3.4. However, in Lemma 3.3 the same argument for the proof gives also an upper bound, whereas the estimate from above in Lemma 3.4 will be needed later in this work.

We will only show the proof of Lemma 3.2, since the others follow closely the proof given in [12], Proposition 4.1 and [6], Proposition 3.3.
Proof of Lemma 3.2.
First of all, we notice that
\[ Q(\varphi, \zeta) = \frac{1}{4} \left( |\nabla v_1|^2 - \nabla v_1 \cdot \nabla v_2 + |\nabla v_2|^2 \right). \]  
(21)
Since it holds
\[ \nabla v_i = \sum_k \frac{-2(1+\beta_{ik})t_{ik}\lambda_{ik}^2 d(.,x_{ik})^{1+2\beta_{ik}} \nabla d(.,x_{ik})}{(1+\lambda_{ik}^2 d(.,x_{ik})^{2(1+\beta_{ik})})^2}, \]
and \(|\nabla d(.,x_{ik})| = 1\) almost everywhere, we find
\[ |\nabla v_i| \leq \frac{\sum_k 4(1+\beta_{ik})t_{ik}\lambda_{ik}^2 d(.,x_{ik})^{1+2\beta_{ik}}}{\sum_k (1+\lambda_{ik}^2 d(.,x_{ik})^{2(1+\beta_{ik})})^2} \leq \max_k \frac{4(1+\beta_{ik})\lambda_{ik}^2 d(.,x_{ik})^{1+2\beta_{ik}}}{1+\lambda_{ik}^2 d(.,x_{ik})^{2(1+\beta_{ik})}}. \]  
(22)
In view of these estimates, we divide \( \Sigma \) into a finite number of regions depending on which of the \( m_{ik} \)'s attains the maximum:
\[ A_{1k} := \left\{ x \in \Sigma : m_{1k}(x) = \max_{k'} m_{1k'}(x) \right\}. \]
Similarly, we will define, in dependence of the \( m_{2k} \)'s:
\[ A_{2k} := \left\{ x \in \Sigma : m_{2k}(x) = \max_{k'} m_{2k'}(x) \right\}. \]
Moreover, we can easily see that the following estimates hold for \( m_{ik} \):
\[ m_{ik} \leq \left\{ \frac{4(1+\beta_{ik})}{d^2(.,x_{ik}) \lambda_{ik}^2 d(.,x_{ik})^{1+2\beta_{ik}}} \right\}. \]  
(23)
We will estimate the mixed term first. Basically, since the points \( x_{ik} \) belong to \( \gamma_i \) and the curves \( \gamma_i \)'s are disjoint, we only have summable singularities and therefore the integral of \( \nabla v_1 \cdot \nabla v_2 \) is uniformly bounded. Therefore, from (22) and the first inequality in (23), one finds
\[ \left| \int_\Sigma \nabla v_1 \cdot \nabla v_2 dV_g \right| \leq \sum_{k,k'} \int_{A_{1k} \cap A_{2k'}} |\nabla v_1||\nabla v_2|dV_g \leq \sum_{k,k'} 16(1+\beta_{ik})(1+\beta_{2k'}) \int_{A_{1k} \cap A_{2k'}} dV_g \int_{A_{1k} \cap A_{2k'}} d(.,x_{1k}) d(.,x_{2k'}). \]
We then notice that, by the definition of (17), the distance between \( \gamma_1 \) and \( \gamma_2 \) is at least \( 2\delta \), so \( B_\delta(x_{1k}) \cap B_\delta(x_{2k'}) = \emptyset \) for any choice of \( k, k' \). Therefore,
\[ \int_{A_{1k} \cap A_{2k'}} \frac{dV_g}{d(.,x_{1k}) d(.,x_{2k'})} \leq \int_{A_{1k} \cap A_{2k'} \setminus B_\delta(x_{1k})} \frac{dV_g}{d(.,x_{2k'})} + \int_{A_{1k} \cap A_{2k'} \setminus B_\delta(x_{2k'})} \frac{dV_g}{d(.,x_{1k})} \leq \frac{1}{\delta} \int_\Sigma \left( \frac{1}{d(.,x_{2k'})} + \frac{1}{d(.,x_{1k})} \right) dV_g \leq C_\delta, \]
hence, being the number of $k, k'$ bounded from above depending on $\rho$ and $\tilde{\alpha}_i$'s only, we obtain
\[
\left| \int_{\Sigma} \nabla v_1 \cdot \nabla v_2 dV_g \right| \leq C. \tag{24}
\]
Now, we consider the term involving $|\nabla v_1|^2$. We split the integral into the sets $A_{1k}$ defined above.
\[
\int_{\Sigma} |\nabla v_1|^2 dV_g \leq \sum_k \int_{A_{1k}} m_{1,k}^2 dV_g
\]
\[
\leq \sum_k \left( \int_{\Sigma \setminus B_{\lambda_{1,t}^{-1/10} (x_{1k})}} m_{1,k}^2 dV_g + \int_{B_{\lambda_{1,t}^{-1/10} (x_{1k})}} m_{1,k}^2 dV_g \right) \tag{25}
\]
Outside the balls we will apply the first estimate in (22):
\[
\int_{\Sigma \setminus B_{\lambda_{1,t}^{-1/10} (x_{1k})}} |\nabla v_1|^2 dV_g \leq 16(1 + \beta_{1,k})^2 \int_{\Sigma \setminus B_{\lambda_{1,t}^{-1/10} (x_{1k})}} dV_g (\cdot, x_{1k})^2
\]
\[
\leq 32\pi (1 + \beta_{1,k})^2 \log \max \left\{ 1, \lambda_{1,t}^{-1/10} \right\} + C
\]
\[
\leq 32\pi (1 + \beta_{1,k}) \log \max \{1, \lambda_{1,t}\} + C. \tag{26}
\]
The integral inside the balls is actually uniformly bounded, as can be seen using now the second estimate in (22):
\[
\int_{B_{\lambda_{1,t}^{-1/10} (x_{1k})}} |\nabla v_1|^2 dV_g \leq 16(1 + \beta_{1,k})^2 \lambda_{1,t}^4 \lambda_{1,t}^{-4/10} (x_{1k})^2 (d(\cdot, x_{1k}))^2 dV_g
\]
\[
\leq C \beta_{1,k} \lambda_{1,t}^4 \left( \lambda_{1,t}^{-4/10} \right)^{4(1 + \beta_{1,k})}
\]
\[
\leq C. \tag{27}
\]
Observing that, from the definitions of (13) and (18), one has
\[
\sum_k (1 + \beta_{1,k}) \leq \chi \tilde{\alpha}_1 (J_1),
\]
one can now deduce from (25), (26), (27):
\[
\int_{\Sigma} |\nabla v_1|^2 \leq 32\pi \chi \tilde{\alpha}_1 (J_1) \log \min \{C, \lambda_{1,t}\} + C. \tag{28}
\]
The same argument gives a similar estimate for $\int_{\Sigma} |\nabla v_2|^2$, therefore putting together (28) with (24) and (21) we get the conclusion.

**Proof of Theorem 3.1.**

Since on $(\gamma_i)_{\rho_i, \tilde{\alpha}_i}$ one has $\rho_i < 4\pi \chi \tilde{\alpha}_1 (J_i)$, and moreover $\max \{\lambda_{1,t}, \lambda_{2,t}\} \geq \frac{\lambda}{2}$, Lemmas 3.2,
3.3 and 3.4 yield
\[ J_\rho(\varphi_{\lambda,\zeta}) = \int_S Q(\varphi_{\lambda,\zeta})dV_g + \sum_{i=1}^2 \rho_i \left( \varphi_{\lambda,\zeta} - \log \int \tilde{h}_l e^{\varphi_{\lambda,\zeta}}dV_g \right) \]
\[ \leq (8\pi \chi_{\gamma_i}(J_1) - 2\rho_1) \log \max \{ 1, \lambda_{1,t} \} + (8\pi \chi_{\gamma_2}(J_2) - \rho_2) \log \max \{ 1, \lambda_{2,t} \} + C \]
\[ \leq \max \{ 8\pi \chi_{\gamma_i}(J_1) - 2\rho_1, 8\pi \chi_{\gamma_2}(J_2) - 2\rho_2 \} \log \max \{ 1, \lambda_{1,t}, \lambda_{2,t} \} + C \]
\[ \leq \max \{ 8\pi \chi_{\gamma_i}(J_1) - 2\rho_1, 8\pi \chi_{\gamma_2}(J_2) - 2\rho_2 \} \log \max \{ 1, \lambda \} + C \]
\[ \lim_{\lambda \to +\infty} -\infty \]
uniformly in \( \zeta \in \gamma_{\rho,\phi,\tilde{\alpha}} \), which is what we wished to prove.

4 Analysis of sub-levels and improved Moser-Trudinger inequalities

In this section we are going to provide information on the sub-levels \( J_\rho^{-L} \).
A key point is the so-called improved Moser-Trudinger inequality. Basically, we show that under certain conditions of the spreading on \( u_1 \) and \( u_2 \) the constant in Moser-Trudinger inequality can be improved and from this fact we deduce information about the low sub-levels of \( J_\rho \).

The idea was introduced by Chen and Li [16] for the Liouville equation and extended in [20, 32], in [13] for the singular case and in [6, 34, 36] for the Toda system. Some results presented in this section will be adapted from the aforementioned papers, so their proof will be skipped.

The main result of this section is the following:

Theorem 4.1.
Suppose \( \rho \notin \Lambda \). Then, for any \( \varepsilon > 0 \) there exists \( L = L(\varepsilon) > 0 \) such that any \( u \in J_\rho^{-L} \) verifies, for some \( i = 1, 2 \),
\[ d_{\text{Lip}}(f_{i,u}, \Sigma_{\rho_i, \tilde{\alpha}_i}) < \varepsilon, \]
where \( f_{i,u} \) is defined by (16).

To adapt the original argument to the case of Toda system we first need a covering lemma ([6], Lemma 4.1; [34], Lemma 3.2; [36], Lemma 2.5).

With respect to the previous works, we have to take into account the singularities and consider sets which contain at most one negative singularity. Anyway, the proof can be adapted step-by-step with the conditions on the singular points still holding, so we will omit it.

Lemma 4.2.
Let \( \delta > 0, \theta > 0, M_1, N_1, M_2, N_2 \in \mathbb{N} \) be given numbers, \( \{l_1, \ldots, l_{M_i}\} \subset \{1, \ldots, L_i\} \) selections of indices, \( f_1, f_2 \in L^1(\Sigma) \) be non-negative functions with \( \int f_idV_g = 1 \) and \( \{\Omega_{im}\}_{i=1,2}^{m=1, \ldots, M_i+N_i} \) be measurable subsets of \( \Sigma \) such that
\[ d(\Omega_{im}, \Omega_{im'}) \geq \delta \quad \forall i = 1, 2, \forall m, m' = 1, \ldots, M_i + N_i, m \neq m' \]
\[ d(p_{il}, \Omega_{im}) \geq \delta \quad \forall i = 1, 2, \forall m = 1, \ldots, M_i + N_i, \forall l = 1, \ldots, L_i, l \neq l_m \]
\[ \int_{\Omega_{im}} f_idV_g \geq \theta \quad \forall i = 1, 2, \forall m = 1, \ldots, M_i + N_i. \]
Then, there exist $\tilde{\delta} > 0, \tilde{\theta} > 0$, independent of $f_1, f_2$, and $\{\Omega_m\}_{m=1}^{\max \{M_1, M_2\}}$ such that
\[
d(\Omega_m, \Omega_{m'}) \geq \tilde{\delta} \quad \forall m, m' = 1, \ldots, \max \{M_1, M_2\}, m \neq m'
\]
\[
d(p_{m}, \Omega_m) \geq \tilde{\delta} \quad \forall i = 1, 2, \forall m = 1, \ldots, \max \{M_1, M_2\}, \forall l = 1, \ldots, L_i, l \neq l_m
\]
\[
\int_{\Omega_m} f_i dV_g \geq \tilde{\theta} \quad \forall i = 1, 2, \forall m = 1, \ldots, \max \{M_1, M_2\}.
\]

The next lemma is what is usually called an improved Moser-Trudinger inequality. It essentially states that if both $u_1$ and $u_2$ are spread in sets which contain at most one singular point, then the constant $4\pi$ in (6) can be multiplied by a number depending on how many these sets are and on the singular points they contain.

**Lemma 4.3.**

Let $\delta > 0, \theta > 0, M_1, N_1, M_2, N_2 \in \mathbb{N}$ be given numbers, $\{l_1, \ldots, l_{M_i}\} \subset \{1, \ldots, L_i\}$ selections of indices and $\{\Omega_{im}\}_{i=1,2}^{M_i+N_i}$ be measurable subsets of $\Sigma$ such that
\[
d(\Omega_{im}, \Omega_{im'}) \geq \delta \quad \forall i = 1, 2, \forall m, m' = 1, \ldots, M_i + N_i, m \neq m'
\]
\[
d(p_{im}, \Omega_{im}) \geq \delta \quad \forall i = 1, 2, \forall m = 1, \ldots, M_i + N_i, \forall l = 1, \ldots, L_i, l \neq l_m
\]
Then, for any $\varepsilon > 0$ there exists $C > 0$, not depending on $u$, such that any $u = (u_1, u_2) \in H^1(\Sigma)^2$ satisfying
\[
\int_{\Omega_m} f_{i,u} dV_g \geq \theta \quad \forall i = 1, 2, \forall m = 1, \ldots, M_i + N_i
\]
verifies
\[
\sum_{i=1}^{2} \left( N_i + \sum_{m=1}^{M_i} (1 + \alpha_{im}) \right) \log \int_{\Sigma} \tilde{h}_i e^{u_i - \overline{u}} dV_g \leq \frac{1 + \varepsilon}{4\pi} \int_{\Sigma} Q(u) dV_g + C.
\]

**Proof.**

It will not be restrictive to suppose $M_1 + N_1 \geq M_2 + N_2$.

We apply Lemma 4.2 with $f_i = f_{i,u}$ and we get a family of sets $\{\overline{\Omega}_m\}_{m=1}^{M_1+N_1}$ satisfying
\[
d(\Omega_m, \Omega_{m'}) \geq \tilde{\delta} > 0 \quad \forall m \neq m', \quad \int_{\Omega_m} f_{i,u} \geq \tilde{\theta} > 0 \quad \forall m = 1, \ldots, M_i + N_i
\]

Let us now consider, for any $m = 1, \ldots, M_1 + N_1$, the cut-off function $g_m := \max \left\{ 0, 1 - \frac{2}{\tilde{\delta}} d(\cdot, \Omega_m) \right\}$; it verifies
\[
1_{\Omega_m} \leq g_m \leq 1_{\overline{\Omega}_m}, \quad |\nabla g_m| \leq C_{\tilde{\delta}, \Sigma} 1_{\overline{\Omega}_m} \quad \text{with } \overline{\Omega}_m = B_{\frac{\tilde{\delta}}{2}}(\Omega_m).
\]

We now take $v_1 \in L^\infty(\Sigma)$ with $\overline{u} = 0$ and we set $w_i := u_i - v_i - \overline{u}$ (which will also have null average). Therefore, we find
\[
\log \int_{\Sigma} \tilde{h}_i e^{u_i - \overline{u}} dV_g \leq \log \left( \frac{1}{\tilde{\theta}} \int_{\Omega_m} \tilde{h}_i e^{u_i - \overline{u}} dV_g \right) = \log \left( \frac{1}{\tilde{\theta}} \int_{\Omega_m} \tilde{h}_i e^{u_i - w_i} dV_g \right) \leq \log \frac{1}{\tilde{\theta}} + \|v_i\|_{L^\infty(\Omega_m)} + \log \int_{\Omega_m} \tilde{h}_i e^{w_i} dV_g \leq \log \frac{1}{\tilde{\theta}} + \|v_i\|_{L^\infty(\Sigma)} + \log \int_{\Sigma} \tilde{h}_i e^{g_m w_i} dV_g.
\]
Since \( g_m \in Lip(\Sigma) \), then \( g_m w_i \in H^1(\Sigma) \), so we can apply a Moser-Trudinger inequality on it. To this purpose, we notice that, for any \( \varepsilon > 0 \),
\[
\int_\Sigma |\nabla (g_m w_i)|^2 dV_g = \int_\Sigma |g_m \nabla w_i + w_1 \nabla g_m|^2 dV_g = \int_\Sigma (g_m^2 |\nabla w_i|^2 + 2(g_m \nabla w_i) \cdot (w_1 \nabla g_m) + w_1^2 |\nabla g_m|^2) dV_g \\
\leq \int_\Sigma (1 + \varepsilon) g_m^2 |\nabla w_i|^2 + \left( 1 + \frac{1}{\varepsilon} \right) w_1^2 |\nabla g_m|^2) dV_g \\
\leq (1 + \varepsilon) \int_{\overline{\Omega}} |\nabla w_i|^2 dV_g + C_{\varepsilon,\delta,\Sigma} \int_{\overline{\Omega}} w_1^2 dV_g.
\]
In the same way, writing
\[
\frac{1}{3} (|x|^2 + x \cdot y + |y|^2) = \frac{1}{4} |x|^2 + \frac{1}{12} |x - 2y|^2,
\]
we get
\[
\int_\Sigma Q(g_m w_i) dV_g \leq (1 + \varepsilon) \int_{\overline{\Omega}} Q(w) dV_g + C_{\varepsilon,\delta,\Sigma} \int_{\overline{\Omega}} \frac{1}{3} (w_1^2 + w_1^2 + w_1 w_2 + w_2^2) dV_g.
\]
At this point, we choose properly \( w_i \) (hence \( v_i \)) in such a way to have a control of its \( L^2 \) norm. Taking an orthonormal frame \( \{ \varphi_n \}_{n=1}^{\infty} \) of eigenfunctions for \(-\Delta\) on \( H^1(\Sigma) \) with a non-decreasing sequence of associated positive eigenvalues \( \{ \lambda_n \}_{n=1}^{\infty} \) and writing \( u_i = \psi_i + \sum_{n=1}^{\infty} u_{in} \varphi_n \), we set \( v_i = \sum_{n=1}^{N} u_{in} \varphi_n \) for
\[
N = N_{\varepsilon,\delta,\Sigma} := \max \left\{ n \in \mathbb{N} : \lambda_n \leq \frac{C_{\varepsilon,\delta,\Sigma}}{\varepsilon} \right\}.
\]
This choice gives
\[
C_{\varepsilon,\delta,\Sigma} \int_{\Sigma} w_1^2 dV_g \leq \varepsilon \int_{\Sigma} |\nabla w_1|^2 dV_g \leq \varepsilon \int_{\Sigma} |\nabla u_1|^2 dV_g
\]
and, through (30),
\[
C_{\varepsilon,\delta,\Sigma} \int_{\Sigma} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g \leq \varepsilon \int_{\Sigma} Q(w) dV_g \leq \varepsilon \int_{\Sigma} Q(u) dV_g.
\]
Moreover, we get
\[
|v_i| \leq C_{\Sigma} |\nabla w_i|_{L^2(\Sigma)} \leq \varepsilon \int_{\Sigma} Q(w) dV_g + C \leq \varepsilon \int_{\Sigma} Q(u) dV_g + C
\]
and, since \( v_i \) belongs to a finite-dimensional space,
\[
|v_i|_{L^\infty(\Sigma)} \leq C_N |\nabla v_i|_{L^2(\Sigma)} \leq \varepsilon \int_{\Sigma} Q(v) dV_g + C \leq \varepsilon \int_{\Sigma} Q(u) dV_g + C.
\]
Now, if \( m = 1, \ldots, M_2 + N_2 \), we apply the Moser-Trudinger inequality (6) to \( g_m w_i \). Since these functions are supported on \( \tilde{\Omega}_{m_2} \), we can replace \( \tilde{h}_i \) by a smooth interpolation which is constant outside a neighborhood of \( \tilde{\Omega}_m \); we take \( \eta_m \) satisfying
\[
\eta_m(x) := \begin{cases} 
1 & \text{if } x \in \tilde{\Omega}_m \\
0 & \text{if } x \notin B_{\frac{1}{4}}(\tilde{\Omega}_m) 
\end{cases}
\]
\[
\tilde{h}_m := \eta_m \tilde{h}_i + 1 - \eta_m = \begin{cases} 
\tilde{h}_i & \text{if } x \in \tilde{\Omega}_m \\
1 & \text{if } x \notin B_{\frac{1}{4}}(\tilde{\Omega}_m) 
\end{cases}
\]
Therefore, from (29) and (34) we deduce
\[
\sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g = \sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g \\
\leq \sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) g_{m_{u_{i}}} \frac{1}{4\pi} \int_{\Sigma} Q(g_{m_{u_{i}}} w_i) dV_g + C \\
\leq \sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) \left( \|g_{m_{u_{i}}} \|_{L^\infty(\Sigma)} \|w_i\| \right) \frac{1}{4\pi} \int_{\Omega_m} Q(w_i) dV_g \\
+ C_{\epsilon, \delta, \Sigma} \frac{1}{4\pi} \int_{\Omega_m} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C \\
\leq 2\epsilon \int_{\Sigma} Q(u) dV_g + \frac{1 + \epsilon}{4\pi} \int_{\Omega_m} Q(w) dV_g \\
+ C_{\epsilon, \delta, \Sigma} \frac{1}{4\pi} \int_{\Omega_m} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C. \tag{35}
\]

Therefore, from (29) and (34) we deduce
\[
\sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g \\
\leq \sum_{i=1}^{2}(1 + \tilde{\alpha}_{it_{m}}) \left( \log \frac{1}{\theta} + \|v_i\|_{L^\infty(\Sigma)} + \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g \right) \\
\leq \sum_{i=1}^{2} \left( \|v_i\|_{L^\infty(\Sigma)} + (1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g \right) + C \\
\leq 3\epsilon \int_{\Sigma} Q(u) dV_g + \frac{1 + \epsilon}{4\pi} \int_{\Omega_m} Q(w) dV_g \\
+ C_{\epsilon, \delta, \Sigma} \frac{1}{4\pi} \int_{\Omega_m} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C.
\]

For \( m = M_2 + N_2 + 1, \ldots, M_1 + N_1 \) we have estimates only for \( u_1 \) on \( \Omega_m \), so we apply the scalar Moser-Trudinger inequality (15). By (30) we get the integral of \( Q(g_{m_{u_{1}}} w_i) \), then we argue as before.

Notice that if \( m > M_1 \), then \( p_{it_{m}} \) is not defined so these calculations would not make sense, but in this case both the previous and the following calculations hold replacing \( \tilde{\alpha}_{it_{m}} \) with 0.

\[
(1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g = (1 + \tilde{\alpha}_{it_{m}}) \log \int_{\Sigma} \tilde{h}_i e^{g_{m_{u_{i}}} w_i} dV_g \\
\leq (1 + \tilde{\alpha}_{it_{m}}) g_{m_{u_{i}}} w_i \frac{1}{16\pi} \int_{\Sigma} |\nabla (g_{m_{u_{i}}} w_i)|^2 dV_g + C \\
\leq |w_1| + \frac{1}{4\pi} \int_{\Sigma} Q(g_{m_{u_{1}}} w_1) dV_g + C \\
\leq \epsilon \int_{\Sigma} Q(u) dV_g + \frac{1 + \epsilon}{4\pi} \int_{\Omega_m} Q(w) dV_g \\
+ C_{\epsilon, \delta, \Sigma} \frac{1}{4\pi} \int_{\Omega_m} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C.
\]
Then in this case we deduce
\[
(1 + \tilde{\alpha}_{1m}) \log \int_{\Sigma} \tilde{h}_1 e^{u_1 - \frac{\varepsilon}{2}} dV_g \leq (1 + \tilde{\alpha}_{1m}) \left( \log \frac{1}{\delta} + \|v_1\|_{L^{\infty}(\Sigma)} + \log \int_{\Sigma} \tilde{h}_1 e^{\vartheta_{m} w_1} dV_g \right) \\
\leq \|v_1\|_{L^{\infty}(\Sigma)} + (1 + \tilde{\alpha}_{1m}) \log \int_{\Sigma} \tilde{h}_1 e^{\vartheta_{m} w_1} dV_g + C \\
\leq 2\varepsilon \int_{\Sigma} Q(u) dV_g + \frac{1 + \varepsilon}{4\pi} \int_{\tilde{\Omega}_m} Q(u) dV_g \\
+ \frac{C_{\varepsilon, \delta, \Sigma}}{4\pi} \int_{\tilde{\Omega}_m} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C.
\tag{36}
\]

Finally, we sum together (35) and (36) for all the \( m \)'s, exploiting (32) and the disjointness of the \( \tilde{\Omega}_m \):

\[
\sum_{i=1}^{2} \left( N_i + \sum_{m=1}^{M_i} (1 + \tilde{\alpha}_{1m}) \right) \log \int_{\Sigma} \tilde{h}_1 e^{u_i - \frac{\varepsilon}{2}} dV_g = \sum_{i=1}^{2} \sum_{m=1}^{M_i + N_i} (1 + \tilde{\alpha}_{1m}) \left( \log \int_{\Sigma} \tilde{h}_1 e^{u_i - \frac{\varepsilon}{2}} dV_g \right) \\
+ \sum_{m=M_i + N_i + 1}^{M_1 + N_1 + M_2 + N_2 + 1} (1 + \tilde{\alpha}_{1m}) \log \int_{\Sigma} \tilde{h}_1 e^{u_i - \frac{\varepsilon}{2}} dV_g \\
\leq (2M_1 + 2M_2 + N_2)\varepsilon \int_{\Sigma} Q(u) dV_g \\
+ \frac{1 + \varepsilon}{4\pi} \int_{\Sigma} Q(u) dV_g \\
+ \frac{C_{\varepsilon, \delta, \Sigma}}{4\pi} \int_{\Sigma} \frac{1}{3} (w_1^2 + w_1 w_2 + w_2^2) dV_g + C \\
\leq (2M_1 + 2N_1 + M_2 + N_2)\varepsilon \int_{\Sigma} Q(u) dV_g \\
+ \frac{1 + 2\varepsilon}{4\pi} \int_{\Sigma} Q(u) dV_g + C
\]

which is, renaming \( \varepsilon \) properly, what we desired. \( \square \)

Now we need another technical lemma, which relates the condition of spreading, needed for Lemma 4.3, and of concentration around a finite number of points.

Through this lemma, we can then use the improved Moser-Trudinger inequality to get information about the concentration which occurs on sub-levels \( J_m \).

The following results will be extensions of the ones contained in [6, 21, 34, 36] with suitable changes to take into account the singularities. Since the modifications are minimal, the proofs will be skipped.

**Lemma 4.4.**

Let \( i = 1, 2, \chi_0 > 0, \varepsilon, r > 0 \) small enough, be such that any \( J \subset \Sigma \) satisfying \( \chi_{\tilde{\alpha}_i}(J) \leq \chi_0 \) verifies

\[
\int_{\bigcup_{x_k \in J} B_r(x_k)} f_{1, u} dV_g < 1 - \varepsilon.
\]

Then, there exist \( \tilde{\varepsilon}, \tilde{r} > 0, \) not depending on \( u_i, M, N \in \mathbb{N}, \{l_1, \ldots, l_M\} \subset \{1, \ldots, L\} \) and \( \{\tilde{x}_m\}_{m=1}^{M+N} \) satisfying

\[
N + \sum_{m=1}^{M} (1 + \tilde{\alpha}_{u_m}) > \chi_0, \quad d(\tilde{x}_m, p_l) \geq 2\tilde{r} \quad \forall l \neq l_m
\]
$$B_{2r}(\bar{x}_m) \cap B_{2r}(\bar{x}_{m'}) = \emptyset \quad \forall m \neq m', \quad \int_{B_{r}(\bar{x}_m)} f_{1,u}dV_g \geq \tilde{c} \quad \forall m = 1, \ldots, M + N.$$  

**Lemma 4.5.**

For any $\varepsilon, r > 0$ small enough, there exists $L > 0$ such that, if $u \in J_{\rho}^{-L}$, then for at least one $i = 1, 2$ there exists $J \subset \Sigma$ satisfying $4\pi \chi_{\tilde{\alpha}_i}(J_i) \leq \rho_i$ and

$$\int_{\bigcup_{x_k \in J} B_r(x_k)} f_{1,u}dV_g \geq 1 - \varepsilon.$$ 

Now we have all the tools to prove Theorem 4.1.

**Proof of Theorem 4.1.**

It clearly suffices to prove the statement for small $\varepsilon$.

We apply Lemma 4.5 with $\varepsilon' = \frac{\varepsilon}{4}, r' = \frac{\varepsilon}{2}$. It is not restrictive to suppose that the thesis of the lemma holds for $i = 1$, since the case $i = 2$ can be treated in the same way. Therefore, we get $J \subset \Sigma$, and we define

$$\sigma_u := \sum_{x_k \in J} t_k \delta_{x_k}$$

where

$$t_k = \int_{B_{r'}(x_k) \setminus \bigcup_{k'=1}^{k-1} B_{r'}(x_{k'})} f_{1,u}dV_g + \frac{1}{|J|} \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u}dV_g.$$ 

Notice that $\sigma_u \in \Sigma_{\rho_1, \tilde{\alpha}_1}$ because, from Lemma 4.5 we find $\chi_{\tilde{\alpha}_1}(J) \leq \rho_1$ and the last inequality is actually strict because we are supposing $\rho \not\in \Lambda$.

To conclude the proof it would suffice to get

$$\left| \int_{\Sigma} (f_{1,u} - \sigma_u) \phi dV_g \right| \leq \varepsilon \|\phi\|_{Lip(\Sigma)} \quad \forall \phi \in Lip(\Sigma). \quad (37)$$

In fact, following the definition of $d_{Lip'}$, this would imply

$$d_{Lip'}(f_{1,u}, \Sigma_{\rho_1, \tilde{\alpha}_1}) \leq d_{Lip'}(f_{1,u}, \sigma_u) = \sup_{\phi \in Lip(\Sigma), \|\phi\|_{Lip(\Sigma)} \leq 1} \left| \int_{\Sigma} (f_{1,u} - \sigma_u) \phi dV_g \right| < \varepsilon. \quad (38)$$

We will divide the integral in (37) into two points, studying separately what happens inside and outside the union of the $r'$-balls centered at the points $x_m$’s.

Outside the balls, for any $\phi \in Lip(\Sigma)$ we have

$$\left| \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} (f_{1,u} - \sigma_u) \phi dV_g \right| = \left| \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u} \phi dV_g \right| \leq \|\phi\|_{L^\infty(\Sigma)} \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u}dV_g \leq \epsilon' \|\phi\|_{Lip(\Sigma)} \leq \frac{\varepsilon}{4} \|\phi\|_{Lip(\Sigma)}. \quad (39)$$
On the other hand, we also find
\[ \left| \int_{x_k \in J} \left( f_{1,u} - \sigma_u \right) \phi dV_g \right| = \int_{x_k \in J} f_{1,u} \phi dV_g - \sum_{x_k \in J} \left( \int_{B_{r'}(x_k)} \int_{x_{k'} \in J} \left( f_{1,u} - \sigma_u \right) \phi dV_g \right) \]
\[ + \frac{1}{|J|} \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u} dV_g \phi(x_k) \]
\[ = \left| \int_{x_k \in J} \left( \int_{B_{r'}(x_k) \setminus \bigcup_{x_{k'} = 1} B_{r'}(x_{k'})} \left( f_{1,u} - \phi(x_k) \right) dV_g \right) \phi(x_k) \right| \]
\[ \leq \| \nabla \phi \|_{L^\infty(\Sigma)} \sum_{x_k \in J} \int_{B_{r'}(x_k) \setminus \bigcup_{x_{k'} = 1} B_{r'}(x_{k'})} f_{1,u}(\cdot, x_k) dV_g \]
\[ + \| \phi \|_{L^\infty(\Sigma)} \int_{\Sigma \setminus \bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u} dV_g \]
\[ < r' \| \nabla \phi \|_{L^\infty(\Sigma)} \int_{\bigcup_{x_k \in J} B_{r'}(x_k)} f_{1,u} dV_g \]
\[ + \varepsilon' \| \phi \|_{L^\infty(\Sigma)} \]
\[ \leq r' \| \nabla \phi \|_{L^\infty(\Sigma)} + \varepsilon' \| \phi \|_{L^\infty(\Sigma)} \]
\[ \leq \frac{3}{4} \varepsilon \| \phi \|_{Lip(\Sigma)}. \quad (40) \]

Therefore, from (39) and (40) we deduce (37), hence (38).

5 Mapping sub-levels into weighted barycenters

The results we obtained about the sub-levels of $J_\rho$ will be used in this section to build a map on $J_\rho^{-L}$ which can be combined with the map $\Phi_{\lambda}$ defined in Theorem 3.1 to get a homotopy equivalence.

Precisely, we will get the following result:

**Theorem 5.1.**

Suppose $\rho \not\in \Lambda$. Then, for $L$ large enough there exist two continuous maps

\[ \Phi : \gamma_{*,\rho,\alpha} \to J_\rho^{-L}, \quad \Psi : J_\rho^{-L} \to \gamma_{*,\rho,\alpha} \]

such that the $\Psi \circ \Phi$ is homotopically equivalent to $\text{Id}_{\gamma_{*,\rho,\alpha}}$.

For the map $\Phi$ we will choose $\Phi_{\lambda}$ with a suitable $\lambda \gg 0$, whereas $\Psi$ will be modeled on the retraction $\psi_{\rho,\alpha}$ defined in Lemma 2.7.

The main issue is choosing properly the parameter $t \in [0,1]$ in the join, so that it equals 0 or 1 as long as only one retraction is defined. The next lemma will give an estimate on the distance between the components of $\varphi_{\lambda,\zeta}$ and the respective weighted barycenter sets, thus giving a hint on when each retraction can or cannot be applied.
Lemma 5.2.
Let $\sigma_1, \zeta, \varphi_{\lambda, \zeta}, \beta_{i\kappa}$ be as in Theorem 3.1. Then, for any $i = 1, 2, \lambda > 0, \zeta \in \gamma_{s, \rho, \alpha}$ one has

$$\frac{1}{C} F(\sigma_i, \lambda_1 t) \leq d_{Lip} \left( f_{1, \varphi_{\lambda, \zeta}, \Sigma_{\rho, \alpha}} \right) \leq C F(\sigma_i, \lambda_1 t)$$

with

$$F(\sigma_i, \lambda_1 t) := \sum_{x_{1k} \in J_i} \frac{t_{1k}}{\max\{1, \lambda_1 t, \min\{2, \lambda_1 t\}\}}.$$

Proof.
It clearly suffices to give the proof for $i = 1$ and for large $\lambda_1 t$.

For the upper bound, we will show that

$$d_{Lip} \left( f_{1, \varphi_{\lambda, \zeta}, \sigma_{1, \lambda}} \right) \leq C \sum_{x_{1k} \in J_i} \frac{t_{1k}}{\min\{2, \lambda_1 t\}}$$

with

$$\sigma_{1, \lambda} := \sum_{x_{1k} \in J_i} t_{1k, \lambda} \delta_{x_{1k}}, \quad t_{1k, \lambda} = t_{1k} \frac{\int_{\Sigma} \frac{\tilde{h}_1}{(1 + \lambda_1^2 t d(\cdot, x_{1k})^2)^2(1 + \beta_{i\kappa})^2}}{\int_{\Sigma} \frac{\tilde{h}_1}{1 + \lambda_1^2 t d(\cdot, x_{1k})^2)^2 (1 + \beta_{i\kappa})^2}} \, dV_g.$$

From Lemma 3.4, given any $\phi \in \text{Lip}(\Sigma)$ with $||\phi||_{\text{Lip}(\Sigma)} \leq 1$ we find

$$\left| \int_{\Sigma} \left( f_{1, \varphi_{\lambda, \zeta}} - \sigma_{1, \lambda} \right) \phi dV_g \right| \leq \frac{1}{\int_{\Sigma} \frac{\tilde{h}_1}{1 + \lambda_1^2 t d(\cdot, x_{1k})^2)^2 (1 + \beta_{i\kappa})^2}} \left( \int_{\Sigma} \frac{\tilde{h}_1}{1 + \lambda_1^2 t d(\cdot, x_{1k})^2)^2 (1 + \beta_{i\kappa})^2} \right) \left| \phi - \phi(x_{1k}) \right| dV_g.$$

hence the estimate will follow if we show

$$\lambda_1^2 t \int_{\Sigma} \frac{\tilde{h}_1 d(\cdot, x)}{(1 + \lambda_1^2 t d(\cdot, x)^2(1 + \beta))^2} dV_g \leq \frac{C}{\lambda_1 t \min\{2, \lambda_1 t\}}$$

for any $x = x_{1k}, \beta = \beta_{i\kappa}$.

We easily find

$$\lambda_1^2 t \int_{\Sigma \setminus B_{\lambda_1 t}(x)} \frac{\tilde{h}_1 d(\cdot, x)}{1 + \lambda_1^2 t d(\cdot, x)^2(1 + \beta)^2} dV_g \leq \frac{C}{\lambda_1 t} \int_{B_{\lambda_1 t}(0)} \frac{|y|}{1 + |y|^2} dy \leq \frac{C}{\lambda_1 t};$$

on the other hand, using normal coordinates and a change of variable we find, if $\beta = 0$,

$$\lambda_1^2 t \int_{B_{\lambda_1 t}(x)} \frac{\tilde{h}_1 d(\cdot, x)}{(1 + \lambda_1^2 t d(\cdot, x)^2(1 + \beta))^2} dV_g \leq \frac{C}{\lambda_1 t} \int_{B_{\lambda_1 t}(0)} \frac{|y|}{1 + |y|^2} dy \leq \frac{C}{\lambda_1 t};$$
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if $x$ is close to a point $p$ with a singularity $\alpha$, then

$$\lambda_1^2 \int_{B_{\delta}(x)} \frac{\tilde{h}_1 d(\cdot, x)}{(1 + \lambda_1^2 d(\cdot, x)^{2(1+\beta)})^2} dV_{g} \leq \frac{C}{\lambda_1^2} \int_{B_{\delta}(0)} \left( \frac{\lambda_1^{1+\beta} y - \lambda_1^{1+\beta} p}{(1 + |y|^{2(1+\beta)})^2} \right)^{2\alpha} dy \leq \frac{C}{\lambda_1^2},$$

since the last integral is uniformly bounded (see [13], Proposition 4.1). To give a lower bound, it suffices to prove that, however we take $\sigma = \sigma_\lambda$, there exists a $1-Lip$ function $\phi_\sigma$ which satisfies

$$\left| \int_{\Sigma} (f_1, \varphi_{\lambda, k} - \sigma) \phi_\sigma dV_g \right| \geq \frac{1}{C} \sum_{x_k \in J_1} \min_{t_k} \frac{t_k}{\lambda_1^2}.$$

Precisely, we choose

$$\phi_\sigma = \min_{x_{k'} \in J'} d(\cdot, x_{k'}) \quad \text{if} \quad \sigma = \sum_{x_{k'} \in J'} t_{k'} \delta_{x_{k'}}.$$

It holds

$$\left| \int_{\Sigma} (f_1, \varphi_{\lambda, k} - \sigma) \phi_\sigma dV_g \right| = \frac{1}{\lambda_1^2} \int_{\Sigma} \tilde{h}_1 \phi_{\lambda, \lambda, \lambda, \lambda} dV_g$$

$$\geq \frac{\lambda_1^2}{\lambda_1^2} \int_{\Sigma} \tilde{h}_1 \min_k d(\cdot, x_k) dV_g$$

Again, it is easy to see that any single integral outside a ball $B_{\delta}(x, 1, k)$ is greater or equal to constant times $\lambda_1^2$, since the number of $k'$ is at most $K = K(\rho_1, \tilde{g}_1)$. Therefore, it will suffice to show that any integral on the same ball can be estimated from below with constant times $\lambda_1^{1+\beta+1}$. Arguing as before,

$$\lambda_1^2 \int_{B_{\delta}(x)} \frac{\tilde{h}_1 d(\cdot, x_k)}{(1 + \lambda_1^2 d(\cdot, x_k)^{2(1+\beta)})^2} dV_{g} \geq \frac{1}{C \lambda_1^{1+\beta+1}} \int_{B_{\delta}(0)} \left( \frac{\lambda_1^{1+\beta} y - \lambda_1^{1+\beta} p}{(1 + |y|^{2(1+\beta)})^2} \right)^{2\alpha} \min_k d(\cdot, x_k) dy.$$

To see that the last integral is bounded from above, we restrict ourselves to a portion of a ball where the minimum is attained by $x' = x_{k'}$. Since the number of $k'$ is uniformly bounded, for at least one index the portion we are considering measures at least $\frac{1}{K}$ of the measure of the whole ball.

If we take $x' = x_{k'}'$ so that $\lambda_1^{1+\beta} x_{k'}'$ goes to infinity, the integral will tend to $+\infty$ as well; if instead the last quantity converges, we will get the integral of a function which is uniformly bounded from both above and below, as in the proof of the upper estimates a few lines before. The same argument works when we have no singularities in $B_{\delta}(x)$.  

From this lemma we also deduce a useful corollary:
Corollary 5.3.
Let $\sigma_i, \zeta, \varphi_{\lambda, \zeta}$ be as in Theorem 3.1 and $t_{i,k,\lambda}$ be as in Lemma 5.2. Then, if $t \neq 1$ we have

$$f_{1, \varphi_{\lambda, \zeta}, \lambda \to \infty} \tilde{\sigma}_1 := \sum_{x_{1k} \in J} \tilde{t}_{1k} \delta_{x_{1k}}$$

and if $t \neq 0$ we have

$$f_{2, \varphi_{\lambda, \zeta}, \lambda \to \infty} \tilde{\sigma}_2 := \sum_{x_{2k} \in J} \tilde{t}_{2k} \delta_{x_{2k}}$$

where $\tilde{t}_{ik}$ verifies

$$\tilde{t}_{ik} = \lim_{\lambda \to \infty} t_{ik, \lambda}, \quad \frac{t_{ik}}{C} \leq \tilde{t}_{ik} \leq Ct_{ik}$$

We are now in a position to prove Theorem 5.1.

Proof of Theorem 5.1.
Fix $C$ as in Lemma 5.2, $\varepsilon_0$ as in Lemma 2.7 and apply Theorem 4.1 with $\varepsilon := \frac{\varepsilon_0}{C^2}$.

Take now $L = L(\varepsilon) > 0$ as in Theorem 4.1 and define $\Phi := \Phi_{\lambda_0}$ with $\lambda_0$ such that $J(\varphi_{\lambda, \zeta}) \leq -L$ for any $\zeta \in \gamma_{*, \rho, \tilde{\omega}}$.

Define now, for $u \in J_{\rho}^{-L}$,

$$\tilde{t} = \tilde{t}(d_1, d_2) := \begin{cases} 0 & \text{if } d_2 \geq \varepsilon \\ \frac{\varepsilon - d_2}{2 \varepsilon - d_1 - d_2} & \text{if } d_1, d_2 < \varepsilon \\ 1 & \text{if } d_1 \geq \varepsilon \end{cases} \quad \text{where } d_i = d_{L/p}(f_{i,u}, \Sigma_{\rho, \tilde{\omega}}). \quad (41)$$

This quantity is always well-defined and continuous, because on $J_{\rho}^{-L}$ at least one of $d_1$ and $d_2$ is less than $\varepsilon$.

Consider now $\psi_i := \psi_{\rho, \tilde{\omega}}$, as in Lemma 2.7 and the push-forward $(\Pi_i)_*$ of the maps $\Pi_i = \Sigma \rightarrow \gamma_i$.

We can now define the map $\Psi$, from $J_{\rho}^{-L}$ to $\gamma_{*, \rho, \tilde{\omega}}$:

$$\Psi(u) = (1 - \tilde{t}) (\Pi_1)_*(\psi_1(f_{1,u})) + \tilde{t}(\Pi_2)_*(\psi_2(f_{2,u})).$$

This map is well-defined as well because, from the construction of $\tilde{t}$, when $\psi_1$ is not defined one has $d_1 \geq \varepsilon_0 > \varepsilon$, hence $\tilde{t} = 0$, $\tilde{t} = 0$ when $\psi_2$ is not defined.

Let us now compose the maps $\Phi$ and $\Psi$ and see what happens if we let $\lambda$ tend to $-\infty$.

From the previous corollary, $f_{1, \varphi_{\lambda, \zeta}}$ converges weakly to a barycenter $\tilde{\sigma}_1$ centered at the same points as $\sigma_i$, and the same convergence still holds after applying $\psi_i$ and $(\Pi_i)_*$, since both are retractions. However, the coefficients in $\tilde{\sigma}_1$ are different from the ones in $\sigma_i$, and moreover the parameter $t$ in the join will be different in general from $\tilde{t}$.

Following this considerations, we will construct the homotopy between $\Psi \circ \Phi$ and the identity in three steps: first letting $\lambda$ to $+\infty$, then rescaling the coefficients in $\tilde{\sigma}_1$ and finally rescaling the parameter $t$ in the join. Precisely, the homotopy map $H : \gamma_{*, \rho, \tilde{\omega}} \times [0, 1] \rightarrow \gamma_{*, \rho, \tilde{\omega}}$ will be the composition $H := H_3 * (H_2 * H_1)$, where:

$$H_1 : (\xi, s) = ((1-t)\sigma_1 + t\sigma_2, s) \rightarrow (1 - \tilde{t}) (\Pi_1)_*(\psi_1(f_{1,\varphi_{\lambda, \zeta}})) + \tilde{t}(\Pi_2)_*(\psi_2(f_{2,\varphi_{\lambda, \zeta}}))$$

$$H_2 : (1 - \tilde{t}) \sigma_1 + \tilde{t}\sigma_2, s) \rightarrow ((1 - \tilde{t}) ((1 - s)\sigma_1 + s\sigma_1) + \tilde{t}((1 - s)\sigma_2 + s\sigma_2))$$

$$H_3 : (1 - \tilde{t}) \sigma_1 + \tilde{t}\sigma_2, s) \rightarrow ((1 - ((1 - s)\tilde{t} + st)) \sigma_1 + ((1 - s)\tilde{t} + st) \sigma_2).$$

Let us now verify that the maps are well defined.

In the definition of the map $H_1$, Lemma 5.2 ensures that the retraction $\psi_1$ is defined if we
have $F\left(\sigma_i, \frac{\lambda_{0,i,t}}{1-s}\right) < \frac{\varepsilon_0}{C}$. If the latter quantity is greater or equal to $\frac{\varepsilon_0}{C}$, then $\psi_1$ might not be defined, but in this case we have

$$d_1 \geq d_{\text{Lip}'}\left(f, \frac{\lambda}{q}, \Sigma_{\rho,1}\right) \geq \frac{\varepsilon_0}{C^2} = \varepsilon,$$

hence $t = 1$ and therefore everything makes sense. For the same reason we can compose $\psi_2$ and $\tilde{t}$.

In $H_2$, the convex combination of $\tilde{\sigma}_i$ and $\sigma_i$ are allowed in $(\gamma_i)_{p_i, \tilde{\alpha}_i}$ because the centers of the Dirac masses which define them are the same.

Finally, it is immediate to see that the composition makes sense, namely $H_1(\cdot, 1) = H_2(\cdot, 0)$ and $H_2(\cdot, 1) = H_3(\cdot, 0)$, that $H(\cdot, 0) = \Psi \circ \Phi$ and $H(\cdot, 1) = \text{Id}_{\gamma_{\rho, \tilde{\alpha}}}$, and that everything is continuous. \hfill \Box

The existence of this homotopy map gives, through the functorial properties of homology, a simple but very important corollary:

**Corollary 5.4.** Suppose $\rho \notin \Lambda$. Then, for $L$ large enough the map $\Phi$ defined in theorem 5.1 induces an immersion of homology groups

$$H_q(\gamma_{\rho, \tilde{\alpha}}) \xrightarrow{\Phi^*} H_q(J_{\rho}^{-L}) \quad \forall q \in \mathbb{N}.$$

Therefore, in particular, $\tilde{\beta}_q(J_{\rho}^{-L}) \geq \tilde{\beta}_q(\gamma_{\rho, \tilde{\alpha}})$ for any $q \in \mathbb{N}$.

### 6 The weighted barycenter sets

In this section, we will provide information about the topology and the homology of the space $\gamma_{\rho, \tilde{\alpha}} = (\gamma_1)_{p_1, \tilde{\alpha}_1} \ast (\gamma_2)_{p_2, \tilde{\alpha}_2}$, whose importance in the study of the problem arose clearly in Theorem 5.1 and Corollary 5.4.

First of all, we notice that most information can be deduced by studying the weighted barycenters spaces $(\gamma_i)_{p_i, \tilde{\alpha}_i}$. Proposition 2.8 shows how the homology groups of the join depend on the ones of the spaces which form it.

Some of the results contained in this section will be inspired by [12], where weighted barycenters centered at $\Sigma$ are studied.

Moreover, it is easy to see that if one of the two spaces is contractible, then the join is contractible as well. In fact, if $H$ is a homotopy equivalence between $X$ and a point, then

$$(1-t)x + ty, s) \rightarrow (1-t)H(x, s) + ty$$

is a homotopy equivalence between $X \ast Y$ and the cone based in $Y$, which is contractible.

Therefore, it suffices to restrict our study to the weighted barycenter sets $(\gamma_i)_{p_i, \tilde{\alpha}_i}$. In the following, we will omit the indices $i = 1, 2$ and consider a generic weighted barycenters set $\gamma_{\rho, \alpha}$ with the multi-indices $\alpha = (\alpha_1, \ldots, \alpha_L)$ such that $\alpha_1 \leq \alpha_{i+1}$ and singular points $p_1, \ldots, p_L$ satisfy $\chi_{\alpha}(p_i) = 1 + \alpha_i < 1$.

To start with, following [12] we consider $\gamma_{\rho, \alpha}$ as a union of strata of the kind

$$\gamma_{K, \mathcal{I}} = \left\{ \sum_{k=1}^{K} t_k \delta_{q_k} + \sum_{l \in \mathcal{I}} s_l \delta_{p_l}; q_k \in \Sigma, t_k \geq 0, s_l \geq 0, \sum_{k=1}^{K} t_k + \sum_{l \in \mathcal{I}} s_l = 1 \right\} \quad \text{for } K \in \mathbb{N} \cup \{0\}, \mathcal{I} \subset \{1, \ldots, L\}.$$
One can easily notice that each of these strata is a union of manifolds whose maximal dimension is $2K + |I| - 1$. Considering only the strata which are maximal with respect to the inclusion, we write a unique decomposition

$$\gamma_{\rho,\alpha} = H \bigcup_{h=1}^{H} \gamma_{K_h, I_h}. \quad (42)$$

It is easy to see how the strata depend on the position of $\rho$ with respect to the $\alpha_i$’s. A stratum $\gamma_{K, I}$ is contained in $\gamma_{\rho, \alpha}$ if and only if

$$\rho > 4\pi \left( K + \sum_{l \in I} (1 + \alpha_l) \right). \quad (43)$$

Moreover, we notice that a stratum $\gamma_{K, I}$ is contained in $\gamma_{K', I'}$ if and only if $|I \setminus I'| \leq K' - K$. Therefore, the maximality of an existing stratum is equivalent to the condition

$$\rho \leq 4\pi \min \left\{ K + 1 + \sum_{l \in I \setminus \{\text{max } I \}} (1 + \alpha_l), K + \sum_{l \in I \cup \{\text{min } \{1, \ldots, L\} \setminus I \}} (1 + \alpha_l) \right\},$$

and the equality sign is excluded if we take $\rho \notin \Lambda$.

Notice that in the regular case the decomposition in maximal strata is just $\gamma_{\rho, \emptyset} = \gamma_{K, \emptyset} = \gamma_{K}$, with $K$ such that $\rho \in (4K\pi, 4(K + 1)\pi)$, and all the strata are of the kind $\gamma_{K', \emptyset} = \gamma_{K'}$ for $K' = 1, \ldots, K$. However, in the regular case Proposition 2.6 gives already full information about homology of the barycenters.

In the general case the decomposition in strata makes more difficult the computation of the homology groups. Nonetheless, we can still obtain information on the homology of $\gamma_{\rho, \alpha}$ with an estimate from below of its Betti numbers.

**Theorem 6.1.**

Suppose $\gamma_{\rho, \alpha}$ has the following decomposition in maximal strata:

$$\gamma_{\rho, \alpha} = H \bigcup_{h=1}^{H} \gamma_{K_h, I_h} \cup H' \bigcup_{h'=1}^{H'} \gamma_{K'_{h'}, I'_{h'}}, \quad (44)$$

with $1 \notin I_h$ for any $h = 1, \ldots, H$. Then,

$$\tilde{\beta}_q(\gamma_{\rho, \alpha}) \geq \sum_{h=1}^{H} \left( K_h + |I_h| + \frac{\chi(1)}{2} \right) \delta_{q,2K_h+|I_h|-1}.$$  

In particular, if $h \geq 1$, then $\tilde{\beta}_q(\gamma_{\rho, \alpha}) \neq 0$ for some $q \neq 0$.

We will start by seeing the cases which are not covered by the previous theorem, that is when every maximal stratum is defined by a multi-index containing the index 1.

In this case, we find out that $\gamma_{\rho, \alpha}$ is contractible, so in conclusion we get a necessary and sufficient condition for the contractibility of $\gamma_{\rho, \alpha}$.

**Lemma 6.2.**

Suppose $\gamma_{\rho, \alpha}$ has the decomposition (42) in maximal strata, with $p_1, \ldots, p_L$ such that $\alpha_1 \leq \cdots \leq \alpha_L$.

Then, the following conditions are equivalent:

1. $\gamma_{\rho, \alpha}$ is star-shaped with respect to $\delta_{p_1}$. 

2. There exists some \( l \in \{1, \ldots, L\} \) such that \( \gamma_{\rho, \alpha} \) is star-shaped with respect to \( \delta_{p_l} \).

3. \( \gamma_{K_\tilde{I}, \tilde{I}} \) is star-shaped with respect to \( \delta_{p_l} \) for any \( h \in H \).

4. There exists some \( l \in \{1, \ldots, L\} \) such that \( \gamma_{K_\tilde{I}, \tilde{I}} \) is star-shaped with respect to \( \delta_{p_l} \) for any \( h \in \{1, \ldots, H\} \).

Moreover, each of these conditions implies that \( \gamma_{\rho, \alpha} \) is contractible.

Proof.

The contractibility of \( \gamma_{\rho, \alpha} \) follows trivially from its star-shapedness, so it suffices to prove the equivalences between the conditions.

The following implications are evident:

\[ I \Rightarrow 2, \quad 3 \Rightarrow I, \quad 3 \Rightarrow 4, \quad 4 \Rightarrow 2; \]

therefore, we suffice to show that 2 implies 1 and 1 implies 3.

We will start by showing that if \( \gamma_{\rho, \alpha} \) is star-shaped with respect to some \( \tilde{p}_l \), then the same holds with \( p_1 \).

We notice immediately that star-shapedness of \( \gamma_{\rho, \alpha} \) is equivalent to saying that for any stratum \( \gamma_{K, I} \subset \gamma_{\rho, \alpha} \) we have \( \gamma_{K, I \cup \{\tilde{l}\}} \subset \gamma_{\rho, \alpha} \); moreover, we recall that the existence of a stratum within \( \gamma_{\rho, \alpha} \) means (43). Let us now suppose condition 2 occurs for \( \tilde{l} > 1 \), that is

\[
\rho > 4\pi \left( K + \sum_{l \in \mathcal{I}} (1 + \alpha_l) \right) \Rightarrow \rho > 4\pi \left( K + \sum_{l \in \mathcal{I} \cup \{\tilde{l}\}} (1 + \alpha_l) \right),
\]

and let us recall that we are assuming \( \alpha_l \leq \alpha_{l+1} \) for any \( l \). This implies

\[
\rho > 4\pi \left( K + \sum_{l \in \mathcal{I} \cup \{\tilde{l}\}} (1 + \alpha_l) \right) \geq 4\pi \left( K + \sum_{l \in \mathcal{I} \cup \{l\}} (1 + \alpha_l) \right),
\]

that is star-shapedness of \( \gamma_{\rho, \alpha} \) with respect to \( p_1 \).

Suppose now, by contradiction, that condition 3 holds but condition 1 does not, that is \( \gamma_{\rho, \alpha} \) is star-shaped with respect to \( p_1 \) but it contains a maximal stratum \( \gamma_{K, I} \) which is not.

Then, star-shapedness of \( \gamma_{\rho, \alpha} \) with respect to \( \delta_{p_l} \) implies the existence of a stratum \( \gamma_{K, I \cup \{\tilde{l}\}} \subset \gamma_{\rho, \alpha} \), which contains properly \( \gamma_{K, I} \), thus contradicting its maximality.

Let us now see what happens if we are in a scenario which is opposite to the previous lemma, that is some index \( j \) is not contained in any multi-index which defines the strata.

The following lemma shows that this situation produces some non-trivial homology.

**Lemma 6.3.**

Suppose \( K \in \mathbb{N}, \mathcal{I} \subset \{1, \ldots, L\} \) and \( \tilde{l} \not\in \mathcal{I} \) and define

\[
\tilde{\gamma}_{K, \tilde{l}, \tilde{I}} := \bigcup_{I \subset \mathcal{I} \cup \{\tilde{l}\}, |I| = |\tilde{I}|} \gamma_{K, I}.
\]

Then, it holds

\[
\tilde{H}_q \left( \tilde{\gamma}_{K, \tilde{l}, \tilde{I}} \right) = \begin{cases} 
\mathbb{Z}^{\left( K + |\tilde{l}| - \left\lfloor \frac{1}{2} |\tilde{l}| \right\rfloor \right)} & \text{if } q = 2K + |\tilde{l}| - 1 \\
0 & \text{if } q \neq 2K + |\tilde{l}| - 1
\end{cases}
\]
The proof of the lemma will use the Mayer-Vietoris exact sequence.

Actually, when applying the Mayer-Vietoris sequence the sets $A$ and $B$ should be open. If they are not, we are implicitly considering two suitable open neighborhoods in their stead.

The existence of such neighborhoods follows from the properties of the weighted barycenters, which can be deduced by arguing as in [12], Section 2 and [13], Section 3.

**Proof.**

We proceed by double induction on $K$ and $|\mathcal{I}|$.

If $\mathcal{I} = \emptyset$ we have $\check{\gamma}(K,\emptyset) = \gamma(K,\emptyset) = \gamma(K)$, so the claim follows by Proposition 2.6.

If $K = 0$, any stratum $\gamma^0_{\mathcal{I}}$ is actually the $|\mathcal{I}'| - 1$-simplex $\left[\delta_{p_1}, \ldots, \delta_{p_{|\mathcal{I}'|}}\right]$ if we can write $\mathcal{I}' = \{l_1, \ldots, l_{|\mathcal{I}'|}\}$. Therefore, $\check{\gamma}^0_{\mathcal{I},\mathcal{J}}$ is the boundary of the $|\mathcal{I}'|$-simplex with vertices in $\delta_{p_l}$ for $l \in \mathcal{I} \cup \{\mathcal{I}\}$; hence, it is homeomorphic to the sphere $S^{|\mathcal{I}'| - 1}$ and the claim follows also in this case.

Suppose now that the lemma is true for $K - 1, |\mathcal{I}|$ and for any $K, \mathcal{I}_0$ with $|\mathcal{I}_0| = |\mathcal{I}| - 1$.

Being $\gamma^K_{\mathcal{I},\mathcal{J}}$ union of manifolds of dimension less or equal to $2K + |\mathcal{I}| - 1$, all the higher homology groups are trivial.

To compute the other groups, we write $\gamma^K_{\mathcal{I},\mathcal{J}} = A \cup B$ with

$$A = \gamma^K_{\mathcal{I}}, \quad B = \bigcup_{l \in \mathcal{I}} \gamma^K_{\mathcal{I} \setminus \{l\}}$$

and consider the Mayer-Vietoris sequence. The set $B$ is star-shaped with respect to $\delta_{p_l}$ whereas $A$ is star-shaped with respect to $\delta_{p_l}$ for any $l \in \mathcal{I}$, hence we can write

$$0 = \tilde{H}_q(A) \oplus \tilde{H}_q(B) \rightarrow \tilde{H}_q(A \cup B) \rightarrow \tilde{H}_{q-1}(A \cap B) \rightarrow \tilde{H}_{q-1}(A) \oplus \tilde{H}_{q-1}(B) = 0,$$

that is $\tilde{H}_q(A \cup B) = \tilde{H}_{q-1}(A \cap B)$. Moreover, this set can be written as

$$A \cap B = C \cup D, \quad C := \gamma^{K-1}_{\mathcal{I} \cup \{l\}}, \quad D := \bigcup_{l \in \mathcal{I}} \gamma^{K-1}_{\mathcal{I} \setminus \{l\}}.$$

As before, $C$ is contractible, whereas we can write $D = \gamma^{K-1}_{\mathcal{I} \setminus \{l\}}$ for any $l \in \mathcal{I}$ and $C \cap D = \gamma^{K-1}_{\mathcal{I} \setminus \{l\}}$. Therefore, by inductive hypothesis we know the homology of these sets and we can apply again Mayer-Vietoris. If $q < 2K + |\mathcal{I}| - 1$ we get

$$0 = \tilde{H}_{q-1}(C) \oplus \tilde{H}_{q-1}(D) \rightarrow \tilde{H}_{q-2}(C \cup D) \rightarrow \tilde{H}_{q-2}(C \cap D) \rightarrow \tilde{H}_{q-2}(C) \oplus \tilde{H}_{q-2}(D) = 0,$$

that is

$$\tilde{H}_q(A \cup B) = \tilde{H}_{q-1}(A \cap B) = \tilde{H}_{q-1}(C \cup D) = \tilde{H}_{q-2}(C \cap D) = 0.$$

Finally, for the last homology group we get

$$0 = \tilde{H}_{2K+|\mathcal{I}|-2}(C \cap D) \rightarrow \tilde{H}_{2K+|\mathcal{I}|-2}(C) \oplus \tilde{H}_{2K+|\mathcal{I}|-2}(D) \rightarrow \tilde{H}_{2K+|\mathcal{I}|-2}(C \cup D) \rightarrow \tilde{H}_{2K+|\mathcal{I}|-3}(C \cap D) \rightarrow \tilde{H}_{2K+|\mathcal{I}|-3}(C) \oplus \tilde{H}_{2K+|\mathcal{I}|-3}(D) = 0.$$

Hence, by the inductive hypothesis and the properties of binomial coefficients,

$$\tilde{H}_{2K+|\mathcal{I}|-1}(A \cup B) = \tilde{H}_{2K+|\mathcal{I}|-2}(C \cup D)$$

$$\hspace{0.5cm} = \tilde{H}_{2K+|\mathcal{I}|-2}(D) \oplus \tilde{H}_{2K+|\mathcal{I}|-3}(C \cap D)$$

$$\hspace{0.5cm} = \mathbb{Z}^\left(\frac{K+|\mathcal{I}|}{|\mathcal{I}|} - \frac{|\mathcal{I}|-1}{|\mathcal{I}|}\right) \oplus \mathbb{Z}^\left(\frac{K+|\mathcal{I}|}{|\mathcal{I}|} - \frac{|\mathcal{I}|-1}{|\mathcal{I}|}\right)$$

$$\hspace{0.5cm} = \mathbb{Z}^\left(\frac{K+|\mathcal{I}|}{|\mathcal{I}|} - \frac{|\mathcal{I}|-1}{|\mathcal{I}|}\right)$$




which is what we wanted. \qed
Finally, we see how the sets defined in the previous lemma affect the homology of $\gamma_{\rho, \alpha}$.

**Proof of Theorem 6.1.**

We proceed by induction on $H$. If $H = 0$ there is nothing to prove.

Suppose now the theorem holds true for $H - 1$. Then it also holds for $H$ when $q \neq 2K_H + |I_H| - 1$.

For $q = 2K_H + |I_H| - 1$, we notice that $\tilde{\gamma}^{K_H, I_H, \rho, \alpha} \subset \gamma_{\rho, \alpha}$, since the coefficients $\alpha_i$ are non-increasing; hence we can apply Mayer-Vietoris sequence by writing $\gamma_{\rho, \alpha} = A \cup B$ with

$$A = \tilde{\gamma}^{K_H, I_H, \rho, \alpha}, \quad B = \bigcup_{h=1}^{H-1} \gamma^{K_h, I_h} \cup \bigcup_{h'=1}^{H'} \gamma^{K_{h'}, I_{h'}}.$$

By a dimensional argument we have $\tilde{H}_{2K_H + |I_H| - 1}(A \cap B) = 0$, so we get

$$0 = \tilde{H}_{2K_H + |I_H| - 1}(A \cap B) \rightarrow \tilde{H}_{2K_H + |I_H| - 1}(A) \oplus \tilde{H}_{2K_H + |I_H| - 1}(B) \rightarrow \tilde{H}_{2K_H + |I_H| - 1}(A \cup B) \rightarrow \ldots$$

which means, by the exactness of the Mayer-Vietoris sequence,

$$\tilde{H}_{2K_H + |I_H| - 1}(A) \oplus \tilde{H}_{2K_H + |I_H| - 1}(B) \hookrightarrow \tilde{H}_{2K_H + |I_H| - 1}(A \cup B).$$

Therefore, applying the inductive hypothesis and Lemma 6.3, we get

$$\tilde{\beta}_{2K_H + |I_H| - 1}(A \cup B) \geq \tilde{\beta}_{2K_H + |I_H| - 1}(A) + \tilde{\beta}_{2K_H + |I_H| - 1}(B)$$

$$\geq \left( \frac{K + |I|}{|I| + \left[\frac{-\chi(\Sigma)}{2}\right]} \right)$$

$$+ \sum_{h=1}^{H-1} \left( \frac{K_h + |I_h| + \left[\frac{-\chi(\Sigma)}{2}\right]}{|I_h| + \left[\frac{-\chi(\Sigma)}{2}\right]} \right) \delta_{2K_H + |I_H| - 1, 2K_H + I_h - 1}$$

$$= \sum_{h=1}^{H} \left( \frac{K_h + |I_h| + \left[\frac{-\chi(\Sigma)}{2}\right]}{|I_h| + \left[\frac{-\chi(\Sigma)}{2}\right]} \right) \delta_{2K_H + |I_H| - 1, 2K_H + I_h - 1},$$

hence the claim. $\square$

Finally, by Proposition 2.8, we get information on the homology of the join.

**Corollary 6.4.**

*Suppose $(\gamma_i)_{i \in \mathcal{I}_h}$ has the decomposition (44) in maximal strata, with $H_i, K_1, \ldots, K_{H_i} \in \mathbb{N}$ and $\mathcal{I}_{11}, \ldots, \mathcal{I}_{H_{1}} \subset \{1, \ldots, L_i\}$. Then, it holds*

$$\sum_{q=0}^{+\infty} \tilde{\beta}_q(\gamma_{\rho, \alpha}) \geq \sum_{h_1=1}^{H_1} \sum_{h_2=1}^{H_2} \left( \frac{K_{h_1} + |I_{h_1}| + \left[\frac{-\chi(\Sigma)}{2}\right]}{|I_{h_1}| + \left[\frac{-\chi(\Sigma)}{2}\right]} \right) \left( \frac{K_{h_2} + |I_{h_2}| + \left[\frac{-\chi(\Sigma)}{2}\right]}{|I_{h_2}| + \left[\frac{-\chi(\Sigma)}{2}\right]} \right).$$

*In particular, if $h_1, h_2 \geq 1$, then $\tilde{\beta}_q(\gamma_{\rho, \alpha}) \neq 0$ for some $q \neq 0$.\*
7 Examples and conclusion

Before proving the main results of this paper, let us see some examples of how they can be applied in dependence of the points \( p \) and the coefficients \( \alpha_{ij} \). Since the condition (7) only depends on the \( \tilde{\alpha}_{i1} \), for simplicity we will take all the \( \alpha_{ij} \) to be negative.

Example 7.1.
Consider, for instance, the case of four singular points \( p_{11}, p_{12}, p_{21}, p_{22} \), two of which having negative singularities \( \tilde{\alpha}_{11} = -\frac{3}{4}, \tilde{\alpha}_{12} = -\frac{1}{3} \) for the first component, and the others having negative coefficients \( \tilde{\alpha}_{21} = -\frac{1}{2}, \tilde{\alpha}_{22} = -\frac{1}{4} \) for the second component.

What are the possible values \( \rho_1, \rho_2 \) which yield condition (7)? For \( \rho_1 \) we have to verify the condition with \( I_1 = \emptyset \) and \( I_2 = \{ 2 \} \), since we only have two points; therefore, \( \rho_1 \) has to be either between \( K \) and \( K + 1 + \tilde{\alpha}_{11} = K + \frac{1}{4} \) or between \( K + 1 + \tilde{\alpha}_{12} = K + \frac{2}{3} \) and \( K + 2 + \tilde{\alpha}_{21} + \tilde{\alpha}_{22} = K + \frac{11}{12} \) for some integer \( K \). Hence, the admissible range for \( \rho_1 \) is the union of the intervals

\[
4\pi \left( 0, \frac{1}{4} \right) \cup 4\pi \left( \frac{2}{3}, \frac{11}{12} \right) \cup 4\pi \left( 1, \frac{1}{4} \right) \cup 4\pi \left( \frac{2}{3}, 1 + \frac{11}{12} \right) \cup \ldots
\]

Concerning \( \rho_2 \), we can choose again \( I_2 = \emptyset \) or \( I_2 = \{ 2 \} \); as before, we get that \( \rho_2 \) must lie in an interval of the kind \( (K, K + \frac{1}{2}) \) or \( (K + \frac{3}{4}, K + \frac{5}{4}) \) for some integer \( K \); anyway, the latter interval overlaps \( (K + 1, K + 1 + \frac{1}{2}) \), so the range given by condition (7) for \( \rho_2 \) can be written as

\[
4\pi \left( 0, \frac{1}{2} \right) \cup 4\pi \left( \frac{3}{4}, \frac{3}{2} \right) \cup \pi \left( 1 + \frac{3}{4}, 1 + \frac{3}{2} \right) \cup \pi \left( 2 + \frac{3}{4}, 2 + \frac{3}{2} \right) \cup \ldots
\]

We are now in condition to finally prove the theorems stated in Section 1.

Proof of Theorem 1.1.
Suppose condition (7) holds. This means that \( (\gamma_i)_{\rho_i, \tilde{\alpha}_i} \) contains the stratum \( \gamma_{K_i, I_i}^{K_i, I_i} \) and does not contain \( (\gamma_i)_{K_i, I_i, \cup(1)}^{K_i, I_i} \), for both \( i = 1, 2 \). This stratum has to be contained in a maximal one \( (\gamma_i)_{K_i, I_i}^{K_i, I_i} \) with \( 1 \notin I_i \), since otherwise we would have \( (\gamma_i)_{K_i, I_i, \cup(1)}^{K_i, I_i} \subset (\gamma_i)_{K_i, I_i}^{K_i, I_i} \subset (\gamma_i)_{\rho_i, \tilde{\alpha}_i} \). Therefore, by Lemma 6.3, both \( (\gamma_i)_{\rho_i, \tilde{\alpha}_i} \)'s have non-trivial homology. Moreover, Corollary 6.4 ensures that \( \gamma_{*, \rho, \tilde{\alpha}} \) has non-trivial homology as well, and by Corollary 5.4 the same holds for \( J_{\rho}^{L - L} \) if \( L \) is large enough.

Suppose now that the system (4) has no solutions. Then, by Lemma 2.12, \( J_{\rho}^{L - L} \) should be a deformation retract of \( J_{\rho}^{L} \) for any \( L \). On the other hand, Corollary 2.13 says that for large \( L \) the sub-level \( J_{\rho}^{L} \) is contractible, whereas \( J_{\rho}^{L - L} \) cannot be, having some non-trivial homology groups. Therefore, we are contradicting the assumption of having no solutions.

Proof of Theorem 1.2.
Under the assumptions of the theorem, we can decompose each \( (\gamma_i)_{\rho_i, \tilde{\alpha}_i} \) in maximal strata

\[
(\gamma_i)_{\rho_i, \tilde{\alpha}_i} = \bigcup_{h_i = 1}^{H_i} \gamma_{K_i, I_i}^{K_i, I_i} \cup \bigcup_{h_i' = 1}^{H_i'} \gamma_{K_i', I_i'}^{K_i', I_i'}.
\]
Take $D$ as the set of initial data such that $J_\rho$ is a Morse function, which by Lemma 2.14 is a dense open set. Applying Lemma 2.14 and Corollaries 5.4 and 6.1 we get

\[
\text{#Solutions of (4)} \geq \sum_{q=0}^{+\infty} \beta_q(J_\rho^L)
\geq \sum_{q=0}^{+\infty} \beta_q(\gamma_*,\rho,\tilde{\rho})
\geq \sum_{h_1,h_2} \left( K_{h_1} + |I_{h_1}| + \left\lfloor \frac{-\chi(\Sigma)}{2} \right\rfloor \right) \left( K_{h_2} + |I_{h_2}| + \left\lfloor \frac{-\chi(\Sigma)}{2} \right\rfloor \right),
\]

that is the thesis of Theorem 1.2.

\[
\text{Proof of Theorem 1.4.}
\]
Due to the assumption $\rho_2 < 4\pi(1+\tilde{\alpha}_2)$, we can write

\[
(\gamma_2)_{\rho_2,\tilde{\rho}_2} := \left\{ \sum_{i \in \mathcal{I}} s_i \delta_{\rho_2}; s_i \geq 0, \sum_{i \in \mathcal{I}} s_i = 1, 4\pi \sum_{i \in \mathcal{I}} (1+\tilde{\alpha}_2) < \rho \right\}.
\]

If this set is not empty, that is if $\tilde{\alpha}_2 > \min \alpha_2$, we can still consider $\Phi_\lambda$ as in Theorem 3.1, since again, by construction, $d((\gamma_1,p_{2l}) \geq \delta > 0$ for any $l \in \{0,\ldots,L_2\}$. Therefore we have, as in Theorem 3.1, a map $\Psi : \gamma_{*,\rho,\tilde{\rho}} \to J_\rho^L$ and, as in Theorem 5.1, $\Psi : J_\rho^L \to \gamma_{*,\rho,\tilde{\rho}}$ such that $\Psi \circ \Phi \simeq \text{Id}_{\gamma_{*,\rho,\tilde{\rho}}}$. Hence, the sublevels inherit the homology of the join, so existence and multiplicity of solutions follow by the estimating the Betti numbers as in Theorem 6.1.

On the other hand, if $\tilde{\alpha}_2 = \min \alpha_2$, then the set $(\gamma_2)_{\rho_2,\tilde{\rho}_2}$ is empty. However, $\Phi_\lambda$ can still be defined on $(\gamma_1)_{\rho_1,\tilde{\rho}_1}$ by restricting the map in Theorem 3.1 to the end $t = 0$ of the join. Since we are just considering a restriction of the map, the estimates of the theorem still hold.

Moreover, according to Corollaries 5.2 and 5.3, $\Phi_\lambda$ approaches $\text{Id}_{\gamma_{*,\rho,\tilde{\rho}}}$ as $\rho$ is lowered. We can define $\Psi : J_\rho^L \to (\gamma_1)_{\rho_1,\tilde{\rho}_1}$ by $\Psi(u) = (\Pi_{t=0}) \psi_1(f_{1,u})$ (with $\psi_1 := \psi_{\rho_1,\tilde{\rho}_1}$ as in Lemma 2.7).

A homotopy map between $\Psi \circ \Phi$ and $\text{Id}_{(\gamma_1)_{\rho_1,\tilde{\rho}_1}}$ is given by restricting to $t = 0$ the map $H$ defined in the proof of Theorem 5.1. Therefore, we can again deduce existence and multiplicity of solution by estimating the number of solutions as in Section 6.

\[
\text{Proof of Theorem 1.5.}
\]
From the upper bound on $\rho_1$ and $\rho_2$, the elements in the barycenter sets $\Sigma_{\rho_i,\tilde{\alpha}_i}$ can be written in the simpler form

\[
\Sigma_{\rho_i,\tilde{\alpha}_i} := \left\{ \sum_{i \in \mathcal{I}_i} s_i \delta_{\rho_i}; s_i \geq 0, \sum_{i \in \mathcal{I}_i} s_i = 1, 4\pi \sum_{i \in \mathcal{I}_i} (1+\tilde{\alpha}_i) < \rho \right\}.
\]

We will assume both of these barycenter sets to be non-empty, since if one is empty we can modify the argument as in the proof of Theorem 1.4 and if both are empty we are in the coercive case covered by Corollary 2.4.

As in Theorem 3.1, we can build a map $\Phi_\lambda$ from the join $\Sigma_{*,\rho,\tilde{\rho}} = \Sigma_{\rho_1,\tilde{\rho}_1} \ast \Sigma_{\rho_2,\tilde{\rho}_2}$ by simply restricting the original $\Phi_\lambda$ to these particular types of barycenters.
Since \(d(p_{1l}, p_{2l'}) \geq \delta > 0\) for any \(l, l'\), with the same argument we get \(\Phi_{\lambda} \rightarrow \infty\) uniformly.

Moreover, from Theorem 4.1 (which also works when \(g(\Sigma) = 0\)), we get that \(f_{l,u}\) is \(\epsilon\)-close to \(\Sigma_{\rho, \tilde{\alpha}}\), for some \(i = 1, 2\), so we can build a map \(\Psi : J_{\rho} \rightarrow \Sigma_{\rho, \tilde{\alpha}}\) by taking \(\tilde{t}\) as in (41) and setting

\[
\Psi(u) := (1 - \tilde{t}) \psi_1(f_{1,u}) + \tilde{t} \psi_2(f_{2,u}).
\]

In the same way as in Theorem 5.1 we also prove the homotopy equivalence between \(\Psi \circ \Phi\) and \(\text{Id}_{\Sigma_{\rho, \tilde{\alpha}}}\), so the sublevels inherit the homology of the join. We finally obtain the existence and multiplicity result by estimating its homology groups through Theorem 6.1.

We can apply the latter theorem because, since regular points are not allowed in \(\Sigma_{\rho, \tilde{\alpha}}\), this set coincides with \((\gamma_i)_{\rho, \tilde{\alpha}}\) for any simple closed curve \(\gamma_i\) (or also any subset of \(\Sigma\)) which contains the points \(\{p_{11}, \ldots, p_{1L_i}\}\).
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