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ABSTRACT

Recent studies have suggested that the Milky Way (MW)’s Dark Matter (DM) halo may be significantly tilted with respect to its central stellar disk, a feature that might be linked to its formation history. In this work, we demonstrate a method of constraining the orientation of the minor axis of the DM halo using the angle and frequency variables. This method is complementary to other traditional techniques, such as orbit fitting. We first test the method using a simulated tidal stream evolving in a realistic environment inside an MW-mass host from the FIRE cosmological simulation, showing that the theoretical description of a stream in the action-angle-frequency formalism still holds for a realistic dwarf galaxy stream in a cosmological potential. Utilizing the slopes of the line in angle and frequency space, we show that the correct rotation frame yields a minimal slope difference, allowing us to put a constraint on the minor axis location. Finally, we apply this method to the Sagittarius stream’s leading arm. We report that the MW’s DM halo is oblate with the flattening parameter in the potential \( q \sim 0.7 - 0.9 \) and the minor axis pointing toward \((\ell, b) = (42^\circ, 48^\circ)\). Our constraint on the minor axis location is weak and disagrees with the estimates from other works; we argue that the inconsistency can be attributed in part to the observational uncertainties and in part to the influence of the Large Magellanic Cloud.

1. INTRODUCTION

In the standard ΛCDM universe, structures are formed in a hierarchical fashion. Less massive structures such as dwarf galaxies and globular clusters can be consumed by a host galaxy such as the Milky Way (MW). As they fall into the deeper potential well, their stars are tidally stripped and stretched along the orbit, creating tidal streams. Indeed, numerous detectable tidal streams have been discovered within the MW (e.g. Shipp et al. 2018; Mateu 2022; Li et al. 2022). Of these, one of the earliest to be discovered was the Sagittarius (Sgr) stream. With SDSS and 2MASS, Newberg et al. (2002) and Majewski et al. (2003) identified the tidal tails associated with the Sagittarius dwarf galaxy Ibata et al. (1994) as it is being consumed by the MW. Two tidal tails were detected, the leading arm in the northern Galactic hemisphere and the trailing arm in the south.

Tidal streams serve as a powerful tool to constrain the properties of their host galaxies. In the past, the gold standard is to analyze the streams in position and velocity space. Since the discovery of the Sgr stream, numerous studies have tried to constrain the properties of the MW’s DM and stellar halo, as well as its underlying DM distribution, by fitting the modeling positions, line-of-sight velocities, and distances to the observed properties of the stream stars. Many tensions have arisen. The prolate halo shape is preferred to describe the velocity structure of the leading arm (Helmi 2004; Law et al. 2005), while the Sgr spatial appearance is better explained by an oblate halo (Johnston et al. 2005). Soon later, Law & Majewski (2010) explores a more general class of arbitrarily oriented triaxial potentials. The best-fit model prefers a significantly rotated halo with the minor axis pointing along the Galactic plane. Such configuration has been argued to be unlikely due to its dynamical instability in nature (Debattista et al. 2013). Thanks to Gaia (Gaia Collaboration et al. 2016) and other surveys, we can now access complete 6-D data of tidal streams that open up new analysis methods. Because of the similarity in their stellar orbits, an action-angle framework \((J_i, \theta_i, \Omega_i)\) is frequently used to analyze tidal streams as they are often simplified in this choice of coordinates. In this framework, stars in a tidal stream (under certain as-
assumptions about the galactic potential and its evolution) are clustered in the action space, $J_i$. This allows one to constrain the best-fit galactic potential that translates to the most clustered actions, using either individual streams or multiple streams simultaneously (Sanderson et al. 2017; Reino et al. 2021). Beyond actions, one can also exploit the angle ($\theta_i$) and frequency ($\Omega_i$) variables to constrain the galactic potential. Sanders & Binney (2013a) shows that a given stream appears as line overdensities in both the angle and frequency space, with the best-fit galactic potential producing matching slopes in both of these spaces. They also test this method on a mock tidal stream simulated under a two-parameter logarithmic galactic potential and show that they can recover the true parameters for a stream with $\sim 500$ stars.

However, the Galactic potential is a complex, time-evolving system as it directly traces the underlying mass distribution of the MW in real time. Specifically, the DM halo is twisted and tilted with respect to the central stellar disk and assumes a non-trivial shape. This has been shown through various means such as stream-orbit fitting (e.g., Law & Majewski 2010; Erkal et al. 2019; Vasiliev et al. 2021) and inferring from the plane of satellites (Shao et al. 2021). The studies of the stellar halo have also suggested a large-scale tilt at $r_{\text{gal}} \sim 30$ kpc, hinting that the DM halo may possess the same nature (e.g., Han et al. 2022a,b). The reason for the tilted halo can be explained by the interplay between the long-lived structures from past mergers such as the Gaia Sausage Enceladus (Helmi et al. 2018; Belokurov et al. 2018) and the transient and collective responses induced by the Large Magellanic Cloud (LMC) in both the stellar and DM halos (Garavito-Camargo et al. 2019; Cunningham et al. 2020; Garavito-Camargo et al. 2021; Conroy et al. 2021). Moreover, these constraints are not very consistent as most of these methods can only probe the DM halo within certain radial ranges. To get a complete picture of the DM halo’s structure, complementary methods of measuring its tilt are needed.

Cosmological hydrodynamical simulations can also be used to study the galactic halo and tidal debris around MW-mass hosts. One important finding reveals that a tilted halo is not uncommon. For example, Emami et al. (2021) shows that only $32\%$ of the MW-mass galaxies in the Illustris TNG50 simulation have a simple halo (the halo orientation is almost fixed). The remaining either have a twisted (gradual rotation as a function of radius) or stretched (swapping of principal axes at certain radii) halo. Zoomed cosmological-hydrodynamical simulations in the Latte suite (Wetzel et al. 2016) also display diverging halo and stellar disk axes beyond 30 kpc (Baptista et al. in prep.). These zoomed simulations also have enough particle resolution for studying dwarf galaxy streams down to $\sim 10^9 M_\odot$ in stellar mass (Panithanpaisal et al. 2021).

In this manuscript, we re-evaluate the constraining power of the angle and frequency method first presented in Sanders & Binney (2013a) in the context of realistic cosmological potentials. Our goal is to show that, even with the complex nature of the galactic potential, this method can still give valuable information to constrain the DM halo tilt to some extent. However, unlike Sanders & Binney (2013a), we do not try to determine the actual shape (constraining the parameters) of the galactic potential since it cannot be described effectively in analytical form. Instead, we aim to constrain its orientation using an axisymmetric approximation to the potential. The rest of the manuscript is organized as follows. In §2 we describe the action-angle framework and the method in detail. In §3 we test the method on a simulated stream from cosmological simulations of galaxy formation. In §4 we apply the method to the Sgr stream data. We discuss our results in §5. Finally, we summarize the content of this manuscript in §6.

2. METHOD

2.1. action-angle framework

The action-angle formalism provides the simplest description of a stream (Helmi & White 1999; Tremaine 1999). Given 6D phase-space information and a model of the global potential under which Hamilton’s equations are separable, we may find a canonical transformation to action-angle coordinates, $(J_i, \theta_i)$. The actions $J_i$ and angles $\theta_i$ obey

$$ J_i = \text{const.} $$

$$ \theta_i(t) = \theta_i(0) + \Omega_i t, $$

where $\Omega_i = \partial H / \partial J_i$ are the associated frequencies of a star with Hamiltonian $H$ and $t$ is the time since the star was tidally stripped from the progenitor. In this formulation, we assume that stream stars are evolving independently under an external static or adiabatically time-evolving galactic potential and that the gravitational influence of the progenitor can be neglected once each stream star has been stripped. In other words, the actions of the stream stars are fixed at the time they were stripped. Since the $J_i$ are constant, a star on a bound orbit moves only on a three-dimensional torus in the $\theta_i$ subspace, which is $2\pi$-periodic.

Streams form because stripped stars are on slightly different orbits than their progenitor (e.g., Sanders & Binney 2013b). In the action-angle formalism, the differences in angles between a single stream star and the progenitor follow

$$ \Delta \theta_i \approx \Delta \Omega_i t, $$

where $\Delta \Omega_i$ are the differences in frequencies between the star and the progenitor. If the frequency differences are small, we can Taylor expand the frequencies of the star around the frequencies of the progenitor $\Omega_{i,0}$, and hence,

$$ \Delta \theta_i \approx \Delta \Omega_i t \approx (D_{ij} \Delta J_j) t, $$
where $D_{ij}$ is the Hessian matrix is given by

$$D_{ij} = \frac{\partial^2 \mathcal{H}}{\partial J_i \partial J_j}. \tag{5}$$

Since the differences in actions are fixed at the tidal stripping time, the Hessian exclusively determines the directions the stream spreads. The Hessian has three principal eigenvectors, $\lambda_1$, $\lambda_2$ and $\lambda_3$. For a stream, one of the eigenvalues is much larger than the others (e.g. $\lambda_1 \gg \lambda_2, \lambda_3$). This causes the stream to grow in the direction parallel to the corresponding principal eigenvector, $\hat{e}_1$, in both the angle and frequency spaces following Equation 4 (Sanders & Binney 2013b).

2.2. the algorithm for constraining the Galactic potential

To compute action, angle, and frequency variables, we need the kinematic information of each star as well as a model for the galactic potential. Following the argument in Sanders & Binney (2013a), in the correct potential, the directions of the spreads in both the angle and frequency spaces should best align. Hence, invoking different trial potentials and measuring the degree of misalignment allows us to constrain the true galactic potential. However, as opposed to Sanders & Binney (2013a), we do not focus on finding the best-fit parameters for the galactic potential (the halo shape). Instead, we only try to constrain the symmetry axis of the galactic halo because of a few reasons. First, modeling the accurate galactic potential is non-trivial since it is time-evolving, radially-dependent, and non-axisymmetric. Even if we could model the galactic potential perfectly, it would still introduce biases in our action computations (even with error-free kinematic information) since they can only be approximated. Moreover, the time evolution may or may not be adiabatic at all radii. Second, the MW contains numerous subhalos which can interact with tidal streams. Stream-subhalo interactions can further impact the action computations. Their effects are not fully quantified and are beyond the scope of this manuscript. Specifically, we only consider an axisymmetric potential model since the tilt can be unambiguously described just by specifying the minor axis location. Sanders & Binney (2013a) only test the method on a simulated GC-like stream evolving under a static, smooth, two-parameter logarithmic potential, and do not generalize to a more realistic setup. Our goal is to show that even with the non-realistic assumption of the Galactic potential (the smooth axisymmetric model), applying this method to a realistic simulated tidal stream can still constrain the axes of symmetry of the MW halo, hence quantifying its tilt. We will apply the method to a realistic simulated stream from a cosmological hydrodynamical simulation of galaxy formation and then to the Sgr stream. We will show that the slope difference of the spread in angle and frequency spaces will still be minimized under the rotating frame that best aligns with the true halo symmetry axes.

In practice, many python packages are capable of estimating action, angle, and frequency variables. Specifically, we perform action computations using AGAMA (Vasiliev 2019). AGAMA provides various ways of converting between positions and velocities to actions and angles. However, for the choices of trial potentials that we will be using (axisymmetric), AGAMA utilizes the Stackel fudge approximation (Binney 2012). The errors associated with this approximation is largest for box orbits and are much smaller for loop orbits which describe most of the stream stars of the simulated stream (§3) and Sgr stream (§4). The Stackel fudge method assumes that the motion is integrable and can be described locally by a Stackel potential. The Stackel potential is a special class of potentials that are separable ellipsoidal coordinates, allowing for easy and more accurate action computations. For an axisymmetric potential model, the most convenient choice of actions and angles are the triplet $\{J_r, J_z, J_\phi\}$ and $\{\theta_r, \theta_z, \theta_\phi\}$. The first two actions $J_r$ and $J_z$ describe the amplitudes of the oscillations in the cylindrical radial and vertical directions. The third action $J_\phi$ is the conserved z-component of the orbital angular momentum $L_z$. The three angles describe the corresponding $2\pi$-periodic phases of these oscillations.

Since the spread in angle and frequency spaces lies along a line (one eigenvalue of the Hessian is much larger than the other two), its slope can be described by a 3-D vector pointing parallel to this line. However, we choose to describe this line by its slopes in three 2-D projected spaces due to the computation time of the automatic line detection algorithm introduced in §2.3. This will also allow for uncertainty estimation described in §3.5. We define the 2-D projected slopes in angle space as $\{n_{rz}, n_{r\phi}, n_{z\phi}\}$, where they represent the slope in $r-z$, $r-\phi$ and $z-\phi$ projection, respectively. Similarly, the slopes in frequency space are given by $\{m_{rz}, m_{r\phi}, m_{z\phi}\}$. Under the correct rotating frame, we expect all the slopes to align (i.e. $n_{ij}/m_{ij} \sim 1$ for $i,j \in \{r,z,\phi\}$). We thus define the slope difference $\Delta$ to be the L1 norm of the projected misalignments:

$$\Delta = \left| 1 - \frac{n_{rz}}{m_{rz}} \right| + \left| 1 - \frac{n_{r\phi}}{m_{r\phi}} \right| + \left| 1 - \frac{n_{z\phi}}{m_{z\phi}} \right|, \tag{6}$$

where the best-fit orientation will minimize $\Delta$. Given a stream dataset containing the positions and velocities of its member stars, we perform the following steps to find the best-fit orientation:

1. pick the best axisymmetric Galactic potential $\Phi_g$ that describes the radial profile of the host, assuming alignment with the disk plane;
2. pick a trial Galactic longitude and latitude ($l_{\text{trial}}, b_{\text{trial}}$), then rotate the coordinate frame such that the positive z-axis of the potential now points in this direction;
For a given 2-D angle or frequency projection, we loop through each star one by one, computing the \((s, \phi)\) value pairs for \(\phi\) ranging from 0 to 180 degrees in uniform steps of 1°. This choice of step size translates to \(\sim 1°\) sensitivity in the detected slope and is chosen so that the subsequent computations remain manageable. Next, for each \(\phi\), we use a 1D Epanechnikov kernel density estimator with bandwidth 0.5 degrees\(^1\) to determine the smooth density distribution and record the peak density value. The highest peak in density \((s_{\text{peak}}, \phi_{\text{peak}})\) determines the most prominent line in the 2-d angle or frequency projection. With the detected line, we then perform a linear regression on the stars that are within its width to accurately measure its slope. Specifically, the width of the line is determined relative to the peak at 0.75 depth (i.e. slightly larger than the FWHM). The slope of this best-fit line in each projection is then used to compute \(\Delta\). Figure 1 shows an example of the line detected by this algorithm. The example stream is long and contains multiple wraps in the \(\theta_r - \theta_\phi\) projection. We successfully detect the most prominent line and its associated width which is shown as the orange band. We then perform the linear least-square fit on the stream stars that are inside this band, obtaining the best-fit line shown in red.

3. TESTING ON SIMULATED STREAM

In this section, we test the method by applying it to a simulated stream that forms and evolves in the full cosmological hydrodynamical setting.

3.1. simulation data

We select our test stream from the suite of zoomed, cosmological-hydrodynamical simulations of MW-mass galaxies in the Feedback In Realistic Environments (FIRE) project\(^2\). These simulations are run with Gizmo (Hopkins 2015) with star formation and stellar feedback consistent with stellar evolution models like STARBURST99 (Leitherer et al. 1999). This produces MW-mass hosts with properties that are broadly consistent with properties of the MW (Ma et al. 2017; Hopkins et al. 2018; Debattista et al. 2019; Sanderson et al. 2020). The MW-mass hosts are included in the Latte suite (Wetzel et al. 2016) and ELVIS suite (Garrison-Kimmel et al. 2019) with a total of 13 hosts combined. All the halos were simulated with ΛCDM cosmology at particle mass resolution of 3500–7100 \(M_\odot\) and spatial resolution of 1–4 pc for star and gas particles. The DM particles are simulated at slightly lower resolution at 18,000–35,000 \(M_\odot\) per DM particle and 40 pc softening. This resolution allows us to study tidal streams around the host galaxy with stellar mass down to that of MW’s classical dSphs (\(\sim 10^5M_\odot\)).

\(^1\) scikit-learn (kernel=Epanechnikov; bandwidth=0.5)

\(^2\) See the project website at http://fire.northwestern.edu
Panithanpaisal et al. (2021) identified \( \sim 100 \) streams with stellar mass between \( 10^{5.5} M_\odot \) and \( 10^{6} M_\odot \) across these 13 hosts and publicly released the data (Wetzel et al. 2022). The streams were selected by first tracking luminous substructures between 2.7 and 6.5 Gyr ago that are within the virial radius of the host halo at the present day. We then apply several criteria (on the number of star particles, pairwise distances between star particles, and velocity dispersion) to eliminate substructures that are still not disrupted (dwarf galaxies) or structures that are already phase-mixed at the present day. Refer to Section 3 of Panithanpaisal et al. (2021) for more detail.

Most of the streams have relatively low stellar masses containing fewer than 500 star particles. The remaining streams also have a variety of orbits ranging from very radial to almost circular, spanning a wide range of distances. Some still contain a bound progenitor that survives to the present day. Within this wide variety, we select a test stream that we consider to be a suitable Sgr stream analog. First, like Sgr, the test stream is in a very polar orbit with the orbital plane being almost perpendicular to the disk. Second, the total stellar mass of this stream is thought to be comparable to the stellar mass of the Sgr stream. The total mass of the Sgr remnant is estimated to be \( \sim 10^8 M_\odot \) (e.g. Gibbons et al. 2017; Vasiliev & Belokurov 2020) which is around half its mass at infall (Niederste-Ostholz et al. 2010) (the mass estimated from the metallicity-mass relationship can be slightly higher). Finally, the stream is mostly orbiting at \( \sim 50 \) kpc from the host which is roughly the same distance as the portion of the Sgr stream with available 6D data. However, unlike the Sgr stream, the test stream does not have a surviving progenitor as it was completely disrupted \( \sim 2 \) Gyr ago (redshift \( z = 0.15 \)), which eliminates the need to mask out the progenitor during action computations. Figure 2 (left) shows a scatter plot of the test stream in real space \( x-z \) projection with respect to the default host principal axis frame, where the \( z \) direction points perpendicular to the disk. This stream contains \( \sim 2000 \) star particles with total stellar mass of \( \sim 2.0 \times 10^7 M_\odot \).

3.2. potential model

For the simulated stream, we use an axisymmetric potential fit using basis function expansions. Specifically, we use the multipole potential model of the host m12i estimated at a present-day snapshot from Arora et al. (2022). In this model, the DM halo and hot gas (\( T_{gas} > 10^{4.5} K \)) are described by the linear combination of spherical harmonic basis \( Y^m_\ell(\theta, \phi) \), while the stellar and cold gas (\( T_{gas} < 10^{4.5} K \)) are described by a set of Fourier harmonics in azimuthal coordinates. For axisymmetric models, the only non-vanishing modes are the zeroth pole for azimuthal expansion and even \( \ell \) pole with \( m = 0 \). We only utilize the lower order \( \ell \leq 4 \), as this has been shown to be sufficient to preserve the coherence of streams in action space if we consider time-evolution (Arora et al. 2022). Assuming this potential, we then use AGANA to compute the angle and frequency variables for each stream star. Figure 2 shows 2-D histograms of the simulated stream in angle space \( \theta_r - \theta_\phi \) projection (middle) and frequency space \( \Omega_r - \Omega_\phi \) projection (right), also in the default principal axes frame. The colored bins contain a non-zero number of stream stars, while the dark background contains no stars.

3.3. the degeneracy issue in determining \( \{n_{rz}, n_{r\phi}, n_{z\phi}\} \)

The stream in angle and frequency space spreads into line overdensities as we described in §2.1. Due to the perfect knowledge of the stream members, the stream contains multiple wraps, spanning all possible orbital phases. With the periodic boundary condition of the angle space, the stream thus appears as multiple line overdensities wrapping around in any 2-D projec-
This complicates our effort to determine the slopes \( \{n_{rz}, n_{r\phi}, n_{z\phi}\} \) because of the degeneracies in slope between wraps. Ideally, these line overdensities have the same slope, pointing along the first principal eigenvector \( \hat{e}_1 \) of the Hessian matrix. However, in practice these lines will have slightly different slopes due to multiple reasons: the potential approximation, the use of the Stackel fudge approximation for action computations, and the assumption that the potential is adiabatically evolving. There are also physical mechanisms such as subhalo interactions that can slightly nudge a star out of its place.

We first considered addressing the degeneracy issue by unwrapping the stream in angle space. To summarize, after finding the most prominent line (corresponding to \( (s_{\text{peak}}, \phi_{\text{peak}}) \)) with the Hough transform, we can subsequently search for the local maxima at fixed \( \phi_{\text{peak}} \). This is equivalent to searching for all possible lines at a fixed slope. A threshold value just above the noise level is required such that peaks that are below the threshold are discarded. All the \( (s_{\text{local}}, \phi_{\text{peak}}) \) are then considered detections. Next, we connect all the lines by exploiting the periodic boundary condition in the angle projection (i.e. if a line terminates at \( (\theta_r, \theta_\phi) = (2\pi, \theta_\phi^0) \), it will reappear on the other side at \( (\theta_r, \theta_\phi) = (0, \theta_\phi^0) \)). Starting from the most prominent line as the stem, we progressively connected more lines on both sides, shifting \( (\theta_r, \theta_\phi) \) of the members of the newly attached lines with appropriate offsets, until all the lines are used. Figure 3 shows an example of the unwrapped stream. The left panel shows the 2-D histogram in \( \theta_r - \theta_\phi \) projection, compared to the wrapped stream in Figure 2 (middle panel). The right panel shows the distance of the stream star with respect to the unwrapped \( \theta_r \), which highlights how well we can unwrap the stream in this particular case by using just the angle space alone with no extra information such as total energy or distance of each stream star and confirms that the stream in cosmological settings still follows our theoretical expectation in action, angle and frequency space.

Unfortunately, stream unwrapping also introduces another layer of uncertainties into our slope measurements since there are a lot of corner cases that prevent full automation. For example, some diffuse lines can evade our detection, causing problems with unwrapping by disconnecting the neighboring wraps. Moreover, the estimated frequencies can be near resonances such that some line overdensities in angle space overlap. These require manual intervention to fix on a case-by-case basis, which is not feasible since we will later explore the angle and frequency variables for over 1000 different possible rotations of the coordinate frame. Hence, we instead determine \( \{n_{rz}, n_{r\phi}, n_{z\phi}\} \) as the slope of the line that contains the most stars. The choice is also physically motivated since this should correspond to the part of the stream that has been stripped most recently and is least likely to have experienced subhalo interactions or potential evolution since stripping.

3.4. results

We follow the procedures outlined in §2.2 to find the region of \((\ell, b)\) rotation space that produces the minimal slope difference \( \Delta \). First, the chosen galactic potential is described in §3.2. Second, we split the surface of a sphere into pixels of equal areas using \texttt{healpy} (Górski et al. 2005; Zonca et al. 2019). We set \texttt{nside}=16, so that each pixel is spanning \( \sim 3.6^\circ \) on each side. The centers of all the pixels are chosen to be the trial rotations \((\ell_{\text{trial}}, b_{\text{trial}})\). Since our potential is axisymmetric,
we also restrict to $b_{\text{trial}} > 0$. This results in a total of 1504 trial rotations for our initial grid. For each trial rotation, we construct a rotation matrix that is then applied to the position and velocity vectors of the stream stars and finally estimate the slope difference $\Delta$.

Figure 4 shows the map of $\Delta$ as a function of $(\ell_{\text{trial}}, b_{\text{trial}})$ for the simulated stream. The filled circular markers show all the trial rotations in the galactic latitude and longitude coordinate system. The estimated slope difference $\Delta$ associated with each trial rotation is shown by marker color, with the minimal $\Delta$ regions having lighter colors. The trial rotation with minimum $\Delta$ is marked by the blue star. At first glance, there are two distinct regions that yield minimal $\Delta$. Region 1 is centered around the global minimum $(\Delta = 0.010)$ at $(\ell, b) = (-83.6^\circ, 63.4^\circ)$, while Region 2 is near the Galactic equator at $(\ell, b) \approx (-5^\circ, 15^\circ)$ with $\Delta \sim 0.025$. To attain such minimal $\Delta$, the slopes of the line overdensity in angle and frequency space have to match up to within 1 percent in all projections $(r-z, r-\phi, z-\phi)$.

To further understand these results, we compare them to the true DM halo minor axis location. We can estimate the true shape and orientation of the DM halo by directly selecting the DM particles within a certain radius and estimating the reduced moment of inertia tensor (e.g., Allgood et al. 2006), which is given by

$$I_{ij} = \sum_n \frac{x_{i,n}x_{j,n}}{r_n^2},$$

where $i,j = 1,2,3$, $x_{i,n}$ is the position of the $n^{th}$ star particle along the $i^{th}$ direction, and $r_n$ is the ellipsoidal distance. The most general halo shape is a triaxial, described by three parameters $(a, b, c)$ that represents the half-length of the major, intermediate and minor axis, respectively. The direction and length of these parameters are related to the eigenvalues and eigenvectors of $I_{ij}$. We select DM particles within 50 kpc (similar to the distances of stream stars) and construct $I_{ij}$ following Equation 8. Diagonalizing the tensor, we find $b/c = 0.949$ and $c/a = 0.863$. This is closer to an oblate than a prolate shape. The direction of the minor axis (the eigenvector of lowest eigenvalue) points towards $(\ell_{\text{true}}, b_{\text{true}}) = (-96.5^\circ, 65.5^\circ)$, consistent with Region 1.

### 3.5. uncertainty estimation

Our slope measurements are not exact, due in part to our chosen strategy for dealing with the angle space degeneracies (§3.3) and in part to our method for determining the linewidth before performing the least-square fit (§2.3). In fact, it is counter-productive to try to measure the most accurate slopes since our angle and frequency variables are not entirely faithful due to the potential choice (see §3.2) and the Stackel fudge approximation used by AGAMA. The more important thing is to have the means to quantify the uncertainties in our slope measurements and, hence, the uncertainty in $\Delta$, that encompasses all these numerical and systematic effects.

For a straight line in 3-D space, we can describe its full 3-D slope (its unit vector) by measuring the slopes in just 2 different 2-D projections. In other words, we only need to measure the slopes in two different 2-D projections in order to infer the slope in the third projection,

$$n_{z\phi} = n_{r\phi}/n_{rz},$$

and similarly,

$$m_{z\phi} = m_{r\phi}/m_{rz}.$$

We intentionally define $\Delta$ as described in Equation 6 even though not all the terms are independent to impose a self-consistency check of our implementation of the Hough transform and slope measurement. In some cases, one of the terms in Equation 6 blows up, signaling a problem such as when the frequencies are almost in resonance, causing multiple lines to be detected as one by our line detection algorithm. We quantify the uncertainties of the slope measurements in angle and
frequency space in terms of the consistency between the slopes measured in the three projections:

\[ \sigma_n = \left| \frac{n_{r\phi}}{n_{rz}} - n_{z\phi} \right|, \tag{11} \]

and

\[ \sigma_m = \left| \frac{m_{r\phi}}{m_{rz}} - m_{z\phi} \right|, \tag{12} \]

respectively. This definition encompasses both numerical uncertainty from our computational methods and systematic uncertainty related to the limitations of our potential models. Then, the uncertainty in \( \Delta \) is obtained by quadrature:

\[ \sigma_\Delta^2 = \sigma_{rz}^2 + \sigma_{r\phi}^2 + \sigma_{z\phi}^2, \tag{13} \]

where \( \sigma_{r\phi} \) is defined as

\[ \sigma_{r\phi}^2 = \left( \frac{\partial \Delta}{\partial n_{r\phi}} \right)^2 \sigma_n^2 + \left( \frac{\partial \Delta}{\partial m_{r\phi}} \right)^2 \sigma_m^2, \tag{14} \]

and similarly for \( \sigma_{rz} \) and \( \sigma_{z\phi} \). We estimate \( \sigma_\Delta \) for the trial rotations within Region 1 to be \( \sim 0.011 \) and for Region 2 to be \( \sim 0.060 \), hence we reject Region 2.

We set up a refined rectangular grid around Region 1 and compute \( \Delta \) and \( \sigma_\Delta \) for each point in this more finely sampled region of parameter space, following Equations 6 and 13 respectively. Reassuringly, \( \sigma_\Delta \) is smooth and monotonically increasing within our zoom-in region. We define the contour encompassing the minimum and its corresponding uncertainty to be

\[ \Delta < \Delta_{\min} + \sigma_{\Delta_{\min}}, \tag{15} \]

where \( \Delta_{\min} \) is the minimum \( \Delta \) within our zoom-in region and \( \sigma_{\Delta_{\min}} \) is its associated uncertainty. We find \( \Delta_{\min} = 0.008 \) and \( \sigma_{\Delta_{\min}} = 0.011 \), hence our 1\( \sigma \) uncertainty contour corresponds to \( \Delta < 0.019 \). The zoom-in results are shown in Figure 5. The scatter points are the individual trial rotations, with the colors showing their associated \( \sigma_\Delta \). The 1\( \sigma \) uncertainty contour is drawn in green. The true minor axis location of the DM halo at 50 kpc is marked by the blue cross, which is within our uncertainty contour. Admittedly, we do not get a very tight constraint: the contour that we draw is \( \sim 20^\circ \) long in its elongated direction. However, only a few works (e.g., Erkal et al. 2019) have reported the uncertainties on this quantity. This does not come as a surprise since the simulated stream is formed and evolved inside the full cosmological volume, for which we have assumed a quite simplistic potential model. The stream stars have also been stripped at several different pericentric passages and may or may not have close encounters with subhalos. Moreover, the assumptions and approximations in our numerical methods can further introduce another layer of uncertainties (§3.3 and §3.5). Given these assumptions, it is surprising that this method still constrains the DM halo minor axis to the extent that we have shown.

To summarize, we test the method described in §2.2 of constraining the DM halo symmetry axis on a simulated tidal stream which is considered to be a Sgr stream analog. We sample trial rotations in Galactic latitude and longitude throughout the entire northern hemisphere. Assuming an axisymmetric multipole potential, we compute the slope difference \( \Delta \) at each trial rotation and find a region that yields minimal \( \Delta \) (Figure 4). We then set up a zoom-in grid of trial rotations around this region and repeat our procedures. Finally, we draw our uncertainty contour containing the predicted location of the DM halo minor axis, which is in agreement with the true DM halo minor axis location (5).

4. THE SAGITTARIUS STREAM

In this section, we apply the method to the Sgr stream to constrain the orientation of the MW’s DM halo.

4.1. data

Vasiliev et al. (2021) identified 4465 Sgr stream candidate members with 6D phase-space information using data from surveys and catalogues such as Gaia DR2 (Gaia Collaboration et al. 2018), 2MASS (Skrutskie et al. 2006), APOGEE (Majewski et al. 2017), LAMOST (Cui et al. 2012), Gaia RVS (Cropper et al. 2018), Simbad and Peñarrubia et al. (2011). These stars are divided into the leading arm in the northern Galactic
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4.2. potential model

We use a simple 3-component potential similar to MWPotential2014 presented in galpy (Bovy 2015). The bulge, disk, and halo are represented by a spheroid profile, Miyamoto-Nagai potential (Miyamoto & Nagai 1975), and flattened spheroid profile, respectively. Since we are not focusing on the overall shape of the potential, we keep most of the parameters fixed, except the flattening of the halo component in the z direction \((q < 1\) implies oblate). The spheroid profile is given by

\[
\rho = \rho_0 \left( \frac{\tilde{r}}{r_s} \right)^{-a} \left( 1 + \frac{\tilde{r}}{r_s} \right)^{-b} \times \exp \left[ - \left( \frac{\tilde{r}}{r_{\text{cut}}} \right)^2 \right],
\]

where \(\tilde{r} = \sqrt{x^2 + (y/p)^2 + (z/q)^2}\) is the ellipsoidal radius. The other parameters are the density norm \(\rho_0\), scale radius \(r_s\), cutoff radius \(r_{\text{cut}}\), exponents \((a, b)\) and flattening parameters \((p, q)\). The Miyamoto-Nagai potential is

\[
\Phi = \frac{M}{\sqrt{R^2 + \left( r_s + \sqrt{z^2 + r_h^2} \right)^2}},
\]

where \(R = \sqrt{x^2 + y^2}\) is the cylindrical radius. The other parameters are mass \(M\), scale radius \(r_s\) and scale height \(r_h\). All of the parameters were picked such that the circular velocity is \(\sim 220\) km/s at the solar position of 8 kpc. The summary of all the parameters is shown in Table 1.

Assuming this axisymmetric potential, we can then estimate the action, angle, and frequency variables of the Sgr stream members that have 6-D phase-space information using AGAMA. The frequency variables still look coherent and spread into a line structure as we expected. However, the structures in the angle space are more diffuse, compared to the simulated stream. The trailing arm is much more heavily impacted as we can hardly notice any line-like structure. This could be due to the location of the trailing arm which lies in the southern hemisphere closer to the LMC. Stream stars in other streams are shown to exhibit the misalignment between their velocities and stream track where they pass through the southern hemisphere (Shipp et al. 2019; Li et al. 2021), pointing towards the past locations of the LMC. We consider the decoherence of the angle-frequency space of the trailing arm of the Sgr stream to be additional evidence of this type of interaction since the stream track-velocity misalignment seen in these other streams is simply the real-space reflection of a severe angle-frequency misalignment. For our purpose, we discard the trailing arm and only use the leading arm (613 stars) in this work. Figure 6 shows the leading arm of the Sgr stream in real space \(x - z\) projection (left), angle space \(\theta_r - \theta_\phi\) projection (middle) and frequency space \(\Omega_r - \Omega_\phi\) projection (right). These are shown in

Figure 6. Different 2D projections of the leading arm of the Sgr stream that we use to constrain the potential of the MW. The projections are real space \(x - z\) projection (left), angle space \(\theta_r - \theta_\phi\) projection (middle) and frequency space \(\Omega_r - \Omega_\phi\) projection (right). Everything is computed and plotted in the default host principal axis frame at the present day, where the \(z\) direction points perpendicular to the disk. The assumed potential is described in §4.2, and we set the halo flattening parameter \(q = 0.8\).
the default Galactocentric frame, where the z direction points perpendicular to the disk. We note the similarities between Figure 2 and 6. The two main differences are the length of the Sgr stream leading arm in which we have complete 6D phase-space information and the rotational sense of the orbit in this particular rotation frame, as shown by the negative $\Omega_z$ value in the right panel. Because of its shorter length, the Sgr stream does not suffer from the degeneracies described in §3.3 for the simulated stream.

4.3. the halo flattening parameter $q$

To quantify the effect of the flattening parameter on our results, we test our method on the Sgr stream leading arm using the potential described in §4.2 for $q \in \{0.6, 0.7, 0.8, 0.9, 1.0\}$, ranging from more oblate ($q < 1$) to perfectly spherical ($q = 1$). We do not try $q > 1$ since the Stackel fudge approximation (Binney 2012) only works for disk-like (oblate) potentials; however, the range of $q$ for oblate potentials already brackets the smallest minimum $\Delta$, so we do not expect that prolate potentials would improve matters. In this subsection, we ignore measurement uncertainties. We attribute this effect to the observational uncertainties and the LMC, which will be discussed in detail in §5. For each $q$, we use the same set of trial rotations as in the simulated stream case described in §3.4 and estimate the slope difference $\Delta$ at each trial rotation. Figure 7 shows the distributions of the estimated $\Delta$ at different values of $q$, where each $q$ is shown with a different color. Overall, the estimated $\Delta$ is roughly an order of magnitude larger than what we see in the simulated stream case. This seems sensible since the line in the angle space (in Figure 6) is much more diffused (compared to Figure 2). For intermediate values $q \in \{0.7, 0.8, 0.9\}$, the distributions are somewhat similar as they peak around $\Delta \sim 0.2$ and are able to achieve low $\Delta$, compared to when we use a more extreme $q$ of either 0.5 or 1.0. The regions that minimize $q$ are not identical for every value but are within the same octant on the sphere. $q = 0.7$ (orange line) is able to achieve the lowest $\Delta$. However, it’s difficult to argue that $q = 0.7$ is a better fit than $q = 0.8 - 0.9$ since the number of trial rotations with these lowest $\Delta$ are small. $q = 0.8$ (green line), on the other hand, has the lowest peak value of $\Delta$ and seems to produce the largest number of trial rotations with low $\Delta$. On the extreme ends, the more oblate and the more spherical halos yield objectively worse fits as their distributions peak around $\Delta \sim 0.3$. There are significant overabundances of $q = 0.6$ and $q = 1.0$ at $\Delta > 0.25$. Since our goal is not to study the halo shape, we put a weak constraint on the halo flattening parameter at $q = 0.7 - 0.9$ and proceed with modeling the halo tilt using the value $q = 0.72$, which is consistent with the above findings. It is also consistent with the halo shape reported in Law & Majewski (2010), which uses Sgr to constrain the MW halo potential with a different technique. Despite their model being triaxial, it is very close to oblate, reporting $b/a = 0.99$ and $c/a = 0.72$.

4.4. Results

Unlike the simulated stream, the Sgr stream data contain observational uncertainties. To account for the observational uncertainties for each stream star, we draw its proper motions, distance, and radial velocity from

---

**Table 1.** The MW potential consists of the bulge, disk, and halo. The bulge and halo follow the spheroid profile. The disk follows Miyamoto-Nagai potential. The analytical forms for the profile and potential, which explain the meaning of each parameter in this table, are given in Equation 16 and 17.

| component | $\rho_0$ [$M_\odot$] | $M$ [$M_\odot$] | $r_s$ [kpc] | $r_h$ [kpc] | $r_{cut}$ [kpc] | $a$ | $b$ | $p$ | $q$ |
|-----------|----------------------|----------------|-------------|-------------|----------------|----|----|----|----|
| bulge     | $2.23 \times 10^8$   | -              | 1           | -           | 1.9            | 1.8| 0  | 1  | 1  |
| disk      | -                    | $6.82 \times 10^{10}$ | 3           | 0.28        | -              | -  | -  | -  | -  |
| halo      | $8.49 \times 10^6$   | -              | 16          | 0           | 1              | 2  | 1  | varied |

**Figure 7.** Distribution of slope difference $\Delta$ obtained with the leading arm of the Sgr stream for different values of halo flattening parameter $q \in \{0.6, 0.7, 0.8, 0.9, 1.0\}$, where $q = 1$ is spherical and $q < 1$ is oblate. For each $q$, we estimate $\Delta$ at a set of trial rotations, spreading across the northern hemisphere in Galactic coordinate. Each color represents a fixed $q$. The two main differences are the length of the Sgr stream leading arm in which we have complete 6D phase-space information and the rotational sense of the orbit in this particular rotation frame, as shown by the negative $\Omega_z$ value in the right panel. Because of its shorter length, the Sgr stream does not suffer from the degeneracies described in §3.3 for the simulated stream.
normal distributions with the means centered at the observed values and the standard deviations being their associated uncertainties. We treat uncertainties in declination and right ascension as negligible and use the same value across all realizations. Next, we construct 10 independent realizations of the observed Sgr streams (by drawing the values for each star 10 times). For each realization, we repeat the procedure in §4.3, but with $q$ fixed at $q = 0.72$ and estimate the slope difference $\Delta$ and its uncertainty $\sigma_\Delta$ at each trial rotation. Looking at each realization independently, we see that the minimum regions are generally similar, but the overall $\Delta_{\text{min}}$ vary a little. In Figure 8, we compare the distributions of $\Delta$ with $q = 0.72$ for all 10 independent realizations of the Sgr stream’s leading arm data with incorporated observational uncertainties. Each realization is shown by a unique color. We also show the shaded regions in the background, which are the histograms from Figure 7. At fixed $q$, the distribution for each realization displays a similar mode and spread compared to the shaded histograms in the background. We conclude that $\Delta$ is more sensitive to the flattening parameter $q$ than the observational uncertainties.

For the $i^{th}$ realization, we denote $\Delta_i(l, b)$ as $\Delta_i(l, b)$. At each trial rotation, we compute the average slope difference,

$$\bar{\Delta}(l, b) = \frac{1}{10} \sum_{i=1}^{10} \Delta_i(l, b),$$

and the average uncertainty,

$$\sigma_\Delta(l, b) = \frac{1}{10} \sqrt{\sum_{i=1}^{10} \sigma^2 \Delta_i(l, b)}.$$
Figure 9. Results for the MW halo’s tilt from fits to the leading arm of Sgr stream. To incorporate the observational uncertainties, we compute the average slope difference $\bar{\Delta}$ across 10 independent realizations of the leading arm for each trial Galactic latitude and longitude location. The angle and frequency variables are computed by assuming the potential described in §4.2 with $q = 0.72$ and various trial values of $(\ell, b)$. All the trial rotations are shown with filled circular markers, with the color representing estimated $\bar{\Delta}$. The blue star marks the global minimum.

Figure 10. Results for the leading arm of Sgr stream. We find the best-fit location for the MW’s DM halo minor axis at $(\ell, b) = (42^\circ, 48^\circ)$ (shown by the blue star). Its associated uncertainty is shown by the contour of the same color. For comparison, we show the estimates from other works in crosses with different colors. We identify the locations associated with the failure mode in gray. The estimated LMC orbital trajectory and its present-day location from Garavito-Camargo et al. (2019)’s simulation are shown by the black markers and the black star, respectively.

Using the leading arm of the Sgr stream, we cannot put as tight of a constraint on the location of the DM halo minor axis, compared to the simulated stream test case. We report that MW’s DM halo is oblate with $q \sim 0.7 - 0.9$. However, Figure 10 shows the tension between our prediction and other estimates of the MW’s DM halo minor axis location. In fact, the results are not surprising since the observed data are not error-free and the MW is undergoing a merger with the LMC, its most massive satellite. However, it is ambiguous how both of these affect our angle and frequency computation, our method, and our predictions since the Sgr data is limited to the present day. To quantify these effects, a comprehensive study involving the LMC-analog and tidal streams of different progenitor masses, orbits, and disruption times will need to be done. This is beyond the scope of this manuscript since our goal is to test and identify limitations of the method first proposed in Sanders & Binney (2013b), which is slightly modified and described in §2. We believe that systematic uncertainties from the Stackel fudge approximation are not enough to explain the discrepancies since they should have higher influences on the stream at the tail ends Sanders & Binney (2013b) on the computed angles and frequencies. However, we only incorporate the middle sections of the stream in both the simulated stream (where we only use the most prominent line detected) and the Sgr stream (where we only use the leading arm).
For the rest of this section, we explore other possible explanations for these inconsistencies.

5.1. **Radial dependence of the halo shape and orientation**

The inconsistencies alone do not invalidate our results. Cosmological simulations of galaxy formation have shown that it is common for the DM halo to exhibit a radius- and time-dependent large-scale tilt (e.g. Vasiliev et al. 2021; Emami et al. 2021, Baptista et al. in prep.). Because of the radial dependence, it is not sufficient to describe the disk-halo misalignment with a single parameter. Using 25 MW-like galaxies from the *Illustris TNG50* simulation, Emami et al. (2021) uses the enclosed volume iterative method to measure the DM halo shape at different radii. They show that the majority of the DM halos experience either gradual or abrupt rotations throughout their radial profiles. Baptista et al. in prep. also find similar results in simulated MW-mass hosts from a suite of FIRE simulations (Wetzel et al. 2016) which appear to be linked to their formation histories. Vasiliev et al. (2021) model the full interaction between the MW, LMC, and Sgr. They report their models generally produce an oblate halo that aligns with the disk in the inner part while becoming triaxial and misaligned with the disk in the outer part beyond $\sim 50$ kpc. Hence, the predictions of the tilt of the MW’s DM halo and the minor axis location reported by previous studies might probe different radial ranges and times based on the methods employed. L&N2010 use a static external MW potential with a fixed orientation with a triaxial shape. Erkal+2019 use the Orphan stream which probes the inner region of the halo at $r_{gal} \gtrsim 10$ kpc. Shao+2020 only reports a fixed MW halo minor axis using the argument on the plane of satellites. Finally, the prediction from Vasiliev+2021 is probing the outer halo. There are other estimates of the MW halo minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values. For example, Han et al. (2022a) argues that the MW’s DM halo is oblate and is tilted $\sim 30^\circ$ above the Galactic disk towards the Virgo Overdensity in the North and the Hercules-Aquila Cloud in the South. Using a simulated stream, we have shown in §3 that our method predicts the minor axis location that we do not plot in Figure 10, mostly due to them not reporting explicit values.
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**Figure 11.** An example of the failure mode in which stream stars are splitting into both prograde ($\Omega_\phi > 0$) and retrograde orbits ($\Omega_\phi < 0$) at certain trial rotations shown by the gray band in Figure 10. Sgr stream stars in the leading arm (without uncertainties) are shown in 2-D angle projection (top) and 2-D frequency projection (bottom) corresponding to $(l_{trial}, b_{trial}) = (-10^\circ, 45^\circ)$. to the post orientation of the DM halo (e.g. pre-LMC infall), rather than its present-day tilt.

5.2. **Observational uncertainties as the main source of the failure mode**

In Figure 10 we show a band of poorly-fitted regions identified by our method in gray color. We refer to these regions as the failure mode and argue that one of the main sources of the failure mode is observational uncertainties. The failure mode arises due to the fact that a stream does not delineate a single orbit (Sanders & Binney 2013a). The orbits of the stream stars do not share the exact same plane as their orbital planes generally spread around the common average plane. Therefore, if this average orbital plane lies close to the z-axis in an arbitrary coordinate system, some stars will have prograde orbits, while others have retrograde orbits. This results in stream splitting in angle and frequency space...
where the prograde stars have $\Omega_\phi > 0$, while the retrograde stars have $\Omega_\phi < 0$. The gray band in Figure 10 shows the trial rotations ($\ell_{\text{trial}}, b_{\text{trial}}$) that exhibit the failure mode. Specifically, we refer to a failure mode when at least 20 percent of the stream stars have opposite $\Omega_\phi$. Figure 11 shows an example of the failure mode corresponding to ($\ell_{\text{trial}}, b_{\text{trial}}$) = ($-10^\circ, 45^\circ$). The stars belonging to the Sgr stream’s leading arm are shown in the $\theta_\phi - \theta$ (top) and $\Omega_\phi - \Omega$ (bottom). The failure mode can directly affect our estimation of the slope difference $\Delta$. If the splitting is almost equal, the implemented line detection algorithm might incorrectly identify the appropriate lines, yielding one line with a positive slope and the other with a negative slope. This results in the outliers in $n_{\theta}/m_{\theta}$ and $n_{\Omega}/m_{\Omega}$, hence, the overall poor-fitting for $\Delta$ following Equation 6. Moreover, the crossing of the lines in angle space can bias the linear-regression fit even if the algorithm detects appropriate lines.

One of the main sources of the failure mode is the observational uncertainties in the Sgr stream data. The orbit of any given star is dictated by its 3-D position and its 3-D velocity, which can be biased by observational uncertainties. The Sgr stream leading arm, despite being much shorter than the simulated stream considered in §3, displays a much greater spread in the orbital planes. The simulated stream data which is error-free also exhibit a failure mode, yet its appearance is negligible, impacting only a few trial rotations. Since the failure mode contains the MW’s DM halo minor axis predictions from LcM2010, Shao+2020, and Erkal+2020, we cannot accurately estimate $\Delta$ at those locations. Sanders & Binney (2013b) suggests binning as a way to reduce observational uncertainties. However, since we only have 613 stars in the Sgr stream’s leading arm, we find this approach impractical since we need $\sim$ 500 stars to apply our method.

5.3. the LMC

The LMC is the most massive satellite of the MW. It is currently just past its first pericentric passage in a most likely very eccentric orbit (Besla et al. 2007; Kallivayalil et al. 2013). It has been studied in tailored N-body simulations that such an interaction with a massive satellite can induce both transient and collective responses within the host, affecting the densities and kinematics of the host’s DM halo (Garavito-Camargo et al. 2019). The transient response or “wake” is an overdensity tracing the past orbit of the LMC and is predicted to persist in the radial range $r_{\text{gal}} = 45 - 200$ kpc. In contrast, the collective response or “reflex motion” is generated by resonant displacement of the orbital barycenter. This creates an overdensity region in the north extending to all distances. These two responses can also be observed in the host’s stellar halo (Cunningham et al. 2020; Conroy et al. 2021; Petersen & Peñarrubia 2021).

The extent to which the LMC affects the Sgr stream’s leading arm (specifically in the angle and frequency space) is not well-understood. The stars in the leading arm are at distances $r_{\text{gal}} \sim 35 \pm 10$ kpc, right in the transitioning distance scales where we expect stronger perturbations from the LMC. On one hand, we expect stars with small orbital timescales (smaller than the timescale in which the MW moves by a distance equal to the barycenter displacement) to respond adiabatically to the LMC’s passage. These stars will move along with the reflex velocity of the MW. Erkal et al. (2019) estimates this corresponds to the region within $r_{\text{gal}} < 30$ kpc, hence the stars at these small distance scales should conserve their actions as well as the features in angle space.
and frequency space, suggesting that our method might be more sensitive to the past orientation of the MW’s DM halo (i.e. before LMC-infall). On the other hand, Garavito-Camargo et al. (2019) reports perturbations in the density field of the MW’s DM halo are largest at \( r_{\text{gal}} \gtrsim 45 \) kpc, reflecting the time the LMC has spent in the outer regions. The wake is weak at \( r_{\text{gal}} < 45 \) kpc, yet the LMC can still affect the outer disk (Laporte et al. 2018). We plot the estimated LMC orbital trajectory and its present-day location from Garavito-Camargo et al. (2019)’s simulation in Figure 10 using black markers. In this projection, the LMC enters the MW’s virial radius \( \sim 2 \) Gyr ago from the right \( l \sim 90^\circ \). Interestingly, in Figure 9 we show a strange well-fitted region extending vertically between \( 90^\circ < l < 120^\circ \). This vertical streak coincides with the LMC’s passage when it first enters the halo. It is suggestive that the LMC has an impact on the method and can possibly affect our results.

The LMC can also induce misalignment between the velocity vector and stream track (Shipp et al. 2019, 2021; Li et al. 2021). These velocity misalignments cannot be induced from a static external MW potential and have been observed in several streams (Erkal et al. 2019; Vasiliev et al. 2021). Despite being in the northern hemisphere, the leading arm of the Sgr stream still exhibits the velocity misalignment (see Figure 2 in Vasiliev et al. 2021). In contrast, the host in the simulation \( m12i \) is much more dormant and has not undergone any major majors within the past \( > 5 \) Gyr. To quantify the stream track–velocity misalignment in the simulated stream, we first identify the middle section of the stream corresponding to the most prominent line in the angle space in the default galactocentric coordinate frame. We then transform the stream into the heliocentric coordinate system using Astropy (Astropy Collaboration et al. 2013, 2018, 2022). We fit a great circle through the stream and transform the data into the stream coordinate \((\phi_1, \phi_2)\), where \( \phi_1 \) is the direction along the stream and the spread in \( \phi_2 \) measures its thickness. The proper motions are solar reflex-corrected. Figure 12 shows the simulated stream in the stream coordinate. In the top panel, the stream stars are binned along \( \phi_1 \). The direction of the mean velocity in each bin is shown by the red arrow (normalized). In the bottom panel, we compute the offset angle \( \eta \) between all the red arrows and the \( \phi_1 \) axis (defined by \( \phi_2 = 0^\circ \)) and we plot them against the bin centers along \( \phi_1 \). Overall, we find that the simulated stream does not suffer from stream velocity misalignment, with \( \eta < 3^\circ \) in all bins. This is suggestive that the degree of stream track-velocity misalignment can be used to predict how well our method will perform, with the best results coming from streams that exhibit minimal misalignment.

In this manuscript, we revisit the method of constraining the Galactic potential using tidal streams in angle and frequency space first introduced in Sanders & Binney (2013b). Under the correct potential, we expect the slopes of the lines in angle and frequency space to best match up as the stream should grow in the direction parallel to \( e_1 \), a principal eigenvector of the Hessian with the largest eigenvalue, in both angle and frequency. Sanders & Binney (2013b) tests this method on a simulation of a cold, thin stream evolving under an external static MW potential of logarithmic form with 2 free parameters. They show that they can correctly recover the true parameters with this method. However, the real MW potential is a complex, clumpy, and time-evolving potential. The real streams evolving inside the MW are susceptible to satellite and dark subhalo interactions, non-adiabatic evolution, and resonant trapping, producing observational features like spurs, gaps, and bifurcations (e.g. Carlberg & Grillmair 2013; Pearson et al. 2017; Bonaca et al. 2019; Yavetz et al. 2021). These can cause the behavior of the real streams to deviate from the theoretical expectations, especially in the action-angle framework (Helmi & White 1999; Tremaine 1999). We thought this method should be tested under a more realistic setup.

We extend this method and test it on a simulated (from the full cosmological simulation of galaxy formation) and real dwarf galaxy stream. Because of the difficulty of expressing the realistic MW potential in the analytical form, our goal is to constrain the tilt of the DM halo (specifically by constraining the location of the minor axis) by assuming oblate axisymmetric potentials. We define the goodness-of-fit parameter to be the slope difference \( \Delta \) described by Equation 6. The followings are the key results from this manuscript.

1. Assuming a low-order axisymmetric multipole potential, we show that a hot and diffuse dwarf galaxy stream simulated under a realistic environment of the full cosmological simulation still behaves according to the theoretical expectations in the action-angle framework. We successfully \( \text{un} \text{wrap} \) the long, convoluted stream in Figure 3. Moreover, a stream in angle and frequency space is less sensitive to the overall shape of the potential but more sensitive to the symmetry axis (from the results shown in §3).

2. Using the simulated stream with error-free measurements and a quiet host galaxy, we can successfully recover the minor axis location of the DM halo at the distance scales similar to the distances of the stream stars.

3. Using the Sgr stream’s leading arm, we put weak constraints on the halo flattening parameter \( q \sim 0.7 - 0.9 \) and its minor axis location \((\ell, b) = (\ldots\ldots\ldots)\).
(42°, 48°). Our minor axis constraint is inconsistent with estimates from other work. We argue that the inconsistency may arise from each method probing the MW’s DM halo at different radial scales, the observational uncertainties, and the LMC’s perturbations.

In future work, it is possible to study the effect of orbital phases on our predictions by applying the method to different sections of the stream. With the current star particle resolution of cosmological simulations, the 500 particles required for the method translate to ∼ 2π span in θ. Forthcoming suites of cosmological simulations (e.g. Triple Latte FIRE project) have ∼ 10 times better particle resolution, which will not only allow for analyzing the stream by orbital phases but also probing lower-mass streams with stellar masses below ∼ 10^7 M_⊙. Moreover, in order to decouple the effects of the observational uncertainties from the LMC’s perturbations, a larger volume of data with lower uncertainties will be needed. Future surveys such as SDSS-V (Kollmeier et al. 2017), Rubin Observatory’s LSST (Ivezić et al. 2019), and the Nancy Grace Roman Space Telescope Spergel et al. (2013) as well as future data releases from the Gaia mission (Gaia Collaboration et al. 2016) will provide unprecedented observational sensitivity which will allow for a sample of streams with full 6-D information that is cleaner, more extensive and has smaller observational uncertainties. This will enable us to better understand the sources of the systematic uncertainties in our method and to apply the method to multiple MW streams that will give us a complete picture of the MW’s DM halo.
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The simulated data, including the simulated dwarf galaxy stream, the low-order multipole potential model, and the present-day snapshot, are publicly available as part of the public data release of the FIRE-2 cosmological zoom-in simulations of galaxy formation (Wetzel et al. 2022).
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