Ping Pong Motion Recognition based on Smart Watch
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Abstract. Smart watches have become one of the most representative devices in wearable devices because of their unique advantages such as integration, portability, reliability, stability, universality and low environmental dependence. At present, it is mainly used for the monitoring of health indicators such as human heart rate. Whole-body inertial sensing devices cannot meet the actual needs of the general public for virtual sports because of high prices and inconvenient wear. In this paper, a single piece smart watch is used to study the recognition of the most common actions in table tennis which is a kind of fast-moving sport and has many fans through an improved convolution neural network model. The final experimental results show that the recognition accuracy reaches 95.46%, which can basically meet the needs of amateurs' motionSports.
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1. Introduction

Ping-pong sports, as a kind of enthusiastic ball game, is popular in some countries because of its simple site requirements. However, table tennis requires long-term effective training to achieve sports stereotypes, so as to better control the table tennis with the body. At present, only a handful of professional athletes can master these skills. It is difficult for ordinary people (even some ordinary athletes) to master it. This is not conducive to the promotion of the sport as a global project. In addition, virtual table tennis is not only more interesting than the actual table tennis in some aspects, but also can become a popular platform for real-time communication. The accurate recognition of the important movements of the table tennis in a convenient situation is the key to achieving the popularity of its auxiliary training and the somatosensory games of it.

In current research on motion recognition, there are two main directions: vision based [1-2] and sensor based [3-4]. Vision-based motion recognition technology has many limitations and shortcomings: a) High requirements on the accuracy of the equipment and the fixed position of the equipment cannot be used flexibly, and it is affected by light; b) The scope of perception is limited. It needs to be detected at a specific angle and within a certain distance. Inertial sensors, especially integrated wearable micro inertial sensors, have the advantages of small size, high precision, low energy consumption, and low environmental dependence, which can effectively compensate for the lack of visual recognition technology. It has been widely used in various fields such as competitive sports [5-6], rehabilitation treatment [7-8] and somatosensory games [9]. In this paper, we recognize the main ping-pong movements through nine-axis inertial sensors (accelerometers, gyroscopes, and magnetic field sensors) integrated in smart watches, which is universal and convenient and can achieve high recognition accuracy.

In order to achieve a more harmonious computing environment, an effective computing model is very necessary. Article [10] presents a tensor-based cloud-edge computing framework for providing CPSS services. In the field of behavior recognition, many scholars have done relevant research, such as the article [11] proposed an algorithm which is based on a numerical statistical analysis technique called n-mode analysis. As an efficient deep learning model, Convolutional Neural Network (CNN) can effectively extract the depth features of data and it has achieved good results in many aspects [12-13]. Many researchers have already proposed improved algorithms for CNN [14-15]. We try to recognize the ping-pong action through a specially designed dropout convolutional neural network model and make some analysis of the results. The experiments show that it has a good effect on inertial sensor-based action recognition. The experimental process is shown in Figure 1.
2. Data Collecting and Processing

2.1 Data Collecting

The data acquisition device we used is HUAWEI WATCH 2 smart watch, which has various sensors such as acceleration, gyro, magnetic field sensing, heart rate, pneumatic pressure, CAP capacitance, ALS/ambient light sensing, and positioning system. Acceleration, angular velocity and magnetic field intensity are used in this paper, and their corresponding units are $m/s^2$, $Radian/s$, and $\mu T$. For each sensor, we obtain data in the direction of the three axes of X, Y, and Z, and the directions of the three sensor axes are the same.

The process is as follows: First, we developed an android wear application to acquire real-time data of acceleration, angular velocity and magnetic field strength on smart watch at a frequency of 50 Hz, and we transmitted them to a mobile phone via Bluetooth. Then, the data is received through an android application on the mobile phone, and at the same time they are forwarded to a PC via WiFi. Finally, the data is received and stored on the PC by a specific Java server program. As shown in Figure 2.

In the experiment, we asked the participants to wear a smart watch and complete eight basic actions of table tennis, and we trained all participants before the experiment. The actions to be recognized are: Forehand Attack, Forehand Drive, Forehand Chop, Forehand Pick, Backhand Dial, Backhand Drive, Backhand Chop, Backhand Twist. We collected data from 12 college volunteers aged 18-28, including 6 males and 6 females. A total of 2,275 valid samples were collected, of which 1,147 were male and 1,128 were female. Each action and the corresponding number of samples are shown in Table 1.

2.2 Action Signal Detection

The first step of recognition is to segment the action signal accurately. In the period of no motion, the signal is stable and has a small variance, and within the action interval, the signal fluctuates greatly.
and has a large local variance. Therefore, we can set a sliding time window \( w \) to detect and divide the action signal data by controlling the variance within the window. The specific process is: First, we calculate the variance of each axis for each sensor data in the window, and then compare the sum of each axis's variance for each sensor with the set threshold. When they satisfy the constraint at the same time, we judge it as the window containing the action signal segment, where the overlap size is \( w/3 \).

After preprocessing the data, we labeled 2275 action data with eight corresponding actions (as shown in Table 1). We integrate the actions with the corresponding labels, and store them according to different actions, different individuals, and different organizational forms used by the model. Finally, the corresponding data files are called separately during the deep learning model training.

Table 1. Action name and corresponding label number

| Action Name of Table Tennis | label number |
|-----------------------------|--------------|
| Forehand Attack             | 1            |
| Forehand Drive              | 2            |
| Forehand Chop               | 3            |
| Forehand Pick               | 4            |
| Backhand Dial               | 5            |
| Backhand Drive              | 6            |
| Backhand Chop               | 7            |
| Backhand Twist              | 8            |

3. Recognition Model

There are many methods of action recognition, such as decision trees, Bayesian methods, Nearest Neighbor, Support Vector Machines, and Neural Networks [16], et al. Relevant research shows that the recognition method based on deep learning has a good effect [17-18], and they have a wide range of applications in the field of computer vision. In this paper, the convolutional neural network model is used to identify and analyze the ping-pong action based on inertial sensing data.

The convolutional neural network can automatically learn data features through multi-layer non-linear transformations, and has strong expressive ability and learning ability. In article [19-22], convolution neural network is used to extract features. CNN has the characteristics of local connection, weight sharing and pooling operation, which can effectively reduce the network complexity and make it easy to train and optimize. It is widely used in image recognition and speech recognition. The structure of convolutional neural network used in this paper is shown in Figure 3.

![Fig. 3 Network structure.](image-url)
where $C_1$ and $C_2$ are convolutional layers; $S_1$ and $S_2$ are down sampling layers; $F_1$ and $F_2$ are fully connected layers.

Input layer is the original data of the action signal segment $X = (x_1, x_2, ..., x_n)$; $n$ is the number of input samples. The formula for convolutional layer is

$$x'_j = f\left(\sum_{i \in M_j} x_{i-1} * k_{ij} + b'_j\right) \quad (1)$$

where $x'_j$ represents the $j_{th}$ feature map of the $l_{th}$ layer; $M_j$ is the set of input feature maps; $k_{ij}$ is the $j_{th}$ convolution kernel of layer $l$; $b'_j$ is the bias; $f(\cdot)$ is the activation function. In this paper, ReLU (Rectified linear unit) [23] function is used as the activation function (Formula 2).

$$f(x) = \max(0, x) \quad (2)$$

Down sampling layer follows the convolutional layer and corresponds to the feature map in previous layer, with spatially invariant features [24]. The formula is

$$x'_j = f(w'_j \downarrow(x_{i-1}) + b'_j) \quad (3)$$

where, $w'_j$ is the weight; $b'_j$ is the bias; $\downarrow(\cdot)$ is the downsampling function.

After two convolutional-pooling layers, two fully connected layers are connected, each neuron of which is connected to all neurons in previous layer. The fully connected layer can integrate the local information with class discrimination among convolutional layer or pooling layer [25]. The activation function is still the ReLU function. Finally, at output layer, the sample is classified by a SoftMax function.

We provide the processed raw data described in Section 3 directly to the model for training, which does not require manually extract the features of the signal. The experimental results show that for the three kinds of inertial sensing data used in this paper, CNN can effectively extract the motion signal features and achieve high recognition accuracy.

4. Experiments and Analysis

In order to explore the recognition effect of ping-pong action when the sensors are combined, in the case of a single sensor, two sensor combinations, and three sensors used simultaneously, we performed a series of comparative experiments. We randomly selected 475 samples for testing and the remaining 1800 samples for training. In the experiment, we set the batch size to 50 and the number of iterations to 200.

4.1 Recognition of the Three Sensors

(1) A Single Sensor

First of all, we separately train and test the triaxial data of accelerometer, gyroscope and magnetometer. The accuracy of recognition varies with the number of iterations as shown in Figure 4.
As can be seen from Fig. 9, in the process of training for using three sensor data separately, the recognition accuracy rate becomes higher and higher with the number of iterations and tends to be stable after 200 iterations. The accuracy of accelerometer, gyroscope and magnetometer reached 75.32%, 80.38% and 71.73% finally.

(2) Two Combined Sensors

Next, we explored the recognition effect when combining two sensors. We combine two of the accelerometer data, gyroscope data, and magnetic field sensor data, and then train and test them. The accuracy of recognition varies with the number of iterations as shown in Figure 5.

As can be seen from Fig. 10, during the training process, the combination of acceleration-magnetic field works best, achieving an accuracy of 93.25% after 200 iterations. The accuracy of other two combinations (acceleration-angular velocity, angular velocity-magnetic field) reached 85.44% and 84.60% respectively. Overall, the combined recognition of the two sensors is superior to that of a single sensor.
Finally, we experimented with the comprehensive utilization of the three-sensor data, and finally reached an accuracy rate of 96.62% (Figure 6). It can be seen that the combined use of the three sensors has the best recognition effect compared to the case where a single sensor and the combination of two sensors.

![Fig. 6 Experimenting with the combination of three sensors](image)

### 4.2 Comprehensive Comparison

In order to avoid the occasionality during the experiment, we did twelve experiments for each case of 5.1-5.3, so that we can observe the experimental results more accurately and objectively. The accuracy of recognition for all experiments are shown in Table 2.

| Experiment number | Acc   | Ang   | Mag   | Acc_ang | Acc_mag | Ang_mag | Acc_ang_mag |
|-------------------|-------|-------|-------|---------|---------|---------|-------------|
| 1                 | 0.7806| 0.8059| 0.7658| 0.8924  | 0.9367  | 0.8797  | 0.9726      |
| 2                 | 0.7722| 0.8312| 0.7975| 0.8565  | 0.9515  | 0.8523  | 0.9367      |
| 3                 | 0.7384| 0.7785| 0.8186| 0.8565  | 0.8966  | 0.8460  | 0.9409      |
| 4                 | 0.7532| 0.7743| 0.7785| 0.9093  | 0.8987  | 0.8713  | 0.9515      |
| 5                 | 0.7679| 0.8270| 0.7954| 0.8671  | 0.9241  | 0.8249  | 0.9662      |
| 6                 | 0.7574| 0.7932| 0.8101| 0.8544  | 0.9008  | 0.8671  | 0.9620      |
| 7                 | 0.7447| 0.7869| 0.7890| 0.8797  | 0.9156  | 0.8861  | 0.9473      |
| 8                 | 0.7869| 0.7785| 0.7173| 0.8671  | 0.9072  | 0.8734  | 0.9620      |
| 9                 | 0.7574| 0.8038| 0.7321| 0.8924  | 0.8924  | 0.8544  | 0.9451      |
| 10                | 0.7637| 0.8228| 0.7869| 0.8776  | 0.9325  | 0.8629  | 0.9599      |
| 11                | 0.7511| 0.8207| 0.7869| 0.8397  | 0.9177  | 0.8840  | 0.9599      |
| 12                | 0.7468| 0.8207| 0.7342| 0.8987  | 0.9325  | 0.8565  | 0.9515      |

It can be seen that the effect of recognition is different for different sensor combinations and different ways of data organization. Even using the same sensor and under the same data-organization way, the results are not the same when we repeat the experiment. For more objective, more accurate and more direct comparison result, after removing the maximum and minimum values, we calculated the average accuracy in each case and listed them in Table 3.

| Sensor | Acc   | Ang   | Mag   | Acc_ang | Acc_mag | Ang_mag | Acc_ang_mag |
|--------|-------|-------|-------|---------|---------|---------|-------------|
| Accuracy | 0.7595| 0.8038| 0.7776| 0.8742  | 0.9162  | 0.8648  | 0.9546      |
In the case of a single sensor, the recognition accuracy of the gyroscope data is slightly higher than the other two sensors. In the combination of two sensors, the combination of acceleration data and magnetic field data is the best, achieving an accuracy of 86.48%. In all cases, the best is the comprehensive use of three sensors, including acceleration, angular velocity and geomagnetic sensing, with a total of nine axes of data. Its average recognition accuracy rate reaches 95.46%. On the whole, the greater the number of sensors, the better the recognition effect. When using three sensors together, the performance is best, and the accuracy rate is more than 90%.

5. Conclusions and Future Work

With the development of wearable inertial sensing devices, pattern recognition based on inertial sensors has been studied in various fields and it has gradually become a hot research direction. Some researchers have also used inertial sensors in combination with other types of sensors and have achieved good results in their experiments [26-28]. In this paper, we use the inertial sensing data of smart watch to recognize some important table tennis actions and we did a series of comparative experiments in the case of different sensor combinations and different forms of data organization. Finally, we tested a single experimental individual data and achieved good recognition results. We analyzed all the experimental results and reached the corresponding conclusions.

In addition, we also have some deficiencies in the experimental design and experimental process: a) The individual's actions are not standard enough, and there are obvious differences in individual action features; b) The collected acceleration data contains gravity, which may affect the recognition performance; c) The amount of data is not enough. We collected a total of 12 subjects and could not effectively test the deep differences in action features between individuals.

In future work, we will study action recognition and human behavior feature mining based on inertial sensors more deeply. On the one hand, we will improve the accuracy of data, increase the amount of data collection, and use relevant theories to make more reasonable planning of data sets; On the other hand, we will optimize the recognition model and make exploration and comparison of relevant theories in-depth.
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