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ABSTRACT. This article deals with a mass conservation reaction-diffusion system. As a model for studying cell polarity, we are interested in the existence of spike solutions and some properties related to its dynamics. Variational arguments will be employed to investigate the existence questions. The profile of a spike solution looks like a standing pulse. In addition, the motion of such spikes in heterogeneous media will be derived.

1. Introduction. Consider the following reaction-diffusion system:

\[ \frac{\partial u_1}{\partial t} = d \Delta u_1 + f(u_1, u_2), \quad (1.1) \]
\[ \frac{\partial u_2}{\partial t} = \Delta u_2 - f(u_1, u_2), \quad (1.2) \]

\[ u_1(x + e_i, t) = u_1(x, t), \quad u_2(x + e_i, t) = u_2(x, t), \quad (1.3) \]
\[ u_1(x, 0) = \psi_1(x), \quad u_2(x, 0) = \psi_2(x). \quad (1.4) \]

Here \( \{e_i \mid i = 1, 2, ..., N\} \) is the standard basis of \( \mathbb{R}^N \). System (1.1)-(1.2) has been proposed as a mathematical model that account for gradient sensing and signal amplification in cell polarity. Since the case \( d = 1 \) is not under consideration, without loss of generality it is assumed that \( 0 < d < 1 \).

Observe that adding (1.1) to (1.2) yields

\[ \frac{\partial u_1}{\partial t} + \frac{\partial u_2}{\partial t} = d \Delta u_1 + \Delta u_2, \quad (1.5) \]

thus for any solution \((u_1(x, t), u_2(x, t))\) of (1.1)-(1.4), the total mass

\[ \int_{\Omega} u_1(x, t) + u_2(x, t) \, dx \quad (1.6) \]
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is conserved in all the time. As pointed out in literature [16, 18, 23], a mass conserved reaction-diffusion system is one of the fundamental principles of cell polarity.

A stationary solution \((\hat{u}_1(x), \hat{u}_2(x))\) of (1.1)-(1.3) satisfies
\[
\hat{u}_1(x + e_i) = \hat{u}_1(x), \quad \hat{u}_2(x + e_i) = \hat{u}_2(x).
\tag{1.7}
\]

From a simple observation, \((\hat{u}_1 + \hat{u}_2)\) is a bounded harmonic function on \(\mathbb{R}^N\). Then the Liouville’s Theorem shows that \(\hat{u}_1 + \hat{u}_2 = c\) for some \(c \in \mathbb{R}\). Thus we are led to studying
\[
-d\Delta u = f(u, c - du),
\]
\[
u(x + e_i) = u(x), \quad i = 1, 2, ..., N.
\tag{1.9}
\]

If \(u\) is a non-constant solution of (1.8)-(1.9), setting \((\hat{u}_1, \hat{u}_2) = (u, c - du)\) yields a non-constant stationary solution of (1.1)-(1.3).

Motivated by [21, 25, 22] and cell biology, we are interested in localized patterns in mass conserved reaction-diffusion system. Variational methods will be employed to obtain non-constant stationary solutions of (1.1)-(1.3), as stated in the following theorem.

**Theorem 1.1.** There is a \(d^* > 0\) such that if \(d < d^*\) then (1.1)-(1.3) possesses infinite number of non-constant stationary solutions.

As to capture an interesting phenomena in the cellular process, the generation of spike solutions has attracted a great deal of attention. For the FitzHugh-Nagumo equations, a spike solution has been obtained [2, 5, 6, 11, 25] by showing the existence of standing pulse solutions. The related stability questions were investigated in [10], using the Maslov index [8]. Such localized patterns [9, 13, 27] and waves [3, 4, 29] often result from a balance between dispersion and nonlinearity. For the existence of spike solutions of (1.8)-(1.9), the following result will be established.

**Theorem 1.2.** If \(d\) is sufficiently small, there exist infinite number of spike solutions.

In Section 2 we start with the variational framework to employ the Mountain Pass Theorem. It will be shown Section 3 that if \(d\) is small, the critical points obtained by the Mountain Pass Theorem are non-constant stationary solutions. A further analysis in Section 4 shows that the profile of such a stationary solution possesses one spike. Moreover, it is known [17] that for certain types of \(f\), the existence of a Lyapunov functional for the flow \((u_1(x, t), u_2(x, t))\) generated by (1.1)-(1.3) and we brief discuss the Lyapunov stability in Section 5. Heterogeneity is the most important and ubiquitous type of external perturbation observed in natural environments. When a reaction-diffusion system is perturbed by some small heterogeneity, some new interesting phenomena [7, 28] have been observed. With zero being an eigenvalue due to the translation free mode by periodic boundary conditions [12], we study the associated eigenfunctions for the linearization and the adjoint operator in Section 6. Such eigenfunctions play important roles in studying the motion of spike in heterogeneous media, as to be demonstrated in Section 7.

2. **Variational framework for stationary solutions.** In this section variational methods will be used to show the existence of stationary solutions \((u_1(x), u_2(x))\) of (1.1)-(1.3). As to study a model related to cell polarity, we focus on some examples for \(N = 2, 3\), while most of arguments can be applied to the case in other dimensions.
Setting $f_c(u) = f(u, c - du)$, we seek the solutions of the elliptic boundary value problem

\begin{align}
-d\Delta u &= f_c(u), \\
 u(x + e_i) &= u(x), \quad i = 1, 2, ..., N.
\end{align}

(2.1) (2.2)

It is assumed that

(f1) There exist $\xi_0 \leq 0 < \xi_+$ such that $f_c(\xi_0) = f_c(\xi_+) = 0$.
(f2) $f'_c(\xi_0) < 0$ and $f'_c(\xi_+) > 0$.
(f3) $f''_c(\xi) > 0$ if $\xi > \xi_+$ and $\int_{\xi_0}^{\xi} f_c(s)ds > 0$ for some $\xi > \xi_+$.

In what follows we take $\Omega = (-\frac{1}{2}, \frac{1}{2})^N$. For fixed $c$, we define $F_c(\xi) = \int_{\xi_0}^{\xi} f_c(s)ds$ if $\xi > \xi_0$, and it is identically to zero otherwise. Consider

$$J_c(u) = \int_{\Omega} \frac{1}{2} |\nabla u|^2 - F_c(u^+)dx.$$  (2.3)

This functional is defined on the Hilbert space

$$E = \{u \in H^1_{loc}(\mathbb{R}^N)||u(x + e_i) = u(x)|| \quad i = 1, 2, ..., N\}$$

equipped with the norm

$$\|u\| = [\int_{\Omega} (|\nabla u|^2 + u^2)dx]^{\frac{1}{2}}.$$

We will employ the critical point theory [24] to investigate the critical points of $J$ to obtain the non-constant solutions of (2.1)-(2.2). There are many functions satisfy the conditions (f1)-(f4). For instance, $f(u_1, u_2) = -u_1 + u_1^3 + u_2^3$ and $f(u_1, u_2) = (u_1 + u_2)^3 - u_1$. It is not difficult to check the following properties hold.

(i) If $u \in E$ and $u^+$ is not zero almost everywhere, then $\lim_{t \to \infty} J_0(tu) = -\infty$.
(ii) For any given small $|c|$, there is a $\theta \in (0, \frac{1}{2})$ such that $\theta f_c(u)u - F_c(u)$ is bounded below on $\mathbb{R}$.
(iii) There is a $\delta > 0$ and a $r > 0$ such that $\inf_{u \in E, \|u\| = r} J_0(u) \geq \delta$.
(iv) $J_c(u)$ converges uniformly to $J_0(u)$ on any given bounded subset of $E$ as $c \to 0$.

A well-known critical point theory is the Mountain Pass Theorem [1]. In the next section we apply such a theorem to find non-constant stationary solutions of (1.1)-(1.3) when (i)-(iv) hold.

3. Existence of stationary solutions. Let $d^*$ be a small positive number and $d < d^*$. We now investigate the existence of solutions of

\begin{align}
-d\Delta w &= -w + w^3 + (c - dw)^3, \\
w(x + e_i) &= w(x), \quad i = 1, 2, ..., N.
\end{align}

(3.1) (3.2)

Such solutions are the critical points of $J_c$ defined by (2.3).

To simplify the presentation, we may consider $f(u_1, u_2) = -u_1 + u_1^3 + u_2^3$ to illustrate the essence of detailed arguments. With

$$f_c(u) = f(u, c - du) = -u + u^3 + (c - du)^3,$$

it is clear that $f_0$ has three roots, namely $-\frac{1}{\sqrt{1-\frac{c}{d}}}, 0$ and $\frac{1}{\sqrt{1-\frac{c}{d}}}$. We first consider the case $c = 0$.

**Lemma 3.1.** If $c = 0$ and $d^* < \frac{1}{200\sqrt{\pi}}$, then (3.1)-(3.2) has a non-constant solution $u_0$. 
Proof. Note that when $c = 0$, 

$$J_0(u) = \int_{\Omega} \left( \frac{d}{2} |\nabla u|^2 + \frac{1}{2} u^2 \right) - \frac{1}{4} d^3 u^4 \, dx$$

and $J_0(0) = 0$. The other constant solution is $\frac{1}{\sqrt{1 - d^3}}$.

By Sobolev imbedding theorem, there exists $k_0 > 0$ such that

$$\int_{\Omega} u^4 \, dx \leq k_0^4 \|u\|^4$$

(3.4)

if $u \in E$. Hence

$$J_0(u) = \int_{\Omega} \left( \frac{d}{2} |\nabla u|^2 + \frac{1}{2} u^2 \right) \, dxdy - \int_{\Omega} \frac{1}{4} (1 - d^3) u^4 \, dxdy,$$

(3.5)

$$\geq \frac{d}{2} \|u\|^2 - \frac{1}{4} k_0^4 \|u\|^4,$$

$$= \|u\|^2 \left( \frac{d}{2} - \frac{1}{4} k_0^4 \|u\|^2 \right),$$

from which we obtain

$$\inf_{\|u\|=\sqrt{\frac{d}{k_0^4}}} J_0(u) \geq \frac{d^2}{4k_0^4}.$$ (3.6)

Next we claim: there is an $\bar{e} \in E$ with $\|\bar{e}\| > \sqrt{\frac{d}{k_0^4}}$ and $J_0(\bar{e}) < 0$. Set

$$e(x_1, ..., x_N) = \left\{ \begin{array}{ll}
  x_1...x_N(x_1 - 1)...(x_N - 1), & x \in \Omega, \\
  0, & x \notin \Omega,
\end{array} \right.$$ (3.7)

and $e_d(x) = e\left(\frac{1}{\sqrt{d}}x\right)$. Straightforward calculation yields

$$J_0(se_d) < 0$$

if $s$ is large and

$$\max_{s \in [0, \infty)} J_0(se_d) = \frac{d^2 (10N + 1)^2}{4\sqrt{1 - d^3}} \left( \frac{7}{10} \right)^N.$$ (3.8)

Define

$$\beta_0 = \beta_0(d) = \inf_{\theta \in [0, 1]} \max_{\gamma \in C([0, 1]; E)} J_0(\gamma(\theta))|\gamma \in C([0, 1]; E), \gamma(0) = 0, \gamma(1) = se_d \}$$

with $s$ being sufficiently large. Applying the Mountain Pass Theorem yields a critical point $u_0$ of $J_0$ and

$$\beta_0 = J_0(u_0) \geq \frac{d^2}{4k_0^4} > 0.$$ (3.9)

Moreover (3.8) implies that

$$\beta_0 \leq \frac{d^2 (10N + 1)^2}{4\sqrt{1 - d^3}} \left( \frac{7}{10} \right)^N < J_0(\frac{1}{\sqrt{1 - d^3}}).$$ (3.10)

Hence $u_0$ is a non-constant solution.

\[ \square \]

Remark 1. (a) As an consequence of the Maximum Principle, $u_0 > 0$ on $\Omega$.

(b) It follows from (3.9) and (3.10) that $\beta_0 = O(d^{\frac{2}{5}})$ if $d$ is small.

Lemma 3.2. If $S = \{ u \in E | u \neq 0, J_0'(u)u = 0 \}$ then $\beta_0 = \inf_{u \in S} J_0(u)$. 
Proof. Set 

\[ \sigma = \inf_{u \in S} J_0(u). \]

It follows from Lemma 3.1 that 

\[ \sigma \leq \beta_0. \]

Next we show \( \sigma \geq \beta_0. \) Recall that 

\[ J_0(u) = \int_{\Omega} \left( \frac{d}{2} |\nabla u|^2 + \frac{1}{2} u^2 \right) dx - \int_{\Omega} \frac{1}{4} (1 - d^3) u^4 dx. \]

For any \( u \in S, \) it is easily check that 

\[ J_0(hu) \text{ is decreasing if } h > 1, \]

\[ \lim_{h \to \infty} J_0(hu) = -\infty \]

and 

\[ \max_{h \geq 0} J_0(hu) = J_0(u). \]

Moreover \( J_0(se_d) < 0 \) and \( J_0(hse_d) \) is decreasing for \( h \geq 1. \) Clearly 

\[ \lim_{h \to \infty} J_0(h[(1 - \theta)u + \theta se_d]) = -\infty \text{ uniformly on } \theta \in [0, 1]. \]

Hence there is a continuous path \( \gamma, \) starting with 0 and passing through \( u \) and ending at \( se_d, \) on which 

\[ \max_{0 \leq \theta \leq 1} J_0(\gamma(\theta)) = J_0(u) \]

holds. Now the proof is complete. \( \square \)

Next we turn to the case of \( c < 0. \)

Lemma 3.3. For \( d < d^* \), there is a \( c_\ast \in (-d, 0) \) such that, for \( c \in (c_\ast, 0], \) (3.1)-(3.2) has a non-constant solution \( u_c. \)

Proof. Observe that 

\[ |J_c(u) - J_0(u)| \leq |c|d^2k_0^3\|u\|^3 + \frac{c^4}{d} \]

(3.11) and 

\[ J_c(0) = \frac{c^4}{4d}. \]

Pick a \( c_\ast \in (-d, 0) \) with \( |c_\ast| \) being sufficiently small. It is easy to verify, for \( c \in (c_\ast, 0], \) that 

\[ J_c(0) < \frac{d^2}{16k_0^3} \]

\[ \inf_{\|u\|=\sqrt{\frac{d}{16k_0^3}}} J_c(u) \geq \frac{3d^2}{16k_0^3}. \]

(3.12) and \( \lim_{s \to \infty} J_c(se_d) = -\infty. \) Define 

\[ \beta_c = \inf \{ \max_{\gamma \in [0, 1]} J_c(\gamma(\theta)) | \gamma \in C([0, 1]; E), \gamma(0) = 0, \gamma(1) = se_d \} \]

with \( s \) being sufficiently large.

With \( J_c \) being a \( C^2 \) functional on \( E, \) applying the standard Deformation Lemma [24] yields a Palais-Smale sequence \( \{w_n\} \) in \( E \) such that as \( n \to \infty \)

\[ J_c(w_n) \to \beta_c, \]

(3.13)

\[ J'_c(w_n) \to 0 \text{ strongly in } E^{-1}, \]

(3.14)

where \( E^{-1} \) is the dual of \( E. \) Moreover by (3.12) 

\[ \frac{3d^2}{16k_0^3} \leq \beta_c \]

(3.15)
We claim: \{w_n\} is uniformly bounded in \(E\). Indeed for large \(n\), by (3.13) and (3.14)
\[
J_c(w_n) = \int_{\Omega} \left( \frac{d}{2} \nabla |w_n|^2 + \frac{1}{2} w_n^2 \right) dx + \int_{\Omega} \left[ -\frac{1}{4} |w_n|^4 + \frac{1}{4d} (c - dw_n)^4 \right] dx
= \beta_c + o(1)
\]
and
\[
J'(w_n)(w_n) = \int_{\Omega} \left( d \nabla |w_n|^2 + w_n^2 \right) dx + \int_{\Omega} \left[ \frac{1}{12} |w_n|^4 + \frac{1}{3} (c - dw_n)^3 w_n + \frac{1}{4d} (c - dw_n)^4 \right] dx
= \beta_c + o(1) - \frac{o(1)}{3} \|w_n\|.
\]
Note that
\[
\frac{1}{12} u^4 + \frac{1}{3} (c - du)^3 u + \frac{1}{4d} (c - du)^4 = \left( \frac{1}{12} - \frac{d^3}{12} \right) u^4 + \frac{e}{2} du^2 - \frac{2e^3}{3} u + \frac{e^4}{4d}.
\]
For any \(u(x) \in \mathbb{R}\),
\[
\frac{1}{12} u^4 + \frac{1}{3} (c - du)^3 u + \frac{1}{4d} (c - du)^4 + \frac{e^4}{4d} > 0. \quad (3.19)
\]
Thus combining (3.18) and (3.19) yields
\[
\frac{d}{6} \|w_n\|^2 + \frac{o(1)}{3} \|w_n\| \leq \beta_c + o(1) + \frac{e^4}{4d}. \quad (3.20)
\]
which implies that \(\{w_n\}\) is uniformly bounded in \(E\). Therefore along a subsequence \(w_n \rightharpoonup u_c\) weakly for some \(u_c \in E\) and \(w_n \rightarrow u_c\) almost everywhere on \(\Omega\) as \(n \rightarrow \infty\). Then (3.14) together with the Sobolev imbedding theorem gives
\[
J'(u_c)(\varphi) = 0.
\]
for every \(\varphi \in E\). Also, (3.16) and (3.17) imply
\[
J_c(w_n) - \frac{1}{2} J'(w_n)(w_n) = \int_{\Omega} \left( \frac{1}{4} u_n^4 + \frac{1}{4d} (c - dw_n)^4 + \frac{1}{2} (c - dw_n)^3 w_n \right) dx
= \beta_c + o(1) - \frac{o(1)}{2} \|w_n\|.
\]
This together with the Sobolev imbedding theorem gives
\[
J_c(u_c) = J_c(u_c) - \frac{1}{2} J'(u_c)(u_c)
= \int_{\Omega} \left( \frac{1}{4} u_c^4 + \frac{1}{4d} (c - du_c)^4 + \frac{1}{2} (c - du_c)^3 u_c \right) dx
= \beta_c.
\]
Next we claim that
\[
\beta_c \leq \beta_0 + M_0 |c| \quad (3.22)
\]
with $M_0$ being a constant depending on $d$ only. Note that there exists a $\gamma \in C([0,1]; E)$ such that $\gamma(0) = 0$, $u_0 \in \gamma([0,1])$ $J(\gamma(1)) < 0$ and $\max_{\theta \in [0,1]} J_0(\gamma(\theta)) = \beta_0$. This together with (3.11) completes the proof of (3.22). Since $J(u_c) = \beta_c = O(d)$, $u_c$ is a non-constant solution.

**Lemma 3.4.** For fixed $d \in (0, d^*)$,
\[
\lim_{c \to 0} \beta_c = \beta_0.
\]

**Proof.** By (3.22)
\[
\limsup_{c \to 0} \beta_c \leq \beta_0.
\]

Since
\[
J_c(u_c) - \frac{1}{3} J_c'(u_c)u_c = \frac{1}{6} \int_\Omega (d |\nabla u_c|^2 + u_c^4)dx + \int_\Omega \left[ \frac{1}{12} u_c^4 + \frac{1}{3}(c - du_c)^3 u_c + \frac{1}{4d} (c - du_c)^4 \right] dx = \beta_c
\]
and
\[
\frac{1}{12} u_c^4 + \frac{1}{3}(c - du)^3 u_c + \frac{1}{4d} (c - du)^4 + \frac{c^4}{36d} > 0,
\]
it follows from (3.15) and (3.22) that
\[
\frac{d}{6} \| u_c \|^2 \leq \beta_c + \frac{c^4}{36d},
\]
This together with (3.22) yields
\[
\frac{d}{6} \| u_c \|^2 \leq \beta_0 + M_0|c| + \frac{c^4}{36d}.
\]

Take a sequence $c_n \to 0$ as $n \to \infty$. By (3.26), the sequence $\{u_{c_n}\}$ is bounded in $E$. Hence along a subsequence $u_{c_n} \rightharpoonup w_0$ weakly for some $w_0 \in E$ and $u_{c_n} \to w_0$ almost everywhere on $\Omega$. Since
\[
J_{c_n}(u_{c_n})(\varphi) = \int_\Omega (\nabla u_{c_n} \cdot \nabla \varphi + u_{c_n} \varphi)dx + \int_\Omega [-u_{c_n}^3 \varphi - (c_n - du_{c_n})^3 \varphi]dx = 0
\]
for $\varphi \in E$, invoking the Sobolev imbedding theorem gives
\[
J_0'(w_0)(\varphi) = 0.
\]
Since
\[
J_c(u_c) - \frac{1}{2} J_c'(u_c)u_c = \int_\Omega \left[ \frac{1}{2} u_c^2 + \frac{1}{2}(c - du_c)^3 u_c + \frac{1}{4d} (c - du_c)^4 \right] dx = \beta_c \geq \frac{M_0}{16k_3^3}.
\]
Applying the Sobolev imbedding theorem gives
\[
\beta_{c_n} = J_{c_n}(u_{c_n}) \to J_0(w_0),
\]
\[
J_0(w_0) = J_0(w_0) - \frac{1}{2} J_0'(w_0)(w_0) = \frac{1}{4} (1 - \delta_3) \int_\Omega w_0^4 dx \geq \frac{3d^2}{16k_3^3}.
\]
Since $w_0 \in S$, it follows from Lemma 3.2 that
\[
\lim_{n \to \infty} \beta_{c_n} = J_0(w_0) \geq \beta_0.
\]
In fact, the above proof shows that (3.30) holds for any sequence $c_n \to 0$. Thus the proof is complete.

Let
\[
A_c = \{ w \in E | J_c(w) = \beta_c, J_c'(w) = 0 \text{ in } E^{-1} \}.
\]
Lemma 3.5. \( \lim_{c \to 0} \sup_{w \in A_c} \left( \inf_{v \in A_0} \|w - v\| \right) = 0. \)

Proof. Suppose \( u \in A_c \) then

\[
\beta_c = \frac{1}{2} J_c(u) \geq \frac{1}{2} J_c'(u)(u)
\]

\[
= \frac{1}{6} \int_{\Omega} (d|\nabla u|^2 + u^2)dx + \int_{\Omega} \left[ \frac{1}{12} u^4 + \frac{1}{3} (c - du)^3u + \frac{1}{4d}(c - du)^4 \right] dx.
\]

The same argument as in (3.20) shows that the set \( \cup_{0 < |c| < c^*} A_c \) is uniformly bounded in \( E \). For each \( c > 0 \), pick a \( w_c \in A_c \). Now consider a sequence \( \{w_{cn}\} \) with \( c_n \to 0 \) as \( n \to \infty \). Then along a subsequence, \( w_{cn} \rightharpoonup w_0 \) weakly for some \( w_0 \in E \) and \( w_{cn} \to w_0 \) almost everywhere on \( \Omega \). This together with Sobolev imbedding theorem implies

\[
J_0'(w_0)(\varphi) = 0
\]

for \( \varphi \in E \). Moreover,

\[
\frac{3d^2}{16k_0^2} \leq J_0(w_0) - \frac{1}{2} J_c'(w_0)(w_0) = \frac{1}{4} (1 - d^3) \int_{\Omega} w_0^3 dx.
\]

It follows from Lemma 3.2 and the Sobolev imbedding theorem that

\[
J_0(w_0) \geq \beta_0 \tag{3.31}
\]

and

\[
J_{cn}(w_{cn}) \to J_0(w_0) \tag{3.32}
\]

as \( n \to \infty \). This together with Lemma 3.4 yields

\[
J_0(w_0) = \beta_0.
\]

Observe that

\[
\beta_{cn} = J_{cn}(w_{cn}) - \frac{1}{4} J_{cn}'(w_{cn})w_{cn}
\]

\[
= \frac{1}{4} \int_{\Omega} (d|\nabla w_{cn}|^2 + w_{cn}^2)dx + \frac{c}{4d} \int_{\Omega} (c - d w_{cn})^3 dx.
\]

Likewise

\[
\beta_0 = \frac{1}{4} \int_{\Omega} (d|\nabla w_0|^2 + w_0^2)dx.
\]

Then Lemma 3.4 implies

\[
\frac{1}{4} \|w_{cn}\|^2 \to \frac{1}{4} \|w_0\|^2 \tag{3.33}
\]

as \( n \to \infty \). Together with \( w_{cn} \rightharpoonup w_0 \) weakly in \( E \), we conclude that

\[
\|w_{cn} - w_0\| \to 0 \quad \text{as} \quad n \to \infty. \tag{3.34}
\]

Since the above proof shows that (3.34) holds for any sequence \( c_n \to 0 \). The proof is complete.

Remark 2. The case \( c > 0 \) can be treated similarly, we do not give the detail of the proof.

From Lemma 3.1, Lemma 3.3 and Remark 2, the proof of Theorem 1.1 is complete.
4. Spike solutions. We now investigate the profile of $u_0$ obtained by Lemma 3.1. The function $u_0$ depends on the value of $d$. Set $v(x) = u_0(d \frac{x}{N})$ and $\Omega_d = \{x | d \frac{x}{N} \in \Omega\}$. Straight forward calculation gives

$$\int_{\Omega_d} v(x)^4 dx = \frac{1}{d} \int_{\Omega} u_0^4 dx,$$

$$\int_{\Omega_d} v(x)^2 dx = \frac{1}{d} \int_{\Omega} u_0^2 dx$$

and

$$\int_{\Omega_d} |\nabla v|^2 dx = \int_{\Omega} |\nabla u_0|^2 dx.$$

Then

$$\frac{1}{d} J_0(u_0) = \int_{\Omega_d} \frac{1}{2} (|\nabla v|^2 + v^2) - \frac{(1 - d^4)}{4} v^4 dx$$

and

$$\frac{1 - d^3}{d} \beta_0(d) = \int_{\Omega_d} \frac{1}{2} (|\nabla \hat{v}|^2 + \hat{v}^2) - \frac{1}{4} \hat{v}^4 dx,$$  \hspace{1cm} (4.1)

if

$$\hat{v}(x) = \sqrt{1 - d^3} v(x) = \sqrt{1 - d^3 u_0(d \frac{x}{N})}.$$  \hspace{1cm} (4.2)

In (4.2), $\hat{v}$, $v$ and $u_0$ are functions depending on $d$. In what follows, we take $d_n = \frac{1}{n}$, $n \in \mathbb{N}$, and denote $\Omega_{\frac{1}{n}}$ by $\Omega(n)$. We replace $\hat{v}$ by $v_n$ to clarify its dependence on $d$. Moreover by taking translation if necessary, we always assume that

$$\int_{\Omega} v_n^2 dx = \max_{z \in \mathbb{Z}^N} \int_{z + \Omega} v_n^2 dx,$$  \hspace{1cm} (4.3)

where $z \in \mathbb{Z}^N$, a lattice point of $\mathbb{R}^N$. Set

$$\alpha(v_n) = \int_{\Omega} v_n^2 dx.$$  \hspace{1cm} (4.4)

It has been shown that the positive solution of

$$\begin{cases} 
- \Delta g + g = g^3, \\
g \in H^1(\mathbb{R}^N). 
\end{cases}$$  \hspace{1cm} (4.5)

is a radially symmetric and it is unique up to translation. We may assume that $g$ is radially symmetric at the origin. Then

$$g(0) = \max_{x \in \mathbb{R}^N} g(x).$$  \hspace{1cm} (4.6)

Let

$$\sigma_g = \int_{\mathbb{R}^N} \frac{1}{2} (|\nabla g|^2 + g^2) - \frac{1}{4} g^4 dx.$$  \hspace{1cm} (4.7)

It is known that $g(|x|)$ is a decreasing function with exponentially decaying as $|x| \to \infty$.

Let $E_n = \{u \in H^1_{loc}(\mathbb{R}^N) | u(x + ne_i) = u(x) \text{ for } i = 1, 2, ..., N\}$.

**Lemma 4.1.** Given $\varepsilon > 0$, there is a $\delta > 0$ such that if $\frac{1}{n} < \delta$ and $u_0 \in A_0$ then

$$\|v_n - g\|_{E_n} < \varepsilon.$$  \hspace{1cm} (4.8)
Proof. Let
\[ Q(v_n) = \frac{1}{2} \int_{\Omega(n)} (|\nabla v_n|^2 + v_n^2)dx - \frac{1}{4} \int_{\Omega(n)} v_n^4dx. \]

By (4.1)
\[ Q(v_n) = \frac{1 - d_n^3}{d_n} \beta_0(d_n) \tag{4.9} \]
and
\[ Q'(v_n)v_n = \int_{\Omega(n)} (|\nabla v_n|^2 + v_n^2)dx - \int_{\Omega(n)} v_n^4dx = 0. \tag{4.10} \]

Combining (4.9) and (4.10) gives
\[ Q(v_n) - \frac{1}{4} Q'(v_n)(v_n) = \frac{1}{4} \int_{\Omega(n)} (|\nabla v_n|^2 + v_n^2)dx = \frac{1 - d_n^3}{d_n} \beta_0(d_n), \tag{4.11} \]
\[ Q(v_n) - \frac{1}{2} Q'(v_n)(v_n) = \frac{1}{4} \int_{\Omega(n)} v_n^4dx = \frac{1 - d_n^3}{d_n} \beta_0(d_n). \tag{4.12} \]

Note that a slightly modified version of the proof of Lemma 3.2 shows that
\[ \limsup_{n \to \infty} \frac{1 - d_n^3}{d_n} \beta_0(d_n) \leq \sigma_g. \tag{4.13} \]

We claim there is a \( C_0 > 0 \) such that
\[ \alpha(v_n) \geq \frac{C_0}{\sigma_g} \tag{4.14} \]
if \( n \) is large enough. Indeed applying the Holder Inequality and Solovol imbedding theorem, there is a \( C_1 > 0 \) such that
\[ \int_{z + \Omega} v_n^4dx \leq \left( \int_{z + \Omega} v_n^2dx \right)^{\frac{1}{2}} \left( \int_{z + \Omega} v_n^6dx \right)^{\frac{1}{2}}. \tag{4.15} \]

It follows from (4.11), (4.12) and (4.15) that
\[ \frac{1 - d_n^3}{d_n} \beta_0(d_n) = \frac{1}{4} \int_{\Omega(n)} v_n^4dx \leq \frac{1}{4} \sum_{z \in \mathbb{Z}^N \cap \Omega(n)} \int_{z + \Omega} v_n^4dx \leq C_1 (\alpha(v_n))^\frac{3}{2} \|v_n\|_{E_n}^3; \tag{4.16} \]
that is,
\[ \frac{1 - d_n^3}{d_n} \beta_0(d_n) \leq C_1 (\alpha(v_n))^\frac{3}{2} \left( \frac{1 - d_n^3}{d_n} \beta_0(d_n) \right)^\frac{3}{2}. \]

This together with (4.13) gives
\[ (\sigma_g)^{-1} \leq \left( \frac{1 - d_n^3}{d_n} \beta_0(d_n) \right)^{-1} \leq C_1^2 \alpha(v_n), \tag{4.17} \]
which completes the proof of (4.14).

Next we show that
\[ \liminf_{n \to \infty} \frac{1 - d_n^3}{d_n} \beta_0(d_n) \geq \sigma_g. \tag{4.18} \]

By (4.11) and (4.13), the sequence \( \{\|v_n\|_{E_n}|n \in \mathbb{N}\} \) is bounded. Hence along a subsequence \( v_n \) converges weakly to \( g \) and \( v_n \to g \) pointwise on \( \mathbb{R}^N \). Moreover for \( \varphi \in C_0^1(\mathbb{R}^N) \),
\[ \int_{\mathbb{R}^N} (\nabla v_n \cdot \nabla \varphi + v_n \varphi)dx \to \int_{\mathbb{R}^N} (\nabla g \cdot \nabla \varphi + g \varphi)dx \tag{4.19} \]
as \( n \to \infty \). Together with (4.12) and Fatou’s Lemma yields
\[
\liminf_{n \to \infty} \frac{1 - d_n^3}{d_n} \beta_0(d_n) \geq \frac{1}{4} \int_{\mathbb{R}^N} g^4 dx = \sigma_g
\] (4.20)
and consequently
\[
\lim_{n \to \infty} \frac{1 - d_n^3}{d_n} \beta_0(d_n) = \sigma_g.
\] (4.21)
This together with (4.21) implies
\[
\lim_{n \to \infty} \|v_n\|_{E_n}^2 = \|g\|_{H^1(\mathbb{R}^2)}^2.
\] (4.22)
Then for large \( j \),
\[
\|v_n - g\|_{E_j}^2 = \|v_n\|_{E_j}^2 - 2 \int_{\Omega(j)} (\nabla v_n \cdot \nabla g + v_n g) dx + \|g\|_{E_j}^2 \to 0
\] (4.23)
as \( n \to \infty \). Now the proof is complete.

In view of Lemma 3.5 and Lemma 4.1, the proof of Theorem 1.2 is complete.

5. Lyapunov stability. Consider the flow generated by (1.1)-(1.4). A class of functions \( f \) investigated in [17] is \( f(u_1, u_2) = g(u_1 + u_2) + bu_2 \) with \( b > 0 \). In particular if \( g(\xi) = -\theta_1 \xi + \xi^3 \) and \( \theta_1 > 0 \) then
\[
f_c(u) = f(u, c - du) = -[\theta_1 + (b - \theta_1)d]u + [(1 - d)u + c]^3 + bc.
\] (5.1)
In particular, the existence results for the stationary solutions and spike solutions obtained in Section 3 and Section 4 are also applicable to \( f(u_1, u_2) = (u_1 + u_2)^3 - u_1 \), since
\[
f_c(u) = f(u, c - du) = -u + [(1 - d)u + c]^3 + c.
\] (5.2)
Recall that by the mass conservation
\[
\int_{\Omega} u_1(x, t) + u_2(x, t) dx = \int_{\Omega} \psi_1(x) + \psi_2(x) dx
\] (5.3)
for all \( t > 0 \). If \( \lim_{t \to \infty}(u_1(x, t), u_2(x, t)) \to (w_c(x), c - dw_c(x)) \) then
\[
\int_{\Omega} c + (1 - d)w_c(x) dx = \int_{\Omega} \psi_1(x) + \psi_2(x) dx.
\]
Define
\[
\Phi(u_1, u_2) = \int_{\Omega} \frac{d}{2} |\nabla (u_1 + u_2)|^2 + \frac{1}{2} |\nabla (du_1 + u_2)|^2 + H(u_1 + u_2) dx,
\] (5.4)
where \( H(\xi) = \frac{1}{2} \xi^2 - \frac{(1-d)}{4} \xi^4 \). The Lyapunov stability for the stationary solutions of (1.1)-(1.3) follows from a result given by [17]:

**Theorem 5.1.** If \( (u_1(x, t), u_2(x, t)) \) is a solution of (1.1)-(1.4) then
\[
\frac{d}{dt} \Phi(u_1, u_2) = -\int_{\Omega} |\nabla (du_1 + u_2)|^2 + (1 + d)[\frac{d}{dt}(u_1 + u_2)]^2 dx.
\] (5.5)
Lemma 6.1. Let $S(x) = (\hat{u}_1(x), \hat{u}_2(x))$ ($x \in \Omega \subset \mathbb{R}^N$) be a stationary solution of (1.1)-(1.3). We look at the linearization of (1.1)-(1.3) at $(\hat{u}_1(x), \hat{u}_2(x))$. With zero being an eigenvalue due to the translation free mode by periodic boundary conditions, we study the associated eigenfunctions and adjoint eigenfunctions.

First, we rewrite (1.1)-(1.2) in the vector form as

$$U_t = D\Delta U + f(U)a,$$

(6.1)

where $U = t(u_1, u_2)$, $D = \text{diag}\{d, 1\}$ and $a = t(1, -1)$. Then the linearized operator $L$ with respect to $S(x)$ is given by $LU = D\Delta U + (\nabla f(S) \cdot U)a$, where $\nabla f(S) = t(f_{u_1}(S), f_{u_2}(S))$, and the adjoint operator $L^*$ of $L$ is $L^*U = D\Delta U + (a \cdot U)\nabla f(S)$. Now, we derive the eigenfunctions and the adjoint eigenfunctions associated to 0 eigenvalue, which will be important in forthcoming papers to consider the various motions of spikes as in [15] and [19].

**Lemma 6.1.** The stationary solution $S(x)$ of (6.1) is given in the form $S(x) = s(x)D^{-1}a + a'$ for a scaler function $s(x)$ and a constant vector $a' \in \mathbb{R}^2$.

**Proof.** $S(x)$ satisfies

$$D\Delta S + f(S)a = 0$$

(6.2)

and hence $\Delta S = -f(S)D^{-1}a$ holds, which shows the result by virtue of the periodic boundary conditions. \qed

Here we note that $s(x)$ satisfies $\Delta s = -f(S)$, which means that $s(x)$ is given by

$$s(x) = d\hat{u}_1(x) + c_1 = -\hat{u}_2(x) + c_2$$

(6.3)

for constants $c_1$, $c_2$. Differentiating (6.2) with respect to $x_j$, we have $LS_{x_j} = 0$ ($j = 1, \cdots, N$). Thus the eigenspace associated to 0 is a $N$-dimensional space.

Here we construct $N$ independent adjoint eigenfunctions $\{\Phi^*_j\}_{j=1, \cdots, N}$ satisfying $L^*\Phi^*_j = 0$. Let $L^*\Phi^* = 0$, that is, $D\Delta \Phi^* + (a \cdot \Phi^*)\nabla f(S) = 0$. Then

$$\Delta \Phi^* + (a \cdot \Phi^*)D^{-1}\nabla f(S) = 0$$

(6.4)

holds and the inner product with $a$ leads

$$\Delta m + m(D^{-1}\nabla f(S) \cdot a) = 0,$$

(6.5)

where $m = m(x) = (\Phi^*(x) \cdot a)$.

On the other hand, substituting $S(x) = s(x)D^{-1}a + a'$ into (6.2), we have $(\Delta s)a + f(S)a = 0$ and $\Delta s + f(S) = 0$ holds. Taking $x_j$ derivative of this equation, it is obtained that

$$\Delta s_{x_j} + s_{x_j}(\nabla f(S) \cdot D^{-1}a) = 0$$

(6.6)

by $S_{x_j} = s_{x_j}D^{-1}a$. (6.5) and (6.6) are the same equations and we may take $m(x) = s_{x_j}(x)$. Thus we can define $\Phi^*_j(x)$ from (6.4) by the solution of

$$\Delta \Phi^*_j + s_{x_j}D^{-1}\nabla f(S) = 0.$$  

(6.7)

The solvability and the linear independence are clear. In [19], the motion of spike was treated in the case of $N = 1$ by solving (6.7) explicitly.
7. Motion of a spike on heterogeneous media. In this section, we consider the equation (1.1)-(1.3) with inhomogeneity as follows:

\[
\begin{aligned}
\frac{\partial u_1}{\partial t} &= d \Delta u_1 + \{ f(u_1, u_2) + \epsilon g(x, u_1, u_2) \}, \\
\frac{\partial u_2}{\partial t} &= \Delta u_2 - \{ f(u_1, u_2) + \epsilon g(x, u_1, u_2) \}
\end{aligned}
\]  

(7.1)

for \(0 < \epsilon \ll 1\) and a function \(g\), which is also written in a vector form

\[
U_t = D \Delta U + \{ f(U) + \epsilon g(x, U) \} a
\]

(7.2)
as in (6.1). (7.1) has a conservative quantity \( \int_\Omega \{ u_1 + u_2 \} dx \). It is expressed as

\[
\int_\Omega \{ u_1 + u_2 \} dx = \sqrt{2} \int_\Omega (U \cdot a^*) dx = \sqrt{2} \langle U, a^* \rangle_2,
\]

(7.3)

where \( \langle \cdot, \cdot \rangle_2 \) denotes the inner product in \( L^2(\Omega) \) and \( a^* = \frac{1}{\sqrt{2}} t(1,1) \) is taken such that \( \|a^*\|_2 = 1 \) and \( \langle a^* \rangle_2 = 0 \).

We assume (7.1) with \( \epsilon = 0 \), that is, (6.1) has a stable stationary solution \( S(x) = (\hat{u}_1(x), \hat{u}_2(x)) \). Then the function \( S(x - \hat{x}) \) is also a stationary solution of (6.1) for any \( \hat{x} = (\hat{x}_1, \cdots, \hat{x}_N) \in \Omega \). For \( \epsilon > 0 \), representing the solution as \( U(t, x) = S(x - \hat{x}(t)) + V(t, x - \hat{x}(t)) \) and substituting it into (7.2), we have by \( z = x - \hat{x}(t) \)

\[
V_t - (\frac{d\hat{x}}{dt} \cdot \nabla_z V) = D \Delta_z V + (\nabla f(S) \cdot a) + \epsilon g(z + \hat{x}(t), S) a + (\frac{d\hat{x}}{dt} \cdot \nabla_z S) + G(z, V) a
\]

for \( |G(z, V)| \leq O(|V|^2 + \epsilon|V|) \). That is,

\[
V_t = LV + \epsilon g(z + \hat{x}(t), S(z)) a + (\frac{d\hat{x}}{dt} \cdot \nabla_z (S + V)) + G(z, V) a.
\]

(7.4)

First, we intuitively derive the motion of \( \hat{x}(t) \) by assuming that \( |V|, \frac{d\hat{x}}{dt} \) are sufficiently small and omitting higher products of them formally. Then the lowest order equation of \( V \) is

\[
V_t = LV + \epsilon g(z + \hat{x}(t), S(z)) a + (\frac{d\hat{x}}{dt} \cdot \nabla_z S).
\]

(7.5)

Taking \( L^2 \) inner product of (7.5) with the adjoint eigenfunction \( \Phi_i^* \), we get

\[
M \frac{d\hat{x}}{dt} = \epsilon b,
\]

(6.6)

where \( M = \{m_{ij}\}_{1 \leq i, j \leq N} \) with \( m_{ij} = \langle S_{x_i}, \Phi_i^* \rangle_2 \), \( \frac{d\hat{x}}{dt} = \{ \frac{d\hat{x}_1}{dt}, \cdots, \frac{d\hat{x}_N}{dt} \} \) and \( b = \{b_1, \cdots, b_N\} \) with \( b_i = - \langle g(z + \hat{x}(t), S(z)) a, \Phi_i^* \rangle_2 \).

(6.6) is a general form of the equation describing the motion of \( \hat{x}(t) \). In order to know more explicit dynamics, we assume a sufficiently large \( \Omega \), say \( \Omega_K = [-K, K]^N \) for \( K >> 1 \). It implies that the stationary solution \( S(x) \) is close to a radially symmetric solution, say \( \hat{S}(r) \) for \( r = |x| \). Precisely speaking, \( |S(x) - \hat{S}(r)| \) is sufficiently small on a bounded domain including origin and \( |S(x)| \leq O(\epsilon^{-\gamma r}) \) holds. Hence by assuming that \( \Omega_K \) is sufficiently large, we may formally expect that the \( L^2 \) inner product on \( \Omega_K \) is replaced by the one on the whole space \( \mathbb{R}^N \) and \( S = \hat{S}(r) = (\hat{u}_1(r), \hat{u}_2(r)) \). Under the above reduction, we can derive an explicit form of (7.6) as follows: Denoting the polar coordinate by \( x = r e(\Theta) \) for \( r \geq 0 \) and \( e(\Theta) = (e_1(\Theta), \cdots, e_N(\Theta)) \) with \( |e(\Theta)| = 1 \) and \( \Theta = (\theta_1, \cdots, \theta_{N-1}) \),
Lemma 7.1. We find $\Phi_j^*(x) = \Psi_j^*$ for $x \in \mathbb{R}^n$. This hypothesis has not been proved, but it is strongly suggested by Remark 3.

First, we calculate the matrix $M$. The component $m_{ij}$ is given by

$$m_{ij} = \langle \Phi^*_i, S_{x_j} \rangle = \langle e_i \phi^*, e_j S_r \rangle_2$$

$$= \int_0^\infty r^{N-1}(\phi^*(r) \cdot S_r(r)) dr \int_{S^{N-1}} e_i(\Theta) \cdot e_j(\Theta) d\Theta$$

$$= m_0 \delta_{ij},$$

where $m_0 = \int_0^\infty r^{N-1}(\phi^*(r) \cdot S_r(r)) dr$ and $\delta_{ij}$ denotes the Kronecker’s $\delta$. Thus we know $M = m_0 I_N$ with identity matrix $I_N$ with order $N$.

In order to compute $b$, we assume $g(x, U) = g_1(U)g_2(x)$, which is naturally derived as the first order term of Taylor expansion when a small heterogeneity is given to $f$ as $f(U, 1 + \varepsilon g_2(x))$. In this case, $b$ is given by

$$b_i = -\langle g(z + \hat{x}(t), S(z) a, \Phi^*_i \rangle_2 = -\int_{\mathbb{R}^N} g_1(S(|z|))(a \cdot \Phi^*_i(z) g_2(z + \hat{x}(t)) dz.$$  

As the simplest case, we put $g_2(x) = \frac{1}{\pi r^2}(\text{Dirac function})$. Then

$$b_i = -g_1(S(|-\hat{x}(t)|))(a \cdot \Phi^*_i(-\hat{x}(t))) = -g_1(S(|-\hat{x}(t)|))(a \cdot \Psi^*(-\hat{x}(t))),$$

holds. Thus we formally get the gradient flow like equation

$$m_0 \frac{d\hat{x}}{dt} = -g_1(S(|-\hat{x}(t)|)) \nabla(a \cdot \Psi^*(-\hat{x}(t)))$$

$$= -g_1(S(|-\hat{x}(t)|))(a \cdot \Psi^*(-\hat{x}(t))) |\hat{x}(t)|^{-1} -\hat{x}(t)|.$$  

In the following, we give the rigorous result on the motion (7.6) of a spike. Let $S(x)$ and $L$ be a stationary solution of (7.1) with $\varepsilon = 0$ and the linearized operator with respect to $S(x)$. $L$ is given by $LU = D\Delta U + (\nabla f(S) \cdot U) a$ as mentioned previously. Since the quantity $\langle U, a^* \rangle_2$ is conserved in time $t$, we put $X = \{ U \in \{L^2(\Omega)\}^2 : \langle U, a^* \rangle_2 = 0 \}$. Note that $S_{x_j} \in X$. We denote the restriction of $L$ in $X$ by $L_X = L|_X$ and the adjoint operator of $L_X$ in $X$ by $L^*_X = (L_X)^*$. We assume the linear stability of $S(x)$ by the following hypothesis:

Hypothesis H1) $L_X$ satisfies $\Sigma(L_X) = \Sigma_0 \cup \Sigma_1$, where $\Sigma(L_X)$ is a spectral set of $L_X$ and $\Sigma_0 = \{0\}$, $\Sigma_1 \subset \{ z \in \mathbb{C} : \text{Re}(z) < -\gamma_0 \}$ for a positive constant $\gamma_0$. 0 is a semi-simple eigenvalue.

Remark 3. This hypothesis has not been proved, but it is strongly suggested by Theorem 5.1.

By H1), the adjoint operator $L^*_X$ also satisfies H1).

Lemma 7.1. $L^*_X$ is given by $L^*_X U = L^* U - \langle L^* U, a^* \rangle_2 a^*$ for $U \in X$, where $L^* U = D\Delta U + (a \cdot U) \nabla f(S)$ as given in the previous section. The adjoint eigenfunctions $\Phi^*_{X_j}$ ($j = 1, \cdots, N$) associated with $0$ eigenvalue of $L^*_X$ are given by $\Phi^*_{X_j} = \Phi^*_j - \langle \Phi^*_j, a^* \rangle_2 a^*$, where $\Phi^*_j$ are the ones constructed in Section 5.
Lemma 7.1 is easily proved while we refer [19].

Remark 4. By Lemma 7.1, $\langle U, \Phi_{x_j}^* \rangle_2 = \langle U, \Phi_j^* \rangle_2$ holds for $U \in X$.

Theorem 7.2. Assume H1) and $1 \leq N \leq 3$. If the initial data $U(0, x)$ of (7.2) is sufficiently close to $S(x - \hat{x}_0)$ for $\hat{x}_0 \in \Omega$, then for the solution $U(t, x)$ of (7.2),
\[
\|U(t) - S(x - \hat{x}(t))\|_\infty \leq O(\varepsilon)
\]
uniformly for $t > 0$ and $x \in \Omega$ holds and $\hat{x}(t)$ satisfies $M\frac{d\hat{x}}{dt} = \varepsilon b + O(\varepsilon^2)$.

Proof. We define the shift operator $\tau(\hat{x})$ by $\langle \tau(\hat{x})U(x) = U(x - \hat{x})$. Let $E_0 = \text{span}\{S_1, \ldots, S_N\}$, $E_0^+ = \{U \in X \mid \langle U, \Phi_j^* \rangle_2 = 0 (j = 1, \ldots, N)\}$. We set the subsets in $\text{span}\{S_1, \ldots, S_N\}$.

We note that almost all inner products in the proof should be taken with $\Phi^*_j$, uniformly for $t > 0$ and $x \in \Omega$. Here we note that almost all inner products in the proof should be taken with $\Phi^*_j$, but Remark 4 says that it is enough to take the products with $\Phi^*_j$ in the space $X$.

We set the subsets in $X$ by $M_0 = \{S(x - \hat{x}) \mid \hat{x} \in \Omega\}$ and $W_\delta = \{\tau(\hat{x})S + V \mid \hat{x} \in \Omega, \|V\|_2 < \delta, V \in X\}$. Then the following lemmas hold.

Lemma 7.3. ([14, 15]) There exists homeomorphism $\Pi(\hat{x}) : E_0^+ \rightarrow E_0^+ (\hat{x})$ satisfying $\|\Pi(\hat{x})\|_2 \leq C_1, \|\Pi^{-1}(\hat{x})\|_2 \leq C_1, \|\Pi_2(\hat{x})\|_2 \leq C_1$ for a constant $C_1 > 0$ and $(\Pi(V))_{\hat{x}_0} \in E_0(\hat{x})$.

Lemma 7.4. ([14, 15]) Suppose to take $\delta > 0$ sufficiently small. Then for $U \in W_\delta$, there uniquely exist $\hat{x} \in \Omega$ and $V \in E_{\hat{x}_0}$ such that $U = \tau(\hat{x})S + \Pi(\hat{x})V$ with $\|V\|_2 < C_2\delta$ for a constant $C_2 > 0$.

Substituting $U(t, x) = \tau(\hat{x}(t))S + \Pi(\hat{x}(t))V(t)$ for $V(t) \in E_0^+$ into (7.2), we have
\[
\Pi(\hat{x})V_t + (\Pi_2(\hat{x})V) \frac{d\hat{x}}{dt} = D\Delta_\omega \Pi(\hat{x})V + (\nabla f(\tau(\hat{x})S) \cdot \Pi(\hat{x})V)a + \varepsilon g(x, \tau(\hat{x})S)a + (\frac{d\hat{x}}{dt}) \cdot \nabla_x \tau(\hat{x})S + G_1(x, \Pi(\hat{x})V)a
\]
for $|G_1(z, U)| \leq O(|U|^2 + \varepsilon|U|)$, which leads
\[
\Pi(\hat{x})V_t = L(\hat{x})\Pi(\hat{x})V + \varepsilon g(x, \tau(\hat{x})S)a + (\frac{d\hat{x}}{dt}) \cdot \nabla_x \tau(\hat{x})S + \Pi_2(\hat{x})V) + G_1(x, \Pi(\hat{x})V)a,
\]
where $L(\hat{x})U = D\Delta U + (\nabla f(\tau(\hat{x})S) \cdot U)a$. Taking the $L^2$ inner product of (7.8) with $\tau(\hat{x})\Phi_i$, it follows
\[
0 = \varepsilon \langle g(\cdot + \hat{x}, S)a, \Phi_i^* \rangle_2 + \langle m_i + P_i(\hat{x}, V) \cdot \frac{d\hat{x}}{dt} \rangle + \langle G_1(x, \Pi(\hat{x})V)a, \tau(\hat{x})\Phi_i \rangle_2
\]
for $\hat{x} = (\hat{x}_1, \ldots, \hat{x}_N)$.

Let $X_\omega$ be the fractional powered space by $L$ embedded into $L^\infty(\Omega)$, which is possible by taking $N/4 < \omega < 1$. Let $W(D_1) = \{V \in X_\omega \cap E_0^+ \mid \|V\|_\omega \leq D_1\varepsilon\}$. Since $|P_i(\hat{x}, V)| \leq C_0\|V\|_\omega$ and the matrix $M = \{m_{ij}\}$ is invertible from H1), $(M + P(\hat{x}, V))^{-1}$ exists for $V \in W(D_1)$ and (7.9) leads
\[
\frac{d\hat{x}}{dt} = H_1(\hat{x}, V),
\]
where
\[
\mathbf{P}(\hat{x}, V) = (\mathbf{P}_1(\hat{x}, V), \cdots, \mathbf{P}_N(\hat{x}, V)),
\]
\[
-b(\hat{x}, V) = \varepsilon (g(\hat{x} + \hat{x}, S) a, \Phi_1^*)_2 + \langle G_1(x, \Pi(\hat{x})V) a, \tau(\hat{x}) \Phi_1 \rangle_2,
\]
\[
\cdots, \varepsilon (g(\hat{x} + \hat{x}, S) a, \Phi_N^*)_2 + \langle G_1(x, \Pi(\hat{x})V) a, \tau(\hat{x}) \Phi_N \rangle_2,
\]
\[
\mathbf{H}_1(\hat{x}, V) = (M + \mathbf{P}(\hat{x}, V))^{-1} b(\hat{x}, V).
\]

Thus we see from (7.8) by taking the projection \( R(\hat{x}) \)
\[
\begin{cases}
\frac{d\hat{x}}{dt} = \mathbf{H}_1(\hat{x}, V), \\
V_t = A(\hat{x})V + \mathbf{H}_2(\hat{x}, V),
\end{cases}
\]
\[(7.10)\]

where \( A(\hat{x}) = \Pi^{-1}(\hat{x})L(\hat{x})\Pi(\hat{x}) \) and
\[
\mathbf{H}_2(\hat{x}, V) = \Pi^{-1}(\hat{x})R(\hat{x}) \{ \varepsilon g(x, \tau(\hat{x})S) a + (\mathbf{H}_1(\hat{x}, V) \cdot \nabla_x (\tau(\hat{x})S)) + G_1(x, \Pi(\hat{x})V) a \}.
\]

Note that \( \mathbf{H}_2(\hat{x}, V) \in E_0^+ \) by the definition of \( \mathbf{H}_1(\hat{x}, V) \) and \( R(\hat{x})(\Pi(\hat{x})V)_{\hat{x}_j} = 0. \)
Since \( \mathbf{H}_j \) satisfy
\[
|\mathbf{H}_1(\hat{x}, V)| \leq C_4 \{ \varepsilon + \|V\|_\omega \},
\]
\[
\|\mathbf{H}_2(\hat{x}, V)\|_2 \leq C_4 \{ \varepsilon + \varepsilon \|V\|_\omega + \|V\|_\omega^2 \},
\]
\[
|\mathbf{H}_1(\hat{x}, V) - \mathbf{H}_1(\hat{x}', V')| \leq C_4 \varepsilon \{ |\hat{x} - \hat{x}'| + D_1 \|V - V'\|_\omega \},
\]
\[
\|\mathbf{H}_2(\hat{x}, V) - \mathbf{H}_2(\hat{x}', V')\|_2 \leq C_4 \varepsilon \{ |\hat{x} - \hat{x}'| + D_1 \|V - V'\|_\omega \},
\]
we can show the existence of a stable invariant manifold
\[
M_\varepsilon = \{ \tau(\hat{x})S + \Pi(\hat{x})\sigma_\varepsilon(\hat{x}) \mid \hat{x} \in \Omega \} \subset W_\delta
\]
satisfying
\[
\sigma_\varepsilon(\hat{x}) \in E_0^+, \|\sigma_\varepsilon(\hat{x})\|_\omega \leq D_\varepsilon, \|\sigma_\varepsilon(\hat{x}) - \sigma_\varepsilon(\hat{x}')\|_\omega \leq D_\varepsilon |\hat{x} - \hat{x}'| \quad (7.11)
\]
by taking appropriate \( D_1 > 0 \) and \( D_2 > 0 \) in quite a similar manner to [14].

Along the invariant manifold \( M_\varepsilon \), \( \hat{x}(t) \) satisfies \( \frac{d\hat{x}}{dt} = \mathbf{H}_1(\hat{x}, \sigma_\varepsilon(\hat{x})) \). Since \( b(\hat{x}) = \varepsilon b + O(\varepsilon^2), \mathbf{P}(\hat{x}, \sigma_\varepsilon(\hat{x})) = O(\varepsilon) \) hold, we see \( \mathbf{H}_1(\hat{x}, \sigma_\varepsilon(\hat{x})) = \varepsilon M^{-1}b + O(\varepsilon^2) \), which directly leads \( \frac{d\hat{x}}{dt} = \varepsilon b + O(\varepsilon^2). \)
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