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Abstract—This paper studies an online algorithm for an energy harvesting transmitter, where the transmission (completion) time is considered as the system performance. Unlike the existing online algorithms which more or less require the knowledge on the future behavior of the energy-harvesting rate, we consider a practical but significantly more challenging scenario where the energy-harvesting rate is assumed to be totally unknown. Our design is formulated as a robust-optimal control problem which aims to optimize the worst-case performance. The transmit power is designed only based on the current battery energy level and the data queue length directly monitored by the transmitter itself. Specifically, we apply an event-trigger approach in which the transmitter continuously monitors the battery energy and triggers an event when a significant change occurs. Once an event is triggered, the transmit power is updated according to the solution to the robust-optimal control problem, which is given in a simple analytic form. We present numerical results on the transmission time achieved by the proposed design and demonstrate its robust-optimality.

Index Terms—Energy harvesting, online algorithm, event trigger, robust-optimal control, transmission-time minimization.

I. INTRODUCTION

A. Motivation and Related Work

The development of energy harvesting devices has attracted significant attention in recent years with many potential applications in communication networks for green and self-sustainable communications [1]. In order to make efficient use of harvested energy, both offline and online solutions have been investigated for designing the optimal transmission policy. Offline solutions are possible in highly predictable environments where the energy and data arrivals in a sufficiently distant future (for communication purpose) can be accurately estimated [2]–[7]. On the other hand, online solutions typically reduce the dependence on the future knowledge of the energy and data arrival processes, and hence are more applicable in practice. The online algorithms can be roughly categorized into two frameworks as follows:

In the first framework, the statistical parameters (e.g., the expectation) of energy and data arrival processes are known, and the designs of online transmission policies for energy harvesting nodes are often stated as stochastic control problems. In [8], [9], the energy and data arrival processes were modeled as stationary and ergodic stochastic processes, where the throughput-optimal and delay-optimal transmission policies were studied. By modeling the energy arrival process as a compound Poisson process, [10] proposed a throughput-optimal transmission policy with a deadline in the continuous-time domain by dynamic programming. In [11], the energy arrival process was formulated as first-order stationary Markov model and the finite-horizon throughput-optimal transmission policy was derived. Aiming at minimizing the delay, [12] provided a closed-form design for the transmission policy which has a multi-level water-filling structure. Without explicitly modeling the energy and data arrival processes, [13] employed an upper bound on the long-term data loss ratio and a threshold on the frequency of visits to zero battery state to give a near throughput-optimal transmission policy. Although the majority of the designed transmission policies aim at either maximizing the throughput or minimizing the delay, other studies also considered maximizing the communication reliability [14] or minimizing the energy consumption [15].

The second framework uses parameter-independent methodologies. In [16], the energy and data arrival processes were formulated as time-homogeneous Markov chains without knowing the transition matrix, and Q-learning was applied to perform online optimization on the transmission policy. By Lyapunov optimization technique combined with the idea of weight perturbation, [17] proposed a generic utility-maximization policy, under the assumption that the amount of harvested energy in each time slot is independent and identically distributed (i.i.d.) but its statistical parameters are totally unknown. Although these parameter-independent policies require less knowledge on the energy and data arrival processes, the stochastic models of the energy and data arrival processes still need to be known exactly.

In practical scenario, the factors determining the energy arrivals are complex, dynamically changing and often unknown to the system designer. It is sometimes even difficult to come up with accurate models for the energy-harvesting rate. This leads to an interesting and practical design problem: how to design and implement an online transmission policy for energy harvesting nodes without imposing any assumption on the future behaviors of the energy-harvesting rate? In this paper, we aim to provide an answer to this important question.

Specifically, two advanced methods in cybernetics are employed in this work. One is the robust optimal control [18], whose solutions are largely immune to the system uncer-
We use it to ensure that the system performance (i.e., the transmission time) is no worse than a level (the optimized worst-case performance), no matter what kind of energy arrival process is imposed. The other method is the event-trigger based control [20] (or aperiodic control). It can significantly reduce the unnecessary computations compared to the traditional periodic control (i.e., time-slotted control).

Our paper is mostly related to the recent work in [21]-[23], which considered the similar assumptions that the future energy arrival is unknown. In [21]-[23], the competitive analysis [24] was employed to minimize the gap between online and offline performances. However, minimizing this gap cannot directly guarantee a certain system performance (e.g., optimal worst-case performance) of online algorithms. Additionally, these recent studies still considered time-slotted systems, and hence, the transmission protocol is updated in every time slot, regardless of the change in the amount of energy available.

B. Our Contributions

In this work, we study the performance of an energy-harvesting transmitter measured by the transmission (completion) time, i.e., the time duration it takes to complete the transmission of a given amount of data. We propose to use event-trigger based design to control the transmit power without any knowledge on the future behavior of the energy-harvesting rate. In the considered scenario, it is not possible to use any statistics of the transmission time in the design. Hence, we adopt the robust-optimal control to minimize the worst-case transmission time. Nevertheless, the minimum worst-case transmission time may not always be finite. When the minimum worst-case transmission time is infinite, which happens when too much data is given to be transmitted with insufficient initial battery energy, we measure the robust-optimality of the transmit power design by looking at the set of energy-harvesting rates that result in finite transmission times. The robust-optimal design ensures the largest set of energy-harvesting rates resulting in finite transmission times.

The proposed event-trigger based transmitter has two building blocks for implementing the transmit power, namely an Event Detector (ED) and a Transmission Planner (TP). The ED continuously monitors the battery energy and triggers a new event when it experiences some significant change since the last event. Whenever an event is triggered, the TP uses the current knowledge of battery energy and data queue to update the transmit power by robust-optimal control. The updated transmit power is implemented until the next event is triggered. To the best of our knowledge, this is the first time that the event-trigger based design is implemented on energy harvesting transmitters.

To facilitate the robust-optimal design, we first give a comprehensive analysis on the behavior of battery energy and data queue in each triggered event. Specifically, we define the reachable set, which describes all possible states (battery energy and data queue) reachable in one event based on the TP’s knowledge, and reflects the relationship among battery energy, data queue and transmit power. Base on these analyses, we derive the solution of the robust-optimal transmit power design, given in a simple analytic form.

C. Paper Organization and Notation

In Section II, the system model is given and the event-trigger based transmission is introduced. In Section III, the problem of finding the robust-optimal transmit power design is defined. We study the properties of the proposed event-trigger based system through the reachable set analysis in Section IV. The optimal solution to the problem is given in Section V. In Section VI, simulation results are shown to illustrate the effectiveness of our design and corroborate our theoretical results. Finally, conclusion is drawn in Section VII.

Throughout this paper, $\mathbb{R}_+$, $\mathbb{R}_-$, and $\mathbb{Z}_+$ denote the sets of non-negative real numbers, positive real numbers, and positive integers. $X(t)$ denotes the time derivative of $X(t)$ which is a function of time. $\mu(S)$ is the Lebesgue measure of set $S$. The restriction (Page 36 in [25]) of function $f$ to domain $\mathcal{A}$ is $f|_A$. For $x \in \mathbb{R}$, $|x|^+ \text{ returns } \max\{x, 0\}$.

II. SYSTEM MODEL AND EVENT-TRIGGER APPROACH

A. System Model

We consider a transmitter-receiver pair as shown in Fig. 1. At time $t \in [t_0, \infty)$, where $t_0$ is the starting time of the communication, the transmitter has a battery with energy $E(t) \in \mathbb{R}_+$. The harvested energy is stored in the battery with energy-harvesting rate $H : [t_0, \infty) \rightarrow \mathbb{R}_+$. We assume $H$, as a function of time, is Lebesgue integrable over any subset of $\mathbb{R}_+$ with finite measure, and all such $H$ form the set $\mathcal{H}$. The transmit power at time instant $t$ is $p(t) \in [0, p_{\text{max}}]$, which is also Lebesgue integrable over any subset of $\mathbb{R}_+$ with finite measure, and $p_{\text{max}}$ denotes the maximum power constraint. Then, the relationship among battery energy, energy-harvesting rate and transmit power is given by a differential equation

$$\dot{E}(t) = H(t) - p(t),$$

where the initial battery energy is $E(t_0) \in \mathbb{R}_+$. In this paper, we consider the transmission-time minimization problem, where all the data to be transmitted is available at $t_0$. The data queue is $Q(t) \in \mathbb{R}_+$, and the transmission rate at $t$ is $r(t) \in \mathbb{R}_+$, which is Lebesgue integrable over any subset of $\mathbb{R}_+$ with finite measure, and the relationship between data queue length and transmission rate is

$$\dot{Q}(t) = -r(t),$$

where the initial data queue is $Q(t_0) \in \mathbb{R}_+$. Equation 2 means all the amount of data (equal to $Q(t_0)$) to be transmitted is available at $t_0$, and there is no subsequent data
arrival in \((t_0, \infty)\), which is a commonly used assumption for transmission-time minimization problem (see [4] for an example). The other system assumptions are as follows:

- The energy-harvesting rate \(H\) is totally unknown.
- Battery energy \(E(t)\) can be measured at current time \(t\).
- The channel is assumed to be static such that the channel capacity is \(C(t) = \log_2(1+p(t))\).

Remark 1. Unlike most existing online algorithms which somewhat included the prior-knowledge on \(H\), we aim to derive an online algorithm without any knowledge of \(H\). Additionally, the battery energy can be monitored continuously.\(^3\) We consider a simple static channel that is only affected by AWGN. Note that the static-channel assumption is widely used in the literature, e.g., [2], [3], [27].

Note that the transmit power \(p(t)\) and the transmission rate \(r(t)\) are to be designed by us, and in this paper, we assume the channel capacity is achieved, i.e., \(r(t) = C(t) = \log_2(1+p(t))\), which means at each time \(t\) the transmission rate is a function of transmit power, labeled as \(r(p(t))\). Now, the only variable to be designed is the mapping \(p : t \mapsto p(t)\).

B. Event-Trigger Based Control

As shown in Fig. 1 the event-trigger control relies on an Event Detector (ED) that detects the necessary changes in the cumulated energy; and a Transmission Planner (TP) that gives the design for transmit power \(p(t)\).

We give the condition under which an event is triggered.

Definition 1 (Triggering Condition). From a given time instant \(s\), an event is triggered at \(t\) \((t > s)\) whenever the following inequalities is satisfied

\[
\int_s^t H(\tau) d\tau \xrightarrow{a} E(t) - E(s) + \int_s^t p(\tau) d\tau \geq \varepsilon, \tag{3}
\]

where \(\varepsilon \in \mathbb{R}_+\) is the triggering threshold.

In Definition 1 condition 3 means that when the harvested energy cumulates over a certain level \(\varepsilon\), the ED triggers a new event. Even though \(H(t)\) is unknown, the integrals of \(H(t)\) can be calculated by equality \((a)\) in (3), which is derived by the solutions of (1), where \(E(t)\) is observable. The transmit power \(p(\tau)\) for \(\tau \in (s, t)\) is determined by the TP (to be discussed in later part of this subsection).

Recall that the transmission is carried out over the entire communication time interval \([t_0, \infty)\). At the initial time instant \(t_0\), the ED triggers the start of the transmission. Then, the ED will start monitoring the system on \([t_0, t]\), where \(t\) is the current time instant. We label the first time instant (after \(t_0\)) at which the system satisfies the triggering condition in Definition 1 by \(t_1\). After \(t_1\), the ED will start monitoring the system on \([t_1, t]\). The next time instant at which an event is triggered is labeled as \(t_2\), and so on. For convenience, we say that event \(n\) starts at \(t_n\) and finishes at \(t_{n+1}\). This completes our description of the ED.

Whenever an event comes, the TP plans the transmit power to be implemented from the current time instant until the next event arrives, and we analyze event \(n\) without loss of generality. It is important to note that the TP only takes into account the information available at the beginning of the event when planning the transmit power. Such information includes the battery energy and data queue length at \(t_n\), i.e., \(E(t_n)\) and \(Q(t_n)\). However, any future change due to energy-harvesting rate, i.e., \(H(t)\) for \(t > t_n\), cannot be taken into account, simply because \(H(t)\) for \(t > t_n\) is unknown to the TP at \(t_n\). Specifically, at the beginning of the \(n\)th event, i.e., at the time instant \(t_n\), the TP records the values of \(E(t_n)\) and \(Q(t_n)\), and designs \(p(t)\) to be implemented over \([t_n, t_{n+1}]\) using (1) and (3) with \(H(t) = 0\). This does not mean the TP neglects the effect from \(H(t)\) all the time, because \(H(t)\) determines the arrival time of the next event, by the triggering condition.

In each event \(n\), the TP plans the transmit power for a finite time window after \(t_n\), and we call it as the Planned Transmit Power (PTP):

\[
\hat{p}_{n,\varepsilon} : (t_n, t_{n} + T_n] \rightarrow [0, \hat{p}_{\text{max}}], \tag{4}
\]

where the subscript \(\varepsilon\) means the PTP is designed under a given triggering threshold \(\varepsilon\), and the duration of the time window \(T_n\) is called as the planned transmission time. In (4), the PTP is described as a mapping from a time instant to a value of transmit power. For any \(t \in (t_n, t_{n} + T_n]\), \(\hat{p}_{n,\varepsilon}(t)\) is the value of transmit power at time \(t\). Thus, a PTP can be described by two parameters, i.e., \(\hat{p}_{n,\varepsilon}(t)\) and \(T_n\). For example, the PTP \(\hat{p}_{n,\varepsilon}(t) = \lfloor\sin t\rfloor\), \(t \in (t_n, t_{n} + 1]\) is described by pair \((\hat{p}_{n,\varepsilon}(t), T_n) = (\lfloor\sin t\rfloor, 1)\). All possible \(\hat{p}_{n,\varepsilon}\) compose the PTP set \(\mathcal{P}_{n,\varepsilon}\). The design problem here is to find a good mapping \(t \mapsto \hat{p}_{n,\varepsilon}(t)\) in (4). Note that \(T_n\) is part of the description of a PTP, and in other words, the design of \(\hat{p}_{n,\varepsilon}\) effectively includes the design of \(T_n\). We will see in Section V that \(T_n\) plays an important role in designing the optimal \(\hat{p}_{n,\varepsilon}\).

Ideally, the PTP should be implemented over \([t_n, t_{n} + T_n]\). However, the TP performs the design at \(t_n\) based on the current information \((E(t_n)\) and \(Q(t_n))\), and hence, cannot predict the exact value of \(t_{n+1}\), i.e., it does not know when the next event occurs. As a result, the PTP in event \(n\) will not be implemented beyond \(t_{n+1}\) because a new PTP will be planned and implemented after \(t_{n+1}\). Hence, the actual transmission time is \(\min\{T_n, t_{n+1} - t_n\}\). It implies that when the \((n+1)\)th event comes, the TP will use the newly designed PTP for

---

\(^3\)The technology for continuously monitoring the battery energy with minimal operating energy consumption has been developed over the past decades (e.g., [26]). Hence, we assume that this operating energy can be neglected as compared to the energy consumption for transmission.
event \( n + 1 \), even if the planned transmission for event \( n \) is unfinished. Therefore, the actual transmit power, denoted by \( p_{\epsilon} \), is implemented piecewise by \( \tilde{p}_{n,\epsilon}(t_n, t_{n+1}) \) (restricting \( \tilde{p}_{n,\epsilon} \) to \( (t_n, t_{n+1}) \)) for each event \( n \). Specifically, the relationship between the actual transmit power and the PTP is

\[
p_{\epsilon}(t) = \tilde{p}_{n,\epsilon}(t), \quad t \in (t_n, t_{n+1}].
\]

For a given triggering threshold \( \epsilon \), all such \( p_{\epsilon} : t \mapsto p_{\epsilon}(t) \) in \( \mathbb{P}_{\epsilon} \) form all of the possible transmit power \( \mathbb{P}_{\epsilon} \). Recall that \( p_{\epsilon} \) is Lebesgue integrable over any subset of \( \mathbb{R}_+ \) with finite measure. Thus, \( \mathbb{P}_{\epsilon} \) is a set of non-negative Lebesgue integrable functions over any subset of \( \mathbb{R}_+ \) with finite measure.

To sum up, the event-trigger control framework is illustrated in Algorithm 1 where Lines 3 and 8 are the very part to be designed in the rest of this paper.

Algorithm 1 Event-Trigger Based Control

1: Initial Condition: \( t = t_0 \), \( t_n = t_0 \), \( E(t) = E(t_0) \), \( Q(t) = Q(t_0) \), \( E(t_n) = E(t_0) \), and \( Q(t_n) = Q(t_0) \);

2: Assuming \( H(t) = 0 \) for \( t > t_n \), the TP design the PTP \( \tilde{p}_{n,\epsilon} \) (see (4));

3: while \( Q(t) > 0 \) do

4: The ED updates \( E(t) \) and \( Q(t) \) (the update frequency is dependent on the chip’s clock) and checks the condition in 3 with \( s = t_n \);

5: if Condition 3 is satisfied then

6: The ED triggers an event to activate the TP;

7: The TP updates \( \epsilon_n = t_n \) (the initial design \( \epsilon_n = t_0 \) for this event);

8: Assuming \( H(t) = 0 \) for \( t > t_n \), the TP design the PTP \( \tilde{p}_{n,\epsilon} \) for this event;

9: The transmitter uses the newly designed PTP as the transmit power, i.e., \( \tilde{p}(t) = \tilde{p}_{n,\epsilon}(t) \);

10: else

11: TP is inactive;

12: The transmitter uses the most recent PTP as the transmit power, i.e., \( \tilde{p}(t) = \tilde{p}_{n,\epsilon}(t) \);

end if

end while

III. PROBLEM DESCRIPTION

In this paper, we study the transmission-time minimization problem under unknown energy-harvesting rate \( H \). The transmission time is the time spent by the transmitter to clear up the data queue, and we label it as \( T(p_{\epsilon}, E(t_0), Q(t_0), H) \), which is dependent on the transmit power design \( p_{\epsilon} : t \mapsto p_{\epsilon}(t) \), the initial battery energy \( E(t_0) \), the initial data queue \( Q(t_0) \), and the energy-harvesting rate \( H \).

Since \( H \) is totally unknown, given \( p_{\epsilon}, E(t_0) \), and \( Q(t_0) \), the transmission time varies with different \( H \in \mathcal{H} \). As a result, the transmission time is within the following range

\[
\inf_{H \in \mathcal{H}} T(p_{\epsilon}, E(t_0), Q(t_0), H) \leq T(p_{\epsilon}, E(t_0), Q(t_0), H) \leq \sup_{H \in \mathcal{H}} T(p_{\epsilon}, E(t_0), Q(t_0), H).
\]

Note that it is impossible to compute the average (or other statistical properties of) transmission time for any given design because the statistics of \( H \) are totally unknown. Nevertheless, it is possible to examine the worst-case transmission time for any given design, i.e., \( \sup_{H \in \mathcal{H}} T(p_{\epsilon}, E(t_0), Q(t_0), H) \). Thus, our approach is to find a design that achieves the minimum worst-case transmission time. In other words, our design aims to give the best performance under the worst-case scenario.

Based on this idea, the transmission-time-minimization problem is defined in Subproblem 1.

Subproblem 1 (Transmission-Time-Minimization Problem). Given initial battery energy \( E(t_0) \), initial data queue \( Q(t_0) \), and triggering threshold \( \epsilon \), design PTP \( \tilde{p}_{n,\epsilon} \) in each event \( n \), with the knowledge of \( E(t_n) \) and \( Q(t_n) \), such that

\[
T^* = \inf_{p_{\epsilon} \in \mathbb{P}_{\epsilon}, H \in \mathcal{H}} T(p_{\epsilon}, E(t_0), Q(t_0), H),
\]

where the actual transmit power \( p_{\epsilon} \) is determined by the PTP \( \tilde{p}_{n,\epsilon} \) as shown in (5).

Remark 2. Indeed, the idea of defining Subproblem 1 is borrowed from robust-optimal control [19]: In (7), the sup operator returns the worst transmission time for a given \( p_{\epsilon} \) under its corresponding worst-case energy-harvesting rate \( H_p_\epsilon \); while the inf operator reflects our aim of designing \( p_{\epsilon}^* \) whose worst-case transmission time \( T(p_{\epsilon}^*, E(t_0), Q(t_0), H_p_\epsilon) \) is the smallest. One technical challenge in solving Subproblem 1 is that the worst-case energy-harvesting rate depends on the choice of transmit power; i.e., for different \( p_{\epsilon} \), the worst-case \( H_p_\epsilon \) can be different.

It is important to note that \( T^* \) is not always finite. In the case \( T^* = \infty \), equation (7) can hardly measure the robust optimality on the designed \( p_{\epsilon} \), since for any \( p_{\epsilon} \) the worst-case transmission time is always infinite. Hence, Subproblem 1 is not sufficient for describing all scenarios and we need a different problem formulation to deal with the case of \( T^* = \infty \) as explained as follows: For a given \( p_{\epsilon} \), there should exist some energy-harvesting rate \( H \) resulting in a finite transmission time, even though the worst-case \( H_p_\epsilon \) may lead to an infinite transmission time. All possible such energy-harvesting rates form the finite-transmission-time energy set \( \mathcal{H}_f(p_{\epsilon}, E(t_0), Q(t_0)) \subset \mathcal{H} \) defined in Definition 2.

Definition 2 (Finite-Transmission-Time Energy Set). Given \( p_{\epsilon}, E(t_0), \) and \( Q(t_0) \), the finite-transmission-time energy set \( \mathcal{H}_f(p_{\epsilon}, E(t_0), Q(t_0)) \) is

\[
\{ H : T(p_{\epsilon}, E(t_0), Q(t_0), H) < \infty, \ H \in \mathcal{H} \}.
\]

Considering two transmit power designs, denoted by \( p_{\epsilon}^a \) and \( p_{\epsilon}^b \), whose worst-case transmission times are infinite, we can say that \( p_{\epsilon}^a \) is more robust than \( p_{\epsilon}^b \) if the finite-transmission-time energy set of \( p_{\epsilon}^a \) (i.e., \( \mathcal{H}_f(p_{\epsilon}^a, E(t_0), Q(t_0)) \)) is larger than that of \( p_{\epsilon}^b \) (i.e., \( \mathcal{H}_f(p_{\epsilon}^b, E(t_0), Q(t_0)) \)). This is because \( \mathcal{H}_f(p_{\epsilon}^a, E(t_0), Q(t_0)) \) is more likely to result in a finite transmission time in the actual transmission. This motivates us to find the transmit power \( p_{\epsilon} \) with the largest \( \mathcal{H}_f(p_{\epsilon}, E(t_0), Q(t_0)) \) such that any other \( \mathcal{H}_f(p_{\epsilon}, E(t_0), Q(t_0)) \) is its subset, when \( T^* = \infty \).

Subproblem 2 (Energy-Set-Maximization Problem). Given initial battery energy \( E(t_0) \), initial data queue \( Q(t_0) \), and triggering threshold \( \epsilon \), if \( T^* = \infty \), design PTP \( \tilde{p}_{n,\epsilon} \) in each
event \(n\), with the knowledge of \(E(t_n)\) and \(Q(t_n)\), such that
\[
\mathcal{H}_f(p'_e, E(t_0), Q(t_0)) \subseteq \mathcal{H}_f(p_e, E(t_0), Q(t_0)), \quad \forall p'_e \in \mathcal{P}.
\]

As a summary of Subproblem 1 and Subproblem 2, the robust-optimal transmit power should: achieve the minimum transmission time \(T^*\) under the worst-case energy-harvesting rate, if \(T^*\) is finite; otherwise, ensure the largest set of \(H\) that results in a finite transmission time, if \(T^*\) is infinite. Putting these two subproblems altogether, we define the Robust-Transmission-Time (RTT) problem as follows.

**Problem 1 (Robust-Transmission-Time Problem).** Given initial battery energy \(E(t_0)\), initial data queue \(Q(t_0)\), and triggering threshold \(\varepsilon\), design PTP \(\hat{p}_{n,\varepsilon}\) in each event \(n\), with the knowledge of \(E(t_n)\) and \(Q(t_n)\), such that
\[
\begin{cases}
p_e \text{ satisfies } (7), & \text{if } T^* < \infty, \\
p_e \text{ satisfies } (9), & \text{if } T^* = \infty,
\end{cases}
\]
where the relationship between transmit power \(p_e\) and the PTP \(\hat{p}_{n,\varepsilon}\) is given in (5).

In the rest of this paper, we focus on how to solve the RTT problem with the event-trigger based control.

**IV. REACHABLE SET ANALYSIS**

Since our proposed control method is event-trigger based (see Section II-B), i.e., the transmit power is piecewise implemented in each event, in this section, we analyze all reachable battery energy and data queue (the system states) in each event \(n\). We stress that the optimal solution of the RTT problem is highly dependent on the structure of the reachable set of battery energy and data queue.

Recall that during event \(n\) the TP only takes into account the information of battery energy and data queue at \(t_n\) and ignores the energy-harvesting rate \(H(t)\) for \(t > t_n\). The battery energy and data queue seen by the TP behave as
\[
\begin{aligned}
\tilde{E}_n(t) &= E(t_n) - \int_{t_n}^{t} \hat{p}_{n,\varepsilon}(\tau) d\tau, \\
\tilde{Q}_n(t) &= Q(t_n) - \int_{t_n}^{t} r(\hat{p}_{n,\varepsilon}(\tau)) d\tau,
\end{aligned}
\]
where \(\tilde{E}_n(t)\) and \(\tilde{Q}_n(t)\) refer to the dynamics of the battery energy and data queue known by the TP based on its available information (i.e., \(E(t_n)\) and \(Q(t_n)\) but not \(H(t)\) for \(t > t_n\)), which are distinct from the actual battery energy \(E(t)\) and data queue \(Q(t)\).

Since in each event the PTP is designed by the TP, we should analyze the property of \(E(t_n)\) and \(Q(t_n)\) rather than \(E(t)\) and \(Q(t)\). This is because the robust-optimal control of the transmit power can only be designed according to what the TP knows, i.e., \(\tilde{E}_n(t)\) and \(\tilde{Q}_n(t)\).

Now, we define the reachable set of our interest. The reachable set contains all reachable states \((\tilde{E}_n(t_n + T_n), \tilde{Q}_n(t_n + T_n))\) after implementing the PTP over the planned transmission time in the \(n^{th}\) event, i.e., all reachable \((\tilde{E}_n(t_n + T_n), \tilde{Q}_n(t_n + T_n))\).

Note that the planned transmission time \(T_n\) is generally different for different PTPs.

Fig. 2 gives a pictorial illustration of the reachable set: At \(t = t_n\), the system state is at \((\tilde{E}_n(t_n), \tilde{Q}_n(t_n))\) (i.e., point a). After \(t_n\), the PTP pushes the system state (seen by the TP) to move along the arrow (different PTPs correspond to different arrows). At \(t = t_n + T_n\), the state stops at a point (e.g., point b) which corresponds to \((\tilde{E}_n(t_n + T_n), \tilde{Q}_n(t_n + T_n))\). All \((\tilde{E}_n(t_n + T_n), \tilde{Q}_n(t_n + T_n))\) compose the reachable set (i.e., the shaded area). We define the reachable set as follows.

**Definition 3 (Reachable Set).** From given \(E(t_n)\) and \(Q(t_n)\), the reachable set in \(n^{th}\) event is
\[
\mathcal{R}_n = \left\{ (\tilde{E}_n, \tilde{Q}_n) : \tilde{E}_n = E(t_n) - \int_{t_n}^{t_n + T_n} \hat{p}_{n,\varepsilon}(\tau) d\tau \geq 0, \right. \\
\left. \tilde{Q}_n = Q(t_n) - \int_{t_n}^{t_n + T_n} r(\hat{p}_{n,\varepsilon}(\tau)) d\tau \geq 0, \quad \hat{p}_{n,\varepsilon} \in \mathcal{P}_{n,\varepsilon}, T_n < \infty \right\},
\]
where we use \((\tilde{E}_n, \tilde{Q}_n)\) rather than \((\tilde{E}_n(t), \tilde{Q}_n(t))\) to represent the point in \(\mathcal{R}_n\), as \((\tilde{E}_n(t_n + T_n), \tilde{Q}_n(t_n + T_n))\) can be the same with different \(T_n\), which violates the definition of set.

In Fig. 2, we can see that different PTPs correspond to different paths or arrows in the figure, which may or may not arrive at the same end point.

Even though Definition 3 gives an expression of the reachable set, it is too abstract and not convenient for design. To give a more explicit form of reachable set, we define the Rate-Power Equilibrium (RPE) to help the subsequent analysis.

**Definition 4 (Rate-Power Equilibrium (RPE)).** The rate-power line is defined in the \(r - p\) plane (see Fig. 3):
\[
r = K_n p, \quad \text{where } K_n = \frac{Q(t_n) - \tilde{Q}_n}{E(t_n) - \tilde{E}_n}.
\]

The intersection of rate-power line and rate function \(r = \log_2(1 + p)\) for \(p \in [0, p_{\text{max}}]\) (here, \(p\) is a scalar) is called the RPE, and the corresponding transmit power of the RPE.
where intersections exist due to the large $K_n$. $K_n$ is labeled by $c$. Solving $T_{p_n}$ exists, we can use the following remark to calculate it.

Expression of reachable set

A pictorial illustration of the reachable set is shown in Fig. 3, and it can be easily categorized into three cases, depending on the relationship among $K_{\text{min}}$, $K_{\text{max}}$, and $K_{n}^\text{pur}$ (called the energy-balanced slope), where

$$K_{n}^\text{bal} := \frac{Q(t_n) - 0}{E(t_n) - 0} = \frac{Q(t_n)}{E(t_n)}$$  \hspace{1cm} (17)

To be more specific, Fig. 4(a), Fig. 4(b), and Fig. 4(c) correspond to $K_{n}^\text{bal} < K_{\text{min}}$, $K_{\text{min}} \leq K_{n}^\text{bal} < K_{\text{max}}$, and $K_{n}^\text{bal} \geq K_{\text{max}}$, respectively. These three cases have important physical meanings, given in the following remark.

Remark 4 (Categorization of Reachable Sets). In Fig. 3(a) $E_n$ is always greater than 0, $\forall (E_n, Q_n) \in \mathfrak{R}_n$, which implies that the battery energy is abundant. This means that when the data queue is cleared, there is still battery energy remaining, no matter what PTP is used. In this case, we say that $\mathfrak{R}_n$ is energy-abundant. In Fig. 4(b) origin $o$ is in the reachable set, which means the data queue cannot be cleared by using all the energy stored in the battery, and in this case, we say that $\mathfrak{R}_n$ is energy-scarce. In Fig. 4(c) $Q_n$ is always greater than 0, $\forall (E_n, Q_n) \in \mathfrak{R}_n$, which means the data queue cannot be cleared with the available battery energy, no matter what PTP is employed. In this case, we say that $\mathfrak{R}_n$ is energy-scarce.

The RPE not only helps to shape the reachable set (see Proposition 1), but also gives the time-optimal PTP. Recall that from one starting point $(E(t_n), Q(t_n))$, there are multiple PTPs that reach the same end point $(\tilde{E}_n, \tilde{Q}_n)$ (see Fig. 2). These PTPs, however, spend different amount of planned transmission time $T_n$. Hence, we need to find the time-optimal PTP that has the minimum $T_n$ for each point $(\tilde{E}_n, \tilde{Q}_n) \in \mathfrak{R}_n$.

For a given starting point $(E(t_n), Q(t_n))$ and an end point $(\tilde{E}_n, \tilde{Q}_n)$, the planned transmission time $T_n : \mathfrak{P}_{n, \epsilon} \rightarrow \mathbb{R}_+$ is a non-negative functional of the PTP, and the time-optimal PTP has the smallest $T_n$ (and we mark the minimum planned transmission time as $T_n[\tilde{E}_n, \tilde{Q}_n]$ for end point $(\tilde{E}_n, \tilde{Q}_n)$), i.e.,

$$T_n[\tilde{E}_n, \tilde{Q}_n] := \inf_{\phi_{n, \epsilon} \in \mathfrak{P}_{n, \epsilon}} T_n(\phi_{n, \epsilon})$$  \hspace{1cm} (18)

where $\mathfrak{P}_{n, \epsilon}[\tilde{E}_n, \tilde{Q}_n]$ stands for those PTPs to make the end point as $(\tilde{E}_n, \tilde{Q}_n)$. The following proposition shows that the transmit power in the time-optimal PTP for a given pair of starting point and end point is unique and remains constant at the value of $p_{n}^*$ (the transmit power corresponding to the RPE) over the planned transmission time $T_n$. 

Proof: See Appendix A.
Corollary 1. The unique time-optimal PTP to achieve $T_n[\tilde{E}_n, \tilde{Q}_n]$ is $\tilde{p}_{n,e}$ with parameters

$$ (\tilde{p}_{n,e}(t), T_n) = \left( p_{n,e}, T_n[\tilde{E}_n, \tilde{Q}_n] \right), $$

where $p_{n,e}$ is the transmit power of the corresponding RPE which can be calculated by $\left[ \begin{array}{c} P_{n} \\ t_{n} \end{array} \right] \in \mathcal{R}_{n}(\tilde{E}_n, \tilde{Q}_n)$, and the minimum planned transmission time is:

$$ T_n[\tilde{E}_n, \tilde{Q}_n] = \frac{Q(t_n) - \tilde{Q}_n}{r(p_{n,e})} = \frac{E(t_n) - \tilde{E}_n}{p_{n,e}}. \quad (20) $$

Proof: See Appendix C.

Remark 5. We claim that Corollary 1 plays an important role in the solution to the RTT problem, which is shown in Theorem 1. More details can be found in the proof of Theorem 1 (see Appendix D). Briefly speaking, the time-optimal PTPs corresponding to $p_{n,e}$ in Corollary 1 give the solution to the RTT problem for cases $K_{n}^{\text{bal}} < K_{\text{min}}$ and $K_{\text{min}} \leq K_{n}^{\text{bal}} < K_{\text{max}}$.

V. SOLUTION TO RTT PROBLEM AND DISCUSSION ON TRIGGERING CONDITION

The analysis on the reachable set of battery energy and data queue in an arbitrary event as well as the result on time-optimal PTP have enabled us to solve the RTT problem defined in Problem 1. In this section, firstly, we present the optimal solution of the RTT problem, and then discuss the effect of the triggering threshold $\varepsilon$.

A. Optimal Solution to RTT Problem

Theorem 1 (Optimal Solution to RTT Problem). The optimal solution of RTT problem is $p_{n,e}^{\text{RT}}$, with the parameters $\tilde{p}_{n,e}$

$$ (\tilde{p}_{n,e}(t), T_n) = \begin{cases} \left( \frac{Q(t_n)}{P_{n,\text{ex}}}, \frac{E(t_n)}{P_{n,\text{ex}}} \right) & K_{n}^{\text{bal}} < K_{\text{min}}, \\ (0, 0) & K_{\text{min}} \leq K_{n}^{\text{bal}} < K_{\text{max}}, \\ (0, 0) & K_{n}^{\text{bal}} \geq K_{\text{max}}. \end{cases} \quad (24) $$

where $p_{n,e}^{\text{RT}}$ is given in $[17]$. The corresponding actual transmit power implemented by $\tilde{p}_{n,e}(t)$ and $T_n$.

Proof: See Appendix E.

Recall that any $\tilde{p}_{n,e}$ in $[17]$ can be determined by two parameters $\tilde{p}_{n,e}(t)$ and $T_n$. 

Fig. 4. Shapes of 3 cases of reachable sets (including the starting points a, d, h), where $L_1$, $L_2$, and $L_3$ correspond to lines $\tilde{Q}_n - Q(t_n) = K_{\text{max}}(\tilde{E}_n - E(t_n))$, $\tilde{Q}_n - Q(t_n) = K_{\text{max}}(\tilde{E}_n - E(t_n))$, and $\tilde{Q}_n - Q(t_n) = K_{\text{bal}}(\tilde{E}_n - E(t_n))$, respectively. (a) Energy-abundant case ($K_{n}^{\text{bal}} < K_{\text{min}}$), point $b$ is in the reachable set, whereas point $c$ is not in the reachable set. (b) Energy-balanced case ($K_{\text{min}} \leq K_{n}^{\text{bal}} < K_{\text{max}}$), point $e$ is in the reachable set, while points $f$ and $g$ are not in the reachable set. (c) Energy-scarce case ($K_{n}^{\text{bal}} \geq K_{\text{max}}$), point $j$ is in the reachable set, but point $i$ is not in the reachable set.
Recall the event-trigger based framework for transmission design summarized in Algorithm 1. The solution to the design problem in Lines 2 and 8 is now given in Theorem 1.

**Remark 6.** The structure of $\hat{p}_{R,n,c}$ is easy to understand. The first row corresponds to the energy-abundant case for $H_a$ (see Fig. 4(a)), and in this case, the maximum power is used to transmit, since there is enough energy. Likewise, the second row stands for the energy-balanced case (see Fig. 4(b)), and the corresponding transmit power is $p_{n,\text{bal}}$, which can clear the data queue and use up the battery energy at the same time.

In the third row, the energy-scarse case (see Fig. 4(c)), the transmitter sends nothing, which can be explained as that any transmission in this case would make things worse.

**Remark 7.** The worst-case energy-harvesting rate for the optimal transmit power design $p_{n}^{R}$ exists and is given by $H_{p_{n}^{R}}: t \mapsto 0$, i.e., no energy arrival in $[t_{0}, \infty)$ (the proof is given in Lemma 2 in Appendix 2). We denote such no-energy-arrival case as $H_{o}$. It should be noted that the worst-case energy-harvesting rate of any given transmission power design is difficult in general, which is the main difficulty in solving the RTT problem. In Section VI we will show an example of a transmit power design of which the worst-case energy-harvesting rate is very different from $H_{o}$.

**VI. Simulation Results**

Now, we present the simulation results to illustrate the benefit of the proposed transmission designs based on robust-optimal control.

Since there are no comparable online algorithms in the literature, we take the following three designs in the event-trigger control framework as examples to compare with our design. The first is an estimation-based algorithm, labeled as $p_{E}^{E}$, which estimates the future energy-harvesting rate based on the energy-harvesting rate in the past. The corresponding PTP $\hat{p}_{n,e}$ in each event $n$ has parameters:

\[
\begin{align*}
(\hat{p}_{n,e}(t), T_n) &= \begin{cases}
(p_{\text{max}}, \frac{Q(t_{n})}{\hat{p}_{\text{max}}}) & K_{n}^{\text{bal}} < K_{n}^{\text{min}}, \\
(p_{\text{bal}} + \Delta p, \frac{Q(t_{n})}{p_{n}^{\text{bal}} + \Delta p}) & K_{n}^{\text{min}} \leq K_{n}^{\text{bal}} < K_{n}^{\text{max}}, \\
(0, 0) & K_{n}^{\text{bal}} \geq K_{n}^{\text{max}},
\end{cases}
\end{align*}
\]

where $\Delta p = 0$ for $n = 0$, and $\Delta p = [E(t_{n}) - E(t_{n-1})]/(t_{n} - t_{n-1})$ for $n > 0$. Compared with the robust-optimal PTP design in (24), $\hat{p}_{n,e}$ has the same structure and the only difference is the second line in (25), where $\Delta p$ is the additionally allocated power in every event. We can see that $\Delta p$ is dependent on the average energy-harvesting rate in the last event, i.e., $[E(t_{n}) - E(t_{n-1})]/(t_{n} - t_{n-1})$. The additionally allocated power takes into account the future energy arrival whose rate is estimated to be the same as that in the last event.

In contrast, the robust-optimal design does not assume any future energy arrival within the current event. Therefore, the estimation-based design is smarter than our robust-optimal design $p_{n}^{R}$ when $H$ happens to be a stationary process, since the average energy-harvesting rate $[E(t_{n}) - E(t_{n-1})]/(t_{n} - t_{n-1})$ in the past can be a reasonably accurate estimate of the energy-harvesting rate in the future. The second design is the modified estimation-based algorithm, labeled as $p_{n}^{M}$, which has the same structure as (25) to $p_{E}^{E}$, but with a different $\Delta p$ that: $\Delta p = 0$ for $n = 0$, and $\Delta p = 0.25 [E(t_{n}) - E(t_{n-1})]/(t_{n} - t_{n-1})$ for $n > 0$. The modified estimation-based algorithm $p_{n}^{M}$ is more conservative than $p_{E}^{E}$ because only a quarter of the estimated energy is used. The third design is the greedy algorithm, labeled by $p_{n}^{G}$, which simply transmits data with maximum power in every event $n$ if $E(t_{n}) > 0$ and $Q(t_{n}) > 0$.

We present simulation results in three scenarios. In the first two scenarios, the energy-harvesting rates are deterministic but totally unknown to the transmitter, and in the third scenario, the energy-harvesting rate is a non-stationary stochastic process whose statistics are totally unknown to the transmitter.

In the section, the units of all parameters are normalized, and we assume $t_{0} = 0$.

**Scenario 1.** We set the initial battery energy as $E(0) = 1$, the initial data queue length as $Q(0) = 1$, the maximum transmit power as $p_{\text{max}} = 3$, and the triggering threshold as $\varepsilon = 0.05$. The energy-harvesting rate is chosen as $H(t) = h$ for $t \in [0, 0.2)$, and $H(t) = h/10$ for $t \in [0.2, \infty)$, where $h$ is selected from $[0, 2]$. The transmission time comparison of $p_{0.05}^{E}$, $p_{0.05}^{M}$, $p_{0.05}^{G}$, and $p_{0.05}^{M}$ is given in Fig. 5(a) from which we can observe that:
1) The worst transmission time of $\rho^{R}_{0.05}$ is 1. The worst-case energy harvesting rate is $H(t)$ with parameter $h \in [0, 0.15]$, hence including $H_o$ as a worst case.
2) The worst transmission time of $\rho^{M}_{0.05}$ in this figure is 3.2. The worst-case energy harvesting rate is with parameter $h = 0.5$. Clearly, $H_o$ is not the worst case.
3) The worst transmission time of $\rho^{G}_{0.05}$ in this figure is 1.95. The worst-case energy harvesting rate is with parameter $h = 0.5$. Clearly, $H_o$ is not the worst case.
4) The worst transmission time of $\rho^{G}_{0.05}$ is $\infty$. The worst-case energy harvesting rate is $H_o$.

We can see that the transmission time is guaranteed by our design to be not greater than 1, while the other three designs can result in a transmission time much larger than 1.
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**Scenario 2.** We set the initial battery energy as $E(0) = 0.2$, the initial data queue length as $Q(0) = 1$, and the maximum transmit power as $p_{max} = 3$. The energy-harvesting rate is chosen as $H(t) = a \sin t$, for $t \in [0, 1]$, and $H(t) = 0$ for $t \in [1, \infty)$, where $a$ is selected from $[0, 5]$. The transmission time comparison of $\rho^{R}_{0.01}$ ($\varepsilon = 0.01$), $\rho^{E}_{0.01}$ ($\varepsilon = 0.01$), $\rho^{M}_{0.01}$ ($\varepsilon = 0.01$), $\rho^{G}_{0.01}$ ($\varepsilon = 0.01$), and $\rho^{E}_{0.2}$ ($\varepsilon = 0.2$) is given in Fig. 5(b). We can see that $T^* = T(p^{E}_{\varepsilon}, E(0), Q(0), H_o) = \infty$ (for all $\varepsilon$). When $\varepsilon = 0.01$, for $\rho^{M}_{0.01}$, the region of $h$ having finite transmission time is $a \in [1.1, 5]$, but for $\rho^{E}_{0.01}$, $\rho^{M}_{0.01}$, or $\rho^{G}_{0.01}$, this region is much smaller ($a \in [2.7, 5]$ , $a \in [2.6, 5]$ and $a \in [2.9, 5]$, respectively). Hence, if the actual energy-harvesting rate is with $a = 2.5$, the robust-optimal design $\rho^{R}_{0.01}$ results in a transmission time of 1.33, while $\rho^{E}_{0.01}$, $\rho^{M}_{0.01}$ and $\rho^{G}_{0.01}$ return an infinite transmission time. Additionally, since 0.2 is a multiple of 0.01, Proposition 3 tells that $H_f(p^{R}_{0.01}, E(0), Q(0)) \supset H_f(p^{E}_{0.01}, E(0), Q(0))$, which is also verified in Fig. 5(b).

**Scenario 3.** We set the initial battery energy as $E(0) = 1$, the initial data queue length as $Q(0) = 1$, and the maximum transmit power as $p_{max} = 3$. The energy-harvesting rate is chosen as a modified compound Poisson process $H(t) = \sum_{i=1}^{N(t)} D_i(t) +$, where $\{N(t): t \geq 0\}$ is a Poisson process with rate $\lambda = 2$, and $D_i(t)$ is a Gaussian random variable with mean $a \sin t$ ($a \in [0, 5]$) and variance 1. The transmission time comparisons of $\rho^{R_{\varepsilon}}$, $\rho^{E_{\varepsilon}}$, and $\rho^{M_{\varepsilon}}$ for $\varepsilon = 0.01, 0.05$ are given in Fig. 6. The performance of the greedy algorithm is not included as it is much worse than all other algorithms. In Fig. 6(a) the worst-case transmission times of $\rho^{E_{0.01}}$ and $\rho^{M_{0.01}}$ are 24.6% and 22.1% larger than that of $\rho^{R_{0.01}}$, respectively. Similarly, in Fig. 6(b) the worst-case transmission time of $\rho^{E_{0.05}}$ is smaller than those of $\rho^{E_{0.01}}$ and $\rho^{M_{0.05}}$. Comparing Fig. 6(a) with Fig. 6(b) we can see that a larger triggering threshold actually reduces the worst-case transmission time for the estimation-based algorithms $\rho^{E_{\varepsilon}}$ and $\rho^{M_{\varepsilon}}$. This is because $H(t)$ is highly non-stationary and a larger triggering threshold is less sensitive to the rapid and non-stationary fluctuation in $H(t)$ which results in a better worst-case performance for the estimation-based algorithms. For our robust-optimal algorithm $\rho^{R_{\varepsilon}}$, the worst-case transmission times are the same for $\varepsilon = 0.01$ and $\varepsilon = 0.05$, which coincides with our conclusion in Section V-B.

**VII. CONCLUSION**

We have solved the transmission-time minimization problems for an energy harvesting transmitter, where the future energy-harvesting rate is totally unknown. Specifically, our design is based on two advanced methods in cybernetics:

- Event-trigger control: The Event Detector (ED) continuously monitors the battery energy and triggers a new event when it experiences some significant change from the last event. Whenever an event is trigger, the Transmission Planner (TP) uses the current information of the battery energy and the data queue to update the transmit power based on robust-optimal control. The event-trigger control framework is summarized in Algorithm 1.
- Robust-optimal control: It minimizes the worst-case transmission time such that the actual transmission time is guaranteed to be below this level, no matter what energy-harvesting rate is imposed. If the worst-case transmission time is always infinite for all possible transmit power design, then the robust-optimal control guarantees the largest set of energy-harvesting rate to have a finite actual transmission time. The robust-optimal transmit power design is given in Theorem 1.

For future work, one can adopt the approach used in this work to design transmission protocols for other objectives, such as throughput maximization, with no knowledge on the future behavior of energy-harvesting rate and data arrival.
process. Additionally, it is interesting to see how the robust-optimal solution performs using experimental measurements (e.g., (29)) of the energy-harvesting rate.

APPENDIX A
PROOF OF LEMMA 1

Necessity. If (14) holds, there exists a $t \geq t_n$ such that $\mathfrak{R}_n$ is not empty, and we have

$$
\frac{Q(t_n) - \bar{Q}_n}{E(t_n) - \bar{E}_n} = \frac{\int_{t_n}^1 r(\bar{p}_{n,e}(\tau))d\tau}{\int_{t_n}^1 \bar{p}_{n,e}(\tau)d\tau}. 
$$  (26)

According to (12), equation (26) can be further rewritten as

$$
\int_{t_n}^1 [K_n\bar{p}_{n,e}(\tau) - r(\bar{p}_{n,e}(\tau))]d\tau = 0. 
$$  (27)

If no RPE exists, then either $K_n\bar{p}_{n,e}(\tau) > r(\bar{p}_{n,e}(\tau))$ or $K_n\bar{p}_{n,e}(\tau) < r(\bar{p}_{n,e}(\tau))$ holds for $[t_n, t_n + T_n]$, which contradicts with (27). Therefore, the RPE exists.

Sufficiency. If the RPE exists, we set $\bar{p}_{n,e}(t) = p_n^e$ as the transmit power. Note that $K_n p_n^e = r(p_n^e)$, and hence (14) holds.

APPENDIX B
PROOF OF PROPOSITION 1

For the simplicity of this proof, we label $A_1 = \mathfrak{R}_n \setminus \{(E(t_n), Q(t_n))\}$ and $A_2 = \{(\overline{E}_n, \overline{Q}_n) : K_{\text{min}} \leq K_n < K_{\text{max}}, 0 \leq E_n < E(t_n), 0 \leq Q_n < Q(t_n)\}$.

i) $A_1 \subseteq A_2$: $\forall (E_n(t), Q_n(t)) = A_1$, the RPE exists according to Lemma 1. Hence, $K_n = r(p_n^e)/p_n^e$. Since $r(p)$ is strictly concave for $p$ and $r(0) = 0$, we have

$$
K_n = \frac{r(\bar{p}_n^e)}{\bar{p}_n^e} = \frac{r(p_n^e) - r(0)}{\bar{p}_n^e} = \frac{\eta_p - \epsilon}{\bar{p}_n^e} 
$$  (28)

is strictly decreasing in $(0, p_{\text{max}}]$. Therefore, $K_{\text{min}} \leq K_n < K_{\text{max}}$, and $(\overline{E}_n, \overline{Q}_n) \in A_2$.

ii) $A_2 \subseteq A_1$: $\forall (E_n(t), Q_n(t)) = A_2$, the RPE exists according to (28). Thus, $(\overline{E}_n, \overline{Q}_n) \in A_1$.

To sum up, $A_1 = A_2$ and (15) holds.

APPENDIX C
PROOF OF PROPOSITION 2

Since $r(\bar{p}_{n,e}(t)) = \log_2(1 + \bar{p}_{n,e}(t))$ is strictly increasing, concave and non-negative, $\forall \bar{p}_{n,e}(t) \in [0, p_{\text{max}}]$, $r(\bar{p}_{n,e}(t))$ can be expressed by

$$
r(\bar{p}_{n,e}(t)) = K_e \bar{p}_{n,e}(t) + b - \epsilon(\bar{p}_{n,e}(t)), 
$$  (29)

where $b$ is a positive constant, and $K_e'$ is the derivative of $r(\bar{p}_{n,e}(t))$ at $\bar{p}_{n,e}(t) = p_n^e$, which implies $K_e' := \lim_{\bar{p}_{n,e}(t) \rightarrow p_n^e} dr(\bar{p}_{n,e}(t))/d\bar{p}_{n,e}(t)$. In (29), $\epsilon(\bar{p}_{n,e}(t)) \geq 0$, and $\epsilon(\bar{p}_{n,e}(t)) = 0$ holds only when $\bar{p}_{n,e}(t) = p_n^e$.

Recall the proof of necessity in Lemma 1 that if (14) holds, then (27) is satisfied. We break (27) down into 3 parts by Lebesgue integral,

$$
\int_{S_1} \Lambda(t)dt + \int_{S_2} \Lambda(t)dt + \int_{S_3} \Lambda(t)dt = 0, 
$$  (30)

where $\Lambda(t) = [r(\bar{p}_{n,e}(t)) - K_n\bar{p}_{n,e}(t)]$, $S_1 = \{t \in [0, T_n) : \bar{p}_{n,e}(t) \leq p_n^e\}$, $S_2 = \{t \in [0, T_n) : p_n^e \leq \bar{p}_{n,e}(t) \leq p_n^e\}$ and $S_3 = \{t \in [0, T_n) : \bar{p}_{n,e}(t) = p_n^e\}$.

Let $\bar{p}$ be the average transmit power over $[t_n, t_n + T_n]$, and we have

$$
\bar{p} = \frac{\int_{S_1} \bar{p}_{n,e}(t)dt + \int_{S_2} \bar{p}_{n,e}(t)dt + \int_{S_3} \bar{p}_{n,e}dt}{\int_{S_1} \mu(S_1) + \mu(S_2) + \mu(S_3)} 
$$

(31)

where

$$
\Delta = \int_{S_1} \epsilon(\bar{p}_{n,e}(t))dt + \int_{S_2} \epsilon(\bar{p}_{n,e}(t))dt = \int_{S_3} \epsilon(\bar{p}_{n,e}(t))dt 
$$

(32)

In (31), (a) represents the average power, and (b) is from (30), and (c) is derived by employing (29). In (32), the equality holds only when $\mu(S_1) = 0$ and $\mu(S_2) = 0$, i.e., (19) holds. From (31), the explicit form for $\bar{p}$ is

$$
\bar{p} = \frac{b - K_e \Delta}{K_n - K_e' \bar{p}_n^e} \leq \frac{b}{K_n - K_e'} = p_n^e. 
$$  (33)
Therefore,
\[
T_n = \mu (S_1) + \mu (S_2) + \mu (S_3) = E(t_n) - \tilde{E}_n \geq \frac{E(t_n) - \tilde{E}_n}{\tilde{p}_n} = T_n, \tag{34}
\]
where the equality holds if and only if \[\tilde{p}_n\] holds according to \[19\]. Thus, \[19\] is the time-optimal transmission power. The uniqueness for \[19\] is obvious, otherwise \[34\] cannot hold.

Note that \(K_n \tilde{p}_n = r(\tilde{p}_n)\), and hence \[20\] is obtained.

**APPENDIX D**

**PROOF OF COROLLARY 1**

Taking the partial derivative of \(T_n[\tilde{E}_n, \tilde{Q}_n]\) in \[20\] w.r.t. \(\tilde{E}_n\), we have
\[
\frac{\partial T_n[\tilde{E}_n, \tilde{Q}_n]}{\partial \tilde{E}_n} = \frac{\partial}{\partial \tilde{E}_n} E(t_n) - \tilde{E}_n = \tilde{p}_n + \frac{\partial \tilde{p}_n}{\partial \tilde{E}_n} \left[ E(t_n) - \tilde{E}_n \right] = -\frac{1}{(\tilde{p}_n)^2} E(t_n) - \tilde{E}_n \right], \tag{35}
\]
Employing the chain rule, we have
\[
\frac{\partial \tilde{p}_n}{\partial \tilde{E}_n} = \frac{\partial \tilde{p}_n}{\partial K_n} \frac{\partial K_n}{\partial \tilde{E}_n} = \frac{K_n}{K_n'} E(t_n) - \tilde{E}_n, \tag{36}
\]
where \(\partial \tilde{p}_n/\partial K_n\) is derived by using the implicit differentiation on \(K_n \tilde{p}_n = \log_2 (1 + \tilde{p}_n)\), and \(\partial K_n/\partial \tilde{E}_n\) is obtained by \[12\]. In \[36\], \(K_n'\) is the derivative of \(\log_2 (1 + \tilde{p}_n)\), i.e., \(K_n' = 1/\ln(1 + \tilde{p}_n)\). Since \(K_n\) and \(K_n'\) can be rewritten as
\[
K_n = \frac{\log_2 (1 + \tilde{p}_n)}{\tilde{p}_n - 0}, \quad K_n' = \lim_{\tilde{p}_n \to \tilde{p}_n} \frac{\log_2 (1 + \tilde{p}_n) - p}{\tilde{p}_n - p}, \tag{37}
\]
we know \(K_n > K_n'\) due to \(\tilde{p}_n > p > 0\). By \[36\], equation \[35\] can be rewritten as
\[
\frac{\partial T_n[\tilde{E}_n, \tilde{Q}_n]}{\partial \tilde{E}_n} = \frac{K_n - K_n'}{\tilde{p}_n (K_n - K_n')} > 0, \tag{38}
\]
where \(a\) follows from \(K_n > K_n'\). Thus, with fixed \(\tilde{Q}_n\), the planned transmission time \(T_n[\tilde{E}_n, \tilde{Q}_n]\) increases with \(\tilde{E}_n\). This means that: If \(K_n^{bal} = K_n\), the minimum \(T_n[\tilde{E}_n, \tilde{Q}_n]\) achieves at point \(b\) in Fig. \[4(a)\] and we can calculate the battery energy of point \(b\) as \(E(t_n) - Q(t_n)/K_n\) by the equation of \(L_1\) (see the caption in Fig. \[3\]), which implies \[21\] holds.

Since \(L_1\) in Fig. \[4(a)\] is with slope \(K_n\), from Fig. \[3\] we have \(\tilde{p}_n = \tilde{p}_n^{max}\). Similarly, if \(K_n^{min} = K_n^{bal} < K_n\), we can derive \[22\] and \[23\].

For \(K_n^{bal} = K_n^{max}\), we cannot find any end point with \(\tilde{Q}_n = 0\), according to Fig. \[4(c)\].

**APPENDIX E**

**PROOF OF THEOREM 1**

Before starting, we give two lemmas: Lemma \[2\] tells that the worst-case energy-harvesting rate of the designed PTP \(p_n^{bal}\) is \(H_o : t \to 0 (t \in [t_0, \infty))\) if the reachable set \(\mathcal{R}_0\) is not in energy-scarce case; Lemma \[3\] indicates that \(T^*\) is finite.

**Lemma 2.** If the initial battery energy \(E(t_0)\) and initial data queue \(Q(t_0)\) satisfies \(Q(t_0)/E(t_0) = K_0^{bal} < K_{max}\), then the following holds
\[
\sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H) = T(\rho^R, E(t_0), Q(t_0), H_0) < \infty. \tag{39}
\]

**Proof:** Firstly, it can be easily obtained that
\[
\sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H) \geq T(\rho^R, E(t_0), Q(t_0), H_0). \tag{40}
\]
Secondly, for energy-harvesting rate \(H_o\), there are no triggered events, since no energy comes in \([t_0, \infty)\). For \(H \neq H_o\), there should be \(k \in \mathbb{Z}_+\) triggered events. If \(k = 0\), then the transmission time will be the same as that for \(H_o\). If \(k > 0\), then in the first triggered event, then \(E(t_1)\) is
\[
\begin{cases}
E(t_0) - (t_1 - t_0) \rho_{max} + \varepsilon, & K_0^{bal} < K_{min}, \\
E(t_0) - (t_1 - t_0) \rho_{bal}^{max} + \varepsilon, & K_{min} \leq K_0^{bal} < K_{max}.
\end{cases}
\tag{41}
\]
If such calculated \(E(t_1) \leq 0\), then the transmission time is still the same as that for \(H_o\). If \(E(t_1) > 0\), then \(K_0^{bal}\) is
\[
\begin{cases}
\frac{Q(t_0) - (t_1 - t_0) \rho_{max}}{E(t_0) - (t_1 - t_0) \rho_{max}} \geq K_0^{bal}, & K_0^{bal} < K_{min}, \\
\frac{Q(t_0) - (t_1 - t_0) \rho_{bal}^{max}}{E(t_0) - (t_1 - t_0) \rho_{bal}^{max}} + \varepsilon < K_0^{bal}, & K_{min} \leq K_0^{bal} < K_{max}.
\end{cases}
\tag{42}
\]
According to Fig. \[3\] that \(p_n^e\) decreases w.r.t. \(K_n\), we have \(\rho_{bal}^{max} \leq \rho_{bal}^{max} \). Therefore, the transmission time becomes smaller. To sum up, \(\forall H \in H\) the following inequality holds
\[
T(\rho^R, E(t_0), Q(t_0), H) \leq T(\rho^R, E(t_0), Q(t_0), H_0), \tag{43}
\]
which means
\[
\sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H) \leq T(\rho^R, E(t_0), Q(t_0), H_0). \tag{44}
\]
Now, combining inequality \[44\] with inequality \[40\] and noticing that \(T(\rho^R, E(t_0), Q(t_0), H_0) < \infty\) (since the corresponding reachable set for \(n = 0\) is energy-abundant or energy-balanced), we can finally derive \[39\].

**Lemma 3.** \(T^* < \infty\) if and only if \(Q(t_0)/E(t_0) = K_0^{bal} < K_{max}^{bal}\)

**Proof:** Necessity. By contrapositive, we should prove that: if \(K_0^{bal} \geq K_{max}^{bal}\), then \(T^* = \infty\). Under \(H_o : t \to 0 (t \in [t_0, \infty))\), we have \(T(\rho^R, E(t_0), Q(t_0), H_0) = \infty\) for any \(\rho^R \in \mathcal{R}_{t_0}\), which implies
\[
T^* = \inf_{\rho^R \in \mathcal{R}_{t_0}} \sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H) \geq \inf_{\rho^R \in \mathcal{R}_{t_0}} \sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H_0) = \infty. \tag{45}
\]
Therefore, \(T^* = \infty\).

Sufficiency. We prove that if \(K_0^{bal} < K_{max}^{bal}\), then \(T^* < \infty\).

Firstly, we have
\[
T^* = \inf_{\rho^R \in \mathcal{R}_{t_0}} \sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H) \leq \sup_{H \in H} T(\rho^R, E(t_0), Q(t_0), H). \tag{46}
\]
which combined with $K_{0}^{\text{bal}} < K_{\max}$ and Lemma 2 implies that
\[
T^{*} \leq \sup_{H \in H} \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H) \leq \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{0}) < \infty.
\]

Now, we start the proof of Theorem 1.

We divide this proof into two parts corresponding to $T^{*} < \infty$ (see Subproblem 1) and $T^{*} = \infty$ (see Subproblem 2), respectively.

i) For $T^{*} < \infty$, from Lemma 3 we know $K_{0}^{\text{bal}} < K_{\max}$.

Let the optimal solution be $p_{n,e}^{e}$ (implementing $p_{e}^{R}$) and the corresponding worst-case energy-harvesting rate be $H_{p_{n,e}^{e}}$, i.e., $T^{*} = \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{p_{n,e}^{e}})$. We have
\[
\mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{p_{n,e}^{e}}) = T^{*} \leq \sup_{H \in H} \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{p_{n,e}^{e}}) = \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{0}),
\]
where (a) follows from Lemma 2 since for $K_{0}^{\text{bal}} < K_{\max}$, the worst-case energy-harvesting rate of $p_{e}^{R}$ is $H_{0}$.

On the other hand, we can derive
\[
\mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{p_{n,e}^{e}}) \geq \sup_{H \in H, H_{n} < H_{p_{n,e}^{e}}} \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{n}),
\]
where (b) follows from the fact that $p_{e}^{R}$ is time optimal under $H_{0}$. This is because, in this case, event 1 is never triggered, and the PTP is always equal to the actual transmit power (see [5]), which means that: for $K_{0}^{\text{bal}} < K_{\max}$, the actual transmit power is optimal according to Corollary 1. Therefore, combining [48] and [49], we have $p_{e}^{*} = p_{e}^{R}$, i.e., $p_{n,e}^{*} = p_{n,e}^{R}$. The transmitter can still clean up the data queue $Q_{t}$.

ii) For $T^{*} = \infty$, from Lemma 3 we know $K_{0}^{\text{bal}} \geq K_{\max}$ holds.

We will show $p_{e}^{R}$ satisfies [9] in Subproblem 2 by
\[
\mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0})) \subseteq \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0})), \forall p_{e} \in \mathcal{P}_{e},
\]
or equivalently, for all $p_{e} \in \mathcal{P}_{e}$, $\forall H \in \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0}))$, $H$ should also be in the set $\mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0}))$.

Now, $\forall p_{e} \in \mathcal{P}_{e}$, and $\forall H \in \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0}))$, we have
\[
\int_{t_{0}}^{t_{0} + T} \log_{2}(1 + p_{e}(\tau))d\tau = Q(t_{0}),
\]
where $\mathcal{T} = \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H) < \infty$. Since function $H$ is Lebesgue integrable over any subset of $\mathbb{R}_{+}$ with finite measure, the integral $\int_{t_{0}}^{t_{0} + T} H(\tau)d\tau$ is finite, which means the total number of triggered events is also finite. Assuming event $N$ is the last triggered event, we have
\[
\int_{t_{0}}^{t_{0} + T} p_{e}(\tau)d\tau = E(t_{0}) + N_{e},
\]
in which the value $\varepsilon$ is the harvested energy in each event, since the integral of $H(\tau)$ is continuous and the event is triggered when $\int_{t_{n-1}}^{t_{n}} H(\tau)d\tau = \varepsilon$. Thus, $N_{e}$ is the total amount of harvested energy from $t_{0}$ to $t_{0} + T$ that can be seen from the TP side.

If we assume the amount of battery energy $E(t_{0}) + N_{e}$ is available at $t_{0}$, then $p_{e}$ is still be a valid transmit power design to clear the data queue $Q(t_{0})$, and the corresponding transmission time is also the same, i.e., $T = \mathcal{T}(p_{e}, E(t_{0}) + N_{e}, Q(t_{0}), H_{0})$. With Corollary 1 we know that $p_{e}^{R}$ is time-optimal, i.e., $\mathcal{T}(p_{e}^{R}, E(t_{0}) + N_{e}, Q(t_{0}), H_{0}) \leq \mathcal{T}(p_{e}, E(t_{0}) + N_{e}, Q(t_{0}), H_{0}) < \infty$, which implies
\[
\frac{Q(t_{0})}{E(t_{0}) + N_{e}} \leq K_{\max}.
\]

Then, we prove $\mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H)$ is finite. In event 0:

1) If $K_{0}^{\text{bal}} = Q(t_{0})/E(t_{0}) \leq K_{\max}$, then the transmission time is finite, because even if no energy arrives in $[t_{0}, \infty)$, the transmitter can still clean up the data queue by [24].

2) If $K_{0}^{\text{bal}} = Q(t_{0})/E(t_{0}) \geq K_{\max}$, then from [24], the transmit power is 0 during $[t_{0}, t_{1})$.

If case 2) happens, then in event 1, we have $K_{0}^{\text{bal}} = Q(t_{0})/E(t_{0}) + \varepsilon$. Similar to event 0, if $K_{0}^{\text{bal}} \leq K_{\max}$, then the transmission time is finite. Otherwise, the transmit power is 0 during $[t_{1}, t_{2})$, which makes $K_{0}^{\text{bal}} = Q(t_{0})/E(t_{0}) + 2\varepsilon$. Proceeding forward, if case 1) happens, then the transmission time is finite, and if case 2) happens, the transmitter transmit nothing. Here, we can always find an event $n \leq N$ such that $K_{n} = Q(t_{0})/E(t_{0}) + n\varepsilon$, if $K_{n-1} \geq K_{\max}$. This is guaranteed by [53]. Now, we have $\mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H_{0}) < \infty$, and thus $H_{0} \in \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0}))$.

To sum up, for any $p_{e} \in \mathcal{P}_{e}$, $\forall H \in \mathcal{H}_{f}(p_{e}, E(t_{0}), Q(t_{0}))$, we have $H \in \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0}))$, which implies that $H(p_{e}, E(t_{0}), Q(t_{0})) \subseteq H(p_{e}^{R}, E(t_{0}), Q(t_{0}))$ holds for all $p_{e} \in \mathcal{P}_{e}$.

APPENDIX F

PROOF OF PROPOSITION 3

\[
\forall H \in \mathcal{H}_{f}(p_{e}^{R}, E(t_{0}), Q(t_{0})), \text{ the transmission time is } T^{b} = \mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H) < \infty. \text{ Then, similar to part ii) in the proof of Theorem 1 we label the last triggered event number as } N^{b}, \text{ and by (3), the following holds}
\]
\[
N^{b} \varepsilon^{b} \leq \int_{t_{0}}^{t_{0} + T^{b}} H(\tau)d\tau \leq (N^{b} + 1)\varepsilon^{b}.
\]

Since $T^{b}$ is finite, similar to [53], $Q(t_{0})/(E(t_{0}) + N^{b}\varepsilon^{b}) < K_{\max}$ holds. Noting that $\varepsilon^{a} = \varepsilon^{b}$, we have $N^{b}\varepsilon^{b} = N^{a}\varepsilon^{a}$, where $N^{a} = zN^{b}$. Thus, the following holds
\[
\frac{Q(t_{0})}{E(t_{0}) + N^{a}\varepsilon^{a}} = \frac{Q(t_{0})}{E(t_{0}) + N^{b}\varepsilon^{b}} < K_{\max},
\]
which implies that for $\varepsilon^{a}$, the transmission time $\mathcal{T}(p_{e}^{R}, E(t_{0}), Q(t_{0}), H)$ is finite (similar to part ii) in the

\footnote{After moving the future energy to $t_{0}$, the transmission time should be $\mathcal{T}(p_{e}, E(t_{0}) + N_{e}, Q(t_{0}), H_{\text{end}})$ where $H_{\text{end}}$ is an equivalent energy-harvesting rate but not necessarily $H_{0}$. However, since $H_{\text{end}}$ cannot trigger any event, we have $\mathcal{T}(p_{e}, E(t_{0}) + N_{e}, Q(t_{0}), H_{\text{end}}) = \mathcal{T}(p_{e}, E(t_{0}) + N_{e}, Q(t_{0}), H_{0})$}
proof of Theorem 1). Therefore, \( H \in \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \), and
\[
\mathcal{H}_f(p^R, E(t_0), Q(t_0)) \supseteq \mathcal{H}_f(p^R, E(t_0), Q(t_0)).
\]
On the other hand, we can find a \( H \in \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \) such that
\[
(z - 1)e^a = \int_{t_0}^{\infty} H(t)dt < ze^a = b,
\]
which implies \( T^R \) is infinite, since for \( eb \), the first event never comes, and \( K^b_{bal} \geq K_{max} \) will stay unchanged for \([t_0, \infty)\). Hence, \( \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \supseteq \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \), and therefore, combining with the result in the last paragraph, we have \( \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \supseteq \mathcal{H}_f(p^R, E(t_0), Q(t_0)) \).
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