Introduction.—Quantum superposition [1] is at the heart of quantum theory and is often considered a signature to distinguish the quantum from the classical world. To date quantum superposition has been observed in various physical systems [2], such as electronic [3–5], photonic [6–9], and atomic or molecular systems [10, 11], ranging from microscopic systems to mesoscopic devices. Nevertheless, it would be desirable to observe quantum superposition in macroscopic mechanical systems with up to $10^{10}$ atoms [12]. It can help us understand the fundamentals of quantum theory [13], such as quantum decoherence and quantum-classical boundary in the presence of gravity [14], and has wide applications in quantum information processing with continuous variables [9].

Recent advances in microfabrication provide the possibility of producing high-$Q$ mechanical resonators [15]. This progress paves the way for observing and utilizing quantum effects in macrosized mechanical systems [16–22]. Great efforts have been devoted to controlling the mechanical motion in optomechanics [23–25] and nanomechanics [26–28]. However, it remains a challenge to generate macroscopically distinct superposition states [29] in mechanical resonators [30–32]. Decoherence by quantum and thermal fluctuations can often destroy such superposition. Moreover, the natural mechanical displacement induced by a single photon in optomechanical systems is proportional to the ratio of the coupling rate to the mechanical frequency [32], $g_0/\omega_M$ [cf. Eq. (1)], which is of the order of $10^{-5} - 10^{-2}$ in realistic systems [26]. To distinguish the single-photon mechanical displacement from its zero-point fluctuation, the ultrastrong coupling condition $g_0 > \omega_M$ needs to be satisfied [32].

In this Letter, we propose an efficient approach for creating superposition of large-amplitude coherent states in a two-mode optomechanical system by introducing a sinusoidally modulated photon hopping between the two cavities. This modulated photon tunneling induces a near-resonant radiation-pressure force acting on the mechanical resonator, with an effective detuning much smaller than the original mechanical frequency, and hence increases the mechanical displacement generated by a single photon. One merit of this method is that the fidelities of the generated mechanical states are not affected by the decay of cavity photons. This feature enables the possibility to observe distinct mechanical superposition states in practical systems.

System.—Consider a two-mode optomechanical system that consists of a free (left) cavity coupled to an optomechanical (right) cavity via a modulated photon-hopping interaction. The system is described by the Hamiltonian

$$
\hat{H} = \omega_c (\hat{a}_L^\dagger \hat{a}_L + \hat{a}_R^\dagger \hat{a}_R) - \xi \omega_0 \cos(\omega_0 t) (\hat{a}_L^\dagger \hat{a}_R + \hat{a}_R^\dagger \hat{a}_L) + \omega_M \hat{b}^\dagger \hat{b} - g_0 \hat{a}_L^\dagger \hat{a}_R (\hat{b} + \hat{b}^\dagger),
$$

where $\hat{a}_L(R)$ and $\hat{b}$ are the annihilation operators of the left (right) cavity mode and the mechanical mode, with resonant frequencies $\omega_c$ and $\omega_M$, respectively. The parameter $\omega_0$ is the modulation frequency, and $\xi$ is the dimensionless modulation amplitude of photon hopping between the two cavities. $g_0$ is the magnitude of the single-photon optomechanical coupling between the right cavity and the mechanical mode. Similar two-mode optomechanical systems have been proposed for studying quantum optics and quantum information missions [40–44].

In a rotating frame defined by the transformation operator $\mathcal{T}(t) = \mathcal{V}_1(t) \mathcal{V}_2(t)$ with $\mathcal{V}_1(t) = \exp\left(-i[\omega_c (\hat{a}_L^\dagger \hat{a}_L + \hat{a}_R^\dagger \hat{a}_R) + \omega_M \hat{b}^\dagger \hat{b}]t\right)$ and $\mathcal{V}_2(t) = \exp[i \xi \sin(\omega_0 t) (\hat{a}_L^\dagger \hat{a}_R + \hat{a}_R^\dagger \hat{a}_L)]$, and under the condition $|\delta|, g_0/2 \ll \omega_0, \omega_M$, we can obtain an effective Hamiltonian by the rotating-wave approximation (RWA) as [45]

$$
\hat{H}_{\text{RWA}} = g (\hat{a}_L^\dagger \hat{a}_L - \hat{a}_R^\dagger \hat{a}_R) (\hat{b} e^{-i \delta t} + \hat{b}^\dagger e^{i \delta t}).
$$

Here, $g = g_0 J_{2n_0}(2\xi)/2$ is the normalized coupling constant under a selected integer $n_0$ and $\delta = \omega_M - 2n_0\omega_0$ is a modulation-induced detuning, where $J_n(z)$ is the Bessel function.
function of the first kind, and \( n_0 \) corresponds to the near-resonance term in the Jacobi-Anger expansions of the sinusoidal factor in \( \tilde{V}(t) \).

The Hamiltonian Eq. (2) describes a driven harmonic oscillator with an effective driving force \( g(\hat{a}^\dagger_L \hat{a}_L - \hat{a}^\dagger_R \hat{a}_R) \) on a mechanical quadratic that rotates at a frequency \( \delta \).

Under this form, the maximum mechanical displacement induced by a single photon is \( 2g/|\delta| \), which, by choosing proper \( \Delta \) and \( \delta \), could be much larger than the displacement \( 2\omega_0/\omega_M \) [32] in the single-cavity case. The resonance driving effect can be seen more clearly by introducing the symmetric and asymmetric modes of the two cavities [45]: \( \hat{a}_\pm = (\hat{a}_L \pm \hat{a}_R)/\sqrt{2} \). In the representation of \( \hat{a}_\pm \), the frequencies of modes \( \hat{a}_\pm \) are modulated by periodic functions with frequency \( \omega_0 \), and hence the Floquet sideband modes (with frequencies \( \omega_0 + m\omega_0 \) for integers \( m \)) will assist the transitions of the system. As a result, we can choose a proper \( \omega_0 \) such that the conditional displacement process becomes resonant or near resonant and other processes are far off resonant. The physical picture can also be understood in the time domain [45]. By hopping a single photon into and out of the right cavity at the proper time, the mechanical effect of the single photon will be amplified because the displacement effect can be accumulated when the driving force and the mechanical oscillation are in phase. At the same time, modulation sidebands are designed to suppress other parametric processes and hence an enhanced radiation-pressure interaction can be obtained.

**Generation of Yurke-Stoler-like states.**—To generate mechanical superposition states, we consider an initial state \( |\psi(0)\rangle = \frac{1}{\sqrt{2}}(|1\rangle_L |0\rangle_R + |0\rangle_L |1\rangle_R |0\rangle_M \), where \( |n = 0, 1\rangle_L |R \rangle \) are cavity-field Fock states, and \( |0\rangle_M \) is the mechanical ground state prepared via ground state cooling [20–22]. Applying the propagator associated with \( \tilde{H}_{RWA}(t) \) on this initial state, followed by the transformation \( \tilde{T}(t) \), we derive the state

\[
|\psi(t)\rangle = \frac{e^{i\theta}}{\sqrt{2}} \left( |1\rangle_L |0\rangle_R |\varphi_L(t)\rangle_M + |0\rangle_L |1\rangle_R |\varphi_R(t)\rangle_M \right),
\]

where \( \theta(t) = -(\omega_c - g^2/\delta)t - (g^2/\delta^2)\sin(\delta t) \) is a global phase factor. The two states \( |\varphi_L(t)\rangle_M = \cos(\mu/2)|\beta(t)\rangle_M + i\sin(\mu/2) - \beta(t)|\rangle_M \) and \( |\varphi_R(t)\rangle_M = (|\varphi_L(t)\rangle_M)_{\beta \rightarrow -\beta} \) are Yurke-Stoler-like states [58], which are quantum superposition of coherent states \( \pm |\beta(t)\rangle_M \), where \( \beta(t) = -2ig\sin(\delta t/2)/\delta e^{-i(\omega_M - \delta/2)t} \) and \( \mu(t) = 2\xi \sin(\omega_M t) \). For the resonant case \( \delta = 0 \), we have \( \beta_{\text{res}}(t) = -igt \exp(-i\omega_M t) \). Equation (28) describes a three-mode entangled state that involves two cavity modes and a mechanical mode. To generate mechanical superposition states \( |\varphi_{L(R)}(t)\rangle_M \), we need to measure the states of the cavity field.

The maximum coherent amplitude, \( |\beta|_{\text{max}} = 2g/\delta \), is controllable by tuning the two parameters \( \Delta \) and \( \omega_0 \) based on the relations \( g = g_0 J_{2n_0}(2\xi)/2 \) and \( \delta = \omega_M - 2n_0\omega_0 \).

![FIG. 1. (Color online) (a) The maximum amplitude \( |\beta|_{\text{max}} \) versus \( \delta/\omega_0 \) at \( \xi = 1.5271 \) and 4.9847, which correspond to the peak values of the Bessel function \( J_2(2\xi) \), as shown in the inset. (b) Time dependence of \( \sin(\delta t/2) \) and \( \tan(\mu(t)/2) \) near the positions that give the large oscillation amplitude and the equal probability superposition in states \( |\varphi_{L(R)}(t)\rangle_M \), where \( \omega_M/\delta = 80, n_0 = 1, \) and \( \xi = 1.5271 \).](image-url)
macroscopic superposition and a small \( t_0 \) for reducing the impact of the dissipations. In realistic simulations, we should choose a proper \( \delta \) such that \( |\beta|_{\text{max}} \) satisfies the requirement of macroscopicity and \( t_0 \) is as small as possible. It is also worth mentioning that the detection time can be shortened by utilizing the upslope rather than the peak of the amplitude function \( |\sin(\delta t/2)| \) with a smaller \( \delta \). For example, to obtain a displacement of \( |\beta|_{\text{max}} = 2 \), the time for the resonant case \( \delta = 0 \) is \( t_{\text{res}} = 2/g \), which is shorter than \( t_0 = \pi/g \) for the case \( \delta = g \) [45].

Effects of dissipations.—To study the environmental fluctuation effects on the state generation scheme, we numerically simulate the state generation in the open system case, in which the evolution of our system is governed by the quantum master equation [45]:

\[
\dot{\rho} = i[\rho, \hat{H}(t)] + \gamma_c D[\hat{a}_L] \rho + \gamma_c D[\hat{a}_R] \rho + \gamma_M (n_{\text{th}} + 1) D[\hat{b}^\dagger] \rho + \gamma_M n_{\text{th}} D[\hat{b}] \rho, 
\]

where \( D[\rho] \) is the Lindblad superoperator for photon and phonon dissipations, \( \gamma_c \) and \( \gamma_M \) are the damping rates of the cavity fields and the mechanical mode, respectively, and \( n_{\text{th}} \) is the thermal phonon occupation number. We numerically solve the master equation and calculate the reduced density matrix \( \rho_M^{(R)}(t) = \text{tr}_L[\rho_M^{(L)}(t)] \) of the mechanical mode [45], the probability \( P_{\text{L}}(t) \) of the photon in the left (right) cavity, and the fidelity \( F_{\text{L}} = F_{\text{R}}(t_d) \), where

\[
\rho_M^{(L)}(t) = M(\varphi_s(t)) |\rho_M^{(L)}(t)\rangle \langle \varphi_s(t)|_M 
\]

between the generated mechanical states and the target states.

In Fig. 2(a), we show the time dependence of the probability \( P_L(t) \) at selected values of the cavity-field decay rate \( \gamma_c \). Note that \( P_R(t) \) has a similar pattern to \( P_L(t) \) except for a slight oscillation [hereafter, we display only \( P_L(t) \) and \( F_L(t) \) for concision]. We see that \( P_L(t) \) has an approximate exponential decay envelope with the corresponding \( \gamma_c \) and slight oscillations. We also show the probabilities \( P_L(t_d) \) and \( P_R(t_d) \) at time \( t_d \) as a function of \( \gamma_c \) (inset). The curves indicate that \( P_L(t_d) \) decreases with the increase of \( \gamma_c \). About the fidelities, our numerical results show that the fidelities \( F_L(t) \) and \( F_R(t) \) have a similar pattern, and that the fidelities are independent of the decay rate \( \gamma_c \), as shown in both the dynamics [Fig. 2(b)] and the fidelity at time \( t_d \) (inset). Here the negligible difference between \( F_L(t_d) = 0.943 \) and \( F_R(t_d) = 0.939 \) is caused by the RWA, and it will disappear gradually with the increase of \( \omega_M/g_0 \). In the presence of photon dissipation, the photon could leak out of the cavities before the measurement. However, the normalization of the density matrices after the measurement ensures that in the selected experiments the photon remains in the cavities. Hence, the fidelity of the generated state is not affected by photon decay.

To evaluate the quantum coherence and interference effects in the generated superposition states \( \rho_M^{(L)}(t_d) \) and \( \rho_M^{(R)}(t_d) \), we examine the Wigner function \( W_L(\eta) \) (with \( \eta = \eta_r + i\eta_i \)) and (d) the probability distribution of the rotated quadrature operator \( \rho_M^{(L)}(X(\theta_0)) \) for the state \( \rho_M^{(L)}(t_d) \). Other parameters are \( \omega_M/g_0 = 20, \eta_0 = 1, \xi = 1.5271, \delta = g, \gamma_M/g_0 = 0.0001 \), and \( n_{\text{th}} = 4 \).

\[
W_L(\eta) = \frac{1}{\pi \hbar} \int d\theta \langle \hat{X}(\theta) | \hat{X}(\theta) + \frac{\eta}{\hbar} | \hat{X}(\theta) \rangle ,
\]

where \( \eta = \eta_r + i\eta_i \) and \( \varphi_s(t) = \theta_0 + \beta \mapsto -\beta \). We also show the Wigner function \( W_R(\eta) \) should be a rotation of \( W_L(\eta) \) by \( \pi \) about the origin in phase space. We perform the simulations with the parameters in Fig. 2 and find that there is also a negligible difference between \( W_R(\eta) \) and the \( \pi \)-rotated \( W_L(\eta) \). The difference disappears gradually with the increase of \( \omega_M/g_0 \). We also find that the Wigner functions are independent of the cavity-field decay rate, in accordance with the fidelities.

In Fig. 2(e) we display the Wigner function \( W_L(\eta) \) of the state \( \rho_M^{(L)}(t_d) \). We see obvious interference evidence in this Wigner function.
We notice that $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ are approximately symmetric to each other about the vertical axis $X(\theta_0) = 0$, in accordance with the negligible difference between $F_L(t)$ and $F_R(t)$.

We also investigate the influence of mechanical noise on the state generation. Our numerical simulations verify that the probabilities $P_L(t)$ and $P_R(t)$ are independent of $\gamma_M$ and $n_{th}$. On the contrary, the mechanical dissipations affect the fidelities $F_L(t)$ and $F_R(t)$. In Figs. 3(a) and 3(b), we show the dynamics of the fidelity $F_L(t)$ at selected values of $\gamma_M$ and $n_{th}$, respectively. We can see $F_L(t)$ becomes worse for larger values of $\gamma_M$ and $n_{th}$.

In Figs. 3(c) and 3(d), we plot the probability distribution $P_L[X(\theta_0)]$ for the state $\rho_M^{(L)}(t_d)$ with the parameters in Figs. 3(a) and 3(b), respectively [we can know $P_R[X(\theta_0)]$ from the approximate symmetry between $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$]. Here we can see that the oscillatory feature of $P_L[X(\theta_0)]$ disappears gradually with the increase of $\gamma_M$ and $n_{th}$. These results imply that mechanical dissipations will destroy the quantum coherence and interference effects in the generated mechanical superposition. In our simulations, quantum interference evidence can be seen, and good fidelities ($>0.9$) can be obtained.

**Discussions.**—Our state generation approach is general and it can be principally implemented in various optomechanical setups. Below, we focus our discussion on electromechanical systems with cavities in the microwave regime. For such systems, the photon hopping between superconducting resonators can be realized via Josephson junction coupling [62]. The initial Bell state of the cavity fields can be prepared by a superconducting qubit, as realized in circuit-QED systems [63, 64]. In particular, a nonperfect photon loading (i.e., containing the zero-photon component) does not affect the fidelity but decreases the success probability of the generated mechanical states because all the couplings will be frozen when there are no photons in the two cavities. The photon states in the superconducting resonators can be measured via superconducting quits [65]. In addition, the generated mechanical superposition states can be measured by the technique of quantum state reconstruction [66–68]. We use another cavity mode (in the same resonator) to build a connection between the mechanical mode and the output field. By detecting the quadrature of the output field, we can obtain the information of the mechanical states [45].

The parameter conditions for implementation of this scheme are: $g_0 \ll \omega_M$, the ratio $g_0/\gamma_c$ should be moderately larger than 1 for a high success probability (for example, $g_0/\gamma_c = 5 - 10$ corresponds to the success probability $0.08 - 0.285$), and $n_{th} \ll g_0/(4\pi\gamma_M)$. Below, we analyze the conditions in detail [45]. (i) For state generation purposes, we choose $\delta < 2g \ll \omega_M$, then the RWA condition can be simplified as $g_0 \ll \omega_M$, which is consistent with the current experimental situation [26]: $g_0/\omega_M$ is of the order of $10^{-5} - 10^{-3}$. (ii) The photon decay does not affect the fidelity, but it affects the probability by $P \approx e^{-4\pi\gamma_c/g_0}$ at $\delta = g$. Currently, the value of $g_0/\gamma_c$ is $10^{-4} - 10^{-2}$ [25]. This value can be increased by either increasing $g_0$ or decreasing $\gamma_c$. In electromechanical systems, $\gamma_c = 2\pi \times 170$ kHz [69] and $\gamma_c = 2\pi \times 118$ kHz [70] have been reported. The value of $\gamma_c$ can be further decreased to be dozens of kilohertz [71]. The largest value of $g_0$ reported in electromechanics is $2\pi \times 460$ Hz [69], and theoretic estimations indicate that it can reach megahertz by utilizing the nonlinearity in Josephson junction [72, 73]. Therefore, $g_0/\gamma_c > 5$ should be accessible in the near future. In particular, in the resonant case $\delta = 0$ and at $|\beta|_{max} = 1$, the success probability can be improved to be $P \approx e^{-4\gamma_c/\delta}$, which takes $P = 0.14 - 0.45$ for $g_0/\gamma_c = 2 - 5$. (iii) The thermal phonon number $n_{th}$ should be small such that the state generation time is much shorter than the characteristic coherence time of the phonons, i.e., $t_d \approx 4\pi/g_0 \ll 1/(\gamma_M n_{th})$, which leads to $n_{th} \ll g_0/(4\pi\gamma_M)$. Currently, the ratio $g_0/\gamma_M$ is $10^4 - 10^6$ [26] (this value can be increased to $10^4$ when $g_0$ is increased as described above). In a low-temperature environment, $n_{th} < 30$ can be obtained. For example, at $T = 10$ mK [70], we have $n_{th} \approx 20$ at $\omega_M = 2\pi \times 10$ MHz. Therefore the condition $n_{th} \ll g_0/(4\pi\gamma_M)$ can be satisfied in electromechanics. Based on the above discussions, we suggest the parameters to be $\omega_c = 2\pi \times (5 - 10)$ GHz, $\gamma_c = 2\pi \times (25 - 200)$ kHz, $\omega_M = 2\pi \times 10$ MHz, $\gamma_M = 2\pi \times (50 - 500)$ Hz, and $g_0 = 2\pi \times 500$ kHz, which are consis-
tent with the values used in our simulations [45].

Conclusions.—We have proposed an efficient method for creating macroscopically distinct superposition states in a mechanical resonator. This method is based on the introduction of a modulated photon-hopping interaction in a two-mode optomechanical system to produce large effective single-photon optomechanical coupling. Numerical simulations demonstrate that our method works well in the presence of dissipations, and can be realized in a wide parameter range.
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Supplementary materials for “Macroscopic Quantum Superposition in Cavity Optomechanics”

This document consists of four parts: (I) Derivation of the approximate Hamiltonian $\hat{H}_{\text{RWA}}(t)$ and the physical picture of mechanical displacement enhancement; (II) Detailed calculations in the closed-system case; (III) Detailed calculations in the open-system case; (IV) Discussions on the experimental implementation.

I. DERIVATION OF THE APPROXIMATE HAMILTONIAN $\hat{H}_{\text{RWA}}(t)$ AND THE PHYSICAL PICTURE OF MECHANICAL DISPLACEMENT ENHANCEMENT

A. Derivation of the approximate Hamiltonian $\hat{H}_{\text{RWA}}(t)$

In this section, we present a detailed derivation of the approximate Hamiltonian $\hat{H}_{\text{RWA}}(t)$ given in the main text. We start from the full Hamiltonian of the system ($\hbar = 1$)

$$\hat{H}(t) = \omega_c(a_L^\dagger a_L + a_R^\dagger a_R) - \xi \omega_0 \cos(\omega_0 t)(a_L^\dagger a_R + a_R^\dagger a_L) + \omega_M \hat{b}^\dagger \hat{b} - g_0 a_L^\dagger a_R \hat{b} + \hat{b}^\dagger,$$  \hspace{1cm} (S1)

where $a_{L(R)}$ and $\hat{b}$ are the annihilation operators of the left (right) cavity field and the mechanical mode, with the resonance frequencies $\omega_c$ and $\omega_M$, respectively. The parameters $\omega_0$ is the modulation frequency in the photon-hopping interaction between the two cavities, and $\xi$ is a dimensionless coupling constant. The parameter $g_0$ is the single-photon optomechanical-coupling strength between the right cavity field and the mechanical mode.

To see clearly the action of the photon-hopping modulation, we perform a transformation defined by $\hat{T}(t) = \hat{V}_1(t)\hat{V}_2(t)$ to the Hamiltonian $\hat{H}(t)$, where

$$\hat{V}_1(t) = \exp\left\{-i\omega_c(a_L^\dagger a_L + a_R^\dagger a_R) + \omega_M \hat{b}^\dagger \hat{b} \hat{t}/2\right\}, \quad \hat{V}_2(t) = \exp\left[i\xi \sin(\omega_0 t)(a_L^\dagger a_R + a_R^\dagger a_L)\right].$$  \hspace{1cm} (S2)

Then the transformed Hamiltonian becomes

$$\hat{H}(t) = \hat{T}^\dagger(t)\hat{H}(t)\hat{T}(t) - i\dot{T}^\dagger(t)\hat{T}(t)$$

$$= \hat{V}_2^\dagger(t)\hat{V}_1^\dagger(t)\hat{H}(t)\hat{V}_1(t)\hat{V}_2(t) - i\dot{\hat{V}}_2^\dagger(t)(\hat{V}_1^\dagger(t)\hat{V}_2(t) + \hat{V}_1(t)\dot{\hat{V}}_2(t))]$$

$$= \hat{V}_2^\dagger(t)[\hat{V}_1^\dagger(t)\hat{H}(t)\hat{V}_1(t) - i\dot{\hat{V}}_1^\dagger(t)\hat{V}_1(t)]\hat{V}_2(t) - i\dot{\hat{V}}_2^\dagger(t)\hat{V}_2(t)$$

$$\equiv \hat{V}_2^\dagger(t)\hat{H}_1(t)\hat{V}_2(t) - i\dot{\hat{V}}_2(t)\hat{V}_2(t),$$  \hspace{1cm} (S3)

which can be obtained by two steps of transformations. Here the first-step transformation is

$$\hat{H}_1(t) = \hat{V}_1^\dagger(t)\hat{H}(t)\hat{V}_1(t) - i\dot{\hat{V}}_1^\dagger(t)\hat{V}_1(t)$$

$$= -\xi \omega_0 \cos(\omega_0 t)(a_L^\dagger a_R + a_R^\dagger a_L) - g_0 a_L^\dagger a_R (\hat{b} e^{-i\omega_0 \hat{t}} + \hat{b}^\dagger e^{i\omega_0 \hat{t}}),$$  \hspace{1cm} (S4)

and the second-step transformation is

$$\hat{H}(t) = \hat{V}_2^\dagger(t)\hat{H}_1(t)\hat{V}_2(t) - i\dot{\hat{V}}_2^\dagger(t)\hat{V}_2(t)$$

$$= -\frac{g_0}{2} \left[ (a_L^\dagger a_L + a_R^\dagger a_R) - \cos[2\xi \sin(\omega_0 t)](a_L^\dagger a_L - a_R^\dagger a_R) + i \sin[2\xi \sin(\omega_0 t)](a_R^\dagger a_L - a_L^\dagger a_R) \right]$$

$$\times \left[ \hat{b} e^{-i\omega_0 \hat{t}} + \hat{b}^\dagger e^{i\omega_0 \hat{t}} \right],$$  \hspace{1cm} (S5)

where we used the relations

$$\hat{V}_2^\dagger(t)a_R \hat{V}_2(t) = \cos[\xi \sin(\omega_0 t)]a_R + i \sin[\xi \sin(\omega_0 t)]a_L,$$  \hspace{1cm} (S6a)

$$\hat{V}_2^\dagger(t)a_L \hat{V}_2(t) = \cos[\xi \sin(\omega_0 t)]a_L - i \sin[\xi \sin(\omega_0 t)]a_R.$$  \hspace{1cm} (S6b)

Using the Jacobi-Anger expansions

$$\cos[2\xi \sin(\omega_0 t)] = J_0(2\xi) + 2 \sum_{n=1}^{\infty} J_{2n}(2\xi) \cos(2n\omega_0 t),$$  \hspace{1cm} (S7a)

$$\sin[2\xi \sin(\omega_0 t)] = 2 \sum_{n=1}^{\infty} J_{2n-1}(2\xi) \sin[(2n-1)\omega_0 t],$$  \hspace{1cm} (S7b)
In the representation of $\hat{a}$ resonant or near-resonant term by choosing proper $\omega_0$ and $n$. Therefore, when the frequency step $\omega_0$ is much larger than $g_0/2$, we can pick up a resonant or near-resonant term by choosing proper $\omega_0$ and $n$. For example, we choose a characteristic number $n_0$ ($n_0 > 0$), and assume that the term with a detuning $\delta = (\omega_M - 2n_0\omega_0)$ is the near-resonant term. Then we have $\omega_M = \delta + 2n_0\omega_0$ and the Hamiltonian $\hat{H}(t)$ can be expressed as

$$\hat{H}(t) = -\frac{g_0}{2} \left\{ [1 - J_0(2\xi)]\hat{a}_L^\dagger \hat{a}_L + [1 + J_0(2\xi)]\hat{a}_R^\dagger \hat{a}_R \right\} (\hat{b} e^{-i\omega_M t} + \text{H.c.})$$

$$+ \frac{g_0}{2} (\hat{a}_L^\dagger \hat{a}_L - \hat{a}_R^\dagger \hat{a}_R) \left\{ J_1(2\xi) [(\hat{b} e^{-i[\delta + (2n_0 - 1)\omega_0]t} + \text{H.c.}) + (\hat{b} e^{-i[\delta + (2n_0 + 1)\omega_0]t} + \text{H.c.})] + \ldots \right\}$$

$$+ J_{2n_0}(2\xi) [(\hat{b} e^{-i[\delta + 2(n_0 - 1)\omega_0]t} + \text{H.c.}) + (\hat{b} e^{-i[\delta + 2(n_0 + 1)\omega_0]t} + \text{H.c.})] + \ldots$$

$$+ J_{2n_1}(2\xi) [(\hat{b} e^{-i[\delta + 2(n_0 + 1)\omega_0]t} + \text{H.c.}) + (\hat{b} e^{-i[\delta + 2(n_0 + 1)\omega_0]t} + \text{H.c.})] + \ldots \right\}.$$  \hspace{1cm} (S8)

We can see clearly from Eq. (S8) that the oscillation frequency of the underlined term is $\delta$, and the oscillation frequencies of all other terms differ from $\delta$ at $m\omega_0$ for nonzero integers $m$. Under the condition

$$|\delta| \ll \omega_0, \omega_M,$$

we can neglect the high-frequency oscillating terms by the rotating-wave approximation (RWA) and obtain an approximate Hamiltonian as

$$\hat{H}_{\text{RWA}}(t) = g(\hat{a}_L^\dagger \hat{a}_L - \hat{a}_R^\dagger \hat{a}_R)(\hat{b} e^{-i\delta t} + \hat{b}^\dagger e^{i\delta t}),$$  \hspace{1cm} (S10)

where $g = g_0 J_{2n_0}(2\xi)/2$. It should be noted that the detuning $|\delta|$ in Eq. (S9) should not be much larger than $g$ so that the target term given in Eq. (S10) is the dominating term in $\hat{H}(t)$. Further, for generation of mechanical superposition states with macroscopically distinguishable coherent-state components, the detuning $|\delta|$ should be chosen as $2g/|\delta| > 1$ such that the coherent state components in the generated mechanical states can be distinguished from each other.

We can also understand the physical mechanism of resonance in the representation of symmetric and antisymmetric cavity modes. For the two coupled cavities, the symmetric and antisymmetric cavity modes can be defined as

$$\hat{a}_+ = (\hat{a}_L + \hat{a}_R)/\sqrt{2}, \quad \hat{a}_- = (\hat{a}_L - \hat{a}_R)/\sqrt{2}.$$  \hspace{1cm} (S11)

In the representation of $\hat{a}_\pm$, the Hamiltonian (S1) becomes

$$\hat{H}(t) = [\omega_c - \xi \omega_0 \cos(\omega_0 t)]\hat{a}_+^\dagger \hat{a}_+ + [\omega_c + \xi \omega_0 \cos(\omega_0 t)]\hat{a}_-^\dagger \hat{a}_- + \omega_M \hat{b}^\dagger \hat{b}$$

$$- \frac{g_0}{2} \left\{ (\hat{a}_+^\dagger \hat{a}_+ + \hat{a}_-^\dagger \hat{a}_-) - (\hat{a}_+^\dagger \hat{a}_- + \hat{a}_-^\dagger \hat{a}_+) \right\} (\hat{b} + \hat{b}^\dagger),$$  \hspace{1cm} (S12)

where we used the relations

$$\hat{a}_L^\dagger \hat{a}_L + \hat{a}_R^\dagger \hat{a}_R = \hat{a}_+^\dagger \hat{a}_+ + \hat{a}_-^\dagger \hat{a}_-, \quad \hat{a}_L^\dagger \hat{a}_L - \hat{a}_R^\dagger \hat{a}_R = \hat{a}_+^\dagger \hat{a}_- + \hat{a}_-^\dagger \hat{a}_+,$$

$$\hat{a}_L^\dagger \hat{a}_R + \hat{a}_R^\dagger \hat{a}_L = \hat{a}_+^\dagger \hat{a}_+ - \hat{a}_-^\dagger \hat{a}_-, \quad \hat{a}_L^\dagger \hat{a}_R - \hat{a}_R^\dagger \hat{a}_L = - (\hat{a}_+^\dagger \hat{a}_- - \hat{a}_-^\dagger \hat{a}_+).$$  \hspace{1cm} (S13)

As shown in Eq. (S12), the frequencies of the symmetric and antisymmetric cavity modes $\hat{a}_\pm$ are $\omega_c \pm \xi \omega_0 \cos(\omega_0 t)$, which are periodic functions with frequency $\omega_0$. According to the Floquet theory, the frequencies of these Floquet sidebands are $\omega_c + n\omega_0$ for integers $n$. These sidebands will be involved into the transitions of the photons and phonons, and hence we can design proper modulation frequency $\omega_0$ such that the desired physical processes to be resonant or near-resonant and other processes to be far-off-resonant. To see this point, we turn to a rotating frame defined by the transformation

$$\hat{V}(t) = \exp \left(-i \left[ \omega_c t - \xi \sin(\omega_0 t) \hat{a}_+^\dagger \hat{a}_+ + \omega_c t + \xi \sin(\omega_0 t) \hat{a}_-^\dagger \hat{a}_- + \omega_M t \hat{b}^\dagger \hat{b} \right] \right) = \hat{T}(t).$$  \hspace{1cm} (S14)
In this frame, the transformed Hamiltonian becomes

$$\hat{H}(t) = -\frac{g_0}{2}(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t}) + \frac{g_0}{2} \left(a_- a_- e^{-2i\xi \sin(\omega_0 t)} + a_+ a_+ e^{2i\xi \sin(\omega_0 t)} \right)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t}).$$

(S15)

By expanding the functions $\exp[\pm 2i\xi \sin(\omega_0 t)]$ using the Jacobi-Anger equality, the transformed Hamiltonian becomes

$$\hat{H}(t) = -\frac{g_0}{2}(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t}) = \frac{g_0}{2} J_0(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t}) + \frac{g_0}{2} \sum_{n=1}^{\infty} J_2n(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t})$$

$$+ \frac{g_0}{2} \sum_{n=1}^{\infty} J_{2n-1}(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t})$$

$$+ \frac{g_0}{2} \sum_{n=1}^{\infty} J_{2n-1}(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t})$$

$$\frac{g_0}{2} \sum_{n=1}^{\infty} J_{2n-2}(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega_M t} + \hat{b}^\dagger e^{i\omega_M t})$$

We choose a proper $\omega_0$ such that one of the underlined terms (denoting as the $n_0$ term with the oscillating frequency $\delta = \omega_M - 2n_0\omega_0$) is resonant or near-resonant. Then, under the condition (S9), the Hamiltonian $\hat{H}(t)$ can be approximated by

$$\hat{H}_\text{approx}(t) = \frac{g_0}{2} J_{2n_0}(2\xi)(a_+ a_+ + a_- a_-)(be^{-i\omega t} + \hat{b}^\dagger e^{i\omega t}),$$

which is right the approximate Hamiltonian $\hat{H}_\text{RWA}(t)$ in Eq. (S10) under the the relation in Eq. (S13).

**B. The physical picture of mechanical displacement enhancement**

In this section, we study the physical picture of mechanical displacement enhancement induced by the modulated photon hopping in the two-mode optomechanical system, which is described by Hamiltonian (S1). We will focus on the dynamics of the mechanical displacement created by a single photon. To this end, we write a general single-photon state of the system as

$$|\Psi(t)\rangle = \sum_{m=0}^{\infty} [A_m(t)|1\rangle_L|0\rangle_R + B_m(t)|0\rangle_L|1\rangle_R]|m\rangle_M,$$

where $A_m(t)$ and $B_m(t)$ are the probability amplitudes of the bases $|1\rangle_L|0\rangle_R|m\rangle_M$ and $|0\rangle_L|1\rangle_R|m\rangle_M$, respectively. Based on the full Hamiltonian $\hat{H}(t)$ in Eq. (S1), the state $|\Psi(t)\rangle$ in Eq. (S18), and the Schrödinger equation

$$i \frac{\partial}{\partial t} |\Psi(t)\rangle = \hat{H}(t)|\Psi(t)\rangle,$$

we can obtain the equations of motion for the probability amplitudes $A_m(t)$ and $B_m(t)$ as

$$\dot{A}_m(t) = -i(\omega_c + m\omega_M)A_m(t) + i\xi \omega_0 \cos(\omega_0 t)B_M(t),$$

$$\dot{B}_m(t) = -i(\omega_c + m\omega_M)B_m(t) + i\xi \omega_0 \cos(\omega_0 t)A_m(t) + i\omega_0 \sqrt{m+1}B_{m+1}(t) + \sqrt{m}B_{m-1}(t).$$

(S20a)

(S20b)

For studying the mechanical effect of a single photon, we consider the initial state $|0\rangle_L|1\rangle_R|0\rangle_M$ (for comparison purpose with the case of single-mode optomechanics). In principle, if we know the solutions corresponding to the two initial states $|0\rangle_L|1\rangle_R|0\rangle_M$ and $|1\rangle_L|0\rangle_R|0\rangle_M$, then the solution corresponding to the initial state $(1/\sqrt{2})(|1\rangle_L|0\rangle_R + |0\rangle_L|1\rangle_R)|0\rangle_M$ in the next section (for generation of mechanical superposition states) can be obtained by superposition. Using the initial state $|0\rangle_L|1\rangle_R|0\rangle_M$, the approximate Hamiltonian $\hat{H}_\text{RWA}(t)$, and the transformation $\hat{T}(t)$, we obtain the analytical state of the system as

$$|\phi(t)\rangle = \frac{e^{i\hat{H}_\text{RWA}(t)}}{\sqrt{2}} [i \sin(\xi \sin(\omega_0 t))|1\rangle_L|0\rangle_R + \cos(\xi \sin(\omega_0 t))|0\rangle_L|1\rangle_R] - \beta(t)|m\rangle_M,$$

(S21)
FIG. S1. (Color online) Time dependence of (a) the average photon number $\langle \hat{n}_L(t) \rangle$ in the left cavity, (b) the average photon number $\langle \hat{n}_R(t) \rangle$ in the right cavity, and (c) the dimensionless mechanical displacement $\langle \hat{x}(t) \rangle/x_0$ in Eq. (S24) for the case of modulated two-mode optomechanics. (d) The dynamics of the dimensionless mechanical displacement $\langle \hat{x}(t) \rangle_{\text{oms}}/x_0$ in Eq. (S27) for the case of single-mode optomechanics. The parameters used are: $\omega_M/g_0 = 20$, $\xi = 1.5271$, $n_0 = 1$, $\delta = g = g_0 J_{2n_0}(2\xi)/2$, and $\omega_0 = (\omega_M - \delta)/(2n_0)$. The initial states of the modulated two-mode optomechanical system and the single-mode optomechanical system are $|0\rangle_L |1\rangle_R |0\rangle_M$ and $|1\rangle_R |0\rangle_M$, respectively. Here we use $g_0 t$ as the scaled time for keeping the consistency in the two systems.

where

\[
\vartheta(t) = - \left( \omega_c - \frac{g^2}{\delta} \right) t - \left( \frac{g}{\delta} \right)^2 \sin(\delta t),
\]

\[
\beta(t) = - \frac{2ig}{\delta} \sin(\delta t/2) e^{-i(\omega_M - \delta/2) t}.
\]

We can also obtain the exact state $|\Psi(t)\rangle$ of the system by numerically solving the equations of motion (S20) under the initial condition

\[
B_0(0) = 1, \quad A_{m \geq 0}(0) = B_{m > 0}(0) = 0.
\]

Based on the numerical result, we calculate the dynamics of the observables such as the average photon numbers in the two cavities $\langle \hat{n}_L(t) \rangle$ and $\langle \hat{n}_R(t) \rangle$, and the dimensionless mechanical displacement $\langle \hat{x}(t) \rangle/x_0$ ($x_0$ is the zero-point
In Fig. S1(d), we plot the dimensionless mechanical displacement \( \langle \hat{x}(t) \rangle \):

\[
\langle \hat{n}_L(t) \rangle = \langle \hat{a}_L^\dagger \hat{a}_L(t) \rangle = \sum_{m=0}^{\infty} \left| A_m(t) \right|^2,
\]

\[
\langle \hat{n}_R(t) \rangle = \langle \hat{a}_R^\dagger \hat{a}_R(t) \rangle = \sum_{m=0}^{\infty} \left| B_m(t) \right|^2,
\]

\[
\frac{\langle \hat{x}(t) \rangle}{x_0} = \langle (\hat{b}^\dagger + \hat{b})(t) \rangle = \sum_{n=0}^{\infty} \sqrt{n+1} \left[ A_n^*(t)A_{n+1}(t) + B_n^*(t)B_{n+1}(t) + A_n(t)A_{n+1}^*(t) + B_n(t)B_{n+1}^*(t) \right].
\]

In Figs. S1(a) and S1(b), we plot the dynamics of the average photon numbers \( \langle \hat{n}_L(t) \rangle \) and \( \langle \hat{n}_R(t) \rangle \) in the left and right cavities. We can see that the single photon hops periodically between the two cavities. By neglecting the back action of the mechanical oscillation on the right cavity field (i.e., let \( g_0 = 0 \)), an approximate expression of the average photon number in the right cavity can be obtained as

\[
\langle \hat{n}_R(t) \rangle \approx \cos^2[\xi \sin(\omega_0 t)],
\]

which is a periodic function with period \( T = \pi/\omega_0 = 2\pi/(\omega_M - \delta) \). Notice that the mentioned back action will induce parametric processes involving the photons and phonons, as shown in Eq. (S8).

Equation (S25) can be expanded as a summation of sinusoidal functions with frequencies \( m\omega_0 \) (\( m \) being integers), and we can understand that there are many periodic driving forces acting on the mechanical resonator. One of the driving forces is near-resonant to the mechanical oscillation, and the near-resonant driving force will increase the displacement amplitude of the mechanical resonator. Other drivings can be neglected approximately because they are largely detuned from the mechanical oscillation under the condition \( \omega_0 > g_0 \). The modulation sidebands can also be designed to suppress other parametric processes and hence a pure and enhanced radiation-pressure interaction can be obtained. Physically, by hopping the single photon into and out of the right cavity (repeating many times) at proper time, the mechanical effect of the single photon will be amplified because the forced displacement effect can be accumulated when the driving force and the mechanical oscillation are in phase in the period of \( 0 - \pi/\delta \) (at time \( t = 0 \), the single photon in the right cavity, and the mechanical resonator is in its ground state). Hence the oscillation amplitude of the resonator increases in this period (0 - \( \pi/\delta \), as shown in Fig. S1(c)). We note that the duration \( g_0 \delta t \approx 0 - 25.8 \) corresponds to \( \delta t = 0 - 2\pi \) according to the relation \( \delta = g_0 / 2 \times 1.5271 / 2 \approx 0.2432 \times g_0 \). After the time \( t = \pi/\delta \approx 12.9/g_0 \), where \( \delta \) is the detuning between the frequency of the near-resonant driving force and the mechanical frequency, the driving force and the mechanical oscillation becomes out phase (during an evolution of time \( \pi/\delta \), a phase difference of \( \pi \) is generated between the force and the oscillation), and then the oscillation displacement decreases gradually in the period of \( \pi/\delta - 2\pi/\delta \). The driving of the near-resonant force can be described by the approximate Hamiltonian \( \hat{H}_{RWA}(t) \), and the oscillation of the mechanical mode can be approximately described by \( \langle \hat{x}(t) \rangle/x_0 = (4g/\delta) \sin(\delta t/2) \sin[(\omega_M - \delta/2)t] \), which is a sine function oscillation \( \sin[(\omega_M - \delta/2)t] \) modulated by a sine function envelop \( \sin(\delta t/2) \).

As a comparison, below we consider the single-mode optomechanical system, which is described by the Hamiltonian

\[
\hat{H}_{oms} = \omega_c \hat{a}_R^\dagger \hat{a}_R + \omega_M \hat{b}^\dagger \hat{b} - g_0 \hat{a}_L^\dagger \hat{a}_L \hat{b}^\dagger \hat{b},
\]

where \( \hat{a}_R \) and \( \hat{b} \) are the annihilation operators of the single-mode cavity field and the mechanical mode, with the resonance frequencies \( \omega_c \) and \( \omega_M \), respectively. The parameter \( g_0 \) is the single-photon optomechanical-coupling strength between the cavity field and the mechanical mode. We can understand that this model is obtained by turning off the photon hopping in the two-mode optomechanical model.

We assume that the single-mode optomechanical system is initially prepared in state \( |1\rangle_R |0\rangle_M \) (corresponding to the case of the modulated two-mode optomechanics), and then the dynamics of the dimensionless mechanical displacement can be obtained as

\[
\langle \hat{x}(t) \rangle_{oms}/x_0 = \langle (\hat{b}^\dagger + \hat{b})(t) \rangle = 4g_0 \omega_M^2 \sin^2 \left( \frac{\omega_M t}{2} \right).
\]

In Fig. S1(d), we plot the dimensionless mechanical displacement \( \langle \hat{x}(t) \rangle_{oms}/x_0 \) as a function of time. We can see that the displacement is a periodic function of time with the period \( T = 2\pi/\omega_M \). Since the single photon always stays in the cavity, the equilibrium position of the mechanical oscillator is shifted to \( x_0(2g_0/\omega_M) \). In addition, the oscillation amplitude of the mechanical resonator is \( x_0(2g_0/\omega_M) \), which is much smaller than the zero-point fluctuation \( x_0 \) because of \( g_0 \ll \omega_M \). By comparing the amplitudes in Figs. S1(c) and S1(d), we can see that the mechanical displacement is largely enhanced by the photon-hopping modulation.
FIG. S2. (Color online) (a) The displacement amplitude $|\beta(t)|$ versus the scaled time $gt$ at selected values of the detuning $\delta$: $\delta = 0$, $g/2$, $g$, $3g/2$, and $2g$. The points of intersection in the inset correspond to the shortest times for obtaining the same displacement ($|\beta(t)| = 1.25$ as an example) at different detunings. (b) The maximum displacement $|\beta|_{\text{max}} = 2g/|\delta|$ as a function of the ratio $\delta/g$.

II. DETAILED CALCULATIONS IN THE CLOSED-SYSTEM CASE

In this section, we present the detailed calculations in the closed-system case. We check the condition (S9) under which the RWA performed in obtaining $\hat{H}_{RWA}(t)$ is justified. Concretely, we calculate the fidelity between the approximate state and the exact state, which are governed by the approximate Hamiltonian $\hat{H}_{RWA}(t)$ and the full Hamiltonian $\hat{H}(t)$, respectively. We consider the closed-system case such that the fidelity is only affected by the quality of the RWA. In addition, we study the quantum interference and coherence effects in the generated mechanical superposition states.

A. The approximate states

Corresponding to the initial state $|\psi(0)\rangle = (1/\sqrt{2})(|1\rangle_L|0\rangle_R + |0\rangle_L|1\rangle_R)|0\rangle_M$, the approximate analytical state of the system at time $t$ is

$$|\psi(t)\rangle = e^{i\varphi(t)} [|1\rangle_L|0\rangle_R|\varphi_L(t)\rangle_M + |0\rangle_L|1\rangle_R|\varphi_R(t)\rangle_M],$$  \hspace{1cm} \text{(S28)}

where $\varphi(t)$ is a global phase factor given in Eq. (S22). The two states

$$|\varphi_L(t)\rangle_M = \cos(\mu/2)|\beta(t)\rangle_M + i\sin(\mu/2)|-\beta(t)\rangle_M,$$  \hspace{1cm} \text{(S29a)}

$$|\varphi_R(t)\rangle_M = \cos(\mu/2)|-\beta(t)\rangle_M + i\sin(\mu/2)|\beta(t)\rangle_M,$$  \hspace{1cm} \text{(S29b)}

are in quantum superposition of coherent states $|\pm \beta(t)\rangle_M$, where $\beta(t)$ is given in Eq. (S22) and

$$\mu(t) = 2\xi \sin(\omega_0 t).$$ \hspace{1cm} \text{(S30)}

In the resonant case $\delta = 0$, the displacement becomes

$$\beta_{\text{res}}(t) = -igt e^{-i\omega_M t},$$ \hspace{1cm} \text{(S31)}

which grows linearly with time until it becomes so large that the Hamiltonian (S1) breaks down.

The mechanical displacement amplitude $|\beta(t)|$ and the superposition probability amplitudes $\cos(\mu/2)$ and $\sin(\mu/2)$ are determined by the detuning $\delta$ and the detection time. In Fig. S2(a), we plot the displacement amplitude $|\beta(t)| = 2g|\sin(\delta t/2)|/|\delta|$ as a function of the scaled time $gt$ at selected values of the detuning $\delta$ (hereafter we assume $\delta \geq 0$ for simplicity). We can see that, for a smaller $\delta$, a larger peak displacement can be obtained at proper times (the time corresponding to the first peak value is $t_0 = \pi/\delta$). In the resonant case $\delta = 0$, the amplitude is a linear function of $t$. It should be pointed out that, for obtaining a given displacement, the time $t_0 = \pi/\delta$ is not the shortest target time.
This can be seen in the inset of panel (a). Here we show the shortest times (the intersection points) for the mechanical mode to reach the same displacement ($|β(t)| = 1.25$ as an example) under different detunings. We can see the resonant driving case is the fastest way to reach the displacement. For example, if we want to obtain a displacement of $2g/δ$, the time for the resonant case is $t_{\text{res}} = 2/δ$, which is shorter than $t_0 = π/δ$ for the case of $δ = g$. In our simulations, we consider a general detuning case for numerical convenience. Comparing to the resonant case, the displacement in a general detuning case is less sensitive to the change of the evolution time around $t_0$, and hence the truncation is more stable. In Fig. S2(b), we show the dependence of the maximum displacement $|β|_{\text{max}} = 2g/δ$ as a function of the ratio $δ/g$. It shows that the maximum displacement increases with the decreasing of the value of $δ/g$. For generation of mechanical superposition states with macroscopically distinguishable superposition components, the amplitude $|β|$ should be larger than 1 such that $|⟨β|−β⟩| ≪ 1$.

B. The exact states

The exact state of the system can be calculated by solving the equations of motion (S20) under a given initial condition. For the initial state $|ψ(0)⟩ = \frac{1}{\sqrt{2}}(|1⟩_L|0⟩_R + |0⟩_L|1⟩_R)|0⟩_M$, the corresponding initial condition is

$$A_0(0) = B_0(0) = 1/\sqrt{2}, \quad A_{m>0}(0) = B_{m>0}(0) = 0.$$  \hspace{1cm} (S32)

Under this initial condition, we can numerically solve the equations of motion (S20) and obtain the exact state $|Ψ(t)⟩$.

C. The fidelities and the validity of the rotating-wave approximation

The validity of the RWA performed for obtaining Eq. (S10) can be evaluated by calculating the fidelity $F(t) = |⟨Ψ(t)|ψ(t)⟩|^2$ between the approximate state $|ψ(t)⟩$ and the exact state $|Ψ(t)⟩$. In terms of Eqs. (S28) and (S18), the
FIG. S4. (Color online) The probability $P_{\text{LR}}(t_0)$ and the fidelity $F_{\text{LR}}(t_0)$ at time $t_0 = \pi/\delta$ as functions of $\delta/g$ when (a) $\omega_M/g_0 = 20$, (b) $\omega_M/g_0 = 40$, and (c) $\omega_M/g_0 = 100$. Other parameters are $n_0 = 1$ and $\xi = 1.5271$.

The fidelity can be obtained as

$$F(t) = \frac{e^{-|\beta(t)|^2}}{2} \left| \sum_{m=0}^{\infty} \left( A_m(t) \cos[\xi \sin(\omega_0 t)] + B_m(t) i \sin[\xi \sin(\omega_0 t)] \right) \frac{[\beta(t)]^m}{\sqrt{m!}} \right|^2 + \left( A_m(t) \cos[\xi \sin(\omega_0 t)] + B_m(t) i \sin[\xi \sin(\omega_0 t)] \right) \frac{[-\beta(t)]^m}{\sqrt{m!}} \right|^2. \quad (S33)$$

In Fig. S3(a), we plot the fidelity $F(t)$ as a function of the evolution time $t$ when $\omega_M/g_0$ takes various values and the condition $\delta = g$ is satisfied. We can see that the fidelity $F(t)$ is higher for a larger value of $\omega_M/g_0$, which is in accordance with the condition (S9). The fast oscillation of the fidelity is due to the high-frequency oscillating terms in the full Hamiltonian $\hat{H}(t)$. In Fig. S3(b), we show the time dependence of the phonon number $\langle \hat{n}_0(t) \rangle = \langle \hat{b}^\dagger \hat{b}(t) \rangle = \sum_{m=0}^{\infty} m |A_m(t)|^2 + |B_m(t)|^2$ when $\omega_M$ takes the corresponding values in Fig. S3(a). These results are compared with the analytical result $|\beta(t)|^2$ (the curve almost overlaps with the curve of $\omega_M/g_0 = 100$). It can be seen that the exact numerical results match better with the approximate analytical result for a larger value of $\omega_M/g_0$. At time $t_0 = \pi/\delta$, the phonon number $\langle \hat{n}_0 \rangle$ reaches its first peak value. To see how the fidelity $F(t_0)$ at time $t_0$ depends on the mechanical frequency, in Fig. S3(c) we plot the fidelity $F(t_0)$ as a function of the ratio $\omega_M/g_0$ under the relation $\delta = g$. Our result shows that the fidelity $F(t_0)$ exhibits fast oscillation and its envelope increases quickly with $\omega_M$, which agrees with the condition (S9).

For the state $|\Psi(t)\rangle$, when the single photon is detected in the left and right cavities, the mechanical mode will collapse, respectively, into the states

$$|\Psi_L(t)\rangle = P_{L}^{-1/2}(t) \sum_{m=0}^{\infty} A_m(t) |m\rangle_M, \quad |\Psi_R(t)\rangle = P_{R}^{-1/2}(t) \sum_{m=0}^{\infty} B_m(t) |m\rangle_M, \quad (S34)$$

where

$$P_L(t) = \sum_{m=0}^{\infty} |A_m(t)|^2, \quad P_R(t) = \sum_{m=0}^{\infty} |B_m(t)|^2 \quad (S35)$$

are the probabilities of the single photon to be detected in the left and right cavities, respectively. We also examine the fidelity $F_{s=L(R)}(t) = |\langle \Psi_s(t)|\varphi_s(t)\rangle|^2$ between the target state $|\varphi_{L(R)}(t)\rangle$ and the generated mechanical state $|\Psi_{L(R)}(t)\rangle$. Using Eqs. (S29) and (S34), the fidelities $F_L(t)$ and $F_R(t)$ can be obtained as

$$F_L(t) = \frac{e^{-|\beta(t)|^2}}{P_L(t)} \left| \sum_{m=0}^{\infty} A_m(t) \frac{[\beta(t)]^m}{\sqrt{m!}} \left( \cos[\xi \sin(\omega_0 t)] + (-1)^m i \sin[\xi \sin(\omega_0 t)] \right) \right|^2, \quad (S36a)$$

$$F_R(t) = \frac{e^{-|\beta(t)|^2}}{P_R(t)} \left| \sum_{m=0}^{\infty} B_m(t) \frac{[\beta(t)]^m}{\sqrt{m!}} \left( i \sin[\xi \sin(\omega_0 t)] + (-1)^m \cos[\xi \sin(\omega_0 t)] \right) \right|^2. \quad (S36b)$$

In Fig. S3(d-f) we show the time dependence of the probabilities $P_{L(R)}(t)$ and the fidelities $F_{L(R)}(t)$ at $\omega_M/g_0 = 20$, 40, and 100, respectively [when the condition (S9) is well satisfied]. In these cases, the probabilities match well with
the approximate result of 1/2 around $t_0$ and high fidelities are obtained. For a larger value of the ratio $\omega_M/g_0$, better fidelities can be obtained.

We also study the dependence of the probability $P_{L(R)}(t_0)$ and the fidelity $F_{L(R)}(t_0)$ at time $t_0 = \pi/\delta$ on the detuning $\delta$. In Fig. S4, we display $P_{L(R)}(t_0)$ and $F_{L(R)}(t_0)$ as functions of $\delta$ when (a) $\omega_M/g_0 = 20$, (b) $\omega_M/g_0 = 40$, and (c) $\omega_M/g_0 = 100$. Here the detuning $\delta$ is chosen corresponding to $1 < |\beta|_{max} < 4$. We can see that the probabilities $P_L(t_0)$ and $P_R(t_0)$ are almost independent of the $\delta$. In contrast, the fidelities $F_L(t_0)$ and $F_R(t_0)$ exhibit minor oscillation with the detuning, and the oscillation amplitude decreases with the increase of $\delta/g$. The lower envelope of the fidelities becomes worse with the decrease of $\delta/g$. This is because the time $t_0 = \pi/\delta$ is longer corresponding to a smaller $\delta$, and hence the deviation caused by the approximation increases. For a larger $\omega_M/g_0$, the fidelities become better.

D. The Wigner function and the probability distribution of the rotated quadrature operator

We can examine the quantum interference and coherence effects in the mechanical states by calculating the Wigner function and the probability distribution of the rotated quadrature operator. For a single-mode system described by the density matrix $\hat{\rho}$, the Wigner function is defined by \cite{60}

$$W(\eta) = \frac{2}{\pi} \text{Tr} \left [ \hat{D}(\eta) \hat{\rho} \hat{D}(\eta)(-1)^{b^\dagger b} \right ],$$

where $\hat{D}(\eta) = \exp(\eta \hat{b}^\dagger - \eta^* \hat{b})$ is the displacement operator. For the rotated quadrature operator

$$\hat{X}(\theta) = \frac{1}{\sqrt{2}}(\hat{e}^{-i\theta} + \hat{b}^\dagger e^{i\theta}),$$

we denote the eigenstate as $|X(\theta)\rangle$: $\langle \hat{X}(\theta)|X(\theta)\rangle = X(\theta)|X(\theta)\rangle$, then, for the density matrix $\hat{\rho}(t)$, the probability distribution of the rotated quadrature operator $\hat{X}(\theta)$ is defined by \cite{61}

$$P[X(\theta)] = \langle X(\theta)|\hat{\rho}(t)|X(\theta)\rangle.$$  

For the analytical states $|\varphi_L(t)\rangle_M$ and $|\varphi_R(t)\rangle_M$ given in Eq. (S29), the Wigner functions can be obtained as

$$W_L(\eta) = \frac{2}{\pi} \cos^2[\xi \sin(\omega_0 t)] \exp[-2|\eta - \beta(t)|^2] + \frac{2}{\pi} \sin^2[\xi \sin(\omega_0 t)] \exp[-2|\eta + \beta(t)|^2]$$

$$- \frac{2}{\pi} \exp(-2|\eta|^2) \sin[2\xi \sin(\omega_0 t)] \sin[4\text{Im}[\eta\beta^*(t)]]],$$

$$W_R(\eta) = \frac{2}{\pi} \cos^2[\xi \sin(\omega_0 t)] \exp[-2|\eta + \beta(t)|^2] + \frac{2}{\pi} \sin^2[\xi \sin(\omega_0 t)] \exp[-2|\eta - \beta(t)|^2]$$

$$+ \frac{2}{\pi} \exp(-2|\eta|^2) \sin[2\xi \sin(\omega_0 t)] \sin[4\text{Im}[\eta\beta^*(t)]]].$$

The probability distributions of the rotated quadrature operator $\hat{X}(\theta)$ for the states $|\varphi_L(t)\rangle_M$ and $|\varphi_R(t)\rangle_M$ are

$$P_L[X(\theta)] = |\langle X(\theta)|\varphi_L(t)\rangle_M|^2$$

$$= e^{-|\beta(t)|^2} \sum_{p=0}^{\infty} \left \{ \cos[\xi \sin(\omega_0 t)] + i(-1)^p \sin[\xi \sin(\omega_0 t)] \right \} \frac{\beta^p(t)}{\sqrt{p!}} \frac{1}{\sqrt{\pi^{1/2} 2^p p!}} H_p[X(\theta)] e^{-X^2(\theta)/2} e^{-i\theta p} \right)^2,$$

$$P_R[X(\theta)] = |\langle X(\theta)|\varphi_R(t)\rangle_M|^2$$

$$= e^{-|\beta(t)|^2} \sum_{p=0}^{\infty} \left \{ i \sin[\xi \sin(\omega_0 t)] + (-1)^p \cos[\xi \sin(\omega_0 t)] \right \} \frac{\beta^p(t)}{\sqrt{p!}} \frac{1}{\sqrt{\pi^{1/2} 2^p p!}} H_p[X(\theta)] e^{-X^2(\theta)/2} e^{-i\theta p} \right)^2,$$

where $H_m[z]$ are the Hermite polynomials. In the derivation of the probability distributions, we have used the relation

$$\langle X(\theta)|n\rangle = \frac{1}{\sqrt{\pi^{1/2} 2^n n!}} H_n[X(\theta)] e^{-X^2(\theta)/2} e^{-i\theta n}.$$  

(S41a)

(S41b)
FIG. S5. (Color online) The Wigner functions (a) $W_L(\eta)$ and (b) $W_R(\eta)$, and the probability distributions (c) $P_L[X(\theta_0)]$ of the approximate states $|\varphi_L(t_d)\rangle_M$ and $|\varphi_L(t_d)\rangle_M$ with $\beta(t_d) = -0.8878 - 1.7911i$ ($\omega_M/g_0 = 20$). The rotating angle is $\theta_0 = \text{arg}[\beta(t_d)] = \pi/2 = -3.6018$. (d-f) The probability distributions $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ of the exact states $|\Psi_L(t_d)\rangle_M$ and $|\Psi_R(t_d)\rangle_M$ at selected values of the mechanical frequency: $\omega_M/g_0 = 20$, 40, and 100. It should be pointed out that corresponding to different values of $\omega_M/g_0$, the detection time $t_d$ and the rotating angle $\theta_0$ are different. Other parameters are: $n_0 = 1, \xi = 1.5271$, and $\delta = g$.

We now study the properties of the approximate states. As an example, we choose the parameters: $\omega_M/g_0 = 20, n_0 = 1, \xi = 1.5271, \delta = g$, and $t_d = 12.6664/g_0$. Then the corresponding approximate states become

$$|\varphi_L(t_d)\rangle_M = (1/\sqrt{2})(|\beta(t_d)\rangle_M - i|\beta(t_d)\rangle_M),$$

$$|\varphi_R(t_d)\rangle_M = (1/\sqrt{2})(|\beta(t_d)\rangle_M - i|\beta(t_d)\rangle_M),$$

where $\beta(t_d) = -0.8878 - 1.7911i$ with argument $\text{arg}[\beta(t_d)] = -2.0310$ and amplitude $|\beta(t_d)| \approx 2$. In Fig. S5, we plot the Wigner functions (a) $W_L(\eta)$ and (b) $W_R(\eta)$, and (c) the probability distributions $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ of the rotated quadrature operator $X(\theta_0)$. We see obvious interference evidence in the Wigner functions, and the positions of the two main peaks are located at $\pm\beta(t_d)$ in the phase space. The Wigner function $W_R(\eta)$ is a rotation of $W_L(\eta)$ by $\pi$ about the origin in phase space, which agrees with the analytical relation $|\varphi_R(t_d)\rangle_M = e^{i\pi/2}H|\varphi_L(t_d)\rangle_M$. In plotting the probability distributions, we choose the rotation angle as $\theta_0 = \text{arg}[\beta(t_d)] = -\pi/2 = 3.6018$, which means that the quadrature direction is perpendicular to the link line between the locations of the two superposition coherent amplitudes. The interference is maximum in this direction because the two coherent states are projected onto the quadrature such that they overlap exactly. The oscillation in the curves is a distinct evidence of the quantum interference between the superposition state components. At the same time, $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ are symmetry to each other about the vertical axis $X(\theta_0) = 0$, which is also a consequence of the relation $|\varphi_R(t_d)\rangle_M = e^{i\pi/2}H|\varphi_L(t_d)\rangle_M$.

It should be pointed out that, in contrast to the approximate states, the probability distributions $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ of the exact states $|\Psi_L(t)\rangle$ and $|\Psi_R(t)\rangle$ are not exact symmetry to each other about the vertical axis $X(\theta_0) = 0$ when the ratio $\omega_M/g_0$ is not large enough. In panels (d-f) of Fig. S5, we show $P_L[X(\theta_0)]$ of the exact state $|\Psi_L(t_d)\rangle_M$ when $\omega_M/g_0 = 20, 40, 100$. We can see that with the increase of $\omega_M/g_0$, the probability distributions $P_L[X(\theta_0)]$ and $P_R[X(\theta_0)]$ become more and more symmetric. This means that the RWA becomes better for a larger value of $\omega_M/g_0$. In plotting panels (d-f), corresponding to different values of $\omega_M/g_0$, the detection times $t_d$ and the rotating angle $\theta_0$ are also different. For $\omega_M/g_0 = 20$, we have $t_d = 12.6664/g_0$ and $\theta_0 = 3.6018$. For $\omega_M/g_0 = 40$, we take $t_d = 12.8285/g_0$ and $\theta_0 = 0.5010$, and for $\omega_M/g_0 = 100$, we have $t_d = 12.9228/g_0$ and $\theta_0 = 0.4895$. 
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FIG. S6. (Color online) The time dependence of the average phonon number $\langle \hat{n}_b(t) \rangle$ at selected values of the cavity-field decay rate $\gamma_c$. Other parameters are $\omega_M/L_0 = 20$, $n_0 = 1$, $\xi = 1.5271$, $\delta = g$, $\gamma_M/L_0 = 0.0001$, and $n_{th} = 4$.

III. DETAILED CALCULATIONS IN THE OPEN-SYSTEM CASE

A. The master equation and its solution

In this section, we present the detailed calculations in the open-system case, in which the evolution of the system is governed by the quantum master equation

$$\dot{\rho}(t) = i[\hat{\rho}, \hat{H}(t)] + \gamma_c D[\hat{a}_L] \hat{\rho} + \gamma_c D[\hat{a}_R] \hat{\rho} + \gamma_M (n_{th} + 1) D[\hat{b}] \hat{\rho} + \gamma_M n_{th} D[\hat{b}^\dagger] \hat{\rho},$$

(S44)

where $D[\hat{a}] = \hat{\rho} \hat{a} \rho - (\hat{a}^\dagger \hat{\rho} \hat{a} \rho + \hat{a} \hat{\rho} \hat{a}^\dagger \rho)/2$ is the standard Lindblad superoperator for photon and phonon dampings, $\gamma_c$ and $\gamma_M$ are the damping rates of the cavity fields and the mechanical mode, respectively, and $n_{th}$ is the thermal phonon occupation number. The full Hamiltonian $\hat{H}(t)$ is given by Eq. (S1). For convenience, we write the density matrix of the total system in the Fock state space as

$$\hat{\rho}(t) = \sum_{m,j,p,n,k,q=0}^{\infty} \rho_{m,j,p,n,k,q}(t) |m\rangle_L |j\rangle_R |k\rangle |q\rangle \otimes |p\rangle_M |q\rangle,$$

(S45)

where $|m\rangle_L$, $|j\rangle_R$, and $|p\rangle_M$ are the Fock states of the left cavity, the right cavity, and the mechanical mode, respectively. By substituting the density matrix $\hat{\rho}(t)$ into the master equation (S44), we can obtain the equations of motion of the density matrix elements $\rho_{m,j,p,n,k,q}(t)$ as

$$\dot{\rho}_{m,j,p,n,k,q}(t)$$

$$= \left\{ i \left[ (n - m + k - j)\omega_c + (q - p)\omega_M \right] \left[ \frac{\gamma_c}{2} (m + n + j + k) + \frac{\gamma_M}{2} (2n_{th} + 1)(p + q) + 2n_{th} \right] \right\} \rho_{m,j,p,n,k,q}(t)$$

$$- i\xi \omega_0 \cos(\omega_0 t) \left[ \sqrt{(n+1)k} \rho_{m,j,p,n+1,k-1,q}(t) + \sqrt{n(k+1)} \rho_{m,j,p,n-1,k+1,q}(t) \right]$$

$$+ i\xi \omega_0 \cos(\omega_0 t) \left[ \sqrt{m(j+1)} \rho_{m-1,j+1,p,n,k,q}(t) + \sqrt{(m+1)j} \rho_{m+1,j-1,p,n,k,q}(t) \right]$$

$$- i\delta \zeta \left[ \sqrt{q} \rho_{m,j,p,n,k,q-1}(t) + \sqrt{q + 1} \rho_{m,j,p,n,k,q+1}(t) \right] + i\zeta \left[ \sqrt{p + 1} \rho_{m,j,p+1,n,k,q}(t) + \sqrt{p} \rho_{m,j,p-1,n,k,q}(t) \right]$$

$$+ \gamma_c \left[ \sqrt{(m+1)(n+1)} \rho_{m+1,j,p,n+1,k,q}(t) + \sqrt{(j+1)(k+1)} \rho_{m,j+1,p,n,k+1,q}(t) \right]$$

$$+ \gamma_M \left[ \sqrt{(p+1)(q+1)} n_{th} \rho_{m,j,p+1,n,k,q+1}(t) + \sqrt{p} \rho_{m,j,p,n,k,q-1}(t) \right].$$

(S46)

By solving these equations of motion under the initial condition corresponding to the initial state $|\psi(0)\rangle = (1/\sqrt{2})(|1\rangle_L |0\rangle_R + |0\rangle_L |1\rangle_R)|0\rangle_M$, we obtain the state evolution of the density matrix $\hat{\rho}(t)$, and then we can calculate the dynamics of the system’s observables such as the average phonon number

$$\langle \hat{n}_b(t) \rangle = \langle \hat{b}^\dagger \hat{b}(t) \rangle = \sum_{m,j,p=0}^{\infty} p \rho_{m,j,p,m,j,p}(t).$$

(S47)
In realistic simulations, the cavity phonon number can be restricted into a subspace with zero photon and one photon. This is because we consider the single photon initial state and the cavity field will not be excited due to the vacuum baths. In addition, the dimension of the phonon numbers needs to be truncated up to a definite number, which is determined by generated states.

In Fig. S6, we plot the dynamics of the average phonon number $\langle \hat{n}_c(t) \rangle$ at selected values of $\gamma_c$. The curves show that, with the increase of $\gamma_c$, the maximum average phonon number decreases, and the oscillation disappears gradually. This is because a larger $\gamma_c$ corresponds to a faster photon leakage. When the single photon leaks out of the cavity, then the mechanical resonator will experience a dissipative evolution. The photon leakage can be seen directly from the probability $P_{L(R)}(t)$ of a single photon in the left (right) cavity, as shown in the main text.

### B. The fidelity and probability of the mechanical superposition states

For generation of mechanical superposition states, we need to measure the state of the cavity fields at a proper time such that the mechanical resonator collapses into the reduced density matrices. Specifically, when the single photon is detected in the left and right cavities, the corresponding reduced density matrices of the mechanical mode are

$$\hat{\rho}_{ML}(t) = \frac{1}{P_L(t)} \sum_{p,q=0}^{\infty} \rho_{1,0,p,1,0,q}(t)|p\rangle_M \langle q|, \quad (S48a)$$

$$\hat{\rho}_{MR}(t) = \frac{1}{P_R(t)} \sum_{p,q=0}^{\infty} \rho_{0,1,p,0,1,q}(t)|p\rangle_M \langle q|, \quad (S48b)$$

where

$$P_L(t) = \sum_{p=0}^{\infty} \rho_{1,0,p,1,0,p}(t), \quad P_R(t) = \sum_{p=0}^{\infty} \rho_{0,1,p,0,1,p}(t) \quad (S49)$$

are the corresponding detection probabilities of the single photon in the left and right cavities, respectively.

The fidelity $F_{s=L(R)}(t) = \langle \varphi_s(t)|\hat{\rho}_{ML}(t)|\varphi_s(t) \rangle$ between the target state $|\varphi_s(t)\rangle$ and the generated state $\hat{\rho}_{ML}(t)$ can be obtained as

$$F_L(t) = \frac{e^{-|{\beta}(t)|^2}}{P_L(t)} \sum_{p,q=0}^{\infty} \rho_{1,0,p,1,0,q}(t) \frac{[\beta^*(t)]^p[\beta^q(t)]}{\sqrt{p!q!}} \times \left\{ \cos^2[\xi \sin(\omega_0 t)] + (-1)^p \sin^2[\xi \sin(\omega_0 t)] + i[(-1)^q - (-1)^p] \sin[\xi \sin(\omega_0 t)] \cos[\xi \sin(\omega_0 t)] \right\}, \quad (S50a)$$

$$F_R(t) = \frac{e^{-|{\beta}(t)|^2}}{P_R(t)} \sum_{p,q=0}^{\infty} \rho_{0,1,p,0,1,q}(t) \frac{[\beta^*(t)]^p[\beta^q(t)]}{\sqrt{p!q!}} \times \left\{ \sin^2[\xi \sin(\omega_0 t)] + (-1)^p \cos^2[\xi \sin(\omega_0 t)] + i[(-1)^q - (-1)^p] \sin[\xi \sin(\omega_0 t)] \cos[\xi \sin(\omega_0 t)] \right\}. \quad (S50b)$$

### C. The Wigner function and the probability distribution of the rotated quadrature operator

Similar to the closed-system case, to see the quantum interference and coherence effects in the mechanical superposition states, we calculate the Wigner function and the probability distribution of the rotated quadrature operator. For the mechanical states $\rho_{ML}^{(L)}(t)$ and $\rho_{MR}^{(R)}(t)$, the Wigner functions can be obtained as

$$W_L(\eta) = \frac{2}{\pi} \frac{1}{P_L(t)} \sum_{l,p,q=0}^{\infty} (-1)^l \rho_{1,0,p,1,0,q}(t)(M(p)|\hat{D}(\eta)|l\rangle_M)\langle l| M(q)|\hat{D}(\eta)|l\rangle_M, \quad (S51a)$$

$$W_R(\eta) = \frac{2}{\pi} \frac{1}{P_R(t)} \sum_{l,p,q=0}^{\infty} (-1)^l \rho_{0,1,p,0,1,q}(t)(M(p)|\hat{D}(\eta)|l\rangle_M)\langle l| M(q)|\hat{D}(\eta)|l\rangle_M. \quad (S51b)$$
can be obtained as
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with \(L_n^m(x)\) being the associated Laguerre polynomials.

For the mechanical states \(\rho_M^{(L)}(t)\) and \(\rho_M^{(R)}(t)\), the probability distributions of the rotated quadrature operator \(\hat{X}(\theta)\) can be obtained as

\[
P_L[X(\theta)] = \frac{1}{P_L(t)} \sum_{p,q=0}^{\infty} \rho_{0,0,p,0,q}(t) \frac{1}{\sqrt{\pi^{2\theta+q}p!q!}} H_p[X(\theta)] H_q[X(\theta)] \exp[-X^2(\theta)] e^{i\theta(q-p)},
\]

(S53a)

\[
P_R[X(\theta)] = \frac{1}{P_R(t)} \sum_{p,q=0}^{\infty} \rho_{0,1,p,0,q}(t) \frac{1}{\sqrt{\pi^{2\theta+q}p!q!}} H_p[X(\theta)] H_q[X(\theta)] \exp[-X^2(\theta)] e^{i\theta(q-p)},
\]

(S53b)

where \(H_m[z]\) are the Hermite polynomials.

In Fig. 2 and Fig. 3 of the main text, we studied how the cavity field decay and the mechanical dissipation affect the probability, the fidelity, and the probability distribution of the rotated quadrature operator of the generated mechanical states. We also showed the Wigner function of the mechanical states in the presence of the cavity field decay [Fig. 2(c)]. As a complementary, in Fig. S7 we show the Wigner functions of the generated mechanical states at selected values of the mechanical dissipation parameters (corresponding to Fig. 3 in the main text). The results show that the locations of the two peaks in the Wigner function do not change with the mechanical dissipations in our simulations. However, the interference pattern attenuates gradually with the increase of \(\gamma_M\) and \(n_{th}\).
D. The results in the case of $\omega_M/g_0 = 100$

In the main text, we present the fidelity and probability of the generated mechanical states when $\omega_M/g_0 = 20$. In this section, as a comparison, we also study how the fidelity and probability of the mechanical states depend on the cavity field decay and the mechanical dissipation when $\omega_M/g_0 = 100$. These plots are shown in Fig. S8. Here the figures in the left and right boxes correspond respectively to Fig. 2 and Fig. 3 in the main text, which are plotted using $\omega_M/g_0 = 20$. We can see similar behaviors as those in the case of $\omega_M/g_0 = 20$.

IV. DISCUSSIONS ON THE EXPERIMENTAL IMPLEMENTATION

A. Measurement of the quadrature operator of the mechanical mode

In this section, we show how to measure the quadrature operator of the mechanical mode by introducing an ancillary cavity mode in the right cavity. The frequency of the ancillary cavity mode should be much different from that of the right cavity mode $\hat{a}_R$ so that the coupling between these two modes can be neglected. In this case, the measurement procedure can be described by the method proposed in [66]. The ancillary cavity mode couples to the mechanical oscillation via a radiation pressure mechanism and it is strongly driven by an external field so that we can linearize the dynamics of the optomechanical coupling. When the mechanical superposition states are prepared, the photon hopping between the left and right cavities is tuned off, and then the optomechanical coupling between the right cavity mode $\hat{a}_R$ and the mechanical mode $\hat{b}$ can be approximately neglected because $g_0$ is much smaller than other frequency scales (the free frequencies and the linearized interaction). In this case, we can only consider the linearized interaction between the ancillary cavity mode and the mechanical mode when we consider the measurement of the mechanical quadrature.

The Hamiltonian of the subsystem including the ancillary cavity mode and the mechanical mode can be written as

$$\hat{H}_d = \omega_d \hat{c}^\dagger \hat{c} + \omega_M \hat{b}^\dagger \hat{b} - g_e \hat{c}^\dagger \hat{c} (\hat{b}^\dagger + \hat{b}) + \Omega e^{-i\omegaLt} \hat{c}^\dagger + \Omega^* e^{i\omegaLt} \hat{c},$$

(S54)
where \( \hat{c} \) and \( \hat{b} \) are the annihilation operators of the ancillary cavity field and the mechanical mode, respectively. The parameter \( \omega_d \) is the frequency of the ancillary cavity mode and \( g_c \) is the single-photon optomechanical-coupling strength between the ancillary cavity mode and the mechanical oscillation. In addition, the ancillary cavity mode is driven by an external field with frequency \( \omega_L \) and driving amplitude \( \Omega \).

In the rotating frame with respect to \( H_0 = \omega_L \hat{c} \hat{c} \), we can obtain the Langevin equations as

\[
\dot{\hat{c}} = - i \Delta_d \hat{c} + i g_c \hat{b} \hat{b} - i \Omega - \frac{\kappa}{2} \hat{c} + \sqrt{\kappa} \hat{c}_{\text{in}}, \tag{S55a}
\]

\[
\dot{\hat{b}} = - i \omega_M \hat{b} + i g_c \hat{c} \hat{c} - \frac{\gamma_M}{2} \hat{b} + \sqrt{\gamma_M} \hat{b}_{\text{in}}, \tag{S55b}
\]

where \( \Delta_d = \omega_d - \omega_L \) is the driving detuning, \( \kappa \) is the decay rate of the ancillary cavity mode. The operators \( \hat{c}_{\text{in}} \) and \( \hat{b}_{\text{in}} \) are the fluctuation operators of the ancillary cavity mode and the mechanical mode, respectively.

In the strong driving case, we linearize the Langevin equations by expanding the operators around their steady-state values as \( \hat{c} = \zeta_s + \delta \hat{c} \) and \( \hat{b} = \beta_s + \delta \hat{b} \). Then by discarding the nonlinear terms we obtain the equations of motion for these fluctuations as

\[
\dot{\delta \hat{c}} = - i \Delta \delta \hat{c} + i G (\delta \hat{b} \hat{b} + \delta \hat{b}) - \frac{\kappa}{2} \delta \hat{c} + \sqrt{\kappa} \delta \hat{c}_{\text{in}}, \tag{S56a}
\]

\[
\dot{\delta \hat{b}} = - i \omega_M \delta \hat{b} + i G^* \delta \hat{c} + i G \delta \hat{c} \delta - \frac{\gamma_M}{2} \delta \hat{b} + \sqrt{\gamma_M} \delta \hat{b}_{\text{in}}, \tag{S56b}
\]

where we introduce the normalized detuning \( \Delta = [\Delta_d - g_c (\beta_s + \beta_s)] \) and the linearized coupling strength \( G = g_c \zeta_s \).

In these expressions, the steady-state values \( \zeta_s \) and \( \beta_s \) are determined by the equations

\[
-i [\Delta_d - g_c (\beta_s + \beta_s)] \zeta - i \Omega - \frac{\kappa}{2} \zeta = 0, \tag{S57a}
\]

\[
-i \omega_M \beta + i g_c \zeta_s \zeta - \frac{\gamma_M}{2} \beta = 0. \tag{S57b}
\]

We further assume that \( \Delta = \omega_M \gg |G| \); then by RWA we have

\[
\dot{\delta \hat{c}} = - \left( i \Delta + \frac{\kappa}{2} \right) \delta \hat{c} + i G \delta \hat{b} + \sqrt{\kappa} \delta \hat{c}_{\text{in}}, \tag{S58a}
\]

\[
\dot{\delta \hat{b}} = - \left( i \omega_M + \frac{\gamma_M}{2} \right) \delta \hat{b} + i G^* \delta \hat{c} + \sqrt{\gamma_M} \delta \hat{b}_{\text{in}}. \tag{S58b}
\]

We make a rotation

\[
\delta \hat{b} = \delta \hat{B} e^{-i \omega_M t}, \quad \delta \hat{c} = \delta \hat{C} e^{-i \Delta t}, \tag{S59}
\]

such that the high-oscillating time factors are eliminated. Then we have

\[
\dot{\delta \hat{C}} = - \frac{\kappa}{2} \delta \hat{C} + i G \delta \hat{B} + \sqrt{\kappa} \delta \hat{C}_{\text{in}}, \tag{S60a}
\]

\[
\dot{\delta \hat{B}} = - \frac{\gamma_M}{2} \delta \hat{B} + i G^* \delta \hat{C} + \sqrt{\gamma_M} \delta \hat{B}_{\text{in}}, \tag{S60b}
\]

where \( \delta \hat{C}_{\text{in}} = \hat{c}_{\text{in}} e^{i \omega_M t} \) and \( \delta \hat{B}_{\text{in}} = \hat{b}_{\text{in}} e^{i \omega_M t} \). We consider the bad-cavity case \( \kappa \gg |G| \), then the ancillary cavity mode can be eliminated adiabatically and we obtain

\[
\delta \hat{C} = i \frac{2G}{\kappa} \delta \hat{B} + \frac{2}{\sqrt{\kappa}} \delta \hat{C}_{\text{in}}. \tag{S61}
\]

In terms of the input-output relation

\[
\hat{C}_{\text{out}} = \sqrt{\kappa} \delta \hat{C} - \hat{C}_{\text{in}}, \tag{S62}
\]

we have

\[
\hat{C}_{\text{out}} = i \frac{2G}{\sqrt{\kappa}} \delta \hat{B} + \hat{C}_{\text{in}}, \tag{S63}
\]
TABLE I. Parameters of electromechanical systems reported in references: cavity-field frequency \( \omega_c \), cavity-field decay rate \( \gamma_c \), cavity-field quality factor \( Q_c = \omega_c / \gamma_c \), mechanical frequency \( \omega_M \), mechanical decay rate \( \gamma_M \), mechanical quality factor \( Q_M = \omega_M / \gamma_M \), mechanical bath temperature \( T_{\text{th}} \), thermal phonon occupation number \( n_{\text{th}} \), single-photon optomechanical-coupling strength \( g_0 \), the ratio \( \omega_M / \gamma_c \), which determines the sideband resolution, and the ratio \( g_0 / \gamma_c \), which determines the single-photon strong-coupling regime. Notice that if several temperatures were mentioned in a paper, here we only list the lowest one.

| Ref. | \( \omega_c \) (GHz) | \( Q_c \) | \( \omega_M \) (MHz) | \( \omega_M / \gamma_M \) (Hz) | \( Q_M \) | \( T_{\text{th}} \) (mK) | \( n_{\text{th}} \) (Hz) | \( g_0 \) (Hz) | \( \omega_M \) (Hz) | \( n_{\text{th}} \) (Hz) |
|------|-----------------|------|----------------|-----------------|------|-----------------|----------------|-----------------|-----------------|-----------------|
| [47] | 7.5             | 0.6  | 1.25 \times 10^4 | 6.3             | 6.3  | 1 \times 10^6   | 20            | 65.6            | 10.05           |
| [48] | 5.01            | 0.494| 1.01 \times 10^4 | 5.57            | 15-25| (0.22-0.37) \times 10^6 |
| [20] | 7.5             | 0.2  | 3.75 \times 10^4 | 10.56           | 32   | 3.3 \times 10^5  | 15            | 29.1            | 200             | 52.8            | 1 \times 10^{-3} |
| [69] | 7.47            | 0.17 | 4.39 \times 10^4 | 10.69           | 30   | 3.56 \times 10^5 | 40            | 77.4            | 460             | 62.8            | 2.7 \times 10^{-3} |
| [49] | 7.7             | 0.36 | 2.14 \times 10^4 | 10.34           | 35   | 2.95 \times 10^5 | 20            | 39.8            | 200             | 28.7            | 0.56 \times 10^{-3} |
| [50] | 7.5             | 0.32 | 2.34 \times 10^4 | 10.5            | 35   | 3 \times 10^5    | 15            | 29.7            | 200             | 32.8            | 0.625 \times 10^{-3} |
| [51] | 6.23            | 0.45 | 1.38 \times 10^4 | 3.6            | 3    | 1.2 \times 10^6  | 10            | 57.3            | 36              | 8               | 0.8 \times 10^{-4} |
| [52] | 6.9             | 0.65 | 1.06 \times 10^4 | 13.032          | 330  | 3.9 \times 10^4  | 25            | 39.5            |                 |                 |
| [53] | 8.89            | 1.7  | 5.23 \times 10^4 | 14.98           | 9.2  | 1.63 \times 10^6 | 30            | 41.2            | 145             | 8.81            | 0.85 \times 10^{-4} |
| [55] | 9.93            | 2.1  | 4.73 \times 10^3 | 14.98           | 9.2  | 1.63 \times 10^6 | 30            | 41.2            | 170             | 7.13            | 0.84 \times 10^{-4} |
| [70] | 4.26            | 0.118| 3.64 \times 10^4 | 5.33            | 30   | 1.78 \times 10^5 | 10            | 38.6            | 60              | 45.2            | 5.08 \times 10^{-4} |

which can be further expressed as

\[
\hat{c}_{\text{out}} = i \frac{2G}{\sqrt{\kappa}} (\hat{b} - \beta_s) + \hat{c}_{\text{in}}.
\]

The term \( \beta_s \) (typically with value several dozen) is a displacement in phase space, it will not change the oscillation in the probability distribution of the quadrature. By measuring the quadrature of the output field, we can observe the quantum interference and coherence effects in the superposition states. The rotation angle of the quadrature can be swept by tuning the driving amplitude \( \Omega \) such that a desired phase angle \( \vartheta \) is obtained by \( G = |G|e^{i\vartheta} \).

B. Discussions on experimental parameters

In this section, we present some detailed discussions on the experimental parameters of this scheme. For comparison purpose, in Table I we list some relating parameters reported in several recent experiments in electromechanics. We can see that depending on the task, the electromechanical systems can be designed to have a wide range of parameters.

(i) For superconducting resonators, the resonance frequency \( \omega_c \) could be \( 2\pi \times (4.26 - 9.93) \) GHz, with the decay rate \( \gamma_c \) changing from \( 2\pi \times 1.18 \) kHz to \( 2\pi \times 2.1 \) MHz, and the quality factor \( Q_c \) changing from \( 4.73 \times 10^3 \) to \( 4.39 \times 10^4 \). The decay rate \( \gamma_c \) might be further improved because it has recently been reported in circuit-QED systems that the internal quality factors of planar superconducting resonators (with frequency at several GHz) could be above one million [71], then the decay rate \( \gamma_c \) could be at the order of dozens of kilohertz.

(ii) For mechanical resonators, the resonance frequency \( \omega_M \) could be \( 2\pi \times (3.6 - 14.98) \) MHz, with the decay rate \( \gamma_M \) changing between \( 2\pi \times (3 - 330) \) Hz. The quality factor \( Q_M \) of mechanical resonators could change from \( 3.9 \times 10^4 \) to \( 1.63 \times 10^6 \). In dilution refrigerators, the environmental temperature of the mechanical resonators could be at dozens of millikelvin (for example \( T_{\text{th}} = 10 \) mK in Ref. [70]), and then the bath could have dozens of thermal phonons. In these references, the thermal phonon occupation number changes from 29.1 to 77.4.

(iii) The single-photon optomechanical-coupling strength \( g_0 \) could be \( 2\pi \times (36 - 460) \) Hz, which needs to be enhanced for a high success probability in our scheme. Recently, people have suggested to increase the value of \( g_0 \) to around one megahertz by utilizing the nonlinearity of Josephson junction in electromechanics [72, 73].

Based on the above discussions, in Table II we suggest some parameters for simulation of our state generation scheme. In our model, the involved parameters include: cavity-field frequency \( \omega_c \), cavity-field decay rate \( \gamma_c \), dimensionless photon-hopping modulation amplitude \( \xi \), photon-hopping modulation frequency \( \omega_\xi \), mechanical frequency \( \omega_M \), mechanical decay rate \( \gamma_M \), thermal phonon occupation number \( n_{\text{th}} \), and single-photon optomechanical-coupling strength \( g_0 \). Below we analyze the feasibility of our scheme based on the above listed parameters.

(i) The cavity frequency could be an arbitrary number because it does not affect the quality of this approach. However, it should be taken to make sure the optomechanical Hamiltonian is justified (ensure the single-model
TABLE II. The parameters used in simulation of our model: cavity-field frequency $\omega_c$, mechanical frequency $\omega_M$, single-photon optomechanical-coupling strength $g_0$, modulation sideband parameter $n_0$, dimensionless photon-hopping modulation amplitude $\xi$, photon-hopping modulation frequency $\omega_0$, cavity-field decay rate $\gamma_c$, mechanical decay rate $\gamma_M$, thermal phonon occupation number $n_{th}$, state generation time $t_d$, maximum displacement amplitude $|\beta|_{\text{max}}$, and success probability $P$.

| Notation | Remarks | Scaled parameters | Parameters |
|----------|---------|-------------------|------------|
| $\omega_c$ | arbitrary | $\omega_c/g_0 = (1 - 2) \times 10^4$ | $2\pi \times (5 - 10)$ GHz |
| $\omega_M$ | $\omega_M \gg g_0$ for RWA | $\omega_M/g_0 = 20$ | $2\pi \times 10$ MHz |
| $g_0$ | as the frequency scale | $g_0/g_0 = 1$ | $2\pi \times 500$ kHz |
| $n_0$ | tunable, $\delta = \omega_M - 2n_0\omega_0$ | $1$ | $1$ |
| $\xi$ | tunable, $g = g_0 J_{2n_0}(2\xi)/2$, we choose $\xi = 1.5271$ | $g/g_0 = J_{2n_0}(2\xi)/2$ | $g \approx 2\pi \times 121.5$ kHz |
| $\omega_0$ | tunable, $\delta = \omega_M - 2n_0\omega_0$ | $\delta = g$ | $\delta = g$ |
| $\gamma_c$ | affects probability rather than fidelity | $\gamma_c/g_0 = 0.05 - 0.4$ | $2\pi \times (25 - 200)$ kHz |
| $\gamma_M$ | affects fidelity rather than probability | $\gamma_M/g_0 = 0.0001 - 0.001$ | $2\pi \times (50 - 500)$ Hz |
| $n_{th}$ | affects fidelity rather than probability | $30$ at $15$ mK | $30$ at $15$ mK |
| $t_d$ | $t_d \approx \pi/\delta$ | $4.1\mu$s | $4.1\mu$s |
| $|\beta|_{\text{max}}$ | $|\beta|_{\text{max}} = 2g/\delta > 1$ for $|\langle \beta | - \beta \rangle| \ll 1$ | $2$ | $2$ |
| $P$ | $P \approx \exp(-4\pi\gamma_c/g_0)$ | $P \approx 0.0066 - 0.53$ | $P \approx 0.0066 - 0.53$ |

approximation in the optomechanical model). For electromechanical systems, the cavity frequency might be $\omega_c = 2\pi \times (5 - 10)$ GHz. For high success probabilities in our state generation, the cavity-field decay rate $\gamma_c$ should be smaller than the single-photon optomechanical-coupling constant $g_0$. In our simulations, we take $\gamma_c = 2\pi \times (25 - 200)$ kHz, which is accessible with current or near-future experimental conditions. The modulation parameters $\omega_0$ and $\xi$ of the photon hopping are tunable. We choose $\xi = 1.5271$ such that a peak value of the Bessel function $J_{2n_0}(2\xi)$ is obtained. We also tune the modulation frequency $\omega_0$ to obtain $\delta = g$ and hence a displacement amplitude $|\beta|_{\text{max}} = 2$ is obtained.

(ii) For the mechanical resonator, we choose the resonance frequency and the decay rate as $\omega_M = 2\pi \times 10$ MHz and $\gamma_M = 2\pi \times (50 - 500)$ Hz, which are accessible with current experimental conditions. The small $\gamma_M$ (under dozens of thermal phonons) makes our scheme feasible because the states are created within a finite time rather than in a long-time limit. For a bath temperature $T_{th} = 15$ (10) mK, the thermal phonon occupation number is $n_{th} = 30$ (20) at $\omega_M = 2\pi \times 10$ MHz. In our simulations, due to the restriction of computational resource, we take $n_{th} = 0 - 10$ for a practicable dimension of truncation. Under the condition that a high quality factor can be ensured, we might choose a larger $\omega_M$ for a smaller $n_{th}$. As examples, for a bath temperature $T_{th} = 15$ (10) mK, we have $n_{th} \approx 15$ (10) when $\omega_M = 2\pi \times 20$ MHz.

(iii) In our method, the success probability of the state generation is approximately given by $P \approx \exp(-4\pi\gamma_c/g_0)$. For an efficient state generation, the value of the ratio $g_0/\gamma_c$ should be moderately larger than 1. For example, we have $P \approx 0.08 - 0.285$ when $g_0/\gamma_c = 5 - 10$. The value of $g_0/\gamma_c$ can be increased by either increasing the coupling strength $g_0$ or decreasing the cavity-field decay rate $\gamma_c$. People have suggested to increase the value of $g_0$ to around one megahertz by utilizing the nonlinearity of Josephson junction in electromechanics. At the same time, as mentioned above, the cavity-field decay rate can be decreased to be dozens of kilohertz. These developments make the ratio $g_0/\gamma_c > 5$ feasible. We note that a moderately large value of the ratio $g_0/\gamma_c$ (for example $g_0/\gamma_c = 5 - 10$) is approximately equivalent to the parameter condition for observation of clear evidences of photon blockade [54, 55] and phonon sidebands in cavity spectrum [56, 57]. In addition, it should be pointed out that though the ratio $g_0/\gamma_c$ affects the success probability, it does not affect the fidelity of the generated state. One can always generate the target states even at a low probability. In our simulations, we choose $g_0 = 2\pi \times 500$ kHz, which should be attainable with the near-future techniques.