ON THE NUMBER OF $\mathbb{F}_q$-ZEROS OF FAMILIES OF SPARSE TRIVARIATE POLYNOMIALS
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Abstract. For a given lattice polytope $P \subset \mathbb{R}^3$, consider the space $L_P$ of trivariate polynomials over a finite field $\mathbb{F}_q$, whose Newton polytopes are contained in $P$. We give an upper bound for the maximum number of $\mathbb{F}_q$-zeros of polynomials in $L_P$ in terms of the Minkowski length of $P$ and $q$, the size of the field. Consequently, this produces a lower bound for the minimum distance of toric codes defined by evaluating elements of $L_P$ at the points of the algebraic torus $(\mathbb{F}_q^*)^3$. Our approach is based on understanding factorizations of polynomials in $L_P$ with the largest possible number of non-unit factors. The related combinatorial result that we obtain is a description of Minkowski sums of lattice polytopes contained in $P$ with the largest possible number of non-trivial summands.

1. Introduction

Let $X$ be a projective algebraic variety defined over a finite field $\mathbb{F}_q$. It is a classical problem to estimate the number $N_X = |X(\mathbb{F}_q)|$ of $\mathbb{F}_q$-points of $X$ in terms of its geometric invariants. For curves, the following estimate is due to Hasse and Weil:

$$|N_X - (q + 1)| \leq 2q^{\frac{g}{2}},$$

where $X$ is an irreducible curve with arithmetic genus $g$, [1, 21]. In particular, for smooth plane curves we have $2g = (d - 1)(d - 2)$, where $d$ is the degree of the curve. In arbitrary dimension such an estimate is provided by the Lang-Weil bound: For an irreducible projective variety $X \subset \mathbb{P}^n$ of dimension $n$ and degree $d$ defined over $\mathbb{F}_q$ one has

$$|N_X - \pi_n| \leq (d - 1)(d - 2)q^{n-\frac{d}{2}} + Cq^{n-1},$$

(1.1)

for some constant $C$ depending on $n$, $d$, and $m$ only, see [21]. Here $\pi_n$ denotes the number of $\mathbb{F}_q$-points in the projective space, $\pi_n = |\mathbb{P}^n(\mathbb{F}_q)| = \frac{q^{n+1}-1}{q-1}$. More recently, Ghorpade and Lachuat proved an effective version of this inequality for complete intersections, [12]. In addition, they obtained analogous inequalities for affine varieties. For example, for an affine hypersurface $X_f \subset \mathbb{A}^n$ (so $\dim X_f = n - 1$) defined by an absolutely irreducible polynomial $f \in \mathbb{F}_q[x_1, \ldots, x_n]$ of degree $d$ there is an explicit bound

$$|N_{X_f} - q^{n-1}| \leq (d - 1)(d - 2)q^{n-\frac{d}{2}} + 12(d + 3)^{n+1}q^{n-2},$$

(1.2)
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The theory of sparse polynomials (a.k.a. Newton polytope theory) proposes that many algebraic properties of polynomials are reflected in their Newton polytopes. Let \( f \in \mathbb{F}_q[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) be a Laurent polynomial over \( \mathbb{F}_q \). The set of the exponent vectors of the monomials appearing in \( f \) is the support of \( f \), denoted by \( \mathcal{A}(f) \), so we can write

\[
f = \sum_{a \in \mathcal{A}(f)} c_a x^a, \quad \text{where } x^a = x_1^{a_1} \cdots x_n^{a_n}, \quad c_a \in \mathbb{F}_q.
\]

We put \( \mathcal{A}(f) = \emptyset \) when \( f = 0 \). The Newton polytope \( P(f) \) is the convex hull of the support of \( f \). For any two Laurent polynomials \( f, g \) we have \( P(fg) = P(f) + P(g) \), so one can view the Newton polytope as a natural generalization of the degree of a polynomial. The sum here is the Minkowski sum of the polytopes, which is the set of all sums \( v_1 + v_2 \) for all pairs \( v_1 \in P(f) \) and \( v_2 \in P(g) \). Therefore, factorizations of a sparse polynomial correspond to Minkowski sum decompositions of its Newton polytope.

**Example 1.1.** Consider \( f = 1 - x + z - x^ay^bz \) for some relatively prime \( a, b \in \mathbb{Z} \). Then \( P(f) \) is a lattice simplex with vertex set \( \{0, e_1, e_3, ae_1 + be_2 + e_3\} \). Note that if \( P(f) \) is the Minkowski sum of two lattice polytopes then one of them must be a single point. This means that if \( f = hg \) then either \( h \) or \( g \) is a monomial, i.e. a unit in \( \mathbb{F}_q[x^{\pm 1}, y^{\pm 1}, z^{\pm 1}] \). Therefore, \( f \) is absolutely irreducible. For the same reason every non-zero polynomial of the form \( f = c_0 + c_1 x + c_2 z + c_3 x^ay^bz \) for \( c_i \in \mathbb{F}_q \) is either a unit or absolutely irreducible.

When dealing with sparse polynomials \( f \) it is natural to look for \( \mathbb{F}_q \)-zeros of \( f \) none of whose coordinate is zero, i.e., those contained in the algebraic torus \( (\mathbb{F}_q^*)^n \). Throughout the paper we use \( N_f \) to denote this number, i.e.

\[
N_f = |\{p \in (\mathbb{F}_q^*)^n : f(p) = 0\}|.
\]

We will next illustrate how \( N_f \) depends on geometric invariants of \( P(f) \) (rather than the degree of \( f \)) such as its volume. As it is common in the theory of sparse polynomials, we use \( \text{Vol}_n(P) \) to denote the normalized \( n \)-dimensional volume of a polytope which is the usual Euclidean volume multiplied by \( n! \).

Consider \( f = 1 - x^ay^b \in \mathbb{F}_q[x^{\pm 1}, y^{\pm 1}] \) for some relatively prime \( a, b \in \mathbb{N} \). This is an irreducible polynomial of degree \( a + b \). However, we can make a change of variables \( x = u^rv^{-b}, \quad y = u^sv^a \) where \( r, s \in \mathbb{Z} \) satisfy \( ar + bs = 1 \). This change of variables preserves the number of zeros in \((\mathbb{F}_q^*)^2\) and turns \( f \) into a linear function \( f = 1 - u \) which has \( q - 1 \) zeros in \((\mathbb{F}_q^*)^2\). The geometric reason here is that the Newton polytope \( P(f) \) is a segment with exactly two lattice points which can be transformed to the unit segment \([0, e_1]\) by an integer linear map. In general, the affine unimodular group \( \text{AGL}(n, \mathbb{Z}) \) acts on the Newton polytope \( P(f) \) and the corresponding monomial changes of variables preserve \( N_f \), see Section 2.2.

**Example 1.2.** Let \( f = 1 - x + z - x^ay^bz \) as in Example 1.1. To estimate \( N_f \) first note that if \( x = 1 \) and \( y^b = 1 \) then \((x, y, z) \in (\mathbb{F}_q^*)^3\) is a zero of \( f \) for any \( z \in \mathbb{F}_q^* \). If \( x \neq 1 \) and \( x^ay^b \neq 1 \) then \((x, y, z) \) is a zero of \( f \) for a unique \( z \in \mathbb{F}_q^* \). Also, no other \((x, y, z) \in (\mathbb{F}_q^*)^3\) can be a zero of \( f \). In the first case we have at most \( b(q - 1) \) zeros in \((\mathbb{F}_q^*)^3\) and in the
second case we have at most \((q-1)^2 - 2(q-1) + b \) zeros by the inclusion-exclusion principle. Therefore, \(N_f \leq (q-1)^2 + (b-2)q + 2 = (q-1)^2 + (\text{Vol}_3(P(f)) - 2)q + 2\). See Theorem 5.5 for a generalization of this bound.

A related question that we are interested in is how to estimate the number of \(\mathbb{F}_q\)-zeros of polynomials within a family of sparse polynomials whose Newton polytopes are contained in some fixed lattice polytope \(P\). Our motivation comes from minimum distance estimation for a class of error-correction codes called toric codes. In addition, this question is related to factorization properties of sections of line bundles on a toric variety defined over finite fields. We explain both connections in Section 1.2 below. Given a lattice polytope \(P\) in \(\mathbb{R}^n\), denote by \(\mathcal{L}_P\) the family of sparse polynomials whose Newton polytope is contained in \(P\):

\[
\mathcal{L}_P = \{ f \in \mathbb{F}_q[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] : P(f) \subseteq P \}.
\]

**Problem 1.3.** Give a (sharp) upper bound on the number of \(\mathbb{F}_q\)-zeros in \((\mathbb{F}_q^n)\) of non-zero polynomials \(f \in \mathcal{L}_P\) in terms of geometric invariants of \(P\).

For example, let \(\Delta_d^n\) be the \(n\)-dimensional simplex with vertex set \(\{0, de_1, \ldots, de_n\}\) for some positive integer \(d < q\). Then \(\Delta_d^n\), which we denote simply by \(\Delta_d\), is the space of all \(n\)-variate polynomials of degree at most \(d\). It is not hard to see that

\[
\max \{ N_f : 0 \neq f \in \Delta_d \} = d(q-1)^{n-1}.
\]

Indeed, it is clear that for distinct \(\alpha_1, \ldots, \alpha_d\) in \(\mathbb{F}_q^n\) the polynomial \(f = (x_1 - \alpha_1) \cdots (x_1 - \alpha_d)\) lies in \(\Delta_d\) and has exactly \(d(q-1)^{n-1}\) zeroes in \((\mathbb{F}_q^n)\), which is the largest among all polynomials with \(d\) linear factors. One can then use induction on \(n\) to show that any polynomial of degree at most \(d\) satisfies the above bound (see Proposition 6.6). This observation motivates a potentially easier problem.

**Problem 1.4.** Give a (sharp) upper bound, in terms of geometric invariants of \(P\), on the number of \(\mathbb{F}_q\)-zeros in \((\mathbb{F}_q^n)\) of polynomials \(f \in \mathcal{L}_P\) that have the largest possible number of non-unit factors.

We remark that a solution to Problem 1.4 provides a solution to Problem 1.3 when \(q\) is large enough. Indeed, let \(f = f_1 \cdots f_k\) be a factorization of \(f \in \mathcal{L}_P\). Applying (1.1) to \(X_f\) and their intersections it is not hard to show that \(|X_f(\mathbb{F}_q)| = kq^{n-1} + o(q^{n-1})\). Therefore, for large enough \(q\), \(|X_f(\mathbb{F}_q)|\) is maximal when \(k\) is.

Now let \(f \in \mathcal{L}_P\) be a polynomial with the largest possible number \(L\) of non-unit factors and let \(f = f_1 \cdots f_L\). Note that each \(f_i\) must be absolutely irreducible. Moreover, it will stay absolutely irreducible no matter how we change its coefficients (as long as at least two of the coefficients are non-zero), otherwise we would have obtained a polynomial in \(\mathcal{L}_P\) with more than \(L\) non-unit factors. Continuing our analogy between degrees and Newton polytopes, each \(f_i\) is a “linear factor” whose irreducibility is due to its “degree” (i.e. its Newton polytope) rather than its coefficients. The difficulty here is that the Newton polytope of \(f_i\) can be arbitrarily large in volume and \(f_i\) can have many more \(\mathbb{F}_q\)-zeros than a linear polynomial, as we saw in Examples 1.1 and 1.2. Although this may not be an issue for special classes of polytopes, e.g. for \(P = \Delta_n^n\) considered above, for arbitrary polytopes this difficulty appears in any dimension \(n \geq 3\). When \(n = 2\) the situation is more manageable as described in [30]. In fact, [30] provides a solution to both Problems 1.4 and 1.3 for \(n = 2\), i.e. for bivariate sparse polynomials. We review this case in Section 2.5. We next present our approach to addressing the aforementioned difficulty for \(n = 3\).
1.1. Our approach and results. As noted above, factorizations $f = f_1 \cdots f_k$ for $f \in \mathcal{L}_P$ correspond to Minkowski sums of the corresponding Newton polytopes. Thus, the geometric invariant that we need to consider in Problem 1.4 is the largest number $L$ such that there exists lattice polytopes of positive dimension $P_1, \ldots, P_L$ satisfying $P_1 + \cdots + P_L \subseteq P$. This invariant is called the Minkowski length of $P$ and is denoted $L(P)$. For example, $L(\Delta^3_n) = d$ (see Section 2.3). In general, there are no simple formulas for $L(P)$, but there exists a polynomial time algorithm for computing $P$ in dimensions 2 and 3, see [3, 30].

In the current paper we concentrate on the case $n = 3$, i.e. the case of trivariate sparse polynomials. We next formulate our answer to Problem 1.4 for $n = 3$. Let $\Box_{q-2}^n$ denote the unit $n$-dimensional cube dilated by a factor of $q - 2$.

**Theorem 1.5** (Corollary 6.3). Let $P \subseteq \Box_{q-2}^3$ be a lattice polytope of Minkowski length $L$. Assume $\text{char}(\mathbb{F}_q) > 41$ and $q \geq (c + \sqrt{c^2 + 1})^2$, where $c = \frac{1}{5} \left( \text{Vol}_3(P) - 3L + 3 \right)$. Then

$$N_f \leq L(q - 1)^2 + 2(q - 1)(\lfloor 2q \rfloor - 1)$$

for any $f \in \mathcal{L}_P$ with the largest possible number of absolutely irreducible factors.

To give a solution to Problem 1.3 for $n = 3$, we show that the bound in Theorem 1.5 holds for large enough $q > \alpha(P)$ where the threshold $\alpha(P)$ also depends only on the invariants $L(P)$ and $\text{Vol}_3(P)$, see Theorem 6.4.

Our approach to solving Problem 1.4 for $n = 3$ is based on first understanding what maximal Minkowski decompositions $P_1 + \cdots + P_L \subseteq P$ may look like for arbitrary $P \subset \mathbb{R}^3$. It follows from the definition of $L = L(P)$ that in any such maximal decomposition we must have $L(P_i) = 1$, $L(P_i + P_j) = 2$, $L(P_i + P_j + P_k) = 3$, and so on.

The classification of lattice polytopes with $L(P) = 1$, up to the $\text{AGL}(3, \mathbb{Z})$-action, was first obtained by Joshua Whitney in his Ph.D. thesis [36]. Independently, Blanco and Santos gave such a classification in [6] where they call lattice polytopes with $L(P) = 1$ distinct pair-sums polytopes (dps-polytopes) after [10]. There are 108 classes of dps-polytopes of lattice width greater than one and infinite families of classes of lattice polytopes of lattice width one. We rely on this result, as well as previous classification results due to Howe, White, and Kasprzyk [17, 28, 35] to classify pairs and triples of polytopes (under appropriate lattice equivalence) which can appear in a maximal Minkowski decomposition. In particular, our classification implies that if a maximal Minkowski decomposition contains at least two polytopes with 4 or more lattice points then each such polytope is equivalent to one in

| $P$ vertices | $\text{Vol}_3(P)$ property |
|--------------|--------------------------|
| $T_0$ $\{e_1, e_2, -e_1 - e_2\}$ | 0 | 2-dim |
| $S_1$ $\{0, e_1, e_2, e_3\}$ | 1 | width one |
| $S_2$ $\{e_1, e_2, e_3, e_1 + e_2 + e_3\}$ | 2 | width one |
| $E$ $\{0, e_1, e_2, e_3, e_1 + e_2 + e_3\}$ | 3 | width one |
| $K_1$ $\{e_1, e_2, e_3, -e_1 - e_2 - e_3\}$ | 4 | Fano |
| $K_2$ $\{e_1, e_2, e_1 + e_2 + 2e_3, e_1 + e_2 + e_3\}$ | 5 | Fano |

Table 1. Possible summands with 4 or more lattice points in a maximal decomposition.
As a consequence, if a maximal Minkowski decomposition contains more than one 3-dimensional polytope then the volume of each summand is bounded. (If a maximal Minkowski decomposition contains only one 3-dimensional polytope then its volume can be arbitrarily large as seen in Example 1.2.) Another implication of our results is that in any maximal Minkowski decomposition there could be at most one lattice polytope with 6 or more lattice points, in which case all the other summands are segments. This classification constitutes a substantial combinatorial part of our work and can be of independent interest to those working in discrete geometry and lattice polytopes theory.

In our second step we estimate \( N_f \) in the case when \( L(P(f)) = 1 \). Here we rely on Whitney’s result [36, Th 4.30] which implies that for large enough characteristic of \( \mathbb{F}_q \), one has \( N_f \leq (q - 1)^2 + (\text{Vol}_3(P(f)) - 2)q + 2 \) when \( P(f) \) belongs to the 108 classes mentioned above. To prove this, we use the Grothendieck–Lefschetz trace formula and cohomology computation for the hypersurface \( X_f \) in a toric variety corresponding to \( P(f) \). We use elementary arguments, similar to the ones in Example 1.2, together with the BKK bound (Section 2.4), to show that the same bound holds for the infinite families as well, see Theorem 5.5. This, combined with the combinatorial results about maximal Minkowski decompositions, provides a bound for \( N_f \) when \( f \) factors into the largest number of irreducible factors. Theorem 6.1 gives concrete bounds depending on the number of factors with four or more monomials whereas Corollary 6.3 gives a universal bound.

1.2. Relation to toric varieties and toric codes. The polynomial spaces \( L_P \) we defined above appear naturally in toric geometry. Consider a complete \( n \)-dimensional toric variety \( X_\Sigma \) over \( \overline{\mathbb{F}}_q \), the algebraic closure of \( \mathbb{F}_q \). It is defined by a rational polyhedral fan \( \Sigma \) whose 1-dimensional cones \( \rho_1, \ldots, \rho_k \) correspond to the torus invariant, prime divisors \( D_1, \ldots, D_k \) on \( X \). Let \( D = \sum_{i=1}^k a_iD_i \) be a torus invariant Cartier divisor on \( X_\Sigma \) and \( \mathcal{O}(D) \) the corresponding line bundle. It defines a rational polytope

\[
P_D = \{ x \in \mathbb{R}^n : \langle x, v_i \rangle \geq -a_i, 1 \leq i \leq k \},
\]

where \( v_i \in \mathbb{Z}^n \) are the primitive generators of the \( \rho_i \). It was shown by Cox (see, for example, [11, Prop 4.3.3, 4.3.8]) that the space of global sections \( \Gamma(X_\Sigma, \mathcal{O}(D)) \) is spanned (as a \( \overline{\mathbb{F}}_q \)-linear space) by the characters corresponding to the lattice points in \( P_D \),

\[
\Gamma(X_\Sigma, \mathcal{O}(D)) = \sum_{a \in P_D \cap \mathbb{Z}^n} \mathbb{F}_q \chi^a.
\]

Then the space of sections that are invariant under the Frobenius automorphism \( \Phi \in \text{Gal}(\overline{\mathbb{F}}_q/\mathbb{F}_q) \) is the \( \mathbb{F}_q \)-span of the corresponding characters,

\[
\Gamma^\Phi(X_\Sigma, \mathcal{O}(D)) = \sum_{a \in P_D \cap \mathbb{Z}^n} \mathbb{F}_q \chi^a.
\]

In the case when \( \mathcal{O}(D) \) is generated by global sections, \( P_D \) is a lattice polytope, see [11, Th 6.1.7], so \( \Gamma^\Phi(X_\Sigma, \mathcal{O}(D)) \) is identified with the space \( L_{P_D} \) we defined in (1.3). Thus, Problems 1.3 and 1.4 above are related to factorizations of \( \mathbb{F}_q \)-sections of globally generated line bundles on toric 3-folds and their \( \mathbb{F}_q \)-zeros.

Algebraic geometry codes (a.k.a. Goppa codes) are linear error-correcting codes constructed by evaluating \( \mathbb{F}_q \)-sections of a divisor on an algebraic curve at a fixed set of \( \mathbb{F}_q \)-points of the curve. It was a major breakthrough in information theory when Tsfasman,
Vlăduț, and Zink used this construction to improve a previously known bound for parameters of linear codes (the asymptotic Gilbert-Varshamov bound) [33]. Since then algebraic geometry codes received much attention and grew into a subfield of both applied algebraic geometry and information theory. Inspired by this construction, Hansen [14] introduced toric codes obtained by evaluating \( \mathbb{F}_q \)-sections of a divisor on a toric surface at a fixed set of \( \mathbb{F}_q \)-points of the surface. This prompted a series of papers on toric codes defined for toric surfaces and higher dimensional toric varieties, see for example [15, 16, 22, 23, 27, 30, 31, 34]. In particular, the toric code construction produced about a dozen of new champion codes, see [8, 9, 24], that is codes with largest known minimum distance with given length and dimension, as in the table of best known codes [13].

Because of the connection described above, toric codes can be defined in purely combinatorial terms without the use of toric geometry as follows. Fix a lattice polytope \( P \subset \mathbb{R}^n \) and let \( L_P \) be the corresponding space of Laurent polynomials as in (1.3). Choose an order of the elements of \( (\mathbb{F}_q^\ast)^n = \{p_1, \ldots, p_N\} \), where \( N = (q - 1)^n \). This defines an evaluation map

\[
ev : L_P \rightarrow \mathbb{F}_q^N, \quad \ev : f \mapsto (f(p_1), \ldots, f(p_N)).
\]

A toric code \( C_P \) is the image of the evaluation map, \( C_P = \ev(L_P) \). We can see that if \( P \subseteq \square_{q-1}^n \), then the evaluation map is injective, and hence, \( \dim C_P = \dim L_P = |P \cap \mathbb{Z}^n| \).

Recall that the weight \( w(v) \) of a vector \( v \in \mathbb{F}_q^N \) is the number of non-zero entries in \( v \). The minimum weight of a code \( C \subset \mathbb{F}_q^N \) (which for linear codes is the same as the minimum Hamming distance) is defined by

\[
d = \min \{w(v) : 0 \neq v \in C\}.
\]

This is an important parameter responsible for the reliability of the code: the larger \( d \) is the more errors the code can correct. Thus, it is important to be able to efficiently compute \( d \) or at least provide good lower bounds for \( d \). In general, when \( q \) is large, finding the exact value of \( d \) becomes a heavy computational problem. It immediately follows from the above definitions that for a toric code \( C_P \) we have

\[
d = (q - 1)^n - \max \{|N_f : 0 \neq f \in L_P|\}.
\]

Therefore, Problem 1.3 is equivalent to finding a (sharp) lower bound for the minimum weight of a toric code, in terms of geometric invariants of \( P \). For \( n = 3 \), the result in Theorem 6.4 provides the following.

**Corollary 1.6.** Let \( P \subseteq \square_{q-1}^3 \) be a lattice polytope of Minkowski length \( L \). Assume \( q > \alpha(P) \) where \( \alpha(P) \) as in (6.2). Then the minimum weight of the toric code \( C_P \) satisfies

\[
d \geq (q - 1)^3 - L(q - 1)^2 - 2(q - 1)(2\sqrt{q} - 1).
\]

Whitney’s work in [36] was also motivated by the minimum weight estimation for toric codes \( C_P \) for 3-dimensional lattice polytopes \( P \). He provided an algorithm for giving a lower bound for \( d \) which requires first computing all maximal decompositions in \( P \). Our result is a universal bound which does not require extra combinatorial information beyond computing \( \text{Vol}_3(P) \) and \( L(P) \). The minimum distance of \( C_P \) was computed explicitly in [19] for a special class of lattice polytopes in \( \mathbb{R}^3 \).
1.3. Use of MATLAB computing system. Several of our classification results on maximal Minkowski decomposition require a computer-assisted search. We use combinatorial arguments to first reduce the question we are dealing with to a finite number of cases and then use MATLAB [25] to sort out these cases. We wrote a package in MATLAB to assist us with these computations. The code is available at https://github.com/isoprou/minkowski-length.

2. Preliminaries

2.1. Lattice polytopes. We begin with standard notions in convex geometry and lattice polytope theory. A polytope is the convex hull of a finite number of points in a Euclidean space. We use $[v_1, \ldots, v_k]$ to denote the convex hull of $v_1, \ldots, v_k \in \mathbb{R}^n$. We will write vectors in $\mathbb{R}^n$ either in the standard basis $\{e_1, \ldots, e_n\}$ or as columns of a matrix. The lattice polytope $\Delta^n = [0, e_1, \ldots, e_n]$ is called the standard $n$-simplex. The dimension $\dim P$ of a polytope $P \subset \mathbb{R}^n$ is the dimension of the smallest affine subspace containing the polytope. A hyperplane $H \subset \mathbb{R}^n$ is called a supporting hyperplane for a polytope $P$ if $P \cap H \neq \emptyset$ and $P$ is contained in one of the closed half-spaces defined by $H$. In this case the intersection $P \cap H$ is called a face of $P$. Faces of dimension 0 are called vertices and faces of dimension $\dim P - 1$ are called facets of $P$.

We say that a convex polytope $P \subset \mathbb{R}^n$ is a lattice polytope if all vertices of $P$ are lattice points, that is, they belong to the integer lattice $\mathbb{Z}^n$. We say that a lattice polytope $P$ is empty if its only lattice points are its vertices. We say that it is clean if its faces are empty polytopes. A lattice segment (i.e. 1-dimensional lattice polytope) which is empty is called empty. Equivalently, a lattice segment $[v_1, v_2]$ is primitive if and only if its direction vector $v_2 - v_1$ is primitive, that is the coordinates of $v_2 - v_1$ do not have a common divisor larger than one. Recall that $\text{Vol}_n(P)$ denotes the normalized $n$-dimensional volume of a polytope which is the usual Euclidean volume multiplied by $n!$. When $P$ is a lattice polytope, $\text{Vol}_n(P)$ is a non-negative integer.

Let $P \subset \mathbb{R}^n$ be a lattice polytope and $v \in \mathbb{Z}^n$ a primitive vector. The non-negative integer

$$w_v(P) = \max_{u \in P} \langle u, v \rangle - \min_{u \in P} \langle u, v \rangle$$

is called the lattice width of $P$ in the direction of $v$. The lattice width $w(P)$ is smallest value of $w_v(P)$ over all primitive $v \in \mathbb{Z}^n$.

Let $\text{GL}(n, \mathbb{Z})$ be the group of unimodular matrices, that is, $n \times n$ integer matrices with determinant $\pm 1$. The automorphism group of $\mathbb{Z}^n$, which we denote by $\text{AGL}(n, \mathbb{Z})$, consists of compositions of a multiplication by a unimodular matrix and a translation by a lattice vector. The elements of $\text{AGL}(n, \mathbb{Z})$ are called affine unimodular maps. The group $\text{AGL}(n, \mathbb{Z})$ acts on the set of all lattice polytopes in $\mathbb{R}^n$. We say that two lattice polytopes in $\mathbb{R}^n$ are equivalent if there is $\varphi \in \text{AGL}(n, \mathbb{Z})$ that maps one to the other. A lattice polytope equivalent to $\Delta^2$ is called a unit triangle and a lattice polytope equivalent to $\Delta^3$ is called a unit 3-simplex. Clearly, the volume, the width, and the number of (interior) lattice points are $\text{AGL}(n, \mathbb{Z})$-invariants.

We say that two $k$-tuples $(P_1, \ldots, P_k)$ and $(P'_1, \ldots, P'_k)$ of lattice polytopes in $\mathbb{R}^n$ are equivalent if there exists an affine unimodular map $\varphi \in \text{AGL}(n, \mathbb{Z})$ and lattice vectors $v_i \in \mathbb{Z}^n$ such that $P'_i = \varphi(P_i) + v_i$ for $i = 1, \ldots, k$. Note that the map $\varphi$ is the same for all $i$, but the lattice translations are individual.
2.2. Monomial Changes of Variables. Let $f \in \mathbb{F}_q[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ be a Laurent polynomial over $\mathbb{F}_q$ and let $P = P(f)$ be its Newton polytope. A translation $P + v$ by a lattice vector $v \in \mathbb{Z}^n$ corresponds to multiplying $f$ by the monomial $x^v$ and does not change the set of zeros of $f$ in the algebraic torus $(\mathbb{F}_q^*)^n$. Let $U \in \mathrm{GL}(n, \mathbb{Z})$ be a unimodular matrix. Consider the monomial change of variables $x_i = y_i^{u_i}$, where $u_i$ is the $i$-th column of $U$, for $1 \leq i \leq n$, and let $g(y_1, \ldots, y_n) = f(y_1^{u_1}, \ldots, y_n^{u_n})$ be the resulting Laurent polynomial in $\mathbb{F}_q[y_1^{\pm 1}, \ldots, y_n^{\pm 1}]$. Note that $x^a = y^Ua$ for any $a \in \mathbb{Z}^n$, which implies that the Newton polytope of $g$ is the image of $P$ under $U$. Clearly, the map $\phi : (\mathbb{F}_q^*)^n \to (\mathbb{F}_q^*)^n$ defined by $\phi(t) = (t^{u_1}, \ldots, t^{u_n})$ is invertible and defines an automorphism of $(\mathbb{F}_q^*)^n$. In particular, the image of the set of zeros of $f$ under $\phi$ is the set of zeros of $g$. We have, thus, shown that $N_f$ is invariant under the $\mathrm{AGL}(n, \mathbb{Z})$-action on the Newton polytope of $f$.

2.3. Minkowski length. Recall that the Minkowski sum $P + Q$ of two polytopes $P, Q$ in $\mathbb{R}^n$ is the set of all vector sums of their points:

$$P + Q = \{p + q : p \in P, q \in Q\} \subset \mathbb{R}^n.$$ 

The Minkowski sum of lattice polytopes is again a lattice polytope.

The full Minkowski length $L(P)$ of a lattice polytope $P$ was first defined in [30]. In subsequent papers studying this invariant [3, 32] it was referred to as Minkowski length, and we use this shorter name in the current paper as well.

**Definition 2.1.** Let $P \subset \mathbb{R}^n$ be a lattice polytope. Then the **Minkowski length** $L = L(P)$ is the largest number $L$ such that $P$ contains a Minkowski sum $P_1 + \cdots + P_L$ of $L$ lattice polytopes $P_i$, each of positive dimension. Every such Minkowski sum $P_1 + \cdots + P_L$ is then called a **maximal decomposition** in $P$.

Here are a few basic properties of the Minkowski length which either follow directly by definition or are contained in [32]:

1. $L(P)$ is an $\mathrm{AGL}(n, \mathbb{Z})$-invariant,
2. $L(P)$ is superadditive: $L(P + Q) \geq L(P) + L(Q)$,
3. $L(\Delta^d_n) = d$, where $\Delta^d_n$ is the $d$-dilate of the standard $n$-simplex,
4. $L(\Box^d_n) = nd$, where $\Box^d_n$ is $d$-dilate of the unit $n$-dimensional cube,
5. if $P_1 + \cdots + P_L \subseteq P$ is a maximal decomposition then $L(P_1 + \cdots + P_L) = k$ for any non-empty $\{i_1, \ldots, i_k\} \subset \{1, \ldots, L\}$.

Also, there is a simple upper bound on the number of lattice points in $P$ in terms of $L = L(P)$:

$$|P \cap \mathbb{Z}^n| \leq (L + 1)^n.$$  

Indeed, if $P$ has more than $(L + 1)^n$ lattice points then two of them coincide modulo $(\mathbb{Z}/(L + 1)\mathbb{Z})^n$, which means that $P$ contains a lattice segment of lattice length $L + 1$. In particular, lattice polytopes with $L(P) = 1$ have a most $2^n$ lattice points and this bound is sharp, see [29, Th 2.5]. A polynomial time algorithm for computing $L(P)$ was provided for $P \subset \mathbb{R}^2$ in [30] and for $P \subset \mathbb{R}^3$ in [3].

**Proposition 2.2.** Let $P \subset \mathbb{R}^n$ be a lattice polytope and $L(P)$ its Minkowski length. Then $L(P)$ is the maximal number of absolutely irreducible factors of polynomials $f \in \mathcal{L}_P$. 


Proof. Let \( f \in \mathcal{L}_P \) be a Laurent polynomial with the maximal number of absolutely irreducible factors, \( f = f_1 \cdots f_L \). Then \( P(f) = P(f_1) + \cdots + P(f_L) \). \( P(f) \) is contained in \( P \), and \( \dim P(f_i) > 0 \) since \( f_i \) are not units. Therefore, \( L \leq L(P) \).

Conversely, let \( P_1 + \cdots + P_{L(P)} \) be a maximal decomposition in \( P \). Choose any Laurent polynomial \( f_i \in \mathbb{F}_q[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) with \( P(f_i) = P_i \) for \( 1 \leq i \leq L(P) \). Note that each \( f_i \) is absolutely irreducible, otherwise \( P(f_i) \) would decompose into a sum of lattice polytopes of positive dimension, which contradicts the maximality of the decomposition \( P_1 + \cdots + P_{L(P)} \). Therefore, \( L(P) \leq L \).

2.4. Mixed volume. The mixed volume \( V(P_1, \ldots, P_n) \) is the unique multilinear (with respect to Minkowski addition) function of \( n \)-tuples of convex polytopes (more generally compact convex sets) in \( \mathbb{R}^n \) which coincides with the volume on the diagonal,

\[
V(P_1, \ldots, P) = \text{Vol}_n(P).
\]

One of the fundamental results in the theory of Newton polytopes is the Bernstein-Khovanskii-Kushnirenko theorem (a.k.a. the BKK bound) which relates the intersection number of generic hypersurfaces in the algebraic torus and the mixed volume of their Newton polytopes, see \([4, 18, 20]\). The following basic property of the mixed volume goes back to the work of Minkowski \([26]\).

**Proposition 2.3.** Let \( P_1, \ldots, P_n \subset \mathbb{R}^n \) be convex polytopes. Then \( V(P_1, \ldots, P_n) = 0 \) if and only if there exists non-empty \( \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, n\} \) such that \( \dim(P_{i_1} + \cdots + P_{i_k}) < k \).

We also note that when \( P_1, \ldots, P_n \) are lattice polytopes \( V(P_1, \ldots, P_n) \) is a non-negative integer. We will make use of the following simple observations.

**Lemma 2.4.** Let \( P_0, P_1 \subset \mathbb{R}^2 \) be convex polytopes and \( \mathcal{P} \subset \mathbb{R}^3 \) be the convex hull of \((P_0 \times \{0\}) \cup (P_1 \times \{1\})\). Then \( \text{Vol}_3(\mathcal{P}) = \text{Vol}_2(P_0) + V(P_0, P_1) + \text{Vol}_2(P_1) \).

**Proof.** We have

\[
\text{Vol}_3(\mathcal{P}) = 3 \int_0^1 \text{Vol}_2((1-t)P_0 + tP_1) \, dt.
\]

Using \( \text{Vol}_2(A + B) = V(A + B, A + B) \) and the bilinearity of the mixed volume we get

\[
\text{Vol}_2((1-t)P_0 + tP_1) = (1-t)^2 \text{Vol}_2(P_0) + 2t(1-t)V(P_0, P_1) + t^2 \text{Vol}_2(P_1).
\]

Integrating, we obtain the claim. \( \square \)

**Lemma 2.5.** Let \( P_1, P_2 \subset \mathbb{R}^3 \) be lattice polytopes such that \( P_1 + P_2 \) is 3-dimensional. Then \( \text{Vol}_3(P_1 + P_2) \geq \text{Vol}_3(P_1) + 3 \).

**Proof.** Since \( P_1 + P_2 \) is 3-dimensional, we can chose a lattice segment \( I \subseteq P_2 \) such that \( P_1 + I \) is 3-dimensional. Then, by the multilinearity of the mixed volume,

\[
\text{Vol}_3(P_1 + P_2) \geq \text{Vol}_3(P_1 + I) = \text{Vol}_3(P_1) + 3V(P_1, P_1, I) + 3V(P_1, I, I) + \text{Vol}_3(I).
\]

By Proposition 2.3 the last two summands are zero and \( V(P_1, P_1, I) \geq 1 \), since \( P_1 + I \) is 3-dimensional. \( \square \)
2.5. A solution to Problems 1.3 and 1.4 for \( n = 2 \). Here we briefly review the results of [30] which provide a solution to Problems 1.3 and 1.4 in the case of bivariate sparse polynomials. In the combinatorial part of [30] the authors describe all possible maximal decompositions in \( P \subset \mathbb{R}^2 \). It is shown that every \( P \subset \mathbb{R}^2 \) with \( L(P) = 1 \) is either a primitive segment, a unit triangle, or is equivalent to a triangle \( T_0 = [e_1, e_2, -e_1 - e_2] \), see [30, Th 1.4]. The last equivalence class consists of all triangles with primitive sides and exactly one interior lattice point. Further, [30, Th 1.6] states that for every maximal decomposition \( P_1 + \cdots + P_L \subset P \) there are exactly two options:

1. every \( P_i \) is a primitive segment or a unit triangle;
2. up to equivalence

\[
P_1 + \cdots + P_L = T_0 + m_1[0, e_1] + m_2[0, e_2] + m_3[0, e_1 + e_2],
\]

where \( m_i \) are non-negative integers satisfying \( m_1 + m_2 + m_3 = L - 1 \).

Now let \( f \in \mathcal{L}_P \) be a bivariate Laurent polynomial with the largest number of factors \( f = f_1 \cdots f_L \). If the Newton polytope \( P(f_i) \) is a primitive segment or a unit triangle then it is easy to see that \( N_f \leq q - 1 \). If \( P(f_i) \) is equivalent to \( T_0 \) then one can use the Hasse-Weil bound to show that \( N_f \leq q + [2\sqrt{q}] - 2 \), see [30, Cor 2.2]. Ignoring possible common zeros of the \( f_i \) we obtain the bound

\[
N_f \leq L(q - 1) + [2\sqrt{q}] - 1,
\]

where the term \([2\sqrt{q}] - 1\) can be dropped if no maximal decomposition falls under case (2). It is then shown in [30, Th 2.6] that (2.2) holds for all polynomials \( f \in \mathcal{L}_P \), provided \( q \geq \max\{23, (c + \sqrt{c^2 + 5/2})^2\} \), where \( c = \text{Vol}_2(P) - L + 9/2 \).

3. Classifying pairs \((P, Q)\) with \( L(P + Q) = 2\)

In this section we concentrate on classifying all pairs \((P, Q)\) of lattice polytopes in \( \mathbb{R}^3 \), up to equivalence, satisfying \( L(P) = L(Q) = 1 \) and \( L(P + Q) = 2 \). To simplify notation we write \(|P|\) for the number of lattice points of a polytope \( P \subset \mathbb{R}^3 \), i.e. \(|P| = |P \cap \mathbb{Z}^3| \). We call \(|P|\) the size of \( P \).

3.1. First observations. In many of our combinatorial arguments below we reduce the problem to a finite number of cases which are then sorted with the aid of MATLAB computational system. Throughout this section we mention some of the functions we wrote for this purpose and explain what they do. A complete list of functions with code and description is contained in https://github.com/isoprou/minkowski-length.

**Lemma 3.1.** Let \( P \) be a lattice triangle in \( \mathbb{R}^3 \) that satisfies \( L(P) = 1 \) and let \( I \) be a primitive segment such that \( L(P + I) = 2 \). Let \( v \) be a primitive normal to the lattice plane that contains \( P \).

1. If \( P \) is a unit triangle then \( w_v(I) \leq 14 \).
2. If \( P \) is equivalent to \( T_0 \) then \( w_v(I) \leq 2 \).

**Proof.** In part (1) we can assume that \( P = [0, e_1, e_2] \) is the standard 2-simplex. By applying a matrix of the form

\[
\begin{pmatrix}
1 & 0 & * \\
0 & 1 & * \\
0 & 0 & \pm1
\end{pmatrix},
\]

which fixes the \((x, y)\)-plane, we can ensure that the components of the direction vector \( u = (p, q, r) \) of \( I \) satisfy \( 0 \leq p, q \leq r \). Due to symmetry
we can further assume that $0 \leq p \leq q \leq r$. We then have $v = e_3$ and $w_r(I) = r$, so we need to show that $r \leq 14$.

Let $\Pi$ be the half-open parallelepiped spanned by the vectors $e_1, e_2$, and $u$:

$$\Pi = \{ \lambda_1 e_1 + \lambda_2 e_2 + \lambda_3 u \mid 0 \leq \lambda_i < 1 \}.$$

Note that $r$ is the Euclidean volume of $\Pi$ and, hence, $\Pi$ contains exactly $r$ lattice points (see [2, VII.2.5]). On the other hand, the plane containing $e_1, e_2, u + e_1$, and $u + e_2$ subdivides the closure of $\Pi$ into $P + I$ and its equivalent copy. Let $e$ be the number of interior lattice points in $P + I$ and $f$ be the number of lattice points in the relative interior of the facets of $P + I$. Observe that $P + I$ has no lattice points in the relative interior of the edges and the triangular facets. Then, on the one hand, $|P + I| = e + f + 6$, and on the other hand $r = |\Pi| = 2e + f + 1$. This implies $2|P + I| - r \geq 11$.

Next, since $L(P + I) = 2$ there are at most 27 lattice points in $P + I$, see (2.1). Combining with the previous inequality, we obtain $r \leq 43$. We next use MATLAB to check for each $(p, q, r)$ with $0 \leq p, q \leq r \leq 43$ whether $L(P + I) = 2$. This allows us to improve the bound to $r \leq 14$ and the conclusion follows.

In part (2) we can assume that $P = T_0$. Since $T_0$ contains a unit triangle, by part (1) the direction vector $(p, q, r)$ of $I$ satisfies $0 \leq p \leq q \leq r \leq 14$. Using MATLAB we check for each such triple $(p, q, r)$ whether $L(P + I) = 2$ and improve the bound to $r \leq 2$. \qed

When $P$ is a 3-dimensional polytope with $L(P) = 1$, Lemma 3.1 provides us with a way to compute a bounding box for direction vectors of all segments $I$ satisfying $L(P + I) = 2$. Consider three facets of $P$ with linearly independent primitive normal vectors $v_i = (a_i, b_i, c_i)$, $i = 1, 2, 3$. Let $I$ be a primitive lattice segment with direction vector $u = (p, q, r)$ such that $L(P + I) = 2$. Then applying Lemma 3.1 we get $w_r(I) \leq 14$, that is, $|a_i p + b_i q + c_i r| \leq 14$. Let $M$ be a matrix with rows $v_1$, $v_2$, and $v_3$. Then $Mu \in [-14, 14]^3$ and hence $u \in M^{-1}[-14, 14]^3$. Next, multiply $M^{-1}$ by each of the eight columns $(\pm 14, \pm 14, \pm 14)^T$ and let $x, y$, and $z$ be maximums of the absolute value of each of the components of such products. Then $|p| \leq x$, $|q| \leq y$, and $|r| \leq z$, i.e., $u$ belongs to the box $[-x, x] \times [-y, y] \times [-z, z]$. The intersection of all such boxes over all triples of facets of $P$ with linearly independent primitive normals is a bounding box for $u$.

Our MATLAB function $GoodBox(P)$ computes the bounding box for $u$, given a polytope $P$, as described above. It inputs the matrix of vertices of $P$ and outputs $x, y, z \in \mathbb{Z}$ such that each segment $I = ([0, 0, 0], (p, q, r)]$ with $L(P + I) = 2$ satisfies $|p| \leq x$, $|q| \leq y$, and $|r| \leq z$. Furthermore, the function $FindSegments(P, x, y, z)$ outputs all primitive $(p, q, r)$ with $|p| \leq x$, $|q| \leq y$, and $|r| \leq z$ such that $L(P + I) = 2$, where $I = ([0, 0, 0], (p, q, r)]$. The function $AddTriangleHub(P, x, y, z)$ checks whether such primitive segments can be used to form a lattice triangle $T$ with $L(P + T) = 2$. The function $FindTriangles(P, x, y, z)$ lists all such triangles. The function $AddTetraHub(P, x, y, z)$ checks whether one can use these segments to form a tetrahedron $T$, possibly degenerate, that satisfies $L(P + T) = 2$. The function $FindTetra(P, x, y, z)$ lists all such tetrahedra.

We now turn to our classification problem. A pair of primitive lattice segments $(P, Q)$ with $L(P + Q) = 2$ is equivalent to either $([0, e_1], [0, e_2])$ or $([0, e_1], [0, e_1 + 2e_2])$, [30, Lemma 1.7] (see also the proof of Lemma 4.1). As we just explained, given a lattice polytope $P$ one can use Lemma 3.1 and function $FindSegments$ to list all primitive segments $Q$ that satisfy $L(P + Q) = 2$. In particular, we can enumerate up to the equivalence all pairs $(P, Q)$ where
$P$ is a unit triangle and $Q$ is a primitive segment that satisfy $L(P + Q) = 2$. If $P$ and $Q$ are both unit triangles we can assume that $P = [0, e_1, e_2]$ and then use the function $\text{FindTriangles}$ to list all the unit triangles $Q$ that satisfy $L(P + Q) = 2$. We do not write these lists explicitly here as they are long and not needed for our main results. Thus, in what follows we assume that $|P| \geq 4$ and $|Q| \geq 3$. In addition, we can assume $|P| \geq |Q|$, by symmetry. Recall also that $L(P) = L(Q) = 1$ implies $|P|, |Q| \leq 8$, by (2.1). All these cases are covered by the following four possibilities:

1. $P$ is an empty lattice polytope,
2. $P$ is equivalent to $T_0$,
3. $P$ has a facet equivalent to $T_0$,
4. $P$ is clean, but not empty.

We address each of them below.

3.2. $P$ is an empty lattice polytope. In this subsection we assume that $P$ is an empty lattice polytope, i.e., the only lattice points of $P$ are its vertices. We treat the cases $|P| = 4$ and $|P| = 5$ separately and then show that $|P| \geq 6$ cannot happen.

White’s theorem [35] states that every empty lattice tetrahedron in $\mathbb{R}^3$ is equivalent to a tetrahedron

$$T_{a,b} = \begin{bmatrix} 1 & 0 & 0 & a \\ 0 & 1 & 0 & b \\ 0 & 0 & 1 & 1 \end{bmatrix}.$$  

(We use such matrix form to denote the convex hull of the columns of the matrix.) Here $a$ and $b$ are non-negative, relatively prime integers. Moreover, $T_{a,b}$ is equivalent to $T_{a',b'}$ if and only if $a + b = a' + b'$ and $a' = \pm a \mod (a + b)$. It was further shown in [28] that any empty lattice polytope in $\mathbb{R}^3$ is of width one.

**Lemma 3.2.** Let $P$ be an empty lattice tetrahedron and let $Q$ be a lattice polytope such that $L(Q) = 1$ and $L(P + Q) = 2$. Then

1. If $|Q| = 4$ then $\text{Vol}_3(P) \leq 2$;
2. If $|Q| = 3$ then $\text{Vol}_3(P) \leq 5$.

**Proof.** By White’s Theorem we can assume that $P = T_{a,b}$, where $b \geq a \geq 0$, $a + b > 0$, and $\gcd(a,b) = 1$. Then $\text{Vol}_3(P) = a + b$ and the normals to the facets of $P$ are

$$n_1 = (1, 1, 1), \quad n_2 = (-1, -1, a + b - 1), \quad n_3 = (-b, a, -b), \quad \text{and} \quad n_4 = (b, -a, -a).$$

They satisfy the following relations

$$\langle a + b \rangle e_1 = an_1 + n_4, \quad \langle a + b \rangle e_2 = bn_1 + n_3, \quad \langle a + b \rangle e_3 = n_1 + n_2.$$  

Let $u = (x, y, z)$ with $z \geq 0$ be a direction vector of a primitive lattice segment in $Q$. By part (1) of Lemma 3.1 we have $|\langle u, n_i \rangle| \leq 14$ for $1 \leq i \leq 4$. Therefore, by (3.1),

$$|a + b||x| = |\langle u, an_1 + n_4 \rangle| \leq a|\langle u, n_1 \rangle| + |\langle u, n_4 \rangle| \leq 14(a + 1).$$

Similarly, we obtain $(a + b)|y| \leq 14(b + 1)$ and $(a + b)|z| \leq 28$.

Suppose first that $a + b > 28$. Then $z = 0$ and, hence, $|x + y| = |\langle u, n_1 \rangle| \leq 14$ and $|bx - ay| = |\langle u, n_3 \rangle| \leq 14$. Switching the sign of $u$ if needed, we can assume that $x \geq 0$. But if $x \geq 1$ and $y \leq -1$ then $14 \geq |bx - ay| = bx + a(-y) \geq a + b > 28$, a contradiction. Hence, we can assume that $x, y \geq 0$. We next use MATLAB to find all segments $I$ with direction vector $(x, y, 0)$ such that $x + y \leq 14$, $x, y \geq 0$ and the sum of $I$ and $\text{conv}(e_1, e_2, e_3) \subset P$.
has Minkowski length 2. The only such segments are the ones with \((x, y) = (1, 0), (0, 1),\) and \((1, 1)\). Note that for the first two of these options the condition \(|bx - ay| \leq 14\) implies \(a \leq 14\) and \(b \leq 14\), which contradicts \(a + b > 28\). Hence, these two directions cannot appear simultaneously. We conclude that there is no \(Q\) with \(|Q| \geq 3\) in the case when \(a + b > 28\).

Next for each \(P\) with \(0 \leq a \leq b\), \(a + b \leq 28\), and \(\gcd(a, b) = 1\) we run the functions AddTriangleHuh and AddTetraHuh and conclude that \(a + b \leq 2\) in case (1) and \(a + b \leq 5\) in case (2), and the conclusions of the lemma follow. \(\Box\)

**Remark 3.3.** Note that by White’s theorem there are six equivalence classes of empty tetrahedra with volume at most 5 with \((a, b) = (0, 1), (1, 1), (1, 2), (1, 3), (1, 4), (2, 3)\). Using the functions GoodBox and FindTriangles one can enumerate (up to equivalence) all \((P, Q)\) where \(P\) is an empty tetrahedron and \(Q\) is a unit triangle.

**Theorem 3.4.** Let \(P, Q \subset \mathbb{R}^3\) be empty tetrahedra such that \(L(P + Q) = 2\). Then each of \(P\) and \(Q\) is equivalent to \(S_1\) or \(S_2\), as defined in Table 1.

**Proof.** In the notation introduced in Lemma 3.2 we proved that \(a + b \leq 2\), so we have two options, \(a = 0, b = 1\) and \(a = b = 1\), where the first option gives a tetrahedron equivalent to \(S_1\) (since both have volume 1) and the second one gives \(S_2\). \(\Box\)

The next proposition shows that if each of \(P\) and \(Q\) is equivalent to \(S_2\) then \(P\) and \(Q\) coincide up to lattice translation.

**Proposition 3.5.** Suppose that lattice polytopes \(P, Q \subset \mathbb{R}^3\) are each equivalent to \(S_2\) and that \(L(P + Q) = 2\). Then up to a lattice translation we have \(P = Q\).

**Proof.** We run the function FindTetra for \(S_2\) which outputs all \(Q\) with \(|Q| = 4\) such that \(L(S_2 + Q) = 2\). We then check which tetrahedra in the output are of normalized volume 2. The output contains two tetrahedra, each of which is a lattice translation of \(S_2\). \(\Box\)

**Theorem 3.6.** Let \(P\) be an empty lattice polytope with \(|P| = 5\) and \(L(P) = 1\). Let \(Q\) be a lattice polytope such that \(|Q| = 4\), \(L(Q) = 1\), and \(L(P + Q) = 2\). Then the pair \((P, Q)\) is equivalent to the pair \((E, S_2)\), as defined in Table 1.

**Proof.** By Howe’s Theorem [28], \(P\) is equivalent to \[
\begin{bmatrix}
0 & 1 & 0 & 0 & a \\
0 & 0 & 1 & 0 & b \\
0 & 0 & 0 & 1 & 1
\end{bmatrix},
\]
where \(b \geq a \geq 0, a + b > 0,\) and \(\gcd(a, b) = 1\). By removing the origin from the set of vertices of \(P\) and applying Lemma 3.2 to the obtained empty tetrahedron we conclude that \(a + b \leq 2\), and, as in Theorem 3.4, either \(a = b = 1\) or \(a = 0, b = 1\), where the latter is ruled out since then \(L(P) = 2\).

For \(P = E\) we run the function FindTetra which outputs all \(Q\) with \(|Q| = 4\) such that \(L(P + Q) = 2\). The output of this function for this value of \(P\) is \(Q = S_2\) only. \(\Box\)

**Proposition 3.7.** Let \(P\) be an empty lattice polytope with \(|P| = 6\) and \(L(P) = 1\). Let \(Q\) be a lattice polytope such that \(|Q| \geq 3\) and \(L(Q) = 1\). Then \(L(P + Q) \geq 3\).

**Proof.** By Howe’s Theorem [28] any empty lattice 3-polytope is of width one. Size 6 lattice polytopes are classified in Tables 6 and 7 of [5]. All the polytopes in these two tables except for the last entry in Table 7 are either non-empty or have Minkowski length at least 2. We
therefore can assume that \( P = \begin{bmatrix} 0 & 1 & 0 & 0 & a & c \\ 0 & 0 & 1 & 0 & b & d \\ 0 & 0 & 0 & 1 & 1 & 1 \end{bmatrix} \), where \( a, b, c, d > 0 \), \( c + d > a + b \), and \( ad - bc = \pm 1 \).

It follows from Lemma 3.2 applied to the subpolytopes \( \begin{bmatrix} 1 & 0 & 0 & a \\ 0 & 1 & 0 & b \\ 0 & 0 & 1 & 1 \end{bmatrix} \) and \( \begin{bmatrix} 1 & 0 & 0 & c \\ 0 & 1 & 0 & d \\ 0 & 0 & 1 & 1 \end{bmatrix} \) that \( a + b \leq 5 \) and \( c + d \leq 5 \). For each such \( P \) we run function \( AddTriangleHuh \) and conclude that there is no \( Q \) with \( |Q| = 3 \) and \( L(P + Q) = 2 \).

3.3. \( P \) is equivalent to \( T_0 \). Now we consider the case when \( P \) is equivalent to \( T_0 \), i.e., \( P \) is a lattice triangle with three boundary lattice points and one interior lattice point. Note that the subgroup of symmetries of \( T_0 \) in \( \text{GL}(2, \mathbb{Z}) \) is isomorphic to the symmetric group \( S_3 \) and is generated by \( \begin{bmatrix} 0 & -1 \\ 1 & -1 \end{bmatrix} \) and \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \).

**Proposition 3.8.** Let \( Q \subset \mathbb{R}^3 \) be a lattice triangle with \( |Q| = 3 \) such that \( L(T_0 + Q) = 2 \). Then, after a lattice translation and a unimodular transformation that maps \( T_0 \) to itself, \( Q \) is equal to

\[
\begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \text{ or } \begin{bmatrix} 0 & 0 & a \\ 0 & 0 & b \\ 0 & 1 & -1 \end{bmatrix},
\]

where \( a, b \in \mathbb{Z} \) satisfy \( |a|, |b| \leq 3 \).

**Proof.** By Lemma 3.1 we have \( w_e(Q) \leq 2 \), that is, lattice points in \( Q \) can have difference at most 2 in their \( z \)-coordinates. Assume first that no two lattice points in \( Q \) have the same \( z \)-coordinate, so after a translation we can assume that the \( z \)-coordinates are \(-1, 0, 1\). Then we can unimodularly map \( Q \) to \( \begin{bmatrix} 0 & 0 & a \\ 0 & 0 & b \\ 0 & 1 & -1 \end{bmatrix} \) while fixing the \((x, y)\)-plane. The intersection of \( Q \) with the \((x, y)\)-plane is the segment \( I \) that connects the origin to \((a/2, b/2, 0)\). Hence \( T_0 + Q \) contains \([0, e_2] + I \) and the area of this parallelogram is \( a/2 \). If \( |a| \geq 12 \) the area is at least 6, so the parallelogram has at least 9 lattice points, which contradicts \( L(T_0 + Q) = 2 \).

We conclude that \( |a| < 12 \) and, similarly, we get the same bound on \( |b| \). Using MATLAB we run through all such values of \( a \) and \( b \) and check whether \( L(T_0 + Q) = 2 \). We conclude that \( |a|, |b| \leq 3 \).

Next we consider the case when at least two lattice points of \( Q \) have the same \( z \)-coordinate. Then by Lemma 1.8 from [30] it follows that the vector connecting these two points is \( e_1 \), \( e_2 \), or \( e_1 + e_2 \). Using a symmetry of \( T_0 \) we can assume that it is \( e_1 \). Then, after a lattice translation and a unimodular transformation that fixes the \((x, y)\)-plane, \( Q \) has the form

\[
\begin{bmatrix} 0 & 1 & a \\ 0 & 0 & b \\ 0 & 0 & c \end{bmatrix},
\]

where \( a, b, c \in \mathbb{Z} \) satisfy \( 0 \leq a < b < c \leq 2 \).

Checking using MATLAB whether we get \( L(T_0 + Q) = 2 \) for such values of \( a, b, \) and \( c \) we conclude that \( a = b = 0 \) and \( c = 1 \), and the conclusion follows. Note that we have shown that if \( Q \) has two lattice points in the plane \( z = 0 \) then the third lattice point in \( Q \) must be in the plane \( z = 1 \) or \( z = -1 \).
Theorem 3.9. Let \( Q \subset \mathbb{R}^3 \) be a lattice polytope with \(|Q| \geq 4\) and \( L(T_0 + Q) = 2\). Then \(|Q| = 4\) and, after a lattice translation and a unimodular transformation that maps \( T_0 \) to itself, \( Q \) is equal to
\[
\begin{bmatrix}
0 & 0 & 3 \\
0 & 0 & 0 \\
0 & 1 & -1
\end{bmatrix}
\text{ or }
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

Note that in the first case \( Q \) is equivalent to \( T_0 \) and in the second case \( Q \) is equivalent to \( S_2 \).

Proof. By Lemma 3.1 we have \( w_e(Q) \leq 2\), and since \(|Q| \geq 4\), we know that \( Q \) must have two lattice points with the same \( z \)-coordinate, which after a translation can be assumed to be 0. In Proposition 3.8 we showed that in this case \( Q \) may have at most two additional lattice points, one in the plane \( z = 1 \), and another in \( z = -1 \), which implies that \(|Q| = 4\).

Further, by our work in Proposition 3.8, there exists a unimodular transformation fixing the \((x,y)\)-plane which brings \( Q \) to the form
\[
\begin{bmatrix}
0 & 1 & 0 & a \\
0 & 0 & 0 & b \\
0 & 0 & 1 & -1
\end{bmatrix}.
\]

Using MATLAB, we find that up to a lattice translation and a unimodular transformation that maps \( T_0 \) to itself there are only two options for \( Q \),
\[
\begin{bmatrix}
0 & 1 & 0 & 3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1
\end{bmatrix}
\text{ and }
\begin{bmatrix}
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 2 \\
0 & 0 & 1 & -1
\end{bmatrix}.
\]

\( \square \)

3.4. \( P \) has a facet equivalent to \( T_0 \). We next consider the case when \( P \) contains a proper subpolytope equivalent to \( T_0 \), hence, \(|P| \geq 5\). As before, we first treat the case when \(|P| = 5\) and then show that \(|P| \geq 6\) cannot happen. In particular, this shows that the subpolytope equivalent to \( T_0 \) must be a facet of \( P \).

According to the classification of size 5 polytopes in [5] the only such polytopes \( P \) with \(|P| = 5\) are the ones equivalent to
\[
T_1 = \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
r \text{ or } T_2 = \begin{bmatrix}
1 & 0 & -1 & 2 \\
0 & 1 & -1 & 1 \\
0 & 0 & 0 & 3
\end{bmatrix}.
\]

Proposition 3.10. Let \( P = T_1 \) and let \( Q \) be a lattice polytope such that \(|Q| \geq 3\) and \( L(Q) = 1\). Suppose that \( L(P + Q) = 2\). Then \(|Q| = 3\) and, up to a lattice translation,
\[
Q = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix},
\text{ or }
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}.
\]

Proof. This is obtained by running the functions AddTriangleHuh and AddTetraHuh for \( T_1 \).

Remark 3.11. It is convenient to give an invariant description of the triangles \( Q \) in the statement of Proposition 3.10. Let \( P \) be a polytope equivalent to \( T_1 \). Denote the vertices of \( P \) by \( v_1, \ldots, v_4 \) such that \([v_1, v_2, v_3]\) is the facet equivalent to \( T_0 \), and let \( v_0 \) be the center of this facet. Then Proposition 3.10 claims that if \( Q \) is a polytope with \(|Q| \geq 3\), \( L(Q) = 1\), and \( L(P + Q) = 2\) then \( Q \) equals \([v_0, v_1, v_4]\), \([v_0, v_1, v_3]\), or \([v_0, v_3, v_4]\).

Proof. This is obtained by running the functions AddTriangleHuh and AddTetraHuh for \( T_1 \).
Proposition 3.12. Let \( P = T_2 \) and let \( Q \) be a lattice polytope such that \(|Q| \geq 3\) and \( L(Q) = 1 \). Then \( L(P + Q) \geq 3 \).

Proof. The function \( \text{AddTriangleHuh} \) for \( T_2 \) gives an empty output and the conclusion follows. \( \square \)

Proposition 3.13. Let \( P \) be a lattice polytope that contains a proper subpolytope equivalent to \( T_0 \) and let \( Q \) be a lattice polytope such that \(|Q| \geq 3\). Suppose that \( L(P) = L(Q) = 1 \) and \( L(P + Q) = 2 \). Then \( P \) is equivalent to \( T_1 \) and, in particular, \(|P| = 5\).

Proof. If \(|P| = 5\) then by the classification in \([5]\) \( P \) is equivalent to \( T_1 \) or \( T_2 \), where the latter case is ruled out by Proposition 3.12. Suppose \(|P| \geq 6\). Let \([v_1, v_2, v_3]\) be the subpolytope equivalent to \( T_0 \) and let \( v_0 \) be its center. Let \( v_4 \) and \( v_5 \) be two other lattice points in \( P \). Then both \([v_1, v_2, v_3, v_4]\) and \([v_1, v_2, v_3, v_5]\) must be equivalent to \( T_1 \). By Remark 3.11, this implies that \( Q \in \{[v_0, v_1, v_4], [v_0, v_1, v_4], [v_0, v_3, v_4]\} \) and, at the same time, \( Q \in \{[v_0, v_1, v_5], [v_0, v_1, v_5], [v_0, v_3, v_5]\} \), which is impossible. \( \square \)

3.5. \( P \) is clean, but not empty. We next work on the remaining case when \( P \) is clean, but contains at least one interior lattice point. Recall that \( \text{clean} \) means that the only boundary lattice points of \( P \) are its vertices. Since we have already considered the case when \( T_0 \) is a subpolytope of \( P \) we can further assume that no four points in \( P \) are coplanar.

First, assume that \( P \) is a clean lattice tetrahedron with one interior lattice point, i.e. a Fano tetrahedron. In the next proposition we use Kasprzyk’s classification of Fano tetrahedra, see \([17, \text{Section 2}]\).

Proposition 3.14. Let \( P \subset \mathbb{R}^3 \) be a Fano tetrahedron and let \( Q \subset \mathbb{R}^3 \) be a lattice polytope such that \( L(Q) = 1 \) and \( L(P + Q) = 2 \). If \(|Q| \geq 3\) then \( P \) is equivalent to either \( K_1 \) or \( K_2 \), as defined in Table 1.

Proof. By the classification in \([17]\), up to lattice equivalence, there are eight Fano tetrahedra. For each such \( P \), we run function \( \text{AddTriangleHuh} \) and it returns empty output for all of them except for \( K_1 \) and \( K_2 \). \( \square \)

Proposition 3.15. Let \( P = [v_1, \ldots, v_4] \subset \mathbb{R}^3 \) be a Fano tetrahedron and \( v_0 \) its interior lattice point. Let \( Q \subset \mathbb{R}^3 \) be a lattice polytope with \(|Q| = 4\), \( L(Q) = 1 \) and \( L(P + Q) = 2 \).

1. If \( P \) is equivalent to \( K_1 \) then \( Q \) equals \([v_0, v_1, v_2, v_3]\), \([v_0, v_1, v_2, v_4]\), \([v_0, v_1, v_3, v_4]\), or \([v_0, v_2, v_3, v_4]\). Moreover, \((P, Q)\) is equivalent to \((K_1, S_1)\).

2. If \( P = K_2 \) then \( Q = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 2 \end{bmatrix} \), which is equivalent to \( S_2 \).

Proof. We run the function \( \text{AddTetraHuh} \) for \( K_1 \) and \( K_2 \) and obtain the claimed output. The tetrahedron \( Q \) that we obtain in (2) is equivalent to \( S_2 \):

\[
\begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ -1 & -1 & 1 \end{bmatrix} \cdot \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 2 \end{bmatrix} + \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix} = S_2.
\]

For (1) we also note that there exists a unimodular map preserving \( K_1 \) which maps the convex hull of the origin and any three vertices of \( K_1 \) to \( S_1 \). \( \square \)
We next work on the case when \( P \) has more than one lattice point in the interior. We can then use the following statement to reduce to the case of a Fano tetrahedron.

**Lemma 3.16.** Let \( P \) be a lattice polytope in \( \mathbb{R}^3 \) such that no four lattice points in \( P \) are coplanar. If \( P \) has an interior lattice point \( p \), then \( P \) contains a subpolytope which is a Fano tetrahedron with interior lattice point \( p \).

**Proof.** By Carathéodory’s Theorem [2, I.2.3] we can find four lattice points \( p_1, p_2, p_3, p_4 \) in \( P \) such that the convex hull \([p_1, p_2, p_3, p_4]\) contains \( p \) as an interior point. If \( p \) is the only such interior lattice point, then we are done, if there is another interior lattice point \( q \) then both \( p \) and \( q \) can be expressed as convex combinations of \( p_1, p_2, p_3, \) and \( p_4 \)

\[
p = \alpha_1 p_1 + \alpha_2 p_2 + \alpha_3 p_3 + \alpha_4 p_4,
q = \beta_1 p_1 + \beta_2 p_2 + \beta_3 p_3 + \beta_4 p_4.
\]

Assume without loss of generality that \( \frac{\alpha_1}{\beta_1} \leq \frac{\alpha_2}{\beta_2} \leq \cdots \leq \frac{\alpha_4}{\beta_4} \) for \( i = 1, \ldots, 4 \). Multiplying the second equality by \( \alpha_4/\beta_4 \) and subtracting the result from the first, we get

\[
p = \frac{\alpha_1 - \alpha_i}{\beta_1} p_1 + \frac{\alpha_2 - \alpha_i}{\beta_2} p_2 + \frac{\alpha_3 - \alpha_i}{\beta_3} p_3 + \frac{\alpha_4 - \alpha_i}{\beta_4} q,
\]

which is a convex combination of \( p_1, p_2, p_3, \) and \( q \). Note that none of the coefficients is zero for otherwise \( P \) would contain four coplanar lattice points. Thus \( p \) is an interior point of the convex hull \([p_1, p_2, p_3, q]\). We next pass to this tetrahedron and continue the process until \( p \) is the only interior lattice point. \( \square \)

We next generalize the result of Lemma 3.2 to the case when lattice tetrahedron \( P \) is not necessarily empty.

**Lemma 3.17.** Let \( P \) be a lattice tetrahedron and \( Q \) be a lattice polytope such that \( |Q| \geq 3 \), \( L(P) = L(Q) = 1 \) and \( L(P + Q) = 2 \). Then \( \text{Vol}_3(P) \leq 5 \).

**Proof.** We have \( 4 \leq |P| \leq 8 \) and the case when \( |P| = 4 \) is covered in Lemma 3.2. We now argue by induction on \( |P| \). We assume that the conclusion holds true for a tetrahedron with \( n \) lattice points and assume that \( |P| = n + 1 \). We pick a lattice point \( p \) in \( P \) which is not a vertex and connect it to the four vertices of \( P \) to get a partition of \( P \) into 3 or 4 tetrahedra (depending on whether the point is on the surface or in the interior of \( P \)). Each of these new tetrahedra has at most \( n \) lattice points, so by the induction assumption the volume of each of them is at most 5, and hence the volume of \( P \) is bounded from above by 20.

The facets of \( P \) are either unit triangles or triangles equivalent to \( T_0 \). Let the vertices of \( P \) be \( v_1, \ldots, v_4 \). If the facets \([v_1, v_2, v_3]\) and \([v_1, v_2, v_4]\) are equivalent to \( T_0 \) then the lattice points inside these facets are \((v_1 + v_2 + v_3)/3\) and \((v_1 + v_2 + v_4)/3\), but this implies that their difference \((v_3 - v_4)/3\) has integer coordinates and, hence, the edge \([v_3, v_4]\) is not primitive, which contradicts \( L(P) = 1 \). We have shown that at most one facet of \( P \) is equivalent to \( T_0 \), so the remaining ones are unit triangles. We can now apply a unimodular map to \( P \) so that one of such facets becomes \([0, e_1, e_2]\) and, hence, \( P = [0, e_1, e_2, (a, b, c)] \) for some \((a, b, c) \in \mathbb{Z}^3\) such that \( 0 \leq a \leq b \leq c \leq 20 \). For each such \( P \) with \( c \geq 6 \) we run function \text{AddTriangleHuh}. The output is empty, and the conclusion follows. \( \square \)

**Proposition 3.18.** Let \( P, Q \subset \mathbb{R}^3 \) be lattice polytopes such that \( L(P) = L(Q) = 1 \) and \( |Q| \geq 3 \). Suppose that \( P \) properly contains \( K_1 \). Then \( L(P + Q) \geq 3 \).
Proof. Let \((a, b, c)\) be a vertex of \(P\) which does not belong to \(K_1\). Then the tetrahedron 
\([0, e_1, e_2, (a, b, c)]\) is a subpolytope of \(P\); so using Lemma 3.17 we conclude \(|c| \leq 5\). Similarly, we have \(|a| \leq 5\) and \(|b| \leq 5\). For each such \((a, b, c)\) we check whether \(L(P) = 1\) and if this is the case run function \(AddTriangleHuh\) for the subpolytope \(R = \begin{bmatrix}
 1 & 0 & 0 & -1 & a \\
 0 & 1 & 0 & -1 & b \\
 0 & 0 & 1 & -1 & c
\end{bmatrix}\)
of \(P\). We observe that the only returned values are the five lattice points \((a, b, c) \in K_1\) and the conclusion follows. □

**Proposition 3.19.** Let \(P, Q \subset \mathbb{R}^3\) be lattice polytopes such that \(L(P) = L(Q) = 1\) and \(|Q| \geq 3\). Suppose that \(P\) properly contains \(Q\). Then \(L(P + Q) \geq 3\).

Proof. Let \((a, b, c)\) be a vertex of \(P\) which is not in \(K_2\). Then \(R = \begin{bmatrix}
 1 & 0 & 1 & -1 & a \\
 0 & 1 & 1 & -1 & b \\
 0 & 0 & 2 & -1 & c
\end{bmatrix}\)
is a subpolytope of \(P\). Using Lemma 3.17 and considering the simplices in \(R\) that \((a, b, c)\) generates together with other vertices of \(R\) (including the origin) we get
\(|c| \leq 5, \ |2b - c| \leq 5, \ |2a - c| \leq 5, \ |b + c| \leq 5, \ |a + c| \leq 5,\)
which implies that \(|a| \leq 3, \ |b| \leq 3, \ |c| \leq 5\). For each \(R\) with such restriction on \(a, b,\)
and \(c\) we run function \(AddTriangleHuh\) and arrive at the stated conclusion. □

3.6. **Summary of the results.** In the next three theorems we summarize the classification according to the sizes of the polytopes in the pair: \((|P|, |Q|) = (5, 4), (5, 5), (6, 3)\). In fact, we show that the latter case cannot happen. In particular, this implies that if a maximal decomposition contains a polytope of size larger than 5 then the other summands must be lattice segments. Note that the cases \((|P|, |Q|) = (4, 3), (4, 4)\) are covered by Remark 3.3, Theorem 3.4, Proposition 3.8, and Theorem 3.9.

**Theorem 3.20.** Let \(P, Q \subset \mathbb{R}^3\) be lattice polytopes with \(L(P) = L(Q) = 1\), \(L(P + Q) = 2\), \(|P| = 5\), and \(|Q| = 4\). Then the pair \((P, Q)\) is unimodularly equivalent to \((K_1, S_1), (K_2, S)\), or \((E, S_2)\), where \(S = \begin{bmatrix}
 0 & 0 & 1 & 1 \\
 0 & 1 & 0 & 1 \\
 0 & 0 & 0 & 2
\end{bmatrix}\), is equivalent to \(S_2\).

Further, if (up to a lattice translation) \(P = E\) then \(Q = S_2\). Similarly, if \(P = K_2\) then \(Q = S\), but if \(P = K_1\) there are four options for \(Q\). Namely, \(Q\) is one of the four empty tetrahedra properly contained in \(K_1\).

Proof. If \(P\) is an empty polytope, by Theorem 3.6 we get the pair \((E, S_2)\). If \(P\) contains a facet equivalent to \(T_0\) then \(P\) is equivalent to either \(T_1\) or \(T_2\) and by Propositions 3.10 and 3.12 there is no such \(Q\). Finally, if \(P\) is a Fano tetrahedron then Proposition 3.15 gives the first two pairs on the list. □

**Theorem 3.21.** Let \(P, Q \subset \mathbb{R}^3\) be lattice polytopes with \(L(P) = L(Q) = 1\), \(L(P + Q) = 2\), \(|P| = 5\), and \(|Q| = 5\). Then the pair \((P, Q)\) is equivalent to \((K_1, K_1)\).

Proof. By Theorem 3.20 each \(P\) and \(Q\) is individually equivalent to \(K_1, K_2,\) or \(E\). Further, if \(P\) is equivalent to \(E\) or \(K_2\) then there is only one option for a 4-point polytope that can appear in a maximal decomposition with \(P\) and, since a 5-point \(Q\) would contain more than one 4-point subpolytope, we conclude that each \(P\) and \(Q\) is equivalent to \(K_1\). Let \(P = K_1\)
then by Theorem 3.20 the only lattice 4-polytopes that can appear with \( P \) in a maximal decomposition are the four empty tetrahedra properly contained in \( K_1 \). Then the standard way of assembling these tetrahedra to form \( K_1 \) is the only way a 5-point lattice polytope can be formed using these, and we conclude that up to a lattice translation \( P = Q = K_1 \).

We use MATLAB to check that \( L(K_1 + K_1) = 2 \). □

Finally, we show that lattice polytope \( P \) and \( Q \) with \( |P| = 6 \) and \( |Q| = 3 \) cannot appear together in a maximal decomposition.

**Theorem 3.22.** Let \( P, Q \subset \mathbb{R}^3 \) be lattice polytopes such that \( |P| = 6 \) and \( |Q| = 3 \). Then \( L(P + Q) \geq 3 \).

**Proof.** The case when \( P \) is empty is covered by Proposition 3.7. If \( P \) contains a subpolytope equivalent to \( T_1 \) the conclusion follows from Proposition 3.13. If \( P \) is clean then it contains two interior lattice points. Then by Lemma 3.16 it properly contains a Fano tetrahedron which by Proposition 3.14 is equivalent to \( K_1 \) or \( K_2 \) and these cases are then covered by Propositions 3.18 and 3.19. □

4. **Classifying Triples \( (P, Q, R) \) with \( L(P + Q + R) = 3 \)**

Our next goal is to explore how three (and more) lattice polytopes with at least four lattice points each can appear together in a maximal decomposition.

**Lemma 4.1.** Let \( I_1, \ I_2, \) and \( I_3 \) be three lattice segments in \( \mathbb{R}^3 \) with the corresponding linearly independent direction vectors \( u_1, u_2, \) and \( u_3 \) such that \( L(I_1 + I_2 + I_3) = 3 \). Let \( v \) be the primitive normal vector to the plane spanned by \( u_1 \) and \( u_2 \). Then there are two possible cases:

1. \( I_1 + I_2 \) is equivalent to the unit square \( [0, e_1, e_2, e_1 + e_2] \), and then \( w_v(I_3) \leq 9 \);
2. \( I_1 + I_2 \) is equivalent to the parallelogram \( [0, e_1, e_1 + 2e_2, 2e_1 + 2e_2] \), and then \( w_v(I_3) \leq 4 \).

**Proof.** We can assume that \( u_1 = e_1 \) and \( u_2 = (a, b, 0) \) where \( 0 \leq a < b \), and hence \( v = e_3 \).

By [30, Lemma 1.7] we have \( b \leq 2 \) which implies that either \( b = 1 \) and \( a = 0 \), or \( b = 2 \) and \( a = 1 \). Note that in the first case \( I_1 + I_2 \) is equivalent to the unit square \( [0, e_1, e_2, e_1 + e_2] \), and in the second to the parallelogram \( [0, e_1, e_1 + 2e_2, 2e_1 + 2e_2] \). We can now assume that \( u_3 = (a, b, c) \), where \( 0 \leq a \leq b < c \). Applying Lemma 3.1 to \( P = I_1 + I_2 \) and \( Q = I_3 \) we get \( c = w_v(I_3) \leq 14 \). Next we use MATLAB to check whether \( L(I_1 + I_2 + I_3) = 3 \) for all such \( a, b, \) and \( c \) and improve the bound to \( c = w_v(I_3) \leq 9 \) in case (1) and to \( c = w_v(I_3) \leq 4 \) in case (2). □

**Proposition 4.2.** Let \( Q, R \subset \mathbb{R}^3 \) be lattice polytopes with \( |Q| \geq 3 \) and \( |R| \geq 3 \) such that \( L(T_0 + Q + R) = 3 \). Then \( |Q| = |R| = 3 \) and up to a lattice translation

\[
Q = R = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \text{or} \quad \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix}.
\]

**Proof.** Suppose first that \( |Q| = |R| = 3 \). In light of Lemma 3.8 we first assume that \( Q = \begin{bmatrix}
0 & 0 & a \\
0 & 0 & b \\
0 & 1 & -1
\end{bmatrix} \), where \( a, b \in \mathbb{Z} \) satisfy \( |a|, |b| \leq 3 \). Then \( T_0 + Q \) contains the sum of primitive
segments with direction vectors \(e_1\) and \(e_3\), so by Lemma 4.1 we conclude that if \((p,q,r)\) is a direction vector of a primitive segment in \(R\) then \(|q| \leq 9\). Similarly, considering \(e_2\) in the place of \(e_1\) we get \(|p| \leq 9\). Next, using part (2) of Lemma 3.1 we conclude that \(|r| \leq 2\).

For \(|a|, |b| \leq 3\) we next use MATLAB to find all directions \((p,q,r)\) with \(|p| \leq 9, |q| \leq 9, |r| \leq 2\) such that for \(I = [(0,0,0),(p,q,r)]\) we have \(L(T_0 + Q + I) = 3\) and then check whether such segments \(I\) can be used to form a lattice triangle \(R\) with \(L(T_0 + Q + R) = 3\). The computation confirms that there are no such lattice triangles and hence by Lemma 3.8 we conclude that there are three options for each \(Q\) and \(R\), namely,

\[
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{bmatrix} \quad \text{and} \quad
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

Checking using MATLAB whether \(L(T_0 + Q + R) = 3\) for each of these options we conclude that up to a lattice translation \(R = Q\). The general case with \(|Q| \geq 3\) and \(|R| \geq 3\) follows. \(\square\)

**Proposition 4.3.** Suppose that lattice polytopes \(P, Q, R \subset \mathbb{R}^3\) satisfy \(L(P + Q + R) = 3\) and \(|P| = |Q| = |R| = 4\). If two out of these three polytopes are individually equivalent to \(S_1\) then, up to a lattice translation, we have \(P = Q = R = S_1\).

**Proof.** Let \(P\) and \(Q\) be each equivalent to \(S_1\) and assume \(P = S_1\). We run the function \(\text{FindTetra}\) for \(S_1\) and record the output. We then cycle through \(Q\) and \(R\) in this output list where we only consider \(Q\) of volume one and check if \(L(S_1 + Q + R) = 3\). Up to a lattice translation, the only \(Q\) and \(R\) that satisfy this property are equal to \(S_1\). \(\square\)

**Theorem 4.4.** Suppose that lattice polytopes \(P, Q, R \subset \mathbb{R}^3\) with \(|P|, |Q|, |R| \geq 4\) satisfy \(L(P + Q + R) = 3\). Then, up to reordering and individual lattice translations, there are five options for \((P, Q, R)\), where in the first three options we have \(|P| = |Q| = |R| = 4\) and in the fourth one \(|P| = 5\) and \(|Q| = |R| = 4\):

(i) \(P = Q = R\) and equivalent to \(S_1\);
(ii) \(P\) is equivalent to \(S_1\), and \(Q = R\) and equivalent to \(S_2\);
(iii) \(P = Q = R\) and equivalent to \(S_2\);
(iv) \((P, Q, R)\) is equivalent to \((E, S_2, S_2)\).

**Proof.** Suppose first that \(|P| = |Q| = |R| = 4\). The case when \(P = T_0\) is ruled out by Proposition 4.2. Hence \(P, Q, R\) are empty tetrahedra and by Theorem 3.4 each of them is individually equivalent to \(S_1\) or \(S_2\). If two of them are equivalent to \(S_1\) then by Proposition 4.3 we have \(P = Q = R = S_1\). Also, \(L(kS_1) = k\) for \(k \in \mathbb{N}\), see Section 2.3.

If two are equivalent to \(S_2\) then by Proposition 3.5 they are the same up to translation. Also, if all three are equivalent to \(S_2\) then \(P = Q = R = S_2\). We confirmed using MATLAB that \(L(3S_2) = 3\).

By Theorem 3.22 we have \(|P|, |Q|, |R| \leq 5\). If, say, \(|P| = 5\) then such \(P\) and options for 4-point \(Q\) and \(R\) are described in Theorem 3.20. Let first \(P = K_1\). Then each \(Q\) and \(R\) is equivalent to \(S_1\), but this then contradicts Proposition 4.3 since \(K_1\) contains two different copies of \(S_1\). Further, if \(P = K_2\) then \(Q = R = S\), where \(S\) is equivalent to \(S_2\). We rule this case out by checking using MATLAB that \(L(K_2 + 2S) > 3\). If \(P = E\) we get \(Q = R = S_2\) and using MATLAB we confirm \(L(E + 2S_2) = 3\).
If $|P| = |Q| = 5$ and $|R| = 4$, by Theorems 3.20 and 3.21 we conclude that $|P| = |Q| = K_1$ and $R$ is one of the four copies of $S_1$ properly contained in $K_1$. We confirm using MATLAB that $L(K_1 + K_1 + S_1) > 3$.

Finally, if $|P| = |Q| = |R| = 5$ then $P = Q = R = K_1$ and we get $L(P + Q + R) > 3$ since $K_1$ contains the segment $I = [(-1, -1, -1), (1/3, 1/3, 1/3)]$ and $L(3I) = 4$. □

The following statement follows immediately from Theorem 4.4.

**Corollary 4.5.** Let $P_1, \ldots, P_k \subset \mathbb{R}^3$ be $k \geq 3$ lattice polytopes with at least 4 lattice points each such that $L(P_1 + \cdots + P_k) = k$. Then up to reordering and individual lattice translations there are at most four options for $(P_1, \ldots, P_k)$:

(i) $P_1 = \cdots = P_k$ and equivalent to $S_1$;

(ii) $P_1$ is equivalent to $S_1$, and $P_2 = \cdots = P_k$ and equivalent to $S_2$;

(iii) $P_1 = \cdots = P_k$ and equivalent to $S_2$;

(iv) $(P_1, \ldots, P_k)$ is equivalent to $(E, S_2, \ldots, S_2)$.

**Remark 4.6.** Note that we do not claim that $L(P_1 + \cdots + P_k) = k$ in cases (ii), (iii), and (iv) when $k \geq 3$. However, it does hold in case (i) since $L(kS_1) = k$ for all $k \geq 1$.

5. **Number of $\mathbb{F}_q$-zeros of polynomials with $L(P(f)) = 1$**

In this section we give an upper bound for the number of $\mathbb{F}_q$-zeros of Laurent polynomials $f \in \mathbb{F}_q[x^\pm 1, y^\pm 1]$, $z^\pm 1$] whose Newton polytopes $P(f)$ have Minkowski length one. We start with a proposition which deals with polynomials that are linear in $z$.

**Proposition 5.1.** Consider a polynomial $f = f_0 + zf_1 \in \mathbb{F}_q[x, y, z]$ for some $f_0, f_1 \in \mathbb{F}_q[x, y]$. Let $P$, $P_0$, and $P_1$ be the Newton polytopes of $f$, $f_0$, and $f_1$, respectively, and assume that $P_0$ and $P_1$ do not have a common inner facet normal. Then

$$N_f \leq (q - 1)^2 + (\text{Vol}_1(P) - \text{Vol}_2(P_0) - \text{Vol}_2(P_1))q - N_0 - N_1,$$

where $\text{Vol}_1$ and $\text{Vol}_2$ denote the normalized 3- and 2-dimensional volumes, and $N_i$ is the number of $\mathbb{F}_q$-zeros of $f_i$ in $(\mathbb{F}_q^*)^2$, for $i = 0, 1$.

**Proof.** Let $Z_i \subset (\mathbb{F}_q^*)^2$ be the set of $\mathbb{F}_q$-zeros of $f_i$, $i = 0, 1$, and let $Z_{0,1} = Z_0 \cap Z_1$. Note that for every $(x, y) \in Z_{0,1}$ and any $z \in \mathbb{F}_q^*$ the triple $(x, y, z)$ is a zero of $f$. Furthermore, for any $(x, y) \in (\mathbb{F}_q^*)^2 \setminus Z_0 \cup Z_1$ there exists a unique $z \in \mathbb{F}_q^*$ such that the triple $(x, y, z)$ is a zero of $f$. Any other triple $(x, y, z) \in (\mathbb{F}_q^*)^3$ cannot be a zero of $f$. Therefore,

$$N_f = |Z_{0,1}|(q - 1) + (q - 1)^2 - |Z_0| - |Z_1| + |Z_{0,1}|.$$

Our next step is to bound $|Z_{0,1}|$ from above by the mixed volume $V(P_0, P_1)$. Let $C_i$ be the algebraic curve defined by $f_i = 0$ in the toric compactification of $(\mathbb{F}_q^*)^2$ corresponding to $P_0 + P_i$. Note that $f_0$ and $f_1$ do not have common factors, as otherwise $P_0$ and $P_1$ would have common Minkowski summands which contradicts the assumption that the $P_i$ have no common facet normals. Therefore, the intersection $C_0 \cap C_1$ is zero-dimensional. Furthermore, since the $P_i$ have no common facet normals, the $C_i$ have no common points outside of the torus $(\mathbb{F}_q^*)^2$. Therefore, by the BKK bound [4, Th B] we have

$$|Z_{0,1}| \leq |C_0 \cap C_1| \leq V(P_0, P_1).$$

It remains to use the formula in Lemma 2.4 which relates the mixed volume $V(P_0, P_1)$ and the normalized volume of $P$. □
The following result appears in Whitney’s PhD thesis [36]. Its proof is based on the Grothendieck-Lefschetz trace formula and cohomology computation for hypersurfaces $H_f$ in a toric variety $X_P$, where $P$ is a lattice polytope from one of the 108 classes of polytopes with $L(P) = 1$ and lattice width greater than one, and $f$ is a Laurent polynomial with Newton polytope $P$.

**Theorem 5.2.** [36, Th 4.30] Assume $\text{char}(\mathbb{F}_q) > 41$. Let $f$ be a Laurent polynomial whose Newton polytope $P$ satisfies $L(P) = 1$ and $w(P) > 1$. Then

$$N_f \leq (q-1)^2 + (\text{Vol}_3(P) - F(P)/2)q + F(P)/2,$$

where $\text{Vol}_3(P)$ is the normalized 3-dimensional volume and $F(P)$ is the number of facets of $P$.

**Remark 5.3.** Whitney’s classification is split according to the number of vertices and the number of interior lattice points of $P$, rather than the lattice width of $P$. In fact, the “finite cases” in [36, Th 4.30] consist of 109 classes of lattice polytopes, 1 of which has lattice width one (the class containing $T_1$, see Section 3.4) and the other 108 have lattice width greater than one.

**Remark 5.4.** The condition on the field characteristic ensures that the corresponding hypersurface $H_f$ has at worst isolated singularities, [36, Cor 4.18]. For specific polytopes $P$ this condition can be relaxed. For example, when $P$ equals $K_1$ or $K_2$ it is enough to require $\text{char}(\mathbb{F}_q) \neq 2,3$.

**Theorem 5.5.** Assume $\text{char}(\mathbb{F}_q) > 41$. Let $f$ be a Laurent polynomial whose Newton polytope $P$ is 3-dimensional and has Minkowski length one. Then

$$N_f \leq (q-1)^2 + (\text{Vol}_3(P) - 2)q + 2,$$

where $\text{Vol}_3(P)$ is the normalized 3-dimensional volume of $P$.

**Proof.** This follows from Proposition 5.1 and Theorem 5.2. Indeed, if $P$ has lattice width greater than one then the bound follows directly from Theorem 5.2 as $P$ has at least 4 facets. Thus we may assume that $P$ has lattice width one. After an affine unimodular transformation which corresponds to a monomial change of variables in $f$ we may assume that $P$ and $f$ have the form as in Proposition 5.1. Note that $P_0$ and $P_1$ cannot have a common facet normal, otherwise $P$ would contain a parallelogram which contradicts the assumption $L(P) = 1$. Thus the conditions of Proposition 5.1 are satisfied. It remains to show that the bound in Proposition 5.1 is no greater than $(q-1)^2 + (\text{Vol}_3(P) - 2)q + 2$, i.e.,

\[(2 - \text{Vol}_2(P_0) - \text{Vol}_2(P_1))q \leq N_0 + N_1 + 2.\]  

(5.1)

First, each $P_i$ is either a point or one of the three polytopes of Minkowski length one: a primitive segment, a unimodular triangle, or equivalent to $T_0$. If at least one of the $P_i$ is equivalent to $T_0$ then (5.1) is trivial, as $\text{Vol}_2(T_0) = 3$. We have the following table of values of $\text{Vol}_2(P_i)$ and $N_i$ in the other three cases.

| $P_i$            | $\text{Vol}_2(P_i)$ | $N_i$ |
|------------------|----------------------|-------|
| point            | 0                    | 0     |
| primitive segment| 0                    | $q - 1$ |
| unit triangle    | 1                    | $q - 2$ |
It is straightforward to check that (5.1) holds for all possible pairs \((P_0, P_1)\) with parameters as in the above table. Note that since \(P\) is 3-dimensional the pairs (point, point), (point, segment), and (segment, point) cannot happen. \(\square\)

**Proposition 5.6.** Let \(P\) be the Newton polytope of a Laurent polynomial \(f \in \mathbb{F}_q[x^{\pm 1}, y^{\pm 1}, z^{\pm 1}]\). Assume \(\text{char}(\mathbb{F}_q) \neq 2, 3\). We have the following upper bounds on \(N_f\)

| \(P\)          | upper bound on \(N_f\) |
|----------------|------------------------|
| primitive segment | \((q - 1)^2\)          |
| unit triangle     | \((q - 1)(q - 2)\)     |
| unit 3-simplex    | \((q - 1)^2 - q + 2\)  |
| equivalent to \(T_0\) | \((q - 1)(q + [\sqrt{q}] - 2)\) |
| equivalent to \(S_2\) | \((q - 1)^2 + 2\)     |
| equivalent to \(E\)  | \((q - 1)^2 + 3\)     |
| equivalent to \(K_1\) | \((q - 1)^2 + 2q + 2\) |
| equivalent to \(K_2\) | \((q - 1)^2 + 3q + 2\) |

**Proof.** The first three bounds are standard and, in fact, are exact values of \(N_f\). This is because after a monomial change of variables (which preserves \(N_f\)) the polynomial \(f\) can be brought to the form \(c_0 + c_1x, c_0 + c_1x + c_2y, c_0 + c_1x + c_2y + c_3z\), respectively, for some \(c_i \in \mathbb{F}_q^*\). The fourth bounds follows directly from the Hasse-Weil bound as in [30, Proposition 2.1]. The fifth and the sixth bounds follow from Proposition 5.1 as both \(S_2\) and \(E\) have width one. Finally, the seventh and the eighth bounds follow from Theorem 5.2 and Remark 5.4 using \(\text{Vol}_3(K_1) = 4\) and \(\text{Vol}_3(K_1) = 5\). \(\square\)

### 6. Maximal Number of \(\mathbb{F}_q\)-zeros of Polynomials in \(L_P\)

In this section we come to the main results of the paper which provide a solution to Problems 1.3 and 1.4 for \(n = 3\). As before, we fix a lattice polytope \(P \subset \mathbb{R}^3\) and consider the space \(L_P\) of Laurent polynomials whose Newton polytopes are contained in \(P\). Let \(N_P\) denote the largest number of \(\mathbb{F}_q\)-zeros in \((\mathbb{F}_q^*)^3\) over all non-zero \(f \in L_P\), i.e.

\[
N_P = \max\{N_f : 0 \neq f \in L_P\}.
\]

Our goal is to come up with a bound for \(N_P\) which depends on \(q\) and the Minkowski length of \(P\). As in Problem 1.4, we first look at polynomials in \(L_P\) that have the largest number of absolutely irreducible factors.

**Theorem 6.1.** Assume \(\text{char}(\mathbb{F}_q) > 41\). Let \(P \subset \mathbb{R}^{3-2} \in \mathbb{F}_q^\perp\) be a lattice polytope and \(L = L(P)\) its Minkowski length. Consider \(f \in L_P\) with the largest number of absolutely irreducible factors. Let \(k\) be the number of those factors with 4 or more monomials. Then

1. if \(k = 0\) then \(N_f \leq L(q - 1)^2\);
2. if \(k = 1\) then
   a. \(N_f \leq L(q - 1)^2 + (q - 1)([\sqrt{q}] - 1)\), if \(f\) has a factor with Newton polytope equivalent to \(T_0\),
   b. \(N_f \leq L(q - 1)^2 + (\text{Vol}_3(P) - 3L + 1)q + 2\), otherwise;
3. if \(k = 2\) then \(N_f \leq L(q - 1)^2 + 2(q - 1)([\sqrt{q}] - 1)\);
4. if \(k \geq 3\) then \(N_f \leq L(q - 1)^2 + 2k + 1 \leq L(q - 1)^2 + 2L + 1\).
Proof. Let \( f = f_1 \cdots f_L \) be the factorization of \( f \) into \( L \) absolutely irreducible factors. Recall that it corresponds to a maximal decomposition \( P_1 + \cdots + P_L \leq P \), where \( P_i \) is the Newton polytope of \( f_i \). Ignoring possible common zeros of the \( f_i \) we have \( N_f \leq N_{f_1} + \cdots + N_{f_L} \), so it is enough to bound each \( N_{f_i} \) separately.

In case (1) each \( P_i \) is either a primitive segment or a unit triangle. Using the first two rows in the table of Proposition 5.6 we obtain the bound. In case (2a) the only summand of size four is equivalent to \( T_0 \) and the others are either primitive segments or unit triangles, and the bound follows from Proposition 5.6.

For (2b), assume that \( |P_i| \geq 4 \) and \( |P_i| \leq 3 \) for \( i \geq 2 \). By Theorem 5.5,
\[
N_{f_i} \leq (q-1)^2 + (\text{Vol}_3(P_i) - 3q + 2.
\]
Also, by Lemma 2.5, we have
\[
\text{Vol}_3(P) \geq \text{Vol}_3(P_1 + \cdots + P_L) \geq \text{Vol}_3(P_1) + 3(L-1).
\]
Finally, for \( i \geq 2 \) we have \( N_{f_i} \leq (q-1)^2 \) by Proposition 5.6. Combining these inequalities we obtain the required bound.

For (3) we use our classification from Section 3. Up to reordering the \( P_i \), we may assume that \( |P_1| \geq |P_2| \geq 4 \) and \( |P_i| \leq 3 \) for \( i \geq 3 \). Then \( N_{f_1} \leq (q-1)^2 \) for \( i \geq 3 \) and we need to show
\[
N_{f_1} + N_{f_2} \leq 2(q-1)^2 + 2(q-1)\lfloor 2\sqrt{q} \rfloor - 1.
\]
As we saw in Section 3.6, the only possible pairs of sizes \((|P_1|,|P_2|)\) are \((4,4),(5,4)\), and \((5,5)\). In the first case, by Theorem 3.4 and Theorem 3.9, each of \( P_1 \) and \( P_2 \) is equivalent to \( S_1 \), \( S_2 \), or \( T_0 \). By comparing the bounds in Proposition 5.6, the largest bound for \( N_{f_1} + N_{f_2} \) is \( 2(q-1)(q+\lfloor 2\sqrt{q} \rfloor - 2) \) when both \( P_1 \) and \( P_2 \) are equivalent to \( T_0 \), and (6.1) follows. The case \((|P_1|,|P_2|) = (5,4)\) is covered by Theorem 3.20. In this case the largest bound for \( N_{f_1} + N_{f_2} \) is \( 2(q-1)^2 + 3q + 4 \) when \( P_1 \) is equivalent to \( K_2 \) and \( P_2 \) is equivalent to \( S_2 \). But this bound is smaller than the one in (6.1) for \( q \geq 4 \). Finally, when \((|P_1|,|P_2|) = (5,5)\), by Theorem 3.21, \((P_1, P_2)\) is equivalent to \((K_1, K_1)\) and, hence, \( N_{f_1} + N_{f_2} \leq 2(q-1)^2 + 4q + 4 \), which is less than the bound in (6.1) for \( q \geq 5 \).

Lastly, for (4) we use Corollary 4.5. By Proposition 5.6, the largest bound is obtained in case (iv), i.e., when exactly one of the \( P_i \) is equivalent to \( E \) and the rest are equivalent to \( S_2 \). In this case we have \( N_f \leq L(q-1)^2 + 2k + 1 \leq L(q-1)^2 + 2L + 1 \), as stated. \( \square \)

We remark that the bounds in Theorem 6.1 are rarely sharp, as the factors often have common zeros which we do not take into account in the proof. For an instance when the bound \( N_f \leq L(q-1)^2 \) is sharp, see Proposition 6.6 below.

**Example 6.2.** Let \( P_1 = [2e_1 + e_2, e_1 + 2e_2, 0] \), \( P_2 = [3e_1, 2e_3, 2e_3] \), and \( P = P_1 + P_2 \). Note that \( P_1 \) and \( P_2 \) are equivalent to \( T_0 \) and \( L(P) = 2 \), according to Theorem 3.9. Let \( F_\mathbb{F}_7 \) be the field of size 7 and consider \( f_1 = x^2 - 2xy^2 + 1 \) and \( f_2 = 3y^3 - 2z^2 + z^2 \) in \( F_\mathbb{F}_7[x,y,z] \). The \( F_\mathbb{F}_7 \)-space \( L_P \) has dimension \( |P| = 15 \). The polynomial \( f = f_1f_2 \) is an element in \( L_P \) with the largest possible number of non-unit factors. One can check that each of \( f_1 \) and \( f_2 \) has 54 zeros in \( (\mathbb{F}_7^2)^3 \). Moreover, they have 12 zeros in common and, hence, \( N_f = 96 \). In fact, this is the largest number of zeros over all non-zero \( f \in L_P \), as confirmed using Magma [7].

Let us compare this to the bounds we obtained above. For \( q = 7 \) the bound for \( N_f \) in the fourth case of Proposition 5.6 equals 60; and the bound for \( N_f \) in case (3) of Theorem 6.1 equals 120.
As we saw in Theorem 6.1, the difference \( N_f - L(q - 1)^2 \) can have various orders of magnitude depending on the number of summands in the maximal decomposition with 4 or more lattice points (i.e. the number of absolutely irreducible factors of \( f \) with 4 or more monomials). In our next result we give a universal bound for \( N_f \) in terms of the Minkowski length only, when \( q \) is sufficiently large. The threshold for \( q \) also only uses the Minkowski length and the volume of \( P \) and does not require any knowledge of maximal decompositions in \( P \). The corresponding result for bivariate polynomials is contained in [30, Theorem 2.5].

**Corollary 6.3.** Let \( P \subset \Delta^3_{q-2} \) be a lattice polytope and \( L = L(P) \) its Minkowski length. Assume \( \text{char}(\mathbb{F}_q) > 41 \) and \( q \geq (c + \sqrt{c^2 + 1})^2 \), where \( c = \frac{1}{8} (\text{Vol}_3(P) - 3L + 3) \). Consider \( f \in \mathcal{L}_P \) with the largest number of absolutely irreducible factors. Then

\[
N_f \leq L(q - 1)^2 + 2(q - 1)(\lceil 2\sqrt{q} \rceil - 1).
\]

**Proof.** This follows from the observation that, when \( q \) satisfies the above condition, the bound in case (3) of Theorem 6.1 is the maximum of all the bounds listed in there. Clearly, it is larger than the bounds in (1) and (2a). Also, since \( P \subset \Delta^3_{q-2} \), we have \( L = L(P) \leq L(\Delta^3_{q-2}) = 3(q - 2) \), see Section 2.3. Since \( 6(q - 2) + 1 \leq 2(q - 1)(\lceil 2\sqrt{q} \rceil - 1) \), it follows that the bound in (4) is less than the one in (3). Finally, for the bound in (2b), the inequality

\[
(\text{Vol}_3(P) - 2L + 1)q + 2 \leq 2(q - 1)(\lceil 2\sqrt{q} \rceil - 1)
\]

holds if and only if \( q \geq (c + \sqrt{c^2 + 1})^2 \), where \( c = \frac{1}{8} (\text{Vol}_3(P) - 3L + 3) \), by a direct calculation. □

In the next theorem we show that for large enough \( q \) the bound in Corollary 6.3 holds for all non-zero \( f \in \mathcal{L}_P \). We let \( d \) be the smallest integer such that \( P \) is contained in \( \Delta^3_d \) up to a lattice translation. We have \( L = L(P) \leq L(\Delta^3_d) = d \), see Section 2.3. The case \( L = 1 \) was considered in the previous section, so we will assume that \( L \geq 2 \). Also, the case \( d = L = 2 \) is simple: \( N_P \leq 2(q - 1)^2 \), as follows from Proposition 6.6 below. Thus, we will also assume that \( d \geq 3 \).

Define \( \alpha(P) \) to be the smallest value of \( q \geq 7504 \) satisfying the following two inequalities:

\[
(6.2) \quad \begin{cases}
(L - 1)q^2 - (d(d - 3d - 2))q^{3/2} - (12(d + 3)^4 + 2(L + 1)) q - 4q^{1/2} + L + 2 \geq 0, \\
q^2 - (d_1^2 - 3d_1 - 2)q^{3/2} - (12(d_1 + 3)^4 + 6) q - 4q^{1/2} + 4 \geq 0,
\end{cases}
\]

where \( d_1 = d - L + 2 \). Note that when \( L = 2 \) the two inequalities coincide.

**Theorem 6.4.** Let \( P \subset \Delta^3_d \) be a lattice polytope of Minkowski length \( L \) and \( 3 \leq d < q \). Let \( \alpha(P) \) be as above. Then for any \( q \geq \alpha(P) \) we have the following bound for the maximal number of \( \mathbb{F}_q \)-zeros over all \( 0 \neq f \in \mathcal{L}_P \)

\[
N_P \leq L(q - 1)^2 + 2(q - 1)(2\sqrt{q} - 1).
\]

**Proof.** Consider a non-zero polynomial \( f \in \mathcal{L}_P \). Let \( f = f_1 \cdots f_m \) be the factorization into absolutely irreducible factors. If \( m = L \) then the statement follows from Corollary 6.3, so we assume that \( 1 \leq m \leq L - 1 \). Let \( k \) be the number of the \( f_i \) of degree greater than one. If \( k = 0 \) then \( N_f \leq m(q - 1)^2 \) which clearly is less than the bound in (6.3), hence, we assume that \( k \geq 1 \). Without loss of generality we may assume that \( f_1, \ldots, f_k \) have degrees greater than one.
Let $d_i = \deg f_i$ and let $d' = \deg f$. We have $d' = d_1 + \cdots + d_m = d_1 + \cdots + d_k + (m - k)$ and, hence, $d' \geq m + k$. According to (1.2), for $1 \leq i \leq k$,

$$ N_{f_i} \leq q^2 + (d_i - 1)(d_i - 2)q^{3/2} + 12(d_i + 3)^4q,$$

and, hence,

$$ N_f \leq (m - k)(q - 1)^2 + kq^2 + \sum_{i=1}^{k} (d_i - 1)(d_i - 2)q^{3/2} + 12(d_i + 3)^4q. $$

Note that the function $\phi(d_1, \ldots, d_k) = \sum_{i=1}^{k} (d_i - 1)(d_i - 2)q^{3/2} + 12(d_i + 3)^4q$ is convex and, hence, its maximum on the simplex $d_1 + \cdots + d_k = d' - m + k$, $d_i \geq 2$ is attained at the vertices. Therefore,

$$ \phi(d_1, d_2, \ldots, d_k) \leq \phi(d' - m - k + 2, 2, \ldots, 2) = (d' - m - k + 1)(d' - m - k)q^{3/2} + 12((d' - m - k + 5)^4 + 5^4(k - 1))q. $$

Note that the right hand side of the above inequality is increasing in $d'$. As $d' \leq d$, this implies that $N_f$ is bounded above by the function

$$ \psi(k, m) = (m - k)(q - 1)^2 + kq^2 + (d - m - k + 1)(d - m - k)q^{3/2} + 12((d - m - k + 5)^4 + 5^4(k - 1))q. $$

The function $\psi(k, m)$ is defined on the polygon $\Pi$ given by $1 \leq k \leq m \leq L - 1, k + m \leq d$. Direct calculations show that $\psi(k, m)$ is convex on $\Pi$ and attains maximum at one of its vertices. If $d \geq 2(L - 1)$ then $\Pi$ is a triangle with vertices $\{(1, 1), (1, L - 1), (L - 1, L - 1)\}$. In this case $\psi(1, L - 1) \geq \psi(L - 1, L - 1)$ for all values of $q > 0$. Indeed, when $L = 2$ they are equal and when $L \geq 3$ we have

$$ \psi(1, L - 1) - \psi(1, L - 1) = \frac{L - 2}{2d - 3L + 3}q^{3/2} + (12(2d - 3L + 12)((d - L + 5)^2 + (d - 2L + 7)^2) - 12 \cdot 5^4 - 2)q + 1 \geq 2q^{3/2} + 550q + 1 > 0, $$

where in the second to last inequality we used $d \geq 2(L - 1)$ and $L \geq 3$. Therefore,

$$ N_f \leq \psi(k, m) \leq \max\{\psi(1, 1), \psi(1, L - 1)\}. $$

If $d < 2(L - 1)$ then $\Pi$ has four vertices $\{(1, 1), (1, L - 1), (d - L + 1, L - 1), (d/2, d/2)\}$. First, we see that $\psi(1, L - 1) \geq \psi(d - L + 1, L - 1)$. Indeed,

$$ \psi(1, L - 1) - \psi(d - L + 1, L - 1) = (d - L)(d - L + 1)q^{3/2} + (12(d - L + 5)^4 - 12 \cdot 5^4(d - L + 1) - 2(d - L))q + d - L. $$

One directly checks that each coefficient above is zero when $d = L$ and positive when $d - L \geq 1$.

Next we note that for $q \geq 7504$ we also have $\psi(d - L + 1, L - 1) > \psi(d/2, d/2)$. Indeed,

$$ \psi(d - L + 1, L - 1) - \psi(d/2, d/2) = \frac{1}{2} (2(L - 1) - d) (q^2 - 7504q + 2) > 0. $$

Therefore, for $q \geq 7504$, $N_f \leq \max\{\psi(1, 1), \psi(1, L - 1)\}$. But $\psi(1, L - 1) > \psi(1, 1)$ and $\psi(1, L - 1) > \psi(d/2, d/2)$ for $q \geq 7504$. Therefore, the maximum of $\psi$ is attained at one of $\{1, 1, L - 1\}$.
ON THE NUMBER OF $\mathbb{F}_q$-ZEROS OF FAMILIES OF SPARSE TRIVARIATE POLYNOMIALS

It remains to note that $\psi(1, 1) \leq L(q - 1)^2 + 2(q - 1)(2\sqrt{q} - 1)$ is equivalent to the first inequality in (6.2) and $\psi(1, L - 1) \leq L(q - 1)^2 + 2(q - 1)(2\sqrt{q} - 1)$ is equivalent to the second inequality in (6.2). Therefore,

$$N_f \leq \max\{\psi(1, 1), \psi(1, L - 1)\} \leq L(q - 1)^2 + 2(q - 1)(\lfloor 2\sqrt{q} \rfloor - 1),$$

for all $q \geq \alpha(P)$. \hfill $\square$

**Remark 6.5.** The values of the function $\alpha(P)$ are quite large. We expect that the bound in (6.3) holds for smaller values of $q$ as well, but the precise lower bound for $q$ depends on the geometry of $P$ in a non-trivial way. To illustrate how large the values of $\alpha(P)$ are and how fast they grow we include its values for $2 \leq L \leq d \leq 8$ in the table below.

| $d$ | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-----|-----|-----|-----|-----|-----|-----|
| 2   | 7,504 | 15,311 | 29,160 | 50,965 | 83,358 | 129,358 | 192,365 |
| 3   | 7,692 | 15,311 | 29,160 | 50,965 | 83,358 | 129,358 | 192,365 |
| 4   | 9,673 | 16,733 | 29,160 | 50,965 | 83,358 | 129,358 | 192,365 |
| 5   | 12,515 | 20,256 | 31,151 | 50,965 |       |       |     |
| 6   | 16,156 | 24,823 | 36,596 |       |       |       |     |
| 7   | 20,625 |       |       |       |       |       |     |
| 8   |       |       |       |       |       |       | 25,977 |

It appears that as $L$ is close to $d$ it is the first inequality in (6.2) that determines $\alpha(P)$ (colored purple above) and for $L$ small relative to $d$ it is the second one (colored blue).

As we mention in the introduction, in the special case $P = \Delta^q_n L$ we have $N_P = L(q - 1)^{n-1}$ by considering the product of $L$ linear factors in one variable. The next proposition is a slight generalization of this fact. The method used in the proof is standard and is a part of folklore.

**Proposition 6.6.** Let $P$ be a lattice polytope of Minkowski length $L < q$. If $P$ is equivalent to a subpolytope of $\Delta^q_n$ then $N_P \leq L(q - 1)^{n-1}$. Moreover, $N_P = L(q - 1)^{n-1}$ if and only if $P$ contains a lattice segment of lattice length $L$.

**Proof.** We prove the first statement and the “only if” part of the second statement by induction on $n$. The case $n = 1$ is trivial, so assume $n > 1$. By applying an affine unimodular map to $P$ we may assume $P \subseteq \Delta^q_n$ and hence every non-zero $f \in \mathbb{L}_P$ has degree at most $L$. Thus, we can write

$$f = \sum_{i=0}^{m} f_i x_n^i,$$

where the $f_i$ are polynomials in $x_1, \ldots, x_{n-1}$ and $m$ is the largest integer such that $f_m$ is non-zero. Note that $\deg f_m \leq L - m$. Consider

$$Z = \{ z \in (\mathbb{F}_q)^{n-1} : f_0(z) = \cdots = f_m(z) = 0 \}.$$

If $z \in Z$ then $f(z, x_n) = 0$ for any $x_n \in \mathbb{F}_q$. If $z \notin Z$ then $f(z, x_n)$ is a non-zero polynomial in $x_n$ of degree at most $m$ and, hence, has at most $m$ zeros. Therefore,

$$N_f \leq |Z|(q - 1) + ((q - 1)^{n-1} - |Z|) m = m(q - 1)^{n-1} + |Z|(q - 1 - m).$$
On the other hand, \(|Z| \leq N_{f_m} \leq (L - m)(q - 1)^{n-2}\), where the last inequality follows by the inductive hypothesis applied to \(P = \Delta_{L-m}^{n-1}\). Combining this with (6.4) produces
\[
N_f \leq L(q - 1)^{n-1} - m(L - m)(q - 1)^{n-2} \leq L(q - 1)^{n-1},
\]
and the first statement follows.

Now let \(f \in \mathcal{L}_P\) be such that \(N_f = L(q - 1)^{n-1}\). Then in (6.5) we have equality and, hence, either \(m = 0\) or \(m = L\). In the first case \(f = f_0\) whose support is contained in \(P \cap \Delta_L^{n-2}\). By induction, this implies that \(P \cap \Delta_L^{n-1}\) (and, hence, \(P\)) contains a lattice segment of length \(L\). In the second case we see that the point \(L\epsilon_n\) belongs to \(P\). Replacing \(x_n\) with \(x_{n-1}\) in the above argument we again see that \(P\) contains either a lattice segment of length \(L\) or the point \(L\epsilon_{n-1}\). But if it contains both \(L\epsilon_{n-1}\) and \(L\epsilon_n\) then it contains the segment \([L\epsilon_{n-1}, L\epsilon_n]\), by the convexity of \(P\).

Finally, the “if” part of the second statement is clear since after an affine unimodular map we may assume that \(P\) contains the segment \([0, L\epsilon_1]\). Then, for distinct \(\alpha_1, \ldots, \alpha_L \in \mathbb{F}_q^*\), the polynomial \(f = (x_1 - \alpha_1) \cdots (x_L - \alpha_L)\) is contained in \(\mathcal{L}_P\) and has exactly \(L(q - 1)^{n-1}\) zeros in \((\mathbb{F}_q^*)^n\). \(\square\)
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