Cosmological parameters from the likelihood analysis of the galaxy power spectrum and bispectrum in real space
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Abstract. We present a joint likelihood analysis of the halo power spectrum and bispectrum in real space. We take advantage of a large set of numerical simulations and of an even larger set of halo mock catalogs to provide a robust estimate of the covariance properties. We derive constraints on bias and cosmological parameters assuming a theoretical model from perturbation theory at one-loop for the power spectrum and tree-level for the bispectrum. By means of the Deviance Information Criterion, we select a reference bias model dependent on seven parameters that can describe the data up to $k_{\text{max}, P} = 0.3 \, h \, \text{Mpc}^{-1}$ for the power spectrum and $k_{\text{max}, B} = 0.09 \, h \, \text{Mpc}^{-1}$ for the bispectrum at redshift $z = 1$. This model is able to accurately recover three selected cosmological parameters even for the rather extreme total simulation volume of $1000 \, h^{-3} \, \text{Gpc}^3$. With the same tools, we study how relations among bias parameters can improve the fit while reducing the parameter space. In addition, we compare common approximations to the covariance matrix against the full covariance estimated from the mocks, and quantify the (non-negligible) effect of ignoring the cross-covariance between the two statistics. Finally, we explore different selection criteria for the triangular configurations to include in the analysis, showing that excluding nearly equilateral triangles rather than simply imposing a fixed maximum $k_{\text{max}, B}$ on all triangle sides can lead to a better exploitation of the information contained in the bispectrum.
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1 Introduction

In the next few years, galaxy redshift surveys will probe the large-scale structure (LSS) over very big volumes, with the foremost objective of determining the origin of the accelerated expansion of the Universe [1–3].

The two-point correlation function (2PCF) in configuration space and the galaxy power spectrum in Fourier space constitute the main probes of the large-scale galaxy distribution, as they contain the bulk of the information on cosmological parameters. Current surveys, however, provide as well precise measurements of higher-order correlation functions [4–8]. The galaxy 3-point correlation function and the galaxy bispectrum are the lowest-order statistics quantifying the non-Gaussianity of the distribution of galaxies in the LSS and are expected to improve or strengthen any analysis solely based on 2-point correlators [9–23], particularly in the context of beyond-the-standard-model cosmologies as non-Gaussian initial conditions [24–35] or modified gravity/dark energy [36–40].

With these motivations, but also as a natural test for the modelling of the galaxy power spectrum, a large number of works sought to improve the theoretical description, in perturbation theory (PT), of the galaxy bispectrum [23, 35, 41–61]. Only a handful of these works, however, explored the application of such models to a proper likelihood analysis of halo/galaxy catalogs from numerical simulations [20, 23, 35, 46, 58, 60]. Among these, reference [46] considered a test of the one-loop model for the real-space power spectrum and a tree-level model for the bispectrum for several halo catalogs with varying mass and redshifts, where the inclusion of non-local bias corrections was found to be crucial to obtain a coherent description for both statistics. Reference [23] extended the perturbative
description to include one-loop corrections to the tree-level galaxy bispectrum model in real space. Presenting a joint analysis of power spectrum and bispectrum for several halo and galaxy catalogs, the authors showed that the inclusion of one-loop contributions increases significantly the range of validity of the predictions, roughly from $0.17 h \, \text{Mpc}^{-1}$ to $0.3 h \, \text{Mpc}^{-1}$ for an effective volume of $6 h^{-3} \, \text{Gpc}^3$, for redshifts between 0 and 1, with no strong dependence on redshift in this range. The real-space predictions at one-loop for the power spectrum and tree-level for the bispectrum are tested instead in the context of non-Gaussian initial conditions in [35]. The recent work presented in [60], limited to the analysis of matter statistics, explores the combination of power spectrum, bispectrum, and trispectrum in redshift space, highlighting how the last could give a potentially relevant contribution to constraining cosmological parameters, such as the growth rate and the fluctuations amplitude. The theoretical predictions for the higher-order correlators are, in this case, based on a phenomenological model fitted to N-body simulations, and are expected to extend somehow beyond the reach of the tree-level predictions in PT.

Reference [58] focused on the analysis of the halo bispectrum in real space based on a tree-level model, but explored model-selection techniques along with several possible sources of systematic errors in the likelihood analysis. In order to do so, the authors took advantage of a large set of 298 simulations (the MINERVA set, first presented in [62]) corresponding to a total volume of roughly $1000 h^{-3} \, \text{Gpc}^3$, paired with an even larger set of 10,000 halo mock catalogs obtained for the same box and cosmology with the PINOCCHIO code [63–65]. In fact, an inherent difficulty in the bispectrum analysis comes from the signal being distributed over a large number of triangular configurations. Making unbiased inferences thus requires the robust estimation of a large covariance matrix, often obtained numerically, using a large set of mock catalogs or N-body simulations [5, 7, 9, 10, 13, 66]. Alternatives are represented by different approaches involving the compression of the bispectrum information into a small number of data points [12, 67, 68].

The present work is the natural continuation of [58] (hereafter Paper I). Here we investigate the consequences of several assumptions that can be made on the joint likelihood analysis of the galaxy power spectrum and bispectrum in real space, and their effects on the constraints of bias and cosmological parameters. We also apply the Bayesian model selection methods considered there to evaluate theoretically or numerically derived relations among the bias parameters that can reduce the parameter space and speed-up the likelihood evaluation. We make use of the same set of MINERVA simulations, allowing, due to the small sample variance, not only an assessment of systematic errors in the theoretical model, but also an evaluation of the effects related to technical details of the likelihood analysis. In addition, we estimate the full covariance, including cross-correlations between power spectrum and bispectrum, from measurements of the PINOCCHIO mocks.

We fit the data with a one-loop PT model for the power spectrum similar to those tested in the blinded challenge presented in [69] (here limited to real space), including a counterterm to account for the dynamics of short-scale perturbations [70–72], higher-derivative bias [73–76] and the infrared (IR) resummation procedure to describe the non-linear evolution of the BAO features [51, 77]. Finally, we also consider a possible scale-dependent correction to the constant shot-noise contribution induced by halo exclusion [78, 79]. For the bispectrum we limit the prediction to the tree-level contribution, testing the possible effect of including higher-derivative bias and IR resummation.

We explore the consequences of an improper treatment of discretization effects in the theoretical predictions on the estimate of the parameters, and study different criteria for the selection of the triangular configurations of the bispectrum. In addition, we investigate the effect of common approximations to the covariance matrix. Finally, we present the results of a full likelihood analysis of the combination of the galaxy power spectrum and bispectrum in real space where cosmological parameters are allowed to vary, using the full simulation volume.

This paper is organised as follows. We introduce all numerical data in section 2 and the theoretical model and the likelihood functions in section 3. Our results are discussed in section 4. Finally, we present our conclusions in section 5.
2 Data

2.1 N-body simulations and measurements

We make use of the same MINERVA set of 298 N-body simulations adopted in Paper I and first presented in [62]. Each run evolves 1000^3 dark-matter particles in a periodic cubic box of side $L = 1500h^{-1}$ Mpc, and assumes a flat $\Lambda$CDM cosmology characterised by the Hubble parameter $h = 0.695$, the total matter and baryonic relative densities $\Omega_m = 0.285$ and $\Omega_b = 0.046$, the spectral index $n_s = 0.9632$ and $\sigma_8 = 0.828$. The whole set corresponds to a total volume of roughly $1000h^{-3}$ Gpc^3.

We focus on the matter and dark-matter halo distributions at redshift $z = 1$, as this value is of particular relevance for upcoming spectroscopic galaxy surveys such as Euclid [2] or DESI (Dark Energy Spectroscopic Instrument) [80].1 The halo population we consider has a minimum mass of $M \simeq 1.12 \times 10^{13}h^{-1}$ M$_\odot$, equivalent to 42 dark-matter particles and a mean number density of $\bar{n} = 2.13 \times 10^{-4}h^3$ Mpc$^{-3}$.

Measurements of matter and halo power spectra are obtained from the estimator

$$\hat{P}(k) \equiv \frac{1}{N_P(k) L^3} \sum_{q \in k} |\delta_q|^2,$$

where the Fourier-space density $\delta_q$ is the result of fourth-order interpolation and the interlacing technique described in [81], and $k_f \equiv 2\pi/L$ is the fundamental wavenumber of the simulation box2. The sum runs over all discrete vectors $q$ in a bin of size $\Delta k$, i.e. with $k - \Delta k/2 \leq |q| < k + \Delta k/2$, and $N_P(k) = \sum_{q \in k} 1$ represents their total number. The bispectrum estimator is defined as

$$\hat{B}(k_1, k_2, k_3) \equiv \frac{1}{N_B(k_1, k_2, k_3) L^3} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) \delta_{q_1} \delta_{q_2} \delta_{q_3},$$

where $\delta_K(k)$ denotes the Kronecker delta function (equal to 1 for $k = 0$ and 0 otherwise) and $q_{123} \equiv q_1 + \cdots + q_{i_n}$. The normalisation factor

$$N_B(k_1, k_2, k_3) \equiv \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}),$$

corresponds to the total number of wavenumber triplets $(q_1, q_2, q_3)$ forming closed triangles that lie in the “triangle bin” defined by the triplet $(k_1, k_2, k_3)$, with the $k_i$’s being the bin centers, and where each bin has a width $\Delta k$. In the rest of the paper we refer to the triplets $(q_1, q_2, q_3)$ formed by wavevectors on the original density grid as “fundamental triangles” to distinguish them from the “triangle bin” $(k_1, k_2, k_3)$. The implementation for the bispectrum estimator is described in [82].

Following the notation adopted in Paper I, we denote with $s = \Delta k/k_f$ the $k$-bin size and with $c$ the center of the first bin, both in units of the fundamental frequency. We focus on the power spectrum and bispectrum measurements with the binning scheme given by $(s, c) = (2, 2.5)$. Imposing

---

1Since we consider only one value for the redshift, if not otherwise stated, we drop any time dependence in all equations for compactness.

2We adopt the following convention for the discrete Fourier transform

$$\delta_k \equiv \int_V \frac{d^3x}{(2\pi)^3} e^{-ik \cdot x} \delta(x),$$

with the inverse given by the series

$$\delta(x) \equiv k_f^{-1} \sum_k e^{ik \cdot x} \delta_k.$$

With this convention, the definitions for the power spectrum and the bispectrum are, respectively

$$\langle \delta_{k_1} \delta_{k_2} \rangle \equiv (2\pi)^3 \delta_D(k_{12}) P(k_1)$$

and

$$\langle \delta_{k_1} \delta_{k_2} \delta_{k_3} \rangle \equiv (2\pi)^3 \delta_D(k_{123}) B(k_1, k_2, k_3).$$
Figure 1. The upper panels show the mean of the measurements of the halo power spectrum (left) and bispectrum (right) extracted from the N-body simulations; the dashed lines represent the Poisson prediction for the shot-noise contributions of the corresponding statistics. The lower panels show the relative standard error on the mean of the power spectrum (left) and the bispectrum (right); the dashed lines show the relative contribution of the Poisson prediction of the shot-noise to the total statistics. In the panels for the bispectrum measurements, we show triangles with increasing values of the sides subject to the constraint $k_1 \geq k_2 \geq k_3$, with gray vertical lines marking the last configuration sharing the corresponding value of $k_1$.

a maximum wavenumber $k_{\text{max}} = 0.09 \, h \, \text{Mpc}^{-1}$, the range of validity (also known as the reach) for the tree-level model found in Paper I for the whole MINERVA data-set, an $s = 2$ binning leads to a total of 170 triangle bins.

The left panels of figure 1 show the total halo power spectrum (i.e. including shot-noise), averaged over the full set of 298 N-body simulations (top panel) and the relative error on the mean (bottom panel). Measurements of the cross halo-matter power spectrum (not shown) have also been performed and used for cross-checks and independent estimates of some of the model parameters. The right panels of figure 1 show instead the average total halo bispectrum (top panel) and the relative error on the mean (bottom panel). We show all triangle bins with increasing values for the sides subject to the constraint $k_1 \geq k_2 \geq k_3$. The gray vertical lines and the numbers mark those configurations where the value of $k_1$ changes.

We should notice that the statistical uncertainty on the halo power spectrum is below the percent level even at the largest scales considered, while for the bispectrum it is below the 10 percent level for most of the triangles considered, and in some cases is even sub-percent. It is natural to expect that systematic errors related to the approximations assumed by the N-body solver might then be larger and relevant. We refer the reader to [61] for a study of how systematic errors affect the determination of the reach of PT models on the matter power spectrum and bispectrum. Based on that work, we expect systematics to affect to some extent the determination of the bias and cosmological parameters, but we assume their effect to be overall negligible. For this reason, we are not accounting for them in our results.

2.2 Mock halo catalogs and covariance

In addition to the MINERVA set of N-body simulations, we also employ a much larger set of 10 000 mock halo catalogs, generated with the code PINOCCHIO [63–65] using the same box size and background cosmology as in the N-body simulations. The version of PINOCCHIO used here [65] relies on a set of criteria, based on ellipsoidal collapse, to group particles into halos, and takes advantage of third-order Lagrangian perturbation theory to displace dark matter halos to their position at $z = 1$. The
capability of the PINOCCHIO code to reproduce the covariance properties of the 2-point correlation function, power spectrum, and bispectrum has been established in a series of papers [83–85].

We use the mock halo catalogs to estimate the covariance matrix for the joint power spectrum and bispectrum measurements. For both the power spectrum and bispectrum, the leading Gaussian contribution to the covariance matrix depends on the amplitude of the total halo power spectrum. Therefore, we require the total halo power spectrum of the mock catalogs to match the one of the N-body simulations at large scales, by adjusting the mass threshold in the PINOCCHIO mocks. This is done in order to minimize the systematic differences between the covariance matrices extracted from the mocks and the ones from the N-body simulations, and thus to allow for an assessment of the goodness of the fit of the theoretical models we study. The relative difference between the power spectrum variance from the simulation and the one recovered from the PINOCCHIO mocks is within a few percent while for the bispectrum variance the difference is at the 5% level (see Paper I for further details).

In a fitting problem with \( N_p \) free parameters, approximating the \( N_b \times N_b \) covariance matrix \( \mathbb{C} \) of the data with the sample covariance \( \tilde{\mathbb{C}} \) measured from a finite number \( N_m \) of mock catalogs leads to spuriously enlarged errors for the model parameters. According to [86, 87], the actual parameter covariance is multiplied by the factor

\[
    f = 1 + \frac{(N_m - N_b - 2)(N_b - N_p)}{(N_m - N_b - 1)(N_m - N_b - 4)}.
\]

(2.8)

In our case, setting \( N_m = 10000 \), a maximum of \( N_b = 233 \), and assuming \( N_p = 10 \), gives \( f = 1.023 \). We thus expect that our error estimates for the model parameters are accurate to percent level.

Figure 2 shows the correlation matrix

\[
r_{ij} = \frac{\tilde{C}_{ij}}{\sqrt{\tilde{C}_{ii}\tilde{C}_{jj}}}
\]

(2.9)

for the power spectrum and bispectrum measurements estimated from the set of 10000 mock halo catalogs. Specifically, the upper left and the lower right quadrants show the correlations of power spectrum and bispectrum respectively, with maximum wavenumbers \( k_{\text{max},P} = 0.53 \ h \ Mpc^{-1} \) for the power spectrum and \( k_{\text{max},B} = 0.09 \ h \ Mpc^{-1} \) for the bispectrum; the other two quadrants show the cross-correlations between power spectrum and bispectrum measurements. Off-diagonal correlations in the power spectrum are of the order of a few percent, and tend to increase up to 15-20 % at smaller scales due to the relative importance of non-linearities and of the shot-noise in that regime. In the bispectrum, off-diagonal correlations reach 10-20 %, while cross-correlations between power spectrum and bispectrum can reach 30-40% for those triangular configurations where, as one can expect, one of the sides coincides with the power spectrum bin. Therefore, neglecting these correlations could in principle lead to inconsistent results in a likelihood analysis. We explore the effects of possible approximations to this covariance matrix on parameters determination in section 4.5.

3 Model inference

3.1 Theoretical model

The theoretical model we consider for the galaxy/halo power spectrum is essentially equivalent to the one employed for the recent analyses of the BOSS data in [88, 89] and tested in the challenge paper [90], albeit limited to real space. This assumes for the matter power spectrum the one-loop expression in Standard Perturbation Theory (SPT) (see, e.g.,[91]) with the addition of a counterterm contribution accounting for the dynamics of short-scale perturbations as proposed in the Effective Field Theory of the Large Scale Structure (EFTofLSS) [72]. The galaxy power spectrum expression includes galaxy bias one-loop corrections, arising from local and non-local bias operators, and taking into account bias renormalization (see [76] for a recent review). The bispectrum model is limited to the tree-level expression, the leading contribution in SPT. In addition, we account for the damping
Figure 2. Correlation matrix for the power spectrum and bispectrum measurements of the mock halo catalogs generated with the code PINOCCHIO. The upper-left quadrant shows the power spectrum correlations between the measurements in the 63 Fourier bins from $k_{\text{min}_p} \approx 0.0063 \, h \, \text{Mpc}^{-1}$ to $k_{\text{max}_p} \approx 0.53 \, h \, \text{Mpc}^{-1}$; the lower-left quadrant shows the bispectrum correlations between the measurements in the 170 triangle bins from $k_{\text{min}_b} \approx 0.0063 \, h \, \text{Mpc}^{-1}$ to $k_{\text{max}_b} \approx 0.09 \, h \, \text{Mpc}^{-1}$. The other two quadrants show the cross-correlations between the power spectrum and the bispectrum measurements.

of the oscillatory features in the power spectrum and the bispectrum following the IR resummation approach of [51, 77, 92]. In the following, we write explicitly the expressions we assume for both the power spectrum and the bispectrum.

We consider the bias expansion for the galaxy overdensity $\delta_g$ given by

$$\delta_g = b_1 \delta + \frac{b_2}{2} \delta^2 + b_{G_2} G_2 + b_{\Gamma_3} \Gamma_3 + b_{\nabla^2} \nabla^2 \delta + \epsilon + \epsilon_3 \delta, \quad (3.1)$$

where $\delta$ is the matter overdensity, while $G_2$ and $\Gamma_3$ are the relevant non-local operators, up to third order, that can be written as a function of the gravitational and velocity potentials $\Phi$ and $\Phi_v$ as

$$G_2 \equiv \left[ (\partial_i \partial_j \Phi)^2 - (\nabla^2 \Phi)^2 \right] \quad (3.2)$$

$$\Gamma_3 \equiv G_2(\Phi) - G_2(\Phi_v). \quad (3.3)$$

The bias expansion in eq. (3.1) includes as well the $\nabla^2 \delta$ higher-derivative operator [74] (that could be particularly relevant for massive halos [54, 93]), while $\epsilon$ and $\epsilon_3 \delta$ are stochastic contributions to the galaxy density field [94–96]. We are not considering those third order operators that only provide scale-independent corrections contributing to the renormalization of linear bias [44, 57, 97].
The expression for the one-loop galaxy power spectrum in real space can be written as the sum of
the SPT model plus contributions due to the higher-derivative bias corrections, the counterterm of
the matter power spectrum, and stochasticity

\[ P_g(k) = P_{\text{SPT}}(k) + P_{\text{h.d.}}(k) + P_{\text{ct}}(k) + P_{\text{stoch}}(k). \] (3.4)

The SPT model is explicitly given by

\[ P_{\text{SPT}}(k) = b_i^2 P_L(k) + 2 \int d^3q \left[ K_2(q, k - q) \right]^2 P_L(q) P_L(|k - q|) + \]
\[ + 6 b_i P_L(k) \int d^3q K_3(k, q, -q) P_L(q). \] (3.5)

with \( P_L(k) \) being the linear matter power spectrum, and the \( K_n \) kernels defined (in analogy to the
redshift-space kernels \( Z_n \) adopted, e.g., in [91]) as

\[ K_2(k_1, k_2) = b_1 F_2(k_1, k_2) + \frac{b_2}{2} b_2 S(k_1, k_2), \] (3.6)

\[ K_3(k_1, k_2, k_3) = b_1 F_3(k_1, k_2, k_3) + \frac{b_2}{3} [F_2(k_1, k_2) + \text{cyc.}] + \]
\[ + \frac{2}{3} b_2^2 \frac{S(k_1, k_2, k_3) F_2(k_2, k_3) + \text{cyc.}} - \frac{4}{21} b_2^3 \frac{S(k_1, k_2) S(k_2, k_3) + \text{cyc.}}. \] (3.7)

where

\[ F_2(k_1, k_2) = \frac{5}{7} + \frac{1}{2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \hat{k}_1 \cdot \hat{k}_2 + \frac{2}{7} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2, \]

is the usual second-order kernel of the matter expansion in the Einstein-de Sitter approximation, while

\[ S(k_1, k_2) = \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 - 1, \] (3.9)

provides the tidal term at second order. We refer the reader to, e.g., [98] for an explicit expression of
the third order kernel \( F_3(k_1, k_2, k_3) \) of the matter density SPT solution. The higher-derivative bias
corrections lead to the galaxy power spectrum contribution

\[ P_{\text{h.d.}}(k) = -2 b_1 b_{\nu S} k^2 P_L(k) \] (3.10)

while the EFT counterterm leads to

\[ P_{\text{ct}}(k) = -2 b_i^2 c_s^2 k^2 P_L(k), \] (3.11)

with \( c_s^2 \) representing the effective sound speed of the matter fluid. Finally, we write the stochastic
contribution as

\[ P_{\text{stoch}}(k) = (1 + \alpha_P + \epsilon_{k^2} k^2) \bar{n}^{-1} \] (3.12)

where the two free parameters \( \alpha_P \) and \( \epsilon_{k^2} \) describe, respectively, constant and scale-dependent correc-
tions to the Poisson shot-noise term \( \bar{n}^{-1} \). The integrals include loop-corrections to the matter power
spectrum \( \Delta P_{1-\text{loop}}^m(k) \), as well as other contributions coming from the galaxy bias expansion.

We can expand equation (3.4) to obtain

\[ P_g(k) = b_i^2 P_{mm}(k) + b_1 b_2 P_{b_1 b_2}(k) + b_1 b_{2g} P_{b_1 b_{2g}}(k) + b_1 b_{3} P_{b_1 b_{3}}(k) + b_2^2 P_{b_2 b_2}(k) + \]
\[ + b_2 b_{2g} P_{b_2 b_{2g}}(k) + b_{2g}^2 P_{b_2 b_{2g}}(k) - 2 b_1 b_{\nu S} k^2 P_L(k) + (1 + \alpha_P + \epsilon_{k^2} k^2) \bar{n}^{-1}, \] (3.13)

where

\[ P_{mm}(k) = P_L(k) + \Delta P_{1-\text{loop}}^m(k) - 2 c_s^2 k^2 P_L(k) \] (3.14)
is the one-loop model for the matter power spectrum, and where we have introduced the individual contributions

\[
\Delta P_{1-\text{loop}}(k) = 2 \int d^3 q \left[ F_2(q, k - q) \right]^2 P_L(q) P_L(|k - q|) + \\
+6 P_L(k) \int d^3 q \left[ F_3(k, q, -q) P_L(q) \right],
\]

(3.15)

\[
P_{b_1b_2}(k) = 2 \int d^3 q F_2(q, k - q) P_L(q) P_L(|k - q|),
\]

(3.16)

\[
P_{b_1b_2}(k) = 4 \int d^3 q F_2(q, k - q) S(q, k - q) P_L(q) P_L(|k - q|) + \\
+8 P_L(k) \int d^3 q F_2(k, q - q) S(q, k - q) P_L(q),
\]

(3.17)

The constant subtracted to \( P_{b_2b_2}(k) \) in equation (3.19) ensures that all loop-corrections converge to zero in the large-scale limit, and allows for the renormalization of the constant shot-noise parameter \( \alpha_P \). Notice that, whenever this model is used without any additional information on its parameters, the EFT counterterm and the higher-derivative contribution are perfectly degenerate. When this is the case, we can define the combination

\[
\tilde{c}_0 = b_1^2 c_s^2 + b_1 b_{\nabla^2 \delta},
\]

(3.22)

reducing the dimensionality of the parameter space.

We account for the smoothing of the acoustic features due to the bulk flow by implementing the IR resummation \([77, 92]\) in the power spectrum model. The starting point to this is to split the linear power spectrum into a smooth, no-wiggle part \( P_{nw}(k) \), capturing the broadband shape of the power spectrum, and a wiggly part \( P_w(k) \), describing the baryon acoustic oscillations,

\[
P_L(k) = P_{nw}(k) + P_w(k).
\]

(3.23)

We obtain this split by applying the 1D Gaussian filter method described in the appendix of [99]. Following [77], the wiggly part is then suppressed by a damping factor, \( e^{-k^2 \Sigma^2} \), with

\[
\Sigma^2 = \frac{1}{6\pi^2} \int_0^{k_{osc}} dq \left[ 1 - j_0 \left( \frac{q}{k_{osc}} \right) + 2j_2 \left( \frac{q}{k_{osc}} \right) \right],
\]

(3.24)

where the \( j_n(x) \) are the spherical Bessel functions, \( k_{osc} \) is the BAO wavenumber, with \( 1/k_{osc} \approx 103 \, h^{-1} \, \text{Mpc} \) for the MINERVA cosmology, and \( k_S = 0.2 \, h \, \text{Mpc}^{-1} \) is an arbitrary cut-off scale that separates the short and long modes; note that \( \Sigma^2 \) is only weakly dependent on the choice of \( k_S \) (see [77]). The leading order galaxy power spectrum in real space reads then

\[
P_{L,0}(k) = b_1^2 \left[ P_{nw}(k) + e^{-k^2 \Sigma^2} P_w(k) \right].
\]

(3.25)

Finally, all loop corrections are computed replacing \( P_L(k) \) with the leading-order power spectrum for the matter perturbations (obtained by setting \( b_1 = 1 \) in eq. 3.25) in eqs. (3.15)-(3.21). These are
then multiplied by the respective bias parameters, and finally summed to obtain the IR-resummed loop correction $\Delta P_{\text{IR-loop}}^1$. This leads to the next-to-leading order galaxy power spectrum

$$P_{\text{NLO}}(k) = b_1^2 \left[ P_{\text{nw}}(k) + e^{-k^2/2} \left( 1 + k^2/2 \right) P_{\text{w}}(k) \right] + \Delta P_{\text{IR-loop}}^1(k). \quad (3.26)$$

The tree-level galaxy bispectrum in real space can be written as

$$B_{ggg}(k_1, k_2, k_3) = B_{\text{SPT}}(k_1, k_2, k_3) + B_{\text{h.d.}}(k_1, k_2, k_3) + B_{\text{stoch}}(k_1, k_2, k_3), \quad (3.27)$$

where

$$B_{\text{SPT}}(k_1, k_2, k_3) = 2 b_1^2 K_2(k_1, k_2) P_L(k_1) P_L(k_2) + \text{cyc}. \quad (3.28)$$

while the contributions coming from the higher-derivative operator in the bias expansion (limited to the correction to linear bias) are given by

$$B_{\text{h.d.}}(k_1, k_2, k_3) = -2 b_1^2 b_{\text{c}2}(k_1^2 + k_2^2 + k_3^2) P_L(k_1) P_L(k_2) + \text{cyc}.
- b_1 b_{\text{c}2}(k_1^2 + k_2^2) [b_2 + 2 b_{\text{g}2} S(k_1, k_2)] P_L(k_1) P_L(k_2) + \text{cyc}. \quad (3.29)$$

Although these contributions are often included only in one-loop corrections [57], we still decide to include them because, since they depend on the same $b_{\text{c}2}$ appearing also in the power spectrum model, they can potentially break the degeneracy between the higher-derivative bias and the effective sound speed in the EFT counterterm. Other higher-derivative contributions could be included in the bispectrum model due to further operators (see e.g. [23]). However, as shown in Paper I, the bispectrum model at tree-level is able to describe our measurements in terms of the parameters $b_1$, $b_2$, and $b_{\text{g}2}$ at the scales we consider. Therefore, while including for the moment the contributions in eq. 3.29, we neglect possible contributions from these extra higher-derivative operators.

Finally, the stochastic contribution to the galaxy bispectrum is given by

$$B_{\text{stoch}}(k_1, k_2, k_3) = \frac{1 + \alpha_1}{n} b_1^2 \left[ P_L(k_1) + P_L(k_2) + P_L(k_3) \right] + \frac{1 + \alpha_2}{n^2}, \quad (3.30)$$

with $\alpha_1$ and $\alpha_2$ representing corrections to the Poisson prediction.

As with the power spectrum, we perform here the IR resummation by replacing any instance of the linear matter power spectrum $P_L(k)$ with its IR-resummed counterpart, the leading order power spectrum $P_{\text{LO}}(k)$. Notice that, with respect to e.g. [51], for simplicity we do not subtract the contribution proportional to $e^{-k^2/2} P_{\text{w}}^2$, since it is negligible at the scales we consider.

### 3.2 Fourier-space grid effects

While the theoretical models for matter or halo correlators are functions of Fourier wavevectors defined over an infinite volume, measurements from N-body simulations in boxes with periodic boundary conditions are not. Therefore, care must be taken when comparing the two, especially in our case where statistical uncertainties are significantly small due to the large volume available.

The most consistent approach requires to average exactly the theoretical model over each Fourier bin. In the power spectrum case this amounts to compute

$$P_{gg}^{\text{bin}}(k) = \frac{1}{N_P(k)} \sum_{q \in k} P_{gg}^{\text{th}}(q), \quad (3.31)$$

where in practice we replaced the term $|\delta_q|^2/L^3$ with its expected theoretical mean $P_{gg}(q)$ in the expression for the power spectrum estimator (2.1). In this way the theory is evaluated on the wavenumbers available on the discrete grid characterising the simulation we want to compare with. Similarly for the bispectrum model, we replace $\delta_{q_1}, \delta_{q_2}, \delta_{q_3}/L^3$ with $B_{ggg}(q_1, q_2, q_3)$ to obtain

$$B_{ggg}^{\text{bin}}(k_1, k_2, k_3) = \frac{1}{N_B(k_1, k_2, k_3)} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) B_{ggg}^{\text{th}}(q_1, q_2, q_3). \quad (3.32)$$
Clearly this approach is numerically demanding, particularly in a likelihood analysis that requires this evaluation at each step of the Markov chain. One common alternative is to evaluate the theoretical model at “effective” values of the Fourier wavenumbers, often computed as averages over the bin, both for the power spectrum and the bispectrum. For the power spectrum this definition is unambiguous and unique for any bin of center \( k \),

\[
k_{\text{eff}}(k) = \frac{1}{N_p(k)} \sum_{q \in k} |q|,
\]

and allows for a fast evaluation of the theoretical model as

\[
P_{gg}^{\text{eff}}(k) = P_{gg}^{\text{th}}(k_{\text{eff}}).
\]

However, for the bispectrum the definition for average Fourier wavenumbers is not unique. Among a couple of possible choices tested in Paper I, the one performing best is the one defined on sorted Fourier wavevectors and defined as follows

\[
k_{\text{eff},l}(k_1, k_2, k_3) = \frac{1}{N_B(k_1, k_2, k_3)} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) \max(q_1, q_2, q_3)
\]

\[
k_{\text{eff},m}(k_1, k_2, k_3) = \frac{1}{N_B(k_1, k_2, k_3)} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) \med(q_1, q_2, q_3)
\]

\[
k_{\text{eff},s}(k_1, k_2, k_3) = \frac{1}{N_B(k_1, k_2, k_3)} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) \min(q_1, q_2, q_3).
\]

In real space, the effective wavenumbers provide a fast evaluation of the theoretical prediction as

\[
B_{ggg}^{\text{eff}}(k_1, k_2, k_3) = B_{ggg}^{\text{th}}(k_{\text{eff},l}, k_{\text{eff},m}, k_{\text{eff},s}).
\]

We also consider, as an additional approach, an extension to the effective wavenumbers prescription based on a Taylor expansion of the theoretical model. For the power spectrum we can write, for instance,

\[
P_{bin}(k) = \frac{1}{N_p(k)} \sum_{q \in k} \sum_{n=0}^{\infty} \frac{1}{n!} P^{(n)}(k_{\text{eff}})(q - k_{\text{eff}})^n \simeq P(k_{\text{eff}}) + \frac{1}{2} P''(k_{\text{eff}}) \mu_2(k) \equiv P_{\text{exp}}(k)
\]

where the Taylor series has been truncated to include up to the second-order term and where

\[
\mu_2(k) \equiv \frac{1}{N_p(k)} \sum_{q \in k} (q - k_{\text{eff}})^2.
\]

We refer to this approach as an “expansion” to the effective approach. Details of its implementation to the bispectrum tree-level predictions can be found in Appendix A.

Differences between these approximations and the bin-average of the theoretical model are typically larger for small values of the wavenumbers, and in the bispectrum case, particularly pronounced for squeezed triangular configurations. In general, a larger bin width also leads to a worse agreement with the case involving the full bin-average.

An alternative approach to account for grid effects employs the same expressions in eqs. (3.31) and (3.32), but where the sums over Fourier wavevectors are replaced by integrals (see [23] for a fast implementation for the bispectrum). However, we do not consider this approach in our analysis, since this introduces systematic errors comparable to the statistical uncertainties of our datasets on a wide range of scales, as well to the systematics of the effective wavenumbers approach, see Appendix A.
3.3 Bias relations

In our analysis we consider some relations between the bias parameters in order to reduce the dimensionality of the parameter space. These relations are helpful in the analysis of the real-space power spectrum alone since large degeneracies between $b_{G2}$ and $b_{Γ3}$ make the determination of both bias and cosmological parameters difficult. As shown in section 4.7, this is less of a problem in the joint fit of power spectrum and bispectrum, since the latter provides useful constraints on $b_{G2}$. Still, reducing the dimensionality of the bias parameter space can in general provide tighter constraints on the cosmological parameters, as long as it does not introduce systematic errors relevant for the level of statistical uncertainty that characterises our measurements.

We test the following relations between bias parameters with joint fits of power spectrum and bispectrum:

- the relation $b_2(b_1, b_{G2})$ from [100], given by
  \[
  b_2 = 0.412 - 2.143 b_1 + 0.929 b_1^2 + 0.008 b_1^3 + \frac{4}{3} b_{G2};
  \]  
  (3.39)
  this is a fitting formula from measurements in separate universe simulations, obtained for values of $b_1$ in the range (1, 10); notice that the $4/3 b_{G2}$ term in the equation accounts for the different definition of the bias expansion adopted in [100];

- the relation $b_{G2}(b_1)$ from [101],
  \[
  b_{G2} = 0.524 - 0.547 b_1 + 0.046 b_1^2,
  \]  
  (3.40)
  obtained as a quadratic fit to the excursion set prediction of the tidal bias in [102];

- the relation $b_{Γ3}(b_1, b_{G2})$ derived in [57, 101] assuming conserved evolution of the galaxies after formation (co-evolution), that in our basis becomes
  \[
  b_{Γ3} = -\frac{1}{6} (b_1 - 1) - \frac{3}{2} b_{G2}.
  \]  
  (3.41)

While this is not a comprehensive list of all possible relations proposed in the literature, they represent a starting point of possible relations to explore. We do not consider the local-Lagrangian relation between $b_{G2}$ and $b_1$ [103, 104] since different studies have shown its limits [105, 106]; moreover, in the bispectrum-only analysis of Paper I, it is shown to lead to systematic errors in the constraints on the bias parameters, at least when the full simulation volume is considered.

All these bias relations have been derived and studied in the context of distributions of dark matter halos. While their validity is expected to extend as well, to some degree, to galaxy measurements (see, e.g. [107, 108]), we will leave the quantitative exploration of such topic to future work.

3.4 Likelihood function

As for the analysis in Paper I, we fit all power spectrum and bispectrum measurements from the Minerva simulations together, assuming that they are independent. This means that the total log-likelihood we use to sample the parameter space is given by

\[
\log L_{\text{tot}}(\theta) = \sum_\alpha \log L_\alpha(\theta | X_\alpha),
\]  
(3.42)

where the subscript $\alpha$ runs over all realizations, $\theta$ is the parameters vector, and $X_\alpha$ is the dataset of realization $\alpha$. The dataset $X_\alpha$ represents either the data vector for the power spectrum, the one for the bispectrum, or the combination of the two. For the individual log $L_\alpha$, we use two different likelihood functions, depending on the type of covariance used. When the covariance is chosen as the sample covariance of the measurements from the mock catalogs, we assume the Sellentin & Heavens likelihood [109] to account for the residual uncertainties in the numerical estimation of the precision matrix due to the finite number of mocks. In the case of a theoretical prediction for the covariance (diagonal assuming Gaussianity), we assume the usual Gaussian likelihood. In both cases, the individual likelihood $L_\alpha$ can be written as a function of the chi-square of the model for each single realization $\alpha$. This allows for a fast evaluation of the likelihood when only bias parameters are varied.
In order to assess if possible model systematics can bias the recovered cosmological information, we perform two types of analyses: in the first, the cosmological parameters are fixed to the values used to run the N-body simulations and we perform tests of the different implementations and approximations of the theoretical model; in the second, we also vary three cosmological parameters in order to assess if possible model systematics can bias the recovered cosmological information.

Table 1. Uniform prior intervals of the model parameters.

| Parameter | Prior (uniform) |
|-----------|-----------------|
| $b_1$     | [0.9, 3.5]      |
| $b_2$     | [0, 4]          |
| $b_{G_2}$ | [-4, 4]         |
| $b_{\Gamma_3}$ | [-10, 10] |
| $c_0$     | $[h^{-2} \text{Mpc}^2]$ | [-100, 100] |
| $b_{\sigma^2 \delta}$ | $[h^{-2} \text{Mpc}^2]$ | [-100, 100] |
| $\epsilon_{k^2}$ | $[h^{-2} \text{Mpc}^2]$ | [-10, 10] |
| $\alpha_p$ | [-1, 1]        |
| $\alpha_1$ | [-1, 1]        |
| $\alpha_2$ | [-1, 1]        |
| $A_s/A_s^{\text{int}}$ | [0.0004, 4] |
| $h$       | [0.4, 1]        |
| $\Omega_m h^2$ | [0.07224, 0.2224] |

3.5 Likelihood evaluation

We perform two types of analyses: in the first, the cosmological parameters are fixed to the values used to run the N-body simulations and we perform tests of the different implementations and approximations of the theoretical model; in the second, we also vary three cosmological parameters in order to assess if possible model systematics can bias the recovered cosmological information.

When the cosmological parameters are fixed, the parameter space is given by the set of 10 parameters \{b_1, b_2, b_{G_2}, b_{\Gamma_3}, c_0^2, b_{\sigma^2 \delta}, \epsilon_{k^2}, \alpha_p, \alpha_1, \alpha_2\}. We refer to this choice as the “maximal model”, since we explore the possibility of reducing the number of parameters by setting some of them to zero, or by imposing the relations described in section 3.3. The priors on these parameters are assumed to be uniform, and are given in table 1. In addition, we consider varying the power spectrum amplitude parameter $A_s$, the Hubble parameter $h$, and the relative matter density parameter $\omega_m = \Omega_m h^2$. Including these cosmological parameters, and in particular $A_s$, introduces degeneracies that can hamper the estimation of the posterior with Monte Carlo Markov Chains (MCMC). For this reason, we define the relative amplitude parameter $A \equiv A_s/A_s^{\text{int}}$. Any n-th order operator $\mathcal{O}$ scales proportionally to $A^{n/2}$. In order to reduce the degeneracies between the bias parameters and the amplitude of the scalar perturbations, we redefine the coefficients $b_\mathcal{O}$ as follows:

\[
\tilde{b}_1 = A^{1/2} b_1, \quad \tilde{b}_2 = A b_2, \quad \tilde{b}_{G_2} = A b_{G_2}, \quad \tilde{b}_{\Gamma_3} = A^{1/2} b_{\Gamma_3},
\]

(3.43)

adopting the same uniform priors. We keep the tilt of the scalar power spectrum $n_s$ and the baryon content $\Omega_b$ fixed, as these parameters are very well constrained by CMB experiments.

We evaluate posterior distributions by means of MCMC using the code emcee [110]. With fixed cosmological parameters, we evaluate the posterior distribution by simulating 100 dependent walkers; moves are performed using the affine invariant “stretch move” ensemble method from [111] with parallelization, as described in [110]. We run chains for a number of steps equal to min(50,000, 100\tau), where \tau is the integrated autocorrelation time. With our setup, we can run chains of this type in approximately 5 minutes on a single core of a laptop. When we include cosmological parameters, we evaluate the posterior distribution by simulating independent chains; moves are performed using a Metropolis-Hastings sampler with steps defined by a Gaussian proposal function, with the parameters covariance determined iteratively running chains a few times. MCMC simulations are run until convergence defined by the Gelman-Rubin diagnostic [112], assuming a precision $\epsilon = 0.05$ and a confidence percentile of 95\%. The change in sampling method is due to the longer running times when including cosmological parameters. At each step, we call the Boltzmann solver CAMB [113] to compute the linear power spectrum, we compute loop corrections to the power spectrum using a custom implementation based on the FAST-PT code [114], and perform our IR-resummation routine. Grid effects for both power spectrum and bispectrum are accounted for by adopting the approximated
Figure 3. Average of the ratios between the cross halo-matter power spectrum and the matter power spectrum over the full set of Minerva simulations. The red line is the best fit of the data up to $k_{\text{max}} = 0.023 \, h\, \text{Mpc}^{-1}$ with a constant function; the solid green line is the best fit of the data up to $k_{\text{max}} = 0.044 \, h\, \text{Mpc}^{-1}$ with a constant plus a $k^2$-dependent term. The green dashed line shows the best-fit value for $b_1$ with this second fit function. Shaded regions show the errors on the best-fit values for $b_1$.

3.6 Goodness of fit and model selection

As a way to compare the quality of the fits we perform, we compute the posterior predictive $p$-value $\text{pp}$ and the posterior-averaged reduced chi-square $\langle \chi^2_{\nu} \rangle_{\text{post}}$. For details on the particular choice of these diagnostics, we redirect the reader to Paper I; for the purposes of the present work, it suffices to say that we consider a value of $\text{pp} \geq 0.95$ to signal a failure of the model in reproducing a good fit to the data. We compare instead $\langle \chi^2_{\nu} \rangle_{\text{post}}$ to the corresponding 95 percent (upper) confidence limit associated to a number of degrees of freedom equal to the total number of data points fitted: when $\langle \chi^2_{\nu} \rangle_{\text{post}}$ is greater than this value, the model fails to describe the data.

However, our main goal is to extract unbiased values of the fitted parameters. For the cosmological sector, the systematic shift can be easily quantified by comparing the results of the fit to the input values used in the N-body simulations. Conversely, this procedure cannot be followed for the bias parameters as we do not know their values a priori. For the sake of understanding whether our analysis leads to biased estimates for the bias sector, we thus attempt to measure $b_1$ from the ratio between the halo-matter cross-power spectrum $P_{hm}(k)$ and the matter auto-power spectrum $P_{mm}(k)$. In order to obtain an estimate of $b_1$ which is independent of our likelihood pipeline, we fit the large-scale behaviour of the ratio $P_{hm}(k)/P_{mm}(k)$ assuming for the cross-power spectrum the model

$$P_{hm}(k) = (b_1 + ck^2)P_{mm}(k)$$

(3.44)

where $c$ is a constant and the $k^2$-correction is a way to partially account for non-linearities detectable even at the largest scales, see figure 3. In what follows, we refer to the estimate of $b_1$ derived assuming this model as $b_1^\times$. Using chi-square minimization, we find $b_1^\times = 2.7081 \pm 0.0012$, which we use as a
reference value\footnote{It is worth stressing that a different fit for $b_1^*$ was used in Paper I, where we fit a constant linear bias coefficient to the ratio $P_{mm}(k)/P_{nn}(k)$ up to $k_{\text{max}} = 0.023 \, h \, \text{Mpc}^{-1}$. This leads to a best-fit value almost $3\sigma$ away from (and thus inconsistent with) our reference $b_1^*$. In any case, due to the larger relative uncertainties in Paper I, the posteriors of the bispectrum-only analysis are compatible with both values in the same range of validity of the model.} to draw conclusions about the unbiasedness of the posterior distributions extracted from the MCMC runs discussed in section 4. In practice, we use $b_1^*$ as if it was the true value for $b_1$.

A note is in order concerning this test. Eq. (3.44) is not equivalent to the full one-loop expression in perturbation theory, given the bias expansion in eq. (3.1). While the two models share the same large-scale limit, they describe non-linearities in different ways, which could lead to a slightly different value of the linear bias. For this reason, we will not conclude that the results of our main analysis are biased unless they lie more than two standard deviations away from the best-fitting value for $b_1^*$. Note that our estimate for $b_1^*$ is only used to measure the bias of our fits and does not enter our fitting procedure as a prior.

An alternative approach in order to test for the consistency of our results with $P_{nm}(k)$ would be to include the cross-power spectrum in the data vector for the likelihood analysis (see, e.g. [101]). However, this would require the full covariance for all correlators, including all cross-covariances, and in our case this is not available.

For the comparison between different models and different assumptions on the bias parameters, we take advantage of the Deviance Information Criterion (DIC) computed from the MCMC simulations as a model-selection statistic. Again, we refer the reader to Paper I for a brief introduction to the DIC and a description of our implementation.

4 Results

We now present the results of our analysis of the halo power spectrum and bispectrum measurements using, unless otherwise stated, the full volume of the combined MINERVA simulations of about $1000 \, h^{-3} \, \text{Gpc}^3$. We stress that, while clearly out of reach for even future surveys, such large volume is still useful to explore and quantify systematic errors from both the model and the methodology.

4.1 Selecting the fiducial model

We first perform a joint analysis of power spectrum and bispectrum adopting the models in equations (3.13) and (3.27) as a function of 10 free parameters: 5 bias coefficients, one EFT counterterm, two stochastic parameters for the power spectrum, and two for the bispectrum. This is what we introduced as the maximal model. Figure 4 shows the corresponding 1D and 2D marginalized posteriors with $k_{\text{max},P} = 0.15, 0.20, 0.25$ and $0.30 \, h \, \text{Mpc}^{-1}$, while for the bispectrum we consider the fixed maximum wavenumber of $k_{\text{max},B} = 0.09 \, h \, \text{Mpc}^{-1}$, this being the reach for the tree-level bispectrum model as shown in Paper I. In the rest of this paper, unless otherwise stated, we keep $k_{\text{max},B}$ fixed to this value. The recovered value of $b_1$ is consistent, well within the 95\% credibility regions, with the reference value from the cross-power spectrum $b_1^*$, shown with its own uncertainty by the vertical gray band. We observe that the credible regions for the parameters $b_1, \epsilon_1^2, \alpha_P$, and $\epsilon_2 \alpha$ shrink as a function of $k_{\text{max},P}$. Notice how these parameters do not appear in the bispectrum model, and thus are constrained by the power spectrum alone, so that their constraints improve with larger $k_{\text{max},P}$. On the other hand, the constraints on the parameters $b_2, b_{G_2}, b_{\gamma^2}, b_{\gamma^2}$, $\alpha_1$, and $\alpha_2$ do not improve as a function of $k_{\text{max},P}$. The two shot-noise parameters are in fact only present in the bispectrum model (and as such their constraints do not improve with increasing $k_{\text{max},B}$, since $k_{\text{max},B}$ is kept fixed), while the others appear in the models for both power spectrum and bispectrum, suggesting that they are mostly constrained by the bispectrum.

Just like in the bispectrum-only analysis of Paper I, $\alpha_2$ is completely unconstrained inside the prior, and $\alpha_1$ is consistent with zero at $1\sigma$ level. Moreover, while the bispectrum appears to be able to partially break the degeneracy between $b_{\gamma^2}$ and $\epsilon_1^2$, $b_{\gamma^2}$ is still consistent with zero. Finally, also the $k^2$ correction to the power spectrum stochasticity is consistent with zero within the 95\% credibility regions, although only for $k_{\text{max},P} = 0.15 \, h \, \text{Mpc}^{-1}$. All of the other parameters are either required by the data, or significantly different from zero.
Figure 4. 1D and 2D marginalized posteriors for the parameters of the maximal model, obtained through a joint analysis of the halo power spectrum and bispectrum in real space measured from the full set of N-body simulations. The value for \( k_{\text{max}, B} \) is fixed to be \( k_{\text{max}, B} = 0.09 \, h \, \text{Mpc}^{-1} \), while the value of \( k_{\text{max}, P} \) is varied; here we show four different values of \( k_{\text{max}, P} = 0.15 \, h \, \text{Mpc}^{-1}, 0.20 \, h \, \text{Mpc}^{-1}, 0.25 \, h \, \text{Mpc}^{-1}, 0.30 \, h \, \text{Mpc}^{-1} \) respectively in blue, red, green, and orange. The gray band shows the value of \( b_1 \) measured from the halo-matter cross-power spectrum, along with its error bar.

In order to explore the possibility of a smaller parameter space, we use the DIC to assess the performances of a number of different reductions of the maximal model where a subset of the parameters is set to zero. Figure 5 shows the results of the comparison of the following cases:

- the maximal model, \( \mathcal{M}_{10} \), with all 10 parameters left free to vary;
- the maximal model, \( \mathcal{M}_9 \), where \( b_{\nabla^2 \delta} \) has been set to zero;
- the maximal model, \( \mathcal{M}_8 \), where both \( b_{\nabla^2 \delta} \) and \( \alpha_2 \) have been set to zero;
- the maximal model, \( \mathcal{M}_7, \alpha \), where \( b_{\nabla^2 \delta}, \alpha_2 \) and \( \epsilon_{k^2} \) have been set to zero;
• the maximal model, \( M_{7,b} \), where \( b_{\nabla^2 \delta} \), \( \alpha_1 \) and \( \alpha_2 \) have been set to zero.

In the left panel, we show the difference in DIC between each model and the maximal model as a function of the \( k_{\text{max}} \) of the power spectrum (\( k_{\text{max},P} \) being fixed at 0.09 \( h \text{ Mpc}^{-1} \)). The right panel shows the number of effective parameters \( p_V \) constrained by each model, defined as half of the posterior variance of the deviance \( D = -2 \log L_{\text{tot}} \) [116], again as a function of \( k_{\text{max},P} \).

The large degeneracy between the higher-derivative bias \( b_{\nabla^2 \delta} \) and the EFT counterterm amplitude \( c_2^s \) is such that setting \( b_{\nabla^2 \delta} = 0 \) allows for a large reduction of the DIC by \( \sim 15 \) at all values of \( k_{\text{max}} \) considered. For this reason, in all subsequent analysis we set \( b_{\nabla^2 \delta} = 0 \), and thus ignore the higher-derivative bias correction in the bispectrum model, while in the power spectrum model it remains as degenerate with the EFT counterterm. In the following, we consider the combination in eq. (3.22). Setting \( \alpha_2 \) to zero does not improve by much the DIC, however, since \( \alpha_2 \) is unconstrained and prior dominated, it allows for the number of effective parameters \( p_V \) to be consistent with the number of model parameters.

A further reduction to a seven-parameters model can be achieved by setting either \( \alpha_1 \) or \( \epsilon_k^2 \) to zero, in addition to \( b_{\nabla^2 \delta} = \alpha_2 = 0 \). While \( \alpha_1 = 0 \) decreases the DIC by \( \sim 5 \) at all values of \( k_{\text{max},P} \) considered, setting \( \epsilon_k^2 = 0 \) leads to a comparable improvement only for \( k_{\text{max},P} < 0.2 \text{ h Mpc}^{-1} \), but this improvement is rapidly lost for larger Fourier modes. In fact, at small scales the \( k^2 \) stochastic term turns out to be relevant, perhaps accounting as well for additional corrections beyond the one-loop model we assumed.

In what follows we consider \( M_{7,b} \) as the reference bias model, being the one defined by the seven parameters
\[
\theta_{\text{reference}} = \{ b_1, b_2, b_{g_2}, b_{\gamma_3}, \tilde{c}_0, \alpha_P, \epsilon_k^2 \},
\]
with \( b_{\nabla^2 \delta}, \alpha_1, \) and \( \alpha_2 \) set to zero in the bispectrum model. For this case the number of effective parameters shown in the right panel of figure 5 matches the number of free parameters over the entire \( k_{\text{max},P} \) interval explored.

### 4.2 Analysis with the reference model

Figure 6 shows the results obtained fitting the reference model to the power spectrum data and to the combination of power spectrum and bispectrum data. The left column of panels shows the mean of
the posteriors of the model parameters as a function of $k_{\text{max},P}$ ($k_{\text{max},B}$ is again set to 0.09 $h$ Mpc$^{-1}$). Darker shaded regions correspond to the central 68 and 95 percent ranges.

The two outcomes are in general agreement, for the most part because of the large uncertainties characterising the posteriors from the power spectrum-only analysis. When fitting the power spectrum alone, we notice that some of the priors turn out to be informative, with $b_2$ being unconstrained from below, and with $\epsilon_k^2$ being basically unconstrained at small values of $k_{\text{max},P}$, where the $k$-dependent stochastic contribution is expected to be negligible. Moreover, the recovered value of $b_1$ mildly runs as a function of $k_{\text{max},P}$, but this feature is not present in the joint analysis. In any case, the posteriors of $b_1$ in the two fits are in general agreement with each other, and they also agree with the value of $b_1^\chi$ from the cross halo-matter power spectrum, albeit at 2$\sigma$ in the case of the joint-fit. However, considering the method used to fit $b_1^\chi$ (see section 3.6), we do not deem this deviation to be significant.
The top-right panels show the goodness-of-fit for the power spectrum only (in blue) and for the combination of power spectrum and bispectrum (in red). Both the posterior-averaged reduced chi-square and the ppp agree in assessing that the power spectrum model provides a good fit to the data up to $k_{\text{max}}, P \sim 0.30 \, h \text{Mpc}^{-1}$, while in the case of the joint fit the model seems to provide a good fit of the data even beyond that. By direct inspection of the total posterior-averaged chi-squares, compared to the one of a bispectrum-only fit at $k_{\text{max}}, B = 0.09 \, h \text{Mpc}^{-1}$, we suspect that this apparent inconsistency is likely due to the large number of triangles in the bispectrum, that reduce the relative weight of the power spectrum in the evaluation of the joint fit.

The bottom-right panels show 1D and 2D marginalized posteriors for the power spectrum-only fit and for the joint fit, with $k_{\text{max}, P} = 0.30 \, h \text{Mpc}^{-1}$. A number of results are worth noticing. The addition of the bispectrum tightens the constraints on $b_1$ by a factor of $\sim 3.4$, and is able to break the degeneracies between $b_2$ and $b_{\tilde{g}_2}$, and between $b_{\tilde{g}_2}$ and $b_{T,3}$, thus providing a significant improvement in constraining higher-order bias parameters. The constraints on the effective counterterm $c_0$ are shrunk by almost a factor of two, while the ones on $\alpha_P$ and $\epsilon_{k^2}$ by almost a factor of 3.5.

Figure 7 shows the comparison between the model from the MCMC fit and the measured data of power spectrum and bispectrum. We compute the posterior-averaged models for both correlators, and then plot the mean residuals with the data, normalized by the standard deviation. The blue markers show points where the model is computed from the posterior of a power spectrum-only fit,
while the red markers indicate that the model is computed as the average over the posterior of a joint fit of power spectrum and bispectrum; for the fits in this plot, we choose \( k_{\text{max},P} = 0.30 \, \text{h} \, \text{Mpc}^{-1} \) and \( k_{\text{max},B} = 0.09 \, \text{h} \, \text{Mpc}^{-1} \). In the plot showing the residuals for the bispectrum, we mark with empty squares the residuals computed with a posterior-averaged model from a bispectrum-only fit. The two cases relative to the power spectrum are consistent up to the \( k_{\text{max},P} \) of the fit, which is as well close to the maximum Fourier wavenumber up to which the model is expected to work. As shown by the residuals in the lower panel of figure 7, a bispectrum model determined as the posterior-average of a power spectrum-only fit is visibly not able to reproduce the bispectrum data; notice however that the model from the joint fit is largely consistent with the model from a bispectrum-only fit. Since we average the models over the posterior of the MCMC runs, and the posterior from the joint fit is consistent with the posterior from the power spectrum-only fit, we suspect that the observed deviation is due to the additional information provided by the bispectrum on nonlinear bias.

4.3 Testing bias relations

We now turn to the performances of the bias relations in eqs (3.39), (3.40), and (3.41). We take our reference model as a starting point and impose each of these relations to reduce to six the number of free parameters. We assume that all relevant halo bias coefficients are physical parameters, consistently describing nonlinear corrections in both the power spectrum and bispectrum, as opposed to simple nuisance parameters. Therefore, any valid physical relation among them should not, in principle, introduce any significant deviation in their recovered values. The results are shown in figure 8. In general, all relations appear to fail, to some extent, in reproducing the values of the parameters obtained with the reference model. We should remember that this test takes advantage of the full simulation volume, well beyond the typical size even of future redshift surveys. It is interesting to notice how the \( b_{\Gamma_3}(b_1, b_2 \bar{g}) \) relation (3.41) introduces a notable dependence on \( k_{\text{max},P} \) in the posteriors for parameters like \( b_1 \) and \( b_2 \). On the other hand, the \( b_2 \bar{g}(b_1 \eta) \) relation (3.40) is recovering correctly the expected value of \( b_1 \), but leading to differences as large as 30% on parameters as \( b_2 \). These inconsistencies appear even more significant in the 2D marginalised posteriors in the bottom right inset obtained for \( k_{\text{max},P} = 0.3 \, \text{h} \, \text{Mpc}^{-1} \).

In order to assess the relevance of the systematic errors induced by the bias relations in a more realistic context, we repeat the same analysis for a smaller effective volume of \( V_{\text{eff}} = 6 \, h^{-3} \, \text{Gpc}^3 \). The effective volume of the full MINERVA dataset is given by (e.g. [117])

\[
V_{\text{eff},\text{body}}(k) = \left(\frac{\bar{n}P_{hh}(k)}{1 + \bar{n}P_{hh}(k)}\right)^2 V_{\text{N-body}}, \tag{4.2}
\]

where \( V_{\text{N-body}} = 298 \times (1.5 \, h^{-1} \, \text{Gpc})^3 \simeq 1000 \, h^{-3} \, \text{Gpc}^3 \). We then choose the reference \( k_r = 0.1 \, \text{h} \, \text{Mpc}^{-1} \), and then compute the factor \( \eta = V_{\text{eff},\text{body}}(k_r)/6 \, h^{-3} \, \text{Gpc}^3 \), that we use to rescale the covariance matrix. Finally, we rerun the analysis with the rescaled covariance matrix. The results are shown in figure 9. Notice that, in this case, the goodness-of-fit statistics we have defined cannot be used anymore to determine the range of validity of the model, because of the artificial rescaling of the covariance. For this reason, we simply assume the range of validity to be \( k_{\text{max},P} = 0.30 \, h \, \text{Mpc}^{-1} \). With this smaller effective volume, all bias relations are consistent with the reference analysis and they all provide tighter constraints on one or more parameters, with the \( b_2 \bar{g}(b_1, b_2 \bar{g}) \) fitting function, in particular, leading to the smaller uncertainty on the linear bias \( b_1 \).

In order to further compare the performance of the bias relations considered, we compute the difference in DIC with respect to the reference analysis, still using the smaller effective volume of \( 6 \, h^{-3} \, \text{Gpc}^3 \), and show them in figure 10. In the range of validity of the model, all bias relations are favoured with respect to the reference model with the eq. (3.40) providing the largest improvement (largest negative difference \( \Delta \text{DIC} \)) over the whole range in \( k_{\text{max}} \). The \( b_{\Gamma_3}(b_1, b_2 \bar{g}) \) relation (3.41), instead, appears to improve the fit only at the largest scales.

4.4 Effects of binning approximations

We now study how different ways to account for Fourier-space grid effects in the theoretical models impact parameter posteriors. Our reference case is the full bin-average of the theoretical predictions of
Figure 8. Same as figure 6, but comparing the fit performed with the fiducial model to models where different relations between bias parameters are assumed; in blue the reference case of the fiducial model, in red the case where equation (3.39) is assumed, in green the case where we set equation (3.40), and in orange the case with equation (3.41).

both the power spectrum and the bispectrum, eq.s (3.31) and (3.32), which we compare to two, more efficient alternatives. We refer to the first as the “effective wavenumbers” approach, eq.s (3.34) and (3.36), where the theoretical predictions are evaluated on the average Fourier wavenumbers, and to the second, based on a Taylor expansion about the effective method approximation, as the “expansion” approach, eq.s (A.4) and (A.9), both truncated to include up to second-order terms.

The comparison, which considers the full volume of all MINERVA simulations, is shown in figure 11. Even in this rather challenging test, the results for the expansion method (in green) are essentially indistinguishable from the results assuming the exact binning (in blue, but exactly underneath the green areas). The effective approach shows instead some significant discrepancies: the posterior of the linear bias \( b_1 \) is clearly inconsistent with the value measured from the cross-to-matter ratio at all values of \( k_{\text{max},P} \), and moreover significant tensions are present for most of the parameters, particularly at larger scales. The 2D marginalized posteriors also show these strong deviations, with the \( b_2 - b_{G2} \) contours being completely inconsistent in the two cases.

These differences are evident because of the large volume considered and the corresponding small statistical uncertainties in both the power spectrum and the bispectrum. Still, such effects are typically larger for higher-order multipoles in redshift space and it is interesting to explore alternative, efficient methods to deal with Fourier-space discreteness. The expansion method allows us to compute an excellent approximation of the full bin-average of theoretical predictions in a time of the same order
Figure 9. Same as figure 8, but for an effective volume of $6h^{-3}\text{Gpc}^3$.

Figure 10. Difference in DIC, with respect to the fiducial case, of the alternative models that assume relations between bias parameters, as a function of $k_{\text{max}}$, for an effective volume of $6h^{-3}\text{Gpc}^3$. 
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of magnitude needed for an evaluation with the effective method: we use it in section 4.7 to run the MCMC simulations where the parameter space includes cosmological parameters, since in this case the exact binning approach for the bispectrum would be impracticable.

### 4.5 Covariance approximations

So far, all results assumed the covariance matrix for power spectrum and bispectrum, including the cross-covariance, estimated from the full set of 10 000 PINOCCHIO mocks. Such a large number of mocks is very often not available and it is necessary to resort to various approximations for the data covariance properties. We consider specifically three different cases in addition to our reference full covariance. In the first we exclude the cross-covariance between power spectrum and bispectrum, retaining the full individual covariance matrices for both statistics. The other two cases both consider the approximation that reduces the covariance matrix to its diagonal, requiring simply an estimate of the variance of power spectrum and bispectrum. In one case, this is estimated numerically from the mocks (and denoted as mock variance) while in the other we compute its Gaussian prediction from the power spectrum nonlinear, theoretical model assuming the bias parameters given by the best-fit values of the reference analysis (theoretical variance).

The comparison is shown in figure 12. All approximations are consistent with the reference case
Figure 12. Same as figure 6, but now comparing different approximation to the covariance matrix. In blue, the reference case with the full mock covariance; in red, the case where cross-correlations between power spectrum and bispectrum are set to zero; in green, the case where only the mock variance is used; in orange, the case where a theoretical Gaussian covariance is assumed.

starting from the mildly non-linear regime, \( k_{\text{max}, P} \gtrsim 0.15 \, h \, \text{Mpc}^{-1} \). At larger scales, we notice some differences between the reference case and all approximations, including the one excluding only the cross-covariance. This suggests that this contribution has some impact in the recovery of unbiased estimates of the model parameters, at least at the 1\( \sigma \) level. This is also consistent with the fact that these cross-correlations are expected to be quite large, with some of them being of the order of 40\%.

We remind the reader that the single-parameter posteriors are shown as a function of \( k_{\text{max}} \equiv k_{\text{max}, P} \), denoting the power spectrum range only, while for the bispectrum we fixed \( k_{\text{max}, B} = 0.09 \, h \, \text{Mpc}^{-1} \). It is possible that if both statistics covered the same range of scales these effects would appear at larger values of \( k \).

Looking at goodness-of-fit metrics, the covariance approximations determined from the mocks, including the case of the sole variance, provide estimates of the range of validity of the model quite close to our reference case. The theoretical Gaussian variance, however, does not provide a good fit at any of the scales shown in the plot. Since the reduced chi-square is nearly constant as a function of \( k_{\text{max}} \), one possible explanation might be that the Gaussian approximation provides a bad estimate of the full bispectrum variance. Indeed, by direct comparison, we observe that the theoretical Gaussian variance is a few percent lower with respect to the \textsc{Pinocchio} variance, and that differences reach 20\% for some squeezed triangles, even at relatively large scales. It is possible that for such configurations the non-Gaussian contributions can be particularly large, but we leave this to future investigations.
4.6 Triangle selection criteria

In the power spectrum case, the range of validity of a given theoretical model is usually simply determined in terms of the largest wavenumber, $k_{\text{max,P}}$, where the model provides a good fit to the data. In the bispectrum case, each value of $k_{\text{max,B}}$ corresponds to a subset of triangles and we can expect a given theoretical model to perform more or less well on these configurations characterised by the same largest side but different shapes.

This is illustrated in figure 13, where we show the mean residuals, normalized to the standard error on the mean, of all the measured bispectrum bins, assuming the posterior-averaged tree-level model of the reference analysis, $k_{\text{max,P}} = 0.30 \text{ h Mpc}^{-1}$, $k_{\text{max,B}} = 0.09 \text{ h Mpc}^{-1}$. In each panel, we fix the value of $k_1$ and show all triangle bins according to their value of $k_2$ and $k_3$. As a reference, the gray triangles in each panel represent the border of allowed fundamental triangles with $|q_1| = k_1$. Tiles in the upper-right corner represent triangles closer to equilateral ($k_1 \approx k_2 \approx k_3$), those in the lower corner represent collinear triangles ($k_1 \approx 2k_2 \approx 2k_3$) while those in the upper-left corner represent squeezed triangles ($k_3 \ll k_1$). A bluer color shows a better agreement between model and data, while a redder color shows a worse fit. We cutoff the scale at 5σ.
So far we assumed for all our analysis a $k_{\text{max,B}} = 0.09 \, h \, \text{Mpc}^{-1}$. Including the whole subset of triangles with the next value of the largest side $k_1 > k_{\text{max,B}}$ leads to the failure of the model to correctly describe the additional data, but we can expect this to happen first for nearly equilateral configurations, while a good fit can still be recovered for generic collinear configurations, i.e. with $k_1 \approx k_2 + k_3$.

We want to check if different selection criteria based on other parameters than the sole $k_{\text{max,B}}$ could lead to sensibly improved constraints on the model parameters. To this end we consider the following two triangle selection criteria:

- we choose only triangles satisfying the condition $k_1 + k_3 \leq \tilde{k}$ for a fixed value of $\tilde{k}$, and study parameter constraints as a function of $k_1$;
- we choose only triangles satisfying the condition $k_1 + k_2 \leq \tilde{k}$ for a fixed value of $\tilde{k}$, and study parameter constraints as a function of $k_1$;

Both choices, that always assume $k_1 \geq k_2 \geq k_3$, allow to remove from the analysis nearly equilateral triangle bins, while keeping a subset of triangles with a different shape, as we include smaller scales by increasing $k_1$. This means that, when compared to the usual analysis, these selections lead to a smaller total number of triangles for the same value of $k_1 = k_{\text{max,B}}$, but, at the same time, they should provide a good fit for larger values of $k_{\text{max,B}}$.

Figure 14 shows (in blue) the results of the analysis of the bispectrum alone as a function of $k_{\text{max,B}}$ as usually performed, compared with the same analysis where an additional condition is imposed to the combination $k_1 + k_3$, reducing the total number of triangles. In particular we consider $k_1 + k_3 \leq 0.14 \, h \, \text{Mpc}^{-1}$ (red) and $k_1 + k_3 \leq 0.18 \, h \, \text{Mpc}^{-1}$ (green). We notice that the stricter condition $k_1 + k_3 \leq 0.14 \, h \, \text{Mpc}^{-1}$ allows the inclusion of only a few more configurations w.r.t. those included in the standard result for $k_{\text{max}} = 0.09 \, h \, \text{Mpc}^{-1}$. In fact, for $k_{\text{max}} > 0.13 \, h \, \text{Mpc}^{-1}$ the posteriors do not change as no additional configuration can satisfy the condition and the quality of the fit remains acceptable for all the selected triangles. Comparing these results at $k_{\text{max}} = 0.14 \, h \, \text{Mpc}^{-1}$ with the usual ones at $k_{\text{max}} = 0.09 \, h \, \text{Mpc}^{-1}$ we find a non-negligible improvement on the parameters constraints of almost 50%. Imposing the condition on the sum $k_1 + k_3$ with the larger value $k_1 + k_3 \leq 0.18 \, h \, \text{Mpc}^{-1}$ allows for too many triangles not properly described by the model to be included, leading quickly to significant systematic errors on the recovered parameters.

In figure 15 we consider instead a condition on the sum $k_1 + k_2$. In this case, both $k_1 + k_2 < 0.14 \, h \, \text{Mpc}^{-1}$ and $k_1 + k_2 < 0.18 \, h \, \text{Mpc}^{-1}$ do not allow for any additional configurations for $k_{\text{max}} > 0.12 \, h \, \text{Mpc}^{-1}$ and in both cases we retrieve constraints on $b_1$ consistent with the expected value $b_1^\text{X}$. However, only the looser condition $k_1 + k_2 < 0.18 \, h \, \text{Mpc}^{-1}$ provides better constraints, of about 30%, than the standard case with $k_{\text{max}} = 0.09 \, h \, \text{Mpc}^{-1}$.

We expect the introduction of selection criteria of this kind to be particularly relevant for constraining non-Gaussian initial conditions of the local type, where the signal peaks in the squeezed configurations [27]. We limit ourselves to remark, here, that the improvement, even when small, is obtained at no additional cost.

**4.7 Inference of cosmological parameters**

We finally present the results for the joint fit of the halo power spectrum and bispectrum in real space aimed at recovering unbiased estimates of the cosmological parameters. We use here the total volume of the Minerva simulations. The theoretical model coincides with the reference model depending on the seven bias and shot-noise parameters in eq. (4.1). In this case, however, also the three cosmological parameters $A_s$, $h$, and $\omega_m$ are let free to vary within a range specified by uniform priors (see table 1). Notice that, in practice, the bias parameters that we vary are the ones defined in eq. (3.43) (but we show the original ones in the figure). This alleviates the strong degeneracy between e.g. $b_1$ and $A_s$, and thus speeds up the convergence of the MCMC runs. All parameters are varied consistently at each step of the MCMC runs, the theoretical model is recomputed fully, and Fourier-grid effects are accounted for by means of the expansion method described in appendix A. The covariance matrix is again the one estimated from the Pinocchio mocks.

Figure 16 shows the parameter constraints on the model parameters for four different values of $k_{\text{max,P}} = 0.15, 0.20, 0.25, 0.30 \, h \, \text{Mpc}^{-1}$ (for the bispectrum, we still set $k_{\text{max,B}} = 0.09 \, h \, \text{Mpc}^{-1}$). The
posteriori for the cosmological parameters are nicely consistent with the input values used to run the N-body simulations, marked with gray lines, and the one for the linear bias $b_1$ again agrees with the value measured from the cross halo-matter power spectrum. This agreement is clearly visible in the 2D marginalized posteriors as well. Moreover, all the other parameters are still perfectly consistent with the values extracted from the reference analysis with fixed cosmological parameters. It is also worth noticing how, regardless of the degeneracies that might be present between bias and cosmological parameters, the posteriors for the bias parameters are still stable as a function of $k_{\text{max}}$. Similar conclusions can also be drawn for the parameter $\tilde{c}_0$ and for the stochastic parameters.

In figure 17, we compare the constraints obtained fitting the power spectrum only (up to $k_{\text{max,P}} = 0.30 \, h \, \text{Mpc}^{-1}$) and performing a joint fit of the power spectrum and the bispectrum (for the latter we use $k_{\text{max,B}} = 0.09 \, h \, \text{Mpc}^{-1}$). The fiducial model discussed in section 4.2 is fitted to the data but, once again, we let the cosmological parameters $A_s$, $h$, and $\omega_m$ vary. Strong parameter degeneracies are present in the power spectrum-only fit and the Markov chains do not satisfy the formal convergence criterion we use even after very many steps. Therefore, it is possible that the size of the blue constraints in the figure are underestimated, although we suspect not by much (based on multiple MCMC chains). The inclusion of the bispectrum to the analysis, even at large scales, tightens the constraints on the
cosmological parameters: constraints on $A_s$ are reduced by a factor 3.3, while the ones on $h$ and $\omega_m$ by a factor of roughly 2.

The data set we have analysed does not capture the full complexity of a galaxy redshift survey. Our setup, based on simulations within periodic boxes, at fixed redshift, and in real space, still lacks a proper modelling (in the observables, and possibly in the covariances) of non-linearities arising from redshift-space distortions, and of mode-coupling effects due to the survey window function. To an extent, this might result in a minor improvement on the constraints of the model parameters when the bispectrum is included in a realistic data analysis. However, given the unprecedentedly large volume we considered ($1000 \, h^{-3} \, \text{Gpc}^3$, almost twice the volume analysed in the challenge paper of [69]), our results form a very stringent test of halo bias models, as well as a strong consistency check between perturbative models and the non-linear dynamics simulated by N-body solvers. They also provide strong evidence that the perturbative bias treatment and the counterterms do not distort the posterior distribution of the cosmological parameters, at least in real-space. We thus conclude that a joint likelihood analysis of the power spectrum and the bispectrum should be able to provide unbiased estimates for the cosmological parameters, including information on the accelerated expansion of the Universe.
Figure 16. Triangle plot showing the 1D and 2D marginalized posteriors of the parameters of the fiducial model, where also three cosmological parameters are varied, from a joint fit of the halo power spectrum and bispectrum measured from the N-body simulations, for different values of $k_{\text{max},P} = 0.15, 0.20, 0.25, 0.30 \, h \, \text{Mpc}^{-1}$ (in blue, red, green, and orange respectively). Gray lines show the linear bias measured from the cross power spectrum and the input values of the cosmological parameters.

5 Conclusions

We presented a joint likelihood analysis of the real-space halo power spectrum and bispectrum extracted from 298 N-body simulations covering a total volume of roughly $1000 \, h^{-3} \, \text{Gpc}^3$. We compared the data to a perturbative model at one-loop for the power spectrum and at tree-level for the bispectrum. The model implementation, limited here to real space, is essentially the same that has been recently applied to the analysis of the BOSS data in [88]. In order to estimate the full non-linear covariance matrix for both observables along with their cross-covariance, we used measurements from 10000 mock halo catalogs generated with the Pinocchio code. We can summarize the main results of our analysis as follows.

- Using Bayesian model selection, we identify the optimal set of free parameters that can be
Figure 17. Triangle plot showing the 1D and 2D marginalized posteriors of the cosmological parameters inferred through a likelihood analysis of power spectrum (blue) and power spectrum and bispectrum (red) using the fiducial model. In this plot, we marginalize over all bias and stochastic parameters in order to highlight the impact that the inclusion of the bispectrum to the analysis has on the inference of cosmological parameters. For the power spectrum we set $k_{\text{max}, P} = 0.30 \, h \, \text{Mpc}^{-1}$, while we set $k_{\text{max}, B} = 0.09 \, h \, \text{Mpc}^{-1}$ for the bispectrum. Gray lines show the input values of the cosmological parameters.

constrained by the data (with a fixed background cosmological model), namely four bias parameters, one counterterm parameter, and two stochastic corrections to the power spectrum model.

- The theoretical model for the power spectrum nicely fits our numerical data up to $k_{\text{max}, P} \sim 0.3 \, h \, \text{Mpc}^{-1}$. Considering the power spectrum along with the bispectrum (up to $k_{\text{max}, B} = 0.09 \, h \, \text{Mpc}^{-1}$), the fit provides unbiased estimates of the linear bias parameter $b_1$ with sub-percent precision, as well as a good fit to the data as estimated both in terms of the $\chi^2$ and ppp diagnostics — even when the full data set is considered.

- We explore the possibility of reducing the dimensionality of parameter space by assuming that not all the bias parameters are independent, as suggested by several numerical and theoretical studies. In all cases, fitting the simplified models to the full data set gives biased estimates of the parameters. However, when the probed volume is reduced to match those that will be covered by the upcoming surveys ($6 \, h^{-3} \, \text{Gpc}^3$), all the fits based on the bias relations provide consistent values of the free parameters with smaller uncertainties than the default case. In particular, the DIC indicates that the data are best described by the $b_{G1}(b_1)$ relation proposed by [101].

- We investigate different methods to account for the discrete nature of measurements of Fourier-space correlators in the binning of the theoretical predictions. We find that, when the larger volume is considered, the evaluation of the model at a single effective triangle per bin leads to strongly biased parameter constraints. We propose a new method, discussed in appendix A,
we show that it is able to provide constraints consistent with our reference results (obtained by averaging exactly the model over the Fourier wavenumbers in each bin).

- We test several approximations to the covariance matrix. We find that neglecting the cross-correlations between power spectrum and bispectrum slightly biases the constraints on the model parameters. In addition, we show that the Gaussian (diagonal) approximation to the covariance matrix underestimates the errors by up to 20% on some triangular configurations, and fails to provide a proper estimate of the goodness-of-fit of the theoretical model.

- We explore different selection criteria to reduce the number of triangular configurations for the analysis of the bispectrum. We find that a selection of the triangular configurations accounting as well for their shape, rather than only the largest wavenumber $k_{\text{max,B}}$, can lead to an improvement in the parameters constraints by up to 50%.

- Finally, we perform a likelihood analysis in which also three cosmological parameters are varied. In this case, we use the power spectrum and the bispectrum data extracted from the full simulation suite. The constraints on the cosmological parameters obtained with our default 7-parameter model are nicely consistent with the input values of the simulations, up to $k_{\text{max,P}} = 0.3\, h\, \text{Mpc}^{-1}$. Moreover, compared to a power spectrum-only analysis, the constraints on cosmological parameters in a joint analysis shrink significantly, by a factor of $\sim 3$ for the amplitude of scalar perturbations $A_s$ and by a factor of $\sim 2$ for the Hubble parameter $h$ and the relative abundance of matter $\omega_m$. This major achievement demonstrates the feasibility of using perturbative models with free parameters in order to extract information on the underlying cosmological parameters from the joint analysis of the power spectrum and the bispectrum.

As already mentioned in the introduction, the likelihood analysis of three-point statistics is still a relatively poorly explored subject (particularly in order to set constraints on the cosmological parameters). While the ideal data set considered here does not have the complexity of a galaxy redshift survey, its large total simulation volume (combined with the 10,000 mock catalogs), allowed us to investigate the impact of several assumptions which are routinely made in this kind of studies. Upcoming observations will require a better quantification and control over possible systematic errors both in the theoretical modelling as in the methodology. For these reasons, we think that our work is a step towards more rigorous and thorough analysis of spectroscopic redshift surveys.
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A Approximations for the bin-averaged theoretical predictions

A.1 Power spectrum

Within a Fourier bin, the theoretical model for the power spectrum can be expanded in Taylor series around some wavenumber \( q_0 \) included in the same bin as

\[
P(q) = \sum_{n=0}^{\infty} \frac{1}{n!} P^{(n)}(q_0)(q - q_0)^n,
\]

(A.1)

so that its bin-average can be written as

\[
P_{\text{bin}}(k) = \frac{1}{N_{P}(k)} \sum_{q \in k} \sum_{n=0}^{\infty} \frac{1}{n!} P^{(n)}(q_0)(q - q_0)^n
\]

(A.2)

By defining the quantities

\[
\mu_n(k) = \frac{1}{N_{P}(k)} \sum_{q \in k} (q - q_0)^n,
\]

(A.3)

we can write the bin-average of the power spectrum as

\[
P_{\text{bin}}(k) = \sum_{n=0}^{\infty} \frac{1}{n!} P^{(n)}(q_0) \mu_n(k).
\]

(A.4)

This expression does not involve the evaluation of the power spectrum and its derivatives at each value of \( q = |q| \), and the quantities \( \mu_n(k) \) can be pre-computed.

If we choose for \( q_0 \) the effective wavenumber \( k_{\text{eff}} \) defined in eq. (3.33), the generic \( \mu_n(k) \) reduces to the central \( n \)-th moment of the discrete distribution of Fourier wavenumbers in the bin. The zeroth order term in the infinite expansion eq. (A.4), reduces to the standard effective power spectrum of eq. (3.34), since \( \mu_0(k) = 1 \). The first order contribution vanishes since \( \mu_1(k) = 0 \). The first, non-vanishing correction to the zeroth order term is then given by the second-derivative term, with \( \mu_2(k) \) being the variance of the distribution of Fourier wavenumbers inside the bin. Therefore, we can approximate the bin-averaged power spectrum, truncating the expansion to include up to the second order, as

\[
P^{(2)}_{\text{bin}}(k) \simeq P(k_{\text{eff}}) + \frac{1}{2} P''(k_{\text{eff}}) \mu_2(k).
\]

(A.5)

In order to have a well-behaved, continuous \( n \)-th derivative, it is required that the starting power spectrum is interpolated with at least an \( (n+1) \)-th order spline. This means that a cubic spline interpolation of the theoretical model of the power spectrum is sufficient for our purposes. The quantities \( k_{\text{eff}} \) and \( \mu_2(k) \) are evaluated only once, and therefore the computational cost of this approach is of the same order of the usual effective approach, while providing a great improvement in accuracy. This is shown in the left panel of figure 18, where the relative difference with the fully bin-averaged power spectrum is compared with the one of the effective prediction. As a reference, we also compare it with the integral approximation of the exact bin-average, and with the relative statistical uncertainty of our dataset.

A.2 Bispectrum

In the case of the bispectrum, due to its shape-dependence, the Taylor expansion approach is model dependent. For this reason, in the following it is more convenient to assume explicitly the structure of the tree-level model, eq. (3.28), that we adopted for the galaxy bispectrum. Introducing the generic kernel \( \tilde{K} \), we can write the model in the form

\[
B(q_1, q_2, q_3) = \tilde{K}(q_1, q_2) P_{\text{L}}(q_1) P_{\text{L}}(q_2) + \text{cyc}.
\]

(A.6)
expression for the bin-average of the bispectrum model becomes

\[
\langle f(q_1, q_2, q_3) \rangle_\triangle \equiv \frac{1}{N_B(k_1, k_2, k_3)} \sum_{q_1 \in k_1} \sum_{q_2 \in k_2} \sum_{q_3 \in k_3} \delta_K(q_{123}) f(q_1, q_2, q_3). \tag{A.7}
\]

Then, inside the triangle bin, we can expand the product of the power spectra in Taylor series around the sorted effective wavenumbers defined in eqs (3.35)

\[
P_L(q_1, q_m) = \sum_{u=0}^{\infty} \sum_{v=0}^{\infty} \frac{1}{u! v!} P_L^{(u)}(k_{eff, l}) P_L^{(v)}(k_{eff, m}) (q_{l} - k_{eff, l})^u (q_{m} - k_{eff, m})^v, \tag{A.8}
\]

where \((q_1, q_2, q_3)\) are relabeled as \((q_1, q_{m_3}, q_{m_1})\) (ordered from the longest to the shortest), and the full expression for the bin-average of the bispectrum model becomes

\[
B_{bin}(k_1, k_2, k_3) = \sum_{u=0}^{\infty} \sum_{v=0}^{\infty} \frac{1}{u! v!} P_L^{(u)}(k_{eff, l}) P_L^{(v)}(k_{eff, m}) \left\langle \tilde{K}(q_1, q_{m_3}) (q_{l} - k_{eff, l})^u (q_{m} - k_{eff, m})^v \right\rangle_\triangle + \text{cyc.} \tag{A.9}
\]

At zero-th order, we have that the approximation to the full bin-average of the bispectrum is simply

\[
B^{(0)}_{bin}(k_1, k_2, k_3) \simeq \left\langle \tilde{K}(q_1, q_{m_3}) \right\rangle_\triangle P_L(k_{eff, l}) P_L(k_{eff, m}) + \text{cyc.}. \tag{A.10}
\]

Notice that this expression does not reduce to the bispectrum evaluated at effective wavenumbers, since it includes the exact bin-average of the kernel. At higher order, new terms appear, where the bin-average now applies to the product of the kernel with powers of Fourier wavenumbers. Truncating the full expansion, retaining terms up to \(u + v = 2\), this approximation requires to precompute 18 averages for each kernel, in addition to the three effective wavenumbers.

The shot-noise contribution does not require the computation of any extra term, since the averages appearing are already computed for the constant kernel relative to the quadratic bias operator,

\[
P^{\text{bin-\text{shot-noise}}}_{\text{shot}}(k_1, k_2, k_3) \simeq \frac{1 + \alpha_1}{n} \delta^2 \left[ P_L(k_{eff, l}) + \frac{1}{2} P_L^2(k_{eff, l}) \left\langle (q_{l} - k_{eff, l})^2 \right\rangle_\triangle \right] + \text{cyc.} + \frac{1 + \alpha_2}{n^2}. \tag{A.11}
\]
As shown in the right panel of figure 18, this method provides generally a better accuracy (of at least one order of magnitude) compared to the standard effective method with sorted wavenumbers and to the integral approximation of the exact bin-average.

References

[1] K.S. Dawson, J.-P. Kneib, W.J. Percival, S. Alam, F.D. Albareti, S.F. Anderson et al., The SDSS-IV Extended Baryon Oscillation Spectroscopic Survey: Overview and Early Data, Astron. J. 151 (2016) 44 [1508.04473].

[2] R. Laureijs, J. Amiaux, S. Arduini, J. Auguères, J. Brinchmann, R. Cole et al., Euclid Definition Study Report, ArXiv: 1110.3193 (2011) [1110.3193].

[3] M. Levi, C. Bebek, T. Beers, R. Blum, R. Cahn, D. Eisenstein et al., The DESI Experiment, a whitepaper for Snowmass 2013, ArXiv: 1308.0847 (2013) [1308.0847].

[4] Z. Slepian, D.J. Eisenstein, J.R. Brownstein, C.-H. Chuang, H. Gil-Marín, S. Ho et al., Detection of baryon acoustic oscillation features in the large-scale three-point correlation function of SDSS BOSS DR12 CMASS galaxies, Mon. Not. R. Astron. Soc. 469 (2017) 1738 [1607.06097].

[5] H. Gil-Marín, L. Verde, W.J. Percival, C. Wagner, M. Manera et al., The power spectrum and bispectrum of SDSS DR11 BOSS galaxies - I. Bias and gravity, Mon. Not. R. Astron. Soc. 451 (2015) 539 [1407.6668].

[6] H. Gil-Marín, L. Verde, J. Noreña, A.J. Cuesta, L. Samushia, W.J. Percival et al., The power spectrum and bispectrum of SDSS DR11 BOSS galaxies - II. Cosmological interpretation, Mon. Not. R. Astron. Soc. 452 (2015) 1914 [1408.0027].

[7] H. Gil-Marín, W.J. Percival, L. Verde, J.R. Brownstein, C.-H. Chuang, F.-S. Kitaura et al., The clustering of galaxies in the SDSS-III Baryon Oscillation Spectroscopic Survey: RSD measurement from the power spectrum and bispectrum of the DR12 BOSS galaxies, Mon. Not. R. Astron. Soc. 465 (2017) 1757 [1606.00439].

[8] D.W. Pearson and L. Samushia, A Detection of the Baryon Acoustic Oscillation features in the SDSS BOSS DR12 Galaxy Bispectrum, Mon. Not. R. Astron. Soc. 478 (2018) 4500 [1712.04970].

[9] E. Sefusatti and R. Scoccimarro, Galaxy bias and halo-occupation numbers from large-scale clustering, Phys. Rev. D 71 (2005) 063001 [astro-ph/0412626].

[10] E. Sefusatti, M. Crocce, S. Pueblas and R. Scoccimarro, Cosmology and the bispectrum, Phys. Rev. D 74 (2006) 023522 [arXiv: astro-ph/0604505].

[11] Y.-S. Song, A. Taruya and A. Oka, Cosmology with anisotropic galaxy clustering from the combination of power spectrum and bispectrum, Journal of Cosmology and Astro-Particle Physics 8 (2015) 007 [1502.03099].

[12] J. Byun, A. Eggemeier, D. Regan, D. Seery and R.E. Smith, Towards optimal cosmological parameter recovery from compressed bispectrum statistics, Mon. Not. R. Astron. Soc. 471 (2017) 1581 [1705.04392].

[13] K.C. Chan and L. Blot, Assessment of the information content of the power spectrum and bispectrum, Phys. Rev. D 96 (2017) 023528 [1610.06585].

[14] P. Gagrani and L. Samushia, Information Content of the Angular Multipoles of Redshift-Space Galaxy Bispectrum, Mon. Not. R. Astron. Soc. 467 (2017) 928 [1610.03488].

[15] V. Yankelevich and C. Porciani, Cosmological information in the redshift-space bispectrum, Mon. Not. R. Astron. Soc. (2018) [1807.07076].

[16] A. Chudaykin and M.M. Ivanov, Measuring neutrino masses with large-scale structure: Euclid forecast with controlled theoretical error, Journal of Cosmology and Astro-Particle Physics 2019 (2019) 034 [1907.06666].

[17] F. Kamalinejad and Z. Slepian, A Non-Degenerate Neutrino Mass Signature in the Galaxy Bispectrum, arXiv e-prints (2020) arXiv:2011.00899 [2011.00899].
C. Hahn, F. Villaescusa-Navarro, E. Castorina and R. Scoccimarro, Constraining $M_\nu$ with the bispectrum. Part I. Breaking parameter degeneracies, Journal of Cosmology and Astro-Particle Physics 2020 (2020) 040 [1909.11107].

C. Hahn and F. Villaescusa-Navarro, Constraining $M_\nu$ with the bispectrum. Part II. The information content of the galaxy bispectrum monopole, Journal of Cosmology and Astro-Particle Physics 2021 (2021) 029 [2012.02200].

D. Gualdi and L. Verde, Galaxy redshift-space bispectrum: the importance of being anisotropic, Journal of Cosmology and Astro-Particle Physics 2020 (2020) 041 [2003.12075].

L. Samushia, Z. Slepian and F. Villaescusa-Navarro, Information content of higher order galaxy correlation functions, Mon. Not. R. Astron. Soc. 505 (2021) 628 [2010.01696].

D. Gualdi and L. Verde, Galaxy redshift-space bispectrum: the importance of being anisotropic, Journal of Cosmology and Astro-Particle Physics 2020 (2020) 041 [2003.12075].

L. Samushia, Z. Slepian and F. Villaescusa-Navarro, Information content of higher order galaxy correlation functions, Mon. Not. R. Astron. Soc. 505 (2021) 628 [2010.01696].

N. Agarwal, V. Desjacques, D. Jeong and F. Schmidt, Information content in the redshift-space galaxy power spectrum and bispectrum, Journal of Cosmology and Astro-Particle Physics 2021 (2021) 021 [2007.04340].

A. Eggemeier, R. Scoccimarro, R.E. Smith, M. Crocce, A. Pezzotta and A.G. Sánchez, Testing one-loop galaxy bias: Joint analysis of power spectrum and bispectrum, Phys. Rev. D 103 (2021) 123550 [2102.06902].

E. Sefusatti and E. Komatsu, Bispectrum of galaxies from high-redshift galaxy surveys: Primordial non-gaussianity and nonlinear galaxy bias, Phys. Rev. D 76 (2007) 083004 [arXiv:0705.0343].

E. Sefusatti, One-loop perturbative corrections to the matter and galaxy bispectrum with non-gaussian initial conditions, Phys. Rev. D 80 (2009) 123002 [0905.0717].

E. Sefusatti, M. Croce and V. Desjacques, The halo bispectrum in N-body simulations with non-Gaussian initial conditions, Mon. Not. R. Astron. Soc. 425 (2012) 2903 [1111.6966].

R. Scoccimarro, E. Sefusatti and M. Zaldarriaga, Probing primordial non-gaussianity with large-scale structure, Phys. Rev. D 69 (2004) 103513 [astro-ph/0312286].

E. Sefusatti and E. Komatsu, Bispectrum of galaxies from high-redshift galaxy surveys: Primordial non-gaussianity and nonlinear galaxy bias, Phys. Rev. D 76 (2007) 083004 [arXiv:0705.0343].

E. Sefusatti, One-loop perturbative corrections to the matter and galaxy bispectrum with non-gaussian initial conditions, Phys. Rev. D 80 (2009) 123002 [0905.0717].

E. Sefusatti, M. Croce and V. Desjacques, The halo bispectrum in N-body simulations with non-Gaussian initial conditions, Mon. Not. R. Astron. Soc. 425 (2012) 2903 [1111.6966].

R. Scoccimarro, L. Hui, M. Manera and K.C. Chan, Large-scale bias and efficient generation of initial conditions for nonlocal primordial non-Gaussianity, Phys. Rev. D 85 (2012) 083002 [1108.5512].

G. Tasinato, M. Tellarini, A.J. Ross and D. Wands, Primordial non-Gaussianity in the bispectra of large-scale structure, Journal of Cosmology and Astro-Particle Physics 2014 (2014) 032 [1310.7482].

M. Tellarini, A.J. Ross, G. Tasinato and D. Wands, Non-local bias in the halo bispectrum with primordial non-Gaussianity, Journal of Cosmology and Astro-Particle Physics 7 (2015) 004 [1504.00324].

M. Tellarini, A.J. Ross, G. Tasinato and D. Wands, Galaxy bispectrum, primordial non-Gaussianity and redshift space distortions, Journal of Cosmology and Astro-Particle Physics 6 (2016) 014 [1603.06814].

D. Yamauchi, S. Yokoyama and K. Takahashi, Multitracer technique for galaxy bispectrum: An application to constraints on nonlocal primordial non-Gaussianities, Phys. Rev. D 95 (2017) 063530 [1611.03590].

D. Karagiannis, A. Lazanu, M. Liguori, A. Raccanelli, N. Bartolo and L. Verde, Constraining primordial non-Gaussianity with bispectrum and power spectrum from upcoming optical and radio surveys, Mon. Not. R. Astron. Soc. 478 (2018) 1341 [1801.09280].

A. Barreira, On the impact of galaxy bias uncertainties on primordial non-Gaussianity constraints, Journal of Cosmology and Astro-Particle Physics 2020 (2020) 031 [2009.06622].

A. Moradinezhad Dizgah, M. Biagetti, E. Sefusatti, V. Desjacques and J. Noreña, Primordial non-Gaussianity from biased tracers: likelihood analysis of real-space power spectrum and bispectrum, Journal of Cosmology and Astro-Particle Physics 2021 (2021) 015 [2010.14523].

A. Shirata, Y. Suto, C. Hikage, T. Shiromizu and N. Yoshida, Galaxy clustering constraints on deviations from Newtonian gravity at cosmological scales. II. Perturbative and numerical analyses of power spectrum and bispectrum, Phys. Rev. D 76 (2007) 044026 [0705.1311].

D. Yamauchi, S. Yokoyama and H. Tashiro, Constraining modified theories of gravity with the galaxy bispectrum, Phys. Rev. D 96 (2017) 123516 [1709.03243].
[38] B. Bose and A. Taruya, The one-loop matter bispectrum as a probe of gravity and dark energy, *Journal of Cosmology and Astro-Particle Physics* **2018** (2018) 019 [1808.01120].

[39] B. Bose, J. Byun, F. Lacasa, A. Moradinezhad Dizgah and L. Lombriser, Modelling the matter bispectrum at small scales in modified gravity, *Journal of Cosmology and Astro-Particle Physics* **2020** (2020) 025 [1909.02504].

[40] C. Heinrich and O. Doré, Cross-bispectra constraints on modified gravity theories from the Nancy Grace Roman Space Telescope and the Rubin Observatory Legacy Survey of Space and Time, *Phys. Rev. D* **102** (2020) 123549 [2006.03138].

[41] R.E. Smith, R.K. Sheth and R. Scoccimarro, Analytic model for the bispectrum of galaxies in redshift space, *Phys. Rev. D* **78** (2008) 023523 [0712.0017].

[42] F. Bernardeau, M. Crocce and R. Scoccimarro, Constructing regularized cosmic propagators, *Phys. Rev. D* **85** (2012) 123519 [1112.3895].

[43] C. Rampf and Y.Y.Y. Wong, Lagrangian perturbations and the matter bispectrum II: the resummed one-loop correction to the matter bispectrum, *Journal of Cosmology and Astro-Particle Physics* **6** (2012) 18 [1203.4261].

[44] V. Assassi, D. Baumann, D. Green and M. Zaldarriaga, Renormalized halo bias, *Journal of Cosmology and Astro-Particle Physics* **8** (2014) 056 [1402.5916].

[45] H. Gil-Marín, C. Wagner, J. Noréña, L. Verde and W. Percival, Dark matter and halo bispectrum in redshift space: theory and applications, *Journal of Cosmology and Astro-Particle Physics* **12** (2014) 029 [1407.1836].

[46] S. Saito, T. Baldauf, Z. Vlah, U. Seljak, T. Okumura and P. McDonald, Understanding higher-order nonlocal halo bias at large scales by combining the power spectrum with the bispectrum, *Phys. Rev. D* **90** (2014) 123522 [1405.1447].

[47] T. Baldauf, L. Mercolli, M. Mirbabayi and E. Pajer, The bispectrum in the Effective Field Theory of Large Scale Structure, *Journal of Cosmology and Astro-Particle Physics* **5** (2015) 007 [1406.4135].

[48] R. Angulo, M. Fasiello, L. Senatore and Z. Vlah, On the statistics of biased tracers in the Effective Field Theory of Large Scale Structures, *Journal of Cosmology and Astro-Particle Physics* **9** (2015) 029 [1503.08826].

[49] A. Lazanu, T. Giannantonio, M. Schmittfull and E.P.S. Shellard, Matter bispectrum of large-scale structure: Three-dimensional comparison between theoretical models and numerical simulations, *Phys. Rev. D* **93** (2016) 083517 [1510.04075].

[50] I. Hashimoto, Y. Rasera and A. Taruya, Precision cosmology with redshift-space bispectrum: A perturbation theory based model at one-loop order, *Phys. Rev. D* **96** (2017) 043526 [1705.02574].

[51] M.M. Ivanov and S. Sibiryakov, Infrared resummation for biased tracers in redshift space, *Journal of Cosmology and Astro-Particle Physics* **2018** (2018) 053 [1804.05080].

[52] A. Lazanu and M. Liguori, The two and three-loop matter bispectrum in perturbation theories, *Journal of Cosmology and Astro-Particle Physics* **4** (2018) 055 [1803.03184].

[53] V. Desjacques, D. Jeong and F. Schmidt, The galaxy power spectrum and bispectrum in redshift space, *Journal of Cosmology and Astro-Particle Physics* **2018** (2018) 035 [1806.04015].

[54] E.O. Nadler, A. Perko and L. Senatore, On the bispectra of very massive tracers in the Effective Field Theory of Large-Scale Structure, *Journal of Cosmology and Astro-Particle Physics* **2** (2018) 058 [1710.10308].

[55] M. Simonović, T. Baldauf, M. Zaldarriaga, J.J. Carrasco and J.A. Kollmeier, Cosmological perturbation theory using the FFTLog: formalism and connection to QFT loop integrals, *Journal of Cosmology and Astro-Particle Physics* **4** (2018) 030 [1708.08130].

[56] R. de Belsunce and L. Senatore, Tree-level bispectrum in the effective field theory of large-scale structure extended to massive neutrinos, *Journal of Cosmology and Astro-Particle Physics* **2019** (2019) 038 [1804.06849].

[57] A. Eggemeier, R. Scoccimarro and R.E. Smith, Bias loop corrections to the galaxy bispectrum, *Phys. Rev. D* **99** (2019) 123514 [1812.03208].
[98] M.H. Goroff, B. Grinstein, S.-J. Rey and M.B. Wise, Coupling of modes of cosmological mass density fluctuations, *Astrophys. J.* **311** (1986) 6.

[99] Z. Vlah, U. Seljak, M. Yat Chu and Y. Feng, Perturbation theory, effective field theory, and oscillations in the power spectrum, *Journal of Cosmology and Astro-Particle Physics* **2016** (2016) 057 [1509.02120].

[100] T. Lazeyras, C. Wagner, T. Baldauf and F. Schmidt, Precision measurement of the local bias of dark matter halos, *Journal of Cosmology and Astro-Particle Physics* **2** (2016) 018 [1511.01096].

[101] A. Eggemeier, R. Scoccimarro, M. Crocce, A. Pezzotta and A.G. Sánchez, Testing one-loop galaxy bias: Power spectrum, *Phys. Rev. D* **102** (2020) 103530 [2006.09729].

[102] R.K. Sheth, K.C. Chan and R. Scoccimarro, Nonlocal Lagrangian bias, *Phys. Rev. D* **87** (2013) 083002 [1207.7117].

[103] K.C. Chan, R. Scoccimarro and R.K. Sheth, Gravity and large-scale nonlocal bias, *Phys. Rev. D* **85** (2012) 083509 [1201.3614].

[104] T. Baldauf, U. Seljak, V. Desjacques and P. McDonald, Evidence for quadratic tidal tensor bias from the halo bispectrum, *Phys. Rev. D* **86** (2012) 083540 [1201.4827].

[105] T. Lazeyras and F. Schmidt, Beyond LIMD bias: a measurement of the complete set of third-order halo bias parameters, *Journal of Cosmology and Astro-Particle Physics* **9** (2018) 008 [1712.07531].

[106] M.M. Abidi and T. Baldauf, Cubic halo bias in Eulerian and Lagrangian space, *Journal of Cosmology and Astro-Particle Physics* **2018** (2018) 029 [1802.07622].

[107] A. Barreira, T. Lazeyras and F. Schmidt, Galaxy bias from forward models: linear and second-order bias of IllustrisTNG galaxies, *Journal of Cosmology and Astro-Particle Physics* **2021** (2021) 029 [2105.02876].

[108] M. Zennaro, R.E. Angulo, S. Contreras, M. Pellejero-Ibáñez and F. Maion, Priors on lagrangian bias parameters from galaxy formation modelling, arXiv e-prints (2021) arXiv:2110.05408 [2110.05408].

[109] E. Sellentin and A.F. Heavens, Parameter inference with estimated covariance matrices, *Mon. Not. R. Astron. Soc.* **456** (2016) L132 [1511.05969].

[110] D. Foreman-Mackey, D.W. Hogg, D. Lang and J. Goodman, emcee: The MCMC Hammer, *Publications of the Astronomical Society of the Pacific* **125** (2013) 306 [1202.3665].

[111] J. Goodman and J. Weare, Ensemble samplers with affine invariance, *Communications in Applied Mathematics and Computational Science, Vol. 5, No. 1, p. 65-80, 2010* **5** (2010) 65.

[112] A. Gelman and D.B. Rubin, *Inference from Iterative Simulation Using Multiple Sequences*, *Statistical Science* **7** (1992) 457.

[113] A. Lewis, A. Challinor and A. Lasenby, Efficient computation of cosmic microwave background anisotropies in closed friedmann-robertson-walker models, *Astrophys. J.* **538** (2000) 473 [astro-ph/9911177].

[114] J.E. McEwen, X. Fang, C.M. Hirata and J.A. Blazek, FAST-PT: A novel algorithm to calculate convolution integrals in cosmological perturbation theory, *Journal of Cosmology and Astro-Particle Physics* **9** (2016) 015 [1603.04826].

[115] A. Lewis, GetDist: a Python package for analysing Monte Carlo samples, arXiv e-prints (2019) arXiv:1910.13970 [1910.13970].

[116] A. Gelman, J.B. Carlin, H.S. Stern and D.B. Rubin, *Bayesian Data Analysis*, Chapman and Hall/CRC, 2nd ed. ed. (2004).

[117] H.-J. Seo and D.J. Eisenstein, Probing Dark Energy with Baryonic Acoustic Oscillations from Future Large Galaxy Redshift Surveys, *Astrophys. J.* **598** (2003) 720 [astro-ph/0307460].

---

– 38 –