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ABSTRACT. Coherent structures are spatially varying regions which disperse minimally over time and organise motion in non-autonomous systems. This work develops and implements algorithms providing multilayered descriptions of time-dependent systems which are not only useful for locating coherent structures, but also for detecting time windows within which these structures undergo fundamental structural changes, such as merging and splitting events. These algorithms rely on singular value decompositions associated to Ulam type discretisations of transfer operators induced by dynamical systems, and build on recent developments in multiplicative ergodic theory. Furthermore, they allow us to investigate various connections between the evolution of relevant singular value decompositions and dynamical features of the system. The approach is tested on models of periodically and quasi-periodically driven systems, as well as on a geophysical dataset corresponding to the splitting of the Southern Polar Vortex.

1. Introduction. Coherent structures are spatially varying regions that disperse minimally over time and organise motion in non-autonomous systems. In the form of oceanic eddies and atmospheric vortices, they play important roles in biogeochemical phenomena and influence the weather of our planet. Understanding and characterising the dynamical behaviour of such structures, as well as maximising the information about them that can be extracted from data and models of the underlying flows, is important for understanding how transport and mixing properties develop as the dynamical system evolves. In this paper, we consider fundamental structural changes, such as merging and splitting events, to show that the dynamical behaviour of coherent structures can be characterised using transfer operator technology and results from ergodic theory.

The transfer operator point of view can be interpreted as tracking the evolution of an initial ensemble of trajectories, or a density, through time. These methods were first found to be useful in the identification of almost-invariant sets in the 1990s [9]. Coherent structures are the time-dependent generalisation of almost-invariant sets. The latter do not move over
time, as illustrated in the top row of Figure 1; coherent structures, are shown in the bottom row. In applications, transfer operator based methods were initially investigated in the area of molecular dynamics [10], and later in the context of geophysical flows, starting with the work of Froyland, Padberg, England, and Treguier [16]. This approach was later developed to identify and track time-varying structures, beginning with the works of Froyland, Lloyd and Quas on multiplicative ergodic theory in [12, 13]. A survey of these techniques is provided in [21].

Figure 1. Figures 1a and 1b show almost invariant structures as described by the (evolved) subdominant eigenvector of an Ulam matrix approximation to the transfer operator in the periodically driven double gyre flow, with parameters as in [40]. Figures 1c and 1d show finite-time coherent structures as described by the (evolved) subdominant initial time singular vector of a composition of 10 Ulam matrices describing the evolution of the transitory double gyre flow introduced by [31]. See [17] for a thorough discussion of both models.

In their most basic form, transfer operators, and also their adjoints, called composition or Koopman operators (see e.g. [4, 42]), provide a spectral approach for the study of autonomous dynamical systems. Indeed, transfer and Koopman operators are linear operators that encode the global behaviour of a dynamical system. Roughly speaking, their eigenvectors provide dynamically meaningful modes and the corresponding eigenvalues encode their rates of decay. This point of view has given rise to various methods that investigate transport and mixing in flows, see e.g. [3], [28], [18] and references therein. Another, more geometric point of view, which is also used to handle truly time-dependent dynamics, is provided by the so-called Lagrangian Coherent Structures approach, in which key barriers to transport are sought [24, 1, 25]. A review of the more commonly used methods in this direction is found in [2]. There, the authors also present a general framework that seeks to better characterise the coherence of quantities that co-evolve with the vector field.

Multiplicative ergodic theory is concerned with existence and properties of spectral type decompositions for non-autonomous dynamical systems. That is, for systems whose evolution rules change over time. This was initially developed by Oseledets in the 1960’s [37] and was adapted and expanded to the semi-invertible setting in [12, 13, 22, 23]. This extension is crucial to the study of transfer operators of non-autonomous dynamical systems.
because it covers cases where the dynamics are not necessarily invertible. When the theory applies, it provides a (finite or countable) list of Lyapunov exponents, \( 0 = \lambda_1 > \lambda_2 > \ldots \), for the transfer operator cocycle, which encodes the decay rates associated to the non-autonomous system over time\(^1\).

Associated to each Lyapunov exponent \( \lambda_i \), there is a finite-dimensional time-dependent space \( E_i(\omega) \). These are the so-called Oseledets spaces or modes which, in a hierarchical way, encode information about the system’s coherent structures. Their time dependence may be associated, for example, with seasonal and random fluctuations in the system. It is also closely related to the underlying time dependence of the dynamics.

An idea going back to Raghunathan [39] is that Lyapunov exponents and Oseledets modes can be approximated using singular values and singular vectors arising from singular value decompositions (SVDs) that correspond to longer and longer evolution times. At a general level, this approach is related to computational algorithms to approximate Oseledets modes and so-called covariant Lyapunov vectors, e.g. [20, 11, 34]. In the context of transfer operators and matrix approximations thereof, SVDs were employed in [14, 19] to identify coherent structures and finite-time coherent sets. The result of [39] was extended in [23] to the infinite dimensional setting, showing that SVD type decompositions also provide approximations to Oseledets modes and Lyapunov exponents in the context of transfer operator cocycles.

This work develops and implements SVD based algorithms that build on multiplicative ergodic theory insights to extract detailed information about coherent structures in dynamical systems. In the numerical applications investigated here, infinite dimensional transfer operators are approximated by finite rank stochastic matrices. This is done using a popular Galerkin projection technique known as Ulam’s method. The algorithms are used to rank and track structures whose location and boundaries shift over time, and to identify time windows where structural changes, such as merging and splitting events, occur. Furthermore, an equivariance test is introduced. This is used to assess the quality of pairings among structures as they are followed through time.

The algorithms are tested on three models. The first two models investigate a forced double well potential under periodic and quasi-periodic forcing, respectively, and for a range of time windows. The final case study relies on data from the European Centre for Medium-Range Weather Forecasts (ECMWF) and investigates the splitting of the Southern (Antarctic) Polar Vortex in 2002. This splitting was directly related to the first observed major warming in the Southern Hemisphere and the division of the Antarctic ozone hole into two parts [33, 36, 5]. In this latter model, we compare our numerical results to the method of normalised evolved singular vectors introduced in [19]. In all three cases, our methods give important information regarding the location and time windows within which coherent structures merge and/or separate in the presence of an underlying time-dependent and possibly chaotic flow.

After this paper was submitted, the related work [32] became available. In [32] the authors develop a set-oriented bifurcation analysis to better understand and identify spectral signals associated with bifurcations of the almost invariant patterns characterising an underlying autonomous dynamical system.

---

\(^1\)These Lyapunov exponents should not be confused with the Lyapunov exponents associated to trajectories in physical space, some of which may be positive in the context of chaotic systems.
2. Background and framework.

2.1. Non-autonomous dynamical systems. Non-autonomous dynamical systems are characterised by the fact that the system’s evolution rule changes from one step to the next, depending on the environment. To model these external influences, we consider a driving system described by a tuple \((\Omega, \mathcal{F}, P, \sigma)\), where \((\Omega, \mathcal{F}, P)\) is a probability space and \(\sigma: \Omega \to \Omega\). Each \(\omega \in \Omega\) corresponds to a possible state of the environment, and the map \(\sigma\) dictates how the environment changes from one step in time to the next. For Section 2.4, we will also require \(\sigma\) to be invertible, \(P\) preserving and ergodic. That is, \(P(\sigma^{-1}(E)) = P(E)\) for every \(E \in \mathcal{F}\), and if \(\sigma^{-1}(E) = E\) for some \(E \in \mathcal{F}\), then either \(P(E) = 0\) or \(P(E) = 1\).

The evolution rule for the system is defined by a collection of maps \(T_\omega : X \to X\), indexed by \(\omega \in \Omega\), where \(X\) is the configuration space. The map \(T_\omega\) can be thought of as describing the terminal location of particles \(x \in X\), initialised in the environment \(\omega\), after one step of the dynamics. The discrete time evolution of particle \(x \in X\) in forward time \((n > 0)\) can thus be described by the following composition,

\[
T_\omega^{(n)}(x) := T_{\sigma^{n-1}\omega} \circ \cdots \circ T_{\sigma^2\omega} \circ T_{\sigma\omega} \circ T_\omega(x).
\] (1)

In what follows, we assume \(X\) is a manifold and \(T_\omega\) is non-singular for every \(\omega \in \Omega\). That is, \(\text{vol}(T_\omega^{-1}(A)) = 0\) for all measurable \(A \subset X\) such that \(\text{vol}(A) = 0\), where \(\text{vol}\) denotes the Lebesgue measure on \(X\).

2.2. Transfer operators. To each instance of the evolution rule \(T_\omega\), there is an associated transfer or Perron-Frobenius operator \(L_\omega : L^1(X, \text{vol}) \to L^1(X, \text{vol})\), where \(L_\omega f\) is defined by the property that for every measurable \(A \subset X\),

\[
\int_A L_\omega f(x) \, d\text{vol}(x) = \int_{T_\omega^{-1}(A)} f(x) \, d\text{vol}(x).
\] (2)

If \(f \in L^1(X, \text{vol})\) is the density of an ensemble of initial conditions in \(X\), then \(L_\omega f\) describes the result of evolving this density under \(T_\omega\). The Perron-Frobenius operator is Markovian in the sense that it is linear, \(f \geq 0\) implies \(L_\omega f \geq 0\) and \(\|L_\omega f\|_{L^1} \leq \|f\|_{L^1}\) [29].

As before, the \(n\)-step evolution of densities under the non-autonomous dynamics is described by the following composition,

\[
L_\omega^{(n)} := L_{\sigma^{n-1}\omega} \circ \cdots \circ L_{\sigma^2\omega} \circ L_{\sigma\omega} \circ L_\omega.
\] (3)

2.3. Ulam’s method and numerical approximations. In numerical investigations, a Galerkin projection known as Ulam’s method [41] is often employed to approximate the transfer operator. This method partitions \(X\) into a pairwise disjoint collection of bins \(\{B_1, \ldots, B_m\}\) of positive volume. For \(i = 1, \ldots, m\), the indicator function on bin \(B_i\) is denoted by \(\mathbb{1}_{B_i}\). The Ulam approximation to \(L_\omega\) is given by an \(m \times m\) matrix \(P(\omega)\) whose \(ij\)-th entry is obtained by computing the proportion of \(Q\) uniformly distributed test points \(x_{i,1}, \ldots, x_{i,Q} \in B_i\) that move to \(B_j\) after one step of the dynamics. That is,

\[
P(\omega)_{i,j} = \frac{1}{Q} \sum_{q=1}^{Q} \mathbb{1}_{B_j}(T_\omega(x_{i,q})).
\] (4)

When the map \(T_\omega\) arises from integration of a vector field, one also approximates \(T_\omega\) numerically, e.g., using Runge-Kutta numerical integration of the time dependent vector field which, if necessary, is interpolated linearly in space and time.
To construct each Ulam matrix $P(\omega)$ numerically as a sparse matrix, the software package GAIO [8] is used. These matrices are then combined to define a matrix cocycle approximating the $n$-step transfer operator $L_\omega^{(n)}$ by

$$P_\omega^{(n)} := P(\omega)P(\sigma \omega) \cdots P(\sigma^{n-1} \omega),$$

or equivalently,

$$(P_\omega^{(n)})^T := P(\sigma^{n-1} \omega)^T \cdots P(\sigma \omega)^T P(\omega)^T,$$

where $P^T$ denotes the transpose of $P$.

A visual summary of the concepts introduced in Sections 2.1–2.3 is presented in Figure 2. The bottom two rows present three-dimensional views of densities evolving under the dynamics. For a more comprehensive perspective, two-dimensional visualisations will be employed in later figures. As here, the colour will reflect the value of the density at the corresponding location.

In practice, one may also be interested to investigate systems where the domain and range are not necessarily the same space. For example, this is useful to track the evolution of particles initially seeded in some location of interest, as in [19]. An extension of the above framework in this vein is possible by allowing $\omega$-dependent spaces $\{X_\omega\}_{\omega \in \Omega}$ and maps $T_\omega : X_\omega \to X_{\sigma \omega}$. Further details regarding the application of Ulam’s method to transfer operators can be found in [7, 15, 27, 17, 11].

### 2.4. Singular value decompositions and multiplicative ergodic theory

The singular value decomposition (SVD) algorithm decomposes a matrix $A \in \mathbb{R}^{m \times m'}$ as $A = USV^T$, where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{m' \times m'}$ are unitary matrices, whilst $S \in \mathbb{R}^{m \times m'}$ is a diagonal matrix with $s_1 \geq s_2 \geq \ldots \geq s_p \geq 0$ on the diagonal and $p = \min(m, m')$. The entries in $S$, known as singular values $\{s_j\}_{1 \leq j \leq p}$, are uniquely determined by $A$. The columns of $U$
are the corresponding left singular vectors \( \{u_j\}_{1 \leq j \leq m} \) and those in \( V \) are the right singular vectors \( \{v_j\}_{1 \leq j \leq m'} \). These vectors satisfy the relation \( u_j^T A = s_j v_j \), for \( 1 \leq j \leq p \). Thus, vectors \( \{u_j\} \) can be thought of as modes corresponding to the initial time which, under the application of \( A \), evolve into multiples of the final time modes \( \{v_j\} \). For the case of square matrices where \( m = m' \), if \( \{s_j\} \) are distinct then both \( \{u_j\} \) and \( \{v_j\} \) are uniquely determined up to a sign.

The multiplicative ergodic theorem (MET) provides a spectral type decomposition which allows one to investigate non-autonomous dynamical systems with spectral techniques. For example, in the context of matrix cocycles under right multiplication, Froyland, Lloyd and Quas show the following result, allowing for both invertible and non-invertible matrices to be considered.

**Theorem.** [12, Theorem 4.1] Let \( \sigma \) be an ergodic, invertible measure-preserving transformation of the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \( m \in \mathbb{N} \) and \( P : \Omega \rightarrow \mathbb{R}^{m \times m} \) be a measurable family of matrices satisfying \( \int \log^+ \| P(\omega) \| d\mathbb{P}(\omega) < \infty \) where \( \log^+ x := \max\{0, \log x\} \). Then there exist Lyapunov exponents \( \lambda_1 > \lambda_2 > \ldots > \lambda_d \geq -\infty \), numbers \( m_1, \ldots, m_d \in \mathbb{N} \) with \( m_1 + \ldots + m_d = m \) and measurable families of subspaces, called Oseledets spaces, \( W_j(\omega) \subset \mathbb{R}^m \), \( 1 \leq j \leq d \), such that for \( \mathbb{P} \)-almost every \( \omega \) the following hold:

1. \( \dim W_j(\omega) = m_j \).
2. \( \mathbb{R}^m = \bigoplus_{j=1}^d W_j(\omega) \).
3. \( W_j(\omega) P(\omega) = W_j(\sigma \omega) \) when \( \lambda_j \neq -\infty \) and \( W_j(\omega) P(\omega) \subseteq W_j(\sigma \omega) \) in general.
4. \( \lim_{n \rightarrow \infty} (1/n) \log \| u^T P(\omega) P(\sigma \omega) \cdots P(\sigma^{n-1} \omega) \| = \lambda_j \) for all \( u \in W_j(\omega) \setminus \{0\} \).

In short, the Oseledets spaces \( W_j(\omega) \) provide a decomposition (splitting) of \( \mathbb{R}^m \) into \( \omega \)-dependent (time-varying) modes ordered by decay rate. The rate is determined by the Lyapunov exponent \( \lambda_j \). These modes evolve according to point 3, which is referred to as the equivariance property.

The previous result involves limits as \( n \) (time) approaches infinity. The focus of this work is on extracting dynamical information from leading modes arising from singular value decompositions of matrix products of the form \( P_\omega^{(n)} = P(\omega) P(\sigma \omega) \cdots P(\sigma^{n-1} \omega) \), coming from Ulam matrix cocycles as in (5). The observation that these are related to objects arising from the MET goes back to Raghunathan’s work [39]. The Lyapunov exponents are approximated by the exponential growth rates of the associated singular values, that is \( \lambda_j = \lim_{n \rightarrow \infty} \frac{1}{n} \log s_j(P_\omega^{(n)}) \). This hints at a numerical means for calculating decay rates. Furthermore, it follows from the approach of [23] that the left2 singular vectors \( u_j^T \) of \( P_\omega^{(n)} \) approach the Oseledets filtration space \( F_k(\omega) = \bigoplus_{1 \leq j \leq k} W_j(\omega) \) as \( n \rightarrow \infty \), where \( k = 1 \) if \( j \leq m_1 \) and otherwise \( 1 < k \leq \ell \) is such that \( m_1 + \cdots + m_{k-1} < j \leq m_1 + \cdots + m_k \).

### 3. Algorithms

The content of multiplicative ergodic theorems may be summarised by saying that leading Lyapunov exponents and Oseledets spaces associated to a matrix cocycle approximate the principal features of the underlying non-autonomous system, in the sense that they are the most persistent over time. The algorithms introduced in this section aim at investigating and tracking such features through time, by exploring two different approaches to matching modes across different time windows.

---

2Notice that matrices are multiplied on the right.
Algorithm 1 describes the creation of matrix products corresponding to rolling windows following each other through time, and corresponding to blocks of equal length coming from an underlying matrix cocycle. Each of these matrices is decomposed into singular values and vectors. When each Lyapunov exponent in the MET has multiplicity one, one would expect to be able to track each mode separately over time, provided the rolling window length is large enough. However, in many interesting cases, and in most of the applications considered in this work, this separation is not achieved with reasonable window lengths. Thus, there may be intersections along the paths traced by singular values corresponding to rolling windows of equal length starting at different times.

Algorithm 2 presents a method to match or pair the singular values corresponding to different rolling windows as they evolve. Algorithm 3 presents another such method, but uses only information from the corresponding singular vectors at neighbouring times to set the pairings. To illustrate how the results of Algorithms 2 and 3 are related to the dynamics, Algorithm 4 describes a means to visualise the evolution of structures in non-autonomous flows. In this algorithm, $S_k^{(n)}$ gives the $N$ largest singular values of $P_k^{(n)}$, while $U_k^{(n)}$ and $V_k^{(n)}$ are the associated collections of left and right singular vectors, respectively.

3.1. Rolling windows and singular value decompositions. The term rolling windows refers to a collection of time intervals associated to specific initial time $t_i$, final time $t_f$, single step flow time $\tau$ and window length $n$. The initial and final times correspond to a given time interval $[t_i,t_f]$, where there is available data describing the evolution of a time-dependent vector field. The flow time $\tau$ is used to construct row stochastic Ulam matrices associated with transitions from $t$ to $t + \tau$, and denoted by $P_t$, for $t = t_i, t_i + \tau, t_i + 2\tau, \ldots$

Each time window $W_{t_i}^{(n)}$ covers $n$ time steps from time $t_0$ to time $t_f = t_0 + n\tau$. The windows begin at a specified number of neighbouring times. For example, the window $W_{t_i}^{(n)}$ precedes $W_{t_i + \tau}^{(n)}$, which precedes $W_{t_i + 2\tau}^{(n)}$, and so on while $t_f + n\tau \leq t_f$. For ease of explanation we set $\tau = 1$ but altering $\tau$ for various flow times is straightforward to account for. For each time window, Algorithm 1 computes the SVD associated to the $N$ largest singular values.

**Algorithm 1** Forward time rolling windows and singular value decompositions

1: Set initial and final available times $t_i$ and $t_f$
2: Set number of singular values $N$
3: Choose time window length $n$
4: for $k \leftarrow t_i$ to $t_f - n$ do
5: \[ P_k^{(n)} \leftarrow P_k \cdot P_{k+1} \cdot \ldots \cdot P_{k+n-1} \]
6: \[ [U_k^{(n)}, S_k^{(n)}, V_k^{(n)}] \leftarrow \text{SVD}(P_k^{(n)}, N) \]
7: end for
8: return $U_K^{(n)}, S_K^{(n)}, V_K^{(n)}$ where $K = \{t_i, \ldots, t_f - n\}$

In this algorithm, $S_k^{(n)}$ gives the $N$ largest singular values of $P_k^{(n)}$, while $U_k^{(n)}$ and $V_k^{(n)}$ are the associated collections of left and right singular vectors, respectively.

3.2. Following coherent structures through time. In order to identify time windows associated with distinctive behaviour in the underlying dynamics, such as structural changes, we develop pairing techniques that attempt to track the different modes through time. This pairing process is difficult because the structures in the dynamical system may shift in
coherence as they and their boundaries evolve and even interact. When a structure shifts in dynamical dominance it becomes comparatively more (less) coherent and is associated with a singular value that is ranked higher (lower) than the ranking of the singular value with which it is initially associated. Algorithms 2 and 3 utilise either the path of singular values or singular vectors through time to track the evolution of dominant modes. Algorithm 2 looks to identify the path of various singular values by minimising the total change in singular values over neighbouring windows. Algorithm 3 focuses on pairing singular vectors from $U_k^{(n)}$ to their best match within those of $U_{k+1}^{(n)}$, accounting for the time evolution.

3.2.1. Finding paths with singular values. Algorithm 2 tracks the paths of the leading $N$ singular values of sequential rolling windows obtained using Algorithm 1. To pair singular values, Algorithm 2 begins with the construction of a directed, weighted graph $G = (S, E)$. The elements of $S$ are given by $\{s_{k,j}^{(n)}\}_{i \leq k \leq T - n, 1 \leq j \leq N}$, the collection of the $N$ largest singular values of $\{P_k^{(n)}\}_{t \leq k \leq T - n}$. Forward time linkages provide for ordered pairs of nodes, $E$. The elements of $E$ at time $k$ join all the neighbouring nodes $S_{k,j}$ and $S_{k+1,j'}$ for $j, j' \in \{1, \ldots, N\}$. The weight on an edge between sequential nodes is the distance between the corresponding points in a plot of $k$ vs $s_k^{(n)}$.

Dijkstra’s algorithm is applied to $G$ to find a path of minimum cost in terms of the distance between pairs of singular values over time. Once a minimal path is found, it is recorded and the associated nodes and edges are removed from $G$. The graph is then re-consolidated by redefining a new $E' \subset E$ obtained by deleting all the edges contributing to the (removed) minimal path. One then iterates the method to find the next path of least cost. This method continues until no paths remain in $G$.

Algorithm 2 Tracking modes through time with singular values

1: Set $t_i$, $t_f$, $n$ and $N$, and define $S_k^{(n)}$ as per Algorithm 1
2: Create directed graph $G \leftarrow (S, E)$ as described in the preamble 3.2.1
3: for $k \leftarrow t_i$ to $t_f - n - 1$ do
4: Calculate edge weights $M(j_i, j_f, k)$ between each initial node $j_i$ at time $k$ and each final node $j_f$ at time $k + 1$ as
$$M(j_i, j_f, k) \leftarrow \sqrt{(s_{k,j_i}^{(n)} - s_{k+1,j_f}^{(n)})^2 + 1}$$
5: end for
6: path ← 1
7: while $E' = \emptyset$ do
8: Apply Dijkstra’s algorithm on $G$ to identify path of minimum total cost
9: Define $\tilde{S}^{(\text{path})}$, $\tilde{E}^{(\text{path})}$ by the graph that defines the path of least cost
10: Remove relevant edges $E' \leftarrow E \setminus \tilde{E}^{(\text{path})}$ and vertices $S' \leftarrow S \setminus \tilde{S}^{(\text{path})}$
11: Re-consolidate $G \leftarrow (S', E')$
12: path ← path + 1
13: end while
14: Denote the average value along each of the $N$ paths by $\tilde{s}^{(1, \ldots, N)}$
15: Reorder paths by average value
$$\{\sim, \{\text{sorted_mode_order}\}\} \leftarrow \text{sort}(\tilde{s}, \text{‘descending’})$$
16: Define the path of modes tracked by singular values as
$$S_\tilde{s}^{(1, \ldots, N)} \leftarrow \tilde{s}(\{\text{sorted_mode_order}\})$$
Paths tracked by $S_k$ identify the movement of modes through time and can indicate the occurrence of distinctive dynamical behaviour. Paths of interest may be signalled by a quick succession of crossings of singular value paths, which is associated with a switch in the comparative dominance of the associated structures, or by qualitative changes such as peaks in singular values, indicating a transition between phases of increasing and decreasing coherence.

3.2.2. Finding paths with singular vectors. Algorithm 3 tracks sorted, paired paths of singular values for neighbouring time windows by minimising the distance between singular vectors in a relevant metric. It concentrates on minimising the Euclidean norm of the difference between two neighbouring singular vectors from $U^{(n)}_k$ and $U^{(n)}_{k+1}$, taking into account the one step evolution from $P_k$. Algorithm 3 iteratively minimises $U_{k,j}$ with respect to some neighbouring vector $U^{(n)}_{k+1,j'}$. The pairing vector $U^{(n)}_{k+1,j'}$ is chosen to minimise the distance over all (remaining) choices of pairs as both $j_i$ and $j_f$ are unique at each time step. The path of a mode associated with some $U^{(n)}_{k,j}$ at time $k$ is thus permitted to shift in dominance to another $U^{(n)}_{k+1,j_f}$ at the neighbouring time $k + 1$.

**Algorithm 3** Tracking modes through time using singular vectors

1. Set $t_i$, $t_F$, $n$ and $N$, and define $S^{(n)}_k$ and $U^{(n)}_k$ as per Algorithm 1
2. Create the initial mode association $S^{(n)}_{t_i} = S^{(n)}_{t_i,j}$ for $j \in \{1, \ldots, N\}$
3. for $k \leftarrow t_i$ to $t_F - n - 1$
   4. Define initial sets characterising all possible transitions $j', j'' \leftarrow \{1, \ldots, N\}$
   5. while $j' = 0$
      6. $\text{min\_dist} \leftarrow \min_{j',j''} \left( \|U^{(n)T}_{k,j'}P_k/U^{(n)T}_{k,j''}P_k\|_2 \pm U^{(n)T}_{k+1,j''} \right)$
      7. $\text{min\_modes} \leftarrow \arg\min_{j',j''}(\text{min\_dist})$
      8. Set $j' \leftarrow j' \setminus \text{min\_modes}(1)$ and $j'' \leftarrow j'' \setminus \text{min\_modes}(2)$
      9. Create the new mode association $S^{(n)}_{k+1,\text{min\_modes}(1)} \leftarrow S^{(n)}_{k+1,\text{min\_modes}(2)}$
   10. end while
11. Characterise each path by average value as $S^{(n)}_{\bar{j}} \leftarrow \frac{1}{t_F - n - 1 - t_i} \sum_{k=t_i}^{t_F - n - 1} S^{(n)}_{\bar{j}}$
12. Re-sort in descending order as $[\sim, \{\text{sorted\_modes}\}] \leftarrow \text{sort}(\bar{S}, \text{`descending'})$
13. Define the path of modes tracked by left singular vectors as $S^{(1, \ldots, N)}_U \leftarrow S^{(n)}(\text{sorted\_modes})$

3.3. Visualising the evolution of coherent structures. Algorithm 4 describes a way to visualise the evolution of structures associated with relevant singular vectors. Recall from Section 3.1 that the time window $W^{(n)}_k$ describes the evolution of the dynamical system over the time period $k$ to $k + n$. In Algorithm 4, we utilise this fact and set the $\bar{n}$-th frame in the animation to be a plot of the singular vector evolved for $\bar{n}$ steps where $0 \leq \bar{n} \leq n$. 
Algorithm 4 Animating tracked modes over time

1: Set $t_i$, $t_F$, $n$ and $\mathcal{N}$ as per Algorithm 1
2: Set $1 \leq j \leq \mathcal{N}$, the mode to be displayed
3: Define $S_K^{(n)}$ and $U_K^{(n)}$ as per Algorithm 1
4: Set $\hat{S}$ using either $S_S$ of Algorithm 2 or $S_U$ from Algorithm 3
5: Let $u_{k,j}^{(n)}$ be the column of $\hat{U}_k$ associated with $\hat{S}(j)$ for a chosen $k \in K$
6: for $\tilde{n} \leftarrow 0$ to $n$
7: Define $P^{(\tilde{n})}$ as per Algorithm 1 noting that $P^{(0)} := Id$
8: $\hat{u}_{k,j}^{(\tilde{n},n)} \leftarrow u_{k,j}^{(n)}P^{(\tilde{n})} / \|u_{k,j}^{(n)}P^{(\tilde{n})}\|_2$
9: end for

To best visualise the dynamics over time, the colour scale limits of each frame in an animated time window are defined as $\pm \max(|u_{k,j}^{(n)}|)$. One other way to visualise the evolution of modes consists of fixing a window length $n$ and simply plotting the subsequent realisations of singular vectors over a time frame contained in $[t_i, t_F - n]$. Any plots or animations that utilise Algorithm 4 will mention this explicitly. If no algorithm is mentioned, then the plots or animations depict singular vectors of neighbouring windows.

3.4. Assessing the equivariance of evolved modes. The primary purpose of Algorithm 5 is to assess how effective Algorithms 2 and 3 are at pairing modes across rolling time windows. In particular, the final vectors $\hat{V}_k$ of rolling time windows are compared with the initial vectors $\hat{U}_{k+n}$ of adjacent time windows. For this, the algorithm relies on a measure of equivariance mismatch between vectors, denoted by $\varsigma \in [0, 1]$, which is related to point 3 (equivariance) of the multiplicative ergodic theorem of Section 2.4. When pairing is effective, one expects low values of equivariance mismatch. If pairing is not effective, one expects a maximum value of 1, which is realised when the vectors are orthogonal.

Algorithm 5 Equivariance mismatch in forward time

1: Set $t_i$, $t_F$, $n$ and $\mathcal{N}$ as per Algorithm 1.
2: Define $\hat{U}_K^{(n)}$, $S_K^{(n)}$ and $V_K^{(n)}$ as per Algorithm 1.
3: Set $\hat{S}$ using either $S_S$ of Algorithm 2 and thus set $T = S$, or $S_U$ from Algorithm 3 thus setting $T = U$
4: for $j \leftarrow 1$ to $\mathcal{N}$
5: for $k \leftarrow t_i$ to $t_F - n$
6: $\check{V}_k^{(j)}$ and $\check{U}_k^{(j)}$ are singular vectors corresponding to $\check{S}_k^{(j)}$
7: $\varsigma_{T,k}^{(j)} \leftarrow \min \left( \|\check{V}_k^{(j)} + \check{U}_{k+n}^{(j)}\|_2, \|\check{V}_k^{(j)} - \check{U}_{k+n}^{(j)}\|_2 \right) / \sqrt{2}$
8: end for
9: end for

It is worth pointing out that all the applications in this work are concerned with (normalised) singular vectors of dimension at least $2^{12}$, so low values of equivariance mismatch are unlikely to be observed by chance. Indeed, Monte Carlo experiments show that in this context, if two such unit vectors are chosen at random, the expected equivariance mismatch
value is higher than 0.99, with minimum observed values consistently over 0.95. For this reason, even apparently high equivariance mismatch values, such as 0.7 or even 0.9, can still be a good indication of coherence.

4. Models and results. In order to test these algorithms we employ three models. The first two models describe the evolution of a double well potential subjected to small, time-dependent perturbations to the vector field, either periodic or quasi-periodic. These changes allow for the merging and separation of two wells over time. The final model employs vector field reanalysis data from the European Centre for Medium-Range Weather Forecasts (ECMWF) to examine a splitting of the Southern (Antarctic) Polar Vortex. For the Ulam scheme, all models seed 100 test points per bin and integrate the vector field using standard Runge-Kutta, interpolating linearly in space and time.

4.1. Periodically forced double well potential. Our exploration begins with an analysis of highly idealised mergers and separations. We model a double well potential where the centre of each well is shifted slowly over time. In this model we consider two wells of equal depth and separation from the origin over all time. This allows us to model the evolution of two coherent structures in phase space. These two structures will merge or separate as the centres of the wells get close or far from each other, respectively.

The first step in this analysis is to implement Ulam’s method. We define a grid of $2^{12}$ bins of equal volume over $X = [-\pi, \pi]^2$. To gain a clearer understanding of the dynamics of the mergers and separations we consider this model over 5 periods, each of length 100. That is, we set $t_i = 0$ and $t_F = 500$ for $\tau = 1$. The two wells in this model are initially centred at $x = \pm 2$. Due to dissipation we expect a number of trajectories to exit the phase space over a given time period.

The general model is defined by the following system of differential equations

$$
\dot{x}(t) = y(t) \\
\dot{y}(t) = x(t) \left( \frac{x(t)}{2} + \alpha(t) \right) \left( \alpha(t) - \frac{x(t)}{2} \right).
$$

If $\alpha$ were constant we would be in the Hamiltonian regime of energy conservation. To introduce the merging and separation of wells over time, we consider time dependent changes to the vector field. This is done by varying $\alpha$ between 0 and 1 as follows,

$$
\alpha(t) = \begin{cases} 
1 & \text{if } 0 \leq t \leq 10 \\
\cos^2 \left( \frac{\pi(t - 10)}{60} \right) & \text{if } 10 \leq t \leq 40 \\
0 & \text{if } 40 \leq t \leq 60 \\
\cos^2 \left( \frac{\pi(t - 30)}{60} \right) & \text{if } 60 \leq t \leq 90 \\
1 & \text{if } 90 \leq t \leq 100
\end{cases}
$$

which is extended periodically in $t \pmod{100}$.

This hybrid function ensures a clear merging and separation of structures under the non-autonomous dynamics. When $\tau = 1$ the forcing is repeated every 100 steps. The first merger of our two structures will occur no later than time 40. Each merger is followed by a separation of the two structures. That separation takes place over the following 30 time steps. This pattern of forcing is repeated periodically.
Figures 3a and 10 illustrate that the two wells have merged when \( t \) is 60, 160 and so on. On the other hand, the two structures are separated around times when \( t \) is close to 90, 190 and so forth, as shown in Figure 3c. Whilst it is not immediately clear from 3b, it is reasonable to assume the structures are experiencing some degree of separation by time 75.

In order to explore the behaviour of structures, we consider the forward time rolling windows of Algorithm 1. In general, we consider time windows of length \( n = 50 \) and \( n = 100 \). The former allows time for one full merger (separation) to occur. The latter permits a merger and a separation, with both cores returning near to their initial positions. This is clear from the periodicity pattern in Figure 10.

4.1.1. Rolling time windows of length \( n = 50 \).

Tracking structures over time. We set \( n = 50 \) and apply Algorithm 1 with \( t_i \) and \( t_F \) as in 4.1. This exploration is initially limited to the top 4 modes and so we begin with \( \mathcal{N} = 4 \). Figure 4a illustrates the unpaired, unsorted singular values corresponding to rolling windows starting at times \( t_0 = t_i, t_i + 1, \ldots, t_F - n \) for these parameters. We apply Algorithm 2 to track modes through time. These results are presented in Figure 4b.

Applying Algorithm 3 led to the same results as for Algorithm 2. This occurs despite both algorithms relying on completely different methods to pair singular values through time.
Algorithm 2 relies solely on the singular value structure whilst Algorithm 3 aims to match the associated singular vectors.

Figure 4b shows that these techniques clearly identify three separated paths (blue, red and yellow in the electronic version). They also identify a fourth path which is characterised by much larger variations in singular value. The path of $S^{(4)}_S$ (purple in the electronic version) is associated with the fourth most dominant singular value at $t_0 = 55$. However, by $t_0 = 75$ the singular value associated to this mode has risen in dominance to the second highest ranking. The timeframe of this rise and fall in the path of $S^{(4)}_S$ overlaps with the 4 highest ranking crossings of singular values, which occur by times $t_0 = 62, 73, 78$ and 89. As will be explained in the next section, it is the switching between increasing and decreasing phases of singular values, more so than the changes in dominance (crossings), which turns out to be related to the occurrence of fundamental changes in the structures associated with such modes.

Algorithm 4 is now employed to explore the evolution of $S^{(4)}_S$ for time windows initialised at $t_0 = 62, 75$ and 90. Our results are presented in Figure 5. The initial time for each window is indicated by a black arrow. Figures 5a, 5b and 5c illustrate the singular vectors at three stages of evolution: initial time, mid-evolution and final time. Figure 5d indicates the coherency of structures in each of the associated windows, as the dynamics evolve. Negative values closer to zero suggest a greater degree of coherency for the associated structures as less mass is lost over time.

Let us first consider the time window $W^{(50)}_{62}$. The upward trajectory of $S^{(4)}_S$ in this region may be an indication that an underlying structure is becoming increasingly more coherent as time progresses. Indeed, in Figure 5, two structures associated with the evolution of $u^{(50)}_{62,4}$ begin entwined but evolve into clearly distinct cores. Each core has a well defined boundary by the time this window ends, as shown in Figure 5c.
We now consider $u_{75,4}^{(50)}$. The second most dominant mode for time window $W_{75}^{(50)}$ occurs as $S_4^{(4)}$ peaks. Such a peak occurs when the mode shifts from indicating increasing to decreasing coherency over time; thus indicating an increase in leakiness of boundaries of the associated structures. A peak such as this clearly identifies the time window over which the associated structures are most coherent.

At this point one notes that $\alpha(0) = 1$ in (8), and thus the two cores are separated at $t = 0$. At $\alpha(60) = 0$ they have obviously merged but at $t = 62$, $\alpha(62) = 0.0109$ and so they have begun to separate again. Most noticeably, $\alpha(75) = 0.5$ indicates the process is mid way. We also note that $\alpha(90) = 1$ with $\alpha(89) = 0.9973$, which indicates the initiation of movement towards merging.

By $t_0 = 90$ the mode $S_4^{(4)}$ has moved from peaking to falling in modal dominance. The evolution of $u_{90,4}^{(50)}$ is also shown in Figure 5. This mode is initially characterised by two components with well defined boundaries that are separated in space. After 50 time steps this mode evolves to a state of much lower coherency, as indicated by Figure 5d. The associated components are no longer well separated, their respective boundaries are now entwined and mass is not clearly contained within a well defined boundary. This is in agreement with the decreasing trajectory of $S_4^{(4)}$ around this time.

**Analysing robustness of the pairings.** Let us examine the robustness of the pairings given by Algorithms 2 and 3, by analysing a situation where a small change in time window length $n$ introduces a crossing in the singular value plots. A crossing is said to occur when at least two modes intersect and shift in comparative dominance. Figure 6 illustrates a crossing that is introduced by shifting from $n = 54$ to $n = 51$ whilst keeping other parameters as above. Here modes are tracked using Algorithm 2 but Algorithm 3 produces similar results. Aside from the change introduced about $t_0 = 75$, the results for $n = 54$ and $n = 51$ are similar to those for $n = 50$, as shown in Figure 4b.

Of interest is how modes of time windows initialised at various times, say $t_0 = 60, 75$ and 90, behave for both $n = 51$ and 54. In particular we are interested in how the tracked mode $S_4^{(4)}$ relates to coherent structures in this system. Results for this case are presented in Figure 6. The left half of Figure 6 shows the initial time position of structures in the tracked modes associated with $S_3^{(2)}$ and $S_4^{(4)}$ for $n = 51$. The right half illustrates the same for $n = 54$. It is clear that the tracked mode $S_4^{(4)}$ of $n = 54$ shifts through the third and fourth most dominant modes for $t_0 \in [58, 90]$. This path never reaches the subdominant mode. The left columns show how the tracked mode $S_4^{(4)}$ of $n = 51$ shifts all the way from the fourth most dominant position to the second over the same time frame.

Separating cores are associated with time windows in the leftmost column of each half, whilst merging cores are associated with those in the rightmost columns of each half of the table. The middle subcolumns capture the period over which the two main components are the most individually coherent, as neither core separates nor merges as dramatically as structures in surrounding time windows. This time window occurs as $S_4^{(4)}$ (Figure 6, purple modes in electronic version) peaks in singular value. Structures characterised by singular vectors associated with singular values closer to one are expected to evolve coherently, as the larger the singular value, the longer the associated structure is expected to survive. It can been seen in Figure 4b that the peak in $S_4^{(4)}$ occurs around the time that $S_3^{(2)}$ achieves a global minimum.
Singular vectors associated with $S^{(4)}_S$ are linked by a propensity to separate into similarly weighted positive and negative elements. The location of these elements is associated with the position of two cores of interest. Background noise is associated with vector elements close to zero. This appears white in Figure 6. Merging and separating cores can be tracked over time in a way that isolates two distinct components, even as their boundaries are fundamentally altered.

Singular vectors associated with $S^{(2)}_S$ are linked by a propensity to unify the core elements as two halves of the one component. The center of this structure (red in the electronic version) is least coherent around time 75, when its single boundary begins to weaken. It is most coherent around time windows initialised about time 25. Whilst this is not shown in Figure 6, it is evident in the analogous example provided by Figure 4b for time windows of length $n = 50$. When considering a single component, one expects this to be most coherent following a merger of the two previously separate cores that define it. Indeed, it is clear from Figure 10 that time windows of lengths around 50 that are initialised at $t_0 = 25$ are most associated with a merging event.

Thus, while changes in dominance (crossings) are sensitive to changes in window length, the patterns of increasing and decreasing phases of singular values, as well as their associated singular vectors, appear robust. These phases are therefore a more reliable feature to explore when investigating fundamental aspects of coherent structures.

**Testing equivariance.** The accuracy of mode pairings from Algorithms 2 and 3 can be assessed using the Equivariance test described in Algorithm 5. For time windows of length $n = 50$, the results for pairing via Algorithm 2 are presented in Figure 7a. In this case results are the same as for Algorithm 3. Recall that equivariance mismatch values away from one indicate effective pairing. Periods over which equivariance jumps rapidly between low and high values indicate an inconsistency of pairing between neighbouring time windows.
The efficacy of our pairing algorithms is evident from a comparison of Figures 7a and 7b. Indeed, Algorithms 2 and 3 are able to correct for the mismatch that occurs when mode dominance is assumed constant through time. In Figure 7a it is only the fourth mode that takes a value close to 1. This mode is only well matched over very small windows. Such windows begin around the time when the two core structures shift from having merged to being separate or vice versa. For example, one period of effective pairing for $S_4$ coincides with the mode rising and falling through other modes as shown in Figure 4.

In order to explore the possibility of better pairing options for modes, one may track a larger number of singular values. Consider tracking $N = 6$ modes using Algorithm 2. The tracked paths of for these parameters, along with the corresponding equivariance measures, are shown in Figure 8.

Figure 7. Equivariance mismatch for the periodically forced double well potential when $n = 50$.

(A) Equivariance of leading 4 of $N = 4$ paired modes $S_4$ as per Algorithms 5 and 2.

(B) Equivariance of leading 4 of $N = 4$ unpaired modes.

Figure 8. Leading 6 of $N = 6$ modes for the periodically forced double well potential when $n = 50$.

(A) Paths tracked by $S_6$ for $n = 50$ using Algorithm 2.

(B) Equivariance mismatch using Algorithm 5 for paths tracked as per Figure 8a.
In this case it is clear that a fourth mode has now been satisfactorily tracked, in the sense that the corresponding equivariance mismatch measure remains bounded away from one for all times. As expected, this mode partially matches that of Figure 4. On the other hand, one notes that as paths take on extremely close singular values, it becomes more difficult to clearly separate them and track them through time. For example, consider the paths tracked by $S_{S}^{(4)}$ and $S_{S}^{(6)}$ in Figure 8a over $t_0 \in [10, 40]$ or $[110, 140]$, where multiple changes in dominance occur. In such cases, it is not clear which path the mode follows. This is in agreement with Figure 8b which shows that neither $S_{S}^{(4)}$ nor $S_{S}^{(6)}$ is well paired over the majority of time windows.

In general, the occurrence of very close singular values becomes more prevalent as one considers larger values of $N$ in Algorithms 2 and 3. This may sometimes be due to numerical errors or low resolution, but it may also be due to the fact that the associated modes no longer correspond to meaningful dynamical features of the underlying system.

4.1.2. Rolling time windows of length $n = 100$. Increasing the value of $n$ in Algorithms 2 and 3 incorporates information corresponding to longer time periods in each SVD calculation. This also makes it more likely that the singular values, approximating Lyapunov exponents for the cocycle, become more separated. In this model, shifting from $n = 50$ to $n = 100$ eradicates crossings among higher modes as the more transitory structures become less dynamically relevant. Figure 9a plots the result of implementing Algorithm 2 on windows of length $n = 100$ with the remaining parameters as per Section 4.1.1. The path of the leading singular values, $S_{S}^{(1)}$ in Figure 9a is nearly constant at approximately 0.93.

Each of the first four associated modes is clearly separated from the preceding mode, and because there are no crossings, the paired and unpaired modes give the same outcome. Despite their separation, these modes continue to exhibit the peaking behaviour characteristic of phases of increasing and decreasing coherence. Given a clear separation of modes, the equivariance test points to well paired modes by returning values away from one over time. Figure 9b plots the outcomes of Algorithm 5 in this instance. Both results presented in Figure 9 are consistent with those utilising Algorithm 3.

Figure 9. Leading 4 of $N = 4$ modes for the periodically forced double well potential when $n = 100$. 

(A) Paths tracked by $S_{S}$ for $n = 100$ using Algorithm 2.

(B) Equivariance mismatch using Algorithm 5 for paths tracked as per Figure 9a.
In this case, for each time window, \( n = 100 \) matrices of size \( 2^{12} \times 2^{12} \) are being multiplied, rather than just \( n = 50 \) as in Section 4.1.1. Whilst a greater value of \( n \) could increase the numerical error, the equivariance test being passed for larger \( n \) conforms with the theoretical expectations associated to true coherent structures, associated to Oseledets modes, being present. Extending the number of singular values considered to \( N = 5 \) sees the maximal equivariance jump drastically, to 0.9180. This suggests that, for longer time windows, important information regarding the more transitory dynamics is found in modes of lower dominance.

4.2. Quasi-periodically forced double well potential. In the previous section we have considered a periodic system where two core components merge and separate at periodically spaced times. Let us now introduce an additional quasi-periodic forcing to the vector field of Section 4.1. The two wells will still shift in and out over time. However, the time at which these changes occur will be less regular than before.

For this, we replace \( \alpha(t) \) in Equation (7) by \( \tilde{\alpha}(t) = \alpha(t) + \gamma \cos^2(10t) \), with \( \gamma = 0.1 \) and \( \alpha(t) \) defined as in Equation (8). This driving force behaves in the manner depicted by \( \tilde{\alpha}(t) \) in Figure 10. Under the quasi-periodic forcing given by \( \tilde{\alpha}(t) \), the core of each structure moves closer to the boundaries of phase space than in the periodic case.

![Figure 10. An illustration of the behaviour of \( \alpha(t) \) and \( \tilde{\alpha}(t) \) over 5 periods.](image)

The quasi-periodic driving force introduces additional complexity by disturbing the location of the center of each core more irregularly over time. This additional complexity affects the ability of our algorithms to effectively pair modes through time. In order to choose which pairing strategy is more effective, we rely on the measure of equivariance described in Algorithm 5.

Maintaining time windows of length \( n = 50 \), the efficacy of Algorithms 2 and 3 is compared. Figure 11 presents a comparative summary of the average value of equivariance mismatch for the four leading modes averaged over all time. Here \( N \), the total number of singular values considered, varies but all other parameters remain as in Section 4.1.1.

![Figure 11. Mean equivariance mismatch, as per Algorithm 5, for the leading 4 of \( N \) modes using the two pairing methods given by Algorithms 2 (\( \bar{\varsigma}_S \)) and 3 (\( \bar{\varsigma}_U \)) for \( n = 50 \).](image)

In this case, \( \bar{\varsigma}_U \) consistently attains lower values than \( \bar{\varsigma}_S \), with \( \bar{\varsigma}_U \) initially plateauing out at \( N = 5 \). The mean equivariance mismatch \( \bar{\varsigma}_U \), then moves to a lower minimum when
\( N \geq 7 \). Let us further explore those values of \( N \) that initiate each plateau. Results utilising \( N = 5 \) are presented in Figure 12, those for \( N = 7 \) are presented in Figure 13.

In both Figures 12 and 13 the leading mode is paired consistently through time. This is indicated by an equivariance mismatch value far from 1. The one anomaly in Figure 13 is a switching of modes \( S_U^{(3)} \) and \( S_U^{(4)} \). This occurs with increasing frequency as the singular values get closer to zero and the modes themselves are not well separated.

As before, in the search for modes that indicate the occurrence of fundamental changes in a system, we turn our attention to peaks, corresponding to transitions between increasing and decreasing coherency phases.

Let us investigate the case \( N = 5 \) in more detail. Pairings associated with \( \bar{\varsigma}_U \) for \( N \geq 7 \) include modes that are less well separated over time, such as \( S_U^{(3)} \) and \( S_U^{(4)} \) around time 175 in Figure 13.

The fact that peaks in \( S_U^{(4)} \) of Figure 12 occur at times less evenly spaced than those of Section 4.1 reflects the quasi-periodic nature of this system. One notes that \( S_U^{(4)} \) of Figure 12 is well paired over the period when peaks develop. This is illustrated in Figure 14.
Let us further explore the behaviour of modes illustrated in Figure 14 by examining the initial time singular vectors for a variety of initial times \( t_0 \). A selection of relevant findings for \( t_0 = 55, 75, 95, 125, 255 \) and 275 are presented in Figure 15.

As in Section 4.2, \( S_U^{(1)} \) of Figure 15 is generally well separated from lower modes. An examination of the corresponding initial time singular vectors, presented in the row of Figure 15 associated with \( S_U^{(1)} \), shows that the leading mode identifies the general location of dominant structures in the system.
Figure 12 shows that $S_U^{(2)}$ achieves an equivariance value that is generally less than 0.8 over the considered initial times. An examination of the left singular vectors corresponding to $S_U^{(2)}$ serves to reinforce the notion that this pairing is satisfactory. The qualitative consistency of singular vectors illustrated in the row corresponding to $S_U^{(2)}$ in Figure 15 demonstrates the efficacy of this pairing. It is clear from this figure that the mode associated with $S_U^{(2)}$ isolates the core as one component rather than two distinct entities. As in 4.1.1, this structure is surrounded by a constantly mixing shell, even as it separates in two. One notes that $\tilde{\alpha}(125) = 0.5952$ with $\tilde{\alpha}(150) = 0.0201$ and $\tilde{\alpha}(175) = 0.5577$, thus this structure achieves peak coherency over time windows starting near to local maxima of singular values, similar to $W_{125}^{(50)}$.

To the left of $W_{125}^{(50)}$, the time window $W_{95}^{(50)}$ characterises a period of increasing coherency for the structure associated with $S_U^{(2)}$. One notes that $\tilde{\alpha}(95) = 1.006$ but $\tilde{\alpha}(145) = 0.0445$ as the boundary is restored and time progresses. To the right, $W_{255}^{(50)}$ defines a full separation event. This is characterised by a period of lower coherency where the boundaries of the structure core are manipulated and stretched through time, eventually resulting in a division into separate components.

Singular vectors associated with $S_U^{(3)}$ attain a lower equivariance than those of $S_U^{(4)}$ but this pairing is less smooth across the various $t_0$. For example, $\zeta_U^{(3)}$ in Figure 12 peaks rather sharply at $t_0 = 63, 75$ and 127. Singular vectors associated with $S_U^{(3)}$, as illustrated in the corresponding row of Figure 15, show that these peaks could indicate an undetected change in pairing regime. Singular vectors associated with $S_U^{(3)}$ identify smaller substructures in this system. These are less consequential for the global dynamics and more often associated with the dynamics within each core rather than with the interactions between cores.

The mode associated with $S_U^{(4)}$ is of special interest. Of note is the tendency for it to separate phase space into near equally weighted positive and negative components in a way that higher modes do not. As Figure 14 made clear, this mode is not well paired over all time windows. However, it is well paired over periods associated with peaking behaviour. In Figure 15 this would include $t_0 = 75, 173$ and 276. For time windows initialised when the two components tend towards mixing, $S_U^{(4)}$ falls in dominance and the mode is difficult to track.

The various time windows considered in Figure 15 include those about two fundamentally distinct peaks in $S_U^{(4)}$. The sharper of these peaks occurs at $t_0 = 75$ whilst a more rounded and longer lasting peak occurs at $t_0 = 276$. The sharper peak attains the higher maximum of $S_U^{(4)} = 0.5908$ at $t_0 = 75$. This peak is occurs at a time located mid-way between the two highest crossings that surround it. Over the associated time window the half-distance between each core and the origin, as measured by $\tilde{\alpha}$, shifts from 0.5931 towards one and then back to 0.5952.

The rounder peak at $t_0 = 276$ reaches $S_U^{(4)} = 0.5772$ but remains closer to this maximum for a comparatively longer period. This peak is located to the left of the time window centred between the two highest crossings that surround it. We concentrate on the centred time window $W_{274}^{(50)}$ in order to better characterise the nature of this peak. Over the time window $W_{274}^{(50)}$ the half-distance between each core and the origin shifts from to 0.4678 to 0.5523. Given the previous distance, characterising $W_{75}^{(50)}$, is slightly less than that which
characterises $W_{274}^{(50)}$; this rounder peak is associated with a time window where structures experience a larger separation whilst also traversing a greater distance. Appropriate stills from animations of $S_U^{(4)}$ using Algorithm 4 for time windows $W_{75}^{(50)}$ and $W_{274}^{(50)}$ are shown in Figure 16.

Here we see two cores isolated from background noise. Each core is defined almost exclusively by the positive and negative elements in the singular vectors. Column two of Figure 16 shows the left singular vectors after an evolution of 7 steps. In the case of the sharper peak ($\hat{u}_{75,4}^{(7,50)}$) the division between the two components is better defined than in the case of the flatter, longer lasting peak ($\hat{u}_{274,4}^{(7,50)}$). This occurs despite the fact that the cores associated with the flatter peak experience a greater separation over the full time window.

Column four shows the left singular vectors after an evolution of 45 steps. In the case of the sharper peak ($\hat{u}_{75,4}^{(45,50)}$) a thin ribbon between the two indicates that mixing has commenced. This is not the case for the flatter, longer lasting peak ($\hat{u}_{274,4}^{(45,50)}$), as the cores are still well separated. Column five shows that the coherency of both of the associated structures initially increases over time. It also indicates that whilst the sharper peak experiences an initially rapid increase in coherency, it is also the first to shift noticeably towards decreasing average coherency, as the time window closes. Taken together, these findings support the notion that the rounder peak is associated with a time window that exhibits comparatively less mixing of the cores over the full time window, even though it concludes with a smaller distance between centres.

4.3. Splitting of the Southern Polar Vortex. Our final model examines the splitting of the Southern Polar vortex (SPV) in the middle to upper stratosphere in late 2002. The SPV forms over the austral autumn and breaks apart in the spring. A unique splitting of the SPV in September 2002 was the first observed major stratospheric warming in the Southern Hemisphere (SH). In 2002 the stratospheric SPV is understood to have been weakening as early as 21 September. Splitting is said to have begun by 24 September. The SPV had separated, at the level of 10 hPa, by 26 September [5]. This model was also investigated in [30] using finite time Lyapunov exponents and Lagrangian coherent structures.
To examine the splitting we employ ECMWF Re-Analysis data on the isentropic surface defined by a potential temperature of 850 K (near 10 hPa) for a large portion of the SH [6]. In this case the vector field is defined by the horizontal speed of air moving to the east and north. The ECMWF provides this data at 6 hourly intervals (0000, 0600, 1200 and 1800 UTC) in the temporal direction at a spatial resolution of 0.75°. This vector field is characterised by up to 480 × 121 data points in the longitude and latitude directions (for the full SH) and up to 368 in the temporal direction (August through October 2002). Figure 17 indicates this wind speed at three times of interest for the full SH. One notes that times mentioned in this context all refer to Coordinated Universal Time (UTC).

![Figure 17](image)

**Figure 17.** Southern hemisphere wind speed (easterly and northerly) on the 850 K isentropic surface.

For this model we employ two methods. We either consider $X = S^1 \times [-90°, -30°]$ where $S^1$ is the circle parameterised from 0° to 360° or we consider the full SH but only seed bins with centres at a latitude lower than 50°S such that $X_{t_0} = S^1 \times [-90°, -50.27°]$. New bins are included over time, as they are occupied by the advected particles. This approach is similar to that of [19]. To examine the splitting of the SPV we choose time windows of length $n = 56$. This is a similar length to that employed in Sections 4.1 and 4.2, and corresponds to two weeks. Over periods of this length, isentropic surfaces generally do not experience significant changes [26, 19].

Let us begin by employing Algorithm 1 to construct rolling windows for Ulam matrices of size $2^{14} \times 2^{14}$. In this case, we set $X = S^1 \times [-90°, -30°]$. This allows us to cover the Southern hemisphere in $2^{14}$ bins south of 30°S. This is done to capture the dynamics of both the SPV and any daughter vortices that might be generated.

We use this initial setting to choose an appropriate number of singular vectors to consider. We then examine the average value of equivariance mismatch for our two pairing methods, with $t_0$ set to consider all initial times in August and September 2002. Figure 18 presents results that look to identify an effective pairing through time for the leading 3 of $N$ modes.
In both cases the lowest equivariance occurs when $N = 3$. As a greater number of modes are considered $\bar{\varsigma}_U$ and $\bar{\varsigma}_S$ tend to increase. The lowest value of average equivariance mismatch for all pairings is attained by $\bar{\varsigma}_S$ at $N = 3$. In light of these results we set $N = 3$ and use Algorithm 2 to examine the pairing of modes through time. Results for these parameters are presented in Figure 19a.

As in [19], it makes sense to also focus on a smaller region where the vortex splitting occurs. In this setting, the evolution of mass is tracked through time conditional on an initial seeding. Here we consider the full southern hemisphere but at each instance of $t_0$ we only seed bins with centres at a latitude lower than 50$^\circ$S such that $X_{t_0} = S^1 \times [-90^\circ, -50.27^\circ]$ initialises each rolling window. This area is seeded because it is known that the stratospheric polar night jet develops at latitudes of about 60$^\circ$S during the austral winter.

Given that our measure of equivariance is not applicable in this setting, we choose to maintain $N = 3$ for comparability. The Ulam matrices are constructed by seeding $m = 7,296$ bins at each initial time $t_0$. All time windows end with no more than $m' = 11,776$ bins. Results for this case are presented in Figure 19b.

The most notable characteristic for either of the results presented in Figure 19 is the striking peak on 24 September in Figure 19b. This indicates that something is fundamentally different between the time windows ending before this peak arises and those starting once
the peak has dissipated. Figure 19a offers a much more complex illustration of the dynamics. In this case what is being indicated regarding the occurrence of fundamental changes in the dynamics is much less clear.

The definitive peak in Figure 19b occurs at 0600 on 24 September. There is also an earlier anomaly that begins to move upwards just prior to 22 September. These peaks occur as the SPV is elongated and separates. Also of interest is the smaller sharp peak that begins around 6 September and reaches a maximum on 7 September. This peak follows an earlier occurrence that served to elongate the SPV. This event did not result in a splitting of the vortex [5].

A collection of initial time singular vectors for various time windows are illustrated in Figure 20. The earlier elongation from which the SPV recovered is shown in Figure 20a. Figures 20b and 20c illustrate the fact that the polar vortex exists as a mass of cold air contained by thin, rapid flowing streams of air. The strongest of these streams serve to isolate the SPV from warmer surroundings and make up the polar jet.

By 22 September the SPV was in an elongated state with two anticyclones to either side. A weaker anticyclone was circulating over the tip of South America whilst a stronger, quasi-stationary one had developed between Australia and Antarctica [5, 35]. The ribbon of mass that divides the space in Figure 20d into two distinct halves appears to coincide with jet streams dividing the SPV from the area associated with the stronger anticyclone.

Because the polar vortex is surrounded by the polar jet stream, any breakdown of the polar jet stream is directly related to the behaviour of the polar vortex through time. Figures 20e, 20f and 20g detect one such breakdown. Figure 20e captures a "buckling" of the polar jet stream as it weakens. The SPV subsequently separates in two and the stronger anticyclone extends between the SPV to connect with the weaker one near the tip of South America. This can be seen in Figures 20g and 20h.
Given the fundamental differences in what is observed in time windows that begin at either side of the peak at 0600 24 September, we explore time windows centred at this peak. For singular vectors corresponding to the paired modes illustrated in Figure 19b we examine windows that cover the period \([0600 17 \text{ September}, 0600 1 \text{ October}]\).

For singular vectors corresponding to the modes paired through time in Figure 19a, it is less clear which windows are appropriate. As such we utilise the pairings of Figure 19b and choose to explore the peak that best corresponds to this case. Thus, when exploring the paired modes of Figure 19a we choose a time window centred at 1800 23 September. That is, in this case we consider the time window \([1800 16 \text{ September}, 1800 30 \text{ September}]\). Figure 21 plots the leading mode for this time window using Algorithm 4. Comparable results for the time window centred at 0600 24 September, with modes tracked as per Figure 19b, are presented in Figure 22. To illustrate the precise splitting suggested by our algorithms, we show the subdominant singular vector in the latter case.

The noticeable pixellation in Figure 22 indicates that a non-optimal number of bins have zero mass. This suggests that the mass missing from these bins may be coming from areas beyond the initial seeding. This issue is addressed by extending the seeding to bins with a centre south of 20°S. Rather than consider a new set of rolling windows, we centre this time window mid way between the aforementioned cases, at 0000 24 September. In this case we begin with \(m = 12,800\) bins seeded at \(t_0 = 0000 17 \text{ September}\). We close the time window at 0000 on 1 October with a collection of \(m' = 13,604\) bins. Whilst one notes that the wider initial seeding leads to slightly larger matrices, we still have \(2^{13} < m, m' < 2^{14}\). Thus a smoother distribution of mass throughout the evolved system is achieved without the increase in resolution we would need for the case of \(m = m'\). This is evident in the results presented in Figure 23.
Let us now consider the subdominant singular vector. Normalising this, as per [19], results in Figure 24. The normalised first singular vector now returns a uniform density by design but the subdominant one identifies structures closer to Ertel’s PV on the 850 K isentropic surface as shown in [5]. Whilst in this case the weaker of the two anticyclones is not distinctly identified, the SPV itself is clearly separated from surrounding areas by streams of filaments. This can be seen in Figure 24b which shows the vortex elongated and preconditioned to separate.

Figure 24c illustrates two distinct daughter vortices. There is also a separation of space into two clear components (green and blue in the electronic version). The more strongly negative values are associated with the SPV and daughter vortices whilst positive values indicate the stronger anticyclone south of Australia. Figure 24d illustrates how this anticyclone then moves between the daughter vortices to merge with the weaker anticyclone near the tip of South America.

5. Conclusion. Combining the transfer operator technology with existing numerical and data analysis techniques for the purpose of identifying finite-time coherent structures is an active area of research [18, 38, 32, 3]. One expects detailed information about the global dynamics of a system can be extracted directly from numerical models, using MET tools and ideas. Indeed, we have found that fundamental changes to coherent structures can be detected using the tools of MET and transfer operators. Our algorithms detected a number of merging and separation events, both in periodically and quasi-periodically driven idealised models and in the real world example of the Southern Polar Vortex.
Events such as merging and splitting not only affect structural boundaries, they are also associated with the expected lifespan of the associated structures. We found that phases of increasing or decreasing singular values of neighbouring matrix cocycles were indicative of fundamental changes in how the boundaries of the associated structures were defined over time. However, changes in dominance, associated with crossings, were related to the complementary relationship between modes associated with different aspects of the same structure experiencing varied coherency through time.

In the double well potential model, it was clear that trajectories of increasing singular values were related to an increasingly coherent structure working to consolidate external boundaries. This held whether the identified structure was characterised as a single core component or as consisting of two clearly distinct cores of opposite sign. The converse was true for trajectories of decreasing dominance. Trajectories of decreasing singular values were associated with structures whose boundaries would disintegrate.

The efficacy of our pairing algorithms was assessed using a measure of equivariance mismatch. Interestingly, these values were lowest when time windows were longer. This occurred despite the fact that more matrices were being multiplied and numerical error was likely to increase. This is in alignment with the outcomes of the multiplicative ergodic theorem. As time increases, we see a more distinct separation of structures based on their expected survival rates. The less coherent, more short lived structures, will mix more freely with their surroundings and lose dynamical significance.

Whilst it becomes progressively more difficult to track modes in increasingly complex examples, our algorithms could still identify the splitting of the Southern Polar Vortex. In all cases the associated singular vectors were useful for identifying the spatial region where fundamental changes occurred. However, further research is required to assess the suitability of these methods to wider applications.

Likewise, further research is needed to clarify exactly how the onset of fundamental changes is signalled in geophysical models. One might also be interested to explore how to optimise time window lengths or bin size for a variety of models and dynamical behaviour. This future work should not treat these methods as a mere black box approach. Indeed, we anticipate effective work in this direction to incorporate specific disciplinary knowledge alongside ideas from ergodic theory.
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