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Abstract. We generalize the Yao–Yao partition theorem by showing that for any smooth measure in $\mathbb{R}^d$ there exist equipartitions using $(t+1)^{d-1}$ convex regions such that every hyperplane misses the interior of at least $t$ regions. In addition, we present tight bounds on the smallest number of hyperplanes whose union contains the boundary of an equipartition of a measure into $n$ regions. We also present a simple proof of a Borsuk–Ulam type theorem for Stiefel manifolds that allows us to generalize the central transversal theorem and prove results bridging the Yao–Yao partition theorem and the central transversal theorem.

1. Introduction

Mass partition problems study how one can split finite sets of points or measures in Euclidean spaces. They connect topological combinatorics and computational geometry [Mat03, Ziv17, RPS21]. We say that a finite family $P$ of subsets of $\mathbb{R}^d$ is a convex partition of $\mathbb{R}^d$ if the union of the sets is $\mathbb{R}^d$, the interiors of the sets are pairwise disjoint, and each set is closed and convex. For a finite measure $\mu$ in $\mathbb{R}^d$, we say that a convex partition of $\mathbb{R}^d$ is an equipartition of $\mu$ if each set in $P$ has the same $\mu$-measure.

In 1985, Yao and Yao proved the following theorem, motivated by applications in geometric range queries [YY85].

**Theorem 1.1** (Yao and Yao 1985). For any finite measure $\mu$ in $\mathbb{R}^d$ that is absolutely continuous with respect to the Lebesgue measure, there exists a convex equipartition of $\mathbb{R}^d$ into $2^d$ regions such that any hyperplane avoids the interior of at least one region.

For $d=2$ these partitions are made by two lines, but they become much more involved in higher dimensions. In the original proof, the measure has to be the integral of a twice differentiable positive density function. Lehec [Leh09] found an alternate proof that weakened the condition to every hyperplane having measure 0. In addition to the original applications by Yao and Yao, the discrete version of Theorem 1.1 has been applied to geometric Ramsey questions [APP05].

The proof technique for the Yao–Yao partition theorem is quite different from standard results in mass partition problems. The question of how far the technique Yao and Yao used can be pushed has been relatively unexplored. In 2014, Roldán-Pensado and Soberón extended the theorem so that any hyperplane avoids two convex regions and proved a general upper bound in the case of avoiding $t$ convex regions in $\mathbb{R}^2$ [RPS14]. They also provide improved asymptotic bounds when $d$ is fixed and $t$ tends to infinity. The following problem remains open.

**Problem 1.2.** Let $t, d$ be positive integers. Find the smallest value $n$ such that for any finite measure $\mu$ in $\mathbb{R}^d$ that is absolutely continuous with respect to the Lebesgue measure, there exists a convex equipartition of $\mathbb{R}^d$ into $n$ regions such that any hyperplane avoids the interior of at least $t$ regions.
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Lebesgue measure there exists a convex equipartition of $\mu$ into $n$ parts such that every hyperplane avoids the interior of at least $t$ regions.

Currently, the best bound for fixed $t$ is the naive bound that comes from Theorem 1.1. Take any Yao–Yao partition in $\mathbb{R}^d$ and partition each cell using $t - 1$ parallel hyperplanes. This gives us a convex equipartition such that any hyperplane avoids the interior of at least $t$ regions, so $n \leq t \cdot 2^d$. In this paper, we improve the naive bound with the following theorem that generalizes Theorem 1.1 and one of the main results from [RPS14].

**Theorem 1.3.** Let $t, d$ be positive integers. For any finite measure $\mu$ in $\mathbb{R}^d$, absolutely continuous with respect to the Lebesgue measure, there exists a convex partition of $\mathbb{R}^d$ into $(t + 1)2^{d-1}$ regions of equal $\mu$-measure such that every hyperplane avoids the interior of at least $t$ regions.

This bound is exact in the case of $d = 1$ and matches the known bounds for $d = 2$ and any $t$ and for $t = 1, 2$ and any $d$ [RPS14]. Problem 1.2 focuses on hyperplane transversals, so a natural question to ask is for the smallest number of regions needed to avoid all affine subspace transversals of other dimensions. In this paper, we study the case of lines.

Because a line can pass through a hyperplane at most once, it is sufficient to obtain partitions whose boundaries are contained in the union of few hyperplanes. Some existing mass partitions problems exhibit convex equipartitions with few hyperplanes containing all boundaries. One classic example is the Grünbaum–Hadwiger–Ramos problem [G+60, BFHZ18], where the aim is to split simultaneously as many measures as possible into $2^k$ equal parts using $k$ hyperplanes. Another is a recent conjecture by Langerman [BPS19, HK20], which claims that any $d k$ measures can be simultaneously split into two equal parts by a chessboard coloring induced by $k$ hyperplanes. The key difference with the problem we discuss here is that we don’t require the hyperplanes to extend indefinitely.

**Problem 1.4.** Given positive integers $n, d$, find the smallest integer $k$ such that any finite measure in $\mathbb{R}^d$ absolutely continuous with respect to the Lebesgue measure can be partitioned into $n$ convex regions of equal measure whose boundaries are contained in the union of at most $k$ hyperplanes.

Using the classic ham sandwich theorem in a recursive argument we obtain the following bounds.

**Theorem 1.5.** Let $n, d$ be positive integers. The following bounds hold for Problem 1.4:

$$\left\lceil \frac{n - 1}{d} \right\rceil \leq k \leq \frac{n}{d} + (d - 1) \log_2 \left( \frac{n}{d} \right) + d - 2.$$

For a fixed dimension, these bounds imply that $k = n/d + O(\log(n))$. One consequence is the following Yao–Yao type corollary.

**Corollary 1.6.** Let $d$ be a fixed positive integer. For any positive integer $n$ and any measure $\mu$ in $\mathbb{R}^d$ absolutely continuous with respect to the Lebesgue measure, there exists a convex partition of $\mathbb{R}^d$ into $n$ regions of equal $\mu$-measure such that every line misses the interior of at least $(d - 1)n/d - O(\log(n))$ regions.

Using a generalization of the ham sandwich theorem for “well-separated” families proved by Bárány, Hubard, and Jerónimo [BHJ08], we can improve this bound even further in the cases of $d = 2$ and $d = 3$:

$$\left\lceil \frac{n - 1}{d} \right\rceil \leq k \leq \frac{n}{d} + O(1).$$
This sharper bound mainly solves these two cases as the $O(1)$ term is bounded by $1/2$ and $13/3$ for $d = 2$ and $d = 3$, respectively. We present multiple constructions that exhibit each of these bounds, each with different geometric properties.

Finally, we study the connection of Yao–Yao partitions with yet another generalization of the ham sandwich theorem. The following result, proved independently by Dolnikov [Dol92] and Živaljević and Vrećica [ŽV90], is known as the central transversal theorem.

**Theorem 1.7** (Central transversal theorem). Let $k, d$ be non-negative integers such that $k \leq d - 1$. For any set of $k + 1$ absolutely continuous probability measures $\mu_1, \ldots, \mu_{k+1}$ there exists a $k$-dimensional affine space $V$ such that for any closed half-space $H$ with $V \subset H$ we have $\mu_i(H) \geq \frac{1}{d-k+1}$ for $i = 1, \ldots, k + 1$.

The known proofs of this result involve computing non-trivial topological invariants of some associated spaces, such as Stiefel–Whitney characteristic classes or the Fadell–Husseini index. We first show a new proof that uses a simple homotopy argument. This proof method also allows us to prove some new results, such as the following theorem.

**Theorem 1.8.** Let $\mu_1, \ldots, \mu_d$ be $d$ probability measures in $\mathbb{R}^d$. Then, we can find two hyperplanes $H_1, H_2$ such that

- $H_1 \cup H_2$ splits $\mu_1$ into four equal parts,
- each half-space $H$ that contains $H_1 \cap H_2$ satisfies $\mu_i(H) \geq \frac{1}{3}$ for $i = 2, 3, \ldots, d - 1$, and
- $H_1$ splits $\mu_d$ into two equal parts.

If we project onto the orthogonal complement of $H_1 \cap H_2$, the first equipartition is a Yao–Yao partition. The subspace $H_1 \cap H_2$ is also a central transversal for the next $d - 1$ measures as in Theorem 1.7.

We describe similar results, such as Theorem 5.5, that interpolate between higher-dimensional Yao–Yao partitions and the central transversal theorem.

1.1. **Structure of the paper.** In Section 2 we begin by introducing notation that we use throughout the paper regarding Yao–Yao partitions and general properties of such partitions. Within this section, we also provide an overview of the proof technique used for the Yao–Yao partition theorem. We use these tools in Section 3 to prove Theorem 1.3. In Section 4 we prove our bounds for Problem 1.4. Section 5 introduces results that connect Stiefel manifolds and Yao–Yao partitions. Lastly, we present remarks and open problems in Section 6.

2. **Tools and notation**

Let $\mu$ be a measure in $\mathbb{R}^d$. We say that $\mu$ is **absolutely continuous** if it is absolutely continuous with respect to the Lebesgue measure in $\mathbb{R}^d$ and $\mu(A) \neq 0$ for every open $A$ subset of $\mathbb{R}^d$. We say that $\mu$ is **finite** if $\mu(\mathbb{R}^d) < \infty$.

Before we construct the convex partitions of $\mathbb{R}^d$ for our main results, we define Yao–Yao partitions and provide an overview of the original proof, which contains tools we use to prove Theorem 1.3.

A **Yao–Yao partition** is a convex partition of a $\mathbb{R}^d$ into $2^d$ regions, defined by a recursive process. A key property of these partitions is that every hyperplane misses the interior of at least one region. Yao–Yao partitions are determined by the choice of an ordered orthonormal basis $(u_1, u_2, \ldots, u_d)$. Each Yao–Yao partition $P$ has a point, denoted $C(P)$, which we call the **center of the partition**.

**Definition 2.1.** Let $(u_1, u_2, \ldots, u_d)$ be an orthonormal basis of $\mathbb{R}^d$. We say a hyperplane is **horizontal** if it is orthogonal to $u_d$. For a horizontal hyperplane $H$, 

...
where $h$ is parallel to $H$ and not zero, then $f(p_h v, \mu) < f(p_v(\mu_+)), h)$ and $f(p_h v, \mu) > f(p_v(\mu_-)), h)$ where $\langle \cdot, \cdot \rangle$ denotes the standard dot product. In other words, as the projection direction changes, the centers move in opposite directions.
The first family of partitions we consider are based on Yao–Yao partitions.

**Definition 2.3.** Let $\mu$ be an absolutely continuous finite measure in $\mathbb{R}^d$ and $(u_1, \ldots, u_d)$ be an orthonormal basis of $\mathbb{R}^d$. For $\alpha, \beta > 0$ such that $\alpha + \beta = 1$ we define recursively an $(\alpha, \beta)$-partition of $\mu$ with $(\alpha, \beta)$-center in the following way. In dimension $d = 1$, the $(\alpha, \beta)$-center $C(\mu)$ is the point such that the regions in the directions of $-u_1$ and $u_1$ have measure $\alpha(\mu(\mathbb{R}))$ and $\beta(\mu(\mathbb{R}))$, respectively. For dimensions $d \geq 2$, we first halve the measure with a horizontal hyperplane $H$ and find a projection vector $v$ such that $C(p_v(\mu_+)) = C(p_v(\mu_-))$. In the previous equality, we are considering $C(p_v(\mu_+))$ the center of the $(\alpha, \beta)$-partition $P_+$ of $p_v(\mu_+)$ with respect to the basis $(u_1, \ldots, u_{d-1})$ and $C(p_v(\mu_-))$ the center of the $(\alpha, \beta)$-partition $P_-$ of $p_v(\mu_-)$ with respect to the basis $(u_1, \ldots, u_{d-1})$. Finally, we define the $(\alpha, \beta)$-partition as $P = \{p_{v}^{-1}(C) \cap H : C \in P_+\} \cup \{p_{v}^{-1}(C) \cap H : C \in P_-\}$.

Note that in the case $\alpha = \beta = \frac{1}{2}$, we have a Yao–Yao equipartition. The proof of existence and uniqueness of Yao–Yao partitions can be used verbatim to prove the existence and uniqueness of $(\alpha, \beta)$-partitions. Each $(\alpha, \beta)$-partition of a measure splits $\mathbb{R}^d$ into $2^d$ convex parts. Given an $(\alpha, \beta)$-partition, every hyperplane misses the interior of at least one of the $2^d$ sections.

The only change we make, relative to Yao and Yao’s original construction, is in the first step of the construction. Each subsequent step uses a halving horizontal hyperplane. More general versions of these partitions, where the horizontal hyperplanes are not necessarily halving hyperplanes, were studied by Lehec [Leh09]. As we will show, $(\alpha, \beta)$-partitions have additional useful structural properties.

For a finite absolutely continuous measure $\mu$ in $\mathbb{R}^d$ and fixed $(\alpha, \beta)$, we introduce a lemma that describes the relationship between (classic) Yao–Yao equipartitions and $(\alpha, \beta)$-partitions of $\mu$.

**Lemma 2.4.** Let $\alpha, \beta$ be positive real numbers whose sum is 1 and let $(u_1, \ldots, u_d)$ be an orthonormal basis of $\mathbb{R}^d$. Given a finite absolutely continuous measure $\mu$ in $\mathbb{R}^d$, consider the $(\alpha, \beta)$-partition of $\mu$ induced by the basis $u_1, \ldots, u_d$. Then, we can split the regions of the partition into $2^{d-1}$ pairs $(A_i, B_i)$ so that

- $A_i \cup B_i$ is convex for each $i$,
- each region $A_i$ contains an infinite ray in the direction of $-u_1$, and
- each region $B_i$ contains an infinite ray in the direction of $u_1$.

Additionally, for each $i = 1, \ldots, 2^{d-1}$ the regions satisfy $\mu(A_i) = \frac{\alpha}{2^{d-1}} \mu(\mathbb{R}^d)$ and $\mu(B_i) = \frac{\beta}{2^{d-1}} \mu(\mathbb{R}^d)$.

**Proof.** We proceed by induction on the dimension $d$. Clearly, the claim is true for $d = 1$. Now we assume that the statement is true for $d-1$ and want to show that it is true for $d$. Project $\mu$ onto the horizontal halving hyperplane $H$ in the direction of the associated projection vector $v$ of the $(\alpha, \beta)$-partition of $\mu$. The projected partitions of $p_v(\mu_+)$ and $p_v(\mu_-)$ are both $(\alpha, \beta)$-partitions. Therefore, we can find pairings of regions in $H_+$ and $H_-$ that satisfy our requirements. Taking the pre-image of these partitions does not change convexity and the same rays in the directions $\pm u_1$ are contained. Therefore, these pairings work for the original $(\alpha, \beta)$-partition. Since $\mu_+ \text{ and } \mu_-$ each have measure $\frac{1}{2} \mu(\mathbb{R}^d)$, we know $\mu(A_i) = \frac{\alpha}{2^{d-1}} \cdot \frac{1}{2} \mu(\mathbb{R}^d)$ and $\mu(B_i) = \frac{\beta}{2^{d-1}} \cdot \frac{1}{2} \mu(\mathbb{R}^d)$ for each $i$. Thus, the claim is true for all $d$. □

Throughout the rest of the paper we will use $A_i, B_i$ to denote the regions as described above. For each $i$, let $C_i = A_i \cup B_i$. We call $C_1, \ldots, C_{2^{d-1}}$ the frame of the partition. Notice that the frame of the partition is a convex equipartition of...
\( \mu \) into \( 2^{d-1} \) parts. We now show that the frame of the partition does not depend on the values of \( \alpha, \beta \), as it is defined by the projection of \( \mu \) onto the orthogonal complement of \( u_1 \).

**Lemma 2.5.** Let \( \alpha, \beta \) be positive real numbers whose sum is 1 and let \( u_1, \ldots, u_d \) be an orthonormal basis of \( \mathbb{R}^d \) for \( d \geq 2 \). Given a measure \( \mu \) in \( \mathbb{R}^d \), let \( A_1, \ldots, A_{2^{d-1}} \), \( B_1, \ldots, B_{2^{d-1}} \) be the \((\alpha, \beta)\)-partition of \( \mu \) induced by the basis \( u_1, \ldots, u_d \). Let \( V \) be the hyperplane orthogonal to \( u_1 \). Let \( \pi : \mathbb{R}^d \to V \) be the orthogonal projection onto \( V \). We denote for each \( 1 \leq i \leq 2^{d-1} \) the sets \( C_i = A_i \cup B_i \) and \( D_i = \pi(C_i) \). Then, \( D_1, \ldots, D_{2^{d-1}} \) is the Yao–Yao equipartition of \( \pi(\mu) \) on \( V \) induced by the basis \( u_2, \ldots, u_d \).

**Proof.** We proceed by induction on \( d \). Clearly, the claim is true for \( d = 2 \). Now we assume that the statement is true for \( d - 1 \) and want to show that it is true for \( d \).

Let \( R \subset V \) be the affine subspace of dimension \( d - 2 \) that halves \( \pi(\mu) \), notice that \( R = \pi(H) \). We prove this lemma by using the equivalence of two projections onto \( R \).

Let \( v \) be the associated projection vector of the \((\alpha, \beta)\)-partition. By the inductive hypothesis, we know that the frame of the \((\alpha, \beta)\)-partition of \( p_v(\mu_+) \) projects onto the Yao–Yao partition of \( \pi(p_v(\mu_+)) \). Similarly, the frame of the \((\alpha, \beta)\)-partition of \( p_v(\mu_-) \) projects onto the Yao–Yao partition of \( \pi(p_v(\mu_-)) \). Therefore, the projection of the frame of the \((\alpha, \beta)\)-partition of \( \mu \) projects onto a Yao–Yao partition of \( \pi(\mu) \) whose projection vector is \( \pi(v) \). This is simply because \( \pi \circ p_v = p_{\pi(v)} \circ \pi \). The resulting partition of \( \pi(\mu) \) is clearly an equipartition, so we obtain the desired result.

Now we show that the frame of a partition also remains constant if we restrict the measure to the \( A_i \)'s or to the \( B_i \)'s, which will be useful for our definition of multicenter partitions.

**Corollary 2.6.** With the notation of Lemma 2.5 define \( A = \bigcup_{i=1}^{2^{d-1}} A_i \) and \( \mu|_A \) the restriction of \( \mu \) to \( A \). Then, \( D_1, \ldots, D_{2^{d-1}} \) is the Yao–Yao equipartition of \( \pi(\mu|_A) \) on \( V \) induced by the basis \( u_2, \ldots, u_d \). The lemma also holds if we replace \( A \) by \( B = \bigcup_{i=1}^{2^{d-1}} B_i \).

**Proof.** By Lemma 2.5 we know that \( D_1, \ldots, D_{2^{d-1}} \) is a Yao–Yao partition, and Lemma 2.4 shows that \( \mu(A_i) = \mu|_A(C_i) = \pi(\mu|_A)(D_i) \) has the same value for each \( i \). As \( \pi(\mu|_A) \) is a finite absolutely continuous measure in \( V \), its Yao–Yao equipartition induced by \( (u_2, \ldots, u_d) \) is unique. The proof is analogous for \( B \) and \( \mu|_B \).

Given an \((\alpha, \beta)\)-partition, each \( C_i \) is split into two convex regions \( A_i \) and \( B_i \). The boundary between \( A_i \) and \( B_i \) must therefore be a hyperplane section. We denote the union of all these boundary pieces the *wings* of the partition. As we vary \( \alpha, \beta \), the frame remains constant while the center and the wings of the partition can change.

Another consequence of the lemmas above is that, for a fixed absolutely continuous finite measure \( \mu \) in \( \mathbb{R}^d \), there exists a line \( \ell \) parallel to \( u_1 \) such that

- every \((\alpha, \beta)\)-partition of \( \mu \) has its center on \( \ell \),
- the boundary of every part \( A_i \) of an \((\alpha, \beta)\)-partition of \( \mu \) contains the infinite ray \( \{ c - \lambda u_1 : \lambda \geq 0 \} \) where \( c \) is the center of the \((\alpha, \beta)\)-partition, and
the boundary of every part $B_i$ of an $(\alpha, \beta)$-partition of $\mu$ contains the infinite ray $\{c + \lambda u_1 : \lambda \geq 0\}$ where $c$ is the center of the $(\alpha, \beta)$-partition.

We know by the arguments of Yao and Yao that every hyperplane $H$ must avoid the interior of at least one of the regions. Let left and right be the directions defined by $-u_1$ and $u_1$, respectively. If $H \cap \ell$ is a single point $p$, then it must avoid one of the regions $B_i$ if $p$ is at or left of the center $c$ and one of the regions $A_i$ if $p$ is at or right of the center $c$.

The previous results can be improved to give us significant information about the $k$-skeletons of the cones forming and $(\alpha, \beta)$-partition.

**Lemma 2.7.** Let $k < d$ be positive integers, $(u_1, \ldots, u_d)$ be an orthonormal basis of $\mathbb{R}^d$ and $\mu$ be a finite absolutely continuous measure. For any $(\alpha, \beta)$-partition of $\mu$ induced by the basis $(u_1, \ldots, u_d)$, the union of the $k$-skeletons of the parts of the partition contains the translate of $\text{span}\{u_1, \ldots, u_k\}$ that goes through the center of the partition.

*Proof.* We proceed by induction on $k$. For $k = 1$, the previous results imply the result. Now assume that $k > 1$ and we know the result holds for $k - 1$ and any $d \geq k$. With the notation of the previous lemmas, the frame of the $(\alpha, \beta)$-partition $P$ projects onto $V$ to the Yao–Yao partition $P'$ of $\pi(\mu)$ with basis $(u_2, \ldots, u_d)$.

We know by induction that the union of the $(k - 1)$-skeletons of the parts of $P'$ contain the translate of $\text{span}\{u_2, \ldots, u_k\}$. When we take the inverse of $\pi(\cdot)$ we are extending these boundaries by $\pm u_1$ (one direction with the parts $A_i$ and the other with the parts $B_i$), which finishes the proof.

If we consider the lemma above with $k = d - 1$, we obtain the halving hyperplane at the core of the Yao–Yao construction. This way one can also argue this lemma by reducing the value of $k$ rather than increasing it.

Since the location of the center $p$ on the line $\ell$ is important, we prove an additional technical lemma to improve Corollary 2.6. We want to prove that a center for an $(\alpha', \beta')$-partition of $\mu|_B$ is further right than a center for $\mu$.

**Lemma 2.8.** Let $d$ be a positive integer, $(u_1, \ldots, u_d)$ be an orthonormal basis of $\mathbb{R}^d$, and $\alpha, \alpha', \beta, \beta'$ be positive real numbers such that $\alpha + \beta = \alpha' + \beta' = 1$. For an absolutely continuous finite measure $\mu$ in $\mathbb{R}^d$, let $C(\mu)$ be the center of its $(\alpha, \beta)$-partition induced by the basis $(u_1, \ldots, u_d)$, and let $C(\mu|_B)$ be the center of the $(\alpha', \beta')$-partition of $\mu|_B$. Then, $C(\mu|_B)$ is farther right than $C(\mu)$.

*Proof.* We proceed by induction on $d$. For $d = 1$, the result is clear. Assume the result holds for $d - 1$. Let $v$ be the projection vector of the $(\alpha, \beta)$-partition of $\mu$, and let $v'$ be the projection vector of the $(\alpha', \beta')$-partition of $\mu|_B$. We know by the previous lemmas that we can choose scalar multiples of $v$ and $v'$ so that $\pi(v) = \pi(v')$, as the frame of both partitions coincide. Consider the measures $p_v(\mu|_B)$ and $p_{v'}(\mu|_B)$ on the halving hyperplane $H$. By the previous lemmas, their $(\alpha', \beta')$-partition shares the frame of $p_v(\mu)$, and their centers $C_1, C_2$ respectively must be to the right of $C(p_v(\mu)) = C(\mu)$.

If $C_1 = C_2$, this means that $v = v'$ and we are done. If $C_1 \neq C_2$, as we move $v$ to $v'$ the centers $C_1$ and $C_2$ move in opposite directions according to $u_1$ (formally, one of $(C_1, u_1), (C_2, u_1)$ increases and the other decreases. This means that $C(\mu|_B)$ must be between $C_1$ and $C_2$, and so it is to the right of $C(\mu)$.

**Definition 2.9.** We define a new family of partitions, called *multicenter partitions* with $t$ centers for a measure $\mu$ in $\mathbb{R}^d$ in the following way.

- For $t = 1$, we take a classic Yao–Yao equipartition of $\mu$. 

---
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• For $t > 1$, let $C_1, \ldots, C_{2^{d-1}}$ be the frame of all possible $(\alpha, \beta)$-partitions of $\mu$. We first construct a $(1/(t + 1), t/(t + 1))$-partition of $\mu$ and denote its regions by $A_1, \ldots, A_{2^{d-1}}, B_1, \ldots, B_{2^{d-1}}$. Let $P$ be a multicenter partition of $\mu|B$ with $t - 1$ centers. Our multicenter partition $Q$ with $t$ centers is defined as

$$Q = \{ A_i : i = 1, \ldots, 2^{d-1} \} \cup \{ K \cap B_i : i = 1, \ldots, 2^{d-1}, K \subset C_i, K \in P \}.$$ 

We define the $t$ centers as the union of the center of the $(1/(t + 1), t/(t + 1))$-partition of $\mu$ and the $t - 1$ centers of the multicenter partition $P$ we used in the construction.

![Figure 1. Example of a multicenter partition in $\mathbb{R}^3$ with two centers.](image)

Each part of a multicenter partition is contained in one of the parts of the frame of $\mu$. Each region of the frame is iteratively partitioned into $t + 1$ convex regions by the wings of each $(\alpha, \beta)$-partition we took. A multicenter partition with $t$ centers will have exactly $(t+1)2^{d-1}$ convex parts of equal measure. An example is shown in Figure 1. Notice that the subdivision of the right-most center doesn’t extend past the wings induced by the first partition (induced by the left-most center). Now we can prove Theorem 1.3.

3. PROOF OF THEOREM 1.3

We want to show that for a multicenter partition with $t$ centers every hyperplane misses the interior of at least $t$ regions. Since a multicenter partition with $t$ centers has $(t + 1)2^{d-1}$ regions, all of them convex, we would prove Theorem 1.3. In this section, we use a fixed orthonormal basis $(u_1, u_2, \ldots, u_d)$ and induct on $t$.

**Theorem 3.1.** Let $\mu$ be a finite absolutely continuous measure in $\mathbb{R}^d$, and let $P$ be a multicenter partition of $\mu$ with $t$ centers. Every hyperplane misses the interior of at least $t$ regions.

**Proof.** We proceed inductively. For $t = 1$, this is the result of Yao and Yao. Assume the result holds for $t - 1$. Let $Q$ be the multicenter partition, with parts labeled as in Definition 2.9. Let $C(\mu)$ be the center of the $(1/(t + 1), t/(t + 1))$-partition of $\mu$, and let $\ell$ be the line with direction $u_1$ through $C(\mu)$.
Let $L$ be a hyperplane. We first assume that $L \cap \ell$ is a single point. If $L \cap \ell$ is to the right or coincides with $C(\mu)$, then $L$ misses the interior of one of the regions $A_i$. By the induction hypothesis, $L$ misses the interior of at least $t - 1$ regions of the form $B_{i'} \cap K$ for some $i'$. If $L \cap \ell$ is to the left of $C(\mu)$, then $L$ avoids the interior of some set $B_i$. This means that $L$ avoids all the $t$ parts of the partition of the form $B_i \cap K$.

Any hyperplane $L$ for which $L \cap \ell$ is not a point contains a line parallel to $\ell$. Therefore, $\pi(L)$, the projection of $L$ onto the subspace orthogonal to $u_1$ is not surjective. Since the projection of the frame $C_1, \ldots, C_{2^d - 1}$ is a Yao–Yao partition, this means that $L$ misses the interior of one of the $C_i$. With this, we have that $L$ misses the interior of the $t + 1$ regions in the subdivision of that $C_i$. \[\square\]

The proof above does not use Lemma 2.8. However, that lemma can help us get intuition regarding which regions of a multicenter partition are avoided. If $L \cap \ell$ is between the $j$-th and the $(j + 1)$-th center of the partition, we can guarantee $L$ avoids $j$ “left regions $A_i$” in the recursive definition and $t - j$ right regions which at some point were of the form $B_i \cap K$ in the recursive definition. The union of the right regions avoided is convex. An example is shown in Figure 4. In that figure, one of the avoided regions is shaded. We can see that the section right of the shaded region is also missed by the hyperplane, and their union is convex.

![Figure 2. Hyperplane transversal for a multicenter partition in $\mathbb{R}^3$](image)

4. LINE TRANSVERSAL PROBLEM

We first introduce the notion of complexity for a partition. The complexity of a convex partition refers to the smallest number of hyperplanes whose union contains all the boundaries between parts of the partition.

If $P$ is a partition into $n$ parts with complexity $k$ then every line misses the interior of at least $n - (k + 1)$ regions, so we care about minimizing the complexity to maximize the number of parts missed by any line. The partitions we use involve iterated partitions by successive hyperplanes. These are similar to those used recently for high-dimensional versions of the necklace splitting problem.
The key difference is that we wish each part of the partition to have the same size, as opposed to distribute the parts among a fixed number of participants.

To obtain a general bound for the minimum complexity needed to find an equipartition of any measure, we use the ham sandwich theorem. This was first proved by Steinhaus, who attributed the result to Banach [St38].

**Theorem 4.1** (Ham sandwich theorem). Given $d$ finite measures in $\mathbb{R}^d$, each absolutely continuous with respect to the Lebesgue measure, there exists a hyperplane that divides $\mathbb{R}^d$ into two half-spaces of the same size with respect to each measure.

With this tool, we can introduce a lemma that allows us to save many hyperplanes as the dimension increases.

**Lemma 4.2.** Let $d$ and $x$ be positive integers. For any absolutely continuous measure $\mu$ in $\mathbb{R}^d$ there exists a convex equipartition into $d2^x$ sets of complexity $(d−1)+2^x−1$.

**Proof.** First, we partition the measure into convex regions of equal measure using $d−1$ parallel hyperplanes. Now we can treat the $d$ regions as distinct measures. By the ham sandwich theorem, we can bisect all the regions using a hyperplane. We repeat this process recursively for the regions on the positive side of the bisecting hyperplane and for the negative side of the bisecting plane until we have regions of measure $\mu(\mathbb{R}^d)/d2^x$. The total number of hyperplanes used is $2^x−1$ aside from the initial $d−1$ hyperplanes. Hence, we use a total of $(d−1)+2^x−1$ to partition the measure into $d2^x$ regions of equal measure. □

Because we are using a single hyperplane to bisect multiple regions at once, we can save many hyperplanes and obtain the following bound. We assume we have a fixed orthonormal basis $\{u_1, u_2, \ldots , u_d\}$. We call hyperplane vertical if it is orthogonal to $u_1$. We are now ready to prove Theorem 1.5.

**Proof of Theorem 1.5.** We first prove the upper bound. We can recursively define how we partition $\mu$ into $n$ regions of equal measure in the following way. Any positive integer $n$ can be expressed in the form $d2^{α_1}+d2^{α_2}+d2^{α_3}+\ldots +\epsilon$ such that $α_1 > α_k$ for $j < k$ and $\epsilon < d$. We can use a vertical hyperplane to partition $\mu$ such that the left side of the hyperplane has measure $(\mu(\mathbb{R}^d)/d2^{α_1})/n$. Using another vertical hyperplane to partition the right region we repeat this process so that the section between the two hyperplanes has measure $(\mu(\mathbb{R}^d)/d2^{α_2})/n$ and so on for each $α_i$.

We repeat this for at most $α_1 \leq \log_2(n/d)$ terms. Once the right-most side of the partition has measure less than $(\mu(\mathbb{R}^d)d)/n$, we use $\epsilon−1$ parallel hyperplanes to partition the region into convex regions of equal measure. In each region with measure $(\mu(\mathbb{R}^d)d)/n$, we can apply Lemma 4.2 to partition that region into $d2^{α_1}$ regions of equal measure using $(d−1)+2^{α_1}−1$ hyperplanes. Therefore, we use at most $k \leq (d−1)\log_2(n/d)+(n/d−\epsilon/d)+\epsilon−1$ hyperplanes and consequently $k = n/d + O(\log(n))$.

We can use a measure concentrated around the moment curve to obtain a lower bound for the complexity of any convex partition of $\mathbb{R}^d$. A single hyperplane can intersect a moment curve at no more than $d$ points and contribute at most $d+1$ convex regions in which each piece of the measure can lie. Each subsequent hyperplane contributes at most an additional $d$ regions. This implies that, for a convex equipartition of $\mu$ into $n$ regions with complexity $k$, we have $n \leq kd+1$. Therefore the lower bound for the complexity is $(n−1)/d \leq k$. □
An intuitive way to look at the proof above is that every time we use Lemma 4.2, we get \(d - 1\) hyperplanes above the \(n/d\) ideal bound. This is done once for every 1 in the binary representation of \(\lfloor n/d \rfloor\). For \(d = 2\) and \(d = 3\) we can find much simpler partitions that yield the following sharper bound.

\[
\left\lfloor \frac{n - 1}{d} \right\rfloor \leq k \leq \frac{n}{d} + O(1)
\]

The bounds largely solve the problem in those dimensions, as the term \(O(1)\) is bounded by 1/2 for \(d = 2\) and by 13/3 for \(d = 3\). We prove this by using a generalization of the ham sandwich theorem for “well-separated” families proved by Bárány, Hubard, and Jerónimo \([BHJ08]\). We say that a family \(F\) of subsets of \(\mathbb{R}^d\) is well-separated if for every \(A \subset F\) we have that \(\bigcup A\) can be separated from \(\bigcup (F \setminus A)\) by a hyperplane.

**Theorem 4.3** (Bárány, Hubard, Jerónimo 2008). Let \(d\) be a positive integer. For all \(i = 1, \ldots, d\), let \(\mu_i\) be a finite measure on \(\mathbb{R}^d\), absolutely continuous with respect to the Lebesgue measure, with support \(K_i\) for all \(i \in \{1, 2, \ldots, d\}\). Assume the family \(F = \{K_1, \ldots, K_d\}\) is well-separated and let \(\alpha = (\alpha_1, \ldots, \alpha_d) \in (0, 1)^d\). Then there exists a half-space, \(H\), such that \(\mu_i(K_i \cap H) = \alpha_i \cdot \mu_i(K_i)\), for every \(i \in \{1, 2, \ldots, d\}\).

Bárány et al also determined conditions that guarantee the uniqueness of the hyperplane above, but we do not require it for our proof. Using Theorem 4.3, we introduce alternative partitions that yield better upper bounds than Theorem 1.5 for \(d = 2\) and \(d = 3\).

### 4.1. \(d=2\)

Let \(n = 2q + r\) for non-negative integers \(q\) and \(r < 2\). If \(n < 2\), then \(n = 1\), so we use no hyperplanes. For \(n \geq 2\), we first use \(r\) vertical lines to partition the measure such that each of the \(r\) left-most regions has measure \(\mu(\mathbb{R}^2)/n\). Then we bisect the rightmost region with a line. The two regions induced are well-separated, so we can apply Theorem 1.3 to the pair of regions. We can use \(q - 1\) lines to partition the pair such that the positive half-space of each line has measure \(\mu(\mathbb{R}^2)/q\) in each region of each pair. Therefore, for \(n \geq 2\) the number of lines we use is

\[
k = \left\lceil \frac{n}{2} + \frac{r}{2} \right\rceil.
\]

We refer to this partition as a Bárány, Hubard, and Jerónimo partition (see Figure 3c). Note that \(r \leq 1\), so the complexity is bounded by 1/2.

The second partition we introduce does not use Theorem 1.3 but follows immediately from Theorem 1.3. If the number of regions \(n\) is odd, we use a vertical line to partition the measure so the left side has measure \(\mu(\mathbb{R}^2)/n\) and then we take a multicenter equipartition for the right side of the line. In the case that \(n\) is even, we can take a multicenter equipartition. The number of lines used in this partition is

\[
k = \left\lceil \frac{n}{2} \right\rceil.
\]

We call these partitions modified multicenter partitions (see Figure 3a). Note that this is the same bound proven by Roldán-Pensado and Soberón \([RPS14]\). The construction they provide is different because they use a rotating half-space to partition the measure (see Figure 3f). We refer to this partition as a Roldán-Pensado and Soberón partition. The differences between the partitions lies in their geometry. The modified multicenter partition iterates on the right regions, the Roldán-Pensado and Soberón partition uses rotating cuts, and the Bárány, Hubard, and Jerónimo partition preserves one cut in any direction and iteratively partitions the pair of regions.
4.2. d=3. In the case of $d = 3$, there are two other constructions that use Theorem 4.3 to show the same bound. Let $n = 6q + r$ for non-negative integers $q$ and $r < 6$. If $r > 0$, we use $r - 1$ we first partition the measure using $r$ vertical planes so that each of the $r$ left-most regions has measure $\mu(R^3)/n$.

For the first approach, we use a partition result of Buck and Buck, that says that any finite measure in the plane can be split into six equal parts using three concurrent lines [BB49]. Therefore, using a projection we can see that we can partition the rightmost region with three planes that share a common line of intersection such that each of the six resulting regions has equal measure. Pairing every other region into a group of three gives two triplets, each consisting of well-separated regions. Therefore, by Theorem 4.3 we can iteratively use $q - 1$ planes to partition each triplet such that the resulting regions have measure exactly $\mu(R^3)/q$.

In the second approach, we use two parallel planes to partition the right region into three regions of equal measure and then by the ham sandwich theorem we bisect all three regions using an additional plane. We group together the leftmost and rightmost region on the positive side of the bisecting plane and the center region on the negative side. The other triplet is formed by the remaining regions.

In both cases for $n \geq 6$, the number of planes we use is

$$\frac{n}{3} + \frac{2r}{3} + 1.$$ 

Note that $r \leq 5$, so the complexity is bounded by $(n + 13)/3$. Therefore, tools such as Theorem 4.3 allow us to find partitions with smaller complexity and different geometric properties.

5. STIEFEL MANIFOLDS AND YAO–YAO PARTITIONS

The Borsuk–Ulam theorem is the topological backbone of many mass partition results. The Yao–Yao theorem is one of such result, as the inductive step that allows us to find Yao–Yao partitions relies on the Borsuk–Ulam theorem. As one explores more elaborate mass partition theorems, we may either require more advanced topological machinery or tailor-made topological results similar to the Borsuk-Ulam theorem. In this section we first present a new proof a Borsuk-Ulam type theorem from Chan et al. [CCFH20] where the domain is a Stiefel manifold of orthonormal $k$-frames in $\mathbb{R}^d$.

$$V_k(\mathbb{R}^d) = \{(v_1, \ldots, v_k) : v_i \in S^{d-1} \text{ for } i = 1, \ldots, k, \langle v_i, v_j \rangle = 0 \text{ for } i \neq j\}.$$ 

The Stiefel manifold $V_k(\mathbb{R}^d)$ is a manifold of dimension $(d-1)+(d-2)+\ldots+(d-k)$ with a free action of $(\mathbb{Z}_2)^k = \{+1, -1\}^k$. Given an element $\lambda = (\lambda_1, \ldots, \lambda_k) \in (\mathbb{Z}_2)^k$ and $v = (v_1, \ldots, v_k) \in V_k(\mathbb{R}^d)$, we define

$$\lambda v := (\lambda_1 v_1, \ldots, \lambda_k v_k) \in V_k(\mathbb{R}^d).$$
We can also define an action of \((\mathbb{Z}_2)^k\) on \(R = \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \ldots \times \mathbb{R}^{d-k}\) as the direct product of the action of \(\mathbb{Z}_2\) on each component. The only fixed point in \(R\) is the zero vector.

**Theorem 5.1** (Chan, Chen, Frick, Hull 2020 [CCFH20]). Let \(k, d\) be positive integers such that \(k \leq d\). Let \(f : V_k(\mathbb{R}^d) \to \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \ldots \times \mathbb{R}^{d-k}\) be a continuous and equivariant function with respect to the action of \((\mathbb{Z}_2)^k\) on each space as defined above. Then, there exists \(v \in V_k(\mathbb{R}^d)\) such that \(f(v) = 0\).

The case \(k = 1\) is one of the many equivalent forms of the Borsuk-Ulam theorem: *every continuous odd map \(f : S^{d-1} \to \mathbb{R}^{d-1}\) has a zero.* The case \(k = d - 1\) is essentially a Borsuk-Ulam type theorem in which the domain is \(O(d)\). The original proof of this theorem involves the computation a topological invariant constructed by the sum of the degrees of some associated continuous maps. It can also be proved using the Fadell–Husseini index (this proof is implicit in Fadell and Husseini’s foundational paper [FH88]). Similar results, where the domain is \(SO(d)\), have been proven earlier, although they use slightly different group actions \([RPS14,FHM+19]\). Since the dimension of the domain and the range is the same, the theorem above is also a consequence of Musin’s Borsuk–Ulam type theorems for manifolds [Mus12, Theorem 1]. We present a simple proof below for completeness. The proof below, as well as Musin’s proof for this main theorem and the proofs for the results mentioned for \(SO(d)\) all follow the scheme of Imre Bárány’s proof of the Borsuk–Ulam theorem [Bar80,Mat03].

**Proof.** First, we construct a particular map \(g : V_k(\mathbb{R}^d) \to R\) that is continuous and equivariant. We denote the coordinates of each \(v_i\) by \(v_i = ((v_i)_1, \ldots, (v_i)_d)\). The function \(g\) is defined by

\[
g : V_k(\mathbb{R}^d) \to \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \ldots \times \mathbb{R}^{d-k}
\]

\[
(v_1, \ldots, v_k) \mapsto (x_1, \ldots, x_k)
\]

where

\[
x_j = \begin{bmatrix}
(v_1)_j+1 \\
(v_2)_j+2 \\
\vdots \\
(v_k)_d
\end{bmatrix} \in \mathbb{R}^{d-j}.
\]

A simple inductive argument shows that the only zeroes of this function are when for each \(1 \leq j \leq k\) we have \(v_j \in \{e_j, -e_j\}\), where \((e_1, \ldots, e_d)\) is the canonical basis of \(\mathbb{R}^d\). In other words, there is a single \((\mathbb{Z}_2)^k\)-orbit of zeros in \(V_k(\mathbb{R}^d)\), which is the set \((\mathbb{Z}_2)^k(e_1, \ldots, e_k)\).

Now we construct a new map

\[
T : V_k(\mathbb{R}^d) \times [0, 1] \to \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \ldots \times \mathbb{R}^{d-k}
\]

\[
(v, t) \mapsto tf(v) + (1 - t)g(v).
\]

Let \(\epsilon > 0\) be a real number. There exists a smooth \((\mathbb{Z}_2)^k\)-equivariant map \(T_\epsilon : V_k(\mathbb{R}^d) \times [0, 1] \to \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \ldots \times \mathbb{R}^{d-k}\) such that

\[
T_\epsilon(v, 0) = T(v, 0) = g(v) \quad \text{for all } v \in V_k(\mathbb{R}^d),
\]

\[
||T_\epsilon(v, t) - T(v, t)|| < \epsilon \quad \text{for all } v \in V_k(\mathbb{R}^d), \ t \in [0, 1], \text{ and}
\]

\[
0 \text{ is a regular value of } T_\epsilon.
\]

This follows from Thom’s transversality theorem [Tho54, GP10, pp 68-69]. Let us look at \(T_\epsilon^{-1}(0) \subseteq V_k(\mathbb{R}^d) \times [0, 1]\). This is a one-dimensional manifold with a free action of \((\mathbb{Z}_2)^k\), whose connected components are diffeomorphic to circles
or to intervals. The components with diffeomorphic to intervals must have their endpoints in \( V_k(\mathbb{R}^d) \times \{0,1\} \). As any continuous function from a closed interval to itself must have a fixed point, the group \((\mathbb{Z}_2)^k\) acts freely on the set of intervals in \( T_{\varepsilon}^{-1}(0) \).

The set \( T_{\varepsilon}^{-1}(0) \cap \{ V_k(\mathbb{R}^d) \times \{0\} \} \) has a single orbit of \((\mathbb{Z}_2)^k\) by construction. Therefore, \( T_{\varepsilon}^{-1}(0) \cap \{ V_k(\mathbb{R}^d) \times \{1\} \} \) must have an odd number of orbit of \((\mathbb{Z}_2)^k\), which implies that \( T_{\varepsilon}^{-1}(0) \cap \{ V_k(\mathbb{R}^d) \times \{1\} \} \) is not empty. As we make \( \varepsilon \to 0 \), the compactness of \( V_k(\mathbb{R}^d) \) implies that \( f^{-1}(0) \) is not empty, as we wanted. \( \square \)

A consequence of Theorem 5.1 is a generalization of the central transversal theorem mentioned in the introduction [Dol92, ZV90]. Given a finite probability measure \( \mu \in \mathbb{R}^d \) and an affine subspace \( L \) of dimension \( k \), we say that \( L \) is a central \( k \)-transversal to \( \mu \) if each half-space that contains \( L \) has measure at least \( 1/(d-k+1) \) in \( \mu \). The central transversal theorem says that for \( 0 \leq \lambda \leq d-1 \), any \( \lambda + 1 \) measures in \( \mathbb{R}^d \) have a common central \( \lambda \)-transversal. The case \( \lambda = d-1 \) is the ham sandwich theorem and the case \( \lambda = 0 \) is the centerpoint theorem. We obtain the following result.

**Theorem 5.2.** Let \( d \) be a positive integer, \( \mu_1, \ldots, \mu_d \) be finite absolutely continuous measures in \( \mathbb{R}^d \), and \( \lambda \) be an integer such that \( 0 \leq \lambda \leq d-1 \). We can find affine subspaces \( L_\lambda \subset L_{\lambda+1} \subset \cdots \subset L_{d-1} \) such that

- for each \( \lambda \leq i \leq d-1 \), the dimension of \( L_i \) is \( i \),
- the subspace \( L_\lambda \) is a central \( \lambda \)-transversal to each of \( \mu_1, \ldots, \mu_{\lambda+1} \), and
- for each \( \lambda < i \leq d-1 \), the subspace \( L_i \) is a central \( i \)-transversal to \( \mu_{\lambda+1} \).

The second condition implies the central transversal theorem. The last condition can also be obtained from the central transversal theorem by a bootstrapping argument. We first find a common \( \lambda \)-transversal to the first \( \lambda + 1 \) measures and then use the central transversal theorem to iteratively look for a direction to extend \( L_n \) to \( L_{n+1} \) for \( \lambda \leq n < d-1 \). This version is slightly closer to the ham sandwich theorem than the central transversal theorem, as we always deal with \( d \) measures. We use Theorem 5.1 to obtain a direct proof.

**Proof.** Let \( k = d - \lambda \). We construct a function \( f : V_k(\mathbb{R}^d) \to \mathbb{R} \) as in Theorem 5.1. Let \( (v_1, \ldots, v_k) \) be an element of \( V_k(\mathbb{R}^d) \). For \( 0 \leq i \leq \lambda = d - k \), let \( \sigma_i+1 \) be the orthogonal projection of \( \mu_{i+1} \) onto \( \overline{v_k} = \text{span}\{v_1, \ldots, v_k\} \). By the central point theorem, there is a centerpoint \( p_{i+1} \) of \( \sigma_i+1 \) in \( V_k \). The set of all possible centerpoints of \( \sigma_i \) is a compact convex set, so we can choose \( p_{i+1} \) to be the barycenter of this set. If \( \Pi_k : \mathbb{R}^d \to V_k \) is the orthogonal projection, the affine subspace \( \Pi_k^{-1}(p_{i+1}) \) is a central \( \lambda \)-transversal for \( \mu_{i+1} \).

For \( \lambda < i \leq d-1 \), let \( \sigma_{i+1} \) be the orthogonal projection of \( \mu_{i+1} \) onto \( V_d-i = \text{span}\{v_1, \ldots, v_d-i\} \). Let \( p_{i+1} \) be the centerpoint of \( \sigma_i \) in \( V_d-i \) chosen as above. We denote by \( \Pi_d-i : \mathbb{R}^d \to V_d-i \) the orthogonal projection onto \( V_d-i \). The affine subspace \( \Pi_d-i(p_{i+1}) \) is a central \( i \)-transversal for \( \mu_{i+1} \). Now we define

\[
\begin{align*}
\mathbf{f} : V_k(\mathbb{R}^d) &\rightarrow \mathbb{R}^{d-1} \times \mathbb{R}^{d-2} \times \cdots \times \mathbb{R}^{d-k} \\
(v_1, \ldots, v_k) &\mapsto (x_1, \ldots, x_k)
\end{align*}
\]

where \( x_j \in \mathbb{R}^{d-j} \) is defined by

\[
x_j = \begin{bmatrix}
(v_j, p_2 - p_1) \\
(v_j, p_3 - p_1) \\
\vdots \\
(v_j, p_{d+1-j} - p_1)
\end{bmatrix}.
\]
This map is continuous and equivariant, so it must have a zero. If \((v_1,\ldots,v_k)\) is a zero of this map, let us show that the subspaces \(L_i = \Pi_{d-i}^{-1}(\Pi_{d-i}(p_i))\) for \(\lambda \leq i \leq d-1\) satisfy the condition we want. We immediately get that the dimension of \(L_i\) is equal to \(i\) and that \(L_\lambda \subset \cdots \subset L_{d-1}\).

First, since \((v_1,\ldots,v_k)\) is an orthonormal frame and \(p_{i+1} \in V_k\) for \(i = 0,\ldots,\lambda\), we know that \(p_{i+1} = \sum_{j=1}^k \langle v_j, p_{i+1} \rangle v_j\). For \(i \geq \lambda + 1\), we have \(p_{i+1} = \sum_{j=1}^{d-i} \langle v_j, p_{i+1} \rangle v_j\).

If \(x_j = 0\) for all \(j\), this implies that \(p_1 = p_i\) for \(i = 2,\ldots,\lambda + 1\). Therefore, \(L_\lambda\) is a central \(\lambda\)-transversal for each of \(\mu_1,\ldots,\mu_{d+1}\). For \(i > \lambda + 1\) we have

\[
\Pi_{d-i}(p_1) = \sum_{j=1}^{d-i} \langle v_j, p_1 \rangle v_j = \sum_{j=1}^{d-i} \langle v_j, p_{i+1} \rangle v_j = p_{i+1}
\]

Therefore, \(L_i\) is a central \(i\)-transversal to \(\mu_{i+1}\). \(\square\)

If we take \(\lambda = 0\) we have the following corollary about full flags of subspaces.

**Corollary 5.3.** Let \(\mu_1,\ldots,\mu_d\) be finite measures in \(\mathbb{R}^d\). We can find affine subspaces \(L_0 \subset L_1 \subset \cdots \subset L_{d-1}\) such that for each \(0 \leq i \leq d-1\), the dimension of \(L_i\) is \(i\) and for each \(0 \leq i \leq d-1\) the subspace \(L_i\) is a central \(i\)-transversal to \(\mu_{i+1}\).

The fact that our parametrization depends on \(V_k(\mathbb{R}^d)\) instead of a Grassman manifold means that in the proof above we may replace \(p_i\) in the proof above by a point that depends continuously on the choice of \(V_k(\mathbb{R}^d)\), as long as the choice keeps our function equivariant. For example, we could take \(p_i\) to be a Yao–Yao center of \(\sigma_{i+1}\) on the corresponding subspace with the basis induced by \((v_1,\ldots,v_k)\). If we do this for several measures, even though the projections of the Yao–Yao centers will coincide we have no guarantee that the projections of the whole Yao–Yao partitions will coincide. We can now prove Theorem [L.8]

**Proof of Theorem [L.8]** The proof is almost identical to the proof of Theorem [5.2] with \(k = 2\) except for the definition of \(p_i\).

We define \(p_1\) as the Yao–Yao center of \(\Pi_2(\mu_1)\) induced by the basis \((v_2, v_1)\). Notice that a Yao–Yao partition in \(\mathbb{R}^2\) is an equipartition by two lines, one of which is parallel to \(v_2\) if we choose the ordered basis as above. The inverse image under \(\Pi_2\) of the two lines forming this Yao–Yao partition give us the hyperplanes we wanted. \(\square\)

Let us compare Theorem [L.8] with earlier results. For \(d = 3\) the central transversal theorem tells us that for any two measures we can find a common central line. A classic result of Hadwiger tells us that for any two measures in \(\mathbb{R}^3\) there are two planes that simultaneously split them into four equal parts [Had66] (a proof with new methods was recently found by Blagojević, Frick, Häuse, and Ziegler [BFHZ18, Section 4]).

The case \(d = 3\) of Theorem [L.8] shows that for any two measure in \(\mathbb{R}^3\) we can find two planes that split the first measure into four equal parts and whose intersection is a central line for the second measure. We even have a degree of freedom since we can choose \(\mu_3\) at will. Even the case \(\mu_1 = \mu_2\) is non-trivial, as opposed to the previous two related results.

If we are given more than \(2d/3\) measures in \(\mathbb{R}^d\) it is possible that there is no pair of hyperplanes that split each of them into four equal parts [Ram96]. Therefore the corollary above is a sensible way of interpolating between central transversals and equipartitions by hyperplanes of many measures. It is not clear if we can make the equipartition part of Theorem [L.8] be used for more measures.

**Question 5.4.** Is it true that for any \(d-1\) measures \(\mu_1,\ldots,\mu_{d-1}\) in \(\mathbb{R}^d\) there exist two hyperplanes \(H_1, H_2\) such that
Problem 6.3. What is the smallest value of $t$ such that for every finite absolutely continuous measure $\mu$ in $\mathbb{R}^d$ there exists a convex equipartition of $\mu$ with complexity at most $k$?

We can also extend Corollary 5.3 in a similar way but now using a full Yao–Yao partition.

Theorem 5.5. Let $d$ be a positive integer and $\mu_1, \ldots, \mu_d$ be finite absolutely continuous measures in $\mathbb{R}^d$. For an orthonormal basis $(u_1, \ldots, u_d)$ of $\mathbb{R}^d$ let $C(\mu_1)$ be the center of the Yao–Yao partition of $\mu_1$ induced by the basis $(u_1, \ldots, u_d)$, and let $L_i$ be the translate of $\text{span}\{u_1, \ldots, u_i\}$ through $C(\mu_1)$. Then, there exists a choice of an orthonormal basis such that for $i = 1, \ldots, d - 1$ we have that $L_i$ is a central $i$-transversal of $\mu_{i+1}$.

Due to Lemma 2.7, each $L_i$ is contained in the union of the $i$-skeletons of the parts of the Yao–Yao partition of $\mu_1$ we constructed, so these spaces appear naturally.

Proof. We follow verbatim the proof of Theorem 5.2 with the only difference being that for each $v = (v_1, \ldots, v_d) \in V_d(\mathbb{R}^d)$ we take $p_1$ to be the Yao–Yao center of $\mu_1$ according to the basis $(u_1, u_2, \ldots, u_d) = (v_d, v_{d-1}, \ldots, v_1)$. For $i = 1, \ldots, d - 1$, the point $p_{i+1}$ is still the centerpoint of the projection of $\mu_{i+1}$ onto $\text{span}\{v_1, \ldots, v_{d-i}\}$. □

Just as the theorem above is closely related to Corollary 5.3, it is clear we can get an analogous extension of Theorem 5.2 for any $\lambda$. We do this by choosing $p_1$ to be the Yao–Yao center of the projection of $\mu_1$ onto $\text{span}\{v_1, \ldots, v_k\}$ induced by the basis $(v_k, \ldots, v_1)$. Any half-space that contains $L_\lambda$ would avoid the interior of one of the regions of the initial Yao–Yao partition constructed.

6. Additional remarks

Theorem 1.3 gives an exact bound for $d = 1$, but it is unclear whether this is the best that can be done for $d \geq 2$. The only lower bound for Problem 1.2 was proven by Roldán-Pensado and Soberón who showed that $n \geq 2^{d-1}$ for $t = 1$ [RPS14]. Besides this result, the following question remains open and relatively unexplored.

Problem 6.1. Let $t, d$ be positive integers. Let $n$ be the smallest value such that for any finite measure $\mu$ in $\mathbb{R}^d$ that is absolutely continuous with respect to the Lebesgue measure there exists a convex equipartition into $n$ parts such that every hyperplane avoids the interior of at least $t$ regions. What is the lower bound for $n$?

In the case of $d = 2$, we offer multiple constructions that match the current best upper bound. Looking at the complexity of a partition is not sufficient to give us a lower bound on $n$ in general. However, it allows us to bound $t$ in terms of $n$.

Problem 6.2. Given $n, d$ find the largest $t$ such that for any finite measure $\mu$ in $\mathbb{R}^d$ that is absolutely continuous with respect to the Lebesgue measure there exists a convex equipartition into $n$ parts such that every line misses the interior of at least $t$ parts.

Let $k$ be the complexity for a convex partition of $\mathbb{R}^d$. As we discussed in the previous sections, an upper bound on the complexity of an equipartition into $n$ parts gives us a lower bound on $t$ because $(n - (k + 1)) \leq t$. The following problem becomes relevant.

Problem 6.3. What is the smallest value of $k$ such that for any finite absolutely continuous measure $\mu$ in $\mathbb{R}^d$ there exists a convex equipartition of $\mu$ with complexity at most $k$?

• $H_1 \cup H_2$ split each of $\mu_1, \mu_2$ into four equal parts and
• $H_1 \cap H_2$ is a central $(d - 2)$ transversal to each of $\mu_3, \ldots, \mu_{d-1}$?
Equipartitions impose greater geometric restrictions on possible partitions as Buck and Buck showed that there is no equipartition of 7 regions of complexity 3 \cite{BB49}. Therefore, it seems that in order to prove an exact bound on $k$ the geometry of the equipartitions should be considered.

It also seems that the original construction of Yao and Yao can be used to obtain more mass partition results. For example, consider the following proof of a special case of Theorem 1.3 for $d = 3$.

**Lemma 6.4.** Let $\mu_1, \mu_2$ be two finite absolutely continuous measures in $\mathbb{R}^3$ whose supports can be separated by a plane $H$. Then, there exist two planes $H_1, H_2$ such that $H_1 \cup H_2$ splits $\mu_1$ into four equal parts and $H_1 \cap H_2$ is a central line for $\mu_2$.

Before showing the proof, notice the following property of the result above. Given a half-space $M$, if the bounding plane of $M$ hits $H_1 \cap H_2$ on the side of $H$ of $\mu_1$, then $\mu_2(M) \geq \mu_2(\mathbb{R}^3)/3$. If it hits $H_1 \cap H_2$ on the side of $H$ of $\mu_2$, then $M$ contains one of the four regions that of the equipartition of $\mu_1$.

**Proof.** Assume without loss of generality that $H$ his a horizontal plane, and choose a basis $u_1, u_2$ of $H$ arbitrarily. For a vector $v \not\in \text{span}\{u_1, u_2\}$, let $C_v(\mu_1)$ be the Yao–Yao center of $\mu_i(\mu_1)$ with respect to $u_1, u_2$. Let $C_v(\mu_2)$ be the centerpoint of $\mu_i(\mu_2)$.

The exact same arguments of Yao and Yao show that, up to scalar multiplication, there exists a unique vector $v$ for which $C_v(\mu_1) = C_v(\mu_2)$ (the separation of the supports of $\mu_1, \mu_2$ by $H$ is needed for this). The Yao–Yao partition of $\mu_i(\mu_1)$ with respect to $u_1, u_2$ consists of two lines. If we extend these two lines by the direction $v$, we obtain $H_1$ and $H_2$. \hfill $\square$

As a final remark, we compare Corollary 1.6 to a similar problem regarding Yao–Yao type partitions for more measures.

**Problem 6.5** (Problem 3.3.3 in \cite{RPS21} for lines). Let $d$ be a positive integer. Find the smallest positive integer $n$ such that the following holds. For any $d - 1$ absolutely continuous probability measures $\mu_1, \ldots, \mu_{d - 1}$ in $\mathbb{R}^d$ there exists a convex partition $C_1, \ldots, C_n$ of $\mathbb{R}^d$ such that

$$\mu_i(C_j) = \frac{1}{n} \quad \text{for} \quad i = 1, \ldots, d - 1 \quad j = 1, \ldots, n$$

and every line misses the interior of at least one $C_j$.

Corollary 1.6 shows that the problem above is meaningful even if we have few measures. The problem above shows that we might expect results of this kind for up to $d - 1$ measures simultaneously. Determining how the number of regions we are guaranteed to miss with a line decreases as we increase the number of measures in the equipartition is an interesting problem.
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