Fast, High-Fidelity, Quantum Non-demolition Readout of a Superconducting Qubit Using a Transverse Coupling
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While relatively easy to engineer, static transverse coupling between a qubit and a cavity mode satisfies the criteria for a quantum non-demolition (QND) measurement only if the coupling between the qubit and cavity is much less than their mutual detuning. This can put significant limits on the speed of the measurement, requiring trade-offs in the circuit design between coupling, detuning, and decoherence introduced by the cavity mode. Here, we study a circuit in which the qubit-cavity and the cavity-feedline coupling can be turned on and off, which helps to isolate the qubit. We do not rely on the rotating-wave or dispersive approximations, but solve the full transverse interaction between the qubit and the cavity mode. We show that by carefully choosing the detuning and interaction time, we can exploit a recurrence in the qubit-cavity dynamics in a way that makes it possible to perform very fast, high fidelity, QND measurements. Here, the qubit measurement is performed more like a gate operation between the qubit and the cavity, where the cavity state can be amplified, squeezed, and released in a time-sequenced fashion. In addition, we also show that the non-demolition property of the off-resonant approximation breaks down much faster than its dispersive property, suggesting that many of the dispersive measurements to date have been implemented outside the QND regime.

PACS numbers: 02.30.Yy, 03.67.Hk,03.67.Lx, 03.67.-a

The ability to measure quantum systems in a fast and reliable manner is important in most future quantum technologies, including quantum computing [1–5]. For superconducting systems, the state of the art qubit measurements involve coupling the qubit to a single cavity mode so as to produce a phase shift of the cavity dependent on the qubit state. This phase shift can then be amplified and measured via homo- or heterodyne detection. It has been standard practice to couple the qubit to the cavity using a static transverse interaction [6–13] which, while relatively simple to engineer, will only provide a quantum non-demolition (QND) measurement [14] if the qubit-cavity detuning is much larger than the coupling rate. QND measurements provide information about the qubit state without generating any additional disturbance to the qubit, maintaining the fidelity of the measurement result [9], key when making continuous, weak qubit measurements. Achieving a QND measurement by employing a large detuning reduces the speed of the measurement [15, 16]. A new QND technique has recently been suggested to overcome this limitation by engineering a new qubit-cavity circuit with a longitudinal interaction that is actuated by a parametric drive [17]. Here we show that by controlling in time the dynamics of the full transverse interaction between a qubit and a cavity mode, it is possible to make fast, high-fidelity qubit measurements that satisfy the QND criterion. Implementing this measurement requires the ability to smoothly turn on and off the interaction strength between the qubit and the cavity [6, 7], so that a recurrence phenomenon in the dynamics continuously displaces the cavity state, while periodically returning the qubit to its original state. The measurement circuit we construct can also enhance the fidelity and speed of the measurement through the in-situ amplification and generation of a squeezed state in the cavity. We will consider the measurement of a multi-level “transmon” qubit [18, 19], as well as an “ideal” qubit with exactly two energy levels. We find that, for a given coupling strength, the measurement of the former takes approximately twice as long as that for the latter.

A transverse interaction between a superconducting qubit and a microwave cavity mode is described by the Hamiltonian

$$H = \hbar \omega_c a^\dagger a + \hbar \omega_q A + \hbar g B(a + a^\dagger),$$

(1)

where $a^\dagger$ is the creation operator of the cavity mode, $\omega_c$ and $\omega_q$ are the frequencies of the cavity and qubit, respectively, and $g$ is the coupling rate [6, 7, 20, 21]. For an ideal qubit $A = \sigma_z$ and $B = \sigma_x = \sigma_+ + \sigma_-$, where $\sigma_z$ and $\sigma_x$ are the Pauli $z$ and $x$ operators for the qubit. For a transmon $A = 2b^\dagger b - \delta b^\dagger b(b^\dagger b - 1)/\omega_q$ with anharmonicity $\delta > 0$ and $B = b + b^\dagger$ in which $b$ is the annihilation operator [18, 19]. We will define the states $|0\rangle$ and $|1\rangle$ as the lower and upper eigenstates of the qubit, respectively.

Before proceeding it is instructive to examine the behavior of the dispersive and rotating-wave approximations for the ideal qubit coupled to a cavity. If we move into the interaction picture with respect to the Hamiltonian...
nians of the qubit and a cavity, the transverse Hamiltonian becomes
\[ H^{(I)} = \hbar g \left[ a\sigma_z e^{i\Delta t} + a^\dagger \sigma_+ e^{i(\omega_c + \omega_q)t} \right] + \text{H.c.} \quad (2) \]
in which \( \Delta \equiv \omega_q - \omega_c \) is the detuning between the qubit and cavity mode. The rotating-wave approximation (RWA) applies when \( \omega_c + \omega_q \gg g \) and \( \omega_c + \omega_q \gg \Delta \). It eliminates the highest frequency terms, reducing the interaction Hamiltonian to
\[ H^{(I)}_{\text{RWA}} \approx \hbar g \left[ a\sigma_z e^{i\Delta t} + a^\dagger \sigma_- e^{-i\Delta t} \right] \quad (3) \]
The dispersive approximation (DA) assumes further that \( \Delta \gg g \) so that the interaction acts like a perturbation on the Hamiltonian \( H_0 = \hbar \omega_i a^\dagger a + \hbar \omega_q \sigma_z/2 \). The perturbation expansion yields
\[ H^{(I)}_{\text{DA}} \approx \hbar g \left( \frac{g}{\Delta} \right) \sigma_z a^\dagger a + \mathcal{O} \left( \left( \frac{g}{\Delta} \right)^2 \right) \quad (4) \]
Two useful properties of the dispersive regime are i) that the frequency, and thus the phase, of the cavity depends on \( \sigma_z \), providing a convenient way to measure the qubit’s state, and ii) that Eq. (7) satisfies the QND condition, \( [H_{\text{DA}}, \sigma_\pm] = 0 \), when \( g/\Delta \ll 1 \). However, as seen later, there is a much greater restriction on the ratio \( g/\Delta \) in order to achieve the QND property than to achieve a sizable state-dependent phase shift. Our numerical simulations reveal that \( g \lesssim \Delta/10 \) is sufficient to generate a state-dependent phase shift that can discriminate the qubit’s state. However, as seen later in Fig. 2, the transverse interaction produces oscillations in the state of the qubit whose amplitude scales as \( g/\Delta \). With the cavity mode prepared in a coherent state with amplitude \( \alpha = 3 \) (so that \( \langle a^\dagger a \rangle = 9 \)), preserving the qubit state to within 1% requires \( \Delta = 30g = 3 \) GHz, or \( g = \Delta/30 \). We believe this point has not been emphasized in previous work. (Further details regarding the breakdown of the rotating-wave approximation are given in the supplemental material [22]).

The dispersive regime also has some disadvantages. First, the condition \( g \ll \Delta \) limits the speed of the measurement, both because it limits the size of \( g \), even for the largest values of \( \Delta \), and because the effective coupling rate in this regime is \( g^2/\Delta \ll g \). Another disadvantage comes from the fact that the perturbative expansion in Eq. (7) involves powers of \( a^\dagger a \) resulting in a breakdown in the QND condition for large photon numbers in the cavity. This then restricts the number of photons used during, and the resulting signal-to-noise of, a qubit measurement. Given current experimental values of \( g \) and \( \Delta \) this limit is \( \langle a^\dagger a \rangle \lesssim 10 \). Finally, for static coupling \( g \), the qubit is susceptible to decoherence, from both energy relaxation through the cavity at a rate \( g^2/\Delta \kappa \) and dephasing from photon shot noise at a rate \( (g^2/\Delta)\delta n \). Here, \( \kappa \) is the total decay rate of the cavity and \( \delta n \) is photon number dependent shot noise in the cavity.

In order to overcome all these limitations, we propose the use of tunable couplers to isolate the interactions between the qubit, the cavity, and the measurement feedline [6, 20, 21, 23–25]. The full circuit is shown in Fig. 1. Each coupler provides a tunable interaction strength through the application of a well controlled magnetic flux through its central loop. This can be achieved both step-wise or through parametric modulation [6, 20]. In addition, the couplers can allow us to adjust the effective detuning between the qubit and the cavity, as well as to amplify and squeeze the state of the cavity by frequency modulation at \( 2\omega_c \), as discussed later. It is easy to see that when \( g = 0 \) for both couplers, decoherence of the qubit from the cavity is eliminated and the decay of the cavity state is dominated by its intrinsic loss rate, \( \kappa \to \kappa_i \). What’s less obvious is that fast QND measurements can be achieved with this circuit even when using large photon numbers in the cavity. This somewhat surprising result requires going outside of the dispersive approximation so as to use the full transverse interaction. This also makes our qubit readout process, as discussed below, more unconventional when compared to typical dispersive measurements.

In standard dispersive readout, the cavity’s decay rate, \( \kappa \), plays an important role in discriminating the qubit’s state [9]. It determines the timescale over which the qubit information is retrieved, the resulting signal size with respect to the dispersive shift, and it has to be balanced against increased qubit loss through the Purcell effect [26]. For our scheme, we can essentially ignore the cavity decay rate and assume \( \kappa = \kappa_i \approx 0 \) when analyzing qubit state discrimination; \( \kappa \) is only made large when the state information inside the cavity needs to be retrieved, at which point the qubit is decoupled from the cavity and is immune to cavity induced decoherence. Further analysis of the affects of cavity losses can be found in the supplemental material [22].

Our qubit readout process is pulsed in time much like a logical gate sequence. First, we excite the cavity mode.
quantified by a measure of the distinguishability of the two final cavity states (see text), as a function of the interaction time, with \(|\langle \phi | a \rangle \approx \sqrt{2.5}\). The red curve is also an optimized protocol but this time using a squeezed coherent state with squeezing parameter \(r = 1\) and \(|\langle a | \rangle \approx 8.15\). b) Fidelities for the measurement of a transmon and an ideal qubit, as quantified by a measure of the distinguishability of the two final cavity states (see text), as a function of the interaction time, \(\tau\). Red line: ideal qubit in which the cavity state is squeezed with \(r = 1\) and \(|\langle a | \rangle \approx 8.15\); light-blue line: same but the cavity state is coherent with \(|\langle a | \rangle \approx 8.15\); black line: transmon using an optimal protocol and a cavity squeezed state with \(r = 1\) and \(|\langle a | \rangle \approx 8.15\); dashed line: transmon using a typical protocol within the dispersive approximation (DA) and a coherent state with \(|\langle a | \rangle = \sqrt{2.5}\). All solid curves in b) are optimized to give the maximum distinguishability with the disturbance to the qubit limited to 0.5% (see text).

FIG. 2. (Color online) a) The excited-state population of the qubit during the interaction with the cavity, when the qubit is initially excited. Here the two optimized protocols use a maximum interaction strength \(g/2\pi = 100\) MHz and an optimal choice of the cavity and qubit frequencies, \(\omega_c = 8.128\) GHz and \(\omega_q = 6.998\) GHz. The dashed curve represents a typical, standard dispersive measurement of a transmon [9], in which the cavity is quickly driven to a coherent state of amplitude \(|\langle a | \rangle = \sqrt{2.5}\) and the always-on coupling strength is \(g/2\pi = 208\) MHz. The light-blue curve is our optimized protocol in which the cavity starts in a coherent state with \(|\langle a | \rangle \approx 8.15\). The red curve is also an optimized protocol but this time using a squeezed coherent state with squeezing parameter \(r = 1\) and \(|\langle a | \rangle \approx 8.15\). b) Fidelities for the measurement of a transmon and an ideal qubit, as quantified by a measure of the distinguishability of the two final cavity states (see text), as a function of the interaction time, \(\tau\). Red line: ideal qubit in which the cavity state is squeezed with \(r = 1\) and \(|\langle a | \rangle \approx 8.15\); light-blue line: same but the cavity state is coherent with \(|\langle a | \rangle \approx 8.15\); black line: transmon using an optimal protocol and a cavity squeezed state with \(r = 1\) and \(|\langle a | \rangle \approx 8.15\); dashed line: transmon using a typical protocol within the dispersive approximation (DA) and a coherent state with \(|\langle a | \rangle = \sqrt{2.5}\). All solid curves in b) are optimized to give the maximum distinguishability with the disturbance to the qubit limited to 0.5% (see text).

with a resonant tone. The cavity state can also be prepared in a squeezed state by pumping at \(2\omega_c\). Next, we smoothly turn on the coupling between the qubit and the cavity for a given evolution time and then turn it off. This interaction correlates the state of the qubit with that of the cavity. Then, we can apply an amplification to the cavity at a tone at \(2\omega_c\). Finally, we perform the readout by applying a coupling pulse between the cavity and the feedline, increasing \(\kappa\) to a large value, launching the final cavity state on the order of 10 ns, to be recorded at room temperature after passing through the rest of the amplification chain. The disturbance to the qubit and the ultimate achievable fidelity can be obtained by modeling the full qubit-cavity interaction over its evolution time. The interaction correlates the \(\sigma_z\) basis of the qubit with two states of the cavity, such that the latter are separated by a large phase shift. Perfect measurement fidelity occurs, assuming an ideal amplifier chain, when the two possible qubit states are perfectly correlated with two perfectly orthogonal cavity states. To write this formally, to achieve an ideal measurement, the joint state of the qubit-cavity system must be transformed as \(|\psi_x\rangle|S\rangle \rightarrow |\phi_x\rangle|\psi_x\rangle\), in which \(|\psi_0\rangle = 0\) and \(|\phi_x\rangle = |x\rangle\), for an initial qubit state \(|x\rangle\) (with \(x = 0, 1\) representing the logical basis) and cavity state \(|S\rangle\). These two conditions ensure that a measurement of the cavity can infer the initial state of the qubit without error (perfect fidelity) and that the measurement leaves the \(|0\rangle, |1\rangle\) basis of the qubit undisturbed. The ability to evolve this system exactly so that these conditions are met within some tolerance provides us with a new way of achieving a high fidelity, QND measurement.

In general the evolution generated by the interaction will not achieve a perfect QND measurement. A natural definition of the fidelity of a measurement is \(F = 1 - p_e\), where \(p_e\) is the probability that the measurement result does not correctly reflect the initial state of the qubit. Given that the initial qubit state \(|x\rangle\) generates the final cavity state \(|\phi_x\rangle\), \(p_e\) is limited by the distinguishability of \(\rho_0\) and \(\rho_1\) [27]. For convenience here we use a slightly different definition of the fidelity in which \(p_e\) is replaced with the closely related quantity \(F \equiv \text{Tr}[\sqrt{\sqrt{\rho_1}\rho_0}\sqrt{\rho_1}]\), which is a measure of the indistinguishability of \(\rho_0\) and \(\rho_1\) [27–29].

We define the disturbance induced by the measurement as \(d = \max(p_0, p_1)\) in which \(p_x\) is the probability that the qubit initially in state \(|x\rangle\) is flipped to \(|1 - x\rangle\) by the interaction. Since the interaction is unitary, the Schmidt decomposition allows us to write the final joint state as

\[
|\Psi_x\rangle = \sqrt{1 - \epsilon_x}|\phi^+_x\rangle|\psi^+_x\rangle + e^{i\theta}\sqrt{\epsilon_x}|\phi^-_x\rangle|\psi^-_x\rangle,
\]

in which \(|\langle \phi^+_x| \phi^-_x \rangle\rangle = |\langle \psi^+_x| \psi^-_x \rangle\rangle = 0\) and \(\theta\) is an arbitrary phase. If \(|\phi^+_x\rangle\) is the desired final state for the qubit then \(\epsilon_x\) is an error probability that contributes both to the
infidelity and disturbance. We can further decompose \( |\hat{q}_C^2 \rangle = \sqrt{1-q_C |x \rangle + e^{i\theta} \sqrt{q_C} |1-x \rangle \) and the total probability of the flip \( |x \rangle \to |1-x \rangle \) is then \( p_x = \epsilon_x + q_x - 2\epsilon_x q_x \).

In order to determine the ability of the qubit-cavity transverse interaction to implement a high fidelity QND measurement, we use a numerical search to find the optimal values for \( \omega_q, \omega_c \) (and thus \( \Delta \)), and the coupler pulse shape for a fixed choice of the interaction time, \( \tau \), maximum interaction strength, \( g \), and the initial cavity state \( |S\rangle \) (see supplemental material [22]). These optimal values maximize \( F \) while constraining \( d \) to remain below a specified bound. We perform the numerical optimization across a range of \( \tau \) to determine the time required to reach a given fidelity for a given level of disturbance. For the case of the transmon, we choose a typical anharmonicity of \( \delta = 200 \text{ MHz} \). For \( |S\rangle \) we explore both coherent and squeezed states [30, 31], optimizing the squeezing angle of the latter. Squeezed states are able to resolve a smaller phase shift, thus reducing the time required to achieve a given fidelity.

The numerical search reveals two key features of our qubit readout process which hold both for the ideal and the transmon qubit. First, the full transverse interaction possesses a recurrence-like behavior that undoes the effect it has on each of the qubit basis states \( |0\rangle \) and \( |1\rangle \) at a specified evolution time, thus implementing a QND measurement. Second, as expected for a given interaction time \( \tau \), the distinguishability of the final cavity states increases both with the amplitude and the degree of squeezing of the initial cavity state. For large amplitudes (\( |\langle a \rangle| > 5 \)), we can achieve fidelities of \( F > 99\% \) in measurement times of \( \tau \sim 10 \text{ ns} \) with \( g/2\pi = 100 \text{ MHz} \). In this regime, we find an optimal detuning of \( \Delta/g \approx 10 \).

To obtain the same fidelity using lower amplitudes in the cavity (such as those typically used in the dispersive approximation to achieve the QND aspect) would require significantly longer measurement times. Our time-dependent coupling allows us to use larger amplitudes and thus increase the measurement speed without sacrificing its QND aspect.

In Fig. 2(a) we plot the controlled evolution of the excited state population \( P \) of the ideal qubit, which shows the recurrence-like behavior during the transverse interaction. For the optimized protocol shown, the qubit is initially placed in \( |1\rangle \), we choose an interaction time of \( \tau = 6 \text{ ns} \), a maximum interaction strength of \( g/2\pi = 100 \text{ MHz} \), and two different initial states of the cavity. The first is a coherent state with \( |\langle a \rangle| \approx 8.15 \) and the second is equally displaced, but with a squeezing parameter of \( r = 1 \) (see supplemental material [22]). For these protocols, we constrain the expectation value of \( \sigma_z \) to return to within 1% of its initial value. This corresponds to limiting the probability of a flip to \( p_x \leq 0.5\% \).

The plot shows the evolution of the qubit state as it migrates away, and then finally returns to its initial state. While both protocols are similarly effective at leaving the qubit undisturbed, the squeezed state achieves a fidelity of \( D = 99.76\% \) in just \( \tau = 6 \text{ ns} \), whereas the coherent-state protocol requires at least twice as long. For comparison, we also show in Fig. 2(a) the evolution for a protocol similar to a standard dispersive readout with a static coupling strength of \( g/2\pi = 208 \text{ MHz} \), \( \Delta/g > 7.5 \), and initial cavity states with a lower amplitude, \( |a\rangle = \sqrt{2.5} |0\rangle \).

In an ideal case, the measurement is turned on by quickly pumping the cavity up to its maximum amplitude and then letting it decay to an output channel (the presence of the output channel necessarily hinders the measurement rate, therefore our standard model is an ideal consideration). Notice that the standard dispersive readout disturbs the qubit significantly with some recurrence behavior, but never returns the qubit to its initial state.

In Fig. 2(b), we plot the fidelities achieved by our three protocols as a function of the interaction time, \( \tau \). We see that moderate squeezing significantly reduces the time required to achieve a given fidelity. We also plot the result for a transmon qubit under the same conditions as the ideal qubit with a squeezed initial cavity state. For the transmon, we find that the main effect of the additional levels is merely to increase the evolution time required to reach the same measurement fidelity. This is about twice that of the ideal qubit. This appears to result from the fact that the third level of the transmon, which is populated during the evolution, generates a third state for the cavity that reduces the final distinguishability (see supplemental material [22]).

Of particular interest is the time \( \tau \) required for the interaction to achieve a given fidelity, while maintaining a minimum disturbance, as a function of the maximum coupling rate between the qubit and the cavity. In Fig. 3, we plot \( \tau \) versus \( g/2\pi \) for a qubit disturbance of \( d \leq 0.5\% \), both for the ideal qubit and the transmon. As expected, for all cases shown, as the maximum coupling strength is increased, the interaction time can be reduced. For the transmon qubit, interaction times below 10 ns can be achieved for interaction strengths greater than 100 MHz. If we consider that further amplification in the cavity and releasing the cavity state takes and additional 20 ns, then the full readout protocol for a transmon could take \(< 30 \text{ ns} \) for large interaction strengths. If the output signal from the cavity contains quantum noise only, as expected due to the cold cavity environment, the fidelities we calculate should be experimentally achievable.

Last but not least, since the protocols we present require choosing specific relationships between certain system parameters, as well as controlling the interaction strength, it is important that these protocols are sufficiently robust to control errors. We have confirmed this and the details are given in the supplemental material [22].

To conclude, we have developed a circuit with a tunable coupling that can utilize a transverse qubit-cavity interaction to make fast, high-fidelity, QND measurements.
FIG. 3. Here we show the minimum time required to achieve 99% and 99.9% fidelity as a function of the qubit-cavity coupling rate, $g$, while keeping the probability of disturbing the initial state of the qubit below 0.5%. Here, the cavity is initially prepared in a squeezed state. Red: ideal qubit, 99%; blue: ideal qubit, 99.9%; black: transmon, 99%.
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FORM OF THE TIME-DEPENDENT COUPLING

We choose a pulse-shape for the turn-on/turn-off of the transverse interaction (the time-envelope of the interaction strength $g(t)$) that is easy to characterize mathematically but sufficiently flexible for optimization: we want the ability to hold the value of $g$ at its maximum for a given duration, and also to vary the rate at which the interaction is turned on and off. To satisfy these requirements we use the function

$$g(t) = \left(\frac{g_{\text{max}}}{4}\right)\text{Erfc}(-v_1|t - t_1|)\text{Erfc}(v_1|t - t_2|), \quad (6)$$

in which $\text{Erfc}(s) = \left(\frac{2}{\sqrt{\pi}}\right)\int_s^\infty e^{-t^2} dt$. The parameter $v_1$ determines the rate of the turn-on/turn-off, and $t_2 - t_1$ (FWHM) characterizes the duration of the interaction. The finite slope of the turn-on/turn-off reduces the sensitivity of the protocol to timing errors (see below). We note that this is one particular choice of the time dependent coupling but any sufficiently smooth function will produce similar behavior (e.g. a piecewise defined function with a Gaussian for the two ramps and a constant value for the mid-region). We show a typical optimal setting for the pulse parameters in Fig 4 a). This choice of pulse parameters gives rise to the cavity dynamics shown in Fig 4 b), where the two possible cavity squeezed states are well separated and distinguishable.

FIG. 4. (Color online) Here we give some further details of the protocol that generates the curves shown in Fig. 2 of the main text: a) the time-envelope of the interaction strength, $g(t)$; b) a phase-space representation of the initial squeezed state of the cavity, along with the final ($t = 6$ ns) states of the cavity resulting, respectively, from the qubit being initially in state $|0\rangle$ and $|1\rangle$. The curves that join the centroid of the initial state to those of the two final states show the path taken by the centroid in the two cases.

ROBUSTNESS OF THE PROTOCOL

Since our protocol requires a specific choice for the envelope parameters for a given value of $g$, it is important that the performance is not overly sensitive to fluctuations in these parameters. In Fig. 5 we show, for an ideal
qubit, the average fractional error induced in the final value of the population of the qubit, $P$, as a function of the average percentage error simultaneously introduced into the three parameters $v_1$, $t_1$, and $t_2$. We also plot this error when the smooth pulse is replaced by a square pulse, showing the necessity of using a function with a smooth ramp. For the case of our smooth pulse, random settings for $v_1$, $t_1$, and $t_2$ are chosen from a Gaussian distribution, centered on previously found optimal values. For a square pulse, we randomly sample from a Gaussian distribution centered on a sufficiently large $v_1$ to approximate a nearly immediate ramp.

**NUMERICAL SIMULATION**

Implementing a numerical search requires many simulations of the qubit-cavity system. To reduce the numerical resources we use the equations for a complete set of moments up to third order, replacing the third order moments using the Gaussian approximation. This results in a three parameters $v_1$, $t_1$, and $t_2$. We also plot this error when the smooth pulse is replaced by a square pulse, showing the necessity of using a function with a smooth ramp. For the case of our smooth pulse, random settings for $v_1$, $t_1$, and $t_2$ are chosen from a Gaussian distribution, centered on previously found optimal values. For a square pulse, we randomly sample from a Gaussian distribution centered on a sufficiently large $v_1$ to approximate a nearly immediate ramp.

**BREAKDOWN OF THE DISPERSIVE APPROXIMATION**

As discussed by Blais et al. [12], care must be taken when employing the dispersive approximation [9, 21]. Unfortunately, the breakdown of the QND nature of this approximation has not been clearly articulated in recent analyses. Under the dispersive approximation (DA) the state of a cavity mode will rotate in phase space at different speeds depending on whether the qubit is in state $|0\rangle$ or $|1\rangle$. The DA thus predicts that the interaction between a qubit and cavity will generate a certain distance (and thus distinguishability), $\lambda$, between the final states of the cavity. This distance is the key quantity that determines the fidelity of the measurement achieved by the qubit/cavity interaction. Separately, the QND nature of the measurement is determined by the way in which the interaction changes the initial states $|0\rangle$ and $|1\rangle$ of the qubit. For a good QND measurement the interaction should leave the qubit in its initial state for both possible initial states. Under the DA the interaction is assumed to be done weakly, in an attempt to leave the qubit in its initial state, achieving a QND measurement.

We show here that while the DA requires the condition $\Delta \gg g$, the predictions of the DA regarding the QND nature of the measurement break down at larger $\Delta$ than the prediction of measurement fidelity. Measurement fidelity predictions of the DA agrees to within 1% of our exact simulation, as long as one maintains $\Delta/g \gtrsim 20$, for the example case of a cavity coherent state with $\alpha = 3$. However, restricting to the same 1% agreement, the dispersive approximations prediction of a QND measurement breaks down at $\Delta/g \gtrsim 40$. For the example cases we consider in this section, we utilize a standard approach in the DA, which employs quickly driving the cavity, on resonance, with a simple Gaussian drive pulse and a constant (no time dependence) coupling between the cavity and qubit present. This drive pulse envelope is given by $e^{-(t-t_1)^2/2\sigma^2}$ with amplitude $g_d$.

The dispersive Hamiltonian for the interaction between a qubit and a cavity mode is given by

$$H_{DA}^{(t)} \approx \hbar g \left( \frac{\sigma_z}{2} \right) a^\dagger a + O \left( \left( \frac{\sigma_z}{2} \right)^2 \right),$$

where $\sigma_z$ is the annihilation operator for the cavity mode, $\sigma_z$ is the Pauli $z$ operator for the qubit, and $g(t)$ is a time-dependent coupling rate. This Hamiltonian imparts a phase shift to the cavity mode that depends on the state of the qubit. It also clearly allows a QND measurement of the qubit as $\sigma_z$ is a constant of motion. The acquired phase shift between the final states of the cavity in this approximation is $\phi = \int_0^\tau dt \ g^2(t)/\Delta$ and the resulting distance between the states is $\lambda = 2\alpha \sin \phi$, where $\alpha$ is the amplitude of the cavity state and $\tau$ is the measurement time. These approximations are valid under the conditions $\Delta/g \gg 1$ and $\bar{n} \ll n_{crit} = \Delta^2/4g^2$ where $\bar{n}$ is the

---

**FIG. 5.** Here we show the percentage disturbance induced in $P$ by errors in the control parameters for the optimized protocol and fixed parameters $\tau = 5$ ns, $\omega_c/2\pi = 8.264$ GHz, $\omega_q/2\pi = 6.998$ GHz, $g/2\pi = 100$ MHz. Blue: smooth envelope for $g(t)$; Orange: square envelope for $g(t)$. 
average photon number in the cavity mode.
We now compare simulations using the DA (Eq. (7)) to those in which we use full Rabi Hamiltonian so that
the effective interaction Hamiltonian is
\[
H^{(I)} = \hbar g \left[ a \sigma_+ e^{i \Delta t} + a^{\dagger} \sigma_+ e^{i (\omega c + \omega q) t} \right] + \text{H.c.}.
\] (8)
In Fig. 6 we plot the final distance in phase space, \(d\),
between the centroids of the cavity mode states with and

![Graph showing distance between centroids](image)

**FIG. 6.** (Color online) The distance between the phase-space centroids of the final cavity states, as a function of \(\Delta/g\). With and without the dispersive approximation (DA): Orange dashed curve: DA; Blue solid curve: no DA. The dots give the equivalent results for simulations using our truncated moment equations: Red dots: DA; Black dots: no DA. For these plots we use \(g/2\pi = 30\) MHz, and drive the cavity to a coherent state with \(|\alpha| = 3\), and allow the interaction to act for a time \(\tau = 32\) ns. These drive parameters drive the cavity to an amplitude of \(|\alpha| \approx 3\) in \(~15\) ns.

![Graph showing disturbance](image)

**FIG. 7.** (Color online) The probability that an initial state |0\rangle or |1\rangle flips to the complementary state during the measurement as a function of detuning. The solid line is the exact simulation while the dots show the result of our moment truncations. A dispersive model predicts that the initial states |0\rangle or |1\rangle will remain unchanged during the measurement. These plots are generated using the same parameters as those in Fig. 6.

without the dispersive approximation, as a function of \(\Delta/g\). This distance only provides a rough guide to the distinguishability (it ignores the possible improvement from squeezing), but it serves to show how the DA breaks down. For these plots we use \(g/2\pi = 30\) MHz, drive the cavity to a coherent state with \(|\alpha| = 3\), and allow the interaction to act for a time \(\tau = 32\) ns. We see that near \(\Delta/g \approx 10\) the predictions of the DA start to deviate significantly from those of the more accurate interaction Hamiltonian. In Fig. 6, for both interaction Hamiltonians we also show the result of an exact simulation (shown by the solid and dashed curves) against the truncated moment equations (shown by the dots) that we use to reduce the numerical overhead.

We now examine the accuracy of the dispersive approximation in predicting the disturbance to the initial states |0\rangle and |1\rangle of the qubit. The DA predicts no disturbance at all, and in Fig. 7 we show the disturbance predicted by the more accurate interaction Hamiltonian. Specifically we show the probability that the qubit will have flipped to the ground state when it began in the excited state. We see that if we wish to restrict this probability to 1% we must have a ratio \(\Delta/g \gtrsim 30\).

As an example, examining the parameters used by Korotkov et al. [21], we find that we come to a conclusion that is quite different to theirs. The dispersive approximation, which they employ, predicts a high fidelity measurement with their parameters, but the more accurate interaction Hamiltonian predicts a measurement fidelity of only ~23%.

The heart of the issue of the dispersive approximation, \(\Delta \gg g\), is that in order to achieve a fast qubit measurement, it is advantageous to make \(g\) as large as practically possible. Depending on the system (the value of \(\Delta\)), this may push one out of the regime where the dispersive approximation is valid.

**MODEL OF THE TRANSMON**

A transmon is a non-linear oscillator whose lowest two energy states are used as the qubit. The model of the transmon is an inverted Duffing oscillator for which the Hamiltonian is
\[
H_q = \omega_{q0} b^\dagger b - \frac{\varepsilon}{2} b^\dagger b (b^\dagger b - 1),
\] (9)
where \(\varepsilon \equiv \omega_{q0} - \omega_{q1} > 0\) is the “anharmonicity” and \(\omega_{q1}\) is the transition energy between levels \(i \rightarrow i + 1\). We find that using this model for the qubit lengthens the measurement time required to obtain a given fidelity, but does not significantly impact the QND nature of the measurement (higher levels are populated during the interaction with the cavity mode, but the same recurrence phenomena returns the transmon to its initial state).

As compared to the ideal qubit, phase shifts induced in the cavity mode by the various energy levels of the
transmon accumulate more slowly. For example, we show in Fig. 8 that a 99% distinguishability between the first two levels of the non-linear oscillator can be achieved in a minimum time of $\tau = 14$ ns. For the same parameters, an ideal qubit can achieve the same distinguishability in a minimum time of only $\tau = 6$ ns. We also show two of the next higher excited states in the non-linear oscillator, which are partially distinguishable from their nearest levels.

In the case of the ideal qubit, increasing the photon number in the cavity leads to a strictly increasing measurement fidelity, for a given measurement time. For the transmon model, in addition to optimizing circuit parameters, one also needs to optimize the photon number in the cavity (including squeezing strength and angle $r, \theta$). Once the optimal cavity photon number is found, a high fidelity, QND measurement of the qubit is possible. Fig. 9 shows that if the transmon begins the interaction in its first excited state, significant leakage to other states occurs. This leakage is a direct result of using a full transmon model, along with large photon number in the cavity. However, when a time dependent coupling is used, we take advantage of a similar recurrence that is present in the ideal qubit model. This recurrence returns the populations to values which are nearly their initial values, constituting a QND measurement.

**DISTURBANCE INTRODUCED BY THE MEASUREMENT**

Here we give some further explanation about how the disturbance induced by the measurement, being the measure of the “QND-ness” of the measurement, is related to an explicit form for the final joint state of the qubit and the cavity. Given that the evolution is unitary, the most general form for this final joint state is

$$\Psi_x = \sqrt{1 - \epsilon_x} |\phi_x^+\rangle |\psi_x^+\rangle + e^{i\theta} \sqrt{\epsilon_x} |\phi_x^-\rangle |\psi_x^-\rangle,$$  \hspace{1cm} (10)

in which $x = 0, 1$ denotes the initial state of the qubit in the $\sigma_z$ basis, $|\phi_x^\pm\rangle$ are orthogonal states of the qubit, $|\psi_x^\pm\rangle$ are orthogonal states of the cavity mode, and $\theta$ is an arbitrary phase factor.

Now recall that we would ideally like the qubit to be left in a state $|x\rangle |\chi_x\rangle$ where $|\chi_x\rangle$ and $|\chi_{1-x}\rangle$ are orthogonal. So if we identify $|\phi_x^+\rangle$ as the final state that the qubit would be in if the measurement were ideal, and expand the states $|\phi_x^\pm\rangle$ as

$$|\phi_x^\pm\rangle = \sqrt{1 - q_x} |x\rangle \pm e^{i\theta} \sqrt{q_x} |1-x\rangle,$$  \hspace{1cm} (11)

then the parameters $\epsilon_x$ and $q_x$ quantify deviations from an ideal measurement. That is, when $\epsilon_x = q_x = 0$ the final joint state is

$$\Psi_x = |x\rangle |\psi_x^+\rangle$$  \hspace{1cm} (12)
so that the measurement will be ideal if it is also true that $\langle \psi_x^+ | \psi_{x-}^- \rangle = 0$.

Both $\epsilon_x$ and $q_x$ contribute to the probability that the state of the qubit gets flipped from the initial state $|x\rangle$ to the other state $|1-x\rangle$ during the measurement interaction. To obtain the final state of the qubit we trace over the cavity mode, and obtain

$$
\sigma_I = (1 - \epsilon_x) |\phi_+^x\rangle \langle \phi_+^x | + \epsilon_x |\phi_-^x\rangle \langle \phi_-^x | + \ldots
$$

(13)

$$
= (1 - \epsilon_x - q_x + 2\epsilon_x q_x) |x\rangle \langle x | + \ldots
$$

(14)

From this we see that the probability that the qubit is left in state $|1-x\rangle$ at the end of the interaction instead of the initial state $|x\rangle$ is

$$
p_x = \epsilon_x + q_x - 2\epsilon_x q_x.
$$

(15)

Taking the partial trace over the qubit, the final state of the cavity is

$$
\rho_x = (1 - \epsilon_x) |\psi_+^x\rangle \langle \psi_+^x | + \epsilon_x |\psi_-^x\rangle \langle \psi_-^x |.
$$

(16)

The states $\rho_0$ and $\rho_1$ then determine the minimum possible error probability $p_e$. That is, if there is no noise introduced by the amplifier chain, then the fidelity of the measurement is limited only by how well $\rho_0$ and $\rho_1$ can be distinguished as set by quantum mechanics. It is the job of the interaction to make these states as orthogonal as possible, and that of the amplification process to make the difference in the respective signals generated by these two states easily recordable by classical digital circuits.

\section*{Cavity Loss}

The cavity encounters photon loss through two main processes, loss through unwanted coupling to the environment and loss through coupling to an output line. For both of these loss cases, we can modify the Heisenberg equations of motion by adding a Liouvilian term given by $\mathcal{D}[\hat{O}] = \kappa_j / 2 (2\hat{a}^\dagger \hat{O} \hat{a} - \hat{a} \hat{a} \hat{O} - \hat{O} \hat{a} \hat{a}^\dagger)$, for any operator $\hat{O}$ and a loss rate $\kappa_j$. In a typical dispersive readout setup, the cavity is strongly coupled to an output line used in the readout process. Due to this strong coupling, the Purcell effect significantly lowers the lifetime of the qubit due to leakage through the output line. To combat this issue, a Purcell filter (an additional cavity) is used in order to limit the leakage to the output line at the qubit frequency. However, the Purcell filter is weakly coupled to the primary cavity and therefore leads to a slower measurement [35]. This also does not address the direct effect that the loss rate has on the measurement fidelity. In the case of the time dependent coupling we consider, the Purcell effect is not present, since the output line is not coupled during the interaction between the qubit and cavity.

Another reasonable technique is to utilize a sustained drive pulse, whose purpose is to counter the photon loss rate [13]. As shown in Fig 10, a sustain drive can counteract the photon loss, however, it only slightly counters the detrimental effects on the resulting measurement fidelity. In a time dependent coupled system, the internal loss rate of the cavity (without coupling to an output line) can be $\kappa_{\text{int}} \approx 10 - 100$ kHz, while a time independent coupled system is necessarily always coupled to an output line. This output line loss, or external loss, is typical much larger than the internal loss, $\kappa_{\text{ext}} \approx 10 - 50$ MHz. Therefore, with a goal of a fast qubit readout, a small $\kappa$ is desirable.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig10.pdf}
\caption{(Color online) Measurement fidelity (left axis, solid lines) and photon number in the cavity (right axis, dashed lines), with a sustain pulse (solid blue and dashed green) and without a sustain pulse (solid orange and dashed black). We use an optimized set of parameters for an ideal qubit, and a measurement time of $\tau = 5$ ns.}
\end{figure}
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