Measuring memory with the order of fractional derivative
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Fractional derivative has a history as long as that of classical calculus, but it is much less popular than it should be. What is the physical meaning of fractional derivative? This is still an open problem. In modeling various memory phenomena, we observe that a memory process usually consists of two stages. One is short with permanent retention, and the other is governed by a simple model of fractional derivative. With the numerical least square method, we show that the fractional model perfectly fits the test data of memory phenomena in different disciplines, not only in mechanics, but also in biology and psychology. Based on this model, we find that a physical meaning of the fractional order is an index of memory.

Results

We find that Scott-Blair’s model¹², originally a material model, can be a formula for memory phenomena in various disciplines. The model takes the form

\[ D^a_\alpha \varepsilon(t) = \mu \sigma(t) \]  

(1)

where \( D^a_\alpha \varepsilon(t) \) is the fractional derivative which depends on the strain history from 0 to \( t \), and \( \mu \) is a positive constant. \( D^a_\alpha \varepsilon(t) = D^\alpha \varepsilon(t) = d^n \varepsilon(t)/dt^n \) if \( \alpha \) is an integer \( n \). There are several definitions of fractional derivative. Riemann-Liouville derivative is one of the most popular definitions, described by

\[ D^a_\alpha \varepsilon(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dt^m} \int_0^t \frac{\varepsilon(t)}{(t-\tau)^{\alpha+1-m}} d\tau \]  

(2)

where \( \Gamma \) is Euler’s Gamma function and \( m \) is the integer satisfying \( m-1 \leq \alpha < m \). The key point of our observation is that a memory process usually consists of two stages: the fresh stage and the working stage. The former is short with permanent retention at the beginning and it cannot be neglected in general, while the latter is governed by the fractional model (1). The critical point between the fresh stage and the working stage is usually not the origin. This observation is quite different from the traditional fractional models of one stage. For example, the fractional Maxwell model¹² is a one-stage model. As the combination of two simple models, it has a more complicated expression than equation (1).

We also find that the order of fractional derivative is an index of memory. This is an answer to the open problem: what is the physical meaning of fractional derivative. The test data in various disciplines fit equation (1) very well, as shown in Fig. 1–Fig. 4. In the recovering or forgetting process (\( T > 1 \)), the dimensionless form of the solution of equation (1) is...
**Discussion**

Firstly, we consider an example in mechanics. The behaviors of viscoelastic materials with memory are usually described by Kevin model, Voigt model, Maxwell model, and so on, in terms of the coelastic materials with memory are usually described by Kevin model, Voigt model, Maxwell model, and so on, in terms of the strain, the stress, and their integer-order derivatives or integrals. Comparing with fractional models, such integer-order models reflect memory effects much less accurately. Early observations show that viscoelastic materials behave between elasticity and viscosity. It is reasonable, hence, to assume that models of viscoelasticity take the form of equation (1), and it covers two extremes: \( x = 0 \) for Hooke’s Law of elasticity, and \( x = 1 \) for Newton’s Law of viscosity. In 1979, equation (1) was successfully used to fit the creep and recovery test data of nitrocellulose compound at 90°C. Though some generalized fractional models like fractional Kevin, Voigt, and Maxwell models have been established and validated by experiments, works about direct validation of equation (1) are few, to the best knowledge of the authors. For a standard creep and recovery test, the specimen is usually loaded under a constant stress \( \sigma(t) = \sigma_0 \) from 0 to \( t_M \), and the load is removed at the instant \( t = t_M \) then \( \sigma(t) = 0 \) for \( t \geq t_M \). Let \( H(t) \) be the Heaviside function, then equation (1) takes the following simple form

\[
\frac{d^x \sigma(t)}{dt^x} = \mu \sigma_0 (H(t) - H(t-t_M))
\]

where \( \frac{d^x \sigma(t)}{dt^x} \) is Riemann-Liouville’s fractional-order derivative with zero initial condition. The superposition method results in the solution of equation (4) as follows

\[
\sigma(t) = \frac{\mu \sigma_0}{\Gamma(x+1)} \left( t^x H(t) - t^x H(t-t_M) \right)
\]

This is in agreement with the early observations of the behaviors of some viscoelastic materials. Recently, equation (1) was used to fit the three-point bending test data of SiAlYON ceramics at 1200°C and 240 MPa. The model fitted the test data of two specimens very well, but failed to fit the third test curve. To fit the third one, we define the fresh stage and the working stage. In the working stage, equation (5) perfectly fits the third test curve of SiAlYON ceramics specimen. With numerical least square method, we find that \( x = 0.44, \mu = 7.23 \times 10^{-3} \text{ MPa}^{-x} \text{ s}^{-x} \), and the critical point is \( (6.1455, 0.0828) \), as shown in Fig. 1. The fresh stage is irreversible because equation (5) is positive, i.e., the recovery is always above the critical point. Here and in the next example, the test data are measured from the figures of the corresponding references using the software Origin.

Secondly, we show that equation (1) works not only in modeling viscoelastic materials, but also in modeling biological kinetics with memory. For example, for the protein adsorption kinetics, if the symbols of concentration \( c \) and the surface density \( I \) of fibronectin therein are replaced with \( \sigma \) and \( \varepsilon \) respectively. Then with \( \sigma(t) = \sigma_0[H(t) - H(t - t_M) + H(t - t_N)] \), where \( \sigma_0 = 50 \mu \text{g/ml}, t_M = 240 \text{ s}, \) and \( t_N = 1150 \text{ s}, \) the absorbed density is found to be

\[
\varepsilon(t) = \frac{\mu \sigma_0}{\Gamma(x+1)} \left( t^x H(t) - (t-t_M)^x H(t-t_M) + (t-t_N)^x H(t-t_N) \right)
\]

Using the numerical least square method, we find that \( x = 0.435, \mu = 6.6302 \times 10^{-3} \text{ cm} \cdot \text{s}^{-x} \), and the critical point is \( (80, 0.109) \). Again as shown in Fig. 2, equation (6) fits the test data very well.

Thirdly, we show that equation (1) works well even for the cognitive dynamics in psychology, by fitting the memorizing test data performed by Hermann Ebbinghaus and reported in 1885. The learning tests included different learning materials and learning times of a day. To make the test data comparable, the time for relearning in 11–12 A.M. or 6–8 P.M. was linearly converted to that in 10–11 A.M. The average time of learning is \( t_M = 994.4 \text{ s} \). The retention ratios of learning \( \varepsilon(\%) \) were 58.2, 44.2, 35.8, 33.7, 27.8, 25.4, and 21.1, respectively after 0.33, 1, 3, 24, 2 × 24, 6 × 24, and 7 × 24 hours, where the retention ratio was obtained by using the ratio of the time of relearning to the original.

By drawing an analogy between learning (forgetting) and loading (unloading), and regarding the retention as the strain, we use...
equation (1) to fit Ebbinghouse’s test data. Here we have \( \sigma(t) = 1 \) in the given learning stage from 0 to \( t_M \), which means that for the series of syllables to be learned, the tested person is fully occupied, and \( \sigma(t) = 0 \) when the learning stops after the instant \( t_M \). As the learning efficiencies vary in a day, the test data of at least one day long are used for fitting. The fractional-order \( \alpha \) between 0.5 and 1 is assumed, because the linear conversion mentioned above is inadequate for a small order.

Similar to the material tests, at the beginning of learning, one can keep a few syllables quickly in mind and memorize them very well. This is the fresh stage of learning. In the working stage, something is gradually forgotten after the learning stops. We assume that the fresh stage is recovered after one day. Under this assumption, we use the corresponding values of \( \varepsilon \) minus the vertical value of the critical point respectively to fit the fractional model. By using the numerical least square method and the solution equation (5), we find that \( \alpha = 0.71, \mu = 205.8 \text{ h}^{-1} \), and the critical point (0, 7.2), where the learning time of fresh stage equals approximately 0. The forgetting curve matches the test data well, as shown in Fig. 3. Furthermore, we consider Ebbinghouse’s repeated learning test\(^5\), where 9 series of 12 syllables were learned, and then in the same hour on successive days, relearned to the point of the first possible reproduction. In successive 6 days (\( n = 1, 2, \ldots, 6 \)), the times of repetitions for each series are \( m_n = 16.5, 11, 7.5, 5, 3, 2.5 \). As one syllable takes 0.4 s, the learning time equals \( t_n = m_n \times 9 \times 12 \times 0.4/3600 \text{ h} \). With the test data, the solution of equation (1) for the working stage takes the form

\[
\varepsilon(t) = \frac{\mu \varepsilon_0}{\Gamma(\alpha+1)} \sum_{i=1}^{n} \left( (t-24(i-1))^\alpha H(t-24(i-1)) - (t-t_i-24(i-1))^\alpha H(t-t_i-24(i-1)) \right) \tag{7}
\]

Using equation (7) for the working stages and taking the fresh stage into account, the repeated learning and forgetting curves are plotted in Fig. 4. In this case, we find that \( \alpha = 0.71, \mu = 264.5 \text{ h}^{-1} \), and the height of the fresh stage is 8. Here the fractional-order is the same as that for Fig. 3, as expected. Thus, Ebbinghouse’s learning and forgetting tests do fit equation (1).

In summary, we divide memory phenomena into fresh stage and working stage, and show that the fractional order is an index of memory by fitting test data of memory phenomena from different fields.

**Methods**

Let the test data be \( (t_1, \varepsilon_1), (t_2, \varepsilon_2), \ldots, (t_m, \varepsilon_m), (t_{m+1}, \varepsilon_{m+1}), (t_{m+2}, \varepsilon_{m+2}), \ldots, (t_{m+n}, \varepsilon_{m+n}) \), where \( t_m \) is the end instance of loading and \( t_0 \) is the end instance of unloading. The data are fitted by using the numerical least square method, for which the following objective function \( J \) is minimized:

\[
J = \sum_{i=1}^{m+n} (\varepsilon_i - \varepsilon(t_i))^2 \tag{8}
\]

At the point \( (t_m, \varepsilon_m) \), equation (5) gives \( \varepsilon = \varepsilon_0/\alpha \). Meshing \( z \) with uniform grid, with critical point \( (t, \varepsilon) \) for \( 0 \leq \varepsilon < \varepsilon_0 \), the minimal value of \( J \) can be determined numerically.

1. Podlubny, I. Fractional Differential Equations (Academic Press, San Diego, 1999).
2. Oldham, K. B. & Spanier, J. The Fractional Calculus (Academic Press, New York, London, 1974).
3. Miller, K. S. & Ross, B. An Introductory to the Fractional Calculus and Fractional Differential Equations (John Wiley & Sons Inc., New York, 1993).
4. Rossikhin, Yu. A. & Shitikova, M. V. Application of fractional calculus for dynamic problems of solid mechanics: novel trends and recent results. Appl. Mech. Rev. 63, 1010801-1-51 (2010).
5. Stiassnie, M. On the application of fractional calculus for formulation of viscoelastic models. Appl. Math. Model. 3, 300–302 (1979).
6. Lundstrom, B. N., Higgs, M. H., Spain, W. J. & Fairhall, A. L. Fractional differentiation by neocortical pyramidal neurons. Nat. Neurosci. 11, 1335–1342 (2008).
7. Caputo, M. Linear models of dissipation whose Q is almost frequency independent-II. Geophys. J. R. Astr. Soc. 13, 529–539 (1967).
8. Bagley, R. L. & Torvik, P. J. Fractional calculus—a different approach to the analysis of viscoelastically damped structures. AIAA J. 21, 741–748 (1983).
9. Mathai, M. & Haubold, H. J. Special Functions for Applied Scientists (Springer, New York, 2008).
10. Kneller, G. R. & Hinsen, K. Fractional Brownian dynamics in proteins. J. Chem. Phys. 121, 10278–10283 (2004).
11. Podlubny, I. Geometric and physical interpretation of fractional integration and fractional differentiation. Fract. Calc. Appl. Anal. 5, 367–386 (2002).
12. Mainardi, F. Fractional Calculus and Waves in Linear Viscoelasticity (London, Imperial College Press and Singapore, World Scientific, 2010).
13. Besson, J. L., Strehier, Chartier, E. T. & Goursat, P. Viscoelastic creep of nitrogen ceramics. J. Mater. Sci. Lett. 5, 803–805 (1986).
14. Calonder, C., Tie, Y. & Van Tassel, P. R. History dependence of protein adsorption kinetics. PNAS. 98, 10664–10669 (2001).
15. Ebbinghaus, H. Memory: A contribution to experimental psychology (1885). Translated by Henry A. Ruger and Clara E. Bussenius in 1913. (http://psychclassics.yorku.ca/Ebbinghaus/). Date accessed: May 29, 2013.
16. Zhang, C. Y. Viscoelastic Fracture Mechanics (Science Press, Beijing, 2006).
17. Brinson, H. F. & Brinson, L. C., Polymer Engineering Science and Viscoelasticity: An Introduction (Springer, New York, 2008).
18. Du, M. L. & Wang, Z. H. Initialized fractional differential equations with Riemann-Liouville fractional-order derivative. Eur. Phys. J. Special Topics. 193, 49–60 (2011).
19. Nutting, P. G. A general stress-strain-time relationship formula. J. Franklin Inst. 235, 513–524 (1943).
20. Nutting, P. G. A new general law of deformation. J. Franklin Inst. 191, 679–685 (1921).
21. Chaplain, R. A. Simple viscoelastic model for the stress relaxation of rubber vulcanizates. Nature. 220, 1028–1029 (1968).
22. Englhardt, H., Gaub, H. J. & Sackmann, E. Viscoelastic properties of erythrocyte membranes in high-frequency electric fields. Nature. 307, 378–380 (1984).