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Abstract

The present paper examines the relation between size, accumulation and performance for research grants, where we examine the relation between grant size for Centres of Excellence (CoE) funded by the Danish National Research Foundation (DNRF) and various ex post research performance measures, including impact and shares of highly cited articles. We examine both the relation between size and performance and also how performance for CoEs evolves over the course of grant periods. In terms of dynamics, it appears that performance over the grant period (i.e. 10 years) is falling for the largest CoEs, while it is increasing for those among the smallest half. Overall, multivariate econometric analysis finds evidence that performance is increasing in grant size and over time. In both cases, the relation appears to be non-linear, suggesting that there is a point at which performance peaks. The CoEs have also been very successful in securing additional funding, which can be viewed as a ‘cumulative effect’ of center grants. In terms of new personnel, the far majority of additional funding is spent on early career researchers, hence, this accumulation would appear to have a ‘generational’ dimension, allowing for scientific expertise to be passed on to an increasing number of younger researchers.

Introduction

We know very little about the relationship between size and the duration of funding and subsequent research performance. Size is a monetary concept, for example, the size of research grants, while funds are exchanged for researchers, technical and administrative personnel, infrastructure, networking etc. Performance is the (measurable) outcome of research and very often direct funding and performance are linked together, where quality and efficiency in performance are seen as success criteria. Questions whether impact is positively related to funding size, e.g. whether larger funds produce greater discoveries are often raised, but we know very
little about the role of grant size and the composition of resources behind such grants and to what extent this may influence performance [1].

Based on the results from a selective Canadian case study, Fortin and Currie [1] argue that funding strategies that target diversity, rather than “excellence”, are likely to prove to be more productive. Hicks and Katz [2] argue for a somewhat contrary position. They argue that the inequality in research performance should be even more explicit when it comes to funding but no decision maker with the power to establish a distribution of public money would dare to match the level of this inequality in research performance. Hicks and Katz [2] argue that decision makers who actually increase the concentration of resources probably implement less inequality than would be justified by differences in research performance. To them, more equal distribution of funding is likely to suppress incentives for the very best scientists and the consequences for the performance of a national research system may be substantial. On the other hand, there may be diminishing returns to research due to scale effects or the risk that generous budgets are used less efficiently than tight budgets (e.g., [3–4]). For example Walsh and Lee [5] find that large centers and research teams typically have more complex bureaucratic structuring in terms of division of labor, standardization and organization. Even without changes in productivity, some studies suggest that prestigious scientists get further recognition more easily than unknown scientists [6]. To a large extent this is a well-established theoretical and empirical fact of the science system (e.g., [6–10]). The supposedly “best” researchers and units benefit from self-enforcing processes, confirming and strengthening their status, yet there are also limits to “cumulative advantages” [6,11], and various social mechanisms seemingly to some degree act to restrain unequal distributions of funding [2,12]. Obviously, this is interesting from a science policy perspective. Agencies that fund scientific research often struggle with the question: is it more effective to give large grants to a few “elite” researchers, or smaller grants to many researchers? This question and the distinction between large and small grants are further complicated however by potential generational effects of grants. Large grants will often include a number of early career researchers that both contribute to and learn from the grant research.

The purpose of the present analysis is to examine the relation between size, accumulation and performance for research grants. More specifically, the paper examines the relation between grant size for Centres of Excellence (CoE), funded by the Danish National Research Foundation (DNRF), and various research performance measures, including productivity and impact. CoEs and their Principal Investigators funded by the DNRF are perceived to be among the absolute “elite” in the Danish (and international) science system. The DNRF was established in 1991 with the goal to fund the “best” research talents in the country; the first CoEs were funded in 1993. As of June 2015, 100 CoEs have been funded. Parent research institutions are expected to contribute and, after the expiration of the funding period, CoEs are expected to be nested within the host department(s), with the intention of securing CoE’s research environment in the longer term. Initially, centres are funded for a five-year period, whereafter the centres can apply for an additional five year extension; so that most centres end up with a 10-year funding period (recently this has changed to an initial six-year period with the possibility of an additional four years). Consequently, for the period examined in this paper, CoEs are typically the largest publicly funded grant form in Denmark, though the CoEs’ size can vary. While funding the potentially “best” research obviously is a key rationale behind CoEs, an additional argument is that large grants create a critical mass that enhances research performance through greater collaboration, they are better able to attract top international researchers, and they provide access to ample research time and funds [4].

We have unique performance data for Danish CoEs for the period 1993 to 2011. These include annual grant amounts, lists of publications for each CoE and field-normalized citation indicators based on these publications. In addition, more detailed data are available for the
sub-period 2005–2011 that covers additional funding that CoEs have obtained from other sources and the number and composition of scientific staff. Together these data sets enable subtle examinations of various aspects of high-level funding and its relation to performance.

More specifically, we examine the following questions. What is the role of size for research performance? Can we identify cumulative effects of CoEs and how are these related to grant size? What are the dynamics of CoE performance over time, is there an optimal time length? We will analyse different dimensions of research performance, including productivity, citation impact and the production of highly cited papers. The analysis will draw on both descriptive and econometric methods. In order to analyze dynamics over time, we employ a dynamic panel data model in the econometric analysis. We should note here however, that while we examine the dynamics of these CoEs, we do not conduct a formal, quasi-experimental analysis that seeks to measure the impact of the center grants on participating researchers or compares centers’ performance with a comparison. Our main reason for not doing this is data limitations. We are unable to construct a suitable comparison group for these centers, given their size and characteristics. Furthermore, we are not able to identify the members of each CoE (aside from the PI), which would otherwise have allowed us to compare researcher behavior and performance before and under the CoE grants. However, this option may be feasible in the future due to more comprehensive data collection on CoE activities. We discuss this further in the conclusion of this paper.

The paper is organized as follows: the next sections discusses in more detail the relationship between funding size and research performance based on previous research findings reported in the literature. In the subsequent data and methods sections we present our data sets, the indicators and measures applied, and the model specifications used. Thereafter we present the results, first a descriptive analysis of trends in performance for CoEs, an examination of the staff composition of CoEs and growth in funding and personnel over time, and the results of the econometric analysis of the relationship between size and the dynamics of research performance. Finally, we summarize and discuss our results in the discussion section.

Review: On the Relation between Funding Size and Research Performance

Empirical evidence on the impact of project size for grants is fairly limited, though a larger number of analyses have been conducted concerning the size of research units or groups where productivity increases with size and at a certain point may decline [13] [14]. In the bibliometric analysis by Seglen and Aksnes [15] of Norwegian microbiological research for the period 1992–1996, the authors find no correlation between group size and scientific productivity. A more recent analysis of size and performance for UK research units does not find evidence of a relation between size and performance, either in terms productivity or citation impacts [16].

Fortin and Currie [1] examine the individual performance of researchers as a function of grant size from the Natural Sciences and Engineering Research Council of Canada (NSERC) context. They reason that large grants would be more effective only if scientific impact increases as an accelerating function of grant size. Their conclusion is that impact is positively, but only weakly, related to funding. Researchers who received additional funds from a second federal (Canadian) granting council, were not more productive than those who received only NSERC funding. Impact was generally a decelerating function of funding. Impact per dollar was therefore lower for large grant-holders. According to Fortin and Currie [1], this is
inconsistent with the hypothesis that larger grants lead to larger discoveries and they suggest, contrary to Hicks and Katz [2], that funding strategies that target diversity, rather than "excellence", are likely to prove to be more productive. It is important to notice, that the NSERC Discovery grants examined are grants for individual researchers and not CoEs.

Ida and Fukuzawa [17] generally find a positive impact of centers of excellence on scientific productivity. They examine productivity for the "Japanese 21st Century Centers of Excellence", comparing publication and citation counts of center participants with a control group across eight fields. In comparing productivity before and after the grant (difference in difference) for the two groups, they found significant increases in publication counts within four out of eight fields (life sciences, humanities, medical sciences and mechanical engineering) and positive and significant increases in citation counts within three out of eight fields (life sciences, information sciences and medical sciences). In contrast, a significant negative result was found for citation counts within mathematics and physics.

Rogers et al. [18] examine the impacts of NSF funded Nanoscale Size and Engineering Centers (NSEC). They find in general that centers play an important role in creating critical mass and networks through collaboration. They argue that NSECs have been crucial in coordinating and facilitating collaboration, both among academic researchers and with industry. In terms of publication and citation results, they find that centers perform much better than the field as a whole. For example, median numbers of citations are typically two to four times higher for NSEC papers compared to all papers within the field. However, the analysis was unable to isolate effects that were due to centers, or to assess the value for money in terms of publication performance (which is only one of many goals for the centers).

An important element that can influence the development of CoEs is the composition and diversity of centers and how members interact within centers. Youtie et al. [19] use bibliographic coupling methods to create measures of "centerness" and how networking patterns among center members evolves over time.

The present paper contributes to this literature by examining the dynamics of CoEs both in terms of research performance and accumulation of resources, and the role of center size in these dynamics. The focus and design of our analysis is to a large degree guided by the data that is available to us and its strengths and weaknesses. These strengths includes comprehensive lists of publications for each CoE, which we have drawn on to construct field-normalised, citation based indicators, and annual data on center funding from DNRF. We also have data on additional funding that CoEs have obtained over the course of the grant period, along with data on CoEs’ staff composition, though only for the period from 2005 onwards. A key limitation of our data is that we do not have lists of the members of each CoE and are thus unable to compare research performance for members before and during center participation. Our inability to identify center members also means that we are unable to analyse how CoEs may have influenced their collaboration and networking activities.

**Data**

The analysis here utilizes both administrative data for CoEs from the DNRF and bibliometric data covering publications linked to the CoEs. The analysis includes all CoEs established in the period 1993–2007 and for which adequate data on publications was available in the Web of Science (WoS) database. CoEs established in 2009 or later were excluded from the analysis due to insufficient data (no centre grants were awarded in 2008). Clearly, we need a citation database in order to examine citation performance. WoS is chosen because of its better data quality and longer historical coverage compared to alternatives. As a result, a small number of CoEs (12) within the humanities, social and computer sciences were excluded from the analysis due to...
inadequate coverage in WoS, leaving in all 57 CoEs for the analysis (another 9 CoEs were started in 2009/10 and another 12 in 2015. These are not included in the analysis). We should emphasize that similar challenges would be present with alternatives to WoS because a majority of publications from these centres (humanities and social sciences) are Danish language publications; and the computer science proceedings literature is generally poorly covered in the main citation databases. Of the 57 centers included, 34–35 grants were fully completed by 2011, while 21–22 were still in operation.

The primary administrative data used in the analysis includes yearly funding amounts and lists of publications linked to each CoE. For the period 2005–2011, detailed data is available on additional funding that CoEs have been awarded and on the composition of CoE scientific staff (senior faculty, international guest faculty, postdocs, PhD students and scientific assistants). This reflects in part changes in reporting requirements implemented in 2007, where CoEs now report any additional funding that CoE members have obtained and also more detailed information (such as name, academic position and affiliation) on the researchers and other staff that are funded by the CoEs.

The unique bibliometric data set used in the present analysis comes from a recent research evaluation of the DNRF in 2013, covering publications linked to the 57 CoE funded from 1993 to 2011. 2011 is the latest year possible in order to maintain comparable citation windows of approximately 3 years for all publications. The bibliometric analyses are carried out in the Web of Science (WoS) and the journal articles have been identified and matched from publication lists provided by the individual CoEs (in total approximately 11,200 unique publications were identified); for detailed descriptions of the data collection, see Schneider and Costas [20] for details.

**Types of indicators**

We use a number of standard bibliometric indicators of output and impact. We use the acronyms given by the Centre for Science and Technology Studies (CWTS) at Leiden University to designate the indicators. The same indicators (and the same database) are used in the Leiden Ranking (www.leidenranking.com). Publication types include research articles, reviews and letters, where the two former publication types have a weight of 1 and the latter a weight of 0.25. All analyses have been done with full counting. Despite recent claims that fractional counting is generally preferable (see e.g., Aksnes, Schneider and Gunnarsson [21]; Waltman and van Eck [22]), we argue that the special characteristics of our unit of analysis (CoE) makes full counting more relevant as it reflects the CoEs’ actual research participation. It would be somewhat arbitrary to apply fractional counting at the institutional level since several institutions can be involved in CoEs. As it is, full counts show the absolute number of publications in the WoS database linked to a CoE in the period examined.

Citation impact of publications is measured by two complimentary citation indicators: Mean Normalized Citation Score (MNCS) and the Proportion of Publications among the top 10% of the most highly cited in the database (PPtop10%). All citation indicators are item-normalized according to publication type, publication year, and field-specific citation rates. This means that citation rates for each publication are compared to average citation rates for the same type of publications, in the same year, and for the specific research field, before they are aggregated to provide totals. This enables the comparison of so-called relative citation indicators across research fields, publication types and publication years. MNCS is the average number of citations of publications, normalized for field and publication year. An MNCS value of two for instance means that the publications have been cited at twice the average of their field and publication year. PPtop10% is the the proportion of publications that, compared with
other publications in the same field and in the same year, belong to the top 10% most frequently cited.

Such relative indicators are needed here because the typical number of citations is highly dependent on research field, publication type and the time allowed before citations are counted. Self-citations are excluded from the calculation of citation rates and citation rates are calculated with a four-year citation windows, i.e., the citations obtained during the publication year and the following years are counted. For the most recent publications, citations have only been accumulated during two years.

An important weakness of the MNCS indicator is its strong sensitivity to publications with a very large number of citations. Especially for smaller numbers of publications this can result in an overestimation of the actual impact of the publications assigned to the unit of analysis. As the PPtop10% indicator is based on ranks and not averages, it is much less sensitive to publications with a very large number of citations. By default we apply 10% as the threshold for the indicator, where 10% means all publications cited on or above the 90th percentile in the database. Obviously, such as a threshold creates an artificial dichotomy between publications that are respectively above and just below the percentile threshold. Therefore we apply both MNCS and PPtop10% as they can be seen as complementary, though they usually also correlate strongly at aggregated levels.

Results

We first perform a statistical analysis of the trends in research performance over the course of grant periods for CoEs and across different size classes. Thereafter we conduct an econometric analysis of the dynamics between size, time and research performance.

The DNRF and its main funding instrument were evaluated by an international panel in 2013 (http://www.ft.dk/samling/20141/almndel/fiv/bilag/13/1413188.pdf). The empirical evidence comprises among other things bibliometric performance analyses. When considered as one unit, the performance of all publications linked to DNRF funded CoEs show performance levels with mean normalized citation scores (MNCS) around 2.07 and PPtop10% scores (the proportion of papers from a CoE that are among the 10% most cited in the Web of Science citation database) above 25% for the whole period. Fig 1 shows the variation in performances for 57 CoEs included in the bibliometric analyses. It is important to notice that the funding period for some of CoEs was expired at the time of the analysis, while funding for other CoEs were still running or even in its early phases. There is considerable variation in output and performance among the individual CoEs, some CoEs perform extremely well, while around 12–13% only perform at average international levels for the PPtop10%.

Trends in performance for CoEs

Table 1 shows average trends in performance over time for the CoEs. Surprisingly, performance is highest in the first year of existence for CoEs. However, only 41 out of 57 CoEs have registered publications in the first year of their existence, which may have biased these first year results upwards. Overall mean MNCS for these 41 CoEs is 2.24 compared to 1.55 for the remaining CoEs. However, this is only part of the explanation as mean values for these 41 CoEs in the first year are still greater than averages overall (2.47 compared to 2.24). Research results that are already published in the first year of centre operations are also likely to have begun prior to the centre, and thus it is not clear how these first year results should be compared to results in the remaining years.

There does not appear to be any clear pattern over time for the citation measure, MNCS. The mean value of MNCS peaks in year 6 at 2.64; however the median value of MNCS is
actually at its lowest in year 6 and peaks in year 8. Results over time are also similar for the share of top 10% publications. For all years, the mean value of MNCS is larger than the median, however the difference between the mean and median value varies from year to year and is largest in year 1 and year 6. This appears to be due in part to extreme values. If we consider MNCS values over 5, there are 5 values in year 6 (3 of which are over 10), none in year 4, one in year 10 and 2–4 values in the other years. While year 6 clearly has the greatest share of extreme values, and years 4 and 10 the lowest, there is no clear difference among the other years.

Differences in publication behavior (including average volume) across fields introduce bias to indicators based on the number of publications. However, to gain an overall idea of the trends in the volume of publications over time, we include both measures of the number of publications and number highly cited (top 10%) publications per million euros of CoE funding (ie. only DNRF centre funding). Developments in these numbers are also helpful in putting our two main field normalized citation based measures in perspective.
The number of publications per million euros of CoE funding shows strong signs of increasing over grant periods, by around 280% from year 1 to year 9, where publications per million euros peaks. Note again that these measures are only based on core CoE funding, and do not include any additional funding that the CoEs may have obtained over time. As will be shown below, DNRF CoE have been successful in obtaining a significant amount of funding from other sources, with this additional funding growing over the CoEs’ grant period. This would appear to be a key factor behind the large increases in number publications shown in Table 1. Finally, the production of top 10% articles also increases strongly over time, more than doubling from year 1 to year 9.

Note that the sample of CoEs for upon which these values are based is not the same over the entire period. Grant years 1 to 4 include all 57 CoEs, but data is available for only a subset for the remaining years. This is partly due to the fact that some CoEs are still in operation, while others only ran for a single five year period. However, if we were to hold the sample constant over time, for example including only the 24 CoEs with data for all ten years, then the results are qualitatively the same as those shown in Table 1; i.e. there is no clear pattern over time for MNCS and PPtop10%, while both the number of highly cited publications and publications overall increase over time.

In order to examine eventual patterns in publication and citation activity according to grant size, individual annual grants are grouped in four quartiles according to size, based on average annual grant size. Both mean and median values for performance measures are shown in Table 2. Mean values for both MNCS and PPtop10% are highest for the third quartiles according to size. Average MNCS for these grants is 2.65 while PPtop10% is 32%. Median values for both performance measures are increasing in size, though the median for MNCS is highest in the third quartile, while the median for PPtop10% is highest for the fourth quartile. These statistics can thus give the impression that performance is increasing in grant size, though are also some signs of a possible non-linear relationship between size and performance, with citation impact increasing in size up to a certain point and thereafter falling beyond this threshold. We examine this more formally in the multivariate analysis below. Note also that, as for Table 1, mean values of MNCS can be influenced by extreme values, which appears to be the case for the first and third quartiles. For example, there are in all 26 values where MNCS is greater than

| Grant year | Number CoEs | MNCS Mean | Median | Number publications Mean | Median | Number highly cited (top10%) Mean | Median | Number highly cited (top10%) publications per MNE Mean | Median | PPtop10% Mean | Median |
|------------|-------------|-----------|--------|--------------------------|--------|-----------------------------------|--------|------------------------------------------------------|--------|----------------|--------|
| 1          | 41          | 2.47      | 1.65   | 12.66                    | 10     | 3.902                             | 3      | 3.16                                                 | 2.42   | 31.0%         | 30.0%  |
| 2          | 57          | 1.94      | 1.61   | 16.35                    | 15     | 4.436                             | 3      | 3.79                                                 | 3.09   | 28.4%         | 26.7%  |
| 3          | 57          | 2.00      | 1.51   | 20.39                    | 20     | 5.053                             | 4      | 4.45                                                 | 3.67   | 25.9%         | 21.9%  |
| 4          | 57          | 1.72      | 1.47   | 22.62                    | 20     | 5.436                             | 4      | 4.60                                                 | 3.89   | 23.9%         | 20.8%  |
| 5          | 56          | 1.88      | 1.44   | 25.04                    | 23     | 6.107                             | 5      | 4.90                                                 | 3.98   | 24.4%         | 23.3%  |
| 6          | 47          | 2.64      | 1.43   | 27.11                    | 24     | 6.426                             | 5      | 5.42                                                 | 4.64   | 26.8%         | 22.2%  |
| 7          | 40          | 1.93      | 1.51   | 29.15                    | 22     | 6.7                                | 5.5    | 5.57                                                 | 4.78   | 24.9%         | 21.1%  |
| 8          | 27          | 2.11      | 1.70   | 29.00                    | 29     | 6.963                             | 6      | 6.33                                                 | 5.11   | 27.1%         | 22.6%  |
| 9          | 27          | 2.21      | 1.57   | 34.37                    | 31     | 8.259                             | 6      | 7.34                                                 | 6.15   | 24.8%         | 20.0%  |
| 10         | 24          | 1.97      | 1.43   | 30.08                    | 26     | 7.458                             | 6.5    | 6.91                                                 | 4.77   | 28.1%         | 21.7%  |
| Total      | 57          | 2.07      | 1.52   | 23.54                    | 20     | 5.811                             | 5      | 4.97                                                 | 3.96   | 26.4%         | 22.7%  |

doi:10.1371/journal.pone.0147726.t001

Table 1. Developments in annual measures of citation impact and productivity over time for CoEs.
five. Nine of these are in the first quartile, none in the second, 14 in the third, and 3 in the fourth quartile.

However, the statistics in Tables 1 and 2 are not fully able to show how performance indicators are distributed across both time and size. Fig 2 below attempts to examine both of these dimensions. In Fig 2, we display box plots of MNCS scores over the course of grant periods for these four size classes. Given the relatively small number of observations per year, ranging from 24 to 57, we have grouped grant years into three periods: years 1 to 3, years 4 to 7, and years 8 to 10. For illustrative purposes, all values over 10 have been removed from these figures. The picture from Fig 2 is somewhat different from that for Tables 1 and 2. In general, it appears that MNCS is falling over the course of grant periods for the largest CoE grants, while it is increasing for those among the smallest half. There does not seem to be any pattern over time for CoE grants in the third quartile, which though have had fairly high performance throughout.

Statistical tests generally support these indications. Note that while values over 10 are not shown in Fig 2, these extreme values are included when performing the statistical tests. We have conducted groupwise (Kruskal-Wallis, KW) and pairwise (Mann-Whitney, MW) non-parametric tests comparing the distributions of observations for the three periods. For the smallest quartile and the third quartile, no significant differences were found between the three periods (KW-p-value for Q1 is 0.362 and for Q3 is 0.519). For the second quartile, however, values in the third period were found to be significantly higher than both the first and second periods (p-values of 0.08 and 0.02 respectively). For the largest quartile, no significant difference was found between the first and second periods (MW-p-value = 0.31), but both these periods were found to be higher than the third period (MW-p-values of 0.09 and 0.07). The p-value for the groupwise Kruskal-Wallis test for Q4 is 0.123.

While smaller CoEs tended to increase more in performance over time, it is still the case that overall performance was higher for larger CoEs, as Table 2 above indicates. Over the first two periods, values in the largest two quartiles are significantly higher than those in the smallest quartiles (in all cases, p-values were less than 0.02), while there is no significant difference among size classes in the third period (groupwise KW-p-value is 0.699). While not shown here, the pattern is quite similar for PPtop10%.

### Funding accumulation over time

In this section, we examine more closely external funding and the research staff composition of CoEs, both of which can help illuminate patterns of accumulation in CoEs. Given that this data is only available from 2005 onwards, we only have data for a subset of CoEs (20) and generally only for part of these CoEs’ grant periods. For this reason, these variables are not included in the econometric analysis below, and are used here only, in order to provide a descriptive picture over time.

| Grant size          | MNCS Mean | MNCS Median | PPtop10% Mean | PPtop10% Median |
|---------------------|-----------|-------------|---------------|----------------|
| Q1 (<0.864 MN €)   | 2.024     | 1.281       | 0.23          | 0.20           |
| Q2 (0.864–1.102 MN €) | 1.595     | 1.392       | 0.21          | 0.20           |
| Q3 (1.102–1.456 MN €) | 2.654     | 1.758       | 0.32          | 0.25           |
| Q4 (>1.456 MN €)   | 1.957     | 1.724       | 0.30          | 0.27           |
| Total               | 2.069     | 1.517       | 0.26          | 0.23           |
Table 3 shows key variables over time for this subset of CoEs that have started between 2005 and 2007. On average, 37 scientific personnel were employed by the CoEs in the seven years covered by this data, 26 in terms of full-time equivalents. Scientific personnel consisted of 8 senior faculty, 2 visiting international faculty, 10 postdocs, 15 PhD students and 2 scientific assistants (Administrative personnel were not included in these calculations.). As is shown in Table 3, the average number of scientific staff increases substantially over these 6 years, from 27 to 44, amounting to an increase of 61%. The bulk of this increase is in PhD students and postdocs. In terms of percentage increases, the largest increases are for international guest faculty and scientific assistants, though these numbers are still fairly low in absolute terms.

CoEs have thus expanded over time, while yearly DNRF grant amounts have been relatively constant over grant periods. This expansion has instead been financed by additional grants secured by the CoEs. Table 3 shows the amount of additional funding secured each year as a share of 5 year term CoE grants. Over the period, CoEs secured on a yearly basis additional funding that amounted 18% of CoE term (5 year) grants on average. In other words, over the course of a five year grant term, CoEs were typically able to accumulate additional funding that

Fig 2. Distributions of MNCS across grant years and size classes. Fig 2.a. Q1 (<0.864 MN €). Fig 2.b. Q2 (0.864–1.102 MN €). Fig 2.c. Q3 (1.102–1.456 MN €). Fig 2.d. Q4 (> 1.456 MN €).

doi:10.1371/journal.pone.0147726.g002
almost matches actual funding from the CoE grant itself. In total, 55% of additional funding stemmed from other public sources in Denmark, 26% from Danish private funds, and 19% from international sources such as the EU Framework Programmes and the ERC. Hence, CoEs have been able to accumulate a substantial amount of additional funding over grant periods, which primarily has gone towards junior researchers. There thus appears to be a generational dimension to these accumulative effects; funds are concentrated in these elite units, but are at the same time allocated more widely to early career researchers. While we are unable to examine this aspect further here, it would be very interesting to follow how center participation influences the performance and career paths of these early career researchers. We reflect on this point in more detail in the conclusion of the paper.

We have also examined whether grant size plays any role in this accumulation. Table 3 shows additional funding for CoEs that are above and below the median grant size. There is no clear difference in annual shares between larger and smaller CoEs, with smaller CoEs highest in the fourth and fifth years while larger CoEs have higher shares in the sixth and seventh grant years. However, it should be kept in mind that these figures are based on a fairly small number of CoEs and that they only cover part of their overall grant periods.

### Dynamic Panel Data Analysis

As is clear from the discussion above, the relation between funding size and research performance is complex and may potentially be influenced by a number of factors. Size may have a positive impact on performance if it facilitates research or research collaborations that would not have been fully possible otherwise, or at least not to the same degree. There may also be a dynamic element to new research groups or units created through grants. In particular for large centres, it may take time for researchers to capitalize on synergies with other researchers,
both through informal interaction and through active collaboration on papers or specific projects. This would argue that research performance is increasing over time for CoEs. However, at the same time, there is a possibility that these potential benefits may decrease over time, which would imply that there may be some point at which CoEs’ ‘peak’ in terms of performance. Both size and time arguments suggest that there is an accumulative element here, where critical mass helps create conditions for good research and where researchers are able to build on previous research performance.

Our aim here is to employ multivariate analysis to estimate the impact of size and time on research performance. Our choice of approach, dynamic panel data models, is driven by a number of factors related to the data, the objective of our analysis and potential relations between variables. First, it seems very likely that performance is dependent on past levels of performance; i.e. any effects related to grant size or duration are likely conditional upon the ability and past performance of CoEs. Some center-specific factors could essentially be considered to be constant over the course of the grant period while others can be expected to evolve over time.

Second, research production is a dynamic process, where the time from initiation of research to actual publication can vary greatly from project to project. These lagged performance variables can though also potentially be affected by grants in the same period and the performance variables can also influence each other. This also implies that these variables will likely be correlated with the error terms in equations, which introduces bias to coefficient estimates. The solution here is to find variables (‘instruments’) that are highly correlated with the explanatory variables but uncorrelated with error terms.

Third, we have longitudinal data (or panel data) with a fairly large number of ‘individuals’ (in our case, CoEs) and a fairly short time series, with 10 years or less of data for each CoE. In order to take account of both the endogeneity of these explanatory variables and the panel structure of the data, where we follow a cross-section of CoEs over time (and where the lagged dependent variable is included in regressions as an explanatory variable) the model is estimated using a dynamic panel data model, that was designed for use concerning data and problems that are similar to those here [23] [24]. We model the impact of size (in terms of grant size and number of publications) and time on research performance in the following way. First, we examine two different measures of research performance: 1) MNCS and 2) the share highly cited articles (top 10%). Size is measured by the annual DNRF grant amount (in million euros) and by the annual number of articles. The number of articles provides a further measure of critical mass. On perspective on these two measures is that the grant amount measures the potential for creating a critical mass while the number of publications provides an indication of the extent to which it actually comes about. To allow for the possibility of decreasing returns to size, the square of annual grant amounts is also included. Accumulation of knowledge and expertise through earlier performance is captured through the lag of productivity of highly cited articles and the lag of the dependent variable in question. Finally, a variable for the grant year and its square are included to capture trends in performance over the grant period, and also allow for possible decreasing returns over time. For pragmatic purposes, we choose a simple straightforward structure where all explanatory variables are lagged one period (so, performance is measured in time t and all explanatory variables in time t-1).

The model we estimate is thus the following:

\[ y_{it} = \rho y_{i,t-1} + x'_{i,t-1} \beta + z'_{i,t-1} \gamma + \alpha_i + \epsilon_{it} \]

where

\[ i = 1..N \] is an index for CoEs
\( t = 1..T \) is an index for time

\( y_{t,t} \) is the dependent variable, either 1) MNCS and 2) the share highly cited articles (top 10%)

\( x_{t,t-1} \) is a row of explanatory variables concerning the CoEs research activity in period \( t-1 \) (number articles, number highly cited articles per MN€ of CoE funding, share articles with international co-author)

\( z_{t,t-1} \) is a row of explanatory variables concerning CoE grant funding in period \( t-1 \) (grant year, grant year squared, grant amount, grant amount squared).

We assume that the lagged performance variables (MNCS, PPtop10%, number publications and productivity of highly cited articles) are endogenous and we thus need instruments to obtain unbiased estimates of the effects of these variables. We estimate a systems Generalised Method of Moments (GMM) model [25], using lags both in levels and in differences as instruments for the explanatory performance variables in the model. The validity of this approach is thus dependent on the relevance of the instruments used. Two tests are commonly used to shed light on this issue. The Hansen test [26] essentially examines whether variables used are valid instruments (and thus are not correlated with the error term). The test is though weakened by a large number of instruments, though is not affected by heteroskedasticity. The related Sargan test [27] is not affected by the number of instruments but is affected by heteroskedasticity. Hence, there is a trade-off or complementarity between the two tests of specifications. If the tests are not rejected (ie. p-values not below a critical threshold) then this gives us an indication that the variables used work adequately as instruments for the (endogenous) explanatory variables in the model. We can see from Table 4 below that this is the case for both regressions.

The first column of Table 4 shows results for the MNCS. The estimated coefficient of grant years is 0.296 (p-value = 0.094) while the coefficient for its square is -0.021 (p-value = 0.17). This could thus potentially be seen as weak evidence of a time element for grant performance. 95% confidence intervals for grants years range from -0.052 to 0.644 and from -0.053 to 0.01 for its square. These coefficients imply that, controlling for other factors, performance is on average highest at a grant length of 6.7 years (i.e. by taking the derivative of 0.296*grant years -0.021*grant years\(^2\) and setting equal to zero, we find the number of grant years that maximizes impact on MNCS.).

Concerning grant size, grant amounts are positive while its square is negative. P-values of coefficient estimates for both variables are 0.01 or lower, implying that 95% confidence intervals for grant amounts (in MN euros) are fully positive while those for its square are fully negative. This thus indicates that citation impact is increasing with grant size, but at a decreasing rate. As with time, we can calculate the annual grant size for which performance is highest based on these coefficient estimates, which gives 1.45 MN euros.

Previous citation impact (t-1) is positively correlated with current MNCS, with a positive coefficient of 0.326 (p-value = 0.001). In addition to past MNCS (t-1), productivity of highly cited articles is also positive with a p-value = 0.004. Hence, past performance (t-1) both in terms of average citation impact and in terms of productivity of highly cited articles are important determinants of current citation impact. On the other hand, the relation to the number of articles overall is negative (p-value = 0.01).

Results are quite different for the share of highly cited articles, PPtop10%. In contrast to MNCS, only the lagged dependent variable appears to have an effect for PPtop10%, with a positive coefficient of 0.648 (p-value = 0.000). None of the other variables can be considered significant at any threshold, with p-values 0.40 or higher in all other cases. Drawing also on the results above in Table 4, it would appear that large grants generate a larger number of
highly cited articles, but do not have a significant effect on their share relative to the number articles overall.

**Discussion**

This paper has investigated the relation between size, accumulation and performance for research grants, where we have examined the relation between grant sizes for Centres of Excellence (CoE) funded by the Danish National Research Foundation (DNRF) and various ex post research performance measures, including impact and shares of highly cited articles. In doing so, we have examined both the relationship between size and performance and also how performance for CoEs evolves over the course of grant periods. This final section summarizes and discusses the results of the analysis.
In general, performance for these CoEs has been very high. The average MNCS for the 57 CoEs covered in the analysis is 2.07, which implies a field normalized citation impact that is more than double world (or WoS database) averages. The share of highly cited (top 10%) articles is also very high, with an overall share of 26% of articles among the top 10% most cited within their respective field. However, it should be noted once again that this performance does not necessarily reflect the effects of these CoEs. In particular, we are unable to distinguish between effects of the individual researchers (ie. that would have been generated in the absence of the CoE grant) and effects of the centers themselves.

The CoEs have been very successful in securing additional funding, which can be viewed as a ‘cumulative effect’ of center grants. Over the course of grant periods, the CoEs have obtained additional funding amounts that nearly match the size of centre grants themselves, which in turn leads to increases in the number of researchers. In terms of new personnel, the far majority of additional funding is spent on early career researchers, both postdocs and PhD students. Hence, this accumulation would appear to have a ‘generational’ dimension, allowing for scientific expertise to be passed on to an increasing number of younger researchers. The fact that levels of research performance are maintained over the course of this accumulation suggests that this generational transfer is successful.

When examining overall performance over the course of grant periods, larger CoEs have higher performance both measured in citation impact (MNCS) and shares of highly cited articles (PPtop10%), though there appears to be some indication that performance peaks and begins to fall for the largest CoEs. However, the picture is somewhat different when we examine performance over time. In general, it appears that both MNCS and PPtop10% are falling over the course of grant periods for the largest CoE grants, while it is increasing for those among the smallest half. Hence, while performance is quite high for the largest CoE grants, particularly in initial years, performance appears to increase most for smaller CoEs. In fact, for the final year of grant periods, the median value for MNCS is highest for the smallest grants. A possible explanation for this pattern is that there may be greater coordination costs connected with the largest CoEs, which slows their growth in performance.

At the same time, these general descriptive statistics may be unable to capture the dynamics in accumulation and research performance for individual CoEs. In order to examine these relations in more detail, we conducted a multivariate regression analysis of the role of size and time for research performance, also taking into account past performance of CoEs. These dynamic panel data analyses find evidence that performance, as measured by average citation impact, is increasing in grant size and over time. In both cases, the relation appears to be non-linear, suggesting that there is a point at which performance peaks. Concerning grant size, grant amounts are positive while its square is negative. P-values of coefficient estimates for both variables are 0.01 or lower, implying that 95% confidence intervals for grant amounts (in MN euros) are fully positive while those for its square are fully negative. This thus indicates that citation impact is increasing in grant size, but at a decreasing rate. We use these coefficients to calculate an estimate of the optimal annual grant size, which gives 1.45 MN euros. Though, it should be noted that these are general trends that do not take into account any potential differences across fields. For example, the need for expensive equipment or materials would clearly influence these size considerations. Results are weaker, but suggest a similar non-linear relation with respect to time. A similar estimate for grant years suggests that research performance in terms of MNCS peaks at 6.7 years.

These findings contradict those of Fortin and Currie [1], although it is very important to recognize that they examined relatively smaller NSERC grants to individuals, whereas we examine large-scale CoEs with long-term generous funding. As Fortin and Currie [1] point out themselves, the answer to the “question does greater funding of high performers lead to greater
scientific impact, versus funding more researchers” depends upon the goals of the funding program. In the case of Danish CoEs the goal to “maximize discoveries” by focusing on “excellence” seems to work. And one thing to notice, numerous younger researchers are involved with a CoE over time, in that process some perhaps many of them will experience “cumulative effects” when it comes to recognition and this will serve them well in the future.

Over the course of developments in CoEs over time, with significant growth in researcher staff, PPtop10% remains fairly constant. Results from the regressions show a high degree of autocorrelation with a coefficient of 0.65 for the lagged value of PPtop10% and no effect of grant size or length. One potential interpretation of this is that CoEs or perhaps the smaller research groups within CoEs are able to transfer or maintain their research capabilities to new and typically less experienced researchers, with the result that production of highly cited articles increases parallel to increases in publication overall.

In the introduction we discussed the ‘cumulative effects’ within science and the potential adverse effects of this accumulation. While we are unable to discern from our analysis what is driving accumulation, eg. whether it is reputation of individual researchers or of the CoE or if it is grounded in the research results themselves, it seems clear from the data that these CoE grants lead to a further accumulation and concentration of resources. It thus also seems reasonable to assume that this accumulation contributes to existing inequalities among senior researchers, though the scope of this depends to a great degree on how large centre grant funding is relative to other forms of funding. At the same time, it is important to again note that this accumulation of funding often goes towards an increase in the funding of younger researchers.

We have noted above in this paper some limitations of this analysis, in particular concerning our ability to formally analyze the effects of CoEs on performance and also on collaboration and network patterns in general. These would constitute important topics for future research and should be feasible given the DNRFs new reporting requirements implemented in 2007. Hence, in a few years time, it will be possible to analyze a cohort of CoEs over their full grant period with the new, expanded data. Provided that researchers can be identified, research performance could be measured both before and during CoE participation. Generational effects would also be of great interest here, in order to analyze to what extent early career researchers benefit from their participation in CoEs and working under top researchers within their field. An additional topic of interest is the composition of CoEs in terms of established vs. junior researchers, national vs. international researchers, research field diversity, and how this influences research performance and collaboration.
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