EEG-based Emotional Video Classification via Learning Connectivity Structure

Soobeom Jang, Seong-Eun Moon, and Jong-Seok Lee, Senior Member, IEEE

Abstract—Electroencephalography (EEG) is a useful way to implicitly monitor the user’s perceptual state during multimedia consumption. One of the primary challenges for the practical use of EEG-based monitoring is to achieve a satisfactory level of accuracy in EEG classification. Connectivity between different brain regions is an important property for the classification of EEG. However, how to define the connectivity structure for a given task is still an open problem, because there is no ground truth about how the connectivity structure should be in order to maximize the classification performance. In this paper, we propose an end-to-end neural network model for EEG-based emotional video classification, which can extract an appropriate multi-layer graph structure and signal features directly from a set of raw EEG signals and perform classification using them. Experimental results demonstrate that our method yields improved performance in comparison to the existing approaches where manually defined connectivity structures and signal features are used. Furthermore, we show that the graph structure extraction process is reliable in terms of consistency, and the learned graph structures make much sense in the viewpoint of emotional perception occurring in the brain.
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1 INTRODUCTION

Analyzing brain activity through brain imaging such as electroencephalography (EEG) is important in understanding the affective mental state, such as emotion or thought of humans. It is essential in a variety of applications including brain-computer interface, emotion recognition, and mental disease diagnosis. In particular, implicit monitoring using EEG during multimedia consumption has received much attention in recent days for its potential applications such as real-time multimedia content recommendation and filtering [1].

The brain consists of multiple functional regions, and the activation patterns over the regions provide valuable information regarding the mental state. Therefore, studying the inter-regional relationship appearing in the patterns, which is called functional connectivity (simply noted as connectivity in this paper), has been shown to be effective for analysis of the brain signal [2], [3]. Because the physical closeness of brain regions does not guarantee high connectivity between them, the connectivity structure needs to be analyzed in domains other than the Euclidean space. Thus, a graph is the most natural and suitable data structure to represent the connectivity. Previous studies showed that the graph analysis approach can be successfully applied to understanding of brain signals [4], [5], [6].

However, how to measure the level of connectivity, how to define an appropriate graph structure, and how to define appropriate signal features from different brain regions are all still open problems. Usually, they are determined manually based on a priori knowledge. For instance, correlation or causality metrics between the signals from different brain regions can be used as connectivity measures [7]. Then, a graph can be constructed by connecting pairs of the regions showing large connectivity values [2], and finally, the power or entropy of the signal can be used as a feature of each region (i.e., a vertex of the graph) [8], [9]. Apparently, however, it would not be optimal to separately tackle these issues manually. In fact, this challenge is applied to not only brain signal data but also other data involving graph structures such as social networks and chemicals [10], [11], [12].

In this paper, we resolve these issues via learning from data. We propose a new deep learning model, which can extract both a graph structure and a feature vector at each vertex of the graph from raw time-series EEG data, and perform classification using the extracted graph and features. The whole model is trained in an end-to-end manner to maximize the classification performance, which can simultaneously optimize the graph extraction module, the feature extraction module, and the classification module using a graph neural network. The graph and features become different adaptively for different data instances, which can overcome the notorious non-task-related variability of EEG signals. In particular, the extracted graphs are weighted directed multi-layer graphs, which can convey rich information regarding the brain activation pattern better than undirected single-layer graphs.

There have been previous deep learning-based attempts for learning connectivity structures for EEG classification [13], [14], [15], [16]. However, they are limited in that only one graph structure is learned for all data and thus sample-specific structures are not modeled, manually determined initial graph structures need to be provided, only single-layer graphs are learned, and hand-crafted signal features need to be provided. The work in [17] proposes a method to learn multi-layer sample-specific structures, but the number of layers is restricted to the dimension of hand-crafted signal features. To the best of our knowledge, our proposed method is the first to jointly learn sample-specific multi-layer connectivity structures and signal features directly from raw EEG data without the necessity of a prior knowledge regarding the graph structures and features.

In summary, the main contributions of this work are as follows:

- We propose a novel end-to-end neural network model for learning connectivity structures and signal features directly from raw EEG data without the necessity of a prior knowledge regarding the graph structures and features.
classifying brain signals, which learns both the connectivity structure and signal features. For learning the connectivity structure, we introduce three types of graph sampling methods to control the restriction in the extracted graph structures. To extract useful signal features from the raw time-series EEG data, we propose a 1-D dilated inception block that models the traditional frequency band-based brain signal processing technique.

- We suggest a way to evaluate the quality of the extracted graph structure in terms of consistency, in order to alleviate the limitation that no ground truth structure is available to measure the correctness of the obtained graph structure.
- We present several perspectives to analyze extracted graph structures, including graph consistency for quantiative analysis and neuroscientific analysis for qualitative analysis.

The rest of the paper is organized as follows. Section 2 presents the background and related work. Section 3 describes the proposed method, which includes graph membership extraction, graph sampling, feature extraction, and graph neural network. Section 4 shows our experiment to examine the performance of the proposed method and evaluates the extracted connectivity structures through quantitative and qualitative analyses. Finally, Section 5 concludes the paper.

2 Related Work

2.1 Deep learning for brain signal

There are two major approaches to brain signal analysis and classification using deep learning models: signal-based approach and connectivity-based approach. The signal-based approach exploits popular convolutional neural networks (CNNs) and recurrent neural networks (RNNs), to which the time-series brain signal data (themselves or after conversion to image-like representations) are inputted, without considering inter-regional connectivity.

Some studies use raw signals directly to extract time-domain features using CNNs. In [18], a CNN architecture using both 1-D and 2-D convolutional layers is proposed for motor imagery classification. The model uses a 1-D convolutional layer to extract low-level time-domain features, while a 2-D convolutional layer is adopted to integrate information from multiple electrodes. The study in [19] adopts a similar approach. 1-D and 2-D convolutional layers are used to extract the time-domain feature and its spatial integration, respectively, and additional separable 1-D convolution is applied to learn temporal filters for each spatial filter. The proposed CNN architecture is applied to brain-computer interface problems such as classification of event-related potentials and motor imagery. In [20], a CNN architecture for emotion classification is proposed, called the regional-asymmetric convolutional neural network (RACNN), which includes an asymmetric feature extractor to model differences between the two hemispheres. The model maps electrodes to pixels of a 3-D tensor, and applies convolutional layers to extract temporal features. For classification, asymmetric features and spatial features are computed based on the extracted temporal features.

RNNs including long short-term memory (LSTM) networks are another natural choice to model the temporal characteristics of raw EEG signals. For example, the work in [21] proposes a recurrent convolutional neural network. The network uses a CNN that processes spectral topography maps for each time frame. The outputs of multiple frames are fed into an LSTM network to obtain features considering both the spectral-domain and time-domain. In [22], a similar architecture is proposed, which uses spatial topography maps to construct the time-series maps for the input. The study in [23] proposes a bidirectional LSTM-based method to model regional dependence and temporal relationships for emotion recognition. To compute regional dependence, the electrodes are grouped into multiple regions for modeling regional features. Then, an attention mechanism over regions is applied to compute the importance of each region, which is concatenated with temporal features.

Noting that the brain connectivity provides valuable information in understanding the brain activity, recent studies try to extract connectivity patterns from EEG and use them as features for classification. In some studies, the connectivity information representing pairwise correlation or causality is represented as images, which are modeled by CNNs. The work in [24] evaluates various connectivity measures, including Pearson correlation, phase-locking value, and phase lag index, using 2-D CNNs for emotion recognition. The work in [25] proposes a 2-D CNN to detect schizophrenia using vector autoregressive model-based connectivity features and graph metrics such as the clustering coefficient.

2.2 Graph neural networks (GNNs)

Graph neural networks (GNNs) are a type of neural network to process graph data that are not well defined in the Euclidean space [26]. The main mechanism of graph neural networks is to integrate the information of a target vertex with that of neighboring vertices, which is modeled as the message passing operation [27]. This can be seen as a graph domain adaptation of the convolutional operation performed on neighboring pixels in CNNs [28], [29]. GNNs are widely used in various applications involving non-Euclidean data, including analysis of chemicals [30], citation networks [31], recommender systems [32], and skeleton-based action recognition [33].

Recently, a few methods have been proposed to obtain connectivity-based graph representations of brain signals and model them using GNNs. In order to apply a GNN to EEG, a prerequisite is to define an appropriate graph structure consisting of vertices and edges. Hence, how to define a graph structure and vertex features is a main research problem of the previous work. The work in [34] presents several methods to define vertex features and graph structures from EEG data, for which a GNN called ChebNet is used to perform EEG-based video identification. The signal power or entropy is used as the vertex feature, and the graphs whose edge weights are determined using the signal correlation or distance between electrodes are considered to obtain the graph structure.

In [13], a method called the dynamic graph CNN (DG2CNN) is proposed for emotion recognition, which is a GNN optimizing both the GNN model and graph structure. The graph structure is initialized using a k-nearest neighbor graph based on the Euclidean distance between electrodes and is modified through the learning process. In [14] and [15], GNNs are used to extract features from EEG, and the so-called broad learning system is used for classification.

2.3 Graph structure inference

Inferring a graph structure from the given non-graph data is important to understand the nature of the data in many applications [35], but is still an open problem [10], [36]. Traditionally, this has
been dealt with using probabilistic models or statistical inferences [37], [38], [39].

Recently, neural network-based methods have been proposed. The neural relational inference [40] is a variational autoencoder-based model to extract structural information of dynamic relational systems such as physical interaction systems for prediction of future states of dynamic objects from observed past states. However, this method requires a priori knowledge about the graph structure (i.e., graph density), whereas our method relies only on the vertices corresponding to EEG electrodes, but each layer consists of a unique set of edges, which corresponds to a separate type of connectivity involved in the brain. Second, we obtain multiple types of connectivity involved from the given EEG signals, we compute the latent membership $h_{ij} = [h_{ij}^1, \ldots, h_{ij}^K]$ representing the certainty of the existence of connectivity from vertex $v_i$ to vertex $v_j$ for each graph layer (i.e., connectivity type). Let $x_i, x_j \in \mathbb{R}^T$ be the signals recorded from electrodes $i$ and $j$, which are the input vectors of vertices $v_i$ and $v_j$, respectively. First, a feature vector is extracted from each of them by a shared fully-connected neural network ($f_1$), which produces $f_1(x_i)$ and $f_1(x_j)$, respectively. Then, the features are processed by another fully-connected neural network ($f_2$) after concatenation, i.e.,

$$r_{ij} = f_2(f_1(x_i) \parallel f_1(x_j)), \quad (2)$$

where $\parallel$ denotes the concatenation operation. The result $r_{ij}$ can be seen as an edge feature for the potential edge between $v_i$ and $v_j$. We aggregate this edge feature vector between vertex $v_i$ and the other vertices and perform a nonlinear transform to obtain the vertex feature for $v_i$:

$$h_i = f_3 \left( \sum_{j=1, j \neq i}^{N} r_{ij} \right), \quad (3)$$

where $f_3$ is a fully-connected neural network. Note that the above steps compose a message passing operation [27]. Finally, the latent connectivity membership from $v_i$ to $v_j$ is obtained by a nonlinear transform (using a fully-connected network) of the vertex features of $v_i$ and $v_j$ and the edge feature:

$$h_{ij} = f_4(h_i \parallel h_j \parallel r_{ij}), \quad (4)$$

where $f_4$ is a fully-connected neural network.

### 3.2 Proposed model

The overall structure of our model is illustrated in Figure 1. It can be divided into four modules: graph membership extraction, graph sampling, feature extraction, and classification.

In the graph membership extraction module, the given set of raw EEG signals are fed into a neural network to infer the membership of each edge to each connectivity type (i.e., graph layer). The inferred connectivity memberships are processed by the graph sampling module to construct a multi-layer graph structure. In the feature extraction module, the raw EEG signals are converted to features using convolutional and max-pooling operations. Finally, the obtained graph structure and features are combined in a GNN to obtain the final classification result.

#### 3.2.1 Graph membership extraction

From the given EEG signals, we compute the latent membership $h_{ij} = [h_{ij}^1, \ldots, h_{ij}^K]$ representing the certainty of the existence of connectivity from vertex $v_i$ to vertex $v_j$ for each graph layer (i.e., connectivity type). Let $x_i, x_j \in \mathbb{R}^T$ be the signals recorded from electrodes $i$ and $j$, which are the input vectors of vertices $v_i$ and $v_j$, respectively. First, a feature vector is extracted from each of them by a shared fully-connected neural network ($f_1$), which produces $f_1(x_i)$ and $f_1(x_j)$, respectively. Then, the features are processed by another fully-connected neural network ($f_2$) after concatenation, i.e.,

$$r_{ij} = f_2(f_1(x_i) \parallel f_1(x_j)), \quad (2)$$

where $\parallel$ denotes the concatenation operation. The result $r_{ij}$ can be seen as an edge feature for the potential edge between $v_i$ and $v_j$. We aggregate this edge feature vector between vertex $v_i$ and the other vertices and perform a nonlinear transform to obtain the vertex feature for $v_i$:

$$h_i = f_3 \left( \sum_{j=1, j \neq i}^{N} r_{ij} \right), \quad (3)$$

where $f_3$ is a fully-connected neural network. Note that the above steps compose a message passing operation [27]. Finally, the latent connectivity membership from $v_i$ to $v_j$ is obtained by a nonlinear transform (using a fully-connected network) of the vertex features of $v_i$ and $v_j$ and the edge feature:

$$h_{ij} = f_4(h_i \parallel h_j \parallel r_{ij}), \quad (4)$$

where $f_4$ is a fully-connected neural network.

#### 3.2.2 Graph sampling

From the graph layer membership information, we construct a multi-layer graph structure via the graph sampling module. We consider the following three methods for sampling: stochastic sampling, deterministic thresholding, and continuous softmax. One of the three methods is applied to the graph layer membership information $h_{ij}$ to obtain a graph structure.

A schematic diagram of the three methods is shown in Figure 2. The main difference among them is the degree of restriction in activating multiple graph layers, which is detailed below.
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Fig. 1. Overall structure of the proposed model.

Graph membership extraction

Graph sampling

Graph neural network

Feature extraction

1. We observed that the obtained graph structure and the corresponding
classification result rarely change due to the sampling during inference (<1% for graph structure and <0.2% for accuracy across 10 repetitions).

where \( \Delta \) is a threshold, which is set as \( \Delta = 0.5 \) in our work. The same continuous relaxation technique used in the stochastic sampling method is used to make discrete variables differentiable during training.

In the stochastic sampling method, one of the graph layers must be activated even though any of the memberships are not significant. On the other hand, deterministic sampling allows not only the activation of multiple graph layers for a single edge candidate but also the deactivation of all graph layers if all the membership values are insignificant.

Fig. 2. Three graph sampling methods. Note that in the stochastic sampling method (STO), the division by \( \tau \) and the softmax operation in (5) are not required since they do not affect the subsequent argmax operation.
method is equivalent to the stochastic sampling method without the binarization process described in [6]. Therefore, this method produces the most general form of graph structures among the three methods, i.e., weighted directed multi-layer graphs.

**Skip layer.** A graph constructed by the stochastic and continuous softmax methods enforces every pair of vertices to have edges in at least one graph layer. However, there may exist no direct relationship between certain pairs of vertices. In order to consider such cases, one of the graph layers can be assigned as a skip layer. The skip layer is discarded when the graph is passed to the GNN so that the edges belonging to this layer are omitted in the graph used for classification.

### 3.2.3 Feature extraction

The feature extraction module converts the raw EEG signals to features for end-to-end learning. The main purpose of feature extraction is to capture the dynamic information in the signals. Here, it is beneficial to extract features representing dynamic information at various temporal rates (from slow-varying to fast-varying factors), from which the GNN can selectively learn useful information for classification. Different rates can be considered using time-domain windows having different lengths, or equivalently, different sizes of temporal receptive fields. However, widely used CNN and RNN architectures typically rely on small-sized local receptive fields in each layer. Thus, to examine slow-varying factors, a large number of layers is necessary, which is computationally inefficient [43].

In order to capture various dynamic characteristics from the signals, we adopt a 1-D version of the dilated inception block, which includes dilated convolutional layers with various dilation rates [44], [45], [46]. Our 1-D dilated inception block is illustrated in Figure 3.

The block consists of multiple 1-D convolutional layers having different dilation rates. A dilated convolutional layer with a low dilation rate captures features appearing among neighboring samples, which correspond to fast-changing high-frequency information, while that with a high dilation rate considers slow-varying features over a large temporal window. This can be seen as analogous to the popular EEG signal analysis approach where the signal is divided into multiple frequency bands for separate frequency-selective analysis [47], [48]. The outputs of the convolutional layers are concatenated. As a result, we obtain features for each vertex $U_i = [u_{i1}, \ldots, u_{iT'}] \in \mathbb{R}^{T' \times F}$ ($i = 1, \ldots, N$), where $T'$ and $F$ correspond to the time length and the number of features of the output, respectively. The values of $T'$ and $F$ are determined by the structure of the feature extraction module; we describe our implementation in Section 4.1.2.

### 3.2.4 Graph neural network

Finally, the GNN performs classification using the constructed graph structure and the extracted signal features by generating a vector $\hat{y}$ representing the class probabilities. Since we have a multi-layer graph structure, the GNN is applied for each graph layer and the results are aggregated. For the $k$th graph layer, the output of the GNN for vertex $v_i$ at time $t$, $s_{it}^k \in \mathbb{R}^{F'}$, is obtained as follows.

$$s_{it}^k = \sum_{j=1}^{N} w_{ij}^k g_1(u_{it}||u_{jt}), \quad (8)$$

where $g_1^k$ is a graph layer-wise non-linear transformation modeled by a fully-connected network having rectified linear units (ReLU) and $F'$ is a hyperparameter determining the feature dimension of the output. In other words, a message passing operation is applied for vertex $v_i$ over the neighboring vertices by concatenating the features of each vertex pair $(u_{it}$ and $u_{jt})$ and aggregating them according to the edge weights $(w_{ij}^k)$ after nonlinear transformation using $g_1^k$. The outputs of the GNN for the $K$ graph layers are aggregated by addition.

$$s_{it} = \sum_{k=L}^{K} s_{it}^k. \quad (9)$$

Here, $L = 2$ if a skip layer is used (assuming that the first graph layer is assigned as the skip layer) and $L = 1$ otherwise. At the final stage, a skip connection is used to ease the training process and encourage feature reuse as in DenseNet [49]. In other words, the aggregated GNN outputs are concatenated with the signal features, which is then fed into a fully-connected network having the softmax activation function, $g_2$, i.e.,

$$\hat{y} = g_2(\text{vec} \left( \{U_i\}_{i=1}^{N} \right) \parallel \text{vec} \left( \{S_i\}_{i=1}^{N} \right) ), \quad (10)$$

where $S_i = [s_{i1}, \ldots, s_{iT'}]$, and vec() is the vectorization operation.

### 4 Experiments

This section describes our experiments for the EEG-based emotional video classification task defined in [34]. This task requires to learn comprehensive emotional responses specific to each video stimulus, which is more challenging than the traditional binary valence or arousal classification tasks. The performance of the proposed model is compared with that of existing methods and is analyzed through ablation studies. Moreover, the connectivity structures learned by the proposed model are examined by graph consistency analysis and qualitative analysis.

#### 4.1 Experimental setup

##### 4.1.1 Databases

We use two EEG databases regarding human affective mental states: DEAP [50] and DREAMER [51]. The DEAP database is one of the largest databases for affective mental state analysis, containing 32-channel EEG recordings collected from 32 subjects during watching 40 affective video stimuli. The DREAMER database includes EEG data collected using a 14-channel portable low-cost EEG device from 23 subjects for 18 video stimuli. The signals are sampled at a rate of 128Hz for both databases. Since we consider the video identification task where the model classifies the given
We construct five-fold cross-validation experiments by dividing the window does not extend across a training segment and a test segment with two-second-long overlap to augment the dataset, while the number of training samples and 12,800 test samples for the DEAP database. Hence, the time length of the output features is $T' = 384/4^3 = 6$.

**Graph neural network.** $g_1^k$ ($k = 1, \ldots, K$), and $g_2$ are two-layer fully-connected networks having ReLU activation. The number of neurons in each hidden layer and the output layer of $g_1^k$ is 256 for DEAP and 512 for DREAMER. The output layer of $g_2$ uses the softmax function, whose size is equal to the number of classes (i.e., 40 for DEAP and 18 for DREAMER).

### 4.1.3 Implementation

Our model is trained with the Adam optimizer [54] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$ for 30 epochs to minimize the cross-entropy loss. The learning rate is set to 0.001, and the batch size is set to 32. We report the average accuracy along with the standard deviation value and the code is available at https://github.com/ELEMKEP/bsc1ecs.

With a single NVIDIA K80 GPU, the training procedure takes 10 to 15 minutes and 1.5 to 2 minutes for an epoch for the DEAP and the DREAMER databases, respectively. For the inference, the model takes about 5ms for the DEAP database and about 2ms for the DREAMER database for a single sample. When the effect of the number of training samples is excluded, the training time is approximately proportional to the number of electrodes. This is because the operations in the proposed model such as membership extraction and feature extraction are applied for each electrode.

### 4.2 Performance comparison

#### 4.2.1 Compared methods

**Non-GNN methods.** We adopt two types of traditional classification methods: k-nearest neighbor (k-NN), and support vector machine (SVM) using linear kernel [56]. To obtain the input features from the EEG signals for these methods, we compute differential entropy (DE) for five frequency bands ($\delta$, $\theta$, $\alpha$, $\beta$, and $\gamma$), as presented in [55]. The hyperparameters ($k=15$ for k-NN and the regularization parameter $C = 0.1$ for SVM) are determined experimentally for the maximal performance of the methods.

In addition, we employ the RACNN method [20] using a CNN that receives the raw signal as input in the form of 3-D tensor and performs 3-D convolution and 2-D convolution sequentially.

**GNN-based methods.** We use three baseline methods that utilize connectivity structures with GNNs. First, the spatial-temporal graph convolutional network (ST-GCN) [33] is employed, which performs graph convolutions in both the spatial domain and the temporal domain. Here, we use the distance-based k-NN graph ($k = 4$) for spatial domain graph convolution, while the temporal domain graph has edges between the same electrodes of consecutive time frames. The raw signals are fed to the network as input. Second, the method using a ChebNet [34] is considered. The method uses a graph in which a given vertex (i.e., electrode) is expanded over eight frequency bands ($\delta$, $\theta$, $\alpha_{low}$, $\alpha_{high}$, $\beta_{low}$, $\beta_{mid}$, $\beta_{high}$, and $\gamma$) so that the number of vertices in the graph is eight times the number of electrodes. A subgraph of a single frequency-band has the structure of a distance-based k-NN graph ($k = 4$), and the vertices corresponding to the same electrode in different subgraphs...
TABLE 1
Comparison of the classification accuracy.

|                        | DEAP      | DREAMER   |
|------------------------|-----------|-----------|
| k-NN                   | 11.2±0.82%| 56.0±4.56%|
| SVM [56]               | 3.55±2.01%| 19.3±1.34%|
| RACNN [20]             | 2.58±0.08%| 32.0±3.94%|
| ST-GCN [33]            | 7.07±0.40%| 26.9±3.83%|
| ChebNet [34]           | 10.3±1.38%| 31.4±6.77%|
| DGCNN [35]             | 2.52±0.03%| 19.3±2.10%|
| IAG [17]               | 7.90±1.22%| 31.8±4.53%|
| Proposed w/o graph learning | 56.6±8.39%| 48.1±7.97%|
| Proposed method        | 73.5±8.07%| 55.5±7.59%|

TABLE 2
Accuracy of the proposed method for various combinations of the number of graph layers, the graph sampling method, and the existence of the skip layer. The top cases for each graph sampling method are highlighted.

| Database    | #Layers | STO | DET   | CON    |
|-------------|---------|-----|-------|--------|
| DEAP        | 1+skip  | 72.6±5.84% | 74.2±3.82% | 70.0±9.28% |
|             | 2       | 65.9±7.03% | 75.4±8.42% | 64.2±4.19% |
|             | 2+skip  | 64.6±8.79% | 74.0±4.71% | 68.6±6.20% |
|             | 3       | 61.3±6.56% | 73.4±3.59% | 61.6±3.60% |
|             | 3+skip  | 72.1±7.60% | 73.6±4.41% | 73.5±8.07% |
| DREAMER     | 1+skip  | 51.9±10.3% | 50.9±11.1% | 54.6±10.0% |
|             | 2       | 52.0±8.97% | 51.9±6.33% | 52.2±12.6% |
|             | 2+skip  | 52.1±8.24% | 55.1±9.05% | 51.3±11.7% |
|             | 3       | 52.5±10.3% | 53.5±6.29% | 54.2±12.6% |
|             | 3+skip  | 51.0±9.63% | 50.7±10.6% | 55.5±7.59% |

4.3 Ablation studies
4.3.1 Module ablation
We design an ablation setting to examine the importance of graph structure learning. For this, we test our model without graph structure extraction including the graph membership extraction and graph sampling modules so that only the lower part in Figure 1 is used for training and inference. Instead, an unweighted complete graph is used in the GNN part, so that the classification depends only on the extracted features.

The results of this setting are shown in Table 1 as “Proposed w/o graph learning”, which show deteriorated performance. This demonstrates the importance of the learned graph structure and the synergy effect between graph learning and feature extraction in the proposed model. In addition, this implies that connecting non-related vertices significantly harms the classification performance.

4.3.2 Hyperparameters for graph extraction
In Table 2 we show the accuracy of our model for various combinations of the graph sampling method, the number of graph layers (K), and the existence of the skip layer. For the DEAP database, the results show that the sampling method is an important hyperparameter, while the number of graph layers including the existence of the skip layer is relatively minor. The deterministic thresholding method shows the best performance overall. The main difference of deterministic thresholding from the other sampling methods is that it can assign explicit connectivity in multiple graph layers, which seems to lead to slight performance gains. In the case of the DREAMER database, the performance variation across the different conditions is relatively low, probably due to the smaller number of electrodes and consequently the smaller size of graphs.

4.4 Graph consistency analysis
Since no ground truth for the graph structure is available, it is not possible to evaluate the correctness of the extracted graphs. As an alternative way to evaluate the quality of the extracted graphs, we consider their consistency over repeated experiments. To measure the consistency, we calculate the dissimilarity between the extracted graph structures for all pairwise combinations of repetitions. A low level of dissimilarity means a high level of consistency, which indicates that the extracted graph structures are reliable and meaningful for the classification. One issue in measuring the dissimilarity between two graphs is the permutation ambiguity of graph layers, because we do not impose any restriction
on the order of the graph layers during training. To deal with this, we perform an exhaustive search to find the best matching permutation of graph layers yielding the smallest dissimilarity measure.

Algorithm 1 Computing graph dissimilarity

Input: $Diss(\cdot, \cdot), W_{(n)} \in \mathbb{R}^{K \times |E|}, W_{(m)} \in \mathbb{R}^{K \times |E|}$
Output: $D_{nm}^*$

1: $M = \text{GetPerm}(1, \ldots, K)$  \Comment{Make a set of permutations}
2: $D_{nm}^* \leftarrow \infty$  \Comment{Initial value}
3: for $P$ in $M$ do
   4: $W'_{(m)} \leftarrow \text{Permute}(W_{(m)}, P)$
   5: $D = Diss\left(W_{(n)}, W'_{(m)}\right)$
   6: if $D < D_{nm}^*$ then
      7: $D_{nm}^* \leftarrow D$
5: end if
4: end for

The overall procedure to compute dissimilarity is summarized in Algorithm 1. Here, $Diss$ computes the dissimilarity between the adjacency matrices of two graph layers, for which we adopt the mean of absolute differences between the two matrices. Note that we do not have the issue of the graph isomorphism because the order of vertices is clearly identified as distinguished EEG electrodes. $W_{(n)}$ and $W_{(m)}$ correspond to the extracted graph structures from a pair of repetitions. $M$ is the set of all possible permutations of graph layers. The dissimilarity value ($D$) between $W_{(n)}$ and each $W_{(m)}$, which corresponds to a permutation of $W_{(m)}$ in $M$, is calculated. The smallest dissimilarity value among all permutations, $D_{nm}^*$, is obtained as the final dissimilarity between $W_{(n)}$ and $W_{(m)}$. After the dissimilarities for all pairs of repetitions are computed, we obtain the final consistency score by subtracting the average dissimilarity value from 1:

$$\text{Consistency score} = 1 - \frac{2}{R(R - 1)} R \sum_{n=1}^{R-1} \sum_{m=n+1}^{R} D_{nm}^*, \quad (11)$$

where $R$ is the number of repetitions ($R = 5$ in our case).

Table 3 shows the results of consistency analysis in percentage. Overall, high consistency levels (about 60 to 100%) are observed across different conditions, indicating that the extracted graphs contain meaningful representations of the data. As in Table 2, the main factor affecting the graph consistency is the sampling method. In the DEAP database, the deterministic thresholding method shows higher consistency than the other two methods. The highest consistency of the case of “1+skip” is from excessive edge activations, where a large number of edges are activated for all repeated experiments. This seems to be due to insufficient expressivity in the single-layer graph setting. In the case of the DREAMER database, the overall tendency is similar to the DEAP database, while the differences between the sampling methods are smaller.

4.5 Graph structure analysis

We examine the obtained graph structures in order to understand the learned representations from the perspective of affective cognitive responses. Since the graph structure is different for each data and each repeated experiment, we obtain a representative graph structure by aggregating multiple graph structures. We define the representative graph structure as the one that has edges corresponding to the most frequently appearing edges (top-5%) in all data. Here, we consider only the DEAP database, due to its rich coverage of the scalp with a sufficiently large number of electrodes compared to the DREAMER database.

Figure 5 shows the obtained representative graph structures. In Figures 5(a1), 5(a2), and 5(a3), the “default graphs” that contain edges activated most frequently regardless of the task (i.e., across different video stimuli) are shown by obtaining the representative graph for all test data. Figures 5(b1), 5(b2), and 5(b3) correspond to the representative graph structures for the video stimuli corresponding to the positive valence rating, while Figures 5(c1), 5(c2), and 5(c3) show the graph structures for the video with the negative valence ratings.

Figures 5(a1), 5(b1), and 5(c1) show strong activations at the right frontal lobe. It is consistently reported that the asymmetry of the left and right frontal lobes is associated with the valence of emotion [57], [59]. In Figures 5(a1) and 5(b1), the activation from the right frontal lobe to the temporal lobes is observed. Especially, Figure 5(b1), which corresponds to the stimulus with positive valence, shows stronger activation of the right temporal lobe than Figure 5(a1) (the default graph). In contrast, Figure 5(c1), which is for the stimulus having negative valence, shows weak activation at the temporal lobes while it shows stronger activation at the right frontal area than Figures 5(a1) and (b1). It is known that the temporal lobe is largely related to the processing of complex visual stimuli such as scenes [59]. Thus, we can say that the first graph layer represents the mental state under exposure to emotional visual stimuli.

The second graph layers (Figures 5(a2), 5(b2), and 5(c2)) show activations over a wide region covering the fronto-central area and parietal area, which is relatively less emphasized in the other layers. It is known that the fronto-central area is related to the motor-related perception [60], and the parietal area is related to the visual tracking [61]. Therefore, it is thought that the second layer accounts for the perception of the motion information appearing in the video stimuli.

In Figures 5(b3) and (c3), the differences between the activations in the occipital lobe and right central area are noticeable. Especially, the activation of the occipital lobe is characteristic compared to the other two graph layers. It is reported that the activation of the occipital lobe is changed by the emotional factors of the stimuli [62]. In addition, the activation of the occipital lobe is also related to the visual motion [63], [64], which explains the

| Database     | #Layers | STO  | DET  | CON   |
|--------------|---------|------|------|-------|
| DEAP         | 1+skip  | 99.9%| 99.4%| 99.9% |
| 2            | 74.2%   | 82.8%| 78.6%|
| 3            | 72.3%   | 87.6%| 80.4%|
| 3+skip       | 74.3%   | 89.3%| 76.7%|
| DREAMER      | 1+skip  | 62.4%| 64.7%| 66.5% |
| 2+skip       | 68.6%   | 76.2%| 63.1%|
| 3+skip       | 67.5%   | 73.0%| 69.2%|

Table 3: Consistency scores of the extracted graphs for different conditions.
content difference between the two stimuli. Therefore, it seems that the third graph layer supports the other two layers by accounting for emotional and visual factors.

From this qualitative analysis, we can conclude that the proposed method can successfully model structural patterns of the EEG signal with the multi-layer graph structure.

5 Conclusion

We have proposed an end-to-end deep network that can extract an appropriate directed multi-layer graph structure from the given raw EEG signals for classification without any a priori information about the desirable structure. The experimental results showed that this data-driven approach for learning the graph structure significantly improves the classification performance in comparison to the other GNN approaches based on manually defined features and graphs. It was also shown that the extracted graph structures are reliable, and consistent with the known brain activation patterns of cognitive responses to emotional visual stimuli.

In the proposed approach, the computational burden is largely determined by the number of EEG electrodes. Since the extracted membership and graph structures have the dimension of the square of the number of electrodes, the model is memory-demanding if a large number of electrodes is used as in the SEED [56] and MPED [65] databases. Thus, designing memory-efficient modules and reducing the dependency on the number of electrodes will be desirable topics of future work for a wider application of the proposed end-to-end approach to connectivity inference-based classification.

Another topic for future work is the subjectivity of EEG. Human’s emotional experience is subjective, i.e., different people may respond differently to the same stimuli [50]. In addition, each subject has her/his unique EEG pattern, which leads to the
difficulty of extracting task-relevant EEG patterns from recorded signals [65]. The subjectivity of emotional responses and EEG patterns becomes an obstacle to obtaining high performance of EEG classification over multiple subjects. Several approaches have been proposed, e.g., disentangling subjective features via learning [67] or applying transfer learning [65]. However, no such work has been done for EEG connectivity. In this regard, developing methods to separate subjective and task-relevant connectivity will be an impactful direction for future work.
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