Penalization-induced shrinking without rotation in high dimensional GLM regression: a cavity analysis
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Abstract

In high dimensional regression, where the number of covariates is of the order of the number of observations, ridge penalization is often used as a remedy against overfitting. Unfortunately, for correlated covariates such regularisation typically induces in generalized linear models not only shrinking of the estimated parameter vector, but also an unwanted rotation relative to the true vector. We show analytically how this problem can be removed by using a generalization of ridge penalization, and we analyse the asymptotic properties of the corresponding estimators in the high dimensional regime, using the cavity method. Our results also provide a quantitative rationale for tuning the parameter controlling the amount of shrinking. We compare our theoretical predictions with simulated data and find excellent agreement.
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1. Introduction

1.1. Setting and motivation

In statistical regression the goal is to understand the relationship between a response $T \in \mathbb{R}$ and a set of covariates $X \in \mathbb{R}^p$, given $n$ previously recorded observations. In generalized linear models (GLMs) our hypotheses are encoded in a statistical model

$$p(T|X \cdot \beta, \sigma)$$

where $\beta \in \mathbb{R}^p$ are the regression parameters and $\sigma \in \mathbb{R}^d$ are the nuisance parameters. For simplicity we assume that the covariates follow a multivariate normal distribution

$$X \sim \mathcal{N}(0, A_0)$$

and that our model is correctly specified, so our $n$ observations $\{(T_1, X_1), \ldots, (T_n, X_n)\}$ are actually generated according to (1), i.e. $p(T_i|X_i \cdot \beta_0, \sigma_0)$ for some ‘true’ unknown values $\beta_0$ and $\sigma_0$ that we would like to estimate. The parameter estimators $\hat{\beta}_n, \hat{\sigma}_n$ are found by optimizing an objective function constructed from the observations available

$$\hat{\beta}_n, \hat{\sigma}_n := \arg \max_{\beta, \sigma} \left\{ l_n(\beta, \sigma) \right\}$$

$$l_n(\beta, \sigma) = \sum_{i=1}^{n} \log p(T_i|X_i \cdot \beta, \sigma) + \pi(\beta, \sigma).$$

In (4) the first term on the right hand side is the log-likelihood of the observations under the model (1) and $\pi$ is the penalization function. This term is usually added in order to enforce a constraint by Lagrange multipliers.

In the high dimensional regime, the number of covariates $p$ in the model is large and proportional to the number of observations $n$, so that as $n, p \to \infty$ the ratio $\zeta := p/n$ is fixed. The true regression parameter vector $\beta_0$ is assumed to have a finite modulus $S_0 := \|\beta_0\|$ that does not depend on $p$ nor $n$. A common choice for $\pi(\beta, \sigma)$ is the so-called ridge penalty

$$\pi_{\text{ridge}}(\beta, \sigma | \Delta) = -\frac{1}{2} \Delta \beta \cdot \beta$$

which forces the estimator $\hat{\beta}_n$ to take values closer to the origin. The effect is more pronounced for larger values of $\Delta$. Ridge penalization is often employed to prevent overfitting, and thereby improve the prediction performance of the fitted model [1]. Overfitting causes the maximum likelihood (ML) estimator $\hat{\beta}_n^{\text{ML}}$ of GLMs to lie typically in the same direction of $\beta_0$, but with modulus larger than that of $\beta_0$ [2, 3], and ridge penalization counter-acts this phenomenon. When the covariates are correlated, however, the effect of the penalty (5) is to return an estimator that is both a shrunken and rotated version of the ML estimator: $\hat{\beta}_n$ differs on average both in magnitude and in direction from $\beta_0$ [2, 4]. In fact, ridge penalization was originally introduced for the purpose of obtaining a lower variance of $\hat{\beta}_n$ by ‘trading’ variance for bias [5]. While the amount of rotation induced by the penalization is in principle predictable [2], computing the latter is in practice hard to do, because it requires the computation of averages over the spectrum of the population covariance matrix $A_0$, which is unknown and not easy to estimate [6, 7]. Furthermore, while the Mean Squared Error of the estimator might be lower than the ML one, it is evident that one would still report a value of $\hat{\beta}_n$ that is on average not even in the direction of $\beta_0$. This represents a major problem in inference if one wants to use
penalization as a remedy against overfitting. These considerations leads us to look for a generalization of the ridge penalty such that the resulting estimator: (a) is geometrically unbiased, that is, it lies typically in the direction of $\beta_0$, and (b) has an amplitude tuned by a penalization parameter, so that by selecting the proper value of the latter we can make $\hat{\beta}_n$ unbiased.

### 1.2. Covariant penalties

In absence of the ridge penalization (i.e. in ML regression) one can formally map the problem for correlated covariates to one where the transformed covariates are uncorrelated. This is possible because the ML estimator $\hat{\beta}_{ML}^n$ transforms under rotation and rescaling of the covariates in the exact opposite way, so that the scalar product $X_i \cdot \hat{\beta}$ does not change. Because the quantity $\beta_0$ that we want to estimate is a fixed vector in $\mathbb{R}^p$, a linear transformation executed on the underlying basis will change its components, hence we must have $M \beta_0$ in the right hand side. Upon transforming $X_i := A_0^{-1/2} X_i$, where $A_0$ the covariance matrix of $X_i$, the transformed covariates will be uncorrelated, $X_i \sim \mathcal{N}(0, I)$, and

$$\hat{\beta}_{ML} \left( \beta_0, \{T_i, X_i\}_{i=1}^n \right) = A_0^{-1/2} \hat{\beta}_{ML} \left( A_0^{1/2} \beta_0, \{T_i, X_i\}_{i=1}^n \right).$$

(8)

Since (7) does not hold in general for the ridge penalized estimator (only under rotations), the correlations cannot be ‘transformed out’ as in (8). This motivates our interest in covariant generalizations of ridge penalization, such that the resulting estimator $\hat{\beta}_n$ would satisfy (7).

For simplicity and analytical tractability, we consider quadratic penalties. A first candidate is

$$\pi_O(\beta | \eta, \sigma) = -\frac{1}{2} \eta \beta \cdot A_0 \beta$$

(9)

which we call ‘oracle’ penalty, as it requires the knowledge of the population covariance matrix $A_0$. For uncorrelated covariates, (9) reduces to the ridge penalty. For correlated covariates, (9) shrinks differently in different directions, depending on the covariate correlations. While in some cases the population under investigation is sufficiently well characterized, in most cases the matrix $A_0$ is not known. A possible ‘quick and dirty’ alternative is to use the empirical correlation matrix as an estimate of $A_0$, giving

$$\pi_E(\beta, \sigma | \tau) = -\frac{1}{2} \tau \beta \cdot \left( \frac{1}{n} \sum_{i=1}^n X_i X_i^T \right) \beta.$$ 

(10)

We refer to (10) as the ‘empirical’ penalty. We know from random matrix theory (RMT) that the sample covariance matrix is not a good estimator of the population covariance matrix in
the high dimensional regime [8], so there we have no guarantee that the estimators obtained using (9) and (10) will have similar properties. Furthermore, the sample covariance matrix develops eigenvalues approaching zero [8, 9] as $\zeta \to 1$, and (10) will not define a well posed optimization problem. On the other hand, if $A_0$ is non-singular, the oracle penalty defines a well posed optimization problem for all $\zeta > 0$.

1.3. Previous work

The idea of biasing an estimator to decrease its Mean Squared Error, i.e. shrinking, goes back to [10]. Ridge penalization is the simplest implementation of this idea, equivalent to a constrained optimization where the length of the maximizer is fixed [5]. Our goal here differs from the original application of shrinking in that we seek to make $\hat{\beta}_n$ unbiased. The geometrical properties of the objective function play a role in determining the distribution of the estimator $\hat{\beta}_n$. We will show that our penalization functions (9) and (10) give shrunken and geometrically unbiased estimators. Their origin can be traced back to the Bayesian interpretation of uniform shrinkage [11, 12]; here we provide another interpretation of uniform shrinkage priors. We will show that the asymptotic properties of the resulting estimators can be computed analytically, under simple assumptions about the data generating process, for arbitrary GLMs. The covariant penalties (9) and (10) provide a natural route to asymptotically unbiased estimators in GLM inference, together with our asymptotic analytical results to select an appropriate value of the penalization parameter, even when the sample size is modest.

Several papers in literature deal with the asymptotic behavior of M-estimators, i.e. those derived by optimizing a sample average of an objective function (see [2, 13, 14, 30]). While the techniques used vary, e.g. RMT, Cavity Method and Replica Method, the conclusions are always expressed via self consistent equations that give the bias and variance of the estimators for the regression parameters. The replica approach [2–4, 15] appears the most flexible, as it does not assume any specific form of the utility function and (unlike other approaches) allows one to find also the asymptotic expected estimators of nuisance parameters. On the other hand, the replica approach tends to obscure some assumptions needed for its results to hold. We show in appendix C that the replica symmetric (RS) equations can be obtained also via another method inspired by the statistical physics analogy with optimization [16]: the cavity method [17, 18]. We extend the results obtained with the replica method [2, 3] to incorporate the penalties (9) and (10), and identify the key assumptions needed to reach the result obtained using replicas. Our results confirm again that the cavity method is complementary to the replica method [18]. However, ‘it is always easier to descend a mountain than to climb it’, and the replica method is always our first step. Alternative heuristic approaches, based on RMT, already appeared in the statistical literature too [13]. Several rigorous proofs have also been carried out. In [19], the authors proved rigorous results for robust linear M-estimators. In [20] the asymptotic behavior of the estimators in a linear model with normally distributed errors and fixed variance was established. Most notably in [30] the authors have rigorously established the validity of the RS equations for non-linear models that depend on the linear predictor, but do not involve nuisance parameters. Their work is general enough to allow for a general penalization and indirectly includes the case where the nuisance parameters are taken to be fixed and known. With this in mind our argument in appendix C might prove useful in establishing a future proof of these results when also the nuisance parameters are inferred. Ultimately, all methods (including ours) rely on the concentration of measure phenomenon, i.e. that specific random variables fluctuate with very low probability around a deterministic value [19–22], and hence we support our assumptions with simulations.
1.4. Aim and structure of the paper

In this paper we study the asymptotic properties of the penalized maximum likelihood (PML) estimator, mathematically equivalent to the maximum a posteriori (MAP) estimator, obtained by maximizing the objective function

\[ l_n(\beta, \sigma|\eta', \tau', A_0) = \sum_{i=1}^{n} \log p(T_i|X_i, \beta, \sigma) - \frac{1}{2} p \beta \cdot \left( \tau \frac{1}{n} \sum_{i=1}^{n} X_i X_i + \eta' A_0 \right) \beta. \tag{11} \]

The penalization combines (9) and (10), with re-scaled penalization parameters \( \eta = p \eta' \) and \( \tau = p \tau' \) such that penalization and log-likelihood scale in the same manner with \( n \) in the high dimensional asymptotic limit [4]. We aim to compare the asymptotic properties of the estimators derived by using the two different penalizations (9) and (10), so we will only be interested in the cases where either \( \eta \) or \( \tau \) equal zero. In particular we want to answer the following questions: do the covariant penalizations (9) and (10) lead to a geometrically unbiased PML estimator for \( \beta_0 \), what are the properties of the PML estimator in the high dimensional regime, and how do these depend on the penalization parameters?

The article is divided in four sections. In section 2 we present our results concerning the asymptotic properties of the estimator in the high dimensional regime, and show that the PML estimator \( \hat{\beta}_n \) is typically oriented in the same direction as \( \beta_0 \). In section 3 we compare our theoretical predictions with simulated data for two prototypical models: the Logit regression model for binary data, and the Weibull Proportional Hazard model for skewed data. We conclude in section 4 with a discussion of our results and their applicability, and we identify future directions of investigation.

2. The covariantly PML estimator

In this section we give an explicit expression for the PML/MAP estimator, and derive its properties in the high dimensional limit \( n, p \to \infty \), with fixed ratio \( p/n = \zeta > 0 \).

2.1. Representation of \( \hat{\beta}_n \)

The estimator \( \hat{\beta}_n \) obtained by maximizing (11) satisfies (7) and (8). Hence we can simply study the properties of the following estimator, because the PML/MAP estimator with correlated covariates is simply a rotated and re-scaled version of it:

\[ \hat{\beta}_n \sim \hat{\beta}_n(\beta_0^{\sim}, \{T_i, X_i\}) \quad \text{with} \quad X_i \sim N(0, I), \quad \beta_0^{\sim} := A_0^{1/2} \beta_0. \tag{12} \]

Following a similar strategy as in [13], we argue in appendix A that this estimator admits the following representation

\[ \hat{\beta}_n \overset{d}{=} K_n \beta_0^{\sim} + V_n U \tag{13} \]

where

\[ K_n := (\beta_0^{\sim} \cdot \hat{\beta}_n^{\sim})/||\beta_0^{\sim}||^2 \tag{14} \]

\[ V_n^2 := \hat{\beta}_n^{\sim} \cdot \hat{\beta}_n^{\sim} - K_n^2 ||\beta_0^{\sim}||^2 \tag{15} \]

with \( U \) independent from \( K_n \) and \( V_n \), uniformly distributed on the unit sphere in the \( p-1 \) dimensional subspace of \( \mathbb{R}^p \) that is orthogonal to \( \beta_0^{\sim} \). Using (8) and (13) we have

\[ \hat{\beta}_n \overset{d}{=} K_n \beta_0 + V_n A_0^{-1/2} U. \tag{16} \]
The PML/MAP estimator consists of two geometrically independent contributions: a signal component in the direction of \( \beta_0 \), and an error component which is independent from and orthogonal to the former. The expected value of the error component over the possible datasets is zero. Representation (16) shows explicitly that the covariance matrix \( A_0 \) multiplies the error term \( U \) and enters otherwise in the factor \( \| \beta_n^0 \| := \| A_0^{1/2} \beta_0 \| \) only. Furthermore, (16) tells us that the distribution of the PML/MAP estimator is fully determined by \( K_n \) and \( V_n \). These determine the amplitude of the two independent components of \( \beta_n^0 \); \( K_n \) gives the (random) inflation factor with respect to the true value, and \( V_n \) is the (random) factor controlling the size of the error term. In the statistical physics of disordered systems \([16, 17, 23]\) \( K_n \) and \( V_n \) are called ‘overlaps’. It is appealing that these quantities, familiar from replica calculations, also have a geometric interpretation for finite \( n \).

With (16) we can compute and understand the expected properties of the estimator \( \hat{\beta}_n \). For instance, the mean square error (MSE) of the estimator \( \hat{\beta}_n \) takes the form

\[
E \left[ \| \hat{\beta}_n - \beta_0 \|^2 \right] = E \left[ \| \hat{\beta}_n - E[\hat{\beta}_n] \|^2 + \| E[\hat{\beta}_n] - \beta_0 \|^2 \right].
\]

(17)

Where we used \( E[\cdot] \) to indicate the expectation with respect to the data generating distribution. As everybody knows it consists of two distinct terms, namely the squared bias

\[
\| E[\hat{\beta}_n] - \beta_0 \|^2 = (E[K_n] - 1)^2 \| \beta_0 \|^2
\]

(18)

and the variance

\[
E \left[ \| \hat{\beta}_n - E[\hat{\beta}_n] \|^2 \right] = (E[K_n^2] - E[K_n]^2) \| \beta_0 \|^2 + E[V_n^2]E[A_p^2]
\]

(19)

where we defined

\[
A_p^2 := U \cdot A_0^{-1} U
\]

(20)

and used the fact that \( U \) is orthogonal to \( \beta_0 \) and independent of \( V_n \) (see appendix A). According to (19), the moments of the generalized overlaps \( K_n, V_n \) weigh the contribution of the true signal strength \( \| \beta_0 \| \) and of the fluctuations \( E[A_p^2] \) to the MSE.

2.2. The PML/MAP estimator in the high dimensional limit

The next step is to assume that \( K_n, V_n \) and the estimators for the nuisance parameters \( \sigma_n \) (as well as \( A_p \)), should concentrate, as \( n, p \to \infty \) with \( \zeta := p/n \) fixed, around deterministic values. These latter values are expected to satisfy a set of self consistent equations. In this section we display these self-consistent asymptotic equations. The derivation based on cavity arguments is presented in appendix C. We introduce some variations of the standard cavity argument, leading to a faster derivation and allowing us to tackle also non-linear objective functions and nuisance parameters, thus we believe this derivation to be of interest on its own. We have obtained the same results by means of the replica method, as an independent verification.

Result 1 (RS equations). Suppose we are given \( n \) i.i.d. observations \( \{(T_i, X_i)\}_{i=1}^n \), generated as \( X_i \sim N(0, A_0) \) and \( T_i | X_i \sim p(T_i | X_i, \beta_0, \sigma_0) \). Under regularity conditions\(^4\) over the objective function (11) as \( n, p \to \infty \) with fixed ratio \( \zeta = p/n \), the random variables \( K_n, V_n \) and \( \sigma_n \) concentrate around deterministic values. The latter, which we indicate with \( w_\ast / S, v_\ast, \) and \( \sigma_\ast \) respectively, are obtained, together with \( u_\ast \), by solving the so-called RS equations.

\(^4\) We do not provide a rigorous proof, but our heuristic derivation relies on Laplace integration and assumes that the overlaps concentrate or equivalently are self averaging. We refer to appendix C for more details.
\[ \zeta v^2 = \mathbb{E}_{T,Q,Z_0} \left[ (\xi - vQ - wZ_0)^2 \right] \]  
(21)

\[ \nu \left( 1 + \zeta (u^2 \eta' - 1) \right) = \mathbb{E}_{T,Q,Z_0} \left[ \frac{\partial}{\partial Q} \xi \right] \]  
(22)

\[ w\zeta = \mathbb{E}_{T,Q,Z_0} \left[ \xi \frac{\partial}{\partial Z_0} \log p(T|SZ_0,\sigma) \right] \]  
(23)

\[ 0 = \mathbb{E}_{T,Q,Z_0} \left[ \nabla_\sigma \rho(T|\xi,\sigma) \right]. \]  
(24)

In the equations above, \( S^2 := \lim_{p \to \infty} \beta_0 \cdot A_0 \beta_0 = \lim_{p \to \infty} ||\beta_0||^2, \ Z_0, Q \sim N(0,1), \) with \( Z_0 \perp Q^3 \) and \( T|Z_0 \sim p(|SZ_0,\sigma_0). \) We also used the short hand \( \xi := (vQ + wZ_0, u, \sigma, T, \tau') \) to denote the quantity

\[ \hat{\xi}(x,u,\sigma,T,\tau') := \arg\min_y \left\{ \frac{1}{2} \left( \frac{Y-X}{u} \right)^2 - \rho(T,y,\sigma) \right\} \]  
(25)

known as the proximal mapping of the function \(-u^2 \rho(T,\sigma),\) where

\[ \rho(T,y,\sigma) := \log p(T,y,\sigma) - \frac{1}{2} \zeta \tau' y^2. \]  
(26)

As a consequence of the above result, the asymptotic properties of the estimators \( \hat{\beta}_n \) and \( \hat{\sigma}_n \) depend on the RS order parameters \( \nu_*, w_*, \sigma_* \). For instance, the asymptotic squared bias of \( \hat{\beta}_n \) reads

\[ \lim_{n,p \to \infty} \mathbb{E}_n \| \hat{\beta}_n - \beta_0 \|^2 = (w_*/S - 1)^2 S_0^2 \]  
(27)

where we have defined \( S_0^2 := \lim_{p \to \infty} ||\beta_0||^2. \) The variability of \( \hat{\beta}_n \) around its expected value takes asymptotically the following simple form:

\[ \lim_{n,p \to \infty} \mathbb{E}_n \| \hat{\beta}_n - \mathbb{E}[\hat{\beta}_n] \|^2 = \lim_{n,p \to \infty} \mathbb{E}_n [V^2] \mathbb{E}[A^2_p] = v^2 \alpha^2 \]  
(28)

where

\[ \alpha^2 := \lim_{p \to \infty} \mathbb{E}_n A^2 = \lim_{p \to \infty} \frac{1}{p} \text{Tr}(A_\text{col}^{-1}). \]  
(29)

The derivation of (29) in found in appendix B. One observes that the fluctuations of \( \hat{\beta}_n \) are asymptotically controlled only by the trace of the inverse of the covariance matrix. Furthermore, equation (28) gives the statistical meaning of the order parameter \( \nu_* \). The latter is zero in the low-dimensional regime, i.e. for \( \zeta = 0, \) where the number of components of \( \beta \) is finite and the scale of the fluctuations of each component is \( \sqrt{n} \) by standard asymptotic theory [14]. In the high dimensional regime \( \zeta > 0 \) this is no longer true [2–4, 13, 15]. Combining (27) with (28), we obtain an expression for the (asymptotic) MSE of \( \hat{\beta}_n \)

\[ \lim_{n,p \to \infty} \mathbb{E}_n \| \hat{\beta}_n - \beta_0 \|^2 = \lim_{n,p \to \infty} \mathbb{E}_n \| \hat{\beta}_n - \beta_0 \|^2 + \| \hat{\beta}_n - \beta_0 \|^2 \]

\[ = v^2 \alpha^2 + S_0^2 (w_*/S - 1)^2. \]  
(30)

It is important to note that the data set enters only in three scalar quantities, namely \( \alpha, S \) and \( S_0, \) but only \( S \) determines the solution of the RS equations.

\(^5\) With \( A \perp B \) we indicate that \( A \) is statistically independent of \( B.\)
Since \((u, v, w, \sigma)\) depend implicitly on the regularization parameters \(\tau'\) and \(\eta'\), this is also true for the asymptotic bias and variance (and thus the MSE) of \(\hat{\beta}_n\), and for the asymptotic properties of the nuisance parameter estimators \(\hat{\sigma}_n\). One can therefore, in principle, define the optimal value of the regularization parameters by imposing an additional condition. In inference the focus is usually on obtaining an unbiased estimator for the regression parameters \(\hat{\beta}_n\), possibly with minimum variance. In this case one can require that the asymptotic bias be zero, or equivalently that \(w_i/S = 1\) and solve for the value of the penalization parameter that satisfies this condition.

3. Application to selected regression models

In this section we compare the solution of the RS equations against simulated data for two popular regression models, namely the Logit regression model for binary data and the Weibull proportional hazard model for time to event data. This confirms that asymptotically the overlaps fluctuate increasingly tightly around the values predicted by the theory. We also show that the theory describes accurately how the properties of the PML/MAP estimator depend on the regularization parameters, and that the RS equations can be used to select the parameter values that gives unbiased estimators.

3.1. Simulation protocol

The data used in this section were generated with the open source programming language R [24]. The covariates in the simulations are always taken to be \(X \sim \mathcal{N}(0, A_0)\). In each simulation, with given \(p\), the covariance matrix \(A_0\) is generated randomly as follows. First we generate a random orthogonal matrix \(O\) in \(\mathbb{R}^{p \times p}\) with the R-package pracma [25]. We then sample the \(p\) eigenvalues of \(A_0\) from a uniform distribution with support in \([0, 1, 10.0]\) and store them in a diagonal matrix \(\Lambda_0\). Finally \(A_0 = O \cdot \Lambda_0 \cdot O\). The true value of the regression parameters \(\beta_0\) is fixed to \(\beta_0 = e_1\), the first basis vector of \(\mathbb{R}^p\), for simplicity. All elements of the covariance matrix \(A_0\) are rescaled by a common factor in order to enforce that \(S = \|A_0^{1/2} \beta_0\| = 1\). The present definitions clearly differ from the simpler orthonormal design case \(X \sim \mathcal{N}(0, I)\). We assume that there is no model mis-specification, so the responses are generated according to the same regression model that is used to construct the likelihood. The generalized overlaps are computed from their definitions. For \(K_n\) we build on (16), so that asymptotically

\[
K_n = \beta_n \cdot \beta_0 / \|\beta_0\|^2. \tag{31}
\]

We compute \(V_n\) approximately using (28)

\[
V_n = \hat{\beta}_n \left( I - \frac{\beta_0 \beta_0}{\|\beta_0\|^2} \right) \cdot \hat{\beta}_n / \alpha . \tag{32}
\]

Where \(\hat{\beta}_n\) is the maximizer of the objective function (11). Although the theory was derived in the asymptotic limit, we carried out our simulations at the rather modest sample size of \(n = 200\). This is done on purpose, in order to show that the high dimensional asymptotic theory is suitable in practice to understand even the typical properties of estimators obtained from small sample size datasets.
Figure 1. Simulated data for the Logit regression model, tested against the solution of the RS equations \((n = 200, S = 1.0)\). The crosses represent sample averages, and the error bars represent the first and third sample quartiles based on 500 realizations of the PML/MAP estimator. Dashed curves: solution of the RS equations. Left: results for the covariant ‘oracle’ regularizer. Right: results for the covariant ‘empirical’ regularizer.

3.2. Logit regression model

The Logit regression model for a binary response \(T \in \{-1, 1\}\) is defined as

\[
p(T|X \cdot \beta) = \frac{e^{X \cdot \beta}}{2\cosh(X \cdot \beta)}.
\]  

(33)

It is the simplest non-linear regression model \(p(T|X \cdot \beta, \sigma)\) that cannot be rewritten in the form \(p(T - X \cdot \beta)\), and probably the most widely used model in applications.

It is known that for the model (33) the MLE is biased for \(\zeta > 0\). Furthermore, this bias diverges at a critical value of \(\zeta\), as was shown in previous studies, with a sharp phase transition [2, 4, 26] beyond which the MLE does not exist. Figure 1 shows that in PML regression for both covariant regularizers (9) (oracle) and (10) (empirical) the overlaps fluctuate around average
values that are correctly predicted by the theory. The theoretical curves represented by dashed lines are the solution of the RS equations (see appendix D for the derivation), reading

\[
\frac{\zeta \nu^2}{(1 - \tau \mu')} = \mu^2 \mathbb{E}_{T,Q,Z_0} \left[ \left( \frac{\nu Q + \omega Z_0}{1 - \tau \mu'} - \tanh(x_*) \right)^2 \right]
\]  
(34)

\[
\zeta \left( 1 - \frac{\mu^2 \eta'}{1 - \tau \mu'} \right) = 1 - \left( 1 - \tau' \zeta \mu^2 \right) \mathbb{E}_{T,Q,Z_0} \left[ \frac{\cosh^2(x_*)}{u^2 + \cosh^2(x_*)} \right]
\]  
(35)

\[
\zeta \omega/S = (1 - \tau \mu^2) \mathbb{E}_{T,Q,Z_0} \left[ x \left( T - \tanh(S Z_0) \right) \right]
\]  
(36)

where \( Z_0, Q \sim \mathcal{N}(0, 1) \), \( Q \perp Z_0, T|Z_0 \sim \exp(T S Z_0)/(2 \cosh(S Z_0)) \) and where \( x_* \) is the solution of the transcendental equation \( x = a - b \tanh(x) \), in which

\[
a = \nu Q + \omega Z_0 + \mu^2 T, \quad b = \mu^2 \]
(37)

\[
\mu^2 = u^2/(1 + \tau' \zeta u^2), \quad \nu = \nu/(1 + \tau' \zeta u^2), \quad \omega = \omega/(1 + \tau' \zeta u^2).
\]  
(38)

The above coupled equations can be solved numerically by fixed point iteration, once \( S \) and the regularization parameter (\( \tau' \) or \( \eta' \)) are specified.

For \( \zeta \) close to one, the sample covariance matrix becomes singular and the empirical penalization fails to regularize the optimization problem, leading to discrepancy between theory and simulated data (figure 1(d)). The estimator obtained with the oracle penalization is slightly more biased than the one obtained with the empirical penalization, but has a smaller (and bounded) variance. Note that, away from \( \zeta = 1 \), the fluctuations of the estimators obtained with the empirical penalty (figure 1(d)) are of the same order as those found with oracle penalization (figure 1(c)).

The special values of \( \eta' \) and \( \tau' \) that would make the estimator \( \hat{\beta}_\eta \) strictly unbiased in both direction and amplitude, which we will denote by \( \eta^* \) and \( \tau^* \), can be computed as a function of \( \zeta \) and \( S \) by solving the RS equations, subject to the condition \( w/S = \omega/S (1 - \tau' \zeta \mu^2)^{-1} = 1 \).

This constraint gives

\[
\zeta = \mathbb{E}_{T,Q,Z_0} \left[ x \left( T - \tanh(S Z_0) \right) \right].
\]  
(39)

Equation (35) can then be used to compute \( \tau' \) or \( \eta' \). For \( \eta' = 0 \) one obtains

\[
\tau^* = \frac{\zeta - \chi}{1 - \chi} \frac{1}{\mu^2 \zeta} \quad \text{with} \quad \chi = \mathbb{E}_{T,Q,Z_0} \left[ \frac{u^2}{\mu^2 + \cosh^2(x_*)} \right].
\]  
(40)

Whilst for \( \tau' = 0 \) one finds the prescription

\[
\eta^* = (\zeta - \chi)/\mu^2 \zeta.
\]  
(41)

Equations (40) and (41) are added to the RS equations in place of (36), upon which the combined system is once more solved by fixed point iteration. The surfaces \( \tau^*(S, \zeta) \) (empirical covariant regularization) or \( \eta^*(S, \zeta) \) (oracle covariant regularization) define the values of the regularization parameters that should be used to obtain an unbiased estimator (that is, given \( S \)).

In figure 2 we show the result of carrying out regression following the latter protocols and compare the values computed from simulations with the theoretical curves. We observe satisfactory agreement, with the simulation averages almost identical to the theoretical predictions. The improvements over ML estimator are clear: the estimator is unbiased (for known \( S \)), and has a finite variance. It is also clear that \( V_n \), measuring the typical fluctuations around the average, gets larger as \( \zeta \) increases, especially for the estimator obtained with the empirical penalization (figure 2(d)). Nevertheless, it is remarkable and of practical relevance that,
Figure 2. Simulation data for the Logit regression model along the zero bias line (for \( n = 200, S = 1 \)), with optimal oracle (left) or empirical (right) covariant penalization. The penalization parameters now depend on \( \zeta \) in such a way that the asymptotic bias is zero, i.e. \( w^x/\Sigma = 1 \). This is confirmed in figures (a) and (b). The estimator fluctuations are shown in figures (c) and (d). The error bars represent the first and third sample quartiles. Dashed lines give the theoretical predictions (solutions of the RS equations). In this case the asymptotic MSE as given in (30) will be equal to \( \nu^2 \alpha^2 \), as \( w^x/\Sigma = 1 \), where \( \alpha \) is defined in (29).

according to figures 2(c) and (d), for sufficiently small values of \( \zeta \) (e.g. \( \zeta < 0.4 \)) the sample to sample fluctuations of the estimator obtained with empirical penalization is comparable to the one obtained with oracle penalization. This implies that for such \( \zeta \) values, in absence of \( A_0 \) one can safely use empirical penalization. In fact in the un-biased case the MSE (17) is given by the variance (19) which is equal to \( \alpha^2 \nu^2 \) asymptotically (28), where \( \alpha \) (29) is a constant that is fixed for a particular data set. Hence one can deduce the asymptotic performance of \( \hat{\beta}_n \), in terms of MSE directly from figure 2(d) and conclude accordingly as above.

It is interesting to inspect the dependence on the global parameters \( S \) and \( \zeta \) of the special values for \( \tau^*(S, \zeta) \) and \( \eta^*(S, \zeta) \) that lead to unbiased \( \hat{\beta}_n \). These values are shown as contour plots in the \( (S, \zeta) \) plane in figure 3. We see that the de-biasing regularization parameters decrease with both \( S \) and \( \zeta \). Whilst the decrease with \( S \) is intuitive (it is easier to estimate a powerful signal than a weak one, hence there is less need for correction), the decrease with \( \zeta \) is not. On the other hand, our theory predicts that \( \hat{\beta}_n \cdot A_0 \hat{\beta}_n \) and \( \sum_{i=1}^n \hat{\beta}_n \cdot X_i X_i \hat{\beta}_n / n \) both increase...
Figure 3. Contour plots of the surfaces $\tau^\ast(S, \zeta)$ and $\eta^\ast(S, \zeta)$. These are the regularization parameter values of the covariant penalizations that make the estimator $\hat{\beta}_n$ unbiased. Left: oracle penalization. Right: empirical penalization. Both values are seen to decrease with increasing $S$ and $\zeta$.

with $\zeta$. It is hence not unreasonable that the optimal penalization parameter gets smaller for larger $\zeta$, to prevent penalization from contributing the leading term in the objective function (which would force $\hat{\beta}_n$ excessively towards the origin). One would expect to find that $\eta^\ast$ or $\tau^\ast$ goes to zero with $\zeta$. This is actually not needed as the penalization parameters are multiplied by $p$ (see (11)), hence when $\zeta$ 'goes' to zero, the same is true for $p = \zeta n$. In (11) the amount of penalization is then tuned by $\zeta\tau'$ (or $\zeta\eta'$) and the penalty amounts to a small contribution in the objective function, no matter what finite value of $\tau'$ or $\eta'$, which are indeed found to be non vanishing, but finite. Notice finally, that while it is possible to make the estimator $\hat{\beta}_n$ strictly unbiased, this may not always be meaningful. It is well known that in some cases a biased estimator with lower variance might outperform an unbiased one; for an unbiased estimator with excessive variance the signal may get lost in a sea of fluctuations. Once $v_n$ and $\alpha$ are estimated, one has access to the variance of $\hat{\beta}_n$ (28). Alternative one can control the bias-variance trade-off manually via the solution of the RS equations.

3.3. The Weibull proportional hazards model

In Proportional hazards models, the conditional density of the response $T \geq 0$, given the covariates, is of the form

$$p(T|X, \beta, \sigma) = h(T|\sigma) e^{X \cdot \beta - H(T|\sigma)} \exp(X \cdot \beta)$$

(42)

where $h(.)$ is the base hazard function, and $H(T|\sigma) := \int_0^T dt' h(t'|\sigma)$ is the integrated base hazard rate. A widely employed parametric survival model is the Weibull proportional hazards model, for which the integrated base hazard rate has the form\(^{6}\)

$$H(T|\phi, \sigma) = \phi^{\phi/\sigma} T^{1/\sigma}.$$  

(43)

\(^{6}\) This is not the usual parametrization of the Weibull base hazard rate, which can be recovered by setting $\lambda = \exp(\phi)$ and $\rho = 1/\sigma$.  
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Figure 4. Simulation data for the Weibull proportional hazards model (with $n = 200$, $S = 1$), with oracle (left) or empirical (right) covariant penalization. The error bars represent the first and third sample quartiles, while the dashed line is the curve obtained by solving the RS equations. Dashed lines give the theoretical predictions.

In appendix E we show that for this model the RS equations can be written in the form

$$\frac{\nu^2 \zeta}{(1 - \tau' \zeta \mu^2)} = E_{Z, Q, Z_0} \left[ \left( \mu^2 - W \left( Z^{\eta_0/\sigma} \mu^2 e^{\nu^2 + (\omega - S \sigma_0^2) Z_0 + \nu Q + (\phi - \phi_0)/\sigma} \right) \right. \right.$$

$\left. \left. - \frac{\tau' \zeta \mu^2}{1 - \tau' \zeta \mu^2} (\nu Q + \omega Z_0) \right)^2 \right] \tag{44}$

$$\frac{1}{1 - \tau' \zeta \mu^2} \left( 1 - \zeta \left( 1 - \frac{\mu^2 \eta'}{1 - \tau' \zeta \mu^2} \right) \right) = E_{Z, Q, Z_0} \left[ \frac{W \left( Z^{\eta_0/\sigma} \mu^2 e^{\nu^2 + (\omega - S \sigma_0^2) Z_0 + \nu Q + (\phi - \phi_0)/\sigma} \right)}{1 + W \left( Z^{\eta_0/\sigma} \mu^2 e^{\nu^2 + (\omega - S \sigma_0^2) Z_0 + \nu Q + (\phi - \phi_0)/\sigma} \right)} \right] \tag{45}$

$$\omega = \left( 1 - \tau' \mu^2 - \frac{\eta' \mu^2}{1 - \tau' \zeta \mu^2} \right) \frac{\sigma_0}{\sigma} \tag{46}$$
Figure 5. Simulation data for the Weibull proportional hazards model along the zero bias line (for $n = 200$, $S = 1$), with optimal oracle (left) or empirical (right) covariant penalization. The penalization parameters now depend on $\zeta$ in such a way that the asymptotic bias is zero, i.e. $w^*/S = 1$. This is confirmed in figures (a) and (b). The estimator fluctuations are shown in figures (c) and (d). The error bars represent the first and third sample quartiles. Dashed lines give the theoretical predictions. In this case the asymptotic MSE as given in (30) will be equal to $\nu^2 \alpha^2$, as $w^*/S = 1$, where $\alpha^2$ is defined in (29).

\[
\mu^2 = E_{Z, Q, Z_0} \left[ W \left( Z^\sigma / \mu^2 e^{\omega S/\sigma} + (\omega - S \sigma Z_0 + \nu Q + (\phi - \phi_0)/\sigma) \right) \right] 
\]  
\[
\frac{\sigma}{\sigma_0} = E_{Z, Q, Z_0} \left[ \log(Z - SZ_0) \right] \left( \frac{W \left( Z^\sigma / \mu^2 e^{\omega S/\sigma} + (\omega - S \sigma Z_0 + \nu Q + (\phi - \phi_0)/\sigma) \right)}{\mu^2} - 1 \right) 
\]

where $W$ is Lambert’s $W$-function, $Z \sim \text{Exp}(1)$, $Q, Z_0 \sim \mathcal{N}(0, 1)$ with $Q \perp Z_0$ and $\mu, \omega, \nu$ are related to $u, w, \nu$ as in (38). The above equations can be again solved by fixed point iteration. Similar to the Logit model, we see in figure 4 that the overlaps fluctuate closely around the theoretical prediction (i.e. the solution of the RS equations, displayed as a dashed line). The estimator obtained with oracle penalization is again more biased with respect to the one
obtained with the empirical penalization, but fluctuates less from sample to sample. These fluctuations of the two penalization formulae are of the same order of magnitude for sufficiently small ζ.

To obtain unbiased estimators we impose the condition $w/S = \omega/S(1 - \tau \zeta \mu \sigma)^{-1} = 1$, which leads to an equation either for $\tau^*$ or for $\eta^*$, to be substituted for (46). Setting $\eta' = 0$ we obtain

$$\tau^* = \frac{1 - \sigma/\sigma_0}{1 - \zeta \sigma / \sigma_0}$$

while setting $\tau' = 0$ we obtain

$$\eta^* = \mu^{-2}(1 - \sigma / \sigma_0).$$

We show the result of using the protocols $\tau^*(\zeta, S)$ and $\eta^*(\zeta, S)$, at fixed $S = 1$, in figure 5. We see that $K_n$ now fluctuates around the value one, as desired, indicating unbiased inference.
Figure 7. Simulated data for the Weibull proportional hazards model \((n = 200, S = 1)\) after application of regularization parameters computed with the RS equations upon demanding unbiased nuisance parameter estimators. Error bars represent the first and third sample quartiles, while the dashed line is the theoretical prediction. Figures 7(a) and (c) show that \(\hat{\phi}_c / \hat{\phi}_0\) fluctuates around zero, while figures 7(c) and (d) show that \(\hat{\sigma}_c / \sigma_0\) fluctuates around one. Hence the estimators \(\hat{\phi}_c\) and \(\hat{\sigma}_c\) are indeed unbiased.

we already argued for the Logit model, the performance of the estimator \(\hat{\beta}_n\) obtained with the empirical penalization at \(\tau^*\) can be deduce directly from figure 5(d) because the asymptotic MSE is directly proportional to \(\nu\) via a constant \(\alpha\) that depends only on the correlations between covariates.

In contrast to the Logit model, the Weibull model has further nuisance parameters, namely \(\phi\) and \(\sigma\). It should be emphasised that, while \(\hat{\beta}_n\) is unbiased, the nuisance parameters estimators are not, as one can see in figure 6. While in inference the focus is usually on the regression parameters, it might also be of interest to have unbiased estimators for the nuisance parameters; for instance in probabilistic prediction. We could in principle use our equations to predict for which \(\tau'\) or \(\eta'\) the nuisance parameters estimators will be unbiased, but a more efficient and general alternative is to use the solution of the RS equation to compute a de-biasing factor, similar to the one employed in [3]. In the present case the RS equations can be rewritten in terms of \((\phi - \phi_0) / \sigma_0\) and \(\sigma / \sigma_0\). The latter combinations turn out to depend only on \(\zeta\), \(\tau'\) or
η′, and S. Since the value of the estimator will be close to the solution of the RS equations, we may write
\[ \frac{\hat{\phi}_n - \phi_0}{\sigma_0} = h(\zeta, S) + o_n(1), \quad \frac{\hat{\sigma}_n}{\sigma_0} = g(\zeta, S) + o_n(1) \] (51)
where \( h(\ldots) \) and \( g(\ldots) \) are expressions obtained by solving the RS equations. One subsequently solves these two equations for \( \phi_0 \) and \( \sigma_0 \), leading to new unbiased estimators \( \hat{\phi}_n, \hat{\sigma}_n \). In figure 7 it can be observed that this procedure indeed leads to estimators for the nuisance parameters that are unbiased.

4. Discussion and conclusion

Ridge regression, a popular inference approach in the high dimensional regime where \( \zeta = p/n \) is finite and fixed, leads in GLMs typically to rotated estimators of the association parameters \( \beta \in \mathbb{R}^p \). This prompted us to search for generalizations of the ridge penalty, for which the corresponding estimator will be unbiased. We focused on two elliptical generalizations, of the form \( \beta \cdot A \beta \). An ‘oracle’ penalization, defined by \( A = A_0 \), uses the population covariance matrix \( A_0 \) of the covariates (information that is not always available). An ‘empirical’ penalization uses instead the sample covariance matrix \( A = \frac{1}{n} \sum_{i=1}^{n} X_i X_i^T \). Both are covariant under linear transformations of the covariates. We derive an explicit expression for the distribution of the PML/MAP estimator \( \hat{\beta}_n \), obtained by optimizing the corresponding objective functions, under the assumption of Gaussian covariates. This estimator is for both covariant priors shown to be typically aligned with the true parameter vector \( \beta_0 \), and its distribution depends solely on two scalar quantities \( K_n \) and \( V_n \), and on \( A_0 \). The quantities \( K_n \) and \( V_n \), are finite \( n \) equivalents of the RS order parameters of [2, 3, 15]. In the high dimensional regime they fluctuate weakly around deterministic values. Under the assumption that they are asymptotically self-averaging, we show how their values can be computed from a small system of self-consistent equations, the RS equations. Deriving the RS equations alternatively via the cavity method clarifies the relevant underlying assumptions. The RS equations enable one to control the bias-variance trade-off; one can select the value of the regularization parameter by fixing the value of bias that is deemed to be acceptable for the problem at hand, and compute the RS curves to predict the associated variance. Our equations can also be used to give explicit expressions for covariant regularization parameters such that not only the direction but also the length of the estimator is correct, i.e. such that the estimators will be strictly unbiased.

We tested our theoretical results against the parameter statistics computed from inferences with simulated data, and found excellent agreement. We worked out the theory for two popular GLMs: the Logit model for binary classification, and the Weibull proportional hazards model for survival analysis. For both applications, the solution of the RS equations correctly predicts the behavior of the estimators obtained from simulated data, even for relatively small sample sizes. The PML/MAP estimators obtained with the oracle penalization achieve a lower variance than the ones computed using the empirical penalty, which can be explained in terms of the bias-variance trade-off. When \( \zeta \) is close to one, i.e where the number of covariates is almost equal to the number of samples, the sample covariance matrix may develop zero eigenvalues, leading to pathological estimators. Sufficiently below \( \zeta = 1 \) zero eigenvalues will not occur, and the empirical penalization is an effective, practical and easy to implement method for achieving unbiased estimators. Oracle penalization obviously does not have this problem, and can be used even for \( \zeta > 1 \) (provided \( A_0 \) has full rank). This also suggests an alternative third route, where one estimates the population covariance matrix based on previous data, with
methods such as [27], to be used as a proxy for $A_0$ in the oracle penalization (a possible subject of future investigation).

While the RS equations can be solved for any given value of $S = |A_0^{1/2} \beta_0|$, in practice one does not know this value. For a significant class of models $S$ is in fact found to drop out of the RS equations, and for those models where this does not happen there are transparent approaches to estimate $S$. Still this is a subject that warrants further research. It might also be interesting to analyse what happens when the covariant regularizers are used in a model mismatch setting (see e.g. [20]), which in principle can be addressed in the present formulation.

Our results are derived under the assumption of Gaussian distributed covariates. The results concerning the first two moments of the estimator $\hat{\beta}_n$ should however hold more generally, as suggested by the work of e.g. [2–4, 15, 19]. The underlying reason is that even for non-Gaussian covariates, the quantities $X \cdot \beta$ may asymptotically have Gaussian statistics due to the Central Limit Theorem (under certain conditions). See also [28–30]. The universality of the asymptotic behavior of the objective function has been proven for the machine learning setting in [31]. It would be interesting to study whether in arbitrary GLMs this universality would extend to the asymptotic properties of the estimators, at least concerning the first two moments.

To conclude, we present covariant generalizations of ridge penalization in high-dimensional regression, such that the parameter estimators no longer exhibit the undesirable rotation that plagues conventional ridge regularization (especially for correlated data). For arbitrary GLMs the corresponding inference process is described accurately by an RS theory (derived alternatively via the cavity method), even for modest sample sizes. This theory can be used e.g. to tune the bias-variance trade-off, or to predict which values of the covariant regularization parameters should be used in practice to obtain strictly unbiased estimators.
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Appendix A. Representation of the PML/MAP estimator

The PML/MAP estimator for the regression parameters is defined by the following optimization problem

$$\hat{\beta}_n = \arg \max_\beta \left( \max_\sigma \left\{ \sum_{i=1}^n \log p(T_i | \mathbf{X}_i \cdot \beta, \sigma) - \frac{p}{2} \beta \cdot \left( \frac{1}{n} \sum_{i=1}^n \mathbf{X}_i \mathbf{X}_i^\top + \eta I \right) \beta \right\} \right)$$

(A.1)

where

$$T_i | \mathbf{X}_i \sim p(T_i | \mathbf{X}_i \cdot \beta_0^*, \sigma_0).$$

(A.2)

Now consider any rotation $R_0$ in $\mathbb{R}^p$ around $\beta_0$. From property (7) in the main text and the fact that the conditional distribution of the response $T_i$ depends only on the projection $\mathbf{X}_i \cdot \beta_0^*$,

$$T_i | \mathbf{X}_i = T_i | \mathbf{X}_i \cdot \beta_0^*$$

(A.3)

we obtain

$$\hat{\beta}_n = \hat{\beta}_n(\{T_i, \mathbf{X}_i\}, \beta_0^*) = R_0 \hat{\beta}_n(\{T_i, R_0 \mathbf{X}_i\}, \beta_0^*) \overset{d}{=} R_0 \hat{\beta}_n(\{T_i, \mathbf{X}_i\}, \beta_0^*)$$

(A.4)
where we have denoted equality in distribution with \( \overset{d}{=} \). The first equality follows because \( \beta_0^\sim = R_0 \beta_0^\sim \), and the last equality follows because \( \mathbf{O} \mathbf{X}_i \) has the same distribution as \( \mathbf{X}_i \) for any rotation \( \mathbf{O} \) since \( \mathbf{X}_i \sim \mathcal{N}(\mathbf{0}, I) \) (hence also for any \( R_0 \)). To understand the implications of (A.4), note that we can always decompose \( \hat{\beta}_n^\sim \) into a component along \( \beta_0^\sim \) and a component in the subspace of \( \mathbb{R}^p \) orthogonal to \( \beta_0^\sim \)

\[
\hat{\beta}_n^\sim = \hat{\beta}_{n,\parallel}^\sim + \hat{\beta}_{n,\perp}^\sim \quad \hat{\beta}_{n,\parallel}^\sim \cdot \hat{\beta}_{n,\perp}^\sim = 0 \quad (A.5)
\]

with

\[
\hat{\beta}_{n,\parallel}^\sim := \beta_0^\sim (\beta_0^\sim \cdot \hat{\beta}_n^\sim) / \|\beta_0^\sim\|^2 \quad \hat{\beta}_{n,\perp}^\sim := \left( I - \beta_0^\sim \beta_0^\sim / \|\beta_0^\sim\|^2 \right) \hat{\beta}_n^\sim . \quad (A.6)
\]

Then equation (A.4) implies that

\[
R_0 \hat{\beta}_{n,\perp}^\sim \overset{d}{=} \hat{\beta}_{n,\perp}^\sim \quad (A.7)
\]

because \( \hat{\beta}_{n,\parallel}^\sim \) is not affected by any \( R_0 \) as it is parallel to \( \beta_0^\sim \). Hence all the values of \( \hat{\beta}_{n,\perp}^\sim \) that have the same length, i.e. that lie on a sphere in the subspace of \( \mathbb{R}^p \) orthogonal to \( \beta_0^\sim \), must have the same probability density. In turn this means that the length of \( \hat{\beta}_{n,\perp}^\sim \) must be independent from its direction: conditional on the length, the direction is uniformly distributed over a sphere in the above mentioned subspace. This means that, conditional on \( \hat{\beta}_{n,\parallel}^\sim \), we have the following representation for \( \hat{\beta}_{n,\perp}^\sim \)

\[
\hat{\beta}_{n,\perp}^\sim = \|\hat{\beta}_{n,\perp}^\sim\| / \|\beta_0^\sim\| \hat{\beta}_{n,\perp} \quad (A.8)
\]

with \( \hat{\beta}_{n,\perp} \) uniformly distributed on the unit sphere in the \( p-1 \) dimensional subspace \( S_{p-2} \) of \( \mathbb{R}^p \) that is orthogonal to \( \beta_0^\sim \). Now note that

\[
\|\hat{\beta}_{n,\perp}^\sim\| = \sqrt{\|\hat{\beta}_n^\sim\|^2 - \|\hat{\beta}_{n,\parallel}^\sim\|^2} = \sqrt{\|\hat{\beta}_n^\sim\|^2 - (\beta_0^\sim \cdot \hat{\beta}_n^\sim)^2 / \|\beta_0^\sim\|^2} . \quad (A.9)
\]

So finally we obtain the representation

\[
\hat{\beta}_n^\sim = \beta_0^\sim \cdot \hat{\beta}_n^\sim / \|\beta_0^\sim\|^2 + \sqrt{\|\hat{\beta}_n^\sim\|^2 - (\beta_0^\sim \cdot \hat{\beta}_n^\sim)^2 / \|\beta_0^\sim\|^2} U . \quad (A.10)
\]

**Appendix B. The value of \( \sigma^2 \)**

To compute the limit defining \( \sigma^2 \) in (29), we note that

\[
\mathbb{E}[A_n^2] = \mathbb{E} \left[ U \cdot A_0^{-1} U \right] = \mathbb{E} \left[ \mathbf{Z} \cdot \mathbf{PA}_0^{-1} \mathbf{PZ} \right] = \frac{1}{p-1} \left( \text{Tr}(A_0^{-1}) - \beta_0^\sim \cdot A_0^{-1} \beta_0^\sim / \|\beta_0^\sim\|^2 \right) + o_n(1) . \quad (B.1)
\]

In (B.1), to obtain the third equality we used the fact that

\[
U \overset{d}{=} \frac{\mathbf{PZ}}{\|\mathbf{PZ}\|} \quad \mathbf{Z} \sim \mathcal{N}(\mathbf{0}, I) \quad \mathbf{P} := I - \frac{\beta_0^\sim \beta_0^\sim}{\|\beta_0^\sim\|^2} . \quad (B.2)
\]

For the last equality we used the fact that quadratic forms like \( \mathbf{Z} \cdot \mathbf{MZ} / p \) concentrate around their expected value \( \text{Tr}(\mathbf{M}) \) in the asymptotic high dimensional limit [13, 22]

\[
\mathbf{Z} \cdot \mathbf{MZ} / p = \text{Tr}(\mathbf{M}) / p + o_n(1) . \quad (B.3)
\]
At this point we see that by definition of $\beta_0 \sim 0 = A_1 / 2 \beta_0$

$$\frac{\beta_0 \cdot A_0^{-1} \beta_0}{\|\beta_0\|^2} = \frac{\beta_0 \cdot \beta_0}{\beta_0 \cdot A_0 \beta_0}$$

(\text{B.4})

and

$$\lambda^{-1}_{\text{max}}(A_0) \leq \frac{\beta_0 \cdot \beta_0}{\beta_0 \cdot A_0 \beta_0} \leq \lambda^{-1}_{\text{min}}(A_0)$$

(\text{B.5})

thus

$$\lambda^{-1}_{\text{max}}(A_0) / (p - 1) \leq \left| \alpha^2 - \text{Tr}(A_0^{-1}) / (p - 1) \right| \leq \lambda^{-1}_{\text{min}}(A_0) / (p - 1).$$

(\text{B.6})

If $\lambda_{\text{min}}(A_0) = O(p^\alpha)$, with $\alpha > -1$, then $\lim_{p \to \infty} \lambda^{-1}_{\text{min}}(A_0) / (p - 1) = 0$. Hence we conclude that

$$\alpha^2 := \lim_{p \to \infty} E[\beta_0^2] = \lim_{p \to \infty} \frac{1}{p} \text{Tr}(A_0^{-1}).$$

(\text{B.7})

**Appendix C. Derivation of the RS equations with the cavity method**

In this section we derive the RS equations (21)–(24). We first establish the asymptotic properties of the PML/MAP estimator of the regression parameters $\hat{\beta}_n$ for a fixed value of the nuisance parameters $\sigma$. We subsequently show that, given our assumptions and approximations, this is sufficient to establish also the asymptotic behavior of $\hat{\sigma}_n$. We will use several times the notation $o_n(1)$ to indicate a reminder that goes to zero as $n$ diverges.

**C.1. Analysis via statistical physics**

We exploit the analogy between optimization and statistical physics, whereby variables over which an optimization is carried out are interpreted as degrees of freedom of particles, with a Hamiltonian that is minus the objective function to be optimized. The solution of the optimization problem then equals the ground state of the Hamiltonian. Here we aim to understand the properties of the PML/MAP estimator obtained with $\{T_i, \mathcal{X}_i\}_{i=1}^n$ where $\mathcal{X}_i \sim \mathcal{N}(0, I)$, $T_i | \mathcal{X}_i \sim p(T_i | \mathcal{X}_i \cdot \beta_0, \sigma_0)$ and $\beta_0 := A_0^{1/2} \beta_0$. So we consider the Hamiltonian

$$H_n(\beta, \sigma) := -I_n(\beta, \sigma) = \frac{1}{2} \eta \|\beta\|^2 - \sum_{i=1}^n \rho(T_i | \mathcal{X}_i \cdot \beta, \sigma).$$

(C.1)

Where

$$\rho(T_i | \mathcal{X}_i \cdot \beta, \sigma) := \log p(T_i | \mathcal{X}_i \cdot \beta, \sigma) - \frac{1}{2} \zeta\tau'(|\mathcal{X}_i \cdot \beta|^2).$$

(C.2)

The statistical properties of the physical system at temperature $1/\gamma$ follow from the Gibbs measure

$$\beta | \{T_i, \mathcal{X}_i\}_{i=1}^n \sim p(\beta) = e^{-\gamma H_n(\beta, \sigma)} / Z_n(\gamma)$$

(C.3)

where the partition function ensures the normalization, i.e.

$$Z_n(\gamma) = \int d\beta e^{-\gamma H_n(\beta, \sigma)}.$$

(C.4)
Under regularity conditions on the Hamiltonian function, and for a well behaved functions \( f \), the Laplace argument implies that

\[
f(\hat{\beta}_n^\gamma) = \lim_{\gamma \to \infty} \int d\beta f(\beta) \frac{e^{-\gamma \mathcal{H}_o(\beta, \sigma)}}{Z_\gamma(\gamma)} = \lim_{\gamma \to \infty} \langle f(\beta) \rangle \tag{C.5}
\]

where

\[
\hat{\beta}_n^\gamma := \arg\min_\beta \left\{ \mathcal{H}_o(\beta, \sigma) \right\} = \arg\max_\beta \left\{ I_o(\beta, \sigma) \right\} . \tag{C.6}
\]

We are interested in the typical properties of (functions of) the PML estimator, hence we study averages over all possible realizations of the data-set:

\[
E \left[ f(\hat{\beta}_n^\gamma) \right] = \lim_{\gamma \to \infty} E \left[ \langle f(\beta) \rangle \right] . \tag{C.7}
\]

We switched the limit and the expectation over the data-set, which is valid under regularity conditions on \( f \). The right hand side of (C.7) has the structure of the computation of a disorder-average observable \( f \) in a spin glass model \([17, 18, 23]\), with the role of disorder played by the data set \( \{ T_i, \mathbf{X}_i \}_{i=1}^p \). This enables the use of tools from the physics of disordered systems.

### C.2. Application of the cavity method

We next use the cavity method to derive the asymptotic properties of the PML/MAP estimator. Consider a sufficiently well behaved function \( f \) that depends only on the linear predictor \( \mathbf{X}_i \cdot \beta \), the response \( T_i \) of the \( i \)th observation and the (for now fixed) nuisance parameters \( \sigma \). By noting that

\[
\mathcal{H}_{n,p}(\beta, \sigma) := \mathcal{H}_i(\beta, \sigma) - \rho(T_i|\mathbf{X}_i \cdot \beta, \sigma) . \tag{C.8}
\]

We can write

\[
\langle f(T_i|\mathbf{X}_i \cdot \beta, \sigma) \rangle = \frac{\int d\beta f(T_i|\mathbf{X}_i \cdot \beta, \sigma) e^{\gamma \rho(T_i|\mathbf{X}_i \cdot \beta, \sigma) - \gamma \mathcal{H}_i(\beta, \sigma)}}{\int d\beta e^{\gamma \rho(T_i|\mathbf{X}_i \cdot \beta, \sigma) - \gamma \mathcal{H}_i(\beta, \sigma)}} = \frac{\langle f(T_i|\mathbf{X}_i \cdot \beta, \sigma) \exp \left\{ \gamma \rho(T_i|\mathbf{X}_i \cdot \beta, \sigma) \right\} \rangle_i}{\exp \left\{ \gamma \rho(T_i|\mathbf{X}_i \cdot \beta, \sigma) \right\} \rangle_i} . \tag{C.9}
\]

Here \( \langle \cdot \rangle_i \) refers to an average under the Gibbs measure with Hamiltonian \( \mathcal{H}_{n,p}(\beta, \sigma) \). The computation of (C.9) is difficult because we need the distribution of the linear predictor \( Y_i := \mathbf{X}_i \cdot \beta \) under the cavity measure. The first two moments of \( Y_i \) are

\[
\langle Y_i \rangle = \mathbf{X}_i \cdot \langle \beta \rangle_i , \quad \langle Y_i^2 \rangle = \mathbf{X}_i \cdot \langle (\beta \beta) \rangle_i \mathbf{X}_i . \tag{C.10}
\]

Now standard results in the theory of concentration of measure \([13, 22]\) tell us that

\[
U_i^2 = \langle Y_i^2 \rangle - \langle Y_i \rangle^2 = \mathbf{X}_i \cdot \left( \langle \beta \beta \rangle_i - \langle \beta \rangle_i \langle \beta \rangle_i \right) \mathbf{X}_i
\]

\[
= \text{Tr} \left( \langle \beta \beta \rangle_i - \langle \beta \rangle_i \langle \beta \rangle_i \right) + o_p(1)
\]

\[
= \langle \beta \rangle_i \langle \beta \rangle_i - \langle \beta \rangle_i \langle \beta \rangle_i + o_p(1) . \tag{C.11}
\]

We note that \( U_i^2 \) is exactly the nonlinear susceptibility under the cavity Gibbs measure. We assume that the cavity distribution of \( Y_i \) is Gaussian, so

\[
Y_i = \mathbf{X}_i \cdot \langle \beta \rangle_i + U_i Z_i , \quad Z_i \sim \mathcal{N}(0, 1) . \tag{C.12}
\]
with \( Z_i \perp T_i, \mathbf{x}_i \). Remembering that \( T_i | \mathbf{x}_i \sim p(T_i | \mathbf{x}_i^T \beta_0^-, \sigma_0) \), so the distribution of the disorder depends on \( \mathbf{x}_i, \beta_0^- \) which is correlated with \( \mathbf{x}_i, \langle \beta \rangle_{(i)} \), it is possible to separate \( \mathbf{x}_i, \langle \beta \rangle_{(i)} \) into two independent contributions

\[
\mathbf{x}_i, \langle \beta \rangle_{(i)} = \mathbf{x}_i, \left( I - \frac{\beta_0^- \beta_0^-}{\| \beta_0^- \|^2} \right) \langle \beta \rangle_{(i)} + \mathbf{x}_i, \frac{\beta_0^- \cdot \langle \beta \rangle_{(i)}}{\| \beta_0^- \|}
\]

where we indicated with

\[
\mathbf{x}_i, \frac{\beta_0^- \cdot \langle \beta \rangle_{(i)}}{\| \beta_0^- \|} = V_{(i)} Q_i + W_{(i)} Z_{0,i}, \quad Q_i \perp Z_{0,i}, \quad Q_i, Z_{0,i} \sim \mathcal{N}(0,1)
\] (C.13)

involving the generalized overlaps under the leave \( i \)th out measure

\[
W_{(i)} := \frac{\beta_0^- \cdot \langle \beta \rangle_{(i)}}{\| \beta_0^- \|}
\] (C.14)

\[
V_{(i)} := \left\| \left( I - \frac{\beta_0^- \beta_0^-}{\| \beta_0^- \|^2} \right) \langle \beta \rangle_{(i)} \right\|^2 = \| \langle \beta \rangle_{(i)} \|^2 - W_{(i)}^2.
\] (C.15)

These are independent of \( T_i, \mathbf{x}_i \), hence

\[
Y_i = W_{(i)} Z_{0,i} + V_{(i)} Q_i + U_{(i)} Z_i
\] (C.16)

and

\[
\langle f(T_i | \mathbf{x}_i, \beta, \sigma) \rangle = \mathbb{E}_Z \left[ \langle f(T_i | W_{(i)} Z_{0,i} + V_{(i)} Q_i + U_{(i)} Z_i) \rangle e^{\gamma \rho(T_i | W_{(i)} Z_{0,i} + V_{(i)} Q_i + U_{(i)} Z_i, \sigma)} \right] / \mathbb{E}_Z \left[ e^{\gamma \rho(T_i | W_{(i)} Z_{0,i} + V_{(i)} Q_i + U_{(i)} Z_i, \sigma)} \right].
\] (C.17)

where we indicated with \( \mathbb{E}_Z[\cdot] \) the expectation over the Gaussian random variable \( Z_i \). This can be rewritten via a simple change of variable, \( \xi := W_{(i)} Z_{0,i} + V_{(i)} Q_i + U_{(i)} Z_i \), as

\[
\langle f(T_i | \mathbf{x}_i, \beta, \sigma) \rangle = \mathbb{E}_\xi \left[ f(T_i, \xi, \sigma) \exp \left\{ - \frac{1}{2} \left( \frac{\xi - W_{(i)} Z_{0,i} + V_{(i)} Q_i}{U_{(i)}} \right)^2 + \gamma \rho(T_i, \xi, \sigma) \right\} \right].
\] (C.18)

The disorder is now contained only in the leave-one-out generalized overlaps \( W_{(i)}, V_{(i)}, U_{(i)} \). It seems reasonable to approximate the overlaps computed under the full Gibbs measure by their leave-one-out approximations for each \( i \),

\[
W_n := \frac{\beta_0^- \cdot \langle \beta \rangle}{\| \beta_0^- \|} = W_{(i)} + o_n(1)
\] (C.19)

\[
V_n := \left\| \left( I - \frac{\beta_0^- \beta_0^-}{\| \beta_0^- \|^2} \right) \langle \beta \rangle \right\|^2 = V_{(i)} + o_n(1)
\] (C.20)

\[
U_n := \langle \beta \cdot \beta \rangle - \langle \beta \rangle \cdot \langle \beta \rangle = U_{(i)} + o_n(1)
\] (C.21)

because, in the limit of large \( n \), disregarding one data point should not influence the inference results. This, in turn, means that one can alternatively use the approximation

\[
W_n := \frac{1}{n} \sum_{i=1}^{n} W_{(i)} + o_n(1), \quad V_n := \frac{1}{n} \sum_{i=1}^{n} V_{(i)} + o_n(1)
\] (C.22)
\[ U_n := \frac{1}{n} \sum_{i=1}^{n} U(i) + o_n(1). \]  

(C.23)

Which shows that it is plausible that \( W_n \), \( V_n \) and \( U_n \) concentrate around deterministic values, or are self averaging in physical jargon, which can be stated as

\[ W_n := w + o_n(1), \quad V_n := v + o_n(1), \quad U_n := \tilde{u} + o_n(1). \]  

(C.24)

The remaining task is to determine the values \((w, v, \tilde{u})\), which according to the above arguments should satisfy a set of coupled self-consistency equations.

### C.3. Self-consistent equations for the overlaps

Given the Gibbs measure

\[ \beta \{ T, \mathcal{X}_i \} \sim \frac{1}{Z_n} e^{\beta \left( \sum_{i=1}^{n} \rho(T_i | \mathcal{X}_i, \beta, \sigma) - \frac{1}{2} \mu \| \beta \|^2 \right)} \]  

(C.25)

it is easy to derive the following equation via integration by parts in \( \beta \):

\[ \gamma \eta \langle \beta \rangle = \gamma \sum_{i=1}^{n} \mathcal{X}_i \langle \varphi(T_i | \mathcal{X}_i, \beta, \sigma) \rangle. \]  

(C.26)

By taking the scalar product with \( \beta_0^\gamma \) and dividing by \( \| \beta_0^\gamma \| = S \), we get

\[ \gamma \eta \beta_0^\gamma \cdot \langle \beta \rangle / \| \beta_0^\gamma \| = \gamma \sum_{i=1}^{n} \beta_0^\gamma \cdot \mathcal{X}_i / \| \beta_0^\gamma \| \| \varphi(T_i | \mathcal{X}_i, \beta, \sigma) \rangle. \]  

(C.27)

Using the concentration/self averaging hypothesis (C.24) and taking the expectation over the disorder (i.e. the data-set), we then obtain a self consistent equation for \( w \)

\[ w = E \left[ \beta_0^\gamma \cdot \langle \beta \rangle / S + o_n(1) \right] = \frac{1}{\eta} \sum_{i=1}^{n} E \left[ \left( \mathcal{X}_i \cdot \beta_0^\gamma \varphi(T_i | \mathcal{X}_i, \beta, \sigma) \right) / S + o_n(1) \right] \]

(C.28)

with

\[ E_{\xi} \left[ f(\xi) \right] := \frac{\int d\xi \, e^{-\frac{1}{2} \left( \frac{\xi - Q - wZ}{\tilde{u}^2} \right)^2 + \gamma \rho(T_i | \xi, \sigma) f(\xi)} \right]}{\int d\xi \, e^{-\frac{1}{2} \left( \frac{\xi - Q - wZ}{\tilde{u}^2} \right)^2 + \gamma \rho(T_i | \xi, \sigma) f(\xi)}}. \]

(C.29)

We will now drop the reminders \( o_n(1) \) to ease the notation, bearing in mind that these will be negligible as \( n \) diverges, so long as the overlaps concentrate, or are self averaging in physical jargon. We see that

\[ \gamma E_{\xi} \left[ \varphi(T | \xi, \sigma) \right] = E_{\xi} \left[ \left( \xi - \frac{Q - wZ}{\tilde{u}^2} \right) \right]. \]  

(C.30)

This implies

\[ w = \frac{n}{\gamma \eta \tilde{u}^2} \left( E \left[ Z_0 E_{\xi}[\xi] \right] - w \right) \]

(C.31)

and thus

\[ w(1 + \gamma \tilde{u}^2 \eta/n) = E \left[ Z_0 E_{\xi}[\xi] \right]. \]  

(C.32)
Similarly
\[ \gamma \eta (v^2 + w^2 + \tilde{u}^2) = \gamma \eta E \left[ (\beta \cdot \beta) \right] = \gamma \sum_{i=1}^{n} E \left[ (\beta \cdot \mathcal{X}_i \varphi(T_i | \mathcal{X}_i, \beta)) \right] + \gamma p \]
\[ = \gamma p + \gamma n E \left[ \mathcal{E}_E [\xi \varphi(T | \xi, \sigma)] \right] \]
\[ = \gamma (p - n) + n E \left[ \mathcal{E}_E [\xi (\xi - nQ - wZ_0)] \right] / \tilde{u}^2 \] (C.33)

where we have used
\[ \gamma E \left[ \mathcal{E}_E [\xi \varphi(T | \xi, \sigma)] \right] = E \left[ \mathcal{E}_E [\xi (\xi - nQ - wZ_0)] \right] / \tilde{u}^2 - 1 . \] (C.34)

Also
\[ \gamma \eta (v^2 + w^2) = \gamma \eta E \left[ (\beta \cdot \{\beta\}) \right] = \gamma \eta (v^2 + w^2) \]
\[ = \gamma \sum_{i=1}^{n} E \left[ (\mathcal{X}_i, \beta) \{\varphi(T_i | \mathcal{X}_i, \beta, \sigma) \} \right] \]
\[ = \gamma n E \left[ \mathcal{E}_E [\xi \mathcal{E}_E [\varphi(T | \xi, \sigma)] \right] = \frac{n}{\tilde{u}^2} E \left[ \mathcal{E}_E [\xi \mathcal{E}_E [\xi - nQ - wZ_0]] \right] . \] (C.35)

Now take the difference of (C.33) and (C.35) to find
\[ \gamma \eta \tilde{u}^2 = p - n + n E \left[ \mathcal{E}_E [\xi^2] - \mathcal{E}_E [\xi]^2 \right] / \tilde{u}^2 = p - n + n E \left[ Q \mathcal{E}_E [\xi] \right] / v \] (C.36)

dividing by \( n \) and rearranging the terms gives
\[ n(1 - \zeta) + v \gamma \tilde{u}^2 \eta / n = E \left[ Q \mathcal{E}_E [\xi] \right] . \] (C.37)

We obtain another self consistent equation by substitution
\[ \eta \tilde{u}^2 \gamma (v^2 + w^2) / n = E \left[ \mathcal{E}_E [\xi^2] \right] - v E \left[ Q \mathcal{E}_E [\xi] \right] - w E \left[ Z_0 \mathcal{E}_E [\xi] \right] \]
\[ = E \left[ \mathcal{E}_E [\xi^2] \right] - v^2 \left( 1 - \zeta + \frac{\gamma \tilde{u}^2 \eta}{n} \right) - w^2 \left( 1 + \frac{\gamma \tilde{u}^2 \eta}{n} \right) . \] (C.38)

Rearranging terms leads to
\[ E \left[ \mathcal{E}_E [\xi^2] \right] = v^2 (1 - \zeta) + w^2 + 2 \tilde{u}^2 \gamma (v^2 + w^2) \eta / n . \] (C.39)

In summary we have obtained the following approximate equations
\[ E \left[ \mathcal{E}_E [\xi^2] \right] = v^2 (1 - \zeta) + w^2 + 2 \tilde{u}^2 \gamma (v^2 + w^2) \eta \zeta \] (C.40)
\[ v(1 - \zeta) + v \gamma \tilde{u}^2 \eta \zeta = E \left[ Q \mathcal{E}_E [\xi] \right] \] (C.41)
\[ w(1 + \gamma \tilde{u}^2 \eta \zeta) = E \left[ Z_0 \mathcal{E}_E [\xi] \right] \] (C.42)

where we used the scaling \( \eta = \eta' / p \) as in the main text. These equations are valid under our stated assumptions and approximations, and apply so far to any inverse temperature \( \gamma \). Their solution gives us the values \( \tilde{u}, v, w \) as functions of \( \gamma, \sigma, S \) and \( \zeta \). The value of \( \sigma \) though, is generally unknown and must be estimated from the data.
C.4. Equations for the nuisance parameters

Following a strategy similar to the one followed so far, we assume also the estimator \( \hat{\sigma}_n \) for the nuisance parameters to assume deterministic values in the asymptotic limit \( n, p \to \infty \), \( p/n = \zeta \). Under the assumption of concentration of the overlaps (C.24), we expect that the internal energy per data point

\[
F_n(\sigma) = \left\{ \frac{1}{n} \sum_{i=1}^{n} \rho(T_i | X_i, \beta, \sigma) - \frac{1}{2} \eta(\zeta \| \beta \|^2) \right\}
\]

will be self averaging, i.e. concentrate on a deterministic function \( f(\sigma) \):

\[
F_n(\sigma) = f(\sigma) + o_n(1) .
\]

Using (C.18) for the cavity average, together with (C.24) for the overlap values, gives

\[
F_n(\sigma) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_\xi \left[ \rho(T_i | \xi, \sigma) \right] - \frac{1}{2} \eta(w^2 + v^2 + \tilde{u}^2) + o_n(1) .
\]

By the law of large numbers we expect that also this quantity will concentrate on

\[
f(\sigma) = \mathbb{E}_{T,Q,Z_0} \left[ \mathbb{E}_\xi \left[ \rho(T | \xi, \sigma) \right] \right] - \frac{1}{2} \eta(w^2 + v^2 + \tilde{u}^2) .
\]

Hence the estimator for the nuisance parameter \( \hat{\sigma}_n \), the value that maximizes \( F_n \), will be close to the deterministic value that maximizes \( f \). The latter solves

\[
\frac{\partial f(\sigma)}{\partial \sigma} = \frac{\partial f(\sigma)}{\partial w} \frac{\partial w}{\partial \sigma} + \frac{\partial f(\sigma)}{\partial v} \frac{\partial v}{\partial \sigma} + \frac{\partial f(\sigma)}{\partial \tilde{u}} \frac{\partial \tilde{u}}{\partial \sigma} = 0 .
\]

It can be verified by direct calculation that \( \frac{\partial f}{\partial w} \frac{\partial f}{\partial v} \) and \( \frac{\partial f}{\partial \tilde{u}} \) vanish at the solution of the self consistent equations for the overlaps (as expected). Hence the deterministic value that maximizes \( f \) at inverse temperature \( \gamma \), is the solution of the following equation (where again we dropped the reminder because negligible in the large \( n \) limit), which must be solved simultaneously with the self consistent equations for the overlaps:

\[
\mathbb{E}_{T,Q,Z_0} \left[ \mathbb{E}_\xi \left[ \nabla_{\sigma} \rho(T | \xi, \sigma) \right] \right] = 0 .
\]

C.5. The zero temperature limit

What remains is to take the limit \( \gamma \to \infty \) in our equations to recover the overlaps appearing in the representation of the MAP/PML estimator \( \tilde{u}_n, \tilde{v}_n, \tilde{w}_n \) and the deterministic values of the nuisance parameters estimator \( \sigma_n \). Since the distribution of the PML/MAP estimator depends on

\[
K_n = \mathbb{E} \left[ \frac{\hat{\beta}_n \cdot \hat{\tilde{\beta}}_n}{\| \hat{\beta}_n \|^2} \right] + o_n(1) \quad V_n^2 = \mathbb{E} \left[ \hat{\beta}_n \cdot \hat{\tilde{\beta}}_n \right] - K_n^2 + o_n(1) \quad (C.49)
\]

where

\[
\mathbb{E} \left[ \frac{\beta_n \cdot \tilde{\beta}_n}{\| \beta_n \|^2} \right] = \lim_{\gamma \to \infty} \mathbb{E} \left[ \frac{\beta_n \cdot \langle \beta \rangle}{\| \beta_n \|^2} \right] = \lim_{\gamma \to \infty} w \quad (C.50)
\]

\[
\mathbb{E} \left[ \hat{\beta}_n \cdot \hat{\tilde{\beta}}_n \right] = \lim_{\gamma \to \infty} \mathbb{E} \left[ \langle \beta \cdot \beta \rangle \right] = \lim_{\gamma \to \infty} (v^2 + w^2 + \tilde{u}^2) \quad (C.51)
\]
together with the value $\sigma_*$ that minimizes the internal energy (C.46) at zero temperature, we must compute the limit $\gamma \to \infty$ of equations (C.40)–(C.42) and (C.48). To do so, we consider the general expression
\[
\lim_{\gamma \to \infty} \mathbb{E}_\xi[f(\xi)] = \lim_{\gamma \to \infty} \int \mathcal{D}\xi \ e^{-\frac{1}{2} \left( \frac{(\xi - vQ - wZ_0)^2}{\mu^2} - \gamma \rho(T, \xi, \sigma) \right)} f(\xi) \ .
\]  
(C.52)

We assume the scaling $\tilde{u}^2 = u^2 / \gamma$ suggested by equations (C.40)–(C.42), where $\tilde{u}^2$ appears always multiplied by $\gamma$. We can now proceed via the Laplace argument:
\[
\lim_{\gamma \to \infty} \int \mathcal{D}\xi \ e^{-\frac{1}{2} \left( \frac{(\xi - vQ - wZ_0)^2}{\mu^2} - \rho(T, \xi, \sigma) \right)} f(\xi) = f(\xi_*) \]  
(C.53)

with $\xi_*$ denoting the proximal mapping of the function $\rho(T, \cdot, \sigma)$, defined as
\[
\xi_* = \arg \min_{\xi} \left\{ \frac{1}{2} \left( \frac{(\xi - vQ - wZ_0)^2}{\mu^2} - \rho(T, \xi, \sigma) \right) \right\}  
\]  
(C.54)

(as always under appropriate regularity conditions on $f$). It is now easy to take the limit in equations (C.40)–(C.42) and (C.48), obtaining
\[
\mathbb{E} \left[ \xi_*^2 \right] = \nu^2 (1 - \zeta) + w^2 + 2\nu^2 (v^2 + w^2) \eta' \zeta  
\]  
(C.55)

\[
v(1 - \zeta) + \nu^2 \eta' \zeta = \mathbb{E} \left[ Q \xi_* \right]  
\]  
(C.56)

\[
w(1 + u^2 \eta' \zeta) = \mathbb{E} \left[ Z_0 \xi_* \right]  
\]  
(C.57)

\[
\nabla_\sigma \rho(T, \xi_*, \sigma) = 0.  
\]  
(C.58)

Some additional algebraic steps then result in equations (21)–(23) in the main text.

**Appendix D. Logit regression model**

**D.1. Working out the RS equations**

The Logit regression model is defined by
\[
T|\mathbf{X} \sim \frac{e^{T (\mathbf{X} \cdot \beta)}}{2 \cosh(\mathbf{X} \cdot \beta)} \]  
(D.1)

where $T \in \{-1, +1\}$. The log-likelihood is $\log \rho(T|\mathbf{X} \cdot \beta) = T (\mathbf{X} \cdot \beta) - \log[2 \cosh(\mathbf{X} \cdot \beta)]$, so the first RS equation (34) follows by substitution into inside formula (21) of
\[
\xi_* = \nu Q + \omega Z_0 + \mu^2 T - \mu^2 \tanh(x).  
\]  
(D.2)

This gives
\[
\frac{\nu^3 \zeta}{(1 - \tau(\xi_*^2)^2)} = \mu^4 \mathbb{E}_{X, Q, Z_0} \left[ \left( T - \tau \frac{\nu Q + \omega Z_0}{1 - \tau \mu^2} - \tanh(x_*) \right)^2 \right].  
\]  
(D.3)

For equation (35) we need the derivative $\partial \xi_*/\partial Q = \partial x_*/\partial O$, which is obtained by differentiating the equation that defines $x_*:
\[
\frac{\partial \xi_*}{\partial Q} = \nu - \frac{\mu^2}{\cosh^2(x_*)} \frac{\partial \xi_*}{\partial Q}  
\]  
(D.4)
with solution
\[ \frac{\partial \xi}{\partial Q} = \frac{\nu \cosh^2(x_\star)}{\mu^2 + \cosh^2(x_\star)} . \] (D.5)

Substitution into (22), followed by division by the common factor \( \nu \), leads after some simple rewriting to
\[ \zeta \left( 1 - \eta' \mu^2 / (1 - \tau' \zeta \mu^2) \right) = E_{T, Q, Z_0} \left[ \frac{u^2}{u_\star^2 + \cosh^2(x_\star)} \right] . \] (D.6)

Next we compute
\[ \frac{\partial}{\partial Z_0} \log p(T|SZ_0) = S \left( T - \tanh(SZ_0) \right) \] (D.7)
and insert the result into
\[ \frac{\zeta \omega}{1 - \tau' \zeta \mu^2} = E_{T, Q, Z_0} \left[ \xi_\star \frac{\partial}{\partial Z_0} \log p(T|SZ_0) \right] \] (D.8)

to give
\[ \frac{\zeta \omega}{S \zeta} = (1 - \tau' \zeta \mu^2) E_{T, Q, Z_0} \left[ (x - \phi) \left( T - \tanh(SZ_0) \right) \right] . \] (D.9)

We note that
\[ E_{T, Q, Z_0} [T] = E_{T, Z_0} [\tanh(SZ_0)] \] (D.10)
so
\[ \frac{\zeta \omega}{S \zeta} = (1 - \tau' \zeta \mu^2) E_{T, Q, Z_0} \left[ x \left( T - \tanh(SZ_0) \right) \right] . \] (D.11)

D.2. Numerical solution of the RS equations

The numerical solution of the RS equations is obtained by means of fixed point iteration. The system (34)–(36) can be seen as a dynamical mapping for \( x = (\zeta, \nu, \omega) \):
\[ x_t = f(x_{t-1}; \mu^2, S) . \] (D.12)

The solution of (34)–(36) corresponds to a fixed point of the dynamical system, which is found by iterating the mapping above until some convergence criterion is met. In our case we chose to set the tolerance at \( \| x_0 - x_{t-1} \| \leq 1 \times 10^{-10} \). We see that
\[ E_{T, Q, Z_0} [g(T, Q, Z_0)] = E_{Q, Z_0} \left[ \sum_{t=1}^{\infty} p(t|SZ_0) g(t, Q, Z_0) \right] \] (D.13)
so we just need to compute two Gaussian integrals. We computed the mapping \( f \) via Gauss-Hermite quadratures, at order 40 to achieve a reasonably high accuracy (since the functions appearing inside the integrals are not simple polynomials of a fixed degree).
Appendix E. Weibull Proportional Hazards model

E.1. Working out the RS equations

We first derive the RS equations for an arbitrary parametric Proportional Hazards model, for which the conditional response density given the covariates is

\[ p(t | X, \beta, \sigma) = h(t | \sigma) e^{X \beta} e^{-H(t | \sigma)e^{t \beta}} \] (E.1)

with \( t \geq 0 \) and \( H(t | \sigma) = \int_0^t \Delta t' h(t' | \sigma) \). Equation (25) new reads

\[ \mu^{-2}(\xi_* - \nu Q - \omega Z_0) = 1 - H(T | \sigma)e^{\xi_*} \] (E.2)

with the following solution, involving Lambert’s W-function [32]:

\[ \xi_* = \nu Q + \omega Z_0 + \mu^2 - W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0}). \] (E.3)

By substituting (E.3) into (21) and writing \((u, v, w)\) in terms of \((\mu, \nu, \omega)\) one obtains

\[ \frac{\zeta \nu^2}{(1 - \tau \mu^2)^2} = E_{T, Q, Z_0} \left[ \left( \mu^2 - W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0}) \right) - \frac{\tau \mu^2}{1 - \tau \mu^2} (\nu Q + \omega Z_0) \right]^2. \] (E.4)

To obtain equation (22) we need \( \partial \xi_*/\partial Q \). This is computed by the inverse function rule

\[ \frac{\partial \xi_*}{\partial Q} = \nu \left( 1 - \frac{W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0})}{1 + W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0})} \right). \] (E.5)

After substituting and dividing for the common factor \( \nu \) we obtain

\[ \frac{1}{1 - \tau \zeta \mu^2} \left( 1 - \zeta \left( 1 - \frac{\mu^2 \eta'}{1 - \tau \zeta \mu^2} \right) \right) = 1 - E_{T, Q, Z_0} \left[ \frac{W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0})}{1 + W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0})} \right]. \] (E.6)

For the third RS equation (23) we need to compute

\[ \frac{\partial}{\partial Z_0} \log p(T | Z_0, \phi_0, \sigma_0) = S - SH(T | Z_0, \phi_0, \sigma_0)e^{Z_0}. \] (E.7)

Substitution into (23) gives

\[ \frac{\omega \zeta}{1 - \tau \mu^2} = S E_{T, Q, Z_0} \left[ W(H(T | \sigma) \mu^2 e^{t^2 + \nu Q + \omega Z_0}) \left( H(T | Z_0, \phi_0, \sigma_0)e^{Z_0} - 1 \right) \right]. \] (E.8)

Note that the distribution (E.1) of \( T | Z_0 \) has the property that upon changing to the new variable

\[ Z = H(T | \sigma_0)e^{Z_0} \] (E.9)

one will have \( Z \sim \text{Exp}(1), T = H^{-1}(Z e^{-Z_0} | \sigma_0) \) and

\[ H(T | \sigma) = H(H^{-1}(Z | \sigma_0)) | \sigma_0 \]. \] (E.10)

Hence the first three RS equations derived above (E.4), (E.6) and (E.8) can be rewritten as

\[ \frac{\zeta \nu^2}{(1 - \tau \zeta \mu^2)^2} = E_{Z, Q, Z_0} \left[ \left( \mu^2 - W(\mu^2 H(H^{-1}(Z | \sigma_0)) | \sigma_0)e^{t^2 + \nu Q + \omega Z_0}) \right)^2 \right] \] (E.11)

\[ \frac{1}{1 - \tau \zeta \mu^2} \left( 1 - \zeta \left( 1 - \frac{\mu^2 \eta'}{1 - \tau \zeta \mu^2} \right) \right) \]

\[ = 1 - E_{T, Q, Z_0} \left[ \frac{W(\mu^2 H(H^{-1}(Z | \sigma_0)) | \sigma_0)e^{t^2 + \nu Q + \omega Z_0})}{1 + W(\mu^2 H(H^{-1}(Z | \sigma_0)) | \sigma_0)e^{t^2 + \nu Q + \omega Z_0})} \right]. \] (E.12)
\[ \frac{\omega}{1 - \tau \xi^2 \mu^2} \zeta = S^2_{E_{T, Q, Z_0}} \left[ W \left( \mu^2 H(H^{-1}(Z)e^{-\lambda_0}|\sigma_0) e^{\nu Q + \zeta lam} \right) (Z - 1) \right]. \quad (E.13) \]

To work out the RS equations for the nuisance parameters (24) we must choose an explicit parametric form for the base hazard rate. Upon assuming the integrated base hazard to have the Weibull parametrization,

\[ H(T|\phi, \sigma) = T^{1/\sigma} e^{\phi/\sigma} \]

we obtain

\[ H(H^{-1}(Z)e^{-\lambda_0}|\phi_0, \sigma_0)|\phi, \sigma) = Z^{\sigma_0/\sigma} e^{-\lambda_0} \sigma_0/\sigma + (\phi - \phi_0)/\sigma. \quad (E.15) \]

Substituting (E.15) into (E.4), (E.6) then directly leads to equations (44) and (45) in the main text. We simplify (E.8) via integration by parts, use (E.6), and after some minor algebraic simplifications obtain (46). For the remaining equations one has to compute

\[ \frac{\partial}{\partial \phi} \log p(T|\phi, \sigma) = -\frac{1}{\sigma} - \frac{1}{\sigma \mu^2} W(Z^{\sigma_0/\sigma} e^{\phi/\sigma} Z_0^\sigma e^{(\phi - \phi_0)/\sigma}) \quad (E.16) \]

\[ \frac{\partial}{\partial \sigma} \log p(T|\phi, \sigma) = -\frac{1}{\sigma} - \frac{1}{\sigma} \left( \frac{\phi - \phi_0}{\sigma} + \sigma_0 \log Z - \frac{\sigma_0}{\sigma} Z_0 \right) \times \left( \frac{1}{\mu^2} W(Z^{\sigma_0/\sigma} e^{\phi/\sigma} Z_0^\sigma e^{(\phi - \phi_0)/\sigma}) - 1 \right). \quad (E.17) \]

Upon taking the expectation and setting the previous two derivatives to zero we obtain the remaining RS equations (47) and (48)

\[ \mu^2 = E_{Z, Q, Z_0} \left[ W \left( \mu^2 e^{\phi^2} Z_0^\sigma e^{(\phi - \phi_0)/\sigma} \right) \right] \quad (E.18) \]

\[ \sigma = E_{Z, Q, Z_0} \left[ \left( \log Z - \lambda_0 \right) \left( \frac{1}{\mu^2} W \left( \mu^2 e^{\phi^2} Z_0^\sigma e^{(\phi - \phi_0)/\sigma} \right) - 1 \right) \right]. \quad (E.19) \]

**E.2. Numerical solution of the RS equations**

The numerical solution of the RS equations is again obtained via fixed point iteration. The system (44)–(48) is interpreted as the fixed-point condition of a dynamical mapping of \( x = (\zeta, \nu, \omega, \mu, \sigma/\sigma_0) \):

\[ x_t = f(x_{t-1}; (\phi - \phi_0)/\sigma, S). \quad (E.20) \]

The mapping is iterated until some convergence criterion is met, here chosen to be \( \|x_t - x_{t-1}\| \leq 1 \times 10^{-10} \). We see that all the RS equations involve terms of the form

\[ E_{Z, Q, Z_0} g(Z, Q, Z_0) \]

involving two Gaussian and one exponential integral. We computed these via Gauss-Hermite and Gauss-Laguerre quadratures, to order 40 to achieve sufficient accuracy.

**ORCID iDs**

E Massa [https://orcid.org/0000-0001-5715-2572](https://orcid.org/0000-0001-5715-2572)

A C C Coolen [https://orcid.org/0000-0002-6976-5875](https://orcid.org/0000-0002-6976-5875)
References

[1] Harrell F E Jr 2001 Regression Modelling Strategies: With Applications to Linear Models, Logistic Regression and Survival Analysis (Berlin: Springer)
[2] Coolen A C C, Sheikh M, Mozeika A, Aguirre-Lopez F and Antenucci F 2020 J. Phys. A: Math. Theor. 53 365001
[3] Massa E, Jonker M, Roes K and Coolen A C C 2022 Correction of overfitting bias in regression models (arXiv:2204.05827 [stat.ME])
[4] Coolen A C C and Sheikh M 2019 J. Phys. A: Math. Theor. 52 384002
[5] Hoenl A E and Kennedy R W 1970 Technometrics 12 55–67
[6] Ledoit O and Wolf M 2015 J. Multivariate Anal. 139 360–84
[7] El Karoui N 2008 Ann. Stat. 36 2757–90
[8] Livani, Novaes M and Vivo P 2018 Introduction to Random Matrices (Berlin: Springer)
[9] Couillet R and Debbah M 2011 Random Matrix Methods for Wireless Communications (Cambridge: Cambridge University Press)
[10] Stein C 1956 Proc. Berkeley Symp. on Mathematical Statistics and Probability vol 1 pp 197–206
[11] Copas J B 1983 J. R. Stat. Soc. B 45 311–35
[12] Copas J B 1997 Stat. Methods Med. Res. 6 167–83
[13] El Karoui N, Bean D, Bickel P J, Lim C and Yu B 2013 Proc. Natl Acad. Sci. USA 110 14557–62
[14] Vande Vaart A 2000 Asymptotic Statistics (Cambridge: Cambridge University Press)
[15] Coolen A C C, Barrett J E, Paga P and Perez-Vicente C J 2017 J. Phys. A: Math. Theor. 50 375001
[16] Mezard M and Parisi G 1985 J. Physique Lett. 46 771–8
[17] Mezard M, Parisi G and Virasoro M 1986 Spin Glass Theory and Beyond (Singapore: World Scientific)
[18] Mezard M 1989 J. Phys. A: Math. Theor. 22 2181–90
[19] El Karoui N 2013 Probab. Theory Relat. Fields 170 95–175
[20] Barbier J, Chen W-K, Panchenko D and Aenz M S 2021 Performance of bayesian linear regression in a model with mismatch (arXiv:2107.06936)
[21] Talagrad M 2010 Mean Field Models for Spin Glasses vol 1 (Berlin: Springer)
[22] Boucheron S, Lugosi G and Massart P 2013 Concentration Inequalities: A Nonasymptotic Theory of Independence (Oxford: Oxford University Press)
[23] Parisi G 2009 Lett. Math. Phys. 88 255
[24] Core Team R 2021 R: A Language and Environment for Statistical Computing (available at: www.R-project.org/)
[25] Borchers H W 2021 praca: Practical Numerical Math Functions (available at: https://CRAN.R-project.org/package=praca)
[26] Sur P and Candes E J 2019 Proc. Natl Acad. Sci. 116 14516–25
[27] Ledoit O and Wolf M 2020 J. Financ. Econ. 20 187–218
[28] Goldt S, Loureiro B, Reeves G, Krzakala F, Mézard M and Zdeborová L 2022 Proc. 2nd Mathematical and Scientific Machine Learning Conf. vol 145 pp 426–71
[29] Kostantinos N P and Dimitris H 2001 Advanced Signal Processing Handbook: Theory and Implementation for Radar, Sonar and Medical Imaging Real-Time Systems (London: Taylor and Francis) ch 3
[30] Loureiro B, Gerbelot C, Cui H, Goldt S, Krzakala F, Mézard M and Zdeborová L 2021 Learning curves of generic features maps for realistic datasets with a teacher-student model (arXiv:2102.08127)
[31] Montanari A and Saeedi B 2022 Proc. 35th Conf. on Learning Theory vol 178 pp 4310–12
[32] Corless R, Gonnet G, Hare D, Jeffrey D and Knuth D 1996 Adv. Comput. Math. 5 329–59