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Abstract

In this article, we consider a branching random walk on the real-line where displacements coming from the same parent have jointly regularly varying tails. The genealogical structure is assumed to be a supercritical Galton-Watson tree, satisfying Kesten-Stigum condition. We study the large deviations of the extremal process, formed by the appropriately normalized positions in the $n$-th generation and show that the large extreme-positions form clusters in the limit. As a consequence of this, we also study the large deviations of the maximum among positions at the $n$-th generation.

1 Introduction

Branching Random Walk (BRW) on the real-line is a generalization of the branching process where each particle is assigned a position on the real-line. A formal description is as follows: BRW starts with a single particle at the origin of the real-line. This particle is called the initial ancestor and its position is defined to be zero. After a unit time, the initial ancestor reproduces an independent copy of the point process $\mathcal{L}$ on the real-line and dies. The atoms of the reproduced copy of the point process are called displacements. The newborn particles form the first generation. Position of each of these particles is defined to be its displacement translated by the position of its parent. After a unit time, each of the particles in the first generation dies after producing an independent copy of the point process $\mathcal{L}$. The newborn particles form the second generation. We assign a position to each of them by translating their displacement by the position of their parent. This mechanism goes on that the resultant system is called BRW.

We briefly describe now the set-up of BRW considered in this article. Let $\delta_x$ denote the Dirac measure which puts unit mass at $x$. It will be assumed that the point process $\mathcal{L}$ has the form

$$\mathcal{L} = \sum_{i=1}^{Z} \delta_{X_i}.$$  

(1.1)

It is clear that the genealogical structure underlying BRW is given by Galton-Watson (GW) tree with progeny distribution $Z$. Precise assumptions on genealogical structure are as follows.

**Assumptions 1.1** (Assumptions on the genealogical structure). 1. The progeny random variable $Z$ is allowed to be $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$-valued and independent of displacement random vector $X = (X_i : i \geq 1)$.

2. The genealogical GW tree is assumed to be supercritical and satisfies Kesten-Stigum condition, that is,

$$\mu := \mathbb{E}(Z) \in (1, \infty) \quad \text{and} \quad \mathbb{E}(Z \log_+ Z) < \infty$$  

(1.2)

where $\log_+ x = \log(x \vee 1)$. 


The displacements are assumed to be identically distributed and have regularly varying tail at $\infty$ of index $\alpha$. To be precise,

$$X_i's \text{ are identically distributed random variables such that}$$

$$\mathbb{P}(|X_1| > x) = x^{-\alpha}L(x) \text{ and } \lim_{x \to \infty} \frac{\mathbb{P}(X_1 > x)}{\mathbb{P}(|X_1| > x)} = q \in [0, 1] \quad (1.3)$$

where $L$ is a *slowly varying function* ($\lim_{t \to \infty} L(tx)/L(t) = 1$ for every $x > 0$).

Later, the displacements $X$ are assumed to be jointly regularly varying (see Assumption 2.3). If $Z \leq b$ almost surely in (1.1), then we can use multivariate regular variation to model the joint regular variation of the displacements coming from the same parent which is very restrictive. Thanks to Lindskog et al. [2014] for their contributions to the regular variation on $\mathbb{R}^N$ which will allow us to define joint regular variation for the random sequence $X$. An important advantage of this set-up is that it covers asymptotic tail-independence, multivariate regular variation, asymptotically full tail-dependence (see subsection 2.3) structure of the displacements.

### 1.0.1 Scope of the article

In this article, our aim is to study exact asymptotics (rate of decay) for the probabilities of occurrence of *exceptionally large value of the extreme positions*. We introduce first some notations which will help to state the aim in a more formalized fashion. The genealogical GW tree will be denoted by $T = (E, V)$ where $E$ and $V$ denote the set of all edges and vertices respectively. We use Ulam-Harris labeling for the vertices $v \in V$. The position and the generation of the vertex $v \in V$ are denoted by $S(v)$ and $|v|$ respectively. $X(u)$ will be used to denote the displacement attached to the vertex $u$. $Z_n$ denotes the size of the $n$-th generation of the tree $T$ for every $n \geq 0$. The $k$-th largest position at the $n$-th generation is denoted by $M_n^{(k)}$ for $k \geq 1$. We are mainly interested in the large values of $M_n^{(1)} = \max_{|v|=n} S(v)$ and $(M_n^{(i)}: 1 \leq i \leq k)$ through the point process. We shall use $f_n = o(g_n)$ if $\lim_{n \to \infty} f_n/g_n = 0$ and $f_n \sim g_n$ if $\lim_{n \to \infty} f_n/g_n = 1$ for two positive increasing sequences $(f_n: n \geq 1)$ and $(g_n: n \geq 1)$. Suppose that the assumptions (1.2) and (1.3) hold. It is known in the literature (see Bhattacharya et al. [2018] and the references therein) that the order of fluctuation of the largest $k$ positions $(M_n^{(i)}: 1 \leq i \leq k)$ is given by a sequence $(b_n: n \geq 1)$ such that

$$b_n = \inf\{x: \mathbb{P}(|X_1| > x) \leq \mu^{-n}\} \sim \mu^{n/\alpha}\tilde{L}(\mu^n). \quad (1.4)$$

Here $\tilde{L}$ is a slowly varying function related to $L$ in (1.3). By definition, $(b_n: n \geq 1)$ satisfies $\mu^n \mathbb{P}(|X_1| > b_n) \to 1$. Consider a sequence $(\gamma_n: n \geq 1)$ which grows faster than the sequence $(b_n: n \geq 1)$ such that

$$b_n = o(\gamma_n) \text{ that is, } \mu^n \mathbb{P}(|X_1| > \gamma_n) = o(1). \quad (1.5)$$

The main aim of this article is to study the exact asymptotics of the probability

$$\left\{ \sum_{|v|=n} \delta_{\gamma_n^{-1}S(v)}(y, \infty) \geq k \right\} \text{ for every } y > 0 \text{ and } k \geq 1 \quad (1.6)$$

and identify its limit conditioned on the survival of the genealogical tree. This task is accomplished using the tools developed in Hult and Samorodnitsky [2010] to study the large deviations of point processes. To be precise, we show that the probability of the events in (1.6) can be normalized in such a way that the normalized probability converges to a (random) limit measure. The limit measure lives on the space of all point measures on $(0, \infty)$ equipped with the Borel sigma-algebra generated by the vague metric. We further show that the limit measure concentrates on the point measures with random clusters and the law of the random clusters can be described through the law of the genealogical GW tree. The appearance of the clusters can be explained by the fact that *a large displacement can cause multiple large positions* which is very specific and natural for this model. In this article, we first uncover this picture rigorously. This investigation is used later for the exact asymptotics of the probability of
\{M_n^{(1)} > \gamma_n y\}. Recently, Gantert and Höfelsauer [2018] and Dyszewski et al. [2020b] have studied the large deviations of the maximum position when displacements have exponentially decaying tail.

The joint regular variation of the tails of the displacements (from the same parent) plays an important role in our analysis. We have added a small discussion in subsection 2.3 emphasizing its importance. We mentioned only linearly and fully dependent displacements for the interest of the space. The extremes for the dependent stationary sequence of random variables with regularly varying tail have been studied thoroughly over the last few decades (see Resnick and Roy [2014], Basrak and Segers [2009] and the large deviations of extreme positions have also been addressed in the works Fasen and Roy [2016] and Hult and Samorodnitsky [2010]). These studies may help us further to study the large deviations of order statistics, gap statistics, and other complicated but important functions of extreme positions. Our main result (Theorem 2.10 in Section 2) is the key to the aforementioned investigations.

1.0.2 Outline of the paper

In Subsections 1.1 and 1.2, we assume the displacements to be i.i.d. and discuss the large deviations of the maximum and point processes associated with \((\gamma^{-1}_n S(v) : |v| = n)\) respectively. We briefly review the literature in Subsection 1.3 and mention some of the unsolved problems. Section 2 contains the main results of this article along with their consequences after a brief introduction to the \(\mathcal{M}_0\)-topology. A discussion on the proofs with some open questions are provided in Subsection 2.4. The rest of the paper is dedicated to the proofs of the main results and their consequences. A list of the notations is provided in Section 6.

1.1 Large deviations for the maximum position: i.i.d. displacements and immortal genealogical tree

Here, we assume that the genealogical tree does not have any leaf in addition to the assumptions (1.2) for the sake of simplicity. It will be further assumed that the displacements are i.i.d. and have regularly varying tail (see assumption (1.3)). Our first task is to guess the sequence \(\{r_n : n \geq 1\}\) such that

\[
\liminf_{n \to \infty} r_n \mathbb{P}(M_n^{(1)} > \gamma_n) > 0. \tag{1.7}
\]

The second task is to establish that \(\lim_{n \to \infty} r_n \mathbb{P}(M_n^{(1)} > \gamma_n)\) exists and then characterize the limit of \(r_n \mathbb{P}(M_n^{(1)} > \gamma_n y)\) for every \(y > 0\). In the next paragraph, we present heuristics to guess the sequence \(\{r_n : n \geq 1\}\) based on the ‘principle of single large displacement’.

**Principle of single large displacement.** We assume \(\mathbb{E}(Z^2) < \infty\) to present the heuristics. According to the principle of single large displacement, \(M_n^{(1)}\) exceeds the value \(\gamma_n\) if and only if exactly one of the displacements exceeds the threshold \(\gamma_n\). Mathematically, this means

\[
\mathbb{P}(M_n^{(1)} > \gamma_n) \sim \mathbb{P}\left( \bigcup_{|u| \leq n} \{X(u) > \gamma_n\} \right). \tag{1.8}
\]

We further note that the right hand side of (1.8) is bounded above by

\[
\mathbb{E}\left( \sum_{|u| \leq n} \mathbb{P}\left[ X(u) > \gamma_n \mid \bigcup_{i=1}^{n} D_i \right] \right) \leq \frac{\mu^{n+1}}{(\mu - 1)} \mathbb{P}(X > \gamma_n) \tag{1.9}
\]

using union bound as the displacements are independent of the branching mechanism where \(D_n = \{u : |u| = n\}\) for every \(n \geq 0\). We also know that

\[
\mathbb{P}\left( \bigcup_{|u| \leq n} \{X(u) > \gamma_n\} \right) \geq \mathbb{E}\left[ \sum_{|u| \leq n} \mathbb{P}(X(u) > \gamma_n \mid \bigcup_{i=1}^{n} D_i) - \sum_{|u| \leq n} \sum_{|u'| \leq n, u' \neq u} \mathbb{P}(X(u') > \gamma_n ; X(u') > \gamma_n \mid \bigcup_{i=1}^{n} D_i) \right]
\]
\[ \geq \frac{\mu^{n+1} - \mu}{\mu - 1} \mathbb{P}(X_1 > \gamma_n) - \frac{1}{2} \mathbb{P}(X_1 > \gamma_n)^2 \mathbb{E} \left[ \sum_{i=1}^{n} Z_i \right]^{2} \]  

(1.10)

as the displacements are i.i.d. and independent of the branching mechanism. It is easy to see that
\[ \mathbb{E} \left[ \sum_{i=1}^{n} Z_i \right]^{2} = \sum_{j=1}^{n} \mathbb{E} (Z_j^2) + 2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} \mathbb{E} (Z_i Z_j). \]

Using the martingale property of \((\mu^{-n} Z_n : n \geq 0)\) adapted to the filtration \((\mathcal{F}_n = \sigma(Z_0, Z_1, \ldots, Z_n) : n \geq 0)\), for every \(j \geq i + 1\), we have
\[ \mathbb{E} (Z_i Z_j) = \mathbb{E} [\mu^j Z_i \mathbb{E} (\mu^{-j} Z_j | \mathcal{F}_i)] = \mu^{j-i} \mathbb{E} (Z_i^2). \]

So an upper bound of \(\mathbb{E} (Z_i^2)\) yields an upper bound to the second term in (1.10). It can be easily derived (see Example 4.4.9 in Durrett [2019] for example) that
\[ \mathbb{E} (Z_i^2) = \mu^{2i} (1 + \mathbb{Var}(Z) \sum_{k=2}^{i+1} \mu^{-k}) \leq \mu^{2i} \left( 1 + \frac{\mu \mathbb{Var}(Z)}{\mu - 1} \right). \]

These observations together yield
\[ \mathbb{E} \left[ \sum_{i=1}^{n} Z_i \right]^{2} \leq \left( 1 + \frac{\mu \mathbb{Var}(Z)}{\mu - 1} \right) ([\mu^{2} - 1]^{-1} + 2(\mu - 1)^{2}) \mu^{2n+2} =: c_2 \mu^{2n}. \]  

(1.11)

Combining (1.12), (1.11) and (1.5), we have following lower bound for the probability on the right hand side of (1.8)
\[ \frac{\mu^{n+1} - \mu}{\mu - 1} \mathbb{P}(X_1 > \gamma_n) - c_2 \left[ \mu^n \mathbb{P}(X_1 > \gamma_n) \right]^{2} \sim \frac{\mu^{n+1}}{\mu - 1} \mathbb{P}(X_1 > \gamma_n). \]  

(1.12)

So combining (1.8) and (1.12) with (1.9), we can see that \(\mathbb{P}(M_n^{(1)} > \gamma_n) \sim \frac{\mu}{\mu - 1} \left( \mu^n \mathbb{P}(X_1 > \gamma_n) \right)\).

The heuristics then suggest
\[ r_n = \left( \mu^n \mathbb{P}(|X_1| > \gamma_n) \right)^{-1} \]  

(1.13)

when the left-tail of the displacement can decay utmost at the order of the right-tail (tail balancing condition (1.3)). The following result shows that this heuristic holds even when \(\mathbb{E} (Z_i^2) = \infty\), but the Kesten-Stigum condition holds.

**Theorem 1.3.** Suppose that the displacements \((X_i : i \geq 1)\) are i.i.d. random variables and satisfy (1.3). Let \(Z\) satisfy \(\mathbb{P}(Z \geq 1) = 1\) in addition to (1.2). Then, for every \(x > 0\), we have
\[ \lim_{n \to \infty} r_n \mathbb{P}(M_n^{(1)} > \gamma_n x) = qx^{-\alpha} \mu/(\mu - 1). \]  

(1.14)

### 1.2 Large deviations for point processes: i.i.d. displacements and immortal genealogical tree

The most interesting and important feature of the model BRW is the dependence structure among the positions and the fact that one displacement can affect multiple positions. The large deviations of the maximum position does not offer any knowledge about the joint behavior of the large value of the extreme positions. Point process is the most popular tool in the extreme value theory to capture the dependence structure among the extreme positions. For displacements with exponentially decaying tail, it has been predicted in Brunet and Derrida [2011] that the weak limit of the extremal processes have clusters due to strong dependence structure. The prediction has been formally proved in Madaule [2017] (see Subag and Zeitouni [2015] and the references therein). The clustering phenomenon for the weak limit has been formalized in Bhattacharya et al. [2017] (displacements are assumed to be i.i.d.) and Bhattacharya et al. [2018] (displacements coming from the same parent have jointly regularly varying tail). To the best of our knowledge, there is no article in the literature till now addressing the large deviations of the point process. In this article, we shall show that the large value of the extreme
positions also form the clusters. We now develop some notations to discuss the large deviations of the point processes in detail.

By large deviations of the point process, we mean the asymptotic study of the following point process

\[ N_n := \sum_{|\nu|=n} \delta_{\gamma_n^{-1}S(\nu)} \]  

as \( n \to \infty \). Let \( \mathcal{M}(\mathbb{R}_0) \) denote the space of all point measures on \( \mathbb{R}_0 := \mathbb{R} \setminus \{0\} \). It is immediate that the limit of \( N_n \) (if exists) would put infinite mass at the point 0 and so, we have \( N_n \xrightarrow{P} \emptyset \) where \( \emptyset \) is the null measure in \( \mathcal{M}(\mathbb{R}_0) \) equipped with vague topology. If we consider a measurable subset \( A \subset \mathcal{M}(\emptyset) := \mathcal{M}(\mathbb{R}_0) \setminus \{\emptyset\} \) which does not contain \( \emptyset \) as its limit point (such sets will be called ‘nice’ sets in this subsection), then \( P(N_n \in A) \to 0 \) as \( n \to \infty \). According to Hult and Samorodnitsky [2010], this is exactly the framework where the large deviations of the point processes come into the play. Motivated by this, we borrow their tools for the asymptotic analysis of \( N_n \).

Here we have two tasks to accomplish. The first task will be to guess the rate of the decay of the probabilities \( P(N_n \in A) \) as \( n \to \infty \). Let \( \text{int}(A) \) and \( \text{cl}(A) \) denote interior and closure of the set \( A \) respectively. Let \( E_x := \{ \xi \in \mathcal{M}(\mathbb{R}_0) : \xi(x, \infty) \geq 1 \} \) for every \( x > 0 \). Then it can be checked that \( \emptyset \notin \text{cl}(E_x) \) (see the proof of Theorem 2.5) and therefore, qualifies to be a nice set. Note that \( \{N_n \in E_1\} = \{M_n^{(1)} > \gamma_n\} \) and so, we can conclude from Theorem 1.3 that \( r_n P(N_n \in E_x) \) converges to positive non-trivial limit as \( n \to \infty \) for every \( x > 0 \). But it still does not ensure that \( r_n P(N_n \in A) \) converges to a positive limit for every nice subset \( A \) which is very much related to the second task, identification of the limit. To answer these questions, we view the sequence \( (r_n P(N_n \in \cdot) : n \geq 1) \) as a sequence of measures on the space \( \mathcal{M} \) and derive its limit in the appropriate topology. We use \( M_0 \) topology (which will be discussed briefly in Subsection 2.1). We introduce now a few more notations. Define

\[ \nu_{\alpha}(dx) := \alpha x^{-\alpha-1}1(x > 0)dx + \alpha(1-q)|x|^{-\alpha-1}1(x < 0)dx. \]  

and \( \partial A = \text{cl}(A) \setminus \text{int}(A) \) denotes the boundary of the set \( A \). Recall that \( Z_l \) denotes the size of the \( l \)-th generation of the genealogical tree for every \( l \geq 0 \).

**Theorem 1.4.** Let the assumptions stated in Theorem 1.3 hold. Then there exists a non-null measure \( m_{\text{iid}}^{*} \) on the space \( \mathcal{M}(\mathbb{R}_0) \) such that \( \lim_{n \to \infty} r_n P(N_n \in A) = m_{\text{iid}}^{*}(A) \) for every \( A \in B(\mathcal{M}) \) satisfying \( m_{\text{iid}}^{*}(\partial A) = 0 \) and \( \emptyset \notin \text{cl}(A) \). Furthermore,

\[ m_{\text{iid}}^{*}(A) = \sum_{l=0}^{\infty} \mu^{-l} \mathbb{E}\left(\nu_{\alpha}\{x \in \mathbb{R} : Z_l \delta_x \in A\}\right). \]  

**Remark 1.5.** The first observation is that the exceptionally large value(s) form clusters as they are influenced by a large displacement. The heuristic explanation behind the limit obtained in (1.17) is as follows: The large displacement occurs at the \((n-l)\)-th generation with probability \( \mu^{-l} \) (ratio of the expected size of \((n-l)\)-th generation compared to the size of \(n\)-th generation as each displacement has equal probability to be large) and scales up its \( Z_l \) descendants. If we allow the genealogical tree \( T \) to have leaves and condition on the survival tree, then the branching random variables in \( m_{\text{iid}}^{*} \) are replaced by their size-biased version as given in Remark 2.8.

**Remark 1.6.** An important feature of the limit \( m_{\text{iid}}^{*} \) is that the large values of extreme positions collapse in the limit. Therefore, multiple particles can stay at the same large position with positive probability. Note that this localization phenomenon is too specific to the i.i.d. displacements and changes completely even in the presence of a little bit of dependence (see Theorem 2.4). Later, we consider \((X_i : i \geq 1)\) a moving average process and see how this measure changes (see Theorem 2.10). This observation motivates us to investigate further the large deviations when the displacements from the same parent are jointly regularly varying.
1.3 Literature review

The investigations on the asymptotic behaviour of extreme positions were initiated in the fundamental works of Hammerseley, Kingman and Biggins. For the last two decades, the challenges, difficulties in the asymptotic study of the extreme positions have attracted many researchers. A huge literature has emerged due to its connections to the other models like first passage percolation, last passage percolation, random energy model, Gaussian free field, Gaussian multiplicative chaos. But most of these works consider displacements with Gaussian-like tails. For a nice overview on the extreme positions for light-tailed displacements, we refer to Shi [2016] and the references therein. Aïdékon [2013] and Bramson et al. [2016] are two of the fundamental works in the last decade. The literature on the heavy-tailed displacements is very small, undeveloped compared to that and, still blooming. There are plenty of interesting and challenging open questions. Some of them are mentioned here and some of them in the Subsection 2.4. For the interest of the space, we briefly mention some of the fundamental works from the literature on extremes of BRW.

- If the displacements are assumed to have exponentially-decaying tail, the large deviations of the maximum position has recently been studied in Gantert and Höfelsauer [2018] assuming the displacements to be i.i.d. The lower and the moderate deviations of maximum position has been studied in Chen and He [2020]. The large deviations for the joint behavior of the extreme positions are yet to be investigated. The large deviations for the empirical process has been studied in Louidor and Perkins [2015], Louidor and Tsairi [2017], Chen and He [2019], Zhang [2020b] and see Zhang [2020a] for the lower deviations for the level sets.

- In Gantert [2000], different speeds have been studied under the assumption that the displacements have semiexponential tail and are i.i.d. The fluctuations of the maximum position is recently been studied in Dyszewski et al. [2020b] assuming the displacements to be i.i.d. with stretched-exponential tail. In the same framework, the large deviations of the maximum position have been studied in Dyszewski et al. [2020a].

- The continuum analogue of BRW (when displacement have exponentially decaying tail) is branching Brownian motion (BBM). It is also known that the distribution of the maximum position of BBM at time $t$ satisfies famous Fisher-Kolmogorov-Petrovskii-Piskunov (FKPP) equation. The fluctuations of the extreme positions in BBM has been thoroughly studied in Aïdékon et al. [2013], Arguin et al. [2011], Arguin et al. [2012], Arguin et al. [2013]. Large deviations of the maximum position have been studied in Chauvin and Rouault [1988] and the level sets have been recently obtained in Aïdékon et al. [2017]. In Derrida and Shi [2016], the large deviations for maximum position in different variants of BBM have been studied. But the large deviations for the joint behavior of the extreme positions are yet to be studied.

- The fluctuations of the maximum position has been studied in Durrett [1979] and Durrett [1983], and weak limit of the extremal processes has been obtained in Bhattacharya et al. [2017] assuming the displacements to be i.i.d. with regularly varying tail. Bhattacharya et al. [2019] studied the weak limit of the extremal processes for multi-type BRW where the large deviations are yet to be studied. Maillard [2016] studied the tail behavior of the global maximum position when the genealogical GW tree is critical. Large deviations for the global maximum among the positions are yet to be studied in any framework.

2 Main results and their consequences

We start this section with a brief discussion on the $\mathcal{M}_0$ topology for the measures on a punctured Polish space. The notations and the terminologies introduced in this discussion will help us to state the main result rigorously. After the main result Theorem 2.4, its consequences will be discussed. A discussion on the proof strategy and some of the open questions are given in Subsection 2.4.
2.1 \(M_0\) topology for measures on Polish space

Let \(S\) be a Polish space equipped with the metric \(\rho\). The open ball of radius \(r\) centered at \(x\) will be denoted by \(B_r(x) = \{y \in S : \rho(x, y) < r\}\) and \(B(S)\) denotes the \(\sigma\)-algebra generated by these open balls. Fix \(s_0 \in S\) and let us consider the subspace \(S_0 = S \setminus \{s_0\}\) with the \(\sigma\)-algebra \(B(S_0)\) generated by open sets in the induced subspace topology. \(C_+(S_0)\) denotes the space of all non-negative, bounded and continuous functions on \(S\) which vanish in a neighbourhood \(B_r(s_0)\) for some \(r > 0\). \(\mathcal{M}(S_0)\) denotes the space of all measures \(\xi\) on \(S_0\) such that \(\int f d\xi < \infty\) for every \(f \in C_+(S_0)\). A basic neighbourhood of \(\xi \in \mathcal{M}(S_0)\) looks like \(\{\xi : \max_{i \leq k} |\int f_i d\xi - \int f_i dx| < \epsilon\}\) for every finite collection \((f_i : 1 \leq i \leq k) \subset C_+(S_0)\). So a sub-basis can be constructed using the the sets of the form

\[
\{\xi \in \mathcal{M}(S_0) : \xi(f) \in G\}, \quad f \in C_+(S_0) \quad \text{where} \quad G \quad \text{is an open subset of} \ [0, \infty)
\]

and the topology induced by this sub-basis is called \(M_0\) topology. The convergence induced by this topology will be called \(M_0\) convergence and denoted by \(\xi_n \xrightarrow{M_0} \xi\) when \(\xi_n : n \geq 1 \in \mathcal{M}(S_0)\) converges in \(M_0\) topology to the measure \(\xi \in \mathcal{M}(S_0)\). Thanks to the Portmantau theorem (Theorem 2.1 in Lindskog et al. [2014]) for \(M_0\)-convergence as it provides other alternative characterizations of the convergence.

In this paper, we shall be mostly concerned with \(S = \mathbb{R}^d, \mathbb{R}^N\) and \(\mathcal{M}_0\) and some of the important terminologies along with fundamental facts will be recalled in the next two subsections.

2.1.1 \(M_0\) convergence in the space of point measures and the convergence determining class of functions

Consider now \(S = \mathcal{M}(\mathbb{R}_0)\) and \(s_0 = \varnothing\). It is a well-known fact that \(\mathcal{M}(\mathbb{R}_0)\) is a Polish space when equipped with the vague topology (see Proposition 3.17 in Resnick [1987]). Let \(\rho_\nu\) denote the metric induced by the vague topology and we call it vague metric. Following the previous discussion on \(M_0\)-convergence, we can define \(M_0\) topology on the space \(\mathcal{M}(\mathcal{M}_0)\). The functions in the convergence determining class are known in literature and summarized in the following fact.

**Fact 2.1** (Lemma A.1 and Theorem A.2 in Hult and Samorodnitsky [2010]). Let \(C_1^+(\mathbb{R}_0)\) denotes the space of Lipschitz continuous, real-valued and non-negative functions on \(\mathbb{R}_0\) with compact support. Consider two functions \(g_1, g_2 \in C_1^+(\mathbb{R}_0)\), \(\epsilon_1, \epsilon_2 > 0\) and define \(F_{g_1, g_2, \epsilon_1, \epsilon_2} : \mathcal{M}_0 \to [0, \infty)\) as

\[
F_{g_1, g_2, \epsilon_1, \epsilon_2}(\nu) = \prod_{i=1}^2 \left[1 - \exp \left\{- \left( \int g_i d\nu - \epsilon_i \right)_+ \right\} \right]. \quad (2.1)
\]

1. Let \(m_1\) and \(m_2\) be two elements in \(\mathcal{M}(\mathcal{M}_0)\). Then \(m_1 = m_2\) if and only if \(\int F_{g_1, g_2, \epsilon_1, \epsilon_2}(\nu)m_1(d\nu) = \int F_{g_1, g_2, \epsilon_1, \epsilon_2}(\nu)m_2(d\nu)\) for all \(g_1, g_2 \in C_1^+(\mathbb{R}_0)\) and \(\epsilon_1, \epsilon_2 > 0\).

2. Let \((m_n : n \geq 1) \in \mathcal{M}(\mathcal{M}_0)\) and \(m \in \mathcal{M}(\mathcal{M}_0)\). Then \(m_n \xrightarrow{M_0} m\) if and only if for every \(g_1, g_2 \in C_1^+(\mathbb{R}_0)\) and \(\epsilon_1, \epsilon_2 > 0\),

\[
\lim_{n \to \infty} \int_{\mathcal{M}_0} F_{g_1, g_2, \epsilon_1, \epsilon_2}(\nu)m_n(d\nu) = \int_{\mathcal{M}_0} F_{g_1, g_2, \epsilon_1, \epsilon_2}(\nu)m(d\nu).
\]

2.1.2 Regular variation on the space of all real sequences via \(M_0\) topology

For two real sequences \(x = (x_i : i \geq 1)\) and \(y = (y_i : i \geq 1)\), define \(\rho_\infty(x, y) = \sum_{i=1}^{\infty} 2^{-i}(|x_i - y_i| \wedge 1)\). It is immediate that \((\mathbb{R}^N, \rho_\infty)\) is a Polish space with \(\sigma\)-algebra \(B(\mathbb{R}^N)\) generated by the open balls. Let \(\mathcal{O}_\infty\) denote the origin of \(\mathbb{R}^N\). We can use the framework of \(M_0\) topology for the space of all measures \(\mathcal{M}(\mathbb{R}_0)\) putting \(S = \mathbb{R}^N\) and \(s_0 = \mathcal{O}_\infty\). The obvious reason behind removing \(\mathcal{O}_\infty\) is that the regularly varying measures usually explode near the origin. We now need the concept of scaling (scalar multiplication). Define \(\vartheta \cdot x = (\vartheta x_i : i \geq 1)\) when \(x = (x_i : i \geq 1)\) for every \(\vartheta > 0\).

It is clear that the map \((\vartheta, x) \mapsto \vartheta \cdot x\) is continuous in \(\vartheta\), associative and satisfies \(1 \cdot x = x\) for every \(x \in \mathbb{R}^N\). The origin \(\mathcal{O}_\infty\) satisfies \(\vartheta \cdot \mathcal{O}_\infty = \mathcal{O}_\infty\) for every \(\vartheta > 0\) and \(0 < \rho_\infty(x, \mathcal{O}_\infty) \leq \rho_\infty(0, \vartheta \cdot x)\) for every \(\vartheta > 1\). There are many equivalent definitions for regularly varying measure (see subsection 3.2 in Lindskog et al. [2014]) and the following one among them will turn out to be very useful for us.
Definition 2.2 (Regularly varying measures on $\mathbb{R}^N$). A measure $\zeta \in \mathcal{M}(\mathbb{R}_0^N)$ is said to be regularly varying if there exists a measure $\zeta_0 \in \mathcal{M}(\mathbb{R}_0^N)$ and a positive increasing and regularly varying sequence of real numbers $(\ell_n : n \geq 1)$ (see (1.15)) such that $t_n\zeta(n \cdot) \xrightarrow{\mathcal{M}_0} \zeta$ where $\zeta(n \cdot A) = \zeta(\{n \cdot x : x \in A\})$ for every $A \in \mathcal{B}(\mathbb{R}_0^N)$.

It is known in literature (Theorem 3.1 in Lindskog et al. [2014]) that the limit measure $\zeta$ satisfies the following homogeneity property

$$\zeta(\vartheta \cdot A) = \vartheta^{-\alpha} \zeta(A) \text{ for every } A \in \mathcal{B}(\mathbb{R}_0^N)$$

and $\alpha$ is called the \textit{index of regular variation}. To stress the homogeneity property of the regularly varying measure $\zeta$ in Definition 2.2, we denote it by $\zeta \in \mathcal{R}_\alpha(\mathbb{R}_0^N, \zeta)$.

2.2 Large deviations of the extreme positions

Assumptions 2.3. $\mathbb{P}(X \in \cdot) \in \mathcal{R}_\alpha(\mathbb{R}^N \setminus \{0_\infty\}, \lambda_0)$ for some measure $\lambda_0 \in \mathcal{M}(\mathbb{R}_0^N)$.

Let $p_c$ denote the probability of extinction and $\mathcal{S}$ denote the survival event $\bigcap_{n \geq 1} \{Z_n \geq 1\}$. It is clear that $\mathbb{P}(\mathcal{S}) = 1 - p_c$. For any event $A$, $\mathbb{P}^*(A)$ will denote the conditional probability $\mathbb{P}(A|\mathcal{S})$ and the corresponding conditional expectation will be denoted by $\mathbb{E}^*$. Some of the other necessary notations are as follows.

(N1) Let $U$ be an independent copy of $Z$. $\tilde{U}$ denotes the random variable $U$ conditioned to stay positive i.e., $\mathbb{P}(\tilde{U} \in A) = \mathbb{P}(U \in A|U > 0)$ for every $A \subset \mathbb{N}$.

(N2) For every $l \geq 1$, $(\tilde{Z}_{l}^{(s)} : s \geq 1)$ is a collection of independent copies of the random variable $\tilde{Z}_{l}$ which is the random variable $Z_{l}$ conditioned to stay positive. The collection $(\tilde{Z}_{l}^{(s)} : s \geq 1, l \geq 1)$ is independent of the random variable $\tilde{U}$.

(N3) Let $\pi_j : \mathbb{R}^N \rightarrow \mathbb{R}$ be a projection map such that $\pi_j(x_i : i \geq 1) = x_j$ for all $j \geq 1$.

(N4) We shall use $[i : j]$ to denote the set $\{i, i+1, \ldots, j\}$ for every pair $i < j$ of integers.

(N5) $|G|$ denotes the cardinality of a set $G$ and $\text{Pow}(G)$ denotes the power set of $G$ i.e. the collection of all subsets of $G$ including null set $\emptyset$.

(N6) Consider the measure $\lambda(A) = \lambda_0(A)/\lambda_0(\mathcal{O})$ where $\mathcal{O} = \{x \in \mathbb{R}^N : |x_1| > 1\}$ on $\mathbb{R}_0^N$. Note that $\lambda_0(\mathcal{O}) < \infty$ as $\mathcal{O}$ is bounded away from $0_\infty$.

Recall (from Subsection 1.0.1) that the order of fluctuations of the extreme positions (at the $n$-th generation) is given by the sequence $b_n$ when Assumptions 1.1, 1.2 and 2.3 hold. So we considered another sequence $\{\gamma_n : n \geq 1\}$ (see (1.15)) which grows faster than $b_n$. Then we introduced the point process $N_n$ (see (1.15)) which puts unit mass to each of the random variables in the collection $\{\gamma_n^{-1}S(\cdot) : |\cdot | = n\}$. Recall also the sequence $r_n = (n^\mu \mathbb{P}(|X_1| > \gamma_n))^{-1}$. It has been shown in Theorem 1.4 that $r_n \mathbb{P}(N_n \in \mathcal{O})$ converges to a positive finite limit when displacements are i.i.d. and $\mathcal{O} \subset \mathcal{B}(\mathcal{M}_0)$ is chosen to be 'nice'. The following result is the generalization of the aforementioned theorem when Assumption 2.3 holds.

Theorem 2.4 (Large deviations of the extremal processes). Under the assumptions stated in 1.1, 1.2 and 2.3, we have $r_n \mathbb{P}^*(N_n \in \cdot) \xrightarrow{\mathcal{M}_0} m^*(\cdot)$ in the space $\mathcal{M}(\mathcal{M}_0)$ where for every $A \in \mathcal{B}(\mathcal{M}_0)$,

$$m^*(A) = (1 - p_c)^{-1} \mathbb{P}(U > 0) \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E}\left[ \sum_{G \in \text{Pow}([1 : \tilde{U}]) \setminus \{\emptyset\}} \lambda \left( x \in \mathbb{R}^N : \sum_{s \in G} \tilde{Z}_l^{(s)} \delta_{x_s} \in A \right) \left( \mathbb{P}(Z_l > 0) \right)^{|G|} \left( \mathbb{P}(Z_l = 0) \right)^{\tilde{U} - |G|} \right].$$

(2.3)
We now would like to compare \( m^* \) with \( m_{\text{iid}}^* \) derived in Theorem 1.4. There are two new components in Theorem 2.4 viz., presence of the leaves and joint regular variation the displacements. The presence of the leaves is responsible for the appearance of the conditional version of \( Z_i \)'s and \( U \) (see Corollary 2.7). The joint regular variation of the displacements have influenced the limit \( m^* \) through \( \lambda \) and also does not let the large values to localize (see Subsection 2.3). The limit also supports the cluster-formation phenomenon due to the random multiplicities of its atoms. In the rest of this subsection, we shall derive consequences of Theorem 2.4 when Assumption 2.3 holds. The measure \( \lambda \) appears in the limit instead of \( \lambda_0 \) because of the term \( \mathbb{P}(|X_1| > \gamma_\nu) \) in the scaling \( r_n \) and regular variation of \( \mathbb{P}(X \in \cdot) \).

**Theorem 2.5** (Large deviations of the maximum position). Under the assumptions stated in Theorem 2.4, we have

\[
\lim_{n \to \infty} r_n \mathbb{P}^*(M_n^{(1)} > \gamma_n x) = x^{-\alpha} C_1
\]

for every \( x > 0 \) and the positive constant \( C_1 \) is given by

\[
C_1 = \frac{\mathbb{P}(U > 0)}{1 - p_e} \sum_{l=0}^{\infty} \mu^{-(l+1)} E \left[ \sum_{V \in \text{Pow}((1 : U) \setminus \{0\})} \mathbb{P}(Z_1 > 0) \mathbb{P}(Z_1 = 0)^{U-1} \right]
\]

where \( V_s = \{ \pi_s^{-1}(1, \infty) \} \) for every \( s \geq 1 \).

**Remark 2.6** (Large deviation of the minimum position and order statistics). Suppose that the assumptions in Theorem 2.4 hold and \( \tilde{M}_n^{(1)} = \min_{|\nu| = n} S(\nu) \). Then we have \( \lim_{n \to \infty} r_n \mathbb{P}(\tilde{M}_n^{(1)} < -\gamma_n x) = (1 - q) x^{-\alpha} C_1 \) where \( C_1 \) is a positive constant given explicitly in Theorem 2.5. As the large value of the extreme positions do not localize to a single value in the limit \( m^* \), the large deviations of the order statistics make sense in this set-up. For simplicity, fix two positive real numbers \( x_1 > x_2 \). Define \( E_{x_1,x_2} = \{ \xi \in \mathcal{M}_0 : \xi(x_i, \infty) \geq i \text{ for } i = 1, 2 \} \). If we show that \( \emptyset \notin \text{cl}(E_{x_1,x_2}) \) and \( m^*(\partial E_{x_1,x_2}) = 0 \) (see proof of Theorem 2.10), then we can apply Theorem 2.4 to obtain

\[
\lim_{n \to \infty} r_n \mathbb{P}^*(M_n^{(1)} > \gamma_n x_1; M_n^{(2)} > \gamma_n x_2) = \lim_{n \to \infty} r_n \mathbb{P}^*(N_n \in E_{x_1,x_2}) = m^*(E_{x_1,x_2}).
\]

For a further simplification, we need a detailed description of the measure \( \lambda \) (see Theorem 2.10).

**Corollary 2.7** (\( T \) does not have any leaf). Suppose that the conditions stated in the Theorem 2.4 hold. Additionally, we assume \( \mathbb{P}(Z \geq 1) = 1 \). Then, we have \( r_n \mathbb{P}^*(N_n \in \cdot) \stackrel{M_0}{\longrightarrow} m_0^*(\cdot) \) where

\[
m_0^*(A) = \sum_{l=0}^{\infty} \mu^{-(l+1)} E \left( \lambda(\{ x \in \mathbb{R} : \sum_{s=1}^{U} Z_i^{(s)} \delta_{x_s} \in A \}) \right).
\]

As a consequence, we have

\[
\lim_{n \to \infty} r_n \mathbb{P}(M_n^{(1)} > \gamma_n x) = x^{-\alpha} \sum_{l=0}^{\infty} \mu^{-(l+1)} E \left( \lambda\left[ \bigcup_{s=1}^{U} V_s \right] \right)
\]

where the family of sets \( \{ V_s : s \geq 1 \} \) is introduced in Theorem 2.5.

**Remark 2.8** (Asymptotically tail-independent displacements and \( T \) has leaves). We would like to discuss here how Theorem 1.4 is connected to Theorem 2.4. When \( X_i \)'s are i.i.d. and satisfy (1.3), there exists a sequence \( (t_n : n \geq 1) \) such that \( t_n \mathbb{P}(n \cdot X \in \cdot) \stackrel{M_0}{\longrightarrow} \lambda_{\text{iid}}(\cdot) \) in \( M^{(\mathbb{P}_0)} \) (see Subsection 4.5.1 in Lindskog et al. [2014] and Subsection 3.1 in Resnick and Roy [2014] for a detailed discussion) where

\[
\lambda_{\text{iid}} = \sum_{l=1}^{\infty} \otimes_{j=1}^{l-1} \delta_0 \otimes \nu_\alpha \otimes_{j'=l+1} \delta_0.
\]
We call the displacements $\mathbf{X} = (X_i : i \geq 1)$ to be asymptotically tail-independent if $\mathbb{P}(\mathbf{X} \in \cdot) \in \mathcal{R}_\alpha(\mathbb{R}_0^n, \lambda_{iid})$. Let the displacements be asymptotically tail-independent and the underlying branching process satisfy (1.2). Then, we have $r_n^{\mathbb{P}^*}(\mathbf{N}_n \in \cdot) \xrightarrow{\mathcal{M}_0} \tilde{m}_{tid}^\ast(\cdot)$ in $\mathcal{M}(\mathcal{M}_0)$ where

$$\tilde{m}_{tid}^\ast(\cdot) = (1 - p_c)^{-1} \sum_{i=0}^{\infty} \mu_i^{-1} \mathbb{P}(Z_i > 0) \mathbb{E}(\nu_\alpha([x \in \mathbb{R}_0 : Z_i \delta_x \in \cdot])).$$

(2.9)

Define $\zeta = \sum_{i=0}^{\infty} \mu_i^{-1} \mathbb{P}(Z_i > 0)$. Recall that $\tilde{M}_n^{(1)}$ denotes the minimum position in the $n$-th generation. For every $x > 0$, we have

$$\lim_{n \to \infty} r_n^{\mathbb{P}^*}(M_n^{(1)} > \gamma_n x) = \frac{\zeta q}{x^\alpha(1 - p_c)} \quad \text{and} \quad \lim_{n \to \infty} r_n^{\mathbb{P}^*}(\tilde{M}_n^{(1)} < -\gamma_n x) = \frac{\zeta(1 - q)}{x^\alpha(1 - p_c)}.$$  \hspace{1cm} (2.10)

If we additionally assume $\mathbb{P}(Z_1 \geq 1) = 1$, then (2.9) and (2.10) reduces to Theorem 1.4 and 1.3. For the detailed derivation of (2.9) and (2.10), see proofs of Theorem 1.4 and 1.3.

**Corollary 2.9 (b-ary genealogical tree).** Suppose that $\mathbb{P}(Z = b) = 1$ in definition of $\mathcal{L}$ (see (1.1)) and the displacements are asymptotically tail-independent. Then we can modify the definition of $r_n$ and $\gamma_n$ with $\mu = b$ to see that

$$\lim_{n \to \infty} r_n^{\mathbb{P}}(\mathbf{N}_n \in B) = \sum_{i=0}^{\infty} b^{-i} \nu_\alpha([x \in \mathbb{R} : b^i \delta_x \in B]) \quad \text{for every nice subset } B \in \mathcal{B}(\mathcal{M}_0).$$

(2.11)

for a consequence, we can derive

$$\lim_{n \to \infty} r_n^{\mathbb{P}^*}(M_n^{(1)} > \gamma_n x) = \frac{q b}{x^\alpha(b - 1)} \quad \text{and} \quad \lim_{n \to \infty} r_n^{\mathbb{P}^*}(\tilde{M}_n^{(1)} < -\gamma_n x) = \frac{(1 - q)b}{x^\alpha(b - 1)}.$$  \hspace{1cm} (2.12)

**2.3 Dependent displacements**

Here we consider a simple case where the displacements from the same parent are assumed to be linearly dependent. Consider a positive random variable $Y$ such that $\mathbb{P}(Y > y) = y^{-\alpha}L(y)$ for all $y > 0$ where $L$ is a slowly varying function. It is clear that $\mathbb{P}(Y \in \cdot) \in \mathcal{R}_\alpha((0, \infty), \nu_\alpha^+)$. Then we have $\nu_\alpha^+(y, \infty) = x^{-\alpha}$ for every $x > 0$. Consider the collection $\mathbf{Y} = (Y_0, Y_1, Y_2)$ of independent copies of the random variable $Y$ and define

$$X_i = \phi Y_{i-1} + Y_i \quad \text{for } i = 1, 2$$

for some deterministic constant $\phi > 1$. We now consider the BRW constructed based on $\mathcal{L}_\phi = \sum_{i=1}^{2} \delta_{X_i}$. It is clear that each particle produces exactly two children and the displacements (from the same parent) form MA(2) process with deterministic coefficient. It can be shown that $\mathbf{X} = (X_1, X_2)$ is jointly regularly varying on the space $(0, \infty)^2$. We choose a sequence $(\gamma_n^\phi : n \geq 1)$ such that

$$\lim_{n \to \infty} 2^n \mathbb{P}(Y > \gamma_n^\phi) = 0.$$  \hspace{1cm} (2.13)

Define $r_n^{\phi} = (2^n \mathbb{P}(Y > \gamma_n^\phi))^{-1}$ and $\mathbf{N}_n^{\phi} := \sum_{|\mathbf{v}|=n} \delta_{(\gamma_n^\phi)^{-1} \mathbf{v}}$. We derive the large deviations for the extreme positions in the following theorem.

**Theorem 2.10.** Consider a BRW with the point process $\mathcal{L} = \mathcal{L}_\phi$. There exists a measure $m^\phi_\ast \in \mathcal{M}(\mathcal{M}_0)$ such that $r_n^{\phi} \mathbb{P}(\mathbf{N}_n^{\phi} \in \cdot) \overset{\mathcal{M}_0}{\xrightarrow{\mathcal{M}_0}} m^\phi_\ast(\cdot)$ where for every $\mathbf{A} \in \mathcal{B}(\mathcal{M}_0),

$$m^\phi_\ast(\mathbf{A}) = \sum_{l=0}^{\infty} 2^{-l} \left[ (1 + \phi^\alpha) \nu_\alpha^+(\{z > 0 : 2^l \delta_z \in \mathbf{A}\}) + \nu_\alpha^+(\{z > 0 : 2^l (\delta_z + \delta_{\phi z}) \in \mathbf{A}\}) \right].$$

(2.14)

Furthermore, for $0 < x_2 < x_1$,

$$\lim_{n \to \infty} r_n^{\phi} \mathbb{P}(\{M_n^{(1)} > \gamma_n^\phi x_1\} \cap \{M_n^{(2)} > \gamma_n^\phi x_2\}) = \frac{(1 + 2\phi^\alpha)}{x_1^\alpha} + (\max(x_2, x_1/\phi))^{-\alpha}.$$  \hspace{1cm} (2.15)

and

$$\lim_{n \to \infty} r_n^{\phi} \mathbb{P}(M_n^{(1)} > \gamma_n^\phi x_1) = (1 + 2\phi^\alpha)x_1^{-\alpha}.$$  \hspace{1cm} (2.16)
Corollary 2.11 (Asymptotic full dependence). Suppose that $X_i = X_1$ for every $i \geq 1$. Then we have $\mathcal{L} = Z \delta_{X_1}$ (see page 195 in Resnick [2007]). This means that the displacements from the same parent are the same. Then it is clear that $\mathbb{P}(X \in \cdot) \in RV_\alpha(\mathbb{R}_0^N, \lambda_f)$ where $\lambda_f(\cdot) = \nu_\alpha(x : x.1_\infty \in \cdot)$ and $1_\infty$ is sequence with all elements equal to 1. If we use this fact in Theorem 2.4, then we have

$$
\lim_{n \to \infty} r_n \mathbb{P}_x(N_n \in A) = \frac{\mathbb{P}(U > 0)}{(1 - pe)} \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E} \left[ \sum_{k=1}^{\tilde{U}} \left( \mathbb{P}[Z_l > 0] \right)^k \left( \mathbb{P}[Z_l = 0] \right)^{\tilde{U} - k} \right] \nu_\alpha \left( \{ x \in \mathbb{R} : \delta_x \sum_{i=1}^{k} \tilde{Z}_l(i) \in A \} \right)
$$

(2.17)

Recall that $\mathcal{E}_x = \{ \xi \in \mathcal{M} : \xi(x, \infty) \geq 1 \}$. It will be shown in the proof of Theorem 2.5 that $\emptyset \notin \text{cl}(\mathcal{E}_x)$ and the limit measure puts zero mass on the boundary $\partial \mathcal{E}_x$. Therefore, after some algebra, we have

$$
\lim_{n \to \infty} r_n \mathbb{P}_x(M_n^{(1)} \geq \gamma_n x) = \lim_{n \to \infty} r_n \mathbb{P}_x(N_n \in \mathcal{E}_x) = \frac{q \mathbb{P}(U > 0)}{(1 - pe)x^\alpha} \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E} \left[ 1 - \left( \mathbb{P}[Z_l = 0] \right)^{\tilde{U}} \right]
$$

as $\tilde{Z}_l(i) \geq 1$ almost surely for every $l \geq 0$ and $i \geq 1$.

2.4 Discussion and open questions

The proof of Theorem 2.4 heavily uses the modern tools developed to study the large deviations of the point processes. The proof has been divided into five main steps which are (i) at the most one large displacement on a geodesic path, (ii) cutting the tree, (iii) one subtree in the forest suffices, (iv) pruning the subtree and (v) regularization. We did not change the names of the four steps from Bhattacharya et al. [2018] only because of the similarity in the modification of the genealogical structure at each of these step. The step ‘one subtree in the forest suffices’ is new where we show that the probability of the large displacements in the forest is proportional to the that of a subtree (see Propositions 3.3 and 3.4). It does not need a special mention that the principle of ‘a bunch of large displacements’ turns out to be the thread which binds these five steps together. We now mention a few open questions which are not answered in this study.

Our study depends heavily on the Kesten-Stigum condition. It would be natural to see how this picture changes when Kesten-Stigum condition is violated. For example, let us consider the case where the progeny mean may be finite but, Kesten-Stigum condition may not hold. In that case, one has to use the Seneta-Heyde scaling sequence to normalize $(Z_n : n \geq 1)$ (see Theorem 3 at page 30 in Athreya and Ney [2004]). In this case, the limit random variable $W$ does not have a finite expectation which has been used in the proof of Proposition 3.4. We have a strong belief that the whole picture might be different. Another important case would be where the progeny mean is infinite. Recently, in Ray et al. [2019], the weak limit of the extremal processes has been obtained and it is proved that the limit does not have any cluster/decoration (counter-intuitive to the predictions in Brunet and Derrida [2011]). We believe that the study of the large deviations of extreme positions in this framework will be interesting and exciting as may lead to a different limit measure.

3 Proof of Theorem 2.4

3.1 Proof of Theorem 2.4 based on auxiliary results

In view of Fact 2.1, it is enough to establish

$$
\lim_{n \to \infty} r_n \mathbb{P}_x(\mathcal{F}_{g_1,g_2,\epsilon_1,\epsilon_2}(N_n)) = \int_{\delta_0} F_{g_1,g_2,\epsilon_1,\epsilon_2}(\nu)m^*(d\nu)
$$

(3.1)

to prove Theorem 2.4. This will be achieved through the following approximation steps. Recall that $X(\nu)$ and $S(\nu)$ denote the displacement and the position respectively of the vertex $\nu$. $l(\nu)$ is used to denote the geodesic path $\overline{x} \mapsto \nu$ where $\overline{x}$ denotes the root of the genealogical tree $T$. The first proposition connects local extreme positions to the global extreme displacements.
Proposition 3.1 (At the most one large displacement can occur on a typical geodesic path). Define
\[ \bar{N}_n = \sum_{|v|=n} \sum_{u \in I(v)} \delta_{\gamma_n^{-1}X(u)}. \] (3.2)

Under the assumptions stated in Theorem 2.4, for every \( g_1, g_2 \in C_c^+(\mathbb{R}_0) \) and \( \epsilon_1, \epsilon_2 > 0 \), we have
\[ \lim_{n \to \infty} r_n \| E^* \left( F_{g_1,g_2,\epsilon_1,\epsilon_2}(\bar{N}_n) \right) - E^* \left( F_{g_1,g_2,\epsilon_1,\epsilon_2}(\bar{N}) \right) \| = 0. \] (3.3)

We then cut the tree at the \((n - \kappa)\)-th generation and create a forest. The height of each of the subtrees in the forest is at the most \( \kappa \). We use \( u \mapsto v \) to denote the geodesic path from the vertex \( u \) to its descendant \( v \) including \( u \). Define
\[ \tilde{N}_{n,\kappa} = \sum_{|v|=n} \sum_{u \in I(v) : |u-v| \leq \kappa - 1} \delta_{\gamma_n^{-1}X(u)}. \] (3.4)

Note that \( \tilde{N}_{n,\kappa} \) does not contain any information about the first \((n - \kappa)\) generations. In the next proposition, we show that the last few generations can only contain the large displacements with high probability.

Proposition 3.2 (The forest is most likely to contain the large displacements). Under the assumptions stated in Theorem 2.4, for every \( g_1, g_2 \in C_c^+(\mathbb{R}_0) \) and \( \epsilon_1, \epsilon_2 > 0 \), we have
\[ \lim_{n \to \infty} \limsup_{\kappa \to \infty} \tilde{N}_{n,\kappa} \| E^* \left[ F_{g_1,g_2,\epsilon_1,\epsilon_2}(\tilde{N}) - F_{g_1,g_2,\epsilon_1,\epsilon_2}(\tilde{N}_{n,\kappa}) \right] \| = 0. \] (3.5)

Recall that \( D_i \) denotes the collection of vertices in the \( i \)-th generation and \( |Z_i| \) denotes the cardinality of \( D_i \) for every \( i \geq 0 \). The forest will be denoted by \( (T_\kappa^{(i)} : 1 \leq i \leq Z_{n-\kappa}) \) using the lexicographic order of the Ulam-Harris labels of the vertices in \( D_{n-\kappa} \). Note that the displacement of the root of each of the subtrees in the forest is zero according to our convention. Let \( w_i \) denote the root of the subtree \( T_\kappa^{(i)} \) for \( 1 \leq i \leq Z_{n-\kappa} \). These notations lead to
\[ \tilde{N}_{n,\kappa} = \sum_{i=1}^{Z_{n-\kappa}} \sum_{u \in T_\kappa^{(i)} \setminus \{w_i\}} A(u) \delta_{\gamma_n^{-1}X(u)} \] (3.6)

where \( A(u) \) denotes the number of descendants of the vertex \( u \) in the \( \kappa \)-th generation of the tree \( T_\kappa^{(i)} \). If the \( \kappa \)-th generation of the subtree \( T_\kappa^{(i)} \) is empty (due to leaves), then we define \( A(u) = 0 \) for all \( u \in T_\kappa^{(i)} \).

One subtree with large displacement is responsible for the large deviations. We shall now show that at the most one of the subtrees contain the large displacement with high probability. So, it is enough to study large displacements in this tree and count their descendants with special care. This is the most important observation and very specific for the large deviations. The proof heavily relies on the fact that the forest contains i.i.d. subtrees.

Define \( \varphi = \min(\varphi_1, \varphi_2) \) where \( \varphi_j \)'s are chosen in such a fashion that \( \text{support}(g_j) = \{ |x| : g_j(x) > 0 \} \subset (\varphi_j, \infty) \) for \( j = 1, 2 \). Define the event
\[ H_n^{(i)} := \left\{ \sum_{u \in T_\kappa^{(i)} \setminus \{w_i\}} \delta_{\gamma_n^{-1}X(u)}(\varphi/2, \infty) \geq 1 \right\} \text{ for every } i \in [1 : Z_{n-\kappa}], \] (3.7)

Define another event
\[ Q_n^{(i)} := \bigcup_{i=1}^{Z_{n-\kappa}} \left\{ H_n^{(i)} \cap \bigcap_{i' \in [1 : Z_{n-\kappa}] \setminus \{i\}} (H_n^{(i')})^c \right\} \] (3.8)

which denotes that exactly one subtree can contain the large displacements. Finally, we define the events
\[ Q_n^{(0)} = \bigcap_{i \in [1 : Z_{n-\kappa}]} (H_n^{(i)})^c \text{ and } Q_n^{(2)} = (Q_n^{(0)} \cup Q_n^{(1)})^c. \] (3.9)
Lemma 3.3 (Large displacements are most likely to occur in at most one of the subtrees). Under the assumptions stated in Theorem 2.4, for every $\kappa \geq 1$, we have $\lim_{n \to \infty} r_n \mathbb{P}^*(Q_n^{(2)}) = 0$.

For every $i \in [1 : Z_{n-\kappa}]$, define

$$\tilde{N}_{n,\kappa}^{(i)} = \sum_{u \in T_n^{(i)}} A(u) \delta_{\gamma_n-1}X(u).$$

(3.10)

It is then clear that the point process $\tilde{N}_{n,\kappa}$ is superposition of the i.i.d. point processes attached to the forest $(T_n^{(i)} : i \in [1 : Z_{n-\kappa}])$. Additionally, it can be shown that the point process associated to each of the subtrees have regularly varying tail using $M_0$ convergence on the space $M(A_0)$. Therefore, it is natural to guess that at most one of them contain a bunch of the large displacements with high probability. We can call this phenomenon as “principle of a point process with large atoms” and implies that it is sufficient to study the large deviations of the point process associated with a typical subtree and simplifies our analysis.

Proposition 3.4 (One subtree with large displacements suffices). Under the assumptions stated in Theorem 2.4, for every $\kappa \geq 1$ and $\varrho \geq 1$, we have

$$\lim_{n \to \infty} r_n \mathbb{E}^*\left(F_{g_1,g_2,\ell_1,\ell_2} [\tilde{N}_{n,\kappa}]\right) = \mu^{-\kappa}(1 - p_\kappa)^{-1}.$$ 

(3.11)

In the next step, we shall prune the subtree $T_n^{(1)}$. Let $\varrho$ be a large integer satisfying $\mathbb{E}(Z_1 \wedge \varrho) > 1$. Then we start form the root and modify the descendants of each vertex $v \in T_n^{(1)}$, by keeping the first $\varrho$ children (honoring the lexicographic order of their Ulam-Harris labels) and deleting the others with their line of descendants. The pruned version of the subtree will be denoted by $T_n^{(1)}$. Define

$$\tilde{N}_{n,\kappa,\varrho}^{(1)} = \sum_{u \in \tilde{T}_n^{(1)} \setminus \{1\}} A^{(\varrho)}(u) \delta_{\gamma_n-1}X(u).$$

(3.12)

where $A^{(\varrho)}(u)$ denotes the number of displacements of $u$ in the $\kappa$-th generation of $T_n^{(1)}$.

Proposition 3.5 (The pruned subtree contains the large displacement with high probability). If the assumptions in Theorem 2.4 holds, then for every $\kappa \geq 1$, we have

$$\lim_{\varrho \to \infty} \lim_{n \to \infty} \mathbb{E}(Z_1 \wedge \varrho)^{-1} \mathbb{E}\left|F_{g_1,g_2,\ell_1,\ell_2}(\tilde{N}_{n,\kappa}^{(1)}) - F_{g_1,g_2,\ell_1,\ell_2}(\tilde{N}_{n,\kappa,\varrho}^{(1)})\right| = 0.$$ 

(3.13)

In the step ‘regularization’, we make the subtree $T_n^{(1)}$ regular by adding necessary child/children to a vertex if it has less than $\varrho$ children. The regularized version of $T_n^{(1)}$ will be denoted by $\tilde{T}_n^{(1)}$. If $u \in \tilde{T}_n^{(1)} \setminus T_n^{(1)}$, then we define $A^{(\varrho)}(u) = 0$. We also attach new displacement $X'(u)$ to each vertex $u \in \tilde{T}_n^{(1)}$ such that the displacements of $(X'(u,i)) : i \in [1 : \varrho)$ is an independent copy of the random vector $X_{1,\varrho} = (X_i : i \in [1 : \varrho])$. It then follows that

$$\tilde{N}_{n,\kappa,\varrho}^{(1)} = \sum_{u \in \tilde{T}_n^{(1)} \setminus \{1\}} A^{(\varrho)}(u) \delta_{\gamma_n-1}X'(u).$$

(3.14)

We denote the point processes in the right hand side by $\tilde{N}_{n,\kappa,\varrho}^{(1)}$ with a slight abuse of notation. In the following proposition, we derive and identify explicitly the limit of $\mathbb{E}(F_{g_1,g_2,\ell_1,\ell_2}(\tilde{N}_{n,\kappa,\varrho}^{(1)}))/\mathbb{P}(|X_1| > \gamma_n)$ which completes the proof of Theorem 2.4.

Proposition 3.6 (Emergence of the limit measure $m^*$). If the assumptions in Theorem 2.4 hold, then we have

$$\lim_{\varrho \to \infty} \lim_{n \to \infty} \mathbb{E}\left(F_{g_1,g_2,\ell_1,\ell_2}(\tilde{N}_{n,\kappa,\varrho}^{(1)})\right) = (1 - p_\kappa) \int F_{g_1,g_2,\ell_1,\ell_2}(\nu)m^*(d\nu).$$ 

(3.15)
4 Proofs of the auxiliary results

4.1 Proof of Proposition 3.1

We shall first show that there could be at the most one large displacement on a typical geodesic path by establishing

$$\lim_{n \to \infty} r_n \mathbb{P}^x(G_n^c) = 0 \text{ where } G_n = \left( \bigcup_{|\nu| = n} \left\{ \sum_{u \in \nu} \delta_{|X(u)|}(|\gamma_n n^{-3}, \infty) \geq 2 \right\} \right)^c. \tag{4.1}$$

Then consider two measures $\xi_1$ and $\xi_2$ living on the space $\mathbb{R}_0$. It follows from basic algebra and the inequality $|e^{-x} - e^{-y}| \leq |x - y|$ for all $x, y > 0$ that

$$|F_{g_1, g_2, \epsilon_1, \epsilon_2}(\xi_1) - F_{g_1, g_2, \epsilon_1, \epsilon_2}(\xi_2)| \leq 2 \wedge \left[ 2 \sum_{i=1}^2 |\xi_1(g_i) - \xi_2(g_i)| \right]. \tag{4.2}$$

This inequality combined with the claim in (4.1) implies that

$$r_n \mathbb{E}^x\left[ |F_{g_1, g_2, \epsilon_1, \epsilon_2}(\tilde{N}_n) - F_{g_1, g_2, \epsilon_1, \epsilon_2}(N_n)| \mathbb{I}(G_n) \right] = o(1).$$

If we use the inequality in (4.2) for the point processes $\tilde{N}_n$ and $N_n$ on the event $G_n$, then the claim of the proposition reduces to

$$\lim_{n \to \infty} \sup_{g} r_n \mathbb{E}^x\left[ |\tilde{N}_n(g) - N_n(g)| \mathbb{I}(G_n) \right] = 0 \tag{4.3}$$

for every $g \in C^1_{\text{loc}}(\mathbb{R}_0)$.

**Proof of (4.3).** As the probability of survival is positive, replacing $\mathbb{E}$ by $\mathbb{E}^x$ will not affect the asymptotics of the conditional expectation in (4.3). Let $\hat{\varphi} > 0$ be chosen in such a way that $\inf\{|x| : g(x) > 0\} \subset (\hat{\varphi}, \infty)$ and $T(\nu)$ be the maximum of the absolute values of the displacements on the path $l(\nu)$ when $\nu \in D_n$. On the event $\{\max_{|\nu| = n} T(\nu) < \gamma_n \hat{\varphi}/2\} \cap G_n$, it follows that $\tilde{N}_n(g) = 0$ almost surely for large enough $n$. On the same event, it also follows that $|S(\nu) - T(\nu)| \leq \gamma_n n^{-2}$ for every $n \geq 1$ which implies that $N_n(g) = \sum_{|\nu| = n} g(\gamma_n^{-1} S(\nu)) = 0$ almost surely for large enough $n$. For large enough $n$, we then have the following almost sure upper bound for the random variable inside expectation in (4.3)

$$\sum_{|\nu| = n} \left| g(\gamma_n^{-1} S(\nu)) - g(\gamma_n^{-1} T(\nu)) \right| \mathbb{I}\left( \{\max_{|\nu| = n} T(\nu) > \gamma_n \hat{\varphi}/2\} \cap G_n \right). \tag{4.4}$$

As $g$ is bounded and continuous, $g$ is uniformly continuous on the compact set $\{x \in \mathbb{R} : |x| \geq \hat{\varphi}\}$ and let $\|g\|$ denote the modulus of uniform continuity of the function $g$. This fact yields the following almost sure upper bound for (4.4)

$$\|g\| \gamma_n^{-1} \sum_{|\nu| = n} |S(\nu) - T(\nu)| \mathbb{I}\left( \{\max_{|\nu| = n} T(\nu) > \gamma_n \hat{\varphi}/2\} \cap G_n \right)$$

$$= \|g\| n Z_n \mathbb{I}\left( \{\max_{|\nu| = n} T(\nu) > \gamma_n \hat{\varphi}/2\} \cap G_n \right) \leq \|g\| n^{-2} Z_n \mathbb{I}\left( \{\max_{|\nu| = n} T(\nu) > \gamma_n \hat{\varphi}/2\} \right). \tag{4.5}$$

Observe now that $T(\nu) \equiv d \max_{1 \leq i \leq n} |X_1^{(i)}|$ for every $\nu \in D_n$ where $(X_1^{(i)} : i \geq 1)$ are independent copies of the random variable $X_1$ using the fact that the displacements on a path are i.i.d. Then the union bound for $T(\nu)$ in (4.5) combined with the independence of branching mechanism and displacements, yields

$$r_n \mathbb{E}\left[ |\tilde{N}_n(g) - N_n(g)| \right] \leq \|g\| n^{-2} \mathbb{P}\left( |X_1| > \gamma_n \hat{\varphi}/2 \right)/\mathbb{P}(X_1 > \gamma_n) = o(1). \tag{4.6}$$

So the proof is complete.
Proof of (4.1). As the probability of survival is positive, we can replace $\mathbb{P}^*$ by $\mathbb{P}$ in (4.1) without affecting its asymptotic behavior. Let $(X_1^{(i)} : i \geq 1)$ be a collection of i.i.d. copies of the random variable $X_1$. Using union bound for the event $G_n$ combined with the independence between branching mechanism and displacements, and $\sum_{u \in \mathcal{I}(v)} \delta_{\gamma_n^{-1}|X(u)|} = \frac{d}{\sum_{|v|=n} \delta_{\gamma_n^{-1}|X_1^{(i)}|}}$ for every $v \in D_n$; we get following upper bound for $\mathbb{P}(G_n)$

$$\mu^n \mathbb{P}(\sum_{i=1}^n \delta_{\gamma_n^{-1}|X_1^{(i)}|}(n^{-3}, \infty) \geq 2) \sim C_1 \mu^n n^2 \mathbb{P}(|X_1| > \gamma_n n^{-3})$$

(4.7)

where $C_1$ is some positive constant. For the derivation of the asymptotic order of the probability in the left hand side of (4.7), we have used the fact that $\mathbb{P}(\mathbb{B}_n \geq 2) = O(n^2 p_n^2)$ where $\mathbb{B}_n$ is Binomial$(n, p_n)$ with $np_n = O(1)$. The upper bound obtained in (4.7) leads to the following upper bound for $r_n \mathbb{P}(G_n)$

$$C_1 \left[ n^2 \mathbb{P}(|X_1| > \gamma_n) \right] \left[ \frac{\mathbb{P}(|X_1| > \gamma_n n^{-3} \gamma_n/2)}{\mathbb{P}(|X_1| > \gamma_n)} \right]^2 \mathbb{P}$$

(4.8)

The ratio can be dealt with the help of Potter’s bound (see Proposition 0.8(ii) in Resnick [1987]) as $n^{-3} \gamma_n \rightarrow \infty$. Fix an $\eta \in (0, 1)$. Then Potter’s bound implies that the ratio is of order $O(n^{3(\alpha+\eta)})$. As the probability in the first term of (4.8) is decaying exponentially first, the expression converges to zero as $n \rightarrow \infty$ and the proof is complete.

4.2 Proof of Proposition 3.2

Fix $\theta > 0$. Define

$$R_{n, \kappa}(\theta) = \left\{ \sum_{|u| \leq n-\kappa} \delta_{\gamma_n^{-1}|X(u)|}(\theta, \infty) \geq 1 \right\}.$$  

(4.9)

Our first claim is that for every $\theta > 0$,

$$\lim_{\kappa \rightarrow \infty} \limsup_{n \rightarrow \infty} r_n \mathbb{P}^*[R_{n, \kappa}(\theta)] = 0.$$  

(4.10)

Recall that $\varphi_i = \inf\{|x| : g_i(x) > 0\}$ for $i = 1, 2$ and $\varphi = \delta_1 \wedge \delta_2$. Then putting $\theta = \varphi/2$, we get $\mathbb{E}^*[F_{\varphi_1, \varphi_2, \epsilon_1, \epsilon_2}(N_n) \mathbb{1}\{R_{n, \kappa}(\varphi/2)\}] = \mathbb{E}^*[F_{\varphi_1, \varphi_2, \epsilon_1, \epsilon_2}(N_{n, \kappa})]$. Hence, the proof of the proposition is completed assuming (4.10).

Proof of (4.10). As the probability of survival is positive, we can replace $\mathbb{P}^*$ by $\mathbb{P}$ without harming its rate of decay. Note that $\sum_{|u| \leq n-\kappa} \delta_{X(u)} = \sum_{|u| \leq n-\kappa-1} \mathcal{L}_u$ where $\mathcal{L}_u = \sum_{i=1}^{Z(u)} \delta_{X_1(u)}$ is the independent copy of the point process $\mathcal{Z}$ produced by $u$. It is clear that

$$R_{n, \kappa}(\theta) = \left\{ \sum_{|u| \leq n-\kappa-1} \mathcal{L}_u \left( \{\gamma_n x : |x| > \theta\} \right) \geq 1 \right\} \cup \bigcup_{|u| \leq n-\kappa-1} \{X_1(u) > \gamma_n \theta \}.$$  

Recall that the displacements are identically distributed and independent of the branching mechanism. So union bound yields the following upper bound

$$r_n \mathbb{E}(Z_1 + Z_2 + \ldots + Z_{n-\kappa}) \mathbb{P}(|X_1| > \gamma_n \theta) \leq \mu \frac{\mu - 1}{\mu - 1} \mathbb{P}(|X_1| > \gamma_n \theta) \mathbb{P}(|X_1| > \gamma_n).$$  

The ratio of the probabilities converges to $\theta^{-\alpha}$ because of (1.2) when $n \rightarrow \infty$ and (4.10) follows immediately if we let $\kappa \rightarrow \infty$. This completes the proof.
4.3 Proof of Lemma 3.3

Recall the definitions of $Q_n^{(0)}$, $Q_n^{(1)}$ and $Q_n^{(2)}$ from (3.8) and (3.9). It follows that $\mathbb{P}(Q_n^{(2)}) = 1 - \mathbb{P}(Q_n^{(0)}) - \mathbb{P}(Q_n^{(1)})$. Define

$$\overline{N}_{n,n}^{(j)} = \sum_{u \in T_k^j \setminus \{w_j\}} \delta_{\gamma_{u-1}^1 \mid X(\omega)}$$

where $\omega_j$ is the root of the subtree $T_k^j$ for every $j = 1, 2, \ldots, Z_n - \kappa$. It follows from the assumptions that $\overline{N}_{n,n}$ is the superposition of i.i.d. point processes $(\overline{N}_{n,n}^{(j)} : j \in [1 : Z_n - \kappa])$ conditioned on $Z_n - \kappa$. We use these observations together combined with the inequality $1 - x^n \leq n(1 - x)$ for all $x \in (0,1)$ and $n \geq 1$ to obtain the following upper bound for $\mathbb{P}(Q_n^{(2)})$

$$\mathbb{E}\left[1 - \left(\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) = 0)\right)^{Z_n - \kappa} - Z_n - \kappa \mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\left(\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) = 0)\right)^{Z_n - \kappa - 1}\right]$$

$$\leq \mathbb{E}\left[Z_n - \kappa \mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\left[1 - \left(\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) = 0)\right)^{Z_n - \kappa - 1}\right]\right].$$

(4.11)

To study the asymptotic order of the expectation, we shall truncate $Z_n - \kappa / \mu^n - \kappa$. Fix a large positive integer $K$. If we use the inequality $1 - x^n \leq n(1 - x)$ for all $x \in (0,1)$ and $n \geq 1$, then we get the following upper bound for $\mathbb{P}(Q_n^{(2)})$ continued from (4.11)

$$\mathbb{E}\left[Z_n - \kappa \mathbb{1}(Z_n - \kappa > K \mu^n - \kappa)\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\left[1 - \left(\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) = 0)\right)^{Z_n - \kappa - 1}\right]\right]$$

$$+ \mathbb{E}\left[Z_n - \kappa \mathbb{1}(Z_n - \kappa \leq K \mu^n - \kappa)\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\left[1 - \left(\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) = 0)\right)^{Z_n - \kappa - 1}\right]\right]$$

$$\leq \mu^{2n-2\kappa} \mathbb{E}\left[W_{n-\kappa}^2 \mathbb{1}(W_{n-\kappa} \leq K)\left[\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\right]\right]$$

$$+ \mu^{-\kappa} \mathbb{E}\left[W_{n-\kappa}^2 \mathbb{1}(W_{n-\kappa} > K)\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)\right] =: I_n^{(1)} + I_n^{(2)}$$

(4.12)

where $W_{n-\kappa} = Z_n - \kappa / \mu^n - \kappa$. The proof of the lemma would be complete if we establish

$$\lim_{n \to \infty} \sup_{K \to \infty} r_n I_n^{(1)} = 0$$

(4.13)

and

$$\lim_{n \to \infty} \sup_{K \to \infty} r_n I_n^{(2)} = 0.$$

(4.14)

Proof of (4.13). We shall use the union bound combined with the fact that the displacements are independent of the branching mechanism to see that $\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1) \leq \mu^{\kappa}(\mu - 1)^{-1}\mathbb{P}(X_1 > \gamma_n \varphi/2)$. This observation yields the following upper bound for $r_n I_n^{(1)}$

$$0 \leq \mu^n \mathbb{P}(X_1 > \gamma_n) \frac{\mu^2 (\mu - 1)^{-2}}{\left[\mathbb{P}(X_1 > \gamma_n \varphi/2)\right]^2}.$$

(4.15)

The second term in the upper bound is finite and the ratio in the third term converges to $(\varphi/2)^{-\alpha}$ due to assumption (1.2). The first term converges to zero by the choice of $\gamma_n$ in (1.5). Therefore, the proof is complete.

Proof of (4.14). The union bound for $\mathbb{P}(\overline{N}_{n,n}^{(1)}(\varphi/2, \infty) \geq 1)$ to get following upper bound for $r_n I_n^{(2)}$

$$(\mu - 1)^{-1} \left(\sup_{K \geq 1} \mathbb{E}[W_k \mathbb{1}(W_k > K)]\right) \mathbb{P}(X_1 > \gamma_n \varphi/2) \mathbb{P}(X_1 > \gamma_n).$$

(4.16)

The ratio of the probabilities converges to $(\varphi/2)^{-\alpha}$ as $n \to \infty$. The second term converges to zero if we let $K \to \infty$ as $(W_k : k \geq 1)$ is a sequence of uniformly integrable random variables under Kesten-Stigum condition.
4.4 Proof of Proposition 3.4

It is immediate that \( F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k}) = 0 \) almost surely on the event \( Q_n^{(0)} \). This observation yields \( \mathbb{E}^*(F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})) = \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(1)})] + \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(2)})] \). The proposition follows from the following two claims

\[
\lim_{n \to \infty} \frac{r_n \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(1)})]}{\mathbb{E}[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})]/\mathbb{P}(|X_1| > \gamma_n)} = (1 - p_e)^{-1} \mu^{-k} \quad (4.17)
\]

and

\[
\limsup_{n \to \infty} \frac{r_n \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(2)})]}{\mathbb{E}[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})]/\mathbb{P}(|X_1| > \gamma_n)} = 0. \quad (4.18)
\]

Note that (4.18) follows from Lemma 3.3 realizing \( F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k}) \leq 1 \) almost surely. The claim in (4.17) follows from

\[
\limsup_{n \to \infty} r_n \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(1)})] - \mathbb{E}[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}[Z_{n-k} > 0]\mathbb{1}(Q_n^{(1)})] = 0 \quad (4.19)
\]

and

\[
\lim_{n \to \infty} \frac{r_n \mathbb{E}^*[F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k})\mathbb{1}(Q_n^{(1)})]}{\mu^{-k}} = 1. \quad (4.20)
\]

4.4.1 Proof of (4.19)

Define \( \mathcal{S}_{n-k} \) to be the event that at least one of the subtrees in the forest \( (T_n^{(j)} : 1 \leq j \leq Z_{n-k}) \) is infinite (never extinets). Realizing the fact that \( \mathbb{P}^* \) is the conditional version of \( \mathbb{P} \), we can connect them via Radon-Nikodym derivative which is as follows

\[
d\mathbb{P}^* = \frac{1}{\mathbb{P}(\mathcal{S})} \mathbb{1}(Z_{n-k} > 0) \mathbb{1}(\mathcal{S}_{n-k}).
\]

This observation combined with the facts that \( \mathbb{P}(\mathcal{S}) = (1 - p_e) \) and \( F_{g_1,g_2,e_1,e_2}(\tilde{N}_{n,k}^{(1)}) \leq 1 \) almost surely, yields the following upper bound for the absolute difference of expectations in (4.19)

\[
(1 - p_e)^{-1} r_n \mathbb{E}^*[\mathbb{1}(Z_{n-k} > 0) \mathbb{1}(\mathcal{S}_{n-k}^{c}) \mathbb{1}(Q_n^{(1)})]. \quad (4.21)
\]

Let \( U_j = \{ T_n^{(j)} \text{ becomes extinct } \} \). Then \( \mathcal{S}_{n-k}^{c} = \cap_{j=1}^{Z_{n-k}} U_j \). Note that \( Q_n^{(1)} \) and \( \mathcal{S}_{n-k}^{c} \) depends on \( Z_{n-k} \). So, we shall first condition on \( Z_{n-k} \) and then compute an average with respect to the law of \( Z_{n-k} \). The union bound for the event \( Q_n^{(1)} = \bigcup_{j=1}^{Z_{n-k}} (\mathcal{N}_{n,k}^{(j)}(\varphi/2, \infty) \geq 1) \) yields the following upper bound for the expression in (4.21)

\[
r_n \mathbb{E}^* \left[ \mathbb{1}(Z_{n-k} > 0) \sum_{j=1}^{Z_{n-k}} \mathbb{E}(\mathbb{1}(\mathcal{N}_{n,k}^{(j)}(\varphi/2, \infty) \geq 1) \prod_{j'=1}^{Z_{n-k}} \mathbb{1}(U_{j'}) | Z_{n-k}) \right] 
\]

\[
\leq r_n \mathbb{E}^* \left[ \mathbb{1}(Z_{n-k} > 0) \mathbb{1}(Z_{n-k} \leq p_e^{Z_{n-k}}) \mathbb{P}(\mathcal{N}_{n,k}^{(1)}(\varphi/2, \infty) \geq 1) \right] \quad (4.22)
\]

ignoring the constant \((1 - p_e)^{-1}\) for obvious reasons. To obtain the last inequality, we have used the facts that \( \mathcal{N}_{n,k}^{(j)} \) and \( (U_{j'} : j' \in [1 : Z_{n-k}] \setminus \{ j \}) \) are independent and also identically distributed over \( j \in [1 : Z_{n-k}] \). The union bound yields \( \mathbb{P}(\mathcal{N}_{n,k}^{(1)}(\varphi/2, \infty) \geq 1) \leq (\mu - 1)^{-1} \mu^{k+1} \mathbb{P}(|X_1| > \gamma_n \varphi/2) \). This observation leads to the following upper bound of (4.22)

\[
[(\mu - 1)^{-1} \mu] \frac{\mathbb{P}(|X_1| > \gamma_n \varphi/2)}{\mathbb{P}(|X_1| > \gamma_n)} \mathbb{E} \left[ \mathbb{1}(Z_{n-k} > 0) W_{n-k} p_e^{Z_{n-k}} \right] \quad (4.23)
\]

where \( W_k = \mu^{-k} Z_k \) for all \( k \geq 1 \). The second term converges to \((\varphi/2)^{-\alpha} \). The term inside the expectation is bounded almost surely by \( \sup_{k \geq 1} W_k \) which has finite expectation due to Kesten-Stigum condition (1.2). So we are allowed to apply dominated convergence theorem if the almost sure limit is determined. It follows that \( \mathbb{1}(Z_{n-k} > 0) \xrightarrow{a.s.} \mathbb{1}(\mathcal{S}) \) and \( Z_{n-k} \xrightarrow{a.s.} \infty \) on the event \( \mathcal{S} \) which imply that \( p_e^{Z_{n-k}} \xrightarrow{a.s.} 0 \) on \( \mathcal{S} \). Therefore, the proof follows.
4.4.2 Proof of (4.20)

Note that the events \( \{ H_n^{(j)} \cap \{ \tau = 1, t \neq j \} (H_n^{(i)}) : j \in [1 : \tau = n] \} \) are mutually disjoint events. Recall that \( \tilde{N}_{n,\kappa}(g) = \sum_{j=1}^{\tau = n} \tilde{N}_{n,\kappa}^{(j)}(g) \) almost surely and \( (\varphi, \infty) \subset \text{support}(g_1) \cap \text{support}(g_2) \). Then it follows that \( F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}) = F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \) on the event \( H_n^{(j)} \cap \{ \tau = n \} \). These facts together yield following expression for \( \mathbb{E} \left[ F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}) \mathbb{1}(Z_{n,\kappa} > 0) \mathbb{1}(Q_n^{(1)}) \right] \)

\[
\mathbb{E} \left[ \mathbb{1}(Z_{n,\kappa} > 0) \sum_{j=1}^{Z_{n,\kappa}} \mathbb{E} \left[ F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \mathbb{1}(H_n^{(j)}) \prod_{t=1, t \neq j}^{Z_{n,\kappa}} \mathbb{1}(H_n^{(t)})^c \right] \left| Z_{n,\kappa} \right] \right] = \mathbb{E} \left[ \mathbb{1}(Z_{n,\kappa} > 0) Z_{n,\kappa} \mathbb{E} \left[ F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \prod_{t=2}^{Z_{n,\kappa}} \mathbb{1}(H_n^{(t)})^c \right] \left| Z_{n,\kappa} \right] \right] 
\]

\[ (4.24) \]

as \( F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \mathbb{1}(H_n^{(j)}) = F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \) almost surely and \( \left( F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}), \prod_{t=1, t \neq j}^{Z_{n,\kappa}} \mathbb{1}(H_n^{(t)})^c : j \in [1 : \tau = n] \right) \) are i.i.d. conditioned on \( Z_{n,\kappa} \). Our next observation is that \( \tilde{N}_{n,\kappa}^{(1)} \), \( \prod_{j=2}^{Z_{n,\kappa}} \mathbb{1}(H_n^{(j)})^c \) are independent conditioned on \( Z_{n,\kappa} \). These observations suggest the following expression for the right hand side of (4.24)

\[
\mathbb{E} \left[ F_{g_1, g_2, \tau_1, \tau_2}(\tilde{N}_{n,\kappa}^{(j)}) \right] \mathbb{E} \left[ \mathbb{1}(Z_{n,\kappa} > 0) Z_{n,\kappa} \mathbb{E} \left[ (H_n^{(1)})^c \right] Z_{n,\kappa}^{-1} \right] 
\]

\[ (4.25) \]

as \( \mathbb{1}(H_n^{(1)}) : t \in [1 : \text{D}_{n,\kappa}] \) are i.i.d. conditioned on \( \text{D}_{n,\kappa} \) and \( H_n^{(1)} \) is independent of \( \text{D}_{n,\kappa} \) for every fixed \( t \). In the light of the expression (4.25) obtained for the expectation in the numerator of (4.20), the claim in (4.20) reduces to

\[
\lim_{n \to \infty} \mathbb{E} \left[ \mathbb{1}(Z_{n,\kappa} > 0) W_{n,\kappa} (1 - \mathbb{P}(|X| > \gamma_n)) Z_{n,\kappa}^{-1} \right] = 1. 
\]

\[ (4.26) \]

**Lemma 4.1.** If the assumptions of Proposition 3.4 hold, then \( [1 - \mathbb{P}(H_n^{(1)})]^{Z_{n,\kappa}} \xrightarrow{a.s.} 1 \).

In view of the above lemma, we can see that the random variables inside expectation in (4.26) converges almost surely to \( \mathbb{1}(S)W \) and \( \mathbb{E}(\mathbb{1}(S)W) = \mathbb{E}(W) = 1 \). The dominated convergence theorem allows the exchange of limit and expectation as \( \mathbb{1}(Z_{n,\kappa} > 0) W_{n,\kappa} (1 - \mathbb{P}(H_n^{(1)})^{-1} Z_{n,\kappa} \leq \sup_{k \geq 1} W_k \) which has finite expectation (thanks to Kesten-Stigum condition (1.2)). Thus, the proof of (4.20) is complete.

**Proof of Lemma 4.1.** To prove the lemma, it is enough to show that

\[
\lim_{n \to \infty} \mathbb{1}(Z_{n,\kappa} > 0) W_{n,\kappa} (1 - \mathbb{P}(H_n^{(1)})^{-1} Z_{n,\kappa}) = 0 
\]

\[ (4.27) \]

almost surely. If we use the inequality \( 1 - x^n \leq n(1-x) \) for all \( n \geq 1 \) and \( x \in (0, 1) \), then it follows that the left hand side of (4.27) can be almost surely bounded from above by \( Z_{n,\kappa} \mathbb{P}((\tilde{N}_{n,\kappa}^{(1)} / \varphi / 2, \infty) \geq 1) \). The union bound can be used to bound the probability \( \mathbb{P}((\tilde{N}_{n,\kappa}^{(1)} / \varphi / 2, \infty) \geq 1) \) and it leads to the following almost sure upper bound for the left hand side of (4.27)

\[
\left[ \mu^n \mathbb{P}(|X| > \gamma_n) \right] W_{n,\kappa} \left[ \frac{\mathbb{P}(|X| > \gamma_n \varphi / 2)}{\mathbb{P}(|X| > \gamma_n)} (\mu / (\mu - 1)) \right] 
\]

\[ (4.28) \]

In the above-mentioned upper bound, the first term converges to zero due to the choice of \( \gamma_n \) given in (1.5). The other terms are almost surely bounded and so, the proof is complete.

4.5 Proof of Proposition 3.5

Using the inequality \( (4.2) \), the proposition reduces to the following claim

\[
\lim_{\varphi \to \infty} \lim_{n \to \infty} \mathbb{P}(|X| > \gamma_n)^{-1} \mathbb{E} \left[ \tilde{N}_{n,\kappa}^{(1)}(g) - \tilde{N}_{n,\kappa,\varphi}(g) \right] = 0 \text{ for all } g \in C_c^+(\mathbb{R}_0). 
\]

\[ (4.29) \]

To prove this claim, we shall use assistance of another intermediate point process and we shall construct this here using the following rewarding scheme.
4.5.1 Contraction of the marked subtree.

We start with the root of the subtree $T_\kappa^{(1)}$ and reward it with zero $\varnothing$. Let us consider a particle in the $i$-th generation which is rewarded with $j \varnothing$. Its first $g$ children (according to the lexicographic order of their Ulam-Harris labels) are awarded with the $(j + 1) \varnothing$. If the particle has $l(> g)$ children, then we assign to each of the left $(l - g)$ child/children with $j \varnothing$ as reward. This scheme will be followed until each particle in the $\kappa$-th generation is rewarded. The resultant subtree will be referred to as the marked subtree and will be denoted by $T_\kappa^{(\kappa,1)}$. Note that the vertices in $T_\kappa^{(1)}$ is same as that of $T_\kappa^{(\kappa,1)}$ (ignoring their rewards) and the set of all vertices in the $i$-th generation of $T_\kappa^{(\kappa,1)}$ are denoted by $D_i^{(1)}$.

For every $u \in D_i^{(1)}$ rewarded with $l \varnothing$, we define $A^{(\varnothing)}(u)$ to be the number of descendants in the $\kappa$-th generation of $u$ which are rewarded with $(\kappa - i + l) \varnothing$ for $l \in [0 : i]$. The following is the most important observation for us:

If $u \in D_i^{(1)}$ is rewarded with $i \varnothing$, then $u \in T_i^{(1)}$ (pruned version of $T_i^{(1)}$) and it has $A^{(\varnothing)}(u)$ descendants in the $\kappa$-th generation of $T_\kappa^{(1)}$.

Define

$$N_{n,\kappa,\varnothing}^{(s,1)} = \sum_{u \in T_\kappa^{(s,1)} \setminus \{r_1\}} A^{(\varnothing)}(u) \delta_{\gamma_n^{-1} X(u)},$$

Then the claim in (4.29) follows if, for every $g \in C_i^+(\mathbb{R}_0)$, we can show

$$\lim_{\varrho \to \infty} \lim_{n \to \infty} \sup_{n,\kappa,\varnothing} \left[ \mathbb{P}(|X_1| > \gamma_n) \right] \left| \mathbb{E}\left[ N_{n,\kappa,\varnothing}^{(s,1)}(g) - N_{n,\kappa,\varnothing}^{(s,1)}(\varnothing) \right] \right| = 0$$

$$\text{and} \lim_{\varrho \to \infty} \lim_{n \to \infty} \sup_{n,\kappa,\varnothing} \left[ \mathbb{P}(|X_1| > \gamma_n) \right] \left| \mathbb{E}\left[ N_{n,\kappa,\varnothing}^{(s,1)}(g) - \hat{N}_{n,\kappa,\varnothing}^{(1)}(g) \right] \right| = 0. \quad (4.33)$$

4.5.2 Proof of (4.32)

Let $\varphi_0 > 0$ be such that \text{sup}($g$) $\subset \{x : |x| > \varphi_0\}$ and define $\|g\| = \text{sup}_x |g(x)|$. Let $(Z_i^{(0)} : i \geq 0)$ denote the sizes of the generations of the branching process with progeny distribution $Z_i^{(0)} \overset{d}{=} Z_1 \wedge g$. Note that $(A^{(\varnothing)}(u) : u \in D_i^{(1)})$ are independent copies of $Z_{\kappa-i}^{(0)}$ for every $i \geq 1$. As $A^{(\varnothing)}(u) \leq A(u)$ almost surely for every $u \in T_i^{(1)}$, we have following upper bound for the expectation of the absolute difference in (4.32)

$$\|g\| \sum_{i=1}^{\kappa} \mathbb{E}\left[ \sum_{u \in D_i^{(1)}} [A(u) - A^{(\varnothing)}(u)] \mathbb{1}(|X(u)| > \gamma_n \varphi_0) \right]$$

$$= \|g\| \mathbb{P}(|X_1| > \gamma_n \varphi_0) \sum_{i=1}^{\kappa} \mathbb{E}\left[ (D_i^{(1)}) \mathbb{E}[Z_{\kappa-i}^{(0)} - Z_{\kappa-i}^{(0)}] \right]. \quad (4.34)$$

For the last equality, we have used the independence of the branching mechanism and the identically distributed displacements. Additionally, we used the subtrees of $T_\kappa^{(1)}$ which are rooted at $D_i^{(1)}$ are i.i.d. and independent of $D_i^{(1)}$. If we use this observation in (4.34), we obtain following upper bound for the left hand side of (4.32)

$$\|g\| \mathbb{P}(|X_1| > \gamma_n \varphi_0) \sum_{i=1}^{\kappa} \mu_i \mathbb{E}[Z_{\kappa-i}^{(0)} - Z_{\kappa-i}^{(0)}]. \quad (4.35)$$

The ratio of the probabilities converge to $\varphi_0^{-\alpha}$ due to Assumptions 1.2 on the displacements as $n \to \infty$ and the other term do not depend on $n$. As the sum is finite, it vanishes when we let $\varrho \to \infty$. 
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4.5.3 Proof of (4.33)

We can use the same facts used in the proof of (4.32) with appropriate modifications, to derive the following upper bound for the left hand side of (4.33)

\[
\|g\| \frac{\mathbb{P}(|X_1| > \gamma n)}{\mathbb{P}(|X_1| > \gamma_n)} \sum_{i=1}^{\kappa} \mathbb{E}(Z_{\kappa_i}^{(\varphi)}) (\mathbb{E}(Z_i) - \mathbb{E}(Z_i^{(\varphi)})).
\]  

(4.36)

We have already seen that the ratio of the probabilities converge to $\varphi_0^{-\gamma_n}$. The sum again vanishes if we let $g \to \infty$ due to having finitely many summands. We conclude the proof here.

4.6 Proof of Proposition 3.6

In this proof, we shall use the couple $(l, t)$ to denote the $t$-th vertex $u$ at the $l$-th generation of the regularized subtree $\mathcal{J}_k^{(1)}$. We did not reserve any tuple for the root $\varpi_1$ of $\mathcal{J}_k^{(1)}$ as its displacement is assumed to be zero. Define the random vectors

\[
\tilde{A} = (A^{(\varphi)}(l, t) : 1 \leq t \leq g, 1 \leq l \leq \kappa) \text{ and } \tilde{X} = (X'(l, t) : 1 \leq t \leq g', 1 \leq l \leq \kappa).
\]  

(4.37)

Let $[0 : i] = \{0, 1, 2, \ldots, i\}$ for every $i \geq 1$. Then the state spaces of $\tilde{A}$ and $\tilde{X}$ will denoted respectively by

\[
\mathbb{B}_g = \{0 : \theta^{\kappa-1} \theta \times \{0 : \theta^{\kappa-2} \theta \times \ldots \times \{0 : \theta \theta^{\kappa-1} \theta \times \{0 : 1\} \theta \}
\text{ and } \mathbb{R}_g = \mathbb{R}^{e^2 + e^3 + \ldots + e^n}
\]

Let $\tilde{x} = (x_{l,t} : 1 \leq t \leq g', 1 \leq l \leq \kappa)$. These notations yield following expression for the left hand side of (3.14)

\[
\sum_{\tilde{a} \in \mathbb{B}_g} \mathbb{P}(\tilde{A} = \tilde{a}) \int_{\mathbb{R}_g} \prod_{i=1}^{2} \left[ 1 - \exp \left\{ - \left( \sum_{l=1}^{\kappa} \sum_{i=1}^{\theta} q_{l,i} \xi_i - \epsilon_i \right) \right\} \right] \frac{\mathbb{P}(\gamma_n \tilde{X} \in d\overline{x})}{\mathbb{P}(|X_1| > \gamma_n)}
\]  

(4.38)

and we shall compute the limit as $n \to \infty$, $g \to \infty$ and $\kappa \to \infty$ respectively in the rest of the proof.

Limit of (4.38) as $n \to \infty$. Note that only the law of $\tilde{X}$ involves $n$. We first divide the members of $X$ into groups such that the members of a group have the same parent and members of two different groups have different parent. To be precise, the groups are $(X'(l, t) : t \in J_l)$ where $J_l = \{qk + 1 : k \in [0 : \theta^{\kappa-1} - 1]\}$ for every $l \in [1 : \kappa]$. It is clear that the groups are i.i.d. and regularly varying. To be more formal, let $\text{PROJ}_g : \mathbb{R}^n \to \mathbb{R}^\theta$ such that $\text{PROJ}_g((x_i : i \geq 1)) = (x_i : 1 \leq i \leq \theta)$. It follows from the assumption 2.3 and Theorem 4.1 in Lindskog et al. [2014] that

\[
\mathbb{P}

(\langle X'(l, t), X'(l, t + 1), \ldots, X'(l, t + \theta) \rangle \in \cdot) \in \mathbb{R}_a(\mathbb{R}^\theta \setminus \{0_\theta\}, \lambda_0^{(\theta)})
\]

where $\lambda_0^{(\theta)} = \lambda_0 \circ \text{PROJ}_g^{-1}$ for every $t \in J_l$ and $1 \leq l \leq \kappa$. This decomposition combined with a derivation similar to the Subsection 4.5.1 in Lindskog et al. [2014] yields $\mathbb{P}(\tilde{X} \in \cdot) \in \mathbb{R}_a(\mathbb{R}^\theta \setminus \{0_\theta\}, \lambda^{(\theta)}(\cdot), \tau(\cdot))$ where

\[
\tau(\cdot) := \sum_{l=1}^{\kappa} \sum_{t \in J_l} \tau_{l,t}(\cdot) \text{ such that } \tau_{l,t}(\cdot) = \bigotimes_{j=1}^{\theta+t} \delta_0 \otimes \lambda_0^{(\theta)}(\cdot) \bigotimes_{j' = \theta + \ldots + \theta + t}^{\theta+t}
\]

(4.39)

Recall the set $O = \{x \in \mathbb{R}^n : |x_1| > 1\}$ defined in (N6). These facts combined with Theorem 3.1 in Lindskog et al. [2014] (see proof of (ii) implies (iii) in the Definition 3.2) yield

\[
\frac{\mathbb{P}(\gamma_n \tilde{X} \in \cdot)}{\mathbb{P}(|X_1| > \gamma_n)} \overset{M_0}{\longrightarrow} \tau'(\cdot) = \sum_{l=1}^{\kappa} \sum_{t \in J_l} \tau'_{l,t}(\cdot) \text{ where }
\]

\[
\tau'_{l,t}(\cdot) = \bigotimes_{j=1}^{\theta+t} \delta_0 \otimes \lambda^{(\theta)}(\cdot) \bigotimes_{j' = \theta + \ldots + \theta + t}^{\theta+t}
\]

(4.40)

and $\lambda^{(\theta)}(\cdot) = \lambda_0^{(\theta)}(\cdot)/\lambda_0(O)$.
So we accomplished the first task by obtaining the limit of the measure inside the integral in (4.38).

Note that the limit can be pushed inside sum in the expression (4.38) as the sum is finite and the law of \( A \) does not depend on \( n \). To push the limit inside the integral, we have to show that the integrand is a member of the class \( C_2(\mathbb{R}_+ \setminus \{0, \rho^2, ..., \rho^{\rho - 1}\}) \). Once limit goes inside the integral (\( \tau^l \) replaces the ratio of probabilities in (4.38)), we need to do some algebra in order to discount the vertices \((l, t)\) such that \( A^- (l, t) = 0 \). The details are similar to the derivation from (4.19) till (4.24) in Bhattacharya et al. [2018] and so skipped here. To write down the limit explicitly, we need following notations.

- \( U^{(e)} \) is an independent copy of the random variable \( Z_1^{(e)} \). \( \tilde{U}^{(e)} \) denotes the random variable \( U^{(e)} \) conditioned to be positive that is, \( \mathbb{P}(\tilde{U}^{(e)} = i) = \mathbb{P}(U^{(e)} = i | U^{(e)} > 0) \) for every \( i \geq 1 \).

- \((Z_l^{(s, e)} : l \geq 1, s \geq 1)\) is an collection of independent random variables such that \( Z_l^{(s, e)} \overset{d}{=} Z_l^{(e)} \) where \( Z_l^{(e)} \) is the size of the \( l \)-th generation of a GW process with progeny random variable \( Z_1^{(e)} \).

The random variable \( \tilde{Z}_l^{(s, e)} \) will stand for the random variable \( Z_l^{(s, e)} \) conditioned to be positive. We assume that the collection \((Z_l^{(s, e)} : l \geq 1, s \geq 1)\) is independent of the random variable \( U^{(e)} \).

The limit of the expression in (4.38) equals

\[
\mu^{-\kappa} \int_{\mathbb{M}_0} F_{g_1, g_2, e_1, e_2}(\nu) m_*^{(\kappa, e)} (\nu) (d\nu) \tag{4.42}
\]

where \( m_*^{(\kappa, e)} (\cdot) = \sum_{l=0}^{\kappa-1} \mu^{\kappa-l-1} \mathbb{P}(U^{(e)} \geq 1) \mathbb{E} \left[ \sum_{A \in \text{Pow} \left( \{1 : U^{(e)}\} \setminus \{0\} \right)} \lambda^e (x \in \mathbb{R}^e : \sum_{s \in A} \tilde{Z}_l^{(s, e)} \delta_{x_s} \in \cdot) \right] \mathbb{P}(Z_l^{(e)} \geq 1)^{|A|} \mathbb{P}(Z_l^{(e)} = 0)^{|\tilde{U}^{(e)} - |A||}. \tag{4.43}
\]

Recall \( B_r(\xi_0) = \{ \nu \in \mathbb{M}_0 : \rho(e, \nu, \mathcal{O}) > r \} \) where \( \mathcal{O} \) is the null measure on \( \mathbb{R}_0 \). To claim

\[
\mathbb{P}(\mathbb{N}^{(1)}_{\mu, \kappa, e} \in \cdot) / \mathbb{P}(|X_1| > \gamma_n) \xrightarrow{\mathcal{M}_0} m_*^{(\kappa, e)} (\cdot) \tag{4.44}
\]

in the space of measures on \( \mathbb{M}_0 \), we must check whether \( m_*^{(\kappa, e)} \) is a non-null measure on \( \mathbb{M}_0 \) and satisfies \( m_*^{(\kappa, e)} (B_r) < \infty \) for every \( r > 0 \) in addition to the convergence.

**Rest of the proof.** Observe that \( \mu \to \mu, U^{(e)} \xrightarrow{a.s.} U, \tilde{U}^{(e)} \xrightarrow{a.s.} \tilde{U} \) and \((\tilde{Z}_l^{(s, e)} : s \geq 1, l \geq 1)\) which are introduced before the main result Theorem 2.4. Using Theorem 4.1 (combined with the Remark on page 296) in Lindskog et al. [2014] and dominated convergence theorem (combined with the above-stated almost sure convergences), we see that

\[
\mu^{-\kappa} \int F_{g_1, g_2, e_1, e_2}(\nu) m_*^{(\kappa, e)} (\nu) (d\nu) \to \int F_{g_1, g_2, e_1, e_2}(\nu) m_*^{(\kappa, e)} (d\nu) \tag{4.45}
\]

where \( m_*^{(\kappa, e)} (\cdot) = \sum_{l=0}^{\kappa-1} \mu^{-l-1} \mathbb{P}(U \geq 1) \mathbb{E} \left[ \sum_{A \in \text{Pow} \left( \{1 : \tilde{U}^{(e)}\} \right)} \mathbb{P}(Z_1 \geq 1)^{|A|} \mathbb{P}(Z_1 = 0)^{|\tilde{U}^{(e)} - |A||} \right] \lambda^e (x \in \mathbb{R}^e : \sum_{s \in A} \tilde{Z}_l^{(s, e)} \delta_{x_s} \in \cdot). \tag{4.46}
\]

To complete the proof of the fact that \( \mu^{-\kappa} m_*^{(\kappa, e)} \xrightarrow{\mathcal{M}_0} m_*^{(\kappa)} \), we need to verify that \( m_*^{(\kappa)} \) is a non-null measure on \( \mathbb{M}_0 \) and \( m_*^{(\kappa)} (\mathcal{B}_r(\mathcal{O})) < \infty \). These technicalities are ignored as they are addressed in Bhattacharya et al. [2018]. Note that \((1 - e^{-x}) \leq 1 \) for \( x \geq 0 \) and \( \sum_{l \geq 1} \mu^{-l} < \infty \) as \( \mu > 1 \). This observation allows us to apply the dominated convergence theorem and conclude \( \int F_{g_1, g_2, e_1, e_2}(\nu) m_*^{(\kappa)} (d\nu) \to (1 - p_e) \int F_{g_1, g_2, e_1, e_2}(\nu) m_* (d\nu) \) as \( \kappa \to \infty \) where \( m_* \) is defined in (2.3). Ignoring again the additional technical details, we conclude \( m_*^{(\kappa)} \xrightarrow{\mathcal{M}_0} m_* \) and the proof of the proposition follows.
5 Proofs of the other results in Section 1 and Section 2

5.1 Proof Theorem 2.5

Recall that \( \{M_n > \gamma_n x\} = \{N_n \in \mathbb{E}_x\} \) where \( \mathbb{E}_x = \{\xi \in \mathcal{M}_0 : \xi(x,\infty) \geq 1\} \) for all \( x > 0 \) and the form of \( m^* \) given in (2.3). Note that each member of \( \{Z_l : l \geq 0\} \) is supported on the set of all positive integers. Ignoring the abstract technicalities, some algebra leads to the following identity

\[
\lim_{n \to \infty} r_n \mathbb{P}^*(M_n > \gamma_n x) = (1 - p_c)^{-1} \mathbb{P}(U > 0) \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E} \left[ \sum_{G \subseteq \text{Pow}([1 : \tilde{U}]) \setminus \{\emptyset\}} \left( \mathbb{P}(Z_l > 0)^{\big|G\big]} \mathbb{P}(Z_l = 0)^{\big|\bar{U} - |G|}\right) \right] \lambda\left(\left\{y \in \mathbb{R}^N : \sum_{s \in G} \delta_{y_s}(x,\infty) \geq 1\right\}\right). \tag{5.1}\]

We now use homogeneity property of the limit measure \( \lambda_0 \) to see \( \lambda\left(\left\{y \in \mathbb{R}^N : \sum_{s \in G} \delta_{y_s}(x,\infty) \geq 1\right\}\right) = x^{\alpha} \lambda\left(\left\{y \in \mathbb{R}^N : \sum_{s \in G} \delta_{y_s}(1,\infty) \geq 1\right\}\right) \). It is straightforward to check that \( \{y \in \mathbb{R}^N : \sum_{s \in G} \delta_{y_s}(1,\infty) \geq 1\} = \bigcup_{s \in G} V_s \) where \( V_s \) is introduced in Theorem 2.5. Hence the expression in (2.4) follows.

It follows from Corollary 5.1 in Hult and Samorodnitsky [2010] that \( \emptyset \notin \text{cl} (\mathbb{E}_x) \). To conclude the proof, it is then enough to show that \( m^*(\partial \mathbb{E}_x) = 0 \) which we shall establish now. Note that \( \text{cl} (\mathbb{E}_x) \subseteq \mathbb{E}_x := \{\xi \in \mathcal{M}_0 : \xi(x,\infty) \geq 1\} \). So it is clear that \( m^*(\partial \mathbb{E}_x) \leq m^*(\mathbb{E}_x - \text{cl}(\mathbb{E}_x)) \). Define \( V_s = \pi_s^{-1}[1,\infty) \). We can now use the explicit form of the \( m^* \) in (2.3) to obtain the following upper bound for the difference

\[
C_4 \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E} \left[ \sum_{G \subseteq \text{Pow}([1 : \tilde{U}]) \setminus \{\emptyset\}} \lambda\left(\left\{\bigcup_{s \in G} \tilde{V}_s\right\} \setminus \left\{\bigcup_{s \in G} V_s\right\}\right) \mathbb{P}(Z_l) \right]^{\big| \tilde{U} - |G|\big]} \right] \tag{5.2}\]

We now would like to derive an upper bound for \( \lambda\left(\left\{\bigcup_{s \in G} \tilde{V}_s\right\} \setminus \left\{\bigcup_{s \in G} V_s\right\}\right) \). Let \( G \) be a singleton set, then \( \{\pi_s^{-1}[1,\infty) \} \setminus \{\pi_s^{-1}(1,\infty)\} = \pi_s^{-1}\{1\} \). Suppose now that \( G = \{s_1, s_2, \ldots, s_k\} \) for \( k > 1 \). For every \( k \geq 1 \), \( \pi_{s_1, s_2, \ldots, s_k} : \mathbb{R}^N \to \mathbb{R}^k \) will be used to denote a projection map such that \( \pi_{s_1, s_2, \ldots, s_k}(\{x_i : i \geq 1\}) = \{x_{s_1}, x_{s_2}, \ldots, x_{s_k}\} \). Then, \( \left\{\bigcup_{l=1}^k \pi_{s_1, \ldots, s_k, l}^{-1}\{1,\infty)\right\} \setminus \left\{\bigcup_{l=1}^k \pi_{s_1, \ldots, s_k, l}^{-1}(1,\infty)\right\} \) equals

\[
\bigcup_{l=1}^k \left\{\pi_{s_1, \ldots, s_k, l}^{-1}(\{1\}) \right\} \subset \bigcup_{l=1}^k \pi_{s_1, \ldots, s_k, l}^{-1}(\{1\}). \tag{5.3}\]

This observation yields following upper bound for the expression derived in (5.2)

\[
C_4 \sum_{l=0}^{\infty} \mu^{-(l+1)} \mathbb{E} \left[ \sum_{G \subseteq \text{Pow}([1 : \tilde{U}]) \setminus \{\emptyset\}} \lambda\left(\bigcup_{s \in G} \pi_s^{-1}\{1\}\right) \mathbb{P}(Z_l) \right]^{\big| \tilde{U} - |G|\big]} \right] \tag{5.3}\]

Then, we can use union bound to get that \( \lambda(\bigcup_{s \in G} \pi_s^{-1}\{1\}) \leq \sum_{s \in G} \lambda \circ \pi_s^{-1}\{1\} = |G| \nu_0(\{1\}) = 0 \) as the displacements are identically distributed and \( \nu_0 \) is absolutely continuous with respect to the Lebesgue measure. This completes the proof.

5.2 Proof of Theorem 2.10.

We divide the proof into two parts. In the first part, we establish that the random vector \( \mathbb{P}(X \in \cdot) \in \text{RV}_{\alpha}((0,\infty)^2, \lambda_\phi) \). In the next part, we shall derive the expression for \( m^* \) from \( \lambda_\phi \) using Theorem 2.4.

5.2.1 Derivation of \( \lambda_\phi \) and proof of (2.14)

Consider the map \( \mathcal{J}_\phi : (0,\infty)^3 \to (0,\infty)^2 \) such that \( \mathcal{J}_\phi(x_1, x_2, x_3) = (\phi x_1 + x_2, \phi x_2 + x_3) \). It follows immediately that \( \mathcal{J}_\phi \) is continuous and \( \mathcal{J}_\phi(0_3) = 0_2 \). Note that \( \mathbb{P}(Y \in \cdot) \in \text{RV}_{\alpha}((0,\infty)^3, \lambda(Y)) \) where

\[
\lambda(Y) = \nu_0^+ \otimes \delta_0 \otimes \delta_0 + \delta_0 \otimes \nu_0^+ \otimes \delta_0 + \delta_0 \otimes \delta_0 \otimes \nu_0^+. \tag{5.4}\]
Therefore, for every $A \in \mathcal{B}((0, \infty)^3)$ such that $\text{dist}(0_2, A) > 0$, we can use Theorem 2.2 in Lindskog et al. [2014] to derive
\[
\lambda_\phi(A) = \lambda(Y)\left(\{z \in (0, \infty)^3 : \mathcal{F}_\phi(z) \in A\}\right)
= \phi^\alpha \nu_\alpha^+(\{z > 0 : z \cdot (1, 0, 0) \in A\}) + \nu_\alpha^+(\{z > 0 : z \cdot (1, 0, 1) \in A\}) + \nu_\alpha^+(\{z > 0 : z \cdot (0, 1, 0) \in A\}).
\]

The homogeneity property of the measure $\nu_\alpha^+$ has been used to obtain the last equality. The proof of (2.14) follows from Theorem 2.4 replacing $\lambda$ by $\lambda_\phi$.

**5.2.2 Proof of (2.15) and (2.16)**

Let $E_{x_1,x_2} = \{\xi \in \mathcal{M}_0 : \xi(x_1, \infty) \geq 1 \text{ and } \xi(x_2, \infty) \geq 1\}$ for $0 < x_2 < x_1 < \infty$. Then it follows that
\[
\{N_n \in E_{x_1,x_2}\} = \{M_n^{(1)} > \gamma_n^{(\phi)} x_1\} \cap \{M_n^{(2)} > \gamma_n^{(\phi)} x_2\}
\]
If we ignore the technicalities by assuming
\[
\emptyset \notin \text{cl}(E_{x_1,x_2}) \text{ and } m_\phi^*(\partial E_{x_1,x_2}) = 0,
\]
then Theorem 2.4 gives us
\[
\lim_{n \to \infty} \nu_\phi^*(M_n^{(1)} > \gamma_n^{(\phi)} x_1; \ M_n^{(2)} > \gamma_n^{(\phi)} x_2)
= \left(1 + \phi^\alpha\right) \sum_{l=0}^\infty 2^{-l} \nu_\alpha^+(\{z > 0 : 2^l \delta_z(x_1, \infty) \geq 1 \text{ and } 2^l \delta_z(x_2, \infty) \geq 2\})
+ \sum_{l=0}^\infty 2^{-l} \nu_\alpha^+(\{z > 0 : 2^l (\delta_z + \delta_{\phi z})(x_1, \infty) \geq 1 \text{ and } 2^l (\delta_z + \delta_{\phi z})(x_2, \infty) \geq 2\}).
\]

We shall treat each of the terms in (5.6) separately. If we look at the first term, then the term $l = 0$ vanishes as $\delta_z(x_2, \infty) < 2$. If $l \geq 1$, then a simple argument combined with the fact $\phi > 1$ shows that $\nu_\alpha^+(\{z > 0 : 2^l \delta_z(x_1, \infty) \geq 1 \text{ and } 2^l \delta_z(x_2, \infty) \geq 2\}) = \nu_\alpha^+((x_1, \infty)) = x_1^{-\alpha}$. We shall now turn to the second sum in (5.6). If $l \geq 1$, then we can see that $\nu_\alpha^+(\{z > 0 : (\delta_z + \delta_{\phi z})(x_2, \infty) \geq 2\}) = \nu_\alpha^+((\max(x_2, \phi^{-1} x_1), \infty)) = [\max(x_2, \phi^{-1} x_1)]^{-\alpha}$. A simple algebra combined with the fact $\phi > 1$ leads us to the following expression for the $l$-th term in the second sum in (5.6)
\[
\nu_\alpha^+((\phi^{-1} x_1, \infty)) = \phi^\alpha x_1^{-\alpha}.
\]

The final expression in (2.15) follows from these observations if (5.5) holds.

We now provide arguments for conditions (5.5) to hold. Note that $E_{x_1,x_2} \subset E_{x_1} = \{\xi \in \mathcal{M}_0 : \xi(x_1, \infty) \geq 1\}$ and therefore, $\text{cl}(E_{x_1,x_2}) \subset \text{cl}(E_{x_1})$. We have already seen that $\emptyset \notin \text{cl}(E_{x_1})$ and hence the first claim in (5.5) follows. We now observe that $\text{cl}(E_{x_1,x_2}) \subset \mathcal{E}_{x_1,x_2} := \{\xi \in \mathcal{M}_0 : \xi([x_1, \infty)) \geq 1 \text{ and } \xi([x_2, \infty)) \geq 2\}$ which yields the following upper bound
\[
m_\phi^*(\partial E_{x_1,x_2}) \leq m_\phi^*(\mathcal{E}_{x_1,x_2}) - m_\phi^*(E_{x_1,x_2}).
\]
We can now use the absolute continuity of the measure $\nu_\alpha^+$ with respect to the Lebesgue measure to show that the upper bound equals 0 and the second claim in (5.5) follows. Hence, the proof of (2.15) is complete.

Derivation of (2.16) from (2.14) is very similar to the proof of Theorem 2.5 and so the details are skipped.
5.2.3 Proof of Theorem 1.4

Recall from the Remark 2.8 that the measure \( \lambda \) equals
\[
\lambda_{iid}(\cdot) = \sum_{i=1}^{\infty} \delta_0 \otimes \ldots \otimes \delta_0 \otimes \nu_{i-1} \otimes \delta_0 \otimes \ldots \otimes \delta_0
\]
when the displacements are asymptotically tail-independent or i.i.d. So if we substitute \( \lambda \) by \( \lambda_{iid} \) in (2.3), then we have the following expression
\[
\frac{\mathbb P(U > 0)}{1 - p_e} \sum_{l=0}^{\infty} \mu^{-l(l+1)} \mathbb E \left[ \sum_{G \in \text{Pow}(1 : \bar{U})} \sum_{i=1}^{\infty} \bigotimes_{j=1}^{\infty} \delta_0 \otimes \nu_{i-1} \otimes \delta_0(\{x \in \mathbb R^N : \sum_{s \in G} \tilde{Z}_x^{(n)} \in A\}) \right]
\]
\[
= (1 - p_e)^{-1} \mathbb P(U \geq 1) \sum_{l=0}^{\infty} \mu^{-l(l+1)} \mathbb E \left[ \nu_{\alpha}(\{x \in \mathbb R : \tilde{Z}_x \in A\}) \right]
\]}

To derive the last equality, we have used the fact that \( (\tilde{Z}_x^{(i)} : i \geq 1) \) are independent copies of \( \tilde{Z}_x \) and also independent of \( \bar{U} \) for every \( l \geq 1 \). We can see that the last expectation in (5.9) equals
\[
\mathbb E \left[ \sum_{k=1}^{\bar{U}} k \binom{\bar{U}}{k} (\mathbb P(Z_l \geq 1))^k (\mathbb P(Z_l = 0))^{\bar{U}-k} \right] = \mathbb E(\bar{U})\mathbb P(Z_l \geq 1) = \mu\mathbb P(Z_l \geq 1) / \mathbb P(U \geq 1).
\]

This observation provides the final expression of \( \tilde{m}_{iid}^* \) in (2.9). Additionally, if the conditions of Theorem 1.4 hold (the genealogical tree does not have any leaf), we use \( \mathbb P(Z_l \geq 1) = 1 \) in (2.9) to get \( m_{iid}^* \). Hence, Theorem 1.4 follows.

5.3 Proof of Theorem 1.3

Recall that \( \mathbb E_x = \{\xi \in \mathcal{M}(\mathbb R_0) : \xi(x, \infty) \geq 1\} \) and \( \emptyset \notin \text{cl}(\mathbb E) \) from the proof of Theorem 2.5. If the displacements are asymptotically tail-independent or i.i.d., then we can use (2.9) to conclude
\[
\lim_{n \to \infty} r_n \mathbb P^*(M_n^{(1)} > \gamma_n x) = \lim_{n \to \infty} r_n \mathbb P^*(N_n \in \mathbb E_x) = \tilde{m}_{iid}^*(\mathbb E_x).
\]

Some algebra and homogeneity property of \( \nu_{\alpha} \) added with (5.11), yield the expression for the maximum position in (2.10). The derivation would be complete if we show that \( \tilde{m}_{iid}^* (\partial \mathbb E_x) = 0 \). The proof of the last claim is very similar to the proof of \( m^* (\partial \mathbb E_x) = 0 \) (see proof of Theorem 2.5) and so omitted here.

We can use \( \tilde{\mathbb E}_x = \{\xi \in \mathcal{M}_e : \xi(-\infty, -x) \geq 1\} \) instead of \( \mathbb E_x \) to derive the large deviations of the minimum position \( \tilde{M}_n^{(1)} \). The expression for the minimum position in (2.10) follows.

If we further assume that the genealogical tree does not have any leaf, then Theorem 1.3 follows by substituting \( \mathbb P(Z_l \geq 1) = 1 \) and \( p_e = 0 \) in the expression (2.9).

6 List of Notations

To ease the reading, we list the important notions and notations used in this paper, and the corresponding page numbers.

| Notation | Description | Page |
|----------|-------------|------|
| \( \delta_x \) | Dirac's delta measure which puts unit mass at \( x \) | 1 |
| \( T \) | the genealogical tree | 2 |
| Symbol | Description |
|--------|-------------|
| u      | a typical vertex of $T$ |
| | generation of the vertex $u$ |
| $X(u)$ | displacement attached to the vertex $u$ |
| $S(v)$ | position of the vertex $v$ on the real line |
| $Z_i = |D_i|$ | size of the $i$-th generation of $T$ |
| $M^{(k)}_n$ | the $k$-th largest position at the $n$-th generation |
| $\mu$ | expected size of the first generation |
| $D_i$ | collection of all vertices at the $i$-th generation of $T$ |
| $\mathbb{R}_0$ | $\mathbb{R} \setminus \{0\}$ |
| $\mathcal{M}(\mathbb{R}_0)$ | space of all point measures on $\mathbb{R}_0$ |
| $\emptyset$ | null measure on $\mathbb{R}_0$ |
| $\mathcal{M}_0$ | $\mathcal{M}(\mathbb{R}_0) \setminus \{\emptyset\}$ |
| $E_x$ | $\{\xi \in \mathcal{M}(\mathbb{R}_0) : \xi(x, \infty) \geq 1\}$ |
| $\text{int}(A)$ | interior of the set $A$ |
| $\partial A$ | boundary of the set $A$ |
| $\mathcal{M}(\mathcal{M}_0)$ | space of all measures on $\mathcal{M}_0$ |
| $\mathcal{M}_0$ | a topology on the space of all measures on the punctured Polish space $\mathbb{R}$ |
| $F_{(1),\phi_1,\phi_2,\psi_2}$ | convergence determining class of functionals for the $\mathcal{M}_0$ convergence on the space $\mathcal{M}_0$ |
| $\mathbb{R}_0^N$ | the space of all real sequences except the origin $\mathbf{0}_\infty$ |
| $Z_t$ | the random variable $Z_t$ conditioned to stay positive |
| $U$ | the random variable $U$ conditioned to stay positive |
| $\pi_{j_1,j_2,\ldots,j_k}$ | $\pi_{j_1,j_2,\ldots,j_k} : \mathbb{R}^\infty \to \mathbb{R}^k$ such that $\pi_{j_1,j_2,\ldots,j_k}(\mathbf{x}) = (x_{j_1}, x_{j_2}, \ldots, x_{j_k})$ |
| $|G|$ | cardinality of the set $G$ |
| $\text{Pow}(G)$ | power set of $G$ |
| $\emptyset$ | null set |
| $[i : j]$ | $\{i, i + 1, i + 2, \ldots, j\}$ |
| $p_e$ | probability of extinction of a Galton-Watson tree with progeny distribution $Z_t$ |
| $S$ | survival event for the random tree $T$ |
| $\omega$ | root of the genealogical tree $T$ |
| $l(v)$ | collection of vertices on the genealogical path to the vertex $v$ from the root of $T$ |
| $u \to v$ | geodesic path from the vertex $u$ to $v$ |
| $A(u)$ | the number of descendants of the vertex $u$ in the $n$-th generation of $T$ |
| $Z(u)$ | the number of children of the vertex $u$ |
| $P^*$ | conditional probability given the survival of the genealogical tree |
| $E^*$ | conditional expectation induced by $P^*$ |
| $\mathcal{T}^{(1)}_\kappa$ | pruned subtree with $\kappa$-generations |
| $\mathcal{F}^{(1)}_\kappa$ | regularized version of the subtree $\mathcal{T}^{(1)}_\kappa$ |
| $\text{PROJ}_\phi$ | projection map $\text{PROJ}_\phi = \pi_{1,2,\ldots,\phi} : \mathbb{R}^\infty \to \mathbb{R}^\phi$ for every $\phi \geq 1$ |
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