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Abstract

We study the Kolmogorov two-equation model of turbulence in one space dimension. Two are the main results of the paper. First of all, we establish a local well-posedness theory in Sobolev spaces even in the case of vanishing mean turbulent kinetic energy. Then, we show that there are smooth solutions which blow up in finite time.

To the best of our knowledge, these results are the first establishing the well-posedness of the system for vanishing initial data and the occurrence of finite time singularities for the model under study.
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1 Introduction

In 1941, in a series of papers Kolmogorov and Obukhov laid the foundations of the celebrated mathematical theory of turbulence which now goes under the name of Kolmogorov’s 1941 theory. We refer e.g. to Chapter 6 of [11] and to Chapters 4 and 14 of [11] for an account of that theory, as well as to references quoted therein.

As an outcome of that theory, in [11] (see the Appendix of [20] for an English translation) Kolmogorov formulated the following system of partial differential equations to describe a fully
developed homogeneous isotropic turbulence:

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + \nabla \pi - \nu \text{div} \left( \frac{k}{\omega} \nabla u \right) &= f \\
\partial_t \omega + u \cdot \nabla \omega - \alpha_1 \text{div} \left( \frac{k}{\omega} \nabla \omega \right) &= -\alpha_2 \omega^2 \\
\partial_t k + u \cdot \nabla k - \alpha_3 \text{div} \left( \frac{k}{\omega} \nabla k \right) &= -k \omega + \alpha_4 \frac{k}{\omega} |\nabla u|^2 \\
\text{div} u &= 0.
\end{align*}
\]

In the previous system, the three unknowns \( u, \omega \) and \( k \) are functions of time and space variables \( (t, x) \in \mathbb{R}_+ \times \Omega \), where \( \Omega \) is a domain in \( \mathbb{R}^d \), with \( d = 2, 3 \). The vector field \( u \in \mathbb{R}^d \) represents the average velocity of the fluid: it is the time-averaged velocity in the original paper by Kolmogorov (see again [20]), but it is interpreted as an ensemble average in the modern approach (see [18], [14]). The velocity field \( u \) is assumed to be incompressible, whence the last equation in (1) and the presence of the lagrangian multiplier \( \nabla \pi \) in the first relation of the system, where \( \pi \) is the mean pressure of the fluid. On the other hand, \( \omega \) and \( k \) are positive scalar functions, representing respectively the mean frequency of the turbulent fluctuations and the average turbulent kinetic energy (called “pulsation velocity” in [20]). The vector field \( f \in \mathbb{R}^d \) is a known (average) external force acting on the fluid, which we will set soon equal to 0. Finally, all the parameters \( \nu, \alpha_1, \ldots, \alpha_4 \) are physical adimensional parameters which are strictly positive numbers: we have

\[ \nu > 0, \quad \alpha_1, \alpha_2, \alpha_3, \alpha_4 > 0. \]

In general, their values depend on the characteristics of the flow; however, for some of them Kolmogorov is able to specify the precise numerical value (we refer once more to [11] and [20]).

From a mathematical point of view, system (1) is a parabolic system, with viscosity (diffusion coefficient) proportional to \( k/\omega \). As a matter of fact, the symbol \( \nabla \) appearing in the first and third equations stands for the symmetric part of the gradient of \( u \):

\[ \mathcal{D}u := \frac{1}{2} (Du + \nabla u), \]

where we have denoted by \( Du \) the Jacobian matrix of \( u \) and by \( \nabla u \) its transpose matrix. Notice that, despite the presence of the two damping terms \( -\alpha_2 \omega^2 \) and \( -\omega k \) in the second and third equations respectively, the mean motion is feeding energy from the larger scales to the small scales, namely to \( k \), through the \( \alpha_4 \)-term in the third equation.

To begin with, let us spend a few words on the derivation of the previous model.

**Derivation of the model**

As well explained in [14] (see especially Chapter 4) and [18] (see Chapter 3 therein), for instance, the common approach to the turbulence theory starts by decomposing the incompressible velocity \( u = u(t, x) \) into its mean part \( \langle u \rangle \) and fluctuating part \( \tilde{u} \): namely, in the turbulent regime we write \( u = \langle u \rangle + \tilde{u} \). Notice that the new velocity fields \( \langle u \rangle \) and \( \tilde{u} \) are still incompressible. Injecting the decomposition \( u = \langle u \rangle + \tilde{u} \) into the incompressible Navier-Stokes equations solved by \( u \), we derive the so-called **Reynolds averaged Navier-Stokes equations**, denoted with the acronym RANS. These are a cascade of differential equations for \( \langle u \rangle, \tilde{u} \) and their higher order correlations. The main problem is that RANS models are not closed.

For instance, one can start by taking the average of the Navier-Stokes system to derive a differential relation for \( \langle u \rangle \); however, owing to the non-linearities coming into play in the original system, when doing that an additional term appears, often called **Reynolds stress**, which depends on the oscillating component \( \tilde{u} \). More precisely, one needs an information on the correlation \( \langle \tilde{u} \otimes \tilde{u} \rangle \) in order to close the system and derive an equation for \( \langle u \rangle \). This reflects the physical principle
that small-scale processes affect the mean motion at larger scales. The problem is that such an information is not given a priori; in order to find it, one can use the equation for $\bar{u}$ and write an equation for the Reynolds stress, but it is easily seen that a third-order correlation appears. In this way, one can generate a cascade of equations for the correlation functions of any order, but again, the equation for the $n$-th order correlation will depend on the moments up to order $n + 1$.

Thus, a closure hypothesis is needed in order to obtain a closed system and work on it. From this point of view, Kolmogorov’s system (1) belongs to the class of two-equation models of turbulence, for which, as the name suggests, the closure is given by imposing two additional equations. After having been almost left aside for a long time in favour of the one-equation models (whose main example is the $k$-model proposed by Prandtl in [19], and where the closure is given by imposing only one equation, typically for the turbulent kinetic energy $k$), two-equation models have recently gained a renewed interest, essentially because in those theories the local length scale $\ell$ of turbulence has not to be prescribed arbitrarily, but can be deduced from the solution of the system.

The most known two-equation models of turbulence are probably the so-called $k - \varepsilon$ models. Here, $\varepsilon$ typically denotes the turbulent energy dissipation rate. In fact, any pair of variables of the form $k^a \varepsilon^b$, with integer values of $a$ and $b$, can be used to derive a different but equivalent $k - \varepsilon$ model. In Kolmogorov’s system (1), the small-scale unknowns are instead $k$ and $\omega$: in this case, the energy dissipation rate $\varepsilon$ and the length scale $\ell$ can be recovered via the formulas

\begin{align}
\varepsilon &= k \omega \\
\ell &= c \sqrt{\frac{k}{\omega}},
\end{align}

where $c > 0$ is an adimensional physical constant.

**Previous mathematical results**

The systematic mathematical analysis of equations (1) is quite recent. Let us give a short account of previous works devoted to their study.

In [17] (see also [16] for an announcement of the results), Mielke and Naumann proved the existence of global in time weak solutions to system (1) set on the torus $\mathbb{T}^3$. The solutions constructed therein are analogous in spirit to Leray’s finite energy solutions for the incompressible Navier-Stokes equations, except for the fact that $k$ cannot really belong to $L^2$, because of the last term appearing on the right-hand side of its equation, which is merely in $L^1$ (yet, the authors are able to prove a gain of integrability for that quantity). Also, due to the lack of space compactness for that $L^1$ term, the solutions are in fact weak solutions of the system, but one has to admit the presence of a defect measure in the weak formulation of the equation for $k$. We refer to work [17] for more details.

An important point of the analysis of [17] is that the initial frequency function $\omega_0$ and the initial mean turbulent kinetic energy $k_0$ are taken strictly positive: more precisely, the authors assume that

\begin{align}
0 < \omega_{0,\ast} \leq \omega_0 \leq \omega_0^{\ast} \quad \text{and} \quad k_0 \geq k_{0,\ast} > 0,
\end{align}

for suitable positive constants $\omega_{0,\ast}$, $\omega_0^{\ast}$ and $k_{0,\ast}$. As a matter of fact, those positivity conditions are preserved by the flow, in the sense that, for later times $t > 0$ and for any $x \in \mathbb{T}^3$, one gets

\begin{align}
0 < \omega_*(t, x) \leq \omega(t, x) \leq \omega^*(t) \quad \text{and} \quad k(t, x) \geq k_*(t) > 0,
\end{align}

for suitable time-dependent functions $\omega_*(t)$, $\omega^*(t)$ and $k_*(t)$. See also our discussion in Subsection 3.1 below. Thus, system (1) becomes really parabolic under conditions (3), and this is a key ingredient in the analysis of [17].

\[1\]Be aware that, in the original Kolmogorov paper [11], the symbol $\varepsilon$ was used instead to represent the term $|\nabla u|^2$ appearing in the third equation of (1).
The same positivity assumption (3) is formulated (and plays a fundamental role) in works [12] and [13] by Kosewski and Kubica. There, the authors prove respectively local in time well-posedness, global in time well-posedness for small data, for the Kolmogorov model (1) set in $\mathbb{T}^3$, at $H^2$ level of regularity on the initial data.

At this point, let us comment more on assumption (3). As far as our understanding of turbulence theory goes, we observe that, while the first condition on $\omega_0$ is somewhat expected from the physical point of view, the strict positivity of $k_0$ may look as an ad hoc assumption, formulated in order to guarantee the non-degeneracy of the parabolic smoothing for the solutions.

To the best of our knowledge, the only work which is able to deal with a possible vanishing of the function $k_0$ is paper [3] by Bulíček and Málek. There, the authors study the existence of global in time finite energy (in the same sense as the one described above for [17]) weak solutions to system (1). Here, the word “weak” has to be intended in a classical sense, since no defect measures are needed. Remarkably, the problem is set on a bounded domain $\Omega \subset \mathbb{R}^3$, and suitable boundary conditions are formulated for the three unknowns $u, k$ (called $b$ in [3]) and $\omega$. However, the authors reformulate the system in terms of the energy function $E$, which is defined (in our notation) as

$$E := \frac{1}{2} |u|^2 + \frac{\nu}{\alpha_4} k.$$ 

The energy function $E$ satisfies a better relation than $k$ itself, inasmuch as the higher order terms appearing in its equation are in a divergence form. Moreover, for reasons linked again to the lack of integrability for $k$, also the equation for $\omega$ is reformulated: essentially, one integrates by parts the non-linearity occurring in the parabolic term of the second equation of (1). Thus, the analysis is performed on a system collecting the (new) equations for $u, \omega$ and $E$ (and not on the original system), and the existence of weak solutions is proved for that system. It is worth noticing that, as pointed out in [3], the two systems of equations are equivalent for smooth solutions, but they are not in a weak setting. However, the authors show that, recovering $k$ from $u$ and $E$, the triplet of functions $(u, \omega, k)$ are a kind of suitable weak solutions for the original system (1), where the equation for $\omega$ is yet the modified one.

Concerning the possible vanishing of the mean turbulent kinetic energy, in [3] $k_0$ is assumed to satisfy

$$k_0 > 0, \quad \text{with} \quad \log k_0 \in L^1(\Omega),$$

instead of (3). Thus, $k_0$ is not assumed to possess a strictly positive lower bound, but the logarithmic hypothesis gives a control on its possible vanishing. Correspondingly, the solutions constructed in that paper are proved to satisfy the same type of bounds for $k$, uniformly in time.

We conclude this part by mentioning a recent result [15] by Mielke, who is able to construct weak and very weak solutions for a class of reduced models of the original Kolmogorov system (1) (somehow similar to the toy-model we will discuss below), allowing for initial data $k_0 \geq 0$ having general support.

Contents of the paper and main results

In this paper, we study the 1-D version of the Kolmogorov two-equation model of turbulence. Dropping the divergence-free condition on the velocity field, and correspondingly erasing the pressure function from the equation for $u$, system (1) reduces to

$$\begin{cases}
\partial_t u + u \partial_x u - \nu \partial_x \left( \frac{k}{\omega} \partial_x u \right) = 0 \\
\partial_t \omega + u \partial_x \omega - \alpha_1 \partial_x \left( \frac{k}{\omega} \partial_x \omega \right) = -\alpha_2 \omega^2 \\
\partial_t k + u \partial_x k - \alpha_3 \partial_x \left( \frac{k}{\omega} \partial_x k \right) = -k \omega + \alpha_4 \frac{k}{\omega} |\partial_x u|^2,
\end{cases}$$

(4)
supplemented with suitable initial data

\[ u_{|t=0} = u_0, \quad \omega_{|t=0} = \omega_0, \quad k_{|t=0} = k_0. \]

The precise assumptions on those initial data will be specified below.

We avoid here any consideration about boundary effects, and we set the previous system (4) in a very simple geometry, namely in the spacial domain

\[ \Omega = \mathbb{T} := [-\pi, \pi]/\sim, \]

where \( \sim \) denotes the equivalence relation which identifies \(-\pi\) and \(\pi\). Of course, this is a quite important simplification, because it completely removes all boundary-induced turbulent phenomena in the dynamics. However, our focus here is rather on understanding the well-posedness vs ill-posedness problem of Kolmogorov’s model in the case of vanishing turbulent kinetic energy \(k\).

The main contribution of this paper is twofold. On the one hand, we prove that, even for vanishing \(k_0\) (which implies that \(k(t)\) also vanishes at any later time), the system is locally in time well-posed in spaces \(H^m\), for any \(m \in \mathbb{N}\) such that \(m \geq 2\). We refer to Theorem 1.1 below for the precise statement. On the other hand, we show also that there are solutions that blow up in finite time: this is the content of Theorem 1.3.

It should be noted that the Kolmogorov system (4) contains several interesting limiting cases. For instance, setting \(\omega \equiv 0\) and \(k \equiv 0\), the equation for \(u\) reduces to the classical inviscid Burgers equation. As is well-known, see e.g. [24], for the inviscid Burgers equation there are smooth initial data for which the corresponding solutions develop a singularity in finite time. On the other hand, if one takes

\[ u \equiv 0 \quad \text{and} \quad \omega = \omega(t) := \frac{\varpi}{1 + \alpha_2 \omega t} \]

for some \(\varpi > 0\), system (4) reduces to a porus medium equation for \(k\) of the form

\[ \partial_t k - \frac{\alpha_3}{2 \omega(t)} \partial_x^2 (k^2) = -\omega(t) k. \]

We refer to the classical book [23] for an in-depth study of porus medium equations. For the sake of completeness, we will study equation (6) in Appendix A and we will establish a global well-posedness result in \(H^1(\mathbb{T})\) for initial \(k_0 \geq 0\) having general support (although it could be seen, for instance by following the approach of [27], that there exist smooth solutions in \(H^2\) which do blow up in finite time). All this shows that the structure of equations (4) when \(k\) vanishes is rather intricate and mixes non-linear effects, hyperbolic phenomena and non-trivial coupling between the different quantities. In particular, this can be seen as a (rough, but still consistent) justification of the assumptions made below for establishing a suitable well-posedness theory. On the other hand, although both those limiting cases present finite time blow-up of smooth solutions, the general behaviour of solutions to the Kolmogorov system (4) remains an interesting open question.

More comments about our results will be given below. To begin with, in order to explain the main difficulties linked to our study and to motivate the assumptions we will formulate in our main theorems, let us introduce a toy-model.

**A toy-model.** At a first sight, the local in time well-posedness result may appear a trivial consequence of classical quasi-linear hyperbolic theory applied to system (4). Actually, this is not completely true, owing to the possible vanishing of the function \(k\), which in fact creates some complications and makes the argument for the local well-posedness more tricky than that.

In order to see this, let us introduce the following toy-model:

\[ \left\{ \begin{array}{l}
\partial_t u + u \partial_x u - \partial_x (\gamma \partial_x u) = 0 \\
\partial_t \gamma + u \partial_x \gamma - \partial_x (\gamma \partial_x \gamma) = \gamma |\partial_x u|^2,
\end{array} \right. \]
supplemented with initial conditions \( (u, \gamma) |_{t=0} = (u_0, \gamma_0) \), for some \( \gamma_0 \geq 0 \). Notice that a general class of similar reduced systems has been recently introduced in [15].

In system (6), the function \( \gamma \) essentially plays the role of the viscosity function \( k/\omega \) appearing in the original system (4). Of course, we have retained only the main structural terms of the equation for \( k/\omega \), namely transport by \( u \) and diffusion with diffusion coefficient equal to \( \gamma \) itself, as well as the apparently most complicated term \( \gamma |\partial_x u|^2 \). In addition, we have set all the parameters \( \nu \) and \( \alpha_j \) equal to 1.

It is easy to see (for instance, by applying a similar argument to the one presented in Subsection 3.1 below) that system (6) preserves the minimal value of \( \gamma \), exactly as equations (4) do for \( k \). So, we can deduce that \( \gamma(t) \geq 0 \) for any time \( t \geq 0 \) for which the solution exists. Moreover, we can reproduce \( L^2 \) energy estimates for \( u \) and \( L^1 \) estimates for \( \gamma \), obtaining similar controls as the ones encoded in the original system. Actually, the toy-model (6) preserves much more properties of the solutions of the original equations, in particular all the properties which allow us to deduce the singularity formation in finite time, but at this stage we do not need that in our discussion.

The problems come when we try to propagate higher regularity norms of the solution. In order to fix ideas, let us focus on \( H^2 \) estimates, which are the simplest ones, because they require to propagate the minimal integer regularity which is expected to be needed for well-posedness. Now, if we write an equation for \( \partial_x^2 u \), we get

\[
\partial_t \partial_x^2 u + u \partial_x \partial_x^2 u - \partial_x (\gamma \partial_x \partial_x^2 u) = \left[ u, \partial_x^2 \right] \partial_x u + \partial_x \left[ \left[ \gamma, \partial_x^2 \right] \partial_x u \right],
\]

where we have denoted by \([A, B] := AB - BA\) the commutator between two operators \( A \) and \( B \). The bad term comes from the second commutator: indeed, when performing energy estimates for \( \partial_x^2 u \), one has to deal with a term of the form

\[
(7) \quad \int_{\Omega} \partial_x^2 \gamma \partial_x u \partial_x^3 u \, dx.
\]

That integral is of course out of control, because any third order derivative can be estimated only if a prefactor \( \sqrt{\gamma} \) appears in front of it, but we cannot simply do that because we have no strictly positive lower bound for \( \sqrt{\gamma} \). It is also apparent that the situation does not improve when integrating by parts, for instance.

However, it is easy to see that the integral (7) can be estimated if one disposes of a \( L^\infty \) bound on \( \partial_x \sqrt{\gamma} \). Indeed, it is enough to note that

\[
\int_{\Omega} \partial_x^2 \gamma \partial_x u \partial_x^3 u \, dx = 2 \int_{\Omega} \sqrt{\gamma} \partial_x^2 \sqrt{\gamma} \partial_x u \partial_x^3 u \, dx + 2 \int_{\Omega} (\partial_x \sqrt{\gamma})^2 \partial_x u \partial_x^3 u \, dx:
\]

the first term on the right can be immediately bounded by Cauchy-Schwarz inequality, whereas for the second we can integrate by parts once, and then apply Cauchy-Schwarz again. This consideration motivates us to work with the “good unknown” \( \sqrt{\gamma} \) rather than with \( \gamma \) itself. Because of Sobolev inequalities, \( H^2 \) bounds for \( \sqrt{\gamma} \) imply \( H^2 \) bounds for \( \gamma \), whereas of course the contrary is not true in general. On the other hand, when reformulating system (6) in terms of \( \sqrt{\gamma} \), the bad terms disappear, because whenever a third order derivative hits \( \sqrt{\gamma} \) or \( u \), it will be always possible to couple that term with another prefactor \( \sqrt{\gamma} \).

To conclude this part, we remark that the regularity condition \( \sqrt{\gamma} \in H^2 \) looks quite stringent in order to study properties linked with the propagation of the support of \( \gamma \). However, our focus here is rather on the well-posedness theory and on the possible development of singularities in finite time. The argument above shows that, in this context, bypassing the condition \( \sqrt{\gamma} \in H^2 \) does not seem straightforward.

**Local well-posedness.** The previous considerations constitute the main motivation to formulate our first main result, namely well-posedness of equations (4) in a hyperbolic functional setting,
where however conditions will be formulated on \((u, \omega, \sqrt{k})\) instead of \((u, \omega, k)\). This is the matter of Theorem \([1,1]\) below.

We consider solutions at \(H^m\) level of regularity, for any integer \(m \geq 2\). Our proof will be based on elementary methods (see more details below); our goal is to give a simple to understand, robust argument to construct solutions for vanishing \(k\). Thus, we focus only on the case of regularity of integer order. On the other hand, as symmetry in \(L^2\) of the parabolic part of the equation plays a major role in our argument (recall the arguments explained for the toy-model), the generalisation to integrability exponents different than \(2\) does not really look straightforward.

After those considerations, it is now time to state our first result. Notice that, differently from all previous results, no special assumptions (other than those imposed by the fact that \(\sqrt{k_0}\) lies in an appropriate Sobolev space) on the possible vanishing of \(\sqrt{k_0}\) are needed.

**Theorem 1.1.** Fix \(m \in \mathbb{N}\) such that \(m \geq 2\). Let \((u_0, \omega_0, k_0)\) be a triplet of functions belonging to \(H^m(\Omega)\). In addition, assume that the following conditions are verified:

(i) there exist two constants such that \(0 < \omega_* \leq \omega_0 \leq \omega^*\);

(ii) \(k_0 \geq 0\) is such that \(\beta_0 := \sqrt{k_0} \in H^m(\Omega)\).

Then, there exists a time \(T > 0\) such that system \([1]\), supplemented with \((u_0, \omega_0, k_0)\) as initial datum, admits a solution \((u, \omega, k)\) on \([0, T] \times \Omega\) with the following properties:

(a) for any time \(t \in [0, T]\), one has \(k(t) \geq 0\) and \(\min_{x \in \Omega} \omega(t, x) > 0\);

(b) the functions \(u, \omega\) and \(\sqrt{k}\) belong to the space \(L^\infty([0, T]; H^m(\Omega)) \cap \bigcap_{s < m} C([0, T]; H^s(\Omega))\);

(c) the three functions \(\sqrt{k/\omega} \omega^{m+1}u, \sqrt{k/\omega} \omega^{m+1} \omega\) and \(\sqrt{k/\omega} \omega^{m+1} \sqrt{k}\) all belong to the space \(L^2([0, T]; L^2(\Omega))\).

In addition, such solution is unique in the class

\[ X_T(\Omega) := \left\{ (u, \omega, k) \mid \omega, \omega^{-1}, k \in L^\infty([0, T] \times \Omega), \omega > 0, k \geq 0, u, \omega, \sqrt{k} \in C([0, T]; L^2(\Omega)), \partial_x u, \partial_x \omega, \partial_x \sqrt{k} \in L^\infty([0, T] \times \Omega) \right\}. \]

Finally, denote by \(T^* > 0\) the lifespan of the previous solution, and define

\[ E_0 := \|u_0\|_{H^2}^2 + \|\omega_0\|_{H^2}^2 + \|\sqrt{k_0}\|_{H^2}^2. \]

Then there exists a constant \(C > 0\), depending only on \((\nu, \alpha_1 \ldots \alpha_4)\), such that one has

\[ T^* \geq \min \left\{ 1, \frac{C}{\max \{1, E_0\}} \right\}. \] (8)

Moreover, one has \(T^* < +\infty\) if and only if

\[ \int_0^{T^*} \left(1 + \|\sqrt{k}\|_{L^\infty}^2\right) \left\|\partial_x u, \partial_x \omega, \partial_x \sqrt{k}\right\|_{L^\infty}^2 dt = +\infty. \] (9)

A remark on the previous theorem is in order.

**Remark 1.2.** Notice that the continuation criterion \([6]\) implies, as is classical in quasi-linear hyperbolic problems, that the lifespan of the solution does not depend on its regularity: if the datum is smooth, say in \(H^m\) with \(m > 2\) large, the lifespan of the corresponding solution as a \(H^2\) solution is the same as a \(H^m\) solution.

In particular, this justifies the lower bound \([8]\) in terms only of the \(H^2\) norm of the initial datum.
The proof of Theorem 1.1 is based on elementary arguments. We approximate problem (4) with vanishing initial $k_0$ with problems having initial $k_{0,\varepsilon}$’s which satisfy $k_{0,\varepsilon} \geq \varepsilon$. We thus construct approximate solutions by using the result from [12], and we pass to the limit in the approximation parameter $\varepsilon \to 0^+$ by using a compactness argument. This proves the existence, for which we refer to Subsection 4.1. The relevant uniform bounds in suitable norms will be shown before, in Section 3.

Uniqueness of solutions is based on a simple stability estimate in $L^2$: see Subsection 4.2. Notice that our argument cannot be adapted to prove a weak-strong uniqueness principle for system (4), since higher regularity is required on both families of solutions. We refer to Remark 4.4 for further comments about this.

To conclude this part, we point out that, in order to lighten the presentation, our proof will be limited to treat the lower regularity case only, namely the case $m = 2$. Generalisation to the case of $m > 2$ is rather straightforward, hence omitted.

**Singularity formation.** Next, we show that the solutions we previously constructed in Theorem 1.1 actually blow up in finite time, in general. This is the content of the next result. That statement will be made more precise in Subsection 4.3 by formulating Theorem 4.5.

**Theorem 1.3.** There exist smooth initial data $(u_0, \omega_0, k_0)$, such that the corresponding solutions $(u, \omega, k)$ to system (4) blow up in finite time.

The mechanism behind our proof of the blow-up is similar in spirit to the one for the Burgers equation. In particular, our proof deeply relies on the compressibility of the velocity field $u$. Compared to the Burgers case, here it is fundamental that the “viscosity coefficient” $k/\omega$ vanishes, hence that $k$ itself vanishes; nonetheless, the basic issue here is that $k$ may vanish only at one point, and this is enough to create a singularity. Of course, this is very much in contrast with the case where $k \geq \delta > 0$, for which global existence of smooth solutions holds.

Before moving on, let us spend a few more words to comment Theorem 1.3. It is tempting to interpret the finite time singularity formation as an indication of the fact that the Kolmogorov model (1) is not a good model for describing turbulence. This remark would be pretty much in connection with some physical theories, which criticise $k - \varepsilon$ models and their pertinence for the theoretical understanding of turbulence in fluids.

However, we have to point out that system (4) is merely a 1-D reduction of the original Kolmogorov model (1), and, as such, it loses very much physics with respect to that system. In particular, one may object that real turbulence is expected to develop only in higher space dimensions. Also, in system (4) we neglect the divergence-free condition on the velocity field, as well as the pressure term. This simplification kills completely non-local effects (often called long-range interactions in physical theories), which though are strongly supposed to play an important role in turbulence (see e.g. Chapter 7 of [14] and Chapter 16 of [4]).

More realistically, and as far as our understanding of turbulence goes, we can interpret Theorem 1.3 as a reflection of the fact that the model is formulated by Kolmogorov in order to describe a fully developed turbulence, so it loses its meaning in the regime of vanishing turbulent kinetic energy. As a matter of fact, in Kolmogorov’s theory of fully developed turbulence, the turbulent kinetic energy produced at small scales, whose typical length scale $\ell$ is defined in (2), is completely dissipated at large scales by viscosity. However, for vanishing $k \sim 0$ the definition of the typical length scale $\ell$ degenerates. Therefore, we expect that, for vanishing $k$, one should rather change the model.

**Organisation of the paper**

Let us present now a short overview of the paper. First of all, in Section 2 we collect some useful tools from Fourier analysis which are needed in our study. In Section 3 we present *a priori*
estimates for system (4). They will be the key step in the proof of our results, namely Theorems 1.1 and 1.3, which will be presented in Section 4.

2 Littlewood-Paley theory on the torus

We recall here a few elements of Littlewood-Paley theory and use them to derive some useful inequalities. We refer e.g. to Chapter 2 of [1] for details on the construction in the \( \mathbb{R}^d \) setting, to reference [5] for the adaptation to the case of a \( d \)-dimensional periodic box \( \mathbb{T}_a^d \), where \( a \in \mathbb{R}^d \) (this means that the domain is periodic in space with, for any \( 1 \leq j \leq d \), period equal to \( 2\pi a_j \) with respect to the \( j \)-th component).

For simplicity of presentation, we focus here on the one-dimensional case \( d = 1 \), the only relevant one for our study, and on the case where \( a_1 = 1 \). Hence, we simply write the spacial domain as \( \Omega = \mathbb{T} \). We also denote by \( |T| = L(\mathbb{T}) \) the Lebesgue measure of the box \( \mathbb{T} \).

First of all, let us introduce some notation and basic material. For a given function \( u \in L^1(\mathbb{T}) \), we denote by \( \mathcal{F}u = (\hat{u}_k)_{k \in \mathbb{Z}} \) its Fourier series, where the Fourier coefficients \( \hat{u}_k \) are defined by

\[
\hat{u}_k := \frac{1}{|\mathbb{T}|} \int_{\mathbb{T}} u(x) e^{-ikx} \, dx.
\]

Recall that, whenever \( 1 < p < +\infty \), the Carleson-Hunt theorem yields the pointwise (a.e. on \( \mathbb{T} \)) convergence of the Fourier series of \( u \) to the function \( u \) itself:

\[
(10) \quad u(x) = \sum_{k \in \mathbb{Z}} \hat{u}_k e^{ikx}.
\]

We refer to e.g. Chapter 1 of [6] and Chapter 10 of [7] for further details. By duality, we can then extend the validity of formula (10) to any distribution \( u \in D'(\mathbb{T}) \), where, following Triebel [21] (see Section 9.1 therein), we have defined \( D'(\mathbb{T}) \) to be the topological dual of the set \( D(\mathbb{T}) := C^\infty(\mathbb{T}) \) of smooth functions on the torus.

Next, we introduce the so called Littlewood-Paley decomposition, based on a non-homogeneous dyadic partition of unity with respect to the Fourier variable. We fix a smooth scalar function \( \varphi \) such that \( 0 \leq \varphi \leq 1 \), \( \varphi \) is even and supported in the ring \( \{ r \in \mathbb{R} \mid 5/6 \leq |r| \leq 12/5 \} \), and such that

\[
\forall \, r \in \mathbb{R} \setminus \{0\}, \quad \sum_{j \in \mathbb{Z}} \varphi(2^{-j} r) = 1.
\]

Let us define \( |D| := (\partial_x^2)^{1/2} \) as the Fourier multiplier\(^2\) of symbol \( |k| \), for \( k \in \mathbb{Z} \). The dyadic blocks \( (\Delta_j)_{j \in \mathbb{Z}} \) are then defined by

\[
\forall \, j \in \mathbb{Z}, \quad \Delta_j u := \varphi(2^{-j} |D|)u = \sum_{k \in \mathbb{Z}} \varphi(2^{-j} |k|) \hat{u}_k e^{ikx}.
\]

Notice that, for \( j < 0 \) negative enough (in general, depending on the box \( \mathbb{T}_a^d \)), one has \( \Delta_j \equiv 0 \). In addition, one has the following Littlewood-Paley decomposition in \( D'(\mathbb{T}) \) (see details in Section 9.1 of [21]):

\[
\forall \, u \in D'(\mathbb{T}), \quad u = \hat{u}_0 + \sum_{j \in \mathbb{Z}} \Delta_j u \quad \text{in} \quad D'(\mathbb{T}).
\]

Recall that \( \hat{u}_0 \) is simply the mean value of \( u \) on \( \mathbb{T} \):

\[
\hat{u}_0 = \overline{u} = \frac{1}{|\mathbb{T}|} \int_{\mathbb{T}} u(x) \, dx.
\]

\(^2\)Throughout we agree that \( f(D) \) stands for the pseudo-differential operator \( u \mapsto \mathcal{F}^{-1}(f \mathcal{F}u) \).
We explicitly remark that, for any $j \in \mathbb{Z}$, the Fourier multipliers $\Delta_j$ are linear operators which are bounded on $L^p$ for any $p \in [1, +\infty]$, with norm independent of $j$ and $p$.

Now, we present a simplified version of the classical Bernstein inequalities, which turns out to be enough for our scopes. We refer to Chapter 2 of [1] for the statement in its full generality.

**Lemma 2.1.** There exists a universal constant $C > 0$ depending only on the size of the torus $T$ and on the support of the function $\varphi$ fixed above, such that the following properties hold true:

For any $j \in \mathbb{Z}$, for any $m \in \mathbb{N}$, for any couple $(p, q) \in [1, +\infty]^2$ such that $p \leq q$, and for any $u \in \mathcal{D}'(T)$, we have

$$
\|\Delta_j u\|_{L^q} \leq C \left(\frac{1}{p} - \frac{1}{q}\right) \|\Delta_j u\|_{L^p}
$$

and

$$
C^{-m-1} 2^{-jm} \|\Delta_j u\|_{L^p} \leq \|\partial_x^m \Delta_j u\|_{L^p} \leq C^{m+1} 2^{jm} \|\Delta_j u\|_{L^p}.
$$

It is well known that, for all $s \in \mathbb{R}$, the space $H^s$ can be characterised in terms of Littlewood-Paley decomposition (see Section 2.7 of [1]). In particular, one has the equivalence

$$(11) \quad \|u\|^2_{H^s} \sim |\hat{u}_0|^2 + \sum_{j \in \mathbb{Z}} 2^{2sj} \|\Delta_j u\|^2_{L^2}.
$$

Next, we recall some well-known interpolation inequalities. Remark that different proofs with respect to the classical ones may be given by use of the Littlewood-Paley decomposition. We start by recalling a classical interpolation result in Sobolev spaces:

$$
\forall f \in H^2(T), \quad \|\partial_x f\|_{L^2} \lesssim \|f\|_{L^2}^{1/2} \|\partial_x^2 f\|_{L^2}^{1/2}.
$$

Moreover, we have the following special case of Gagliardo-Nirenberg inequality:

$$(12) \quad \forall f \in H^2(T), \quad \|\partial_x f\|_{L^4} \lesssim \|f\|_{L^\infty}^{1/2} \|\partial_x^2 f\|_{L^2}^{1/2}.
$$

Similarly, the following Gagliardo-Nirenberg type inequality also holds true:

$$(13) \quad \forall f \in H^1(T) \quad \text{such that } \mathcal{F} = 0, \quad \|f\|_{L^\infty} \lesssim \|f\|_{L^p}^{p/(p+2)} \|\partial_x f\|_{L^2}^{2/(p+2)},
$$

for any $p \in [1, +\infty]$.

### 3 A priori estimates

In this section, we collect useful a priori estimates satisfied by smooth solutions $(u, \omega, k)$ to system (4), defined in $\mathbb{R}_+ \times \Omega$, where we recall that $\Omega = T$. We will see in Section 4, and more precisely in Subsection 4.1, how to use those bounds in order to prove local well-posedness at the level of regularity claimed in Theorem 1.3.

In all the estimates below, we have to put special attention on the dependence of all the estimates on the lower bound of $k$, which may vanish, under our assumptions.

#### 3.1 ODE analysis

We start by deriving pointwise upper and lower bounds for the functions $\omega$ and $k$. Those bounds have already been derived in [16], [17] by a comparison principle for weak solutions to scalar parabolic equations. Here we propose a different method, based on an explicit ODE analysis. Recall that, throughout this section, the solution $(u, \omega, k)$ is assumed to be smooth, defined on the whole $\mathbb{R}_+ \times \Omega$. 
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First of all, let us define $\lambda$ and $\mu$ as the solutions to the following system of ODEs:

\[
\begin{align*}
\frac{d}{dt}\lambda &= -\alpha_2 \lambda^2, & \lambda|_{t=0} &= \lambda_0 \\
\frac{d}{dt}\mu &= -\lambda \mu, & \mu|_{t=0} &= \mu_0,
\end{align*}
\]

for some $\lambda_0$ and $\mu_0$ to be fixed later. System (14) can be solved explicitly: we have

\[
\lambda(t) = \frac{\lambda_0}{\lambda_0 \alpha_2 t + 1} \quad \text{ and } \quad \mu(t) = \frac{\mu_0}{(\lambda_0 \alpha_2 t + 1)^{1/\alpha_2}}.
\]

Next, let us introduce the quantities

\[
\omega^* := \max_{x \in \Omega} \omega_0(x), \quad \omega_* := \min_{x \in \Omega} \omega_0(x), \quad k_* := \min_{x \in \Omega} k_0(x)
\]

as the initial upper and lower bounds of the functions $\omega$ and $k$. We also define their counterparts at any time $t \geq 0$:

\[
\omega_{\min}(t) := \min_{x \in \Omega} \omega(t, x), \quad \omega_{\max}(t) := \max_{x \in \Omega} \omega(t, x) \quad \text{ and } \quad k_{\min}(t) := \min_{x \in \Omega} k(t, x).
\]

Due to the smoothness of the solutions, these functions are Lipschitz and, as a consequence of Rademacher theorem, they are differentiable almost everywhere.

Denoting by $x_{\min} = x_{\min}(t)$ the point where the minimum value of $k(t)$ is attained, we obtain that $k_{\min}(t)$ satisfies the ODE

\[
\frac{d}{dt} k_{\min} = \alpha_3 \left( \frac{k}{\omega} \partial_x^2 k \right)_{x = x_{\min}} - k_{\min} \omega_{| x = x_{\min}} + \alpha_4 \left( \frac{k}{\omega} |\partial_x u|^2 \right)_{x = x_{\min}}.
\]

Using Grönwall inequality we find that $k_{\min}(t) \geq 0$.

With the same ideas, and denoting by $y_{\min} = y_{\min}(t)$ the point where $\omega(t)$ attains its minimum value, we find that $\omega_{\min}$ satisfies the ODE

\[
\frac{d}{dt} \omega_{\min} = \alpha_1 \frac{k_{| x = y_{\min}}}{\omega_{\min}} \left( \partial_x^2 \omega \right)_{x = y_{\min}} - \alpha_2 \omega_{\min}^2.
\]

We could see that $\omega_{\min}$ remains positive by e.g. a continuity argument. However, we decide here to perform explicit computations and get

\[
\frac{1}{2} \frac{d}{dt} \left( \omega_{\min}^2 \right) = \alpha_1 k_{| x = y_{\min}} \left( \partial_x^2 \omega \right)_{x = y_{\min}} - \alpha_2 \omega_{\min}^3 \geq - \alpha_2 \omega_{\min}^3.
\]

Simple computations immediately imply that

\[
\omega_{\min}(t) \geq \frac{\omega_*}{\omega_* \alpha_2 t + 1} \quad \forall \ t \geq 0.
\]

Next, we observe that, at the point $y_{\max} = y_{\max}(t)$ which realises the maximum value of $\omega(t)$, one has

\[
\frac{d}{dt} \omega_{\max} = \alpha_1 \left( \frac{k}{\omega} \partial_x^2 \omega \right)_{x = y_{\max}} - \alpha_2 \omega_{\max}^2 \leq - \alpha_2 \omega_{\max}^2.
\]

Hence, solving the first equation in (14) with initial datum $\lambda_0 = \omega^*$, we deduce

\[
\omega_{\max}(t) \leq \frac{\omega^*}{\omega^* \alpha_2 t + 1} \quad \forall \ t \geq 0.
\]
In the end, we get the following pointwise estimate for $\omega$:

$$
(16) \quad \forall (t, x) \in \mathbb{R}_+ \times \Omega, \quad 0 < \frac{\omega_0}{\omega_0 + t} \leq \omega_{\text{min}}(t) \leq \omega(t, x) \leq \omega_{\text{max}}(t) \leq \frac{\omega_0}{\omega_0 + t}.
$$

Using the previous bounds (16) in equation (15), in turn we find

$$
\frac{d}{dt} k_{\text{min}} \geq -k_{\text{min}} \omega_{\text{max}}.
$$

Solving the second equation (14), where we take $\lambda(t) = \omega_{\text{max}}(t)$ and $\mu_0 = k_s$, we infer

$$
(17) \quad k_{\text{min}}(t) \geq \frac{k_s}{(\omega_0 + t)^{1/\alpha}} \quad \forall t \geq 0.
$$

Notice that, under the assumptions of Theorem 1.1, we have $k_s = 0$. Therefore, we deduce that

$$
(18) \quad \forall (t, x) \in \mathbb{R}_+ \times \Omega, \quad k(t, x) \geq 0.
$$

### 3.2 Basic energy estimates

We now perform basic $L^2$ estimates for the smooth solution $(u, \omega, k)$, defined in $\mathbb{R}_+ \times \Omega$. Those estimates will provide us with a control on the low frequencies of the solution. The bounds for the high frequencies will be given in the next subsection.

To begin with, we test the equation for $u$ against $u$ itself, and then integrate over $\Omega$: after performing suitable integrations by parts, we find

$$
\frac{1}{2} \frac{d}{dt} \int_\Omega |u|^2 \, dx + \nu \int_\Omega \frac{k}{\omega} |\partial_x u|^2 \, dx = 0.
$$

After an integration in time, we immediately deduce the following estimate: for all $t \geq 0$, one has

$$
(19) \quad \|u(t)\|_{L^2}^2 + 2 \nu \int_0^t \int_\Omega \frac{k}{\omega} |\partial_x u|^2 \, dx \, d\tau \leq \|u_0\|_{L^2}^2.
$$

Repeating the same computations for the second equation in (11), tested this time against the function $\omega$, we get

$$
(20) \quad \frac{1}{2} \frac{d}{dt} \int_\Omega |\omega|^2 \, dx + \alpha_1 \int_\Omega \frac{k}{\omega} |\partial_x \omega|^2 \, dx + \alpha_2 \int_\Omega \omega^3 \, dx = \frac{1}{2} \int_\Omega \partial_x u \omega^2.
$$

We have to control the last term in the right-hand side of the previous equality. There are several possibilities for that; for instance, the cheapest choice in terms of regularity consists in taking advantage of the last term on the left-hand side of (20), thus making a $L^3$ norm of $\partial_x u$ appear. In turn, this would be fine, in view of the higher order estimates of Subsection 3.3 below.

However, here we opt for a simpler control and employ a $L^\infty$ bound for $\partial_x u$, which will be justified from the higher order estimates of Subsection 3.3 below. We get

$$
\int_\Omega \partial_x u \omega^2 \leq \|\partial_x u\|_{L^\infty} \|\omega\|_{L^2}^2.
$$

Plugging this bound into (20) and integrating in time, by Grönwall’s lemma we get the following estimate: for any time $t \geq 0$, one has

$$
(21) \quad \|\omega(t)\|_{L^2}^2 + \int_0^t \int_\Omega \frac{k}{\omega} |\partial_x \omega|^2 \, dx \, d\tau + \|\omega\|_{L^3(\Omega)}^3 \leq \|\omega_0\|_{L^2}^2 \exp \left( C \int_0^t \|\partial_x u(\tau)\|_{L^\infty} \, d\tau \right),
$$

where the multiplicative constant $C > 0$ depends only on the values of $\alpha_1$ and $\alpha_2$. Recall that we dispose also of $L^\infty$ controls on $\omega$, which are provided by (16).

---

3From now on, we will use the following notation: if $X$ is a Fréchet space of functions over $\Omega$, for any finite $T > 0$ we note $L^p_T(X) = L^p([0, T]; \mathcal{X})$ and $\mathcal{C}_T(X) = C([0, T]; \mathcal{X})$.\[10]
Let us turn our attention to the estimates for \( k \). Looking at the third equation of (4), it is easy to realise that a \( L^2 \) estimate for \( k \) has no chance to be closed, owing to the presence of a right-hand side which is merely \( L^1 \). Therefore, we rather perform an \( L^1 \) estimate on \( k \), obtaining, after an integration by parts, the relation

\[
\frac{d}{dt} \int_{\Omega} k \, dx + \int_{\Omega} k \omega \, dx = \alpha_4 \int_{\Omega} \frac{k}{\omega} \partial_x u \, |\partial_x u| \, dx + \int_{\Omega} k \partial_x u \, dx.
\]

Notice that, following the approach of [17], it is possible to propagate better integrability for \( k \) and its derivative. However, the bounds coming from the previous relation (22) are enough for our scopes. Indeed, we can write

\[
\left| \int_{\Omega} k \partial_x u \, dx \right| = \left| \int_{\Omega} \sqrt{k \omega} \sqrt{\frac{k}{\omega}} \partial_x u \, dx \right| \leq \frac{1}{2} \int_{\Omega} k \omega \, dx + \frac{1}{2} \int_{\Omega} \frac{k}{\omega} \partial_x u \, |\partial_x u| \, dx.
\]

Therefore, by use of (19) and noticing that the constant may depend on the parameters \( \alpha_i \) and \( \nu \), from (22) we deduce, after an integration in time, that for any time \( t \geq 0 \), one has

\[
\|k(t)\|_{L^1} + \int_0^t \int_{\Omega} k \omega \, dx \, d\tau \lesssim \|k_0\|_{L^1} + \|u_0\|_{L^2}^2,
\]

for an implicit multiplicative constant, which depends only on the parameters \( \nu \) and \( \alpha_4 \). Observe that, owing to our assumption on \( k_0 \), we have

\[
\|k_0\|_{L^1} = \left\| \sqrt{k_0} \right\|_{L^2}^2 < +\infty.
\]

As it will appear clear from the computation in the next subsection, we also need some control on how the function \( k \) touches zero. This piece of information is obtained by propagating regularity for \( \sqrt{k} \), rather than for \( k \) itself. For notational convenience, let us introduce the quantities

\[
\beta := \sqrt{k} \quad \text{and} \quad \beta_0 := \sqrt{k_0}.
\]

To begin with, we use again the fact that, for any \( t \geq 0 \), one has \( \|\beta(t)\|_{L^2} = \|k(t)\|_{L^1} \). Therefore, owing to estimate (23), we deduce, for all \( t \geq 0 \), the bound

\[
\|\beta(t)\|_{L^2} \lesssim \|\beta_0\|_{L^2} + \|u_0\|_{L^2}.
\]

Next, in view of the computations of Subsection 5.3 below, we derive an equation for \( \beta \). For this, we start by multiplying the third equation in (4) by the factor \( 1/(2 \sqrt{k}) \); then, straightforward manipulations yield

\[
\partial_t \beta + u \partial_x \beta - \alpha_3 \partial_x \left( \frac{\beta^2}{\omega} \partial_x \beta \right) + \frac{1}{2} \beta \omega = \frac{\alpha_4}{2} \beta \omega \left| \partial_x u \right|^2 + \alpha_3 \frac{\beta}{\omega} \left| \partial_x \beta \right|^2.
\]

To conclude this part, we also recast the first and second equations of (4) in terms of the new set of unknowns \((u, \omega, \beta)\). We get the new system

\[
\begin{aligned}
\partial_t u + u \partial_x u - \nu \partial_x \left( \frac{\beta^2}{\omega} \partial_x u \right) &= 0 \\
\partial_t \omega + u \partial_x \omega - \alpha_1 \partial_x \left( \frac{\beta^2}{\omega} \partial_x \omega \right) &= -\alpha_2 \omega^2 \\
\partial_t \beta + u \partial_x \beta - \alpha_3 \partial_x \left( \frac{\beta^2}{\omega} \partial_x \beta \right) + \frac{1}{2} \beta \omega &= \frac{\alpha_4}{2} \beta \omega \left| \partial_x u \right|^2 + \alpha_3 \frac{\beta}{\omega} \left| \partial_x \beta \right|^2.
\end{aligned}
\]

The higher order estimates of the next subsection will be performed on the previous system (26). As a matter of fact, it is much more natural to work with the unknown \( \beta = \sqrt{k} \) rather than with \( k \) itself.
Before moving on, we notice that the basic $L^2$ parabolic estimates leading to a smoothing effect for the solution are not closed yet, because one still needs to control the last term appearing in the right-hand side of (21). This is a purely 1-D effect, since now it is no more meaningful to assume the velocity field $u$ to be divergence-free.

Of course, those estimates will be closed by using higher order bounds on $(u,\omega,\beta)$, which are the matter of the next subsection.

3.3 Higher order estimates

Here, we perform higher order Sobolev estimates for the smooth solution $(u,\omega,\beta)$, defined on $\mathbb{R}_+ \times \Omega$. In the end, we will need to close the estimates in some (possibly small) time interval $[0,T]$. Let us recall that we limit ourselves to treat the case of solutions at $H^2$ level of regularity; it goes without saying that the same method applies also to give propagation of $H^m$ norms, for any $m \geq 2$. We expect an extension to almost critical $H^s$ regularities, for any $s > 3/2$ (or even to $B^{3/2}_{2,1}$ regularity), to be also possible, by use of Littlewood-Paley analysis and paradifferential calculus techniques. However, our goal here is to give a simple proof by elementary methods, and to put in evidence in a clear way the special structure of the system, for which the new quantity $\beta = \sqrt{k}$ plays a key role.

Finally, we stress that, once again, particular care has to be used while dealing with the function $k$, owing to possible regions where this quantity vanishes.

Before starting the estimates, let us observe that, for any $p \in [1, +\infty]$ and any $f \in L^p(\Omega)$, we have

$$|\hat{f}_0| \lesssim \|f\|_{L^1} \lesssim \|f\|_{L^p}.$$ 

Thus, owing to the Bernstein inequalities of Lemma 2.1 and the Littlewood-Paley characterisation (11) of Sobolev spaces, we have

$$\|u\|_{H^2}^2 \sim \|u\|_{L^2}^2 + \|\partial_2^2 u\|_{L^2}^2,$$

and analogous equivalences for $\omega$ and $\beta$. Therefore, we only need to bound the second order derivatives of the solution in $L^2$. We will do this in an elementary way, by performing simple energy estimates on the equations satisfied by $\partial_2^2 u$, $\partial_2^2 \omega$ and $\partial_2^3 \beta$.

We start by writing an equation for $\partial_2^2 u$. Differentiating the first equation in (26) twice with respect to the space variable, we find

$$\partial_t \partial_2^2 u + u \partial_x \partial_2^2 u - \nu \partial_x \left( \frac{\beta^2}{\omega} \partial_3^2 u \right) = f,$$

where we have defined

$$f = \sum_{j=1}^4 f_j := -3 \partial_x u \partial_2^2 u + 3 \nu \partial_x \left( \frac{\beta^2}{\omega} \right) \partial_2^2 u + 2 \nu \partial_x \left( \frac{\beta^2}{\omega} \right) \partial_3^2 u + \nu \partial_3^3 \left( \frac{\beta^2}{\omega} \right) \partial_x u.$$ 

It is not hard to see that the last term appearing in the definition of $f$ is the most dangerous one, when performing energy estimates on $\partial_2^2 u$.

Likewise, we get an equation for $\partial_2^2 \omega$:

$$\partial_t \partial_2^2 \omega + u \partial_x \partial_2^2 \omega - \alpha_1 \partial_x \left( \frac{\beta^2}{\omega} \partial_3^2 \omega \right) + 2 \alpha_2 \omega \partial_2^3 \omega = g,$$

where this time the external force $g$ is defined by

$$g = \sum_{j=1}^6 g_j := -2 \partial_x u \partial_2^2 \omega - \partial_2^2 u \partial_3 \omega.$$
Finally, we repeat the same computations for \( \beta \), finding
\[(29) \quad \partial_t \partial^2_x \beta + u \partial_x \partial^2_x \beta - \alpha_3 \partial_x \left( \frac{\beta^2}{\omega} \partial^2_x \beta \right) + \frac{1}{2} \omega \partial^2_x \beta = h, \]
where we have denoted by \( h \) the quantity
\[
h = \sum_{j=1}^{15} h_j := -2 \partial_x u \partial_x^2 \beta - \partial_x^2 u \partial_x \beta - \partial_x \omega \partial_x \beta - \frac{1}{2} \beta \partial^2_x \omega
\]
\[
+ 3 \alpha_3 \partial^2_x \left( \frac{\beta^2}{\omega} \right) \partial^2_x \beta + 2 \alpha_3 \partial_x \left( \frac{\beta^2}{\omega} \right) \partial^3_x \beta + \alpha_3 \partial^3_x \left( \frac{\beta^2}{\omega} \right) \partial_x \beta
\]
\[
+ \frac{\alpha_4}{2} \partial_x \left( \frac{\beta}{\omega} \right) |\partial_x u|^2 + 2 \alpha_4 \partial_x \left( \frac{\beta}{\omega} \right) \partial_x u \partial^2_x u + \alpha_4 \frac{\beta}{\omega} \left( \partial^2_x u \right)^2 + \alpha_4 \frac{\beta}{\omega} \partial_x \beta \partial^2_x \beta
\]
\[
+ \alpha_3 \partial^3_x \left( \frac{\beta}{\omega} \right) |\partial_x \beta|^2 + 2 \alpha_4 \partial_x \left( \frac{\beta}{\omega} \right) \partial_x \beta \partial^2_x \beta + 2 \alpha_4 \frac{\beta}{\omega} \left( \partial^2_x \beta \right)^2 + 2 \alpha_4 \frac{\beta}{\omega} \partial_x \beta \partial^3_x \beta.
\]

In the next paragraphs, we will perform \( L^2 \) estimates in (27), (28) and (29). Of course, the key point will be the control of the forcing terms \( f, g \) and \( h \) in the energy space.

### 3.3.1 The \( H^2 \) estimate for \( u \)

We start by testing equation (27): simple computations give us
\[(30) \quad \frac{1}{2} \frac{d}{dt} \| \partial^2_x u \|_{L^2}^2 + \nu \int_{\Omega} \frac{\beta^2}{\omega} |\partial^2_x u|^2 \, dx = \frac{1}{2} \int_{\Omega} \partial_x u \left( \partial^2_x u \right)^2 \, dx + \int_{\Omega} f \partial^2_x u \, dx.
\]

The core of the argument consists in finding suitable bounds for the terms on the right-hand side. Notice that, owing to the fact that we do not dispose of a strictly positive lower bound for \( k \), the contribution of the viscosity term may appear of no importance. Yet, the piece of information coming from that term turn out to be essential for closing the estimates.

Thus, let us bound the terms appearing on the right-hand side of the previous relation. We start by observing that
\[(31) \quad \left| \int_{\Omega} \partial_x u \left( \partial^2_x u \right)^2 \, dx \right| \lesssim \| \partial_x u \|_{L^\infty} \| \partial^2_x u \|_{L^2}^2,
\]
which of course will be absorbed by a Grönwall-type argument.

It goes without saying that the control of the integral involving \( f_1 \) works absolutely in the same way. Thus, let us turn our attention to the integral involving \( f_2 \): after an integration by parts, this term can be coupled with the one coming from \( f_3 \), thus getting
\[
\int_{\Omega} (f_2 + f_3) \partial^2_x u \, dx = -4 \nu \int_{\Omega} \partial_x \left( \frac{\beta^2}{\omega} \right) \partial^2_x u \partial^2_x u \, dx.
\]

By computing
\[
\partial_x \left( \frac{\beta^2}{\omega} \right) = 2 \frac{\beta}{\omega} \partial_x \beta - \frac{\beta^2}{\omega^2} \partial_x \omega,
\]
in the end we have to bound two integrals. We start by writing
\[
\int_{\Omega} \frac{\beta}{\omega} \partial_x \beta \partial^2_x u \partial^2_x u \, dx = \int_{\Omega} \frac{1}{\sqrt{\omega}} \partial_x \beta \frac{\beta}{\sqrt{\omega}} \partial^2_x u \, dx,
\]
and an application of Cauchy-Schwarz and Young inequalities gives us, for any \( \delta \in [0,1] \) to be chosen later, the estimate
\[
\nu \left| \int \Omega \frac{\beta}{\omega} \partial_x \beta \partial_x^2 \nu \partial_x^3 u \, dx \right| \leq \delta \nu \int \Omega \frac{\beta^2}{\omega} \left| \partial_x^3 u \right|^2 \, dx + C(\delta, \nu) \int \Omega \frac{1}{\omega} \left| \partial_x \beta \right|^2 \left| \partial_x^2 u \right|^2 \, dx.
\]
Similarly, we can control
\[
\nu \left| \int \Omega \frac{\beta^2}{\omega^2} \partial_x \omega \partial_x^2 \nu \partial_x^3 u \, dx \right| \leq \delta \nu \int \Omega \frac{\beta^2}{\omega^2} \left| \partial_x^3 u \right|^2 \, dx + C(\delta, \nu) \int \Omega \frac{\beta^2}{\omega} \left| \partial_x \omega \right|^2 \left| \partial_x^2 u \right|^2 \, dx.
\]
Therefore, using also (10), in the end we get
\[
(32) \quad \int \Omega (f_2 + f_3) \partial_x^2 \nu \, dx \leq 2\delta \nu \int \Omega \frac{\beta^2}{\omega^2} \left| \partial_x^3 u \right|^2 \, dx + C (1 + t)^3 \left( \| \partial_x \beta \|_{L^\infty}^2 + \| \beta \|_{L^\infty}^2 \| \partial_x \omega \|_{L^\infty}^2 \right) \| \partial_x^2 u \|_{L^2}^2,
\]
where the value of \( \delta \in [0,1] \) will be fixed later on, and the constant \( C > 0 \) depends only on the values of \( \delta \) and of the various coefficients \((\nu, \alpha_1 \ldots \alpha_4)\). Of course, for \( \delta \) small enough, the first term on the right can be absorbed into the left-hand side of (30), whereas the second term can be controlled by the Grönwall lemma.

It remains us to control the term depending on \( f_4 \). For this, we integrate by parts once, to get
\[
\int \Omega f_4 \partial_x^2 \nu \, dx = -\nu \int \Omega \partial_x \left( \frac{\beta^2}{\omega} \right) \left| \partial_x^3 u \right|^2 \, dx - \nu \int \Omega \partial_x \left( \frac{\beta^2}{\omega} \right) \partial_x \nu \partial_x^3 u \, dx.
\]
Observe that the first term on the right is analogous to the one coming from \( f_2 \), hence it can be controlled as we have done before (by computing a further integration by parts). On the other hand, for bounding the second term in the right-hand side of the previous equation, we compute explicitly the second order derivative of the function \( \beta^2/\omega \): we get
\[
(33) \quad \partial_x^2 \left( \frac{\beta^2}{\omega} \right) = \frac{2}{\omega} (\partial_x \beta)^2 + 2 \frac{\beta}{\omega} \partial_x^2 \beta - 4 \frac{\beta}{\omega^2} \partial_x \beta \partial_x \omega - \frac{\beta^2}{\omega^2} \partial_x^2 \omega + 2 \frac{\beta^2}{\omega^3} (\partial_x \omega)^2.
\]
So, we are reducted to estimating five different integrals. Since the third-order term \( \partial_x^3 u \) appears, the idea is to make a coefficient \( \beta/\sqrt{\omega} \) appear in front of it, as we have done for (32) above. To begin with, we estimate
\[
\nu \left| \int \Omega \frac{\beta}{\omega^2} \partial_x \beta \partial_x \nu \partial_x^3 u \, dx \right| \leq \delta \nu \int \Omega \frac{\beta^2}{\omega^2} \left| \partial_x^3 u \right|^2 \, dx + C(\delta, \nu) \int \Omega \frac{1}{\omega} \left| \partial_x \nu \right|^2 \left| \partial_x^2 \beta \right|^2 \, dx
\]
\[
\nu \left| \int \Omega \frac{\beta^2}{\omega^3} \partial_x \omega \partial_x \nu \partial_x^3 u \, dx \right| \leq \delta \nu \int \Omega \frac{\beta^2}{\omega^3} \left| \partial_x^3 u \right|^2 \, dx + C(\delta, \nu) \int \Omega \frac{\beta^2}{\omega^3} \left| \partial_x \nu \right|^2 \left| \partial_x^2 \omega \right|^2 \, dx,
\]
where \( \delta > 0 \) is as above. The same method would apply also to the third item in (33), but this would give a bound which is not optimal. For this reason, we prefer to integrate by parts once and write
\[
(34) \quad \int \Omega \frac{\beta}{\omega^2} \partial_x \beta \partial_x \omega \partial_x \nu \partial_x^3 u \, dx
\]
\[
= - \int \Omega \frac{\beta}{\omega^2} (\partial_x \beta)^2 \partial_x^2 \nu \partial_x u \partial_x \omega \, dx + 2 \int \Omega \frac{\beta}{\omega^2} \partial_x \beta (\partial_x \omega)^2 \partial_x^2 u \partial_x \nu \, dx
\]
\[
- \int \Omega \frac{\beta}{\omega^2} (\partial_x \beta \partial_x \omega \partial_x \nu + \partial_x \beta \partial_x \nu \partial_x^2 u + \partial_x \beta \partial_x^2 \omega \partial_x \nu) \partial_x^2 u \, dx.
\]
All these terms can be controlled in a simple way. For instance, using also (10) and the interpolation inequality (12), for the first term we have

\[
\left| \int_\Omega \frac{1}{\omega^2} (\partial_x \beta)^2 \partial_x^2 u \partial_x u \partial_x \omega \, dx \right| \lesssim \left( \frac{\omega_{\min}(t)}{\omega_{\max}(t)} \right)^3 \| \partial_x \beta \|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \omega) \right\|_{L^2}^2 \lesssim (1+t)^2 \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2 \lesssim (1+t)^2 \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2.
\]

Similarly, we can bound the second term as follows:

\[
\left| \int_\Omega \frac{\beta}{\omega^2} \partial_x \beta \partial_x \omega \partial_x u \partial_x \omega \, dx \right| \lesssim \left( \frac{\omega_{\min}(t)}{\omega_{\max}(t)} \right)^3 \| \partial_x \beta \|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2 \lesssim (1+t)^2 \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2.
\]

The control of the terms in the third line of (31) is even more straightforward. All in all, we finally get

\[
\left| \int_\Omega \frac{\beta}{\omega^2} \partial_x \beta \partial_x \omega \partial_x u \partial_x \omega \, dx \right| \lesssim (1+t)^2 \left\| (\partial_x u, \partial_x \omega, \partial_x \beta) \right\|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2.
\]

Finally, the terms coming from the first and fifth items of (33) can be treated as the previous one, after an integration by parts: we obtain

\[
\left| \int_\Omega \frac{1}{\omega^2} (\partial_x \beta)^2 \partial_x u \partial_x^3 u \, dx \right| \lesssim (1+t)^2 (1+\|\partial_x \beta\|_{L^\infty}) \left\| (\partial_x u, \partial_x \omega, \partial_x \beta) \right\|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \beta) \right\|_{L^2}^2 \quad \text{and} \quad \left| \int_\Omega \frac{\beta}{\omega^2} (\partial_x \omega)^2 \partial_x u \partial_x^3 u \, dx \right| \lesssim (1+t)^3 (1+\|\partial_x \beta\|_{L^\infty}) \left\| (\partial_x u, \partial_x \omega, \partial_x \beta) \right\|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2.
\]

Putting all those inequalities together, we finally deduce the sought control for the \( f_1 \) term:

\[
(35) \quad \int_\Omega f_1 \partial_x^2 u \, dx \leq C_1 \delta \nu \int_\Omega \left( \frac{\beta}{\omega^2} \right)^2 \left| \partial_x^3 u \right|^2 \, dx + C_2 (1+t)^3 (1+\|\partial_x \beta\|_{L^\infty}) \left\| (\partial_x u, \partial_x \omega, \partial_x \beta) \right\|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2,
\]

where the value of \( \delta \in ]0,1[ \) will be fixed later on, the constant \( C_1 > 0 \) is “universal” (independent of all the data and parameters appearing in the equations) and the constant \( C_2 > 0 \) depends only on the values of \( \delta \) and of the various coefficients \( (\nu, \alpha_1, \ldots, \alpha_4) \).

In the end, inserting the bounds we have obtained in (31), (32) and (33) into (30) and choosing \( \delta > 0 \) small enough, we find a bound for \( \partial_x^2 \omega \):

\[
(36) \quad \frac{1}{2} \frac{d}{dt} \left\| \partial_x^2 \omega \right\|_{L^2}^2 + \nu \int_\Omega \frac{\beta}{\omega^2} \left| \partial_x^3 \omega \right|^2 \, dx \lesssim (1+t)^3 (1+\|\partial_x \beta\|_{L^\infty}) \left( 1+\| (\partial_x u, \partial_x \omega, \partial_x \beta) \right\|_{L^\infty} \left\| (\partial_x^2 u, \partial_x^2 \omega, \partial_x \beta) \right\|_{L^2}^2.
\]

### 3.3.2 The \( H^2 \) estimate for \( \omega \)

We now perform \( H^2 \) estimates on \( \omega \). For this, it is enough to perform \( L^2 \) estimates on equation (28) for \( \partial_x^2 \omega \). In this way, we easily get

\[
\frac{1}{2} \frac{d}{dt} \left\| \partial_x^2 \omega \right\|_{L^2}^2 + \alpha_1 \int_\Omega \frac{\beta}{\omega^2} \left| \partial_x^2 \omega \right|^2 \, dx + 2 \alpha_2 \int_\Omega \omega \left| \partial_x^2 \omega \right|^2 \, dx = \frac{1}{2} \int_\Omega \partial_x u \left( \partial_x^2 \omega \right)^2 \, dx + \int_\Omega g \partial_x^2 \omega \, dx.
\]
In the estimate of the right-hand side of the equation above, only few terms change with respect to the ones we have already treated in the previous paragraph. First of all, we put together the transport term, i.e. the first term appearing on the right, with $g_1$: we find

$$\left| \int_{\Omega} \left( \frac{1}{2} \partial_x u - 2 \partial_x u \right) |\partial_x^2 \omega|^2 \, dx \right| \lesssim \| \partial_x u \|_{L^{\infty}} \| \partial_x^2 \omega \|_{L^2}^2.$$ 

Next, we easily see that the control of the terms $g_3$, $g_4$ and $g_5$ is analogous to the one of $f_2$, $f_3$ and $f_4$ respectively, up to change $u$ by $\omega$ and $\nu$ by $\alpha_1$ everywhere in those computations. We infer the bound

$$\left| \int_{\Omega} (g_3 + g_4 + g_5) \partial_x^2 \omega \, dx \right| \lesssim C_1 \delta \alpha_1 \int_{\Omega} \frac{\beta^2}{\omega} |\partial_x^3 \omega|^2 \, dx$$

$$+ C_2 (1 + t)^3 \left( 1 + \| \beta \|_{L^\infty} \right) \| (\partial_x \omega, \partial_x \beta) \|_{L^\infty} \| (\partial_x^2 \omega, \partial_x^2 \beta) \|_{L^2}^2,$$

where $\delta \in [0, 1]$ can be taken arbitrarily small and the constants $C_1 > 0$ and $C_2 > 0$ are as in (33).

Thus, it remains us to bound the terms coming from $g_2$ and $g_6$; however, both controls are fairly straightforward. As a matter of fact, we have

$$\left| \int_\Omega g_2 \partial_x^2 \omega \, dx \right| \lesssim \| \partial_x \omega \|_{L^\infty} \| (\partial_x^2 u, \partial_x^2 \omega) \|_{L^2}^2$$

$$\left| \int_\Omega g_6 \partial_x^2 \omega \, dx \right| \lesssim \| \partial_x \omega \|_{L^4} \| \partial_x^2 \omega \|_{L^2} \lesssim \omega_{\max}(t) \| \partial_x^2 \omega \|_{L^2}^2,$$

where, in the last line, we have also used the interpolation inequality (12).

In the end, we have obtained the following bound, analogous to (36):

$$(37) \quad \frac{1}{2} \left( \frac{d}{dt} \right) \| \partial_x^2 \beta \|_{L^2}^2 + \alpha_1 \int_{\Omega} \frac{\beta^2}{\omega} |\partial_x^3 \omega|^2 \, dx + 2 \alpha_2 \int_{\Omega} \omega |\partial_x^2 \omega|^2 \, dx$$

$$\lesssim (1 + t)^3 \left( 1 + \| \beta \|_{L^\infty} \right) \left( 1 + \| (\partial_x u, \partial_x \omega, \partial_x \beta) \|_{L^\infty} \right) \| (\partial_x^2 u, \partial_x^2 \omega, \partial_x^2 \beta) \|_{L^2}^2.$$ 

### 3.3.3 The $H^2$ estimate for $\beta$

Let us switch to the control of $\partial_x^2 \beta$. Once again, we start with an energy estimate for equation (29), thus finding

$$\frac{1}{2} \left( \frac{d}{dt} \right) \| \partial_x^2 \beta \|_{L^2}^2 + \alpha_3 \int_{\Omega} \frac{\beta^2}{\omega} |\partial_x^3 \beta|^2 \, dx + \frac{1}{2} \int_{\Omega} \omega |\partial_x^2 \beta|^2 \, dx = \frac{1}{2} \int_{\Omega} \partial_x u (\partial_x^2 \beta)^2 \, dx + \int_{\Omega} h \partial_x^2 \beta \, dx.$$

As before, the transport term has to be joined with $h_1$: this gives us

$$\left| \int_{\Omega} \left( \frac{1}{2} \partial_x u - 2 \partial_x u \right) |\partial_x^2 \beta|^2 \, dx \right| \lesssim \| \partial_x u \|_{L^\infty} \| \partial_x^2 \beta \|_{L^2}^2.$$ 

On the other hand, the group of terms $h_5$, $h_6$ and $h_7$ have to be handled in the same way as $f_2$, $f_3$ and $f_4$ above. Mutatis mutandis, we gather the control

$$\left| \int_{\Omega} (h_5 + h_6 + h_7) \partial_x^2 \beta \, dx \right| \leq C_1 \delta \alpha_3 \int_{\Omega} \frac{\beta^2}{\omega} |\partial_x^3 \beta|^2 \, dx$$

$$+ C_2 (1 + t)^3 \left( 1 + \| \beta \|_{L^\infty} \right) \| (\partial_x \omega, \partial_x \beta) \|_{L^\infty} \| (\partial_x^2 \omega, \partial_x^2 \beta) \|_{L^2}^2.$$ 

The previous bound holds true for any $\delta \in [0, 1]$; the precise value of $\delta$ will be fixed later on. In addition, the positive constants $C_1$ and $C_2$ satisfy the same properties as in (35) above.
Next, arguing as for $g_6$ and using the interpolation inequality (12), we easily get
\[
\left| \int_\Omega (h_2 + h_4) \partial_x^2 \beta \, dx \right| \lesssim \left( \| \partial_x \beta \|_{L^\infty} + \| \beta \|_{L^\infty} \right) \| \left( \partial_x^2 u, \partial_x^2 \omega, \partial_x^2 \beta \right) \|_{L^2}^2
\]
\[
\left| \int_\Omega h_5 \partial_x^2 \beta \, dx \right| \lesssim \| \partial_x \omega \|_{L^4} \| \partial_x \beta \|_{L^4} \| \partial_x^2 \beta \|_{L^2} \lesssim (\omega_{\max}(t) + \| \beta \|_{L^\infty}) \| \left( \partial_x^2 \omega, \partial_x^2 \beta \right) \|_{L^2}^2.
\]

Hence, it remains us to bound the terms appearing in the last two lines of the definition of $h$. We start from $h_{11}$: using the usual trick based on Cauchy-Schwarz and Young inequalities, for $\delta \in [0, 1]$ as above, we bound
\[
\left| \int_\Omega h_{11} \partial_x^2 \beta \, dx \right| \leq \delta \nu \int_\Omega \frac{\beta^2}{\omega} |\partial_x^2 u|^2 \, dx + C(\delta, \nu, \alpha_4) \int_\Omega \frac{1}{\omega} |\partial_x u|^2 |\partial_x^2 \beta|^2 \, dx
\]
\[
\leq \delta \nu \int_\Omega \frac{\beta^2}{\omega} |\partial_x^2 u|^2 \, dx + C(1 + t) \| \partial_x u \|_{L^\infty}^2 \| \partial_x^2 \beta \|_{L^2}^2.
\]

Next, we consider $h_{10}$: for it, we can use an integration by parts to write
\[
\int_\Omega h_{10} \partial_x^2 \beta \, dx = -2 \alpha_4 \int_\Omega \frac{\beta}{\omega} \partial_x^2 u \partial_x^3 \beta \, dx - \alpha_4 \int_\Omega \partial_x \left( \frac{\beta}{\omega} \right) \left( \partial_x^2 u \right)^2 \partial_x \beta \, dx.
\]

It is easily seen that the first term on the right-hand side can be handled in the same way as for $h_{11}$, thus producing
\[
\alpha_4 \left| \int_\Omega \frac{\beta}{\omega} \partial_x^2 u \partial_x^3 \beta \, dx \right| \leq \delta \nu \int_\Omega \frac{\beta^2}{\omega} |\partial_x^2 u|^2 \, dx + C(\delta, \nu, \alpha_4) (1 + t) \| \partial_x \beta \|_{L^\infty}^2 \| \partial_x u \|_{L^2}^2,
\]

whereas for the second term one can explicitly compute the space derivative of $\beta/\omega$ and obtain
\[
\left| \int_\Omega \partial_x \left( \frac{\beta}{\omega} \right) \left( \partial_x^2 u \right)^2 \partial_x \beta \, dx \right| \lesssim (1 + t)^2 (1 + \| \beta \|_{L^\infty}) \| (\partial_x \omega, \partial_x \beta) \|_{L^\infty}^2 \| \partial_x^2 \beta \|_{L^2}^2.
\]

The control of $h_9$ works in a pretty similar way: after computing $\partial_x (\beta/\omega)$, one easily gets
\[
\left| \int_\Omega h_9 \partial_x^2 \beta \, dx \right| \lesssim (1 + t)^2 (1 + \| \beta \|_{L^\infty}) \| (\partial_x u, \partial_x \omega, \partial_x \beta) \|_{L^\infty}^2 \| (\partial_x^2 u, \partial_x^2 \beta) \|_{L^2}^2.
\]

Next, in order to estimate the term presenting $h_8$, we compute
\[
\partial_x^2 \left( \frac{\beta}{\omega} \right) = \frac{1}{\omega} \partial_x^2 \beta - \frac{2}{\omega^2} \partial_x \beta \partial_x \omega - \frac{\beta}{\omega^2} \partial_x^2 \omega + 2 \frac{\beta}{\omega^3} (\partial_x \omega)^2
\]
and reduce our problem to bound four different integrals. For this, we are going to argue in a very similar way as done for estimating the terms appearing in (14). On the one hand, we have
\[
\left| \int_\Omega \frac{1}{\omega} |\partial_x u|^2 \left( \partial_x^2 \beta \right)^2 \, dx \right| \lesssim (1 + t) \| \partial_x u \|_{L^\infty}^2 \| \partial_x^2 \beta \|_{L^2}^2
\]
\[
\left| \int_\Omega \frac{\beta}{\omega^2} |\partial_x u|^2 \partial_x^2 \beta \, dx \right| \lesssim (1 + t)^2 \| \beta \|_{L^\infty} \| \partial_x u \|_{L^\infty}^2 \| (\partial_x^2 \omega, \partial_x^2 \beta) \|_{L^2}^2.
\]

On the other hand, for the terms presenting a mixing of first order derivatives, we use the interpolation inequality (12) to deduce
\[
\left| \int_\Omega \left( \frac{1}{\omega^2} \partial_x \beta \partial_x \omega + \frac{\beta}{\omega^3} (\partial_x \omega)^2 \right) |\partial_x u|^2 \partial_x^2 \beta \, dx \right| \lesssim (1 + t)^2 (1 + \| \beta \|_{L^\infty}) \| \partial_x u \|_{L^\infty}^2 \| (\partial_x^2 \omega, \partial_x^2 \beta) \|_{L^2}^2.
\]
Finally, we see that the terms arising from the last line of the definition of $h$ can be handled as $h_8 \ldots h_{11}$, up to replace $u$ by $\beta$ and $\alpha_4$ by $\alpha_3$ everywhere in the computations.

In the end, putting all those inequalities together and choosing $\delta > 0$ small enough, we arrive at the following estimate for $\beta$:

$$\frac{d}{dt} \| \frac{\partial^2 u}{\partial x^2} \|_{L^2}^2 + \alpha_3 \int_{\Omega} \beta^2 \left( |\frac{\partial^2 u}{\partial x^2}|^2 + |\frac{\partial^2 \omega}{\partial x \partial t}|^2 + |\frac{\partial^2 \beta}{\partial t^2}|^2 \right) dx \leq (1 + t)^3 \left( 1 + \| \beta \|_{L^\infty} \right) \left( 1 + \| (\partial_x u, \partial_x \omega, \partial_x \beta) \|_{L^2}^2 \right),$$

for an implicit multiplicative constant $C > 0$, depending only on the chosen value of $\delta > 0$ and on the various parameters $\nu, \alpha_1 \ldots \alpha_4$.

### 3.4 Closing the estimates

In order to close the estimates in some small time interval $[0, T]$, we introduce some convenient notations. For all $t \geq 0$, we set

$$E(t) := \| u(t) \|_{H^2}^2 + \| \omega(t) \|_{H^2}^2 + \| \beta(t) \|_{H^2}^2,$$

to be the energy of the solution. Our goal is to bound it in terms of $E(0)$, which is defined as the same quantity, computed on the initial datum $(u_0, \omega_0, \beta_0)$. We also define

$$E_0(t) := \| u(t) \|_{H^2}^2 + \| \omega(t) \|_{H^2}^2 + \| \beta(t) \|_{H^2}^2,$$

$$E_2(t) := \| \frac{\partial^2 u(t)}{\partial x^2} \|_{L^2}^2 + \| \frac{\partial^2 \omega(t)}{\partial x \partial t} \|_{L^2}^2 + \| \frac{\partial^2 \beta(t)}{\partial t^2} \|_{L^2}^2,$$

and we denote by $E_0(0)$ and $E_2(0)$ the same quantities, when computed on the initial data. Therefore, in view of what we have said at the beginning of Subsection 3.3, we have

$$\forall t \geq 0, \quad E(t) \sim E_0(t) + E_2(t).$$

First of all, we observe that, from (19), (21) and (24), we deduce that

$$\forall t \geq 0, \quad E_0(t) \leq C_1 E_0(0) \exp \left( C_1 \int_0^t \| \frac{\partial_x u(\tau)}{\partial x} \|_{L^\infty} d\tau \right),$$

for a “universal” numerical constant $C_1 > 0$ independent of any parameters and data of the problem.

Next, we put estimates (30), (37) and (38) together: in this way, after setting

$$A(t) := (1 + t)^3 \left( 1 + \| \beta \|_{L^\infty}^2 \right) \left( 1 + \| (\partial_x u, \partial_x \omega, \partial_x \beta) \|_{L^2}^2 \right),$$

we get, for all $t > 0$, the inequality

$$\frac{d}{dt} E_2(t) + \int_{\Omega} \frac{\beta^2}{\omega} \left( |\frac{\partial^2 u}{\partial x^2}|^2 + |\frac{\partial^2 \omega}{\partial x \partial t}|^2 + |\frac{\partial^2 \beta}{\partial t^2}|^2 \right) dx + \int_{\Omega} \omega \left( |\frac{\partial^2 \omega}{\partial x \partial t}|^2 + |\frac{\partial^2 \beta}{\partial t^2}|^2 \right) dx \leq C_2 A(t) E_2(t),$$

for a new constant $C_2 = C_2(\nu, \alpha_1 \ldots \alpha_4) > 0$ only depending on the quantity in the brackets. An application of the Grönwall lemma thus yields

$$\forall t \geq 0, \quad E_2(t) \leq E_2(0) \exp \left( C_2 \int_0^t A(\tau) d\tau \right).$$

In view of the equivalence stated in (39), summing up inequalities (40) and (42) thus yields

$$\forall t \geq 0, \quad E(t) \leq E(0) \exp \left( (C_1 + C_2) \int_0^t A(\tau) d\tau \right).$$
At this point, if we define the time $T > 0$ such that
\[ T := \sup \left\{ t > 0 \middle| \int_0^t A(\tau) \, d\tau \leq 2 \log 2 \right\}, \]
we deduce from (13) that, for a new suitable constant $C_3 > 0$, only depending on the parameters $(\nu, \alpha_1 \ldots \alpha_4)$, we have
\[ \sup_{t \in [0, T]} E(t) \leq C_3 E(0). \tag{44} \]

As a direct consequence of the previous computations, we also get the blow-up criterion. Indeed, from (13) we see that, if $T^* < +\infty$ and if we have
\[ \int_0^{T^*} A(\tau) \, d\tau < +\infty, \]
then $E(T^*) < +\infty$. Thus the solution cannot blow up at time $T^* > 0$, and hence it can be continued, by a standard argument, into a solution of system (4) with the same regularity (notice that, for this step, we also need the uniqueness of the solutions in the considered functional framework). At this point, we can remove the factor $(1 + t)^3$ in the continuation criterion, by an easy argument. In addition, we observe that, thanks to (13), where we take $p = 2$, we can control
\[ \int_0^{T^*} \beta(t)^2 \, dt \lesssim \int_0^{T^*} \left( \beta^2 + \| \beta \|^2_{L^2} \| \partial_x \beta \|^2_{L^2} \right) \, dt \lesssim \| \beta_0 \|^2_{L^2} T^* + \| \beta_0 \|^2_{L^2} \int_0^{T^*} \| \partial_x \beta \|^2_{L^\infty} \, dt, \]
where we have used also (21). Therefore, we see that the previous integral is finite, if the integral appearing in (9) is finite. The continuation criterion is then proved.

Finally, let us derive the claimed lower bound on the lifespan of the solutions. For this, we recall the definition of the function $A(t)$, given in (11). Arguing as before and making use of inequality (13) with $p = 2$ for $\partial_x u, \partial_x \omega$ and $\partial_x \beta$, we find that
\[ \| \beta \|^2_{L^\infty} \lesssim \beta^2 + \| \beta \|^2_{L^2} \| \partial_x \beta \|^2_{L^2} \lesssim E(t), \]
\[ \| \partial_x u \|^2_{L^\infty} \lesssim \| \partial_x u \|^2_{L^2} \| \partial_x^2 u \|^2_{L^2} \lesssim E(t), \]
and analogous inequalities for $\partial_x \omega$ and $\partial_x \beta$. From those estimates, we deduce that, for any $t \in [0, T]$, one has
\[ \int_0^t A(\tau) \, d\tau \leq (1 + t)^3 \int_0^t \left( 1 + \| \beta \|^2_{L^\infty} \right) \left( 1 + \| (\partial_x u, \partial_x \omega, \partial_x k) \|^2_{L^\infty} \right) \, d\tau \lesssim (1 + t)^3 \int_0^t \left( 1 + \beta(t) \right)^2 \, d\tau. \]
Owing to (44), in the end we get the following bound:
\[ \forall t \in [0, T], \quad \int_0^t A(\tau) \, d\tau \lesssim (1 + t)^3 t \left( \max \{ 1, E(0) \} \right)^2. \]
Therefore, using the definition of $T$, by continuity we discover that
\[ C (1 + T)^3 \left( \max \{ 1, E(0) \} \right)^2 T \geq \int_0^T A(\tau) \, d\tau = 2 \log 2, \]
for a suitable positive constant $C$. At this point, if $T \geq 1$, we are done. Assume, instead, that $T < 1$: then, the previous inequality implies that
\[ \tilde{C} \left( \max \{ 1, E(0) \} \right)^2 T \geq \int_0^T A(\tau) \, d\tau = 2 \log 2, \]
for a new constant $\tilde{C} = 8C$, which implies the claimed lower bound on the time $T$. 
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4 Proof of the main results

In this section, we prove our main results, namely Theorems 1.1 and 1.3. First we deal with the local in time well-posedness issue for system (4). Then, we show that, under suitable symmetry assumptions, the solutions we have previously constructed in fact blow up in finite time.

4.1 Proof of the local existence

Here we prove the local in time well-posedness of system (4), contained in Theorem 1.1. Once again, we recall that we only show existence and uniqueness of solutions at $H^2$ level of regularity; the case of higher $H^m$ regularity follows by similar arguments.

For notational convenience, throughout all this subsection we adopt the following convention: if $(f_\varepsilon)_{\varepsilon > 0}$ is a sequence of functions in a normed space $X$, such that $(f_\varepsilon)_{\varepsilon > 0}$ is bounded in $X$, we simply write $(f_\varepsilon)_{\varepsilon > 0} \subset X$.

Construction of approximated solutions. To construct solutions to system (4) under the assumptions of Theorem 1.1, the first step is to remove the singularity created by the possible vanishing of the mean turbulent kinetic energy $k$. At the same time, we will also regularize the initial datum, in order to get smooth approximate solutions, for which the computations performed in Section 3 are fully justified.

For all $t > 0$, let $\mathcal{H}_t$ be the periodic heat kernel at time $t$. Then, for any $\varepsilon \in [0,1]$, we define

$$k_{0,\varepsilon} := \mathcal{H}_\varepsilon * \left( \sqrt{k_0} + \varepsilon \right)^2 = \mathcal{H}_\varepsilon * k_0 + 2\varepsilon \mathcal{H}_\varepsilon * \sqrt{k_0} + \varepsilon^2,$$

where the convolution is taken only with respect to the space variables. Observe that, since $\sqrt{k_0} \in H^2(\Omega)$ and $H^2(\Omega)$ is an algebra, also $k_0 \in H^2(\Omega)$. Therefore, we have

$$(k_{0,\varepsilon})_\varepsilon \subset H^2(\Omega), \quad \text{with} \quad k_{0,\varepsilon} \geq \varepsilon^2 > 0.
\tag{45}$$

Next, for any fixed $\varepsilon \in [0,1]$, we solve system (4) with respect to the smooth initial datum $(\mathcal{H}_\varepsilon * u_0, \mathcal{H}_\varepsilon * \omega_0, k_{0,\varepsilon})$. Notice that

$$(\mathcal{H}_\varepsilon * u_0, \mathcal{H}_\varepsilon * \omega_0, k_{0,\varepsilon})_{\varepsilon \in [0,1]} \subset H^2(\Omega) \times H^2(\Omega) \times H^2(\Omega).
\tag{46}$$

By employing, for instance, the method of [12] to the one-dimensional setting, for any $\varepsilon > 0$ we construct a unique smooth local in time solutions $(u_\varepsilon, \omega_\varepsilon, k_\varepsilon)$, defined in some time interval $[0, T_\varepsilon]$. We refer to Theorem 1 in [12] for a precise statement. Notice that the arguments there, based on Galerkin approximation, are easily adaptable to prove propagation of higher order regularities.

Thus, by repeating the computations of Section 3 we can establish some uniform properties for the family of smooth solutions $(u_\varepsilon, \omega_\varepsilon, k_\varepsilon)_{\varepsilon \in [0,1]}$.

First of all, owing to the lower bound (5), we observe that all the solutions are defined in a common time interval $[0, T]$, where

$$T := \inf_{\varepsilon \in [0, 1]} T_\varepsilon > 0.
\tag{47}$$

Next, from (16), we gather that

$$(\omega_\varepsilon)_\varepsilon \subset L^\infty_T(L^\infty), \quad \text{with} \quad 0 < \frac{\omega_\varepsilon}{\omega_* \alpha_2 t + 1} \leq \omega_\varepsilon(t, x) \leq \frac{\omega_*}{\omega_* \alpha_2 t + 1},
\tag{48}$$

whereas (18) implies that $k_\varepsilon(t, x) \geq 0$ for all $(t, x) \in [0, T] \times \Omega$.

Moreover, from (14), we infer that

$$(u_\varepsilon, \omega_\varepsilon, \sqrt{k_\varepsilon})_\varepsilon \subset L^\infty_T(H^2) \times L^\infty_T(H^2) \times L^\infty_T(H^2).$$
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and also that

\[ (48) \quad \left( \sqrt{\frac{k\varepsilon}{\omega\varepsilon}} \partial_{x}^{3} u_{\varepsilon} \right)_{\varepsilon}, \quad \left( \sqrt{\frac{k\varepsilon}{\omega\varepsilon}} \partial_{x}^{2} \omega_{\varepsilon} \right)_{\varepsilon}, \quad \left( \sqrt{\frac{k\varepsilon}{\omega\varepsilon}} \partial_{x}^{2} k_{\varepsilon} \right)_{\varepsilon} \subset L^{2}_{T}(L^{2}). \]

As a consequence of (48), we also get that

\[ (k_{\varepsilon})_{\varepsilon} \subset L^{\infty}_{T}(H^{2}). \]

**Stability analysis and convergence.** Thanks to the previous uniform embedding properties, we can extract a weakly converging subsequence. More precisely, owing to (47), we deduce the existence of functions \( u, \omega \) and \( k \), all belonging to the space \( L^{\infty}_{T}(H^{2}) \), such that, up to the extraction of a subsequence (not relabelled here), one has the convergences

\[ u_{\varepsilon} \overset{\ast}{\rightharpoonup} u, \quad \omega_{\varepsilon} \overset{\ast}{\rightharpoonup} \omega, \quad \text{and} \quad k_{\varepsilon} \overset{\ast}{\rightharpoonup} k \quad \text{in} \quad L^{\infty}_{T}(H^{2}). \]

The basic idea is that the triplet \((u, \omega, k)\) identified above is the sought solution to the Kolmogorov system (1). Nonetheless, of course the previous weak convergence properties are not enough to assert this, owing to the presence of non-linear terms in the equations. Therefore, we need some compactness properties for the sequence of solutions \((u_{\varepsilon}, \omega_{\varepsilon}, k_{\varepsilon})_{\varepsilon}\); this is the goal of the present paragraph.

Before going on, let us immediately clarify that it is enough to prove that the triplet \((u, \omega, k)\) solves (1) in the weak sense. Similarly, in order to verify this, it is enough to pass to the limit in the weak formulation of the equations satisfied by \((u_{\varepsilon}, \omega_{\varepsilon}, k_{\varepsilon})\). Here, the weak formulation we refer to is the classical one: for instance, concerning the approximate velocity fields \(u_{\varepsilon}\), we have

\[ \int_{\mathbb{R}^{+} \times \Omega} \left( -u_{\varepsilon} \partial_{t} \phi - \frac{1}{2} u_{\varepsilon}^{2} \partial_{x} \phi + \nu \frac{k_{\varepsilon}}{\omega_{\varepsilon}} \partial_{x} u_{\varepsilon} \partial_{x} \phi \right) \, dx \, dt = \int_{\Omega} u_{0, \varepsilon} \phi(0, \cdot) \, dx \]

for any test-function \(\phi \in C_{c}^{\infty}(\mathbb{R}^{+} \times \Omega)\), and analogous relations holds for \((\omega_{\varepsilon})_{\varepsilon}\) and \((k_{\varepsilon})_{\varepsilon}\).

We start by analysing the equation for \(u_{\varepsilon}\), which reads

\[ \partial_{t} u_{\varepsilon} = -u_{\varepsilon} \partial_{x} u_{\varepsilon} + \nu \partial_{x} \left( \frac{k_{\varepsilon}}{\omega_{\varepsilon}} \partial_{x} u_{\varepsilon} \right). \]

From the previous uniform bounds (46) and (47), it is easy to deduce that \(\partial_{t} u_{\varepsilon}\) is uniformly bounded in the space \(L^{\infty}_{T}(H^{-1})\), hence

\[ (u_{\varepsilon})_{\varepsilon} \subset L^{\infty}_{T}(H^{2}) \cap W^{1,\infty}_{T}(H^{-1}). \]

An application of the Ascoli-Arzelà theorem (see e.g. Lemma 3.6 in [22]) thus implies that \((u_{\varepsilon})_{\varepsilon}\) is compact in the space \(C_{T}(H^{-1})\). Then, up to the extraction of a further subsequence, one gathers the strong convergence

\[ (50) \quad u_{\varepsilon} \rightharpoonup u \quad \text{in} \quad C_{T}(H^{s}) \quad \forall \ 0 \leq s < 2, \]

where we have also used an interpolation argument between the strong convergence in \(C_{T}(H^{-1})\) and the uniform bounds in \(L^{\infty}_{T}(H^{2})\).

It goes without saying that a similar argument applies also to the equations satisfied for \(\omega_{\varepsilon}\) and \(k_{\varepsilon}\), yielding strong convergence of \((\omega_{\varepsilon})_{\varepsilon}\) and \((k_{\varepsilon})_{\varepsilon}\) to, respectively, \(\omega\) and \(k\) in \(C_{T}(H^{s})\), for any \(s < 2\).

In particular, from (50) and Sobolev embeddings, we deduce the pointwise convergences

\[ (51) \quad u_{\varepsilon} \rightharpoonup u \quad \text{and} \quad \partial_{x} u_{\varepsilon} \rightharpoonup \partial_{x} u \quad \text{almost everywhere in} \ [0, T] \times \Omega, \]
and analogous pointwise convergence properties also for the sequences \((\omega_{\varepsilon})_\varepsilon, (k_{\varepsilon})_\varepsilon\) and their first order space derivatives.

At this point, we make use of (51) for \(u, \omega\) and \(k\), and of the strong convergence of the initial datum \(k_{0,\varepsilon} \to k_0\). Then, it is easy to pass to the limit in the weak formulation of the equations for \((u_{\varepsilon}, \omega_{\varepsilon}, k_{\varepsilon})_\varepsilon\). We thus discover that the triplet \((u, \omega, k)\) indeed solves system (4) in the weak sense, namely

\[
\int_{\mathbb{R}_+ \times \Omega} \left( -u \partial_t \phi_1 - \frac{1}{2} u^2 \partial_x \phi_1 + \frac{k}{\omega} \partial_x u \partial_x \phi_1 \right) \, dx \, dt = \int_{\Omega} u_0 \phi_1(0, \cdot) \, dx,
\]

\[
\int_{\mathbb{R}_+ \times \Omega} \left( -\omega \partial_t \phi_2 - \omega u \partial_x \phi_2 - \omega \partial_x u \phi_2 + \alpha_1 \frac{k}{\omega} \partial_x \omega \partial_x \phi_2 \right) \, dx \, dt
\]

\[
= \int_{\Omega} \omega_0 \phi_2(0, \cdot) \, dx - \int_{\mathbb{R}_+ \times \Omega} \omega^3 \phi_2 \, dx \, dt,
\]

\[
\int_{\mathbb{R}_+ \times \Omega} \left( -k \partial_t \phi_3 - k u \partial_x \phi_3 - k \partial_x u \phi_3 + \alpha_1 \frac{k}{\omega} \partial_x k \partial_x \phi_3 \right) \, dx \, dt
\]

\[
= \int_{\Omega} k_0 \phi_3(0, \cdot) \, dx - \int_{\mathbb{R}_+ \times \Omega} k \omega \phi_3 \, dx \, dt + \alpha_4 \int_{\mathbb{R}_+ \times \Omega} \frac{k}{\omega} |\partial_x u|^2 \phi_3 \, dx \, dt,
\]

for all smooth functions \(\phi_{1,2,3}\) belonging to \(C_c^\infty(\mathbb{R}_+ \times \Omega)\). In addition, using the regularity properties stated above, see for instance (19), it is possible to check that \((u, \omega, k)\) is in fact a strong solution to the Kolmogorov system (4).

To conclude, we remark that, owing to (17) again, there exists a function \(\beta \in L^\infty(\mathbb{R}^2)\) such that \(\sqrt{k_\varepsilon} \to \beta\) in that space. However, owing to the pointwise convergence of the \(k_{\varepsilon}\)'s, we deduce that \(\beta = \sqrt{k}\). Studying the equation for the quantities \(\sqrt{k}\) and using an argument similar to the one employed above, we can get that \(\sqrt{k}\) belongs to \(C_T(H^{1})\), hence by interpolation it belongs to \(C_T(H^{s})\) for any \(s < 2\). Thanks to this property, (17) and (18), we obtain also that the triplet \((u, \omega, \sqrt{k})\) solves system (26).

### 4.2 Uniqueness of solutions

In order to complete the proof of Theorem 1.1 it remains us to prove uniqueness of solutions at the previous level of regularity. First of all, we need the following simple lemma, stating the equivalence of the equations for \(k\) and \(\sqrt{k}\) in the considered functional framework. We recall that, for \(T > 0\), we have defined the functional space

\[
X_T(\Omega) := \left\{ (u, \omega, k) \mid \omega, \omega^{-1}, k \in L^\infty([0, T] \times \Omega), \; \omega > 0, \; k \geq 0, \; u, \omega, \sqrt{k} \in C([0, T]; L^2(\Omega)), \; \partial_x u, \partial_x \omega, \sqrt{k} \partial_x \sqrt{k} \in L^\infty([0, T] \times \Omega) \right\}.
\]

**Lemma 4.1.** Let \(T > 0\) be a given time.

(a) Let \((u, \omega, k)\) be a triplet in \(X_T(\Omega)\) and assume that \(k\) solves the third equation in (4) in the weak sense in \([0, T] \times \Omega\). Then \(\sqrt{k} := \sqrt{k(0)}\) is a weak solution to equation (26), related to the initial datum \(k_0 := \sqrt{k(0)}\).

(b) Let the triplet of functions \((u, \omega, \beta)\) be such that \((u, \omega, \beta^2) \in X_T(\Omega)\) and \(\beta\) is a weak solution to (26) in \([0, T] \times \Omega\), related to the initial datum \(k_0 := \sqrt{k(0)}\). Set \(k := \beta^2\). Then \(k\) is a weak solution to the third equation in (4) on \([0, T] \times \Omega\), related to the initial datum \(k_0 := \beta^2(0)\).

As a matter of fact, by a careful analysis of the viscosity and diffusion terms and a use of the well-known tame estimates, it is possible to strengthen the condition \((u_{\varepsilon})_\varepsilon \subset W^{1,\infty}_T(H^{-1})\) to the condition \((u_{\varepsilon})_\varepsilon \subset W^{1,\infty}_T(L^2)\).
Proof. The proof is based on simple verifications. To see that statement (b) holds true, it is enough to multiply equation (25) by the quantity $2\beta$. Next, we check that all the integrations by parts are justified in the sense of $D'(\mathbb{R}^d \times \mathbb{R})$, owing to the regularity of the different quantities. For instance, from equation (25), one gets $\partial_t \beta \in L^2_T(H^{-1})$, thus the duality pairing

$$\langle \partial_t \beta, 2\beta \varphi \rangle_{L^2_T(H^{-1}) \times L^2_T(H^1)}$$

for $\varphi \in D(\mathbb{R}^d \times \mathbb{R})$, is well-justified; from this computation, one obtains that

$$2\beta \partial_t \beta = \partial_t \beta^2 \quad \text{in the sense of } D'(\mathbb{R}^d \times \mathbb{R}).$$

Notice that the previous equality makes sense, as (owing to the assumption $(u, \omega, \beta^2) \in X_T(\Omega)$) one has $\sqrt{k} = \beta \in C_T(L^2)$. In order to see (52), let us take some $\varphi \in D(\mathbb{R}^d \times \mathbb{R})$, as above. First of all, by a density argument we check that the equality

$$\beta \partial_t \varphi = \partial_t (\beta \varphi) - \varphi \partial_t \beta$$

holds true in $L^2_T(H^{-1})$. Next, using that identity, we can compute

$$\langle \partial_t (\beta^2), \varphi \rangle_{D' \times D} = -\langle \beta^2, \partial_t \varphi \rangle_{D' \times D} = -\langle \beta, \beta \partial_t \varphi \rangle_{L^2_T(H^1) \times L^2_T(H^{-1})}$$

$$= -\langle \beta, \partial_t (\beta \varphi) \rangle_{L^2_T(H^1) \times L^2_T(H^{-1})} + \langle \beta, \varphi \partial_t \beta \rangle_{L^2_T(H^1) \times L^2_T(H^{-1})}.$$ 

But $\beta \in W^{1,2}_T(H^{-1})$ and $\beta \varphi \in L^2_T(H^1)$, thus a duality argument (proceed e.g. by approximating $\beta$ by smooth functions again) shows that

$$-\langle \beta, \partial_t (\beta \varphi) \rangle_{L^2_T(H^1) \times L^2_T(H^{-1})} = \langle \partial_t \beta, \beta \varphi \rangle_{L^2_T(H^1) \times L^2_T(H^{-1})},$$

which in the end proves (52), as claimed. One can argue similarly for the terms presenting the space derivatives (using, for instance, an approximation argument as the one used in Proposition 9.4 of [2]). Finally, for the initial datum, we make use of the fact that $\beta \in C_T(L^2)$ to infer that $\beta^2 = k \in C_T(L^1)$. In the end, statement (b) of the lemma is proved.

Now, let us prove assertion (a). First of all, for $\varepsilon > 0$, we define the functions $k_\varepsilon := k + \varepsilon$. Then $k_\varepsilon \geq \varepsilon$ in $\mathbb{R}^d \times \Omega$ and $(k_\varepsilon) \in C_T(L^1) \cap L^\infty_T(H^1)$. Moreover $k_\varepsilon \rightarrow k$ for $\varepsilon \rightarrow 0^+$, uniformly on $\mathbb{R}^d \times \Omega$. Notice also that $k_\varepsilon$ verifies the equation

$$\partial_t k_\varepsilon + u \partial_x k_\varepsilon - \alpha_3 \partial_x \left( k_\varepsilon \frac{k_\varepsilon}{\omega} \partial_x k_\varepsilon \right) + k_\varepsilon \omega = \alpha_4 \frac{k_\varepsilon}{\omega} |\partial_x u|^2 - \varepsilon \alpha_3 \partial_x \left( \frac{1}{\omega} \partial_x k_\varepsilon \right) - \alpha_4 \frac{\varepsilon}{\omega} |\partial_x u|^2.$$ 

Owing to the strictly positive lower bound on $k_\varepsilon$, we can multiply the previous equation by $k_\varepsilon^{-1/2}/2$, thus finding (by the same manipulations as in the previous step) an equation for $\sqrt{k_\varepsilon}$. At this point, passing to the limit for $\varepsilon \rightarrow 0^+$ is easy, thanks to the convergence properties of $(k_\varepsilon)$. This finally implies that $\beta = \sqrt{k}$ solves (25) in the weak sense. The claimed equality for the initial datum is also satisfied, owing to the time continuity of $\sqrt{k}$ with values in $L^2$.

The lemma is now completely proven.

With this lemma at hand, we can prove a $L^2$ stability estimate for strong solutions of system (20) possessing vanishing mean turbulent kinetic energy. This is provided by the next statement. The uniqueness of solutions claimed in Theorem 1.1 will be a direct consequence of it.

Theorem 4.2. Let the triplets $(u_1, \omega_1, k_1)$ and $(u_2, \omega_2, k_2)$ be two solutions to the Kolmogorov two-equation model (14). Assume that, for some time $T > 0$, the following hypotheses are satisfied for any $j \in \{1, 2\}$:

(i) one has $\omega_j > 0$ and $k_j \geq 0$ on $[0, T] \times \Omega$;
(ii) the quantities \( \omega_j, \omega_j^{-1} \) and \( \sqrt{k_j} \) belong to \( L^\infty([0,T];L^\infty(\Omega)) \);

(iii) the functions \( \partial_x u_j, \partial_x \omega_j \) and \( \partial_x \sqrt{k_j} \) all belong to \( L^\infty([0,T];L^\infty(\Omega)) \).

After defining the quantities

\[
U := u_1 - u_2, \quad \Sigma := \omega_1 - \omega_2 \quad \text{and} \quad B := \sqrt{k_1} - \sqrt{k_2},
\]

assume also that \( U, \Sigma \) and \( B \) all belong to \( C([0,T];L^2(\Omega)) \).

Then, there exist a positive constant \( C = C(\nu, \alpha_1 \ldots \alpha_4) \) and a function \( \Theta \in L^1([0,T]) \) such that, for all times \( t \in [0,T] \), one has

\[
\|U(t)\|_{L^2}^2 + \|\Sigma(t)\|_{L^2}^2 + \|B(t)\|_{L^2}^2 \leq \left( \|U(0)\|_{L^2}^2 + \|\Sigma(0)\|_{L^2}^2 + \|B(0)\|_{L^2}^2 \right) \exp \left( C \int_0^t \Theta(\tau) \, d\tau \right).
\]

Proof. Before starting the computations, let us introduce some more notation and define

\[
K := k_1 - k_2 = B(\beta_1 + \beta_2),
\]

where, as in Section 3, we have set \( \beta_i := \sqrt{k_i} \) for \( i \in \{1,2\} \). However, for lightening the notation, we will keep using the symbols \( k_{1,2} \) and \( K \) when convenient.

Thanks to Lemma 4.1 we know that, for any \( j \in \{1,2\} \), the triplet \( (u_j, \omega_j, \beta_j) \) solves system (26). Thus, we can perform the stability estimates on system (26). We point out that, in view of assumption (iii), the three functions \( U, \Sigma \) and \( B \) belong in particular to \( L^2([0,T];H^1(\Omega)) \), with \( \partial_t U, \partial_t \Sigma \) and \( \partial_t B \) in \( L^2([0,T];H^{-1}(\Omega)) \). Then, our energy estimates below are rigorously justified, in light of the regularity assumptions formulated in the statement of the theorem: this is a consequence of Theorem 3 in Section 5.9 of [3], a standard regularisation-in-space process (which we omit here) and related commutator estimates.

To begin with, we see that \( U \) solves the equation

\[
\partial_t U + u_1 \partial_x U - \nu \partial_x \left( \frac{k_1}{\omega_1} \partial_x U \right) = -U \partial_x u_2 + \nu \partial_x (\Delta \partial_x u_2),
\]

where we have defined

\[
\Delta := \frac{k_1}{\omega_1} - \frac{k_2}{\omega_2} = -\frac{k_1}{\omega_1} \Sigma + \frac{1}{\omega_2} K.
\]

A simple energy estimate for (53) yields

\[
\frac{1}{2} \frac{d}{dt} \|U\|_{L^2}^2 + \nu \int_\Omega \frac{k_1}{\omega_1} |\partial_x U|^2 \, dx = \int_\Omega \left( \frac{1}{2} \partial_x u_1 - \partial_x u_2 \right) |U|^2 \, dx + \nu \int_\Omega \frac{k_1}{\omega_1} \Sigma \partial_x u_2 \partial_x U \, dx + \nu \int_\Omega \frac{1}{\omega_2} K \partial_x u_2 \partial_x U \, dx.
\]

It is apparent that the problem relies in the control of the last term on the right-hand side of the previous equality. Indeed, using the decomposition (53) forces us to deal with an integral of the following form:

\[
\nu \int_\Omega \frac{1}{\omega_2} B \beta_2 \partial_x u_2 \partial_x U \, dx.
\]

Now, in order to control the \( \partial_x U \) term in \( L^2 \) (without resorting to higher order estimates), one needs to make a factor \( \beta_1 \) appear in front of it, thus finding

\[
\nu \int_\Omega \frac{1}{\omega_2} B \beta_2 \partial_x u_2 \partial_x U \, dx = \nu \int_\Omega \frac{1}{\omega_2} B \frac{\beta_2}{\beta_1} \partial_x u_2 \beta_1 \partial_x U \, dx.
\]
Of course, one disposes of no control on the quantity $\beta_2/\beta_1$. Also some compatibility conditions on the vanishing of both $\beta_1$ and $\beta_2$ does not look good, as tracking the propagation of those compatibility conditions seems to be out of reach in our theory. Thus, we decide to follow a different strategy, which however requires to impose the strong conditions (iii) of the statement.

More precisely, we remark that $U$ solves not only \eqref{eq:41}, but also the equivalent equation
\[
\partial_t U + u_2 \partial_x U - \nu \partial_x \left( \frac{k_2}{\omega_2} \partial_x U \right) = - U \partial_x u_1 + \nu \partial_x (\Delta \partial_x u_1).
\]

If we now perform an energy estimate on this relation, and we sum up the resulting expression with \eqref{eq:42}, we find
\[
\begin{align*}
\frac{d}{dt} \|U\|_{L^2}^2 + \nu \int_\Omega \left( \frac{\beta_1^2}{\omega_1^2} + \frac{\beta_2^2}{\omega_2^2} \right) |\partial_x U|^2 \, dx &
\leq 2 \left( \|\partial_x u_1\|_{L^\infty} + \|\partial_x u_2\|_{L^\infty} \right) \|U\|_{L^2}^2 \\
&+ \nu \int_\Omega \frac{\beta_1^2}{\omega_1^2} \Sigma (\partial_x u_2 + \partial_x u_1) \partial_x U \, dx + \nu \int_\Omega \frac{1}{\omega_2} B (\beta_1 + \beta_2) (\partial_x u_2 + \partial_x u_1) \partial_x U \, dx.
\end{align*}
\]

where, now, we have used \eqref{eq:45} for expressing $K$ and we have replaced $k_j$ by $\beta_j^2$.

At this point, we easily estimate
\[
\nu \left| \int_\Omega \frac{\beta_1^2}{\omega_1^2} \Sigma (\partial_x u_2 + \partial_x u_1) \partial_x U \, dx \right|
\leq \nu \left( \|\partial_x u_1\|_{L^\infty} + \|\partial_x u_2\|_{L^\infty} \right) \left\| \frac{\beta_1}{\sqrt{\omega_1^2}} \right\|_{L^\infty} \|\Sigma\|_{L^2} \left\| \frac{\beta_1}{\sqrt{\omega_1^2}} \partial_x U \right\|_{L^2}
\leq \delta \nu \int_\Omega \frac{\beta_1^2}{\omega_1} |\partial_x U|^2 \, dx + C(\delta, \nu) \left( \|\partial_x u_1\|_{L^\infty}^2 + \|\partial_x u_2\|_{L^\infty}^2 \right) \left\| \frac{\beta_1}{\sqrt{\omega_1^2}} \right\|_{L^\infty}^2 \|\Sigma\|_{L^2}^2,
\]

where $\delta > 0$ can be taken arbitrarily small and, like in Section 3, the constant $C(\delta, \nu) > 0$ depends only on the quantities in the brackets.

Similarly, for $j \in \{1, 2\}$, we can bound
\[
\nu \left| \int_\Omega \frac{1}{\omega_2} B \beta_j (\partial_x u_2 + \partial_x u_1) \partial_x U \, dx \right|
\leq \nu \left( \|\partial_x u_1\|_{L^\infty} + \|\partial_x u_2\|_{L^\infty} \right) \left\| \frac{\sqrt{\omega_j}}{\omega_2} \right\|_{L^\infty} \|B\|_{L^2} \left\| \frac{\beta_j}{\sqrt{\omega_j}} \partial_x U \right\|_{L^2}
\leq \delta \nu \int_\Omega \frac{\beta_j^2}{\omega_j} |\partial_x U|^2 \, dx + C(\delta, \nu) \left( \|\partial_x u_1\|_{L^\infty}^2 + \|\partial_x u_2\|_{L^\infty}^2 \right) \left\| \frac{\sqrt{\omega_j}}{\omega_2} \right\|_{L^\infty}^2 \|B\|_{L^2}^2,
\]

where $\delta > 0$ is again as small as one wants. Therefore, taking $\delta$ small enough and inserting those bounds into \eqref{eq:42}, we finally find
\[
\frac{d}{dt} \|U\|_{L^2}^2 + \nu \int_\Omega \left( \frac{\beta_1^2}{\omega_1^2} + \frac{\beta_2^2}{\omega_2^2} \right) |\partial_x U|^2 \, dx \lesssim \Theta_1(t) \mathcal{E}(t),
\]

where the implicit multiplicative constant depends only on $\nu > 0$, and where we have defined the energy function
\[
\mathcal{E}(t) := \|U\|_{L^2}^2 + \|\Sigma\|_{L^2}^2 + \|B\|_{L^2}^2
\]
and the function
\[
\Theta_1(t) := \|(\partial_x u_1, \partial_x u_2)\|_{L^\infty} + \|(\partial_x u_1, \partial_x u_2)\|_{L^\infty}^2 \left( \left\| \frac{\beta_1}{\sqrt{\omega_1^2}} \right\|_{L^\infty}^2 + \left\| \frac{\sqrt{\omega_1}}{\omega_2} \right\|_{L^\infty}^2 + \left\| \frac{1}{\omega_2} \right\|_{L^\infty}^2 \right).
\]
Next, we consider the quantity \( \Sigma := \omega_1 - \omega_2 \). Easy computations yield that \( \Sigma \) satisfies equivalently the two equations

\[
\partial_t \Sigma + u_1 \partial_x \Sigma - \alpha_1 \partial_x \left( \frac{k_1}{\omega_1} \partial_x \Sigma \right) + \alpha_2 (\omega_1 + \omega_2) \Sigma = -U \partial_x \omega_2 + \alpha_1 \partial_x (\Delta \partial_x \omega_2),
\]

\[
\partial_t \Sigma + u_2 \partial_x \Sigma - \alpha_1 \partial_x \left( \frac{k_2}{\omega_2} \partial_x \Sigma \right) + \alpha_2 (\omega_1 + \omega_2) \Sigma = -U \partial_x \omega_1 + \alpha_1 \partial_x (\Delta \partial_x \omega_1).
\]

An energy estimate on both equations, as before, thus gives us

\[
\frac{d}{dt} \| \Sigma \|_{L^2}^2 + \alpha_1 \int_\Omega \left( \frac{\beta_1}{\omega_1} + \frac{\beta_2}{\omega_2} \right) |\partial_x \Sigma|^2 \, dx
\]

\[
+ 2 \alpha_2 \int_\Omega (\omega_1 + \omega_2) |\Sigma|^2 \, dx \leq \frac{1}{2} \| (\partial_x u_1, \partial_x u_2) \|_{L^\infty}^2 \| \Sigma \|_{L^2}^2
\]

\[
+ \| (\partial_x \omega_1, \partial_x \omega_2) \|_{L^\infty} \| \Sigma \|_{L^2} 2 \| U \|_{L^2} + \alpha_1 \int_\Omega (\partial_x \omega_1 + \partial_x \omega_2) \Delta \partial_x \Sigma \, dx
\].

Using the expression of \( \Delta \) found in (55), it is easy to see (repeating the computations above) that, for any \( \delta > 0 \) arbitrarily fixed, we can bound

\[
\alpha_1 \left| \int_\Omega (\partial_x \omega_1 + \partial_x \omega_2) \Delta \partial_x \Sigma \, dx \right|
\]

\[
\leq \delta \alpha_1 \int_\Omega \frac{\beta_1^2}{\omega_1} |\partial_x \Sigma|^2 \, dx + C \| (\partial_x \omega_1, \partial_x \omega_2) \|_{L^\infty}^2 \left( \left\| \frac{\beta_1}{\sqrt{\omega_1 \omega_2}} \right\|_{L^\infty}^2 \left\| \Sigma \right\|_{L^2}^2
\]

\[
+ \delta \alpha_1 \int_\Omega \left( \frac{\beta_1^2}{\omega_1} + \frac{\beta_2^3}{\omega_2} \right) |\partial_x \Sigma|^2 \, dx + C \| (\partial_x \omega_1, \partial_x \omega_2) \|_{L^\infty}^2 \left( \left\| \frac{\sqrt{\omega_1}}{\omega_2} \right\|_{L^\infty}^2 + \left\| \frac{1}{\omega_2} \right\|_{L^\infty}^2 \right) \| B \|_{L^2}^2,
\]

for a suitable constant \( C = C(\delta, \alpha_1) > 0 \). This estimate immediately implies that, for a (implicit) positive multiplicative constant depending only on \( \alpha_1 \), one has

\[
\frac{d}{dt} \| \Sigma \|_{L^2}^2 + \alpha_1 \int_\Omega \left( \frac{\beta_1^2}{\omega_1} + \frac{\beta_2^3}{\omega_2} \right) |\partial_x \Sigma|^2 \, dx + \alpha_2 \int_\Omega (\omega_1 + \omega_2) |\Sigma|^2 \, dx \lesssim \Theta_2(t) E(t),
\]

where the function \( \Theta_2 \) is analogous to \( \Theta_1 \) and is defined by

\[
\Theta_2(t) := \| (\partial_x u_1, \partial_x u_2) \|_{L^\infty} + \| (\partial_x \omega_1, \partial_x \omega_2) \|_{L^\infty}^2 \left( \left\| \frac{\beta_1}{\sqrt{\omega_1 \omega_2}} \right\|_{L^\infty}^2 + \left\| \frac{\sqrt{\omega_1}}{\omega_2} \right\|_{L^\infty}^2 + \left\| \frac{1}{\omega_2} \right\|_{L^\infty}^2 \right).
\]

The last step is to write an equation for \( B := \beta_1 - \beta_2 \) and perform an energy estimate for it. First of all, after setting

\[
\bar{\Delta} := \frac{\beta_1}{\omega_1} - \frac{\beta_2}{\omega_2} = -\frac{\beta_1}{\omega_1 \omega_2} \Sigma + \frac{1}{\omega_2} B,
\]

in analogy with \( \Delta \) in (55), from the last equation of (26) we see that \( B \) solves

\[
\partial_t B + u_1 \partial_x B - \alpha_3 \partial_x \left( \frac{k_1}{\omega_1} \partial_x B \right) + \frac{1}{2} \omega_1 B = -U \partial_x \beta_2 + \alpha_3 \partial_x (\Delta \partial_x \beta_2) - \frac{1}{2} \Sigma \beta_2
\]

\[
+ \frac{\alpha_1}{2} \bar{\Delta} |\partial_x u_2|^2 + \frac{\alpha_3}{2} \frac{\beta_1}{\omega_1} \partial_x U (\partial_x u_1 + \partial_x u_2)
\]

\[
+ 2 \alpha_3 \bar{\Delta} |\partial_x \beta_2|^2 + 2 \alpha_3 \frac{\beta_1}{\omega_1} \partial_x B (\partial_x \beta_1 + \partial_x \beta_2).
\]

We now test the previous relation on \( B \) and integrate by parts whenever useful. First of all, we notice that, in order to handle the \( \Delta \) term, we need to resort again to a symmetrization of the
previous equation. Arguing as for estimating the corresponding term in the equation for $U$, we see that
\[
\alpha_3 \left| \int_{\Omega} (\partial_x \beta_1 + \partial_x \beta_2) \Delta \partial_x B \, dx \right| = \alpha_3 \left| \int_{\Omega} (\partial_x \beta_1 + \partial_x \beta_2) \left( -\frac{k_1}{\omega_1} \omega_2 + \frac{1}{\omega_2} B (\beta_1 + \beta_2) \right) \partial_x B \, dx \right|
\]
can be controlled, for $\delta > 0$ arbitrarily small, by the quantity
\[
\delta \alpha_3 \int_{\Omega} \frac{\beta_j^2}{\omega_j} |\partial_x B|^2 \, dx + C \| (\partial_x \beta_1, \partial_x \beta_2) \|_{L^\infty}^2 \left( \frac{\beta_1}{\sqrt{\omega_1 \omega_2}} \right) \| \Sigma \|_{L^2}^2
\]
\[
+ \delta \alpha_3 \int_{\Omega} \left( \frac{\beta_1^2}{\omega_1} + \frac{\beta_2^2}{\omega_2} \right) |\partial_x B|^2 \, dx + C \| (\partial_x \beta_1, \partial_x \beta_2) \|_{L^\infty}^2 \left( \frac{\sqrt{\omega_1}}{\omega_2} \right) \| \Sigma \|_{L^2}^2 + \left( \frac{1}{\omega_1} \right) \| B \|_{L^2}^2 ,
\]
for a suitable constant $C = C(\delta, \alpha_3) > 0$. Next, we have to control all the other terms appearing in the equation for $B$. Recall that we have symmetrized the equations: then, for $j \in \{1, 2\}$, we start to bound
\[
\left| \int_{\Omega} \left( -u_j \partial_x B - U \partial_x \beta_j - \frac{1}{2} \Sigma \beta_j \right) B \, dx \right| \lesssim \mathbb{E} \left( \| \partial_x u_j \|_{L^\infty} + \| \partial_x \beta_j \|_{L^\infty} + \| \beta_j \|_{L^\infty} \right).
\]
Next, using the definition of $\tilde{\Delta}$, we easily obtain
\[
\left| \int_{\Omega} \left( \frac{\alpha_4}{2} \tilde{\Delta} |\partial_x u_j|^2 + 2 \alpha_3 \tilde{\Delta} |\partial_x \beta_j|^2 \right) B \, dx \right| \lesssim \mathbb{E} \left( \| \partial_x u_j \|_{L^\infty} + \| \partial_x \beta_j \|_{L^\infty} + \| \beta_j \|_{L^\infty} \right),
\]
where the (implicit) multiplicative constant depends on the parameters $\alpha_3$ and $\alpha_4$. Finally, for $\delta > 0$ as above, we can estimate
\[
\alpha_3 \left| \int_{\Omega} \frac{\beta_j}{\omega_j} \partial_x B (\partial_x \beta_1 + \partial_x \beta_2) B \, dx \right|
\]
\[
\leq \delta \alpha_3 \left| \int_{\Omega} \frac{\beta_j^2}{\omega_j} |\partial_x B|^2 \, dx + C(\delta, \alpha_3) \left( \frac{1}{\omega_j} \right) \| (\partial_x \beta_1, \partial_x \beta_2) \|_{L^\infty}^2 \| B \|_{L^2}^2 ,
\]
whereas, for any $\eta > 0$ arbitrarily small, we have
\[
\alpha_4 \left| \int_{\Omega} \frac{\beta_j}{\omega_j} \partial_x U (\partial_x u_1 + \partial_x u_2) B \, dx \right|
\]
\[
\leq \eta \nu \left| \int_{\Omega} \frac{\beta_j^2}{\omega_j} |\partial_x U|^2 \, dx + C(\eta, \nu, \alpha_4) \left( \frac{1}{\omega_j} \right) \| (\partial_x u_1, \partial_x u_2) \|_{L^\infty}^2 \| B \|_{L^2}^2 .
\]
In the end, if we choose $\delta > 0$ small enough and we fix (say) $\eta = 1/4$, putting all the previous estimates together yields, for a suitable multiplicative constant $C = C(\nu, \alpha_1 \ldots \alpha_4) > 0$, the inequality
\[
\frac{d}{dt} \| B \|_{L^2}^2 + \alpha_3 \int_{\Omega} \left( \frac{\beta_1^2}{\omega_1} + \frac{\beta_2^2}{\omega_2} \right) |\partial_x B|^2 \, dx + \int_{\Omega} (\omega_1 + \omega_2) |B|^2 \, dx
\]
\[
\leq C \Theta_3(t) \mathbb{E}(t) + \frac{\nu}{4} \int_{\Omega} \left( \frac{\beta_1^2}{\omega_1} + \frac{\beta_2^2}{\omega_2} \right) |\partial_x U|^2 \, dx,
\]
where we have defined the function
\[
\Theta_3(t) := \| (\partial_x u_1, \partial_x u_2, \partial_x \beta_1, \partial_x \beta_2) \|_{L^\infty} + \| (\beta_1, \beta_2) \|_{L^\infty}
\]
\[
+ \| (\partial_x u_1, \partial_x u_2, \partial_x \beta_1, \partial_x \beta_2) \|_{L^\infty}^2
\]

29
\[ \sqrt{\frac{\beta_1}{\sqrt{\omega_1 \omega_2}}} \bigg( \bigg| \frac{\sqrt{\omega_1}}{\omega_2} \bigg|_{L^\infty}^2 + \bigg| \sqrt{\frac{1}{\omega_1 \omega_2}} \bigg|_{L^\infty}^2 + \bigg| \frac{\beta_1}{\sqrt{\omega_1 \omega_2}} \bigg|_{L^\infty} \bigg). \]

We are now in the position of closing our stability estimates. Indeed, summing up (59), (60) and (61), after absorbing the last term on the right-hand side of (61) into the left-hand side, we finally get
\[ \frac{d}{dt} \mathbb{E}(t) \lesssim \left( \Theta_1(t) + \Theta_2(t) + \Theta_3(t) \right) \mathbb{E}(t), \]
and an application of the Grönwall lemma concludes the proof.

We end this section by formulating a couple of remarks.

\textbf{Remark 4.3.} In light of estimates (59), (60) and (61), and of the definition of the functions \( \Theta_{1,2,3} \), one could relax the \( L^\infty \) assumptions formulated in items (ii) and (iii) of Theorem 4.2. This would lead to uniqueness of solutions in a class which is actually larger than the one claimed in Theorem 1.1.

However, the conditions to require would be much more in number, and more complex to formulate. For this reason, we have decided to keep simple assumptions, and to limit ourselves to the present form of Theorem 4.2.

Remark 4.4. Observe that Theorem 4.2 is not a weak-strong uniqueness type result, because assumption (iii) has to be made on both triplets of solutions. This issue has been discussed in the course of the proof, see in particular formula (57) and the comments below. We point out that the problem comes from the possible vanishing of both \( k_1 \) and \( k_2 \).

In passing, we remark that weak-strong uniqueness results have known great and important developments in the context of fluid mechanics models in the last few years, see e.g. [10] for a general statement. However, in all those results the density function related to the regular solution is always assumed to be bounded away from vacuum. In our case, instead, both \( k_1 \) and \( k_2 \) may vanish, as we already remarked above. On the other hand, very likely it might possible to avoid the additional assumption (iii), thus converting our stability result into a weak-strong uniqueness statement, in the case one of those two quantities remains bounded far from 0.

### 4.3 The blow-up mechanism

In this section, we prove Theorem 1.3 and show that, in general, the solutions constructed in the previous part blow up in finite time. More precisely, we are able to prove that, for initial data which possess a suitable symmetry, the corresponding solutions to the Kolmogorov system (4) exhibit a growth in the space derivative of the velocity field. The precise statement is the following one.

**Theorem 4.5.** Let \((u_0, \omega_0, k_0)\) be a triplet of functions belonging to \( H^3(\Omega) \), with \( \omega_* \leq \omega_0 \leq \omega^* \), for some strictly positive constants \( 0 < \omega_* \leq \omega^* \), and with \( k_0 \geq 0 \) such that \( \sqrt{k_0} \in H^3(\Omega) \). Assume the following conditions:

(i) \( k_0(0) = 0 \);

(ii) \( u_0 \) is odd with respect to \( 0 \), while \( \omega_0 \) and \( k_0 \) are even with respect to \( 0 \);

(iii) \( \partial_x u_0(0) < 0 \).

Then, the corresponding \( H^3 \) solution \((u, \omega, k)\), whose existence is guaranteed by Theorem 1.1, blows up in finite time. More precisely, if the solution does not blow up first at a different place, there exists a time \( t_0 > 0 \) such that
\[ \lim_{t \to t_0^-} \partial_x u(t, 0) = -\infty. \]
Proof. We are going to show that the solution \((u, \omega, k)\) cannot be global arguing by contradiction: more precisely, we will prove that, assuming that the solution exists and remains smooth, then there will be a blow-up of the solution in a finite time \(t = t_0\) exactly at \(x = 0\).

Recall that we have supposed \(u_0\) to be odd, and \(k_0\) and \(\omega_0\) to be even with respect to the origin. As a consequence, besides the assumptions of Theorem 4.5, we also know that

\[
\omega_0(0) > 0 \quad \text{and} \quad \partial_x k_0(0) = \partial_x \omega_0(0) = 0.
\]

In addition, we notice that the equations preserve the previous symmetries. To see this, let us define the triplet \((\tilde{u}, \tilde{\omega}, \tilde{k})\) as

\[
\tilde{u}(t, x) := -u(t, -x), \quad \tilde{\omega}(t, x) := \omega(t, -x) \quad \text{and} \quad \tilde{k}(t, x) := k(t, -x).
\]

Simple computations show that \((\tilde{u}, \tilde{\omega}, \tilde{k})\) is still a solution of the Kolmogorov system \((41)\), related to the same initial datum \((u_0, \omega_0, k_0)\). Therefore, by uniqueness of solutions, we deduce that \((\tilde{u}, \tilde{\omega}, \tilde{k}) \equiv (u, \omega, k)\), which in turn implies

\[
\forall t \geq 0, \quad u(t, \cdot) \text{ is odd}, \quad \omega(t, \cdot), \quad k(t, \cdot) \text{ are even}.
\]

Since the functions \((u, k, \omega)\) are smooth in space, we can repeat the ODE analysis performed in Subsection 3.1. Thus, after defining the function

\[
a(t) := \alpha_3 \frac{\partial^2 k(t, 0)}{\omega(t, 0)} - \omega(t, 0) + \alpha_4 \frac{\partial_x u(t, 0)^2}{\omega(t, 0)}
\]

and using the assumption \(k_0(0) = 0\) and the fact that \(\partial_x \omega(t, 0) = \partial_x k(t, 0) = 0\) (which follows from the spacial symmetry of the functions \(\omega\) and \(k\)), we easily find that

\[
\frac{d}{dt} k(t, 0) = a(t) k(t, 0) \quad \implies \quad \forall t \geq 0, \quad k(t, 0) = 0.
\]

Therefore, at any time \(t \geq 0\), the point \(x = 0\) remains a point of minimum for the function \(k(t)\).

Now, we differentiate the equation for \(u\) with respect to \(x\) and compute the resulting expression at the point \(x = 0\). By virtue of the previous properties and the fact that \(\partial^2_x u(t, 0) = 0\) by symmetry, we find that \(\xi(t) := \partial_x u(t, 0)\) solves

\[
\frac{d}{dt} \xi(t) = -\xi^2(t) + b(t) \xi(t), \quad \text{with} \quad b(t) := \nu \frac{\partial^2_k k(t, 0)}{\omega(t, 0)},
\]

related to the initial datum \(\xi|_{t=0} = \xi_0 := \partial_x u_0(0)\). Notice that \(b(t) \geq 0\) for all times, since \(x = 0\) is a point of minimum of \(k(t)\), for all \(t \geq 0\).

Observe that, by assumption, one has \(\xi_0 < 0\), so \(d\xi/dt\) starts negative; by \((62)\), \(\xi\) is decreasing, thus it stays negative for all times. Then one deduces that

\[
\frac{d}{dt} \xi \leq -\xi^2 \quad \implies \quad \xi(t) \leq \frac{\partial_x u_0(0)}{1 + \partial_x u_0(0) \xi(t) t} = -\frac{|\partial_x u_0(0)|}{1 - |\partial_x u_0(0)| \xi(t) t},
\]

where the last equality holds, owing to the fact that \(\partial_x u_0(0) < 0\). The previous inequality obviously implies blow-up in finite time for the quantity \(\xi(t) = \partial_x u(t, 0)\).

Theorem 1.3 is thus completely proved, and so does Theorem 1.3.
A Appendix: well-posedness of a porus medium equation

The goal of the present appendix is to discuss the well-posedness of the porum medium type equation (53), which we rewrite here in a slightly more general form.

Let \( \theta = \theta(t) \) and \( \rho = \rho(t) \) be two positive scalar functions depending only on the time variable \( t \in \mathbb{R}_+ \), with the property that

\[
\forall \ t \geq 0, \quad \theta(t) > 0 \quad \text{and} \quad \rho(t) > 0.
\]

Consider the following initial-value problem, set on \( \mathbb{R}_+ \times \Omega, \) where \( \Omega = \mathbb{T} \) is the one-dimensional torus as above:

\[
\begin{align*}
\partial_t k - \theta(t) \partial_x^2 (k^2) &= -\rho(t) k \\
k_{|t=0} &= k_0.
\end{align*}
\]

Here, again the initial datum \( k_0 \geq 0 \) will be taken a positive function. We will assume \( k_0 \in H^1(\Omega) \). Our goal is to show that this equation is well-posed in \( H^1 \) without requiring any special assumption on the support of \( k_0 \). In particular, the regularity requirement over \( \sqrt{k_0} \) can be completely dropped here. This hints at the fact that formulating such an assumption is really specific to the non-linear coupling of the unknowns inside the diffusion operator, namely of \( u \) and \( k \) in system (4), or of \( u \) and \( \gamma \) in the toy-model (6).

One may argue that the trick relies on the use of \( H^1 \) regularity estimates, instead of \( H^2 \) estimates as we use in our paper. Actually, this is not true: let us explain better this point in the next remark, where for simplicity we deal only with the toy-model (6).

**Remark A.1.** Observe that, when performing \( H^1 \) estimates on the toy model (6), one finds a new bad term, simpler but similar to (7), namely

\[
\forall \ t \geq 0, \quad \theta(t) > 0 \quad \text{and} \quad \rho(t) > 0.
\]

It is easy to see that this term can be controlled only in two ways: either by assuming a control on \( \sqrt{\gamma} \), as pursued in this paper, or (after an integration by parts) by looking for, at least, a \( L^2 \) bound on the second order derivative \( \partial_x^2 \gamma \). Now, the non-linear coupling of the equation for \( \gamma \) forces one to propagate also the \( H^2 \) norm of \( u \), thus coming back to the problem discussed in (4).

This consideration shows somehow the “necessity” of working with \( \sqrt{\gamma} \) instead of \( \gamma \) in the toy-model (6), and with \( \sqrt{k} \) instead of \( k \) for the full Kolmogorov system (4).

Next, let us comment on the propagation of the \( H^2 \) norm for the prous medium equation (64). Direct computations show that one cannot control the \( L^2 \) norm of \( \partial_x^2 k \) uniformly in time, as this quantity satisfies an inequality of the form

\[
\frac{d}{dt} \| \partial_x^2 k \|_{L^2}^2 + \rho(t) \| \partial_x^2 k \|_{L^2}^2 + \theta(t) \int \Omega k \| \partial_x^2 k \|_{L^\infty} \| \partial_x^2 k \|_{L^2}^2 dx \lesssim \theta(t) \| \partial_x^2 k \|_{L^2}^{2+\delta},
\]

for a suitable \( \delta > 0 \), and (if one wants to stick to (53), coming from the Kolmogorov system) one only has \( \rho(t) \approx (1+t)^{-1} \), whereas \( \theta(t) \approx (1+t) \). From this perspective, one cannot hope for a global propagation of \( H^2 \) regularity for equation (64), in general. Even worse, paper [9] shows blow-up results of smooth solutions for very similar equations.

After those preliminary remarks, we are now ready to state the main result of this appendix. We stress the fact that (as it will appear clear from our proof) this result is purely one-dimensional.
Theorem A.2. Let the scalar functions \( \theta = \theta(t) \) and \( \rho = \rho(t) \) satisfy assumption (63). Let \( k_0 \geq 0 \) be a positive scalar function such that \( k_0 \in H^1(\Omega) \).

Then, there exists a unique global in time (weak) solution \( k \) to the initial value problem (64), such that \( k \geq 0 \) and

\[
k \in L^\infty(\mathbb{R}^+; H^1(\Omega)) \cap \bigcap_{s < 1} C(\mathbb{R}^+; H^s(\Omega)),
\]

together with \( \sqrt{k} \partial_x^2 k \in L^2_{\text{loc}}(\mathbb{R}^+; L^2(\Omega)) \).

Proof. First of all, we deal with the proof of existence. We focus here in deriving global in time a priori estimates in \( H^1 \) for smooth solutions of equation (64). From those estimates, one can prove the existence of a solution at the claimed level of regularity by, for instance, applying a similar approximation procedure as the one described in Subsection 4.1.

Thus, assume to have a smooth solution \( k \) of equation (64) on \( \mathbb{R}^+ \times \Omega \). First of all, by noticing that \( k \) in particular solves

\[
\partial_t k - 2 \theta(t) \partial_x (k \partial_x k) = -\rho(t) k,
\]

and performing an energy estimate for this equation, we get

\[
\frac{1}{2} \frac{d}{dt} \|k(t)\|_{L^2}^2 + \rho(t) \|k(t)\|_{L^2}^2 + 2 \theta(t) \int_{\Omega} k |\partial_x k|^2 \, dx = 0.
\]

This relation immediately implies the following \( L^2 \) bound:

\[
(66) \, \forall \, t > 0, \quad \|k(t)\|_{L^2}^2 + \int_0^t \rho(\tau) \|k(\tau)\|_{L^2}^2 \, d\tau + 2 \int_0^t \theta(\tau) \|\sqrt{k(\tau)} \partial_x k(\tau)\|_{L^2}^2 \, d\tau \leq \|k_0\|_{L^2}^2,
\]

where we have replaced the equality by the inequality to be consistent with what one usually gets for weak solutions.

Next, differentiating equation (64) with respect to space, we find an equation for \( \partial_x k \):

\[
\partial_t \partial_x k - 2 \theta(t) \partial_x (k \partial_x^2 k) = -\rho(t) \partial_x k + 2 \theta(t) \partial_x \left( (\partial_x k)^2 \right).
\]

By using the equalities

\[
\int_{\Omega} \partial_x \left( (\partial_x k)^2 \right) \partial_x k \, dx = 2 \int_{\Omega} \partial_x k \partial_x^2 k \partial_x k \, dx
\]

and

\[
\int_{\Omega} \partial_x \left( (\partial_x k)^2 \right) \partial_x k \, dx = - \int_{\Omega} (\partial_x k)^2 \partial_x^2 k \, dx,
\]

which follow respectively by developing the derivative and by integration by parts, we see that the value of the integral on the left is actually zero. Then, an energy estimate for \( \partial_x k \) yields

\[
\frac{1}{2} \frac{d}{dt} \|\partial_x k(t)\|_{L^2}^2 + \rho(t) \|\partial_x k(t)\|_{L^2}^2 + 2 \theta(t) \int_{\Omega} k |\partial_x^2 k|^2 \, dx = 0.
\]

This relation easily implies a \( L^2 \) bound for \( \partial_x k \): we have

\[
(67) \, \forall \, t > 0, \quad \|\partial_x k(t)\|_{L^2}^2 + \int_0^t \rho(\tau) \|\partial_x k(\tau)\|_{L^2}^2 \, d\tau + 2 \int_0^t \theta(\tau) \|\sqrt{k(\tau)} \partial_x^2 k(\tau)\|_{L^2}^2 \, d\tau \leq \|\partial_x k_0\|_{L^2}^2.
\]

Summing up (66) and (67), we immediately infer the sought global in time \( H^1 \) estimate for \( k \). This completes the proof of the a priori estimates.
Let us now focus on the uniqueness of solutions at the level of regularity considered in the statement. Uniqueness will follow from a stability estimate in $L^1$ (in particular, one could formulate a uniqueness statement in a larger functional setting), which we are going to prove by employing similar techniques as the ones used for the classical porous medium equation (see e.g. Chapters 4 and 9 of [23]). The justification that we can indeed perform those computations at our level of regularity is the main new part of our argument.

Thus, suppose to have two solutions $k_{1,2}$ of equation (64), such that, for $j \in \{1, 2\}$, one has

$$k_j \in L^\infty(\mathbb{R}_+; H^1(\Omega)) \quad \text{and} \quad \sqrt{k_j} \partial_x^2 k_j \in L^2_{\text{loc}}(\mathbb{R}_+; L^2(\Omega)).$$

Let us set $\delta k := k_1 - k_2$ and, for later use, $\Delta k := k_1^2 - k_2^2$. We notice that $\delta k$ satisfies the equation

$$\partial_t \delta k - \theta(t) \partial_x^2 (\Delta k) = -\rho(t) \delta k. \quad (68)$$

Observe that

$$\Delta k = k_1^2 - k_2^2 = (k_1 + k_2) \delta k \quad \text{belongs to} \quad L^\infty(\mathbb{R}_+; H^1(\Omega)).$$

From this property and equation (68), we deduce that $\partial_t \delta k \in L^\infty_{\text{loc}}(\mathbb{R}_+; H^{-1}(\Omega))$. The local-in-time condition comes from the presence of the coefficients $\theta$ and $\rho$, for which we have not formulated any boundedness assumption. However, we need to improve the previous regularity property for the time derivative. For this, we recall that each $k_j$ solves equation (65): by writing

$$\partial_x (k_j \partial_x k_j) = \sqrt{k_j} \sqrt{k_j} \partial_x^2 k_j + (\partial_x k_j)^2,$$

we see that this quantity belongs to $L^\infty(L^1)$ for all $T > 0$ fixed. Thus, we get $\partial_t k_j \in L^\infty(L^1)$ for all $T > 0$, which implies that also $\partial_t \delta k$ belongs to this space.

At this point, we take a scalar function $p \in C^1(\mathbb{R})$ such that $0 \leq p \leq 1$, together with $p(\sigma) = 0$ for $\sigma \leq 0$ and $p' (\sigma) > 0$ for $\sigma > 0$. Thanks to the previous analysis, we can multiply both sides of equation (68) by $p(\Delta k)$ and integrate over the space domain: we find

$$\int_\Omega \partial_t \delta k \, p(\Delta k) \, dx = -\theta(t) \int_\Omega |\partial_x \Delta k|^2 \, p'(\Delta k) \, dx - \rho(t) \int_\Omega \delta k \, p(\Delta k) \, dx.$$ 

Remark that the sign of $\Delta k$ is the same of $\delta k$, owing to the positivity of each $k_j$. Then, the last term on the right-hand side has negative sign. The same can be said about the first term on the right. Thus, we infer that

$$\int_\Omega \partial_t \delta k \, p(\Delta k) \, dx \leq 0.$$

We now consider a sequence of functions $(p_n)_n$ verifying the properties above and which converges to the function $\text{sign}^+$. We recall that $\text{sign}^+$ is defined as

$$\text{sign}^+(\sigma) = 1 \quad \text{if} \quad \sigma > 0, \quad \text{sign}^+(\sigma) = 0 \quad \text{if} \quad \sigma \leq 0.$$

Noticing that $\text{sign}^+(\delta k) = \text{sign}^+(\Delta k)$ and that $\partial_t \delta k \, \text{sign}^+(\delta k) = \partial_t (\delta k)^+$ in our functional framework, from the previous computations we deduce that

$$\frac{d}{dt} \int_\Omega (\delta k)^+ \, dx \leq 0.$$

This in particular implies that

$$\int_\Omega (k_1 - k_2)^+ \, dx \leq \int_\Omega (k_{0,1} - k_{0,2})^+ \, dx, \quad (69)$$
where, for \( j = 1, 2 \), we have denoted by \( k_{0,j} \) the initial datum related to the solution \( k_j \).

Similar computations for \( \tilde{\delta}k := k_2 - k_1 = -\delta k \) yield an estimate analogous to (69) for the negative part \((k_1 - k_2)^-\). Then, we finally deduce the following \( L^1 \) stability estimate:

\[
\forall t \geq 0, \quad \|k_1(t) - k_2(t)\|_{L^1} \leq \|k_{0,1} - k_{0,2}\|_{L^1}.
\]

This latter estimate in particular implies the sought uniqueness result whenever \( k_{0,1} \equiv k_{0,2} \), thus completing the proof of the theorem.
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