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In order to understand the relative expressive power of larger concurrent programming languages, we analyze translations of small process calculi which model the communication and synchronization of concurrent processes. The source language SYNCSIMPLE is a minimalistic model for message passing concurrency while the target language LOCKSIMPLE is a minimalistic model for shared memory concurrency. The former is a calculus with synchronous communication of processes, while the latter has synchronizing mutable locations – called locks – that behave similarly to binary semaphores. The criteria for correctness of translations is that they preserve and reflect may-termination and must-termination of the processes. We show that there is no correct compositional translation from SYNCSIMPLE to LOCKSIMPLE that uses one or two locks, independent from the initialisation of the locks. We also show that there is a correct translation that uses three locks. Also variants of the locks are taken into account with different blocking behavior.

1 Introduction

Different models of concurrency are studied and used in theory and in practice of computer science. One main approach are message passing models where the concurrently running threads (or processes) communicate by sending and receiving messages. A prominent example for a message passing model is the $\pi$-calculus [6, 16]. There exist approaches with asynchronous and with synchronous message passing. In asynchronous message passing, a sender sends its message and proceeds without waiting that a receiver collects the message (thus the message is kept in some medium until the receiver collects it from that medium). In synchronous message passing, the message is exchanged in one step and thus sender and receiver wait until the communication has happened. Thus, synchronous message passing can be used for synchronization of processes.

Another main approach for concurrency are program calculi with shared memory where concurrent processes communicate by using shared memory primitives. For instance, $\lambda(\text{fut})$ [2] is a program calculus that models the core of the strict concurrent functional language Alice ML, and it has concurrent threads, handled futures, and memory cells with an atomic exchange-operation. Also other shared memory synchronization primitives like concurrent buffers and their encodability into $\lambda(\text{fut})$ are analyzed [23]. Other examples are the calculi CH [19] and CHF [14, 15, 21]. The latter is a program calculus that models the core of Concurrent Haskell [10]: it extends the functional programming language Haskell by concurrent threads and so-called MVars, which are synchronizing mutable memory locations. Thus, depending on the model (or the concurrent programming languages) there exist different primitives. The simplest approach is some kind of locking primitive to block a process until some event happens. To exchange a message, for instance, atomic read-write registers can be used. More sophisticated primitives
are for example semaphores, monitors, or Concurrent Haskell’s MVars. All these approaches have in common that processes can be blocked until an event occurs, which is performed by another process.

Expressivity of (concurrent) programming languages is an important topic, since the corresponding results allow us to classify the languages and their programming constructs, and to understand their differences. Investigating the expressivity to clarify the relation between message passing models and shared memory concurrency can in principle be done by constructing correct translations from one model to the other. Our research considers the question whether and how synchronous message passing can be implemented by models that support shared memory and some of these synchronization primitives.

In previous work [19], we analyzed translations from the synchronous $\pi$-calculus into a core language of Concurrent Haskell. In particular, we looked for compositional translations that preserve and reflect the convergence behavior of processes (in all program-contexts) w.r.t. may- and should-convergence. This means, processes can successfully terminate or not, where may-convergence observes whether there is a possible execution path to a successful process and should-convergence means that the ability to become successful holds for all execution paths. We found correct translations and proved them to be correct with respect to this correctness notion. Looking for small translations has several advantages: The resource usage of the translated programs is lower, they are easier to understand than larger ones, and the corresponding correctness proofs often are easier than for large ones. Hence, we also tried to find smallest translations, but in the end we could not answer the following question: what is the minimal number of MVars that are necessary to correctly encode the message passing synchronization using MVars? This leads us to the general question how synchronous communication can be encoded by synchronizing primitives and what is the minimal number of primitives that is required. This question is addressed in this paper. We choose to work with models that are as simple as possible and also as complex as needed, but nevertheless are also relevant for full programming languages (we discuss the transportation of the results to full languages in Section 2.3). Thus we consider translations from a small message passing source language into a small target language with shared memory concurrency and synchronizing primitives.

For the source language SYNCSIMPLE, we use a minimalistic model for concurrent processes that synchronize by communication. The language has constructs for sending (denoted by “!”) and for receiving (denoted by “?”). A communication step atomically processes one ! from one process together with one ? from another process. For simplicity, there is no message that is sent and there are no channel names (i.e. the language can be seen as a variant of the synchronous $\pi$-calculus (without replication and sums) where only one global channel name exists).

For the target language LOCKSIMPLE we choose a similar calculus where the communication is removed and replaced by synchronizing shared memory locations. These locations are called locks. A lock can be empty or full. There are operations to fill an empty lock (put) or to empty a full lock (take). The main variant that we consider is the one where the put-operation blocks on a full lock, but the take-operation is not blocking on an empty lock. Thus these locks are like binary semaphores where put is the wait-operation and take is the signal-operation (where signal on an unlocked semaphore is allowed but has no effect). We also consider the language with several locks with different initializations (empty or full). Based on this setting, the question addressed by the paper is:

What is the minimal number of locks that is required to correctly translate the source calculus into the target calculus?

The notion of correctness of a translation requires comparing the semantics of both calculi. We adopt the approach of observational correctness [17] [22] and thus we use correctness w.r.t. a contextual equivalence which considers the may- and the must-convergence in both calculi. May-convergence
means that the process can be evaluated to a successful process (in both calculi we add a constant to signal success). Due to the nondeterminism, observing may-convergence is too weak since for instance, it equates processes that must become successful with processes that either diverge or become successful. Hence we also observe must-convergence, which holds if any evaluation of the process ends with a successful process. Considering must-convergence only is also too weak since it equates processes that always fail with processes that either fail or become successful. Thus we use the combination of both convergencies as program semantics. In turn, a correct translation must preserve and reflect the may- and must-convergence of any program.

This can also be seen as a minimalistic requirement on a correct translation since for instance, requiring equivalence of strong or weak bisimulation (see e.g. [16]) would be a much stronger requirement.

**Results.** We show that there does not exist a correct compositional translation from SYNCSIMPLE into LOCKSIMPLE that uses one (Theorem 3.2) or two locks (Theorem 5.17), while there is a correct compositional translation that uses three locks (Theorem 2.9).

The non-existence is proved for any initial state of the lock variables and also for different kinds of blocking behaviour of the lock (i.e. whether put or whether take blocks).

**Related Work.** Validity of translations between process calculi is discussed in [4, 3] where five criteria for valid translations resp. encodings are proposed: compositionality, name invariance, operational correspondence, divergence reflection, and success sensitiveness. Compositionality and name invariance restrict the syntactic form of the translated processes; operational correspondence means that the transitive closure of the reduction relation is transported by the translation, modulo the syntactic equivalence; and divergence reflection and success sensitiveness are conditions on the semantics.

We adopt the first condition for our non-encodability results since we will require that the translation is compositional. The name invariance is irrelevant since our simple calculi do not have names. We do not use the third condition in the proposed form, since it has a flavour of showing equivalence of bisimulations, instead, we require equivalence of may- and must-convergence which is a bit weaker. Thus, for our non-encodability result the property could be included (still showing non-encodability), but for the correct translation in Theorem 2.9 we did not check the property. Convergence equivalence for may- and must-convergence is our replacement of Gorla’s divergence reflection and success sensitiveness.

Translations from synchronous to asynchronous communication are investigated in the $\pi$-calculus [5, 1, 9, 8]. Encodability results are obtained for the $\pi$-calculus without sums [5, 1], while Palamidessi analyzed synchronous and asynchronous communication in the $\pi$-calculus with mixed sums and non-encodability is the main result [8, 9].

A high-level encoding of synchronous communication into shared memory concurrency is an encoding of CML-events in Concurrent Haskell using MVars [12, 4], however a formal correctness proof for the translation is not provided.

**Outline.** In Section 2 we introduce the process language SYNCSIMPLE with synchronous communication and the process language LOCKSIMPLE with asynchronous locks. After defining the correctness conditions on translations, we show that three locks (with a specific initialization) are sufficient for a correct translation and we discuss variants of the target language. In particular, we show that changing blocking variants is equivalent to a modification of the initial store. In Section 3 it is shown that one lock in LOCKSIMPLE is insufficient for a correct translation and Section 4 exhibits certain general properties of correct translations which use two or more locks. Section 5 contains the structuring into different blocking types of translations, and proofs that there are no correct translations for two locks and any initial store. Section 6 concludes the paper.
2 Languages for Concurrent Processes

We define abstract and simple models for concurrent processes with synchronous communication and for concurrency with synchronizing shared memory. The former model is a simplified variant of the π-calculus with a single global channel name and without replication or recursion, the latter can be seen as a variant where interprocess communication is replaced by binary semaphores. Thereafter we define correct translations, prove correctness of a specific translation and consider variants of the target language.

2.1 The Calculus SYNCSIMPLE

Definition 2.1. The syntax of processes and subprocesses of the calculus SYNCSIMPLE is defined by the following grammar, where \( i \in \{1, \ldots, k\} \):

\[
\text{Subprocesses} \quad \mathcal{U} ::= \checkmark | 0 | !\mathcal{U} | ?\mathcal{U}
\]

\[
\text{Processes} \quad \mathcal{P} ::= \mathcal{U} | \mathcal{U} \parallel \mathcal{P}
\]

We informally describe the meaning of the symbols. The symbol 0 means the silent subprocess; the symbol \( \checkmark \) means success, The operation ! means an output (or send-command), and ? means an input (or receive-command), and \( \parallel \) is parallel composition. For example, the expression \( ?!!\checkmark\parallel?0 \) is a process, and so are also \( ???!!!?\parallel\checkmark\parallel?0 \). We assume that \( \parallel \) is commutative and associative and that 0 is an identity element w.r.t. \( \parallel \), i.e. \( 0 \parallel P = P \) for all \( P \). Thus a process can be seen as a multiset of subprocesses.

Definition 2.2. The operational semantics of SYNCSIMPLE is a (non-deterministic) small-step operational semantics. A single step \( \xrightarrow{\text{SYS}} \) is defined as

\[
!\mathcal{U}_1 \parallel ?\mathcal{U}_2 \parallel \mathcal{P} \xrightarrow{\text{SYS}} \mathcal{U}_1 \parallel \mathcal{U}_2 \parallel \mathcal{P}
\]

where \( \mathcal{U}_1, \mathcal{U}_2 \) are arbitrary subprocesses and \( \mathcal{P} \) is an arbitrary process.

The reflexive-transitive closure of \( \xrightarrow{\text{SYS}} \) is denoted as \( \xrightarrow{\text{SYS}*} \).

If a process is of the form \( \checkmark \parallel \mathcal{P} \), then the process is successful. A sequence of \( \xrightarrow{\text{SYS}} \)-steps starting with \( \mathcal{P} \) is called an execution of \( \mathcal{P} \).

Note that there may be several executions of processes, but every execution terminates.

Example 2.3. Two examples for the execution of \( P = ?!0 \parallel !!\checkmark \parallel ?0 \) are:

- \( P = ?!0 \parallel !!\checkmark \parallel ?0 \xrightarrow{\text{SYS}} !0 \parallel !\checkmark \parallel ?0 \xrightarrow{\text{SYS}} !0 \parallel \checkmark \parallel 0 \), where the final process is successful.
- \( P = ?!0 \parallel !!\checkmark \parallel ?0 \xrightarrow{\text{SYS}} !0 \parallel !\checkmark \parallel ?0 \xrightarrow{\text{SYS}} 0 \parallel !\checkmark \parallel 0 \) where the final process is terminated, but not successful.

This means there may be executions leading to a successful process, and at the same time executions leading to a fail.

We often omit the suffix 0 for a subprocess, i.e. whenever a subprocess ends with symbol ! or ? we mean the same subprocess extended by 0.

Definition 2.4. A process \( \mathcal{P} \) is called

- may-convergent if there is some successful process \( \mathcal{P}' \) with \( \mathcal{P} \xrightarrow{\text{SYS}*} \mathcal{P}' \).
must-convergent if for all processes \( P' \) with \( \mathcal{P} \xrightarrow{\mathcal{SYS}} \mathcal{P}' \), the process \( \mathcal{P}' \) is may-convergent.

- must-divergent or a fail, if there is no execution leading to a successful process.

- may-divergent, if there exists an execution \( \mathcal{P} \xrightarrow{\mathcal{SYS}} \mathcal{P}' \), where \( \mathcal{P}' \) is a fail.

Our definition of must-convergence is the same as so-called should-convergence (see e.g. \([13, 18, 14]\)). However, since there are no infinite reduction sequences, the notions of should- and must-convergence coincide (see e.g. \([11, 18, 15]\) for more discussion on the different notions). Thus, an alternative but equivalent definition of must-convergence is: a process \( P \) is must-convergent, if all maximal reductions starting from \( P \) end with a successful process.

2.2 The Calculus LOCKSIMPLE

We now define the calculus LOCKSIMPLE which can be seen as a modification of SYNCSIMPLE where \(? \) and \(! \) are removed, and operations \( P_i \) and \( T_i \), which mean put and take, are added where \( i = 1, \ldots, k \) and \( k \) is the number of locks (i.e. storage cells). Locks can be empty (written as \( \square \)) or full (written as \( \blacksquare \)). For \( k \) locks, the initial store is a \( k \)-tuple \( (C_1, \ldots, C_k) \) where \( C_i \in \{\square, \blacksquare\} \). We make this explicit by writing \( \text{LOCKSIMPLE}_{k,\text{IS}} \) for the language with \( k \) locks and initial store \( \text{IS} \). Subprocesses in \( \text{LOCKSIMPLE}_{k,\text{IS}} \) for a fixed value \( 1 \leq k \in \mathbb{N} \) are built from \( \checkmark, 0 \), the symbols \( P_i, T_i \) and concatenation. Processes are a multiset of subprocesses: they are composed by parallel composition \( \mid \) which is assumed to be associative and commutative.

**Definition 2.5.** The syntax of processes and subprocesses of the calculus \( \text{LOCKSIMPLE}_{k,\text{IS}} \) is defined by the following grammar:

\[
\begin{align*}
\text{subprocess:} & \quad \mathcal{U} & ::= & \quad 0 \mid \checkmark \mid P_i \mathcal{U} \mid T_i \mathcal{U} \\
\text{process:} & \quad \mathcal{P} & ::= & \quad \mathcal{U} \mid \mathcal{P} \mid \mathcal{P}
\end{align*}
\]

We first describe the operational semantics of processes of \( \text{LOCKSIMPLE}_{k,\text{IS}} \) and then give the formal definition. The operational semantics is a non-deterministic small-step reduction \( \xrightarrow{\text{LS}} \) which operates on \( k \) locks \( C_i \) (which are full (i.e. \( \blacksquare \)) or empty (written as \( \square \))). The execution of the operations \( P_i \) or \( T_i \) is as follows:

- \( P_i \): (put) changes \( C_i \) from \( \square \rightarrow \blacksquare \), or waits, if \( C_i = \blacksquare \).
- \( T_i \): (take) changes \( C_i \) from \( \blacksquare \rightarrow \square \), or goes on (no change), if \( C_i = \square \).

Note that locks together with \( P_i \) and \( T_i \) behave like binary semaphores, whereas \( (P_i, T_i) \) means (wait, signal) (or (down, up), resp.). The semaphore is set to 1 if the lock is empty, and set to 0 if the lock is full. Note that locks specify a particular behavior for the case of a signal operation and the semaphore set to 1: the signal has no effect (since \( T_i \) on an empty lock does not have an effect). Now we formally define the operational semantics:

**Definition 2.6.** The relation \( \xrightarrow{\text{LS}} \) operates on a pair \( (\mathcal{P}, (C_1, \ldots, C_k)) \), where \( \mathcal{P} \) is a \( \text{LOCKSIMPLE}_{k,\text{IS}} \)-process, \( C_1, \ldots, C_k \) are the storage cells. For a \( \text{LOCKSIMPLE}_{k,\text{IS}} \)-process \( \mathcal{P} \) the reduction starts with initial store \( \mathcal{P}, \text{IS} \).

We write the state as \( \mathcal{C} \), and with \( \mathcal{C}[C_i = \square] \) we denote that the specific cell \( C_i \) has value \( \square \). The notation \( \mathcal{C}[C_i \rightarrow \blacksquare] \) means that in \( \mathcal{C} \) the value in storage cell \( C_i \) is replaced by \( \blacksquare \). The same for \( \blacksquare \) instead of \( \square \). The relation \( \xrightarrow{\text{LS}} \) is defined by the following two rules:

\[
(P_i \mathcal{U} \mid \mathcal{P}, \mathcal{C}[C_i \rightarrow \square]) \xrightarrow{\text{LS}} (\mathcal{U} \mid \mathcal{P}, \mathcal{C}[C_i \rightarrow \blacksquare]) \quad \text{and} \quad (T_i \mathcal{U} \mid \mathcal{P}, \mathcal{C}) \xrightarrow{\text{LS}} (\mathcal{U} \mid \mathcal{P}, \mathcal{C}[C_i \rightarrow \square])
\]

The reflexive-transitive closure of \( \xrightarrow{\text{LS}} \) is denoted as \( \xrightarrow{\text{LS}*} \). A sequence \( (\mathcal{P}, \mathcal{C}) \xrightarrow{\text{LS}*} (\mathcal{P}', \mathcal{C}') \) is called an execution of \( (\mathcal{P}, \mathcal{C}) \), and if \( \mathcal{C} = \text{IS} \) then it is also called an execution of \( \mathcal{P} \).
To simplify notation, we write $\text{LOCKSIMPLE}_k$ for the language with $k$ locks where all locks are empty at the beginning, i.e. it is $\text{LOCKSIMPLE}_{k,IS}$ with $IS = (\varnothing, \ldots, \varnothing)$.

Note that the blocking behavior of the put-operation is modelled by the operational semantics as follows: for $(P_i^\emptyset | P, C [C_i = \Box])$ there is no step (for subprocess $P_i^\emptyset$) defined and thus $P_i^\emptyset$ has to wait until another subprocess changes the value of $C_i$.

**Definition 2.7.** A process $P$ of $\text{LOCKSIMPLE}_{k,IS}$ is called successful, if there is a subprocess $\check{\Box}$ of $P$, i.e. $P = \check{\Box} | P'$ for some $P'$. A state $(P, C)$ is called

- successful, if $P$ is successful.
- may-convergent, if there is some successful $(P', C')$ with $(P, C) \xrightarrow{LS,s^*} (P', C')$.
- must-convergent, if for all states $(P', C')$ with $(P, C) \xrightarrow{LS,s^*} (P', C')$, the state $(P', C')$ is may-convergent.
- must-divergent or a fail, if there is no execution leading to a successful state.
- may-divergent, if for some state $(P', C')$: $(P, C) \xrightarrow{LS,s^*} (P', C')$, where $(P', C')$ is a fail.

A process $P$ is called may-convergent, must-convergent, must-divergent, or may-divergent, resp. iff the state $(P, IS)$ is may-convergent, must-convergent, must-divergent, or may-divergent, resp.

An example for a reduction sequence for $k = 2$ is:

\[ (P_2^0 | T_2 \check{\Box}, (\varnothing, \Box)) \xrightarrow{LS} (0 | T_2 \check{\Box}, (\varnothing, \Box)) \xrightarrow{LS} (0 | \check{\Box}, (\varnothing, \Box)) \]  

(successful)

The process $P_2^0 | T_2 \check{\Box}$ is even must-convergent.

In the following, we often leave the state implicit and in abuse of notation, we “reduce” processes without explicitly mentioning the state.

As in SYNCSIMPLE we often omit the suffix, 0, for a subprocess, i.e. whenever a subprocess ends with symbol $P_i$ or $T_i$ we mean the same subprocess extended by 0.

### 2.3 Correct Translations

We are interested in translations from one full concurrent programming language with synchronous semantics into another full imperative concurrent language with locks, where the issues are expressive power and the comparison between the languages. In order to focus considerations, we investigate this issue by considering translations from a core concurrent language (SYNCSIMPLE) with synchronous semantics into a core of an imperative concurrent language (LOCKSIMPLE).

However, even in our simple languages there are interesting questions, for example, whether there exists a correct translation and how many locks are necessary for such a translation.

Since our analysis started top-down, we are sure that the non-encodability results can be transferred back to larger calculi. For discussing this, let us call the full languages SYNCFULL and LOCKFULL, respectively. The language SYNCFULL may be the $\pi$-calculus and thus, it extends SYNCSIMPLE by names, named channels, name restriction, sending and receiving names and replication or recursion. The language LOCKFULL may be a variant of the core language of Concurrent Haskell, where locks are extended to synchronising memory cells which have addresses (or names) and content (for instance, numbers). The main argument why non-encodability in the small languages implies non-encodability in the larger languages is the following: Suppose we have non-encodability between the small languages for 2 locks, and there exists a correct (compositional) translation $\phi : \text{SYNCFULL} \rightarrow \text{LOCKFULL}$ that uses
only one synchronising memory cell in LOCKFULL. Then the idea is to embed every SYNCSIMPLE-
program \( \mathcal{P} \) into a SYNCFULL-program \( \mathcal{P}' \) by using only one channel, and then using the translation \( \phi \) to derive a LOCKFULL-program \( \phi(\mathcal{P}') \). Using this construction, we also get a translation of \(!\) and \(?\) into LOCKFULL, where every \(!\) translates into a send-prefix, and every \(?\) into a receive-prefix. The parallel-operator remains as it is. Then the correctness of \( \phi \) tells us that the LOCKFULL-program \( \phi(\mathcal{P}') \) has the same may- and must-convergencies. Compositionality gives us a LOCKSIMPLE-program that uses at most 2 locks, and it has the same parallel-structure as \( \mathcal{P} \), and the \(!,?\), are translated always in the same way. The result can be reduced to a LOCKSIMPLE-program with at most 2 locks, (perhaps after restricting \( \phi \) w.r.t. contents of messages and recursion), which contradicts the result on small languages, since the reasoning holds for all \( \mathcal{P} \).

**Definition 2.8.** A mapping \( \tau \) from the processes of SYNCSIMPLE into processes of LOCKSIMPLE\(_{k,IS} \) is called a translation.

- \( \tau \) is called compositional iff \( \tau(0) = 0 \), \( \tau(\sqrt{\cdot}) = \sqrt{\cdot} \), \( \tau(\mathcal{P}_1 \parallel \mathcal{P}_2) = \tau(\mathcal{P}_1) \parallel \tau(\mathcal{P}_2) \); \( \tau(\mathcal{U}) \) does not contain the parallel operator \( \parallel \) for every subprocess \( \mathcal{U} \); and \( \tau(\mathcal{U}!) = \tau(\mathcal{U}) \) and \( \tau(\mathcal{U}?) = \tau(\mathcal{U}) \) for every subprocess \( \mathcal{U} \).

- \( \tau \) is called correct iff for all SYNCSIMPLE-processes \( \mathcal{P}, \mathcal{P} \) is may-convergent iff \( \tau(\mathcal{P}) \) is may-convergent, and \( \mathcal{P} \) is must-convergent iff \( \tau(\mathcal{P}) \) is must-convergent.

Compositional translations \( \tau \) in our languages can be identified with the pair \( (\tau(\mathcal{U}!), \tau(\mathcal{U}?) ) \) of strings, and we say that \( \tau \) has length \( n \), if \( |\tau(\mathcal{U}!)| + |\tau(\mathcal{U}?)| = n \).

For example, a correct translation cannot map \( \tau(0) = \sqrt{\cdot} \) since then 0 is must-divergent, but \( \tau(0) \) is must-convergent. Hence \( \tau(0) = 0 \) and \( \tau(\sqrt{\cdot}) = \sqrt{\cdot} \) make sense for correct translations.

We show that three locks are sufficient for a correct compositional translation.

**Theorem 2.9.** For \( k = 3 \), the translation \( \tau \) with \( \tau(\mathcal{U}!) = P_1T_3P_2T_1 \) and \( \tau(\mathcal{U}?) = P_3T_2 \) is correct for initial store \( (\square, \blacksquare, \blacksquare) \).

**Proof.** We give a sketch (the full proof is in Appendix \[A\]): A communication starts with executing \( P_1 \) of \( \tau(\mathcal{U}!) = P_1T_3P_2T_1 \), leaving the storage \( (\blacksquare, \blacksquare, \square) \). Then no other sequence \( \tau(\mathcal{U}!), \tau(\mathcal{U}?) \) in parallel processes can be executed. Then \( T_3 \) is executed, leaving the storage \( (\square, \square, \blacksquare) \). The next step is that one process with \( \tau(\mathcal{U}?) = P_3T_2 \) may start, and \( P_3 \) is executed, leaving the storage \( (\square, \blacksquare, \blacksquare) \). Now \( T_2 \) is executed, and this is the only possibility; the storage is then \( (\square, \square, \blacksquare) \). Again, the only possibility is now \( P_2 \) from \( \tau(\mathcal{U}!) \) and the storage \( (\square, \blacksquare, \blacksquare) \). The last step is executing \( T_1 \), which restores the initial storage \( (\square, \square, \blacksquare) \).

This is the only execution possibility of \( \tau(\mathcal{U}!) \) and \( \tau(\mathcal{U}?) \), hence it can be retranslated into an interaction communication of a single \( ! \) and a single \( ? \).

There are also other correct compositional translations for \( k = 3 \): An example is a compositional correct translation \( \tau \) of length 8, detected by an automated search, with \( \tau(\mathcal{U}!) = P_2P_1T_3P_1T_1T_2 \) and \( \tau(\mathcal{U}?) = P_3T_2 \) and with initial store \( (\square, \square, \blacksquare) \).

The observation is that the communication is completely protected by using \( P_2 \) as a mutex, which is similar to the translation of length 6 (see Theorem \[2.9\]).

### 2.4 Blocking Variants of LOCKSIMPLE

We choose for our locks, that \( P_i \) blocks, but \( T_i \) never blocks. However, also other choices are possible. Variants of LOCKSIMPLE where for every \( i \) either \( P_i \) blocks on a full lock, but \( T_i \) is non-blocking, or \( T_i \) blocks on an empty lock, but \( P_i \) is non-blocking, do not lead to really new problems: In Appendix \[B\]
we show that all those variants are equivalent to the previously defined language where for all $i$: $P_i$ is blocking, but $T_i$ is non-blocking. This is possible since we take into account any initial store and thus the main argument of the equivalence is that we can change the initial store for every $i$ by switching the role of $P_i,T_i$ and at the same time switching the initial store for $i$ from $\blacklozenge$ to $\square$ and vice versa. Thus this extension does not increase the number of (really) different languages for a fixed $k$. However, the variant where $P_i$ blocks for a full lock and $T_i$ blocks for an empty lock for all $i$ (which is related to an implementation using the MVars in Concurrent Haskell) appears to be different from our LOCKSIMPLE languages. There are results on possibility and impossibility of correct translations from SYNCSIMPLE into a further restricted variant of LOCKSIMPLE [20]. A deeper investigation in these languages is future work.

3 One Lock is Insufficient for any Initialization

We show that there is no correct (compositional) translation into LOCKSIMPLE$_{1,\text{JS}}$, the language with one lock, for any initial storage, i.e. for initial storage $\blacklozenge$ and initial storage $\square$.

Lemma 3.1. Let $\tau$ be a correct translation SYNCSIMPLE $\rightarrow$ LOCKSIMPLE$_{1,\text{JS}}$. Then $\tau(!)$ as well as $\tau(?)$ either start with $P_1$ or have a subsequence $P_1P_1$.

Proof. Consider the processes $!\sqrt{\ }$ and $?\sqrt{\ }$ which are both must-divergent. If $\tau(!)$ does not satisfy the condition, then the process $\tau(!\sqrt{\ })$ can be executed without any wait and is successful. The same for $\tau(??\sqrt{\ })$. However, this is a contradiction to correctness.

Theorem 3.2. There is no correct translation SYNCSIMPLE $\rightarrow$ LOCKSIMPLE$_{1,\text{JS}}$.

Proof. Let $\tau$ be a correct translation. We first consider the case that the initial storage is $\square$. Then from Lemma 3.1 we derive that $\tau(!)$ as well as $\tau(?)$ have a subsequence $P_1P_1$ or start with $P_1$, since $P_1$ as a prefix is executable (and similar as in the proof of Lemma 3.1 the processes $!\sqrt{\ }$ and $?\sqrt{\ }$ can be used as examples to refute the correctness of $\tau$). Consider the process $\tau(!\sqrt{\ } ?\sqrt{\ })$, which is must-convergent. First, reduce $\tau(!\sqrt{\ })$ until exactly before the first occurrence of $P_1P_1$. Then reduce $\tau(??\sqrt{\ })$. Since the reduction starts with $C_1=\square$, it will block after executing the first $P_1$ of the leftmost subsequence $P_1P_1$ (or earlier). Then $C_1=\blacklozenge$, and we have a deadlock. This is a contradiction to correctness of $\tau$.

Now we consider the case that the initial store is $\blacklozenge$. Then Lemma 3.1 shows that $\tau(!)$ and $\tau(?)$ contain a subsequence $P_1P_1$ or start with $P_1$. We again use the must-convergent process $\tau(!\sqrt{\ } ?\sqrt{\ })$. If both $\tau(!)$ and $\tau(?)$ start with $P_1$, then there is an initial deadlock. Suppose that neither $\tau(!)$ nor $\tau(?)$ do start with a $P_1$, then they both start with a $T_1$, and have a subsequence $P_1P_1$. Let us consider the leftmost such subsequence for $\tau(!)$ as well as for $\tau(?)$. Construct the following execution for $\tau(!\sqrt{\ } ?\sqrt{\ })$: First $\tau(!)$ until it blocks at the second $P_1$ of the sequence $P_1P_1$, then the execution of $\tau(?)$ until the second $P_1$ of the sequence $P_1P_1$. Then we have a deadlock, which is impossible.

If $\tau(!)$ starts with a $P_1$, but not $\tau(?)$, then there is a leftmost sequence $P_1P_1$ of $\tau(?)$. Execute $\tau(?)$ until it is blocked at $P_1$. Then we reach a deadlock. This is a contradiction.

4 General Properties for at Least Two Locks

In this section, we consider compositional translations SYNCSIMPLE $\rightarrow$ LOCKSIMPLE$_{k,\text{JS}}$ with $k \geq 2$ and prove several properties of correct compositional translations that will help us later to show that
$k = 2$ is impossible. We also introduce the notion of a blocking type for a translation. The idea of this notion is recording how $\tau$ establishes that executing $\tau(!)$ in the process $\tau(!)\tau(\cdot)$ blocks and why executing $\tau(\cdot)$ in the process $\tau(\cdot)\tau(\cdot)$ blocks. Both processes must block if $\tau$ is correct, since the the processes $!\checkmark$ and $?\checkmark$ are both blocking (and not successful) in SYNCSIMPLE.

Below this notion helps to structure the arguments for different cases.

**Lemma 4.1.** Let $\tau$ be a correct translation from SYNCSIMPLE $\rightarrow$ LOCKSIMPLE$_{k,\text{IS}}$ for $k \geq 1$. Then there is a reduction sequence of $\tau(!)\tau(?)$ that executes every symbol in $\tau(!)\tau(?)$.

**Proof.** First, consider $\tau(!\checkmark)\tau(0)$, which is must-convergent (since $!\checkmark \mid 0$ is must-convergent), and hence there is a reduction sequence of $\tau(!)\tau(?)$ consuming at least all symbols in $\tau(!)$. The same sequence can be used as a partial reduction sequence of $\tau(0)\tau(\checkmark)$, and since this process is must-convergent (since $0 \mid \checkmark$ is must-convergent), the sequence will also consume all symbols of $\tau(?\checkmark)$. $\square$

The notation $\#(S,r)$ means the number of occurrences of the symbol $S$ in the string $r$.

**Proposition 4.2.** Let $\tau :$ SYNCSIMPLE $\rightarrow$ LOCKSIMPLE$_{k,\text{IS}}$ for $k \geq 2$ be a correct translation. Then for every $1 \leq i \leq k$ : $\#(P_1, \tau(!)) + \#(P_1, \tau(?)) \leq \#(T_i, \tau(!)) + \#(T_i, \tau(?))$.

**Proof.** The processes $!\checkmark \mid 0 ? \checkmark$, $!0 \mid 0 ? \checkmark$ and $!\checkmark \mid 0 ? 0$ are must-convergent, hence also their images under $\tau$. Now suppose the claim is false. Then for some index, say $1$, $\#(P_1, \tau(!)) + \#(P_1, \tau(?)) > \#(T_i, \tau(!)) + \#(T_i, \tau(?))$. We apply Lemma 4.1 to $\tau(!\checkmark \mid 0 ? \checkmark)$ and obtain a reduction sequence $R_1$ that exactly consumes the top parts $\tau(!)$ and $\tau(\cdot)$ of $\tau(!\checkmark \mid 0 ? \checkmark)$. Replacing $\checkmark$ by $0$, the reduction sequence $R_1$ can be also used for $\tau(!\checkmark \mid 0 ? 0)$. Since $\tau(!\checkmark \mid 0 ? 0)$ is must-convergent, $R_1$ can be continued to $R_1R_2$ ending in a success of the form $\checkmark \mid Q0$ where $Q$ is a suffix of $\tau(?)$, since $!\checkmark \mid 0 ? 0$ is must-convergent.

The reduction sequence $R_1R_2$ can also be used for $\tau(!0 \mid 0 ? \checkmark)$ (by interchanging $0$ and $\checkmark$), ending in $0 \mid 0 \checkmark$. Since $!0 \mid 0 ? \checkmark$ is must-convergent, the reduction sequence $R_1R_2$ can be extended to $R_1R_2R_3$ resulting in $0 \mid 0 \checkmark$.

After $R_1$, we have $C_1 = \square$ and that the initial store for index $1$ is $\square$, due to the assumption, and since the symbols in $\tau(!), \tau(?)$ are completely consumed. Hence $R_2R_3$ must execute a $T_i$ before every other $P_1$. But since the number of $T_i$-symbols is strictly smaller than the number of $P_1$-symbols, there must be a deadlock situation at least for one of the symbols $P_1$.

This is a contradiction, hence the proposition holds. $\square$

**Definition 4.3.** For a correct translation $\tau$ into LOCKSIMPLE$_{k,\text{IS}}$, a blocking prefix of a sequence $S$ of symbols in LOCKSIMPLE$_{k,\text{IS}}$ is a prefix of $S$ of one of the two forms:

1. $R_1P_1R_2P_1$, where $R_1, R_2$ are sequences, and $R_2$ does not contain $P_1, T_i$, and the execution of $S$ that starts with store IS deadlocks exactly before the last symbol, which is $P_1$.
2. $R_1P_1$, where $R_1$ does not contain $P_1, T_i$, and the execution of $S$ that starts with store IS deadlocks exactly before the last symbol, which is $P_1$.

We may also speak of $R_1P_1$ or $P_1R_2P_1$, respectively, as a blocking subsequence of $S$.

In the case that $S$ has a blocking sequence, we say that the blocking type of $S$ is $P_1P_1$ if the blocking sequence is $R_1P_1R_2P_1$, and the blocking type is $P_i$ if the blocking sequence is $R_1P_1$.

We say a translation $\tau$ has blocking type $(W_1, W_2)$, if $W_1$ is the blocking type of $\tau(!)$, and $W_2$ is the blocking type of $\tau(?)$. 
Lemma 4.4. Let \( \tau : \text{SYNCSIMPLE} \rightarrow \text{LOCKSIMPLE}_{k,IS} \) be a correct translation where \( k \geq 2 \). Then there is some \( i \), such that \( \tau(\downarrow) \) has a blocking subsequence of the form \( RP_i \) or \( P_iRP_i \), where \( R \) does not contain \( P_i, T_i \). The same holds for \( \tau(\uparrow) \).

Proof. The reduction of \( \tau(\downarrow) \) cannot be completely executed, since \( \tau(\downarrow) \) is a fail. Hence the execution stops at a symbol \( P_i \), and it is either the first occurrence of \( P_i \), or a later occurrence. Hence the sequence before is of the form \( R, P_iR, \) where \( R \) does not contain \( P_i, T_i \). The same arguments hold for \( \tau(\uparrow) \).

Lemma 4.5. Let \( \tau : \text{SYNCSIMPLE} \rightarrow \text{LOCKSIMPLE}_{k,IS} \) be a correct translation where \( k \geq 2 \). If \( \tau(\downarrow) \) is of blocking type \( P_i \) then \( IS_i = \blacksquare \), and if \( \tau(\downarrow) \) is of blocking type \( P_iP_i \) then the first \( i \)-symbol is \( T_i \), or \( IS_i = \square \); The same holds for \( \tau(\uparrow) \).

Proof. The blocking type \( P_i \) is only possible if in \( R \) of the prefix \( RP_i \) there is no \( T_i \), hence the initial store \( IS_i = \blacksquare \). If the blocking type is \( P_iP_i \) and \( IS_i = \blacksquare \), then the first \( i \)-symbol must be a \( T_i \). The other case is that \( IS_i \) is \( \square \).

5 Non-Existence of a Correct Translation for Two Locks

In this section, we will show that there is no correct compositional translation from SYNCSIMPLE to LOCKSIMPLE\(_{2,IS}\) (for any initial storage \( IS \)). We distinguish several cases by considering different blocking types according to Definition 4.3. When reasoning on translations, we use an extended notation of translations as pairs of strings (i.e. \( (\tau(\downarrow), \tau(\uparrow)) \)): We describe sets of translations using set-concatenation (writing singletons without curly braces) and the Kleene-star. For instance, we write \( \{P_1, T_1\}, \{P_2\}^* \) to denote the set of all translations where \( \tau(\downarrow) \) starts with arbitrary many \( P_1 \)- and \( T_1 \)-steps ending with \( T_2 \), and \( \tau(\uparrow) \) starting with an arbitrary number of \( P_2 \)-steps followed by a single \( T_1 \)-step.

An automated search for compositional translations for \( k = 2 \) and length \( \leq 10 \) has refuted the correctness of all these translations for all initializations of the initial storage. This is consistent with our general arguments in this section.

5.1 Refuting the Blocking Type \((P_iP_i, P_jP_j)\)

Proposition 5.1. Let \( \tau : \text{SYNCSIMPLE} \rightarrow \text{LOCKSIMPLE}_{2,IS} \) be a correct compositional translation of blocking type \((P_iP_i, P_jP_j)\). Then \( i \neq j \).

Proof. Let \( \tau \) be a correct translation. W.l.o.g. assume that the blocking type of \( \tau \) is \((P_iP_i, P_iP_i)\). Then let the blocking prefixes of \( \tau(\downarrow) \) and \( \tau(\uparrow) \) be \( M_1P_iR_1P_i \) and \( M_2P_iR_2P_i \), respectively. Now we construct the reduction sequence \( A \) for the must-convergent process \( \tau(\downarrow) \) of \( \tau(\uparrow) \) as follows: first, reduce \( \tau(\downarrow) \) until \( M_iP_iR_i \) is completely executed, and then reduce \( \tau(\uparrow) \) as far as possible.

(i) \( \tau(\uparrow) \) and \( \tau(\downarrow) \) have a prefix of the form \( \{P_2, T_2\}^* \): If the prefix is \( \{P_2, T_2\}^* \), then a deadlock would occur at \( P_1 \) in \( A \), which is not possible, since \( \uparrow \) is must-convergent. The same holds for \( \tau(\downarrow) \) by arguing symmetrically.

(ii) After executing \( M_iP_iR_i \) in \( A \), the store is \( (\blacksquare, \blacksquare) \):

   Obviously, \( C_1 = \blacksquare \). In order to show \( C_2 = \blacksquare \), assume that after executing \( M_iP_iR_i \), the store is \( C_2 = \blacksquare \).
Lemma 5.2. Let \( \tau : \text{SYNCSIMPLE} \rightarrow \text{LOCKSIMPLE}_{2,IS} \) be a correct translation of blocking type \((P_1P_1, P_2P_2)\). Then the following holds:

1. The blocking prefix of \( \tau(!) \) is \( R_1P_1\{P_2,T_2\}^*T_2P_1 \) and the blocking prefix of \( \tau(?) \) is \( R_3P_2\{P_1,T_1\}^*T_1P_2 \).

2. \( \{T_1,P_1\}^*T_2 \) is a prefix of \( \tau(!) \), and \( \{T_2,P_2\}^*T_1 \) is a prefix of \( \tau(?) \).
Proof. Let the blocking prefix of $\tau(\!\!)$ be $R_1P_1P_1$ and the blocking prefix of $\tau(\?)$ be $R_3P_2\{T_1,P_1\}^*P_2$. Then first execute $R_1$, and then $R_3P_2\{T_1,P_1\}^*$ until it blocks. If it blocks at a $P_1$, then it is a deadlock. If it blocks at a $P_2$, then $P_1P_1$ cannot be both executed, hence a deadlock. Hence $\tau(\!\!)$ has a blocking prefix $R_1P_1P_2P_1$ where $R_2 \neq \emptyset$. By symmetry, we obtain that the blocking prefix of $\tau(\?)$ is $R_3P_2R_2P_2$ where $R_4 \neq \emptyset$. Now let the blocking prefix of $\tau(\!\!)$ be $R_1P_1\{T_2,P_2\}^*P_2P_1$. Execute $\tau(\?)$ until $P_2P_1$ is left, and then execute $\tau(\?)$. Clearly, $\tau(\?)$ must block, independent of the previous executions. If $\tau(\?)$ blocks at $P_1$, then we have a deadlock, and if it blocks at $P_2$, then we also have a deadlock. Hence the blocking prefix of $\tau(\!\!)$ is of the form $R_1P_1\{T_2,P_2\}^*T_2P_1$.

By symmetry, we obtain that the blocking prefix of $\tau(\?)$ is of the form $R_3P_2\{T_1,P_1\}^*T_1P_2$. Now we prove restrictions on the prefix of $\tau(\!\!)$ and $\tau(\?)$. Assume that the prefix of $\tau(\!\!)$ is $\{T_2,P_2\}^*P_1$. Then first reduce $\tau(\!\!)$ until it blocks before $P_1$, then reduce $\tau(\?)$, until it blocks within $\{T_2,P_2\}^*$ or at the (first) $P_1$ in $\tau(\?)$. Both cases lead to a deadlock, hence this case is impossible. Thus $\tau(\?)$ has prefix $\{T_2,P_2\}^*T_1$. □

For the rest of this subsection, we assume blocking type $(P_1P_1,P_2P_2)$, and that only correct translations are of interest.

**Lemma 5.3.** Let $\tau$ be a correct translation. Then for any initial storage the prefix of $\tau(\!\!)$ cannot be $T_1^+T_2$ nor $T_2^+T_1$.

Proof. In each case the must-divergent process $\tau(\!\!1\ldots1\!\!)$ with sufficiently many subprocesses can be reduced such that it leads to a success, which contradicts the correctness of $\tau$: Fix the first subprocess and reduce it until the end using the prefixes of the other subprocesses to proceed in case of a blocking. This leads to success, which is a contradiction. □

**Lemma 5.2** implies:

**Lemma 5.4.** The prefix of $\tau(\!\!)$ cannot be $T_1^*P_2$.

**Lemma 5.5.** Let $\tau$ be a correct translation. Then the prefix of $\tau(\!\!)$ cannot be $T_2^+P_2$.

Proof. Consider the must-convergent process $\tau(\!\!1\ldots1\!\!)$ in all $\tau(\!\!)$ until $P_2$ is the first symbol. Since $\{T_2,P_2\}^*T_1$ is a prefix of $\tau(\?)$, and due to the assumption of the blocking type, reduction cannot block at a $P_2$ in $\{T_2,P_2\}^*$. Hence $T_1$ is executed, which means that reduction is now independent of the initial store. We reduce $\tau(\?)$ until it stops before the second $P_2$ of the blocking subsequence. Then it is a deadlock, which contradicts correctness of $\tau$. □

**Lemma 5.6.** The prefix of $\tau(\!\!)$ cannot be $P_1$.

Proof. Assume the prefix of $\tau(\!\!)$ is $P_1$. Then $IS_1 = \square$ due to the assumption that the blocking type is $(P_1P_1,P_2P_2)$. Consider the must-convergent process $\!\!1\ldots1\!\!?$, where we fix the number of $\!\!$-subprocesses later if this is necessary. We will use the structure of the subprocesses $\tau(\!\!)$ and $\tau(\?)$ proved in Lemma 5.2 whenever necessary.

1. Reduce $\tau(\?)$ before it stops at the second $P_2$ of the blocking subsequence. After this we have $C_1 = \square, C_2 = \blacksquare$.
2. Reduce one subprocess $\tau(\!\!)$ until it blocks. Since $C_1 = IS_1 = \square$ at the start and $\{P_1,T_1\}^*T_2$ is a prefix of $\tau(\!\!)$, the reduction is the same as started with $IS$, hence it stops at the second $P_1$ of the blocking subsequence and so $C_1 = \blacksquare, C_2 = \square$ at the end.
3. We go on with the reduction of $\tau(?)$ until it blocks. It cannot block at a $P_1$, since this would be a deadlock. If the reduction consumes all of $\tau(?)$, then we reduce the next $\tau(!)$: The prefix $\{T_1, P_1\}^*T_2$ shows that it cannot block at $P_1$ of $\{T_1, P_1\}^*$, since this would be a deadlock, hence $T_2$ is executed. Now it cannot block at a $P_2$ before the end of the blocking sequence. Thus reduction will lead to a deadlock at the end of the blocking sequence, since all remaining subprocesses start with a $P_1$.

The last case is that the further reduction of $\tau(0)$ blocks at a $P_2$. Then again we reduce the next subprocess $\tau(!\checkmark)$. It cannot block at $P_1$ of the prefix $\{T_1, P_1\}^*T_2$, since this would be a deadlock, hence it executes a $T_2$, and thus again it blocks at a $P_1$ at the end of a blocking sequence. This is the final deadlock. □

**Lemma 5.7.** Let $\tau$ be a correct translation. Then the prefix of $\tau(!)$ cannot be $T_2^+P_1$.

**Proof.** Consider the must-convergent process $\tau(!\checkmark \ldots !\checkmark 1 ?0)$. First, reduce all $T_2^+$-prefixes away, then use the same arguments as in Lemma 5.6 which is possible, since it is the same process. □

Since $P_1$ as prefix of $\tau(!)$ is already excluded, we show the following.

**Lemma 5.8.** Let $\tau$ be a correct translation. Then the prefix of $\tau(!)$ cannot be $T_1^+P_1$.

**Proof.** Let us assume that the prefix of $\tau(!)$ is $T_1^+P_1$. We know that it is also $\{P_1, T_1\}^*T_2$. Consider the must-convergent process $\tau(!\checkmark \ldots !\checkmark 1 ?0)$. Reduce $\tau(?)$ until it stops before the second $P_2$ of the blocking subsequence with $C_1 = \Box, C_2 = \blacksquare$. There are two cases:

1. $\tau(!\checkmark)$ can be reduced until it blocks at a $P_2$. Then we assume that the process is $\tau(!\checkmark 1 ?0)$ Hence we have a deadlock.

2. $\tau(!\checkmark)$ can be reduced until it blocks at a $P_1$. This position must be the second position in a blocking subsequence, since reduction starts with $C_1 = \Box$, and the prefix $\{P_1, T_1\}^*T_2$ enforces that a $T_2$ is executed before any $P_2$ in $\tau(!)$. Due to the form of the blocking sequence the last step before blocking was a $T_2$. We continue now the reduction of $\tau(?)$. This can block at a $P_2$, and we will again use a $\tau(!)$-subprocess for unblocking. Or it stops at a $P_1$, then we use the $T_1^+$ at the start of a fresh $\tau(!)$ to unblock. Finally, $\tau(?)$ is worked-off. The already used $\tau(!)$ now remain with a prefix $P_1$. We execute the remaining $\tau(!)$ until the blocking $P_1$.

All cases lead to a deadlock, which is a contradiction to correctness of $\tau$. □

**Proposition 5.9.** Blocking type $(P_iP_jP_j)$ is impossible for a correct translation for $k = 2$.

**Proof.** Proposition 5.1 excludes the case $i = j$. For the case $i \neq j$, it is sufficient to consider $i = 1$, $j = 2$ (due to symmetry). Assume that $\tau$ is a correct translation of blocking type $(P_1P_1P_2P_2)$. Lemma 5.2 shows that $\{T_1, P_1\}^*T_2$ and $\{T_1, T_2, P_1, P_2\}^*P_1\{P_2, T_2\}^*T_2P_1$ must be prefixes of $\tau(!)$. Thus $\tau(!)$ must start with $T_1P_1$ or $T_2$ and the length of $\tau(!)$ is at least 3. Lemma 5.6 shows that $\tau(!)$ cannot start with $P_1$. Lemmas 5.5 and 5.8 show that the prefix of $\tau(!)$ cannot be $T_1^+T_2, T_1^+P_1$, nor $T_2^+P_2$. Thus $\tau(!)$ cannot start with $T_1$. Lemmas 5.3 5.5 and 5.7 show that the prefix of $\tau(!)$ cannot be $T_2^+P_2, T_2^+T_1$, nor $T_2^+P_1$. Thus $\tau(!)$ cannot start with $T_2$. Hence, we have a contradiction, and $\tau$ cannot be correct. □
5.2 Refuting Blocking Types $(P_i P_i P_i)$, $(P_i P_i P_i)$, $(P_i P_i)$, $(P_i P_i, P_j)$

**Proposition 5.10.** Let $\tau$ be a correct translation. For $k = 2$ the blocking types $(P_i P_i, P_1)$, $(P_i P_i)$, and $(P_i, P_i)$ are not possible.

**Proof.** First, we assume $(P_i P_i, P_1)$. Consider the process $\tau(!\sqrt{1}) \tau(\sqrt{1})$ which must be must-convergent for a correct translation $\tau$. The blocking prefix of $\tau(\sqrt{1})$ is of the form $\{P_2, T_2 \}^* P_1$, and $\mathcal{IS}_1 = \blacksquare$. Then construct the following reduction: first, reduce $\tau(\sqrt{1})$ until the blocking $P_1$ (now $C_1 = \blacksquare$ still holds), and then the prefix $\{P_2, T_2 \}^* P_1$ of $\tau(\sqrt{1})$. If it blocks at some $P_2$, then it is a deadlock, and if it blocks at the $P_1$, it is also a deadlock. The symmetric type $(P_i P_i)$ is also impossible (by the symmetric reduction). Now assume the type is $(P_i, P_i)$. Then the blocking prefixes of $\tau(1)$ and $\tau(?)$ are both of the form $\{P_2, T_2 \}^* P_1$. Reducing $\tau(1)$ blocks at $P_1$. Afterwards reducing $\tau(?)$ either stops at a $P_2$, which is a deadlock, or at $P_1$, which is also a deadlock. Thus for the must-convergent process $(1\sqrt{1}\sqrt{1})$ we can construct a reduction sequence for $\tau(1\sqrt{1}\sqrt{1})$ that ends in a deadlock. \hfill $\square$

In the following, we only have to think about the blocking types $(P_i P_i P_2)$, and $(P_i, P_2)$, since $(P_2, P_i)$ is a symmetric case of the first one.

**Lemma 5.11.** Blocking type $(P_i P_i P_2)$ is not possible for a correct translation and $k = 2$.

**Proof.** Assume that the blocking type of $\tau$ is $(P_i P_i P_2)$. Lemma 4.5 shows that $\mathcal{IS}_2 = \blacksquare$, and the prefix of $\tau(?)$ is $\{P_i, T_1 \}^* P_2$. This holds, since if the first symbol in $\tau(?)$ which is in $\{P_2, T_2 \}^* T_2$ then the blocking type would be different for $\tau(?)$.

Since the blocking type of $\tau(!)$ is $P_i P_i$, Lemma 4.5 shows that either $\mathcal{IS}_1 = \square$ or the first $1$-symbol in the blocking-sequence (which is of the form $R_1 P_i \{T_2, P_2 \}^* P_1$) is $T_1$.

The blocking prefix of $\tau(!)$ cannot be $\{P_i, T_1 \}^*$: This would imply that it stops with $P_i P_i$. Then the process $\tau(!\sqrt{1}\sqrt{1})$ permits a failing reduction: First, reduce $\tau(?)$ until it blocks with $P_2$, and then reduce $\tau(!)$, which blocks at $P_1$ without changing $C_2$, hence it is a deadlock.

A prefix of $\tau(!)$ is of the form $\{P_i, T_1 \}^* T_2$: Suppose the prefix is $\{P_i, T_1 \}^* P_2$. Reducing $\tau(!\sqrt{1}\sqrt{1})$ as follows: First $\tau(!)$, which cannot block within the prefix $\{P_i, T_1 \}^*$, hence it blocks at $P_2$. Subsequent reduction of $\tau(?)$ leads to a deadlock since it blocks at $P_2$.

For the final contradiction, we show that the process $\tau(!\sqrt{1}\sqrt{1})$ permits a failing reduction: First, reduce $\tau(?)$ until it blocks with $P_2$, and then reduce $\tau(!)$, which blocks at $P_1$. If $C_2 = \blacksquare$ after the reduction, then it is a deadlock. Hence $C_2 = \square$ after the reduction. This holds for every reduction of $\tau(!)$ until blocking. Now we restart with the process $\tau(!\sqrt{1} \ldots L \sqrt{1}\sqrt{1})$, where we will fix the number of $L$-subprocesses later. First, reduce $\tau(!)$ until the blocking $P_1$ and get $C_2 = \square$. Then we reduce $\tau(?)$ as far as possible. There are cases:

1. $\tau(?)$ can be completely reduced. Then we reduce the second $\tau(!)$ until a blocking, which will occur at $P_1$. Then $C_1 = \blacksquare$, and hence both $\tau(!)$ are blocked forever.
2. $\tau(?)$ blocks at a $P_1$, then we have a deadlock.
3. $\tau(?)$ blocks at a later $P_2$. Then again we use the next subprocess $\tau(!)$ and reduce it to the blocking $P_1$, with $C_2 = \square$, and can proceed with $\tau(?)$. This can be repeated until $\tau(?)$ is completely reduced, where we assume sufficiently many subprocesses $\tau(!\sqrt{1})$. Finally we get a deadlock by reducing the last $\tau(!)$ to the blocking, and then we have a deadlock. \hfill $\square$
5.3 Refuting the Blocking Type \((P_1, P_2)\)

The treatment of blocking type \((P_1, P_2)\) requires more arguments. We first show a lemma on the suffix of \(\tau(!)\) and \(\tau(?}\), that permit to reuse results for other initial stores than \((\square, \square)\).

**Lemma 5.12.** For \(k = 2\) and a correct translation \(\tau\) of blocking type \((P_1, P_2)\), the initial store can only be \((\square, \square)\) and the prefixes of \(\tau(!)\) and \(\tau(?)\) are \(\{P_2, T_2\}^*P_1\) and \(\{P_1, T_1\}^*P_2\).

Due to space constraints the proof of the following proposition is given in Appendix C.

**Proposition 5.13.** Let \(\tau\) be a translation for \(k = 2\) of blocking type \((P_1, P_2)\). Let \(\tau(!)\) consist of a sequence of building blocks which follow the pattern \(\{T_1, T_2\}^*P_1\) or \(\{T_1, T_2\}^*P_2\), where in addition a suffix \(\{T_1, T_2\}^*\) is appended. Let \(\tau(?)\) consist of a sequence of building blocks which follow the pattern \(\{T_1, T_2\}^*P_1\) or \(\{T_1, T_2\}^*P_2\). Then \(\tau\) is not correct.

**Corollary 5.14.** Let \(\tau\) be a correct translation for \(k = 2\) of blocking type \((P_1, P_2)\). Then \(\tau(?)\) and \(\tau(!)\) have a nontrivial suffix in \(\{T_1, T_2\}^+\).

Extending a must-convergent process by \(!\) may destroy the must-convergence. An example is \(!0!\ ?\ , where \(!0!\ ?\ !0\ ?\ ?\ becomes may-divergent. However, for flat processes, the extension preserves must-convergence, where a SYNCSIMPLE-process is flat if it is of the form \(A_1 \ldots \mid A_n\), where \(A_i\) is \(0, 00, \triangleleft\), or \(?\).

**Lemma 5.15.** Let \(Q\) be a flat SYNCSIMPLE-process that is must-convergent. Then the process \(!\ ?\ Q\) is also must-convergent.

**Proposition 5.16.** Blocking type \((\mathcal{P}_1, \mathcal{P}_2)\) is impossible for correct translations for \(k = 2\).

*Proof.* Assume that \(\tau\) is correct for initial state \((\square, \square)\). Then Corollary 5.14 shows that \(\tau(?)\) and \(\tau(?)\) must end with \(\{T_1, T_2\}^+\). Since \(\tau(!?)\) must be completely executable (see Lemma 4.1), reducing \(\tau(!?)\) \(\Longrightarrow_{LS}^*\) \((\tau(?)\ ?\ , (k_1, k_2))\) must lead to a state \((k_1, k_2) \neq (\square, \square)\) for every \(Q\). We consider the blocking behavior of \(\tau\) for \((k_1, k_2) \neq (\square, \square)\).

- If \(\tau(?\ !)\) is non-blocking for \((k_1, k_2)\), then consider the must-divergent process \(!?\ ?\ \ ?\ . Then \(\tau(?\ ?\ ?\ , (\square, \square)) \Longrightarrow_{LS}^* \tau(?\ ?\ , (k_1, k_2)) \Longrightarrow_{LS}^* \tau(?\ , (l_1, l_2)). Thus \(\tau\) is not correct.

- If \(\tau(!)\) is non-blocking for \((k_1, k_2)\), then consider the must-divergent process \(!?\ !\ !\ . Then \(\tau(!?\ , (\square, \square)) \Longrightarrow_{LS}^* \tau(!?\ , (k_1, k_2)) \Longrightarrow_{LS}^* \tau(\ , (l_1, l_2)). Thus \(\tau\) is not correct.

- We know that the prefix of \(\tau(?)\) cannot be \(T_1^+T_2^+\) nor \(T_2^+T_1\) (see Lemma 5.3).

The blocking type of \(\tau\) for \((k_1, k_2)\) is \((P_jP_j, P_jP_j)\). Then the proof of Proposition 5.1 can be adapted to first show that \(i \neq j\): It uses flat must-convergent processes and constructs failing reductions. Let \(Q\) be such a counter-example process Lemma 5.15 shows that \(!\ ?\ Q\) is also must-convergent, and thus \(\tau(!\ ?\ Q, (\square, \square)) \Longrightarrow_{LS}^* (\tau(Q), (k_1, k_2))\) and thus \(\tau(Q), (k_1, k_2)\) also must be must-convergent. But the constructed failing reductions of Proposition 5.1 refute this. For the case \(i \neq j\), we can reason as in the lemmas before Proposition 5.9 and also as in Proposition 5.9 itself, since they all use flat must-convergent SYNCSIMPLE-processes and show that there are failing reductions after translating them. Again if \(Q\) is such a process, Lemma 5.15 shows that \(!\ ?\ Q\) is also must-convergent, and thus \(\tau(!\ ?\ Q, (\square, \square)) \Longrightarrow_{LS}^* (\tau(Q), (k_1, k_2))\) must be must-convergent. But the constructed failing reductions in the proofs in the lemmas before Proposition 5.9 or in the proof of Proposition 5.9 respectively, refute the must-convergence. Thus the proved properties also hold if \(\tau\) is of blocking type \((P_iP_i, P_jP_j)\) for \((k_1, k_2)\) (where Lemma 5.3 can be used directly, since it holds for any initial state). This shows \((P_iP_i, P_jP_j)\) is impossible as blocking type of \(\tau\) for \((k_1, k_2)\).
• The blocking type of $\tau$ for $(k_1, k_2)$ is $(P_1 P_1, P_1)$ or $(P_1 P_1 P_1)$ or $(P_1, P_1)$. Then the must-convergent SYNCSIMPLE-processes in the proof of Proposition 5.10 can be used, since they are flat. Let $Q$ be such a process. By Lemma 5.15, $\tau Q$ is must-convergent. Since $\tau$ is correct $\tau(!1?1)Q$ is must-convergent and thus $(\tau(Q), (k_1, k_2))$ is must-convergent. The proof of Proposition 5.10 shows that $(\tau(Q), (k_1, k_2))$ may-diverges, a contradiction.

• $\tau$ is of blocking type $(P_1 P_1, P_2)$ for $(k_1, k_2)$. Then the reasoning is analogous to the previous case using the must-convergent flat counterexample processes of Lemma 5.11.

• The blocking type $(P_1, P_2)$ is not possible, since we have a store $(k_1, k_2) \neq (\#, \#)$.

We now prove the main result:

**Theorem 5.17.** Let $IS$ be an initial store with two elements, and $\tau : SYNCSIMPLE \rightarrow LOCKSIMPLE_{2,IS}$ be a compositional translation. Then $\tau$ is not correct.

**Proof.** The proof is structured along the blocking types (Definition 4.3) of translations. For $k = 2$ there are 4 blocking types of subprocesses, and 16 potentially possible blocking types of translations. Proposition 5.11 shows that type $(P_1 P_1, P_1 P_1)$ is impossible, and Proposition 5.9 that $(P_1 P_1, P_1 P_1)$ for $i \neq j$ is impossible. Proposition 5.10 shows that blocking types $(P_1 P_1, P_1)$, $(P_1, P_1 P_1)$, and $(P_1, P_1)$ are impossible, and also the same for $P_2$, since this is analogous. Lemma 5.11 shows that blocking types $(P_1 P_1, P_2)$ (and also $(P_2 P_2, P_1)$, $(P_1, P_2 P_2)$, $(P_2, P_2 P_1)$) are impossible. The harder case $(P_1, P_2)$ (and the symmetric case $(P_2, P_1)$) is shown in a series of lemmas and finally proved in Proposition 5.16.

6 Conclusion

We proved that for locks where exactly one of the operations (put or take) blocks if the store is not as expected, a correct translation from SYNCSIMPLE into LOCKSIMPLE requires at least three locks, and also exhibited a correct translation for three locks. It remains open whether for all the considered blocking variants and initial storage values there are correct translations for $k \geq 3$. Future work is to provide more arguments that our results can be transferred to full concurrent programming languages. Future work is also to investigate the same questions for locks where both, put and take are blocking, if the store is not as expected (like MVars in Concurrent Haskell).
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A Proof of Theorem 2.9

Theorem 2.9. For \( k = 3 \) there is a correct compositional translation:
\( \tau(\cdot) = P_1 T_3 P_2 T_1 \) and \( \tau(\cdot) = P_2 T_2 \) and the initial store \( (\Box, [\Box], [\Box]) \).

Proof. Let \( P_i, j \) be translated processes, i.e. \( P_i, j = \tau(P_i, j') \) for some \( \text{SYNCSIMPLE}\)-process \( P_i, j' \). Let \( P_3 = \tau(P'_3) \) where \( P'_3 \) is the translation of a (perhaps empty) multiset consisting of \( 0 \) and/or \( \square \). Then every \( \text{SYNCSIMPLE}\)-process can be represented as a process of the form
\[
!P'_{1,1} \mid !P'_{1,2} \mid \ldots \mid !P'_{1,n} \mid \tau(P'_{2,1}) \mid \ldots \mid ?P'_{2,m} \mid P'_3
\]
for some \( i \geq 0, j \geq 0 \).

Now assume that \( i > 0, j > 0 \), and we inspect the execution of the translated process. For
\[
(\tau(\cdot) P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m} | P_3, (\Box, [\Box], [\Box]))
\]
we first observe that the first reduction step must be a \( P_1 \) from some \( \tau(\cdot) P_{1,i} \), since \( \tau(\cdot) \) starts with \( P_3 \).
W.l.o.g. we choose \( i = 1 \) and have
\[
\begin{align*}
L & \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, ([\Box], [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, ([\Box], [\Box], [\Box]))
\end{align*}
\]
Now all processes \( \tau(\cdot) P_{1,j} \) for \( j > 1 \) are blocked (since they want to perform \( P_1 \)), until \( T_3 P_2 T_1 P_{1,1} \) is reduced to \( P_{1,1} \), since \( T_1 \) is the last operation of \( \tau(\cdot) \) and \( \tau(\cdot) \) does not contain \( P_1 \) or \( T_1 \). For the next step, only the reduction
\[
\begin{align*}
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, ([\Box], [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | \tau(\cdot) P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, ([\Box], [\Box], [\Box]))
\end{align*}
\]
is possible. Now one of the processes \( \tau(\cdot) P_{2,j} \) must be reduced, since all other processes are blocked. W.l.o.g. we choose \( i = 1 \), and thus have
\[
\begin{align*}
L & \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | P_3 T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box]))
\end{align*}
\]
Now the process must reduce as follows
\[
\begin{align*}
L & \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box])) \\
& \to (P_1 T_3 P_2 T_1 P_{1,1} | \tau(\cdot) P_{1,2} | \ldots | \tau(\cdot) P_{1,n} | T_2 P_{2,1} | \ldots | \tau(\cdot) P_{2,m}, (\Box, [\Box], [\Box]))
\end{align*}
\]
Note that also the last two steps are the only possibility, since \( P_{1,2} \) may only be \( P_1, P_3, \square, \) or \( 0 \).
This reasoning also shows that \( \tau(\cdot) P_{1,1} \) gets blocked, before reaching \( P_{1,1} \) if there is no \( \tau(\cdot) P_{2,j} \), and the same holds for \( \tau(\cdot) P_{2,1} \) if there is no \( \tau(\cdot) P_{1,j} \).
Now we show four implications: Let \( P \) be a \( \text{SYNCSIMPLE}\)-process.
1. $\mathcal{P}\downarrow \implies \tau(\mathcal{P})\downarrow$: If $\mathcal{P}$ is may-convergent, then there is a reduction sequence $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}'$. With the above translated sequences for a single communication step, we can clearly construct a reduction sequence $(\tau(\mathcal{P}), (\Box, \blacksquare, \blacksquare)) \xrightarrow{\text{SYS}_{\mathcal{P}}} (\tau(\mathcal{P}'), (\Box, \blacksquare, \blacksquare))$ in LOCKSIMPLE. Thus $\tau(\mathcal{P})\downarrow$ in this case.

2. $\tau(\mathcal{P})\downarrow \implies \mathcal{P}\downarrow$: Let $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ where $\mathcal{P}'$ is successful. By the reasoning from above (on the determinism of the reduction possibilities), we can assign each reduction step in $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ to an occurrence of $? \text{ or }!$ in $\mathcal{P}$, and we can figure out which $?$-occurrence communicates with which $!$-occurrence. Thus it is quite clear that we can construct a sequence $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}_0$ such that $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$, where $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ is empty or an incomplete translated reduction sequence of $\tau(!)$ and $\tau(?)$.

We consider two cases: As a first case assume that $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ can be completed, i.e. there exists a $\mathcal{P}_1$ such that $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}' \xrightarrow{\text{LS}_{\mathcal{P}}} \tau(\mathcal{P}_1)$ and $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}_1$. We verify that reducing successful processes does not change successfulness and thus $\tau(\mathcal{P}_1)$ is successful, since $\mathcal{P}'$ is successful. Clearly, $\mathcal{P}_1$ must also be successful, and thus $\tau(\mathcal{P})\downarrow$.

As a second case, assume that $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ cannot be completed, then this can only be the case, since it started to evaluate a $\tau(!)$ but there is no toplevel $\tau(?)$ in $\tau(\mathcal{P}_0)$. In this case successfulness of $\mathcal{P}'$ implies successfulness of $\tau(\mathcal{P}_0)$, since the $\vee$-symbol cannot be below the evaluated $\!$, and since there is no toplevel $?$ in $\mathcal{P}_0$. Since $\tau(\mathcal{P}_0)$ is successful, $\mathcal{P}_0$ is also successful and we have $\mathcal{P}\downarrow$.

3. $\mathcal{P}\uparrow \implies \tau(\mathcal{P})\uparrow$: Let $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}'$ where $\mathcal{P}'$ is must-divergent. Then $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \tau(\mathcal{P}')$ by translating each communication step. From item 2 we have $\neg\mathcal{P}\downarrow \implies \neg\tau(\mathcal{P})\downarrow$ and thus $\tau(\mathcal{P}')$ is must-divergent, and hence $\tau(\mathcal{P})\uparrow$.

4. $\tau(\mathcal{P})\uparrow \implies \mathcal{P}\uparrow$: Let $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ where $\mathcal{P}'$ is must-divergent. Then again we can assign each step to an occurrence of $? \text{ and }!$ in $\mathcal{P}$, and also can find a process $\mathcal{P}_0$ such that $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}_0$, $\tau(\mathcal{P}) \xrightarrow{\text{LS}_{\mathcal{P}}} \tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ where $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ is empty or an incomplete translated reduction sequence of $\tau(!)$ and $\tau(?)$. Again we consider two cases: The sequence can be completed, i.e. $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}_1 \xrightarrow{\text{LS}_{\mathcal{P}}} \tau(\mathcal{P}_1)$ for some $\mathcal{P}_1$ such that $\mathcal{P}_0 \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}_1$. Since $\mathcal{P}'\uparrow$ also $\tau(\mathcal{P}_1)\uparrow$, and by item 1 we have $\mathcal{P}_1\uparrow$ and thus $\mathcal{P}\uparrow$.

If the sequence $\tau(\mathcal{P}_0) \xrightarrow{\text{LS}_{\mathcal{P}}} \mathcal{P}'$ cannot be completed, then as before the sequence must be an incomplete evaluation of $\tau(!)$ and there is no top-level $?$ in $\mathcal{P}_0$. Then $\tau(\mathcal{P}_0)$ must also be must-divergent, since no more "encoded" communication between any $!$ and $?$ is possible. From item 1 we have that $\mathcal{P}_0$ is also must-divergent and thus the sequence $\mathcal{P} \xrightarrow{\text{SYS}_{\mathcal{P}}} \mathcal{P}_0$ shows that $\mathcal{P}\uparrow$ holds.

The four implications show the correctness of $\tau$. □

B General Blocking Variants of Languages

We consider also variants of the simple concurrent languages where blocking of the operations may be also at $T_i$, where we assume that either $P_i$ or $T_i$ is blocking. We mark this blocking regime by labeling the blocking symbol with a "b".
Definition B.1. The language LOCKSIMPLE\(_{k,BP,IS}\), with blocking pattern BP \(\in\{b,n\}^k\) and initial storage IS \(\in\{\square,\blacksquare\}^k\) is determined by:

- For every \(i = 1,\ldots,k\) the operator symbols \(P^m_i\), where \(m\) is the \(i\)th symbol of BP, and \(T^m_i\), where \(\begin{array}{c} b := n \text{ and } \pi := b \end{array}\). The set of all operators of this language is denoted as OP\(_{BP}^k\).
- A language of subprocesses \(\mathcal{P}\), which are defined as elements of \((OP_{BP}^k)^\ast\{0,\check{\blacksquare}\}\).
- The language of processes: \(\mathcal{P}_1 \mid \ldots \mid \mathcal{P}_m\) where \(\mathcal{P}_i\) are subprocesses.
- The initial storage IS.

The operational semantics is a straightforward extension of the usual one, where the interesting modification is: as follows:

- \(P^m_i\): (put) Change \(C_i\) from \(\square\) → \(\blacksquare\);
  - If \(C_i\) is \(\square\) and \(m = b\), then no action: i.e. wait.
  - If \(C_i\) is \(\square\) and \(m = n\), then \(C_i\) from \(\blacksquare\) → \(\blacksquare\).

- \(T^m_i\): (take) Change \(C_i\) from \(\blacksquare\) → \(\square\);
  - If \(C_i\) is \(\square\) and \(m = b\), then no action: i.e. wait.
  - If \(C_i\) is \(\square\) and \(m = n\), then \(C_i\) from \(\square\) → \(\square\).

As a convention we may omit the exponent “\(n\)”, and also the last symbol 0 in subprocesses.

Example B.2. A language for \(k = 2\) where both put-operators are blocking and the initial storage is \((\square,\square)\), is LOCKSIMPLE\(_2,\{(b,b),(\square,\square)\}\). An example for a process is \(P_1T_2P_1^b\check{\blacksquare} T_1T_1P_1^b\).

A language for \(k = 3\) where one put-operator is blocking and the two other take-operators are blocking and the storage is initialized with \((\square,\square,\blacksquare)\) is LOCKSIMPLE\(_3,\{(b,n,n),(\square,\square,\blacksquare)\}\). An example for a process is \(P_1T_2^bP_3T_1T_2^bP_3\check{\blacksquare} T_3T_3T_3\).

We first show that the variation of blocking patterns can be simulated also by varying the initial value of the storage. I.e., there is a redundancy in the class of languages from Definition B.1.

Definition B.3. We define a translation \(\sigma^i\) of a locksimple language as follows: Let LOCKSIMPLE\(_{k,BP,IS_1}\) be a locksimple-language, and let BP\(_2\) be another blocking pattern. Then let LOCKSIMPLE\(_{k,BP_2,IS_2}\) be defined as follows:

\[
IS_{2,i} = \begin{cases} 
IS_{1,i} & \text{if } BP_{1,i} = BP_{2,i} \\
\overline{IS}_{1,i} & \text{if } BP_{1,i} \neq BP_{2,i}
\end{cases}
\]

Here \(\blacksquare := \square\), and \(\square := \blacksquare\). The translation also maps LOCKSIMPLE\(_{k,BP_2,IS_2}\)-processes to LOCKSIMPLE\(_{k,BP,IS_1}\)-processes as follows, where the structure remains the same, and the symbols are mapped as follows: For index \(j\):

- if \(BP_{1,j} = BP_{2,j}\), then the mapping is the identity,
- if \(BP_{1,j} \neq BP_{2,j}\), then \(\sigma'(T^m_j) = P^m_j\) and \(\sigma'(P^m_j) = T^m_j\).

The standardizing translation \(\sigma\) is defined when \(BP_2 = (b,\ldots,b)\), i.e., \(\sigma : \text{LOCKSIMPLE}_{k,BP_1,IS_1} \rightarrow \text{LOCKSIMPLE}_{k,BP_2,IS_2}\), where \(IS_2\) is defined as above.

The goal is to show that \(\sigma(\text{LOCKSIMPLE}_{k,BP_1,IS_1}) = \text{LOCKSIMPLE}_{k,BP_2,IS_2}\) is a locksimple-language that is equivalent to \(\text{LOCKSIMPLE}_{k,BP_2,IS_1}\) which can be achieved by showing that \(\sigma\) is a correct translation, and a bijection, and also the inverse of \(\sigma\) is a correct translation.

Theorem B.4. Let \(k \geq 1\) and let LOCKSIMPLE\(_{k,BP_1,IS_1}\) be a locksimple-language. Then \(\sigma : \text{LOCKSIMPLE}_{k,BP_1,IS_1} \rightarrow \text{LOCKSIMPLE}_{k,BP_2,0^k}\) as defined above is a correct translation.
Proof. The first step is to show that the basic reduction behavior is the same: In the case that $BP_{1,j} = BP_{2,j}$ there is no change of the symbol nor the initial storage at index $j$.

If $BP_{1,j} \neq P_{2,j}$ the changes of the symbol and the operation are detailed in the table.

| original | $\sigma$(original) | original | $\sigma$(original) |
|----------|--------------------|----------|--------------------|
| $\square$ $P \rightarrow \blacksquare$ | $\blacksquare$ $T \rightarrow \square$ | $\square$ $P^{b} \rightarrow \blacksquare$ | $\blacksquare$ $T^{b} \rightarrow \square$ |
| $\blacksquare$ $P \rightarrow \square$ | $\square$ $T \rightarrow \square$ | $\blacksquare$ $P^{b} \rightarrow \square$ | $\blacksquare$ $T^{b} \rightarrow \square$ |
| $\square$ $T^{b} \rightarrow \text{wait}$ | $\blacksquare$ $P^{b} \rightarrow \text{wait}$ | $\square$ $T \rightarrow \text{wait}$ | $\blacksquare$ $P \rightarrow \text{wait}$ |
| $\blacksquare$ $T^{b} \rightarrow \square$ | $\blacksquare$ $P^{b} \rightarrow \square$ | $\blacksquare$ $T \rightarrow \square$ | $\square$ $P \rightarrow \square$ |

The success symbol is not changed. Hence for all processes, the convergence behaviors are the same after applying $\sigma$. Hence it is correct. The translation is reversible, and the behavior change is the same, hence also the reverse translation is correct.

A consequence is that it is sufficient to consider the locksimple-languages, where always the $p$ is blocking, but the initial storage may vary from $(\square, \ldots, \square)$ to $(\blacksquare, \ldots, \blacksquare)$.

It is open whether there are more redundancies or other similarities within this restricted class of locksimple languages.

C Proofs of Section 5.3

**Proposition 5.13.** Let $\tau$ be a translation for $k = 2$ of blocking type $(P_1, P_2)$. Let $\tau(!)$ consist of a sequence of building blocks which follow the pattern $\{T_1, T_2\}^{*}P_1$ or $\{T_1, T_2\}^{*}P_2$, where in addition a suffix $\{T_1, T_2\}^{*}$ is appended. Let $\tau(\ast)$ consist of a sequence of building blocks which follow the pattern $\{T_1, T_2\}^{*}P_1$ or $\{T_1, T_2\}^{*}P_2$. Then $\tau$ is not correct.

**Proof.** We use the process with four subprocesses $1!1!1!1$ where $\checkmark$ is attached to the end of one subprocess, which makes our must-convergent processes. The induction proof is valid for all cases, and in the base case we specialize to the appropriate case. The proof is an induction on the number of reduction steps, by applying reduction steps on the process $Q_1 \parallel Q_2 \parallel Q_3 \parallel Q_4$, where $Q_i$ may be empty or a sequence of building blocks, and at most two of them may have in addition a suffix $\{T_1, T_2\}^{*}$. Initially, $Q_1 = Q_2 = \tau(!)$, and $Q_3 = Q_4 = \tau(\ast)$. The lengths may be different for the subprocesses $Q_i$ in the induction proof. The goal is to construct a failing reduction, i.e., a reduction that ends in a deadlock and one of $Q_i$ is nonempty and has a final suffix $\checkmark$. The strategy and the reduction steps are oriented at the building blocks. There are several cases and situations in case there are reduction possibilities.

1. (The reduction step and the strategy.) The process is $Q_1 \parallel Q_2 \parallel Q_3 \parallel Q_4$ where at most two of the $Q_i$ are empty. We define the reduction by a strategy, which is restricted to the case where the number of subprocesses is not strictly decreased. The reduction strategy and the properties of strictly decreasing cases are clarified in further items.

   The strategy is to first completely execute all $T_i$ in the prefixes of subprocesses until this is no longer possible. If then no reduction of a $P$ is possible, we have a deadlock. Otherwise, there may be more than one subprocess with a reducible $P$-prefix.

   If exactly one reduction is possible, then this is the only possibility. If at least two reductions are possible, we select one of them according to the following selection: We use as measure $\mu(Q) = m$ of a subprocess $Q$ the number $m$ of $P$-symbols in it. Then we reduce the prefix $P$ in one of the reducible subprocess that is $\mu$-maximal among the reducible subprocesses. If this reduction step would produce a subprocess $Q$ with $\mu(Q) = 0$, then we will not execute it and specify the action below.
2. (Reducing four to three subprocesses.) Let us consider the cases:
   (a) All four subprocesses have exactly one $P$-symbol, and a subprocess is reducible that has a $T$-suffix. Then it is of the form (up to symmetry) $P_1 \{T_1, T_2\}^* \| P_1 \{T_1, T_2\}^* \| P_1 \| P_1$. In this case we reduce the first subprocess completely and get $P_1 \{T_1, T_2\}^* \| P_1 \| P_1$. If the first one is now reducible, then we also reduce it completely. At most one of $P_1 \| P_1$ can be reduced and then we get a deadlock.
   (b) All four subprocesses have exactly one $P$-symbol, and there is no reducible subprocess that has a $T$-suffix. Then it is of the form $P_1 \| P_1 \| P_2 \{T_1, T_2\}^* \| P_2 \{T_1, T_2\}^*$ (up to symmetry). Independent of the store, the reduction will deadlock.
   (c) There are non-reducible subprocesses with more than one $P$-symbol and also a reducible subprocess $P_1 \{T_1, T_2\}^* \| P_1 \{T_1, T_2\}^*$ (up to symmetry). We reduce the subprocess $P_1 \{T_1, T_2\}^*$ completely and obtain a process with three subprocesses where at most one has a $T$-suffix.
   (d) There are only reducible subprocesses with measure $1$, and these are without $T$-suffix. Then the form of the process is: $P_1 \| P_2 \| P_2 \ldots$ where $R_2$ contains a $P$-symbol. The other subprocesses may be $P_1$ or $P_2 R$. In this case one $P_1$-symbol is reduced, and then we have a deadlock.

3. (Reducing three to two subprocesses.) The previous item shows that among the three subprocesses there is at most one subprocess with a $T$-suffix. Let us consider the cases:
   (a) All three subprocesses have exactly one $P$-symbol, and a subprocess is reducible that has a $T$-suffix. Then it is of the form $P_1 \{T_1, T_2\}^* \| P_1 \| P_1$ (up to symmetry). In this case we reduce the first subprocess completely and get $P_1 \| P_1$. If none is reducible, we have a deadlock, and if both are reducible, then we reduce one, and then we have a deadlock.
   (b) All three subprocesses have exactly one $P$-symbol, and there is no reducible subprocess that has a $T$-suffix. Then it is of the form $P_1 \| P_2 \| P_2 \{T_1, T_2\}^* \| P_2 \{T_1, T_2\}^*$ (up to symmetry). We reduce it and then obtain a deadlock.
   (c) There is a (non-reducible) subprocess with more than one $P$-symbol, and (up to symmetry) also a subprocess $P_1 \{T_1, T_2\}^*$ that is reducible according to the strategy. Then we reduce the subprocess $P_1 \{T_1, T_2\}^*$ completely and obtain a process with two subprocesses that have a prefix $P_2$, and both do not have a $T$-suffix, and moreover, both are suffixes of $\tau(\cdot)$ or both are suffixes of $\tau(\cdot)$. This case is treated below.
   (d) There is a (non-reducible) subprocess with more than one $P$-symbol, and the reducible subprocesses have the form $P_1$ (up to symmetry). Then the form of the process is: $P_1 \| P_2 R_2 \ldots$ where $R_2$ contains a $P$-symbol. The other subprocesses may be $P_1$ or $P_2 R$. In this case one $P_1$-symbol is reduced, and then we have a deadlock.

4. (Reducing two to one subprocess) By the reasoning above, the two subprocesses do not have a $T$-suffix. Let us consider the cases:
   (a) The two subprocesses contain exactly one $P$-symbol, and one subprocess is reducible. Since both are suffixes of the same string, it is $P_1 \| P_1$ (up to symmetry). We reduce one of them and obtain a deadlock.
   (b) The process is of the form $P_1 \| P_2 R_2$ where $R_2$ contains a $P$-symbol, but $P_2$ is not reducible (due to the strategy). We reduce $P_1$ and obtain a deadlock.

For at least one of the four processes $\tau(\cdot) \| \cdot \| \cdot \| \cdot$ where $\checkmark$ is attached to the end of one subprocess we have shown that there is a failing reduction. Hence $\tau$ cannot be correct
Lemma 5.15. Let $Q$ be a flat SYNCSIMPLE-process that is must-convergent. Then the process $! | ? | Q$ is also must-convergent.

Proof. For every SYNCSIMPLE-process $Q$, may-convergence of $Q$ implies that $! | ? | Q$ is may-convergent: This holds, since $! | ? | Q \xrightarrow{SYS} Q$. By contraposition this shows for every SYNCSIMPLE-process $Q$: If $! | ? | Q$ is must-divergent then clearly $Q$ is must-divergent.

Now we show the claim of the lemma, where we use contraposition and show that for every flat SYNCSIMPLE-process $Q$ it holds: if $! | ? | Q$ is may-divergent, then $Q$ is may-divergent.

We use induction on the length of a reduction from $! | ? | Q$ to a must-divergent process. If the length is 0, then $! | ? | Q$ is must-divergent, and as shown before, also $Q$ is must-divergent.

If the length is $n > 0$, then we distinguish the cases of the first reduction for $! | ? | Q$:

- If the reduction is $! | ? | Q \xrightarrow{SYS} ! | ? | Q'$, then by the induction hypothesis $Q'$ is may-divergent, and since $Q \xrightarrow{SYS} Q'$ also $Q$ is may-divergent.

- If the reduction is $! | ? | Q \xrightarrow{SYS} Q$, then $Q$ must be may-divergent.

- $Q = ? Q_0 | Q_1$ and the reduction is $! ! ? Q_0 | Q_1 \rightarrow ! Q_0 | Q_1$, where $? Q_0 | Q_1$ reduces in $n - 1$ steps to a must-divergent process. Since $Q$ is flat, $Q_0 = \checkmark$ or $Q_0 = \text{0}$. The case $Q_0 = \checkmark$ is impossible, since $? Q_0 | Q_1$ would be successful and hence cannot reduce to a must-divergent process.

  If $Q_0 = 0$, then we are done, since $? Q_0 | Q_1 = ! Q_0 | Q_1$ in this case, and thus $? Q_1 = Q_0 | Q_1$ is may-divergent.

- $Q = ! Q_0 | Q_1$ and the reduction is $! ! ! Q_0 | Q_1 \rightarrow ! Q_0 | Q_1$, where $! Q_0 | Q_1$ reduces in $n - 1$ steps to a must-divergent process. Then (similar to the previous case) $Q_0 = 0$ and $Q = ! Q_0 | Q_1 = ! 0 | Q_1$ is may-divergent. \qed