Quantifying the spatial distribution of sediment transport in an experimental gully system using the morphological method
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Abstract
Whilst time-series of sediment transport in gullies in both laboratory experimental and field settings can be determined through instrumentation, quantifying the spatial distribution of transport rates remains challenging. The morphological method, which was proposed for estimating bed-material transport in both one- and two-dimensions in rivers, provides an alternative. Here, we developed this method for gully systems. A laboratory catchment was used to simulate gully erosion. High-resolution topographical data were acquired by close-range digital photogrammetry. Morphological changes were determined using high-resolution topographic data and an associated level of detection. Based on measured morphological changes, one-dimensional (1D) and two-dimensional (2D) sediment transport rates were calculated via cross-section by cross-section routing (1D) and cell by cell routing (2D). The 1D application provided a general trend of longitudinal variation of sediment transport for the whole gully system, increased gradually from zones of headward extension to a zone downstream where erosion and deposition were in balance, and sediment transport rates less variable in space. For the 2D application, hydrological and blended hydrological-hydraulic routing solutions were compared. We found that the level of negative transport was insensitive to whether or not a blended hydrological-hydraulic routing was used and that results from applying the hydrological routing throughout were not significantly degraded. We also found that consideration should be given to spatial and temporal resolution of the topographic data. The 2D application provided spatial patterns of sediment transport that vary with gully evolution. The main gully remained a high transport corridor but branch transport became more important through time. The framework we report provides an additional tool for both experimental and field quantification of the spatial patterns of sediment transport in gullies; and quantification of how these patterns change under different forcing factors.
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1 | INTRODUCTION

Gully erosion is one of the main sources of sediment supply to many drainage basins (Valentin et al., 2005). For instance, in the loess plateau of China it is thought to contribute to between 60% and 70% of all eroded sediment (Li et al., 2003) and this figure has been reported to be > 85% in a subtropical catchment in south China (Lu, 1997). Estimating the controls on sediment transport in gully...
systems is crucial for understanding the mechanisms by which gullies respond to driving factors like climate, vegetation and land-use; but also for developing predictive formulae that may help with land-use management; and for validating numerical models that can predict gully erosion in its own right or as part of wider soil erosion modelling.

A number of soil erosion models now include gully erosion at both the hillslope and catchment scales, including the Annualized Agricultural Non-Point Source (AnnAGNPS) model (Gordon et al., 2007); the Revised Universal Soil Loss Equation (RUSLE) (Fu et al., 2005); the Limburg Soil Erosion Model (LISEM) (De Roo et al., 1996); and the European Soil Erosion Model (EUROSEM) (Morgan et al., 1998). These models allow prediction of sediment budgets, sediment transport capacities and sediment transport rates; although they can also have considerable uncertainty and may be highly demanding in terms of data for input and for calibration (e.g., Hessel et al., 2003). Evidence also suggests that predictions can vary significantly between models (Wang et al., 2013). The development and application of such models is likely to be enhanced via better measurement of sediment transport rates through time and in space in gully systems. Whilst time-series of sediment transport in both laboratory experimental (e.g., Cui, 2002) and field settings (e.g., Bhatti et al., 2011) may be determined through instrumentation, quantifying the spatial distribution of transport rates remains a more challenging goal.

A promising alternative involves inferring sediment transport in space from measured morphological change through time. In studies of rivers, this has been named the ‘morphological method’ (Ashmore & Church, 1998; Lane et al., 1995). The method quantifies the sediment transport necessary to conserve mass following from measured morphological change (Vericat et al., 2017). If data on morphological change are distributed in space, the sediment transport rate estimates are also spatially-distributed. Initial applications of the morphological method were limited by the spatial and the temporal resolution with which topographic data could be acquired (Ashmore & Church, 1998; Fuller et al., 2003; Lane et al., 1994a, 1995). With ongoing development of data acquisition technologies, this limit is now being addressed. Laser scanning has been used for very high-resolution gully mapping (Baruch & Filin, 2011; Hegeman et al., 2014; James & Quinton, 2014; Schneider et al., 2012; Shellberg et al., 2013). Such scanning can be expensive, but structure-from-motion multi-view stereo (SfM-MVS) photogrammetry (Roncoroni & Lane, 2019; Westoby et al., 2012) has revolutionized topographic measurement in geomorphology. This is now reflected in growing application of the methods to gully systems (Frankl et al., 2015; Gómez-Gutiérrez et al., 2016; Gendell et al., 2017; Koci et al., 2020; Lv et al., 2017; Wells et al., 2017; Xiong et al., 2021). The growing ease of morphological measurement of gullies means that the morphological method may become increasingly feasible.

Although the morphological method has been applied to quantify sediment transport rates in rivers (Antoniazza et al., 2019; Ashmore & Church, 1998; Lane et al., 1995; Vericat et al., 2017) and to estimate sediment yield on hillslopes in formerly glaciated terrain (Heckmann & Vericat, 2018), it has yet to be applied to gully erosion and deposition. Gully systems may be particularly suitable for application of this method because, unlike in rivers, gullies are mostly dry between sediment transport events, overcoming the complications in rivers of obtaining data from inundated areas. It is also possible that applications in gullies avoid a second problem. In rivers, there are normally two boundaries across which sediment can flux, one upstream and one downstream. If one of these is known, we can route it in upstream or downstream direction using the morphological method and then the absolute sediment transport rates are obtained; otherwise, the morphological method only gives the change in sediment transport due to erosion and deposition and not the absolute sediment transport rates (Antoniazza et al., 2019). For gullies, their spatial extent is much smaller than rivers so that field surveys can easily cover all gully heads. Provided the spatial extent of the survey is sufficient to include all gully heads, the flux at gully boundaries (upstream boundary condition) is zero. The boundary condition problem is eliminated and absolute transport rates can be determined throughout the measured domain, as well as the total sediment yield estimated.

Given the reduced boundary condition complication and the ease with which morphological data can now be measured in gully systems, the morphological method clearly has potential. There is one challenge compared with rivers. Gullies contain a much greater range of relief, including an important transition from the hillslopes, where sediment transport is likely to be hydrologically-controlled according to a flow routing defined by topographic slope (e.g., hillslopes in Heckmann & Vericat, 2018), to the gully bottoms where sediment transport is likely to be hydraulically-controlled by flow routing defined by interactions between the water surface slope and the gully bed slope during a sediment transporting event (e.g., rivers in Antoniazza et al., 2019). Application of the morphological method to gullies needs to be able to represent these two differing controls on sediment routing.

The aim of this article is to develop the morphological method for determining the spatial patterns of sediment transport in gully systems (required to conserve mass) using approaches now well-established for rivers. This is done in both one- and two-dimensions. To minimize the uncertainties associated with data collection, the focus is upon a laboratory-simulated loess catchment, rather than field data. We include tests on the key parameters that influence results from the morphological method.

2 | METHODOLOGY

2.1 | Overview

The methodology is presented in Figure 1. First, we used a laboratory loess catchment to simulate gully erosion, which allowed ready quantification of morphological change as well as precise determination of hydrological parameters. Second, close-range digital photogrammetry was used to construct digital elevation models (DEMs) and DEMs of difference (DoD), and to determine their uncertainty so as to specify the magnitude of detectable changes as a level of detection. With this level of detection, significant morphological changes were identified. Third, cross-section by cross-section routing was developed for application of the morphological method in one dimension. Fourth, the same was undertaken in two dimensions. The two-dimensional (2D) method requires a routing treatment and this was done in two different ways: (1) hydrologically, using topographic forcing of hillslope routing throughout the gully system; and (2) blended hydrological-hydraulic, in which routing in the gully bottoms was replaced with a 2D hydraulic treatment. These treatments were
compared. Finally, we undertook simulations to identify the key influences upon application of the method.

### 2.2 Experimental design and data acquisition

The experimental work was undertaken at the rainfall erosion test facility at the State Key Laboratory of Soil Erosion and Dryland Farming on the Loess Plateau, China (Figure 2). The experiment was designed to represent small catchments of loess hilly areas at the hillslope scale in the Loess Plateau of China through the use of field-obtained soil, a similar initial topography and typical rainfall events. The basin covers an area of 31.49 m², with a maximum length of 9.1 m, maximum width of 5.8 m, circumference of 23.3 m, height difference of 3.15 m, and average slope of 15°. The basin was filled with loess with median grain size of 0.005 mm taken from the Yangling...
district, Xianyang, China. During filling, the loess was compacted layer by layer every 5 cm until the bulk density was within the range 1.36–1.4 g/cm³, and the final average bulk density was 1.39 g/cm³. The initial topography (Figure 2a) was designed to represent an initial valley system with no gullies present.

A total of 25 rainfall events were applied to the experiment over a 2.5 month period. Due to equipment limitations, we designed three types of rainfall intensity: 0.5, 1, and 2 mm/min, which represents light, moderate, and heavy rain on the Loess Plateau of China (Changxing et al., 1995), and account for 44%, 36% and 20% of the designed rainfall events, respectively. The details of the simulated rainfall events are shown in Table 1. During the rainfall events, we used a sump at the outlet to collect all sediment (both suspended sediment and bedload) and runoff (Figure 1). The trapped sediment was sampled, dried, and measured and the average sediment transport (export) rate for each rainfall event was determined (Table 1). We also measured the volume of runoff for each rainfall event and calculated the average discharge (Table 1). Topographic surveys were undertaken with a lower frequency (Table 1). In order to link change between topographic surveys to rainfall and runoff data, we calculated the average rainfall intensity and accumulated rainfall duration between surveys (actually only 23 rainfall events affected the topographic surveys) (Table 1).

The DEMs were produced using close-range digital photogrammetry. A JPL Carl Zeiss SMK 120 Stereo Photogrammetry Camera (Carl Zeiss AG) was used to acquire imagery. The JX-4 Digital Photogrammetry Workstation (Beijing Geo-Vision Tech. Co., Ltd) was used for the photogrammetry. The latter is a conventional photogrammetric platform with a built-in camera calibration system. Unlike recent photogrammetry software (such as Pix4D and Agisoft Metashape), the JX-4 Digital Photogrammetry Workstation produced a gridded stereo model and then generated DEMs. Eighteen control points and 20 check points were evenly distributed in the study area, and a local coordinate system was employed to survey the control and check points using an electronic theodolite. The horizontal and vertical root mean square positioning errors (RMSEs) of these points were better than ±0.3 mm. The control points were used in the bundle adjustment. DEMs were generated to a resolution of 10 mm. Check points were used to assess DEM quality in terms of mean check point error and standard deviation of error (Table 1). The vertical mean errors were between −0.09 mm and 0.28 mm and the vertical standard deviations of error were within the ranges ±1.64 mm to ±1.98 mm (Table 1).

Visual inspection of the DoD suggested that the combination of the design of image acquisition (use of a high specification camera) and the use of control points had eliminated systematic error such as doming, reflected in standard deviations of error that are commensurate with the resolution of the acquired imagery (James et al., 2019).

2.3 | Morphological change

For each time period between DEMs, we subtracted the second DEM from the first DEM such that positive change represented erosion and therefore a contribution to sediment transport; and negative change deposition and a decrease in sediment transport. Prior to this, we removed the mean (i.e., systematic) error (Table 1) estimated using the check points (James et al., 2019) from each DEM. We then propagated the standard deviation of error from the individual DEMs (Table 1) under the assumption that errors were point by point independent, random and Gaussian (Brasington et al., 2003; Lane et al., 2003):

\[
\delta_{\text{DoD}} = \pm \sqrt{\delta_a^2 + \delta_b^2}
\]  

where \(\delta_{\text{DoD}}\) labels the propagated error of DOD; \(\delta_a\) and \(\delta_b\) are the standard error of DEM \(a\) and DEM \(b\), respectively. We applied a Student’s t test at 95% confidence to determine a threshold of the level of detection (Lane et al., 2003; Wheaton et al., 2009). Only the cells in the DoD with values outside the thresholds (1.96\(\times\delta_{\text{DoD}}\)) were regarded as real topographic changes and used in the calculations. There is some debate as to whether such thresholding should be applied (e.g., Anderson, 2019). When undertaking sediment routing calculations with erosion and deposition data, noise in the latter automatically leads to variance in the sediment transport rates that is spatially non-linear (e.g., the effects will be greater at gully heads where there is close to zero transport than further down gully where there may be higher transport rates). For this reason, we think it is important to address this problem using a threshold. It may be a problematic assumption for situations where there is spatially extensive, coherent but very small magnitude change, a problem that can occur in braided rivers (Antoniazza et al., 2019). In gullies, especially with the high quality of data used here, change tends to be spatially concentrated and high magnitude rather than extensive and low magnitude. Note a crucial assumption in our analysis is that the gullies erode by surface erosion and not subsurface erosion; the latter can occur in gully systems (Nouwakpo & Huang, 2012), and may lead both to surface lowering that is not belonging to surface erosion and deposition and sediment transport that does not follow the surface flow paths. This is a weakness of the method.

We also added in one other calculation. If we sum positive and negative DODs across space to get a total volume eroded and a total volume deposited, respectively, we have an estimate of the net volume of sediment that should have been lost from the basin. After correction for bulk density, we can then determine a sediment export mass which we convert into kilograms per minute (kg/min) by dividing by rainfall duration; we call this the sediment export rate. We also measured the sediment export rate at the basin outlet directly (Table 1), and so we could compare the DEM-estimated and the measured sediment export rates, which is ultimately a validation of the global mass conservation of sediment under the assumptions we make (porosity, surface lowering only by surface erosion, DEM reliability, etc.).

2.4 | One-dimensional application of the morphological method

The morphological method is an inverse-solution to estimating sediment transport rate based upon the Exner equation (Exner, 1925) for sediment transport:

\[
\left(\frac{\partial Q_x}{\partial t}\right) + \left(\frac{\partial Q_y}{\partial t}\right) + (1-p) \left(\frac{\partial Z}{\partial t}\right) + \left(\frac{\partial C_s}{\partial t}\right) = 0
\]  

where \(Q_x\) and \(Q_y\) are the sediment transport rate in the x and y directions, respectively; \(Z\) is the elevation of the surface; \(C_s\) is the concentration of sediment; and \(p\) is the sediment transport efficiency.
| Rainfall event (photography event) | Rainfall date (photography date) | Observed rainfall intensity (mm/min) | Duration of rainfall (min) | Average discharge at outlet (ml/s) | Average sediment transport (sediment export rate) (kg/min) | Check points | Vertical mean error (mm) | Vertical standard deviation of error (± mm) |
|-----------------------------------|----------------------------------|------------------------------------|---------------------------|-----------------------------------|----------------------------------------------------------|-------------|-------------------------|------------------------------------------|
| (First DEM) (29 July 2001)        | 0.74                             | 363.28                             | 285.73                    | 3.61                              | -0.03 1.64                                               |             |                         |                                           |
| 1                                 | 30 July 2001                      | 0.54                               | 90.5                      | 166.42                            | 1.86                                                     |             |                         |                                           |
| 2                                 | 1 August 2001                     | 0.52                               | 89.5                      | 181.56                            | 1.11                                                     |             |                         |                                           |
| 3                                 | 3 August 2001                     | 0.49                               | 89.5                      | 182.87                            | 1.73                                                     |             |                         |                                           |
| 4                                 | 5 August 2001                     | 1.18                               | 47.52                     | 584.53                            | 5.11                                                     |             |                         |                                           |
| 5                                 | 8 August 2001                     | 1.21                               | 45.86                     | 616.53                            | 14.07                                                    |             |                         |                                           |
| (Second DEM) (13 August 2001)     | 1.66                             | 902.04                             | 18.75                     | -0.08 1.96                        |                                                         |             |                         |                                           |
| 6                                 | 14 August 2001                    | 2.41                               | 30.53                     | 1343.38                           | 26.12                                                    |             |                         |                                           |
| 7                                 | 17 August 2001                    | 1.19                               | 46.17                     | 610.21                            | 13.88                                                    |             |                         |                                           |
| (Third DEM) (19 August 2001)      | 0.58                             | 152.13                             | 262.34                    | 7.64                              | 0.28 1.98                                                |             |                         |                                           |
| 8                                 | 20 August 2001                    | 0.57                               | 90.18                     | 257.74                            | 7.52                                                     |             |                         |                                           |
| 9                                 | 22 August 2001                    | 0.59                               | 61.95                     | 269.04                            | 7.81                                                     |             |                         |                                           |
| (Fourth DEM) (27 August 2001)     | 1.53                             | 79.09                              | 1038.78                   | 24.97                             | 0.23 1.8                                                  |             |                         |                                           |
| 10                                | 28 August 2001                    | 1.2                                | 47.92                     | 756.69                            | 17.82                                                    |             |                         |                                           |
| 11                                | 31 August 2001                    | 2.15                               | 31.17                     | 1472.45                           | 35.97                                                    |             |                         |                                           |
| (Fifth DEM) (1 September 2001)    | 0.55                             | 185.3                              | 226.75                    | 5.17                              | -0.08 1.78                                               |             |                         |                                           |
| 12                                | 3 September 2001                  | 0.52                               | 62.94                     | 214.87                            | 5.23                                                     |             |                         |                                           |
| 13                                | 5 September 2001                  | 0.58                               | 61.53                     | 241.21                            | 6.02                                                     |             |                         |                                           |
| 14                                | 7 September 2001                  | 0.56                               | 60.83                     | 224.43                            | 4.26                                                     |             |                         |                                           |
| (Sixth DEM) (11 September 2001)   | 1.06                             | 185.04                             | 572.95                    | 8.77                              | 0.17 1.91                                                |             |                         |                                           |
| 15                                | 11 September 2001                 | 1.12                               | 46.82                     | 630.93                            | 10.98                                                    |             |                         |                                           |
| 16                                | 14 September 2001                 | 1.08                               | 45.83                     | 606.96                            | 9.63                                                     |             |                         |                                           |
| 17                                | 17 September 2001                 | 0.98                               | 47.02                     | 533.71                            | 7.97                                                     |             |                         |                                           |
| 18                                | 20 September 2001                 | 1.04                               | 45.37                     | 519.43                            | 6.45                                                     |             |                         |                                           |
| (Seventh DEM) (21 September 2001) | 2.04                             | 64.72                              | 1163.80                   | 15.12                             | 0.2 1.88                                                 |             |                         |                                           |
| 19                                | 24 September 2001                 | 2.12                               | 30.37                     | 1219.69                           | 16.73                                                    |             |                         |                                           |
| 20                                | 27 September 2001                 | 1.98                               | 34.35                     | 1114.39                           | 13.70                                                    |             |                         |                                           |
| (Eighth DEM) (28 September 2001)  | 0.56                             | 271.59                             | 228.77                    | 2.81                              | 0.14 1.83                                                |             |                         |                                           |
| 21                                | 30 September 2001                 | 0.53                               | 91.27                     | 216.75                            | 3.01                                                     |             |                         |                                           |
| 22                                | 9 October 2001                    | 0.55                               | 90.6                      | 216.95                            | 2.58                                                     |             |                         |                                           |
| 23                                | 11 October 2001                   | 0.6                                | 89.72                     | 252.94                            | 2.83                                                     |             |                         |                                           |
where $Q_b$ is the sediment transport in the $x$ and $y$ downstream and cross-stream directions respectively; $p$ is the sediment porosity; $Z$ is elevation in position $(x, y)$; $t$ is time and $C_b$ is the concentration per unit bed area of sediment in motion. By assuming negligible lateral sediment transport, and assuming that $C_b$ is constant in space and time, Equation 2 becomes in one dimension (Vericat et al., 2017):

$$\left( \frac{\partial Q_b}{\partial x} + (1-p) \left( \frac{\partial Z}{\partial x} \right) \right) = 0$$  \(3\)

where $Q_b$ is the cross-sectionally averaged sediment transport rate; and $Z$ is the cross-sectionally averaged morphological change.

For the one-dimensional (1D) application of the method, net volume changes per cross-section are measured by DEM differencing. The net change ($\Delta V_j$) in any one time period between adjacent sections $j$ is then determined (Antoniazza et al., 2019). A discretization of Equation 3 is then used to calculate a sediment transport rate in kilograms per second:

$$S_j = S_{j-1} - \left( \frac{\sum (1-p) \Delta V_j}{t} \right)$$  \(4\)

where $S_j$ is the transport for a given cross-section $j$; $S_{j-1}$ is the transport rate coming from the upstream cross-section; $\rho$ is the material density; $p$ is the porosity; $\rho(1-p)$ is equal to the bulk density in practice; $\Delta V_j$ is the net volume change by cross-section measured by DEM differencing and $t$ is the transport duration.

The main difficulty in a gully system is specification of cross-sections. A priori, this needs the definition of a gully network and then cross-sections at right angles to the gullies. As gullies evolve, the orientation of the cross-sections should change, making it very difficult to compare consecutive cross-sections in time. For this reason, we make a much simpler approximation which involves fixed cross-sections oriented parallel to the $x$ coordinate direction, and hence the orientation of the primary gully.

2.5 | Two-dimensional application of the morphological method: Principle

Two-dimensional application of the morphological method was first proposed and tested by Lane et al. (1995) for a small section of a braided river. This, and a much larger scale application to a braided river (Antoniazza et al., 2019), used the output of depth-averaged 2D hydraulic models to route sediment spatially. For the case of gullies, a similar routing treatment is needed. The path followed by sediment will be a function of the resolution of two components of shear stress; that due to flow; and that due to gravity or topography (Antoniazza et al., 2019). Following Nelson and Smith (1989), the resultant stresses are defined by:

$$\tau_x = \rho_w \frac{|u| u_n^2}{d^2} + \tau_c \sin \theta \sin \phi |s|$$  \(5a\)

$$\tau_y = \rho_w \frac{|u| u_n^2}{d^2} + \tau_c \sin \phi \sin \phi |s|$$  \(5b\)

where $u_n$ is the component of the stream velocity normal to the cross-section.
where the first term on the right-hand side of Equations 5a and 5b describes the flow-related shear stress; $\|u\| = \sqrt{u_x^2 + u_y^2}$ is the magnitude of the velocity vectors in planform $(u_s, u_t)$; $\rho_w$ is the water density (1,000 kg/m$^3$); $g$ is the gravitational acceleration (9.81 m/s$^2$); $d$ is the water depth; and $n$ is the value of Manning’s $n$; the second term on the right-hand side represents the topography-related shear stress (Nelson & Smith, 1989); $\alpha$ is the critical shear stress defined from a Shields condition; $\theta$ is the arc tangent of $\delta$, the slope derived from the DEM; $\phi$ is the bulk angle of repose of the sediment. The two terms on the right-hand side are not independent as local topographic slope will influence the wave surface slope and the momentum equations that lead to the velocity terms in Equations (5a) and (5b). When the topographic slope is low, the magnitudes of the flow-related and topographic terms will be similar; but as the slope steepens, so the topographic terms will become dominant. Even in flatter gully bottoms, gully bottom slopes may be substantially steeper than in a river, meaning that the topographic term dominates. To clarify definitions from here onwards, we refer to the first term on the right-hand side as flow forcing and the second term as topographic forcing. When just topographic forcing is included, and the flow itself does not influence routing, then we have a problem equivalent to hydrological routing. When both flow forcing and topographic forcing are included, then we call it hydraulic routing.

2.6 Two-dimensional application of the morphological method: Hydrological routing

If topographic forcing is dominant then we assume that sediment follows topographically driven flow paths with only $s_t$ and $s_c$ controlling routing; that is it can be treated as a classical hydrological routing problem. The right-hand term in Equations 5a and 5b is effectively a generalization of a multiple flow path routing, with two flow paths possible. Here we allow for multiple possible flow paths using the Holmgren (1994) function. Each cell receives a certain volume of sediment from surrounding cells that are higher in altitude. $Q_s$ is the net volume change measured by DEM. $Q_s$ is equal to the bulk density downstream such that this condition had no upstream influence. In the gully system case, and unlike in rivers, we can assume that sediment transport above the gully heads is zero, we do not need to specify upstream sediment supply conditions and so negative transport can be attributed either to errors in the morphological change estimation (i.e., the photogrammetrically-acquired DEMs) or the routing process itself. Thus, the extent of negative transport is an index of the quality of the sediment routing and we use it here to assess dependence on $s$. We ran the hydrological routing 200 times with $s_t$ randomly sampled between 1 and 10 for the second period.

A second issue arises regarding which DEM should be used to drive the routing of sediment: the DEM at the start of each calculation period (initial DEM); the DEM at the end of each period (final DEM); or the average of the two (average DEM). Here, we test the effects of this choice, also against the negative transport index.

2.7 Two-dimensional application of the morphological method: Blended hydrological-hydraulic routing

If there are zones of the DEM where the topographic slope reduces such that the flow-related shear stresses in Equations 5a and 5b become important relative to the topographic shear stresses, then using Equation 6 alone may not be correct. The solution to this is to couple hydrological routing on the hillslopes to hydraulic routing on the gully bottoms, the latter using the full forms of Equations 5a and 5b. We call this blended hydrological-hydraulic routing. Here, we undertake depth-averaged 2D hydraulic simulations of flow in gully bottoms using the open source BASEMENT software (version 2.8, http://www.basement.ethz.ch/). We used standard physical parameters (Vetsch et al., 2017); a gravitational acceleration of 9.81 m/s$^2$, a molecular viscosity of $10^{-6}$ m$^2$/s and a fluid density of 1000 kg/m$^3$; and a Manning’s $n$ of 0.03 (after Arcement & Schneider, 1989), for the initial default simulations. It should be emphasized that it has been shown that in 2D hydraulic models, perturbations of Manning’s $n$ have only a very small impact on flow routing (Lane et al., 1994b; Yu & Lane, 2006).

To couple the hydraulic routing to the hydrological routing, we treated each branch of the main gully as an inlet boundary condition (Figure 3). This is supported by the observation of a marked reduction in slope as branches enter the main gully. At each inlet, we needed to supply a flow rate. This was done by taking the discharge measured at the experimental outlet in the main gully and distributing it to each branch in proportion to the latter’s upstream contributing area:

$$Q_i = \frac{A_i}{\sum A_i} \times Q_{out}$$

where $Q_i$ is discharge of inlet $i$; $A_i$ is the upstream contributing area of inlet $i$; $n$ is the total number of inlets; $Q_{out}$ is the recorded outlet discharge.

At the outlet, we specified a normal depth condition with model extension downstream such that this condition had no upstream influence upon the simulated zones of interest.
To avoid semi-wetted cells and numerical instabilities, a minimum water depth was required for a cell to be defined as inundated (Ingham & Ma, 2005). Here, we used a minimum water depth of 10 mm. Hydraulic simulations were performed with a fixed bed of the initial or final DEM (first or second DEM of the survey period) in every period. The DEM choice followed the hydrological routing: initial for situations where the hydrological routing used the initial DEM, and final where it used the final DEM. In all cases, BASEMENT was run until a steady state had been reached with a mass balance between input and output instantaneous discharge error lower than 0.1%.

When a flow-related shear stress is combined with a topography-related shear stress as in Equations 5a and 5b, parameters are needed. For the critical shear stress, we used classical formula (Parker et al., 2003) to calculate the particle Reynolds number ($R_{ep}$): 

$$R_{ep} = \frac{\sqrt{gD\rho}}{v}$$

where $R_{ep}$ denotes the explicit particle Reynolds number; $R = 1.65$ is the submerged specific gravity of the sediment; $v = 10^{-6}$ m$^2$/s denotes the kinematic viscosity of water and is evaluated at 20°C; and $D$ is the median grain size. Then, according to a Shields curve for cohesive silt (Miedema, 2013), the Shields parameter was determined. Finally, the critical shear stress was calculated from (Ni et al., 2020; Parker et al., 2003):

$$\tau_c = \rho_w R_g D_{50}$$

where $\tau_c$ is the critical Shields number. Equations 5a and 5b were then applied following Antoniazza et al. (2019):

$$q_{in} = \frac{\sum_{i=1}^{n} q_{in}^i + \rho(1-p)\Delta V_{ij}}{t}$$  \hspace{1cm} (10a)

$$q_{out} = \frac{\sum_{i=1}^{n} q_{out}^i + \rho(1-p)\Delta V_{ij}}{t}$$  \hspace{1cm} (10b)

where $t$ is the duration of competent flow; $k$ is the index of each of the eight surrounding cells that could deliver sediment to cell $ij$; and $\Delta V_{ij}$ is the net volume change measured by DEM differencing.

While the net volume change $\Delta V_{ij}$ and critical shear stress $\tau_c$ can be determined by the DoD and median grain size, respectively, the angle of repose and Manning’s $n$ are still uncertain in Equation 5a and 5b due to a lack of information on sediment composition. There is also no a priori reason why the Manning’s $n$ values needed in Equations 5a and 5b should be the same as those required in the use of the BASEMENT hydraulic model. Manning’s $n$ is not a physical parameter (that can be precisely determined from physical laws or direct measurements) but an effective parameter designed to create the correct empirical relation between different sets of physical variables and used in a relation (the ‘Manning equation’ based upon laboratory analyses (see Lane, 2014). In Equations 5a and 5b, Manning’s $n$ is a parameter that controls the relative magnitude of the flow component of shear stress as compared with the topographically-forced component of shear stress. Hence, rather than simply using the value of Manning’s $n$ we used in the flow model, we allowed Manning’s $n$ to be considered with the other parameters in Equations 5a and 5b as a calibration parameter; even if this could produce a different optimum value of $n$ to that used in the hydraulic model.

As mentioned earlier, the extent of negative transport is an index of the quality of the sediment routing. Thus, for model calibration we adopt the same approach as Antoniazza et al. (2019). We assume the parameters are spatially homogenous. Then, a Monte Carlo Generalized Likelihood Uncertainty Estimation (GLUE) approach (Beven & Binley, 1992) was used to determine the parameters (i.e., angle of repose, Manning’s $n$) that minimizes the proportion of negative transport. We ran 2000 model realizations. The parameters were sampled randomly across a range of plausible values in each realization: 0.01 to 0.05 for Manning’s $n$ (French & French, 1985); and 30$^\circ$ to 60$^\circ$ for the angle of repose given 45$^\circ$ is typical of wet sand in the literature (Al-Hashemi & Al-Amoudi, 2018; Glover & Young, 1998). The percentage of cells experiencing negative transport in each realization was recorded. This allowed us to determine the most probable combination of parameters required to minimize the proportion of negative transport. Then, the 2000 iterations of the Monte Carlo sensitivity analysis were used to determine the Manning’s $n$ and the angle of repose for the second period.

Unlike when the hydrological routing method is applied across the entire gully system, the blended method requires the output from the hydrological treatment to be coupled to the hydraulic treatment. Although the calculation of the hydraulic routing takes discharges from only the gully branches, assuming direct hillslope runoff to the
main gully to be negligible, the sediment transport is fully coupled, with sediment routed hydrologically on the hillslopes and in the gully branches delivered to any point in the main gully zone where the hydraulic routing was applied.

2.8 | Effects of spatial resolution and temporal frequency on estimated transport rates

Finally, as research suggests that the spatial and temporal resolution of data can impact the results obtained using the morphological method (Ashmore & Church, 1998; Lane et al., 1994a, 1995), we tested their effects. The second and third DEMs were resampled to 50, 100, 200 and 500 mm for the second survey period for investigating the effect of DEM resolution. Alternating erosion and deposition during a survey period could compensate morphological estimates. Recorded morphological changes may vary with survey frequency within a certain period, which affects sediment transport estimations. Thus, we also looked at how topographic survey frequency (i.e., temporal resolution) impacted results. The transport rates for the whole period studied (Table 1) were calculated from all nine DEMs, five DEMs (i.e., the first, third, fifth, seventh and ninth DEMs were used), three DEMs (i.e., the first, fifth and ninth DEMs were used), and two DEMs (i.e., the first and ninth DEMs were used), respectively.

3 | RESULTS

3.1 | Erosion, deposition and net changes at the basin scale

The eight DoDs calculated from the nine available DEMs are shown in Figure 4, after application of the level of detection. The DoDs show erosion (red) at the gully heads and deposition (blue) in the gully bottoms. The gullying process involves erosion both laterally (gully widening) and headward (gully extension). As the gullies widen and lengthen, deposition can occur downstream, notably in periods 3, 5 and 8; but this is not a systematic evolution. Thus, the sediment yield (erosion minus deposition in any one period) does not systematically decline through time (Table 2). Erosion and deposition (Table 2) are negatively correlated through time ($r = 0.558$) but this is not significant at $P = 0.05$. As the gullies widen, deposition and erosion patches can also be seen within gully sections across a given $y$ coordinate. (e.g., 600 cm downstream direction in period

![Figure 4](Colour figure can be viewed at wileyonlinelibrary.com)

| Period | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| Erosion (kg) | 1438.99 | 1471.52 | 1378.51 | 1639.03 | 961.94 | 1682.77 | 728.73 | 1122.42 |
| Deposition (kg) | 0.00   | 15.46  | 131.04 | 4.73   | 121.92 | 30.17  | 62.34  | 111.05 |
| Sediment yield (kg) | 1438.99 | 1456.06 | 1247.48 | 1634.29 | 961.94 | 1652.60 | 666.40 | 1011.38 |
| Sediment export rate (kg/min) | 3.96   | 18.96  | 8.20   | 20.66  | 4.53   | 8.93   | 10.30  | 3.72   |
8 in Figure 4). This will lead to erosion and deposition within a cross-section cancelling itself out, when applying the 1D morphological method (Lane et al., 1995).

For the whole catchment, the sediment export rates calculated from the DoDs ranged from 3.72 to 20.66 kg/min (Table 2). There was a good general agreement with the observed sediment export rate (Table 1) \( r = 0.97, P < 0.01, \) suggesting that inference of sediment transport for morphological changes is reliable at the basin scale. This was particularly the case for periods 1, 2, 3, 5, 6 and 8 (Figure 5) and suggests that surface erosion is likely to have been dominant for these periods. For periods 4 and 7, more sediment was observed as exported than was inferred from the DoDs (Figure 5), and this could be due to subsurface erosion (i.e., erosion that has no surface expression) during these two periods. It could also be due to erosion that has a depth that is smaller than the limits of detection of the photogrammetry. It should be emphasized that the calculation does not confirm whether or not the sediment routing implicit in 1D and 2D approaches is correct, and that the associated spatial distribution of transport is correct.

### 3.2 One-dimensional sediment transport rate

Figure 6 shows the results from applying the 1D morphological method. The positive slope of the transport rate versus distance means that the expanding gully network results in net sediment erosion from upstream to downstream even though there may be both deposition and erosion in any one cross-section (Figure 4). Except for the first time period, the sediment transport rates tend to become stable at a certain distance downstream (i.e., cross-section 700–900 cm in Figure 6), especially in the latter periods (e.g., periods 7 and 8). As Figure 4 implies, these steady transport rates do not imply no erosion and no deposition but rather that the two balance each other out within a section. This distance corresponds to the zone downstream where the basin width is narrowing and there are fewer gully branches; whilst the gully bottom is widening. A situation with fewer branches reduces the possibility of positive contributions to sediment transport from lateral or headward erosion; whilst the widening gully bottom creates the space for both erosion and deposition to occur.

### 3.3 Two-dimensional sediment transport rate: Hydrological routing

Figure 7(a) shows an example of a spatial map of sediment transport. It shows how the effect of the distribution of erosion around the gully sides and headwalls leads to sediment transport in the gully branches but, as the gullies combine, a marked increase in sediment transport rate in the main gully. Figure 7(a) also shows a zone of negative transport, where the DoD is recording more deposition.
than there is delivered sediment. There is negative transport in all periods. The degree of negative transport tends to increase as a function of time (Figure 7b). It is also a function of which DEM is used to drive the routing although DEM choice seems to make relatively little difference (Figure 7b). Figure 7(c) shows the negative transport condition plotted against $\alpha$. With the reduction of $\alpha$, the negative transport becomes lower. Hence $\alpha = 1$ was used for all the periods but it should be noted that the sensitivity of the condition to $\alpha$ is generally lower than the sensitivity to DEM choice (Figure 7b), certainly from period 4 onwards. Figure 7(d) shows that the degree of negative transport is positively associated with the level of deposition in each time period ($r = 0.87$, $P < 0.01$). Thus, the negative transport condition appears to be degraded more when the DEM is more depositional, and so likely a function of the inability of topography to route sediment to zones of deposition. The most likely explanation is that negative transport is being propagated downstream with the calculation used here such that a spatially limited but high magnitude DEM error could lead to a large number of downstream cells having negative transport. Finally, there is some evidence that negative transport is more prevalent in the main gully close to the downstream end of the gully system which may suggest some break down of topographic routing in this zone.

3.4 | Two-dimensional sediment transport rate: Hydraulic routing in the gully bottom

Hydraulic simulations were performed using the initial DEM (same with hydrological routing). Water depths (Figure 8a) and flow velocities (Figure 8b) were acquired from the second period onwards as the first period contained no obvious channels. According to the Shields curve (Miedema, 2013) and Equations 8 and 9, the critical shear stress was 0.032. Figure 8(c,d) show the results of the Monte Carlo analysis for the angle of repose and Manning’s $n$. The angle of repose has no apparent impact on the proportion of negative transport. The proportion of negative transport decreases with increasing Manning’s $n$ until a value of 0.022 after which the values remain constant. Hence, although the parameter setting only changes negative transport condition marginally, we used an angle of repose of 45° and a Manning’s $n$ of 0.03, the latter chosen to be the same as the value we used in the hydraulic model and recommended by Arcement and Schneider (1989).

There is stronger evidence of the effects of the combined effects of flow forcing and topographic forcing on negative transport. With an angle of repose of 45° and Manning’s $n$ of 0.03, 0.76% of the cells remain with negative transport for period 2. If we set the critical shear

FIGURE 7 Topographically controlled sediment routing: (a) an example of model output, period 6; (b) the effects of DEM choice on the proportion of cells with negative transport; (c) the effect of the exponent of $\alpha$ on negative transport for period 2; and (d) negative transport proportion against the proportion of cells showing deposition for all periods [Colour figure can be viewed at wileyonlinelibrary.com]
stress to zero and so remove topographical forcing (i.e., flow-related shear stress only), the proportion rises to 1.08%. If we set the flow to zero to remove flow forcing (i.e., topography-related shear stress only), the proportion rises to 0.82%. Figure 9 visualizes these simulations. With flow forcing only, there is a tendency to develop parallel sediment transport paths in flat areas (Figure 9a). These are highly unrealistic and reflect the fact that flow routing is less sensitive to small topographic differences. With topographic forcing only, the sediment transport paths are much concentrated even in very flat areas (Figure 9b), showing a high sensitivity to topographic differences. If topographic forcing is combined with flow forcing in the gully bottom, the sediment transport paths converge more which reflects the...
effects of steeper channel-lateral sidewalls on convergence of sediment transport into the gully bottom; also, many of the parallel transport paths upstream at about 170 cm disappear (Figure 9c).

Then, it is interesting to compare hydraulic routing (whether with flow forcing only (Figure 9a), topographic forcing only (Figure 9b), or flow and topography (Figure 9c)) with hydrological routing (i.e., Equation 6) (Figure 9d). We would expect Figure 9(b, d) to be similar; the differences are relatively small and illustrate largely the difference between the discretization in Equations 10a and 10b where routing is possible under any one of two cardinal directions (Figure 9b) and the more diffuse solution of Equation 6 where routing can be in any cardinal direction (Figure 9d). Figure 9(d) gives the impression that downstream of 170 cm the routing is more natural; but it is also in the flat zone where there is substantial negative transport (Figure 6) and this suggests that in the gully bottom hydrological routing moves sediment incorrectly because it is too sensitive to small topographic variations. These observations aside, the complete hydraulic routing (with both the flow and the topographic forcing) does not reduce the proportion of negative transport cells significantly in the main gully (Table 3), suggesting that given the extra effort that is needed, having hydraulic routing in the gully bottoms may not be that important, on the basis of the no negative transport condition.

3.5 Two-dimensional sediment transport rate: Blended hydrological-hydraulic routing

Given the marginally better results, we apply hydraulic routing (the full form of Equation 5) in the gully bottom and the topographic routing defined by Equation 6 elsewhere; and call this blended routing (Figure 10). Table 3 shows the slight improvement that comes with this blended routing for all periods. Compared to the 1D results, the 2D results show substantial variation of sediment transport rates for a given value of the y-direction (Figure 10), as well as zones of convergence (e.g., 700–800 cm in the downstream direction in the fifth

### Table 3: Negative transport condition with different routing for main gully and whole catchment respectively

| Period | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| Main gully |       |       |       |       |       |       |       |       |
| Hydraulic routing | —     | 0.76% | 12.05%| 0.79% | 22.85%| 5.89% | 1.84% | 8.41% |
| Hydrological routing | —     | 0.60% | 12.31%| 1.04% | 25.10%| 6.95% | 2.01% | 6.62% |
| Whole catchment |       |       |       |       |       |       |       |       |
| Blended routing | 0.00% | 0.67% | 2.74% | 1.16% | 9.97% | 5.29% | 8.08% | 5.07% |
| Hydrological routing | 0.00% | 0.69% | 2.85% | 1.17% | 10.05%| 5.42% | 8.11% | 5.07% |

**Figure 10** Two-dimensional sediment transport rate estimates using blended hydrological-hydraulic routing (note that the negative transport rate is set to zero for visualization) [Colour figure can be viewed at wileyonlinelibrary.com]
period in Figure 10) and divergence (e.g., 500–600 cm in the downstream direction in the fifth period in Figure 10) of transport. High transport rates (values bigger than 1 kg/min) are concentrated in the main gully due to the effects of accumulation in the dendritic drainage network. Low transport rates (values between 0 and 0.5 kg/min) are commonly found in the gully branches, but also at the margins of the main gully.

Although the transport rates in the main gully were always the highest, we found that branch transport rates increased with the gully system development (Figure 10). Then, we calculated the proportion of the branch transport in every period, that is the ratio of the sum of transport rates at branch outlets to the sediment export rate of the catchment. Figure 11 shows that the proportion of branch transport and the number of branches. As the gully developed, the proportion of branch transport increased at first and then became stable. The number of branches showed the same pattern; and a positive correlation was found between the two ($r = 0.86$, $P < 0.01$). This finding means that although the main gully maintains a high transport, it becomes less important in terms of proportion as the gully system develops.

### 3.6 Comparison of 1D and 2D approaches

To compare with the 1D results, the 2D results produced by blended hydrological-hydraulic routing were transformed into their 1D form by integrating across a given cross-section. The 2D results are more variable as a function of distance downstream (Figure 12) and also plot higher in terms of total transport rate. This finding is not surprising. The 1D method accumulated the DoD within cross-sections at first and then routed them downstream, which inevitably compensates some zones of erosion (positive in a DoD) and some zones of deposition (negative in a DoD) within cross-sections (Figure 4). The 2D method routes each cell in the DoD and so reduces the possibility for local compensation. When we integrated the 2D results back onto the 1D treatment (Figure 12), we obtained higher transport rates than the 1D method in many cross-sections (Figure 12). The intensity of lateral transport within a cross-section in the presence of net erosion drives this effect; if any cell of eroded sediment is transported laterally ($x$ coordinate direction) then the sediment contributes to more than one cell in the $x$ direction; such that calculation of the integration across $x$ direction causes higher increases in transport rate than with a 1D calculation. The reverse happens with net deposition in a section (the mean reduction in transport rate is higher). Note that the two solutions are still mass conservative. That said, the broad patterns of the 1D method and the integration of 2D method are the same: the transport rate increase with distance downstream.

### 3.7 The effect of DEM resolution

Here, we used the hydrological routing to analyse the effect of DEM resolution because the hydrological routing is more straightforward and is easier to apply than the hydraulic routing. We use the second period of data for the test. With the DEM resolution becoming coarser, the spatial extent of sediment transport becomes wider (Figure 13a–e). Some hillslope areas without erosion were mistakenly regarded as eroded areas, leading to over-estimation of transport extent. To clearly see how the value of transport rates changes, we transformed the 2D result into their 1D form by integrating them across the $x$ (lateral) direction. As Figure 13(f) shows, the coarser resolution DEM tends to result in lower transport rates. This finding suggests that the coarser resolution DEM causes higher transport in low transport areas and leads to lower transport in high transport areas. Besides this local effect, the global sediment transport rates (i.e., sediment export rate) decline with increasing coarseness of the topographic data. Figure 13(f) also shows how with coarser DEMs, the reduction in the quality of routing estimation can lead to rapid decreases in transport rate (e.g., transport rates at 680–700 cm downstream), largely because sediment becomes stuck in parts of the gully system due to local averaging in the presence of steep topographic gradients.
FIGURE 12  Comparison of 1D results and integrated 2D results [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 13  The effect of DEM resolution: (a)–(e) 2D results with different resolution DEMs, and (f) 1D forms of the 2D results with different resolution DEMs [Colour figure can be viewed at wileyonlinelibrary.com]
3.8 | The effect of survey frequency

Figure 14 shows sediment transport estimations with various survey frequencies for the whole period studied (Table 1). The sediment transport is much concentrated in main gully when only two DEMs were used (Figure 14a). As the survey frequency increases, there are more details of transport paths; and the paths in main gully become more diffusive (Figure 14a–d). We also integrated the 2D results into their 1D form (Figure 14e). The 1D form reveals a global effect of survey frequency: transport rates generally tend to increase with survey frequency, especially in downstream areas. This is likely to reflect the effects of compensating erosion and deposition, confirmed by a greater impact further downstream.

4 | DISCUSSION

The 2D morphological method was proposed more than 20 years ago for rivers (Lane et al., 1995). This article develops the morphological method for sediment transport estimates in a gully system. The method seems to work as the negative transport condition is generally met and the proportions of cells with negative transport are very low. Progressive gully development creates a dendritic drainage network (Figure 4) and this serves to focus sediment into the main gully, where deposition occurs. Although the rainfall intensity varies between periods (Table 1), the results show that there is enough flow accumulation to maintain significant sediment transport to the catchment outlet (Figures 6 and 10). This finding is different from braided rivers where continuous flow convergence and flow divergence leads to a strong autogenically-driven control on the braiding process (Bakker et al., 2019).

The results suggest that the 1D approach should be applied with care to gully systems as it is hard to specify cross-sections for an evolving dendritic network. In this article, we used a simple approximation with cross-sections oriented orthogonally to the y coordinate direction, itself parallel to the main gully direction. This approximation method allowed visualization of a general trend of variation in sediment transport from upstream to downstream for the whole gully.

**FIGURE 14** The effect of survey frequency: (a)–(d) 2D results with different survey frequency for the whole period, and (e) 1D forms of the 2D results with different survey frequency [Colour figure can be viewed at wileyonlinelibrary.com]
system and through time (Figure 6). In all cases, transport rate increased with distance downstream through the gully system, eventually reaching a plateau. This plateau occurs approximately where the last branch joins the main gully and implies balanced erosion and deposition within the downstream main gully. The fact that from this point sediment delivery no longer increases but that sediment transport continues, and that in this zone, morphological changes are substantially lower than towards the gully heads (Figure 4) suggests that the main gully has evolved to be able to transport all sediment supplied to it. This observation is also reflected in sediment export rates (Table 2) that are of a similar magnitude to the plateau (Figure 6).

Thus, as the gullies develop the lower parts evolve to being sediment transport conveyors whereas the gully heads continue to grow. This is reflected in the 1D sediment transport rates which begin to rise progressively farther upstream through time. These results are not surprising but in the case of a gully overlook two broad problems. The first is the well-established problem of compensating erosion and deposition within a cross-section. The second is the fact that the main gully and the gully branches have continually changing orientation which makes specifying cross-sections that are orthogonal to the local gully orientation difficult, especially if these orientations change through time.

For these reasons the 2D application of the morphological method with cell-by-cell sediment routing has appeal and was able to produce plausible estimates of the spatial patterns of sediment transport and their evolution through time (Figure 10). The spatial patterns vary with gully network evolution. The main gully maintains high (absolute) transport rates through time. As the branches develop rapidly and then become stable, the proportion of branch transport increases to 78% and then from period 3 onwards returns to a level of about 60% (Figure 11). This reflects two different processes. The first is the importance of headward extension which rapidly increases the importance of branch transport. However, and second, there comes a point when the number of branches becomes stable at which point the decline to the 60% plateau occurs. This implies the onset of some kind of steady state where headward extension has slowed to the point that branch sediment transport remains a fixed proportion of main gully transport. This matches when, qualitatively, the major phase of network expansion has ended (Figure 10).

Compared with applications of the 2D morphological method to rivers (Antoniazza et al., 2019; Bakker et al., 2019; Lane, 1997; Lane et al., 1995), the application to gully systems has fewer demands in terms of hydrological information; and it has a natural boundary condition, the gully heads, across which sediment transport rate must be zero. The datasets that result may provide a better means of calibrating and validating models of sediment transport in gullies (Fu et al., 2005; Gordon et al., 2007). It is possible that we can use the derived sediment transport fields to understand the spatial structure of sediment transport and to relate this to distinct geomorphic process signatures (e.g., Llena et al., 2020) and the space–time evolution of gully network connectivity (Heckmann & Vericat, 2018) and to describe how these evolve through time.

This positive conclusion aside, there are some recommendations and limits that follow. First, the choice of DEM may affect sediment routing. Previous application of the morphological method used initial DEMs to drive sediment routing (Antoniazza et al., 2019; Bakker et al., 2019; Heckmann & Vericat, 2018). In our case, we compared the initial DEM, the average DEM, and the final DEM and found that the initial DEM gave marginally better results in terms of the negative transport condition (Figure 7b). The problem arises because the method uses a single initial topography for routing. However, the erosion–deposition process will modify topographic conditions continuously (Mosselman, 2005; Nicholas et al., 1995) so that flow paths change through time during an event. The extent of the problem will depend upon both the time between surveys and the rates of morphological change (Heckmann & Vericat, 2018). There is likely to be a point at which the time between surveys is too long or rates of morphological change so great that the actual sediment transport pathways diverge significantly from those defined by the initial DEM. The best survey frequency needs to be judged with reference to rates of morphological change. Hence, it is difficult to produce a single recommended survey frequency other than to state that, for the most extreme events, the morphological method is likely to break down completely.

Second, this study tested a range of different approaches to the routing problem: hydrological; and hydrological blended with hydraulic. This reflected the fact that if there is divergence between the slope of the water surface and the bed surface then routing will be hydraulically controlled, and both flow forcing and topographic forcing will drive routing. This is the assumption made in 2D applications to rivers (Antoniazza et al., 2019). On hillslopes, as the topographic forcing is likely to be significantly greater than the flow forcing, hydrological routing may be sufficient. In quantitative terms, using the negative transport condition, hydrological routing on the hillslopes and hydraulic routing in the bottom of the main gully resulted in a marginal improvement (Table 3). However, it was not great. Visually, there was a marked difference in the results, with the hydraulic routing leading to greater diffusion of sediment transport paths, notably at the downstream end of the gully (Figure 10). We have no further evidence to suggest which of these routing treatments is most likely to be correct except that as a gully becomes wider it is more likely to need a hydraulic treatment. For most of the gullies in this system, the hydrological treatment seems to be able to respect the negative transport condition as well as the blended hydrological-hydraulic treatment and it is therefore acceptable. It is also substantially easier to apply.

Third, coarser-resolution DEMs result in lower sediment transport rates in general, but over-estimate the extent of sediment transport as compared with the finer-case (Figure 13a–e). There is also some evidence that DEM coarsening may lead to local topographic artefacts that can substantially impact transport rates (Figure 13f). Research (Dai et al., 2019; Gómez-Gutiérrez et al., 2015; Saksena & Merwade, 2015) has addressed the effects of DEM resolution on gully characterization and shown that it depends on the scale and morphology of gully itself. It is quite probable that the resolution of topographic data will be defined by the scale of the gully; but with developments in SFM-MVS photogrammetry, such data are increasingly likely to be available. Thus, spatial resolution tests should be a routine element of understanding how the morphological method is performing in any given application, but new technologies are likely to be able to provide the necessary high-resolution data.
Fourth, erosion and deposition can alternate through time (Balaguer-Puig et al., 2017; Lindsay & Ashmore, 2002; Milan et al., 2007). High frequent surveys can capture more morphological changes, reducing the probability of compensation by alternating erosion–deposition through time, resulting in higher transport rates and providing more details of transport paths (Figure 14). However, in practice, such high frequent surveys are unfeasible. Lane et al. (1994a) showed significant bias in the estimation of volumes of morphological change if the survey frequency does not match the rate of process change in time in a river. In this study, the time periods contained more than one rainfall event. It would probably be wise to increase survey frequency such that only one rainfall event occurs between surveys. However, given the ease of data acquisition and DEM generation using current technologies, as well as the ease of its application using hydrological routing, the morphological method could become a routine manner for experimental or field-based evaluation of controls on gully erosion processes. Even with a good survey frequency, sufficient to avoid compensating erosion and deposition, the actual estimated transport rates assume that the associated rates of morphological change are constant within each time period. If the morphological change within a time period occurred in only a fraction of the time during that time period, the true transport rates would have a within-period variation through time. We emphasize that the method we present give morphological estimates of the sediment transport rate necessary to conserve mass at the timescale of the topographic surveys used. It may be possible, however, to estimate the variation in within time-period transport rates if there are continuous measurements of sediment transport export from the catchment at the within time-period scale and we assume that temporal variation is spatially constant.

Fifth, the 2D application is dependent upon the parameters that may be uncertain a priori (i.e., angle of repose and Manning’s n, or exponent of $\alpha$). On the one hand, although the parameters can be determined a posteriori via the kind of Monte Carlo parameter sensitivity analysis used here, with the negative transport condition as target, such methods do depend on the reliability of this condition. Indeed, this parameterization approach runs the risk of identifying empirically-adequate but physically implausible parameters. Given that the negative transport condition did not change that much in response to parameter changes in this study, placing too much emphasis on statistically-identified more probable parameter values should be avoided. On the other hand, whilst the negative transport condition is a means of parameterization, it is a condition that needs careful application, not least because negative transport may come from many different sources. Given that we assume that error in the DEM follows a Gaussian distribution, we would expect a certain number of errors to remain in a DoD even after thresholding (the 5% of observations that fall outside of the detection limits). Such data points may lead to the localized deposition of sediment that in turn leads to insufficient sediment being delivered downstream. Despite being caused by a local error, it could explain the intermediate sized zones of negative deposition that we see for example in Figure 7(a). This is unlikely to explain the large zone on the bottom right of Figure 7(a) which seems to be associated with an entire gully branch. This latter suggests a more systematic error in the calculation. The DEM error aside, if subsurface erosion occurs, the routed sediment may be delivered to a zone different to that where it is delivered by the subsurface and then produce negative transport.

Finally, compared to the laboratory case study, field application of the morphological method should address some additional issues that may become problematic. On the one hand, the experimental set up used here allowed us to determine the total transport rate because for the most part (Figure 5) our global mass conservation was respected, that is; our observed exported sediment included both bedload and suspended load; and except for two periods, this matched our DoD estimates. However, in a field application, it is possible that there is sediment loss both below surface or leading to surface changes that are too small to detect feasibly with survey methods. In such cases, the method will under-estimate sediment export rates because it under-estimates actual erosion. On the other hand, hydrological data (e.g., average discharge) are necessary for hydraulic simulation. But for field sites, such data are frequently unavailable. We herein recommend the hydrological routing approach for field applications because there is only a small difference between it and the blended hydrological-hydraulic one, and this reduces substantially data requirements; no discharge data are needed. For field application, vegetation may need to be filtered or removed from the point clouds before constructing DEMs. Vegetation is dynamic and its density (amount and size of the leaves and branches) changes through the year, which ultimately will cause DEM errors. A promising alternative would be provided by multi-echo laser scan and interferometric synthetic aperture radar (InSAR). These technologies can penetrate vegetation and produce high accuracy DEMs.

5 | CONCLUSIONS

In this article, we applied the morphological method in both one- and two-dimensions for a laboratory gully system. Application of the morphological method in one dimension provided a general trend of longitudinal (main-gully parallel) variation of sediment transport for the whole gully system, that is transport rates always increase from the upstream to downstream areas and become progressively stable in downstream areas in the gully system as the gullies extend headwards.

Application of the morphological method to gullies in two dimensions is facilitated by the growing ease of repeat measurement of gully morphology and the fact that sediment transport upslope of gully heads has to be zero. The latter means that the sediment supply condition that is a challenge for rivers does not apply in this case. It is also facilitated by being able to apply a no negative transport condition to calibrate and to evaluate the approach: eroded sediment, after routing, must be sufficient to sustain deposition measured downstream. The 2D approach in gullies needs a solution for routing sediment and here we considered blending hydrological routing for the slopes and hydraulic routing for the gully bottoms. The latter makes sense physically as with the reduced slopes of a gully bottom hydraulically-driven flow forcing as well as topographic forcing may be important. We found that degree of negative transport condition was relatively insensitive to whether or not a blended hydrological-hydraulic routing was used and that results from applying the hydrological routing throughout were not significantly degraded. This is an important
finding because application of hydrological routing is significantly more straightforward than the blended solution.

The 2D application of the morphological method still requires critical parameters. In the hydrological-routing based application, we used a Holmgren (1994) routing and this has the parameter $\alpha$ that controls the degree of diffusion. Equally, knowledge is required of bulk density. We showed that consideration should be given to DEM spatial resolution, even if this is becoming less of an issue with the growth of new DEM acquisition methodologies, and also temporal resolution. However, the framework that we have developed might be an additional tool for both experimental and field quantification of the spatial patterns of sediment transport in gullies; and quantification of how these patterns change under different forcing factors.
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