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Abstract

Several recent studies attempt to address the biological implausibility of the well-known backpropagation (BP) method. While promising methods such as feedback alignment, direct feedback alignment, and their variants like sign-concordant feedback alignment tackle BP’s weight transport problem, their validity remains controversial owing to a set of other unsolved issues. In this work, we answer the question of whether it is possible to realize random backpropagation solely based on mechanisms observed in neuroscience. We propose a hypothetical framework consisting of a new microcircuit architecture and its supporting Hebbian learning rules. Comprising three types of cells and two types of synaptic connectivity, the proposed microcircuit architecture computes and propagates error signals through local feedback connections and supports the training of multi-layered spiking neural networks with a globally defined spiking error function. We employ the Hebbian rule operating in local compartments to update synaptic weights and achieve supervised learning in a biologically plausible manner. Finally, we interpret the proposed framework from an optimization point of view and show its equivalence to sign-concordant feedback alignment. The proposed framework is benchmarked on several datasets including MNIST and CIFAR10, demonstrating promising BP-comparable accuracy.

1 Introduction

Artificial intelligence has gained remarkable achievements in recent years [1,2,3,4], and learning by backpropagation (BP) [5] is one of the most popular methods. However, BP is generally believed to be impossible in the brain for many reasons [6,7,8,9,10]; among these, one key reason is that it requires symmetrical weights between forward and backward paths (also known as the weight transport problem) to propagate correct error information [6,7,11,12]. Many works tried to mitigate this constraint, including feedback alignment (FA) [8] and direct feedback alignment (DFA) [9]. Both FA and DFA used random weights to backpropagate error information, where FA and its variants [13,14,15] backpropagate error layer-by-layer, and DFA broadcasts error to each layer directly.

Both FA and DFA interestingly revealed and brought much attention to how brains might implement BP. However, there are still many unsolved issues towards fully bio-plausible algorithms. We conclude these issues as the followings:

1) BP uses different rules in forward- and backward-propagation. The forward signal goes through a non-linear function, while the backward signal is multiplied by the derivative of this non-linear
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We model the general total input current on neuron $i$ as:

\[ \epsilon_i(t) = (\ast) \text{represent the time convolution).} \]

All cell types are modeled by the leaky integrate-and-fire (LIF) neuron model [32], one of the most common choices for describing the dynamics of spiking neurons. Importantly, LIF neurons are able to fire spikes with accurate timing, which is one of the major differences between our work and previous works [8, 14, 16, 17, 27]. Cornford et al. [28] tackled this issue on artificial neural networks (ANNs). 5) BP does not take into account the existence of various neuron types [29]. Understanding how different types of biological neurons cooperate to enable learning is fundamentally important in neuroscience [16, 17]. 6) BP lacks spike-timing level understanding [17, 30, 31].

Instead of revising BP, we integrate biological observations and devise a hypothetical framework consisting of a new architecture and its supporting learning rules that can address all of these major issues above. We demonstrate that it is possible to realize bio-plausible random error backpropagation entirely based on neuroscience facts. we summarize our main contributions as follows:

- We hypothesize several microcircuit architectures including various types of spike-timing based neurons and their special connectivity abiding by Dale’s Principle.
- We enable error backpropagation with spikes and provide a new model of how neurons achieve this through their internal dynamics.
- We present a pointwise SOM model, and a supporting assembly competition mechanism to form pairs between SOM and Pyr cells automatically.
- We propose a general local learning rule, which applies Hebbian and anti-Hebbian learning on synapses that connect to basal and apical dendrites respectively.

2 Background

2.1 The spiking neuron model

All cell types are modeled by the leaky integrate-and-fire (LIF) neuron model [32], one of the most common choices for describing the dynamics of spiking neurons. Importantly, LIF neurons are able to fire spikes with accurate timing, which is one of the major differences between our work and previous works using rate-based neurons [16] [33] [34].

The dynamics of somatic membrane potential $u$ of neuron $i$ in layer $l$ is described by:

\[ \tau_m \frac{d u_i^{(l)}(t)}{dt} = -u_i^{(l)}(t) + I_i^{(l)}(t) + \eta_i^{(l)}(t), \] (1)

where $I_i^{(l)}$ is the total input of synaptic currents onto neuron’s soma, and $\eta_i^{(l)}(t)$ denotes the reset function. A spiking neuron reset its membrane potential to the resting potential $v_{rest}$ (we set $v_{rest} = 0$) each time when it fires a spike. We model $\eta_i^{(l)}(t)$ as the time convolution ($\ast$) between a reset kernel $\nu$ and the neuron’s output spike train: $\eta_i^{(l)}(t) = (\nu \ast s_i^{(l)})(t)$. The reset kernel $\nu(t) = -\vartheta \delta(t)$. The amount of resetting is equal to the threshold $\vartheta$ (we set $\vartheta = 1$), and $\delta(t)$ is the Dirac delta function. The neuron’s output spike train is also modeled by a series of delta functions as: $s_i^{(l)} = \sum_j \delta(t - t_{fj}^{(l)})$.

Here, $t_{fj}^{(l)}$ represent the firing time of the $j^{th}$ spike of neuron $i$ in layer $(l)$. An output spike is generated once the membrane potential reaches the threshold $\vartheta$.

We model the general total input current on neuron $i$ as: $I_i = \sum_j w_{ij} a_j$, where the postsynaptic current (PSC) $a_j$ generated from neuron $j$ can be expressed by:

\[ a_j(t) = \begin{cases} (s_j \ast \epsilon)(t), & \text{Excitatory} \\ -(s_j \ast \epsilon)(t), & \text{Inhibitory} \end{cases} \] (2)

where ($\ast$) represents the time convolution. $\epsilon(t) = (1/\tau_e) \cdot \exp(-t/\tau_e) H(t)$ is the impulse response. $H(\cdot)$ represents the Heaviside step function: $H(t) = 1, \quad t \geq 0$ and $H(t) = 0, \quad t < 0$. Following Dale’s principle, we force all synaptic weights to be positive ($\langle w_{ij} \rangle > 0$), and separate excitatory and inhibitory neurons by the sign of PSCs.
2.2 Backpropagation of spiking neural networks

Recent works demonstrate the great potential of BP in training Spiking Neural Networks (SNNs) \[27, 31, 35, 36\].

We conclude a general approach as following:

BP in SNNs involves error propagation in two directions: along the time axis (also known as the temporal credit assignment problem), and alone the layers. According to \(\frac{\partial L}{\partial a} \) a neuron’s PSC is modeled by the unit impulse response of its output spike train with kernel \(\epsilon\). Therefore convolving \(\frac{\partial L}{\partial a}(t)\) with a time-reversed kernel \(\epsilon(t) = \epsilon(-t)\) distribute the error to all spike trains fired before the current time \(\tau\) [35]. Further, BP-based methods usually introduce a surrogate term to handle the spiking neurons’ non-differentiable firing relationship between membrane potentials and spike trains, which approximate \(\frac{\partial L}{\partial u}(t)\) as \(\sigma'(u(t)) \cdot \frac{\partial L}{\partial s}(t)\) [27].

Concatenating all signals of the same layer as a vector, we denote \(\frac{\partial L}{\partial a}^{(l+1)}(t)\) as \(\delta^{(l+1)}(t)\). BP propagates it to previous layers by \(\frac{\partial L}{\partial a}^{(l)}(t) = (W^{(l+1)})^T \delta^{(l+1)}(t)\), which is similar to how BP works in ANNs.

2.3 Sign-concordant feedback alignment

Sign-concordant feedback alignment (SFA) algorithm \[13, 14\], which requires symmetric forward and backward weight signs, targets to solve BP’s bio-implausible weight transport problem. SFA outperforms FA, especially on deep convolutional neural networks. However, its assumptions about symmetric signs are controversial. We discuss both the weight transport problem of BP and SFA here:

Using \(x^{(l+1)}\) and \(y^{(l+1)}\) to denote the total input and output vectors of layer \(l + 1\) in a non-spiking artificial neural network (ANN), then \(y^{(l+1)} = \sigma(x^{(l+1)})\), where \(\sigma\) is a non-linear function \[5, 37\]. The total input \(x^{(l+1)} = W^{(l+1)} y^{(l)} + b^{(l+1)}\), where \(W^{(l+1)}\) and \(b^{(l+1)}\) are the forward weights and bias in layer \(l + 1\) respectively. For a given loss function \(L\), define error signals \(\delta^{(l+1)} = \frac{\partial L}{\partial x^{(l+1)}}\). BP propagates \(\delta^{(l+1)}\) to \(y^{(l)}\) by:

\[
\frac{\partial L}{\partial y^{(l)}} = (W^{(l+1)})^T \delta^{(l+1)}
\]  

(3)

The backward weight \((W^{(l+1)})^T\) is the transpose of the forward weights. However, biology synapses propagate information in a single direction, so the weight transport requires the corresponding forward and backward synapses to have the same value, which is not bio-plausible. FA uses a random matrix \(B\) to substitute \(W^T\) (Omitting the layer index for short). As stated in Lillicrap et al. \[8\], any matrix \(B\) that on average suffice \(\delta^T W B \delta > 0\) supports successful training. Geometrically, if the signal \(B \delta\) lies within \(90^\circ\) of the correct derivative \(W^T \delta\) on average, it can propagate useful error information backwards.

However, FA is notorious for its poor performance on complex tasks, especially when applied to training deep convolutional neural networks \[13, 14, 15\]. To mitigate this issue, SFA was proposed \[13, 14\], which requires \(\text{sign}(B) = \text{sign}(W^T)\). Because each corresponding elements of \(B\) and \(W^T\) have the same sign, SFA always guarantees \(\delta^T W B \delta > 0\).

3 Microcircuits

To achieve bio-plausible error processing, we identified several computational issues (IS) to solve (corresponding to the 6 bio-implausibilities of BP described in Section [1]): IS.1: Apply unified neural dynamics rules to forward and backward input currents. IS.2: Store forward activation and backward error signals separately. Process error through interactions between different compartments. IS.3: During continuous training, all types of synaptic plasticity are always enabled, with no separate forward-backward phases. IS.4: Follow Dale’s principle. A neuron is only allowed to send excitatory or inhibitory synapses. IS.5: Realize forward and backward propagation with special cooperation between different types of neurons. IS.6: Provide insights of the temporal credit assignment problem to neurons that can fire spikes with accurate timing. Achieve continuous valued error propagation through discontinuous all-or-none spikes.

Motivated by the recent developments in neuroscience (NE), we synthesize biological experimental evidence under a systematic computational framework to realize random error backpropagation. In this section, we introduce our microcircuit architecture and discuss its bio-plausibility.

Guided by Dale’s principle (IS.4) and based on observation NE.1: Neocortical visual processing neurons include excitatory pyramidal (Pyr) neurons and various types of inhibitory interneurons. The two most abundant types are parvalbumin-expressing (PV) neurons and somatostatin-expressing (SOM) neurons [38], we build our microcircuits with three types of neurons: Pyr, PV, and SOM neurons (IS.5).

Undoubtedly, biology neurons’ anatomies are complex. We follow the simplified multi-compartments Pyr model [16, 17, 19, 22] and model PV cells in the same way. NE.2: Wouterlood et al. [39] states that PV neurons may have two types: the one with long dendrites and the one with short dendrites. Zipp et al. [40] and Chiovini et al. [41] provide observation of PV neurons with long apical dendrites. Our PV model follows this type. Yet NE.3: SOM cells usually have spatially constrained dendrites [42], so we model SOM cells by a single compartment.

Regarding computational requirements, we divide the architecture into three main parts, as shown in Figure 1: the forward path, the excitatory backward path, and the inhibitory backward path. The forward path shows the connections that propagate the activation of excitatory and inhibitory neurons to the next layer, and the two backward paths show the connections that propagate the errors of excitatory and inhibitory neurons backward, respectively.

Since microcircuit design is largely dependent on intraneural dynamics, we begin our discussion with modeling of the apical dendrites of spiking neurons. Then, we exhibit the forward, excitatory backward, and inhibitory backward paths one by one.

### 3.1 Apical dendrites modeling

Here we present a model that transmits a continuous error signal through discontinuous spikes (IS.6). To achieve this, we thought it might be sensible to distinguish between small and large signal characteristics, as is commonly done in analog circuit analysis, when modeling the relationship between apical dendritic currents and output PSCs of neurons. If the stimulation from apical dendrites is small, we would expect a linear addition assumption, where the slope depends on the current membrane potential. The closer the membrane potential is to the threshold, the more likely it is that additional stimulation will cause PSC changes, and thus the two signals, apical stimulation and PSC, are more correlated. Meanwhile, significant non-linearity would occur only if the increment is large (IS.1, IS.2). To provide more intuition, we begin this section with a preliminary single-neuron experiment.

#### 3.1.1 single neuron experiment

Simulate a single LIF Pyr neuron. 50 randomly set excitatory/inhibitory neurons synapse to the neuron’s basal dendrites and other 50 synapse to its apical dendrites. Firing behavior and synaptic
weights are randomly assigned. We model the total input $I(t) = I_b(t) + I_a(t)$ as the sum of currents from basal dendrites $I_b(t)$ and apical dendrites $I_a(t)$. We first simulate the response of LIF neurons to $I_b(a)$, and name the resulting PSC $a_b(t)$. We then re-simulate on the exact same random seed with both inputs applied and name the resulting PSC $a(t)$.

We sample pairs of $I_a(t)$ and apical-induced PSC change $a(t) - a_b(t)$ at multiple time points, and plot in Figure 2(a). One may observe that there are many points on the x-axis, which indicates that in many cases $I_a(t)$ will not cause the output to change at all. Other points lie roughly on a line with a slope $k \approx 1$, indicating that the two variables are highly correlated. We then plot the scatter points separated by the value of somatic membrane potential $u(t)$ at each sampling time $t$ in Figure 2(b) and (c). Clearly, the correlation between the two axes is higher when $u$ is close to the threshold $\theta$. In Figure 2(d), we plot the correlation slope $k$ versus $u$ for a set of different norm-ratio between apical/basal inputs $||I_a||/||I_b||$. The shaded area shows the variance of the slope in 1000 repeated rounds. Interestingly, the shape of these lines is consistent with the surrogate derivative $\frac{\partial L}{\partial a}$, which peaks when $u = \theta$ and decrease gradually as $u$ moves away from $\theta$.

### 3.1.2 Neuron Internal Error Propagation

We first suppose that the current flowing through the apical dendritic compartment encodes the negative partial derivative of loss w.r.t the neuron’s PSC: $I_a = -\partial L / \partial a$. Statistically, we argue that the relationship between small-signal apical dendrites current and a neuron’s PSC satisfies the linear addition assumption, where the slope is higher as membrane potential moves closer to the threshold. Since the long term synaptic plasticity emerges from integration effect on a relatively long time-window, where noise is averaged out, we ignore the noisy correlation as in Figure 2 and use a surrogate function $\sigma'(u) = 1 / (1 + |u - 1|^2)$ to describe the small-signal relationship to accelerate the training. When verify the effectiveness of our framework, using spiking based backward model is unnecessary as it greatly increased the simulation time. The total backward PSC of a Pyr neuron is modeled as: $a(t) = a_b(t) + \sigma'(u(t))I_a(t)$. For inhibitory PV cells, the output PSCs are negatively correlated to their apical dendrites current inputs, so the total backward PSC of a PV cell is modeled as: $a(t) = a_b(t) - \sigma'(u(t))I_a(t)$. The two rules are unified as $a(t) = a_b(t) + e(t)$, where $e$ is:

$$
 e = \begin{cases}
 \sigma'(u)I_a = -\sigma'(u)(\partial L / \partial a), & \text{PYR cells} \\
 -\sigma'(u)I_a = \sigma'(u)(\partial L / \partial a), & \text{PV cells}
\end{cases}
$$

The small error signal locates in the apical dendrites continuously modulates the neuron’s backward PSC without effect the forward process. Therefore, if we can disentangle at all time $e(t) = a(t) - a_b(t)$ (shown in Section 3.3 & Section 3.4), we can achieve error backpropagation without separated forward and backward phases (IS.3).

### 3.2 Forward Path

The connections from Pyr and PV cells in one layer to the basal dendrites of Pyr and PV cells in their next layer build up the forward path (IS.5). Consider a fully connect layer, where we express Pyr and PV neurons’ PSCs ($a_+$ and $a_-$) and synaptic weights ($W_{\text{Pyr}}$ and $W_{\text{PV}}$) separately. The forward path is expressed as:

$$
 I^{(l+1)} = W_{\text{Pyr}}^{(l+1)}a_+^{(l)} + W_{\text{PV}}^{(l+1)}a_-^{(l)}
$$

Generally, neurons that involved in the forward path also needs to propagate errors backward, which requires separate compartments to store both forward activation signals and backward error signals at
The error-free assembly competition mechanism is realized through Hebbian learning, which can be formulated as: 

$$ W_{\text{SOM}} \cdot a_{b+} = W_{\text{SOM}} \cdot a_{b+} + W_{\text{SOM}} \cdot a_{b+} - W_{\text{SOM}} \cdot a_{b+}. $$

3.3 Excitatory Backward Path

As in Figure 3(a), the gray colored neuron represents a nonspecified neuron from the Pyr neuron’s previous layer. Computationally, a Pyr neuron that receives inputs from its previous layer, needs to propagate its error information backwards. Yet the spike-based backward PSCs $a(t) = a_b(t) + e(t)$ has a large base PSC current $a_b(t)$. Following previous work [16], we also introduce an additional inhibitory cell to cancel out $a_b(t)$. As observed in NE.7: there exists assembly competition mechanism [47], which drives SOM to follow the most active Pyr [48], we design our excitatory backward microcircuit with one additional SOM neuron, which receives a one-on-one input from its paired Pyr neuron, and synapse onto the apical dendrites (following NE.5 and NE.6) of neurons in the previous layer. In other words, every neuron, no matter Pyr or PV, that synapses onto a Pyr neuron’s basal dendrites receives two connections synapse back onto its apical dendrites. One from the Pyr neuron, the other from the paired SOM neuron (IS.5). Name the Pyr backward weights in layer $(l+1)$ as $W_{\text{Pyr}}^{(l+1)}$, and the Pyr backward PSCs as $a_{\text{Pyr}}^{(l+1)}$. The pyramidal cells’ backward currents are simply formulated as $W_{\text{Pyr}}^{(l+1)} a_{\text{Pyr}}^{(l+1)}$. Name the backward weights matrix of SOM cells in layer $(l+1)$ as $W_{\text{SOM}}^{(l+1)}$, which shares the same shape with $W_{\text{Pyr}}^{(l+1)}$. For excitatory (+) backward path, the top down current is:

$$ I_{a+} = W_{\text{Pyr}}^{(l+1)} a_{\text{Pyr}}^{(l+1)} + W_{\text{SOM}}^{(l+1)} a_{\text{SOM}}^{(l+1)} + W_{\text{SOM}}^{(l+1)} e_{\text{Pyr}}^{(l+1)} + W_{\text{SOM}}^{(l+1)} a_{\text{Pyr}}^{(l+1)}.$$

Ideally, only the pure error signal $e_{+}$ is propagated backwards, and $W_{\text{Pyr}}^{(l+1)} a_{b+}$ is canceled out by $W_{\text{SOM}}^{(l+1)} (-a_{b+})$, which implies $W_{\text{Pyr}}^{(l+1)} = W_{\text{SOM}}^{(l+1)} := B_+$. This alignment is guaranteed by the anti-Hebbian learning, which we will discuss in Section 4.

The only hypothesis we make is that the sole connection needs to be strong enough (greater than SOM cells’ threshold) so that each excitatory spike fired by Pyr cells can induce an inhibitory SOM spike. Fortunately, NE.8, SOM is well-known for its low threshold, and the ability to fire temporal accurate inhibitory spikes[42]. Our SOM neuron model differs from the previous work: We present a SOM model with single compartment (respecting NE.3), while Sacramento et al. [16] model a SOM cell with double compartments (the additional one is used to store a “nudging signal” from its paired Pyr neuron). Therefore, we adjust synapses that connect to SOM cells error-free.

The error-free assembly competition mechanism is realized through Hebbian learning, which can be informally described as: “Cells that fire together, wire together” [49]. Yet cells that wires together also tend to fire together more often. Due to the existence of such a positive feedback loop, one needs to introduce additional tricks to stabilize the learning process - such as weights normalization [50], or weights clamping [51][52]. Here, we find that with a proper normalization, the one-on-one connectivity can be formed easily.
We find several hints regarding how PV cells backpropagates their errors backwards, and which represents a key circuit element in the neocortex [53]. Though more complicated corporations of weights are demonstrated in the last sub-figure of Figure 3 (c), each SOM cell successfully find their paired NE.10. The second hypothetical microcircuit is inspired by the same spirit as (6), and have an equivalent backward path, the top down current is:

\[
I_a^{-} = W_{Pyr}^{(l+1)} \cdot a_b^{-} + W_{Pyr(PV)}^{(l+1)} \cdot a_{Pyr(PV)}^{(l+1)} + e^{-}(l+1) + W_{Pyr(PV)}^{(l+1)} \cdot (-a_b^{-}) \cdot (l+1).
\]

(7)

The inhibitory backward path also following the same spirit as [6], and have an equivalent backward weights \( W_{Pyr}^{(l+1)} = W_{Pyr(PV)}^{(l+1)} := B_{-} \) when two weights aligned. The overall backward weights \( B \) is the concatenation of \( B_{+} \) and \( B_{-} \).

The second hypothetical microcircuit is inspired by NE.10: Pyr cells forms autapses (self-connect), which represents a key circuit element in the neocortex [53]. Though more complicated corporations could form within a group of Pyr-PV cells, here we only discuss a simple one-on-one pairing within the same layer from Pyr cells to PV cells. The strong connection synchronize a paired cells’ firing behavior. As shown in Figure 4 (b), the PV cell only receives basal inputs from its paired Pyr cell, and accumulates its error back onto its paired Pyr cell’s apical dendrites. The Pyr cell will propagate both PV cells’ error information and errors of itself backwards together, with the help of its paired SOM cell as in Figure 3 (a). Please refer to the appendix for a detailed explanation.

Further, we present our third microcircuit. As shown in Figure 4 (c), paired Pyr-PV cells can propagate their errors backwards without the help of SOM cells. The only backward synapses are send by a pair of Pyr and PV cells to apical dendrites of neurons in their previous layer.
Figure 4: Inhibitory backward microcircuits

We modestly suspect that all the three microcircuits may co-exist in a layer to propagate PV cells error backwards. Worth to note, the second and third microcircuits only consider one-on-one cooperation between Pyr cells and PV cells within a same layer, more complex cooperation within a group of Pyr, PV, and SOM cells within a same layer may exist, and the rules to form such connections appears to be intriguing for future works.

4 Learning Rules

4.1 General Hebbian Learning Rule

The most fundamental version of Hebbian rule calculates the correlation between pre- and postsynaptic signals, the higher the correlation, the more the synapse is strengthened. In our work, we adopt this simplest version and define the Hebbian rule as the dot product between the pre- and the postsynaptic signals $x_{pre}$ and $y_{post}$ scaled by a learning rate $\eta$:

$$\text{Hebb}(x_{pre}, y_{post}) = \eta \int x_{pre}(t)y_{post}(t) dt$$

We further define anti-Hebbian rule as the negative version of Hebbian rule. Our proposed general Hebbian learning rule is inspired by NE.11: Pyr neurons have different plasticity rules between apical dendrites and somata. When an outside simulation is applied, apical dendrites synapses are observed to have long-term-potentiation (LTP), yet somata synapses are observed to have long-term-depression (LTD) [54]. (NE.11) indicates that the plasticity rule between apical dendrites and somata might be opposite. Coincidentally, such a rule fits our computational needs well (solving IS.3). Our proposed learning rule as shown in Figure 4 (d) applies:

$$\Delta w_{ij} \propto \begin{cases} \text{Hebb}(a_j, e_i), & \text{Basal dendrites} \\ -\text{Hebb}(a_j, I_{ai}), & \text{Apical dendrites} \end{cases}$$

In our framework, a positive postsynaptic error signal $e$ requires a neuron to fire more spikes, which means to strengthen the excitatory input and weaken the inhibitory input connected to basal dendrites. Therefore the correlation between error and input PSCs reflects the weight adjusting directions, which yield Hebbian rule.

Yet for synapses connect to apical dendrites, imbalance excitatory-inhibitory backward weights leads to an imbalance bias on the postsynaptic apical dendrites $I_a$, where even the same excitatory-inhibitory firing patterns cannot canceling each others perfectly. Therefore, the adjusting goal for feedback weights is to minimize apical dendrites’ signals. An over-excitative apical dendrites requires excitatory Pyr cells’ backward weights to decrease, and PV’s backward weights to increase. The anti-Hebbian rule pushes synaptic weights that transmit highly correlated excitatory and inhibitory signals to have the same strength. So they can cancel each other, minimize the norm of apical dendrites signal, and leave only clean error information. Importantly, the resulting equivalent weights matrix $B$ usually has different magnitude with their corresponding forward weights matrix $W^T$, which is in favour of the idea of random backpropagation.

4.2 Equivalence to SFA

Suppose that the current flowing through the apical dendrites of the output-layer neurons encodes error $(-dL/d\alpha)$. Then in our framework, the current $I_a$ flowing through the apical dendrites in the...
layers other than the output layers encodes an approximated error signal. The approximation comes from two points: 1) The imperfect alignment of the excitatory and inhibitory backward weights as described in Sec 3.3 and 3.4. 2) Even assume all backward weights are perfectly converged (aligned with their corresponding weights). The converged values $B$ are not equal to the transpose of the forward weight $W^T$. The point 1) comes from our framework’s biological constrains, and the point 2) comes from the standard SFA (Sec 2.3). Since following Dale’s law naturally lead to the following of the sign-concordant property: All weights in $W$ and $B$ are positive in our framework so they must share the same sign, so we do not need to route the sign of the forward weight $W$ (concatenation of $W_{Pyr}$ and $W_{PV}$) to $B$ as previous SFA works [13, 14]. Therefore, when we assume perfect alignment, the framework propagate errors across layers with 2) only, which is equivalent to SFA.

5 Experimental results

The proposed framework is compared with other BP-based rules on two widely used real-world datasets: MNIST [55] and CIFAR-10 [56]. We use the fixed-step first-order forward Euler method to discretize continuous membrane voltage updates over a set of discrete time steps. The results are concluded in table 1. Our method gains comparable performance as compared to BP-based works. Importantly to know, the remarkable performance is gained upon bio-plausible settings.

| Method    | #Discret time steps | BestAcc | #Steps | BestAcc |
|-----------|---------------------|---------|--------|---------|
| SLAYER [55] | 300                | 99.41%  | null   | null    |
| TSSL-BP [56] | 5                  | 99.53%  | 5      | 89.22%  |
| NA [51]    | 5                  | 99.69%  | 5      | 91.76%  |
| Ours       | 5                  | 99.64%  | 5      | 86.88%  |

MNIST: 15C5-P2-40C5-P2-300
CIFAR: 96C3-256C3-P2-384C3-P2-384C3-256C3-1024-1024

We made some bio-plausible trade-offs when benchmarking with BP-based methods, including: 1) Assume clear targets and errors are provided for these two supervised learning tasks. 2) The standard computer vision convolution layer (#channel-C-kernel size) and pooling layer (P-kernel size) are applied. 3) The weights of the input layer are allowed to be both positive and negative to handle the normalized input signals. 4) The Adam optimizer [57] is used without a clear biologically explanation. 5) We assume perfect excitatory inhibitory backward alignment. 6) The layer-wise architecture is left biologically undefined. Please refer to the appendix for more experimental results.

6 Conclusion

In this work, we construct a novel framework to implement bio-plausible random error backpropagation. The framework consists of three key parts: new neuron models, new microcircuits, and supporting local learning rules. Guided by Dale’s Principle, we construct our architecture with excitatory Pyr neurons, inhibitory PV and SOM neurons. Instead of using a rate-based model, we employ the spike-timing-based LIF model for all types of neurons, and we further provide a new model of the apical dendrites internal dynamics, which addresses the problem of propagating continuous errors through discrete spikes. Motivated by the fact that SOM cells have spatially constrained dendrites, we implement the assembly competition mechanism observed in brain, which forms one-on-one Pyr-SOM pairs automatically and help Pyr neurons to propagate errors backwards. Meanwhile, we propose three hypothetical microcircuits to address the issues of error propagation in inhibitory PV neurons. Based on our architecture, we propose to apply opposite local learning rules on two sets of synapses. Hebbian updates are used to adjust the weights of synapses connected to basal dendrites, while anti-Hebbian updates are used to adjust the weights of synapses connected to apical dendrites. Our framework is evaluated on MNIST and CIFAR10 datasets and obtains BP-comparable accuracy. In the future, we would like to explore the effect of forming more dependencies between neurons within the same layer, and possibly come up with more general learning rules that can automatically form microcircuits that can support learning. We hope that this work will foster connections between deep learning and neuroscience communities.
References

[1] Geoffrey E. Hinton, Simon Osindero, and Yee Whye Teh. A fast learning algorithm for deep belief nets. *Neural Computation*, 18:1527–1554, 2006.

[2] Yoshua Bengio and Yann LeCun. Scaling learning algorithms towards AI. In *Large Scale Kernel Machines*. MIT Press, 2007.

[3] Jürgen Schmidhuber. Deep learning in neural networks: An overview. *Neural networks*, 61:85–117, 2015.

[4] Ian Goodfellow, Yoshua Bengio, Aaron Courville, and Yoshua Bengio. *Deep learning*, volume 1. MIT Press, 2016.

[5] David E Rumelhart, Geoffrey E Hinton, and Ronald J Williams. Learning representations by back-propagating errors. *nature*, 323(6088):533–536, 1986.

[6] David G Stork. Is backpropagation biologically plausible. In *International Joint Conference on Neural Networks*, volume 2, pages 241–246. IEEE Washington, DC, 1989.

[7] Lakshminarayan V Chinta and Douglas B Tweed. Adaptive optimal control without weight transport. *Neural computation*, 24(6):1487–1518, 2012.

[8] Timothy P Lillicrap, Daniel Cownden, Douglas B Tweed, and Colin J Akerman. Random synaptic feedback weights support error backpropagation for deep learning. *Nature communications*, 7(1):1–10, 2016.

[9] Arild Nøkland. Direct feedback alignment provides learning in deep neural networks. In *Proceedings of the 30th International Conference on Neural Information Processing Systems*, pages 1045–1053, 2016.

[10] Bernd Illing, Wulfram Gerstner, and Johanni Brea. Biologically plausible deep learning—but how far can we go with shallow networks? *Neural Networks*, 118:90–101, 2019.

[11] Stephen Grossberg. Competitive learning: From interactive activation to adaptive resonance. *Cognitive science*, 11(1):23–63, 1987.

[12] Alexander G Ororbia II, Patrick Haffner, David Reitter, and C Lee Giles. Learning to adapt by minimizing discrepancy. *arXiv preprint arXiv:1711.11542*, 2017.

[13] Qianli Liao, Joel Leibo, and Tomaso Poggio. How important is weight symmetry in backpropagation? In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 30, 2016.

[14] Theodore H Moskovitz, Ashok Litwin-Kumar, and LF Abbott. Feedback alignment in deep convolutional networks. *arXiv preprint arXiv:1812.06488*, 2018.

[15] Mohamed Akrout, Collin Wilson, Peter Humphreys, Timothy Lillicrap, and Douglas B Tweed. Deep learning without weight transport. *Advances in Neural Information Processing Systems*, 32:976–984, 2019.

[16] João Sacramento, Rui Ponte Costa, Yoshua Bengio, and Walter Senn. Dendritic cortical microcircuits approximate the backpropagation algorithm. *Advances in Neural Information Processing Systems*, 31:8721–8732, 2018.

[17] Alexandre Payeur, Jordana Guerguiev, Friedemann Zenke, Blake A Richards, and Richard Naud. Burst-dependent synaptic plasticity can coordinate learning in hierarchical circuits. *Nature neuroscience*, 24(7):1010–1019, 2021.

[18] Konrad P Körding and Peter König. Supervised and unsupervised learning with two sites of synaptic integration. *Journal of computational neuroscience*, 11(3):207–215, 2001.

[19] Michael W Spratling. Cortical region interactions and the functional role of apical dendrites. *Behavioral and cognitive neuroscience reviews*, 1(3):219–228, 2002.

[20] Michael W Spratling and Mark H Johnson. A feedback model of perceptual learning and categorization. *Visual Cognition*, 13(2):129–165, 2006.

[21] Nelson Spruston. Pyramidal neurons: dendritic structure and synaptic integration. *Nature Reviews Neuroscience*, 9(3):206–221, 2008.

[22] Jordan Guerguiev, Timothy P Lillicrap, and Blake A Richards. Towards deep learning with segregated dendrites. *Elife*, 6:e22901, 2017.
[23] Emre O Neftci, Charles Augustine, Somnath Paul, and Georgios Detorakis. Event-driven random back-propagation: Enabling neuromorphic deep learning machines. *Frontiers in neuroscience*, 11:324, 2017.

[24] Guillaume Bellec, Franz Scherr, Anand Subramoney, Elias Hajek, Darjan Salaj, Robert Legoestein, and Wolfgang Maass. A solution to the learning dilemma for recurrent networks of spiking neurons. *Nature communications*, 11(1):1–15, 2020.

[25] Henry Dale. Pharmacology and nerve-endings, 1935.

[26] John C Eccles, P Fatt, and K Koketsu. Cholinergic and inhibitory synapses in a pathway from motor-axon collaterals to motoneurones. *The Journal of physiology*, 126(3):524–562, 1954.

[27] Friedemann Zenke and Surya Ganguli. Superspike: Supervised learning in multilayer spiking neural networks. *Neural computation*, 30(6):1514–1541, 2018.

[28] Jonathan Cornford, Damjan Kalajdzievski, Marco Leite, Amélie Lamarquette, Dimitri Michael Kullmann, and Blake Aaron Richards. Learning to live with dale’s principle: {ANN}s with separate excitatory and inhibitory units. In *International Conference on Learning Representations*, 2021.

[29] Sergey Bartunov, Adam Santoro, Blake A Richards, Luke Marris, Geoffrey E Hinton, and Timothy P Lillicrap. Assessing the scalability of biologically-motivated deep learning algorithms and architectures. In *Proceedings of the 32nd International Conference on Neural Information Processing Systems*, pages 9390–9400, 2018.

[30] Romain Brette. Philosophy of the spike: rate-based vs. spike-based theories of the brain. *Frontiers in systems neuroscience*, 9:151, 2015.

[31] Yuqun Yang, Wenrui Zhang, and Peng Li. Backpropagated neighborhood aggregation for accurate training of spiking neural networks. In *International Conference on Machine Learning*, pages 11852–11862. FMLR, 2021.

[32] Wolfram Gerstner and Werner M Kistler. *Spiking neuron models: Single neurons, populations, plasticity*. Cambridge university press, 2002.

[33] Andre M Bastos, W Martin Usrey, Rick A Adams, George R Mangun, Pascal Fries, and Karl J Friston. Canonical microcircuits for predictive coding. *Neuron*, 76(4):695–711, 2012.

[34] James CR Whittington and Rafal Bogacz. An approximation of the error backpropagation algorithm in a predictive coding network with local hebbian synaptic plasticity. *Neural computation*, 29(5):1229–1262, 2017.

[35] Sumit Bam Shrestha and Garrick Orchard. SLAYER: spike layer error reassignment in time. In *Advances in Neural Information Processing Systems*, pages 1419–1428, 2018.

[36] Wenrui Zhang and Peng Li. Temporal spike sequence learning via backpropagation for deep spiking neural networks. *Advances in Neural Information Processing Systems*, 33, 2020.

[37] Vinod Nair and Geoffrey E Hinton. Rectified linear units improve restricted boltzmann machines. In *Proceedings of the 27th International Conference on International Conference on Machine Learning*, pages 807–814, 2010.

[38] James CH Cottam, Spencer L Smith, and Michael Häusser. Target-specific effects of somatostatin-expressing interneurons on neocortical visual processing. *Journal of Neuroscience*, 33(50):19567–19578, 2013.

[39] Floris G Wouterlood, Wolfgang Härtig, Gert Brückner, and Menno P Witter. Parvalbumin-immunoreactive neurons in the entorhinal cortex of the rat: localization, morphology, connectivity and ultrastructure. *Journal of neurocytology*, 24(2):135–153, 1995.

[40] F Zipp, R Nitsch, E Soriano, and M Frotscher. Entorhinal fibers form synaptic contacts on parvalbumin-immunoreactive neurons in the rat fascia dentata. *Brain research*, 495(1):161–166, 1989.

[41] Balázs Chiivini, Gergely F Turi, Gergely Katona, Attila Kaszás, Dénes Pálfi, Pál Maák, Gergely Szalay, Mátyás Forián Szabó, Gábor Szabó, Zoltán Szadai, et al. Dendritic spikes induce ripples in parvalbumin interneurons during hippocampal sharp waves. *Neuron*, 82(4):908–924, 2014.

[42] Joanna Urban-Ciecko and Alison L Barth. Somatostatin-expressing neurons in cortical networks. *Nature Reviews Neuroscience*, 17(7):401–409, 2016.
[43] Yujie Wu, Lei Deng, Guoqi Li, Jun Zhu, and Luping Shi. Spatio-temporal backpropagation for training high-performance spiking neural networks. *Frontiers in neuroscience*, 12:331, 2018.

[44] Carsten K Pfeffer, Mingshan Xue, Miao He, Z Josh Huang, and Massimo Scanziani. Inhibition of inhibition in visual cortex: the logic of connections between molecularly distinct interneurons. *Nature neuroscience*, 16(8):1068–1076, 2013.

[45] Simon X Chen, An Na Kim, Andrew J Peters, and Takaki Komiyama. Subtype-specific plasticity of inhibitory circuits in motor cortex during motor learning. *Nature neuroscience*, 18(8):1109–1115, 2015.

[46] Noritaka Ichinohe and Kathleen S Rockland. Parvalbumin positive dendrites co-localize with apical dendritic bundles in rat retrosplenial cortex. *Neuroreport*, 13(6):757–761, 2002.

[47] Gilad Silberberg. Polysynaptic subcircuits in the neocortex: spatial and temporal diversity. *Current opinion in neurobiology*, 18(3):332–337, 2008.

[48] Robin Tremblay, Soohyun Lee, and Bernardo Rudy. Gabaergic interneurons in the neocortex: from cellular properties to circuits. *Neuron*, 91(2):260–292, 2016.

[49] Donald Olding Hebb. *The organization of behavior: A neuropsychological theory*. Psychology Press, 1949.

[50] Paul Ferré, Franck Mamalet, and Simon J Thorpe. Unsupervised feature learning with winner-takes-all based stdp. *Frontiers in computational neuroscience*, 12:24, 2018.

[51] Peter U Diehl and Matthew Cook. Unsupervised learning of digit recognition using spike-timing-dependent plasticity. *Frontiers in computational neuroscience*, 9:99, 2015.

[52] Saeed Reza Kheradpisheh, Mohammad Ganjtabesh, Simon J Thorpe, and Timothée Masquelier. Stdp-based spiking deep convolutional neural networks for object recognition. *Neural Networks*, 99:56–67, 2018.

[53] Luping Yin, Rui Zheng, Wei Ke, Quansheng He, Yi Zhang, Junlong Li, Bo Wang, Zhen Mi, Yue-sheng Long, Malte J Rasch, et al. Autapses enhance bursting and coincidence detection in neocortical pyramidal cells. *Nature communications*, 9(1):1–12, 2018.

[54] Matt Udakis, Victor Pedrosa, Sophie EL Chamberlain, Claudia Clopath, and Jack R Mellor. Interneuron-specific plasticity at parvalbumin and somatostatin inhibitory synapses onto ca1 pyramidal neurons shapes hippocampal output. *Nature communications*, 11(1):1–17, 2020.

[55] Yann LeCun. The mnist database of handwritten digits. *http://yann. lecun. com/exdb/mnist/*, 1998.

[56] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images. *Master’s thesis, Department of Computer Science, University of Toronto*, 2009.

[57] Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. *arXiv preprint arXiv:1711.05101*, 2017.

[58] Yukun Yang and Peng Li. Bioleaf: A bio-plausible learning framework for training of spiking neural networks. *arXiv preprint arXiv:2111.13188*, 2021.

[59] Connor Shorten and Taghi M Khoshgoftaar. A survey on image data augmentation for deep learning. *Journal of Big Data*, 6(1):1–48, 2019.

[60] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing human-level performance on imagenet classification. In *Proceedings of the IEEE international conference on computer vision*, pages 1026–1034, 2015.

[61] Lou Beaulieu-Laroche, Enrique HS Toloza, Norma J Brown, and Mark T Harnett. Widespread and highly correlated somato-dendritic activity in cortical layer 5 neurons. *Neuron*, 103(2):235–241, 2019.

[62] Valerio Francioni, Zahid Padamsey, and Nathalie L Rochefort. High and asymmetric somato-dendritic coupling of v1 layer 5 neurons independent of visual stimulation and locomotion. *Elife*, 8:e49145, 2019.
A Additional experimental results

A.1 Anti-Hebbian rule

We designed an experiment to test the convergence ability of our anti-Hebbian rule with different energy of the backward error signals. We randomly generate 50 pairs spike trains, where each pair have exactly opposite values: excitatory spike = 1, while inhibitory spike = -1. The random spikes followed the Bernoulli distribution with $P(\text{fire}) = 0.02$ at each simulation time-steps. There are 50 receiving apical dendrites, so both the synapses weights $W_{\text{Pyr}}$ and $W_{\text{SOM}}$ have shape (50, 50). The total apical dendrites inputs are: $I_a[t] = W_{\text{Pyr}} a_+^-[t] + W_{\text{SOM}} a_-^-[t]$. Apply the anti-Hebbian rule:

$$\Delta W_{\text{Pyr}}[t] = -\eta \cdot a_+^-[t] \otimes I_a[t]$$
$$\Delta W_{\text{SOM}}[t] = -\eta \cdot a_-^-[t] \otimes I_a[t]$$

where $\otimes$ is the outer product. Later, we add an error signal onto $a_+^-[t]$. Modeling the backward error signals as Gaussian noise with standard deviation varies from 0.01 to 1.0. The results are shown in Figure 5 (a). The experiment runs 50 times, and the shaded area is the standard deviation. The results exhibit that $W_{\text{Pyr}} - W_{\text{SOM}}$ converges to near zero most of the time, which proves that the anti-Hebbian rule can tolerant certain strength of error signals.

A.2 Separate phase to align excitatory and inhibitory backward weights

Indeed, a separate phase to align backward weights benefits the training, and we assume two weights are equal when benchmarking with other BP-based methods, but this is not required. We add an experiment to compare the learning behavior with/without a separate phase as shown in Figure 5(b). Without a separate phase, the final accuracy drops a little bit due to the imperfect alignment of the excitatory and inhibitory backward weights as described in Sec 3.3 and 3.4.

A.3 Feedback weight angle alignment

We test the weight angle between our random backward weights and the transpose of the forward weights on MNIST. Since our framework satisfy sign-concordant automatically, the angle are always near 45° as shown in Figure 5(c).

Figure 5: Additional experiments

B Detailed backward microcircuits

B.1 Excitatory backward microcircuit

We propose an excitatory backward path mediated by Pyr neurons paired each with one SOM neuron, whose role is to propagate the error signals (via $W_{\text{Pyr}}$) and cancel out self-generated top-down input to the neurons in the previous layer (via $W_{\text{SOM}}$) and this way leave the backward synaptic currents encoding a pure error signal (as Sacramento et al. [16] and Yang et al. [58]). Furthermore, the pairing
of each Pyr neuron with its SOM neuron is achieved through an assembly competition mechanism. The role of this building block is to emulate the backpropagation of error signals through Pyr neurons.

As shown in the above Figure 6, the excitatory backward microcircuit has an auxiliary SOM neuron, which receives a one-on-one input current \( a_{PyS_i}^{(l)} = a_{+}^{(l)} \) from the Pyr neuron in the same layer through the synapse \( w_{PyS} \):

\[
I_{SOM_i}^{(l)}(t) = w_{PyS_i}^{(l)} \cdot a_{PyS_i}^{(l)}(t) \quad (11)
\]

In the microcircuit, a SOM neuron needs to fire a spike after receiving a spike, which works when setting the exponential decaying time constant \( \tau_s \) of the synapse \( w_{PyS} \) to be a small value. Short time constant leads to a fast exponential decaying shape of PSC. Together with a proper short refractory time window, the PSC induced by a single spike cannot induce multiple spikes of a SOM neuron.

Experimentally, we discretize the continuous-time waveforms over a set of discrete time-steps using the fixed-step first-order forward Euler method. The general dynamics of a neuron’s membrane potential \( u_i \) is described by the following equations:

\[
u_i[t + 0.5] = \left(1 - \frac{1}{\tau_m}\right) u_i[t] + \sum_j w_{ij} a_j[t + 1]. \quad (12)\]

\[
s_i[t] = H(u_i[t + 0.5] - \vartheta), \quad (13)\]

\[
u_i[t + 1] = u_i[t + 0.5](1 - s_i[t]) \quad (14)\]

When \( u_i \) reaches the threshold \( \vartheta \), a spike is generated through (13), and the membrane potential is reset to zero through (14). The dynamics of synapses is:

\[
a_i[t + 1] = \left(1 - \frac{1}{\tau_a}\right) a_i[t] + \left(\frac{1}{\tau_s}\right) s_i[t + 1]. \quad (15)\]

For the excitatory backward microcircuit, we set \( \tau_a = 1 \) for synapse \( w_{PyS} \). Then each Pyr spike induce a PSC exist on a single time-step only with value \( a_{PyS} = 1 \). We set the converged maximum value of \( w_{PyS} \) as one, so the overall input current \( (w_{PyS} \cdot a_{PyS}) = 1 \). Therefore, the threshold of SOM neurons should locate in the range of \( 0 < \vartheta < 1 \). This guarantees each excitatory Pyr spike induces an inhibitory SOM spike. We set \( \vartheta = 0.5 \) in our simulation.

The membrane potential of a SOM cell is always zero, except when it received an single time-step excitatory input: The SOM cell has \( u_i[t + 0.5] = 1 \), which leads to a spike firing \( s_i[t] = 1 \), and \( u_i[t + 1] = u_i[t + 0.5](1 - s_i[t]) = 0 \) back to zero again. In the whole process, the time constant of membrane potentials \( \tau_m \) of SOM cells does not affect the simulation, and its value is free to choose.

For the output synapses of SOM neurons, we set \( \tau_s \) of \( w_{SOM} \) equal to the \( \tau_s \) of its paired Pyr neuron’s backward synapses, so the inhibitory and excitatory PSCs can canceling each others perfectly when \( w_{PyS} = w_{SOM} \). An example waveform of the discrete time simulation is shown in Figure 7.

**B.2 Inhibitory backward microcircuits**

All the three inhibitory microcircuits are heuristically designed based on neuroscience observations. Yet we do not provide a learning rule explaining how these connections formed. Our goal in this section is to make our microcircuits’ structure clear.

Like Pyr neurons, PV neurons also have self-generated base PSC signal \( a_{b-} \) that need to be cancel out by a paired excitatory PSC \( -a_{b-} \). We achieve this through three possible microcircuits, which we will demonstrate them one by one in this section.
B.2.1 Inhibitory backward microcircuit 1

The first inhibitory microcircuit is inspired from the disinhibition connections as shown in the Figure 8 below: Each PV neuron is paired with one auxiliary SOM neuron and one auxiliary Pyr neuron.

The input current of the SOM neuron in layer \(l\) is:

\[
I_{SOM(PV)}^{(l)}(t) = w_{PVS}^{(l)} \cdot a_{PVS}^{(l)}(t) + I_{bias(SOM)}
\]  

(16)

The SOM interneuron is strongly excited by an external excitatory bias current \(I_{bias(SOM)}\), so it keeps emitting inhibitory spikes to a Pyr neuron except for when the SOM cell itself is inhibited by the PV cell. A Pyr neuron in this microcircuit receives input current:

\[
I_{Pyr(PV)}^{(l)}(t) = w_{SPy}^{(l)} \cdot a_{SPy}^{(l)}(t) + I_{bias(Pyr)}
\]  

(17)

We choose the value of \(w_{SPy}^{(l)}\) and \(I_{bias(Pyr)}\) so that the firing behavior of a pair of SOM and Pyr cells are also contrary.

Once an inhibitory spike is generated from the PV cell, it offset the bias current \(I_{bias(SOM)}\), so the SOM cell stops firing temporarily, which alleviates the Pyr cell from inhibition. The Pyr cell would then generate an excitatory output spike. This effect is known as disinhibition, which is prevalent in the brain [48].

The numerical simulation is similar as the excitatory backward microcircuit. All three cells also follow (12) - (15). An example of all neurons’ output waveforms is provided in Figure 9. In this simple example, the two fixed synapses have weights \(w_{PVS} = w_{SPy} = 1\) and the same time constant \(\tau_s = 1\). So according to (15), each spike emitted by both PV and SOM cells induces PSC \(a_{PVS} = a_{SPy} = -1\) on that time-step. The SOM cell has \(\tau_m = 1\), threshold \(\vartheta = 0.5\), \(I_{bias(SOM)} = 1\). The range of these variables needs to satisfy: \((w_{PVS} \cdot a_{PVS} + I_{bias(SOM)}) < \vartheta < I_{bias(SOM)}\). The Pyr cell has \(\tau_m = 1\), threshold \(\vartheta = 0.5\), \(I_{bias(Pyr)} = 1\). The range of these variables needs to satisfy: \((w_{SPy} \cdot a_{SPy} + I_{bias(Pyr)}) < \vartheta < I_{bias(Pyr)}\).

B.2.2 Inhibitory backward microcircuit 2

As shown in Figure 10, we decompose the whole microcircuit into two parts. The first part is the excitatory backward microcircuit where a Pyr neuron backpropagates its error with the help of a pairing SOM neuron. The second part is newly added PV neuron and its connections.
According to (4), we have:

\[
I_{a_{(PV)}}^{(l)}(t) = w_{PV}^{(l)} \cdot a_{PY}^{(l)}(t) + w_{PV}^{(l+1)} \cdot a_{PY}^{(l+1)}(t)
\]

This fixed strong connection is designed to synchronize the firing behavior of a PV neuron with its paired Pyr neuron. Naming the forward PSCs of the \(i\)th Pyr and PV neurons locate in layer \((l)\) as \(a_{PY}^{(l)}\) and \(a_{PV}^{(l)}\), we have

\[
a_{PV}^{(l)} = -a_{PY}^{(l)\cdot a_{PV}^{(l)}}^\cdot a_{PV}^{(l)}
\]

The other two connections propagate the PV cell’s error signals (via \(w_{PVPy}^{(l)}\)), and cancel out self-generated inhibitory input (via autapses \(w_{PyPy}^{(l)}\)) to the Pyr cell’s apical dendrites. The total inputs of the Pyr neuron’s apical dendrites is the top-down input \(I_{a_{(PY)}}^{(l)}\) it originally received without the PV neuron, and the two new inputs from the PV neuron:

\[
I_{a_{(PY)}}^{(l)} = I_{a_{(PY)}}^{(l)} + (w_{PVPy}^{(l)} \cdot a_{PV}^{(l)} + w_{PVPy}^{(l)} \cdot a_{PV}^{(l)})
\]

The anti-Hebbian rule is able to drive \(w_{PVPy}^{(l)} \approx w_{PyPy}^{(l)}\) as shown in Section A.1. We continue the analysis assuming these two weights are converged to \(w_{an}\) (\(an\) stands for autapses).

According to [4], we have:

\[
a_{PV}^{(l)} = a_{PV}^{(l)} - \sigma'(u)I_{a_{(PV)}}^{(l)}
\]

where \(I_{a_{(PV)}}^{(l)}\) is the total apical input currents of the PV neuron. Bring [4], (19) and (21) into (20), we have:

\[
I_{a_{(PY)}}^{(l)} = I_{a_{(PY)}}^{(l)} + (w_{PVPy}^{(l)} \cdot a_{PV}^{(l)} + w_{PVPy}^{(l)} \cdot a_{PV}^{(l)})
\]

\[
= I_{a_{(PY)}}^{(l)} + (w_{an} \cdot a_{PV}^{(l)} + (a_{PV}^{(l)} - \sigma'(u)I_{a_{(PV)}}^{(l)}))
\]

\[
= I_{a_{(PY)}}^{(l)} - w_{an} \cdot \sigma'(u)I_{a_{(PV)}}^{(l)}
\]
We solve this issue by setting the time constant of PV neurons’ membrane potential w.r.t different value of membrane potential at each time step. The resulting curve is almost flat when works exactly as the excitatory backward microcircuit. Yet the errors of a PV neuron goes through which can be absorbed into the random backward weights so it does not affect the error propagation. The third microcircuit architecture is shown in Figure 12. By connecting each PV neuron from a neurons are synchronized so they can canceling each other’s self-generated PSCs themselves Like

The approximation comes from the setting of SFA, where the apical dendrites current approximately stands for the negative derivative of loss w.r.t neurons’ output PSCs. The term is a constant, which can be absorbed into the random backward weights so it does not affect the error propagation. From , we know that the propagation of errors in a Pyr neuron works exactly as the excitatory backward microcircuit. Yet the errors of a PV neuron goes through the membrane dependent surrogate functions twice, which differs from the typical backpropagation dataflow. Because all forward inputs from previous layers are connect to the Pyr neuron, the only membrane dependent surrogate function needed is Pyr neuron’s

We solve this issue by setting the time constant of PV neurons’ membrane potential as a large number, or simply use the integrate-and-fire (IF) model for all PV neurons. Under this setting, the additional term is a constant. As shown in Figure 11, we add an experimental simulation to demonstrate the dynamics of this microcircuit.

\[
\begin{align*}
\frac{\partial L}{\partial a_{PV}} & = \sigma'(u_{PV}) \frac{\partial L}{\partial u_{PV}} = \sigma'(u_{PV}) \frac{\partial L}{\partial u_{PV}} \\
\frac{\partial L}{\partial a_{PV}} & = \sigma'(u_{PV}) \frac{\partial L}{\partial a_{PV}} \\
\frac{\partial L}{\partial a_{PV}} & = \sigma'(u_{PV}) \frac{\partial L}{\partial a_{PV}} \\
\frac{\partial L}{\partial a_{PV}} & = \sigma'(u_{PV}) \frac{\partial L}{\partial a_{PV}} \\
\end{align*}
\]

The Pyr backward signal is:

\[
\begin{align*}
\alpha_{PV}^{(l)} & = \alpha_{PV}^{(l)} + \sigma'(u_{PV}) I_{PV}^{(l)} I_{PV}^{(l)} \\
& = \alpha_{PV}^{(l)} + \sigma'(u_{PV}) \left( I_{PV}^{(l)} - u_{PV}^{(l)} \right) \\
& = \alpha_{PV}^{(l)} + \sigma'(u_{PV}) \left( 1 - u_{PV}^{(l)} \right) \\
\end{align*}
\]

In Figure 11(a)’s first subplot, we show that the firing behavior of PV and Pyr neurons synchronized successfully. As previous microcircuit, for the fixed weight synapse we set PV’s threshold to make sure that each Pyr spike can charge the PV’s membrane potential to move over its threshold. In the second subplot, we add a small sinusoidal signal simulating apical dendrites injected error of the PV neuron. For visualization purpose, we multiplied the summed signal by a factor of 150 when plotting. One can observe that the firing behavior of the PV neuron changes. In the third subplot, we plot the sinusoidal signal together with the change of the PV’s output PSC. The two signals are clearly negatively correlated (for visualization purpose, we multiplied the error signal by a factor of 400). In Figure 11(b), we repeat this process 100 times, and plot the correlation slope w.r.t different value of membrane potential at each time step. The resulting curve is almost flat when , so it satisfied our assumption that is a constant.

**B.3 Inhibitory backward microcircuit 3**

The third microcircuit architecture is shown in Figure 12. By connecting each PV neuron from a Pyr neuron through a strong fixed connection as in inhibitory backward microcircuit 2, The two neurons are synchronized so they can canceling each other’s self-generated PSCs themselves Like

Figure 11: Inhibitory backward microcircuit 2 simulation

In Figure 11(a)’s first subplot, we show that the firing behavior of PV and Pyr neurons synchronized successfully. As previous microcircuit, for the fixed weight synapse we set PV’s threshold to make sure that each Pyr spike can charge the PV’s membrane potential to move over its threshold. In the second subplot, we add a small sinusoidal signal simulating apical dendrites injected error of the PV neuron. For visualization purpose, we multiplied the summed signal by a factor of 150 when plotting. One can observe that the firing behavior of the PV neuron changes. In the third subplot, we plot the sinusoidal signal together with the change of the PV’s output PSC. The two signals are clearly negatively correlated (for visualization purpose, we multiplied the error signal by a factor of 400). In Figure 11(b), we repeat this process 100 times, and plot the correlation slope w.r.t different value of membrane potential at each time step. The resulting curve is almost flat when , so it satisfied our assumption that is a constant.
the inhibitory backward microcircuit 2, a PV neuron only receives forward inputs from a paired Pyr neuron:

$$I^{(l)}_{PV}(t) = w^{(l)}_{PyPV} \cdot a^{(l)}_{PyPV}(t)$$ (24)

Naming the partial derivative of loss w.r.t the membrane potential of their next layer as $\partial L/\partial u^{(l+1)}$, the apical dendrites input currents of Pyr and PV neurons are $B^{(l+1)}_{Py} \cdot (\partial L/\partial u^{(l+1)})$ and $B^{(l+1)}_{PV} \cdot (\partial L/\partial u^{(l+1)})$. They only differ on the magnitude of the random values in the backward matrix $B$. Therefore, the information they carried is duplicated. Using the one located in the Pyr neuron’s apical dendrites only to adjust the input synaptic weights is sufficient.

C Equivalence to SFA

D Detailed experimental setups

When running on the MNIST and CIFAR10 datasets, we use inhibitory backward microcircuit 2 or 3. Both of which requires a pairing behavior between Pyr and PV neurons within the same layer. The inhibitory backward microcircuit 1 performs poorer than the other two, which gained 98.35% best accuracy on the MNIST dataset, and failed to gain any meaningful results on the CIFAR10 dataset (accuracy always near 10%).

For a fair comparison, we divided each layer half-half: half of the neurons are excitatory Pyr neurons, and the other half are inhibitory PV neurons. In which case the neurons number are the same. We violate the well-observed 80%/20% Exc/Inh ratio. We hypothesize that neurons involved in the cortical structure not only support computation, but also facilitate many other important functions, such as maintaining stability. However, our work only focuses on computational/learning functions.

Moreover, if we change the error backpropagation from layer-by-layer (FA) to direct feedback (DFA), the ratio can be brought closer to 80%/20%. In DFA, only neurons in the output layer broadcast errors backwards, so only each neuron in the output layer needs one-to-one pairing of an auxiliary neuron. FA and DFA are just two error propagation schemes. They can all be build on our bio-plausible fabrics.

Ideally, convolutional layer and pooling layer are not bio-plausible. So we also tested the network performance with only fully-connected layers. With no hidden layer, the network gains 62.3% accuracy; with one hidden layer, which has 100 Pyr neurons and 100 PV neurons, the network gains 90.4% accuracy. With two hidden layers, each has 100 Pyr and 100 PV neurons, the network gains 94.8% accuracy.

Since both datasets’ inputs are normalized, which means there are data in both positive and negative. However, negative values cannot charge a spiking neuron to generate a spike. Therefore, we allow the weights of the input layer to be both positive and negative.

D.1 Training setups for different datasets

D.1.1 MNIST

The MNIST dataset contains 60,000 training images and 10,000 testing images. We set the batch size to 64, the number of training epochs to 200, and the learning rate to 0.0005 for the adopted...
AdamW optimizer [57]. The images were converted to continuous-valued multi-channel currents applied as the inputs to the SNN under training. Moreover, data augmentations using RandomCrop and RandomRotation were applied to improve performance [59].

D.1.2 CIFAR10

The CIFAR10 dataset [56] contains 50,000 training images and 10,000 test images. We trained the SNN for 600 epochs with a batch size of 50 and a learning rate 0.0005 for the AdamW optimizer [57]. The input image coding strategy used for the MNIST dataset was also adopted here. Moreover, data augmentations including RandomCrop, ColorJitter, and RandomHorizontalFlip [59] were applied. The convolutional layers were initialized using the kaiming uniform initializer [60], and the linear layers were initialized using the kaiming normal initializer [60].

D.2 Assembly competition experiment

When running the experiment, we set the time constant of both membrane potential and post synaptic current as 1 time step. The learning rate = 0.1, and the update rule is

$$
\Delta W = \eta \ast (a_{\text{Pyr}} \otimes a_{\text{SOM}} - 0.5) \odot W \odot (1 - W)
$$

(25)

In the above equation, $\otimes$ is the outer product, $\odot$ is the elementwise product. Each element in $a_{\text{Pyr}}$ equal to 1 when the Pyr neuron fires, and equal to 0 when not fire. Each element in $a_{\text{SOM}}$ equal to $-1$ when the Pyr neuron fires, and equal to 0 when not fire. $W$ is initialized randomly following a uniform distribution $U(0, w_{\text{max}})$ ranging from zero to the max allowed weights $w_{\text{max}}$. The value of $w_{\text{max}}$ is free to choose, and would not impact the success of simulation in certain range (In our setting, $w_{\text{max}}$ can ranging in $[0\vartheta, 3\vartheta]$, where $\vartheta = 1$ is the SOM cell’s threshold). Name a weight from Pyr cell $j$ to SOM cell $i$ as $w_{ij}$, we have $\Delta w_{ij} = a^+ w_{ij}(w_{\text{max}} - w_{ij})$, if $i$ and $j$ fires together, and $\Delta w_{ij} = a^- w_{ij}(w_{\text{max}} - w_{ij})$ otherwise (We set $a^+ = 0.05$, and $a^- = -0.05$. These two constants does not affect the simulation much, and even imbalance values work). All weights are soft-bounded by the dynamic learning rate $w_{ij}(w_{\text{max}} - w_{ij})$ [52], which has smaller value when a weight is moving closer to the boundary.

E Limitations of this work

E.1 Violation of the well-observed Excitatory/Inhibitory neurons’ 80%/20% ratio

The main idea of our current framework is based on layer-by-layer backpropagation. We notify that our framework violates the 80%/20% ratio. We hypothesize that neurons involved in the cortical structure not only support computation, but also facilitate many other important functions, such as maintaining stability. However, our work only focuses on computational/learning functions. Moreover, if we change the error backpropagation from layer-by-layer (FA) to direct feedback (DFA), the ratio can be brought closer to 80%/20%. In DFA, only neurons in the output layer broadcast errors backwards, so only each neuron in the output layer needs one-to-one pairing of an auxiliary neuron. FA and DFA are just two error propagation schemes. They can all be build on our bio-plausible fabrics.

E.2 Neurons’ anatomies are not fully justified

The ability for the various dendritic regions to engage in distinct computations from their soma is not fully accepted and is the subject of much ongoing research [61][62]. We do not claim our model including two-compartments Pyr & PV cells and single compartment SOM cells is the computational framework of the real brain, but only a possible simplified modeling choice.