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Abstract. In this paper we generate and systematically classify all prime
planar knotoids with up to 5 crossings. We also extend the existing list of
knotoids in $S^2$ and add all knotoids with 6 crossings.

1. Introduction

The theory of knotoids forms a diagrammatic theory of open-ended oriented
arcs that extends knot theory and it was introduced in 2012 by Turaev [27]. The
notion of knotoids is defined through the different equivalence classes of open-ended
diagrams up to a specific set of isotopy moves (Fig. 1). Each equivalence class gives
rise to a particular knotoid type. Several studies appeared recently that either
extend concepts from knot theory to the case of knotoids or are dedicated studies
on the theory of knotoids [3, 4, 14, 15, 16, 17, 18].

Even though the classification of knotoids is interesting on its own merit, our
motivation for this work comes from biology. Knotoids can be considered as pro-
jections of open-ended embedded curves in 3-space [14, 21]. For this reason they
are used in the topological characterization of protein structures [12, 13, 8, 7]. Prote-
in chains fold into conformations that in the case of some proteins reproducibly fold into open-ended knots. Knotted proteins re-
tained their entangled structure throughout evolution despite the fact that their
folding is less efficient and slower than the folding of unknotted proteins of similar
size. [20, 5, 25]. Apparently, the knotted structure of some proteins, gives them
advantages that cannot be achieved otherwise (see for example [28, 24, 6]). Having
a topological characterization of proteins is needed for better understanding of the
relation between structure and function of knotted proteins. Earlier methods for
the topological characterization of proteins (e.g. [20]) required the artificial closure
of the protein chain in order to form a knot, altering, thus, its geometry. Analyzing
protein structures using the concept of knotoids not only preserves their geometry
but also provides a more detail overview of a protein’s topology [12], especially
when the analysis uses planar knotoids [19].

In this paper we provide a systematic classification of all planar knotoids with
up to 5 crossings. We also extend the table of known knotoids in $S^2$ [2, 19] and we
add to it all knotoids with six crossings. The classification is up to reversion and
up to three different types of symmetry-related involutions presented in Fig. 2. We
propose a two-number notation of knotoids, where the first number indicates the
minimal number of crossings and the second number indicates the rank of a given
knotoid type among all knotoids types with the same minimal number of crossings.
The rank is based on a total order of the corresponding realizable extended Gauss
codes of a given type of knotoids. Our notation is consistent with both the planar
and the $S^2$ case. It includes also all knot-type knotoids which are given the same
notation as their corresponding knots in the Rolfsen table [1].

2. Knotoids

Knotoids are oriented, open-ended, knot-like objects that are conveniently rep-
resented by knotoid diagrams. Knotoid diagrams are defined formally as a generic
immersion of the interval $[0, 1]$ into $\mathbb{R}^2$ or the sphere $S^2$. Only finitely-many
double-points or self-intersections of the diagram are allowed, while the ends of the
interval are mapped to distinct points called the tail and the head of the diagram
respectively. Additional information is included at the double points indicating
which arc goes under and which goes over. A knotoid diagram is usually oriented
from tail to head. Furthermore, the endpoints are considered fixed in the local
region of the diagram that they lie, meaning that they are not allowed to cross
over or under any arc of the diagram. Two diagrams that can be deformed to one
another using planar isotopy or isotopy in $S^2$, and a finite sequence of moves called
the Reidemeister moves ($\Omega$-moves), are considered equivalent. The $\Omega$-moves are
performed locally on a diagram and always away from the endpoints (See Fig. 1).
Different knotoid types are represented by different equivalence classes of knotoid
diagrams. The definition of knotoids can be generalized to any orientable surface.
For example, virtual knotoids are introduced in [14].

Figure 1. The three Reidemeister moves and the two forbidden
moves for knotoid diagrams.

There are four involutive operations that can be defined on knotoid diagrams
[27]. Reversion, $\text{rev}(k)$, reverses the orientation of a knotoid diagram. Symmetry,
$\text{sym}(k)$, reflects a knotoid diagram with respect to the vertical line $0 \times \mathbb{R} \subset \mathbb{R}^2$
and can be extended to a self-homeomorphism of $S^2 \cong \mathbb{R}^2 \cup \infty$ by $\infty \mapsto \infty$. The
next involution that can be defined on knotoids is the mirror reflection, $\text{mir}(k)$, that
changes undercrossings to overcrossings and vice versa (see Fig 2). The composition
of the mirror reflection and the symmetry is called rotation, $\text{rot}(k)$, and it can be
thought of as the rotation of a knotoid $k$ around the axis that passes through the
endpoints [3].

There is a natural way to obtain a knot diagram from a knotoid diagram by
connecting the endpoints with an arc that passes always under the rest of the
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Figure 2. Reversing the orientation of a knotoid $k$ with the reversal involution (A). The symmetry, mirror reflection and rotation involutions applied on the knotoid $k$ (B).

diagram. A different knot may be obtained if the closure arc passes always over all other arcs. Planar knotoid diagrams with both endpoints in the outer region of the diagram are called knot-type knotoids (see Fig. 3A) and they are identified with their corresponding knot [27]. In $S^2$ it is sufficient for a knot-type knotoid to have both endpoints in the same region. Proper knotoids are those knotoids that have exactly one endpoint in the outer region of the diagram and every knotoid in $S^2$ can be represented by a proper knotoid [27].

We call rotatable the knotoids that are isotopic to their rotation involution. Knot-type knotoids are known to be rotatable [3]. Achiral are the knotoids that are isotopic to their mirror reflection while strongly achiral are those knotoids that are both rotatable and achiral. Achiral knots correspond to strongly achiral knot-type knotoids.

Finally, it is worth mentioning that non-equivalent planar knotoids may become equivalent when they are considered in $S^2$ [27]. This is because we are free to move arcs around the surface of the sphere using isotopy. For example in Figure 3 knotoids B and C are not equivalent as planar knotoids but are equivalent as $S^2$-knotoids.

Figure 3. (A) A knot-type knotoid, (B) a proper knotoid and (C) a planar knotoid that is neither knot-type nor proper.

3. KNOTOID INVARIANTS

Our classification algorithm uses a number of knotoid invariants in order to distinguish non-isotopic knotoid diagrams. For the case of knotoids in $S^2$ we use the arrow polynomial [14]. The case of planar knotoids proved more challenging
and so we used a combination of two different methods, the loop arrow polynomial and the double-branched covers of knotoids [3].

3.1. The arrow polynomial. The arrow polynomial is based on the oriented state expansion of the bracket polynomial and it was initially defined in [9] as an invariant for virtual knots. It is a Laurent polynomial that takes values in the ring \( \mathbb{Z}[A, A^{-1}, m_1, m_2, \ldots] \), where \( m_i \) are an infinite set of independent commuting variables that also commute with the variable \( A \). In [14] it has been extended to the cases of classical knotoids in \( S^2 \) and virtual knotoids. The arrow polynomial can be defined recursively using the skein relation and the set of rules shown in Fig. 4 that involve smoothings with matching or conflicting orientations of arcs. Smoothing a crossing in a disorienting way results in a pair of cusps. If the acute angles of two consecutive cusps are in the same local region of the diagram, then they can be cancelled out (see Fig. 5). Otherwise, if the acute angles of two consecutive cusps are in different local regions of the diagram then the cancelation is not possible. Each state includes a number of circular components and a long segment component, all of which may contain a number of consecutive cusps. The arrow polynomial assigns a new variable to each long segment of a state with a number of surviving cusps. In particular, two consecutive surviving cusps form a zigzag and a long segment with 2k surviving cusps is evaluated at \( m_k \).

\[
\begin{align*}
\langle X \rangle &= A \langle \tilde{X} \rangle + A^{-1} \langle \tilde{X} \rangle \\
\langle Y \rangle &= A^{-1} \langle \tilde{Y} \rangle + A \langle \tilde{Y} \rangle \\
\langle K \rangle &= (A^{-2} - A^2) \langle K \rangle \\
\langle \cdots \rangle &= m_k \\
\langle \tilde{\cdots} \rangle &= 1
\end{align*}
\]

Figure 4. The skein relation and the axioms of the arrow polynomial.

3.2. The loop arrow polynomial. The loop arrow polynomial is the extension of the arrow polynomial to the case of planar knotoids and it was first mentioned in [13]. It is a Laurent polynomial that takes values the ring:

\[ \mathbb{Z}[A, A^{-1}, v, m_1, m_2, \ldots, w_1, w_2, \ldots, p_1, p_2, \ldots, q_1, q_2 \ldots] \]
where the $m_i, w_j, p_k, q_\ell$ are all infinite sets of independent commuting variables

\[
\langle \begin{array}{c} 1 \ 2 \\ \end{array} \rangle = w_i \\
\langle \begin{array}{c} 1 \ 2 \\ \end{array} \rangle = p_k \\
\langle \begin{array}{c} 1 \ 2 \\ \end{array} \rangle = q_\ell \\
\langle \begin{array}{c} \end{array} \rangle = v_k
\]

Figure 6. The additional rules that the loop arrow polynomial has to satisfy.

that also commute with the each other but also with variables $A$ and $v$. The loop arrow distinguishes two different types of zigzags and it assigns one of the variables $m_i$ or $w_i$, depending on the type of zigzag. Furthermore, the loop arrow polynomial assigns different variables to circular components that enclose the long segment with or without any of the two types of zigzags. The additional rules of Fig. 6 together with those of the arrow polynomial, define recursively the loop arrow polynomial.

3.3. Double-branch covers of knotoids. A planar knotoid diagram can be embedded in $\mathbb{R}^3$ in the following way [14]. We identify the plane where the planar knotoid diagram lies in with $\mathbb{R}^2 \times \{0\} \subset \mathbb{R}^3$ and we push the over-crossings in the upper half-space and the under-passes in the lower half-space. The endpoints of the diagram lie on and can move along two infinite lines that are perpendicular to the plane. Using the methods of [3] we consider a planar knotoid diagram as an embedded arc inside the cylinder $D^2 \times I$. The double-branched cover of the cylinder over the two infinite lines is the solid torus $S^1 \times D^2$. Under this operation, a planar knotoid diagram is associated to a knot in the solid torus and its knot type is a knotoid invariant. Therefore, if two planar knotoid diagrams correspond to non-equivalent knots in the solid torus then they are non-isotopic.

In brief, the process of finding the pre-image of a planar knotoid diagram $k$ in its double branch cover is as follows. Consider $k$ lying inside a disk and extend two lines, one from each endpoint towards the boundary of the disk. Cut and open the disk along those lines (see Fig. 7). Next, two copies of the cut and opened disk are considered, that we isotope them so that each cut opposes its copy and then we glue them using an appropriate homeomorphism. The result is a knot in the annulus which lifts to a knot in the solid torus.

4. Encoding diagrams
4.1. **Gauss Codes.** In order to classify all planar knotoids up to five crossings, we would like to encode their diagrams in a way that is easily handled by a computer. One of the standard notations for encoding knot diagrams as well as knotoid diagrams in $S^2$, that fulfills this criterion, is the oriented Gauss code.

The oriented Gauss code is a pair that consists in the *Gauss word* which is a sequence of labels that are assigned to a diagram’s crossings as one, starting from the tail of a diagram, travels around the diagram and a sequence of the signs of each of the crossings of the diagram. Each crossing appears twice in the Gauss word since the crossings are encountered twice during this trip, once as an undercrossing and once as an overcrossing. To indicate in the Gauss word an undercrossing we add a “-” before the label and to indicate an overcrossing we add a “+”. The length of a Gauss word is $2n$, where $n$ is the number of crossings of the diagram while the length of the signs’ sequence is $n$. The oriented Gauss code together with the set of signs represents uniquely a knot or a knotoid diagram in $S^2$ up to isotopy.

For planar knotoids, we adapt to our case the extended oriented Gauss code [10, 11]. More specifically, we attach to the oriented Gauss code a third piece of information, that is the list of labels of arcs that are adjacent to the outer or unbound region of the diagram. The labels are assigned to the arcs by travelling around the diagram and labelling arcs as we meet them. Note that the labelling of the arcs starts from 0 and each time we pass through a crossing it increases by one. The extended oriented Gauss code allows the unique encoding of a planar knotoid diagram, up to isotopy. For example, the planar knotoid diagram in Figure 8 corresponds to the following extended Gauss code:

$$1 \ -2 \ -1 \ 2 \ ++ \ 1 \ 3$$

4.2. **A total order on Gauss codes.** Following [10, 11], we impose a total ordering on all (extended) oriented Gauss codes. The codes are ordered by taking into consideration the following:

i. The length of the Gauss word.

ii. The ordering $\ -1 \ < \ 1 \ < \ -2 \ < \ \ldots \ < \ -n \ < \ n$ of the crossings of a diagram.
iii. The ordering $- < +$ of the signs of the crossings.
iv. The length of the third part of the code (outer region).
v. The ordering $0 < 1 < 2 < \ldots$ of the arcs touching the outer region of the diagram.

Note that steps iv and v are required only for the case of planar knotoids. For example, the code

$$-1 \ 1 \ + \ 1$$

comes before the code

$$1 \ -2 \ -1 \ 2 \ - - \ 1 \ 3$$

which, in turn, precedes

$$1 \ -2 \ -1 \ 2 \ - - \ 0 \ 2 \ 3.$$

Finally, an (extended) oriented Gauss code, $G$, is called reducible if there exists a finite sequence of $\Omega$-moves that transforms it to a code $G'$ of smaller order. The resulting code is called a reduction of $G$ and we say that $G$ accepts a reduction \cite{10, 11}. Note that $G$ and $G'$ represent the same knotoid.

5. Reidemeister moves and oriented Gauss codes

Using the oriented Gauss code, one can encode the application of $\Omega$-moves on a knotoid diagram in $S^2$. Let $w_i, i \in I$ be a subword of the Gauss word and let $A, B, C, \ldots$ be individual crossings. Then, applying or removing an $\Omega_1$-move has the following effect on a Gauss word:

$$\pm A \mp A w \longleftrightarrow w$$

There are two cases for the application or removal an $\Omega_2$-move on a Gauss word, which depend on the orientation of the arcs that take part in the $\Omega_2$-move move:

$$\pm A \pm B w_1 \mp A \mp B w_2 \longleftrightarrow w_1 \ w_2$$
$$\pm A \pm B w_1 \mp B \mp A w_2 \longleftrightarrow w_1 \ w_2$$

Finally, we have the following four cases for the application of an $\Omega_3$-move:

$$\pm A \pm B w_1 \mp A \pm C w_2 \mp B \mp C w_3 \longleftrightarrow \pm B \pm A w_1 \mp C \mp A w_2 \mp C \mp B w_3$$
$$\pm A \pm B w_1 \mp A \mp C w_2 \mp B \mp C w_3 \longleftrightarrow \pm B \mp A w_1 \mp C \mp A w_2 \mp B \mp C w_3$$
$$\pm A \pm B w_1 \mp C \mp A w_2 \mp B \mp C w_3 \longleftrightarrow \pm B \mp A w_1 \pm C \mp A w_2 \mp B \mp C w_3$$
$$\pm A \pm B w_1 \mp C \mp A w_2 \mp B \mp C w_3 \longleftrightarrow \pm B \mp A w_1 \pm C \mp A w_2 \mp B \mp C w_3$$

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{knotoid_diagram}
\caption{A labeled knotoid diagram. The black numbers correspond to the crossings while the red ones to the arcs.}
\end{figure}
The set of signs is affected in the following way: A positive or negative $\Omega_1$-move one an arc, adds or removes a negative or positive crossing, a $\Omega_2$-move adds or removes two consecutive opposing signs while a $\Omega_3$-move just reorders the set of signs.

6. $\Omega$-moves, planar diagrams and the outer region

As mentioned in Section 4.1, for the case of planar knotoids we use the extended oriented Gauss code that contains also the information of which arcs are adjacent to the unbounded region of the diagram. Therefore, when performing $\Omega$-moves on an extended oriented Gauss code, one has to keep track also of how the third part of the code is affected by the applied $\Omega$-move. Before discussing how the $\Omega$-moves affect the third part of the extended oriented Gauss code of a knotoid diagram, we will make a digression on how to can determine the local regions of a knotoid diagram.

6.1. Local regions of diagrams. If the over/undercrossing information of a knotoid diagram $k$ is ignored, one obtains a planar graph where the vertices correspond to the crossings of $k$ and the edges to the arcs of $k$. There are two additional vertices that correspond to the endpoints $k$, making the number of vertices equal to $n + 2$, where $n$ is the number of crossings of $k$. This graph is called the underlying graph of $k$ [14] and it will be denoted by $G$. In what follows, it will be very helpful to know which arcs of the diagram bound each of the regions of $G$ and also which arcs touch the outer region of the diagram, that is the unbounded region of the plane.

In order to determine the arcs of the local regions of a diagram, we consider $G$ and work as follows: Starting from an endpoint, travel around the graph and we label all arcs as we meet them. Next, pick a vertex that corresponds to a crossing and then pick an edge that is adjacent to that vertex. Move in a clockwise fashion and follow the closed path on the graph that loops back to the chosen edge. Each time a new edge is met, we note its label. If during the trip around the loop an endpoint is met, we go around it. Note that each edge is adjacent to two local regions, except the two edges that are directly connected to an endpoint. This process is repeated for all edges. For example, the regions of the diagram in Fig. 9 are:

- $r_1 : 0, 2, 3$
- $r_2 : 1, 4, 2$
- $r_3 : 3, 1$

![Figure 9](image-url)  
**Figure 9.** Computing the arcs that bound the local regions of a knotoid diagram. The knotoid diagram is on the upper left corner of the figure while its underlying graph can be seen in the lower right.
Having knowledge of all local regions of a knotoid diagram, we can now start studying how the application of Reidemeister moves alters the third part of the extended oriented Gauss code. There is a number of cases to consider, especially for the second Reidemeister move and for this reason, we shall discuss this in a separate section.

If a Reidemeister move is applied to arcs that don’t touch the outer region of the diagram then the third part of the extended oriented Gauss code (or, for simplicity, Gauss code) doesn’t change. In what follows, we shall discuss how the application of a Reidemeister move on an arc that touches the outer region of the diagram affects the third part of a Gauss code. Recall that this part of a Gauss code contains, in increasing order, the labels of the arcs that touch the outer region of the diagram. Note also that for this, we consider the diagrams flat since the sign of a crossing doesn’t contribute to the third part of a Gauss code.

6.2. Reidemeister I. The $\Omega_1$-move creates or removes a crossing that divides an arc into three subarcs or merges them into a single one respectively. Consequently, the initial labels of the arcs of the diagram following $a$ are shifted by 2 or -2 after the application of the move. There are two possible results for the third part of the Gauss code after the move. In the first case (Fig. 10.I) the kink that is introduced by the move doesn’t touch the outer region and so the third part, after renumbering the arcs, becomes:

$$\ldots, a, \ldots \rightarrow \ldots, a, a + 2, \ldots$$

In the second case the kink touches the outer region (Fig. 10.II) or an arc that contains an endpoint is involved (Fig. 10.III) and so we have that:

$$\ldots, a, \ldots \rightarrow \ldots, a, a + 1, a + 2, \ldots$$

![Reidemeister I](image)

**Figure 10.** Reidemeister I on outer regions. The shaded region corresponds to the outer region of the diagram.

6.3. Reidemeister II. The application of the $\Omega_2$-move divides each one of the two arcs into three subarcs. The initial labels of the arcs following arc $a$ shift by $\pm 2$ while the arcs following arc $b$ are shifted additionally by $\pm 2$. For example, assume that the third part of a Gauss code contains the arcs $a$, $b$, $c$, with $a < b < c$, and that we apply an $\Omega_2$-move between arcs $a$ and $b$. The new arcs $a + 1$ and $a + 2$ that are introduced shift the labels of both of the arcs $b$ and $c$ by 2. The $\Omega_2$-move
however splits, the already shifted, arc $b$ into three subarcs with labels $b + 2$, $b + 3$ and $b + 4$. This means that the label of $c$ is shifted once more by 2 and therefore the third part of the Gauss code after the application of an $\Omega_2$-move becomes: $a, \ a + 1, \ a + 2, \ b + 2, \ b + 3, \ b + 4, \ c + 4$.

Depending on whether the arcs involved in the $\Omega_2$-move are parallel or antiparallel, on whether they both touch the outer region or not, and also on whether they include endpoint(s) of the diagram or not, we distinguish four different cases for the $\Omega_2$-move which we discuss separately below. Note that in all cases but

**Figure 11.** The two different choices for the outside region of a knotoid diagram after an $\Omega_2$-move.

one that are discussed, the application of a crossing increasing $\Omega_2$-move creates two different regions, that both can be chosen as the outer region of the knotoid diagram. This, in turn, yields two different (non-minimal) diagrams respectively (see Fig. 11). When a crossing decreasing $\Omega_2$-move is applied, these two regions merge to a single region.

**Figure 12.** The Reidemeister II move and how it is affecting the outer region of a knotoid diagram. The shaded region in the left-hand side indicates the outer region of the diagram. (A) The two arrows indicate the two arcs touching the outer region that participate in the RII move. In the right hand side the two different shadings indicate the two possible choices for the outer region for each case. (B) Same as before with the difference that the big black dot corresponds to an endpoint. Observe that a region bleeds over the endpoint.

**Case 1: Both arcs of touch the outer region.** We distinguish two cases that depend on whether the arcs are parallel or antiparallel (Fig. 12.A)).
i. If the arcs are anti-parallel we have the following two choices:

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a, b + 4, \ldots
\]

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 2, b + 2, \ldots
\]

ii. If the arcs are parallel, then we have:

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a, b + 2, \ldots
\]

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 2, b + 4, \ldots
\]

**Case 2: Both arcs of touch the outer region and one of the arcs contains an endpoint.** The two candidate outer regions for this cases are described in the following two cases (see Fig.12(B)).

i. If the arcs are anti-parallel the two potential outer regions are:

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a, a + 2 b + 3, b + 4, \ldots
\]

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 2, b + 2, b + 3, \ldots
\]

ii. If the arcs are parallel, then we have:

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 2, b + 4, \ldots
\]

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a, b + 2, \ldots
\]

**Case 3: Both arcs of touch the outer region and both contain endpoints.** Once again we distinguish the cases where the two arcs are parallel or anti-parallel (see also Fig.13).

i. If the arcs are anti-parallel the two potential outer regions are:

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 1, a + 2, b + 2, b + 3, b + 4 \ldots
\]

\[
\ldots, a, b, \ldots \leftrightarrow \ldots, a + 2, b + 2, \ldots
\]
ii. 

\[ \ldots, a, b, \ldots \leftrightarrow \ldots, a, a + 1, a + 2, b + 2, b + 3, \ldots \]
\[ \ldots, a, b, \ldots \leftrightarrow \ldots, a + 1, a + 2, b + 2, b + 4, \ldots \]

**Figure 14.** Reidemeister II on outer regions (cont.). The RII move between an arc that touches the outer region and one that lies in the inner part of the diagram. The result is the same if the arcs are parallel or anti-parallel.

**Case 4: Only one arc touches the outer region.** In this last case there is only one possible outcome after applying an $\Omega_2$-move (see also Fig. 14):

\[ \ldots a, b, \ldots \leftrightarrow \ldots a, a + 2, b + 3, \ldots \]

Finally, we discuss how the third Reidemeister move affects the outer region of a diagram.

**Figure 15.** Reidemeister III move and the outer region. In this example, the arc the moves during the RIII move is the arc $a_1$.

6.4. **Reidemeister III.** Notice that the RIII move involves three arcs of the diagram that form a triangular region and let $a_1, a_2, a_3$ be those arcs. Opposite from an arc $a_i$ and adjacent to the intersection of the other two arcs, lies a local region of the diagram, $r_i$, $i = 1, 2, 3$ (see Fig. 15). If the region $r_i$ is a subset of the outer region of the diagram or not and if the arc $a_i$ is in the outer region or not, we have the following two cases:

- if $r_i \subseteq$ outer region $\leftrightarrow$ outer region $+ a_i$
- if $r_i \nsubseteq$ outer region and $a_i \in$ outer region $\leftrightarrow$ outer region $\setminus a_i$
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6.5. **Gauss codes and involutions.** Applying each of the involutions on a knotoid diagram has the following effects on its Gauss code.

**Reversion:** The reversion involution reverses and renumbers the Gauss word and reverses the list of signs. Finally, it reverses and renumbers the list of arcs the are adjacent to the outer region:

$$1 \cdot 2 \cdot 3 \cdot -1 \cdot -3 \leftrightarrow 2 \leftrightarrow -1 \cdot 2 \cdot 1 \cdot 3 \cdot -3 \cdot -2 \leftrightarrow 4$$

**Mirror reflection:** The mirror reflection involution changes the under-crossings to over-crossings and vice versa as well as the signs of the crossings in the second part of the Gauss code:

$$1 \cdot -2 \cdot 1 \cdot 2 \leftrightarrow 0 \cdot 2 \cdot 3 \leftrightarrow -1 \cdot 2 \cdot 1 \cdot -2 \leftrightarrow 0 \cdot 2 \cdot 3$$

**Symmetry:** The symmetric involutions changes the signs of the crossings in the Gauss code.

$$1 \cdot -2 \cdot 1 \cdot 2 \leftrightarrow 0 \cdot 2 \cdot 3 \leftrightarrow -1 \cdot 2 \cdot 1 \cdot -2 \leftrightarrow 0 \cdot 2 \cdot 3$$

**Rotation:** The rotation involution changes under-crossings to over-crossings and vice versa.

$$1 \cdot -2 \cdot 1 \cdot 2 \leftrightarrow 0 \cdot 2 \cdot 3 \leftrightarrow -1 \cdot 2 \cdot 1 \cdot -2 \leftrightarrow 0 \cdot 2 \cdot 3$$

7. **Classification algorithm**

Recall that knotoids are equivalence classes of knotoid diagrams, where the equivalence relation is generated by isotopy and $\Omega$-moves away from the endpoints. Without loss of generality, we can assume that the representative diagram of each class is minimal, that is, it is a diagram with the minimal number of crossings among all diagrams within the same equivalence class.

A knotoid is called composite, if it can be written as a product of two other knotoids [27]. Knotoids that are not composite shall be called primes. Our goal is to classify, up to all involutions, all extended oriented Gauss codes that correspond to planar knotoid diagrams with up to 5 crossings and determine a unique representative diagram for each isotopy class. The representative is defined as the smallest diagram within a class in terms of the order of Section 4.2. From this point on, abusing notation, we use the term prime for both the isotopy class and its representative diagram. Our classification algorithm was implemented in python python 2.7. We also took the opportunity and applied the same algorithm to generate all prime knotoids in $S^2$ with up to 6 crossings.

7.1. **Generate all extended oriented Gauss codes.** We start by generating all possible oriented Gauss codes, that is, all possible tuples whose first entry is a word of length $2n$ in the alphabet $\pm 1, \pm 2, \ldots, \pm n$ and the second entry is a word of length $n$ in the alphabet $-, +$. In total, there are $(2n)! \cdot 2^n$ possible oriented Gauss codes but not all of them represent a knotoid diagram. Such Gauss codes will be called nonrealizable. The realizability criterion that we followed is based on [22].

For each of the realizable oriented Gauss codes, we determine the local regions of their corresponding knotoid diagram and each time we pick a different one as its outer region. In this way, one obtains all realizable extended oriented Gauss codes. Since a knotoid diagram with $n$ crossings has $n+1$ local regions, the total number of realizable Gauss codes is $(\# \text{ realizable oriented Gauss codes}) \times (n+1)$. This is summarized in Table 1. For the case of planar knotoids with up to five crossings we have found in total 832904 realizable diagrams, while for the case of knotoids
Table 1. Realizable extended oriented Gauss codes.

| Planar Crossings | Diagrams | In $S^2$ Crossings | Diagrams |
|------------------|----------|--------------------|----------|
| 1                | 8        | 1                  | 4        |
| 2                | 120      | 2                  | 40       |
| 3                | 2112     | 3                  | 528      |
| 4                | 39840    | 4                  | 7968     |
| 5                | 781824   | 5                  | 130304   |
| Total            | 832904   | Total              | 2363766  |

in $S^2$ with up to six crossings there are 2363766. Since a realizable Gauss code corresponds to a diagram, from now on we will use the terms “(planar) diagram” and “(extended) oriented Gauss code” interchangeably.

7.2. Isotopy classes of knotoid diagrams. This step describes the algorithm that determines the different isotopy classes of knotoid diagrams with up to 5 crossings for the case of planar knotoids. In what follows, we first describe the building blocks of the algorithm before discussing the algorithm itself. The case of $S^2$-knotoids with up to 6 crossings is analogous, except where specifically mentioned.

1. Partitioning. For the case of planar knotoids, we partition the set of all diagrams using both the loop arrow polynomial and their double-branched cover, since this way we obtain a finer partition. In fact, even though the double-branched cover is in principle a stronger invariant than the loop arrow polynomial, there are pairs of knotoids that are distinguished only by the latter invariant. More details on this are provided in Section 8.1.1. Each subset of the partition contains all Gauss codes that correspond to all planar diagrams having the same loop arrow polynomial and the same double-branch cover. The case of $S^2$-knotoids is simpler, as the arrow polynomial is sufficient to obtain a full classification. For knotoids in $S^2$, each subset of the partition contains all diagrams with the same arrow polynomial. The loop arrow polynomial and the arrow polynomial for each diagram have been computed using Knoto-ID [8]. The computation of the double-branched cover for planar diagrams has been implemented in python 2.7.

2. Reachability Graph. For each subset of the partition we create a reachability graph. The reachability graph is an undirected graph where each node corresponds to a diagram, while an edge between two nodes means that the corresponding diagrams are related either via a $\Omega$-move or via reversion. There is a one-to-one correspondence between connected components of the graph and isotopy classes, assuming that all possible sequences of $\Omega$-moves and reversions have been added to the reachability graph.

The graph is initially populated with nodes corresponding to all planar diagrams with up to 5 crossings. Edges corresponding to all possible crossing-decreasing $\Omega_1$-moves and $\Omega_2$-moves, all possible $\Omega_3$-moves as well as reversions are then added to the reachability graph.

3. Random walk. After step 2, the reachability graph doesn’t contain any edges that correspond to crossing-increasing $\Omega$-moves. However, to connect all diagrams in the same isotopy class, one has to consider also crossing-increasing moves. Since
it is not possible to exhaustively enumerate all possible Reidemeister moves, the algorithm performs a random walk of predetermined length in the graph by applying a randomly chosen sequence of $\Omega$-moves, including crossing-increasing moves. The length of the random walk is empirically set to 10,000 steps. Note that throughout the random walk, diagrams with more than five crossings can be created. Whenever this happens, an edge is added only when the random walk reaches a diagram with up to five crossings, summarizing a sequence of $\Omega$-moves. Since the increase in the number of crossings happens through the application of Reidemeister moves, we are ensured that we never leave the isotopy class. Furthermore, consecutive applications of crossing-increasing moves will not contribute to finding a path connecting two components and so we bias our approach by giving higher probability of application to crossing-reducing $\Omega_1$ and $\Omega_2$ moves than to their crossing-increasing counterparts. The $\Omega_3$-move gets the same probability of application as the crossing reducing moves because applying an $\Omega_3$-move will never result in a diagram with increased number of crossings. The ratio of crossing reducing/preserving moves to crossing increasing moves is set empirically to 2:1. Once the random walk reaches its predefined length, the algorithm attempts to reduce the resulting diagram by systematic application of crossings-reducing $\Omega$-moves. If the reduction of the diagram leads to a diagram already in the graph, then an edge between the corresponding nodes of the graph is added. Note that the algorithm does not add nodes to the graph for any intermediate step in the random walk that corresponds to a diagram with more than five crossings since this would be computationally too costly.

4. Diagram status. In this step, we go through all subsets of the partition and we determine the connected components of each corresponding graph. For each connected component, if the component contains a node marked as composite (see next step), we mark all nodes of the component as composite. Otherwise, we mark as candidate prime the smallest diagram in terms of the order of Section 4.2 and all other diagrams within the connected component are ignored.

If the corresponding reachability graph contains a unique connected component, it is marked as terminated and it is ignored for the rest of algorithm. If it doesn’t contain a composite diagram, the smallest diagram in terms of the order of Section 4.2 is marked as prime and all other diagrams are marked as not prime.

5. Composite diagrams. Since the double-branch cover detects the trivial planar knotoid [3, Theorem 1.8], we know that the corresponding reachability graph will have a single connected component corresponding to the set of all trivial planar diagrams with up to 5 crossings. For the case of knotoids in $S^2$, since there is no equivalent result for the arrow polynomial available, we repeatedly perform Step 3 on the subset of the partition containing the trivial knotoid diagram, until we obtain a single connected component corresponding to the set of all trivial diagrams in $S^2$ with up to 6 crossings. Next, ignoring the reachability graph corresponding to trivial knotoids, we consider all possible candidate primes throughout all partitions and all possible products of diagrams that result in a composite knotoid diagram with 5 or less crossings. Not all combinations of planar knotoids yield a valid composite diagram. In fact, at least one diagram of the product must have one endpoint in the outside region of the diagram. Once we have a viable combination of planar diagrams, it is straightforward to produce a composite knotoid using the (extended) oriented Gauss codes since one has to concatenate the Gauss codes,
relabel the crossings and arcs of the second diagram and recompute the outer region of the diagram (See Figure 16).

![Diagram](image)

**Figure 16.** The composition of two planar knotoids and the corresponding extended oriented Gauss codes. We note with red the labels of the crossings of the second diagram, before renumbering, as well as its corresponding crossings. The outer region of the composite diagram is the same as the outer region of the first diagram.

The case of $S^2$-knotoids is simpler since any knotoid in $S^2$ can be represented by a diagram that has one endpoint in the unbound region of the diagram [27]. A pair of planar knotoids yields up to four diagrams while a pair of $S^2$-knotoids yields exactly four diagrams.

6. **The algorithm.** The algorithm for the determination of all isotopy classes of knotoid diagrams starts by partitioning the set of all diagrams using polynomial invariants (Step 1). Reachability graphs are then created for each subset of partition (Step 2). An initial round of random walks is performed for each subset of partition, starting one random walk for each node in the graph (Step 3). For each subset of partition, diagrams are then marked as either prime or candidate prime (Step 4). The goal of this initial round of random walks is to reduce the number of candidate primes, so as to minimize the computational cost for the next step, which is the evaluation of composite diagrams (Step 5). After this step, the algorithm repeatedly applies rounds of random walks (Step 3) for all reachability graph not marked as terminated, followed by a determination of the status of each diagram (Step 4). The algorithm terminates when each subset of the partition are marked as terminated in Step 4, i.e. all graphs have a unique connected component.

7.3. **Prime diagrams up to all involutions.** So far, the algorithm has focused on determining all isotopy classes of planar knotoid diagrams with up to five crossings. In this step we consider the isotopy class of a knotoid up to all of its involutions.

We start by merging the graphs corresponding to subsets of the partition related by mirror reflection, symmetry and mirror symmetric reflection. Note that the reversion involution has been already considered in Step 2 of Section 7.2. For each
node, edges corresponding to all involutions are then added to the reachability graph, thus connecting isotopy classes related by involutions. We finally apply Step 4 in order to obtain the status of each diagram from each reachability graph and then we extract the list of primes.

7.4. **Knotoid naming conventions.** In this final step, we name the representatives of all distinct isotopy classes, up to involutions. All prime (planar) knotoids are labelled using the scheme $X_Y$, where $X$ is the minimal number of crossings of the knotoid and $Y$ is its relative position among all knotoids with the same number of crossings. Note that, since several different planar knotoids may correspond to the same knotoid in $S^2$, it is possible that diagrams may change label depending on whether they are considered on the plane or in $S^2$. Moreover, the order of Section 4.2 doesn’t guarantee that knot-type knotoids will get the label that their corresponding knots have in the Rolfsen table notation. In order to avoid this, we impose the following additional order on the representative of the isotopy classes of planar knotoid diagrams:

**Knot-type knotoids < proper knotoids < non-proper knotoids.**

Since any $S^2$-knotoid that is not a knot-type can be represented by a proper knotoid, our naming scheme is consistent even if we restrict to the case of $S^2$ knotoids. Knot-type diagrams follow the labels of the Rolfsen table, while the diagrams within each of the other two categories follow the order of Section 4.2.

The table of all planar knotoids with up to 5 crossings can be found in Appendix A, while the table of all knotoids in $S^2$ with up to 6 crossings can be found in Appendix B. All knotoid diagrams were plotted using a modified version of the knot plotting function found in SageMath.

8. **Results**

8.1. **Planar knotoids.** In this case our algorithm doesn’t meet the termination criterion as there are 6 subsets within the partition, each containing a graph with two connected components. The unresolved cases can be seen in Table 2. There are a few interesting observations to be made here.

We observe that in each pair, both diagrams represent the same knotoid in $S^2$, because they have the same oriented Gauss code. However, they have different extended oriented Gauss codes, since each time a different region of the $S^2$-knotoid is marked as the outer region of the planar diagram.

Consecutive applications of longer random walks didn’t reveal a connection between the two components in any of these cases. For this reason, we hypothesize that each of these pairs represent a pair of non-isotopic planar knotoid diagrams. Under this hypothesis, the summary of the tabulation of all 5-crossing planar knotoids is shown in Table 3 and in Appendix A.

Strongly achiral is, as expected, the knot-type knotoid 41, while achiral are the knotoids 22, 42, 44, 4103, 4148. Table 4 lists all rotatable planar knotoids per number of crossings.

8.1.1. **Comparing invariants.** In this section we take the opportunity to compare the loop arrow polynomial to the method of double-branched covers of knotoids. To do so, we count the number of isotopy classes that each of these methods independently distinguish.
### Table 2. The six unresolved pairs.

| Planar Knotoids | Crossings | Primes | Rotatable | Achiral | Strongly Achiral |
|-----------------|-----------|--------|-----------|---------|-----------------|
|                 | 1         | 1      | 1         | 0       | 0               |
|                 | 2         | 6      | 3         | 1       | 0               |
|                 | 3         | 26     | 12        | 0       | 0               |
|                 | 4         | 154    | 41        | 5       | 1               |
|                 | 5         | 950    | 163       | 0       | 0               |
| Total           | 1137      | 220    | 6         | 1       |

Table 3. Prime planar knotoids with up to 5 crossings, assuming that all entries in Table 2 are non-isotopic pairs.

As shown in Table 3, the number of isotopy classes distinguished by the method of branched covers is equal to 1121, while those that are distinguished by the loop arrow polynomial is 916. The number of isotopy classes are distinguished by both invariants is 912. This suggests that the method of double branched covers is clearly stronger than the loop arrow polynomial. However, there are 4 diagrams that distinguished by the loop arrow but not by the double branched covers method.

In fact, the knotoids $5_5$ and $5_{146}$ lift to knots in the solid torus that have the same Jones polynomial:

$$-A^{16}v + A^{12}v^3 - 2A^8v^3 + 2A^8v + A^4v^3$$

and so they are not distinguished by the double-branched cover. The loop arrow polynomial, however, manages to distinguish them:

$$5_5 : -A^2v + A^6v + A^8$$
The other pair of knotoids that the double-branched cover doesn’t distinguish is $3_{37}$ and $4_{37}$. In the case, the Jones polynomial for both lifts in the solid torus is:

$$-A^{-12}v^3 + A^{-12}v^2 + A^{-8}v^3 - A^{-8}v$$

The loop arrow polynomial for each case is:

$$3_7 : -A^6v - A^8p_1 - 2A^{10}m_1 - A^8$$

Table 4. All rotatable planar knotoids.

| Crossings | Rotatable knotoids |
|-----------|-------------------|
| 1         | $1_1$             |
| 2         | $2_3, 2_5, 2_6$   |
| 3         | 3_1, 3_9, 3_11, 3_12, 3_15, 3_16, 3_21, 3_22, 3_23, 3_24, 3_25, 3_26 |
| 4         | 4_27, 4_28, 4_41, 4_42, 4_43, 4_62, 4_63, 4_64, 4_65, 4_72, 4_73, 4_81, 4_92, 4_93, 4_94, 4_96, 4_101, 4_109, 4_113, 4_114, 4_115, 4_116, 4_120, 4_130, 4_131, 4_132, 4_139, 4_140, 4_141, 4_142, 4_143, 4_144, 4_145, 4_146, 4_149, 4_150, 4_151, 4_152, 4_153, 4_154 |
| 5         | 5_1, 5_2, 5_99, 5_100, 5_146, 5_167, 5_168, 5_183, 5_184, 5_185, 5_195, 5_196, 5_197, 5_198, 5_202, 5_203, 5_229, 5_268, 5_270, 5_328, 5_329, 5_332, 5_333, 5_344, 5_345, 5_348, 5_366, 5_369, 5_370, 5_371, 5_372, 5_383, 5_384, 5_385, 5_388, 5_393, 5_394, 5_395, 5_396, 5_397, 5_398, 5_399, 5_400, 5_413, 5_419, 5_450, 5_451, 5_452, 5_458, 5_459, 5_444, 5_454, 5_552, 5_553, 5_554, 5_563, 5_565, 5_575, 5_576, 5_577, 5_578, 5_579, 5_580, 5_988, 5_989, 5_997, 5_998, 5_999, 5_1000, 5_1001, 5_1002, 5_1003, 5_1007, 5_1008, 5_1011, 5_1012, 5_1013, 5_928, 5_931, 5_932, 5_933, 5_934, 5_936, 5_937, 5_938, 5_939, 5_940, 5_941, 5_942, 5_943, 5_944, 5_945, 5_946, 5_947, 5_948, 5_949, 5_950 |

Table 5. Comparing the strength of the loop arrow polynomial versus the double-branched cover.

| # isotopy classes | Loop arrow polynomial | Double-branched cover |
|-------------------|-----------------------|-----------------------|
| 916               | 1121                  |

$$5_{146} : -A^2w_1 - A^2v - A^2m_1 - 2A^4 - A^4q_1 - A^4p_1 - A^6w_1 - A^6v - A^6m_1 - A^8$$
\[ 4_{37} : A^4 + A^4 m_2 + A^6 + p_2 + 2A^6 m_1 + A^8 p_1 + A^8 m_2 \]

We note here that, despite being a weaker invariant than the double branched cover method, the loop arrow polynomial is significantly faster in terms of computational speed. The double-branched cover method is computationally costly since the pre-image of a knotoid in the solid torus is a significantly larger knot diagram, in terms of number of crossings. This has an impact on the computational speed of the invariant that we choose to evaluate the resulting knot diagram.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Crossings} & \text{Primes} & \text{Rotatable} & \text{Achiral} & \text{Strongly Achiral} \\
\hline
1 & 0 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 & 0 \\
3 & 2 & 1 & 0 & 0 \\
4 & 8 & 0 & 0 & 1 \\
5 & 24 & 5 & 0 & 0 \\
6 & 121 & 7 & 3 & 1 \\
\hline
\text{Total} & 156 & 13 & 3 & 2 \\
\hline
\end{array}
\]

Table 6. Prime \( S^2 \)-knotoids with up to 6 crossings.

8.2. **Knotoids in \( S^2 \).** Using the algorithm in Section 7 and the arrow polynomial, we systematically classified all knotoids in \( S^2 \) up to 6 crossings. Contrary to the case of planar knotoids, the algorithm terminates after distinguishing all isotopy classes of \( S^2 \)-knotoids. The results are summarized in Table 6. Compared to the table with up to five crossings [2], we found one missing entry, knotoid \( 5_{24} \) in our notation, which confirms the findings of [18]. Here we rearrange the knotoids with up to five crossings so that they follow the total order of Section 4.2 and we extend the table so that it includes also all knotoids with six crossings.

| Crossings | Rotatable knotoids |
|-----------|--------------------|
| 1         | –                  |
| 2         | –                  |
| 3         | 3_1                |
| 4         | –                  |
| 5         | 5_1, 5_2, 5_15, 5_17, 5_18 |
| 6         | 6_1, 6_2, 6_62, 6_80, 6_85, 6_87, 6_96 |

Table 7. All rotatable knotoids in \( S^2 \).

In the case of \( S^2 \)-knotoids, there are three achiral knotoids, \( 6_{54}, 6_{86}, 6_{120} \), and two strongly achiral knotoids, the knot-type knotoid \( 4_1 \) and \( 6_3 \). Finally, there are thirteen rotatable knotoids that are shown in Table 7 and in Appendix B.
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Appendix A. Planar knotoids

We distinguish the different type of knotoids using the following colour-code. Labels in red correspond to knot-type knotoids, labels in blue correspond to $S^2$-isotopy representative when it is seen as a planar knotoid and labels in black to planar knotoids.
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Appendix B. Knotoids in $S^2$

We distinguish the different type of knotoids using the following colour-code. Labels in red correspond to knot-type knotoids and labels in black to $S^2$-knotoids.
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