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ABSTRACT. We prove the global stability of the Minkowski space viewed as the trivial solution of the Einstein-Vlasov system. To estimate the Vlasov field, we use the vector field and modified vector field techniques developed in [FJS15; FJS17]. In particular, the initial support in the velocity variable does not need to be compact. To control the effect of the large velocities, we identify and exploit several structural properties of the Vlasov equation to prove that the worst non-linear terms in the Vlasov equation either enjoy a form of the null condition or can be controlled using the wave coordinate gauge. The basic propagation estimates for the Vlasov field are then obtained using only weak interior decay for the metric components. Since some of the error terms are not time-integrable, several hierarchies in the commuted equations are exploited to close the top order estimates. For the Einstein equations, we use wave coordinates and the main new difficulty arises from the commutation of the energy-momentum tensor, which needs to be rewritten using the modified vector fields.
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1. Introduction

This paper establishes the stability of the Minkowski space $(\mathbb{R}^{1+3}, \eta)$ viewed as the trivial solution to the Einstein-Vlasov system

\begin{align}
Ric(g) - \frac{1}{2}R(g)g &= T[f], \\
T_g(f) &= 0.
\end{align}

Here $g$ is a Lorentzian metric on a 4-dimensional manifold, $Ric(g)$ and $R(g)$ the Ricci and scalar curvatures of $g$, $f$ is a massive Vlasov field, $T[f]$ its energy-momentum tensor and $T_g$ is the geodesic spray vector field. The Minkowski space is then the simplest solution to these equations with $f = 0$.

We refer to sections 2.1 and 2.2 as well as [Ren04; Ehl73; Rin13] for a presentation of the equations and the terminology used here. We recall that the system (1.1)-(1.2) admits an initial value problem formulation which is, at least when the initial data enjoy sufficient regularity, locally well-posed [CB71; Rin13]. We are therefore interested in the global Cauchy problem for this system, that is to say we want to understand the asymptotics of the solutions.

The Einstein-Vlasov system is actively used in astrophysics and cosmology. It describes a statistical ensemble of self-gravitating particles which interact only indirectly through the Einstein equations. It is in fact the natural fully general relativistic analogue of the Vlasov-Poisson system\footnote{We refer to the classical [Ghn96] for a presentation of the Vlasov-Poisson and related kinetic systems.}, replacing Newtonian mechanics by general relativity.

1.1. The vacuum problem. At least from a PDE perspective, there are two fundamental differences between the Poisson and the Einstein equations. The Poisson equation is elliptic and linear in the gravitational potential, while the Einstein equations are (after a suitable gauge choice) hyperbolic and non-linear in the metric components. In particular, in Newtonian mechanics, no matter source implies no gravitational force, while in general relativity, there are plenty of non-trivial, vacuum solutions to the Einstein equations $Ric(g) = 0$. Thus, the stability of the Minkowski space for the vacuum Einstein equations is a necessary starting point. This problem was solved in full generality by Christodoulou and Klainerman [CK93] (see also [LR10; BZ09] and [LR05; Fri83]).

Let us recall some of the main features of the problem and its proof. The vacuum Einstein equations can be recast in so-called wave coordinates as a system of quasilinear wave equations and the stability of the Minkowski space then corresponds to a small data global existence result for this system. For any quasilinear system of wave equations, controlling the non-linearities requires higher order estimates of the solutions, that is to say estimates obtained after commutation of the equations with well chosen vector fields, so as to control a high number of derivatives of the solutions. These vector fields typically arise from the symmetries of the linearised equations. For the wave equation, they are thus the Killing and (some of the) conformal Killing fields of Minkowski space. One then combines these higher order estimates with weighted Sobolev inequalities linked to the equations (this is the vector field method of Klainerman [Kla85b]) to prove decay estimates for the non-linear terms\footnote{There are many other ways to establish decay estimates, though the vector field method is certainly the most robust one. In particular, we stress that a standard strategy for quasilinear wave equations consists in using the basic vector field method and energy estimates to obtain first, rough, decay estimates for the solutions under weak assumptions, and, only in a second step, use another method, for instance, integral estimates and representation formulas, to obtain improved decay estimates.}.

It is well known that the case of three spatial dimensions is critical for this type of questions. In higher spatial dimensions, linear waves enjoy stronger decay properties, so that such small global existence results always hold for general quasilinear wave equations [Kla85b], while in dimension 3, small data global existence is linked to structural properties of the equations and blow up is known to occur in some cases [Joh81]. A general criterion that guarantees small data global existence is the null condition of Klainerman [Kla86]. Essentially, for a solution to the free wave equation, it is well known that derivatives tangential to the light-cone decay faster than the transversal ones and the null condition ensures that each non-linear product contains derivatives tangential to the light-cone.

The null condition is however not satisfied in the wave coordinate formulation of the Einstein equations [CB00]. Thus, the strategy of [CK93] exploits another formulation of the Einstein equations, where the main energy estimates control the curvature rather than the metric itself. Another key element of [CK93] is the construction of an optical function, and then vector fields, which are tied to the characteristics of the spacetime, or equivalently, to the null cones of the metric\(^3\).

Even though the Einstein equations in wave coordinates do not satisfy the null condition, the stability of the Minkowski space was subsequently obtained in this gauge in [LR05; LR10]. The key observation is that the Einstein equations still enjoy a weak version of the null condition, of which a trivial example is provided by the system

\begin{equation}
\square u = \partial_t v \cdot \partial_t v, \\
\square v = 0,
\end{equation}

where \(u\) and \(v\) are two scalar functions defined on \(\mathbb{R}_t \times \mathbb{R}^3\). The second equation is linear, thus the first is simply a linear inhomogenous wave equation and obviously the solutions of this system do not blow up.

In the case of the Einstein equations, this trivial example is replaced by a hierarchy of wave equations for the metric components. Moreover, in order to control the non-linear terms not satisfying the null condition, the wave gauge condition \(\square_g x^\alpha = 0\) for the coordinates \(x^\alpha\) is used extensively.

### 1.2. The mass problem.

Recall that an initial data set for the vacuum Einstein equation \(Ric(g) = 0\) is given by \((\Sigma, g_0, k)\), where \((\Sigma, g_0)\) is a smooth Riemannian manifold and \(k\) is a symmetric 2-tensor field, such that \((\Sigma, g_0, k)\) solves the constraint equations

\begin{align*}
R(g_0) - |k|^2 + tr_{g_0}(k)^2 &= 0, \\
\text{div} k - d(tr_{g_0}k) &= 0,
\end{align*}

where \(R(g_0)\) is the scalar curvature of \((\Sigma, g_0)\), \(|k|^2 = k_{ij}k^{ij}\), \(tr_{g_0}k = k_{ij}g_0^{ij}\), \([\text{div} k]_j = (g_0)^i_{j} \nabla^i k_{ij}\), with \((g_0)^i_{j}\) the Levi-Civita connection of \(g_0\).

In the case of perturbations of the Minkowski space, one considers initial data such that \(\Sigma = \mathbb{R}^3\) and the data are asymptotically flat i.e. \(g_0\) tends to the Euclidean metric and \(k\) tends to 0 as \(|x| = r \to \infty\). The positive mass theorem [SY79; Wit81] then implies that \(g_0 = \delta_E (1 + 2m/r) + o(r^{-1-\rho})\), where \(\delta_E\) is the Euclidean metric, \(\rho > 0\) and where \(m > 0\) unless the initial data correspond to an initial data set induced by the Minkowski space, in which case the solution of the evolution problem must naturally coincide with Minkowski space.

\(^3\)Interestingly, the null cones of the constructed spacetimes eventually diverge logarithmically compared to the cones of Minkowski space, as a remnant of the failure of the null condition.
The positive mass theorem limits the possible radial decay of the initial data. In particular, one cannot consider compact initial data for which the metric perturbations would be all contained in some ball of finite radius. The closest one can get from those are initial data corresponding to the Schwarzschild metric outside some compact set. We refer to [Cor00; CD02; CS06] for general methods leading to the construction of such data.

For a solution of the linear wave equation in Minkowski space $\Box \psi = 0$, the interior decay of \( \psi \), i.e. estimates of the form $|\psi(t, x)| \lesssim C(R) \frac{1}{(1+|x|)^n}$ for $|x| < R$, is directly related to the amount of radial decay of the initial data for $\psi$. The stronger the decay, the higher the value of $p$. In view of the $r^{-1}$ behavior of the initial data for the perturbations, this implies that, even at the linearised level, we cannot expect interior decay faster than $t^{-1}$ for the metric perturbations $|g - \eta|$ and $t^{-2}$ for their first derivatives $|\partial g|$.

1.3. Einstein-matter systems. Consider now a coupled system of the form

\begin{align}
\text{(1.4)} & \quad R\text{ic}(g) - \frac{1}{2} g R(g) = T[\psi], \\
\text{(1.5)} & \quad \nabla g(\psi) = 0,
\end{align}

where $T[\psi]$ is the energy-momentum tensor of some matter field $\psi$, itself subject to an evolution equation depending on the metric $g$, which we write schematically as (1.5).

If $\psi$ solves a wave equation, as in the scalar field case $\Box_g \psi = 0$ or the Maxwell equations, the matter equation (1.5) can be treated by the same methods as the Einstein equations themselves. In particular, one can commute the Einstein equations and the matter equations by the same vector fields and thus extend the vacuum stability results to these cases [LR10; BZ09; Loi09; Spe12].

One of the simplest models for which this approach does not readily work is the Einstein-Klein-Gordon system, where the matter field $\psi$ is a scalar function solving the Klein-Gordon equation

\begin{equation}
\Box_g \psi - \psi = 0,
\end{equation}

and where the energy momentum tensor is given by

\[ T[\psi] = d\psi \otimes d\psi - \frac{1}{2} g \left( g(\nabla \psi, \nabla \psi) + \psi^2 \right). \]

The Klein-Gordon equation shares many properties with the wave equation, but it has less symmetries. In particular, it enjoys poor commutation properties with respect to the scaling vector field $S = x^\alpha \partial_\alpha$. Moreover, in dimension 3, the interior decay for $\partial \psi$ is limited by $\frac{1}{r^{2/3}}$, which is weaker than the maximal interior decay one can obtain for the first derivatives of the metric components in the vacuum case. It does enjoy on the other hand stronger decay near the light cone than a pure wave. Finally, the classical vector field method of Klainerman for Klein-Gordon fields [Kla93] typically requires the use of a hyperboloidal foliation, while the analysis of the vacuum Einstein equations as in [CK93; LR10] uses only a foliation by standard, asymptotically flat, spacelike hypersurfaces as well as a foliation by null cones.

In view of (or despite) the above difficulties, the stability of the Minkowski space for the Einstein-Klein-Gordon system was only recently obtained in [LM15] (see also [Wan16]). In some sense, this is the first stability result (in three spatial dimensions, without symmetry or cosmological constant) for an Einstein-matter system which cannot be obtained by a direct extension of the methodology of the vacuum case.

1.4. The Einstein-Vlasov system. The Einstein-Vlasov system (1.1)-(1.2) couples the Einstein equations to kinetic theory. For particles of mass $m_p$, the Vlasov field $f$ is a
1.5. Statement of the results. The main result of this paper can then be stated as follows.

**Theorem 1.1.** Let \((\Sigma = \mathbb{R}^3, g_0, k, f_0)\) be an initial data set for the Einstein-Vlasov system which coincides with a Schwarzschild initial data set of mass \(m \geq 0\) outside from a ball of radius \(R > 0\).

Let \((M, g, f)\) be the unique\(^5\) maximal globally hyperbolic development of the given initial data set and denote by \(i: \Sigma \to M\) the embedding of \(\Sigma\) into a Cauchy hypersurface of \(M\) given by the local existence theorem.

Let \(N \geq 14, q \geq 3\) and \(\epsilon > 0\). Assume that 
\[
||h - \delta_E||_{H^N(|x| < R)} + ||k||_{H^{N-1}(|x| < R)} + m^2 \\
+ ||(1 + |v|^2)^{q/2}f_0||_{W^{N+3,1}(\mathbb{R}^3)} + ||(1 + |v|^2)^{q+2}f_0||_{W^{N-2,1}(\mathbb{R}^3)} \leq \epsilon,
\]
where \(\delta_E\) is the Euclidean metric and \(m\) the mass of the Schwarzschild metric for \(|x| \geq R\).

Then, there exists \(\epsilon_0(R) > 0\) such that if \(\epsilon \leq \epsilon_0(R)\), there exists a global system of wave coordinates \((t, x)\) on \(\mathbb{R}^4 \cong M\) such that, \(t\) is a temporal function, \(i(\Sigma) = \{t = 2\}\) and with \(K := \{(t, x) / |x| < t - 1\}\), for \((t, x) \in J^+(i(\Sigma)) \setminus K\), \(g\) coincides with the Schwarzschild metric of mass \(m\), while for \((t, x) \in K \cap J^+(i(\Sigma))\), we have
\[
E_N[g](\rho) \leq D_Ne^0D_{N+1/2}^1, \\
E_{N-2q+2}[f](\rho) \leq D_Ne^0D_{N+1/2}^1, \\
E_{N,q}[f](\rho) \leq D_Ne^0D_{N+1/2}^1, \\
||g(t, x) - \eta||_{\mathcal{L}^2} \leq D_Ne^1(1 + t)^{-1} + D_{N+1/2}^1,
\]
where \( \rho = \sqrt{t^2 - |x|^2} \) denotes a hyperboloidal time function, \( D_N \) is a constant depending only on \( N \) and \( \mathcal{E}_N[f] \), \( E_{N,q}[f] \) are energy norms depending on up to \( N \) derivatives of \( f \) and \( g \).

In particular, \((M,g)\) is future causal geodesically complete.

**Remark 1.2.** A similar statement holds for the past of \( i(\Sigma) \). Moreover, redefining some of the coordinates, we can shift the slice \( \{t = 2\} \) to any other \( t = \text{const} \) slice.

**Remark 1.3.** The norms \( \mathcal{E}_N(g) \) and \( E_{N,q}(f) \) are defined in (2.9) and (7.1), respectively. The index \( q \) in \( E_{N,q}(f) \) refers to the number of additional \( v \) weights, so that \( E_{0,0}(f) \) correspond to the natural energy norm of \( f \). The norms \( |||f|||_{H_N} \) and \( |||f|||_{W^{N+3,1}} \) which we use for the initial data are standard Sobolev norms.

**Remark 1.4.** When \( |\alpha| \geq N - 2 \), we prove \( L^2 \) decay estimates for source terms of the form \( T[\tilde{K}^n(f)] \) arising in the wave equations. These require more regularity for the Vlasov field, hence three extra derivatives are required for the initial datum of \( f \).

**Remark 1.5.** We refer to the body of the proof for many extra details concerning the asymptotics of the solutions. For instance, for \( q' \geq 0 \) sufficiently small (in particular \( q' = 0 \), corresponding to the basic energy norm), we prove bounds \( E_{N-2,q}(f) \lesssim \epsilon \) without growth. Moreover, we obtain sharp pointwise decay estimates on the components of the energy-momentum tensor \( T[f] \) as well as its derivatives.

**Remark 1.6.** The geodesic completeness is a direct consequence of the asymptotics of the metric and its derivatives. See for instance [LR05], Section 16.

**Remark 1.7.** For simplicity, we have considered initial data which coincides with the Schwarzschild data outside of a compact set. Since we use a hyperboloidal foliation, our results do not extend immediately to more general data that would allow the Vlasov field to have non-compact support in the \( x \) variable. We note however that the method of this paper are readily applicable (with slightly different asymptotics) for initial data such that \( f \) is initially supported in \( \mathcal{B}_x \times \mathbb{R}^3_+ \), for some compact set \( \mathcal{B}_x \), and the data for the metric is such that the analysis of [CK93] or [LR10] is applicable. Indeed, in that case, using a standard domain of dependence argument, the solution is vacuum outside from the domain of influence of \( \mathcal{B}_x \) and we can repeat the analysis of [CK93] or [LR10] in that region. As is clear from the proof of our theorem, the techniques of this paper do not depend on the exact nature of the asymptotics of the metric at spatial and null infinity. In particular, we prove our main propagation estimates for the Vlasov field using only weak interior decay for the metric coefficients (\( ||\partial g||(t,x) \lesssim t^{-3/2+\delta} \) for \( |x| < \frac{1}{2} \)).

**Remark 1.8.** A similar stability result has been obtained independently by Lindblad and Taylor [LT].

**Remark 1.9.** In this paper, we consider only massive particles but a large part of our analysis can be extended to the massless case. In particular, the estimates of sections 4 and 5 do not make use of the strict positivity of the mass of the particles and one could easily modify the remainder of the paper to cover the massless case as well. In fact, an important simplification in the massless case arises from the strong interior decay for velocity averages of massless Vlasov fields.

1.6. **Key elements of the proof and main difficulties.**
1.6.1. The coupling. At the linear level, the Vlasov equation is given by the free transport equation on Minkowski space
\[ v^\alpha \partial_{x^\alpha} f = 0, \]
for \( f := f(t, x, v), \quad (x^\alpha) = (t, x) \in \mathbb{R}^{1+3}, \quad (v^\alpha) = (v^0, v^i), \) with \( v^0 = \sqrt{m_p^2 + |v|^2}, \)
\( (v^i) \in \mathbb{R}^3. \) In particular, for massive particles, \( m_p > 0, \) the characteristics of the Vlasov equation are the timelike geodesics, while for massless particles \( m_p = 0, \) the characteristics are the null geodesics, as for the wave or the Einstein equations.

As in the case of the Einstein-Klein-Gordon equations (1.4)-(1.6), the coupling is non-trivial.

- Kinetic equations such as the Vlasov equation are intrinsically of different nature compared to wave equations. The domain of definition of the unknown \( f \) is a different manifold (\( \mathcal{P} \)) and the coupling through the energy-momentum tensor \( T[f] \) takes the form of velocity averages of \( f, \) i.e. (weighted) integrals in \( v \) of \( f. \) In fact, the Einstein-Vlasov system is a system of integro-partial-differential equations and not a pure PDE system.
- For massive particles, the characteristics are different from those of the wave equation. For the free transport operator, they are given by the timelike curves \( \left(t, t \frac{v^i}{\sqrt{1 + |v|^2}} \right). \) Note that for high velocities \( |v| \to +\infty, \) these curves approach the null curves \( (t, \omega^i t), \) where \( \omega^i = \frac{v^i}{|v|} \in S^2. \) For low \( |v|, \) we do expect to face the difficulty of an equation that does not share the characteristics of the wave equation. On the other hand, for large \( |v|, \) we expect the difficulties associated with pure wave equations, such as the slow decay of transversal derivatives to the light-cone, to also be an issue. This difficulty naturally disappears for distributions which are of compact \( v \) support initially, but we treat here initial data which are merely integrable in \( v \) against a measure \( (1 + |v|^2)^{1/2} dv. \)

1.6.2. Commuting the Vlasov equation using complete lifts. Another important difficulty arise from commuting the Vlasov equation.

Recall that we cannot expect to control the behaviour of the metric components without commuting the Einstein equations. In view of the coupling, this implies that we must estimate \( K^N T[f], \) where \( K^N \) is a differential operator of order \( N. \) In flat space, where \( g \) is the Minkowski metric \( \eta, \) we have
\[ T_{\alpha\beta}[f] = \int_{v \in \mathbb{R}^3} f v^\alpha v^\beta \frac{dv}{\sqrt{m_p^2 + |v|^2}}, \]
so that, for any vector field \( K = K^\alpha \partial_{x^\alpha}, \)
\[ KT[f] = T[K(f)]. \]
The vector fields \( K \) are those that commute with the flat wave operator, i.e. the Killing and conformal Killing fields\(^7\) of Minkowski space.

In general, if \( K \) is a Killing vector field on a Lorentzian manifold, \( K(f) \) does not readily make sense, since \( f \) is defined on a different manifold. Thus, one needs first to lift \( K \) to \( \mathcal{P}. \) There are several such possible lifts, but the one we consider here is the complete lift of \( K, \) denoted \( \hat{K}. \) Complete lifts have the following properties.

\(^7\)We note that they are many variants of these methods. In particular, one can commute only with a subalgebra of the full algebra of Killing and conformal Killing fields (see for instance \([KS96]\)), or, in another setting, one can commute with vector fields containing only radial weights, as in \([DR10]\).
• The complete lift operation lifts vector fields on \( M \) to vector fields on \( TM \).
• If \( K \) is Killing, then \( \hat{K} \) is tangent to the submanifold \( \mathcal{P} \) of \( TM \). In particular, for any regular distribution \( f \) defined on \( \mathcal{P} \), \( \hat{K}(f) \) is well-defined.
• If \( K \) is Killing, \( \hat{K} \) commutes with the geodesic spray vector field \( T_g \).
• If \( K \) is Killing, \( \mathcal{L}_K T[f] = T[\hat{K}(f)] \), where \( \mathcal{L}_K \) is the Lie derivative in the direction of \( K \).

In [FJS15], we exploited such a geometric treatment of the commutation properties of the Vlasov equation to extend the traditional vector field method of Klainerman for wave equations to the class of transport equations of Vlasov type\(^8\). In particular, we established Klainerman-Sobolev inequalities for velocity averages of Vlasov fields and gave an illustration of our method to obtain (almost) sharp asymptotics for the 3-dimensional massless and the \( n \geq 4 \) massive Vlasov-Nordström systems.

1.6.3. Non-integrable decay and the modified vector fields. While it seems that working with complete lifts would thus solve the difficulties involved with commuting the Vlasov equation and the energy-momentum tensor, for a general perturbation of Minkowski space, one should not expect any of the original Killing fields to remain Killing, so that none of the above properties can be directly applied. As a first step, one can write the Vlasov equation in coordinates, and then commutes the Vlasov equation with coordinate equivalents of the original vector fields of Minkowski space. For instance, let us write schematically the Vlasov equation as

\[
T_g(f) = v^\alpha \partial_{x^\alpha} f + Q(\partial g, v, v) \partial_v f,
\]

for some multi-linear form \( Q \), and consider a Lorentz boost \( Z_i = t \partial_{x^i} + x^i \partial_t \). In Minkowski space, the restriction to \( \mathcal{P} \) of its complete lift would be given by \( \hat{Z}_i = t \partial_{x^i} + x^i \partial_t + v^i \partial_{v^i} \). Commuting the above equation, we obtain

\[
T_g(\hat{Z}_i f) = -[\hat{Z}_i, Q(\partial g, v, v) \partial_v] f.
\]

Neglecting the \( v \) components, the right-hand side leads to error terms of the form \( \partial Z(g) \cdot \partial_v f \). On the other hand, for a solution of the free transport operator, \( \partial_v f \) behaves essentially like \( t \partial_{x^\alpha} f \). If we expect to prove boundedness for some norms of \( |\partial_{x^\alpha} f| \), then \( t \partial Z(g) \) needs to be time integrable in order to control \( \hat{Z} f \). Assuming that the interior decay for the metric components\(^9\) can readily be used, in three spatial dimensions, \( |t \partial Z(g)| \lesssim \frac{1}{r} \) leads to logarithmic divergences. Any loss in the Vlasov estimates would limit the interior decay for the metric even further, since in order to obtain sharp, or almost sharp, interior decay, one already needs sharp estimates on the source terms \( K^N T[f] \) arising in the equations for the metric components.

This interesting issue is in fact already present in the much simpler Vlasov-Poisson system, where it was solved in [Smu16] by modifying the commutation vector fields, replacing the lifted vector fields \( \hat{Z} \) by some \( Y = \hat{Z} + \Phi^i \partial_{x^i} \), where the coefficients \( \Phi^i \) are functions in the variable \( (t, x, v) \), depending on the solution and constructed in order

---

\(^8\)See [Won17] for an extension of these methods to other dispersive PDEs.

\(^9\)For some metric components, there is already a logarithmic divergence for the interior decay estimates, so that the expected behaviour is in fact worse than the one presented here. Moreover, as the name indicates, the interior decay estimates are only valid in the interior region and the fact that they are not global is another source of difficulty that we neglected in this informal discussion, linked with the null structure of the equations.
to cancel the worst error terms in the commutator formulas. The method of modified vector fields was adapted to a basic model of wave/kinetic interaction, namely the 3-dimensional Vlasov-Nordström system, in [FJS17]. Many of the difficulties described above are in fact present for this system. In particular, important strucural properties of the system where used in [FJS17] in order to account for difficulties arising for large v.

In this paper, we thus also consider commuting the Vlasov equation with modified vector fields. The use of modified vector fields is however not without drawbacks. Since the coefficients of these vector fields depend on the solution itself, they need to be estimated. Moreover, these coefficients depend on (t, x, v) and as a consequence, these modified vector fields cannot be used in return in the wave equations. Thus, an important effort is made to rewrite source terms of the form $K^N T[f]$, that arise after commuting the wave equations, in terms of the modified vector fields. Here, the integration in v present in the definition of $T[f]$ is crucially used. Finally, the Klainerman-Sobolev inequalities must also be rewritten using the modified vector fields.

1.6.4. Hierarchy of equations and the null structure. We first prove energy estimates for the Vlasov field assuming weak interior decay for the metric components. With only these weak estimates for the metric coefficients at our disposal, some of the error terms in the commuted Vlasov equation fail to be time-integrable. To close the estimates, we exploit a hierarchy in the commuted equations. More specifically, we first find replacements for the spatial translations that enjoy improved commutation properties with the Vlasov equation. These vector fields, denoted $X_i$, are simply given by $X_i = \partial_x v_i + \frac{v_i}{\sqrt{1+|x|^2}} \partial_t$ and the improvement results from the identity

$$X_i = \frac{Z_i}{t} + \frac{v_i}{w^0} \partial_t,$$

where $v_i = v_i - \frac{v^i}{T} v^0$. Using this identity, one can prove that a product of the form $X_i(\psi) \cdot k$ for $\psi$ a solution to the wave equation and $k$ a solution to the Vlasov equation enjoys better decay properties compared to an arbitrary product $\partial \psi \cdot k$.

Assuming weak bounds on the first order energy, we then prove that commuting with $X_i$ only produces integrable error terms, and thus obtain estimates for $E[X_i(f)]$. We then consider commuting with $\partial_t$. Only one term is not time-integrable (because of a lack of null structure), but it can be estimated using the bounds on $E[X_i(f)]$ and thus produces only a mild growth $p^\delta$, for some small $\delta > 0$. We then commute with the modified vector fields $Y$ and again find that the terms which are not time-integrable only depend on $E[X_i(f)]$ and $E[\partial_t(f)]$, which allows us to close the first order estimates. This hierarchy is then extended to the higher order estimates. It is in fact very reminiscent of similar hierarchies present in the context of the weak null condition, as in the system (1.3).

Once the basic energy estimates for the Vlasov field have been established, one can propagate stronger weighted norms, which then imply, together with the improved decay for the metric coefficients, energy and decay estimates for the Vlasov field without loss.

1.6.5. The Einstein equations and the top order estimate. The analysis of the Einstein equations in wave coordinates is now classical and we follow the approach of [LR05; LR10] and its adaptation to the hyperboloidal foliation in [LM15]. The major new

---

10See also [HRV11] for previous results concerning sharp asymptotics for solutions of the Vlasov-Poisson system based on the method of characteristics.

11We already used a version of these vector fields in [FJS17].
difficulty consists in rewriting and estimating the source terms coming from the Vlasov field in terms of the modified vector fields without any hard\textsuperscript{12} loss of decay. However, the key step to avoid loss of decay involves an integration by parts in $v$, which, in turn, implies a loss of regularity. At top order, we therefore must allow for some hard loss of decay. The worst source term in the top order estimate for the metric coefficients then implies another source of small growth at top order.

1.7. Related works. We present here some previous works to put the results of this paper in context.

1.7.1. Stability problems for Vlasov systems without sharp decay. There is a large number of results concerning small data global existence for various systems of Vlasov type, as in [BD85; GS87; Fri04]. In these works, the gravitational or electromagnetic fields satisfy a linear, inhomogeneous equation, whose source term is given by velocity averages of the Vlasov field. The linear aspect of the field equations implies that one can control the system at a much lower level of regularity than for a system of quasilinear wave equations. Moreover, these systems typically exhibit a gain of regularity, either because of the elliptic nature of the Poisson equation, or using a non-resonant phenomenon due to the difference between the characteristics of the waves and that of the massive particles. This allows to close the estimates without understanding sharp decays for the velocity averages of the Vlasov field and its derivatives.

1.7.2. Sharp decay for derivatives. The first work establishing sharp decay for derivatives of velocity averages of the Vlasov field is [HRV11]. The question was revisited using vector field techniques in [Smu16]. In [FJS15] and [FJS17], we developed and tested a vector field approach to derive sharp asymptotics for the Vlasov-Nordström system. The techniques of [HRV11] have also been extended to the so-called Poisson-Yukawa system in dimension 2 [CHL11].

1.7.3. Non-trivial stationary states and further stability results. The strongest results concerning the stability of non-trivial stationary solutions of the gravitational Vlasov-Poisson system have been obtained in [LMR12]. They are not based on decay estimates but on a variational characterisation of the stationary solutions. On the other hand, this type of method does not provide asymptotic stability of the solutions but orbital stability. It is likely that any result addressing the question of asymptotic stability will need to go back to an appropriate linearization of the equations combined with robust decay estimates\textsuperscript{13}.

There is a large literature concerning the construction of stationary states for the Einstein-Vlasov system [RR93; Rei94; AKR11; AKR14; AFT15; AFT17; Wol01]. We refer to the living review [And02], Section 5, for a detailed discussion of those results. Naturally, it would be interesting to understand the stability properties of any of these stationary solutions.

The vector field method has also been extended to the Kerr background to prove Morawetz estimates for massless Vlasov fields, see [ABJ16]. The approach relies on the use of multiplicative symmetries for massless fields.

\textsuperscript{12}We can afford a $\rho^{D\delta}$ for $\delta > 0$ small enough in these estimates and $D$ being a positive constant.

\textsuperscript{13}See for instance [GR07] for some stability results using the linearization approach in the case of the spherically-symmetric King model.
1.7.4. The cosmological case. There is also a large amount of works concerning solutions to the Einstein-Vlasov system arising from initial data given on a compact manifold. Let us mention in particular the work of Ringström [Rin13], concerning the study of expanding solutions with de-Sitter like asymptotics, as well as the stability result [Faj17], where the slower expansion only provides polynomial decay for perturbations.

1.7.5. Coupled systems. There are several recent works involving coupled systems of equations for which the coupling is non-trivial, beyond the Einstein-Klein-Gordon system already mentioned. Let us mention in particular [GIP16; IP14; Ger11] concerning coupled systems of equations with different characteristics.

1.7.6. Introductory materials on kinetic theory in general relativity. There are many such materials but we would like to mention the classical texts [Ehl73; Ren04; Ste71] as well as the elegant geometric treatment of the Vlasov equation in [SZ14].

1.8. Structure of the paper. Section 2 contains preliminaries about the Einstein-Vlasov system, basic definitions and notations that we use throughout the text. In particular, Section 2.1 contains a list of notations and can be used as a reference. In Section 3, we set up the bootstrap assumptions and describe, towards the end of the section, the different steps required in order to establish the main result. Section 3.2.2 contains direct consequences of the bootstrap assumptions and of the wave gauge condition. Sections 4 to 7 are devoted to the proof of energy estimates for the Vlasov field, under the weak decay assumptions for the metric coefficients. In Section 8, we estimate the coefficients appearing in the modified vector fields. In Section 9, we consider the source terms arising from the energy-momentum tensor in the Einstein equations after commutation and explain how they can be rewritten in terms of the modified vector fields. Sections 10 to 13 concern the analysis of the Einstein equations. In Section 14, we improve the estimates on the Vlasov field and the $C$ coefficients, so as to eventually close the top order energy estimates for the metric components in Section 15. Finally, the last two sections concern $L^\infty$- and $L^2$-decay estimates for the velocity averages of the Vlasov field.
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2. Preliminaries

2.1. Vlasov fields in the cotangent bundle formulation. Let $(M,g)$ be a smooth time-oriented, oriented, 4-dimensional Lorentzian manifold.

We denote by $\mathcal{P}$ the mass-shell. While it is generally considered as a submanifold of the tangent bundle $TM$, we shall, equivalently, consider here $\mathcal{P}$ as a subset of the
cotangent bundle\textsuperscript{14} $T^*M$, defined by
\[\mathcal{P} := \{(x, v) \in T^*M : g_x^{-1}(v, v) = -1 \text{ and } v \text{ future oriented}\}.
\]
Given a coordinate system on $M$, $(U, x^\alpha)$, for any $x \in U \subset M$, any $v \in T_x^*M$ can be written as
\[v = v_\alpha [dx^\alpha]_x,\]
and the functions $v \rightarrow v_\alpha$ can be used to define a coordinate system on $T^*_xM$ called conjugates to the coordinates $(x^\alpha)$. In the following, we consider such coordinate systems even if it is not stated explicitly. We denote by $\pi$ the canonical projection
\[\pi : \mathcal{P} \to M.
\]
For $x \in M$, we define a metric on $T^*_xM$ by
\[g_{T^*_xM} = g^{\alpha\beta} dv_\alpha dv_\beta,\]
where $g^{\alpha\beta}$ are the components of $g^{-1}$ in a local coordinate system $(U, x^\alpha)$ and $v_\alpha$ are conjugate to the $x^\alpha$. Let $d\mu_{T^*_xM}$ be the associated volume form, i.e. $d\mu_{T^*_xM} = \sqrt{-g^{-1}} dv_0 \wedge dv_1 \wedge dv_2 \wedge dv_3$ and let $q_x$ be the map
\[q_x : T^*_xM \to \mathbb{R},\]
\[v \mapsto g_{T^*_xM}^{-1}(v, v).\]
Let $dq$ be its differential (in $v$). Since $\pi^{-1}(x) = q^{-1}(-1)$ is a level set of $q$, $dq = 2dv_\alpha v_\beta g^{\alpha\beta}$ is normal to $\pi^{-1}(x)$ and on $\pi^{-1}(x)$, there is a unique volume form denoted $d\mu_{\pi^{-1}(x)}$ such that
\[d\mu_{T^*_xM} = \frac{1}{2} dq \wedge d\mu_{\pi^{-1}(x)}.
\]
We assume that there exist local coordinates such that $x^0 = t$ is a smooth temporal function, i.e. it is strictly increasing along any future causal curve and its gradient is past directed and timelike\textsuperscript{15}. In that case, the algebraic equation
\[v_\alpha v_\beta g^{\alpha\beta} = -1 \text{ and } v_\alpha \text{ future directed}\]
can be solved for $v_0$ by
\[(2.1) \quad v_0 = - (g^{00})^{-1} \left( g^{0j} v_j - \sqrt{(g^{0j} v_j)^2 + (g^{00})(1 + g^{ij} v_i v_j)} \right).
\]
It follows that $(x^\alpha, v_i), 1 \leq i \leq 3$ are smooth coordinates on $\mathcal{P}$ and for any $x \in M$, $(v_i), 1 \leq i \leq 3$ are smooth coordinates on $\pi^{-1}(x)$. With respect to these coordinates, the volume form $d\mu_{\pi^{-1}(x)}$ reads
\[d\mu_{\pi^{-1}(x)} = \frac{\sqrt{-g^{-1}}}{v_b g^{00}} dv_1 \wedge dv_2 \wedge dv_3.
\]
\textsuperscript{14}This formulation is linked with the Hamiltonian property of the equations, cf [Ehl73].
\textsuperscript{15}The fact that the gradient of $t$ is timelike is equivalent to $g^{00} < 0$ and the property of being strictly increasing along any future causal curve implies that the induced metric on each level set of $t$ has to be positive.
For any sufficiently regular\footnote{By “sufficiently regular”, we mean that $f$ is smooth enough and decays in $v$ sufficiently fast so that $T[f]$ is well-defined and the necessary integration by parts in $v$ can be performed. Later, we also perform integration in $x$, so we also require the regular distribution function $f$ to obey decay in the $x$ variable along each hyperboloid. In any case, one can assume for simplicity that all distribution functions are smooth and compactly supported for all computations to hold.} distribution function $f : \mathcal{P} \to M$, we define its energy-momentum tensor as the tensor field

\begin{equation}
T_{\alpha\beta}[f](x) = \int_{\pi^{-1}(x)} v_\alpha v_\beta f d\mu_{\pi^{-1}(x)}.
\end{equation}

In the following, to simplify the notation, we write

\[\int_{\pi^{-1}(x)} \text{ as } \int_v\] and $d\mu_v$ for the measure $d\mu_{\pi^{-1}(x)}$.

Even on a curved spacetime, we use another reference measure, namely that corresponding to the Minkowski space $\frac{dv}{\sqrt{1+|v|^2}}$. When we do so, we write the measure explicitly.

The Vlasov field $f$ is required to solve the Vlasov equation, which can be written in the $(x^\alpha, v_i)$ coordinate system as

\begin{equation}
T_g(f) := g^{\alpha\beta} v_\alpha \partial_x \beta f - \frac{1}{2} v_\alpha v_\beta \partial_x^i g^{\alpha\beta} \partial_v f = 0.
\end{equation}

It follows from the Vlasov equation that the energy-momentum tensor is divergence free for solutions of the Vlasov equation. More generally, for any sufficiently regular distribution function $k : \mathcal{P} \to \mathbb{R}$,

\[\nabla^\alpha T_{\alpha\beta}[k] = \int_v T_g[k] v_\beta d\mu_v.
\]

### 2.2. The Einstein-Vlasov system and the initial value problem.

We consider the Einstein equations

\begin{equation}
Ric(g) - \frac{1}{2} g R = T[f],
\end{equation}

where $Ric(g)$ denotes the Ricci curvature of $(M, g)$, $R = g^{\alpha\beta} R_{\alpha\beta}$ its scalar curvature and $T[f]$ is the energy momentum tensor of a Vlasov field $f$ satisfying the Vlasov equation (2.3).

Contracting the Einstein equations, we get that

\[-R(g) = \int_v f v_\alpha v_\beta g^{\alpha\beta} d\mu_v = - \int_v f d\mu_v.
\]

Thus, the Einstein equations can be rewritten as

\[Ric(g) = T[f] + \frac{1}{2} g \int_{\pi^{-1}(x)} f d\mu_{\pi^{-1}(x)}.
\]

The initial value problem for the Einstein-Vlasov system was first considered in [CB71]. We refer to [Rin13] for a thorough analysis of the local well-posedness of this system.

Recall that an initial data set for the Einstein-Vlasov system is given by $(\Sigma, g_0, k, f_0)$, where $\Sigma$ is a smooth manifold, $g_0$ is a Riemannian metric on $\Sigma$, $k$ is a symmetric 2-tensor field on $\Sigma$ and $f_0$ is a real-valued function (taken non-negative in physics) and defined
on the cotangent bundle\textsuperscript{17} of $\Sigma$, such that $(\Sigma, g_0, k, f_0)$ solves the constraint equations
\begin{align}
R(g_0) - |k|^2 + tr_{g_0}(k)^2 &= 2\rho[f_0], \label{con1} \\
\text{div} k - d(tr_{g_0}k) &= -j[f_0], \label{con2}
\end{align}
where $R(g_0)$ is the scalar curvature of $g_0$, $|k|^2 = k_{ij} k^{ij}$, $tr_{g_0}k = k_{ij}g_0^{ij}$, $[\text{div} k]_j = (g_0)^{ij}\nabla_i k_{jj}$, with $(g_0)^{ij}$ the Levi-Civita connection of $g_0$ and where the source terms $\rho[f_0]$ and $j[f_0]$ are given, for any $x \in \Sigma$, by
\begin{align*}
\rho[f_0](x) &= \int_{p \in T_x^\ast \Sigma} f_0(x, p) \frac{d\mu_{T_x^\ast \Sigma}}{\sqrt{1 + g_0(p, p)}}, \\
j_i[f_0](x) &= \int_{p \in T_x^\ast \Sigma} f_0(x, p) p_i \frac{d\mu_{T_x^\ast \Sigma}}{\sqrt{1 + g_0(p, p)}},
\end{align*}
where the volume form $d\mu_{T_x^\ast \Sigma}$ is the one associated with the metric $(g_0)^{\ast}_{T_x^\ast \Sigma}(p, p) = g_0^{ij} p_i p_j$.

For simplicity, we assume smooth initial data with sufficiently strong decay in both $x, v$. For any such data, it follows from standard results that there exists a unique maximal Cauchy development up to diffeomorphism [CB71; Rin13].

2.3. The wave gauge and the reduced Einstein equations. We consider the Einstein equations in wave coordinates, following the hyperboloidal foliation formulation\textsuperscript{18} of [LM15]. We thus consider coordinates $x^\alpha$ satisfying the wave equation
\begin{equation}
\Box_g x^\alpha = 0, \label{wave1}
\end{equation}
or equivalently
\begin{equation}
g^{\alpha\beta} \Gamma^\gamma_{\alpha\beta} = 0, \label{wave2}
\end{equation}
where $\Gamma_{\alpha\beta}^\gamma$ are the Christoffel symbols of the metric $g$. It is well known that the Ricci curvature then simplifies to a second order non-linear wave operator acting on each metric coefficient. The Einstein equations (2.4) then transform to
\begin{equation}
\tilde{\Box}_g h_{\alpha\beta} = F_{\alpha\beta}(h, \partial h) - \int_v f (2v_{\alpha}v_{\beta} + g_{\alpha\beta}) \, d\mu_v, \label{redwave1}
\end{equation}
where $\tilde{\Box}_g := g^{\alpha\beta} \partial_{\alpha} \partial_{\beta}$ is the reduced wave operator,
\begin{equation*}
h_{\alpha\beta} := g_{\alpha\beta} - \eta_{\alpha\beta}
\end{equation*}
denotes the deviation of the metric $g$ from the Minkowski metric $\eta$ and the nonlinear terms $F_{\alpha\beta}(h, \partial h)$ are quadratic in the first order derivatives of the metric.

As usual, any solution to the reduced equations arising from initial data satisfying the constraint equations is a solution of the original Einstein-Vlasov in view of the propagation of the wave gauge condition (see for instance [Rin13], p. 370, for the Einstein-Vlasov case).

For future reference, we define the tensor $S[f]$ by
\begin{equation}
S[f]_{\alpha\beta} = \int_v f (2v_{\alpha}v_{\beta} + g_{\alpha\beta}) \, d\mu_v. \label{defSf}
\end{equation}

\textsuperscript{17}Again, it is more standard to consider the initial data for the Vlasov field as a function on the tangent bundle, but one can naturally move from one representation to the other without any difficulty.

\textsuperscript{18}The first global results for the Einstein equations in wave coordinates are of course that of [LR10; LR05], while the introduction of an hyperboloidal foliation for the study of Klein-Gordon fields goes back to [Kla85a].
Let us also recall that schematically, the non-linear terms $F(h, \partial h)$ are all of the form (2.9)

$$g^{-1} \cdot g^{-1} \cdot \partial h \cdot \partial h.$$ 

2.4. **Convention for raising and lowering indices.** Given the metric $g$, and its components $g_{\alpha \beta}$, the components of its inverse are denoted as usual by $g^{\alpha \beta}$. We also define

$$H^{\alpha \beta} := g^{\alpha \beta} - \eta^{\alpha \beta}.$$ 

For a tensor field $T$ with components $T_{\alpha \beta}$, we define

$$T^{\alpha \beta} := T_{\gamma \rho} \eta^{\alpha \gamma} \eta^{\beta \rho},$$

i.e. we raise indices using the Minkowski metric $\eta$. In view of the definition of $g^{\alpha \beta}$, this convention applies to all tensor fields but the metric $g$ itself.

Similarly, we lower indices using also the metric $\eta$. Note that

$$g^{\alpha \beta} := (g^{-1})^{\alpha \beta} = \eta^{\alpha \beta} + H^{\alpha \beta} = \eta^{\alpha \beta} - h^{\alpha \beta} + O(h^2),$$

so that within the small data regime of this paper, we can switch from $H$ or $h$ without any difficulty.

2.5. **The hyperboloidal foliation.** Fix global Cartesian coordinates $(t, x^i)$, $1 \leq i \leq 3$ on $\mathbb{R}^{3+1}$. For any $\rho > 0$, define $H_\rho$ by

$$H_\rho = \{(t, x) \mid t \geq |x| \text{ and } t^2 - |x|^2 = \rho^2\}.$$

We denote by $\mathcal{K} := \{(t, x) / |x| < t-1\}$ the chronological future of the point $(1, 0, 0, 0)$, see Figure 1.

\[ \mathcal{K} := \{(t, x) / |x| < t-1\} \]

\[ \begin{array}{c}
\text{Figure 1. Initial hyperboloid – hyperboloidal foliation} \\
\end{array} \]

On $\mathcal{K}$, we use as an alternative to the Cartesian coordinates the following two other sets of coordinates.
• Spherical coordinates

We first consider spherical coordinates \((r, \omega)\) on \(\mathbb{R}^3\), where \(\omega\) denotes spherical coordinates on the 2-dimensional spheres and \(r = |x|\). Then, \((\rho := \sqrt{r^2 - |x|^2}, r, \omega)\) defines a coordinate system on \(K\). These new coordinates are defined globally on \(K\) apart from the usual degeneration of spherical coordinates and at \(r = 0\).

• Pseudo-Cartesian coordinates

These are the coordinates \((y^0, y^i) := (\rho, x^j)\), which are also defined globally on \(K\).

For any function defined on (some part of) \(K\), we move freely between these three sets of coordinates.

2.5.1. The semi-hyperboloidal frame. As in [LM15], we make use of special vector fields adapted to the hyperboloidal foliation. More precisely, given the coordinate system \((x^a)\), we denote the translations by \(\{\partial_{x^a} \mid a \in \{0, \ldots, 3\}\}\).

We also consider the Lorentz boosts \(\{Z_i = t \partial_{x^i} + x^i \partial_t \mid i \in \{1, 2, 3\}\}\) and the rescaled Lorentz boosts \(\{\theta_i = \frac{Z_i}{t} \mid i \in \{1, 2, 3\}\}\).

With these notations, the semi-hyperboloidal frame is, by definition,

\[
(2.10) \quad \theta_0 := \partial_t, \quad \theta_a := \frac{x^a}{t} \partial_t + \partial_a, \quad a = 1, 2, 3.
\]

We also consider the scaling vector field \(S = x^a \partial_{x^a}\) and denote by \(Z\) any of the homogeneous vector fields (i.e. any of the Lorentz boosts or scaling vector field).

We use standard multi-index notations so that, for instance, for any multi-index \(\alpha\) of length \(|\alpha|\), \(Z^\alpha\) denotes a combination of \(|\alpha|\) vector fields among the Lorentz boosts or the scaling vector field.

Associated with the semi-hyperboloidal frame, one has the dual frame \(\theta^0 := dt - \frac{x^a}{t} dx^a, \theta^a := dx^a\) and therefore the relations

\[
\partial_{\alpha} = \Phi_{\alpha}^\beta \partial_{\beta}, \quad \partial_{\alpha} = \Psi_{\alpha}^\beta \partial_{\beta}, \quad \theta^0 = \Psi_{\alpha}^\beta dx^\beta, \quad dx^a = \Phi_{\alpha}^\beta \theta^\beta,
\]

in which the transition matrix \(\Phi_{\alpha}^\beta\) and its inverse \(\Psi_{\alpha}^\beta\) are

\[
(\Phi_{\alpha}^\beta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
x^1/t & 1 & 0 & 0 \\
x^2/t & 0 & 1 & 0 \\
x^3/t & 0 & 0 & 1
\end{pmatrix}, \quad (\Psi_{\alpha}^\beta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-x^1/t & 1 & 0 & 0 \\
-x^2/t & 0 & 1 & 0 \\
-x^3/t & 0 & 0 & 1
\end{pmatrix}.
\]

In the above matrix notation, the up index labels the columns and the down index labels the lines.

With this notation, the rules for transforming tensors are as follows: for any two-tensor \(h_{\alpha\beta} dx^\alpha \otimes dx^\beta = h_{\alpha\beta} \theta^\alpha \otimes \theta^\beta\), we can write

\[
h_{\alpha\beta} = h_{\alpha'\beta'} \Phi_{\alpha}^{\alpha'} \Phi_{\beta}^{\beta'}, \quad h_{\alpha\beta} = h_{\alpha'\beta'} \Psi_{\alpha}^{\alpha'} \Psi_{\beta}^{\beta'},
\]

\[
h^{\mu\nu} = \Psi_{\mu}^{\alpha} \Psi_{\nu}^{\beta} h_{\alpha\beta}, \quad h^{\mu\nu} = \Phi_{\mu}^{\alpha} \Phi_{\nu}^{\beta} h_{\alpha\beta}.
\]
Similarly, for a velocity \( v_\alpha \),

\[
\Psi^{\mu'}_\mu v_\mu = \Phi^{\mu'}_\mu v_\mu.
\]

With these notations, note that

\[
\Psi_0 = v_0, \quad \Psi_\alpha = \frac{x^\alpha}{t}v_0 + v_\alpha.
\]

As a consequence, for any symmetric 2-tensor \( G \),

\[
G^{\alpha\beta}v_\alpha v_\beta = \mathcal{O}(v_0)^2 + 2\mathcal{O}v_0 v_\alpha + \mathcal{O}_{\alpha\beta}v_\alpha v_\beta.
\]

2.6. **Some standard classes of functions.** Later in the analysis, we compute various commutators. The expressions that we find are linear combinations with coefficients which are smooth homogeneous functions of \((t, x)\), sometimes depending also on \( v \), and which behave well with respect to differentiation. More precisely, let \( \mathcal{F}_x \) be the set of functions \( g := g(t, x) \) defined in \( \mathcal{K} \) such that, for any multi-index \( \alpha \)

\[
|\partial^\alpha_{x,t} g| \leq C_\alpha t^{-|\alpha|}
\]

and similarly, let \( \mathcal{F}_{x,v} \) be the set of functions \( g := g(t, x, v) \) defined in \( \mathcal{K} \times \mathbb{R}^3 \) such that, for any pair of multi-indices \( \alpha, \beta \)

\[
|\partial^\alpha_{x,t} \partial^\beta_{v} g| \leq C_{\alpha, \beta} t^{-|\alpha|} \sqrt{1 + |v|^2}^{-|\beta|}.
\]

In the remainder of the article, unless specified otherwise, any linear combination is taken over \( \mathcal{F}_x \) when we consider functions of \((t, x)\) only or \( \mathcal{F}_{x,v} \) when we consider functions of \((t, x, v)\). In addition, we recall that an identity of the form

\[
\partial^\gamma_t = \sum_{|\alpha| \leq |\gamma|} a_\alpha \frac{1}{u^{|\gamma|}} K^\alpha,
\]

with \( a_\alpha \in \mathcal{F}_x \) and \( \gamma \) any multiindex, holds.

2.7. **Commutators of the frame vector fields.** We recall the following standard formulae.

**Lemma 2.1.** One has

\[
[\partial_t, \partial_\alpha] = -\frac{x^\alpha}{t^2} \partial_t, \quad [\partial_\alpha, \partial_\beta] = 0.
\]

There exist constants \( a^\beta_\alpha \) such that

\[
[\partial_x^\alpha, Z] = \sum_\beta a^\beta_\alpha \partial_x^\beta.
\]

For a Lorentz boost \( Z_a \),

\[
[Z_a, \partial_b] = \frac{x^b}{t} \partial_x^a,
\]

while for the scaling vector field \( S \)

\[
[S, \partial_b] = -\partial_b.
\]

The above commutators can then be iterated straightforwardly. For instance, for any multi-index \( \gamma \),

\[
[\partial^\gamma_{x,a}, \partial_c] = \sum_{|\beta| \leq |\gamma|} c_\beta \partial^\beta_{x,a}
\]

holds, where \( c_\beta \in \frac{1}{t} \mathcal{F}_x \).
2.8. From the geometric initial data to the PDE data at \( t = 2 \). We recall that it follows from the constraint equations and the structure of the data (see for instance [LR05, Section 4] and [Rin13, Chapter VI] for the additional Vlasov field) that given geometric data \((\Sigma, g_0, k, f_0)\) satisfying the constraint equations (2.5)-(2.6), there exists PDE data, \( g_{t=0}, \partial_t g_{t=0}, f_{t=0}, \) of the reduced Einstein-Vlasov system, where \( g_{t=0}, \partial_t g_{t=0} \) are defined on \( \mathbb{R}^3 \) and \( f_{t=0} \) is defined on \( \mathbb{R}^3 \times \mathbb{R}^3 \). Moreover, if \((\Sigma, g_0, k, f_0)\) coincides with the data of a Schwarzschild spacetime outside from a ball of radius \( R \) and verify

\[
\| g_{0} - \delta \|_{H^N} + \| k \|_{H^{N-1}} + \| |1 + |v|^2|^{q/2} f_0 \|_{H^N + 3,1} + \| |1 + |v|^2|^{(q+2)/2} f_0 \|_{H^{N-2},1} \leq \epsilon,
\]

where \( \delta \) is the Euclidean metric, then we can arrange for the PDE data to verify the following.

- The following estimates hold,

\[
\| g_{t=0} - \delta \|_{H^N}, \| \partial_t g_{t=0} \|_{H^{N-1}} \leq C(R) \epsilon,
\]

\[
\| (1 + |v|^2)^{q/2} f_{t=0} \|_{H^N + 3,1} + \| (1 + |v|^2)^{(q+2)/2} f_{t=0} \|_{H^{N-2},1} \leq C(R) \epsilon.
\]

- \( \partial_t g_{t=0} \) and \( f_{t=0} \) vanish for \( |x| > R \).

- \( g \) coincides with the metric of a Schwarzschild metric in wave coordinates for \( |x| > R \).

Moreover, we can shift the initial slice \( t = 0 \) to any other initial time, and we assume here that the PDE data is given at time \( t = 2 \).

By rescaling, we may as well assume that \( R = 1 \) and we shall do so in the remainder of the paper. To summarize, we assume that the initial data is given on \( \{ t = 2 \} \) and coincide with Schwarzschild data outside of the ball \( \{ |x| < 1 \} \).

We recall that the Schwarzschild metric \( g_{m} \) in standard wave coordinates \( (t = x^0, x^1, x^2, x^3) \) takes the form (see for instance [Asa89])

\[
g_{m,00} = -\frac{r - m}{r + m}, \quad g_{m,ab} = \frac{r + m}{r - m} \omega_a \omega_b + \frac{(r + m)^2}{r^2} (\delta_{ab} - \omega_a \omega_b),
\]

with \( \omega_a := x_a / |x| \) and \( r := |x| \).

2.9. Energy norms for the metric components. Let

\[
H^*_\rho := H_\rho \cap K
\]

be the intersection of the hyperboloid of constant \( \rho \) and the interior of the future lightcone \( K \). For any sufficiently regular function \( \psi := \psi(t, x) \), we define its energy norms on \( H_\rho \) and \( H^*_\rho \), first using the perturbed metric \( g \),

\[
E_g[\psi](\rho) = \int_{H_\rho} \left( - g^{00} |\partial_t \psi|^2 + g^{ab} \partial_a \psi \partial_b \psi + \sum_a \frac{2x^a}{t} g^{ab} \partial_b \psi \partial_t \psi \right) dx,
\]

\[
E^*_g[\psi](\rho) = \int_{H^*_\rho} \left( - g^{00} |\partial_t \psi|^2 + g^{ab} \partial_a \psi \partial_b \psi + \sum_a \frac{2x^a}{t} g^{ab} \partial_b \psi \partial_t \psi \right) dx,
\]

and then, using the flat metric \( \eta \),

\[
E[\psi](\rho) = E_\eta[\psi](\rho) = \int_{H_\rho} \left( |\partial_t \psi|^2 + \sum_a |\partial_a \psi|^2 + \sum_a \frac{2x^a}{t} \partial_a \psi \partial_t \psi \right) dx,
\]

\[
E^*[\psi](\rho) = E^*_\eta[\psi](\rho) = \int_{H^*_\rho} \left( |\partial_t \psi|^2 + \sum_a |\partial_a \psi|^2 + \sum_a \frac{2x^a}{t} \partial_a \psi \partial_t \psi \right) dx.
\]
Note that in the above norms, we have used the standard measure \( dx \) on \( H_\rho \simeq \mathbb{R}^3 \), but the energy norm \( \mathcal{E}[^2\psi](\rho) \) actually coincides with the standard energy associated with the energy-momentum tensor of a wave \( u \), the multiplier vector field \( \partial_\nu \) and the induced volume form on \( H_\rho \). Indeed, the volume form induced by the Minkowski metric on each \( H_\rho \) is \( \frac{\rho}{2} dx \), but the normal to \( H_\rho \) also various weights cancelling the \( \frac{\rho}{2} \) to give the above expression for \( \mathcal{E}[\psi] \) and \( \mathcal{E}^*[\psi] \).

We recall the following coercivity properties of the energy \( \mathcal{E}[^2\psi](\rho) \)
\[
(2.12) \quad \mathcal{E}[\psi](\rho) = \int_{H_\rho} \left( (\rho/t)^2 |\partial_\nu \psi|^2 + \sum_a |\partial_a \psi|^2 \right) dx.
\]

Finally, we define the higher order energy norms
\[
\mathcal{E}_N[\psi] = \sum_{|\alpha| \leq N} \mathcal{E}[K^\alpha \psi], \quad \text{and} \quad \mathcal{E}_N^*[\psi] = \sum_{|\alpha| \leq N} \mathcal{E}^*[K^\alpha \psi],
\]
where \( K^\alpha \) denotes a combination of \( |\alpha| \) vector fields among the translations, hyperbolic rotations and scaling vector fields.

### 2.10. Energy norms for the Vlasov field.

We define in the following the fundamental energies for the distribution function. We therefore consider the one-form \( n := t dt - x_i dx^i \) normal to \( H_\rho \) with \( -\eta^{-1}(n, n) = \rho^2 \). We define similarly,
\[
(2.13) \quad s^2 := -g^{-1} \left( t dt - x_i dx^i, t dt - x_i dx^i \right).
\]
For later purposes, we state the identity
\[
(2.14) \quad s^2 - \rho^2 = -H^{\alpha\beta} x_\alpha x_\beta.
\]

Let us define two energy densities based on the energy-momentum tensor of \( f \) (cf. (2.2)) in the perturbed and flat case, respectively,
\[
(2.15) \quad \chi_g(f) := -T_{0\beta}[f] s^{-1} n_\alpha g^{\alpha\beta}
\]
\[
(2.16) \quad \chi(f) := \int_v \sqrt{1 + |v|^2} f \frac{\sqrt{1 + |v|^2 t - x_i v^i}}{\rho} \frac{dv}{\sqrt{1 + |v|^2}}
\]
Note that \( \chi \) without the \( g \) index is \( \chi_g \) evaluated for \( g = \eta \) and that
\[
(2.17) \quad \nu_g := -s^{-1} n_\alpha g^{\alpha\beta} = -s^{-1} (tg^{\alpha\beta} \partial_\alpha - x_\alpha g^{i\alpha} \partial_\alpha)
\]
is the future unit normal vector field to \( H_\rho \) for the metric \( g \). Let us define accordingly the two energy norms on \( H_\rho \)
\[
(2.18) \quad E_g[f] := \int_{H_\rho} \chi_g([f]) d\mu_{H_\rho, g},
\]
\[
(2.19) \quad E[f] = E_\eta[f] := \int_{H_\rho} \chi([f]) d\mu_{H_\rho, \eta},
\]
where \( d\mu_{H_\rho, g} \) and \( d\mu_{H_\rho, \eta}(= \frac{\rho}{2} dx) \) are the induced volume forms on \( H_\rho \) respectively for the \( g \) and \( \eta \) metrics. Note that in the above energy densities, we replaced \( f \) by \( |f| \), as the positivity property of the distribution function is not necessarily preserved by commutation. We compute
\[ \chi_g(|f|) = -T_{0\beta}[|f|]s^{-1}n_\alpha g^{\alpha\beta} \]
\[ = s^{-1}(T_{0\alpha}[|f|](-t g^{00} + x_i g^{i0}) + T_{\alpha0}[|f|](-t g^{0i} + x_j g^{ji})) \]
\[ = s^{-1}\int \int v f v_0 (v_0 (-t g^{00} + x_i g^{i0}) + v_i (-t g^{0i} + x_j g^{ji})) \frac{\sqrt{-g^{-1}}}{v_\beta g^{0\beta}} dv ] . \]

This implies
\[ E_g[f] = \int_{H_\rho} \int \int f v_0 \left( v_0 (-t g^{00} + x_i g^{i0}) + v_i (-t g^{0i} + x_j g^{ji}) \right) \frac{\sqrt{-g^{-1}}}{v_\beta g^{0\beta}} dv ] \frac{\sqrt{-g}}{-g^{0\alpha} x_\alpha} dx . \]

and for the energy with respect to the unperturbed metric,
\[ E_\eta[f] = \int \int \int f v_0 \left( \sqrt{1 + |v|^2 t - v_i x^i} \right) \frac{\rho}{t} dv dx . \]

2.10.1. Coercivity of the energy \( E[f] \). Recall that given mass-shell coordinates \((x^\alpha, v_i)\),
we compute \( v_0 \) by solving the mass-shell equation \( v_\alpha v^\beta g_{\alpha\beta} = -1 \). It will be useful to also define coordinates on the corresponding Minkowski mass shell, denoted \((x^\alpha, w_\alpha)\) with
\[ w_0 := -\sqrt{1 + \eta^{ij} v_i v_j} = -\sqrt{1 + |v|^2}, \quad v_i := v_i . \]

Thus, for instance, \( w^\alpha \partial_{x^\alpha} \) denotes the free transport operator for the Minkowski space. Consider \( v_\rho = \rho^{-1} x^\alpha \partial_{w^\alpha} \), the normalized normal vector field, for the Minkowski metric, to the hyperboloidal foliation.

Lemma 2.2. The following identities hold
\[ v_\rho^\alpha w_\alpha w_0 = \frac{t}{2\rho} \left( \frac{\rho^2 (w^0)^2}{t^2} + 1 + \sum_{i=1}^3 (v_i)^2 \right) = \frac{t}{2\rho} \left( \frac{\rho^2 (w^0)^2}{t^2} + 1 + \sum_{i=1}^3 \frac{v_i^2}{t^2} \right) \]
\[ = \frac{t}{2\rho} \left( w_0 + x_i t \right)^2 + \sum_{1 \leq i < j \leq 3} \left( \frac{x_i w_j - x_j w_i}{t} \right)^2 + \frac{\rho^2 w_0^2}{t^2} + \frac{\rho^2}{t^2} \right) , \]
where \( \tilde{z} \) is the hyperbolic weight \( \tilde{z} = w_0 x_i + w_i t \) and \( v_i = \frac{\tilde{z}_i}{\tilde{z}} \).

This leads to a decomposition of the energy norm \( E[f] \) similar to (2.12)
\[ E[f] = \int_{H_\rho} \int \int f v_0 \left( \frac{\rho^2 (w^0)^2}{t^2} + 1 + \sum_{i=1}^3 v_i^2 \right) dv dx . \]

2.11. Analysis of the support. Since our data is exactly Schwarzschild outside from a compact ball, it follows by a standard domain of dependence argument that the solution will be exactly Schwarzschild outside from some cone.

More precisely,

Proposition 2.3. Let \((g, f)\) be a solution to the system (1.1)-(1.2) with initial data given on \( t = 2 \) coinciding with the data induced by the Schwarzschild metric for \( |x| \geq 1 \). Then
\((g - g_m)\) is supported in the region \(\mathcal{K}\) and vanishes in a neighborhood of the boundary \(\{r = t - 1, t \geq 2\}\).

**Proof.** We follow here the standard argument, as explained in [LM15, Section 4.2] (see also [LR05, Lemma 4.1]). Essentially, we rewrite the equations in terms of \(q = g - g_m\) and \(f\), where \(g_m\) is the Schwarzschild metric. We then prove that the equations are homogeneous (i.e., \(q = 0, f = 0\) is a solution) and use the domain of dependence property. However, since the Schwarzschild metric becomes singular for small \(r\), we change it in the interior of the cone \(\{t - |x| = 3/2\}\).

We only give a sketch of the proof since the parts concerning the wave equations are identical to that of [LM15, Proposition 2.3] and the arguments concerning the Vlasov equation are very similar.

Let
\[
P(t, x) := (g_m - \eta) \xi(t - r) + \eta,
\]
where \(\xi\) is a smooth real function such that \(0 \leq \xi \leq 1\), \(\xi(x) = 1\) for \(x \leq 1\), while \(\xi(x) = 0\) for \(x \geq 3/2\).

By construction, for \(r \geq t - 1\), \(p\) coincides with the Schwarzschild metric while for \(r \leq t - 3/2\), \(p\) coincides with the Minkowski metric.

Let \(q := g - p\). Recall that the reduced Einstein equations can be schematically written as
\[
\Box_q g = F(g, \partial g) - S[f],
\]
where \(S[f]\) is the tensor defined in (2.8) and \(F\) has the structure (2.9).

The equations for \(q\) can then be written as
\[
\Box_q p = -\Box_q p + B(p, p, \partial p, \partial p) + B(p, p, \partial p, \partial q) + B(p, p, \partial q, \partial (p + q)) + \frac{1}{2} q_{\mu\nu} \partial_\mu \partial_\nu g - S[f],
\]
where \(B\) is some multi-linear form. By definition, for \(r \geq t - 1\), \(p\) coincides with the Schwarzschild metric in wave coordinates, which is a solution to the (vacuum) reduced Einstein equation. Thus, for \(r \geq t - 1\), we have
\[
\Box_q p = B(p, p, \partial p, \partial p).
\]

To treat the distribution function \(f\), let us define \(\tilde{w}_i = v_i\) and then \(\tilde{w}_0\) as the solution to
\[
p^{\alpha\beta} w_\alpha w_\beta = -1, \quad \tilde{w}_0 < 0.
\]

Note that it then follows from the definitions that \(\tilde{w}_0 - v_0 = \tilde{B}(q, v)\) for some \(\tilde{B}(q, v)\) which vanishes for \(q = 0\).

With this definition, \(f\) satisfies the following transport equation with respect to the metric \(p\)
\[
\tilde{w}_\alpha p^{\alpha\beta} \partial_{x^\beta} f - \frac{1}{2} \tilde{w}_\alpha \tilde{w}_\beta \frac{\partial p^{\alpha\beta}}{\partial x^\gamma} \partial_{\tilde{w}_i} f = - (v_\alpha - \tilde{w}_\alpha) p^{\alpha\beta} \partial_{x^\beta} f + \frac{1}{2} (v_\alpha - \tilde{w}_\alpha) \tilde{v}_\beta \frac{\partial q^{\alpha\beta}}{\partial x^\gamma} \partial_{v_i} f.
\]

We conclude that \(q\) satisfies
\[
\Box_q p = -\Box_q p + F(p, p, \partial p, \partial p) + \partial q \cdot G_1(p, \partial p, q, \partial q) + q \cdot G_2(p, \partial p, \partial p, q, \partial q) - S[f],
\]
and \( f \) satisfies
\[
\tilde{w}_\alpha \partial_x^\beta \partial f - \frac{1}{2} \tilde{w}_\alpha \tilde{w}_\beta \partial_x^\beta \partial \tilde{w}_\alpha f = -(v_\alpha - \tilde{w}_\alpha) p^{\alpha \beta} \partial_x^\beta f + \frac{1}{2} (v_\alpha - \tilde{w}_\alpha) \tilde{v}_\beta \partial_x^\beta \partial v_\beta f.
\]
and moreover, by assumption, \( q_{t=2}, \partial q_{t=2}, f_{t=2} \) vanish for \(|x| > 1\).

To prove that \((q, f)\) vanishes outside \(\mathcal{K}\), it remains to analyse the domain of dependence associated with the metric \(p\) outside \(\mathcal{K}\). This is in fact a direct consequence of the fact that the boundary of \(\mathcal{K}\) is strictly spacelike with respect to the metric \(p\) (cf. Step 2 in [LM15, Proposition 2.3] and [LR05, Lemma 4.1]).

This leads to the conclusion that the domain of dependence of \((t, x) \not\in \mathcal{K}\) does not intersect \(\{t = 2, r \leq t - 1\}\), which implies that \(q\) and \(f\) must vanish outside \(\mathcal{K}\). \(\Box\)

2.12. The data induced on \(H_2\). By standard local well-posedness, the solution \((q, f)\) to the reduced Einstein equation emanating from \(t = 2\) with sufficiently small initial data necessarily exists up to \(t = 3\).

It follows from the last section that the trace of \(f\) and \(g - h_m\) on \(H_2\) is compactly supported and contained within the set \(\{2 \leq t \leq 3\} \cap \mathcal{K}\). In particular, provided the initial data is small enough, we have
\[
\mathcal{E}_N^*[h](2) \leq 2\epsilon,
\]
\[
E_{N,q}[f](2) \leq 2\epsilon,
\]
\[
E_{N-2,q+2}[f](2) \leq 2\epsilon,
\]
where the norms \(\mathcal{E}_N^*[h]\) and \(E_{N,q}[f]\) are defined in (2.9) and (7.1) respectively.\(^{19}\)

2.13. A list of notations. We list here some of the notations we will use throughout the paper for reference.

- The different metrics
  - \(g\) the curved metric.
  - \(\eta\) the Minkowski metric.
  - \(\delta_E\) the Euclidean metric
  - \(g_m\) the Schwarzschild metric written in standard wave coordinates.

- Indices of tensors
  - Greek indices \(\alpha, \beta, \mu, \nu\) for tensors such as \(h_{\alpha \beta}, T_{\mu \nu}\) etc. These are spacetime indices running from 0 to 3.
  - Latin indices \(i, k, a, b\) for tensors such as \(h_{ab}\). These are spatial indices only, running from 1 to 3.

- Notations for the velocity
  - \(w^0 = \sqrt{1 + |v|^2}, \ w_0 = -\sqrt{1 + |v|^2}\).
  - \(w_i = w^i = v_i\).
  - \(w_i = v_i = v_i + \frac{x^i}{r} w_0, \ w_0 = v_0\).

- The vector fields
  - Translation vector fields for metric components: \(\partial_{[x]}, \partial_{x^a}\), or generically \(X\).
  - Rescaled boosts: \(\partial_a\) or \(\partial_{x^a}\). Note also \(\partial_\mu = \partial_t\).

\(^{19}\)While this norm is defined using modified vector fields, it is immediate that for small enough initial data the estimate 3.2 holds. Note also that in view of the initial data assumptions on \(f\), we also have bounds for \([\tilde{Z}^\alpha f]_{\nu \in 2}\) up to \(|\alpha| = N + 3\). We will only use these later in Section 17.
– Homogeneous vector fields for metric components: \( Z_i = t \partial_{x_i} + x^i \partial_t \) for a Lorentz boost, \( S = x^\alpha \partial_{x^\alpha} \) for the scaling vector field, \( Z \) for a generic one.
– Any of the above vector fields for metric components: \( K \).
– Translation vector fields for the Vlasov field: \( \partial_t = X_0, \ X_i = \partial_{x_i} + \frac{v_i}{\sqrt{\gamma}} \partial_t \), or generically \( X \).
– Homogeneous vector fields for Vlasov field: \( \hat{Z}_i = t \partial_{x_i} + x^i \partial_t + w^0 \partial_{v_i} \) for a Lorentz boost, \( S = x^\alpha \partial_{x^\alpha} \) for the scaling vector field, \( \hat{Z} \) for a generic one.
– Modified vector fields: \( Y := \hat{Z} + C^\alpha X_\alpha \).
– Any of the above vector fields for the Vlasov field: \( \hat{K} \).

• Higher-order differential operators and multi-indices
  – For \( \alpha \) a multi-index of length \(|\alpha|\), \( K^\alpha \), \( \hat{K}^\alpha \), composition of \(|\alpha|\) vector fields as above.
  – For \( \alpha \) a multi-index of length \(|\alpha| \in \mathbb{N} \), \(|\alpha| = \alpha_X + \alpha_Z \), where \( \alpha_X \) is the number of translations and \( \alpha_Z \) the number of homogeneous vector fields. Note that this applies whether we consider a differential operator of the form \( K^\alpha \) or \( \hat{K}^\alpha \).
  – \( K^N \), \( \hat{K}^N \). A differential operator of the form \( K^\alpha \) or \( \hat{K}^\alpha \) with \(|\alpha| = N \). Similarly, \( Z^N \), \( X^N \) means a differential operator composed of \( N \) homogeneous vector fields or \( N \) translation vector fields.

• The energy norms
  – \( \mathcal{E}, \mathcal{E}_N \) the energy norm of order 1 or \( N \) for the metric coefficients. Their star version \( \mathcal{E}^*, \mathcal{E}_N^* \) means that we only integrate over \( H_t^* \), i.e. we stop when we reach the domain where the solution is exactly Schwarzschild.

• The source terms
  – \( T_{\mu\nu}[f] \) the energy momentum tensor of \( f \) with respect to the curved metric \( g \).
  – \( S[f] := T[f] + 1/2g \int_v f \, d\mu_v \).
  – \( T_{\mu\nu}[f] \) the energy momentum tensor of \( f \) with respect to the Minkowski metric \( \eta \).

• The main operators
  – \( \Box_g \) the reduced wave operator \( g^{\alpha\beta} \partial_{x^\alpha} \partial_{x^\beta} \).
  – \( T_g \) the geodesic spray vector field defining the Vlasov equation.

• Spacetimes and mass-shell functions:
  – Cartesian coordinates \( t = x^0, x^i \).
  – Hyperbolic time \( \rho = \sqrt{t^2 - |x|^2} \).
  – Radial function \( r = |x| \).
  – Retarded time \( u := t - |x| \).
  – The classes \( \mathcal{F}_x, \mathcal{F}_{x,v} \) as in Section 2.6.

• Constants
  – \( D_N \) a strictly positive constant depending only on \( N \).
  – \( A \lesssim B \) for \( A \leq D_N B \).
  – \( \delta \) a small enough constant depending only on \( N \).
  – \( L \) verifying \( \delta << L << 1 \) a small enough constant depending only on \( N \).

3. Bootstrap assumptions and the structure of the proof

From the previous section, it follows that the trace of the solutions, emanating from initial data on \( \{ t = 2 \} \), on \( H_2 \) is well-defined and we consider the Einstein-Vlasov system with initial data on the initial hyperboloid \( H_2 \) given by \( g_{\alpha\beta}|_{H_2}, \partial_t g_{\alpha\beta}|_{H_2} \) and \( f|_{H_2 \times \mathbb{R}^+_v} \).
Denote by \((g, f)\) the unique solution agreeing with the initial data and by \(h = g - \eta\) the deviation from the Minkowski metric.

From Section 2.12, it follows that

\[
(3.1) \quad \mathcal{E}^\star_N[h](2) \lesssim \epsilon,
(3.2) \quad E_{N,q}[f](2) \lesssim \epsilon,
(3.3) \quad E_{N-2,q+2}[f](2) \lesssim \epsilon,
\]

where \(E_{N,q}[f]\) is the higher order norm defined in Section 7.

Let \(\delta > 0\) be a small but fixed number, depending only on \(N\) and \(D\) be a large number depending only on \(N\) that will be fixed in course of the analysis.

### 3.1. Bootstrap assumptions.

The global analysis is based on only one bootstrap assumption for the metric coefficients

\[
(3.4) \quad \mathcal{E}_N[h](\rho) \leq D \epsilon \rho^\delta.
\]

Let us consider \(\rho^*\) such that

\[
\rho^* := \sup \{ \rho_1 \mid \text{for all } 2 \leq \rho \leq \rho_1, \text{the estimate (3.4) holds} \}.
\]

From standard well-posedness, \(\rho^* > 2\). The proof of the theorem follows if we can prove the improved estimate

**Proposition 3.1.** For all \(\rho \in [2, \rho^*)\), we have the improved estimates for the metric coefficients

\[
(3.5) \quad \mathcal{E}_N[h](\rho) \leq \frac{D}{2} \epsilon \rho D_N \epsilon^{1/2},
\]

where \(D_N > 0\) is a constant depending only on \(N\).

### 3.2. Direct consequences of the bootstrap assumptions.

#### 3.2.1. The basic decay estimates for the metric coefficients.

As an immediate consequence of the bootstrap assumptions on \(h\), we have, by standard Klainerman-Sobolev inequalities on hyperboloids (see for instance [FJS15], Proposition 4.12), the following proposition.

**Proposition 3.2.** One has the decay estimates, for all \(|\alpha| \leq N - 2\), and \(\rho \geq 2\),

\[
(3.6) \quad |K^\alpha \partial_t h|(t, x) + |\partial Z^\alpha h|(t, x) \lesssim \epsilon^{1/2} \rho^{\delta/2} \frac{1}{t(1 + u)^{1/2}},
\]

\[
\lesssim \epsilon^{1/2} \rho^{\delta/2} \frac{1}{t^{1/2} \rho},
\]

\[
(3.7) \quad |K^\alpha h|(t, x) \lesssim \epsilon^{1/2} \rho^{\delta/2} \frac{(1 + u)^{1/2}}{t}.
\]

**Remark 3.3.** In Section 12, we improve the decay rates in \(t - |x|\) of the above estimates, using sup-norm estimates and integration along characteristics. These estimates use the wave equations satisfy by the \(h\) coefficients, so they require in particular some information about the source terms of these equations. An alternative approach to the global structure of the paper would have been to consider extra bootstrap assumptions, so that one has access to pointwise estimates for these source terms. We have chosen instead to assume just the simplest bootstrap assumptions and to then revisit the decay estimates for \(h\). One drawback to our strategy is that we will also need to revisit our estimates for the Vlasov field (see Section 14), once we have access to the improved decay estimates on \(h\).
Recall also that additional translations can be converted into extra $u$ decay (cf. (2.6)), so that

**Proposition 3.4.** One has the decay estimates, for all $|\alpha| \leq N - 2$, and $\rho \geq 2$,

$$|K^\alpha \partial h|(t, x) + |\partial Z^\alpha h|(t, x) \lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1+u/2+\alpha_X}},$$

$$\lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1/2}},$$

$$|K^\alpha h|(t, x) \lesssim \frac{\epsilon^{1/2} \rho^{5/2} (1 + u)^{1/2 - \alpha_X}}{t},$$

where $\alpha_X$ denotes the number of translations in $K^\alpha$.

3.2.2. Basic consequences of the wave gauge condition and the bootstrap assumptions.

We recall here that when the gauge condition holds, some of the $h$ coefficients behave better than others (cf. Lemma 4.6 of [LM15]).

**Lemma 3.5.** Let $(g_\alpha)_{\beta}$ be a metric satisfying the wave gauge condition (2.7). Then $\partial_t h^{\alpha \beta}_{(0)}$ can be written as a linear combination of

$$\frac{(\rho/t)^2 \partial_\alpha h^{\beta_1}_{\gamma_1} + \partial_\alpha h^{\beta_1}_{\gamma_1} + t^{-1} \partial^\alpha h^{\beta_1}_{\gamma_1} + \partial^\alpha h^{\beta_1}_{\gamma_1}}{\rho t^2}.$$

**Remark 3.6.** Note that the first term in (3.10) contains in particular a $\partial_t h^{\alpha \beta}_{(0)}$ but that term also contains an additional good weight of $(\rho/t)^2$.

This implies, in conjunction with the basic decay estimates (3.6) and commutation,

**Lemma 3.7.** We have the improved decay estimates, for any $|\alpha| \leq N - 2$,

$$|\partial_t K_{(0)}| \lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1/2}}.$$

Also,

$$|K_{(0)}| \lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1/2}} + \frac{\epsilon^{1/2}}{t} \lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1/2}} + \frac{\epsilon^{1/2}}{t}.$$

As in Proposition (3.4), we have in fact

$$|K_{(0)}| \lesssim \frac{\epsilon^{1/2} \rho^{5/2}}{t^{1/2}} + \frac{\epsilon^{1/2}}{t},$$

where $\alpha_X$ denotes the number of translations in $K^\alpha$.

**Proof.** For (3.11), recall the decomposition $\partial_\alpha = \partial_\alpha - x^\alpha / t \partial_\alpha$, and then use the improved decay for $\partial_t h^{\alpha \beta}_{(0)}$. For (3.12), we use (3.11) and integrate along the integral curves of the vector field $\partial_\alpha - x^\alpha / |x| \partial_\alpha$, using that the solution is Schwarzschild outside from $K \cap \{t \geq 2\}$. \qed

3.2.3. Comparison of flat and curved energy norm for the wave equation. As in [LM15], Lemma 7.2, we have

**Lemma 3.8.** There exists an $\varepsilon > 0$ such that

$$\|g - \eta\|_{\infty} \lesssim \varepsilon^{1/2}, \quad \|h^{\alpha \beta}_{(0)}\|_{\infty} \lesssim \varepsilon^{1/2} \frac{\rho^2}{t^2}, \quad \|h^{(0)}\|_{\infty} \lesssim \varepsilon^{1/2} \frac{\rho^2}{t}, \quad \|h^{ab}\|_{\infty} \lesssim \varepsilon^{1/2},$$

imply that

1. $\mathcal{E}_{g}$ and $\mathcal{E}_{\eta}$ are equivalent, i.e. there exists a uniform constant $C > 0$ such that, for any regular field $\psi$,

$$C^{-1} \mathcal{E}_{g}[\psi] \leq \mathcal{E}_{\eta}[\psi] \leq C \mathcal{E}_{g}[\psi].$$
(2) $\mathcal{E}^*_g$ and $\mathcal{E}^*_v$ are equivalent, i.e. there exists a uniform constant $C > 0$ such that, for any regular field $\psi$,

$$C^{-1}\mathcal{E}^*_g[\psi] \leq \mathcal{E}^*_v[\psi] \leq C\mathcal{E}^*_g[\psi].$$

**Remark 3.9.** In view of the decay estimates (3.6) and (3.12), the assumptions of the lemma hold provided the bootstrap assumptions hold.

### 3.3. Structure of the proof.

We list here the main steps of the proof.

**Step 0** We first analyze in Section 4 the basic properties of the Vlasov equation. In particular, we describe the basic energy estimate for the Vlasov field and prove that, under the bootstrap assumptions, the energy norm $E_g$ is equivalent to the one in Minkowski space $E_g$.

**Step 1** In Section 5, we define the algebra of commutator vector fields, systematically analyze each first order commutator and close the energy estimates after one commutation.

**Step 2** In the first part of Section 7, from the bootstrap assumptions only, we prove energy estimates for the Vlasov field up to $N - 2$ commutations, using that we have access to the basic pointwise decay estimates on all metric related quantities $h$ (see Proposition 7.8). These energy estimates can in particular be weighted by powers of $v$ (see Section 14.1), to allow for future losses in $v$.

**Step 3** Using Klainerman-Sobolev type inequalities for the Vlasov field (see Section 16), we then have access to decay estimates for velocity averages of $f$ after a small enough number of commutations. This allows to push the energy estimates for the Vlasov field up to order $N$ (Proposition 7.13).

**Step 4** We then consider the wave equations for $h$. The error terms not involving the Vlasov field have been considered before ([LR10] and [LM15]) and are stated in Section 10. It remains to consider the new terms coming from the Vlasov field.

**Step 5** In Section 9, we give formulas for the commutation of the energy momentum tensor. Here, it is important to distinguish between the top order case, when the number of commutations is $N$, and the non top order case.

**Step 6** For a low number of commutations, we can estimate directly the source term coming from the energy-momentum tensor, using the previous commutations and the decay estimates of Section 16. For a large number of commutations up to $N - 1$, we also use $L2$ decay estimates for the Vlasov field, proven in Section 17.

**Step 7** It remains to estimate the contribution of the energy momentum tensor at top order. This case is different from the others, as the source term actually depends linearly on $\partial K^N h$. Moreover, it has borderline decay. In order to close the estimates, we then need to improve the estimates on the Vlasov field, to remove the losses at low order and replace the $\rho^{D\delta}$ losses by $\rho^{D^{1/2}\delta}$ up to $N - 1$ order. This is the purpose of Section 14. This then gives an extra $\rho^{D^{1/2}\delta}$ growth to the top order energy, but still improves the bootstrap assumptions and conclude the proof of the theorem.

### 4. Preliminary analysis of the Vlasov equation

#### 4.1. Decomposition of the operator $v_\alpha g^{\alpha\beta} \partial_{x^\beta}$. Recall that the transport operator $T_g$ is given by

\begin{equation}
T_g := v_\alpha g^{\alpha\beta} \partial_{x^\beta} - \frac{1}{2} v_\alpha v_\beta \partial_{x^\beta} g^{\alpha\beta} \partial_{v_i}.
\end{equation}
In this section, we consider the first part of this transport operator, namely \( v_\alpha g^{\alpha \beta} \partial_{x^\beta} \). Our aim is write it as a sum of the flat transport operator

\[
T_\eta = w_\alpha \eta^{\alpha \beta} \partial_{x^\beta}
\]

and some perturbative terms satisfying some sort of null condition.

**Lemma 4.1.** Let \( w = (w_0, v_i) \), where \( w_0 = -1 + |v|^2 \). We have

\[
v_\alpha g^{\alpha \beta} \partial_{x^\beta} = (v_0 - w_0) g^{\alpha \beta} \partial_{x^\beta} + w_\alpha \eta^{\alpha \beta} \partial_{x^\beta} + w_\alpha H^{\alpha \beta} \partial_{x^\beta}.
\]

**Proof.** We decompose

\[
v_\alpha g^{\alpha \beta} \partial_{x^\beta} f = (v_0 - w_0) g^{\alpha \beta} \partial_{x^\beta} f + w_\alpha g^{\alpha \beta} \partial_{x^\beta} f = (v_0 - w_0) g^{\alpha \beta} \partial_{x^\beta} f + w_\alpha \eta^{\alpha \beta} \partial_{x^\beta} f + w_\alpha H^{\alpha \beta} \partial_{x^\beta} f.
\]

Note that in (4.3), we might expect that the last term on the right-hand side has some form of null condition, using the semi-hyperboloidal frame and the improved decay on \( h^{00} \). The middle term is the flat transport operator and therefore commutes with the standard lifted vector fields. For the first term, we need to understand a form of the null condition for \( v_0 - w_0 \).

4.2. Estimates for \( v_0 \). In this section, we derive some preliminary estimates concerning the solution \( v_0 := v_0(x^\alpha, v_i) \) of the mass-shell relation \( v_\alpha v_\beta g^{\alpha \beta} = -1 \). We start by analysing the difference between \( v_0 \) and \( w_0 = -1 + |v|^2 \). First, we have

\[
v_0 - w_0 = \frac{v_0^2 - w_0^2}{v_0 + w_0},
\]

and thus it is sufficient to estimate only \( v_0^2 - w_0^2 \). For this, we will need the formula

\[
v_0^2 - w_0^2 = v_\alpha v_\beta H^{\alpha \beta} = (v_0)^2 h^{00} + 2v_0 v_\beta h^{0 \beta} + v_\alpha v_\beta h^{ab}.
\]

The first identity follows straightforwardly when evaluating \( v_\alpha v_\beta H^{\alpha \beta} \).

**Remark 4.2.** Note in particular that the right-hand side of (4.4) has some null structure\(^{20}\), since, in the semi-hyperboloidal decomposition of \( v \), the worst components of \( v \) are \( v_0 \), but it is multiplied by the coefficient \( h^{00} \) which satisfies the improved decay estimates (3.11) and (3.12). We recall that the components \( v_a \) are better behaved than \( v_0 \) in view of (2.24).

This leads to

**Lemma 4.3.** From (3.7) and (3.12), we have

\[
|v_0^2 - w_0^2| \lesssim \mathcal{O} \left( \rho^{\delta/2} e^{1/2} \frac{1 + u}{t^{3/2}} + \frac{e^{1/2}}{t} \right) + |w_0|^2 \rho^{\delta/2} e^{1/2} \frac{1 + u^{1/2}}{t}.
\]

In particular, we have

\[
20\text{In the rest of the article, we will sometimes comment informally about the "null structure" of an expression. This means that this expression, as here } v_0 - w_0, \text{ has a better behaviour than if it had been estimated naively, here by } v_0^2|h|. \text{ Thus, in this language, any product containing a factor of } h^{00} \text{ will have the null structure, in view of the improved decay for this metric component (3.11)-(3.12).}
\]
\(|v_0 - w_0| \lesssim |w_0| \left( \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u}{t^{3/2}} + \frac{\epsilon^{1/2}}{t} \right) + \frac{|v_0|^2 t}{|w_0| \rho} \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u^{1/2}}{t}.

as well as

\[1 - c \epsilon^{1/2} \leq \left| \frac{v_0}{w_0} \right| = \left| \frac{v_0}{\sqrt{1 + |v|^2}} \right| \leq 1 + C \epsilon^{1/2},\]

for some constants \(c, C > 0\). Similarly, we have

\[1 - c \epsilon^{1/2} \leq \left| \frac{v_0 g^{\alpha \beta}}{w_0} \right| \leq 1 + C \epsilon^{1/2},\]

**Proof.** The estimate

\[|v_0^2 - w_0^2| \lesssim (v_0)^2 \left( \epsilon^{1/2} \rho^{\delta/2} \frac{1 + u^{3/2}}{t^2} + \frac{\epsilon^{1/2}}{t} \right) + |v_0| |\nabla a| \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u^{1/2}}{t} \]

is a direct consequence of (3.7) and (3.12). Then (4.4) just follows from

\[2 |v_0| |\nabla a| \leq |v_0|^2 \frac{\rho}{t} + |\nabla a|^2 \frac{t}{\rho}.

The final estimates of the lemma are immediate consequences. \(\square\)

**Remark 4.4.** In view of the structure of the energy (2.24) and the fact that the volume form induced by \(\eta\) on each \(H_\rho\) is given by \(\frac{\epsilon}{\rho} dx\), we will systematically try to estimate Vlasov related quantities in terms of \(\frac{\epsilon}{\rho} (w^0)^2\) and \(|\nabla a|^2 \frac{t}{\rho}^2\), or \(\frac{\epsilon}{\rho} u^0\) and \(\frac{\epsilon}{\rho} u^0 \frac{t}{\rho} \) if we take into account the volume form \(\frac{dv}{\sqrt{1 + |v|^2}} = \frac{dv}{\sqrt{\epsilon^2}}\). Thus, the estimate on \(|v_0 - w_0|\) can be read as

\[|v_0 - w_0| \lesssim |w_0| \rho \left( \frac{\epsilon^{1/2}}{\rho} + \rho^{\delta/2} \epsilon^{1/2} \frac{(1 + u)^{1/2}}{t} \right) + \frac{|v_0|^2 t}{|w_0| \rho} \rho^{\delta/2} \epsilon^{1/2} \frac{(1 + u)^{1/2}}{t}.

Differentiating the mass-shell relation \(v_\alpha v_\beta g^{\alpha \beta} = -1\), we obtain the following lemma.

**Lemma 4.5.**

(4.6) \[\partial_{x^\alpha} v_0 = - \frac{v_\mu v_\nu}{2 g^{\mu \nu} v_\beta} \partial_{x^\alpha},\]

(4.7) \[\partial_{v_\alpha} (v_0) = - \frac{v_\alpha g^{\alpha \beta}}{g^{\beta \beta}}.\]

**Remark 4.6.** Recall that we are using \(\eta\) to raise and lower indices, which is why we wrote \(g^{\alpha \beta} v_\beta\) in the above formulae.

From (4.6), we obtain

**Lemma 4.7** (Decomposition of \(\partial_{x^\gamma} v_0\)). \(\partial_{x^\gamma} v_0\) can be written as a linear combination of

\[\frac{1}{g^{0 \beta} v_\beta} \partial_{x^0} h^{00} v_0 w_0, \quad \frac{1}{g^{0 \beta} v_\beta} \partial_{x^0} h^{0 \alpha} v_\alpha w_\alpha, \quad \frac{1}{g^{0 \beta} v_\beta} \partial_{x^\beta} h^{\alpha \beta} v_\alpha w_\beta, \quad \frac{1}{2 g^{0 \beta} v_\beta} \partial_{x^0} (\Phi \cdot \Phi) h v_\alpha v_\beta,

and cubic terms of the form \(w \cdot h \cdot \partial_{x^\beta} h\). In particular, from (3.6), (3.11) and (3.12), we have the estimate

\[|\partial_{x^\gamma} v_0| \lesssim \epsilon^{1/2} \rho^{-3/2+\delta/2} \left( \frac{\rho}{t} w^0 + \frac{t}{\rho} (v_\alpha)^2 / w^0 \right),\]

where \(w^0 = \sqrt{1 + |v|^2}\).
Proof. We use (4.6) and simply compute

\[
\frac{1}{g^{03}v^3} \partial_{x^r} h^{\mu\nu} v_\mu v_\nu = \frac{1}{g^{03}v^3} \partial_{x^r} \left( \Phi_\alpha^\nu \Phi_\beta^\mu h^{\alpha\beta} \right) v_\mu v_\nu \\
= \frac{1}{g^{03}v^3} \partial_{x^r} \left( \Phi_\alpha^\nu \Phi_\beta^\mu h^{\alpha\beta} \right) h^{\alpha\beta} v_\mu v_\nu + \frac{1}{g^{03}v^3} \partial_{x^r} \left( h^{\alpha\beta} \right) \Phi_\alpha^\nu \Phi_\beta^\mu v_\mu v_\nu \\
= \frac{1}{g^{03}v^3} \partial_{x^r} \left( \Phi_\alpha^\nu \Phi_\beta^\mu h^{\alpha\beta} \right) h^{\alpha\beta} v_\mu v_\nu + \frac{1}{g^{03}v^3} \partial_{x^r} \left( h^{\alpha\beta} \right) v_\alpha v_\beta.
\]

Since

\[
|\partial_{x^r} \left( \Phi_\alpha^\nu \Phi_\beta^\mu h^{\alpha\beta} \right) | \leq t^{-1},
\]

using the decay estimates (3.6), (3.11) and (3.12), one obtains

\[
\left| \frac{1}{g^{03}v^3} \partial_{x^r} h^{\mu\nu} v_\mu v_\nu \right| \lesssim \frac{\varepsilon^{1/2} \rho^{5/2}}{\rho t^{1/2}} \frac{v_0^2}{|g^{03}v^3|} + \frac{\varepsilon^{1/2} \rho^{5/2}}{\rho t^{1/2}} \frac{|(v_0 v_0)|}{|g^{03}v^3|} + \frac{\rho^{1+\delta/2}}{\rho t^{5/2}} \frac{v_0^2}{|g^{03}v^3|}.
\]

\[
\square
\]

Remark 4.8. We can summarize the above structure of \( \partial_{x^r} v_0 \) as follows. \( \partial_{x^r} v_0 \) can be written as a linear combination of the terms

\[
w_\alpha w_\beta - \frac{\partial_{x^r} s}{u^0}, \quad w \cdot h \cdot \partial_{x^r} h,
\]

in which we can also expand the first term on the semi-hyperboloidal frame.

4.3. Comparison of flat and curved energy norms for the Vlasov field. We establish now the equivalency of the energy norms (2.18) and (2.19) for the distribution function.

Lemma 4.9. There exists an \( \varepsilon > 0 \) such that

\[
\|g - \eta\|_\infty \lesssim \varepsilon^{1/2}, \quad \|h^{00}\|_\infty \lesssim \varepsilon^{1/2} \frac{\rho^2}{t^2}, \quad \|h^{00}\|_\infty \lesssim \varepsilon^{1/2} \frac{\rho}{t}, \quad \|h^{ab}\|_\infty \lesssim \varepsilon^{1/2},
\]

imply that \( E_g \) and \( E = E_\eta \) are equivalent, i.e. there exists a constant \( C > 0 \) such that

\[
C^{-1} E_g[k](\rho) \leq E_\eta[k](\rho) \leq C E_g[k](\rho),
\]

for all \( k \) suitably regular.

Remark 4.10. In view of the decay estimates (3.7) and (3.12) and using that \( \frac{1}{t} \leq \frac{u}{\rho} \leq \frac{\rho^2}{t^2} \), since \( u \geq 1 \) in \( K \), the assumptions of the lemma hold provided the bootstrap assumptions hold.

Proof. We denote in this proof

\[
D_g := \frac{\sqrt{1 - g^{00}}}{\sqrt{g^{00}}} \sqrt{\rho} \frac{s}{\sqrt{g^{00}}} \text{ and } I_g := (v_0(-tg^{00} + x_ig^i) + v_i(-tg^{0i} + x_jg^{ji}))
\]

and both corresponding quantities w.r.t. the flat metric by \( D_\eta \) and \( I_\eta \), respectively. Recall also the definition of \( s \) given by (2.13). Using (2.14),

\[
|s^2 - \rho^2| \leq |H^{\alpha\beta} x_{\alpha} x_{\beta}| = |H^{00}|t^2 = |h^{00}|t^2 + O(h^2)
\]

so that, using (3.12), we have the estimate

\[
|\frac{s^2}{\rho^2} - 1| \lesssim \varepsilon^{1/2} \left( \frac{u^{3/2}}{\rho^2 - \delta/2} + \frac{t}{\rho^2} \right) \lesssim \varepsilon^{1/2},
\]
and in particular, \( \frac{1}{s} \lesssim \frac{1}{\rho} \). As we can replace \( v_2 g^{a0} \) by \( w^0 \) by Lemma 4.3, it follows that

\[
0 \leq D_y \lesssim \frac{1}{w_0} \frac{\rho}{t} = D_y.
\]

We can now compute and estimate the difference between the energies for the flat and the curved metric. By definition,

\[
E_g[f] = \int \int \frac{|f| v_0 I_g}{s} D_g dv dx = \int \int |f| v_0 I_g (s^{-1} - \rho^{-1}) D_g dv dx
\]

\[
+ \int \int v_0 |f| \frac{I_g - I_\eta}{\rho} D_g dv dx + \int \int v_0 |f| \frac{I_\eta}{\rho} (D_g - D_\eta) dv dx
\]

\[
+ \int \int (v_0 - w_0) |f| \frac{I_\eta}{\rho} D_\eta dv dx + \int \int v_0 |f| \frac{I_\eta}{\rho} D_\eta dv dx
\]

\[
= I + II + III + IV + E_g[f].
\]

We estimate the terms \( I \) – \( IV \) in the following. First, we have

\[
|I_g - I_\eta| \lesssim |v_0 - w_0| |x_\beta| g^{0\beta} + |w_\alpha x_\beta (g^{0\beta} - \eta^{0\beta})|
\]

\[
\lesssim |v_0 - w_0| t + t (v_0 h_0^{(0)} + v_\alpha h_{0\alpha})| + O(t w_0^0 |h|^2)
\]

\[
\lesssim w_0^0 |h_0^{(0)}| t + 2 \varepsilon_\rho h_{0a} |t + \frac{|v_\alpha v_\beta h_{ab}|}{w_0^0} |t + \frac{t^2 I_\eta}{\rho} |h_{00}^0| + \frac{|h_{ab}|}{\rho} |I_\eta| + O(t w_0^0 |h|^2).
\]

Hence,

\[
|I_g - I_\eta| \lesssim \left( \frac{h_{00}^0}{\rho^2} + 2 |h_{0a}| + \frac{t^2}{\rho^2} |h_{00}^0| + \frac{t}{\rho^2} |h_{ab}| \right) |I_\eta|
\]

\[
+ \frac{t}{\rho w_0^0} |h_{0a}| |t + \frac{t^2 |v_\alpha v_\beta h_{ab}|}{w_0^0} |h_{ab}| + O(t w_0^0 |h|^2)
\]

\[
\lesssim \left( \frac{t^2}{\rho^2} |h_{00}^0| + \frac{t}{\rho} |h_{ab}| \right) |I_\eta| + O(t w_0^0 |h|^2)
\]

\[
\lesssim \sqrt{\varepsilon} |I_\eta|,
\]

where we used

\[
w_\alpha x_\beta (g^{0\beta} - \eta^{0\beta}) = - t (v_0 h_0^{(0)} + v_\alpha h_{0\alpha}) + O(t w_0^0 |h|^2)
\]

and

\[
\frac{v_\alpha^2}{w_0^0} \lesssim \frac{I_\eta}{t}, \quad \frac{\rho}{t} w_0^0 \lesssim \frac{I_\eta}{\rho}.
\]

The above estimate in particular implies

\[
|I_g| \lesssim |I_\eta|.
\]

With this, we evaluate

\[
I = \int \int |f| v_0 I_g (s^{-1} - \rho^{-1}) D_g dv dx
\]

\[
\lesssim \int \int |f| w_0^0 \frac{I_\eta}{\rho} \frac{s^{-2} - \rho^{-2}}{s(s + \rho)} D_g dv dx \lesssim \sqrt{\varepsilon} \int \int |f| w_0^0 \frac{I_\eta}{\rho} D_\eta dv dx,
\]

where we used (4.11).

Next we estimate \( II \).

\[
II \lesssim \int \int |v_0| |f| \frac{|I_g - I_\eta|}{\rho} D_g dv dx \lesssim \sqrt{\varepsilon} \int \int |v_0| |f| \frac{|I_\eta|}{\rho} D_\eta dv dx.
\]
For the next term we estimate
\begin{equation}
|D_g - D_\eta| \lesssim \left( \frac{s^2 - \rho^2}{\rho^2} + \frac{|u^0 - v^\beta g^0\beta|}{w^0} + \frac{t - g^\alpha\gamma x_\alpha}{t} \right) D_\eta \lesssim \sqrt{\varepsilon}|D_\eta|.
\end{equation}
This implies
\begin{equation}
III \lesssim \int \! |w_0||f| \left( \frac{I_2}{\rho} \right) |D_g - D_\eta|dvdx \lesssim \sqrt{\varepsilon} \int \! |w_0||f| \left( \frac{I_2}{\rho} \right) D_\eta dvdx
\end{equation}
and
\begin{equation}
IV \lesssim \int \! |v_0 - w_0||f| \left( \frac{I_2}{\rho} \right) D_\eta dvdx \lesssim \sqrt{\varepsilon} \int \! |w_0||f| \left( \frac{I_2}{\rho} \right) D_\eta dvdx.
\end{equation}
In total, we conclude that
\begin{equation}
|E_g[f] - E_\eta[f]| \lesssim \sqrt{\varepsilon} E_\eta[f],
\end{equation}
which implies the claim. \hfill \Box

4.4. Energy estimate for Vlasov fields in a curved spacetime. We have

\textbf{Lemma 4.11.} Let \( k := k(t, x, v) \) be a solution to \( T_g(k) = F[k] \), then

\begin{equation}
\nabla^\alpha (T_{0\alpha}[k]) = \int_v v_0 F[k] d\mu_v + \int_v k v^\alpha \partial_x^\alpha (v_0) d\mu_v + \frac{1}{2} \int_v k v_\alpha v_\beta \partial_x^\alpha (g^\alpha\beta \partial_x^\beta (g^\alpha\beta)) \frac{v_\alpha g^\gamma i}{v^\beta g^\alpha 0} d\mu_v.
\end{equation}

\textbf{Proof.} This follows from the divergence properties \( T \). Alternatively, one can use that if \( N_\alpha[k] = \int_v k v_\alpha d\mu_v \) is the particle current of \( k \), then we have the divergence identity

\begin{equation}
\nabla^\alpha N_\alpha[k] = \int_v T_g(k) d\mu_v.
\end{equation}

On the other hand,

\begin{equation}
\nabla^\alpha (T_{0\alpha}[k]) = \nabla^\alpha N_\alpha[v_0 k],
\end{equation}

so that, together with the divergence property of \( N \) and the Vlasov equation for \( v_0 k \),

\begin{equation}
\nabla^\alpha (T_{0\alpha}[k]) = \int_v T_g[k v_0] d\mu_v = \int_v T_g[k] v_0 d\mu_v + \int_v k v^\alpha \partial_x^\alpha (v_0) d\mu_v - \frac{1}{2} \int_v k v_\alpha v_\beta \partial_x^\alpha (g^\alpha\beta) \partial_x^\beta (v_0) d\mu_v = \int_v T_g[k] v_0 d\mu_v + \int_v k v^\alpha \partial_x^\alpha (v_0) d\mu_v + \frac{1}{2} \int_v k v_\alpha v_\beta \partial_x^\alpha (g^\alpha\beta) \frac{v_\alpha g^\gamma i}{v^\beta g^\alpha 0} d\mu_v.
\end{equation}

\hfill \Box

\textbf{Remark 4.12.} Recall that if \( k \) solves a transport equation of the form \( T_g(k) = F[k] \), then \( |k| \) solves \( T_g(|k|) = \frac{k}{|k|} F[k] \) in the sense of distribution. Moreover, for sufficiently regular \( k \), the above computations and lemma still make sense with \( |k| \) instead of \( k \) and \( \frac{k}{|k|} F[k] \) instead of \( F[k] \).

Applying the divergence theorem on a region of spacetime bounded by two hyperboloids, we obtain for any \( \rho_2 > \rho_1 \), and \( k := k(t, x, v) \geq 0 \),

\begin{equation}
E_g[k](\rho_2) - E_g[k](\rho_1) = \int_{\rho_1 \leq \rho \leq \rho_2} \sqrt{-g} dx^4 \left( \int_{v} v_0 F[k] d\mu_v + \int v_\alpha v_\beta \partial_x^\alpha (g^\alpha\beta) \frac{v_\alpha g^\gamma i}{v^\beta g^\alpha 0} d\mu_v \right).
\end{equation}
Recall that in the pseudo-spherical coordinates \((\rho, r, \theta, \phi)\), the volume form induced by \(\eta\) is given by \(\frac{4}{t} r^2 \sin(\theta) d\theta d\phi\). Moreover, since
\[
\sqrt{-g} = 1 - \frac{1}{2} tr(h) + O(h^2),
\]
we have, in \((\rho, r, \omega)\) coordinates
\[
(1 - D^{-1} e^{1/2}) \frac{\rho}{t} r^2 \sin(\theta) \leq \sqrt{-g} \leq (1 + D e^{1/2}) \frac{\rho}{t} r^2 \sin(\theta),
\]
for some \(D > 0\).

Thus, we have
\[
E_g[k](\rho_2) - E_g[k](\rho_1) \lesssim \int_{\rho_1 \leq \rho \leq \rho_2} d\rho \int_{H_\rho} \left( \int_v v_0 |F[k]| d\mu_v + \int_v k |\rho^\alpha \partial_{x^\alpha} (v_0)| d\mu_v 
+ \frac{1}{2} \int_v k |v_\alpha v_\beta \partial_{x^\alpha} (g^\alpha_\beta)| \frac{v_\alpha g_\beta^\gamma}{v_\beta g_\gamma^\mu} d\mu_v \right) \frac{\rho}{t} r^2 dr d\omega_{S^2}.
\]

Finally, in view of the estimates on \(\partial_{x^\alpha} (v_0)\) and since
\[
|v_\alpha v_\beta \partial_{x^\alpha} (g^\alpha_\beta)| \leq \left( v_0 \right)^2 |\partial (\Delta^{(0)}_{\text{proj}}) + v_0 \|\nabla v_0\| |\partial h| + (v_0)^2 |\partial (\Phi_1) + O (v_0)^2 h \partial x^\rho h \right) 
\lesssim \rho^{-3/2 + \delta} \left( \frac{1}{t} (w^0)^2 + t \rho (\|v_0\|)^2 \right),
\]
we obtain, using (4.9),

**Lemma 4.13.** For any regular distribution function \(k\), satisfying \(T_g(k) = F[k]\).

\[
E[k](\rho_2) \lesssim E[k](\rho_1) + \int_{\rho_1 \leq \rho \leq \rho_2} d\rho \int_{H_\rho} \left( \int_v |F[k]| d\mu_v \right) \frac{\rho}{t} r^2 dr d\omega_{S^2}.
\]

In particular, since \(T_g(f) = 0\), the previous lemma implies the energy bound for \(f\).

**Corollary 4.14.** We have, for all \(\rho \in [2, \rho^*]\),
\[
E[f](\rho) \lesssim \epsilon.
\]

4.5. **Weighting by \(1 + u\) factors.** At different places below, we weight quantities that fulfill transport equations by \((1 + u)\) factors. The following lemma will then be useful.

**Lemma 4.15.**

\[
T_g(1 + u) = w^0 - w_i \frac{x^i}{x} + E_u,
\]

where
\[
|E_u| \lesssim |w_0| \left( \rho^{\delta/2} \varphi^{1/2} \frac{1 + u}{t^{3/2}} + \epsilon^{1/2} \frac{t}{\rho} \right) + \frac{|v_\alpha|^2 \rho^{\delta/2} \varphi^{1/2} \frac{1 + u^{1/2}}{t}}{t}
\]

and we emphasize
\[
w^0 - w_i \frac{x^i}{x} \geq 0.
\]

**Proof.** Compute straightforwardly
\[
T_g(1 + u) = v_\alpha g^{\alpha_0} - v_\alpha g^{\alpha_0} \frac{x_i}{x} = v_\alpha \left( g^{\alpha_0} \frac{x_0}{x} - \frac{g^{\alpha_0} x_i}{|x|} \right)
= w^0 - \frac{w_i x^i}{x} + v_\alpha \frac{x_\mu}{x_0} H^{\alpha_\mu} - (v_0 - w_0) + v_\alpha H^{\alpha_0} \frac{x_i}{|x|} \frac{|x| - t}{t}. 
\]
The first two terms give the explicit part of the identity to prove. The last three terms provide the term $E_u$ and are estimated in the following. The term $v_0 - w_0$ has been estimated in (4.5). The first term in $E_u$ can be estimated (replacing $v_0$ by $w_0$ and estimating the additional difference term as before), using (4.13), by

\begin{equation}
|w_0 x_{\mu} H^{\alpha \mu}/x_0| = t^{-1} |t(v_0 h^{00} + v_0 h^{00})| + \text{cubic terms},
\end{equation}

which yields the same terms as the $v_0 - w_0$ term. Finally, we estimate

\begin{equation}
|v_0 x_{\mu} H^{\alpha \mu}/|x| - t| \leq w^0 |h| \frac{u}{t} + \text{cubic terms},
\end{equation}

which again yields terms of the type above and finishes the proof.

\section{The Commutation of the Vlasov Equation}

The aim of this section is to compute the commutators of the Vlasov equation with respect to well-chosen vector fields. The choice of vector fields is constrained by several factors, in particular:

1. the error terms in the commutators must decay sufficiently fast.
2. since we will compute the Einstein equations, we require decay estimates on quantities of the form $K^{\alpha}(T_{\mu \nu}[f])$, where $K^{\alpha}$ is a combination of $|\alpha|$ vector fields among the standard Killing fields\footnote{We actually only commute with translations, Lorentz boosts and the scaling vector fields, and do not need to commute the Einstein equations with the spatial rotations.} and the scaling vector field.

A starting point is to consider the complete lifts, denoted here $\tilde{Z}$, of the usual Killing fields together with the standard, non-lifted scaling vector field. This was used in [FJS15] for the Vlasov-Nordström system with spatial dimension $n \geq 4$. In dimension 3, the error terms arising after commutations too slowly for this strategy to be close. Instead, we used in [FJS17] modified vector fields. Those are essentially constructed out of the complete lift $\tilde{Z}$ plus a correction and are therefore of the form

\begin{equation}
Y = \tilde{Z} + C^\mu \cdot \partial_\mu + C^{t \cdot x} \cdot \partial_{t \cdot x},
\end{equation}

where $C^\mu$ and $C^{t \cdot x}$ are coefficients, carefully chosen for each initial vector field $Z$, so as to obtain, after commutation with the non-linear transport operator, a cancellation with the worst terms appearing in the original commutator.

In [FJS17], two different kinds of corrections were used, corrections containing $v$ derivatives, which appeared even for translations and corrections containing $t, x$ derivatives, which only appeared for the homogeneous vector fields. It turns out that in the co-tangent bundle formulation used here, only corrections containing $t$- and $x$-derivatives are needed. However, a difficulty in the cotangent bundle approach occurs due to the part of the transport operator containing $t$- and $x$-derivatives, which is given in the tangent bundle formulation by $v^\alpha \partial_{x^\alpha}$. This term now involves a non-linear coupling with the metric through $v_\alpha g^{\alpha \beta} \partial_{x^\beta}$. (Note however that for the Einstein-Vlasov system, $v^0$ always depends on $g$ and therefore, the operator $v^\alpha \partial_{x^\alpha}$ always involves the metric.)

Thus, the starting point is to consider as commutation vector fields

- translations $\partial_{x,t}$
- For each homogeneous vector field $Z$, a modified vector field of the form

\begin{equation}
Y = \tilde{Z} + C^\alpha \partial_{x^\alpha}.
\end{equation}

for some coefficients $C^\alpha := C^\alpha(t, x, v)$. 
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However, already in [FJS17], we observed that replacing $\partial_{x^i}$ by vector fields of the form\footnote{In \cite{FJS17}, the fields $X_i$ were actually defined using so-called \textit{generalized translations}. In the present work, it is sufficient to only consider translations. Again, this is due to the cotangent bundle formalism.}  
\[X_i = \partial_{x^i} + \frac{v_i}{\sqrt{1 + |v|^2}} \partial_t\]
has the advantage that the fields $X_i$ behave better than $\partial_{x^i}$ when applied to a solution of the wave equation, which is essentially due to the decomposition
\[X_i = \frac{Z_i}{t} + \frac{v_i}{w^0} \partial_t.
\]
In this work, we will therefore consider modification of the form
\[
Y = \hat{Z} + C^i X_i + C^0 \partial_t,
\]
where
\[
X_i = \partial_{x^i} + \frac{v_i}{w^0} \partial_t.
\]
The $C^a$ are then to obey, under the bootstrap assumptions,
\[
|C^a| \lesssim \epsilon^{1/2} \rho^{5/2} u^{1/2}.
\]
Finally, as becoming apparent in the next section, the commutators between the translations and the non-linear transport operator $T_g$ generate borderline error terms, essentially because of a lack of null structure. It turns out that replacing the $\partial_{x^i}$ vector fields by the $X_i$ vector fields solves this issue, apart from the commutator with $\partial_t$, since there is no suitable replacement vector field in this case. We keep the $\partial_t$ vector field, but to close the estimates for the first order commuted equations, we also need to exploit a hierarchy in the equations\footnote{This hierarchy is reminiscent of the weak null condition, as in the system (1.3). Indeed, the borderline terms all arise from the commutator with $\partial_t$ but they involve products of the $X_i$ vector fields and metric coefficients, while the $X_i$ vector fields enjoy improved commutation properties with no resulting borderline terms.}

In the following section, we systematically compute various commutators and immediately estimate the error terms. While typically, one often presents pure algebraic computations and estimates separately, we expect it is easier to understand the structure of the proof if one understands how each term behaves asymptotically.

5.1. \textbf{Commutation with translations and $X_i$ vector fields}. We start by computing the commutators for the basic translations.

\textbf{Lemma 5.1.}
\[
[T_g, \partial_{x^i}] = F_{\gamma 1} + F_{\gamma 2} + F_{\gamma 3} + F_{\gamma 4},
\]
where the error terms $F_{\gamma i}$ are given by
\[
F_{\gamma 1} = -\partial_{x^\gamma} (g^{\alpha \beta} v_{\beta} \partial_{x^\alpha} f), \quad F_{\gamma 2} = -\partial_{x^\gamma} (v_0 g^{\alpha 0} \partial_{x^\alpha} f),
\]
\[
F_{\gamma 3} = \frac{1}{2} v_a v_{\beta} \partial_{x^a} \partial_{x^\gamma} (g^{\alpha \beta} \partial_{x^a} f), \quad F_{\gamma 4} = \partial_{x^\gamma} (v_0 v_{\beta} \partial_{x^\gamma} g^{0 \beta} \partial_{v_0} f).
\]
Proof. A straightforward computation yields
\[
[T_{\gamma}, \partial_{\gamma}] = -\partial_{\gamma} (v_\beta g^{\alpha\beta}) \partial_{\gamma} \varphi + \frac{1}{2} v_\alpha v_\beta \partial_{\gamma} (g^{\alpha\beta}) \partial_{\gamma} \varphi + \partial_{\gamma} (v_0) v_\beta \partial_{\gamma} g^{03} \partial_{\gamma} \varphi \\
= -\partial_{\gamma} (g^{\alpha\beta}) v_\beta \partial_{\gamma} \varphi - \partial_{\gamma} (v_0) g^{00} \partial_{\gamma} \varphi + \frac{1}{2} v_\alpha v_\beta \partial_{\gamma} (g^{\alpha\beta}) \partial_{\gamma} \varphi \\
+ \partial_{\gamma} (v_0) v_\beta \partial_{\gamma} g^{03} \partial_{\gamma} \varphi.
\]
\[
\square
\]

Let us describe the expected decay behaviour of each of the \( F_{\gamma 1} \) error terms. First note that the error term \( F_{\gamma 4} \) is a higher order error term, since both \( \partial_{\gamma} (v_0) \) and \( \partial_{\gamma} g^{03} \) decay and therefore enjoy stronger decay properties than the other three error terms. Second, one can easily estimate \( F_{\gamma 2} \) using Lemma 4.7, leading to an integrable error term.

Using the decay estimates (3.6), \( F_{\gamma 1} \) can be estimated by a cubic term of the form
\[
\left| w^0 h \partial h \partial_{t,x} f \right|
\]
and the main terms of the form
\[
\left| w^0 \partial h \partial_{t,x} f \right| = \left| w^0 \frac{\rho}{\tilde{t}} \cdot \frac{1}{\tilde{t}} \partial h \partial_{t,x} f \right| \lesssim \rho^{5/2-1}/(1 + u)^{1/2} \left| w^0 \frac{\rho}{\tilde{t}} \partial_{t,x} f \right|.
\]
Together with the energy estimate (4.22) and the coercivity estimate, this leads to an estimate of the form
\[
E[\partial_{t,x} f] (\rho') - E[\partial_{t,x} f] (2) \lesssim \int_{2}^{\rho'} \frac{\rho'}{(1 + u)^{1/2}} E[\partial_{t,x} f] (\rho') d\rho'.
\]

Unfortunately, this fails to close, essentially because we are not able to exploit the additional \((1 + u)^{1/2}\) decay. One may hope to get extra decay using the semi-hyperboloidal foliation and the improved estimate on \( h^{00} \), but as we will see, there are still non-integrable error terms. Each of these terms is of the form \( q(v,h) X_\alpha (f) \), where \( q(v,h) \) leads to a \( \rho^{5/2} \) loss as above. Since the \( X_\alpha \) vector fields enjoy better commutation properties than the field \( \partial_t \), we are then able to close the estimates (albeit with a loss).

Let us thus consider the structure of the \( F_{\gamma 1} \) error term in greater details. We write \( C_{ub} \) below to denote any of the cubic term.

First, we compute
\[
F_{\gamma 1} = -\partial_{\gamma} (h^{\alpha\kappa} \Phi^0_\alpha \Psi^\beta_\kappa) \Psi^\beta_\beta \partial_{\gamma} \varphi + C_{ub};
\]
\[
= -\partial_{\gamma} (h^{\alpha\kappa} \Psi^\beta_\kappa \partial_{\gamma} \varphi) - h^{\alpha\kappa} \partial_{\gamma} (\Phi^0_\alpha \Psi^\beta_\kappa) v_\beta \partial_{\gamma} \varphi + C_{ub}.
\]
The second term on the right-hand side has much better decay, by virtue of the fact that
\[
| \partial_{\gamma} (\Phi^0_\alpha \Psi^\beta_\kappa) | \lesssim t^{-1}.
\]
For the first term, we have
\[
(5.3) \quad \partial_{\gamma} (h^{\alpha\kappa} \Psi^\beta_\kappa \partial_{\gamma} \varphi) = \partial_{\gamma} (h^{00} \varphi_0 \partial_{\gamma} f) + \partial_{\gamma} (h^{00} \varphi_0 \partial_{\gamma} f) + \partial_{\gamma} (h^{00} \varphi_0 \partial_{\gamma} f) + \partial_{\gamma} (h^{00} \varphi_0 \partial_{\gamma} f).
\]
The first term on the right-hand side has stronger decay thanks to the improved estimate (3.11) on \( h^{00} \). For the last term, we have
\[
| \partial h \varphi_0 \partial_{\gamma} f | \leq \rho^{5/2} \left( t/\rho + \rho/t w^0 \right) | \partial_{t,x} f |.
\]
In view of the coercivity of the Vlasov energy (2.24), the contribution of this error term is therefore integrable.
On the other hand, the middle term on the right-hand side of (5.3) does not have enough decay. In fact, we can write
\[
\partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 \partial_{\alpha \beta} (f) = \partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 (\partial_x + x_a / t \partial_t) (f) = \partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 (\partial_x + v_a / w^0 \partial_t + (x_a / t - v_a / w^0) \partial_t) (f) = \partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 (\partial_x + v_a / w^0 \partial_t - \frac{v_a}{w^0} \partial_t) (f) = \partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 (\partial_x + v_a / w^0 \partial_t) (f) - \frac{v_a}{w^0} \partial_x \gamma (\frac{h_{0a}}{w}) \psi_0 \partial_t f.
\]

Since \(\frac{|w|}{w^0} \lesssim 1\), the last term can be estimated as above, but the first term on the right-hand side is still problematic, because there is no improved decay a priori for \(\partial_{a \alpha} (f)\).

Note that \(\partial_{a \alpha} + v_a / w^0 \partial_t\) is one of the \(X_a\) vector fields introduced in (5.2). Moreover, we recall there is an improved estimate for products involving \(X_a(h)\), using \(X_a = Z_a / t + \frac{v_a}{w^0} \partial_t\) and that \(h\) solves a wave equation, so that \(\frac{Z_a(h)}{t}\) behaves better than \(\partial_{a \alpha} h\).

Thus, we commute by \(X_a\) instead of \(\partial_{a \alpha}\). For the vector fields \(X_a\) we have

**Lemma 5.2.** Let \(X_a = \partial_{a \alpha} + \frac{v_a}{w^0} \partial_t\), where \(w^0 = \sqrt{1 + |v|^2}\). Then,
\[
[T_g, X_a] f = F_{X_a1} + F_{X_a2} + F_{X_a3} + F_{X_a4} + F_{X_a5},
\]
where the error terms \(F_{X_a1}\) are given by
\[
F_{X_a1} = -X_a (g_{\alpha \beta}) v_{\beta} \partial_{\alpha \alpha} f,
F_{X_a2} = -X_a (v_0) g^{\alpha \alpha} \partial_{\alpha \alpha} f,
F_{X_a3} = \frac{1}{2} v_a v_\beta \partial_{x \beta} X_a (g_{\alpha \beta}) \partial_{\alpha \alpha} f,
F_{X_a4} = X_a (v_0) v_\beta \partial_{x \beta} g^{\alpha \alpha} \partial_{\alpha \alpha} f,
F_{X_a5} = -\frac{1}{2} v_a v_\beta \partial_{x \beta} (g_{\alpha \beta}) \left[ \frac{\delta_{ai}}{w^3} + \frac{v_a v_i}{(w^0)^3} \right] \partial_t f.
\]

**Proof.** A straightforward computation yields
\[
[T_g, X_a] f = -v_\beta X_a (g_{\alpha \beta}) \partial_{\alpha \alpha} f - X_a (v_0) g^{\alpha \alpha} \partial_{\alpha \alpha} f + \frac{1}{2} v_a v_\beta \partial_{x \beta} X_a (g_{\alpha \beta}) \partial_{\alpha \alpha} f - \frac{1}{2} v_a v_\beta \partial_{x \beta} (g_{\alpha \beta}) \left[ \frac{\delta_{ai}}{w^3} + \frac{v_a v_i}{(w^0)^3} \right] \partial_t f + X_a (v_0) v_\beta \partial_{x \beta} g^{\alpha \alpha} \partial_{\alpha \alpha} f.
\]

\(\square\)

**Remark 5.3.** The term \(F_{X_a5}\) arises from the commutator \([X_a, \partial_{\alpha \alpha}]\).

Our replacement for the translations is then composed of the usual translation vector field \(\partial_t\) and of the \(X_a\) vector fields. Note that any \(\partial_{x \gamma}\) can be rewritten as a linear combination (with coefficients in \(F_{x, v}\)) of \(\partial_t\) and of the \(X_a\) vector fields. Thus, when we write \(\partial_{x \alpha}\) or \(\partial_{x \gamma}\), one should keep in mind the decomposition
\[
\partial_{x \gamma} = a_{0 \gamma} \partial_t + a^\gamma X_i,
\]
such that
\[
|\partial_{x \gamma} f| \lesssim |\partial_t f| + \sum_i |X_i f|.
\]

We now revisit the commutator \([T_g, \partial_t]\) given in Lemma 5.1 and the corresponding error terms \(F_{0, i}\) with \(i = 1, .., 4\), using the new set of vector fields \(\{\partial_t, X_1, X_2, X_3\}\).

**Lemma 5.4.** The error term \(F_{01}\), arising in the commutator \([T_g, \partial_t]\) can be written as a linear combination of
• the strongly decaying terms
\[ h^{-\delta} \partial(\Phi \cdot \Phi) v \cdot \partial_{t,x}(f), \quad \partial(h^{00}) v_\alpha \partial_{\alpha} f, \quad \partial(h^{\alpha\alpha}) v_\alpha \partial_{\alpha} f, \quad \frac{v_0}{u^0} \partial(h^{0\alpha}) v_\alpha \partial_{\alpha} f, \quad w^0 h \cdot \partial h \partial_{x\alpha} f. \]

• the borderline term
\[ \partial_t(h^{0\alpha}) v_0 X_\alpha f. \]

**Remark 5.5.** As before, the last term is the worst error term. It can be estimated as
\[ |\partial_t(h^{0\alpha}) v_0 X_\alpha f| \lesssim e^{1/2} v_0 \rho^{\delta/2-1}(1 + u)^{-1/2}|X_\alpha f| \]
and as before, this bad behavior essentially arise because we are not making use of the
\[(1 + u)^{-1/2} \] decay factor. However, since the fields \( X_\alpha \) enjoy improved commutation properties, we will still be able to close the energy estimate with a \( \rho^{\delta/2} \) growth factor.

For \( F_{02} \), we simply use Lemma 4.7. Each error term is easily seen to be integrable.

More precisely,

**Lemma 5.6.** The error term \( F_{02} \) can be written as a linear combination of
\[ \frac{1}{g^{0\alpha} v_\mu} \partial h^{00} v_\alpha \partial_{\mu} f, \quad \frac{1}{g^{0\alpha} v_\mu} \partial h^{\alpha\alpha} v_\alpha \partial_{\mu} f, \quad \frac{1}{g^{0\alpha} v_\mu} \partial h^{0\beta} v_\alpha v_\beta \partial_{\mu} f, \quad \frac{1}{g^{0\alpha} v_\mu} \partial h^{\alpha\beta} v_\alpha v_\beta \partial_{\mu} f, \]
where
\[ |g^{0\alpha} \partial_{x\alpha} f| \lesssim |\partial f| + \sum_\alpha |X_\alpha f| \]

We can summarize our analysis of \( F_{01} \) and \( F_{02} \) as follows.

**Lemma 5.7.** The error term terms \( F_{01} \) and \( F_{02} \) can be written as a linear combination of the terms

• The strongly decaying terms
\[ w \cdot h \partial_{t,x}(\Phi \cdot \Phi) \partial_{t,x}, \quad w \cdot \partial_{t,x}(h^{00}) \partial_{t,x}, \quad v_\alpha \partial_{t,x}(h) \partial_{t,x}, \quad w \cdot h \cdot \partial_{t,x}(h) \partial_{t,x}. \]

• The borderline terms
\[ w \cdot \partial h X_\alpha(f). \]

For \( F_{03} \) and \( F_{04} \), we need to do a bit more work, because the vector fields \( \partial_{v_i} \) are not part of the algebra of vector fields we want to consider and enjoy poor commutation properties even with the free transport operator \( u^\alpha \partial_{x\alpha} \). To simplify the notation below, let us define \( X_0 := \partial_t \).

We recall that for a Lorentz boost \( Z_i \), its complete lift is given by \( \tilde{Z}_i = Z_i + w^0 \partial_{v_i} \). According to (5.1), we can then decompose \( \partial_{v_i} \) as
\[ \partial_{v_i} = \frac{1}{w^0} \left( Y_i - C_i^\alpha X_\alpha - t \partial_{x^i} - x^i \partial_t \right), \]
where \( Y_i = \tilde{Z}_i + C_i^\alpha X_\alpha \) is a modified Lorentz boost. This leads to \( F_{03} \) as
\[ F_{03} = \frac{1}{2w^0} v_\alpha v_\beta \partial_{x^\alpha} \partial_t (g^{\alpha\beta}) \left( Y_i - C_i^\alpha X_\alpha - t \partial_{x^i} - x^i \partial_t \right). \]

We can also decompose the first product on the semi-hyperboloidal frame.
\[ v_\alpha v_\beta \partial_{x^\alpha} (g^{\alpha\beta}) = v_\alpha v_\beta \partial_{x^\alpha} (h^{00}) + 2v_\alpha v_\beta \partial_{x^\alpha} (h^{0\alpha}) + v_\alpha v_\beta \partial_{x^\alpha} (h^{\alpha\beta}) + v_\alpha v_\beta \partial_{x^\alpha} (\Phi \cdot \Phi) g^{\alpha\beta}. \]
Assuming that\(^{24}\)
\[
|C_0^\alpha| \lesssim \epsilon^{1/2} \rho^{1/2+\delta/2},
\]
one then verifies, using the decay estimates (3.6), (3.12) and the above decomposition, that
\[
|v_0v_\beta \partial_\alpha \partial_t(g^{\alpha\beta})|Y_i - C_0^\alpha X_\alpha| \lesssim \epsilon^{1/2} \rho^{-3/2+\delta/2} (|Yf| + |Xf|) \left( (w_0^2) \rho/t + |v_\alpha|^2 t \right).
\]
For the last term in (5.4), the basic estimate leads to
\[
\left| \frac{1}{2w_0} v_\alpha v_\beta \partial_\alpha \partial_t (g^{\alpha\beta}) \left( t \partial_{x^i} + x^i \partial_t \right) \right| \lesssim \left| tw_\alpha w_\beta \partial^2 (g^{\alpha\beta}) \partial_t x f \right| + C^\text{ub}.
\]
Unfortunately, (even with the decomposition on the semi-hyperboloidal frame), this is not good enough, because the \(t\) loss is only compensated by a gain in \(\nu\) decay coming from \(\partial^2 (g^{\alpha\beta})\).

This means that \(F_{03}\) should contain an extra null structure, which is the identity (5.6) of the following lemma.

**Lemma 5.8.** The following identities hold. For a regular function \(k := k(t,x)\),
\[
\partial_{x^i}(k) \partial_{v_i} = \partial_0 k \cdot \partial_{v_i} - \frac{x^i}{t} \partial_t k \cdot \partial_{v_i}
\]
(5.6)
\[
= \partial_0 k \cdot \partial_{v_i} - \frac{x^i}{t} \partial_t k \cdot \frac{1}{w_0^2} \hat{Z}_i + \frac{x^i}{t} \partial_t k \frac{1}{w_0^2} \left( t \partial_{x^i} + x^i \partial_t \right)
\]
\[
= \partial_0 k \cdot \partial_{v_i} - \frac{x^i}{t} \partial_t k \cdot \frac{1}{w_0^2} \hat{Z}_i + \partial_t k \frac{1}{w_0^2} \left( S + \frac{|x|^2 - t^2}{t} \partial_t \right).
\]
The free transport operator can be rewritten as
\[
\frac{w_0^7}{w_0^9} \partial_{x^7} = \frac{S}{t} + \frac{v_7}{w_0} \partial_{x^7}.
\]
Finally, \(\partial_{v_i}\) can be rewritten as
\[
\partial_{v_i} = \hat{Z}_i - \frac{t}{w_0} X_i + \frac{v_i}{w_0^2} \partial_t = \frac{\hat{Z}_i}{w_0} - \frac{t}{w_0} X_i + \frac{s_i}{(w_0^2)^2} \partial_t.
\]

**Remark 5.9.** The other identities of the lemma will be used to analyse the commutator with the homogeneous vector fields in Section 5.2.

Using identity (5.6), the fact that \(t \partial_{x^i} = Z_i\) and that \(\partial_{x^i} = t \partial_{x^i} + x^i \partial_t\) can be written as a linear combination of the homogeneous vector fields, we can rewrite \(F_{03}\) as follows.

**Lemma 5.10.** The error term \(F_{03}\) can be written as a linear combination of the terms
\[
\frac{1}{w_0^2} w_\alpha w_\beta \partial_{t,x} Z(h^{\alpha\beta}) \partial_{t,x} f, \quad w \cdot h \cdot \partial_{t,x} Z(h) \partial_{t,x} f, \quad \frac{1}{w_0^2} w_\alpha w_\beta \partial^2_{t,x} Z(h^{\alpha\beta}) Y(f),
\]
\[
w \cdot h \cdot \partial^2_{t,x} Y(f), \quad \frac{1}{w_0^2} w_\alpha w_\beta \partial^2_{t,x} Z(h^{\alpha\beta}) C^\alpha X_\alpha(f), \quad w \cdot h \cdot \partial^2_{t,x} C^\alpha X_\alpha(f),
\]
in which each expression of the form \(w_\alpha w_\beta \partial_{t,x} Z(h^{\alpha\beta})\) or \(w_\alpha w_\beta \partial^2_{t,x} Z(h^{\alpha\beta})\) can be expressed w.r.t. the semi-hyperboloidal frame.

\(^{24}\) We will in fact prove the stronger bounds (5.18) on the \(C\) coefficients using only the bootstrap assumptions.
This leads to the estimate
\[
|F_{03}| \lesssim e^{1/2} \rho^{-3/2+\delta} \left( |Y f| + \sum_{a=1,2,3} |X_a f| + |\partial_t f| \right) \left( w^0 \rho \frac{t}{\rho} + |v_0|^2 \frac{t}{w^0 \rho} \right).
\]

For $F_{04}$, we can proceed similarly to $F_{03}$, the generated terms being all cubic.

We can summarize the important structure of $F_{03}$ and $F_{04}$ as follows

**Lemma 5.11.** The error terms $F_{03}$ and $F_{04}$ can be written as a linear combination of the terms
\[
\frac{1}{w^0} w_\alpha w_\beta \partial_{h,x} K^\gamma (h^\alpha h^\beta) C^k \cdot \tilde{K}^\delta f, \quad w \cdot h \cdot \partial_{h,x} K^\gamma (h) C^k \cdot \tilde{K}^\delta f, \quad w \cdot \partial_{h,x} h \cdot K^\gamma (h) C^k \cdot \tilde{K}^\delta f,
\]
where $|\gamma|, |\delta|, k \leq 1$ and $\gamma_X \geq k + \delta_Z$ and we adopt the conventions
- $\gamma_X = 1$ if $K^\gamma$ is one of the $\partial_t, X_i$ vector fields and zero otherwise.
- $C^k$ is one of the $C$ coefficient if $k = 0$ and 1 otherwise.
- $\delta_Z$ is 1 if $\tilde{K}$ is one of the $Y$ modified vector fields and zero otherwise.

**Remark 5.12.** In the following, we keep the same conventions for multi-indices. Thus, for any multi-index $\gamma$ and corresponding differential operator $K^\gamma$ (respectively $\tilde{K}^\gamma$) we shall denote by $\gamma_X$ the number of translations and $\gamma_Z$ the number of boosts or scaling vector fields (respectively modified lifted boosts $Y$ or modified scaling vector fields $Y_S$).

Together with the energy estimate (4.22), we have thus proven that

**Lemma 5.13.** Assume that the $C$ coefficients satisfy (5.5). Then, we have the estimate
\[
E[\partial_t f](\rho) \lesssim E(\partial_t f)(2) + e^{1/2} \int_2^\rho (\rho')^{-3/2+\delta} E[\tilde{K} f] + (\rho')^{\delta/2-1} \sum_{a=1,2,2} E[X_a f]) \, d\rho',
\]
where $\tilde{K}$ denotes any of the commutation vector fields among $\partial_t, X_a$ and the modified vector fields of the form $Y = \tilde{Z} + C X$.

**Remark 5.14.** The estimate (5.5) on the $C$ coefficients will be obtained in the next section and depends only on the decay (3.6), (3.11) and (3.12) of the metric coefficients. Thus, it is essentially a direct consequence on the bootstrap assumptions.

We now turn to the analysis of the error terms for the commutator $[T_2, X_i]$. We thus consider each of the five error terms $F_{X_{ij}}$, $1 \leq j \leq 5$ given by Lemma 5.2. We drop the $i$ index below and simply refer to these error terms as $F_{X_j}$.

**Lemma 5.15** (Decomposition of $F_{X_1}$). $F_{X_1}$ can be written as a linear combination of
\[
\frac{\nu_0}{w_0} X_i (\nu_0) \widetilde{\nu}_0 X_a f, \quad X_i (\nu_0) \nu_0 \widetilde{\nu}_0 f, \quad X_i (\nu_0) \nu_0 \widetilde{\nu}_0 \nu_0 f.
\]
Moreover, the last term can be further decomposed as
\[
\frac{Z_i (\nu_0) \nu_0 X_a f}{\nu_0} \quad \text{and} \quad \frac{\partial_t (\nu_0) \nu_0 \nu_0 X_a f}{\nu_0}.
\]

**Proof.** The first part of the lemma follows as for the decomposition of $F_{01}$. The decomposition of $X_i (\nu_0) \nu_0 X_a f$ follows from the formula
\[
X_i = \frac{Z_i}{t} + \frac{\nu_0}{w_0} \partial_t.
\]
\[\square\]
The error term $F_{X_j}$ for $j = 2, 3, 4$ can be decomposed as before. Since they do not contain any borderline terms, their contribution is integrable.

For $F_{X_5}$, we have similarly,

**Lemma 5.16** (Decomposition of $F_{X_5}$). The error term $F_{X_5}$ can be written as a linear combination of

$$w_0 \partial h^{(0)} \partial_t, \ w_0 \partial h^{(a)} \partial_t, \ w \cdot h \partial h \partial_t, \ w \cdot h \partial (\Phi) \partial_t.$$

**Remark 5.17.** Recall from Lemma 5.2 that the error term $F_{X_5}$ contains a factor of the form $\left[ \frac{\delta_{ab}}{w^2} - \frac{v_a \nu_b}{(w^2)^3} \right] \partial_x \xi^a \xi^b$. For the purpose of the above decomposition, we have just considered $\left( \frac{\delta_{ab}}{w^2} - \frac{v_a \nu_b}{(w^2)^3} \right) \partial_x \partial_t$ as the product of $\frac{1}{w^2} \partial_x \partial_t$ with a function in $F_{x,v}$, that is to say a coefficient that we then ignored. However, it is interesting to note that there is an additional structure here, namely $\left( \delta_{ab} - \frac{v_a \nu_b}{(w^2)^3} \right) \partial_x \partial_t = X_a - \frac{v_a w^2}{w^2} \partial_x \partial_t$. This decomposition can be used to obtain an improved estimate for the error term $F_{X_5}$, but the improvement is not necessary in order to close the energy estimate for $X_a(f)$.

Note that all the terms coming from $F_{X_5}$ can be estimated as above and are integrable. We have thus proven

**Lemma 5.18.** Assume that the $C_\gamma$ coefficients satisfy (5.5). Then, we have the estimate

$$E[f X] \lesssim \epsilon^{1/2} \int_2^\rho (\rho')^{-3/2 + \delta/2} E[\hat{K}] \, d\rho' + E[f X](2),$$

where $\hat{K}$ denotes any of the $\partial_t, X_a$ or modified vector field $Y$.

From Lemma 5.13 and 5.18, we obtain

**Lemma 5.19.** Assume that the $C_\gamma$ coefficients satisfy (5.5) and that

$$E[Y f] \lesssim \epsilon^{\delta/2},$$

for $Y$ a modified Lorentz boost or scaling vector field. Then,

$$E[f X] \lesssim \epsilon^{3/2 + \epsilon} \quad \text{and} \quad E[\partial_t f] \lesssim \frac{\epsilon^{3/2 + \epsilon}}{\delta} \rho^{3/2} + \epsilon.$$

Let us also summarize the structure of the commutators we have computed

**Lemma 5.20.** Let $X = X_i, \partial_t$, then the commutator $[T_g, X]$ can be written as a linear combination of the terms

- The strongly decaying terms
  $$w \cdot h \partial t, (\Phi \cdot \Phi) \partial t, \ w \cdot \partial t \partial (h^{(0)}), \ w \cdot \partial t \partial (h^{(a)}),$$
  as well as
  $$\frac{1}{w^2} w_a w_b \partial t \partial (h^{(a)})(h^{(b)}), \ w \cdot h \partial t \partial (h^{(a)})(h^{(b)}, \widehat{K}^{(a)} \cdot \widehat{K}^{(b)} \cdot \widehat{K}^{(c)}, \ w \cdot h \partial t \partial (h^{(a)})(h^{(b)}),$$
  where $|\gamma|, |\mu|, k \leq 1$ and $\gamma_X \geq k + \mu_Z$.

- The borderline terms, which arise only if $X = \partial_t$: $w \cdot \partial h X_a(f)$.

5.2. The modified vector fields.
5.2.1. The non-modified boosts and scaling vector fields. We now consider commuting with complete lifts of Lorentz boosts, as well as the scaling vector field.

Let $Z_i = t\partial_{x^i} + x_j\partial_{x^j}$ be a Lorentz boost and recall that its complete lift\(^{25}\) $\hat{Z}_i$ is given in the cotangent bundle formulation by

$$\hat{Z}_i = Z_i + u^\alpha \delta_{ij} \partial_{x^j},$$

where the $j$ index on the vector field $\partial_{x^j}$ is counted downstairs in the Einstein summation convention.

We shall also, as in [FJS17], commute with the scaling\(^{26}\) vector field

$$S = x^\alpha \partial_{x^\alpha}.$$ We denote by $Z$ any vector field among the $Z_i$ or $S$ and by $\hat{Z}$, either the complete lift of a Lorentz boost or again $S$ (now viewed as an operator on functions of $(t, x, v)$).

Using the decomposition (4.3) of the operator $v_\alpha g^{\alpha\beta} \partial_{x^\beta}$, we have

**Lemma 5.21.** Let $Z_i$ be any Lorentz boost and $\hat{Z}_i$ its complete lift. Then,

$$[v_\alpha g^{\alpha\beta} \partial_{x^\beta}, \hat{Z}_i] = \left[(v_0 - w_0) g^{0\beta} \partial_{x^\beta}, \hat{Z}_i\right] + \left[w_\alpha H^{\alpha\beta} \partial_{x^\beta}, \hat{Z}_i\right]$$

$$= F_{Z, 1} + F_{Z, 2}.$$

For the scaling vector field, we have similarly,

$$[v_\alpha g^{\alpha\beta} \partial_{x^\beta}, S] = w^\alpha \partial_{x^\alpha} + \left[(v_0 - w_0) g^{0\beta} \partial_{x^\beta}, S\right] + \left[w_\alpha H^{\alpha\beta} \partial_{x^\beta}, S\right]$$

$$(5.8) = w^\alpha \partial_{x^\alpha} + F_{S, 1} + F_{S, 2}.$$ 

**Remark 5.22.** The first term on the right-hand side of (5.8) will be added to some terms arising from the computation of $F_{S, 2}$, to obtain a copy of the $v_\alpha g^{\alpha\beta} \partial_{x^\beta}$ operator.

The next lemma gives a decomposition of the error terms $F_{Z, 1}$ and $F_{S, 1}$.

**Lemma 5.23.** Let $Z$ be a Lorentz boost $Z_i$ or the scaling vector field $S$, then $F_{Z, 1}$ can be written as a linear combination of

$$(v_0 - w_0) g \partial_{t, x} f, \quad (v_0 - w_0) Z(g) \partial_{t, x} f, \quad Z(v_0 - w_0) g \partial_{t, x} f.$$ 

To analyse the last term, recall that

$$v_0 - w_0 = \frac{1}{v_0 + w_0} \left((v_0)^2 H^{00} + 2v_0 w_0 H^{0a} + v_0 w_0 H^{ab}\right).$$

Crucially, the null structure of the right-hand side of the last line is preserved by commutation.

---

\(^{25}\)See for instance [FJS15] for a presentation of complete lifts.

\(^{26}\)Note that this implies that we will also commute the reduced Einstein equations with the scaling vector field, contrary to [LM15]. We use the scaling vector field because it will naturally appear in some of the decompositions below. However, using essentially formula (5.7), we could have avoided the use of the scaling of the vector field, at the cost of a slightly more complicated commutator formula. Since having the scaling vector field for the wave equations also allows for an easy improved estimate for basic derivatives, we decided to use it for simplicity in the exposition.
Lemma 5.24. Let $Z$ be a Lorentz boost or the scaling vector field, then $\tilde{Z}(v_0 - w_0)$ can be expressed as a linear combination of

$$
\frac{1}{v_0 + w_0} \left((v_0)^2 H^{00} + 2 v_0 v_a H^{0a} + v_a v_b H^{ab}\right),
$$

$$
\frac{1}{v_0 + w_0} \left((v_0)^2 Z(H^{00}) + 2 v_0 v_a Z(\partial_{\alpha}^b) + v_a v_b Z(\partial_{\alpha}^b)\right),
$$

$$
\tilde{Z}(v_0) v_0 H^{00},
$$

$$
\tilde{Z}(v_0) v_0 H^{0a},
$$

$$
\tilde{Z}(v_0) v_0 H^{ab},
$$

where

$$
\left| \tilde{Z} \left( \frac{1}{v_0 + w_0} \right) \right| \lesssim \frac{1}{w^0}, \quad |\tilde{Z}(v_0)| \lesssim w^0
$$

and for $Z = Z_i = t \partial_{x^i} + x^i \partial_t$,

$$
\tilde{Z}(v_0) = \frac{-x_i}{t} v_i,
$$

while for $Z = S$,

$$
\tilde{Z}(v_0) = S(v_0) = 0.
$$

In particular, the null structure of $v_0 - w_0$ is preserved by commutation and $\tilde{Z}(v_0 - w_0)$ can be estimated as $v_0 - w_0$, i.e.

$$
\left| \tilde{Z}(v_0 - w_0) \right| \lesssim |w_0| \left( \frac{\rho^{\delta/2} \epsilon^{1/2}}{t^{3/2}} + \frac{\epsilon^{1/2}}{t} \right) + \frac{|v_0|^2 t}{|w_0|} \frac{\rho^{\delta/2} \epsilon^{1/2}}{t} + \frac{u^{1/2}}{t}.
$$

Since

$$
\frac{1}{v_0 + w_0} = \frac{1}{2w_0} + \frac{O(h^2)}{w_0^2}, \quad H = \mathbf{h} + O(h^2) \text{ and } g^{-1} = \eta + O(h),
$$

we can summarize the structure of the error term $F_{Z1}$ as follows.

Lemma 5.25. Let $Z$ be a Lorentz boost or the scaling vector field, then $F_{Z1}$ can be written as a linear combination of

$$
\frac{1}{w_0} w_\alpha K^\gamma (w_\beta) H^\delta (\partial_{\alpha}^b) \partial_{\delta} f, \quad \text{with} \quad |\gamma| + |\delta| \leq 1,
$$

$$
w \cdot K^\alpha h \partial_{\alpha} f, \quad \text{with} \quad |\alpha| \leq 1.
$$

Remark 5.26. Even though we have an explicit formula for $\tilde{Z}(w_\alpha)$, we often keep it as such in several formulae as it allows to keep track of the $\tilde{Z}$.

Remark 5.27. Note that the second type of error terms above is cubic and can be estimated by

$$
|w_\mu K^0 h \partial_{\alpha} f| \lesssim w_0 \frac{\rho^{\delta/2} u}{t^2} \lesssim w_0 \frac{\rho^{\delta/2}}{t}.
$$

These cubic terms are therefore borderline terms if we only use the basic decay estimate (3.7). This estimate will be sufficient nonetheless to close the first order energy estimates with a $\rho^{\delta/2}$ loss.

Similarly, we have

Lemma 5.28. $F_{Z2}$ can be written as a linear combination of

$$
w_\alpha Z(\partial_{\alpha}^b) \partial_{\alpha} f, \quad w_\alpha H^{\alpha b} \partial_{\alpha} f, \quad \tilde{Z}(w_\alpha) H^{00} \partial_t, \quad w_\alpha H^{\alpha b}[\tilde{Z}, \partial_{\alpha} f],
$$

where

$$
|\tilde{Z}_i, \partial_{\alpha} f| \leq |\partial_{\alpha} f|, \quad |\tilde{Z}_i, \partial_{\alpha} f| \leq |\partial_{\alpha} f|, \quad |\tilde{Z}_i, \partial_{\alpha} f| = -\partial_{\alpha} f.
$$
Remark 5.29. Note that for the scaling vector field, we have
\[ v_a g^{\alpha \beta} \partial_{x^\beta} (x^7 \partial_{x^7} f) = x^7 v_a g^{\alpha \beta} \partial_{x^\beta} \partial_{x^7} f + v_a g^{\alpha \beta} \partial_{x^7} \partial_{x^\beta} f. \]
In other words, the term of the form \( w_a H^{\alpha \beta} \delta_{x^\beta} \) present in (5.8) to give an exact copy of \( v_a g^{\alpha \beta} \partial_{x^\beta} \).

Remark 5.30. The worst terms in the above computation are of the form \( w_a Z_0 H^{\alpha \beta} \partial_{t_{x^\beta}} \) or \( w_a H^{\alpha \beta} \partial_{t_{x^\beta}} \). They have a priori no null structure and will generate borderline error terms. In the next lemma, we will purposefully forget some of the structures we have found above, since these structures are not present in the worst terms.

We summarize the computation of the error terms \( F_{Z1} \) and \( F_{Z2} \) as follows.

Lemma 5.31. Let \( Z \) be a Lorentz boost or a scaling vector field, then \([v_a g^{\alpha \beta} \partial_{x^\beta}, \tilde{Z}]\) can be written as a linear combination of three possible error terms
\[
\begin{align*}
& w \cdot K^\alpha(h) \cdot \partial_{t_{x^\alpha}} \text{ with } |\alpha| \leq 1, \\
& w \cdot K^\alpha(h) \cdot \partial_{t_{x^\alpha}} \text{ with } |\alpha| \leq 1, \quad v_a g^{\alpha \beta} \partial_{x^\beta}.
\end{align*}
\]
Recall that in Lemma 5.8, we proved that \( \partial_{x} k \cdot \partial_{v_i} \) was in fact a null form, in the sense that it behaves better than an arbitrary product \( \partial k, \partial v \).

In the next lemma, we prove that this null structure is preserved by commutation with \( \tilde{Z}_j \) or \( S \).

Lemma 5.32. For any regular function \( k := k(t, x) \) of \( (t, x) \), we have
\[
\begin{align*}
\text{• for any Lorentz boost } Z_j, \\
(5.9) \\
[\partial_{x} k \cdot \partial_{v_i}, \tilde{Z}_j] &= -\partial_{x} Z_j(k) \cdot \partial_{v_i} + \frac{1}{w^\alpha} w^\alpha \partial_{x^\alpha(k)} \cdot \partial_{v_i},
\end{align*}
\]
\[
\text{• for the scaling vector field,} \\
(5.10) \\
[\partial_{x} k \cdot \partial_{v_i}, S] &= -\partial_{x} S(k) \cdot \partial_{v_i} + \partial_{x} k \cdot \partial_{v_i}.
\]

Proof. We have
\[
\begin{align*}
(5.11) \\
[\partial_{x} k \cdot \partial_{v_i}, \tilde{Z}_j] &= -Z_j(\partial_{x} k) \cdot \partial_{v_i} + \frac{1}{w^\alpha} w^\alpha \partial_{x^\alpha(k)} \cdot \partial_{v_i} \\
&= -\partial_{x} Z_j(k) \cdot \partial_{v_i} + [\partial_{x}, Z_j](k) \cdot \partial_{v_i} + \frac{1}{w^\alpha} w^\alpha \partial_{x^\alpha(k)} \cdot \partial_{v_i} \\
&= -\partial_{x} Z_j(k) \cdot \partial_{v_i} + \frac{1}{w^\alpha} w^\alpha \partial_{x^\alpha(k)} \cdot \partial_{v_i}.
\end{align*}
\]
The second computation is similar. □

Remark 5.33. The point of the lemma is that, each term in the right-hand side of (5.9) and (5.10) can be seen as a null form, in the sense that it enjoys stronger decay properties than an arbitrary product \( \partial Z(k) \cdot \partial v \). For instance, the decomposition in the right-hand side of the first line of (5.11) would not be sufficient.

Remark 5.34. Consider the commutator \([T_g, S]\). In order to compute the commutator \([-\frac{i}{2} v_i v_j g^{\alpha \beta} \partial_{x^\alpha} \partial_{x^\beta} \delta_{x^\alpha} \delta_{x^\beta}, S]\), we use formula (5.10). The second term on the right-hand side of (5.10) will then generate a term of the form \(-\frac{i}{2} v_i v_j g^{\alpha \beta} \partial_{x^\alpha} \partial_{x^\beta} \delta_{x^\alpha} \delta_{x^\beta}, \) which can be recombined with the \( v_i g^{\alpha \beta} \partial_{x^\beta} \) arising from \([v_a g^{\alpha \beta} \partial_{x^\beta}, S]\) to get an exact copy of \( T_g \) (cf. remarks 5.22 and 5.29).

Using the previous lemma, we obtain
Lemma 5.35. For any Lorentz boost or scaling vector field \( Z \), the commutator
\[
\left[ -\frac{1}{2} v_\alpha v_\beta \partial_{\alpha \beta}, Z \right]
\]
can be written as a linear combination of
\[
\hat{Z}(w_\alpha) w_\beta \partial_{\alpha \beta} \cdot \partial_{\alpha \beta} , \quad w_\alpha w_\beta \frac{w^\gamma}{w^0} \partial_{\gamma} h^{\alpha \beta} \cdot \partial_{\alpha \beta} ,
\]
and the cubic terms
\[
w \cdot w \cdot K^\gamma(h) \partial_{\alpha \beta} (K^\mu h) \cdot \partial_{\gamma \mu} , \quad \text{with } |\gamma| + |\mu| \leq 1,
\]
\[
w \cdot w \cdot h \frac{w^\gamma}{w^0} \partial_{\gamma} h \cdot \partial_{\alpha \beta} .
\]
Moreover, any of the above terms can be decomposed on the semi-hyperboloidal frame, giving as error terms for \( j = 0, 1 \),
\[
\hat{Z}^j(w_0) w_\alpha \partial_{\alpha \beta} Z^0(w_\alpha) w_\beta \partial_{\alpha \beta} h^{\alpha \beta} \partial_{\alpha \beta} , \quad \hat{Z}^j(w_\alpha) w_\beta \frac{w^\gamma}{w^0} \partial_{\gamma} h^{\alpha \beta} \partial_{\alpha \beta} , \quad \hat{Z}(w_\alpha) w_\beta h^{\alpha \beta} \partial_{\alpha \beta} (\Phi \cdot \Phi) \partial_{\alpha \beta} ,
\]
\[
w_\alpha w_\beta h^{\alpha \beta} Z(h^{\alpha \beta}) (\Phi \cdot \Phi) \partial_{\alpha \beta} , \quad w_\alpha w_\beta \frac{w^\gamma}{w^0} \partial_{\gamma} (h^{\alpha \beta}) \partial_{\alpha \beta} , \quad w_\alpha w_\beta h^{\alpha \beta} \frac{w^\gamma}{w^0} \partial_{\gamma} (\Phi \cdot \Phi) \partial_{\alpha \beta} .
\]

Remark 5.36. The structure of the two cubic terms could actually be forgotten for the estimates to close.

Proof. This follows by straightforward calculations and decompositions on the semi-hyperboloidal frame of the form
\[
v_\alpha v_\beta \partial_{\alpha \beta} g^{\alpha \beta} \partial_{\alpha \beta} = v_\alpha v_\beta \partial_{\alpha \beta} h^{\alpha \beta} \partial_{\alpha \beta} + v_\alpha v_\beta h^{\alpha \beta} \partial_{\alpha \beta} (\Phi \cdot \Phi) \partial_{\alpha \beta} .
\]

Let us summarize the results of Lemma 5.31 and 5.35 as

Proposition 5.37. The commutator \([T_g, \hat{Z}]\) can be written as a linear combination of

- The terms in \( \partial_{\alpha \beta} \), which we denote \( F_{\alpha \beta} \),
  \[
w \cdot K^\mu(h) \cdot \partial_{\alpha \beta} , \quad w \cdot K^\mu(h) h \cdot \partial_{\alpha \beta} , \quad \text{with } |\mu| \leq 1.
\]
- The terms in \( \partial_v \) arising from Lemma 5.35, which we denote \( F_v \),
  \[
  \hat{K}(w_\alpha) w_\beta \partial_{\alpha \beta} g^{\alpha \beta} \partial_{\alpha \beta} , \quad w \cdot w \cdot h \frac{w^\gamma}{w^0} \partial_{\gamma} h \cdot \partial_{\alpha \beta} , \quad w_\alpha w_\beta \frac{w^\gamma}{w^0} \partial_{\gamma} h^{\alpha \beta} \partial_{\alpha \beta} ,
  \]
  \[
  w_\alpha w_\beta h^{\alpha \beta} \partial_{\alpha \beta} (K^\mu h^{\alpha \beta}) \partial_{\alpha \beta} , \quad \text{with } |\mu| \leq 1,
  \]
  \[
  w \cdot w \cdot K^\gamma(h) \partial_{\alpha \beta} (K^\mu h) \cdot \partial_{\alpha \beta} , \quad \text{with } |\gamma| + |\mu| \leq 1.
\]
- The scaling term \( T_g \).

The error terms in the class \( F_{\alpha \beta} \) need to be rewritten since \( \partial_v \) is not part of the algebra of commuting vector fields. Moreover, some care is needed in order to exploit the null condition present in each non-linear product. For this, we use the identities of Lemma 5.8.

We can then rewrite each term in the \( F_v \) class as follows

Lemma 5.38. The error terms in the \( F_v \) class can be written as a linear combinations of (we have suppressed some indices below for clarity in the exposition)
(1) The good terms
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{\hat{Z}}{u^0}, \quad \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{\partial_{t,x}}{u^0}, \]
\[ w \cdot K^\sigma(h) \partial_{t,x} K^\gamma(h) \hat{Z}, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1. \]

(2) The bad terms obtained from expanding null forms of type \( \partial_{t,x}k \cdot \partial_v \)
\[ \hat{K}^\mu(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{t}{u^0} X_i, \quad \hat{K}^\mu(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^2} \partial_t, \]
\[ \hat{K}^\mu(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{|x|^2 - t^2}{t} \frac{\partial_t}{u^0}, \quad \text{with} \quad |\mu| + |\gamma| \leq 1. \]

(3) The other bad terms obtained from expanding null forms of type \( \frac{w^7}{w^0} \partial_{x^k}(k) \cdot \partial_v \)
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^2} X_i, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1, \]
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^3} \partial_t, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1. \]

(4) Borderline cubic terms (will be counted as bad terms below)
\[ w \cdot K^\sigma(h) \cdot \partial_{t,x} K^\gamma(h) \cdot t \partial_{t,x}, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1. \]

Using the decay estimates \((3.6), (3.11)\) and \((3.12)\) for \( h \), we expect the good terms to be integrable terms\(^{27}\), while the bad terms need to be canceled by suitable correction factors.

Finally, we summarize the computation of the whole commutator \([T_g, \hat{Z}]\) as follows.

**Lemma 5.39.** The commutator \([T_g, \hat{Z}]\) verifies
\[ [T_g, \hat{Z}] = F_{ZG} + F_{ZB} \]
where \( F_{ZG} \) can be written as a linear combination of the good terms
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{\hat{Z}}{u^0}, \quad \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{\partial_{t,x}}{u^0}, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1, \]
\[ w \cdot K^\sigma(h) \partial_{t,x} K^\gamma(h) \hat{Z}, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1, \]
\[ T_g = v_\alpha g^{\alpha\beta} \partial_{x^\beta} - \frac{1}{2} v_\alpha v_\beta \partial_{x^\alpha} g^{\alpha\beta} \cdot \partial_v. \]

and where \( F_{ZB} \) can be written as a linear combination of the bad terms
\[ w \cdot K^\sigma(h) \cdot \partial_{t,x}, \quad w \cdot K^\sigma(h) \cdot \partial_{t,x}, \quad \text{with} \quad |\sigma| \leq 1, \]
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{t}{u^0} X_i, \quad \hat{K}^\sigma(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^2} \partial_t, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1, \]
\[ \hat{K}^\sigma(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^3} \partial_t, \quad \hat{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h^{\alpha\beta}) \frac{tv_\alpha}{(w^0)^3} \partial_t, \quad \text{with} \quad |\sigma| + |\gamma| \leq 1. \]

**Definition 5.40.** In the following, we denote by \( F_{ZB}^0 \) and \( F_{ZB}^1 \) the components of \( F_{ZB} \)
in the basis \( \{ \partial_t, X_i \} \).

\(^{27}\)Since we eventually replace \( \hat{Z} \) by modified vector fields of the form \( Y = \hat{Z} + C \cdot X \), estimating the good terms will be slightly more complicated and in particular, they will also generate some borderline terms generating a small growth.
Remark 5.41. The terms in $F_{ZB}$ are of two sorts. For the first one (for instance $w \cdot K^\alpha(h) \cdot \partial_{tx}$), one does not need to check carefully the null structure of the equations (eventhough, a careful analysis reveals that there is indeed such a structure). For the second one (for instance $K^\alpha(w_\alpha)w_\beta \partial_{tx} K^\nu(h^{\alpha\beta}) \frac{1}{w_\rho} X_\nu$), the decomposition of $\partial_\nu$ in terms of the commutator vector fields introduces $w$ weights. To compensate for these $w$ weights, one needs to carefully take into account the structure of the products.

5.3. The correction terms. For any homogeneous vector field $Z$, with $Z = Z_j$ for a Lorentz boost or $Z = S = Z_0$ for the scaling vector field, we now consider modified vector fields of the form

$$Y_\alpha = \tilde{Z}_\alpha + C_\alpha^j X_j + C_\alpha^0 \partial_t = \tilde{Z}_\alpha + C_\alpha^3 X_\beta,$$

where by definition $X_0 = \partial_t$. We have

$$[T_g, Y_\alpha] = [T_g, \tilde{Z}_\alpha] + T_g( C_\alpha^3 ) X_\beta + C_\alpha^3 [T_g, X_\beta].$$

We then define $C_\alpha^3$ as the solution of the inhomogeneous problem

$$T_g( C_\alpha^3 ) = -F_{Z\alpha B}, \quad C_\alpha^3(\rho = 2) = 0,$$

where $F_{Z\alpha B}$ are the components of $F_{Z\alpha B}$ in the $\partial_t, X_i$ basis as in Definition 5.40.

5.4. First estimate for the $C$ coefficients. Similar to [FJS17, Section 6], we have the following estimate.

Lemma 5.42. Assume that $T_g(|C|) \leq F$, then

$$||C(\rho)|| \leq \int_2^\rho \| \frac{F}{v^\rho} \|_{L^\infty(H_\rho)} d\rho'',$$

where

$$v^\rho := v_\alpha g^{\alpha\beta} \partial_{x^\beta}(\rho) = \frac{v_\alpha g^{\alpha t} - x_j v_\nu g^{j\alpha}}{\rho}.$$

Proof. Recall first that, by integration along characteristics, for any solution $U$ to $T_g(U) = 0$ with initial data prescribed at $\rho = \rho'$, we have

$$|U(\rho, x, v)| \leq ||U_{\rho=\rho'}||_{L^\infty}.$$

The lemma then follows from the Duhamel formula, which we recall below.

Let $U(\rho, \rho', x, v)$ be the solution to

$$T_g(U) = 0, \quad U(\rho = \rho', \rho', x, v) = \frac{F}{v^\rho}(\rho', x, v).$$

Then, if $T_g(C) = F$ and $C(\rho = 2) = 0$, we have $C = \int_2^\rho U(\rho, \rho', x, v) d\rho'$. \hfill $\square$

In view of the weights decomposition and the estimates on $v_0 - w_0$, we have, similar to the analysis of Section 2.10.1,

Lemma 5.43. Under conditions (4.8) the following estimates hold.

$$|v_\alpha| < \frac{t}{\rho}, \quad |v_\nu| < \frac{t}{\rho}, \quad \frac{v_\nu v_\nu}{v^\rho} \lesssim 1.$$

Proof. The first estimate is derived by estimating

$$v^\rho = \frac{v_\alpha H_\mu \partial_\alpha}{\rho} - \frac{x_\mu H_\mu \partial_\alpha}{\rho} = w^\rho + \frac{t}{\rho}(v_0 - w_0) - \frac{x_\mu H_\mu v_\alpha}{\rho} \lesssim (1 + \sqrt{\varepsilon}) w^\rho$$

for $|\mu| \leq 2$.
analogous to the corresponding term estimated before (4.13), where $I_\eta/\rho = w^\rho$. Using this in combination with Remark 2.12 of [FJS15] we obtain
\begin{equation}
\frac{w^0}{w^\rho} \lesssim \frac{w^0}{w^\rho} \lesssim \frac{t}{\rho},
\end{equation}
which proves the first estimate. The second estimate follows by comparing the integrand of (2.24) with the standard form as written for instance in (2.22), which yields
\begin{equation}
\frac{v^2}{w^0} \lesssim \frac{w^\rho t}{\rho} \lesssim \frac{\rho}{t}. \tag{5.17}
\end{equation}
where we used $w^\rho \lesssim v^\rho$, which can be shown as (5.15) above. Multiplying by $w^0$ and using the first estimate implies the second claim. Finally, the third estimate follows directly from (5.17).

In view of the decay estimates on $h$, this leads to the following estimate for the coefficients $C$.

**Lemma 5.44.** The $C$ coefficients satisfy the estimate
\[ |C_\alpha| \lesssim \varepsilon^{1/2} \rho^{\delta/2+1/2}. \]

**Proof.** Consider first a source term in the equation for $C$ of the form:
\[ w \cdot K^\gamma(h), \quad |\gamma| \leq 1. \]
This can be estimated as
\[ |w \cdot K^\gamma(h)| \lesssim \varepsilon^{1/2} \frac{\rho}{t} w^0 \rho^{\delta/2} \frac{u^{1/2}}{\rho} \lesssim \varepsilon^{1/2} \frac{\rho}{t} w^0 \rho^{\delta/2} \frac{1}{\rho^{1/2}}. \]

Consider now a source of the form
\[ \tilde{K}^\sigma(w_\alpha)w_\beta \partial_{x^k} K^\gamma(h)^{\alpha\beta} \frac{t}{w^0}, \quad |\sigma| + |\gamma| \leq 1. \]
Using that $t \partial_{x^k} = Z_k$, this can again be estimated by
\[ \varepsilon^{1/2} \frac{\rho}{t} w^0 \rho^{\delta/2} \frac{u^{1/2}}{\rho} \lesssim \varepsilon^{1/2} \frac{\rho}{t} w^0 \rho^{\delta/2} \frac{1}{\rho^{1/2}}. \]

For a term of the form $\tilde{K}^\sigma(w_\alpha)w_\beta \partial_{t,x} K^\gamma(h)^{\alpha\beta} \frac{t}{(w^0)^2}$, \quad $|\sigma| + |\gamma| \leq 1$, one first applies a decomposition on the semi-hyperboloidal frame. Any term containing derivatives of the frame field $\Phi$ or $\tilde{K}^{00}$ is easily seen to satisfy an estimate similar to those already obtained. This leaves terms of the form
\[ \partial_{t,x} K^\gamma(h) \frac{v_0}{w^0} \]
Those can be estimated as follows
\[ \left| \partial_{t,x} K^\gamma(h) \frac{v_0}{w^0} \right| \lesssim \varepsilon^{1/2} \rho^{\delta/2} \frac{1}{w^{1/2}} \frac{w^0}{t} \frac{|v_0|}{w^0} \lesssim \varepsilon^{1/2} \rho^{\delta/2} \frac{1}{w^{1/2}} \frac{|v_0|}{w^0} \frac{t}{\rho}. \]

All the other source terms satisfy similar estimates and the statement then follows from the previous two lemmas.

We can in fact prove an improved estimate for the $C$ coefficients, reflecting the null structure of the equations.
Lemma 5.45. The C coefficients satisfy the estimate

\[ |C| \lesssim \epsilon^{1/2} \frac{1}{\delta} u^{1/2} \rho^{\beta/2}. \]

Proof. We do the proof for the coefficients \( C^0 \), the others being similar. Dropping the \( \alpha \) index, we compute

\[ T_g \left( \frac{C^0}{(1 + u)^{1/2}} \right) = \frac{-1}{(1 + u)^{1/2}} F_{ZB}^0 - \frac{1}{2} C^0 T_g(u) \frac{1}{(1 + u)^{3/2}}. \]

To estimate the right-hand side, we first need

\[ |F_{ZB}^0| \lesssim \epsilon^{1/2} \frac{u^0 \rho^{\beta/2}}{t} \frac{u^{1/2}}{\rho} + \epsilon^{1/2} |\mathcal{V}_a| \frac{u^{1/2}}{\rho} \rho^{\beta/2} + \epsilon^{1/2} \frac{|\mathcal{V}_a|}{w^0} \frac{t u^{1/2}}{\rho^2} \rho^{\beta/2}. \]

Now recall that \( u = t - |x| \geq 1 \) in \( \mathcal{K} \) and, from Lemma 4.15 that

\[ T_g(1 + u) = w^0 - w_i \frac{x^i}{|x|} + E_u, \]

where \( w^0 - w_i \frac{x^i}{|x|} \geq 0 \) and

\[ |E_u| \lesssim |w_0| \left( \rho^{\beta/2} \epsilon^{1/2} \frac{1 + u}{\epsilon^{\beta/2} \epsilon^{1/2}} + \epsilon^{1/2} \right) + \frac{|v_a|^2}{|w_0|} \frac{t}{\rho} \rho^{\beta/2} \epsilon^{1/2} \frac{1 + u^{1/2}}{t}, \]

where the contribution of the first term on the right-hand side will lead to integrable terms below while we treat the contribution of the second term separately.

Using that

\[ T_g \left( \frac{|C^0|}{(1 + u)^{1/2}} \right) \lesssim \frac{1}{(1 + u)^{1/2}} |F_{ZB}^0| + \frac{1}{2} \frac{|C^0|}{(1 + u)^{1/2}} E_u \frac{1}{1 + u}, \]

and the above estimates on \( C^0, E_u \) and \( F_{ZB}^0 \), we are left with

\[ T_g \left( \frac{|C^0|}{(1 + u)^{1/2}} \right) \lesssim F + \frac{1}{2} \frac{|C^0|}{(1 + u)^{1/2}} w^0 \frac{\rho^{\epsilon^{1/2}}}{t \rho (1 + u)} + \frac{|C^0|}{(1 + u)^{1/2}} w^0 \frac{\epsilon^{1/2}}{t \rho}, \]

where \( \frac{|F|}{|C^0|} \lesssim \epsilon^{1/2} \rho^{-1-\beta/2} \), so that the result follows from the \( L^\infty \)-estimate in Lemma 5.42 and an application of Gronwall’s lemma. \( \square \)

Remark 5.46. In (5.20), we could not make use of the extra \( u \) decay in the term \( \frac{1}{2} \frac{|C^0|}{(1 + u)^{1/2}} w^0 \frac{\epsilon^{1/2}}{t \rho (1 + u)} \). However, note that instead of using the estimate \( \frac{w^0 \rho^{\epsilon^{1/2}}}{t} \lesssim \rho^0 \), we could have used \( w^0 \lesssim w^0 \rho^\beta \), lose a power of \( w^0 \) in the final estimate but obtain an integrable term. This means that this term will be integrable provided we can absorb an extra power of \( v \) in the norm of \( f \).

5.5. End of the derivation of the first order commutator formula. It follows from the definition of the \( C^\beta \) coefficients, the definition of \( Y \) and equation (5.12), that we have

\[ [T_g, Y] = F_Z + C^\beta [T_g, X_\beta], \]
where $F_{ZG}$ was defined in Lemma 5.39. $F_{ZG}$ contains $\hat{Z}$, which needs to be replaced by $Y = \hat{Z} + C^{\alpha}X_{\alpha}$ vector fields.

The result of this operation is the content of the following final lemma of this section.

**Lemma 5.47.** The commutator $[T_{g}, Y]$ can be written as a linear combination of the following terms

- The terms coming from $C^{\beta}[T_{g}, X_{\beta}]$
  \[
  w \cdot h \partial_{t,x}(\Phi \cdot \Phi)C\partial_{t,x}, \quad w \cdot h \partial_{t,x}(h^{00})C\partial_{t,x}, \quad v_{\alpha} \partial_{t,x}(h)C\partial_{t,x},
  \]
  as well as
  \[
  \frac{1}{w^{0}}w_{\alpha}w_{\beta}\partial_{t,x}K^{\gamma}(h^{\alpha\beta})C^{k+1} \cdot \hat{K}^{\mu}f, \quad w \cdot h \cdot \partial_{t,x}K^{\gamma}(h)C^{k+1} \cdot \hat{K}^{\mu}f,
  \]
  \[
  w \cdot \partial_{t,x}h \cdot K^{\gamma}(h)C^{k+1} \cdot \hat{K}^{\mu}f,
  \]
  where $|\gamma|, |\mu|, k \leq 1$ and $\gamma_{X} \geq k + \mu_{Z}$.

- The terms coming from $F_{ZG}$
  \[
  \hat{K}^{\sigma}(w_{\alpha}w_{\beta}\partial_{t,x}K^{\gamma}(h^{\alpha\beta})C^{k} \cdot \hat{K}^{\kappa}), \quad |\sigma| + |\gamma| \leq 1, \quad |\kappa| \leq 1, \quad k + \kappa_{Z} \leq 1,
  \]
  \[
  w \cdot K^{\gamma}(h)\partial_{t,x}K^{\gamma}(h) \hat{K}^{\kappa}, \quad |\sigma| + |\gamma| \leq 1, \quad |\kappa| \leq 1, \quad k + \kappa_{Z} \leq 1,
  \]
  \[
  T_{g} = v_{\alpha}g^{\alpha\beta}\partial_{x,\beta} - \frac{1}{2}v_{\alpha}v_{\beta}\partial_{x,\alpha}g^{\alpha\beta} \cdot \partial_{x,\beta},
  \]

In view of the energy estimate (4.22), the estimates on the $C$ coefficients and the previous estimates on each of the previous error terms, we have already proven

**Lemma 5.48.** For any modified vector field $Y$, we have, for all $\rho \in [2, \rho^{*})$,

\[
E[|Y(f)|^{2}] \leq E[|Y(f)|^{2}] + \epsilon^{1/2} \sum_{X = X_{i}, \frac{1}{2} \rho^{1/2}E[Xf]d\rho'}\int_{2}^{\rho} \frac{1}{\rho^{1/3}}E[\hat{K}f]d\rho',
\]

As a corollary, we have, for any modified vector field, $E[|Y(f)|^{2}] \leq \epsilon + \epsilon^{3/2}\rho^{5}$.

6. Commutators of the algebra of modified vector fields

In this section, we analyse commutators $[\hat{K}^{\alpha}, \hat{K}^{\beta}]$ for $\hat{K}^{\alpha}, \hat{K}^{\beta}$ composed of the $X, \partial_{t}$ and $Y$ vector fields. At first order, we have

**Lemma 6.1.** The following commutators hold.

- For any $X_{i}, X_{j}$, $[X_{i}, X_{j}] = 0$ and $[X_{i}, \partial_{t}] = 0$.
- For any $X = X_{i}, \partial_{t}$ and any modified vector field $Y$, $[X, Y]$ can be written as a linear combination of
  \[
  \partial_{t}, X_{i} \text{ and } X(C^{\alpha}) \cdot X_{\alpha}.
  \]
- For any $Y_{i}, Y_{j}$ two modified vector fields, $[Y_{i}, Y_{j}]$ can be written as a linear combination of
  \[
  Y(C^{\alpha}) \cdot X_{\alpha}, C\partial_{t}, CX_{i}, CX(C^{\alpha}) \cdot X_{\alpha} \text{ and } \hat{\Omega}_{ij},
  \]
\[ \dot{\Omega}_{ij} = x^i \partial_{x^i} - x^j \partial_{x^j} + v_j \partial_{v_i} - v_i \partial_{v_j} \] is the complete lift of a rotation vector field.

**Remark 6.2.** From the above lemma, and in view of the fact \( |X(C)| \lesssim \epsilon^{1/2} \rho^{1/2} \) (cf. Lemma 8.3), while \( |Y(C)|, |C| \lesssim \epsilon^{1/2} \rho^{1/2 + 1/2} \), it seems that the commutators \([X,Y]\) do not generate much growth, while those of the form \([Y_i,Y_j]\) would be problematic. As it turns out, for the present paper, we only need to use commutators of the form \([X,Y]\). However, the commutator \([Y_i,Y_j]\) in fact behaves better than what the above lemma suggest. For instance, a careful analysis of the error terms suggests that one of the error terms will be given by a modified, lifted rotation vector fields of the form \( \dot{\Omega}_{ij} + C_1^a X_\alpha - C_2^b X_\beta \).

We also need the following higher order version of the above lemma.

**Lemma 6.3.** For any multi-index \( \alpha \) and any \( X = X_i, \partial_t \), and any multi-index \( \alpha \) with \( \alpha_Z \geq 1 \), the commutator \([\hat{K}^\alpha, X]\) can be written as a linear combination of terms of the form

\[ P(X(C))^{k,r_Z,s_X} \cdot K^{\alpha'}, \]

where \( |\alpha'| + r_Z + s_X \leq |\alpha| \), \( |\alpha'| \leq |\alpha| \), \( \alpha'_X \geq 1 + \alpha_X \), \( k \leq |\alpha| \), \( r_Z + s_X \leq |\alpha| - 1 \) and where we denote by \( P(X(C))^{k,r_Z,s_X} \) a product of the form

\[ \prod_{i=1}^{k} \hat{K}^{\alpha_i}(X(C_i)), \]

where the \( C_i \)s can be any of the \( C \) coefficients and where the total number of \( Y \) vector fields appearing on the right-hand side is less than \( r_Z \) and the total number of \( X \) vector fields is less than \( s_X \).

**Proof.** We have already proven the formula for \( |\alpha| = 1 \). Let \( \alpha \) be a multi-index and \( \hat{K} \) be any of the \( X \) or \( Y \) vector field. Assume that the formula holds for any multi-index of length \( |\gamma| \leq |\alpha| \) with \( \gamma_Z \geq 1 \). Consider the commutator

\[ [K\hat{K}^\alpha, X] = K[\hat{K}^\alpha, X] + [K, X]\hat{K}^\alpha. \]

- If \( K = X \) and \( \alpha_Z \geq 1 \) (otherwise the commutator vanishes) then

\[ [X\hat{K}^\alpha, X] = X[\hat{K}^\alpha, X] = X \left( P(X(C))^{k,r_Z,s_X} \cdot K^{\alpha'} \right), \]

where \( |\alpha'| + r_Z + s_X \leq |\alpha| \), \( |\alpha'| \leq |\alpha| \), \( \alpha'_X \geq 1 + \alpha_X \), \( k \leq |\alpha| \), \( r_Z + s_X \leq |\alpha| - 1 \), so that distributing the \( X \) vector field, we see that the formula holds.

- If \( K = Y \), then

\[ [Y\hat{K}^\alpha, X] = Y[\hat{K}^\alpha, X] + [Y, X]\hat{K}^\alpha. \]

For the first term on the right-hand side, either \( \alpha_Z = 0 \) and this term vanishes, or \( \alpha_Z \geq 1 \) and we can apply the commutator formula for \( \alpha \) and then distribute the \( Y \). On the other hand, for the second term on the right-hand side, we use the previous lemma, and it follows that \([Y, X]\hat{K}^\alpha\) can be written as a linear combination of \( XK^\alpha \), \( X(C) \cdot XK^\alpha \), which are of the required form.
7. Higher order estimates for the Vlasov field

7.1. Higher order commutator formula and energy norms. We define the energy norm of order $N$ of $f$ by

$$E_N[f](\rho) := \sum_{|\alpha| \leq N} E[\tilde{K}^\alpha f](\rho),$$

where $\tilde{K}$ denotes any vector fields among $\partial_t, X_i$ or the $Y$ vector fields. Let us also define the weighted norm

$$(7.1) \quad E_{N,q}[f](\rho) := \sum_{|\alpha| \leq N} E \left[ (1 + |v|^2)^{q/2} \tilde{K}^\alpha f \right](\rho).$$

In this section, we shall first propagate bounds for $E_{N-2}[f](\rho) = E_{N-2,q=0}[f](\rho)$. Note that for $|\alpha| \leq N - 2$, we have access to pointwise bounds on $\partial h$. In view of the computations of Section 14.1, we can actually add the extra $v$ weights and propagate bounds for any $E_{N-2,q}[f](\rho)$. Finally, to propagate bounds for $f$ after $N$ commutations, we will need to lose $2$ powers of $v$ at lower order. Thus, to prove bounds on $E_N[f]$, requires bounds on $E_{N-2,2}[f]$ (this is the minimum extra $v$ weight we need for this section) and more generally, to prove bounds on $E_{N,q}[f]$ will require bounds on $E_{N-2,q+2}[f]$.

To compute the higher order commutators, we use the following notations.

- We denote by $K$ any standard boost, scaling vector field or one of the translation $\partial_{x_i}, \partial_t$ vector fields.
- We denote by $\tilde{K}$ any of the modified vector fields $Y$ or any of the translation $X = X_i, \partial_t$ vector fields.
- For any multi-index $\alpha$ of length $|\alpha|$ and differential operator $K^\alpha$, we write $|\alpha| = \alpha_Z + \alpha_X$, where $\alpha_Z$ denotes the number of homogeneous vector fields in $K^\alpha$ and $\alpha_X$ the number of translation vector fields.
- Similarly, for any multi-index $\alpha$ of length $|\alpha|$ and differential operator $\hat{K}^\alpha$, we write $|\alpha| = \alpha_Z + \alpha_X$, where $\alpha_Z$ denotes the number of modified vector fields in $\hat{K}^\alpha$ and $\alpha_X$ the number of translation vector fields.
- For multi-indices $\gamma$ and $\beta$, we denote by $[\hat{K}^\gamma \hat{K}^\beta]$ a differential operator composed of the same vector fields as $\hat{K}^\gamma$ and $\hat{K}^\beta$, but such that the order of these vector fields is arbitrary.
- We denote by $P(C)^{k,r_Z,s_X}$ a linear combination of products of the form

$$\prod_{i=1}^k \hat{K}^{\mu_i}(C_i),$$

where the $C_i$s can be any of the $C$ coefficients and where the total number of $Y$ vector fields appearing on the right-hand side is less than $r_Z$ and the total number of $X$ vector fields is less than $s_X$.

First, by induction, we obtain easily from the first order commutator formula a general formula that does not take into account the null structure of the equations.

**Lemma 7.1.** With the above notations, the commutator $[T_y, \hat{K}^\alpha]$ can be written as a linear combination

- The main terms

$$\frac{1}{v^q} P(C)^{k,r_Z,s_X} w \cdot \partial_{t^2} K^\beta(h) \hat{K}^\sigma (7.2)$$
where \( r_Z + s_X + |\beta| + |\sigma| \leq |\alpha| + 1, q + |\beta| \leq |\alpha|, 1 \leq |\sigma| \leq |\alpha|, r_Z + s_X \leq |\alpha| - 1 \) and the number of \( C \) coefficients, \( k \), satisfies either of the two conditions

**C1.** \( k \leq \beta_X + q \),

**C2.** \( k = \beta_X + q + 1 \) and \( \hat{K}^\sigma = [\hat{K}^\sigma X] \) with \( \sigma_Z' + r_Z + \beta_Z \leq \alpha_Z - 1 \).

- The frame terms
  
  \[
  \frac{1}{tv} P(C)^k r_z s_x w \cdot K^\gamma(h) \partial_{\gamma x} K^\beta(\Phi \cdot \Phi) \hat{K}^\sigma,
  \]

  where \( r_Z + s_X + |\beta| + |\sigma| + |\gamma| \leq |\alpha| + 1, q + |\beta|, |\gamma|, |\sigma| \leq |\alpha|, r_Z + s_X \leq |\alpha| - 1 \) and \( k \) verifies either

  **C1’.** \( k \leq \beta_X + q + \gamma_X \).

  **C2’.** \( k = \beta_X + q + 1 + \gamma_X \) and \( \hat{K}^\sigma = [\hat{K}^\sigma X] \) with \( \sigma_Z' + r_Z + \beta_Z + \gamma_Z \leq \alpha_Z - 1 \).

- The cubic terms
  
  \[
  \frac{1}{tv} P(C)^k r_z s_x w \cdot K^\gamma(h) \partial_{\gamma x} K^\beta(h) \hat{K}^\sigma,
  \]

  where \( q + r_Z + s_X + |\beta| + |\sigma| + |\gamma| \leq |\alpha| + 1, |\beta|, |\gamma|, |\sigma| \leq |\alpha|, r_Z + s_X \leq |\alpha| - 1 \) and \( k \) verifies either \( C1’ \) or \( C2’ \).

- The source terms \( K^\sigma T_y \), with \( |\sigma| \leq |\alpha| - 1 \) with \( \sigma_Z \leq \alpha_Z - 1 \).

**Remark 7.2.** The factor \( \frac{1}{tv} \) results from \( Y \) being applied to any function in \( F_{r,v,w} \). For instance, \( Y(\frac{\tau}{\gamma}) = \hat{Z}_\tau + C \cdot X_\tau \frac{\tau}{\gamma} \) and the second term is a linear combination of \( \frac{C}{\tau} \). Thus, this increases \( q \) and \( k \) by \( 1 \).

**Remark 7.3.** Note that in the above formula, each new \( C \) coefficient typically comes with an extra \( X \) derivative hitting either \( h \) or one of the frame coefficients. The \( C \) coefficients give a \( v^{1/2} \rho^{1/2} \) growth each, which are compensated by the fact that the \( X \) derivatives provide extra \( u \) decay. Let us discuss conditions \( C1 \) and \( C2 \) on \( k \) more precisely (\( C1’ \) and \( C2’ \) are then similar).

- The condition \( k \leq \beta_X + q \) implies in particular that \( k/2 - \beta_X - q \leq 0 \). All terms coming from the commutator \( [T_y, X] \) have this property. In this case, the \( u \) growth of the \( C \) coefficients is always compensated (at least when pointwise estimates on \( C \) are allowed) by the extra \( u \) decay.

- The condition \( k = \beta_X + q + 1 \) and \( \hat{K}^\sigma = [\hat{K}^\sigma X] \) with \( \sigma_Z' + r_Z + \beta_Z \leq \alpha_Z - 1 \) can only occur if \( \alpha_Z \geq 1 \). These terms typically stem from the product \( C u [T_y, X] \) contained in the commutator \( [T_y, Y] \). Note that if \( \beta_X \geq 1 \), then we have again \( k/2 - \beta_X - q \leq 0 \) if \( k = \beta_X + q + 1 \). The condition \( \sigma_Z' + r_Z + \beta_Z \leq \alpha_Z - 1 \) means that for \( k = \beta_X + q + 1 \) to occur, some of the commutation by \( Y \) vector fields must have generated some \( X \) derivatives. This typically occurs when we distribute \( Y \) on a product \( C \partial K^\beta(h) \cdot \hat{K}(f) \). Indeed, writing \( Y = Z + C \cdot X \), we have schematically

\[
Y \left( C \partial K^\beta(h) \cdot \hat{K}(f) \right) = Y(C) \cdot \partial K^\beta(h) \cdot \hat{K}(f) + C \partial K^\beta(h) \cdot Y \hat{K}(f) + CZ(\partial K^\beta(h)) \cdot \hat{K}(f) + C^2 \partial^2 K^\beta(h) \cdot \hat{K}(f).
\]

Compared with the original quantity \( C \partial K^\beta(h) \cdot \hat{K}(f) \), the new term \( C^2 \partial^2 K^\beta(h) \cdot \hat{K}(f) \) has one more \( C \) and \( \beta_X \) has also been increased by one by this operation.
On the other hand, the number of $Y$ or $Z$ vector fields hitting all the terms has not increased.

Proof. We do an induction in $|\alpha|$. The formula holds for $|\alpha| = 1$ in view of the first order commutator formulas. Assume it holds for some multi-index $\alpha$ and consider a differential operator of the form $\hat{K} \hat{K}^\alpha$. We use that

$$[T_g, \hat{K} \hat{K}^\alpha] = [T_g, \hat{K} \hat{K}^\alpha] + [T_g, \hat{K}^\alpha].$$

The first term on the right-hand side of the previous equation clearly has the required structure in view of the first order commutator formulas. For the second, we must compute, for the main terms,

$$\frac{1}{t^q} \hat{K} P(C)^{k,r;\beta} w \cdot \partial_{t,x} K^\beta(h) \hat{K}^\sigma$$

(7.4)

where the indices are as in the statement of the lemma and similarly, for cubic and frame terms. We only treat the main terms below, since the computation for the cubic and frame terms are similar. We simply distribute the $\hat{K}$ in (7.4). When it hits the $C$ coefficients or the final $\hat{K}^\sigma$, then the resulting terms are clearly of the required form. When it hits $\partial_{t,x} K^\beta(h)$ or $1/t^q$, it has the required form if $\hat{K}$ is a translation (preserving the number of $C$ coefficients) and if $\hat{K}$ is a modified vector field, we simply write

$$\hat{K} = \hat{Z} + C \cdot X$$

and apply each terms on the right-hand side to $\partial_{t,x} K^\beta(h)$ or $1/t^q$. The terms coming from $C \cdot X \partial_{t,x} K^\beta(h)$ or $C \cdot X 1/t^q$ then increases $k$ by 1 and $\beta_X$ or $q$ by 1, as required. \qed

We start the analysis of the error terms with a proposition that describes how integrals of error terms are estimated when the metric perturbation cannot be estimated pointwise.

**Proposition 7.4.** Let $\alpha$ be a multi-index of length $|\alpha| = N_0$.

Consider an error term of the form

$$Q := P(C)^{k,r;\beta} w \cdot \partial_{t,x} K^\beta(h) \hat{K}^\mu f,$$

where $r_Z + s_X + |\beta| + |\mu| \leq |\alpha| + 1$, $|\beta| \leq |\alpha|$, $1 \leq |\mu| \leq |\alpha|$, $r_Z + s_X \leq |\alpha| - 1$ and $k$ satisfies either C1 or C2.

Assume that we have the pointwise bounds

$$\int_v |\hat{K}^\gamma(f)| w^0 dv \lesssim \epsilon^\rho M_N \frac{1}{t^3}, \quad |\gamma| \leq |\alpha|,$$

$$|\hat{K}^\rho(C)| \lesssim \epsilon^{1/2} u^{1/2} \rho M_N,$$

for some constant $M_N$ depending only on $N_0$.

Then, we have

- if $k$ satisfies C1, we have

$$\int_{H_u} \int_v |Q| w^0 d\mu_v d\mu_\rho \lesssim \epsilon^{3/2} \rho^{-3/2 + M'_N \delta}.$$

- if $k$ satisfies C2, we have

$$\int_{H_u} \int_v |Q| w^0 d\mu_v d\mu_\rho \lesssim \epsilon^2 \rho^{-1 + M'_N \delta},$$

where $M'_N$ depends only on $N_0$. 
Proof. Assume first that $k$ verifies C1. Then, all the growth in the $C$ coefficients can be absorbed by the extra $u$ or $t$ decay coming from the C1 condition (cf. (2.6)) and as a result, we have the estimate

$$
\int_{H^p} \int_v |P(C)^{k,r_x,s_x} w \cdot \partial_t x K^\beta(h) \tilde{K}^\sigma w^0| d\mu_v
\lesssim \rho^{M_{N_0} \delta} e^{k/2+1} \left( \int_{H^p} \frac{\rho^2}{t} |\partial K^\beta h|^2 d\mu_{H^p} \right)^{1/2} \left( \int_{H^p} \frac{t M_{N_0} \delta}{4 \rho^2} d\mu_{H^p} \right)^{1/2}
$$

using the bootstrap assumptions to bound the integral involving the metric.

If instead $k$ verifies C2, we have one more $e^{1/2}u^{1/2} \rho^\delta$ that cannot be absorbed leading to the extra growth. \( \square \)

Remark 7.5. By the Klainerman-Sobolev inequality, see Section 16, we will be able to prove decay estimates for the velocity averages of $\tilde{K}^\mu(f)$ for any $|\mu| \leq N - 3$. However, the above proposition cannot be directly used to close the energy estimate up to $N - 3$. This is because the Klainerman-Sobolev estimates loses in powers of $w^0$. Thus, we must first prove energy estimates for $(w^0)^2 \tilde{K}^\mu(f)$ in order to prove decay estimates for $\int_v w^0 |\tilde{K}^\mu(f)| dv$. This is one of the purpose of the weighted norm (7.1).

7.2. Higher order commutators and the null structure. We now investigate the null structure of the higher order commutators.

First, for the cubic terms or the frame terms, no null structure will be required as they will naturally have enough decay. Thus, we focus only the main terms (7.2).

Definition 7.6. We say that an expression

$$
P(C)^{k,r_x,s_x} w \cdot \partial_{t,x} K^\beta(h) \tilde{K}^\mu
$$

has the null structure provided it has one of the following forms

- $P(C)^{k,r_x,s_x} w \cdot \partial_{t,x} K^\beta(h) \tilde{K}^\mu$,
- $P(C)^{k,r_x,s_x} w_0 \partial_t x K^\beta(h) \tilde{K}^\mu$,
- $P(C)^{k,r_x,s_x} w \cdot \frac{1}{t} \partial_t x K^\beta(h) \tilde{K}^\mu$.

In view of this definition, note that

- All the main terms in the commutator $[T_g, X_i]$ have the null structure.
- The only terms in the first order commutator formulas that does not have the null structure (and which are neither cubic or frame terms) are the terms
  - $w \cdot \partial h \cdot X_0$ coming from the commutator $[T_g, \partial_t]$,
  - $C \cdot w \partial h \cdot X_0$ coming from $C^\alpha[T_g, X_0]$ in the commutator $[T_g, Y]$.
- The last term in the above list, namely, $P(C)^{k,r_x,s_x} w \cdot \frac{1}{t} \partial_t x K^\beta(h) \tilde{K}^\mu$ does not occur in the first order commutator formula, but will arise because of the commutator $[\partial_t, \partial_{\nu}] = -\frac{\epsilon}{t}.$

One has easily

Proposition 7.7. Consider an error term $Q_\alpha$ of the form

$$
Q_\alpha = \frac{1}{t^q} P(C)^{k,r_x,s_x} w \cdot \partial_{t,x} K^\beta(h) \tilde{K}^\sigma
$$

where $q + r_x + s_x + |\beta| + |\sigma| \leq |\alpha| + 1$, $|\beta| \leq |\alpha|$, $|\sigma| \leq |\alpha|$, $r_x + s_x \leq |\alpha| - 1$ and $k$ verifying C1 or C2.
Then, for $\hat{K} = X_1, \partial_t$ or $Y$,

1. $\hat{K}(Q_\alpha) := Q_{\alpha'}$ can be written as

$$Q_{\alpha'} = \frac{1}{i\rho} P(C)^{k' r'_X w} \cdot \partial_{h_x} K^{\beta'}(h) \hat{K}$$

where $q' + r'_Z + s'_X + |\beta'| + |\sigma'| \leq |\alpha'|, |\beta'| \leq |\alpha'|, |\sigma'| \leq |\alpha'|, r'_Z + s'_X \leq |\alpha'| - 1, k'$

verifying C1 or C2, with $|\alpha'| = |\alpha| + 1$ and $\alpha'_Z = \alpha_Z + 1$ if $\hat{K} = Y$ and $\alpha'_Z = \alpha_Z$ otherwise.

2. Moreover, if $Q_\alpha$ has the null structure, then $Q_{\alpha'}$ has the null structure.

We now prove bounds on the higher order energy up to $N - 2$ (for all energies where we can bound pointwise all the $\hat{K}^\rho(C)$ and the $\hat{K}^\beta(h)$ appearing in the error terms.)

**Proposition 7.8.** Let $N_0 \leq N - 2$. Assume the pointwise bounds on the $C$ coefficients

$$|\hat{K}^\rho(C)| \lesssim \epsilon^{1/2} u^{1/2} \rho^{M_{N_0}'}, \quad |\rho| \leq N_0 - 1.$$

Then, we have the estimate

$$E_{N_0}[f] \lesssim \epsilon \rho^{M_{N_0}'},$$

for some constant $M_{N_0}'$ depending only on $N_0$.

**Proof.** We have already proven the proposition for $N_0 = 0, 1$. To close the estimate for $N_0 = 1$, we exploited a certain hierarchy in the commutators (the $X_i$ had good commutator properties, $\partial_t$ generated borderline terms, etc.) The strategy is to exploit the same hierarchy, doing first the commutation by $X_i$, then $\partial_t$ and then $Y$, eventually. Let $N_0 \geq 1$ and assume that the proposition holds for $N_0 - 1$. For simplicity in the exposition, we make the additional bootstrap assumption

$$E_{N_0}[f] \lesssim \epsilon \rho^L,$$

where $\delta << L << 1$ and in particular $M_{N_0} \delta < L$ for some constant $M_{N_0}$ being some positive constant. For simplicity in the exposition, we will write $E[X_1^{N_0} f]$ to denote the sum of all energies $E[X^{\alpha} f]$, with $|\alpha| = N_0$ and where the $X^{\alpha}$ is composed only of $X_i$ vector fields. Similarly, when we write $E[X_1^{N_0} \partial_t f]$ (respectively $E[X_1^{N_0} Y f]$) below, we actually mean the sum over all possible combinations$^{28}$ containing one $\partial_t$ (respectively $Y$) and $N_0 - 1$ $X_i$ vector fields. First, commute $N_0$ times by $X_i$ vector fields. Each error term is of the form

$$P(C)^{k_0 s_X w} \cdot \partial_{h_x} K^\beta(h) \hat{K}$$

where $s_X + |\beta| + |\sigma| \leq N_0 + 1, |\beta| \leq |\alpha|, |\sigma| \leq N_0, s_X \leq N_0 - 1$ and $k$ verifying C1 (and even $k \leq 1$). Moreover, from the previous proposition and the first order commutator for $X_i$, each term in the $X_1^{N_0}$ commutator formula verifies the null condition. It follows that each error term is integrable and thus one obtains that

$$E[X_1^{N_0} f](\rho) \lesssim E[X_1^{N_0} f](\rho) + \int_2^\rho \epsilon^{1/2} \rho^{t - 3/2 + 4D} E[\hat{K}^\delta f](\rho') d\rho'$$

$$\lesssim \epsilon + \int_2^\rho \epsilon^{1/2} \rho^{t - 3/2 + 4D + L} d\rho' \lesssim \epsilon,$$

where $D$ is some constant. Then, we commute once with $\partial_t$ and $N_0 - 1$ times by $X_i$. Again, no error term will have a number of $C$ coefficients satisfying C2. Using that for

$^{28}$Recall that $\partial_t$ commutes with $X_i$, while the $Y$ vector fields enjoy good commutation properties with $\partial_t$ or $X_i$, see Section 6.
\[ \ell \leq N_0 - 1 \]
\[ [T_g, X_i^{N_0-1-\ell} \partial_t X_i^\ell] = X_i^{N_0-1-\ell}[T_g, \partial_t] X_i^\ell + X_i^{N_0-1-\ell} \partial_t[T_g, X_i^\ell] + [T_g, X_i^{N_0-1-\ell}] \partial_t X_i^\ell \]
and that only \([T_g, \partial_t]\) generates a term which does not satisfy the null condition, we obtain
\[
E[X_i^{N_0-1} \partial_t](\rho) \lesssim E[X_i^{N_0-1} \partial_t f](2) + \int_2^\rho \epsilon^{1/2} \rho^{1-3/2+\delta D} E[\tilde{K} X_i^{N_0-2} \partial_t f] d\rho' + \int_2^\rho \epsilon^{1/2} \rho^{1-1+\delta/2} E[X_i^{N_0} f] d\rho' + \epsilon \rho^{M_{N_0-1}} \delta/2.
\]
We then commute once with \(Y\) and \(N_0 - 1\) times by \(X_i\), using similarly that
\[
[T_g, X_i^{N_0-1-\ell} Y X_i^\ell] = X_i^{N_0-1-\ell}[T_g, Y] X_i^\ell + X_i^{N_0-1-\ell} Y [T_g, X_i^\ell] + [T_g, X_i^{N_0-1-\ell}] Y X_i^\ell
\]
The terms coming from \(X_i^{N_0-1-\ell} Y [T_g, X_i^\ell]\) or \([T_g, X_i^{N_0-1-\ell}] Y X_i^\ell\) all verify the null condition and have a number of \(C\) coefficients satisfying \(C1\), so they are integrable. Using the first order commutator formula for \(Y\), the only term coming from the first term on the right-hand side of (7.6) not satisfying the null condition is of the form
\[
X_i^{N_0-1-\ell} \left( w \cdot \partial h C \cdot X_i^\ell f \right)
\]
Note also that this term corresponds to \(k = 1\) verifying \(C2\). We can distribute the \(X_i^{N_0-1-\ell}\) on each term. We estimate below the case when \(X_i^{N_0-1-\ell}\) hits \(X_i^\ell f\), the rest can be estimated using the estimate on \(E_{N_0-1}[f]\). We have
\[
|w \cdot \partial h C \cdot X_i^{N_0} f| \lesssim \frac{1}{\rho} \frac{\rho^{1/2}}{\epsilon^{1/2}} \rho^{1/2} u^{1/2} \rho^{1/2} |X_i^{N_0} f| \lesssim \epsilon \rho^{M_{N_0-1}} \rho^{1/2} |X_i^{N_0} f|.
\]
Since we already control the energy of \(E[X_i^{N_0} f]\), this term will lead to a small growth, as in Lemma 5.48. The other error terms with \(k\) not satisfying \(C2\) can be estimated similarly by \(\rho^{M_{N_0-1}} \rho^{1/2} |X_i^{N_0} f|\), where \(X = X_i, \partial_t\) or using the bound on \(E_{N_0-1}[f]\).
We thus obtain
\[
E[X_i^{N_0-1} Y](\rho) \lesssim E[X_i^{N_0-1} Y f](2) + \int_2^\rho \epsilon^{1/2} \rho^{1-3/2+\delta D} E[Y X_i^{N_0-2} \tilde{K}] d\rho' + \int_2^\rho \epsilon^{1/2} \rho^{1-1+\delta/2} E[X_i^{N_0-1} X] d\rho' + \epsilon \rho^{M_{N_0-1}} \delta/2,
\]
where \(X_i^{N_0-1} X\) denotes any differential operator composed of at least \(N_0 - 1\) \(X_i\) vector fields and one vector field among the \(X_i\) or \(\partial_t\) vector fields. This gives
\[
E[X_i^{N_0-1} Y](\rho) \lesssim \epsilon + \epsilon^{3/2} \delta^{-1} \left( \rho^{M_{N_0-1}} + \rho^{1/2} \right) \lesssim \epsilon \left( \rho^{M_{N_0-1}} + \rho^{1/2} \right).
\]
We now consider commuting with \(X_i^{N_0-2} \partial_t^2\). We use that
\[
[T_g, X_i^{N_0-2} \partial_t^2] = [T_g, X_i^{N_0-2} \partial_t^2] + X_i^{N_0-2} [T_g, \partial_t^2]
\]
\[
[7.7] = [T_g, X_i^{N_0-2} \partial_t^2] + X_i^{N_0-2} [T_g, \partial_t] \partial_t + X_i^{N_0-2} \partial_t [T_g, \partial_t].
\]
Again, all possible error terms have \(k\) satisfying \(C1\). The first term on the right-hand side contains only terms having the null structure, since there are no commutators with \(\partial_t\) or a modified vector field \(Y\). The terms not satisfying the null structure coming from the second term on the right-hand side arise
all from expressions of the form
\[ X_i^{N_0-2} (w \cdot \partial h X_a \partial f). \]
Distributing the \( X_i \)s and using that \( X_i = \frac{\partial}{\partial t} + \frac{\partial}{\partial x} \partial t \), the only terms coming from the above expression not satisfying the null condition are then of the form
\[ w \cdot \partial h X_i^{N_0-1} \partial f, \]
which can be estimated by the energy \( E[X_i^{N_0-1} \partial f] \).
The terms not satisfying the null structure coming from the last term on the right-hand side of (7.7) arise all from expressions of the form
\[ X_i^{N_0-2} \partial_t (w \cdot \partial h X_a f). \]
Distributing the operators in \( X_i^{N_0-2} \partial_t \) and using that \( X_i = \frac{\partial}{\partial t} + \frac{\partial}{\partial x} \partial t \), the only terms coming from the above expression not satisfying the null condition are then of the form
\[ w \cdot \partial h X_i^{N_0-1} \partial f, \]
which we already encountered above and
\[ w \cdot \partial_t (\partial h) X_i^{N_0-1} f, \]
which are controlled by the \( E_{N_0-1} [f] \) energy. This leads to the energy estimate
\[ E[X_i^{N_0-2} \partial_t^2] (\rho) \lesssim E[X_i^{N_0-2} \partial_t^2] (\rho) + \epsilon^{1/2} \int^\rho_2 (\rho')^{-1+\delta/2} E[X_i^{N_0-1} \partial_t] (\rho') \rho' \]
\[ + \epsilon^{1/2} \int^\rho_2 (\rho')^{-3/2+\delta} E[X_i^{N_0-2} \partial_t] (\rho') \rho' + \epsilon \rho^{M_{N_0-1}} \]
\[ \lesssim \epsilon \rho^{(M_{N_0-1}+3/2)\delta}. \]
Similarly, we can then commute with \( X_i^{N_0-2} \partial_t Y, X_i^{N_0-2} Y^2 \). We then consider commuting by \( X_i^{N_0-3} \partial_t^3, \ldots \). Iterating, we obtain the statement of the lemma. At each iteration, we pick up some \( \rho^{\delta/2} \) losses but the number of such losses only depends on the number of iterations and therefore only on \( N_0 \). We obtain that \( E_N [f] \lesssim \epsilon \rho^{M_{N_0} \delta} \), which improves the additional bootstrap assumption and ends the proof of the proposition. \( \square \)

We then consider energy estimates up to order \( N - 2 \) with additional \( u \) weights.

**Proposition 7.9.** Under the same assumptions as in Proposition 7.8, we have,
\[ E_{N_0,q+2} [f] \lesssim \epsilon \rho^{M_{N_0} \delta}, \]
where \( E_{N_0,q+2} \) is the weighted energy norm defined in (7.1).

**Proof.** The proof is similar to the proof of Proposition 7.8. One simply needs to use the additional formula for multiplication by powers of \( u \) given in Section 14.1, which only adds additional integrable terms, using the bootstrap assumptions. \( \square \)

**Corollary 7.10.** Under the same assumptions as in Proposition 7.8, we have the pointwise estimates, for any \( |\alpha| \leq N_0 - 3 \),
\[ \int_v w_0^{0} \hat{\mathbf{K}}^\alpha (f) |dv| \leq \epsilon \rho^{M_{N_0} \delta} t^{-3}. \]

**Proof.** This follows from the Klainerman-Sobolev inequality with modified vector fields of Section 16 and the above bounds on \( E_{N_0,q} \), with \( q \geq 2 \) (the Klainerman-Sobolev inequality loses two powers of \( u \)). \( \square \)
Before considering the $N$th order energy estimate for $f$, it will be useful to prove estimates for products of type\footnote{For $|\gamma| \leq N - 3$, we will have pointwise bounds on $\hat{K}^\gamma(C)$ depending only on the bootstrap assumptions, and thus the lemma below does not bring any new information in that case.} $\hat{K}^\gamma(C)\hat{K}^\alpha(f)$, for $|\gamma| \leq N - 1$ and $|\alpha| \leq N - 3$.

**Proposition 7.11.** Consider a product of the type $\hat{K}^\gamma(C)\hat{K}^\alpha(f)$, for $|\gamma| \leq N - 1$ and $|\alpha| \leq N - 3$. Assume that

$$|\hat{K}^\mu(C)| \lesssim \epsilon^{1/2} u^{1/2} \rho^{M_N - 3\delta}, \quad |\mu| \leq N - 3,$$

as well as the initial data assumption

$$E\left[u^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)\right](2) \lesssim \epsilon^{3/2}, \quad |\gamma'| \leq |\gamma|, \quad |\alpha'| \leq |\alpha|.$$

Then, we have

$$E\left[(1 + u)^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)\right](\rho) \lesssim \epsilon^{3/2} \rho^{M_N \delta}.$$

**Remark 7.12.** Note that since $C(\rho = 2) = 0$, if $\mathcal{D}$ is a differential operator tangential to $\rho = 2$, then $\mathcal{D}(C) = 0$. In particular, we have $Z_i(C) = \partial_{\xi_i}(C) = \tilde{Z}_i(C) = \partial_{\xi_i}(C) = 0$ initially. From the equation for $C$, $T_g(C) = -F_{ZB}$, one can then compute the normal derivative to $\rho = 2$ in terms of the initial data and verify that (7.8) actually holds initially.

**Proof.** Again, we will do a small bootstrap argument, assuming that

$$E\left[u^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)\right](\rho) \lesssim \epsilon^{3/2} \rho^L,$$

for some $M_N \delta \ll L$ and indices $\gamma$ and $\alpha$ as in the statement of the proposition.

For $|\gamma'| \leq N - 3$, we have access to pointwise estimates on all $\hat{K}^\gamma(C)$ coefficients so that from the previous proposition

$$E\left[(1 + u)^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)\right](\rho) \lesssim \epsilon^{1/2} \rho^{M_N - 3\delta},$$

where $M_N^L$ is some constant.

We now consider $N - 3 \leq N' \leq N - 2$ and assume that the proposition holds for all multi-indices $|\gamma'| \leq N'$, so that

$$E\left[(1 + u)^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)\right](\rho) \lesssim \epsilon^{3/2} \rho^{M_N \delta}.$$

Let $\gamma$ be a multi-index of length $|\gamma| = |\gamma'| + 1$. We start by computing

$$T_g((1 + u)^{-1/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)) = (1 + u)^{-1/2} \hat{K}^\gamma(T_g(C))\hat{K}^\alpha(f) + (1 + u)^{-1/2} T_g[\hat{K}^\gamma(C)]\hat{K}^\alpha(f)$$

$$+ (1 + u)^{-1/2} \hat{K}^\gamma(C)T_g[\hat{K}^\alpha(f)] - \frac{1}{2} T_g(u)(1 + u)^{-3/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f) = I_1 + \ldots + I_4,$$

where

$$I_1 = (1 + u)^{-1/2} \hat{K}^\gamma(T_g(C))\hat{K}^\alpha(f), \quad I_2 = (1 + u)^{-1/2} T_g[\hat{K}^\gamma(C)]\hat{K}^\alpha(f),$$

$$I_3 = (1 + u)^{-1/2} \hat{K}^\gamma(C)T_g[\hat{K}^\alpha(f)], \quad I_4 = -\frac{1}{2} T_g(u)(1 + u)^{-3/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f).$$

$I_4$ can be estimated as in the proof of the pointwise estimate for $C$ (cf Lemma 5.18).

For $I_1$, we have

$$I_1 = (1 + u)^{-1/2} \hat{K}^\gamma(T_g(C))\hat{K}^\alpha(f) = -(1 + u)^{-1/2} \hat{K}^\gamma(F_{ZB})\hat{K}^\alpha(f),$$

$$I_2 = (1 + u)^{-1/2} T_g[\hat{K}^\gamma(C)]\hat{K}^\alpha(f) $$

$$+ (1 + u)^{-1/2} \hat{K}^\gamma(C)T_g[\hat{K}^\alpha(f)] $$

$$- \frac{1}{2} T_g(u)(1 + u)^{-3/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)$$

$$= -(1 + u)^{-1/2} \hat{K}^\gamma(F_{ZB})\hat{K}^\alpha(f),$$

$$I_3 = (1 + u)^{-1/2} \hat{K}^\gamma(C)T_g[\hat{K}^\alpha(f)]$$

$$- \frac{1}{2} T_g(u)(1 + u)^{-3/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)$$

$$= -(1 + u)^{-1/2} \hat{K}^\gamma(F_{ZB})\hat{K}^\alpha(f),$$

$$I_4 = -\frac{1}{2} T_g(u)(1 + u)^{-3/2} \hat{K}^\gamma(C)\hat{K}^\alpha(f)$$

$$= -(1 + u)^{-1/2} \hat{K}^\gamma(F_{ZB})\hat{K}^\alpha(f).$$
using that $T_g(C) = -F_{ZB}$. Consider a source term in $F_{ZB}$ of the form

$$w \cdot K^\mu(h), \quad |\mu| \leq 1.$$  

Then, using that $Y(K^\mu(h)) = ZK^\mu(h) + C \cdot XK^\mu(h)$, we have, for $|\mu| \leq 1$,

$$\tilde{K}^\gamma(w \cdot K^\mu(h)) = P^{k, rz, sX}(C)w \cdot K^\sigma(h),$$

where $k \leq \sigma_X$, $|\sigma| + rz + sX \leq |\gamma| + 1$ and $rZ + sX \leq |\gamma| - 1$. Note that at most one $C$ coefficient in $P^{k, rz, sX}(C)$ can have a high-number of derivatives and that all other $C$ coefficients can be estimated pointwise. Moreover, from the condition $k \leq \sigma_X$, for each $C$ coefficient there is one $1/u$ decay factor. For instance, the overall contribution to $I_1$ of the terms with $\sigma_X = 1$ can be estimated as

$$(1 + u)^{-1/2} \left| w \cdot \tilde{K}^{\sigma'}(C) \partial K(h) \tilde{K}^\alpha(f) \right| \lesssim w \frac{0}{t} \frac{t}{\rho} \frac{t^{1/2} \rho^{\beta/2}}{t(1 + u)} \tilde{K}^{\sigma'}(C) \tilde{K}^\alpha(f)$$

$$\lesssim w \frac{0}{t} \frac{t^{1/2} \rho^{\beta/2}}{\rho} (1 + u)^{-1/2} \left| \tilde{K}^{\sigma'}(C) \tilde{K}^\alpha(f) \right|,$$

with $|\sigma'| = |\gamma|$, so that we can estimate this term (and similarly any term with $k \geq 1$) using the induction hypothesis. On the other hand, the terms with $k = 0$ in $I_1$ can be estimated as

$$(1 + u)^{-1/2} \left| w \cdot K^\gamma(h) \tilde{K}^\alpha(f) \right| \lesssim (1 + u)^{-1/2} w \frac{0}{t} \frac{t^{1/2}}{\rho} \frac{(1 + u)^{1/2} \rho^{\beta/2}}{t} \left| \tilde{K}^\alpha(f) \right|$$

$$\lesssim w \frac{0}{t} \frac{t^{1/2} \rho^{\beta/2}}{\rho} \left| \tilde{K}^\alpha(f) \right|,$$

and since there are no more $C$ coefficients on the right-hand side, we can estimate the overall contribution of this term using the energy estimate for $\tilde{K}^\alpha(f)$. All the other source terms in $F_{ZB}$ can be estimated similarly.

Thus, it remains to estimate $I_2$ and $I_3$. For those, we first assume that $\tilde{K}^\gamma(C) \tilde{K}^\alpha(f) = X^{[\gamma]}(C)X^{[\alpha]}(f)$, i.e., there are only $X_i$ vector fields. Then each error term in the right-hand side satisfies the null structure, so that their contributions are integrable. Then, consider the case with only one $\partial_t$ vector field. As in the previous proposition, the only term not satisfying the null condition comes from $[T_g, \partial_t]$ and is controlled by the energy estimate with only $X_i$ vector fields. The remainder of the proof follows as in the previous proposition, exploiting the same hierarchy.

Finally, we prove the higher order energy estimates for the Vlasov field up to order $N$.

**Proposition 7.13.** Assume that the following pointwise estimates hold.

$$\int_u |\tilde{K}^\gamma(f)| \frac{0}{t} \frac{d\nu}{\rho} \lesssim \epsilon \rho^{M_{N-4}\delta} \frac{1}{t^{\delta}}, \quad |\gamma| \leq N - 5,$$

$$|\tilde{K}^\mu(C)| \lesssim \epsilon^{1/2} u^{1/2} \rho^{M_{N-2}\delta/2}, \quad |\mu| \leq N - 3.$$

Then, we have

$$E_N[f] \lesssim \epsilon^{1/2} \rho^{M_N\delta}.$$

**Proof.** Recall the general structure of the main terms appearing in the commutator $[T_g, \tilde{K}^\alpha](f)$.

$$\frac{1}{t^\mu} P^{k, rz, sX}(C) w \cdot \partial_t x K^\beta(h) \tilde{K}^\sigma(f)$$

(7.9)
where \( r_Z + s_X + |\beta| + |\sigma| \leq |\alpha| + 1 \), \( q + |\beta| \leq |\alpha| \), \( |\sigma| \leq |\alpha| \), \( r_Z + s_X \leq |\alpha| - 1 \) and \( k \) satisfying either C1 or C2.

As before, we first consider the energy estimate for \( E[X^N f] \). Then all error terms above have the null structure property.

- If there is one \( Y^n(C) \) coefficients with \( |\gamma| \geq N - 4 \), we can use the estimate of the previous section, together with pointwise estimates on the term containing the \( h \) coefficient. These terms are then all integrable.
- Thus, we consider only the case where the \( C \) coefficients can be estimated pointwise. If the wave term \( \partial_{x} K^{\beta}(h) \) can be estimated pointwise (which occurs if \( |\beta| \leq N - 2 \)), then we can estimate the error term as before. Finally, if \( \beta \geq N - 2 \), then we have access to pointwise estimates on the velocity averages of \( f \), and can just apply Proposition 7.4.

We can then follow the same hierarchy as before. Each term either is integrable, a borderline term depending on the previous energy estimate, or a term such we can apply Proposition 7.4.

Let us also state the following proposition, which we will use to establish decay estimates for the high derivatives of the energy momentum tensor.

**Proposition 7.14.**

1. Consider a product of the type \( |\hat{K}^{\gamma}(C)|^2 \hat{K}^{\alpha}(f) \), for \( N - 1 \geq |\gamma| \) and \( |\alpha| \leq N - 3 \). Then, we have
   \[
   E \left[ (1 + u)^{-1} |\hat{K}^{\gamma}(C)|^2 \hat{K}^{\alpha}(f) \right] (\rho) \lesssim e^{1/2} \rho^{M_n \delta}.
   \]

2. Consider a product of the type \( |\hat{K}^{\gamma}(X C)|^2 \hat{K}^{\alpha}(f) \), for \( N - 2 \geq |\gamma| \) and \( |\alpha| \leq N - 3 \). Then, we have
   \[
   E \left[ |\hat{K}^{\gamma}(X C)|^2 \hat{K}^{\alpha}(f) \right] (\rho) \lesssim e^{1/2} \rho^{M_n \delta}.
   \]

The proof is similar to that of Proposition 7.11 and therefore omitted.

**8. Higher order pointwise estimates for the \( C \) coefficients**

Recall that the \( C \) coefficients satisfy an equation of the form \( T_g(C) = F \), where \( F \) is a linear combination of the terms

\[
\hat{K} = w \cdot K^\sigma(h) \quad \text{with} \quad |\sigma| \leq 1,
\]

\[
\hat{K} = w \cdot K^\sigma(h)h \quad \text{with} \quad |\sigma| + |\gamma| \leq 1,
\]

\[
\hat{K} = w \partial_x K^\sigma(h) \quad \text{with} \quad |\sigma| + |\gamma| \leq 1,
\]

\[
\hat{K} = w \partial_x K^\sigma(h) \cdot t \quad \text{with} \quad |\sigma| + |\gamma| \leq 1.
\]

Using that \( t \partial_x = Z_k \), that \( t - x ) \partial_t \) can be written as a linear combination of the \( Z \) vector fields and using the decomposition on the semi-hyperboloidal frame together with \( t \cdot \partial(\Phi \cdot \Phi) \in \mathcal{F}_x \), it follows that we can simplify the above list to

\[
(1) \quad w \cdot K^\sigma(h), \quad |\sigma| \leq 2,
(2) \quad w \cdot K^\sigma(h)h, \quad |\sigma| \leq 1,
(3) \quad \partial_x K^\sigma(h) \frac{tv(x)}{|w|}, \quad |\gamma| \leq 1,
(4) \quad \partial_x K^\sigma(h) \cdot t \cdot w^0, \quad |\gamma| \leq 1,
(5) \quad w \cdot K^\sigma(h) \cdot \partial_x K^\sigma(h) \cdot t, \quad |\sigma| + |\gamma| \leq 1.
\]
Lemma 8.1. Let $C$ be one of the $C$ coefficients and $F$ be such that
\[ T_g(C) = F. \]
Let $|\alpha| \leq N - 1$ be a multi-index. Then, $\hat{K}^\alpha(F)$ can be written as a linear combination of
\begin{enumerate}
  \item $w \cdot P(C)^{k,r,z,s_x} K^\sigma(h)$, with the range of indices
    \[ |\sigma| + r_z + s_x \leq 2 + |\alpha|, \quad r_z + s_x \leq |\alpha| - 1, \quad k \leq \sigma_x. \]
  \item $w \cdot P(C)^{k,r,z,s_x} K^\beta(h) K^\sigma(h)$, with the range of indices
    \[ |\beta| + |\sigma| + r_z + s_x \leq 1 + |\alpha|, \quad r_z + s_x \leq |\alpha| - 1, \quad k \leq \sigma_x + \beta_x. \]
  \item $P(C)^{k,r,z,s_x} \partial_{x^s} K^\sigma(h) \frac{t}{\partial t}$, with the range of indices
    \[ |\sigma| + r_z + s_x \leq 1 + |\alpha|, \quad r_z + s_x \leq |\alpha| - 1, \quad k \leq \sigma_x. \]
  \item $P(C)^{k,r,z,s_x} \partial K^\sigma(h) (\frac{t}{\partial t}) \cdot u^0$, with the range of indices
    \[ |\sigma| + r_z + s_x \leq 1 + |\alpha|, \quad r_z + s_x \leq |\alpha| - 1, \quad k \leq \sigma_x. \]
  \item $w \cdot t \cdot P(C)^{k,r,z,s_x} K^\beta(h) \partial_{x^s} K^\sigma(h)$, with the range of indices
    \[ |\beta| + |\sigma| + r_z + s_x \leq 1 + |\alpha|, \quad r_z + s_x \leq |\alpha| - 1, \quad k \leq \sigma_x + \beta_x. \]
\end{enumerate}

Consider now the equation satisfied by $\hat{K}^\alpha(C)$. We have
\begin{equation}
T_g(\hat{K}^\alpha(C)) = T_g(\hat{K}^\alpha(C)) + \hat{K}^\alpha(F).
\end{equation}
Moreover, from the equation $T_g(C) = F$, $C(\rho = 2) = 0$, one infers easily, cf. Remark 7.12, that
\[ |\hat{K}^\alpha(C)(\rho = 2)| \lesssim \varepsilon^{1/2}. \]
We can write the solution to (8.1) as
\[ \hat{K}^\alpha(C) = C_{h,\alpha} + C_{com,\alpha} + C_{inh,\alpha}, \]
where
\begin{enumerate}
  \item $C_{h,\alpha}$ solves $T_g(C_{h,\alpha}) = 0$ with data $\hat{K}^\alpha(C)(\rho = 2)$. We have immediately $|C_{h,\alpha}| \lesssim \varepsilon^{1/2}$ since the transport equation preserves the $L^\infty$-norm.
  \item $C_{com,\alpha}$ solves $T_g(C_{com,\alpha}) = [T_g, \hat{K}^\alpha(C)]$ with 0 data.
  \item $C_{inh,\alpha}$ solves $T_g(C_{inh,\alpha}) = \hat{K}^\alpha(F)$ with 0 data.
\end{enumerate}
In view of the above decomposition of $\hat{K}^\alpha(F)$, we have easily,

Lemma 8.2. Let $N_0 \leq N - 3$. Assume that for all $|\alpha| \leq N_0$, we have
\[ |\hat{K}^\alpha(C)| \lesssim \varepsilon^{1/2} \rho^{M_{N_0}/2} u^{1/2}, \]
for some constant $M_{N_0}$ depending only on $N_0$.
Then, we have, for all $|\alpha'| = N_0 + 1$,
\[ |C_{inh,\alpha'}| \lesssim \varepsilon^{1/2} \rho^{M_{N_0}/2} u^{1/2}, \]
where $M_{N_0}$ is a constant depending only on $N_0$.

Proof. We use Lemma 8.1 to rewrite $\hat{K}^\alpha(F)$. Since $N_0 \leq N - 3$, we have access to pointwise estimates on all the source terms, and the proof is then similar to that of Lemma 5.45.

We also have the following improvements.
Lemma 8.3.  

- Let $C_{inh,X}$ be the solution to $T_g(C_{inh,X}) = X(F)$, with vanishing initial data. Then, we have the estimate

$$|C_{inh,X}| \lesssim \epsilon^{1/2} \rho^{\delta/2}.$$ 

- Let $N_0 \leq N - 4$. Assume that for all $|\alpha| \leq N_0$, we have

$$|\langle \hat{K}^{\alpha} X \rangle(C)| \lesssim \epsilon^{1/2} \rho^{M_{N_0}/2},$$

for some constant $M_{N_0}$ depending only on $N_0$ and where $\hat{K}^{\alpha} X$ denotes a differential operator composed of $N_0 + 1$ vector fields with one of them being $\partial_t$ or $X_i$. Let $\hat{K}^{\beta}$ be a differential operator of the form

$$\hat{K}^{\beta} = [\hat{K}^{\alpha'} X],$$

with $|\alpha'| = N_0 + 1$. Then, we have

$$|C_{inh,\beta}| \lesssim \epsilon^{1/2} \rho^{M_{N_0}/2},$$

where $M_{N_0}$ is a constant depending only on $N_0$.

Proof. This follows as in the proof of the pointwise estimates for the $C$ coefficients, but with each source term having an additional $u^{-1}$ decay coming from the application of the $X$ vector field. \hfill \square

Thus, it follows that we only need to prove bounds on $C_{\text{com,}\alpha}$ and we obtain bounds on $\hat{K}^{\alpha}(F)$ by the previous lemma and an easy induction.

Recall that the basic structure of the main terms of the commutator $[T_g, \hat{K}^{\alpha}](C)$ is of the form

$$\frac{1}{t^q} P(C)^{k,r_x s_x w} \partial_{l,x} K^{\beta}(h) \hat{K}^{\mu},$$

where $q + r_x + s_x + |\beta| + |\mu| \leq |\alpha| + 1$, $|\beta| \leq |\alpha|$, $1 \leq |\mu| \leq |\alpha|$, $r_x + s_x \leq |\alpha| - 1$ and $k$ satisfies either C1 or C2. We have already proven the pointwise estimates $|C| \leq \epsilon^{1/2} \rho^{\delta/2} u^{1/2}$. Again, we go through the hierarchy of vector fields which we repeat here.

For simplicity, we assume the weak bounds

$$|\langle \hat{K}^{\alpha} X \rangle| \lesssim \epsilon^{1/2} \rho^{M_L} u^{1/2},$$

for some large $L$ verifying $\delta L \ll 1$. We first commute once with an $X_i$ vector field. As before, we can estimate the resulting error term coming from the commutator as

$$\rho^{-3/2 + \delta} \rho^\delta |\hat{K}^{\mu}(C)|.$$ 

From the weak bounds and the estimate on the source term $X(F)$, it follows that

$$|X_i(C)| \lesssim \epsilon^{1/2}.$$ 

We then commute with $\partial_t$. The error term can be estimated by

$$\rho^{-3/2 + \delta} \rho^\delta |\hat{K}^{\mu}(C)| + \rho^{-1 + \delta} \rho^\delta |\hat{X}^{\mu}(C)|,$$

which improves the weak bounds and give $\partial_t(C) \lesssim \epsilon^{1/2}$. We then commute with $Y$, then $X_i^2$ etc.. At each step in the iteration, we obtain an additional finite loss $\rho^{\delta/2}$. The total number of losses is then only proportional to the number of iterations, i.e. the length of $|\alpha|$. We have thus proven

Proposition 8.4. Let $|\alpha| \leq N - 3$. Then,

$$|\hat{K}^{\alpha}(C)| \lesssim \rho^{M_N} \rho^{1/2}.$$ 

As above, we have the improvement

$$|\hat{K}^{\alpha}(C)| \lesssim \rho^{M_N} \rho^{1/2}.$$
Proposition 8.5. Let $|\alpha| \leq N - 4$. Then,
\begin{equation}
|\tilde{K}^\alpha X| (C) \lesssim p^{M_N\delta}.
\end{equation}

9. Commuting the energy momentum tensor

Let $\alpha$ be a multi-index and consider the expression
\[ K^\alpha (T_{\mu\nu}[f]), \]
that naturally appears in the commuted wave equations. The aim of this section is to explain how the above expression can be expressed in terms of $\tilde{K}^\beta (f), |\beta| \leq |\alpha|$. The Klainerman-Sobolev inequalities for velocity averages of Vlasov fields of Section 16 combined with the energy estimates then automatically provide decay estimates for such quantities, at least when all $C$ and $h$ coefficients appearing can be estimated pointwise.

Recall the definition of the energy momentum tensor
\[ T_{\alpha\beta}[f] = \int_v f v_\alpha v_\beta \sqrt{-g^{-1}_{\alpha\beta} \frac{dv}{g^{00}v_0}}. \]

We can write
\[ T_{\alpha\beta}[f] = \int_v f w_\alpha w_\beta \mathcal{L}_{\alpha\beta}(v, h) \frac{dv}{\sqrt{1 + |v|^2}} = \int_v f w_\alpha w_\beta \mathcal{L}_{\alpha\beta}(v, h) \frac{dv}{w_0}, \]
where the functions $\mathcal{L}_{\alpha\beta}(v, h)$ are given by
\[ \mathcal{L}_{0,0}(v, h) = \sqrt{-g^{-1}_{00} v_0 w_0 \frac{w^0}{g^{00}v_0}}, \quad \mathcal{L}_{0,i}(v, h) = \sqrt{-g^{-1}_{0i} v_0 \frac{w^0}{g^{00}v_0}}, \]
\[ \mathcal{L}_{i,j}(v, h) = \sqrt{-g^{-1}_{ij} \frac{w^0}{g^{00}v_0}}. \]

In view of the definition (2.8) of the tensor field $S[f]$, we also define
\[ \mathcal{L}'_{\alpha\beta} = g_{\alpha\beta} \sqrt{-g^{-1}_{00} \frac{w_0}{g^{00}v_0}}, \]
so that
\[ \int_v f \mathcal{L}'_{\alpha\beta}(v, h) \frac{dv}{\sqrt{1 + |v|^2}} = g_{\alpha\beta} \int_v f \sqrt{-g^{-1}_{00} \frac{dv}{g^{00}v_0}}. \]

We have easily

Lemma 9.1. Let $L$ be any of the above $\mathcal{L}$ or $\mathcal{L}'$ functions. For any multi-index $\alpha$,
\[ |K^\alpha L| \lesssim \frac{1}{(1 + u)^{\alpha_X}} \sup_{|\beta| \leq |\alpha|} |K^\beta(h)|, \quad \text{and} \quad |\partial_\nu K^\alpha L| \lesssim \frac{1}{w_0(1 + u)^{\alpha_X}} \sup_{|\beta| \leq |\alpha|} |K^\beta(h)|, \]
where $\alpha_X$ is the number of $X$ vector fields in $K^\alpha$.

Now, for any multi-index $|\alpha|$, we have
\[ K^\alpha T_{\mu\nu}[f] = \sum_{|\beta| + |\gamma| \leq |\alpha|} A_{\beta\gamma} \int_v K^\beta (f) w_\mu w_\nu K^\gamma (L_{\mu\nu}) \frac{dv}{\sqrt{1 + |v|^2}}, \]
for some constants $A_{\beta\gamma}$.

Remark 9.2. All the terms above with $|\gamma| \geq 1$ will have strong decay properties and can be considered as cubic terms.

\[ \text{Note that the } \mathcal{L}_{\alpha,\beta} \text{ are not tensorial in } \alpha \text{ or } \beta. \]
Let us introduce the notation
\[ T_{\mu \nu}[f] := \int_v f w_\alpha w_\beta \frac{dv}{\sqrt{1 + |v|^2}}, \]
for the energy momentum tensor of a Vlasov field corresponding to the flat Minkowski metric \( \eta \). From the above, we can write
\[ T_{\mu \nu}[f] = T_{\mu \nu}[f L], \]
dropping the indices on the \( L \) functions. Since we can always write \( \partial_s \) in terms of \( X_i \) and \( \partial_i \), commuting with translations causes no difficulty. We consider in the following lemma the case of the homogeneous vector fields \( Z \).

**Lemma 9.3.** Let \( Z \) be a Lorentz boost \( Z_i \) or the scaling vector field \( S \). Let \( \hat{Z} \) be its complete lift for \( Z_i \) a Lorentz boost and \( \hat{Z} = S \) if \( Z = S \). Let \( Y = \hat{Z} + C \cdot X \) be the modified version of \( \hat{Z} \).

Then,
\[ ZT_{\mu \nu}[f] = T_{\mu \nu}[f Z(L)] + T_{\mu \nu}[Y(f) L] - T_{\mu \nu}[C \cdot X(f) L] + c_s \int_v f \partial_v (w_\mu w_\nu L) dv, \]
where \( c_s = 0 \) for the scaling vector field.

**Proof.** This is a simple calculation. We do the computation in the case of a Lorentz boost \( Z_i \). First, we distribute \( Z \) and obtain
\[ ZT_{\mu \nu}[f] = T_{\mu \nu}[f Z(L)] + T_{\mu \nu}[Z(f) L]. \]
For the second term on the right-hand side, we then write \( Z = Y - c_s w^0 \partial_v - C \cdot X \), where \( c_s = 0 \) for \( Z = S \), and we integrate by parts in \( v \) (note that the \( w^0 \) in \( w^0 \partial_v \) cancels with the \( \frac{1}{w^0} \) of the measure) which gives
\[ T_{\mu \nu}[Z(f) L] = T_{\mu \nu}[Y(f) L] - T_{\mu \nu}[C \cdot X(f) L] + c_s \int_v f \partial_v (w_\mu w_\nu L) dv. \]

Note that for the term \( \int_v f \partial_v (w_\mu w_\nu L) dv \), we can distribute the \( \partial_v \), producing three terms which behave essentially like \( T_{\mu \nu}[f] \) or better. On the other hand, since the coefficients \( C \) a priori have a \( \rho^{\delta/2} u^{1/2} \) growth, we see that the term \( T_{\mu \nu}[C \cdot X(f) L] \) behaves a priori worse by a factor of \( \rho^{\delta/2} u^{1/2} \) than the other terms.

To improve upon the above commutation relation, we will make use the improved estimates (8.3) on \( X(C) \). More precisely, we will use the following improved decomposition.

**Lemma 9.4.** For any regular distribution function \( k := k(t, x, v), T_{\mu \nu}[C \cdot X(k)L] \) can be expressed as a linear combination\(^{31}\) of terms of the form \( T_{\alpha \beta}[F] \), where \( F \) is a linear combination of
\[ CkX(L), X(C)kL, \frac{1}{1+u} Y(CkL), \frac{1}{1+u} X(CkL), \frac{1}{1+u} C \cdot X(CkL), \frac{1}{1+u} CkL. \]

**Proof.** We compute
\[ T_{\mu \nu}[C \cdot X(k) L] = T_{\mu \nu}[X(CkL)] - T_{\mu \nu}[X(C)kL] - T_{\mu \nu}[CkX(L)]. \]

\(^{31}\)It can happen that the component \( T_{\mu \nu}[C \cdot X(k)L] \) is expressed in terms of others components \( T_{\alpha \beta}[F] \) with \( (\alpha, \beta) \neq (\mu, \nu) \), hence the cumbersome sentence.
For the first term on the right-hand side, we write $X$ as a linear combination of the homogeneous vector fields (cf. (2.6)) $X = \frac{1}{u} a_\alpha Z^\alpha$, which we can also write

$$X = \frac{1}{1 + u} a_\alpha Z^\alpha + \frac{X}{1 + u}.$$ 

Finally, for any $Z$ vector fields in the above decomposition of $X$, we replace it in terms of its modified vector field version using as usual that $Z = Y - c_\delta w^\delta \partial_v - C \cdot X$ and we integrate by parts in $v$. $\square$

Let us define by $Q$ any of the vector fields $X$, $Z$ or $\partial_v$. Again, for a multi-index $\beta$ we will write $Q^\beta$ for a combination of $|\beta|$ such vector fields. We then have the following higher order commutator formula.

**Lemma 9.5.** For any multi-index $\alpha$, $\hat{K}^\alpha \Omega_{\mu\nu}[f]$ can be written as a linear combination of the terms $\mathcal{T}_{\alpha\beta}[F]$, where $F$ are, modulo multiplications by a function in $\mathcal{F}_v$, of the form

$$\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l'_1} r_{Z,1} s_{x,1} P_2(X(C))^{l_2 + l'_2} s_{x,2} r_{Z,2} s_{x,2} \hat{K}^\beta(f) Q^\gamma(L),$$

where $r_{Z,2} + s_{x,2} \leq |\alpha| - 1$, $r_{Z,1} + s_{x,1} + r_{Z,2} + s_{x,2} + l_2 + |\gamma| + |\beta| \leq |\alpha|$ and $2q \geq l_1$, $q \leq |\alpha|$, $\gamma X \geq l'_1$, $l_2 \leq |\alpha|$.

**Proof.** We have already proven the lemma for $|\alpha| = 1$, in view of Lemmas 9.3 and 9.4, as can be checked easily. For instance,

1. The terms arising from $\frac{1}{1 + u} C \cdot X(C) fL$ (see Lemma 9.4) correspond to $l_1 = 1$, $q = 1$, $l_2 = 1$, $l'_1 = 0$ and $r_{Z,1} + s_{x,1} + r_{Z,2} + s_{x,2} + |\gamma| + |\beta| = 0$.
2. The terms arising from $\frac{1}{1 + u} C^2 X(f) L$ (see Lemma 9.4) correspond to $l_1 = 2$, $q = 1$, $l_2 = 0$, $l'_1 = 0$ and $r_{Z,1} + s_{x,1} + r_{Z,2} + s_{x,2} + |\gamma| + |\beta| = 0$.
3. The terms arising from $C k X(L)$ (see Lemma 9.4) correspond to $l'_1 = 1$, $\gamma X = 1 = |\gamma|$, $q = 0$, $l_1 = l_2 = 0$ and $r_{Z,1} + s_{x,1} + r_{Z,2} + s_{x,2} + |\beta| = 0$.

Assume that the statement holds for some multi-index $\alpha$ and consider a differential operator of the form $K \cdot K^\alpha$. When $K$ is a translation, we simply distribute $K$ on each of the three factors. For $K$ a Lorentz boost or the scaling vector field, we simply apply the first order commutator formula and verifies that each resulting term is of the above form. $\square$

When $|\alpha| = N$, we cannot apply the previous formula, as it would involve derivatives of the $C$ coefficients of order $N$, which themselves would demand a control on $\partial Z^{N+1} h$. Instead, we rely on the following argument. First, we commute once the energy momentum tensor, using only Lemma 9.3. According to the above first order formula, we obtain for $KT_{\mu\nu}[f]$

- The good commutation terms, denoted $GT$, are of the form

$$\mathcal{T}_{\mu\nu}[f K(L)], \quad \mathcal{T}_{\mu\nu}[\hat{K}(f)L], \quad \int_v f \partial_v(w_\mu w_\nu L) dv.$$ 

- The bad commutation terms, denoted $BT$, of the form

$$\mathcal{T}_{\mu\nu}[C \cdot X(f)L].$$

For the $GT$ terms, we can then commute $N - 1$ extra times, using Lemma 9.5.
The error terms that we then obtain are listed in the following lemma\(^ {32}\).

**Lemma 9.6.** Let \( \alpha \) be a multi-index with \( |\alpha| \leq N - 1 \). Then, for any GT term, \( K^{\alpha}GT \) can be written as a linear combination of the terms \( T_{\alpha \beta}[F] \), where \( F \) are, modulo multiplication by a function in \( F_{x,v} \), of the form

1. Form 1 (comes from the GT term \( T_{\mu \nu}[^{\hat{K}}(f)L] \))

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l_1', r_{Z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{Z,2}, s_{X,2}} \hat{K}^{\beta}(\hat{K}f)Q^\gamma(L),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha| - 1, r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| \leq |\alpha| \) and \( 2q \geq l_1, q \leq |\alpha|, \gamma X \geq l_1', l_2 \leq |\alpha| \).

2. Form 2 (comes from the GT terms \( T_{\mu \nu}[fQ(L)] \))

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l_1', r_{Z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{Z,2}, s_{X,2}} \hat{K}^{\beta}(f)Q^\gamma(QL),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha| - 1, r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| \leq |\alpha| \) and \( 2q \geq l_1, q \leq |\alpha|, \gamma X \geq l_1', l_2 \leq |\alpha| \).

3. Form 3 (comes from the GT term \( \int f \partial_v(w_\mu w_\nu)Ldv \))

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l_1', r_{Z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{Z,2}, s_{X,2}} \hat{K}^{\beta}(f)Q^\gamma(L),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha| - 1, r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| \leq |\alpha| \) and \( 2q \geq l_1, q \leq |\alpha|, \gamma X \geq l_1', l_2 \leq |\alpha| \).

These terms do not pose any regularity issue since only at most \( N - 1 \) derivatives of the \( C \) coefficients are involved and they also do not pose any decay issue, since all the \( C \) coefficients in \( P_2 \) are hit by at least one \( X \) derivative and all the \( C \) coefficients in \( P_1 \) are compensated either by the prefactor in \( 1/(1 + u) \) or from the extra decay coming from \( \gamma X \).

For the BT terms, we can also commute \( N - 1 \) extra times, which gives similarly,

**Lemma 9.7.** Let \( \alpha \) be a multi-index with \( |\alpha| \leq N - 1 \). Then, for any BT term, \( K^{\alpha}BT \) can be written as a linear combination of the terms \( T_{\mu \nu}[F] \), where \( F \) is of the form

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l_1', r_{Z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{Z,2}, s_{X,2}} \hat{K}^{\beta}(C)\hat{K}^{\alpha}(X f)Q^\gamma(L),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha| - 1, r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| + |\sigma| \leq |\alpha| \) and \( 2q \geq l_1, q \leq |\alpha|, \gamma X \geq l_1', l_2 \leq |\alpha| \).

If we naively estimate the error terms coming from the previous lemma, they contain a priori an extra power of \( \hat{K}^{\beta}(C) \). At least when we can estimate them pointwise, this would lead to a loss of \( \rho^{4M - 1/2} \alpha \) and we would not be able to improve the top order energy estimates\(^ {33}\).

Instead, we separate all the terms above into two sets, the terms for which one of the \( C \) coefficients is hit by \( |\alpha| \) vector fields (which arises only if \( |\beta| = |\alpha| \) or \( r_{Z,1} + s_{X,1} = |\alpha| \) to obtain the improved estimates, we also need improved decay of the source terms, so they cannot be immediately used here.

---

\(^{32}\)In the following lemmas, one should keep in mind that the multi-index \( \alpha \) has length at most \( N - 1 \), so that the maximum number of commutations for \( f \) never exceeds \( N \) and the maximum number of commutations for any \( C \) coefficient never exceeds \( N - 1 \).

\(^{33}\)Note that later we will obtain improved estimates on the \( \hat{K}^{\beta}(C) \) for \( |\beta| \) small enough. However, to obtain the improved estimates, we also need improved decay of the source terms, so they cannot be immediately used here.
or \( r_{Z,2} + s_{X,2} = |\alpha| - 1 \) denoted \( BT_{[\alpha]} \) and the terms for which no \( C \) coefficients is hit by \(|\alpha|\) vector fields, denoted \( BT_{<|\alpha|} \).

From the above definition, we have

**Lemma 9.8.**

- The \( BT_{[\alpha]} \) terms are all of the form \( T_{\mu
u}[F] \), where \( F \) are linear combinations of
  
  1. \( \frac{1}{(1 + u)^q} C_l^1 K^\beta(C) X(f) L \), with \(|\beta| = |\alpha| \) and \( 2q \geq l_1 \),
  
  2. \( C K^\beta(XC) X(f) L \), with \(|\beta| = |\alpha| - 1 \).

- The \( BT_{<|\alpha|} \) terms are all of the form \( T_{\alpha\beta}[F] \), where \( F \) are, modulo multiplications by a function in \( \mathcal{F}_v \), of the form

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1+l'_1} r_{Z,1} s_{X,1} P_2(X(C))^{l_2} r_{Z,2} s_{X,2} \tilde{K}^\beta(C) \tilde{K}^\sigma(X f) Q^\gamma(L),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha| - 1, \ r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| + |\sigma| \leq |\alpha|, \ |\beta| \leq |\alpha| - 1, \) and \( 2q \geq l_1, \ q \leq |\alpha|, \ \gamma \leq \gamma X \leq l'_1 \ l_2 \leq |\alpha| \) and no \( C \) coefficients in the formula is hit by more than \(|\alpha| - 1 \) vector fields\(^{34}\).

In the above terms, the worst terms are the \( BT_{[\alpha]} \) terms as in 1., with \( q = 0 \), which are the terms leading to the eventual extra\(^{35}\) growth for the top order energy \( E_N[h] \). The other \( BT_{[\alpha]} \) terms, always contain at least a \( C \) coefficient with low (no) derivatives and we will be able to use the improved decay (cf (14.4)) to estimate those. However, the \( BT_{<|\alpha|} \) terms as written above are not good enough, in that they a priori contain one extra power of \( \tilde{K}^\beta(C) \). We divide them into two sets, \( BT_{<|\alpha|,|\sigma|<|\alpha|} \) and \( BT_{<|\alpha|,|\sigma|=|\alpha|} \), according to the value of \( \sigma \). We note that

- The \( BT_{<|\alpha|,|\sigma|<|\alpha|} \) terms involve only \( |\tilde{K}^\sigma(X f)| \) for \( |\sigma| < |\alpha| \leq N - 1 \) (so \( |\sigma| + 1 \leq N - 1 \)) and \( \tilde{K}^\beta(C) \) for \( |\beta| \leq |\alpha| - 1 \leq N - 2 \). This implies that controlling the \( BT_{<|\alpha|,|\sigma|<|\alpha|} \) can be achieved using only estimates on \( E_{N-1}[h] \) and \( E_{N-1}[f] \).

- The \( BT_{<|\alpha|,|\sigma|=|\alpha|} \) terms are of the form

\[
\frac{1}{(1 + u)^q} C_l^1 + 1 \tilde{K}^\sigma(X f) L,
\]

where \( 2q \geq l_1 \). Here, there are no derivatives acting on the \( C \) coefficients, so we will be able to estimate them using the improved decay (14.4).

For the terms \( BT_{<|\alpha|,|\sigma|=|\alpha|} \), we can also use here the fact that we can transfer the \( X \) derivative of \( f \) as in the first order commutator formula, leading to the following lemma.

**Lemma 9.9.** Any \( BT_{<|\alpha|,|\sigma|=|\alpha|} \) term can be rewritten as a linear combination of

- \( BT_{<|\alpha|,|\sigma|<|\alpha|} \) terms and

- Good terms of the form of the form \( T_{\mu
u}[F] \), with \( F \) given as a linear combination of terms of the form

\[
\frac{1}{(1 + u)^q} P_1(C)^{l_1+l'_1} r_{Z,1} s_{X,1} P_2(X(C))^{l_2} r_{Z,2} s_{X,2} \tilde{K}^\sigma(f) Q^\gamma(L),
\]

where \( r_{Z,2} + s_{X,2} \leq |\alpha|, \ r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\sigma| \leq |\alpha| + 1, \ 2q \geq l_1, \ \gamma \leq \gamma X \leq l'_1 \ l_2 \leq |\alpha| + 1 \) and no \( C \) coefficients in the formula is hit by more than \(|\alpha| \) vector fields.

\(^{34}\)For the \( C \) coefficients in \( P_2 \), this means that a top order term is of the form \( \tilde{K}^\sigma X(C) \), with \(|\sigma| = |\alpha| - 2 \).

\(^{35}\)There is also an independent source of growth coming from the pure Einstein non-linearities.
Proof. Consider a $BT_{\alpha,|\sigma|=|\alpha|}$ term, denoted $T$, of the form

$$T = \frac{1}{(1+u)^q}C^{l_1+1}\hat{K}^\sigma(X f)L.$$

We first commute the $X$ and the $\hat{K}^\sigma$. We obtain

$$T = \frac{1}{(1+u)^q}C^{l_1+1}X\hat{K}^\sigma(f)L + \frac{1}{(1+u)^q}C^{l_1+1}[\hat{K}^\sigma, X](f)L = T_1 + T_2.$$

We consider $T_1$ first. As in the first order case, we write it as

$$T_1 = T_{1,1} + T_{1,2},$$

where

$$T_{1,1} := X\left(\frac{1}{(1+u)^q}C^{l_1+1}\hat{K}^\sigma(f)L\right) \text{ and } T_{1,2} := -\hat{K}^\sigma(f) \cdot X\left(\frac{1}{(1+u)^q}C^{l_1+1}L\right).$$

For $T_{1,2}$, we simply distribute the $X$ derivatives. For $T_{1,1}$, we rewrite the first $X$ in terms of the $Z$ vector fields, schematically as $X = \frac{1}{u}Z$, and finally complete the $Z$ vector fields. Thus, we can rewrite $T_{1,1}$ in terms of

$$\frac{1}{(1+u)^q}Y\left(\frac{1}{(1+u)^q}C^{l_1+1}\hat{K}^\sigma(f)L\right), \frac{1}{(1+u)^q}X\left(\frac{1}{(1+u)^q}C^{l_1+1}\hat{K}^\sigma(f)L\right)\text{ and } \frac{1}{(1+u)^q}csw^0 \cdot \partial \left(\frac{1}{(1+u)^q}C^{l_1+1}\hat{K}^\sigma(f)L\right).$$

For the first and second error terms, we can simply distribute the $Y$ and $X$ derivatives. For the last error term, we integrate by parts in $v$. All the terms then take the form of the lemma.

We now consider $T_2$. Using Lemma 6.3, $[\hat{K}^\sigma, X]$ can be written as a linear combination of terms of the form

$$P(X(C))^{k,rz,sx} \cdot K^{\alpha'},$$

where $|\alpha'| + r_Z + s_X \leq |\sigma|$, $|\alpha'| \leq |\sigma|$, $\alpha'_X \geq 1$, $k \leq |\sigma|$, $r_Z + s_X \leq |\sigma| - 1$. \hfill $\square$

Finally, we note that in the special case when $K^\alpha = XK^\beta$, with $|\beta| = |\alpha| - 1$, then there are no dangerous terms, even at the top order when $|\alpha| = N$. More precisely, we have

**Lemma 9.10.** Let $\beta$ be a multi-index with $|\beta| \leq N - 1$ and let $K^\alpha = XK^\beta$, where $X = \partial_{x^\gamma}$. Then, $K^\alpha S[f]$ can be written as a linear combination of the terms $T_{\mu\nu}[F]$, with $F$ given as a linear combination of terms of the form

$$\frac{1}{(1+u)^q}P_1(C)^{l_1+l'_1,r_{Z,1},s_{X,1}}P_2(X(C))^{l_2,r_{Z,2},s_{X,2}}\hat{K}^\sigma(f)Q^\gamma(L),$$

where $r_{Z,2} + s_{X,2} \leq |\alpha| - 2$, $r_{Z,1} + s_{X,1} \leq |\alpha| - 1$, $r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\sigma| \leq |\alpha|$, and $2q \geq l_1$, $q \leq |\alpha|$, $\gamma_X \geq l'_1$, $l_2 \leq |\alpha|$. \hfill $\square$

**Proof.** We use first Lemma 9.7 and then commute once by $X$. Again, we can write $X = Y - CX - csw^0$. It follows that the resulting terms have the required structure. \hfill $\square$

10. The analysis of the reduced Einstein equations

10.1. Structure of the reduced Einstein equations. Recall the basic structure of the reduced Einstein equations

$$\Box_y h_{\alpha\beta} = F_{\alpha\beta}(h, \partial h) - S_{\alpha\beta}[f]$$
First, we recall the structure of the semi-linear terms \( F_{\alpha\beta}(h, \partial h) \) (see for instance [LR05, Lemma 3.1]).

**Lemma 10.1.** We have \( F_{\alpha\beta} := P_{\alpha\beta} + Q_{\alpha\beta} \), where
\[
Q_{\alpha\beta} = g^{\lambda\kappa} g^{\delta\kappa'} \partial_\kappa g_{\alpha\lambda} \partial_\delta g_{\beta\lambda} - g^{\lambda\kappa} g^{\delta\kappa'} (\partial_\kappa g_{\alpha\lambda} \partial_\delta g_{\beta\lambda} - \partial_\delta g_{\alpha\lambda} \partial_\kappa g_{\beta\lambda}) \\
+ g^{\lambda\kappa} g^{\delta\kappa'} (\partial_\kappa g_{\alpha\lambda} \partial_\delta g_{\beta\lambda} - \partial_\delta g_{\alpha\lambda} \partial_\kappa g_{\beta\lambda}) + \frac{1}{2} g^{\lambda\kappa} g^{\delta\kappa'} (\partial_\kappa g_{\alpha\lambda} \partial_\delta g_{\beta\lambda} - \partial_\delta g_{\alpha\lambda} \partial_\kappa g_{\beta\lambda}),
\]
and
\[
P_{\alpha\beta} = - \frac{1}{2} g^{\lambda\kappa} g^{\delta\kappa'} \partial_\kappa g_{\beta\lambda} \partial_\delta g_{\alpha\lambda} + \frac{1}{4} g^{\delta\kappa'} g^{\lambda\kappa} \partial_\partial_\kappa g_{\alpha\lambda}.
\]

The \( Q \) terms are all null forms and therefore will enjoy strong decay properties. The \( P \) terms are not null forms. To control them, one uses the wave coordinate conditions, together with a hierarchy in the estimates: this is the weak null condition (cf [LR05]).

10.2. **Classification and structure of the pure Einstein non-linearities.** This section is concerned with the analysis of the nonlinear terms of the Einstein equations non-interacting with the Vlasov field \( f \), such as those arising from \( K^\gamma F_{\alpha\beta} \) and commutator terms \( [K^\gamma, h^{\mu\nu} \partial_\mu \partial_\nu] h_{\alpha\beta} \).

First, we provide a classification of all possible such non-linearities. Our terminology follows closely that of [LM15], Section 4.3. Below \( Z \) denotes any of the homogeneous vector fields \( Z_1 \) or \( S \), while \( \partial \) denotes any of the \( \partial_\gamma \) vector fields. Note that in [LM15], the scaling vector field was not part of the algebra of commutator vector fields, since it does not commute well with the Klein-Gordon equation. Nonetheless, most computations and conclusions of [LM15] still remain true in our case even with \( S \) as a commutator, since in our setting, it behaves similarly to any other homogeneous vector field. We will highlight any important differences below.

In the notation below for the non-linear terms, the \( p \) index refers to the total number of vector fields while the index \( k \) only refers to the original number of homogeneous vector fields.

- **The basic semi-linear terms \( QS(p, k) \).** They are linear combinations of the following terms

  \[ \partial^I Z^J (\partial_\mu h_{\alpha\beta} \partial_\nu h_{\alpha'\beta'}) , \]

  with \( |I| + |J| \leq p, |J| \leq k \).

- **The basic quasi-linear terms \( Q(p, k) \) arising from \( [\partial^I Z^J, h^{\mu\nu} \partial_\mu \partial_\nu] h_{\alpha\beta} \)**

  They are linear combinations of the following terms

  \[ \partial^I Z^J h_{\alpha'\beta'} \partial^J Z^J \partial_\mu \partial_\nu h_{\alpha\beta}, \quad h_{\alpha'\beta'} \partial_\nu \partial_\mu \partial^I Z^J h_{\alpha\beta} , \]

  with \( |I_1| + |I_2| \leq p - k, |J_1| + |J_2| \leq k \) and \( |I_2| + |J_2| \leq p - 1 \) and \( |I| < |J| \).

- **The cubic terms \( Cub(p) \).** They are linear combinations of the following terms

  \[ K^\alpha(h) \cdot K^\beta(h) \cdot \partial K^\gamma(h), \quad K^\alpha(h) \cdot \partial K^\beta(h) \cdot \partial K^\gamma(h) \]

  with \( |\alpha| + |\beta| + |\gamma| \leq p \).

- **The good semi-linear terms \( GQS(p, k) \).** They are linear combinations of the following terms and their derivatives of order \( p + k \)

  \[ \partial^I Z^J (\partial_\mu h_{\alpha\beta} \partial_\nu h_{\alpha'\beta'}), \quad (s/t)^2 \partial^I L^J (\partial_\mu h_{\alpha\beta} \partial_\nu h_{\alpha'\beta'}) , \]

  with \( |I| + |J| \leq p \) and \( |J| \leq k \).
• The good quasi-linear terms $GQQ(p, k)$ arising from $[\partial^I Z^J, h^{\mu\nu} \partial_{\mu} \partial_{\nu}]h_{\alpha\beta}$. They are linear combinations of the following terms

$$\partial^I Z^J h_{\alpha\beta}, \quad \partial^J Z^I h_{\alpha\beta}, \quad \partial^I Z^J h_{\alpha\beta}, \quad \partial^J Z^I h_{\alpha\beta},$$

with $|I_1| + |I_2| \leq p - k$, $|J_1| + |J_2| \leq k$, and $|I_2| + |J_2| \leq p - 1$, $|J| + |J'| < |J|$.

• The frame terms $Com(p, k)$. These terms are linear combinations of the following terms

$$t^{-1} QS(p, k) \quad t^{-1} \partial^I Z^J h_{\mu\nu}, \quad t^{-2} \partial^I Z^J h_{\mu\nu},$$

where $|I| \leq p - k$, $|J| \leq k$ and $|I_1| + |I_2| \leq p - 1$, $|I_1| + |I_2| \leq p - k$, $|I_1| + |I_2| \leq k$.

We then recall how the non-linearities arising from $F_{\alpha\beta}$ and $[\partial^I Z^J, h^{\mu\nu} \partial_{\mu} \partial_{\nu}]$ can be decomposed, using the above notations.

We start with the commutator terms.

**Lemma 10.2.** [LM15, Lemma 4.4].

For $|I| = p - k$ and $|J| = k$, the commutator $[\partial^I Z^J, h^{\mu\nu} \partial_{\mu} \partial_{\nu}]h_{\alpha\beta}$ can be written as a linear combination of the following terms

$$GQQ(p, k), \quad t^{-1} \partial^I Z^J h_{\mu\nu}, \quad t^{-2} \partial^I Z^J h_{\mu\nu},$$

where $I_1 + I_2 = I, J_1 + J_2 = J$ with $|I_1| \geq 1$, $|I_2| + |J_2| = J$ with $|I_2| \geq 1$ and $|J'| < |J|$, $|I_3| + |I_4| \leq |I_1|, |J_3| + |J_4| \leq |J|$.

The $Q_{\alpha\beta}$ terms in $F_{\alpha\beta}$ are all null forms and those pose no threat. For $P_{\alpha\beta}$, we need

**Lemma 10.3.** [LM15, Lemma 4.10]. Let $P$ denotes the components of $P$ in the semi-hyperboloidal frame. Then

• $P_{\gamma\delta}$ can be written as a linear combinations of the following terms

$$GQS(0, 0), \quad Cub(0, 0), \quad Com(0, 0), \quad h_{\gamma\gamma} h_{\gamma\delta} \partial h_{\gamma\delta}, \quad h_{\gamma\gamma} h_{\gamma\delta} \partial h_{\gamma\delta}.$$

• $P_{\alpha\beta}$ can be written as a linear combinations of terms of type $GQS(0, 0)$ and $Cub(0, 0)$.

So, the only problematic terms in $P_{\alpha\beta}$ are $h_{\gamma\gamma} h_{\gamma\delta} \partial h_{\gamma\delta}$ and $h_{\gamma\gamma} h_{\gamma\delta} \partial h_{\gamma\delta}$. They will be controlled using the wave gauge condition.

### 10.3. Metric components in the semi-hyperboloidal frame.

In this section, we recall the structure of the wave equations for the components of $h$ in the semi-hyperboloidal frame. Recall that

$$S_{\alpha\beta}[f] = (\Phi^\alpha_{\alpha'} \Phi^\beta_{\beta'})t_{\alpha'\beta'} = \int_v f(2\omega_\nu \nu_\beta + g_{\alpha\beta})d\mu_v$$

and denote by $S_{\alpha\beta}$ its components in the semi-hyperboloidal frame.
Then, we easily compute (cf [LM15, Section 4.6])

\[
\begin{align*}
\tilde{g}_{00} & = \Phi^0 \Phi^0_0 Q_{0,0} + P_{00} - S_{00} + \text{Cub}(0,0), \\
\tilde{g}_{ab} & = \Phi^a \Phi^b_0 Q_{a,b} + P_{ab} - S_{ab} + \frac{2}{t} \Delta_a h_{00} - \frac{2x_a}{t^3} h_{00} + \text{Cub}(0,0), \\
\tilde{g}_{ab} & = \Phi^a \Phi^b_0 Q_{a,b} + P_{ab} - S_{ab} + \frac{4x_a}{t^2} \partial_a h_{00} + \frac{4}{t} \partial_a h_{00} - \frac{4x_a}{t^3} h_{00} + \text{Cub}(0,0),
\end{align*}
\]

\[
+ \left( \frac{2}{t^2} - \frac{6|x|^2}{t^4} \right) h_{00} + \text{Cub}(0,0),
\]

\[
\tilde{g}_{ab} = \Phi^a \Phi^b_0 Q_{0,0} + P_{ab} - S_{ab} + \frac{2x_b}{t^2} \partial_a h_{00} + \frac{2x_a}{t^2} \partial_b h_{00} + \frac{2}{t} \partial_a h_{0b}
\]

\[
+ \frac{2}{t} \partial_b h_{00} - \frac{6x_a x_b}{t^4} h_{00} - \frac{2x_a}{t^3} h_{0b} - \frac{2x_b}{t^3} h_{0a} + \text{Cub}(0,0), \quad (a \neq b).
\]

10.4. Estimates of the metric nonlinearities. We state here decay estimates which are direct consequences of the bootstrap assumption 3.4. In particular, the estimates that follow are independent from those concerning Vlasov fields.

We consider first decay estimates for the ”good” nonlinear terms.

**Lemma 10.4.** [LM15, lemmas 6.1 and 6.2] For any of the following nonlinear terms, we have

- The pointwise estimates

\[
||GQS(N - 2, k)||_{L^\infty} \lesssim \epsilon \frac{\rho^\delta}{t^2 \rho}, \quad ||GQQ(N - 2, k)||_{L^\infty} \lesssim \epsilon \frac{\rho^\delta}{t^3},
\]

\[
||\text{Com}(N - 2, k)||_{L^\infty} \lesssim \epsilon \frac{\rho^\delta}{t^{5/2} \rho}, \quad ||\text{Cub}(N - 2, k)||_{L^\infty} \lesssim \epsilon \frac{\rho^{3/25}}{t^{5/2} \rho}.
\]

- The \( L^2 \) estimates

\[
||GQS(N, k)||_{L^2(H^*_\rho)} \lesssim \epsilon \frac{\rho^\delta}{\rho^{3/2}}, \quad ||GQQ(N - 2, k)||_{L^\infty} \lesssim \epsilon \frac{\rho^\delta}{\rho^{3/2}},
\]

\[
||\text{Com}(N, k)||_{L^2(H^*_\rho)} \lesssim \epsilon \frac{\rho^\delta}{\rho^{5/2}}, \quad ||\text{Cub}(N, k)||_{L^2(H^*_\rho)} \lesssim \epsilon \frac{\rho^{3/25}}{\rho^{5/2}}.
\]

Recall that it follows from the gauge condition that \( \partial h_{00} \) is controlled by the good derivatives of \( h \) (Lemma 3.5). Thus, the \( L^2 \) estimates of \( \partial K^\alpha h \) contained in the bootstrap assumptions can be translated into improved \( L^2 \) estimates for \( \partial h_{00} \). More specifically, we have

**Lemma 10.5.** [LM15, lemmas 7.5] Under the bootstrap assumptions, for any \( |\alpha| \leq N \),

\[
||K^\alpha \partial_{t,x}^4 h_{00}||_{L^2(H^*_\rho)} \lesssim \epsilon^{1/2} \rho^{\delta/2}.
\]

Let now \( h_m := g_m - n \), where \( g_m \) is the Schwarzschild metric in the semi-hyperboloidal frame and define \( h_1 \) as

\[
h_1 := \chi (r/t) h_m + h_1 = h_0 + h_1,
\]

where \( h_0 = \chi (r/t) h_m \) and \( \chi \) is smooth real function verifying \( 0 \leq \chi \leq 1 \), \( \chi (x) = 0 \) for \( x \in [0, 1/3] \), \( \chi (x) = 1 \) for \( x \in [2/3, 1] \). Note that since \( m \) is small and \( t \geq 2 \), \( h_1 \) is regular up to \( r = 0 \). By explicit calculations,

\[
||\partial_{t,x}^4 h_{00}|| \lesssim m t^{-1+|\alpha|}, \quad ||\partial_{t,x}^4 h_{00}||_{L^2(H^*_\rho)} \lesssim m \lesssim \epsilon^{1/2}.
\]
Lemma 10.6. [LM15, Lemma 7.6] Under the bootstrap assumptions, we have

\[
\left\| \left( \frac{\rho}{t} \right)^{-1+\delta} \rho^{-1} K^\alpha h \right\|_{L^2(H^\rho)} \lesssim \epsilon^{1/2} \rho^{\delta/2}.
\]

Note that the proof of the above lemma only makes use of the bootstrap assumptions for \( h \) and functional inequalities on each hyperboloid \( H^\rho \). In particular, it is independent of the equations satisfied by \( h \) and therefore of the Vlasov field. We also recall here the estimates on \([K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h\).

Lemma 10.7. [LM15, Lemmas 7.7 and 7.8] Under the bootstrap assumptions,

- For any \( |\alpha| \leq N - 2 \) and any \( (t, x) \in K \cap \{ \rho \geq 2 \} \),

\[
\left| [K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h \right|(t, x) \lesssim \epsilon t^{-2} \rho^{-1+\delta} + \epsilon^{1/2} \left( t^{-1} + \left( \frac{\rho}{t} \right)^2 t^{-1/2} \right) \sum_{|\beta| < |\alpha|, |\beta| < |\alpha|, \beta \cdot x = \alpha \cdot x} \left| \partial^2 K^\beta h \right|.
\]

- For any \( |\alpha| \leq N \) and any \( \rho \geq 2 \),

\[
\| \rho [K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h \|_{L^2(H^\rho)} \lesssim \epsilon \rho^\delta + \epsilon^{1/2} \rho^3/2 \sum_{\beta = \alpha \cdot x} \left\| \rho^2 \left( \frac{\rho}{t} \right)^{1-\delta} K^\beta \partial^2 h \right\|_{L^\infty} + \epsilon^{1/2} \rho^{1/2+\delta/2} \sum_{\beta = \alpha \cdot x, \beta \cdot x < \alpha} \left\| \left( \frac{\rho}{t} \right)^{5/2} \partial^2 K^\beta h \right\|_{L^\infty}.
\]

10.5. Second derivatives of the metric and consequences. In [LM15], an important difficulty comes from the fact that the scaling vector field is not part of the algebra of commuting vector fields. Since we do here commute with \( S \), the estimates on the second derivatives of the metric are a direct consequence of the basic decay estimates and the usual decomposition \( \partial_t \partial_x = \frac{1}{u} a_\alpha Z^\alpha \), see (2.6). Thus, we have directly,

Lemma 10.8.

- For any \( |\alpha| \leq N - 3 \) and any \( (t, x) \in K \cap \{ \rho \geq 2 \} \),

\[
\left| \partial^2 \partial_x K^\alpha h \right|(t, x) \lesssim \epsilon \rho^\delta/2 \frac{1}{t(1+u)^{-3/2}} \lesssim \epsilon \rho^\delta/2 t^{1/2}.
\]

- For any \( |\alpha| \leq N - 1 \) and any \( \rho \geq 2 \),

\[
\| \partial_t \partial_x \partial^2 K^\alpha h \|_{L^2(H^\rho)} \lesssim \epsilon \rho^\delta/2.
\]

This leads to the improved estimates for the commutators \([K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h\).

Lemma 10.9. [LM15, Lemma 8.6] Under the bootstrap assumptions,

- For any \( |\alpha| \leq N - 4 \),

\[
\left| [K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h \right| \lesssim \epsilon t^{1/2} \rho^{-1+\delta} + \epsilon t^{1/2} \rho^{-3+\delta}.
\]

- For any \( |\alpha| \leq N \),

\[
\| \rho [K^\alpha, h^\mu \partial_x \partial_{\nu^*}] h \|_{L^2(H^\rho)} \lesssim \epsilon t^{1/2} \rho^{-1/2+3/2\delta} + \epsilon t^{-1/2} \sum_{\beta = \alpha \cdot x, \beta \cdot x < \alpha} \left\| \rho^3 t^{-2} \partial^2 K^\beta h \right\|_{L^2(H^\rho)}.
\]

10.6. Improved \( L^\infty \) estimates for transversal derivatives. As in [LM15, Proposition 9.1], we have

Lemma 10.10. We have the improved \( L^\infty \) estimates

\[
\left| \partial \partial_x K^\alpha \partial_t \partial_{\alpha \beta} \right| \lesssim \epsilon t^{1/2} t^{-1+\delta}, \quad |\alpha| \leq N - 4,
\]

\[
\left| \partial \partial_t \partial_x \partial_{\alpha \beta} \right| \lesssim \epsilon t^{-1}, \quad |\alpha| \leq N - 4.
\]
Proof. The proof is similar to that of [LM15, Proposition 9.1], replacing the estimates on the Klein-Gordon field $\phi$ by those on the Vlasov field, since these terms have the exact same decay, according to Proposition 16.2.

These improved estimates imply

**Lemma 10.11.** [LM15, Lemma 8.6] For any multi-index $\alpha$ with $|\alpha| \leq N$, we have

\[
||K^\alpha P||_{L^2}\lesssim \varepsilon^{1/2} \rho^{-1} \mathcal{E}_N^*(h)^{1/2} + \varepsilon^{1/2} \rho^{-1+\varepsilon} \mathcal{E}_{N-1}^*(h)^{1/2} + \varepsilon \rho^{-3/2+\delta}.
\]

### 11. Energy estimate for the metric coefficients

The purpose of this section is to perform the energy estimate for the Einstein equation in the wave gauge

\[
\tilde{\Box} g h_{\alpha\beta} = F_{\alpha\beta}(h, \partial h) - \int f (2v_\alpha v_\beta + g_{\alpha\beta}) d\mu_v.
\]

We introduce here the notation

\[
S_{\alpha\beta} = \int f (2v_\alpha v_\beta + g_{\alpha\beta}) d\mu_v.
\]

Dropping the $\alpha, \beta$ indices, we rewrite the wave equations as

\[
\tilde{\Box} h = F - S.
\]

#### 11.1. Basic energy estimate

The first step is the basic energy estimate (see [LM15, Proposition 3.1]).

**Proposition 11.1.** For any multi-index $|\alpha| \leq N$, the following energy estimate holds:

\[
\mathcal{E}[K^\alpha h](\rho) \lesssim \mathcal{E}_g[K^\alpha h](2) + m^2 + \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} ||K^\alpha F||_{L^2(H^*_\rho')} d\rho'
\]

\[
+ \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} ||[K^\alpha, H^\mu\nu \partial_\mu \partial_\nu] h||_{L^2(H^*_\rho')} d\rho'
\]

\[
+ \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} M[K^\alpha h](\rho') d\rho'
\]

\[
+ \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} \sum_{|\beta| \leq |\alpha|} ||K^\alpha (S)||_{L^2(H^*_\rho')} d\rho'
\]

\[
+ \sum_{|\beta| < |\alpha|} \left( \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} ||K^\beta F||_{L^2(H^*_\rho')} d\rho' \right)
\]

\[
+ \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} ||[K^\beta, H^\mu\nu \partial_\mu \partial_\nu] h||_{L^2(H^*_\rho')} d\rho'
\]

\[
+ \int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} ||K^\beta (S)||_{L^2(H^*_\rho')} d\rho'
\]

in which $M[K^\alpha h](\rho)$ is a positive function such that

\[
\int_{H^*_\rho} (\rho/t) \partial_\mu g^{\mu\nu} \partial_\nu (K^\alpha h_{\alpha\beta}) \partial_t (K^\alpha h_{\alpha\beta}) - \frac{1}{2} \partial_t g^{\mu\nu} \partial_\mu (K^\alpha h) \partial_\nu (K^\alpha h) \, dx
\]

\[
\leq M[K^\alpha h](\rho).\mathcal{E}[K^\alpha h](\rho')^{1/2}.
\]
Remark 11.2. The above lemma implies in particular, the slightly weaker estimate
\[
\mathcal{E}[K^\alpha h]^{1/2}(\rho) \lesssim \mathcal{E}_2[K^\alpha h](2)^{1/2} + m + \sum_{|\beta| \leq |\alpha|} \left( \int_2^\rho ||K^\beta F||_{L^2(H^s)} d\rho' \right.
\]
\[
+ \int_2^\rho ||[K^\beta, H^{\mu\nu} \partial_\mu \partial_\nu]h||_{L^2(H^s)} d\rho' + \left. \int_2^\rho ||K^\beta(S)||_{L^2(H^s)} d\rho' + \int_2^\rho M[K^\alpha h](\rho') d\rho'. \right)
\]

The reason why we keep the above estimate is that at top order, we will need to be a bit more careful to apply a Grönwall type inequality.

As in [LM15], Lemma 7.3, we have, as a direct consequence of the bootstrap assumptions (3.4),

Lemma 11.3 (Estimates for M). For any multi-index $|\alpha| \leq N$, we have
\[
M[K^\alpha h] \lesssim \epsilon \rho^{-3/2+\delta}.
\]

11. Improved estimates for $\mathcal{E}^{\ast}_{N-4}[h]$.

11.2. Improved estimates for $\mathcal{E}^{\ast}_{N-4}[h]$. For $|\alpha| \leq N - 3$, it follows from Proposition 16.2 that the contribution of $K^\alpha S[f]$ to the above energy estimates is integrable, since its $L^2$ norm decays like $\rho^{D-3/2}$. Moreover, we have

Lemma 11.4. [LM15, Lemmas 10.1 and 10.2]

- For any $\alpha$ with $|\alpha| \leq N$,
\[
||K^\alpha F||_{L^2(H^s)} \lesssim \epsilon \rho^{-3/2+\delta} + \epsilon \rho^{-1} \mathcal{E}_{|\alpha|}^{\ast}(\rho)^{1/2} + \epsilon \rho^{-1+D_1/2} \mathcal{E}^{\ast}_{|\alpha|-1}(\rho)^{1/2}.
\]

- For any $\alpha$ with $|\alpha| \leq N - 4$,
\[
||[K^\alpha, H^{\mu\nu} \partial_\mu \partial_\nu]h||_{L^2(H^s)} \lesssim \epsilon \rho^{-3/2+\delta} + \epsilon \rho^{-1} \mathcal{E}_{|\alpha|}^{\ast}(\rho)^{1/2} + \epsilon \rho^{-1+D_1/2} \mathcal{E}^{\ast}_{|\alpha|-1}(\rho)^{1/2}.
\]

As a consequence,

Proposition 11.5. [LM15, Proposition 10.3] We have the improved estimates
\[
\mathcal{E}^{\ast}_{N-4}[h](\rho) \leq D/2 \epsilon \rho^{D_1/2}.
\]

12. Improved decay estimates for the inhomogeneous wave equation

First, in view of the improved energy estimates for the metric coefficients up to $N-1$, we have, by standard Klainerman-Sobolev inequality, the following improvement upon (3.6)-(3.7).

Proposition 12.1. One has the decay estimates, for all $|\alpha| \leq N - 2$, and $\rho \geq 2$,
\[
|K^\alpha \partial h(t, x) + \partial Z^\alpha h(t, x)| \lesssim \epsilon^{1/2} \rho^{D_1/2} \frac{1}{t(1+u)^{1/2}}, \tag{12.1}
\]
\[
|K^\alpha h(t, x)| \lesssim \epsilon^{1/2} \rho^{D_1/2} \frac{(1+u)^{1/2}}{t}. \tag{12.2}
\]

We now rewrite the wave equation for the metric components in terms of the flat wave operator, under the form
\[
\Box K^\alpha h = \sum_{|\beta| \leq |\alpha|} C_\beta^\alpha \left( -K^\beta (H^{\mu\nu}) + K^\beta F - K^\beta S[f] \right),
\]

where the sum appears because of the possible commutation with the scaling vector field and the identity $[\Box, S] = 2\Box$. 
From standard $L^\infty$ estimates for solutions to the inhomogeneous wave equation (see for instance [LM15, Proposition 3.10]), we have

**Proposition 12.2.** Assume that we have the pointwise estimates

$$
\sum_{|\beta| \leq |\alpha|} \left( |K^\beta (H^{\mu \nu} \partial_\omega h)| + |K^\beta F| + |K^\beta S[f]| \right) \lesssim \frac{\epsilon}{|\mu| |\nu|} t^{-2-\nu} (t-r)^{-1+\mu}.
$$

Then, for $0 < \mu \leq 1/2$ and $0 < \nu \leq 1/2$, one has

$$
|K^\alpha h(t, x)| \leq \frac{\epsilon}{|\mu| |\nu|} t^{-1} (t-r)^{\mu-\nu} + \epsilon^{1/2} t^{-1},
$$

while, for $0 < \mu \leq 1/2$ and $-1/2 \leq \nu < 0$,

$$
|K^\alpha h(t, x)| \leq \frac{\epsilon}{|\mu| |\nu|} t^{-1-\nu} (t-r)^{\mu} + \epsilon^{1/2} t^{-1}.
$$

As a consequence, we have

**Proposition 12.3.** For any $\alpha$ with $|\alpha| \leq N-3$, we have

$$
|K^\alpha h| \lesssim \frac{\rho^{D_\delta} \epsilon_{t}}{\delta^{2} t} + \frac{\epsilon^{1/2}}{t}, \quad \text{and} \quad |\partial K^\alpha h| \lesssim \frac{\rho^{D_\delta} \epsilon_{t}}{\delta^{2} (1+|u|) t} + \frac{\epsilon^{1/2}}{t(1+u)}.
$$

**Proof.** It suffices to apply the above proposition with $\mu = D_\delta/4$, $\nu = -D_\delta/4$. Note that the required decay assumptions on the metric terms follows from the bootstrap assumptions, while those on the Vlasov term follows from Proposition 16.2. \hfill \Box

Finally, we note that from the above proposition with $\delta = \epsilon^{1/2}$, we have

**Proposition 12.4.** For any $\alpha$ with $|\alpha| \leq N-3$, we have

$$
|K^\alpha h| \lesssim \frac{\rho^{D \epsilon^{1/2}}}{t}, \quad |\partial K^\alpha h| \lesssim \frac{\rho^{D \epsilon^{1/2}}}{(1+|u|) t}.
$$

13. **Improved Estimates for $\mathcal{E}^*_{N-1}[h]$**

From Proposition 17.12, the error term coming from the Vlasov field can be estimated as

$$
||K^\alpha(S)||_{L^2(H^{2}_\rho)} \lesssim \rho^{-3/2+D_\delta}
$$

and is therefore integrable. Moreover, we have

**Lemma 13.1.** [LM15, Lemma 12.2] \hfill \Box

- For any $\alpha$ with $|\alpha| \leq N-1$,

$$
|||K^\alpha, h^{\mu \nu} \partial_\mu \partial_\nu |h||_{L^2(H^2_{\rho})} \lesssim \epsilon^{1/2} \rho^{-1} \mathcal{E}^*_{N-1}[h](\rho) + \epsilon^{1/2} \rho^{-1+D_\delta} \mathcal{E}^*_{N-2}[h](\rho) + \epsilon^{1/2} \rho^{-3/2+D_\delta}.
$$

- For any $\alpha$ with $|\alpha| \leq N$,

$$
|||K^\alpha, h^{\mu \nu} \partial_\mu \partial_\nu |h||_{L^2(H^2_{\rho})} \lesssim \epsilon^{1/2} \rho^{-1} \mathcal{E}^*_{N}[h](\rho) + \epsilon^{1/2} \rho^{-1+D_\delta} \mathcal{E}^*_{N-1}[h](\rho) + \epsilon^{1/2} \rho^{-3/2+D_\delta} + ||K^\alpha S[f]||_{L^2(H^2_{\rho})}.
$$

**Proof.** The proof is similar to that of [LM15, Lemma 12.2], replacing the terms coming from the Klein-Gordon field by the Vlasov field. When $|\alpha| \leq N-1$, then the contribution of the Vlasov field is controlled from (13.1), hence the statement of the Lemma. \hfill \Box
Remark 13.2. We will use the second inequality of the lemma only in the top order estimate, but we stated it here since the proof is identical except that we kept the Vlasov terms since we do not have yet estimates on them.

This leads to the following improved estimate for $\mathcal{E}_{N-1}^*[\mathcal{h}]$.

**Proposition 13.3.** We have

$$\mathcal{E}_{N-1}^*[\mathcal{h}](\rho) \lesssim \epsilon \rho^{D_{\mathcal{m}}^{1/2}}.$$  

Remark 13.4. The analogue in [LM15] is contained in their Lemma 12.7. However, their proof is different because of the estimates on the Klein-Gordon field. Note that in [LM15, Lemma 12.7], the estimate hold up to the top order, but here, we stop at $N-1$, since above the contribution of the Vlasov field must be estimated differently.

**Proof.** This is a simple consequence of Grönwall’s lemma together with the above estimates on each of the non-linear terms and the energy estimate. \qed

14. Improved estimates for the Vlasov field

In this section, we prove improved estimates for the Vlasov field.

14.1. Multiplications by powers of $v$ and the $\zeta$ weights. We consider here the effects of adding additional $v$ or $\zeta$ weights. First, we compute

**Lemma 14.1** (Multiplication by $v$ weights). Let $w^0 = \sqrt{1 + |v|^2}$. We have

$$T_g(w^0) = -1/2v_a v_\beta h^{a\beta}_{\beta} v^i w^0 = -1/2v_a v_\beta \partial_x^i (\Phi \cdot \Phi) h_{\beta}^{\alpha\beta} v_i w^0 - 1/2 v_\alpha v_\beta h_{\alpha}^{a0} v^i w^0 - 1/2 v_\alpha v_\beta h_{a\beta}^{\alpha} v^i w^0.$$  

In particular,

$$|T_g(w^0)| \lesssim \epsilon^{1/2} \rho^{-3/2} (\frac{\eta^2}{t} + \frac{\eta^2}{t} w^0).$$  

Since the above error is integrable, it follows that for any distribution function $k$ for which we can prove the energy estimate, we can also prove weighted energy estimate, replacing $k$ by $(1 + |v|^2)^{g/2}k$ (provided the initial data decays fast enough in $v$ naturally). In other words, we have, using equation (14.1) and Grönwall’s lemma,

**Lemma 14.2.** For any regular distribution function $k$, satisfying $T_g(k) = F[k]$.

$$E[(1 + |v|^2)^{g/2}k](\rho_2) \lesssim E[(1 + |v|^2)^{g/2}k](\rho_1) + \int_{\rho_1 \leq \rho \leq \rho_2} d\rho \int_{H^\rho} \left( \int (1 + |v|^2)^{g/2} |F[k]| dv \right) \frac{\rho}{t} r^2 dr d\omega_{S^2}. $$  

Recall that in Section 7, we proved bounds on $E_N[f]$ using only the pointwise estimates (3.6), (3.11), (3.12), for the $h$ metric coefficients and the estimates (8.2) for the $C$ coefficients as well as estimates on $E_{N-3,2}[f]$. In view of the previous lemma, the following corollary holds.

**Corollary 14.3.**

$$E_{N-3,2}[f](\rho) \lesssim \epsilon \rho^{N\delta}, \quad E_{N,2}[f](\rho) \lesssim \epsilon \rho^{N\delta}.$$
Even though we do not need them in order to prove our main result, let us also explain below how we can consider weighted energy norms with \(\frac{3}{w^0}\) weights. Recall first the definition of the \(\frac{3}{w^0}\) weights, \(\frac{3}{w^0} := v_i t - x^i w^0 = t v_i\).

We have

**Lemma 14.4 (Multiplication by \(\frac{3}{w^0}\) weights.)** Let \(\frac{3}{w^0}\) denote one of the weights

\[
\frac{3}{w^0} = x_i - \frac{t v_i}{w^0}.
\]

Then,

\[
|T_g|\left(\frac{3}{w^0}\right)| \leq u^{1/2}/t - w^0.
\]

Moreover, we have the decomposition

\[
T_g\left(\frac{3}{w^0}\right) = (v_0 - w_0)g^{0\beta} \partial_\beta \frac{3}{w^0} + w_\alpha \mathcal{H}^{\alpha \beta} \partial_\beta \left(\frac{3}{w^0}\right)
\]

and the improved estimate

\[
(14.3) \quad \left|T_g\left(\frac{3}{w^0}\right)\right| \lesssim |v_0 - w_0| + w^0 \rho^2 \frac{u^{3/2}}{t^2} + w^0 \rho^2 \frac{u^{1/2}}{t^2} + |w_\alpha| \rho^5 \frac{u^{1/2}}{t}.
\]

As for the \(v\) weights, we can prove weighted energy estimates, using \(\frac{3}{w^0}\) as a weight. However, note that \(T_g(\frac{3}{w^0})\) is not integrable. Thus, we consider instead \(\frac{3}{(1+u)^{1/2} + |w|}\). One can then prove boundedness of any weighted energy, replacing \(\tilde{K}^\alpha(f)\) by \((\frac{3}{(1+u)^{1/2} + |w|})^4 \tilde{K}^\alpha(f)\).

### 14.2. Improved estimates for the \(C\) coefficients.

Recall the basic structure of the equations satisfied by \(C\)

\[
T_g(C) = -F_{ZB}.
\]

In Section 8 concerning higher order estimates for \(C\), we proved that \(F_{ZB} u^{-1/2}\) was almost integrable (cf. (8.2)). In view of the improved estimates on the metric coefficients in Proposition 12.3, we have a gain of \(u^{-1/2}\) compared to the estimates of Section 8. For instance, repeating the previous on the \(C\) coefficients with the improved estimates in Proposition 12.3 replacing the decay estimates (3.6)-(3.7), we have

\[
\frac{|F_{ZB}|}{\nu^0} \lesssim \rho^{D\epsilon} \frac{\epsilon^{1/2}}{\delta^2 \rho} + \frac{\epsilon^{1/2}}{\rho},
\]

to be compared with the previous estimate

\[
\frac{|F_{ZB}|}{\nu^0} \lesssim \rho^{D\epsilon} \frac{\epsilon^{1/2} u^{1/2}}{\rho}.
\]

Thus, we immediately obtain

**Lemma 14.5.** For any multi-index \(|\alpha| \leq N - 4\), we have the improved estimates

\[
(14.4) \quad \left| \tilde{K}^\alpha(C) \right| \lesssim \epsilon^{1/2} \rho^D,
\]

for some positive constant \(D\).

To improve the estimate (8.3) for \(\tilde{K}^\alpha(XC)\), we need to make sure that the gain of \(u^{-1/2}\) decay can be used effectively. This means that either we need to use the null structure of the equations (which actually gives the strongest results) or we can simply recall that

\[
\frac{t}{\rho w^0} \leq \nu^0,
\]
which implies that we can convert a $u^{-1/2}$ decay into a $t^{1/2}$ decay provided we lose in powers of $v$. For simplicity, we use this estimate, leading to

**Lemma 14.6.** For any multi-index $|\alpha| \leq N - 5$, we have the improved estimates

$$|\hat{K}^\alpha(XC)| \lesssim \epsilon^{1/2}(w^0)^2.$$

Note that the loss of $w^0$ coming from the right-hand side can be absorbed in any product involving $f$ thanks to the weighted norms $E_{N,q}[f]$. The improved estimate on $\hat{K}^\alpha(XC)$ will only be used in the top order energy estimates for the metric coefficients and in particular so as to not get any loss coming from the application of the Klainerman-Sobolev inequality of Lemma 16.1 to the energy-momentum tensor components of $f$.

Finally, we can also use the improved estimates of Proposition 12.4, leading to

**Lemma 14.7.** For any multi-index $|\alpha| \leq N - 4$, we have the improved estimates

$$(14.5) \quad |\hat{K}^\alpha(C)| \lesssim \rho^{\Delta/2}.$$

**Remark 14.8.** The above estimate will only be used in the proof of the top order energy estimate for the metric coefficients to estimate velocity averages of terms of the form

$$\hat{K}^\alpha(C)\hat{K}^\beta(C)\hat{K}^\gamma(f),$$

where $|\alpha| \leq N - 4$, so that the above estimate applies, while $|\beta| > N - 4$. Since such a term contains two powers of $C$ coefficients, we can afford to lose an $\epsilon^{1/2}$ in the estimate.

### 14.3. Estimates for the Vlasov field without loss.

In view of the improved estimates for the metric coefficients, the stronger weighted $v$ norms for $f$ and the improved estimates on the $C$ coefficients, we can revisit the energy estimates for $K^\alpha(f)$ for $|\alpha|$ sufficiently small so that the improved estimates on $h$ and $K^\beta(C)$, $|\beta| \leq |\alpha| - 1$, hold, i.e. for $|\alpha| \leq N - 4$. One can repeat the previous proof, except that there are no borderline terms anymore.

**Lemma 14.9.** We have the improved estimates

$$(14.6) \quad E_{N-4,q+1}[f] \lesssim \epsilon.$$

**Proof.** Recall that we already proved that

$$E[X_i f] \lesssim \epsilon.$$

For the $\partial_i$ vector field, recall that the only borderline term in the commutator formula $[T_y, \partial_i]$ was of the form $w^0 \partial h \cdot X_i(f)$ and that this term lead to a small growth because it did not satisfy the null condition. This term can now be estimated losing one power of $w^0$ as in

$$|w^0 \partial h \cdot X_i(f)| \lesssim \epsilon^{1/2} \rho^{\Delta/2} w^0 \frac{1}{\rho^{3/2}} \epsilon^\gamma |X_i(f)|.$$  

This leads to the estimate

$$E[\partial_i f] \lesssim \epsilon + \epsilon^{1/2} \int_2^\rho (\rho')^{-3/2 + D\delta} E[w^0 X f](\rho') d\rho' \lesssim \epsilon.$$

Similarly, we can obtain an estimate on $E[Y f]$ for $Y$ a modified vector field without a loss. In that case, the borderline terms came from the terms

$C^\alpha \partial h \cdot X f$, but these are now integrable in view of the improved estimates for the $C^\alpha$ coefficients and again possibly losing a power of $w^0$ if necessary.

Using the higher order commutator formula of Section 7, we can also prove estimates without a loss for $K^\alpha(f)$, for any $\alpha$ for which we have access to the improved estimate
on the metric coefficients. Finally, we can also consider extra $v$ weights, using Lemma 14.1, losing at most one power of $v$ as in the estimate for $\partial_t$, as in (14.6).

In particular, combined with the Klainerman-Sobolev inequalities for Vlasov fields of Section 16, we obtain

**Corollary 14.10.** For any multi-index $|\alpha| \leq N - 7$,

$$\int_o^1 |\hat{K}^\alpha|(w^0)^{q-3} dv \lesssim \frac{\epsilon}{t^3}.$$  

14.4. **Improved estimates for the Vlasov field up to order** $N - 1$. In view of the improved estimates for the metric and the improved estimates for the $C$ coefficients (14.4), we can revisit the proof of the higher order estimates for $f$, expect that each loss in $\rho^\delta$ can now be replaced by a loss in $\rho^{1/2}$. Thus, we have

**Lemma 14.11.** The following improved estimates hold.

- The first estimate reads

$$E_{N-1,q}[f](\rho) \lesssim \rho^{D_{1/2}}.$$  

- Consider a product of the type $|\hat{K}^\gamma(C)|^2 \hat{K}^\alpha(f)$, for $N - 2 \geq |\gamma|$ and $|\alpha| \leq N - 3$. Then, we have

$$E \left[ (w^0)^q (1 + u)^{-1} |\hat{K}^\gamma(C)|^2 \hat{K}^\alpha(f) \right](\rho) \lesssim \epsilon^{1/2} \rho^{D_{1/2}}.$$  

- Consider a product of the type $|\hat{K}^\gamma(XC)|^2 \hat{K}^\alpha(f)$, for $N - 3 \geq |\gamma|$ and $|\alpha| \leq N - 3$. Then, we have

$$E \left[ (w^0)^q |\hat{K}^\gamma(XC)|^2 \hat{K}^\alpha(f) \right](\rho) \lesssim \epsilon^{1/2} \rho^{D_{1/2}}.$$  

15. **The top order estimate for the metric coefficients**

Recall the basic structure of the evolution equation for the metric coefficients,

$$\tilde{\square}^\ast K^\alpha(h) = -[K^\alpha, H^\mu_\nu \partial_\mu \partial_\nu] h + K^\alpha F - K^\alpha S[f] + \sum_{|\beta| < |\alpha|} C^\beta_\alpha \left( -[K^\beta, H^\mu_\nu \partial_\mu \partial_\nu] h + K^\beta F - K^\beta S[f] \right),$$

where $F = F(h, \partial h)$ denotes non-linearities depending only on $h$ and where the Vlasov terms $K^\beta S[f]$ can be written using the commutation formulae of Section 9.

In this section, we close the energy estimates for $K^\alpha h$ when $|\alpha| = N$ and in particular improve the top order bootstrap assumption on $h$.

Let us define $SE_\alpha(\rho)$ as

$$SE_\alpha(\rho) := \sup_{\rho' \in [2, \rho], |\beta| \leq |\alpha|} \left[ E[K^\beta h](\rho') \right].$$

The results of sections 10, 11 and 13 already imply that, for $|\beta| \leq |\alpha| \leq N$,

$$|M[K^\alpha h](\rho)| \lesssim \epsilon^{1/2} \rho^{-3/2 + \delta},$$

$$\int_2^\rho E[K^\alpha h](\rho')^{1/2} ||K^\beta F||_{L^2(H^\alpha_{\rho'})} d\rho' \lesssim \epsilon^{1/2} SE_\alpha(\rho)^{1/2} \rho^{D_{1/2}} + \epsilon^{1/2} \sum_{|\beta| \leq |\alpha|} \int_2^\rho \frac{1}{\rho'} E[K^\beta h](\rho') d\rho',$$
\[
\int_2^\rho \mathcal{E}[K^\alpha h](\rho')^{1/2} \| [K^\alpha, H^\mu \partial_\mu \partial_\nu] h \|_{L^2(H^\rho_\nu)} d\rho' \lesssim \epsilon^{1/2} S \mathcal{E}_\alpha(\rho)^{1/2} \rho^{D^\delta 1/2} + \epsilon^{1/2} \sum_{|\beta| \leq |\alpha|} \int_2^\rho \frac{1}{\rho'} \mathcal{E}[K^\alpha h](\rho') d\rho'.
\]

In order to apply the energy estimate for \( K^\alpha h \), it thus remains to estimate \( \| K^\alpha S \|_{L^2(H^\rho)} \).

For simplicity, we write \( K^N \) (respectively \( K^{N-1} \)) to denote a differential operator of the form \( K^\alpha \) with \( |\alpha| = N \) (respectively \( |\alpha| = N - 1 \)) below.

We start with the case where \( Z^N = ZX^{N-1} \), with \( X \) a translation. According to the top order commutation formula of Lemma 9.10, each term in \( XK^{N-1} S \) can be written as \( T[F] \), where \( F \) are, modulo multiplications by a function in \( F_{x,v} \), of the form

\[
F = \frac{1}{(1 + u)^q} P_1(C)^{\mu \nu \rho \sigma} P_2(X(C))^{\mu \nu \rho \sigma} \kappa^\alpha(f) Q^\tau(L),
\]

where \( r_{Z,2} + s_{X,2} \leq N - 2 \), \( r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\sigma| \leq N \), and \( 2q \geq l_1 \), \( \gamma_X \geq l_1' \), \( q \leq N, l_2 \leq N \).

We estimate the above error terms according to the following cases.

1. Case \( |\gamma| \geq N - 5 \). All quantities apart from \( Q^\tau(L) \) can be estimated pointwise.

   We then have

   \[
   |F| \lesssim \rho^{D^\delta} \| \kappa^\sigma(f) \|_{L^2(H^\rho)},
   \]

   with \( |\gamma'| = |\gamma| \). After integration in \( v \) and in \( L^2_{H^\rho} \), we can estimate the contribution of this term by \( \epsilon \rho^{D^\delta 2} \), which is integrable for some constant \( D^\nu \).

2. Case \( |\alpha| \geq N - 5 \). All quantities apart from \( \kappa^\sigma(f) \) can then be estimated pointwise. We then have

   \[
   |F| \lesssim \rho^{D^\delta} \| \kappa^\sigma(f) \|.
   \]

   The \( L^2 \)-decay estimates for this term are then given by Proposition 17.12.

3. Case \( r_{Z,1} + s_{X,1} \geq N - 5 \). In that case, there is at most one \( C \) coefficient in \( P_1(C)^{\mu \nu \rho \sigma} P_2(X(C))^{\mu \nu \rho \sigma} \), which can not be estimated pointwise. We then have an estimate of the form

   \[
   |F| \lesssim \rho^{D^\delta} \| (1 + u)^{-1/2} \kappa^\alpha(C) \kappa^\sigma(f) \|.
   \]

   After integration in \( v \) and and application of the Cauchy-Schwarz inequality, we estimate its contribution by

   \[
   \int_v |F| w^{0} dv \lesssim \left( \int_v |\kappa^\tau(C)|^2 |\kappa^\sigma(f)| w^{0} dv \right)^{1/2} e^{1/2} \frac{1}{(1 + u)^{-1/2}} \frac{1}{r^{3/2}}.
   \]

   After integration in \( L^2_{H^\rho} \), we can thus estimate this term by

   \[
   E \left[ (1 + u)^{-1} |\kappa^\alpha(C)|^2 |\kappa^\sigma(f)| \right] (\rho)^{1/2} \frac{\epsilon}{\rho^{3/2}} \lesssim \epsilon e^{3/2} \rho^{-3/2 + D^\delta},
   \]

   where we have used Proposition 7.14. The contribution of this term is therefore integrable.

4. Case \( r_{Z,2} + s_{X,2} \geq N - 5 \). This case is similar to the above, using Proposition 7.14.

We thus have the estimate

\[
\| XK^{N-1} S \|_{L^2(H^\rho)} \lesssim \epsilon \rho^{-3/2 + D^\delta},
\]
using only on the bootstrap assumptions. It follows that this term is integrable, and we have obtained

**Lemma 15.1.** For any multi-index \( |\alpha| \leq N - 1 \) and any translation \( X \), we have
\[
\mathcal{E}[\mathcal{X} K^\alpha h] \lesssim \epsilon \rho D^{1/2}.
\]

We then consider the case where \( K^N \) is of the form \( Z^N S \) and focus again on the source term \( Z^N S \). In that case, we use the commutator formula for top order given by lemmas 9.6, 9.8 and the discussion before Lemma 9.9. According to these lemmas, the error terms then split into the GT terms, the \( BT_{[\alpha]} \) terms, the \( BT_{<|\alpha|(|\sigma|<|\alpha|)} \) and the \( BT_{<|\alpha|(|\sigma|=|\alpha|)} \), where

1. The GT can be estimated as above. In particular, their contribution is integrable.
2. The \( BT_{[\alpha]} \) are given by
   \[
   \frac{1}{(1 + u)^q} P_1(C)^{l_1 + l'_1 r_{Z,1} s x_{1}} P_2(X(C))^{l_2 r_{Z,2} s x_{2}} \tilde{K}^{\gamma}(C) \tilde{K}^{\gamma}(X f) Q^\gamma(L),
   \]
   where \( r_{Z,2} + s x_{2} \leq |\alpha| - 1, r_{Z,1} + s x_{1} + r_{Z,2} + s x_{2} + l_2 + |\gamma| + |\beta| + |\sigma| \leq |\alpha|, |\beta| \leq |\alpha| - 1, \) and \( 2q \geq l_1, q \leq |\alpha|, \gamma \leq l_1, l_2 \leq |\alpha|, |\sigma| < |\alpha| \) and no \( C \) coefficients in the formula is hit by more than \( |\alpha| - 1 \) vector fields.
3. The \( BT_{<|\alpha|(|\sigma|<|\alpha|)} \) terms are given by
   \[
   \frac{1}{(1 + u)^q} C^{l_1 + l'_1} \tilde{K}^{\gamma}(X f) L,
   \]
   where \( 2q \geq l_1 \). Since these terms do not contain any high derivatives on the \( C \) coefficients, we can estimate them using the improved decay (14.4) and these terms are therefore integrable.
4. The \( BT_{<|\alpha|(|\sigma|=|\alpha|)} \) terms are of the form
   \[
   \frac{1}{(1 + u)^q} C^{l_1 + l'_1} \tilde{K}^{\gamma}(X f) L,
   \]
   where \( 2q \geq l_1 \) of \( k \). Since these terms do not contain any high derivatives on the \( C \) coefficients, we can estimate them using the improved decay (14.4) and these terms are therefore integrable.

For the \( BT_{<|\alpha|(|\sigma|<|\alpha|)} \), we can estimate them without analysing their structure in further detail as follows.

**Lemma 15.2.** The \( BT_{<|\alpha|(|\sigma|<|\alpha|)} \) terms verify
\[
||BT_{<|\alpha|(|\sigma|<|\alpha|)||^{2}_{L^2(H_p)} \lesssim \epsilon \rho D^{1/2 - 1}.
\]

**Proof.** First, when all indices are sufficiently small, then we have access to pointwise estimates on all quantities and the resulting terms are integrable in view of the improved estimates on the \( C \) coefficients and on the metric coefficients.

Now, if

- \( |\gamma| > N - 5 \). Then we have access to pointwise estimates on each term apart from \( Q^\gamma(L) \). Thus, we can estimate the term by
  \[
  \rho D^{\delta} |\tilde{K}^{\gamma}(X f)| \cdot |Z^{\gamma'}(h)|,
  \]
  where \( |\gamma'| \leq |\gamma| \) and \( D \) is some constant. One can then estimate the resulting terms crudely, using that \( Z^{\gamma'}(h) \) can either be estimated pointwise for \( |\gamma'| < N - 2 \), or otherwise that \( |Z^{\gamma'}(h)| \lesssim t |\partial Z^{\gamma''}(h)| \), where \( |\gamma''| = |\gamma'| - 1 \), together
with
\[
\left\| \int v w^0 \hat{K}^\sigma(X f)Z'(h) \right\|_{L^2(H_\rho)} \lesssim \left\| \int v w^0 |\hat{K}^\sigma(X f)| dv \right\|_{L^\infty} \left\| Z'(h) \right\|_{L^2(H_\rho)}
\]
\[
\lesssim \left\| \epsilon \rho^{D\delta - 2} \left( t^{-1} Z'(h) \right) \right\|_{L^2(H_\rho)} \lesssim \epsilon \rho^{D\delta - 2} \left\| \partial Z''(h) \right\|_{L^2(H_\rho)} \lesssim \epsilon^{3/2} \rho^{D\delta - 2}.
\]

- The \( P_1(C) \) term contains \( Y^\beta(C), |\beta| \geq N - 5 \). For any \( C \) coefficient that can be estimated pointwise, we use (14.5), so that we can estimate the error term as
\[
\rho^{Dn^{1/2}} |Y^\beta(C)||\hat{K}^\sigma(X f)|,
\]
with \( |\sigma| \leq 5 \). By Cauchy-Schwarz and the Klainerman-Sobolev inequality,
\[
\left\| \int v w^0 |Y^\beta(C)||\hat{K}^\sigma(X f)| dv \right\|_{L^2(H_\rho)} \lesssim \epsilon^{1/2} \rho^{-1 + D\epsilon} E[(1 + u)^{-1}|Y^\beta(C)|^2]\hat{K}^\sigma(X f)]^{1/2} \lesssim \epsilon \rho^{-1 + D\epsilon^{1/2}}.
\]

- The \( P_2(C) \) term contains \( Y^\beta(XC), |\beta| \geq N - 4 \). This can be estimated similarly to the above, except that we can use the improved estimated to bound all the other \( C \) coefficients, so that this term is integrable.

- \( |\sigma| \geq N - 5 \). In this case, all the \( C \) coefficients can be estimated pointwise using the improved estimates. Applying the \( L^2 \)-decay estimates for the Vlasov field, the contribution of this term is then integrable.

Thus, we are left with estimating the \( BT_{[\sigma]} \) terms with \( q = 0 \), i.e., we need to estimate the \( L^2 \)-norm of \( \int v |\hat{K}^{N-1(C)} \cdot X(f)w^0| dv \). We proceed as follows. First,
\[
\left\| \int v |\hat{K}^{N-1(C)} \cdot X(f)w^0| dv \right\| \lesssim \epsilon^{1/2} \left( \int v |\hat{K}^{N-1(C)}|^2|X(f)| \rho w^0 \right)^{1/2} \frac{1}{\rho^{3/2}},
\]
using the improved decay estimates for the velocity averages of \( X(f) \).

This gives
\[
(15.1) \quad \left\| \int v \hat{K}^{N-1(C)} \cdot X(f) \right\|_{L^2_{(H_\rho)}} \lesssim \epsilon^{1/2} E[|\hat{K}^{N-1(C)}|^2|X(f)|]^{1/2} \frac{1}{\rho^{3/2}}.
\]

To estimate the right-hand side of this equation, we prove below

**Lemma 15.3.**
\[
E[|\hat{K}^{N-1(C)}|^2X(f)](\rho) \lesssim \epsilon \rho \sup_{\rho' \in [2, \rho]} E[Z^N(h)(\rho')] + \epsilon \rho^{1 + D\epsilon^{1/2}},
\]
for some universal constant \( D \geq 0 \).

Before proving the above lemma, let us show how it implies the improved estimate at top order. Combined with the inequality (15.1) (and \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \), for \( a, b \geq 0 \)), the lemma implies that
\[
\left\| \int v \hat{K}^{N-1(C)} \cdot X(f)w^0 dv \right\|_{L^2_{(H_\rho)}} \lesssim \epsilon \frac{1}{\rho^{1 + D\epsilon^{1/2}}} + \epsilon \rho^{-1} \sup_{\rho' \in [2, \rho]} E[Z^N(h)(\rho')]^{1/2}.
\]

Combined with the energy estimate of Proposition 11.2 for \( Z^N(h) \), we obtain
\[
\mathcal{E}[Z^N(h)](\rho) \lesssim \epsilon^{1/2} \rho^{D_\epsilon^{1/2}} \left( 1 + \sup_{\rho' \in [2,\rho]} \mathcal{E}[Z^N(h)(\rho')]^{1/2} \right) + \sup_{\rho' \in [2,\rho]} \mathcal{E}[Z^N(h)(\rho')]^{1/2} \int_2^\rho \epsilon(\rho')^{-1} \mathcal{E}[Z^N(h)(\rho')]^{1/2} d\rho'.
\]

This implies that
\[
\sup_{\rho' \in [2,\rho]} \mathcal{E}[Z^N(h)(\rho')]^{1/2} \lesssim \epsilon^{1/2} \rho^{D\epsilon^{1/2}} + \int_2^\rho \epsilon(\rho')^{-1} \sup_{\rho' \in [2,\rho]} \mathcal{E}[Z^N(h)(\rho')]^{1/2} d\rho',
\]
and hence, by Gronwall’s lemma,
\[
\sup_{\rho' \in [2,\rho]} \mathcal{E}[Z^N(h)(\rho')]^{1/2} \lesssim \epsilon^{1/2} \rho^{D\epsilon^{1/2}},
\]
for some universal constant \(D\epsilon > 0\), which improves the bootstrap assumptions for \(Z^N(h)\).

It remains to prove Lemma 15.3.

\textbf{Proof.} Let \(\beta\) be a multi-index with \(|\beta| = N - 1\). We consider the energy estimate (4.22) for \(|\tilde{K}^\beta(C)|^2 X(f)\). The initial data at \(\rho = 2\) verify (see Remark 7.12)
\[
E \left[ |\tilde{K}^\beta(C)|^2 X(f) \right] (2) \leq \epsilon^2.
\]

We compute
\[
T_g \left( |\tilde{K}^\beta(C)|^2 X(f) \right) = 2T_g \left( \tilde{K}^\beta(C) \right) \cdot \tilde{K}^\beta(C) X(f) + |\tilde{K}^\beta(C)|^2 T_g(X(f))
= 2[T_g, \tilde{K}^\beta(C)] \cdot \tilde{K}^\beta(C) X(f)
+ 2\tilde{K}^\beta(T_g(C)) \cdot \tilde{K}^\beta(C) \cdot X(f) + |\tilde{K}^\beta(C)|^2 T_g(X(f))
= H1 + H2 + H3,
\]
where
\[
H1 = 2[T_g, \tilde{K}^\beta(C)] \cdot \tilde{K}^\beta(C) X(f), \quad H2 = 2\tilde{K}^\beta(T_g(C)) \cdot \tilde{K}^\beta(C) \cdot X(f),
H3 = |\tilde{K}^\beta(C)|^2 T_g(X(f)).
\]

For \(H3\), we use that, in view of the improved decay estimates for the metric coefficients and the \(C\) coefficients, we have
\[
|T_g(X(f))| \lesssim \epsilon \rho^{-2-D\delta} |Y(f)| \left( w^0 \frac{\rho}{t} + t \frac{|w|^2}{\rho^0 w^0} \right).
\]

Since moreover, it follows from Proposition 7.14 that
\[
E \left( (1 + u)^{-1} |\tilde{K}^\beta(C)|^2 Y(f) \right) \leq \epsilon \rho^{M\delta},
\]
we see that the contribution of \(H3\) is almost integrable and can therefore be discarded, since we can allow any growth less than \(\rho\).

For \(H1\), we use the higher order commutator formula of lemma 7.1. The main terms, according to (7.2), are then of the form
\[
P(C)^{k,r,s,r} w \cdot \partial_{r,s} K^\sigma(h) \tilde{K}^\gamma(C) \cdot \tilde{K}^\beta(C) X(f),
\]
where $r_Z + s_X + |\sigma| + |\gamma| \leq |\beta| + 1$, $|\sigma| \leq |\beta|$, $1 \leq |\gamma| \leq |\beta|$, $r_Z + s_X \leq |\beta| - 1$ and the number of $C$ coefficients, $k$ satisfies either $C1$ or $C2$. Recall that in view of the improved decay for low derivatives of Lemmas 14.9 and 14.11 (and the strong decay of velocity averages of $X(f)$), we can neglect here the null structure. As usual, we consider different cases depending on the range of the indices.

Consider first the case $|\sigma| \leq N - 3$. We have access to the improved decay for $\partial K^\sigma(h)$ of Proposition 12.3. These terms can therefore be estimated by

$$e^{1/2} \rho^{D+1/2} \frac{1}{t(1 + u)^{1 - D + \sigma}} P(C)^{k,r_Z,s_X} w \cdot \hat{K}^\gamma(C) \cdot \hat{K}^3(C) X(f).$$

If now $k$ verifies $C1$, using the weak bounds from Proposition 7.14, after integration in $v$ and on $H_\rho$, we can control this error term by $\epsilon \rho^{D + M \delta} \leq \epsilon \rho^{1 + D \epsilon}$, for $\delta$ small enough.

Similarly, if $k$ verifies $C2$, using the weak bounds from Proposition 7.14, after integration in $v$ and on $H_\rho$, we can control this error term by $\epsilon \rho^{D + 1/2 + M \delta} \leq \epsilon \rho^{1 + D \epsilon/2}$.

Consider then the case $|\sigma| \geq N - 3$, then we have access to pointwise estimates of Proposition 8.4 on the $C$ coefficients apart from the $\hat{K}^3(C)$.

Using, Proposition 7.14, this implies that these terms can be estimated by

$$\int_{H_\rho} e^{1/2} (\rho^*)^{M \delta} E[|\partial K^\sigma(h)|^{1/2}] \cdot \left\| u^0 [\hat{K}^\beta(C)]^2 X(f) \right\|_{L^2_{H_\rho}} dl \rho \rho'$$

$$\lesssim \epsilon \int_{H_\rho} (\rho^*)^{M \delta} E[|\hat{K}^\beta(C)]^2 X(f)]^{1/2} \frac{1}{\rho^{3/2}} d\rho' \lesssim \epsilon^{3/2} \rho^{M \delta - 1/2} \lesssim \epsilon \rho^{1 + D \epsilon/2}.$$

The other terms in $H1$ (the cubic and the frame terms) have similar regularity and better decay, so their contribution can be estimated again by $\epsilon \rho^{1 + D \epsilon/2}$.

It thus remains to consider the terms coming from $H2$. Recall that we can write schematically,

$$T_g(C) = t \partial Z(h) w,$$

so that $K^\beta(T_g(C))$ (see Lemma 8.1) can be written as a sum of terms of the form

$$w \cdot P(C)^{k,r_Z,s_X} t \partial K^\mu(h),$$

with the range of indices

$$|\mu| + r_Z + s_X \leq 1 + |\beta|, \quad r_Z + s_X \leq |\beta| - 1, \quad k \leq \mu_X, \quad \mu \leq |\beta| + 1.$$

(1) Case $|\mu| < N$. First if $k > 0$, then it follows that $\mu_X > 0$. In that case, we can use the extra $u$ decay coming from replacing translations by $Z$ vector fields, and the resulting terms are then subleading and easily seen to be integrable. On the other hand, the contribution of the terms with $k = 0$ can be estimated by

$$\int_{H_\rho} \int_{H_\mu} \int_{H_{\rho'}} t \partial K^\mu(h) \hat{K}^\beta(C) X(f) u v d\mu_{H_\mu} d\rho'$$

$$\lesssim \epsilon^{1/2} \int_{H_\rho} E_N(h)^{1/2} (\rho^*)^{(1/2)} E \left( |\hat{K}^\beta(C)]^2 X(f) \right)^{1/2} (\rho')^{-1/2} d\rho'$$

$$\lesssim \epsilon^{1/2} \int_{H_\rho} E \left( |\hat{K}^\beta(C)]^2 X(f) \right)^{1/2} (\rho')^{-1/2 + D \epsilon/2} d\rho'.$$

Since this term is sublinear in $E \left( |\hat{K}^\beta(C)]^2 X(f) \right)$, it can then be absorbed on the left-hand side.
(2) Case $|\mu| = N$. Again, we focus only the case where $k = 0$, since otherwise the extra $u$ decay coming from $\mu_X > 0$ makes these terms subleading. Thus, we need to estimate the contribution of

$$D := w \cdot t \cdot \partial Z^N(h) \cdot K^\beta(C) \cdot X(f).$$

We proceed as above and after integration, we have

$$\int_\rho d\rho' \int_{\mathcal{H}_\mu} d\mu \int_v d\nu |D| \lesssim \epsilon^{1/2} \int_2 \mathcal{E}(Z^N(h))^{1/2} E[K^\beta(C)^2 X(f)]^{1/2} d\rho',$$

where we have used the Cauchy-Schwarz inequality in $v$ again as above and the decay estimates for the velocity averages of $X(f)$.

Let $y(\rho) = E[K^\beta(C)^2 X(f)](\rho)$. Then, it follows from the above that $y$ verifies the inequality

$$y(\rho) \lesssim \epsilon \rho^{1 + D_{\epsilon}^{1/2}} + \epsilon^{1/2} \sup_{\rho' \in [0, \rho]} \mathcal{E}(Z^N(h))^{1/2} \int_2 (\rho')^{-1/2} y^{1/2}(\rho') d\rho' \lesssim \epsilon \rho^{1 + D_{\epsilon}^{1/2}} + \epsilon^{1/2} \sup_{\rho' \in [0, \rho]} \mathcal{E}(Z^N(h))^{1/2} \sup_{\rho' \in [0, \rho]} y^{1/2}(\rho') \cdot \rho^{1/2}$$

Let $A = \sup_{\rho' \in [0, \rho]} y^{1/2}(\rho)$, $B = \epsilon^{1/2} \sup_{\rho' \in [0, \rho]} [\mathcal{E}(Z^N(h))^{1/2}] \rho^{1/2} \cdot D = \epsilon \rho^{1 + D_{\epsilon}^{1/2}}$. Then, from the above inequality, we have $A^2 - BA - D \leq 0$, which implies that $A^2 \leq B^2 + 2D$, concluding the proof of the lemma.

To summarize, we have proven

**Proposition 15.4.** Let $\alpha$ be a multi-index with $|\alpha| \leq N$. Then, we have the improved energy estimate

$$\mathcal{E}_N(h) \lesssim \epsilon \rho^{2D_{\epsilon}^{1/2}},$$

for some sufficiently large universal constant $D$.

This ends the proof of the improved estimates (3.1) and the proof of Theorem 1.1.

16. **Klainerman-Sobolev estimates for the Vlasov field**

We have the following decay estimates for velocity averages of Vlasov fields.

**Lemma 16.1.** For any $k := k(t, x, v)$,

$$\int_v |k|(t, x, v) dv \lesssim \frac{1}{t^3} \sum_{|\alpha| \leq 3} E[p_3 K^\alpha(k)](\rho)$$

where $p_3 := p_3(\|\partial C\|_\infty, u^{-1} \|YC\|_\infty, u^{-1} \|C\|_\infty, u^{-1} \|C\|_\infty) \cdot d^{1/2}$ is a polynomial of third order and by $C$ we denote any of the correction coefficients.
Proof. We follow the analogous proof contained in [FJS17], Section 11, until the estimate of the following integral

\[
(16.1) \quad \int_v Z[f](y^0, x^1 + ty^1, x^2, x^3, v)dv = \int (Z + w^0 \partial_{v_1} + C^\alpha X_\alpha) |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv \\
- \int (w^0 \partial_{v_1} + C^\alpha X_\alpha + C^0 \partial_t) |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv \\
= \int Y[f](y^0, x^1 + ty^1, x^2, x^3, v)dv \\
- \int (w^0 \partial_{v_1} + C^\alpha X_\alpha + C^0 \partial_t) |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv
\]

The first term on the right-hand side of the last line only contains $Y$ derivative of $f$ and therefore has the right structure. We discuss the remaining terms.

The term

\[
(16.2) \quad \int w^0 \partial_{v_1} |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv
\]

can be integrated by parts and directly estimated.

We now consider the two last terms on the right-hand side of (16.1). For clarity, we only discuss the term $\int C^0 \partial_t |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv$, since the other ones can be treated similarly. We compute

\[
(16.3) \quad \int C^0 \partial_t |f|(y^0, x^1 + ty^1, x^2, x^3, v)dv = \int \partial_t (C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv - \int (\partial_t C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv
\]

The second term yields a term that can be directly estimated and we continue with the first term. Writing $\partial_t$ in terms of the $Z$ vector fields, we have

\[
(16.4) \quad \int \partial_t (C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv = \int (u)^{-1} a^\alpha Z_\alpha (C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv \\
= \int (u)^{-1} a^\alpha (Z_\alpha + [v \partial_v]_\alpha + C^0_\alpha X_\beta)(C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv \\
- \int (u)^{-1} a^\alpha (v \partial_v)_\alpha + C^0_\alpha X_\beta)(C^0 |f|)(y^0, x^1 + ty^1, x^2, x^3, v)dv
\]

The first line yields terms with integrands of the form

\[
(16.5) \quad u^{-1} a^\alpha Y_\alpha (C^0 |f|) \text{ and } u^{-1} a^\alpha C^0 Y_\alpha |f|.
\]

After integration by parts in the corresponding $v$-variable, the first term in the second line yields a term with an integrand of the form

\[
(16.6) \quad u^{-1} \frac{v}{w^0} a^\alpha C^0 |f|.
\]

The last term from the second line yields a term with the integrand

\[
(16.7) \quad a^\alpha C^0 C^3 X_\beta |f|.
\]
If we repeat the procedure above for the two remaining variables we obtain similar terms with at most two additional factors in the integrands, which are of the types above. In total, all factors can be estimated by cubic terms with factors of the form
\begin{equation}
\|\partial C\|_\infty, \quad u^{-1}\|YC\|_\infty, \quad u^{-1}\|C\|_\infty \text{ and } u^{-1}\|C\|_\infty^2.
\end{equation}
These are precisely the terms as claimed by the lemma. \hfill \Box

As a consequence, we have

**Proposition 16.2.** Assume the bootstrap assumption \textsection 3.4 holds. Let \(S_{\mu\nu}[f]\) denotes the components of the tensor field \(S[f]\). For any \(|\alpha| \leq N - 3\), we have, for any \((t, x) \in K \cap \{\rho \geq 2\},
\begin{equation}
|K^\alpha S_{\mu\nu}[f](t, x)| \lesssim \epsilon \rho^{D_N \delta} \frac{1}{t^3}.
\end{equation}
**Proof.** We use the commutator formula of Lemma 9.5. We must therefore estimate each term of the form \(T_{\alpha\beta} F\), where \(F\) is given by

\begin{equation}
\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l_1', r_{z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{z,2}, s_{X,2}} \tilde{K}^\beta(f) Q^\gamma(L)
\end{equation}
where \(r_{z,2} + s_{X,2} \leq |\alpha| - 1, r_{z,1} + s_{X,1} + r_{z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| \leq |\alpha|\) and \(q \geq 2l_1, q \leq |\alpha|, \gamma_X \geq l_1', l_2 \leq |\alpha|\).
Note that since \(|\alpha| \leq N - 3\), we have access to pointwise estimates on each of the above \(C\) coefficients as well as on \(Q^\gamma(L)\). For this, we recall that

- Any \(K^\beta X(C)\) coming from \(P_2\) only gives \(\rho^{D_f} growth.
- Any \(K^\beta(C)\) coming from \(P_1\) only gives \(\rho^{D_f} u^{1/2}\) growth, which is compensated either by the factor of \(\frac{1}{(1+u)^q}\) or by the extra \(u\) decay coming from \(Q^\gamma(L)\) depending on the value of \(\gamma_X\).

It follows that we can estimate pointwise each of the \(F\) term by \(\rho^{D_f} |\tilde{K}^\beta(f)|\) and the result then follows from the application of the Klainerman-Sobolev inequalities and the energy estimates for \(f\). \hfill \Box

17. \(L^2\) estimates for the transport equation

The proof of \(L^2\)-decay estimates for the transport equation is based on the strategy already developed in [FJS15; FJS17]. Following the same strategy, we first summarize the set of commutators in a system of equations and then exploit the form of the system to obtain a representation of the solutions from which \(L^2\)-estimates can be derived.

Let \(\kappa\) be a constant such that
\begin{equation}
M_\kappa = \kappa,
\end{equation}
for some constant \(M_\kappa\) that will be fixed later in this section, depending only on the maximal number of derivatives \(\kappa\).

Define the vector \(F^h (\alpha, s_X; r_Z, k, P)\) whose components are all the terms of the form
\begin{equation}
F^h_{\alpha, s_X; r_Z, k, P} := \rho^{-k(r_{Y,\partial_t} + \alpha_Y, \partial_t)} (1 + u)^{-k/2} P^k r_Z s_X (C) \tilde{K}^\alpha f,
\end{equation}
where \(\alpha_Y, \partial_t\) and \(r_{Y,\partial_t}\) count the number of fields \(Y\) and \(\partial_t\) in the multi-index \(\alpha\) and acting on the \(C\) coefficient, and where the indices verify the condition
\begin{equation}
r_Z + s_X + |\alpha| \leq N, \quad r_Z + s_X \leq N - 1, \quad k \in \{0, 1\}
\end{equation}
and the index \(P\) in \(F^h_{\alpha, s_X; r_Z, k, P}\) labels the different combinations for \(P^k r_Z s_X (C)\).
Remark 17.1. The prefactor in the definition of $F^h$ in terms of $\rho^{-\kappa}$ and $(1 + u)^{-1/2}$ factors is chosen to compensate the growth coming from commutators of $Y$ or $\partial_i$ fields or the $C$ coefficients and to assure an evolution equation for $F^h$ similarly to the cases treated in [FJS15; FJS17].

The main result of this section is the following $L^2$-estimate for $F^h$.

**Proposition 17.2.** There exists a constant $M'_N$, depending solely on the number of derivatives $N$, such that

\[
(17.4) \quad \int_{H_{\rho}} \frac{t}{\rho} \left( \int_{v} |F^h|^2 d\mu_{H_{\rho}} \right)^2 d\mu_{H_{\rho}} \leq c^2 \rho^{-1} M'_N \rho^{-3}.
\]

Remark 17.3. Note that for an element $F^h_{\alpha,s_{x,r},\kappa,P}$ such that $|\alpha| \leq N - 3$, we can use the Klaiberman-Sobolev estimates together with the Cauchy-Schwarz inequality in $v$ to obtain a decay estimate similar to the one of the proposition. Thus, the aim of the proposition is to estimate the elements of $F^h$ for which $|\alpha| > N - 3$.

The proof of Proposition 17.2 is divided into a derivation of a system of evolution equations for $F^h$ and a subsequent proof of $L^2$-estimates based on that system.

17.1. **System of evolution equations.** We define the vector $F^l$ containing the lower order derivatives of $f$ as being the vector whose elements are given by

\[
(17.5) \quad \hat{K}^{\alpha} f, \quad |\alpha| \leq N - 3.
\]

Then $F^h$ fulfills an equation of the following form.

**Lemma 17.4.** There exist matrices $A$, $B$ and $I$ such that

\[
(17.6) \quad T_{\alpha} F^h + AF^h + IF^h = BF^l,
\]

where the matrices satisfy

\[
(17.7) \quad |A| \leq \sqrt{\rho} |\rho|^{-1}
\]

and such that for any sufficiently regular distribution function $k$,

\[
(17.8) \quad \int_{H_{\rho}} \int_{v} |A_{ij,k}| dv d\mu_{H_{\rho}} \leq \sqrt{\rho} \rho^{-1} \int_{H_{\rho}} \chi_{\eta}(|k|) d\mu_{H_{\rho}}.
\]

\[
(17.9) \quad |B| \leq \max(\sqrt{\rho}, t/\rho) \Psi,
\]

for some $\Psi$ satisfying

\[
(17.10) \quad \|\Psi\|_{L^2(H_{\rho})} \leq \epsilon \rho^D D_\delta,
\]

for some constant $D$.

\[
(17.11) \quad - \frac{\kappa w^0}{\rho}, \quad \frac{1}{2} (1 + u)^{-1} (w^0 - w_i \frac{x^i}{\rho}) \quad \text{or} \quad \kappa (r_{Y,\partial_i} + \alpha_{Y,\partial_i}) \frac{w^0}{\rho},
\]

where the constants $r_{Y,\partial_i}$, $\alpha_{Y,\partial_i}$ are the corresponding exponents in $F^h$.

**Remark 17.5.** An immediate consequence of the proof of this lemma is the fact that $F^l$ satisfies a similar equation as $F^h$; the only difference is the fact that all the derivatives of $h$ can now be estimated pointwise. In other terms, the equation satisfied by $F^l$ has no source term. Furthermore, there is no matrix $I$ appearing in the equation since the
components of $F^i$ are not rescaled. In particular, there exists a matrix $\tilde{A}$, satisfying the same properties as $A$ above, such that

$$T_g F^i + \tilde{A} F^i = 0. \quad (17.12)$$

**Proof.** The proof relies on revisiting the corresponding formulae of Section 7 where the $L^1$-estimates were derived.

First, we compute the action of the operator $T_g$ onto the components of $F^h$

$$T_g \left( (1 + u)^{-k/2} \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \hat{k}^\alpha f \right) =$$

$$T_g \left( (1 + u)^{-k/2} \right) \left( \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \hat{k}^\alpha f \right) + (1 + u)^{-k/2} T_g \left( \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \hat{k}^\alpha f \right)$$

$$+ (1 + u)^{-k/2} \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} T_g \left( P^k, r^j, s^j (C) \hat{k}^\alpha f \right) + (1 + u)^{-k/2} \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \left[ T_g, \hat{k}^\alpha \right] f. \quad (17.16)$$

We discuss in the following the four terms on the right-hand side above and evaluate their contribution to the different terms, $A F^h$, $IF^h$ and $BF^i$, respectively. Recall that, from Lemma 4.15, the following identity holds,

$$T_g (1 + u) = w^0 - w_i \frac{x^i}{|x|} + E_u,$$

where $E_u$ satisfies

$$|E_u| \lesssim |w_0| \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u}{\epsilon^{1/2}} + \frac{|w_0|^2}{|w_0|} \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u}{t} + \epsilon^{1/2} w^0 \frac{1}{t}$$

and

$$w^0 - w_i \frac{x^i}{|x|} \geq 0.$$ 

The latter term generates a first term originating from (17.13), which is

$$- \frac{k}{2} (1 + u)^{-1} \left( w^0 - w_i \frac{x^i}{r} \right) (1 + u)^{-k/2} \left( \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \hat{k}^\alpha f \right),$$

and which contributes to the $IF^h$ term. The other term can be estimated by

$$- \frac{k}{2} (1 + u)^{-1} \left| E_u (1 + u)^{-k/2} \left( \rho^{-\kappa(\gamma,\alpha_i + \alpha, \beta_j) - k \kappa} P^k, r^j, s^j (C) \hat{k}^\alpha f \right) \right|.$$ 

In the latter term, the first factor contributes to the matrix $A$, since

$$|(1 + u)^{-1} E_u| \lesssim |w_0| \rho^{\delta/2} \epsilon^{1/2} \frac{1}{\epsilon^{3/2}} + \frac{|w_0|^2}{|w_0|} \rho^{\delta/2} \epsilon^{1/2} \frac{1 + u}{t} + \epsilon^{1/2} w^0 \frac{1}{(1 + u)t} \lesssim w^0 \rho^{-1}.$$ 

This finishes the discussion of the first term. The second term, (17.14), can be handled accordingly using

$$T_g (\rho) = - \frac{v_0 g^{\alpha \beta} x_0 - v_0 g^{\alpha \beta} x_0}{\rho} = w^0 - \frac{v_0 H^{\alpha \beta} x_\beta}{\rho}. \quad (17.17)$$
Using the previous decomposition to evaluate
\[ T_g(\rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - k\kappa}) = - (\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) + k\kappa) \rho^{-1} T_g(\rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - k\kappa}), \]
we obtain the first term from (17.14)
\[ - (\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) + k\kappa) \frac{w^\mu}{\rho} \left( (1 + u)^{-k/2} \rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - k\kappa} p^{k,r_x,x}(C) \hat{K}^\alpha f \right), \]
which directly contributes to the term \( I F^h \). The term arising from the second term in (17.17) can be bounded by
\[ (r_y,\partial_t + \alpha_{y,\partial_t}) + k\kappa \frac{1}{\rho} \frac{v_\alpha H^{\alpha \beta} x_\beta}{\rho} \left| (1 + u)^{-k/2} \rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - k\kappa} p^{k,r_x,x}(C) \hat{K}^\alpha f \right|, \]
where we estimate analogously to (4.13)
\[ \left| v_\alpha H^{\alpha \beta} x_\beta \right| \lesssim \sqrt{\frac{\rho}{\rho}}. \]
Hence the corresponding term contributes to the term \( A F^h \). We proceed with the evaluation of the third term (17.15). We expand the action of \( T_g \) in the corresponding case \( k = 1 \) by
\[ T_g \left( P^{1,r_x,x}(C) \right) = T_g(\hat{K}^\mu C) = [T_g, \hat{K}^\mu] C + \hat{K}^\mu (T_g C), \]
where \( \mu \) denotes the corresponding multi-index. This yields two different types of terms, which we discuss separately, beginning with the first type. This type is a sum of terms of the form
\[ [T_g, \hat{K}^\mu] C = \sum_{\nu_1,\nu_2} \hat{K}^{\nu_1} [T_g, \hat{K}] \hat{K}^{\nu_2} C, \]
for suitable pairs of multi-indices \( \nu_1, \nu_2 \). The number of different types of fields \( X, \partial_t \) and \( Y \) appearing on the RHS can change from the multi-index \( \mu \) only through the commutator \([T_g, \hat{K}]\). Here it is important to distinguish the three different cases \( \hat{K} = X, \partial_t \) or \( Y \) and keep track of the corresponding weights in \( \rho \). The total term to estimate, which arises from the previous type of terms, is a sum of terms of the form
\[ (1 + u)^{-1/2} \rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - \kappa} \left( \sum \hat{K}^{\nu_1} [T_g, \hat{K}] \hat{K}^{\nu_2} C \right) \hat{K}^\alpha f. \]
In the case \( \hat{K} = X \), we conclude from the analysis of the higher order commutators that the resulting term can be written as a sum of terms of the form
\[ (1 + u)^{-1/2} \rho^{-\kappa(r_y,\partial_t + \alpha_{y,\partial_t}) - k\kappa} \left( P(\rho)^{k,r_x,x} \rho \left( \frac{P(C)^{k,r_x,x} w^\partial h K^\partial (h) \hat{K}^\alpha C}{(1 + u)^k} \right) \hat{K}^\alpha f \right) \]
and terms with stronger decay for one of the factors, which we ignore. Note that, the commutation with \( X \) may generate one extra \( Y \) or \( \partial_t \) field which then, if in the following \( \hat{K}^\alpha C \) is estimated in energy, does not have the appropriate \( \rho^{-\kappa} \) factor to be consistent with the definition of \( F^h \). However, we recall that the coefficient resulting from the commutator has the null condition and the resulting additional decay in the coefficient can be used to multiply and divide by \( \rho^{-\kappa} \) as \( \kappa \) is still small w.r.t. \( 1/2 \), which is the extra \( \rho \)-decay from the null structure. In particular, in both cases, when \( f \) or \( h \) is estimated in energy, the coefficient contains enough decay to fulfill the conditions for \( A \) or \( B \), which follows as in the \( L^1 \)-case before (see the proof of Proposition 7.8, and following).

For the analysis of both other cases \( \hat{K} = \partial_t \) or \( Y \) the factor \( \rho^{-\kappa(r_y,\partial_t)} \) is important. This can be seen as follows. The corresponding terms to estimate then contain in particular
a term where the $Y$ or $\partial_t$ field generates an $X_i$ field, however, with a coefficient that does not have the null structure. These terms are of the form

\begin{equation}
(17.22) \quad (1 + u)^{-1/2} \rho^{-\kappa(r_{Y,\alpha_i} + \alpha_Y,\alpha_i - 1)} \rho^{-\kappa} \left( \frac{P(C)^{\bar{k}} \delta_z \delta_X}{(1 + u)^k} w \partial_{t,x} K^\beta (h) [\tilde{K}^{\gamma - 1} X] C \right) \tilde{K}^\alpha f.
\end{equation}

We emphasize here that due to the reduction of the number of non-$X_i$ fields acting on $C$ by one, we can separate a $\rho^{-\kappa}$ factor, which then, using the relation

\begin{equation}
(17.23) \quad \kappa = M_N \delta > D \delta,
\end{equation}

where $D$ denotes the constant bounding all constants from the small $\delta$ growth of the terms, can be used to absorb all those small $\rho^{\mathcal{D}}$-factors and yields the bounds as claimed.

The next term to discuss results from $\tilde{K}^\nu (T_\alpha C)$, which generates the source term of the evolution equation for $C$. However, then the $(1 + u)^{-1/2} \rho^{-k\alpha}$ factor is used to improve the decay of that source term, which then provides the required $\rho^{-1}$ decay without loss. This is shown analogously to the corresponding section on the estimates of the $C$ coefficients (see Proposition 8.4).

Finally, the last term, where the commutator $[T_\alpha, \tilde{K}^\alpha]$ acts on $f$ can be analyzed similarly. If from this commutator a term including $C$ arises with a high number of derivatives then this term will be interpreted as contributing to the term $\mathbf{A} F^h$. In particular the weights that come with a $C$ term in the definition of need to be generated. This can be seen to work following the analysis as for instance in Proposition 7.13. □

17.2. Generic $L^2$-estimates. This section is devoted to the proof of $L^2$-estimates for $F^h$. The equation satisfied by $F^h$ is a linear inhomogeneous transport equation. The first step is to perform a decomposition between the homogeneous part and the inhomogeneous part. For the inhomogeneous part, we follow the strategy of [FJS15]. To treat the homogeneous part in [FJS15], we simply performed three more commutations and use the Klainerman-Sobolev inequality. However this is no longer possible in the current case since differentiating three more times the correction terms $Y^\alpha C$ (for $|\alpha| > N - 4$) is not possible and these terms naturally appears even in the homogeneous part. Hence, we also perform a decomposition of the initial data for the homogeneous part between regular and less regular terms.

We now prove

**Lemma 17.6.** Let $F^h : \mathcal{P} \to \mathbb{R}^N$ be a solution to the Cauchy problem

$$
T_g F^h + (\mathbf{A} + \mathbf{I}) F^h = \mathbf{B} F^l,
$$

with $E_{N+3,\beta} [f] (\rho = 2) \lesssim \epsilon$.

and where the matrices $\mathbf{A}$, $\mathbf{B}$ and $\mathbf{I}$ satisfy the same properties as in Lemma 17.4. Then, there exists a constant $M_N$ such that

$$
\int_{H_\rho} \frac{1}{\rho} \left( \int_{\mathcal{V}} |F^h| u_0 dv \right)^2 d\mu_{H_\rho} \lesssim \epsilon^2 M_N \rho^{-3/2}.
$$

**Proof.** We have already proven that the vector $F^h$ satisfies the inhomogeneous equation

$$
T_g F^h + (\mathbf{A} + \mathbf{I}) F^h = \mathbf{B} F^l.
$$

We start by performing the decomposition

$$
F^h = F_0 + F_i,
$$

with
• $F_0$ being the homogeneous part of $F^h$ satisfying
  $$T_g F_0 + (A + I) F_0 = 0, \text{ with } F_0 |_{H_2} = F^h |_{H_2}.$$

• $F_i$ being the inhomogeneous part of $F^h$ satisfying
  $$T_g F_i + (A + I) F_i = BF^i, \text{ with } F_i |_{H_2} = 0.$$

To deal with the homogeneous equation, we distinguish between the initial data that allow for three more commutations and those who does not. Recall here the definition of the vector $F^h$ whose coefficients are

$$\rho^{-\kappa(\gamma, \alpha) + \alpha \gamma, \alpha)}(1 + u)^{-k/2} p^{k, r_z, s_x} (C) \tilde{K}^\alpha f.$$

When $r_Z + s_X > N - 4$, it is not possible to differentiate these terms three more times. Consider now the case when $r_Z + s_Z \leq N - 4$. Then, by definition, all the coefficients in front of $\tilde{K}^\alpha f$ can be estimated pointwise, and can be differentiated three more times. Since $r_Z + s_Z \leq N - 4$, then $|\alpha|$ can (possibly) take values up to $N$. Hence, the term $\tilde{K}^\alpha f$ may also contain high derivatives of the $C$ coefficients, since $\tilde{K} = \tilde{Z} + C X$. In the following lemma, we expand the expression of $\tilde{K}^\alpha f$ to identify within these terms the derivatives of $C$ which cannot be estimated pointwise. Recall that the value of the derivatives of $C$ on $H_2$ can be computed explicitly in terms of the data for $h$, see Remark 7.12.

**Lemma 17.7.** The term $\tilde{K}^\alpha f$ can be written as

$$p^{k', r'_z, s'_x} (C) \tilde{Z}^\alpha f,$$

where

(17.24) where $r'_Z + s'_X + |\alpha'| \leq |\alpha|$, $r'_Z + s'_X \leq |\alpha| - 1$, $k' \leq |\alpha|$.

**Proof.** The proof of this fact is a straightforward application of the Leibniz rule. \hfill \square

Hence, altogether, the restriction of $F^h$ to the initial hyperboloid $H_2$ is of the form

(17.25) $\rho^{-\kappa(\gamma, \alpha) + \alpha \gamma, \alpha)}(1 + u)^{-k/2} p^{k, k', r_z + r'_z, s_x + s'_x} (C) \tilde{Z}^\alpha f,$

where the conditions (17.3) and (17.24) are satisfied.

We notice that, since we control initially 3 more derivatives in energy for $f$, and since $A$ contains at most $N - 3$ derivatives of the metric, it would be possible to commute again 3 more times the equation satisfied by $F_0$, provided the data can support it. However, in view of the above decomposition of the data, we see that it a priori contains derivatives of some $C$ coefficient up to order $N - 1$, corresponding to derivatives of $h$ up to order $N$. Thus, instead of commuting naively three more times (as we did for instance in [FJS15, p. 56]), we proceed as follows.

Let us define first the square matrix $M$, of dimension that of $F_0$, and such that

$$T_g (M) - M (A + I) = 0, \quad M |_{H_2} = Id.$$ 

Note that $M F_0$ now solves

$$T_g (M F_0) = M (A + I) F_0 + M T_g (F_0) = M (A + I) F_0 - M (A + I) F_0 = 0.$$ 

Thus, if $G$ is the solution to

$$T_g (G) = 0,$$

with data $F_0 |_{H_2}$, then, by uniqueness,

$$F_0 = M^{-1} G.$$

This of course simply corresponds to the resolvent in classical ode theory.
In view of the estimate (17.7) on $A$, the properties (17.11) of $I$ and the fact that $M^{-1}$ is given by the solution to

$$T_y(M^{-1}) + (A + I)M^{-1} = 0, \quad M^{-1}_{|H_2} = Id,$$

we have the pointwise estimate

$$|M, M^{-1}| \lesssim (1 + \epsilon^{1/2} \rho^{D\delta}).$$

Consider thus an initial data term of the form

$$g_0|H_2 := \rho^{-\kappa(r_y, a_t + a_Y, a_t)} \rho^{-k\kappa(1 + u)^{-k/2} P^{k+k', x+z + r'_z + s_x + s'_x}(C)} \hat{Z} f,$$

where the conditions (17.3) and (17.24) are satisfied. We now define $G$, $G_1$ and $G_2$ as follows.

- Let $G$ be the solution to $T_y(G)$ with data $G|H_2 = g_0|H_2$.
- Let $G_1$ be the solution to

$$T_y(G_1) = 0,$$

with data $G_1|H_2 = \hat{Z} f|H_2$. Note that we can differentiate $G_1$ three more times, and hence prove decay estimates via Klainerman-Sobolev inequality for $G_1$.
- Let $G_2$ be the solution to

$$T_y(G_2) = 0,$$

with data $\rho^{-\kappa(r_y, a_t + a_Y, a_t)} \rho^{-k\kappa(1 + u)^{-k/2} P^{k+k', x+z + r'_z + s_x + s'_x}(C)}$. Recall that the value of the derivatives of $C$ on $H_2$ can be computed explicitly in terms of the data for $h$, see Remark 7.12.

Then, by uniqueness of the Cauchy problem, we have

$$G = G_1 G_2.$$

Using the usual manipulation, based on the Cauchy-Schwarz inequality, we have

$$\int_{H_2} \left( \int_v |G_1 G_2| w^0 dv \right)^2 d\mu_{H_2} \leq \int_{H_2} \left( \int_v |G_1 G_2|^2 |w^0 dv \int_v |G_1| w^0 dv \right) d\mu_{H_2}.$$

Since the first term is bounded (up to a $\rho^{D\delta}$ loss) in $L^1$, and the second decays strongly by the Klainerman-Sobolev estimates, we obtain, for $F_0$ the following lemma.

**Lemma 17.8.** There exists a constant $M_N'$ such that

$$\int_{H_2} \frac{t}{\rho} \left( \int_v |F_0| w^0 dv \right)^2 d\mu_{H_2} \lesssim \epsilon^2 \rho^{M_N' \delta} \rho^{-3}.$$

Moreover, we can repeat the above analysis and add $w^0$ weights, so that, we also have

**Lemma 17.9.** There exists a constant $M_N'$ such that

$$\int_{H_2} \frac{t}{\rho} \left( \int_v (w^0)^2 |F_0| w^0 dv \right)^2 d\mu_{H_2} \lesssim \epsilon^2 \rho^{M_N' \delta} \rho^{-3}.$$

Consider now the inhomogeneous equation

$$T_y F_1 + (A + I) F_1 = BF_i', \quad \text{with } F_1|H_2 = 0.$$

**Remark 17.10.** We need in what follows to exploit the positivity of the matrix $I$. This positivity can nonetheless be exploited only when $F_1$ is positive. To this end, we consider in what follows the vector made out of the modulus of the components of $F_i$, which satisfies an equation similar to that of $F_1$. To avoid introducing new notations, we still write $F_i$ below instead of “the vector whose components are given by the absolute values of the components of $F_i$.”
To deal with $F_1$, we follow the strategy already used in our previous work to prove $L^2$-estimates. The following lemma is a variation of [FJS17, Section 4.5.7].

**Lemma 17.11.** Let $F_1 : \mathcal{P} \to \mathbb{R}^L_+$ be a solution to the Cauchy problem

$$T_g F_1 + (\mathbf{A} + \mathbf{I}) F_1 = \mathbf{B} F_1$$

and where the matrices $\mathbf{A}$, $\mathbf{B}$ and $\mathbf{I}$ satisfy the same properties as in Lemma 17.4. Then, there exists a constant $M_{N,1}^1$, depending only on $N$, such that

$$\int_{H_\rho} \frac{t}{\rho} \left(\int_V |F_1|^w dv\right)^2 d\mu_{H_\rho} \lesssim e^2 \rho^{M_{N,1}^1} \rho^{-3}.$$  

**Proof.** In the absence of the matrix $\mathbf{I}$, this proposition has been proved in [FJS17, Section 4.5.7] and exploited to prove $L^2$-estimates in that situation. The only difference with respect to [FJS17, Section 4.5.7] is the matrix $\mathbf{I}$. Since all the elements of $F_1$ are non-negative, and since $\mathbf{I}$ is bounded, positive and diagonal, it follows easily that all the estimates derived in [FJS17, Section 4.5.7] remain valid in this situation. \qed

The $L^2$-estimate of Lemma 17.6 then follows immediately from Lemmas 17.9 and 17.11. \qed

As a consequence, we have

**Proposition 17.12.** Let $S_{\mu\nu}[f]$ denote the components of the tensor field $S[f]$. For any $|\alpha| \leq N - 1$, there exists a constant $D_N$ such that

$$\int_{H_\rho} \frac{t}{\rho} \left(\int_V |K^\alpha S_{\mu\nu}[f]| dv\right)^2 d\mu_{H_\rho} \lesssim e^2 \rho^{D_N} \rho^{-3}.$$  

**Proof.** We use the commutator formula of Lemma 9.5. Recall as well that the term $Q^\gamma(L)$ can always be evaluated by the corresponding metric components, see Lemma 9.1. We must therefore estimate each term of the form $T_{\alpha\beta}[F]$, where $F$ is given by

$$\frac{1}{(1 + u)^q} P_1(C)^{l_1 + l'_1, r_z, 1, s_{X,1}} P_2(X(C))^{l_2, r_z, s_{X,2}} \tilde{K}^\beta(f) Q^\gamma(L)$$

where $r_z + s_{X,2} \leq |\alpha| - 1$, $r_z + s_{X,1} + r_z + s_{X,2} + l_2 + |\gamma| + |\beta| \leq |\alpha|$ and $2q \geq l_1$, $q \leq |\alpha|$, $\gamma_X \geq l'_1$, $l_2 \leq |\alpha|$.

We consider first the case when we have access to pointwise estimates on each of the above $C$ coefficients as well as on $Q^\gamma(L)$.

For this, we recall that

- any $K^\beta X(C)$ coming from $P_2$ only gives $\rho^D$ growth;
- any $K^\beta(C)$ coming from $P_1$ only gives $\rho u^{1/2}$ growth, which is compensated either by the factor of $\frac{1}{(1 + u)^q}$ or by the extra $u$ decay coming from $Q^\gamma(L)$ depending on the value of $\gamma_X$.

It follows that we can estimate pointwise each of the $F$ term by $\rho^D |\tilde{K}^\beta(f)|$ and the result then follows from the application of the above $L^2$-estimates (with $k = 0$).

The second case we need to consider the cases when either $K^\beta C$ (for $|\beta| > N - 4$) or $\tilde{K}^\beta f$ (for $|\beta| > N - 3$) cannot be estimated pointwise. In that situation $|\gamma| < 4$, and $Q^\gamma(L)$ can be estimated pointwise. Applying the $L^2$-estimates of Proposition 17.2, we obtain the result.

If there is one $K^\beta(C)$ coefficient coming from $P_1$ which cannot be estimated pointwise (for $|\beta| > N - 3$), then $Q^\gamma(L)$ (with $|\gamma| < 4$) can be estimated pointwise, and we proceed
as before, noticing that Proposition 17.2 allows for up to one $C$ to be absorbed in the $L^2$-estimates.

Similarly, if there is one $K^\beta(X(C))$ coefficient from $P_2$ which cannot be estimated pointwise, we proceed as previously, relying on Proposition 17.2.

Finally, if $Q^\gamma(L)$ cannot be estimate pointwise (that is to say when $|\gamma| > N - 2$, by Lemma 9.1), then we have that

$$r_{Z,1} + s_{X,1} + r_{Z,2} + s_{X,2} + l_2 + |\gamma| + |\beta| \leq 2.$$

Hence, all other terms can be estimated pointwise, and by the means of the Klainerman-Sobolev estimates for $f$ (see Section 16), one obtains that there exists a constant $K$ such that

$$\left| \frac{1}{(1 + u)q} P_1(C)^{h_1 + l_1, s_{Z,1}, s_{X,1}} P_2(X(C))^{l_2, r_{Z,2}, s_{X,2}} \tilde{K}^\beta(f) Q^\gamma(L) \right| \lesssim \epsilon \cdot \rho^{K^\delta} \cdot (1 + u)^{h_1 + l_1 - q - \gamma X} [(1 + u)^{\gamma X} Q^\gamma(L)],$$

from which the $L^2$-estimates follow. □
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