Dissipation in extreme-mass ratio binaries with a spinning secondary
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We present the gravitational-wave flux balance law in an extreme mass-ratio binary with a spinning secondary. This law relates the flux of energy (angular momentum) radiated to null infinity and through the event horizon to the local change in the secondary’s orbital energy (angular momentum) for generic (non-resonant) bound orbits in Kerr spacetime. As an explicit example we compute these quantities for a spin-aligned body moving on a circular orbit around a Schwarzschild black hole. We perform this calculation both analytically, via a high-order post-Newtonian expansion, and numerically in two different gauges. Using these results we demonstrate explicitly that our new balance law holds.

I. INTRODUCTION

Gravitational wave physics is now firmly established as an observational science. Ground-based detectors regularly observe the binary mergers of stellar-mass black holes and neutron stars [1]. Looking to the future, the construction of the space-based millihertz detector, LISA [2], will open a new window on binaries with a total mass in the range $10^4–10^7 M_\odot$. One particularly interesting class of such systems are extreme mass-ratio inspirals (EMRIs) [3]. In these binaries, a compact object, such as a stellar mass black hole or neutron star, spirals into a massive black hole driven by the emission of gravitational waves. These systems have a (small) mass-ratio in the range of $10^{-4} – 10^{-7}$. In general EMRIs are not expected to completely circularize by the time of merger, resulting in a rich orbital and waveform structure that carries with it detailed information about the spacetime of the EMRI [4]. Additional complexity is added by the expectation that both the primary (larger) and secondary (smaller) compact object will be spinning, with no preferred alignment between the secondary’s spin and the orbital angular momentum. Modelling the effects of the spin of the secondary is the focus of the present work.

Extracting EMRI signals from the LISA data stream will require precise theoretical waveform models of these binaries. This is because the instantaneous signal-to-noise ratio of a typical EMRI will be very small, and so the waveforms can only be separated from the instrumental noise and the potentially many other competing sources by semi-coherent matched filtering techniques [3].

The small mass ratio in EMRIs naturally suggests black hole perturbation theory as a modelling approach. With this method, the spacetime of the binary is expanded around the analytically-known spacetime of the primary. The leading order contribution to the waveform phase comes from the orbit-averaged fluxes of gravitational radiation. These were calculated for a non-spinning secondary moving along a circular orbit about Kerr black hole in the 1970’s [5]. These calculations were extended to eccentric [6] and fully generic (inclined) motion [7–9] in the 2000’s. The waveforms that can be constructed from these results will likely be sufficient for detection of the very loudest EMRIs. In order to detect the many weaker signals, to perform accurate parameter estimation, and to enable precision tests of general relativity, it is necessary to go beyond the leading-order model and include (so-called) post-adiabatic contributions [10].

The contributions at post-adiabatic order are substantially more challenging to calculate than the leading-order fluxes. This is because, often, the local metric perturbation near the secondary must be constructed and appropriately regularized whereas the leading-order fluxes can be computed from the asymptotic metric perturbation. Black hole perturbation calculations that involve the local metric perturbation are called self-force calculations – see [11–13].
for reviews of foundations and calculation methods. With this in mind, the contributions to an EMRI waveform at post-adiabatic order come from the conservative and oscillatory dissipative first-order (in the mass-ratio) self-force, the orbit-averaged dissipative second-order self-force, and an orbit-averaged contribution from the spin of the small body. The first two of these have received a great deal of attention—see Refs. [14–20] and [21–30], respectively. The influence of the secondary’s spin on the inspiral has been less well studied and is the topic of the present work.

Our goal here is to understand how the inspiral (and by extension the waveform from the EMRI) is influenced by the spin of the secondary. For a non-spinning secondary, well-known balance laws [7, 31–36] can be used to relate the leading-order fluxes to the first-order self-force contribution to the evolution of the inspiral. In this work we derive, for the first time, the appropriate balance law including the contribution from the spin of the secondary in the extreme mass-ratio inspiral context.

We obtain the flux balance law: For a small companion with spin, the flux of energy $F = F^T + F^H$ out to future null infinity, $\mathcal{I}^+$, and down the horizon, $\mathcal{H}^+$, (which can be evaluated entirely from metric perturbation $h_{\mu\nu}$ at $\mathcal{I}^+$ and $\mathcal{H}^+$) is equivalent to the rate of change of the quasi-conserved energy $E$ associated with the spin and orbital motion of the small companion to linear order in the mass ratio and spin of the small companion. For the case of quasicircular orbits, we obtain the succinct result

$$
\frac{dE}{dt} = \frac{1}{2} u^\alpha u^\beta \mathcal{L}_\xi h_{\alpha\beta}^{R} - \frac{1}{2\mu} S_{\alpha\beta}^{\gamma\delta} \nabla_\gamma L_{\xi} h_{\delta\beta}^{R} = u^\alpha F, \tag{1.1}
$$

where $\xi$ is the timelike Killing vector of the background metric, $\mu$ and $S_{\alpha\beta}$ are the mass and the spin tensor of the small companion. $h_{\mu\nu}^{R}$ is the Detweiler-Whiting regular part of the metric perturbation, and $u^\alpha$ is the worldline four-velocity. Further, we derive that an orbit-averaged version of (1.1) holds for generic orbits and arbitrary Killing vector in Kerr spacetime. In particular, our result is directly applicable to the quasiconserved angular momentum $L_z$ associated with the angular Killing vector of black hole backgrounds. The intermediate geometric result of (1.1) can be obtained either from direct expansion of traditional self-force formulas (as we show in Section III), or from a specialization and multipole expansion of results from Ref. [37].

The power of obtaining such flux balance laws are twofold. First, providing a direct relation between the local metric perturbation and the asymptotic losses of energy and angular momentum gives a gauge-invariant tool for checking the dissipative part of local self-force calculations. In the non-spinning case these have long been used for benchmarking [15, 20]. Second, flux balance laws enable a dramatic simplification of the computational cost in computing the effects of the orbit averaged dissipative self-force; fluxes are much easier to compute than local self-forces as they only require knowledge of the asymptotic and not the local metric perturbation. In the non-spinning case the net result of this statement is that to adiabatic order, the fluxes are entirely sufficient to drive an inspiral. For the case of a spinning secondary which we consider here, the situation is more complicated. The fluxes will be sufficient in determining the evolution of constants of motion associated with Killing vectors $\xi_\alpha$. However, these constants of motion $\Xi$ will determine the four-velocity $u^\alpha$ using the following relation:

$$
\Xi = u^\alpha \xi_\alpha + \frac{1}{2\mu} S_{\alpha\beta}^{\gamma\delta} \nabla_\gamma \xi_\beta. \tag{1.2}
$$

Thus, to determine the evolution of the 4-velocity one will need also to evolve the spin tensor $S_{\alpha\beta}$. The governing equation for this evolution will be given in Sec. II and requires knowledge of the local metric perturbation.

We explicitly verify our balance law in the case of a spinning body whose spin vector is aligned with the orbital angular momentum, and which is moving along a circular orbit of a Schwarzschild black hole. We perform this calculation in two gauges: the radiation gauge (via the Teukolsky formalism) and Lorenz gauge. In the former approach, we made our computations both numerically and analytically (as a high-order post-Newtonian expansion) and in the latter approach the computations were carried out numerically. We find excellent agreement between the two gauges for the (gauge-invariant) fluxes and local dissipative force. We also confirm that our flux balance law (1.1) holds to the numerical precision of our calculation, and exactly (to the relevant PN order) in the analytic case.

It is important to note that our work is not the first calculation of the radiated flux, $F$, for a spinning body. These have been carried out before [38–42] (though we perform our calculations to a much higher precision). Our work
presents, for the first time, the derivation of a new balance law for spinning bodies; the first calculation of the local dissipative force; an explicit numerical check that this balance law holds; and a comparison with a post-Newtonian expansion at 5.5pN order.

The layout of this paper is as follows. In Sec. II we provide the self-forced equations of motion for a spinning body. In Sec. III we derive the balance law including the contribution from the spin of the secondary. This calculation is valid for arbitrary non-resonant orbital configurations to linear order in the spin of the secondary. In Sec. IV we specialize to the case of a spin-aligned body on a circular orbit about a Schwarzschild black hole. In Sec. V we describe the calculation of the fluxes and local force within the Teukolsky framework (with further details given in the Appendices). In Sec. VI we do the same, but in the Lorenz gauge. The results of these two sections are compared in Sec. VII and we conclude with Sec. VIII. Throughout this work we used geometrized units such that the speed of light and the gravitational constant are set to unity ($G=c=1$). We define $M$ to be mass of the primary. We use both prefix ($\nabla_{\alpha}$) and postfix $_{\alpha}$ notations for covariant derivatives, choosing the notation that is most clear in a given expression. We denote symmetrization of indices using round brackets [e.g. $T_{(\alpha\beta)} = \frac{1}{2}(T_{\alpha\beta} + T_{\beta\alpha})$] for symmetrization and square brackets [e.g. $T_{[\alpha\beta]} = \frac{1}{2}(T_{\alpha\beta} - T_{\beta\alpha})$] for antisymmetrization, and exclude indices from symmetrization by surrounding them by vertical bars [e.g. $T_{(\alpha[\beta\gamma]} = \frac{1}{2}(T_{\alpha\beta\gamma} + T_{\gamma\beta\alpha})$].

II. SELF-FORCED EQUATIONS OF MOTION FOR A SPINNING COMPANION

We consider an object of mass $\mu$ in a binary system with a black hole of much greater mass $M \gg \mu$. Both companions are permitted to possess spin, which we denote in scaling arguments as $S_1$ for the spin of the primary and $S_2$ for the spin of the secondary. The perturbative expansion of the equations of motion and field equations are performed using the mass ratio $\epsilon \equiv \mu/M$ and the dimensionless spin parameter $\sigma \equiv S_2/\mu M$ (henceforth we refer to $\sigma$ as the “spin” of the secondary). We consider self-force effects to linear order in $\sigma$ and $\epsilon$. Concretely, a system for which this expansion is relevant is one for which $\epsilon \ll \sigma \ll 1$, and for which higher multipole moments contribute at $O(\sigma\epsilon^2)$.

In fact, the analysis and balance law which we present are perfectly valid for determining the contributions linear in spin in the more generic case where $\epsilon \ll 1$ and $\sigma \ll 1$ hold separately. For the generic case, the analysis presented here does not give a complete approximation for the equations of motion, as other effects will enter at orders comparable to the linear-in-spin contributions presented below. However, the linear-in-spin effects are fully captured by our analysis, so a complete perturbation can be obtained by simply adding the $O(\sigma\epsilon)$ part described here to spin-independent contributions at the same perturbative order.

The most relevant case for self-force computations is $\epsilon \sim \sigma$, which describes a compact secondary, such as a black hole or neutron star. For this case, the leading spin effects will enter at $O(\epsilon^2)$, which is the same order as the second-order self-force. Therefore, for spinning bodies, the leading spin contribution discussed here should be regarded as similarly important for full phase accuracy as the second order self-force pursued by other investigations [29, 30].

We consider a perturbation of the form

$$g_{\alpha\beta} = g_{\alpha\beta} + h_{\alpha\beta} + O(\epsilon^2),$$

where our goal is to capture in $h_{\alpha\beta}$ the contributions from the small companion through $O(\sigma)$. We neglect effects which are second-order in the mass ratio, quadratic and higher in the spin of the small companion, or of quadrupole or higher multipole order. For brevity, we use the notation $O(\epsilon^2)$ to indicate that we are neglecting all of these higher-order contributions.

The fully general form for the self-force on an extended body may be derived from a Green’s function treatment of the metric perturbation sourced by that body. A careful presentation of the generic spacetime integrals required to derive the self-force equations of motion to arbitrary order in the mass ratio and to arbitrary multipolar order were derived and extended by Refs. [37, 43–46]. We refer to the set of equations obtained by the derivation in those publications as the Dixon-Harte equations of motion. In this work, we make use of the Dixon-Harte equations of motion specialized to first order in the mass ratio $\epsilon$ and dimensionless spin $\sigma$. Below, we describe these specializations.
first to leading (zeroth) order in self-field effects, obtaining the Matthisson-Papapetrou-Dixon equations for a freely falling point particle with spin in an arbitrary background spacetime; next, we show the specialization for the less well-known equations of motion to linear order in the spin and self-field effects.

### A. Perturbative expansion of the self-forced motion

The Dixon-Harte formalism derives the equation of motion for an extended body (in our case, the small companion) under the effects both of the background metric associated with the large companion $g_{\alpha\beta}$, and of the metric perturbations sourced by the secondary’s own motion. The generic result is the evolution equations of the overall momentum and spin of the small object in terms of linear combinations of four-integrals over the stress-energy distribution of the body. Due to the length of the expressions and their notational complexity, we do not reproduce the generic expressions here, and instead refer the interested reader to their full presentation [37, 45]. Wherever possible, we follow the notation of Ref. [37], and note below all exceptions where we specialize or deviate from that notation.

For the present discussion, we make use of the linear momentum vector $p^\mu$ and the spin tensor $S^{\alpha\beta}$, defined along the center-of-mass worldline of the small companion. We define these quantities on a choice of hypersurface foliation $\Sigma$, and with respect to a worldline $z^\mu(\tau)$ for proper time $\tau$ along that worldline. Note that the generic treatment by Ref. [37] uses the distinct time variable $s$, which reduces to $\tau + O(\epsilon^2)$ under the specializations used in this paper.

We use Synge’s worldfunction $\sigma(z^\mu, x^\nu)$ [47] and its derivatives for a covariant notion of distance and displacement vectors. (Notationally, Synge’s worldfunction is here distinguished from the spin parameter $\sigma$ by its bitensor arguments.) Synge’s worldfunction is a bitensor which takes the value of half the square of the affine parameter $\lambda^2/2$ of the geodesic which joins the points $z^\mu$ and $x^\nu$. The first covariant derivative of Synge’s worldfunction $\sigma_{\mu\nu}(z^\mu, x^\nu) \equiv \sigma_{\mu\nu}(z^\mu, x^\nu)$ is a covariant analog of the displacement vector between the two points, in the tangent space of $x^\nu$. Further details regarding bitensors and Synge’s worldfunction may be found in Ref. [11]. In particular, the relationship between the tangent vector, unique shortest geodesic between the two spacetime points, and Synge’s worldfunction is nicely illustrated in Fig. 5 of Ref. [11]. The full Dixon-Harte formalism proceeds using an intricate bitensor treatment necessary for a nonperturbative description of linear and angular momentum evolution. For the perturbative expansion in powers of the mass ratio $\epsilon$, the linear momentum and spin of the small companion to the order required by this paper are

$$p^\mu = \int d\Sigma_\nu T^{\nu\mu'}(x') \ g^{\mu\nu'}(z^\alpha, x'^\alpha), \quad (2.2a)$$

$$S^{\mu\nu} = \int d\Sigma_\nu T^{\nu\mu'}(x') \ g^{\mu\nu'}(z^\alpha, x'^\alpha) \sigma^\epsilon(\beta, x'^\beta), \quad (2.2b)$$

in which the primed indices are used for the tangent space away from the worldline, and $g^{\mu\nu'}$ denotes the parallel propagator. The rest mass of the small companion is related to the linear momentum vector by $\mu = \sqrt{-p_\mu p^\mu}$.

In the Dixon-Harte construction, the center-of-mass worldline is freely specifiable in the definition of the multipole moments; different choices of $z^\mu$ give rise to different values of $p^\mu$ and $S^{\alpha\beta}$ while preserving the form of the resulting equations of motion. To fix the remaining freedom in $z^\mu$, one makes a choice of the center-of-mass condition, often choosing components of the spin tensor $S^{\alpha\beta}$ to be considered as the ‘mass dipole’ and setting those components to zero. This type of constraint on the spin tensor is referred to as a ‘spin supplementary condition’. For this paper, we work with moments defined using the Tulczyjew spin supplementary condition [48]

$$S^{\alpha\beta} p_\beta = 0. \quad (2.3)$$

Applying the expansion in powers of small separation from the worldline $\sigma(z^\mu, x^\nu) \ll M^2$ and in powers of the dimensionless parameters $\epsilon$ and $\sigma\epsilon$ that parameterize the strength of the metric perturbation sourced by the small companion, the leading order motion derived by specializing the Dixon-Harte formalism reduces to the well-known
Mathisson-Papapetrou-Dixon (MPD) equations of motion for a spinning test particle \cite{43, 49, 50, 11}

\[
\frac{Dp^\alpha}{d\tau} = -\frac{1}{2} R^\alpha_{\beta\gamma\delta} u^\beta S^{\gamma\delta} + O(\epsilon), \quad (2.4a)
\]

\[
\frac{DS^{\gamma\delta}}{d\tau} = 2p^{[\gamma} u^{\delta]} + O(\epsilon). \quad (2.4b)
\]

The Dixon-Harte formalism also offers a prescription for determining the expansion of \( p^\mu \) in terms of the worldline four-velocity \( u^\mu \equiv \frac{Dx^\mu}{d\tau} \) and the higher multipole moments of the small companion. Performing the specialization to the present perturbative treatment, we find that this relationship is simply

\[
p^\alpha = \mu u^\alpha + O(\epsilon^2), \quad (2.5)
\]

and therefore, the leading equations of motion may also be written as

\[
a^\alpha \equiv \frac{Du^\alpha}{d\tau} = -\frac{1}{2\mu} R^\alpha_{\beta\gamma\delta} u^\beta S^{\gamma\delta} + O(\epsilon), \quad (2.6a)
\]

\[
\frac{DS^{\gamma\delta}}{d\tau} = O(\epsilon). \quad (2.6b)
\]

For use in subsequent sections, it is also useful to invert the Dixon-Harte moments (2.2) expanded in the mass ratio \( \epsilon \) for the monopole and dipole moments to obtain a series expansion for the stress energy tensor

\[
T_{\alpha\beta} = \mu T^{(\mu)}_{\alpha\beta} + \mu \sigma T_{\alpha\beta}^{(\sigma)} + O(\epsilon^2), \quad (2.7)
\]

where both \( T^{(\mu)}_{\alpha\beta} \) and \( T_{\alpha\beta}^{(\sigma)} \) are \( O(1) \) (note, however, that they both have subleading dependence on \( \sigma \) and \( \epsilon \) via the worldline). To simplify the expression of \( T_{\alpha\beta}^{(\sigma)} \), we introduce the scaled spin parameter \( \tilde{S}^{\mu\nu} \equiv S^{\mu\nu}/(\sigma\mu) \sim O(M) \). Then, the two contributions to the stress-energy are

\[
T^{(\mu)}_{\alpha\beta}(x) = \int d\tau \frac{\delta^4(\mu - z^\mu(\tau))}{\sqrt{-g}} u^\alpha(\tau)u^\beta(\tau), \quad (2.8a)
\]

\[
T^{(\sigma)}_{\alpha\beta}(x) = \int d\tau \nabla_\delta \left( \frac{\delta^4(\mu - z^\mu(\tau))}{\sqrt{-g}} \right) u^\alpha(\tau)\tilde{S}^{\beta\delta}(\tau). \quad (2.8b)
\]

Our use of the Dixon-Harte formalism is primarily motivated by the requirement of having a rigorous foundation for the next order of perturbative expansion which contains the first order monopole-sourced self-force, the first order spin-sourced self-force, and the first-order self-torque. All of these ingredients prove important in the full flux balance law for a small companion with spin, as shown in Sec. III.

Using the fact that perturbations to the connection and the Riemann tensor can be written as tensor expressions with respect to the background \( g_{\alpha\beta} \), given by

\[
R_{\alpha\beta\gamma\delta}(g) = R_{\alpha\beta\gamma\delta} + (h_{\alpha}^\lambda R_{\lambda\beta\gamma\delta} - h_{\beta\gamma\delta}(\tilde{\epsilon}_{[\alpha]}) + h_{\alpha\beta\gamma\delta} + h_{\alpha\beta\gamma\delta}) \epsilon + O(\epsilon^2), \quad (2.9)
\]

\[
\Gamma^\alpha_{\beta\gamma}(g) - \Gamma^\alpha_{\beta\gamma}(g) = \frac{1}{2} g^{\alpha\delta} (h_{\beta\delta\alpha\gamma} + h_{\delta\gamma\alpha\beta} - h_{\beta\gamma\delta\alpha}) \epsilon + O(\epsilon^2) \quad (2.10)
\]

and also accounting for the perturbation to the proper time (see, e.g., Sec. 19.1 of Ref. [11]), we now expand the Dixon-Harte equations of motion to subleading order in the mass ratio \( \epsilon \) and the dimensionless spin parameter \( \sigma \). Making use of the notation common in the self-force literature which constructs a separation between the 'singular' and 'regular' parts of the metric perturbation, and denoting the regular part of the metric perturbation with superscript \( R \), we find the equations of motion through \( O(\epsilon) \) are

\[1\text{ Here, as in the rest of the paper we omit for notational compactness the explicit dependence of expanded quantities on } g_{\alpha\beta}, \text{ and simply note that the Riemann tensor and covariant derivative on the right hand side are those associated with the background } g_{\alpha\beta}.\]
\[ a^\alpha = - \frac{1}{2} \left( g^{\alpha \lambda} + u^\alpha u^\lambda \right) \left[ u^\gamma u^\delta \left( 2h_{\gamma \lambda \beta} - h_{\gamma \beta \lambda} \right) - u^\gamma S^\delta_{\beta \epsilon} \left( h^R_{\lambda \epsilon \beta \gamma} - h^R_{\gamma \epsilon \lambda \beta} + h^R_{\lambda \beta \epsilon \gamma} + h^R_{\gamma \beta \lambda \epsilon} \right) \right], \]  
\[ \frac{D S^{\gamma \delta}}{d\tau} = - u^\alpha S^\beta_{[\delta} g^{\gamma ] \lambda} \left( h^R_{\alpha \beta \lambda ; \gamma} - h^R_{\alpha \beta \gamma ; \lambda} \right) - \frac{1}{2} S^{\gamma \delta} u^\alpha u^\beta u^\lambda h^R_{\alpha \beta ; \lambda}, \]

where \( h^R_{\alpha \beta} \) is the Detweiler-Whiting regular field. In the limit \( \sigma \to 0 \), the first of these equations becomes the well-known MiSaTaQuWa (self-force) equation of motion \([51, 52]\).

### III. FLUX-BALANCE LAW TO LINEAR ORDER IN SPIN

The perturbative context in which we work leads us to a description of the motion of the small companion and the radiation that it sources as perturbed fields in the background spacetime of the large companion. Then, any symmetries of the background spacetime might be anticipated to give rise to conservation laws, such that certain quantities near the small companion might be inferred from field data far from the system. The relevant symmetries can be described using the Killing vectors of the background spacetime, which obey the defining property

\[ \nabla (\alpha \xi_{\beta}) = 0. \]  

(3.1)

Specifically, for Schwarzschild and Kerr spacetimes, there exist two Killing vectors \( \xi^\mu = \{1, 0, 0, 0\} \) and \( \xi^\mu = \{0, 0, 0, 1\} \), associated with the invariance of the metric under time translations and rotations. We note that the Killing tensor of the Kerr metric should also be anticipated to give a balance law, associated with a relationship between the Carter constant of the small companion’s orbit and asymptotic field quantities, but this derivation for a spinning body is left for future explorations of the topic.

It is a well-known property that geodesic orbits of pure monopole masses \((S^{\alpha \beta} = 0)\) preserve the orbital parameters

\[ \Xi^{(\mu)} = u^\alpha \xi_\alpha, \]  

(3.2)

for each Killing vector \( \xi \) of the background spacetime. The two conserved parameters obtained from Schwarzschild Killing vectors are interpreted as the energy and angular momentum for the timelike and angular Killing vectors, respectively.

The conservation law for general test-mass \((S^{\alpha \beta} \neq 0)\) motion follows similarly, and gives rise to the result that the MPD equations of motion \((2.4)\) preserve the conserved parameters

\[ \Xi = u^\alpha \xi_\alpha + \frac{\sigma}{2} S^{\alpha \beta} \nabla_\alpha \xi_\beta. \]  

(3.3)

These adjusted conserved parameters have the interpretation of the sum of energy and angular momentum contributions from the orbital motion of the small companion and from its intrinsic spin. The constancy of these parameters gives rise to important simplifications in the derivation of the test mass motion, and the extension of such identities to radiation-reaction motion offers the possibility of computing aspects of the adiabatic evolution of self-forced orbits from field variables. Such a computation can then avoid potentially costly local computation of the instantaneous force on the small companion.

“Flux-balance” laws for EMRI motion are concrete conservation identities between the evolution of the now quasi-conserved quantities \((3.3)\) of the small companion during radiation-reaction and quantities computable from gravitational wave amplitudes evaluated at the null surfaces of the future horizon \( \mathcal{H}^+ \) and future null infinity \( \mathcal{I}^+ \) for a black hole inspiral in an asymptotically flat spacetime. Despite the difficulty in defining a reasonable effective energy or angular momentum associated with the gravitational perturbations sourced by the small object within the strong-field region, these balance laws offer the simple interpretation of an amount of energy or angular momentum “lost” to radiation by the small companion, and escaping to \( \mathcal{H}^+ \) or \( \mathcal{I}^+ \) in the form of gravitational waves (see Fig 1).

There are several existing derivations which show the direct relation between the evolution of the energy, angular momentum, and Carter constant (for Kerr backgrounds) for monopolar test masses. The original flux-balance law
FIG. 1. As the small companion’s energy and angular momentum from its orbit and spin vector evolves, generating gravitational radiation, an equivalent orbit-averaged flux of energy and angular momentum escapes to $I^+$ and down the horizon $H^-$. The “in” and “up” modes used in this paper are constructed to vanish at $I^-$ and $H^-$, respectively. Both sets of modes have nonvanishing contribution to the flux at $H^+$ and $I^+$. Note that the arrow indicating the spin vector is shown as a cartoon of the secular spin evolution, and the orientation does not have detailed meaning with respect to the axes of the spacetime diagram.

derivation by Ref. [53] made use of the evolution of the momentum of the small object directly in terms of radiative fields, which were then used in a calculation using the Green’s function for the fields to show the balance of energy and angular momentum. The derivation was subsequently extended to the Carter constant by Ref. [31]. In Ref. [33], the flux balance law for the energy, angular momentum, and Carter constant was derived using a simpler mathematical method, which serves as the foundation for our derivation. Due to the similarity of the methods for the monopole and dipole computations, we anticipate that the flux-balance law for a small companion with spin could also be extended to the Carter constant. A more recent investigation [36] has applied a Hamiltonian method to extend flux-balance relations to resonant orbits.

A. Conservation identity including spin

Each Killing vector, $\xi^\mu$, of a spacetime gives rise to a conserved orbital parameter, $\Xi$, for test-body motion in that spacetime. Taking advantage of the defining property of a Killing vector $\nabla_\alpha (\xi_\beta) = 0$, we derive the equation of motion
for the conserved quantity $\Xi$ by differentiating Eq. (3.3),
\[
\frac{D\Xi}{d\tau} \equiv u^\alpha \nabla_\alpha \Xi = \xi^\beta a_\beta + \frac{\sigma}{2} u^\alpha \nabla_\alpha \left( \tilde{S}^{\gamma\delta} \right) \nabla_\gamma \xi_\beta + \frac{\sigma}{2} u^\alpha \tilde{S}^{\gamma\beta} \nabla_\alpha \nabla_\gamma \xi_\beta. \tag{3.4}
\]

We are interested primarily in the overall dissipation of the orbital conserved quantities, and wish to ignore in these computations any oscillatory changes that might occur during the interaction of the small companion and its radiation. To evaluate the dissipative effects as separate from any conservative oscillations, we define an “orbital” averaging operation \( \langle \ldots \rangle \):
\[
\langle f(\tau) \rangle \equiv \frac{1}{2T} \int_{-T}^{T} d\tau' f(\tau'), \tag{3.5}
\]
where the limits of the integral are understood to obey the restriction \( M^2/\mu \gg T \gg M \). A more careful formulation of an orbit averaging operator can be obtained by use of multiscale techniques \([10, 26]\). The expression (3.5) is not purely an average over oscillatory degrees of freedom, as the radiation-reaction force will cause the orbital parameters to evolve slightly over time \( T \). However, neglecting resonances, the difference in the above orbit-average and a version which treats the oscillatory contributions more carefully is second order in the mass ratio \( \epsilon \), so may be neglected in our derivation.

We now consider the expansion of equation (3.4) for the evolution of the conserved quantity \( \Xi \) associated with the Killing vector \( \xi^\mu \). First, we expand (3.4) by substituting the acceleration (2.11a) and torque (2.11b). In addition, it is useful to apply the identity for the second covariant derivative of a Killing vector
\[
\nabla_\alpha \nabla_\gamma \xi_\beta = \xi^\delta R^\gamma_{\delta \alpha \beta}. \tag{3.6}
\]
Combining the contributions to the orbit-averaged flux value we find
\[
\langle \frac{D\Xi}{d\tau} \rangle = \left\langle -\frac{1}{2} \xi^\alpha (g_{\alpha \lambda} + u_\alpha u^\lambda) \left[ u^\gamma u^\delta \left( 2 h^{R \gamma}_{\beta \lambda; \delta} - h^{R \beta \delta}_{\gamma \lambda; \epsilon} + h^{R \lambda \delta}_{\beta; \epsilon} + h^{R \beta \lambda}_{\delta; \epsilon} \right) \right] u^\gamma R^\beta_{\gamma \lambda \delta \epsilon} \right\rangle - \frac{1}{2} u^\alpha \tilde{S}^{\beta \gamma} u^\alpha \tilde{S}^{\gamma \lambda} u^\lambda R^\beta_{\gamma \lambda \delta \epsilon}.
\]
(3.7)

We wish to manipulate this expression to a tidy form which depends exclusively on the radiative field, so that we can make a direct comparison with asymptotic flux amplitudes. To begin these manipulations, we identify the oscillatory terms that can be related to covariant derivatives with respect to \( \tau \), and remove them via \( \langle D(\ldots)/d\tau \rangle = \mathcal{O}(\epsilon^2) \). Dropping these terms, the orbit-averaged dissipation rate can be simplified to
\[
\langle \frac{D\Xi}{d\tau} \rangle = \left\langle \frac{1}{2} u^\alpha u^\beta \mathcal{L}_\xi R^\gamma_{\alpha \beta \gamma; \epsilon} + \frac{1}{2} \xi^\alpha (g_{\alpha \lambda} + u_\alpha u^\lambda) u^\beta \tilde{S}^{\delta \epsilon} (h^{R \gamma}_{\lambda \gamma} R^\beta_{\gamma \lambda \delta \epsilon} - h^{R \beta \delta}_{\gamma \lambda; \epsilon} + h^{R \lambda \delta}_{\beta; \epsilon} + h^{R \beta \lambda}_{\delta; \epsilon}) \right\rangle - \frac{1}{2} u^\alpha \tilde{S}^{\beta \gamma} u^\alpha \tilde{S}^{\gamma \lambda} u^\lambda \left( h^{R \beta}_{\alpha \lambda; \epsilon} + h^{R \alpha \beta}_{\lambda; \epsilon} - h^{R \alpha \lambda}_{\beta; \epsilon} \right) \xi_{\delta \gamma}. \tag{3.8}
\]
We now take advantage of the symmetries of the Riemann tensor and commute covariant derivatives of the metric perturbation using the standard identity
\[
\nabla_\alpha \nabla_\beta h^{R \gamma}_{\gamma \lambda \delta} - \nabla_\beta \nabla_\alpha h^{R \gamma}_{\gamma \lambda \delta} = -h^{R \gamma}_{\lambda \gamma} R^{\lambda}_{\delta \alpha \beta} - h^{R \lambda}_{\delta \lambda} R^{\lambda}_{\gamma \alpha \beta}. \tag{3.9}
\]
Via manipulations of the multiple covariant derivatives and symmetries of Riemann, we re-express the second term of (3.8) as
\[
\tilde{S}^{\beta \epsilon} (h^{R \gamma}_{\lambda \gamma} R^\beta_{\gamma \lambda \delta \epsilon} - h^{R \beta \delta}_{\gamma \lambda; \epsilon} + h^{R \lambda \delta}_{\beta; \epsilon} + h^{R \beta \lambda}_{\delta; \epsilon}) = \tilde{S}^{\beta \epsilon} (-h^{R \beta}_{\delta \epsilon; \lambda} + \lambda R^{\lambda}_{\epsilon \beta \delta \epsilon; \lambda} + h^{R \lambda}_{\delta \epsilon; \lambda} \beta). \tag{3.10}
\]
Using (3.10) in (3.8), expanding, and integrating by parts for the derivatives \( u^\alpha \nabla_\alpha \), the resulting equation is
\[
\langle \frac{D\Xi}{d\tau} \rangle = \left\langle \frac{1}{2} u^\alpha u^\beta \mathcal{L}_\xi h^{R \gamma}_{\alpha \beta \gamma; \epsilon} + \frac{1}{2} \left( -\xi^\alpha u^\beta \tilde{S}^{\delta \epsilon} h^{R \gamma}_{\lambda \gamma} R^\beta_{\gamma \lambda \delta \epsilon} - \xi^\alpha u^\beta \tilde{S}^{\delta \epsilon} h^{R \beta \delta}_{\gamma \lambda; \epsilon} + u^\beta \xi^\alpha = \tilde{S}^{\delta \epsilon} h^{R \gamma}_{\lambda \gamma} R^\beta_{\gamma \lambda \delta \epsilon} \right) \right\rangle - \frac{1}{2} u^\alpha \tilde{S}^{\beta \gamma} u^\alpha \tilde{S}^{\gamma \lambda} u^\lambda \left( h^{R \beta}_{\alpha \lambda; \epsilon} + h^{R \alpha \beta}_{\lambda; \epsilon} - h^{R \alpha \lambda}_{\beta; \epsilon} \right) \xi_{\delta \gamma}. \tag{3.11}
\]
Again taking advantage of the Killing vector identity (3.6), we remove another total time derivative using

\[-\frac{1}{2} \xi^r u^\beta \hat{\tilde{S}}^{r \delta} h^R_{\gamma \rho \lambda \beta} R^\gamma_{\epsilon \lambda \beta} - \frac{1}{2} u^\beta \hat{\tilde{S}}^{r \delta} g^{\gamma \lambda} h^R_{\lambda \beta \alpha} \nabla_\gamma \xi_\delta = -\frac{1}{2} \xi^r u^\beta \nabla_\gamma \left( h^R_{\gamma \delta} \hat{\tilde{S}}^{r \delta} \nabla_\gamma \xi_\epsilon \right).\]  

(3.12)

Finally, the remaining terms are equivalent to the covariant derivative of the Lie derivative of the metric perturbation,

\[\hat{\tilde{S}}^{r \delta} u^\beta \nabla_\delta \mathcal{L}_\xi h^R_{\gamma \beta} = \xi^r \hat{\tilde{S}}^{r \delta} u^\beta h^R_{\beta \gamma \alpha \delta} - \hat{\tilde{S}}^{r \delta} u^\alpha h^R_{\alpha \beta \gamma \delta} \xi^{\beta \gamma} + \hat{\tilde{S}}^{r \delta} u^\alpha \xi^{\beta \gamma} h^R_{\alpha \beta \gamma \delta} + \Delta \hat{\tilde{S}}^{r \delta} u^\alpha \xi^{\beta \gamma} h^R_{\alpha \beta \gamma \delta}.\]  

(3.13)

Therefore, when all terms are collected, we conclude that the orbit-averaged dissipation can be expressed as

\[\left\langle \frac{D \Xi}{d\tau} \right\rangle = -\frac{1}{2} \left\langle \hat{\tilde{S}}^{r \delta} u^\beta \nabla_\delta \mathcal{L}_\xi h^R_{\gamma \beta} - u^\alpha u^\beta \mathcal{L}_\xi h^R_{\alpha \beta} \right\rangle.\]  

(3.14)

Noting that the time average is the identity operation in the circular orbit case, this reduces in that case to the local piece (i.e. the left-hand side) of the flux-balance law given in Eq. (1.1).

The equation (3.14) can also be derived by a multipole expansion of the Dixon-Harte formalism [37, 45]. In particular, the equations presented in Ref. [37] give the expansion in terms of integrals over extended bodies for a more general class of vectors $\xi$, and for the instantaneous evolution of the quasi-conserved parameters $\Xi$. We leave further investigation of the relationship between the powerful Dixon-Harte formalism for equations of motion and asymptotic fluxes for future work.

B. Relation to radiative metric perturbations

While not immediately obvious, it is easy to show that to linear order in $\sigma$, Eq. (3.14) in fact depends only on the radiative metric perturbation. To see this, we can rewrite the first term in (3.14) in terms of the regular Lorenz-gauge two-point function

\[-\frac{1}{2} \left\langle \hat{\tilde{S}}^{r \delta} u^\beta \nabla_\delta \mathcal{L}_\xi h^R_{\gamma \beta} \right\rangle = \frac{1}{2} \frac{\langle u^t \rangle}{\Delta t} \int_{\Delta t} d^4 x \int_{\Delta t} d^4 x' T^{(\sigma)\alpha\beta} \left( \mathcal{L}_\xi G^R_{\alpha\beta\alpha'\beta'} \right) T^{\alpha'\beta'}.\]  

(3.15)

Note that we have picked up an orbit-averaged $u^t$ from the ratio of the implicit period of the time-average operation $\langle \ldots \rangle$ (in $\tau$) and the period $\Delta t$ of the time integration of the Green’s function. We emphasize that this reasoning, like the time-averaging operation itself, should be treated in the multiscale expansion framework if this procedure is to be extended to higher order in the mass ratio; our present expansion relies on the source $T^{\alpha\beta}$ being treated as the instantaneously geodesic source.

The second term in (3.14) may be similarly rewritten as

\[\frac{1}{2} \left\langle u^\alpha u^\beta \mathcal{L}_\xi h^R_{\alpha \beta} \right\rangle = \frac{1}{2} \frac{\langle u^t \rangle}{\Delta t} \int_{\Delta t} d^4 x \int_{\Delta t} d^4 x' T^{(\nu)\alpha\beta} \left( \mathcal{L}_\xi G^R_{\alpha\beta\alpha'\beta'} \right) T^{\alpha'\beta'}.\]  

(3.16)

The defining properties of the regular two-point function, and the fact that $\xi$ is a Killing vector, gives rise to the identity $\mathcal{L}_\xi G^R_{\alpha\beta\gamma\delta}(x, x') = -\mathcal{L}_{\xi'} G^R_{\alpha\beta\gamma\delta}(x, x')$. Therefore, the sum of the two expressions (3.15) and (3.16) depends only on the antisymmetric combination $G^R_{\alpha\beta\gamma\delta}(x, x') - G^R_{\alpha\beta\gamma\delta}(x', x) = G^{\text{Rad}}_{\alpha\beta\gamma\delta}(x, x')$, where $G^{\text{Rad}}_{\alpha\beta\gamma\delta}(x, x')$ is the radiative two-point function. Thus, to $\mathcal{O}(\sigma)$, we can rewrite (3.14) in terms of radiative metric perturbations,

\[\left\langle \frac{D \Xi}{d\tau} \right\rangle = \frac{1}{2} \left\langle u^\alpha u^\beta \mathcal{L}_\xi \left( h^{(\mu)\text{Rad}}_{\alpha \beta} + 2\sigma h^{(\sigma)\text{Rad}}_{\alpha \beta} \right) \right\rangle,\]  

(3.17)

where $h^{(\mu)\text{Rad}}_{\alpha \beta}$ is the radiative part of the perturbation sourced by $T^{(\mu)}_{\alpha \beta}$ and $h^{(\sigma)\text{Rad}}_{\alpha \beta}$ is the radiative part of the perturbation sourced by $T^{(\sigma)}_{\alpha \beta}$. 


C. Asymptotic fluxes

We now complete the derivation of the flux-balance law by relating the sum of terms on the right-hand sides of Eqs. (3.15) and (3.16) to the asymptotic mode amplitudes of the metric perturbation. First, we combine the two terms in a form that emphasizes the symmetries of the equation,

\[
\left\langle \frac{D\Xi}{dt} \right\rangle = \frac{1}{2\mu} \langle u \rangle \int \Delta t \int d^4x \sqrt{-g} \int \Delta t \int d^4x' \sqrt{-g} T^{\alpha\beta}(x) L_{\xi} G^\text{Rad}_{\alpha\beta\alpha'\beta'}(x, x') T^{\alpha'\beta'}(x') + \mathcal{O}(\sigma^2),
\]

(3.18)

where the stress energy tensor \( T^{\alpha\beta} \) is given by Eq. (2.7), and where we have truncated at order \( \mathcal{O}(\sigma^2) \) (note, however, that our expression includes \( \mathcal{O}(\sigma^2) \) contributions necessary to give rise to a nicely symmetric form of the equation). Note the similarities of this expression to the more general forms derived in Ref. [37]. Our expression (3.18) is simpler than Eq. (216) of Ref. [37] by virtue of our use of a true Killing vector of the background spacetime, and by our multipole expansion to linear order in the spin of the small companion.

Equation (3.18) can be used to relate the rate of change of orbital quantities \( \Xi \) to suitably normalized mode amplitudes of any set of homogeneous modes for which the radiative two-point function can be written in a separated form,

\[
G^\text{Rad}_{\alpha\beta\alpha'\beta'}(x, x') = \int d\omega \sum_\Lambda A_\Lambda \left[ \kappa_{\Lambda\alpha\beta}(x) \bar{\kappa}_{\Lambda\alpha\beta}(x') e^{i\omega(t-t')} - \bar{\kappa}_{\Lambda\alpha\beta}(x) \kappa_{\Lambda\alpha\beta}(x') e^{i\omega(t'-t)} \right],
\]

(3.19)

for complex mode functions \( \kappa, \bar{\kappa} \), collections of mode numbers \( \Lambda \), and normalization constants \( A_\Lambda \). The two-point function generated by (3.19) is antisymmetric and real, as required by the construction of a radiative two-point function for the metric perturbation.

Now, consider the mode decomposition in which the functions \( \kappa_{\Lambda\alpha\beta} \) form a basis for the metric perturbation,

\[
h_{\alpha\beta}(x) = \sum_\omega \sum_\Lambda K_{\omega\Lambda} \kappa_{\Lambda\alpha\beta}(x) e^{i\omega t} + \bar{K}_{\omega\Lambda} \bar{\kappa}_{\Lambda\alpha\beta}(x) e^{-i\omega t},
\]

(3.20)

where we have written the frequency dependence as a sum to emphasize the discrete spectrum of a bound orbit. Then, the form of the radiative two-point function gives a simple formula for the radiative mode amplitudes \( K_\Lambda \) of the metric perturbation:

\[
K_{\omega\Lambda} = iA_\Lambda \frac{1}{\Delta t} \int d^4x \sqrt{-g} \bar{\kappa}_{\Lambda\alpha\beta}(x) e^{-i\omega t} T^{\alpha\beta}(x).
\]

(3.21)

For the final substitution of the two-point function mode expansion into (3.18), we further assume that the modes \( \kappa_{\Lambda\alpha\beta}(x) \) are eigenfunctions of the operator \( L_{\xi} \) with eigenvalues \( i\lambda_\xi \). Then, we may re-write the rate of change of the quasiconserved orbital quantities \( \Xi \) as,

\[
\left\langle \frac{D\Xi}{dt} \right\rangle = \sum_\Lambda \frac{\langle u \rangle \lambda_\xi}{A_\Lambda \mu} |K_\Lambda|^2.
\]

(3.22)

Note that the \( \Delta t \) is cancelled in the final evaluation of the combination of modes. This cancellation can be intuitively understood by considering the symmetric expression (3.19) as a ‘total derivative’ expression on spacetime, giving rise to a flux integrated over the 2+1 spacetime boundary. The cancellation can also be seen more directly by considering the bound orbit as possessing the discrete sum of frequency modes as was performed in the similar derivation [33].

The above discussion is given to emphasize the generic requirements of the mode decomposition such that the flux-balance law may be given in terms of a sum over mode amplitudes. We now specialize the discussion to the radiation gauge, for which the separability of the radiative two-point function is well-documented by prior investigations [33, 36, 53]. The radiation gauge mode decompositions are defined in terms of the formalism of metric reconstruction from Teukolsky modes discussed in detail in Sec. V. The homogeneous modes of the radiation gauge are labeled by their frequency \( \omega \), spin-weighted spheroidal harmonic numbers \( \ell \) and \( m \), and either ‘in’ and ‘up’ (corresponding to solutions which vanish at the past horizon \( \mathcal{H}^- \) and past null infinity \( \mathcal{I}^- \), respectively) or ‘out’ and ‘down’ (which
vanish at the future horizon $H^+$ and future null infinity $I^+$, respectively). In the Teukolsky formalism, the radiative two-point function takes the form,

$$G_{\alpha\beta/\alpha'\beta'}^\text{Rad}(x, x') = \text{Re} \int d\omega_0 \frac{1}{i\omega_0^3} \sum_{\ell m} s_{A_{\ell m}}^{\text{out}} s_{\bar{\pi}_{\ell m \omega \alpha \beta}}^{\text{out}}(x) s_{\bar{\pi}_{\ell m \omega \alpha' \beta'}}^{\text{out}}(x') + s_{A_{\ell m}}^{\text{down}} s_{\bar{\pi}_{\ell m \omega \alpha \beta}}^{\text{down}}(x) s_{\bar{\pi}_{\ell m \omega \alpha' \beta'}}^{\text{down}}(x')$$

$$= \text{Re} \int d\omega_0 \frac{1}{i\omega_0^3} \sum_{\ell m} s_{A_{\ell m}}^{\text{in}} s_{\bar{\pi}_{\ell m \omega \alpha \beta}}^{\text{in}}(x) s_{\bar{\pi}_{\ell m \omega \alpha' \beta'}}^{\text{in}}(x') + s_{A_{\ell m}}^{\text{up}} s_{\bar{\pi}_{\ell m \omega \alpha \beta}}^{\text{up}}(x) s_{\bar{\pi}_{\ell m \omega \alpha' \beta'}}^{\text{up}}(x').$$

(3.23)

The mode normalization coefficients $s_{A_{\ell m}}^{\text{out}}$ and $s_{A_{\ell m}}^{\text{down}}$ are explicitly derived in Refs. [33, 36], and the corresponding mode normalization coefficients for in and up modes can be derived by similar methods to those described in the appendix of Ref. [33].

Defining, then, the mode amplitudes,

$$s_{A_{\ell m}}^{\text{in/\text{up}}} = i s_{A_{\ell m}}^{\text{in/\text{up}}} \frac{1}{\Delta t} \int \bar{\pi}_{\ell m \omega \alpha \beta}(x) T_{\alpha\beta}(x),$$

(3.24)

and noting that the radiation gauge mode functions are eigenfunctions of $L_\xi$ and $L_{\xi\phi}$ with eigenvalues $i\omega$ and $im$, respectively, we obtain the flux-balance laws,

$$\left< \frac{DE}{d\tau} \right> = \frac{\langle u^\mu \rangle}{\mu} \sum_\omega \frac{1}{\omega^2} \sum_{\ell m} \left| s_{Z_{\ell m \omega}}^{\text{in}} \right|^2 + \left| s_{Z_{\ell m \omega}}^{\text{up}} \right|^2 + O(\sigma^2),$$

(3.25a)

$$\left< \frac{DL_{\xi\phi}}{d\tau} \right> = \frac{\langle u^\mu \rangle}{\mu} \sum_\omega \frac{1}{\omega^2} \sum_{m \leq \ell m} \left| s_{Z_{\ell m \omega}}^{\text{in}} \right|^2 + \left| s_{Z_{\ell m \omega}}^{\text{up}} \right|^2 + O(\sigma^2),$$

(3.25b)

where the amplitudes $s_{A_{\ell m}}^{\text{in/\text{up}}}$ are understood to be computed from $T_{\alpha\beta}$ as given in Eq. (2.7). In Sec. V we will explicitly evaluate these mode amplitudes and compute the fluxes for the case of an aligned-spin secondary in a circular orbit about a Schwarzschild black hole. A similar derivation also follows in the Lorenz gauge, the only caveat being that the equations for the Lorenz gauge metric perturbation only separate cleanly into modes in the Schwarzschild case. In that case, one obtains similar expressions for the fluxes in terms of amplitudes of the modes of the metric perturbation (see, e.g. Sec. IV of Ref. [54] for a derivation of the energy flux). We use this alternative formulation in our Lorenz gauge calculation described in Sec. VI.

IV. SPECIALIZATION TO CIRCULAR, SPIN-ALIGNED ORBITS IN SCHWARZSCHILD SPACETIME

Thus far, our discussion has applied to generic orbits in Kerr spacetime. Hereafter, we specialize to the case where the primary is a Schwarzschild black hole of mass $M$, corresponding to a spacetime with line element

$$ds^2 = -f dt^2 + f^{-1} dr^2 + r^2(d\theta^2 + \sin^2 \phi d\phi^2),$$

(4.1)

where $f \equiv 1 - \frac{2M}{r}$. We also specialize to the case where the secondary is moving on a circular orbit in the equatorial plane, with its spin vector parallel to the orbital angular momentum. We proceed by first recasting the stress energy into an explicit form which we further manipulate in Secs. V B and VI A to suit our computational approaches.

A. Circular, spin-aligned orbits in Schwarzschild spacetime

For a spinning compact object on an aligned, circular, equatorial orbit with radius $r_0$, the only non-zero component of the (normalized) spin vector $\tilde{S}^\mu \equiv -\frac{1}{2} \epsilon_{\mu\alpha\beta\gamma} u^\alpha \tilde{S}^{\beta\gamma}$ is $\tilde{S}^\theta = -M/r_0$. Accordingly, the (normalized) spin tensor, $\tilde{S}^{\mu\nu} = -\epsilon^{\mu\nu\alpha\beta} \tilde{S}_\alpha u_\beta$ has four non-zero components,

$$\tilde{S}^{tr} = \frac{M}{r_0} u_\phi = -\tilde{S}^{rt}, \quad \tilde{S}^{r\phi} = \frac{M}{r_0} u_t = -\tilde{S}^{\phi r}.$$  

(4.2)
The orbital energy, $\mathcal{E}$, is given by Eq. (3.3) with $\xi = \xi^t$ and $\Xi = \mathcal{E}$. Writing $\hat{\mathcal{E}} = \hat{\mathcal{E}} + \sigma \mathcal{E}_\sigma$ we have
\begin{equation}
\hat{\mathcal{E}} = \frac{f_0}{\sqrt{1 - 3M/r_0}}, \quad \mathcal{E}_\sigma = -\frac{(M/r_0)^{5/2}}{\sqrt{1 - 3M/r_0}}, \tag{4.3}
\end{equation}
where $f_0 = 1 - \frac{2M}{r_0}$. Expanding the orbital frequency through $\mathcal{O}(\sigma)$, we get $\hat{\Omega} = \hat{\Omega} + \sigma \Omega_\sigma + \mathcal{O}(\sigma^2)$, where [55]
\begin{equation}
\hat{\Omega} = \sqrt{\frac{M}{r_0^3}}, \quad \Omega_\sigma = -\frac{3M^2}{2r_0^3} . \tag{4.4}
\end{equation}
Likewise, expanding the $t$-component of the four-velocity through $\mathcal{O}(\sigma)$, we obtain $u^t = \hat{u}^t + \sigma u^t_\sigma + \mathcal{O}(\sigma^2)$, where
\begin{equation}
\hat{u}^t = \frac{1}{\sqrt{1 - 3M/r_0}}, \quad u^t_\sigma = -\frac{3M^{5/2}}{2r_0(r_0 - 3M)^{3/2}} . \tag{4.5}
\end{equation}

**B. Explicit form of the stress-energy**

Starting with Eq. (2.8) for the stress-energy source, it is convenient to explicitly perform the proper time integration and to expand the dipole term out to yield [56]
\begin{align}
T^{(\mu)\nu}(t, x) &= -\frac{1}{\sqrt{-g}} u^\mu V^\nu \delta^3 [x - z(t)], \tag{4.6a} \\
T^{(\sigma)\mu\nu}(t, x) &= -\frac{1}{\sqrt{-g}} \left[ \partial_\rho \left( \tilde{S}^\rho (\mu V^\nu) \delta^3 [x - z(t)] \right) + \tilde{S}^\rho (\mu \Gamma^\nu_{\rho\sigma}) V^\sigma \delta^3 [x - z(t)] \right] , \tag{4.6b}
\end{align}
where $z(t) = (r_0, \pi/2, \Omega t)^T$ is the spatial location of the worldline at time $t$ and $V^\alpha \equiv dx^\alpha / dt = u^\alpha / u^t$. The $\tilde{S}^{\mu\nu}$, $\Gamma^\nu_{\rho\sigma}$, $V^\mu$ and $u^\mu$ terms in the spin source are all evaluated on the worldline $z(t)$, but $g$ is a function of the spacetime coordinates $(t, x)$.

For circular equatorial motion we have $\delta^3 [x - z(t)] = \delta_r \delta_\theta \delta_\phi$, where we have introduced the shorthand $\delta_r \equiv \delta(r - r_0)$, $\delta_\theta \equiv \delta(\theta - \pi/2)$, $\delta_\phi \equiv \delta(\phi - \Omega t)$. Expanding into components (and noting that we can use $\Omega = \hat{\Omega}$ in $T^{(\sigma)\mu\nu}$ since we are working to linear order in $\sigma$), we get
\begin{align}
T^{(\mu)\nu} &= K_{00}^{\mu\nu} \delta_{\nu} \delta_\theta \delta_\phi , \tag{4.7a} \\
T^{(\sigma)\mu\nu} &= \frac{1}{r^2 \sin \theta} \left[ K_1^{\mu\nu} \delta_r \delta_\theta \delta_\phi + K_2^{\mu\nu} \delta_r \delta_\theta \phi' + K_3^{\mu\nu} \delta_r \delta_\theta \phi' \right] , \tag{4.7b}
\end{align}
where
\begin{align}
K_0^{\mu\nu} &= u^\mu V^\nu \bigg|_{x = z} , \quad K_1^{\mu\nu} = -\tilde{S}^\rho (\mu \Gamma^\nu_{\rho\sigma}) V^\sigma \bigg|_{x = z} , \quad K_2^{\mu\nu} = -(\tilde{S}^{\nu\rho} V_{\mu\rho} - \hat{\Omega} \tilde{S}^{\nu\rho} V_{\rho\sigma}) \bigg|_{x = z} , \quad K_3^{\mu\nu} = -\tilde{S}^{\nu\rho} (\mu V_{\rho\sigma}) \bigg|_{x = z} . \tag{4.8}
\end{align}
Explicitly, the non-zero components of $K_i^{\mu\nu}$ are
\begin{align}
K_0^{tt} &= u^t , \quad K_0^{t\phi} = u^\phi , \quad K_0^{\phi\phi} = (u^\phi)^2 / u^t , \\
K_1^{tt} &= -\frac{M^{5/2}}{r_0 (r_0 - 2M) \sqrt{r_0 - 3M}} , \quad K_1^{t\phi} = -\frac{M^2}{r_0^{5/2} \sqrt{r_0 - 3M}} , \\
K_1^{rt} &= -\frac{M^{3/2} (r_0 - 2M) \sqrt{r_0 - 3M}}{2r_0^3} , \quad K_1^{r\phi} = -\frac{M^{3/2} (r_0 - 2M)}{r_0^3 \sqrt{r_0 - 3M}} , \\
K_2^{tt} &= \frac{\sqrt{r_0 - 3M}}{2r_0^{3/2}} , \quad K_2^{t\phi} = \frac{\sqrt{r_0 - 3M}}{2r_0^3} , \quad K_2^{r\phi} = -\frac{\sqrt{r_0 - 2M}}{2r_0^3 \sqrt{r_0 - 3M}} , \\
K_3^{tt} &= -\frac{\sqrt{r_0 - 3M}}{2r_0^{3/2}} , \quad K_3^{t\phi} = -\frac{r_0 - M}{2r_0^{3/2} \sqrt{r_0 - 3M}} , \quad K_3^{r\phi} = -\frac{\sqrt{r_0 - 2M}}{r_0^3 \sqrt{r_0 - 3M}} . \tag{4.9}
\end{align}
The total stress-energy is then given by $T^{\mu\nu} = \frac{K^{\mu\nu}}{\rho_0}$ where

$$K^{\mu\nu} \equiv \left[ (K_0^{\mu\nu} + \sigma K_1^{\mu\nu}) \delta_r \delta_\phi + \sigma K_2^{\mu\nu} \delta_r \delta_\theta + \sigma K_3^{\mu\nu} \delta_\theta \delta_\phi \right].$$

(4.10)

Note that the dependence on $(t, x)$ only appears through the prefactor and through $\delta_r$, $\delta_\theta$ and $\delta_\phi$; the $K_i$ are constants that only depend on $r_0$ and $M$.

V. COMPUTATION WITH THE TEUKOLSKY FORMALISM AND RADIATION GAUGE

In Sec. VII we will give explicit results demonstrating flux balance using two largely-independent calculations, one in Lorenz gauge and another using the Teukolsky formalism and metric reconstruction in radiation gauge. The practical computation of the flux-balance calculation in the radiation gauge is mostly standard, following the same methodology as in the non-spinning case. For completeness, we give an overview of the most pertinent points in the procedure below, and refer the reader to Refs. [19, 20, 57-62] for detailed discussions of the practical details both in the post-Newtonian and numerical contexts, and to Refs. [63-67] for further details on the formalism for metric reconstruction.

A. Specialisation of Teukolsky formalism to Schwarzschild spacetime

We now specialize the Teukolsky formalism to Schwarzschild spacetime, in which case:

1. The Kinnersley tetrad is

$$l^\mu = (f^{-1}, 1, 0, 0), \quad n^\mu = \frac{1}{2}(1, -f, 0, 0), \quad m^\mu = \frac{1}{\sqrt{2r}} (0, 0, 1, i \csc \theta), \quad \bar{m}^\mu = \frac{1}{\sqrt{2r}} (0, 0, 1, -i \csc \theta), \quad (5.1)$$

2. The spin coefficients are

$$\rho = -\frac{1}{r}, \quad \rho' = \frac{f}{2r}, \quad \tau = \tau' = 0, \quad \Psi_2 = -\frac{M}{r^3}. \quad (5.2)$$

3. The Geroch-Held-Penrose (GHP) [68] derivative operators are

$$D = f^{-1} \partial_t + \partial_t, \quad D' = \frac{1}{2}(\partial_t - f \partial_t - (p + q)M/r^2),$$

$$\delta = \frac{1}{2r} (\partial_\theta + i \csc \theta \partial_\phi - s \cot \theta), \quad \delta' = \frac{1}{2r} (\partial_\theta - i \csc \theta \partial_\phi + s \cot \theta). \quad (5.3)$$

4. The Teukolsky equations for the Weyl scalars (i.e. the tetrad projections of the Weyl tensor, $\psi_0 \equiv C_{lmlm}$ and $\psi_4 \equiv C_{n\bar{m}n\bar{m}}$) are separable using the ansatz

$$\psi_0 = \int_{-\infty}^{\infty} d\omega \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} 2\psi_{\ell m \omega}(r) Y_{\ell m}(\theta, \phi)e^{-i\omega t}, \quad (5.4)$$

$$\Psi_2^{-4/3} \psi_4 = \int_{-\infty}^{\infty} d\omega \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} -2\psi_{\ell m \omega}(r) Y_{\ell m}(\theta, \phi)e^{-i\omega t}. \quad (5.5)$$

5. The spin-weighted spherical harmonics, $sY_{\ell m}(\theta, \phi)$, satisfy the equation

$$\left[ \frac{d}{d\chi} \left( (1 - \chi^2) \frac{d}{d\chi} \right) - \frac{(m + s\chi)^2}{1 - \chi^2} + s + s\lambda_{\ell m} \right] sY_{\ell m} = 0, \quad (5.6)$$

where $\chi \equiv \cos \theta$, and where the eigenvalue is $s\lambda_{\ell m} = \ell(\ell + 1) - s(s + 1)$. They are unit-normalised on the sphere, $\int_{\mathbb{S}^2} sY_{\ell m \omega}(\theta, \varphi) \tilde{Y}_{\ell m \varphi}(\theta, \varphi) d\Omega = \delta_{\ell \ell'} \delta_{m m'}$. 

6. The radial functions \( sR_{l\ell m\omega} \) satisfy the Teukolsky radial equation,
\[
\left[ \Delta - \frac{s}{dr} \left( \Delta s^{+1} \frac{d}{dr} \right) + \frac{K^2 - 2is(r - M)}{\Delta} + 4is\omega r - s\lambda_{\ell m} \right] s\psi_{l\ell m\omega} = sT_{l\ell m\omega},
\]
where \( \Delta \equiv r(r - 2M) \) and \( K \equiv r^2\omega \).

7. We work with a basis of radiative homogeneous solutions, \( sR_{l\ell m\omega}^{\text{in}} \) and \( sR_{l\ell m\omega}^{\text{up}} \), which vanish at \( \mathcal{H}^- \) and \( \mathcal{I}^- \), respectively. We choose to normalise these such that transmission coefficients are 1. Our homogeneous therefore have the asymptotic behaviour
\[
sR_{l\ell m\omega}^{\text{in}}(r) \sim \begin{cases} 
0 & r \to r_+, \\
\frac{sR_{l\ell m\omega}^{\text{in,trans}}}{\sqrt{2}} e^{-is\omega r} & r \to \infty,
\end{cases}
\]
\[
sR_{l\ell m\omega}^{\text{up}}(r) \sim \begin{cases} 
\frac{sR_{l\ell m\omega}^{\text{up,inc}}}{\sqrt{2}} e^{is\omega r} & r \to r_+, \\
\frac{sR_{l\ell m\omega}^{\text{up,trans}}}{\sqrt{2}} & r \to \infty,
\end{cases}
\]
where \( r_* = r + 2M \ln \frac{r + r_H}{2M} \) and \( r_H \equiv 2M \).

8. When acting on the spin-weighted spherical harmonics, \( \partial \) and \( \partial' \) are essentially mode versions of the GHP differential operators. The constants of proportionality are given by \( \mathcal{C} \) and \( \mathcal{C}' \).

9. The Teukolsky-Starobinsky identities (valid in regions where \( \psi_0 \) and \( \psi_4 \) satisfy the homogeneous Teukolsky equation) yield identities relating the positive spin-weight spherical and radial functions to the negative spin-weight ones [69, 70],
\[
\mathcal{D}_0^\dagger(-2R_{l\ell m\omega}) = \mathcal{C}_2 R_{l\ell m\omega},
\]
\[
\Delta^2(\mathcal{D}_0^\dagger(\Delta^2 2R_{l\ell m\omega})) = \mathcal{C}^2 R_{l\ell m\omega},
\]
\[
\mathcal{L}^\dagger L_0 L_2 Y_{l\ell m\omega} = D_{-2} Y_{l\ell m\omega},
\]
\[
\mathcal{L}^\dagger L_0 L_2^\dagger Y_{l\ell m\omega} = D_{2} Y_{l\ell m\omega},
\]
where \( \mathcal{D}_n \equiv \partial_n - \frac{ik}{\Delta} + 2n\frac{r - M}{\Delta} \), \( \mathcal{D}_n^\dagger \equiv \partial_n + \frac{ik}{\Delta} + 2n\frac{r - M}{\Delta} \), \( L_n \equiv \partial_\theta + m \csc \theta + n \cot \theta \) and \( L_n^\dagger \equiv \partial_\theta - m \csc \theta + n \cot \theta \) are essentially mode versions of the GHP differential operators. The constants of proportionality are given by \( \mathcal{C} = D_{-2} = 12iM\omega \) and \( D = (\ell + 1)(\ell - 1)\ell \omega \). This particular choice of \( \mathcal{C} \) ensures that the \( s = +2 \) and \( s = -2 \) modes represent the same physical perturbation.\(^2\)

10. Inhomogeneous solutions of the radial Teukolsky equation can be constructed from a linear combination of the basis functions,
\[
2\psi_{l\ell m\omega}(r) = 2C_{\omega l\ell m}(r)_{\omega}^\dagger R_{l\ell m\omega}^{\text{in}}(r) + 2C_{\omega l\ell m}(r)_{\omega}^{\text{up}}(r),
\]
\[
-2\psi_{l\ell m\omega}(r) = -2C_{\omega l\ell m}(r)_{\omega}^\dagger R_{l\ell m\omega}^{\text{in}}(r) - 2C_{\omega l\ell m}(r)_{\omega}^{\text{up}}(r),
\]
\(^2\) An alternative proportionality constant can be derived such that the \( s = +2 \) and \( s = -2 \) modes have the same transmission coefficient; see [70] for details.
where the weighting coefficients are determined by the variation of parameters,

\[ sC_{\omega m}^{\text{in}}(r) = \int_{r}^{r_{\infty}} \frac{sR_{\text{in}}^{\omega m}(r')}{W(r')} sT_{\text{in}}(r') dr', \quad \text{(5.14a)} \]

\[ sC_{\omega m}^{\text{up}}(r) = \int_{r_{\infty}}^{r} \frac{sR_{\text{up}}^{\omega m}(r')}{W(r')} sT_{\text{up}}(r') dr', \quad \text{(5.14b)} \]

where \( W(r) = sR_{\text{in}}^{\omega m}(r) \partial_r [sR_{\text{up}}^{\omega m}(r)] - sR_{\text{up}}^{\omega m}(r) \partial_r [sR_{\text{in}}^{\omega m}(r)] \) is the Wronskian [in practice, it is convenient to use the fact that \( \Delta^s + 1 W(r) = \text{const} \)].

11. The fluxes of energy through infinity and the horizon can be determined from the “in” and “up” normalization coefficients [57],

\[ \mathcal{F}^{\text{H}} = 2 \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \alpha_{\ell m} \frac{|2\pi - 2sC_{\ell m}^{\text{in}}(r_{\infty})|^2}{4\pi \omega^2}, \quad \text{(5.15a)} \]

\[ \mathcal{F}^{\text{I}} = 2 \sum_{\ell=2}^{\infty} \sum_{m=1}^{\ell} \frac{|2\pi - 2sC_{\ell m}^{\text{up}}(r_{\infty})|^2}{4\pi \omega^2}, \quad \text{(5.15b)} \]

where \( \alpha_{\ell m} \equiv \frac{256(2M/\pi)^{4}(\omega^2 + 4\epsilon^2)(\omega^2 + 16\epsilon^2)}{C^2} \) with \( \epsilon \equiv \frac{-1}{3r_{\infty}} \).

12. Solutions of the Teukolsky equations, can be related back to solutions for the metric perturbation \( h_{\alpha \beta} \) by use of a Hertz potential [63–66, 71]. In fact, there are two different Hertz potentials: \( \psi_{\text{IRG}} \), which produces a metric perturbation in the ingoing radiation gauge (satisfying \( h^0_{\alpha \beta} = 0 \) and \( h = 0 \)); and \( \psi_{\text{ORG}} \), which produces a metric perturbation in the outgoing radiation gauge (satisfying \( n^\alpha h_{\alpha \beta} = 0 \) and \( h = 0 \)).

In the outgoing radiation gauge (ORG), the metric perturbation may be written in terms of a second-order differential operator acting on a type \( \{4, 0\} \) Hertz potential (i.e. the same type as \( \psi_0 \)), \( \psi_{\text{ORG}} \). In terms of this Hertz potential, the ORG metric perturbation is given explicitly by \( h_{\mu \nu}^{\text{ORG}} = \Re[(S_{\alpha \beta})^\dagger \psi_{\text{ORG}}] \), where

\[
(S_{\alpha \beta})^\dagger = n^\alpha n^\beta (\partial' - \tau') (\partial' + 3\tau') + \bar{m}^\alpha \bar{m}^\beta (\partial' - \rho') (\partial' + 3\rho') - n^\alpha n^\beta [ (\partial' - \rho' + \bar{\rho}') (\partial' + 3\tau') + (\partial' - \tau' + \bar{\tau}') (\partial' + 3\rho')].
\]

is the adjoint of \( S_{\alpha \beta} \) (given below) and where \( \Psi_2^{1/3} \psi_{\text{ORG}} \) is a solution of the equation satisfied by \( \psi_0 \) (equivalently, the adjoint of the equation satisfied by \( \Psi_2^{-4/3} \psi_4 \)), but with a different source.

The ORG Hertz potential may be obtained either by solving this sourced Teukolsky equation or by solving either one of a pair of fourth-order differential equations sourced by the perturbed Weyl scalars, often referred to as the “angular” and “radial” inversion equations. In regions where \( \psi_0 \) satisfies the homogeneous Teukolsky equation, the ORG Hertz potential satisfies a homogeneous equation and the angular inversion equation simplifies significantly, to the point where it can be inverted algebraically. When written in terms of modes, this gives the modes of the ORG Hertz potential, \( \psi_{\text{ORG}}^{\ell m} \), in terms of the modes of the Weyl scalar,

\[ \psi_{\text{ORG}}^{\ell m} = \frac{8(-1)^m D_2 \psi_{\omega m}^{\ell - m} + 12i M \omega_2 \psi_{\text{in}}^{\ell m}}{D^2 + 144 M^2 \omega^2}. \quad \text{(5.17)} \]

**B. Explicit source for the Teukolsky equation**

We now construct the explicit expressions for the source for the Teukolsky equation for a spinning secondary in a circular orbit around a Schwarzschild black hole with its spin parallel to the orbital angular momentum. To do so,
we apply the operator $S^{\alpha\beta}$ given by
\[
S_0^{\alpha\beta} = (\partial - \tau' - 4\tau) [(\mathbf{D} - 2\rho)l^{(\alpha}m^{\beta)} - (\partial - \tau')l^\alpha l^\beta] + (\mathbf{D} - 4\rho - \bar{\rho})[(\partial - 2\tau')l^{(\alpha}m^{\beta)} - (\mathbf{D} - \partial)m^\alpha m^\beta],
\]
(5.18a)
\[
S_4^{\alpha\beta} = (\partial' - \bar{\tau} - 4\bar{\tau}')[(\mathbf{D}' - 2\bar{\rho}')n^{(\alpha}m^{\beta)} - (\partial' - \bar{\tau}')n^\alpha n^\beta] + (\mathbf{D}' - 4\bar{\rho}' - \bar{\rho})[(\partial' - 2\bar{\tau}')n^{(\alpha}m^{\beta)} - (\mathbf{D}' - \partial)n^\alpha n^\beta]
\]
(5.18b)
to the stress-energy tensor given in Eq. (4.7) then decompose into spin-weighted spherical harmonic and Fourier modes,
\[
s_\ell m_\omega = -4 \int_{-\infty}^{\infty} e^{i\omega t} \int_0^\pi \int_0^{2\pi} s_\ell m_\omega(\theta,\phi) \mathcal{Y}_2^{(s-2)/3}(\theta,\phi) S^{\alpha\beta}_s T_{\alpha\beta} \Sigma \sin \theta \, d\theta \, d\phi \, dt.
\]
(5.19)
In doing so, we exploit the fact that angular derivatives (which appear via $\partial$ and $\partial'$ in $S^{\alpha\beta}_s$) can be shifted onto the integrand by integrating by parts. This is particularly simple in the Schwarzschild case, where $\tau = 0 = \tau'$ so that the adjoints of the operators are given by $\bar{\partial} = -\partial$ and $(\partial')^\dagger = -\partial'$. We therefore have the identities
\[
\sqrt{2} r \int s_\ell m_\omega(\theta,\phi) \bar{\partial} X(\theta,\phi) \sin \theta \, d\theta \, d\phi = -[(\ell + 1) - s(s + 1)]^{1/2} \int_{s-1} s_\ell m_\omega(\theta,\phi) X(\theta,\phi) \sin \theta \, d\theta \, d\phi,
\]
(5.20a)
\[
\sqrt{2} r \int s_\ell m_\omega(\theta,\phi) \bar{\partial}' X(\theta,\phi) \sin \theta \, d\theta \, d\phi = [(\ell + 1) - s(s + 1)]^{1/2} \int_{s+1} s_\ell m_\omega(\theta,\phi) X(\theta,\phi) \sin \theta \, d\theta \, d\phi
\]
(5.20b)
for any sufficiently smooth function $X(\theta,\phi)$ of appropriate type such that the integrand has zero spin-weight.

Using the fact that the projection of the stress-energy onto the Kinnersley tetrad is given by
\[
T_{\ell\ell} = \frac{\mu}{r^2 f^2 \sin \theta} \left[ f^2 K^{tt} - 2fK^{tr} + K^{rr} \right],
T_{\ell m} = -\frac{i\mu}{\sqrt{2} rf} \left[ fK^{t\phi} - \bar{K}^{r\phi} \right],
T_{\ell m} = \frac{\mu}{2\sqrt{2} rf} \left[ fK^{t\phi} + \bar{K}^{r\phi} \right],
T_{\ell m} = \frac{-\mu \sin \theta}{2} \left[ fK^{\phi\phi} \right],
\]
(5.21)
we obtain an expression for the source of the Teukolsky equation of the form
\[
s_\ell m_\omega = \mu \left[ s_\ell m_\omega^{(0)} + s_\ell m_\omega^{(1)} + s_\ell m_\omega^{(2)} \right],
\]
(5.22)
along with the condition $\omega = m\Omega$ which follows from the $t$-integral. The individual terms in the $s = +2$ case are given by
\[
2s_\ell m_\omega^{(0)} = \frac{2}{f^2 r^2} \sqrt{(\ell - 1)(\ell + 1)(\ell + 2)} \sqrt{(\ell - 1)(\ell + 1)} \left[ (f^2 K^{tt}_{01} + \sigma K^{rr}_{01} - 2im\sigma f K^{tr}_{01}) \delta_r + \sigma f^2 K^{tt}_{01} \delta_r' \right],
\]
(5.23a)
\[
2s_\ell m_\omega^{(1)} = -8\sqrt{(\ell - 1)(\ell + 2)} \sqrt{(\ell - 1)(\ell + 1)} \left[ (F_3 K_{01}^{tt} - \sigma F_4 K_{02}^{t\phi}) \delta_r + (\frac{1}{2} K_{01}^{t\phi} - \frac{im\sigma f}{2f} K_{02}^{t\phi} + \sigma F_3 K_{03}^{t\phi}) \delta_r' + \frac{\sqrt{2}}{\sqrt{3}} K_{03}^{t\phi} \delta_r'' \right],
\]
(5.23b)
\[
2s_\ell m_\omega^{(2)} = -2r^2 \sqrt{(\ell - 1)(\ell + 2)} \left[ F_1 K_{01}^{t\phi} \delta_r + (F_2 K_{02}^{t\phi} + \sigma F_1 K_{03}^{t\phi}) \delta_r' + (F_3 K_{03}^{t\phi} + \sigma F_2 K_{03}^{t\phi}) \delta_r'' + \sigma K_{03}^{t\phi} \delta_r''' \right],
\]
(5.23c)
where we have introduced the shorthand $K^{\mu\nu}_{01,2,3} = K^{\mu\nu}_{01} + \sigma K^{\mu\nu}_{02,3}$, and where
\[
F_1 = \frac{4}{r^2} + i\omega \left( \frac{f'}{f^2} - \frac{6}{rf} \right) - \frac{\omega^2}{r^2}, \quad F_2 = 2 \left( \frac{3}{r} - \frac{i\omega}{rf} \right), \quad F_3 = \frac{1}{r} \frac{i\omega}{rf}, \quad F_4 = \frac{1}{r} \frac{im \sigma f}{rf^2} \left( \frac{r - 3M}{r^2} - \frac{i\omega}{2f} \right),
\]
(5.24)
with $f' = \partial_r f = 2M/r^2$. Note that whereas $K^{\mu\nu}_{01,2,3}$ are constant in $r$, the $F_i$ are functions of $r$. Similarly, the terms for $s = -2$ are
\[
-2s_\ell m_\omega^{(0)} = \frac{r^2}{2} \sqrt{(\ell - 1)(\ell + 1)(\ell + 2)} \sqrt{(\ell - 1)(\ell + 2)} \left[ (f^2 K^{tt}_{01} + \sigma K^{rr}_{01} - 2im\sigma f K^{tr}_{01}) \delta_r + \sigma f^2 K^{tt}_{01} \delta_r' \right],
\]
(5.25a)
\[
-2s_\ell m_\omega^{(1)} = 2tf^2 r^4 \sqrt{(\ell - 1)(\ell + 2)} \sqrt{(\ell - 1)(\ell + 1)} \left[ (\bar{F}_3 K_{01}^{t\phi} - \sigma \bar{F}_4 K_{02}^{t\phi}) \delta_r + (\frac{1}{2} K_{01}^{t\phi} + \frac{im\sigma f}{2f} K_{02}^{t\phi} + \sigma \bar{F}_3 K_{03}^{t\phi}) \delta_r' + \frac{\sqrt{2}}{\sqrt{3}} K_{03}^{t\phi} \delta_r'' \right],
\]
(5.25b)
\[
-2s_\ell m_\omega^{(2)} = -\frac{f^2 r^6}{2} \sqrt{(\ell - 1)(\ell + 2)} \left[ F_1 K_{01}^{t\phi} \delta_r + (F_2 K_{02}^{t\phi} + \sigma F_1 K_{03}^{t\phi}) \delta_r' + (F_3 K_{03}^{t\phi} + \sigma \bar{F}_2 K_{03}^{t\phi}) \delta_r'' + \sigma K_{03}^{t\phi} \delta_r''' \right].
\]
(5.25c)

\(^4\) In fact, there are two operators $S_0^{\alpha\beta}$ and $S_4^{\alpha\beta}$ which produce sources for $\psi_0$ (of spin-weight $s = +2$) and $\psi_4$ (of spin-weight $s = -2$), respectively.
Inserting these into the variation of parameters integral, we obtain expressions for the weighting coefficients, 
\[ s_{C_{lm\omega}}^\text{in}(r) = \theta(r_0 - r) s_{C_{lm\omega}}^\text{in}(r_0) \] and 
\[ s_{C_{lm\omega}}^\text{up}(r) = \theta(r - r_0) s_{C_{lm\omega}}^\text{up}(r_0) \] where the coefficients for both “in” and “up” can be found in Appendix B.

C. Numerical and analytical solutions to the Teukolsky equation

1. Post-Newtonian calculation in the small mass-ratio limit

Our post-Newtonian solutions to the Teukolsky equation are formed by making the following assumptions

(i) \( r \sim r_0 \gg M \)

Physically, this implies that the small body is at all times far from the central black hole, and that we are calculating the field near this radius. For example our solutions will not be valid in the regime \( r \gg r_0 \gg M \).

(ii) \( \omega \propto \Omega \sim r^{-3/2}_0 \)

This is required when the small body moves on a bound (in our case circular) orbit. As one would expect for a periodic orbit, this condition is implicitly enforced by setting the allowed frequencies to be multiples of the orbital frequency \( \omega = m\Omega \), where \( \Omega \) is given by Eq. (4.4).

These two assumptions are sufficient to construct analytic solutions to the Teukolsky equation as an asymptotic expansion in \( u = \frac{M}{r_0} \) following procedures outlined in, e.g., Refs. [61, 62]. The main difference with many previous works is that at each order in the expansion, we will also introduce an expansion in the dimensionless spin of the small black hole \( \sigma \), which enters via the frequencies of the homogeneous solutions, and with the source terms when constructing inhomogeneous solutions. For reasons outlined above we work to linear order in \( \sigma \). As is standard, we will exchange the ‘gauge dependent’ expansion parameter \( u \) with the more physical frequency variable \( y = (\frac{M\Omega}{2})^{2/3} \).

This is a seemingly arbitrary choice in this work, but would play a more significant role when working either to higher orders in the mass-ratio, with quantities which are not zero as the mass-ratio goes to zero, with gauge-dependent quantities, or when working with the effective-one-body approach, see for example Refs. [42, 55].

2. Numerical computation

The numerical computation follows a very similar path as the post-Newtonian calculation outlined above, with the main exception that the homogeneous solutions to the Teukolsky equation are computed numerically. In practice we compute the \( s = -2 \) homogeneous solutions using the semi-analytic MST method (see Ref. [72] for a review of the formalism and Refs. [58, 59] for discussion of numerical techniques we employ). Once the homogeneous solutions are in hand, the inhomogeneous solutions are constructed via the standard variation of parameters approach – see Eqs. (5.14). From the inhomogeneous solutions, the asymptotic energy flux at the spacetime boundaries can be computed using Eq. (5.15). To reconstruct the metric, we first transform the \( s = -2 \) Teukolsky solutions to the \( s = +2 \) solutions using the Teukolsky-Starobinsky identities, Eq. (5.11). The metric is then reconstructed in the ORG as described above and the change to the local energy is computed via Eq. (3.14). The numerical Teukolsky code uses arbitrary precision throughout as this is required by some pieces of the MST calculation.

VI. COMPUTATION IN THE LORENZ GAUGE

The Lorenz gauge has been heavily employed in self-force computations as the original regularization procedure was formulated in this gauge [51, 52]. It also has the advantage of working directly with the metric perturbation,

---

5 This is a legacy step required to connect two pieces of code, one that computes \( s = -2 \) Teukolsky solutions and another that computes the metric perturbation from the \( s = +2 \) solutions.
thus avoiding the complicated metric reconstruction procedure required when working with the Teukolsky formalism. This comes at the expense of having to solve a coupled set of ODEs unlike in the Teukolsky case, where one solves for a single variable master function.

Lorenz gauge computations have been carried out in the time domain with 1+1 \[14, 15, 54, 73\] and 2+1 \[74, 75\] dimensional decompositions as well as in the frequency domain \[16–18, 27\]. In this work, we employ the frequency-domain approach. For a spinning body, the decomposition of the metric perturbation into tensor spherical and frequency modes is the same as for the geodesic case, and as such we only briefly review this below. The mode decomposition of the source for a spinning body, however, is new and we discuss this in detail before a brief review of our numerical scheme.

In our setup, an orbiting particle of mass $\mu$ and spin $\sigma$ induces a metric perturbation $h_{\mu\nu}$ over the background (Schwarzschild) spacetime, $g_{\mu\nu}$. We will find it convenient to write the associated field equations with respect to the trace-reversed metric perturbation, $\bar{h}_{\mu\nu}$, given by

$$ h_{\mu\nu} \equiv \bar{h}_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \text{Tr}(h). $$ \hspace{1cm} (6.1)

With this the Lorenz-gauge condition is given by

$$ \nabla_{\mu} \bar{h}^{\mu\nu} = 0, $$ \hspace{1cm} (6.2)

where $\nabla$ is the covariant derivative with respect to the background metric. Applying the gauge condition to the field equations, we get the Lorenz-gauge linearized Einstein equation,

$$ \Box_{\text{sc}} \bar{h}_{\mu\nu} + 2 R_{\mu}^{\sigma} \bar{h}_{\rho\sigma} = -16 \pi T_{\mu\nu}, $$ \hspace{1cm} (6.3)

where $\Box$ is the scalar wave operator

$$ \Box_{\text{sc}} \equiv \frac{d^2}{dr^2} + \frac{f'}{f} \frac{d}{dr} - f^{-2} \left[ V_{\ell}(r) - \omega_m^2 \right], $$ \hspace{1cm} (6.6)

with

$$ V_{\ell}(r) = f \left[ \frac{2M}{r^3} + \frac{\ell (\ell + 1)}{r^2} \right]. $$ \hspace{1cm} (6.7)

The $\mathcal{M}_{\ell m}$ in Eq. (6.5) come from the decomposition of the source. When the test body is spinning, $\mathcal{J}_{\ell m}^{(i)}$ contains terms proportional to $\delta(r - r_0)$ and $\delta'(r - r_0)$. The $\mathcal{M}$'s are first-order differential operators that couple together the
\[ \tilde{h}^{(i)}(r) = \tilde{h}^{(i)-}(r)(r_0 - r) + \tilde{h}^{(i)+}(r - r_0), \quad \text{where} \quad \tilde{h}^{(i)\pm} = \sum_{j=1}^{k} C_{j0}^{\pm} h_{j}^{(i)\pm}(r), \] 

where \( \Theta \) is the Heaviside step function and

\[
\begin{pmatrix}
C_{j0}^{-} \\
C_{j0}^{+}
\end{pmatrix} = \Phi^{-1}(r_0) \begin{pmatrix}
[\tilde{h}^{(j)}]_{r_0}^{-} \\
[\tilde{h}^{(j)}]_{r_0}^{+}
\end{pmatrix}.
\] 

Hereafter \([ \cdot ]_{r_0}\) represents the difference in the one-sided limits evaluated at \( r_0 \) and \( \Phi \) is a matrix of homogeneous solutions given by

\[
\Phi(r) = \begin{pmatrix}
-\tilde{h}^{(i)-} & \tilde{h}^{(i)+} \\
-\partial_r \tilde{h}^{(i)-} & \partial_r \tilde{h}^{(i)+}
\end{pmatrix}.
\] 

In the next section, we discuss how the vector of jump conditions in the right-hand side of Eq. (6.9) are calculated.

### A. Lorenz-gauge source

We begin by decomposing the source (4.6) into tensor spherical harmonics of the form

\[
T_{\mu\nu} = \mu \sum_{\ell,m} \sum_{i=1}^{10} T_{\ell m}^{(i)}(t, r) Y_{\mu\nu}^{(i)\ell m}(\theta, \phi; r).
\] 

The \( T_{\ell m}^{(i)}(t, r) \) can be computed explicitly using the orthogonality relations of the tensor harmonics [27]. The decomposition for the monopole source is well known [16, 17] so we focus on the spin-dipole, \( O(\sigma) \), term here.

The standard form for the sources of the frequency-domain Lorenz-gauge field equations (6.5) is given by

\[
\mathcal{J}_{\ell m}^{(i)} = -16\pi \frac{r}{a(i) f} T_{\ell m}^{(i)},
\]

For a spinning body with stress-energy given by Eq. (4.7) the decomposed source is given explicitly by

\[
\mathcal{J}_{\ell m}^{(i)}(r) = -16\pi \frac{\hat{E}}{f_0} \left[ (\hat{\alpha}^{(i)} + \sigma_\alpha^{(i)}) \delta(r - r_0) + \sigma_\beta^{(i)} \delta'(r - r_0) \right] \begin{cases}
Y^{\ell m}(\pi/2, \Omega t), & i = 1, \ldots, 7 \\
Y^{\ell m}(\pi/2, \Omega t), & i = 8, 9, 10
\end{cases},
\] 

where the geodesic terms are given by

\[
\begin{align*}
\hat{\alpha}^{(1)} &= f_0^2/r_0, & \hat{\alpha}^{(2)} &= 0, & \hat{\alpha}^{(3)} &= f_0/r_0, & \hat{\alpha}^{(4)} &= 2imf_0\Omega, & \hat{\alpha}^{(5)} &= 0, \\
\hat{\alpha}^{(6)} &= r_0\Omega^2, & \hat{\alpha}^{(7)} &= r_0\Omega^2 \left[ \ell(\ell + 1) - 2m^2 \right], & \hat{\alpha}^{(8)} &= 2f_0\Omega, & \hat{\alpha}^{(9)} &= 0, & \hat{\alpha}^{(10)} &= 2imr_0\Omega^2.
\end{align*}
\]
These coefficients are the same as those given in Eq. (B12) of Ref. [27]. When the secondary is spinning the additional terms are given by

\[ \alpha^{(1)}_{\sigma} = f_0[f_0 r_0 \ddot{u}_{\sigma} + 2M(4M - r_0)\tilde{\Omega}] / r_0^2, \quad \alpha^{(2)}_{\sigma} = -imMf_0 (f_0 - r_0^2\tilde{\Omega})^2 / r_0^2, \quad \alpha^{(3)}_{\sigma} = f_0 \ddot{u}_{\sigma} / r_0, \]

\[ \alpha^{(4)}_{\sigma} = 2im\tilde{\Omega}(f_0 r_0 \ddot{u}_{\sigma} + M^2\tilde{\Omega}) / r_0, \quad \alpha^{(5)}_{\sigma} = m^2M\tilde{\Omega}(r_0 - 3M) / r_0^2, \quad \alpha^{(6)}_{\sigma} = r_0 \ddot{u}_{\sigma} / r_0^2, \]

\[ \alpha^{(7)}_{\sigma} = [(l+1) - 2m^2]r_0 \ddot{u}_{\sigma} / r_0^2, \quad \alpha^{(8)}_{\sigma} = \alpha^{(4)}_{\sigma} / (im), \quad \alpha^{(9)}_{\sigma} = imM\tilde{\Omega}(3M - r_0) / r_0^2 \quad \alpha^{(10)}_{\sigma} = 2imMr_0 \ddot{u}_{\sigma} / r_0^2, \quad (6.15) \]

where \( \ddot{u}_{\sigma} = u_{\sigma}' / u_{\sigma}' \) and

\[ \beta^{(1)}_{\sigma} = -Mf_0 \tilde{\Omega}, \quad \beta^{(2)}_{\sigma} = 0, \quad \beta^{(3)}_{\sigma} = -Mf_0 \tilde{\Omega}, \quad \beta^{(4)}_{\sigma} = -imMf_0 (r_0 - M) / r_0^2, \quad \beta^{(5)}_{\sigma} = 0, \]

\[ \beta^{(6)}_{\sigma} = -Mf_0 \tilde{\Omega}, \quad \beta^{(7)}_{\sigma} = -Mf_0 (l(l+1) - 2m^2) \tilde{\Omega}, \quad \beta^{(8)}_{\sigma} = \beta^{(4)}_{\sigma} / (im), \quad \beta^{(9)}_{\sigma} = 0, \quad \beta^{(10)}_{\sigma} = -2imf_0 \tilde{\Omega}. \quad (6.16) \]

As a check on these sources, we have explicitly verified that they are divergence free at the mode level.

To compute the junction conditions \([\cdot]_{r_0}\) required in Eq. (6.9) we substitute Eq. (6.8) into the radial equation (6.5). Matching coefficients of the \(\delta\)'s and \(\delta'\)'s we arrive at

\[ [\tilde{h}^{(j)}]_{r_0} = - \frac{16\pi \dot{\tilde{h}}_{\sigma}}{f_0^2} \beta^{(j)}_{\sigma}, \quad (6.17) \]

\[ [\hat{h}^{(j)}]_{r_0} = - \frac{16\pi \dot{\hat{h}}_{\sigma}}{f_0^2} \left[ \alpha^{(j)}_{\sigma} + \mathcal{K}^{(j)}_{(k)} \beta^{(k)}_{\sigma} \right]. \quad (6.18) \]

The \(\mathcal{K}^{(j)}_{(k)}\) come from the first order derivatives that appear in the \(\mathcal{M}^{(j)}_{(k)}\) for the \(i = 1, 2, 4, 8\) fields. Curiously the contributions from \(i = 2\) cancel out leaving the only non-zero contributions as

\[ \mathcal{K}^{(1)}_{(k)} \beta^{(k)}_{\sigma} = 4M\beta^{(3)}_{\sigma} / r_0^2, \quad (6.19a) \]

\[ \mathcal{K}^{(4)}_{(k)} \beta^{(k)}_{\sigma} = \frac{2M\beta^{(4)}_{\sigma}}{(r_0 - 2M)r_0}, \quad (6.19b) \]

\[ \mathcal{K}^{(8)}_{(k)} \beta^{(k)}_{\sigma} = \frac{2M\beta^{(8)}_{\sigma}}{(r_0 - 2M)r_0}. \quad (6.19c) \]

The junction conditions (6.17) tell us that in the non-spinning case \((\sigma = 0)\) the modes of the retarded field will be continuous at the particle with a discontinuity in some of their derivatives. In the spinning case, both the fields and their derivative can be discontinuous at the particle.

B. Numerical calculation

As this work is only concerned with the radiated flux and the dissipative local force, we are not required to calculate any static \((\omega = 0)\) modes. For circular orbits, this translates to calculating modes with \(l \geq 2\) and \(m \neq 0\). Unlike for the static modes, the field equations for the radiative modes do not admit closed-form analytic solutions. In the Lorenz gauge case, we opt to solve for these modes by numerically integrating the field equations. Our procedure for this follows closely to Ref. [27].

For each \(lm\)-mode we begin by solving for the homogeneous solutions by applying appropriate boundary conditions following Ref. [16]. We then numerically integrate the field equations in Mathematica using the NDSolve function. These two steps differ from previous work only by the mode frequency which is now given by \(\omega = m\tilde{\Omega}\) rather than \(\omega = m\Omega\). This gives us a basis of homogeneous solutions, \(\tilde{h}^{(i)}_{j} \pm \), that span the solution space. The inhomogeneous solutions are then constructed via Eq. (6.8). The radiated flux is then computed directly from the weighting coefficients, \(C_{j0}^{\pm}\)'s (see formula in Ref. [16]). The metric perturbation is constructed from the \(\tilde{h}^{(i)}\)'s using the formula in appendix A.6 of Ref. [27]. We give an example of the metric perturbation for the \(l = 2, m = 2\) mode in Fig. 2. From the values of the metric perturbation and its derivatives at the particle we then compute the change to the local energy using Eq. (3.14).
FIG. 2. The $\ell = 2, m = 2$ mode of the Lorenz gauge metric perturbation for a particle orbiting at a radius of $r_0 = 10M$ with no spin (left panel) and with spin magnitude $\sigma = 0.9$ (right panel). In the non-spinning case the metric perturbation is continuous at the particle whereas for the spinning case some of the fields of the metric perturbation are discontinuous. For this mode, we see that the $i = 1$ and $i = 3$ fields are discontinuous whilst the $i = 5$ remains continuous. To avoid cluttering the figure we have not shown the $i = \{2, 4, 6, 7\}$ fields, which exhibit similar behaviour to the ones shown.

VII. EXPLICIT RESULTS FOR THE FLUX AND LOCAL FORCES

In this section we given explicit analytic PN as well as numerical results for the radiated fluxes and the rate of change of the local energy. Using these results, we verify that the flux balance law given in Eq. (1.1) holds through $O(\sigma)$.

A. Analytical post-Newtonian results

We include in our calculation modes with $\ell \leq 6$. This results in expressions for the asymptotic fluxes and the local forcings valid to 5.5PN order.

When working in the radiation gauge, as we do for the PN calculation, we find the interesting behaviour that both of the terms appearing in the right hand side of (1.1) are, at $O(\sigma)$, divergent in $\ell$ and discontinuous when taking the radial limit to the position of the particle from the left and from the right. Explicitly we see that in the large-$\ell$ limit

$$ (S^{\gamma \delta} u^\beta \nabla_\delta (0) \xi h_{\gamma \beta})^+ = \frac{6(\ell + 1)}{\ell - 1} \sigma y^{11/2} + \frac{3(27\ell^3 + 40\ell^2 - 8\ell - 9)}{(\ell - 1)(2\ell - 1)(2\ell + 3)} \sigma y^{13/2} + O(y^7), $$

$$ (S^{\gamma \delta} u^\beta \nabla_\delta (0) \xi h_{\gamma \beta})^- = \frac{6\ell}{2 + \ell} \sigma y^{11/2} + \frac{3(27\ell^3 + 41\ell^2 - 7\ell - 12)}{(\ell + 2)(2\ell - 1)(2\ell + 3)} \sigma y^{13/2} + O(y^7), $$

$$ (u^\alpha u^\beta \xi h_{\alpha \beta})^+ = \frac{6(\ell + 1)}{\ell - 1} \sigma y^{11/2} + \frac{3(27\ell^3 + 40\ell^2 - 8\ell - 9)}{(\ell - 1)(2\ell - 1)(2\ell + 3)} \sigma y^{13/2} + O(y^7), $$

$$ (u^\alpha u^\beta \xi h_{\alpha \beta})^- = \frac{6\ell}{2 + \ell} \sigma y^{11/2} + \frac{3(27\ell^3 + 41\ell^2 - 7\ell - 12)}{(\ell + 2)(2\ell - 1)(2\ell + 3)} \sigma y^{13/2} + O(y^7). $$

Given the relative sign difference between these two terms in (1.1) we see that all polynomial divergence is removed.
in the combination. For the low-$\ell$ values the two terms are explicitly not equal. For example, at $\ell = 2$:

$$
(S^\delta w^\beta \nabla_\delta \mathcal{L}_\xi h_{\alpha\beta})^+ = 18\sigma y^{11/2} + \frac{1139}{35} \sigma y^{13/2} + \mathcal{O}(y^7),
$$

(7.2a)

$$
(S^\delta w^\beta \nabla_\delta \mathcal{L}_\xi h_{\alpha\beta})^- = 3\sigma y^{11/2} - \frac{347}{70} \sigma y^{13/2} + \mathcal{O}(y^7),
$$

(7.2b)

$$
(w^\alpha w^\beta \mathcal{L}_\xi h_{\alpha\beta})^+ = \frac{64}{5} y^5 + 18\sigma y^{11/2} - \frac{14384}{315} y^6 + \left( \frac{256\pi}{5} - \frac{579}{35} \sigma \right) y^{13/2} + \mathcal{O}(y^7),
$$

(7.2c)

$$
(w^\alpha w^\beta \mathcal{L}_\xi h_{\alpha\beta})^- = \frac{64}{5} y^5 + 3\sigma y^{11/2} - \frac{14384}{315} y^6 + \left( \frac{256\pi}{5} - \frac{1467}{70} \sigma \right) y^{13/2} + \mathcal{O}(y^7).
$$

(7.2d)

This verifies that, as one would expect for a purely radiative quantity, the mode sum of the dissipated energy is exponentially convergent in $\ell$. This delicate cancellation of polynomial behaviour in $\ell$ serves as a useful consistency check within the calculation.

Combining these expressions and computing the sum over $\ell$-modes we arrive at our 5.5PN accurate expression which is identical to that calculated from the asymptotic Teukolsky fluxes:

$$
\frac{1}{u^i} \frac{DE}{dr} = \frac{32}{5} y^5 \left[ 1 - \frac{1247}{336} y + \left( 4\pi - \frac{5}{4} \sigma \right) y^{5/2} - \frac{44711}{9072} y^2 + \left( -\frac{8191}{672} - \frac{13}{16} \sigma \right) y^{5/2} + \left( \frac{6643739519}{69854400} - \frac{1712}{105} \gamma + \frac{16}{3} \pi^2 \right) y^9/2
\right.
$$

$$
- \frac{3424}{105} \log(2) - \frac{856}{105} \log(y) - \frac{31}{6} \pi \sigma \left) y^3 + \left( -\frac{16285}{504} \pi + \frac{9535}{336} \sigma \right) y^{7/2} + \left( -\frac{319927174267}{3178375200} + \frac{232597}{4410} \gamma \right)
\right.
$$

$$
- \frac{1369}{126} \pi y^2 + \frac{39931}{294} \log(2) - \frac{47385}{1568} \log(3) + \frac{232597}{8820} \log(y) - \frac{7163}{672} \pi \sigma \right) y^4 + \left( \frac{265978667519}{745113600} - \frac{6848}{105} \pi \right)
\right.
$$

$$
- \frac{13686}{105} \pi \log(2) - \frac{3424}{105} \pi \log(y) + \left( -\frac{37454731}{453600} + \frac{107}{5} \gamma - 7\pi^2 + \frac{13589}{315} \log(2) + \frac{107}{10} \log(y) \right) \sigma y^9/2
\right]
$$

$$
+ \left( \frac{1286640674911151}{368151199416000} + \frac{916628467}{7858620} \gamma - \frac{424223}{1122660} \log(2) + \frac{47385}{196} \log(3)
\right.
$$

$$
+ \frac{916628467}{15717240} \log(y) + \frac{384707}{3024} \pi \sigma \right) y^5 + \left( \frac{3899309750401}{101708006400} + \frac{177293}{1176} \pi \gamma + \frac{8521283}{17640} \pi \log(2) - \frac{142155}{784} \pi \log(3)
\right.
$$

$$
+ \frac{177293}{2352} \pi \log(y) + \left( -\frac{2227389947}{3880800} + \frac{211}{6} \gamma - 30\pi^2 - \frac{96179}{4410} \log(2) + \frac{142155}{1568} \log(3) + \frac{211}{12} \log(y) \right) \sigma y^{11/2}
\right]
+ \mathcal{O}(y^{11}).
$$

(7.3)

This PN series can be found digitally in the PostNewtonianSelfForce package of the Black Hole Perturbation Toolkit [76]. We note also that as extra verification the linear in $\sigma$ terms here agree with the leading order in the mass-ratio terms of the flux expansions from post-Newtonian theory, e.g. Eq. (414) of [77].

B. Numerical results

An important feature of our numerical results is that, despite the orbital dynamics and the perturbation source being linear in $\sigma$, the calculated flux and local forces are not. This occurs because our calculation contains products of terms that have been linearized in $\sigma$ as well as products with a term that is quadratic in $\sigma$. The latter comes from the calculation of the homogeneous solutions to the Teukolsky or Lorenz-gauge equations which both have an $\omega^2 = (m\Omega)^2$ term in their potentials. In principle, one could expand the field equations to leading order in $\sigma$, write down new boundary conditions and solve for the linear in $\sigma$ piece of the homogeneous solutions. With this, one would have all the terms in the calculation expanded to leading order in $\sigma$ and could then carefully ensure that only the linear terms were retained when any products of these terms were taken. We have not attempted to do this in this work. Instead, at each orbital radius we compute the fluxes and change to the local energy for a range of values of $\sigma$, fit the results to polynomial in $\sigma$ and extract the linear in $\sigma$ piece. With this approach we observe in our results that the agreement between the Teukolsky and Lorenz-gauge calculations holds to high precision through $\mathcal{O}(\sigma)$ – see Table...
I for details. We do not find this observation holds for the higher order in $\sigma$ terms but then we would not expect them to.

In fitting for the linear-in-$\sigma$ piece of the result, we compute the fluxes and local forces for $\sigma = \{0, \pm 0.1, \pm 0.2, \pm 0.3, \pm 0.5, \pm 0.7, \pm 0.9\}$. We then perform a least-squares fit to a tenth-order polynomial in $\sigma$ and extract up to the linear-in-$\sigma$ piece.\(^6\) The need to compute data for many different values of $\sigma$ at each orbital radius adds greatly to the computation burden of the calculation. Fortunately, circular orbit calculations in the frequency domain are sufficiently fast that this is not a problem. For, e.g., eccentric orbits the cost of the frequency domain calculation rises rapidly as the eccentricity of the orbit increases [18]. In this case, the additional computational cost of repeating the calculation for many values of $\sigma$ is likely to be too burdensome and fully linearising the calculation in $\sigma$ as outlined above would be advantageous.

Using the fitting method described above we can separate the spinning and non-spinning contributions to the energy flux in the form

$$F(r_0) = \hat{F}(r_0) + \sigma F_\sigma(r_0)$$

We will also define $\langle \cdot \rangle_\sigma$ as an operator that extracts the $O(\sigma)$ piece of a quantity, e.g., $\langle F \rangle_\sigma = F_\sigma$. We can further separate the flux into the piece radiated to infinity and the piece radiated down the horizon. Concentrating on the $O(\sigma)$ piece we write

$$F_\sigma(r_0) = F_\sigma^H(r_0) + F_\sigma^I(r_0)$$

We give results for $F_\sigma^H(r_0)$, $F_\sigma^I(r_0)$, and the rate of change of the local energy in Table I. We also give the same quantities computed at fixed $y$ in Table II. In all cases we find excellent agreement between the asymptotic fluxes and the local change in the energy, as indicated by the fifth column in the tables. We also compare our numerical results with our PN series and find excellent agreement – see Fig. 3. As a further check, we have compared our data for $F_\sigma^I$ against the results from the time-domain Teukolsky code presented in Ref. [39]. That comparison is presented in Ref. [42] where we found agreement to within the $\sim 1\%$ level errors bars on the time-domain results.

For all the orbital radii we have explored we find that the flux decreases for a spin-aligned binary (with respect to a non-spinning binary). This decrease in the flux will lead to spin-aligned binaries taking longer to inspiral than non-spinning binaries. It is interesting to note that this is consistent with the “orbital hangup” effect observed in numerical relativity simulations [78].

VIII. CONCLUSION

In order to produce a post-adiabatic waveform for EMRIs it is crucial to include the effects of the spin of the secondary. Formally these effects enter the waveform phase at the same order as first-order conservative and second-order dissipative self-force effects. No EMRI inspiral and waveform model is complete at post-adiabatic order without including all these contributions. Whilst the self-force contributions have received considerable attention, the equally-as-important spinning contributions have not. This paper represents a significant step forward in addressing these spinning contributions in complementary ways.

On a formal level, we provide a clear mapping from the ‘easy to compute’ asymptotic fluxes to the local evolution of the energy and angular momentum. These relations are valid for arbitrary spin and non-resonant orbital configurations in both Schwarzschild and Kerr spacetime. Since the relation between the four-velocity of a spinning particle and its quasi-conserved energy depends on the spin tensor, knowledge of these asymptotic fluxes does not completely allow one to compute an inspiral. It is also necessary to integrate the evolution equation for the spin tensor. Notably this

\(^6\) The order of the polynomial in this fit may seem high but note that the solutions to the Teukolsky equation have contributions up to least $O(\sigma^3)$ as the homogeneous equations are $O(\sigma^2)$ via the $\omega^2$ in the field equations and the Teukolsky source is $O(\sigma)$. The metric reconstruction procedure then introduces many additional powers of $\sigma$. In principle we could linearize the metric reconstruction formula with respect to $\sigma$ but instead, as our data is of high quality, we find it easier to perform a high-order fit.
the horizon and infinity flux, respectively. For the local force we find excellent agreement between the radiation and Lorenz

\[ \sigma \]

series presented in Fig. 3. All the data in this table is computed using our Lorenz-gauge code. All digits shown are accurate with

\[ \leq \]

0. This difference (relative to the flux) comes from the complicated metric reconstruction into the radiation gauge. Thus we instead show results from the Lorenz-gauge code which works with extended precision, truncating the result based on how well the flux balance formula is satisfied. The fifth column shows the \( \mathcal{O}(\sigma) \) contribution to the local force. The final column shows the relative difference \( \Delta_{rel} \equiv |1 - (F_{\sigma}'')/\langle dE/d\tau \rangle_\sigma| \). This difference is always less than 4 \times 10^{-11} which shows the excellent numerical agreement we find using the flux balance law. Orbits with \( r_0 \leq 20 \) were computed with \( l_{max} = 20 \) which is our truncation value for the \( l \)-mode sums in Eqs. (6.4, 6.11). All other orbits were computed with \( l_{max} = 15 \). The data in the second through fifth columns can be found digitally in the Black Hole Perturbation Toolkit [76].

\[ \mathcal{F}_\sigma^H \]

\[ \mathcal{F}_\sigma^L \]

\[ \langle dE/d\tau \rangle_\sigma \]

\[ \Delta_{rel} \]

TABLE I. Contribution to the radiated flux and rate of change of the local energy for a spinning black hole. All the data in this table has been dimensionalyzed such that, e.g., \( \mathcal{F}_\sigma^H \equiv [M^2/(\mu^2)] \mathcal{F}_\sigma^H \). The flux results, presented in the second through fourth columns, are made with both a Teukolsky and a Lorenz gauge code. In these columns we present all the digits that agree between these two codes. The second column shows the geodesic (\( \sigma = 0 \)) results for the total flux (horizon plus infinity). As these are presented elsewhere in the literature [16] we truncate the data in this column at 11 significant digits. The third and fourth columns give the \( \mathcal{O}(\sigma) \) contribution to the horizon and infinity flux, respectively. For the local force we find excellent agreement between the radiation and Lorenz gauge results to a relative error of better than \( 10^{-8} \). This lower precision (relative to the flux) comes from the complicated metric reconstruction into the radiation gauge. Thus we instead show results from the Lorenz-gauge code which works with extended precision, truncating the result based on how well the flux balance formula is satisfied. The fifth column shows the \( \mathcal{O}(\sigma) \) contribution to the local force. The final column shows the relative difference \( \Delta_{rel} \equiv |1 - (F_{\sigma}'')/\langle dE/d\tau \rangle_\sigma| \). This difference is always less than 4 \times 10^{-11} which shows the excellent numerical agreement we find using the flux balance law. Orbits with \( r_0 \leq 20 \) were computed with \( l_{max} = 20 \) which is our truncation value for the \( l \)-mode sums in Eqs. (6.4, 6.11). All other orbits were computed with \( l_{max} = 15 \). The data in the second through fifth columns can be found digitally in the Black Hole Perturbation Toolkit [76].

\[ \mathcal{F}_\sigma \]

\[ \mathcal{F}_\sigma^H \]

\[ \mathcal{F}_\sigma^L \]

\[ \langle dE/d\tau \rangle_\sigma \]

\[ \Delta_{rel} \]

\[ y \]

\[ \mathcal{F}_\sigma \]

\[ \mathcal{F}_\sigma^H \]

\[ \mathcal{F}_\sigma^L \]

\[ \langle dE/d\tau \rangle_\sigma \]

\[ \Delta_{rel} \]

TABLE II. The same as a Table I but computed at fixed values of \( y \). This data is used to make the comparison with the PN series presented in Fig. 3. All the data in this table is computed using our Lorenz-gauge code. All digits shown are accurate with the error bars being set by the difference in between the left-hand and right-hand sides of the flux balance formula in Eq. (1.1) (this difference is given in the final column). All the data in this table can be found digitally in the Black Hole Perturbation Toolkit [76]. Orbits with \( \{y \geq 0.16, 0.05 \leq y < 0.16, y < 0.05\} \) were computed with \( l_{max} = \{30, 20, 15\} \), respectively.
equation only depends on the first order metric perturbation, i.e., it is independent of the dipolar contribution to the stress energy tensor. Thus, while our flux balance law does not completely determine the evolution, it completely replaces the computation of the local metric perturbation sourced by the dipolar stress energy with the computation of the asymptotic amplitudes of the Teukolsky functions.

On a computational level, we have developed codes which calculate both the local metric perturbation and the asymptotic fluxes to linear order in the spin of the small body. These codes are in two different gauges: radiation and Lorenz. We developed two radiation gauge codes, one analytic in the form of a post-Newtonian series, and the other numerical. The Lorenz gauge code is numerical. The main result from these codes for this paper is an explicit derivation of the energy flux-balance law for a spinning particle in Schwarzschild spacetime on a circular orbit, with its spin vector aligned with the orbital angular momentum. More generally, these codes provide the foundation for validation of the energy flux-balance law for a spinning particle in Schwarzschild spacetime on a circular orbit, with its spin vector aligned with the orbital angular momentum. More generally, these codes provide the foundation for the much more generic codes which will be needed to drive more complicated orbital and spin configurations.

There are a large number of ways in which the work of this paper can be applied or extended. We give these below (in no particular order):

(i) Omitted from this work is a derivation of a flux balance law for the Carter constant. We expect that the methods used here should be applicable to relate the Carter constant evolution to asymptotic quantities in a similar manner to the non-spinning case.

(ii) Our expressions are not valid for cases of orbital resonance. A recent work byIsoyama et al. [36] successfully derived flux balance expressions for the non-spinning case which are valid during orbital resonance. While the calculations are more involved for the spinning particle case, the extension should be feasible.

(iii) Extending our numerical and analytical codes to more complicated orbits, generic spin orientation, and Kerr spacetime are all important future steps. So far, the radiated fluxes have been computed for circular equatorial orbits in Kerr spacetime [39, 79], but the local force has not been calculated. Making these calculations will further test our flux balance expression, which will be useful to ultimately drive fully generic orbit evolutions.

(iv) It is slightly unsatisfactory that the evolution equation for the spin tensor is dependent on the local metric perturbation. While this is purely the first-order non-spinning metric perturbation which will already be needed for self-force calculations, it would be aesthetically pleasing if the spin-forcing term could be fully related to the
asymptotic amplitudes of the Teukolsky equation. Much like the Carter constant, we would expect that this relation would not explicitly be in terms of the asymptotic fluxes of energy and angular momentum.

(v) As a consequence of our numerical methodology, the final results of both numerical codes contain spurious contributions which are non-linear in the spin. This necessitates an expensive fitting procedure to accurately extract the desired linear-in-$\sigma$ piece. In more complicated orbital and spin situations where each numerical computation is orders of magnitude more costly, this fitting may potentially be a significant problem. Thus, developing a code which can directly compute purely the linear-in-$\sigma$ contributions would be extremely valuable. Alternatively this may be a situation where high-order post-Newtonian expansions, which analytically extract the linear-in-$\sigma$ terms, may be a useful approach to cover large portions of the parameter space. Since the spin-dependent contributions are second order in the mass ratio, their accuracy requirements are significantly lower than those for the first-order fluxes, and thus the errors introduced by the post-Newtonian approximation will be substantially less important.

(vi) The results of this work should be incorporated into practical inspiral evolution schemes. The conservative effects from a spinning secondary have been examined [80, 81], but as yet, the influence of the dissipative spin effects remains to be explored.

(vii) In this work we have concentrated on the dissipative sector, but one could also calculate conservative effects. These effects are not directly important for EMRI modelling as they contribute to the waveform phase at one order below the required post-adiabatic order. Nonetheless they are potentially very interesting when comparing with other approaches to the two-body problem. Calculation of conservative gauge invariants for a spinning secondary has been done in the PN regime for the redshift invariant [55]. Extending this to numerical calculations in the strong-field and to other invariants [82–86] is a natural next step.
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**Appendix A: Additional details for the derivation of the source terms**

We now present explicit details of the computation of the sources for the Teukolsky equation. As a representative example, consider Eq. (5.23a), which is obtained by acting with $\partial_t \partial_\phi$ on $T_{ll}$ [given in Eq. (5.21)]. Focusing on the $\delta_r \delta_\phi$ term in $T_{ll}$, we have

$$\frac{1}{2\pi} \int dt e^{\omega t} \int 2 \tilde{Y}^{\ell m} (\theta, \phi) \partial_t \partial_\phi \left( \frac{K_{tr}^2}{f r^2 \sin \theta} \delta_r \delta_\phi \right) \sin \theta d\theta d\phi. \quad (A1)$$

Applying (5.20a) twice and shifting the derivative on $\delta_\phi$ onto the harmonic by integrating by parts, this becomes

$$\frac{1}{2\pi} \int dt e^{\omega t} \int im \sqrt{(\ell - 1)(\ell + 1)(\ell + 2)} Y^{\ell m}(\theta, \phi) \left( \frac{K_{tr}^2}{2 f r^4 \sin \theta} \delta_r \delta_\phi \right) \sin \theta d\theta d\phi. \quad (A2)$$

We can now immediately perform the integrals to obtain

$$im \sqrt{(\ell - 1)(\ell + 1)(\ell + 2)} Y^{\ell m}(\frac{\pi}{2}, 0) \frac{K_{tr}^2}{2 f r^4} \quad (A3)$$
along with the condition \( \omega = m\Omega \). The remaining terms in Eq. (5.23a) can be computed in a similar fashion, but starting with \( \delta_0 \) instead of \( \delta_0' \), which results in an overall factor of \( im \) for the latter. The expressions for the other terms in Eq. (5.23) can be simplified in a similar fashion keeping in mind that the operator \( \mathbf{\Omega} \) contains partial derivatives with respect to \( t \) and \( r \) coordinates, which introduces terms involving \( \Omega \) and \( r \).

Appendix B: Variation of parameters weighting coefficients

The variation-of-parameters weighting coefficients that appear in Sec. V B are given by

\[
2C_{\ell m}(r_0) = \frac{2\sqrt{(\ell - 1)(\ell + 1)(\ell + 2)} Y_{\ell m}(\frac{\pi}{2}, 0)}{\Delta_0 W(r_0)} \left[ -\sigma_r^2 f_0^2 K_{3\ell}^{\prime \prime} 2R_{\ell m}(r_0) \right. \\
+ \left( r_0^2 f_0^2 K_{01}^{\prime \prime} - 2\sigma_r f_0(r_0 f_0 + f_0)K_{3\ell}^{\prime \prime} - 2im\sigma_r f_0 K_{2\ell}^{\prime \prime} + \sigma_r f_0 K_{3\ell}^{\prime \prime} \right) 2R_{\ell m}(r_0) \right] \\
- \frac{8i\sqrt{(\ell - 1)(\ell + 2)} Y_{\ell m}(\frac{\pi}{2}, 0)}{\Delta_0 W(r_0)} \left[ \frac{1}{2}\sigma_r^2 f_0^2 K_{3\ell}^{\prime \prime} \right. \\
+ \left( -\frac{1}{2} f_0^2 K_{01}^{\phi} + \frac{1}{2} \sigma_r^2 f_0^2 (4r_0 f_0 + 6f_0 + r_0^2 + i\omega r_0)K_{3\ell}^{\phi} + \frac{1}{2} \sigma_r^2 f_0^2 K_{3\ell}^{\prime \prime} \right) 2R_{\ell m}(r_0) \right] \\
+ \left( r_0^3 f_0^2 f_0 (f_0 + f + \frac{i\pi}{2} r_0) (im\sigma_r K_{3\ell}^{\prime \prime} - f_0 K_{01}^{\phi}) \right) \\
+ \frac{1}{2} r_0^3 (r_0 f_0 (r_0 f_0^2 + 6f_0 + 2i\omega) + 2r_0 f_0 (r_0 f_0^2 + 6f_0 + 2i\omega) + 6f_0^2) K_{3\ell}^{\phi} 2R_{\ell m}(r_0) \right] \\
- \frac{2 \nu Y_{\ell m}(\frac{\pi}{2}, 0)}{\Delta_0 W(r_0)} \left[ \frac{1}{2}\sigma_r^2 f_0^2 K_{3\ell}^{\phi} \right. \\
+ \left( 2r_0^3 f_0^2 (2r_0 f_0 + 3f_0 + r_0^2) K_{01}^{\phi} \right) \\
- \left. r_0^3 (r_0^2 (5i\omega f_0 + 6f_0^2 - \omega^2) + 6r_0 f_0 (r_0 f_0^2 + 8f_0 + 3i\omega) + 34f_0^2) K_{3\ell}^{\phi} \right) 2R_{\ell m}(r_0) \right] \\
+ 2r_0^3 (r_0^2 (3i\omega f_0 + 2f_0^2 - \omega^2) + 2r_0 f_0 (r_0 f_0^2 + 6f_0 + 3i\omega) + 4f_0^2) K_{3\ell}^{\phi} \\
- \left. r_0^3 (2r_0^2 (2f_0^2 + 2f_0^2 - \omega^2) + 2r_0 f_0 (r_0 f_0^2 + 6f_0 + 4i\omega) + 12r_0 f_0^2 + 34f_0^2 + 15i\omega + 16f_0^2) K_{3\ell}^{\phi} \right) \]  

(B1)
and

\[-2C_{\ell m}(r_0) = \frac{\sqrt{(\ell - 1)(\ell + 1)(\ell + 2)n^2}}{2\Delta_0^{-1}W(r_0)^{1/2}} \left( -\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0^2 K^{\phi}_{\ell m} + \sigma r_0 K^{\phi}_{\ell m} + 2i\sigma r_0 f_0 K^{\phi}_{\ell m} + 2\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} - \sigma r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \right) \]

\[+ \sigma r_0^3 f_0(r_0^2 f_0^2 + 4M) + r_0^3 f_0(r_0^2 f_0^2 - 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[-2C_{\ell m}(r_0) = \frac{\sqrt{(\ell - 1)(\ell + 1)(\ell + 2)n^2}}{2\Delta_0^{-1}W(r_0)^{1/2}} \left( -\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0^2 K^{\phi}_{\ell m} + \sigma r_0 K^{\phi}_{\ell m} + 2i\sigma r_0 f_0 K^{\phi}_{\ell m} + 2\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} - \sigma r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \right) \]

\[+ \sigma r_0^3 f_0(r_0^2 f_0^2 + 4M) + r_0^3 f_0(r_0^2 f_0^2 - 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[-2C_{\ell m}(r_0) = \frac{\sqrt{(\ell - 1)(\ell + 1)(\ell + 2)n^2}}{2\Delta_0^{-1}W(r_0)^{1/2}} \left( -\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0^2 K^{\phi}_{\ell m} + \sigma r_0 K^{\phi}_{\ell m} + 2i\sigma r_0 f_0 K^{\phi}_{\ell m} + 2\sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \]

\[+ \left( r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} - \sigma r_0^3 f_0(r_0^2 f_0^2 - 2r_0 f_0 + 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \right) \]

\[+ \sigma r_0^3 f_0(r_0^2 f_0^2 + 4M) + r_0^3 f_0(r_0^2 f_0^2 - 2M + i\sigma r_0^3 \omega)K^{\phi}_{\ell m} \]

\[+ \frac{1}{2\Delta_0^{-1}W(r_0)} \left( \frac{1}{2} \sigma f_0^2 K^{\phi}_{\ell m} - 2R_{\ell m}(r_0) \right) \], \quad (B2)

with $\Delta_0^{-1}W(r_0)$ the invariant Wronskian.
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