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Abstract

We present a general approach to solve the (1 + 1) and (2 + 1)-dimensional Dirac equation in the presence of static scalar, pseudoscalar and gauge potentials, for the case in which the potentials have the same functional form and thus the factorization method can be applied. We show that the presence of electric potentials in the Dirac equation leads to a two Klein-Gordon equations including an energy-dependent potential. We then generalize the factorization method for the case of energy-dependent Hamiltonians. Additionally, the shape invariance is generalized for a specific class of energy-dependent Hamiltonians. We also present a condition for the absence of the Klein’s paradox (stability of the Dirac sea), showing how Dirac particles in low dimensions can be confined for a wide family of potentials.
1. Introduction

The Dirac equation in the presence of different types of potentials leads to the prediction of some peculiar effects. Specifically, the presence of an electric scalar potential in the Dirac equation can imply the existence of the Klein’s paradox (instability of Dirac sea). However, in the context of elementary particle physics, this effect has not been experimentally observed until now due to the impossibility of having a large enough electric field. Thus, the effects produced by different kinds of potentials in the Dirac equation can be studied by using quantum simulators [1, 2, 3]. For instance, Casanova et al. have shown how to engineer scalar, pseudoscalar and other linear potentials in the \((1 + 1)\)-dimensional Dirac equation by manipulating two trapped ions [3]. Additionally, it is well known that the \((2+1)\)-dimensional Dirac equation describes the low energy excitations of graphene [4]. In this sense, graphene might be considered as a simulator of quantum relativistic effects in \((2+1)\) dimensions. In particular, graphene allows a close realization of the Klein’s gedanken experiment [5] and this fact might be fundamental in the future design of graphene based electronic devices.

Solutions of the Dirac equation in the presence of diverse types of potentials have been extensively addressed [6]-[19]. Among the different approaches to solve the Schrödinger and the Dirac equations, we can find the factorization method, which is based on fundamental ideas proposed by Dirac [20] and Schrödinger [21]. This approach was subsequently generalized in a systematic way by Infeld et al. [22]. However, it is important to mention that the factorization method works in an equivalent way as the Darboux transformations do [23]. Additionally, the factorization method is analogous to the so called supersymmetric quantum mechanics (SUSYQM) proposed by Witten [24]. The SUSYQM has been applied to solve exactly problems in non-relativistic and relativistic quantum mechanics [8]. The SUSYQM technique allows to construct a pair of isospectral Hamiltonians (so called supersymmetric partners) in terms of the ladder operators, with which these supersymmetric partners can be used to obtain the eigenvalues and eigenfunctions of the problem. In 1983, Gendenstein [25] showed that if the supersymmetric partners are invariant under a discrete reparametrization (usually called shape invariance), the spectrum can be obtained algebraically.

The main goal of this work is to present a general approach to solve the \((1 + 1)\) and \((2 + 1)\)-dimensional Dirac equation in the presence of static scalar, pseudoscalar and gauge potentials using the factorization method.
We implement this method for the case in which the potentials that appears in the Dirac equation have the same functional form and these potentials only depend on one spacial cartesian coordinate. For the case in which the Dirac equation involves the presence of an electric scalar potential, we show that the two Klein-Gordon equations associated to the Dirac equation include an energy-dependent potential. Due to the factorization method has been only implemented, until now, for the case of energy-independent Hamiltonian, we generalize the factorization method for the case of energy-dependent Hamiltonians. Additionally, we generalize the shape invariance for a restricted class of energy-dependent Hamiltonians. Finally, we present a condition for the absence of the Klein paradox and therefore for the possible confinement of fermions. This condition is closely related to the existence of supersymmetric partners in the problem and this fact ensures that the Dirac sea is stable and does not mix the positive and negative energy states, as it was noted before by Martinez et al. in \((3+1)\)-dimensions \([26]\).

The structure of this paper is the following: First, in section 1, we present a general method to solve the \((1+1)\)-dimensional Dirac equation in presence of static scalar, pseudoscalar and gauge potentials, for the case in which these potentials have the same functional form and thus the factorization method can be applied; in section 2, we first generalize the factorization method for the case of energy-dependent Hamiltonians, then we generalize the shape invariance for a restricted class of energy-dependent Hamiltonians and finally we present some examples; in section 3, we show how this general method works for the case of the \((2+1)\)-dimensional Dirac equation, but considering for this case that the static external potentials dependent only on a cartesian coordinate; in section 4, we present a condition for the absence of the Klein paradox and therefore for the possible confinement of fermions; in section 5, we present some conclusions about this work.

2. The \((1+1)\)-dimensional Dirac equation

2.1. Dirac equation in presence of static potentials

The \((1+1)\)-dimensional Dirac equation in the presence of static scalar \(V(x)\), pseudoscalar \(P(x)\) and gauge \(A_\mu(x) = \{A_t(x), A_x(x)\}\) potentials is written as

\[
\left[i\gamma^\mu(h\partial_\mu + i\frac{e}{c}A_\mu(x)) - \frac{1}{c}P(x)\gamma^5 - \frac{1}{c}V(x) - mc\right] \Psi(x,t) = 0,
\]  

(1)
where the Dirac matrixes $\gamma^\mu$, with $\mu = 0, 1$, are the generators of the two-dimensional flat space-time Clifford algebra given by

$$\{ \gamma^\mu, \gamma^\nu \} = 2\eta^{\mu\nu},$$

(2)

and $\eta^{\mu\nu} = diag(+, -)$. We choose the Dirac matrixes to satisfy the following properties

$$\left( \gamma^0 \right)^\dagger = \gamma^0 \quad \text{and} \quad \left( \gamma^1 \right)^\dagger = -\gamma^1.$$  

(3)

The Dirac equation (1) can be rewritten as follows ($\beta = \gamma^0$, $\alpha = \gamma^0\gamma^1$)

$$i\hbar \frac{\partial}{\partial t} \Psi(x, t) = \mathcal{H}\Psi(x, t) = (c\alpha p + \beta mc^2 + V) \Psi(x, t),$$

(4)

where

$$V = 1eA_t(x) - \alpha eA_x(x) + \beta V(x) + \beta\gamma^5 P(x).$$

(5)

In the last expression, 1 stands for the $2 \times 2$ identity matrix and $\mathcal{H}$ the Hamiltonian operator. Because there are only four linearly independent $2 \times 2$ matrices, then the potential matrix $V$ is the most general combination of Lorentz structures [12, 13, 14].

Let us consider the adjoint Hamiltonian ($\mathcal{H}^\dagger$) given by

$$\mathcal{H}^\dagger = (c\alpha p + \beta mc^2 + 1eA_t(x) - \alpha eA_x(x) + \beta V(x) + (\gamma^5)^\dagger \beta (P(x))^*.$$  

(6)

where $^*$ denotes the complex conjugate. It was supposed that $A_t(x), A_x(x)$ and $V(x)$ are real-valued function and we use the properties (3). Since $\mathcal{H}$ must be a Hermitian operator, we have two options: $(\gamma^5)^\dagger = -\gamma^5$ and $P(x)^* = P(x)$ or $(\gamma^5)^\dagger = \gamma^5$ and $P(x)^* = -P(x)$. In the next, we use the first option and then all the potentials are real functions. The $(1 + 1)$ dimensional stationary Dirac equation, with a non-Hermitian and pseudoscalar interaction, has been examined [27, 28, 29]. In the next, we will only be interested in Hermitian potentials.

In order to use an appropriate representation of the Dirac matrixes $\gamma^\nu$, we choose

$$\gamma^0 = \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^1 = i\sigma^3 = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix},$$

(7)

$$\gamma^5 = i\gamma^0\gamma^1 = -i\sigma^2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. $$

(8)
We can write the spinor $\Psi(x,t)$ as

$$\Psi(x,t) = e^{-\frac{iEt}{\hbar}} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix},$$

(9)

and then, from the Dirac equation $\mathbf{(4)}$, we obtain the following coupled equation system

$$-c\hbar \frac{d}{dx} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} + \begin{pmatrix} ieA_x(x) - V(x) & -eA_t(x) - P(x) \\ eA_t(x) - P(x) & ieA_x(x) + V(x) \end{pmatrix} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} = \begin{pmatrix} mc^2 & -E \\ E & -mc^2 \end{pmatrix} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix},$$

(10)

In the next, we will not consider the spacial component of the gauge potential $A_x(x)$ because the Coulomb gauge ($\nabla \cdot \vec{A} = 0$) can be used. By this reason, the condition $\frac{\partial A_x}{\partial x} = 0$ is satisfied for the case of a $(1+1)$-dimensional static field. In general, this term can be canceled by means of a gauge transformation [14]. For this reason, the problem of the Dirac equation in the presence of a gauge potential $A_\mu(x)$ can be studied consistently by considering only the presence of a static electric scalar potential $A_t(x)$ in the system.

2.2. Implementation of the factorization method

Now we implement the factorization method to obtain the spectrum associated to the equation $\mathbf{(10)}$. To do it, we restrict the treatment to the case in which the static potentials have the same functional form, or, in other words, these potentials only may differ from each other by a proportionality factor and a shift in the origin of the potential. By this reason, we assume that the potentials have the following form $V(x) = \zeta_1 f(x) + \tilde{m}c^2$, $P(x) = \zeta_2 f(x) + \varepsilon$ and $eA_t(x) = \zeta_3 f(x) + \tilde{E}$, where $f(x)$ is a function on the variable $x$, and $\zeta_1$, $\zeta_2$, $\zeta_3$, $\varepsilon$, $\tilde{m}c^2$ and $\tilde{E}$ are real parameters. For this kind of potentials, the coupled equation system $\mathbf{(10)}$ can be written as

$$-c\hbar \frac{d}{dx} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} + V(x) \begin{pmatrix} -1 & -\ell - \zeta \\ \ell - \zeta & 1 \end{pmatrix} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} = \begin{pmatrix} mc^2 & -E \\ E & -mc^2 \end{pmatrix} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix},$$

(11)

where $\zeta = \zeta_2/\zeta_1$ and $\ell = \zeta_3/\zeta_1$. We observe that for the case $\zeta = 0$, then $\zeta_2 = 0$ and there is not a presence of a pseudoscalar potential. Additionally,
for \( \ell = 0 \) we have \( \zeta_3 = 0 \), then for this case there is not a presence of an
electric scalar potential in the system. Without loss of generality, we set
\( \tilde{m} = \tilde{E} = 0 \), because \( \tilde{m} \) and \( \tilde{E} \) represent only a shift for the mass and energy
terms. Now, for this kind of potentials, we can implement the factorization
method. To implement this method, it is first necessary to diagonalize the
matrix, which is multiplying \( V(x) \), by multiplying it by a matrix \( D \) from the
left and by \( D^{-1} \) from the right. The matrix \( D \) is given by

\[
D = \frac{1}{2\tau(1+\tau)} \begin{pmatrix}
1 + \tau & \zeta + \ell \\
\ell - \zeta & 1 + \tau
\end{pmatrix},
\]

where \( \tau = \sqrt{1 + \zeta^2 - \ell^2} \). Introducing the notation

\[
D \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} = \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix},
\]

the coupled equation system \((11)\) can be written as

\[
-c\hbar \frac{d}{dx} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix} + V(x) \begin{pmatrix} -\tau & 0 \\ 0 & \tau \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix} + \begin{pmatrix} \frac{E\ell + mc^2 + \zeta \varepsilon}{\tau} \\ \frac{\varepsilon(1+\ell a+\tau) - a(1+\tau) mc^2 - E(1+\zeta a+\tau)}{\tau(\tau+1)} \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix},
\]

where \( a = \zeta + \ell \) and \( b = \zeta - \ell \). We can note that the term associated to
\((E\ell + mc^2 + \zeta \varepsilon)/\tau \) leads to a similar coupling as the one from a mass term.
The coupled equation system \((14)\) can be rewritten in terms of the first-order
differential operators \( A \) and \( A^\dagger \), which are known as ladder operators, in the
following form

\[
A \tilde{\psi}_1(x) = w_1 \tilde{\psi}_2(x),
\]

\[
A^\dagger \tilde{\psi}_2(x) = w_2 \tilde{\psi}_1(x),
\]

where the ladder operators are defined as

\[
A = \hbar \frac{d}{dx} + \tau V(x) + \frac{E\ell + mc^2 + \zeta \varepsilon}{\tau},
\]

\[
A^\dagger = -\hbar \frac{d}{dx} + \tau V(x) + \frac{E\ell + mc^2 + \zeta \varepsilon}{\tau}.
\]
and the eigenvalues associated are

\[ w_1 = \frac{a(1 + \tau)mc^2 - \varepsilon(1 - \ell a + \tau) + E(1 + \zeta a + \tau)}{\tau(\tau + 1)}, \]
\[ w_2 = \frac{-b(1 + \tau)mc^2 - \varepsilon(1 + \ell b + \tau) - E(1 + \zeta b + \tau)}{\tau(\tau + 1)}. \]

For the case in which \( \tau \geq 0 \), i.e. \( 1 + \zeta^2 > \ell^2 \), the operators \( A \) and \( A^\dagger \) are mutually self-adjoint. On the other hand, for the case in which \( \tau \) is purely imaginary, the operators \( A \) and \( A^\dagger \) are no longer mutually adjoint. In section 5, we will show that the last feature is related to the Klein’s paradox. Now the coupled equation system (15) and (16) can be decoupled into the two following Klein-Gordon equations

\[ H_- \tilde{\psi}_1(x) = w \tilde{\psi}_1(x), \]
\[ H_+ \tilde{\psi}_2(x) = w \tilde{\psi}_2(x), \]

where the effective supersymmetric partners \( H_- \) and \( H_+ \) are given in terms of the ladder operators as

\[ H_- = A^\dagger A, \]
\[ H_+ = AA^\dagger, \]

and the eigenvalue \( w \) is written as

\[ w = w_1w_2 = \frac{\left( (E^2 - m^2c^4)\zeta^2 + (E + \ell mc^2)^2 + \varepsilon^2 (\ell^2 - 1) + 2\varepsilon(E\ell + mc^2)\zeta \right)}{\tau^2}. \]

From the definition of the ladder operators (17) and (18), we observe that the energy \( E \) is multiplied by the parameter \( \ell \). This means that the supersymmetric partners \( H_- \) and \( H_+ \) are energy dependent. This last fact shows that the presence of electric scalar potentials in the Dirac equation, i.e. \( \ell \neq 0 \), implies that the two Klein-Gordon equations (21) and (22) are including an energy-dependent potential.

For the case \( \zeta_1 = \zeta_3 = 0 \), we have the presence of a potential purely pseudoscalar in the problem. For this case, it is necessary to define the matrix \( D \) consistently

\[ D = \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}. \]
Following a similar procedure as the one developed above, we obtain for this case the following equations

\[ A_p \tilde{\psi}_1(x) = w_1 \tilde{\psi}_2(x), \quad (27) \]
\[ A_p^{\dagger} \tilde{\psi}_2(x) = w_2 \tilde{\psi}_1(x), \quad (28) \]

where the eigenvalues are given by \( w_1 = E + mc^2, \ w_2 = E - mc^2 \) and the ladder operators are

\[ A_p = \hbar c \frac{d}{dx} + P(x), \quad (29) \]
\[ A_p^{\dagger} = -\hbar c \frac{d}{dx} + P(x). \quad (30) \]

For this case, we observe directly from (27) and (28) that the associated Klein-Gordon equations are not including an energy-dependent potential.

3. Factorization method for energy-dependent Hamiltonians

In the previous section, we have shown how an energy-dependent Hamiltonian associated to the Dirac equation in the presence of static potentials has been factorized in terms of the ladder operators. However, until now, in the literature the factorization method has been only considered for energy-independent Hamiltonians. By this reason, in this section, we will show that this method can be consistently generalized for the case of energy-dependent Hamiltonians. To do it, we will follow an analogous procedure to the one presented by Dong [30] and Bagchi [31]. Here, it is important to mention that several studies about Hamiltonians including energy-dependent potentials can be found in the literature [32, 33, 34, 35]. To start, we consider two differential operators \( A(E) \) and \( A^{\dagger}(E) \) mutually self-adjoint defined by

\[ A(E) = \hbar c \frac{d}{dx} + W(x, E), \quad (31) \]
\[ A^{\dagger}(E) = -\hbar c \frac{d}{dx} + W(x, E), \quad (32) \]

where the real function \( W(x, E) \) is generally known as the superpotential. With the help of this superpotential, the supersymmetric partners are written as

\[ H_-(E) = A^{\dagger}(E)A(E), \quad (33) \]
\[ H_+(E) = A(E)A^{\dagger}(E). \quad (34) \]
The discrete spectrum of $H_\pm(E)$ associated to the eigenstates $\{\psi_n^\pm\}$ is respectively denoted as $\{E_n^\pm\}$, with $n = 0, 1, \ldots$. We restrict now our interest to the case of unbroken supersymmetry systems, this means systems in which a ground state eigenvalue of one of these Hamiltonians is zero. For this kind of systems, there are two different options:

(i) If $A_0\tilde{\psi}_0^- = 0$, therefore

$$H_-(E_0^-)\tilde{\psi}_0^- = A\dagger(E_0^-)A(E_0^-)\tilde{\psi}_0^- = 0,$$

(35)

then $\tilde{\psi}_0^-$ is an eigenstate of $H_-$ with a zero eigenvalue. For $n \geq 0$, the relation

$$H_-(E_n^-)\tilde{\psi}_n^- = A\dagger(E_n^-)A(E_n^-)\tilde{\psi}_n^- = E_n^-\tilde{\psi}_n^-,$$

(36)

implies

$$H_+(E_n^-)(A(E_n^-)\tilde{\psi}_n^-) = A(E_n^-)A\dagger(E_n^-)A(E_n^-)\tilde{\psi}_n^- = E_n^-\tilde{\psi}_n^-).$$

(37)

Thus, for every eigenstate $\tilde{\psi}_n^-$ of $H_-$, the function $A(E_n^-)\tilde{\psi}_n^-$ is an eigenstate of $H_+$ and its corresponding eigenvalue is $E_n^-$. Similarly, we have

$$H_+(E_n^+)\tilde{\psi}_n^+ = A(E_n^+)A\dagger(E_n^+)\tilde{\psi}_n^+ = E_n^+\tilde{\psi}_n^+,$$

(38)

therefore

$$H_-(E_n^+)(A\dagger(E_n^+)\tilde{\psi}_n^+) = A\dagger(E_n^+)A(E_n^+)A\dagger(E_n^+)\tilde{\psi}_n^+ = E_n^+(A\dagger(E_n^+)\tilde{\psi}_n^-).$$

(39)

Thus, for every eigenstate $\tilde{\psi}_n^+$ of $H_+$, the function $A(E_n^+)\tilde{\psi}_n^+$ is an eigenstate of $H_-$ and its corresponding eigenvalue is $E_n^+$. Consequently, the following relations are obtained

$$E_n^+ = E_{n+1}^-, \quad E_0^- = 0,$$

(40)

$$\tilde{\psi}_n^-(x) = N_n^+A(E_{n+1}^-)\tilde{\psi}_{n-1}^-(x), \quad n = 0, 1, 2 \ldots,$$

(41)

$$\tilde{\psi}_{n+1}^+(x) = N_n^-A\dagger(E_n^+)\tilde{\psi}_n^+(x), \quad n = 1, 2 \ldots,$$

(42)

where $N_n^+$ and $N_n^-$ are normalization constants.

In order to ensure the conservation of the norm, for the case of energy-dependent potentials, it has been established that the probability density should be modified \cite{32}. If the Hamiltonian for a $n$-eigenstate satisfies the equation

$$H_n\tilde{\psi}_n(x) = -\frac{\hbar^2}{2m}\frac{\partial^2\tilde{\psi}_n(x)}{\partial x^2} + V(x, E_n)\tilde{\psi}_n(x),$$

the wave functions are normalized if the condition

$$\int dx|\tilde{\psi}_n(x)|^2\left[1 - \frac{\partial V(x, E_n)}{\partial E_n}\right] = 1,$$

(43)
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is satisfied. For the problem considered here, it is not necessary to modify the density probability because the probability is conserved by means of the usual normalization condition

$$\int dx (|\psi_1(x)|^2 + |\psi_2(x)|^2) = 1,$$

where $\psi_j(x) = D^{-1} \tilde{\psi}_j(x)$, with $j = 1, 2$. For the case of supersymmetric partners, the problem of the dependence on the energy is entirely due to the method of diagonalization that is being used. The conservation of probability is ensured because the external potentials initially considered in the problem are independent of the energy.

(ii) If $A^\dagger (E_0^+)^+ \tilde{\psi}_0^+ = 0$, then $\tilde{\psi}_0^+$ is an eigenstate of $H_+$ with an eigenvalue zero. For this option, we obtain the following relations

$$E_n^- = E_{n+1}^+,$$

$$\tilde{\psi}_n^-(x) = N_n^- A^\dagger (E_{n+1}^+) \tilde{\psi}_{n+1}^+(x), \quad n = 0, 1, 2, \ldots,$$

$$\tilde{\psi}_{n+1}^+(x) = N_{n+1}^+ A(E_n^-) \tilde{\psi}_n^-(x), \quad n = 1, 2, \ldots$$

3.1. Generalization of the shape invariance for energy-dependent Hamiltonians

As it was mentioned in the introduction, it is possible to obtain the spectrum algebraically for the case in which the pair of supersymmetric partners is isospectral and also shape invariant. But until now, the shape invariance has been studied in the literature only for energy-independent Hamiltonians. By this reason, we generalize the shape invariance for a specific class of energy-dependent Hamiltonians.

Since the supersymmetric partners $H_+$ and $H_-$ are products of the operator $A$ and its adjoint $A^\dagger$, their eigenvalues are either zero or positive [36]. If these Hamiltonians have the same dependence on the variable and differ only on other parameters, i.e. these are invariant under a discrete reparametrization (shape invariance), we can obtain the energy spectrum as well as the eigenfunctions analytically.

For the case in which the ground state of $H_-$ has associated a zero eigenvalue (case (i) of the previous subsection), the shape invariance condition is given by

$$H_+(a_1, x, E) = H_-(a_2, x, E) + R(a_1, E),$$

where the set of parameters $a_s$ is defined as $a_s = f^{s-1}(a_1)$, in such a way that the parameter $a_s$ is obtained after the function $f$ on the parameter $a_1$ is
applied \( s - 1 \) times. For the particular case in which \( R(a_s) \) is not dependent on \( E \), we have

\[
E_1^-(a_1) = E_0^+(a_1) = E_0^-(a_2) + R(a_1) = R(a_1) \tag{49}
\]

and

\[
E_2^-(a_1) = E_1^+(a_1) = E_1^-(a_2) + R(a_1) = E_0^-(a_3) + R(a_2) + R(a_1) = R(a_2) + R(a_1). \tag{50}
\]

In general, the spectrum is given by

\[
E_n^- = \sum_{k=1}^{n} R(a_k), \tag{51}
\]

and the eigenfunction describing the ground state can be written as

\[
\tilde{\psi}_0^-(x,a_1) = N_0^- \exp\left(-\int x \frac{W(x,E_0^-,a_1)}{\hbar} dx\right). \tag{52}
\]

From the shape invariant condition Eq. (48), we have that \( H_+(a_1,x,E) \) and \( H_-(a_2,x,E) \) have the same eigenfunctions. The eigenfunction describing the ground state satisfies

\[
\tilde{\psi}_0^+(x,a_1) = \tilde{\psi}_0^-(x,a_2) \sim \exp\left(-\int x \frac{W(x,E_0^-,a_2)}{\hbar} dx\right), \tag{53}
\]

therefore

\[
\tilde{\psi}_1^-(x,a_1) \sim A^\dagger(E_0^+,a_1) \tilde{\psi}_0^+(x,a_1) = A^\dagger(E_1^-,a_1) \tilde{\psi}_0^-(x,a_2) \tag{54}
\]

and

\[
\tilde{\psi}_2^-(x,a_1) \sim A^\dagger(E_1^+,a_1) \tilde{\psi}_1^+(x,a_1) = A^\dagger(E_2^-,a_1) A^\dagger(E_1^-,a_2) \tilde{\psi}_0^-(x,a_3). \tag{55}
\]

For \( n > 0 \), in general, we have

\[
\tilde{\psi}_n^-(x,a_1) \sim A^\dagger(E_n^-,a_1) \cdots A^\dagger(E_2^-,a_{n-1}) A^\dagger(E_1^-,a_n) \tilde{\psi}_0^-(x,a_{n+1}). \tag{56}
\]
3.2. Examples

We now consider two examples in which the spectra and eigenfunctions are calculated for energy-dependent Hamiltonians by using the generalizations of the factorization method and shape invariance previously presented.

3.2.1. Linear potential

Let us consider the system defined by the (1+1)-dimensional Dirac equation in the presence of a linear potential of the form \( f(x) = \frac{ax}{\tau_1} \). For this system, the ladder operators are

\[
A = \frac{\hbar}{c} \frac{d}{dx} + ax + b_n, \tag{57}
\]

\[
A^\dagger = -\frac{\hbar}{c} \frac{d}{dx} + ax + b_n, \tag{58}
\]

where \( b_n = (E_n \ell + mc^2 + \zeta \varepsilon)/\tau \). The supersymmetric partners are

\[
H_- = -(\frac{\hbar}{c})^2 \frac{d^2}{dx^2} + a^2 x^2 + 2ab_n x + b_n^2 - cha, \tag{59}
\]

\[
H_+ = -(\frac{\hbar}{c})^2 \frac{d^2}{dx^2} + a^2 x^2 + 2ab_n x + b_n^2 + cha. \tag{60}
\]

These Hamiltonians are shape invariants because the condition \((48)\) is satisfied

\[
H_+(a, x) = H_-(a, x) + 2cha. \tag{61}
\]

For this system \( a_s = a, \ R(a_s) = 2cha \) and the eigenvalues of \( H_- \) are

\[
w_n^- = \sum_{s=1}^{n} R(a_s) = \sum_{s=1}^{n} 2cha = 2chan. \tag{62}
\]

For the case \( a > 0 \), the quantity \( w_0^- \) corresponds to the ground state eigenvalue and the condition \( w_0 < w_1 < w_2 < \ldots \) is satisfied. For the case \( a < 0 \), we can obtain from \((61)\) the condition

\[
H_-(a, x) = H_+(a, x) - 2cha, \tag{63}
\]

which implies that the eigenvalues of \( H_+ \) are

\[
w_n^+ = \sum_{s=1}^{n} R(a_s) = -\sum_{s=1}^{n} 2cha. \tag{64}
\]
In this form, the eigenvalues of the (1+1)-dimensional Dirac equation in the presence of static scalar, pseudoscalar and electric scalar potentials are obtained from (25) and are given by

\[
E_n = \frac{-\ell (mc^2 + \zeta \epsilon) \pm \sqrt{\tau^2 ((\epsilon - mc^2 \zeta)^2 + 2 |a| \text{ch} n (1 + \zeta^2))}}{1 + \zeta^2}.
\] (65)

This spectrum is symmetric for \( \ell = 0 \), i.e. for a vanishing electric scalar potential \( A_t = 0 \), and is only valid if the inequality \( 1 + \zeta^2 > \ell^2 \) is satisfied. The spectrum of a Dirac particle in (1 + 1) dimensions in the presence of a scalar field obtained by Long et al. [11] is reproduced here from (65), for the case \( \zeta = \epsilon = \ell = 0 \).

### 3.2.2. Inversely linear potential

Now we consider the system defined by the (1+1)-dimensional Dirac equation in the presence of an inversely linear potential of the form \( f(x) = -q \zeta x \), with \( q > 0 \), where the variable \( x \) is defined in the positive real line \( (x \in \mathbb{R}^+) \). For this system, the ladder operators are

\[
A = c \hbar \frac{d}{dx} - \frac{\tilde{\tau}}{x} + f_n,
\] (66)

\[
A^\dagger = -c \hbar \frac{d}{dx} - \frac{q}{x} + f_n,
\] (67)

with \( f_n = (E_n \ell + mc^2 + \zeta \epsilon) / \tau \) and \( \tilde{\tau} = q \tau \). The supersymmetric partners are written as

\[
H_- = -(c \hbar)^2 \frac{d^2}{dx^2} + \frac{\tilde{\tau} (\tilde{\tau} - c \hbar)}{x^2} - \frac{2f_n \tilde{\tau}}{x} + f_n^2,
\] (68)

\[
H_+ = -(c \hbar)^2 \frac{d^2}{dx^2} + \frac{\tilde{\tau} (\tilde{\tau} + c \hbar)}{x^2} - \frac{2f_n \tilde{\tau}}{x} + f_n^2.
\] (69)

It is possible to show that these Hamiltonians are explicitly shape invariants if the change of variable \( \rho = f_n \tilde{x} x \) is performed into the operators (66) and (67). After this change of variable, the operators (66) and (67) are written respectively as

\[
\tilde{A} = c \hbar \frac{d}{d\rho} - \frac{\tilde{\tau}}{\rho} + \frac{1}{\tilde{\tau}},
\] (70)

\[
\tilde{A}^\dagger = -c \hbar \frac{d}{d\rho} - \frac{\tilde{\tau}}{\rho} + \frac{1}{\tilde{\tau}}.
\] (71)
These operators are the same that those obtained when the (3+1)-dimensional problem is solved \[8\]. With these new operators \((70)\) and \((71)\), the following equations are satisfied

\[
\tilde{H}_- \tilde{\psi}^- (\rho) = \tilde{A}^\dagger \tilde{A} \tilde{\psi}^- (\rho) = \frac{w}{f_{n}^{2} \tilde{\tau}^{2}} \tilde{\psi}^- (\rho), \tag{72}
\]
\[
\tilde{H}_+ \tilde{\psi}^+ (\rho) = \tilde{A} \tilde{A}^\dagger \tilde{\psi}^+ (\rho) = \frac{w}{f_{n}^{2} \tilde{\tau}^{2}} \tilde{\psi}^+ (\rho). \tag{73}
\]

For this case, the shape invariance leads to

\[
\tilde{H}_+ (\tilde{\tau}, \rho) = \tilde{H}_- (\tilde{\tau} + c \hbar, \rho) + \frac{1}{\tau^2} - \frac{1}{(\tilde{\tau} + c \hbar)^2}, \tag{74}
\]
\[
a_2 = \tilde{\tau} + c \hbar, \quad a_1 = \tilde{\tau}, \quad R(a_2) = \frac{1}{\tau^2} - \frac{1}{(\tilde{\tau} + c \hbar)^2}. \tag{75}
\]

Thus, the eigenvalues for this case are

\[
\frac{w_n}{f_{n}^{2} \tilde{\tau}^{2}} = \sum_{j=1}^{n} R(a_j) = \frac{1}{\tau^2} - \frac{1}{(\tilde{\tau} + c \hbar)^2}, \tag{76}
\]

implying that the spectrum is given by the solutions of

\[
w_n = f_{n}^{2} \left(1 - \frac{\tilde{\tau}^2}{(\tilde{\tau} + c \hbar)^2}\right). \tag{77}
\]

In general, the expression for the spectrum is complicated but we can obtain simple analytical expressions of this spectrum for two special cases:

(i) For \(l = 0\), then we have the case of a mix between scalar and pseudoscalar potentials and there is not a presence of an electric scalar potential. For this case, the spectrum is given by

\[
E_n = \pm \frac{(mc^2 + \zeta \varepsilon)}{\tau} \sqrt{\frac{1}{\tau^2} - \frac{q^2}{(q \tau + n \hbar)^2} + \frac{(mc^2 \zeta - \varepsilon)^2}{(mc^2 + \varepsilon \zeta)^2}}, \tag{78}
\]

where \(\tau = \sqrt{1 + \zeta^2}\). If \(\zeta = 0\) and \(\varepsilon = 0\), the energy spectrum that we obtain from (78) corresponds to the one presented by Castro [15], for the case of a symmetric scalar potential of the form \(V(x) = -\frac{k}{|x|}\).
(ii) For $\zeta = 0$ and $\varepsilon = 0$, then we have the case of a mix between scalar and electric scalar potentials. For this case, the spectrum is given by

$$E_n = \frac{mc^2}{(ql)^2 + (n\hbar + \tau)^2} \left( -q^2 l \pm (n\hbar + \tau)\sqrt{(n\hbar + \tau)^2 - \tilde{\tau}^2} \right),$$

(79)

where $\tilde{\tau} = q\sqrt{1 - l^2}$. This result is in agreement with the spectrum found by Castro [16], whom has shown that the problem can be mapped into a Sturm-Liouville problem, and thus the spectrum can be obtained. For the case of two and three espacial dimensions, Xing et al. have solved the Dirac equation in the presence of scalar and electric scalar potentials [37], by using the same method that we have developed in this work.

4. The (2+1)-dimensional Dirac equation

The (2+1)-dimensional Dirac equation in the presence of scalar $V(x,y)$ and gauge $A_\mu(x,y)$ potentials is given by

$$[i\gamma^\mu(h\partial_\mu + ieA_\mu(x,y)) - V(x,y) - mc] \Psi(\vec{r},t) = 0,$$

(80)

where the Dirac matrixes $\gamma^\mu$, with $\mu = 0,1,2$, are the generators of the Clifford algebra in the three-dimensional flat spacetime

$$\{\gamma^\mu, \gamma^\nu\} = 2\eta^{\mu\nu}.$$  

(81)

There are two non-equivalent representations of the Dirac matrixes in the (2+1) dimensional case

$$\gamma^0 = \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^1 = is\sigma^1 = s \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad \gamma^2 = is\sigma^2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

(82)

where the parameter $s = \pm 1$ characterizes the two possible values of the electron spin projection and $\sigma^i$ are the usual Pauli matrices. Taking into account that $\beta = \gamma^0 = \sigma^3$, $\alpha_1 = \gamma^0\gamma^1 = -\sigma^2$ and $\alpha_2 = \gamma^0\gamma^2 = -\sigma^2$, then the Dirac equation (80) can be rewritten as follows

$$ih\frac{\partial}{\partial t} \Psi(x,y,t) = \mathcal{H}\Psi(x,y,t) = c\alpha_1 p_x + c\alpha_2 p_y + \beta mc^2 + \mathcal{V},$$

(83)

where

$$\mathcal{V} = IeA_t(x,y) + \sigma^1 eA_y(x,y) - s\sigma^2 eA_x(x,y) + \sigma^3 V(x,y),$$

(84)
with $I$ representing the $2 \times 2$ identity matrix. The potential matrix $V$ corresponds to the most general combination of Lorentz structures because there are only four linearly independent $2 \times 2$ matrices [12]. If we write the spinor $\Psi(x, y, t)$ as
\[
\Psi(x, y, t) = e^{-iEt} \left( \begin{array}{c} \psi^{(1)}(x, y) \\ \psi^{(2)}(x, y) \end{array} \right),
\]
then the Dirac equation (83) can be written as a coupled equation system
\[
-s\hbar \frac{\partial \psi^{(1)}}{\partial x} - i\hbar \frac{\partial \psi^{(1)}}{\partial y} + e(A_y - iA_x)\psi^{(1)} - (E + mc^2 + V - eA_t)\psi^{(2)} = 0 \tag{86}
\]
\[
-s\hbar \frac{\partial \psi^{(2)}}{\partial x} + i\hbar \frac{\partial \psi^{(2)}}{\partial y} - e(A_y + iA_x)\psi^{(2)} + (E - mc^2 - V - eA_t)\psi^{(1)} = 0. \tag{87}
\]

With the purpose to study a set of soluble systems using the factorization method, we will restrict the following treatment to the case in which the potentials depend only on one spatial coordinate, that we take as the coordinate $x$. With this restriction, the wavefunctions $\psi^{(1,2)}(x, y)$ can be written in the form
\[
\psi^{(1,2)}(x, y) = e^{iky/h} \psi_{1,2}(x),
\]
and then the coupled equation system (86) and (87) is written as
\[
-s\hbar \frac{d}{dx} \left( \begin{array}{c} \psi_1(x) \\ \psi_2(x) \end{array} \right) + \left( \begin{array}{cc} -ieA_x(x) + eA_y(x) & eA_t(x) - V(x) \\ eA_t(x) - V(x) & -ieA_x(x) - eA_y(x) \end{array} \right) \left( \begin{array}{c} \psi_1(x) \\ \psi_2(x) \end{array} \right)
= \left( \begin{array}{cc} -ck & E + mc^2 \\ -E + mc^2 & ck \end{array} \right) \left( \begin{array}{c} \psi_1(x) \\ \psi_2(x) \end{array} \right). \tag{89}
\]

We can observe that the equation system (89) has the same form as the equation system (10) of the (1+1)-dimensional case, in such a way that the potentials $V(x)$, $eA_y(x)$, $A_x(x)$ and $A_t(x)$ of the (2+1)-dimensional case play the same role respectively as the potentials $P(x)$, $-V(x)$, $-A_x(x)$ and $-A_t(x)$ of the (1+1)-dimensional case. Because, in general, the $A_x$ component can be removed by a gauge transformation, without loss of generality, we impose $A_x = 0$ in the following treatment.

4.1. Mix of scalar, electric scalar and vectorial potentials

The mix of vectorial, scalar and electric scalar potentials depending on the $x$-variable for the (2+1) dimensional case is analogous to the one discussed
in section (2.2) for the the (1+1) dimensional case. As it was performed in the (1+1) dimensional case, here we also impose the same functional form 
g(x) for all the potentials which are present in the problem. In this form, we write \( eA_y(x) = \lambda_1 g(x) \), \( V(x) = \lambda_2 g(x) \) and \( eA_t(x) = \lambda_3 g(x) \), where \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \) are constants. Following a similar procedure as the one performed for the (1+1)-dimensional case, in section (2.2), we obtain that

\[
-c \sinh \frac{d}{dx} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix} + eA_y(x) \begin{pmatrix} \tau & 0 \\ 0 & -\tau \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix} = \begin{pmatrix} \begin{pmatrix} -E_\nu + \lambda mc^2 + ck \\ \lambda mc^2 - c k \lambda + E_\nu + ck \nu - (E\lambda + mc^2\nu)\tau \end{pmatrix} \\ \frac{\lambda mc^2 - c k \lambda + E_\nu + ck \nu - (E\lambda + mc^2\nu)\tau}{\tau (1 - \nu)} \begin{pmatrix} E\nu + \lambda mc^2 + ck \\ E \nu + \lambda mc^2 + ck \end{pmatrix} \end{pmatrix} \begin{pmatrix} \tilde{\psi}_1(x) \\ \tilde{\psi}_2(x) \end{pmatrix},
\]

where \( \lambda = \lambda_2/\lambda_1 \), \( \nu = \lambda_3/\lambda_1 \) and \( \tau = \sqrt{1 + \lambda^2 - \nu^2} \). For this case, the ladder operators are

\[
A = -\sinh \frac{d}{dx} - \tau eA_y(x) - \frac{E\nu + \lambda mc^2 + ck}{\tau}, \tag{91}
\]

\[
A^\dagger = -\sinh \frac{d}{dx} + \tau eA_y(x) - \frac{E\nu + \lambda mc^2 + ck}{\tau}. \tag{92}
\]

If the condition \( 1 + \lambda^2 > \nu^2 \) is satisfied, the symmetric partner Hamiltonians are energy dependent and the operators \( A \) and \( A^\dagger \) are mutually self-adjoint. For the other case, \( \tau \) is purely imaginary and the operators \( A \) and \( A^\dagger \) are no longer mutually self-adjoint. The supersymmetric partners for this case are

\[
H^-\tilde{\psi}_1(x) = A^\dagger A\tilde{\psi}_1(x) = \varpi \tilde{\psi}_1(x), \tag{93}
\]

\[
H^+\tilde{\psi}_2(x) = AA^\dagger \tilde{\psi}_2(x) = \varpi \tilde{\psi}_2(x), \tag{94}
\]

where

\[
\varpi = \left( \frac{E^2(1 + \lambda^2) - (mc^2 - c k \lambda)^2 + 2E(c k + \lambda mc^2)\nu + (c^2k^2 + m^2c^4)\nu^2}{\tau^2} \right). \tag{95}
\]

4.1.1. Mix of a scalar linear potential and a constant electromagnetic field

Now we will solve the Dirac equation in the presence of a scalar linear potential \( V = Cx \), a magnetic field perpendicular to the \( xy \)-plane with a negative direction over the \( z \) axis \( eA_y(x) = -eBx \) and a constant electric field in the \( x \) direction \( A_t = -Ex \). For this case \( \lambda = -C/eB \), \( \nu = E/B \) and
\[ \tau = \sqrt{1 + (C/eB)^2 - (E/B)^2} \] and the ladder operators for the case \( s = 1 \) are defined as

\[ A = \frac{d}{dx} + \tau eBx - \frac{E\nu + \lambda mc^2 + ck}{\tau}, \quad (96) \]

\[ A^\dagger = -\frac{d}{dx} + \tau eBx - \frac{E\nu + \lambda mc^2 + ck}{\tau}. \quad (97) \]

The definition of the ladder operators changes for the case \( s = -1 \), in such a way that \( A \leftrightarrow A^\dagger \). The problem that we are considering here is completely analogous to the one studied in the (2+1)-dimensional case, which was presented in section (3.2.1). If we follow the same procedure as the one developed in the (1+1)-dimensional case, the eigenvalues are obtained from the solution of the equation Eq. (95). These eigenvalues are given by

\[ E_n = \frac{-\nu (\lambda mc^2 + ck) \pm \sqrt{\tau^2 ((ck\lambda - mc^2)^2 + 2\tau|eB|\hbar n (1 + \lambda^2))}}{1 + \lambda^2}. \quad (98) \]

For the case in which \( m = \lambda = 0 \), the energy spectrum that we obtain is the same as the one found by Lukose et al. [38]. These authors have used the fact that if \( B > E \), then it is possible always to boost to a frame of reference where the electric field vanishes and the magnetic field is reduced. In this form, these authors have obtained the spectrum associated to this new magnetic field and finally they apply the inverse boost transformation to obtain the spectrum [38]. We note that the range of validity of the procedure developed by these authors is equivalent to the one developed here for the case \( B > E \). Similar conditions for the existence of bound states for the (3+1)-dimensional Klein-Gordon and Dirac equations in the presence of a mix between electric and magnetic fields were found by Adame et al. [10]. Other possible application of the method presented in this work, related to the most general combination of potentials having the same functional form, is the obtention of the spectrum for the system defined by the (2+1)-dimensional Dirac oscillator in the presence of an external uniform magnetic field [39].

5. Supersymmetric partners and Klein’s paradox

The (1 + 1)-dimensional Schrödinger equation in the presence of a linear scalar potential of the form \( V(x) = l + k|x| \) has been satisfactorily solved
and leads to the existence of bound states [40]. However, for the $(1 + 1)$-dimensional Dirac equation in the presence of a linear electric scalar potential of the form $A_t = kx$, it has been found that there is not a bound state solution [41, 42]. A simple form to obtain this result is to set the gauge potential as $A_\mu = (A_t(x), 0) = (kx, 0)$ in the equation (1). For this case, we can obtain from (10) the following decoupled equation system

$$H_\mp \psi_{1(2)}(x) = \left[-c^2 \hbar^2 \frac{d^2}{dx^2} - e^2 k^2 x^2 - 2ekxE - E^2 \pm i\hbar k\right] \psi_{1(2)}(x)$$

$$= -m^2 c^4 \psi_{1(2)}(x), \quad (99)$$

where $H_\mp$ are not supersymmetric partners because these Hamiltonians cannot be constructed in terms of the two operators $A$ and $A^\dagger$ mutually self-adjoints. We observe that the term $e^2 k^2 x^2$ in the equation (99) is asymptotically leading and by this reason the energy spectrum can be obtained after the following equation is solved

$$\left[c^2 \hbar^2 \frac{d^2}{dx^2} + e^2 k^2 x^2\right] \psi_{1(2)}(|x| \to \infty) = 0. \quad (100)$$

The asymptotic behavior of the equation (99) has been very well studied by Saradzhev [42], whom has shown that the solutions do not belong to $L^2$, thus there are not bound states. The absence of bound state solutions in this problem has been attributed to the Klein paradox [15, 41]. Additionally, the problem of a mixed scalar-scalar electric linear potential in $(1 + 1)$ dimensions has been studied by Castro [12], whom found bound state solutions for the case in which the scalar coupling has the sufficient intensity compared to the electric scalar coupling. The last result is a particular case of the problem that we have considered in the example 3.2.1.

Additionally to the above example, it is possible to find in the literature more examples in which if the intensity of the electric scalar potential is higher than the one of the scalar potential then there are not bound state solutions. For instance, although the $(1 + 1)$-dimensional Schrödinger equation in the presence of an inverse linear potential has been rightly solved by Ran et al. [43], for the $(1 + 1)$-dimensional Dirac equation in the presence of an electric scalar inverse linear potential of the form $A_t(x) = -k/|x|$, it has been observed the non-existence of bound states solutions [17]. As it was noted previously in the example 3.2.2, for the case in which the coupling intensity of the electric scalar potential not exceed the coupling intensity of
the scalar and pseudoscalar potentials (this means for the case in which \( \tau \) is real), the (1+1)-dimensional Dirac equation in the presence of a mix between scalar, pseudoscalar and electric scalar inverse linear potentials has associated bound state solutions. This result is in agreement with the condition found by Castro, for the case of the mixed scalar-electric scalar potential [16].

The solution of the (1+1)-dimensional Dirac equation in the presence of a scalar potential \( V(x) \) leads to energy levels \( E \) which are symmetric with respect to \( E = 0 \) (see, for instance, references [15, 44, 45]). This symmetric behavior can be understood taking into account that if \( \Psi(x,t) \) represents an eigenfunction of the equation (1), for the case \( A_t(x) = 0 \) and \( V(x) \neq 0 \), having an associated energy level \( +E \), it is possible to prove that \( \sigma^3 \Psi^*(x,t) \) represents also an eigenfunction of the same equation but having an associated energy level \( -E \). However, if now \( \Psi(x,t) \) is an eigenfunction of the equation (1), but for the case \( V(x) = 0 \) and \( A_t(x) \neq 0 \), having an associated energy level \( +E \), then \( \sigma^3 \Psi^*(x,t) \) is not an eigenfunction of the same equation having an associated energy level \( -E \). Therefore, the solution of the Dirac equation in the presence of an electric scalar potential \( A_t(x) \) leads to energy levels which are not symmetric with respect to \( E = 0 \). This is an example that shows one of the differences between the physics which is described by the Dirac equation in the presence of a scalar potential \( V(x) \) and an electric scalar potential \( A_t(x) \), considering that both potentials have the same functional form.

We have studied in sections 2 and 4 the Dirac equation in (1 + 1) and (2 + 1) dimensions in the presence of static potentials having the same functional form. We have found that the Dirac equations (14) and (90) can be looked like Dirac equations in the presence of scalar potentials with rescaled couplings \( V(x) \rightarrow \tau V(x) \). This means that if the coupling of the electric scalar potential \( A_t \) has an intensity for which the parameter \( \tau \) is real, then for this case there is not a mix between the positive and negative energy states, in the same way as the scalar potential does not. The condition for \( \tau \) to be real implies that if we can build two Schrödinger supersymmetric partner Hamiltonians for the Dirac equation, then the Dirac sea is stable and the variations of the couplings in the potentials provides a way to avoid Klein’s paradox.

It is worth to note that the condition for \( \tau \) is necessary but not sufficient for establishing the absence of the Klein’s paradox. To illustrate the validity of this sentence, we consider the (1 + 1)-dimensional Dirac equation in the presence of a mix scalar-electric step potential. For this case, the necessary
condition for the spontaneous production of particle-antiparticle pairs is \( l > 1 + 2mc^2/V \), where \( V \) is the scalar potential. This means that, if \( \tau \) is not real, we have \( l > 1 \), \( i.e. \) for the interval \( 1 + 2mc^2/V > l > 1 \) there is not Klein’s paradox. Thus, this condition can not predict the fact that the vacuum is stable for this interval. In this sense, this condition is necessary but is not sufficient.

6. Conclusions

In this work we have studied the \((1 + 1)\) and \((2 + 1)\)-dimensional Dirac equation in the presence of static external potentials. We have considered the mix of the potentials as the most general combination of Lorentz structures, for the case in which the potentials have the same functional. After we have diagonalized this problem, we have arrived to rewrite the Dirac equation in terms of two first-order differential operators, which are called ladder operators, and we have showed that the problem has been mapped to a Dirac equation in the presence of a scalar potential with rescaled coupling. If the ladder operators \( A \) and \( A^\dagger \) are mutually self-adjoint, then the Dirac sea is stable, therefore, there is not Klein’s paradox and the Dirac particles can be confined. The factorization method has been also generalized for energy-dependent Hamiltonians and the shape invariance for a restricted class of energy-dependent Hamiltonians.
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