Responsiveness of the Sensor Network to Alarm Events Based on the Potts Model
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Abstract: The paper aims to present modelling the sensor network operation based on the Potts model. The authors presented own approach based on three states in which each node can be. The change in the state of a given node depends on its current state, the impact of surrounding nodes on it, but also values of the parameters measured. Therefore, the Hamiltonian was introduced as a dependence of both exceeding the limit value of a measured parameter (corresponding to an alarm event), and the state of the battery powering a given node of a sensor. The simulations of the implemented algorithm based on the adopted model presented in the paper relate to the measurement of temperature by a network of sensors. However, this model is universal and can be applied to examine the behaviour of the sensor infrastructure performing various measurements. Moreover, it may simulate the functioning of the critical network infrastructure or sensor networks and industrial sensors supporting the functioning of Industry 4.0.
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1. Introduction

Sensor networks are a very important element of the modern IoT infrastructure in the civil, military and industrial area [1–10]. They are able to collect and pass on a lot of important information. Some of this data can be processed by the terminal device itself, while the other are subject to more extensive analysis. A more complex implementation of the concept of Industry 4.0, the development of the Internet of Everything (IoE) and the Internet of Things (IoT) will not be possible without expansion and modernization of i.e., sensor network infrastructure. Obviously, it includes such elements as sensors, measurement and communication technologies, application and data analysis layer, etc. Sensor network systems should be considered in terms of complex systems theory due to their multifaceted nature [11–13]. Their characteristics includes such features as self-organization, self-adaptation, as well as non-linearity, nonequilibrium thermodynamics, non-extensiveness, non-stationarity of processes, sensitivity to overloads and infections, emergence, dynamic load balancing, scale-free processes, fractional Brownian motion, power laws, small worlds, preferential attachment, non-extensive statistics etc. [14–16]. Incorporating all above mentioned features seems a very complex task as of today. Therefore, complex systems are analyzed in the context of single or limited number of features at this stage of the work. The phase transition phenomenon is one of complex system properties associated with a rapid change in the values of important parameters of a given object usually leading to a change of its properties. This type of phenomena is analyzed with the Potts model [17–19], which is a generalization of the Ising model [20–22]. The authors used the potential of the Potts model in the analysis of distributed connection systems to model the operation of a sensor network.
The Ising model, as well as its development in the form of the Potts model, are perfect for modelling dynamic systems in which the state of individual node may change as a result of the influence of external and internal factors. Examples of such systems are sensor networks, in which changes may occur sporadically, periodically or permanently. Moreover, these models take into account the impact of a given node’s surroundings on its current state, and at the same time a given node itself affects other nodes in its vicinity. The proposed solution uses the properties of both models in the context of distributed sensor systems dedicated i.e., for monitoring. These systems should be characterized by a quick response to critical and alarm events. Examples of such events may be measurements in such places as: forests (fire), rivers (floods), buildings (oxygen level, temperature, humidity), cities (smog), industry (damaged machines, batches of products) and many others. Due to the fact that the Ising model takes into account only two states, the Potts model, taking into account any number of states, constitutes its broader application.

Sensor networks are often based on wireless solutions (the so-called Wireless Sensor Network—WNS), which are battery powered [23,24]. Due to the limited power resources, each process of waking up and then taking measurements significantly affects the life and durability of the sensor. Too frequent activation drains its battery faster. On the other hand, too distant activations in time may cause the omission of important measurements, lack of reading of the alarm state or errors in the subsequent analysis of the results. Therefore, a solution is required to enable effective management of the process of sensor system functioning and their batteries. Obviously, numerous solutions are applied to include these factors in mechanisms dedicated to sensor networks [25–27]. The authors decided to use the Potts model for this purpose due to the possibility of taking into account different states. The authors assumed three states for each of the sensors, and also made the value of the Hamiltonian dependent on the exceeding of the limit value of the measured parameter, as well as the state of the battery powering the given sensor node. The adoption of appropriate models enables better understanding of the processes and phenomena occurring in this type of structures, and to study them under various conditions in the future.

It will also enable conducting a series of studies on the susceptibility of individual nodes as well as the entire network to critical situations caused by various events. The use of the presented solution offers the various perspectives of the sensor network—the micro scale, i.e., a single node, as well as the macro scale of the entire infrastructure of interacting elements. Thus, the developed solutions introduce the feature of system adaptability to changing working conditions and develop the analysis of sensor networks towards self-adaptability and self-organization. Considering the sensor network as a complex system, it is also possible to study this type of infrastructure in the future in the context of the system’s operation in the state of equilibrium, on the verge of thermodynamic equilibrium and in the overload state. Additionally, in the future it will be possible to develop the presented approach towards studying various types of anomalies and their impact on the stability of the operation of wireless sensor networks.

Section 2 presents the analysis of the literature in the field of sensor network modelling and the use of the Potts and Ising models to analyze the processes taking place in network structures. Section 3 provides an introduction to the Ising and Potts models. The authors presented their basic properties. Section 4 discusses the proposed method of modelling the interaction between nodes in the sensor network based on the Potts model. Section 5 presents the algorithm developed by the authors for the adopted model. Section 6 provides exemplary simulation results of the developed solution based on temperature measurement by a network of sensors.

2. Analysis of the Literature

The sensor network technology has been developing in many areas. Numerous papers focus on the construction and modelling of such networks, as well as the technologies used. Their modelling is usually based on graph structures. Therefore, methods and means already known from areas such as computer networks, structures of material construction, social and economic relations or biology can
be used for this purpose. Recently, tools and methods related to deep learning and artificial intelligence (AI) have also been used. For example, in [28] a PHY-layer authentication scheme was proposed that uses the power delay profile (PDP) of the underwater channels to improve the spoofing detection accuracy. In addition, the authors of this article presented a method based on deep reinforcement learning (DRL). Machine learning algorithms therefore facilitate the analysis and prediction of complex scenarios. Moreover, they enable optimization of functioning not only in the physical layer, but also in the other six layers of the OSI [29]. On the other hand, in [30] the authors formulated a generalized modelling of incorrect data in the problem of localization, which takes into account the influence of both unexpected equipment failures and malicious data falsification. In order to improve localization, the authors proposed a reliable data cleansing algorithm that used low channel bandwidth by source and the rarity of invalid data. In another paper [31], the authors look to the future by presenting a four-tier AI-assisted system architecture to optimize 6G-based network performance. They pointed out that this type of networks with artificial intelligence support will enable intelligent management of mobility, data transmission and spectrum management. On the other hand, the results of the research presented in [32] show the enormous potential of AI in terms of increasing the efficiency of data-focused networks such as Wireless Body Area Networks (WBAN). The use of ML machine learning in them improves accuracy, reliability, scalability, as well as QoS. In the IoT era, the implementation of AI and ML mechanisms is mainly focused on increasing efficiency and capabilities in the application and analytical layers. Another area of research includes solutions related to the effective use of available resources, especially those relating to power. These issues relate to the deployment of IoT devices, including sensors in places where access is limited or even impossible. Therefore, an important aspect of the latest research concerns improving the energy efficiency of this type of equipment. In [33], the authors proposed a distributed power control structure to determine the optimal transmission power for each device. The actions taken involve the requirements of individual devices from the point of view of QoS. In order to achieve the intended goal, coalitions between devices are created, also taking into account the physical limitation of proximity and the quality of the communication channel. Of course, other solutions can be found in the literature regarding the grouping of devices based on the analysis of transmission delays or achievable signal-to-interference plus noise ratio [34,35]. The selected literature items presented above relate mainly to issues increasing the effectiveness of the sensor infrastructure behavior in terms of an effective response to the occurrence of alarm events taking into account internal and external conditions.

However, given the scope of this paper, we will only focus on modelling and curving the Ising and Potts models for this purpose. These models are perfect for describing phase transition occurring in network structures [36,37]. Typically, a phase transition is associated with a rapid and significant change in the values of system parameter. Moreover, these changes are accompanied by a change in the properties of a given system. Analyses of this type mainly relate to the area of physics and electronics, but also to economic and social relations [38–40]. However, they are also related to the topological terms of computer networks, including wireless networks [41]. The Ising and Potts models are based on the assumption that the behavior of each node depends on its closest neighbors. They originate from statistical physics, but since they describe the relationships and interactions between nodes accurately, they have been used i.e., for the analysis of social networks [42,43]. However, their potential has also been used in the area of ICT networks. The modification of the Ising algorithm based on the sensitivity factor has been presented in [44]. It focused on the susceptibility to changes of individual nodes in the network. Additionally, the authors used the ordering parameter to visualize phase transition in the network. On the other hand, [45] highlights a completely different area of the model application. The spread of malicious software was analyzed based on the Ising model. The study found that infection becomes faster in less efficient networks with higher data traffic and saturation when the network becomes congested. In [46], the authors presented the possibility of using the Ising model for
Medium Access Control (MAC) scheduling in ad hoc networks. The new Hamiltonian proposed by them takes into account the length of the queue and the waiting time on each connection. Consequently, they obtained a low network delay, and increased aggregate throughput and fairness. This paper is an upgrade of previous solutions [47,48]. However, [49] presents the algorithm of adaptive planning of sensor activity based on the Ising model. The authors of this study modelled a distributed sensor network as a random Markov field [50] in a graph that applied the concepts of statistical mechanics to stochastic activation of sensor nodes. The lack of centralized management correlated with local decisions, which in turn led to the global behavior of the sensor network. In turn, the same authors in 2010 [51] presented an interesting approach to adaptive reorganization of the sensor network in order to dynamically adapt to the changing operating environment. This paper, using the Ising model, shows that the sensor network can self-organize, and real-time monitoring and detection is possible thanks to the adaptive redistribution of limited resources. These issues are further developed in [52], where the Ising and Potts models were compared in order to effectively use the wireless sensor network lifetime, as well as to ensure detection and tracking rare and random events. The simulations carried out by the authors showed that the network based on the Potts model has longer life-time than the Ising model, in the same conditions. The obtained results confirmed the great potential of applying the Potts model to the analysis and modelling of the behavior of the WSN network. This solution focuses on individual events and effectively redirects information about them. On the other hand, it does not take into account the level of influence of the node’s surroundings depending on the perception of the current situation (measurements made) by other nodes. A completely different application for the analysis of processes and events in WSN networks was presented in [53]. The authors took into account the important aspect of security and the threat of attacks on the infrastructure of wireless networks. In order to detect potential attacks, they included the monitoring of the behavior of neighboring nodes through the adaptive technique of activating IDS agents (Intrusion Detection systems). They focused on optimizing the activation of these agents on the basis of the Ising model. Another area of application of the Potts model in the modelling and analysis of wireless networks, including sensor networks, is modelling interference in wireless networks [54]. The authors of that paper, based on a real network data, embedded the Potts model in interference plots. The study demonstrated that different interference plots and Potts models clearly influence the degeneration of interference levels.

3. Ising and Potts Model Formulation

We are currently witnessing a surge in popularity and development of wireless networks. Due to the growing requirements in the field of reliability, efficiency, throughput, security and scalability, it is necessary to develop new effective solutions both in the field of communication and modelling of their operation. Taking into account the properties of the solution based on the Potts model presented in the paper, such as: scalability, adaptability or responsiveness, the basic communication environment for its application are critical infrastructure networks, Wireless Body Area Networks, MESH networks, and Next-Generation Broadband Wireless Access Networks [55]. These networks have enormous potential to be used in the infrastructure of Smart City, Industry 4.0, autonomous vehicles, telemedicine, textronic systems, etc. All of them may consist of a large number of nodes, each of which performs independent activities, but at the same time is an important element in the entire infrastructure. Moreover, decisions made locally may also be of regional importance (they affect the surroundings of a given node), and even in the context of the entire network. Additionally, the indicated networks in many cases will make independent measurements of various parameters, and their value will determine further actions. Therefore, we decided to use the Potts model in our work.

As already mentioned, the Ising and the Potts model are models derived from the theory of statistical physics, but at the same time they relate to the processes taking place in the structures of complex systems. These processes can result from both internal and external influences. The purpose of these models is to study the reaction of the system, and in particular its individual elements in terms of interaction. The accompanying processes can be both micro and macroscopic due to the fact that
these interactions result from the current state characteristic of individual elements, but also from the states characteristic of their environment. Therefore, modelling based on these models is associated with both the entire system and its individual elements. In these models, a given system is mapped in the form of a network structure, usually described as a graph, where nodes denote system elements, and a set of edges denote relations between them.

It should be noted that the basic model is the Ising model. This classic model is based on the assumption that each node (spin) can take one of the two values $+1$ or $-1$, i.e., $s_i \in \{-1, 1\}$. In that case, the energy of any state is given through the Hamiltonian of the system [20,21]:

$$H = - \sum_{\langle i,j \rangle} J_{ij} s_i s_j - B \sum_i s_i,$$

where $s_i$ stands for the state of $i$-th node, $J$ is the coupling constant between a node $v_i$ and $v_j$, while $B$ is an external magnetic field. In most cases of modelled network structures, including IT ones, the external field described by $B$ is neglected. Additionally, considering that all neighbors of $v_i$ have the same impact force, we can adopt another simplification:

$$H = -J \sum_{\langle i,j \rangle} \delta(s_i s_j).$$

Note that the Ising model was originally about models of magnetism. Therefore, adequate values were adopted for both states. However, different values of the states are introduced that each of the nodes can assume in implementations of the Ising model in other areas. However, this model is also of limited use due to the limitation to 2 states. Therefore, the Potts model is its extension. In this model, it is possible to define a wider set of available states. Let us denote this set as $S = \{s_1, s_2, \ldots, s_q\}$ and it is a finite set, where $q \in \mathbb{Z}$. Then, on the basis of (2) we obtain:

$$H = -J \sum_{\langle i,j \rangle} \delta(s_i s_j),$$

where $\delta(s_i s_j)$ is Kronecker delta which equals one whenever $s_i = s_j$ and zero otherwise. When considering two separate states $s_1$ and $s_2$, as well as the probability of their occurrence as $p(s_1)$ and $p(s_2)$ - the relative probability that the system is in two states is:

$$p = \frac{p(s_2)}{p(s_1)} = \frac{e^{\beta H_2}}{e^{\beta H_1}},$$

where $\beta = 1/kT$ parameter specified by the absolute temperature $T$ and the Boltzmann constant $K$, and $H_1$ is Hamiltonian of state $s_1$, and $H_2$ is Hamiltonian of state $s_2$. Due to the fact that the considered system is independent of temperature, we assume that if $p \geq 1$ then the node changes state from $s_1$ to $s_2$, otherwise, the node remains in state $s_1$. Therefore, the probability of the occurrence of a node state change can be briefly written as $p_{flip} = \max(1, p)$.

4. Suggested Method

Let us assume, there is a graph $G = \{V, E, W\}$, where $V$ denotes a set of vertices (sensors), $E$ set of edges, and $W$ set of edge weights. Every $w_{ij} \in W$ denotes the relation between the vertex $v_i$ and the vertex $v_j$. Then the Expression (3) takes the form:

$$H = -\sum_{\langle i,j \rangle} w_{ij} \delta(s_i s_j).$$
It should be remembered that the graph $G$ can be a directed graph if $(v_i, v_j) \neq (v_j, v_i)$, and what is more, the relation between neighbors can be variable in space and time. In this case, based on the Expression (2) and taking into account (5) we get:

$$H = - \sum_{(i,j)} w_{ij}(\tau) \delta(s_i s_j),$$

(6)

where $w_{ij}(\tau)$ is the value of the relation between the vertex $v_i$ and the vertex $v_j$ at time $\tau$. In the case of the Ising model, we can assume the following states for individual sensors:

$$s_i = \begin{cases} 
    s_1 & \text{when the node is in an active state} \\
    s_2 & \text{when the node is in an inactive state} 
\end{cases}$$

However, taking into account the Potts model, we introduce the following 3 states:

$$s_i = \begin{cases} 
    s_1 & \text{when the node is in an active state} \\
    s_2 & \text{when the node is in a standby state} \\
    s_3 & \text{when the node is in an inactive state} 
\end{cases}$$

(8)

Then dependencies should be determined $\delta(s_is_j)$:

$$\delta(s_is_j) = \begin{cases} 
    1 & s_i = s_j \\
    0.5 & s_i \neq s_j, \ s_j \text{ is in a standby or active state} \\
    0 & s_i \neq s_j, \ s_j \text{ is in an inactive state} 
\end{cases}$$

(9)

In this paper it was assumed that each sensor (node) carries out one type of measurement. This measurement refers to the variable $m(\tau)$, which can assume at different times $\tau \in T$ different values from the set $M = \{m_i(\tau) \in \mathbb{R}\}$, where $m_i(\tau)$ is the value of the parameter $m$ measured in time $\tau$ by the node $v_i$. Nodes have defined threshold values for their measurements. Exceeding of the threshold value shall be linked to the value of the interaction between nodes. For this purpose, the value of the impact of a given node $v_i$ was introduced using the expression:

$$w_i(\tau) = \frac{|m_i^k - m_i(\tau)|}{b_i(\tau)},$$

(10)

where $b_i(\tau) \subset [0; 1)$ is the battery level of node $v_i$. The greater the exceeding of the threshold value and the more discharged the battery, the faster the impact on the neighboring node. To better illustrate this relation, Figure 1 presents an exemplary influence of the value of the impact of a given node on the increase of the measured temperature above the adopted threshold value (in this case $25\degree C$) and of course on the value of the battery level. Due to the fact that the standard representation of the obtained values (Figure 1a) does not illustrate the dynamics of the increase in the value of the impact of a given node, Figure 1b presents the obtained results in a logarithmic scale.
Then dependencies should be determined \( \delta(s_{ij}s_{kj}) \):
\[
\delta(s_{ij}s_{kj}) = \begin{cases} 
1 & \text{if } s_{ij} = s_{kj} \\
0.5 & \text{if } s_{ij} \neq s_{kj}, s_{kj} \text{ is in a standby or active state} \\
0 & \text{if } s_{ij} \neq s_{kj}, s_{ij} \text{ is in an inactive state}
\end{cases}
\]
(9)

In this paper it was assumed that each sensor (node) carries out one type of measurement. This measurement refers to the variable \( m(\tau) \), which can assume at different times \( \tau \in T \) different values from the set \( M = \{m_{ij}(\tau) \in \mathbb{R} \} \), where \( m_{ij}(\tau) \) is the value of the parameter \( m \) measured in time \( \tau \) by the node \( v_i \). Nodes have defined threshold values for their \( m_{ij} \) measurements. Exceeding of the threshold value shall be linked to the value of the interaction between nodes. For this purpose, the value of the impact of a given node \( vi \) was introduced using the expression:
\[
w_j(\tau) = \frac{b_j(\tau)}{1 + b_j(\tau)}(\text{if } b_j(\tau) \in [0;1]),
\]
where \( b_j(\tau) \in [0;1] \) is the battery level of node \( v_i \). The greater the exceeding of the threshold value and the more discharged the battery, the faster the impact on the neighboring node. To better illustrate this relation, Figure 1 presents an exemplary influence of the value of the impact of a given node on the increase of the measured temperature above the adopted threshold value (in this case 25°C) and of course on the value of the battery level. Due to the fact that the standard representation of the obtained values (Figure 1a) does not illustrate the dynamics of the increase in the value of the impact of a given node, Figure 1b presents the obtained results in a logarithmic scale.

Figure 1. The dependence of the impact of \( w(\tau) \) of a given node on the temperature increase and battery level; (a) standard chart; (b) logarithmic chart.

In order to take into account the influence of exceeding the threshold parameters on the force of interaction between nodes expressed by \( w_{ij} \), and then on the Hamiltonian (6), the following relationship was introduced:
\[
w_{ij} = \begin{cases} 
1 & \text{if } m_l(\tau) < m^k_l \ (l = i, j) \\
w_i(\tau) & \text{if for } v_i \ m_i(\tau) \geq m^k_i \\
-w_j(\tau) & \text{if for } v_i \ m_i(\tau) < m^k_i \ \text{and } m_j(\tau) \geq m^k_j
\end{cases}
\]
(11)

Expression (11) allows to take into account various situations taking place in the sensor network. The first case concerns the situation when \( w_{ij} \) takes the value 1. It is a neutral value from the point of view of the calculated value of Hamiltonian and applies to the situation when the value of the measurements for both nodes is within the norm and both nodes remain inactive. However, if during the measurement for a given node \( v_i \) it reads a value that exceeds the threshold state for it (then it is in the active or standby state), it is reinforced by the value \( w_i(\tau) \) compared to any other states in neighboring nodes that are not to enumerate this expression. On the other hand, if the node neighboring \( v_j \) reads a value exceeding its threshold state, then the interaction of the node \( v_j \) should be strong enough to weaken the state of the inactive node \( v_i \). This can be compared to the neighbor node excitation signal and is expressed as a negative value \( w_j \). As a result, in the Potts model, node \( v_i \) will have less “willingness” to remain in its current state. The threshold value itself can have different values and be adjusted to the actual measurement needs. The adopted model does not limit what the
value is to be and what specific measurements it should refer to. Therefore, this model is universal and can be used in various areas. Of course, the difference between the actual read value and the set threshold value is significant. Thus, a greater exceeding of the threshold has a faster and greater impact on a neighboring node according to Expressions (10) and (11). Additionally, the force of the impact is enhanced by the battery charge level. In the proposed model, the battery capacity does not influence the alarming efficiency. Alarm events result from exceeding the set threshold value. Of course, the capacity of the battery may indirectly influence the strength of the internode interaction by relating to the current level of the battery. However, in this solution it is assumed that all nodes have the same battery capacity. The basis for this assumption was the fact that most of this type of sensor structures is homogeneous, e.g., in terms of the battery capacities used. In the future, separate studies on the impact of different battery capacities on the functioning of the adopted model may be conducted taking into account different battery charging systems (local and remote).

5. Developed Algorithm

The method proposed in Section 4 was used in the development of the sensor network algorithm based on the assumptions of the Potts model. For this purpose, it was assumed that a given structure of a wireless sensor network consists of \( N \) nodes. These nodes are distributed over an area of \( L \times L \). Within these areas, such cliques \( C_i \) are created so that the clique is formed by nodes that “see” each other, i.e., are within the range of their radio signal. Only the nodes in a given clique interact with each other and are considered in each iteration. Obviously, a given node may belong to several cliques and thus adopt states from different cliques, but its state is analyzed only from the perspective of its clique, i.e., nodes that are within its range. Within the clique, the nodes are in active, inactive or standby state. The devices take measurements in all possible states. It was assumed that individual states characterize the further operation and behavior of each device as follows:

- **Inactive state**—the device performs a measurement at every set interval of time (e.g., every 15 s). When the set limit value is exceeded or equalized, it changes its state to standby.
- **Standby state**—the device performs a measurement at a set period every one time unit (e.g., 5 measurements within 5 s). If, any successive value falls below the set alarm threshold \( m^k \) during this measurement period, the device returns to the inactive state. When, after a predetermined period, all the measurements are equal to or above the threshold value, the device turns into the active state.
- **Active state**—the device performs continuous measurements every one time unit as long as the measured value equals or exceeds the alarm value \( m^k \). When the measured value is below the set threshold value, this device will change its state to standby.

Figure 2 shows a state machine reflecting the transitions between the individual states of nodes. For the assumptions made above, let \( m \) is the measurement taken, \( m^k \) is the limit value, standbyTim is the standby time counter, \( s \) is the time the node remains in the standby state. Whereas 1 is inactive, 2 is in standby and 3 is active. Of course, the adopted model is universal and flexible, i.e., it allows to adopt different limit parameters and their values, as well as the intensity of measurements.

The above-mentioned assumptions made by the authors made it possible to carry out specific tests and simulations.
was developed, the diagram of which is presented in Listening 1. This is due to the fact that no nodes were favored in the order of computation. In the analyzed aspect, three basic stages can be distinguished: measurement and setting of states, calculation of the Hamiltonian, state change. Due to the fact that the constants should be omitted in this case, the Hamiltonian is given by:

\[ H = \sum_{i=1}^{N} m_i \]



However, the presented algorithm does not limit the way of creating individual structures and the way of arranging individual nodes. For example, the methods of random, even distribution can be used based on the theory of complex systems (small worlds, power law) etc., but the predetermined exact distribution of nodes can be also taken into account. Generating a map of the measured environment is related to the adoption of constant or variable data that are subject to measurement. It can be a map of the distribution of pressure, temperature, gas concentration, etc. The assumption is that the size of this map should correspond to the sensor location. Section 6 presents i.e., an exemplary heat map adopted as a part of the simulations. Function flip \((s_i, s_j)\) allows to change the state of a given node based on the current value of the Hamiltonian and the Expression (4).

```
Listening 1. Sensor network simulation algorithm.

Input: An attributes-value \(N, L\).
1. Enter parameters: simulation time time, current simulation step \(t = 0\).
2. Creating a sensor network \(G = (V, E)\).
3. Generating a map of the measured environment.
4. For each node \(v_i \in V:\)
   - For each node, check whether it is in the active state, standby or there is another measurement period of inactive state.
   - If NO Then set inactive timer in the device before the next measurement
   - Else perform the following steps:
     - Get \(m_i\) values from the latest generated map of the environment being measured.
     - Update the node state based on \(m_i\) measurement and state machine.
     - Calculate the Hamiltonian \(H\).
     - Decrement the node’s battery level.
   - End For
5. For each pair of nodes \((v_i, v_j)\) in cliques, call the function \(flip(v_i, v_j)\).
6. Decrement all node counters: standby timer, inactive timer.
7. Save the results of the current simulation step.
8. If \(t < time\) THEN come back to step 2
9. Else plot a graph and simulation results.
10. Complete the sensor network simulation algorithm.
```

The creation of a sensor network is based on the number of nodes \(N\) and the size of the area \(L \times L\). However, the presented algorithm does not limit the way of creating individual structures and the way of arranging individual nodes. For example, the methods of random, even distribution can be used based on the theory of complex systems (small worlds, power law) etc., but the predetermined exact distribution of nodes can be also taken into account. Generating a map of the measured environment is related to the adoption of constant or variable data that are subject to measurement. It can be a map of the distribution of pressure, temperature, gas concentration, etc. The assumption is that the size of this map should correspond to the sensor location. Section 6 presents i.e., an exemplary heat map adopted as a part of the simulations. Function \(flip(s_i, s_j)\) allows to change the state of a given node based on the current value of the Hamiltonian and the Expression (4).

To offer more thorough analysis of the proposed solution, its computational complexity was also determined. Thus, it has a complexity of \(O(3n)\) for each step, where \(n\) is the number of nodes. This is due to the fact that no nodes were favored in the order of computation. In the analyzed aspect, three basic stages can be distinguished: measurement and setting of states, calculation of the Hamiltonian, state change. Due to the fact that the constants should be omitted in this case,
the computational complexity is then $O(n)$. Additionally, computation time analyzes were performed for a specific number of nodes and simulation steps (Table 1). Of course, these are only illustrative values, because they were implemented for specific network structures and a common heat map, so that the results could be compared. The hardware platform on which the simulations are performed also affects the results. In this case it was an Intel (R) Core (TM) i5-42150H CPU @ 2.9GHz (4 CPUs) computer and 8192 MB of RAM. It should also be remembered that the simulation environment includes calculations for all nodes, and in the real environment the calculations are distributed among individual nodes. Nevertheless, it can be observed that the simulation time increases as the number of simulation steps increases. Additionally, an important element determining the simulation time is the moment of exceeding the threshold value, because then the calculations related to i.e., with a change in the current state of individual nodes.

### Table 1. The real computation time [s] for a given number of nodes and simulation steps.

| Number of Nodes | Number of Steps |
|-----------------|-----------------|
|                 | 100             | 1000           | 5000 | 10,000         |
| 20              | <1              | 1              | 23   | 51             |
| 40              | <1              | 3              | 65   | 93             |
| 60              | 1               | 6              | 98   | 131            |
| 80              | 1               | 6              | 132  | 193            |

6. Simulations

The proposed solution based on the Potts model has been implemented using the Python language. This language was chosen due to its wide functionality, flexibility and efficiency in the field of data processing, as well as to ensure the possibility of future development of a given software towards the use of artificial intelligence and machine learning mechanisms. Of course, the presented solution and the algorithm itself can be implemented in any software environment.

One of the basic elements that influence the course of the simulation is defining a map of the measured environment. As previously emphasized, maps may refer to various measured parameters. To demonstrate the functioning of the developed model, the authors used a heat map representing the temperature distribution. An example of such a map is shown in Figure 3. The lower the temperature, the darker the color.

![Sample heat map](image)

In their considerations, the authors assumed three different simulation approaches to generating data constituting the basis of the heat map:

- Heat map with a random gradient—the algorithm changes the values on the heat map completely randomly as a function of time.
- Heat map with cyclical changes in value—this algorithm increases or lowers the values of the heat map by a set coefficient in cyclic periods.
• Heat map with zones of temperature changes—this algorithm changes a certain circular area of the heat map by a given coefficient for a certain simulation period.

Of course, the three simulation variants proposed by the authors are not the only possible ones. The available approaches also include the registration of the actual measurement values in a given area, as well as the implementation of other models. The presented results of the experiment refer to the environment consisting of 50 independent nodes located in the environment with dimensions of 40/40 units. One unit can correspond to a distance of 1 m. For the heat map, the data was generated using the algorithm “Heat map with a random gradient”. In this specific case, the temperature threshold was set at 20 °C. The simulation was run with a limitation of 1000 steps, and each simulation step corresponded to 1 s. The standby time was set to five simulation steps. Nodes in the inactive state performed the measurement every 10 s. These values are specific for a given simulation, while the adopted model and algorithm, as well as the simulation environment enable their free selection to the current simulation needs.

An exemplary structure of a sensor network consisting of 50 nodes is shown in Figure 4.

In the presented example, in the initial phase of the simulation, all nodes were in an inactive state based on the current temperature measurements. Along with the simulated temperature changes in a given area causing the accepted threshold value to be exceeded, the states of individual nodes also change. These changes depend on the current value of the Hamiltonian and the developed model. Two selected simulation steps illustrating these changes are presented in Figure 5.
changes in a given area causing the accepted threshold value to be exceeded, the states of individual nodes also change. These changes depend on the current value of the Hamiltonian and the developed model. Two selected simulation steps illustrating these changes are presented in Figure 5.

**Figure 5.** Selected steps of the simulation; (a) heat map in 459 s; (b) states of individual nodes in 459 s; (c) heat map in 991 s; (d) states of individual nodes in 991 s.
Interesting results are shown in Figure 6, which presents the number of nodes in a given state in successive steps of the simulation. It clearly shows the phase transition taking place in the infrastructure of the sensor network [41]. This is one of the characteristics of complex systems. It is associated with a rapid change in the values of important parameters of a given object or system, in this case the network infrastructure. As a result of phase transitions, a given network also changes its properties. These changes can be caused by both internal and external factors. In the case under consideration, they refer to significant changes in the ambient temperature that directly affect the current state of individual nodes. Thus, the phase transitions perfectly reflect significant structural changes in network systems, including the relations between individual nodes of these structures. According to the assumptions, the Potts model, like the Ising model, perfectly reflects the processes of phase transitions. Thus, in Figure 6 it can be seen that the entire network is initially stable, then there is a phase transition during which the network is unstable and then the network structure stabilizes again. During the phase transition period, a changing distribution of all available states is visible, in which each of the nodes can be. However, in the end, two states remain in the example—active and standby. The phase transition reflects the dynamics of the system (network). Typically, one of the basic effects of the phase transition is the stabilization of the system and the limitation of the active states of individual nodes, which is also observed in Figure 6. In the example presented, the phase transition period takes place in the range of approx. 160–570 s simulations.

![Figure 6. Distribution of node states throughout the simulation.](image)

The compliance of the assumptions of the presented model with the obtained results can be seen in Figure 7. Exactly, in Figure 7c, the value of the Hamiltonian increases during the simulation. It is related to the influence of exceeding the threshold parameters on the strength of interaction between nodes expressed by $w_{ij}$, and thus on the Hamiltonian. This value is directly influenced by the temperature and the battery level according to Expressions (10) and (11). Therefore, the temperature increase (Figure 7a) and the decrease of the battery level (Figure 7b) according to Expressions (10) and (11) determine the value of the Hamiltonian (11). Thus, according to the assumptions adopted in Section 4, the growth rate of the difference between the threshold value and the measured value is directly related to the dynamics of phase changes occurring in the system. Comparing Figure 7a with Figure 6, it can be seen that when the assumed threshold value is exceeded (in the considered case 20 °C), around 190s of the simulation, the Hamiltonian value increases and the phase transformation process begins. Figure 7a shows that in the considered case the global temperature change over the entire area is very close to the values of measurements made by individual nodes at specific points of their location. Effective battery management, especially in the inactive state, can be seen in Figure 7b, which shows the average battery level in the entire infrastructure at individual simulation steps. At the beginning of the simulation, most nodes were inactive, so the battery drains much slower than from about 250–300 s, where the battery discharge rate is much faster. It was then that more nodes began to
take measurements more actively. This is partially visible in Figure 7c as the battery level also affects the Hamiltonian value.

Figure 7. (a) Change in average temperature over time for the entire area and at measurement points; (b) battery level during simulation; (c) change of Hamiltonian value during simulation.

Figure 8 presents exemplary simulation results in terms of the Hamiltonian dependence on temperature. In the case under consideration, the increase in temperature directly influences the increase of the Hamiltonian value. Thus, as the temperature rises, the Hamiltonian value increases. As in Figure 7a, in this case the global temperature change over the entire area follows a similar course as point measurements made by individual nodes at specific points of their location. Thus, the proper placement of the sensors, and then their measurements in a given area, reflected the global temperature distribution very well in the considered cases.
The solution proposed in the study is characterized by high scalability, which results from the assumptions underlying the model itself and the developed algorithm. Due to the fact that decisions regarding a possible change of the state of a given node depend only on its current state, local parameters and states of nodes located in its immediate vicinity, and thus the Hamiltonian calculations are also performed locally, theoretically, there is no limitation in terms of size the structure under consideration. From the point of view of a single node, the proposed solution does not hold the entire topology or routing table. Of course, from the point of view of the simulation environment, the limitation may constitute table sizes resulting from the number of nodes and analyzed parameters that can be stored and processed by a given simulation environment. In the context of the scalability of the proposed solution in the simulation environment, one can take into account the computational complexity of the developed algorithm, the analysis of which is presented in Section 5. However, in the real environment, the implementation of the presented model would also not face any scalability limitations, as possible limitations would rather result from applied technological solutions, e.g., the number of possible connections between a given node and its neighbors. Thus, a significant increase in the number of nodes in the actual network would not determine the necessity to use a significantly larger RAM or additional processors, since the computations were performed in a distributed environment.

7. Conclusions

Sensor networks constitute and will constitute a very important area of functioning of smart homes and smart buildings, smart cities, smart factories, military, warning systems, autonomous vehicles, etc. The development of this field of science and technology is very fast, both in terms of technical solutions and in the area of systems and applications supporting their functioning. An important aspect is also the methods and means of modelling the behavior of this type of network. Thanks to them it is possible to simulate and test their operation, which allows to study the processes taking place in them, and then to improve and develop them in order to increase their efficiency. The solution developed by the authors based on the Potts model takes into account 3 states in which each of the nodes can be located. The change in the state of individual nodes depends on their current state and the values of the measured parameters, as well as on the influence of neighboring nodes on them. For this purpose, the authors proposed a solution that takes into account the dependence of the Hamiltonian value on the exceeding of the limit value of the measured parameter (corresponding to an alarm event), but also on the state of the battery supplying a given sensor node. The model adopted in this way increases the efficiency of the sensor network from the point of view of saving power sources. This aspect is particularly important in the context of this type of network. The advantage of the presented solution is taking into account the level of influence of the surroundings of a given node in the context of the current situation perceived by this environment (based on measurements made by other nodes). In this way, the effectiveness of the measurements is increased, which can directly affect their precision.
The authors pointed out that sensor networks should be considered from the point of view of complex systems. One of the characteristic properties of these systems are the phase transitions that occur in them. The assumptions adopted by the authors of the work and the model developed by them allow for taking into account this type of phenomena and then their observation. A separate issue is the future research on the impact of such phenomena on the stability of the sensor network infrastructure.

An additional area of further research concerns the inclusion of external influence in the proposed model. Thanks to this, it would also be possible to study the influence of macroscopic factors on the functioning of sensor networks. The authors believe that this research direction may bring us closer to obtaining a model that corresponds to a wider extent to real complex systems.
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