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Abstract—In recent years, RGB-T salient object detection (SOD) has attracted continuous attention, which makes it possible to identify salient objects in environments such as low light by introducing thermal image. However, most of the existing RGB-T SOD models focus on how to perform cross-modality feature fusion, ignoring whether thermal image is really always matter in SOD task. Starting from the definition and nature of this task, this paper rethink the connotation of thermal modality, and proposes a network named TNet to solve the RGB-T SOD task. In this paper, we introduce a global illumination estimation module to predict the global illuminance score of the image, so as to regulate the role played by the two modalities. In addition, considering the role of thermal modality, we set up different cross-modality interaction mechanisms in the encoding phase and the decoding phase. On the one hand, we introduce a semantic constraint provider to enrich the semantics of thermal images in the encoding phase, which makes thermal modality more suitable for the SOD task. On the other hand, we introduce a two-stage localization and complementation module in the decoding phase to transfer object localization cue and internal integrity cue in thermal features to the RGB modality. Extensive experiments on three datasets show that the proposed TNet achieves competitive performance compared with the state-of-the-art methods.

Index Terms—RGB-T images, salient object detection, global illumination estimation, semantic constraint provider, localization and complementation.

I. INTRODUCTION

SALIENT object detection (SOD) aims to locate the objects in an image that most attract the human visual attention, which has been widely used in many related fields [1]. In recent years, deep learning technology has driven SOD task to achieve amazing performance with its powerful feature representation capabilities under ideal circumstances [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18]. But when encountering some challenging scenes such as low light or darkness, the performance of this single-modality SOD will degrade significantly. For example, as shown in the second row of Fig. 1(a), the extremely low-light scenes make it difficult for humans to clearly distinguish the salient object, and the state-of-the-art BASSNet [13] (an RGB SOD method) also fails to detect the salient object at all. To address this challenging scene, we can introduce infrared thermal images for auxiliary discrimination from the perspective of physical equipment. The infrared thermal imaging sensor can capture the infrared radiation emitted by the object. The higher the temperature of the object, the stronger the infrared radiation. The sensor collects different heat differences, and the thermal image is processed by electronic technology, which reflects the temperature distribution on the surface of the object. The second column of Fig. 1(a) provides some examples of thermal images that are very intuitive and effective complements to the RGB images in the low-light scenes. In this way, with the introduction of thermal modality, a new SOD branch called RGB-T SOD was born.

Since its inception, RGB-T SOD task is compared with its sibling RGB-D SOD task, where ‘D’ means depth map. Some visual examples are shown in Fig. 1(b). Upon observation, the fundamental difference between the two tasks is the physical meaning of the additional modality. For the RGB-D SOD task,
The proposed network achieves superior performance in the encoding stage, a semantic constraint provider is developed to control and regulate the interaction between the RGB and thermal images. Specifically, we first introduce a pretrained deep Retinex decomposition network [20] to generate the corresponding illumination map from the input image, which describes the brightness intensity information of scene regions. Then, we quantize it into an illuminance score through global average pooling and sigmoid activation, which is used to control how much of the thermal modality is introduced in the RGB-T SOD model.

The second twice-told story is the cross-modality interaction problem. Rethinking the connotation of the thermal image in the SOD task, it is actually difficult for people to intuitively perceive the thermal image, so it does not have clear and explicit semantic information like the depth map. Therefore, in order to make the thermal image more suitable for the SOD task, we introduce a Semantic Constraint Provider (SCP) module in the encoding stage to enrich the semantic attributes for each layer of the thermal image branch. In this way, we can bridge the gap between the thermal image and SOD task, thereby providing more reliable information for cross-modality interaction and saliency decoding. In the decoding stage, we re-examine the functions of the two modalities and design a Localization and Complementation (LC) module, where the thermal features play an auxiliary role for the RGB features. On the one hand, considering that the thermal image plays a certain role in determining the location of salient objects, especially in low-light and dark scenes. Therefore, in each layer of decoding, we use the thermal features to generate a spatial mask to assist in the object localization of the RGB image, with the constraint of global illuminance score. On the other hand, due to the limitation of the thermal modality itself, it may be difficult to achieve good results with thermal supplementation directly. Therefore, we adaptively implement cross-modality information interaction using global illuminance score, and use it as the encoding skip connection features to supplement the localization-corrected RGB decoding features.

The main contributions of this paper can be summarized as follows:

- We rethink the value and role of thermal images in SOD task, and propose a global illumination estimation module to control and regulate the interaction between the RGB image and the thermal image, thereby better adapting to challenging scenes such as low light.
- In the encoding stage, a semantic constraint provider is designed to supplement the semantic content for each layer of the thermal image branch, which makes the thermal features more suitable for the SOD task.
- In the decoding stage, a localization and complementation module is developed, which uses thermal features to provide effective object localization and integrity information for RGB decoding features.
- The proposed network achieves superior performance compared to 20 state-of-the-art methods on three public benchmark datasets.

The rest of this paper is organized as follows: Section II presents related work of SOD, then Section III details our proposed RGB-T SOD model. Next, Section IV presents our experimental results and corresponding analyses. Finally, Section V is our conclusion.
II. RELATED WORK

A. RGB and RGB-D Salient Object Detection

In recent years, with the rapid development of deep learning, RGB SOD [11], [12], [13], [14], [15], [16], [17], [18] and RGB-D SOD [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42] methods achieved ground-breaking performance. Qin et al. [13] focused on better boundary quality, introduced the densely supervised network and residual optimization modules, and designed a new hybrid loss for boundary-aware salient object detection. Wu et al. [11] extracted high-level features through the attention branch and detection branch, achieved a better saliency map through HAM module connection and improved running speed by discarding low-level features. Zhao et al. [12] introduced the edge information into the SOD task.

As effective auxiliary information, the depth map has been introduced into the SOD model to address some challenging and complex scenes. For example, Piao et al. [22] proposed a depth-sensing multi-scale weighting module to explore the relationship between depth information and multi-scale objects and designed a recurrent attention module to iteratively generate better saliency results. In [19], a new intermediate fusion strategy was proposed to accurately locate the salient object. Fu et al. [24] introduced a joint learning and dense collaboration module to solve the RGB-D salient object detection task based on Siamese network. Considering the different roles of the RGB and depth modalities, Zhang et al. [29] proposed a cross-modal differential interaction mode for RGB-D SOD task, so that the RGB and depth branches can play their respective advantages and complement each other better, resulting in better saliency results.

Although the performance of RGB SOD and RGB-D SOD methods is promising, they still struggle to handle the dark or low-light scenes. Therefore, the RGB-T SOD task that introduced thermal images emerged and developed rapidly.

B. RGB-T Salient Object Detection

Most of the traditional RGB-T SOD methods are based on graph-related technologies. Wang et al. [43] presented the first relevant RGB-T SOD dataset, named VT821, and proposed a multi-task manifold sorting algorithm to solve the task. Tu et al. [44] also used manifold sorting to achieve multi-modal and multi-scale fusion of different features and then introduced intermediate variables to infer the optimal sorting seeds in manifold sorting. In addition, Tu et al. [45] proposed a collaborative graph learning method to solve the RGB-T SOD task. However, with the rapid development of deep learning, compared to the performance of CNN-based RGB-T SOD methods, traditional methods are far behind. For the CNN-based RGB-T SOD methods, how to extract single-modality and integrate cross-modality cues is the most important issue. Zhang et al. [46] proposed a multi-interaction dual decoder to better fuse cross-modality features, multi-level features and global contextual features. Gao et al. [47] performed multiple stages and multiple scales feature fusion in RGB-T SOD. Wang et al. [48] proposed a novel cross-guided fusion network to perform adequate cross-modality fusion and took full advantage of high-level semantic information. Zhou et al. [49] used an efficient bilateral fusion, multi-level coherent fusion module for the fusion of different modalities. Liang et al. [21] proposed a multi-modality interactive attention unit to capture the single-modality multi-layer contextual features, and two decoding modules to achieve multi-source and multi-level feature fusion.

Although many of the above works have achieved competitive performance, they do not clearly define the relationship between thermal image and saliency attributes. Therefore, we rethink the value and role of thermal images in SOD task, and propose a new RGB-T SOD network, named TNet, which regulates the interaction between the RGB image and the thermal image via the GIE module, and achieves the cross-modality interaction via the SCP module in the feature encoding and the LC module in the feature decoding.

III. PROPOSED METHOD

A. Architecture Overview

In this paper, our main idea is to find the right time to introduce the thermal information into the SOD model by rethinking the connotation and function of thermal modality. Therefore, we proposed a two-stream encoder-decoder network to achieve RGB-T SOD, named TNet, as shown in Fig. 2. Before we start officially, the input RGB image is first embedded into a Global Illumination Estimation (GIE) module to predict a global illuminance score \( \alpha \), which is used to control and regulate the interaction between the RGB image and the thermal image in the encoder and decoder stages. In the feature decoder, we use the ResNet50 [51] that removes the last pooling layer and fully connected layer as the backbone to extract the multi-level encoder features of RGB image and thermal image, denoted as \( E_r \) and \( E_i \) (\( i \in \{1, 2, \ldots, 5\} \)), respectively. Then, in order to supplement the semantics for the thermal features, the top-level RGB features containing rich semantic information are input into the Semantic Constraint Provider (SCP) module, so that the thermal features are semantically guided and refined under the constraint of the global illuminance score \( \alpha \). In the decoding stage, we set up a single-stream decoder with the RGB modality as the dominant features, and the corresponding RGB encoder features and semantic-embedded thermal features are sent to the Localization and Complementation (LC) module for step-by-step decoding. The LC module is also constrained by the global illuminance score \( \alpha \), and the output of the last LC module is the final predicted saliency map. In the following subsections, we will introduce the details of GIE module, SCP module, and LC module one by one.

B. Global Illumination Estimation (GIE) Module

According to the definition and setting of salient objects in RGB-T images, people still mainly rely on RGB images to determine whether objects are salient or not, while thermal image
Fig. 2. The overview architecture of the proposed TNet, which follows an encoder-decoder structure. The upper right corner is the global illumination estimation (GIE) module, predicting a global illuminance score to control the role of the two modalities. In the dual-stream encoding, the semantic constraint provider (SCP) module is introduced to enrich the thermal features with the help of high-level RGB semantics, making it more suitable for SOD tasks. Finally, the single-stream decoding with the RGB modality as the dominant and the thermal modality as the auxiliary implements layer-by-layer decoding under the action of the localization and complementation (LC) module, thereby obtaining the final saliency prediction.

is more to provide some auxiliary information to deal with some challenging scenes, such as low light. In addition, as discussed in Section I, if the network relies too much on the thermal image, it may lead to incomplete structures and even conflict with the real salient object. Therefore, in the proposed TNet, we hope that thermal image can play a more important role in low-light scenes, and design a global illumination estimation (GIE) module to describe the brightness information of the scene, as shown in the upper right of Fig. 2. The estimated illuminance score can be further used to regulate the role of the thermal image in the SOD model and guide the interaction between the RGB and thermal modalities.

Inspired by the low-light enhancement method based on Retinex theory, the image $I$ can be decomposed into the reflectivity component $R$ and illuminance component $L$, that is, $I = R \otimes L$, where $\otimes$ denotes the element-wise multiplication. The illuminance map reflects the brightness distribution of the image, which can be used to distinguish whether the scene is low-light or normal-light. Inspired by this, a pretrained Retinex decomposition network [20] is introduced to obtain the illuminance map, which can be formulated as:

$$G_L = F(I, \theta)$$  \hspace{1cm} (1)

where $G_L$ is the illuminance map, $I$ is the input RGB image, and $F$ denotes the pretrained Retinex decomposition network [20], and $\theta$ is the learnable parameters.

Our original intention is to obtain an illuminance measurement to describe the brightness information of the scene, which is further used to regulate the role of the thermal image in the SOD model and guide the interaction between the RGB and thermal modalities. Moreover, for the obtained illuminance measurement reflecting the light distribution of an image, we only need to get a quantitative value that describes the light intensity of the entire scene, and do not need to obtain a pixel-by-pixel light map. In addition, the pixel-by-pixel light map may bring noise interference, since there is no prior assumption that brighter areas are more salient. Based on this, we quantize the illuminance map into an illuminance score through the global average pooling and sigmoid activation:

$$\alpha = \delta(FC(flatten(GAP(G_L))))$$  \hspace{1cm} (2)

where $\delta(\cdot)$ is the sigmoid activation function, $flatten(\cdot)$ is a flatten layer that changes the dimension from 4 to 2, $FC(\cdot)$ denotes the fully connected layer, and $GAP(\cdot)$ is the global average pooling layer.

The larger the global illuminance score $\alpha$, the higher the brightness of the scene, and it will be used in the entire encoding and decoding stages to control the introduction of thermal information. In the encoding process, we use it to control how much the semantic constraints of the RGB features affect the thermal features. When the scene is darker with a smaller global illuminance score, the degree of RGB semantic provider to thermal features will be reduced, thereby preserving the original thermal features as much as possible. In the decoding process, we use it to adjust the influence of the thermal features on localization and complementation of RGB features. The darker the scene,
the greater role of the thermal features. More details will be introduced in the following Sections III-C and III-D.

C. Semantic Constraint Provider (SCP) Module

As mentioned earlier, there is always a weak correlation between thermal image and saliency attribute, regardless of human intuition, dataset annotation, or prior assumption. The specific manifestations are: (1) Humans cannot perceive the thermal information of the target through their eyes without the assistance of external equipment; (2) People still mainly based on the RGB image when labeling the RGB-T SOD dataset, unless it is a low-light dark scene; (3) In the RGB-T SOD task, there is no prior hypothesis that the higher the object temperature is, the more salient it is. In other words, thermal image can be misleading and fraudulent. There may be many hot places in the thermal image, but many high-temperature regions are not really salient objects, or it is also possible that the salient object is low temperature while its surrounding environment is high temperature, such as the fourth row of Fig. 1(a). Based on these observations and analyses, one of the first things we do is to enrich the saliency semantic of the thermal features and bridge the gap between thermal modality and saliency task. Therefore, we design a Semantic Constraint Provider (SCP) module in the encoding stage to solve the above problems, as shown in Fig. 3.

As we all know, the top layer of the RGB features contain high-level semantic information, such as the saliency category, which are very important for determining salient objects. Therefore, we can attach the high-level semantic information of the RGB modality to the thermal modality, thereby providing it with more explicit semantic content guidance and strengthening the relevance to the SOD task. First, the top-layer RGB encoder features $E^5_r$ are embedded into a $1 \times 1$ convolution layer for channel compression, and then activate it as a semantic mask through a sigmoid function. The concrete process can be described as:

$$M_r = \delta(Conv_{1 \times 1}(E^5_r))$$

where $M_r$ is the generated semantic mask, and $Conv_{1 \times 1}(\cdot)$ denotes a convolutional layer with the kernel size of $1 \times 1$. Note that, in order to ensure the effectiveness of the generated semantic mask, we use the saliency ground truth as the supervision for mask learning.

With the semantic mask, we can use to guide the thermal modality learning in different situations. Specifically, in normal lighting scenes, that is, when the global illuminance score $\alpha$ is large, the discrimination of salient objects mainly relies on RGB modality, and the generated semantic mask is also more accurate at this time. Thus, we can use the $\alpha$-weighted semantic mask to update the thermal features, thereby suppressing the locations with higher thermal values but not salient, while highlighting the important salient regions of RGB modality in the thermal modality. Similarly, if the brightness of the scene is relatively low, the value of $\alpha$ will be relatively small, and the semantic information extracted from the RGB features may be unreliable. Faced with this situation, our $\alpha$-weighted semantic guidance strategy can still maintain the original thermal features as much as possible and reduce the negative effects of RGB information. We first up-sample (if any) the obtained semantic mask $M_r$ to the size of the thermal encoder features $E^t_i$ through transposed convolution. Then, we multiply the semantic mask $M_r$ by the global illuminance score $\alpha$, thereby generating the $\alpha$-weighted semantic mask.

Finally, we use the residual connection to obtain the semantic-embedded thermal encoder features $E^t_i$. The aforementioned process is defined as:

$$E^t_i = \begin{cases} E^t_i + \alpha \cdot (UP(M_r)) \otimes E^t_i, i = \{1, 2, 3, 4\} \\ E^t_i + \alpha \cdot M_r \otimes E^t_i, i = 5 \end{cases}$$

where $E^t_i$ denote the thermal encoder features of the $i^{th}$ layer, $UP(\cdot)$ is the up-sampling operation, $\alpha$ represents the global illuminance score, and $\otimes$ denotes the element-wise multiplication.

We present the feature visualization results extracted from the fourth layer of the encoding phase with and without the SCP module in Fig. 4, where ‘w/ SCP’ and ‘w/o SCP’ denote model with and without the SCP module, respectively. Compared with the features in fourth and fifth columns, we can see that the SCP module can mask out the misleading information brought by the thermal image. For example, in the first row of the thermal image, the temperature of the salient object is much lower than the ambient temperature, which is obviously very noisy. After adding the SCP module to supplement the semantic information, the salient regions can be correctly highlighted and misleading interference (such as the ground with higher temperature on the left side) can be effectively suppressed. In the second row of the thermal image, the disturbing objects with similar temperatures (such as the leaves above) around the salient object can also be effectively suppressed by the SCP module. Both examples can prove the positive role of the SCP module. More specific ablation experiments can be seen in Section IV-D.
modality. Moreover, considering that the localization effect of thermal features should play a greater role in low-light scenes, the global illuminance score $\alpha$ is also introduced in the localization guidance stage to control the role of thermal features. We first multiply $1 - \alpha$ with the semantic-embedded thermal encoder features $\hat{E}_i$, introducing the effects of different lighting factors. Then, we use spatial attention to adaptively obtain a weight map reflecting the importance of spatial locations in the thermal features. After that, we use it to modify the decoder features of the previous layer. The location-refined decoder features $D^i_L$ can be expressed as:

$$D^i_L = D^i_{up} + SA((1 - \alpha) \cdot \hat{E}_i) \otimes D^i_{up} + 1$$

(5)

where $SA(\cdot)$ represents the spatial attention operation [52], [53], $D^i_{up}$ denote $2 \times$ up-sampled decoder features from the $i + 1$ level by using the ‘Up’ block that consists of one $2 \times$ linear interpolation and two convolutional layers, where each convolutional layer is followed by a batch normalization and a ReLU activation.

In addition, skip connection features have been shown to be effective in the SOD task [54], [55], [56], [57], [58], [59]. Considering this, in the skip-connection complementation stage, we adaptively fuse the RGB and thermal encoder features through the global illuminance score to generate more sufficient and comprehensive skip connection information, which is further used to complement the decoder features. The skip connection features can be expressed as:

$$F^i_r = \alpha \cdot E^i_r + (1 - \alpha) \cdot \hat{E}_i$$

(6)

Finally, the location-refined decoder features $D^i_L$ and skip connection features $F^i_r$ are concatenated, and then use a simple channel attention mechanism [60] to emphasize more useful channels and get the final decoder feature of this layer:

$$D^i = Conv_{1 \times 1}(CA(Cat(F^i_r, D^i_L)))$$

(7)

where $CA(\cdot)$ represents the channel attention operation [53], [60], $Cat(\cdot, \cdot)$ denotes channel-wise concatenation operation, and $Conv_{1 \times 1}$ is used to reduce the number of channels through a convolutional layer with the kernel size of $1 \times 1$.

We reduce the number of feature maps obtained by decoding the last layer to one channel through a convolutional layer with the kernel size of $1 \times 1$, then obtain the final saliency map through sigmoid activation.

### E. Loss Function

During training, we use the BCE loss [42] and IoU loss [61] as the supervision for the saliency map $D^i$ and semantic mask $M_r$. The final loss function is defined as:

$$\ell_{total} = \frac{5}{5} \sum_{i=1}^{5} (\ell_{bce}(D^i, G) + \ell_{IoU}(D^i, G))$$

$$+ \ell_{bce}(M_r, G) + \ell_{IoU}(M_r, G)$$

(8)
where $G$ denotes the saliency ground truth, $\ell_{\text{bce}}$ and $\ell_{\text{IoU}}$ are the BCE loss and IoU loss, respectively.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

We use three publicly available RGT-T SOD benchmark datasets to demonstrate the effectiveness of the proposed method, including VT821 dataset [43], VT1000 dataset [45], and VT5000 dataset [62]. The VT821 dataset contains 821 image pairs aligned in different scenes, since the RGB-T images of the VT821 dataset are manually registered, so missing areas will appear in thermal images. The VT1000 dataset includes 1,000 RGB-T image pairs and the corresponding pixel-wise saliency ground truth. The VT5000 dataset is the largest RGB-T SOD dataset, containing 5,000 pairs of RGB-T images, including multiple complex scenes. In the experiments, we use the 2,500 pairs in the VT5000 dataset as the training set, the remaining 2,500 pairs in the VT5000, VT1000, and VT821 datasets as the testing set. We employ five widely used metrics to evaluate the performance of each model, including precision-recall (P-R) curves [63], [64], maximum F-measure ($F_{\text{m}}$) [65], [66], Mean Absolute Error (MAE) [67], [68], S-measure ($S_m$) [69], and E-measure ($E_e$) [70].

B. Implementation Details

We implement our model using the PyTorch toolbox with an NVIDIA GeForce RTX 3090 GPU. We also implement our network by using the MindSpore Lite tool. The backbone network is initialized with parameters pre-trained on ImageNet [71], and other parameters are initialized with default PyTorch settings. The training samples are augmented with multiple strategies, including random flipping, rotation, boundary clipping, adding probabilistic noise, and multi-scale input. We use the Adam [72] optimizer to train our model with an initial learning rate set to $1e-4$ and dividing the learning rate by 10 every 45 epochs. We train 100 epochs with the batch size of 16. All input images are resized to $352 \times 352$ for testing. During training, only BCE loss is used for the first 30 epochs, and then IoU loss is added to further supervise globally.

C. Comparison With State-of-The-Art Methods

To verify the superiority of the proposed model, we compare it with twenty state-of-the-art (SOTA) SOD methods, which can be further classified into four categories: (1) three RGB SOD methods including CPD [11], BASNet [13], and EGNet [12]; (2) six RGB-D SOD methods including DMRA [22], MMCI [73], JL-DCF [24], S2MA [19], DPANet [25], and CDINet [29]; (3) three traditional RGB-T SOD methods including SGDL [45], MTMR [43], and M3S-NIR [44]; (4) eight deep learning RGB-T SOD methods including ADF [62], MMNet [47], MIDD [46], APNet [50], ECFFNet [49], CSRNet [8], CGFNet [48], and MIA [21]. All RGB and RGB-D SOD models are retrained on the same RGB-T training dataset as our model for fair comparison.

1) Qualitative Comparison: For quantitative evaluation, P-R curves of all compared methods on three benchmark datasets are shown in Fig. 6. The closer the P-R curve is to $(1, 1)$, the better the performance. From it, we can see that the proposed method achieves higher precision and recall scores on all datasets compared to other competitors. A more intuitive numerical comparison is presented in Table I.

First, it is clear that compared with other deep learning-based RGB-T SOD methods, the results of deep learning-based RGB SOD methods are not satisfactory because the thermal modality is not exploited. Second, the closest class of methods to RGB-T SOD algorithms are RGB-D SOD models, but it is observed that they generally cannot exceed the performance of methods dedicated to RGB-T SOD task. For example, the state-of-the-art RGB-D SOD methods (such as CDINet [29]) have been shown to work well on the RGB-D SOD datasets, but even if they were retrained on the VT5000 training set, they still perform poorly on the RGB-T SOD dataset. This is mainly due to the difference between depth map and thermal image. We all know that the depth map has a strong correlation with saliency attribute, and the depth of scene information can be directly perceived by people, which in turn directly affects people’s recognition of salient objects. Therefore, in the model design of existing RGB-D SOD methods, there are usually explicit depth information guidance or priors that can be utilized (such as, the larger the depth value, the more salient the object, etc.). However, the thermal image is weakly correlated with saliency because it is difficult for humans to perceive thermal radiation from objects without external equipment, and there is no prior assumption that objects with higher temperature are more salient. Therefore, directly applying the RGB-D SOD method to the RGB-T SOD task may result in poor performance. Moreover, even some RGB-D SOD methods perform worse than RGB SOD methods. For example, the MMCI method [73] does not outperform the contemporaneous CPD method [11] on these three datasets.

For the RGB-T SOD methods, the performance of traditional methods is far inferior to deep learning-based methods including the RGB and RGB-D methods, mainly due to the limited feature representation ability. Among the deep learning-based RGB-T SOD methods, our proposed TNet can achieve the best performance on all metrics, except the E-measure on the VT1000 dataset. For example, compared with the second best method on the VT821 dataset, our method wins the percentage gain of 16.7% for MAE score, 1.6% for S-measure, 2.4% for F-measure, and 1.1% for E-measure, respectively. On the VT5000 dataset, the minimum percentage gain reaches 5.7% in terms of MAE score, 1.5% in terms of S-measure, and 0.8% in terms of F-measure, respectively. On the VT1000 dataset, compared with the latest CNNs-based RGB-T SOD methods, the maximum percentage gain of MAE score reaches 38.2%. The E-measure of our proposed TNet ranks second on the VT1000 dataset, and the performance improvements of other metrics are not as significant as on other datasets. This is because the scenes in the VT1000 dataset are relatively simple, and most of them are in the daytime, so it does not reflect the advantages of our

---

1[Online]. Available: https://www.mindspore.cn/
TNet in detecting scenes with different brightness. In fact, for the RGB-T SOD task, the original intention of introducing the thermal modality is to solve the SOD task in low-light environment, so building a large-scale RGB-T SOD dataset containing more low-light scenes is also the focus of our future research. Overall, our method achieves competitive performance, which demonstrates its effectiveness.

2) Quantitative Comparison: Some visual comparisons are shown in Fig. 7, including some challenging scenarios, such as small objects, multiple objects, complex backgrounds, low light, and hollow objects. It can be seen that our method excels in localizing accuracy, background suppression, detail representation, and robustness to some challenging scenarios. For example, as shown in the first three rows of Fig. 7, the scene contains multiple salient objects, slender objects or small objects, and the low color contrast of the scene, which undoubtedly increases the difficulty of detection. For these images, almost all methods are at a loss, while our proposed method locates salient objects accurately and suppresses the interference of irrelevant noise effectively. Moreover, the detail characterization ability of our method is significantly better than other methods. For example, the hollow objects in the fifth image of Fig. 7 and the kettle handle in the last image are all effectively detected. The last three images in Fig. 7 are the low-light scenes, it can be seen that our method achieves better prediction than other SOTA methods. This is because we regulate the interaction between the RGB image and the thermal image through the learned global illumination score, supplement the semantic content for each layer of the thermal image branch in the encoding stage, and take full advantage of the valuable information that the thermal modality can provide in the decoding stage.

3) Computational Complexity: To compare the complexity of different algorithms, we select four open-source RGB-T SOD models for comparison, including CGFNet [48], APNet [50], ADF [62], MIDD [46]. Table II shows the FLOPs (Floating Point Operations) and maximum F-measure of different algorithms on the VT1000 dataset. The smaller the value of FLOPs, the better the algorithm's performance.
the lower the computational complexity. Compared with other methods, our proposed TNet achieves superior performance with only 39.71 G FLOPs compared to the second best method in performance (i.e., CGFNet [48]). Therefore, our proposed TNet achieves a win-win in detection performance and model complexity.

D. Ablation Study

To verify the effectiveness of key components in our model, we conduct experiments by removing or replacing them from our full implementation. The quantitative results are shown in Table III. What’s more, to better understand the role of the key components, we visualize the results of the ablation experiments in Fig. 8.

1) Effectiveness of Thermal Modality: To demonstrate the prediction effect of the network with only RGB image, we add an additional ablation experiment denoted ‘Only RGB’. In fact, if the network only relies on the RGB image, it degenerates into a simple U-Net network, that is, the thermal branch on the right side of the network diagram and the SCP module are all removed, and the LC module is replaced with skip connections with only the RGB branch and no global illumination score control. The quantitative comparisons are shown in the second row of Table III. It can be seen that the performance of using only RGB branch is obviously reduced compared to the full model. For example, on the VT821 dataset, compared with model using only RGB image, the F-measure score of the full model is improved from 0.851 to 0.904 with a percentage gain of 6.2%, and the MAE score also achieves a percentage gain of 41.2%. It can also be seen from the visualization results shown in Fig. 8 that many background noises are not well suppressed using only RGB image (such as the stone on the right in the first image and the white wall in the second image). All these experiments verify the effectiveness of the thermal modality.
2) Effectiveness of GIE Module: To verify the effectiveness of the proposed GIE module, we conduct an experiment that removes the global illuminance score $\alpha$ from the full model, denoted as ‘w/o GIE’. As shown in the third row of Table III, we can see that After removing the GIE module, the performance on all three datasets degrades. For example, the maximum F-measure is reduced from 0.895 to 0.880 on the VT5000 dataset. As shown in Fig. 8, the thermal image contains some non-salient but hot objects, such as the wall in the second image. Therefore, without the adjustment of the GIE module, the model is affected by noisy objects in this scene, as shown in the sixth column of Fig. 8. From the above two aspects, it can be seen that our proposed GIE module can better regulate the role of RGB features and thermal features, and can better utilize the features of the two modalities to achieve better performance.

3) Effectiveness of SCP Module: First, we verify the effect of removing the SCP module, denoted as ‘w/o SCP,’ and the results are shown in the fourth row of Table III. By comparing the first and fourth rows in Table III, the performance drop illustrates the need for the SCP module. The main reason for the necessity of the module is that the module can use the highest layer of RGB branch to encode the semantic attribute on each layer of the thermal features, making the thermal image more suitable for the SOD task. The lack of this module will lead to unsatisfactory detection due to the thermal features, which can be qualitatively seen from the seventh column of Fig. 8. At the same time, in order to verify the design of the SCP module, we directly replace the SCP module with concatenation between the semantic mask and thermal features, denoted as ‘SCP->Concat’. As shown in the fifth row of Table III, this semantic guidance approach does not even outperform the performance of removing the SCP module, which indirectly illustrates the effectiveness of our SCP module design.

4) Effectiveness of LC Module: The proposed LC module implements RGB-dominated cross-modality feature decoding, we firstly verify the effect of the entire LC module, denoted as ‘w/o LC’. Specifically, the encoding stage is not changed, the localization guidance stage in the LC module is removed, and the encoding features of RGB and thermal features are directly added as the final skip connection result in the skip-connection complementation stage. As shown in the sixth row of Table III and ninth column of Fig. 8, it can be seen that removing the LC module leads to obvious performance degradation, such as the maximum F-measure drops from 0.895 to 0.882 on the VT5000 dataset, and the ambient noise is detected.

Then, we evaluate the roles of two stages in the LC module by removing them separately in the full model, where ‘w/o Localization’ means removing the localization guidance stage and ‘w/o Complementation’ means removing the skip-connection complementation stage. As reported in Table III, the performance of the model will degrade after removing any stage. For example, on the VT5000 dataset, the performance of maximum F-measure is decreased from 0.895 to 0.885 after removing the location stage, and to 0.873 after removing the complementation stage. From the visual examples shown in Fig. 8, we can see that the broken LC model will result in incomplete detection or introduce additional noise. The fundamental reason is that our proposed LC module makes good use of the valuable information provided by the thermal modality to a large extent. The thermal modality is not only to assist the localization and suppress noise in the localization guidance stage, but also to achieve adaptive complementation and improve the detection integrity in the skip-connection complementation stage.

In order to demonstrate the design of adaptive skip connections in the skip-connection complementation stage of the LC module, we add an ablation study by replacing it with the direct skip connections, that is, replacing the global illuminance score based weighted fusion with the direct addition. From the last row of Table III, we can see that with the help of the proposed adaptive skip connections, the performance is improved compared with the direct addition manner. For example, on the VT5000 dataset, compared with using direct skip connection (i.e., direct addition), the F-measure score is improved from 0.882 to 0.895 with a percentage gain of 1.5%, and the MAE is changed from 0.037 to 0.033 with a percentage gain of 10.8%. The visualization results shown in the last column of Fig. 8 also show that our adaptive skip connections can better suppress irrelevant interference.

5) Failure Cases and Future Work

In this paper, we rethink the connotation and role of thermal modality, thereby proposing a TNet to solve the RGB-T SOD task. On the one hand, we introduce a global illumination estimation module to regulate the role played by the two modalities. On the other hand, we design different interaction mechanisms (i.e., SCP module and LC module) in the encoding and decoding stages to achieve deep, comprehensive, and differentiated information interaction. Although our method shows competitive performance, it still falls short in some difficult scenarios, as shown in Fig. 9. For example, the first two rows are scenes in which salient objects are small and indistinguishable from the surrounding environment in RGB image and thermal image, inducing our proposed TNet cannot detect the salient objects correctly. Besides, in the third and fourth rows, the slender objects...
are difficult to be completely detected by our method because of their elongated structures and low contrast to the background. For such problems, we can resort to some stronger feature extractors (such as swin Transformer [74]) and reasoning mechanisms (such as GNN [75]) in the future. In addition, the existing public datasets for RGB-T SOD task (such as VT821, VT1000, and VT5000 datasets) do not fully consider the practical value of thermal images, where most of the scenes are daytime and the number of nighttime scenes is very limited. This is obviously inappropriate, therefore, it is necessary to build a large-scale RGB-T SOD dataset that includes more low-light scenes.

V. CONCLUSION

In this paper, we propose a network that can adaptively adjust the roles of two modalities according to the brightness of the scene for RGB-T SOD task, called TNNet. We introduce the GIE module that can estimate a global illuminance score of an image to regulate the cross-modality interaction. In the encoding stage, we semantically supplement the thermal features by using the semantic mask obtained from the RGB top layer features, so that the thermal features can be better adapted to the task of SOD. In the decoding stage, we utilize thermal features to provide better localization information and skip-connection supplementary information for RGB decoding features, thereby improving detection accuracy and completeness. Extensive experimental results on three datasets reveal the superiority of our model in handling the RGB-T SOD task.
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