Variational Quantum Algorithms for the Steady States of Open Quantum Systems
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The solutions of the problems related to open quantum systems have attracted considerable interest. We propose a variational quantum algorithm to find the steady state of open quantum systems. In this algorithm, we employ parameterized quantum circuits to prepare the purification of the steady state and define the cost function based on the Lindblad master equation, which can be efficiently evaluated with quantum circuits. We then optimize the parameters of the quantum circuit to find the steady state. Numerical simulations are performed on the one-dimensional transverse field Ising model with dissipative channels. The result shows that the fidelity between the optimal mixed state and the true steady state is over 99%. This algorithm is derived from the natural idea of expressing mixed states with purification and it provides a reference for the study of open quantum systems.
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The open quantum system includes the interaction between the system and the environment. This interaction causes the state of the system to dissipate besides its evolution under the Hamiltonian of the system, which can be described by the Lindblad master equation. Solving problems related to open quantum systems is of great theoretical and experimental significance, the key to which is to solve the steady state density matrix. This can be achieved by continuously iterating the master equation using classical computation. However, the dimension of the Hilbert space grows exponentially with the size of the system, which even makes it difficult for a medium-sized system.

The development of quantum computation gives us confidence that quantum computers can surpass their classical counterparts on certain issues. However, due to the limitation of the number of qubits and the fidelity of quantum operations, we are still far away from the age of fault-tolerant quantum computation. In the near future, we would just get access to the Noisy Intermediate-Scale Quantum (NISQ) devices with dozens to hundreds of qubits available. Over the years, an NISQ-friendly algorithm, the variational quantum algorithm, has received extensive attention. Usually for a task, we employ parameterized quantum circuits (PQC) to prepare ansatz, and we estimate the cost function through quantum measurement with the quantum processor. Subsequently, a classical optimizer is required to update the parameters based on the measured data to minimize the cost function. These steps are performed in a loop between the two parts until the cost function converges, which returns a set of optimal parameters. Successful examples of variational quantum algorithms include variational quantum eigensolver (VQE)\textsuperscript{[11–15]} and variational quantum simulation (VQS)\textsuperscript{[16–20]} whose purposes are to find the ground state of Hamiltonian $H$ and simulate the state evolution of the systems, respectively.

In 2019, some works on the time evolution and steady state ansatz construction for open quantum systems based on the Restricted Boltzmann Machine (RBM)\textsuperscript{[21,22]} architecture were published. In these works, RBMs are used to represent the purification of the mixed state or the pure states in the ensemble. A different idea is to represent the $n^2$ elements of the $n$-qubit density matrix with a $2n$-qubit pure state:\textsuperscript{[26]} $\rho = \sum_{ij} \rho_{ij} |i\rangle\langle j| \rightarrow |\rho\rangle = \frac{1}{2} \sum_{ij} \rho_{ij} |i\rangle \otimes |j\rangle$. Then, the function of the Lindbladian $\mathcal{L}\rho$ is transformed into a “Hamiltonian”: $\mathcal{L}|\rho\rangle$. A variational quantum algorithm based on the idea was proposed in the next year,\textsuperscript{[27]} where the Hermitian and positive semi-definite properties of the den-
sity matrix can be preserved through special design of the ansatz. However, the inconsistency of the renormalization condition between the two types of representation encounters problems with quantum measurement. In fact, the natural idea for this problem would be to generate the purification of the mixed state with PQC. However, transforming the Lindbladian into local operators, and therefore efficiently measuring the cost function with quantum hardware, becomes difficult.

Here, we make a step further to propose the variational quantum algorithms for the steady states in open quantum systems, where we use PQC to generate the purification of the mixed state. The cost function is based on the Lindblad master equation and it can be decomposed into a sum of polynomial number of terms. Each of these terms can be evaluated using a swap test. Therefore, the cost function can be evaluated using the quantum circuits with linear scale of qubits and polynomial number of quantum gates required. We perform numerical simulations on the one-dimensional dissipative transverse field Ising model to show its reliability.

Next, we first introduce the Lindblad master equation and the steady state. Then, we give the method and resource estimation. We will introduce the ansatz, give the decomposition of cost function, introduce the swap test, explain the optimization sketch of parameters, and estimate the quantum gate and qubit complexities. Furthermore, we give the result of the numerical simulation of the algorithm to show its correctness. A summary and discussion are given finally.

The Lindblad Master Equation and the Steady State. An open quantum system considers the situation where the system interacts with its environment, in which case the state of the system is a mixed state and it can be represented with a density matrix:

\[ \rho = \sum_i p_i |\phi_i\rangle \langle \phi_i|, \]

where \{\{\phi_i\}\} are pure states in the ensemble and \{p_i\} are their corresponding occurring probabilities. The system evolves with dissipation due to the interaction, which could be described by the Lindblad master equation\[^{[1]}\]

\[ \frac{d\rho}{dt} = \mathcal{L}\rho \]

\[ := -i[H, \rho] + \sum_i \gamma_i (c_i \rho c_i^+ - \frac{1}{2} c_i^+ c_i \rho - \frac{1}{2} \rho c_i^+ c_i), \]

where \(\rho\) and \(H\) are the system’s state and Hamiltonian, respectively; \(\gamma_i\) and \(c_i\) are the dissipation rate and the jump operator for the \(i\)-th channel and \(\mathcal{L}[H, \rho] = H\rho - \rho H\). The steady state satisfies

\[ \mathcal{L} \rho_{\text{ss}} = 0, \]

which indicates that once the state of the system is \(\rho_{\text{ss}}\), it will be invariable because of \(d\rho/dt = 0\). We can view the steady state as

\[ \rho_{\text{ss}} = \lim_{t \to \infty} \rho(t). \]

Therefore, we can get the steady state by repeated iterations of the master equation from an initial state. However, the complexity of Hamiltonian simulation for open quantum systems makes it unpractical.\[^{[28]}\]

Therefore, an approximate method is necessary. Here we will focus on the case where the steady state is unique. Indeed, this is acceptable for typical systems with finite dimension of Hilbert space.\[^{[29–31]}\]

Method—Ansatz. The ansatz selection is a core part of the variational quantum algorithm. With a set of variational parameters \(\{\theta\}\) in the PQC \(U(\theta)\) and an initial state \(|0\rangle\), generally the ansatz is \(|\psi(\theta)\rangle = U(\theta)|0\rangle\). An information-based ansatz, such as unitary coupled-cluster method in quantum chemistry simulations and quantum alternating operator ansatz in combinatorial optimization problems, can take the symmetry or other properties of the system into consideration. While in the cases where we know little information about the system, we require that the PQC has a strong expressive power, where the solution can be found when varying the parameters, even though a cost of resource for optimization is needed.
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An illustration of the hardware-efficient ansatz used in this work with an example of 2qubits. In the circuit, each layer consists of single-qubit rotation gates and two-qubit entangling gates. The structure is repeated \(M\) times to construct \(U(\theta)\) to which the parameter would be different for a specific gate in each layer. The ansatz is obtained by tracing out the bottom \(n = 2\) qubits.

Here, we use the hardware-efficient ansatz,\[^{[11,32,33]}\] which combines easily implementable single- and double-qubit operations as one layer. The layers are repeated to increase the expressive power. Here, the structure we choose to construct the ansatz is

\[ U(\theta) = \prod_{i=1}^{M} \prod_{j=1}^{N} U_{\text{ent}}(\theta_i) R_z(\theta_{ij1}) R_z(\theta_{ij2}) R_z(\theta_{ij3}), \]

where \(N\) and \(M\) are the number of qubits and layers in the circuit, respectively. For the entangling part \(U_{\text{ent}}\) we choose sequential control-\(R_y\) operations. The illustration of the PQC we use is shown in Fig. 1 with a system of two qubits as an example.

\[ \text{Repeat } M \text{ layers} \]

\[ |0\rangle |0\rangle \]

\[ R_z R_z R_z R_z R_z R_y R_y R_y R_y |0\rangle |0\rangle \]

\[ R_z R_z R_z R_z R_z R_y R_y R_y R_y |0\rangle |0\rangle \]

\[ R_z R_z R_z R_z R_z R_y R_y R_y R_y |0\rangle |0\rangle \]

\[ R_z R_z R_z R_z R_z R_y R_y R_y R_y |0\rangle |0\rangle \]

\[ R_z R_z R_z R_z R_z R_y R_y R_y R_y |0\rangle |0\rangle \]
Considering the $n$-qubit mixed state formalized as Eq. (1), we can view the system and the environment as a closed system, where the system-environment joint state is the purification of the system’s state:

$$|\Phi\rangle = \sum_i \sqrt{\rho_i} |\phi_i\rangle \otimes |e_i\rangle,$$

such that we can obtain the state of the system by tracing out the environment as

$$Tr_E(|\Phi\rangle \langle\Phi|) = \rho.$$

Note that for an $n$-qubit mixed state, we can always use another $n$ auxiliary qubits to construct its purification.[34] Thus, we can first construct a $2n$-qubit pure state

$$|\Psi(\theta)\rangle = U(\theta)|0\rangle^{\otimes 2n},$$

and then trace out the $n$ auxiliary qubits to obtain the ansatz $\rho(\theta)$.

**Cost Function.** After defining the ansatz of target density matrix, here we introduce the cost function $C(\theta)$. The steady state satisfies Eq. (3), which indicates that in the Lindblad form for a density matrix $\rho = \sum_{ij} \rho_{ij} |i\rangle \langle j|$, we have

$$\frac{d}{dt} \rho = \mathcal{L} \rho = \sum_{ij} \frac{d}{dt} \rho_{ij} |i\rangle \langle j|.$$

This shows that if $\mathcal{L} \rho = 0$, then we have $\frac{d}{dt} \rho_{ij} = 0$ for all indices $i$ and $j$, such that the state evolution under the Lindblad master equation will be invariable. Therefore, we define the cost function based on the Frobenius norm of $\mathcal{L} \rho$:

$$C(\theta) = \|\mathcal{L} \rho(\theta)\|_F^2 = \sum_{ij} |\mathcal{L} \rho(\theta)_{ij}|^2.$$  

It is obvious that $C(\theta) \geq 0$ for all $\theta$ and $C(\theta) = 0 \iff \rho = \rho_{\text{SS}}$. We observe that the Frobenius norm of a matrix can be transformed to

$$C(\theta) = \|\mathcal{L} \rho\|_F^2 = \text{tr}[(\mathcal{L} \rho)^\dagger \mathcal{L} \rho].$$

According to Eq. (2), where the function of Lindbladian can be viewed as a sum of terms, each of which has a unitary operator multiplying on the left and/or right of the density matrix. We can rewrite the function of the Lindbladian as

$$\mathcal{L} \rho = \sum_i f_i U_i \rho V_i,$$

$$(\mathcal{L} \rho)^\dagger = \sum_i f_i^* V_i^\dagger \rho U_i^\dagger,$$

where $f_i$ are complex numbers and $U_i/V_i$ are unitary operators. Then, the cost function can be decomposed as

$$\text{tr}[(\mathcal{L} \rho)^\dagger \mathcal{L} \rho] = \text{tr}\left(\sum_{ij} f_i^* f_j V_i^\dagger U_j^\dagger \rho V_j U_i \rho V_i^\dagger \rho V_j^\dagger U_j \rho V_j^\dagger \rho V_j U_j \rho V_j \rho V_i^\dagger \rho V_i \rho V_i^\dagger \rho V_i \rho V_i \rho\right).$$

Since $\text{tr}(AB) = \text{tr}(BA)$, finally the cost function is transformed to the following form:

$$C(\theta) = \sum_{ij} f_i^* f_j |\text{tr}(\rho U_i^\dagger U_j \rho V_j V_i^\dagger)|.$$  

**Swap Test.** In Eq. (10), every term has the form of $\text{tr}(\rho U \rho V)$, which can be estimated using the swap test. A similar circuit has been used in Ref. [16]. The swap test can be applied to obtain the value of inner product terms, which is frequently used to evaluate functions like quantum state fidelity. The quantum circuit of the swap test to evaluate the cost function for this work is shown in Fig. 2. The auxiliary qubit is measured at the end of the circuit and we have the following relation:

$$\Re[\text{tr}(\rho_1 \rho_2 \rho)] = 2(0) - 1,$$

where $\Re[\cdots]$ denotes the real part of a number. When we want to obtain the imaginary part we can add a phase gate $P = \left(\begin{array}{cc} 1 & 0 \\ 0 & i \end{array}\right)$ after the $H$ gate, then the relations will be

$$\Im[\text{tr}(\rho_1 \rho_2 \rho)] = 1 - 2(0).$$

![Fig. 2.](image)

**Parameter Optimization.** In our numerical simulation, we use the gradient-free method, Nelder–Mead (NM) algorithm,[35] which has been used in some variational quantum algorithms.[12,36] The NM method starts with a series of randomly initial points, then obtains a new point to replace the worst point. These steps stop when the change tolerance is satisfied or the maximum iteration times is achieved. The method written in Scipy[37] has a default value of the maximum iteration steps: 200 $\times$ $d$, where $d$ is the number of parameters. We find that instead of changing this default number, repeating this algorithm for several times obtains a better result. Therefore, in our test, we repeat the algorithms for several times to achieve sufficient optimization.

It has to be pointed out that optimizing the parameters to minimize the cost function is quite difficult for variational quantum algorithms, which has...
been proven to be NP-hard.\cite{ref35} The Barren plateau phenomenon has been studied for randomly selected PQC structure and initialized parameters in large quantum systems.\cite{ref38} It was also shown that the phenomenon is related to the locality of the cost function\cite{ref39} and the expressibility of the ansatz.\cite{ref41} In addition, finite sampling times and quantum gate errors\cite{ref42} make the value of measured cost function stochastic, which cause problems with the optimization process. In fact, several optimization methods for stochastic optimization\cite{ref43} and BP\cite{ref44} have been proposed and one of our further works will be to focus on the optimization problems.

**Resource Estimation—Qubits.** For an \( n \)-qubit system, we use \( 2n \) qubits to construct the purification. In the swap test, we need two copies and one auxiliary qubit. The total number of qubits required to evaluate the cost function is \( 4n + 1 \). Single-qubit measurement is enough in the swap test.

**Number of Terms in the Cost Function.** Besides the qubits, the number of terms for measuring is also important for this algorithm, which greatly influences the cost function evaluation efficiency and sampling accuracy. Suppose that the Hamiltonian and \( m \) dissipative operators can be expressed as a linear combination of \( q_h \) and \( q_l \) easily implementable unitary operators (\( q_h \) and \( q_l \) are assumed to belong to \( O[\text{poly}(n)] \) naturally). The totally number of terms is then about

\[
O[(2q_h + 3mq_l)^2].
\]

Here we consider that \( n \in O[\text{poly}(n)] \), then the total number, is also \( O[\text{poly}(n)] \), which can be efficiently measured.

**Gates and Parameters.** In the hardware efficient ansatz with an \( n \)-qubit system and \( M \)-layers, there are in total \( 8nM \) parameters. Since each control-\( R_y \) gate can be decomposed into two CNOT gates and two \( R_y \) gates, in total \( 5nM \) single-qubit rotation gates and \( 2nM \) CNOT gates are required.

In the swap test, the \( O(n) \) control-\( U/V \) gates can be decomposed into single- and double-qubit gates in the same order. While the control-SWAP gate can be realized with \( n \) C-SWAP gates, where each one is equal to three Toffoli gates. Therefore, the total number of quantum gates needs scales linearly with the size of the system.

All in all, we can see that the resource to measure the cost function is acceptable.

**Result.** We perform numerical simulations on the one-dimensional dissipative transverse field Ising model. The code is written in Python. We use Qiskit\cite{ref45} and Scipy packages to process the data and optimize the parameters. Cost functions are evaluated using “state-vector simulators” in Qiskit, where no sampling error or gate error is considered. The computational package for dynamics of open quantum systems, QuTiP\cite{ref46} is used to numerically obtain the steady state as a benchmark. We use the fidelity between our optimal ansatz and the steady state obtained with QuTiP to compare their difference. The fidelity of two density operators \( \sigma \) and \( \rho \) is given by

\[
F(\sigma, \rho) = \left( \text{tr}\sqrt{\sqrt{\sigma} \rho \sqrt{\sigma}} \right)^2.
\]

The Hamiltonian of the model is

\[
H = \frac{V}{4} \sum_{i=0}^{L-1} \sigma_i^x \sigma_{i+1}^x + \frac{g}{2} \sum_{i=0}^{L-1} \sigma_i^z,
\]

where \( L \) is the length of the spin chain with \( L + 1 \) spin particles, labeled as \( 0, 1, \ldots, L \), \( \sigma^a = \frac{1}{2} \sigma^a \) with \( a = \{x, y, z\} \) is the Pauli operator, \( V \) and \( g \) models the nearest-neighbor interaction strength in \( z \)-axis and the amplitude of transverse field along the \( x \)-axis. The periodic boundary condition is applied, which indicates that \( \sigma_L = \sigma_0 \). We assume that there is only one quantum channel on every qubit. The jump operator and dissipation rate are defined as follows:

\[
c_t = \sigma_t^+, \quad \gamma_t = \gamma.
\]
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Fig. 3. Data in the optimization process for the dissipative one-dimensional transverse field Ising model. (a) The values of loss function with respect to the iteration times. The total iteration times is about \( 8 \times 10^4 \) and the optimal loss function is about \( 1.8 \times 10^{-3} \). (b) The values of fidelity between the ansatz and the stationary state density matrix obtained with QuTiP in the optimization process. The fidelity increases along with the cost function decreasing. The optimal fidelity is over 99.8\%, which can show the validity of our method.

We performed our test of this model with the model parameters as \( L = 4 \), \( V = 0.3 \), \( g = 1 \) and \( \gamma = 0.5 \), respectively. We use four auxiliary qubits according to former analysis. The number of layers in the hardware-efficient ansatz is \( 4 \). The data in the optimization process is shown in Fig. 3. In Fig. 3(a),
we plot the change of loss function with respect to the iteration times. The total iteration times is about $8 \times 10^4$ and we reach the optimal loss function at about $1 \times 10^{-3}$. We plot the change of fidelity of our ansatz density matrix with the one obtained with QuTiP in Fig. 3(b). Obviously we can see that the fidelity increases in the optimization process and the optimal fidelity is over 99.8%. In Fig. 4, we plot the image pictures of the steady state density matrix obtained with our method and the one from QuTiP. There is no visible difference, which can show the correctness of our method.

**Conclusion and Discussion.** We have proposed a variational quantum algorithm to find the steady state of open quantum systems. We use hardware-efficient ansatz to generate the purification of the ansatz for the mixed state. The cost function is based on the Lindbladian and is decomposed into a sum of polynomial parts of the density matrix, respectively. There is no visible difference, which can also show the correctness of our method.

Just like many other variational quantum algorithms, the limited sampling times and the noise of quantum hardware have caused a lot of problems in the optimization process. Finding an efficient optimization method will be a possible future work for our algorithm. Due to the importance of solving steady states in open quantum systems and the preventive use of this type of loss function in various tasks, more applications would be found with this algorithm.

We thank Professor Yong-Jian Han for helpful discussion. The numerical calculations in this work were carried out on the supercomputing system in the Supercomputing Center of University of Science and Technology of China.
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Fig. 4. Image pictures of the stationary state density matrices obtained with QuTiP and out optimal ansatz. The left and the right parts represent the real and imaginary parts of the density matrix, respectively. There is no visible difference, which can also show the correctness of our method.
