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Abstract: In the field of orthodontics, digital dental arch models are increasingly replacing plaster models in orthodontic diagnostics. This change in interface from physical plaster models to digital image-based models raises the question of how orthodontists interpret intra- and inter-arch relationships from an image on a screen. In particular, the issue of the accuracy of the distances estimated on numerical models is crucial since the estimation of distances is the basis of the therapeutic decision-making process. Studies have shown that distances were well estimated on plaster models, but no study has verified this point on numerical models. This is the question that our study addresses.

The experimental protocol consisted of collecting estimates of measurements made by orthodontists using digital models. The reliability of these measurements was then assessed by comparing them to the actual physical distances. We asked 31 orthodontists (19 women and 12 men; an average age of 37 years) to generate 3D model-based measurements of seven different elements: mandibular congestion, the maxillary intermolar distance, Spee’s curve, 16/26 symmetry, the right canine class, overbite, and overjet. These values were then compared to the actual measurements calculated using Insignia® software (ORMCO Corporation: Brea, CA, USA), using single sample t-tests. This test makes it possible to compare a distance estimated by the participants with a reference value, which corresponds here to the real distance. The results indicate that, overall, the distance estimates made on the 3D models differ significantly from the actual distances measured using the Insignia® software. This was particularly so for mandibular crowding (test value = 0; t (30) = 10.74; p ≤ 0.01), test value = 1; t (30) = 6.23; p ≤ 0.01). Although no study has focused on distance estimation on numerical models in the field of orthodontics, our results agree with the conclusions of studies showing that distances are not estimated in the same way in real environments and virtual environments. Additional studies will make it possible to identify more clearly the parameters (individual factors, equipment, etc.), which make it possible to improve the estimation of distances in the practice of orthodontics. In any case, these studies are necessary to improve the training of future practitioners in the use of virtual models for decision-making and to support them in the digital transition.
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1. Introduction

1.1. VR (Virtual Reality) and Medical Applications

For Ellis [1], VR is a human-machine interface that simulates a realistic environment, allowing the participants to interact with it. Ouramdane et al. [2] consider VR to be a technology that immerses one or more users in an artificial world representing a real or imaginary environment and which allows users to be actors capable of changing the properties of the environment and to interact with the various entities that comprise the simulated universe.

VR was initially considered to be a new gaming technology [3]. It has, however, proven to be useful in many areas such as commerce, education, the military, and architecture,
among others. Today, medicine is one of the most important areas of application of virtual reality [4], for example, for diagnosis or therapeutic planning. Indeed, advances in medical imaging and advances in computing power have made simulated images much more realistic and much faster to generate, thus allowing the reconstruction of three-dimensional anatomical entities and offering practitioners the possibility to interact directly with this imagery [4].

Many fields of health are concerned, such as, for example, the treatment of a painful chronic handicap. Techniques using progressive motor imagery and VR can help manage the fear of moving or help make a movement that would normally be too painful [5]. VR is also used to treat anxiety disorders such as phobias [6], where an interactive space is created in which the patient is confronted with his situation or his phobic object. In addition, in the field of surgery, a remote control makes it possible to act on a virtual model by means of a virtual robot: the actions are first carried out in the virtual environment before being transmitted to the operator performing the operation, thereby allowing the procedure to be tested before being performed on the patient [7]. There are also various applications for the learning and training of medical personnel based on surgical simulators and software exploration of the human body [8].

1.2. VR in Orthopedic Dentofacial Orthodontics

The use of VR has also seen developments in the fields of orthopedic dento-facial orthodontics and orthognathic surgery. It played a major role in the initial and continuing training of practitioners. Indeed, the 3D acquisition of the different tissues of the head and neck provides a realistic platform for training in facial and dento-facial orthopedics [9]. For example, a new approach to virtual reality has been introduced and validated for cephalometric assessment by lateral view teleradiology [10]. A series of case studies using haptically activated computer-assisted cephalometry was performed. The authors showed that by providing tactile sensory feedback, errors in the cephalometric analysis were reduced, and tracking became more feasible and more intuitive. Another example is the use of the Voxel-Man simulator [11] in virtual apicoectomy, which revealed that, out of 53 medical dentistry students who performed a virtual apicoectomy, 51 had a positive evaluation of the impact of the simulation virtual as an additional modality in dental education.

Among clinical applications, techniques have been developed to obtain data on the soft and hard tissues of the maxillofacial area in order to produce virtual 3D models for analysis and surgical planning [12]. These techniques have overcome the disadvantages of 2D photographs and X-rays. Four main types of 3D imaging systems have been used to capture dental and orofacial structures, in particular conical beam tomography or CBCT, laser scanners, structured light scanners, and stereophotogrammetry [13].

Among these applications, one of the most important, in terms of impact and development, is computer-assisted 3D modeling of dental arches. Indeed, dental arch models are very useful for orthodontists [14]. They are an essential part of diagnostic information and are used to document the original condition, to design and measure the effect of treatment. They reduce the difficulty of 3D visualization of dental axes and positions during the clinical examination. Dental arch models have a central role in orthodontic practices around the world.

Until recently, plaster casts obtained from an imprint of the dental arches (Figure 1) were the only means to generate three-dimensional models to accurately represent the dental arches and malocclusions. 3D digital models have recently become a dematerialized alternative [15].
These models are electronic recordings of teeth and of the occlusion of a patient obtained with an intra-oral optical camera (Figure 1). The optical imprint of the dental arches is treated by software that draws a 3D projection, obtained from stereo-lithography (STL) files, on the computer screen. The features of the software allow the observer to change the view and to pivot or incline the image of the model. The software also allows measurement and storage of the circumferences of the arch, the diameter of the teeth, etc. Digital models have the advantage of electronic storage and remote access from multiple locations, thereby reducing the risk of loss or damage to the models. This VR technology can be considered to be part of VR as it represents two of its key characteristics:

- Manipulate the imprints virtually on the screen. There is, therefore, a real-time interaction, which allows the user to modify the properties of the environment with which he interacts [11,16].
- Deploy, thanks to the practitioner’s diagnosis and therapeutic projection, a cognitive activity in space created digitally by 3D models (which is another key element of VR) [2].

In these 3D models, the virtual environment is not immersive because the models are viewed on a computer screen. However, there are applications that allow you to create an immersive environment using a head-mounted virtual reality screen to view models [17]. Interaction with digital work models is performed using a mouse, most often a 2D mouse, although it is also possible to use a 3D mouse. Generally, 3D digital models of dental arches are, therefore, non-immersive with a low degree of interaction.

### 1.3. VR and the Evaluation of Distances

Although the use of digital models has increased greatly, there are still a number of unresolved questions when it comes to comparisons with real-life models. In particular, to ensure that the applications developed in Virtual Reality are efficient, it is important that the spatial properties of the virtual environment are perceived with precision. This finding is even more important when the actions performed in VR are supposed to be transferred to the real world. If the actions carried out in VR require recalibration in the real environment, this will lead to an increase in training and cost [18].

In this framework, research indicates that distance [19–25] and size [18,26–28] are underperceived in VR, in contrast to relatively accurate perception in the real world. Waller and Richardson [29] realized a review of 14 independent studies that examined distance estimation in immersive virtual environments [23,30–41]. They showed that the estimation of distances in immersive VEs were, on average, only 71% ± 8.2 of the modeled distance.

As pointed out by Waller and Richardson [29], although the causes of distance compression in immersive VEs were not fully understood [39,42], several recent investigations documented experimental manipulations that can attenuate or alleviate it. These manipulations include (a) asking users to estimate distances in a known familiar environment [32];
but see [23], (b) presenting the environment on a large projection screen instead of an HMD [35], (c) providing users with explicit feedback about their distance errors [36], and (d) providing users a brief period of interaction with the environment before having them make distance judgments [34,43].

Other authors show that the task used can eliminate this effect of compressing distances in VR. For example, Ref. [44] used an affordance judgment task and observed conservative answers or overestimation in both real and virtual environments. The methodology used by these authors involves a verbal indication that a particular action can or cannot be performed in a viewed environment. The results show that this type of VR task, which consists in deciding whether elements present in the environment are relevant to carry out a given action, gives estimates much closer to reality than the simpler and more passive tasks of size or distance estimate.

Indeed, in the study of [45], a task was carried out in two environments: a poor cue one with limited background cues and a rich cue one with textured background surfaces. The results show that the richness of the environment improves the estimation of distances and size of objects in a VR task.

All these studies show that the estimation of distances in a virtual environment is a complex problem, which depends on many parameters such as the more or less immersive nature of the environment, the familiarity with the environment, the more or less realistic character of the presented objects, the type of task to be performed (passive or actually actions to be performed), etc.

As we have indicated, in the medical field of orthodontics, distance estimation is at the center of the diagnosis and therapeutic follow-up of patients. The accuracy of these estimates is, therefore, a crucial issue from a quality-of-care perspective. Song et al. [46] published a study in which 69 orthodontists had to estimate, from 108 plaster molds, different variables, which included all the variables usually estimated by an orthodontist. The values were compared to the actual values measured with calipers. The results obtained revealed a statistically significant correlation between the objective measurements and the estimations carried out by the orthodontists. However, very few studies were carried out on virtual models, which are now widely used by professionals.

1.4. Objective of the Study

As we have seen, in the field of orthodontics, the digital transition means that professionals make therapeutic decisions by making distance estimations on digital models. However, no study has focused on the relevance of the estimates made, and in particular on the difference between estimated distances and actual distances.

In this context, the objective of our study was to use the methodology of Song et al. [46] (which these authors implemented on plaster models) to assess the relevance of estimating distances (intra and inter-arcs) using digital models. The experimental protocol consisted of collecting estimates of measurements made by orthodontists on digital models, then assessing the reliability of these measurements by comparing them to real distances.

2. Method
2.1. Participants

The measurements were estimated by 31 orthodontists whose characteristics were as follows: all the practitioners began their specialization in dento-facial orthopedics and orthodontics in French universities. The distribution of the sample by sex was 19 women and 12 men, the average age of the participants was 37 years (±3.7). The number of years of exercise of the profession was distributed as follows: 0 to 5 years of professional practice (42%), 5 to 10 years (32%), and more than 10 years (26%). The objective of this research was explained to the practitioners, who gave their consent. The participants were recruited by an email sent to all orthodontic practices in the region. The participation was voluntary, and the experimentation was carried out in the participant’s office.
2.2. Materials

The estimations of distances were carried out on 5 3D digital models (obtained with Insignia® software), derived from 5 clinical cases (Figure 2). The choice of these 5 cases (also used in the study by Song et al.) was based on the objective of allowing the practitioners to make estimations on a varied panel of orthodontic malocclusions comprising all of the types of dental-maxillary dysmorphias in the three dimensions of space. The characteristics of the different malocclusions are reported Table 1.

Table 1. Presentation of the five clinical cases used in our study.

| Case no. | Malocclusion Description                          |
|---------|--------------------------------------------------|
| 1       | Class I with moderate crowding of the arch       |
| 2       | Class II with pronounced incisor supraclusion   |
| 3       | Class II with a significantly increased overjet  |
| 4       | Class II incisor infraclusion                    |
| 5       | Class II with malposition of the mandibular incisors |

The digital models were displayed on the same computer, by the same operator, and under the same conditions for each of the 31 practitioners. The participants had the option to change the orientation of the view of the model. The collection of distance estimates was carried out as follows: after observing the virtual models of each clinical case on the screen, the practitioner verbally gives their distance estimates for each of the 7 variables to the operator, who writes them down in a table.
The variables to be estimated:
For each of the models, each practitioner had to estimate 7 quantifiable variables. These estimates were carried out on the 5 virtual models mentioned (5 × 7 = 35 estimates by orthodontist) without the possibility of making direct measurements (they were only estimates). The variables selected were similar to those of the study by Song et al. [46]: These variables were the following (Figure 3):

- Crowding of the mandibular arch: the amount of space required for proper alignment of the teeth in the arch (volumetric reconstitution, intra-arch measurement);
- Spee’s curve—the curve formed by the projection in a sagittal plane of the buccal cusps of the mandibular teeth (vertical dimension, intra-arch measurement);
- Antero-posterior symmetry of the first permanent maxillary molars (teeth 16 and 26) while taking their mesial side as a reference (sagittal dimension, intra-arch measurement);
- Inter-molar distance of 16/26 (horizontal dimension, intra-arch measurement): distance separating the mesiobuccal cusp of the first permanent maxillary molars (teeth 16 and 26);
- Right canine class according to Angle’s classification [47] based on the mesiodistal relationship of the teeth (sagittal dimension, inter-arch measurement);
- Overjet of 11/41—the gap as assessed on the occlusal plane between the buccal side of the mandibular incisors and the occlusal edges of the central maxillary incisors (sagittal dimension, inter-arch measurement);
- Alignment of 11/41—Alignment of the mandibular incisors by their opposing maxillaries (vertical dimension, inter-arch measurement).

Figure 3. Presentation of the seven estimated variables.

The question that we wanted to address was the performance of the orthodontist’s estimate compared to the measurements made with software whose reliability in this regard has been demonstrated and which can, therefore, serve as a reference. Indeed, the reliability and precision of the measurements made using different software have already been demonstrated [47–49]. The actual measurements were calculated for each case by the same operator using the Insignia® software (ORMCO Corporation: Brea, CA, USA) and then verified by a second operator.

For each of the 7 variables, the difference in the absolute value between the estimation of the measurement by the practitioner and the measurement of the variable carried using the Insignia® software was determined.
A flowchart of the procedure is shown in Figure 4.

![Flowchart of the procedure](image)

**Figure 4.** Flowchart of the procedure.

### 2.3. Statistical Analyses

As the objective was to compare the estimates made by orthodontists with the measurements made with the Insignia® software, we performed a single sample t-test. This test is generally used to compare the average of a sample for a specific variable (here, the average of the orthodontist’s estimates) with a population average or with a theoretical reference average (here, the measurement carried out by the Insignia® software).

For each estimated variable (i.e., the 7 variables presented above), the difference between the estimate made by the practitioners and the actual distance was tested. The actual distance was reduced to 0 (since the estimated measurements have been subtracted from the actual measurements). For each variable measured, the difference between the estimated measurements and the real distance (here reduced to 0) was assessed using a single sample t-test. First, the theoretical value of 0 was used. If the t-test was not significant, it meant that the estimated value was not significantly different from the actual value. If the t-test was significant, it meant that the estimated value was significantly different from the actual value.

Secondly, we performed the same analysis using a reference value equal to 1 (i.e., 1 cm more than the actual value equal to 0). Again, if the t-test was significant, it meant that the estimation error made by the practitioner was greater than 1 cm.

### 3. Results

The results obtained for each model are reported in Table 2.

On the basis of the single t-test results, the 7 variables fell into 3 groups: (1) variables for which the estimates were not significantly different from the real values; in this case, the estimated value was not significantly different from the actual value; (2) variables for which the estimated values were significantly different from the actual value 0 but not from the value 1; in this case, the estimation error was greater than 0 but less than 1 cm; (3) variables for which the estimation error was significantly different from the value 1; in this case, the estimation error was greater than 1 cm (Table 3). Table 3 (power column) also shows the power of each result for a β risk of 20%. The column values indicate the minimum sample size for the conclusion at H0 to be strong enough. The column values indicate the minimum sample size for the conclusion at H0 to be strong enough. This power analysis show that the size samples were sufficient for all the significant results, with the exception of the right canine class variable for a theoretical value of 0 (but for this same variable, the size sample is sufficient for a value theoretical of 1).
Table 2. Means and standard deviation for each model. ×1 represent the machine values, ×2 is the mean of the measurement. σ is the standard deviation.

| Case No. | Mandibular Discrepancy | Intermolar Distance | Spee Curve | 16/26 Symetric | Right Canine Class | Over Jet | Over Bite |
|----------|------------------------|---------------------|------------|----------------|-------------------|----------|-----------|
|          | ×1: −3                 | ×1: 36              | ×1: 2      | ×1: 3          | ×1: 1.5           | ×1: 1.5  | ×1: 7     |
|          | ×2: −2.73              | ×2: 38.10           | ×2: 2.42   | ×2: 1.5        | ×2: 1.5           | ×2: 1.5  | ×2: 6.27   |
|          | σ: 1.43                | σ: 7.82             | σ: 0.81    | σ: 1.80        | σ: 2.57           | σ: 2.57  | σ: 1.60    |

σ is the standard deviation.

Table 3. Results of the one-sample test for all of the variables. This table shows the mean value, standard deviation, t-test value, and the significance for each variable. The upper table presents results with 0 cm as a reference value. The lower table presents results with 1 cm as a reference value (only significant variables with the value 0 are tested with the value 1).

| t = 0 | Mean | Standard Deviation | t       | Sig. | Power (0.8) |
|-------|------|--------------------|---------|------|-------------|
| Mandibular Discrepancy | −2.23 | 1.15 | −10.74 | <0.01 | 5           |
| Right Canine Class | 0.62  | 1.08 | 3.19  | <0.01 | 48          |
| Spee Curve | −0.13 | 0.58 | −1.33 | 0.19  | 313         |
| Intermolar Distance | 0.56  | 7.79 | 0.39  | 0.69  | 3049        |
| Over Bite | −0.65 | 0.66 | −5.40 | <0.01 | 17          |
| Over Jet | −0.34 | 1.20 | −1.60 | 0.11  | 197         |
| 16/26 Symetric | −0.93 | 0.53 | −9.65 | <0.01 | 6           |

| t = 1 | Mean | Standard Deviation | t       | Sig. | Power (0.8) |
|-------|------|--------------------|---------|------|-------------|
| Mandibular Discrepancy | 2.25  | 1.11 | 6.23  | <0.01 | 4           |
| Right Canine Class | 0.92  | 0.84 | −0.51 | 0.61  | 14          |
| Over Bite | 0.80  | 0.44 | 0.64  | 0.52  | 5           |
| 16/26 Symetric | 0.93  | 0.53 | −0.66 | 0.51  | 6           |

Variables for which the estimates were not significantly different from the real values. This was the case for the following 3 variables: The overjet (t (30) = −1.60; p = 0.11); The curve of Spee (t (30) = −1.33; p = 0.19); The inter-molar distance (t (29) = 0.39; p = 0.69).

Variables for which the estimates were significantly different from the actual value 0 but not from the value 1. This was the case for the following 3 variables: The 16/26 symmetry: value = 0 (t (30) = −9.65; p < 0.01), but with a test value = 1 (t (30) = −0.66;
The overbite: test value = 0 (t (30) = −5.40; \( p \leq 0.01 \)), but with a test value = 1 (t (30) = 0.64; \( p = 0.52 \)). The right canine class: test value = 0 (t (30) = 3.19; \( p \leq 0.01 \)), but with a test value = 1 (t (30) = −0.51; \( p = 0.61 \)).

Variables for which the estimation error was significantly different from the value 1. This was the case only for the mandibular discrepancy variable: test value = 0 (t (30) = −10.74; \( p \leq 0.01 \)), test value = 1 (t (30) = 6.23; \( p \leq 0.01 \)).

4. Discussion

The objective of our study was to find out if, for seven variables of interest, the estimation of distances carried out on numerical models was significantly different (or not) from the real distance (here, reduced to the value 0). For the variables whose estimates were significantly different from the real distance (comparison between the measurements carried out by the practitioners and the theoretical mean of 0), we also checked whether this difference between the estimates and the real value was greater than 1 cm (comparison between the measurements made by practitioners and the theoretical average of 1).

Of the seven variables studied, three were associated with distances estimated to be significantly greater than the real distance, and for one variable, the difference was greater than 1 cm.

These results question the reliability of the use of numerical models for decision-making, in particular in borderline cases. The relevant elements for this discussion are the difference in the estimation of distances between virtual and real models, the way in which our results can be discussed in the light of the work on the estimation of distances in virtual environments, and the perspectives of this study as part of further investigations.

The results obtained in the study by Song et al. [46] on real models revealed a statistically significant correlation between the objective measurements and the estimates made by orthodontists for all the variables (the same variables as those used in our study).

Thus, with only the virtual model (i.e., other than a situation where the practitioner can manipulate real physical models), the estimate was less reliable for four of the seven variables, in particular the estimate of the mandibular crowding.

The results of our study are in keeping with the various studies in the literature regarding the estimation of distances in a digital environment in terms of the presence of bias in the estimation of distances in a virtual environment [25,50–53].

In terms of crowding of the mandibular arch, which is the amount of space required for proper alignment of the teeth on the arch, this is the variable estimated in the least precise way. One of the explanations could be the difficulty for the practitioner to perform a three-dimensional mental reconstruction from the virtual model to estimate the space required for aligning the teeth from the malposed teeth. It is of particular interest to note that it was in case no. 5 that the accuracy was less good, that is to say, where the estimation of the crowding requires reconstitution of the shape of the arch based on the initial malpositions that were substantial before estimation of the lack of space for alignment of the teeth on the arch. For this particular case, the performance of the practitioners was particularly poor, with a relatively large standard deviation (\( \sigma = 7.47 \)), while the value of the variable was low (Table 2). The large standard deviation between the estimated value and the actual value in case no. 5 can be explained by the study by [54], who showed the difficulty of maintaining attention and, therefore, the efficacy of the process beyond a certain degree of complexity of a 3D image. This appears to be illustrated by the difficulty of the estimation of the crowding.

Future work should also study the role of calibration. This is a very important point. The contribution of calibration to visual perception in VR has been established by numerous works [43,55,56]. For example, Ref. [56] showed the effects of calibration to visual and proprioceptive information on near filed distance judgments in 3D user interface. One method of calibration that could be experienced would allow viewing the error that they made on the different estimation of distance, and they allow the participant to correct the response. If this work were conclusive, the calibration training programs could have
a positive impact on the performance of practitioners. Studies on these different points will allow the development of educational materials to employ a wider range of stimuli to support the training of practitioners in the use of virtual models for decision-making and also to optimize the interaction of the practitioner with the virtual environment. For example, one image with a particular mandibular discrepancy can be transformed to create a number of stimuli with a continuum of different mandibular discrepancies.

Another aspect of estimating values in a virtual environment that needs to be explored in our study is the mental workload necessary to estimate distances in a virtual environment [57] and, therefore, in this context, on 3D digital orthodontic models. According to the experience of users and practitioners, the mental workload required for the analysis of virtual models seems to be greater than that required for physical models. This increase in mental load accentuated the difficulty of transition between real models and virtual models. This feeling is widely shared (interview with the participants in our study after the experiment) and needs to be documented.

In this context, the main limitations of our study are, therefore, that, as we have just seen, we did not measure the mental load associated with the estimates to be made, but also, we did not take into account the number of years of professional experience (evaluation of the effect of expertise on the estimation of distances), and we did not compare the estimates made on the numerical models with the estimates made on the same plaster models (our comparison focused on the real distance and not on the estimate made on plaster models). The future investigations, which we are in the process of carrying out, are intended to answer all of these questions.

The future investigations, which we are in the process of carrying out, are intended to answer these main questions.

In addition, the difficulties related to digital models also appear to be due to the fact that practitioners handle the actual models to estimate distances. As a result, the transition of real models to virtual models involves a paradigm shift, with a loss of haptic range for the practitioner who can no longer manipulate the models with his hands. This observation may be linked to the different studies showing dissociation of neuronal routes related to the seizure or perception of objects [58–61]. Another interesting perspective would then be to study the estimation of distances on digital models by proposing to practitioners a more realistic manipulation device than that used in our study (computer mouse), such as a glove or an articulated arm.

5. Conclusions

3D digital models of dental arches can be considered a non-immersive virtual reality characterized by a low degree of interaction. These models are now widely used to carry out diagnoses, but the estimation of distances by the user (orthodontist) carried out on this type of digital model, and which constitutes a determining factor in the therapeutic decision-making, had not yet been studied.

It is within this framework that we conducted our study. Our results of distance estimations on numerical models showed that four of the seven variables tested were associated with a lack of precision in the estimation of distances, the size of the mandibular arch being the least well-estimated variable.

Although no studies have been carried out in the field of orthodontia, the lack of precision in the estimation of measurements made on virtual 3D models corresponds to what has been described in studies relating to distance estimations in digital environments.

Other studies in preparation will be necessary to understand better the variables (related to professionals, equipment, type of models, etc.) likely to affect the estimation of distances and, therefore, the therapeutic decision-making. Such studies are fundamental in particular for improving the training of professionals in the use of new digital tools. These objectives can be best addressed through a multidisciplinary approach [62], in order to help keep the expertise and perception of the practitioner at the center of decision-making, thus ensuring a successful digital transition.
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