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Abstract

It is shown that the well known sum rules for oscillator strengths for Hydrogen atom can be generalized to a whole class of sum rules. The sum rules have contributions from the discrete and the continuum parts of the spectrum neither of which can be calculated in closed analytical form but can be calculated numerically. The numerical calculations are carried out to check the validity of the sum rules. The procedure for constructing sum rules for general potentials is discussed. Generalizations of Kramers relations and the Virial theorem are discussed.

1 Introduction

The sums of the squares of the amplitudes of the electric dipole matrix elements weighted by a power of the frequency of the incident radiation provide measures of the response of an atom to radiation incident upon it and have many useful applications (Jackiw 1967, Bethe 1964). In this study we examine the generalization of the sum rules for oscillator strengths to the sums of the squared amplitudes of matrix elements for excitations caused by a perturbing potential weighted by powers of the energy differences between the initial state and the excited states connected to the initial state by the perturbation. This report contains an extension and generalization of the results given by Jackiw (1967) and Bethe (1964) and other research work from the early days of Quantum Mechanics (Kramers 1926).

Classical treatment:
The energy of an oscillating dipole is related to the energy of a simple harmonic oscillator (SHO) and is given by

\[ W = \frac{M\omega^2 A^2}{2} = \frac{M\omega^2 D^2}{2e^2} \]  

(1)

where A is the amplitude of the oscillation of the SHO, M and \( \omega \) are the mass and frequency of the oscillator D is the peak value of the dipole moment and e is the fundamental unit of charge.

The rate of energy loss by the oscillating dipole is

\[ -\frac{dW}{dt} = \frac{2}{3} \frac{1}{4\pi\varepsilon_0 c^3} \left( \frac{d^2p}{dt^2} \right)^2 \]  

(2)
where \( p = D \cos \omega t \) is the instantaneous value of the dipole moment. The average over many oscillations yields
\[
< -\frac{dW}{dt} > = \frac{2}{3} \left( \frac{\omega^4 D^2}{4\pi\epsilon_0 c^3} \right)
\]
from which we can extract the damping coefficient
\[
\gamma = -\frac{< -\frac{dW}{dt} > \omega^2}{W} = \frac{2}{3} \left( \frac{\hbar}{\alpha e M c^2} \right) \omega
\]
where \( \alpha_e \) is the fine structure constant.

**Quantum treatment:**

Einstein B coefficient:

Using time independent perturbation theory and the Rotating Wave Approximation it may be shown that the Einstein coefficient for absorption from a quantum state \( \phi_a \) to a quantum state \( \phi_b \) by dipole radiation (Foot 2013) is
\[
B_{ab} = \frac{4\pi^2 e^2}{3\hbar^2} \left( \frac{\omega^2}{4\pi\epsilon_0} \right) |r_{ba}|^2
\]
where \( r_{ba} \) is the dipole matrix element. The spontaneous emission rate can be inferred using the Einstein relation
\[
A_{ba} = \frac{\hbar}{\pi^2 c^3} B_{ab}
\]
and may be compared with \( \gamma \) evaluated classically. If the Compton wavelength \( \lambda \) is used as the scaling distance then
\[
\lambda = \frac{\hbar}{M c} \quad \text{and} \quad A_{ba} = \frac{4}{3} \alpha_e \frac{\hbar \omega_{ba}}{M c^2} \omega_{ba} \left( \frac{|r_{ba}|}{\lambda} \right)^2
\]
It can be seen that the classical and Quantum expressions for \( \gamma \) correspond if the expression in square brackets has the value 1/2 which is the case for the quantum SHO that we consider next.

**3-d Oscillator:**

Using the spherical harmonics the ground state and the first excited state of the 3-dimensional oscillator may be given in the form
\[
\phi_a = \left( \frac{1}{\pi^{3/2} \lambda^6} \right)^{1/2} r^4 \exp \left( -\frac{r^2}{2\lambda^2} \right)
\]
\[
\phi_b = \left( \frac{4}{\pi^{3/2} \lambda^{10}} \right)^{1/2} r^3 \exp \left( -\frac{r^2}{2\lambda^2} \right) \cos \theta
\]
in terms of the scale length \( \lambda = \frac{\hbar}{M c} \). The dipole matrix element may be evaluated to give
\[
|r_{ba}| = \frac{1}{\sqrt{2}} \quad \text{yielding the Einstein coefficient}
\]
\[
A_{ba} = \frac{2}{3} \alpha_e \frac{\hbar \omega_{ba}}{M c^2} \omega
\]
in exact agreement with the classical result. This exact correspondence between the classical and quantum results had been known from the early days of Quantum Mechanics. We next examine the Hydrogen atom to see whether this correspondence has general validity.

**Hydrogen atom:**

The ground state and the first excited p-state of the Hydrogen atom are

\[ \phi_a = \sqrt{\frac{1}{\pi a_0^3}} \exp\left(-\frac{r}{a_0}\right) \]

\[ \phi_b = \frac{1}{8} \sqrt{\frac{1}{\pi a_0^3}} \frac{r}{a_0} \exp\left(-\frac{r}{2a_0}\right) \sqrt{2} \cos \theta \]

where the scale length \( a_0 \) is the Bohr radius which is related to the Compton wavelength by \( a_0 = \frac{\lambda_\alpha}{\alpha e} \). The dipole matrix element may be evaluated to give

\[ |r_{ba}| = a_0 \sqrt{\frac{2}{15}} \]

\[ \omega_{ba} = \frac{3}{8} \alpha^2 e^2 M c^2 / \hbar \]

\[ \omega_{ba} a_0 / c = \frac{3}{8} \alpha e \]

These relations may be used to give

\[ A_{ba} = \frac{4}{3} \alpha e \left(\frac{3}{8} \alpha e\right)^2 \frac{2}{310} \omega_{ba} = \left(\frac{4}{9} \alpha e\right)^4 \frac{e}{a_0} = \left(\frac{4}{9}\right)^4 \alpha^2 e \]

from which the lifetime of the 2p state can be calculated to be approximately 1.6 nanoseconds. The ratio \( a_0 / c \) is the time taken by light to travel a distance \( a_0 \). The last form of the expression in terms of the Compton wavelength exhibits the correct cubic dependence on \( \alpha e \) where two powers of \( \alpha e \) arise from the dependence of the energy levels on the electromagnetic interaction and a further power of \( \alpha e \) arises from the electromagnetic interaction responsible for the emission of the photon.

It is clear that the oscillator strengths provide a vital link between theory and the experimental study of the response of a quantum system to radiation incident upon it.

## 2 Dipole Sum rules

For a Hamiltonian with a potential which depends only on the position with eigenstates denoted by \( |m\rangle \), where the index \( m \) can take values which span both the discrete and continuous spectrum,

\[ H_0 = \frac{p^2}{2M} + V(r), \quad [z, H_0] = \frac{1}{2M} [z, p^2] = \frac{i\hbar}{M} p_z \]

\[ \langle m | [z, H_0] | n\rangle = (E_n - E_m) \langle m | z | n\rangle = \frac{i\hbar}{M} \langle m | p_z | n\rangle \]

\[ \langle m | p_z | n\rangle = i \frac{M}{\hbar} (E_m - E_n) \langle m | z | n\rangle = i M \omega_{mn} \langle m | z | n\rangle \]

It is evident that the matrix elements of a perturbing potential \( V_1 \) taken between the eigenstates of \( H_0 \) satisfy the sum rule

\[ \sum_n |\langle m | V_1 | n\rangle|^2 = \sum_n \langle m | V_1 | n\rangle \langle n | V_1 | m\rangle = \langle m | V_1^2 | m\rangle \]
where we have utilized the completeness relation satisfied by the full set of eigenstates of $H_0$ to eliminate the sum over the discrete and continuum eigenstates. A sum rule for the dipole matrix elements may be derived by choosing $V_1 = r$ which leads to

$$
\sum_n \langle m | r | n \rangle^2 = \langle m | r^2 | m \rangle \tag{18}
$$

Continuing this procedure, $\langle r | r | r \rangle$ can be used to establish that

$$
[z, p_z] = i\hbar \rightarrow \langle m | i\hbar | m \rangle = \sum_n \left( \langle m | z | n \rangle \langle n | p_z | m \rangle - \langle m | p_z | n \rangle \langle n | z | m \rangle \right) \tag{19}
$$

$$
\hbar^2 = 2M \sum_n \left( \omega_{nm} - \omega_{mn} \right) |\langle m | z | n \rangle|^2 \tag{20}
$$

$$
\frac{\hbar^2}{2M} = \sum_n \left( E_n - E_m \right) |\langle m | z | n \rangle|^2 \tag{21}
$$

which is an energy weighted sum rule for the dipole oscillator strengths - this is the famous Thomas-Reiche-Kuhn oscillator strength sum rule (Jackiw 1967) which played an important role in Quantum Mechanics. In equations (17) - (21) for the sake of compactness the summation symbol is used to denote both the sum over the discrete states and the integral over continuum states. We can make this explicit by defining the sums

$$
S_j = \sum_n \left( k_n^2 - k_n^2 \right)^j |\langle m | z | n \rangle|^2 + \int_0^\infty dk \left( k_n^2 + k^2 \right)^j |\langle m | z | k \rangle|^2 \tag{22}
$$

where $k_n^2 = -2ME_n/\hbar^2$ and $k^2 = 2ME/\hbar^2$ are the wave numbers associated with the discrete and continuum states. $\langle r | r | r \rangle$ can be given in the form $S_0 = \langle m | r^2 | m \rangle$. The energy weighted sum rule $\langle r | r | r \rangle$ becomes

$$
S_1 = \sum_n \left( k_n^2 - k_n^2 \right) |\langle m | z | n \rangle|^2 + \int_0^\infty dk \left( k_n^2 + k^2 \right) |\langle m | z | k \rangle|^2 = 1 \tag{23}
$$

The next higher order sum rule weighted by the squares of the energy differences may be found by using $\langle r | r | r \rangle$ and $\langle r | r | r \rangle$ resulting in the relation

$$
S_2 = \sum_n \left( k_n^2 - k_n^2 \right)^2 |\langle m | z | n \rangle|^2 + \int_0^\infty dk \left( k_n^2 + k^2 \right)^2 |\langle m | z | k \rangle|^2 = \frac{4M}{\hbar^2} \langle m | p_z^2 | m \rangle = \frac{4M}{\hbar^2} \langle m | \frac{\partial V_0}{\partial z} | m \rangle \tag{24}
$$

where the last equality is valid for the eigenstates of a spherically symmetric potentials and follows from the Virial theorem which provides a relation between the expectation value of twice the kinetic energy and the expectation value of $-\nabla V_0 \cdot r$.

The procedure adopted to derive the sum rules may be continued to derive sum rules with higher orders of energy weightings. This can be achieved by finding relations analogous to $\langle r | r | r \rangle$. For example,

$$
(E_n - E_m)^2 \langle m | z | n \rangle = \langle m | [z, H] | n \rangle = \frac{i\hbar}{M} \langle m | [p_z, H] | n \rangle = \frac{\hbar^2}{M} \langle m | \frac{\partial V_0}{\partial z} | n \rangle \tag{25}
$$

and this relation may be used together with $\langle r | r | r \rangle$ to show that

$$
S_3 = \sum_n \left( k_n^2 - k_n^2 \right)^3 |\langle m | z | n \rangle|^2 + \int_0^\infty dk \left( k_n^2 + k^2 \right)^3 |\langle m | z | k \rangle|^2 = -8i \frac{M}{\hbar^3} \langle m | \frac{\partial V_0}{\partial p_z} | p_z | m \rangle \tag{26}
$$
If the relation
\[
- \left\langle \frac{\partial V_0}{\partial z} \frac{\partial}{\partial z} \right\rangle = \left\langle \frac{\partial}{\partial z} \frac{\partial V_0}{\partial z} \right\rangle = \frac{1}{2} \left\langle \left[ \frac{\partial}{\partial z} \frac{\partial V_0}{\partial z} \right] \right\rangle = \frac{1}{2} \left\langle \left( \frac{\partial^2 V_0}{\partial z^2} \right) \right\rangle
\]  
(27)
is valid then the sum rule may be expressed in the form
\[
S_3 = \sum_n (k_m^2 - k_n^2)^3 |\langle m | z | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k^2)^3 |\langle m | z | k \rangle|^2 = 4 \frac{M}{\hbar^2} \langle m | \frac{\partial^2 V_0}{\partial z^2} | m \rangle
\]  
(28)
which for \( l = 0 \) states in a spherically symmetric potential \( V_0 \) further simplifies to
\[
S_3 = \sum_n (k_m^2 - k_n^2)^3 |\langle m | z | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k^2)^3 |\langle m | z | k \rangle|^2 = 4 \frac{M}{3 \hbar^2} \langle m | \nabla^2 V_0 | m \rangle
\]  
(29)
We shall return later to the study of the circumstances under which (27) is valid. Similarly (26) may be used twice to show that the fourth order sum rule is of the form
\[
S_4 = \sum_n (k_m^2 - k_n^2)^4 |\langle m | z | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k^2)^4 |\langle m | z | k \rangle|^2 = 16 \frac{M^2}{\hbar^4} \langle m | \frac{\partial V_0}{\partial z} \frac{\partial V_0}{\partial z} | m \rangle
\]  
(30)
Proceeding along these lines we can establish a hierarchy of sum rules (Jackiw 1967). However the sum rules are only meaningful when the two sides of the equality lead to finite values. The number of sum rules which lead to finite sums will depend on the potential and the angular momentum of the initial state. The sum rules for Hydrogen can be used to illustrate how a finite number of useful sum rules arise for a specified angular momentum of the initial state in a Coulomb potential.

**Sum rules for the 1S state of Hydrogen**

The Coulomb potential of an electron in the field of a proton can be given in the equivalent forms
\[
V_0(r) = -\frac{\alpha_e e c}{r} = -\frac{\alpha_e^2 M c^2}{r} = -\frac{\hbar^2}{M a_0^2} \frac{a_0}{r} = -\frac{\hbar^2}{M a_0^2} \frac{1}{r}
\]  
(31)
using the Bohr radius \( a_0 \) as the scaling length. The eigenstates of the electron will be denoted by \( |nlm\rangle \). We first examine the sum rules arising from the dipole operator \( r \cos \theta = a_0 z \), expressed in terms of a dimensionless \( z \), which can cause excitation from \( |100\rangle \) to the states \( |n10\rangle \) with \( n > 1 \). Since \( E_n = -\alpha_e^2 M c^2 / (2n^2) \) for the discrete states and \( E_k = \hbar^2 k^2 / (2M) = \alpha_e^2 M c^2 q^2 / 2 \), where \( q = ka_0 \) is dimensionless, we consider the dimensionless quantities
\[
S^n_j = (a_0^2)^{j-1} S_j \sum_{n=1}^\infty \left( \frac{n^2 - 1}{n^2} \right)^j |\langle 100 | z | n10 \rangle|^2 + \int_0^\infty dq \left( 1 + q^2 \right)^j |\langle 100 | z | q00 \rangle|^2
\]  
(32)
which are simply related to the sums expressed in terms of \( k_n \) and \( k \) considered in (22) earlier by a multiplicative factor. The dipole matrix elements can be explicitly evaluated to be
\[
|\langle 100 | z | n00 \rangle|^2 = \frac{1}{3} 2^8 \frac{n^7}{(n^2 - 1)^5} \frac{(n - 1)^{2n}}{(n + 1)^{2n}}
\]  
(33)
\[
|\langle 100 | z | q00 \rangle|^2 = \frac{1}{3} 2^8 \frac{q}{(1 + q^2)^2} \exp \left( -4 \frac{\tan^{-1} q}{q} \right) \frac{1}{(1 - \exp \left( -\frac{2\pi q}{q} \right))}
\]  
(34)
and the integration variable may be changed by the substitution $q \rightarrow \tan u$ to express $S_J$ in the form

$$S_J^+ = \frac{2^8}{3} \left( \sum_{n=2}^{\infty} \frac{(n-1)^{2n+J-5}}{(n+1)^{2n-J+5}} + \int_0^\pi du \sin u \frac{(\cos u)^{7-2J} \exp(-4u \cot u)}{(1 - \exp(-2\pi \cot u))} \right) \quad (35)$$

According to the sum rules derived earlier we should find that

$$S_J^+ = \langle 100 | z^2 | 100 \rangle = \frac{1}{3} \langle 100 | \rho^2 | 100 \rangle = 1 \quad (36)$$
$$S_J^+ = \langle 100 | 100 \rangle = 1 \quad (37)$$
$$S_J^+ = 4 \langle 100 | \frac{\partial V_0}{\partial z} | 100 \rangle = 4 \langle 100 | \frac{\cos^2 \theta}{\rho} \rho | 100 \rangle = \frac{4}{3} \quad (38)$$
$$S_J^+ = \frac{4}{3} \langle 100 | \nabla^2 V_0 | 100 \rangle = 16 \quad (39)$$

by explicit evaluation of right hand side of the sum rules for the $1S$ state. It is evident from (35) that the continuum contribution to the sum rule diverges for $J > 3$ since the integrand develops a divergence at $u = \pi/2$ for $J > 3$. The contribution to the sum rules from the discrete and continuum states may be calculated numerically and are given below.

| Order | Discrete | Continuum | Sum |
|-------|----------|-----------|-----|
| $S_0^+$ | 0.716587.. | 0.283412.. | 0.99999.. |
| $S_1^+$ | 0.565003.. | 0.434996.. | 0.99999.. |
| $S_2^+$ | 0.449355.. | 0.883977.. | 1.33333.. |
| $S_3^+$ | 0.360841.. | 4.972492.. | 5.33333.. |

verifying that the addition of the discrete sums which included the first 2000 terms and the numerical integrations of the continuum contributions indeed converge towards the values stipulated by the sum rules.

It is interesting to note that both the discrete and continuum contributions to $S_J$ can be viewed as arising from integrals of the same integrand integrated along different contours. To show this we first note that

$$\exp \left( -4n \tanh^{-1} \left( \frac{1}{n} \right) \right) = \exp \left( -2n \ln \left( \frac{n+1}{n} \right) \right) = \left( \frac{n-1}{n+1} \right)^{2n} \quad (44)$$

and treat $n$ as a continuous variable and transform to a new variable $v = n^{-1}$ so that $dn = -v^{-2} dv$. These manipulations lead us to consider the integral

$$I_J = -\frac{2^8}{3} \int_C dv \, v \, (1 - v^2)^{J-5} \exp \left( -4 \frac{\tanh^{-1} v}{v} \right) \frac{1}{(1 - \exp(-2\pi v))} \quad (45)$$

which has poles at $v = n^{-1}$ for integer values of $n$ in the complex $v$ plane. If the contour $C$ is chosen as a closed path $C_1$ surrounding all the poles along the positive real $v$ axis except the pole at $v = 1$ then the contribution from the discrete states to $S_J$ is equal to the sum over the residues at the poles of the integrand and the continuum contribution to $S_J$ is equal to the contribution arising from a line integral of the same integrand taken along the contour $C_2$ which is the positive imaginary $v$ axis.
3 Constructive Approach to Sum rules

A constructive approach to the study of sum rules of all orders would be to consider the hierarchy of functions defined by

\[ F_0 = V_1 \langle m \rangle \]

\[ F_{K+1} = \left( \frac{2Ma^2}{\hbar^2} \right) (H_0 - E_m) F_K, \quad K = 0, 1, 2, \ldots \]

which can all be calculated directly if \( H_0 \) and \( V_1 \) are given. We associate a scaling length \( a \) with the potential \( V_0 \) so that dimensionless operators can be used to construct the sum rules. We note that \( \langle m | V_1 (H_0 - E_m)^J V_1 | m \rangle \) will give rise to a sum rule of order \( J \) when a complete set of states is inserted anywhere between the \( J \) factors of \( (H_0 - E_m) \) which lie between the first and second \( V_1 \). There are \( J + 1 \) different ways of doing this. In terms of \( F_K \) and the wave numbers the sum rules can be expressed in the form

\[ S_0 = \sum_n |\langle m | V_1 | n \rangle|^2 + \int_0^\infty dk |\langle m | V_1 | k \rangle|^2 = \langle F_0 | F_0 \rangle \]  

(48)

\[ S_1 = \sum_n (k_m^2 - k_n^2) |\langle m | V_1 | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k_n^2) |\langle m | V_1 | k \rangle|^2 = \langle F_0 | F_1 \rangle \]  

(49)

\[ S_2 = \sum_n (k_m^2 - k_n^2)^2 |\langle m | V_1 | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k_n^2)^2 |\langle m | V_1 | k \rangle|^2 = \langle F_1 | F_1 \rangle \]  

(50)

\[ S_3 = \sum_n (k_m^2 - k_n^2)^3 |\langle m | V_1 | n \rangle|^2 + \int_0^\infty dk (k_m^2 + k_n^2)^3 |\langle m | V_1 | k \rangle|^2 = \langle F_1 | F_2 \rangle \]  

(51)

with obvious generalization to higher orders. It is also evident that the sum rule of order \( J \) may be expressed in terms of the overlap of any combination of \( F_K \) and \( F_N \) as long as \( K + N = J \).

The scheme outlined above may be illustrated with the example of the Hydrogen atom when the state \( |m \rangle \) is the \( 1S \) state. For the dipole excitations it is appropriate to consider the Hamiltonian for the radial Schrödinger equation partial wave \( l = 1 \) and the solutions \( F_K \) can be factorized in the form

\[ F_K = \frac{1}{\sqrt{3}} Y_{10} \tilde{F}_K^+ \]

(52)

where \( Y_{10} \) is a spherical harmonic. In terms of the dimensionless variable \( \rho = r/a_0 \),

\[ \left( \frac{2Ma^2}{\hbar^2} \right) (H_0 - E_1) = \left( -\frac{\partial^2}{\partial \rho^2} + \frac{2}{\rho^2} - \frac{2}{\rho} + 1 \right) \]

(53)

and the first few members of the sequence of \( \tilde{F}_n^+ \) are

\[ \tilde{F}_0^+ = 2 \rho^2 \exp(-\rho) \]  

(54)

\[ \tilde{F}_1^+ = 4 \rho \exp(-\rho) \]  

(55)

\[ \tilde{F}_2^+ = \frac{8}{\rho} \exp(-\rho) \]  

(56)
The sums $S_J$ considered earlier may now be expressed in terms of $F_m$ as

\[ S_0^+ = \langle F_0 | F_0 \rangle = \frac{1}{3} \frac{2^2}{2^5} = 1 \]  
\[ S_1^+ = \langle F_0 | F_1 \rangle = \frac{1}{3} \frac{2^3}{2^4} = \frac{1}{2} \]  
\[ S_2^+ = \langle F_1 | F_1 \rangle = \frac{1}{3} \frac{2^3}{2} = \frac{4}{3} \]  
\[ S_3^+ = \langle F_1 | F_2 \rangle = \frac{1}{3} \frac{2^5}{2} = \frac{16}{3} \]

in agreement with (36) - (39), verifying the efficacy of the constructive approach to the evaluation of the sum rules. The constructive approach provides a general method for generating the sequence of functions $F_K$ and the evaluation of the sum rules reduces to the evaluation of the overlap integrals of $F_K$.

Until now we have examined sums weighted by positive powers of the energy differences. But the general approach outlined in this section suggests that the procedure may be generalized to negative values of $J$. This will be examined next.

### 3.1 Sum rules of negative order

It is possible to study sums of squares of matrix elements weighted by negative powers of the energy differences by extending the system of equations (46) and (47) to negative values of $m$. For simplicity we first consider the case such as the ground state $1S$ of Hydrogen, when the operator $H_0$ has bound state eigenfunctions for angular momentum $l$ and energy $E_m$ but does not have normalizable solutions of angular momenta $L \pm 1$ at energy $E_m$ and will return the more general case later. For the simpler case, if we define $G_J = F_{-J}$, the appropriate system of differential equations is

\[ G_0 = F_0 = V_1|m\rangle \]  
\[ \left( \frac{2Ma^2}{\hbar^2} \right) (H_0 - E_m) G_{K+1} = G_K , \quad K = 0, 1, 2, \ldots, J \]  

which may be solved. In general differential equations with source terms present on the right hand side can have arbitrary amounts of solutions of the homogeneous differential equation added to any solution of the inhomogeneous differential equation and the boundary conditions satisfied at the origin and in the asymptotic region depending upon $V_1$ and the boundary conditions satisfied by $G_0$ need to be taken into account in choosing an appropriate $G_K$. However for the simpler case, such as the ground state of Hydrogen, such complications do not arise. In terms of the solutions to (61) and (62) the sum rules of negative order become

\[ S_{-J} = \sum_{n \neq m} \frac{|\langle m | V_1 | n \rangle|^2}{(k_m^2 - k_n^2)^J} + \int_0^\infty dk \frac{|\langle m | V_1 | k \rangle|^2}{(k_m^2 + k^2)^J} = \langle G_K | G_{J-K} \rangle , \quad K = 0, 1, \ldots, J \]  

where we have explicitly indicated $(J + 1)$ representations of the sum rule not all of which are distinct because the overlap of $G_K$ and $G_N$ is the same as the overlap of $G_N$ and $G_K$ for real functions.

We illustrate the procedure for the ground state of Hydrogen. The solutions $G_K$ satisfy the same boundary conditions as the $p$ state bound states of $H_0$. The solutions $G_K$ can be explicitly
solved for this case and the first few solutions are
\[ G_0 = \frac{2}{\sqrt{3}} Y_{10} \rho^2 \exp(-\rho) \] (64)
\[ G_1 = G_0 \frac{1}{2} (1 + \frac{\rho}{2}) \] (65)
\[ G_2 = G_0 \frac{1}{48} (22 + 11 \rho + 2\rho^2) \] (66)
which lead to the sum rules
\[ S_{-1}^+ = \langle G_0|G_1 \rangle = \frac{1}{2} \frac{1}{3} 2^2 \left( \frac{4!}{2^3} + \frac{1}{2} \frac{5!}{2^4} \right) = \frac{9}{8} = 1.125 \] (67)
\[ S_{-2}^+ = \langle G_1|G_1 \rangle = \frac{1}{2^2} \frac{1}{3} 2^2 \left( \frac{4!}{2^3} + \frac{5!}{2^4} + \frac{1}{2} \frac{6!}{2^5} \right) = \frac{43}{32} = 1.34375 \] (68)
\[ S_{-3}^+ = \langle G_1|G_2 \rangle = \frac{1}{2^2} \frac{1}{3} 2^2 \left( \frac{11}{6} \frac{4!}{2^3} + \frac{11}{6} \frac{5!}{2^4} + \frac{5}{8} \frac{6!}{2^5} + \frac{1}{12} \frac{7!}{2^6} \right) = \frac{319}{192} = 1.66145.. \] (69)
\[ S_{-4}^+ = \langle G_2|G_2 \rangle = \frac{1}{2^2} \frac{1}{3} 2^2 \left( \frac{484}{4!} \frac{4!}{2^3} + \frac{484}{5!} \frac{5!}{2^4} + \frac{209}{6!} \frac{6!}{2^5} + \frac{44}{7!} \frac{7!}{2^6} + \frac{1}{12} \frac{8!}{2^7} \right) = \frac{9673}{4608} = 2.099175.. \] (70)
The contribution of the discrete and continuum states to the sum rules can be calculated numerically and are given below:

| Order | Discrete | Continuum | Sum |
|-------|----------|-----------|-----|
| $S_{-1}^+$ | 0.915814.. | 0.209185.. | 1.124999.. |
| $S_{-2}^+$ | 1.178262.. | 0.165487.. | 1.343749.. |
| $S_{-3}^+$ | 1.524670.. | 0.136787.. | 1.661457.. |
| $S_{-4}^+$ | 1.982648.. | 0.116526.. | 2.099174.. |

verifying that the addition of the discrete sums which included the first 2000 terms and the numerical integrations of the continuum contributions indeed converge towards the values stipulated by the sum rules.

We note that in particular the sum rule of order -1 can be related to the polarizability of the ground state of Hydrogen. The second order perturbation shift of the ground state energy of a Hydrogen atom when placed in a uniform electric field polarized along the z direction is
\[ W_2 = -\frac{2M}{\hbar^2} \left( \sum_{n=2}^{\infty} \frac{|\langle 1 | \epsilon z | n \rangle|^2}{(k_1^2 - k_n^2)} + \int_0^{\infty} dk \frac{|\langle 1 \epsilon z | k \rangle|^2}{(k_1^2 + k^2)} \right) \] (75)
is related to $S_{-1}$ by
\[ S_{-1}^+ = \left( \frac{\hbar^2}{2M a_0^3} \right) \frac{1}{a_0^2} \frac{1}{\alpha \hbar} \left( -W_2 \right) = -\frac{1}{2a_0^3} \frac{W_2}{e^2} = \frac{9}{8} \] (76)
from which the polarizability of the 1S state of Hydrogen can be calculated in leading order (Schiff 1968) to be
\[ \alpha_0 = \frac{9}{2} a_0^3 \] (77)
It is evident from (74) that the bound states provide by far the greater contribution to the ground state polarizability but the continuum contribution is not insignificant.
3.2 Green’s function for negative order sum rules for Coulomb potential

For the case of the Coulomb potential it is possible to develop a Green’s function approach to solve the system of equations (61) and (62). We note that eq. (53) has a factorisable representation which may be used to find solutions to

$$ (H_0 - E_1) \Phi = -\frac{\hbar^2}{2Ma_0^2} \left( \frac{\partial}{\partial \rho} + 1 \right) \left( \frac{\partial}{\partial \rho} + \frac{2}{\rho} - 1 \right) \Phi = 0 $$

(78)

Two solutions to this equation one of which vanishes in the asymptotic region and the other is regular at the origin and their Wronskian are

$$ \Phi_1 = \exp(-\rho) \left( 1 + \frac{1}{\rho} + \frac{1}{2\rho^2} \right) $$

(79)

$$ \Phi_2 = \frac{1}{2\rho^2} \exp(\rho) - \Phi_1 $$

(80)

$$ W_{12} = \Phi_2 \frac{\partial \Phi_1}{\partial \rho} - \Phi_1 \frac{\partial \Phi_2}{\partial \rho} = -\frac{1}{\rho^2} $$

(81)

These solutions may be used to construct a Green’s function which solves

$$ \left( \frac{\partial}{\partial \rho} + 1 \right) \left( \frac{\partial}{\partial \rho} + \frac{2}{\rho} - 1 \right) G(\rho, \tilde{\rho}) = W_{12} \delta(\rho - \tilde{\rho}) $$

(82)

in terms of which the solution to eq. (62) may be given in the form

$$ \frac{\hbar^2}{2Ma_0^2} G_{K+1}(\rho) = \int_0^\infty G_K(\tilde{\rho}) \tilde{\rho}^2 G(\rho, \tilde{\rho}) d\tilde{\rho} $$

$$ = \Phi_1(\rho) \int_0^\rho \Phi_2(\tilde{\rho}) G_K(\tilde{\rho}) \tilde{\rho}^2 d\tilde{\rho} + \Phi_2(\rho) \int_0^\infty \Phi_1(\tilde{\rho}) G_K(\tilde{\rho}) \tilde{\rho}^2 d\tilde{\rho} $$

(83)

Using this hierarchy of solutions it is possible to construct sum rules of any negative order. It is evident from (35) that both the discrete sum and the integral converge for all negative J. It is also clear that in the limit of large negative J the ratio of successive sum rules tends to 4/3 as the n = 2 term from the discrete sum dominates in this limit.

Until now we have considered sum rules for dipole matrix elements connecting the ground state to the p states in the discrete and continuous spectrum. If the initial state is not the ground state and if the initial angular momentum \( l \neq 0 \) then the procedure we have outlined would need to be modified. We examine this next.

4 Generalization to arbitrary states

If the angular momentum of the initial state \( l \neq 0 \) then the perturbation \( V_1 \) can cause excitations to states with \( l \to l + 1 \) and \( l \to l - 1 \) and if there are degeneracies present, as in the case of Hydrogen 2S and 2P, for example, then there would be normalizable solutions to \( (H_0 - E_m) = 0 \) for angular momenta \( l, (l \pm 1) \) for the same \( E_m \) and under these circumstances (46), (47), (61) and (62) would need to be considered with due care. Towards this end it is convenient to separate
out the angular part of the relevant equations and examine the radial part expressed in terms of a dimensionless radial coordinate $\rho$ defined by $r = \rho a$ where $a$ is the scaling length associated with the potential $V_0$. Let

$$h_0 = \frac{2Ma^2}{\hbar^2} H_0 = -\frac{\partial^2}{\rho^2} + \frac{L^2}{\rho^2} + 2v_0, \quad v_0 = \frac{Ma^2}{\hbar^2} V_0$$

(84)

$$L^2 P_l(\cos \theta) = l(l + 1) P_l(\cos \theta)$$

(85)

and the initial state expressed in terms of the normalized radial eigenfunctions $R_{ml}$ be

$$\langle m, l \rangle = R_{ml}(\rho) \sqrt{\frac{2l + 1}{2}} P_l(\cos \theta) \quad \text{and} \quad (h_0 + k_m^2) \langle m, l \rangle = 0.$$  

(86)

In the above equations and in subsequent discussions $z$ and $k_m$ are dimensionless quantities arising after an appropriate scaling. If the scaled perturbation is $v_1 = \rho \cos \theta$, then

$$\cos \theta P_l(\cos \theta) = \frac{l + 1}{2l + 1} P_{l+1}(\cos \theta) + \frac{l}{2l + 1} P_{l-1}(\cos \theta)$$

(87)

$$v_1|m, l\rangle = \rho R_{ml}(\theta) \sqrt{\frac{2l + 3}{2}} P_{l+1} + \beta \sqrt{\frac{2l - 1}{2}} P_{l-1} = \rho \left( \alpha|m, l+1\rangle + \beta|m, l-1\rangle \right)$$

(88)

where

$$\alpha = \frac{l + 1}{\sqrt{(2l + 1)(2l + 3)}}, \quad \beta = \frac{l}{\sqrt{(2l + 1)(2l - 1)}}$$

(89)

and

$$\alpha^2 + \beta^2 = <l|\cos^2 \theta|l> = \frac{2l(l + 1) - 1}{4l(l + 1) - 3}$$

(90)

$$(l + 1)\alpha^2 - l\beta^2 = \frac{1}{2} <m|\sin^2 \theta|m> = \frac{l(l + 1) - 1}{4l(l + 1) - 3}$$

(91)

The orthogonality of Legendre polynomials ensures that for $l > 0$ there will be separate sum rules for transitions $l \rightarrow l + 1$ and $l \rightarrow l - 1$. To exhibit this we define

$$F^+_{0} = \rho R_{ml}(\rho) \sqrt{\frac{2l + 3}{2}} P_{l+1}(\cos \theta), \quad F^-_{0} = \rho R_{ml}(\rho), \quad F^+_{j} = \tilde{F}^+_{j}, \quad F^-_{j} = \tilde{F}^-_{j} \sqrt{\frac{2l + 3}{2}} P_{l+1}(\cos \theta)$$

(92)

$$F^+_{0} = \rho R_{ml}(\rho) \sqrt{\frac{2l - 1}{2}} P_{l-1}(\cos \theta), \quad F^-_{0} = \rho R_{ml}(\rho), \quad F^+_{j} = \tilde{F}^+_{j} \sqrt{\frac{2l - 1}{2}} P_{l-1}(\cos \theta)$$

(93)

then the generalization of (47) may be given in the form

$$\tilde{F}^{+}_{j} = (h_+ + k_m^2) \tilde{F}^{+}_{j-1} \rightarrow \tilde{F}^{+}_{j} = (h_+ + k_m^2)^J \tilde{F}^{+}_{0}$$

(94)

$$\tilde{F}^{-}_{j} = (h_+ + k_m^2) \tilde{F}^{-}_{j-1} \rightarrow \tilde{F}^{-}_{j} = (h_- + k_m^2)^J \tilde{F}^{-}_{0}$$

(95)

for positive $J$, where

$$h_+ = -\frac{\partial^2}{\rho^2} + \frac{(l + 1)(l + 2)}{\rho^2} + 2v_0$$

(96)

$$h_- = -\frac{\partial^2}{\rho^2} + \frac{l(l - 1)}{\rho^2} + 2v_0$$

(97)
For \( l \neq 0 \) the functions \( \tilde{F}_j^+ \) and \( \tilde{F}_j^- \) lead to separate sum rules. The above considerations lead us to consider the following sums valid for any value of \( l \):

\[
S_j^+ = \sum_n (k_m^2 - k_n^2)^l |\langle m, l| z| n, l + 1 \rangle|^2 + \int_0^\infty dk (k_m^2 + k_n^2)^l |\langle m, l| z| k, l + 1 \rangle|^2 = \alpha^2 \langle \tilde{F}_K^+ | \tilde{F}_{j-k}^- \rangle
\]

\[
S_j^- = \sum_n (k_m^2 - k_n^2)^l |\langle m, l| z| n, l - 1 \rangle|^2 + \int_0^\infty dk (k_m^2 + k_n^2)^l |\langle m, l| z| k, l - 1 \rangle|^2 = \beta^2 \langle \tilde{F}_K^- | \tilde{F}_{j-k}^+ \rangle
\]

\[
S_j = S_j^+ + S_j^-
\]

and the different values of \( K \) for a fixed value of \( J \) indicate the various equivalent forms for the sum rules.

The functions \( \tilde{F}_0^\pm \) and

\[
\tilde{F}_1^+ = (h^+ + k_m^2) (\rho R_{ml}) = 2 \left(\frac{l + 1}{\rho} - \frac{\partial}{\partial \rho}\right) R_{ml} = -2 \rho^{l+1} \frac{\partial}{\partial \rho} \left(\rho^{l+1} R_{ml}\right)
\]

\[
\tilde{F}_1^- = (h^- + k_m^2) (\rho R_{ml}) = 2 \left(-\frac{l}{\rho} - \frac{\partial}{\partial \rho}\right) R_{ml} = -2 \frac{\partial}{\partial \rho} \left(\rho^l R_{ml}\right)
\]

\[
\tilde{F}_2^+ = (h^+ + k_m^2) \tilde{F}_1^+ = 4 \frac{\partial v_0}{\partial \rho} R_{ml}
\]

\[
\tilde{F}_2^- = (h^- + k_m^2) \tilde{F}_1^- = 4 \frac{\partial v_0}{\partial \rho} R_{ml}
\]

\[
\tilde{F}_3^+ = (h^+ + k_m^2) \tilde{F}_2^+ = 8 \left(\frac{l + 1}{\rho^2} \frac{\partial v_0}{\partial \rho} - \frac{1}{2} \frac{\partial^3 v_0}{\partial \rho^3} - \frac{\partial^2 v_0}{\partial \rho^2} \frac{\partial}{\partial \rho}\right) R_{ml}
\]

\[
\tilde{F}_3^- = (h^- + k_m^2) \tilde{F}_2^- = 8 \left(-\frac{l}{\rho^2} \frac{\partial v_0}{\partial \rho} - \frac{1}{2} \frac{\partial^3 v_0}{\partial \rho^3} - \frac{\partial^2 v_0}{\partial \rho^2} \frac{\partial}{\partial \rho}\right) R_{ml}
\]

can be used to examine the first few sum rules. For \( J = 0 \) we find that

\[
S_0^+ = \alpha^2 \langle m, l| \rho^2| m, l \rangle , \quad S_0^- = \beta^2 \langle m, l| \rho^2| m, l \rangle , \quad S_0 = \langle m, l| \rho^2 \cos^2 \theta| m, l \rangle = \langle z^2 \rangle
\]

For \( J = 1 \) it may be shown that

\[
S_1^+ = \alpha^2 \langle \tilde{F}_0^+ | \tilde{F}_1^+ \rangle = 2\alpha^2 \langle m, l| l + 1 - \rho \frac{\partial}{\partial \rho}\rangle |m, l\rangle = \frac{(l + 1)^2}{2l + 1}
\]

\[
S_1^- = \beta^2 \langle \tilde{F}_0^- | \tilde{F}_1^- \rangle = 2\beta^2 \langle m, l| l + 1 - \rho \frac{\partial}{\partial \rho}\rangle |m, l\rangle = -\frac{l^2}{2l + 1}
\]

\[
S_1 = 1
\]
Proceeding along these lines the next 3 orders of sum rules can be given in the form

\[ S_2^+ = \alpha^2 \langle \tilde{F}_0^+ | \tilde{F}_2^+ \rangle = 4 \alpha^2 \langle m, l | \rho \frac{\partial v_0}{\partial \rho} | m, l \rangle \] (111)

\[ S_2^- = \beta^2 \langle \tilde{F}_0^- | \tilde{F}_2^- \rangle = 4 \beta^2 \langle m, l | \rho \frac{\partial v_0}{\partial \rho} | m, l \rangle \] (112)

\[ S_2 = 4 \langle m, l | \rho \frac{\partial v_0}{\partial \rho} \cos^2 \theta | m, l \rangle = 4 \langle m, l | \rho \frac{\partial v_0}{\partial z} \rangle \] (113)

\[ S_3^+ = \alpha^2 \langle \tilde{F}_1^+ | \tilde{F}_3^+ \rangle = 8 \alpha^2 \langle m, l | \rho \frac{v_0}{\rho} \left( \frac{l + 1}{\rho} - \frac{\partial}{\partial \rho} \right) | m, l \rangle \] (114)

\[ S_3^- = \beta^2 \langle \tilde{F}_1^- | \tilde{F}_3^- \rangle = 8 \beta^2 \langle m, l | \rho \frac{v_0}{\rho} \left( -\frac{l}{\rho} - \frac{\partial}{\partial \rho} \right) | m, l \rangle \] (115)

\[ S_3 = 4 \langle m, l | \rho \frac{\partial v_0}{\partial \rho} \left( \frac{\sin^2 \theta}{\rho} - 2 \cos^2 \theta \frac{\partial}{\partial \rho} \right) | m, l \rangle = 4 \left( \frac{\partial^2 v_0}{\partial z^2} \right) + 4 \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right) R_{ml} \rangle |_{\rho=0} \] (116)

\[ S_4^+ = \alpha^2 \langle \tilde{F}_2^+ | \tilde{F}_4^+ \rangle = 16 \alpha^2 \langle m, l | \left( \frac{\partial v_0}{\partial \rho} \right)^2 | m, l \rangle \] (117)

\[ S_4^- = \beta^2 \langle \tilde{F}_2^- | \tilde{F}_4^- \rangle = 16 \beta^2 \langle m, l | \left( \frac{\partial v_0}{\partial \rho} \right)^2 | m, l \rangle \] (118)

\[ S_4 = 16 \langle m, l | \left( \frac{\partial v_0}{\partial \rho} \cos \theta \right)^2 | m, l \rangle = 16 \left( \frac{\partial v_0}{\partial \rho} \right)^2 \] (119)

It may also be established that the fifth order sum rule may be given as

\[ S_5 = \alpha^2 \langle \tilde{F}_3^+ | \tilde{F}_5^+ \rangle + \beta^2 \langle \tilde{F}_3^- | \tilde{F}_5^- \rangle \]

\[ = 16 \left( \frac{\partial v_0}{\partial \rho} \right)^2 \left( \frac{\sin^2 \theta}{\rho^2} - \frac{\partial v_0}{\partial \rho} \cos^2 \theta \left( \frac{\partial^3 v_0}{\partial \rho^3} + 2 \frac{\partial^2 v_0}{\partial \rho^2} \frac{\partial}{\partial \rho} \right) \right) \]

\[ = 16 \left( \frac{\partial v_0}{\partial \rho} \right)^2 \left( \frac{\cos^2 \theta}{\rho^2} + \left( \frac{\partial^2 v_0}{\partial \rho^2} \right)^2 \cos^2 \theta \right) + 16 \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right)^2 R_{ml} \rangle |_{\rho=0} \]

\[ = 16 \left( \nabla \frac{\partial v_0}{\partial \rho} \right) \cdot \left( \nabla \frac{\partial v_0}{\partial \rho} \right) + 16 \left( \alpha^2 + \beta^2 \right) \left[ \frac{\partial v_0}{\partial \rho} \left( \frac{\partial^2 v_0}{\partial \rho^2} R_{ml} \right) \right] |_{\rho=0} \] (120)

The sixth order sum rule may also be constructed using (105) and (106) and given in the form

\[ S_6 = \alpha^2 \langle \tilde{F}_4^+ | \tilde{F}_6^+ \rangle + \beta^2 \langle \tilde{F}_4^- | \tilde{F}_6^- \rangle \]

\[ = 64 \langle \cos^2 \theta \left[ \frac{1}{\rho^4} \left( \frac{\partial v_0}{\partial \rho} \right)^2 \right] \frac{l(l+1)}{2 \rho^4} \right] \left( \frac{\partial^3 v_0}{\partial \rho^3} \right)^2 + \frac{l(l+1)}{2 \rho^4} \left( \frac{\partial v_0}{\partial \rho} \right)^2 + 3 \left( \frac{\partial v_0}{\partial \rho} \right)^2 \frac{1}{4} \left( \frac{\partial^3 v_0}{\partial \rho^3} \right)^2 + \frac{1}{2} \left( \frac{\partial v_0}{\partial \rho} \right)^2 \frac{1}{2} \left( \frac{\partial^3 v_0}{\partial \rho^3} \right)^2 \right) \]

\[ \Delta = 64 \left[ \langle \sin^2 \theta \left( \frac{\partial v_0}{\partial \rho} \frac{\partial^2 v_0}{\partial \rho^2} R_{ml} \rho^2 \right) \rho^2 \right] + \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right)^2 \frac{1}{2} + \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right)^2 R_{ml} \rangle \] (121)

\[ \Delta = 64 \left[ \langle \sin^2 \theta \left( \frac{\partial v_0}{\partial \rho} \frac{\partial^2 v_0}{\partial \rho^2} R_{ml} \rho^2 \right) \rho^2 \right] + \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right)^2 \frac{1}{2} + \langle \cos^2 \theta \left( \frac{\partial v_0}{\partial p} \right)^2 R_{ml} \rangle \] (122)

Higher members of the sequence \( \tilde{F}_j^\pm \) may be found using (104) - (106) and higher order sum rules may be constructed.

The sum rule of order \( J \) can be written in many equivalent forms by considering the overlap of functions \( \tilde{F}_K^\pm \) and \( \tilde{F}_{J-K}^\pm \) with \( K \) taking different values. For example the sum rules for \( J = 2 \)
may be written in terms of the overlap of the functions $F_j^\pm$ corresponding to $j = 0$ and $j = 2$ or in terms of the overlap of functions corresponding to $j = 1$ and $j = 1$. It can be shown that this equivalence leads to the relation

$$\langle \rho \frac{\partial V_0}{\partial \rho} \rangle = \langle R_{ml} \frac{l(l+1)}{\rho^2} | R_{ml} \rangle + \langle \partial R_{ml} \frac{\partial R_{ml}}{\partial \rho} \rangle = \langle 2(E_m - V_0) \rangle = 2 \langle \frac{p^2}{2M} \rangle$$

(123)

which is the Virial theorem for the potential $V_0$.

For $J = 3$ the two different ways of expressing the sum rule viz, from the overlap $(1,2)$ or the overlap $(0,3)$, leads to 2 equivalent expressions for $S_3$. For the case of $J = 4$ the overlaps $(2,2)$, $(1,3)$ and $(0,4)$ lead to 3 equivalent expressions for $S_4$. Such equivalences arise for all higher orders and are examples of Kramer’s relations which is discussed in Messiah (1966) in the context of the Coulomb potential. Higher order sum rules lead to a hierarchy of equivalences which may be looked upon as generalizations of the Virial theorem. These issues will be discussed in a later section.

For sum rules with $J$ a negative integer the sums have squares of matrix elements weighted by negative powers of energy gaps. The naive generalization of (61) and (62) would be

$$\left( \hbar + k_m^2 \right) \tilde{G}^+_{j+1} = \tilde{G}^+_{j}$$

(124)

$$\left( \hbar - k_m^2 \right) \tilde{G}^-_{j+1} = \tilde{G}^-_{j}$$

(125)

However the inhomogeneous differential equations (124) and (125) must be solved with due consideration given to the possibility that the homogeneous part of the differential equations may have normalizable solutions satisfying bound state boundary conditions. If such solutions exist the normalized solutions to the homogeneous differential equations denoted by

$$\left( \hbar + k_m^2 \right) \tilde{R}^+ = 0 , \quad \left( \hbar - k_m^2 \right) \tilde{R}^- = 0$$

(126)

give rise to the additional conditions on the solutions to the inhomogeneous equations:

$$\langle \tilde{R}^+ | (h_+ + k_m^2) \tilde{G}^+_j \rangle = \langle \tilde{G}^+_j | (h_+ + k_m^2) \tilde{R}^+ \rangle = 0$$

(127)

$$\langle \tilde{R}^- | (h_- + k_m^2) \tilde{G}^-_{j+1} \rangle = \langle \tilde{G}^-_{j+1} | (h_- + k_m^2) \tilde{R}^- \rangle = 0$$

(128)

Hence the normalized solutions to the homogeneous differential equations must be used to modify equations (124) and (125) to the form

$$\left( h_+ + k_m^2 \right) \tilde{G}^+_{j+1} = \tilde{G}^+_{j} = \tilde{G}^+_{j} - \langle \tilde{G}^+_{j} | \tilde{R}^+ \rangle \tilde{R}^+$$

(129)

$$\left( h_- + k_m^2 \right) \tilde{G}^-_{j+1} = \tilde{G}^-_{j} = \tilde{G}^-_{j} - \langle \tilde{G}^-_{j} | \tilde{R}^- \rangle \tilde{R}^-$$

(130)

so that the necessary conditions on the solutions to the inhomogeneous differential equations specified by (129) and (130) are automatically fulfilled by the new functions $\tilde{G}$:

$$\langle \tilde{R}^+ | \tilde{G}^+_j \rangle = 0 , \quad \langle \tilde{R}^- | \tilde{G}^-_j \rangle = 0$$

(131)

The expressions for the sum rules for positive values of $J$ given in (63) and (64) may now be extended to negative values of $J$ with the identification $\tilde{F}^\pm_j = \tilde{G}^\pm_j$ and the negative order sum
rules may be given in the form

\[ S^+_{-j} = \sum_{n \neq m} \frac{\langle m, l|z|n, l+1\rangle^2}{(k_m^2 - k_n^2)^j} + \int_0^\infty dk \frac{\langle m, l|z|k, l+1\rangle^2}{(k_m^2 + k^2)^j} = \alpha^2 \langle \hat{G}^+_K|\hat{G}^+_{l-j-K} \rangle \]  
\[ (132) \]

\[ S^-_{-j} = \sum_{n \neq m} \frac{\langle m, l|z|n, l-1\rangle^2}{(k_m^2 - k_n^2)^j} + \int_0^\infty dk \frac{\langle m, l|z|k, l-1\rangle^2}{(k_m^2 + k^2)^j} = \beta^2 \langle \hat{G}^-_K|\hat{G}^-_{l-j-K} \rangle \]  
\[ (133) \]

\[ S_{-j} = S^+_{-j} + S^-_{-j} \]  
\[ (134) \]

and the different values of \( K \) for a fixed value of \( J \) indicate the various equivalent forms for the sum rules. This construction is essentially the generalization of the procedure considered by Dalgarno and Lewis (1956). For \( l \neq 0 \) the functions \( \hat{G}^+_l \) and \( \hat{G}^-_l \) lead to separate sum rules.

We have shown that sums involving the squares of matrix elements connecting an initial state to final states in the discrete and continuum spectrum by a dipole perturbation weighted by various positive powers of the energy differences may be evaluated by 3 different methods: (I) By evaluation of transition matrix elements to individual states and summation and integration. (II) By finding the functions \( 3\bar{F}_j \) and evaluating the overlap integrals of these functions. We have shown that there are many equivalent ways of choosing a pair of functions from the set of functions \( F_j \) to evaluate the overlap integral relevant for the sum rule of a particular order. (III) By evaluation of a single matrix element in the initial state as in (17), (23), (24), (28) and (30). Sums with squares of matrix elements weighted by negative powers of energy differences may be evaluated using the methods (I) and (II) in the above list.

5 Coulomb potential

We now illustrate the procedure described above by examining the sum rules for the case of an attractive Coulomb potential. For the Coulomb potential the right hand side of (17), (23), (24), (28) and (30), which involve the expectation values of the derivatives of the Coulomb potential in the initial state \( |m, l\rangle \), may be evaluated in closed analytic form and lead to expressions for the first few positive order sum rules in terms of \( m \) and the eigenvalue \( \lambda = l(l+1) \) of \( L^2 \) in the form

\[ S_0 = \langle m, l|\rho^2 \cos^2 \theta|m, l\rangle = \frac{m^2}{2} \left( 5m^2 + 1 - 3\lambda \right) \frac{2\lambda - 1}{4\lambda - 3} \]  
\[ (135) \]

\[ S_1 = \langle m, l|l|m, l\rangle = 1 \]  
\[ (136) \]

\[ S_2 = 4 \langle m, l|\frac{\cos^2 \theta}{\rho}|m, l\rangle = \frac{4}{m^2} \frac{2\lambda - 1}{4\lambda - 3} \]  
\[ (137) \]

\[ S_3 = 4 \langle m, l|\frac{-2\cos^2 \theta + \sin^2 \theta}{\rho^3}|m, l\rangle + 4 \langle m, l|\cos^2 \theta|m, l\rangle \psi_{ml}(0) \delta_{l,0} \]  
\[ = -\frac{16}{m^3} \frac{1}{4\lambda - 3} \sqrt{4\lambda^2 + 1} \]  
\[ (138) \]

\[ S_4 = 16 \langle m, l|\frac{\cos^2 \theta}{\rho^4}|m, l\rangle = \left( \frac{4}{m} \right)^3 \frac{3m^2 - \lambda}{m^2} \frac{2\lambda - 1}{\lambda(4\lambda - 3)^2} \frac{1}{\sqrt{4\lambda^2 + 1}} \]  
\[ (139) \]
5.1 Sum rules for the 2S state of Hydrogen

The normalized radial functions for the 2S and 2P states are

\[ R_{2,0} = \frac{1}{\sqrt{8}} \left( \rho^2 - 2\rho \right) \exp \left( -\frac{\rho}{2} \right) \]  
\[ R_{2,1} = \frac{1}{\sqrt{4!}} \rho^2 \exp \left( -\frac{\rho}{2} \right) \]  

The 2S state is degenerate with the 2P state and a dipole perturbation can connect the 2S to all the P states including the 2P state. There is no need to consider \( \tilde{F}_J \) as there are no states with angular momenta less than 0. The first few solutions for \( \tilde{F}_J \) for positive values of J may be constructed in the form

\[ \tilde{F}_0^+ = \rho R_{2,0} = \frac{1}{\sqrt{8}} \left( \rho^3 - 2\rho^2 \right) \exp \left( -\frac{\rho}{2} \right) \]  
\[ \tilde{F}_1^+ = \left( h + \frac{1}{4} \right) \tilde{F}_0^+ = \frac{1}{\sqrt{8}} \left( \rho^3 - 4\rho \right) \exp \left( -\frac{\rho}{2} \right) \]  
\[ \tilde{F}_2^+ = \left( h + \frac{1}{4} \right) \tilde{F}_1^+ = \sqrt{2} \left( 1 - \frac{2}{\rho} \right) \exp \left( -\frac{\rho}{2} \right) \]  

Since there is a normalizable solution to \( \left( h + \frac{1}{4} \right) \tilde{R}^+ = 0 \) given by \( \tilde{R}^+ = R_{2,1} \) given in (137) we find that

\[ \tilde{G}_0^+ = \tilde{F}_0^+ - \tilde{R}^+ \langle \tilde{R}^+ | \tilde{F}_0^+ \rangle \]  
\[ \left( h + \frac{1}{4} \right) \tilde{G}_1^+ = \tilde{G}_0^+ = \frac{1}{\sqrt{8}} \left( \rho^3 - 5\rho^2 \right) \exp \left( -\frac{\rho}{2} \right) \]  

which may be solved to give

\[ \tilde{F}_{-1}^+ = \tilde{G}_1^+ = \frac{1}{\sqrt{8}} \left( \frac{\rho^4}{2} - 15\rho^2 \right) \exp \left( -\frac{\rho}{2} \right) \]  

so that the conditions \( \langle R_{2,1} | \tilde{F}_J^+ \rangle = 0 \) are satisfied when \( J \neq 0 \). The overlap integrals of the \( \tilde{F}_J^+ \) in (188) for \( J \geq 0 \) and the overlap integrals in (189) for negative orders lead to the sum rules

\[ S_0 = 14 , S_1 = 1 , S_2 = \frac{2}{3} , S_{-1} = 30 , S_{-2} = 195 \]  

The positive order sums are in agreement with the results given in (135)-(138) for \( m = 2 \) and \( \lambda = 0 \). The numerical evaluation of the contribution of the first 2000 discrete states and the continuum states to the sum rules which are given below

| Order | Discrete 2S - nP | Continuum 2S - kP | Sum |
|-------|------------------|------------------|-----|
| \( S_0 \) | 13.176806.. | 0.823193.. | 13.999999.. | (149) |
| \( S_1 \) | 0.648907.. | 0.351092.. | 0.999999.. | (150) |
| \( S_2 \) | 0.104632.. | 0.228701.. | 0.333333.. | (151) |
| \( S_3 \) | 0.017622.. | 0.649044.. | 0.666666.. | (152) |
| \( S_{-1} \) | 27.70006.. | 2.29993.. | 29.99999.. | (153) |
| \( S_{-2} \) | 187.959.. | 7.04049.. | 194.9999.. | (154) |
verify that the sums tend towards the values stipulated by the sum rules in (138). The continuum contribution to the sums with \( J \geq 4 \) diverge. Sum rules exist for all negative values of \( J \) and may be evaluated by solving inhomogeneous differential equations for \( \tilde{F}^+_2, \tilde{F}^+_3, \ldots \) and evaluating the overlap integrals of the appropriate functions.

5.2 Sum rules for the 2P state of \( H \)

The 2P state is degenerate with the 2S state and a dipole perturbation can connect the 2P state to all the S states and the higher lying D states. From (89) it can be seen that \( \alpha^2 = \frac{4}{15} \) and \( \beta^2 = \frac{1}{5} \) for the excitations from the 2P state. Since there are no normalizable solutions to \((h + \frac{1}{4}) \hat{R}^+ = 0\) the first few solutions for \( \tilde{F}^+_j \) are

\[
\begin{align*}
\tilde{F}^+_0 &= \rho R_{2,1} = \frac{1}{\sqrt{4!}} \rho^3 \exp(-\frac{\rho^2}{2}) \quad (155) \\
\tilde{F}^+_1 &= (h_+ + \frac{1}{4}) \tilde{F}^+_0 = \frac{1}{\sqrt{4!}} \rho^2 \exp(-\frac{\rho^2}{2}) \quad (156) \\
\tilde{F}^+_2 &= (h_+ + \frac{1}{4}) \tilde{F}^+_1 = \frac{1}{\sqrt{4!}} \rho \exp(-\frac{\rho^2}{2}) \quad (157) \\
\tilde{F}^-_{-1} &= \frac{1}{\sqrt{4!}} \left( \rho^4 + 3 \rho^3 \right) \exp(-\frac{\rho^2}{2}) \quad (158) \\
\tilde{F}^-_{-2} &= \frac{1}{\sqrt{4!}} \left( \rho^5 + 16 \rho^4 + 96 \rho^3 \right) \exp(-\frac{\rho^2}{2}) \quad (159)
\end{align*}
\]

There is a normalizable solution to \((h + \frac{1}{4}) \tilde{R}^- = 0\) which is \( \tilde{R}^- = R_{2,0} \) given in (142) and the first few solutions for \( \tilde{F}^-_j \) can be constructed in the form

\[
\begin{align*}
\tilde{F}^-_0 &= \rho R_{2,1} - R_{2,0} \langle R_{2,0} | R_{2,1} \rangle = \frac{1}{\sqrt{4!}} \left( \rho^3 - 9 \rho^2 + 18 \rho \right) \exp(-\frac{\rho^2}{2}) \quad (160) \\
\tilde{F}^-_1 &= \left( h_+ + \frac{1}{4} \right) \tilde{F}^-_0 = \frac{1}{\sqrt{4!}} \left( \rho^2 - 6 \rho \right) \exp(-\frac{\rho^2}{2}) \quad (161) \\
\tilde{F}^-_2 &= \left( h_+ + \frac{1}{4} \right) \tilde{F}^-_1 = \frac{1}{\sqrt{4!}} \rho \exp(-\frac{\rho^2}{2}) \quad (162) \\
\tilde{F}^-_{-1} &= \frac{1}{\sqrt{4!}} \left( \rho^4 - 3 \rho^3 - 3 \rho^2 + 6 \rho \right) \exp(-\frac{\rho^2}{2}) \quad (163) \\
\tilde{F}^-_{-2} &= \frac{1}{\sqrt{4!}} \left( \rho^5 + \rho^4 - 6 \rho^3 - 456 \rho^2 + 912 \rho \right) \exp(-\frac{\rho^2}{2}) \quad (164)
\end{align*}
\]

so that the conditions \( \langle R_{2,0} | \tilde{F}^-_j \rangle = 0 \) are fulfilled. The overlap integrals of the \( \tilde{F}^-_j \) in (158)-(160) for \( J \geq 0 \) and the overlap integrals in (152) for negative orders lead to the sum rules

\[
\begin{align*}
S_0^- &= 10, \quad S_1^- = -\frac{1}{3}, \quad S_2^- = \frac{1}{3}, \quad S_3^- = -\frac{2}{9}, \quad S_4^- = \frac{2}{9}, \quad S_{-1}^- = 2, \quad S_{-2}^- = 19 \quad (165) \\
S_0^+ &= 8, \quad S_1^+ = \frac{4}{3}, \quad S_2^+ = \frac{4}{15}, \quad S_3^+ = \frac{4}{45}, \quad S_4^+ = \frac{8}{45}, \quad S_{-1}^+ = 52, \quad S_{-2}^+ = 352 \quad (166) \\
S_0 &= 18, \quad S_1 = 1, \quad S_2 = \frac{3}{5}, \quad S_3 = -\frac{2}{15}, \quad S_4 = \frac{2}{5}, \quad S_{-1} = 54, \quad S_{-2} = 371 \quad (167)
\end{align*}
\]

The positive order sums \( S_J \) are in agreement with the results given in (139) for \( m = 2 \) and \( \lambda = 2 \). The continuum contribution to the sum rules diverge for \( J \geq 5 \) but the sum rules
converge for all negative orders. The numerical evaluation of the contribution of the first 2000 discrete states and the continuum states to the sum rules which are given below.

| Order | Discrete $2P - nS$ | Continuum $2P - kS$ | Sum          |
|-------|---------------------|----------------------|--------------|
| $S_0^-$ | 9.3978..        | 0.0602..             | 9.9999..     | (168) |
| $S_1^-$ | -0.3567..       | 0.0234..             | -0.3333..    | (169) |
| $S_2^-$ | 0.32166..        | 0.0116..             | 0.3333..     | (170) |
| $S_3^-$ | -0.23252..      | 0.0103..             | -0.2222..    | (171) |
| $S_4^-$ | 0.17586..        | 0.0463..             | 0.2222..     | (172) |
| $S_{-1}$ | 1.82473..       | 0.1752..             | 1.9999..     | (173) |
| $S_{-2}$ | 18.4514..       | 0.5485..             | 18.9999..    | (174) |

| Order | Discrete $2P - nD$ | Continuum $2P - kD$ | Sum          |
|-------|---------------------|----------------------|--------------|
| $S_0^+$ | 7.38669..        | 0.61330..             | 7.9999..     | (175) |
| $S_1^+$ | 1.11382..       | 0.21951..             | 1.3333..     | (176) |
| $S_2^+$ | 0.17304..        | 0.09362..             | 0.2666..     | (177) |
| $S_3^+$ | 0.02790..        | 0.06098..             | 0.0888..     | (178) |
| $S_4^+$ | 0.00470..        | 0.17307..             | 0.1777..     | (179) |
| $S_{+1}$ | 50.1225..       | 1.87746..             | 51.9999..    | (180) |
| $S_{+2}$ | 345.927..       | 6.07274..             | 351.9999..   | (181) |

verify that the sums tend towards the values stipulated by the sum rules in (165) and (166).

### 5.3 Dipole sum rules for power law potentials

We now consider the dipole sum rules for power law potentials $V_0 = A r^\gamma$ expressed in terms of a dimensionless radial variable $\rho$ using an appropriate scaling length $a$ and a corresponding scaled energy in the form

\[
V_0 = \epsilon v_0, \quad v_0 = \frac{\rho^\gamma}{\gamma}, \quad \epsilon = \frac{\hbar^2}{Ma^2}, \quad a^{\gamma+2} = \frac{\hbar^2}{M|A\gamma|}, \quad E_m = \epsilon \epsilon_m
\]  

(182)

and examine the dimensionless quantities

\[
S_J = \left(\frac{\alpha}{c}\right)^J \left[ \sum_n (E_n - E_m)^J |\langle m| \rho \cos \theta |n\rangle|^2 + \int_0^\infty dk (E_k - E_m)^J |\langle m| \rho \cos \theta |k\rangle|^2 \right]
\]

(183)
Using the relations given in (88), (89), (90), (17), (23), (24), (28) and (30) it can be shown that the first few sum rules may be brought to the form

\[ S_0 = \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \langle m | \rho^2 | m \rangle \quad (184) \]

\[ S_1 = 1 \quad (185) \]

\[ S_2 = 4 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \langle m | \rho \frac{\partial v_0}{\partial \rho} | m \rangle \quad (186) \]

\[ S_3 = 4 \langle m | \left( \frac{\partial^2 v_0}{\partial \rho^2} \cos^2 \theta + \frac{1}{\rho} \frac{\partial v_0}{\partial \rho} \sin^2 \theta \right) | m \rangle \quad (187) \]

\[ S_4 = 16 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \langle m | \left( \frac{\partial v_0}{\partial \rho} \right)^2 | m \rangle \]

The Virial theorem applied to power law potentials

\[ \langle \rho \frac{\partial v_0}{\partial \rho} \rangle = \gamma \langle v_0 \rangle = 2 \langle (\epsilon_m - v_0) \rangle \rightarrow \langle v_0 \rangle = \frac{2}{\gamma + 2} \epsilon_m \quad (188) \]

may be used to express \( S_2 \) in the form

\[ S_2 = 4 \frac{2\gamma}{\gamma + 2} \epsilon_m \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \quad (189) \]

Using (89) and (182) the expressions for \( S_3 \) and \( S_4 \) can be brought to the form

\[ S_3 = 4 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \left( \gamma - 2 \right) + 1 \left( \gamma - 2 \right) \langle m | \rho^{\gamma - 2} | m \rangle \quad (190) \]

\[ S_4 = 16 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \langle m | \rho^{2\gamma - 2} | m \rangle \quad (191) \]

The potential \( V_0 = \epsilon \log \rho \) does not belong to the power law category but \( S_0 \) and \( S_1 \) are still given by (184) and (185) and

\[ S_2 = 4 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \quad (192) \]

\[ S_3 = 4 \langle m | \frac{\sin^2 \theta - \cos^2 \theta}{\rho^2} | m \rangle = \frac{4}{3 - 4l(l + 1)} \langle m | \frac{1}{\rho^2} | m \rangle \quad (193) \]

\[ S_4 = 16 \left( \frac{2l(l + 1) - 1}{4l(l + 1) - 3} \right) \langle m | \frac{1}{\rho^2} | m \rangle = 4 \left[ 1 - 2l(l + 1) \right] S_3 \quad (194) \]

It is evident that \( S_3 \) and \( S_4 \) are simply related by a scaling factor. The Virial theorem for a logarithmic potential leads to the relation

\[ \langle m | \log \rho | m \rangle = \epsilon_m - \frac{1}{2} \quad (195) \]

6 Equivalence relations

It was noted earlier that the sum rules may be represented in various equivalent forms. Here we consider the question in detail. In general it is possible to establish that for functions obeying...
relations of the form of (94) and (95)

\[ \langle F_j | F_{k+1} \rangle = \int_0^\infty F_j (h_\pm - E_m) F_k \, d\rho = \langle F_{j+1} | F_k \rangle - W(F_j, F_k)|_{\infty} \]  

\[ W(F_j, F_k) = F_j \frac{\partial F_k}{\partial \rho} - F_k \frac{\partial F_j}{\partial \rho} \]  

(196)  

(197)

For exponentially decaying functions the Wronskian evaluated at \( \rho = \infty \) vanishes and if the overlap integrals exist it is possible to establish that the two overlaps are equal only if \( W \) evaluated at \( \rho = 0 \) vanishes. But if the \( W(\rho = 0) \) exists and has a non-vanishing value \( \Delta \) then in general

\[ \langle F_j | F_{k+1} \rangle = \langle F_{j+1} | F_k \rangle + \Delta \]  

(198)

By evaluating \( \tilde{F}_3^\pm \) using (105) and (106) it can be established that

\[ \langle \tilde{F}_0^+ | \tilde{F}_2^- \rangle = \langle \tilde{F}_1^+ | \tilde{F}_3^- \rangle + \Delta \]  

(199)

(200)

\[ \Delta = \frac{4bC^2}{\rho^l+1} |_{\rho=0} = \frac{4bC^2}{\rho^l+1} |_{\rho=0} \]  

If \( \nu_0(0) \rightarrow b\rho^l \) and \( R_{ml}(0) \rightarrow C_l \rho^l+1 \) then

\[ \Delta = 4bC^2 \gamma (\gamma - 2) \]  

if \( l = -\frac{\gamma + 1}{2} \), \( \Delta = 0 \) otherwise (201)

For the Coulomb potential using

\[ b = -1, \ \gamma = -1, \ C_l = \frac{2l+1}{m^{l+2}} \frac{1}{(2l+1)!} \frac{\sqrt{(m+l)!}}{\sqrt{(m-l-1)!}} \]  

(202)

it can be shown that

\[ l = 0 \rightarrow \Delta = -\frac{48}{m^3}, \ l \neq 0 \rightarrow \Delta = 0 \]  

(203)

We can thus conclude that for Hydrogen atom the sum rule of order 3 can be given in the form

\[ l = 0 \rightarrow S_3^+ = \frac{1}{3} \langle \tilde{F}_1^+ | \tilde{F}_2^- \rangle = \frac{1}{3} \langle \tilde{F}_0^+ | \tilde{F}_3^- \rangle + \frac{16}{m^3} \]  

(204)

\[ l \neq 0 \rightarrow S_3^+ = \alpha^2 \langle \tilde{F}_1^+ | \tilde{F}_2^- \rangle = \alpha^2 \langle \tilde{F}_0^+ | \tilde{F}_3^- \rangle \]  

(205)

\[ l \neq 0 \rightarrow S_3^- = \beta^2 \langle \tilde{F}_1^- | \tilde{F}_2^- \rangle = \beta^2 \langle \tilde{F}_0^- | \tilde{F}_3^- \rangle \]  

(206)

We can check this result using the example of the 2S state of Hydrogen for which using (142)-(144)

\[ \tilde{F}_3^+ = \left( h_+ + \frac{1}{4} \right) \tilde{F}_2^+ = \sqrt{3} \left( -\frac{1}{\rho} + \frac{4}{\rho^2} \right) \exp \left( -\frac{\rho}{2} \right) \]  

(207)

it can be shown that

\[ \langle \tilde{F}_1^+ | \tilde{F}_2^- \rangle = 2, \ \langle \tilde{F}_0^+ | \tilde{F}_3^- \rangle = -4 \]  

(208)

which satisfy (204) with \( m = 2 \). We have used the example of Hydrogen to illustrate the subtlety required in establishing the equivalence of different expressions of the sum rules. In the case of
Hydrogen we can use (203) and the result that the Laplacian acting on the Coulomb potential yields a delta function to easily establish that for the S states

\[ S_3 = \frac{4}{3} \left( R_{m,0}(0) \right)^2 = \frac{16}{3m^3} \]  

which for \( m = 2 \) gives \( S_3 = \frac{2}{3} \) in agreement with (204) and (207). For all potentials \( v_0 \) which are less singular than the Coulomb potential \( S_3 \) is finite and may be expressed in terms of \( v_0 \) in the equivalent forms

\[ S_3 = 4\left( \frac{\partial^2 v_0}{\partial x^2} \right) = 4\left( \frac{\partial v_0 \sin^2 \theta}{\rho} + \cos^2 \theta \frac{\partial^2 v_0}{\partial \rho^2} \right) = 4\left( \frac{\partial v_0}{\partial \rho} \left[ \sin^2 \theta \rho - 2 \cos^2 \theta \frac{\partial}{\partial \rho} \right] \right) \]  

The procedure discussed above can be extended to study equivalent expressions for the higher order sum rules. For the fourth order we can establish that

\[
\langle F_2^+ | F_2^- \rangle = \langle F_1^- | F_3^- \rangle - W(F_1^+, F_2^-) \big|_0
\]

\[
W(F_1^+, F_2^-) \big|_0 = 8\left[ \frac{\partial^2 v_0}{\partial \rho^2} \left( \frac{l+1}{\rho} R_{ml} - \frac{\partial R_{ml}}{\partial \rho} \right) R_{ml}
  + \left( \frac{l+1}{\rho^2} R_{ml}^2 - \left( \frac{\partial R_{ml}}{\partial \rho} \right)^2 + R_{ml} \frac{\partial^2 R_{ml}}{\partial \rho^2} \right) \right] \big|_0 \rightarrow 0
\]

\[
W(F_1^-, F_2^-) \big|_0 = -8\left[ \frac{\partial^2 v_0}{\partial \rho^2} \left( \frac{l}{\rho} R_{ml} + \frac{\partial R_{ml}}{\partial \rho} \right) R_{ml} + \left( \frac{l}{\rho^2} R_{ml}^2 + \left( \frac{\partial R_{ml}}{\partial \rho} \right)^2 - R_{ml} \frac{\partial^2 R_{ml}}{\partial \rho^2} \right) \right] \big|_0
\]

\[
\rightarrow -8(2l + 1) \left[ \left( \frac{\partial^2 v_0}{\partial \rho^2} \rho + \frac{\partial v_0}{\partial \rho} \rho^2 \right) R_{ml} \right] \big|_0
\]

The Wronskian may be evaluated for the Coulomb potential using known solutions to show that it vanishes for \( l \geq 2 \), is divergent for \( l = 0 \) and for \( l = 1 \) it has a finite value given by

\[
W(F_1^- F_2^-) \big|_0 = 24 \left( \frac{2^2}{3^2} \frac{m^2 - 1}{m^5} \right) = \frac{32}{3} \left( \frac{m^2 - 1}{m^5} \right)
\]

This result may be checked for the 2P state of Hydrogen for which all the integrals may be explicitly carried out yielding

\[
\langle F_2^+ | F_2^- \rangle = \langle F_1^- | F_3^- \rangle = \langle F_1^+ | F_3^+ \rangle = \frac{2}{3}, \quad \langle F_1^- | F_3^- \rangle = \frac{5}{3}, \quad W(F_1^-, F_2^-) \big|_0 = 1
\]

in agreement with the general results.

Another equivalence to consider in the fourth order is

\[
\langle F_1^+ | F_3^+ \rangle = \langle F_0^+ | F_3^+ \rangle - W(F_0^+, F_3^-) \big|_0
\]

The Wronskians can be evaluated for the Coulomb potential by considering the limiting values of \( F_j^\pm \) as \( \rho \rightarrow 0 \) and it can be shown that it vanishes for \( l \geq 2 \) and yields values \( \Delta_{-}^l \) for \( l = 1 \). It can be shown that \( \Delta^\pm = 0 \) and \( \Delta^\pm \) is finite.
Thus the fourth order sum rule for the Coulomb potential can be given as

\[ l \geq 2 \rightarrow S_4^+ = \alpha^2 \langle \hat{F}_{2}^2 | \hat{F}_{2}^+ \rangle = \alpha^2 \langle \hat{F}_{1}^+ | \hat{F}_{2}^+ \rangle = \alpha^2 \langle \hat{F}_{0}^+ | \hat{F}_{2}^+ \rangle = \alpha^2 \langle \hat{F}_{0}^+ | \hat{F}_{0}^+ \rangle \]  \hspace{1cm} (217)

\[ l = 1 \rightarrow S_4^+ = \alpha^2 \langle \hat{F}_{2}^2 | \hat{F}_{2}^- \rangle = \beta^2 \langle \hat{F}_{1}^- | \hat{F}_{2}^- \rangle = \beta^2 \langle \hat{F}_{0}^- | \hat{F}_{2}^- \rangle \]  \hspace{1cm} (218)

\[ l \geq 2 \rightarrow S_4^- = \beta^2 \langle \hat{F}_{2}^- | \hat{F}_{2}^- \rangle = \beta^2 \langle \hat{F}_{1}^- | \hat{F}_{2}^- \rangle = \beta^2 \langle \hat{F}_{0}^- | \hat{F}_{2}^- \rangle \]  \hspace{1cm} (219)

\[ l = 1 \rightarrow S_4^- = \beta^2 \langle \hat{F}_{1}^- | \hat{F}_{2}^- \rangle = \beta^2 \left( \langle \hat{F}_{1}^- | \hat{F}_{2}^- \rangle - \frac{32(m^2-1)}{3m^5} \right) \]  \hspace{1cm} (220)

For the Coulomb potential \( S_4 \) is finite only if \( l \geq 1 \). For all potentials \( v_0 \) which are less singular than the Coulomb potential \( S_4 \) is finite for \( l \geq 1 \) and may be expressed in terms of \( v_0 \) in the equivalent forms

\[ S_4 = \frac{1}{16} \left( \left( \frac{\partial v_0}{\partial \rho} \right)^2 \right) = \left( -k_m^2 - 2v_0 - \frac{l(l+1)}{\rho^2} \frac{\partial^2 v_0}{\partial \rho^2} + \frac{l(l+1)}{\rho^3} \frac{\partial v_0}{\partial \rho} + \frac{1}{4} \frac{\partial^4 v_0}{\partial \rho^4} \right) \]  \hspace{1cm} (221)

\[ = \frac{1}{\rho} \left( 2v_0 + k_m^2 \right) \frac{\partial^3 v_0}{\partial \rho^3} + \frac{l(l+1)}{\rho^2} \left( \frac{\partial^2 v_0}{\partial \rho^2} - \frac{1}{\rho} \frac{\partial^2 v_0}{\partial \rho^2} + \frac{1}{\rho^2} \frac{\partial v_0}{\partial \rho} \right) + \frac{\partial v_0}{\partial \rho} \frac{\partial^2 v_0}{\partial \rho^2} - \frac{1}{4} \frac{\partial^4 v_0}{\partial \rho^4} \]  \hspace{1cm} (222)

For the Coulomb potential if \( l = 1 \) there is an additional term arising from the non-vanishing contribution at \( \rho = 0 \) of terms arising from integration by parts which can be calculated. But for \( l \geq 2 \), (218) and (219) are valid and gives rise to the relation

\[ \frac{1}{\rho^2} = \frac{2}{m^2} \langle \frac{1}{\rho^2} \rangle - 4 \frac{1}{\rho^4} + 3(l-1)(l+2) \frac{1}{\rho^5} \]  \hspace{1cm} (223)

\[ = \frac{6}{m^2} \langle \frac{1}{\rho^2} \rangle - 14 \frac{1}{\rho^4} + 9(l-1)(l+2) \frac{1}{\rho^5} \]  \hspace{1cm} (224)

\[ \rightarrow 5 \frac{1}{\rho^2} = \frac{2}{m^2} \langle \frac{1}{\rho^2} \rangle + 3(l-1)(l+2) \frac{1}{\rho^5} \]  \hspace{1cm} (225)

which is an example of Kramers relation (Kramers 1926) for the Coulomb potential (Messiah 1966)

\[ \frac{J + 1}{m^2} \langle \rho^J \rangle - (2J + 1) \langle \rho^{J-1} \rangle + \frac{J}{4} (2l + 1 + J)(2l + 1 - J) \langle \rho^{J-2} \rangle = 0, \quad J \geq -2l \]  \hspace{1cm} (226)

for the specific case \( J = -3 \).

The fifth, sixth and higher order sum rules may be given in many equivalent forms by considering overlaps of \( \hat{F}_j^\pm \) functions. To understand the relation between the different forms of the sum rules we next examine some properties of expectation values in Quantum Mechanics arising from the Schrödinger equation.

### 7 Generalization of Kramers relations

We now show how the results derived in Quigg and Rossner (1979) and Messiah may be generalized. The Schrödinger equation for the radial eigenfunction given in eq. 10 may be written in
Let $f$ be a function of $\rho$ and a dot denote derivative with respect to $\rho$. Multiplication of the two sides of the Schrödinger equation by $2f\dot{R}_{ml}$ and integration in the domain $[0, \infty]$ yields the expressions

$$\int_{0}^{\infty} f \frac{\partial^{2} R_{ml}}{\partial \rho^{2}} d\rho = -f\dot{R}_{ml}|_{0} - \int_{0}^{\infty} \left( f\dot{R}_{ml} \right) \dot{R}_{ml} d\rho$$

which leads to interesting results.

The explicit form of $Q$ in eq. (227) may be used to bring eq. (231) to the form

$$\text{• } - \frac{1}{4} \left( \frac{\partial^{3} f}{\partial \rho^{3}} \right) + k_{m}^{2} \left( \frac{\partial f}{\partial \rho} \right) + l(l+1) \left( \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \frac{f}{\rho} \right) \right) = \frac{b}{2} C_{l}^{2} (2l+1)^{2} \delta_{q,-2l}$$

which reduces to (224) if $f = \rho^{-2}$, $v_{0} = -\rho^{-1}$ and $l \geq 2$. So (232) is a generalization of the relations considered by Kramers (1926), Messiah (1966), and Quigg and Rossner (1979).

We now consider some specific choices of $f$ which lead to interesting results.

1. If $f = b$ is a constant then we obtain the relation

$$V_{\text{eff}} = v_{0} + \frac{l(l+1)}{2\rho^{2}}, \quad \langle \frac{\partial V_{\text{eff}}}{\partial \rho} \rangle = \frac{C_{l}^{2}}{2} \delta_{0,l}$$

which shows that the expectation value of the effective force is zero for non-zero values of $l$. For $l = 0$ the expectation value of the force is only proportional to the square of the eigenfunction at $\rho = 0$. The probability density $|\psi_{m,0}(0)|^{2}$ is of interest, for example, in the leptonic decays of massive neutral vector mesons $V^{0}$ which are $^{3}S_{1}$ bound states of a quark and an anti-quark. The decay width (Quigg and Rossner 1979) is given by

$$\Gamma(V^{0} \to l^{+}l^{-}) = 16\pi \frac{h^{3}}{c} \left( \frac{\alpha_{e} e_{q}}{M_{V}} \right)^{2} |\Psi(0)|^{2} = 4 \frac{c}{\alpha} \left( \frac{h}{M_{V} c a} \right)^{2} C_{0}^{2}$$
where \( e_q \) is the charge of the quark in units of the electron charge, \( c \) is the velocity of light and \( M_V \) is the mass of the vector meson. It is evident from (221) and (222) that the decay width is directly proportional to the expectation value of the force in a spherically symmetric eigenstate of the vector meson.

2. If \( f = b \rho \) then we get
\[
\langle \rho \frac{\partial v_0}{\partial \rho} \rangle = \langle ( -k_m^2 - 2v_0 ) \rangle = 2 \langle (E_m - v_0) \rangle = 2 \langle \text{Kinetic Energy} \rangle
\]
which is the Virial theorem.

3. If \( f = b \rho^2 \) then
\[
\langle \rho \frac{\partial v_0}{\partial \rho} \rangle = \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{4} \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{2} \left( (2l + 1)^2 \delta_{q,-2l} \right)
\]

4. If \( f = b \rho^3 \) then
\[
\langle \rho \frac{\partial v_0}{\partial \rho} \rangle = -\frac{1}{2} \left( (2l - 1)(2l + 3) \right)
\]

5. If \( f = b R_m^2 \) then
\[
\langle \rho \frac{\partial^2 f}{\partial \rho^2} \rangle = 0 \rightarrow \int_0^\infty R_m^2 \frac{\partial^2 R_m^2}{\partial \rho^2} d\rho = 0
\]
which is a statement about any bound state probability distribution.

6. If \( f = v_0 \) and \( f(0) \rightarrow b \rho^3 |_0 \) then
\[
\langle \rho \frac{\partial v_0}{\partial \rho} \rangle = \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{4} \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{2} b \frac{C_l^2}{(2l + 1)^2} \delta_{q,-2l}
\]

7. If \( f = \frac{\partial v_0}{\partial \rho} \) and \( f(0) \rightarrow b \rho^3 |_0 \) then
\[
\langle \rho \frac{\partial v_0}{\partial \rho} \rangle = \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{4} \langle ( -k_m^2 - 2v_0 ) \rangle = \frac{1}{2} b \frac{C_l^2}{(2l + 1)^2} \delta_{q,-2l}
\]
which can be used to give the fourth order sum rule in the form
\[
S_4 = \frac{1}{16} \langle \left( \rho \frac{\partial v_0}{\partial \rho} \right)^2 \rangle = \langle \left( -k_m^2 - 2v_0 \right) \frac{\partial^2 v_0}{\partial \rho^2} + \frac{l(l+1)}{\rho^2} \frac{\partial v_0}{\partial \rho} \left( \frac{\partial v_0}{\partial \rho} \right) \rangle + \frac{1}{2} C_l^2 \left( (2l + 1)^2 \delta_{q,-2l} \right)
\]
in agreement with eq. (221). Similarly the choice \( f = \rho^2 \frac{\partial v_0}{\partial \rho} \) in eq. (222) may be used to show that
\[
\langle \left( \rho \frac{\partial v_0}{\partial \rho} \right)^2 \rangle = \langle \left( -k_m^2 - 2v_0 \right) \frac{\partial^2 v_0}{\partial \rho^2} + \frac{l(l+1)}{\rho^2} \frac{\partial v_0}{\partial \rho} \left( \frac{\partial v_0}{\partial \rho} \right) \rangle + \frac{1}{2} C_l^2 \left( (2l + 1)^3 \delta_{q,-2l} \right)
\]
which is consistent with (221) and (222). It is clear that the equivalence expressed in (222) is responsible for the various different ways of expressing the sum rules.
All the above results can be verified using the known expectation values for the Coulomb potential (Pauling and Wilson 1935):

\[
\langle \rho^2 \rangle = \frac{m^4}{2} \left( 5 + \frac{1 - 3(l+1)}{m^2} \right), \quad \langle \rho \rangle = \frac{m^2}{2} \left( 3 - \frac{l(l+1)}{m^2} \right)
\]

(243)

(244)

For example, for the \( l = 1 \) states (240) and (241) lead to the equality

\[
\langle \frac{1}{\rho^4} \rangle = \frac{1}{m^2} \langle \frac{2}{\rho^3} \rangle - \frac{4}{m^2} \frac{2(2m^2-1)}{3^2m^5} = \frac{1}{m^2} \langle \frac{6}{\rho^3} \rangle - \langle \frac{2}{\rho^4} \rangle + \frac{27}{2} \frac{2^2(m^2-1)}{3^2m^5}
\]

(247)

which may be verified using (245) and (246).

In this report we have shown that the solutions to the radial Schrödinger equation for effective one-dimensional systems may be used to construct a hierarchy of sum rules satisfied by certain matrix elements thereby generalizing the well known sum rules satisfied by oscillator strengths.
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