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ABSTRACT
Graph Neural Networks achieve state-of-the-art performance on a plethora of graph classification tasks, especially due to pooling operators, which aggregate learned node embeddings hierarchically into a final graph representation. However, they are not only questioned by recent work showing on par performance with random pooling, but also ignore completely higher-order connectivity patterns. To tackle this issue, we propose HoscPool, a clustering-based graph pooling operator that captures higher-order information hierarchically, leading to richer graph representations. In fact, we learn a probabilistic cluster assignment matrix end-to-end by minimising relaxed formulations of motif spectral clustering in our objective function, and we then extend it to a pooling operator. We evaluate HoscPool on graph classification tasks and its clustering component on graphs with ground-truth community structure, achieving best performance. Last but not least, we provide a deep empirical analysis of pooling operators’ inner functioning. The code is available here.
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• Information systems → Data mining. • Computing methodologies → Machine learning algorithms.
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1 INTRODUCTION
Graph Neural Networks are powerful tools for graph datasets due to their message passing scheme, where they propagate node features along the edges of the graph to compute meaningful node representations [14, 17]. They achieve state-of-the-art performance on a variety of tasks including clustering, link prediction, node and graph classification [53]. For the latter, since the goal is to predict the label of the entire graph, standard approaches pool together all nodes’ embeddings to create a single graph representation, usually via a simple sum or average operation [2]. This global pooling discards completely graph structure when computing its final representation, failing to capture the topology of many real-world networks and thus preventing researchers to build effective GNNs.

More desirable alternatives emerged to solve this limitation. They progressively coarsen the graph between message passing layers, for instance by regrouping highly connected nodes (i.e. clusters) together into supernodes with adapted adjacency / feature vectors. This allows to better capture the graph hierarchical structure compared to global pooling, without loosing relevant information if the coarsening is accurately done. While the first clustering-based pooling algorithms were deterministic [9, 12] – because of their high computational complexity, their transductive nature and their incapacity to leverage node features – they were replaced by trainable end-to-end clustering approaches such as STRUCTPOOL [51] or DiffPOOL [49]. Such methods solve the above limitations, often by learning a cluster assignment matrix along with GNN parameters thanks to a specific loss function, e.g. a link prediction score.

Despite presenting many advantages, such methods pool nodes together based on a simple functions or metrics which often lack strong supporting theoretical foundations. Besides, they reduce the graph uniquely based on first-order information. And in many cases, graph datasets may not present any edge-based connectivity structure, leading to insignificant graph coarsening steps, while they may have clear community structure with respect to more complex (domain-specific) motifs [21]. Overall, this limits the expressiveness of the hierarchical information captured, and therefore of the classification performance. On top of that, existing pooling operators were surprisingly shown to perform on par with random pooling for many graph classification tasks, raising major concerns [27] and finding limited justifications. This discovery appears rather counter-intuitive as we logically expect the graph coarsening step, that is, the way to pool nodes together, to increase significantly the graph hierarchical information captured in its final representation.

Combining these two facts, we propose HoscPool, a new end-to-end higher-order pooling operator grounded on probabilistic motif spectral clustering to capture a more advanced type of communities thanks to the incorporation of higher-order connectivity patterns. The latter has shown to be very successful for a wide range of applications [20] but has not yet been applied to graph classification, while it could greatly benefit from it. Specifically, we hierarchically coarsen the input graph using a cluster assignment matrix $S$ learned by defining a well-motivated objective function, which includes continuous relaxations of motif conductance and thus combines various types of connectivity patterns for greater expressiveness. Since the process is fully differentiable, we can stack several such pooling layers, intertwined by message passing layers, to capture graph hierarchical information. We jointly optimise our unsupervised loss with any task-specific supervised loss function to allow truly end-to-end graph classification. Finally, we evaluate the performance of HoscPool on a plethora of graph datasets, and the reliability of its clustering algorithm on a variety of graphs endowed with ground-truth community structure. During this experiment phase, we proceed to a deep analysis aimed to understand
why existing pooling methods fail to truly outperform random baselines and attempt to provide explications. This is another important contribution, which we hope will help future works.

2 RELATED WORK

Graph pooling. Leaving aside global pooling [2, 39, 47], we distinguish between two main types of hierarchical approaches. Node drop methods [3, 13, 19, 31, 48, 50, 52] use a learnable scoring function based on message passing representations to assess all nodes and drop the ones with lowest score. The drawback is that we loose information during pooling by dropping completely certain nodes. On the other hand, clustering approaches cast the pooling problem as a clustering one [10, 23–25, 33, 46, 51]. For instance, STRUCTPOOL [51] utilizes conditional random fields to learn the cluster assignment matrix; HAARPOOL [46] uses the compressive Haar transform; EDGEPOOL [10] gradually merges nodes by contracting high-scoring edges. Of particular interest here are two very popular end-to-end clustering methods, namely DIFFPOOL [49] and MINCUTPOOL [5], because of their original and efficient underlying idea. While DIFFPOOL utilises a link prediction objective along with an entropy regularization to learn the cluster assignment matrix, MINCUTPOOL leverages an min-cut score objective along with an orthogonality term. Although there are more pooling operators, we wish to improve this line of method, that we think is promising and perfectible. In addition to solving existing limitations, we want to introduce the notion of higher-order to pooling for graph classification, which is unexplored yet.

Higher-order connectivity patterns (i.e. motifs – small network subgraphs like triangles “•”), are known to be the fundamental building blocks of complex networks [6, 28]. They are essential for modelling and understanding the organization of various types of networks. For instance, they play an essential role in the characterisation of social, biological or molecules networks [30], [11] showed that vertices participating in the same higher-order structure often share the same label, spreading its adoption to node classification tasks [20, 22]. Going further, several recent research papers have clearly demonstrated the benefits of leveraging higher-order structure for link prediction [1, 37], explanation generation [32, 36], ranking [34], clustering [15, 18]. Regarding the latter, [4, 42] argue that domain-specific motifs are a better signature of the community structure than simple edges. Their intuition is that motifs allow us to focus on particular network substructures that are important for networks of a given domain. As a result, they generalized the notion of conductance to triangle conductance (Section 3), which was found highly beneficial by [6, 40].

3 PRELIMINARY KNOWLEDGE

\(\mathcal{G} = (\mathcal{V}, \mathcal{E})\) is a graph with vertex set \(\mathcal{V}\) and edge set \(\mathcal{E}\), characterised by its adjacency matrix \(A \in \mathbb{R}^{N \times N}\) and node feature matrix \(X \in \mathbb{R}^{N \times F}\). \(D = \text{diag}(\text{vol})\) is the degree matrix and \(L = D - A\) the Laplacian matrix of \(\mathcal{G}\). \(A = D^{-\frac{1}{2}}AD^{-\frac{1}{2}} \in \mathbb{R}^{N \times N}\) is the symmetrically normalised adjacency matrix with corresponding \(D, L\).

3.1 Graph Cut and Normalised Cut

Clustering involves partitioning the vertices of a graph into \(K\) disjoint subsets with more intra-connections than inter-connections [43]. One of the most common and effective way to do it [35] is to solve the Normalised Cut problem [38]:

\[
\min_{S_1, \ldots, S_K} \sum_{k=1}^{K} \frac{\text{cut}(S_k, \bar{S}_k)}{\text{vol}(S_k)},
\]

where \(S_k = \mathcal{V} \setminus S_k, \text{cut}(S_k, \bar{S}_k) = \sum_{i \in S_k, j \in S_k} A_{ij}\), and \(\text{vol}(S_k) = \sum_{i \in S_k, j \in \mathcal{V}} A_{ij}\). Unlike the simple min-cut objective, (1) scales each term by the cluster volume, thus enforcing clusters to be “reasonably large” and avoiding degenerate solutions where most nodes are assigned to a single cluster. Although minimising (1) is NP-hard [44], there are approximation algorithms with theoretical guarantees [8] for finding clusters with small conductance, such as Spectral Clustering (SC), which proposes clusters determined based on the eigen-decomposition of the Laplacian matrix. A refresher on SC is provided in [43].
3.2 Motif conductance

While the Normalised Cut builds on first-order connectivity patterns (i.e. edges), [4, 42] propose to cluster a network based on specific higher-order substructures. Formally, for graph \( G \), motif \( M \) made of \( |M| \) nodes, and \( M = \{v \in V|\text{subgraph} = M\} \) the set of all instances of \( M \) in \( G \), they propose to search for the partition \( \bar{S}_1, \ldots, \bar{S}_K \) minimising motif conductance:

\[
\min_{\bar{S}_1, \ldots, \bar{S}_K} \sum_{k=1}^{K} \frac{\text{cut}^M (\bar{S}_k, \bar{S}_k)}{\text{vol}^M (\bar{S}_k)}, \tag{2}
\]

where \( \text{cut}^M (\bar{S}_k, \bar{S}_k) = \sum_{v \in M} 1(\bar{s}_i, j \in \bar{v} | i \in \bar{S}_k, j \in \bar{S}_k) \), i.e. the number of instances \( v \) of \( M \) with at least one node in \( \bar{S}_k \) and at least one node in \( \bar{S}_k \); and \( \text{vol}^M (\bar{S}_k) = \sum_{i \in M} \sum_{v \in V} 1(i \in \bar{S}_k) \), i.e. the number of motif instance endpoints in \( \bar{S}_k \).

4 PROPOSED METHOD

The objective of this paper is to design a differentiable cluster assignment matrix \( S \) that learns to find relevant clusters based on higher-order connectivity patterns, in an end-to-end manner within any GNN architecture. To achieve this, we formulate a continuous relaxation of motif spectral clustering and embed the derived formulation into the model objective function to enforce its learning.

4.1 Probabilistic motif spectral clustering

Before exploring how we can rewrite the motif conductance optimisation problem (2) in a solvable way, we introduce the motif adjacency matrix \( A_M \), where each entry \( (A_M)_{ij} \) represents the number of motifs in which both node \( i \) and \( j \) participate. Its diagonal has zero values. Formally, \( (A_M)_{ij} = \sum_{v \in V} 1(i \in v, j \notin v) \), \( G_M \) is the graph induced by \( A_M \). \( (D_M)_{ij} = \sum_{v \in V} (A_M)_{ij} \) and \( I_M \) are the motif degree and motif Laplacian matrices.

For now, we focus on triangle motifs \( (M = K_3) \), and extend to more complex motifs in Section 4.2. From [4], we have:

\[
\text{cut}^M (\bar{S}_k, \bar{S}_k) = \frac{1}{2} \sum_{i \in \bar{S}_k} \sum_{j \in \bar{S}_k} (A_M)_{ij},
\]

\[
\text{vol}^M (\bar{S}_k) = \frac{1}{2} \sum_{i \in \bar{S}_k} \sum_{j \in V} (A_M)_{ij},
\]

which enables us to rewrite (2) as:

\[
\min_{\bar{S}_1, \ldots, \bar{S}_K} \sum_{k=1}^{K} \frac{\sum_{i \in \bar{S}_k} \sum_{j \in \bar{S}_k} (A_M)_{ij}}{\sum_{i \in \bar{S}_k} \sum_{j \in V} (A_M)_{ij}}, \tag{3}
\]

where the last equivalence follows from

\[
\sum_{i \in \bar{S}_k} (A_M)_{ij} + \sum_{i \notin \bar{S}_k, j \notin \bar{S}_k} (A_M)_{ij} = \sum_{i \in \bar{S}_k, j \in V} (A_M)_{ij}.
\]

Instead of using partition sets, we define a discrete cluster assignment matrix \( S \in \{0, 1\}^{N \times k} \) where \( S_{ij} = 1 \) if \( v_i \in S_j \) and 0 otherwise. We denote by \( S_j = [S_{j1}, \ldots, S_{jN}]^\top \) the \( j \)th column of \( S \), which indicates the nodes belonging to cluster \( S_j \). Using this, we transform (3) into:

\[
\max_{S \in \{0, 1\}^{N \times k}} \sum_{k=1}^{K} \frac{\sum_{i \in \bar{S}_k} \sum_{j \in V} (A_M)_{ij} S_{ij} S_{jk}}{\sum_{i \in \bar{S}_k} \sum_{j \in V} (A_M)_{ij}}, \tag{4}
\]

\[
\max_{S \in \{0, 1\}^{N \times k}} \sum_{k=1}^{K} \frac{\sum_{i \in \bar{S}_k} (A_M)_{ij} S_{ij} S_{jk}}{\sum_{i \in \bar{S}_k} (A_M)_{ij}}, \tag{4}
\]

\[
\min_{S \in \{0, 1\}^{N \times k}} -\text{Tr} \left( \frac{S^\top A_M S}{S^\top D_M S} \right),
\]

where the division sign in the last line is an element-wise division on the diagonal of both matrices. By definition, \( S \) is subject to the constraint \( S_{1k} = 1_N \), i.e. each node belongs exactly to 1 cluster.

This optimisation problem is NP-hard since \( S \) take discrete values. We thus relax it to a probabilistic framework, where \( S \) take continuous values in the range \([0, 1]\), representing cluster membership probabilities, i.e. each entry \( S_{ij} \) denotes the probability that node \( i \) belongs to cluster \( k \). Referring to [43] and [4], solving this continuous relaxation of motif spectral clustering approximates a closed form solution with theoretical guarantees, provided by the Cheeger inequality [8]. Compared to the original hard assignment problem, this soft cluster assignment formulation is less likely to be trapped in local minima [16]. It also allows to generalise easily to multi-class assignment, expresses uncertainty in clustering, and can be optimised within any GNN.

4.2 End-to-end clustering framework

In this section, we leverage this probabilistic approximation of motif conductance to learn our cluster assignment matrix \( S \) in a trainable manner. Our method addresses the limitations of (motif) spectral clustering: we cluster nodes based both on graph topology and node features; leverage higher-order connectivity patterns; avoid the expensive eigen-decomposition of the motif Laplacian; and allow to cluster out-of-sample graphs.

We compute the soft cluster assignment matrix \( S \) using one (or more) fully connected layer(s), mapping each node’s representation \( X_n \) to its probabilistic cluster assignment vector \( S_n \). We apply a softmax activation function to enforce the constraint inherited from (4): \( S_{ij} \in [0, 1] \) and \( S_{1k} = 1_N \):

\[
S = \text{FC}(X; \Theta), \tag{5}
\]

\( \Theta \) are trainable parameters, optimised by minimising the unsupervised loss function \( \mathcal{L}_{mc} \), which approximates the relaxed formulation of the motif conductance problem (4):

\[
\mathcal{L}_{mc} = \frac{1}{k} \text{Tr} \left( \frac{S^\top A_M S}{S^\top D_M S} \right). \tag{6}
\]

Referring to the spectral clustering formulation\(^1\), \( \mathcal{L}_{mc} \in [-1, 0] \). It reaches \(-1\) when \( G_M \) has \( \geq K \) connected components (no motif endpoints are separated by clustering), and \( 0 \) when for each pair of nodes participating in the same motif (i.e. \((A_M)_{ij} > 0\)), the cluster assignments are orthogonal: \( S_{ij} S_{jk} = 0 \). \( \mathcal{L}_{mc} \) is a non-convex function and its minimisation can lead to local minima, although

\(^1\)The largest eigenvalue \( A_M S = \lambda D_M S \) is 1 and the smallest 0; we are summing only the \( k \) largest eigenvalues.
our probabilistic membership formulation makes it less likely to happen w.r.t. hard membership [16].

In fact, we allow the combination of several motifs inside our objective function (6) via \( L_{mc} = \sum \alpha_j L_{mcj} \) where \( L_{mcj} \) denotes the objective function with respect to a particular motif (e.g., edge \( \cdot \), triangle \( \cdot \cdot \cdot \), 4-nodes cycle \( \cdot \cdot \cdot \cdot \) and \( \alpha_j \) is an importance factor. This also increases the power of our method, allowing us to find communities of nodes w.r.t. a hierarchy of higher-order substructures. As a result, the graph coarsening step will pool together more relevant groups of nodes, potentially capturing more relevant patterns in subsequent layers, ultimately producing richer graph representation.

We implement it for edge and triangle motifs:

\[
L_{mc} = -\frac{\alpha_1}{K} \cdot \text{Tr} \left( \frac{S^T A_S S}{S^T D_S S} \right) - \frac{\alpha_2}{K} \cdot \text{Tr} \left( \frac{S^T A_M S}{S^T D_M S} \right).
\]

(7)

where \( \text{Tr} \cdot || \cdot ||_F \) indicates the Frobenius norm. This orthogonality loss encourages more balanced and discrete clusters (i.e. a node assigned to a cluster with high probability, while to other clusters with a low one), discouraging further degenerate solutions. Although its effect overlaps with \( L_{mc} \), it often smooths out the optimisation process and even improves slightly performance in complex tasks or networks, such as graph classification. In (8), we rescale \( L_o \) to \([0, 1]\), making it commensurable to \( L_{mc} \). As a result, the two terms can be safely summed and optimised together when specified. A parameter \( \mu \) controls the strength of this regularisation.

Similarly to other cluster-based pooling operators, our method relies on two assumptions. Firstly, nodes are identifiable via their features. Secondly, node features represent a good initialisation for computing cluster assignments. The latter is realistic due to the homophily property of many real-world networks [26] as well as the smoothing effect of message passing layers [7], which render connected nodes more similar.

We conclude this section with a note for future work. An interesting research direction would be to extend this framework to 4-nodes motifs. Despite having managed to derive a theoretical formulation for the 4-nodes motif conductance problem in Appendix C, it becomes complex and would probably necessitate its own dedicated research, as it could be an promising extension.

### 4.3 Higher-order graph coarsening

The methodology detailed in the previous sections is a general clustering technique that can be used for any clustering tasks on any graph dataset. In this paper, we utilise it to form a pooling operator, called HoscPool, which exploits the cluster assignment matrix \( S \) to generate a coarsened version of the graph (with fewer nodes and edges) that preserve critical information and embeds higher-order connectivity patterns. More precisely, it coarsens the existing graph by creating super-nodes from the derived clusters, with a new edge set and feature vector, depending on previous nodes belonging to this cluster. Mathematically,

\[
\text{HoscPool} : G = (X,A) \rightarrow G^{pool} = (X^{pool}, A^{pool})
\]

\[
A^{pool} = S^T A_S S \quad \text{and} \quad X^{pool} = S^T X.
\]

Each entry \( X^{pool}_{ij} \) denotes feature \( f \)’s value for cluster \( i \), calculated as a sum of feature \( f \)’s value for the nodes belonging to cluster \( i \), weighted by the corresponding cluster assignment scores. \( A^{pool} \in \mathbb{R}^{K \times K} \) is a symmetric matrix where \( A^{pool}_{ij} \) can be viewed as the connection strength between cluster \( i \) and cluster \( j \). Given our optimisation function, it will be a diagonal-dominant matrix, which will hamper the propagation across adjacent nodes. For this reason, we remove self-loops. We also symmetrically normalise the new adjacency matrix. Lastly, note that we use the original \( A \) and \( X \) for this graph coarsening step; their motif counterparts \( A_M \) and \( X_M \) are simply leveraged to compute the loss function. Our work thus differ clearly from diffusion methods and traditional GNN leveraging higher-order.

Because our GNN-based implementation of motif spectral clustering is fully differentiable, we can stack several HoscPool layers, intertwined with message passing layers, to hierarchically coarsen the graph representation. In the end, a global pooling and some dense layers produce a graph prediction. The parameters of each HoscPool layer can be learned end-to-end by jointly optimizing:

\[
L = L_{mc} + \mu L_o + L_s,
\]

(9)

where \( L_s \) denotes any supervised loss for a particular downstream task (here the cross entropy loss). This way, we should be able to hierarchically capture relevant graph higher-order structure while learning GNN parameters so as to ultimately better classify the graphs within our dataset.

### 4.4 Comparison with relevant baselines

Before moving to the experiments, we take a moment to emphasise the key differences with respect to core end-to-end clustering-based pooling baselines. We focus on MinCutPool in the following since it is our closest baseline. DiffPool and others differ more significantly, in addition to being less theoretically-grounded and efficient.

Firstly, MinCutPool focuses on first-order connectivity patterns, while we work on higher-order, which implies a more elaborated background theory with the construction and combination of several motif adjacency matrices (each specific to a particular motif). This shall lead to capturing more advanced types of communities, producing ultimately a better coarsening of the graph. Secondly, we approximate a probabilistic version of the motif conductance problem (extension of the normalised min-cut to motifs) whereas MinCutPool approximates the relaxed unnormalised min-cut problem. Despite claiming to formulate a relaxation of the normalised min-cut (a trace ratio), it truly minimises a ratio of traces in the objective function: \( \text{Tr}(S^T A_S) \). Since \( \text{Tr}(S^T D_S) = \sum_{i \in V} \hat{D}_{ii} \) is a constant, this yields the unnormalised min-cut \( \text{Tr}(S^T \hat{A}_S) \), which often produces degenerate solutions. To cope with this limitation,
5 EVALUATION

We now evaluate the benefits of the proposed method, with the goal of answering the following questions:

1. Does our differentiable higher-order clustering algorithm compute meaningful clusters? Is considering higher-order structures beneficial?
2. How does HoscPool compare with state-of-the-art pooling approaches for graph classification tasks?
3. Why do existing pooling operators fail to outperform significantly random pooling?

5.1 Clustering

Experimental setup. For this experiment, we first run a Message Passing (MP) layer; in this case a GCN model with skip connection for initial features [30]: \( \mathbf{X} = \text{ReLU}(\mathbf{A} \Theta_1 + \mathbf{X} \Theta_2) \), where \( \Theta_1 \) and \( \Theta_2 \) are trainable weight matrices. It has 32 hidden units and ReLU activation function. We then run a Multi-Layer Perceptron (MLP) with 32 hidden units to produce the cluster assignment matrix of dimension num_nodes x num_clusters, trained end-to-end by optimising the unsupervised loss function \( L_{mc} + \mu L_{co} \). This architecture is trained using a learning rate of 0.001 for an Adam optimizer, 500 epochs, a gradient clip of 2.0, 200 early stop patience, a learning decay patience of 25 and \( \mu = (0, 1, 1) \).

Metrics. We evaluate the quality of \( S \) by comparing the distribution of true node labels with the one of predicted labels, via Normalised Mutual Information \( \text{NMI}(\hat{y}, y) = \frac{H(\hat{y}) - H(\hat{y}|y)}{\sqrt{H(\hat{y})H(y)}} \) where \( H(\cdot) \) is the entropy and node cluster membership is determined by the argmax of its assignment probabilities. We also calculate completeness, modularity, normalised cut, and motif conductance (App. Table 7).

Datasets. We use a collection of node classification datasets with ground truth community labels: citation networks Cora, PubMed; collaboration networks DBLP, Coauthor CS; co-purchase networks Amazon Photo, Amazon PC; the KarateClub community network; and communication networks Polblogs and Eu-email. They are all taken from Pytorch Geometric. We construct three synthetic datasets: Syn1, Syn2, Syn3 (based on several random graphs) where node labels are determined based on higher-order community structure and node features are simple graph statistics (Appendix A). They are designed to show the additional efficiency of HoscPool when datasets have clear higher-order structure, which is not always the case for the standard baseline datasets chosen.

Baselines. We compare HoscPool with the original spectral clustering (SC), motif spectral clustering (MSC)\(^2\) as well as key pooling baselines DiffPool and MinCutPool. We refer to all methods by their pooling name for simplicity, although this experiment focuses on the clustering part and does not involve the coarsening step. We repeat all experiments 10 times and average results across runs. For ablation study, let HP-1 and HP-2 denote HoscPool where \( L_{mc} \) in Eq. (7) has \( a_2 = 0 \) (first-order connectivity only) and \( a_1 = 0 \) (higher-order only), respectively.

Results are reported in Table 1. HoscPool achieves better performance than all baselines across most datasets. This trend is emphasised on synthetic datasets, where we know higher-order structure is critical, proving the benefits of our clustering method. DiffPool often fails to converge to a good solution. MinCutPool, as evoked earlier and in [41], sometimes get stuck in degenerate solutions (e.g., Amazon PC and Photo – all nodes are assigned to less than 10% of clusters), failing completely to converge even when

\(^2\)SC based on motif conductance [4] instead of edge conductance; meaning SC applied on \( A_M \).
Table 1: (Right) NMI obtained by clustering the nodes of various networks over 10 different runs. Best results are in bold, second best underlined. The number of clusters $K$ is equal to the number of node classes. (Left) Dataset properties.

| Dataset | Nodes | Edges | Feat. | $K$ | SC | MSC | DiffPool | MinCutPool | HP-1 | HP-2 | HoscPool |
|---------|-------|-------|-------|-----|----|-----|---------|-----------|------|------|----------|
| Cora    | 2,708 | 5,429 | 1,433 | 7   | 0.15 | ± 0.02 | 0.056 | ± 0.014 | 0.308 | ± 0.023 | 0.391 | ± 0.028 |
| PubMed  | 19,717| 88,651| 500   | 3   | 0.183 | ± 0.002 | 0.002 | ± 0.000 | 0.098 | ± 0.006 | 0.214 | ± 0.006 |
| Photo   | 7,650 | 287,326| 745  | 8   | 0.592 | ± 0.008 | 0.451 | ± 0.011 | 0.171 | ± 0.004 | 0.086 | ± 0.014 |
| PC      | 13,752| 245,861| 767  | 10  | 0.464 | ± 0.002 | 0.166 | ± 0.009 | 0.043 | ± 0.008 | 0.026 | ± 0.006 |
| CS      | 18,333| 81,894 | 6,805 | 15  | 0.273 | ± 0.006 | 0.011 | ± 0.009 | 0.383 | ± 0.048 | 0.431 | ± 0.060 |
| Karate  | 34    | 156   | 10    | 2   | 0.792 | ± 0.035 | 0.870 | ± 0.011 | 0.715 | ± 0.018 | 0.751 | ± 0.090 |
| DBLP    | 17,716| 105,734| 1,639 | 4   | 0.227 | ± 0.003 | 0.014 | ± 0.006 | 0.186 | ± 0.014 | 0.334 | ± 0.026 |
| Polblogs| 1,491 | 33,433| 10    | 2   | 0.017 | ± 0.000 | 0.014 | ± 0.001 | 0.317 | ± 0.010 | 0.440 | ± 0.019 |
| Email-eu| 1,005 | 32,770| 10    | 42  | 0.485 | ± 0.030 | 0.382 | ± 0.019 | 0.096 | ± 0.014 | 0.253 | ± 0.028 |

Syn1    1,000 6,243  10  3  0.000 ± 0.000  1.000 ± 0.000  0.035 ± 0.000  0.043 ± 0.008  0.041 ± 0.006  1.000 ± 0.000  1.000 ± 0.000
Syn2    1,000 5,496  10  2  0.003 ± 0.000  0.050 ± 0.003  0.081 ± 0.008  0.902 ± 0.028  0.942 ± 0.028  1.000 ± 0.000  1.000 ± 0.000
Syn3    500   48,205| 10  5  1.000 ± 0.000  1.000 ± 0.000  0.067 ± 0.001  0.052 ± 0.002  0.115 ± 0.006  0.826 ± 0.005  1.000 ± 0.000

Table 2: Running time (s) of the entire clustering experiment.

| Dataset | DiffPool | MinCutPool | HP-2 | HoscPool |
|---------|----------|------------|------|----------|
| Cora    | 13       | 16         | 17   | 24       |
| PubMed  | 80       | 95         | 264  | 501      |
| Photo   | 23       | 48         | 91   | 182      |
| PC      | 89       | 101        | 304  | 510      |
| CS      | 157      | 251        | 683  | 1406     |
| Karate  | 9        | 9          | 9    | 9        |
| DBLP    | 126      | 210        | 635  | 1330     |
| Polblogs| 8        | 9          | 10   | 10       |
| Email-eu| 9        | 9          | 10   | 12       |

Complexity: The main complexity of HoscPool lies in the derivation of $A_M$, which remains relatively fast for triangles: $A_M = A^2 \otimes A$. In Table 2, we remark that HoscPool (and HP-2) has a comparable running time with respect to MinCutPool on small or average size datasets. It is slower to compute than MinCutPool on large datasets, while staying relatively affordable. This extra time lies with the computation and processing of the motif adjacency matrix as well as the combination of several connectivity order; which grows bigger with the graph size. Note however that we could avoid the computation of the regularisation loss, which both MinCutPool and DiffPool cannot afford. HP-1 is not reported as it shares similar times as MinCutPool while reaching better performance.

5.2 Supervised graph classification

Experimental setup. We evaluate our pooling operator HoscPool on a plethora of graph classification (GC) tasks, for a fixed network architecture: GNN – Pooling – GNN – Pooling – GNN – Global Pooling – Dense (x2). Again, the GNN chosen is a GCN with skip connection, as it was found more efficient than other GNNs (see ablation study in Table 5). We sometimes add skip connections and global pooling to the output of the first and second GNN, and concatenate the resulting vector to the third GNN’s output. Each MP layer and final dense layer has between 16 and 64 hidden units depending on the dataset regarded, and ReLU activation function. A Pooling block produces a cluster assignment matrix of dimension $num_nodes \times \text{int}(num_nodes \times 0.25)$. The batch-size is different for every dataset, and ranges from 8 to 64. This architecture is trained using a learning rate for Adam of 0.001, 500 epochs, a gradient clip of 2.0, 100 early stop patience, a learning decay patience of 50 and a regularisation parameter $\mu = \{0, 0.1\}$.

Baselines. We compare our method to representative state-of-the-art graph classification baselines, involving pooling operators DiffPool [49], MinCutPool [5], ErgPool [25], SAGPool [19], ASAP [35], GMT [3]; by replacing the pooling layer in the above pipeline. We implement a random pooling operator (RANDOM) to assess the benefits of pooling similar nodes together, and a model with a single global pooling operator (NoPool) to assess how useful leveraging hierarchical information is.

Datasets. We use several common benchmark datasets for GC, taken from TUDataset [29], including three bioinformatics protein datasets Proteins, Enzymes, D&D; one mutagen Mutagenicity; one...
Table 3: Graph classification accuracy. Top results are in bold, second best underlined.

| Dataset   | NoPool | Random | GMT   | MinCutPool | DiffPool | EigPool | SAGPool | ASAP | HP-1 | HP-2 | HoscPool |
|-----------|--------|--------|-------|------------|----------|---------|---------|------|------|------|----------|
| Proteins  | 71.6±1 | 75.7±3 | 75.0±2 | 75.9±2     | 73.8±1   | 74.2±1  | 70.6±3 | 74.4±2| 76.7±2| 77.0±3| 77.5±3   |
| NCI1      | 77.1±1 | 77.0±1 | 74.9±1 | 76.8±1     | 76.7±1   | 75.0±2 | 74.1±1  | 74.3±2| 77.3±1| 80.3±2| 79.9±7   |
| Mutagen   | 78.1±1 | 79.2±1 | 79.4±2 | 78.6±2     | 77.9±2   | 75.2±7 | 74.4±2  | 76.8±4| 79.8±2| 81.7±2| 82.3±1   |
| DD        | 71.2±2 | 77.1±1 | 78.1±2 | 78.4±2     | 76.3±2   | 75.1±8 | 71.5±1  | 73.2±5| 77.8±5| 78.2±1| 79.4±1   |
| Reddit-B  | 80.1±2 | 89.3±3 | 86.7±6 | 89.0±4     | 87.3±1   | 82.8±3 | 74.7±1  | 84.1±1| 91.2±0| 92.8±1| 93.6±9   |
| Cox-2-MD  | 58.7±5 | 62.9±6 | 58.9±3 | 59.8±2     | 57.1±4   | 59.8±4 | 56.9±3  | 60.5±1| 61.6±3| 66.4±4| 64.6±9   |
| ER-MD     | 72.2±2 | 73.0±1 | 73.4±1 | 75.5±2     | 76.8±1   | 73.1±2 | 71.7±1  | 74.5±5| 76.2±4| 77.9±2| 78.2±1   |
| b-hard    | 66.5±5 | 69.1±2 | 70.1±1 | 72.6±2     | 70.7±2   | 69.1±2 | 39.6±3  | 70.5±1| 72.4±3| 73.5±0| 74.0±4   |

Results are reported in Table 3, from which we draw the following conclusions. Performing pooling proves useful (NoPool) in most cases. HoscPool compares favourably on all datasets w.r.t. pooling baselines. Higher-order connectivity patterns are more desirable than first-order ones, and combining both is even better. It confirms findings from Section 5.1 and shows that better clustering (i.e. graph coarsening) is correlated with better classification performance. However, while the clustering performance of HoscPool is significantly better than baselines, the performance gap has slightly closed down on this task. Even more surprising, the benefits of existing advanced node-grouping or node-dropping methods are not considerable with respect to the Random pooling baseline. Faithfully to what we announced in Section 1, we attempt to provide explanations.

5.3 Pooling behaviour investigated

First of all, we investigate the optimisation process of some key pooling operators (e.g., MinCutPool, DiffPool). We notice that they do not really learn to optimise their cluster assignment matrix on these graph classification tasks, producing degenerate solutions where most nodes are assigned to few clusters (similarly to Fig.2). This issue would explain why random pooling performs on par with them; as they do not learn structurally meaningful clusters.

A potential solution to this problem is to design a clustering-based pooling operator allowing to capture faithfully a more advanced kind of relationship between nodes, which we tried to do with HoscPool. We also tested a variety of architectures and optimisation options to see if learning would occur in specific situations. For instance, we tested several GNNs, different model architectures, skip-connections, no supervised loss at the start, etc. (see ablation study in Table 5). However, despite clear progress – we learn to decently optimise S, to assign nodes to more clusters and to better balance the number of nodes per cluster – there still seems to be room for improvement. We thus look for other potential causes which could prevent a proper learning, especially targeting the graph classification model architecture and the nature of selected datasets.

Concerning model architecture, we show in Appendix B that using more complex clustering frameworks (2-layer clustering: GNN – Pooling – GNN – Pooling) prevents totally the learning of meaningful clusters for MinCutPool (and DiffPool), which illustrates a feature oversmoothing issue. HoscPool, on the other hand, has fixed this issue and still manages to learn meaningful clusters. Nevertheless, the learning process becomes longer and more difficult, leading to a drop in performance. In addition to showing the robustness of HoscPool with respect to existing pooling baselines, this experiment reveals that the clustering performed in graph classification tasks may not lead to meaningful clusters because of the more complex framework. Although it is likely to contribute, it is probably a factor among others, since simpler GC models like GNN – Pooling – GNN – Global Pooling – Dense (1-pooling in Table 5) do not improve things.

We therefore also look for answers from a dataset perspective. In Table 4, the computed graph properties and clustering results on individual graphs suggest that graphs are relatively small, with few node types co-existing in a same graph, weak homophily and a relatively poor community structure, and the complexity of learning to cluster all graphs with few features, learning meaningful clusters becomes extremely challenging. This would explain the optimisation difficulties encountered by existing pooling operators so far. Although HoscPool makes a step towards better pooling, we advice future research to explore more appropriate datasets than TUDataset [29] even though it is used by all pooling baselines.
Table 4: (Left) Simple graph statistics. (Middle) The clustering coefficient \((cc)\), proportion of triangles attached per node \((\text{triangle})\), transivity \((\text{transi})\), homophily \((\text{homo})\) and proportion of node labels in a graph w.r.t. all graphs \((\text{diff labels})\) are computed on each graph individually and averaged over the whole dataset. (Right) \(msc\), \(sc\) and \(\text{sc-mod}\) denote motif conductance, normalised cut, and modularity obtained by clustering each graph using traditional deterministic spectral clustering, where the number of clusters is equal to the number of labels in a graph. The last column refers the NMI obtained through HoscPool clustering only. All metrics provide information on graph community structure. Reddit-Binary has no node labels and is treated differently.

| Datasets | # graphs | # edges | av # nodes | labels | cc   | triangle | transi | homo | diff-labels | msc   | sc   | sc-mod | NMI   |
|----------|----------|---------|------------|--------|------|----------|--------|------|-------------|-------|------|--------|-------|
| Proteins | 1,113    | 162,088 | 39         | 3      | .575 | 1.03     | .517   | .476 | .833        | .034  | .005 | .460   | .46   |
| NCI1     | 4,110    | 132,753 | 29         | 37     | .125 | .125     | .214   | .667 | .054        | .111  | 0.0  | .388   | .71   |
| DD       | 2,178    | 843,046 | 284        | 89     | .496 | 2.0      | .462   | .058 | .219        | .021  | .013 | .402   | .38   |
| Mutagenicity | 4,357  | 133,447 | 30         | 14     | .002 | .003     | .002   | .376 | .244        | .056  | 0.0  | .378   | .85   |
| Reddit-Binary | 2,000 | 995,508 | 429        | no     | .051 | .069     | .009   | -    | -           | .008  | .011 | .071   | -     |
| COX2-MD  | 303      | 203,084 | 26.2       | 7      | 1.00 | 103      | 1.00   | .707 | .244        | .302  | .333 | .01    | .45   |
| ER-MD    | 446      | 209482  | 21.1       | 10     | 1.00 | 77.4     | 1.00   | .701 | .232        | .331  | .323 | .01    | .56   |

Table 5: Ablation study of HoscPool, denoted as Base. \(\text{GIN}\), \(\text{SAGE}\), \(\text{GAT}\) change the core GNN model; \(\text{No-diag}\) does not zero-out the diagonal of \(S\) in the pooling step, \(\text{1-pooling}\) uses an architecture with only one HoscPool block, \(\text{skip-co}\) adds a skip connection between every GNN layer and the dense layer, \(\text{c-ratio}\) involves a higher clustering ratio and \(\text{no-adapt}\) refers to the discussed dynamic adaptative loss. For \(\text{dense-feat}\), we simply added some graph statistics to boost node identifiability.

| Model      | Proteins | NCI1 | Mutagen. | DD | Reddit-B | COX2-MD | ER-MD | B-HARD |
|------------|----------|------|----------|----|----------|---------|-------|--------|
| Base       | 77.5     | 79.9 | 82.3     | 79.4 | 93.6     | 64.6    | 78.2  | 74.0   |
| \(\mu = 0\) | 76.4     | 78.9 | 80.7     | 78.1 | 93.6     | 64.2    | 75.4  | 73.1   |
| \(\text{not-ada}\) | 77.5 | 78.9 | 80.8     | 79.4 | 93.4     | 62.4    | 76.4  | 72.5   |
| \(\text{No-diag}\) | 77.7 | 77.2 | 80.0     | 78.9 | 90.2     | 60.9    | 74.6  | 70.7   |
| \(\text{SAGE}\) | 76.7 | 77.2 | 79.5     | 78.9 | 92.4     | 62.1    | 74.9  | 71.0   |
| \(\text{GAT}\) | 77.6 | 78.6 | 77.9     | 79.2 | 91.5     | 60.6    | 73.4  | 74.4   |
| \(\text{GIN}\) | 76.9 | 77.7 | 76.7     | 79.6 | 93.6     | 58.7    | 77.0  | 71.5   |
| \(\text{skip-co}\) | 77.2 | 77.7 | 80.5     | 79.5 | 93.9     | 61.8    | 76.6  | 71.8   |
| \(\text{1-pooling}\) | 76.6 | 79.9 | 82.3   | 78.3 | 90.5     | 63.6    | 77.4  | 74.0   |
| \(\text{c-ratio}\) | 75.1 | 77.4 | 80.3     | 78.9 | 92.3     | 61.6    | 75.3  | 70.4   |
| \(\text{dense-feat}\) | 77.2 | 79.4 | 80.0     | 78.7 | 92.0     | 58.5    | 73.2  | 70.8   |

as benchmark, such as Open Graph Benchmark datasets (OGB). We also recommend to design simpler node-grouping approach, to use higher-order information so as to capture more relevant communities even with complex model architectures, as well as to exploit more directly graph structure information (as targeted graphs do not have dense node features). Finally, the heterophilious nature of these datasets (Table 4) come to question the true benefit of grouping together nodes with similar embeddings (homophily assumption) when coarsening the graph.

6 CONCLUSION

We have introduced HoscPool, a new hierarchical pooling operator bringing higher-order information to the graph coarsening step, ultimately leading to motif-aware hierarchical graph representations. HoscPool builds on a novel end-to-end clustering scheme, which designs an objective function combining several continuous relaxations of motif spectral clustering, avoiding the shortcomings of deterministic methods and solving the limitations of previous key baselines DiffPool and MinCutPool. The proposed experiments, through cluster observation and pooling performance, demonstrate the advantages brought by considering higher-order connectivity patterns and by combining flexibly different levels of motifs. Finally, our discussion about the relevance of the pooling operation itself aims to inspire and guide future research to design more adapted and efficient pooling operators, ensuring significant improvement over the random baseline for graph classification tasks.
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A SYNTHETIC DATASETS
(1) syn1 is made of $k$ communities, each densely intra-connected by triangles. We then widely link these communities without creating new triangles through these new links. We create random Gaussian features (included one correlated to node labels) since our method is dependent on node features.
(2) syn2 is an Erdős–Rényi random graph with 1,000 nodes and $p = 0.012$. Each node receives label 0 if it does not belong to a triangle and label 1 otherwise. Node features include several graph statistics.
(3) syn3 is designed using a Gaussian random partition graph with $k$ partitions with size drawn from a normal distribution. Nodes within the same partition are connected with probability $p = 0.8$, while nodes across partitions with probability 0.2. Here, only random features are used.

B 2-LAYER CLUSTERING: PRECISIONS
In this experiment, we complexify the clustering framework (MP – MLP), making it more similar to its use as a pooling operator inside supervised graph classification tasks. More precisely, we follow an architecture: MP – Pooling – MP – Pooling. As before, the pooling step regroups an MLP to compute the first cluster assignment matrix $S_1$, and a graph coarsening step. In the end, we provide a unique cluster assignment matrix $S$ of dimension $N \times K$, composed of the two matrix derived above ($S_1$ and $S_2$), such that the probability that node $i$ belongs to cluster $k$ is written $S_{ik} = \sum_j S_{ij} S_{jk}$.

The results, given in Table 6, are obtained using 1,000 epochs with early_stop_patience = 500—meaning using many more epochs than for standard 1-layer clustering. This is because the convergence to a desirable solution is weaker. Furthermore, the obtained solution is less desirable and yields to a less desirable clustering. Overall, this argument is very important as it suggests that the clustering obtained in supervised graph classification tasks might not be as accurate as what our original evaluation on real-world dataset with ground-truth community structure suggested.

| Dataset   | MinCutPool | HoscPool |
|-----------|------------|----------|
| Cora      | 0.000 ± 0.000 | 0.319 ± 0.026 |
| PubMed    | 0.000 ± 0.000 | 0.187 ± 0.013 |
| Photo     | 0.007 ± 0.005 | 0.230 ± 0.003 |
| CS        | 0.244 ± 0.038 | 0.417 ± 0.025 |
| Karate    | 0.000 ± 0.000 | 0.745 ± 0.046 |
| DBLP      | 0.244 ± 0.038 | 0.244 ± 0.023 |
| Polblogs  | 0.135 ± 0.034 | 0.994 ± 0.003 |
| Email-eu  | 0.197 ± 0.004 | 0.421 ± 0.009 |

Table 6: NMI of MinCutPool and HoscPool for 2-layer clustering framework

C EXTENSION TO 4-NODES MOTIFS
Here, we consider motifs composed of 4 nodes ($|M| = 4$), such as the 4-cycle or $K_k$, written as $v = \{l, q, r, k\}$. In Section 4.1, we formulated a relation between triangle normalised cut and graph-normalised cut, in order to compute triangle normalised cut easily. Here, we do the same, but for 4-nodes-motif conductance. Again, we derive this relation by looking at a single cluster $S$ with corresponding cluster assignment vector $y$, with $y_i = \begin{cases} 1 & \text{if } i \in S \\ 0 & \text{else} \end{cases}$.

$$3\text{cut}_M(S, \bar{S}) = \sum_{v \in M} 1\{\exists i, j, \ell, q \in v | i, j, \ell, q \in S, j, \ell \in \bar{S}, \ell, q \in S\}$$

This expression equals $\sum_{v \in M} \begin{cases} 0 & \text{if all } y_l, y_q, y_r, y_k \text{ are the same} \\ 3 & \text{if } 3 \text{ are the same} \\ 4 & \text{if } 2 \text{ are the same} \end{cases}$.

Thus,

$$\text{cut}_M(G)(S, \bar{S}) + 1\{\text{exactly } 2 \text{ of } l, q, r, k \text{ are in } S\} = \sum_{v \in M} \left[3(y_l + y_q + y_r + y_k) - 2(y_l y_q + y_l y_r + y_l y_k + y_q y_r + y_q y_k + y_r y_k)\right]$$

where the second inequality holds because

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i \in S} \sum_{j \in \bar{V}} (A_M)_{ij} = \text{vol}_1 (\bar{S}_M) (S) = |M| \text{vol}_1 (\bar{S}_M) (S)$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i \in V} (A_M)_{ii} = \sum_{i, j \in S} 1\{i, j \in v\}$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i \in V} (A_M)_{ii} = \sum_{i, j \in S} 1\{i, j \in v\}$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i, j \in S} 1\{i, j \in v\}$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i, j \in S} 1\{i, j \in v\}$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i, j \in S} 1\{i, j \in v\}$$

$$\text{cut}_M(G)(S, \bar{S}) = \sum_{i, j \in S} 1\{i, j \in v\}$$

The optimisation problem can be written as:

$$\min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

$$= \min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

$$= \min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

$$= \min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

$$= \min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

$$= \min_k \sum_{S} \text{cut}_M(G)(S_k, \bar{S}_k)$$

In practice, however, unlike triangle normalised cut, this expression is not easy to compute. First of all, computing the related motif adjacency matrix is difficult; it cannot be written a simple matrix dot product. Secondly, there is this term on the RHS to take into
consideration. And although we might be able to compute both directly via a complex algorithm, it is not guaranteed that solving this problem is quicker than the original optimisation problem (def. of \(\text{vol}(G)/M\) and \(\text{cut}(G)/M\)).
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