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ABSTRACT The hybrid model of the power system infrastructure is an essential part of the sophisticated technology of the electrical network. Generally, for the Optimal Power Flow (OPF) problem, the power system with only thermal generators is considered. In traditional OPF problems, the fuel cost required to produce electrical energy is considered, and emissions are frequently neglected. Renewable Energy Sources (RESs) have received increasing attention due to various potential characteristics such as clean, diversity, and renewability. As a result, RESs are being integrated into the existing electrical grid at an increasing rate. The study in this paper proposes a techno-economic investigation into the single- and multi-objective OPF, coordinating with RESs, such as wind, PhotoVoltaic (PV), and small hydropower units with hybrid PV. Moreover, the probability density functions of Weibull, Lognormal, and Gumble have been used to predict the required power. A recently reported equilibrium optimizer and its multi-objective version are considered for handling OPF problems. The superior performance of the equilibrium optimizer is further verified with the results of both single- and multi-objective through comparative analysis with state-of-the-art counterparts, and the indications are that the suggested algorithm can find better optimal solutions in a smaller number of generations (iterations) with faster convergence and well distributed optimal Pareto front for multi-objective problems. The results are verified by employing an IEEE-30 bus hybrid power network, and performance comparisons are made among well-established algorithms. Simulation findings show that the suggested algorithm can achieve a reasonable compromise solution for different objectives.

INDEX TERMS Equilibrium optimizer, multiobjective algorithm, optimal power flow, renewable energy sources, security constraints.

I. INTRODUCTION

The Optimal Power Flow (OPF) has become recognized as one of the more challenging problems that must be handled in the planning and operation of modernized power systems. It is anticipated that the power system would need to be run in the best possible condition to provide the highest possible levels of security and reliability. Essentially, the OPF is a multi-model, non-linear minimization problem with high-dimensional features and great computational complexity. Modern society’s socioeconomic expansion has posed a great challenge to the electrical power grid. Energy consumption rises each day as the demand for customers grows exponentially. Meanwhile, rising electricity consumption...
and the rapid depletion of natural resources could present major supply and demand management problems for utilities [1], [2], [3]. To address this problem, an attractive alternative is to use price-based load management programs to encourage users to alter existing consumption patterns or to deploy on-site distributed Renewable Energy Sources (RESs) to improve power network performance, dependability, reliability, and profitability. Integration of information and communication tools with grid systems pushes the development of conventional grids into smart grids [4], [5], [6]. In this regard, control design system components must be considered and incorporated into the OPF analysis. The OPF is an important strategy for calculating transmission and distribution system power losses as well as power generating costs. The most fundamental and crucial way of managing and controlling an electrical network is the OPF method. The primary purpose of OPF is to define the network’s stable operating condition by achieving a certain goal while adhering to equality and inequality constraints [7], [8], [9]. Carpentier [10] was the first to introduce it, and it has been studied over the past half-century. The OPF's traditional objective has been to build coal-based generation systems that run on fossil fuels. Because of the growing usage of sustainable power in the power system, the assessment of the OPF is particularly important after incorporating the irregularity of these renewable units of energy. Researchers from entirely over the world have examined OPF pertaining to thermal-based power generation units [11], [12], [13], [14].

The OPF techniques are regarded as a fundamental and crucial resource for power system operators to assure the sustainability and stability of the system. The OPF algorithms are typically executed at defined time frames to optimize system operation to adjust the values of several dependent parameters to their optimal setting. Numerous researchers have utilized traditional OPF procedures that examine the Economic Environment Dispatch (EED) problem but cater to thermal-based electrical power generators, resulting in CO₂ emissions [15], [16]. The OPF problem is complicated from an economic and computational standpoint. In the context of an economic power network, load flow can be viewed as a problem of Economic Load Dispatch (ELD) to lower the generation costs. The ELD appears to be unable to deal with many operating constraints. The demand non-linearities, losses during the transmission, and the capacity of the generation units can add to the complexity of the load or power flow problem. During its operation, the OPF identifies the optimal values for several control variables, which adds to the computing complexity. The Multi-Objective Grey Wolf Optimizer (MOGWO) can find the Pareto optimal front of any shape. Finally, the result of a complex real-world Multi-Objective OPF (MOOPF) problem validates that the MOGWO algorithm can solve any kind of non-linear and complex problem with many constraints in unknown search space [17], [18], [19].

Meanwhile, special emphasis is being paid to incorporating renewable energy supplies into the grid to decarbonize the electric power system. Solar photovoltaic and wind deployments are continuously rising due to concerns about global warming due to climate change. On the alternative, fossil-fuel-based power generation systems are becoming less adaptable. According to recent research, dynamic energy supplies such as solar and wind have characteristics that span several time scales, impacting various layers of power system regulation. Such results indicate that, as RES adoption grows, standard load flow analyses aren’t adequate to assure dependability through efficient utilization of resources. It is also proven that, due to the high integration of RESs, operators have difficulties in handling power requirements and depend on user curtailment. Furthermore, the unpredictability and intermittent nature of fluctuating energy sources are expected to raise backup capacity needs, hence raising the incremental cost of electricity [20], [21], [22].

Different alternatives have already been dedicated to the OPF problems for the last few decades. To handle the hydrothermal OPF, the authors of [23] have utilized nonlinear and linear programming methods. The OPF with continuous and discrete optimization parameters was solved using a mixed Particle Swarm Optimization (PSO) algorithm [24]. For the OPF problem with integrated security restrictions, the authors of [25] presented a PSO with reconstructive operators. The authors of [26] have solved the OPF problem using PSO with aging challengers and leaders. The OPF problem was optimized using glowworm swarm optimization in [27], using the minimization of emission and generation cost as fitness functions. To handle the OPF effectively, the authors of [28] have devised an enhanced colliding bodies optimizer. The Differential Evolutionary (DE) algorithm for single- and multi-objective optimal power flow problems was given in Ref. [29]. For the OPF problem, the authors of [30] have presented an enhanced Artificial Bee Colony (ABC) algorithm based on orthogonal learning. To overcome the limited OPF challenge, the authors of [31] have proposed a unique moth swarm method. Upgraded self-adaptive DE with a mixed crossover algorithm was used to address multi-objective OPF problems with conflicting objectives [32]. To obtain OPF solutions, the authors in [33] and [34] used a DE algorithm combined with effective constraint handling strategies. The authors of [35] have presented an enhanced social spider optimizer for tackling the optimal power flow problem with a single objective. The authors of [36] suggested an adaptive perturbation-guiding JAYA algorithm developed to deal with various single-objective optimal power flow problems. Although these algorithms have produced more satisfactory outcomes, the majority of such algorithms are based on conventional thermal-based power generation units and ignore other essential objectives, such as emission reduction of toxic gases, such as CO₂, NOₓ, and SO₂ in ton/hr.

Since the citations above consider traditional generation units, some articles now consider an electrical system combining wind and coal-based power units in their quest for the lowest generating prices. The authors of [37] presented
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the Gbest-directed ABC to increase OPF results reported in previous studies using the same experimental design. In the OPF problem, the authors of [38] proposed an Improved Bacteria Foraging Algorithm (IBFA) and a framework for a double-fed induction generator to emphasize restrictions on the ability to create VAR fuel. The STATCOM is another VAR power compensating device for a network with coal-based and wind units (static synchronous compensator). Ant colony optimization and IBFA were also used to tackle the OPF problem [39]. The authors of [40] suggested a method for assessing wind power prices. The difficulty of planning generators for ELD is common for a grid with both coal-based and wind units. The random nature of the wind power output was provided by [41]. Researchers in [42] also used the DFIG wind turbine model despite solving a comparable problem. The complex ELD problem, which included a wide variety of wind energy and risk reserve constraints, was discussed in [43]. The authors of [44] have incorporated the valve-point loading impact in the Dynamic ELD (DELD) structure of the producing unit and emanation. The optimal power flow scheduling approach is given in [45] for a single system with battery energy storage, Photovoltaic (PV), and gas-based power generation units. The authors of [46] defined pumped hydro storage as a storage alternative for a freestanding hybrid network comprising a wind turbine, solar PV unit, and a diesel generator. The problem was developed using three sources, as mentioned in ref. [47], in addition to a single objective DELD problem. The authors of [48] have used non-conventional sources such as coal-based and solar-wind power, as well as battery storage, to achieve optimum scheduling. Biswas et al. [34] established a framework for evaluating OPF challenges for solar, wind, and river units with various probability density functions.

Even though incorporating renewable energy resources into OPF is addressed in such literature, it should have been viewed as a starting point rather than an end. Numerous literature reviews examine a single optimization objective when addressing the OPF problem with renewable energy. Other objectives, especially those related to emissions, are significant and, therefore, should be considered. In conclusion, multi-objective OPF with renewable energy sources merits further investigation. The typical IEEE-30 bus system is enhanced in this research by incorporating probabilistic wind and solar energy. Sustainable energy generators, like traditional power generators, are now aiming to emphasize everyday research more. In addition to coal-based units, solar, wind, and small-hydro power generation units are considered in this paper, and the OPF problem is handled by both single- and multi-objective algorithms. For research purposes, these sustainable energy sources are being integrated into the standard IEEE 30-bus network. The Equilibrium Optimizer (EO) technique can be used to generate clusters of solutions for single-objective and multi-objective problems [49], [50]. The Multi-Objective Whale Optimization Algorithm (MOWOA) is developed by equipping the whale optimization algorithm with a crowding distance, an archive, and whales’ position (according to ranking) selection method based on Pareto optimal dominance nature.

The MOWOA algorithm is first applied on 17 standard test functions (including eight unconstrained, five constraints, and four engineering design multi-objective problems) to prove its capability in terms of qualities and quantities showing numerical as well as convergence and coverage of Pareto optimal front with respect to true Pareto front. Then, after the MOWOA algorithm is applied to a real-world complex MOOPF problem, the algorithm is proved with a Summation-based Multi-Objective DE (SMODE) algorithm, Multi-Objective Symbiotic Search Algorithm (MOSOS), Multi-Objective Colliding Bodies Optimization (MOCBO) algorithm, Multi-Objective PSO (MOPSO), Non-Dominated Sorting Genetic Algorithm (NSGA-II), and other well-known algorithms in the field of multi-objective algorithms. A storage and leader selection strategy were then combined into a single objective Ion Motion Optimization (IMO) approach to solving multiobjective problems. A group of unconstrained, constrained, and engineering benchmark functions were employed to assess the performance of the Multi-Objective IMO (MOIMO) [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61]. The outcomes of MOIMO are compared with those of the Multi-Objective Dragonfly Algorithm (MODA), Multi-Objective Multi-Verse Optimizer (MOMVO), and Multi-Objective Ant Lion Optimizer (MOALO). It was evident that the MOIMO algorithm is very competent and modest in determining an exact estimation of the Pareto optimal front with uniform dispersal across considered objectives with minimum simulation time. The major contributions of this paper are as follows.

- Formulation of objective functions for OPF problem with single- and multi-objective to handle four objective functions, such as minimization of total fuel cost, voltage deviation, voltage stability index, and the active power loss
- Development and application of single- and Multi-Objective Equilibrium Optimizer (MOEO) in OPF problem of hybrid power network considering the security constraints
- Application of suitable Probability Density Functions (PDFs) to randomize the behavior of solar PV, wind, and small hydro plants
- Validating the suggested algorithm on a modified IEEE-30 bus hybrid power system network
- Comparative analysis is made among well-established algorithms

The paper is organized as follows. Section 2 describes the mathematical models that present the uncertainty in solar-wind-small hydro energy outputs in the context of the OPF problem. Section 3 clarifies the various objective functions. Section 4 describes the EO and MOEO algorithms and their application in the OPF problem. The quantitative findings and analysis are found in Section 5, while the concluding remarks are found in Section 6.
II. MATHEMATICAL MODEL

This paper considers the enhanced IEEE-30 bus network to validate the performance of the EO and MOEO when it handles the OPF problem. The power framework of the improved IEEE-30 bus system is shown in Fig. 1, where thermal units are located at buses 1, 2, and 8, one solar PV unit is located at bus 11, one wind unit is located at bus 5, and one small hydro with hybrid PV unit is located at bus 13. Table 1 summarizes a complete specification of the selected
TABLE 3. Emission and cost coefficients of the system considered in this paper.

| Generators | Bus Number | α  | β  | γ  | δ  | ε  | ω  | µ  |
|------------|------------|----|----|----|----|----|----|----|
| TG1        | 1          | 30 | 2  | 0.00375 | 18 | 0.037 | 4.091 | -5.554 | 6.49 | 0.0002 | 6.667 |
| TG2        | 2          | 25 | 1.75 | 0.0175 | 16 | 0.038 | 2.543 | -6.047 | 5.638 | 0.0005 | 3.333 |
| TG3        | 8          | 20 | 3.25 | 0.00834 | 12 | 0.045 | 5.326 | -3.55 | 3.38 | 0.002 | 2 |

IEEE-30 bus power system. Table 2 shows the upper and lower bounds of the selected power system.

A. GENERATION COST OF THERMAL UNITS

As discussed in the literature, there are general optimization objectives, namely, minimizing the generating cost, the active power loss, and the voltage deviation. In classical coal-based power generation, the cost is computed as follows, allowing the valve-point loading effect.

\[ C_T(P_{TG}) = \sum_{i=1}^{N_{TG}} a_i + b_i P_{TGi} + c_i P_{TGi}^2 \]

\[ + \frac{d_i \times \sin \left( e_i \times \left( P_{\text{ss},i} - P_{TGi} \right) \right)}{2} \]

where, \( a_i \), \( b_i \), and \( c_i \) denote the cost coefficients for the \( i^{th} \) generator, and \( d_i \) and \( e_i \) denote the cost constants for the \( i^{th} \) generator with a loading effect. The values of the emission and cost coefficients are presented in Table 3.

B. EMISSION

Minimizing emissions is an extremely important challenge. One main reason is that typical thermal power generation units release toxic gases, such as CO₂, NOₓ, and SO₂ into the atmosphere, leading to pollution. The emission in tons/hour can be computed as follows.

\[ E = \sum_{i=1}^{N_{TG}} \left( a_i + b_i P_{TGi} + c_i P_{TGi}^2 \right) \times \delta_i \times \sin \left( e_i \times \left( P_{\text{ss},i} - P_{TGi} \right) \right) \times 0.01 + \omega_i e^{(\mu_i P_{TGi})} \]

where, \( a_i \), \( b_i \), \( c_i \), \( \delta_i \), \( e_i \), \( \mu_i \), and \( \omega_i \) are the emission constants of the \( i^{th} \) unit and the values of such coefficients are listed in Table 3.

C. DIRECT COSTS OF STOCHASTIC UNITS

The direct cost associated with the wind unit is mathematically modeled with the \( P_{ws} \) scheduled power from the same sources. The associated cost is as follows.

\[ C_w(P_{ws}) = g_w \times P_{ws} \]

where, \( g_w \) signifies the direct cost coefficient and \( P_{ws} \) signifies the scheduled wind power. Likewise, the direct cost associated with the photovoltaic unit is presented with the \( P_{ss} \) scheduled power from the same sources. The associated cost is presented as follows.

\[ C_s(P_{ss}) = h_s \times P_{ss} \]

where, \( h_s \) signifies the direct cost coefficient and \( P_{ss} \) signifies the scheduled PV power. A hybrid solar unit with a small-hydro unit is known as a third sustainable energy source.

So, the scheduled power consists of the summation of the hydropower and the PV output power. The direct costs for the PV and the small-hydro units are as follows.

\[ C_s(P_{ss}) = C_s(P_{\text{ss},h} + P_{\text{ss},s}) = P_{\text{ss},h} \times h_s + P_{\text{ss},s} \times m_s \]

where, \( P_{ss} \) denotes the expected production from the hybrid plant, \( P_{\text{ss},s} \) denotes the influence of the PV unit, and \( P_{\text{ss},h} \) denotes the influence of the small-hydro unit. The direct variables of price \( h_s \) and \( m_s \) are similar to the previous discussion.

D. UNCERTAIN SUSTAINABLE WIND POWER COST

The standby cost for the wind unit is formulated as follows.

\[ C_{R_w} \left( P_{w,s} - P_{w,av} \right) = K_{R_w} \left( P_{w,s} - P_{w,av} \right) \]

\[ = K_{R_w} \int_{0}^{P_{w,s}} f_w(p_w) \left( P_{w,s} - p_w \right) dp_w \]

where, \( K_{R_w} \) denotes the reserve cost coefficient for wind component, the wind power Probability Density Function (PDF) is represented by \( f_w(p_w) \), and \( P_{w,s} \) denotes the amount of power that is accessible from the same wind unit. The penalty cost for the same is given as follows.

\[ C_{P_w} \left( P_{w,av} - P_{w,s} \right) = K_{P_w} \left( P_{w,av} - P_{w,s} \right) \]

\[ = K_{P_w} \int_{0}^{P_{w,av}} f_w(p_w) \left( p_w - P_{w,s} \right) dp_w \]

where, \( f_w(p_w) \) signifies the rated output from the wind unit and \( K_{P_w} \) denotes the wind penalty cost coefficient.

E. UNCERTAIN SUSTAINABLE PV POWER COST

The standby cost of a solar PV unit can be written as follows.

\[ C_{R_s} \left( P_{s,s} - P_{s,av} \right) = K_{R_s} \left( P_{s,s} - P_{s,av} \right) \]

\[ = f_s \left( P_{s,av} - P_{s,s} \right) \times K_{R_s} \]

\[ \times \left[ \left( P_{s,s} - E \left( P_{s,av} < P_{s,s} \right) \right) \right] \]

where, \( K_{R_s} \) denotes the standby price constant regarding solar PV units, \( P_{s,av} \) denotes the amount of power that is accessible from the same PV unit, \( f_s \left( P_{s,av} < P_{s,s} \right) \) represents the probability of PV output shortage rate concerning scheduled output power \( P_{s,s} \), and \( E \left( P_{s,av} < P_{s,s} \right) \) represents the expected PV output power lesser than \( P_{s,s} \). The penalty price for overrating PV units can be given as follows.

\[ C_{P_s} \left( P_{s,av} - P_{s,s} \right) = K_{P_s} \left( P_{s,av} - P_{s,s} \right) \]

\[ = K_{P_s} \times f_s \left( P_{s,av} > P_{s,s} \right) \times \left[ E \left( P_{s,av} > P_{s,s} \right) - P_{s,s} \right] \]
TABLE 4. PDF constants of solar PV, wind, and small hydro plants [34].

| Wind Unit | PV Unit |
|-----------|---------|
| Wind | Total Turbines (3MW each) | Weibull mean, $M_{we}$ | Weibull parameters | Rated power, $P_{we}$ (MW) | Lognormal mean, $M_{ln}$ | Lognormal parameters | Rated power, $P_{ln}$ (MW) |
| Bus-5 | 25 | $\nu = 7.976$ m/s | $k = 2$, $c = 9$ | 75 | $G=483$ W/m² | $\mu = 5.2$ | $\sigma = 0.6$ | 50 |

Hybrid Solar + Small Hydro (Bus-13)

| PV-rated power, $P_{pr}$ (MW) | Lognormal PDF parameters | Small-Hydro rated power, $P_{pr}$ (MW) | Gumbel PDF parameters |
|-------------------------------|-------------------------|--------------------------------------|----------------------|
| 45 (bus-13) | $\mu = 5.0$ | $\sigma = 0.6$ | 5 | $\lambda = 15$ | $\nu = 1.2$ |

![Figure 2. Weibull function for a wind plant at bus-5.](image)

where, $K_{P_{pr}}$ represents the coefficient of penalty price regarding SPV unit, $f_{s}(P_{s,av} > P_{s,s})$ represents the expected PV output in excess of the scheduled output, and $E(P_{s,av} > P_{s,s})$ represents the expected PV output higher than $P_{s,s}$.

**F. UNCERTAIN SUSTAINABLE HYBRID SOLAR PV AND SMALL-HYDRO POWER COST**

In this subsection, another sustainable generation network is a cluster of small-scale hydropower units, and solar PV units are considered. The water flow strength determines the generation of the small-hydro unit that is famous for accompanying Gumbel distribution [41]. Satisfying Eq. (8), the reserve cost for hybrid unit output is as follows.

$$C_{Rsh} (P_{ssh} - P_{shav}) = K_{Rsh} (P_{ssh} - P_{shav}) = K_{Rsh} \times f_{sh} (P_{shav} < P_{ssh}) \times [P_{ssh} - E (P_{ssh} < P_{ssh})] \quad (10)$$

where, $K_{Rsh}$ is the standby cost coefficient and is related to the hybrid unit and $P_{shav}$ is the actual accessible output from the system. The possibility of a shortage of hybrid system output from the scheduled power ($P_{ssh}$) is given by $f_{sh}(P_{shav} < P_{ssh})$ and the principle of distributed power below $P_{ssh}$ is $E(P_{shav} < P_{ssh})$. After Eq. (9), the cost of penalty for underestimating the performance of the hybrid system is as follows.

$$C_{Psh} (P_{shav} - P_{ssh}) = K_{Psh} (P_{shav} - P_{ssh}) = K_{Psh} \times f_{sh} (P_{shav} > P_{ssh}) \times [E (P_{shav} > P_{ssh}) - P_{ssh}] \quad (11)$$

where, $K_{Psh}$ is the penalty cost coefficient is related to the hybrid unit, $f_{sh}(P_{shav} > P_{ssh})$ is the possibility of the excess of hybrid system power from the scheduled power ($P_{ssh}$), and $E(P_{shav} > P_{ssh})$ is the expectancy of the hybrid system output above $P_{ssh}$.

**G. UNCERTAINTY OF STOCHASTIC SOLAR/WIND/SMALL-HYDRO UNITS**

Wind speed distributions are represented using the Weibull Probability Density Function (PDF). The following is how the Weibull PDF was used by the authors of [34] to depict the probability of wind speed in meters per second. The data of the suggested Weibull scale ($c$) and shape ($k$) constants were presented in Table 4. The distributions of the Weibull curve and wind frequency are shown in Fig. 2 by taking 8000 steps from the Monte-Carlo simulation.

The probability of Weibull PDF following wind velocity $v$ m/s, including scale factor ($c$) and shape factor ($k$) could be
estimated as follows.

\[ f_r(v) = \left(\frac{k}{c}\right) \left(\frac{v}{c}\right)^{(k-1)} e^{-\left(\frac{v}{c}\right)^k}, \quad \text{for } 0 < v < \infty \]  

(12)

The Weibull distribution mean is reported as follows.

\[ M_{wbl} = c \times \Gamma \left(1 + k^{-1}\right) \]  

(13)

The expression for \( \Gamma(x) \) is presented as follows.

\[ \Gamma(x) = \int_0^{\infty} e^{-t} t^{x-1} dt \]  

(14)

The thermal plant at bus-11 of the standard IEEE-30 bus system is replaced with the PV unit. The power production of the PV unit is contingent on sun irradiation \( (G) \) that follows the Lognormal PDF [34]. The solar irradiation probability tracking Lognormal PDF has a standard deviation \( \sigma \) and mean \( \mu \) can be presented as follows.

\[ f_G(G) = \frac{1}{G\sigma \sqrt{2\pi}} \exp \left\{ -\frac{(\ln G - \mu)^2}{2\sigma^2} \right\}, \quad \text{for } G > 0 \]  

(15)

By replicating the Monte-Carlo setup with a set point of 8000, Figure 3 defines a frequency distribution and Lognormal distribution of solar irradiation. The mean of the Lognormal distribution is given as follows.

\[ M_{lgn} = \exp \left( \mu + \frac{\sigma^2}{2} \right) \]  

(16)
The possibility of water flow rate $Q_w$, subsequent Gumbel PDF through position constant $\lambda$ and scale constant $\gamma$ has been written as follows.

$$
f_{Q_w}(Q_w) = \frac{1}{\gamma} \exp \left( \frac{Q_w - \lambda}{\gamma} \right) \exp \left[ -\exp \left( \frac{Q_w - \lambda}{\gamma} \right) \right]
$$

(17)

The hybrid PV and hydropower unit are at bus-13 of the enhanced network, swapping the coal-based generator. Fig. 4 shows the solar PV PDF output and Lognormal scale obtainable for the PV located at bus-13. Figure 5 illustrates the strength of water mass flow distribution and the scale of Gumbel. To perform an 8000 Monte Carlo setup, both figures are generated using the basic standards of PDF parameters tabulated in Table 4.

### H. POWER MODELS OF SOLAR PV, WIND, AND HYBRID PLANTS

The wind plant at bus-5 comprised the combined outputs of the 25 turbines. The power capacity of each turbine is 3 MW. Depending on the speed, the exact energy production of the wind turbine varies. In terms of wind velocity ($v$), the turbine output power is expressed as follows.

$$
p_w(v) = \begin{cases} 
  p_{wr}, & \text{for } v_r < v \leq v_{out} \\
  0, & \text{for } v < v_{in} \text{ and } v > v_{out} \\
  p_{wr}\left( \frac{v - v_{in}}{v_r - v_{in}} \right), & \text{for } v_{in} \leq v \leq v_r 
\end{cases}
$$

(18)

where, $v_{out}$, $v_r$, and $v_{in}$, denotes the cut-out, rated, and cut-in speed of the wind turbine, respectively and $p_{wr}$ signifies the rated generated power of the turbine. The Enercon E82-E4 model datasheet is referenced for the 3MW wind turbine. The different speeds are $v_{out} = 25$ meter/sec, $v_r = 16$ meter/sec, and $v_{in} = 3$ meter/sec. The solar irradiation $P_s(G)$ to transform the energy of the photovoltaic can be represented as follows.

$$
P_s(G) = \begin{cases} 
  P_{sr}\left( \frac{G^2}{G_{std}^2} R_c \right), & \text{for } 0 < G < R_c \\
  P_{sr}\left( \frac{G}{G_{std}} \right), & \text{for } G \geq R_c
\end{cases}
$$

(19)

where, $R_c$ denotes a particular irradiance position set as 120 W/m$^2$, $G_{std}$ denotes the solar irradiation in the typical environment fixed at 1000 W/m$^2$, and the PV unit’s rated performance is $P_{sr}$. The flow rate of water ($Q_w$) and effective pressure head ($H_w$) are calculated by the output of a small hydro plant. The efficiency of the small hydro plant can therefore be determined as follows.

$$
P_H(Q_w) = \eta \rho g Q_w H_w
$$

(20)

where $\eta$ stands for the efficiency of the generator-turbine set, $g$ denotes the acceleration due to gravity, and $\rho$ denotes the water concentration. To calculate the hydro output, the parameters are set at these values, $\eta = 0.85$, $\rho = 1000$ kg/m$^3$, $g = 9.81$ m/s$^2$, and $H_w = 25$ m. Table 5 shows the quantitative value of direct, penalty, and reserve cost factors for wind, PV, and small hybrid hydropower. The direct cost factors are set, so that wind energy is the most priced, trailed by PV.
power and hydroelectric power. The reserve cost coefficient is larger than the direct cost coefficient for sustaining spinning reserves. On the other hand, the penalty for not using the power available is less than the direct cost.

III. PROBLEM FORMULATION
The optimal VAR power and real power dispatch objectives are included in the OPF. The following objectives for OPF with PV, wind, and hybrid plants are included in this section. Entirely the fitness functions considered in this paper are minimization functions.

A. MINIMIZATION OF TOTAL FUEL COST (TFC)
The very first objective is the reduction of the total overall cost. Including coal-based unit prices and direct, reserve, and penalty prices for non-conventional resources is the expense of the entire generation. Therefore, the combined price for a coal-based power plant, a wind power plant, a solar photovoltaic power plant, and a hybrid solar and small hydropower plant is presented as follows.

\[ f_1 = C_{Tot} = C_T(P_{TG}) + [C_w(P_{ws}) + C_{RV}(P_{ws} - P_{w}) + C_{PV}(P_{PV} - P_{w})] + [C_{ps}(P_{ps}) + C_{Rs}(P_{ps} - P_{s}) + C_{Ps}(P_{Ps} - P_{s})] + [C_{sh}(P_{sh}) + C_{Rsh}(P_{sh} - P_{sh})] + C_{sh}(P_{sh} - P_{sh}) \]

B. VOLTAGE DEVIATION (VD) MINIMIZATION
The VD is a measure of voltage reliability of entire load buses in the system. The voltage variations of the PQ bus can be controlled starting at 1.0 for every unit, resulting in a more consistent voltage profile overall. The problem is formulated as follows.

\[ f_2 = VD = \sum_{i=1}^{N_{pq}} |V_i - 1| \]

where \( V_i \) represents the voltage level of \( i \)th bus in p.u. and \( N_{pq} \) presents the number of PQ buses.

C. MINIMIZATION OF ACTIVE POWER LOSS (APL)
Transmission line losses are caused by the transmission cables due to their resistive nature. When electrical energy flows from one node to the other in a branch, it dissipates as heat. Whenever this loss is incurred, it impacts the node voltages, which may be explained in terms of the magnitude and angle of the node voltage. The third objective function for minimizing transmission network Active Power Loss (APL) can be represented as follows.

\[ f_3 = APL = P_{LOSS} = \sum_{i=1}^{NB} P_{Gi} - \sum_{i=1}^{NB} P_{Di} \]

where, \( P_{Gi} \) and \( P_{Di} \) denote the generated power output and power distributed at \( i \)th bus, and \( NB \) denotes the number of buses.

D. VOLTAGE STABILITY INDEX (L-INDEX)
The L-index, which depicts each bus’s voltage uniformity margins, is the most important metric for keeping the constant voltage at a tolerable level under typical conditions. L-index provides a scalar count for any PQ bus. The L-index remains between ‘0’ (no load) and ‘1’ (maximum load) (collapse of voltage). The total voltage collapse indication for the \( i \)th bus is as follows.

\[ L_i = 1 - \sum_{j=1}^{NB} F_{ij} \frac{V_i}{V_j} \quad \forall j = 1, 2, \ldots, NL \]

where \( Y_{2} \) and \( Y_{1} \) denote the sub-matrices of \( Y_{BUS} \). The fitness function to improve stability is described as follows.

\[ f_4 = L = \max (L_i) \quad \forall j = 1, 2, \ldots, NL \]

E. EQUALITY CONSTRAINTS
The power flow expressions provide equality constraints, showing that both reactive and real power generated in a network necessity satisfy the system’s power demands and losses.

\[ Q_{Gi} - Q_{Di} - V_i \sum_{j=1}^{NB} V_j [G_{ij} \sin (\delta_{ij}) - B_{ij} \cos (\delta_{ij})] = 0 \quad \forall i \in NB \]

\[ P_{Gi} - P_{Di} - V_i \sum_{j=1}^{NB} V_j [G_{ij} \cos (\delta_{ij}) + B_{ij} \sin (\delta_{ij})] = 0 \quad \forall i \in NB \]

where \( NB \) signifies the total buses, \( P_{Di} \) and \( Q_{Di} \) signify the real power and reactive power demand at \( i \)th bus, \( \delta_{ij} = \delta_i - \delta_j \) denotes the variance in phase angles of voltage among bus \( i \) and bus \( j \), and \( P_{Gi} \) and \( Q_{Gi} \) are the active power and reactive power generation respectively of \( i \)th bus by either unit (coal-based or renewable) as appropriate. \( G_{ij} \) displays the conductance and \( B_{ij} \) signifies the susceptance among bus \( j \) and bus \( i \), correspondingly.

F. INEQUALITY CONSTRAINTS
The functional limitations of systems, as well as the security limits of lines and PQ buses, constituted inequality constraints. The following are the generator boundaries:

\[ p_{Gmin}^{TG} \leq P_{TG} \leq P_{Gmax}^{TG} \quad \forall i \in N_{TG} \]

\[ p_{wmin}^{ws} \leq P_{ws} \leq P_{wmax}^{ws} \]

\[ p_{smin}^{ss} \leq P_{ss} \leq P_{smax}^{ss} \]

\[ p_{smin}^{ssh} \leq P_{s} \leq P_{smax}^{ssh} \]

\[ Q_{Gmin}^{TG} \leq Q_{TG} \leq Q_{Gmax}^{TG} \quad \forall i \in N_{TG} \]

\[ Q_{wmin}^{ws} \leq Q_{ws} \leq Q_{wmax}^{ws} \]

\[ Q_{smin}^{ss} \leq Q_{ss} \leq Q_{smax}^{ss} \]

\[ Q_{smin}^{ssh} \leq Q_{s} \leq Q_{smax}^{ssh} \]

\[ V_{Gmin}^{Gi} \leq V_{Gi} \leq V_{Gmax}^{Gi} \quad i = 1, \ldots, NG \]
Security bounds are as follows
\[
V_{lp}^{\text{min}} \leq V_{lp} \leq V_{lp}^{\text{max}}, \quad p = 1, \ldots, NL
\]
(38)
\[
S_{q}^{\text{min}} \leq S_{q} \leq S_{q}^{\text{max}}, \quad q = 1, 2, \ldots, nl
\]
(39)
The active power output limits of coal-based, PV, and wind units are denoted by Eq. 29-32. The reactive power of generating units is then represented by Eq. 33-36. The entire operating units is denoted by Eq. 29-32. The reactive power of generating units is then represented by Eq. 33-36. The entire operating units is denoted by Eq. 29-32. The reactive power of generating units is then represented by Eq. 33-36.

The mathematical model of the EO algorithm is based on mass conservation balances for a particle entering and departing a regulated volume, to achieve equilibrium. The optimal solution of EO is generated using Eq. 40.

\[
C_{\text{eq}}^{\text{initial}} = C_{\text{min}} + \text{rand}_{i}(C_{\text{max}} - C_{\text{min}}) \quad i = 1, 2, \ldots, n
\]
(40)
where \(n\) denotes the number of particles in the population, \(C_{\text{eq}}^{\text{initial}}\) signifies the initial concentration vector, \(C_{\text{min}}\) and \(C_{\text{max}}\) are the lower and upper bounds, and \(\text{rand}_{i}\) is a random number between [0, 1]. The best solution is to metaphorically reach an equilibrium condition by calculating candidate solutions and the equilibrium pool. To reach the unknown equilibrium state, the EO uses five concentrations. The particle pool is made up of the average of the four best concentrations so far. The following are the pool’s characteristics.

\[
\overline{C}_{\text{eq, pool}} = \{C_{\text{eq}(1)}, C_{\text{eq}(2)}, C_{\text{eq}(3)}, C_{\text{eq}(4)}, C_{\text{eq(ave)}}\}
\]
(41)
Equation 42 is used to update the population solution in EO.

\[
\overline{C} = \overline{C}_{\text{eq}} + (\overline{C} - \overline{C}_{\text{eq}}) \cdot \overline{F} + \overline{G}
\]
(42)
\[
\overline{F} = e^{-\frac{1}{\lambda} (t-n)}
\]
(43)
\[
t = \left(1 - \frac{FE}{\text{Max} \_ \text{FEs}}\right)\left(\frac{FE}{\text{Max} \_ \text{FEs}}\right)
\]
(44)
where \(\text{Max} \_ \text{FEs}\) denotes the total number of function evaluations, and \(FE\) is the current function evaluations.

\[
\overline{T} = \frac{1}{\lambda} \ln \left(-a_1 \text{sign}(\overline{T} - 0.5) \left[1 - e^{-\frac{1}{\lambda} t}\right]\right) + t
\]
(45)
\[
\overline{G} = \overline{G}_{0} e^{-\lambda (t-n)}
\]
(46)
\[
\overline{G}_0 = \overline{RCP} \left(\overline{C}_{\text{eq}} - \overline{\lambda} \overline{C}\right)
\]
(47)
\[
\overline{RCP} = \begin{cases} 0.5r_1, & r_2 \geq RP \\ 0, & \text{Otherwise} \end{cases}
\]
(48)
where \(r_1, r_2,\) and \(r\) are arbitrary numbers \(\in [0, 1]\), and \(r_1\) and \(r_2\) are factors that balance the exploitation and exploration phase of EO. The term \(\text{sign}(\overline{T} - 0.5)\) regulates the exploitation and exploration directions. The rate \(\overline{G}\) is a section that may progress the divergence procedure and \(\overline{RCP}\) controls if the control variable is utilized or not in the updating procedure.

**IV. SINGLE- AND MULTI-OBJECTIVE EQUILIBRIUM OPTIMIZER**

This part describes the elementary notion of the single-objective equilibrium optimizer and the Multi-Objective Equilibrium Optimizer (MOEO) formulation.

**A. EQUILIBRIUM OPTIMIZER (EO)**

Equilibrium Optimizer is a metaheuristic optimization tool that was reported by Faramarzi et al. [49]. The strategy is based on mass conservation balances for a particle entering and departing a regulated volume, to achieve equilibrium. The optimization procedure, likewise, tries to maintain the system’s balance. There are three primary mathematical representations, i) initializing concentrations, ii) computing an equilibrium pool of candidates, and iii) updating concentrations. The mathematical model of the EO algorithm is discussed in this sub-section. The readers should read the base paper for comprehensive details [49]. Like entirely other metaheuristic algorithms, the initial random population solution of EO is generated using Eq. 40.

\[
\overline{C}_{\text{eq}, \text{pool}} = \{\overline{C}_{\text{eq}(1)}, \overline{C}_{\text{eq}(2)}, \overline{C}_{\text{eq}(3)}, \overline{C}_{\text{eq}(4)}, \overline{C}_{\text{eq(ave)}}\}
\]
(41)
Equation 42 is used to update the population solution in EO.

\[
\overline{C} = \overline{C}_{\text{eq}} + (\overline{C} - \overline{C}_{\text{eq}}) \cdot \overline{F} + \overline{G}
\]
(42)
\[
\overline{F} = e^{-\frac{1}{\lambda} (t-n)}
\]
(43)
\[
t = \left(1 - \frac{FE}{\text{Max} \_ \text{FEs}}\right)\left(\frac{FE}{\text{Max} \_ \text{FEs}}\right)
\]
(44)
where \(\text{Max} \_ \text{FEs}\) denotes the total number of function evaluations, and \(FE\) is the current function evaluations.

\[
\overline{T} = \frac{1}{\lambda} \ln \left(-a_1 \text{sign}(\overline{T} - 0.5) \left[1 - e^{-\frac{1}{\lambda} t}\right]\right) + t
\]
(45)
\[
\overline{G} = \overline{G}_{0} e^{-\lambda (t-n)}
\]
(46)
\[
\overline{G}_0 = \overline{RCP} \left(\overline{C}_{\text{eq}} - \overline{\lambda} \overline{C}\right)
\]
(47)
\[
\overline{RCP} = \begin{cases} 0.5r_1, & r_2 \geq RP \\ 0, & \text{Otherwise} \end{cases}
\]
(48)
where \(r_1, r_2,\) and \(r\) are arbitrary numbers \(\in [0, 1]\), and \(r_1\) and \(r_2\) are factors that balance the exploitation and exploration phase of EO. The term \(\text{sign}(\overline{T} - 0.5)\) regulates the exploitation and exploration directions. The rate \(\overline{G}\) is a section that may progress the divergence procedure and \(\overline{RCP}\) controls if the control variable is utilized or not in the updating procedure.

**B. MULTI-OBJECTIVE EQUILIBRIUM OPTIMIZER**

In multiobjective problems, two or more objective functions are solved at the same time when entirely constraints are satisfied [51], [52], [53]. To describe the multi-objective OPF problem, several optimization approaches are used in the literature. From the previous works, it can be seen that many researchers have turned a multiobjective problem into a single-objective problem by combining the two conflicting objective works into a single-objective problem and then employing the weighting components approach. Furthermore, estimating the set of optimal tradeoffs and finding the best compromise solutions around each of the Pareto fronts may be the best method for determining the result of the multi-objective problem. The multi-objective problem should be written as follows.

\[
\text{Minimize} : f_i(u), \quad i = 1, 2, 3, \ldots, N
\]
(49)
Subjected to: \(g_j(u) = 0, \quad j = 1, 2, 3, \ldots, M\)
(50)
\(h_k(u) \leq 0, \quad k = 1, 2, \ldots, K\)
(51)
where \(f_i\) is the irrational fitness function, \(N\) indicates the total fitness function, \(M\) denotes the number of equality constraints, and \(K\) denotes the total inequality constraints. The non-dominated sorting strategy in multiobjective optimization might have two probabilities: one objective dominating the other or not. To put it another way, without losing the ability to generalize; Only if the given two requirements are met, does \(u_1\) have the upper hand over \(u_2\).

\[
\forall i \in \{1, 2, 3, \ldots, N\} : f_i(u_1) \leq f_i(u_2)
\]
(52)
\[
\exists j \in \{1, 2, 3, \ldots, N\} : f_j(u_1) \leq f_j(u_2)
\]
(53)
If any of the preceding conditions are not met, the solution \(u_1\) is no longer in control of \(u_2\). If \(u_1\) outnumbers \(u_2\), it is referred to as the non-dominated solution. The pseudocode of the MOEO is presented in the Algorithm [50]. The maximum function evaluations and the population size \(N_{pop}\) are control parameters of the MOEO algorithm. In addition, a random
parent population \( P_o \) is generated in search space \( S \) and every fitness function of the fitness vector \( F \) for \( P_o \) is evaluated. \( P_o \) is then subjected to non-dominated sorting and the determination of crowding distances. The MOEO method is then used to create the new population \( P_j \), which is subsequently converged with \( P_o \) to form the combined population \( P_i \). The best \( N_{pop} \) solutions are referred to as parent population based on non-domination sorting and calculated estimates of crowding distance and non-domination rank. This process is repeated until the maximum number of generations has been reached. It’s worth noting that a similar method can be used in conjunction with the termination criteria based on the function’s overall evaluations. The readers are highly recommended to read [50] for more comprehensive details.

For a non-dominated solution, the membership function score for every fitness function is first determined as follows.

\[
\mu_k^m = \begin{cases} 
1, & f_m^k \leq f_m^{\min} \\
\frac{f_m^{\max} - f_j}{f_m^{\max} - f_m^{\min}}, & f_m^{\min} \leq f_m^k \leq f_m^{\max} \\
\frac{f_m^{\max} - f_j}{f_j - f_m^{\min}}, & f_m^{\min} \leq f_j \leq f_m^{\max} \\
0, & f_j \geq f_m^{\max}
\end{cases}
\]

(54)

where \( \mu_k^m \) signifies the value of the membership function of \( k \)th non-dominated solution of \( m \)th objective, \( f_m^{\max} \) and \( f_m^{\min} \) denote the maximum and minimum objective function value of the generated non-dominated solutions, \( f_j \) signifies the fitness function values of \( k \)th non-dominated solution of \( m \)th objective. On every solution, the normalized membership function can be formed as follows.

\[
\mu_k = \frac{\sum_{m=1}^{N_{obj}} \mu_k^m}{\sum_{k=1}^{N_d} \sum_{m=1}^{N_{obj}} \mu_k^m}
\]

(55)

where \( N_{obj} \) is the number of the fitness functions and \( N_d \) represents the number of non-dominated solutions. The value with the highest \( \mu_k \) value is the most compromised.

**Algorithm PseudoCode of MOEO Algorithm**

**Step-1:** Generate random population \( P_o \) in the solution set \( S \) and fitness vector \( F \) for the generated \( P_o \)

**Step-2:** Categorize the \( P_o \) using non-dominated sorting process and compute the non-dominated rank and generate Pareto fronts

**Step-3:** Determine the crowding distance for every Pareto front generated

**Step-4:** Update the \( P_j \) solutions by EO algorithm

**Step-5:** To produce \( P_i = P_o \cup P_j \), combine \( P_o \) and \( P_j \)

**Step-6:** For \( P_i \), complete step-2 as per the rank and crowding distance sort \( P_i \)

**Step-7:** Replace \( P_o \) with \( P_i \) for first \( N_{pop} \) of \( P_i \)

**V. RESULTS AND DISCUSSIONS**

In this section, the validation of EO and MOEO on an enhanced IEEE-30 bus system is carried out, and the performance comparison is also made among well-established algorithms. There are two simulation scenarios considered in this section. Scenario 1 deals with the single-objective OPF problem, and Scenario 2 deals with the multi-objective OPF problem.

A. SCENARIO-1

This study uses the EO algorithm to address the probabilistic optimal power flow problem with three sustainable energy units: wind, solar, and hybrid small-hydropower. The features of the enhanced IEEE-30 bus network are listed in Table 1. Table 6 shows the entire test cases considered in this paper. The proposed strategy is developed using the MATLAB tool installed on a 3.4GHz Intel i5 CPU with 8 GB memory. The population size is set to 40, and each algorithm is run 10 times with 100 iterations. The EO algorithm is related to finding solutions for sustainable power generation units. The solution to the OPF problem is also verified and compared with the recently developed algorithms such as Ion Motion Optimizer (IMO) [54], Grey Wolf Optimizer (GWO) [55], and Harris Hawks Optimization (HHO) [56].

The obtained results for the case study from 1-5 are listed in Tables 7-9. Table 6 lists the decision vectors for case studies 1-2, including the best Total Fuel Cost (TFC) and the emission. The results obtained by the algorithms are also recorded in Table 7. Table 7 shows that the TFC value obtained by the EO is 891.651 $/hr, which is the best, followed by GWO, HHO, and IMO. Similarly, the value of emission obtained by EO is 0.092 Ton/hr, which is the best in addition to the GWO and IMO. The emission achieved by the HHO is higher than the selected algorithms.

Table 8 lists the decision vectors for case studies 3-4, including the best APL and the VD values. The results obtained by the algorithms are also recorded in Table 8. Table 8 shows that the APL value obtained by the EO is 1.866 MW, which is the best, followed by IMO, GWO, and HHO. Similarly, the value of VD obtained by EO is 0.284 p.u., which is the best followed by GWO, HHO, and IMO.

Table 9 lists the decision vectors for case study 5, including the best L-index (L-index) values. The results obtained by the selected algorithms are also recorded in Table 9. From Table 9, it is noticed that the L-index value obtained by the EO is 0.133, which is similar to the selected algorithms.

Some of the traditional and well-established algorithms are called the Multi-Objective Evolutionary Algorithm with Superiority of Feasible solution constraint handling mechanism (MOEA/D-SF) and Summation-based Multi-Objective DE algorithm with Superiority of Feasible solution constraint handling mechanism (SMODE/SF) is applied for first case studies of OPF problem [34]. The consolidated results obtained by EO and other selected algorithms, including MOEA/D-SF and SMODE/SF for all case studies, are listed in Table 10. The result of TFC, including the sustainable power plants with EO, is 891.651 $/hr which is the best among the four algorithms. Also, reduced up to 1.352 $/hr in comparison with the MOEA/D-SF and 1.852 $/hr in...
TABLE 6. Test cases considered in this study.

| Test system | Case # | Single- and Multi-Objective Functions |
|-------------|--------|--------------------------------------|
| IEEE 30-bus test system (Modified) | Case # 1 | Minimization of the generation cost |
| | Case # 2 | Minimization of emission |
| | Case # 3 | Minimization of APL |
| | Case # 4 | VD minimization |
| | Case # 5 | Voltage Stability Index (VSI) |
| | Case # 6 | Minimization of the TFC and PM |
| | Case # 7 | Minimization of the TFC and APL |
| | Case # 8 | Minimization of the TFC and VD |
| | Case # 9 | Minimization of the TFC, PM, and APL |
| | Case # 10 | Minimization of the TFC, PM, and VD |
| | Case # 11 | Minimization of the TFC, PM, APL, and VD |

TABLE 7. Single-objective simulation results of case-1 and case-2.

| Control Parameters | Min | Max | Case-1 | Case-2 |
|--------------------|-----|-----|--------|--------|
| | | | EO | HHO | GWO | IMO | EO | HHO | GWO | IMO |
| PG(Thermal) | 20 | 80 | 53.898 | 43.769 | 51.585 | 53.896 | 46.634 | 60.000 | 46.692 | 45.665 |
| PG(Wind) | 10 | 35 | 11.052 | 21.638 | 13.195 | 26.000 | 35.000 | 21.072 | 35.000 | 34.936 |
| PG(Solar) | 0 | 75 | 51.758 | 52.515 | 50.155 | 42.741 | 74.999 | 75.000 | 75.000 | 74.794 |
| PG3 (Solar + Small Hydro) | 0 | 50 | 17.610 | 15.556 | 17.480 | 16.198 | 49.657 | 50.000 | 50.000 | 49.888 |
| V1 | 0.95 | 1.1 | 1.099 | 1.100 | 1.100 | 1.100 | 1.099 | 1.100 | 0.955 | 1.100 |
| V2 | 0.95 | 1.1 | 1.089 | 1.094 | 1.095 | 1.100 | 1.090 | 1.100 | 0.971 | 1.100 |
| V3 | 0.95 | 1.1 | 1.070 | 1.079 | 1.079 | 1.100 | 1.026 | 1.100 | 0.953 | 1.100 |
| V4 | 0.95 | 1.1 | 1.071 | 1.086 | 1.081 | 1.100 | 1.098 | 1.100 | 0.986 | 1.100 |
| V5 | 0.95 | 1.1 | 1.099 | 1.076 | 1.100 | 1.100 | 1.015 | 1.100 | 0.974 | 1.100 |
| V6 | 0.95 | 1.1 | 1.099 | 1.096 | 1.089 | 1.100 | 1.065 | 1.100 | 1.070 | 1.100 |
| QG1(Swing) | -50 | 140 | 121.787 | 80.974 | 47.802 | -28.720 | -11.011 | 140.000 | 138.777 | 139.526 |
| QG2(Thermal) | -20 | 60 | 27.723 | 29.341 | -10.679 | 59.999 | 45.647 | 3.865 | -14.898 | 57.519 |
| QG3(Thermal) | -15 | 40 | 25.335 | 39.318 | 9.552 | 22.896 | 4.079 | 16.313 | -14.045 | 39.922 |
| QG4(Wind) | -30 | 35 | 2.812 | 34.404 | -1.561 | -4.553 | 31.556 | 4.762 | -0.681 | 34.824 |
| QG5(G1+Solar) | -20 | 25 | -14.862 | 14.244 | 1.060 | -9.800 | 20.060 | 25.000 | -0.028 | 24.958 |
| QG6(Solar + Small Hydro) | -20 | 25 | -19.995 | 24.569 | -5.080 | -12.953 | -16.344 | 1.498 | 25.000 | 24.029 |

TFC (kWh) | 891.651 | 893.931 | 892.060 | 896.007 |

Emission (Ton/hr) | - | - | - | - |

HGO, the IMO algorithm also produces worst results than the GWO and EO, apart from HHO. The results produced by the GWO are almost similar to EO for a few case studies; however, the convergence speed is slower than the EO algorithm. Therefore, from the discussions, it is discovered that the EO algorithm stood first, followed by GWO, IMO, and HHO.

Comparative analysis plots with respect to total fuel cost are shown in Fig. 11. While analyzing the simulated results of entire case studies, it is shown that the suggested EO algorithm provides the best optimal solutions.
TABLE 8. Single-objective simulation results of case-3 and case-4.

| Control Parameters | Min | Max | Case-3 | Case-4 |
|--------------------|-----|-----|--------|--------|
| P_{G2(Thermal)}    | 20  | 80  | 67.051 | 71.222 |
|                    | 70.000 | 71.222 | 64.066 | 25.983 |
| P_{G2(Thermal)}    | 10  | 35  | 35.000 | 35.000 |
|                    | 35.000 | 35.000 | 35.000 | 34.850 |
| P_{G2(Wind)}       | 0   | 75  | 75.000 | 75.000 |
|                    | 75.000 | 75.000 | 75.000 | 66.528 |
| P_{G1(Solar)}      | 0   | 50  | 50.000 | 50.000 |
|                    | 50.000 | 50.000 | 48.494 | 50.000 |
| P_{G1(Solar)+Small H} | 0   | 50  | 48.302 | 48.302 |
|                    | 47.533 | 47.533 | 48.302 | 43.751 |
| V_{1}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.098 | 1.098 | 1.100 | 0.977 |
| V_{2}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.099 | 1.099 | 1.100 | 0.950 |
| V_{5}              | 0.95| 1.1 | 1.090 | 1.100 |
|                    | 1.085 | 1.085 | 1.094 | 0.973 |
| V_{8}              | 0.95| 1.1 | 1.096 | 1.100 |
|                    | 1.094 | 1.094 | 1.100 | 1.061 |
| V_{10}             | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.097 |
| V_{13}             | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.053 |
| Q_{G2(wang)}       | -50 | 140 | 136.471 | 140.000 |
|                    | 140.000 | 21.080 | 140.000 | -22.611 |
| Q_{G2(Thermal)}    | -20 | 60  | 52.289 | 60.000 |
|                    | 60.000 | 60.000 | 60.000 | 56.587 |
| Q_{G2(Wind)}       | -15 | 40  | -10.424 | 40.000 |
|                    | 40.000 | 4.157 | 40.000 | -9.586 |
| Q_{G2(Solar)}      | -30 | 35  | 34.252 | 50.000 |
|                    | 35.000 | -30.000 | 35.000 | 21.503 |
| Q_{G1(Solar)+Small H} | -20 | 25  | 15.315 | 25.000 |
|                    | 15.315 | 13.111 | 25.000 | 19.545 |
| Q_{G1(Solar)+Small H} | -20 | 25  | -18.250 | 25.000 |
|                    | 25.000 | 2.112 | 25.000 | -11.091 |

| APL in MW | 1.866 | 1.914 | 1.899 | 1.872 |
|-----------|--------|--------|--------|--------|
| VD in p.u.| -      | -      | -      | 0.284 |

TABLE 9. Single-objective simulation results of case-5.

| Control Parameters | Min | Max | Case-5 |
|--------------------|-----|-----|--------|
| P_{G2(Thermal)}    | 20  | 80  | 80.000 | 60.000 |
|                    | 43.433 | 43.433 | 43.433 | 50.000 |
| P_{G2(Wind)}       | 10  | 35  | 35.000 | 35.000 |
|                    | 35.000 | 35.000 | 35.000 | 35.000 |
| P_{G2(Solar)}      | 0   | 75  | 0.000  | 22.448 |
|                    | 3.539 | 3.539 | 3.539 | 5.976 |
| V_{1}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| V_{2}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| V_{5}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| V_{8}              | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| V_{10}             | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| V_{13}             | 0.95| 1.1 | 1.100 | 1.100 |
|                    | 1.100 | 1.100 | 1.100 | 1.100 |
| Q_{G2(wang)}       | -50 | 140 | 104.780 | 140.000 |
|                    | 104.780 | 54.868 | -0.623 | 140.000 |
| Q_{G2(Thermal)}    | -20 | 60  | -15.184 | 23.659 |
|                    | -15.184 | 23.659 | -5.244 | 60.000 |
| Q_{G2(Wind)}       | -15 | 40  | -12.450 | 11.625 |
|                    | -12.450 | 11.625 | 21.957 | 40.000 |
| Q_{G2(Solar)}      | -30 | 35  | -26.627 | 11.578 |
|                    | -26.627 | 11.578 | -9.583 | 35.000 |
| Q_{G1(Solar)+Small H} | -20 | 25  | -16.128 | 8.450 |
|                    | -16.128 | 8.450 | 2.219 | 25.000 |
| Q_{G1(Solar)+Small H} | -20 | 25  | 11.307 | 8.450 |
|                    | 8.450 | -18.661 | 25.000 | -18.661 |

B. SCENARIO-2
In this scenario, the MOEO algorithm was applied to optimize two, three, and four conflicting objectives simultaneously. The non-dominated sorting EO algorithm is used in the multiobjective OPF problems to determine the archives of different objectives simultaneously. The Pareto front for the
adapted IEEE 30-bus framework is obtained using 30 non-dominant results. Similar to the previous test scenario, scenario 2 was executed 30 times to get fair results. Cases 6 to 8 are referred to as two objectives optimization problems, whereas cases 9 and 10 are referred to as three objectives optimization problems. In case 11, entirely four objectives are optimized at the same time. The fuzzy membership function is utilized to determine the best compromising response from the Pareto archives [57], [58]. Comparing the best Pareto fronts obtained by the four established multi-objective

### TABLE 10. Obtained simulation results by entirely selected algorithms.

| Single Objectives Functions | EO     | HHO    | GWO    | IMO    | MOEA/D-SF | SMODE/SF |
|-----------------------------|--------|--------|--------|--------|-----------|----------|
| Total Fuel Cost (TFC) ($/hr) | 891.568| 893.931| 892.060| 896.007| 893.003   | 893.503  |
| Emission (Ton/hr)           | 0.092  | 0.094  | 0.092  | 0.092  | 0.1091    | 0.0961   |
| VD (p.u.)                   | 0.284  | 0.359  | 0.290  | 0.365  | NA        | NA       |
| APL (MW)                    | 1.866  | 1.911  | 2.069  | 1.889  | NA        | NA       |
| VSI                         | 0.133  | 0.133  | 0.133  | 0.133  | NA        | NA       |

NA-Not Available
algorithms are important. The optimal Pareto fronts generated by entirely algorithms are shown in Figs. 12(a-f). For cases 6 to 9, the best-compromised responses using the MOEO algorithm and other well-established algorithms, such as MOWOA [59], MOGWO [18], [60], and MOIMO [61], are shown in Table 11, and the best results are shown in boldface. The selected multi-objective algorithms are applied to generate the optimal Pareto fronts for case studies. The population size for entire algorithms is 30, and the maximum number of generations is 500. Other algorithmic parameters of entire algorithms are selected as per the respective base paper. The Pareto fronts obtained for Cases 6-11 are shown in Fig. 12. As seen in the Pareto fronts, MOEO has more diversity than other algorithms. In other words, the emission, TFC, APL, and VD values reached by MOEO is better than that of selected algorithms, which is true throughout trial runs.

Compliance with system constraints is a crucial part of the constraint optimization problem. In a single objective problem, dealing with constraints is challenging. The scenario is significantly more complicated for multiobjective problems, such as the OPF with stochastic renewables because the Pareto front contains numerous solutions necessary to be practicable. The Pareto front produced from every test run contains 30 non-dominated solutions, and algorithms provide feasible opportunities. However, it is not feasible to
verify all solutions at this time, and we do focus on choosing selected solutions from specific test runs and monitoring the availability of important constraints. When an EO is combined with a non-dominated sorting and crowding distance mechanism, the search process of the MOEO can be systematically guided towards optimal global solutions.
VI. CONCLUSION
The research on OPF of hybrid power systems has become more significant in modern trends in the energy industry and environmental policy since it analyses sustainable and constantly replenished renewable resources. Therefore, this paper suggests an algorithm for locating Pareto’s optimal solutions to the multiobjective OPF problem, which includes stochastic solar, wind, and hybrid small hydropower units. The renewable energy sources studied in this study have stochastic characteristics that are represented using suitable...
probability density functions. The non-convex, nonlinear, and multimodal multi-objective OPF problem is solved using the MOEO algorithm and formulated using EO, non-dominated sorting, and crowding distance mechanisms. The system's constraints, notably network security constraints, have been satisfied. The obtained results are compared with several well-established algorithms. The results reveal that the suggested MOEO algorithm obtained higher quality with more practicable solutions. Without a doubt, entirely of the results suggest that the proposed algorithm has an advantage in achieving optimal solutions to single- and multi-objective OPF problems.

In future studies, the MOEO algorithm may also be applied to other engineering problems, including cyber security, demand forecasting, motor design, optimal reactive power dispatch, compensator location, transformer design, load scheduling, distribution planning, and many more.
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