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Abstract. Important contributions to meson–nucleus scattering are produced by terms in the multiple-scattering series, which is defined as the sum of all diagrams where the meson scatters back and forth between a pair of static nucleons before leaving the nucleus. In particular, the sum of this series is needed for an accurate description of kaon–deuteron scattering, and appears as part of the nucleon–nucleon potential. In this article we present some effective-field-theory (EFT)-based insights into this series in the case of two-nucleon systems. In particular, we discuss the fact that, if meson–nucleon scattering is approximated by the scattering-length term, individual terms of the series are divergent, and enhanced with respect to the straightforward expectation from chiral perturbation theory (χPT). This apparently indicates the presence of similarly enhanced counterterms. However, we show that when the series is resummed the divergences cancel, such that no additional information on short-range interactions is needed to obtain predictions for observables after resummation. We discuss the conditions under which this resummation is justified. We show that the same issues arise in the N,N potential, where the resummed series produces poles whose appearance indicates the breakdown scale of the χPT expansion for that quantity. This demonstrates unequivocally that χPT cannot be applied to compute $V(r)$ for distances smaller than $r \sim 1 \text{fm}$ at least in the theory without explicit Delta(1232) degrees of freedom. We briefly discuss whether this bound can be lowered if the Delta resonance is included in the EFT as an explicit degree of freedom.

PACS. 13.75.Gx Pion–baryon interactions – 12.39.Fe Chiral Lagrangians – 36.10.Gv Mesonic, hyperonic and antiprotonic atoms and molecules

1 Introduction

The multiple-scattering series (MSS) has played a prominent role in the study of meson–nucleus interactions. Explicit expressions for the MSS have been known for a long time: first derived in 1949 by Foldy in a different context [1], it was applied to πd scattering as early as 1953 by Brückner [2]. The first diagrammatic representation was given in Ref. [3] in 1972. More recently, the terms of the MSS have been shown to have a special status within an effective-field-theory treatment for π–nucleus scattering. The first EFT calculation of πd scattering, performed by Weinberg [4], classified the different contributions to the pion–deuteron scattering length, $a_{πd}$, according to their χPT order. Of the three three-body diagrams contributing at leading order, by far the largest one is due to the second term in the πd MSS, the so-called double-scattering term (see first diagram in Fig. 1). Weinberg’s calculation has been refined in the twenty years since (see, e.g., Refs. [5,6,7,8,9,10,11,12]). In Ref. [6] it was observed that the triple-scattering term (i.e. the third term in the MSS) is significantly enhanced compared to what one would expect based on Weinberg’s original dimensional-analysis argument. In contrast to what was proposed in Ref. [6], it was shown in Ref. [10] that the triple-scattering term is enhanced by a factor of $π^2$ compared to its naive χPT order because of its special topology. The large contribution of the first diagram in Fig. 1 to $a_{πd}$, together with the enhanced contribution of the second one, raises the question of whether all diagrams in the MSS are enhanced as compared to other χPT graphs in one way or another.

This question is of considerable contemporary import, as data on mesonic atoms have, in recent years, become a prime source of experimental information on strong meson–nucleon scattering lengths. In particular, the pion–nucleon scattering lengths were extracted from a combined analysis of pionic hydrogen [13] and pionic deuterium [14] data with unprecedented accuracy in Refs. [11,12]. Such an analysis calls for rigorous control over higher-order χPT corrections to pion–nucleus scattering, potentially the most prominent of which are
the higher-order terms of the MSS. Due to the smallness of the \( \pi N \) scattering lengths, terms beyond triple scattering in the MSS give small contributions to \( a_{\pi d} \). However, such a suppression does not show up for \( Kd \) scattering due to the relatively large \( KN \) scattering lengths of the order of 1 fm. In this case the non-perturbative resummation of all terms in the MSS is required. The goal of this study is to examine the consequences of enhancements of MSS terms for the \( \chi PT \) counting, and the grounds for such a resummation.

Our main result is that care is required when expanding the MSS in a diagrammatic fashion. In particular, a perturbative treatment of the series necessitates the introduction of enhanced counterterms if well-defined expressions are to be obtained. This is because the integrals appearing in the diagrammatic expansion are individually divergent, starting from the quadruple-scattering term in the series (third diagram in Fig. 1). Nevertheless, we show that, under particular circumstances, all those divergences cancel upon resummation. Based on this observation we are also able to present a closed expression for the MSS in momentum space.

The pertinent terms in the MSS also appear as sub-graphs within the \( \chi PT \) contributions to the \( NN \) potential. (It was pointed out long ago that the sum of all two-particle irreducible \( \pi NN \rightarrow \pi NN \) graphs itself appears in \( V_{NN} \).) Here we show that “triangle graphs” in the \( NN \) potential are enhanced by factors of \( 1/\pi \) (not \( \pi^2 \)) providing a special status to the diagrams of the MSS—and the physics insights derived therefrom—in that problem, too. We find that the MSS contributions to \( V_{NN} \) can be (partially) resummed. The effect of higher-order MSS terms is minimal for \( r > 1 \) fm, but, for distances \( r < 1 \) fm, they produce unphysical poles in \( V_{NN}(r) \). This leads us to suggest that their appearance is associated with the breakdown of the \( \chi PT \) expansion for the \( NN \) potential at these distances.

The remainder of this paper is organized as follows. In Sect. 2 we introduce the multiple-scattering series and define our conventions. In Sect. 3 we perform a perturbative evaluation of the graphs in this series and show that counterterms are needed in order to make sense of the divergent momentum-space expressions which are encountered. In Sect. 4 we provide a formal argument which vitiates the need to consider these counterterms. We first regularize each term in the MSS, then resum the series, and finally remove the regulator and obtain a finite result. In Sect. 5 we discuss the limitations of this procedure. In Sect. 6 we apply our insights from the meson–nucleus case to the more complex case of the \( NN \) potential. We offer our conclusions in Sect. 7.

## 2 The multiple-scattering series

For the sake of simplicity, we start with isoscalar mesons scattering off isoscalar nucleons. Then the MSS for meson–nucleus scattering may be written as

\[
2T = 2(4\pi)^2 \left( A^{(1)} + A^{(2)} + A^{(3)} + A^{(4)} + \cdots \right),
\]

where the superscript indicates the number of meson–nucleon interactions appearing in the respective diagram, and a factor \( 2(4\pi)^2 \) has been pulled out for convenience. The second, third, and fourth terms in the series are illustrated in Fig. 1.

The \( n \)th term in the series shown in Fig. 1 has \( n = 2 \) loops. However, once nucleons are treated as static, the amplitude for a zero-momentum pion scattering from the \( NN \) system can be computed using the integral equation

\[
T(p', p) = \delta_{\pi N}^{(3)}(p' - p) + \int \frac{d^3p''}{(2\pi)^3} \tau_{\pi N}(p - p'', 0) \frac{1}{(|p - p''|^2)^3} T(p', p''),
\]

where \( p \) (\( p' \)) is the relative momentum between the incoming (outgoing) \( NN \) pair and \( \tau_{\pi N}(q', q) \) describes a \( \pi N \) interaction with final (initial) pion momentum \( q' \) (\( q \)). The contribution to the \( pd \) scattering length stemming from the multiple-scattering series, Eq. (2), then read

\[
a_{\pi d} = -\frac{1}{16\pi^4} \int d^3p \int d^3p' \Psi^\dagger(p')T(p', p)\Psi(p),
\]

where \( \Psi(p) \) denotes the deuteron wave function normalized as

\[
\int d^3p \Psi^\dagger(p)\Psi(p) = 1.
\]

If only low-momentum components of the nuclear system are being probed, we are encouraged to take

\[
t_{\pi N}(0, 0) = \tau_{\pi N}(p - p'', 0) = -4\pi a,
\]

where \( a \) is the \( \pi N \) scattering length. (Note that we neglected the kinematical prefactors suppressed as \( M_N/m_N \) with \( m_N \) being the nucleon mass.) In \( \chi PT \) the absolute value of the isovector \( \pi N \) scattering length is

\[
a = \frac{M_N}{8\pi F_\pi^2},
\]

\footnote{The full MSS is given by \( 2T \) because the pion can scatter from either nucleon to start any term in the MSS.}

\footnote{Throughout this work we use nuclear-physics conventions for the scattering lengths. Note that this differs from the conventions employed in previous studies of \( \pi d \) scattering [6][10][11][12].}
3 Perturbative evaluation

If \( l_{\pi N} \) has the form [5], the first two terms of the MSS may be written as

\[
A^{(1)}(Q) = -2\pi^2 a\delta^{(3)}(Q),
\]

\[
A^{(2)}(Q) = \frac{a^2}{Q^2},
\]

while terms \( A^{(m)}(Q) \) starting with \( m = 3 \) have the form

\[
A^{(m)}(Q) = \left( \frac{-4\pi a}{(4\pi)^2} \right)^m \int \frac{d^4l_1}{(2\pi)^4} \cdots \frac{d^4l_{m-2}}{(2\pi)^4} \frac{1}{l_1^2} \times \left[ \frac{1}{(l_1 - l_2)^2} \frac{1}{(l_2 - l_3)^2} \cdots \frac{1}{(l_{m-2} - Q)^2} \right].
\]

Here, \( Q = p' - p \) denotes the three-momentum transfer between the incoming and outgoing nucleons and \( Q = |Q| \). The third term, for example, reads

\[
A^{(3)}(Q) = -\frac{\pi a^3}{2Q}.
\]

Upon Fourier transforming we find

\[
A^{(2)}(r) = \frac{a^2}{4\pi r}, \quad A^{(3)}(r) = -\frac{a^3}{4\pi r^2}.
\]

These are the first two cases of the well-known form for the \( m \)th term

\[
A^{(m)}(r) = \frac{a}{4\pi} \left( \frac{a}{r} \right)^{m-1}.
\]

However, a problem occurs when trying to derive the forth term from the momentum-space integral

\[
A^{(4)}(Q) = \int \frac{d^4l_1}{(2\pi)^4} \frac{d^4l_2}{(2\pi)^4} \frac{d^4l_3}{(2\pi)^4} \frac{d^4l_4}{(2\pi)^4} \frac{(4\pi)^2 a^4}{l_1^2 l_2^2 l_3^2 (l_1 - l_2)^2 (l_2 - l_3)^2 (l_3 - l_4)^2}.
\]

Since the integral itself is dimensionless, and yet depends on only one dimensionful parameter, \( Q \), it should come as no surprise that the result of the integral is independent of that dimensionful parameter. Indeed, one finds, after introducing the variable \( z = l_2/Q \),

\[
A^{(4)}(Q) = a^4 \left( 1 + \int_1^\infty \frac{dz}{z} \right).
\]

The Fourier transform of the first, constant, term is a delta-function in configuration space, which does not match the expected \( r \)-space expression \( a^4/4\pi r^4 \). Moreover, the remaining integral in Eq. (13) is divergent. The easiest way to regularize it is to introduce a finite upper limit in the integration, \( z_{\text{max}} = \mu/Q \), which, equivalently, translates to a finite cutoff in \( l_2 \). In this way, through the regularization of the integral, the momentum transfer \( Q \) again appears in the expression.

The necessity for regularization of the integral implies, from an EFT perspective, the need to introduce a \( \pi d \) counterterm in order to parameterize the short-distance physics which is affecting the result. Its operator structure is a constant in momentum space. This introduces a free parameter: the strength of the finite piece of the counterterm. To simplify the notation we may absorb the constant in the expression given above into this free parameter. We then find

\[
A^{(4)}(Q) = -a^4 \log \frac{Q}{\mu} + \frac{f_0(\mu)}{32\pi^2},
\]

where \( f_0 \) is a \( \mu \)-dependent parameter. Note that the factor \( 32\pi^2 \) appears here due to our conventions for the definition of the individual terms in the MSS according to Eqs. (11) and (9).

The first term in Eq. (13) relative to \( A^{(2)} \) is then of order

\[
a^2 Q^2 \sim \frac{M_s^4}{64\pi^2 F_s^4} = 4\pi^2 \left( \frac{M_s}{4\pi F_s} \right)^4,
\]

where we have counted \( Q \sim M_s \). The suppression of \( A^{(4)} \) relative to \( A^{(2)} \) is therefore \( 4\pi^2 \) less than the naive-dimensional-analysis (NDA) estimate for such a two-loop effect, a manifestation of the \( \pi^2 \) enhancement alluded to above.

The size of \( f_0 \) is determined by the coefficient of the logarithm in Eq. (14). We thus have

\[
f_0 \sim 32\pi^2 a^4 = \frac{M_s^4}{128\pi^2 F_s^8} = \frac{2\pi^2}{F_s^2} \left( \frac{M_s}{4\pi F_s} \right)^4.
\]

\( f_0 \) then, like the other term in Eq. (14), is \( 2\pi^2 \) larger than \( \chi PT \) power counting would have suggested for a counterterm that renormalizes a two-loop diagram. The enhanced (with respect to their \( \chi PT \) estimate) size of the MSS terms therefore potentially drives the existence of larger-than-expected short-distance effects.

As an example of what happens with higher terms in the MSS, we briefly mention the corresponding result for \( A^{(5)} \). Straightforward evaluation gives

\[
A^{(5)}(Q) = a^5 \left( \frac{Q}{2} - \int_1^\infty \frac{dl}{l} \right).
\]

The first term in the brackets, which is finite, can be mapped onto the \( 1/r^4 \) term of the MSS via a properly regularized Fourier transform, while the second (divergent) term generates, in principle, another free parameter. Note, however, that this free parameter, linear in \( \mu \), can be absorbed into \( f_0 \). This pattern continues, with all terms of even order in the MSS apparently requiring new operator structures to make them finite, while the odd-order terms have finite pieces which map properly onto their coordinate-space expressions, and whose divergent parts can be absorbed into the counterterms generated at the preceding order in the MSS.

There is thus an apparent problem, since the results obtained above would imply that the MSS comes with an infinite
set of free parameters, and cannot be regarded as predictive. Moreover, these counterterms are larger than one would expect based on $\chi$PT counting for the $\pi d$ problem, because the MSS terms themselves are larger than implied by naive application of $\chi$PT.

4 Resumming the MSS

In this section we show how these problems can be resolved, the central finding being that the UV divergences of the MSS cancel exactly once the series is resummed—for all values of $Q$. A direct consequence of this result is that no enhanced counterterms are required in the MSS. The limitations on the validity of this result will be addressed in more detail in the next section.

In order to proceed we first regularize each term in the MSS and then sum the entire series. This allows us to recover the standard result for each term in the series once the regulator is removed and the resummed result re-expanded in powers of $a$.

Our starting point is Eq. (8). Using the fact that

$$\frac{1}{\mu^2} = \frac{1}{4\pi} \int d^3 r \exp(i \mathbf{p} \cdot \mathbf{r}) |r|,$$  \hspace{1cm} (18)

and applying this to each individual propagator in Eq. (8), after integration over all three momenta and angles one obtains, for the $m$th term in the MSS ($m \geq 2$)

$$A^{(m)}(Q) = (-a)^m \int \frac{dr}{r^{m-3}} \sin Qr Qr.$$  \hspace{1cm} (19)

This expression exhibits the following types of divergences: first, for $Q = 0$ and $m = 4$ it becomes singular in the infrared (IR). In practice, this singularity gets tamed automatically once the convolution with the nuclear wave functions is included (cf. Eq. (3)). Second, starting from $m = 4$, this expression is singular in the ultraviolet (UV), $r \to 0$, as mentioned above. We will show in the following that all UV divergences cancel once the MSS is resummed. Finally, this resummation produces a new type of singularity that shows up for $a < 0$, and will be discussed in Sect.5. In what follows we choose a regularization technique which makes the divergences manifest, so that the argument can be presented in a straightforward and clean way.

In particular, we now regularize (15) by IR and UV cutoffs $R$ and $r_0$, respectively. Beginning with the evaluation of the Fourier transform at $Q = 0$ we see that the regularized version of $A^{(m)}(0)$ is

$$A^{(m)}(0) = (-a)^m \int_{r_0}^{R} \frac{dr}{r^{m-3}}.$$  \hspace{1cm} (20)

which gives, for $m = 4$,

$$A^{(4)}(0) = a^4 \log \frac{R}{r_0}.$$  \hspace{1cm} (21)

Thus this integral shows a logarithmic divergence as $r_0 \to 0$, in full correspondence to what was stated above (cf. the $\log \mu$ in Eq. (14)). On the other hand, for $m > 4$ we obtain

$$A^{(m)}(0) = (-a)^m \int_{r_0}^{R} \frac{dr}{r^{m-3}} = \frac{(-a)^m}{m-4} \left( \frac{1}{r_0^{m-4}} - \frac{1}{R^{m-4}} \right).$$  \hspace{1cm} (22)

The sum of all orders beyond order 4 in $A^{(m)}(0)$ is then

$$\sum_{m>4} A^{(m)}(0) = a^4 \left\{ \log \frac{R + a}{r_0 + a} + \log \frac{r_0}{R} \right\}.$$  \hspace{1cm} (23)

The last, singular, term in this expression cancels exactly with $A^{(4)}(0)$. Thus, we find that the final result at $Q = 0$ is UV finite provided that regularization is carried out and the full series then resummed. After resummation the limit $r_0 \to 0$ is finite so that the regulator can be formally removed, if $a > 0$. For $a < 0$ this is not possible, since one would hit the branch cut of the logarithm in the first term of Eq. (23). However, as long as the scattering length is natural, $|a| \lesssim 1/\Lambda$, the regulator $r_0$ can at least be pushed outside the regime of validity of the theory. In any case there is no need for the inclusion of enhanced (compared to their $\chi$PT estimate) counterterms to remove the UV divergences in the resummed expression. The physical implications of this procedure will be discussed in Sect.5. The divergence structure of the case $Q \neq 0$ can be reduced to that discussed in the previous paragraph. Let

$$A^{(m)}(Q) = A^{(m)}(0) + \delta A^{(m)}(Q).$$  \hspace{1cm} (24)

The terms $A^{(m)}(0)$ were already dealt with above. In addition, $\delta A^{(m)}(Q)$ is UV finite for $m = 4$ and $m = 5$, however, starting from $m = 6$ also these terms diverge. Let

$$\delta \hat{A}(Q) = \sum_{m>5} \delta A^{(m)}(Q) = \sum_{m>5} (-a)^m \int_{r_0}^{R} \frac{dr}{r^{m-3}} \left\{ \sin Qr Qr - 1 \right\}.$$  \hspace{1cm} (25)

In order to proceed we now expand $\sin Qr$ in a power series around $Q = 0$ and study each term individually. We get

$$\delta \hat{A}(Q) = \sum_{n=1}^{\infty} \sum_{m>5} (-a)^m (-1)^n Q^{2n} (2n+1)! \int_{r_0}^{R} dr r^{3-m+2n}.$$  \hspace{1cm} (26)

This expression becomes UV singular for $m \geq 2n + 4$. For those terms we may write

$$\delta \hat{A}(Q)_{\text{sing}} = \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} (-a)^{l+2n+3} (-1)^n Q^{2n} (2n+1)! \int_{r_0}^{R} dr r^3 r^{3-m+2n}.$$  \hspace{1cm} (27)

The last sum is the same one we encountered in summing the terms $A^{(m)}(0)$ (see Eq. (20)) from $m = 4$ to $\infty$. We may therefore follow the same steps applied in that case to obtain

$$\delta \hat{A}(Q)_{\text{sing}} = \left( \frac{\sin Qa}{Qa} - 1 \right) a^4 \log \frac{R + a}{r_0 + a}.$$  \hspace{1cm} (28)
which again has a smooth limit for \( r_0 \to 0 \)—as long as \( a > 0 \). Thus we have demonstrated that, for all values of \( Q \), the UV divergences of the MSS cancel exactly once the series is resummed. Thus, apparently no counterterms are required and the MSS is predictive. No additional information on short-distance physics is needed in order for it to render a sensible prediction, as long as we regularize it, and then resum. The UV regulator can then be removed.

Thus far we have been able to sum the singular terms and construct an explicit momentum-space expression for them after summation. This is not, however, the full sum of the MSS, which also includes those terms whose Fourier transform is well-defined without any need to introduce a regulator. In order to derive the full result we solve the integral equation \( (2) \) and hence obtain an expression for the full sum of the MSS in coordinate and momentum space.

We can, under quite general conditions, solve Eq. \( (2) \) by a function

\[
2T(p', p) = 2(4\pi)^2 A(Q).
\]

The function \( A \) is most easily computed by taking the inverse Fourier transform of Eq. \( (2) \) and applying the convolution theorem. This produces \( 15 \)

\[
A(r) = -\frac{a}{4\pi} - \frac{a}{r} A(r),
\]

such that, as was shown long ago \( 23 \),

\[
A(r) = -\frac{ar}{4\pi(r + a)} = -\frac{a}{4\pi} + \frac{a^2}{4\pi r} \sum_{n=0}^{\infty} \left( \frac{a}{r} \right)^n,
\]

and thus each term in the MSS contributes one order in a geometric series in \( a/r \).

Clearly, the final expression given in Eq. \( (31) \) is a very efficient and useful representation of the MSS. It is not singular as \( r \to 0 \) — at least as long as \( a > 0 \) — although the individual terms of the sum are increasingly singular. The evaluation of the expectation value of the full sum with nuclear wave functions is straightforward—again, as long as \( a > 0 \).

The easiest way to obtain the resummed MSS in momentum space is to perform a Fourier transform of the resummed \( r \)-space expression \( 11 \). This yields

\[
A(Q) = -\frac{(2\pi)^3}{4\pi} a \delta^{(3)}(Q) + \frac{a^2}{Q^2} - \frac{a^3}{Q} f(aQ),
\]

with

\[
f(y) = \int_0^\infty dx \frac{\sin x}{x + y} = \text{Ci}(y) \sin y + \frac{1}{2} \cos y (\pi - 2\text{Si}(y)),
\]

where we used the following definitions of the sine and cosine integral functions

\[
\text{Ci}(y) = -\int_y^\infty dt \frac{\cos t}{t}, \quad \text{Si}(y) = \int_0^y dt \frac{\sin t}{t}.
\]

In this context it is important to note that the function \( \text{Ci}(y) \), appearing in Eq. \( 33 \), has a branch point at \( y = 0 \) — it acquires an unphysical cut from \( aQ = 0 \) to \( aQ = -\infty \) which enters the physical region for negative values of \( a \). This cut appears to be the momentum space analog of the unphysical pole at \( r = -a \) of Eq. \( 31 \), but it should not be a concern for \( a > 0 \).

Moreover, for small positive \( y \), we may expand \( f(y) \) in powers of \( y \), and so obtain

\[
f(aQ) = \frac{\pi}{2} + (\gamma - 1 + \log aQ) aQ - \frac{\pi(aQ)^2}{4} + \cdots, \tag{35}
\]

where \( \gamma \) denotes the Euler–Mascheroni constant. Insertion of this expansion into Eq. \( 32 \) produces a power series in \( a \) in which all non-analytic terms vanish with what we found in Sect. 3. Note, however, that in the full, finite expression the logarithmic divergence of Eq. \( 14 \) becomes effectively regularized at the scale \( 1/a \). To better understand the structure and the coefficients of the term \( \propto a^4 \) in Eq. \( 32 \), one may calculate the quadruple-scattering term explicitly starting from the expression \( 19 \)

\[
A^{(4)}(Q) = a^4 \int_Q^{\infty} dx \frac{\sin x}{x^2} = -a^4 (\gamma - 1 + \log Qr_0). \tag{36}
\]

This explains how the constant term \( \gamma - 1 \) appears in Eq. \( 35 \) and demonstrates that the UV regulator \( r_0 \) is effectively replaced by \( a \) due to the resummation procedure described above.

The pole/cut in coordinate/momentum space that appears for \( a < 0 \) for the MSS of meson--nucleus scattering emerges since we focused on isoscalar interactions. Under certain conditions, a different isospin structure can make the pole disappear. To illustrate this point, we consider \( \pi^-d \) scattering with the \( \pi^-p \to \pi^0n \) and \( \pi^+n \to \pi^0n \) channels switched off. In the isospin limit, this can be described with isoscalar and isovector \( \pi N \) scattering lengths \( a^+ \) and \( a^- \). The (coordinate space) result for the resummed MSS then reads

\[
A(r) = -\frac{a^+}{4\pi} + \frac{(a^+)^2 - (a^-)^2}{4\pi(r^2 - (a^+)^2 + (a^-)^2)(r - a^+)}, \tag{37}
\]

which for \( a^- \to 0 \) reduces to Eq. \( 31 \). Provided that \( |a^-| > |a^+| \), the pole disappears and the result for the MSS is well-defined everywhere. Similarly, a pole in the full MSS for \( \pi^-d \) scattering, with the \( \pi^-p \to \pi^0n \) and \( \pi^+n \to \pi^0n \) channels included, would only appear if \( \pi N \) interactions were not predominantly of isovector nature.

For this reason, the discussion of the case \( a < 0 \) in which a pole appears in \( A(r) \) might appear quite academic. However, as we will show in Sect. 6, this kind of pole does appear when the sum of the \( \pi NN \) MSS which contributes to the \( NN \) potential is computed.

5 Interpretation

The previous section suggests that the MSS has a valid expansion if \( 0 < aQ < 1 \), so that the expression \( 35 \) can be employed and the cut in \( f(y) \) does not enter the physical \( (Q > 0) \) region. In coordinate space these conditions correspond to \( r > a \) and \( a > 0 \). In case of \( a < 0 \), however, a pole (cut) appears in

\[
\int_0^\infty dt \frac{\cos t}{t}, \quad \text{Si}(y) = \int_0^y dt \frac{\sin t}{t}.
\]
the resummed coordinate (momentum) space expression. This issue will be addressed at the end of this section.

In general, the fact that a resummation gives a well-defined answer does not necessarily mean that it gives the correct answer. This was recently stressed in Ref. [23]. In particular, one might be concerned that the sensitivity to short-distance physics in the MSS necessitated by the perturbative treatment of a point-like \(\pi N\) interaction indicates that the regularized, \(\pi N\) scattering within the MSS with a point-like interaction has a certain range, and the \(\pi N\) system still takes the form (42), and its size was estimated to be around 5\% relative to the leading double-scattering diagram [10,12].

We now write
\[
 t_{\pi N}(p, 0) = -4\pi a g\left(\frac{p}{\Lambda}\right)
\]  
with \(g(x) \rightarrow 1\) as \(x \rightarrow 0\). The amplitude for scattering of the zero-momentum pion from the \(NN\) system still takes the form (29), but now
\[
 A(r) = -\frac{a}{4\pi} - \frac{a}{r} g(r) A(r)
\]
with
\[
g(r) = 4\pi r \int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot r} \frac{1}{k^2} g^2\left(\frac{|k|}{\Lambda}\right)
\]
Thus, in the presence of the regulator, \(g\),
\[
 A(r) = -\frac{ar}{4\pi(r + ag(r))}
\]
If, for illustrative purposes, we take
\[
 \hat{g}(x) = \frac{1}{\sqrt{1 + x^2}}
\]
then
\[
 g(r) = 1 - e^{-Ar}
\]
and so \(g(r) \rightarrow 1\) as \(r \rightarrow \infty\), but \(g(r) \rightarrow Ar\) as \(r \rightarrow 0\). While the details of this result are specific to the form (43), the disappearance of regulator effects in the infrared and the appearance of additional powers of \(r\) in the ultraviolet is a general feature.

If \(A(r)\) is evaluated perturbatively based on the expansion of Eq. (41), we have (cf. Eq. (31))
\[
 A^{(m)}(r) = \frac{a}{4\pi} \left(\frac{-ag(r)}{r}\right)^{m-1}
\]  
with \(m \geq 1\). Observe that introducing the form factor \(g\) with the cutoff \(\Lambda\) leads to results completely equivalent to those obtained using a sharp cutoff that were discussed in detail in the previous section. In particular, the individual terms in the MSS again appear to be enhanced relative to their \(\chi PT\) estimates: for example, the momentum-space form of the quadruple-scattering term exhibits the behavior \(A^{(4)}(Q) \sim -a^4 \log Q/\Lambda\) discussed in Sect. 3. And, once again, the resummed result (41) is much less \(\Lambda\)-dependent than the individual terms in the MSS. The limit \(\Lambda \rightarrow \infty\) exists here due to the cancellations of the UV-divergent terms derived in the previous section. But, the form (44) makes explicit that it is the behavior \(g(r) \rightarrow Ar\) as \(r \rightarrow 0\) which guarantees that none of the terms in the MSS diverge as \(r \rightarrow 0\). It is crucial to observe that this regularization only prevails if \(\Lambda\) is kept finite, as an effective scale representing the range of validity of the theory, when Eq. (41) is expanded in powers of \(a\) and Fourier transformed to momentum space. Although, of course, if one is interested in the long-distance \((r > |a|)\) form of each contribution to the MSS in \(r\)-space, the limit \(\Lambda \rightarrow \infty\) can be safely taken in each of the terms in Eq. (44).

In physical terms we anticipate working in perturbative meson–nucleon systems where \(|a| \sim 1/\Lambda\), and so we can resum the series in \(a/r\) to infinite order with \(A\) being large but finite. This yields a well-defined mathematical procedure. In the resummed expression (see Eq. (41)) the limit \(\Lambda \rightarrow \infty\) exists. However, the question is whether it can be safely taken. In other words, how does the physics of the finite \(\Lambda\) affect the EFT result for the MSS? The difference between the \(\Lambda \rightarrow \infty\) and finite-\(\Lambda\) results for \(A(r)\) is
\[
 \Delta A \equiv A(r) - A_{\Lambda \rightarrow \infty}(r) = -\frac{a^2 r (1 - g(r))}{4\pi(r + a)(r + ag(r))}. \tag{45}
\]
For \(\pi d\) scattering within \(\chi PT\), the convolution of Eq. (45) with the (pionful) deuteron wave functions obtained in chiral EFT [24] results in an effect of less than 3\% to the pion–deuteron scattering length (with \(\sim M_d \sim 800\, \text{MeV}\)). This is fully in line with the estimate of the contact operator at \(O(p^2)\). Thus, taking the limit \(\Lambda \rightarrow \infty\) is justified in the resummed expression (41), and the results of the previous section are correct. No enhanced counterterms are therefore required in the case of the MSS with a natural scattering length.

We now focus our attention on the pole at \(r = -a\), relevant in the case \(a < 0\). In Eq. (41) the analog of this pole occurs as the solution of
\[
 r = -ag(r), \tag{46}
\]
which can be found in an analytic form for the form factor chosen in Eq. (43). In this case, Eq. (45) can be rewritten in the form
\[
 A(r - |a|) e^{A(r - |a|)} = -A |a| e^{-A |a|}, \tag{47}
\]
whose solution is
\[
 r = \frac{1}{A} \left(A |a| + W\left(-A |a| e^{-A |a|}\right)\right), \tag{48}
\]
where \(W(z)\) is the Lambert \(W\)-function defined via \(z = W e^W\) for any complex number \(z\). It has a branch-cut discontinuity in the complex plane \(z\) running from \(-\infty\) to \(-1/e\). In particular, the branch point \(z = -1/e\) corresponds to \(A |a| =
6 Remarks on the multiple-scattering series in the nucleon–nucleon potential

We now turn our attention to the MSS in the nucleon–nucleon potential. After a pion is emitted from one nucleon it can propagate in the $NN$ system via the full MSS, before being reabsorbed on the other nucleon. Therefore, also in the nucleon–nucleon potential, diagrams enhanced compared to their $\chi$PT order in a similar manner to that discussed above appear. In this section we discuss the consequences of this aspect of the MSS for chiral EFT computations of the $NN$ potential. Here, we leave aside the issues associated with non-perturbative renormalization of that potential. The interested reader may consult Refs. [23,25,26,27,28,29] and references therein for a sample of different views on this issue. In this work we are interested in two particular questions regarding the meson-exchange diagrams which generate the long-distance (van-der-Waals in the chiral limit) part of the potential: are the MSS diagrams enhanced? If so, what does that imply for the scale at which a perturbative expansion of the long-distance potential breaks down?

A key difference between the multiple-scattering terms in $\pi$–nucleus scattering and the nucleon–nucleon potential is that the meson propagator $1/(l_i - l_j)^2$ as it appears, e.g., in Eq. (12) is to be replaced by $1/((l_i - l_j)^2 + M_{\pi}^2)$. The expression for the corresponding one-loop term is then proportional to $1/(2Q \arctan Q/\mu)$, with $\mu = M_{\pi}$. In the kinematics for pion–nucleus scattering we need to choose $\mu = 0$, since here the energy transfer and the meson mass cancel exactly in the pion propagator. Once this limit is taken an additional factor of $\pi/2$ appears, and Eq. (49) reduces to Eq. (9). Thus, the enhancement of this graph in the $NN$ scattering potential is not the $\pi^2$ we found for $\pi$–nucleus scattering, but we do still have enhancement by a factor of $\pi$ over the NDA estimate of this graph.

This enhancement is phenomenologically important. It is well known that the strongest contribution to the two-pion-exchange potential up to $N^2$LO emerges from the subleading triangle diagram. While nominally subleading, the corresponding central isoscalar potential appears to be an order of magnitude stronger than all the other two-pion-exchange contributions. This unnaturally large contribution can be traced back to the aforementioned triangle graphs’ enhancement by one power of $\pi$, together with the numerically large value of the low-energy constant (LEC) $c_3$, which parameterizes the subleading $\pi \pi NN$ vertex and is largely saturated by the $\Delta$ isobar. These observations provide a strong motivation to take a closer look at higher-order terms in the MSS beyond the triangle diagram. Although one expects that potentials generated by the exchange of a large number of pions are exponentially suppressed at distances $r \sim a^{-1}$, one should keep in mind their singular, van-der-Waals-like behavior at shorter distances.

Note that in the real world the $KN$ scattering lengths are strongly absorptive so that the pole cannot be on the real axis.
We will see below how these competing features influence the convergence of the chiral expansion for this particular set of diagrams.

To be specific, we consider time-ordered two-nucleon diagrams in the MSS as shown in Fig. 3. In this exploratory study, we restrict ourselves to the isoscalar part of the subleading $\pi\pi NN$ vertex

$$(l_1,i\{H\}l_2,j) = \frac{\delta_{ij}}{F^2\sqrt{\omega_1\omega_2}} (2c_1M^2 + c_3l_1 \cdot l_2), \quad (50)$$

where $l_{1,2}$ denote the pion momenta, $i$ and $j$ are the pion isospin quantum numbers and $\omega_{1,2} = \sqrt{l_{1,2}^2 + M^2}$ are the free pion energies. The potential corresponding to the left diagram in Fig. 3 where an even number of pion exchanges occurs, is given by

$$V^{\pi\pi}(q) = -\frac{3g_A^2}{8F^2\pi} \int \frac{d^3l_1}{(2\pi)^3} \cdots \frac{d^3l_n}{(2\pi)^3} (2\pi)^3 \delta^{(3)}(l_1 + l_2 + \ldots + l_n - q) \frac{\sigma_2 \cdot l_n \sigma_2 \cdot l_1}{\omega_1^2 \omega_2^2 \ldots \omega_n^2} \times (2c_1M^2 + c_3l_1 \cdot l_2)(2c_1M^2 - c_3l_1 \cdot l_2) \times \ldots \times (2c_1M^2 - c_3l_{n-1} \cdot l_n) + 1 \leftrightarrow 2. \quad (51)$$

Clearly, the integrals entering this expression are UV divergent. The divergences, however, are absorbed into $4N$ contact operators, and so do not affect $r$-space expressions for the finite-range part of the potential that we are discussing here. The $r$-space representation of the potential can be obtained straightforwardly, leading to

$$V^{\pi\pi}(r) = \frac{3g_A^2}{8F^2\pi} \nabla_1 \cdot \nabla_2 \left(2c_1M^2 + c_3 \nabla_1 \cdot \nabla_2\right) \times \left(2c_1M^2 + c_3 \nabla_2 \cdot \nabla_1\right) \times \left(2c_1M^2 + c_3 \nabla_{n-1} \cdot \nabla_n\right) \times U(r_1)U(r_2) \ldots U(r_n) \bigg|_{r_1=r_2=\ldots=r_n=r}, \quad (52)$$

with

$$U(r) = \frac{1}{4\pi r} e^{-Mr} \quad (53)$$

being the usual Yukawa function. After evaluating the derivatives, one ends up with the isoscalar central potential

$$V^{\pi\pi}(r) = \frac{3g_A^2}{8F^2\pi} e^{-nx} \left[\sum_{m=0}^{n-2} \sum_{l=0}^{m} y_{ml}^{n}(2c_1x^2)^{n-m-1} \times c_3^{m}(1 + x)^{2(m+1-l)}(2 + 2x + x^2)^l + c_3^{n-1}((2 + 2x + x^2)^n + 2(1 + x)^n)\right]. \quad (54)$$

Here we introduced a dimensionless variable $x \equiv M_x r$ and combinatorial coefficients $y_{ml}^{n}$ whose explicit values can be derived straightforwardly. In a completely similar way, one finds that the second diagram in Fig. 3 where an odd number of pion exchanges takes place, gives rise to the isovector tensor and spin-spin potential

$$V^{\pi\pi}(r) = \frac{g_A^2}{4(4\pi F^2)^2} \tau_1 \cdot \tau_2 \frac{e^{-nx}}{r^{3n}} \left(\hat{\sigma}_1 \cdot \hat{r} \hat{\sigma}_2 \cdot \hat{r}\right) \times \left[\sum_{m=0}^{n-2} \sum_{l=0}^{m} y_{ml}^{n}(2c_1x^2)^{n-m-1}c_3^{m}(1 + x)^{2(m+1-l)} \times (2 + 2x + x^2)^l + c_3^{n-1}((2 + 2x + x^2)^n + 1 \leftrightarrow 2)\right] - \hat{\sigma}_1 \cdot \hat{\sigma}_2 c_3^{n-1}(1 + x)^n. \quad (55)$$

where $n = 2k + 1$, $k \in \mathbb{N}$.

As expected, based on the discussion at the start of this section, each extra loop in the MSS generates a power of $1/(4\pi F^2)$, rather than the $1/(4\pi F^2)^2$ that is usually assumed in $\chi$PT. This is the way the “enhancement” of MSS diagrams plays out in the $NN$ potential. These contributions to the potential, $V^{\pi\pi}(r)$, take a particularly simple form if either $c_1$ or $c_3$ is set to zero. In particular, the central isoscalar potential in Eq. (54) reads in these two limits

$$V^{\pi\pi}_{c_1}(r) = \frac{3g_A^2}{8(2\pi F^2)^2} \frac{e^{-nx}}{r^{3n}} (c_1x^2)^{n-1}(1 + x)^2, \quad (56)$$

$$V^{\pi\pi}_{c_3}(r) = \frac{3g_A^2}{4(4\pi F^2)^2} \frac{e^{-nx}}{r^{3n}} [(2 + 2x + x^2)^n + 2(1 + x)^n]. \quad (57)$$

Resumming the resulting geometric series leads to the following closed-form expressions for the potentials

$$V_{c_1}(r) = \frac{3g_A^2 c_1 M^2}{32\pi^2 F^4} \frac{e^{-2x}}{x^4} (1 + x)^2 \frac{1}{x} - \frac{c_3^2 M^2}{4\pi F^2} \frac{e^{-2x}}{x^2},$$

$$V_{c_3}(r) = \frac{3g_A^2 c_3}{64\pi^2 F^4} \frac{e^{-2x}}{x^6} \left[\frac{(2 + 2x + x^2)^2}{x^4} + \frac{(2 + 2x + x^2)^2}{x^4} (1 + x)^2 \right] - \frac{c_3^2}{16\pi F^2} \frac{e^{-2x}}{x^2} (2 + 2x + x^2)^2. \quad (57)$$

Both $V_{c_3}$ and $V_{c_1}$ feature poles at finite values of $r > 0$ similar to what we observed for the MSS of meson–nucleus scattering.
for $\alpha < 0$ — c.f. Eq. (51) — only here the appearance of the poles is independent of the sign of the scattering parameters $c_i$. These unphysical poles are non-perturbative phenomena resulting from the partial resummation of the amplitude.

One may view the location of the poles as a measure of the breakdown scale of the chiral expansion for the considered class of diagrams. It is comforting to see that the pole in $V_{c_3}$ is located at a rather short distance, namely

$$r \sim \frac{|c_3| M^2}{2 \pi F^2} \sim 0.05 \text{ fm},$$  \hspace{1cm} (58)

and is shifted to the origin in the chiral limit. On the other hand, the pole positions in $V_{c_3}$ are not protected by powers of $M_\pi$ and can be estimated by

$$r \sim \mathcal{O} \left( \left( \frac{|c_3|}{\pi F^2} \right)^{1/3} \right) \sim \mathcal{O}(1 \text{ fm}),$$  \hspace{1cm} (59)

using the value $c_3 = -3.87$ GeV$^{-1}$ from the $\mathcal{O}(Q^2)$ fit to $\pi N$ threshold coefficients of Ref. [33]. Numerically, the poles appearing in the two terms of $V_{c_3}$ in Eq. (57) are found to be located at

$$r \simeq 0.63 \text{ fm}, \hspace{1cm} r \simeq 0.81 \text{ fm},$$  \hspace{1cm} (60)

see Fig. 4. As shown in this figure, the behavior of the resummed potential at short distances and the pole positions only weakly depend on the values of the pion mass in the case of $V_{c_3}$. It is somewhat surprising that the chiral expansion for the pion-exchange potential breaks down at the relatively large distance of $\sim 0.8$ fm. This behavior is, to a large extent, caused by the already discussed enhancement of the diagrams in the MSS, where loops generate inverse powers of $4 \pi F^2$ rather than $(4 \pi F^2)^2$, see Eq. (52). An additional enhancement occurs due to the large numerical value of the LEC $c_3$. As shown in [33], this LEC takes a much more natural value of the order $c_3 \sim -1$ GeV$^{-1}$ once the $\Delta$-isobar is explicitly taken into account. Therefore, one might expect that the unphysical poles in the potential are shifted closer to the origin in the $\Delta$-full approach, see Fig. 4. For example, setting $c_3 = -1$ GeV$^{-1}$ the poles are shifted to

$$r \simeq 0.41 \text{ fm}, \hspace{1cm} r \simeq 0.52 \text{ fm}.$$  \hspace{1cm} (61)

The above arguments therefore suggest that the breakdown scale for the chiral expansion of the pion-exchange potential is in the range $r \sim 0.5 \cdots 0.8$ fm. This estimate agrees well with the findings of various recent studies, see e.g. [34,35,36,37]. In this context it should be stressed, however, that it would be insufficient to include the $\Delta$ as a static field, for then its inclusion would do nothing but to restore the original strength of $c_3$ — see discussion in Refs. [38,33]. Thus, only a $\Delta$ with retained recoils could help, which makes sense only if also the nucleons are treated as non-static. The corresponding calculations are very involved and go beyond the scope of this paper.

Given the rather large value of the breakdown scale $r \sim 0.8$ fm, one might worry about the convergence of the chiral expansion for the potential at distances of the order $1 \cdots 2$ fm. Fortunately, the convergence of the MSS appears to be rather fast, see Fig. 5. In particular, one observes that the potential is already very well described by the subleading term in the MSS. Clearly, the reason for this fast convergence is due to the exponential falloff of the potential at distances large compared to the exchanged mass.

It must be stressed that, while the results obtained here for the resummed potential provide qualitative insights, they are by no means a complete $\chi$PT calculation. In addition to the omitted baryon recoils, we only picked out time-ordered graphs that give rise to the MSS. In contrast to near-threshold pion–nucleus scattering, where time-ordered graphs involving two or more pions in the intermediate states can be represented by contact operators [39], there is, strictly speaking, no justification for neglecting such diagrams in the $NN$ potential. On the other hand, the neglected time-ordered graphs in most cases are suppressed by powers of $\pi$ compared to the one in

---

6 More precisely, the argument refers to the case when the momenta of external pions and nucleons are much smaller than $M_\pi$. 
the MSS. This is because the maximal enhancement by powers of $\pi$ requires that the individual pion exchanges factorize out leading to integrands of the kind $1/(\omega_1^2 \omega_2 \ldots \omega_n^2)$. Such a factorization appears in the integrals resulting from the MSS, while the integrands resulting from other topologies normally have a more complicated structure. For example, the leading football two-pion-exchange diagrams involving two Weinberg-Tomozawa vertices yield $1/(\omega_1 \omega_2 (\omega_1 + \omega_2))$. We can still use the same machinery to obtain the potential in $r$-space employing the integral representation

$$
\frac{1}{\omega_1 \omega_2 (\omega_1 + \omega_2)} = \frac{2}{\pi} \int_0^\infty d\beta \frac{1}{[\omega_1^2 + \beta^2][\omega_2^2 + \beta^2]},
$$

(62)
on the cost of introducing an additional power of $\pi$ in the denominator. But, then this power of $\pi$ means that ultimately this graph is not enhanced compared to its $\chi$PT estimate. Similar arguments apply to the leading triangle and box diagrams contributing to the two-pion-exchange potential at NLO: neither of them is enhanced by a power of $\pi$. In some cases, however, a sum of several non-MSS-type time-ordered graphs may lead to factorized expressions. The simplest example is given by subleading two-pion exchange from the triangle diagrams $\propto c_1$. In addition to the diagram contributing to the MSS $\propto 1/(\omega_1^2 \omega_2^2)$, the remaining two time-ordered graphs also yield

$$
\frac{1}{\omega_1^2 \omega_2^2 (\omega_1 + \omega_2)} + \frac{1}{\omega_1 \omega_2^3 (\omega_1 + \omega_2)} = \frac{1}{\omega_1^2 \omega_2^2},
$$

(63)

This is the reason why the result in Eq. (56) for $n = 2$ actually gives half the chiral NNLO potential. It remains to be clarified whether similar patterns emerge at higher orders in the loop expansion, and therefore whether there are other contributions which are enhanced in a similar fashion to those discussed here.

Indeed, at each order in the chiral expansion, there are many other topologies and contributions that have not been considered here. Again, one can argue that for non-MSS diagrams such as e.g. the correlated two-pion exchange, one generally does not expect enhancement by powers of $\pi$, but this is not a proof. Furthermore, within the class of MSS time-ordered diagrams driven by the $c_i$’s we did not take into account the energy dependence of the $c_i$-vertex and have not considered the contributions driven by $c_4$. Although all of these points will change the quantitative results for the $NN$ potential, none of them should affect the qualitative conclusion. Poles at $r \sim 0.8$ fm can still be expected in the full result, thanks to terms which are exponentially suppressed for $r > 1$ fm, but become comparable to the dominant two-pion-exchange parts of the $NN$ potential as the inter-nucleon distance decreases further.

7 Conclusion

The multiple-scattering series in its resummed form has been known and used for decades. In this work we have looked at that result from an EFT point of view, examining the divergence structure of the individual terms of the series in detail. This is of particular importance since a theoretical analysis of modern, high-accuracy, meson–nucleon experiments calls for solid, quantitative understanding of the corresponding amplitudes. The enhancement of MSS terms by powers of $\pi$ compared to their expected $\chi$PT size might lead to concerns about a related enhancement of the associated counterterms.

We have demonstrated analytically that, although the EFT integrals for the MSS in momentum space are singular starting from the fourth term, under certain circumstances all UV divergences cancel upon resummation, provided that resummation is executed with a finite regulator in place. The error induced upon taking the regulator to infinity in the end is less than the size of the counterterm that absorbs the dominant short-distance effects in the $\pi NN$ system—as must be the case if the power counting for that counterterm is valid. Therefore—at least in the case of a natural $(|a| \sim 1/\Lambda)$ or a positive scattering length, e.g. in the $\pi d$ case—no enhanced counterterms are necessary. Counterterms of normal $\chi$PT size will still complement the MSS diagrams—as will other $\chi$PT graphs which are not of the MSS topology. But, the $r$-space MSS expressions derived a long time ago based on the Fourier transform of the integral equations in momentum space are justified from an EFT point of view as the well-defined sum of a particular class of graphs.

Meanwhile, straightforward evaluation of the MSS in the scattering-length approximation for the meson–nucleon $T$-matrix implies the appearance of an unphysical pole in the $r$-space result (cut in the momentum-space result) in the case $a < 0$. For a natural scattering length this pole is outside the range of applicability of the theory. However, for an unnaturally large scattering length ($|a| \gg 1/\Lambda$), the scattering-length approximation for a meson–nucleon $T$-matrix is not justified, and the inclusion of the unitarity, recoil, and/or range corrections becomes necessary. Once this is done the pole may be shifted towards the origin, and so move into a region outside the domain of applicability of the EFT, or it may even disappear completely. However, additional investigations are necessary in order to confirm this conjecture.

This scenario might be expected to lead to difficulties for kaon–nucleus scattering, since $a_{KN}$ is negative and large enough in certain channels that the MSS may have a pole in the physical region. However, for an isovector-dominated meson–nucleon amplitude a pole never appears in the resummed series. In addition, in non-relativistic $\chi$PT, which is used for $K \bar{d}$ scattering, the pole could appear only quite close to the origin since $A_1|a|$ is only slightly larger than 1. Therefore no enhanced counterterms are necessary in order to render the MSS for kaon–nucleus scattering sensible.

Similar resummations of the MSS graphs which appear in the $NN$ potential are also possible. In that case the potential does develop a pole at a finite radius $r$. This implies that the $\chi$PT expansion for $V_{NN}$ has already broken down once the pole appears. This suggests a limitation of $r > 1$ fm for the successful application of $\chi$PT to $V_{NN}(r)$, although this limit could be lowered if dynamical Delta degrees of freedom are included in the EFT.
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