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Abstract—We introduce here the idea of Meta Learning for training EEG BCI decoders. Meta Learning is a way of training machine learning systems so they learn to learn. We apply here meta learning to a simple Deep Learning BCI architecture and compare it to transfer learning on the same architecture. Our Meta learning strategy operates by finding optimal parameters for the BCI decoder so that it can quickly generalise between different users and recording sessions – thereby also generalising to new users or new sessions quickly. We tested our algorithm on the Physionet EEG motor imagery dataset. Our approach increased motor imagery classification accuracy between 60 to 80%, outperforming other algorithms under the little-data condition. We believe that establishing the meta learning or learning-to-learn approach will help neural engineering and human interfacing with the challenges of quickly setting up decoders of neural signals to make them more suitable for daily-life.

I. INTRODUCTION

EEG motor imagery decoding via machine learning has been widely applied in brain-computer-interfaces (BCIs). Since its introduction into BCI a few years ago, deep learning has been shown to help improving the classification accuracy in EEG BCI and move beyond the limits of conventional signal processing performance [1], [2], [3], [4]. This is best explained because deep learning systems offer feature learning to discover the underlying simplicity in signals over hand-crafted feature detection. The down side is that there is a substantial amount of data required to achieve a good classification performance for each user on any given session, which is often infeasible in real-world application scenarios. Moreover, a model trained in one session and subject performs poorly on different one and even on new sessions of the same subject, further increasing the amount of time dedicated to stabilizing the BCI control. Thus, transferring a pre-trained model to a new session often penalises the accuracy due to discrepancies in sensor positions, the users mental fatigue or differences across subjects [5]. The lack of model transferability across different users and sessions, thus, does not scale with increasing amount of EEG data available for similar or even the same BCI tasks.

One solution that has been proposed in machine learning based BCI decoding is the machine learning technique of transfer learning, [6], [7]. Transfer learning (also referred to as domain adaptation) aims to help BCI decoders to generalise to previous session or new users (in the context of neural engineering another “domain” corresponds here to data from other users or other sessions for the same user). Transfer learning methods differ from simply training BCI decoders with data from many users, in that they try to mitigate for the impact of negative transfer. Negative transfer is the result when combining data from different users or sessions actually decreases performance in a law of diminishing returns. This year, transfer learning methods have been even successfully extended to deep learning BCI decoders and overcoming negative transfer [8]. We are seeking here a different approach to transfer learning. In Meta Learning we take, at least conceptually, a radically different approach, because we are focused on “learning to learn” [9]. Meta learning as been shown to be effective in adapting models to learn new classification problems using only a few training points, making it data-efficient in contrast to transfer learning [10], [11], [12]. We are introducing here the meta learning approach to neural engineering, to address the challenge on how to learn to setup a machine learning system to learn the multi-user multi-session BCI decoding problem. In other words, we allow our algorithm not only to learn a specific user’s BCI decoding, but to learn the best way to learn the BCI decoding tasks in general. Having thus, data form multiple users and multiple sessions is thus an advantage as it meta learning benefits of having examples of different tasks (we treat here BCI decoding for different users and sessions as different tasks, as each requires its own personalised BCI decoder). The hope is that once our BCI meta learner knows how to learn the task, it requires less data to learn a new similar task. We focus here on model-agnostic meta-learning (MAML) [13], which does not assume a specific machine learning algorithms or deep learning architecture. In MAML, we will learn an initial set of parameters for a deep learning BCI decoder that can be fine-tuned easily on another similar task with only a few gradient steps (see Fig. 1). In MAML, deep learning BCI decoders perform gradient descent of the gradients associated to a task. However, the resulting second-order gradients required in MAML make it time and memory consuming. In practice, the first-order approximation of MAML (FOMAML) is applied more widely.

II. METHODS

Our methodological aim is to leverage the existing and novel data sets of EEG-BCI data to achieve better models in shorter times. We develop meta-learning for our EEG-BCI classification settings, and regard each different subject as a different classification task. Additionally, we assume that the underlying brain function during motor imagery (the feature space) is shared across subjects (the individual classification
tasks) even if this is differently reflected in each subject’s EEG signal.

A. Models

Several models for EEG motor imagery classification have been developed in the past. In particular, common spatial patterns (CSP) is the most widespread algorithm for data-efficient, motor imagery classification (e.g. [14]). Since then Deep Learning methods have replaced these in academia (e.g. [1], [2], [3], [4]). It is even possible for each module in the deep learning architecture to reflect traditional signal processing steps [15]. We designed our meta-learning deep architecture with three processing stages (see Fig. 2).

In the first stage, time domain oscillation patterns in the EEG signals are captured by the first layer via time-domain convolutions. These convolutions act as filters on all EEG channels along the time axis, extracting features that can be assimilated, but not limited, to the power of each frequency band. In particular, because the convolutional layer is entirely data-derived, it trains the filter bank to enhance the most active time-domain features across motor motor imagery examples. The second stage are spatial domain convolution, this corresponds to common spatial filters, that reveal the difference in activity intensity across different cortical areas. These first two stage are designed to preform feature learning.

Finally, in the third stage, the classification stage takes the output and maps through a two-layer convolutional neural network onto the BCI outputs. Because we map EEG time series through time domain convolutional we obtain a more compact time series of intermediate data. Therefore to ensure invariance to time translations, we average the output sequence in the time axis resulting in two outputs (hence the input sequence length is not limited in our model). This allows us to easily handle the trade-off between response time (proportional to temporal depth of our first layer’s convolution) and prediction reliability, and thus we can experiment with different lengths in the input. Note, that when Signal-to-Noise ratio of the raw data is high, the model can take short slices as inputs to give fast responses. Conversely, longer inputs can be used to reduce the interference of noise with the cost of a longer delay.

B. Training strategies

The gist of our aim is fast adaptation to new subjects is to update the classification model with as little data. The low signal-to-noise ration in EEG, means that training a model with little EEG data usually results up with unsatisfying BCI decoding performance, but we presume based on the neurobiology, that the fundamental EEG patterns of motor imagery are simple and generalisable between different people.

To evaluate the impact of meta-learning, we compare it against the only other model for data efficiency in training, namely transfer learning.

MAML shares similarities with transfer learning in few-shot learning problems (see Fig. 3). In both cases, the exploration of a subject during training can be regarded as a loop of forward and backward steps. Similar to the pre-training stage in naive transfer learning, the first step in MAML also aims to extract the general knowledge about the solution of the problem at hand. In practice, this general knowledge consist of a pre-trained model, containing a set of general rules. The model explores each problem (the classification of each subjects’ EEG) with a step of gradient descent. As a result, we obtain a set of gradients of the model parameters for the problem. In naive transfer learning, the gradients from all subjects are effectively averaged before they update the model parameters. However, averaging these gradients can cause important differences across subjects to cancel out leading to sub-optimal learning. In contrast, in MAML each subject is seen as an independent sample of the same problem. Therefore, the gradients are computed for each subject separately. These subject-specific gradients are then backpropagated a set of subject-specific models is obtained. This model-set is in turn used to compute a new loss, which is minimised. Finally, the gradients of this new loss is used to update the parameters of the model.

Note, that if the loop over subjects stops after the first forward processing and $L_1$ is minimized, it is naive transfer learning. If the loop stops after the second forward processing and $L'_1$ is minimized, it is MAML (pursued here). If the loop stops after more than two forward processing and $L^{(n)}_1$ is minimized, it is another meta-learning algorithm which
is known as “reptile algorithm” [16] (not pursued here). The meta-test stage of MAML is the same as the fine-tuning stage in naive transfer learning. The training set of the new subject to be tested is used to fine-tune the model. If this stage is not based on a pre-trained model derived from transfer learning or MAML but a random initialization, it degenerates to conventional machine learning.

C. Meta Learning with noisy EEG data

The training process demonstrates how the models try to shape the distribution of the data. For a balanced binary EEG classification problem, the classification accuracy is empirically equivalent to the expectation that a sample in the dataset is correctly classified. This expectation can be regarded as a threshold to refine the decoded labels online. Namely, only the samples with a predicted probability higher than this expectation should be accepted. In contrast, those with a lower chance should be labelled as “reject”. In practice, such filtering rejects most of the samples. However, in online motor imagery decoding applications, predictions could be obtained at a higher rate (e.g. every 300 milliseconds in our case) than the subject’s may be able to operate. Therefore, it may be acceptable to sacrifice some of the response speed for the prediction accuracy.

D. Data sets

Motor imagery EEG BCI requires a suitable brain signals collection paradigm, reflecting on the fast responses during and simple setups. We used the motor imagery experiments in Physionet [17]. This dataset includes four kinds of tasks: 1) open and close left or right fist, 2) imagine opening and closing left or right fist, 3) open and close both fists or both feet, and 4) imagine opening and closing both fists or both feet. We used tasks 1 and 4 and 17 channels covering the motor cortex (FCz ~ FC4, Cz ~ C6 and CPz ~ CP4). Each motor imagery session was repeated for three times, and there were 15 trials in each session. Each trial was about 4 seconds long with rest between trials. The total length of a session was less than 2 minutes. A bandpass filter from 8Hz to 45Hz was applied in the preprocessing. The data were then cropped in two-seconds windows for batch processing.

### III. RESULTS

All computer experiments where conducted with the same deep learning network of the above section were conducted with the sample filtering procedure. We compared the performance of meta learning vs transfer learning strategies on the motor imagery tasks (Task 2 and 4) in the Physionet data as shown in Tab. I. Predictions with low confidence level were filtered out by default. In Meta-Learning the accuracy reached around 80% after filtering nearly 80% of the predictions (23.4% and 23.0% samples accepted for left fist vs right fist and both fists VS both feet respectively), shown in Tab. II. In contrast naive transfer learning failed to help the classification tasks on new subjects, indicating that indeed noise levels in EEG are high.

We also opened the black-box of our deep learning network to see what features it had learned in the first layer (where we can compute these analytically). We performed singular value decomposition on the weight matrix of the first layer to extract the dominant component. The largest singular value’s component has a significant peak in the frequency domain, and the location of this peak is typically in the Alpha wave band, it thus appears that our network learned indeed something akin to time-domain filters (see Fig. 4).

In summary, transfer and meta-learning training strategies were compared directly with each other to assess the performance of training an EEG BCI classifier on a new subject. We find that this first stab at meta-learning in BCI was shown to be a robust algorithm for the problem.
or sessions.

pre-trained models could be directly used on new subjects too small between subjects, then these can be ignored, and evoked by the same imagery type can be classified into the data during the training stage, given that the EEG patterns learning strategy overcomes the limitation in the amount of we pre-train a model using the data from a group of subjects, about the noise level in the EEG data. In transfer learning also reflects on underlying assumptions transfer learning also reflects on underlying assumptions.

In this paper, we developed algorithms for EEG motor imagery classification with novel techniques in training strategy and data denoising. We compared training strategies including conventional training, transfer learning and meta-learning. The performance of transfer learning was even worse than conventional training. The results reflected that the differences between subjects are too large for the model to capture the shared information in the group and optimize the loss synchronously among subjects. On the other hand, meta-learning still brought improvements around 2%. In addition to the accuracy, meta-learning also cuts the time consuming of the online training processes. Without meta-training, the model converges slowly after more than one hundred epochs. However, with the information brought by meta-training, the model can converge ten times faster with the same optimizer and learning rate. For online EEG data denoising, training accuracy was used as a threshold for test data prediction. The filtering approach improved the accuracy by about 10% with a cost of about four times slower response. This performance compares well with the amount of training data needed to enable a single new user to be BCI decoded at pair performance as existing users.

The performance difference between meta-learning or transfer learning also reflects on underlying assumptions about the noise level in the EEG data. In transfer learning we pre-train a model using the data from a group of subjects, and fine-tune it with data from a new subject. This transfer learning strategy overcomes the limitation in the amount of the data during the training stage, given that the EEG patterns evoked by the same imagery type can be classified into the same category across subjects. However, if differences are too small between subjects, then these can be ignored, and pre-trained models could be directly used on new subjects or sessions.

Conversely, transfer learning should not be feasible when cross-subject differences are too large. Here meta-learning should operate better than transfer learning.

V. CONCLUSION

In summary, the combination of our proposed algorithms leads to the improvement of the classification accuracy with a little training data from about 60% to 80% on the Physionet EEG motor imagery dataset. The results show the potential to improve the feasibility of BCI systems in little-data scenarios, which will significantly reduce the burden on the calibration of BCI use in daily-life applications.
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