Positioning Parameter Determination Based on Statistical Regression Applied to Autonomous Underwater Vehicle
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Abstract: The underwater environment is complex and changeable, and it is hard but irreplaceable to research the time-varying noises that have a significant influence on navigation information determination with higher accuracy. To solve the problems of the inaccurate noise information, this paper proposes a novel statistical regression adaptive Kalman filtering (SRAKF) algorithm that makes better use of the merits of the expectation maximization and unscented transformation. The SRAKF is verified from theoretical perspectives, and meanwhile, the stability and accuracy of the algorithm are evaluated by real lake trials. Relying on the properties of the statistical linear regression and the positioning parameter estimation of latent variables, higher precise positioning parameters can be acquired by the SRAKF, even for the measurement noise values with great variation. Hence, the performance of SRAKF is more useful in underwater positioning applications than other traditional algorithms due to its stronger robustness and higher accuracy.
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1. Introduction

The ocean has become an underdeveloped high-tech resource, and it’s development has always been the strategic goal of all countries [1,2]. The autonomous underwater vehicle (AUV) plays an indispensable role in surveying, underwater reconnaissance, and underwater monitoring in the ocean. Positioning and navigation methods with higher accuracy are necessities for the AUV, as are key technologies to ensure a safe return and safe underwater work [3,4]. For one thing, there are all kinds of noise interferences in the ocean, such as salt cliffs, ocean currents, and so on, so it is hard to make an accurate underwater noise model [5]. Moreover, plenty of navigation methods based on electromagnetic propagation cannot be employed because of this signal rapidly decays underwater [6]. Additionally, the positioning error accumulation of the micro-electro-mechanical System (MEMS) [7–10] is very serious with time. Those above shortcomings will lead to bigger measurement errors, which have negative effects on AUV positioning [11]. Hence, it is important that estimation algorithms work as they are intended for AUVs [12].

The extended Kalman filter (EKF) is employed in the nonlinear system by means of the linearization approach. However, the truncated error is introduced in the nonlinear model when using the Taylor series expansion [13–19]. When the nonlinearity of system is extremely strong, the filter performs poorly because of the truncated error. Hence, the problem of the truncated error is solved by using the unscented transformation in the unscented Kalman filter (UKF) [20–22]. The UKF is more suitable than EKF for MEMS grade inertial navigation systems (INS) [23–25]. Additionally, it is difficult for INS to describe precise noise information due to the fact that the performance of the sensors varies in the underwater environment [26,27]. The expectation–maximization (EM) method has the advantage of simplicity, and each iteration of the EM method increases the similarity until a
suboptimal solution is achieved [28–30]. The EM method is different from other traditional optimization methods, and it is not necessary to calculate a partial derivative. Moreover, it is not essential to be concerned about setting the iteration number [31–36]. Therefore, the EM method is an ideal adaptive method to estimate precise noise information.

A novel statistical regression adaptive Kalman filtering (SRAKF) is proposed by making use of the EM method and UKF so that the state vector of the AUV is estimated more accurately by UKF, and the EM method can help to calculate the suboptimal solution of the unknown parameters in the state–space model. The proposed SRAKF in this paper has better robustness and higher estimation accuracy, especially in the unknown and complex underwater environment.

The novelties are shown as follows:

(a) The average absolute error is used as the criterion discard or replacement, so the data is smoothed by the combination of mean filtering and linear smoothing;
(b) The positioning accuracy is improved by SRAKF that can calculate the accurate solutions of the predicted error covariance matrix and measurement noise matrix;
(c) The unscented transformation is used to calculate the nonlinear integral operation.

This method is conductive to increasing the state estimation accuracy by suppressing the truncation error caused by numerical integration.

The structure of the paper is shown below. The underwater positioning error model is described and presents a method to reject the outlier data in Section 2. In Section 3, the new proposed algorithm is described in detail, and the convergence property of the SRAKF is proved. Section 4 uses real experiments to show a dramatic advance in the SRAKF’s performance over UKF and CKF. The main conclusions are summarized in the last section.

2. Problem Statement and Preliminaries

The underwater positioning error model is denoted in Equation (1) [37]. In this paper, the positions calculated by high-accuracy reference navigation system are reference information.

\[
\begin{align*}
\delta L &= \frac{1}{R_M + h} \delta V_N - \frac{V_N}{(R_M + h)^2} \delta h + \omega_L \\
\delta \lambda &= \frac{V_E \sec \lambda}{R_N + h} \delta L + \frac{V_N \sec \lambda}{(R_M + h)^2} \delta h + \omega_\lambda \\
\delta h &= \frac{V_U}{(R_N + h)^2} \delta L + \omega_h
\end{align*}
\]

where \( \lambda, L, h \) indicate the longitude, latitude, and height of the AUV, respectively; \( V_N, V_E, \) and \( V_U \) are the velocities of the AUV along the north, east, and upward directions, respectively; \( \delta L = L_{INS} - L_{Ref}, \delta \lambda = \lambda_{INS} - \lambda_{Ref}, \) and \( \delta h = h_{INS} - h_{Ref} \) are the latitude, longitude, and height errors, respectively; \( L_{INS} \) and \( L_{Ref} \) denote the latitudes of the AUV measured by the INS and the reference system, respectively; \( \lambda_{INS} \) and \( \lambda_{Ref} \) are the longitudes of the AUV measured by the INS and the reference system, respectively; \( h_{INS} \) and \( h_{Ref} \) denote the heights of the AUV measured by the INS and the reference system, respectively; \( V_{N}, V_{E}, \) and \( V_{U} \) are the velociy errors in three directions; \( V_{N}^{INS} \) and \( V_{E}^{INS} \) are the east velocities of the AUV measured by the INS and the reference system, respectively; \( V_{N}^{INS} \) and \( V_{E}^{INS} \) are the north velocities of the AUV measured by the INS and the reference system, respectively; \( V_{U}^{INS} \) and \( V_{U}^{Ref} \) are the upward velocities of the AUV measured by the INS and the reference system, respectively; \( R_N \) and \( R_M \) are the long and short axis radii of the earth; \( \omega_L, \omega_\lambda, \) and \( \omega_h \) are the process noises on three axes.

Equation (1) can be rewritten as the state–space model, shown in Equation (2).

\[
\begin{bmatrix}
\delta L \\
\delta \lambda \\
\delta h
\end{bmatrix} = F X + u + \omega = 
\begin{bmatrix}
0 & -\frac{V_N}{(R_M + h)^2} & 0 \\
\frac{V_E \sec \lambda}{R_N + h} & 0 & \frac{V_M \sec \lambda}{(R_M + h)^2} \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta L \\
\delta \lambda \\
\delta h
\end{bmatrix} + 
\begin{bmatrix}
\frac{\delta V_N}{R_M + h} \\
\frac{\delta V_E \sec \lambda}{R_N + h} \\
\frac{\delta V_U}{R_N + h}
\end{bmatrix} + 
\begin{bmatrix}
\omega_L \\
\omega_\lambda \\
\omega_h
\end{bmatrix}
\]
where \( X = [ \delta L \quad \delta \lambda \quad \delta h ]^T \) is the state vector; \( u = \left[ \frac{\delta V_L}{R_{\text{m}+r}} \quad \frac{\delta V_\text{sec L}}{R_{\text{n}+r}} \quad \delta V_U \right]^T \) is the input information; \( \omega = [ \omega_L \quad \omega_\lambda \quad \omega_h ]^T \) is the process noise; \( Q \) is the process noise covariance matrix; the process noise is assumed to follow the Gaussian distribution with zero means and the covariance matrix \( Q \); \( k \) is the time of \( k \).

The state transition matrix \( F_{k|k-1} \) is approximated as follows:

\[
F_{k|k-1} \approx I_n + F \Delta t \tag{3}
\]

where \( n \) denotes the dimension of the state vector; \( I_n \) is the identity matrix of the \( n \) dimensions; \( \Delta t \) is the time interval.

The measurement function is shown as follows:

\[
Z = HX + v = \begin{bmatrix}
L^{\text{INS}} - L^{\text{Ref}} \\
\lambda^{\text{INS}} - \lambda^{\text{Ref}} \\
h^{\text{INS}} - h^{\text{Ref}}
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\delta L \\
\delta \lambda \\
\delta h
\end{bmatrix} + \begin{bmatrix}
v_L \\
v_\lambda \\
v_h
\end{bmatrix} \tag{4}
\]

where \( Z \) represents the measurement vector; \( H = I_3 \) represents the measurement transformation matrix; \( v = [ v_L \quad v_\lambda \quad v_h ]^T \) is the measurement noise; \( v_L, v_\lambda, \) and \( v_h \) are the measurement noises on the three axes, respectively; \( R \) is the measurement noise matrix; the measurement noise is assumed to follow the Gaussian distribution with zero mean and the covariance matrix \( R \).

Remark 1: The tri-axis MEMS accelerometers, tri-axis MEMS gyroscopes, and tri-axis magnetometers are used to collect data.

\[
\Lambda = \{ x_1, x_2, \ldots, x_k \} \tag{5}
\]

where \( x_k \) is the sampled data at time \( k \). However, it is unavoidable that there will be outliers in the sampled data. In order to eliminate the outliers, linear smoothing is used to remove the outliers. First, the average absolute error \( \tilde{Z} \) is derived by Equation (6):

\[
\tilde{Z} = \left( \frac{1}{k-1} \sum_{i=1}^{k-1} |z_i| \right) / (k - 1) \tag{6}
\]

where the absolute error \( z_i \) is defined as follows:

\[
z_i = x_{i+1} - x_i, i = 1, 2, \ldots, k - 1 \tag{7}
\]

Criterion: The data \( x_{i+1} \) is retained if \( z_i < \tilde{Z} \), or the outliers are replaced by a mean function

\[
z_j = \left( \frac{z_{i-m} + \ldots + z_{i-1} + z_{i+1} + \ldots + z_{i+m}}{2m} \right). \tag{8}
\]

Figure 1 shows the effect of data processing. The data comparisons (accelerometer, gyroscope, and magnetometer) between the pre-processing and processed data are shown in Figures 1–3.

In order to quantitatively compare the processed data with the pre-processing data, the root mean square error (RMSE) is used here:

\[
\text{RMSE} = \sqrt{\frac{1}{k-1} \sum_{i=1}^{k-1} (z_i - \tilde{Z})^2} / (k - 1) \tag{9}
\]

where Acce, Gyro, and Mag are the abbreviations for the acceleration sensors, gyroscope sensors, and magnetic sensors, respectively.
Figure 1. Processing of sampled data (accelerometer).

Figure 2. Processing of sampled data (gyroscope).
Figure 3. Processing of sampled data (magnetometer).

The RMSE values obtained using data processing method are calculated in Table 1. It can be seen that the probability of the outliers decreased by 29.68% for the accelerometer, by 25.71% for the gyroscope, and by 32.89% for the magnetometer.

| Sensors | Pre-Processing Data | Processed Data |
|---------|---------------------|----------------|
| Acce    | 0.1260              | 0.0886         |
| Gyro    | 0.0035              | 0.0026         |
| Mag     | 0.0076              | 0.0051         |

The average absolute error shown in Equation (6) is as the criterion. The raw data is observed if the data meets this criterion, or else the raw data is thought of as the outlier and should be deleted. When the outlier is rejected, the points near the outliers are averaged to smooth the data. Therefore, it not only eliminates the outliers but also describes the accurate characteristics for the raw data. The proposed rejection method has better denoising performance.

3. The Statistical Regression Adaptive Kalman Filtering Algorithm

Set $\Phi_k \triangleq \{ P_{k|k-1}, R_k \}$, then the maximum likelihood estimation (MLE) of $\Phi_k$ is written as $\hat{\Phi}_k$, which is described as follows:

$$\hat{\Phi}_k = \arg \max_{\Phi_k} p_{\Phi_k}(Z_{1:k}) = \arg \max_{\Phi_k} \log p_{\Phi_k}(Z_{1:k})$$  \hspace{1cm} (9)
where \( p_{\Phi_k}(\bullet) \) is the probability density function (PDF) related to the parameter \( \Phi_k \). Nevertheless, \( p_{\Phi_k}(Z_{1:k}) \) cannot be obtained because \( Z_k \) depends on \( X_{k|k-1} \), which is unknown. Then, the minimum variance estimation \( \Omega(\Phi_k, \Phi_k^{(l)}) \) is used to approximate \( \log p_{\Phi_k}(X_{k|k}, Z_{1:k}) \).

\[
L_{\Phi_k}(X_{k|k}, Z_{1:k}) = \Omega(\Phi_k, \Phi_k^{(l)}) = E_X [\log p_{\Phi_k}(X_{k|k}, Z_{1:k}) | \Phi_k^{(l)}, Z_{1:k}] = \int \log p_{\Phi_k}(X_{k|k}, Z_{1:k}) p_{\Phi_k^{(l)}}(X_{k|k} | Z_{1:k}) dX_{k|k}
\]

(10)

where \( E_X[\bullet] \) is an expectation of \( X_{k|k} \); \( \Phi_k^{(l)} \) is an approximate solution of \( \Phi_k \) at the \( l \)th iteration; \( \Omega(\Phi_k, \Phi_k^{(l)}) \) is defined as the conditional expectation of \( \log p_{\Phi_k}(X_{k|k}, Z_{1:k}) \).

### 3.1. The Expectation Approach

\( \log p_{\Phi_k}(X_{k|k}, Z_{1:k}) \) is factored using Equation (11):

\[
\log p_{\Phi_k}(X_{k|k}, Z_{1:k}) = \log[p_{\Phi_k}(Z_{k|k} | X_{k|k}, Z_{1:k-1})p_{\Phi_k}(X_{k|k} | Z_{1:k-1})|p(Z_{1:k-1})]
\]

\[
= \log[p_{\Phi_k}(Z_{k|k} | X_{k|k}, Z_{1:k-1})] + \log[p_{\Phi_k}(X_{k|k} | Z_{1:k-1})] + \log[p(Z_{1:k-1})]
\]

(11)

where \( p_{\Phi_k}(Z_k | X_{k|k}, Z_{1:k-1}) = p_{\Phi_k}(Z_k | X_{k|k}) \) because \( X_{k|k} \) includes all of the information in \( Z_{1:k-1} \).

**Remark 2:** The predicted PDF \( p_{\Phi_k}(X_{k|k} | Z_{1:k-1}) \) is approximated to follow the Gaussian distribution; then, the \( 2n + 1 \) sigma points are selected, and the moment estimation of \( p_{\Phi_k}(X_{k|k} | Z_{1:k-1}) \) is calculated using the unscented transformation. The mean and covariance matrix of \( p_{\Phi_k}(X_{k|k} | Z_{1:k-1}) \) with higher accuracy are acquired for the nonlinear state equation.

\[
p_{\Phi_k}(X_{k|k} | Z_{1:k-1}) = N(X_{k|k} | X_{k|k-1}, P_{k|k-1})
\]

\[
= N\left(X_{k|k}, \sum_{i=0}^{2n} \omega_m(i) F_{k|k-1} X_{i|k-1} - 1, P_{k|k-1}\right)
\]

(12)

where \( N(\bullet; \mu, \Sigma) \) is the Gaussian distribution with the mean \( \mu \) and covariance \( \Sigma \).

The predicted error covariance matrix and \( P_{k|k-1} \) predicted state vector \( X_{k|k-1} \) are calculated as follows:

The sigma points are given using Equation (13):

\[
\begin{cases}
X_{i|k-1} = X_{k-1|k-1}, & i = 0 \\
X_{i|k-1} = X_{k-1|k-1} + \left( \sqrt{(n + \rho) P_{k-1|k-1}} \right)_i, & i = 1, \ldots, n \\
X_{i+n|k-1} = X_{k-1|k-1} - \left( \sqrt{(n + \rho) P_{k-1|k-1}} \right)_i, & i = 1, \ldots, n
\end{cases}
\]

(13)

where \( n \) means the dimension of \( X_{k|k} \); \( \rho \) means the scaling parameter; \( (\bullet)_i \) is the \( i \)th column of the matrix; \( P_{k-1|k-1} \) is the error covariance matrix at the time \( k - 1 \).

The weight functions of the mean \( W_m(i) \) and covariance matrix \( W_C(i) \) are defined as follows:

\[
W_m(i) = W_C(i) = \begin{cases} 
\rho/(n + \rho), & i = 0 \\
1/2(n + \rho), & i = 1, \ldots, 2n
\end{cases}
\]

(14)

The predicted state vector \( X_{k|k-1} \) and predicted error covariance matrix \( P_{k|k-1} \) are given:

\[
\begin{cases}
X_{k|k-1} = \sum_{i=0}^{2n} \omega_m(i) F_{k|k-1} X_{i|k-1} - 1 + u_{k-1} \Delta t \\
P_{k|k-1} = \sum_{i=0}^{2n} \omega_C(i) \left( F_{k|k-1} X_{i|k-1} - 1 - X_{k|k-1} \right) (F_{k|k-1} X_{i|k-1} - 1 - X_{k|k-1})^T + Q_{k-1}
\end{cases}
\]

(15)
Similarly, $p_{\Phi_k}(Z_k|X_{k|k})$ is approximated as

$$p_{\Phi_k}(Z_k|X_{k|k}) = N(Z_k; Z_{k|k-1}, R_k) = N(Z_k; \sum_{i=0}^{2n} \omega_m(i) HF_{k|k-1} X_{k|k-1}, R_k)$$

(16)

where the predicted measurement vector $Z_{k|k-1}$ is calculated as follows:

$$\begin{cases}
Z_{i|k-1}^* = HF_{k|k-1} X_{i|k-1} \\
Z_{k|k-1} = \sum_{i=0}^{2n} \omega_m(i) Z_{i|k-1}^* + c_{\Phi_k}
\end{cases}$$

(17)

Employing Equations (11), (12), and (16), $p_{\Phi_k}(X_{k|k}, Z_{1:k})$ can be deduced using Equation (18):

$$\log p_{\Phi_k}(X_{k|k}, Z_{1:k}) = -0.5 \left[ Z_k - \sum_{i=0}^{2n} \omega_m(i) HF_{k|k-1} X_{i|k-1} \right]^T R_k^{-1} \left[ Z_k - \sum_{i=0}^{2n} \omega_m(i) HF_{k|k-1} X_{i|k-1} \right]$$

$$+ 0.5 \left[ X_{k|k} - \sum_{i=0}^{2n} \omega_m(i) F_{i|k-1} X_{i|k-1} \right]^T P_{k|k-1}^{-1} \left[ X_{k|k} - \sum_{i=0}^{2n} \omega_m(i) F_{i|k-1} X_{i|k-1} \right]$$

$$- 0.5 \log |R_k| - 0.5 \log |P_{k|k-1}| + c_{\Phi_k}$$

(18)

where $|\bullet|$ represents the determinant operation of a matrix, and $c_{\Phi_k}$ represents a constant value with regard to the variable $\Phi_k$.

The posterior PDF is $p_{\Phi_k}(X_{k|k}, Z_{1:k})$ while $\Phi_k = \Phi_k^{(l)}$ is approximated as the Gaussian PDF:

$$p_{\Phi_k^{(l)}}(X_{k|k}, Z_{1:k}) = N(X_{k|k}, X_{k|k}^{(l)} + P_{k|k}^{(l+1)}$$

(19)

where the mean and covariance of $X_{k|k}$ are $X_{k|k}^{(l+1)}$ and $P_{k|k}^{(l+1)}$. Different from the linearization method mentioned above, the unscented transformation is employed in the measurement update process. The integration calculation for the nonlinear function is transformed into the weight sum for sigma points so that the negative effect caused by the truncation error is reduced. The computational procedure is presented.

**Remark 3:** The measurement error covariance matrix $P_{zz}^{(l)}$ and cross error covariance matrix $P_{xz}^{(l)}$ are calculated as follows:

$$P_{zz}^{(l)} = \sum_{i=1}^{2n} \omega_c(i) \left[ X_{i|k}^{(l)} - X_{k|k} \right]^T F_{k|k-1} X_{i|k}^{(l)} - X_{k|k} \right]^T + R_k$$

$$P_{xz}^{(l)} = \sum_{i=1}^{2n} \omega_c(i) \left[ HF_{k|k-1} X_{i|k}^{(l)} - Z_{k|k} \right]^T \left[ HF_{k|k-1} X_{i|k}^{(l)} - Z_{k|k} \right]^T + R_k$$

(20)

Then, the Kalman gain $K^{(l+1)}$ is updated:

$$K^{(l+1)} = P_{xz}^{(l)} / P_{zz}^{(l)}$$

(21)

Hence, $X_{k|k}^{(l+1)}$ and $P_{k|k}^{(l+1)}$ are deduced using Equation (22).

$$X_{k|k}^{(l+1)} = X_{k|k} + K^{(l+1)} \left[ Z_k - \sum_{i=1}^{2n+1} \omega_m(i) HF_{k|k-1} X_{i|k-1}^{(l)} \right]$$

$$P_{k|k}^{(l+1)} = P_{k|k}^{(l)} - K^{(l+1)} P_{xz}^{(l)} K^{(l+1)}$$

(22)

Eventually, $\Omega(\Phi_k, \Phi_k^{(l)})$ can be simplified as

$$\Omega(\Phi_k, \Phi_k^{(l)}) = -0.5 \log |R_k| - 0.5 \log (L_k R_k^{-1}) - 0.5 \log |P_{k|k-1}| - 0.5 \log (J_k P_{k|k-1}^{-1}) + c_{\Phi_k}$$

(23)
where tr(•) represents the trace operation of a matrix, \( L_k \) and \( J_k \) are obtained by

\[
L_k = \int \left[ Z_k - \sum_{i=0}^{2n} \omega_m(i) F_{k|i-1} X_{k|i-1} \right] \left[ Z_k - \sum_{i=0}^{2n} \omega_m(i) F_{k|i-1} X_{k|i-1} \right]^T N \left( X_{k|i}, X_{k|i}^{(l+1)}, P_{k|i}^{(l+1)} \right) dX_{k|i} \tag{24}
\]

\[
J_k = \int \left[ X_{k|i} - \sum_{i=0}^{2n} \omega_m(i) F_{k|i-1} X_{k|i-1} \right] \left[ X_{k|i} - \sum_{i=0}^{2n} \omega_m(i) F_{k|i-1} X_{k|i-1} \right]^T N \left( X_{k|i}, X_{k|i}^{(l+1)}, P_{k|i}^{(l+1)} \right) dX_{k|i} \tag{25}
\]

The sigma point \( \theta \) is used to calculate the covariance matrices at the \( l+1 \)th iteration.

\[
\left\{ \begin{array}{l}
\theta_{i|k|\theta} = X_{k|k}^{(l+1)}, \\
\theta_{i|k} = X_{k|k}^{(l+1)} + \left( \sqrt{(n+\rho)P_{k|i}^{(l+1)}} \right)_i, \\
\theta_{i+n|k} = X_{k|k}^{(l+1)} - \left( \sqrt{(n+\rho)P_{k|i}^{(l+1)}} \right)_i \end{array} \right. \tag{26}
\]

Similarly, \( L_k \) and \( J_k \) are obtained using Equations (27) and (28).

\[
L_k = \sum_{i=0}^{2n} \omega_C(i) \left( Z_k - H \theta_{i|k|k} \right) \left( Z_k - H \theta_{i|k|k} \right)^T \tag{27}
\]

\[
J_k = P_{k|k}^{(l+1)} + \left[ X_{k|k}^{(l+1)} - \sum_{i=0}^{2n} \omega(i) F_{k|i-1} X_{k|i-1} \right] \left[ X_{k|k}^{(l+1)} - \sum_{i=0}^{2n} \omega(i) F_{k|i-1} X_{k|i-1} \right]^T \tag{28}
\]

3.2. The Maximization Approach

The maximization step includes the maximization of \( \Omega(\Phi_k, \Phi_k^{(l)}) \). In order to find the extreme point, the first-order derivative of \( \Omega(\Phi_k, \Phi_k^{(l)}) \) should be obtained and set as equal to zero.

\[
\frac{\partial \Omega(\Phi_k, \Phi_k^{(l)})}{\partial \Phi_k} \bigg|_{\Phi_k = \Phi_k^{(l)}} = 0 \tag{29}
\]

Employing \( \Phi_k = \left\{ P_{k|i-1}, R_k \right\} \), Equation (29) can be computed as

\[
\left\{ \begin{array}{l}
\frac{\partial \Omega(\Phi_k, \Phi_k^{(l)})}{\partial P_{k|i-1}} = -\frac{1}{2} P_{k|i-1}^{-1} + \frac{1}{2} P_{k|i-1}^{-1} J_k P_{k|i-1}^{-1} = 0 \\
\frac{\partial \Omega(\Phi_k, \Phi_k^{(l)})}{\partial R_k} = -\frac{1}{2} R_k^{-1} + \frac{1}{2} R_k^{-1} L_k R_k^{-1} = 0 \end{array} \right. \tag{30}
\]

Solving Equation (30), then

\[
\left\{ \begin{array}{l}
P_{k|i-1}^{(l+1)} = J_k \\
R_k^{(l+1)} = L_k \end{array} \right. \tag{31}
\]

After iteration \( N \), the estimations of \( P_{k|i-1} \) and \( R_k \) are derived as follows, respectively:

\[
\left\{ \begin{array}{l}
P_{k|i-1} = P_{k|i-1}^{(N)} \\
R_k = R_k^{(N)} \end{array} \right. \tag{32}
\]

Similarly, the estimation of \( X_{k|i} \) and \( P_{k|i} \) are denoted as

\[
\left\{ \begin{array}{l}
X_{k|i} = X_{k|i}^{(N)} \\
P_{k|i} = P_{k|i}^{(N)} \end{array} \right. \tag{33}
\]

Figure 4 shows the flowchart of the proposed SRAKE. First, the nine-axis sensor processed data are calculated to obtain the measurements. Subsequently, \( X_{k|i-1} \) and \( P_{k|i-1} \) are computed by the process of time update according to Equations (13)–(15). \( X_{k|i-1} \) and
Proof: Calculate the estimations of $P_{kk-1}$ and $R_k$ based on $Z_{1:k}$, where $Z_{1:k}$ includes all of the measurement information from time 1 to $k$, and the MLE is selected to infer $P_{kk-1}$ and $R_k$ because the MLE has asymptotic efficiency and strong consistency. □

However, it is impossible to obtain $\log p_{\Phi_i}(X_{kk}^l|Z_{1:k})$ because $X_{kk}$ is unobserved at time $k$. Using Equation (10), the suboptimal solution of $\Phi_k$ at the number of the $l + 1$th iteration can be transformed into the subsequent suboptimal problem. It is defined that $\Phi_k^{(l+1)}$ denotes an approximate solution of $\hat{\Phi}_k$ at the $l + 1$th iteration, and it can be approximated as:

$$\Phi_k^{(l+1)} \approx \arg\max_{\Phi_k} \Omega(\Phi_k, \Phi_k^{(l)})$$  \hspace{1cm} (34)
Employing the Bayesian theory, Equation (10) could be given by Equation (35):

$$
\Omega(\Phi_k, \Phi_k^{(l)}) = \int [\log p_{\Phi_k}(x_{k|1:k}|Z_{1:k}) + \log p_{\Phi_k}(x_{k|1:k})]dX_{k|1:k}
$$

$$
= \int [\log p_{\Phi_k}(x_{k|1:k}|Z_{1:k}) + \log p_{\Phi_k}(x_{k|1:k})]dX_{k|1:k} + \log p_{\Phi_k}(Z_{1:k})
$$

(35)

Making use of $\Phi_k = \Phi_k^{(l)}$ in Equation (35), we derive

$$
\partial \Omega(\Phi_k^{(l)}, \Phi_k^{(l)}) = \int \log p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k})p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k})dX_{k|1:k} + \log p_{\Phi_k^{(l)}}(Z_{1:k})
$$

(36)

Subtracting Equation (36) from Equation (35), the following equation is derived:

$$
\log p_{\Phi_k}(Z_{1:k}) - \log p_{\Phi_k^{(l)}}(Z_{1:k}) = KLD\left( p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k}) || p_{\Phi_k}(x_{k|1:k}|Z_{1:k}) \right) + \Omega(\Phi_k, \Phi_k^{(l)}) - \Omega(\Phi_k^{(l)}, \Phi_k^{(l)})
$$

(37)

where the Kullback–Leibler divergence defined in Equation (38) is considered nonnegative, then the following equation is derived:

$$
KLD\left( p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k}) || p_{\Phi_k}(x_{k|1:k}|Z_{1:k}) \right) = \int p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k}) \log \left[ \frac{p_{\Phi_k^{(l)}}(x_{k|1:k}|Z_{1:k})}{p_{\Phi_k}(x_{k|1:k}|Z_{1:k})} \right] dX_{k|1:k}
$$

(38)

Using Equation (38), it can be calculated that

$$
\Omega(\Phi_k^{(l)}, \Phi_k^{(l)}) - \Omega(\Phi_k, \Phi_k^{(l)}) \geq \log p_{\Phi_k^{(l)}}(Z_{1:k}) - \log p_{\Phi_k}(Z_{1:k})
$$

(39)

Therefore, one can see from Equation (39) that choosing $\Phi_k^{(l+1)}$ can guarantee that $\log p_{\Phi_k}(Z_{1:k})$ is not reduced in the process of each iteration. When $l \to +\infty$, the maximum solution of $\Omega(\Phi_k, \Phi_k^{(l)})$ can be regarded as an approximate maximum solution of $\log p_{\Phi_k}(Z_{1:k})$. If a suitable $\Phi_k$ is selected, $\Phi_k^{(l)}$ will be convergent to the MLE based on this good property of the EM approach. $\Phi_k^{(l)}$ equaling $\Phi_k$ ensures the local convergence of each iteration.

4. Lake Trial Experiments and Results
4.1. The Accuracy Verification of the SRAKF

Many types of interference, such as magnetic interference, will inevitably lead to INS errors in a marine environment. Hence, the positions determined by navigation system may be inaccurate. The effectiveness and performance of the SRAKF are verified by employing post-processed data gathered in lake experiments. The lake used in the trials is a freshwater lake, and the temperature of the lake is less than 20 °C, and the salinity and temperature have no influence on positioning information estimated by the IMU. The non-Gaussian noises $v_{\text{non}}$ are added in the measurement vector to simulate the complex underwater environment, and the noise model is shown as Equation (40).

$$
Z = HX + v + v_{\text{non}}
$$

(40)

The navigation information is acquired by SUNS (designed by our lab) during the process of a vehicle diving into the water. The high-precision inertial navigation system is chosen as the reference. When the vehicle comes to the surface of the water, the position information is updated by the GPS. The structure of the algorithm verification in the underwater experiment platform is denoted in Figure 5, and the platform of the underwater positioning trial is presented in Figure 6. ADIS16xx was used as the IMU, and its specifications are shown in Table 2. The underwater vehicle obtained a lot of raw data in the
lake trial. With the proposed SRAKF, the data are processed and analyzed soon afterwards, compared to the traditional UKF and CKF. RMSE_{LA} and RMSE_{LO} denote the RMSE of the latitude and longitude, respectively.

Figure 5. The flowchart of the proposed SRAKF.

Figure 6. The platform of underwater positioning trial.
Table 2. The specifications for IMU.

|                  | Resolution                  | Bias in-run stability (RMS, Allan variance) | SF accuracy |
|------------------|-----------------------------|--------------------------------------------|-------------|
| **Accelerometers** | 0.1 mg (at ± 2 g range)    | 50 µg                                      | 0.1%        |
| **Gyroscopes**   | 0.01 deg/sec (at ± 250 deg/sec range) | 4 deg/hr                                   | 0.01%       |
| **Magnetometers** | 10 nT                       | 0.1 nT                                     | 0.02%       |

4.1.1. Case 1: Surface Lake Trial

The AUV’s positions can be renewed by the GPS for a period of time while refloating. When the GPS signal is blocked, the accuracy of the integrated navigation system will be extremely poor or even inaccurate. SRAKF performance is evaluated in the surface trial.

In Case 1, Figures 7 and 8 show the trajectory comparison results between the SRAKF and other traditional algorithms. The position (latitude and longitude) errors are shown in Figures 9 and 10, respectively. Furthermore, the RMSE of position for SRAKF, UKF, and CKF are shown in Table 3.

![Figure 7. Latitude positions for the surface lake trial.](image-url)
4.1.1. Case 1: Surface Lake Trial

The AUV’s positions can be renewed by the GPS for a period of time while refloating. When the GPS signal is blocked, the accuracy of the integrated navigation system will be extremely poor or even inaccurate. SRAKF performance is evaluated in the surface trial.

In Case 1, Figures 7 and 8 show the trajectory comparison results between the SRAKF and other traditional algorithms. The position (latitude and longitude) errors are shown in Figures 9 and 10, respectively. Furthermore, the RMSE of position for SRAKF, UKF, and CKF are shown in Table 3.

From Figures 7 and 8, it can be clearly seen that the performance of the proposed SRAKF is much better than UKF and CKF. In Table 3, we can see that by employing the proposed SRAKF, the $LaRMSE$ is reduced from $3.4998 \times 10^{-4}$ deg to $2.4298 \times 10^{-4}$ deg. The $LoRMSE$ for SRAKF is $8.9344 \times 10^{-4}$ deg, which is the lowest of the three algorithms.

Figure 7. Latitude positions for the surface lake trial.

Figure 8. Longitude positions for the surface lake trial.

Table 3. RMSE for different algorithms.

| Algorithms | RMSE UKF | CKF | SRAKF |
|------------|----------|-----|-------|
| LaRMSE     | $3.2523 \times 10^{-4}$ | $2.4298 \times 10^{-4}$ | $2.4298 \times 10^{-4}$ |
| LoRMSE     | $1.9509 \times 10^{-3}$ | $8.9344 \times 10^{-4}$ | $8.9344 \times 10^{-4}$ |

4.1.2. Case 2: Underwater Lake Trial

In Case 2, the trajectory comparison results for SRAKF, UKF, and CKF are shown in Figures 11 and 12. The latitude and longitude errors are shown in Figures 13 and 14, respectively. The RMSE of position for SRAKF, UKF, and CKF are shown in Table 4.

From Figures 11 and 12, it can be concluded that the estimation accuracy in terms of the position for SRAKF is superior to that of UKF and CKF. In Table 4, by employing the proposed SRAKF, the $LaRMSE$ for SRAKF is $2.0964 \times 10^{-6}$ deg, which is lower than UKF.

Figure 9. Latitude errors for the surface lake trial.

Figure 10. Longitude errors for the surface lake trials.
Figure 9. Latitude errors for the surface lake trial.

Figure 10. Longitude errors for the surface lake trials.

Table 3. RMSE for different algorithms.

| Algorithms | RMSE | UKF | CKF | SRAKF |
|------------|------|-----|-----|-------|
| RMSE <sub>La</sub>(deg) | 3.4998 × 10<sup>-4</sup> | 3.2523 × 10<sup>-4</sup> | 2.4298 × 10<sup>-4</sup> |
| RMSE <sub>Lo</sub>(deg) | 2.2862 × 10<sup>-3</sup> | 1.9509 × 10<sup>-3</sup> | 8.9344 × 10<sup>-4</sup> |

From Figures 7 and 8, it can be clearly seen that the performance of the proposed SRAKF is much better than UKF and CKF. In Table 3, we can see that by employing the proposed SRAKF, the RMSE <sub>La</sub> is reduced from 3.4998 × 10<sup>-4</sup> deg to 2.4298 × 10<sup>-4</sup> deg. The RMSE <sub>Lo</sub> for SRAKF is 8.9344 × 10<sup>-4</sup> deg, which is the lowest of the three algorithms.

4.1.2. Case 2: Underwater Lake Trial

In Case 2, the trajectory comparison results for SRAKF, UKF, and CKF are shown in Figures 11 and 12. The latitude and longitude errors are shown in Figures 13 and 14, respectively. The RMSE of position for SRAKF, UKF, and CKF are shown in Table 4.

Figure 11. Latitude positions for the underwater lake trial.
The noise measurement is chosen to be one time and two times as much as the reference value of the noise measurement. So the accuracy and the robustness of SRAKF are greatly improved. When the sensors loaded in the AUV are affected by larger noises, SRAKF can still make an adjustment for large noise measurement has a great impact on calculating the real-time update is performed for the measurement error and one-step predicted covariance. SRAKF has the best performance in terms of state estimation since the localization linearization is not used in the proposed SRAKF. Moreover, the truncation errors are likely eliminated since the measurement linearization is not used in the proposed SRAKF. The bigger errors are caused if measurement errors are not updated in real time. The truncation errors are likely eliminated. However, the UKF and CKF errors mainly include two factors: sigma points and the measurement errors are not updated in real time. The errors change continuously along with time during positioning.

Table 4. Latitude errors for the underwater lake trial.

| Algorithm | Latitude Error (deg) |
|-----------|----------------------|
| Reference | 35.215225            |
| SRAKF     | 35.215235            |
| CKF       | 35.215245            |
| UKF       | 35.215255            |

Figure 12. Longitude positions for the underwater lake trial.

Figure 13. Latitude errors for the underwater lake trial.

Figure 14. Longitude errors for the underwater lake trial.
**Table 4. RMSE for different algorithms.**

| Algorithms | UKF     | CKF     | SRAKF   |
|------------|---------|---------|---------|
| RMSE\(_{La}\) (deg) | 1.1179 × 10\(^{-5}\) | 4.6089 × 10\(^{-6}\) | 2.0964 × 10\(^{-6}\) |
| RMSE\(_{Lo}\)  (deg) | 1.6797 × 10\(^{-3}\) | 1.4708 × 10\(^{-3}\) | 6.6276 × 10\(^{-4}\) |

From Figures 11 and 12, it can be concluded that the estimation accuracy in terms of the position for SRAKF is superior to that of UKF and CKF. In Table 4, by employing the proposed SRAKF, the RMSE\(_{La}\) for SRAKF is 2.0964 × 10\(^{-6}\) deg, which is lower than UKF and CKF. In Figure 14, the SRAKF method has the lowest longitude errors and the RMSE\(_{Lo}\) for SRAKF is 6.6276 × 10\(^{-4}\) deg, which is the lowest compared to UKF and CKF.

From the experimental results, it is obvious that the proposed algorithm is superior to other algorithms. The errors change continuously along with time during positioning. The bigger errors are caused if measurement errors are not updated in real time. The one-step predicted covariance becomes inaccurate due to measurement errors. It is essential to update both the measurement error and the one-step predicted covariance. However, the UKF and CKF errors mainly include two factors: sigma points and the measurement errors are not updated in real time. The truncation errors are likely eliminated since the localization linearization is not used in the proposed SRAKF. Moreover, the real-time update is performed for the measurement error and one-step predicted covariance by employing SRAKF. SRAKF has the best performance in terms of of state estimation.

When the sensors loaded in the AUV are affected by larger noises, SRAKF can still make an adjustment for \(P_{k|k-1}\) and \(R_k\) adaptively. Hence, accurate information for \(P_{k|k-1}\) and \(R_k\) can make the algorithm more stable. However, UKF and CKF cannot deal with larger noise because the large noise measurement has a great impact on calculating \(P_{zz}\) and \(P_{xz}\). \(P_{zz}\) and \(P_{xz}\) also influence the Kalman gain. SRAKF performs better than UKF and CKF because it can estimate the optimal solutions of \(P_{k|k-1}\) and \(R_k\) in each EM iteration. Meanwhile, \(X_{k|k}\) and \(P_{k|k}\) are updated by using the accurate \(P_{k|k-1}\) and \(R_k\), so the accuracy and the robustness of SRAKF are greatly improved.

### 4.2. The Robustness Lake Trial

The noise measurement is enlarged to verify SRAKF’s robustness. At the time \(k\), the noise measurement is chosen to be one time and two times as much as the reference value of the noise measurement.

\[
\bar{R}_k = \begin{cases} 
R_k & P_r[0,0.95] \\
2R_k & P_o[0.95,1]
\end{cases}
\]

where \(P_r\) and \(P_o\) are the probabilities of the reference value the noise measurement and outlier, respectively; where [0,0.95] denotes the reference value of the noise measurement, and [0.95,1] denotes the outlier at time \(k\), respectively.

In the robustness lake trial, the trajectory comparison results for SRAKF, UKF, and CKF are shown in Figures 15 and 16. The latitude and longitude errors are shown in Figures 17 and 18, respectively. To obtain the quantization results, the RMSE of the position for SRAKF, UKF, and CKF are shown in Table 5.
where $P_r$ and $P_o$ are the probabilities of the reference value and outlier, respectively; where $[0,0.95)$ denotes the reference value of the noise measurement, and $[0.95,1]$ denotes the outlier at time $k$, respectively.

In the robustness lake trial, the trajectory comparison results for SRAKF, UKF, and CKF are shown in Figures 15 and 16. The latitude and longitude errors are shown in Figures 17 and 18, respectively. To obtain the quantization results, the RMSE of the position for SRAKF, UKF, and CKF are shown in Table 5.

**Table 5.** RMSE for different algorithms.

| Algorithms | RMSE UKF | RMSE CKF | RMSE SRAKF |
|------------|----------|----------|------------|
| LaRMSE (deg) | $2.9388 \times 10^{-5}$ | $2.9013 \times 10^{-5}$ | $5.4470 \times 10^{-6}$ |
| LoRMSE (deg) | $2.3801 \times 10^{-3}$ | $2.3713 \times 10^{-3}$ | $1.4696 \times 10^{-4}$ |

From Figures 17 and 18, it can be concluded that the estimation accuracy in terms of positions for SRAKF is superior to that of UKF and CKF. In order to further compare the performance of the three algorithms, the results of error analysis are also shown in Table 5. In Table 5, the SRAKF latitude error is less than the other two algorithms, where the former $LaRMSE$ is $5.4470 \times 10^{-6}$ deg, and the UKF and CKF are $2.9388 \times 10^{-5}$ deg and $2.9013 \times 10^{-5}$ deg, respectively. The improvement in $LaRMSE$ is about 81.47% and 81.23% compared to UKF and CKF, respectively. In Figure 18, by employing the proposed SRAKF, the $LoRMSE$ for SRAKF is $1.4696 \times 10^{-4}$ deg, which is lower than UKF and CKF. SRAKF reduces the $LoRMSE$ by about 93.83% and 93.80% compared to UKF and CKF, respectively, so the position estimation accuracy has greatly been improved by the proposed SRAKF.

**Figure 15.** Latitude positions for the robustness lake trial.

**Figure 16.** Longitude positions for the robustness lake trial.
### Figure 17. Latitude errors for the robustness lake trial.

![Latitude errors for the robustness lake trial](image)

### Figure 18. Longitude errors for the robustness lake trial.

![Longitude errors for the robustness lake trial](image)

### Table 5. RMSE for different algorithms.

| Algorithms | UKF      | CKF      | SRAKF    |
|------------|----------|----------|----------|
| RMSE\(_{La}\) (deg) | 2.9388 \times 10^{-5} | 2.9013 \times 10^{-5} | 5.4470 \times 10^{-6} |
| RMSE\(_{Lo}\) (deg) | 2.3801 \times 10^{-3} | 2.3713 \times 10^{-3} | 1.4696 \times 10^{-4} |

From Figures 17 and 18, it can be concluded that the estimation accuracy in terms of positions for SRAKF is superior to that of UKF and CKF. In order to further compare the...
performance of the three algorithms, the results of error analysis are also shown in Table 5. In Table 5, the SRAKF latitude error is less than the other two algorithms, where the former RMSE$_{La}$ is $5.4470 \times 10^{-6}$ deg, and the UKF and CKF are $2.9388 \times 10^{-5}$ deg and $2.9013 \times 10^{-5}$ deg, respectively. The improvement in RMSE$_{La}$ is about 81.47% and 81.23% compared to UKF and CKF, respectively. In Figure 18, by employing the proposed SRAKF, the RMSE$_{La}$ for SRAKF is $1.4696 \times 10^{-4}$ deg, which is lower than UKF and CKF. SRAKF reduces the RMSE$_{La}$ by about 93.83% and 93.80% compared to UKF and CKF, respectively, so the position estimation accuracy has greatly been improved by the proposed SRAKF.

It can be seen that SRAKF performs better than UKF and CKF in handling with the changeable measurement noises. When the sensors are influenced by large noise, the SRAKF can still adaptively make an adjustment for $R_k$ and $P_{k|k-1}$, and it can make the algorithm more stable during the whole trial. However, the UKF cannot deal with the larger noise, because the large noise has a great impact on $X_{k|k-1}$ and $P_{k|k-1}$. In other words, SRAKF outperforms UKF and CKF because it can estimate $P_{k|k-1}$ and $R_k$ by using the EM method to choose the suboptimal solution of $\Phi_k$. Meanwhile, the truncation errors are effectively eliminated by the unscented transformation, so the estimation accuracy of the algorithm is improved greatly. Hence, the proposed SRAKF has best performance among three algorithms when the noise measurement is time-varying.

5. Conclusions

The unknown and changeable underwater environment inevitably makes accurate positioning hard for MEMS-grade INS carried in AUV. It is difficult for traditional algorithms to obtain state information. The performance of the proposed SRAKF is deduced theoretically and tested through lake trials. The experiment results demonstrate that the SRAKF can calculate the position of AUVs more accurately than the other two traditional algorithms, even if the noise measurements are enlarged and changeable. The position of the AUV can be obtained with higher accuracy using the proposed SRAKF algorithm. Moreover, not only are accuracy and efficiency achieved by the SRAKF, but the SRAKF has better robustness in terms of position estimation.
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