FILTRATIONS, FACTORIZATION AND EXPLICIT FORMULAE FOR HARMONIC MAPS
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Abstract. We use filtrations of the Grassmannian model to produce explicit algebraic formulae for all harmonic maps of finite uniton number from a Riemann surface, and so all harmonic maps from the 2-sphere, to the unitary group for a general class of factorizations by unitons. We show how these specialize to give explicit formulae for such harmonic maps to each of the classical compact Lie groups and their inner symmetric spaces — the nonlinear \( \sigma \)-model of particle physics. Our methods also give an explicit Iwasawa decomposition of the algebraic loop group.

1. Introduction

In [22], K. Uhlenbeck showed how to construct harmonic maps from a Riemann surface to the unitary group \( U(n) \) by starting with a constant map and successively modifying it by a process called ‘adding a uniton’, a sort of Bäcklund transform. She showed that all harmonic maps from the 2-sphere \( S^2 \) could be obtained that way. Harmonic maps from the 2-sphere are particularly important for three reasons: (i) they are equivalent to harmonic maps of finite energy from the plane [20]; (ii) they constitute the nonlinear \( \sigma \)-model of particle physics, see, e.g., [25]; (iii) they are precisely the minimal branched immersions of \( S^2 \) in the sense of [14]. More generally, Uhlenbeck’s method gives all harmonic maps from other Riemann surfaces which are of finite uniton number; these maps are also minimal branched immersions. Various ways of making this more explicit were given by the second author and others, e.g., [24]; however, finding the unitons involved the solution of \( \bar{\partial} \)-problems, which could rarely be solved explicitly.

In [11], M. J. Ferreira, B. A. Simões and the second author showed how to solve this problem, producing algebraic formulae for the unitons, and thus for all harmonic maps of finite uniton number from a surface to the unitary group. They used the factorization essentially due to G. Segal [21] which is dual to that used by Uhlenbeck. They then related their formulae to the Grassmannian model of Segal. By a completely different method in which the unitons are thought of as stationary Ward solitons, B. Dai and C.-L. Terng [7] obtained explicit formulae for the unitons of the Uhlenbeck factorization.

In the present paper, we use filtrations of the Grassmannian model to produce explicit algebraic formulae for harmonic maps of finite uniton number for a general class of factorizations, including not only those above, but also factorizations obtained by a mixture of them and the factorization by \( A_L \)-images studied by the second author [24]. On the way, we establish many useful formulae relating uniton factorizations and filtrations.

Finally, we show how to apply our methods to finding harmonic maps of finite uniton number from a surface to the special orthogonal group \( SO(n) \) and the real Grassmannians; we also find harmonic maps to the space \( SO(2m)/U(m) \) of orthogonal complex structures. Here we use a factorization by alternate Uhlenbeck and Segal steps; our formulae for such...
mixed factorizations then give explicit formulae for all such harmonic maps, see Theorems 6.3 and 6.8 and Corollary 6.5.

The same methods apply to find all harmonic maps of finite uniton number from a surface to the symplectic group $\text{Sp}(m)$ and quaternionic Grassmannians; here the factorization is that studied by Q. He and Y. Shen [15], Y. Dong [8] and R. Pacheco [18].

We can also find harmonic maps to the space $\text{Sp}(m)/U(m)$ of 'quaternionic' complex structures on $\mathbb{C}^{2m}$ (equivalently, Lagrangian subspaces of $\mathbb{C}^{2m}$). In this way, we obtain explicit formulae for all harmonic maps of finite uniton number from surfaces to the classical compact Lie groups and their inner symmetric spaces. Note that our methods could be extended to find pluriharmonic maps from Kähler manifolds to these spaces using ideas of [17].

The paper is arranged as follows. In §2, we give formulae relating factorizations and filtrations which are purely algebraic; in particular, we study the two extreme filtrations of Segal and Uhlenbeck.

Then in §3, we discuss extended solutions of harmonic maps, their factorizations and filtrations, and study how operators in the Grassmannian model correspond to operators on the corresponding subbundles. A special case is that of extended solutions which are invariant under the 'additional $S^1$-action' of C.-L. Terng discussed in [22, §7]; as in [1], this extends to an action of $\mathbb{C}\setminus\{0\}$ which can be used to deform any harmonic map to an $S^1$-invariant one.

Our explicit formulae for harmonic maps are given in §4; we show how these give explicit formulae for the algebraic Iwasawa decomposition (Theorem 4.8). In §5, we see how our methods apply to give harmonic maps to complex Grassmannians.

Finally, in §6, we apply our methods to give harmonic maps to the groups $\text{SO}(n)$, $\text{Sp}(m)$ and their inner symmetric spaces: the real and quaternionic Grassmannians and the spaces $\text{SO}(2m)/U(m)$ and $\text{Sp}(m)/U(m)$. We thus see how to obtain explicit formulae for all harmonic maps of finite uniton number from a surface, in particular, all harmonic maps from the 2-sphere, into the classical Lie groups and their inner symmetric spaces.

2. Some basic algebraic formulae

2.1. The Grassmannian model of $\Omega U(n)$. For a Lie group $G$, we recall that the group of (free) loops on $G$ is given by

$$\Lambda G = \{\gamma : S^1 \to G : \gamma \text{ is smooth}\},$$

and the group of (based) loops on $G$ is given by

$$\Omega G = \{\gamma \in \Lambda G : \gamma(1) = e\},$$

where $e$ denotes the identity element of $G$. We shall mainly consider the case when $G$ is the unitary group $U(n)$, where $n$ is a fixed positive integer, or one of its subgroups: the orthogonal group or symplectic group.

We denote by $\mathcal{H} = \mathcal{H}^{(n)}$ the Hilbert space $L^2(S^1, \mathbb{C}^n)$. By expanding into Fourier series, we have

$$\mathcal{H} = \text{linear closure of } \{\lambda^i e_j : i \in \mathbb{Z}, \ j = 1, \ldots, n\}$$

where $\{e_1, \ldots, e_n\}$ is the standard basis for $\mathbb{C}^n$; in fact, $\{\lambda^i e_j : i \in \mathbb{Z}, \ j = 1, \ldots, n\}$ is a complete orthonormal system for $\mathcal{H}$.

The natural action of $U(n)$ on $\mathbb{C}^n$ induces an action of $\Omega U(n)$ on $\mathcal{H}$ which is isometric with respect to the $L^2$ inner product. We consider the closed subspace

$$\mathcal{H}_+ = \text{linear closure of } \{\lambda^i e_j : i \in \mathbb{N}, \ j = 1, \ldots, n\}$$
where \( \mathbb{N} = \{0,1,2,\ldots\} \). The action of \( \Omega U(n) \) on \( \mathcal{H} \) induces an action of \( \Omega U(n) \) on subspaces of \( \mathcal{H} \); denote by \( Gr = Gr(n) \) the orbit of \( \mathcal{H}_+ \) under that action. For a precise description of the elements of \( Gr \) we refer to [19]; here we just note that any \( W \in Gr \) is closed under multiplication by \( \lambda \), i.e., \( \lambda W \subset W \), and we have a bijective map

\[
(2.1) \quad \Omega U(n) \ni \Phi \mapsto W = \Phi \mathcal{H}_+ \in Gr;
\]

we call \( W \) the Grassmannian model of \( \Phi \), we shall frequently use this identification. The map \((2.1)\) restricts to a bijection from the domain \( \gamma \); those \( \Omega U(n) \) given by finite Laurent series: \( \gamma = \sum_{i=s}^r \lambda^k T_k \) where \( r \geq s \) are integers and the \( T_k \) are \( n \times n \) complex matrices, to the set of \( \lambda \)-closed subspaces \( W \) of \( \mathcal{H} \) satisfying

\[
\lambda^r \mathcal{H}_+ \subset W \subset \lambda^s \mathcal{H}_+
\]

for some integers \( r \geq s \). Note that such a subspace can also be thought of as a subspace of the Grassmannian model of \( \mathcal{H} \). For any \( \lambda \)-closed subspace \( W \), then \( \tilde{\lambda} W \subset W \subset \lambda^{-1} W \).

(2.2) Let \( W = \Phi \mathcal{H}_+ \) and \( \tilde{W} = \tilde{\Phi} \mathcal{H}_+ \) where \( \Phi, \tilde{\Phi} \in \Omega U(n) \). Then \( \tilde{W} \) is obtained by a \( \lambda \)-step from \( W \) if and only if

\[
\Phi = \tilde{\Phi}(\pi_\alpha + \lambda \pi_\alpha) \quad \text{equivalently} \quad \tilde{\Phi} = \Phi(\pi_\alpha + \lambda^{-1} \pi_\alpha), \quad \text{for some subspace } \alpha.
\]

Further,

\[
(2.3) \quad \alpha = P_0 \tilde{\Phi}^{-1} W \quad \text{and} \quad \alpha^\perp = P_0 \tilde{\Phi}^{-1} \lambda \tilde{W};
\]

conversely,

\[
(2.4) \quad W = \Phi(\alpha) + \lambda \tilde{W} = \Phi(\alpha) + \lambda \tilde{W} \quad \text{and} \quad \tilde{W} = \tilde{\Phi}(\alpha^\perp) + W = \lambda^{-1} \Phi(\alpha^\perp) + W.
\]

Here, \( P_0 \Phi^{-1} \lambda \tilde{W} \) means \( P_0 (\Phi^{-1}(\lambda \tilde{W})) \).

Proof. Suppose that \( \tilde{W} \) is obtained from \( W \) by a \( \lambda \)-step, so that \( \tilde{\Phi} \mathcal{H}_+ \subset \Phi \mathcal{H}_+ \subset \tilde{\Phi} \mathcal{H}_+ \). Then \( \lambda \mathcal{H}_+ \subset \tilde{\Phi}^{-1} \Phi \mathcal{H}_+ \subset \mathcal{H}_+ \), which implies that \( \tilde{\Phi}^{-1} \Phi \mathcal{H}_+ = \alpha + \lambda \mathcal{H}_+ = (\pi_\alpha + \lambda \pi_\alpha) \mathcal{H}_+ \) for some subspace \( \alpha \subset \mathbb{C}^n \); hence \( \Phi = \tilde{\Phi}(\pi_\alpha + \lambda \pi_\alpha) \). The converse is immediate, as are \((2.3)\) and \((2.4)\). \( \square \)

Thus a \( \lambda \)-step \( W \mapsto \tilde{W} \) is equivalent to a choice of subspace \( \alpha \) of \( \mathbb{C}^n \). Note that we do not exclude the extreme cases: (i) \( \alpha = \mathbb{C}^n \), then \( \tilde{\Phi} = \Phi \) and \( \tilde{W} = W \); (ii) \( \alpha = \) the zero subspace, then \( \tilde{\Phi} = \lambda^{-1} \Phi \) and \( \tilde{W} = \lambda^{-1} W \).
For the rest of this section, let $W = \Phi \mathcal{H}_+ \in G_{\mathcal{H}}$, where $\Phi \in \Omega_U(n)$. Note that, if $r = 0$, then $\Phi = I$, the identity matrix, so that $W = \mathcal{H}_+$.

**Definition 2.2.** By a $\lambda$-filtration $(W_i)$ of $W$ we mean a nested sequence

$$W = W_r \subset W_{r-1} \subset \cdots \subset W_0 = \mathcal{H}_+$$

of $\lambda$-closed subspaces of $\mathcal{H}_+$ with each $W_{i-1}$ obtained from $W_i$ by a $\lambda$-step, i.e.,

$$\lambda W_{i-1} \subset W_i \subset W_{i-1} \quad (i = 1, \ldots, r).$$

By a simple induction starting with $W_0 = \mathcal{H}_+$ we see that each $W_i \in G_{\mathcal{H}}$. We now identify the subspaces and loops associated to a $\lambda$-filtration.

**Proposition 2.3.** Let $(W_i)$ be a $\lambda$-filtration of $W$. Define a sequence $\Phi_i \in \Omega U(n)$ inductively by $\Phi_0 = I$ and $\Phi_i = \Phi_{i-1}(\pi_{\alpha_i} + \lambda \pi_{\alpha_i}^\perp)$ $(i = 1, \ldots, r)$ where

$$\Phi_i = P_0 \Phi_{i-1}^{-1} W_i.$$  

Then $\Phi_i \mathcal{H}_+ = W_i$.

**Proof.** We use induction on $i$. For $i = 0$, it is trivial. For $i = 1$, (2.5) implies that $W_1 = V + \lambda \mathcal{H}_+$ for some subspace $V \subset \mathbb{C}^n$ and (2.6) gives $\alpha_1 = P_0 W_1 = V$. Hence

$$W_1 = \pi_{\alpha_1} \mathcal{H}_+ + \lambda \mathcal{H}_+ = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) \mathcal{H}_+ = \Phi_1 \mathcal{H}_+,$$

as desired.

Now suppose that $\Phi_{i-1} \mathcal{H}_+ = W_{i-1}$ for some $i > 1$. Then, from (2.5) and the induction hypothesis, $\lambda \mathcal{H}_+ \subset \Phi_{i-1}^{-1} W_i \subset \Phi_+,$ so that, by (2.6),

$$\Phi_{i-1}^{-1} W_i = \alpha_i + \lambda \mathcal{H}_+ = (\pi_i + \lambda \pi_i^\perp) \mathcal{H}_+.$$

Hence $\Phi_i \mathcal{H}_+ = W_i$, completing the induction step. \hfill \Box

The proposition implies that

$$\Phi_0 = I, \quad \text{and} \quad \Phi_i = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_i} + \lambda \pi_{\alpha_i}^\perp) \quad (i = 1, 2, \ldots, r);$$

thus, the $\Phi_i$ are polynomials in $\lambda$ of the form

$$\Phi_i = T_0^i + \lambda T_1^i + \cdots + \lambda^r T_r^i \quad (\lambda \in S^1)$$

where the $T_j^i$ are $n \times n$ complex matrices.

The proposition shows that the choice of a $\lambda$-filtration $(W_i)$ of $W$ is equivalent to the choice of a sequence $(\alpha_i)$ of subspaces of $\mathbb{C}^n$; this is equivalent, in turn, to a factorization of $\Phi$:

$$\Phi = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_r} + \lambda \pi_{\alpha_r}^\perp).$$

Indeed, given $(W_i)$, define the sequence $(\alpha_i)$ by (2.6); conversely, given an arbitrary sequence $(\alpha_i)$ of subspaces, define the sequence $(\Phi_i)$ by (2.7) and then set $W_i = \Phi_i \mathcal{H}_+$.

From Lemma 2.1 we obtain the following formulae.

**Corollary 2.4.** Let $(W_i)$ be a $\lambda$-filtration. Then for $i = 1, \ldots, r$, we have

(i) $\alpha_i^\perp = P_0 \Phi_{i-1}^{-1}(\lambda W_{i-1})$;
(ii) $W_i = \Phi_{i-1}(\alpha_i) \oplus \lambda W_{i-1} = \Phi_i(\alpha_i) \oplus \lambda W_{i-1}$;
(iii) $W_i = \Phi_i(\alpha_{i+1}) \oplus W_{i+1} = \lambda^{-1} \Phi_{i+1}(\alpha_{i+1}) \oplus W_{i+1}$;

Furthermore, all the direct sums are orthogonal direct sums with respect to the $L^2$ inner product on $\mathcal{H}_+$. \hfill \Box
From (2.8) we obtain
\[ \Phi_i^{-1} = \Phi_i^* = S_0^i + \lambda^{-1}S_1^i + \cdots + \lambda^{-i}S_i^i \quad (\lambda \in S^1), \]
where each \( S_s^i \) is the adjoint \( (T_s^i)^* \) of \( T_s^i \). On the other hand, from (2.7) we obtain
\[ \Phi_i^{-1} = (\pi_{\alpha_i} + \lambda^{-1}\pi_{\alpha_i}^+) \cdots (\pi_{\alpha_1} + \lambda^{-1}\pi_{\alpha_1}^+). \]
Comparing these, we see that \( S_s^i \) is the sum of all \( i \)-fold products of the form \( \Pi_{i} \cdots \Pi_{1} \) where exactly \( s \) of the \( \Pi_{j} \) are \( \pi_{\alpha_i}^+ \) and the other \( i-s \) are \( \pi_{\alpha_j} \).

**Corollary 2.5.** We have the following explicit formulae for each subspace \( \alpha_i \):

\[ (2.10) \quad (a) \quad \alpha_i = \left( \sum_{s=0}^{i-1} S_s^{i-s} P_s \right) W_i, \quad (b) \quad \alpha_i^+ = \left( \sum_{s=1}^{i} S_s^{i-s} P_{s-1} \right) W_{i-1}. \]

**Proof.** The formulae are obtained by expanding (2.6) and using Corollary 2.4(i). \( \square \)

### 2.2. Two extreme filtrations.

There are two natural \( \lambda \)-steps, which we shall call the **Segal and Uhlenbeck steps**, given on a subspace \( W \in Gr_{r_i} \) by

\[ W_{i-1}^S = W + \lambda^{-i}\mathcal{H}_+, \quad W_{i-1}^U = (\lambda^{-1}W) \cap \mathcal{H}_+ = (\lambda^{-1}W) \cap \mathcal{H}_+ + \lambda^{-1}\mathcal{H}_+, \]
respectively; note that the Segal step depends on \( i \). Since \( (\lambda^{-1}W \cap \mathcal{H}_+) + \lambda^{-1}\mathcal{H}_+ = (\lambda^{-1}(W + \lambda^{-1}\mathcal{H}_+)) \cap \mathcal{H}_+, \) the Segal and Uhlenbeck steps **commute**.

Starting with a subspace \( W \in Gr_{r_i} \) and iterating these steps gives \( \lambda \)-filtrations of \( W \) which appear in the work of Segal [21] and Uhlenbeck [22]:

\[ (2.11) \quad W_i^S = W + \lambda^i\mathcal{H}_+ \quad (i = 0, \ldots, r) \quad (\text{the Segal filtration}); \]

\[ (2.12) \quad W_i^U = (\lambda^{-i}W) \cap \mathcal{H}_+ \quad (i = 0, \ldots, r) \quad (\text{the Uhlenbeck filtration}). \]

We call the corresponding subspaces \( \alpha_i \) and factorization (2.9) the **Segal** (resp. **Uhlenbeck**) **subspaces** and **factorization**. The following proposition shows that these are the two extremes of the possible filtrations of \( W \).

**Proposition 2.6.** Let \( W \in Gr_{r_i} \). For any \( \lambda \)-filtration \((W_i)\) of \( W \), we have

\[ W_i^S \subset W_i \subset W_i^U \quad (i = 0, \ldots, r). \]

**Proof.** Since \( \lambda^i\mathcal{H}_+ \subset W_i \) and \( W \subset W_i \), we see that

\[ W_i^S = W + \lambda^i\mathcal{H}_+ \subset W_i \quad (i = 0, \ldots, r). \]

To show that \( W_i \subset W_i^U \), we use reversed induction: since \( W_r = W_r^U = W \), it is true for \( i = r \). Assume that it is true for some \( i \). Then we see that

\[ W_{i-1} \subset \lambda^{-i}W_i \subset \lambda^{-1}(\lambda^{-i}W) = \lambda^{-1-i}W. \]

Since \( W_{i-1} \subset \mathcal{H}_+ \), it follows that \( W_{i-1} \subset (\lambda^{-1-i}W) \cap \mathcal{H}_+ = W_{i-1}^U \), and the induction step is complete. \( \square \)

**Remark 2.7.** For any \( i \geq 1 \) and \( W \in Gr_{r_i} \), set \( W^I = \lambda^{-i-1}W^\perp \) where \( W^\perp \) denotes the complex conjugate of \( W \). If \( W = \Phi\mathcal{H}_+ \), then clearly \( W^I = \lambda^i\Phi\mathcal{H}_+ \); it follows that \( W \mapsto W^I \) is an **involution** on \( Gr_{r_i} \). Furthermore, (i) if \( \overline{W} \) is obtained from \( W \) by a \( \lambda \)-step with subspace \( \alpha \), then \( \overline{W}^I \) is obtained from \( W^I \) by a \( \lambda \)-step with subspace \( \alpha^+ \); (ii) if the step \( W \mapsto \overline{W} \) is Segal (resp. Uhlenbeck) then the step \( W^I \mapsto \overline{W}^I \) is Uhlenbeck (resp. Segal).

This involution induces an involution on \( \lambda \)-filtrations: given a \( \lambda \)-filtration \((W_i)\), setting \( W_i^I = \lambda^{-i-1}W_{i-1}^\perp \) defines another \( \lambda \)-filtration \((W_i^I)\). See also Example 8.8.
We now see what choices of subspace correspond to Segal and Uhlenbeck steps.

**Proposition 2.8.** For $i \geq 1$, let $\Phi \in \Omega U(n)$. Write

$$\Phi = T_0 + T_1 \lambda + \cdots + T_i \lambda^i$$

so that $\Phi^{-1} = S_0 + S_1 \lambda^{-1} + \cdots + S_i \lambda^{-i}$

where $S_j$ is the adjoint of $T_j$ ($j = 1, \ldots, i$). Let $\alpha$ be a subspace of $\mathbb{C}^n$. Write $W = \Phi \mathcal{H}_+$, $\tilde{W} = \Phi(\pi_\alpha + \lambda^{-1} \pi^{\perp}_\alpha)$ and $\tilde{W} = \tilde{\Phi} \mathcal{H}_+$. Then

(i) $\tilde{W} = W + \lambda^{-1} \mathcal{H}_+$ (Segal step) if and only if $\alpha = \ker(T_i)$;

(ii) $\tilde{W} = (\lambda^{-1} W) \cap \mathcal{H}_+$ (Uhlenbeck step) if and only if $\alpha = \mathrm{Im}(S_0)$.

*(Note that we do not insist that $T_i$ or $S_0$ be non-zero.)*

**Proof.** (i) $\tilde{W} = W + \lambda^{-1} \mathcal{H}_+$ if and only if $\Phi^{-1}(\lambda \tilde{W}) = \lambda \mathcal{H}_+ + \lambda^i \Phi^{-1} \mathcal{H}_+$. Since $\tilde{W} \subset W$ and $\lambda \mathcal{H}_+ \subset \Phi^{-1}(\lambda \tilde{W})$, this is equivalent to $P_0 \Phi^{-1}(\lambda \tilde{W}) = P_0 \lambda^i \Phi^{-1} \mathcal{H}_+$. By Corollary 2.4(i), this holds if and only if

$$\alpha^+ = P_0 \lambda^i \Phi^{-1} \mathcal{H}_+ = \mathrm{Im}(S_i), \quad \text{equivalently,} \quad \alpha = \ker(T_i).$$

(ii) This follows from (i) by applying the involution of Remark 2.7. □

The following result shows how the particular choices of extreme filtrations correspond to ‘covering’ properties of the corresponding subspaces.

**Proposition 2.9.** Let $W \in \mathcal{G}_r$. Let $(W_i)$ be a $\lambda$-filtration of $W$ and let $\alpha_i$ be the corresponding subspaces given by Proposition 2.3.

(i) Suppose that, for some $i = 1, \ldots, r - 1$, we have $W_{i-1} = W_i + \lambda^{-1} \mathcal{H}_+$. Then $W_i = W_{i+1} + \lambda^i \mathcal{H}_+$ if and only if

$$\pi_{\alpha_i}(\alpha_{i+1}) = \alpha_i.$$  

In particular, $(W_i)$ is the Segal filtration of $W$ if and only if (2.14) holds for all $i = 1, \ldots, r - 1$.

(ii) Suppose that, for some $i = 1, \ldots, r - 1$, we have $W_{i-1} = (\lambda^{-1} W_i) \cap \mathcal{H}_+$. Then $W_i = (\lambda^{-1} W_{i+1}) \cap \mathcal{H}_+$ if and only if

$$\pi_{\alpha_{i+1}}(\alpha_i) = \alpha_{i+1}.$$  

In particular, $(W_i)$ is the Uhlenbeck filtration of $W$ if and only if (2.15) holds for all $i = 1, \ldots, r - 1$.

**Proof.** (i) By Corollary 2.4(ii), we have

$$W_{i+1} + \lambda^i \mathcal{H}_+ = \Phi_i(\alpha_{i+1}) + \lambda W_i + \lambda^i \mathcal{H}_+ = \Phi_i(\alpha_{i+1}) + \lambda(W_i + \lambda^{-1} \mathcal{H}_+)$$

$$= \Phi_i(\alpha_{i+1}) + \lambda W_{i-1} = \Phi_{i-1}((\pi_{\alpha_i} + \lambda \pi^{\perp}_{\alpha_i})(\alpha_{i+1}) + \lambda \mathcal{H}_+)$$

$$= \Phi_{i-1}(\pi_{\alpha_i}(\alpha_{i+1}) + \lambda \mathcal{H}_+).$$  \hspace{1cm} (2.16)

Now, if $W_i = W_{i+1} + \lambda^i \mathcal{H}_+$, then applying $\Phi_{i-1}^{-1}$ to the above gives

$$\Phi_{i-1}^{-1} W_i = \pi_{\alpha_i}(\alpha_{i+1}) + \lambda \mathcal{H}_+.$$  

By Proposition 2.3, $P_0 \Phi_{i-1}^{-1} W_i = \alpha_i$, so that the last equation implies (2.14).

Conversely, if (2.14) holds, then the right-hand side of (2.16) equals

$$\Phi_{i-1}(\alpha_i + \lambda \mathcal{H}_+) = \Phi_i \mathcal{H}_+ = W_i,$$

which establishes (i). The proof of (ii) is similar. □
2.3. $S^1$-invariant polynomials. Recall (e.g. [22, §7]) that there is an $S^1$-action on $\Omega U(n)$ given by $(\mu, \Phi) = \Phi_\mu \Phi$ (where $\Phi \in \Omega U(n)$). We now identify all $S^1$-invariant polynomials, i.e., polynomials $\Phi \in \Omega U(n)$ which satisfy $\Phi_\lambda \Phi = \Phi_\mu$ ($\mu, \lambda \in S^1$).

The next result follows easily from [22, §10].

**Proposition 2.10.** $\Phi \in \Omega_r U(n)$ so that $W = \Phi H_+ \in Gr_r$. Denote by $\beta_1, \ldots, \beta_r$ and $\gamma_1, \ldots, \gamma_r$ the subspaces of $C^n$ corresponding to the Segal and the Uhlenbeck filtrations of $W$, respectively, so that

\[(177) \quad \Phi = (\pi_{\beta_1} + \lambda \pi_{\beta_2}) \cdots (\pi_{\beta_r} + \lambda \pi_{\beta_r}) = (\pi_{\gamma_1} + \lambda \pi_{\gamma_1}) \cdots (\pi_{\gamma_r} + \lambda \pi_{\gamma_r}).\]

Then the following are equivalent:

(i) $\beta_i \subset \beta_{i+1}$ ($i = 1, \ldots, r - 1$);

(ii) $\Phi$ is $S^1$-invariant;

(iii) $W = \sum_{i=1}^{r-1} \lambda^i \beta_{i+1} + \lambda^r H_+$;

(iv) $W = \sum_{i=0}^{r-1} \lambda^i P_i W + \lambda^r H_+$;

(v) $\gamma_{i+1} \subset \gamma_i$ ($i = 1, \ldots, r - 1$).

Furthermore, if any of the above hold, then $\gamma_i = \beta_{r-i+1}$ for all $i = 1, \ldots, r$. □

**Corollary 2.11.** Let $\Phi \in \Omega_r U(n)$ be $S^1$-invariant. Let $\tilde{W}_- = \tilde{\Phi} H_+ \in \Omega_{r-1} U(n)$ be obtained from $W = \Phi H_+$ be a Segal or Uhlenbeck step. Then $\tilde{\Phi}$ is also $S^1$-invariant.

**Proof.** It is easy to see that, if $W = \Phi H_+$ satisfies (iv), then $W^S_{r-1} = W + \lambda^{r-1} H_+$ and $W^U_{r-1} = (\lambda^{-1} W) \cap H_+$ continue to satisfy (iv) (with $r$ replaced by $r - 1$). □

For $S^1$-invariant harmonic maps, see [8, §3].

3. Harmonic maps and extended solutions

3.1. Basic facts. We review some well-known facts about harmonic maps, extended solutions, and their Grassmmanian models; our main references are [22], [12] and [4].

From now on, $M$ will denote a Riemann surface, and $G$ will denote $U(n)$ or a compact Lie subgroup of $U(n)$, equipped with the natural bi-invariant metric from $U(n)$. All maps and sections are assumed smooth unless otherwise stated. For any complex vector space $V$, we denote by $V$ the trivial bundle $M \times V$ over $M$.

For any map $\varphi : M \to G$, we define a 1-form with values in the Lie algebra $\mathfrak{g}$ of $G$ as half the pull-back of the Maurer-Cartan form, i.e., $A^\varphi = \frac{1}{2} \varphi^{-1} d\varphi$.

Let $U(n)$ act on $\mathbb{C}^n$ in the standard way. Then $D^\varphi = d + A^\varphi$ defines a unitary connection on the trivial bundle $\mathbb{C}^n$. We decompose $A^\varphi$ and $D^\varphi$ into types: to do this, for convenience we take a local complex coordinate $z$ on an open set $U$ of $M$ and write $d\varphi = \varphi_z dz + \varphi_{\bar{z}} d\bar{z}$, $A = A^\varphi_z dz + A^\varphi_{\bar{z}} d\bar{z}$, $D^\varphi = D^\varphi_z dz + D^\varphi_{\bar{z}} d\bar{z}$, $\partial_z = \partial / \partial z$ and $\partial_{\bar{z}} = \partial / \partial \bar{z}$; then

\[A^\varphi_z = \frac{1}{2} \varphi^{-1} \varphi_z, \quad A^\varphi_{\bar{z}} = \frac{1}{2} \varphi^{-1} \varphi_{\bar{z}}, \quad D^\varphi_z = \partial_z + A^\varphi_z, \quad D^\varphi_{\bar{z}} = \partial_{\bar{z}} + A^\varphi_{\bar{z}}.\]

The (Koszul-Malgrange) holomorphic structure induced by $\varphi$ is the unique holomorphic structure on $\mathbb{C}^n$ with $\bar{\partial}$-operator given locally by $D^\varphi_{\bar{z}}$; we denote the resulting holomorphic vector bundle by $(\mathbb{C}^n, D^\varphi_{\bar{z}})$. If $\varphi$ is constant, $D^\varphi_{\bar{z}} = \partial_{\bar{z}}$, giving $\mathbb{C}^n$ the standard (product) holomorphic structure. Now [22] a map $\varphi : M \to G$ is harmonic if and only if $A^\varphi = 0$ is a holomorphic endomorphism of the holomorphic vector bundle $(\mathbb{C}^n, D^\varphi_{\bar{z}})$. In particular its image and kernel form holomorphic subbundles of $(\mathbb{C}^n, D^\varphi_{\bar{z}})$, defined away from the discrete subset of $M$ where the rank of $A^\varphi_{\bar{z}}$ drops; it is clear that these subbundles are independent of the local complex coordinate $z$. By ‘filling out zeros’ as in [6, Proposition 2.2], these image and kernel subbundles can be extended to holomorphic subbundles over the whole of $M$, which we shall denote by $\text{Im} A^\varphi_{\bar{z}}$ and $\ker A^\varphi_{\bar{z}}$, respectively.
Let $\mathfrak{g}^\mathbb{C}$ denote the complexified Lie algebra $\mathfrak{g} \otimes \mathbb{C}$.

**Definition 3.1.** A smooth map $\Phi : M \to \Omega G$ is said to be an extended solution if, with respect to any local holomorphic coordinate $z$ on $U \subset M$, we have

$$\Phi^{-1}\Phi_z = (1 - \lambda^{-1})A,$$

for some map $A : U \to \mathfrak{g}^\mathbb{C}$.

For any map $\Phi : M \to \Omega G$ and $\lambda \in S^1$, we define $\Phi_\lambda : M \to G$ by $\Phi_\lambda(p) = \Phi(p)(\lambda)$ ($p \in M$). If $\Phi : M \to \Omega G$ is an extended solution, the map $\varphi = \Phi_{-1} : M \to G$ is harmonic and $\varphi^{-1}\varphi_z = 2A$, so that $A = A^\varphi$.

Conversely, given a harmonic map $\varphi : M \to G$, an extended solution $\Phi : M \to \Omega G$ satisfying

$$\Phi^{-1}\Phi_z = (1 - \lambda^{-1})A^\varphi$$

is said to be associated to $\varphi$. In this case, $\varphi = g\Phi_{-1}$ for some $g \in G$. Extended solutions always exist locally; they exist globally if the domain $M$ is simply-connected, for example if $M = S^2$. Further, uniqueness is achieved by specifying an initial value $\Phi(z_0) \in \Omega G$ for some $z_0 \in M$. Note that any two extended solutions $\Phi, \tilde{\Phi}$ associated to the same map $\varphi$ differ by a loop, i.e., $\tilde{\Phi} = \gamma \Phi$ for some $\gamma \in \Omega G$.

For any $N \in \mathbb{N}$, let $G_s(\mathbb{C}^N)$ denote the Grassmannian of subspaces of $\mathbb{C}^N$; thus $G_s(\mathbb{C}^N)$ is the disjoint union of the complex Grassmannians $G_k(\mathbb{C}^N)$ for $k \in \{0, 1, \ldots, N\}$. We shall frequently identify a map $W : M \to G_k(\mathbb{C}^N)$ with the rank $k$ subbundle of $\mathbb{C}^N = M \times \mathbb{C}^N$ whose fibre at $p \in M$ is $W(p)$; we denote this subbundle also by $W$ (not underlining, in contrast to $[1, 11]$).

For a smooth map $\Phi : M \to \Omega U(n)$, set $W = \Phi H_+ : M \to Gr$. It is easy to see that $\Phi$ is an extended solution if and only if $W$ satisfies the two conditions:

\begin{align*}
\text{(3.1)} & \quad (a) \quad \partial \sigma \in \Gamma(W), \quad (b) \quad \lambda \partial \sigma \in \Gamma(W) \quad (\sigma \in \Gamma(W));
\end{align*}

here $\Gamma(\cdot)$ denotes the space of smooth sections of a vector bundle. Condition (a) says that $W$ is a holomorphic subbundle of the trivial holomorphic bundle $H = (M \times H, \partial_z)$, and condition (b) says that it is closed under the operator $F : \Gamma(H) \to \Gamma(H)$ given by

$$F = \lambda \partial_z, \quad \text{i.e.,} \quad F(\sigma) = \lambda \partial_z \sigma \quad (\sigma \in \Gamma(H)).$$

Conversely, if $W : M \to Gr$ is a map satisfying conditions (3.1), then $W = \Phi H_+$ for some extended solution $\Phi : M \to \Omega U(n)$. We shall therefore call both $W$ and $\Phi$ extended solutions; we shall also refer to $W$ as the Grassmannian model of $\Phi$.

An extended solution is called algebraic if it has a finite Laurent expansion $\Phi = \sum \lambda^k T_k$ where $r \geq s$ are integers and the $T_k : M \to \mathfrak{gl}(n, \mathbb{C})$ are smooth maps. An argument of Uhlenbeck [22] Theorem 11.5] shows that, if $M$ is compact and $\varphi : M \to U(n)$ admits an associated extended solution, then it has an algebraic associated extended solution $\Phi$. Indeed, fix a base point $z_0 \in M$; then the extended solution satisfying the initial condition $\Phi_\lambda(z_0) = I$ ($\lambda \in S^1$) is algebraic, see [17] Theorem 4.2 where this is extended to pluriharmonic maps. In particular, any harmonic map $\varphi : S^2 \to U(n)$ has an algebraic associated extended solution.

There is a one-to-one correspondence between algebraic extended solutions $\Phi$ and extended solutions $W$ satisfying $\lambda^r H_+ \subset W \subset \lambda^s H_+$ for some integers $r \geq s$ (which depend on $W$). Note that we can think of $W$ as a subbundle of the trivial bundle $M \times (\lambda^s H_+/\lambda^r H_+)$, and this may be canonically identified with the trivial holomorphic bundle $\mathbb{C}^{(r-s)n} = (M \times \mathbb{C}^{(r-s)n}, \partial_z)$.

Let $\varphi : M \to U(n)$ be a harmonic map. Then a subbundle $\alpha$ of $\mathbb{C}^n$ is said to be a union for $\varphi$ if it is
Example 3.2. Any holomorphic subbundle of \((\mathbb{C}^n, D^m)\) contained in \(\ker A_{\xi}^m\) is a uniton for \(\varphi\); we call such a uniton \textit{basic}. Any holomorphic subbundle of \((\mathbb{C}^n, D^m)\) containing \(\Im A_{\xi}^m\) is also a uniton; following Piette and Zakrzewski, see [25], we call such a uniton \textit{antibasic}.

Example 3.3. It is well known (see [3]) that any connected compact inner symmetric space can be immersed in a Lie group \(G\) as a component of \(\sqrt{\epsilon} = \{g \in G : g^2 = \epsilon\}\), and the immersion is totally geodesic. For example, when \(G = U(n)\), then \(\sqrt{\epsilon} = \{g \in G : g^2 = \epsilon\}\) is the disjoint union \(G_s(\mathbb{C}^n)\) of the complex Grassmannians \(G_k(\mathbb{C}^n)\) for \(k \in \{0, 1, \ldots, n\}\), and we have the totally geodesic Cartan embedding

\[
\iota : G_s(\mathbb{C}^n) \to U(n), \quad \iota(V) = \pi_V - \pi_V^\perp.
\]

Note that \(\iota(V^\perp) = -\iota(V)\); however, we shall normally write \(\iota(V)\) simply as \(V\).

Let \(\varphi : M \to G_s(\mathbb{C}^n)\) be a smooth map and \(\alpha\) a subbundle of \(\mathbb{C}^n\). Then [22], \(\tilde{\varphi} = \varphi(\pi_\alpha - \pi_\alpha^\perp)\) has image in a Grassmannian if and only if \(\pi_\alpha\) commutes with \(\pi_\varphi\), and this holds if and only if \(\alpha\) is the direct sum of subbundles \(\beta\) and \(\gamma\) of \(\varphi\) and \(\varphi^\perp\), in which case \(\tilde{\varphi} = \beta^\perp \cap \alpha \oplus \gamma\).

An important special case is when \(\beta = \varphi\) and \(\gamma = \Im A_{\xi}^m \varphi\), in which case \(\alpha\) is a uniton and \(\tilde{\varphi}\) is called the \(\vartheta\)-Gauss transform \(G'(\varphi)\) of \(\varphi\); see [3] for another description.

We say that \(\varphi\) is of \textit{finite uniton number} if, for some \(r \in \mathbb{N}\), we can write it as

\[
\varphi = \varphi_0(\pi_{\alpha_1} - \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_r} - \pi_{\alpha_r}^\perp)
\]

where \(\varphi_0 \in U(n)\) is constant, and each \(\alpha_i\) is a uniton for the partial product

\[
\varphi_{i-1} = \varphi_0(\pi_{\alpha_1} - \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_{i-1}} - \pi_{\alpha_{i-1}}^\perp).
\]

The minimum value of \(r\) for which (3.3) holds is called the \(\text{\textit{minimal uniton number}}\) of \(\varphi\). Uhlenbeck showed that any harmonic map from a compact Riemann surface to \(U(n)\) which admits an associated extended solution, in particular, any harmonic map from \(S^2\) to \(U(n)\), has finite (minimal) uniton number at most \(n - 1\).

Now suppose that \(\Phi\) is any extended solution associated to \(\varphi\), then Uhlenbeck showed further that \(\alpha\) is a uniton for \(\varphi\) if and only if \(\tilde{\Phi} = \Phi(\pi_\alpha + \lambda \pi_\alpha^\perp)\) is also an extended solution (associated to \(\tilde{\varphi} = \varphi(\pi_\alpha - \pi_\alpha^\perp)\)). We shall therefore also say that \(\alpha\) is a \textit{uniton for} \(\Phi\).

Definition 3.4. Let \(\Phi : M \to \Omega U(n)\) be a polynomial extended solution. By a \textit{uniton factorization} of \(\Phi\) we mean a product

\[
\Phi = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_r} + \lambda \pi_{\alpha_r}^\perp),
\]

where each \(\alpha_i\) is a uniton for \(\Phi_{i-1} = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) \cdots (\pi_{\alpha_{i-1}} + \lambda \pi_{\alpha_{i-1}}^\perp)\).

Note that, if \(\varphi\) is given by (3.4), then (3.6) is an extended solution for it; in fact, for each \(i\), the map \(\Phi_{i-1}\) is an extended solution for (3.3).

Set \(W = \Phi H_+\). Then a \textit{uniton factorization} of \(\Phi\) is equivalent to a \(\lambda\)-\textit{filtration} \(W_\lambda\) of \(W\) with each \(W_i\) an extended solution, the equivalence is given by \(W_i = \Phi_i H_+\). From now on, by a \(\lambda\)-\textit{filtration of an extended solution} \(W\), we shall mean a \(\lambda\)-\textit{filtration} \(W_i\) by subbundles of \(\mathbb{C}^n\) where each subbundle \(W_i\) in the filtration is an extended solution. That such filtrations exist is shown by the following example.
Example 3.5. Given an extended solution $W : M \to Gr_r$, all the subbundles $W^S_i = W + \lambda_i^2 H_i$, and $W^U_i = \lambda_i^{-1} W \cap H_i$ in the Segal and Uhlenbeck filtrations (2.11), (2.12) of $W$ are extended solutions, and the corresponding subbundles $\alpha_i$ are unitons, which we call the Segal and Uhlenbeck unitons, respectively. Denoting these by $\beta_i$ and $\gamma_i$, we call the factorizations in (2.17) the Segal and Uhlenbeck factorizations.

For a different type of factorization, see Example 4.7.

It follows that any polynomial extended solution $\Phi$ has a factorization into unitons, thus a harmonic map $\varphi$ from a Riemann surface to $U(n)$ is of finite uniton number if and only if it has a polynomial associated extended solution. As above, this holds when $M = S^2$, or when $M$ is compact and $\varphi$ admits some (not necessarily algebraic) associated extended solution.

Remark 3.6. If $\varphi$ has finite uniton number, then any associated extended solution $\Phi$ which satisfies an initial condition $\Phi(z_0) = Q$ for some $z_0 \in M$ and $Q \in \Omega_{\text{alg}} U(n)$ is algebraic. Indeed, by hypothesis, $\varphi$ admits a polynomial associated extended solution $\tilde{\Phi}$, and the associated extended solution $\Phi$ with $\Phi(z_0) = Q$ is given by $\Phi = Q\tilde{\Phi}(z_0)^{-1}\tilde{\Phi}$, which is manifestly algebraic.

Note that all the algebraic formulae of Section 2 for filtrations and their associated factorizations apply to $\lambda$-filtrations of an extended solution, with the subbundles $\alpha_i$ now unitons. In particular, the formulae for the Segal and Uhlenbeck unitons in Proposition 2.8 give these as $\ker(T_i^\lambda)$ and $\text{Im}(S_i^\lambda)$, respectively; the next lemma ensures that these are well-defined after filling out zeros.

Lemma 3.7. Let $\Phi : M \to \Omega G$ be an extended solution given by (2.13). Then

(i) $T_i^\lambda$ is a holomorphic endomorphism from $(\mathbb{C}^n, D^\xi)$ to $(\mathbb{C}^n, \partial \zeta)$;
(ii) $S_i^\lambda$ is a holomorphic endomorphism from $(\mathbb{C}^n, \partial \zeta)$ to $(\mathbb{C}^n, D^\xi)$.

Example 3.8. Let $\Phi : M \to \Omega U(n)$ be an extended solution and consider the map $\Psi = \lambda^2 \Phi : M \to \Omega U(n)$ obtained by applying the involution of Remark 2.7. This is easily seen to be an extended solution associated to the harmonic map $\varphi = -\Phi \Phi^{-1}$. A uniton factorization (3.6) of $\Phi$ into is equivalent to the factorization $\Psi = (\pi_{\beta_i} + \lambda \pi_{\beta_i}) \cdots (\pi_{\beta_i} + \lambda \pi_{\beta_i}^{-1})$ where $\beta_i = \pi_{\beta_i}^{-1}$. If the factorization of $\Phi$ is Segal (resp. Uhlenbeck) then the factorization of $\Psi$ is Uhlenbeck (resp. Segal).

3.2. Correspondence of operators under extended solutions. As usual, let $\Phi : M \to \Omega U(n)$ be an extended solution associated to a harmonic map $\varphi$ and $W = \Phi \mathcal{H}_+$ its Grassmannian model. Note that $\Phi$ gives a linear bundle-isomorphism from $\mathcal{H}_+$ to $W$, and this induces a linear isomorphism between the spaces of sections $\Gamma(\mathcal{H}_+)$ and $\Gamma(W)$ which we continue to denote by $\Phi$.

Consider the following three operators on $\Gamma(W)$: (i) $\lambda$ induced by the linear map $W \to W$, $w \mapsto \lambda w$, (ii) $\partial \zeta$ defined by $\sigma \mapsto \partial \zeta \sigma$ ($\sigma \in \Gamma(W)$), and (iii) $F = \lambda A \zeta$ defined by $\sigma \mapsto \lambda \zeta \sigma$ ($\sigma \in \Gamma(W)$) as in (3.2). In the next result, we see how these give rise to operators on $\Gamma(\mathcal{H}_+)$.

Proposition 3.9. Under the isomorphism $\Phi$, the operators $\lambda$, $\partial \zeta$ and $F$ on $\Gamma(W)$ correspond to the following operators on $\Gamma(\mathcal{H}_+)$:

(i) $\Phi^{-1} \circ \lambda \circ \Phi = \lambda$; (ii) $\Phi^{-1} \circ \partial \zeta \circ \Phi = D^\xi - \lambda A^\zeta$; (iii) $\Phi^{-1} \circ F \circ \Phi = \lambda D^\xi - A^\zeta$.

In particular, the three operators induce the following operators on $\Gamma(\mathbb{C}^n)$:

(i) $P_0 \circ \Phi^{-1} \circ \lambda \circ \Phi = 0$; (ii) $P_0 \circ \Phi^{-1} \circ \partial \zeta \circ \Phi = D^\xi$; (iii) $P_0 \circ \Phi^{-1} \circ F \circ \Phi = -A^\zeta$. 
Proof. (i) is trivial. (ii) For a section \( f \in \Gamma(H_+) \) we have
\[
(\Phi^{-1} \circ \partial_\xi \circ \Phi)(f) = \Phi^{-1}((\partial_\xi \Phi)(f) + \Phi(\partial_\xi f)) = (\Phi^{-1} \partial_\xi \Phi)(f) + \partial_\xi f = (1 - \lambda)A_x^\xi f + \partial_\xi f = D_x^\xi f - \lambda A_x^\xi f.
\]
(iii) is similar. \( \square \)

Note that (ii) and (iii)) express the well-known fact that \( \Phi \) gauges the flat connection induced by \( \Phi_\lambda \) to the standard connection.

**Corollary 3.10.** Let \((W_i)\) be a \( \lambda \)-filtration of \( W \). Then the map \( P_0 \circ \Phi_\lambda^{-1} : (W_i, \partial_\xi) \to (\mathbb{C}^n, D_x^\xi) \) is holomorphic and sends (i) \( W_i \) onto \( \mathbb{C}^n \) with kernel \( \lambda W_i \); (ii) \( \lambda W_{i-1} \) onto \( \alpha_i^+ \) with kernel \( \lambda W_i \); (iii) \( W_{i+1} \) onto \( \alpha_{i+1}^+ \) with kernel \( \lambda W_i \).

The corollary is illustrated by the following diagram, where all the vertical maps are surjections.

\[
\begin{array}{ccccccc}
\lambda W_i & \subset & \lambda W_{i-1} & \subset & W_i & \supset & W_{i+1} & \supset & \lambda W_i \\
\downarrow & & \downarrow P_0 \circ \Phi_\lambda^{-1} & & \downarrow & & \downarrow & & \downarrow \\
0 & \subset & \alpha_i^+ & \subset & \mathbb{C}^n & \supset & \alpha_{i+1}^+ & \supset & 0
\end{array}
\]

**Proof.** Holomorphicity follows from Proposition 3.9(iii); the rest follows from 3.9(ii) and Corollary 2.4(i). \( \square \)

**Lemma 3.11.** Let \( W = \Phi H_+ : M \to \mathcal{G}_i \) and \( W_{i-1} = \Phi_{i-1} H_+ : M \to \mathcal{G}_{i-1} \) be extended solutions and let \( \varphi_{i-1} \) be a harmonic map with associated extended solution \( \Phi_{i-1} \). Suppose that \( \Phi = \Phi_{i-1}(\pi_\alpha + \lambda \pi_\alpha^\perp) \) for some uniton \( \alpha \) for \( \varphi_{i-1} \). Then

(i) \( FW \subset \lambda W_{i-1} \) if and only if \( \alpha \) is a basic uniton for \( \varphi_{i-1} \);
(ii) \( FW_{i-1} \subset W \) if and only if \( \alpha \) is an antibasic uniton for \( \varphi_{i-1} \).

**Proof.** Part (i) follows from the fact that \( \Phi_{i-1}^{-1} F \Phi H_+ \subset \lambda H_+ \) if and only if \( A_x^\varphi_{i-1}(\alpha) = 0 \), and (ii) from the fact that \( \Phi_{i-1}^{-1} F \Phi_{i-1} H_+ \subset \alpha + \lambda H_+ \) if and only if \( \text{Im} A_x^\varphi_{i-1} \subset \alpha \). \( \square \)

The last result is illustrated by the following two commutative diagrams:

\[
\begin{array}{ccc}
\Gamma(W) & \xrightarrow{F} & \Gamma(\lambda W_{i-1}) \\
\downarrow & & \downarrow \\
\Gamma(\alpha) & \xrightarrow{A_x^\varphi_{i-1}} & \Gamma(0)
\end{array}
\quad
\begin{array}{ccc}
\Gamma(W_{i-1}) & \xrightarrow{F} & \Gamma(W) \\
\downarrow & & \downarrow \\
\Gamma(\mathbb{C}^n) & \xrightarrow{A_x^\varphi_{i-1}} & \Gamma(\alpha)
\end{array}
\]

where the vertical arrows are given by \( P_0 \circ (\Phi_{i-1})^{-1} \) and are surjective.

**Proposition 3.12.** Let \( W = \Phi H_+ : M \to \mathcal{G}_i \) be an extended solution. Define \( W_{i-1}^S = \Phi_{i-1}^S H_+ \) and \( W_{i-1}^U = \Phi_{i-1}^U H_+ \) by the Segal and Uhlenbeck steps: \( W_{i-1}^S = W + \lambda \mathcal{H}_+ \) and \( W_{i-1}^U = (\lambda^{-1} W) \cap \mathcal{H}_+ \), respectively, so that \( \Phi = \Phi_{i-1}^S(\pi_\beta + \lambda \pi_\beta^\perp) = \Phi_{i-1}^U(\pi_\gamma + \lambda \pi_\gamma^\perp) \) for some unitons \( \beta \) and \( \gamma \). Then \( \beta \) is antibasic and \( \gamma \) is basic.

**Proof.** We have \( FW \subset W \cap \lambda \mathcal{H}_+ = \lambda(\lambda^{-1} W) \cap \mathcal{H}_+ = W_{i-1}^U \), and \( FW_{i-1}^S \subset W + \lambda \mathcal{H}_+ = W \). The proposition now follows from Lemma 3.11. \( \square \)
3.3. \(S^1\)-invariant harmonic maps and superhorizontal sequences. An important special case of the above constructions is when the unitons are nested. We saw in \[2.3\] that, algebraically, this corresponds to maps \(\Phi\) invariant under the \(S^1\)-action. In fact, the sequence of Segal unitons has the following property.

**Definition 3.13.** Let \(\emptyset = \delta_0 \subset \delta_1 \subset \cdots \subset \delta_r \subset \delta_{r+1} = \mathbb{C}^n\) be a nested sequence of subbundles of a trivial bundle \(\mathbb{C}^n = M \times \mathbb{C}^n\). Say that the sequence is **superhorizontal** if

(i) each subbundle is holomorphic with respect to the standard complex structure, i.e., \(\partial \sigma \in \Gamma(\delta_i)\) for all \(i\) and \(\sigma \in \Gamma(\delta_i)\);

(ii) the operator \(\partial_i\) maps smooth sections of \(\delta_i\) into sections of \(\delta_{i+1}\), i.e., \(\partial_i \sigma \in \Gamma(\delta_{i+1})\) for all \(i\) and \(\sigma \in \Gamma(\delta_i)\).

A superhorizontal sequence is equivalent to a superhorizontal holomorphic map from \(M\) to a flag manifold of \(U(n)\), see \[5\], Chapter 4. Write \(\zeta_i = \delta_i^\perp \cap \delta_{i+1}\) \((i = 0, \ldots, r)\), so that the \(\zeta_i\) are orthogonal and have sum \(\mathbb{C}^n\). The next result follows from Proposition \[2.10\] (ii) and (iii) and is essentially known.

**Proposition 3.14.** Let \(\Phi : M \to \Omega_r U(n)\) be an \(S^1\)-invariant polynomial extended solution; and write \(\varphi = \Phi_{-1}\). Let \(\delta_1, \ldots, \delta_r\) be the corresponding Segal unitons. Then

(i) the sequence \(\emptyset = \delta_0 \subset \delta_1 \subset \cdots \subset \delta_r \subset \delta_{r+1} = \mathbb{C}^n\) is superhorizontal;

(ii) the Uhlenbeck unitons satisfy \(\gamma_i = \delta_{r+1-i}\);

(iii) \(\varphi\) maps into a Grassmannian, and is given by

\[
\varphi = \sum_{k=0}^{[\varphi/2]} \zeta_{2k} = \zeta_0 \oplus \zeta_2 \oplus \ldots.
\]

**Example 3.15.** (i) Any harmonic map \(\varphi\) of uniton number \(r = 2\) to a complex Grassmannian is \(S^1\)-invariant, it suffices to observe that \(P_i W = P_i(W \cap \lambda^i \mathbb{H}_+)^\perp\). In fact, \(\varphi = \delta_1 \oplus \delta_2\) is a mixed pair in the sense of \[6\], §3.4, and \(\varphi^\perp = \delta_1^\perp \cap \delta_2\) is strongly isotropic in the sense of \[10\]. All harmonic maps from \(S^2\) to \(\mathbb{CP}^{n-1}\) are strongly isotropic. In general, \(3.7\) expresses \(\varphi\) or its orthogonal complement as the sum of strongly isotropic harmonic maps \(\zeta_i\).

(ii) Let \(f : M \to \mathbb{CP}^{n-1}\) be a full holomorphic map, then setting \(\delta_i = f_{(i-1)}\) gives a superhorizontal sequence with \(\text{rank}(\delta_i) = i\).

**Example 3.16.** Let \(\Phi : M \to \Omega_r U(n)\) be an extended solution and write \(W = \Phi \mathbb{H}_+\). Set \(\delta_{i+1} = P_i(W \cap \lambda^i \mathbb{H}_+) = P_0 (\lambda^{-i} W \cap \mathbb{H}_+)\) \((i = 0, \ldots, r)\), so that \(\delta_i \subset \delta_{i+1}\). Then the sequence \((\delta_i)\) is superhorizontal. Set \(W^0 = \sum_{i=0}^{r-1} \lambda^i \delta_{i+1} + \lambda^r \mathbb{H}_+\) and define \(\Phi^0 : M \to \Omega_r U(n)\) by \(W^0 = \Phi^0 \mathbb{H}_+\). Then \(\Phi^0\) is an \(S^1\)-invariant extended solution with Segal unitons \(\delta_i\).

Now there is an action of \(\mathbb{C} \setminus \{0\}\) on extended solutions \(W = \Phi \mathbb{H}_+\) which we write as \(\Phi \mapsto s \cdot \Phi\) or \(W \mapsto s \cdot W\) \((s \in \mathbb{C} \setminus \{0\})\) given by \((s \cdot W)_\lambda = W_{s\lambda}\); when \(s \in S^1\), this is the \(S^1\)-action of \[2.3\]. As \(s \to 0\), \(W\) tends to \(W^0\); thus, for any extended solution \(W = \Phi \mathbb{H}_+\), \(s \mapsto s \cdot \Phi\) \((s \in (0, 1])\) gives a deformation of \(\Phi\) through extended solutions; as \(s \to 0\), this tends to the \(S^1\)-invariant extended solution \(\Phi^0\); we shall call \(W^0\) and \(\Phi^0\) the \(S^1\)-invariant limit of \(W\) and \(\Phi\). For the action of \(\mathbb{C} \setminus \{0\}\) on the loop group of an arbitrary compact Lie group, see \[3\], §2.

3.4. **Normalized extended solutions.** In the sequel, for subspaces \(A, B\) of an inner product space with \(B \subset A\), we write \(A \ominus B\) for \(A \cap B^\perp\). Note that \(A \ominus B\) can be canonically identified with the quotient space \(A/B\).
Let \( \Phi : M \to \Omega_r U(n) \) be an extended solution and set \( W = \Phi H_+ : M \to Gr_r \). The \( L^2 \) inner product on \( H_+ \) restricts to ones on \( W \) and \( W \ominus \lambda W \). On giving \( W / \lambda W \) the quotient inner product, the natural isomorphism \( W \ominus \lambda W \to W / \lambda W \) is an isometry.

Consider the filtration

\[
W \supset W \cap \lambda H_+ \supset W \cap \lambda^2 H_+ \supset \cdots \supset W \cap \lambda^r H_+ \supset W \cap \lambda^{r+1} H_+.
\]

On applying the natural projection \( \pi : W \to W / \lambda W \), this induces a filtration: \( W / \lambda W = \bar{Y}_0 \supset \bar{Y}_1 \supset \cdots \supset \bar{Y}_r \supset \bar{Y}_{r+1} = 0 \) where \( \bar{Y}_i = \pi(W \cap \lambda^i H_+) = (W \cap \lambda^i H_+ + \lambda W)/(\lambda W) \cong (W \cap \lambda^i H_+)/(\lambda W \cap \lambda^{i+1} H_+), \) or, equivalently, an orthogonal decomposition:

\[
W \ominus \lambda W \cong W / \lambda W = A_0 \oplus A_1 \oplus \cdots \oplus A_r
\]

where \( A_i = \bar{Y}_i \ominus \bar{Y}_{i+1} \cong (W \cap \lambda^i H_+)/(\lambda W \cap \lambda^{i+1} H_+). \)

Note that \( A_i \cong \delta_{i+1}/\delta_i; \) indeed, the composition of natural projections \( P_i : W \cap \lambda^i H_+ \to P_i(W \cap \lambda^i H_+) \to P_i(W \cap \lambda^i H_+)/(P_i - 1(W \cap \lambda^{i-1} H_+)) = \delta_{i+1}/\delta_i \) is surjective and has kernel \( \lambda W \cap \lambda^i H_+ \). Hence, since \( \lambda W \cap \lambda^i H_+ \), \( \lambda W \cap \lambda^{i+1} H_+ \).

\[\sum_{i=0}^r \text{rank } A_i = n \]

Recall that, if \( W \) is extended solution, then for any loop \( \gamma \in \Omega U(n) \), \( \gamma W \) is another extended solution, which is equivalent to \( W \) in the sense that it is associated to the same harmonic maps. We next discuss when this change can be used to reduce the degree of \( W \).

**Lemma 3.17.** Let \( W : M \to Gr_r \) be an extended solution.

(i) Suppose that \( \delta_i \) is constant for some \( i \). Define \( \eta = \pi \delta_i + \lambda \pi \delta_i^{-1} \). Then \( \eta^{-1} W : M \to Gr_{r-1} \).

(ii) If \( A_i = 0 \), equivalently, the Segal unitons \( \beta_i \) of \( W \) satisfy \( \text{rank } \beta_i = \text{rank } \beta_{i+1} \), then \( \delta_i \) is constant.

**Proof.** (i) Write \( \tilde{W} = \eta^{-1} W \); we must show that \( \lambda^{-1} H_+ \subset \tilde{W} \subset H_+ \). Now \( P_{-1} \tilde{W} = \pi_{\delta_i}^{-1} P_i W = \pi_{\delta_i}^{-1} \delta_i = 0 \) since \( \delta_i \subset \delta_i \), hence \( \tilde{W} \subset H_+ \).

Further, since \( W \supset \lambda^{-1} \delta_r + \lambda^r H_+ \) and \( \delta_i \subset \delta_r \), we have

\[
P_{-1} \tilde{W} \supset P_{-1}((\pi_{\delta_i} + \lambda^{-1} \pi_{\delta_i})(\lambda^{-1} \delta_r + \lambda^r H_+)) = \delta_i + \delta_i^{-1} = \mathbb{C}^n,
\]

hence \( \lambda^{-1} H_+ \subset \tilde{W} \).

(ii) \( A_i = 0 \) is equivalent to \( \delta_i = \delta_{i+1} \). This implies that \( \delta_i \) is \( \partial \)- and \( \partial \)-closed, so constant. Lastly, note that \( \text{rank } \delta_i = \text{rank } \beta_i \). \( \square \)

Let \( W = \Phi H_+ \). We say that \( W \) (and \( \Phi \)) are normalized if \( A_i \neq 0 \) for all \( i = 0, \ldots, r \), cf. [34, Theorem 4.5]. By iterating the above reduction process, we can normalize a given extended solution, as follows, with (ii) following from (3.3).

**Proposition 3.18.** (i) Given an extended solution \( W : M \to Gr_r \), there exists an integer \( s \) with \( 0 \leq s \leq r \) and \( \gamma \in \Omega_{r-s} U(n) \) such that \( \gamma^{-1} W : M \to Gr_s \) is normalized with no \( \delta_i \) constant.

(ii) Any normalized solution \( \tilde{W} : M \to Gr_s \) has \( s \leq n - 1 \). \( \square \)

**Remark 3.19.** Let \( W \in Gr_r \) (\( r > 0 \)) be an extended solution with Segal unitons \( \beta_i \). Suppose that (i) \( \beta_1 \) is full and \( \beta_i \neq \mathbb{C}^n \). Then the ranks of the \( \beta_i \) are strictly increasing (equivalently, the ranks of the Uhlenbeck unitons are strictly decreasing), otherwise some
In particular, a polynomial extended solution \( \Phi : M \to \Omega_r U(n) \) is said to be of type one if \( \delta_1 = 1 \) if \( \delta_1 \) is full; if the degree of \( \Phi \) is exactly \( r \) then \( \beta_r \neq \mathbb{C}^n \). Uhlenbeck proved [22] that any harmonic map \( \varphi : M \to U(n) \) of finite uniton number has a unique type one associated polynomial extended solution \( \Phi \), and its degree equals the minimal uniton number of \( \varphi \). The conditions (i) above are met so that the corresponding \( W = \Phi H_+ \) is normalized.

4. Explicit formulae for harmonic maps and the Iwasawa decomposition

4.1. Explicit formulae for harmonic maps. As in [11], we describe holomorphic sub-bundles of the trivial bundle \( \mathbb{C}^N = (M \times \mathbb{C}^n, \partial_\bar{}) \) by meromorphic functions as follows. By a meromorphic spanning set of a holomorphic bundle \( E \) of rank \( k \) we mean a collection \( \{L^j\} \) of meromorphic sections of \( E \) which spans the fibres of \( E \) except on a discrete set. If, further, the set \( \{L^j\} \) is linearly independent except on a (possibly bigger) discrete set, then as in [7, §7] we call it a meromorphic frame for \( E \). The following is well known; for clarity we give a proof.

Lemma 4.1. (i) Any holomorphic subbundle \( E \) of the trivial holomorphic bundle \( \mathbb{C}^N \) has a meromorphic frame \( \{L^j : j = 1, \ldots, k\} \) with \( k = \text{rank}(E) \).

(ii) Given any finite collection \( \{L^j\} \) of meromorphic sections of \( \mathbb{C}^N \), there is a unique holomorphic subbundle with meromorphic spanning set \( \{L^j\} \), which we denote by \( \text{span}\{L^j\} \).

Proof. (i) Recall that \( E \) defines a holomorphic map \( E : M \to G_k(\mathbb{C}^N) \). The Grassmannian \( G_k(\mathbb{C}^N) \) has standard chart \( U \to \mathbb{C}^{k(N-k)} = M_{k,N-k}(\mathbb{C}) \) given by mapping the row span of the \( k \times N \) matrix \( \tilde{A} = [I_k|A] \) to \( A \); here \( I_k \) denotes the \( k \times k \) identity matrix. Permuting the columns gives the standard atlas of charts with rational transition functions. Choose a chart whose domain intersects the image of \( E \); without loss of generality, we may assume that this is the standard chart above. Now, the composition of this chart with the map \( E \) is holomorphic except on the discrete set \( D = E^{-1}(G_k(\mathbb{C}^N) \setminus U) \). Set the \( L_j \) equal to the rows of \( \tilde{A} \circ E \). Since the transition functions are rational, the \( L_j \) give a meromorphic frame for \( E \).

(ii) Away from the discrete set where one or more of the \( L_j \) has a pole, or the rank of the span of the \( L_j \) is less than its maximal value, we obtain a holomorphic bundle; it is clear that we can fill in holes to extend it to the whole of \( M \). \( \square \)

As before, let \( G_*(\mathbb{C}^N) \) denote the Grassmannian of all subspaces of \( \mathbb{C}^N \).

Definition 4.2. Let \( X \) be a holomorphic map from \( M \) to \( G_*(\mathbb{C}^N) \), equivalently, a holomorphic subbundle of \( \mathbb{C}^N \). For \( i \in \mathbb{N} \), the \( i \)’th osculating subbundle of \( X \) is the subbundle \( X(i) \) of \( \mathbb{C}^N \) spanned by the local holomorphic sections \( L \) of \( X \) and their derivatives \( L, L^{(1)}, \ldots, L^{(i)} \) with respect to any complex coordinate on \( M \) of order up to \( i \). The corresponding map \( X(i) : M \to G_*(\mathcal{H}_+/\lambda^r\mathcal{H}_+) \cong G_*(\mathbb{C}^n) \) is called the the \( i \)’th associated curve of \( X \).

Let \( W : M \to Gr_r \) be an extended solution; thus \( W = \Phi H_+ \) for some extended solution \( \Phi : M \to \Omega_\ast U(n) \). Guest [13] noted that all such \( W \) are given by taking an arbitrary holomorphic map \( X : M \to G_*(\mathcal{H}_+/\lambda^r\mathcal{H}_+) \cong G_*(\mathbb{C}^n) \), equivalently, holomorphic subbundle \( X \) of \( (\mathbb{C}^n, \partial_\bar{}) \), and setting \( W \) equal to the coset

\[
W = X + \lambda X_{(1)} + \lambda^2 X_{(2)} + \cdots + \lambda^{r-1} X_{(r-1)} + \lambda^r \mathcal{H}_+.
\]

We shall say that \( X \) generates \( W \).
To find our explicit formulae, choose a meromorphic spanning set $\{L^j\}$ for the sub-bundle $X$ of $\mathbb{C}^{nr}$. Then, since $\lambda^{r+1}H_+^r \subset \lambda W$, the set $\{\lambda^k(L^j)^{(k)} : 0 \leq k \leq r\}$ gives a meromorphic spanning set for $W$ mod $\lambda W$, by which we mean that the $\lambda^k(L^j)^{(k)}$ are meromorphic sections of $W$ whose cosets span $W/\lambda W$.

From Corollary 2.5, given a $\lambda$-filtration $(W_i)$ of $W$, the unitons are given explicitly by (2.6), or equivalently (2.10), furthermore by Corollary 3.10, given a meromorphic spanning set of each $W_i$, (2.6) and (2.10) give meromorphic spanning sets for each $\alpha_i$. If we now specify how to get a meromorphic spanning set for $W_i$ from one for $W$, this leads to explicit formulae for the unitons, and so for the extended solution $\Phi$. Since $P_0\Phi_{i}^{-1}(\lambda W_{i-1}) = 0$, it suffices to know a spanning set for $W_i$ mod $\lambda W_{i-1}$. Note that $\lambda W_{i-1} \supset \lambda^i H_+$.

We first see how this works for the Segal filtration.

**Example 4.3.** Let $W : M \to Gr_r$ be an extended solution. For the Segal filtration (2.11), formulae (2.6) and (2.10) simplify to the following formulae for the Segal unitons:

$$\beta_i = P_0\Phi_{i-1}^{-1}W_i^S = P_0\Phi_{i-1}^{-1}(W + \lambda^i H_+) = P_0\Phi_{i-1}^{-1}W = \sum_{s=0}^{i-1} S_{s}^{i-1}P_s W.$$

More explicitly, let $X$ be a holomorphic bundle generating $W$ as in (4.1). Choose a meromorphic spanning set $\{L^j\}$ of $X$. Then, from the above, $\{\lambda^k(L^j)^{(k)} : 0 \leq k \leq r-1\}$ (note the $r-1$) gives a meromorphic spanning set of $W$ mod $(\lambda W + \lambda^r H_+)$. For every $i, j$, write $P_iL^j = L_i^j$ so that $L^j = \sum_i \lambda^i L_i^j$. Note that $L_i^j = 0$ for $i < 0$ and for $i \geq r$ so that $L^j = \sum_{i=0}^{r-1} \lambda^i L_i^j$. Then the formula (4.2) becomes

$$\beta_i = \text{span}\left\{\sum_{s=0}^{i-1} S_{s}^{i-1}(L_{i-k}^j)^{(k)} : 0 \leq k \leq i - 1\right\}.$$

Note that the sum can be taken from $s = k$; this is then the formula in [11, Proposition 4.4]; it gives the first three unitons as:

$$\beta_1 = \text{span}\{L_0^j\}; \quad \beta_2 = \text{span}\{\pi_{\alpha_1} L_0^j + \pi_{\alpha_1}^+ L_1^j, \pi_{\alpha_1}^+ (L_0^j)^{(1)}\};$$

$$\beta_3 = \text{span}\{\pi_{\alpha_2} \pi_{\alpha_1} L_0^j + (\pi_{\alpha_2} \pi_{\alpha_1}^+ + \pi_{\alpha_2}^+ \pi_{\alpha_1}) L_1^j + \pi_{\alpha_2}^+ \pi_{\alpha_1} L_2^j,\}$$

$$(\pi_{\alpha_1}^+ + \pi_{\alpha_2}^+)(L_0^j)^{(1)} + \pi_{\alpha_2}^+ \pi_{\alpha_1}^+ (L_1^j)^{(1)}, \pi_{\alpha_2}^+ \pi_{\alpha_1}^+ (L_0^j)^{(2)}\}.$$ 

As shown in [11, Lemma 4.2], the linear transformation $E : H^r_+ \to H_+$, given by

$$H = \sum \lambda^i H_i \mapsto L = \sum \lambda^i L_i$$

where

$$L_i = \sum_{\ell=0}^{i} \binom{i}{\ell} H_\ell \quad (i \in \mathbb{N})$$

converts (4.2) to the formula in [11, Theorem 1.1]:

$$\beta_i = \text{span}\left\{\sum_{s=k}^{i-1} C_{s}^{i-1}(H_{i-k}^j)^{(k)} : 0 \leq k \leq i - 1\right\}$$

where $C_s^i = \sum_{1 \leq i_1 < \cdots < i_s \leq i} \pi_{\beta_{i_1}^+} \cdots \pi_{\beta_{i_s}^+}$.

These formulae give all harmonic maps of finite uniton number from any Riemann surface $M$ to $U(n)$ as follows. For any integer $r \in \{0, 1, \ldots, n-1\}$, choose an arbitrary $r \times n$ matrix $(L_i^j)_{0 \leq i \leq r-1, 1 \leq j \leq n}$ or $(L_i^j)_{0 \leq i \leq r-1, 1 \leq j \leq n}$ of meromorphic sections of $\mathbb{C}^n$ and an arbitrary element $\varphi_0 \in U(n)$, compute the $\beta_i$ for $i = 1, 2, \ldots, r$ from (4.3) or (4.5).
then compute $\varphi$ from (3.4); an associated extended solution $\Phi$ is given by (3.6). This gives all harmonic maps and associated extended solutions of finite uniton number at order $L$. Let $\alpha = \mathcal{H}$. By the order $o(L)$ of $L$ we mean the least $i$ such that $P_i L \neq 0$; equivalently, $L = \lambda^o(L) \tilde{L}$ for some $\tilde{L} = \sum_{i \geq 0} \lambda^i \tilde{L}_i$ with $\tilde{L}_0$ non-zero.

**Proposition 4.4.** Let $W : M \rightarrow \text{Gr}_r$ be an extended solution. Suppose that $X$ generates $W$ as in (4.1). Let $\{L^j\}$ be a meromorphic spanning set for $X$; denote the order of $L^j$ by $o(j)$. Let $W_i$ be obtained from $W$ by $u$ Uhlenbeck steps and $r - i - u$ Segal steps, in any order. Then

\[(4.6) \quad \alpha_i = \text{span} \left\{ \sum_{s=0}^{i-1} S_s^{i-1} (L_s^{j-k+u})^{(k)} : 0 \leq o(j) + k - u \leq i - 1 \right\} + \text{span} \left\{ \sum_{s=0}^{i-1} S_s^{i-1} (\tilde{L}_s^{j})^{(k)} : o(j) + k - u < 0 \right\} .\]

**Proof.** We have

$$\alpha_i = P_0 \Phi_{i-1} W_i = \sum_{s=0}^{i-1} S_s^{i-1} P_s(W_i)$$

where $W_i = \lambda^{-u} W \cap \mathcal{H}^+ + \lambda^i \mathcal{H}^+$. Now, a meromorphic spanning set for $W \mod \lambda^i \mathcal{H}^+$ is $\{\lambda^k (L^j)^{(k)} : k \leq \ell \leq r - 1 - o(j)\}$, hence a meromorphic spanning set for $W \cap \lambda^u \mathcal{H}^+$ mod $\lambda (W \cap \lambda^u \mathcal{H}^+) + \lambda^r \mathcal{H}^+$ is

$$\{\lambda^k (L^j)^{(k)} : u \leq o(j) + k \leq r - 1\} \cup \{\lambda^{u-o(j)} (L^j)^{(k)} : o(j) + k < u\} .$$

It follows that a meromorphic spanning set for $W_i = \lambda^{-u} W \cap \mathcal{H}^+$ mod $\lambda W_i + \lambda^i \mathcal{H}^+$ is

$$\{\lambda^{k-u} (L^j)^{(k)} : 0 \leq o(j) + k - u \leq i - 1\} \cup \{\lambda^{-o(j)} (L^j)^{(k)} : o(j) + k - u < 0\} .$$

On noting that $\lambda^{-o(j)} (L^j)^{(k)} = (\tilde{L}^j)^{(k)}$, the proposition follows. \hfill \Box

**Example 4.5.** (i) If we do alternate Uhlenbeck and Segal steps, we obtain the alternating filtration with associated alternating factorization. This will be important in the real case (Section 6). The unifrons are given by (4.6) with $u = [(r - i + 1)/2]$, if we start with an Uhlenbeck step, or $u = [(r - i)/2]$, if we start with a Segal step.

(ii) If we do no Uhlenbeck steps, (4.6) reduces to (4.2).

We now consider the other extreme case where we do only Uhlenbeck steps.

**Example 4.6.** Let $W : M \rightarrow \text{Gr}_r$ be an extended solution. If we take the Uhlenbeck filtration, then $u = r - i$, so that (4.6) reduces to the following formula for the Uhlenbeck unifrons:

\[(4.7) \quad \gamma_i = \text{span} \left\{ \sum_{s=0}^{i-1} S_s^{i-1} (\tilde{L}_s^{j})^{(k)} : o(j) + k \leq r - i \right\} .\]

Now set $\tilde{L} = E(\tilde{H})$ where $E : \mathcal{H}^+ \rightarrow \mathcal{H}^+$ is defined by (4.4). Then, by the same calculations as in [11] Lemma 4.2, the last formula can be written

\[(4.8) \quad \gamma_i = \text{span} \left\{ \sum_{s=0}^{i-1} S_s^{i-1} (\tilde{H}_s^{j})^{(k)} : o(j) + k \leq r - i \right\} ,\]

but we will not need both forms.
which is equivalent to the formulae in [4]. As a specific example, suppose that \( r = 3 \) and that \( X \) is spanned by \( L^1 = L_0^1 + \lambda L_1^1 + \lambda^2 L_2^1 \) and \( L^2 = \lambda^2 L_0^2 \). Then the formula (4.8) gives
\[
\gamma_1 = \text{span}\{H_0^1, (H_1^1)^{(k)} : k \leq 2\}, \quad \gamma_2 = \text{span}\{(H_0^1)^{(k)} + \pi_{\alpha_1}^1 (H_1^1)^{(k)} : k \leq 1\}, \\
\gamma_3 = \text{span}\{H_0^1 + \left(\pi_{\alpha_1} + \pi_{\alpha_2}\right)H_1 + \pi_{\alpha_2}^1 \pi_{\alpha_1}^1 H_2\}.
\]
These are the formulae of [7, Example 9.4].

There are many other methods of factorization for which we can give explicit formulae, we mention just one.

**Example 4.7.** Let \( W \subset \mathcal{H}_+ \) be an extended solution. For \( i = 0, 1, 2, \ldots \), let \( W(i) \) denote the \( i \)th osculating subbundle of \( W \) (Definition 3.2). From 3.1, it follows that \( W \mapsto W = W(1) \) is a \( \lambda \)-step (see 2.2), which we shall call a Gauss step, and each \( W(i) \) is an extended solution. Suppose that \( P_0W \) is full; this is the case if \( \Phi \) is the type one extended solution associated to a harmonic map of finite uniton number. Then there is some \( r \leq n \) such that \( (P_0W)(r) = \mathcal{C}^n \) but \( (P_0W)(r - 1) \neq \mathcal{C}^n \); it follows that \( W(r) = \mathcal{H}_+ \).

For \( i = 0, 1, \ldots, r \), set \( W_i = W(r - i) \). Then \( (W_i) \) is a \( \lambda \)-filtration by extended solutions. In particular, \( \Phi \) has finite uniton number at most \( r \); however, the uniton number may actually be less than \( r \), see below.

We identify the corresponding unitons \( \alpha_i \). From Corollary 2.4(i) we have that \( \alpha_i^\perp = P_0\Phi_i^{-1}\lambda W_{i-1} = P_0\Phi_i^{-1}\lambda W_{(1)} \). Now \( \lambda W_{(1)} = \lambda W_i + FW_i \), so, on using Proposition 3.9 we obtain
\[
\alpha_i^\perp = P_0\Phi_i^{-1}FW_i = A^\varphi_i^1 P_0\Phi_i^{-1}W_i = A^\varphi_i^1(\mathcal{C}^n) = \text{Im} A^\varphi_i^1.
\]

The resulting factorization 3.3 is the factorization by \( A_\varphi \)-images considered by the second author [21]; for maps into Grassmannians, it is the analogue of the factorization by Gauss transforms in [23]. In fact, given a harmonic map \( \varphi : M \to G_\varphi(\mathbb{C}^n) \), define its \( i \)th \( \partial' \)-Gauss transform \( G^{(k)}(\varphi) \) iteratively by \( G^{(0)}(\varphi) = \varphi \) and \( G^{(i)}(\varphi) = G'(G^{(i-1)}(\varphi)) \) so that \( G^{(1)}(\varphi) \) is the \( \partial' \)-Gauss transform \( G'(\varphi) \) (see Example 3.3). Then, if \( \Phi \) is the type one extended solution associated to a non-constant harmonic map \( \varphi : S^2 \to \mathbb{C}P^n \), then the \( r \) above may be anything between 1 and \( n \), and \( \varphi_i \) is the \( (r - i) \)th \( \partial' \)-Gauss transform of \( \varphi \), whereas the uniton number of \( \varphi \) is one if it is holomorphic or antiholomorphic, or two if it is not.

We can give explicit formulae for the unitons in the factorization by \( A_\varphi \)-images of a polynomial extended solution \( W \) in terms of a meromorphic spanning set \( (L^j) \) of a subbundle \( X \) which generates \( W \). Indeed, \( W_i \) has a meromorphic spanning set \( \{\lambda^k(L^j)^{(k+\ell)} : k, \ell \in \mathbb{N}, 0 \leq o(j) + k \leq i - 1, 0 \leq \ell \leq r - i\} \mod \lambda W_i + \lambda^r \mathcal{H}_+ \), so that Corollary 2.5 gives
\[
\alpha_i = \text{span}\left\{\sum_{s=k}^{i-1} S^{i-1}_s (L^j_{s-k})^{(k+\ell)} : k, \ell \in \mathbb{N}, 0 \leq o(j) + k \leq i - 1, 0 \leq \ell \leq r - i\right\}.
\]

### 4.2. Complex extended solutions and an explicit Iwasawa factorization.

For a compact Lie subgroup \( G \) of \( \text{U}(n) \) with complexification \( G^c \), let \( \Lambda G^c = \{\gamma : S^1 \to G^c : \gamma \text{ is smooth}\} \). With notation as in [4], let \( \Lambda^+ G^c \) (resp. \( \Lambda^+ G^c \)) denote the subgroup of \( \Lambda^+ G^c \) consisting of maps \( S^1 \to G \) which extend holomorphically to the region \( \{\lambda \in \mathbb{C} : |\lambda| < 1\} \) (resp. \( \{\lambda \in \mathbb{C} : 0 < |\lambda| < 1\} \)). Then, by a complex extended solution \( \Psi : U \to \Lambda G^c \), we mean a holomorphic map \( U \to \Lambda^+ G^c \) on an open subset of \( M \) which satisfies \( \lambda \Psi^{-1}\psi \in \Lambda^+ G^c \) where \( \Lambda^+ G^c \) is the Lie algebra of \( \Lambda^+ G^c \).

Let \( D \) be a discrete subset of \( M \) and let \( \Psi : M \setminus D \to \Lambda G^c \) be a holomorphic map which extends to a meromorphic map \( \Psi : M \to \Lambda \mathfrak{gl}(n, \mathbb{C}) \). Set \( W = \Psi \mathcal{H}_+^c \) on \( M \setminus D \);
by filling out zeros, $W$ extends to a holomorphic subbundle of $\mathcal{H} = M \times \mathcal{H}$. Then $W$ is an extended solution on $M$ if and only if $\Psi$ is a complex extended solution on $M \setminus D$. Explicitly, denote the columns of $\Psi$ by $\{F_1, \ldots, F_n\}$; these give a meromorphic basis for $W \mod \lambda W$. Conversely, given such a basis, let $D$ be the discrete set of points where one of the $F_i$ has a pole or the span of the $F_i$ has dimension less than $n$, and set $\Psi$ equal to the matrix with columns $F_i$.

Denote by $\Lambda_{\text{alg}} G^c$ and $\Lambda^+_{\text{alg}} G^c$ the subsets of those loops $\lambda \mapsto \gamma(\lambda)$ in $\Lambda G^c$ and $\Lambda^+ G^c$ given by finite Laurent series and polynomials in $\lambda$, respectively, and recall the Iwasawa decomposition \cite{19}:

$$\Lambda_{\text{alg}} G^c = \Omega_{\text{alg}} G \cdot \Lambda^+_{\text{alg}} G^c,$$

where $\Omega_{\text{alg}} G \cap \Lambda^+_{\text{alg}} G^c = \{e\}$; this says that any $\gamma \in \Lambda_{\text{alg}} G^c$ can be written uniquely as $\gamma = \gamma_u \gamma_+$ where $\gamma_u \in \Omega_{\text{alg}} G$ and $\gamma_+ \in \Lambda^+_{\text{alg}} G^c$. A purely algebraic formulation of the following was given in \cite{11}; here we give a version for our meromorphic complex extended solutions.

**Theorem 4.8.** Let $\Psi : M \setminus D \rightarrow \Lambda_{\text{alg}} G^c$ be a complex extended solution which extends to a meromorphic map $\Psi : M \rightarrow \Lambda G(n, \mathbb{C})$. Set $\Phi = \Psi_u$ on $M \setminus D$. Then $\Phi$ extends to an extended solution on $M$ and is given explicitly by algebraic formulae in the entries of $\Psi$ as follows: the columns of $\Psi$ give a meromorphic basis for $W \mod \lambda W$; use \cite{4.3}, \cite{4.4}, \cite{4.7} or \cite{4.7} to obtain unitons $\alpha_i$, then $\Phi$ is given by the product \cite{2.9}.

If $\Psi$ is polynomial in $\lambda$, then this gives $\Phi$ polynomial of the same or lesser degree.

**Proof.** We need only note that, as above, $W = \Phi \mathcal{H}_+$ extends to a holomorphic subbundle over $M$. $\square$

5. Maps into complex Grassmannians

5.1. Harmonic maps into complex Grassmannians. Recall the Cartan embedding \cite{3.3} of the Grassmannian $G_s(C^n)$ in $U(n)$.

Consider the involution $\nu$ on $\Omega U(n)$ given by $\nu(\eta)(\lambda) = \eta(-\lambda) \eta(-1)^{-1}$ and set

$$\Omega U(n)^\nu = \{\eta \in \Omega U(n) : \nu(\eta) = \eta\}.$$  

For any $i \in \mathbb{N}$, the map $\nu$ restricts to an involution on $\Omega_i U(n)$ with fixed point set $\Omega_i U(n)^\nu = \Omega_i U(n) \cap \Omega U(n)^\nu$. An extended solution $\Phi : M \rightarrow \Omega U(n)$ lies in $\Omega U(n)^\nu$ if and only if it is invariant under $\nu$, i.e.,

$$\Phi_{\lambda} \Phi_{-1} = \Phi_{-\lambda} \quad (\lambda \in S^1),$$

(5.1)

Clearly, if an extended solution $\Phi$ satisfies this condition, the harmonic map $\varphi = \Phi_{-1}$ satisfies $\varphi^2 = I$, and so takes values in $G_s(C^n)$. Conversely, given a harmonic map $\varphi : M \rightarrow G_s(C^n)$ of finite uniton number, there is a polynomial extended solution with $\Phi_{-1} = \varphi$. Indeed, by \cite{22} Lemma 15.1, the type one extended solution $\Phi$ associated to $\varphi$ satisfies $\Phi_{\lambda} = Q_{\Phi_{-1}} \Phi_{-\lambda}^\perp Q$ where $Q = \pi_V - \pi_V^\perp$ for some $V \in G_s(C^n)$, and $\Phi_{-1} = Q \varphi$. Setting $Q_{\lambda} = \pi_V + \lambda \pi_V^\perp$, we see that $\Phi_{\lambda} = Q_{\lambda} \Phi_{\lambda}$ is a polynomial extended solution which has $\Phi_{-1} = \varphi$ and satisfies (5.1).

Let $\nu : \mathcal{H}_+ \rightarrow \mathcal{H}_+$ be the involution induced by $\lambda \mapsto -\lambda$; thus if $T = \sum_i T_i \lambda^i$ then $\nu(T) = \sum_i (-1)^i T_i \lambda^i$. This induces the involution $\nu : Gr \rightarrow Gr$ given by $W_\lambda \mapsto W_{-\lambda}$. Under the identification of $\Omega U(n)$ with $Gr$, this corresponds to the involution $\nu$ on $\Omega U(n)$ defined above. Denote by $Gr^\nu$ the fixed point set of $\nu : Gr \rightarrow Gr$; for any $i \in \mathbb{N}$, the involution $\nu$ restricts to $Gr_i$ and has fixed point set $Gr^\nu_i = Gr^\nu \cap Gr_i$.

Most of the following is in \cite{22} Theorem 15.3.
Lemma 5.1. Let $\Phi : M \to \Omega U(n)^\nu$ be an extended solution and set $W = \Phi H_+ : M \to Gr^\nu$. Set $\tilde{\Phi} = \Phi(\pi_\alpha + \lambda^{-1}\pi_\alpha^\perp)$ for some subbundle $\alpha$ of $\Omega^n$, and write $\tilde{W} = \Phi H_+$. Then

(i) $\tilde{W} \in Gr^\nu$ if and only if $\pi_\alpha$ commutes with $\Phi_{-1}$, equivalently with $\tilde{\Phi}_{-1}$;
(ii) if $W$ is obtained from $W$ by a Segal or Uhlenbeck step (Example 4.7), or a Gauss step (Example 4.7), then condition (i) holds;
(iii) if $W$ is $S^1$-invariant, so is $\tilde{W}$.

Thus any of the factorizations in (4.1) give sequences of extended harmonic maps $\Phi_i : M \to \Omega U(n)^\nu$.

Conversely, starting with data $\{L^i\}$ where each polynomial $L^i$ has only even or odd powers of $\lambda$, we obtain all harmonic maps into the complex Grassmannian $G_+(\mathbb{C}^n)$ explicitly.

Let $\varphi : M \to G_+(\mathbb{C}^n) \subset U(n)$ be a harmonic map of finite uniton number and let $\Phi : M \to \Omega U(n)^\nu$ be a polynomial extended solution with $\Phi_{-1} = \varphi$. Write $W = \Phi H_+ \in Gr^\nu$. Note that $\nu$ restricts to an isometric involution on $W \oplus \lambda W$. Let $W_{\pm}$ be the $(\pm 1)$-eigenspaces of $\nu$ on $W$. Then the $(\pm 1)$-eigenspaces of $\nu$ on $W \oplus \lambda W$ are $\pi(W_+) = W_+ \oplus (\lambda W)_+$ and $\pi(W_-) = W_- \oplus (\lambda W)_-$, and these are orthogonal complements of each other.

Recall the filtration $(\tilde{Y}_i)$ of $W \oplus \lambda W$ and resulting orthogonal decomposition (3.8).

Lemma 5.2.

(5.2) $W \oplus \lambda W = (\sum_i A_{2i}) \oplus (\sum_i A_{2i-1})$

is the orthogonal decomposition of $W \oplus \lambda W$ into the two eigenspaces of $\nu$.

Proof. Let $x \in A_i$. Then $x = \pi(y)$ for some $y \in W \cap \lambda^i H_+$. Write $y = y_+ + y_-$ where $y_\pm \in W_\pm$. Then $x = x_+ + x_-$ where $x_\pm = \pi(y_\pm) \in \pi(W_\pm)$.

If $i$ is even, $y_- \in W \cap \lambda^{i-1/2} H_+$ so that $x_- \in \tilde{Y}_{i+1}$. Since $x_+ \in W_+$ and $\nu$ is orthogonal to $x_-$, we have $x_+ = x_- = x_+ + x_-$ so that $x_- = 0$ and $x = x_+ \in \pi(W_+)$. Similarly if $i$ is odd, $x_+ = 0$ and $x = x_- \in \pi(W_-)$.

Recall that $\Phi^{-1}$ restricts to an isomorphism from $W \oplus \lambda W$ to $\mathbb{C}^n$; by (5.1), we have a commutative diagram:

\[
\begin{array}{ccc}
W \oplus \lambda W & \xrightarrow{\nu} & W \oplus \lambda W \\
\Phi^{-1} \downarrow & & \Phi^{-1} \downarrow \\
\mathbb{C}^n & \xrightarrow{\varphi} & \mathbb{C}^n
\end{array}
\]

so that the involution $\nu$ on $W \oplus \lambda W$ corresponds to the involution $\Phi_{-1} = \varphi = \pi_\varphi - \pi_\varphi^\perp$ on $\mathbb{C}^n$. Under the isomorphism $\Phi : \mathbb{C}^n \to W \oplus \lambda W$, the decomposition (5.2) corresponds to the orthogonal decomposition: $\mathbb{C}^n = \varphi \oplus \varphi^\perp$ into the eigenspaces of the involution $\varphi$.

We now show how the reduction procedure of Lemma 3.17 can be improved for Grassmannian solutions.

Proposition 5.3. Let $W : M \to Gr^\nu_+$ be an extended solution. Suppose that $\delta_i$ is constant for some $i \neq 1,r$. Define $\eta \in \Omega_2 U(n)^\nu$ by $\eta = \pi_{\delta_i} + \lambda^2 \pi_{\delta_i}^\perp$; note that $\eta_{-1} = I$. Then $\eta^{-1} W : M \to Gr^\nu_{r-2}$.

Proof. We have $P_{-2} \tilde{W} = \pi_{\delta_i} P_0 W = \pi_{\delta_i}^\perp \delta_1 = 0$ since $\delta_1 \subset \delta_i$. Similarly, $P_{-1} \tilde{W} = \pi_{\delta_i} P_1 W$. Since $\nu(W) = W$, we have $P_1 W = P_1 (W \cap \lambda H_+) = \delta_2$, so that $P_{-1} \tilde{W} = \pi_{\delta_i}^\perp \delta_2 = 0$. Combining these shows that $\tilde{W} \subset H_+$.
Further since $W \supset \lambda^{r-2}\delta_{r-1} + \lambda^{r}\mathcal{H}_+$ and $\delta_i \subset \delta_{r-1}$, we have

$$P_{r-2}\widetilde{W} \supset P_{r-2}\{ (\pi_{\delta_i} + \lambda^{-1}\pi_{\delta_i}^{\perp})(\lambda^{r-2}\delta_{r-1} + \lambda^{r}\mathcal{H}_+) \} = \delta_i + \delta_i^{\perp} = \mathbb{C}^n.$$ 

Hence $\lambda^{r-2}\mathcal{H}_+ \subset \widetilde{W}$. \hfill \Box

**Corollary 5.4.** Suppose that $W : M \to Gr_r$ is an extended solution with $A_i = 0$ for some $i \neq 0, r$, then there is $\eta \in \Omega_2U(n)^{\nu}$ with $\eta_{-1} = I$ such that $\eta^{-1}W : M \to Gr_{r-2}$. \hfill \Box

Note that if $A_0 = 0$ if and only if $W = \lambda\widetilde{W}$ for some $\widetilde{W} : M \to Gr_{r-1}$ and $A_r = 0$ if and only if $W \in Gr_{r-1}$.

**Corollary 5.5.** Let $W : M \to Gr_r$ be an extended solution, and let $\beta_1, \ldots, \beta_r$ be the Segal unitons of $W$. If rank $\beta_i = \text{rank} \beta_{i+1}$ for some $i \in \{1, \ldots, r-1\}$, then there is an $\eta \in \Omega_2U(n)^{\nu}$ with $\eta_{-1} = I$ such that $\eta^{-1}W : M \in Gr_{r-2}$. \hfill \Box

A similar result is true for the Uhlenbeck unitons.

We may iterate the reduction process of Corollary 5.4 to obtain the following result.

**Proposition 5.6.** Given an extended solution $W : M \to Gr_r$, there exists an integer $s$ with $0 \leq s \leq r$ and $\eta \in \Omega_{r-s}U(n)^{\nu}$ such that $\eta^{-1}W : M \to Gr_{r}^{\nu}$ is normalized with $\delta_i$ non-constant for $i \neq 0, s$. \hfill \Box

**Corollary 5.7.** Let $\varphi : M \to G_k(\mathbb{C}^n)$ be a harmonic map of finite uniton number. Then there is a polynomial extended solution $\Phi : M \to \Omega U(n)^{\nu}$ of degree $r \leq 2\min\{k, n-k\}$, with $\Phi_{-1} = \pm \varphi$. If $2k = n$, then $\Phi$ can be chosen to have degree $r \leq 2k - 1$.

**Proof.** Without loss of generality, we may assume that $k \leq n - k$. Let $\bar{\Phi}$ be any algebraic extended solution associated to $\varphi$. Fix a point $z_0 \in M$ and set $\bar{\Theta} = \bar{\Phi}(z_0)^{-1}\bar{\Phi}$. Then, clearly, $\bar{\Theta}$ is still algebraic. Let $\varphi(z_0) = V_0$ and $Q_{\lambda} = \pi V_0 + \lambda \pi V_0$. Then $\Theta = Q\bar{\Theta}$ satisfies $\Theta_{-1}(z_0) = \varphi(z_0)$, so by uniqueness, $\Theta_{-1} = \varphi$. Furthermore, since $Q = \Theta(z_0) \in \Omega U(n)^{\nu}$, it follows again by uniqueness that $\Theta : M \to \Omega U(n)^{\nu}$. Finally, let $\Phi = \lambda^j\Theta$, where $j$ is chosen to make $\Phi$ is polynomial; denote its degree by $r$. By the above proposition we may assume that $W = \Phi H_+$ is normalized; this implies that $r \leq 2k$ and, when $2k = n$, that $r \leq 2k - 1$. \hfill \Box

**Remark 5.8.** (i) The corollary applies to any harmonic map from a compact Riemann surface which admits an extended solution since, as noted in [11], this is of finite uniton number. Indeed, for any associated extended solution $\bar{\Phi}$, the extended solution $\bar{\Theta} = \bar{\Phi}(z_0)^{-1}\bar{\Phi}$ satisfies $\bar{\Theta}(z_0) = I$, and so is algebraic by [17].

(ii) This bound on the minimal uniton number was originally conjectured by Uhlenbeck [22], and later proved using different methods by Y. Dong and Y. Shen [12].

6. **Harmonic maps into $O(n)$, $Sp(n)$ and their inner symmetric spaces**

6.1. **Harmonic maps into $O(n)$**. As usual, let $M$ be any Riemann surface. We consider $O(n)$ as a subgroup of $U(n)$ and look for uniton factorizations which give harmonic maps from $M$ into this subgroup. Note that any based loop in $O(n)$, and so any extended solution, will actually have values in $SO(n)$, i.e., $\Omega O(n) = \Omega SO(n)$.

**Definition 6.1.** Let $W \in Gr$ and let $i \in \mathbb{N}$. We say that $W$ is real (of degree $i$) if $W \in Gr_i$ and $W^k = \lambda^kW$. We denote the set of such $W$ by $Gr_i^\mathbb{R}$.

For $i \in \mathbb{N}$, denote by $\Omega_iU(n)^\mathbb{R}$ the set of $\Phi \in \Omega_iU(n)$ for which $\Phi = \lambda^{-i}\Phi$. For $\Phi \in \Omega U(n)$ set $W = \Phi H_+$; then, it is easy to see (cf. [19, §8.5]) that $\Phi \in \Omega_iU(n)^\mathbb{R}$ if and
only if \( W \in \text{Gr}^\mathbb{R}_i \). If \( i = 2j \), then this condition is equivalent to \( \Psi = \lambda^{-j}\Phi \) being real in the usual sense, i.e., \( \Psi \in \Omega O(n) \), equivalently,

\[
\Psi = \sum_{\ell=-j}^j \lambda^\ell T_\ell \quad \text{with} \quad T_{-\ell} = T_\ell \quad \forall \ell.
\]

Note that this implies that \( \Psi_{-1}(= \pm \Phi_{-1}) \) belongs to \( \text{O}(n) \).

Now let \( W_i \in \text{Gr}^\mathbb{R}_i \) with \( i \geq 2 \). Define \( W_{i-2} \in \text{Gr}^\mathbb{R}_{i-2} \) by

\[
W_{i-2} = (\lambda^{-1}W_i \cap \mathcal{H}_+) + \lambda^{i-2}\mathcal{H}_+.
\]

We see that \( W_{i-2} \) is obtained from \( W_i \) by first doing an Uhlenbeck step and then a Segal step; since these two operations commute (see [22]), \( W_{i-2} \) is equally well obtained from \( W_i \) by first doing a Segal step and then a Uhlenbeck step. We are primarily interested in the real case, where it is the passage from \( W_i \) to \( W_{i-2} \) which interests us.

**Proposition 6.2.** (i) If \( W_i \in \text{Gr}^\mathbb{R}_i \), then \( W_{i-2} \in \text{Gr}^\mathbb{R}_{i-2} \).

(ii) Write \( W_i = \Phi_\gamma \mathcal{H}_+ \), \( W_{i-2} = \Phi_{i-2} \mathcal{H}_+ \), so that

\[
\Phi_{i-2} = \Phi_\gamma (\pi_\alpha + \lambda^{-1}\pi_\alpha^\perp)(\pi_\beta + \lambda^{-1}\pi_\beta^\perp)
\]

for two subspaces \( \alpha, \beta \).

(a) If \( \alpha \) is Uhlenbeck then \( \alpha \) and \( \beta^\perp \) are isotropic;

(b) if \( \alpha \) is Segal, then \( \alpha^\perp \) and \( \beta \) are isotropic.

**Proof.** (i) This follows from:

\[
W_{i-2}^- = (\lambda W_i^- + \lambda^3\mathcal{H}_+) \cap \lambda^{3-i}\mathcal{H}_+ = (\lambda^{2-i}W_i \cap \lambda^{3-i}\mathcal{H}_+) + \lambda\mathcal{H}_+ = \lambda^{3-i}W_{i-2}.
\]

(ii)(a) Let \( W_{i-1}^\mathcal{U} \) and \( W_{i-2}^\mathcal{U} \) be obtained from \( W_i \) by one and two Uhlenbeck steps, respectively, and denote by \( \gamma_i \) and \( \gamma_{i-1} \) the corresponding Uhlenbeck subspaces. Then \( \gamma_i = \gamma \), and since by Proposition [2.6] \( W_{i-2} \subset W_{i-1} \), we obtain \( (\pi_\beta + \lambda^{-1}\pi_\beta^\perp)\mathcal{H}_+ \subset (\pi_{\gamma_{i-1}} + \lambda^{-1}\pi_{\gamma_{i-1}}^\perp)\mathcal{H}_+ \), which implies that \( \gamma_{i-1} \subset \beta \). Thus \( \gamma = \gamma_{i-1} \).

Since both \( \Phi_\gamma \) and \( \Phi_{i-2} \) are real, the factor \( \lambda^{-1}(\pi_\beta + \lambda\pi_\beta^\perp)(\pi_\gamma + \lambda\pi_\gamma^\perp) \) belongs to \( \Omega O(n) \). Hence \( \pi_\gamma^\perp \pi_\gamma = \pi_\beta^\perp \pi_\beta^\perp \). Taking images we get \( \beta^\perp = \pi_\gamma^\perp(\gamma_{i-1}) \subset \beta \), and hence \( \beta^\perp \) is isotropic.

On the other hand, taking the adjoint gives \( \pi_\gamma^\perp \pi_\gamma = \pi_\beta^\perp \pi_\beta^\perp \); hence \( \gamma = \pi_\beta^\perp(\beta^\perp) \subset \gamma^\perp \), and thus \( \gamma \) is also isotropic. Part (ii)(b) is proved in a similar way. \( \Box \)

Note that, if \( W_i : M \to \text{Gr} \) is an extended solution, so is \( W_{i-2} : M \to \text{Gr}_{i-2} \). Starting with any \( W : M \to \text{Gr}_{r} \) with \( r \geq 2 \), on performing alternate Uhlenbeck and Segal steps, we obtain the *alternating filtration* of Example [4.3]. When we start with real \( W \) of *even* degree, iterating this process leads to a uniton factorization (Definition [3.1]) of a real algebraic extended solution into real quadratic factors, as follows.

**Theorem 6.3.** Let \( r = 2s \) where \( s \in \mathbb{N} \). Let \( \Phi : M \to \Omega U(n)^\mathbb{R} \) be an extended solution. Then \( \Phi \) has a uniton factorization: \( \Phi = \eta_1 \cdots \eta_r \) with \( \eta_i = \pi_{\alpha_i} + \lambda\pi_{\alpha_i}^\perp \) where

(i) each quadratic factor \( \eta_{2\ell-1}\eta_{2\ell} \) has values in \( \Omega_2^\mathbb{R} U(n)^\mathbb{R} \) (\( \ell = 1, \ldots, s \));

(ii) each *even* partial product \( \eta_1 \cdots \eta_{2j} \) has values in \( \Omega_{2j}^\mathbb{R} U(n)^\mathbb{R} \) (\( j = 1, \ldots, s \)).

Further, each \( \alpha_i \) is given explicitly in terms of \( W = \Phi \mathcal{H}_+ \) by (4.6) as in Example [4.7].

The hypothesis on \( \Phi \) is equivalent to saying that \( W \) is real of degree \( r \), and this is equivalent to saying that \( \Psi = \lambda^{-s}\Phi : M \to \Omega O(n) \) is an extended solution of the form (6.1) with \( j = s \). Conclusion (i) is equivalent to saying that each quadratic factor \( \lambda^{-1}\eta_{2\ell-1}\eta_{2\ell} \) lies in \( \Omega O(n) \) and is of the form (6.1) with \( j = 1 \). Conclusion (ii) is equivalent to saying that \( \lambda^{-j}\eta_1 \cdots \eta_{2j} : M \to \Omega O(n) \) is an extended solution of the form (6.1).
We now show how we can apply the theorem to find harmonic maps.

**Lemma 6.4.** Let \( \varphi : M \to \Omega(n) \) be a harmonic map of (minimal) uniton number at most \( s \) as a map into \( U(n) \). Then \( \varphi \) has an associated extended solution \( \Psi : M \to \Omega \Omega(n) \) of the form (6.1) with \( j = s \).

**Proof.** Let \( \bar{\Phi} : M \to \Omega \Omega(U(n)) \) be a polynomial extended solution of degree at most \( s \) associated to \( \varphi \). Choose \( z_0 \in M \) and set \( \Psi = \bar{\Phi}(z_0)^{-1} \bar{\Phi} \). Then \( \Psi(z_0) = I = \bar{\Psi}(z_0) \), hence \( \bar{\Psi} = \Psi \) by uniqueness of extended solutions. It follows that \( \Psi \) is of the form (6.1). \( \square \)

### 6.2. Harmonic maps into real Grassmannians.

The Cartan embedding (6.3) restricts to an identification of the union \( G_k(\mathbb{R}^n) = \bigcup_k G_k(\mathbb{R}^n) \) of real Grassmannians with the totally geodesic submanifold \( \{ g \in U(n) : g^2 = I \text { and } g \neq g \} \) of \( U(n) \). Recall from (5.1) the involutions \( \nu \) on \( \Omega \Omega(U(n)) \) and on \( Gr \), and their fixed point sets \( \Omega \Omega(U(n))^\nu \) and \( Gr^\nu \). Clearly the first of these restricts to involutions on \( \Omega \Omega(n) \) and on \( \Omega \Omega(U(n))^\nu \) for any \( i \); denote the corresponding fixed point sets by \( \Omega \Omega(n)^\nu = \Omega \Omega(n) \cap \Omega \Omega(U(n))^\nu \) and \( \Omega \Omega(U(n))^\nu = \Omega \Omega(U(n))^\nu \cap \Omega \Omega(U(n))^{\nu-1} \). For any \( i \), the involution \( \nu \) restricts to \( Gr_i^\nu \), with fixed point set \( Gr_i^\nu \cap Gr_i^\nu \). For \( \Phi \in \Omega \Omega(U(n)) \), set \( W = \Phi H_+ \). Then \( \Phi \in \Omega \Omega(U(n))^\nu \) if and only if \( W \in Gr_i^\nu \); in this case, if \( r = 2s \), then \( \Phi_{-1} \) is a harmonic map of uniton number at most \( r \) into a real Grassmannian \( G_k(\mathbb{R}^n) \). By Lemma 5.1 Theorem 6.3 specializes to the following.

**Corollary 6.5.** Let \( \Phi : M \to \Omega_{2s}U(n)^{\nu,\nu} \) be an extended solution. Then \( \Phi \) has a uniton factorization: \( \Phi = \eta_1 \cdots \eta_s \) with \( \eta_i = \pi_{\alpha_i} + \lambda \pi_{\alpha_i}^\perp \), such that

1. each quadratic factor \( \eta_{2i-1} \eta_{2i} \) has values in \( \Omega_{2i}U(n) \) for \( i = 1, \ldots, s \);
2. each partial product \( \eta_i \) has values in \( \Omega_iU(n)^\nu \) for \( i = 1, \ldots, 2s \);
3. each even partial product \( \eta_i \eta_{2j} \) has values in \( \Omega_{2j}U(n)^{\nu,\nu} \) for \( j = 1, \ldots, s \).

Further, each \( \alpha_i \) is given explicitly in terms of \( W = \Phi H_+ \) by (4.6) as in Example 4.5. \( \square \)

To apply this to harmonic maps we need the following result.

**Lemma 6.6.** Let \( \varphi : M \to G_k(\mathbb{R}^n) \) be a harmonic map to a real Grassmannian with \( n-k \) even, which is of finite uniton number as a map into \( U(n) \). Then \( \varphi \) has an extended solution \( \Psi : M \to \Omega \Omega(n)^\nu \) of the form (6.1) for some \( s \in \mathbb{N} \), and with \( \Psi_{-1} = \varphi \).

Note that, if \( n-k \) is odd, then we can embed \( G_k(\mathbb{R}^n) \) in \( G_k(\mathbb{R}^{n+1}) \).

**Proof.** Let \( z_0 \in M \) and write \( \varphi(z_0)^\perp = \delta + \bar{\delta} \), where \( \delta \subset \mathbb{C}^n \) is an isotropic subspace. Set

\[
Q^\nu_{\lambda} = \lambda^{-1} \pi_\delta + \pi_{\delta^\perp} + \lambda \pi_{\delta^\perp} \in \Omega U(n)^\nu;
\]

then \( Q^\nu_{-1} = \varphi(z_0) \). By Remark 3.6, there is an extended solution \( \Psi : M \to \Omega \Omega(U(n)) \) associated to \( \varphi \) with initial condition \( \Psi(z_0) = Q^\nu \). Since \( Q^\nu = Q^\nu_{\lambda} \) and \( Q^\nu_{\lambda} = Q^\nu_{\lambda}(Q^\nu_{-1})^{-1} \), by uniqueness of extended solutions we see that \( \Psi : M \to \Omega \Omega(n)^\nu \). Now \( \Psi_{-1} = g \varphi \) for some \( g \in U(n) \); evaluating at \( z_0 \) shows that \( g = I \), i.e., \( \Psi_{-1} = \varphi \). \( \square \)

### 6.3. Harmonic maps into the space of orthogonal complex structures.

By an orthogonal complex structure on \( \mathbb{R}^{2m} \) we mean an isometry \( J : \mathbb{R}^{2m} \) with \( J^2 = -I \). We can choose an orthonormal basis \( \{ e_1, \ldots, e_{2m} \} \) of \( \mathbb{R}^{2m} \) with \( e_{2j} = Je_{2j-1} \) (\( j = 1, \ldots, m \)); \( J \) is called positive if this basis is positively oriented. This identifies the space of orthogonal complex structures with the Hermitian symmetric space \( O(2m)/U(m) \) and the space of positive orthogonal complex structures with \( SO(2m)/U(m) \). Further, the space
O(2m)/U(m) can be identified with the space of maximal isotropic subspaces of \( \mathbb{C}^{2m} \); explicitly, extend an orthogonal complex structure \( J \) to \( \mathbb{C}^{2m} \) by complex-linearity, and identify it with its \((-1)\)-eigenspace \('((0,1)-\text{space}')\) \( V \); in terms of a basis \( \{e_i\} \) as above, this is \( \text{span}\{e_{2j-1} + ie_{2j} : j = 1, \ldots, m\} \). This gives a totally geodesic embedding of \( O(2m)/U(m) \) in \( G_m(\mathbb{C}^{2m}) \); with the standard conventions this embedding is holomorphic. Composing it with the Cartan embedding of \( G_m(\mathbb{C}^{2m}) \) into \( U(2m) \) gives the totally geodesic embedding \( J \mapsto \pi_V - \pi_V - \pi_{\overline{V}} \) with image \( \{g \in U(2m) : g^2 = I \text{ and } \overline{g} = -g\} \).

In \( \S 6.1 \) we started with \( W \in \text{Gr} \) which was real and of even degree. Let us now consider a subspace \( W \) which is real of odd degree \( r \).

**Example 6.7.** Suppose that \( r = 1 \), so that \( W = V + \lambda \mathcal{H}_+ \). Then \( W \) is real if and only if \( V^\perp = \overline{V} \), i.e., \( V \subseteq \mathbb{C}^n \) is maximal isotropic. In particular we must have \( n = 2m \) for some \( m \). Now, \( W \) is an extended solution if and only if \( V \) is holomorphic; it follows that \( W = \Phi \mathcal{H}_+ \) is a real extended solution of degree one if and only if \( \Phi_{-1} \) is a holomorphic map into \( O(2m)/U(m) \).

In general, if \( W \) is real of odd degree \( r \), then after \( r - 1 \) alternate Uhlenbeck and Segal steps as described in \( \S 6.1 \) we are left with a space which is real of degree one, and hence \( n \) must be even. We have proved the following result.

**Theorem 6.8.** Let \( \Phi : M \to \Omega_r \mathcal{U}(n)^{\mathbb{R}} \) be an extended solution for some odd \( r = 2s + 1 \). Then \( n = 2m \) for some \( m \in \mathbb{N} \) and \( \Phi \) has a uniton factorization (Definition \( 3.4 \)): \( \Phi = \eta_0 \eta_1 \cdots \eta_{r-1} \) with \( \eta_i = \pi_{\alpha_i+1} + \lambda \pi_{\alpha_i+1} \) where

(i) \( \alpha_1 \) is maximal isotropic in \( \mathbb{C}^{2m} \) and defines a holomorphic map \( M \to O(2m)/U(m) \);

(ii) each quadratic factor \( \eta_2 \cdots \eta_s \) has values in \( \Omega_2 \mathcal{U}(n)^{\mathbb{R}} \) \((\ell = 1, \ldots, s)\);

(iii) each even partial product \( \eta_1 \cdots \eta_{2j} \) has values in \( \Omega_{2j} \mathcal{U}(n)^{\mathbb{R}} \) \((j = 1, \ldots, s)\).

Each \( \alpha_i \) is given explicitly in terms of \( W \) by (4.6) as in Example 4.5.

Further, if \( \Phi : M \to \Omega_r \mathcal{U}(n)^{\mathbb{R}} \), then each partial product \( \eta_0 \cdots \eta_i \) has values in \( \Omega_i \mathcal{U}(n)^{\mathbb{R}} \). \( \square \)

From the proof of Proposition 4.4, we see that the first uniton \( \alpha_1 \) is given by \( \alpha_1 = P_0(\lambda^{-(r-1)/2}W \cap \mathcal{H}_+) = \delta_{r+1/2} \) where \( \sum_{i=0}^{r-1} \lambda_i \delta_{i+1} + \lambda \mathcal{H}_+ \) is the \( S^1 \)-invariant limit of \( W \) (see Example 3.16).

To apply this to harmonic maps, note that if \( \Phi : M \to \Omega_r \mathcal{U}(n)^{\mathbb{R}} \) is an extended solution with \( r \) odd, then \( i\Phi_{-1} \) has values in \( \mathcal{U}(n) \). If, additionally, \( \Phi : M \to \Omega_r \mathcal{U}(n)^{\mathbb{R}} \), then \( \Phi_{-1} \) has values in \( O(2m)/U(m) \subset \mathcal{U}(2m) \). We give a converse.

**Lemma 6.9.** Let \( \varphi : M \to O(2m)/U(m) \subset \mathcal{U}(2m) \) be a harmonic map of finite uniton number. Then there is an extended solution \( \Phi : M \to \Omega_r \mathcal{U}(2m)^{\mathbb{R}} \) with \( r \) odd and \( \Phi_{-1} = \pm \varphi \).

**Proof.** Let \( z_0 \in M \) and write \( \varphi(z_0) = Y \) so that \( Y \) is a maximal isotropic subspace of \( \mathbb{C}^{2m} \). Then \( Q\lambda = \pi_Y + \lambda \pi_{\overline{Y}} \in \Omega \mathcal{U}(2m)^{\mathbb{R}} \) satisfies \( Q_{-1} = \varphi(z_0) \). By Remark 3.6 there is an extended solution \( \Psi : M \to \Omega_{\text{alg}} \mathcal{U}(n) \) associated to \( \varphi \) with \( \Psi(z_0) = Q \). From \( Q\lambda = \lambda^{-1} Q\lambda \) and \( Q\lambda \in \Omega \mathcal{U}(2m)^{\mathbb{R}} \), by uniqueness we see that \( \Psi : M \to \Omega \mathcal{U}(2m)^{\mathbb{R}} \). Thus, if \( \Phi = \sum_{t=s}^{t=s-1} \lambda^t T_t \) with \( T_{-s}, T_s \neq 0 \), from this we see that \( s = t - 1 \). Hence \( \Phi = \lambda^s \Psi : M \to \Omega_{2s-1} \mathcal{U}(2m)^{\mathbb{R}} \) is an extended solution with \( \Phi_{-1} = \pm \varphi \). \( \square \)

Putting together the results of the last three subsections we obtain the following.

**Corollary 6.10.** Let \( W \) be an extended solution which is real of some degree \( r \). Define subbundles \( \alpha_i \) by (4.6) as in Example 4.5 and \( \varphi : M \to \mathcal{O}(n) \) by (3.4). Then \( \varphi \) is a harmonic map of uniton number at most \( r \) and every such harmonic map is given this
way. If $W$ is closed under $\nu$, then $\varphi$ has image in a real Grassmannian ($r$ even) or $O(2m)/U(m)$ ($r$ odd), and every harmonic map of finite uniton number from a surface to these spaces is obtained in this way.

We discuss how to find real extended solutions $W$ in \[6.6\]

**6.4. Real $S^1$-invariant solutions.** On $\mathcal{H}_+ / \lambda^r \mathcal{H}_+ = \mathbb{C}^n + \lambda \mathbb{C}^n + \cdots + \lambda^{r-1} \mathbb{C}^n \cong \mathbb{C}^{nr}$, define the bilinear form

$$\langle v, w \rangle_s = \sum_{k=0}^{r-1} \langle v_k, w_{r-k-1} \rangle_{\mathbb{C}},$$

where $v = v_0 + \lambda v_1 + \cdots + \lambda^{r-1} v_{r-1}$, $w = w_0 + \lambda w_1 + \cdots + \lambda^{r-1} w_{r-1}$, and $\langle \cdot, \cdot \rangle_{\mathbb{C}}$ denotes the standard complex symmetric bilinear form on $\mathbb{C}^n$. Note that $\langle v, w \rangle_s$ gives the $L^2$-inner product of $\lambda^{1-r} v$ and $\overline{w}$. For any subspace $V \subset \mathcal{H}_+ / \lambda^r \mathcal{H}_+$, write $V^\perp_s = \{ v \in Z \mid \langle v, w \rangle_s = 0 \text{ for all } w \in V \}$, then the following is immediate.

**Lemma 6.11.** Let $W = V + \lambda^r \mathcal{H}_+ \subset \text{Gr}_r$, where $V \subset \mathcal{H}_+ / \lambda^r \mathcal{H}_+$. Then $W \subset \text{Gr}_r$ if and only if $V^\perp_s = V$. In this case, $2 \dim V = nr$ so that $nr$ is even. \[\square\]

Note that the last statement follows from $\dim V^\perp_s = nr - \dim V$.

Now let $\Phi : M \rightarrow \Omega_r U(n)$ be an extended solution and set $W = \Phi \mathcal{H}_+ : M \rightarrow \text{Gr}_r$. From Propositions 2.10 and 3.14 and Lemma 6.11, $\Phi$ is $S^1$-invariant if and only if $W = V + \lambda^r \mathcal{H}_+$ where $V = \sum_{i=0}^{r-1} \lambda^i \delta_{i+1}$ for some superhorizontal sequence (Definition 3.13): \[6.2\]

$$\underline{0} = \delta_0 \subset \delta_1 \subset \cdots \subset \delta_r \subset \delta_{r+1} = \mathbb{C}^n.$$ 

As before, the $\delta_i$ are the Segal unifrons for $\Phi$. Call this sequence real (of degree $r$) if $\delta_i^\perp = \delta_{r-i+1}$ for all $i$; here $\perp$ denotes orthogonal complement with respect to $\langle \cdot, \cdot \rangle_{\mathbb{C}}$. On setting $\zeta_i = \delta_i^\perp \cap \delta_{i+1}$ $(i = 0, \ldots, r)$ as in Proposition 3.14, this is equivalent to $\zeta_i = \overline{\lambda}_{r-i-1}$. Note that the sequence $\delta_i$ is real if and only if $W$ is real. Furthermore, if $W : M \rightarrow \text{Gr}_r^\mathbb{R}$ is an arbitrary real extended solution, then its $S^1$-invariant limit (Example 3.16) is also real.

**Proposition 6.12.** Let $\Phi : M \rightarrow \Omega_r U(n)^\mathbb{R}$ be an $S^1$-invariant extended solution and consider the corresponding superhorizontal sequence \[6.2\].

(i) The $\eta_i$ in Theorems 6.3 and 6.8 all commute and

$$\lambda^{-1} \eta_{2\ell-1} \eta_{2\ell} = \lambda^{-1} \pi_{\delta_{-\ell-1}} + \pi_{\delta_{-\ell+1}} + \lambda \pi_{\delta_{-\ell}} \quad (\ell = 1, \ldots, s),$$

where $s = \lfloor r/2 \rfloor$. Additionally, if $r$ is odd, $\eta_0 = \pi_V + \lambda \pi_{\overline{V}}$ where $V = \delta_{(r+1)/2}$.

(ii) Suppose that $r = 2s$ and set $\varphi = \Phi_{-1}$. Then $\varphi$ is given by

$$\varphi = \zeta_{s} \oplus \sum_{k=0}^{s/2-1} \zeta_{2k} \oplus \overline{\zeta}_{2k} \quad (s \text{ even}) \quad \varphi = \sum_{k=0}^{(s-1)/2} \zeta_{2k} \oplus \overline{\zeta}_{2k} \quad (s \text{ odd});$$

the sum is the direct sum of harmonic maps into $G_{2j}(\mathbb{R}^n)$ for various $j$. \[\square\]

We now discuss how to find real superhorizontal sequences. Let $f : M \rightarrow G_k(\mathbb{C}^n)$ be a holomorphic map. Let $f(i)$ denote its $i$'th associated curve (Definition 4.2), and $G(i)(f)$ its $i$'th $\partial$-Gauss transform (Example 4.7); Note that $G(i)(f) = f(i-1) \cap f(i)$ (where we set $f(-1)$ equal to the zero bundle).

Say that $f : M \rightarrow G_k(\mathbb{C}^n)$ (or the corresponding holomorphic subbundle of $\mathbb{C}^n$) has isotropy order $t \in \{-1, 0, 1, \ldots\}$ if $\langle f(i), f(j) \rangle_{\mathbb{C}} = 0$ for $0 \leq i + j \leq t$ and $\langle f(i), f(j) \rangle_{\mathbb{C}} \neq 0$ for $i + j = t + 1$; if there is no such number $t$, we say that $f$ is of infinite isotropy order or (strongly) isotropic \[10\]. For a map $f : M \rightarrow \mathbb{C}^{P-1}$ we have $t = 2s + 1$ with
For any superhorizontal sequence in \( X \subset \mathbb{C}^n \), a full holomorphic map \( f : M \to \mathbb{C}P^{n-1} \) is called \textit{totally isotropic} if it has the maximum possible finite isotropy order; it follows that \( n \) is odd and \( f \) has isotropy order \( n-2 \). Equivalently, a full holomorphic map is totally isotropic if its \((n-1)^{st}\) Gauss transform \( G^{(n-1)}(f) \) is equal to \( \mathbb{F} \). When \( M = S^2 \), all holomorphic maps of finite isotropy order are given by an algorithm in [1], see (iv) below.

**Example 6.13.** (i) When \( n \) is odd, and \( f : M^2 \to \mathbb{C}P^{n-1} \) is full and totally isotropic, then \( \delta_i = f_{(i-1)} \ (i = 1, \ldots, n-1) \) defines a real superhorizontal sequence of degree \( n-1 \) with \( \zeta_i = G^{(i)}(f) \). A nice example is the Veronese map [3], where all the \( \zeta_i \) define minimal surfaces of constant Gauss curvature in \( \mathbb{C}P^{n-1} \) with \( \zeta_{(n-1)/2} \) in \( \mathbb{R}P^{n-1} \).

(ii) When \( n = 2m \), let \( Y \) be a constant maximal isotropic subspace of \( \mathbb{C}^n \) and let \( 0 = \delta_0 \subset \delta_1 \subset \cdots \subset \delta_{s-1} \subset \delta_s = Y \) be any superhorizontal sequence in \( Y \). For \( i = 1, \ldots, s \), set \( \delta_{s-i} = \delta_{s-i}^{\perp} \). Then \( \delta_i \) is a real superhorizontal sequence in \( \mathbb{C}^n \).

(iii) Again with \( n = 2m \), to obtain an example with no \( \delta_i \) constant, choose \( h : M \to \mathbb{C}P^{n-1} \) full and totally isotropic, then set \( \delta_i = h_{(i-1)} \ (i = 1, \ldots, m-1) \) and \( \delta_i = \delta_{n-i-1}^{\perp} \) \((i = m, \ldots, n-2)\); this is real of degree \( n-2 \) and normalized.

(iv) Take isotropic coordinates on \( \mathbb{C}^4 \) and \( \mathbb{C}^6 \) and define \( h_0 : S^2 = \mathbb{C}P^1 = \mathbb{C} \cup \{ \infty \} \to \mathbb{C}P^3 \) by \( h_0(z) = [1, z^3, z, -z^2] \). Then \( h_0 \) is full holomorphic and isotropic. Applying the algorithm of [1] yields a full totally isotropic holomorphic map \( h : S^2 \to \mathbb{C}P^5 \) given by \( h(z) = [24z, 6z^4, 12z^2, -8z^3, 1, -48z^5] \). By part (iii), \( 0 \subset h \subset h_{(1)} \subset h_{(1)}^{\perp} \subset h_{(1)}^{\perp} \subset \mathbb{C}^6 \) is a real superhorizontal sequence.

The following result will be useful when obtaining bounds on the uniton numbers of real extended solutions.

**Lemma 6.14.** Let \( X \subset \mathbb{C}^{2m} \) be a maximal isotropic holomorphic subbundle with \( \dim X_{(1)} \leq \dim X + 1 \). Then \( X \) is constant.

**Proof.** Define a complex-valued 2-form on \( X \) by

\[
\rho_p(v, w) = \langle \partial \sigma(p), w \rangle_X \quad (v, w \in X_p, \ p \in M),
\]

where \( \sigma \) is any local section of \( X \) with \( \sigma(p) = v \). For a fixed \( p \in M \), consider

\[
F : X_p \to X_p^*, \quad F(v) = \rho_p(v, \cdot).
\]

Clearly, \( \rho \) restricts to a non-degenerate 2-form on \( X_p / \ker F \); in particular, \( X / \ker F \) must be of even dimension. However, since \( X \) is maximal isotropic, we have the exact sequence

\[
0 \to X_p \to (X_{(1)})_p \to \operatorname{Im} F \to 0,
\]

so that \( \dim X_p / \ker F = \dim \operatorname{Im} F \leq 1 \). Hence \( \operatorname{Im} F = 0 \), so \( X_p = (X_{(1)})_p \), i.e., \( X \) is constant.

\( \square \)

It is easy to find all real superhorizontal sequences of \textit{odd} degree as follows.

**Proposition 6.15.** All real superhorizontal sequences \( (\delta_i) \) of odd degree \( r \) are given inductively in the following way:

(i) choose a maximal isotropic holomorphic subbundle \( Y \) of \( \mathbb{C}^{2m} \), i.e., a holomorphic map \( Y \to U(m)/O(2m) \) (which may be constant), and set \( \delta_{(r+1)/2^r} = Y \).

(ii) given \( \delta_{r+1}, \ldots, \delta_{(r-1)/2} \), choose a holomorphic subbundle \( \delta_i \) of \( \mathbb{C}^n \) satisfying (a) \( \delta_i \subset \{ (\delta_{r-i})_{(1)} \}^{\perp} \) and set

\[
(b) \ \delta_{r-i+1} = \delta_i^{\perp}.
\]

\( \square \)
Note that, apart from the initial choice of \( \delta_{(r+1)/2} \), we only have to differentiate and solve the linear equations (a) and (b) to find the other \( \delta_i \). Note, further, that if \( \{ (\delta_{r-i})_{(1)} \} \) is the zero bundle, \( \delta_j \) for \( j \leq i \) will be zero and we will effectively have a shorter sequence.

An alternative way of finding real superhorizontal sequences is illustrated by the following example; it can readily be generalized to find real superhorizontal sequences of any (even or odd) degree with subbundles of specified ranks.

**Example 6.16.** To find all superhorizontal sequences of degree 3 in \( \mathbb{C}^6 \) with the \( \delta_i \) of ranks 1, 3, and 5, let \( h_0 : M \to \mathbb{C}P^5 \) be a holomorphic map of isotropy order at least 2 and set \( \delta_1 = h_0 \). If \( h_0 \) is constant, choose \( h_3 \) to be a rank two isotropic subbundle of the constant subbundle \( (h_0)_{\perp_c} \) not containing \( h_0 \). If \( h_0 \) is non-constant, choose \( h_3 \) to be a rank one isotropic subbundle of \( (h_0)_{(1)} \perp_c \) not lying in \( (h_0)_{(1)} \); possible subbundles can be found explicitly by solving linear equations to find a basis for \( (h_0)_{(1)} \perp_c \); then the coefficients of a meromorphic section \( H_3 \) spanning \( h_3 \) will satisfy a single quadratic equation.

In either case, set \( \delta_2 = (h_0)_{(1)} + h_3 \), and \( \delta_3 = (\delta_1)_{\perp_c} \).

**6.5. Normalization of real solutions.** Given an extended solution \( \Phi : M \to \Omega_r U(n)^R \), as usual set \( W = \Phi \mathcal{H}_+ : M \to Gr_{r}^R \) and \( \delta_{i+1} = P_i(W \cap \lambda^i \mathcal{H}_+) \) (0 ≤ \( i \leq r - 1 \)). From the reality conditions, it follows that \( \delta_{(r+1)/2} \) is maximal isotropic when \( r \) is odd. In fact, as remarked after Theorem [6.8] this is the first uniton in the alternating uniton factorization of \( W \). We may perform a normalization procedure similar to that of the \( U(n) \)-case discussed in [3.4]

**Proposition 6.17.** Let \( \Phi : M \to \Omega_r U(n)^R \) be an extended solution with \( r \geq 3 \). Then \( nr \) is even and

(i) there is a loop \( \eta \in \Omega_{alg} U(n)^R \) such that \( \Phi = \eta^{-1} \Phi \) is real and normalized;

(ii) the degree of any normalized extended solution \( \Phi \) is at most \( n - 1 \);

(iii) If \( n \) is even, we find \( \eta \) such that the degree of \( \Phi \) at most \( n - 2 \).

**Proof.** Set \( W = \Phi \mathcal{H}_+ : M \to Gr_{r}^R \). That \( nr \) is even follows from Lemma [6.11]

(i) Suppose that \( A_i \) for some \( i \). Then \( A_{r-i} = 0 \) as well, so we may assume that \( i \geq r/2 \). If \( i = r \), then \( \lambda^i W : M \to Gr_{r-2}^R \). If \( r \) is odd and \( i = (r+1)/2 \), then \( \delta_{(r+1)/2} = \delta_{(r+3)/2} \), so \( Y = \delta_{(r+1)/2} \) is constant and maximal isotropic. As in Lemma [6.17] it follows that \((\pi_Y + \lambda^{-1} \pi_Y^\perp)W : M \to Gr_{r-1}^R \). Similarly, if \( r \) is even and \( i = r/2 \), then \( Y = \delta_{r/2} = \delta_{r/2+1} \) is constant and maximal isotropic, and \((\pi_Y + \lambda^{-1} \pi_Y^\perp)W : M \to Gr_{r-1}^R \). It remains to consider the case when \( i > (r+1)/2 \).

Following [18], we set

\[
V = \lambda^{i+1-r}(W \cap \lambda^{i-1} H_+) + \lambda^{2-i}(W \cap \lambda^{i-1} H_+) + \lambda^2 H_+.
\]

We have \( \lambda^{r-2}V \subset W \subset V \); from the fact that \( A_i = A_{r-i} = 0 \), it follows easily that \( V \) is real of degree 2 and constant. Hence \( V = \eta H_+ \) for some constant \( \eta \in \Omega_2 U(n)^R \) and \( \eta^{-1} W : M \to Gr_{r-2}^R \).

(ii) Since \( A_i \neq 0 \) for all \( i \), we have \( n = \sum_{i=0}^{r} \text{rank } A_i \geq r + 1 \), and the inequality follows.

(iii) When \( n \) is even and \( r = n - 1 \), either some \( A_i = 0 \) or \( \dim \delta_i = i+1 \) for all \( i \). If \( A_i = 0 \) for some \( i \), then we can reduce the degree by (i). If \( \dim \delta_i = i \) for all \( i \), then \( Y = \delta_{(r+1)/2} \) is constant by Lemma [6.14]. It is easy to see that \((\pi_Y + \lambda^{-1} \pi_Y^\perp)W : M \to Gr_{r-2}^R \). □

**Remark 6.18.** The bounds are sharp as shown by Examples [6.13] (i) and (iii).

**6.6. Examples of real harmonic maps and explicit formulae.** To find (extended solutions of) harmonic maps into the orthogonal group, real Grassmannians and the space \( O(2m)/U(m) \) we need to find extended solutions \( W \) which are real (Definition 6.1). To
do this, we start with a finite set of meromorphic sections $H_j$ of $\mathbb{C}^n$, set $X$ equal to their span and compute the corresponding extended solution $W : M \to Gr$ from (4.11), then we impose the reality conditions: these are linear and quadratic equations. As in Example 4.5, the unitons $\alpha_i$ for the alternating factorization are then given by (4.6); the harmonic map and associated extended solution are then the products (3.4), (2.9) of those unitons.

Let $\Phi : M \to \Omega RU(n)^\mathbb{R}$ be an extended solution and set $W = \Phi H_+ : M \to Gr^\mathbb{R}$. As above, we shall assume that $\Phi$ is normalized and that, if $r$ is even, $\delta_{r+1/2}$ is non-constant. Then $r$ is even and $\leq n - 1$ if $n$ is odd and $r \leq n - 2$ if $n$ is even. Write $\varphi = \Phi^{-1} : M \to U(n)$, so that $\overline{\varphi} = \pm \varphi$.

In the following results and examples, for an extended solution $W$ we write, as usual, $\delta_{i+1} = \delta_i : W \to \mathbb{H}_+^\mathbb{R}$ so that the $S^1$-invariant limit (Example 3.16) of $W$ is $W^0 = \sum_{i=0}^{r-1} \lambda^i \delta_{i+1} + \lambda^r \delta_2$. As before, for a meromorphic section $H$ of $\mathbb{C}^n$, we write $H^{(i)}$ to mean its $i$th derivative with respect to a local complex coordinate on $M$; further, we write $(H)_{(i)}$ to mean the osculating subbundle $h_{(i)}$ where $h = \text{span}\{H\}$; thus $(H)_{(i)} = \text{span}\{H, H^{(1)}, \ldots, H^{(i)}\}$.

We first examine some low values of $r$ and $n$. Clearly $r = 0$ if and only if $\Phi = I$; the case $r = 1$ is covered by Example 6.7.

**Proposition 6.19.** Suppose that $r = 2$ and rank $\delta_1 = 1$. Then $W$ is $S^1$-invariant and $\varphi = \delta_1 : M \to G_2(\mathbb{R}^n)$ so that $\varphi$ is a real mixed pair in the sense of [1].

**Proof.** We have $W = \text{span}\{H_0 + \lambda H_1\} + \lambda^2 \mathbb{H}_+$. However, the reality condition on $W$ implies that $H_1 \in \delta_3^C = \delta_2$ and hence $W = \delta_1 + \lambda \delta_2 + \lambda^2 \mathbb{H}_+$, so that $\varphi$ is a mixed pair as in Example 5.1(i). \hfill $\square$

**Proposition 6.20.** If $n \leq 4$ then $\Phi$ is $S^1$-invariant.

**Proof.** If $n = 2$, then $r = 0$ so that $\varphi$ is constant.

If $n = 3$, rank $\delta_1 = 1$ and the result follows from Proposition 6.19.

If $n = 4$, by Proposition 6.17, $r = 0, 1$ or 2. If $r = 2$, then rank $\delta_1 = 1$ and the result follows from Proposition 6.19. \hfill $\square$

The last two propositions are sharp as is shown by Examples 6.21 and 6.22.

For general $n$ and $r$, all $W$ can be found by solving linear and quadratic equations; we illustrate this with some examples.

**Example 6.21.** Let $n = 5$ and $r = 2$ and set

$$W = \text{span}\{H_0 + \lambda H_1, H_0^{(1)} + \lambda H_3\} + \lambda (H_0)^{(2)} + \lambda^2 \mathbb{H}_+$$

where $H_0$ is full. It is easily checked that $W : M \to Gr_2$ is an extended solution. Then $W$ is real if and only if (i) $H_0$ (i.e., span\{$H_0$\}) is totally isotropic; (ii) $\langle H_1, H_0 \rangle_C = 0$; (iii) $\langle H_3, H_0^{(1)} \rangle_C = 0$; (iv) $\langle H_3, H_0 \rangle_C + \langle H_1, H_0^{(1)} \rangle_C = 0$. The uniton factorization of Theorem 6.3 is $\Phi = (\pi_{\alpha_1} + \lambda \pi_{\alpha_1}^\perp) (\pi_{\alpha_2} + \lambda \pi_{\alpha_2}^\perp)$, where

$$\alpha_1 = (H_0)^{(2)} \quad \text{and} \quad \alpha_2 = \text{span}\{H_0 + \pi_{\alpha_1}^\perp H_1, H_0^{(1)} + \pi_{\alpha_1}^\perp H_3\}.$$

As before, when $M = S^2$, all solutions of (i) are given by the algorithm in [1]. Set $H_1 = a H_0^{(3)}$ and $H_3 = b H_0^{(3)} + c H_0^{(4)}$ for some meromorphic functions $a$, $b$ and $c$. Then (ii) is satisfied and (iv) reads $c \langle H_0, H_0^{(4)} \rangle_C + a \langle H_0^{(3)}, H_0^{(1)} \rangle_C = 0$, i.e., $(c-a) \langle H_0, H_0^{(4)} \rangle_C = 0$ which is satisfied if $c = a$. Finally (iii) can be written: $b \langle H_0, H_0^{(4)} \rangle_C = c \langle H_0^{(1)}, H_0^{(4)} \rangle_C$.

Since $H_0$ is full, $\langle H_0, H_0^{(4)} \rangle_C$ is not identically zero, so we can find $b$ to satisfy this.
This determines an extended solution $W = \Phi H_+$ of a harmonic map $\varphi = \Phi_{-1} : M \to O(5)$. If $a$ is identically zero, then $\Phi$ is $S^1$-invariant with $\varphi = H_{(1)} \oplus \overline{H}_{(1)}$ so that $\varphi^\perp = G^{(2)}(H_0)$ is a harmonic map into $\mathbb{R}P^4$. If $a$ is not identically zero, then $\Phi$ does not have values in $\Omega_2 U(5)^{\nu, \mathbb{R}}$ and $\varphi$ does not lie in a Grassmannian.

**Example 6.22.** Let $n = 6$ and $r = 3$ and set $X = \text{span}\{H_0 + \lambda H_1 + \lambda^2 H_2, \lambda H_3 + \lambda^2 H_4\}$. Applying (11) gives the extended solution

$$W = \text{span}\{H_0 + \lambda H_1 + \lambda^2 H_2\} + \lambda \text{span}\{H_3 + \lambda H_4, (H_0 + \lambda H_1)_{(1)}\} + \lambda^2 \text{span}\{(H_0)_{(2)}, (H_3)_{(1)}\} + \lambda^3 H_+.$$

The $S^1$-invariant limit is $W^0 = \delta_1 + \lambda \delta_2 + \lambda^2 \delta_3 + \lambda^3 H_+$ where $\delta_1 = \text{span}\{H_0\}$, $\delta_2 = \text{span}\{(H_0)_{(1)}, H_3\}$, and $\delta_3 = (H_0)_{(2)} + (H_3)_{(1)}$. This is a real superminimal sequence if and only if $\delta_2$ is a maximal isotropic subbundle of $\mathbb{C}^6$ and $\delta_3 = \delta_1^\perp$. We can find all possible $H_0$ and $H_3$ as in Example 6.16.

Next, $W$ is real if and only if, additionally,

(i) $\langle H_0, H_2 \rangle_\mathbb{C} + \langle H_1, H_1 \rangle_\mathbb{C} = 0$,

(ii) $\langle H_0, H_1 \rangle_\mathbb{C} = 0$,

(iii) $\langle H_1, H_3 \rangle + \langle H_0, H_4 \rangle_\mathbb{C} = 0$.

We can find all possible $H_1$ by solving the linear equation (ii); this is equivalent to choosing a meromorphic section of $(\delta_1)^\perp = \delta_3$. We then find all possible $H_2$ by solving the linear equation (i). Finally we solve the linear equation (iii) to find all possible $H_4$. Then $W = \Phi H_+$ is an extended solution with $i\Phi_{-1} : M \to O(6)$. We can easily calculate the factorization of Theorem 6.3 as in the previous example.

### 6.7. Maps into real Grassmannians and $O(2m)/U(m)$

For real $\nu$-invariant extended solutions, we obtain the following bounds on the minimal uniton number.

**Proposition 6.23.** Let $\Phi : M \to \Omega_\nu U(n)^{\nu, \mathbb{R}}$ be an extended solution with $r \geq 4$. Then

(i) there exists $\eta \in \Omega_{r, \nu} U(n)^{\mathbb{R}}$ such that $\Phi = \eta^{-1}\Phi : M \to \Omega_\nu U(n)^{\nu, \mathbb{R}}$ is normalized;

(ii) if $\Phi_{-1} : M \to G_R(\mathbb{R}^n)$, then $s \leq 2 \min\{k - 1, n - k\}$;

(iii) if $\Phi_{-1} : M \to O(2m)/U(m)$, then $\eta$ may be chosen so that $s \leq 2m - 3$.

**Proof.** (i) Suppose that $\Phi$ is not normalized, so that $A_i = 0$ for some $i$. Since this implies that $A_{r-i} = 0$, we may assume that $i \geq r/2$. The result is obvious if $i = r$. If $r$ is odd and $i = (r + 1)/2$, then $Y = \delta_{(r+1)/2} = \delta_{(r+3)/2}$ is constant and maximal isotropic.

As in Proposition 6.3, it follows that $(\pi_Y + \lambda^{-2} \pi_Y^\perp), W : M \to G_R^{\nu, \mathbb{R}}$. Similarly, if $r$ is even and $i = r/2$, then $Y = \delta_{r/2} = \delta_{r/2+1}$ is constant and maximal isotropic, and $(\pi_Y + \lambda^{-2} \pi_Y^\perp) W : M \to G_R^{\nu, \mathbb{R}}$.

Suppose now that $r/2 + 1 \leq i \leq r - 1$. Following the treatment of the symplectic case in [13] we define

$$V = \lambda^{r+1-i}(W \cap \lambda^{r-i-1} H_+) + \lambda^{3-i}(W \cap \lambda^{r-i-1} H_+) + \lambda^4 H_+.$$

We have $\lambda^{-4} V \subset W \subset V$; from the fact that $A_i = A_{r-i} = 0$, it follows easily that $V$ is constant and lies in $G_R^{\nu, \mathbb{R}}$. As in [13], we see that $(V \oplus \lambda V)^{\text{odd}} = 0$. Hence $V = \eta H_+$, for some $\eta \in \Omega_\nu U(n)^{\mathbb{R}}$ with $\eta(-1) = I$, and $\eta^{-1} W : M \to G_R^{\nu, \mathbb{R}}$.

(ii) We know that $r$ is even, and since $\tilde{W} = \Phi H_+$ is normalized, we have

$$k = \sum_{j=0}^{s/2} \text{rank } A_{2j} \geq s/2 + 1$$

and

$$n - k = \sum_{j=0}^{s/2-1} \text{rank } A_{2j+1} \geq s/2,$$
Then there is an extended solution \( \Phi : M \to \Omega_{r+k}U(n)^{\kappa,\mathbb{R}} \) with \( r \leq 2 \min \{ k, n-k \} \) and \( \Phi_{-1} = \pm \varphi \).

(ii) Let \( \varphi : M \to O(2m) / U(m) \subset U(2m) \) be a harmonic map of finite uniton number. Then there is an extended solution \( \Phi : M \to \Omega_rU(2m)^{\kappa,\mathbb{R}} \) with \( r \leq 2m - 3 \) and \( \Phi_{-1} = \pm \varphi \). \[ \square \]

Note that if \( k \) and \( n-k \) are odd, then we can embed \( G_k(\mathbb{R}^n) \) in \( G_k(\mathbb{R}^{n+1}) \).

We now give some examples, starting with a classification for low values of \( r \).

**Proposition 6.25.** Let \( W : M \to G_1^{\kappa,\mathbb{R}} \) be an extended solution. Suppose that \( r \leq 2 \), or \( r = 3 \) and \( \text{rank} \delta_1 = 1 \). Then \( W \) is \( S^1 \)-invariant.

**Proof.** When \( r = 2 \), this follows from Example 3.15.

When \( r = 3 \), \( W = \text{span} \{ H_0 + \lambda^2 H_1, H_2 + \lambda^2 H_3 \} + \lambda \delta_2 + \lambda^2 \delta_3 + \lambda^3 \mathcal{H}_+ \). However, the reality conditions imply that \( H_1 \in \delta_1^{\perp} = \delta_3 \), and hence \( W = \delta_1 + \lambda \delta_2 + \lambda^2 \delta_3 + \lambda^3 \mathcal{H}_+ \), which is \( S^1 \)-invariant. \[ \square \]

The next two examples show that the hypotheses of the last result are sharp.

**Example 6.26.** Let \( m \geq 4 \) and \( r = 3 \). Consider the extended solution

\[
W = \text{span} \{ H_0 + \lambda^2 H_1, H_2 + \lambda^2 H_3 \} + \lambda \delta_2 + \lambda^2 \delta_3 + \lambda^3 \mathcal{H}_+ ,
\]

where \( 0 \subset \delta_1 = \text{span} \{ H_0, H_2 \} \subset \delta_2 \subset \delta_3 \subset \mathbb{C}^{2m} \) is a superhorizontal sequence. When \( H_1 \) and \( H_3 \) are zero, we obtain the \( S^1 \)-invariant limit \( W^0 = \delta_1 + \lambda \delta_2 + \lambda^2 \delta_3 + \lambda^3 \mathcal{H}_+ \). Then \( W \) is real if and only if the sequence \( \delta_1 \) is real and

\[
(H_0, H_1)_C = (H_2, H_3)_C = (H_0, H_3)_C + (H_1, H_2)_C = 0 .
\]

The filtration of \( W \) given by alternating Uhlenbeck and Segal steps is given by

\[
W_1 = \lambda^{-1}W \cap \mathcal{H}_+ + \lambda \mathcal{H}_+ = \delta_2 + \lambda \mathcal{H}_+ ,
\]
\[
W_2 = \lambda^{-1}W \cap \mathcal{H}_+ + \lambda^2 \mathcal{H}_+ = \delta_2 + \lambda \delta_3 + \lambda^2 \mathcal{H}_+ ;
\]

the resulting factorization of Theorem 6.8 is \( \Phi = \Pi^i_{j=1}(\pi_{\alpha_j} + \lambda \pi_{\alpha_j}^\perp) \) where

\[
\alpha_1 = P_0 W_1 = \delta_2 ,
\]
\[
\alpha_2 = \sum_{s=0}^{1} S^i_s P_2 W_2 = \pi_{\alpha_1} \delta_2 \oplus \pi_{\alpha_1}^\perp \delta_3 = \delta_3 ,
\]
\[
\alpha_3 = \sum_{s=0}^{2} S^i_s P_2 W_2 = \text{span} \{ H_0 + \pi_{\delta_3}^\perp H_1, H_2 + \pi_{\delta_3}^\perp H_3 \} .
\]
The corresponding harmonic maps \( \varphi_i = \Pi_j^i (\pi_{\alpha_j} - \pi_{\delta_j}^i) \) are:

\[
\begin{align*}
\varphi_1 &= \delta_2 : M^2 \to O(2m)/U(m), \\
\varphi_2 &= \zeta_2^2 : M^2 \to G_*(\mathbb{C}) \text{ where } \zeta_2 = \delta_2^\perp \cap \delta_3, \\
\varphi &= \varphi_3 = \alpha_3 \oplus \zeta_2 : M^2 \to O(2m)/U(m).
\end{align*}
\]

The harmonic map \( \varphi^0 \) corresponding to the \( S^1 \)-invariant limit of \( W \) is given by \( \varphi^0 = \delta_1 \oplus \zeta_2 : M^2 \to O(2m)/U(m) \).

As an example, we find solutions \( W \) with \( m = 5 \). Consider a natural decomposition \( \mathbb{C}^{10} = \mathbb{C}^5 \oplus \mathbb{C}^5 \) of \( \mathbb{C}^{10} \) into two copies of \( \mathbb{C}^5 \); choose full totally isotropic meromorphic maps \( H_0 : M \to \mathbb{C}^5 \) and \( H_2 : M \to \mathbb{C}^5 \). Set \( \delta_1 = \text{span}\{H_0, H_2\} \). Next, pick \( H_4 : M \to ((\delta_1(1))^\perp \delta) \cup (\delta_1(1)) \) meromorphic with \( \langle H_4, H_4 \rangle\mathbb{C} = 0 \). Setting \( \delta_2 = (\delta_1(1)) \) and \( \delta_4 = \delta_2^\perp \) defines a real superminimal sequence giving an \( S^1 \)-invariant harmonic map \( M \to O(10)/U(5) \).

Next, choose \( H_1 = K_1 + a H_2^{(4)} \) and \( H_3 = bH_0^{(4)} + K_2 \). Then the reality conditions (6.3) are satisfied if \( K_1 : M \to \text{span}\{H_0\}^\perp \cap \mathbb{C}_1, K_2 : M \to \text{span} \{H_2\}^\perp \cap \mathbb{C}_1^2, \) and

\[
b\langle H_0, H_0^{(4)} \rangle_C + a \langle H_2, H_2^{(4)} \rangle_C = 0.
\]

Neither \( \langle H_0, H_0^{(4)} \rangle_C \) nor \( \langle H_2, H_2^{(4)} \rangle_C \) are identically zero, so the last equation has solutions with neither \( a \) nor \( b \) identically zero and we have a real solution \( W \).

Note that \( W \) is \( S^1 \)-invariant if and only if \( H_1 \) and \( H_3 \) are sections of \( \delta_3 \); this holds precisely when \( a = b = 0 \).

6.8. Harmonic maps to the symplectic group and its quotients. Let \( J \) denote the conjugate linear map given by left multiplication by the unit quaternion \( j \) on \( \mathbb{C}^{2m} \cong \mathbb{H}^m \).

In a similar way to Definition 6.1, we say that \( W \in Gr_r \) is symplectic (of degree \( r \)) if \( JW = \lambda_r^{-1}W \). We denote by \( Gr_r^J \) the set of elements of \( Gr_r \) which are symplectic of degree \( r \); similarly, we denote by \( \Omega_r U(2m)^J \) the elements of \( \Omega_r U(2m) \) satisfying \( J \Phi J^{-1} = \lambda_r^{-1} \Phi \); when \( W = \Phi H_+ \), we have \( W \in Gr_r^J \) if and only if \( \Phi \in \Omega_r U(2m)^J \). If \( \Phi \in \Omega_r U(2m)^J \), then \( \Phi_{-1} \) or \( i\Phi_{-1} \) is in \( Sp(m) \) depending on whether \( r \) is even or odd. The results described in \S 6.1—6.3 have obvious analogues when \( O(n) \) is replaced by \( Sp(m) \).

For the first two subsections, where \( r \) is even, this was done in [18], obtaining harmonic maps into \( Sp(m) \) and quaternionic Grassmannians, see also [9] and [15]. Regarding the new results in [6.3] for odd \( r \), the first term in the factorization described in Theorem 6.8 will correspond to a holomorphic map into the Hermitian symmetric space \( Sp(m)/U(m) \). In all cases, our methods give new explicit formulae for the harmonic maps and their extended solutions.

As in [6.5] we can normalize any extended solution \( \Phi : M \to \Omega_r U(2m)^J \), and easily obtain the following bounds on the uniton number \( r \).

**Proposition 6.27.** (i) Given a harmonic map \( \varphi : M \to Sp(m) \) of finite uniton number, there is an extended solution \( \Phi : M \to \Omega_r U(2m)^J \) with \( \Phi_{-1} = \pm \varphi \) or \( \Phi_{-1} = \pm i \varphi \) and \( r \leq 2m - 1 \);

(ii) if \( \varphi \) takes values in \( Sp(m)/Sp(k) \times Sp(m-k) \), then \( \Phi \) can be chosen with \( r \leq 4 \min\{k, m-k\} \); if \( 2k = m \), then this can be improved to \( r \leq 4k - 2 \). \( \square \)

As in the \( O(n) \) case, it follows easily that, if \( \varphi^2 = I \), then this extended solution \( \Phi \) can be chosen to take values in \( \Omega_r U(2m)^{\mu,J} = \Omega_r U(2m)^J \cap \Omega_r U(2m)^\mu \). Let \( \omega \) be the standard complex skew-symmetric form on \( \mathbb{C}^{2m} \) preserved by \( Sp(m) \). A subspace \( V \subset \mathbb{C}^{2m} \) is said to be \( J \)-isotropic if \( \omega(v,w) = 0 \) for all \( v, w \in V \). To construct examples of extended solutions
into $\Omega_2 U(2m)^J$, we may proceed as in the $O(n)$-case, replacing ‘isotropic’ by ‘$J$-isotropic’, the symmetric bilinear form $\langle \cdot, \cdot \rangle_C$ by $\omega$, and complex conjugation by multiplication by $J$.

We define $J$-isotropy order in an analogous way to the definition of isotropy order in Proposition 6.4. However, this time, for a map $f : M \to CP^{2m-1}$, the isotropy order $t$ is even and $t \leq 2m-2$. A full holomorphic map $f : M \to CP^{2m-1}$ is called totally $J$-isotropic if it has the maximum possible finite $J$-isotropy order $2m-2$. Equivalently, $f$ is totally isotropic if $G^{(2m-1)}(f) = Jf$. When $M = S^2$, all holomorphic maps of finite $J$-isotropy order are given by an algorithm in [2].

**Example 6.28.** Let $h : M \to CP^{2m-1}$ be a full totally $J$-isotropic holomorphic map. Then, as in Proposition 6.4, we can construct an $S^1$-invariant extended solution $W = \Phi H_+ = \sum_{i=0}^{r-1} \lambda^i \delta_{i+1} + \lambda^1 H_+$ from the superhorizontal sequence

$$\emptyset \subset \delta_1 \subset \delta_2 \subset \cdots \subset \delta_{2m-1} \subset C^{2m},$$

where $\delta_i = h_{i(-1)}$. Then $\Phi$ takes values in $\Omega_{2m-1} U(2m)^{\nu,J}$ and $\varphi = \Phi_{-1} : M \to Sp(m)/U(m) \subset U(2m)$ is the harmonic map of (minimal) uniton number $2m-1$ given by (6.7).

There is no analogue of Propositions 6.19 or of 6.20 as the next two examples show.

**Example 6.29.** Let $r = 2$ and $m \geq 2$. Choose $H_0$ to have $J$-isotropy order at least $2$ and set $W = \text{span}\{H_0 + \lambda H_1\} + \lambda \delta_2 + \lambda^2 H_+$, where $\delta_2$ is the orthogonal complement of $\delta_1 = \text{span}\{H_0\}$ with respect to $\omega$. Then $W$ is a symplectic extended solution, so that $W = \Phi H_+$ for an extended solution $\Phi : M \to \Omega_2 U(2m)^J$, thus giving a harmonic map $\varphi = \Phi_{-1} : M \to Sp(m)$. We can take $H_1$ not lying in $\delta_2$, then $\varphi$ does not lie in a quaternionic Grassmannian.

**Example 6.30.** Let $m = 2$ and $r = 3$. Set $X = \text{span}\{H_0 + \lambda H_1\}$ and let $W$ be the extended solution given by (4.1), i.e.,

$$W = \text{span}\{H_0 + \lambda H_1\} + \lambda (H_0 + \lambda H_1)_{(1)} + \lambda^2 (H_0)_{(2)} + \lambda^3 H_+.$$ 

Then $W$ is symplectic if and only if (i) $H_0$ is totally $J$-isotropic, and (ii) $\omega(H_0,H_1^{(1)}) + \omega(H_0,H_0^{(1)}) = 0$. Following the algorithm in [2], we can construct all $H_0$ satisfying (i); we may then choose $H_1$ satisfying the linear equation (ii). Provided (iii) $H_1$ does not lie in $(H_0)_{(1)}$, the extended solution $W$ is not $S^1$-invariant.

As a specific example, starting with $F_0 = (1,z)$, the algorithm of [2] yields the totally $J$-isotropic map $H_0 : S^2 \to C^4$ of $J$-isotropy order $2$ given by $H_0 = (z,\frac{1}{2}z^2,1,-\frac{1}{8}z^3)$. Set $H_1 = (0,0,0,a)$ where $a$ is a non-zero constant. Then (ii) and (iii) are satisfied, so we obtain a harmonic map $\varphi : S^2 \to Sp(2) \subset U(4)$ of (minimal) uniton number $3$ which does not lie in $Sp(2)/U(2)$.

**Example 6.31.** Let $m = r = 3$ and choose $H_0$ full and totally $J$-isotropic. Set

$$W = \text{span}\{H_0 + \lambda^2 H_1\} + \lambda (H_0)_{(1)} + \lambda \text{span}\{H_2\} + \lambda^2 (H_0)_{(2)} + \lambda^2 (H_2)_{(1)} + \lambda^3 H_+.$$ 

Then $W$ is a $\nu$-invariant extended solution which is symplectic if and only if $H_2$ is a section of $(H_0)_{(3)}$. With these choices, $W$ represents a harmonic map into $Sp(3)/U(3)$ of (minimal) uniton number $3$. Provided $H_1$ is not a section of $(H_0)_{(2)} + (H_2)_{(1)}$, the extended solution $W$ is not $S^1$-invariant.

In general, we have a similar result to Corollary 6.10 in conclusion, we have found explicit algebraic formulae which give all harmonic maps of finite uniton number from a Riemann surface to a classical compact Lie group or inner symmetric space of it.
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