Semi-analytical model for nonlinear light propagation in strongly interacting Rydberg gases
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Rate equation models are extensively used to describe the many-body states of laser driven atomic gases. We show that the properties of the rate equation model used to describe nonlinear optical effects arising in interacting Rydberg gases can be understood by considering the excitation of individual super-atoms. From this we deduce a simple semi-analytic model that accurately describes the Rydberg density and optical susceptibility for different dimensionalities. We identify the previously reported universal dependence of the susceptibility on the Rydberg excited fraction as an intrinsic property of the rate equation model that is rooted in one-body properties. Benchmarking against exact master equation calculations, we identify regimes in which the semi-analytic model is particularly reliable. The performance of the model improves in the presence of dephasing which destroys higher order atomic coherences.
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I. INTRODUCTION

Atoms in highly excited states, Rydberg atoms, exhibit strong and long-range interactions combined with long lifetimes. Due to strong interaction induced level shifts, driving these atoms with coherent laser fields (for example under electromagnetically induced transparency (EIT) conditions) gives rise to strong optical nonlinearities [1, 2]. These nonlinearities can be exploited to engineer non-classical states of light [3–5], to produce entangled states of single photons and atomic excitations [6], to introduce interactions between photons in an atomic medium [7], or to observe sub-Poissonian statistics of dark-state polaritons [8].

The theoretical modeling of ensembles of long-range interacting particles coherently interacting with light fields far from equilibrium turns out to be quite challenging. Mean field models fail quickly as the atomic density increases, and due to the exponentially growing Hilbert space, exact treatments are limited to small atom numbers [9–11]. In the EIT configuration, where the Rydberg level is accessed via a resonantly coupled intermediate level, incoherent processes such as the spontaneous decay of the intermediate level are crucial and make a full master equation (ME) treatment necessary.

Various approaches have been pursued to tackle this problem [12–22], one of them being the so called rate equation (RE) approach [20–27]. This approach may be used to calculate the steady state of a cloud of two- or three-level atoms subject to near resonant laser driving by adiabatic elimination of all coherences and including interactions as level shifts of the Rydberg level of individual atoms. This classical model is fast, simple to implement and allows to treat up to 10^5 atoms and is thus directly applicable to many experimental setups. It has proven to perform well by comparison to experimental data [8, 20, 27] and predicts many remarkable properties such as the universal relation between the nonlinear optical susceptibility and the Rydberg excited fraction in three-level media. One question that immediately arises is, whether these properties are only valid if the system behaves classically due to strong decoherence or if they also hold in largely coherent systems. In other words: In which parameter regimes is the RE model valid?

In this paper we investigate the application of the RE model to an ensemble of resonantly driven three-level atoms. Through extensive Monte-Carlo simulations, Ates et al. [17, 20] found that the nonlinear optical susceptibility and the Rydberg density obey a universal relation. We show that this universal relation can be understood as an intrinsic property of the RE model. Then we show that the global observables, predicted by the RE model can be reproduced using a simple semi-analytical model by treating the atomic medium as a collection of super-atoms [28, 29]. Starting from the analytic solution of the RE for a single super-atom, we illustrate how the RE model is capable of reproducing the scaling laws predicted in [30]. Combining the universal relation [20] with our result for the Rydberg excited fraction, we can describe the nonlinear optical response of a resonantly driven Rydberg gas in terms of single atom properties alone. To check the validity of the semi-analytical model we benchmark it by comparing to full ME simulations with few atoms. We find that it performs well whenever interatomic coherences are suppressed.

II. RATE EQUATION MODEL

The RE model provides a way to calculate the steady state of a strongly interacting many-body system subject to laser driving, with a computational complexity that scales almost linear with the atom number as long as the Rydberg excited fraction is small. For details of the algorithm, see Refs. [20, 21, 23]. The setup we have
in mind is the three-level system, for example in $^{87}$Rb, with atomic states $|g\rangle,|e\rangle,|R\rangle$ as used in Ref. [8]. The ground state $|g\rangle = |5S_{1/2}\rangle$ is resonantly coupled to an intermediate state $|e\rangle = |5P_{3/2}\rangle$ by a (weak) probe laser with Rabi frequency $\Omega_p$. The intermediate state $|e\rangle$ is resonantly coupled to the Rydberg state $|R\rangle = |5S_{1/2}\rangle$ by a (strong) coupling laser with Rabi frequency $\Omega_c$. The $|e\rangle$ state spontaneously decays to the ground state with decay rate $\Gamma$, while the Rydberg state is long lived (decay rate much smaller than $\Gamma$). The additional dephasings caused by the finite laser bandwidths lead to the total linewidths $\gamma_{eg}$ and $\gamma_{gR}$ of the probe transition and the two photon transition, respectively [8]. Two atoms that are in the Rydberg state experience repulsive van der Waals type interactions with strength $C_6 = 50$ GHz $\mu m^6$.

The Hamiltonian of an ensemble of $N$ atoms, in the rotating wave approximation, reads ($\hbar = 1$)

$$H = \sum_{i=1}^{N} H_i^{(1)} + \sum_{i<j} C_6 |R_i R_j\rangle \langle R_i R_j| |r_i - r_j|^6$$

where $H_i^{(1)} = \Omega_p / 2 |g\rangle \langle e| + \Omega_c / 2 |e\rangle \langle R| + h.c.$ describes the coupling of the atoms to the laser fields. In this work we restrict our analysis to the case of resonant laser excitation, however, the RE approach is also straightforwardly applied to the case of off-resonant driving [20, 27]. Incoherent processes can be included as Lindblad terms [31] leading to the master equation for the density matrix

$$\dot{\rho} = -i[H, \rho] + \mathcal{L}[\rho].$$

For a single atom ($N = 1$) one can transform this into a RE for the populations of the atomic levels by adiabatically eliminating the coherences ($\dot{\rho}_{ab} = 0$ for $a \neq b$) [23]. In the many-body case one can generalize this to a RE for the populations of the many-body configurations $\sigma = \{\xi_1, \xi_2, \ldots, \xi_N\}$, where $\sigma_i \in \{g, e, R\}$ [21]. We employ a Monte Carlo technique to solve the many-body RE. That is, starting from the global ground state $\{g, g, \ldots, g\}$ we perform a random walk through the space of configurations $\sigma$ and average over many such trajectories, ensuring the convergence to a global steady state. The Hamiltonian $H$ and the Lindblad term $\mathcal{L}[\rho]$ couple two configurations $\sigma$ only if they differ solely in the state of one atom. Therefore, in order to calculate the transition rates between two states, one only has to take into account the jump probability of the atom whose state is changing. The interaction between atoms in the Rydberg state is incorporated as a shift of the Rydberg level of the considered atom, $\Delta_{int}^{(i)} = \sum_{j \neq i} C_6/|r_i - r_j|^6$, where the primed sum only runs over atoms that are in the Rydberg state in the current step. $\Delta_{int}^{(i)}$ enters into the single atom master equation as a detuning of the Rydberg level of atom $i$, (i.e., via an additional term $H_{\Delta}^{(i)} = \Delta_{int}^{(i)} |R_i\rangle \langle R_i|$, thereby excluding true many-body quantum correlations.

Technically, in a single step of the Monte Carlo procedure, an atom is picked randomly, its transition rates to other states are calculated by solving the single atom master equation including the local interaction shift, and in a further random process the decision is made on whether the atom changes its state and, if it does, which state it jumps to. We use the steady-state values of the populations of the considered atom as jump probabilities as done in Ref. [21], but different from Refs. [20, 23, 27]. This is justified as long as the solution is restricted to the global steady state. This enables us to simulate atomic ensembles consisting of up to $5 \times 10^4$ atoms in reasonable computation times at the cost of abandoning any physical dynamics.

### III. ORIGIN OF THE UNIVERSAL RELATION

In this section we show how the universal relation reported in Ref. [20] arises as an intrinsic feature of the RE model. This relation connects the steady state value of the imaginary part of the nonlinear optical susceptibility $\chi = \text{Im}\{\chi_{ge}\} \propto \text{Im}\{\rho_{ee}\}$ to the Rydberg density. It was found heuristically from many-body simulations of the RE model [20] and reads

$$\chi/\chi_{2L} = \frac{f_{bl}}{1 + f_{bl}}.$$  

The blockade fraction is defined as

$$f_{bl} = \rho_{RR}^{(0)}/\rho_{RR} - 1,$$

where $\rho_{RR}$ is the steady-state Rydberg excited fraction (or Rydberg density, if multiplied by the atomic density $n_0$) and $\rho_{RR}^{(0)} = \rho_{RR}(\Delta_{int} = 0)$ is its value in the non-interacting limit. $\chi_{2L}$ is the value of $\chi$ in the absence of the coupling laser ($\Omega_c = 0$), which corresponds to the case of a two-level atom with states $|g\rangle$ and $|e\rangle$ only. In the non-interacting limit (reached for low atomic densities and/or probe intensities), the Rydberg density is equal to the non-interacting Rydberg density ($f_{bl} \to 0$). Hence $\chi = 0$, corresponding to perfect EIT. In the strongly-interacting limit, when the Rydberg population is strongly suppressed due to the Rydberg blockade ($\rho_{RR} \ll \rho_{RR}^{(0)}$), the absorption approaches its two-level value $\chi/\chi_{2L} = 1$.

The RE model always fulfils the universal relation [3] due to the following reasoning: In steady state the susceptibility $\chi$ is proportional to the population of the intermediate level $\rho_{ee}$ [20]. Substituting $\chi/\chi_{2L} = \rho_{ee}/\rho_{ee}^{2L}$ into Eq. (3), the relation is simply

$$\rho_{ee}/\rho_{ee}^{2L} = 1 - \rho_{RR}/\rho_{RR}^{(0)}.$$  

If this linear relation between the steady-state population of the intermediate level and the Rydberg level holds for the single-atom steady states for any (interaction induced) detuning $\Delta_{int}$, then it also holds for the ensemble average obtained from the RE model due to the fact that in the RE model interactions are only taken into account
as level shifts of the Rydberg level. Indeed for the case of perfect EIT ($\gamma_{gR} = 0$) we find that both sides of Eq. (5) are equal to

$$\frac{4\gamma_{ge}\Delta_{int}^2 (\Gamma \gamma_{ge} + 2\Omega_p^2)}{4\gamma_{ge}\Delta_{int}^2 (\Gamma \gamma_{ge} + 2\Omega_p^2) + (\Omega_c^2 + \Omega_p^2) (\Gamma \Omega_c^2 + \gamma_{ge} \Omega_p^2)},$$

(6)

in the single atom case. Thus the universal relation is found to be an intrinsic property of the RE model that arises due to the fact that in the RE model interactions are included as shifts in the two-photon detuning.

If one considers non-zero $\gamma_{gR}$ caused by laser dephasing or decay from the Rydberg level which suppress the $gR$-coherence, then $\chi$ will be non-zero even in the non-interacting limit (imperfect EIT). To account for this, the universal relation can be heuristically modified to

$$\chi/\chi_{2L} = \frac{\chi_0/\chi_{2L} + f_{bl}}{1 + f_{bl}},$$

(7)

where we denoted the residual susceptibility in the non-interacting limit ($\Delta_{int} = 0$) with $\chi_0$. This result can also be obtained from a simple hard sphere picture [17]. For imperfect EIT there is no such analytic equality as the one shown above for the perfect EIT case. However, as long as dephasing and Rydberg state decay are small, the modified universal relation is fulfilled to a good approximation.

Figure 1 shows the result of RE simulations for a homogeneous (periodic boundaries) one-dimensional sample of $5 \times 10^4$ atoms. The density is varied by reducing the system length. The coupling parameters are similar to those used in Ref. [8]. The inset shows the comparison between the results of the RE model and the modified universal relation. We observe that for low dephasing (green) the RE result follows the universal curve extremely well, while for relatively large dephasing (red) small deviations can be seen. The main figure shows the same results as a function of the atomic density $n_0$. The solid lines are the result of the semi-analytical model introduced in the next section which was used to obtain $f_{bl}$ as a function of $n_0$.

IV. EMERGENCE OF COLLECTIVE EFFECTS

IV.1. High density regime

Having studied the connection between $\chi$ and $f_{bl}$ predicted by the RE model, we now focus on the dependence of $f_{bl}$ on the system parameters, in particular on the atomic density. Figure 2 shows the dependence of $f_{bl}$ on the atomic density $n_0$ obtained from the RE model for systems of different dimensionality. The parameters are the same as for the red line in Fig. 1 and are comparable to those of Ref. [8] except for a higher probe Rabi frequency. We rescaled the atomic density by multiplying with the volume of a blockade sphere to give the number of atoms per blockade sphere, $N_b = n_b V_b$. $V_b = \{2r_b, \pi r_b^2, 4\pi r_b^3/3\}$ for 1D, 2D, and 3D, respectively. The blockade radius $r_b$ is defined as the distance at which the two-body interaction energy $C_6/r_b^6$ equals the single-atom EIT resonance width $\omega_0 = \gamma_{gR} + \Omega_c^2/\gamma_{ge}$ given by the single-atom steady-state population resonance $\rho_{RR}(\Delta_{int})$.

$$r_b = \left(\frac{2C_6 \gamma_{ge}}{\gamma_{ge} \gamma_{gR} + \Omega_c^2}\right)^{1/6}.\quad (8)$$

For the parameters of the simulation $r_b \approx 5 \mu$m. Remarkably, $f_{bl}$ has a very simple dependence on $N_b$. In the low density regime all curves collapse to $f_{bl} = N_b p\rho_{RR}^{(0)}$ (dashed line), while in the high density limit $f_{bl}$ is proportional to $N_b^{-p/(2p+d)}$ (solid lines), where $d$ is the system dimensionality and $p$ is the exponent of the interaction potential. For a van der Waals potential one has $p = 6$, yielding scaling exponents $12/13$, $6/7$, and $4/5$ for 1D, 2D, and 3D, respectively. It is somewhat surprising that these scalings, also discussed by Weimer et al. [30] are reproduced by the RE model since they are rooted in the $\sqrt{N_b}$-enhancement of the Rabi-frequency due to coherent collective excitation that does not enter explicitly in the RE model.

IV.2. Semi-analytic model

To understand how collective effects manifest themselves in the RE model, we regard the atomic ensemble
as consisting of a collection of blockade spheres or super-atoms. An isolated super-atom has a certain steady-state probability $P_{ss}$ to be excited. The value of $P_{ss}$ predicted by the rate equation model can be calculated analytically. By equating the width of the super-atom resonance $P_{ss}(\Delta_{int})$ to the mean-field shift produced by surrounding super-atoms, we can self-consistently determine the size of the super-atoms. The resulting model closely reproduces the RE result for $f_{bl}$ over the full density range.

**IV.2.2. Size of the super-atoms in an extended sample**

Equation (10) gives the steady-state population of the Rydberg state for a given $N$. We now consider an extended atomic sample that is divided into super-atoms, each containing $N_c$ atoms. We denote the collectively enhanced blockade radius with $r_c$ and the mean number of atoms per collective blockade sphere $\langle N_c \rangle = 4\pi r_c^3/3$ (for 3D). Due to local density fluctuations in an ensemble of randomly distributed atoms, $N_c$ will fluctuate from super-atom to super-atom. To account for this we perform an average over a Poissonian distribution

$$\langle P_{ss} \rangle = \sum_{N_c=0}^{\infty} \frac{e^{-\mu} \mu^{N_c} N_c}{N_c!} P_{ss},$$

where $\mu = \langle N_c \rangle$. We note that for high atomic densities ($\mu \gg 1$), or in the weak probe limit (where $\rho_{RR}^{(0)} \ll 1$) the averaging does not have a significant influence (i.e. $\langle P_{ss} \rangle = P_{ss}$).

Finally, we determine the size of each super-atom (mean number of atoms per super-atom, $\mu$) in a self-consistent manner. For this we generalize Eq. (10) by substituting $\rho_{RR}^{(0)}$ with $\rho_{RR}(\Delta_{int})$, i.e., by including a mean-field shift caused by the surrounding super-atoms. For single atoms the blockade radius is determined by equating the interaction shift to the resonance width $\Delta_0$. Analogously, one equates the half width of the mean super-atom excitation probability $\langle P_{ss}(\Delta_{int}) \rangle$ to
the mean-field shift and solves for \( \mu \) (or equivalently for \( r_c \)):

\[
(P_{ss}(\Delta_{int} = w)) = \frac{1}{2} (P_{ss}(\Delta_{int} = 0)),
\]

where the interaction shift \( w = C_0/r_c^6 = w_0(n_0 V_0)^2/\mu^2 \) (for 3D), where we have used \( w_0 = C_0/r_B^6 \).

Numerically solving Eq. (12) for \( \mu \), one obtains the size of the super-atoms as a function of \( n_0 \). Using \( f_{bl} = \rho_{RR}^{(0)} \mu \) the dependence of \( f_{bl} \) on \( n_0 \) is reproduced correctly over the full range of densities. This is illustrated in the inset of Fig. 2 where we plot the same data as in the main panel as a function of \( \rho_{RR}^{(0)} \mu \). Indeed, all data points lie on the diagonal line over the full range of densities including the collective regime. We note a possible slight deviation at high densities (especially for the 3D geometry) where the RE results lie just above the diagonal, which we attribute to the breakdown of the super-atom picture due to the influence of overlapping blockade spheres.

IV.2.3. Scaling laws

Solving Eq. (12) in the limit \( \mu \to \infty \) we find the following scaling behavior of collective blockade radius, Rydberg density, excited fraction, and blockade fraction (\( f_{bl} \propto \rho_{RR} \) for \( f_{bl} \gg 1 \)):

\[
\begin{align*}
    r_c &\propto n_0^{-1/(2p+d)}, \\
    n_R &\propto n_c^{-d/(2p+d)}, \\
    \rho_{RR} &\propto n_R/n_0 \propto n_0^{-2p/(2p+d)}, \\
    f_{bl} &\propto \rho_{RR}^{(0)} \propto n_0^{2p/(2p+d)}. 
\end{align*}
\]

This matches the scaling observed in Fig. 2 for \( p = 6 \) (van der Waals) and \( d = 1, 2, 3 \).

V. NONLINEAR LIGHT PROPAGATION

The result of the preceding section can be exploited to describe the propagation of a resonant probe beam through a Rydberg EIT-medium. Combining the semi-analytical model of Sec. IV.2 with the universal relation of Eq. (7), we obtain an expression for the local susceptibility \( \chi(r) \) which only depends on the laser parameters, the interaction strength and the local atomic density \( n_0(r) \). This is how the solid lines in the main panel of Fig. 2 are obtained, showing nearly perfect agreement with the RE simulations. In Rydberg EIT, the probe beam is weak and becomes attenuated by absorption in the atomic medium. Under the assumption that the atomic steady state is reached and \( n_0 \) and \( \Omega_p \) vary slowly in space, one can calculate the probe beam absorption by integrating

\[
\partial_t \Omega_p(r) = -\frac{k}{2} \chi[\Omega_p(r), n_0(r)] \Omega_p(r)
\]

VI. COMPARISON WITH EXACT MASTER EQUATION SIMULATIONS

In the following we test the validity of the semi-analytic model by comparing to full master equation simulations of the steady state of few-atom systems. By elaborating the characteristic features for the case of a fully blockaded sample we find that the model performs well in the presence of dephasing of the coherence \( \rho_{RR} \) and in particular for asymmetric couplings \( \Omega_p \ll \Omega_c \) or \( \Omega_p \gg \Omega_c \). In the limit of large dephasings, the classical rate equation model becomes exact \( \Omega_p \). In the intermediate regime, however, the steady state Rydberg and intermediate state populations can differ between the two descriptions.

Figure 3 shows the dependence of Rydberg \( \rho_{RR} \) and intermediate state \( \rho_{ee} \) populations on the probe Rabi frequency ranging from the weak probe to the strong probe regime. We assume a fully blockaded sample of \( N = 4 \) atoms under perfect EIT conditions (zero laser dephasings and no spontaneous decay from the Rydberg
In the fully blocked case with fixed $N$, the semi-analytical model is equivalent to the RE model and is given by Eq. (10). Figures 3(a) and (c) correspond to the regime of weak driving ($\Omega_c < \Gamma$). We observe that the Rydberg population predicted by Eq. (10) (red dashed line) agrees well with the exact solution in both the weak and strong probe regimes, while for intermediate $\Omega_p/\Omega_c$, the Rydberg population is overestimated by the semi-analytical model. For strong coherent driving [Figs. 3(b) and (d)] a similar situation is encountered, with the exception that for weak probe a region arises where the semi-analytical model underestimates the exact result. The intermediate state population [shown in Figs. 3(c) and (d)] is underestimated in the intermediate regime. We note that in the presence of laser dephasing all the deviations become smaller, but the qualitative features remain the same, as will be shown below.

Figure 4 shows a systematic study of the relative deviation between the semi-analytical model and the ME simulations for the case of 2 atoms, which shows all qualitative features. Figures 4(a) and (b) show the relative deviation in $\rho_{RR}$, while (c) and (d) show the deviation in $\rho_{ee}$, calculated from

$$\text{Err}[\rho_{aa}] = \left| \frac{\rho_{aa}^{\text{ME}} - \rho_{aa}^{\text{RE}}}{\rho_{aa}^{\text{ME}}} \right|$$

with $a \in \{ R, e \}$, respectively. In all plots, two regions can be distinguished: In the weak probe regime, there is a region where the semi-analytical model underestimates the exact $\rho_{RR}$, and in the intermediate probe regime, the exact result is overestimated (and vice versa for $\rho_{ee}$). The two regions are separated by a line of vanishing deviation. The region where the Rydberg population is underestimated only exists for sufficiently strong coherent driving ($\Omega_c > \Gamma$). Comparing Figs. 4(a) and (b) we observe that including decoherence effects such as finite laser linewidths, the deviations decrease, however the qualitative features persist. In (b) we included a dephasing of the Rydberg level with rate $\gamma_R = 0.3\Omega_c$, which approximately corresponds to the parameters used in Sec. IV.

The cross marks the parameters used in Fig. 2 showing that for these parameters the semi-analytical model performs very well. The deviations in $\rho_{ee}$ look quite similar, however, here now the population is overestimated by the semi-analytical model for weak probe and underestimated for intermediate and strong probe intensity. Additionally, the weak probe feature is much narrower than for $\rho_{RR}$. The large deviations observed at weak probe and strong coherent driving are an artefact of the idealized case of perfect EIT. As soon as a dephasing of the Rydberg state is present, the good performance of the semi-analytic model is recovered at $\Omega_p/\Omega_c \ll 1$, cf. Fig. 4(d). For larger atom numbers ($N = 3, 4$) the qualitative features remain the same. The main difference is a vertical compression of the structures which amounts to a rescaling of $\Omega_p$ by a factor of $\sqrt{N}$. This means that in order to estimate the validity of the semi-analytical model for higher atom numbers, one should consider the parameter $\sqrt{N}\Omega_p/\Omega_c$ rather than $\Omega_p/\Omega_c$.

VII. SUMMARY

In summary we have shown that the RE model is a powerful tool for modelling the many-body physics of long range interacting three-level atoms in the frozen gas regime as long as inter-atomic coherences are suppressed. The smallness of these coherences can be due to strong dephasing effects, or due to strongly differing sizes of the Rabi frequencies, i.e., strong probe ($\Omega_p \gg \Omega_c$) or weak probe ($\Omega_p \ll \Omega_c$). We have found that the RE model reproduces collective effects that can be understood in terms of classical statistical arguments and resembles the expected steady state for a strongly dissipative fully blockaded ensemble. At low atomic densities the predictions of the RE model are consistent with a linear dependence of $f_{bl}$ on the density of ground state atoms. At high densities, i.e., in the collective regime, the RE model reproduces the scaling exponents that emerge due to collective effects. Generalizing the simple relation for $f_{bl} = \rho_{RR}^{(0)}N_0$ by including the collective blockade radius instead of the single-atom one, we can reproduce the results of the RE model over the full range of atomic densities.

The universal relation between the electromagnetic susceptibility $\chi$ and the blockade fraction $f_{bl}$ has been shown to be an intrinsic feature of the RE model that
can be deduced from the single atom master equation and appears in RE simulations due to the fact that interactions are included only as level shifts. It was shown that this feature together with the relation $f_{\text{d}} = \rho_{RR}^{(0)}\mu$ can be exploited to design a simple model for light propagation through Rydberg EIT media.

Despite the fact that collective scaling exponents are reproduced by the RE and semi-analytic models, it is not immediately clear that the results obtained in this regime are quantitatively consistent with fully correlated many-body calculations. In order to check this, we have carried out full master equation calculations with few atoms for comparison. The semi-analytical model performs well in the presence of dephasing and in particular in the strong probe and very weak probe regimes, i.e., when $\rho_{RR}^{(0)}$ is either close to one or close to zero. In these cases the inter-atomic coherences are small and thus fragile with respect to dephasing.
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