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Abstract
This paper is devoted to integrability conditions for systems of linear difference and differential equations with difference parameters. It is shown that such a system is difference isomonodromic if and only if it is difference isomonodromic with respect to each parameter separately. Due to this result, it is no longer necessary to solve non-linear difference equations to verify isomonodromicity, which will improve efficiency of computation with these systems.
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1. Introduction

In this paper, we improve the algorithm that verifies if a system of linear difference and differential equations with difference parameters is isomonodromic (Definition 3.1). Given a system of difference or differential equations with parameters, it is natural to ask if its solutions satisfy extra linear difference equations with respect to the parameters. Consider an algorithm whose input consists of a field $K$ with commuting automorphisms $\phi_1, \ldots, \phi_q, \sigma_1, \ldots, \sigma_r$ and derivations $\partial_1, \ldots, \partial_m$ on $K$ and a system of difference equations

$$\phi_i(Y) = A_i Y, \ldots, \phi_q(Y) = A_q Y, \quad \partial_1 Y = B_1 Y, \ldots, \partial_m Y = B_m Y,$$

where $A_i \in \text{GL}_n(K)$ and $B_j \in M_n(K)$, $1 \leq i \leq q$, $1 \leq j \leq m$. Its output consists of such additional linear difference equations

$$\sigma_i Y = C_1 Y, \ldots, \sigma_r Y = C_r Y,$$

where $C_i \in \text{GL}_n(K)$, $1 \leq i \leq r$, if they exist, for which there exists an invertible matrix solution of (1) that satisfies (2) as well. For an invertible matrix solution of (1) to possibly exist, the $A_i$’s and $B_j$’s must satisfy the integrability conditions (5), (6), and (7). Moreover, the existence of the $C_i$’s above is equivalent to the existence of $C_i$’s satisfying another large collection of integrability conditions (9), (10) and (11). Such systems (1) are called isomonodromic in analogy with
Differential equations [26, 27, 19, 20, 16]. Isomonodromy problems for q-difference equations and their relations with q-difference Painlevé equations were studied in [21, 22].

The main result, Theorem 4.1, states that (11), which are non-linear difference equations in the $C_i$’s, do not have to be verified to check the existence of the $C_i$’s. More precisely, the existence of $C_i$’s satisfying (9) and (10) implies the existence of new invertible matrices that satisfy all of (9), (10), and (11).

Since, due to our result, we only need to check the existence of solutions (that have entries in the ground field $K$) of a system of linear difference and differential equations, a complexity estimate for verifying whether a system of difference and differential equations is isomonodromic becomes possible due to [1, 2, 4, 6, 7, 8].

A similar problem but for systems of differential equations was considered in [16], motivated by the classical results [19, 20]. Differential categories developed in [15] formed the main technical tool in [16]. On the contrary, our proofs are constructive, which makes them more suitable for practical use. In particular, from our proof, one can derive an algorithm that, given a common invertible solution of (9) and (10), computes a common invertible solution of all (9), (10), and (11).

If one attempts to find a common solution for all of (9), (10), and (11) in a naive way, one might have to adjoin new elements to the base field $K$ that are not constant with respect to the derivations and automorphisms, which is not desirable. On the other hand, Theorem 4.1 shows how one can limit, in a computable way, these newly adjoint elements to those that are constant with respect to all derivations and the automorphisms that do not correspond to the parameters, which is another advantage of this approach. This is also different from the approach taken in [5] to give an explicit treatment of a similar problem but for differential parameters, where a linearly differentially closed assumption is imposed on the field of constants with respect to the automorphisms.

The main result is expected to have further applications. In parameterized differential Galois theory [9], there are several algorithms for computing Galois groups. For $2 \times 2$ systems, they are given in [3, 14]. An algorithm, more general in terms of the order of the system, [24, 23] uses the differential analogues [16] of our results to make the computation more efficient. Our results may prove useful in the design of an algorithm for computing parameterized difference Galois groups with difference parameters, as it has happened in the differential case, once [13] or [25] is generalized to the case of several difference parameters, which is a challenge on its own.

These and other difference and differential Galois theories [18, 17, 11, 12, 10, 28] have been developed to compute all difference and differential algebraic relations that solutions of systems of linear difference and differential equations satisfy and have found many practical applications.

The paper is organized as follows. Notation is introduced and the basic notions of differential and difference algebra are reviewed in Section 2. The integrability conditions are discussed in Section 3, where the main result is illustrated by showing a concrete example, in which we perform computation with the basic hypergeometric q-difference equation with parameters (Example 3.2). The main result and its proof are described in Section 4.

2. Basic definitions

A $\Delta$-ring is a commutative associative ring with unit 1 together with a set $\Delta = \{\partial_1, \ldots, \partial_m\}$ of commuting derivations $\partial_i : R \to R$ such that 

$$\partial_i(a + b) = \partial_i(a) + \partial_i(b), \quad \partial_i(ab) = \partial_i(a)b + a\partial_i(b), \quad a, b \in R, \quad 1 \leq i \leq m.$$
For example, $\mathbb{Q}$ is a $[\partial]$-field with the unique zero derivation. For every $f \in \mathbb{C}(x)$, there exists a unique derivation $\partial : \mathbb{C}(x) \to \mathbb{C}(x)$ with $\partial(x) = f$, turning $\mathbb{C}(x)$ into a $[\partial]$-field.

For a ring $R$, $M_n(R)$ denotes the set of $n \times n$ matrices with entries in $R$, and $\text{GL}_n(R)$ are the invertible matrices in $M_n(R)$.

A $\Phi$-ring $R$ is a commutative associative ring with unit 1 and a set $\Phi = \{\phi_1, \ldots, \phi_q\}$ of commuting automorphisms $\phi_i : R \to R$, $1 \leq i \leq q$. A $[\Phi, \Delta]$-ring $R$ is a $\Phi$-ring and a $\Delta$-ring such that, for all $\phi \in \Phi$ and $\partial \in \Delta$, $\phi \partial = \partial \phi$. For subsets $\Phi' \subset \Phi$ and $\Delta' \subset \Delta$, let

$$R^{\Phi', \Delta'} := \{r \in R \mid \phi(r) = r, \partial(r) = 0, \text{ for all } \phi \in \Phi', \partial \in \Delta'\},$$

the set of $[\Phi', \Delta']$-constants of $R$.

To discuss difference parameters in systems of difference and differential equations, it will be convenient for us to split the set of automorphisms into two subsets. In such a case, we will write $[\Phi \cup \Sigma, \Delta]$ to emphasize that the set $\Phi \cup \Sigma$ of given automorphisms is split into two subsets, $\Phi$ and $\Sigma$. In this case, the $\Sigma$ corresponds to the parameters.

Let $\Sigma = \{\sigma_1, \ldots, \sigma_r\}$, $R$ be a $\Sigma$-ring, and $y_1, \ldots, y_n$ be indeterminates over $R$. The ring

$$R[y_1, \ldots, y_n]_\Sigma := R[\theta_{y_i} \mid \theta = \sigma_1^{i_1} \cdots \sigma_r^{i_r}, 1 \leq i \leq n, i_j \in \mathbb{Z}, 1 \leq j \leq r]$$

is called the ring of $\Sigma$-polynomials, which is naturally a $\Sigma$-ring.

**Example 2.1.** To clarify the above, we will show a few basic examples of $[\Phi \cup \Sigma, \Delta]$-rings:

1. $R = \mathbb{Q}(x_1, \ldots, x_m, a_1, \ldots, a_r)$ with $\Phi = \{\phi_1, \ldots, \phi_m\}$, $\Sigma = \{\sigma_1, \ldots, \sigma_r\}$, and $\Delta = \{\partial_1, \ldots, \partial_m\}$ defined by
   
   $$\phi_i(f)(x_1, \ldots, x_m, a_1, \ldots, a_r) = f(x_1, \ldots, x_i + 1, \ldots, x_m, a_1, \ldots, a_r), \quad f \in R, \quad 1 \leq i \leq m,$$
   $$\sigma_j(f)(x_1, \ldots, x_m, a_1, \ldots, a_r) = f(x_1, \ldots, x_m, a_1, \ldots, a_i + 1, \ldots, a_r), \quad f \in R, \quad 1 \leq i \leq r,$$
   $$\partial_i = \partial/\partial x_i, \quad 1 \leq i \leq m,$$

   where $x_1, \ldots, x_m, a_1, \ldots, a_r$ are transcendental over $\mathbb{Q}$.

2. $R = \mathbb{Q}(x, a)$ with $\Phi = \{\phi\}$, $\Sigma = \{\sigma\}$, and $\Delta = \{\partial\}$ defined by
   $$\phi(f)(x, a) = f(q_1x, a), \quad \sigma(f)(x, a) = f(x, q_2a), \quad \partial = x\partial/\partial x,$$

   where $0 \neq q_1, q_2 \in \mathbb{Q}$ and $x$ and $a$ are transcendental over $\mathbb{Q}$.

**Example 2.2.** Difference and differential equations with difference parameters that appear in practice include, among many others,

$$y''(x) + (x^3 + ax + b) \cdot y(x) = 0$$

and

$$y(q^2x) - \frac{(a + b)x - (1 + c/q)}{abx - c/q}y(qx) + \frac{x - 1}{abz - c/q}y(x) = 0. \quad (3)$$
3. Integrability conditions

In this section, the integrability conditions are introduced and an example illustrating our approach is given. The main result will be shown in Section 4. Let $K$ be a $[\Phi \cup \Sigma, \Delta]$-field of characteristic zero, where $\Phi = \{\phi_1, \ldots, \phi_q\}$, $\Sigma = \{\sigma_1, \ldots, \sigma_r\}$, and $\Delta = \{\partial_1, \ldots, \partial_m\}$, and

$$A_1, \ldots, A_q \in \text{GL}_n(K) \quad \text{and} \quad B_1, \ldots, B_m \in M_n(K).$$

Consider the system of difference-differential equations

$$\phi_i(Y) = A_i Y, \quad \phi_q(Y) = A_q Y, \quad \partial_i(Y) = B_i Y, \quad \partial_m(Y) = B_m Y.$$  

(4)

If $L \supset K$ is a $[\Phi, \Delta]$-ring extension and $Z \in \text{GL}_n(L)$ satisfies (4) then, for all $i, j, 1 \leq i, j \leq q$, we have

$$\phi_j(A_i)A_j Z = \phi_j(\partial_i(Z)) = \partial_i(\phi_j(Z)) = \partial_i(A_j)Z + A_j B_j Z.$$  

Therefore, we obtain

$$\phi_j(A_i)A_j = \phi_j(A_i)A_j$$  

(5)

Moreover,

$$\phi_j(B_j)A_j Z = \phi_j(\partial_i(Z)) = \partial_i(\phi_j(Z)) = \partial_i(A_j)Z + A_j B_j Z$$

and

$$\partial_j(B_j)Z + B_j B_j Z = \partial_j(\partial_i(Z)) = \partial_i(\partial_j(Z)) = \partial_i(B_j)Z + B_j B_j Z,$$

which imply that

$$\phi_j(B_j)A_j = \partial_i(A_j) + A_j B_i, \quad 1 \leq i, j \leq m$$  

(6)

and

$$\partial_j(B_j) - \partial_i(B_j) = [B_j, B_i], \quad 1 \leq i, j \leq m.$$  

(7)

If, in addition, there exist $C_1, \ldots, C_r \in \text{GL}_n(K)$ such that

$$\sigma_i(Z) = C_i Z, \quad \sigma_r(Z) = C_i Z,$$  

(8)

then, similarly to the above,

$$\phi_j(C_i)A_j = \sigma_j(A_j)C_i, \quad 1 \leq i \leq r, 1 \leq j \leq q,$$  

(9)

$$\sigma_j(B_i)C_j = \sigma_j(B_i)C_j, \quad 1 \leq i \leq m, 1 \leq j \leq q,$$  

(10)

$$\sigma_j(C_i)C_j = \sigma_j(C_i)C_j, \quad 1 \leq i \leq j \leq r.$$  

(11)

Therefore, (5), (6), (7), (9), (10), and (11) are necessary conditions for the existence of a common invertible matrix solution of (4) and (8) with entries in a field $L$. They are also sufficient. Indeed, let

$$L = K(x_{11}, \ldots, x_{mn}),$$

with

$$\partial_i((x_{ij})) = B_i(x_{ij}), \quad 1 \leq i \leq m, \quad \phi_j((x_{ij})) = A_j(x_{ij}), \quad 1 \leq j \leq q,$$

$$\sigma_k((x_{ij})) = C_k(x_{ij}), \quad 1 \leq k \leq r.$$

Then (5), (6), (7), (9), (10), and (11) imply that $L$ is a $[\Phi \cup \Sigma, \Delta]$-field.
Consider the field Example 3.2. And parameterized Galois theory can be found, for example, in which can be calculated using the D and d. Moreover, (Definition 3.1. Since $\Phi \cup \Sigma$-field can be found, for example, in $\Phi \cup \Sigma$-field, and the proof of Theorem 4.1) is a $\Phi \cup \Sigma$-field containing $K$. However, (11) is satisfied only for the pair $C_1$ and $C_2$. So, the $q$-differential equation (3) is differential isomonodromic over any $\Phi \cup \Sigma$-field containing $K$. 

Applied to this situation, the proof of Theorem 4.1 contains an algorithm that turns (3) into a difference isomonodromic equation with respect to $\Phi \cup \Sigma$ just by extending $K$ by at most one $\sigma_c$-transcendental element $x_1$ to $K$, which is constant with respect to $\phi_a$. In particular, a calculation in $\text{Maple}$ using the above package shows that the solution space of (19) has dimension $d = 1$ and 

$$
\sigma_a(x_1) = \frac{a - c}{qa - c}x_1, \quad \sigma_b(x_1) = \frac{b - c}{qb - c}x_1. 
$$

Since 

$$
x_1 := \frac{1}{(a - c)(b - c)}
$$

satisfies (12), following the proof of Theorem 4.1, we replace $C_3$ by 

$$
D_3 := \begin{pmatrix}
\frac{x(c(a + b) - ab)}{(a - c)(b - c)x} & \frac{c - ab}{(a - c)(b - c)x} \\
\frac{c - abx}{(a - c)(b - c)x} & \frac{c - ab}{(a - c)(b - c)x}
\end{pmatrix}
$$

Thus, Eq. (3) is difference isomonodromic with respect to $\Sigma$ over $K$ with the matrices $C_1$, $C_2$, and $D_3$, and the proof of Theorem 4.1 has helped us discover the latter matrix.

Let $L_1$ be a $\Phi \cup \Sigma, \Delta$-field and $L_2$ be a $\Sigma$-field containing $L_1^{\Phi, \Delta}$, then $R := L_1 \otimes_{L_2} L_2$ is an integral domain [18, Lem. 6.11] and, therefore, $L_1L_2 := \text{Quot}(R)$ is a $\Phi \cup \Sigma, \Delta$-field with $\Phi, \Delta$-constants equal $L_2$. 

\text{Definition 3.1.} The system of linear difference-differential equations 

$$
\phi_1(Y) = A_1Y, \ldots, \phi_q(Y) = A_qY, \quad \partial_1(Y) = B_1Y, \ldots, \partial_m(Y) = B_mY
$$

with $A_1, \ldots, A_q \in GL_n(K)$ and $B_1, \ldots, B_m \in M_n(K)$ satisfying (5), (6) and (7) is called difference isomonodromic if there exist $C_1, \ldots, C_r \in GL_n(K)$ satisfying (9), (10), and (11).

Connections to analytic interpretations of a similar notion, differential isomonodromy, and parameterized Galois theory can be found, for example, in [9, §5] and [16, §6.2].

\textbf{Example 3.2.} Consider the field $K := \mathbb{Q}(x, a, b, c)$ as a $\Phi \cup \Sigma$-field, where $\Phi = \{\phi_a\}$, $\Sigma = \{\sigma_a, \sigma_b, \sigma_c\}$ and, for all $f \in K$, 

$$
\phi_a(f)(x, a, b, c) = f(qx, a, b, c), \quad \sigma_a(f)(x, a, b, c) = f(x, qa, b, c), \\
\sigma_b(f)(x, a, b, c) = f(x, a, qb, c), \quad \sigma_c(f)(x, a, b, c) = f(x, a, b, qc).
$$

For Eq. (3), the matrices 

$$
C_1 := \begin{pmatrix}
aq(x - 1) & -a \\
abq(x - c) & abq(x - c)
\end{pmatrix}, \quad C_2 := \begin{pmatrix}
bq(x - 1) & -b \\
abq(x - c) & abq(x - c)
\end{pmatrix},
$$

and 

$$
C_3 := \begin{pmatrix}
x(c(a + b) - ab) - c^2 & c - abx \\
x - 1 & cx
\end{pmatrix},
$$

which can be calculated using the \texttt{RationalSolution} tool in the \texttt{QDifferenceEquations} package of \texttt{Maple} (see also [25, Ex. 2.35] for the case $a = b$ and $c = q$), satisfy (9). However, (11) is satisfied only for the pair $C_1$ and $C_2$. So, the $q$-difference equation (3) is difference isomonodromic over any $\Phi \cup \{\sigma_a, \sigma_b\}$-field containing $K$. 

Since 

$$
x_1 := \frac{1}{(a - c)(b - c)}
$$

satisfies (12), following the proof of Theorem 4.1, we replace $C_3$ by 

$$
D_3 := \begin{pmatrix}
\frac{x(c(a + b) - ab)}{(a - c)(b - c)x} & \frac{c - ab}{(a - c)(b - c)x} \\
\frac{c - abx}{(a - c)(b - c)x} & \frac{c - ab}{(a - c)(b - c)x}
\end{pmatrix}
$$

Thus, Eq. (3) is difference isomonodromic with respect to $\Sigma$ over $K$ with the matrices $C_1$, $C_2$, and $D_3$, and the proof of Theorem 4.1 has helped us discover the latter matrix.
4. Main result

This section contains the main result, Theorem 4.1, which allows one to reduce the number of integrability conditions to be tested.

**Theorem 4.1.** Let $A_1, \ldots, A_q \in \text{GL}_n(K)$ and $B_1, \ldots, B_m \in \text{M}_n(K)$ satisfy (5), (6), and (7). If there exist $C_1, \ldots, C_r \in \text{GL}_n(K)$ satisfying (9) and (10), then there exist

1) a computable $\Sigma$-field $F$ generated over $K^{\Phi, \Delta}$ by at most $(r - 1)n^2$ elements and
2) $D_1, \ldots, D_r \in \text{GL}_n(KF)$ such that all integrability conditions are satisfied:

\begin{align*}
\phi_j(D_i)A_j = \sigma_j(A_j)D_i, & \quad 1 \leq i \leq r, 1 \leq j \leq q, \\
\sigma_j(B_j)D_j = \delta_j(D_j) + D_jB_i, & \quad 1 \leq i \leq m, 1 \leq j \leq r, \\
\sigma_j(D_j)D_i = \sigma_j(D_j)D_i, & \quad 1 \leq i \leq r.
\end{align*}

**Proof.** This will be done by induction. Let there exist $C_1, \ldots, C_r \in \text{GL}_n(K)$ satisfying (9) and (10) and let $k$ be such that $2 \leq k \leq r$. Suppose we have already computed a $\Sigma$-field $F_{k-1}$ generated over $K^{\Phi, \Delta}$ by at most $(k - 2)n^2$ elements and

$$D_1, \ldots, D_{k-1} \in \text{GL}_n(KF_{k-1})$$

that satisfy (13), (14), and (15) ($k - 1$ is substituted for $r$). We claim that there exists a $\Sigma$-field $F_k$ generated over $K^{\Phi, \Delta}$ by at most $(k - 1)n^2$ elements and $Z \in \text{GL}_n(KF_k)$ such that

$$(D_1, \ldots, D_{k-1}, D_k) := (D_1, \ldots, D_{k-1}, ZC_k)$$

satisfies (13), (14), and (15) ($k$ is substituted for $r$). We need to construct a $\Sigma$-field $F_k$ and $Z \in \text{GL}_n(KF_k)$ such that

\begin{align*}
\sigma_k(A_i)ZC_k = \phi_k(ZC_k)A_i, & \quad 1 \leq i \leq q, \\
\sigma_k(B_i)ZC_k = \delta_k(ZC_k) + ZC_kB_i, & \quad 1 \leq i \leq m, \\
\sigma_k(D_i)ZC_k = \sigma_k(ZC_k)D_i, & \quad 1 \leq i \leq k - 1.
\end{align*}

Expanding the right-hand sides of (16), (17), and (18) using (9) and (10), we have

\begin{align*}
\phi_k(ZC_k)A_i = \phi_k(Z)\phi_k(C_k)A_i = \phi_k(Z)\sigma_k(A_i)C_k, & \quad 1 \leq i \leq q, \\
\delta_k(ZC_k) + ZC_kB_i = \delta_k(Z)C_k + Z(\delta_k(C_k) + C_kB_i) = \delta_k(Z)C_k + Z\sigma_k(B_i)C_k, & \quad 1 \leq i \leq m, \\
\sigma_k(ZC_k)D_i = \sigma_k(Z)\sigma_k(C_k)D_i, & \quad 1 \leq i \leq k - 1.
\end{align*}

Therefore, (16), (17), and (18) turn into

\begin{align*}
\phi_k(Z) = \sigma_k(A_i)Z\sigma_k(A_i)^{-1}, & \quad 1 \leq i \leq q, \\
\delta_k(Z) = \sigma_k(B_i)Z, & \quad 1 \leq i \leq m, \\
\sigma_k(Z) = \left(\sigma_k(D_i)Z\sigma_k(D_i)^{-1}\right)\left(\sigma_k(D_i)C_kD_i^{-1}\sigma_k(C_k)^{-1}\right), & \quad 1 \leq i \leq k - 1.
\end{align*}

Let us now demonstrate how find an invertible solution of (19), (20), and (21). For this, let $V$ be the $F_{k-1}$-vector space of matrix solutions of (19) and (20) in $\text{M}_n(KF_{k-1})$ and let

$$\dim_{F_{k-1}} V =: d \leq n^2.$$
We will show that $V$ is invariant under the vector space isomorphisms defined by (21), and then will construct a solution of the restriction of (21) to $V$. The former will consist of several steps. At the first step, choose an $F_k$-basis of $V$ so that

\[
\begin{pmatrix}
  z_{1,1} & \cdots & z_{1,n} \\
  \vdots & \ddots & \vdots \\
  z_{n,1} & \cdots & z_{n,n}
\end{pmatrix}
= \sigma_1^{-1} \left( \sigma_k(D_1) C_k D_1^{-1} \sigma_1(C_k)^{-1} \right) \in \mathbf{GL}_n(KF_k).
\]  

(23)

This matrix is indeed in $V$, which also implies that $d \geq 1$. To prove the former (and also for the purposes of our construction that will follow), let us show that, for all $i$, $1 \leq i \leq k-1$,

\[
H_i := \sigma_i^{-1} \left( \sigma_k(D_i) C_k D_i^{-1} \sigma_1(C_k)^{-1} \right)
\]  

(24)

satisfies (19) as an equation in $Z$. Indeed, for all $j$, $1 \leq j \leq q$, we have

\[
\phi_j \left( \sigma_k(D_i) C_k D_i^{-1} \sigma_1(C_k)^{-1} \right) = \sigma_k(\phi_j(D_i)) \sigma_k(C_k) \phi_j(D_i)^{-1} \sigma_k(C_k)^{-1} \\
= \sigma_k(\phi_j(D_i) A_j) \sigma_k(A_j)^{-1} \phi_j(C_k) \phi_j(D_i)^{-1} \sigma_k(C_k)^{-1} \\
= \sigma_k(\sigma_k(A_j)) \sigma_k(D_i) \sigma_k(A_j)^{-1} \phi_j(C_k) \phi_j(D_i)^{-1} \sigma_k(C_k)^{-1} \\
= \sigma_k(\sigma_k(A_j)) \sigma_k(D_i) C_k D_i^{-1} \sigma_k(C_k)^{-1} \phi_j(C_k) \\
= \sigma_k(\sigma_k(A_j)) \sigma_k(D_i) C_k D_i^{-1} \sigma_k(C_k)^{-1} \sigma_k(C_k)^{-1}
\]

which implies the claim. Moreover, we will prove that (24) satisfies (20) as an equation in $Z$. 
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Indeed, for all $i, 1 \leq j \leq m$,

$$
\sigma_i(\sigma_j(B))\sigma_i(\sigma_j(D))C_Z^{-1}\sigma_i(C_{ji})^{-1} - \sigma_k(D)C_1^{-1}\sigma_i(C_{ji})^{-1} = \sigma_k(D)C_1^{-1}\sigma_i(C_{ji})^{-1} - \sigma_k(D)C_1^{-1}\sigma_i(\sigma_j(B))
$$

Moreover, for all $i, 1 \leq j \leq m$,

$$
\partial_j(\sigma_i(B))\partial_j(\sigma_i(D))C_1^{-1}\sigma_i(C_{ji})^{-1} = \partial_j(\sigma_i(B))\partial_j(\sigma_i(D))C_1^{-1}\sigma_i(C_{ji})^{-1} + \sigma_k(D_1)C_1^{-1}\sigma_i(C_{ji})^{-1} - \sigma_k(D_1)C_1^{-1}\sigma_i(\sigma_j(B))
$$

Indeed, for all $i, 1 \leq j \leq m$,

$$
\partial_j(\sigma_i(B))\partial_j(\sigma_i(D))C_1^{-1}\sigma_i(C_{ji})^{-1} = \partial_j(\sigma_i(B))\partial_j(\sigma_i(D))C_1^{-1}\sigma_i(C_{ji})^{-1} + \sigma_k(D_1)C_1^{-1}\sigma_i(C_{ji})^{-1} - \sigma_k(D_1)C_1^{-1}\sigma_i(\sigma_j(B))
$$

Our second step is to show that, for any $(\Phi \cup \Sigma, \Lambda)$-ring $R$, $V$ is invariant under the invertible map

$$
L_i: M_n(R) \to M_n(R), \quad Z \mapsto \sigma_i^{-1}\left(\sigma_i(D)Z\sigma_i(D)^{-1}\right), \quad 1 \leq i < k.
$$

Indeed, for all $i, 1 \leq j \leq q$

$$
\sigma_i\left(\phi\left(\sigma_i^{-1}\left(\sigma_i(D)Z\sigma_i(D)^{-1}\right)\right)\right) = \sigma_i(\phi(D))\sigma_i(A)Z\sigma_i\left(A^{-1}\phi(D)^{-1}\right) = \sigma_i(\sigma_i(\sigma_i(A)D))Z\sigma_i\left(D^{-1}\sigma_i(A)^{-1}\right) = \sigma_i\left(\sigma_i(A)\sigma_i^{-1}\left(\sigma_i(D)Z\sigma_i(D)^{-1}\right)\sigma_i(A)^{-1}\right).
$$

Moreover, for all $i, 1 \leq j \leq m$,

$$
\left[\sigma_i(\sigma_j(B)), \sigma_i(D)\sigma_i(D)^{-1}\right] = \sigma_i(\sigma_j(B))\sigma_i(D)\sigma_i(D)^{-1} - \sigma_i(D)\sigma_i(\sigma_j(B)) = \sigma_k(\partial_j(D)) + D_B\sigma_k(\partial_j(D))\sigma_i(D)^{-1} - \sigma_k(D)\sigma_k(\partial_j(D))\sigma_i(D)^{-1} + B_j\partial_j(D)^{-1}
$$

We have shown in the above that, for all $i, 1 \leq i < k$, $V$ is $L_i$-invariant and $H_i \in V$ (see (24)). In our third step, we will show that, for all $i, 1 \leq i < k$, $V$ is invariant under the invertible map

$$
M_i: M_n(R) \to M_n(R), \quad Z \mapsto L_i(Z)H_i.
$$
Indeed, for all $Z \in V$ and $j$, $1 \leq j \leq q$,
\[
\phi_j(L_\sigma(Z)H_i) = \phi_j(L_\sigma(Z))\phi_j(H_i) = \sigma_\epsilon(\Lambda_i)L_\sigma(Z)\sigma_\epsilon(\Lambda_i)^{-1}\sigma_\epsilon(\Lambda_i)H_i\sigma_\epsilon(\Lambda_i)^{-1} = \sigma_\epsilon(\Lambda_i)L_\sigma(Z)H_i\sigma_\epsilon(\Lambda_i)^{-1},
\]
and, for all $j$, $1 \leq j \leq m$,
\[
\partial_j(L_\sigma(Z)H_i) = \partial_j(L_\sigma(Z))H_i + L_\sigma(Z)\partial_j(H_i) = \left[\sigma_\epsilon(\Lambda_i), L_\sigma(Z)\right]H_i + L_\sigma(Z)[\sigma_\epsilon(\Lambda_i), H_i] = \left[\sigma_\epsilon(\Lambda_i), L_\sigma(Z)\right].
\]
Finally, since, for every $i$, $1 \leq i \leq k - 1$, the $F_{k-1}$-linear map $\sigma_i \circ M_i$ is invertible and sends $V$ into $\sigma_i(V)$ by the above, in the basis $(22)$, Eq. $(21)$ is of the form
\[
\sigma_i(Y) = E_iY, \quad E_i \in \text{GL}_d(F_{k-1}), \quad 1 \leq i \leq k - 1.
\]

We now let
\[
\Sigma_k = \{\sigma_k, \ldots, \sigma_t\}, \quad F_k := F_{k-1}\{x_r, \ 1 \leq s \leq d\}, \quad \sigma_i\left(\begin{array}{c}
x_1 \\
\vdots \\
x_d
\end{array}\right) := E_i\left(\begin{array}{c}
x_1 \\
\vdots \\
x_d
\end{array}\right), \quad 1 \leq i \leq k - 1, \quad (25)
\]
where $x_r, 1 \leq s \leq d$, are $\Sigma_k$-indeterminates. We need to prove that the action of $\sigma_i$, $1 \leq i \leq k - 1$, is well-defined. For this, it is sufficient to show that, for all $u$ and $v$, $1 \leq u, v \leq k - 1$,
\[
\sigma_u(E_v)E_u = \sigma_u(E_u)E_v.
\]

For this, it is sufficient to show that $(21)$ satisfies the integrability conditions. For all $u$ and $v$, $1 \leq u, v \leq k - 1$, we have
\[
\sigma_u(\sigma_k(D_u)Z)\sigma_u\left(C_k D_u^{-1} \sigma_k(C_u)^{-1}\right) = \sigma_u\left(\sigma_k(D_u)ZC_k D_u^{-1} \sigma_u(C_u)^{-1}\sigma_u\left(C_k D_u^{-1} \sigma_k(C_u)^{-1}\right)\right) = \sigma_u(\sigma_k(D_u))\sigma_u(\sigma_k(D_u)ZC_k D_u^{-1} \sigma_u(C_u)^{-1}\sigma_u\left(C_k D_u^{-1} \sigma_k(C_u)^{-1}\right) = \sigma_u(\sigma_k(D_u)Z)\sigma_u\left(C_k D_u^{-1} \sigma_u(C_u)^{-1}\right).
\]

It remains to note that, since $x_1, \ldots, x_d$ are transcendental over $KF_{k-1}$, the matrix
\[
Z := \begin{pmatrix}
z_{1,1}x_1 + \ldots + z_{1,d}x_d & \cdots & z_{m,1}x_1 + \ldots + z_{m,d}x_d \\
\vdots & \ddots & \vdots \\
z_{n,1}x_1 + \ldots + z_{n,d}x_d & \cdots & z_{m,1}x_1 + \ldots + z_{m,d}x_d
\end{pmatrix} \in \text{GL}_d(KF_k)
\]
bys $(23)$. Indeed, $\det(Z)$ is a polynomial in the indeterminates $x_1, \ldots, x_d$ and takes the value $\det(H_1) \neq 0$ under the substitution $x_1 = 1, x_2 = 0, \ldots, x_d = 0$ (see $(23)$ and $(24)$). Therefore, $\det(Z) \neq 0$. Finally, the matrix $Z$ also satisfies $(19)$, $(20)$, and $(21)$ by construction (see $(22)$ and $(25)$), which finishes the proof.
5. Acknowledgments

The author is grateful to S. Abramov, S. Chen, and the referee for their helpful suggestions. This work has been partially supported by the NSF grant CCF-0952591.

References

[1] S.A. Abramov, A. Gheffar, D.E. Khmelnov, Factorization of polynomials and GCD computations for finding universal denominators, in: Computer Algebra in Scientific Computing, volume 6244 of LNCS, pp. 4–18. URL:
http://dx.doi.org/10.1007/978-3-642-15274-0_2.

[2] S.A. Abramov, A. Gheffar, D.E. Khmelnov, Rational solutions of linear difference equations: Universal denominators and denominator bounds, Program. Comput. Softw. 37 (2011) 78–86. URL:
http://dx.doi.org/10.1134/S0361768811020022.

[3] C. Arreche, Computing the differential Galois group of a one-parameter family of second order linear differential equations, 2012. URL: http://arxiv.org/abs/1208.2226.

[4] M. Barkatou, T. Cluzeau, C. El Bacha, J.A. Weil, Computing closed form solutions of integrable connections, in: Proceedings of the 37th International Symposium on Symbolic and Algebraic Computation, ISSAC 2012, ACM Press, 2012, pp. 43–50. URL: http://dx.doi.org/10.1145/2442829.2442840.

[5] M. Bessonov, A. Ovchinikov, M. Shapiro, Integrability conditions for parameterized linear difference equations, in: Proceedings of the 38th International Symposium on Symbolic and Algebraic Computation, ISSAC 2013, ACM Press, 2013, pp. 45–52. URL: http://dx.doi.org/10.1145/2465506.2465942.

[6] A. Bostan, F. Chyzak, B. Salvy, T. Cluzeau, Low complexity algorithms for linear recurrences, in: Proceedings of the 2006 International Symposium on Symbolic and Algebraic Computation, ISSAC 2006, ACM Press, 2006, pp. 31–38. URL: http://dx.doi.org/10.1145/1145768.1145781.

[7] A. Bostan, P. Gaudry, E. Schost, Linear recurrences with polynomial coefficients and computation of the Cartier–Manin operator on hyperelliptic curves, in: Finite Fields and Applications, volume 2948 of LNCS, pp. 40–58. URL:
http://dx.doi.org/10.1007/978-3-540-24633-6_4.

[8] A. Bostan, P. Gaudry, E. Schost, Linear recurrences with polynomial coefficients and application to integer factorization and Cartier–Manin operator, SIAM J. Comput. 36 (2007) 1777–1806. URL: http://dx.doi.org/10.1137/S0097539704443793.

[9] P. Cassidy, M. Singer, Galois theory of parametrized differential equations, 2013. URL: http://dx.doi.org/10.1103/PhysRevE.85.066709.

[10] L. Di Vizio, C. Hardouin, Courbures, groupes de Galois génériques et D-groupoïdes de Galois d’un système aux D-différences, C. R. Math. Acad. Sci. Paris 348 (2010) 951–954. URL: http://dx.doi.org/10.1016/j.crma.2010.08.001.

[11] L. Di Vizio, C. Hardouin, Parameterized generic Galois groups for q-difference equations, followed by the appendix “The Galois D-groupoid of a q-difference system” by Anne Granier, 2011. URL: http://arxiv.org/abs/1002.4839.

[12] L. Di Vizio, C. Hardouin, Descent for differential Galois theory of difference equations. Confluence and $q$-dependency, Pacific J. Math. 256 (2012) 79–104. URL: http://dx.doi.org/10.2140/pjm.2012.256.79.

[13] L. Di Vizio, C. Hardouin, M. Wibmer, Difference Galois theory of linear differential equations, 2013. URL: http://arxiv.org/abs/1302.7198.

[14] T. Dreyfus, Computing the Galois group of some parameterized linear differential equation of order two, 2014. URL: http://arxiv.org/abs/1406.0327, to appear in the Proc. Amer. Math. Soc.

[15] H. Gillet, S. Gorchinskiy, A. Ovchinikov, Parameterized Picard–Vessiot extensions and Atiyah extensions, Adv. Math. 238 (2013) 322–411. URL: http://dx.doi.org/10.1016/j.aim.2013.02.006.

[16] S. Gorchinskiy, A. Ovchinikov, Isomonodromic differential equations and differential categories, to appear in J. Math. Pures Appl. (2014). URL: http://dx.doi.org/10.1016/j.matpur.2013.11.001.

[17] C. Hardouin, Hypertranscendence des systèmes aux différences diagonaux, Compos. Math. 144 (2008) 565–581. URL: http://dx.doi.org/10.1112/S0010437X07003430.

[18] C. Hardouin, M. Singer, Differential Galois theory of linear difference equations, Math. Ann. 342 (2008) 333–377. URL: http://dx.doi.org/10.1007/s00208-006-0238-z.

[19] M. Jimbo, T. Miwa, Deformation of linear ordinary differential equations. I, Proc. Japan Acad. Ser. A Math. Sci. 56 (1980) 143–148. URL: http://dx.doi.org/10.3792/pjaa.56.143.

[20] M. Jimbo, T. Miwa, K. Ueno, Monodromy preserving deformation of linear ordinary differential equations with rational coefficients. I. General theory and $\tau$-function, Phys. D 2 (1981) 306–352. URL: http://dx.doi.org/10.1016/0167-2789(81)90013-0.
[21] N. Joshi, Y. Shi, Exact solutions of a $q$-discrete second Painlevé equation from its iso-monodromy deformation problem: I. Rational solutions, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 467 (2011) 3443–3468. URL: http://dx.doi.org/10.1098/rspa.2011.0167.

[22] N. Joshi, Y. Shi, Exact solutions of a $q$-discrete second Painlevé equation from its iso-monodromy deformation problem. II. Hypergeometric solutions, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 468 (2012) 3247–3264. URL: http://dx.doi.org/10.1098/rspa.2012.0224.

[23] A. Minchenko, A. Ovchinnikov, M.F. Singer, Reductive linear differential algebraic groups and the Galois groups of parameterized linear differential equations, to appear in Int. Math. Res. Not. IMRN (2014). URL: http://dx.doi.org/10.1093/imrn/rnt344.

[24] A. Minchenko, A. Ovchinnikov, M.F. Singer, Unipotent differential algebraic groups as parameterized differential Galois groups, to appear in J. Inst. Math. Jussieu (2014). URL: http://dx.doi.org/10.1017/S1474748013000200.

[25] A. Ovchinnikov, M. Wibmer, $\sigma$-Galois theory of linear difference equations, 2013. URL: http://arxiv.org/abs/1304.2649.

[26] C. Sabbah, The work of Andrey Bolibrukh on isomonodromic deformations, IRMA Lectures in Mathematics and Theoretical Physics 9 (2007) 9–25. URL: http://dx.doi.org/10.4171/020-1/2.

[27] Y. Sibuya, Linear differential equations in the complex domain: problems of analytic continuation, volume 82, American Mathematical Society, Providence, RI, 1990.

[28] K. Takano, On the hypertranscendency of solutions of a difference equation of Kimura, Funkcial. Ekvac. 16 (1973) 241–254. URL: http://fe.math.kobe-u.ac.jp/FE/FE_pdf_with_bookmark/FE11-20-en_KML/fe16-241-254/fe16-241-254.pdf.