Abstract. We consider a $d$-dimensional random field $u = (u(x), x \in D)$ that solves a system of elliptic stochastic equations on a bounded domain $D \subset \mathbb{R}^k$, with additive white noise and spatial dimension $k = 1, 2, 3$. Properties of $u$ and its probability law are proved. For Gaussian solutions, using results from [9], we establish upper and lower bounds on hitting probabilities in terms of the Hausdorff measure and Bessel-Riesz capacity, respectively. This relies on precise estimates on the canonical distance of the process or, equivalently, on $L^2$ estimates of increments of the Green function of the Laplace equation.
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1 Introduction

Let $D$ be a bounded domain of $\mathbb{R}^k$, $k = 1, 2, 3$, for which the divergence theorem holds. Consider the following system of elliptic stochastic partial differential equations,

$$-\Delta u^i(x) + f^i(u(x)) = g^i(x) + \sum_{j=1}^{d} \sigma_{ij} \dot{W}^j(x), \quad x \in D, \ i = 1, \ldots, d,$$

$$u|_{\partial D}(x) = 0, \quad (1)$$

where $\dot{W} = (\dot{W}^j, j = 1, \ldots, d)$ denotes a $d$-dimensional white noise indexed by $x \in \mathbb{R}^k$, $f : \mathbb{R}^d \to \mathbb{R}^d$, $g : D \to \mathbb{R}^d$, and $\sigma = (\sigma_{ij})_{1 \leq i,j \leq d}$ is a non-singular matrix with real-valued entries.

The main motivation of this paper has been to find upper and lower bounds for the hitting probabilities $\mathbb{P}\{u(I) \cap A \neq \emptyset\}$, $I \subset D$, $A \subset \mathbb{R}^d$, in terms of the Hausdorff measure and the capacity of the set $A$, respectively. This is a fundamental problem in probabilistic potential theory that, in the context of stochastic partial differential equations, has been extensively studied for the stochastic heat and wave equations. We refer the reader to [4], [7], [10], and references herein, for a representative sample of results.

For $d = 1$, equations like (1) have been first considered in [3] and then in [11], in relation with the study of the Markov field property of the solution, and in [12], [19], [21], for numerical approximations, among others. We observe that in (1), the stochastic forcing is an additive noise. Therefore, in the integral formulation of the system given in (6), the stochastic integral term contains a deterministic integrand and defines a Gaussian process. Since there is no time parameter in (1), considering a multiplicative noise would require a choice of anticipating stochastic integral in (6). For example, one could take the Skorohod integral. This would make the objective of this article difficult and rather speculative.

The content of the paper is as follows. In Section 2 we prove the existence and uniqueness of a solution to (1), when the function $f$ satisfies a monotonicity condition (see Theorem 2.2). This is a $d$-dimensional stochastic process indexed by $\bar{D}$, the closure of the domain $D$, with continuous sample paths and vanishing at the boundary of $D$, a.s. The proof applies standard methods of the theory of nonlinear monotone operators. In order to make the article self-contained, we include the details of the proof. In Section 3 we prove some properties of the solution to (1). With the a priori bound proved in Proposition 3.1, we prove that the solution lies in $L^p(\Omega; \mathbb{R}^d)$, uniformly in $x \in D$. Moreover, by using estimates of increments of the $L^2$-norms of the Green function, we prove that the sample paths of the solution are Hölder continuous. Section 3 is devoted to study some aspects of the law of the solution. The integral formulation (6) suggests that the law of $u$ is obtained from a Gaussian process by a non adapted shift. By applying Kusuoka’s anticipating extension of Girsanov’s theorem (see [15]) we obtain the absolute continuity of the law of $u$ with respect to a Gaussian measure. As a trivial by-product, for any
$x \in D$, the law of $u(x)$ is absolutely continuous with respect to the Lebesgue measure in $\mathbb{R}^d$. For $d = 1$, this result has been proved in [11].

In the remaining of the article, it is assumed that $f \equiv 0$, therefore focusing on Gaussian solutions. For the sake of simplicity, we also assume $g \equiv 0$. Probabilistic potential theory for Gaussian processes has been the object of extensive work. The more recent developments are on anisotropic random fields with the paradigmatic example of fractional Brownian sheets. Solutions to SPDEs, like the stochastic heat equation, belong to this class. In [22], different results relative to sample paths of anisotropic Gaussian random fields are presented, in particular on hitting probabilities, and a exhaustive number of references are given. The Gaussian process obtained from (6) with $f = g = 0$, provides yet another example of random field for which, to the best of our acknowledge, results on hitting probabilities have not been obtained before.

Criteria for hitting probabilities of general random fields have been established in [9]. When implemented on Gaussian processes, two fundamental ingredients are needed. The first one concerns the canonical distance $\delta$ on values of the Gaussian process at two different points $x, z$, which is required to commensurate with a pseudo-distance on the parameter set of the process (see (40) for the definition of $\delta$). The second ingredient is the property of two-point local non determinism (see conditions (C1), (C2) in [1, Section 2], [22, p. 158]). For random fields obtained from solutions to SPDEs, both conditions are intimately connected with upper and lower bounds of increments of $L^2$-norms of the Green function or the fundamental solution (see [6], [9, Section 4] for the stochastic heat and wave equations, respectively). For the Green function of the Laplace’s equation, Section 5.3 provides the necessary results. We prove that in spatial dimension $k = 1, 3$, those norms of increments commutes with $|x - z|$ and $|x - z|^{1/2}$, respectively, while for $k = 2$ there is a gap (see Lemmas 5.4, 5.7, 5.5 respectively). By applying these results, we establish in Section 5.4 upper and lower bounds for the hitting probabilities of the Gaussian process defined in (23) in dimension $k = 1, 3$, and upper bounds in dimension $k = 2$. Our investigations led to the conclusion that the gap in the estimates of Lemma 5.5 implies that for $k = 2$ the two-point local non determinism fails to be true, although we do not have a proof of this statement.

We end this section with some remarks on a possible extension of our results to $f \neq 0$. A natural approach, inspired by [6], consists in applying Proposition 4.2. By doing so, from hitting probabilities estimates on the Gaussian solution, and moment estimates of the random density (21), upper and lower bounds on hitting probabilities for $u$ could be obtained. Assume that $f(x) = ax + b$. Then, the $\det_2$ factor on the right-hand side of (21) is constant, and the exponential factor involves the random variable $\delta(f(\omega))$ that belongs to a second order Wiener chaos. With a constraint on the size of the constant $a$, moments up to a certain order of the random density do exist, and the above strategy works well. However, we believe that going beyond that particular case would need new ideas.
2 Existence and uniqueness of solution to the system of elliptic equations

This section is devoted to establish the existence and uniqueness of solution to the system of elliptic equations (1).

We begin with recalling the expression of the Green function associated to the Laplace equation in dimensions $k = 1, 2, 3$, that we denote by $G_D^k$.

For $k = 1$, we consider $D = (0, b)$, with $b > 0$. In this case,

$$G_D^1(x, y) = x \wedge y - \frac{xy}{b}.$$  \hfill (2)

For $k = 2, 3$, $D$ is an arbitrary domain with regular boundary, and then,

$$G_D^k(x, y) = \Gamma^k(|x - y|) - \mathbb{E}_x(\Gamma^k(|B_\tau - y|), x, y \in D.$$  \hfill (3)

In this formula, $B_\tau$ is the random variable defined by a Brownian motion $B$ that starts from $x$ at time $t = 0$, at the first time (denoted by $\tau$) it hits $\partial D$, and

$$\Gamma^k(z) = C_k \begin{cases} \log |z|, & k = 2, \\ |z|^{-1}, & k = 3, \end{cases}$$

with $C_2 = \frac{1}{2\pi}$ and $C_3 = \frac{1}{4\pi}$ (see [13]). In dimensions $k = 2, 3$, and for $D = B_1(0)$, the unit ball centered at zero, we give in Section 5.3 an alternate formula for $G_D^k(x, y)$ (see [44]).

The inner product in $L^2(D; \mathbb{R}^d)$ and its corresponding norm will be denoted by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively.

For its further and frequent use, we quote a well-known result of the $L^2$-norm of $G_D^k$.

**Lemma 2.1** For $k = 1$, we consider $D = (0, b), b > 0$, and for $k = 2, 3$, $D$ is an arbitrary bounded domain of $\mathbb{R}^k$ with regular boundary. We have

$$\sup_{x \in D} \| G_D^k(x, \cdot) \| < +\infty.$$  \hfill (4)

**Proof:** Let $k = 1$. Explicit computations based on the expression (2) yield

$$\int_0^b G_D^1(x, y)^2 dy = \frac{x^2(x - b)^2}{3b}.$$  \hfill (5)

From this, one trivially gets (4).

For $k = 2, 3$, the result is proved in [11] Lemma 3.3. \hfill $\square$

Following [8] (see also [11], [12], [21]), a stochastic process $u = \{u(x), x \in D\}$ satisfying

$$u^i(x) + \int_D G_D^k(x, y)f^i(u(y))dy = \int_D G_D^k(x, y)g^i(y)dy$$

$$+ \sum_{j=1}^d \sigma_{ij} \int_D G_D^k(x, y)W^j(dy), \quad i = 1, \ldots, d,$$

$$i = 1, \ldots, d.$$  \hfill (7)
a.s. for all \( x \in D \), is called a mild solution of (1).

We define the (Nemytskii type) operator \( F : L^2(D; \mathbb{R}^d) \to L^2(D; \mathbb{R}^d) \) by \( F(v)(y) = f(v(y)) \), for any \( v \in L^2(D; \mathbb{R}^d) \), \( y \in \mathbb{R}^d \), and introduce the following assumptions.

\( (C) \) \( F \) is strongly continuous and bounded.

\( (M) \) Monotonicity. There exists \( L > 0 \) such that for any \( u, v \in L^2(D; \mathbb{R}^d) \),
\[
\langle u - v, F(u) - F(v) \rangle \geq -L\|u - v\|^2.
\]

For its further use, we recall a consequence of Poincaré’s inequality:

\( (P) \) There exists a constant \( a > 0 \) such that for any \( \phi \in L^2(D; \mathbb{R}^d) \),
\[
\left\langle \int_D G^k_D(\cdot, y)\phi(y)dy, \phi \right\rangle \geq a\left\| \int_D G^k_D(\cdot, y)\phi(y)dy \right\|^2.
\]

In the sequel, we denote by \( C(D; \mathbb{R}^d) \) the space of continuous functions on \( D \) and set \( S = \{ \omega : \omega \in C(D; \mathbb{R}^d), \omega|_{\partial D} = 0 \} \). The result on existence and uniqueness of solution for (6) reads as follows.

**Theorem 2.2** Assume that

(i) \( g \in L^2(D; \mathbb{R}^d) \);

(ii) \( F \) satisfies the properties \( (C) \) and \( (M) \);

(iii) the constants \( L \) and \( a \) in \( (M) \) and \( (P) \) respectively, satisfy \( 0 < L < a \).

Then, the system of equations (6) has a unique solution \( \{ u(x), x \in D \} \) in \( S \).

**Proof:** For any \( \omega \in S \), we set
\[
T(\omega) := \omega + \int_D G^k_D(\cdot, y)f(\omega(y))dy.
\]

This defines an operator \( T : S \to S \). Indeed, the function \( x \to \int_D G^k_D(x, y)f(\omega(y))dy \) vanishes if \( x \in \partial D \). Fix \( x, \bar{x} \in D \). Cauchy-Schwarz inequality yields
\[
\left| \int_D [G^k_D(x, y) - G^k_D(\bar{x}, y)]f(\omega(y))dy \right| \leq \|G^k_D(x, \cdot) - G^k_D(\bar{x}, \cdot)\|\|f(\omega)\|
\]
\[
\leq C\|G^k_D(x, \cdot) - G^k_D(\bar{x}, \cdot)\|.
\]

Appealing to lemmas [5.4] [5.5] [5.7] we see that \( x \to \int_D G^k_D(\cdot, y)f(\omega(y))dy \) belongs to \( C(D; \mathbb{R}^d) \) and in fact, it is Hölder continuous.

Let
\[
b^i(x) = \int_D G^k_D(x, y)g^i(y)dy + \sum_{j=1}^d \sigma_{i,j} \int_D G^k_D(x, y)W^j(dy), \quad i = 1, \ldots, d.
\]
Clearly, \( b^i(x) = 0 \) if \( x \in \partial D \). The process \( \{ \int_D G_D^k(x, y)W^j(dy), x \in D \} \) has continuous sample paths, a.s. Indeed this follows from lemmas 5.4, 5.5, 5.7, the hypercontractivity property and Kolmogorov’s continuity criterion. The term \( \int_D G_D^k(x, y)g^i(dy) \) defines also a continuous function in \( x \). This follows from Cauchy-Schwarz inequality and again, by applying lemmas 5.4, 5.5, 5.7. Consequently, \( b(x) = (b^i(x), i = 1, \ldots, d) \in S \).

We will prove that the operator equation \( T\omega = b \) has a unique solution for any \( b \in S \), or equivalently that \( T \) is a bijective operator on \( S \).

For this, we start by checking that \( T \) is one-to-one. Fix \( u, v \in S \) and assume that \( Tu = Tv \). Then

\[
\text{Cauchy-Schwarz inequality and again, by applying lemmas 5.4, 5.5, 5.7. Consequently, } b(x) = (b^i(x), i = 1, \ldots, d) \in S.
\]

We will prove that the operator equation \( T\omega = b \) has a unique solution for any \( b \in S \), or equivalently that \( T \) is a bijective operator on \( S \).

For this, we start by checking that \( T \) is one-to-one. Fix \( u, v \in S \) and assume that \( Tu = Tv \). Then

\[
u(x) - v(x) = -\int_D G_D^k(x, y)[f(u(y)) - f(v(y))]dy.
\]

By taking the inner product in \( L^2(D; \mathbb{R}^d) \) with \( F(u) - F(v) \) on both sides of this equality, and applying (P), we obtain

\[
\langle u - v, F(u) - F(v) \rangle = -\left\langle \int_D G_D^k(\cdot, y)[f(u(y)) - f(v(y))]dy, F(u) - F(v) \right\rangle
\]

\[
\leq -a \left\| \int_D G_D^k(\cdot, y)[f(u(y)) - f(v(y))]dy \right\|^2
\]

\[
= -a \left\| u - v \right\|^2.
\]

On the other hand, using the property (M), we have

\[
\langle u - v, F(u) - F(v) \rangle \geq -L \left\| u - v \right\|^2.
\]

Thus,

\[
-L \left\| u - v \right\|^2 \leq -a \left\| u - v \right\|^2,
\]

or equivalently,

\[
(a - L) \left\| u - v \right\|^2 \leq 0.
\]

Since \( L < a \), this implies that \( u = v \) in \( S \).

Next, we prove that \( T \) is onto, proceeding in a way similar as in [19].

Step 1: A solution for a regular problem. For a fixed \( b \in S \), we consider a sequence \((b_n)_{n \geq 1} \in C_0^\infty(D; \mathbb{R}^d) \), such that \( b_n \to b \) in \( L^2(D; \mathbb{R}^d) \). Define \( A = -\Delta + F \) restricted to \( W_0^{1,2}(D; \mathbb{R}^d) \). We will prove that for each \( n \geq 1 \), there exists \( u_n \in S \) such that \( Au_n = b^n \).

We remind the classical result on solutions of nonlinear monotone operator equations (see, e.g. [23] Theorem 26.A, page 557):

Let \( X \) be a reflexive Banach space; denote by \( X^* \) its topological dual. Let \( B : X \to X^* \) be a strictly monotone, coercive, hemicontinuous operator. Then, for any \( k \in X^* \), the equation \( B\omega = k \) has a unique solution on \( X \).
This theorem will be applied to $B := A$ and $X := W^{1,2}_0(D; \mathbb{R}^d)$. Notice that $A = -\Delta + F$ coincides with the operator $T$ on the space $W^{1,2}_0(D; \mathbb{R}^d) \cap S$. Moreover, for any $u, v \in W^{1,2}_0(D)$,

$$
\langle Au, v \rangle = \int_D \nabla u(x) \nabla v(x) dx + \int_D f(u(y))v(y) dy,
$$

or coordinatewise,

$$
\langle Au^i, v^i \rangle = \int_D \nabla u^i(x) \nabla v^i(x) dx + \int_D f^i(u(y))v^i(y) dy.
$$

From Poincaré’s inequality we deduce that for any $u \in W^{1,2}_0(D; \mathbb{R}^d)$, $\|\nabla u\|^2_{L^2(D; \mathbb{R}^d)} \geq a\|u\|^2_{L^2(D; \mathbb{R}^d)}$ (see e.g. [13, Theorem 7.10, page 155]). From this inequality and (M) it follows that $A$ is strictly monotone. Indeed, for any $u \neq v$, we have

$$
\langle A(u - Av, u - v) = \|\nabla(u - v)\|^2 + \langle F(u) - F(v), u - v \rangle
\geq \|\nabla(u - v)\|^2 - L\|u - v\|^2
\geq a\|u - v\|^2 - L\|u - v\|^2
= (a - L)\|u - v\|^2 > 0.
$$

Using again Poincare’s inequality, we have that

$$
\langle Au, u \rangle = \|\nabla u\|^2 + \langle F(u), u \rangle
= \|\nabla u\|^2 + \langle F(u) - F(0), u \rangle + \langle F(0), u \rangle
\geq \|\nabla u\|^2 - L\|u\|^2 + \langle F(0), u \rangle
\geq (a - L)\|u\|^2 + \langle F(0), u \rangle.
$$

Then, since $\left| \frac{\langle F(0), u \rangle}{\|u\|} \right| \leq \|F(0)\|_{\mathbb{R}^d}$, we see that

$$
\lim_{\|u\|_{W^{1,2}_0(D; \mathbb{R}^d)} \to +\infty} \frac{\langle Au, u \rangle}{\|u\|^2} = +\infty,
$$

proving coercivity.

For any $u, v, w \in W^{1,2}_0(D; \mathbb{R}^d)$, we have

$$
\langle A(u + tv), w \rangle = \int_D \nabla u(x) \nabla w(x) dx + t \int_D \nabla v(x) \nabla w(x) dx
+ \int_D f(u(x) + tv(x))w(x) dx.
$$

This yields the continuity of the mapping $t \mapsto \langle A(u + tv), w \rangle$ on $[0, 1]$. Thus, $A$ is hemicontinuous.
Therefore the equation $A \omega = b_n$ has a unique solution on $W^{1,2}_0(D; \mathbb{R}^d)$ that we denote by $u^n$, and the sequence $(u^n)_{n \geq 1}$ satisfies

$$u^n(x) + \int_D G_D^k(x, y)f(u^n(y))dy = b_n(x), \quad (10)$$

for $x \in D$, and $u^n|_{\partial D} = 0$.

**Step 2: Passing to the limit.** We prove that $(u_n)_{n \geq 1}$ is a Cauchy sequence in $L^2(D; \mathbb{R}^d)$. Indeed, fix $n, m \geq 1$. Starting with the identity

$$u^n(x) - u^m(x) + \int_D G^k_D(x, y)[f(u^n(y)) - f(u^m(y))]dy = b_n - b_m,$$

and taking the inner product with $F(u^n) - F(u^m)$ in $L^2(D; \mathbb{R}^d)$, yields

$$\langle u^n - u^m, F(u^n) - F(u^m) \rangle + \left\langle \int_D G^k_D(\cdot, y)[f(u^n(y)) - f(u^m(y))]dy, F(u^n) - F(u^m) \right\rangle = \langle F(u^n) - F(u^m), b_n - b_m \rangle. \quad (11)$$

The assumption (M) and the property (P) implies

$$-L\|u^n - u^m\|^2 + a \left\| \int_D G_D^k(\cdot, y)[f(u^n(y)) - f(u^m(y))]dy \right\|^2 \leq \langle F(u^n) - F(u^m), b_n - b_m \rangle.$$

By substracting the expression (10) for $n$ and $m$, respectively, we obtain,

$$\left\| \int_D G(\cdot, y)[f(u^n(y)) - f(u^m(y))]dy \right\|^2 = \|u^n - u^m\|^2 + \|b_n - b_m\|^2 - 2\langle u^n - u^m, b_n - b_m \rangle.$$

Multiplying this identity by $a$ and using (11), we have

$$(a - L)\|u^n - u^m\|^2 + a \|b_n - b_m\|^2 \leq \langle F(u^n) - F(u^m) + 2a(u^n - u^m), b_n - b_m \rangle \leq \|b_n - b_m\|(\|F(u^n) - F(u^m)\| + 2a\|u^n - u^m\|).$$

We are assuming $0 < L < a$. Hence we conclude that $\lim_{n,m \to \infty} \|u^n - u^m\| = 0$.

Let $u$ be the $L^2(D; \mathbb{R}^d)$-limit of the sequence $(u^n)_{n \geq 1}$. Applying first Hölder’s inequality with respect to the measure $G(\cdot, y)dy$ and then Fubini’s Theorem, we
obtain:

$$
\left\| \int_D G_D^k(\cdot, y)(f(u^n(y)) - f(u(y)))dy \right\|^2 = \int_D \left( \int_D G_D^k(x, y)(f(u^n(y)) - f(u(y)))dy \right)^2 dx \\
\leq C \int_D \int_D G_D^k(x, y)(f(u^n(y)) - f(u(y)))^2 dydx \\
= C \int_D (f(u^n(y)) - f(u(y)))^2 \left( \int_D G_D^k(x, y)dx \right) dy \\
\leq C \int_D (f(u^n(y)) - f(u(y)))^2 dy.
$$

Since the operator $F$ is strongly continuous, this yields

$$
\left\| \int_D G_D^k(\cdot, y)(f(u^n(y)) - f(u(y)))dy \right\|^2 \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
$$

Let $b \in S$ be given by

$$
b(x) = \int_D G_D^k(x, y)g^i(y)dy + \gamma \int_D G_D^k(x, y)W(dy).
$$

Consider a sequence $(b_n)_{n \geq 1} \in C^\infty_0(D; \mathbb{R}^d)$, such that $b_n \rightarrow b$ in $L^2(D; \mathbb{R}^d)$. By taking limits in the $L^2(D; \mathbb{R}^d)$-norm in (10), we obtain that a.s., $u$ satisfies the system of equations defined in (6) on $L^2(D; \mathbb{R}^d)$. By continuity, for almost all $\omega \in \Omega$, this is also an identity for any $x \in D$. \hfill \Box

## 3 Properties of the solution

In this section we study the existence of moments of the solution to (6) and also the Hölder continuity of its sample paths. For this, we need a slightly stronger assumption than M, as follows.

(M) The operator $F : L^2(D; \mathbb{R}^d) \rightarrow L^2(D; \mathbb{R}^d)$ defined in Section 2 admits a decomposition $F = F_1 + F_2$ which satisfies:

(a) $F_1 : L^2(D; \mathbb{R}^d) \rightarrow L^2(D; \mathbb{R}^d)$ is bounded. Moreover, for all $v, w \in L^2(D; \mathbb{R}^d)$,

$$
\langle v - w, F_1(v) - F_1(w) \rangle \geq 0;
$$

(b) $F_2 : L^2(D; \mathbb{R}^d) \rightarrow L^2(D; \mathbb{R}^d)$ is such that there exists $L > 0$ and for any $v \in L^2(D; \mathbb{R}^d)$,

$$
|F_2(v)(z_1) - F_2(v)(z_2)| \leq L |v(z_1) - v(z_2)|, \quad \forall z_1, z_2 \in \mathbb{R}^d.
$$
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If \( d = 1 \), the assumptions \( \mathbf{M} \) and \((\mathbf{M})\) are equivalent. In general, \((\mathbf{M})\) implies \( \mathbf{M} \) (with the same constant \( L \)).

**Proposition 3.1** The hypotheses are

(i) \( g \in L^2(D; \mathbb{R}^d) \);

(ii) The operator \( F \) satisfies the conditions \( \mathbf{C} \) and \((\mathbf{M})\);

(iii) Let \( K = \sup_{x \in D} \|G_D^k(x, \cdot )\|_{L^2(D)} \). The constants \( L \) and \( \alpha \) in \((\mathbf{M})\) and \((\mathbf{P})\) respectively, satisfy \( 0 < L < \alpha \wedge (K|D|^{\frac{1}{2}})^{-1} \), where \( |D| \) denotes the Lebesgue measure of \( D \).

Then for all \( p \geq 2 \),

\[
\|u\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))} < \infty.
\]

**Proof:** From (6) and the triangular inequality, we have

\[
\|u\|_{L^p(\Omega; L^2(D))} \leq S_1 + S_2 + S_3,
\]

with

\[
S_1 = \left\| \int_D G_D^k(\cdot, y) f(u(y)) dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))},
\]

\[
S_2 = \left\| \int_D G_D^k(\cdot, y) g(y) dy \right\|_{L^2(D; \mathbb{R}^d)},
\]

\[
S_3 = \left\| \int_D G_D^k(\cdot, y) W(dy) \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))}.
\]

Let \( f_j : \mathbb{R}^d \rightarrow \mathbb{R}^d \) be defined as \( f_j(v(y)) = F_j(v)(y) \), for any \( v \in L^2(D; \mathbb{R}^d) \), \( y \in \mathbb{R}^d \), \( j = 1, 2 \). Then

\[
S_1 \leq \left\| \int_D G_D^k(\cdot, y) f_1(u(y)) dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))}
+ \left\| \int_D G_D^k(\cdot, y) f_2(u(y)) dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))}.
\]

For the first term on the right-hand side of this inequality we have,

\[
\left\| \int_D G_D^k(\cdot, y) f_1(u(y)) dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))}
= \left( \mathbb{E} \left( \int_D dx \left( \int_D \left| G_D^k(x, y) f_1(u(y)) dy \right|^2 \right)^{p/2} \right)^{1/p} \right)
\leq \left( \mathbb{E} \left( \int_D dx \left( \int_D \left| G_D^k(x, y) \right|^2 dy \right) \int_D |f_1(u(y))|^2 dy \right)^{p/2} \right)^{1/p}
\leq M|D|^{1/2} \sup_{x \in D} \| C_D^k(x, \cdot ) \|.
\]
For the second one, we use property (b) of (M) to obtain

\[
\left\| \int_D G^k_D(\cdot, y)f_2(u(y))dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))} \\
\leq \left\| \int_D G^k_D(\cdot, y)f_2(0)dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))} \\
+ \left\| \int_D G^k_D(\cdot, y)(f_2(u(y)) - f_2(0))dy \right\|_{L^p(\Omega; L^2(D; \mathbb{R}^d))} \\
\leq |f_2(0)| \sup_{x \in D} \| G^k_D(x, \cdot) \|_D \| u \|_{L^p(\Omega; L^2(D; \mathbb{R}^d))}.
\]

By applying Schwarz’s inequality, we have

\[
S_2 = \left( \int_D dx \left( \int_D G^k_D(x, y)g(y)dy \right)^2 \right)^{1/2} \\
\leq \sup_{x \in D} \| G^k_D(x, \cdot) \|_{L^2(D)} |D|^{1/2} \| g \|.
\]

(12)

Finally, we study \( S_3 \). We apply first Hölder’s inequality with respect to the Lebesgue measure \( dx \), then the hypercontractivity property of Gaussian random vectors and finally, the isometry property of the stochastic integral. This yields

\[
S_3 = \left( \mathbb{E} \left( \int_D dx \left( \int_D G^k_D(x, y)W(dy) \right)^2 \right)^{p/2} \right)^{1/p} \\
\leq |D|^{1/2 - 1/p} \left( \mathbb{E} \left( \int_D dx \left( \int_D G^k_D(x, y)W(dy) \right)^p \right) \right)^{1/p} \\
\leq C_p |D|^{1/2 - 1/p} \left( \int_D dx \left( \mathbb{E} \left( \int_D G^k_D(x, y)W(dy) \right)^2 \right)^{p/2} \right)^{1/p} \\
\leq C_p |D|^{1/2} \sup_{x \in D} \| G^k_D(x, \cdot) \|.
\]

By Lemma 2.1, \( K = \sup_{x \in D} \| G^k_D(x, \cdot) \|_{L^2(D)} \) is finite. Hence, from the upper bounds proved so far we infer that

\[
\| u \|_{L^p(\Omega; L^2(D))} \leq C_1 + LK|D|^{1/2} \| u \|_{L^p(\Omega; L^2(D))},
\]

with \( C_1 = K |D|^{1/2} [M + |f_2(0)||D|^{1/2} + \| g \| + C_p] \). Since we are assuming \( 1 - LK|D|^{1/2} > 0 \), this yields the Proposition. \( \square \)
Remark 3.2 In the context of elliptic operators, the assumption on the constant \( L \) in the preceding Proposition is natural. It is a restriction to preserve the positiveness property of the operator \(-\Delta + F\).

Proposition 3.3 The hypotheses are as in Proposition 3.1. Fix a ball centered at 0 and with radius \( r \), \( B_r(0) \), strictly included in \( D \). Then, for any \( p \geq 2 \) there exists a positive constant \( C \) (depending on \( r \)) such that, for any \( x_1, x_2 \in B_r(0) \),

\[
E[|u(x_1) - u(x_2)|^p] \leq C|x_1 - x_2|^p\xi,
\]

(13)

with

\[
\xi = \begin{cases} 
1, & \text{if } k = 1, \\
1 - \gamma, & \text{if } k = 2, \\
\frac{1}{2}, & \text{if } k = 3,
\end{cases}
\]

where \( \gamma > 0 \) is arbitrarily small. Therefore, for almost all \( \omega \in \Omega \), the sample paths of the process \( u \) are Hölder continuous of degree \( \alpha \in (0, 1) \), if \( k = 1 \), \( 2 \), and \( \alpha \in (0, 1/2) \), if \( k = 3 \).

Proof: From (6), we clearly have

\[
E[|u(x_1) - u(x_2)|^p] \leq C_p(A(x_1, x_2) + B(x_1, x_2) + C(x_1, x_2)),
\]

where

\[
A(x_1, x_2) = E\left[\int_D |G_D^k(x_1, y) - G_D^k(x_2, y)|f(u(y))dy\right]^p,
\]

\[
B(x_1, x_2) = E\left[\int_D |G_D^k(x_1, y) - G_D^k(x_2, y)|g(y)dy\right]^p,
\]

\[
C(x_1, x_2) = E\left[\int_D |G_D^k(x_1, y) - G_D^k(x_2, y)|W(dy)\right]^p.
\]

The hypothesis (M) implies the following:

\[
\int_D |f(u(y))|^2dy \leq 2M^2 + 2\int_D |f_2(u(y))|^2dy \\
\leq 2M^2 + 4|D||f_2(0)|^2 + 4L||u||^2.
\]

Therefore,

\[
E\left[\int_D |f(u(y))|^2dy\right]^{p/2} \leq C_1(M, |D|, f_2(0), p) + C_2(L, p)E[||u||^p],
\]

(14)

and the right-hand side of this expression is finite, due to Proposition 3.1.
Using this result and after applying Cauchy-Schwarz inequality, we obtain
\[
A(x_1, x_2) \leq \left( \int_D \left[ G_D^k(x_1, y) - G_D^k(x_2, y) \right]^2 dy \right)^{p/2} \mathbb{E} \left[ \int_D |f(u(y))|^2 dy \right]^{p/2} 
\leq C \left( \int_D \left[ G_D^k(x_1, y) - G_D^k(x_2, y) \right]^2 dy \right)^{p/2}.
\] (15)

Applying again Cauchy-Schwarz inequality and using the properties of \( g \) gives
\[
B(x_1, x_2) \leq C \left( \int_D \left[ G_D^k(x_1, y) - G_D^k(x_2, y) \right]^2 dy \right)^{p/2}.
\] (16)

Finally, the hypercontractivity property yields
\[
C(x_1, x_2) \leq C \left( \mathbb{E} \left[ \left. \left| G_D^k(x_1, y) - G_D^k(x_2, y) \right|^2 \right| W(dy) \right]^{p/2} \right) = C \left( \int_D \left| G_D^k(x_1, y) - G_D^k(x_2, y) \right|^2 \right)^{p/2}.
\] (17)

From (15)–(17) we see that
\[
\mathbb{E}[|u(x_1) - u(x_2)|^p] \leq C \left( \int_D \left| G_D^k(x_1, y) - G_D^k(x_2, y) \right|^2 \right)^{p/2}.
\]

We conclude the proof of (13) by applying lemmas 5.4, 5.5, 5.7 of Section 5.3. The statement on the sample paths of \( u \) follows from Kolmogorov’s continuity lemma. □

**Proposition 3.4** The hypotheses are as in Proposition 3.1. Then, for any \( p \geq 2 \),
\[
\sup_{x \in D} ||u(x)||_{L^p(\Omega; \mathbb{R}^d)} < \infty.
\] (18)

**Proof:** It is similar to that of the preceding proposition. By the triangular inequality,
\[
\mathbb{E}[|u(x)|^p] \leq C_p (A(x) + B(x) + C(x)),
\]
with
\[
A(x) = \mathbb{E} \left[ \left( \int_D G_D^k(x, y) f(u(y)) dy \right)^p \right],
\]
\[
B(x) = \mathbb{E} \left[ \left( \int_D G_D^k(x, y) g(y) dy \right)^p \right],
\]
\[
C(x) = \mathbb{E} \left[ \left( \int_D G_D^k(x, y) W(dy) \right)^p \right].
\]
The conclusion will be obtained by proving that each of the above expressions are finite, uniformly in \( x \in D \). This relies on Lemma 2.1 and the following arguments.

Applying (14) and Proposition 3.1 yields
\[
\mathbb{E} \left[ \int_D |f(u(y))|^2 dy \right]^{p/2} \leq C.
\]

Hence, by Cauchy-Schwarz inequality and Lemma 2.1,
\[
A(x) \leq \left[ \int_D |G_D^k(x, y)|^2 dy \right]^{p/2} \mathbb{E} \left[ \int_D |f(u(y))|^2 dy \right]^{p/2} \leq C.
\]

Similarly,
\[
B(x) \leq C \left[ \int_D |G_D^k(x, y)|^2 dy \right]^{p/2} \leq C.
\]

Finally, by the hypercontractivity property,
\[
C(x) \leq C \left( \mathbb{E} \left[ \int_D G_D^k(x, y)W(dy) \right]^2 \right)^{p/2} = C \left( \int_D |G_D^k(x, y)|^2 dy \right)^{p/2} \leq C.
\]

In all the expressions above, \( C \) denotes a finite constant. Hence (18) holds. \( \square \)

4 \hspace{1em} \textbf{The law of the solution}

This section is devoted to prove that the probability law of the solution to the system of SPDEs (6) is absolutely continuous with respect to a Gaussian measure defined on the Banach space \( S \). As a consequence, for any fixed \( x \in D \), the law of \( u(x) \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^d \). To a large extent, the content of the section is an extension to the \( d \)-dimensional case of results proved in [11].

Denote by \( \mu \) the law on \( S \) of the Gaussian stochastic process
\[
\left( w(x) = \sigma \int_D G_D^k(x, y)W(dy), x \in D \right),
\]
and by \( H \) the Hilbert space \( L^2(D; \mathbb{R}^d) \). Then, extending [11 Proposition 3.1] for \( d = 1 \), we have that \((S, H, \mu)\) is an \textit{abstract Wiener space}. Indeed, \( S \) endowed with the supremum norm is a separable Banach space. By applying Schwarz inequality and then Lemma 2.1 we obtain that the mapping
\[
i : H \rightarrow S
\]
\[
h \mapsto \int_D G_D^k(\cdot, y)h(y)dy
\]
is continuous. Moreover, since the Dirichlet problem $\Delta v = h$ on $D$, $v|_{\partial D} = 0$, has a unique solution, we have that the mapping $i$ is one-to-one and clearly, $i(H)$ is densely embedded in $S$.

For its further use throughout this section, we introduce a new assumption.

(\textbf{I}) The function $f$ is continuously differentiable, and $\det J_f(x) \neq 0$, for any $x \in \mathbb{R}^d$, where $J_f$ denotes the Jacobian matrix of $f$. Moreover, the linear operator $J_f^{-1}(\omega) : H \rightarrow H$ defined by $J_f^{-1}(\omega)(h)(x) = J_f^{-1}(\omega(x))h(x)$ is positive, that is, $\langle J_f^{-1}(\omega)(h), h \rangle > 0$, $\forall h \in H$.

If $d = 1$, the assumption is $f \in C^1$, $f' > 0$ (see \cite{11}, (H.1), p. 229).

\textbf{Proposition 4.1} We keep the assumptions of Theorem 2.2 and in addition, we suppose that (\textbf{I}) holds. Then, the mapping $\bar{F} : S \rightarrow i(H)$

$$\omega \mapsto i(F(\omega)) = \int_D G_D^k(x,y)f(\omega(y))dy,$$

satisfies the following properties.

1. For any $\omega \in S$, there exists a Hilbert-Schmidt operator $D\bar{F}(\omega) : H \rightarrow H$ such that

$$\|\bar{F}(\omega + i(h)) - \bar{F}(\omega) - D\bar{F}(\omega)(h)\|_H = o(\|h\|_H), \text{ as } \|h\|_H \rightarrow 0. \quad (19)$$

2. For any $\omega \in S$, the mapping $h \mapsto D\bar{F}(\omega + i(h))$ is continuous from $H$ into the space of Hilbert-Schmidt operators on $H$.

3. For any $\omega \in S$, the mapping $I_H + D\bar{F}(\omega)$ is invertible, where $I_H$ denotes the identity operator on $H$.

\textbf{Proof:} For any $\omega \in S$, set

$$D\bar{F}(\omega)(h) = J_f(\omega(\cdot)) \int_D G_D^k(x,y)h(y)dy, \quad h \in H. \quad (20)$$

The assumptions on $f$ imply that $\int_D |J_f(\omega(x))|^2dx < \infty$. Then, by the definition of the Hilbert-Schmidt norm (see e.g. \cite{20} Theorem VI.23, p. 210) and by using Lemma 2.1 we obtain,

$$\|D\bar{F}(\omega)\|_{HS}^2 = \int_D \int_D |J_f(\omega(x))|G_D^k(x,y)|^2dxdy$$

$$\leq \sup_{x \in D} \left( \int_D (G_D^k(x,y))^2dy \right) \left( \int_D |J_f(\omega(x))|^2dx \right) < \infty.$$
This yields that $D\bar{F}(\omega)$ is a Hilbert-Schmidt operator.

From the expression (20), one checks that (19) is satisfied. Moreover, from assertion 1. and the continuity of the map $J_f(\cdot)$, it is easy to verify that statement 2. holds.

For the proof of the third statement, we notice that the operator $D\bar{F}(\omega)$ is compact. Hence, by the Fredholm alternative it suffices to check that $\lambda = -1$ is not an eigenvalue. This fact is a consequence of the assumption (I). Indeed, if $\lambda = -1$ were an eigenvalue, there would exist a non null $h \in H$ satisfying
\[ h + J_f(\omega)h = 0. \]

Equivalently,
\[ J_f^{-1}(\omega)h + \int_D G^h_k(\cdot, y)h(y)dy = 0. \]

Take the inner product in $H$ with $h$ on each term of this identity. By property (P), we obtain
\[ \left\langle J_f^{-1}(\omega)h, h \right\rangle + a \left\| \int_D G^h_k(\cdot, y)h(y)dy \right\|^2 = 0. \]

By assumption (I), this implies that $h = 0$. □

In terms of $\bar{F}$, the operator $T$ defined in (8) is $T = I_B + \bar{F}$. Hence, Proposition 4.1 tell us that $T$ satisfies the assumptions of [15, Theorem 6.4]. This yields the following result

**Proposition 4.2** The hypotheses are as in Proposition 4.1. Denote by $\nu$ the law of $u = T^{-1}(w)$. Then, the probability $\nu$ is absolutely continuous with respect to $\mu$ (the law of $w$). Moreover, the density is given by
\[ \frac{d\nu}{d\mu}(\omega) = \left| \det_2(I_H + D\bar{F}(\omega)) \right| \exp \left( -\delta(f(\omega)) - \frac{1}{2} \| f(\omega) \|^2_H \right), \tag{21} \]
where $\det_2$ denotes the Carleman-Fredholm determinant, and $\delta$ denotes the divergence operator, also called the Skorohod integral operator (see [2, Theorem 5.8.3] for a definition of this notion in this context).

**Remark 4.3** For any $x \in D$, let $\pi_x : S \to \mathbb{R}^d$ be defined by $\pi_x(\omega) = \omega(x)$. Clearly, $\nu \ll \mu$ implies $\nu \circ \pi_x^{-1} \ll \mu \circ \pi_x^{-1}$. Since $\mu \circ \pi_x^{-1}$ is the law of the random vector $w(x)$, which is Gaussian, we infer that the law of $u(x)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$.

## 5 Gaussian solutions

In this section we consider the system (6) in the particular case $f = g = 0$. Under this assumption, (6) gives an explicit expression of the solution, which clearly defines the $d$–dimensional Gaussian random vector:
\[ w^i(x) = \sum_{j=1}^{d} \sigma_{ij} \int_D G^k_{D}(x,y)W^j(dy), \ x \in D, \ i = 1, \ldots, d. \quad (22) \]

We are assuming that \( \sigma = (\sigma_{ij})_{1 \leq i,j \leq d} \) is a non-singular matrix. Therefore, without loss of generality, we can reduce the analysis of the stochastic process given in (22) to the case where \( \sigma \) is the identity matrix in \( \mathbb{R}^d \). By doing so, we are left to consider the Gaussian vector \( v(x) = (v^i(x)) \) with independent, identically distributed components defined by

\[ v^i(x) = \int_D G^k_{D}(x,y)W^i(dy), \ x \in D, \ i = 1, \ldots, d. \quad (23) \]

Its density is given by the formula

\[ p_{v(x)}(z) = \left(2\pi\sigma_x^2\right)^{-\frac{d}{2}} \exp\left(-\frac{|z|^2}{2\sigma_x^2}\right), \ z \in \mathbb{R}^d, \quad (24) \]

where \( \sigma_x = \|G^k_{D}(x, \cdot)\| \).

According to Corollary 5.8, the mapping \( x \in D \mapsto \sigma_x \) is continuous and therefore, \( \inf_{x \in K} \sigma_x \) and \( \sup_{x \in K} \sigma_x \) are both achieved on any compact subset \( K \subset D \). Let \( x_0, x_1 \in K \) be such that

\[ 0 < \sigma_{x_0} = \inf_{x \in K} \sigma_x \leq \sup_{x \in K} \sigma_x = \sigma_{x_1} < \infty. \quad (25) \]

Then,

\[ \sup_{(z,x) \in \mathbb{R}^d \times K} p_{v(x)}(z) \leq \left(2\pi\sigma_{x_0}^2\right)^{-\frac{d}{2}} < \infty, \quad (26) \]

and for any compact set \( \tilde{K} \subset \mathbb{R}^d \),

\[ c_1 \left(2\pi\sigma_{x_1}^2\right)^{-\frac{d}{2}} \leq \inf_{(z,x) \in \tilde{K} \times K} p_{v(x)}(z), \quad (27) \]

where \( c_1 = \inf_{z \in \tilde{K}} \exp\left(-\frac{|z|^2}{2\sigma_{x_0}^2}\right) \).

5.1 Sample paths of the process \( v \)

From Theorem 3.3, we already know that the sample paths of the Gaussian process defined by (22) are Hölder continuous. However, under the standing assumptions, more can be said.

Case \( k = 1 \)

The trajectories of \( \{v(x), x \in (0,b)\} \) are differentiable, a.s. Indeed, from the expression (2) and by applying the Itô formula we have,

\[ v^i(x) = \frac{x}{b} \int_0^b W^i(y)dy - \int_0^x W^i(y)dy, \ i = 1, \ldots, d. \quad (28) \]
(see [3] Lemma 2.1).

Case $k = 2, 3$

Let $D = B_1(0)$ and $D_0 = B_{\rho_0}(0)$ with $\rho_0 < 1$. For any $x, y \in D$ and $\gamma$ arbitrarily small, define

$$\tau(x, y) = \begin{cases} 
|x - y|^{1-\gamma}, & \text{if } k = 2, \\
|x - y|^\frac{1}{2}, & \text{if } k = 3.
\end{cases}$$

According to the discussion in [22, p. 164-167], and by applying the estimates (47), (49) (for $k = 2$) and (59) (for $k = 3$), we have the following results on the uniform modulus of continuity of the process $v$.

1. Extensions of the classical Garsia-Rodemich-Rumsey Lemma (see [22, Theorems 4.1, 4.2]) yield the existence of a random variable $A$ having moments of any order, such that, for any $x, y \in D_0$,

$$|v(x) - v(y)| \leq A\tau(x, y)\sqrt{\log(1 + \tau(x, y)^{-1})}. \quad (29)$$

2. From results in [17], one can obtain more information on the random variable $A$. Indeed, there exists a constant $c > 0$ such that

$$E\left\{\exp\left(c \sup_{x, y \in D_0} \frac{|v(x) - v(y)|^2}{\log(1 + \tau(x, y)^{-1})}\right)\right\} < \infty \quad (30)$$

(see [22, Corollary 4.4]).

3. By using entropy methods and the Gaussian isoperimetric inequality, we obtain

$$\limsup_{|h| \to 0} \sup_{x \in D_0, y \in B_h(0)} \frac{|v(x + y) - v(x)|}{\tau(0, y)\sqrt{\log(1 + \tau(0, y)^{-1})}} \leq C, \quad (31)$$

where $C$ is a finite positive constant. Whether this estimate is sharp is an open question.

Clearly, the above results yield Hölder continuity of the sample paths, a.s.

Let $k = 2$. Using Lemma 5.5 and arguing as in [8, Chapter 5], we deduce the property:

For almost all $\omega$, the sample paths of the process $\{v(x), x \in D_0\}$ are Hölder continuous of degree $\alpha \in (0, 1)$, though there are not Lipschitz continuous.

Similarly, for $k = 3$, using Lemma 5.7, we have:

For almost all $\omega$, the sample paths of the process $\{v(x), x \in D_0\}$ are Hölder continuous of degree $\alpha \in (0, 1/2)$, though there are not for $\alpha > 1/2$. 
5.2 Joint densities

For $k = 1$, $D_0$ denotes a closed interval of $D = (0, b)$, and as in the previous section, for $k = 2, 3$, $D_0 = B_{\rho_0}(0)$, with $\rho_0 \in (0, 1)$. In this section we prove the following facts:

(a) $\text{Var} \, v^i(x) > 0$, for any $i = 1, \ldots, d, x \in D_0$.

(b) $\text{Corr}(v^i(x_1), v^i(x_2)) < 1$, for any $i = 1, \ldots, d$, and for each $x_1, x_2 \in D_0$.

We recall that, for any $i = 1, \ldots, d$,

$$\text{Var} \, v^i(x) = \|G^k_D(x, \cdot)\|^2 := \sigma_x^2,$$

and we will use the following notations:

$$\sigma_{x_1, x_2} := \text{Cov}(v^i(x_1), v^i(x_2)) = \left\langle G^k_D(x_1, \cdot), G^k_D(x_2, \cdot) \right\rangle,$$

$$\rho_{x_1, x_2} := \text{Corr}(v^i(x_1), v^i(x_2)) = \frac{\sigma_{x_1, x_2}}{\sigma_{x_1} \sigma_{x_2}}.$$

Because of the independence of the components of $v(x_1)$ and of $v(x_2)$, properties (a) and (b) imply the existence of joint density of the 2$d$-dimensional vector

$$(v(x_1), v(x_2)), \, x_1, x_2 \in D_0.$$

Property (a) follows trivially from (23). As for property (b), it is a consequence of property (a) and the next lemma.

**Lemma 5.1** For any $x_1, x_2 \in D_0, x_1 \neq x_2$, we have

$$\sigma_{x_1}^2 \sigma_{x_2}^2 - \sigma_{x_1, x_2}^2 > 0. \quad (32)$$

**Proof:** We argue by contradiction. Assume that $\sigma_{x_1}^2 \sigma_{x_2}^2 - \sigma_{x_1, x_2}^2 = 0$. Then, $\lambda \in \mathbb{R} \setminus \{0\}$ (depending on $x_1, x_2$) would exist satisfying $v(x_1) = \lambda v(x_2)$. This implies $\|G^k_D(x_1, \cdot) - \lambda G^k_D(x_2, \cdot)\| = 0$ or equivalently, $G^k_D(x_1, y) - \lambda G^k_D(x_2, y) = 0$, for almost every $y$ (with respect to the Lebesgue measure).

Case $\lambda = 1$. The condition $\|G^k_D(x_1, \cdot) - G^k_D(x_2, \cdot)\| = 0$ yields a contradiction with the lower bounds given in (43), (49), (59), for $k = 1, k = 2, k = 3$, respectively.

Case $\lambda \neq 1$. The condition $G^k_D(x_1, y) - \lambda G^k_D(x_2, y) = 0$, for almost every $y$ implies that for any $f \in L^2(D)$,

$$\langle G^k_D(x_1, y) - \lambda G^k_D(x_2, y), f \rangle = 0. \quad (33)$$

Moreover,

$$\|G^k_D(x_1, \cdot)\| = \lambda \|G^k_D(x_2, \cdot)\|. \quad (34)$$
Similarly as above, we arrive at a contradiction.

Let \( \lambda > 0 \). Hence, we obtain
\[
\lambda \| G_D^k(x_2, \cdot) \|^2 = \langle G_D^k(x_1, \cdot), G_D^k(x_2, \cdot) \rangle.
\] (35)

Choose \( f = \nu G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \), with \( \nu \in \mathbb{R} \) to be determined later. The identity (35) implies,
\[
0 = \langle G_D^k(x_1, \cdot) - \lambda G_D^k(x_2, \cdot), \nu G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \rangle
= \| G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \|^2 + (1 - \lambda) \langle G_D^k(x_1, \cdot), G_D^k(x_2, \cdot) \rangle
- (1 - \lambda)\| G_D^k(x_2, \cdot) \|^2 + (\nu - 1)\| G_D^k(x_1, \cdot) \|^2
- (\nu - 1) \langle G_D^k(x_1, \cdot), G_D^k(x_2, \cdot) \rangle.
\] (36)

By applying (34), (35) to (36) we obtain
\[
0 = \langle G_D^k(x_1, \cdot) - \lambda G_D^k(x_2, \cdot), \nu G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \rangle
= \| G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \|^2
+ (\lambda - 1)|\lambda(\nu - 2) + 1|\| G_D^k(x_2, \cdot) \|^2.
\] (37)

Assume first that \( \lambda > 1 \). By choosing \( \nu > 2 - \frac{1}{\lambda} \), the factor \( (\lambda - 1)|\lambda(\nu - 2) + 1| \) in (37) is positive. Hence, we obtain
\[
0 \geq \| G_D^k(x_1, \cdot) - G_D^k(x_2, \cdot) \|^2,
\]
which, arguing as for the case \( \lambda = 1 \), yields a contradiction.

If \( \lambda \leq 1 \), we choose \( \nu < 2 - \frac{1}{\lambda} \) to obtain that \( (\lambda - 1)|\lambda(\nu - 2) + 1| > 0 \).
Similarly as above, we arrive at a contradiction.

The proof of (32) is complete. \( \square \)

**Lemma 5.2** Let \( m_{x_1,x_2} = \frac{\mu_{x_1,x_2}}{\sigma_{x_1}^2} \) be the conditional mean of \( v^i(x_2) \) given \( v^i(x_1) \), \( i = 1, \ldots, d \). Then, there exists a constant \( C > 0 \) such that for all \( x_1, x_2 \in D_0 \),
\[
|1 - m_{x_1,x_2}| \leq C\| v(x_1) - v(x_2) \|_{L^2(\Omega; \mathbb{R}^d)}.
\] (38)

The proof of this lemma follows easily from the definition of \( m_{x_1,x_2} \). We refer the reader to [9] p. 1359] for details.

**Lemma 5.3** Let \( \tau_{x_1,x_2} = \sigma_{x_1}^2(1 - \rho_{x_1,x_2}^2) \) be the conditional variance of \( v^i(x_2) \) given \( v^i(x_1) \), \( i = 1, \ldots, d \). Then, there exists a constant \( C_2 > 0 \) such that for all \( x_1, x_2 \in D_0 \),
\[
\tau_{x_1,x_2} \leq C_2\| v(x_1) - v(x_2) \|_{L^2(\Omega; \mathbb{R}^d)}.
\] (39)

**Proof:** For any \( x_1, x_2 \in D \), let
\[
\delta(x_1, x_2) := \| v(x_1) - v(x_2) \|_{L^2(\Omega; \mathbb{R}^d)} = \| G(x_1, \cdot) - G(x_2, \cdot) \|,
\] (40)
be the canonical pseudo-metric associated with the Gaussian process \( v \).

With simple computations, we obtain
\[
\sigma^2_{x_2} \sigma^2_{x_1} - \sigma^2_{x_1,x_2} = \frac{1}{4} \left[ \delta(x_1, x_2)^2 - (\sigma_{x_2} - \sigma_{x_1})^2 \right] \left[ (\sigma_{x_2} + \sigma_{x_1})^2 - \delta(x_1, x_2)^2 \right].
\]

By the triangular inequality,
\[
(\sigma_{x_1} - \sigma_{x_2})^2 = ||G(x_1, \cdot)|| - ||G(x_2, \cdot)||^2 \\
\leq ||G(x_1, \cdot) - G(x_2, \cdot)||^2 = \delta(x_1, x_2)^2.
\]

Hence, the first factor on the right-hand side of (41) is nonnegative. Moreover, we have proved in Lemma 5.1 that \( 1 - \rho^2_{x_1,x_2} > 0 \). Hence, using (25), we have the following upper bounds:
\[
1 - \rho^2_{x_1,x_2} \leq C \left[ \delta(x_1, x_2)^2 - (\sigma_{x_2} - \sigma_{x_1})^2 \right] (\sigma_{x_2} + \sigma_{x_1})^2 \\
\leq C \left[ \delta(x_1, x_2)^2 (\sigma_{x_2}^2 + \sigma_{x_1}^2) + (\sigma_{x_2}^2 - \sigma_{x_1}^2)^2 \right] \\
\leq C \delta(x_1, x_2)^2 + (\sigma_{x_1} - \sigma_{x_2})^2 \\
\leq C \delta(x_1, x_2)^2
\]
(42)

The inequality (39) is a consequence of (25) and (42). \( \square \)

5.3 Upper and lower bounds of the canonical metric

In this section, we prove upper and lower bounds for the canonical pseudo-metric relative to the Gaussian process \( v \) given in (40). This is equivalent to establish bounds from above and from below for \( \|G_b^D(x_1, \cdot) - G_b^D(x_2, \cdot)\| \).

**Lemma 5.4** Let \( k = 1 \) and \( D = (0, b), b > 0 \). For any \( x_1, x_2 \in D \), we have
\[
\left( \frac{b}{3} \right)^\frac{1}{2} |x_1 - x_2| \leq \|G_D^1(x_1, \cdot) - G_D^1(x_2, \cdot)\| \leq \left( \frac{7b}{3} \right)^\frac{1}{2} |x_1 - x_2|.
\]

**Proof:** Using the expression (2), we clearly have
\[
\|G_D^1(x_1, \cdot) - G_D^1(x_2, \cdot)\|^2 = |x_1 - x_2|^2 \int_0^b \left( \frac{x_2 \wedge y - x_1 \wedge y}{x_2 - x_1} - y^2/b \right)^2 dy.
\]

The integral on the right-hand side of this equality is \( \frac{b}{3} + \frac{y_2^2 + x_2x_1 + y_1^2}{3b} + x_1 \). On \((0, b)\) this expression is bounded from above by \( \frac{7b}{3} \), and from below by \( \frac{b}{3} \). This yields (43). \( \square \)

For \( k = 2, 3 \), \( D = B_1(0) \), we will use the following formulas for the Green function (see for instance [13] [pg. 19]):
\[
G^k_D(x, y) = \Gamma^k(|x - y|) - \Gamma^k \left( y \left| x - \frac{y}{|y|^2} \right| \right), \quad y \neq 0,
\]
\[
G^k_D(x, y) = \Gamma^k(|x|) - \Gamma^k(1), \quad y = 0.
\]
with $\Gamma^k$ defined in (3).

For every $x, y \in D$, define

$$L^k_x(y) = \Gamma^k(|x - y|), \quad S^k_x(y) = \Gamma^k\left[\frac{|y|}{|y|^2} \right], \quad (45)$$

so that for $y \neq 0$,

$$G^k_D(x, y) = L^k_x(y) - S^k_x(y). \quad (46)$$

Notice that for any $y \in D$, $x \to S^k_x(y)$ is a harmonic function, and $S^k_x(y) = L^k_b(y)$ for $y \in \partial D$.

Clearly, for any $x_1, x_2 \in D$,

$$\|G^k_D(x_1, \cdot) - G^k_D(x_2, \cdot)\| \leq \|L^k_{x_1} - L^k_{x_2}\| + \|S^k_{x_1} - S^k_{x_2}\|.$$

**Lemma 5.5** Let $k = 2$ and $D = B_1(0)$. Fix $\rho_0 < 1$.

1. There exists a positive constant $C$ such that

$$\|G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot)\| \leq C|x_1 - x_2| \left[\log^2(|x_1 - x_2|) - \log(|x_1 - x_2|) + 1\right]^\frac{1}{2}, \quad (47)$$

for any $x_1, x_2 \in \bar{B}_{\rho_0}(0)$. The constant $C$ above is of the form $\frac{c}{(1 - \rho_0)^2}$ where $c > 0$ is a multiple of $\pi^{-\frac{1}{2}}$.

Therefore,

$$\|G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot)\| \leq C \left[|x_1 - x_2| \left[\log(|x_1 - x_2|) 1_{\{x_1 - x_2\leq e^{-1}\}} + |x_1 - x_2| 1_{\{|x_1 - x_2| > e^{-1}\}}\right]\right], \quad (48)$$

for any $x_1, x_2 \in \bar{B}_{\rho_0}(0)$, where $C$ is a constant of the same type as in (47).

2. There exists a positive constant $C$ such that

$$\|G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot)\| \geq C|x_1 - x_2|, \quad (49)$$

for any $x_1, x_2 \in \bar{B}_{\rho_0}(0)$. The constant $C$ above is a multiple of $\pi^{-\frac{1}{2}}$.

**Proof:** First, we will prove an upper bound for $\|L^2_{x_1} - L^2_{x_2}\|$. Let $r_{x_1, x_2} = 2|x_1 - x_2|$. Assume $|x_1 - x_2| > 1$. Then $|y - x_1| \leq r_{x_1, x_2}$, for any $|y| \leq 1$, and

$$\|L^2_{x_1} - L^2_{x_2}\|^2 \leq (2\pi^2)^{-1}[J_1(x_1) + J_2(x_2)],$$

with

$$J_1(x_1) = \int_{\{|y| \leq 1\} \cap \{|y - x_1| \leq r_{x_1, x_2}\}} \log^2 |x_1 - y|dy,$$

$$J_2(x_2) = \int_{\{|y| \leq 1\} \cap \{|y - x_2| \leq r_{x_1, x_2}\}} \log^2 |x_2 - y|dy.$$
Using polar coordinates \((r, \theta)\) and a change of variables \(\rho = r^2\), we have

\[
J_1(x_1) \leq \frac{\pi}{4} \int_0^{r_{x_1,x_2}^2} (\log^2 \rho) \, d\rho = \pi r_{x_1,x_2}^2 \left( \log \left[ \frac{1}{r_{x_1,x_2}} \right] + \log \left[ \frac{1}{r_{x_1,x_2}} \right] + \frac{1}{2} \right),
\]

where the integral is computed using integration by parts.

Similarly,

\[
J_2(x_1) \leq cr_{x_1,x_2}^2 \left( \log \left[ \frac{1}{x_1 - x_2} \right] + \log \left[ \frac{1}{x_1 - x_2} \right] + \frac{1}{2} \right),
\]

with a constant \(c\) which is a multiple of \(\pi\) and, consequently

\[
\|L_{x_1}^2 - L_{x_2}^2\|^2 \leq C|x_1 - x_2|^2 \left( \log \left[ \frac{1}{|x_1 - x_2|} \right] + \log \left[ \frac{1}{|x_1 - x_2|} \right] + 1 \right), \tag{50}
\]

for some positive constant \(C\) which is a multiple of \(\pi^{-1}\).

Next, we assume that \(|x_1 - x_2| \leq 1\). We have

\[
\|L_{x_1}^2 - L_{x_2}^2\|^2 \leq \pi^{-2}[J_1(x_1) + J_2(x_2)] + (2\pi^2)^{-1}J_3(x_1, x_2), \tag{51}
\]

with

\[
J_3(x_1, x_2) = \int_{\{|y| \leq 1\} \cap \{|y - x_1| > r_{x_1,x_2}\}} (\log |x_1 - y| - \log |x_2 - y|)^2 \, dy.
\]

Let \(\varphi(\lambda) = \log(|\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)|), \lambda \in (0, 1)\). Then,

\[
\log |x_2 - y| - \log |x_1 - y| = \varphi(1) - \varphi(0) = \int_0^1 \varphi'(\lambda) d\lambda.
\]

Denote by \(\alpha_\lambda\) the angle between the vectors \(x_1 - x_2\) and \(\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)\). Direct computations show that

\[
\varphi'(\lambda) = \frac{|x_1 - x_2| \cos(\alpha_\lambda)}{|\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)|}.
\]

Hence,

\[
J_3(x_1, x_2) \leq |x_1 - x_2|^2 \\
\times \int_{\{|y| \leq 1\} \cap \{|y - x_1| > r_{x_1,x_2}\}} dy \left( \int_0^1 \frac{1}{|\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)|} d\lambda \right)^2.
\]

On \(\{|y - x_1| > r_{x_1,x_2}\}\),

\[
|\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)| \geq |y - x_1| - \lambda|x_2 - x_1| \geq \frac{|y - x_1|}{2}.
\]
Therefore,

\[
J_3(x_1, x_2) \leq 4|x_1 - x_2|^2 \int_{|y| \leq 1} \int_{|y - x_1| > r_{x_1, x_2}} |y - x_1|^2 dy 
\leq 8\pi |x_1 - x_2|^2 \log \left[ \frac{1}{|x_1 - x_2|} \right].
\]  

(52)

From (50)–(52), we have

\[
\|L_{x_1}^2 x_1 - L_{x_2}^2 x_2\|_2 \leq C |x_1 - x_2|^2 \left( \log \frac{1}{|x_1 - x_2|} + \log \frac{1}{|x_1 - x_2|} + 1 \right),
\]  

(53)

with a positive constant which is a multiple of \(\pi^{-1}\).

For the study of the contribution of \(\|S_{x_1}^2 - S_{x_2}^2\|_2\) it is useful to identify \(\mathbb{R}^2\) with \(\mathbb{C}\) (the set of complex numbers) and to consider the following identity:

\[
|y| \left| x - \frac{y}{|y|^2} \right| = |1 - \bar{x}y|,
\]

where \(\bar{x}\) denotes the conjugate of the complex number \(x\). By doing so, it is easy to check that

\[
2\pi |\nabla_x S^2(y)| = |\nabla_x \log(|1 - \bar{x}y|)| \leq \frac{|y|}{\sqrt{2(1 - |x|)^2}}.
\]  

(54)

By the mean value theorem, this implies,

\[
\|S_{x_1}^2 - S_{x_2}^2\|_2 = (2\pi)^{-2} \int_{|y| \leq 1} |\log |1 - \bar{x}y| - \log |1 - \bar{x}_2 y||^2 dy
\]

\[
\leq (8\pi^2)^{-1} |x_1 - x_2|^2 \int_{|y| \leq 1} \left( \frac{1}{(1 - |x^*|^2)} \right)^2 dy,
\]

(55)

with \(x^* = \lambda x_1 + (1 - \lambda)x_2\). We are assuming \(x_1, x_2 \in \bar{B}_{\rho_0}(0)\) with \(\rho_0 < 1\). Hence, \(1 - |x^*| \geq 1 - \rho_0\) and therefore,

\[
\|S_{x_1}^2 - S_{x_2}^2\|_2 \leq \frac{C}{(1 - \rho_0)^2} |x_1 - x_2|^2,
\]

(56)

with a constant \(C\) which is a multiple of \(\pi^{-1}\).

With (53), (56), we have proved (47).

If \(|x_1 - x_2| \leq e^{-1}\), then \(\log^2(|x_1 - x_2|) - \log(|x_1 - x_2|) + 1 \leq 3 \log^2(|x_1 - x_2|)\), while if \(|x_1 - x_2| > e^{-1}\),

\[
\sup_{e^{-1} < |x_1 - x_2| \leq 2} \left[ |\log^2(|x_1 - x_2|) - \log(|x_1 - x_2|) + 1| \right] \leq C.
\]

Therefore (47) clearly implies (48).
Next, we prove (49). Let \( \eta \in \left(0, \frac{1-\rho_0}{2\rho_0}\right) \). Since \(|x_1 - x_2| \leq 2\rho_0\), we have \( \eta|x_1 - x_2| < 1 - \rho_0 \). Let \( D_\eta = \{y \in D : |y - x_1| < \eta|x_1 - x_2|\} \). The choice of \( \eta \) implies \( D_\eta \subset D \), and then,

\[
\|G_D^2(x_1, \cdot) - G_D^2(x_2, \cdot)\| \geq \|G_D^2(x_1, \cdot) - G_D^2(x_2, \cdot)\| \eta
\]

\[
\geq \frac{1}{2} \|L_{x_1}^2 - L_{x_2}^2\|_\eta^2 - \|S_{x_1}^2 - S_{x_2}^2\|_\eta^2,
\]

where \( \| \cdot \|_\eta \) denotes the \( L^2 \)-norm on \( D_\eta \). Similarly as in (55), using (54), we have

\[
\|S_{x_1}^2 - S_{x_2}^2\|_\eta^2 = \int_{D_\eta} (S_{x_1}^2(y) - S_{x_2}^2(y))^2 dy
\]

\[
= |x_1 - x_2|^2 \int_{D_\eta} |\nabla_x S^2(y)|^2 dy
\]

\[
\leq (8\pi^2)^{-1}|x_1 - x_2|^2 (1 - \rho_0)^{-4} \int_{D_\eta} |y|^2 dy
\]

\[
\leq c\pi^{-1}(1 - \rho_0)^{-4} \eta^2|x_1 - x_2|^4.
\]

We continue the proof by establishing a lower bound for \( \|L_{x_1}^2 - L_{x_2}^2\|_\eta^2 \). For this, we take a new domain of integration \( \bar{D}_\eta \subset D_\eta \) defined as the intersection of the set

\[
C_\eta = \{y \in D : \frac{\eta}{2}|x_1 - x_2| < |y - x_1| < \eta|x_1 - x_2|\}
\]

with the points \( y \in D_\eta \) such that the angle between the lines joining \( x_1 \) with \( y \) and \( x_1 \) with \( x_2 \) lies in the interval \((-\pi/4, \pi/4)\). Then, similarly as in the study of the term \( J_3(x_1, x_2) \) above, we obtain

\[
\|L_{x_1}^2 - L_{x_2}^2\|_\eta^2 \geq (2\pi)^{-2} \int_{\bar{D}_\eta} (\log |x_1 - y| - \log |x_2 - y|)^2 dy
\]

\[
= (2\pi)^{-2}|x_1 - x_2|^2
\]

\[
\times \int_{\bar{D}_\eta} \left| \int_0^1 \frac{\cos(\alpha_\lambda)}{\lambda(x_2 - y) + (1 - \lambda)(x_1 - y)} d\lambda \right|^2 dy.
\]

Remember that \( \alpha_\lambda \) stands for the angle between the vectors \( x_1 - x_2 \) and \( \lambda(x_2 - y) + (1 - \lambda)(x_1 - y) = x_1 - y + \lambda(x_2 - x_1) \). Also observe that, on \( \bar{D}_\eta \), we have \( 1/\sqrt{2} \leq \cos(\alpha_\lambda) \leq 1 \), and \( |y - [x_1 + \lambda(x_2 - x_1)]| \leq |y - x_2| \). Hence, from the above inequalities, we have

\[
\|L_{x_1}^2 - L_{x_2}^2\|_\eta^2 \geq (8\pi^2)^{-1}|x_1 - x_2|^2 \int_{D_\eta} \frac{dy}{|y - x_2|^2}.
\]

After the change of variables defined by \( y \mapsto \frac{1}{2}(y - x_2) \) and then by using polar coordinates, we have

\[
\int_{D_\eta} \frac{dy}{|y - x_2|^2} = C\pi \int_{\frac{1}{2}|x_1 - x_2|} \frac{dr}{r} = C\log 2.
\]
Thus,
\[ \| L^2_{x_1} - L^2_{x_2} \|_2^2 \geq C \pi^{-1} |x_1 - x_2|^2. \] (58)

Along with (57) this yields
\[ \| G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot) \|_2^2 \geq C \pi^{-1} |x_1 - x_2|^2 \left( 1 - (1 - \rho_0)^{-4} \eta^2 \right). \]

Finally, by choosing \( \eta \in \left(0, \frac{(1-\rho_0)^2}{2\sqrt{2}} \right) \), we see that
\[ \| G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot) \|_2^2 \geq C \pi^{-1} |x_1 - x_2|^2, \]
proving (49).

Remark 5.6 There is a gap between the upper and lower bounds in (48), (49), respectively, which means that at least the lower bound is not sharp. The consequences of this fact in the study of the hitting probabilities in Section 5.4 have been discussed in the introduction.

Lemma 5.7 Let \( k = 3 \) and \( D = B_1(0) \). Fix \( \rho_0 < 1 \). Then, there exist two positive constants
\[ \tilde{C} = \tilde{c} \left( \frac{1-\rho_0}{2\rho_0} \wedge \frac{1}{19} \wedge (1-\rho_0)^4 \right)^{\frac{1}{2}}, \]
\[ C = \frac{c}{(1-\rho_0)^2}, \]
with \( \tilde{c} \) and \( c \) some multiple of \( \pi^{-1/2} \), such that for any \( x_1, x_2 \in B_{\rho_0}(0) \),
\[ \tilde{C}|x_1 - x_2|^{\frac{1}{2}} \leq \| G^3_D(x_1, \cdot) - G^3_D(x_2, \cdot) \| \leq C|x_1 - x_2|^{\frac{1}{2}}. \] (59)

Proof: We fix \( x_1, x_2 \in \bar{B}_{\rho_0}(0), \) \( x_1 \neq x_2 \), and start by proving the upper bound. For this, we first find a bound from above for \( \| L^3_{x_1} - L^3_{x_2} \|_2 \), using a similar approach as for \( k = 2 \). Let \( x_1, x_2 \) be distinct points in \( B_{\rho_0}(0) \) and set \( r_{x_1x_2} = 2|x_1 - x_2| \). Assume \( |x_1 - x_2| \geq 2 \). Then \( |y - x_1| \leq r_{x_1x_2} \), for any \( |y| \leq 1 \), and
\[ \| L^3_{x_1} - L^3_{x_2} \|_2^2 \leq (8\pi^2)^{-1}[I_1(x_1) + I_2(x_2)], \]
with
\[ I_1(x_1) = \int_{\{|y| \leq 1 \cap \{|y-x_1| \leq r_{x_1x_2}\}} |x_1 - y|^{-2} dy, \]
\[ I_2(x_2) = \int_{\{|y| \leq 1 \cap \{|y-x_2| \leq \frac{3r_{x_1x_2}}{2}\}} |x_2 - y|^{-2} dy. \]

Applying the change of variables given by the spherical coordinates yields
\[ I_1(x_1) + I_2(x_2) \leq 20\pi |x_1 - x_2|. \] (60)
Next, we assume that $|x_1 - x_2| \leq 1$. We have
\[ \|L^3_{x_1} - L^3_{x_2}\|^2 \leq (4\pi^2)^{-1} \left( I_1(x_1) + I_2(x_2) \right) + (8\pi^2)^{-1} I_3(x_1, x_2), \]
with
\[ I_3(x_1, x_2) = \int_{\{|y| \leq 1 \cap \{|y-\bar{x}_1| > r_{x_1x_2}\}} \left( \frac{1}{|x_1 - y|} - \frac{1}{|x_2 - y|} \right)^2 dy. \]

A direct computation shows that $|\nabla_x (|y|^{-1})| = |x - y|^{-2}$. Using this fact, along with the mean value theorem, we obtain
\[ I_3(x_1, x_2) \leq |x_1 - x_2|^2 \int_{\{|y| \leq 1 \cap \{|y-\bar{x}_1| > r_{x_1x_2}\}} |x^* - y|^4 dy, \]
with $x^* = x_1 + \lambda(x_2 - x_1)$ for some $\lambda \in (0, 1)$.

On the set $\{|y - x_1| > r_{x_1x_2}\}$,
\[ |x^* - y| = |x_1 - y + \lambda(x_2 - x_1)| \geq |x_1 - y| - \lambda|x_2 - x_1| \]
\[ > r_{x_1x_2} \left( 1 - \frac{\lambda}{2} \right) \geq \frac{r_{x_1x_2}}{2}. \] (61)

Thus
\[ I_3(x_1, x_2) \leq |x_1 - x_2|^2 \int_{\{\frac{r_{x_1x_2}}{2} \leq |x^* - y| \leq 2\}} |x^* - y|^4 dy \]
\[ \leq 4\pi|x_1 - x_2|^2 \int_{\frac{r_{x_1x_2}}{2}}^2 r^{-2} dr \]
\[ \leq 4\pi|x_1 - x_2|. \]

Thus, we have proved
\[ \|L^3_{x_1} - L^3_{x_2}\|^2 \leq \frac{C}{\pi}|x_1 - x_2|. \] (62)

By computing $\nabla_x S^3(y)$, we see that
\[ |\nabla_x S^3(y)| = 4\pi|S^3_x(y)|^2 |y| \leq (4\pi)^{-1} (1 - \rho_0)^{-2} |y|, \forall x \in B_{\rho_0}(0). \] (63)

Fix $x_1, x_2 \in \bar{B}_{\rho_0}(0)$. The preceding inequality, along with the mean value theorem yields
\[ \|S^3_{x_1} - S^3_{x_2}\|^2 = \int_{|y| \leq 1} (S^3_{x_1}(y) - S^3_{x_2}(y))^2 dy \]
\[ = \int_{|y| \leq 1} |\nabla_x S^3(y)|^2 |x_1 - x_2|^2 dy \]
\[ \leq (12\pi)^{-1} (1 - \rho_0)^{-4} |x_1 - x_2|^2, \] (64)
where \( x^* \) is a point lying on the interval determined by \( x_1 \) and \( x_2 \). Together with (62), this yields the upper bound in (59).

Let \( \eta \in \left( 0, \frac{1}{2} - \rho_0 \right) \). Since \( |x_1 - x_2| \leq 2\rho_0 \), we have \( \eta|x_1 - x_2| < 1 - \rho_0 \). Let \( D_\eta = \{ y \in D : |y - x_1| < \eta|x_1 - x_2| \} \). The choice of \( \eta \) implies \( D_\eta \subset D \), and then,
\[
\| G_D^3(x_1, \cdot) - G_D^3(x_2, \cdot) \|_2^2 \geq \| G_D^3(x_1, \cdot) - G_D^3(x_2, \cdot) \|_\eta^2 \\
\geq \frac{1}{2} \| L_{x_1}^3 - L_{x_2}^3 \|_\eta^2 - \| S_{x_1}^3 - S_{x_2}^3 \|_\eta^2,
\]
where \( \| \cdot \|_\eta \) denotes the \( L^2 \)-norm on \( D_\eta \).

With similar computations as in (64), we see that
\[
\| S_{x_1}^3 - S_{x_2}^3 \|_\eta^2 = \int_{D_\eta} (S_{x_1}^3(y) - S_{x_2}^3(y))^2 \, dy \\
= \int_{D_\eta} |\nabla_x S_{x_1}^3(y)|^2 |x_1 - x_2|^2 \, dy \\
\leq (4\pi)^{-2} (1 - \rho_0)^{-4} |x_1 - x_2|^2 \int_{D_\eta} |y|^2 \, dy \\
\leq (12\pi)^{-1} (1 - \rho_0)^{-4} \eta^3 |x_1 - x_2|^5.
\]

Next, we prove a lower estimate for \( \| L_{x_1}^3 - L_{x_2}^3 \|_\eta^2 \). Expanding the square of this norm yields,
\[
\| L_{x_1}^3 - L_{x_2}^3 \|_\eta^2 = (4\pi)^{-2} [J_1 - 2J_2 + J_3],
\]
with
\[
J_1 = \int_{D_\eta} \frac{dy}{|y - x_1|^2}, \quad J_2 = \int_{D_\eta} \frac{dy}{|y - x_1||y - x_2|}, \quad J_3 = \int_{D_\eta} \frac{dy}{|y - x_2|^2}.
\]

With a change of variables to spherical coordinates, we have
\[
J_1 = 4\pi \int_{0}^{\eta|x_1 - x_2|} r \, dr = 4\pi\eta|x_1 - x_2|.
\]

To study \( J_2 \), we notice that since \( \eta < \frac{1}{2} \), we have \( |y - x_2| > \frac{|x_1 - x_2|}{2} \) for any \( y \in D_\eta \). Indeed, assume that \( |y - x_2| \leq \frac{|x_1 - x_2|}{2} \), for some \( y \in D_\eta \), then by the triangular inequality,
\[
|x_1 - x_2| \leq |x_1 - y| + |y - x_2| \leq \left( \eta + \frac{1}{2} \right) |x_1 - x_2|,
\]
which is a contradiction. Hence, by applying spherical coordinates, we have
\[
J_2 < \frac{2}{|x_1 - x_2|} \int_{D_\eta} \frac{dy}{|y - x_1|} = \frac{8\pi}{|x_1 - x_2|} \int_{0}^{\eta|x_1 - x_2|} r \, dr \\
= 4\pi\eta^2 |x_1 - x_2|.
\]
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Because \( \eta < \frac{1}{2} \), we see that on the set \( D_{\eta} \), \(|y - x_2| < (\eta + 1)|x_1 - x_2| < \frac{3}{2}|x_1 - x_2|\). Thus,

\[
J_3 > \frac{4}{9}|x_1 - x_2|^{-2} \int_{D_{\eta}} dy = \frac{16\pi}{27}\eta^3|x_1 - x_2|.
\]

The estimates on the terms \( J_1, J_2, J_3 \) obtained above imply,

\[
\|L^3_{x_1} - L^3_{x_2}\|_2^2 > (4\pi)^{-1}|x_1 - x_2|\eta (1 - 2\eta + \frac{4}{27}\eta^2).
\]

Along with (65), and since \(|x_1 - x_2| < 2\), we obtain

\[
\|G^3_{D}(x_1, \cdot) - G^3_{D}(x_2, \cdot)\|^2 \geq (8\pi)^{-1}|x_1 - x_2|\eta (1 - 2\eta - 2^4\eta^2(1 - \rho_0)^4) - (8\pi)^{-1}|x_1 - x_2|\eta (1 - 2\eta - 2^4\eta^2(1 - \rho_0)^4) - 4^7\eta^3(1 - \rho_0)^4 - 4^7\eta^3(1 - \rho_0)^4),
\]

for any \( \eta \in \left(0, \frac{1-\rho_0}{2\rho_0} \wedge \frac{1}{2}\right)\).

Let \( c_1 = \frac{1-\rho_0}{2\rho_0} \wedge \frac{1}{2} \wedge (1 - \rho_0)^4 \). The above computations show that, for any \( \eta \in (c_1/2, c_1) \),

\[
\|G^3_{D}(x_1, \cdot) - G^3_{D}(x_2, \cdot)\|^2 \geq (8\pi)^{-1}c_1|x_1 - x_2|.
\]

This completes the proof of the lower bound in (59) and of the lemma. \(\square\)

**Corollary 5.8** For \( k = 1, 2, 3 \), we consider the setting of Lemmas 5.4, 5.5, 5.7, respectively. Then the mapping \( x \mapsto \sigma_x = \|G^k_D(x, \cdot)\| \) is Hölder continuous. More precisely, there exists a constant \( C > 0 \) such that, for any \( x_1, x_2 \in D \),

\[
|\sigma_{x_1} - \sigma_{x_2}| \leq C \begin{cases} 
|x_1 - x_2|, & k = 1, \\
|x_1 - x_2|^{1-\gamma}, & k = 2, \\
|x_1 - x_2|^\frac{1}{2}, & k = 3,
\end{cases}
\]

where \( \gamma > 0 \) is arbitrarily small.

**Proof:** This is a consequence of the triangular inequality along with the upper bounds (43), (47), (59). \(\square\)

**Remark 5.9** In connection with numerical approximations of the SPDE (6) with \( d = 1 \) and \( D = (0, 1)^k, k = 1, 2, 3 \), we find in [12] the following results.

1. \( \sup_{x \in D} \|G^k_D(x, \cdot)\| < +\infty \) (12 Lemma 3.3 ).
2. For any \( \varepsilon > 0 \) there exists a constant \( C = C(k, \varepsilon) \) (depending on \( k \) and \( \varepsilon \)), such that, for any \( x_1, x_2 \in D \),
\[
\|G^1_D(x_1, \cdot) - G^2_D(x_2, \cdot)\| \leq C|x_1 - x_2|^1, \\
\|G^2_D(x_1, \cdot) - G^2_D(x_2, \cdot)\| \leq C|x_1 - x_2|^{1-\varepsilon}, \\
\|G^3_D(x_1, \cdot) - G^3_D(x_2, \cdot)\| \leq C|x_1 - x_2|^{1-\varepsilon}. 
\]
(see [12, Lemma 3.4]).

The proof uses the development of the Green function with respect to an orthonormal basis in \( L^2(D) \).

5.4 Hitting probabilities

Throughout this section, we consider the following setting:

- Case \( k = 1 \). \( D = (0, b) \), \( b > 0 \), \( I \) is a closed interval of \( D \) satisfying \( d(I, \partial D) = b_0 > 0 \).

- Case \( k = 2, 3 \). \( D = B_1(0) \), \( I \) is a compact subset of \( D \) satisfying \( d(I, \partial D) = d_0 > 0 \).

5.4.1 Upper bounds

In this section, \( A \) denotes a non empty Borel set of \( \mathbb{R}^d \) and we establish upper bounds of the probability \( \mathbb{P}\{v(I) \cap A \neq \emptyset\} \) in terms of the Hausdorff dimension of \( A \).

**Theorem 5.10** The sets \( D \subset \mathbb{R}^k \), \( I \subset D \) and \( A \) are as above. Then, there exists a constant \( C \), depending on \( D, k, d \), such that
\[
\mathbb{P}\{v(I) \cap A \neq \emptyset\} \leq C \mathcal{H}^{d-k, \xi}(A),
\]
with
\[
\xi = \begin{cases} 
1, & k = 1, \\
1 - \gamma, & k = 2, \\
\frac{1}{2}, & k = 3,
\end{cases}
\]
where \( \gamma > 0 \) is arbitrarily small.

**Proof:** If \( d \leq \frac{k}{\xi} \), we have \( \mathcal{H}^{d-k, \xi}(A) = \infty \), and (69) holds trivially.

Let \( d > \frac{k}{\xi} \). We will apply [9, Theorem 2.6] to the process \( \{v(x), x \in D\} \), which relies on the following assumptions:

(i) \( \inf_{x \in K} \sigma_x > 0 \), for any compact subset \( K \subset D \).
(ii) For any $\epsilon$ small enough,

$$
E \left( \int_{R_\epsilon} dx \int_{R_\epsilon} dy \left[ \exp \left\{ \frac{|v(x) - v(y)|}{|x - y|^{\xi}} \right\} \right] \right) \leq C \epsilon^{2k},
$$

(71)

where $R_\epsilon^j = \Pi_{i=1}^k \left[ j_i \epsilon^{\frac{1}{k}}, (j_i + 1) \epsilon^{\frac{1}{k}} \right]$, $j = (j_1, \ldots, j_k)$, $j_1, \ldots, j_k \in \mathbb{Z}$, and $R_\epsilon^j \cap I \neq \emptyset$.

Property (i) has already been proved. Hence, we put our efforts in proving (ii).

By the isometry property of the stochastic integral and Lemmas 5.4, 5.5, 5.7 (see the upper bounds in (43), (48), (59), respectively), we have

$$
E(|v(x) - v(y)|^2) = \| G_D(x, \cdot) - G_D(y, \cdot) \|^2 
\leq C |x - y|^{2\xi},
$$

(72)

with $\delta$ given in (70).

This implies

$$
\frac{|v^i(x) - v^i(y)|}{|x - y|^{\xi}} \leq C \frac{|v^i(x) - v^i(y)|}{E(|v^i(x) - v^i(y)|^2)^{\frac{1}{2}}},
$$

$i = 1, \ldots, d$.

Let $\Lambda_{x,y}$ be the covariance matrix of the Gaussian random vector $v(x) - v(y)$, that is,

$$
\Lambda_{x,y} = \left( \left[ E(|v^i(x) - v^i(y)|^2) \right]^{\frac{1}{2}} \delta_{ij} \right)_{1 \leq i, j \leq d},
$$

$\delta_{ij}$ being the Kronecker symbol.

The law of the random vector $Z := \Lambda_{x,y}^{-1}[v(x) - v(y)]$ is $N_d(0, \text{Id})$. Consequently,

$$
E \left( \int_{R_\epsilon^j} dx \int_{R_\epsilon^j} dy \left[ \exp \left\{ \frac{|v(x) - v(y)|}{|x - y|^{\xi}} \right\} \right] \right) \leq C \epsilon^{2k}.
$$

(71)

Hence, (71) holds.

5.4.2 Lower bounds

In this section, we consider the dimensions $k = 1, 3$. We refer to the introductory section for remarks relative to the dimension $k = 2$. We have the following result.

Theorem 5.11 Let $k = 1, 3$. Fix $N > 0$ and a Borel set $A \subset [-N,N]$. There exists a positive constant $c$ depending on the set $D$ and the parameters $d, N$, such that

$$
P\{v(I) \cap A \neq \emptyset \} \geq c \text{Cap}_{d-k}(A),
$$

(73)

with $\xi$ given in (70).
Before giving the proof of this theorem, we observe that from (43), (59) and the definition of the pseudometric \( \delta \) given in (40), we have

\[
c|x_1 - x_2|^{\xi} \leq \delta(x_1, x_2) \leq C|x_1 - x_2|^{\xi},
\]

for some positive constants \( c, C \), and for any \( x_1, x_2 \in I \), where

\[
\xi = \begin{cases} 1, & k = 1 \\ \frac{1}{2}, & k = 3. \end{cases}
\]

**Proof of Theorem 5.11** We apply [9, Theorem 2.1] to the stochastic process \( v \) defined in (23). This accounts to check the following statements.

1. For any \( x \in I \), the density function \( z \mapsto p_v(x)(z) \) is continuous and bounded. Moreover, \( p_v(x)(z) > 0 \) for any \( z \) on a compact set of \( \mathbb{R}^d \).

2. For any \( x_1, x_2 \in I, x_1 \neq x_2 \), the joint density of \( (v(x_1), v(x_2)) \), \( p_{x_1,x_2} \), exists and satisfies this property:

   Fix \( M > 0 \). There exists \( \gamma, \alpha > 0 \) such that \( \frac{2}{\alpha} (\gamma - k) = d - \frac{k}{\xi} (\xi \text{ defined in (70)}) \), and

   \[
p_{x_1,x_2}(z_1, z_2) \leq \frac{C}{|x_1 - x_2|^\gamma} \exp \left( -\frac{c|z_1 - z_2|^2}{|x_1 - x_2|^\alpha} \right),
\]

   for any \( z_1, z_2 \in [-M, M]^d \), where \( C, c \) are positive constants independent of \( x_1, x_2 \).

   Property 1 follows from (24)-(27). Along with Lemma 5.1, we infer the existence of the joint density \( p_{x_1,x_2} \).

**Case \( k=1 \)**

We fix \( i \in \{1, \ldots, d\} \), and denote by \( p^{i}_{x_1,x_2}(z_1, z_2) \), \( p^{i}_{x_2|x_1}(z_2|z_1) \), \( p^{i}_{x_1}(z_1) \) the joint density of \( (v^i_{x_1}, v^i_{x_2}) \) at \( (z_1, z_2) \), the conditional density of \( v^i_{x_2} \) at point \( z_2 \) given \( v^i_{x_1} = z_1 \), and the marginal density of \( v^i_{x_1} \) at \( z_1 \), respectively. Then, by linear regression,

\[
p^{i}_{x_1,x_2}(z_1, z_2) = p^{i}_{x_2|x_1}(z_2|z_1)p^{i}_{x_1}(z_1)
\]

\[
= \frac{1}{\sqrt{2\pi \tau_{x_1,x_2}}^2} \exp \left( -\frac{|z_2 - m_{x_1,x_2} z_1|^2}{2\tau_{x_1,x_2}^2} \right)
\]

\[
\times \frac{1}{\sqrt{2\pi \sigma_{x_1}}} \exp \left( -\frac{|z_1|^2}{2\sigma_{x_1}^2} \right)
\]

where \( m_{x_1,x_2}, \tau_{x_1,x_2}^2 \) denote the conditional mean and variance, respectively (the definitions are recalled in Lemmas 5.2 and 5.3).
As in the proof of [9, Proposition 3.1], by simple algebraic manipulations, we obtain

\[
p_{x_1,x_2}(z_1, z_2) \leq \frac{1}{2\pi \sigma_{x_1} \sigma_{x_2}} \exp \left( -\frac{|z_1 - z_2|^2}{4\sigma_{x_1}^2} \right) \times \exp \left( \frac{|z_1|^2}{2\sigma_{x_1}^2} \right) \exp \left( -\frac{|z_1|^2}{2\sigma_{x_1}^2} \right). \tag{76}
\]

In order to get (75) (with \(2\alpha(\gamma - 1) = d - 1\)) from (76), we will use (25), (38), and prove that

\[
c_1|x - y|^2 \leq 1 - \rho_{xy}^2 \leq c_2|x - y|^2, \tag{77}
\]

for any \(x, y \in I\), where \(c_1, c_2\) are positive constants.

The upper bound in (77) follows from (25) and (39), and is valid in any dimension \(k\). A complete proof of (77) in dimension \(k = 1\) can be done as follows.

By definition,

\[1 - \rho_{xy}^2 = \frac{(\sigma_x \sigma_y - \sigma_{xy})(\sigma_x \sigma_y + \sigma_{xy})}{\sigma_x^2 \sigma_y^2}.
\]

Based on the expression (2), with direct computations we obtain

\[
\sigma_{xy} = \frac{xy}{6b}(2b^2 - 3bx - 3by + x^2 + y^2) + \frac{xy(x \wedge y)}{2} - \frac{(x \wedge y)^3}{6},
\]

which yields

\[
\sigma_x \sigma_y - \sigma_{xy} = \frac{(x \wedge b)(b - (x \vee y))(x - y)^2}{6b}.
\]

From the three equations above and (25), we deduce (77).

Going back to (76) and because of the independence of the components \(v^i\), the estimates (77) imply the inequality (75) with \(\gamma = d, \alpha = 2\). This proves the lower bound (75) when \(k = 1\).

**Case \(k = 3\)**

By Lemma 5.13 proved later on in this section, and (74), we obtain

\[
|\sigma_{x_1}^2 - \sigma_{x_2}^2| \leq C\delta(x_1, x_2)^{1+\eta}, \tag{78}
\]

with some \(\eta > 0\). This fact, together with (a) and (b) in Section 5.2, yields that the Gaussian stochastic process \(\{v(x), x \in I\}\) satisfies the hypotheses of [9, Proposition 3.1]. Thus, according to that Proposition, if we fix \(M > 0\), for any \(x_1, x_2 \in I\), the joint density of \((v(x_1), v(x_2))\) satisfies

\[
p_{x_1, x_2}(z_1, z_2) \leq \frac{C}{\delta(x_1, x_2)^d} \exp \left( -\frac{c|x_1 - x_2|^2}{\delta(x_1, x_2)^2} \right),
\]
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where $C, c$ are positive constants independent of $x_1, x_2$ and $z_1, z_2 \in [-M, M]^d$.
Because of (74), the right-hand side of the above inequality is bounded by
\[
\frac{C}{|x_1 - x_2|^{\frac{d}{2}}} \exp \left( -\frac{c|z_1 - z_2|^2}{|x_1 - x_2|} \right).
\]
(79)
Hence, Property 2. above holds with $\gamma := \frac{d}{2}$ and $\alpha := 1$, which according to the conclusion of [9, Theorem 2.1] yields (73) for $k = 3$. □

**Remark 5.12** Theorems 5.10 and 5.11 have the following consequences.

Let $k = 1, 3$. By the definition of the Hausdorff dimension $\dim_H$ (see e.g. [16] or [14]) and Frostman’s theorem, we have
\[
\dim_H(A) < d - \frac{k}{\xi} \Longrightarrow \{v(I) \cap A = \emptyset\} \text{ a.s.}
\]
\[
\dim_H(A) > d - \frac{k}{\xi} \Longrightarrow \mathbb{P}\{v(I) \cap A \neq \emptyset\} > 0,
\]
with $\xi$ defined in (70).

Moreover, we see that if $d > \frac{k}{\xi}$, points $(A = \{y_0\})$ are polar for $v$, while there are non polar if $d < \frac{k}{\xi}$.

If $d = \frac{k}{\xi}$ (critical dimension), the results obtained so far for the hitting probabilities are not informative. For example, if $A = \{y_0\}$, it says
\[
0 \leq \mathbb{P}\{\exists x \in I : v(I) = y_0\} \leq 1.
\]

We refer to [5] for a method to characterise polarity of points for Gaussian random fields at critical dimensions with applications to the heat and wave stochastic equations.

In the particular case $k = 2$, Theorem 5.10 implies that if $d > 2$, points are polar for $v$.

We close this section with an auxiliary result used in the proof of Theorem 5.11.

**Lemma 5.13** Let $k = 3$. Fix $\rho_0 \in (0, 1)$. There exists $C > 0$ such that for all $x_1, x_2 \in B_{\rho_0}(0)$,
\[
|\sigma_{x_1}^2 - \sigma_{x_2}^2| \leq C |x_1 - x_2|^{1-\zeta},
\]
(80)
with $\zeta > 0$ arbitrarily small.

**Proof:** Let $r_{x_1, x_2} = 2|x_1 - x_2|$ and let
\[
D_1 = D \cap \{|y - x_1| \leq r_{x_1, x_2}\},
\]
\[
D_2 = D \cap \{|y - x_1| > r_{x_1, x_2}\}.
\]
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By definition,
\[ \sigma_{x_1}^2 - \sigma_{x_2}^2 = \int_{D_1} \left[ |G_D^3(x_1, y)|^2 - |G_D^3(x_2, y)|^2 \right] dy + \int_{D_2} \left[ |G_D^3(x_1, y)|^2 - |G_D^3(x_2, y)|^2 \right] dy. \]

Consider the expression of $G_D^3$ given in (44). As observed in [13, p. 19], for all $x, y \in \bar{D}$, $G_D^3(x, y) \geq 0$ (notice that in the notation of that reference, $G_D^3(x, y) = -G(x, y)$). Hence, with the notation (45), we have $S_2^3(y) \leq L_3^1(y)$, for any $x, y \in \bar{D}$. Therefore,
\[
\left| \int_{D_1} \left[ |G_D^3(x_1, y)|^2 - |G_D^3(x_2, y)|^2 \right] dy \right| \leq 2 \int_{D_1} \left[ (L_3^1(y))^2 + L_3^2(y))^2 \right] dy
\leq C \left( \int_{D_1} |x_1 - y|^{-2} dy + \int_{D_1} |x_2 - y|^{-2} dy \right)
\leq C |x_1 - x_2|,
\]
where the last inequality follows from (60).

Our next aim is to find an upper bound for
\[
\left| \int_{D_2} \left[ |G_D^3(x_1, y)|^2 - |G_D^3(x_2, y)|^2 \right] dy \right|.
\]

For this, we apply the mean value theorem to the function $x \mapsto (G_D^3(x, y))^2$ and obtain
\[
(G_D^3(x_1, y))^2 - (G_D^3(x_2, y))^2 = 2G_D^3(x_1, y) \nabla_x G_D^3(x_1, y)(x_1 - x_2),
\]
where $x^* = \lambda x_1 + (1 - \lambda)x_2$, for some $\lambda \in (0, 1)$. This yields
\[
\left| \int_{D_2} \left[ |G_D^3(x_1, y)|^2 - |G_D^3(x_2, y)|^2 \right] dy \right| \leq C |x_1 - x_2|
\times \int_{D_2} |G_D^3(x^*, y)||\nabla_x G_D^3(x^*, y)|dy.
\]

For all $x \in D$ and $\gamma \in (0, 3)$, the integral $\int_D |G_D^3(x, y)|^\gamma dy$ is finite. Apply Hölder’s inequality with $\gamma \in (0, 3)$, $\tilde{\gamma} = \frac{7}{2 - \gamma}$ (observe that $\tilde{\gamma} > \frac{3}{2}$). We obtain
\[
Z(x^*) := \int_{D_2} |G_D^3(x^*, y)||\nabla_x G_D^3(x^*, y)|dy
\leq \left( \int_{D_2} |G_D^3(x^*, y)|^\gamma dy \right)^{\frac{1}{\gamma}} \left( \int_{D_2} |\nabla_x G_D^3(x^*, y)|^{\tilde{\gamma}} dy \right)^{\frac{1}{\tilde{\gamma}}}
\leq C \left( \int_{D_2} |\nabla_x G_D^3(x^*, y)|^{\tilde{\gamma}} dy \right)^{\frac{1}{\tilde{\gamma}}}. \]
We pursue the proof with the study of

\[ Y(x^*) := \int_{D_2} |\nabla_x G^3_D(x^*, y)|^\gamma \, dy. \]

Using the expression (46), we see that

\[ Y(x^*) \leq C \left( \int_{D_2} |\nabla_x L^3_{x^*}(y)|^\gamma \, dy + \int_{D_2} |\nabla_x S^3_{x^*}(y)|^\gamma \, dy \right). \]

Since

\[ |\nabla_x L^3_{x^*}(y)| = |\nabla_x (|x - y|^{-1})| = |x - y|^{-2}, \]

and on the set \( D_2 \), we have \(|x^* - y| \geq |x_1 - x_2| \) (see (61)), we obtain

\[ \int_{D_2} |\nabla_x L^3_{x^*}(y)|^\gamma \, dy = \int_{D_2} |x^* - y|^{-2\gamma} \, dy \]

\[ \leq C \int_{|x_1 - x_2|}^{r^3} r^{2-2\gamma} \, dr \]

\[ = \frac{C}{3^{\gamma - \frac{1}{3}} \left( \frac{1}{|x_1 - x_2|^{2\gamma - 3}} - \frac{1}{3^{2\gamma - 3}} \right)} \]

\[ \leq C |x_1 - x_2|^{3 - 2\gamma}, \]

since \( 3 - 2\gamma < 0 \). By using (63), we have

\[ \int_{D_2} |\nabla_x S^3_{x^*}(y)|^\gamma \, dy \leq C \int_{B_2(0)} |y|^\gamma \, dy < \infty. \]

Consequently, we have proved that

\[ \left| \int_{D_2} \left[ |G^3_D(x_1, y)|^2 - |G^3_D(x_2, y)|^2 \right] \, dy \right| \leq C \left( |x_1 - x_2| + |x_1 - x_2|^{1 + \frac{3 - 2\gamma}{3}} \right) \]

\[ \leq C |x_1 - x_2|^{1 + \frac{3 - 2\gamma}{3}}, \quad (82) \]

because \( 3 - 2\gamma < 0 \).

The upper bound (82), along with (81) implies

\[ |\sigma^2_{x_1} - \sigma^2_{x_2}| \leq C |x_1 - x_2|^{1 + \frac{3 - 2\gamma}{3}}. \]

By choosing \( \gamma \in (0, 3) \) arbitrarily close to \( 3 \), we have \( \bar{\gamma} > \frac{3}{2} \) and arbitrarily close to \( \frac{3}{2} \). Thus, the exponent \( 1 + \frac{3 - 2\gamma}{3} = \frac{3}{2} - 1 \) will be less than, but arbitrarily close to 1. Hence, there exists \( \eta > 0 \) such that (80) holds.

\[ \square \]
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