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Abstract—The instability is shown in the existing methods of representation learning based on Euclidean distance under a broad set of conditions. Furthermore, the scarcity and high cost of labels prompt us to explore more expressive representation learning methods which depends on the labels as few as possible. To address these issues, the small-perturbation ideology is firstly introduced on the representation learning model based on the representation probability distribution. The positive small-perturbation information (SPI) which only depend on two labels of each cluster is used to stimulate the representation probability distribution and then two variant models are proposed to fine-tune the expected representation distribution of RBM, namely, Micro-supervised Disturbance GRBM (Micro-DGRBM) and Micro-supervised Disturbance RBM (Micro-DRBM) models. The Kullback-Leibler (KL) divergence of SPI is minimized in the same cluster to promote the representation probability distributions to become more similar in Contrastive Divergence (CD) learning. In contrast, the KL divergence of SPI is maximized in the different clusters to enforce the representation probability distributions to become more dissimilar in CD learning. To explore the representation learning capability under the continuous stimulation of the SPI, we present a deep Micro-supervised Disturbance Learning (Micro-DL) framework based on the Micro-DGRBM and Micro-DRBM models and compare it with a similar deep structure which has not any external stimulation. Experimental results demonstrate that the proposed deep Micro-DL architecture shows better performance in comparison to the baseline method, the most related shallow models and deep frameworks for clustering.
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1 INTRODUCTION

Learning expressive representations is a fundamental and challenging problem in machine learning area [1]. The success of many tasks such as person re-identification [2], zero-shot deep domain adaptation [3], visual recognition [4], fingerprint matching [5], and many others lie on deep representations of data. To this day, how to capture meaningful representation information from various data has always been the unremitting goal of machine learning. In recent years, much of the effort in researching representation learning methods goes into many new perspectives. To compare with high-dimensional representations of real-valued, compact representations aims to extract a discriminative and compressive feature. A compact representations learning (CRL) sub-network [6] based on a Faster R-CNN [7] has been successfully applied to tattoo examination. Since data usually contains complementary information from different views, multi-view representation learning is used to learn comprehensive representations [8]. For sharing representations among the data views, a shared multi-view data representation learning (SMDR) [9] model is devised for dealing with cross-modality and cross-domain event detection. Sun et al. [10] proposed a multi-view representation learning algorithm with deep Gaussian processes (MvDGPs), which integrates the advantages of multi-view representation learning and deep learning.

From the perspective of transferable representation and graph structure representation, many methods have also emerged for representational learning. To match different domain distributions and reproduce kernel Hilbert space, Long et al. [11] developed a deep adaptation networks (DAN) for domain adaptation. This transferable representation learning method enhances significantly feature transferability. Different distributions are exhibited between source domains and target in domain adaptation learning. To improve the universality of data representations, Tamaazousti et al. [12] proposed an MulDiPNet which has capability to automatically change an initial source problem and extract new features. Graph data representation and learning has been studied recently [13]–[16]. To address the effect of some graph structure noises, Jiang et al. presented a Graph elastic Convoluntion Network (GeCN) [16] based on GCN [13] for semi-supervised classification (10% ~ 30% label rate).

To reduce the reliance on the labels, there are various semi-supervised learning methods in the research field of weakly supervised learning which are widely used in classification [17], [18], clustering [19], [20], discrete choice models [21], sentiment analysis [22], and so on. In these applications, semi-supervised
feature learning [23] is a critical phase to enhance the efficiencies and performances of the following learning tasks. Existing shallow semi-supervised feature learning methods [24], [25] exploit various semi-supervised strategies to improve learning efficiency and performance while minimize the use of labels. Chen et al. [25] presented a Sparse Rescaled Linear Square Regression (SRLSR) method which has capability to obtain more sparse regression coefficients for semi-supervised feature learning. Recently, there are some works which explore deep semi-supervised learning method [26], [27] to promote the capabilities of deep feature learning. In general, the conventional semi-supervised learning methods perform within a fixed feature space. The DCS [28] is an incremental deep semi-supervised learning method, which propagates information from labeled to unlabeled samples in the procedure of deep feature learning. In the DCS framework, the Co-Space stems from two CNN models by extracting features for all unlabeled and labeled samples. Sellami et al. [29] constructed a semi-supervised 3-D Convolutional Neural Network (3-D CNN) for the spectro-spatial classification. The approach not only preserves the information of the relevant spectro-spatial but also enhances the classification using few labeled samples. Xue et al. [30] proposed an efficient and fast semi-supervised DIOID method based on weakly deep semi-supervised joint sparse learning and Advanced Region Proposal Networks (ARPNs). Meng et al. [31] presented a Semi-supervised Graph Regularized Deep NMF (SGDMNF) with bi-orthogonal constraints for data representation. The bi-orthogonal constraints are introduced into the SGDMNF model on two factor matrices for improving the representation performance with a small fraction of labels. The deep semi-supervised learning procedure is used in the decision making module to maximize the diagnostic efficiency and simultaneously minimize the human interaction. Mercado et al. [32] proposed a semi-supervised learning method on Multilayer Graphs (semi-MG) using a regularizer of the generalized matrix mean. In each individual graph layer, the labeled and unlabeled samples are fused together with the encoding information. Recently, an unsupervised feature learning method [33] was developed based on ensemble learning and a shallow semi-supervised feature learning model, pcGRBM [34], was proposed. However, these model based on European distance shows somewhat instabilities. Besides instability, the semi-supervised feature learning model pcGRBM [34] still depends on a certain quantity of labels to obtain higher performance.

The motivation of this paper derives from the small-perturbation ideology of physical systems [35]. In simple terms, the original state of the physical system changes slightly under the stimulation of small disturbance. So, there are two interesting problems: 1) Whether the small disturbance can be used to stimulate the representation learning model to fine-tune the expected representation probability distribution? 2) Whether the representation learning capability can significantly improve under the continuous stimulation of small disturbance? To achieve these goals, the positive small-perturbation information (SPI) is used to stimulate the representation learning process from the perspective of representation probability distribution and two variant models are proposed to fine-tune the expected representation distribution of RBM [36]. namely, Micro-supervised Disturbance GRBM (Micro-DGRBM) and Micro-supervised Disturbance RBM (Micro-DRBM) models. The SPI only depends on two labels of each cluster. Hence, we term this learning pattern as Micro-supervised Disturbance Learning (Micro-DL).

The Kullback-Leibler (KL) divergence [37] of SPI is minimized in the same cluster to promote the representation probability distributions become more similar in Contrastive Divergence (CD) learning [38]. In contrast, the KL divergence of SPI is maximized in the different clusters to enforce the representation probability distributions become more dissimilar in CD learning. Then we present a deep Micro-DL framework (see Fig. 1) to explore the effect of continuous stimulation of positive SPI based on Micro-DGRBM and Micro-DRBM models. Finally, we design the similar deep structure without the stimulation of positive SPI to compare the capability of representation learning with Micro-DL framework. Our Micro-DL method improves the stability [39] of representation learning from the perspective of representation probability distribution and significantly reduces the reliance on the labels. The contributions are as follows:

- The small-perturbation ideology is firstly introduced on the representation learning model which based on the representation probability distribution. Then the positive small-perturbation information (SPI) is used to stimulate the representation learning process from the perspective of representation probability distribution and two variant models are proposed to fine-tune the expected representation distribution of RBM. They are Micro-supervised Disturbance GRBM (Micro-DGRBM) for modeling real-valued data and Micro-supervised Disturbance RBM (Micro-DRBM) for modeling binary data, respectively.
- To explore the representation learning capability under the continuous stimulation of small disturbance, we present a deep Micro-supervised Disturbance Learning (Micro-DL) framework based on the Micro-DGRBM and Micro-DRBM models and compare it with a similar deep structure which has not any stimulation of positive SPI.
- Experimental results demonstrate that the proposed deep Micro-DL architecture shows better performance in comparison to the baseline method, the most related shallow models and deep frameworks for clustering. Furthermore, our Micro-DL method improves the stability of representation learning from the perspective of representation probability distribution and significantly reduces the reliance on the labels.

The rest of the paper is organized as follows. Section 2 introduces the theoretical background. Section 3 presents Micro-DL method, include two novel shallow micro-supervised disturbance representation learning models, learning algorithms and a novel deep Micro-DL architecture. Section 4 shows all experimental results. Finally, Section 5 summarizes our contributions.

2 Background

2.1 Kullback-Leibler Divergence

The KL divergence [37], [40], [41] has been popularly used to measure the difference between two probability distributions. Let $P(x)$ and $Q(x)$ be two probability distributions of a discrete random variable $x$. The KL divergence is given by

$$
\text{KL}(P(x) \parallel Q(x)) = \sum_x P(x) \log \frac{P(x)}{Q(x)} \tag{1}
$$

where KL divergence is always non-negative ($\text{KL}(P \parallel Q) \geq 0$) and $\text{KL}(P \parallel Q) = 0$ if and only if $P = Q$. In other words, KL divergence is the expectation of the logarithmic difference between
where \( p_0 \) is the data distribution, \( p_{\infty} \) is model distribution and \( p_n \) is the distribution of the data after running the Markov chain for \( n \) step.

In the encoding process of RBMs model, the conditional probability \( p(h_j = 1|v) \) is given by:

\[
p(h_j = 1|v) = \sigma(b_j + \sum_i v_i w_{ij}),
\]

where \( v = (v_1, v_2, \ldots, v_i, \ldots, v_n) \) is a vector of visible layer, \( \sigma \) is the sigmoid function, \( w_{ij} \) is the connection parameter between the hidden and visible layers, \( b = (b_1, b_2, \ldots, b_j, \ldots, b_m) \) is the bias parameter of hidden layers. In the reconstructed process of RBMs, the conditional probability \( p(v_i = 1|h) \) is given by:

\[
p(v_i = 1|h) = \sigma(c_i + \sum_j h_j w_{ij}),
\]

where \( h = (h_1, h_2, \ldots, h_j, \ldots, h_m) \) is a vector of hidden layer, \( c = (c_1, c_2, \ldots, c_i, \ldots, c_n) \), \( W_{h \times m} \) is the bias parameter of visible layer.

In the GRBM and its variants [33], [47], [48], the hidden layers remain unchanged binary units, but visible layer units are replaced by Gaussian linear units. The conditional probability of reconstructed process takes the form

\[
p(v|h) = \mathcal{N}(\sum hW^T + c, \sigma^2),
\]

where \( c \) is a connection matrix, \( \mathcal{N}(\cdot) \) is a gaussian density.

For fast training RBMs, CD learning with one step Gibbs sampling (CD-1 learning) [46] is defined by:

\[
\text{CD}_1 = \text{KL}(p_0||p_{\infty}) - \text{KL}(p_1||p_{\infty}),
\]

where \( p_1 \) is the distribution of the reconstructed data. Then the update rules of model parameters of RBMs are given by

\[
w_{ij}^{(\tau+1)} = w_{ij}^{(\tau)} + \varepsilon(\langle v_i h_j \rangle_0 - \langle v_i h_j \rangle_1),
\]

\[
b_j^{(\tau+1)} = b_j^{(\tau)} + \varepsilon(\langle h_j \rangle_0 - \langle h_j \rangle_1)
\]

and

\[
c_i^{(\tau+1)} = c_i^{(\tau)} + \varepsilon(\langle v_i \rangle_0 - \langle v_i \rangle_1),
\]

where \( \langle \cdot \rangle_0 \) denotes an average concerning the data distribution, \( \langle \cdot \rangle_1 \) denotes an average concerning the reconstructed data distribution and \( \varepsilon \) is learning rate.

### 3 Micro-supervised Disturbance Learning

In this section, we first present two novel shallow Micro-DGRBM and Micro-DRBM models, in which the positive SPI is used to stimulate the representation learning process from the perspective of representation probability distribution. To explore the representation learning capability under the continuous stimulation of SPI, we present a deep Micro-DL framework based on the Micro-DGRBM and Micro-DRBM models.

#### 3.1 The Micro-DGRBM and Micro-DRBM Models

Let \( V = \{v_1, v_2, \ldots, v_i, \ldots, v_M\} \) be a visible layer data set of the Micro-DRBM model, where \( v_i \) is the \( i \)th row vector of \( V \) which represents the \( i \)th instance with \( n \) features \( (v_i = (v_{i1}, v_{i2}, \ldots, v_{ij}, \ldots, v_{in}) \) and \( M \) is the number of instance vector. Each visible layer instance corresponds to a feature vector in the hidden layer. The hidden feature vector set of the Micro-DRBM model is denoted as \( H = \{h_1, h_2, \ldots, h_i, \ldots, h_M\} \), where \( m \) is the dimensionality of hidden layer and \( h_i \) is the hidden feature of \( v_i \). Similarly, the visible layer data of the Micro-DGRBM model and its corresponding hidden feature sets are denoted as \( V = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_i, \ldots, \tilde{v}_M\} \) and \( \tilde{H} = \{h_1, h_2, \ldots, h_i, \ldots, h_M\} \), respectively.

We randomly select only two visible layer vectors \( v_f \) and \( v_g \) from the visible layer data set of Micro-DRBM in each class. It is desirable that the probability distributions of hidden layer features \( h_f \) and \( h_g \) are similar. Thus, a similar feature distribution (SFD) set is defined as \( SFD = \{(h_f, h_g)\}|P(h_f|v_f) \text{ and } P(h_g|v_g) \text{ are similar}\} \) for modeling Micro-DRBM. Supposing the visible layer data set \( V \) consists of \( K \) clusters, then the \( SFD \) is a small set with \( K \) two-tuples. Similarly, we randomly select only two visible layer vectors \( \tilde{v}_f \) and \( \tilde{v}_g \) from the visible layer data set of Micro-DGRBM in each class. It is desirable that the probability distributions of hidden layer features \( \tilde{h}_f \) and \( \tilde{h}_g \) are similar. Thus, another SFD set is defined as \( SFD = \{(\tilde{h}_f, \tilde{h}_g)\}|P(\tilde{h}_f|\tilde{v}_f) \text{ and } P(\tilde{h}_g|\tilde{v}_g) \text{ are similar}\} \) for modeling Micro-DGRBM. Supposing the visible layer data set \( \tilde{V} \) consists of \( \hat{K} \) clusters, then the \( SFD \) is a small set with \( \hat{K} \) two-tuples.

In consideration of the differences of feature distributions in hidden layer between two classes, a dissimilar feature distributions (DFD) set can be defined as \( DFD = \{(h_r, h_s)\}|P(h_r|v_r) \text{ and } P(h_s|v_s) \text{ are dissimilar}\} \) for modeling Micro-DGRBM. Similarly, another DFD set can be defined as \( \tilde{DFD} = \{(\tilde{h}_r, \tilde{h}_s)\}|P(\tilde{h}_r|\tilde{v}_r) \text{ and } P(\tilde{h}_s|\tilde{v}_s) \text{ are dissimilar}\} \) for modeling Micro-DGRBM.

In the process of representation learning of the Micro-DRBM model, we expect the probability distribution between the elements of two-tuples in \( SFD \) subset to be as similar as possible. Moreover, we also expect the probability distribution between the elements of two-tuples in \( DFD \) subset to be as dissimilar as possible. To achieve these targets, the KL divergences between the elements of two-tuples in \( SFD \) and \( DFD \) sets are integrated into CD learning in the process of representation learning of the Micro-DRBM model. Similarly, the KL divergences between the elements of two-tuples in \( \tilde{SFD} \) and \( \tilde{DFD} \) sets can be fused into CD learning of Micro-DGRBM model.

Clearly, the above \( SFD, \tilde{SFD}, DFD \) and \( \tilde{DFD} \) are used as SPI to stimulate the representation learning process from the perspective of representation probability distribution and then...
to fine-tune the expected representation distribution. The Microsupervised disturbance method is defined as follows:

$$\min_{\theta} \frac{1}{K_S} \sum_{S \in SFD} KL(P(h_f | v_f) \| P(h_j | v_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(h_r | v_r) \| P(h_s | v_s)),$$

(10)

where \((v_f, v_g) \in SFD\) and \((v_r, v_s) \in DFD\), \(\theta = \{W, b, c\}\) is the parameter of Micro-DRBM, \(K_S\) and \(K_D\) are the numbers of two-tuples in \(SFD\) and \(DFD\) sets, respectively. Under the stimulation of these Micro-supervised disturbance, we expect that the representation probability distributions become more similar and dissimilar in the same and different clusters, respectively.

Similarly, the Micro-supervised disturbance method for MicroDGRBM model is given by:

$$\min_{\theta} \frac{1}{K_S} \sum_{S \in SFD} KL(P(h_f | v_f) \| P(h_j | v_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(h_r | v_r) \| P(h_s | v_s)),$$

(11)

where \((v_f, v_g) \in SFD\) and \((v_r, v_s) \in DFD\), \(\bar{\theta} = \{\bar{W}, \bar{b}, \bar{c}\}\) is the parameter of Micro-DGRBM, \(K_S\) and \(K_D\) are the numbers of two-tuples in \(SFD\) and \(DFD\) sets, respectively.

The main goal here is to enhance the representation capabilities of Micro-DRBM and Micro-DGRBM models by fine-tuning the expected representation probability distribution with the stimulation of small disturbance in CD learning process. After running the Markov chain for one step, Eq. (2) can be further transformed to \(CD_1 = KL(p_0 \| p_\infty) - KL(p_1 \| p_\infty)\), which has been proven an effective and feasible CD learning method in previous works [34, 33]. Based on the above considerations, the following objective function of the Micro-DRBM model is expressed as:

$$\min_{\theta} \left\{ - (1 - \alpha) \left( KL(p_0 \| p_\infty) - KL(p_1 \| p_\infty) \right) + \alpha \left( \frac{1}{K_S} \sum_{S \in SFD} KL(P(h_f | v_f) \| P(h_j | v_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(h_r | v_r) \| P(h_s | v_s)) \right) \right\},$$

(12)

where \(\alpha \in (0, 1)\) is a scale coefficient. Similarly, the objective function of the Micro-DGRBM model is defined as:

$$\min_{\bar{\theta}} \left\{ - (1 - \alpha) \left( KL(\bar{p}_0 \| \bar{p}_\infty) - KL(\bar{p}_1 \| \bar{p}_\infty) \right) + \alpha \left( \frac{1}{K_S} \sum_{S \in SFD} KL(P(\bar{h}_f | \bar{v}_f) \| P(\bar{h}_j | \bar{v}_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(\bar{h}_r | \bar{v}_r) \| P(\bar{h}_s | \bar{v}_s)) \right) \right\},$$

(13)

Next, we discuss how to solve above two multiobjective optimization problems and obtain the update rules of parameters \(\theta\) and \(\bar{\theta}\). In Eq. (12), the approximate gradient of \(KL(p_0 \| p_\infty) - KL(p_1 \| p_\infty)\) with respect to parameters \(W, b\) and \(c\) can be represented in the following form:

$$\frac{\partial}{\partial w_{ij}} \left( KL(p_0 \| p_\infty) - KL(p_1 \| p_\infty) \right) \approx \langle v_i h_j \rangle_0 - \langle v_i h_j \rangle_1,$$

(14)

Similarly, the approximate gradient of \(KL(\bar{p}_0 \| \bar{p}_\infty) - KL(\bar{p}_1 \| \bar{p}_\infty)\) in Eq. (13) with respect to parameters \(\bar{W}, \bar{b}\) and \(\bar{c}\) can be represented in the following form:

$$\frac{\partial}{\partial w_{ij}} \left( KL(\bar{p}_0 \| \bar{p}_\infty) - KL(\bar{p}_1 \| \bar{p}_\infty) \right) \approx \langle \bar{v}_i \bar{h}_j \rangle_0 - \langle \bar{v}_i \bar{h}_j \rangle_1,$$

(15)

$$\frac{\partial}{\partial c_i} \left( KL(\bar{p}_0 \| \bar{p}_\infty) - KL(\bar{p}_1 \| \bar{p}_\infty) \right) \approx \langle \bar{v}_i \rangle_0 - \langle \bar{v}_i \rangle_1.$$

(16)

Then, one of critical tasks is how to obtain the partial derivatives of \(\frac{1}{K_S} \sum_{S \in SFD} KL(P(h_f | v_f) \| P(h_j | v_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(h_r | v_r) \| P(h_s | v_s))\) with respect to \(W, b\) and \(c\). Another is how to obtain the partial derivatives of \(\frac{1}{K_S} \sum_{S \in SFD} KL(P(\bar{h}_f | \bar{v}_f) \| P(\bar{h}_j | \bar{v}_g)) - \frac{1}{K_D} \sum_{D \in DFD} KL(P(\bar{h}_r | \bar{v}_r) \| P(\bar{h}_s | \bar{v}_s))\) with respect to \(\bar{W}, \bar{b}\) and \(\bar{c}\).

Firstly, we rewrite \(KL(P(h_f | v_f) \| P(h_j | v_g))\) to the following equivalent form:

$$KL(P(h_f | v_f) \| P(h_j | v_g)) = \sum_x p(h_f = 1 | v_f) \log \frac{p(h_f = 1 | v_f)}{p(h_g = 1 | v_g)} = \sum_x \left[ p(h_f = 1 | v_f) \log p(h_f = 1 | v_f) - p(h_f = 1 | v_f) \log p(h_g = 1 | v_g) \right].$$

(20)

Thus, the gradient of Eq. (20) with respect to weight parameter \(W\) is given by:

$$\frac{\partial}{\partial w_{ij}} KL(P(h_f | v_f) \| P(h_j | v_g)) = \sum_x \left[ \frac{\partial}{\partial w_{ij}} p(h_f = 1 | v_f) \log p(h_f = 1 | v_f) - p(h_f = 1 | v_f) \frac{\partial}{\partial w_{ij}} p(h_g = 1 | v_g) \right].$$

(21)

In encoding procedure of Micro-DRBM model, the transformation from the visible layer to the hidden layer is the sigmoid transform. So, the gradient \(\frac{\partial}{\partial w_{ij}} p(h_f = 1 | v_f)\) takes the form:

$$\frac{\partial}{\partial w_{ij}} p(h_f = 1 | v_f) = \frac{\partial}{\partial w_{ij}} \sigma(b_x + \sum_i v_f_i w_{ix}).$$

(22)
When $x = j$, it is easy to obtain the gradient $\frac{\partial}{\partial w_{ij}} p(h_{f_x} = 1|v_f) = \frac{\partial}{\partial w_{ij}} p(h_{f_x} = 1|v_f)$ as follows.

\[
\frac{\partial}{\partial w_{ij}} p(h_{f_x} = 1|v_f) = \frac{v_{f_i} e^{-(b_j + \sum_i v_{f_i} w_{ij})}}{(1 + e^{-(b_j + \sum_i v_{f_i} w_{ij})})^2}
\]

\[
= h_{f_j}(1 - h_{f_j})v_{f_i}.
\]  
(23)

In other cases, $\frac{\partial}{\partial w_{ij}} p(h_{f_x} = 1|v_f) = 0$. Similarly, the gradient $\frac{\partial}{\partial w_{ij}} p(h_{g_x} = 1|v_g)$ takes the form:

\[
\frac{\partial}{\partial w_{ij}} p(h_{g_x} = 1|v_g) = h_{g_j}(1 - h_{g_j})v_{g_i}.
\]
(24)

Thus, Eq. (21) can be simplified as the following equivalent form:

\[
\frac{\partial}{\partial w_{ij}} \mathbf{KL}(P(h_f|v_f) \parallel P(h_f|v_g)) = v_{f_i}h_{f_j}(1 - h_{f_j})(\log h_{f_j} + \log h_{g_j} + 1) - v_{g_i}h_{g_j}(1 - h_{g_j}).
\]
(25)

Similarly, the gradient of $\mathbf{KL}(P(h_r|v_r) \parallel P(h_r|v_s))$ with respect to weight parameter $\mathbf{W}$ is given by:

\[
\frac{\partial}{\partial w_{ij}} \mathbf{KL}(P(h_r|v_r) \parallel P(h_r|v_s)) = v_{r_i}h_{r_j}(1 - h_{r_j})(\log h_{r_j} + \log h_{s_j} + 1) - v_{s_i}h_{s_j}(1 - h_{s_j}).
\]
(26)

From Eqs. (14), (25) and (26), the update rules of $\mathbf{W}$ can be represented in the following form:

\[
w_{ij}^{(r+1)} = w_{ij}^{(r)} + (1 - \alpha)\varepsilon(\langle v_{i}h_{j} \rangle_0 - \langle v_{i}h_{j} \rangle_1) + \frac{\alpha}{K_S} \sum_{S,F,D} \left[ v_{f_i}h_{f_j}(1 - h_{f_j})(\log h_{f_j} + \log h_{g_j} + 1) - v_{g_i}h_{g_j}(1 - h_{g_j}) \right] - \frac{\alpha}{K_D} \sum_{F,D} \left[ v_{r_i}h_{r_j}(1 - h_{r_j})(\log h_{r_j} + \log h_{s_j} + 1) - v_{s_i}h_{s_j}(1 - h_{s_j}) \right],
\]
(27)

where $\varepsilon$ is a learning rate.

When $x = j$, it is easy to obtain the gradients of $\mathbf{KL}(P(h_f|v_f) \parallel P(h_f|v_g))$ and $\mathbf{KL}(P(h_r|v_r) \parallel P(h_r|v_s))$ with respect to parameter $\mathbf{b}$ as follows.

\[
\frac{\partial}{\partial b_j} \mathbf{KL}(P(h_f|v_f) \parallel P(h_f|v_g)) = h_{f_j}(1 - h_{f_j})(\log h_{f_j} + \log h_{g_j} + 1) - h_{g_j}(1 - h_{g_j}).
\]
(28)

\[
\frac{\partial}{\partial b_j} \mathbf{KL}(P(h_r|v_r) \parallel P(h_r|v_s)) = h_{r_j}(1 - h_{r_j})(\log h_{r_j} + \log h_{s_j} + 1) - h_{s_j}(1 - h_{s_j}).
\]
(29)

From Eqs. (12), (15), (28) and (29), the update rules of $\mathbf{W}$ can be represented in the following form:

\[
b_{f_j}^{(r+1)} = b_{f_j}^{(r)} + (1 - \alpha)\varepsilon(\langle h_{i} \rangle_0 - \langle h_{i} \rangle_1) + \frac{\alpha}{K_S} \sum_{S,F,D} \left[ h_{f_j}(1 - h_{f_j})(\log h_{f_j} + \log h_{g_j} + 1) - h_{g_j}(1 - h_{g_j}) \right] - \frac{\alpha}{K_D} \sum_{D,F,D} \left[ h_{r_j}(1 - h_{r_j})(\log h_{r_j} + \log h_{s_j} + 1) - h_{s_j}(1 - h_{s_j}) \right]
\]
(30)

As for model parameter $c$, it’s obvious that

\[
\frac{\partial}{\partial c_i} \mathbf{KL}(P(h_f|v_f) \parallel P(h_f|v_g)) = 0
\]
(31)

and

\[
\frac{\partial}{\partial c_i} \mathbf{KL}(P(h_r|v_r) \parallel P(h_r|v_s)) = 0.
\]
(32)

From Eqs. (16), (31) and (32), the update rule of $c$ takes the form:

\[
c_{i}^{(r+1)} = c_{i}^{(r)} + (1 - \alpha)\varepsilon(\langle v_{i} \rangle_0 - \langle v_{i} \rangle_1).
\]
(33)

Finally, the update rules of $\mathbf{W}$, $\mathbf{b}$ and $c$ of the Micro-DRBM model are Eqs. (27), (30) and (33), respectively.

In the Micro-DGRBM model, the hidden units remain binary, but the visible units are the linear units with Gaussian noise. Then, in the encoding process of Micro-DGRBM model, the conditional probability $p(h_j = 1|\tilde{v})$ is given by:

\[
p(\tilde{h}_j = 1|\tilde{v}) = \sigma(\tilde{b}_j + \sum_i \tilde{v}_i \tilde{w}_{ij})
\]
(34)

and its conditional probability of reconstructed process takes the form:

\[
p(\tilde{v}|\tilde{h}) = \mathcal{N}(\sum \tilde{h} W^T + \tilde{\epsilon}, \sigma^2).
\]
(35)

The update rules of the parameters $\mathbf{W}$, $\tilde{\mathbf{b}}$ and $\tilde{\epsilon}$ of the Micro-DGRBM model are similar to the Micro-DRBM model, which takes the form:

\[
\tilde{w}_{ij}^{(r+1)} = \tilde{w}_{ij}^{(r)} + (1 - \alpha)\varepsilon(\langle \tilde{v}_{i} \tilde{h}_{j} \rangle_0 - \langle \tilde{v}_{i} \tilde{h}_{j} \rangle_1) + \frac{\alpha}{K_S} \sum_{S,F,D} \left[ \tilde{v}_{f_i}\tilde{h}_{f_j}(1 - \tilde{h}_{f_j})(\log \tilde{h}_{f_j} + \log \tilde{h}_{g_j} + 1) - \tilde{v}_{g_i}\tilde{h}_{g_j}(1 - \tilde{h}_{g_j}) \right] - \frac{\alpha}{K_D} \sum_{F,D} \left[ \tilde{v}_{r_i}\tilde{h}_{r_j}(1 - \tilde{h}_{r_j})(\log \tilde{h}_{r_j} + \log \tilde{h}_{s_j} + 1) - \tilde{v}_{s_i}\tilde{h}_{s_j}(1 - \tilde{h}_{s_j}) \right],
\]
(36)

\[
\tilde{b}_{f_j}^{(r+1)} = \tilde{b}_{f_j}^{(r)} + (1 - \alpha)\varepsilon(\langle \tilde{h}_{j} \rangle_0 - \langle \tilde{h}_{j} \rangle_1) + \frac{\alpha}{K_S} \sum_{S,F,D} \left[ \tilde{h}_{f_j}(1 - \tilde{h}_{f_j})(\log \tilde{h}_{f_j} + \log \tilde{h}_{g_j} + 1) - \tilde{h}_{g_j}(1 - \tilde{h}_{g_j}) \right] - \frac{\alpha}{K_D} \sum_{D,F,D} \left[ \tilde{h}_{r_j}(1 - \tilde{h}_{r_j})(\log \tilde{h}_{r_j} + \log \tilde{h}_{s_j} + 1) - \tilde{h}_{s_j}(1 - \tilde{h}_{s_j}) \right]
\]
(37)

and

\[
\tilde{c}_{i}^{(r+1)} = \tilde{c}_{i}^{(r)} + (1 - \alpha)\varepsilon(\langle \tilde{v}_{i} \rangle_0 - \langle \tilde{v}_{i} \rangle_1).
\]
(38)
### 3.1.1 Learning Algorithms

In this subsection, we show the learning algorithm of the proposed shallow Micro-DRBM and Micro-DGRBM models according to the update rules of their parameters.

**Algorithm 1: Micro-DRBM learning**

**Input:**
\[ V = \{v_1, v_2, \ldots, v_i, \ldots, v_N\} \]: visible layer data;
\[ SFD, DFD \]: Micro-supervised disturbance sets.

**Output:**
\[ W, b \] and \( c \): the parameters of Micro-DRBM.

Step 1: Randomly initialize \( W, b \) and \( c \).
Step 2: Sample the states of the hidden layer units by \( p(h_j = 1|v) = \sigma(b_j + \sum_i v_i w_{ij}). \)
Step 3: Sample the states of the reconstructed visible layer units by \( p(v_i = 1|h) = \sigma(c_i + \sum_j h_j w_{ij}). \)
Step 4: Update \( W \) parameter by Eq. (27).
Step 5: Update \( b \) parameter by Eq. (30).
Step 6: Update \( c \) parameter by Eq. (33).
Step 7: While iteration less than maximum go to Step 2.
step 8: return \( W, b \) and \( c \).

**Algorithm 2: Micro-DGRBM learning**

**Input:**
\[ \tilde{V} = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_i, \ldots, \tilde{v}_N\} \]: visible layer data;
\[ SFD, DFD \]: Micro-supervised disturbances sets.

**Output:**
\[ \tilde{W}, \tilde{b} \] and \( \tilde{c} \): the parameters of Micro-DGRBM.

Step 1: Randomly initialize \( \tilde{W}, \tilde{b} \) and \( \tilde{c} \).
Step 2: Sample the states of the hidden layer units by \( p(h_j = 1|\tilde{v}) = \sigma(b_j + \sum_i \tilde{v}_i w_{ij}). \)
Step 3: Sample the states of the reconstructed visible layer units by \( p(\tilde{v}-h) = \mathcal{N}(\sum h\tilde{W}^2 + \tilde{c}, \sigma^2). \)
Step 4: Update \( W \) parameter by Eq. (36).
Step 5: Update \( b \) parameter by Eq. (37).
Step 6: Update \( c \) parameter by Eq. (38).
Step 7: While iteration less than maximum go to Step 2.
step 8: return \( \tilde{W}, \tilde{b} \) and \( \tilde{c} \).

### 3.2 Micro-DL Architecture

In the proposed shallow Micro-DGRBM and Micro-DRBM models, the small-perturbation ideology is firstly introduced on the representation learning model based on the representation probability distribution. The positive SPI is used to stimulate the representation learning process from the perspective of representation probability distribution. To explore the representation learning capability under the continuous stimulation of small disturbance, we present a deep Micro-DL framework based on the Micro-DGRBM and Micro-DRBM models in this section. The deep Micro-DL framework consists of a stack of one Micro-DGRBM and \( N \) Micro-DRBMs to explore superior performances for modeling continuous data. In the proposed deep architecture, the visible layer consists of Gaussian linear units and all hidden layers consist of binary units. In the process of CD learning of shallow Micro-DGRBM model, the SPI is used as small positive disturbance in the encoding and reconstruction procedures which adopt the binary and linear transformation by 1 step Gibbs sampling, respectively. However, the SPI is used as small positive disturbance in the encoding and reconstruction procedures which all adopt the binary transformation by 1 step Gibbs sampling in the process of CD learning of shallow Micro-DGRBM model.

The architecture of the proposed Micro-DL is shown in Fig. 1. The hidden feature vector of Micro-DGRBM model, \( h_1 \), is the input of the next Micro-DRBM model. And the hidden feature vector of this Micro-DRBM model, \( h_2 \), is the input of its next Micro-DRBM model. The final hidden feature vector of our Micro-DL architecture, \( h_N \), is the input of the following clustering task. In the stack of Micro-DRBMs, \( h_i \) is the reconstructed vector.

In order to prove the effectiveness of the continuous stimulation of small disturbance, we design a most related deep representation learning framework, None Micro-supervised Disturbance Learning (NMicro-DL), which consists of one traditional shallow GRBM and \( N \) RBM models. The only difference between Micro-DL and NMicro-DL architectures is that the continuous stimulation of small disturbance is used to fine-tune the expected representation distribution in the CD learning process of the former and the latter is an unsupervised deep representation learning framework.

### 4 Experiments

In this section, we compare the performance of the proposed Micro-DL with deep unsupervised learning models, shallow and deep semi-supervised learning models. All experiments have been conducted clustering tasks on twelve datasets. The details of experimental datasets are as follows:

- Microsoft Research Asia Multimedia image sub-dataset (MSRA-MM) [29]: Aquarium (922 images, 892 features and 3 classes), bathroom (924 images, 892 features and 3 classes), blog (943 images, 892 features and 3 classes), blood (866 images, 892 features and 3 classes), bouquet (880 images, 892 features and 3 classes), bugat (882 images, 892 features and 3 classes), cactus (919 images, 892 features and 3 classes), voituretuning (799 images, 892 features and 3 classes).
- car: This UCI dataset is derived from simple hierarchical decision mode, which contains 1728 instances, 6 features and 4 classes.
- KDD99: We choose 5904 instances from a large-scale dataset (KDD Cup 1999, 4000000 instances) randomly. It comprises 41 features and 3 classes.
- segmentation: This image segmentation dataset contains 2100 instances, 19 features and 7 classes.
- vowe: This dataset contains information about speaker independent recognition which is a merge of the two original databases preset at the UCI repository. It has 990 instances, 13 features and 11 classes.

1. https://archive.ics.uci.edu/ml/datasets/car+evaluation
2. https://archive.ics.uci.edu/ml/datasets/kdd+cup+1999+data
3. http://archive.ics.uci.edu/ml/support/image+segmentation
4. https://sci2s.ugr.es/keel/dataset.php?cod=113
5. http://archive.ics.uci.edu/ml/datasets.php
In order to evaluate the representation capability of the proposed Micro-DL architecture, we compare the clustering performance of our Micro-DL against Semi-SP [50], VGAE [13], None Micro-DL (NMicro-DL), pcGRBM [34], Semi-EAGR [51] and Semi-MG [52]. For all contrastive shallow models (pcGRBM and Semi-EAGR) and deep frameworks (VGAE, NMicro-DL and Semi-MG), the performance evaluations have two stages: one is feature learning and the other is clustering analysis. The output features of them are the input of Spectral Clustering [52] algorithm.

In the representation learning process of our Micro-DL and NMicro-DL architectures, the dimension of the hidden layer is the same as the visible layer. For the first group datasets (MSRA-MM), the Micro-DL architecture consists of one Micro-DGRBM and sixteen Micro-DRBMs. To compare fairness, the learning rates of our Micro-DL architecture are the same as NMicro-DL model for training MSRA-MM datasets. Both of them are $10^{-4}$. For the second group datasets (UCI), the Micro-DL architecture consists of six hidden layers. The learning rates of the weights, biases of visible and hidden layers of Micro-DGRBM and Micro-DRBM models are set to $10^{-8}$. In our Micro-DL architecture, the scale coefficient of Micro-DGRBM and Micro-DRBM are set to 0.3 for all twelve datasets. The number of hidden layer units of Micro-DL is 892 on the aquarium, bathroom, blog, blood, bouquet, bugat and cactus datasets. They are 899, 6, 41, 19 and 13 on the voituretuning, car, KDD99, segmentation and vowe datasets, respectively.

**4.1 Evaluation Metrics**

Four popular external evaluation metrics that are used in the paper to assess the experimental results are the clustering accuracy [53], Jaccard index (Jac index) [54], Fowlkes and Mallows index (FM index) [55] and Rand index [56]. Furthermore, the Friedman aligned ranks test ([57]) is used to provide fair comparisons among different methods. The calculations of four external metrics are provided as follows:

1) The clustering accuracy metric is used to calculate the ratio of the instance assigned to the correct clusters. It is defined to be

$$\text{accuracy} = \frac{\sum_{i=1}^{N} F(l_i, \hat{l}_i)}{N}, \quad (39)$$

where $N$ is the number of instances, $l_i$ and $\hat{l}_i$ are the target and predicted label of the $i$th instance, respectively. If $l_i = \hat{l}_i$, then $F(l_i, \hat{l}_i) = 1$. Otherwise, $F(l_i, \hat{l}_i) = 0$.

2) The Jaccard Index measures similarity between sample sets can be written as

$$Jac = \frac{|A \cap B|}{|A \cup B|}, \quad (40)$$

where $A$ and $B$ are finite sample sets.
3) The Fowlkes and Mallows index calculates the similarity between the benchmark classifications and the clusters returned by the clustering algorithm. It is defined as

\[ FMI = \sqrt{\frac{TP}{TP + FP} \times \frac{TP}{TP + FN}}, \quad (41) \]

where \( TP, FP \) and \( FN \) are the numbers of true positives, false positives and false negatives, respectively.

4) The Rand index is a measure of the percentage of correct decisions made by the algorithm. It is defined to be

\[ Rand = \frac{TP + TN}{TP + FP + FN + TN}, \quad (42) \]

where \( TN \) is the number of true negatives.

The Friedman aligned ranks test is an advanced and popular nonparametric test method which can be used to analyze the significance with a chi-square distribution for

\[ \hat{T}_j \]

is the total ranks of the \( j \)th data set, \( \hat{r}_j \) is the total ranks of the \( j \)th algorithm, \( n \) is the number of algorithm and \( m \) is the number of data set. The test statistic \( T \) is compared for significance with a chi-square distribution for \( n - 1 \) degrees of freedom.

4.2 Clustering Performance

We first compare the proposed Micro-DL architecture with benchmarking algorithm (Semi-SP). To prove deep representation learning capability of our Micro-DL, we compare it with the most related shallow semi-supervised feature learning models (pcGRBM \[34\] and Semi-EAGR \[51\]). Then, two unsupervised deep representation models (VGAE and NMicro-DL) are compared with our Micro-DL model to show the effectiveness of the proposed Micro-supervised strategy. Significantly, the NMicro-DL is the most related deep learning model with our Micro-DL architecture. Hence, we compare the performance of them to evaluate that the distributions of hidden layers of our Micro-DL are more reasonable under the stimulation of the SPI than all contrast deep models.

As shown in Table 2, the average Jac of Semi-SP, pcGRBM, Semi-EAGR, Semi-MG, VGAE and NMicro-DL are 0.2521, 0.3123, 0.3224, 0.5073, 0.4148 and 0.4015, respectively. However, our Micro-DL architecture raises the Jac metric to 0.5836 significantly. In contrast to the Semi-SP algorithm, it improves the performance by 0.3315. These results demonstrate again that the hidden features of the Micro-DL architecture have reasonable distributions than visible layer data for clustering. The Jac indices of Micro-DL are increased by 0.2713 and 0.2612 when it is compared with the pcGRBM and Semi-EAGR models, respectively. Furthermore, in contrast to Semi-MG, VGAE and NMicro-DL frameworks, our Micro-DL improves the Jac by 0.0763, 0.1688 and 0.1821, respectively. Hence, these results illustrate that the proposed Micro-DL has more outstanding capability of deep representation learning under the stimulation of the SPI than contrast shallow models and deep frameworks.

In Table 3, the average FMs of Semi-SP, pcGRBM, Semi-EAGR, Semi-MG, VGAE and NMicro-DL are 0.4077, 0.4710, 0.4935, 0.6807, 0.5913 and 0.5665, respectively. However, the average FM index of our Micro-DL architecture is raised to 0.7564 significantly. In contrast to the Semi-SP algorithm, it improves the performance by 0.3487. When the proposed Micro-DL is compared with the pcGRBM and Semi-EAGR models, the FM indices are increased by 0.2854 and 0.2629, respectively. Furthermore, in contrast to Semi-MG, VGAE and NMicro-DL frameworks, our Micro-DL architecture improves the FM by 0.0757, 0.1651 and 0.1899, respectively. Hence, these comparisons show that our Micro-DL has exciting capability of deep representation learning for clustering.

The results of Rand index are presented in Table 4. The average Rand of Semi-SP, pcGRBM, Semi-EAGR, Semi-MG, VGAE and NMicro-DL are 0.3724, 0.4335, 0.4656, 0.6692, 0.5789, 0.5619, respectively. However, the clustering accuracy of our Micro-DL architecture increases to 0.7343. It’s obvious that the performance of the Micro-DL is significantly increased by 0.3619 when it is compared with the Semi-SP algorithm. These results demonstrate that its output features have reasonable distributions than visible layer data for clustering. In contrast to the pcGRBM and Semi-EAGR models, the performances of the proposed Micro-DL framework are increased by 0.3018 and 0.2687, respectively. Thus, the results indicate that the capability of deep representation learning of our Micro-DL is more powerful than shallow representation learning of the most related contrastive models. When the proposed Micro-DL architecture is compared with the Semi-MG, VGAE and NMicro-DL, the performances are increased by 0.0651, 0.1554 and 0.1724, respectively. Hence, we can conclude that the distributions of hidden layers of our Micro-DL are more reasonable under the stimulation of the SPI than all contrast deep models.

Fig. 2 presents visual contrast of the clustering performances (accuracy, Jac, FM and Rand) among the benchmarking algorithms, shallow models and deep frameworks on twelve datasets. On the whole, we can see that our Micro-DL architecture shows fairly competitive performances in all evaluation metrics.

4.3 Friedman Aligned Ranks Test

In the experiments, the Friedman Aligned Ranks test is based on 12 datasets and 7 contrast algorithms of ranks. The average ranks provide a fair comparison of these algorithms. On average, the proposed Micro-DL ranks the first with the value of 9.4167; the Semi-MG, VGAE and NMicro-DL ranks the second, third and fourth, with the values of 25.2500, 38.1667 and 42.0833, respectively; and the fifth, sixth and the last are the Semi-EAGR, pcGRBM and Semi-SP with ranks 56.5833, 59.4167 and 66.5833, respectively.
Under the null hypothesis, the Friedman Aligned Ranks test is used to check whether the metrical sum of aligned ranks are different from the average of total aligned rank \( \hat{R}_j = 510 \):

\[
\sum_{j=1}^{k} \hat{R}_j = 304^2 + 303^2 + 300^2 + 312^2 + 294^2 + 298^2 + 302^2 + 299^2 + 303^2 + 256^2 + 302^2 + 297^2 = 1064172, \tag{45}
\]

\[
T = \frac{(7 - 1)(2177178 - 7 \cdot 12^2(7 \cdot 12 + 1)/4)}{7 \cdot 12(7 \cdot 12 + 1)(2 \cdot 7 \cdot 12 + 1)/6 - 1064172/7} \tag{46}
\]

\[
= 43.5744, \tag{44}
\]

With seven algorithms and 12 data sets, \( T \) is a chi-square distribution with six degree-of-freedom. The null hypothesis is rejected because the \( p \)-value of \( T \) is \( 1 \times 10^{-8} \) which is far less than 0.05.
Therefore, we can conclude that these algorithms are significantly different.

4.4 Friedman + Post-hoc Nemenyi Tests

The results of Friedman + post-hoc Nemenyi tests are shown in Fig. 3. Besides the results of Micro-DL versus Semi-MG, most of the test results between Micro-DL framework and other contrastive methods are less than 0.05. Hence, Friedman + post-hoc Nemenyi tests confirm the striking differences between Micro-DL framework and most other contrastive methods at the significance level (5%). Furthermore, the result of Friedman + post-hoc Nemenyi tests between Micro-DL and NMicro-DL is 0.0023 which is far below 0.05. So, there is striking difference between the Micro-DL and NMicro-DL frameworks under the stimulation of SPI in the former. In fact, the results of Micro-DL versus Semi-Sp and Micro-DL versus pcGRBM are approximately \(3 \times 10^{-7}\), which are far less than 0.05. It’s obvious that there are significant difference between Micro-DL versus Semi-SP and pcGRBM. 

4.5 Effectiveness of the SPI

To prove the effectiveness of SPI in the Micro-DL architecture, we compare the performance of our Micro-DL architecture with NMicro-DL which is a most related unsupervised deep repre-
TABLE 5: Performance comparisons (Rand index) of benchmarking algorithms (Semi-SP), shallow models (pcGRBM and Semi-EAGR), and deep models (Semi-MG, VGAE, NMicro-DL and Micro-DL). The smaller rank, the better performance. 

| Dataset | Semi-SP | pcGRBM | Semi-EAGR | Semi-MG | VGAE | NMicro-DL | Micro-DL |
|---------|---------|--------|-----------|---------|------|-----------|----------|
| aquarium | 0.4868 ± 0.0007 | 0.4892 ± 0.0018 | 0.4955 ± 0.0047 | 0.5100 ± 0.0018 | 0.4677 ± 0.0028 | 0.5005 ± 0.0077 | 0.5388 ± 0.0053 |
| bathroom | 0.4555 ± 0.0001 | 0.4571 ± 0.0017 | 0.4548 ± 0.0099 | 0.5813 ± 0.0478 | 0.5462 ± 0.0348 | 0.4731 ± 0.0099 | 0.6395 ± 0.0141 |
| blog | 0.4451 ± 0.0164 | 0.4384 ± 0.0111 | 0.3543 ± 0.0884 | 0.6018 ± 0.0661 | 0.5344 ± 0.0176 | 0.5196 ± 0.0888 | 0.7084 ± 0.0051 |
| bouquet | 0.4980 ± 0.0005 | 0.5022 ± 0.0026 | 0.5035 ± 0.0057 | 0.4922 ± 0.0058 | 0.5076 ± 0.0338 | 0.4951 ± 0.0062 | 0.5032 ± 0.0033 |
| bugal | 0.4999 ± 0.0014 | 0.4887 ± 0.0253 | 0.4865 ± 0.0073 | 0.5224 ± 0.0109 | 0.5117 ± 0.0307 | 0.4968 ± 0.0104 | 0.5300 ± 0.0025 |
| cactus | 0.4873 ± 0.0002 | 0.4891 ± 0.0018 | 0.5043 ± 0.0138 | 0.5224 ± 0.0109 | 0.5224 ± 0.0285 | 0.4915 ± 0.0051 | 0.5372 ± 0.0065 |
| voituretuning | 0.5030 ± 0.0060 | 0.5084 ± 0.0041 | 0.5305 ± 0.0364 | 0.4759 ± 0.0082 | 0.4976 ± 0.0253 | 0.4958 ± 0.0076 | 0.4747 ± 0.0041 |
| car | 0.4876 ± 0.0078 | 0.5390 ± 0.0074 | 0.5689 ± 0.0151 | 0.5274 ± 0.0071 | 0.5036 ± 0.0273 | 0.5274 ± 0.0246 | 0.5410 ± 0.0025 |
| KDD99 | 0.4776 ± 0.0584 | 0.8940 ± 0.9596 | 0.8237 ± 0.0006 | 0.6853 ± 0.0164 | 0.6528 ± 0.0174 | 0.9072 ± 0.0466 | 0.3839 ± 0.0003 |
| segmentation | 0.5909 ± 0.1082 | 0.7942 ± 0.0166 | 0.7935 ± 0.0094 | 0.5892 ± 0.1028 | 0.7447 ± 0.0456 | 0.7256 ± 0.0634 | 0.7099 ± 0.0455 |
| voice | 0.6979 ± 0.0301 | 0.5407 ± 0.0012 | 0.8024 ± 0.0091 | 0.2619 ± 0.1206 | 0.7269 ± 0.0514 | 0.6729 ± 0.2284 | 0.7644 ± 0.0352 |
| Average | 0.5085 | 0.5308 | 0.5285 | 0.5639 | 0.5264 | 0.5408 | 0.5988 |

Fig. 3: The results of Friedman + post-hoc Nemenyi tests among all contrastive algorithms.

4.6 Sensibility of the Scale Coefficient

To show the sensibility of the scale coefficient $\alpha$, we gradually increase it from 0.1 to 0.9 with 0.1 per step in the learning process of our Micro-DL architecture. The effect of the scale coefficient on the clustering performances (e.g., Accuracy, Jaccard, FM and Rand) are shown in Fig. 5. From the results, we can obtain that the clustering performances increase as the scale coefficient is increased from 0.1 to 0.3. Then the performances begin to decline as $\alpha$ is increased from 0.4 to 0.9.

5 Conclusions
We have presented Micro-DL, a micro-supervised deep representation learning architecture based on two variant models (Micro-DGRBM and Micro-DRBM), which firstly introduced small-perturbation ideology on the representation learning model from the perspective of the representation probability distributions. The positive SPI stimulated the representation probability distributions of Micro-DGRBM and Micro-DRBM models to become more similar and dissimilar in the same and different clusters, respectively. Furthermore, the representation learning capability of Micro-DL has significantly enhanced under the continuous stimulation of SPI. The Micro-DL method improved the stability of representation learning from the perspective of representation probability distribution and significantly reduced the reliance on...
the labels. Experimental results demonstrated that the proposed deep Micro-DL architecture shows better performance in comparison to the baseline method, the most related shallow models and deep frameworks for clustering on twelve data sets.

In the future, there are several interesting works: 1) to introduce small-perturbation ideology on the other neural networks; 2) to study Micro-supervised representation method with single label in each cluster; 3) to explore the performance of Micro-DL on large-scale datasets.
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