Information engines convert information to work and vice versa. They are useful theoretical constructs to address questions about the physical nature of information. Their origins go back to Maxwell’s iconic thought experiment, often referred to as “Maxwell’s demon”, which was conceived in the context of discussions about the role information plays in thermodynamics, and the statistical nature of the Second Law [1, 2].

Szilárd contributed to this discussion a concrete physical mechanism in which the sentient being (the “demon” that plays the role of observer) is replaced by machinery. Szilárd’s idea can be summarized as follows: a divider is introduced into the center of a container with a one particle gas, reducing the accessible volume by a factor of two. The gas can then do work, on average up to $kT \ln(2)$ joules, where $k$ is the Boltzmann constant, in a process of isothermal, quasi-static expansion, at temperature $T$. The divider is used as a piston that moves into the empty half of the container in the process. For this to be possible, the observer needs to know which side of the container is empty. Szilárd pointed out that the observer’s function is to (1) create a memory that is stable over the duration of work extraction, and (2) use this memory to make a decision, which exploits the expanding gas and makes the engine do work. This can be implemented by machinery, such as a switch, and pulleys appropriately attached to a weight—the engine needs no sentient being.

Szilárd and many others since, pointed out that it is the creation and destruction of the meta-stable memory, which adds to the entropy production of the overall process [3–7]. The second law is not circumvented by any such information engine, as long as the energy bill of the “observer” mechanism is taken into account. This needs to be done, because the observer is an integral part of the engine, without which it could not function.

Recent experimental efforts have succeeded in building devices which show that such information engines are feasible [8–30], and that they can achieve the ultimate information-to-work conversion limit of $kT \ln(2)$ joules per bit of information, a limit dictated by the second law of thermodynamics [3, 4, 31].

There is a sizable and rapidly increasing body of literature on information engines. Nonetheless, Szilárd’s engine still serves as a canonical example. The “observer” in these engines is reduced to machinery, but its “intelligence” is implemented a priori by the designer. This intelligence manifests in the decision making, which is determined by the mapping from observable data to a meta-stable memory. The designer decides to choose the optimal map. But could that also be done automatically, by an algorithm?

For the Szilárd engine, that optimal map from data to memory is simple: coarse grain the observed particle position into left/right of the divider. But imagine, for
a moment, a different map (corresponding to a different “observer”), namely coarse grain into 3 regions of equal size, two of which are on either side of the divider, and the third covers the center. On average, that observer would be able to extract less work, namely only $\frac{3}{2} kT \ln(2)$ joules. This shows that there are, in principle, ways in which an observer could err by choosing a suboptimal data representation. But this fact might get overlooked easily in the context of Szilárd’s engine, because the most efficient data representation is trivial.

This is the case, because Szilárd assumed that the particle’s position along the axis perpendicular to the divider is observable. That assumption implies that all of the information that is necessary to extract the maximal amount of average work is trivially available, because it is contained in the observable data. The ensuing literature followed in the same footsteps, and as a result, models of engines that we may call fully observable information engines assume that all the quantities which the observer needs to know to enable full work extraction are available (albeit potentially corrupted by noise).

However, there exists a larger class of partially observable information engines, for which observables are correlated to some degree with those quantities. For this more general class of information engines [32], the lowest possible entropy production is proportional to the amount of unuseable information retained in memory, even in the limit of negligible measurement noise. Fully observable information engines are a subclass, trivially able to retain zero useless information in the noise free limit, whereby they can reach the ultimate limit of zero entropy production in quasi-static operation.

The need to make decisions based on partial knowledge is ubiquitous in real world situations, where the choice of the observer’s data representation matters. A central question, relevant to machine learning and decision making under uncertainty is: which strategy is the best? This question opens up deep problems, because one has to specify a metric that measures “goodness”, or, colloquially, a sense in which one observer is doing a better job than another observer.

The connection between the filtering of useable information and an engine’s ability to run without unnecessarily wasting energy enables answering which observer does the best job in the sense of allowing for the smallest amount of energy dissipation [32]. Following this reasoning, one can derive from a purely physical argument, an information theoretic data compression strategy [33], and hence find the algorithm that automatizes the “intelligence” of the observer in information engines. (This algorithm trivially finds the optimal coarse graining for Szilárd’s engine).

This reasoning opens the door to using information engines not only to discuss the physical nature of information, but also to put adaptive information processing on a clear physical footing, and thereby provide a thermodynamic foundation to study the physics of intelligent observers. To that end, it is crucial to know: what are the characteristics of observers that process information in this thermodynamically optimal way?

Here, we explore this question by analyzing a parameterized class of engines that arises naturally when Szilárd’s model is generalized to partial observability (see sections 2.3 and 3). This model is simple and generic, allowing us to isolate effects stemming from the mismatch between what the observer can perceive, and what the observer can do. The class of generalized partially observable Szilárd engines and their corresponding optimal observers, which we analyze here, serve as a canonical example to provide a basis for further considerations (see discussion at the end of section 7). We find that parametric optimization of deterministic coarse grainings does not discover minimally dissipative observers. Optimal memories are intrinsically probabilistic. We compute them, and analyze their physical characteristics in sections 5–7. The cost-benefit trade-off structure is analyzed in section 5, and its connection to the computation of a rate–distortion function is explained. section 6 provides a model for a physical implementation of probabilistic, minimally dissipative memories, and the thermodynamic efficiency these memories afford is examined in section 7.

1. INFORMATION ENGINES

Information engines alternate between two basic steps. First, information is acquired in a form that is stable over the remaining cycle. Then, this information is used to convert heat from an available heat bath to work output. Some models in the recent literature have focused only on the information-to-work step [34–36], neglecting the thermodynamics of the memory. In that way, one can arrange things to use information as fuel. We follow here instead the normal way of analyzing thermodynamic machines as cyclic processes. For information engines, this means that costs for running a meta-stable information carrier (memory) must be included in the engine’s overall energy bill.

Therefore, the term information engine denotes a cyclic process, comprised of (a) an isothermal work-to-information transformation, and (b) an isothermal information-to-work transformation. The former represents a simple, mechanistic “observer” inside the engine, acquiring and converting observable data to a physical representation thereof that is stable over the remaining cycle. We refer to this as the data representation step. The latter uses a work medium to convert heat from the bath to work output via a given work extraction apparatus. We refer to this step as the work extraction step, because work is done by, i.e., extracted from, the engine.

Information is always context dependent, it is information about something. A classical bit of information corresponds to a meta-stable state of a system that can be in two, identifiably different, states. What that bit means depends on the context: if it is correlated with another
system, or another degree of freedom in the same system, then it contains information about this other system, or this other degree of freedom. To use this information, there must be a read-out mechanism in place, some device that influences a sequence of events depending on the state of the physical information bit. Those two components are what give the abstract bit concrete meaning, and make it potentially useful.

In information engines, the work extraction device plays the role of the read-out mechanism. For example, in Szilárd’s engine, the quasi-static movement of the divider can be arranged to lift a weight [3]. It is the set of all used implements (in this case, divider, weight, and pulleys) that constitute the work extraction device. To function, the Szilárd engine requires knowledge of which side of the container is empty. A different work extraction device might require different information. We call all quantities that need to be known to extract work, relevant. It is clear from the discussion that the physics of the work extraction device define which quantity (or quantities) is (are) relevant.

The observer’s memory must contain information about the relevant quantities. The ultimate information-to-work conversion limit of, on average, 1 bit to $kT \ln(2)$ joules can only be reached by the engine if the relevant variables are known with certainty. For that to be possible, the observable data has to contain all the information about the relevant variables, and the memory process has to retain that information.

Engines for which the relevant variables are not fully observable need to infer those from the available data. Partial observability is a generic constraint faced by most real-world systems. It means that the observer inside the engine must solve an inference task. The efficiency of partially observable information engines depends upon how well the observer solves the inference task [32].

We may allow generalized information engines to run the two distinct processes of (a) forming the memory, and (b) extracting work, at two different temperatures, $T$ and $T'$, respectively [32]. This enables a combined treatment of heat engines and information engines.

Standard information, upon which the literature has largely focused, are fully observable, and are run isothermally. They have $T' = T$, and the relevant variables are either contained in the set of observables, or fully reconstructable from it without uncertainty. Standard information engines are thus a subset of the larger class of generalized, partially observable information engines, introduced in [32].

The study of generalized, partially observable information engines enables the derivation of a constructive data compression algorithm from optimizing energy efficiency: maximizing the upper bound on the engine’s net average work output, or, equivalently, minimizing the lower bound on dissipation, over all possible data representations yields a method for predictive inference [32], known in lossy compression and machine learning as the Information Bottleneck [33] method. The Information Bottleneck approach has been generalized to dynamical and interactive learning [37], as well as to quantum information processing [38]. The generalized Information Bottleneck framework contains interesting classes of models as special cases [39, 40], some of which might explain some important aspects of neural processing and machine learning [41–44].

Szilárd’s ideas paved the way for a physics based understanding of information. The core insight is that information is proportional to energy flows. It is thus logical that the efficiency of information processing can be measured in thermodynamic terms. The derivation of minimally dissipative observers, provided in [32], opens the door to a physics-based understanding of the foundations of signal processing and learning, for which the physical characteristics of minimally dissipative observers need to be understood. We analyse this in sections 5–7. Keeping in mind this bigger picture, we now review some aspects of the Szilárd engine, before introducing our canonical example in sections 2.3 and 3. To build intuition, we then perform a naive parametric optimization of deterministic memories in section 4, before considering probabilistic memories.

2. SZILÁRD ENGINE

In comparison to the Carnot process, Szilárd’s engine does not require access to heat baths of different temperatures. In both cases, the isothermal expansion, in which work is produced by the engine, is identical, but to achieve volume reduction, two different strategies are used.

In the Carnot process, the gas is compressed, a process which requires work. Isothermal, quasi-static compression of a one particle gas to half of the accessible volume requires that work be done on the gas in the amount of $kT \ln(2)$ joules. If the expansion of the gas were to take place at the same temperature, then this cost would annul any work done by the engine. The expansion must happen at a larger temperature, $T' > T$, for the engine to produce net work output. In this way, the engine converts a temperature difference to work.

In the Szilárd engine, the isothermal compression is replaced by three steps: insert the divider in the center ($x = 0$), measure the particle’s $x$ position (from which the observer knows with certainty which side of the container is empty), and remember the empty side for the duration of the work extraction process. It is assumed that no work is necessary to insert the divider. Work is extracted at the same temperature—the Szilárd engine, in contrast to the Carnot process, does not appear to need a temperature gradient.

However, the memory used by the Szilárd engine has to be implemented by some physical device, and the energy bill involved in running it must be taken into account. To memorize one of two outcomes, the memory must have at least two states, stable on the timescales needed. There
are many possible implementations. The memory attains meaning by being coupled to degrees of freedom that allow for work extraction. Szilárd envisioned a mechanical switch, imagining that a weight could be attached to the moving divider via either of two pulleys, such that the weight gets lifted when the divider moves into the empty side of the container. One could say that the position of the mechanical switch constitutes the memory, but, in general, any bistable system could be used as memory.

A bistable memory can be modeled by a particle in a double well potential, as in [4]. The potential could be turned into a box potential with a barrier of infinite height and vanishing width. This means that the memory could be implemented by another one-particle gas in a container, together with a piston, as sketched in figure 1.

A bistable memory can be modeled by a particle in a double well potential, as in [4]. The potential could be turned into a box potential with a barrier of infinite height and vanishing width. This means that the memory could be implemented by another one-particle gas in a container, together with a piston, as sketched in figure 1.

FIG. 1: Sketch of Szilárd engine cycle, explicitly including another physical system to implement the memory—here another one particle gas (right column, gray). The protocol applied to the memory depends on the measurement of the particle’s x position, and is denoted by $\Lambda_M(x)$: if $x < 0$, compress the memory such that $m < 0$, and if $x > 0$, such that $m > 0$ (this case is sketched). Conversely, the work extraction protocol, $\Lambda(m)$, performed on the work medium (center), results in expansion of the gas towards the right, if $m < 0$, or towards the left, if $m > 0$ (sketched). Average work and heat are displayed for quasi-static transformations and $T' = T$.

To ensure that the memory is in a specific state, the gas has to be compressed to half the volume—work is done on the gas, on average at least $kT \ln(2)$ joules.

This simple argument alone shows that Szilárd’s engine could never produce net work output. At best, Szilárd’s engine can recover the energetic costs encountered by the observer for running the memory. Unless the memorizing engine can recover the energetic costs encountered by the observer for running the memory, unless the memorizing engine can recover the energetic costs encountered by the observer for running the memory, the memory is cleverly split apart into the erasing step and a step correlating the new state of the memory with the measurement outcome.

The bottom line costs are identical for both protocols, namely at least $kT$ times the information captured in memory [31, 32, 46, 50]. However, with the right choice of parameters, it can be made to look as if all the cost is encountered during the erasing step [46]. Including erasure in the protocol is thus not a necessity, but rather an optional (ultimately arbitrary) choice. To go through the argument in detail, we generalize, in appendix B, the erasure treatment from [46], which was introduced to elucidate precisely this point, and we compare it to the simpler set-and-release protocol considered here (figure 1).

2.1. Erasure protocols

It has been discussed at great length in the literature that the costs associated with cyclically running a memory can be completely assigned to the erasing of that memory, by implementing a carefully designed protocol [4, 31, 45-49]. This special protocol that contains a step in which the memory is reset to a certain state (i.e. erased) is more involved than our simple protocol. Here, we simply set the memory via isothermal compression, and later release the partition (figure 1). In a protocol containing erasure, the setting of the memory is cleverly split apart into the erasing step and a step correlating the new state of the memory with the measurement outcome.

The bottom line costs are identical for both protocols, namely at least $kT$ times the information captured in memory [31, 32, 46, 50]. However, with the right choice of parameters, it can be made to look as if all the cost is encountered during the erasing step [46]. Including erasure in the protocol is thus not a necessity, but rather an optional (ultimately arbitrary) choice. To go through the argument in detail, we generalize, in appendix B, the erasure treatment from [46], which was introduced to elucidate precisely this point, and we compare it to the simpler set-and-release protocol considered here (figure 1).

2.2. Some variants of Szilárd’s engine

Many variants of Szilárd’s engine have been explored in the literature, for example, containers with $K$ dividers and $N$ particles, e.g. [51] and references therein. Importantly, quantum Szilárd engines have been analyzed [52-54], and it has been determined under what conditions the assumption is valid that sliding in the divider costs negligible energy [52].

It is instructive to calculate what happens if the divider is put off-center into the container. Szilárd considered this possibility. The volume then gets divided into a smaller volume, $\lambda V$, on one side, and a larger volume, $V - \lambda V$, on the other side, with $0 < \lambda \leq 1/2$.

Thus, with probability $\lambda$, the particle will be found on one side, and with probability $1 - \lambda$ on the other side of the divider. The work that can be extracted differs, depending on where the particle is. If it is in the smaller part, then more work can be extracted.

In this paper, we adopt the convention that work done on the gas is positive, while work done by the gas is negative, and called extracted work. The work that can be extracted in the isothermal, quasi-static expansion of the
one particle gas from initial volume, $V_i$, to final volume $V_f > V_i$ at temperature $T$, is proportional to the logarithm of the volume change,
\[-W = kT \ln \left( \frac{V_f}{V_i} \right).\]  \hspace{1cm} (1)

In appendix A we explain this for readers unfamiliar with the matter.

The total average extracted work, $-W_{ex}$, is then composed of two terms: with probability $\lambda$, the gas expands from $\lambda V$ to $V$, contributing $kT \ln(1/\lambda)$ joules, and with probability $1 - \lambda$, it expands from $V - \lambda V$ to $V$, contributing $kT \ln(1/(1 - \lambda))$ joules:
\[-W_{ex}(\lambda) = kT \left[ \lambda \ln \left( \frac{1}{\lambda} \right) + (1 - \lambda) \ln \left( \frac{1}{1 - \lambda} \right) \right].\]  \hspace{1cm} (2)

We see immediately that this is the maximum amount of information the observer could have about which side of the divider is empty, because the probability of these events is given by $\lambda$ and $1 - \lambda$, respectively.

To state this more formally, define the random variable $U$ with two outcomes, $u$: if the \{larger, smaller\} side of the container is empty, then let $u = \{0, 1\}$. To write the probability of either outcome, $p(u) := p(U = u)$, we use the following notation: $p(u = 0)$ denotes the probability that random variable $U$ has the outcome $u = 0$. Here, the probability that the larger side of the container is empty is $p(u = 0) = \lambda$, while $p(u = 1) = 1 - \lambda$, and the entropy is $H[U] = -\lambda \ln(\lambda) - (1 - \lambda) \ln(1 - \lambda)$ [55]. Thus, the average extractable work is $-W_{ex}(\lambda) = kTH[U]$.

By definition of mutual information, any other random variable (for example a memory, $M$) could carry information up to $I[M, U] = H[U] - H[U|M] \leq H[U]$ (because classical conditional entropy is a non-negative quantity, i.e. $H[U|M] \geq 0$).

To maximize average work done over the parameter $\lambda$, one finds $\lambda = 1/2$. Placing the divider anywhere but in the middle does not increase the engine’s average work output.

A similar calculation leads to the insight that if the measurement is corrupted by error, or the memory is corrupted by a noise process, then one should leave a residual space for the particle, the relative volume fraction of which is given by exactly the error probability [56].

To see this, for simplicity assume the divider is in the middle of the container, at position $x = 0$, and assume the container has volume $V$, with unit transverse area, so that it extends in $x$-direction between $x = -V/2$ and $x = V/2$. A two-state memory will be formed and then used to adjust the work extraction contraption as follows: if $m = -1$, then the divider will move quasistatically to the right until it reaches position $x = V(1/2 - \gamma)$, whereby a residual fractional volume $\gamma V$ remains on the right side of the divider, with $1/2 \geq \gamma > 0$. Symmetrically, for $m = 1$, the divider moves to position $x = V(1/2)$. The memory’s state $m = -1$ is assigned to the event that the particle is to the left of the divider, i.e. $x < 0$, but with probability $q$ an error is made, and the memory state ends up in state $m = 1$, hence $p(m = 1|x < 0) = q$. Symmetrically, for the other side: $p(m = -1|x > 0) = q$.

Whenever an error is made, the action taken in response will lead to the gas being compressed, rather than expanded, and this occurs with probability $q$. To avoid compression to zero volume, the residual volume $\gamma V$ is left. Work will be done on the gas with probability $q$, in the amount of $kT \ln(1/2\gamma)$. Whenever no error is made, work is extracted in the amount of, $kT [\ln(2) + \ln(1 - \gamma)]$ joules. The extractable work is reduced because of the residual volume ($\ln(1 - \gamma)$ is negative). Altogether, we can write down the total average extracted work,
\[-W_{ex}(\gamma) = kT \left[ \ln(2) + q \ln(\gamma) + (1 - q) \ln(1 - \gamma) \right],\]  \hspace{1cm} (3)

and maximize over $\gamma$, to find $\gamma = q$.

The maximal extractable work is thus proportional to the information the memory captures about which side of the container is empty. To see that, let the random variable $U$ have the two realizations $\{1, 1\}$, where $u = -1$ denotes that the right side is empty, while $u = 1$ denotes that the left side is empty. Then $p(u) = 1/2$, $H[U] = \ln(2)$,
\[p(u|m) = \begin{cases} 1 - q, & u = m \\ q, & \text{else} \end{cases}\]  \hspace{1cm} (4)

and $I[M, U] = \ln(2) + q \ln(q) + (1 - q) \ln(1 - q)$. Hence,
\[-W_{ex} = kTI[M, U].\]  \hspace{1cm} (5)

2.3. Partially observable generalized Szilárd engines

Measurement error is not the only mechanism that can limit available information. Real world observers typically face constraints that limit how much information is available and can be used. Therefore, there are many situations in which lowering measurement noise is insufficient. The case in which an observer can directly measure all quantities that need to be known to extract work is a special case in the larger class of situations. The more general class of observers has access only to observables that are correlated with relevant quantities, but not necessarily in a one-to-one relationship. In this general case, the observer needs to infer the relevant quantities from the observables. Not all of the information the observer keeps in memory about the observables is necessarily informative about these relevant quantities. The total memory can thus be split into relevant, useful information, plus irrelevant, useless information. The amount of relevant information stored in memory depends on the data representation strategy used to map observable data to memory states, which is characterized by the conditional distributions $p(m|x)$. The amount of heat dissipated in a cycle, and the thermodynamic efficiency of the resulting engine depend on this data representation.
Data representations that allow for the smallest possible dissipation are those that capture as much relevant information as possible while retaining as little irrelevant information as possible, i.e., those that are best at predicting the quantities of interest from the available observations [32].

One way to picture a scenario involving partial observability is to ask what would happen if Szilárd’s protocol was changed to measuring and making the memory before inserting the divider. The observer could then use the memory to decide where to insert the partition, to maximize expected work output. The observer would have to predict the particle’s location at the time of insertion, taking the delay between measurement and insertion into account. For that, the observer must estimate the particle’s velocity. However, the velocity is not directly observable, only the particle’s $x$ position is. The observer has to infer velocity from differences in position. The involvedness of this model would obfuscate the crucial points illuminating the trade-off between thermodynamic cost of a memory and thermodynamic gain derivable from the memory. In particular, the delay dependent estimation error is convoluted with the error stemming from the mismatch between what the observer can perceive and what the observer can actively change in the observed system. It is important to realize that while partial observability can manifest in some cases through measurement error alone, in the more general case it is due to this mismatch, representing a fundamental limitation. In this general case, the partial observability constraint cannot be eliminated, not even by decreasing the measurement error to zero.

To isolate and study the consequences of this mismatch, a much simpler, perhaps the simplest, way to visualize an example is sketched in figure 2. Imagine that the observer part of the Szilárd engine measures the particle’s position projected onto an axis tilted away from the $x$-axis by a viewing angle, $\alpha$ (left drawing).

For the observer, this results in a situation with three distinct areas. There are two areas where knowing the particle’s position determines with probability one which side of the container is empty. Observing the particle in the central area (between the dotted lines sketched in the left and right panels of figure 2), however, leaves some uncertainty.

An equivalent example results from inserting the divider in the original Szilárd box at an angle, $\theta$, while leaving the observer’s viewing angle unchanged. Figure 2 shows the transformation between the two alternatives (middle drawing). The geometry with the tilted divider (right drawing) is slightly more intuitive, because the probability of finding the left side empty, given the particle’s precise $x$ position, follows the shape of the divider, see equation (6) below.

3. TILTED DIVIDER SZILÁRD BOX

Inserting the divider into the container at an angle is a minimal change to Szilárd’s engine that yields a partially observable information engine, given that only the $x$ position of the particle is observable. The sketch in figure 3 shows such a modified Szilárd box, drawn in three dimensions, centered on the origin. The angle, $\theta$, between the $x$-axis and the divider parameterizes a family of partially observable information engines. Szilárd’s original engine is recovered for $\theta = \pi/2$.

For simplicity, assume fixed unit length of the container in both $x$- and $y$-direction. The divider then touches the walls at $x = \pm \cot(\theta)/2$ (see figure 3). The uncertain area is the region in between. In this area, the particle’s $x$ position is correlated with which side of the divider is empty, but not in perfect one-to-one correspondence. The size of the uncertain region is $c \equiv \cot(\theta)$, vanishing for $\theta = \pi/2$. The uncertainty in this region is not attributable to measurement noise, but rather stems from the structural limitation. Even perfect, noise-free, measurements would not solve the issue.

For simplicity of the exposition, we limit the angle between $\pi/4 \leq \theta \leq \pi/2$ in the main text, and include the less interesting range $0 \leq \theta \leq \pi/4$ in appendix D. In appendix F, we also discuss that an alternative, equivalent parametrization would be to fix the angle, and vary the length of the container in $x$-direction. The relative length of the certain regions compared to the uncertain region determines the amount of relevant, useable information contained in the measurement.

When the particle’s $x$ position is recorded to the right of the central region, i.e., $x \geq c/2$, then we know for sure that the left part of the box is empty. Conversely, if $x \leq -c/2$, then the right half of the box must be empty. As before, let the outcomes of the random variable $U$ be $u = \{1, 0\}$; whenever the $\{\text{right, left}\}$ part of the box is empty.

Which side of the container is empty is precisely what the observer needs to know to extract work. The random variable $U$ is thus the relevant variable here. For all $x \in [c/2, 1/2]$, we know with certainty that the left side of the box is empty, i.e. $p(u = 1|x) = 1$, and simi-
FIG. 3: Sketch of work medium in our model: one particle gas with a divider inserted at angle $\theta$, introducing an uncertain region, $c = \cot(\theta)$.

Similarly for $x \in [-1/2, -c/2]$ the right half must be empty, $p(u = 1|x) = 0$. However if the particle is observed in between, $-c/2 < x < c/2$, we can only make a probabilistic guess, and the probability of either side being empty depends on $x$ linearly: $p(u = \pm 1|x) = \frac{1}{2} \pm \frac{x}{c}$. In summary, we have:

$$p(u = 1|x) = \begin{cases} 0, & x \leq -c/2 \\ \frac{1}{2} + \frac{x}{c}, & -c/2 < x < c/2 \\ 1, & x \geq c/2 \end{cases}$$

with $c = \cot(\theta)$.

We always have a choice regarding how to represent available data. For the original Szilárd engine, it is clear how to do that. Without a tilt, it is self-evident to coarse grain the particle’s $x$ position into the regions left and right of the divider, i.e. choose a map from $x$ to $m$ such that $m = -1$, $\forall x < 0$, and $m = 1$, $\forall x > 0$, that is set $m = \text{sign}(x)$.

With a tilted divider, it is less obvious how to choose the optimal data representation. The finer we grain the particle’s $x$ location, the more useful information we can capture. But we also require more energy to run a more elaborate memory. If the memory is prepared at a lower temperature, $T$, than the temperature at which the information is turned into work, $T'$, then there must be a natural trade-off between the cost incurred for a more detailed memory vs the added gain. The optimal data representation must therefore depend on the temperature ratio, $\tau = T'/T \geq 1$.

Access to two heat baths at different temperatures can be introduced to the Szilárd engine by isentropic compression and expansion of the container along the $z$-axis. The transformations applied to change the temperature need to be such that correlations between memory and work medium are not changed in the process. The depth of the container in $z$-direction can be used to change the volume for the purpose of changing the temperature of the gas, while keeping the divider geometry fixed.

### 3.1. Relevant information in memory

As before, imagine that another physical system serves as memory. Let that memory have $K$ distinct states $m = 1, \ldots, K$. The information that the memory captures about the observable,

$$I_{\text{mem}} \equiv I[M, X] = \ln \left( \frac{p(m|x)}{p(m)} \right)_{p(m,x)}$$

depends on the conditional probability distributions $p(m|x)$ that characterize the stochastic map from observables to memory states. If this map contains no randomness, then the conditional entropy is zero, $H[M|X] = 0$, and $I[M, X] = H[M]$. We call these assignments deterministic.

How much of the memorized information is predictive of the relevant quantity? The relevant information that can be used to extract work is the mutual information retained in memory about which side of the box is empty:

$$I_{\text{rel}} \equiv I[M, U] = \ln \left( \frac{p(u|m)}{p(u)} \right)_{p(m,u)}$$

where $u$ is inferred from $m$ by calculating

$$p(u|m) = \langle p(u|x) \rangle_{p(x|m)}$$

with probability density $p(x) = 1/L$, conditional density $p(x|m) = p(m|x)p(x)/p(m)$ and $p(m) = \langle p(m|x) \rangle_{p(x)}$. (Since we chose the length of the container in $x$-direction to be $L = 1$, $p(x)$ will not show up in the following calculations. In appendix F we discuss the $L \neq 1$ case). In equation (9) we made use of the fact, that when the raw data is given, then the probability of $u$ does not depend on the memory state, i.e. $p(u|m, x) = p(u|x)$. Recall that the data representation chosen by the observer is characterized by $p(m|x)$, i.e. by the map from observable data to memory. It is important to remember that relevant information is a functional of $p(m|x)$. It also is a functional of $p(u, x)$, which, in turn, depends on the geometry of the box, that is, on the tilt angle.

The remainder of the memorized information cannot be used and is thus irrelevant:

$$I_{\text{irrel}} \equiv I_{\text{mem}} - I_{\text{rel}}$$

Irrelevant information is non-negative, because $p(u|m, x) = p(u|x)$ implies that

$$I_{\text{irrel}} = \ln \left( \frac{p(m, x|u)}{p(m|u)p(x|u)} \right)_{p(m,x,u)} \equiv I[M, X|U].$$
Since conditional information, \( I[M, X|U] \), is non-negative, we have \( I_{\text{rel}} \geq 0 \).

For the same reason, relevant information captured in memory can never exceed the total information, \( I[U, X] \), that the particle’s \( x \) position contains about which side of the container is empty: \( I[U, M] \leq I[U, X] \).

To calculate \( I[U, X] = H[U] - H[U|X] \) as a function of the tilt angle, \( \theta \) (and thus as a function of the size of the uncertain region \( c \)), first note that due to symmetry, \( p(u) = 1/2 \), and thus \( H[U] = \ln(2) \).

Because of the natural logarithm, information is measured in nats. Throughout the paper, depending on context, we sometimes divide by \( \ln(2) \), to have information in units of shannon [Sh]. Colloquially, the name for the unit shannon is often replaced by bit, language we use to capture in memory, and turn into work:

This is the maximum amount of relevant information that the observer could possibly extract from the measurement, capture in memory, and turn into work:

\[
I_{\text{rel}} \leq I_{\text{rel}}^{\max}(c).
\]

### 3.2. Work extraction from relevant information

Let us run the following memory-dependent work extraction protocol:

(a) Isolate the container from the heat bath and reduce the container’s dimension in \( z \)-direction, thereby changing the volume of the entire container from \( V \) to \( V' \), increasing the temperature by the factor \( \tau = T'/T \).

(b) Connect to a heat bath at temperature \( T' \). Extract work in an isothermal transformation in which the wall moves into the direction of the space that is estimated to be empty with highest probability, given the state of the memory, while leaving an optimal residual volume.

(c) Pull the divider out.

(d) Isolate the container from the heat bath and increase the container’s dimension in \( z \)-direction to change the volume of the entire container from \( V' \) to \( V \) in order to lower the temperature back to \( T \).

(e) To close the cycle and prepare for the next cycle, re-insert the divider.

How much work does this protocol extract, on average?

First we analyze the two isentropic processes, steps (a) and (d). The isentropic compression in step (a) reduces the volume of the entire container from \( V \) to \( V' \). Because the process does not change the geometry, the particle continues to reside in one half of that volume. Therefore, the volume the gas occupies changes from an initial volume of \( V_i = V/2 \) to a final volume of \( V_f = V'/2 \). This causes the temperature to change from the initial temperature \( T_i = T \) to \( T_f = T' \). The adiabatic condition relates volume change to temperature change,

\[
\frac{V_i}{V_f} = \left( \frac{T_f}{T_i} \right)^{\frac{γ}{γ-1}},
\]

(it is explained in appendix A.2). Evaluating it gives:

\[
\frac{V}{V'} = (T'/T)^{\frac{γ}{γ-1}}.
\]

During the isentropic expansion in step (d), the gas occupies the entire volume of the container, which changes from \( V' \) to \( V \). The starting temperature is \( T_i = T' \). We evaluate equation (18) for this transformation, to get

\[
\frac{V'/V} = (T_f/T')^{\frac{γ}{γ-1}}.
\]

Together with equation (19), this tells us the final temperature: \( (T_f/T')^{\frac{γ}{γ-1}} = (T/T')^{\frac{γ}{γ-1}} \Rightarrow T_f = T \). We obtain the same temperature which we had at the beginning of the work protocol.

The work done on the gas during isentropic compression is compensated by the work during isentropic expansion (this is explained in appendix A.3).

The average work that can be extracted from the one particle gas in our engine during the isothermal expansion at temperature \( T' \) in step (b), depends on the accuracy with which \( u \) can be inferred from \( m \), via \( p(u|m) \), equation (9). This inference may result in an error \( q(m) \), defined as follows. Let \( \hat{u} \) be the true value of \( u \). Then the probability \( p(u = \hat{u}|m) = 1 - q(m) \). This means that with probability \( 1 - q(m) \) the gas expands and does work against the piston, but with probability \( q(m) \) the piston does work on the gas, which is compressed. Therefore, we must leave a residual volume. The optimal value for this residual volume can be computed similarly to the calculation around equation (3), but now the average amount
of work that is extracted, given a memory state \( m \), depends on \( q(m) \), and thus the residual volume \( \gamma(m) \) must be chosen accordingly. With probability \( 1 - q(m) \) the gas is expanded from \( V'/2 \) to \( V' - \gamma(m)V' \), and with probability \( q(m) \) it is compressed from \( V'/2 \) to \( \gamma(m)V' \). Thus,

\[
-W'(m) = kT' \left[ (1 - q(m)) \ln \left( \frac{1 - \gamma(m)V'}{V'/2} \right) - q(m) \ln \left( \frac{V'/2}{\gamma(m)V'} \right) \right]
\]

\[
= kT' \left( \ln(2) + [1 - q(m)] \ln[1 - \gamma(m)] \right) + q(m) \ln[\gamma(m)] \tag{20}
\]

(21)

As before, this is maximized by choosing \( \gamma(m) = q(m) \), which gives an average work, averaged over all memory states, of

\[
-W' = kT' \left( \ln(2) + \sum_m p(m) \sum_u p(u|m) \ln[p(u|m)] \right)
\]

\[
= kT'(H[U] - H[U|M]) = kT'I_{rel}. \tag{22}
\]

We have thus verified that the work extraction protocol extracts an average amount of work proportional to the relevant information kept in memory [32].

The isothermal transformations in this work protocol are performed quasi-statically, in such a way that the system remains in equilibrium throughout. The work calculated in equation (22) is thus an upper bound on how much work can be extracted from the tilted divider Szilárd box, on average.

4. DETERMINISTIC MEMORIES, PARAMETRICALLY OPTIMIZED FOR WORK EXTRACTION

The absolute maximum extractable work depends on the geometry of the box, that is, on \( c \), see equations (16) and (17). But how much relevant information is retained in memory depends on the choice of data representation, via \( p(m|x) \). Different representations capture different amounts of relevant information.

To build intuition, we now explore what fraction of this maximally retainable relevant information can be extracted with deterministic \( K \)-state memories (coarse graining the \( x \)-axis into \( K \) regions), where \( K \) ranges from 2 to 5.

Intuitively, one expects that coarse graining should respect the symmetry of the problem. For two states, the best way to coarse grain is to assign \( m = \text{sign}(x) \), as in the original Szilárd engine. For three states, the choice is more complicated, but can be parameterized by one parameter, \( \ell \), that measures the size of the center partition. Four states can also be parameterized by just one parameter, due to symmetry. Five memory states are parameterized by two parameters. These parametrizations are shown in figure 4.

The deterministic two-state memory is given by

\[
p(m|x) = \begin{cases} 1, & \text{if } m = \text{sign}(x) \\ 0, & \text{otherwise} \end{cases} \tag{23}
\]

The error probability has to be the same for each memory state, due to symmetry, i.e. \( q_2(m) \equiv q_2 \). The probability of error can be read off from the geometry of the box. It is \( q_2 = c/4 \), which ranges from \( q_2 = 0 \) at \( \theta = \pi/2 \) to \( q_2 = 1/4 \) at \( \theta = \pi/4 \). Therefore, the optimal strategy for the isothermal expansion at \( T' \) in step (b) is to leave a residual volume fraction of \( \gamma = q_2 = c/4 \). We then extract, on average

\[
-W''(2) = kT' \left[ \ln(2) - h(c/4) \right], \tag{24}
\]

where we use a non-negative entropy function with

\[
h(x) \equiv - (1 - x) \ln(1 - x) - x \ln(x) \geq 0, \tag{25}
\]

defined for \( x \in (0,1) \), and \( h(0) = h(1) = 0 \).

The average extracted work is positive, and increases as \( \theta \) increases from \( \pi/4 \) to \( \pi/2 \). The less tilted the divider, the closer to \( kT'\ln(2) \) can be extracted (see figure 5).
the relevant information is indeed $\ln(2)$.

Since the symmetry, we have

$$H = \ln(2).$$

This results in a conditional entropy of

$$H_U = \ln(2).$$

Let us be incredibly pedantic and double-check that the relevant information is indeed $\ln(2) - h(c/4)$. Due to symmetry, we have $p(m) = 1/2$, and $p(u) = 1/2$, hence $H[U] = \ln(2)$. The conditional probabilities are $p(u \neq m|m) = c/4$, and $p(u = m|m) = 1 - c/4$. This results in a conditional entropy of

$$H[M,U] = -\sum_{m\in\{-1,1\}} \sum_{u\in\{-1,1\}} p(u|m) \ln[p(u|m)]$$

$$= -\left(1 - \frac{c}{4}\right) \ln \left(1 - \frac{c}{4}\right) - \frac{c}{4} \ln \left(\frac{c}{4}\right)$$

$$= h(c/4),$$

and hence for the relevant information

$$I_{rel}^{(2)}(c) = I[M,U] = H[U] - H[M|U]$$

$$= \ln(2) - h(c/4).$$

While the total relevant information available in the particle’s $x$ position, equation (16), decreases linearly with the size of the uncertain region, $c$, the amount of relevant information captured by this coarse graining decreases as a convex function, see figure 6. The difference, which is a measure for lost information, will thus have a maximum, but rather than the absolute loss, we are interested in the relative loss, namely how much information is lost as a fraction of how much there is to be summarized.

Equivalently, we can plot the retained relevant information as a fraction of the maximum relevant information, i.e., $I_{rel}^{(2)}(c)/I_{rel}^{\text{max}}(c) = [\ln(2) - h(c/4)]/([\ln(2) - c/2])$. This is shown in figure 8 (blue triangles), where it is compared to memories with more states, which we will address in the following paragraphs.

4.2. Three-state memory

Compare this to a three-state memory. To begin, let us choose the simple three-state coarse graining that maps each certain region to one state ($m = 1$ if $x \geq c/2$ and $m = -1$ if $x \leq -c/2$), and maps the uncertain region to a third state ($m = 0$ if $-c/2 < x < c/2$). The error for states $m = \pm 1$ is zero, $q_1(m = \pm 1) = 0$. Every time the memory is in one of these states, we can thus let the volume expand by a factor 2. The total probability that one of these two cases occurs is $1 - c$. But for $m = 0$, the error is $q_3(m = 0) = 1/2$, and thus we cannot do anything to extract work, on average.

Note that the probability of not being able to do anything, $c$, grows to 1, as $\theta$ gets closer to $\pi/4$, which makes the memory effectively a one state memory, i.e., for $\theta = \pi/4$, when there are no certain regions, no information is contained in this coarse graining.

The average work the observer can extract using this memory is

$$-W^{(3)}_c = kT' \ln(2)(1 - c),$$

which is zero for $\theta = \pi/4$, and increases to $kT' \ln(2)$ as $\theta$ approaches $\pi/2$. Because of the symmetry, memory state $m = 0$ cannot be used to extract work, on average. Hence, this memory state is akin to a “waste basket” of width $c$: when the $x$ position appears in this region, we basically throw the measurement away. This helps to decrease the error made when the memory is in the other states to zero. But it is not necessarily the way to get the most work out. Just how bad this strategy is depends on the geometry of the box, i.e., the width of the waste basket.
There is a value, $\theta^*$, such that more work can be extracted with the two state memory for all $\pi/4 \leq \theta < \theta^*$: $-W^{\text{rel}}_{\ell}(2) > -W^{\text{rel}}_{\ell}(3)$. This value is determined by setting equation (24) equal to equation (30), and comes out to roughly 0.32$\pi$ (see figure 5).

Let us see if the observer can do better with three memory states. Let $\ell$ be the width of the interval assigned to the waste basket memory state, $m = 0$. In general, $\ell$ can differ from $c$. Choosing $\ell > c$ decreases the amount of relevant information captured. If we assign a smaller interval to the $m = 0$ state by choosing $\ell < c$, then the probability of not being able to do anything is reduced. However, when we have a signal, there is now a residual error. This error can again be read off from the geometry of the box.

It is given by the area of the triangle on the other side of the divider, divided by the area that corresponds to state $\pm 1$, respectively (see figure 4b). The area corresponding to states $m = \pm 1$ is $(1 - \ell)/2$, respectively. The area of the triangle is $(c - \ell)^2/8c$. Due to symmetry the error for both states is the same, $q_3(m = -1) = q_3(m = 1) \equiv \epsilon(\ell, c)$, with

$$\epsilon(\ell, c) = \frac{(c - \ell)^2}{4c(1 - \ell)}. \quad (31)$$

The error for state $m = 0$ remains $q_3(m = 0) = 1/2$. The relevant information captured by this memory is

$$I_{\text{rel}}[U, M] = H[U] - H[U|M] = \ln(2) - H[U|M],$$

where

$$H[U|M] = \ell \ln(2) - (1 - \ell) \left[ \epsilon(\ell, c) \ln[\epsilon(\ell, c)] + [1 - \epsilon(\ell, c)] \ln(1 - \epsilon(\ell, c)) \right]$$

and thus

$$I_{\text{rel}}^{(3)}(\ell) = (1 - \ell) \left[ \ln(2) - h(\epsilon(\ell, c)) \right]. \quad (34)$$

If the residual volumes in the work extraction protocol are properly adjusted to match the error probability, then the average extractable work is $-W^{\text{rel}}_{\ell}(3) = k T I_{\text{rel}}^{(3)}(\ell)$.

We plot $I_{\text{rel}}^{(3)}(\ell)$, normalized by $I_{\text{rel}}^{\text{max}}(c)$, as a function of $\ell/c$ in figure 7, for ten different values of $c$.

There is an optimal waste-basket length $\ell^*(c)$ associated with the maximum extractable work (diamonds in figure 7, left panel), which moves towards smaller relative lengths as the divider is tilted more ($c$ is larger). This is displayed in the right panel figure 7.

We see in figure 7 that the maximally retained relevant information attains a minimum, as a function of $c$. This was also the case for the two-state memory.

In figure 8 we compare the relative value of captured relevant information at the optimal value of $\ell$ with that captured by the two-state memory. The minimum shifts towards slightly larger $c$, as the number of states increases from two to three. Three states substantially increase how much relevant information can be captured. Figure 8 also compares parametrically optimized four- and five-state memories, which we will discuss in the following paragraphs. Note that the above trend continues for larger numbers of states.

It is intuitive that the optimal coarse graining should reflect the symmetry of the problem, whereby the $m = 0$ state is centered around the origin, as is the case in our parametrization, equation (34). Asymmetric memories capture less relevant information (which we confirmed numerically).

### 4.3. Relevant information for four- and five-state memories

In the last subsection we saw that for a three-state memory it is always beneficial to choose $\ell < c$. Now we study how much relevant information can be captured by deterministic four- and five-state memories, which we will parameterize similarly.

The five state memories require two parameters, $\ell$ and $d$. As for the three state memory, $\ell$ parameterizes the center state, which we have called the waste basket, because the error in that state is 1/2. The four state memories requires only one parameter, and because there is no center waste basket, we call this parameter $d$.

As with the three-state memory, we can allow the length of the parts of the $x$-axis assigned to $m = \pm 1$ to be less than $c$ and it turns out that this is the optimal choice for both, the four- and the five-state memories.

This means for the four-state memories that out of the three different cases ($d < c$, $d = c$, and $d > c$), $d < c$ is best.

The parametrization of the assignments and the errors are listed in table 1 and sketched in figure 4c. In states $m = \pm 2$ we have $q_4(m = -2) = q_4(m = 2) =: \tilde{\epsilon}(d, c)$ (equation (31)) while $q_4(m = -1) = q_4(m = 1) =: \epsilon(d, c)$, with

$$\tilde{\epsilon}(d, c) = \frac{1}{2} - \frac{d}{4c}. \quad (35)$$
For this memory the relevant information is given by:

\[
I_{\text{rel}}^{(4)} = (1-d)[\ln(2) - h(\epsilon)] + d[\ln(2) - h(\hat{\epsilon})] \\
= \ln(2) - (1-d)h(\epsilon(d,c)) - d h(\hat{\epsilon}(d,c)). \tag{36}
\]

For completeness the two suboptimal cases \(d < c\) and \(d = c\) are discussed in appendix H. It is interesting to note that, as we saw for two- and three-states, we find a “worst” tilt angle for every fixed number of states, in the sense that the parametrically optimized memory captures the least relative amount of relevant information at that angle (and corresponding \(c\)). As the number of memory states increases, the angle at which this minimum occurs becomes closer to \(\theta = \pi/4\), where \(c = 1\), but it is always larger than \(\pi/4\).

In figure 8 we see that memories with more states can retain a larger fraction of the maximum relevant information than memories with fewer states. The optimal three-state memory always keeps more relevant information than the two-state memory but is in turn outperformed by the best four-state memory in terms of relevant information retained, and so on. As can be expected, returns diminish as the number of states becomes larger: the relative increase in relevant information, gained from adding one more state, becomes smaller. This suggests that further increasing the number of memory states will result in ever diminishing gains in terms of relevant information retained, and thus extractable work. The parametrically optimized five-state partition already captures over 93% of the maximum relevant information for all tilts.

4.5. Cost of deterministic memories

As more states get added and the memory becomes more detailed, the cost of running it increases. Running a memory contributes an energetic cost of no less than \(kT I_{\text{mem}}\) to the engine’s overall energy bill [4, 31, 32]. To build intuition, we examine the costs of the deterministic

\[
\begin{array}{c|c|c|c}
\hline
x & m & q_{4}(m) \\
\hline
-1/2 \leq x \leq -d/2 & -2 & \epsilon(d,c) \\
-d/2 < x \leq 0 & -1 & \hat{\epsilon}(d,c) \\
0 < x \leq d/2 & 1 & \epsilon(d,c) \\
d/2 < x \leq 1/2 & 2 & \epsilon(d,c) \\
\hline
\end{array}
\]

TABLE 1: Memory assignments and errors for parameterized four-state memories with \(d < c\).

\[
\begin{array}{c|c|c|c}
\hline
x & m & q_{5}(m) \\
\hline
-1/2 \leq x \leq -d/2 & -2 & \epsilon(d,c) \\
-d/2 < x \leq -\ell/2 & -1 & \hat{\epsilon}(\ell + d,c) \\
-\ell/2 < x \leq \ell/2 & 0 & 1/2 \\
\ell/2 < x \leq d/2 & 1 & \hat{\epsilon}(\ell + d,c) \\
d/2 < x \leq 1/2 & 2 & \epsilon(d,c) \\
\hline
\end{array}
\]

TABLE 2: Memory assignments and errors for parameterized five-state memories with \(\ell < d\) and \(d < c\).

We recover the four-state version (equation (36)) for \(\ell \to 0\).

4.4. Extractable work as a function of the tilt

For different values of the tilt angle, we numerically found the maximum value of the relevant information, maximized over the parameter(s) of the memory. We denote optimal parameters with \(^*\) superscripts, e.g. \(\ell^*\) is the parameter value for \(\ell\) that maximizes relevant information. The value of the relevant information at the optimal parameters is denoted by \(I_{\text{rel}}^{*}(c)\). It changes with the tilt, because the size of the uncertain region, \(c\), changes with the tilt. Total available relevant information, \(I_{\text{rel}}^{\text{max}}(c)\), equation (16), diminishes with increasing

FIG. 8: Normalized relevant information (left) for parametrically optimized deterministic partitions of the x-axis into \(K = 2, \ldots, 5\) parts, as a function of \(c\). Total information (right) captured in memory as a function of \(c\), for the parametrically optimized \(K\)-partitions that retain maximal relevant information.
memories we have studied in the last section.

The amount of information that the memory captures about the data is given by \( I_{\text{mem}} = I[M,X] = H[M] - H[M|X] \). Since the assignments to memory are deterministic, \( H[M|X] = 0 \), and therefore, \( I[M,X] = H[M] \). The entropy, \( H[M] \), can readily be evaluated for the different deterministic memories.

For two states, it is
\[
I_{\text{mem}}^{(2)} = \ln(2). \tag{38}
\]

The irrelevant information captured by the deterministic two-state memory is thus
\[
I_{\text{irrel}}^{(2)} = h(c/4), \tag{39}
\]
which is zero for \( c = 0 \), the original Szilárd box, and increases monotonically to \( c = 1 \), where the divider is tilted between the two corners of the box, and there are no certain regions.

For three states, we have \( p(m = \pm 1) = (1 - \ell)/2 \) and \( p(m = 0) = \ell \), so that:
\[
I_{\text{mem}}^{(3)} = \ln(2)(1 - \ell) + h(\ell). \tag{40}
\]

This is maximal, with a value of \( \ln(3) \), when the waste basket covers the center third of the \( x \)-axis \( \ell = 1/3 \), and goes to \( \ln(2) \), as \( \ell \) goes to zero.

Recalling the value of the relevant information, \( I_{\text{rel}}^{(3)}(\ell) \), equation (34), we see that the deterministic three-state memory retains irrelevant information in the amount of
\[
I_{\text{irrel}}^{(3)}(\ell) = h(\ell) + (1 - \ell) h(\epsilon(\ell,c)). \tag{41}
\]

Four-state assignments have \( p(m = \pm 1) = d/2 \) and \( p(m = \pm 2) = (1 - d)/2 \), whereby we get
\[
I_{\text{mem}}^{(4)} = \ln(2) + h(d), \tag{42}
\]
\[
I_{\text{irrel}}^{(4)} = h(d) + (1 - d) h(\epsilon(d,c)) - d h(\dot{\epsilon}(d,c)). \tag{43}
\]

Five-state partitions have probabilities \( p(m = 0) = \ell \), \( p(m = \pm 1) = (d - \ell)/2 \) and \( p(m = \pm 2) = (1 - d)/2 \), and thus
\[
I_{\text{mem}}^{(5)} = (1 - \ell) \ln(2) - \ell \ln(\ell) - (d - \ell) \ln(d - \ell) - (1 - d) \ln(1 - d), \tag{44}
\]
\[
I_{\text{irrel}}^{(5)} = (1 - \ell) [h(\epsilon(d,c)) - \ln(1 - d)] - \ell \ln(\ell) + (d - \ell) [h(\dot{\epsilon}(d,c)) - \ln(d - \ell)]. \tag{45}
\]

We compare the memory (figure 8, right panel) and the irrelevant information (figure 9, left panel) retained by the two-state memory to that retained by the parametrically optimized three-, four-, and five-state memories. The two-state coarse graining captures a fixed total memory of 1 bit. As the divider becomes more tilted, an increasing amount of that memory encodes irrelevant information. We plot the fraction of irrelevant information kept in memory in figure 9 (right panel), and see that for two states it increases monotonically from 0% to roughly 80%, as the angle \( \theta \) changes between \( \pi/2 \) and \( \pi/4 \).

As we recall from figure 8, coarse grainings with more states can keep a larger fraction of the available relevant information. This comes at an increased cost in terms of total memory kept, as we see in the right panel of figure 8. When the tilt increases, more resources are utilized, until they are depleted (here the total memory comes to an approximate plateau). However, much of the cost is overhead, capturing increasing amounts of irrelevant information, visible in figure 9, left panel. The relative overhead, \( I_{\text{irrel}}/I_{\text{mem}} \) (plotted in the right panel) is slightly larger, the more states are used.

5. OPTIMAL DATA REPRESENTATIONS

BALANCE BETWEEN COST AND GAIN

The observer part of the engine ought to use a representation of the observed data that allows the information engine to encounter the smallest possible amount of dissipation, on average. Equivalently, it should be constructed such that the engine’s average net work output is maximized.

There is no reason to believe that the best way an observer can summarize the measurements should be given by a deterministic partition of the observed \( x \)-values—in general, we ought to optimize over all probabilistic assignments, that is over all conditional probability distributions \( p(m|x) \).

The average heat generated during the memory making process is lower bound by \( Q \geq kTI[M,X] \), and the average heat absorbed during work extraction is upper bound by \( Q' \leq kT' I[M,U] \). Therefore, the overall dissipation is no less than \( -Q - Q' \geq k (TI[M,X] - T' I[M,U]) \) [32]. The total work coming out of the engine for our protocol is given by the amount of work produced in the information-to-work, or work extraction, step, \( -W' = kT'I[M,U] \), equation (22), minus the energetic cost of running the memory, \( W = kTI[M,X] \):
\[
-W' - W = k (T'I[M,U] - TI[M,X]) . \tag{46}
\]

The amount of heat dissipated with our protocol on average, over a cycle, is the negative of equation (46), i.e.
\[ -Q - Q' = W + W' \]. Equation (46) has to be maximized, over all possible data representations, \( p(m|x) \), or equivalently, minimally achievable dissipation is minimized. The data representation that corresponds to the optimum is the one we are looking for. It is clear from equation (46) that the solution depends on the choice of the temperature ratio \( \tau = T'/T \). Dividing by \( kT \) does not change the optimization problem, we thus find that we need to solve [32]

\[
\min_{p(m|x)} \left( I[M,X] - \tau I[M,U] \right)
\]

subject to: \( \sum_m p(m|x) = 1; \forall x \) (47)

The constraints ensure normalization of the probability distributions. This derivation shows that thermodynamically optimal memories are solutions to the Information Bottleneck [33] optimization problem.

5.1. Rate–distortion function

Written in this form, it is clear that this optimization is a rate-distortion curve calculation [33, 57–59]. To see that, first recall that \( I[M,U] \leq I[X,U] \). The difference, \( I[X,U] - I[M,U] \), is the information lost because the memory is a summary of the observable data. This information loss measures how much of the relevant information available from the observable data is discarded in the memory making process. Since \( p(u|x) = p(u|x,m) \), the information loss is given by

\[
I[X,U] - I[M,U] = \left< D[p(u|x)\|p(u|m)] \right>_{p(x,m)},
\]

where \( D[p(u|x)\|p(u|m)] \equiv \sum_u p(u|m) \ln \left[ \frac{p(u|x)}{p(u|m)} \right] \) is the relative entropy, or Kullback-Leibler divergence, between (a) the probability distribution of the relevant quantity, given knowledge of the observable data, \( p(u|x) \), and (b) the probability distribution of the relevant quantity, given knowledge of the memory state, \( p(u|m) \). While \( p(u|x) \) encodes everything there is to know about \( u \), given the observable data, \( p(u|m) \) encodes what can be inferred from the memory. Relative entropy measures the mismatch between these two distributions. It quantifies the average bit-cost of encoding samples from \( p(u|x) \) with a code optimized for \( p(u|m) \). Replacing the optimization in equation (47) by

\[
\min_{p(m|x)} \left( I[M,X] + \tau \left< D[p(u|x)\|p(u|m)] \right>_{p(x,m)} \right)
\]

leaves the solutions unchanged, since \( I[U,X] \) does not depend on \( p(m|x) \). This shows that the optimization problem is a rate-distortion curve calculation with distortion function \( D[p(u|x)\|p(u|m)] \).

5.2. Information Bottleneck algorithm

The temperature ratio \( \tau = T'/T \) appears in the optimization as the parameter that trades off between how much relevant information the model captures vs how much the model costs.

This ratio parameterizes the family of solutions to equation (47), all of which have to fulfill the following saddle point conditions, a set of self-consistent equations,

\[
p(m|x) = \frac{p(m)}{\sum_m p(m)} e^{-\tau D[p(u|x)\|p(u|m)]},
\]

\[
p(m) = (p(m|x))_{p(x)},
\]

\[
p(u|m) = \frac{p(u|x)}{p(m)} (p(m|x))_{p(x|m)},
\]

which can be computed numerically by an iterative algorithm. The Information Bottleneck algorithm is similar to the Blahut-Arimoto algorithm [33, 60, 61]. Numerical calculations are performed using a “deterministic annealing” procedure, adapted from [62]. Appendix J details the numerical implementation.

5.3. Characteristics and quality of optimal memories

Given a geometry, \( c \), there is an optimal memory, for each temperature ratio, \( \tau \), fulfilling equations (49)–(51). Let us denote it by \( p_{\text{opt}}^{\tau}(m|x) \). The quality of this family of optimal data representations can be visualized by plotting the work potential retained, that is

\[
kT I_{\text{rel}}(\tau,c) \equiv kT I[M,U] |_{p_{\text{opt}}^{\tau}(m|x)},
\]

against the energetic cost required to run the corresponding memory,

\[
kTI_{\text{mem}}(\tau,c) \equiv kTI[M,X] |_{p_{\text{opt}}^{\tau}(m|x)},
\]

In units of \( kT \), we plot \( I_{\text{rel}}(\tau,c) \) against \( I_{\text{mem}}(\tau,c) \), in figure 10, for the geometry with diagonal tilt, i.e. uncertain region \( c = 1 \).

If there is a given constraint on the expectation of how much energy shall at least be extracted from the heat bath, and turned into work, during the information-to-work step of the engine, then the memories that form this curve allow us to determine the smallest value of the temperature ratio at which this is possible, and they furthermore tell us the minimum cost that the observer has to encounter, in order to enable this amount of work extraction, at this lowest possible temperature ratio. We visualize this in figure 10 for an example by drawing a horizontal line at \( \tau I_{\text{rel}}(\tau,c) = 2 \), reading off the value \( \tau = 13 \) at the solution, and plotting it next to the curve, and then reading off the cost of the solution at this point (vertical line), \( I_{\text{mem}}(\tau,c) = 0.82 \).

To compare curves like the one in figure 10 for different geometries, i.e. different \( c \), we divide the extractable work at the optimal data representation in
units of $kT$, that is $\tau I_{\text{rel}}(\tau, c)$, by the maximum, given the geometry (also in units of $kT$), i.e. $\tau I_{\text{rel}}^{\max}(c)$, equation (16). The ratio, $I_{\text{rel}}(\tau, c)/I_{\text{rel}}^{\max}(c)$, is plotted in figure 11 against the minimum work cost in units of $kT$, $I_{\text{mem}}(\tau, c)$. For visual ease, we plot the information in bits, i.e. $I_{\text{mem}}(\tau, c)/\ln(2)$.

In that sense, they are more compressible (the notion of source compressibility is adapted from [59], see appendix I).

Each of the curves can be used to read of the best possible code if capacity constraints are imposed on the memory. We see in figure 11 that the relative amount of relevant information captured by memory encodings that encounter the same cost decreases as the tilt increases.

As we know, the optimal solution for the original Szilárd engine geometry, without tilt, is a deterministic coarse graining into two memory states. This retains 1 bit, all of which is relevant information. This solution is (trivially) found by the numerical algorithm for all values $\tau \geq 1$, and the point is plotted as a cross in figure 11. In figure 12, we compare optimal codes that cost exactly one bit of information, for four different geometries, by visualizing their assignments. The one bit is distributed between three memory states. The third memory state gets utilized more as the tilt increases.

Note that for the original Szilárd engine for $\tau = 1$ a second solution exists producing the same amount of (zero) dissipation. The second solution corresponds to doing nothing, i.e. the point $(0,0)$ in the information plane of figure 11, for which we did not plot the cross symbol, because it coincides with the solution at $\tau = 1$ for all tilt angles, and would thus obscure the plot. The original Szilárd engine is trivially fully compressible, because it is fully observable, meaning that all relevant quantities can be measured.

For Szilárd’s engine, these two are the only optimal solutions, whereby the information plane is reduced to two points, with a gap in between. Similarly, we find visible gaps at phase transitions [63] to increasing numbers of memory states, in the information curves for different tilt angles (figure 11). For geometries with $c \leq 0.2$, one-
bit memories fall into the phase transition gap (which is why we display $c \geq 0.3$ in figure 12).

For each individual geometry, $c$ is fixed, as is $I_{\text{rel}}^{\text{max}}(c)$, equation (16), and we can plot retained relevant information at the optimal solution of equation (47), $I_{\text{rel}}(\tau)$, as a function of total memory, $I_{\text{mem}}(\tau)$. The optimal memories draw out a monotonic, concave curve in the information plane [33], akin to a rate-distortion curve [58]. The curve delineates feasible from infeasible region: no codes exist above the curve, and the codes that lay below the curve are suboptimal. The local slope of the curve is given by $T/T' = 1/\tau$, which is 1 at the origin and approaches zero asymptotically, as all of the relevant information is captured and the memory’s size increases.

We show the optimal memories in the information plane for the least compressible geometry, $c = 1$, (where the divider is tilted to $\pi/4$, touching the corners of the box) in figure 13. The upper bound on relevant information (displayed on the $y$-axis) is $I_{\text{rel}}^{\text{max}}(c = 1) = \ln(2) - 1/2$ nats, or $1 - 1/\ln(4) \approx 0.28$ bits, which is shown as a dotted line. On the $x$-axis, the upper bound on how much total information can be retained about a position measurement should follow from the measurement error, which would be given by instrumentation. However, numerically, we approximate the continuous $x$ positions in the box by 10000 discrete values. The maximum amount of information that can be captured in memory is then set to a little more than 13 bits. We cut off at 2.5 bits, where the optimal code already captures 96.6% of the available relevant information.

The solution for $\tau = 1$ assigns all $x$-values to one memory state. This captures no information, and does not allow us to exploit the partially observable Szilard engine—when $T' = T$, then the best solution is to do nothing.

As the temperature ratio $\tau = T'/T$ increases, this solution becomes suboptimal, and a phase transition occurs to a solution that uses two memory states. The assignments from observed $x$ measurements to the memory states are not deterministic at the phase transition. As $\tau$ is increased, they become increasingly less probabilistic, in the sense that $H[M|X]$ becomes smaller. As one traces out the optimal curve, phase transitions occur to memories with increasing numbers of memory states. In figure 13, we point to those with arrows labeled $K \rightarrow K + 1$, indicating the transition from $K$ to $K + 1$ memory states for the first five transitions. (It can be expected from the geometry of our problem that transitions occur to $K + 1$ states, but this is not necessarily true in general [33, 63,].)

To obtain a better intuition for what the optimal data representations look like, we visualize them at the phase transitions in figure 14. The first panel shows the first optimal two-state solution right after the phase transition. We see that it contains very little information, as the assignments are close to uniform. This changes as $\tau$ increases. The second panel shows the optimal two-state solution right before the next phase transition. The third panel shows the optimal three-state solution right after that phase transition, and so forth. This visualizes how the assignments become increasingly deterministic in between phase transitions, but that optimal memories are not deterministic assignments. Instead, optimal data representations assign observations of $x$ positions probabilistically to more than one memory state.

One can force the number of states in the numerical calculation to be equal to two, while increasing $\tau$. The solutions to the self-consistent equations obtained under this constraint then branch off from the optimal curve in the information plane, at the point where the next phase transition occurs (blue points in figure 13). The constrained two-state solution will eventually become deterministic, as $\tau$ is increased. At that point, 1 bit of information is kept in memory, less than 0.19 bits of which are useful, in the sense of being relevant with respect to allowing the observer to extract work from the system. This point in the information plane is plotted as a triangle in figure 13. The solution coincides with the deterministic two-state assignment we studied in section 4, see equation (29).

We trace out all curves with fixed $K \leq 5$ states in figure 13. Their endpoints coincide with the deterministic, parametrically optimized, partitions we studied in section 4. They are plotted using the same symbols as in figure 8. Compare the richness of the full optimization problem and its solutions to the naive analysis of section 4 in the information plane: the latter produces only the end-points of the constrained, suboptimal curves, whereas solving equation (47) provides us with the entire family of optimal solutions, one for each $\tau$.

![FIG. 13: Relevant information against total information kept in memory, evaluated at the optimal memories (one for each $\tau$, black curve) displayed for $c = 1$. Colorful curves are evaluated for memories that are optimal under the additional constraint of allowing no more than K states. $K = 2$ (blue), $K = 3$ (orange), $K = 4$ (green), $K = 5$ (red).](image)
FIG. 14: Optimal, probabilistic, assignments from observables to memory states before and after the phase transitions. Displayed is the optimal probability of using memory state $m$, given that $x$ is observed: $p_{\text{opt}}^\tau(m|x)$. From top to bottom, the first assignment after a phase transition and the last one before the next phase transition are displayed for increasing numbers of states, starting with $K = 2$. Geometry with $\pi/4$ tilt, i.e., $c = 1$. Approximate values of $\tau$ at the phase transitions are displayed to the right.

The choice of memory thus depends on the cost-benefit trade-off parameter, $\tau$. For a given geometry, there is an observer memory for each value of $\tau$, which enables minimization of the dissipated heat per cycle. Using a costlier memory becomes worth it only if the temperature ratio, $\tau$, is increased to a point where the added benefit outweighs the additional cost.

If the observer faces constraints, say metabolic constraints, limiting maximally allowable costs to $I_{\text{constr}}$, then there is a maximum thermodynamic benefit that can be achieved at a minimum $\tau^*$. At this temperature ratio, the optimal memory carries $I_{\text{mem}}(\tau^*) = I_{\text{constr}}$. The magnitude of the corresponding maximum thermodynamic benefit can be read off from the curve in the information plane, as it is determined by the relevant information, $I_{\text{rel}}(\tau^*)$. Conversely, if a fixed minimum thermodynamic gain is required, the minimum cost to achieve it, at the minimal possible temperature ratio, can be read off.

Gaps in the curve due to phase transitions are obscured in figure 13 by the colored curves that trace out the solutions with constraints $K \in \{2, \ldots, 5\}$. In figure 15 we plot the information plane for $c = 0.2$, together with the corresponding optimal assignments before and after phase transitions. As before, arrows point to phase transitions from $K$ to $K + 1$ memory states on the curve, but we now plot only the end points of the constrained, suboptimal $K$ state memories, not the entire constrained curves, and the gaps at $1 \rightarrow 2$ and $2 \rightarrow 3$ are therefore visible. Looking back at the comparison plot in figure 11, we see that the $2 \rightarrow 3$ gap is larger for $c = 0.2$, compared to $c = 1$.

FIG. 15: Top: optimal memories evaluated in the information plane for $c = 0.2$. Bottom: corresponding memory assignments before and after phase transitions.

Compare the assignments in figure 15 to the assignments for the stronger tilt, figure 14. Because the certain regions start to dominate for $c = 0.2$, assignments in those regions, towards the walls of the box, are largely almost deterministic before the phase transition from 2 to 3 states, and remain so thereafter. The probability weight of the new state ($m = 0$) is thus more concentrated towards the middle, and the assignments after the
phase transition are less fuzzy compared to the geometry with the diagonal tilt and no certain regions, as can be seen in figure 14, third panel from the top.

The three-state solution right after the phase transition is thus relatively more costly for \( c = 0.2 \) than for \( c = 1 \), but it also contains relatively more relevant information. This explains why the gap at the phase transition is larger.

For the geometry with \( c = 0.2 \), the deterministic two-state memory falls just below the gap (triangle, figure 15). The difference between optimal memories and the deterministic, parametrically optimized, \( K \)-state memories of section 4 is less pronounced for \( c = 0.2 \), compared to \( c = 1 \), because the certain regions dominate more. These effects are even stronger for smaller tilts, as the dominance of the certain regions increases. The relative contribution to \( I_{\text{max}}^{\text{rel}}(c) \) from the certain regions is \( I_{\text{cer}}^{\text{rel}}/I_{\text{max}}^{\text{rel}} = (1 - c)/[1 - c/\ln(4)] \), plotted as a function of their combined size, \( 1 - c \), in figure 16 (detailed calculation in appendix E).

5.4. Phase transitions for different geometries

At a phase transition, the total information captured in memory increases disproportionally more than the amount of relevant information retained. This is a consequence of minimizing the lower bound on dissipation, because when the temperature ratio changes, the relative contributions of cost versus potential gain are weighted differently. The discontinuities in figures 10, 11, 13, 15, and 20–23 are due to this effect.

Phase transitions occur at larger \( \tau \), as the tilt increases, and with it the size of the uncertain region, \( c \). The trend is highly non-linear, as can be seen in figure 17. A significant region is almost flat, before there is a strong increase. The nonlinearity is more pronounced for larger \( K \).

6. CONSTRUCTING MINIMALLY DISSIPATIVE MEMORIES

The preceding analysis showed that minimally dissipative memories require probabilistic partitions, instead of the more familiar deterministic coarse grainings. In fact, the naïve approach of looking for parametrically optimized deterministic coarse grainings, could never discover minimally dissipative memories (cf section 4, and appendix G).

Probabilistic coarse grainings are not common in physics, and are not intrinsically intuitive. To picture how to physically construct a probabilistic memory, let us consider the example of implementing the memory with another one particle gas in a container with unit height, width, and depth, at temperature \( T \). Recall that there is one optimal memory for each value of \( \tau \). This optimal memory is characterized by the solutions to optimization equation (47), that is, the probabilities \( p_{\tau}^{\text{opt}}(m) \) and \( p_{\tau}^{\text{opt}}(m|x) \) which fulfill equations (49)-(51).

Arrange the memory read-out such that each state, \( m \in \{1, \ldots, K\} \), is determined by the \( y \) position of the particle in the memory box (\( y \) is chosen to avoid linguistic and visual confusion with the work medium, of which the \( x \) position is measured; this choice can be made without loss of generality). For any given measurement, \( x \), run the following protocol on the memory:

(a) To ensure that the particle resides in each memory state with probability \( p_{\tau}^{\text{opt}}(m|x) \), we want to create initial volumes of size \( p_{\tau}^{\text{opt}}(m|x) \). This is done by inserting an array of \( K - 1 \) dividers, indexed by \( a = 1, \ldots, K - 1 \), into the memory cube at positions \( \sum_{m \leq a} p_{\tau}^{\text{opt}}(m|x) \) (see figure 18). The first divider \( (a = 1) \) is inserted at position \( p_{\tau}^{\text{opt}}(m = 1|x) \), the last divider at position \( 1 - p_{\tau}^{\text{opt}}(m = K|x) \).

(b) To be able to read out the memory without knowledge of \( x \), move the dividers to positions...
\[ \sum_{m \leq a} p^\text{opt}_m(m), \forall a. \] These final positions do not depend on \( x \), and the value of \( m \) can henceforth be read off without knowledge of \( x \).

As a result, of this preparation, state \( m \) will occur with probability \( p^\text{opt}_m(m|x) \), when \( x \) is given, and with probability \( p^\text{opt}_m(m) \) on average (over all \( x \)). The work extraction protocol (labeled \( \Lambda(m) \) in figure 18, described in section 3.2) is then chosen according to which memory state, \( m \), is read out.

The average work done on the memory in this process is precisely \( k T \mathcal{I}^\text{opt}(M,X) \), in the quasi-static limit: with probability \( p^\text{opt}_m(m|x) \), the volume will be changed from \( V_i = p^\text{opt}_m(m|x) \), to \( V_f = p^\text{opt}_m(m) \). The resulting work is \( W(m,x) = k T \ln[p^\text{opt}_m(m|x)/p^\text{opt}_m(m)] \). The average work per observation is then \( W(x) = \sum_m p^\text{opt}_m(m|x)W(m,x) \), and the overall average \( \langle W(x) \rangle = k T \mathcal{I}^\text{opt}(M,X) \).

Since it is not immediately intuitive what the optimal divider arrays for the memory making protocols should look like, we further visualize them in figure 19, for selected \( x \) measurement values located in the left half of the work medium box, for each of the optimal solutions displayed in figure 14 (the geometry with diagonal tilt, \( c = 1 \)). Due to symmetry, plotting \( x \) values in the other half would be redundant. Displayed on the left of figure 19 is the \( x \) position at the edge of the container; moving towards the right, \( x \) positions increasingly closer to the center, \( x = 0 \), are displayed.

In each of the subplots for different \( x \) positions, the probabilities \( p^\text{opt}_m(m) \) are displayed along on the \( x \)-axis of the plot, as the widths assigned to each value of \( m \). For visual ease, the \( x \)-axis is labeled with the values of \( m \) only in the top row of each two rows with the same upper of memory states, \( K \), and solid lines divide between solutions with different \( K \). In each subplot, a solid line is plotted across the width of each state, at \( p^\text{opt}_m(m|x) \) on the \( y \)-axis. Grey shades are added to guide the eye. The heights of the white areas thus correspond to the initial volumes delineated by the divider array in the memory making process (figure 18), while the widths correspond to the final volumes. The last subplot (far right) displays the probabilities \( p(u|m) \), which give the individual memory states their meaning via the inference they imply. (Recall that \( u = \{ -1, 1 \} \), when the \{right, left\} side is empty).

For example, in the second line, the optimal two state memory right before the phase transition is plotted. Here, the state \( m = -1 \) implies a larger probability that the right side is empty, corresponding to a lower \( p(u = 1|m) \), while \( m = 1 \) implies that the left is empty with higher probability. No compression of the particle in the memory box occurs if the particle is observed in the center (\( x = 0 \)): then the divider is inserted in the middle and left there. Visually, this corresponds to two white squares in the subplot. In contrast, the white rectangle in the subplot on the left (\( x = -1/2 \)) indicates that if the particle falls into the larger initial volume, then compression will occur: the divider is inserted close to the edge of the container and moved to the middle. This procedure will most likely result in the memory state \( m = -1 \), because the particle will reside in the larger volume with higher probability. In the unlikely event that the particle falls into the smaller initial volume, expansion occurs, negative work is done on the memory (meaning that work is derived from it), and we end up with an inaccurate inference, resulting most likely in loss during the work extraction protocol performed on the work medium.

While certain memory states dominate for certain \( x \) values, it is never the case that there is no residual volume in any of the other memory states (as there would be for a deterministic coarse graining). As a result, for odd numbers of states, when \( x = 0 \) is measured, there is a chance that the chosen protocol, \( \Lambda(m) \), will move the piston in the work medium. This is not immediately expected or intuitive, but it makes sense when both the minimal cost and the maximal possible gain are taken into account.

The mapping from observations to memory visualized here is highly nontrivial, and could not easily have been discovered without the use of the iterative algorithm (section 5.2). Due to space limitations, only five \( x \) positions are displayed in figure 19, but remember that they are drawn, in principle, out of a continuum. A movie, changing with \( \tau \), to greater resolution in \( x \) is supplied online [64].
FIG. 19: Visualization of the method for making optimal memories corresponding to those displayed in figure 14.

7. THERMODYNAMIC EFFICIENCY OF ENGINES WITH OPTIMAL MEMORIES

Thermodynamic efficiency, defined as the total work output divided by the heat absorbed at the higher tem-
perature, $\eta = (-W' - W)/Q'$, is a classical performance measure for engines. Importantly, no engine can surpass the Carnot efficiency, $\eta_C = 1 - T/T'$. For generalized information engines, we have [32]:

$$\eta = 1 - \frac{T}{T'} \frac{I_{\text{mem}}}{I_{\text{rel}}}.$$  \hspace{1cm} (54)

Memories that contain relatively more relevant information, i.e. larger $I_{\text{rel}}/I_{\text{mem}}$, result in higher thermodynamic efficiency at the same value of $\tau = T'/T$.

In the previous section, we showed that for each value of $\tau$, there is a memory that maximizes net engine work output and minimizes dissipation. These optimal memories have the feature that no other memory that costs the same can yield more, i.e. out of all memories with the same thermodynamic cost of $kTI_{\text{mem}}$, the optimal memory enables the largest gain, $kT'I_{\text{rel}}$, for a fixed temperature ratio $\tau$. Under the constraint of partial observability, Carnot efficiency is not achievable, because a solution with $I_{\text{rel}} = I_{\text{mem}}$ is infeasible for $\tau > 1$ when the divider is tilted (see figure 11). The efficiency that can be achieved with the minimally dissipative memories is plotted in figure 20, where it is compared to the Carnot efficiency.

For geometries with smaller tilts, optimal memories result in efficiencies closer to $\eta_C$. Their behavior is dominated largely by the temperature ratio, but as the tilt increases (larger $c$) the influence of information processing inefficiency becomes stronger. The curves have discontinuities at phase transitions to more memory states.

It is clear from equation (54) that thermodynamic efficiency, as defined for heat engines, extends naturally to generalized, partially observable information engines. Standard information engines are a subclass of generalized information engines, with $\tau = 1$, and full observability, hence trivially $I_{\text{rel}} = I_{\text{mem}}$. In the quasi-static limit a standard information engine is able to recover the cost of running the memory, and hence can reach zero efficiency. Away from thermodynamic equilibrium, the average thermodynamic efficiency of stochastic standard information engines is non-positive. These facts serve as a useful reminder of the inherent limitations of information engines.

The ratio of average work extracted per $kTI_{\text{mem}}$ has been used as an alternative efficiency measure for standard information engines (e.g. [65], and references therein). In the quasi-static limit, this measures the ratio of thermodynamic gain over thermodynamic cost, given by $\tau I_{\text{rel}}/I_{\text{mem}}$ for generalized information engines, and given by 1 for standard information engines. Since quasi-static operation provides a bound for engines operating away from equilibrium, the average of this measure does not exceed 1 for stochastic engines [65]. It is important to remember that using this measure in place of $\eta$ (equation (54)) distracts from the fact that standard information engines cannot have positive thermodynamic efficiency. At best they can recuperate the thermodynamic cost of operating the memory they need to function.

![FIG. 20](image)

**FIG. 20:** Efficiency achieved with optimal memories as a function of $\tau$, plotted for different tilt angles. Dotted line: Carnot efficiency, $\eta_C$.

For geometries with smaller tilts, optimal memories result in efficiencies closer to $\eta_C$. Their behavior is dominated largely by the temperature ratio, but as the tilt increases (larger $c$) the influence of information processing inefficiency becomes stronger. The curves have discontinuities at phase transitions to more memory states.

It is clear from equation (54) that thermodynamic efficiency, as defined for heat engines, extends naturally to generalized, partially observable information engines. Standard information engines are a subclass of generalized information engines, with $\tau = 1$, and full observability, hence trivially $I_{\text{rel}} = I_{\text{mem}}$. In the quasi-static limit a standard information engine is able to recover the cost of running the memory, and hence can reach zero efficiency. Away from thermodynamic equilibrium, the average thermodynamic efficiency of stochastic standard information engines is non-positive. These facts serve as a useful reminder of the inherent limitations of information engines.

The ratio of average work extracted per $kTI_{\text{mem}}$ has been used as an alternative efficiency measure for standard information engines (e.g. [65], and references therein). In the quasi-static limit, this measures the ratio of thermodynamic gain over thermodynamic cost, given by $\tau I_{\text{rel}}/I_{\text{mem}}$ for generalized information engines, and given by 1 for standard information engines. Since quasi-static operation provides a bound for engines operating away from equilibrium, the average of this measure does not exceed 1 for stochastic engines [65]. It is important to remember that using this measure in place of $\eta$ (equation (54)) distracts from the fact that standard information engines cannot have positive thermodynamic efficiency. At best they can recuperate the thermodynamic cost of operating the memory they need to function.
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**FIG. 21:** Relevant information per unit of total information kept in memory as a function of $\tau$ for different divider tilts (different $c$).

Figure 21 shows the relevant information per bit of memory, $I_{\text{rel}}(\tau, c)/I_{\text{mem}}(\tau, c)$, evaluated at the optimal memories, as a function of $\tau$, plotted for different geometries (different values of $c$). Phase transitions are marked on the curves for the diagonal tilt (lowest curve, $c = 1$), and for the slightest tilt displayed (top curve, $c = 0.01$). As $c$ decreases, curves asymptote to 1, which is reached by the original Szilard engine.

While $I_{\text{rel}}/I_{\text{mem}}$ gives interesting insights into the structure of the process at hand, using it as an information processing efficiency measure would be misleading, as it would suggest that the fuzziest memories (points at the left edges of the curves in figure 21), which keep al-
most no information at all (see figures 14 and 15), achieve the highest efficiency, and are therefore “best” in that sense. It is crucial to remember that the “goodness” of a memory can only be judged under a constraint: of two memories with the same cost ($I_{\text{mem}}$), the one that captures more useful, relevant information (larger $I_{\text{rel}}$) is better. Of two memories that contain the same amount of relevant information, $I_{\text{rel}}$, the one that is more concise (smaller $I_{\text{mem}}$) is better. For a given cost-benefit trade-off (fixed $\tau$) there is a best memory, but which memory is best overall cannot be decided.

Is the memory that does not summarize anything at all, i.e. with continuous $m = x$, the best memory, because it captures all of the available relevant information? But it does not summarize anything. Is a two-state memory not better, because it achieves substantial compression? These questions have no answer, all we can say is that using a more detailed memory is not worth it, until the temperature ratio $\tau$ reaches a certain value. For example, in the geometry with $c = 0.2$, using a two state memory is not worth it, until $\tau$ reaches roughly 1.2, see figure 15.

It is instructive to note that, in general, the reduction from Carnot efficiency depends on the ratio of irrelevant to relevant information kept in memory

$$\eta_C - \eta = \frac{T}{T'} \frac{I_{\text{irrel}}}{I_{\text{rel}}}.$$  \hspace{1cm} (55)

Relative reduction is plotted as a function of $\tau = T'/T$ in figure 22 for the optimal memories (that solve the optimization problem, equation (47), and thereby result in minimal dissipation). Comparing curves for geometries with a smaller tilt to those with a larger tilt, we see that for small tilts, the Carnot efficiency is approached at smaller $\tau$ values, because these geometries result in more compressible systems (in the sense of data compression).

For example, when $\tau = 2$, the geometry with the slightest tilt ($c = 0.01$) can operate close to Carnot efficiency, with a relative reduction of only roughly 2.4%. At the same value, $\tau = 2$, the geometry with the diagonal tilt uses one memory state and thus cannot be used for work extraction. For this geometry, the relative reduction from Carnot efficiency is significantly lowered only at much larger $\tau$ values (inset of figure 22), and even at $\tau = 80$, the relative reduction is still roughly 10.6%.

The relative efficiency reduction plotted in figure 22 has an inverse dependence on $\tau$, multiplied by the irrelevance ratio, $I_{\text{irrel}}/I_{\text{rel}}$: $(\eta_C - \eta)/\eta_C = (I_{\text{irrel}}/I_{\text{rel}})/(\tau - 1)$. In figure 23, we plot the irrelevance ratio, $I_{\text{irrel}}(\tau,c)/I_{\text{rel}}(\tau,c)$ as a function of $\tau$, for different geometries (different $c$ values).

![FIG. 22: Fractional reduction from Carnot Efficiency $\eta_C$ as a function of $\tau$ for different divider tilts (different $c$).](image)

It shows that as the tilt in the geometry increases, information processing becomes a more dominant factor in reducing thermodynamic efficiency. For the geometry with the smallest tilt, at $\tau = 2$, a two state memory can be found with small irrelevance ratio of approximately $I_{\text{irrel}}/I_{\text{rel}} = 0.02$ (see inset of figure 23). As $\tau$ increases to 10, the irrelevance ratio of the corresponding optimal memory increases to approximately 0.07. In this $\tau$ regime, the inverse dependence on $\tau$ dominates the relative efficiency reduction (figure 22). In comparison, for the diagonally tilted geometry, at $\tau = 2$, summarizing nothing at all is the best strategy, which does not allow for any work extraction, and only starting at $\tau \gtrsim 3$, do we see a phase transition to a two state memory, with irrelevance ratio of approximately 2, and a relative reduction from Carnot efficiency of nearly 100% (figure 22). At $\tau = 10$, the optimal memory has an irrelevance ratio of
almost 4, and as a result, the engine efficiency is still reduced by over 40\%, in relative terms (figure 22).

The limitation posed on the quality of the observer’s inference by partial observability precludes the engines from achieving Carnot efficiency. Other constraints could be imposed on an observer, in addition to partial observability. Another common limitation in real world situations are finite time constraints—the observer might not have enough time for (near) quasi-static operation, the engine might have to produce a certain amount of work in a given time frame. There is a fundamental trade-off between power and efficiency [66–75]. Whenever time is of the essence, this trade-off should be reflected in the choice of the observer’s data representation. Partial observability, as we have seen, changes the fundamental limit on achievable dissipation, and we thus expect that it also changes the trade-off between power and dissipation. Exploring physically motivated strategies for data representation in the presence of partial observability and finite time constraints, requires a stochastic thermodynamics treatment of partially observable feedback controlled systems. The insights we have presented here serve as a foundation for this extension, together with prior work on feedback controlled systems, e.g [76–87]. Our results provide a gauge for the quality of finite time protocols: without constraints on time, intelligent observers can afford to choose minimally dissipative data representations, as an ideal strategy.

8. CONCLUSION

We introduced the first general model for partially observable information engines, via a minor modification to Szilárd’s engine—sliding the divider into the box at an angle. This results in a partially observable Szilárd engine, since only the particle’s x position is observable, and needs to be used to infer which side of the box is empty.

The model allowed us to study the physical characteristics of minimally dissipative observer memories. Importantly, this opens the door to better understanding the physical basis of intelligent information processing, and of the automatization thereof.

We used the framework of generalized information engines, where memory formation and work extraction are allowed to happen at different temperatures, because it allows for a combined treatment of heat engines and information engines. One advantage is that traditional performance measures apply, such as thermodynamic efficiency. The standard information engines typically discussed in the literature are a subclass of generalized, partially observable information engines.

Minimally dissipative observer memories can be found by means of an algorithm [32, 33]. We computed those for our model class (parameterized by the tilt angle). The trade-off between a memory’s thermodynamic costs versus its potential gains is governed by the temperature ratio. Using a memory with more predictive power results in more work potential; an effect proportional to the higher temperature, $T'$. The increase in the memory’s thermodynamic cost is proportional to the lower temperature, $T$. Benefits of a more detailed memory thus start to outweigh costs whenever the temperature ratio $\tau = T'/T$ is large enough. For any given geometry, and for each $\tau$, the algorithm finds the minimally dissipative observer memory.

We analyzed the quality of the these optimal memories by showing how the thermodynamic gain changes as a function of the thermodynamic cost, and we discussed how the resulting curve is related to the curve in the information plane that shows how much relevant information optimal memories keep as a function of how much total information they contain (in analogy to a rate-distortion curve). The trade-off between data compression and keeping relevant information is determined by $\tau$. We compared different geometries, which differ by their tilt angles, and thus have uncertain regions of different size. The stochastic process generating our observables (the particle’s x position) is less compressible (in the sense of data compression), for larger tilts, compared to smaller tilts. The solution for Szilárd’s original engine is found trivially by the algorithm.

Memories that minimize the lower bound on dissipation (which can be achieved in the quasi-static limit) are probabilistic assignments of measurement outcomes to memory states. To gain intuition, we visualized a few of them, and compared their thermodynamic cost/benefit structure to deterministic partitions found by parametric optimization. We discussed a physical implementation of these probabilistic, minimally dissipative memories, and visualized the nontrivial physical “codebook” necessary for their construction.

An information engine’s thermodynamic efficiency depends on the quality with which the observer processes available information. Of the total information kept in memory, some is useful information about quantities that are relevant with respect to extracting work (here, which side of the box is empty). The remaining information is useless, or irrelevant. Memories that capture a larger relative fraction of useful, relevant information enable the engine to run at larger thermodynamic efficiency. The partial observability constraint puts a significant enough limitation on the quality of possible inferences to preclude Carnot efficiency.
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Appendix A: Isothermal and isentropic quasi-static transformations of a one-particle gas

In this appendix, we provide basic thermodynamic arguments to increase accessibility of the paper by saving the reader the time to find them in a textbook.

A.1. Work during isothermal transformation, equation (1)

Work is force times displacement. We use the convention that energy flows into the system are positive, hence work done on the gas is positive. Work done on an ideal gas during an isothermal, quasi-static compression performed at temperature \( T \), in which the accessible volume decreases from \( V_i \) to \( V_f < V_i \), is given by the pressure times the volume change, \( W = -\int_{V_i}^{V_f} p dV \). Use the ideal gas law,\[ pV = NkT, \tag{A1} \]
where \( N \) is the number of particles, which is one here. Integrate to obtain:
\[ W = -kT \int_{V_i}^{V_f} \frac{1}{V} dV = kT \ln \left( \frac{V_i}{V_f} \right) \geq 0. \tag{A2} \]
In isothermal, quasi-static expansion, the final volume is larger than the initial volume, \( V_f > V_i \). Negative work is then done on the gas, equation (1),
\[ -W = kT \ln \left( \frac{V_f}{V_i} \right) \tag{A3} \]
or, conversely, positive work is done by the gas on the piston, i.e., work is extracted. The sign convention differs in the literature, which can cause confusion.

A.2. Adiabatic condition, equation (18)

During both isentropic transformations (compression and expansion along the z-axis) the work medium is isolated, no heat is exchanged with the environment. The temperature of the gas thus changes from an initial temperature, \( T_i \), to a final temperature, \( T_f \), as the volume of the gas changes from \( V_i \) to \( V_f \). Since there is no heat flow, the change in internal energy, \( dE \) must equal the work done, by the first law of thermodynamics. Work done on an ideal gas is equal to the pressure times the volume change, whereby \( dE = -pdV \). To express \( dV \) we use the ideal gas law, equation (A1), with \( N = 1 \). We thus have\[ dE = -k \frac{T}{V} dV. \tag{A4} \]
The internal energy, \( E \), of the work medium is given by the number of particles, \( N = 1 \), times the average kinetic energy per particle, which is \( \frac{d}{2} kT \), where \( d \) is the number of degrees of freedom:
\[ E = \frac{d}{2} kT. \tag{A5} \]
For a mono-atomic gas in a container, \( d \) is the dimension of the space that the particles can move in, i.e., for a 3 dimensional box, \( d = 3 \). We can take the differential, arriving at
\[ dE = \frac{d}{2} kdT. \tag{A6} \]
With equation (A4) follows
\[ -\frac{1}{V} dV = \frac{1}{2T} dT. \tag{A7} \]
We integrate and obtain, for \( d = 3 \), equation (18):
\[ -\int_{V_i}^{V_f} \frac{1}{V} dV = \frac{d}{2} \int_{T_i}^{T_f} \frac{1}{T} dT \tag{A8} \]
\[ \Leftrightarrow \ln \left( \frac{V_i}{V_f} \right) = \frac{d}{2} \ln \left( \frac{T_f}{T_i} \right) \tag{A9} \]
\[ \Leftrightarrow \frac{V_i}{V_f} = \left( \frac{T_f}{T_i} \right)^{\frac{d}{2}}. \tag{A10} \]

A.3. Work during isentropic compression and expansion adds to zero.

To see this, recall that \( W = dE \), and use equation (A6), integrating from an initial, \( T_i \) to a final, \( T_f \), temperature to arrive at
\[ W_{i\to f} = \frac{d}{2} k(T_f - T_i). \tag{A11} \]
Thus, the work necessary to change between \( T \) and \( T' \) in the isentropic compression, \( W_{comp} \), cancels with the work done by the gas in the isentropic expansion, \( W_{expa} \), when the temperature changes back from \( T' \) to \( T \), as long as no additional degrees of freedom get unlocked at the higher temperature:
\[ W_{comp} = \frac{d}{2} k(T' - T) = -W_{expa}. \tag{A12} \]

Appendix B: Erasure protocols for Szilárd’s engine

Building on a model introduced in [46], we show here that a protocol can be constructed to assign the costs
of running a memory entirely to erasure of the memory. The costs are identical to the costs for running the simple set-and-release protocol sketched in figure 1. In [46], and in figure 1, the divider is placed in the middle of Szilárd’s box, but the following argument can be made for arbitrary volume ratios. The calculations in this appendix use material from section 2.2 in the main text, and it is useful to read that section before reading this appendix.

Let the Szilárd box have unit length and unit transverse volume. Let the container be located between \( x = 0 \) and \( x = 1 \), and let the divider be inserted at position \( 0 < \lambda \leq 1/2 \), dividing the work medium into two separate volumes, \( \lambda \) and \( 1 - \lambda \). The particle resides in volume \( \lambda \) with probability \( \lambda \), and in the other volume with probability \( 1 - \lambda \). Knowledge of the particle’s position allows for the extraction of work, equation (2) in main text, in the amount up to (achievable in the quasi-static limit):

\[
-W_{\text{ex}}(\lambda) = -kT [\lambda \ln(\lambda) + (1 - \lambda) \ln(1 - \lambda)] = kT h(\lambda),
\]

(B1)

where \( h(\lambda) \geq 0 \) is an entropy function, as in equation (25).

Let the memory be implemented by another one-particle gas in a container of unit length and unit transverse area. Let there be a parameter, \( a \), controlling the relative volumes associated with the different memory states; in figure 1, \( a = 1/2 \), but in general, the memory need not be symmetric. Let \( 0 \leq x \leq 1 \) represent the measured \( x \) position of the particle, and \( m \in \{0, 1\} \) the two states of the memory. Note that the parametrization in this appendix is different from the one we use in the main text in section 3, onwards. Here, the memory simply represents which side of the container is empty, i.e., all observations \( 0 \leq x \leq \lambda \) are mapped onto \( m = 0 \), while observations \( \lambda < x \leq 1 \) are mapped onto \( m = 1 \).

First, we calculate the costs for the simple set-and-release protocol, as sketched in figure 1. The “measure and remember” step corresponds to an isothermal compression, which costs, on average, at least:

\[
W_{\text{cost}}^{\text{meas+mem}}(a, \lambda) = -kT \left[ a \ln(a) + (1 - \lambda) \ln(1 - a) \right].
\]

(B2)

This minimum can be achieved in the quasi-static limit. It depends on the choice of \( a \), which should be chosen as a function of \( \lambda \), in such a way that equation (B2) is minimized. The minimum is achieved at \( a = \lambda \) (the straightforward calculation is analogous to the optimization performed in [56], which was discussed after equation (2) in the main text: the first derivative w.r.t. \( a \) is set to zero, \(-kT\lambda/a + kT(1 - \lambda)/(1 - a) \equiv 0\), leading to \( a = \lambda \); the second derivative is positive: \( kT [\lambda/a^2 + (1 - \lambda)/(1 - a)^2] > 0 \)). The resulting minimal cost for this protocol is exactly equal to the maximally extractable work:

\[
W_{\text{cost}}^{\text{meas+mem}}(\lambda) = kT h(\lambda) = -W_{\text{ex}}(\lambda).
\]

(B3)

The memory is reset by simply pulling out the divider, which does not cost work, but allows for free expansion, whereby energy is dissipated.

Now, construct instead a memory manipulation protocol which contains a step of “reset to zero”, interpretable as “erasing” the memory. (This construction is a generalization of the construction in [46] to the case in which the divider in the work medium of the Szilárd box can be inserted off-center.) Start with a memory left over from the last cycle, with the divider at position \( a \) (do not assume knowledge of that memory, in the sense that it is not known in which state the memory is, i.e. if the particle resides in volume \( a \) or \( 1 - a \)). First, move the divider from position \( a \) to position \( \lambda \) isothermally and quasi-statically. With probability \( \lambda \), the volume accessible to the particle is changed from \( a \) to \( \lambda \), and with probability \( 1 - \lambda \), from \( 1 - a \) to \( 1 - \lambda \). This step serves to retrieve energy implicitly stored in memory. The average work for this step splits up into a contribution coming from the uncertainty about the work medium, \( h(\lambda) \), minus the average work done in the simple set-and-release protocol discussed above, equation (B2), before optimization over \( a \):

\[
kT \left[ \lambda \ln \left( \frac{a}{\lambda} \right) + (1 - \lambda) \ln \left( \frac{1 - a}{1 - \lambda} \right) \right] = kT h(\lambda) + (1 - \lambda) \ln(1 - a).
\]

(B4)

Second, remove the partition and compress the gas such that the particle resides in volume \( a \), corresponding to the “zero” reset state. This procedure can be interpreted as erasing the memory, cf. [46]. This isothermal compression costs at least \(-kT \ln(a)\). Overall, the cost of erasing the memory, by changing it from its former state to the “zero” reset state, is then the sum:

\[
W_{\text{cost}}^{\text{erase}}(a, \lambda) = kT h(\lambda) + (1 - \lambda) \ln\left( \frac{a}{1 - a} \right).
\]

(B7)

Finally, a last step is needed to set the memory to the new value. With probability \( \lambda \), the “zero” state correctly corresponds to the new measurement outcome and does not need to be changed. With probability \( 1 - \lambda \), it needs to be transformed into the other state. The costs encountered for this transformation come from changing the volume the particle resides in from \( a \) to \( 1 - a \). Thus, this last step, which can be interpreted as setting the memory, costs on average at least:

\[
W_{\text{cost}}^{\text{set}}(a, \lambda) = kT(1 - a) \ln \left( \frac{a}{1 - a} \right).
\]

(B8)

Combining all costs for this protocol, we see that its minimum (quasi-static) costs are exactly the same as those of the simpler set-and-release protocol, again, cancelling out all possible gains one could derive over a cycle:

\[
W_{\text{cost}}^{\text{erase+set}}(\lambda) = kT h(\lambda) = W_{\text{cost}}^{\text{meas+mem}}(\lambda) = -W_{\text{ex}}(\lambda).
\]

(B9)

However, the way in which \( W_{\text{cost}}^{\text{erase+set}}(\lambda) \) has been split up is still dependent on the parameter \( a \), which can be chosen at will, without changing the overall costs of the
full protocol. One choice of $a$ would attribute all costs to the “erasure” by ensuring $W^{\text{cost}}_{\text{erase}}(a, \lambda) = 0$; this choice is $a = 1/2$, corresponding to a symmetric memory. Another choice would make the erasure costs zero, $W^{\text{cost}}_{\text{erase}}(a, \lambda) = 0$, and attribute all costs to the setting of the memory. This choice is realized by

$$a = \frac{e^{\lambda(a)}/(1-\lambda)}{1 + e^{\lambda(a)}/(1-\lambda)}.$$  

(B10)

**Appendix C: Calculation of equation (15)**

The probability density of the particle’s $x$ position, $p(x)$, is constant inside the container, and the length of the container is set to unity, so to calculate $-H[U|X]$, we need to evaluate the integral

$$\int_{-c/2}^{c/2} \left( \frac{1}{2} + \frac{x}{c} \right) \ln \left( \frac{1}{2} + \frac{x}{c} \right) + \left( \frac{1}{2} - \frac{x}{c} \right) \ln \left( \frac{1}{2} - \frac{x}{c} \right) \, dx.$$  

In the first term, substitute $x' = \frac{1}{2} + \frac{x}{c}$, which gives a factor $dx = cdx'$, and for the second term substitute $x'' = \frac{1}{2} - \frac{x}{c}$, with $dx = -cdx''$. Note that the limits on the integrals are then just reversed, and because of the negative sign on the second term, both terms are the same. Let us choose $y$ for the new integration variable:

$$-H[U|X] = c \int_{0}^{1} x' \ln(x')dx' - c \int_{0}^{1} x'' \ln(x'')dx''$$

$$= 2c \int_{0}^{1} y \ln(y)dy.$$  

(C1)

We solve the indefinite integral by parts,

$$\int y \ln(y) \, dy = \frac{1}{2} y^2 \ln(y) - \frac{1}{2} \int y \, dy$$

(C2)

$$= \frac{1}{2} y^2 \left( \ln(y) - \frac{1}{2} \right),$$  

(C3)

and evaluate the limits to arrive at equation (15):

$$-H[U|X] = -\frac{c}{2}.$$  

(C4)

**Appendix D: Boxes with $\pi/4 \geq \theta \geq 0$**

If we do the same calculation for $c \geq 1$, the integration limits change, and we have to compute $-H[U|X] = \int_{-1/2}^{1/2} \left( \frac{1}{2} + \frac{x}{c} \right) \ln \left( \frac{1}{2} + \frac{x}{c} \right) + \left( \frac{1}{2} - \frac{x}{c} \right) \ln \left( \frac{1}{2} - \frac{x}{c} \right) \, dx$.

After the coordinate transformations we have

$$-H[U|X] = 2c \int_{\frac{1}{2}(1+\frac{1}{2})}^{\frac{1}{2}(1-\frac{1}{2})} y \ln(y)dy,$$

(D1)

$$= c y^2 \left[ \ln(y) - \frac{1}{2} \right]^{\frac{1}{2}(1+\frac{1}{2})}_{\frac{1}{2}(1-\frac{1}{2})}$$

and, altogether, we arrive at

$$-H[U|X] = -\ln(2) - \frac{1}{2} + \frac{c}{4} \ln \left( \frac{c+1}{c-1} \right)$$

$$+ \frac{1}{4c} \ln \left( \frac{c+1}{c-1} \right) + \frac{1}{2} \ln \left( 1 - \frac{1}{c^2} \right)$$  

(D3)

because $c \ln \left( \frac{c+1}{c-1} \right) \to 2$, as one can see by using L’Hopital’s rule. As expected, the maximum relevant information goes to zero as we tilt the divider closer to parallel with the $x$-axis. We plot $I^{\text{max}}_{\text{rel}}(c)$ as a function of $c$ in figure 24.

![FIG. 24: Maximum relevant information $I^{\text{max}}_{\text{rel}}(c)$. Dotted lines mark $c = 1$ with $I^{\text{max}}_{\text{rel}}(c = 1) \approx 0.28$ bits.](image)

We choose to discuss only geometries up to $c = 1$ ($\theta = \pi/4$) in the main text, because for the larger tilts nothing qualitatively different happens. For completeness, we show in figure 25 $I_{\text{rel}}(\tau, c)/I^{\text{max}}_{\text{rel}}(c)$ as a function of $I_{\text{mem}}(\tau, c)$ at the optimal data representations for geometries with selected $c \geq 1$.

**Appendix E: Calculation of $I^{\text{rel}}_{\text{rel}} / I^{\text{max}}_{\text{rel}} = (1-c)/[1-c/\ln(4)]$, displayed in figure 16**

Only the uncertain region contributes to the conditional entropy. The certain region’s contribution to the relevant information is:

$$I_{1-c}[X, U] = 2 \int_{\frac{1}{2}}^{\frac{3}{2}} dx \sum_{u \in \{-1, 1\}} p(x, u) \ln \left( \frac{p(u|x)}{p(u)} \right)$$

(E1)

$$= 2 \int_{\frac{1}{2}}^{\frac{3}{2}} dx \sum_{u \in \{-1, 1\}} p(u|x) \ln \left[ \frac{p(u|x)}{p(u)} \right]$$

$$+ 2 \ln(2) \int_{\frac{1}{2}}^{\frac{3}{2}} dx \sum_{u \in \{-1, 1\}} p(u|x)$$

(E2)
FIG. 25: Information plane curves of optimal data representations for selected $c \geq 1$.

The relative contribution, plotted in figure 16, is

$$I_{1-c}[X,U] = \frac{\ln(2)}{\ln(2) - \frac{1-c}{\ln(4)}}$$

(E3)

**Appendix F: Comparison to boxes with fixed angle and varying size of the certain regions**

Note that we do not lose generality by assuming unit container length in $x$-direction. Were we to keep the length as a parameter, $L$, then we would simply have to replace $c$ in all the calculations above by $c/L$, the relative length of the uncertain region.

Two boxes with different tilt angles, and thus different $c_1$ and $c_2$, and different lengths $L_1$ and $L_2$, respectively, behave the same whenever the relative length of the uncertain region is the same, i.e. $c_1/L_1 = c_2/L_2 = c/L$. We checked this numerically: solutions to the optimization problem equation (47) are the same.

We could thus have used an alternative, equivalent parametrization: fix the angle to, for example, $\theta = \pi/4$, i.e. $c = 1$, and let the container length along the $x$-axis, $L$, vary. This is sketched in figure 26. What matters is the relative length of the certain regions, $L - c$, compared to the uncertain region, $c$: $(L - c)/c = L/c - 1$.

**Appendix G: Deterministic memories, computed from parametric minimization of dissipation**

We can allow for deterministic partitions of any shape (including asymmetric solutions), where the number of memory states is a free parameter. For the box with diagonal tilt, $c = 1$, we maximize work output, equation (46), over these deterministic memories, to compare their performance to the minimally dissipative probabilistic memories we found by solving optimization equation (47). Figure 27, shows the total work output, in units of $kT'$, as a function of the temperature ratio $\tau$.

FIG. 26: Equivalent parametrization of the partially observable Szilárd engine. The angle is fixed to $\theta = \pi/4$ and the length of the box along the $x$-axis, $L$, is varied.

FIG. 27: Total work output in units of $kT'$, as a function of $\tau$, comparing deterministic memories (red) to optimal probabilistic memories (black). Numbers point to the first solutions with two and three states. Compared to the optimal, minimally dissipative memories, deterministic memories achieve comparable work output at higher values of $\tau$. To obtain nonzero output, the temperature ratio has to be larger by roughly 1.75.

The data are re-displayed in the information plane in figure 28, to reveal that the deterministic memories are close to those found for $\tau \to \infty$, when partitions are constrained to a fixed number of states. The closer they are to these solutions, the closer they come to the efficiency that optimal memories afford, as displayed in figure 29 [88].
The simplest four-state memory one can think of maps the certain regions to two distinct states and splits the uncertain region into two more states (table 3).

This coarse graining has two certain states, $q_4^{d=c}(m = \pm 2) = 0$, and two states with the same fixed error probability, $q_4^{d=c}(m = \pm 1) = 1/4$. As in the main text, the error is found by dividing the area of the triangle on the other side of the divider, which is $c/8$ by the total area of the $\pm 1$ state, which is $c/2$.

For this memory the relevant information is given by

$$I^{(4)}_{\text{rel}}(d = c) = (1 - c) \ln(2) + c [\ln(2) - h(1/4)]$$

$$= \ln(2) - c h(1/4).$$

The second type of suboptimal symmetrical four-state memory has the same state assignments as the optimal deterministic four-state memory (table 1) but it has larger $m = \pm 1$ states that include parts of the certain region ($d > c$). Therefore the errors are different and we find $q_4^{d>c}(m = \pm 2) = 0$ and $q_4^{d>c}(m = \pm 1) = c/2$. For the three-state memory it was clear that choosing $\ell > c$ decreases the amount of relevant information captured since it simply increases the size of the $m = 0$ state that cannot be used for work extraction. For four-state memories it is not immediately obvious that $d > c$ is a similarly poor choice. While the size of the certain states decreases from $1 - c$ to $1 - d$, the error for the $m = \pm 1$ states also decreases. The relevant information for this assignment is given by:

$$I^{(4)}_{\text{rel}}(d > c) = (1 - d) \ln(2) + d \left[\ln(2) - h\left(\frac{c}{4d}\right)\right]$$

$$= \ln(2) - d h\left(\frac{c}{4d}\right).$$

For five-state memories there are two parametrizations with one parameter equal to $c$ ($d = c$ or $\ell = c$). For the first ($d = c$, table 4) the size of the waste basket state $m = 0$ is given by $\ell < c$ with $h(\ell, c) = \left(\frac{c}{4\ell}\right)$. For this assignment the relevant information is given by:

$$I^{(5)}_{\text{rel}}(\ell < c, d = c) = (1 - c) \ln(2) + (c - \ell) [\ln(2) - h(\ell, c)]$$

$$= (1 - \ell) \ln(2) - (c - \ell) h(\ell, c).$$

### Table 3: Memory assignments and errors for a deterministic four-state memory with $d = c$.

| $x$          | $m$ | $q_4^{d=c}(m)$ |
|-------------|-----|----------------|
| $-1/2 \leq x \leq -c/2$ | $-2$ | 0              |
| $-c/2 < x \leq 0$ | $-1$ | $1/4$          |
| $0 < x \leq c/2$ | $1$  | $1/4$          |
| $c/2 < x \leq 1/2$ | $2$  | 0              |

### Table 4: Memory assignments and errors for a five-state memory with $\ell < c$ and $d = c$.

| $x$          | $m$ | $q_5^{\ell,c}(m)$ |
|-------------|-----|--------------------|
| $-1/2 \leq x \leq -c/2$ | $-2$ | 0                  |
| $-c/2 < x \leq -\ell/2$ | $-1$ | $\ell(\ell, c)$  |
| $-\ell/2 < x \leq \ell/2$ | 0    | $1/2$             |
| $\ell/2 < x \leq c/2$ | $1$  | $\ell(\ell, c)$  |
| $c/2 < x \leq 1/2$ | $2$  | 0                  |

**Appendix H: Suboptimal four- and five-state memories**

To show that the deterministic four- and five-state memories discussed in the main text, section 4.3 are optimal, we discuss the suboptimal cases here.

The simplest four-state memory one can think of maps the certain regions to two distinct states and splits the uncertain region into two more states (table 3).

This coarse graining has two certain states, $q_4^{d=c}(m = \pm 2) = 0$, and two states with the same fixed error probability, $q_4^{d=c}(m = \pm 1) = 1/4$. As in the main text, the error is found by dividing the area of the triangle on the other side of the divider, which is $c/8$ by the total area of the $\pm 1$ state, which is $c/2$.

For this memory the relevant information is given by

$$I^{(4)}_{\text{rel}}(d = c) = (1 - c) \ln(2) + c [\ln(2) - h(1/4)]$$

$$= \ln(2) - c h(1/4).$$

The second type of suboptimal symmetrical four-state memory has the same state assignments as the optimal deterministic four-state memory (table 1) but it has larger $m = \pm 1$ states that include parts of the certain region ($d > c$). Therefore the errors are different and we find $q_4^{d>c}(m = \pm 2) = 0$ and $q_4^{d>c}(m = \pm 1) = c/2$. For the three-state memory it was clear that choosing $\ell > c$ decreases the amount of relevant information captured since it simply increases the size of the $m = 0$ state that cannot be used for work extraction. For four-state memories it is not immediately obvious that $d > c$ is a similarly poor choice. While the size of the certain states decreases from $1 - c$ to $1 - d$, the error for the $m = \pm 1$ states also decreases. The relevant information for this assignment is given by:

$$I^{(4)}_{\text{rel}}(d > c) = (1 - d) \ln(2) + d \left[\ln(2) - h\left(\frac{c}{4d}\right)\right]$$

$$= \ln(2) - d h\left(\frac{c}{4d}\right).$$

For five-state memories there are two parametrizations with one parameter equal to $c$ ($d = c$ or $\ell = c$). For the first ($d = c$, table 4) the size of the waste basket state $m = 0$ is given by $\ell < c$ with $h(\ell, c) = \left(\frac{c}{4\ell}\right)$. For this assignment the relevant information is given by:

$$I^{(5)}_{\text{rel}}(\ell < c, d = c) = (1 - c) \ln(2) + (c - \ell) [\ln(2) - h(\ell, c)]$$

$$= (1 - \ell) \ln(2) - (c - \ell) h(\ell, c).$$

**FIG. 28:** Comparing deterministic memories (red) to optimal probabilistic memories (black) in the information plane, and to deterministic memories found as $\tau \rightarrow \infty$, when partitions are constrained to two (black triangle) and three (diamond) number of states.

**FIG. 29:** Efficiency achieved by deterministic memories (red) compared to optimal probabilistic memories (black), as a function of $\tau$. Carnot efficiency, $\eta_C$, is traced out as a dotted line.
For the second option (ℓ = c) the states m = ±1 have \( d_{5}^{<c}(m = ±1) = 0 \) since they are completely within the certain region for \( d > ℓ = c \). Clearly this coarse graining then captures the same amount of relevant information as a three-state memory with \( ℓ = c \). The two certain states are further subdivided into 2 states each, but this only increases the cost of running the memory while not capturing any additional relevant information:

\[
I_{\text{rel}}^{(5)}(ℓ = c, d > c) = (1 - ℓ) \ln(2) + (ℓ - c) \ln(2)
= (1 - c) \ln(2) = I_{\text{rel}}^{(3)}(ℓ = c). \tag{H4}
\]

More interesting are the five-state memories with both parameters unequal to c. Choosing \( ℓ > c \) only leads to subdividing the certain regions into two states each and is clearly an even poorer choice than \( ℓ = c \). For smaller waste baskets, \( ℓ < c \), the option not discussed in the main text (section 4.3) cuts into the certain regions, \( d > c \). This parametrization is presented in table 5. The error

\[
\begin{align*}
x & \leq -d/2 & m & \in d_{5}^{<d}(m) \\
-d/2 & < x \leq -ℓ/2 & -1 & \ell(ℓ, c, d) \\
-ℓ/2 & < x \leq ℓ/2 & 0 & 1/2 \\
ℓ/2 & < x \leq d/2 & 1 & \ell(ℓ, c, d) \\
d/2 & < x \leq 1/2 & 2 & 0
\end{align*}
\]

TABLE 5: Memory assignments and errors for a five-state memory with \( ℓ < c \) and \( d > c \).

for the states \( m = ±1 \) is given by

\[
\tilde{c}(ℓ, c, d) = \frac{(c - ℓ)^{2}}{4(c - ℓ)}. \tag{H5}
\]

The relevant information captured by this memory is

\[
I_{\text{rel}}^{(5)}(ℓ < c, c < d) = (1 - d) \ln(2) + (d - ℓ) \ln(2) - h(\tilde{c})
= (1 - ℓ) \ln(2) - (d - ℓ) h(\tilde{c}(ℓ, c, d)). \tag{H6}
\]

For \( ℓ \to 0 \) we recover equation (H2).

Just as for three-state memories (section 4.2), splitting the certain region into more than two memory states \( (d > c) \) is the worst choice for symmetric four- and five-state memories. Decreasing the error of the \( m = ±1 \) states can never compensate having smaller certain states. Consequently for parametrizations with \( d > c \) the best partitions will have their certain states as larges as possible, i.e. \( d \) as close to \( c \) as possible. In figure 30 we see that it is also never beneficial to choose \( d = c \) in four- and five-state memories since memories with the same number of states but \( d < c \) are able to retain a larger proportion of the maximum relevant information available for a given geometry.

**Appendix I: Compressibility (adopted from [59])**

A data generating process (a source producing \( X \)) is said to be *fully* compressible if the information curve \((I_{\text{mem}}(τ), I_{\text{rel}}(τ))\) traced out for all optimal data representations (where optimality is understood in terms of minimizing wasted energy, i.e. the solutions to equation (47)) reaches the maximum, at which \( I_{\text{rel}}(τ) = I_{\text{rel}}^{\text{max}} \), for a memory that achieves a compression of the input data, i.e. for which \( I_{\text{mem}}(τ) < H[X] \).

Any source with a curve above the diagonal spanned by \((0,0)\) and \((H[X], I_{\text{rel}}^{\text{max}})\) is compressible. The smaller \( I_{\text{mem}}(τ) \) is at the point where \( I_{\text{rel}}(τ) \) asymptotically reaches \( I_{\text{rel}}^{\text{max}} \), i.e. the larger the curvature, the more compressible is the source. Applied to figure 11, geometries for which smaller memories contain a larger fraction of relevant information are thus said to be more compressible.

**Appendix J: Information Bottleneck Algorithm Implementation**

Numerical calculations are performed using the Information Bottleneck algorithm together with a “deterministic annealing” procedure adapted from [62]. Starting with \( τ = 1 \), for each value of \( τ \), the self-consistent equations (equations (49)-(51)) are iterated until convergence (algorithm 1). Then, \( τ \) is slowly increased. The solution at the previous value for \( τ \) is handed to the algorithm as an initial condition for the iterations at the next value of \( τ \). During this procedure, the size of the memory grows. This is implemented by doubling the number of memory states and perturbing them slightly. Then the effective number of states is found by inspecting the distributions \( P(u|m) \) after the iterative equations converge. If they are the same for two different values of \( m \), then the corresponding states are merge together. The algorithm finishes when a maximum temperature ratio \( τ_{\text{max}} \) is reached (or when the solutions for a fixed number of states \( K_{\text{max}} \)
are deterministic), a practical choice to cut down computational time. In principle we could let it run until there is one memory state for every \( x \)-value, the point at which all data is recalled, and the memory is no longer a summary. Since we are not particularly interested in this asymptotic regime, we end early. Numerical calculations are performed using algorithm 2. Algorithm 1 describes a subroutine used in algorithm 2.

### Algorithm 1 Iterate self-consistent Information Bottleneck equations

- **Require**: \( p(x,u) \); joint probability distribution of observables \( x \) and relevant variables \( u \)
- **Require**: \( p(m|x) \); probabilistic assignments of observables \( x \) to memory states \( m \)
- **Require**: \( p(m) \); probability for each memory state \( m \)
- **Require**: \( p(u|m) \); probability of relevant variable having realization \( u \), given memory state \( m \)
- **Require**: \( \tau = T'/T \); temperature ratio between work extraction step (\( T' \)) and memory making step (\( T \))

while \( p(u|m) \) not converged do

- Update \( p(m|x) \leftarrow p(m) \exp(-\tau D(p(u|m)||p(m|x))) \)
- Normalize \( p(m|x) \leftarrow \frac{\sum_m p(m|x)}{p(m|x)} \)
- Update \( p(m) \leftarrow \sum_x p(m|x)p(x) \)
- Update \( p(u|m) \leftarrow \sum_x p(x,u)p(m|x) p(m) \)

end while

Compute: \( I[M,X] \leftarrow \sum_{x,m} p(m|x)p(x) \log \left( \frac{p(m|x)}{\sum_m p(m|x)} \right) \), \( I[U,M] \leftarrow \sum_{u,m} p(u|m)p(m) \log \left( \frac{p(u|m)}{p(u)} \right) \)

return \( \tau, I[M,X], I[U,M], p(m|x), p(u|m), p(m) \).

### Algorithm 2 Information Bottleneck with annealing

- **Require**: \( p(x,u) \); joint probability distribution of observables \( x \) and relevant variables \( u \)
- **Require**: \( \tau_{\text{init}}, \tau_{\text{max}} \); initial and maximum value for \( \tau \)
- **Require**: \( \alpha \); annealing rate for increasing \( \tau \) after each iteration
- **Require**: \( \text{perturb} \); maximum perturbation to be added when splitting memory states
- **Require**: \( \text{merge} \); minimum element-wise difference for memory states not to be merged
- **Require**: \( K_{\text{max}} \); maximum number of memory states (for subroutine finding deterministic assignments)

Initialize: \( K = 1, \tau = \tau_{\text{init}}, p(m|x) = 1/K, \forall x \)

Compute: \( p(x) = \sum_u p(x,u), p(x|u) = \frac{p(x,u)}{p(x)}, p(m) = \sum_x p(m|x)p(x), p(u|m) = \frac{\sum_x p(x,u)p(m|x)}{p(m)} \)

while \( K < K_{\text{max}} \) and \( \tau < \tau_{\text{max}} \) do

- \( \tau \leftarrow \alpha \cdot \tau \)
- Split \( K \rightarrow 2K \) and add random perturbation (< perturb >) to each memory state
- **Iterate self-consistent Information Bottleneck equations** until convergence for \( K = 2K \)
- Merge memory states \( 2K \rightarrow K' (K' \in [K,K+1,K+2,...,2K]) \)
- **Iterate self-consistent Information Bottleneck equations** until convergence for \( K = K' \)
- Store \( \tau, I_{\text{mem}} \leftarrow I[M,X], I_{\text{rel}} \leftarrow I[U,M] \)

end while

Subroutine: Find deterministic memory assignments (assignments are either 0 or 1) for \( K = K_{\text{max}} \)

while \( p(m|x) \) not deterministic and \( p(m) \) not converged and \( \tau < \tau_{\text{max}} \) do

- \( \tau = \alpha \cdot \tau \)
- Iterate self-consistent equations until convergence

end while

return \( \tau, I_{\text{mem}}, I_{\text{rel}} \)
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