Wolf-Rayet Galaxies in SDSS-IV MaNGA. II. Metallicity Dependence of the High-mass Slope of the Stellar Initial Mass Function

Fu-Heng Liang (梁赋刚)1,2, Cheng Li1, Niu Li1, Shuang Zhou1, Renbin Yan3, Houjun Mo4, and Wei Zhang5

1 Department of Astronomy, Tsinghua University, Beijing 100084, People’s Republic of China; ericfuhegliang@gmail.com, cll2015@tsinghua.edu.cn
2 Sub-department of Astrophysics, Department of Physics, University of Oxford, Keble Road, Oxford OX1 3RH, UK
3 Department of Physics & Astronomy, University of Kentucky, Lexington, KY 40506, USA
4 Department of Astronomy, University of Massachusetts, Amherst, MA 01003, USA
5 CAS Key Laboratory of Optical Astronomy, National Astronomical Observatories, Chinese Academy of Sciences, Beijing 100101, People’s Republic of China

Received 2021 January 8; revised 2021 August 28; accepted 2021 September 29; published 2021 December 15

Abstract

As hosts of living high-mass stars, Wolf-Rayet (WR) regions or WR galaxies are ideal objects for constraining the high-mass end of the stellar initial mass function (IMF). We construct a large sample of 910 WR galaxies/regions that cover a wide range of stellar metallicity (from $Z \sim 0.001$ to 0.03) by combining three catalogs of WR galaxies/regions previously selected from the SDSS and SDSS-IV/MaNGA surveys. We measure the equivalent widths of the WR blue bump at $\sim 4650$ Å for each spectrum. They are compared with predictions from stellar evolutionary models Starburst99 and BPASS, with different IMF assumptions (high-mass slope $\alpha$ of the IMF ranging from 1.0 to 3.3). Both singular evolution and binary evolution are considered. We also use a Bayesian inference code to perform full spectral fitting to WR spectra with stellar population spectra from BPASS as fitting templates. We then make a model selection among different $\alpha$ assumptions based on Bayesian evidence. These analyses have consistently led to a positive correlation of the IMF high-mass slope $\alpha$ with stellar metallicity $Z$, i.e., with a steeper IMF (more bottom-heavy) at higher metallicities. Specifically, an IMF with $\alpha = 1.00$ is preferred at the lowest metallicity ($Z \sim 0.001$), and an Salpeter or even steeper IMF is preferred at the highest metallicity ($Z \sim 0.03$). These conclusions hold even when binary population models are adopted.

Unified Astronomy Thesaurus concepts: Wolf-Rayet stars (1806); Starburst galaxies (1570); Galaxy evolution (594); Stellar evolutionary models (2046); Initial mass function (796); Star formation (1569)

1. Introduction

The stellar initial mass function (IMF) describes the mass distribution of stars at birth. The IMF is of critical importance in studies of both star formation and galaxy evolution, as it influences most observable properties of stellar populations and galaxies. As originally proposed by Salpeter (1955), the IMF may be characterized by a simple power-law function,

$$\frac{dN}{dm} \propto m^{-\alpha},$$

where $m$ is the mass of a star, $N$ is the number of stars within the mass range $m + dm$, and $\alpha$ is the slope. Numerous observational constraints from later studies suggested that the Salpeter power-law form holds only at high masses above a few solar mass, while the IMF at lower masses can be described by a lognormal distribution (Chabrier 2003) or, similarly, a double power-law form (Kroupa 2001). Whether the IMF is universal or sensitive to environmental conditions of star formation has long been debated. Bastian et al. (2010) showed an eight-parameter IMF containing low and high mass limits, slopes, and breaks and a mean and dispersion of the lognormal distribution in the intermediate-mass range. They also reviewed early reports of IMF variation and concluded that the IMF follows a universal Salpeter index at the high-mass end ($\alpha = 2.35$) and a shallower slope at low masses with a range of indexes ($\alpha \sim 1.25$).

The universal slope at the high-mass end has been disputed in the past decade, however, mainly based on studies of old stellar populations in early-type galaxies or bulges of late-type galaxies. A variety of techniques have been used, such as absorption line spectroscopy (e.g., Conroy & van Dokkum 2012; Martín-Navarro et al. 2015a; Conroy et al. 2017), kinematic analysis (e.g., Cappellari et al. 2012; Li et al. 2017), and stellar population synthesis (e.g., Parikh et al. 2018; Zhou et al. 2019). These studies have well established that the IMF slope at the massive end varies with the central stellar velocity dispersion ($\sigma_v$), with steeper IMFs at higher $\sigma_v$. More recently, using integral field spectroscopy (IFS) from the Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) survey (Bundy et al. 2015), Parikh et al. (2018) and Zhou et al. (2019) found the IMF slope to also be correlated with stellar metallicity ($Z_{\star}$, simplified as $Z$ in this paper) in early-type galaxies. Zhou et al. (2019) further demonstrated that $Z$ is a more fundamental parameter than $\sigma_v$ in driving the variation of the high-mass slope of IMF, which confirms the earlier results of Martín-Navarro et al. (2015b). With MUSE IFS data, Martín-Navarro et al. (2019) further proposed a link between the IMF and distribution of warm orbits.

In fact, the metallicity dependence of the IMF high-mass slope has also been found in late-type galaxies by analyzing spectra of Wolf-Rayet (WR) galaxies (Zhang et al. 2007). The WR galaxies are identified by significant stellar emission lines from WR stars, which are a rare population of living massive stars at the post-main-sequence stage believed to evolve from O-type stars with an initial mass exceeding 25 $M_\odot$ (at solar metallicity; Crowther 2007). The WR emission features in the integrated spectra of WR galaxies/regions should, in principle, provide stringent constraints on the high-mass slope of the IMF. Moreover, the WR stellar population represent the youngest population with an age of less than 10 Myr. The
constraints from the WR population can provide an old stellar supplement to the aforementioned studies on old stellar populations, i.e., early-type galaxies or bulges of late-type galaxies. By analyzing the long-slit spectra of 39 WR galaxies, Guseva et al. (2000) found that the WR emission features at the lowest metallicity bin cannot be explained by the stellar population models of Schaerer & Vacca (1998) that assumed a Salpeter IMF, and a very shallow IMF slope of $\alpha = 1$ provided better matching between the model and the data, though they did not attribute this phenomenon to a variation of the IMF slope. Based on a large sample of 174 WR galaxies identified from the Sloan Digital Sky Survey (SDSS; York et al. 2000), Zhang et al. (2007) extended their work by comparing the observed WR spectral features with the model predictions of Schaerer & Vacca (1998) for a wider range of IMF slopes. This analysis led to a positive correlation of the IMF slope with metallicity, in good agreement with other studies of early-type galaxies.

The paper is the second of a series of studies of the WR spectra of galaxies in MaNGA. Following Zhang et al. (2007, hereafter Z07), we attempt to constrain the slope of the high-mass end of the IMF by comparing the spectroscopic features of WR galaxies of different metallicities, with predictions of stellar population models covering a range of IMF slope indexes. We concentrate on examining the metallicity dependence of the IMF slope but have significantly extended the work of Z07 in the following aspects. First, we have constructed a much larger sample of WR spectra, including 910 WR regions from three existing large catalogs (Z07; Brinchmann et al. 2008, hereafter B08; Liang et al. 2020, the first paper in this series, hereafter Paper I). In particular, the catalog of Paper I is based on the MaNGA data, thus including WR regions not only at galactic centers but also in the outer disks of galaxies. Second, we consider two different stellar population models: the traditional models of Schaerer & Vacca (1998) in the Starburst code, which allows comparisons with previous studies, and the recently developed models in the Binary Population and Spectral Synthesis (BPASS) code (Eldridge et al. 2017; Stanway & Eldridge 2018). In particular, the BPASS includes binary stellar populations, thus allowing us to examine the effect of binary stars on the variation of IMF. Finally, we perform full spectral fitting to all of the WR spectra in our sample using the Bayesian inference code BIGS recently developed by Zhou et al. (2019). The Bayesian evidence and the model parameters inferred from the spectra provide a reliable way to do model selection between models of different IMF slopes and of singular and binary populations.

Besides the high-mass slope, other parameters of the IMF are also widely studied. Since our approach with the extragalactic WR stellar population is only sensitive and accurate regarding the high-mass slope of the IMF, this paper is only focused on this. We point readers to more comprehensive reviews of the IMF parameters in Bastian et al. (2010) and Offner et al. (2014) and also note that a potential degeneracy between the high-mass slope and break could exist (Hosek et al. 2019).

The paper is arranged as follows. In Section 2, we describe the combined WR catalog, the procedure of measuring the WR blue bump, the stellar evolutionary models of Starburst99 and BPASS, and the procedure of applying BIGS to WR spectra. In Section 3, we present the comparison of the observed WR features with those in the models. We discuss our results and compare them with those in the literature in Section 4 and conclude in Section 5.

2. Data and Models

2.1. The WR Catalog

We use three catalogs of WR galaxies for this work. The first one was constructed in Paper I using spatially resolved spectroscopy from MaNGA. The other two catalogs were independently selected from SDSS by Z07 and B08 and thus limited to the central 3" region of the galaxies. All of the WR galaxies or regions are identified by the broad emission feature (i.e., the blue WR bump) at around 4650 Å, but in practice, different authors have adopted slightly different procedures/criteria. We briefly describe the construction process of the catalogs and refer the reader to the relevant papers for details (Z07; B08; Paper I).

The WR catalog of Z07 was constructed from the SDSS Data Release 3 (DR3) galaxy sample in a two-step method. Out of the $\sim 3.7 \times 10^5$ galaxies from SDSS DR3, star-forming galaxies with significant H$\beta$ emission lines were first selected as candidates, and then WR galaxies were selected by visually examining the spectra of the candidates. The star-forming galaxies are classified on the diagram introduced by Baldwin et al. (1981), and the H$\beta$ line is required to have an equivalent width $\text{EW}(\text{H}\beta) > 5$ Å. As pointed out by the authors, by selection, this catalog must be biased to high-excitation H$\beta$ regions and may have missed those WR galaxies with spectra of low signal-to-noise ratio (S/N). The Z07 catalog includes 174 WR galaxies.

The WR catalog of B08 was based on a later SDSS sample, the SDSS DR6, which includes spectra for nearly $8 \times 10^5$ galaxies. The selection of WR galaxies started with the subset of $\sim3 \times 10^5$ spectra with an equivalent width of the H$\alpha$ emission line of $>2$ Å. To identify candidate WR galaxies, the excess flux above the best-fit continuum in spectral regions around the WR features was calculated for each spectrum. All of the spectra were then ordered by decreasing the excess flux, and the first 11,241 spectra were visually examined. A sample of 570 galaxies were finally selected as WR galaxies, of which 101 are in common with the Z07 catalog. We have performed full spectral fitting to all of the spectra in SDSS (see below) and found the 73 galaxies to present a similar distribution of EW$_{4650}$ to that of all WR spectra in our catalog. Therefore, we keep the 73 spectra in our catalog.

The WR catalog of Paper I was constructed using the MaNGA Product Launch (MPL)-7 sample, which contains 4688 data cubes for 4621 unique galaxies and was released as a part of the 15th data release of SDSS (DR15; Aguado et al. 2019). A two-step searching scheme was adopted. First, for each galaxy, H$\alpha$ regions were identified using the 2D map of extinction-corrected H$\alpha$ surface brightness, and the spectra falling in each region were stacked to generate an average spectrum with high spectral S/N. Next, for each region, the stellar component (the continuum plus absorption lines) was derived by performing full spectral fitting to the stacked spectrum, and the starlight-subtracted spectrum was visually inspected. An H$\beta$ region was identified to be a WR region if it presented a significant WR bump around 4650 Å, and a galaxy was identified as a WR galaxy if it contained at least one WR region. This procedure resulted in a sample of 90 WR galaxies containing a total of 267 WR regions. The reader is referred to...
Paper I for a detailed description of the selection process, as well as analyses of the global properties of the WR galaxies. For details about the MaNGA survey, the reader is referred to Blanton et al. (2017) for an overview of the SDSS-IV project; Gunn et al. (2006) and Smee et al. (2013) for the Sloan telescope and BOSS spectrograph, with which the MaNGA data are obtained; Bundy et al. (2015) for an overview of the MaNGA survey; Drory et al. (2015) for the MaNGA instrumentation; Wake et al. (2017) for the MaNGA sample design; Law et al. (2015) for the observing strategy; Yan et al. (2016) for the flux calibration; Law et al. (2016) for the data reduction pipeline; and Aguado et al. (2019) for the SDSS DR15.

Combining the three WR catalogs, we have a total of 910 unique WR spectra. As mentioned above, 101 SDSS-based WR spectra are commonly included in Z07 and B08, and we have removed the duplicate spectra before combining the two catalogs. For the MaNGA-based catalog, the majority of the WR galaxies that contain a WR region at their center were missed by either Z07 or B08, and only seven of such galaxies were selected into those earlier catalogs. As pointed out in Paper I, the relatively low spectral S/N of the spectra was the main reason for the SDSS to have missed those WR galaxies. For each of the seven common galaxies, we keep both the stacked spectra of their WR regions from MaNGA and the single-fiber spectrum from SDSS, as the two spectra cover slightly different radii and have different spectral S/Ns. In addition, we find that five galaxies were duplicated in the B08 catalog due to repeated observations of some SDSS plates. Given the small number, the duplication in our catalog is expected to have little effect on our results.

Figure 1 displays the distribution of the WR galaxies in our sample on the plane of near-UV (NUV) – r color versus stellar mass $M_*$, Measurements of NUV – r and $M_*$ are taken from the v1_0_1 catalog of the NASA Sloan Atlas (NSA; Blanton et al. 2011), which includes SDSS-based measurements of galaxy properties for ~0.6 million galaxies at $z < 0.15$. For comparison, the volume-corrected distribution of the MPL-7 sample is plotted as the gray background, and a volume-limited sample selected from SDSS is shown as the contours. The SDSS sample consists of 43,573 galaxies selected from the NSA with redshifts $z < 0.03$ and stellar masses $M_* > 10^{8.5} M_\odot$. The WR galaxies are plotted as colored symbols, with green dots for those from Z07, orange dots for those from B08, and blue circles for those from Paper I.

Based on the analyses of the completeness of the catalogs in Paper I, we now further discuss the physical parameter coverage of the three catalogs in Figure 1. Overall, as expected, the WR galaxies are found exclusively in strongly star-forming galaxies, with the bluest colors at their stellar mass. The galaxies from Z07 are systematically bluer and less massive than the MaNGA galaxies from Paper I, while the B08 catalog covers a wider range in both color and mass than the other two catalogs. The differences among the three catalogs reflect the selection biases in empirical searching for WR galaxies. Authors Z07 required significant EW(H$\alpha$) emission and thus picked the most intense star-forming regions. Paper I was based on the lower-order Balmer line $\Sigma$(H$\alpha$), and thus the sample is dominated by more general star-forming galaxies, with the rare population of the Z07-type galaxies being barely included due to the small size of the parent sample. The B08 catalog mainly covers a similar area as the MaNGA WR catalog, but it also extends to the regime of the bluest galaxies; thus, it is the most complete of the catalogs in terms of the global property coverage. This may be attributed to two factors: the fact that the B08 catalogs did not rely on high-order Balmer lines, and the much larger parent sample from which the B08 catalog was selected. Although small in galaxy number, the MaNGA-based catalog is unique for the many off-center WR regions that were missing in the SDSS-based catalogs.

2.2. Measuring the WR Blue Bump

For each of the 910 spectra in our catalog, we have performed full spectral fitting and measured the flux and equivalent width of the WR blue bump based on the starlight-subtracted spectrum. Our spectral fitting code was originally developed by Li et al. (2005) and further improved in Paper I. In short, we construct stellar templates by applying the technique of principal component analysis (PCA) to the MILES single stellar population (SSP) models (Vazdekis et al. 2010, 2015). The first nine eigenspectra produced by PCA are adopted as fitting templates and used to fit the SDSS spectrum (for the WR galaxies from Z07 or B08), as well as the stacked spectrum of the WR region (for the WR regions from MaNGA). During the fitting, all significant emission lines, as well as the wavelength range of the WR blue bump (4600–4750 Å), are masked out. Apart from the continuum, we also obtain emission line measurements such as $F_{\text{H}\beta}$ and EW$_{\text{H}\beta}$ in this step. Details can be found in Li et al. (2005) and Paper I about the construction of the stellar templates and the scheme of masking emission lines.

For comparison of WR features with model predictions, it is important to reliably measure the profile of the WR bump, which is a combination of WR star-driven emission lines plus nebular emission lines that are irrelevant to the WR feature. Basically, the blue bump consists of the following WR
features: He II λ4686, N V λ4605, 4620, N III λλ4628, 4634, 4640, and C III/C IV λλ4650, 4658. The nebular emission lines falling in the WR bump include He II λ4686 (narrow line), [Fe III] λλ4658, 4665, 4703, [Ar IV] λ4713, 4740, He I λ4713, and [Ne IV] λ4713, 4725. Given the current spectral quality, it is not possible to accurately fit so many features independently. Based on B08 and Miralles-Caballero et al. (2014, 2016) and the occurrence of each feature and their relative strength, we have determined the following fitting procedure, as well as initial guesses and fitting ranges of each parameter.

Starting from the residual spectrum of the full spectrum fitting, we perform a linear fit to the two side windows at 4500–4550 and 4750–4800 Å and calculate the rms in the two windows. Then, we fit the following five features, each with a Gaussian: the He II bump centered at 4686 Å, the C and N bump at around 4645 Å, the He II λ4686 narrow line, the [Fe III] λ4658 narrow line, and the [Ar IV] λ4713 and He I λ4713 narrow line. During the fitting, the Gaussian center of the He II bump and narrow lines are fixed at the known wavelength, while the center of the C and N bump is allowed to change but limited to the range of λ = 4645 ± 7.5 Å. The Gaussian widths σ of the narrow lines are fixed at the value of σV,Wind, while those of the broad components are free parameters within the range 0–22 Å. This upper limit of 22 Å corresponds to the velocity dispersion (1425 km s^{-1}) of the WR wind, and this width is almost the largest possible value according to the literature on individual WR stars (e.g., Willis et al. 2004). The linear fit obtained in the first step is used as the baseline in this multi-Gaussian fitting, and the rms is used to estimate the significance of emission features. We keep the bumps or lines if the flux from their Gaussian fit has a significance larger than 3.

Next, if the width of the C and N bump around 4645 Å reaches the upper limit of 22 Å, another Gaussian is added to fit the broad component at 4612 Å. Finally, if the peak flux of the residual spectrum (with all of the above fitted components removed) is larger than four times the rms, a new Gaussian is added in the fitting, which is either a broad component, if the peak occurs at <4650 Å, or a narrow component. The step is iterated until all fluxes in the residual spectrum are lower than four times the rms or, at most, three additional components are added in this step. The fitting procedure uses the python package PyAstronomy (Czesla et al. 2019).6

Figure 2 shows an example of the Gaussian fits. The two (or three) Gaussians plotted in cyan are the C/N bump(s) at ~4645 Å and the He II bump at 4686 Å, while the purple lines are the narrow nebular emission lines. The red line is the superposition of all of the fitted components.

In order to test the reliability of our fitting, we have generated a set of mock spectra by artificially creating a WR blue bump with two different widths (Gaussian σ = 10 and 16 Å) and including three different levels of uncorrelated Gaussian noise. Each spectrum includes two broad components (the C/N bump at 4645 Å and the He II bump at 4686 Å with equal flux and width of either 10 or 16 Å for different mock sets) and three narrow emission lines (He II λ4686, [Fe III] λ4658, and [Ar IV] λ4713 and He I λ4713). We fit the mock spectra in the way described above and repeat the process 1000 times for each mock bump with newly generated noise. In Figure 3, we show the distributions of the resulting relative error for the flux and width of the two broad components. We can see that, for the He II and C/N bump fluxes, the relative difference between the input and output values is centered at zero and shows a Gaussian-like distribution with an FWHM that ranges from

---

6. https://github.com/sczesla/PyAstronomy
distribution. The upper panels have an input Gaussian width of $\sigma = 10$ Å (for both the C/N and He II bumps), while in the lower panels, the two bumps each have a width of $\sigma = 16$ Å. Different colors in each panel correspond to different broad emission S/N. From left to right, we show the distributions for four measured parameters of the two broad emission lines: flux of the He II bump, flux of the C/N bump, width of the He II bump, and width of the C/N bump.

We check the boundary of the width before convergence, probably due to the relative error is similar to that of the measured values from fitting and the input values. We perform this procedure 1000 times for each input combination ($\sigma$, broad emission S/N) and show the distribution. The upper panels have an input Gaussian width of $\sigma = 10$ Å (for both the C/N and He II bumps), while in the lower panels, the two bumps each have a width of $\sigma = 16$ Å. Different colors in each panel correspond to different broad emission S/N. From left to right, we show the distributions for four measured parameters of the two broad emission lines: flux of the He II bump, flux of the C/N bump, width of the He II bump, and width of the C/N bump.

We should also mention that besides the blue bump, the red bump of broad emission lines around 5800 Å is also an important feature of the extragalactic WR population (e.g., Crowther 2007) and potentially sensitive to IMF variation (e.g., Guseva et al. 2000; Pindao et al. 2002). However, with the current sensitivity of our data, detectable red bump features are only in a small fraction of WR regions. The occurrence and completeness of red bumps in our sample are rather small, mentioned in Paper I. Thus, we do not measure the red bump or compare it with model predictions. It is worth noticing, however, that the red bump (if it exists) is indeed taken into account in our second approach, which constrains the IMF models based on full spectral fitting (to be elaborated in Sections 2.5 and 3.2), thus including all features that are sensitive to IMF variation.

2.3. Starburst99 Model

Leitherer et al. (1999) publicized the online stellar evolutionary model Starburst99, based on the Leitherer & Heckman (1995) models. It incorporates a set of evolutionary models of different stars from the zero-age main sequence to supernova explosion. It simulates the evolution of stellar parameters including mass, luminosity, effective temperature, surface chemical composition, etc. and assigns stellar spectra to obtain the synthesized total spectrum at each time slice given different physical conditions, such as metallicity and the IMF. This model is designed for starbursts or a young stellar population. It is thus among the few models that incorporate the WR population. Its WR feature is essentially the same as described in Schaerer & Vacca (1998).

The advantage of Starburst99 is the very fine time grids and a wide range of IMF slopes. The WR population is very young and short-lived. Its lifetime is typically less than 10 Myr, which is orders of magnitude smaller than the normal stellar population. Starburst99 calculates stellar evolution by 0.1 Myr precision and thus provides 90 steps in the range of 1–10 Myr. It provides complete sets of predicted WR feature parameters with IMF slope $\alpha = 1.00$, 2.35, and 3.30 and stellar metallicity $Z = 0.0004$, 0.001, 0.004, 0.008, 0.02 (i.e., $Z_\odot$), and 0.04.

Besides different physical conditions, Starburst99 also allows for different star formation histories (SFHs). For $\alpha = 2.35$, it provides model predictions with five different SFHs: instantaneous burst and constant star formation of 1, 2, 10, and 100 Myr.

2.4. BPASS Model

In addition to Starburst99, we also use the latest stellar evolution model BPASS v2.2.1 (Elridge et al. 2017; Stanway & Eldridge 2018), which provides models for both singular and binary stellar populations. This allows us to examine the effect of binary populations on WR features, as well as the resulting constraints on the IMF slope. The effect could be significant. For instance, when binary evolution is
considered, the lifetime of the WR population can be extended from 5 to 10 Myr (Eldridge & Stanway 2009). BPASS adopts atmosphere models from the Potsdam PoWR group (Hamann & Gräfener 2003; Sander et al. 2015) and a distribution of binary parameters including binary fractions presented in Table 13 of Moe & Di Stefano (2017), which were based on local stellar populations and lack information for subsolar metallicity populations as a caveat.

BPASS has finer metallicity grids than Starburst99 but a narrower IMF slope range and coarser time grids. It provides complete sets of SSP spectra with 13 different metallicities from $Z = 1.0 \times 10^{-3}$ to 0.040 and three IMF slopes, $\alpha = 2.00, 2.35, \text{and} 2.70$. It has two sets of models with an upper mass limit of $M_{\text{upper}} = 100$ and $300 M_{\odot}$. The time resolution is 0.1 dex and therefore has only 10 grids in 1–10 Myr. Unlike Starburst99, BPASS only provides instantaneous bursty models.

BPASS SSP models involve WR stellar emission lines when WR stars are present. In order to compare the strength of the WR bump between the model and data, we have measured the equivalent width of the blue WR bump of the SSPs, adopting a local linear baseline. The WR bump exists only in very young populations, so the stellar absorption lines are not abundant, and the stellar continuum is rather flat (except for the oldest snapshot at $\log_{10}(\text{age}) = 7.5$ of $Z = 0.02$ or higher, to be mentioned later). In the next subsection (Section 2.5), we will also use these SSP models as templates to directly fit the spectra of WR galaxies/regions in our sample. This allows direct modeling of WR spectra with SSPs.

### 2.5. Bayesian Inference of WR Spectra

In Section 2.2, we have performed full spectral fitting to each of the 910 WR spectra in our sample in order to separate emission lines (particularly the WR blue bump) from the stellar spectrum so that the WR bump can be reliably measured. Now we perform full spectral fitting to the WR spectra again but using Bayesian inference for Galaxy Spectra (BIGS), which is a Python spectral fitting code developed by Zhou et al. (2019). BIGS adopts the approach of Bayesian inference and the Markov Chain Monte Carlo algorithm to model the composite stellar populations present in the observed WR spectra. The code incorporates different stellar population models and all IMFs discussed in previous subsections. By comparing the Bayesian evidence for different models, one can select models reliably and efficiently. In Section 3.2 we will take advantage of this virtue to compare BPASS models of different IMF’s.

The working process of BIGS can be summarized as follows. First, a stellar IMF and specific SFH are assumed. The SFH model is then combined with a set of SSP templates of BPASS and a simple screen dust model (Charlot & Fall 2000) to generate composite model spectra, which are then convolved with the stellar velocity dispersion derived above (Section 2.2) to account for kinematic and instrumental broadening effects. Next, the model spectra are compared with each of the observed spectra, and accordingly, the likelihood for a given set of model parameters is calculated. The MULTINEST sampler (Feroz et al. 2009, 2013) is utilized to sample the posterior distributions of the model parameters and derive the Bayesian evidence. The BIGS code has been successfully applied to MaNGA data to constrain the IMF slope for elliptical galaxies (Zhou et al. 2019), as well as the SFHs of both low-mass galaxies (Zhou et al. 2020) and massive red spiral galaxies (Zhou et al. 2021).

We have fitted each of the WR spectra using BIGS. Specifically, the WR population is modeled by a recent nearly instantaneous burst with a look-back time of 0–10 Myr, later referred to as the “bursty stellar population.” This component is superposed on an underlying old stellar population modeled by the commonly adopted exponential $\tau$-decaying model. Free parameters in fitting are dust attenuation quantified by color excess $E(B - V)$, burst-to-total mass ratio $\beta$, stellar metallicity of the bursty stellar population $Z_b$, and standard parameters of the $\tau$ model (i.e., stellar metallicity $Z_\tau$, lifetime $\tau$, and starting time $t_0$). The two metallicities $Z_b$ and $Z_\tau$ are fitted independently in the fitting. We take the best-fit metallicity of the bursty stellar population as the metallicity of the WR population (for simplicity, we define $Z \equiv Z_b$ hereafter) and use it for all of the following figures and discussion. We note that we have dropped a few spectra with unreasonably low metallicity in the tail of the derived $Z$ distribution ($\log_{10}(Z/Z_\odot) < -1.5, Z_\odot = 0.02$). During the fitting, we have masked out emission lines in a iterative manner (see Li et al. 2005, for details), but the WR bump is kept and fitted.

For each spectrum, we have done multiple fittings using all of the available SSP templates from BPASS. These include two sets with different types of evolution (i.e., singular and binary), and each set consists of nine SSP models with different IMF assumptions (corresponding to four different high-mass slopes paired with two different upper mass limits, plus an additional Salpeter IMF; see Table 1 for details). As a result, for each WR spectrum, we have 18 fittings and, correspondingly, 18 derivations for each aforementioned physical quantity, such as $E(B - V), Z,$ etc. Figure 4 shows the cumulative distributions of

### Table 1

A Table Summarizing All Models

| Model feature | Starburst99 | BPASS Singular | BPASS Binary |
|---------------|-------------|----------------|--------------|
| IMF slope $\alpha$ | 1.00, 2.35, 3.30 | 2.00, 2.30, 2.35, 2.70 | 2.00, 2.30, 2.35, 2.70 |
| IMF upper cutoff $M_{\text{upper}}$ in $M_{\odot}$ | 120 | 100, 300 | 100, 300 |
| Metallicity $Z$ grids | 4E-4, 1E-3, 4E-3, 8E-3, 0.02, 0.04 | 1E-5 to 0.04 | 1E-5 to 0.04 |
| Number of age grids in 0–10 Myr | 90 | 10 | 10 |
| Use as SSP templates in BIGS fitting | No | Yes | Yes |
| Use in WR property comparison in Section 3.1 | Yes | Yes | Yes |
| Use in Bayesian inference of IMF slope in Section 3.2 | No | Yes | Yes |
Figure 4. Comparison of derived bursty metallicity among different IMF assumptions. Each WR spectrum has a set of derived Z from fitting with different IMF assumptions. We arbitrarily set the singular model of the Chabrier IMF with a 100 $M_\odot$ upper limit to be the standard and divide all other metallicity values of each spectrum by its $Z_{\text{Chab,100,singular}}$. We then plot the cumulative distribution of the ratios. The gray line of the Chabrier IMF with a 100 $M_\odot$ upper limit is, by construction, entirely 1.00. The horizontal dotted line crosses each cumulative distribution at its median value.

The measurements of the stellar metallicity (the bursty stellar population) with solid (dashed) lines for the singular (binary) population models and different colors for the different IMFs, as indicated. We have scaled the Z measurements of each WR spectrum by the measurement of an arbitrarily chosen model, which is the singular model with a Chabrier IMF and an upper mass limit of 100 $M_\odot$. Overall, as one can see, different models give rise to similar distributions of Z, as indicated by the sharp rise at around $Z/Z_{\text{Chab,100,singular}} = 1$ and the relatively narrow range of the median Z (indicated by the horizontal dotted line) spanned by the models. The largest difference between binary models and this particular singular model, which is $>0.31$ dex, occurs with the binary models of $\alpha = 2.70$ and $M_{\text{upper}} = 100 M_\odot$ (dashed brown line) and $\alpha = 2.00$ and $M_{\text{upper}} = 300 M_\odot$ (dashed orange line). The differences are smaller if the comparison is limited to the singular population models only, with the largest difference ($<20\%$) occurring between the same pair of models. Apart from looking at the median values, the smaller differences between the singular models can also be seen from the more sharply rising of the distributions. These results indicate that the Z measurements are weakly dependent on the adopted IMFs, but there are systematic differences between the singular and binary models for a given IMF. In what follows, we will need to divide our WR galaxies/regions into subsets according to stellar metallicity. For simplicity, we use the median measurement of Z for each WR galaxy/region, but separately for the case of singular and binary population models.

Figure 5 displays the distribution of the median stellar metallicity measurements for the singular (left panel) and binary (middle panel) population models. The main panels show the cumulative distribution functions, while the upper panels show the corresponding histograms. Results for the three WR catalogs are shown separately. The overall distribution of all of the WR galaxies/regions in our sample is plotted as the black histogram in the upper panels. When Z07 and B08 are plotted individually, they both have their original full catalogs, while in the combined distribution (black histograms) and the scatter plot (right panel), their 101 common galaxies only occur once. Our sample spans a wide range of metallicity (from $Z \sim 0.001$ to 0.03), as one can see from the figure. The Z07 and B08 catalogs present similar distributions in Z, while the WR catalog from MaNGA is relatively metal-rich. This might be implying that the WR regions at galactic centers as selected by Z07 and B08 are more metal-poor than those in the disk, which dominate the WR catalog selected from MaNGA. We will come back to this point in a later paper of this series (F.-H. Liang et al. 2021, in preparation). The vertical dotted lines in the left and middle panels indicate the boundaries used to select subsamples in Section 3.1 for Figures 6 and 7. We set the bin boundaries according to the availability of Z grids in Starburst99 and BPASS models. The right panel compares the median measurements for the singular and binary population models. Most data points distribute along or close to the identity line, while a considerable fraction of the data points deviate from the line. This means that the choice of using a singular or binary evolution model can cause a significant difference in the derived metallicity to a small fraction of observed spectra. This further suggests that it is necessary to consider the effect of binary populations when modeling the underlying stellar populations of observed spectra.

In Table 1, we summarize the key information of our modeling described in this section.

3. Constraining the High-mass Slope of the IMF

3.1. Constraining the IMF Slope with SSPs

First, following Z07, we examine the correlation of IMF slope with stellar metallicity by comparing the observed WR features in our sample with those of the SSPs from Starburst99 using WR galaxies/regions in different stellar metallicity intervals. The results are shown in Figure 6, where we plot the distribution of EW_{4650} (upper panels) and $F_{4650}/F_{H\beta}$ (lower panels) versus $EW_{H\beta}$. The measurements of EW_{4650} and $F_{4650}/F_{H\beta}$ are obtained in Section 2.2, while $F_{H\beta}$ and $EW_{H\beta}$ are described in Section 2.1. As pointed out in Z07, the use of EW_{4650} and the ratio to H$\beta$ can alleviate the uncertainties from dust extinction. In the figure, the panels from left to right correspond to four metallicity ranges: $Z < 0.002, 0.002 < Z < 0.0063, 0.0063 < Z < 0.01,$ and $Z > 0.01$. The median metallicity of the observed galaxies/regions in each bin is $Z = 0.0013, 0.0045, 0.0089$, and $0.0150$ in the case of singular models and $Z = 0.0012, 0.0043, 0.0079$, and $0.0152$ in the case of binary models. In each panel, the dots represent WR galaxies or regions from our combined sample, and the large black cross and error bar indicate the median of the data points and the median of the absolute deviation from the data’s median. We use the median of the data points and the median absolute deviation, instead of the mean average and the standard deviation, as often adopted, in order to minimize the effect of outlier data points.

For comparison, predictions of the evolutionary tracks of instantaneous starbursts from Starburst99 with metallicities of $Z = 0.001, 0.004, 0.008$, and $0.020$ are plotted as colored lines. In each panel, lines of different colors represent the three different IMF slopes: $\alpha = 1.00, 2.35$, and $3.30$. As one goes from low to high metallicities, the location of the data
points moves significantly with respect to the model lines. As a result, models of different IMF slopes are needed to interpret the data at different metallicities. In the lowest metallicity bin (Z = 0.001), all of the data points are far beyond the enclosed parameter range of all of the models. At Z ~ 0.004, quite a fraction of the data points, as well as the median value, fall in between the red (α = 1.00) and magenta (α = 2.35) lines. At Z ~ 0.008, more data points fall below the magenta line, and the median of the data points falls slightly below the blue line (α = 3.30). Finally, in the highest metallicity bin, where Z = 0.02, the majority of data points and their median values are well enclosed by the model with the steepest IMF (blue line; α = 3.30). These clearly suggest a metallicity-dependent IMF slope in the sense that the IMF steepens with increasing metallicity. From the figure, as one can see, this trend is attributed to the significant change of the model tracks with metallicity, in contrast to the weak metallicity dependence of the distribution of the data points in the two parameter diagrams. In all panels, the median of EW_{4650} remains ~5 Å, while the median of F_{4650}/F_{Hβ} spans a limited range of 0.12–0.18. In the models, however, for a fixed IMF slope, both EW_{4650} and F_{4650}/F_{Hβ} change significantly with metallicity. Taking the magenta line (α = 2.35), for example, the peak value of EW_{4650} increases from ~5 Å at Z = 0.001 to ~28 Å at Z = 0.02, and the peak value of F_{4650}/F_{Hβ} increases from ~0.02 to ~0.85. Combining the observational (lack of) trend and the theoretical trend, one can clearly conclude that any single IMF cannot explain the data at all metallicities, and that a “bottom-heavy” (“top-heavy”) IMF is needed to interpret the data at high (low) metallicities. This result is well consistent with Z07 and recent studies that use different catalogs/data and methods (e.g., Cappellari et al. 2012; Li et al. 2017; Parikh et al. 2018; Zhou et al. 2020).

In addition to the instantaneous burst models, we also consider model predictions from Starburst99 for star formation with longer durations. We show the results in Figure 6 for the Salpeter IMF (α = 2.35) as different shades of gray lines in each panel. The four lines from light to dark gray correspond to SFHs with duration t = 1, 2, 10, and 100 Myr. As the burst duration increases, the predicted WR bump becomes weaker when compared to Hβ emission. This can be explained by the different lifetimes between the WR population (which produces the WR feature at around 4650 Å) and other OB stars (which produce the Hβ emission). For an instant starburst of a given IMF and metallicity, WR and OB stars are formed at the same time and mixed instantaneously, and the WR feature is stronger in this case than in an extended burst. For an extended burst, since WR stars have shorter lifetimes than other OB stars, at any given time, the existing WR population is mixed with both contemporary OB stars and those formed at earlier times. This dilutes the feature of WR stars against the continuum (the denominator of EW_{4650}) and the Hβ. In Figure 6, we can see that the gray lines basically span the parameter space between the magenta and blue lines. Thus, variation in SFH alone cannot fully interpret the data when the IMF slope is fixed at α = 2.35.

Next, in Figure 7, we show the evolution of the WR parameter EW_{4650} with time as predicted by BPASS for both singular (upper panels) and binary (lower panels) populations and different IMF slopes (lines) and metallicities (columns). For the singular populations, the predictions of Starburst99 are also plotted for comparison. From the observational side, we have obtained measurements of EW_{4650} for all of the WR galaxies and regions. However, it is hard to reliably estimate ages for such young stellar populations, considering the age–metallicity degeneracy and uncertainties in the age derived from stellar population synthesis. Also, the SFH we use in Section 2.5 does not set the age of the starburst as a free parameter. Therefore, we plot the histograms of EW_{4650} of the WR galaxies/regions in the side panels, with the median value indicated by the horizontal dashed lines. As one can see from the upper panels, although the stellar ages from the two models cover similar ranges, the WR features from Starburst99 are much stronger than those from BPASS for a given IMF and metallicity. Despite the discrepancy in the absolute value of EW_{4650}, the two models predict the same trend that, at a fixed IMF slope, EW_{4650} increases with increasing metallicity. Since the median value of EW_{4650} in the sample depends very weakly on metallicity, both models require an increase in the
more extended SFH than the colored lines of the instantaneous starburst. The darker the gray, the more prolonged the SFH.

In Figure 6, we compare the WR parameters of the observation and the singular evolutionary model (namely Starburst99) in this figure. The upper panels show the comparison in the plane of EW_{4650} vs. log(EW_{Hβ}), while the lower panels show F_{4650}/F_{Hβ} vs. log(EW_{Hβ}). The WR regions (shown as dots) are divided into four Z bins (four different columns) and compared with the corresponding model predictions (shown as evolutionary tracking lines). The large black cross is the median value of the data points in each panel, with error bars showing the median absolute deviation. Different colors of lines are different IMF assumptions, with the red line being case of lowest metallicity bin, while the model with Starburst99 of metallicity for both the data and model predictions. We limited range of the IMF slope in the model in the lowest metallicity bin, which may be attributed to the IMF slope in the model (α = 2.00–2.70). Models of α = 2.00 get closer to the data in the two intermediate metallicity bins, while the model of α = 2.70 best matches the data in the highest metallicity bin.

In the lower panels, the need for steeper IMFs at higher metallicities can also be seen for the binary population models. In the lowest metallicity bin, the model with the flattest IMF (α = 2.00) matches the median of the sample, while in the two intermediate metallicity bins, the data fall in between the models with α = 2.00 and 2.35. In the highest metallicity bin, it is the model with the steepest IMF (α = 2.70) that best matches the data. This result suggests that the metallicity-dependent variation of the IMF slope holds in both singular and binary population models.

The difference caused by varying between M_{upper} = 100 and 300 M_{⊙} (with other parameters fixed) is tiny. Thus, for simplicity, we do not differentiate this upper mass limit, where relevant.

In Figure 8, we plot EW_{4650} as a function of stellar metallicity for both the data and model predictions. We consider BPASS models of both singular (left panel) and binary (right panel) populations. Galaxies/regions from our sample are plotted with small dots, while the red crosses and error bars represent the median and the median absolute deviation in a given metallicity bin. For a given IMF and metallicity, we show both the peak value of EW_{4650} (solid lines) and the median value (dashed lines) among snapshots when significant WR features exist (more specifically, the median value among SSPs with at least 10% of the peak value, which is a reasonable threshold, considering the observed EW_{4650} range). Overall, as already seen from previous figures, the median observed EW_{4650} shows a weak dependence on metallicity in the data. In the models with a fixed IMF slope, the predicted EW_{4650} increases with increasing metallicity, and the effect is most remarkable at the lowest metallicities (Z ≤ 0.01). At higher metallicities, the predicted EW_{4650} flattens out. Combining the weak variation (or no variation) of the observed EW_{4650} at all Z and the significant increase of the model-predicted EW_{4650} as a function of Z assuming a fixed IMF, one can expect that we need different IMF assumptions at different Z in order to reproduce the observed values at all Z. More specifically, we need to assume a flatter IMF (i.e., top-heavy) at lower metallicities and a steeper IMF (i.e., bottom-heavy) at higher metallicities. A more detailed comparison between the data and model, which leads to this IMF variation in a more quantitative way, follows.

When comparing observed data points with models in Figure 8, one needs to compare the data points with the intervals spanned between the peak and median values at any given IMF. Since the ages of the observed WR regions are unknown, different WR regions should be at randomly different phases of the WR lifetime. Thus, the observed WR sample should have a distribution (rather than an exact value) of EW_{4650} at any given Z bin. Besides, the detection completeness of the WR regions is higher for regions with
higher EW_{4650}, since these bumps are less likely to be destroyed by observational noise in the spectra. Combining the above analysis, we expect that the detected WR EW_{4650} should mostly fall in this interval (between the medians and the peaks of model prediction). In the left panel, the median observed EW_{4650} shown with red crosses fall in (or are closer to) the blue interval alone (α = 2.00) at low Z, while they fall in the green interval alone (α = 2.70) at high Z. In other words, it is clear that a universal IMF does not exist to encompass the WR observations at all metallicities. In the right panel of binary modeling, this trend also exists but is less clear. The red cross at the lowest Z falls in the blue interval (α = 2.00) but is also at the boundary (peak) value of the orange interval (α = 2.35), which means that the flattest IMF slope is slightly preferred in this metallicity. The orange interval also encompasses the red crosses in the three intermediate Z bins. In the highest Z bin, the red cross falls below the orange interval and is at the boundary (peak) of the green interval (α = 2.70). Thus, the steepest IMF is slightly preferred at the highest Z. It is interesting that the same trend holds in both singular and binary population models, although the metallicity dependence of the WR feature in the binary models is slightly weaker than that in the singular models.

It has been seen that for a given IMF slope, the models predict stronger WR emission (higher EW_{4650}) at higher metallicity. This is due to the positive correlation between metallicity and the mass-loss rate (and therefore stellar wind emission) of WR stars (Crowther 2007). The absence of such a trend in the observed WR population means that at lower metallicity, more WR stars are needed to compensate for their relatively weaker stellar winds than at high metallicity. This immediately implies a top-heavy IMF at low metallicity.

We should stress that all of these analyses should be considered in a statistical manner. In other words, we always compare the average of data points with models. If we examine individual data points, we can see that many of them are located well apart from any model prediction, especially at the low-metallicity end. The discrepancy at low metallicity is very large for the singular evolution case, e.g., in the bottom left panel of Figure 6, the upper left panel of Figure 7, and the leftmost part of the left panel of Figure 8. The introduction of the binary evolution models alleviates this discrepancy, which should be a demonstration of the importance of binary evolution. Nonetheless, even when we look at the binary case, some individual points still deviate from all model predictions. This can be attributed to uncertainties in measuring WR bumps, the relatively narrow range of available IMFs in BPASS models, the lack of knowledge in high-mass stellar evolution at low metallicity, etc. We leave a deeper investigation of the discrepancy between models and individual WR regions to future studies.

3.2. Bayesian Inference of the IMF Slope from Full Spectral Fitting

As described in Section 2.5, we have performed full spectral fitting to each of the WR spectra in our sample using BIGS, which provides Bayesian evidence for us to select the best model among many others. We consider the BPASS models of both singular and binary populations. For each spectrum, we fit with BIGS using models of the three different IMF slopes: α = 2.00, 2.35, and 2.70. We then select one of the three IMF slopes that leads to the highest Bayesian evidence as the optimal IMF slope for the spectrum. In this way, we divide the
910 WR galaxies/regions into three groups according to the optimal IMF slope. Figure 9 displays the cumulative distribution of Z for the three groups. The upper and lower panels show the results (solid lines) for the singular and binary models separately. In both panels, the metallicities of the group with the steepest IMF ($\alpha = 2.70$; green lines) are higher than those of the other two groups, as can be seen from the separation between the distributions, as well as the median metallicities indicated by the horizontal line. The separation between the distributions is apparent at $0.01 < Z < 0.02$. We note that the curves converge at $Z < 0.01$ and $> 0.02$. We suspect that this is possibly due to the narrow range of available $\alpha$ in BPASS. This narrow range of variation makes the model less distinguishable at either very low ($Z < 0.01$) or very high ($Z > 0.02$) metallicity. This convergence may also be attributed to a lack of binary templates, since we can see in the lower panel that the separation among curves is generally larger at the high-Z end. We also select a subset of spectra with relatively high spectral S/N at $\sim 4675$ Å ($S/N > 20$) and plot the results as dashed lines in the same figure. Results of the high-S/N spectra are similar to those of the full sample, with separation being slightly clearer in the binary modeling (lower panel).

In Figure 10, we divide all of the WR galaxies/regions into four bins according to $Z$ as specified in the legends. For each spectrum, since we have performed multiple fittings with different IMF assumptions, we now extract the Bayesian evidence from fittings with $\alpha = 2.70$ and 2.00. We calculate the ratio of them to indicate the preference between the two IMFs. For each WR spectrum, if the ratio is larger (or smaller) than 1, $\alpha = 2.70$ (or $\alpha = 2.00$) is favored. We then plot the cumulative distribution of the Bayesian evidence ratio $\log_{10}(\text{Evi}_{2.70}/\text{Evi}_{2.00})$. Again, we show results for both the full sample (solid lines) and the subset with high spectral S/N at $\sim 4675$ Å (dashed lines). Note that the four Z bins in this figure, as well as in the following figure, are different from those in the previous subsection. In the previous subsection, the bins are set by the availability of Z grids of model SSPs, especially limited by the scarce grids of the Starburst99 model. In this subsection, since we use Bayesian evidence to infer the IMF slope instead of comparing to SSPs, we can better bin our sample by Z into subsamples with roughly equal sizes. Besides, we use spectra with $Z < 0.002$. For we have shown in the previous subsection that no model matches the data well in this lowest Z bin. Both the overall distribution and the median value of the evidence ratios favor larger values with increasing metallicity, especially for the subsample of high spectral S/N. This indicates that a steeper ($\alpha = 2.70$) IMF is preferred at higher Z. This result holds for both singular and binary models.

In Figure 11, we further present the evidence ratios in a slightly different way from Figure 10. We divide our sample into the same Z bins (with dots located at the median Z of each bin and median absolute deviation as error bars) and show quartiles of the evidence ratios in each bin. In general, we can see a positive trend between evidence ratio quartiles (all three quartiles) with Z in both panels (both singular and binary cases). In other words, at higher Z, the evidence ratios are higher no matter which quartile of the distribution we look at. This again indicates that the steeper IMF $\alpha = 2.70$ is preferred at higher Z, consistent with previous findings. The high spectral S/N subsample results (shown with dashed lines) present a clearer trend in the singular modeling (upper panel) than the full sample (shown with solid lines), while in the binary modeling (lower panel), they are roughly the same as the full sample. Besides, the trend of singular (binary) modeling exists in lower (higher) Z bins, i.e., $Z \lesssim 0.015$ ($Z \gtrsim 0.007$), and flattens out elsewhere. This means the transition between $2.00$ and $2.70$ happens at slightly different Z intervals with singular and binary modeling. Besides, when we inspect the values of the evidence ratios instead of the trend, we find that the singular modeling experiences a transition from negative median $\log_{10}(\text{Evi}_{2.70}/\text{Evi}_{2.00})$ to positive median values, while the median values in binary modeling are positive at all Z. Although this phenomenon does not conflict with the variation of IMF given the clear trend of evidence ratio we have discussed, further studies are needed to better investigate the implied degeneracy between binary modeling and IMF variation. In

Figure 8. Comparison of EW$_{4650}$ and Z for both singular (left) and binary (right) evolution. Different colored lines are model predictions with different IMF slopes. Since it is impossible in this 2D figure to show another dimension of the time evolution of EW$_{4650}$, we instead show the maximum values during the WR phase with solid lines and the median values of EW$_{4650}$ (among snapshots when a significant WR feature exists) with dashed lines. Red crosses are the median value of the data points at different Z bins. Error bars are the median absolute deviation.
addition, evidence ratios at the highest $Z$ bin have a larger variation, reflected by the larger separation between the first and third quartiles at this $Z$. The origin of this larger scatter is still unknown. We also notice the significant difference between median $Z_{\text{singular}}$ and $Z_{\text{binary}}$ in the highest $Z$ bin despite the same binning boundaries. This is a direct result of the systematically different distributions of $Z_{\text{singular}}$ and $Z_{\text{binary}}$.

To sum up, we have echoed our findings in Section 3.1 by means of Bayesian inference of WR spectra in this subsection. A top-heavy IMF is preferred in low-$Z$ environments. This holds for both singular and binary modeling. A high spectral S/N (at $\sim4675$ Å) subsample sometimes shows this trend more clearly than the full sample, namely, in the lower panel of Figure 9, in Figure 10, and in the upper panel of Figure 11. Nonetheless, we can see the limitations of the narrow IMF slope range of the BPASS models. Models covering wider ranges in $\alpha$ are needed in order to better constrain the relationship between $Z$ and $\alpha$ at both high and low metallicities.

4. Discussion

4.1. WR Spectra as a Unique Probe of the IMF Slope

The WR spectra provide a unique probe to constrain the massive end of the IMF with the youngest stellar population (<10 Myr) in galaxies. This approach relies on the fact that the WR feature in the integrated spectra of galaxies or star-forming regions is produced by living massive stars during their WR phase and is thus sensitive to the IMF slope at the high-mass end. This approach is complementary to other probes that have
mostly focused on old stellar populations in early-type galaxies or bulges in late-type galaxies (e.g., Cappellari et al. 2012; Li et al. 2017; Parikh et al. 2018; Zhou et al. 2019).

In an early work, Guseva et al. (2000) analyzed the long-slit spectra of 39 WR galaxies covering a wide range of gas-phase metallicity. It was found that, at the lowest metallicities of their sample, the distribution of galaxies on the diagram of WR bump equivalent widths versus EW_{H\alpha} can be better (though not fully) matched by theoretical predictions of the models of Schaerer & Vacca (1998) if a very shallow IMF with $\alpha = 1.00$ is adopted instead of the Salpeter IMF with $\alpha = 2.35$. The original authors did not attribute this phenomenon to IMF variation. Based on the SDSS DR3, Z07 identified a large sample of 174 WR spectra and examined both EW_{4650} and $F_{4650}$/$F_{H\alpha}$ as a function of $\log_{10}(EW_{H\alpha})$. The authors compared the WR galaxy distribution on these diagrams for four different metallicity ranges separately with predictions of the single population models of Schaerer & Vacca (1998) with different IMF slopes (the same models as used in Starburst99). This analysis led to the conclusion that steeper IMF slopes are needed at higher metallicities in order for the model to better match the data, in good agreement with the early hint from Guseva et al. (2000). The same trend is also seen in our work, as shown in Figure 6, but our work has well extended the work of Z07 in the following aspects.

First, we have significantly enlarged the WR sample and improved the coverage of galaxy properties for the sample by combining the SDSS-based WR catalogs constructed in previous studies (Z07; B08) with the MaNGA-based catalog constructed in our previous work (Paper I). As shown in Figure 1, different WR catalogs cover basic galaxy parameters in quite different ways due to different selection methods. In addition, the SDSS spectra are limited to the central regions of galaxies, and the MaNGA data cubes include the outer regions of galaxies in our analysis. The combined sample thus includes a more complete set of WR regions from different locations and in different types of galaxies.

Second, for consistency, we have used our own pipeline to reanalyze all spectra in the combined WR sample instead of taking values from the literature. We have carefully decomposed and measured the emission lines in the WR wavelength window. We have also applied our spectral fitting code BIGS, which allows statistical comparison and selection of different models in a Bayesian inference framework. These careful treatments of data analysis have provided a solid basis to support our conclusions.

Third, on the theoretical side, we have considered not only the singular evolution model as used in Z07 but also the recently developed model BPASS. The metallicity-dependent IMF slope variation is also supported by this new model. In addition, the binary population models in BPASS have allowed us to examine the effect of binary evolution. At intermediate-to-high metallicities, we find similar results when considering binary population models. At the lowest metallicities, models with binary populations predict larger equivalent widths of the blue WR bump, thus more closely matching the data than the singular population models. As can be seen in Figure 8, the binary model with the shallowest IMF well matches the median EW_{4650} of the data at the lowest metallicities, while all of the singular models significantly underpredict the same quantity. This is the first time that binary evolution is explicitly considered in the constraint of the IMF.

4.2. Systematics and Caveats in Interpreting the Results

Several sources of uncertainty and random error could have come into our analysis. First, we rely on stellar continuum subtraction in measuring WR features. This can cause some uncertainties in our measured $F_{4650}$ and EW_{4650} due to residual continuum, in addition to the random error due to spectral noise. Second, in the derivation of the metallicity of our spectra, we assume a two-component SFH when carrying out stellar population synthesis. This is another source of model dependency. Again, we stress that given these uncertainties, we do not analyze any single WR spectrum. All of our results are based on a large sample, which should be more robust against uncertainties.

We mainly test two potential systematics. The first is contamination of the WR stellar population by other populations,
such as old underlying populations and diffuse ionized gas (DIG) surrounding WR populations. In principle, our second approach, discussed in Section 3.2, is not affected by this contamination, for we have already included and then subtracted the contribution of old populations to the spectra. However, this can affect our measured EW\textsubscript{Hα}, since the old population can contribute considerably to the stellar continuum. We select the subsample with the highest surface brightness of H\textalpha as an indication of the dominance of the H II region of the recent starburst. This subsample should have the lowest contamination from the old population and DIG. We also select the subsample with the lowest redshift. Given a fixed spatial resolution of the instrument, the lowest redshift indicates the best physical resolution and the least contamination from surrounding stellar populations. With these two subsamples, all trends of IMF variation discussed earlier still exist. Second, we compare our stellar metallicity with the gas-phase metallicity (i.e., oxygen abundance). Though our stellar metallicity is model dependent and digitalized, different gas-phase metallicity indicators also have variations and inconsistencies among them. Besides, stellar metallicity allows a more direct comparison with theoretical models, while gas metallicity needs an arbitrary conversion to stellar metallicity before being compared with models. Therefore, we choose to use stellar metallicity throughout this work. We also test our results against three popular gas-phase metallicities, namely, O3N2 (Pettini & Pagel 2004), N2O2 (Kewley & Dopita 2002), and R23 (Pilyugin & Thuan 2005). Our general results and conclusions do not change with the gas-phase metallicity.

In addition, the stochastic sampling of the IMF at actual star formation scales adds to the complexity of its nature. Massive star formation requires much denser molecular clouds than other stars, summarized as the “high-mass star formation threshold” (e.g., Baldeschi et al. 2017). Then, the stochastic sampling of the IMF could potentially depend on local star formation rates, core mass function, etc. The concept of “integrated galactic IMF” has been proposed to bridge the small-scale physics of star formation and the galactic stellar population (e.g., Kroupa & Weidner 2003; Yan et al. 2017; Jerabková et al. 2018). More work needs to be done in this direction.

Following the detailed discussion of potential systematics in Pindao et al. (2002, Section 5.2), we have considered several other effects, but none of them appears greatly relevant to our sample and analysis.

### 4.3. Metallicity-dependent IMF Variation

There has been a rich history of studies, both observational and theoretical, on the variation of stellar IMF. From the observational side, a variety of probes have been used to constrain the IMF in the past two decades (e.g., Cenarro et al. 2003; Fernandes et al. 2004; Treu et al. 2010; van Dokkum & Conroy 2010; Cappellari et al. 2012; Conroy & van Dokkum 2012; Marks et al. 2012; Spiniello et al. 2012; Conroy et al. 2013, 2017; Ferreras et al. 2013; La Barbera et al. 2013; McDermid et al. 2014; Schechter et al. 2014; Posacki et al. 2015; Lyubenova et al. 2016; Davis & McDermid 2017; Li et al. 2017; van Dokkum et al. 2017; Zieleniewski et al. 2017; Parikh et al. 2018; Watts et al. 2018; Domínguez Sánchez et al. 2019; Zhou et al. 2019).

Most studies have focused on early-type galaxies but adopted different techniques, such as absorption line spectroscopy (e.g., Conroy & van Dokkum 2012; Conroy et al. 2017), kinematic analysis (e.g., Cappellari et al. 2012; Li et al. 2017), and stellar population synthesis (e.g., Parikh et al. 2018; Zhou et al. 2019). These studies have well established that the high mass end slope of the IMF is positively correlated with the central stellar velocity dispersion (\(\sigma_\text{g}\)) of elliptical galaxies. Using the IFS of MaNGA, Li et al. (2017) found that the same correlation is well extended to bulges of late-type galaxies. More recently, also based on MaNGA data, Parikh et al. (2018) and Zhou et al. (2019) adopted different techniques, and both found the IMF slope to also be positively correlated with the stellar metallicity of the elliptical galaxies. Martín-Navarro et al. (2015b) and Zhou et al. (2019) further demonstrated that, when compared to \(\sigma_\text{g}\), stellar metallicity appears to be more fundamental to the variation of the IMF slope. In an earlier work, Z07 found the same trend in star-forming galaxies using an SDSS-based sample of WR spectra. Our work provides further observational evidence, particularly in the sense that the metallicity-dependent variation of the IMF slope holds even when binary population models are considered. Besides, Zhang et al. (2018) and Romano et al. (2019) modeled isotopic ratios of CNO isotopes and discovered that a top-heavy IMF is needed in their samples of starburst galaxies.

In addition to these statistical studies of samples of galaxies, detailed investigations of individual galaxies have also revealed variations of the IMF slope. For instance, Conroy et al. (2017) considered more flexible IMF forms and obtained a super-Salpeter IMF with an index of ~2.7 for the central region of NGC 1407, a massive elliptical galaxy in their sample. This result is consistent with the expectation from the \(\alpha-Z\) correlation given the known mass–metallicity relation of galaxies. Watts et al. (2018) reported a top-light IMF with \(\alpha = -2.45\) for the dwarf irregular galaxy DDO 145, which has a low metallicity of Z = 0.1 Z\odot. This result does not necessarily conflict with the positive correlation of \(\alpha\) with Z found from samples of WR spectra, considering the large scatter of individual WR galaxies/regions at fixed metallicity around the median relation in Figure 8.

On the theoretical side, there have also been many studies of variations of the IMF (e.g., Tsuribe & Omukai 2006; Clark et al. 2008; Machida 2008; Machida et al. 2009; Hocuk & Spaans 2010a, 2010b; Weidner et al. 2013; Chabrier et al. 2014; Ferreras et al. 2015; Clauwens et al. 2016; Barber et al. 2018, 2019a, 2019b; De Masi et al. 2018; Jerabková et al. 2018; Guszejnov et al. 2019; Gutcke & Springel 2019). In particular, the metallicity-dependent efficiency of molecular cloud fragmentation has long been proposed to explain the IMF variations. In this case, when compared to its primordial counterpart, metal-enriched gas has more coolants that can keep the gas temperature lower and thus lead to more efficient fragmentation, as shown in numerical simulations (e.g., Clark et al. 2008; Machida et al. 2009; Hocuk & Spaans 2010b). For instance, Hocuk & Spaans (2010b) performed 38 hydrodynamical simulations exploring the metallicity dependence of molecular cloud fragmentation and possible variations in the dense core mass function. The results indicated a clear and strong dependence of fragmentation on metallicity, in the sense that the average fragment mass decreases with increasing metallicity. This is consistent with steeper (bottom-heavy) IMF slopes at higher metallicities, as observationally found in our work and previous studies.
4.4. Importance of Binary Evolution for High-mass Stars and/or Low Metallicities

Observations show a positive correlation between binary fraction and stellar mass (e.g., Duchêne & Kraus 2013; Moe & Di Stefano 2017). Specifically for WR stars, van der Hucht (2001) reported that 39% of WR stars are found in binary systems. This mass dependence consolidates the necessity of adopting binary evolution models in analyzing the WR population. Besides, a dependence of binary fraction on metallicity exists as well. Figure 8 shows that, at the lowest metallicities ($Z < 0.005$), the models of SSPs predict a much weaker WR blue bump than the data, even when adopting a shallow IMF slope of $\alpha = 2.00$ (which is the shallowest slope available in BPASS). When considering the binary population models, the predicted WR features become more consistent with the data, and the model of $\alpha = 2$ well matches the median of the data points at the lowest metallicities. This implies that binary stars prefer a low-metallicity environment, although examinations of binary models of even shallower IMFs would be needed before one could make a solid conclusion. In fact, higher binary fractions have been both observationally found (e.g., Lucatello et al. 2005) and theoretically predicted (e.g., Machida et al. 2009) for metal-poor stars. As pointed out by Guseva et al. (2000), the theoretical models of Schaerer & Vacca (1998) predicted that WR stars in massive close binary systems in the late phases of an instantaneous burst of star formation may have larger equivalent widths. Therefore, a higher fraction of binary stars at low metallicities can more effectively increase the equivalent width of the WR bump, thus causing the model prediction to better match the data. This expectation also holds in BPASS models, as can be seen in the right panel of Figure 8.

5. Conclusions

In summary, this work attempts to constrain the slope of the high-mass end of the stellar IMF by comparing the spectroscopic features of WR galaxies/regions with predictions of stellar population models that cover a range of IMF slopes and stellar metallicity. We combine three large spectroscopic samples: two based on SDSS single-fiber spectroscopy (Z07; B08) and one based on the IFS from MaNGA (Paper I). Our sample includes 910 unique WR spectra. We measure the WR feature in each spectrum as quantified by EW$_{4650}$ (the equivalent width of the WR bump at around 4650 Å) and make comparisons with the SSP models of Starburst99 and BPASS, as well as the binary population models of BPASS. We also obtain Bayesian evidence for different models by performing full spectral fitting to each spectrum using BIFS (Zhou et al. 2020; see Section 2.5 for a summary). The comparison between data and model predictions and the Bayesian evidence of different models allows us to effectively constrain the IMF slope $\alpha$ for WR galaxies/regions with different stellar metallicities.

Our conclusions can be summarized as follows.

1. Comparisons of the observed EW$_{4650}$ with predictions of SSP models from both Starburst99 and BPASS suggest a positive correlation of IMF slope $\alpha$ with stellar metallicity $Z$, i.e., with a steeper IMF (more bottom-heavy) at higher metallicities. Specifically, an IMF with $\alpha = 1.00$ is preferred at the lowest metallicity ($Z \sim 0.001$), and a Salpeter or even steeper IMF is preferred at the highest metallicity ($Z \sim 0.03$).
2. Analysis of Bayesian evidence also implies steeper IMFs at higher metallicities.
3. The above results hold when binary population models are considered. In other words, any single IMF slope cannot simultaneously explain the WR features of galaxies/regions at all metallicities in models of both singular and binary populations.
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