Seismic inference of 57 stars using full-length Kepler data sets
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Abstract. We present stellar properties of 57 stars from a seismic inference using full-length data sets from Kepler (mass, age, radius, distances). These stars comprise active stars, planet-hosts, solar-analogs, and binary systems. We validate the distances derived from the astrometric Gaia-Tycho solution. Ensemble analysis of the stellar properties reveals a trend of mixing-length parameter with the surface gravity and effective temperature. We derive a linear relationship with the seismic quantity \( r_{02} \) to estimate the stellar age. Finally, we define the stellar regimes where the Kjeldsen et al (2008) empirical surface correction for 1D model frequencies is valid.

1 Introduction

Time-series analysis of the full-length Kepler data sets of solar-like main sequence and subgiants stars is presented in [1]. They identify modes of oscillations for 66 stars. Using the Asteroseismic Modeling Portal, AMP1, we analyse the individual frequency data from [1] for 57 of these stars and we supplement them with spectroscopic data from [2–7]. In this version of AMP, AMP 1.3, we fit the frequency separation ratios \( r_{01} \) and \( r_{02} \) [8] to determine the optimal models for each star in our sample.

The optimization method in AMP is genetic algorithm (GA) which efficiently samples the full parameter ranges without imposing constraints on unknown parameters, such as the mixing-length parameter or the initial chemical composition. The results of the GA is a dense clustering of models (1000s) around the optimal parameters. We analyse the distribution of these models to determine the stellar properties, such as mass, radius and age, along with their uncertainties. Details of the methods can be found in [2,11], with the most recent reference containing the tables of stellar parameters for the sample of 57 stars presented here. The results are validated using solar data and independent determinations of luminosity, radii, and ages.

In these proceedings we analyse the derived stellar properties of our sample. We compare their predicted distances with the recent solution provided by the Gaia-Tycho analysis (TGAS, [12], Sect. 2). In Section 3 we derive expressions for estimating the mixing-length parameter and the stellar age based on observed properties. Finally, in Section 4 we explore the range of parameters where the correction proposed by [13] to mimic the so-called surface effect related to seismic data is useful.

Figure 1. HR diagram showing the position of the 57 Kepler stars used in this work. Evolutionary tracks for solar-metallicity models with 1.0, 1.2, and 1.4 \( M_\odot \) stellar masses are shown.

2 Asteroseismic distances

We use the stellar luminosity, \( L \), constrained from the asteroseismic analysis to compute the stellar distance, as a parallax. The model surface gravity and the observed \( T_{\text{eff}} \) and [Fe/H] are used to derive the amount of interstellar absorption between the top of the Earth’s atmosphere and the star, \( A_K \), by applying the isochrone method described.
in [14]. Here, the subscript $K_s$ refers to the 2MASS $K_s$ filter [15]. We compute the bolometric correction $BC_{K_s}$, using $BC_{K_s} = 4.514650 - 0.000524 T_{\text{eff}}$ [16] where the solar bolometric magnitude is 4.72 mag. With $L$, $K_s$, $A_{Ks}$, and $BC_{Ks}$ we derive the the distance to each of the stars in our sample, and then its parallax.

The TGAS catalogue of stellar parallaxes was recently made available through the first Gaia Data Release [17]. A comparison of the parallaxes we derive and these new values is shown in Figure 2. Apart from a few outliers there is an overall good agreement between the independent methods. However, the parallaxes that we derive are systematically larger, with a mean difference of +0.7 mas, just over 2σ the current uncertainties on the TGAS parallaxes. The cause of this systematic difference is currently under investigation. Nevertheless it is worthy to note that such comparisons of independent methods may allow us to reveal errors in the extinction measurements, the bolometric corrections, the $T_{\text{eff}}$ or the underlying assumptions in the models which compute the stellar luminosities.

3 Trends in stellar properties

Performing a homogenous analysis on a large sample allows us to check for trends in some stellar parameters, and compare them to trends derived or established by other methods. We performed this check for two parameters: the mixing-length parameter and the stellar age.

3.1 The mixing-length parameter versus $T_{\text{eff}}$ and log $g$

The mixing-length parameter, $\alpha$, is usually calibrated for a solar model and then applied to all models for a set range of masses and metallicities. However, several authors have shown that this approach is not correct [18,19]. The values of $\alpha$ resulting from a GA offer an optimal approach to effectively test and subsequently constrain this parameter, since the only assumption is that $\alpha$ lies between 1 and 3.

The distribution of $\alpha$ with log $g$ and $T_{\text{eff}}$ (colour-coded, see figure caption) is shown in Fig. 3. We see that for a given value of log $g$, the value of $\alpha$ has an upper limit, which we can approximate by $\alpha < 1.65 \log g - 4.75$, and this is denoted by the dashed line in the figure. A regression analysis considering the model values of log $g$, log$T_{\text{eff}}$ and $[\text{M/H}]$ yields:

$$\alpha = 5.972778 + 0.636997 \log g - 1.799968 \log T_{\text{eff}} + 0.040094 [\text{M/H}],$$

(1)

with a mean and rms of the residual to the fit of –0.01 ± 0.15. This equation yields a value of $\alpha = 2.03$ for the known solar properties.

These results agree in part with those derived by [20], using full 3D radiative hydrodynamic calculations for convective envelopes. These authors also found that $\alpha$ increases with log $g$ and decreases with $T_{\text{eff}}$. Our fit indicates a very small dependence on metallicity while their results finds an opposite and more significant trend with this parameter. Our sample, however, does not span a very large range in $[\text{M/H}]$, and the low coefficient is consistent with zero within the error bars.

3.2 Age and $(r_{02})$

The $r_{02}$ frequency separation ratios are effective at probing the gradients near the core of the star [8]. As the core is most sensitive to nuclear processing, the $r_{02}$ are a diagnostic of the evolutionary state of the star. Using theoretical models [21] showed a relationship between the mean
value of \( n_2 \) and the stellar age. That relationship was recently used by [22] to estimate the age of KIC 7510397 (HIP 93511). Figure 3 shows the distribution of \( (r_{n2}) \) versus the derived age for the sample of stars studied here. A linear fit to these data leads to the following estimate of the stellar age, \( \tau \), based on \( (r_{n2}) \)
\[
\tau = 17.910 - 193.918 (r_{n2}), \tag{2}
\]
This is, of course, only valid for the range covered by our sample. Note that when inserting the solar value of \( (r_{n2}) = 0.068 \) \( \mu\)Hz, Eq. 2 yields an age of 4.7 Gyr, in agreement with the Sun’s age as determined by other means.

### 4 Surface Effects

The comparison of the observed oscillation frequencies from the Sun and other stars with model frequencies calculated from 1D stellar models reveals a systematic error in the models which increases with frequency. These are known as surface effects, which arise from incomplete modelling of the near-surface layers and the use of an adiabatic treatment on the stellar oscillation modes. Efforts to improve the stellar modelling is underway, but the application of improved models on a large scale is still out of reach. To alleviate this problem, several authors have advocated for the use of combination frequencies which are insensitive to this systematic offset [8], hence the exclusive use of \( r_{01} \) and \( r_{02} \) in the AMP 1.3 methodology. However, since individual frequencies contain more information than \( r_{01} \) and \( r_{02} \), some authors have derived simple prescriptions to mitigate the surface effect. One such parametrization is that of [13] who suggest a simple correction to the individual frequencies \( \nu_{nl} \) in the form of a power law, namely
\[
\delta \nu_{nl} = a_0 \left( \frac{\nu_{nl}^{\text{obs}}}{\nu_{\text{max}}} \right)^b \tag{3}
\]
where \( b = 4.82 \) is a fixed value, calibrated by a solar model, \( a_0 \) is computed from the differences between the observed and model frequencies [10, 23], \( \nu_{nl}^{\text{obs}} \) is the observed frequency \( n, l \) mode and \( \nu_{\text{max}} \) is the frequency corresponding to the highest amplitude mode, see [1].

The AMP 1.3 methodology uses exclusively \( r_{01} \) and \( r_{02} \) as the seismic constraints, hence our results are insensitive to the surface effects. Using the model frequencies of the best-matched models, we can test how useful Eq. 3 is for different stellar regimes along the main sequence and early sub-giant phase. The interest in testing this becomes apparent when we consider that for many stars we do not have a high enough precision on the frequencies, or a sufficiently large range of radial orders, to use \( r_{01} \) and \( r_{02} \) to effectively constrain the stellar modelling. This is the case for some ground-based observations and for some stars that will be observed by TESS [24], and PLATO [25], where a limited time series of only one to two months may only be available.

In order to test where Eq. 3 is useful, we calculated the residual between the observed oscillation frequencies and the model frequencies corrected for the surface term (Eq. 5):
\[
q_{nl} = \nu_{nl}^{\text{obs}} - \nu_{nl}^{\text{mod}} + \delta \nu_{nl}. \tag{5}
\]
Then we defined the metric \( Q \) as the median of the square root of the squared residuals:
\[
Q = \text{median} \left( \sqrt{q_{nl}^2} \right). \tag{4}
\]
for all \( n \) and all \( l \) defined in the region of \( 0.7 \leq \nu_{nl}^{\text{obs}} / \nu_{\text{max}} \leq 1.3 \). We find values of \( Q \) that vary between 0.3 and 10 and this variation is anti-correlated with \( a_0 \), as \( a_0 \) becomes more negative the match with the model becomes worse.

We define a subsample of 44 stars with the best fits to \( r_{01} \) and \( r_{02} \). This subsample in shown in Fig. 4 as open circles for the observed values of \( (\Delta \nu) \) and \( T_{\text{eff}} \), and the derived values of mass and radius. In these figures the stars represented by the dark blue filled circles have \( Q \leq 1.0 \) and those represented by the light blue filled circles have \( 1.0 < Q < 1.2 \). It is evident from the figures that there exists regions of the parameter space where the surface correction proposed by [13] adequately corrects for the surface term. These regions are highlighted by the dashed lines, defined more conservatively here as log \( g > 4.2 \), \( T_{\text{eff}} < 6250 \text{ K} \), \( (\Delta \nu) > 80 \mu\text{Hz} \) and \( \nu_{\text{max}} > 1700 \mu\text{Hz} \). In physical properties this corresponds to a star with \( R < 1.6 R_\odot \), \( M < 1.3 M_\odot \), and \( L < 2.5 L_\odot \), with no apparent evidence of the age or the metallicity playing any role.

### 5 Conclusions

In these proceedings we used the derived properties of 57 Kepler stars presented in [11] to predict the star’s parallaxes, to derive an expression relating the mixing-length parameter and the age to observed properties, and to explore the regions of parameters where the proposed surface correction to individual frequencies by [13] (Eq. 3) is useful. For this latter point, the aim of defining valid regions is to use the correction for data sets where the frequency precision or the range of radial orders is not sufficient for \( r_{01} \) and \( r_{02} \) to constrain the stellar models. This will be the case for some stars that will be observed in low ecliptic latitudes with TESS and for the step-and-stare pointing phases of the PLATO mission.

The parallaxes that we derived in this work were compared to the parallaxes derived from the Tycho-Gaia solution. We found in general a good agreement between our results. The mean differences between our results (ours – theirs) is +0.7 mas and the cause of this error is currently under study. Nevertheless we validate the new parallaxes from [12]. This comparison of parallaxes also highlights the ability of these external measurements to allow us to investigate the sources of systematic errors. We believe that in providing a prior on the luminosity, we may even be able to constrain the initial helium abundance in the star. We look forward to the wealth of forthcoming asteroseismic data on bright nearby stars with TESS and PLATO, and the forthcoming Gaia parallaxes with \( \mu \) as precision.
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