Forecasting of non-accidental, cardiovascular, and respiratory mortality with environmental exposures adopting machine learning approaches
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Abstract
Environmental exposure constantly changes with time and various interactions that can affect health outcomes. Machine learning (ML) or deep learning (DL) algorithms have been used to solve complex problems, such as multiple exposures and their interactions. This study developed predictive models for cause-specific mortality using ML and DL algorithms with the daily or hourly measured meteorological and air pollution data. The ML algorithm improved the performance compared to the conventional methods, even though the optimal algorithm depended on the adverse health outcomes. The best algorithms were extreme gradient boosting, ridge, and elastic net, respectively, for non-accidental, cardiovascular, and respiratory mortality with daily measurement; they were superior to the generalized additive model reducing a mean absolute error by 4.7%, 4.9%, and 16.8%, respectively. With hourly measurements, the ML model tended to outperform the conventional models, even though hourly data, instead of daily data, did not enhance the performance in some models. The proposed model allows a better understanding and development of robust predictive models for health outcomes using multiple environmental exposures.
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Introduction
Environmental exposures are constantly changing, but they have been simplified as a representative value when used in statistical models. For example, the mean temperature is commonly used as a representative temperature parameter in studies of mortality from meteorological factors. On the other hand, the mean temperature could not reflect all the information on the waveform temperature during a day. Therefore, previous research has found that in addition to the mean temperature, other values could also contribute to mortality. Hence, they included the maximum and minimum temperature, diurnal temperature range (DTR), and temperature variability in their models (Guo et al. 2016, Lee et al. 2017). On the other hand, no previous study has considered all the points of the waveform of exposures, even though meteorological stations measure the hourly meteorological data.

The health effects of environmental factors are complicated, and they interact with one another (Al Ahad et al. 2020). Air pollutants and meteorological factors have been suggested to have synergistic effects on health (Al Ahad et al. 2020, Li et al. 2017a). Recently, some studies reported that air pollutants have synergistic interactions with the temperature and season (Anenberg et al. 2020, Bergmann et al. 2020, Lee et al. 2019). They reported that particulate matter with...
an aerodynamic diameter of ≤10 μm (PM<sub>10</sub>) had a stronger influence on cardiovascular and non-accidental mortality in hot temperatures than in the median temperature (Li et al., 2017a). Another study reported that the season significantly altered the effects of sulfur dioxide (SO<sub>2</sub>) on cardiovascular disease and ozone (O<sub>3</sub>) on stroke and pneumonia (Bergmann et al. 2020). Hence, the performance in predicting the environmental effects on public health may be improved if the complex relationships between environmental exposures can be included in a model.

Machine learning (ML) is a better alternative to handle more covariates and their complex relationships between the correlated covariates (Lin et al. 2021). Although it interrupts the interpretation, ML can reflect these relationships when applying the ML algorithm to a prediction model. Although the ML algorithm has been applied increasingly in environmental research, there are limitations in specific topics of air pollution epidemiology (Bellinger et al. 2017, Benke and Benke, 2018, Li et al. 2017b, Zhang et al. 2020). A recent systematic review reported that most ML-based models were on the clustering and prediction of the air pollution distribution (Bellinger et al. 2017). The researchers suggested that deep learning (DL) might be a future direction to disentangle complex problems in environmental epidemiology.

In this study, ML-based predictive models were constructed to consider the interaction and hourly measurements of meteorological and air pollution data and compare the performance of these models with the corresponding models including daily measurements and the traditional models using the generalized linear model (GLM) and generalized additive model (GAM), including daily measurements.

**Materials and methods**

**Study population**

The inclusion criteria were residents in Seoul who died from non-accidental causes between 2015 and 2019. The deaths from cardiovascular and respiratory diseases were extracted from the non-accidental deaths for subgroup analysis. Deaths from intentional and unintentional injuries were excluded. The mortality data in Seoul were obtained from the Death Statistics Database of the Korean National Statistical Office. Seoul is the capital city and the largest metropolis of South Korea, with a population of 9.8 million people in 2021. Deaths from non-accidental causes, cardiovascular diseases, and respiratory diseases are defined as A00-R99, I00-I99, and J00-J99 using the International Classification of Disease, 10th revision codes. The Death Statistics Database includes information on the residential address, sex, and age. The daily frequency of mortality was constructed during the study period according to three causes of death. The current study was exempted from IRB review (2021-06-006) by the Inha University Hospital Institutional Review Board because it used de-identified data accessible to the public.

**Exposure assessment**

Meteorological data, including the ambient temperature and relative humidity, were extracted from the Korea Meteorological Administration. In Seoul, two meteorological stations measured the hourly meteorological data. Separate temperature and humidity variables were used in the model, which allowed flexibility and performed better than the apparent temperature in predicting mortality (Rodopoulou et al. 2015).

Air pollutants were provided by the Korean National Institute of Environmental Research: particulate matter with a diameter of ≤2.5 μm (PM<sub>2.5</sub>), PM<sub>10</sub>, nitrogen dioxide (NO<sub>2</sub>), SO<sub>2</sub>, O<sub>3</sub>, and carbon monoxide (CO). The hourly concentrations of air pollutants were measured at 40 monitors in Seoul. The 24-hour concentrations were summarized by averaging the monitor-specific concentrations within the city.

**Machine learning algorithms**

ML algorithms, such as the Random Forest (RF), extreme gradient boosting (XGBoost), logistic regressions regularized with an L1 penalty (lasso regression), an L2 penalty (ridge regression), and a net elastic penalty (elastic net), were applied to develop prediction models for non-accidental, cardiovascular, and respiratory mortality, respectively. Considering the time-series structure of the data, 10-fold cross-validation on a rolling basis was used to tune the hyperparameters for each prediction model with a mean absolute error (MAE) and the root mean square error (RMSE) as the evaluation criteria (Schnaubelt 2019). The hyperparameters in the RF were tuned by searching for all combinations of the number of trees (250, 500, 750, and 1,000) and the number of variables in a tree (p/6 to p/2 by 1, p = the number of input variables depending on the length of the time lags). For XGBoost, the current study searched for all combinations of the number of boosting iterations (100, 200, and 300) and the learning rate (0.05, 0.1, and 0.15), the minimum loss reduction required for an additional node partition (0, 0.05, and 0.1), subsampling ratio (0.5 and 0.75), the fraction of input variables to be randomly sampled (0.5, 0.66, and 0.75), the minimum sum of weights in the child (0, 1), and the maximum depth of the tree (3 to 10 by 1). Furthermore, lasso, ridge, and elastic net were tuned by λ = 10<sup>k</sup> (k moves from –5 to 2 by 1/10) for the daily measurements of exposure and (k moves from –3 to 3 by 1/15) for the hourly measurements.
The ML-based models considered single-day lags, the cumulative lags from zero to seven days, and the moving average lags for up to seven days as predictors after standardization. For each ML algorithm, the best model, whose cross-validated RMSE was the smallest, was selected among the various lag models.

Deep learning algorithms

Predictive models were also constructed using deep learning algorithms for time-series data: long short-term memory (LSTM) and stacked LSTM. The LSTM could handle long-term dependency problems using cell state \( c_t \), input gate \( i_t \), forget gate \( f_t \), and output gate \( o_t \) in the cell (Supplementary Fig. 1). The cell state plays a role in remembering the information over arbitrary time intervals. The three gates decide how much of the past information is remembered and how much of the new information is forgotten (Gu et al. 2019, Tian et al. 2018). There are three sigmoid functions, which are denoted by \( \sigma \) in Supplementary Fig. 1, used as the gating functions. They decide what information will be discarded from the cell state, what information will be saved in the cell state, and how much of the final cell state value to take.

The current study set the number of hidden layers to one and two for LSTM and stacked LSTM. The hyperparameters in the LSTM and stacked LSTM were tuned separately by searching for all combinations of the number of nodes (16, 32, 64, 128, 256, and 512), learning rate (0.001 and 0.005), drop-out rate (0.2, 0.3, and 0.5), batch size (100, 150, and 200), epoch (300), and sliding window size (from 2 to 15 by 1). The ADAM optimizer was used to minimize the RMSE.

In the LSTM and stacked LSTM, the lagged variables of environmental exposures were not included in the model because these deep learning architectures automatically discover the relevant time-lagged dependency between the environmental exposures and the outcome.

GAM and GLM

The Poisson GAM was used to predict mortality using meteorological and air pollution factors as predictors. The daily mean value of meteorological and air pollution factors, as well as the day of the week and seasonality, were included in the analysis. REML was used to select the optimal smoothing parameters to estimate the nonparametric smoothing functions. The time-lagged effects of the air pollutants on mortality were considered by fitting the models separately with single-day lags and the cumulative lags from zero to seven days and moving the average lags for up to seven days (Kim and Lee, 2019, Qiu et al. 2020). The Poisson GAMs can be described as follows:

\[
\log(\mu_t) = \beta_0 + s(\text{temp}_t) + s(\text{hum}_t) \\
+ (PM_{2.5}, \text{lagged terms}) \\
+ (PM_{10}, \text{lagged terms}) \\
+ (CO, \text{lagged terms}) \\
+ (SO_{2}, \text{lagged terms}) \\
+ (NO_{2}, \text{lagged terms}) \\
+ (O_{3}, \text{lagged terms}) \\
+ (\text{HPA}_t, \text{lagged terms}) \\
+ \text{factor(\text{DOW}_t)} + s(\text{time}_t)
\]

where \( \mu_t \) denotes the mean of the outcome, and \( s() \) denotes the nonparametric smoothing terms.

A further simplified predictive model was constructed using GLM by replacing the nonparametric smoothing terms in the Poisson GAM with the corresponding linear parametric terms. Similar to the ML-based models, the best model, whose cross-validated RMSE was the smallest, was selected among the various lag models.

Statistical analysis

Before model fitting, the data were split into a training set and a test set. The training set, which was used for model fitting, included the dataset from January 2015 to December 2018. The test set, which was used to compare the predicted mortality from the fitted model to the observed mortality, comprised the data from January 2019 to December 2019. Model selection was made using a 10-fold growing window and forward validation of the training set. The performance of the prediction model was evaluated using the test data and suggested by MAE and RMSE.

Statistical analyses were performed using R software (R version 4.0.3; The R Foundation for Statistical Computing, Vienna, Austria) and TensorFlow (TensorFlow: large-scale machine learning on heterogeneous systems, 2015). This study used the mgcv (Wood 2020) and caret packages in R for the GAM and GLM (Kuhn 2021), regularized linear regression, RF, and XGBoost, and the Tensorflow for LSTM and stacked LSTM.

Results

Study characteristics

Table 1 lists the mortality according to the cause of death and non-accidental causes, environmental exposures to meteorological conditions, and air pollutants. The number of deaths in 2015–2019 due to non-accidental causes, cardiovascular disease, and respiratory disease was 197,884 (daily mean 108.4), 43,696 (daily mean 23.9), and 21,182
(daily mean 11.6), respectively. During the study period, the daily mean concentrations of PM\textsubscript{2.5}, PM\textsubscript{10}, NO\textsubscript{2}, SO\textsubscript{2}, CO, and O\textsubscript{3} were 24.5 μg/m\textsuperscript{3}, 45.9 μg/m\textsuperscript{3}, 4.8 ppb, 35.3 ppb, 0.56 ppm, and 21.1 ppb, respectively. The mean temperature and humidity were 13.4 °C and 58.2 %, respectively.

Time-series plots illustrate the variation in the daily non-accidental mortality counts, daily mean values of temperature, and PM\textsubscript{2.5} (Fig. 1). The daily mean temperature and non-accidental mortality showed distinct seasonality, whereas PM\textsubscript{2.5} had less prominent seasonality, but it tended to be lower in summer.

**Comparison of the predictive models, including the daily measurements with various algorithms**

The ML-based model suggested better performance than GLM and GAM in predicting the non-accidental, cardiovascular, and respiratory mortality with the daily measurements of environmental exposure (Table 2). Elastic net performed best in predicting the non-accidental mortality, while XGBoost and Ridge regression were the best models for cardiovascular and respiratory mortality, respectively. The ML algorithms tended to predict the non-accidental mortality better than GLM and GAM, which showed better performance than the LSTM when the daily data of the environmental exposures were included in the model. In predicting the non-accidental mortality, the MAE and RMSE were improved by 4.7% and 4.0% in elastic net, respectively, compared to GAM. For cardiovascular mortality, XGBoost enhanced the performance by 4.9% in terms of the MAE and by 3.5% in terms of the RMSE relative to GAM. The relative improvement in the MAE and RMSE was 16.8% and 12.2% compared to GAM in the respiratory mortality when daily data was used.

**Comparison of the predictive models, including the hourly measurements with various algorithms**

Similarly, ML proposed better performance in predicting non-accidental, cardiovascular, and respiratory mortality with hourly measurements than GLM and GAM (Table 3). When the hourly measurements of environmental exposures were included, the most accurate models were those with lasso and elastic net regression; the MAE and the RMSE were decreased by 20.9% and 17.4%, respectively, compared to GAM. For cardiovascular mortality, the relative improvement in the MAE and RMSE was 16.8% and 12.2% compared to GAM in the respiratory mortality when daily data was used.
Visualization of the predictive models with various algorithms

Figure 2 shows the expected and observed non-accidental, cardiovascular, and respiratory mortality using the daily and hourly measurements. The blue and red lines represent the observed and predicted frequency of death in 2019 according to the causes of mortality when the best-performing algorithm was applied: elastic net for the model using the daily and hourly data in predicting the non-accidental mortality; XGBoost and RF for the model using the daily and hourly data, respectively, in predicting cardiovascular mortality; ridge regression for the model using the daily and hourly data in predicting respiratory mortality. These plots showed that the optimal models expressed the seasonal and nonlinear patterns. All the fitted models forecasted non-accidental, cardiovascular, and respiratory diseases (Supplementary Figs. 2, 3, and 4). When the $R^2$ between the expected and observed mortality was calculated, the highest value in the ML and GAM was 0.142 and 0.109, respectively, for non-accidental disease; 0.141 and 0.080, respectively, for cardiovascular disease; and 0.049 and 0.059, respectively, for respiratory disease.

Performance of the predictive models, including hourly measurements vs. daily measurements

Figure 3 compares the relative improvement in MAE and RMSE when hourly measurements were utilized instead of daily measurements. Although hourly measurements of environmental exposures did not enhance the performance in the GLM and GAM, they enhanced the LSTM, stacked LSTM, and RF in predicting non-accidental mortality. Similarly, for cardiovascular diseases, ridge, lasso, elastic net, and RF showed better performance when the hourly measurements were used, whereas the performance was worse in the GLM, GAM, and other ML-based models. In contrast, the hourly measurements did not enhance the performance in predicting respiratory mortality except for GAM. These were similar to the comparison of the RMSE between the models, including daily and hourly measurements.

Discussion

This study developed various predictive models using ML and DL algorithms, including hourly and daily measurements of environmental exposures, and compared their performance with that of the traditional models: the GLM and GAM. Although the algorithm showing the best performance was not uniform in the causes of death analyzed, the ML algorithm improved the performance in predicting cardiovascular, respiratory, and non-accidental diseases compared to the traditional method. On the other hand, hourly measurements of the environmental exposures failed to enhance the performance in some predictive models, whereas it enhanced the performance in other models. These findings could improve the understanding of using modeling specifications of ML algorithms and environmental exposure.

The predictive model developed with the ML algorithm outperformed the traditional models with GLM and GAM. Before the ML algorithm, GAM was commonly used in the forecast model of environmental epidemiology as the flexible and best model. GAM is an extension of the GLM and can allow for the nonparametric and nonlinear relationship of environmental exposures with the health outcomes and confounding effects of seasonality and trends (Hastie and Tibshirani, 1990, Sun et al. 2018). In the current study, ML-based models were superior to the GAM and GLM, whereas the best-performing algorithm was different depending on the outcomes; regularized linear regression had the smallest MAE and RMSE for respiratory and non-accidental disease, whereas the RF and XGBoost the smallest MAE and RMSE for cardiovascular disease. This result may be due to the different interactions between covariates in each model. In a meta-analysis, Bergmann et al. reported that the cold season was related to higher morbidity of cardiovascular disease than the warm season with an increase in SO$_2$ and PM$_{10}$, whereas there was no interaction between air pollutants and season in respiratory disease (Bergmann et al. 2020). In another meta-analysis, the study showed that PM$_{10}$ and O$_3$ were likely to have a higher risk of cardiovascular mortality at higher temperatures than non-accidental mortality (Li et al. 2017a). The changes in per 10 μg/m$^3$ of PM$_{10}$ were 1.28% (95%CI: 0.66–1.91) and 0.60% (95%CI: 0.30–0.90) for the cardiovascular and non-accidental mortality, respectively, and the changes per 10 μg/m$^3$ of O$_3$ were 1.63% (95%CI: 1.14–2.13) and 0.50% (95%CI: 0.30–0.60) for cardiovascular and non-accidental mortality, respectively. On the other hand, the ML algorithm, which had the best performance in the predictive models, was ephemeral. No specific ML algorithms consistently performed best in predicting cardiovascular, respiratory, and non-accidental mortality.

Bellinger et al. expected that DL could suggest the best prediction because it could reflect more complex relationships among the covariates than the other ML algorithms. They suggested that DL could be a solution to complex problems (Bellinger et al. 2017). Contrary to expectations, the DL-based models did not outperform the less complex models with other ML algorithms in this study (regularized linear regression, RF, and XGBoost). Previous research reported the successful development of a model with a good performance by adopting the LSTM (specialized recurrent...
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neural network to learn patterns from time-series data) to predict the occurrence of COVID-19, hand-foot-mouth disease, cardiopulmonary disease, asthma attack, and cardiopulmonary hospitalization (Devaraj et al. 2021, Gu et al. 2019, Kim et al. 2020, Usmani et al. 2021, Wang et al. 2020). On the other hand, these studies did not compare the performance of DL-based models directly with other models with less complex ML algorithms. Therefore, they reached no clear conclusion and did not demonstrate that DL was superior to other ML-based models. Using LSTM, the $R^2$ ranged from 0.39 to 0.71 in predicting hand-foot-mouth disease based on meteorological conditions (Gu et al. 2019). Moreover, a well-trained LSTM model achieved optimal performance for predicting cardiopulmonary diseases with a 0.921% bias (Wang et al. 2020). Interestingly, regularized linear regression, which discouraged a more complex or flexible model and avoided the risk of overfitting by constraining the coefficient estimates toward zero, was superior to the LSTM and stacked LSTM. Therefore, the

Table 2 Comparison of the predictive models using machine learning algorithms with the generalized linear model and generalized additive model, including the daily measurements of air pollutants and meteorological factors for non-accidental, cardiovascular, and respiratory mortality

| Model               | MAE Compared to GAM | MAE Compared to GLM | RMSE Compared to GAM | RMSE Compared to GLM |
|---------------------|---------------------|---------------------|----------------------|----------------------|
| **Non-accidental mortality** |                     |                     |                      |                      |
| GLM                 | 9.113               | 11.781              | 9.131                | 11.652               |
| GAM                 | 9.131               | 11.652              | 9.131                | 11.652               |
| Ridge               | 8.809               | 11.299              | 8.809                | 11.299               |
| Lasso               | 8.740               | 11.257              | 8.740                | 11.257               |
| Elastic net         | **8.700**           | **11.182**          | **8.700**            | **11.182**           |
| Random Forest       | 9.212               | 11.769              | 9.212                | 11.769               |
| XGBoost             | 9.192               | 11.919              | 9.192                | 11.919               |
| LSTM                | 10.906              | 13.874              | 10.906               | 13.874               |
| Stacked LSTM        | 9.854               | 12.537              | 9.854                | 12.537               |
| **Cardiovascular mortality** |                     |                     |                      |                      |
| GLM                 | 4.327               | 5.396               | 4.327                | 5.396                |
| GAM                 | 4.329               | 5.422               | 4.329                | 5.422                |
| Ridge               | 4.242               | 5.301               | 4.242                | 5.301                |
| Lasso               | 4.133               | 5.240               | 4.133                | 5.240                |
| Elastic net         | 4.163               | 5.246               | 4.163                | 5.246                |
| Random Forest       | 4.181               | 5.267               | 4.181                | 5.267                |
| XGBoost             | **4.117**           | **5.231**           | **4.117**            | **5.231**            |
| LSTM                | 4.314               | 5.392               | 4.314                | 5.392                |
| Stacked LSTM        | 4.302               | 5.359               | 4.302                | 5.359                |
| **Respiratory mortality** |                     |                     |                      |                      |
| GLM                 | 3.314               | 4.031               | 3.314                | 4.031                |
| GAM                 | 3.346               | 4.060               | 3.346                | 4.060                |
| Ridge               | **2.785**           | **3.564**           | **2.785**            | **3.564**            |
| Lasso               | 2.800               | 3.588               | 2.800                | 3.588                |
| Elastic net         | 2.790               | 3.582               | 2.790                | 3.582                |
| Random Forest       | 2.886               | 3.573               | 2.886                | 3.573                |
| XGBoost             | 2.971               | 3.693               | 2.971                | 3.693                |
| LSTM                | 2.892               | 3.680               | 2.892                | 3.680                |
| Stacked LSTM        | 2.880               | 3.664               | 2.880                | 3.664                |

MAE, mean absolute error; RMSE, root mean square error; GLM, Generalized Linear Model; GAM, Generalized Additive Model; Ridge, logistic regression regularized with an L2 penalty; Lasso, logistic regression regularized with an L1 penalty; Elastic net, logistic regression regularized with an elastic net penalty; RF, Random Forest; XGBoost, extreme gradient boosting; LSTM, long short-term memory
The current study suggests that the best-performing algorithm should be identified and validated by comparing multiple ML algorithms when a new prediction model is constructed, or a new dataset is used. These results may be supported partially by previous research showing that classic algorithms performed as well as more advanced algorithms, even when disadvantaged by assuming linearity in the predictors (Christodoulou et al. 2019, Lynam et al. 2020).

The hourly measurement instead of daily data increased the performance in some models inconsistently. Hence, it might not be preferable to have more predictors in ML models: redundancy, overfitting, productivity, and understandability. In addition to low productivity and understandability, many predictors are discouraged because redundancy, which could disturb the performance, occurs even when many relevant predictors were included in the model. This can occur in a model that does not include feature selection in the algorithm. In this study, more predictors induced poorer performance in GLM and some GAM models. Furthermore, the error in the test data increased, while that in the training data decreased as the model became too complex. From the point of view of overfitting, the number of predictors contributes to model complexity, which could reduce the generalization and model performance. Experts suggested that a strong signal-to-noise ratio might be important in determining the success of an ML.

### Table 3 Comparison of the predictive models using machine learning algorithms with the generalized linear model and generalized additive model, including hourly measurement of air pollutants and meteorological factors for non-accidental, cardiovascular, and respiratory mortality

| Model                  | MAE  | Relative improvement Compared to GAM | RMSE  | Relative improvement Compared to GAM |
|------------------------|------|-------------------------------------|-------|--------------------------------------|
| **Non-accidental mortality** |      |                                     |       |                                      |
| GLM                    | 9.761|                                     | 12.545|                                      |
| GAM                    | 11.002|                                     | 13.558|                                      |
| Ridge                  | 8.708| 20.8%                               | 10.8% | 11.220                                | 17.2% | 10.6% |
| Lasso                  | 8.697| 20.9%                               | 10.9% | **11.192**                            | 17.4% | 10.8% |
| Elastic net            | 8.697| 20.9%                               | 10.9% | 11.210                                | 17.3% | 10.6% |
| Random Forest          | 9.058| 17.7%                               | 2.2%  | 11.660                                | 14.0% | 7.1%  |
| XGBoost                | 9.242| 16.0%                               | 5.3%  | 11.903                                | 12.2% | 5.1%  |
| LSTM                   | 9.441| 14.2%                               | 3.3%  | 12.109                                | 10.7% | 3.5%  |
| Stacked LSTM           | 9.550| 13.2%                               | 2.2%  | 12.408                                | 8.5%  | 1.1%  |
| **Cardiovascular mortality** |      |                                     |       |                                      |
| GLM                    | 4.529|                                     | 5.655 |                                      |
| GAM                    | 4.647|                                     | 5.797 |                                      |
| Ridge                  | 4.139| 10.9%                               | 8.6%  | 5.208                                 | 10.2% | 7.9%  |
| Lasso                  | 4.114| 11.5%                               | 9.2%  | 5.207                                 | 10.2% | 7.9%  |
| Elastic net            | 4.134| 11.0%                               | 8.7%  | 5.214                                 | 10.1% | 7.8%  |
| Random Forest          | **4.078**| 12.3%                               | 10.0% | **5.173**                            | 10.8% | 8.5%  |
| XGBoost                | 4.183| 10.0%                               | 7.6%  | 5.349                                 | 7.7%  | 5.4%  |
| LSTM                   | 4.372| 5.9%                                | 3.5%  | 5.460                                 | 5.8%  | 3.4%  |
| Stacked LSTM           | 4.316| 7.1%                                | 4.7%  | 5.402                                 | 6.8%  | 4.5%  |
| **Respiratory mortality** |      |                                     |       |                                      |
| GLM                    | 3.522|                                     | 4.357 |                                      |
| GAM                    | 3.076|                                     | 3.834 |                                      |
| Ridge                  | **2.803**| 8.9%                               | 20.4% | **3.609**                            | 5.9%  | 17.2% |
| Lasso                  | 2.813| 8.5%                                | 20.1% | 3.594                                 | 6.3%  | 17.5% |
| Elastic net            | 2.806| 8.8%                                | 20.3% | 3.596                                 | 6.2%  | 17.5% |
| Random Forest          | 2.991| 2.8%                                | 15.1% | 3.755                                 | 2.1%  | 13.8% |
| XGBoost                | 3.014| 2.0%                                | 14.4% | 3.820                                 | 0.4%  | 12.3% |
| LSTM                   | 2.912| 5.4%                                | 17.3% | 3.703                                 | 3.4%  | 15.0% |
| Stacked LSTM           | 2.915| 5.2%                                | 17.2% | 3.701                                 | 3.5%  | 15.1% |

*MAE*, mean absolute error; *RMSE*, root mean square error; *GLM*, Generalized Linear Model; *GAM*, Generalized Additive Model; *Ridge*, logistic regression regularized with an L2 penalty; *Lasso*, logistic regression regularized with an L1 penalty; *Elastic net*, logistic regression regularized with an elastic net penalty; *RF*, Random Forest; *XGBoost*, extreme gradient boosting; *LSTM*, long short-term memory.
Fig. 2 Plots of the predicted and observed cardiovascular, respiratory, and non-accidental mortality using the daily and hourly measurement of air pollutants and meteorological factors. The blue and red lines denote the observed and predicted frequency of deaths in 2019 when the best-performing algorithm was applied: elastic net (non-accidental mortality), XGBoost, and RF, respectively, for the daily and hourly data (cardiovascular mortality), and ridge regression (respiratory mortality).
algorithm (Christodoulou et al. 2019). In contrast, clinical prediction problems often have poor signal-to-noise ratios. Therefore, feature selection and feature engineering may help improve the model performance of ML-based models (Christodoulou et al. 2019).

This study had some limitations. Only meteorological and air pollution factors were considered, and socio-economic factors and individual-level health risks, such as underlying disease, lifestyle, and medication, were not included. This may lead to inaccurate predictions because meteorological...
factors were not strong determinants of mortality (Gu et al. 2019). Taking other potential predictors into the model development would improve the prediction performance. Second, only the effects of short-term exposure to environmental factors on adverse health outcomes were considered despite their long-term exposure (Amini et al. 2020).

Furthermore, measurement errors occurred in estimating the environmental exposures because air pollutant concentration and meteorological factors were collected from the fixed-site stations. These may not represent the actual exposure at an individual level. The above three points are limitations in all the models regardless of the algorithms. Lastly, the ML algorithm was less likely to be explainable and intuitive than the GLM and GAM models. Therefore, this study could not define how much each predictor and interaction contributed to the adverse health outcomes. Recently, explainable artificial intelligence has been developing, and the ML and DL algorithm may be applied in a clear box.

Conclusion

This study proposed a method for predicting mortality from cardiovascular, respiratory, and non-accidental diseases using a machine learning algorithm. These methods improved the performance compared to the traditional method. On the other hand, hourly measurements of environmental exposures showed inconsistent results in enhancing the performance of the models, which depended on the analytic methods and health outcomes. These findings add information for future epidemiological and ML-based modeling considering health impact predictions, such as hospital admission, healthcare utilization, and prevention measures.

Abbreviations PM: particulate matter; PM$_{2.5}$: particles smaller than 2.5 μm; PM$_{10}$: particles smaller than 10 μm; NO$_2$: nitrogen dioxide; SO$_2$: sulfur dioxide; O$_3$: ozone; ML: machine learning; RF: Random Forest; XGBoost: extreme gradient boosting; Lasso: logistic regression regularized with an L1 penalty; Ridge: logistic regression regularized with an L2 penalty; Elastic net: logistic regression regularized with an elastic net penalty; LSTM: long short-term memory; GLM: generalized linear model; GAM: generalized additive model; MAE: mean absolute error; RMSE: root mean square error
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