REM sleep complicates period adding bifurcations from monophasic to polyphasic sleep behavior in a sleep-wake regulatory network model for human sleep
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Abstract. The structure of human sleep changes across development as it consolidates from the polyphasic sleep of infants to the single nighttime sleep period typical in adults. Across this same developmental period, time scales of the homeostatic sleep drive, the physiological drive to sleep that increases with time spent awake, also change and presumably govern the transition from polyphasic to monophasic sleep behavior. Using a physiologically-based, sleep-wake regulatory network model for human sleep, we investigated the dynamics of wake, rapid eye movement (REM) sleep, and non-REM (NREM) sleep during this transition by varying the homeostatic sleep drive time constants. Previously, we introduced an algorithm for constructing a one-dimensional circle map that represents the dynamics of the full sleep-wake network model. By tracking bifurcations in the piecewise continuous circle map as the homeostatic sleep drive time constants are varied, we establish evidence for a border collision bifurcation that results in period-adding-like behavior in the number of sleep cycles per day. Interestingly, this bifurcation is preceded by bifurcations in the number of REM bouts per sleep cycle that exhibit truncated period-adding-like behavior. The interaction of these bifurcations in numbers of sleep episodes and numbers of REM bouts per sleep episode generate non-monotonic variation in sleep cycle patterns as well as quasi-periodic patterns during the transition from polyphasic to monophasic sleep behavior. This analysis may have implications for understanding changes in sleep in early childhood when preschoolers transition from napping to non-napping behavior, and the wide interindividual variation observed during this transition.
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1. Introduction. Networks of brainstem and hypothalamic neurons produce distinct states of wake, rapid eye movement (REM) sleep, and non-REM (NREM) sleep and govern transitions between these states [40, 41]. These networks are largely conserved across mammalian species, but differences in network interactions give rise to a great diversity of sleep-wake behavior. Even within an individual human, the sleep-wake regulatory network produces a range of behavior across the lifespan with rapid cycling between sleep and wake states in infants, regular napping behavior in early childhood, and a consolidated nighttime sleep period in adults [7].

Both circadian (∼24 h) and homeostatic sleep drives interact with sleep-wake networks to produce typical sleep-wake behavior. The circadian regulation of sleep is driven by the circadian pacemaker in the suprachiasmatic nucleus (SCN) [33, 41]. In SCN neurons, intrinsic molecular clocks with periods of approximately 24 h are entrained to the 24 h light-dark cycle...
and produce 24 h oscillations in firing rate. Projections from the SCN to neuronal populations in the sleep-wake regulatory network affect the timing of sleep and wakefulness and drive nocturnal, diurnal, crepuscular, or other patterns of behavior [41]. The homeostatic sleep drive depends on the past history of sleep and wakefulness and reflects sleep need that increases with prolonged wakefulness. However, observed sleep-wake behavior reflects interactions among circadian and homeostatic drives and sleep-wake network dynamics. For example, when shift work requires sleep to occur at atypical times of day, circadian and homeostatic interactions typically fail to produce consolidated periods of sleep comparable to those that occur on a standard day-night schedule.

In recent years, physiologically-based mathematical models have been used to evaluate conceptual models of sleep-wake regulation [5, 14, 19, 30, 37, 38, 46]. Models can provide insight into the physiological mechanisms associated with observed differences in sleep-wake behavior and improve understanding of the transitions that occur in sleep-wake dynamics. Variations in sleep-wake behavior across development and across species provide important constraints for these mathematical models and facilitate broad comparisons of different network architectures [13]. One such developmentally-mediated change occurs in early childhood when children transition from napping to non-napping behavior. Most two year old children nap regularly, and by five years old, children typically consolidate their sleep to a single nighttime sleep period that is similar to the adult pattern [2, 25, 27]. However, this transition from biphasic to monophasic sleep is marked by large interindividual differences that may reflect both physiological and environmental effects.

Slow wave activity (SWA) in the electroencephalogram (EEG) is an established marker of the homeostatic sleep drive [39], and sleep deprivation experiments have been used to estimate the time constants associated with the homeostatic sleep drive in adults with typical sleep-wake behavior as well as under other conditions. Experiments have identified differences in the rates of growth and decay of homeostatic sleep drive in different species [36, 48] and in humans at different life stages [21, 26]. As a first step in understanding the effects of the time scales of the homeostatic sleep drive in our sleep-wake network model, we analyzed model behavior as homeostatic time constants were varied.

Previous work has considered the effects of varying homeostatic time constants in other mathematical models of sleep-wake regulation and examined implications for inter-species differences [36] and changes across development [44]. These results support a key role for homeostatic time constants in producing distinct patterns of sleep-wake behavior. In addition, this work also identified period adding structure in the bifurcations produced as homeostatic time constants changed [44]. However, these models simulate only two behavioral states, wake and sleep, and do not account for alternation between NREM and REM sleep during the sleep period. It is unknown how NREM-REM dynamics may affect the overall dynamics of the network as the homeostatic time constants change.

In this paper, we present a computationally-based analysis of the bifurcations produced by varying homeostatic time constants in a sleep-wake network model that simulates three states: wake, NREM sleep, and REM sleep. Previously, we introduced an algorithm for constructing a one-dimensional circle map that represents the dynamics of the full sleep-wake network model. By tracking bifurcations in the piecewise continuous circle map, we establish evidence for a border collision bifurcation that results in period adding-like behavior in the average
number of sleep cycles per day. Interestingly, this bifurcation is preceded by bifurcations in the number of REM bouts per sleep cycle that also exhibit period adding-like behavior. The interaction of these bifurcations in numbers of sleep episodes and numbers of REM bouts per sleep episode generate non-monotonic variation in sleep cycle patterns during the transition from polyphasic to monophasic sleep behavior.

The paper is organized as follows: in Section 2 we briefly review the sleep-wake regulatory network model and describe the numerically-constructed one-dimensional circle map that captures some of the key dynamics of the full model; in Section 3 we describe the bifurcations produced by varying the time constants of the homeostatic sleep drive with a specific focus on the transition from monophasic to biphasic sleep; in Section 4 we describe the role of bifurcations in the number of REM bouts within the greater bifurcation structure; and in Section 5 we provide a brief summary of our results and relate them to previous results in two-state models of sleep-wake regulation.

2. One-dimensional map to describe sleep-wake dynamics. In previous work, we developed a physiologically-based sleep-wake network model for human sleep [22]. Using fast-slow analysis techniques, we analyzed the dynamics of this model in different parameter regimes [6, 14] and showed that the interactions between the slower circadian and homeostatic time scales play a strong role in determining overall model dynamics. To further investigate circadian modulation of sleep-wake dynamics, we numerically constructed a one-dimensional map that captures salient dynamics of the full model [6]. In this section, we present the sleep-wake network model and its associated one-dimensional map.

2.1. Reduced sleep-wake model. Based on leading conceptual models for the structure of the sleep-wake regulatory network, our mathematical model describes neurotransmitter-mediated interactions among neuronal populations that promote the three primary behavioral states of wake, NREM sleep and REM sleep (Figure 1A). The bidirectional, inhibitory projections between the wake-promoting and NREM sleep-promoting populations reflect the mutually inhibitory flip-flop switch model for sleep-wake transitions [40] and the excitatory-inhibitory projections between the wake- and REM sleep-populations reflect the reciprocal interaction hypothesis for REM sleep [31, 32]. Representative wake-promoting monoaminergic populations include the locus coeruleus (LC) and the dorsal raphe (DR); NREM sleep-promoting populations include GABAergic, sleep-active neurons of the ventral lateral preoptic nucleus (VLPO); and REM-promoting populations include the REM-active, cholinergic areas of the laterodorsal tegmental nucleus (LDT) and pedunculopontine tegmental nucleus (PPT).

In the reduced population firing rate model formalism, we assume that the mean firing rate of a presynaptic population, $F_Y(t)$, induces instantaneous expression of neurotransmitter concentration, $C_i(t)$ [14]. Thus, $C_i(t) = C_{i\infty}(F_{Y_i})$ where the steady state neurotransmitter release function is normalized between 0 and 1 and given by $C_{i\infty}(f) = \tanh(f/\gamma_i)$ with the parameter $\gamma_i$ controlling the sensitivity of release as a function of presynaptic firing rate $f$.

Thus, the mean post-synaptic firing rate $F_X(t)$ (in Hz) is governed by the equation

$$F_X' = \frac{F_X\infty(\sum g_{i,X} C_{i\infty}(F_{Y_i})) - F_X}{\tau_X}$$

where the steady state firing rate response function has the sigmoidal profile utilized in stan-
Figure 1. Physiologically-based model for sleep-wake regulation. A. Schematic of model connectivity summarizes interactions among wake-, NREM sleep-, and REM sleep-promoting populations with circles denoting inhibition and arrows denoting excitation. B. Under baseline conditions, model simulates adult human sleep with firing rates for wake- (green), NREM sleep- (red), and REM sleep- (blue) promoting populations driving the production of behavioral state. Above the top panel, black and white bars indicate the timing of light and dark, and sleep episodes are represented by gray shading. C. The one-dimensional map captures the dynamics of circadian modulation of the sleep-wake regulatory network model. The map describes circadian phase of the \((n+1)\)th sleep onset \(\Phi_{n+1}\), computed relative to the minimum of the circadian drive variable \(c\), as a function of circadian phase of the \(n\)th sleep onset \(\Phi_n\). The double plot indicates the day on which \(\Phi_{n+1}\) occurs, and traces of the circadian drive variable \(c\) (green curves) are shown for reference.

standard firing rate models \([50]\) (see reviews in \([9, 11, 16]\)):

\[
F_{X} = \frac{X_{\text{max}}}{2}(1 + \tanh((z - \beta_X)/\alpha_X)).
\]

The parameters \(X_{\text{max}}, \alpha_X,\) and \(\beta_X\) represent the maximum firing rate, sensitivity of response, and half-activation threshold, respectively. The argument of \(F_X(z)\) consists of the sum of effective synaptic inputs generated by the neurotransmitter concentrations released to population \(X\) for \(X = W\) (wake-promoting), \(N\) (NREM sleep-promoting) or \(R\) (REM sleep-promoting). The variable \(F_X(t)\) evolves, with time constant \(\tau_X\) in minutes, to the value
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...determined by its steady state firing rate response function $F_{X\infty}(\cdot)$.

In our model [6], the circadian rhythm promotes waking and inhibits NREM sleep, consistent with evidence for its role in human sleep behavior [1, 15]. The firing rate of the population describing the SCN, $F_{SCN}(t)$, is governed by Eq. 1 with $X = SCN$, and its associated neurotransmitter ($i = S$) simulates the effect of indirect synaptic projections from the SCN to the wake-, NREM-, and REM sleep-promoting populations. The argument of the steady state firing rate response function $F_{SCN\infty}(\cdot)$ is the circadian drive $c(t)$ modeled with the circadian oscillator model described by Forger and colleagues [20, 29, 42]. This model, based on a modified van der Pol oscillator, includes a circadian drive variable $c(t)$ and a complementary variable $x_c(t)$ governed by the following equations:

$$c' = \left(\frac{\pi}{12}\right)(x_c + B)$$

$$x_c' = \left(\frac{\pi}{12}\right) \left[ \mu \left( x_c - \frac{4x_c^3}{3} \right) - c \left( \frac{24}{0.99669\tau_x} \right)^2 + kB \right] .$$

The term $B$ represents light input to the model [20] and involves a variable $n$ that describes the dynamics of light-induced activation and is governed by $n' = 60[\alpha(I(t))(1 - n) - \beta n]$ where $\alpha(I(t)) = \alpha_0(I(t)/I_0)^p$ and $I(t)$ is light intensity. The circadian drive variable $c(t)$ oscillates between $\sim -1$ and $\sim +1$ with an intrinsic period of 24.2 h and generates rhythmic increases and decreases in $F_{SCN}$ between $\sim 1$ to 7 Hz, consistent with experimental measurements of SCN neuronal activity in mammals [10]. As in our previous work [6], we assume the circadian oscillator is entrained to a 24 h environmental light schedule which is simulated by a light input of 500 lux to the circadian drive model on a 14:10 Light:Dark cycle.

The homeostatic sleep drive $h(t)$ describes the exponential growth and decay of sleep propensity as a function of prior sleep-wake history:

$$h' = \frac{(H_{max} - h)}{\tau_{hw}} H[F_W - \theta_W] - \frac{h}{\tau_{hs}} H[\theta_W - F_W]$$

where the units are % mean SWA; $H[z]$ is the Heaviside function defined as $H[z] = 0$ if $z < 0$ and $H[z] = 1$ if $z \geq 0$; and the state dependence of homeostatic activity is gated by the firing rate of the $W$ population, $F_W$. The mechanism of action of $h(t)$ mimics the action of adenosine [4, 24] and affects excitability of the NREM sleep-promoting population by modulating the half-activation parameter of its steady state activation function according to $\beta_N(h) = -0.0045h - 0.1$.

The time constants of $h(t)$ were specified to be $\tau_{hw} = 15.78$ h and $\tau_{hs} = 3.37$ h based on fits to the time course of changes in SWA in adults [39]. For these homeostatic time constants, the model produces approximately 8 hours of sleep and 16 hours of wake each day (Fig. 1B). Simulated sleep is initiated with NREM sleep, and then the model cycles between NREM sleep and REM sleep, resulting in four REM bouts across the sleep period. The timing of sleep and wakefulness are entrained to the 14:10 Light:Dark cycle [6]. Sleep onset occurs on the descending interval of the circadian drive at a circadian phase of 0.793 (where phase is normalized between zero and one with zero phase corresponding the circadian minimum).
Wake onset occurs just past the circadian minimum at the beginning of the rising interval of the circadian drive at a phase of 0.111. The duration, timing, and architecture of the simulated sleep-wake behavior are consistent with normal adult human sleep [7, 8, 18].

2.2. One-dimensional map for sleep-wake model. In previous work, we developed a numerical algorithm for computing a one-dimensional map to describe the relationship between the circadian phases of successive sleep onsets [6]. We define sleep onset to be the time at which $F_W$, the firing rate of the wake-promoting population, decreases through 4 Hz, and the circadian phase of sleep onset is the time difference between sleep onset and the preceding minimum of the circadian drive variable $c$, divided by the period of the circadian oscillator entrained to the light/dark cycle (24 h). The map is constructed by tracking circadian phases of sleep onsets during numerical integrations of the model from a large number of initial conditions.

In order to specify appropriate initial conditions, we consider the model as two subsystems, the sleep-wake network and the circadian oscillator, that are coupled together. The sleep-wake network includes the neuronal population firing rates ($F_W$, $F_N$ and $F_R$) and the homeostatic sleep drive $h$, while the circadian oscillator includes the circadian variables $c$, $x_c$, and $n$ as well as the SCN firing rate ($F_{SCN}$) since its activity is directly driven by the circadian drive $c$. Initial conditions are selected to place the sleep-wake variables on a stable solution of the sleep-wake network near sleep onset associated with a fixed value of the circadian drive $c$ and the circadian oscillator variables on their stable solution associated with the same fixed value of $c$. To construct a full set of initial conditions, we varied $c$ over one circadian cycle (approximately $-1.114 < c < 1.114$) and used two-parameter numerical continuation (implemented in AUTO on XPPAUT [17]) to compute the stable solution of the sleep-wake network. The map is generated by plotting the phase of sleep onset at cycle $n + 1$, $\Phi_{n+1}$, as a function of the phase of sleep onset at cycle $n$, $\Phi_n$ (Figure 1C). All map computations were performed in MATLAB (MathWorks Inc., Natick, MA). For additional details regarding the algorithm for constructing the one-dimensional map, see [6].

The resulting one dimensional map for the sleep-wake model is piecewise continuous and non-monotonic with vertical discontinuities occurring at cusps in the map curves demarcating distinct branches of the map. The branches of the map correspond to sleep-wake cycles with distinct characteristics including differences in sleep and wake bout durations and number of REM bouts. The map has a fixed point, seen as an intersection point of the map with the $y = x$ line, near phase $\Phi_s = 0.793$. The slope of the map at this intersection point is less than 1 (estimated as 0.02) indicating a stable fixed point [28]. This fixed point corresponds to the periodic solution associated with stable entrainment of typical adult sleep-wake behavior to the circadian rhythm (Figure 1B). The evolution of sleep onset phases over multiple cycles from a desynchronized state (where $\Phi_0$ is chosen to be away from this fixed point) to the entrained state corresponding to the fixed point can be traced out on the map by the usual “cobwebbing” technique. Thus, we can predict cycle-by-cycle changes in sleep-wake behavior during the re-entrainment process by tracking the model trajectory on the map.

3. Bifurcations in the map as dynamics of the homeostatic sleep drive vary. In this study, we investigated the bifurcations occurring across the transition from monophasic to polyphasic sleep behavior motivated by changes that occur in the time constants of the home-
ostatic sleep drive during development. In our model, we introduced a scaling parameter $\chi$ in order to consistently scale $\tau_{hw}$ and $\tau_{hs}$:

$$h' = \frac{(H_{\text{max}} - h)}{\chi \tau_{hw}} H[F_W - \theta_W] - \frac{h}{\chi \tau_{hs}} H[\theta_W - F_W]$$

with $0 < \chi$. Note that in our notation, $\chi$ represents a scaling factor on the time constants $\tau_{hw}$ and $\tau_{hs}$ although other authors have used $\chi$ to denote the time constants themselves [37, 44]. By scaling the time constants governing growth and decay of $h(t)$, we alter the rates at which the homeostatic sleep drive accumulates and dissipates in the system. In addition to direct effects on $h$, this alters the interactions between $h$ and the circadian drive.

Using numerical simulations, we found that the number of sleep cycles per day appeared to increase in increments of one as $\chi$ decreased from 1. To summarize these changes, we computed the time spent in sleep over a four day period as $\chi$ ranged between 0.3 and 1.1 (Figure 2). For certain intervals of $\chi$ values, the model produced a fixed number of sleep cycles per day. For example, for values of $\chi$ with $0.866 < \chi < 1.9885$, one sleep cycle per day occurred; for $0.454 < \chi < 0.5865$, two sleep cycles per day occurred; and for $0.3085 < \chi < 0.341$ three sleep cycles per day occurred. However, between the intervals of $\chi$ values corresponding to a single number of sleep cycles per day, there were $\chi$ values which produced variable numbers of sleep cycles per day. For example, for $\chi = 0.72$ the model alternated between one and two sleep cycles per day.

To better understand the underlying dynamics associated with the change in the number of sleep cycles per day, we examined the one-dimensional maps for the sleep-wake model for different values of $\chi$ (Figure 3). Using the approach described in Section 2, we computed maps for values of $\chi < 1$ in order to track changes in the maps and the existence and stability of fixed points that corresponded to changes in the observed sleep-wake dynamics. As $\chi$ decreases, the branch of the map associated with the stable steady state moves down until, for $\chi \approx 0.8$ the map no longer intersects the line $y = x$ (Figure 3D). Thus, the fixed point of the map is lost as a direct result of the discontinuity, suggesting the occurrence of a border collision bifurcation. Interestingly, the slope of the map curve at the fixed point undergoes changes in its sign and magnitude before the fixed point is lost at the cusp at the end of the map branch. Specifically, the slope at the cusp is greater than one, so the fixed point loses stability before it loses existence. This change in stability makes it difficult to relate the bifurcation in our system to established normal forms of piecewise smooth maps [12, 23]. However, as described below, additional numerical evidence demonstrating period adding-like behavior in the system as $\chi$ changes suggests that the loss of the fixed point shares properties of a border collision bifurcation.

Following the loss of the fixed point near $\chi = 0.8$, the full model produces behavior in which some days exhibit one sleep cycle and other days exhibit two sleep cycles. As $\chi$ decreases further, the map continues to evolve in ways that do not permit the re-emergence of a fixed point corresponding to a single, entrained sleep period. However, when $\chi = 0.58$ (Figure 3B), the model produces a stable pattern of two sleep cycles per day. This behavior corresponds to the existence of a stable two-cycle for the map corresponding to fixed points of the second return map satisfying $\Phi_{n+2} = \Phi_n$ (Figure 4A). Consideration of second return
maps associated with $\chi$ values in this range show that there are actually two stable two-cycles present; bistability occurs for $0.5645 < \chi < 0.5865$. As seen in the map for $\chi = 0.58$ the stable two-cycles correspond to distinct behaviors: one represents a daytime nap and a period of nighttime sleep and one represents bi-phasic sleep occurring at the beginning and end of the dark period (Figure 4B). The large vertical discontinuity that is present in the first return map is absent in the second return map. For increasing $\chi$, the loss of the stable two-cycles occurs for $\chi \approx 0.5865$ in saddle-node bifurcations. For decreasing $\chi$, the two-cycle associated with the two-phase dark period sleep behavior loses stability for $\chi \approx 0.5645$, and the two-cycle associated with the nap and nighttime sleep loses stability for $\chi \approx 0.48$. Thus, although the two-cycle associated with nap and nighttime sleep is stable over a much larger range of $\chi$ values compared to the two-cycle associated with two-phase nighttime sleep, both behaviors may coexist in the model.

It is important to note that a stable pattern of $n$ sleep cycles per day may not correspond to a stable $n$-cycle of the map. For example, for $\chi = 0.9$, one sleep cycle occurs per day, but the fixed point of the map is not stable. Although the dynamics of the system produce one sleep cycle per day, the time of sleep onset varies slightly between days, resulting in sleep onset at different phases on different days. This variability is reflected in the regions of Figure 2 in which the pattern of sleep and wake does not repeat periodically across the 4 day period, and it is related to the bifurcation in the number of REM bouts per sleep cycle which will be discussed further in Section 4.
Figure 3. Time traces and maps reflect changes in sleep-wake architecture as $\chi$ varies. A. Time traces show the number of sleep bouts per day changing with $\chi$. For $\chi = 0.8$ (bottom), one sleep cycle occurs each day although sleep cycles contain variable numbers of REM bouts. For $\chi = 0.72$ (middle), simulated behavior alternates between one and two sleep cycles per day. For $\chi = 0.58$ (top), two sleep cycles occur every day. B. Map for $\chi = 0.58$ does not have any fixed points. C. Map for $\chi = 0.72$ shows branches moving away from $y = x$ line. D. Map for $\chi = 0.8$ shows the configuration of branches just after the fixed point is lost.

3.1. Bifurcation structure in number of sleep cycles per day. To numerically investigate the structure of the bifurcations in the number of sleep cycles per day, we used two different methods to track the number of sleep cycles produced per day as $\chi$ varied across the transition region from one stable sleep cycle per day to two stable sleep cycles per day. For a fixed value of $\chi$, the pattern of sleep cycles per day is summarized as a sequence $\{s_i\}$ where $s_i$ is the number of sleep cycles on day $i$. For example, when $\chi = 1$, one sleep cycle occurs every day and corresponds to the sequence $\{1,1,1,\ldots\} = \{1\}^\infty$. Similarly, for $\chi = 0.5$, two sleep cycles occur every day and are associated with the sequence $\{2,2,2,\ldots\} = \{2\}^\infty$. In one method,
we developed a pattern detection algorithm to numerically detect the sequence representing
the number of sleep cycles per day for a given value of $\chi$ (see Supplementary Material for a
description of the algorithm). In a second method, we detected periodicity in the phases of
sleep onsets and computed the number of sleep onsets and days in the periodic cycle. We
applied both methods to study the structure in the changes in the number of sleep cycles per
day across the transition region from $\chi = 1$ to $\chi = 0.5$ and obtained qualitatively similar
results. The results shown in Figure 5 are from the pattern detection algorithm.

For each value of $\chi$ from 0.5 to 1 with step size $5 \times 10^{-4}$, we calculated the number of sleep
cycles per day, $\rho$, which is similar to a rotation number (Figure 5A). For $\chi$ values at which
a stable pattern was detected (black dots), $\rho$ was calculated as the number of sleep cycles in
the stable repeating pattern divided by the number of days in the pattern. For example, the
stable patterns $\{1\}^\infty$, $\{1, 2\}^\infty$, and $\{2\}^\infty$ correspond to $\rho = 1$, 1.5, and 2, respectively. At
values of $\chi$ for which no stable pattern was detected (red dots), an average $\rho$ was computed
as the total number of sleep cycles divided by the total number of days in a simulation lasting
2400 h.

Overall, we found that stable patterns display some properties of a period adding bifurcation
structure in rotation number and in number of sleep cycles (Figure 5B) with some major
exceptions. The rotation numbers of stable patterns between $1.5 \leq \rho \leq 2$, corresponding to
$0.7 \geq \chi \geq 0.5$, occur at values $\rho = (2n + 1)/(n + 1)$ corresponding to patterns of the form
$\{1, 2^n\}$ representing $n$ days of two sleep cycles followed by one day of one sleep cycle. The
rotation numbers increase monotonically and, for successive values of $n$, the associated values
of $\rho$, $\frac{a}{b}$ and $\frac{c}{d}$, form a pair of Farey neighbors that satisfy $|ad - bc| = 1$, typical of period-adding
bifurcations [23]. These solutions form the left-most border of the bowl-shape, typically ob-
served in period adding bifurcations [23], in the plot of the number of sleep cycles in the stable
patterns as a function of $\chi$ (Figure 5B). However, rotation numbers for stable patterns did

Figure 4. For $\chi = 0.58$, stable 2-cycles are associated with patterns of two sleep periods per day. A. The
2nd-return map shows 4 stable (light and dark green) and 4 unstable (red) period 2 points. B. The light green
points correspond to a pattern of nap and nighttime sleep. C. The dark green points correspond to a pattern of
two-phase nighttime sleep.
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Figure 5. Transition from monophasic to biphasic sleep patterns as $\chi$ is varied quantified by the number of sleep cycles per day (A) and the number of sleep cycles in the stable sleep pattern (B). A: For stable patterns, the sum of the number of sleep cycles in the stable repeating pattern divided by the number of days in the pattern is plotted (black dots); for quasi-periodic patterns, the total number of sleep cycles divided by the total number of days in a simulation lasting 2400 h is plotted (red dots). B: The number of sleep cycles in the stable patterns form an approximate bowl-shape as a function of $\chi$ typical of period adding bifurcations.

not exist continuously as $\chi$ was varied since we detected quasi-periodic patterns (Figure 5A, red dots) at $\chi$ values between the majority of intervals where stable patterns existed. In a strict period adding bifurcation, the plot of stable rotation number as a function of $\chi$ forms a devil’s staircase, defined as a continuous and monotonic function which is constant locally almost everywhere [23]. By contrast, our plot of stable rotation number as a function of $\chi$ does not form a perfect devil’s staircase, although an underlying devil’s staircase-like structure is evident. Average rotation numbers for the quasi-periodic solutions were approximately similar to neighboring stable rotation numbers reflecting patterns with similar numbers of sleep cycles per day but without strict periodicity.

For $0.7 \leq \chi \leq 1$, rotation numbers of stable patterns between $1.5 \geq \rho \geq 1$ occur at values $\rho = (n + 2)/(n + 1)$ for positive integers $n$ corresponding to patterns of the form $\{1^n, 2\}^\infty$ representing $n$ days with one sleep cycle followed by one day with two sleep cycles. In this range of $\chi$ values, stable rotation numbers did not decrease monotonically. For example, stable solutions with rotation number $\rho = 4/3$ corresponding to the sleep pattern $\{1^2, 2\}^\infty$ occur over 2 intervals of $\chi$ values, $\approx (0.764, 0.775)$ and $\approx (0.787, 0.794)$.

Interestingly, the sleep patterns corresponding to these disjoint intervals differ in the numbers of REM sleep bouts that occur during the sleep episodes. To denote both sleep cycles per day and REM bouts per sleep cycle in patterns associated with particular values of $\chi$, we introduce the notation $\{n, n, (m, m)\}$ to denote $n$ REM bouts per sleep cycle on days with one sleep cycle per day and $m$ REM bouts per sleep cycle on days with two sleep cycles per day. In the lower $\chi$ interval, the REM sleep pattern is $\{4, 4, (3, 3)\}^\infty$ representing 4 REM bouts during each sleep episode with 1 sleep cycle per day, and 3 REM bouts per
sleep episode when there are 2 sleep cycles per day. In the higher \( \chi \) interval, the REM sleep pattern is \( \{4, 3, (3, 4)\}^\infty \). In the gap between the stable \( \{1^2, 2\}^\infty \) patterns, stable patterns of the form \( \{(1, 1, 2)^m, (1, 1, 1, 2)^n\}^\infty \) \((n, m \text{ positive integers})\) exist as well as quasi-periodic solutions. Stable sleep patterns with rotation numbers \( \rho = 1.25 \) corresponding to a \( \{1^2, 2\}^\infty \) sleep pattern, and \( \rho = 1.2 \) corresponding to a \( \{1^4, 2\}^\infty \) pattern also exist over disjoint \( \chi \) intervals with different REM sleep patterning in the two intervals. This non-monotonicity in the variation of rotation numbers for stable sleep patterns also deviates from a strict period adding bifurcation.

In addition to the patterns of the forms \( \{1^n, 2\}^\infty \) and \( \{1, 2^n\}^\infty \), other stable patterns of sleep cycles were observed for values of \( \chi \) in the interval \([0.5, 1]\). For example, the stable solutions with \( \rho = 8/5 = 1.6 \) sleep cycles per day correspond to a pattern of

\[
(7) \quad \{(1, 2), (1, 2, 2)\}^\infty; \]

stable solutions with \( \rho = 11/7 \approx 1.5714 \) sleep cycles per day correspond to a pattern of

\[
(8) \quad \{(1, 2), (1, 2), (1, 2, 2)\}^\infty; \]

and stable solutions with \( \rho = 7/5 = 1.4 \) sleep cycles per day correspond to a pattern of

\[
(9) \quad \{(1, 2), (1, 1, 2)\}^\infty. \]

These more complex patterns are typical of period adding bifurcations as they exist for \( \chi \) values between those exhibiting stable \( \{1, 2^n\}^\infty \) and \( \{1, 2^n+1\}^\infty \) patterns, or between \( \{1^{n+1}, 2\}^\infty \) and \( \{1^n, 2\}^\infty \) patterns. They are concatenations of those patterns and their rotation numbers are Farey neighbors.

### 4. Bifurcations in the number of REM bouts as dynamics of the homeostatic sleep drive vary.

As observed in the above results, the NREM-REM structure within sleep episodes also changes with \( \chi \). The resulting interaction between the number of sleep cycles per day and the REM structure of the sleep cycles contributed to some of the complexity observed in the \( \chi \)-dependence of sleep-wake patterning in our model compared to that reported in models of sleep-wake regulation that only describe two states [34, 36, 44]. To investigate the role of NREM-REM cycling on transitions in the number of sleep cycles per day, we quantified changes in REM sleep patterning and related \( \chi \)-dependent changes in REM sleep patterns to the associated maps.

#### 4.1. NREM-REM cycling in single daily sleep episodes.

For this analysis, we focus on the bifurcation in the number of REM bouts per sleep cycle that takes place in the parameter regime preceding the bifurcation away from a single stable sleep cycle per day. With the original homeostatic time constants, there is a single, consolidated sleep period during which four REM bouts occur as a result of ultradian cycling during sleep. As described in Section 3, the system continues to produce a single, consolidated sleep period as \( \chi \) decreases from 1 to a value below 0.9, however, the fixed point that is associated with this single sleep period loses stability before it loses existence. For values of \( \chi \) around 0.9, the model produces a single sleep cycle per day, but the number of REM bouts varies in each sleep cycle. This affects
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**Figure 6.** Time traces and maps reflect changes in REM sleep patterning as \( \chi \) varies. A: Time traces show different patterns of REM bouts during a single nighttime sleep bout as \( \chi \) changes. For \( \chi = 0.88 \) (top), REM bouts occur in a \( \{5, 5, 4\} \) pattern. For \( \chi = 0.89 \) (middle), the number of REM bouts alternates in a \( \{5, 4, 5, 4\} \) pattern. For \( \chi = 0.92 \) (bottom), REM bouts occur in a \( \{4, 4, 5\} \) pattern. B-D: In the associated maps, when \( \chi = 0.88 \) (B), \( \chi = 0.89 \) (C), or \( \chi = 0.92 \) (D), the fixed point is unstable since different numbers of REM bouts produce different phases of sleep onset on subsequent days.

The duration of the sleep period and results in day-to-day variability in sleep onset, leading to the loss of stability of the fixed point in the associated map. This variability in the phase of sleep onset is reflected in Figure 2 in the lack of smoothness and consistency in the blue bands corresponding to sleep periods on different days for \( \chi \) near 0.9.

In the map associated with the original homeostatic time constants, each of the branches of the piecewise continuous map is associated with a fixed number of REM bouts per sleep cycle [6]. The stable fixed point lies on a branch corresponding to four REM bouts per sleep cycle, and the branch to the left of the stable fixed point corresponds to five REM bouts per
As $\chi$ decreases, the fixed point moves on to the cusp that lies between these two branches of the map (Figure 6B-D). Since the magnitude of the slope is greater than one on this cusp, the fixed point loses stability. However, the trajectory moves between these branches in a higher order cycle, thereby producing different numbers of REM bouts in successive sleep periods: some sleep cycles have four REM bouts while others have five. This variability in the structure within the sleep cycle leads to variability in the phase of sleep onset, consistent with the loss of stability of the fixed point for values of $\chi$ near 0.9.

For example, as seen in the model time traces corresponding to $\chi$ near 0.9 (Figure 6A), a parameter value of $\chi = 0.92$ (bottom panel) produces a single sleep cycle per day, however, the number of REM bouts per sleep period varies in a $\{4, 4, 5\}^{\infty}$ pattern. As $\chi$ decreases to 0.89 (middle panel) and 0.88 (top panel), the system alternates between four and five REM bouts in the nighttime sleep period in a $\{4, 5\}^{\infty}$ pattern and in a $\{5, 5, 4\}^{\infty}$ pattern of REM bouts, respectively. The appearance of sleep episodes with five REM bouts is associated with the appearance of unstable fixed points on the map branch corresponding to five REM bouts per sleep cycle for these values of $\chi$ (Figure 6B-D). Due to the cusp structure of the map, for decreasing $\chi$, these fixed points associated with five REM bouts per sleep episode lose existence before they gain stability. Thus, there is no value of $\chi$ that produces a stable daily pattern consisting of a single sleep cycle with five REM bouts.

### 4.2. Bifurcation structure in the number of REM bouts per sleep period

To investigate the change in the pattern of REM bouts per sleep cycle as $\chi$ decreases, we used an approach similar to that described for detecting the structure in the change of sleep cycles per day. Specifically, we applied the pattern detection algorithm (see Supplementary Material) to the number of REM bouts per sleep cycle and computed, $\rho_{REM}$, the average number of REM bouts per sleep cycle by dividing the total number of REM bouts in a stable pattern by the number of sleep cycles in that pattern. If no pattern was detected, the average number of REM bouts per sleep cycle was approximated by dividing the number of REM bouts in the entire simulation by the number of sleep cycles in the simulation. In Figure 7, $\rho_{REM}$ values for stable solutions are plotted as black points and those for quasi-periodic solutions are red points.

For $\chi = 1$, $\rho_{REM} = 4$, and $\rho_{REM}$ increases as $\chi$ decreases reflecting the appearance of sleep episodes with five REM bouts. In a period adding bifurcation, we would expect to see stable solutions with REM patterning of the form $\{4^n, 5\}$ and $\{4, 5^n\}$ for positive integers $n$. Our model displays only a limited number of these stable solutions, namely $\{4, 5\}^{\infty}$ with $\rho_{REM} = 4.5$, $\{4^2, 5\}^{\infty}$ with $\rho_{REM} = 4.333$ and $\{4, 5^k\}^{\infty}$ for $k = 2 - 4$ corresponding to $\rho_{REM} = 4.666, 4.75$ and 4.8. The other stable solutions are concatenations of two of these patterns that exist in the $\chi$ interval between the patterns. For example, between the stable solutions with $\rho_{REM} = 4.333$ and 4.5 are stable patterns of the form $\{(4, 4, 5), (4, 5)^n\}^{\infty}$ where $n$ increases as $\chi$ decreases. These solutions are evident in the vertical cascade of stable solutions in Figure 7B between the stable solutions with 13 and 9 REM bouts that increase in increments of 9 REM bouts as $\chi$ decreases. So while in this $\chi$ interval period adding bifurcation structure is intact, model solutions display only a portion of the full period adding behavior. In applications, it is common to encounter situations like this in which a period adding bifurcation scenario is truncated [3].
Figure 7. Bifurcation structure as $\chi$ is varied in the number of REM bouts per sleep episode in solutions with one sleep cycle per day. A: For stable solutions, the number of REM bouts per sleep cycle was computed by dividing the total number of REM bouts in the stable pattern by the number of sleep cycles in that pattern (black dots). For unstable solutions, the average number of REM bouts per sleep cycle was approximated by dividing the number of REM bouts in the entire simulation by the number of sleep cycles in the simulation (red dots). B: The number of REM bouts in the stable patterns form a truncated bowl-shape as $\chi$ is varied reflecting the truncated period adding bifurcation structure.

In $\chi$ intervals between the stable solutions, the model displayed quasi-periodic behavior in the number of REM bouts per sleep cycle (red dots in Figure 7B). In these solutions, each sleep episode had either four or five REM bouts, but the sequence of number of REM bouts per sleep cycle did not repeat. The existence of such quasi-periodic solutions deviates from a strict period adding bifurcation structure in the number of REM bouts per sleep cycle.

5. Discussion. In this study, we presented a computationally-based analysis of the bifurcations produced by varying homeostatic time constants in a sleep-wake network model that simulates three states: wake, NREM sleep, and REM sleep. These bifurcations were investigated using an associated piecewise continuous one-dimensional map. The map was constructed from the high-dimensional, physiologically-based sleep-wake regulatory network model for human sleep, and transitions in the numbers of average simulated sleep cycles per day could be understood as a border collision bifurcation. Specifically, decreasing the homeostatic time constants in the model caused the stable fixed point corresponding to entrained monophasic sleep-wake behavior to move through the discontinuity of the map. Relatedly, transitions in the number of REM bouts per sleep cycle could be understood in terms of a loss of stability of this fixed point prior to the loss of existence. The loss of stability was directly related to the non-monotonicity of the map at the cusp points separating different branches of the map.

Considering the average number of sleep cycles as a function of the scaling parameter, $\chi$, revealed a structure with some properties of a period-adding bifurcation, but also some significant differences. In the transition from monophasic to stable biphasic sleep patterns,
we found $\chi$ intervals in which the numbers of sleep cycles per day exhibited the stable repeating patterns expected in a period adding bifurcation. However, these $\chi$ intervals were not contiguous and in some cases were not continuous. Additionally, quasi-periodic solutions existed in $\chi$ intervals between the stable solutions. Interestingly, focusing on the dynamics of the model for values of $\chi$ before the bifurcation point associated with the end of stable, monophasic sleep revealed a truncated period adding-like structure in the average number of REM bouts per sleep cycle. Again, quasi-periodic solutions existed in $\chi$ intervals between stable solutions. This suggests a type of nested hierarchy of bifurcations taking place in sleep patterns as the time constants of the homeostatic sleep drive decrease. We also identified a range of $\chi$ values associated with bistability between two cycles corresponding to distinct sleep behaviors: a nap-nighttime sleep pattern and a two-phase nighttime sleep pattern. Although the nap-nighttime sleep pattern is more familiar in modern life and corresponds to sleep in early childhood as well as siesta cultures, two-phase nighttime sleep has been observed under short photoperiods and may represent historical sleep patterns that preceded modern artificial lighting conditions [49].

Our results also point to a role for REM sleep in the stabilization and de-stabilization of sleep patterns across the transition from monophasic to biphasic sleep. Sleep patterns of the form $\{1^k, 2\}^{\infty}$ for $k = 2, 3$ and 4 were stable in two disjoint $\chi$ intervals and the difference between the solutions in the two $\chi$ intervals were in the number of REM bouts per sleep episode. In our model, a change in the number of REM bouts leads to a finite change in the duration of the sleep episode due to the fact that REM bout durations are governed by separate dynamical mechanisms than sleep episode durations. Additionally, the propensity for REM bouts varies with the circadian rhythm [22]. Thus, as $\chi$ varies, introducing a graded change in sleep episode durations as well as shifting the phases of the circadian rhythm over which sleep occurs, the number of REM bouts that can “fit” in each sleep episode varies, leading to different stable sequences in the number of REM bouts per sleep episode but the same overall pattern of sleep cycles per day.

We previously determined that the interaction of the time scales associated with the homeostatic sleep drive and the circadian rhythm plays a key role in determining the behavior produced by the network [6, 14]. We exploited the slower time scales of the sleep homeostat and the circadian drive to apply fast-slow decomposition principles to understand underlying model dynamics. For an appropriate range of fixed values for circadian variables, we identified a Z-shaped folded surface around which trajectories moved as they transitioned from wake to sleep over a typical 24 h cycle. In this analysis, we noted that the separation of time scales that is necessary for a rigorous fast-slow decomposition was not always preserved in this system. Thus, interactions among the time scales of the homeostatic sleep drive and the circadian variables could result in behavior that was not predicted by the system associated with the singular limit in which circadian variables were taken to be fixed parameters. This interaction of time scales also complicated the construction of the one-dimensional map. In general, the map was computed from initial conditions taken as the knee of the Z-shaped bifurcation diagram associated with a fixed value of the circadian variables. However, for some regions, these initial conditions failed to produce a rapid transition from wake to sleep [6]. At these points, the change in circadian variables, and hence the change in the location of the knee of the Z-shaped bifurcation diagram, outpaced the change in the homeostatic sleep
drive, thereby preventing a transition to sleep. Biologically, this interaction may explain the existence of a “wake maintenance zone” for sleep that occurs in the morning approximately 5 hours after minimum core body temperature [45]. However, in the map, this interaction produced horizontal and vertical discontinuities in the piecewise continuous one-dimensional map generated from initial conditions at the saddle-node point. Computation of the map for circadian phases associated with the horizontal discontinuity required a choice of initial conditions on the unstable manifold of the saddle-node point [6]. In this work, we focused on applying the one-dimensional map to understand bifurcations of the full model. As the scaling parameter $\chi$ decreased, the discontinuities in the map changed but generally persisted. This likely reflects changes in the interaction between the dynamics of the circadian and homeostatic sleep drives over 24 h since $\chi$ directly alters the time constants of the homeostatic sleep drive. Interestingly, for $\chi = 0.58$, the second return map does not show any discontinuities suggesting that, with these time constants, the homeostatic sleep drive is never outpaced by the circadian variables.

A key motivation for this work was to improve understanding of the effects of increasing the rates of growth and decay of homeostatic sleep need in a three-state model of sleep-wake behavior. We found that such a change resulted in a transition from monophasic to polyphasic sleep. This is consistent with characterization of the time constants of the homeostat in multiple species [36, 48] and in different human life stages [2, 25, 27] that suggests more frequent sleep periods are associated with increased build up of sleep need. However, REM sleep timing, duration, and architecture also vary in different species and in humans at different life stages [35, 43, 47]. The role of REM sleep in complicating the dynamics associated with the model’s transition from monophasic to biphasic sleep suggest that REM-NREM sleep architecture should be considered when evaluating dynamics of monophasic and polyphasic sleep.

Similar bifurcations structures have been observed in other models with slow variables [36, 44, 51]. In mathematical models that describe sleep-wake behavior as two states, wake and sleep, without separately considering REM and NREM sleep, this dependence has been established for homeostatic time constants [36, 44]. In particular, sleep patterns transition from monophasic to polyphasic as the time constants for the homeostatic sleep drive decrease in the Two Process model, a classic phenomenological model for the circadian regulation of sleep and wake states, and in a physiologically-based sleep-wake flip-flop model [37]. Under baseline conditions associated with adult humans, similarities in underlying dynamics of these sleep-wake models and the model considered here have been established [5, 44]. Indeed, it has been shown that in a specific parameter regime, the Two Process model is dynamically equivalent to the sleep-wake flip-flop model [44]. Further analysis of the Two Process model has shown that its dynamics are captured exactly by a one-dimensional circle map that is piecewise smooth [34, 44]. A bifurcation analysis of the Two Process model in this parameter regime revealed a strict period adding bifurcation structure in the number of sleep episodes per day as the time constant of the homeostatic sleep drive was varied and sleep patterns varied from monophasic to polyphasic [44]. Our results indicate that REM sleep dynamics add complexity to the bifurcation structure suggesting that there may be important aspects of the transition from polyphasic to monophasic sleep that are not captured by two-state models. Future work characterizing homeostatic time constants and sleep-wake behavior in
preschoolers as they transition from napping to non-napping behavior is needed to determine the relative importance of accounting for REM sleep during this transition.
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