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Abstract
We construct a Weyl group action on the DKS type varieties, a certain class of varieties associated with quivers. As a result, on some special DKS type varieties, we can give a quiver theoretic explanation of the quasi-classical Gelfand–Graev action discovered by Ginzburg and Riche and studied by Ginzburg and Kazhdan recently.
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1 Introduction

1.1 Backgrounds

Let $G$ be a complex connected semi-simple group and $U$ be a maximal unipotent subgroup. The homogeneous manifold $G/U$ is sometimes called the “basic (base) affine space” of the group $G$, c.f. [1,2]. The importance of this space is partially reflected by the following empirical fact summarized in [1]:
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Experience in representation theory suggests that for many problems in representation theory the solution results from a careful study of the base affine space.

Guided by this philosophy, in this paper, we are interested in investigating a natural group action on the affinization of $T^*(G/U)$.

By studying the ring of algebraic differential operators on $G/U$, in an unpublished paper written in the 1960s, S. Gelfand and M. Graev discover a nontrivial action of the Weyl group on this ring. For example, when the Weyl group is $\mathbb{Z}_2$, such an action is essentially the Fourier transformation on the polynomial differential operators. In view of this example, it seems that one can hardly expect such an action to be induced from a Weyl group action on $G/U$ itself. Therefore, it is understandable that Ginzburg and Riche [11] describe it as “quite surprising” when they find a natural Weyl group action on $(T^*(G/U))_{\text{aff}}$, the affinization of the cotangent bundle of $G/U$. Based on this new action, called the $G^3\text{RK}$ action in the following, Ginzburg and Kazhdan [10] give an algebraic interpretation of the Gelfand–Graev action. Due to this fact, a reasonable way to view the $G^3\text{RK}$ action is treating it as a quasi-classical analog of the Gelfand–Graev action. In fact, in [10], the $G^3\text{RK}$ action is called the quasi-classical Gelfand–Graev action directly. Moreover, by using the canonical map from $T^*(G/U)$ to $\tilde{g}$, the Grothendieck–Springer resolution of $g$, the $G^3\text{RK}$ action is also related to another famous Weyl group action: the Springer representation [25,26].

Under a different circumstance, in symplectic geometry or Kähler geometry, the basic affine space and its cotangent bundle also arise. Let $K$ be a maximal compact subgroup of $G$. In [15], Guillemin, Jeffrey and Sjamaar study a construction called symplectic implosion on Hamiltonian $K$-manifolds, which shares similar properties with the more familiar symplectic reduction construction. To get an impression of the relation between the symplectic implosion and the basic affine space, one can perform the implosion construction on $T^*K \cong G$, which gives rise to $(G/U)_{\text{aff}}$, the affinization of the quasi-affine space $G/U$. Similar to what happens in the representation theory, $(G/U)_{\text{aff}}$ also occupies a special position in the implosion construction, i.e. as a certain “universal” object. Moreover, when $G = \text{SL}(n+1, \mathbb{C})$, it is possible to generalize the implosion construction to hyper-Kähler manifolds [6,7]. In particular, in such a generalization, the space $(T^*(G/U))_{\text{aff}}$ is the counterpart of $(G/U)_{\text{aff}}$.

An interesting point is that if we study $(T^*(G/U))_{\text{aff}}$ using the symplectic geometry method, this space is also related to some Weyl group action, however in an indirect way. To see this, we recall that Dancer, Kirwan and Swann undertake a detailed analysis of $(T^*(G/U))_{\text{aff}}$ by realizing it as a variety associated with the $A_n$ type quiver, c.f. [7, Theorem 7.18]. Then, by using the quiver theoretic structure on $(T^*(G/U))_{\text{aff}}$, the hyper-Kähler quotient of the Hamiltonian $(U(1))^n$-action on $(T^*(G/U))_{\text{aff}}$ is the Nakajima quiver variety $\mathcal{M}_\xi(v, w)$ exactly, where $v = (n, n - 1, \ldots, 1)^T$, $w = (n + 1, 0, \ldots, 0)^T$ are dimension vectors. Now, by a result of Nakajima [21, Proposition 9.1], as we recall in Theorem 2.1, the Weyl group has a natural action on the set $\{\mathcal{M}_\xi(v, w) | \xi \in \mathbb{R}^3 \otimes i\mathbb{R}^n\}$. 

1.2 Main results

Comparing the above two scenarios that \((T^* (G/U))_{\text{aff}}\) appears, the following question occurs to us quite naturally. Since there are two Weyl group actions associated with \((T^* (G/U))_{\text{aff}}\) in some way, one by the \(G^3\mathrm{RK}\) action, another via its quiver varieties explanation and Nakajima’s result, do they correlate with each other? A classical result pertains to this question is that the Springer representation for the Weyl group has an interpretation in terms of the Weyl group action on the Nakajima quiver varieties [21, 24]. In view of this fact, as well as the relation between the Springer representation and the \(G^3\mathrm{RK}\) action, the answer to the above question seems to be positive.

Note that Nakajima’s result only deals with the hyper-Kähler quotients of \((T^* (G/U))_{\text{aff}}\). To give a precise formulation of our comparison question, we would like to construct a Weyl group action on \((T^* (G/U))_{\text{aff}}\) itself, not on its hyper-Kähler quotients, in a quiver theoretic way. However, since \((T^* (G/U))_{\text{aff}}\) is just an example of a certain class of varieties associated with a quiver, which are called DKS type varieties, if we can find a quiver theoretic Weyl group action on \((T^* (G/U))_{\text{aff}}\), it seems equally plausible to expect such an action existing on a general DKS type variety. This is true indeed. Given the dimension vectors \(v, w\) of a quiver, we denote such a variety by \(M(v, w)\). We are going to show the following result.

**Theorem 1.1** (= Theorem 3.2) Fix a quiver \(Q\) of ADE type, i.e. having a finite Weyl group. Let \(C\) be the Cartan matrix of the quiver. If \(w = Cv\), then there is a Weyl group action on the variety \(M(v, w)\) associated with \(Q\).

The Weyl group action in the above theorem is compatible with the Weyl group action on \(\{M_\zeta(v, w) \mid \zeta \in \mathbb{R}^3 \otimes i\mathbb{R}^n\}\), i.e. Nakajima’s theorem mentioned before. In fact, note that the hyper-Kähler reduction of \(M(v, w)\) at \(\zeta\) is \(M_\zeta(v, w)\). Via such a reduction, the Weyl group action on \(M(v, w)\) descends exactly to the Weyl group action appearing in Nakajima’s theorem. Therefore, the Weyl group action in the above theorem fits well for our comparison question raised at the beginning of this subsection.

Our method to show Theorem 1.1 is based on the algebraic approach to proving Nakajima’s theorem, i.e. by using the reflection functor, c.f. [19,20,23]. However, the reflection functor in the literature is only devised for the usual quiver varieties, which, roughly speaking, are some quotient spaces associated with the general linear groups. As a contrast, the varieties that we consider in this paper, \(M(v, w)\), are only some quotient spaces associated with the special linear groups. Therefore, we need to check the well-known method to construct the reflection functor also works for \(M(v, w)\). More precisely, we show that even with additional constraint coming from the torsion of chain complexes, it is still possible to construct the reflection functor.

Once we establish the existence of the Weyl group action on \(M(v, w)\), we can compare it with the \(G^3\mathrm{RK}\) action and answer the comparison question affirmatively for some special varieties. Here is a result of this type.

**Theorem 1.2** (=Theorem 4.6) Choose the dimension vectors to be \(v = (n, n - 1, \ldots, 1)^T\), \(w = (n + 1, 0, \ldots, 0)^T\) for a quiver of \(A_n\) type. Take \(G = \text{SL}(n + 1, \mathbb{C})\) and let \(\Xi : M(v, w) \to (T^*(G/U))_{\text{aff}}\) be the isomorphism constructed in [7]. Then \(\Xi\)
induces an equivariant map with respect to the Weyl group action on $M(v, w)$ and the $G^3RK$ action on $(T^*(G_{ad}/U))_{aff}$, where $G_{ad} = \text{PGL}(n + 1, \mathbb{C})$ is the adjoint group associated with $G$.

We remark that it is also true that the isomorphism $\Xi$ itself is equivariant. To show this result, we need to deal with more technicalities. But the overall idea behind the proof is the same with Theorem 1.2. Therefore, to make the argument more transparent, we choose to provide all the details for the proof of Theorem 1.2 solely. After that, in Remark 4.8, we discuss how to modify the proof of Theorem 1.2 to show that $\Xi$ is equivariant.

1.3 An outline of the paper

This paper is organized as follows. In Sect. 2, we review some backgrounds about quiver varieties and set up notations used in the whole paper. In Sect. 3, we define the DKS type variety and show that it carries an action of the Weyl group. Especially, we restate Theorem 1.1 in Theorem 3.2 and prove Theorem 3.2. In Sect. 4, we recall the $G^3RK$ action on $(T^*(G/U))_{aff}$. For $G = \text{SL}(n + 1, \mathbb{C})$, we review a description of $(T^*(G/U))_{aff}$ using the DKS type varieties after the method in [7]. Then, we restate Theorem 1.2 in Theorem 4.6 and prove Theorem 4.6.

2 Quiver varieties

In this section, we review some materials about quiver varieties and set up notations used in this paper. A useful resource for the material covered here is Ginzburg’s lectures [9] on the Nakajima quiver varieties.

We are always working over the field $\mathbb{C}$. By a variety we mean that it is a separated scheme of finite type over $\mathbb{C}$. And we only consider the closed points of a scheme.

Given a symplectic manifold $(M, \omega)$ with a Hamiltonian group action $G$, we define the (real) moment map $\mu : M \to g^*$ of this group action with the sign convention such that

$$t_{VM}\omega = d\langle \mu, V \rangle,$$

where $V \in g$ and $V_M$ is the vector field generated by $V$. The complex moment map is defined using the similar sign convention.

2.1 A review of quiver varieties

By a quiver $Q$, we mean that it is a finite directed graph with the vertex set $I$ and the edge set $E$. In the following, we will identify $I$ with the set $\{1, \ldots, n\}$, where $n = \#I$. Each element $h \in E$ has an orientation, i.e. $h$ is an arrow. The head vertex and the tail vertex of $h$ are denoted by $h(h)$ and $t(h)$ respectively. We will always assume that $Q$ has no edge loops, i.e. no edges joining a vertex with itself. The opposite quiver $Q^{op} = (I, \bar{E})$ of $Q$ is isomorphic to $Q$ as an undirected graph, but the orientation of each edge is reversed. For $h \in E$, we denote $\bar{h} \in \bar{E}$ to be the edge corresponding to $h$. 
but with reversed orientation. The double quiver of \( Q \) is defined by \( DQ := (I, E \sqcup \bar{E}) \).

To save symbols, if there is no ambiguity, for a quiver \( Q = (I, E) \), \( h \in E \) is often written as \( h \in Q \).

Let \( A = (A_{kl})_{k,l \in I} \) be the adjacency matrix of \( DQ \), where \( A_{kl} \) is the number of edges of \( DQ \) going from \( l \) to \( k \). Clearly, \( A \) is also the adjacency matrix for the underlying undirected graph of \( Q \). The symmetric generalized Cartan matrix associated with \( Q \) is defined as
\[
C := 2I - A,
\]
where \( I \) is the identity matrix.

Using \( C \), one can construct a Kac-Moody algebra, whose Weyl group \( W \) is a discrete group defined by generators \( \{s_k\}_{k \in I} \) satisfying the following relations,
\[
\begin{align*}
    s_k^2 &= 1, \\
    s_k s_l &= s_l s_k, \quad \text{if } A_{kl} = 0, \\
    s_k s_l s_k &= s_l s_k s_l, \quad \text{if } A_{kl} = 1.
\end{align*}
\]

Note that the group \( W \) is finite if and only if the underlying undirected graph of \( Q \) is a Dynkin diagram of ADE type.

On \( \mathbb{Z}^n \), we can define a \( W \) action as follows. Taking \( \zeta = (\zeta_1, \ldots, \zeta_n)^\top \in \mathbb{Z}^n \),
\[
s_k (\zeta_1, \ldots, \zeta_l, \ldots, \zeta_n) := (\zeta_1 - C_{kl} \zeta_k, \ldots, \zeta_l - C_{kl} \zeta_k, \ldots, \zeta_n - C_{kn} \zeta_k).
\]

For the later usage, we also extend the above action to an action on \( \mathbb{R}^n \) or \( \mathbb{C}^n \).

To each vertex \( k \), we associate two \( \mathbb{C} \) vector spaces \( V_k, W_k \). Let \( V = (V_k)_{k \in I} \) and \( W = (W_k)_{k \in I} \). The following column vectors are called dimension vectors of \( V, W \) respectively,
\[
\begin{align*}
    v &= (\dim V_1, \dim V_2, \ldots, \dim V_n)^\top \in \mathbb{Z}_{\geq 0}^n, \\
    w &= (\dim W_1, \dim W_2, \ldots, \dim W_n)^\top \in \mathbb{Z}_{\geq 0}^n.
\end{align*}
\]

In the whole paper, the symbol \( \dim \) denotes the complex dimension of a complex vector space. And we often use \( v_k \) (resp. \( w_k \)) as an abbreviation for \( \dim V_k \) (resp. \( \dim W_k \)). Following Nakajima [21], we define the following vector space,
\[
M(V, W) := \left( \bigoplus_{h \in DQ} \text{Hom}(V_{t(h)}, V_{h(h)}) \right) \oplus \left( \bigoplus_{k \in I} \text{Hom}(W_k, V_k) \oplus \text{Hom}(V_k, W_k) \right).
\]

When we are only concerned with the isomorphism classes of \( V, W \), we use the notation \( M(v, w) \), and even \( M \) for the same space in (2.3). Besides, for the \( w = 0 \)
case that we consider at times, we also use the notation \( M(v) \) for \( M(v, 0) \). An element of \( M(V, W) \) is usually denoted by \((B, i, j)\), where \( B = (B_h)_{h \in DQ} \), \( i = (i_k)_{k \in I} \) and \( j = (j_k)_{k \in I} \).

We can naturally view \( M(V, W) \) as a cotangent bundle over a complex space, c.f. [9, (4.3.3)], [21, (2.4)]. Therefore, there is a canonical (complex) symplectic form on \( M(V, W) \),

\[
\omega((B, i, j), (B', i', j')) = \sum_{h \in Q} \left( \text{Tr}(B_h B'_h) - \text{Tr}(B''_h B'_h) \right) + \sum_{k \in I} \left( \text{Tr}(j_k i'_k) - \text{Tr}(i_k j'_k) \right). 
\]

With respect to \( \omega \), the group \( GL_V := \prod_{k \in I} GL(V_k) \) acts on \( M \) symplectically,

\[
(B_h, i_k, j_k) \mapsto \left( g_{h(h)} B_h g_{t(h)}^{-1}, g_k i_k, j_k g_k^{-1} \right).
\]

Moreover, there exists a (complex) moment map for the above \( GL_V \) action. We denote the Lie algebra of \( GL_V \) by \( gl_V := \bigoplus_{k \in I} gl(V_k) \), whose dual is denoted by \( gl_V^* \). By identifying \( gl_V \) with \( gl_V^* \) using the Killing form (the sum of traces of each component), the moment map is written as follows,

\[
\mu(B, i, j) = \sum_{h \in Q, h(h)=k} B_h B'_h - \sum_{h \in Q, t(h)=k} B''_h B'_h + i_k j_k \in \bigoplus_{k \in I} gl(V_k) = gl_V. \tag{2.5}
\]

If we further equip \( V_k, W_k \) with Hermitian inner products, then it is possible to define a Hamiltonian hyper-Kähler structure on \( M \) whose complex symplectic form is \( \omega \) and complex moment map is \( \mu \). Since we will not use this hyper-Kähler structure, we refer readers to [21, § 2] for details. But as a helpful comparison with \( \mu \), we write down the real moment map of the Hamiltonian hyper-Kähler structure with respect to the group \( U_V := \prod_{k \in I} U(V_k) \subseteq GL_V \). Denote the Lie algebra of \( U(V_k) \) by \( u_V := \bigoplus_{k \in I} u(V_k) \) and identify \( u_V \) with its dual using the Killing form.

\[
\mu_{\mathbb{R}}(B, i, j) = \frac{1}{2} \left( \sum_{h \in DQ, h(h)=k} B_h B''_h - B''_h B_h + i_k j_k + j_k i_k \right) \in \bigoplus_{k \in I} u(V_k) = u_V, \tag{2.6}
\]

where \((\cdot)^\dagger\) is the Hermitian adjoint.

Since the center of each summand in \( gl(V_k) \) (resp. \( u(V_k) \)) is a 1-dimensional Lie algebra of scalar matrices, we can and will identify the center of \( gl_V \) (resp. \( u_V \)) with \( \mathbb{C}^n \) (resp. \( \mathbb{R}^n \)). Taking \( \zeta = (\lambda, \theta) \in \mathbb{C}^n \oplus \mathbb{R}^n \), the Nakajima quiver variety is defined as the following hyper-Kähler quotient,

\[
\mathcal{M}_\zeta = \mathcal{M}_\zeta(v, w) := \left( \mu_{\mathbb{R}}^{-1}(\lambda) \cap \mu_{\mathbb{R}}^{-1}(\theta) \right) / U_V. \tag{2.7}
\]
As usual, we can also define $\mathcal{M}_\zeta$ as a GIT quotient. For simplicity, assuming $\theta = 0$, the result is
\[ \mathcal{M}_{(\lambda,0)} = \mu_{-1}(\lambda) \sslash_{\text{GL}_v} \text{Spec}(\mathbb{C}[\mu_{-1}(\lambda)]^{\text{GL}_v}). \] (2.8)

A clarification of notations. Note that we have chosen the notation $\mathcal{M}_\zeta(v, w)$ for the Nakajima quiver varieties. By our general rule for notations, it implies that $\mathcal{M}_\zeta$ only depends on the dimension vectors up to isomorphism, which is correct but hides some delicate details. It is clear from the definition that for $V, V'$ with the same dimension vector $v$, there exists a canonical isomorphism from $\mathcal{M}_\zeta(V, W)$ to $\mathcal{M}_\zeta(V', W)$. But for $W, W'$ with the same dimension vector $w$, the isomorphism from $\mathcal{M}_\zeta(V, W)$ to $\mathcal{M}_\zeta(V, W')$ in fact depends on the choice of isomorphism between $W$ and $W'$. In this paper, we are only concerned with isomorphism classes of $V$ actually. We will simply fix $W = (W_k)_{k \in I}$ once and for all to avoid such ambiguities.

In [23, Definition 2.3], fixing $w$, Nakajima defines the following affine action of the Weyl group $W$ on $\mathbb{Z}^n$, the lattice spanned by dimension vectors. Let $v = (v_1, \ldots, v_n)^T, w = (w_1, \ldots, w_n)^T$.
\[ s_k \ast_w (v_1, \ldots, v_k, \ldots, v_n) := \left( v_1, \ldots, v_k - \sum_{l=1}^n C_{kl} v_l + w_k, \ldots, v_n \right). \] (2.9)

Note that if $w = 0$, the above action is conjugate to the action defined in (2.2). In fact, for these two actions, we have the relation $w - C(s_k \ast_w v) = s_k(w - C v)$. With this affine action, Nakajima [21, Proposition 9.1] constructs the following collection of isometries on the quiver varieties.

**Theorem 2.1** Let $\zeta$ be a generic point in $\mathbb{C}^n \oplus \mathbb{R}^n$. If $C$ is positive definite, i.e. $Q$ is a finite quiver of Dynkin ADE type, for any $\sigma \in W$, there exists a hyper-Kähler isometry
\[ \Phi_\sigma : \mathcal{M}_\zeta(v, w) \to \mathcal{M}_{\sigma(\zeta)}(\sigma \ast_w v, w). \]

Moreover, if $\tau$ is another element of $\mathbb{W}$, we have $\Phi_\sigma \Phi_\tau = \Phi_{\sigma \tau}$.

For other constructions of the collection of isometries in the above theorem, as well as some generalizations, we refer readers to [5, 19, 20, 23].

We should remind readers that the affine action of $\mathbb{W}$ on $\mathbb{Z}^n$ in (2.9) generally does not preserve $\mathbb{Z}_n^{\geq 0}$. In this paper, we are only interested in a special case, i.e. $w = C v$. With this condition, one can check that $v = \sigma \ast_w v$ for any $\sigma \in \mathbb{W}$.

**2.2 Crawley–Boevey’s construction**

By considering the vector spaces $\{W_k\}_{k \in I}$, we actually introduce a larger quiver $Q^\triangleright \supseteq Q$, which is sometimes called the *framing* of $Q$ [9, § 3]. If $w = 0$, the Nakajima quiver varieties degenerate to the quiver varieties without framings, which are the usual meanings of “quiver varieties” in the literature. For the later usage, we recall
a construction of the Nakajima quiver varieties by using the quiver varieties without framings due to Crawley-Boevey [3, p. 261].

As before, let $Q = (I, E)$ be a quiver and $\mathbf{v}, \mathbf{w}$ be dimension vectors. Crawley–Boevey considers a quiver $Q^w$ with the vertex set $I \cup \{\infty\}$, where $\infty$ is a newly added vertex. For each vertex $k \in I$, we draw $w_k$ edges from $k$ to $\infty$. The edge set of the quiver $Q^w$ is the union of $E$ and the newly drawn edges. We define a new dimension vector $\hat{\mathbf{v}} \in \mathbb{Z}_{\geq 0}^{I \cup \{\infty\}}$ of $Q^w$, that is, $\hat{v}_k := v_k$ for $k \in I$ and $\hat{v}_{\infty} := 1$. There is a natural group inclusion $GL_{\mathbf{v}} \hookrightarrow GL_{\hat{\mathbf{v}}}$ that sends an element $g = (g_k)_{k \in I}$ to $\hat{g} = (\hat{g}_k)_{k \in I \cup \{\infty\}}$, where $\hat{g}_k := g_k$ for $k \in I$ and $g_{\infty} := \text{Id}$. As in the $M(\mathbf{v}, \mathbf{w})$ case, $\mathbb{C}^*$ as a subgroup of $GL_{\hat{\mathbf{v}}}$, can act on $M(\hat{\mathbf{v}})$. However, the $\mathbb{C}^*$ action defined in this way is trivial actually. Therefore, via the isomorphism $GL_{\mathbf{v}} \simeq GL_{\hat{\mathbf{v}}/\mathbb{C}^*}$, we can and will treat $M(\hat{\mathbf{v}})$ as a $GL_{\mathbf{v}}$-variety. Let $\hat{\mu}$ be the moment map of $M(\hat{\mathbf{v}})$. By using $M(\hat{\mathbf{v}})$ and $\hat{\mu}$, the quiver varieties without framing associated with $Q^w$ are defined in the same way as (2.7) or (2.8). Therefore, to compare the quiver varieties without framing associated with $Q^w$ and the Nakajima quiver varieties associated with $Q$, we only need to compare the spaces ($M(\hat{\mathbf{v}})$ and $M(\mathbf{v}, \mathbf{w})$) and the moment maps ($\hat{\mu}$ and $\mu$).

We introduce a vector space $\hat{V} := \oplus_{I \cup \{\infty\}} V_k$, where $V_\infty$ is identified with $\mathbb{C}$ (1-dimensional vector space with a selected basis vector). To compare $M(\hat{\mathbf{v}})$ and $M(\mathbf{v}, \mathbf{w})$, we also need to pick out a basis for each vector space $W_k$ of $W$. Now let $(h_\alpha)_{\alpha=1}^{w_k}$ be the set of edges satisfying $h(h_\alpha) = \infty$, $t(h_\alpha) = k$. By using the chosen basis of $W_k$, we can find a bijection between these sets: $\{(B_{h_\alpha})_{\alpha=1}^{w_k} | B_{h_\alpha} \in \text{Hom}(V_k, V_\infty) \simeq \text{Hom}(V_k, \mathbb{C})\}$ and $\text{Hom}(V_k, W_k)$. In the same fashion, there is a bijection between $\text{Hom}(W_k, V_k)$ and $\{(B_{h_\alpha})_{\alpha=1}^{w_k} | B_{h_\alpha} \in \text{Hom}(V_\infty, V_k)\}$. Due to these two bijections, we have a $GL_{\mathbf{v}}$-equivariant isomorphism

$$\Delta : M(V, W) \simeq M(\hat{\mathbf{v}}).$$

The moment map $\hat{\mu}$ of $M(\hat{\mathbf{v}})$ is a little cleaner than (2.5). For $\hat{B} \in M(\hat{\mathbf{v}})$,

$$\hat{\mu}(\hat{B}) = \left( \sum_{h \in Q^w} B_h \hat{B}_h - \sum_{h \in Q^w} \hat{B}_h B_h \right) \in \left( \bigoplus_{k \in I} \text{gl}(V_k) \right) \oplus \mathbb{C} = \text{gl}_q. \quad (2.10)$$
Moreover, since the trace vanishes on commutators, $\hat{\mu}$ must take values in the following subspace of $\mathfrak{gl}_v$,

\[ \mathfrak{gl}_v':=\{ (L_l)_{l \in I \cup \{\infty\}} \in \mathfrak{gl}_v | \sum_{l \in I \cup \{\infty\}} v_l \cdot \text{Tr}(L_l) = 0 \}. \]

Let $j$ be the following isomorphism,

\[ j (L_1, \ldots, L_n) := \left( L_1, \ldots, L_n, - \sum_{k \in I} v_k \cdot \text{Tr}(L_k) \right) : \mathfrak{gl}_v \to \mathfrak{gl}_v'. \]

The relation between $\mu$ and $\hat{\mu}$ is

\[ \hat{\mu} \circ \Delta = j \circ \mu. \]

Therefore, we often identify $\mathfrak{gl}_v$ and $\mathfrak{gl}_v'$ and use the same notation for moment maps on $M(V, W)$ and $M(\hat{V})$ when there is no ambiguity.

Denote the Weyl group of $Q^w$ by $W_w$. By definition, $W_w$ contains $W$ as a subgroup. For any $v \in \mathbb{Z}^n$, $k \in I$, one can check the following equality,

\[ s_k \cdot \hat{w} \ast 0 \hat{v} = s_k \cdot \hat{w} \ast w v. \]

That is, the map $v \mapsto \hat{v}$ is equivariant with respect to the affine action of $W_w$.

In summary, by identifying some spaces, as well as some moment maps, as above, we know that the quiver varieties without framings associated with $Q^w$ are just another construction of the Nakajima quiver varieties associated with $Q$. Besides, when discussing the Weyl group action on the Nakajima quiver varieties, these two constructions using $Q$ or $Q^w$ lead to equivalent results.

3 DKS type varieties and their Weyl group action

In this section, we will introduce another class of varieties associated with a quiver. Since some examples of such varieties have appeared in the work of Dancer et al. [7,8], we call a variety of this class a DKS type variety. The method to construct such varieties imitates the construction of the Nakajima quiver varieties. The main difference is that we need to use the special linear group to replace the general linear group.

As we have said in Sect. 1.2, one merit of the DKS type variety is that, with a constraint on the dimension vectors, the Weyl group of the quiver can act on a single DKS type variety, rather than just sending a variety to another one as Theorem 2.1. The rest of this section is devoted to establishing the existence of such a Weyl group action.
3.1 DKS type varieties

Choose a quiver $Q$ as in Sect. 2. About the vector spaces $V, W$, we now assume that $V_k, W_k$ are equipped with (complex) volume forms $\Pi_k, \Omega_k$ respectively. In other words, we fix a basis vector $\Pi_k$ (resp. $\Omega_k$) for $\bigwedge^\top \mathbb{C} V_k^n$ (resp. $\bigwedge^\top \mathbb{C} W_k^n$), the determinant line of the dual of $V_k$ (resp. $W_k$). Denote $(V_k, \Pi_k)_{k \in I}$ and $(W_k, \Omega_k)_{k \in I}$ to be $(V, \Pi)$ and $(W, \Omega)$ respectively. Although we have introduced volume forms on vector spaces, we still define the space $M(V, W)$ as in (2.3). The only difference is that from now on, an isomorphism between $V$ and $V'$ needs to preserve volume forms. And as before, we will fix a choice of $(W, \Omega)$ throughout the following construction.

The appearance of extra volume forms forces us to restrict the group $GL_v$ to a subgroup $SL_v := \prod_{k \in I} SL(V_k, \Pi_k)$ of it. Clearly, $SL_v$ doesn’t depend on the choice of volume forms. In fact, it is the commutator subgroup of $GL_v$. $SL_v$ also preserves symplectic form $\omega$ defined in (2.4). Denote the Lie algebra of $SL_v$ by $sl_v := \bigoplus_{k \in I} sl(V_k)$. Since the injection $sl_v \hookrightarrow gl_v$ induces a map $gl_v^0 \rightarrow sl_v^0$, via the Killing form, we get a projection from $gl_v$ to $sl_v$. The moment map $m$ of the $SL_v$ action on $M(V, W)$ is just the composition of the map $\mu$ defined in (2.5) and such a projection. More concretely, we have

$$m(B, i, j) = \left( \begin{array}{c} \sum_{h \in Q \atop h(h) = k} B_h^* B_h - \sum_{h \in Q \atop t(h) = k} B_h^* B_h + i k j_k \\ 0 \end{array} \right)_{k \in I} \in \bigoplus_{k \in I} sl(V_k) = sl_v,$$

(3.1)

where $(\bullet)_0$ means taking the trace-free part of a matrix. Therefore, $m(B, i, j) = 0$ if and only if there exists $\lambda = (\lambda_1, \cdots, \lambda_n) \in \mathbb{C}^n$ such that $\mu(B, i, j) = \lambda$, i.e. each component of $\mu(B, i, j)$ is a scalar matrix.$^1$

**Definition 3.1** Let $(V, \Pi), (W, \Omega)$ be vector spaces with volume forms attached to a quiver $Q$, whose dimension vectors are $v, w$. The affine GIT quotient defined using these data,

$$M(v, w) := m^{-1}(0) \sslash SL_v = \text{Spec}(\mathbb{C}[m^{-1}(0)]^{SL_v}),$$

(3.2)

is called a DKS type variety. Denote the quotient map from $m^{-1}(0)$ to $M(v, w)$ by $\pi$.

When there is no ambiguity, we will write $M(v, w)$ as $M$ for short.

As before, we can also define $M$ as a hyper-Kähler quotient. Let $SU_v$ be the unitary subgroup of $SL_v$ and $m_{\mathbb{R}}$ be the real moment map for the $SU_v$ action.

$$M(v, w) = \left( m_{\mathbb{R}}^{-1}(0) \cap m^{-1}(0) \right) / SU_v.$$

(3.3)

From the viewpoint of reduction in stages, $M(v, w)$ is just the intermediate product for the hyper-Kähler reduction of $M(v, w)$ with respect to the $U_v$ action. More specifically, since $M$ inherits a hyper-Kähler Hamiltonian $T^n := (S^1)^n$ action from $M$, we

---

$^1 m^{-1}(0)$ is isomorphic to the variety $\Lambda_{D, V}$ defined in [19, § 3.1].
can calculate the Nakajima quiver varieties with the parameter $\zeta = (\lambda, \theta)$ as follows,

$$M_\zeta(v, w) = \left( \mu_{T^n}^{-1}(\lambda) \cap \mu_{T^n, R}^{-1}(\theta) \right) / T^n,$$

where $\mu_{T^n}$ (resp. $\mu_{T^n, R}$) is the induced complex (resp. real) $T^n$ moment map on $M$.

As in § 2.2, $M$ can also be constructed from the quiver $Q^w$. For this purpose, we should fix a volume form on the vector space $V_\infty$ over the new vertex $\infty$. Since $V_\infty \cong \mathbb{C}$, we can and will equip $V_\infty$ with the standard volume form. Moreover, in § 2.2, to compare the varieties constructed out of $Q$ and $Q^w$, we have picked out a basis for each $W_i$. For this new situation involving volume forms, we further require the chosen basis $\{x_1^i, \cdots, x_{w_i}^i\}$ for $W_i$ satisfying $\Omega_i(x_1^i, \cdots, x_{w_i}^i) = 1$. Now, the same arguments in § 2.2 show that $M$ can be constructed by using either $Q$ or $Q^w$.

**Remark** As we have mentioned, some examples of the DKS type variety have appeared in Dancer, Kirwan and Swann’s work [7]. More precisely, in [7], the authors have studied the variety $M(v, w)$ associated with the quiver of $A_n$ type, where $v = (v_1, v_2, \cdots, v_n)^T$, $w = (w_1, 0, \cdots, 0)^T$ and $w_1 \geq v_1 \geq v_2 \geq \cdots \geq v_n \geq 0$.

However, in the same work, the authors seem to prefer interpreting such special dimension vectors as partial flags of a vector space. Especially, they don’t distinguish the roles played by $w$ and $v$. But in this paper, we are mostly interested in $M(v, w)$ satisfying $w = Cv$, which is not associated with a partial flag in general.

### 3.2 The Weyl group action on $\mathcal{M}$: the definition of $S_k$

In [21], to define the Weyl group action on $\{M_\zeta\}$, Nakajima uses the gauge theoretic explanation of $M_\zeta$, c.f. [17]. Later, several authors develop a more algebraic method to construct the same group action by using the so-called reflection functor [5,19,20,23]. Here, we will try to modify the reflection functor method to fit our settings, which enables us to construct a $\mathcal{W}$ action on $\mathcal{M}$.

From now on, the dimension vectors are always assumed to satisfy $w = Cv$. Moreover, we will work with the formulation of $\mathcal{M}$ using $Q^w$, which is a little more convenient. The notation convention for the rest of this section is almost the same with that used in Sect. 2.2. Especially, it means that we use the same symbols for the corresponding moment maps on $M(V)$ and $M(V, W)$. However, an exception is that unlike Sect. 2.2, we will denote a point in $M(V)$ by $B$ rather than by $\hat{B}$. Since in the following we only consider points in $M(V)$, we hope that such a simplified notation causes no ambiguity.

With these settings, we can restate Theorem 1.1 in a more concrete way.

**Theorem 3.2** (= Theorem 1.1) *The Weyl group $\mathcal{W}$ of the quiver $Q$ of ADE type can act on $\mathcal{M}$ naturally. Namely,

1. for each simple reflection $s_k \in \mathcal{W}$, $k \in I$, there is an automorphism $S_k$ on $\mathcal{M}$ corresponding to $s_k$;
2. $\{S_k\}_{k \in I}$ satisfy the Coxeter relations (2.1a–2.1c).*

As the statement of the above theorem hints, to define the Weyl group action on $\mathcal{M}$, we proceed in two steps. The 1st step is to define an automorphism $S_k$ on $\mathcal{M}$ for each
simple reflection $s_k$, $k \in I$. The 2nd step is to check that the defined $\{S_k\}_{k \in I}$ satisfy the Coxeter relations. Among these two steps, the 2nd step is rather lengthy and we leave it to the next subsection. In this subsection, we concentrate on how to define $S_k$. As a preparation for this task, we begin with investigating some properties of two special varieties, $m^{-1}(0)$ and $Z_k$.

3.2.1 Properties of $m^{-1}(0)$

Recall that the variety $m^{-1}(0)$, as introduced in Sect. 3.1, is the zero level set of the moment map $m$, (3.1). To study properties of $m^{-1}(0)$, we use a result about the variety $\mu^{-1}(\lambda)$, which is a paraphrase of a theorem due to Crawley-Boevey in our situation.

Take $\alpha$ to be a dimension vector of $Q^w$. Let $p(\alpha) := 1 + \sum_{h \in Q^w} \alpha_{t(h)} \alpha_{h(h)} - \alpha^\top \alpha$. Especially, we have $p(\hat{v}) = p((v, 1)) = \sum_{h \in Q} v_{t(h)} v_{h(h)} + v^\top w - v^\top v$. For the definition of (positive) roots appearing in the following theorem, readers can find it in [3, § 2]. Here, we will not repeat this definition, since we do not use it in this paper.

**Theorem 3.3** [3, Theorem 1.1 & 1.2] For any $\lambda \in \mathbb{C}^n$, let $\Lambda = \Lambda(\lambda) := (\lambda, -v^\top \lambda) \in \mathbb{C}^{n+1}$. The following statements are equivalent.

(1) There is a closed orbit lying in $\mu^{-1}(\lambda)$ under the $\text{GL}_v$ action and the isotropic subgroup of this orbit is trivial.

(2) $\hat{v}$ is a positive root of $Q^w$. Let $R_\lambda = \{\alpha \in \mathbb{Z}_{\geq 0}^{I_{\mu}(\Lambda)} | \alpha \text{ is a positive root of } Q^w$ and $\Lambda^\top \alpha = 0\}$. For any decomposition $\hat{v} = \sum_{t=1}^r \beta^{(t)}$ with $r \geq 2$ and $\beta \in R_\lambda$, we have $p(\hat{v}) > \sum_{t=1}^r p(\beta^{(t)})$.

If one of the above conditions is satisfied, $\mu^{-1}(\lambda)$ is a reduced and irreducible complete intersection of dimension $v^\top Av + 2v^\top w - v^\top v$. Moreover, if $\lambda = 0$ satisfies above conditions, the moment map $\mu : M(\hat{v}) \rightarrow \text{gl}_v$ is a flat and surjective morphism.

As pointed by [3, p. 259], by King’s work on stability [16], the existence of such a closed orbit is equivalent to an algebraic result, that is, the existence of a simple representation of the (deformed) preprojective algebra $\Pi_0$. In fact, Crawley-Boevey chose to state his theorem in this algebraic form. But as we don’t use the preprojective algebra, we prefer the more geometric form of Theorem 3.3 as stated here.

Now we can show some crucial algebraic properties of $m^{-1}(0)$ as an application of the above theorem, which is the content of the following lemma.

**Lemma 3.4** If $Q$ is of finite type, $m^{-1}(0)$ is a reduced and irreducible complete intersection of dimension $v^\top Av + 2v^\top w - v^\top v + n$.

**Proof** Recall our assumption on dimension vectors, i.e. $w = Cv$. As a result, we can use [22, Proposition 3.24 & Corollary 10.8], which guarantee the existence of an orbit in $\mu^{-1}(0)$ satisfying the condition (1) of Theorem 3.3 for a finite type quiver. Hence, Theorem 3.3 implies that $\mu : M(\hat{v}) \rightarrow \text{gl}_v$ is a flat morphism. By using the base change with respect to the natural inclusion from $\mathbb{C}^n$ to $\text{gl}_v$, the restriction of $\mu : m^{-1}(0) \rightarrow \mathbb{C}^n$ is also flat. On the other hand, we notice that for the set $R_\lambda$ appearing in the condition (2) of Theorem 3.3, the following relation is true: $R_\lambda \subseteq R_0$ for any $\lambda \in \mathbb{C}^n$. Since we have shown that $\lambda = 0$ satisfies the condition (2) of Theorem 3.3,
this relation about $R_\lambda$ implies the same condition is valid for any $\lambda \in \mathbb{C}^n$. Therefore, $\mu^{-1}(\lambda)$ is reduced, irreducible and of dimension $v^TAv + 2v^Tw - v^Tv$. Then, by the flatness of $\mu$ and [18, p. 137, Proposition 3.8], we conclude that $m^{-1}(0)$ is reduced and irreducible. Meanwhile, the dimension property of flat morphisms also implies the dimension of $m^{-1}(0)$ is $v^TAv + 2v^Tw - v^Tv + n$, which in turn implies that $m^{-1}(0)$ is a complete intersection. \hfill \Box

**Remark** In fact, with a fixed choice of $v, w$, [22, Corollary 10.8] enables us to relax the finiteness condition of $Q$ in the above lemma a little. Namely, let $L_w$ be an integrable highest weight module of the Kac-Moody algebra associated with $Q$. Suppose that the highest weight of $L_w$ is $\sum_{k=1}^n w_k \varpi_k$, where $\{\varpi_k\}$ are fundamental weights. To ensure that Lemma 3.4 holds in this case, we should assume that $0$ occurs as a weight of $L_w$.

In particular, let the undirected graph of $Q$ be an affine Dynkin graph. For such a graph, there is a special vertex corresponding to the negative of the highest root of the underlying simple Lie algebra. Label this vertex with $0$. Choose $v$ to be the unique vector such that $Cv = 0$ and $v_0 = 1$. Then if we take $w = 0$, $Q, v, w$ will satisfy the condition in the last paragraph. This special non-finite example is particularly interesting because in this case $\mathcal{M}(v, w)$ has a close relation with the ALE spaces, c.f. [21, p.372].

From now on, we always assume that the quiver $Q$ appearing in this section is of finite type, i.e. ADE type.

### 3.2.2 The variety $Z_k$

We will define another variety $Z_k$ based on $m^{-1}(0)$, which is a variant of a variety introduced by Lusztig [19, § 3.2]. As in [19], $Z_k$ lies in the heart of the whole construction for the Weyl group action on $\mathcal{M}$. It is helpful to introduce some notations.

Fixing a vertex $k \in I$, we define the following space, c.f. [19, § 3.2] and [20, Definition 27],

$$T_k := \bigoplus_{h(h) = k, h \in DQ^w} V_{t(h)}.$$  

For each $k \in I$, we fix a volume form for $T_k$ via choosing an order for elements in the set $\{V_{t(h)} | h = k, h \in DQ^w\}$. Moreover, for any $B \in m^{-1}(0)$, we can define two useful maps associated with $T_k$.

$$\text{out}_k(B) := \bigoplus_{h(h) = k, h \in DQ^w} B_{\bar{h}} : V_k \rightarrow T_k,$$

$$\text{in}_k(B) := \sum_{h(h) = k, h \in DQ^w} \epsilon(h)B_h : T_k \rightarrow V_k,$$  

where $\epsilon(h) = 1$ for $h \in Q^w$ and $\epsilon(h) = -1$ for $h \in Q^{w,\text{op}}$.

Traditionally, e.g. [19,20], the maps $\text{out}_k, \text{in}_k$ defined as above are denoted by $a_k, b_k$ respectively. However, with the $a_k, b_k$ notations, it is a little difficult to memorize the domain and the range of the maps denoted by $a_k, b_k$. In view of this, we hope that our
new notations can give readers some hints about the direction of the maps that they denote. That is, \( \text{out}_k(B) \) (resp. \( \text{in}_k(B) \)) denotes a map going out of (resp. into) \( V_k \).

Let \( \mu_k(B) \) be the \( k \)th component of \( \mu(B) \). Since \( B \in m^{-1}(0) \), \( \mu_k(B) \) is a scalar matrix. As in § 2.1, we will treat \( \mu_k(B) \) as a scalar, that is, we will treat \( \mu(B) \) as an element in \( \mathbb{C}^n \). Bearing this in mind, by (2.10), one can check that

\[
\text{in}_k(B) \text{ out}_k(B) = \mu_k(B) \text{id}_{V_k}.
\] (3.5)

Recall that our aim is to define an automorphism \( s_k \) corresponding to this reflection. The following two open subvarieties of \( m^{-1}(0) \) are quite relevant to this purpose,

\[
\Lambda^s_k := \{ B \in m^{-1}(0) \mid \text{in}_k(B) \text{ is surjective} \},
\]

\[
\Lambda^l_k := \{ B \in m^{-1}(0) \mid \text{out}_k(B) \text{ is injective} \},
\]

both of which are \( \text{SL}_V \) invariant. Note that due to (3.5), both \( \Lambda^s_k \), \( \Lambda^l_k \) contain an open subvariety \( \{ B \in m^{-1}(0) \mid \mu_k(B) \neq 0 \} \). Besides, since \( Q \) is of finite type, by using the definition of \( \mu \), one can find points lying in \( \Lambda^s_k \) (resp. \( \Lambda^l_k \)) but not in \( \{ B \in m^{-1}(0) \mid \mu_k(B) \neq 0 \} \).

**Definition 3.5** We define \( Z_k \) to be a subvariety of \( m^{-1}(0) \times m^{-1}(0) \) consisting of pairs \( (B, B') \) satisfying the following conditions.

C1. \( B_h = B'_h \) for any \( h \in DQ^w \) such that \( h(h) \neq k \) and \( t(h) \neq k \).

C2. The following short sequence is exact,

\[
0 \longrightarrow V_k \xrightarrow{\text{out}_k(B')} T_k \xrightarrow{\text{in}_k(B)} V_k \longrightarrow 0.
\] (3.6)

Moreover, the torsion of the above sequence is 1 with respect to the volume forms of \( V_k \) and \( T_k \).

C3. \( \text{out}_k(B') \text{ in}_k(B') = \text{out}_k(B) \text{ in}_k(B) - \mu_k(B) \text{id}_{T_k} : T_k \to T_k \).

For the torsion of a chain complex appearing in the condition C2, readers can find a good introduction on this topic in [27, Ch. I].

**Remark 3.6** We make some short comments on the conditions of \( Z_k \).

A. By [19, p.472, Remark] or [20, Lemma 28], for \( (B, B') \in Z_k \), we have the equality \( \mu(B') = s_k(\mu(B)) \), where \( s_k \) acts on \( \mathbb{C}^n \) by (2.2).

B. Furthermore, the results of Lusztig [19] and Maffei [20] also show that the assumption that both \( B, B' \) lie in \( m^{-1}(0) \) can be weakened. In fact, if we only assume that \( B \in m^{-1}(0) \) and \( B' \in \mathcal{M} \), conditions C1-C3 imply that \( B' \) falls into \( m^{-1}(0) \).

C. To ensure the existence of the short exact sequence (3.6), we have used the assumption on the dimension vectors, i.e. \( w = Cv \).

By Definition 3.5, the following group acts naturally on \( Z_k \).

\[
G_{k,v} = \text{SL}(V_k) \times \text{SL}(V_k) \times \prod_{l \neq k, l \in I} \text{SL}(V_l).
\]
More precisely, for \( g = (g_1, \ldots, g_k, g'_k, \ldots, g_n) \in G_{k,\mathbf{v}}, (B, B') \in Z_k \) and \( h \in D \mathcal{Q}^w \), the component of \( g \cdot (B, B') \) at \( h \) is

\[
(g \cdot (B, B'))_h = \begin{cases}
(g_{h(h)} B_h g_{t(h)}^{-1}, g_{h(h)} B'_h g'_{t(h)}^{-1}), & \text{if } h(h) \neq k \text{ and } t(h) \neq k; \\
(g_{h(h)} B_h g_k^{-1}, g_{h(h)} B'_h g'_k^{-1}), & \text{if } t(h) = k; \\
(g_k B_h g_{t(h)}^{-1}, g'_k B'_h g'_{t(h)}^{-1}), & \text{if } h(h) = k.
\end{cases}
\]

Via the injection of \( \text{SL}(V_k) \) into the the first (resp. the second) copy of \( \text{SL}(V_k) \) in the decomposition of \( G_{k,\mathbf{v}} \), the above \( G_{k,\mathbf{v}} \) action induces an \( \text{SL}(V_k) \) action on \( Z_k \), denoted by \( \rho_2 \) (resp. \( \rho_1 \)).

Meanwhile, let \( p \) (resp. \( p' \)) denote the projection from \( m^{-1}(0) \times m^{-1}(0) \) to the first (resp. second) copy of \( m^{-1}(0) \). And the restriction of \( p \) and \( p' \) on \( Z_k \) are denoted by the same symbols. Similar to [20, Lemma 33], the following result holds.

**Lemma 3.7** By the \( \text{SL}(V_k) \) action \( \rho_2 \) (resp. \( \rho_1 \)), the map \( p : Z_k \rightarrow \Lambda^s_k \) (resp. \( p' : Z_k \rightarrow \Lambda^i_k \)) yields a principal \( \text{SL}(V_k) \) bundle structure on \( Z_k \).

**Proof** Since two cases can be handled in a similar way, we only show one of them. We use the same notations as in Definition 3.5. Let \( B \in \Lambda^s_k \). We need to find \( B' \in m^{-1}(0) \) such that \( (B, B') \in Z_k \) and show that such a point \( B' \) is unique up to an \( \text{SL}(V_k) \) action.

To show this result, we note the following fact: due to the torsion 1 condition in the condition C2, for a fixed \( \text{in} \_k (B) \), any two \( \text{out} \_k (B') \) satisfying the condition C2 coincide up to an \( \text{SL}(V_k) \) action at most. Using this fact, we can reproduce the proof of [20, Lemma 33] verbatim to show that for any \( \text{out} \_k (B') \) satisfying the condition C2, there exists a unique \( \text{in} \_k (B') \) such that the condition C3 holds and the desired \( B' \), as well as its uniqueness, is obtained consequently. \( \square \)

**Remark** We do not specify the topology used to define the principal bundle in the above lemma. This will not cause any ambiguities thanks to a result by Grothendieck, [13, Théorème 3], which asserts that when the structure group is a special linear group (as in our situation), the principal bundle is locally trivial with respect to any usual topology, e.g. Zariski topology, étale topology, etc. In fact, it is not difficult in our concrete case to find a local section on a Zariski open subset for \( p \) or \( p' \). Moreover, in view of Lemma 3.4, the principal bundle structure implies that \( Z_k \) is also reduced and irreducible.

### 3.2.3 The definition of \( S_k \)

To define \( S_k \), the variety \( Z_k \) plays an intermediate role. In fact, the following result is a direct consequence of Lemma 3.7, which compares the invariant regular functions on several varieties.

**Proposition 3.8**

\[
\mathbb{C}[\Lambda^s_k]^\text{SL}_v \xrightarrow{p^*} \mathbb{C}[Z_k]^{G_{k,\mathbf{v}}} \xrightarrow{p'^*} \mathbb{C}[\Lambda^i_k]^\text{SL}_v.
\]
Due to this proposition, $p'^{\ast} - 1 p^\ast$ is an isomorphism from $\mathbb{C}[\Lambda^s_k]^{SL_v}$ to $\mathbb{C}[\Lambda^i_k]^{SL_v}$. We denote this isomorphism by $\psi$ in the following.

**Proposition-Definition 3.9** For any simple reflection $s_k$, the following three varieties are naturally isomorphic to each other,

$$\text{Spec}(\mathbb{C}[m^{-1}(0)]^{SL_v}) = \text{Spec}(\mathbb{C}[\Lambda^s_k]^{SL_v}) = \text{Spec}(\mathbb{C}[\Lambda^i_k]^{SL_v}). \quad (3.7)$$

Due to this fact, we define $S_k$ to be the automorphism of $\mathcal{M}$ which makes the following diagram commute,

$$\begin{array}{ccc}
\mathcal{M} = \text{Spec}(\mathbb{C}[m^{-1}(0)]^{SL_v}) & \xrightarrow{S_k} & \text{Spec}(\mathbb{C}[m^{-1}(0)]^{SL_v}) = \mathcal{M} \\
\text{Spec}(\mathbb{C}[\Lambda^s_k]^{SL_v}) & \xrightarrow{(\text{Spec}(\psi))^{-1}} & \text{Spec}(\mathbb{C}[\Lambda^i_k]^{SL_v})
\end{array}.$$

**Proof** By Proposition 3.8, we know that

$$\text{Spec}(\psi) : \text{Spec}(\mathbb{C}[\Lambda^i_k]^{SL_v}) \rightarrow \text{Spec}(\mathbb{C}[\Lambda^s_k]^{SL_v})$$

is an isomorphism. Hence, to show that $S_k$ in the above definition is an automorphism on $\mathcal{M}$, we only need to show (3.7).

Since $m^{-1}(0)$ is a complete intersection by Lemma 3.4, $m^{-1}(0)$ is Cohen-Macaulay, especially satisfying Serre’s $S_2$ property. As we have noted, $\Lambda^s_k$ (resp. $\Lambda^i_k$) contains but not equals to $\{ B \in m^{-1}(0)| \mu_k(B) \neq 0 \}$. In other words, $m^{-1}(0) - \Lambda^s_k$ (resp. $m^{-1}(0) - \Lambda^i_k$) is a subvariety strictly contained in $m^{-1}(0) \cap \mu_k^{-1}(0)$. Therefore, $m^{-1}(0) - \Lambda^s_k$ (resp. $m^{-1}(0) - \Lambda^i_k$) is of codimension at least 2 in $m^{-1}(0)$. As a result, we can use [14, Théorème (5.10.5)], which asserts that a regular function can be extended from $\Lambda^s_k$ (resp. $\Lambda^i_k$) to $m^{-1}(0)$, that is, $\mathbb{C}[m^{-1}(0)] = \mathbb{C}[\Lambda^s_k] = \mathbb{C}[\Lambda^i_k]$. Consequently, we also have $\mathbb{C}[m^{-1}(0)]^{SL_v} = \mathbb{C}[\Lambda^s_k]^{SL_v} = \mathbb{C}[\Lambda^i_k]^{SL_v}$, from which (3.7) follows.

**Remark 3.10** Taking $B \in \Lambda^s_k$ and $(B, B') \in \mathcal{Z}_k$, the above construction implies $S_k(\pi(B)) = \pi(B')$. Especially, by Remark 3.6, we know that $S_k$ preserves the open and dense subvariety $\{ \pi(B)| \mu_k(B) \neq 0 \} \subseteq \mathcal{M}$.

### 3.3 The Weyl group action on $\mathcal{M}$: the Coxeter relations

In this subsection, we finish the proof of Theorem 3.2 by showing that $\{ S_k \}_{k \in I}$ defined in previous subsection indeed satisfy the Coxeter relation (2.1a–2.1c).

Technically, for fixed $k, l \in I$, we use the following open and dense subvariety of $\mathcal{M}$,

$$\mathcal{M}_{kl} := \{ \pi(B)| \mu_k(B) \neq 0, \mu_l(B) \neq 0, \mu_k(B) + \mu_l(B) \neq 0 \},$$

whose preimage in $m^{-1}(0)$ is denoted by $N_{kl}$. One can check that $S_k$ and $S_l$ preserve $\mathcal{M}_{kl}$. As a result, to show that $S_k$ and $S_l$ satisfy the Coxeter relation, it is sufficient to
verify that the same is true for \( S_k |_{M_{kl}} \) and \( S_l |_{M_{kl}} \). Therefore, in the rest of this section, for any \( B \in m^{-1}(0) \), we can and will further assume that \( B \in N_{kl} \), which causes no loss of generality. For simplicity, we denote \( S_k |_{M_{kl}} \) and \( S_l |_{M_{kl}} \) by \( S_k \) and \( S_l \) for short.

In the following discussion, given \((B, B') \in Z_k\), symbols \( \text{out}_k(B), \text{in}_k(B) \) (resp. \( \text{out}'_k(B'), \text{in}'_k(B') \)) appear frequently. Thus, we will write them as \( \text{out}_k, \text{in}_k \) (resp. \( \text{out}'_k, \text{in}'_k \)) for short.

Moreover, as our vector spaces are always equipped with volume forms, we often need to take a basis of a vector space compatible with its volume form. For a vector space with a volume form \((Y, \Omega)\), a basis \( \{y_i\} \) of \( Y \) (or a multivector in top degree \( \wedge_{i=1}^{\dim Y} y_i \)) is called normed if \( \Omega(y_1, \ldots, y_{\dim Y}) = 1 \).

Of the three Coxeter relations, (2.1a) and (2.1b) are relatively straightforward to verify and (2.1c) needs more efforts. Let us begin with the easy part.

### 3.3.1 Coxeter relation (2.1a) & (2.1b)

**Check (2.1a).** To check (2.1a), we are going to show that if \((B, B') \in Z_k\), then the same is true for \((B', B) \in Z_k\).

Among the three conditions in Definition 3.5, the condition C1 and C3 hold trivially for \((B', B)\). By the result of [20, Remark 36], we know that the chain complex (3.6) in the condition C2 is also exact for \((B', B)\). All we need to verify is that the torsion of (3.6) is 1 when \( \text{out}'_k, \text{in}_k \) are substituted by \( \text{out}_k, \text{in}'_k \) respectively.

Now, choose a normed basis \( \{\alpha^{v_k}_{\alpha}\}_{\alpha=1} \) of \( V_k \). For \( B \in N_{kl} \), by (3.5), one has

\[
\text{in}_k \left( \text{out}_k \left( x^{v_k}_{\alpha}/\lambda_k \right) \right) = x^{\alpha}_{\alpha} \tag{3.8}
\]

where \( \alpha = 1, \ldots, v_k \) and \( \lambda_k = \mu_k(B) \). On the other hand, by Remark 3.6 A, we can show

\[
\text{in}'_k \left( \text{out}'_k \left( -x^{v_k}_{\alpha}/\lambda_k \right) \right) = x^{\alpha}_{\alpha} \tag{3.9}
\]

in a similar way.

As the torsion of (3.6) for \((B, B')\) is 1, by (3.8) and the definition of torsion, [27, Definition 1.2], we know that \( (\wedge_{\alpha=1}^{v_k} \text{out}_k'(x^{v_k}_{\alpha}) \wedge (\wedge_{\alpha=1}^{v_k} \text{out}_k(x^{v_k}_{\alpha}/\lambda_k)) \) is normed for \( T_k \). Since \( v_k^2 + v_k \) is always even, we have

\[
(\wedge_{\alpha=1}^{v_k} \text{out}_k'(x^{v_k}_{\alpha})) \wedge (\wedge_{\alpha=1}^{v_k} \text{out}_k(x^{v_k}_{\alpha}/\lambda_k)) = (\wedge_{\alpha=1}^{v_k} \text{out}_k(x^{v_k}_{\alpha})) \wedge (\wedge_{\alpha=1}^{v_k} \text{out}_k'(x^{v_k}_{\alpha}/\lambda_k)).
\]

Hence, the r.h.s. of above equality is also normed for \( T_k \), which, by (3.9), implies the torsion of (3.6) is also equal to 1 for \((B', B)\).

**Check (2.1b).** This relation is a direct consequence of the definition of \( Z_k \).

To see this, we take \((B, B') \in Z_k\), \((B'', B') \in Z_l\) and \((B^{(1)}, B) \in Z_l\). Since \( A_{kl} = 0 \), by the condition C1 in Definition 3.5, we have \((B'', B^{(1)}) \in Z_k\). Hence, by Remark 3.10, one can see that \( S_k S_l(\pi(B)) = \pi(B'') = S_l S_k(\pi(B)) \) and the Coxeter relation (2.1b) follows.
3.3.2 Some linear algebra results

Before checking (2.1c) for $S_k$, we need some linear algebra results as a preparation. In essence, the results given here are minor extension of the corresponding results in [20] by taking the torsion into consideration.

**Lemma 3.11** Let $V$, $W$, $X$, $Y$, $Z$ be finite-dimensional vector spaces with volume forms and $\alpha, \beta, \gamma, \delta, \epsilon, \varphi$ be linear maps between them as indicated in the diagram below. The chain complex,

$$0 \longrightarrow V \xrightarrow{L_1=\begin{pmatrix} \alpha \\ \beta \end{pmatrix}} W \oplus X \oplus Y \xrightarrow{L_2=\begin{pmatrix} \delta & 0 & -1 \\ 0 & \epsilon & \varphi \end{pmatrix}} Y \oplus Z \longrightarrow 0, \quad (3.10)$$

is exact if and only if the chain complex,

$$0 \longrightarrow V \xrightarrow{L_1=\begin{pmatrix} \alpha \\ \beta \end{pmatrix}} W \oplus X \xrightarrow{L_2=\begin{pmatrix} \varphi & \delta & \epsilon \end{pmatrix}} Z \longrightarrow 0, \quad (3.11)$$

is exact and $\gamma = \delta \alpha$. And the torsions of two chain complexes coincide up to a sign $(-1)^{\dim Z \dim Y + \dim Y}$.

**Proof** We only show how to calculate the torsion, which is the only difference between the above lemma and [20, Lemma 40]. It is convenient to assume that the torsion of the complex (3.11) in the above lemma is 1. This assumption causes no loss of generality because the general case can always be reduced to this case by rescaling the volume form on $V$.

Choose normed top degree multivectors $\wedge_i v_i$, $\wedge_j z_j$ of $V$ and $Z$ respectively. And let $\wedge_j(w_j + x_j)$ be a preimage of $\wedge_j z_j$ in $W \oplus X$. Since we have assumed the torsion of the complex (3.11) is 1, $\left( \wedge_i (\alpha v_i + \beta v_i) \right) \wedge (\wedge_j (w_j + x_j))$ is normed for $W \oplus X$.

Now we also choose a normed multivector $\wedge_k y_k$ for $Y$. Then, the following equality holds because $\{z_k\}$ is a basis for $Z$,

$$\left( \wedge_j z_j \right) \wedge (\wedge_k (-y_k + \varphi y_k)) = (-1)^{\dim Z \dim Y + \dim Y} (\wedge_k y_k) \wedge (\wedge_j z_j). \quad (3.12)$$

We can choose the preimages of $z_j$ and $-y_k + \varphi y_k$ in $W \oplus X \oplus Y$ as follows,

$$L_2(w_j, x_j, \delta w_j) = \epsilon x_j + \varphi \delta w_j = z_j, \quad L_2(0, 0, y_k) = -y_k + \varphi y_k. \quad (3.13)$$

Since $\{y_k\}$ spans $Y$, one also has

$$(\wedge_i (L_1(v_i))) \wedge (\wedge_j (w_j + x_j + \delta w_j)) \wedge (\wedge_k y_k)$$

$$= (\wedge_i (\alpha v_i + \beta v_i)) \wedge (\wedge_j (w_j + x_j)) \wedge (\wedge_k y_k), \quad (3.14)$$

2 Unfortunately, the symbol $v_i$ has been used for a component of a dimension vector. The good news is that we only use $v_i$ to denote a vector in $V$ in this subsection. Outside this subsection, $v_i$ always denotes a component of a dimension vector.
the r.h.s. of which is normed for $W \oplus X \oplus Y$ by our choice of $\{v_i\}, \{w_j + x_j\}$ and $\{y_k\}$.

Hence, by (3.12), (3.13), (3.14), we know that the torsion of the complex (3.10) in the lemma is $(-1)^{\dim Z \dim Y + \dim Y}$. The proof of the lemma is completed. \(\square\)

We also need another linear algebra lemma of the same nature.

**Lemma 3.12** Let $U$, $V$, $W$, $X$, $Y$, $Z$ be finite-dimensional vector spaces with volume forms and $\alpha$, $\beta$, $\gamma$, $\delta$, $\phi$, $\rho$, $\eta$ be linear maps between them as indicated in the diagrams below. Suppose that the following two chain complexes are exact and of torsion $\tau_1$, $\tau_2$ respectively,

\[
0 \rightarrow V \xrightarrow{\begin{pmatrix} \alpha \\ \beta \end{pmatrix}} W \oplus U \xrightarrow{(\gamma - \delta)} Y \rightarrow 0,
\]

(3.15a)

\[
0 \rightarrow U \xrightarrow{\begin{pmatrix} \phi \\ \delta \end{pmatrix}} X \oplus Y \xrightarrow{(\rho \eta)} Z \rightarrow 0.
\]

(3.15b)

Then, the diagram

\[
0 \rightarrow V \xrightarrow{\begin{pmatrix} \alpha \\ \phi \beta \\ \delta \beta \end{pmatrix}} W \oplus X \oplus Y \xrightarrow{L=\begin{pmatrix} \gamma & 0 & -1 \\ 0 & \rho & \eta \end{pmatrix}} Y \oplus Z \rightarrow 0
\]

(3.16)

is an exact short sequence, the torsion of which is equal to $\tau_1 \tau_2$.

**Proof** As before, we only need to show the lemma with the assumption that torsions of (3.15a), (3.15b) are equal to 1. We choose $\wedge_i v_i$, $\wedge_j y_j$, $\wedge_k z_k$ to be normed top degree multivectors of $V$, $Y$ and $Z$ respectively.

We first show the exactness of (3.16). Since (3.15a) and (3.15b) are chain complexes, we can see that diagram (3.16) is a chain complex. Now, we are going to show $L$ is surjective, that is, (3.16) is exact at place $Y \oplus Z$. Due to the definition of $L$, we only need to find the preimage of $z_k$ in $W \oplus X \oplus Y$.

By the exactness of (3.15b), we know that there exist $\bar{x}_k \in X, \bar{y}_k \in Y$ such that $\rho \bar{x}_k + \eta \bar{y}_k = z_k$. And the exactness of (3.15a) enables us to find $\bar{w}_k \in W, \bar{u}_k \in U$ such that $\gamma \bar{w}_k - \delta \bar{u}_k = \bar{y}_k$. Let $\hat{x}_k = \bar{x}_k + \phi \bar{u}_k, \hat{y}_k = \bar{y}_k + \delta \bar{u}_k$. One can check that

\[
L (\hat{w}_k, \hat{x}_k, \hat{y}_k) = z_k.
\]

Using a similar argument, we can show the exactness (3.16) at other two places. The details are left to readers.

The next step is calculating the torsion of (3.16). By using (3.15a) again, we can find $w_j' \in W, u_j' \in U$ such that $\gamma w_j' - \delta u_j' = y_j$, which implies that

\[
L \left( w_j', \phi u_j', \delta u_j' \right) = y_j + \left( \rho \phi u_j' + \eta \delta u_j' \right).
\]

(3.18)
Since \((\rho \phi u'_j + \eta \delta u'_j) \in Z\), by (3.17) and (3.18), we know that

\[
\left( \wedge_j L \left( w'_j, \phi u'_j, \delta u'_j \right) \right) \wedge (\wedge_k L (\hat{w}_k, \hat{x}_k, \hat{y}_k)) = \\
\left( \wedge_j \left( y_j + \rho \phi u'_j + \eta \delta u'_j \right) \right) \wedge (\wedge_k z_k) = (\wedge_j y_j) \wedge (\wedge_k z_k) \tag{3.19}
\]

is normed in \(Y \oplus Z\). Moreover, recall that the torsion of (3.15a) is 1, which means that

\[
\left( \wedge_i (\alpha v_i + \beta v_i) \right) \wedge \left( \wedge_j \left( w'_j + u'_j \right) \right) \tag{3.20}
\]

is normed for \(W \oplus U\).

On the other hand, the exactness and the torsion 1 property of (3.15b) imply that the following chain complex

\[
0 \longrightarrow W \oplus U \xrightarrow{\phi} W \oplus X \oplus Y \xrightarrow{\rho, \eta} Z \longrightarrow 0
\]

is exact and of torsion 1. Since the multivector (3.20) is normed for \(W \oplus U\), by using (3.17), the torsion 1 property of the above chain complex implies that the multivector

\[
\left( \wedge_i (\alpha v_i + \phi \beta v_i + \delta \beta v_i) \right) \wedge \left( \wedge_j \left( w'_j + \phi u'_j + \delta u'_j \right) \right) \wedge (\wedge_k (\hat{w}_k + \hat{x}_k + \hat{y}_k)) \tag{3.21}
\]

is normed for \(W \oplus X \oplus Y\). Now, since both (3.19) and (3.21) are normed multivectors, we can conclude that the torsion of (3.16) is equal to 1. \(\square\)

The following corollary is an immediate consequence of the above two lemmas.

**Corollary 3.13** With the same assumptions and notations as in Lemma 3.12, the following chain complex is exact,

\[
0 \longrightarrow V \xrightarrow{\alpha} W \oplus X \xrightarrow{\eta \rho} Z \longrightarrow 0, \tag{3.22}
\]

and the torsion of this chain complex is \((-1)^{\text{dim } Z + \text{dim } Y} \tau_1 \tau_2\).

**Proof** Since (3.15a) is a chain complex, we have \(\gamma \alpha = \delta \beta\). Then we can use Lemma (3.11) to calculate the torsion of (3.22) from the torsion of (3.16). \(\square\)

**Remark** It is easy to see that if (3.15b) and (3.16) are exact, then (3.15a) is a chain complex and exact. Moreover, if we already know that (3.15a) is a chain complex, then the exactness of (3.15b) and (3.22) can also yield the exactness of (3.15a).
3.3.3 Coxeter relation (2.1c)

With the above preparation, we can verify \( \{ S_k \} \) satisfying the Coxeter relation (2.1c). From now on, we assume that \( A_{kl} = 1 \).

We introduce two auxiliary subspaces of \( N_{kl} \times N_{kl} \),

\[
Z_{klk} := \{(B, B^{(3)}) \in N_{kl} \times N_{kl} | \exists B', B'' \in N_{kl} \text{ such that } (B, B') \in Z_k, (B', B'') \in Z_l \}
\]

\[
Z_{lkl} := \{(B, B^{(3)}) \in N_{kl} \times N_{kl} | \exists B', B'' \in N_{kl} \text{ such that } (B, B') \in Z_l, (B', B'') \in Z_k \}
\]

Note that \( S_k S_l S_k (\pi(B)) = \pi(B^{(3)}) \) (resp. \( S_l S_k S_l (\pi(B)) = \pi(B^{(3)}) \)) if and only if \( (B, B^{(3)}) \in Z_{klk} \) (resp. \( (B, B^{(3)}) \in Z_{lk} \)). Therefore, to show (2.1c), it is necessary and sufficient to show the following result.

**Proposition 3.14** If \( A_{kl} = 1 \), then we have \( Z_{klk} = Z_{lk} \).

As before, if we forget the torsion condition in Definition 3.5, the method to show the above proposition has appeared in [20, p.680]. Hence, we need to check the argument carefully to ensure that the same method still works even with the extra constraint on the torsion.

**Proof** We only need to show

\[
Z_{klk} \subseteq Z_{lk}
\]  

(3.23)

because by exchanging positions of \( k \) and \( l \) we can obtain the inclusion in the opposite direction in the same way.

By the definition of \( Z_{klk} \), for \( (B, B^{(3)}) \in Z_{klk} \), we can find \( B', B'' \in N_{kl} \) such that \( (B, B') \in Z_k, (B', B'') \in Z_l \) and \( (B'', B^{(3)}) \in Z_k \). However, instead of using symbols \( B' \) (resp. \( B'', B^{(3)} \)), we will use more self-explanatory symbols \( S_k(B) \) (resp. \( S_l S_k S_l(B) \)) to denote this intermediate object.

The idea of the proof can be explained using Fig. 3. The 1st step is to write down the objects encompassed by the dashed line, i.e. \( B, S_k(B), ..., S_k S_l S_k(B) \), explicitly and find the relations between them using Definition 3.5. The 2nd step is to use the information of \( S_l(B) \) and \( S_k S_l S_k(B) \) to find a point \( A \in m^{-1}(0) \) such that \( (S_l(B), A) \in Z_k \). The last step is to check that \( (A, S_k S_l S_k(B)) \in Z_l \).

**Step 1.** Let us start with the analysis of \( B, S_k(B), ..., S_k S_l S_k(B) \).

Let \( \mu_k(B) = \lambda_k, k \in I \). Since \( A_{kl} = 1 \), there exists a unique edge \( h_0 \in DQ^w \) going from \( l \) to \( k \). Set

\[
e_0 := e(h_0).
\]

In the following, we use two subspaces of \( T_k \) and \( T_l \) frequently.

\[
R_k := \oplus_{h \in DQ^w, h(l) = k, t(h) \neq l} V_t(h), \quad R_l := \oplus_{h \in DQ^w, h(l) = l, t(h) \neq k} V_t(h).
\]
Recall that the volume form on $T_k$ is determined by a permutation of the set $\{V_{(h)}| h \in DQ^w, h(h) = k\}$. Such a permutation also induces a volume form on $R_k$. (For a permutation of the set $\{V_{(h)}| h \in DQ^w, h(h) = k\}$, we delete the element $V_l$.) With this volume form on $R_k$, the canonical isomorphism between $R_k \oplus V_l$ and $T_k$ preserves the volume form. We choose the volume form for $R_l$ in a similar way.

Due to Definition 3.5 and $A_{kl} = 1$, when comparing two objects $B_1$ and $B_2$ in neighboring positions in Fig. 3, for example, $B_1 = B$ and $B_2 = S_k(B)$, the only difference between $B_1$ and $B_2$ comes from the components corresponding to maps of following possibilities: between $R_k$ and $V_k$, between $V_k$ and $V_l$, or between $V_l$ and $R_l$. Therefore, we will represent each object in Fig. 3 by a diagram which highlights the “key” components of this object.

For example, we represent $B$ by the following diagram,

$$B : \quad R_k \xrightarrow{d_k} V_k[\lambda_k] \xrightarrow{\alpha} V_l[\lambda_l] \xrightarrow{c_l} R_l. \quad (3.24)$$

Here and in the similar diagram appearing later, we use the notation convention as follows.

1. The symbol $B$ at leftmost indicates that this diagram represents the object $B$ in Fig. 3.
2. The symbol $V_k[\lambda_k]$ (resp. $V_l[\lambda_l]$) just denotes the vector space $V_k$ (resp. $V_l$), where the additional bracket is only used to mark the value of $\mu_k(B)$ (resp. $\mu_l(B)$).
3. The symbol $\alpha$ (resp. $\beta$) in diagram (3.24) is defined to be the map $B_{h_0}$ (resp. $B_{h_0}$).
4. Moreover, the symbol $c_k$ (resp. $d_k$) denotes the map which is the composition of $\text{out}_k(B)$ (resp. $\text{in}_k(B)$) and the projection from $T_k$ to $R_k$ (resp. the injection from $R_k$ to $T_k$). And $c_l$, $d_l$ are defined in a similar way by replacing $k$ with $l$.

With this notation convention, we will write down the diagrams for $S_k(B)$, $S_lS_k(B)$, $S_kS_lS_k(B)$ and $S_l(B)$ one by one.
The diagram for $S_k(B)$. Since $(B, S_k(B)) \in Z_k$, by Remark 3.6 A, we have

$$\mu_k(S_k(B)) = -\lambda_k$$

and

$$\mu_l(S_l(B)) = \lambda_l + \lambda_k.$$ 

Hence, we have the diagram

$$S_k(B) : R_k \xrightarrow{d_k'} V_k[-\lambda_k] \xrightarrow{\alpha'} V_l[\lambda_l + \lambda_k] \xrightarrow{c_l} R_l. \tag{3.25}$$

Note that to determine the maps between $V_l$ and $R_l$ in the above diagram, we have used the condition C1 in Definition 3.5.

By the condition C2 in Definition 3.5, maps in (3.24) and (3.25) satisfy the short exact sequence,

$$0 \longrightarrow V_l \xrightarrow{(c_l', \epsilon)} R_l \oplus V_k \xrightarrow{(d_k, \epsilon \cdot \beta)} V_k \longrightarrow 0. \tag{3.26}$$

Moreover, due to our choice of the volume form on $R_k$, the torsion of (3.26) is 1.

The diagram for $S_l S_k(B)$. Since $(S_k(B), S_l S_k(B)) \in Z_l$, by using Remark 3.6 A again, we have

$$S_l S_k(B) : R_k \xrightarrow{d_k' c_k'} V_k[\lambda_l] \xrightarrow{\alpha''} V_l[-\lambda_l - \lambda_k] \xrightarrow{c_l'' d_l''} R_l. \tag{3.27}$$

By the condition C2 in Definition 3.5, maps in (3.25) and (3.27) satisfy the short exact sequence,

$$0 \longrightarrow V_l \xrightarrow{(c_l'')} R_l \oplus V_k \xrightarrow{(d_l, \epsilon \cdot \beta)} V_k \longrightarrow 0. \tag{3.28}$$

whose torsion is also 1. Then, by Corollary 3.13, (3.26) and (3.28) imply (using $V_k$ to replace $U$ in Corollary 3.13) the short exact sequence

$$0 \longrightarrow V_l \xrightarrow{(c_l', \epsilon)} R_l \oplus R_k \xrightarrow{(\epsilon \cdot \beta d_l, d_k)} V_k \longrightarrow 0, \tag{3.29}$$

the torsion of which is $(-1)^{\dim V_k \dim V_l + \dim V_l}$. 

The diagram for $S_k S_l S_k(B)$. Since $(S_k S_l S_k(B), S_l S_k(B)) \in Z_k$, by using Remark 3.6 A again, we have

$$S_k S_l S_k(B) : R_k \xrightarrow{d_k^{(3)} c_k^{(3)}} V_k[-\lambda_l] \xrightarrow{\alpha^{(3)}} V_l[-\lambda_k] \xrightarrow{c_l^{''}} R_l. \tag{3.30}$$

By the condition C2 in Definition 3.5, maps in (3.27) and (3.30) satisfy the short exact sequence,

$$0 \longrightarrow V_k \xrightarrow{(c_k^{(3)}, \epsilon)} R_k \oplus V_l \xrightarrow{(d_k', \epsilon \cdot \beta^{''})} V_k \longrightarrow 0. \tag{3.31}$$
whose torsion is equal to 1. By Corollary 3.13 again, (3.28) and (3.31) imply (using $V_l$ to replace $U$ in Corollary 3.13) another short exact sequence

$$0 \longrightarrow V_k \xrightarrow{(-\varepsilon \cdot d_k, \alpha)} R_l \oplus R_l \longrightarrow V_l \longrightarrow 0,$$  

whose torsion is $(-1)^{\dim V_l \dim V_k + \dim V_k}$.

The diagram for $S_l(B)$. Since $(B, S_l(B)) \in Z_l$, by Remark 3.6 A, we have

$$S_l(B) : R_k \xrightarrow{d_k c_k} V_k[\lambda_k + \lambda_l] \xrightarrow{\hat{\alpha}} V_l[-\lambda_l] \xrightarrow{\hat{\beta}} R_l.$$

By the condition C2 in Definition 3.5, maps in (3.24) and (3.33) satisfy the short exact sequence,

$$0 \longrightarrow V_l \xrightarrow{\hat{\beta}} R_l \oplus V_k \xrightarrow{\hat{\alpha}} V_l \longrightarrow 0,$$

whose torsion is also 1.

Step 2. So far, we have introduced quite a few maps. In this step, based on these maps, we will construct a nice candidate for "$S_k S_l(B)"$, that is, we will find $A \in m^{-1}(0)$ such that $(S_l(B), A) \in Z_k$.

To find such a point $A$, we use the following result due to Maffei.

**Lemma 3.15** ([20, p.680]) There exist unique linear maps $x : V_k \rightarrow V_l$ and $y : V_l \rightarrow V_k$ such that the following equations hold,

$$\begin{align*}
\hat{c}_l x &= c_l^{(3)} \alpha^{(3)} \\
\hat{\beta} x &= -\varepsilon \cdot d_k c_k^{(3)} \\
x y &= \hat{\alpha} \hat{\beta} - \varepsilon \cdot (\lambda_k + \lambda_l) \text{id}_{V_l}.
\end{align*}$$

By using the maps $x$ and $y$ in Lemma 3.15, we choose $A \in M$, which corresponds to the following diagram,

$$A : R_k \xrightarrow{\hat{d}_k c_k^{(3)}} V_k[-\lambda_k - \lambda_l] \xrightarrow{x \ y} V_l[\lambda_k] \xrightarrow{\hat{d}_l} R_l.$$

More precisely, for $h \in DQ^w$ such that $h(h) \neq k, l$ and $t(h) \neq k, l$, we define $A_h = B_h$. For the remaining components of $A$, they are defined according to diagram (3.35). We are going to show that $A \in m^{-1}(0)$ and $(S_l(B), A) \in Z_k$.

In fact, since $S_l(B) \in N_{kl}$, if we can show that the pair $(S_l(B), A)$ satisfies all three conditions in Definition 3.5, Remark 3.6 B implies $A \in N_{kl} \subseteq m^{-1}(0)$ automatically. Hence, in the following, we only need to prove that $(S_l(B), A)$ satisfies all three conditions in Definition 3.5.

Firstly, by our definition of $A$, $(S_l(B), A)$ satisfies the condition C1 trivially. Next, we check that this pair also satisfies the condition C2, that is, we need to show that
the following chain complex is a torsion 1 short exact sequence,

\[
0 \longrightarrow V_k \xrightarrow{(c_k^{(3)})} R_k \oplus V_l \xrightarrow{(d_k \cdot \beta)} V_k \longrightarrow 0.
\]  

(3.36)

The exactness of (3.36) follows from Lemma 3.15 immediately. We only need to calculate its torsion.

Recall that \((B, S_k(B)) \in Z_k\). Due to the condition C3 in Definition 3.5, the maps in diagrams (3.24) and (3.25) satisfy

\[
\alpha' d'_k = a d_k.
\]  

(3.37)

Now by applying Corollary 3.13 to (3.34) and (3.36) (using \(V_l\) to replace \(U\) in Corollary 3.13), due to (3.37), the output short exact sequence is (3.32) exactly. Therefore, by using the torsion of (3.32) and (3.34), we conclude that the torsion of (3.36) is 1 as expected.

What is left is to check \((S_l(B), A)\) satisfying the condition C3. In view of Lemma 3.15, we only need to show the following two equalities,

\[
c^{(3)}_k(\alpha') = c_k d_k - (\lambda_k + \lambda_l) \text{id}_{R_k}, \tag{3.38a}
\]

\[
x d^{(3)}_k = \hat{\alpha} d_k. \tag{3.38b}
\]

We first show (3.38a). Since \((B, S_k(B)) \in Z_k\), the condition C3 implies the following equality between maps in (3.24) and (3.25),

\[
\left(\begin{array}{c} c_k' \\ \alpha' \end{array}\right) \left(\begin{array}{c} d_k' \\ \beta' \end{array}\right) = \left(\begin{array}{c} c_k \\ \alpha \end{array}\right) \left(\begin{array}{c} d_k \\ \beta \end{array}\right) - \lambda_k \text{id}_{R_k \oplus V_k}. \tag{3.39}
\]

For the same reason, using \((S_l S_k(B), S_k S_l S_k(B)) \in Z_k\), we have

\[
\left(\begin{array}{c} c_k^{(3)} \\ \alpha^{(3)} \end{array}\right) \left(\begin{array}{c} d_k^{(3)} \\ \beta^{(3)} \end{array}\right) = \left(\begin{array}{c} c_k' \alpha'' \\ \alpha'' \end{array}\right) \left(\begin{array}{c} d_k' \beta'' \end{array}\right) - \lambda_l \text{id}_{R_k \oplus V_k}. \tag{3.40}
\]

(3.38a) follows from (3.39) and (3.40) immediately.

To show (3.38b), we first note that (3.40) implies the following analog of (3.37),

\[
\alpha^{(3)} d^{(3)}_k = \alpha'' d'_k. \tag{3.41}
\]

Similarly, since \((S_k(B), S_l S_k(B)) \in Z_l\), \((B, S_l(B)) \in Z_l\), by using the condition C3 in Definition 3.5, we have

\[
c_l \alpha' = c_l' \alpha'', \tag{3.42}
\]

\[
c_l \alpha = \hat{c}_l \hat{\alpha}. \tag{3.43}
\]
Meanwhile, from the diagram (3.33), we know that \( \mu_k(S_l(B)) = (\lambda_k + \lambda_l) \text{id}_{V_k} \). By the definition of \( \mu \), this equality can be written as

\[
(\lambda_k + \lambda_l) \text{id}_{V_k} = \mu_k(S_l(B)) = d_k c_k + \varepsilon \cdot \dot{\beta} \dot{\alpha}.
\] (3.44)

Since we have shown (3.38a), combining with Lemma 3.15 and (3.37), (3.41-3.44), we calculate as follows,

\[
\dot{c}_l x d_k^{(3)} \overset{\text{Lemma 3.15}}{=} c''_l \alpha^{(3)} d_k^{(3)} \overset{(3.41)}{=} c''_l \alpha'' d_k' \overset{(3.42)}{=} c_l \alpha' d_k' \overset{(3.37)}{=} c_l \alpha d_k \overset{(3.43)}{=} \dot{c}_l \dot{\alpha} d_k,
\]

and

\[
\dot{\beta} x d_k^{(3)} \overset{\text{Lemma 3.15}}{=} -\varepsilon \cdot d_k c_k^{(3)} d_k^{(3)} \overset{(3.38a)}{=} -\varepsilon \cdot d_k (c_k d_k - (\lambda_k + \lambda_l) \text{id}_{R_k}) \overset{(3.44)}{=} \dot{\beta} \dot{\alpha} d_k.
\]

The above two equalities imply the following equality,

\[
\left( \begin{array}{c} \dot{c}_l \\ \dot{\beta} \end{array} \right) x d_k^{(3)} = \left( \begin{array}{c} \dot{c}_l \\ \dot{\beta} \end{array} \right) \dot{\alpha} d_k.
\] (3.45)

Since (3.34) is exact, \((\dot{c}_l, \dot{\beta})^T\) must be injective. Hence, (3.38b) follows from (3.45).

**Step 3.** The last step for the proof of \( Z_{k l k} \subseteq Z_{l k i} \) is to check that \( (A, S_k S_l (B)) \in Z_l \). However, this can be done by using essentially the same argument that we have used to prove \( (S_l (B), A) \in Z_k \).

As before, the upshot is to show the following chain complex is exact and has torsion 1 property,

\[
0 \longrightarrow V_l \xrightarrow{\left( \begin{array}{c} c''_l \\ \beta^{(3)} \end{array} \right)} R_l \oplus V_k \xrightarrow{\left( \begin{array}{c} \dot{c}_l \\ -\varepsilon \cdot x \end{array} \right)} V_l \longrightarrow 0.
\] (3.46)

Recall that, in the proof of \( (S_l (B), A) \in Z_k \), we have shown that (3.36) has these two properties. To show that (3.46) also has these two properties, we can use a similar method. The only difference is that in current situation, (3.29) plays the role that is played by (3.32) before. The details are left to readers.

The proof of Proposition 3.14 is finished. \( \square \)

Now we have verified \( \{S_k\}_{k \in I} \) satisfying all the Coxeter relations and the proof of Theorem 3.2 is completed.

**Remark 3.16** If we check the whole proof for the existence of the Weyl group action on \( \mathcal{M}(v, w) \), as readers may have noticed, the dimension vectors condition \( w = C v \) is not always relevant. It seems possible to relax this condition and prove a result more similar to Theorem 2.1.
4 The comparison of two Weyl group actions: a case study

This section consists of two parts. In the first part, Sects. 4.1 and 4.2, we review another Weyl group action, i.e. the $G^3RK$ action on $(T^* (G/U))_{\text{aff}}$ (or $(T^* (G^\text{ad} / U))_{\text{aff}}$) mentioned in Introduction. In the second part, Sect. 4.3 and Sect. 4.4, we concentrate on a special case, $G = SL(n + 1, \mathbb{C})$. We recall a result in [7] which asserts that for this special $G$, $(T^* (G/U))_{\text{aff}}$ is also a DKS type variety. Then for this special example of DKS type varieties, we compare the Weyl group action constructed in the previous section with the $G^3RK$ action. More specifically, we prove Theorem 1.2.

4.1 The geometry of $G/U$

We review some geometric properties of the basic affine variety to be used later. Especially, we recall a canonical construction of $G/U$ and $T^* (G/U)$ after Ginzburg and Kazhdan. To avoid too many details, we only formulate the construction assuming $G$ to be a connected semi-simple group with a trivial center, i.e. $G$ is of adjoint type. But we would like to point out that, by proceeding as in [10, § 5.4], it is also possible to give a similar construction for the “simply-connected” case.

Let $g = \text{Lie}(G)$ and $B$ be the flag variety of Borel subgroups of $B \subseteq G$, or equivalently, Borel subalgebras of $b \subseteq g$. Given a Borel subalgebra $b \in B$, we always use $B$ to denote the corresponding Borel subgroup. The tori $B/[B, B]$ for any $B \in B$ are canonically isomorphic, which is denoted by $T$ and called the universal Cartan torus for $G$. Let $t = \text{Lie}(T)$ and $\Lambda^* = \text{Hom}(T, \mathbb{C}^*) \subseteq t^*$ be the root lattice of $g$. For any Cartan subgroup $H \subseteq G$,

$$W_H := N_G(H)/H$$

is defined to be the Weyl group associated with $H$. Recall that there is another Weyl group $W$ associated with the Dynkin diagram of $G$, which we call the universal Weyl group. By choosing a Borel subgroup $B \supseteq H$, $W_H$ is canonically isomorphic to $W$. Therefore, there is a canonical $W$ action on $T$.

Given a Borel subalgebra $b$, let $u(b) := [b, b]$ be the nilradical of $b$. Then we define

$$\alpha(b) := u(b)/[u(b), u(b)].$$

The weights of the $T$ action on $\alpha(b)$ are called simple roots. Denote simple roots by $\{\lambda_i\}_{i \in I}$, where $I$ is the vertex set of the Dynkin diagram. Define a partial order on $\Lambda^*$ as follows: for $\mu_1, \mu_2 \in \Lambda^*$, $\mu_1 \geq \mu_2$ if and only if $\mu_1 - \mu_2 = \sum_{i \in I} Z_{\geq 0} \cdot \lambda_i$. For a fixed $b \in B$, there exists a canonical $b$ stable filtration $g^{\mu, b}$, $\mu \in \Lambda^*$, of $g$, such that $gr^{\mu, b} g := g^{\mu, b} / g^{> \mu, b}$ is a representation of the weight $\mu$ under the natural action of $T = B/[B, B]$. For example, taking $\mu = 0$, one can check that $g^{0, b} = b$ and $gr^{0, b} g = t$. Using this filtration, we define a special subspace of $g$,

$$\mathfrak{d}(b) := \sum_{i \in I} g^{> - \lambda_i, b}.$$
In a sense that we will clarify a moment later, \( \mathfrak{d}(b)/b \) can be seen as a dual to \( \mathfrak{a}(b) \). Like \( \mathfrak{a}(b), \ T \) also acts on \( \mathfrak{d}(b)/b \) naturally. The unique open dense orbit of the \( T \) action on \( \mathfrak{a}(b) \) (resp. \( \mathfrak{d}(b)/b \)) is denoted by \( \mathcal{O}(b) \) (resp. \( \mathcal{O}_- (b) \)). We will abuse notations a little by writing the preimage of \( \mathcal{O}_- (b) \) in \( \mathfrak{d}(b) \) as \( \mathcal{O}_- (b) + b \).

Like \( \mathcal{B} \), we can construct two varieties consisting of a family of \( \mathcal{O}(b) \) or \( \mathcal{O}_- (b) \),

\[
\mathcal{B}_\ast = \{(b, s) | b \in \mathcal{B}, \ s \in \mathcal{O}(b)\}, \quad \mathcal{B}_\ast^- = \{(b, s) | b \in \mathcal{B}, \ s \in \mathcal{O}_- (b)\}.
\]

\( G \) acts on \( \mathcal{B}, \mathcal{B}_\ast, \mathcal{B}_\ast^- \) by conjugation. And the \( T \) action on \( \mathcal{O}(b) \) (resp. \( \mathcal{O}_- (b) \)) induces a \( T \) action on \( \mathcal{B} \) (resp. \( \mathcal{B}_\ast^- \)), which commutes with the \( G \) action on it. Therefore, \( \mathcal{B}_\ast \) (resp. \( \mathcal{B}_\ast^- \)) is a \( T \)-principal bundle over \( \mathcal{B} \) and the canonical projection of this bundle is \( G \)-equivariant.

**Example** For \( G = \text{PGL}(n + 1, \mathbb{C}) \), take \( b \in \mathcal{B} \) to be the Borel subalgebra consisting of upper triangular matrices. The preimages of \( \mathcal{O}(b) \) and \( \mathcal{O}_- (b) \) in \( \mathfrak{sl}(n + 1, \mathbb{C}) \) are matrices of the following forms.

For \( \mathcal{O}(b) \),

\[
\begin{pmatrix}
0 & e_1 & \cdots & \ast \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & e_n & \vdots \\
0 & \cdots & 0 & 0
\end{pmatrix},
\]

and for \( \mathcal{O}_- (b) \),

\[
\begin{pmatrix}
\ast & \cdots & \ast \\
0 & \ddots & \vdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0 & f_n
\end{pmatrix},
\]

where \( e_i \) and \( f_i \) are non-zero numbers. Taking \( t = \text{diag}(z_0, z_1, \ldots, z_n) \in b \) as an element in \( T \), under the adjoint action of \( t \) on the above matrices, the entry \( e_i \) in the first matrix is scaled by \( z_i^{-1}z_{i-1} \) and the entry \( f_i \) in the second matrix is scaled by \( z_i^{-1}z_{i-1} \).

Using the Killing form of \( \mathfrak{g} \), we will identify \( \mathfrak{g} \) with \( \mathfrak{g}^\ast \). Since the isotropic subgroup at \( (b, s) \in \mathcal{B} \) is the maximal unipotent subgroup associated with the Lie algebra \( \mathfrak{u}(b) \), the cotangent bundle of \( \mathcal{B} \) is\(^3\)

\[
T^\ast \mathcal{B} = \{(b, s, x) | b \in \mathcal{B}, \ s \in \mathcal{O}(b), \ x \in \mathfrak{u}(b)^\perp \simeq b\}.
\]

Fixing a choice of base point \( (b, s) \in \mathcal{B} \), thus also fixing a Borel subgroup \( B \), the following two \( G \)-equivariant isomorphisms hold,

\[
G/U \cong \mathcal{B} \quad \text{and} \quad G \times_U b \cong T^\ast \mathcal{B}
\]

\[
[g] \mapsto (\text{Ad}_g(b), \text{Ad}_g(s)), \quad [g, x] \mapsto (\text{Ad}_g(b), \text{Ad}_g(s), \text{Ad}_g(x)),
\]

where \( U = [B, B] \) and \( \text{Ad}_g(s) \in \mathcal{O}(\text{Ad}_g(b)) \).

\(^3\) Here and in the following, we often only define a variety (or a map between two varieties) as a set. But all such definitions can be enhanced scheme-theoretically by using suitable base changes. For details, one can see [10].
Using the transitive $G$ action on $G/U$, $T^*(G/U)$ is isomorphic to $G \times_U (g/\mathfrak{u}(b))^*$. And by using the Killing form, we have $G \times_U (g/\mathfrak{u}(b))^* \simeq G \times_U b$. Therefore, from now on, we will identify $T^*(G/U)$ with $G \times_U b$. By using the second isomorphism in (4.1), we have an isomorphism

\[ \Theta_s : T^*(G/U) (\simeq G \times_U b) \to T^* \tilde{B}. \]

But we would like to remind readers that the isomorphism $\Theta_s$ obtained in this way does depend on the choice of $s$. Considering this fact, it is reasonable to view $\tilde{B}$ and $T^* \tilde{B}$ as canonical models of $G/U$ and $T^*(G/U)$ respectively.

**Remark 4.1** If $G$ is a simply connected group, one can see that the two morphisms in (4.1), as well as $\Theta_s$, are finite covering maps, whose fibers are homeomorphic to the center of $G$. By using a variation of $\tilde{B}$, denoted by $\tilde{B}^\text{sc}$, it is possible to construct isomorphisms like (4.1) for a simply connected group. Roughly speaking, one needs to choose the fundamental weights $\{ \varpi_i \}$ of $T$ and the corresponding representations $\{ V_{\varpi_i} \}$. Then $\tilde{B}^\text{sc}$ is defined in the same way as $\tilde{B}$ except that $s$ is replaced by $(v_1, \ldots, v_n)$, where $v_i$ is a highest weight vector of the representation $V_{\varpi_i}$. Readers can find more details in [10, § 5.4]. We only would like to point out that the isomorphism between $G/U$ and $\tilde{B}^\text{sc}$ is actually the same as the isomorphism constructed in [15, § 6].

Recall that the Grothendieck-Springer resolution $\tilde{\mathfrak{g}} := \{(b, x) \in B \times \mathfrak{g} | x \in b\}$ makes the following diagram commute,

\[ \begin{array}{ccc}
\mathfrak{g} & \xleftarrow{(b, x) : \pi} & \tilde{\mathfrak{g}} \\
\downarrow & & \downarrow \nu := (b, x) \mapsto x \mod \mathfrak{u}(b) \\
\mathfrak{g} // G & \quad & t
\end{array} \]

where the GIT quotient $\mathfrak{g} // G$ is isomorphic to $t/\mathbb{W}$ by the Chevalley isomorphism. The definition of $T^* \tilde{B}$ gives a natural projection

\[ p_{\tilde{\mathfrak{g}}} : T^* \tilde{B} \to \tilde{\mathfrak{g}} \]

\[ (b, s, x) \mapsto (b, x). \]

Since $G \times T$ acts on $\tilde{B}$, there exists a Hamiltonian $G \times T$ action on $T^* \tilde{B}$ with the moment map $\mu_G \times \mu_T$. Using $p_{\tilde{\mathfrak{g}}}$ and the Killing form, this moment map has the following expression:

\[ \mu_G = -\pi \circ p_{\tilde{\mathfrak{g}}} : T^* \tilde{B} \to \mathfrak{g}, \]

\[ \mu_T = -\nu \circ p_{\tilde{\mathfrak{g}}} : T^* \tilde{B} \to t. \]

\[ ^{\text{4}} \text{Compared to [10], the moment maps here have an extra minus sign because [10] and this paper use different sign conventions for moment maps.} \]
4.2 The Weyl group action on \((T^*\tilde{B})_{\text{aff}}\)

To recall Ginzburg and Kazhdan’s construction of the Weyl group action, i.e. the \(G^3RK\) action, on \((T^*\tilde{B})_{\text{aff}}\), we begin with the definition of a special variety \(Z_{rs}\). As in the previous subsection, we also assume that \(G\) is of adjoint type.

Let \(g_{rs} \subseteq g\) be subset of the regular and semi-simple elements. Then \(T^*\tilde{B}_{rs} := \mu^{-1}_G(g_{rs})\) (resp. \(\tilde{g}_{rs} := \pi^{-1}(g_{rs})\)) is a Zariski open and dense subvariety of \(T^*\tilde{B}\) (resp. \(\tilde{g}\)). Recall that for a pair of Borel subalgebras \(b, \bar{b} \in B\), they are called in opposite position if \(b \cap \bar{b}\) is a Cartan subalgebra of \(g\). After [10, p.10, Definition], we call the following incidence variety the Miura variety for regular and semi-simple elements.

\[
Z_{rs} := \{(\bar{b}, b, x) \in B \times B \times g_{rs} | x \in b \cap \left[ O_-(\bar{b}) + \bar{b} \right]\}.
\]

**Remark** By [10, Proposition 4.1.1], if a point \((\bar{b}, b, x)\) lies in \(Z_{rs}\), the pair \((\bar{b}, b)\) must be in opposite position. Moreover, in [10], the Miura variety is defined for regular elements, not necessarily semi-simple. But for our applications, the above smaller variety is sufficient.

For a pair of Borel subalgebras \((b, \bar{b})\) in opposite position, we have a triangular decomposition \(g = u(b) \oplus (b \cap \bar{b}) \oplus u(\bar{b})\) and a diagram

\[
t = \bar{b}/u(\bar{b}) \leftarrow \bar{b} \leftrightarrow b \leftarrow b \rightarrow b/u(b) = t.
\]

Using the above diagram, there is an isomorphism between the leftmost and the rightmost copy of \(t\): \(t \mapsto w_0(t)\), where \(w_0\) is the longest element in the Weyl group. Similarly, the following two maps are also isomorphisms,

\[
\partial(\bar{b})/\bar{b} \overset{\kappa_-}{\cong} \partial(\bar{b}) \cap u(b) \overset{\kappa_+}{\cong} a(b).
\]

Compositing the above two isomorphisms, we have a new isomorphism \(\kappa_{b, \bar{b}}\),

\[
\kappa_{\bar{b}, b} := \kappa_+ \kappa_-^{-1} : \partial(\bar{b})/\bar{b} \cong a(b).
\]

\(\kappa_{\bar{b}, b}\) intertwines the \(T\) action in the following way,

\[
\kappa_{\bar{b}, b}(tf) = w_0^{-1}(t)\kappa_{\bar{b}, b}(f), \quad \text{if } t \in T, \ f \in \partial(\bar{b})/\bar{b}.
\]

Hence, \(\kappa_{\bar{b}, b}\) induces an isomorphism from \(\partial_-(\bar{b})\) to \(\partial(b)\), which is denoted by the same symbol \(\kappa_{\bar{b}, b}\).

For any \((\bar{b}, b, x) \in Z_{rs}\), the isotropic subgroup at \(x\), \(H_x\), is a Cartan torus of \(G\), which is contained in \(B\). Therefore, \(H_x\) is isomorphic to \(B/[B, B]\) and isomorphic to \(T\) consequently. As a result, \(T\) can act on \(Z_{rs}\) in the following way. For any \(t \in T\), let \(h \in H_x\) be the element corresponding to \(t\).
\[ T \times Z_{rs} \rightarrow Z_{rs} \]
\[ t \times (\bar{b}, b, x) \mapsto t \cdot (\bar{b}, b, x) := (\text{Ad}_b(\bar{b}), b, x). \]

Using \( \kappa_{\bar{b}, b} \), we can identify \( Z_{rs} \) with \( T^*\tilde{B}_{rs} \) as follows.

**Proposition 4.2** [10, Corollary 5.2.4] The following map is a \( T \)-equivariant isomorphism,

\[ \kappa : Z_{rs} \rightarrow T^*\tilde{B}_{rs}, \]
\[ (\bar{b}, b, x) \mapsto (b, \kappa_{\bar{b}, b}(x \mod \bar{b}), x). \]

By the definition of \( \kappa, p_\tilde{g} \circ \kappa \) coincides with the natural projection \( (\bar{b}, b, x) \mapsto (b, x) \). Without any ambiguities, we also use the symbol \( p_\tilde{g} \) for this composition map.

By Proposition 4.2, to define a Weyl group action on \( T^*\tilde{B}_{rs} \), we only need to construct a Weyl group action on \( Z_{rs} \). As before, for any \( (\bar{b}, b, x) \in Z_{rs} \), let \( H_x \subseteq B \) be the isotropic subgroup at \( x \). For any \( n^w \in N_G(H_x) \) corresponding to an element \( w \in W \cong W_{H_x} \) via the pair \( (H_x, B) \), let

\[ b^w := \text{Ad}_{n^w}(b). \]

Then as in [10, § 4.2], we define the image of \( (\bar{b}, b, x) \) under the action of \( w \) to be \(^5\)

\[ w(\bar{b}, b, x) := \left( b, b^{w^{-1}}, x \right). \tag{4.2} \]

By definition, the \( G \) action and the \( \mathbb{W} \) action on \( Z_{rs} \) commute. Moreover, for any \( t \in T \), we have \( w(t \cdot (\bar{b}, b, x)) = w(t) \cdot (w(\bar{b}, b, x)) \). In other words, there is a \( \mathbb{W} \ltimes T \) action on \( Z_{rs} \).

Recall that the Weyl group action on \( \tilde{g}_{rs} \) is defined in a similar way, that is, \( (b, x) \mapsto (b^{w^{-1}}, x) \) for any \( (b, x) \in \tilde{g}_{rs} \). Therefore, the natural projection \( p_\tilde{g} \) is equivariant with respect to the Weyl group actions on \( Z_{rs} \) and \( \tilde{g}_{rs} \). Especially, this implies the \( G \) moment map \( \mu_G : T^*\tilde{B}_{rs} \rightarrow g_{rs} \) is \( \mathbb{W} \) invariant (the \( \mathbb{W} \) action on \( g \) is trivial). In the same way, we can see that the \( T \) moment map \( \mu_T : T^*\tilde{B}_{rs} \rightarrow t_r \) is \( \mathbb{W} \)-equivariant.

A more or less annoying fact is that the Weyl group action on \( T^*\tilde{B}_{rs} \) can not be extended to a group action on \( T^*\tilde{B} \). Nevertheless, by [10, Theorem 5.2.7], it is possible to extend the above Weyl group action uniquely to a group action on a larger variety \( (T^*\tilde{B})_{\text{aff}} := \text{Spec}(\mathbb{C}[T^*\tilde{B}]) \), of which \( T^*\tilde{B}_{rs} \) is still an open dense subvariety. In [10], Ginzburg and Kazhdan refer the Weyl group action on \( (T^*\tilde{B})_{\text{aff}} \) obtained in this way as the **quasi-classical Gelfand–Graev action**. But, as we have done in Introduction, we will simply call this action the \( G^3\text{RK} \) action for short.

As Remark 3.10, the construction in this subsection can also be extended to the simply-connected case, c.f. [10, § 5.4].

\[^5\] The Weyl group action given here is a little different from [10] because we want to ensure the Weyl group action to be a left action.
4.3 A DKS type variety of $A_n$ type and its Weyl group actions

In the rest of this paper, we take $G = \text{SL}(n + 1, \mathbb{C})$, $G^{\text{ad}} = \text{PGL}(n + 1, \mathbb{C})$ and $\mathfrak{b}$ to be the Borel subalgebra of upper triangular matrices. Therefore, $U$ is the group of invertible upper triangular matrices whose diagonal entries are equal to 1.

In this subsection, we recall an isomorphism $\Xi$ from a DKS type variety of $A_n$ type to $(T^*(G/U))_{\text{aff}}$ following [7, § 7]. Then, via the isomorphism $\Xi$, we will calculate the Weyl group action appeared in Theorem 1.1, or Theorem 3.2, explicitly.

4.3.1 The isomorphism

For an $A_n$ quiver $Q$, let $v = (n, n - 1, \ldots, 1)^T$, $w = (n + 1, 0, \ldots, 0)^T$ be dimension vectors. One can check that $w = C \cdot v$. We collect all the data in the following diagram for $DQ$, Fig. 4, in which we choose the orientation of arrows associated with $\beta_k$, $1 \leq k \leq n - 1$, to be positive, i.e. $\beta_k \in Q$. Moreover, we assume that the vector space $\mathbb{C}^l$ associated with the vertex $l$, $1 \leq l \leq n + 1$, has the standard volume form.

With the above settings, the locus $m^{-1}(0) \subseteq M$ satisfies the following equations,

$$-\alpha_k \beta_k + \beta_{k-1} \alpha_{k-1} = \tau_k I_{n-k+1}, \quad \text{for } 1 \leq k \leq n, \quad (4.3)$$

where $\alpha_n = \beta_n = 0$, $\tau_k \in \mathbb{C}$ and $I_{n-k+1}$ is an identity matrix of size $n - k + 1$. Consider an open and dense subvariety of $m^{-1}(0)$,

$$m_{\text{surj}}^{-1}(0) := \left\{ (\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}) \in m^{-1}(0) | \beta_k \text{ is surjective} \right\}.$$

Now we choose some matrices of special forms, $\beta^0_k = (0_{n-k, 1} | I_{n-k})$, $0 \leq k \leq n - 1$. For any point $(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}) \in m_{\text{surj}}^{-1}(0)$, we say a family of invertible matrices $g_k \in \text{SL}(n + 1 - k, \mathbb{C})$, $0 \leq k \leq n$,

\[^6\] We choose to write the components of $v$ in a descending order, which is in conformity with the convention used in [21] but different from the convention in [7].
is fitting for \((\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})\), if \(g_{k+1}^{-1} \beta_k g_k^{-1} = \beta_k^0\). By the definition of \(m_{\text{surj}}^{-1}(0)\), for any point of \(m_{\text{surj}}^{-1}(0)\), we can always find fitting matrices for this point. But the choice of fitting matrices for a given point in \(m_{\text{surj}}^{-1}(0)\) is not unique.

Let \(g_0, \ldots, g_n\) be the fitting matrices for \((\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}) \in m_{\text{surj}}^{-1}(0)\).

Using (4.3), by induction, we can show that \(g_0\alpha_0 \beta_0 g_0^{-1}\) is of the following form,
\[
g_0\alpha_0 \beta_0 g_0^{-1} = \begin{pmatrix}
0 & * & \cdots & * \\
0 & \rho_1 & \ddots & \vdots \\
& \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \rho_n
\end{pmatrix},
\]
(4.4)
where \(\rho_k = \sum_{p=1}^{k} \tau_p\). In general, \(g_0\alpha_0 \beta_0 g_0^{-1}\) is not trace-free, consequently, not an element of \(b\). But we can use the following homomorphism of Lie algebras
\[
\Gamma(Y) := Y - \frac{\text{Tr}(Y)}{n+1} I_{n+1} : \mathfrak{gl}(n+1, \mathbb{C}) \to \mathfrak{sl}(n+1, \mathbb{C}),
\]
which is induced from the natural decomposition \(\text{GL}(n+1, \mathbb{C}) = \text{SL}(n+1, \mathbb{C}) \times \mathbb{C}^*\).

With such a homomorphism, we see that \(\Gamma(g_0\alpha_0 \beta_0 g_0^{-1}) \in b\).

With the above settings, we define the following map,\(^7\)
\[
m_{\text{surj}}^{-1}(0)/\text{SL}_v \to G \times U \ni b \simeq T^*(G/U)
\]
\[
[(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})] \mapsto [g_0^{-1}, \Gamma(g_0\alpha_0 \beta_0 g_0^{-1})].
\]
(4.5)
Note that to define the above map, for each point in \(m_{\text{surj}}^{-1}(0)\), we need to choose a family of fitting matrices for this point. We will show that the image of the map doesn’t depend on the different choices of fitting matrices.

Let \(\{g'_i\}\) be another family of matrices fitting for the point \((\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})\).

Using the definition of fitting matrices, one can check that there exists \(u \in U\) such that \(g'_0 = ug_0\). Therefore, we have
\[
\left(g'^{-1}_0, g'_0\alpha_0 \beta_0 g'^{-1}_0\right) = u \cdot \left(g_0^{-1}, g_0\alpha_0 \beta_0 g_0^{-1}\right),
\]
which implies that the map (4.5) is well-defined.

By [7, Theorem 7.18], the map (4.5) can be extended to an isomorphism between two varieties in a suitable way, which justifies the following definition. As a result, we have a quiver theoretic construction of the variety \((T^*(G/U))_{\text{aff}}\).

\(^7\) If we use the notations of Sect. 3, the orbit equivalence class \([\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}]\) should be written as \(\pi((\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}))\). In this section, we prefer using this shorter notation.
Definition 4.3 We define

$$\Xi : \mathcal{M}(v, w) = m^{-1}(0) \sslash_{SL_v} \cong (T^*(G/U))_{aff}$$

to be the unique isomorphism whose restriction on the open dense subvariety $m^{-1}_{surj}(0)/SL_v \subseteq \mathcal{M}(v, w)$ coincides with the map (4.5).

For our application, we can always restrict $\Xi$ to the open dense subset $m^{-1}_{surj}(0)/SL_v$. Namely, in the following discussion, we always use the map (4.5) to calculate $\Xi$ explicitly. Moreover, since for any regular and semi-simple element $y \in b$, there exists $u_y \in U$ such that $Ad_{u_y}(y)$ is a diagonal matrix, using (4.3), we can show that $\Xi^{-1}(T^*(G/U)_{rs}) \subseteq m^{-1}_{surj}(0)/SL_v$.

Remark Using a result by Grosshans [12], as well as by Popov and Vinberg [28], we know that $(T^*(G/U))_{aff}$ is a normal variety. Therefore, the above isomorphism $\Xi$ implies that $\mathcal{M}(v, w)$ is normal in this special case. In view of the normality of quiver varieties [4], it seems reasonable to expect that the normality also holds for other DKS type varieties.

The equivariance properties of $\Xi$. As we have recalled, there are some natural group actions on $(T^*(G/U))_{aff}$. We will see that the same groups can also act on $\mathcal{M}(v, w)$ and further show that $\Xi$ is equivariant with respect to these group actions. Since $G = SL(n + 1, \mathbb{C})$, we choose $H$ to be the Cartan subgroup of $G$ consisting of diagonal matrices.

First, we recall the $G \times H$ acts on $G \times_U b$ (on $(T^*(G/U))_{aff}$ consequently) in the following way, for $g \in G, h \in H, [g', x] \in G \times_U b$,

$$(g, h) \cdot [g', x] := [gg'h, Ad_{h^{-1}}(x)].$$

Via the isomorphism $\Theta_1$, the above group action is just the $G \times T$ action on $T^*\tilde{B}$ (identifying $H$ with $T$).

The $G$ action on $\mathcal{M}$ is induced from the standard $G$ action on $\mathbb{C}^{n+1}$, that is, for $g \in G$,

$$g \cdot [(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})] := \left[(g\alpha_0, g^{-1}\beta_0, \ldots, g\alpha_{n-1}, g^{-1}\beta_{n-1})\right],$$

where $[(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})] \in m^{-1}_{surj}(0)/SL_v$. By (4.5), we know that $\Xi$ is a $G$-equivariant isomorphism.

To define the $H$ action on $\mathcal{M}$, we need the following fractional homomorphism between $H$ and $(\mathbb{C}^*)^n$,

$$\varphi : H \rightarrow (\mathbb{C}^*)^n$$

$$h = \text{diag}(z_0, \ldots, z_{n-1}, z_n) \mapsto \left(\prod_{k=1}^{n} z_k^{1/n}, \prod_{k=2}^{n} z_k^{1/(n-1)}, \ldots, z_{n-1}^{1/2}, z_n^{1/2}, z_n\right).$$
Let $c_k$, $1 \leq k \leq n$, be a component of $\varphi(h)$. The $H$ action on $\mathcal{M}$ is defined to be

$$h \cdot [(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})] := \left[\alpha_0 c_1, c_1^{-1} \beta_0, \ldots, c_{n-1}^{-1} \alpha_{n-1} c_n, c_n^{-1} \beta_{n-1} c_{n-1}\right],$$

where $[(\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1})] \in m_{\text{surj}}^{-1}(0)/\text{SL}_V$.

Since there are some ambiguities in the definition of $\varphi$, we need to check that the above $H$ action is well-defined. Note that each equivalence class in $m_{\text{surj}}^{-1}(0)/\text{SL}_V$ has a representative element of the form,

$$\left[\left(\alpha_0, \beta_0 g^{-1}, \ldots, \alpha_{n-1}, \beta_{n-1}\right)\right],$$

and the $H$ action on such elements is easy to calculate. Choose $(g_1, \ldots, g_n) \in \text{SL}_V$ associated with $h$ as follows,

$$g_k := c_k h_k^{-1}, \quad h_k := \text{diag}(z_k, \ldots, z_n).$$

We have

$$h \cdot \left[\left(\alpha_0, \beta_0 g^{-1}, \ldots, \alpha_{n-1}, \beta_{n-1}\right)\right] = \left[\left(g \alpha_0 c_1 g_1^{-1}, g_1 c_1^{-1} \beta_0 g^{-1}, \ldots, g_{n-1} c_{n-1}^{-1} \alpha_{n-1} c_n g_n^{-1}, g_n c_n^{-1} \beta_{n-1} c_{n-1} g_{n-1}^{-1}\right)\right]$$

$$= \left[\left(g \alpha_0 h_1, h_1^{-1} \beta_0 g^{-1}, \ldots, h_{n-1}^{-1} \alpha_{n-1} h_n, \beta_{n-1}\right)\right].$$

(4.6)

Note that the last formula in the above equality doesn’t depend on the choice of $\varphi(h)$, that is, it has no ambiguity at all. Hence, we know that the $H$ action on $\mathcal{M}$ is well-defined. In fact, we can define the $H$ action on $\mathcal{M}$ by simply using the last formula of (4.6). However, the advantage of the definition using $\varphi$ is that we can check the following relation between the $H$ action and the Weyl group action on $\mathcal{M}$ easily. For $[B] \in \mathcal{M}$, $w \in \mathcal{W} \simeq W_H$ and $h \in H$,

$$w(h \cdot [B]) = w(h) \cdot w([B]).$$

The details are left to readers.

On the other hand, by (4.5) and (4.6), we have

$$h \cdot \Xi\left(\left[\left(\alpha_0, \beta_0 g^{-1}, \ldots, \alpha_{n-1}, \beta_{n-1}\right)\right]\right) = h \cdot \left[\left(g, \Gamma \left(\alpha_0 \beta_0 h\right)\right)\right] = \Xi\left(\left[\left(g \alpha_0 h_1, h_1^{-1} \beta_0 g^{-1}, \ldots, h_{n-1}^{-1} \alpha_{n-1} h_n, \beta_{n-1}\right)\right]\right)$$

$$= \Xi\left(h \cdot \left[\left(\alpha_0, \beta_0 g^{-1}, \ldots, \alpha_{n-1}, \beta_{n-1}\right)\right]\right),$$

that is, $\Xi$ is $H$-equivariant.
Remark The careful readers may have noticed that here we only define the \( G \) and \( H \) action on an open dense subvariety of \( \mathcal{M} \) actually. However, the equivalence property of \( \Xi \) implies that these two actions can be extended to \( \mathcal{M} \). It is also possible to show this fact directly by using similar arguments as in [7,10].

The dependence of \( \Xi \) on base points. Recall that the isomorphism \( \Theta_s \) between \( \mathbb{T}^*(G^\text{ad}/U) \) and \( \mathbb{T}^*\tilde{B} \) depends on an auxiliary parameter \( s \in \mathcal{O}(b) \). The isomorphism \( \Xi \) also depends on a parameter: the choice of base points, \( \beta^0_k, 0 \leq k \leq n - 1 \). Since \( \mathcal{O}(b) \) is a \( T \)-torsor, the set \( \{ \Theta_s \} \) is also a \( T \)-torsor. Via varying the base points, we will see that a similar result is also true for \( \Xi \).

Choose another family of matrices \( \{ \bar{\beta}^0_k \} \) as the base point, such that \( \bar{\beta}^0_k \) is of the form \( (0_{n-k,1} | F_{n-k}) \), where \( F_{n-k} \) is an invertible upper triangular matrix of size \( n-k \). By using \( \{ \bar{\beta}^0_k \} \) to replace \( \{ \beta^0_k \} \) when defining the fitting matrices, using the same method as (4.5), we can define another isomorphism \( \Xi \).

Moreover, we can find \( a_k \in \mathbb{C}^* \), \( 0 \leq k \leq n - 1 \) so that \( \{ (0_{n-k,1} | a_k I_{n-k}) \} \) and \( \{ \bar{\beta}^0_k \} \) yield the same isomorphism \( \Xi \). Therefore, the collection of all possible isomorphisms \( \Xi \), constructed by using different base points, constitutes a \( T \)-torsor.

Remark 4.4 (A notation convention). In the remaining part of this paper, the symbol \( \Xi \) is only reserved for the isomorphism given in Definition 4.3, that is, the isomorphism defined using the base points \( \{ \beta^0_k \} \). Meanwhile, we also choose a special \( \Theta_s \) by choosing \( s \) to be the element such that \( e_1 = \cdots = e_n = 1 \), where \( e_i \) is the symbol used in Example of Sect. 4.1. We will write this special \( \Theta_s \) as \( \Theta \) for short. As we have explained in Remark 4.1, for \( G = \text{SL}(n + 1, \mathbb{C}) \), \( \Theta \) is only a finite covering map, with fibers isomorphic to \( \mathbb{Z}_{n+1} \).

4.3.2 The matrix representation of \( S_k \)

By identifying \( (\mathbb{T}^*(G/U))_{\text{aff}} \) with \( \mathcal{M}(\mathbf{v}, \mathbf{w}) \), we can calculate explicitly the Weyl group action of \( \mathcal{M}(\mathbf{v}, \mathbf{w}) \). More precisely, for \( [g, x] \in \mathbb{T}^*(G/U)_\text{rs} \), \( B \in \mathfrak{m}^{-1}_{\text{surj}}(0) \) and \( \Xi([B]) = [g, x] \), we define

\[
\sigma_k([g, x]) := \Xi(S_k([B])).
\]

We are going to calculate \( \sigma_k([g, x]) \) using a specific matrix.

To make the calculation simpler, for \( [g, x] \in \mathbb{T}^*(G/U)_\text{rs} \), we will always assume that \( x \) is a diagonal matrix, which causes no loss of generality since we are dealing with regular and semi-simple elements. Then we will show the following result.

Proposition 4.5 For any \([g, x] \in \mathbb{T}^*(G/U)\) such that \( x = \text{diag}(\lambda_0, \ldots, \lambda_n) \) is regular, we have \( \sigma_k([g, x]) = [g W_{k}^{-1}, \text{Ad} W_{k}(x)] \), where

\[
W_{k} = \begin{pmatrix}
I_{k-1} & 0_{k-1,1} & 0_{k-1,1} & 0_{k-1,n-k} \\
0_{1,k-1} & (\lambda_k - \lambda_{k-1})^{-1} & 0_{1,n-k} & 0_{1,n-k} \\
0_{1,k-1} & \lambda_k - \lambda_{k-1} & 0 & 0 \\
0_{n-k,k-1} & 0_{n-k,1} & 0_{n-k,1} & I_{n-k}
\end{pmatrix} \in \text{SL}(n + 1, \mathbb{C}).
\]
Before discussing the proof of this proposition, we comment that as an application of this explicit expression of \(\sigma_k([g, x])\), one can check directly that the \(\sigma_k\) induces a \(W\) action on \((T^*(G/U))_{\text{aff}}\) without using Theorem 3.2 and the isomorphism \(\Xi\).

**Proof** During the proof, we will simply take \(g = e\) because the proof for the general case is essentially same. As a preparation, we try to find \(B = (\alpha_0, \beta_0, \ldots, \alpha_{n-1}, \beta_{n-1}) \in m_{\text{sup}}^{-1}(0)\) satisfying \(\Xi([B]) = [e, x]\).

Since \(x = \text{diag}(\lambda_0, \ldots, \lambda_n)\), inspired by (4.4), we choose \(X := \text{diag}(0, \rho_1, \ldots, \rho_n)\) such that \(x = \Gamma(X)\) and \(\tau_p, 1 \leq p \leq n\), to be the complex numbers satisfying \(\rho_l = \sum_{p=1}^l \tau_p\). Then, by setting \(\rho_0 = 0\), we have

\[
\tau_p = \rho_p - \rho_{p-1} = \lambda_p - \lambda_{p-1}, \quad 1 \leq p \leq n. \tag{4.9}
\]

Moreover, by our construction of \(\Xi\), we can choose \(\beta_l = \beta^0_l = (0_{l-1,1} | I_{n-l})\) and \(\alpha_0\) must satisfy the following equality,

\[
X = \alpha_0\beta_0. \tag{4.10}
\]

Then, combining (4.3) and (4.10), we know that by taking

\[
\alpha_l = \begin{pmatrix} 0_{1,n-l} \\ C_{n-l} \end{pmatrix}, \quad C_{n-l} := \text{diag}(\tau_{l+1}, \tau_{l+2}, \ldots, \sum_{p=1}^l \tau_p), \tag{4.11}
\]

we have \(\Xi([B]) = [e, x]\).

From now on, we fix a vertex \(k, 1 \leq k \leq n\) and use the notations in Sect. 3.2. In the current situation, \(T_k\) is equal to \(\mathbb{C}^{n+2-k} \oplus \mathbb{C}^{n-k}\) and the maps \(\text{out}_k(B), \text{in}_k(B)\) are written as

\[
\text{out}_k(B) = \begin{pmatrix} \tau_{k-1} \\ \beta_k \end{pmatrix}, \quad \text{in}_k(B) = \begin{pmatrix} \alpha_k \end{pmatrix}. \tag{4.11}
\]

To calculate \(S_k([B])\), we need to find \(B' \in m_{\text{sup}}^{-1}(0)\) such that \((B, B') \in Z_k\). In fact, by (4.11), one can verify that if \(\text{out}_k(B')\) takes the following value, \((B, B')\) will satisfy the condition C2 in Definition 3.5,

\[
\text{out}_k(B') = \begin{pmatrix} \alpha'_{k-1} \\ \beta'_k \end{pmatrix}, \quad \text{where} \quad \alpha'_{k-1} = \begin{pmatrix} \beta_k \\ \beta_k' \end{pmatrix}, \quad \beta'_k = \beta_k. \tag{4.12}
\]

Choosing \(\text{out}_k(B')\) as above, if \((B, B')\) further satisfies the condition C3 in Definition 3.5, \(\text{in}_k(B') = (\beta'_k, -\alpha'_k)\) must take the value

\[
\beta'_{k-1} = \begin{pmatrix} -\tau_k \\ 0_{n-k,1} \end{pmatrix}, \quad \alpha'_k = \begin{pmatrix} 0_{1,n-k} \\ C_{n-k} + \tau_k I_{n-k} \end{pmatrix}. \tag{4.13}
\]

Due to (4.12) and (4.13), by choosing

\[
B' = (\alpha_0, \beta_0, \ldots, \alpha'_{k-1}, \beta'_{k-1}, \alpha'_k, \beta'_k, \ldots, \alpha_{n-1}, \beta_{n-1}),
\]

we have \(\Xi([B']) = [e, x]\).
we have \((B, B') \in Z_k\). Therefore, by (4.7), the following equality holds,
\[
\sigma_k([e, x]) = \Xi(S_k([B])) = \Xi([B']).
\] (4.14)

The next step is to calculation \(\Xi([B'])\). Take \(g_p, 0 \leq p \leq n\), as follows,
\[
g_{k-1} = \begin{pmatrix}
0 & \tau_k^{-1} & 0_{1,n-k} \\
-\tau_k & 0 & 0_{1,n-k} \\
0_{n-k,1} & 0_{n-k,1} & I_{n-k}
\end{pmatrix},
\]
\[
g_{p} = \begin{pmatrix}
1 & 0_{1,n-p} \\
0_{n-p,1} & g_{p+1}
\end{pmatrix}, \text{ for } 0 \leq p \leq k - 2,
\]
and
\[
g_{p} = I_{n-p+1} \text{ for } k \leq p \leq n.
\]

Due to (4.8) and (4.9), we have \(W_k = g_0\). With the above definition of \(g_p\), we can check that, for \(0 \leq p \leq n - 1\),
\[
g_{p+1} \beta_p g_{p}^{-1} = \beta_p^{0} \text{ if } p \notin \{k - 1, k\},
\]
\[
g_{p+1} \beta'_p g_{p}^{-1} = \beta_p^{0} \text{ if } p \in \{k - 1, k\}.
\] (4.15)

By (4.15), we can use (4.5) to calculate \(\Xi([B'])\). We need to discuss two cases depending on whether \(k = 1\) or not.

Case 1: \(2 \leq k \leq n\). In this case, the first two components of \(B'\) are \(\alpha_0\) and \(\beta_0\). Therefore, by (4.5), (4.10) and (4.15), we have
\[
\Xi([B']) = \left[ W_k^{-1}, \Gamma \left( \text{Ad}_{W_k}(\alpha_0 \beta_0) \right) \right] = \left[ W_k^{-1}, \text{Ad}_{W_k}(\Gamma(\alpha_0 \beta_0)) \right]
\]
\[
= \left[ W_k^{-1}, \text{Ad}_{W_k}(\Gamma(X)) \right] = \left[ W_k^{-1}, \text{Ad}_{W_k}(x) \right].
\] (4.16)

Case 2: \(k = 1\). In this case, the first two components of \(B'\) are \(\alpha'_0\) and \(\beta'_0\), which are given in (4.12), (4.13). Hence, we have
\[
\alpha'_0 \beta'_0 = \begin{pmatrix}
-\tau_1 & 0 & 0_{1,n-1} \\
0 & 0 & 0_{1,n-1} \\
0_{n-1,1} & 0_{n-1,1} & C_{n-1}
\end{pmatrix} = X - \tau_1 I_{n+1}.
\] (4.17)

Due to the above equality, by (4.5) and (4.15), we know that
\[
\Xi([B']) = \left[ W_{1}^{-1}, \Gamma \left( \text{Ad}_{W_{1}}(\alpha'_0 \beta'_0) \right) \right] = \left[ W_{1}^{-1}, \Gamma \left( \text{Ad}_{W_{1}}(X) - \tau_1 I_{n+1} \right) \right]
\]
\[
= \left[ W_{1}^{-1}, \text{Ad}_{W_{1}}(\Gamma(X)) \right] = \left[ W_{1}^{-1}, \text{Ad}_{W_{1}}(x) \right]
\]

By (4.14), (4.16) and (4.17), the proof of Proposition 4.5 finishes. \(
\end{proof}
\)
4.4 The proof of Theorem 1.2

Note that the map \( \Theta \) induces an isomorphism between \( \left( T^*(G^{\text{ad}}/U) \right)_{\text{aff}} \) and \( \left( T^*(G^{\text{ad}}/U) \right)_{\text{aff}} \). Therefore, the \( G^3 \text{RK} \) action induces a \( \mathbb{W} \) action on \( \left( T^*(G^{\text{ad}}/U) \right)_{\text{aff}} \). On the other hand, via the isomorphism \( \Xi_1 \), the Weyl group action on \( \mathcal{M} \) can also induce a group action on \( \left( T^*(G/U) \right)_{\text{aff}} \). In this subsection, we compare these two Weyl group actions, that is, we will prove Theorem 1.2.

As before, for \( k \in I \), let \( s_k \in W \) be a simple reflection. Recall that for any \( p \in T^*\tilde{B}_{ts} \), \( s_k(p) \) has been defined in Sect. 4.2 in an explicit way. We restate Theorem 1.2 in the following form.

**Theorem 4.6** (\( = \) Theorem 1.2) For any \( [g, x] \in T^*(G/U) \) such that \( x = \text{diag}(\lambda_0, \ldots, \lambda_n) \) is regular, we have

\[
 s_k(\Theta([g, x])) = \Theta\left([g W_k^{-1}, \text{Ad}_W x]\right) = \Theta(\sigma_k([g, x])).
\]

Consequently, the map \( \Theta \circ \Xi_1 : \mathcal{M}(v, w) \to \left( T^*\tilde{B} \right)_{\text{aff}} \) is \( \mathbb{W} \)-equivariant.

**Remark** In fact, it is easy to further verify that \( \Theta \circ \Xi \) is \( \mathbb{W} \times T \)-equivariant.

**Proof** Due to Proposition 4.5 and the definition of \( \Theta \), to prove Theorem 4.6, we only need to show

\[
 s_k \left( \text{Ad}_g(b), \text{Ad}_g(s), \text{Ad}_g(x) \right) = \Theta\left([g W_k^{-1}, \text{Ad}_W x]\right). \tag{4.18}
\]

As before, it suffices to show the above equality with the assumption \( g = e \).

To begin with, we notice that since \( x \) is regular, we can find \( u \in U \) such that

\[
y = \text{Ad}_u(x) = \begin{pmatrix}
\lambda_0 & 1 & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \\
\ddots & \ddots & \ddots & \ddots & 0 \\
\ddots & \ddots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda_n
\end{pmatrix}. \tag{4.19}
\]

Let \( \bar{b} \) be the Borel subalgebra of the lower triangular matrices. Thus, \( b, \bar{b} \) are in opposite position. Since we have chosen \( s \) to be of a special form, c.f. Remark 4.4, by (4.19), we have

\[
\kappa_{\bar{b}, b}(y \mod \bar{b}) = s. \tag{4.20}
\]

Therefore, by (4.19) and (4.20), we get

\[
\kappa_{\text{Ad}_u^{-1}(\bar{b}), b}(x \mod \text{Ad}_u^{-1}(\bar{b})) = \kappa_{\text{Ad}_u^{-1}(\bar{b}), b}\left(\text{Ad}_u^{-1}(y) \mod \text{Ad}_u^{-1}(\bar{b})\right)
= \text{Ad}_u^{-1}(s) = s. \tag{4.21}
\]
Combining (4.21) and the definition of $\kappa$ in Proposition 4.2, we know that
\[(b, s, x) = \kappa(\text{Ad}_{u^{-1}}(\bar{b}), b, x). \tag{4.22}\]
Hence, by (4.2) and (4.22), we have
\[s_k(b, s, x) = \kappa\left(\text{Ad}_{u^{-1}}(\bar{b}), b^{s_k^{-1}}, x\right). \tag{4.23}\]

To calculate the r.h.s. of (4.23), we use the following matrix,
\[
r := u^{-1} \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & 1 \\ 0 & \cdots & \cdots & 0 \end{pmatrix} u \in \mathcal{O}(\text{Ad}_{u^{-1}}(\bar{b})) \cap u(b).
\]

Due to (4.19) and (4.20), one can check that
\[
r \mod \text{Ad}_{u^{-1}}(\bar{b}) = x \mod \text{Ad}_{u^{-1}}(\bar{b}), \tag{4.24a}\]
\[r \mod b = s. \tag{4.24b}\]

Now, we use Lemma 4.7 to find $n_k \in \hat{U} = [\bar{\mathcal{B}}, \mathcal{B}]$ such that $W_k u^{-1} n_k u \in U$. By the definition of $b^{s_k^{-1}}$ in Sect. 4.2, we have $b^{s_k^{-1}} = \text{Ad}_{W_k^{-1}}(b)$, which implies
\[b^{s_k^{-1}} = \text{Ad}_{u^{-1}} n_k u(b). \tag{4.25}\]

Since $n_k \in \hat{U}$, by (4.25) and the definition of $r$, we have
\[
\text{Ad}_{u^{-1}} n_k u(r) \in \mathcal{O}(\text{Ad}_{u^{-1}}(\bar{b})) \cap u\left(b^{s_k^{-1}}\right), \tag{4.26a}\]
\[
\text{Ad}_u(r) - \text{Ad}_{n_k u}(r) \in \mathcal{B}. \tag{4.26b}\]

By (4.24a) and (4.26b), one can check that the following equality holds,
\[x \mod \text{Ad}_{u^{-1}}(\bar{b}) = r \mod \text{Ad}_{u^{-1}}(\bar{b}) = \text{Ad}_{u^{-1}} n_k u(r) \mod \text{Ad}_{u^{-1}}(\bar{b}). \tag{4.27}\]

On the other hand, by (4.24b) and (4.25), we have
\[
\text{Ad}_{u^{-1}} n_k u(s) = \text{Ad}_{u^{-1}} n_k u(r) \mod \text{Ad}_{u^{-1}} n_k u(b) = \text{Ad}_{u^{-1}} n_k u(r) \mod b^{s_k^{-1}}. \tag{4.28}\]

Combining (4.26a), (4.27) and (4.28), we have
\[\kappa_{\text{Ad}_{u^{-1}}(\bar{b}), b^{s_k^{-1}}}(x \mod \text{Ad}_{u^{-1}}(\bar{b})) = \text{Ad}_{u^{-1}} n_k u(r) \mod b^{s_k^{-1}} = \text{Ad}_{u^{-1}} n_k u(s). \tag{4.29}\]
By (4.25), (4.29) and the definition of $\kappa$ in Proposition 4.2, one concludes that

$$\kappa \left( \text{Ad}_{u^{-1}}(b), b^{s-1}, x \right) = \left( b^{s-1}, \text{Ad}_{u^{-1}n_k u}(s), x \right) = \Theta \left( \left[ u^{-1}n_k u, \text{Ad}_{u^{-1}}n_k u(x) \right] \right).$$

(4.30)

By (4.23), (4.30) and $W_k u^{-1}n_k u \in U$, we have shown (4.18) and the proof of Theorem 4.6 finishes. \hfill \Box

During the above proof, we have used the following lemma.

**Lemma 4.7** Using the same notations in the proof of Theorem 4.6, there exists $n_k \in \tilde{U} = [\tilde{B}, \tilde{B}]$ such that $W_k u^{-1}n_k u \in U$.

**Proof** Before running into details of the proof, we would like to remind readers that a weaker version of Lemma 4.7, that is, there exists $n_k \in \tilde{U}$ such that $W_k u^{-1}n_k u \in B$, is easy to verify. We can deduce it from the following fact: the set $\Omega$ consisting of pairs of Borel subalgebras in opposite position is the unique open dense orbit of the diagonal action of $G$ on $\mathcal{B} \times \mathcal{B}$.

To show the little stronger result claimed in the lemma, we need some calculation. In fact, we will try to find $n_k \in \tilde{U}$ such that $n_k^{-1}uW_k^{-1}u^{-1} \in U$. Using (4.8), $W_k^{-1}$ can be written in the following block form,

$$W_k^{-1} = \begin{pmatrix} I_{k-1} \\ F \\ I_{n-k} \end{pmatrix}, \quad \text{where} \quad F := \begin{pmatrix} 0 & (\lambda_{k-1} - \lambda_k)^{-1} \\ \lambda_k & 0 \end{pmatrix}.$$

Using (4.19), we can also write $u$ as a block matrix with the same type of $W_k^{-1}$,

$$u = \begin{pmatrix} A_{11} & * & * \\ A_{22} & * \\ A_{33} \end{pmatrix}, \quad \text{where} \quad A_{22} := \begin{pmatrix} 1 & (\lambda_k - \lambda_{k-1})^{-1} \\ 0 & 1 \end{pmatrix}.$$

Similarly, let $n_k^{-1}$ be the following block matrix, again, with the same type of $W_k^{-1}$,

$$n_k^{-1} := \begin{pmatrix} I_{k-1} \\ N \\ I_{n-k} \end{pmatrix}, \quad \text{where} \quad N := \begin{pmatrix} 1 & 0 \\ \lambda_{k-1} - \lambda_k & 1 \end{pmatrix}.$$

By this definition, $n_k^{-1}$ (or $n_k$) lies in $\tilde{U}$. We assert that $n_k^{-1}uW_k^{-1}u^{-1} \in U$, i.e. $n_k$ satisfying the requirement of Lemma 4.7. In fact, by using the block matrix expressions for $n_k^{-1}$, $u$ and $W_k^{-1}$ as above, we have

$$n_k^{-1}uW_k^{-1}u^{-1} = n_k^{-1} \cdot \begin{pmatrix} I_{k-1} & * & * \\ A_{22}FA_{22}^{-1} & * \\ I_{n-k} \end{pmatrix} = \begin{pmatrix} I_{k-1} & * & * \\ NA_{22}FA_{22}^{-1} & * \\ I_{n-k} \end{pmatrix}.$$
where

\[ N A_{22} F A_{22}^{-1} = \begin{pmatrix} 1 & 0 \\ \lambda_{k-1} - \lambda_k & 1 \end{pmatrix} \begin{pmatrix} 1 & 2(\lambda_{k-1} - \lambda_k)^{-1} \\ \lambda_k - \lambda_{k-1} & -1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} 2(\lambda_{k-1} - \lambda_k)^{-1} \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \begin{pmatrix} 2(\lambda_{k-1} - \lambda_k)^{-1} \\ 1 \end{pmatrix}. \]

Therefore, \( n_k^{-1} u W_k^{-1} u^{-1} \in U. \)

\[ \square \]

**Remark 4.8 (The simply connected group case).** By using \( \tilde{B}_sc \) mentioned in Remark 4.1 to replace \( \tilde{B} \), we can actually show that there is a \( \mathbb{W} \)-equivariant isomorphism between \( \mathcal{M}(v, w) \) and \( (T^* \tilde{B}_{sc})_{aff} \). Although the method to show this stronger result is the same with the proof of Theorem 4.6, on a technical level, some differences between these two proofs are unavoidable. In this remark, we collect the gists of the necessary modifications for the proof of this stronger result.

As in Remark 4.1, we choose \( v_i \) to be a highest weight vector (with respect to \( b \)) for \( V_{\sigma_i} \), the irreducible representation of \( SL(n+1, \mathbb{C}) \) with the highest weight \( \sigma_i \). To replace \( \mathbb{O}(b) \), we use \( \mathbb{O}^{sc}(b) := \prod_i C^* \cdot v_i \). Accordingly, we replace \( \mathbb{O}^-(\bar{b}) \) by \( \mathbb{O}^-_{sc}(\bar{b}) := \prod_i ((V_{\sigma_i}/u(\bar{b})V_{\sigma_i}) - \{0\}) \). Using \( \mathbb{O}^{sc}(b) \) and \( \mathbb{O}^-_{sc}(\bar{b}) \), we can define \( \tilde{B}^{sc}_-, \tilde{B}^-_{sc} \) and \( Z_{rs}^{sc} \) as before. Moreover, like \( \kappa_{\bar{b}, b} \), we can define an isomorphism \( \kappa_{b, b}^{sc} : \mathbb{O}^-_{sc}(\bar{b}) \rightarrow \mathbb{O}^{sc}(b) \), which is induced by the following maps,

\[
\mathbb{C} \cdot v_i \hookrightarrow V_{\sigma_i} \twoheadrightarrow V_{\sigma_i}/u(\bar{b})V_{\sigma_i}.
\]

By fixing some isomorphisms as [10], there is a covering map \( \pi_{+} : \mathbb{O}^{sc}(b) \rightarrow \mathbb{O}(b) \) (resp. \( \pi_{-} : \mathbb{O}^-_{sc}(\bar{b}) \rightarrow \mathbb{O}^-_{sc}(\bar{b}) \)). One can check that these two covering maps make the following diagram commutes.

\[
\begin{array}{ccc}
\mathbb{O}^-_{sc}(\bar{b}) & \xrightarrow{\kappa_{b, b}^{sc}} & \mathbb{O}^{sc}(b) \\
\downarrow{\pi_{-}} & & \downarrow{\pi_{+}} \\
\mathbb{O}^-_{sc}(\bar{b}) & \xrightarrow{\kappa_{b, b}} & \mathbb{O}(b).
\end{array}
\]

Like \( \Theta \), to construct the isomorphism \( \Theta^{sc} \) between \( (T^*(G/U))_{aff} \) and \( (T^* \tilde{B}_{sc})_{aff} \), we need to choose a base point \( s^{sc} \in \mathbb{O}^{sc}(b) \). Without loss of generality, we can choose \( s^{sc} \) to be \( (v_1, \ldots, v_n) \) and assume that \( \pi_{+}(s^{sc}) = s \). Using these notations, what we are going to show is that the isomorphism

\[
\Theta^{sc} \circ \Xi : \mathcal{M}(v, w) \rightarrow (T^* \tilde{B}_{sc})_{aff}
\]

is \( \mathbb{W} \)-equivariant.

Let \( s^{sc}_x \) be the preimage of \( s^{sc} \) under \( \kappa_{b, b}^{sc} \). By definition,

\[
s^{sc}_x = (v_1 \mod u(\bar{b})V_{\sigma_1}, \ldots, v_n \mod u(\bar{b})V_{\sigma_n}).
\]
Then one can check that \( \pi_- (s_{sc}^c) = \text{Ad}_n(x) \) mod \( \bar{b} \). Using the notations in the proof of Theorem 4.6, to prove the \( \mathbb{W} \)-equivariance of \( \Theta^sc \circ \Xi \), the crux is to show

\[
\kappa_{sc}^{\text{Ad}_{u^{-1}} (\bar{b}), b^{-k}}(u^{-1}(s_{sc}^c)) = (u^{-1} n_k u)(s_{sc}^c), \tag{4.31}
\]

which corresponds to (4.29). By the definition of \( \kappa_{sc}^{sc} \) and \( s_{sc}^{sc} \), (4.31) is equivalent to

\[
n_k (v_i) - v_i \in u(\bar{b})V_{m_i}, \quad 1 \leq i \leq n,
\]

which is a counterpart of (4.26b) and follows from the definition of \( n_k \) in Lemma 4.7.
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