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Abstract
The concept of “atoms in molecules” (AIM) is one of the cornerstones of the structural theory of chemistry. However, in contrast to the free atoms, a comprehensive quantum mechanical theory of AIM, treating them as quantum particles or quantum subsystems, has never been proposed. Currently, the most satisfactory deduction of this concept is based on the “partitioning” methodologies that are trying to recover AIM from the ab initio wavefunctions. One of these methodologies is the quantum theory of AIM (QTAIM), which retrieves AIM by an exhaustive partitioning of the one-electron density into atomic basins in real space. The molecular properties are then partitioned into the basin and inter-basin contributions as the incarnation of the AIM properties and their interaction modes, respectively. The inputs of the QTAIM partitioning scheme are the electronic wavefunctions computed from the electronic Schrödinger equation, which is a “single-component” equation treating electrons as quantum particles and the nuclei as clamped point charges. A recently extended form of the QTAIM, called the multi-component QTAIM (MC-QTAIM), removes this restriction and enables AIM partitioning to be applied to the MC many-body quantum systems. This is done using MC wavefunctions as inputs that are derived from the MC Schrödinger equation in which there are two or more types of quantum particles. This opens the possibility for the AIM partitioning of molecular systems where certain nuclei, e.g. because of their non-adiabatic coupling to electrons, must be treated as quantum particles instead of clamped point charges. The same formalism allows the partitioning of exotic molecular systems in which there are other elementary particles like muons or positrons, in addition to electrons and nuclei. The application of the MC-QTAIM partitioning to such systems reveals that the positively charged muon may shape its atomic basin, i.e. an example of “exotic AIM”, while a positron may act as an agent of bonding, i.e. an example of “exotic bonds”.
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Key points/objectives box:
The concept of “atoms in molecules” is extended to multi-component quantum systems.
The extended formalism is applied to “atoms in molecules” partitioning of the muonic and positronic molecular systems.
The partitioning demonstrates that the positively charged muon forms its own atomic basin in the muonic molecules.
The partitioning demonstrates that the positron may act as a bonding agent and forms a novel positronic bond with an unprecedented mechanism.
I. Introduction: Why is there a problem with “atoms in molecules”? 

In his succinct but marvelous paper on the meaning of emergence and its implications for the condensed matter physics, Blundell, a condensed matter physicist, borrows Conway’s Game of life as a toy model of an artificial universe with simple but well-defined laws,\(^1\) to demonstrate his thesis on the reality of the emergent entities.\(^2\) The heart of this thesis is the premise that upon the interaction of elementary agents of a many-agent system at a lower/microscopic level, novel agents at a higher level may emerge, with their own identities.\(^2\) As he emphasizes rightfully, these higher-level coarse-grained agents can be much more complex and diverse than the elementary ones, but they are as real as the latter. While it is probably easier to compute the state and time evolution of a many-agent system at the lower level, the higher one is much more effective for “storytelling”. A story is a casual narrative that is comprehensible to the human mind and when told, triggers the “Aha erlebnis”, but defies a formalization and is not compressible into a mathematical expression like a dynamical law. Briefly, we may compute the properties of a system/phenomenon at the lower level but think and try to understand the same system/phenomenon at the higher level. Although the target of Blundell is digging into the nature of modern theoretical condensed matter physics, his description of the methodological intricacies of that field and the conclusions he has drawn may seem quite familiar to a theoretical chemist as well. Indeed, a proper solution to the so-called “atoms in molecules” (AIM) problem in theoretical chemistry, as will be discussed, requires an understanding of the emergence and the appreciation of the need for storytelling in chemistry. 

The modern chemical language is the result of a long and complex evolution that has its roots in the mid-19th century when the structural theory of molecules was first proposed, and
rapidly became the central dogma of chemistry.\textsuperscript{3} In the original structural theory, each molecule has a chemical structure that consists of the constituent atoms and the network of the bonds linking the atoms in the molecule. While in this original version chemical structures were merely “topological” entities,\textsuperscript{4} i.e. equal to modern mathematical graphs where nodes are the AIM and links are the bonds,\textsuperscript{5–7} subsequent developments transformed chemical structures into “geometrical” arrangements of atoms and bonds in 3D space.\textsuperscript{8} At the dawn of the 20th century, since the discovery of electrons and nuclei, atoms lost their status as elementary agents, and the theory transformed into the electronic structural theory to cope with these discoveries.\textsuperscript{9–12} The Lewis-Langmuir atomic theory with its cubically arranged static electrons within atoms and the shared electron pairs as the incarnation of bonds between atoms was the precursor of this new age,\textsuperscript{13–16} while the subsequent developments had to await the discovery of modern quantum mechanics (QM).\textsuperscript{17} This new age finally established the fundamental level of modern electronic structure theory, let us call it the lower level in which Schrödinger’s equation governs molecules containing the properties and interaction modes of electrons and nuclei as the elementary agents of chemistry.\textsuperscript{18} There is no mention of AIM at the lower level anymore, and if indeed one is only interested to compute various observables of a molecule, the concept of AIM is in fact redundant and unnecessary. As stressed masterfully by Laughlin and Pines,\textsuperscript{19} Schrödinger’s equation is the “theory of everything” for almost all chemistry and condensed matter physics.

However, the original concept of AIM based on the idea that the free atoms preserve their identities within molecules not only did not fade away but also flourished in modern chemistry. The chemical bond is probably the most central concept in modern chemistry,\textsuperscript{20–23} but, how is it possible to conceive a bond without conceiving the two or more atoms in a
molecule that the bond links them? The basic classification scheme in organic chemistry is according to the concept of functional group,\textsuperscript{24,25} i.e. a few atoms in a molecule that collectively yield a novel and distinct emergent entity. Meanwhile more recently clusters and superatoms are gaining the same role in inorganic and materials chemistry.\textsuperscript{26–31} Thus, not only AIM and their properties and interactions are of concern as an intermediate level of organization in modern structural chemistry, but even higher levels of the structural chemistry emerge upon certain arrangements of AIM. As if matter arranges itself in ways that novel collective identities emerge at various scales of length and complexity and chemistry is understandable only by storytelling using these higher-level entities.

All these impart a dichotomy in modern chemical language. On the one hand, modern electronic structure theory of molecules yields its conceptual tools to comprehend chemical systems and phenomena, e.g. the atomic and molecular orbitals,\textsuperscript{32,33} selection rules for chemical reactions,\textsuperscript{34,35} and various electronic effects.\textsuperscript{36} On the other hand, chemists do not restrict themselves only to these lower-level concepts, and emergent concepts at the intermediate level are ubiquitous in chemical language, e.g. the oxidation states of atoms,\textsuperscript{37} the atomic charges and bond energies,\textsuperscript{38} and the interatomic interaction potentials.\textsuperscript{39} Many questions arise for a theoretical chemist that tries to put all these in a coherent framework: What are AIM? Particles, subsystems, or…? How the AIM and their properties are related to the properties of electrons and nuclei, and are they deducible from or reducible to the lower level? Is it possible to describe a molecule quantum mechanically and predict its properties just by employing the properties and interaction modes of AIM, instead of those of electrons and nuclei? Is there a universal dynamical quantum equation, similar to Schrödinger’s equation, governing AIM? These and many other similar questions are not new and have been posed in
different frameworks by thoughtful theoretical chemists.\textsuperscript{40–43} In fact, all these are part of a larger and increasingly tense question, with a rich technical and philosophical literature,\textsuperscript{44–66} on how various levels in physics, chemistry, biology, and even the human sciences are interrelated? Let us first have a look at the possible quantum mechanical frameworks that one may employ to define AIM.

**II. How to introduce a theoretical framework for AIM?**

The idea that at the most fundamental level the universe is made of ingredients that have fixed, context-independent, properties, and interaction modes is hardwired into the programs that are trying to find the so-called “theory of everything”.\textsuperscript{67} This is also the case for the “theory of everything” of chemistry and condensed matter physics as discussed previously,\textsuperscript{19} since, electrons and nuclei have fixed properties, e.g. their masses and charges, and their interaction modes are universal, e.g. the Coulomb law. However, in theoretical condensed matter physics, a new type of particles emerges, called quasiparticles, where their properties like mass or charge are imposed by the environment in which they are formed and sometimes they are derivable through a mathematical procedure called the \textit{renormalization}.\textsuperscript{68–70} What about AIM? If one tries to imagine AIM as some sort of quantum particles, they seem more like quasiparticles rather than the fundamental particles. In fact, the prime facet of the classical models like molecular mechanics, which are trying to start from AIM and their interactions to predict molecular potential energy surfaces, is the concept of “atom type”.\textsuperscript{71–73} This asserts that an atom in various chemical environments has different properties and interaction modes much like the situation of quasiparticles. On the other hand, the theory of interatomic interactions also reveals that there is no universal law for the atom-atom interaction potentials and the explicit form of these potentials heavily depends not only on the pair of
atoms but also on their environment, i.e. their surrounding atoms.\textsuperscript{39,74} Accordingly, if one insists to contemplate AIM as quantum particles, they are “shape shifter” particles or to borrow the terminology used by Blundell,\textsuperscript{2} they are \textit{emergent particles}. Nevertheless, in contrast to the case of quasiparticles, currently, there is no systematic mathematical procedure like the mentioned renormalization approach to derive AIM and their types from the lower-level theory.

An alternative view is to assume that AIM are somehow quantum subsystems. If a molecule is a quantum system, then AIM may be conceived as clusters of electrons around each nucleus while the number of electrons of each cluster can be fixed or allowed to vary.\textsuperscript{75} To proceed in this direction, the system must be decomposed into quantum subsystems, i.e. AIM, in a way that each subsystem has its own Hilbert space, and the Hilbert space of the system will be the tensor product of the Hilbert spaces of the subsystems.\textsuperscript{76} This is only feasible if there is a subsystem Hamiltonian, and its corresponding eigenfunctions are used as the basis set to construct the subsystem Hilbert space.\textsuperscript{77,78} However, electrons are \textit{indistinguishable} quantum particles and it is hard to conceive how one may group them into subsets in a molecule and then try to write a subsystem Hamiltonian for each subset.\textsuperscript{76} Also, if one conceives that electrons are fluctuating between AIM, which is a quite reasonable assumption as will be demonstrated, then the whole idea of attributing a fixed number of electrons to each subset seems completely misguided.\textsuperscript{75} Therefore, as far as it is not possible to describe each atom in a molecule with its own \textit{distinguishable} internal “degrees of freedom”, whatever they are, it is hard to imagine how the standard theoretical apparatus, developed for the open quantum subsystems,\textsuperscript{77,78} applies to them.
At the current state of affairs, the only remaining option is trying to somehow “partition” a molecule into AIM by employing \textit{ad hoc} methodologies that are “reasonable” algorithms to divide the state of the system, i.e. wavefunction, or certain state-derived functions, e.g. the reduced density matrices or the one-electron densities, into AIM “contributions”.\textsuperscript{79–82} As mentioned previously, the usual partitioning in QM is the partitioning of the Hilbert space of the system into the product of subspaces, and this tacitly implies that there are certain quantum subsystems within the system. Thus, without such subsystems, any other proposed partitioning, while maybe mathematically sound and chemically straightforward to interpret, is not \textit{uniquely} derivable from the principles of QM without certain auxiliary \textit{ad hoc} principles.\textsuperscript{83–85}

The outcome of a partitioning algorithm is the contribution of each AIM to the molecular properties, e.g. their share from the total energy and the number of electrons, as well as their share from various types of intramolecular interactions, e.g. the bond energies. If applied to a certain molecule, because of their \textit{ad hoc} nature, the contributions derived from different partitioning algorithms are not the same quantitatively, or sometimes even qualitatively, and this makes cross-examinations between these algorithms quite non-trivial.\textsuperscript{86} Currently there are two general trends for developing the partitioning schemes, which may be called \textit{bottom-up} and \textit{top-down} methodologies. In both methods, the starting point is the solution of the molecular Schrödinger equation, i.e. the molecular wavefunction. In the bottom-up methods, the mathematical representation of the wavefunction is represented in a manner that separate clusters of electrons around each nucleus, conceived as AIM, have distinct representatives in the wavefunction.\textsuperscript{87–93} This is not a trivial task since electrons are indistinguishable particles, though, in recent years there has been tremendous mathematical
progress in this direction. In the top-down methods, the details of the original mathematical representation of the wavefunction are not of prime importance and the function itself or a related function, e.g. a reduced density matrix or the electron density, is used as the input for the partitioning algorithm, yielding the AIM and their properties and interaction modes. One of these methods, the quantum theory of atoms in molecules (QTAIM), is considered in the next section.

III. The QTAIM partitioning and its ramifications

The QTAIM partitioning scheme is based on the observation that the one-electron densities have a simple form in atoms with just a single maximum at the nucleus and then monotonically decaying away, while preserving these traits, to a large extent, in molecules. The mentioned “robustness” of the atomic densities is rooted in the so-called “nearsightedness” of the electron densities that is observable in both computationally and experimentally derived densities, but yet awaits a rigorous proof. In fact, a pattern recognition algorithm may easily deduce the number and types of the constituent atoms of a molecule or a crystal from the electron densities since the amount of the electron density at the mentioned maximum is well-correlated with the atomic number of the nucleus (almost proportional to the third power of the nuclear charge). The equation used for the partitioning of a molecule into AIM is the local zero-flux equation of the electron density:

$$\vec{V}\rho_e(\vec{r})\vec{n}(\vec{r}) = 0,$$

where:

$$\rho_e(\vec{r}) = N\int d\tau' \Psi_e^*\Psi_e.$$  

Note that $\Psi_e$ is the electronic wavefunction of the molecule while $N$ stands for the number of electrons and $d\tau'$ implies summing over spin variables of all electrons and integrating over spatial coordinates of all electrons except one arbitrary electron. The solutions of this equation are those surfaces where the unit vector normal to the surface, $\vec{n}(\vec{r})$, is perpendicular to the gradient of the electron density tangent to
the surface and are called zero-flux surfaces.\textsuperscript{80} Let us stress that the electronic wavefunctions are derived from the electronic Schrödinger equation,

\[ \hat{H}_e \Psi_e \left( \{ \vec{r}_i \}; \{ \vec{R}_a \} \right) = E_e \left( \{ \vec{R}_a \} \right) \Psi_e \left( \{ \vec{r}_i \}; \{ \vec{R}_a \} \right), \]

where:

\[ \hat{H}_e = \left( -\frac{1}{2} \right) \sum_i \nabla_i^2 + \sum_{i,j}^{N} \frac{1}{|\vec{r}_i - \vec{r}_j|} - \sum_{a}^{Q} \frac{Z_a}{|\vec{R}_a - \vec{r}_i|} \]

(written in atomic units), implying that in this partitioning scheme the adiabatic approximation is assumed from the outset (the spin variables have been neglected for simplicity in this and subsequent representations of wavefunctions).\textsuperscript{116} Accordingly, electrons are quantum particles in this Hamiltonian whereas nuclei are clamped point charges; there are \( Q \) number of them each with its own charge \( Z_a \) and spatial position \( \vec{R}_a \), acting as the source of the external electric field for electrons. This is the reason that the electronic wavefunction and all the derived functions only depend parametrically on the nuclear spatial variables, \( \{ \vec{R}_a \} \). The boundaries of AIM are those zero-flux surfaces that are not crossing the maxima of the electron density on the nuclei.\textsuperscript{80} These boundaries partition the whole 3D space exhaustively into \( Q \) number of 3D basins, \( \bigcup_{k}^{Q} \Omega_k = R^3 \), where each basin is conceived as an atom in a molecule.\textsuperscript{80}

Let us stress that the zero-flux surfaces may sometimes encompass regions called “pseudo-atoms” which contain no clamped nucleus.\textsuperscript{117–128} Pseudo-atoms rarely appear at the equilibrium geometries but their presence does not invalidate the following discussions and just increases the number of basins (\( Q \rightarrow Q' \)), though their chemical interpretation is not always straightforward (vide infra).\textsuperscript{117–128} Finally, in contrast to some claims to the contrary,\textsuperscript{80} the zero-flux surfaces have no significance from the viewpoint of the principles of QM.\textsuperscript{129} Although these basins may fit the intuitional picture of AIM for many scientists,\textsuperscript{80,98,99} the local
zero-flux equation must be seen only as one of the auxiliary *ad hoc* principles of the QTAIM partitioning scheme as emphasized previously.

At the next step, it is desirable to derive the contribution of each atomic basin to the molecular expectation values, i.e. the molecular properties, and this is done by attributing a “property density” to each quantum observable: \[ A_e(\vec{r}) = \int d\vec{r}' \, \text{Re}\left[ \Psi_e^* \hat{A} \Psi_e \right]. \] Clearly, integration on the whole space yields the usual molecular expectation value, \[ \int_{\mathbb{R}^3} d\vec{r} \, A_e(\vec{r}) = \langle \hat{A} \rangle, \] which is a desirable feature. However, the property densities are not uniquely definable and it is feasible to construct an infinite number of property densities capable of yielding the corresponding expectation values, but differ locally: \[ A_e(\vec{r}) \neq A'_e(\vec{r}), \]

\[ \int_{\mathbb{R}^3} d\vec{r} \, A_e(\vec{r}) = \int_{\mathbb{R}^3} d\vec{r} \, A'_e(\vec{r}) = \langle \hat{A} \rangle. \]

Like the case of AIM boundaries, this means that the general form of the integrant, \( \text{Re}\left[ \Psi_e^* \hat{A} \Psi_e \right] \), though a reasonable choice, is another auxiliary *ad hoc* principle in the QTAIM partitioning scheme. The contribution of an atomic basin to the molecular properties is straightforwardly derivable by the integration of each property density within its basin: \[ A_e(\Omega_k) = \int_{\Omega_k} d\vec{r} \, A_e(\vec{r}). \] According to this definition the sum of all atomic contributions yields the molecular expectation value: \[ \langle \hat{A} \rangle = \sum_k A_e(\Omega_k), \] and there is no contribution attributed to the inter-basin interactions. In the case of the one-electron properties, \( \hat{M} = \sum_{i=1}^{N} \hat{m}_i \), e.g. the kinetic energy, the property densities are also derivable directly from the spinless reduced first-order density matrix (1-RDM): \[ M_e(\vec{r}) = \hat{m}(\vec{r}) \rho_e^{(1)}(\vec{r}', \vec{r}) \big|_{\vec{r} = \vec{r}'}, \]
where: \( \rho^{(1)}_e(\vec{r}', \vec{r}) = N \int \tau^e \Psi_e^\ast(\vec{r}', \vec{r}_2, ...) \Psi_e(\vec{r}, \vec{r}_2, ...) \).\(^{80}\) Whereas, for the two-electron properties that do not include spatial derivatives, \( \hat{G} = \sum_{i}^{N} \sum_{j>i}^{N} \hat{g}_{ij} \), e.g., the electron-electron interaction potential, the property densities are derivable from the spinless reduced second-order density matrix (2-RDM): \( G_e(\vec{r}_1) = (1/2) \int d\vec{r}_2 \hat{g}(\vec{r}_1, \vec{r}_2) \rho^{(2)}_e(\vec{r}_1, \vec{r}_2) \), where:

\[
\rho^{(2)}_e(\vec{r}_1, \vec{r}_2) = N(N-1) \int d\tau^e \Psi_e^\ast \Psi_e .
\]

In the latter, the integration over \( d\tau^e \) implies summing over spin variables of all electrons except two arbitrary electrons denoted herein as particles “1” and “2”. Another approach for the two-electron property partitioning has also been proposed that introduces inter-basin contributions and makes it possible to quantify the interactions of AIM:

\[
\langle \hat{G} \rangle = \sum_{\Omega_k} G(\Omega_k) + \sum_{\Omega_k} \sum_{\Omega_{l>k}} G(\Omega_k, \Omega_l),
\]

where:

\[
G(\Omega_k) = (1/2) \int_{\Omega_k} d\vec{r}_1 \int_{\Omega_k} d\vec{r}_2 \hat{g}(\vec{r}_1, \vec{r}_2) \rho^{(2)}_e(\vec{r}_1, \vec{r}_2)
\]

and

\[
G(\Omega_k, \Omega_l) = \int_{\Omega_k} d\vec{r}_1 \int_{\Omega_l} d\vec{r}_2 \hat{g}(\vec{r}_1, \vec{r}_2) \rho^{(2)}_e(\vec{r}_1, \vec{r}_2) .\]

Note that \( \rho_e(\vec{r}), \rho^{(1)}_e(\vec{r}_1, \vec{r}_2) \) and \( \rho^{(2)}_e(\vec{r}_1, \vec{r}_2) \) are all easily derivable from the non-diagonal form of the 2-RDM by simple integrations:

\[
\rho^{(2)}_e(\vec{r}_1, \vec{r}_2, \vec{r}', \vec{r}) = N(N-1) \int d\tau^e \Psi_e^\ast(\vec{r}', \vec{r}_2, \vec{r}_3, ...) \Psi_e(\vec{r}, \vec{r}_2, \vec{r}_3, ...).\]

So, the QTAIM partitioning can also be done if this function is directly computable instead of the electronic wavefunction.\(^{139,140}\) Let us stress at this stage of development that there are molecular properties like the response properties that are not associated with any Hermitian operator, e.g. polarizability or magnetizability.\(^{141}\) However, even for such properties if a proper definition of property density is introduced, their basin contribution may be computed through the previously introduced recipe (the interested reader may find the details in the original literature.
and particularly Keith’s chapter in Ref. 99). In the original formulation of the QTAIM, there are other theoretical ingredients like the subsystem hypervirial theorem or the so-called variation derivation of the AIM. Nevertheless, since these ingredients are of no practical use in the partitioning procedure, they are not considered herein. Based on the proposed definition of AIM, it may seem they are quite similar to the LEGO brick pieces and after a proper arrangement, the molecule and its properties are recovered. However, this static “object-like” view of AIM is deceptive when taking into account that the number of electrons of each basin is fluctuating as will be demonstrated.

Let us start with the electron population of each basin. In order to derive the number of electrons, i.e. the electronic population, for each basin \( \hat{A} = N \hat{1} \) is incorporated into the property density definition yielding:

\[
N(\Omega_k) = \int_{\Omega_k} d\vec{r} \rho_e(\vec{r}) \quad \text{and} \quad \sum_k N(\Omega_k) = N,
\]

and the AIM charges are derivable from the basin electronic populations: \( Q(\Omega_k) = Z_k - N(\Omega_k) \). There is an alternative way of computing the electronic population by introducing the basin electron number distribution, which is the probability of \( m \) number of electrons, \( 0 \leq m \leq N \), are in \( \Omega_k \) while the rest are in the other basins:

\[
P_m(\Omega_k) = \binom{N}{m} \int_{\Omega_k} d\vec{r} \cdots \int_{\Omega_k} d\vec{r}_m \int_{R^1-\Omega_k} d\vec{r}_{m+1} \cdots \int_{R^1-\Omega_k} d\vec{r}_N \sum_{\text{spins}} \Psi^*_e \Psi_e \quad \text{It is straightforward to demonstrate that the electronic population is the mean value of this distribution:}
\]

\[
N(\Omega_k) = \sum_m nP_m(\Omega_k), \quad \text{where:} \quad \sum_{m=0}^N nP_m(\Omega_k) = 1; \quad \text{the latter is the result of the wavefunction normalization.}
\]

Generally, for all \( m : P_m(\Omega_k) > 0 \), so the distribution has a non-zero variance and this opens up the door to compute the electron number fluctuation of the basin as
the second statistical moment of the distribution:

$$\text{Var}(\Omega_k) = \sum_{m}^N \left( m - N(\Omega_k) \right)^2 P_m(\Omega_k) = \sum_{m}^N m^2 P_m(\Omega_k) - \left[ \sum_{m}^N m P_m(\Omega_k) \right]^2.$$ \(^{80,147,148}\)

For a “closed” basin, i.e. with no electron exchange with surrounding basins, the distribution has just a single peak at one of \(P_m(\Omega_k)\) values, let us call it \(m'\), yielding: \(P_{m'}(\Omega_k) = 1\) and \(P_{m \neq m'}(\Omega_k) = 0\), and implying: \(N(\Omega_k) = m'\) and \(\text{Var}(\Omega_k) = 0\). Practically, this situation never happens for AIM at the equilibrium geometries and in general: \(\text{Var}(\Omega_k) > 0\). \(^{80,147–149}\)

The variance can also be computed directly from the 2-RDM:

$$\text{Var}(\Omega_k) = \int_{\Omega_k} d\rho_1 \int_{\Omega_k} d\rho_2 \rho_e^{(2)}(\vec{r}_1, \vec{r}_2) + N(\Omega_k) - \left[ N(\Omega_k) \right]^2,$$ \(^{80,147,148}\)

revealing the fact that the fluctuation is not derivable just from the electron densities or the 1-RDM. Since the molecule is a closed system with respect to electron exchange, this implies: \(\text{Var}(R^1) = 0\), and its partitioning into the basin and inter-basin contributions yields:

$$\sum_k \text{Var}(\Omega_k) + 2 \sum_k \sum_{l>k} \text{Cov}(\Omega_k, \Omega_l) = 0.$$ \(^{150–152}\)

In this expression, the inter-basin covariances appear naturally: \(\text{Cov}(\Omega_k, \Omega_l) = \int_{\Omega_k} d\rho_{1} \int_{\Omega_l} d\rho_{2} \rho_e^{(2)}(\vec{r}_1, \vec{r}_2) - N(\Omega_k)N(\Omega_l),\) \(^{152}\) which are employed to introduce the so-called index of electronic delocalization: \(\delta(\Omega_k, \Omega_l) = 2 \left| \text{Cov}(\Omega_k, \Omega_l) \right|.\) \(^{150,151}\)

\(\delta(\Omega_k, \Omega_l)\) is gauging quantitatively the electron exchange between \(\Omega_k\) and \(\Omega_l\), and is usually interpreted chemically as a measure of bond orders between AIM.\(^{153}\)

Let us stress that recently there have been some attempts to generalize the idea of the basin electron number fluctuations to other one-electron properties as well.\(^{154}\) All these demonstrate that an atom in a molecule not only interacts but also exchanges electrons and properties with surrounding AIM, and it is
better described as an “open atomic basin”. Indeed, this image of AIM seems quite reasonable since the zero-flux surfaces are not physical but imaginary boundaries and electrons cannot sense them at all.

The last and probably, from the applied viewpoint, the most important ingredient of any partitioning scheme is its chemical interpretation. These are the “correspondence rules” making connections between chemical concepts, e.g. the covalency, iconicity, and aromaticity, and the properties and interaction modes of AIM. The algorithm of a partitioning scheme in itself does not reveal the correspondence rules, though it may sometimes offer some clues; the rules are most commonly derivable by employing the “inductive” reasoning. By applying the partitioning scheme to a set of reference molecules, one infers the rules and subsequently, they are tested on larger sets of molecules. All these may seem quite straightforward, but in practice, it is usually hard to find “universal” correspondence rules in a way that satisfies all scientists, and exceptions may always plague the promised universality. This is also the case for the QTAIM as there are growing examples that seemingly reasonable correspondence rules and their chemical interpretations have been challenged in subsequent studies.155–161 A now classical example is the case of the so-called “hydrogen-hydrogen bonding” controversy,162 which after two decades of intense studies has no generally accepted resolution yet.163–199 However, let us stress that the QTAIM, by definition, cannot contradict the predictions of the underlying electronic Schrödinger equation, namely the resulting potential energy surface and various computed expectation values. If these predictions are in line with experimental data, the “story” emerging from the QTAIM partitioning, e.g. a proposal for a new type of bond or interaction, cannot be dismissed. Still, it seems that the ultimate merit of a story for practicing scientists is whether it can lead to discoveries or at least a reorganization of the knowledge in
the field and some stories do not have such capacity. One must inevitably accept that the storytelling using the emergent entities is a tricky art and goes beyond employing some automated rules as it can be influenced by subjective judgments. Such intricacies are also common in other scientific disciplines where the storytelling is part of the practice and there are usually competing stories that offer different causal narratives for a single system or phenomenon. Let us quote directly from Gould’s brilliant easy on sociobiology: “When we examine the history of favored stories …, we do not trace a tale of increasing truth as one story replaces the last, but rather a chronicle of shifting fads and fashions”. Despite the storytelling aspects, the results of the QTAIM partitioning, i.e. the basin properties, can be used to develop new computational methods that are reconstructing the potential energy surfaces and molecular properties starting from AIM. Particularly interesting is a recent research program that tries to deduce the form of the energy terms and their associated atom-type parameters of force fields from the QTAIM partitioning to build reliable force fields for molecular simulations. This program completes the logical steps between the lower and the intermediate levels since the phenomenological methods based on the concept of AIM were historically one of the driving forces behind the AIM-based partitioning developments, while they are currently benefiting from state of the art AIM partitioning methods.

IV. Why the multi-component QTAIM?

The QTAIM partitioning scheme, as well as all other major partitioning algorithms, have been designed to use the electronic wavefunctions as their inputs. For almost all usual applications in chemistry, this is a reasonable choice; however, some systems and phenomena are not governed by the electronic Schrödinger equation. In such cases, the adiabatic approximation is no longer applicable and the motion of certain nuclei may
be coupled with the motion of electrons.\textsuperscript{116,207} One method to handle such cases is to assume both electrons and certain nuclei as quantum particles while retaining enough clamped nuclei to avoid dealing with the total center of mass translational motion.\textsuperscript{43,208,209} The resulting “multi-component” (MC) Schrödinger equation is solvable using various ab initio techniques developed recently and collectively called MC quantum chemistry.\textsuperscript{210–216} The simplest case in this category is the two-component (TC) Schrödinger equation:

\[ H_{\text{TC}} = \left( -\frac{1}{2} \sum_{i} V_{e,i}^{2} \right) + \sum_{i} \sum_{j \neq i} \left( \frac{1}{2m_{e}} \sum_{k=1}^{N_{e}} \frac{q_{e}}{r_{e,i}^{2} - r_{e,j}^{2}} \right) + \sum_{i} \sum_{j=1}^{N_{e}} \left( \frac{1}{2m_{e}} \sum_{k=1}^{N_{e}} \frac{q_{e}}{r_{e,i}^{2} - r_{e,j}^{2}} \right) - \sum_{i} \sum_{a} \frac{Z_{a}}{r_{a,i}^{2} - r_{a,i}^{2}} + \sum_{i} \sum_{j} \frac{Z_{a} q_{e}}{r_{a,i}^{2} - r_{a,j}^{2}} \]

(written in atomic units), \( \hat{H}_{\text{TC}} \psi_{\text{TC}} \left( \{ \vec{r}_{e,i} \} , \{ \vec{r}_{e,j} \} ; \{ \vec{R}_{a} \} \right) = E_{\text{TC}} \left( \{ \vec{R}_{a} \} \right) \psi_{\text{TC}} \left( \{ \vec{r}_{e,i} \} , \{ \vec{r}_{e,j} \} ; \{ \vec{R}_{a} \} \right) \). In this equation in addition to electrons and clamped nuclei, there is \( N_{2} \) number of the second type of quantum particles, denoted by a subscript 2, with mass \( m_{2} \) and charge \( q_{2} \) (the extension to the MC systems is straightforward and is not considered herein). Let us mention since the two types of quantum particles are “distinguishable”, a single one-particle density cannot represent both quantum particles simultaneously as will be scrutinized in the next section. Another category of the MC quantum systems is the exotic systems where particles other than electrons and nuclei are present in the molecular system. The prime interest is muonic and positronic molecules where a single positively/negatively charged muon (hereafter called positive/negative muon for brevity) or a positron is added to the molecule opening a whole new field of the “exotic chemistry”\textsuperscript{217–225} Since the mass ratios of positron and muons to electron, \( \left( \frac{m_{\text{positron}}}{m_{\text{electron}}} \right) = 1 \) and \( \left( \frac{m_{\text{muon}}}{m_{\text{electron}}} \right) \approx 206.768 \),\textsuperscript{226} are both much smaller than the same ratio in the case of nuclei, the adiabatic separation of the motion of electrons from these particles is no longer justified \textit{per se}. Hence, assuming the nuclei as clamped point charges, the previously mentioned TC Schrödinger equation governs these systems as well, and the ab initio
MC quantum chemical techniques may be used to solve the equation. As reviewed recently, the list of the MC quantum systems is much longer than the previously mentioned exotic species and contains also systems where the inter-particle interactions are not merely of Coulombic nature. This includes diverse sets of quantum systems across fundamental particle physics, nuclear physics, and the “truly” exotic species with no match in molecular physics and chemistry. In such systems, there is clear evidence for an intermediate-level of organization and various forms of “internal clusterization” of the constituent particles may emerges very similar to the conventional AIM structures. In fact, one may claim that the local zero-flux equation of the electron density is itself just a proper mathematical tool to decipher the electron clusterization in molecules around the nuclei. Naturally, the question arises whether one may extend the local zero-flux equation to the MC systems to grasp their clustered structures and then partition them into AIM-like basins. This is not a trivial task since all quantum particles may participate actively in the cluster formation and there is no reason to believe that just considering the one-particle density of one type of the constituent particles, e.g. electrons, is enough for a proper partitioning. In addition, a comprehensive partitioning scheme must be able to attribute the share of each basin to the total properties that now contains the contributions of all quantum particles and not just that of the electrons. As will be demonstrated in the next section, an extended version of the QTAIM, called MC-QTAIM, gathers all the required mathematical ingredients for a proper partitioning of the MC systems.

V. How to design the MC-QTAIM?

The technical developments and certain applications of the MC-QTAIM have been detailed previously and the original motivations for its development have been reviewed elsewhere. Herein, the historical path of the developments is not pursued and the MC-
QTAIM is explained in a more axiomatic-like approach. As stressed in the previous section the MC wavefunctions contain the spatial variables of all types of the quantum particles: $\Psi_{MC}\left(\{\vec{r}_{1,1},...,\vec{r}_{1,N_1}\},...,\{\vec{r}_{n,1},...,\vec{r}_{n,N_n}\},...;\{\vec{r}_{s,1},...,\vec{r}_{s,N_s}\};\{\vec{R}_n\}\right)$. The one-particle densities are defined as follows: $\rho_n\left(\vec{r};\{\vec{R}_n\}\right)=N_n\int d\tau'_n \Psi_{MC}^* \Psi_{MC}$, for each type of quantum particles where $N_n$ is the number of the particles of the $n-$th type. Also, $d\tau'_n$ implies summing over spin variables of all quantum particles and integrating over spatial coordinates of all quantum particles except one arbitrary particle belonging to the $n-$th type. Since there are $s$ types of distinguishable quantum particles, there are also $s$ number of distinct one-particle densities. Intuitively, one expects that a combination of all these one-particle densities to be incorporated into a zero-flux equation that delineates the boundaries of the atomic basins. One simple ad hoc suggestion is the product of these densities, which has been proposed and rejected immediately because of the evident mathematical inconsistencies some time ago. Nonetheless, after a systematic and careful extension of the subsystem hypervirial theorem and the subsystem variation procedure for the MC systems, which is not considered herein, the properly combined density was discovered. The combined density was termed the Gamma density, which delivers the zero-flux surfaces that act as the AIM boundaries: $\vec{V}\Gamma^{(s)}(\vec{r})\vec{n}(\vec{r})=0$, $\Gamma^{(s)}(\vec{r})=\sum_s (m_s/m_n) \rho_n(\vec{r})$. The Gamma density is an inversely mass-scaled sum of all the one-particle densities where the masses of the quantum particles, $m_1,...,m_s$, are ordered from the lightest to the heaviest. The electron density is the expectation value of the following operator: $\hat{\rho}(\vec{r})=\sum_i^N \delta(\vec{r}_i-\vec{r})$, and
similarly, the corresponding operator for the Gamma density is:

\[ \hat{\Gamma}^{(s)}(\vec{r}) = \sum_{n} \left( m_i / m_n \right) \sum_{j} N_{n,j} \delta(\vec{r}_{n,j} - \vec{r}) \],

which reveals the nature of the combination.

The Gamma density has been used in various computational partitioning studies for several two-, three- and four-component molecular systems wherein the components were electrons, and positive particles with different masses like the hydrogen isotopes,\textsuperscript{239,245,249} the positive muon,\textsuperscript{244,247,248,251} the position,\textsuperscript{237,252} and the negative muon.\textsuperscript{244} In most of the considered systems containing positive particles, the local zero-flux equation of the Gamma density associates atomic basins to the hydrogen isotopes and the positive muon. Hence, the total number of basins, \( P \), in these molecules is larger than the number of the clamped nuclei, \( Q \). Each such basin contains a positive particle and surrounding electrons without containing any clamped nucleus and particularly, the muonic basin is the first example of an “exotic basin”. This is easily quantifiable by extending the definition of the electron population to all types of quantum particles: \( N_n(\Omega_k) = \int_{\Omega_k} d\vec{r} \rho_n(\vec{r}) \) and \( \sum_{n} N_n = N_{\text{total}} = \sum_{k} \sum_{n} N_n(\Omega_k) \).\textsuperscript{240,243} Accordingly, the population of each positive particle is confined within a single atomic basin: \( N_{n,\Omega}(\Omega_k) \approx 1 \) and \( N_{n,\Omega}(\Omega_{k,\text{ext}}) \approx 0 \). In contrast to the hydrogen isotopes and the positive muon, the positron in all studied cases was not capable of shaping its own atomic basin and always resided in one or rarely two of the basins associated with the clamped nuclei.\textsuperscript{237} This reveals that the cluster formation capability of a positive particle depends on its mass and diminishes upon its decrease. A detailed computational study demonstrated that the “critical mass” at which a positive particle is capable of forming an atomic basin varies in various molecular systems and is tentatively somewhere between
The amount of the electronic population within the positive particle basin further corroborates this picture since it is larger in the basins of the heavier particles.\textsuperscript{246}

If the mass of a positive particle tends to infinity, the following non-trivial limit is derivable analytically: \(\lim_{m_n \to \infty} (m_i / m_n) \rho_n(\vec{r}) \to 0, \ n > 1\), which cancels the positive particle’s direct contribution to the Gamma density.\textsuperscript{241} This is indeed the clamped particle limit and if all the positive particles are clamped in this manner, one arrives analytically at: \(\lim_{m_2 \to \infty, \ldots, m_n \to \infty} \Gamma^{(s)}(\vec{r}) \to \rho_e(\vec{r})\).\textsuperscript{241} This is a desirable feature of the MC-QTAIM scheme since it recovers the proper “single-component” limit where the QTAIM and corresponding zero-flux equation of the electron density works well. Based on these results, it is safe to conclude that at least in current state of affairs, the local zero-flux equation of the Gamma density seems to be a proper extension of the QTAIM’s original partitioning scheme. Let us now introduce the basin properties within the context of the MC-QTAIM.

The property density and the basin contribution of the one-particle properties for the \(n\)-th type of particles are: \(M_n(\vec{r}) = \hat{m}_n(\vec{r}) \rho_n^{(1)}(\vec{r}', \vec{r})\big|_{\vec{r} = \vec{r}'}\) and \(M_n(\Omega_k) = \int_{\Omega_k} d\vec{r} M_n(\vec{r})\). Note that \(\rho_n^{(1)}(\vec{r}', \vec{r}) = N_n \int d\tau \Psi^* \left(\ldots, \vec{r}', \vec{r}_{n,1}, \ldots, \vec{r}_{n,n}, \ldots\right) \Psi \left(\ldots, \vec{r}_{n,1}, \ldots, \vec{r}_{n,2}, \ldots, \vec{r}_{n,n}, \ldots\right)\) is the generalized form of the 1-RDM for the \(n\)-th type of particles where its diagonal element is the previously introduced one-particle density, \(\rho_n(\vec{r})\).\textsuperscript{241–243} The total contribution of each basin is the sum of the basin contributions of all quantum particles: \(\bar{M}(\Omega_k) = \sum_n M_n(\Omega_k)\), from which the molecular expectation value is recovered: \(\left\langle \hat{M} \right\rangle = \left\langle \sum_n \sum_{i,j} \hat{m}_{n,i,j} \right\rangle = \sum_k \bar{M}(\Omega_k)\). In the clamped
nucleus limit, like the case of the one-particle densities discussed previously, one may demonstrate analytically: \( \lim_{m_{n_{\text{e}}} \to \infty} M_n (\Omega_k) \to 0, \ n > 1 \). Consequently, in this limit, the basin contributions solely come from the electrons and the MC-QTAIM property partitioning reduces to that of the QTAIM.

Various applications of the property partitioning may be found in the original literature cited previously and let us just consider herein the concept of the \textit{regional/basin positronic affinity} as an illustrative example. The positron affinity (PA) of a molecule is the energy difference of the molecule before and after the addition of a positron. In the case of a diatomic molecule, denoted as \( AB \), it is computed as follows: \( PA = E(AB) - E(AB,e^+) \). After partitioning the total energy into the basin contributions, the PA is also partitioned into basin contributions:

\[
PA = \left( E_{AB}(\Omega_A) - E_{AB,e^+}(\Omega_A) \right) + \left( E_{AB}(\Omega_B) - E_{AB,e^+}(\Omega_B) \right) = PA(\Omega_A) + PA(\Omega_B). 
\]

7 According to the MC regional/basin virial theorem, when the molecule is at its equilibrium geometry, the total energy of each basin is equal to the basin’s total kinetic energy, \( \tilde{E}(\Omega_k) = -\tilde{T}(\Omega_k) \). Thus, the basin PA is directly calculable from the basin kinetic energies:

\[
PA(\Omega_k) = T_{AB,e^+}^{\text{e}}(\Omega_k) + T_{AB,e^+}^{\text{p}}(\Omega_k) - T_{AB}^{e}(\Omega_k),
\]

where:

\[
T_{e}^{\text{e}}(\Omega_k) = \int_{\tilde{\Omega}_k} d\tilde{r} \left( -\frac{1}{2} \nabla_{\text{electron}}^2 \right) \rho_{e}^{(1)}(\tilde{r}, \tilde{r}) \bigg|_{\tilde{r}=\tilde{r}'}, T_{p}^{\text{p}}(\Omega_k) = \int_{\tilde{\Omega}_k} d\tilde{r} \left( -\frac{1}{2} \nabla_{\text{positron}}^2 \right) \rho_{p}^{(1)}(\tilde{r}, \tilde{r}) \bigg|_{\tilde{r}=\tilde{r}'}
\]

(written in atomic units). The PAs of a set of diatomics including: \( \text{LiH} \), \( \text{NaH} \), \( \text{LiF} \), \( \text{NaF} \), \( \text{BeO} \), \( \text{MgO} \), \( \text{CN}^- \) and \( \text{OH}^- \) were computed at the MC-Hartree-Fock level and then partitioned according to the mentioned recipe. The computed PAs of all these species are positive, however, the basin PAs are positive only for those basins containing the major share of the positron population. Accordingly, except \( \text{CN}^-, e^+ \), where the population of the positron is
almost evenly distributed between the two basins, in the remaining positronic species the positron almost exclusively resides in the basin of the more electronegative atom making its PA positive. Whereas the other basin that does not contain a significant amount of the positron population has a negative PA and is destabilized relative to its corresponding basin in the purely electronic parent system. Thus, the computed basin PAs disclose a mechanism for the positron preferable “local” attachment to AIM and a concomitant stabilization that is hard to be revealed from mere examination of total PAs.

The two-particle properties that do not include the spatial derivatives are partitioned into the intra- and inter-basin contributions with the following recipe:

\[
\langle \hat{G} \rangle = \sum_{n} \left( \sum_{i} \sum_{j>i} \hat{g}_{n,ij} \right) + \sum_{m>n} \left( \sum_{i} \sum_{j} \hat{g}_{nm,ij} \right) = \sum_{k} \tilde{G}(\Omega_{k}) + \sum_{k<l} \tilde{G}(\Omega_{k},\Omega_{l}),
\]

where

\[
\tilde{G}(\Omega_{k}) = \sum_{s} \left[ G_{n}(\Omega_{k}) + \sum_{m>n} G_{nm}(\Omega_{k}) \right]
\]

and

\[
\tilde{G}(\Omega_{k},\Omega_{l}) = \sum_{s} \left[ G_{n}(\Omega_{k},\Omega_{l}) + \sum_{m>n} G_{nm}(\Omega_{k},\Omega_{l}) \right].
\]

In these expressions:

\[
G_{n}(\Omega_{k}) = (1/2) \int_{\Omega_{k}} d\vec{r}_{1} \int_{\Omega_{k}} d\vec{r}_{2} \hat{g}_{mm}(\vec{r}_{1},\vec{r}_{2}) \rho_{n}^{(2)}(\vec{r}_{1},\vec{r}_{2}), \quad G_{nm}(\Omega_{k}) = \int_{\Omega_{k}} d\vec{r}_{1} \int_{\Omega_{k}} d\vec{r}_{2} \hat{g}_{nm}(\vec{r}_{1},\vec{r}_{2}) \rho_{nm}^{(2)}(\vec{r}_{1},\vec{r}_{2}),
\]

\[
G_{n}(\Omega_{k},\Omega_{l}) = \int_{\Omega_{k}} d\vec{r}_{1} \int_{\Omega_{l}} d\vec{r}_{2} \hat{g}_{mm}(\vec{r}_{1},\vec{r}_{2}) \rho_{n}^{(2)}(\vec{r}_{1},\vec{r}_{2}),
\]

\[
G_{nm}(\Omega_{k},\Omega_{l}) = \int_{\Omega_{k}} d\vec{r}_{1} \int_{\Omega_{l}} d\vec{r}_{2} \hat{g}_{nm}(\vec{r}_{1},\vec{r}_{2}) \rho_{nm}^{(2)}(\vec{r}_{1},\vec{r}_{2}), \quad \text{where} \quad \rho_{n}^{(2)}(\vec{r}_{1},\vec{r}_{2}) = N_{n}(N_{n}-1) \int d\tau'' \Psi^{*}\Psi
\]

and \( \rho_{nm}^{(2)}(\vec{r}_{1},\vec{r}_{2}) = N_{n}N_{m} \int d\tau'' \Psi^{*}\Psi \). Note that \( d\tau'' \) implies summing over spin variables of all quantum particles and integrating over spatial coordinates of all quantum particles except two arbitrary particles, denoted herein as particles “1” and “2”, belonging to the \( n-th \) type. Also, \( d\tau'' \) implies summing over spin variables of all quantum particles and integrating over spatial
coordinates of all quantum particles except two arbitrary particles; one belongs to the \( n-th \) and the other to the \( m-th \) types. In fact, \( \rho_{nn}^{(2)}(\vec{r}_1, \vec{r}_2) \) is the extension of the electronic 2-RDM for the \( n-th \) type of particles while \( \rho_{nm}^{(2)}(\vec{r}_n, \vec{r}_m) \) is a “pair density” originating from the distinguishability in particles of the two different types.\(^{241-243}\) The most important application of this formalism is the partitioning of the two-particle interaction energy, which is an extended form of the interacting quantum atoms (IQA) energy partitioning scheme.\(^{132-137}\) As an illustrative example let us consider the nature of the positronic bond,\(^{256}\) as a completely novel type of bond,\(^{257-260}\) where one or more positrons are acting as the glue between two anions. The MC-QTAIM partitioning of the simplest known system containing this type of bond, composed of two hydrides bonded by a single positron, \([H^-, e^+, H^-]\),\(^{256}\) was done employing an ab initio MC-Hartree-Fock wavefunction.\(^{252}\) The computational analysis generated two atomic basins each with a clamped proton and containing half of the electron and the positron populations imparting an even distribution of the total negative charge between the two basins. The partitioning of the electron-electron and the electron-positron interaction energies further revealed that the former has no stabilizing role in this species and even tries to keep the two hydrides apart. The main driving force behind the stabilization of this species was found to be the classical interaction of the positron density, which is centered between the two protons, and the electron density, as a component of the electron-positron interaction energy.\(^{252}\) This is unparalleled with the two well-known main mechanisms of bond formation, i.e. covalent and ionic, \(^{20,22,23,261-263}\) where the electrons are the bonding agents. The positronic bond is the first example of an “exotic bond” considered within the context of the MC-QTAIM as more examples awaiting the analysis.\(^ {264-266}\)
The last ingredient of the MC-QTAIM partitioning scheme comes from the quantification of the particle basin fluctuations by introducing the number distribution for each type of particles: \( P^n_m(\Omega_k) = \left( \frac{N_n}{m} \right) \int_{\Omega_k} d\vec{r}_{n,1} \cdots \int_{\Omega_k} d\vec{r}_{n,m} \int_{R^3-\Omega_k} d\vec{r} \sum_{\Omega} d\omega \Psi^*\Psi. \) In this integration \( d\omega \) implies summing over spin variables of all quantum particles and integrating over spatial coordinates of all quantum particles except the \( n-th \) type. Each \( P^n_m(\Omega_k) \) is the probability of observing \( m \)-particles from the \( n-th \) type, \( 0 \leq m \leq N_n \), in the \( k-th \) basin while the rest of \( N_n-m \) particles are in the remaining basins: \( R^3-\Omega_k \). It is straightforward to demonstrate that the basin population of each type is the mean value of its associated number distribution: \( N_n(\Omega_k) = \sum_{m=0}^{N_n} mP^n_m(\Omega_k) \), \( \sum_{m=0}^{N_n} P^n_m(\Omega_k) = 1 \). The particle number fluctuation of each basin is the second statistical moment of the distribution:

\[
Var_n(\Omega_k) = \sum_{m} m^2 P^n_m(\Omega_k) - \left[ \sum_{m} mP^n_m(\Omega_k) \right]^2 = \int_{\Omega_k} d\vec{r}_1 \int_{\Omega_k} d\vec{r}_2 \rho_n^{(2)}(\vec{r}_1, \vec{r}_2) + N_n(\Omega_k) - \left[ N_n(\Omega_k) \right]^2. \]

For the heavy positive particles that may shape their basin and are confined within it, the distribution is simply: \( P^n_1(\Omega_k) = 1 \) and \( P^n_{m\neq1}(\Omega_k) = 0 \), implying: \( N_n(\Omega_k) = 1 \) and \( Var_n(\Omega_k) = 0 \). The light positive particles nonetheless have the chance to fluctuate between basins as this is gauged by the covariance of the inter-basin contributions:

\[
Var_n(R^3) = \sum_{k} Var_n(\Omega_k) + 2 \sum_{k \neq \ell} Cov_n(\Omega_k, \Omega_\ell) = 0, Cov_n(\Omega_k, \Omega_\ell) = \int_{\Omega_k} d\vec{r}_1 \int_{\Omega_\ell} d\vec{r}_2 \rho_n^{(1)}(\vec{r}_1, \vec{r}_2) - N_n(\Omega_k) N_n(\Omega_\ell). \]

An index of particle delocalization may be defined similarly to the previously defined electronic delocalization index as follows: \( \delta_n(\Omega_k, \Omega_\ell) = 2 \left| Cov_n(\Omega_k, \Omega_\ell) \right| \), where one of its applications is for the antimatter molecules in which all electrons and nuclei are replaced by...
their corresponding anti-particles. In these systems, the positrons are the bonding agents and the index quantifies the “anti-bond order”.154

VI. Conclusion and Prospects

The MC-QTAIM opens a completely new arena for the AIM partitioning of the MC systems. However, for the usual molecules composed of electrons and nuclei, except in rare cases,253 the computational results are not far from those of the QTAIM.239,245,249 For such cases the MC-QTAIM partitioning and the resulting AIM properties just reveal the subtle effects originating from the finite nuclear mass. For example, in the case of the hydrogen isotopes, the properties of a hydrogen basin containing a quantum proton do not differ seriously upon replacing quantum deuterium instead of the proton, which may be conceived as a kind of “isotope effect”.239,245,249 But, the genuinely interesting species for future applications of the MC-QTAIM are those composed of particles with small or no mass difference, which may form only “fragile” clusters. The prompt examples are systems composed of electrons and positrons, with or without clamped nuclei; sometimes it is even hard to unambiguously identify whether these species are atoms or molecules.267–286

There is also a whole plateau of “non-Coulombic” systems where the cluster formation is also taking place as the “nuclear molecules” are probably the most interesting examples.227,228,233,287–295 In this class of nuclei, the protons and neutrons organize themselves as tightly bonded alpha clusters, i.e. Helium-4 nucleus, and the nucleus is modeled as a collection of these clusters.296 The origin of this clustering is yet not fully understood,297–299 however, accurate ab initio derived proton and neutron densities indeed reveal a clear pattern of cluster formation in real space.300,301 The basic MC Hamiltonian of a nucleus, written based on the properties and interactions of protons and neutrons, apart from the Coulomb interactions
between protons, contains distinct non-Coulombic nuclear interaction terms.\textsuperscript{302–306} It is tempting to imagine a quantum theory of clusters in nuclei (QTCIN) that uses the associated TC wavefunction, containing the proton and neutron variables, as its input, and partitions the nuclear molecules into cluster basins. In fact, the discussed ingredients of the MC-QTAIM do not depend on the detailed nature of interactions between the constituent particles, and the same approach can be applied to diverse sets of quantum systems as far as the clusterization in real space forms the basis of the partitioning.\textsuperscript{307,308}

Finally, let us stress that the developments of the MC-QTAIM may be seen as a way of extending the structural theory beyond the molecular realm to other areas of physics although the fruitfulness of such extension needs further scrutiny. Nevertheless, since the intermediate and high-level organizations are ubiquitous throughout the many-body systems at various scales of length and complexity,\textsuperscript{235} there is a real demand for new theoretical developments to understand these types of organizations.
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