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1 - Introduction.

1.1 Background.

Minkowski type problems, which are now classical in the study of Riemannian submanifolds, ask for the construction of closed, immersed hypersurfaces of constant curvature subject to topological or geometric restrictions. There are many known techniques for constructing solutions, including Geometric Measure Theory, polyhedral approximation, the continuity method, curvature flow methods, and even the Perron Method (c.f. [2], [7], [11], [14], [15] for a brief and very incomplete list of examples).

Closely related to the question of existence is the more refined question of exactly how many solutions there actually are. Thus, in our forthcoming work, [16], written in collaboration with Harold Rosenberg, we conjecture for example, that in the case where the ambient manifold is the 3-dimensional sphere, under certain conditions on the Riemannian metric, there exist at least two immersed (even embedded) spheres of constant mean or constant extrinsic curvature. A simpler but equally interesting problem is then to count, not the number of solutions, but rather the difference between the numbers of solutions of two different types, and to this end we construct in [16] a degree theory for closed, immersed hypersurfaces of constant curvature, which extends to general notions of curvature the degree theory for constant mean curvature hypersurfaces developed by Brian White in [26], and which is closely related to the PDE degree theories of Elworthy and Tromba (c.f. [5], [6] and [25]), as well as the degree theory of magnetic geodesics developed by Schneider in [17].

The real interest of such a degree theory lies in its relationships to other known topological or geometric invariants. A few results are already known. Thus, it is relatively easy to show that when the ambient manifold is diffeomorphic to a standard sphere but with non-trivial metric, under suitable curvature assumptions the algebraic number of immersed hyperspheres of prescribed curvature is generically equal to $-1$ times the Euler Characteristic of the sphere: in other words, $-2$ when the ambient sphere is even dimensional, and $0$ otherwise. Similarly, in [17] and [18], Schneider shows that when the ambient space, $\Sigma$, is 2-dimensional, with curvature bounded below by $-K^2$, then for generic $\kappa \in C^\infty(\Sigma)$ such that $\kappa > K$, the algebraic number of Alexandrov embedded closed curves of prescribed geodesic curvature equal to $\kappa$ is also equal to $-1$ times the Euler Characteristic of $\Sigma$.

One is thus naturally led to suspect that this result generalises in some sense to all compact manifolds in all dimensions, but to exactly what extent, and in exactly what way presents an intriguing problem, and it as a partial response which forms the content of the current paper, as well as our forthcoming work, [16]: for a compact Riemannian manifold, $M$, we embed $\mathbb{R}$ in $C^\infty(M)$ in the obvious manner, and then, in a wide variety of cases, there exists $K > 0$, which is defined by the geometry of $M$, and a neighbourhood, $\Omega$ of $[K, +\infty[$ in $C^\infty(M)$ such that for generic $\kappa \in \Omega$, the algebraic number of immersed hyperspheres in $M$ of prescribed curvature equal to $\kappa$ is itself equal to $-1$ times the Euler Characteristic of that manifold.

Proving this result is divided into three stages: the first, to develop an appropriate degree
theory in a general setting for immersed hypersurfaces of prescribed curvature; the second, to prove for any given notion of curvature the compactness properties which allow this degree theory to be applied (recall that topological degree is only defined for proper maps. Our current setting is no different in this respect, and some notion of compactness is therefore required); and the third, to show that this degree has the desired value. It is the final part which we treat in the current work. The first two parts will be studied in [16], which will then allow us to prove results concerning the algebraic number of locally strictly convex spheres of prescribed mean, extrinsic and special Lagrangian curvature in a large class of ambient manifolds.

1.2 Main Results.

We thus show that, in many circumstances, the algebraic number of locally strictly convex immersions of prescribed curvature (which is well defined by [16]) is equal to $-1$ times the Euler Characteristic of the ambient manifold. However, the precise statement of this result depends on the compactness properties of the curvature notion in question, for which there is still no general theory. We thus state our main results in terms of the following three theorems which, in rough terms, show that modulo the supplementary hypotheses depending on the curvature notion in question, when $k > 0$ is large:

(i) each critical point of the scalar curvature function generates an immersed hypersphere of constant curvature equal to $k$;

(ii) the signature of this immersed hypersphere (as defined in [16]) is equal to $(-1)^n$ times the signature of the corresponding critical point of the scalar curvature function, where $(n + 1)$ is the dimension of the ambient manifold; and

(iii) under suitable geometric assumptions, these are the only immersed hyperspheres of constant curvature equal to $k$.

Thus, for the notions of curvature that interest us classical index theory tells us that, grosso-modo, for sufficiently large values of $k$, the algebraic number of immersed hypersurfaces of constant curvature equal to $k$ is equal to $(-1)$ times the Euler Characteristic of the ambient manifold, and since by Theorem 1.2 of [16] the degree is constant, the result follows. There is a clear analogy here with the behaviour of better-known theories of elliptic submanifolds (such as pseudo-holomorphic curves). Indeed, when $K$ is special Lagrangian curvature (resp. 2-dimensional extrinsic curvature), hypersurfaces of constant $K$-curvature are in bijective correspondence with certain families of special Legendrian submanifolds of (resp. pseudo-holomorphic curves in) the unitary bundle of the ambient manifold (which we recall naturally carries a contact structure). Letting the curvature tend to infinity in the base is equivalent to taking the adiabatic limit in the total space.

The first result is already proven in the mean curvature case by Ye in [27], and readily extends to general notions of curvature, with one important limitation for our purposes, being that, whereas the family of Morse functions is a generic subset of the space of smooth functions over any manifold, it is less obvious that the family of metrics whose scalar curvature function is a Morse function is generic. We readily circumvent this by considering
small perturbations of the scalar curvature function and looking for hypersurfaces not of constant, but of prescribed curvature. We obtain:

**Theorem I, Existence - Short Version**

Let $R$ be the scalar curvature function of $M$, and let $f \in C^\infty(M)$ be a smooth function such that $R_f := R + 2(n + 3)/(n + 1)f$ is a Morse Function. If $p \in M$ is a critical point of $R_f$ then there exists a smooth family, $(p_t, \varphi_t)_{t \in [0, \epsilon]}$, of centered spheres converging to $p$ such that, for all $t \in [0, \epsilon]$, the $K$-curvature of $(p_t, \varphi_t)$ is prescribed by the function $t^{-1}(1 + t^2 f)$.

Remark: The concept of centered spheres converging to a point is explained in Section 3.1.

In the sequel, the spheres constructed by Theorem I about the critical points of $R_f$ will be referred to as Ye’s Spheres. The most original and most technical part of this paper lies in proving the second result, where we determine their signatures. We obtain:

**Theorem II, Signature**

Let $M := M^{n+1}$ be an $(n + 1)$-dimensional Riemannian manifold. Let $R$ be the scalar curvature function of $M$ and let $f \in C^\infty(M)$ be a smooth function such that $R_f := R + 2(n + 3)/(n + 1)f$ is a Morse Function. Let $p \in M$ be a critical point of $R_f$ and let $(p_t, \varphi_t)_{t \in [0, \epsilon]}$ be the family of Ye’s spheres about $p$. Then, for sufficiently small $t$, $\Sigma_t := (t, p_t, \varphi_t)$ is non-degenerate, and its signature is given by:

$$\text{Sgn}(\Sigma_t) = (-1)^{n+1}\text{Sgn}(\text{Hess}(R_f)(p)).$$

Finally, to show that Ye’s spheres are the only spheres that appear when the curvature is sufficiently large, it is necessary to obtain bounds for their diameters, for which there is currently no general result. In the current context we therefore limit ourselves to the following case:

**Theorem III, Uniqueness**

Suppose $K = H$ is mean curvature, or $K$ is convex and satisfies the Unbounded Growth Axiom (Axiom (vii)), then, for all $f \in C^\infty(M)$ and for all $C > 0$, there exists $B > 0$ such that if $H \geq B$, and if $\Sigma$ is a locally strictly convex immersed sphere in $M$ such that:

(i) $\Sigma$ is of prescribed $K$-curvature equal to $H(1 + H^{-2} f)$; and

(ii) $\text{Diam}_M(\Sigma) \leq C H^{-1}$.

Then $\Sigma$ is one Ye’s spheres.

Remark: A statement of the Unbounded Growth Axiom is given in Section 2.1. Importantly, this axiom is satisfied in particular, by extrinsic curvature.
1.3 Summary and Acknowledgements.

This paper is structured as follows:

(i) in Section 2, we review the necessary background material, introducing curvature functions, drawing our inspiration from the work, [3], of Caffarelli, Nirenberg and Spruck; the basic theory of spherical harmonics; basic properties of locally strictly convex immersions; and the Geodesic Boundary Property of locally strictly convex immersions, which is important for the application of the regularity results of [19];

(ii) in Section 3, we prove Theorem I. Although our reasoning presents little more than a mild simplification of [27], we provide a fairly detailed account, since the formulae obtained will be of use in the sequel;

(iii) in Section 4, we determine the signature of the Jacobi operators of the spheres constructed in Theorem I, thus proving Theorem II. This constitutes the hardest and most technical part of the paper. The signature is determined by calculating the asymptotic development of the Jacobi operator up to and including order 4. All contributions to the signature are shown to be zero up to and including order 3, and a geometric argument is then used to determine the fourth order contribution; and

(iv) in Section 5, we prove Theorem III, which is carried out in two stages: first we prove the general result, Theorem 5.1, which yields uniqueness as soon as the rescaled spheres are known to converge smoothly to an embedded sphere, and Theorem III then follows by establishing various conditions under which the rescaled spheres can be shown to converge smoothly.

This paper was written while the author was benefitting from a Marie Curie Postdoctoral Fellowship hosted by the Centre de Recerca Matemàtica, Barcelona, Spain. The author is grateful to Harold Rosenberg for introducing him to this problem.

2 - Preliminaries.

2.1 Curvature Functions.

We will be concerned throughout the sequel with hypersurfaces of constant and prescribed curvature for general curvature functions. We recall here the definition of curvature functions, as outlined in [3] (but see also [23]). Let \( \Gamma_0 \subseteq \mathbb{R}^n \) be the cone of vectors all of whose components are non-negative:

\[
\Gamma = \{ (x_1, \ldots, x_n) \mid x_1, \ldots, x_n \geq 0 \}.
\]

Let \( \Gamma \subseteq \mathbb{R}^n \) be a convex cone with vertex the origin. We say that \( \Gamma \) is a supporting cone for a curvature function if and only if:

(i) for every permutation, \( \sigma \), and for all \( (x_1, \ldots, x_n) \in \Gamma \):

\[
(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) \in \Gamma; \quad \text{and}
\]
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(ii) for all \( x \in \Gamma : x + \Gamma_0 \subseteq \Gamma \).

A curvature function is a pair \((K, \Gamma)\), where \( \Gamma \subseteq \mathbb{R}^n \) is a supporting cone, and \( K : \Gamma \rightarrow [0, \infty[ \) is a non-negative valued function which is smooth over the interior of \( \Gamma \) such that:

**Axiom (i)**: for every permutation, \( \sigma \), and for all \( x_1, \ldots, x_n \in \Gamma : K(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) = K(x_1, \ldots, x_n) \);

**Axiom (ii)**: \( K \) is homogeneous of order 1;

**Axiom (iii)**: \( K(1,1,\ldots,1) = 1 \);

**Axiom (iv)**: \( K \) is strictly positive over the interior of \( \Gamma \) and vanishes over \( \partial \Gamma \).

**Axiom (v)**: \( K \) is strictly elliptic. In other words, for all \( x \in \Gamma \subseteq \mathbb{R}^n \) and for all \( 1 \leq i \leq n \):

\[
(\partial_i K)(x) > 0;
\]

and

**Axiom (vi)**: \( K \) is a concave function over \( \Gamma \subseteq \mathbb{R}^n \).

We say that a curvature function is **convex** if and only if \( \Gamma = \Gamma_0 \). In the sequel, we often suppress \( \Gamma \), and denote the curvature function merely by \( K \). Scalar notions of curvature of hypersurfaces are generated by curvature functions in the following manner:

Let \( M := M^{n+1} \) be an \( (n+1) \)-dimensional Riemannian manifold, let \( \Sigma = (S,i) \) be an immersed hypersurface in \( M \), let \( A \) be the shape operator of \( \Sigma \), and let \( K := (K, \Gamma) \) be a curvature function. We say that \( \Sigma \) is **\( K \)-convex** if and only if the vector of eigenvalues of \( A \) is an element of \( \Gamma \). Since \( \Gamma \) is invariant under permutation of the coordinates, this notion is well defined. We likewise define strict \( K \)-convexity in the obvious manner, and in the sequel, all hypersurfaces will be assumed to be strictly \( K \)-convex, and we shall no longer stress this property. We then define \( K_\Sigma \), the **\( K \)-curvature** of \( \Sigma \), by:

\[
K_\Sigma = K(\lambda_1, \ldots, \lambda_n),
\]

where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( A \). Axioms \((i)\) to \((iv)\) then become natural from a geometric perspective, whilst Axioms \((v)\) and \((vi)\) do so from an analytic perspective (see [23] for more details). The reader may check that all standard notions of curvature, such as mean curvature, extrinsic curvature, \( \sigma_k \)-curvature (where \( \sigma_k \) is the \( k \)'th order symmetric polynomial), and so on, satisfy Axioms \((i)\) to \((vi)\), and that extrinsic curvature, the curvature quotients \( \sigma_n/\sigma_k \) and special Lagrangian curvature (c.f. [21]) are all convex.

In addition, for technical reasons, in this paper we will be interested in curvature functions which satisfy the following axiom, which we refer to in the sequel as the **Unbounded Growth Axiom**:

**Axiom (vii)**: for all \( x := (x_1, \ldots, x_n) \in \Gamma : \lim_{t \to +\infty} K(x_1 + t, x_2, \ldots, x_n) = +\infty \).

This axiom only intervenes in the proof of Theorem III, and we leave the interested reader to verify that the following weaker version is actually sufficient for our purposes:

**Axiom (vii)':** for all \( x := (x_1, \ldots, x_n) \in \Gamma : \lim_{t \to +\infty} K(x_1 + t, x_2 + t, x_3, \ldots, x_n) = +\infty \).
2.2 Spherical Harmonics.

Let $\Sigma^n$ be the $n$-dimensional unit sphere viewed as a subset of $(n+1)$-dimensional Euclidean space. Let $\text{Hess}$ denote the Hessian operator of its Levi-Civita covariant derivative. Thus, if $X$ and $Y$ are vector fields over $\Sigma^n$ and $\alpha$ is any tensor field, then:

$$\text{Hess}(\alpha)(X,Y) = \nabla_Y \nabla_X \alpha - \nabla_{\nabla_Y X} \alpha,$$

where $\nabla$ is the Levi-Civita covariant derivative of $\Sigma^n$. Let $\text{Hess}^0$ denote the canonical Hessian operator over $\mathbb{R}^{n+1}$. We recall the following relation for immersed hypersurfaces in general manifolds (c.f Lemma 2.8 of [22]):

**Lemma 2.1**

Let $M := (M^{n+1}, g)$ be an $(n+1)$-dimensional Riemannian manifold. Let $N := N^n$ be an $n$-dimensional Riemannian manifold and let $i : N \to M$ be a smooth immersion. Let $\text{Hess}^M$ and $\text{Hess}^N$ be the Hessian operators of $(M, g)$ and $(N, i^* g)$ respectively. If $f \in C^\infty(M)$, and if $X, Y \in TN$, then:

$$\text{Hess}^N(f)(X,Y) = \text{Hess}^M(f)(X,Y) - \langle \nabla f, N \rangle II(X,Y),$$

where $N$ is the unit normal vector field over $N$ compatible with the orientation and $II$ is its second fundamental form.

In particular, when $N = \Sigma^n$ is the unit sphere in Euclidean space, the second fundamental form coincides with the metric, and we immediately obtain:

**Lemma 2.2**

Let $f : \mathbb{R}^{n+1} \to \mathbb{R}$ be a smooth function. If $X, Y$ are tangent vectors to $\Sigma^n$, then:

$$\text{Hess}(f)(X,Y) = \text{Hess}^0(f)(X,Y) - \langle Df, N \rangle \langle X, Y \rangle,$$

where $\langle \cdot, \cdot \rangle$ is the canonical metric of $\mathbb{R}^{n+1}$, $D$ is its Levi-Civita covariant derivative, and $N$ is the outward pointing unit normal vector field over $\Sigma^n$.

Let $\Delta$ be the Laplacian of $\Sigma^n$ acting on $C^\infty(\Sigma^n)$:

$$\Delta f = \sum_{i=1}^n \text{Hess}(f)(e_i, e_i),$$

where $e_1, ..., e_n$ is an orthonormal basis of $T\Sigma^n$. Let $\mathbb{N}_0$ denote the family of non-negative integers, and for all $n \in \mathbb{N}_0$, let $\mathcal{H}_k \subseteq C^\infty(\mathbb{R}^{n+1})$ denote the family of harmonic, homogeneous polynomials of order $k$. We refer to the elements of $\mathcal{H}_k$ as the **solid spherical harmonics of order** $k$. For all $k$, let $H_k$ denote the family of restrictions of elements of $\mathcal{H}_k$ to $\Sigma^n$. We refer to $H_k$ as the **spherical harmonics of order** $k$. It follows from Lemma 2.2 that, for all $k$, the elements of $H_k$ are eigenvectors of $\Delta$ with eigenvalue $\lambda_k = -k(n+k-1)$. Moreover, any eigenvector of $\Delta$ belongs to $H_k$ for some $k$, and $L^2(\Sigma^n) = \bigoplus_{k \in \mathbb{N}_0} H_k$ constitutes a decomposition of $L^2(\Sigma^n)$ into an orthogonal family of eigenspaces for $\Delta$ (c.f. [24],
Ch. III). More precisely, if $P_k$ denotes the space of polynomials of order $k$ over $\mathbb{R}^{n+1}$ and if $P_k$ denotes the space of restrictions of elements of $P$ to $\Sigma^n$, then (c.f. [24], Ch. III):

**Lemma 2.3**

For all $k \in \mathbb{N}_0$:

$$P_{2k} = \bigoplus_{i=0}^{k} H_{2i}, \quad P_{2k+1} = \bigoplus_{i=0}^{k} H_{2i+1}.$$

For all $k$, let $\Pi_k : L^2(\mathbb{S}^n) \to H_k$ be the orthogonal projection. The following result is used to obtain explicit formulae for $\Pi_1$ in the cases of interest to us:

**Lemma 2.4**

Let $x_1, \ldots, x_{n+1}$ be the coordinate functions. Let $\Omega_n$ be the volume of the $n$-dimensional sphere. For all $(i, j)$:

$$\int_{\mathbb{S}^n} x^i x^j \mathrm{dVol} = \frac{\Omega_n}{(n+1)} \delta_{ij}.$$

Likewise, for all $(i, j, k, l)$:

$$\int_{\mathbb{S}^n} x^i x^j x^k x^l \mathrm{dVol} = \frac{\Omega_n}{(n+1)(n+3)} (\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}).$$

**Proof:** Consider the 2-tensor $A_{ij}$ given by:

$$A_{ij} = \int_{\mathbb{S}^n} x_i x_j \mathrm{dVol}.$$

Since $A_{ij}$ is preserved by $O(n)$, it is equal to $K \delta_{ij}$, for some constant $K$. However:

$$\Omega_n = \int_{\mathbb{S}^n} r^2 \mathrm{dVol} = (n+1) \int_{\mathbb{S}^n} x_i^2 \mathrm{dVol} = (n+1)K.$$

The first result follows. To prove the second result, we define $A_{ijkl}$ in an analogous manner. Since it is preserved by $O(n)$, it is equal to $K (\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})$, for some $K$, and we conclude as before. □

In addition, we underline the following trivial properties which are particularly relevant to our situation:

(i) $-(\Delta + n)$ is self-adjoint;
(ii) all its eigenvalues are real;
(iii) it has only one strictly negative real eigenvalue, $l_0 := -n$, which is of multiplicity 1; and
(iv) the eigenspace of $l_1 := 0$ is $H_1$, which constitutes the restrictions to $\Sigma^n$ of the coordinate functions of $\mathbb{R}^{n+1}$, and, in particular, is of dimension $(n+1)$, and so $l_1$ has multiplicity $(n+1)$. 
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We recall from [16] that if $L$ is a generalised Laplacian defined over a compact manifold, then the signature of $L$ is defined to be equal to $(-1)^\text{mult}(L)$, where $\text{mult}(L)$ is equal to the number of its eigenvalues (counted with multiplicity) which are both real and strictly negative. In the sequel, we study perturbations of the operator $-\frac{1}{n}(\Delta + n)$, which is the Jacobi operator of any $K$-curvature defined over $\Sigma^n$. In order to determine the signatures of these perturbations, it suffices to study perturbations of the degenerate eigenvalue $l_1 = 0$.

### 2.3 Locally Convex Immersions.

We review the properties of locally convex immersions in Riemannian manifolds. We first require the following generalised version of the Hadamard-Stoker Theorem, which we have been unable to find in the literature (but see also [1]):

**Theorem 2.5**

Suppose that $M$ has dimension at least 3 and that its sectional curvature is bounded above by $B$. If $i : \Sigma \to M$ is a compact, locally convex immersed hypersurface such that:

$$\text{Diam}(\Sigma) < \text{Min}(\pi/(4\sqrt{B}), \text{Inj}(M)/2).$$

Then $\Sigma$ is embedded, and bounds a convex set.

**Proof:** Let $N$ be the outward pointing unit normal vector field over $\Sigma$, and define the mapping $I : \Sigma \times [0, \infty[ \to M$ by:

$$I(p, t) = \text{Exp}(tN(p)).$$

Denote $R := \text{Min}(\pi/(4\sqrt{B}), \text{Inj}(M)/2)$. Using Jacobi Fields, we readily show that the restriction of $I$ to $\Sigma \times [0, 2R]$ is an immersion. Choose $\delta > 0$ and $p \in M$ such that $\Sigma \subseteq B := B_{R-\delta}(p)$. Using Jacobi Fields again, we show that for all $r < 2R$, and for all $q \in M$, the radial lines in $B_r(q)$ are distance minimising. This implies that $d(q, \partial B_r(q)) = r$, and so, for any $q \in B$, every geodesic, $\gamma$ leaving $q$ intersects $\partial B$ at $\gamma(t)$ for some $t \leqslant 2(R - \delta)$.

We define $G : \Sigma \to \partial B$ to be the Gauss Map which sends the point $x \in \Sigma$ to the first point of intersection with $\partial B$ of the geodesic leaving $x$ in the direction of $N(x)$.

Using Jacobi Fields again, we show that, for all $r < 2R$ and for all $q \in M$, $B_r(q)$ is strictly convex, and thus so is $B$. In particular, any geodesic inside $B$ crosses $\partial B$ transversally at the first point of contact. Since $I$ restricted to $\Sigma \times [0, 2R]$ is an immersion, this transversality implies that $G$ is bilipschitz and, being a map between 2 compact spaces, is therefore a covering map. Since $\partial B \cong S^n$ is simply connected, $G$ is a diffeomorphism, and $\Sigma$ is thus diffeomorphic to the $n$-dimensional sphere.

For all $p \in \Sigma$, let $\Gamma_p$ be the geodesic arc leaving $p$ in the direction of $N(p)$ and terminating in $\partial B$. Let $\Omega \subseteq \Sigma$ be the set of all points $p \in \Sigma$ such that $\Gamma_p$ only intersects $\Sigma$ at its endpoint, $p$. $\Omega$ is trivially open. Let $p \in \Sigma$ and $q \in \partial B$ be points minimising the distance between $\Sigma$ and $\partial B$. Since $\Sigma$ and $\partial B$ are locally strictly convex, the second variation formula for geodesic variations implies that $N(p)$ points towards $q$ and so $G(p) = q$. In
particular, \( \Gamma_p \) only intersects \( \Sigma \) at its end point, \( p \), and so \( p \in \Omega \). Now suppose \( p \in \partial \Omega \) and let \( (p_n)_{n \in \mathbb{N}} \in \Omega \) be a sequence converging to \( p \). \( \Gamma_0 := \Gamma_p \) is tangential to \( \Sigma \) at some point, \( q \), say. For all sufficiently large \( n \), there therefore exists \( q_n \) close to \( q \) such that some point of \( \Gamma_n := \Gamma_{p_n} \) lies above \( q_n \). Since \( \Sigma \) is compact and since \( I \) is an immersion, elementary degree theory yields a point \( p'_0 \neq p_0 \) such that \( G(p'_0) = G(p_0) \). This is absurd, and it follows that \( \partial \Omega = \emptyset \). By connectedness, we deduce that \( \Omega = \Sigma \), and so for all \( p \in \Sigma \), \( \Gamma_p \) only intersects \( \Sigma \) at its endpoint, \( p \). Using Degree Theory again, we deduce that \( I \) is injective. In particular, \( \Sigma \) is embedded, and it follows by the Jordan Sphere Theorem (c.f. [4]) that \( \Sigma \) bounds an open set which is necessarily convex. This completes the proof. \( \square \)

When \( M \) is 2-dimensional, the above proof fails because of non-simple connectedness of the circle which permits multiple coverings. However when the immersion is Alexandrov embedded, we recover a version of the Hadamard-Stoker Theorem:

**Theorem 2.6**

Let \( M \) be a 2-dimensional Hadamard manifold, and let \( i : S^1 \to M \) be a locally convex, closed, immersed curve. If, in addition, \( i \) is Alexandrov Embedded, then \( i \) is embedded and bounds a convex set.

**Proof:** Taking \( B = 0 \) in the proof of Theorem 2.5, we consider the Gauss Mapping, \( G \), of \( i \) from \( S^1 \) onto the boundary of a ball of large radius in \( M \). As before, \( G \) is a covering map. Moreover, since \( i \) is Alexandrov embedded, we readily show that \( G \) is homotopic to a map of degree 1, and is therefore itself of degree 1, and the rest of the proof proceeds as before. \( \square \)

We require the following version of the classical Alexandrov Theorem:

**Theorem 2.7, Alexandrov**

Let \( K \) be any curvature function, and let \( \Sigma \subseteq \mathbb{R}^{n+1} \) be a bounded, compact, locally convex immersed hypersurface of constant \( K \) curvature equal to 1. Then \( \Sigma \) is a sphere of radius 1.

**Proof:** By Theorem 2.5 with \( B = 0 \), \( \Sigma \) is embedded and bounds a convex set. The result now follows by the Alexandrov Reflection Principle. \( \square \)

**2.4 The Local Geodesic Property of Convex Sets.**

Let \( K \subseteq \mathbb{R}^{n+1} \) be a closed, convex set we say that \( K \) satisfies the **Local Geodesic Property** if and only if for every point \( p \in K \), there exists a geodesic segment, \( \Gamma \), containing \( p \) in its interior such that \( \Gamma \subseteq K \). Of course, this is non-trivial only when \( p \in \partial K \) is a boundary point of \( K \). The following characterisation of the Local Geodesic Property is important for the application of regularity theory:

**Proposition 2.8**

\( K \) satisfies the Local Geodesic Property at \( p \in \partial K \) if and only if for any supporting hyperplane, \( H \) of \( K \) at \( p \), and for all sufficiently small \( r > 0 \), the intersection \( K \cap H \cap \partial B_r(p) \) is not contained in the interior of a hemisphere.
**Proof:** If $K$ satisfies the Local Geodesic Property at $p$, and if $H$ is a supporting hyperplane of $K$ at $p$, then $H \cap K$ contains a geodesic arc passing through $p$. Thus, for all sufficiently small $r$, $K \cap H \cap \partial B_r(p)$ contains at least two antipodal points and is therefore not contained in the interior of a hemisphere. This proves the first implication.

We prove the converse by induction. Suppose that, for every supporting hyperplane, $H$, of $K$ at $p$, and for every small $r > 0$, the intersection $K \cap H \cap \partial B_r(p)$ is not contained in the interior of a hemisphere. Let $H$ be a supporting hyperplane. Trivially $K' = K \cap H \subset \mathbb{R}^n$ is convex. If $p \in K'$ is an interior point, then $K'$, and therefore $K$, trivially satisfies the Local Geodesic Property at $p$. We therefore suppose that $p \in \partial K'$ is a boundary point. Let $H' \subseteq H$ be a supporting hyperplane to $K'$ at $p$. We claim that for every small $r > 0$, the intersection $K' \cap H' \cap \partial B_r(p)$ is not contained in the interior of a hemisphere. Indeed, $K \cap H \cap \partial B_r(p)$ is contained in the closed hemisphere bounded by $H' \cap \partial B_r(p)$. Suppose now that $K' \cap H' \cap \partial B_r(p)$ is contained in the interior of a hemisphere bounded by the hyperplane, $H''$, say. Then, tilting $H'$ slightly about $H''$ we obtain a hemisphere whose interior contains $K \cap H \cap \partial B_r(p)$, which is absurd. Proceeding by induction, we conclude that either $p$ satisfies the Local Geodesic Property, or there exists a convex subset $K'' \subseteq \mathbb{R}^2$ which neither satisfies the Local Geodesic Property at $p$ and whose intersection with $\partial B_r(p)$ is not contained in the interior of a hemisphere for all sufficiently small $r$. This is absurd, and the result follows. □

In [19], Sheng, Urbas and Wang, show that if the $C^{0,1}$ limit of a sequence of functions satisfying a certain type of non-linear elliptic PDE is a strictly convex function near that point, then it is smooth over a well defined neighbourhood of that point. The relevance of the Local Geodesic Property to this regularity theory follows from the following corollary:

**Corollary 2.9**

If $K$ has non-trivial interior and does not satisfy the Local Geodesic Property at $p$, then there exists:

(i) an affine hyperplane, $P$;

(ii) a convex, open subset $U \subseteq P$;

(iii) an open subset $V \subseteq \partial K$; and

(iv) a $C^{0,1}$ function $f : U \to [0, \infty]$, such that:

(i) $p \in V$;

(ii) $V$ is the graph of $f$ over $U$; and

(iii) $p$ lies strictly above $U$ (i.e. $f(p) > 0$);

(iv) $f$ vanishes along $\partial U$. 
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Proof: Let $H$ be a supporting hyperplane to $K$ at $p$. Since $K$ has non-trivial interior, we may suppose that $K$ is a graph over $H$ in a neighbourhood of $p$. There exists $r > 0$ as small as we wish such that $K \cap H \cap \partial B_r(p)$ is contained in the interior of a hemisphere. Tilting $H$ slightly therefore yields a hyperplane, $P$, such that $K \cap P \cap \partial B_r(p) = \emptyset$. Choosing $P$ sufficiently close to $H$ and translating it slightly away from $p$, we obtain a hyperplane with the desired properties, and this completes the proof. □

On the other hand, the geometric implications of the Geodesic Boundary Property are described in the following lemma:

Lemma 2.10

Let $K \subseteq \mathbb{R}^{n+1}$ be a convex set, and let $X \subseteq \partial \Omega$ be the set of all points $p \in \partial K$ satisfying the Local Geodesic Property. Suppose that $X$ is closed. Then either:

(i) $X = \emptyset$; or
(ii) $X = \partial \Omega$ and $\Omega$ is unbounded.

Proof: Suppose that $X$ is bounded. We claim that $X = \emptyset$. Indeed, choose $p \in \mathbb{R}^{n+1}$ and let $d_p$ be the distance in $\mathbb{R}^{n+1}$ to $p$. Then, since $X$ is closed, and therefore compact, there exists $q \in X$ maximising $d_p$. However, by definition, there exists a geodesic segment, $\Gamma \in \mathbb{R}^{n+1}$ such that $q$ lies in the interior of $\Gamma$ and $\Gamma \subseteq X$. It follows that $d_p$ is maximised along $\Gamma$ at $q$, which is absurd, since $d_p$ is convex. The assertion follows, and this proves (i). If $K$ is unbounded, then we may show that it is a cylinder and therefore satisfies the Local Geodesic Property at every point, which proves (ii) and completes the proof. □

3 - Existence - Review of Ye’s Work.

3.1 Overview.

Let $M := M^{n+1}$ be a compact $(n + 1)$-dimensional Riemannian manifold. We review the proof of existence of embedded constant curvature hypersurfaces in $M$ for sufficiently large values of the curvature. We recall that in [27], Ye proves the existence of embedded hyperspheres of constant mean curvature near critical points of the scalar curvature function provided that these critical points are non-degenerate. Indeed, for any point $p \in M$, denote by $S_p \subseteq T_p M$ the sphere of unit vectors in $T_p M$, and for any $\varphi \in C^\infty(S_p)$ and any $t \in [0, \infty]$, we denote by $i^{t, \varphi} : S_p \to M$ the immersion given by:

$$i^{t, \varphi}(y) = \exp(t(1 + \varphi(y))y).$$

We call the triplet $(t, p, \varphi)$ a centred sphere. We call $t$ the scale of $(t, p, \varphi)$, and we call $p$ the centre of $(p, \varphi)$. Let $(p_t)_{t \in [0, \varepsilon]}$ be a smooth family of points in $M$, and let $(\varphi_t)_{t \in [0, \varepsilon]}$ be a smooth family of smooth functions such that, for all $t$, $(t, p_t, \varphi_t)$ is a centred sphere with centre at $p_t$. We say that this family converges to $p$ if and only if:

(i) $p_0 = p$; and
(ii) $\varphi = O(t^2)$. 
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The part of Ye’s Theorem most relevant to our current context may now be stated as follows:

**Theorem 3.1, Ye (1991)**

If \( p \in M \) is a non-degenerate critical point of the scalar curvature function, then there exists a smooth family, \((p_t, \varphi_t)_{t \in [0, \epsilon]}\), of centred spheres converging to \( p \) such that, for all \( t \), \((p_t, \varphi_t)\) has constant mean curvature equal to \( t^{-1} \).

The hypotheses of Ye’s Theorem are equivalent to the condition that the scalar curvature function be a Morse function. As outlined in the introduction, this is too restrictive for our purposes since it is not clear that metrics whose curvature functions are Morse Functions are themselves generic. Pacard and Xu overcome this difficulty in [13], thus proving the existence of constant mean curvature hyperspheres in general manifolds for sufficiently high values of curvature, but they still leave open the problem of estimating the spectrum of the Jacobi operators, which is our main objective. The following mild generalisation of Ye’s Theorem allows us to easily bypass these difficulties:

**Theorem I, Existence - Long Version**

Let \( R \) be the scalar curvature function of \( M \), and let \( f \in C^\infty(M) \) be a smooth real valued function. Let \( p \in M \) be any point where the Hessian of \( R_f := R + 2(n + 3)/(n + 1)f \) is non-degenerate. There exists a smooth family, \((p_t, \varphi_t)_{t \in [0, \epsilon]}\), of centred spheres converging to \( p \) such that, for all \( t \), and for all \( y \in S_{p_t} \), the \( K \)-curvature if \( i^t \varphi_t \) at the point \( i^t \varphi_t(y) \) is equal to:

\[
t^{-1} \left( 1 + t^2(f \circ i^t \varphi_t)(y) - t^3 \frac{(n + 1)}{2(n + 3)} \langle \nabla R_f, \tau_{p,p_t}y \rangle \right),
\]

where \( \tau_{p,p_t} \) is the parallel transport from \( p_t \) to \( p \) along the unique minimising geodesic joining these two points.

In particular, if \( p \) is a non-degenerate critical point of \( R_f \), then, for all \( t \in [0, \epsilon[ \), the \( K \)-curvature of \((p_t, \varphi_t)\) is prescribed by the function \( t^{-1}(1 + t^2 f) \).

**Remark:** In the sequel, we will refer to the centred spheres constructed by Theorem I as Ye’s Spheres.

Theorem I is a relatively trivial generalisation of Theorem 3.1. We nonetheless present a fairly detailed discussion of Ye’s proof, since the asymptotic expansions obtained here will be of importance in the sequel.

**3.2 Forms Over Radial Spheres.**

We calculate various geometric forms over radial spheres. Since we closely follow Ye’s approach - albeit from a slightly different angle - we will not provide detailed proofs where they do not enlighten.

We recall the framework within which we work throughout the sequel. Let \( M := M^{n+1} \) be an \((n + 1)\)-dimensional Riemannian manifold. Given \( p \in M \), we define \( \Phi : \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \to \)
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$M$ as follows: let $\text{Exp}$ be the exponential mapping of $M$. Furnish $\mathbb{R}^{n+1}$ with the canonical metric and let $A : \mathbb{R}^{n+1} \rightarrow T_p M$ be an isometry. For all $x \in \mathbb{R}^{n+1}$, let $[0, x]$ be the straight line in $\mathbb{R}^{n+1}$ joining 0 to $x$ and let $\tau_x$ be the parallel transport map in $M$ along the geodesic $\text{Exp}(A \cdot [0, x])$ from $p = \text{Exp}(A \cdot 0)$ to $\text{Exp}(A \cdot x)$. We now define $\Phi_x(y) := \Phi(x, y)$ by:

$$
\Phi_x(y) = \text{Exp}((\tau_x \circ A) \cdot y).
$$

We view $\Phi$ as a smooth family of exponential coordinate charts for $M$ near $p$ parametrised by the first component. For all $x$, we identify $M$ (locally) with the fibre $\{x\} \times \mathbb{R}^{n+1}$. This fibre carries the Euclidean metric, which we denote by $g^0$, as well as the pull-back of the Riemannian metric over $M$, which we denote by $g^x$. Now consider $[0, \infty) \times \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}$. For all $(t, x)$, we define the metric $g^{t,x}$ over the fibre $\{(t, x)\} \times \mathbb{R}^{n+1}$ by:

$$
g^{t,x}(y) = g^x(ty) = t^{-2}(\delta^x_t g^x)(y),
$$

where $\delta^x_t : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$ is the dilatation given by:

$$
\delta^x_t \cdot y = ty.
$$

In the sequel, we work with respect to an orthonormal basis, $e_1, ..., e_{n+1}$ of the fibre chosen such that $e_{n+1} = y$, where $y$ is the position vector. The summation convention will be used whenever indices are repeated, a semi-colon appearing as a subscript indicates covariant differentiation, and the subscript, $y$, represents contraction with the position vector, and not an index. Finally, here and throughout the sequel, we adopt the following conventions:

$$
R_{ijkl} = \langle \nabla_{\partial_i} \nabla_{\partial_j} \partial_k - \nabla_{\partial_j} \nabla_{\partial_i} \partial_k - \nabla_{[\partial_i, \partial_j]} \partial_k, \partial_l \rangle.
$$

and:

$$
\text{Ric}_{ij} = -\frac{1}{n} \sum_{k=1}^{n} R_{kikj} \quad \& \quad R = \frac{1}{(n + 1)} \sum_{k=1}^{n} \text{Ric}_{kk}.
$$

These conventions are chosen such that the Ricci and scalar curvatures of the unit sphere in Euclidean space are equal to $\delta_{ij}$ and 1 respectively. Denoting by $R_{ijkl}^x$ the Riemann curvature tensor of $M$ at the point $x$, using Jacobi fields, we readily obtain:

**Lemma 3.2**

For all $(t, x, y)$:

$$
g_{ij}^{t,x}(y) = \delta_{ij} + \frac{t^2}{3} R_{yijy}^x + \frac{t^3}{6} R_{yijy:y}^x + \frac{t^4}{20} R_{yijy:y}^x + \frac{2t^4}{45} R_{yijyp}^x R_{yjyp}^x + O(t^5).
$$

We denote by $R_{ijkl}^{t,x}$ the Riemann curvature tensor of the metric $g^{t,x}$, and we denote by $W_{ij}^{t,x}$ the contraction $R_{ijkl}^{t,x}$. We obtain:

**Lemma 3.3**

For all $(t, x, y)$:

$$
W_{ij}^{t,x}(y) = t^2 R_{yijy}^x + t^3 R_{yijy:y}^x + \frac{t^4}{2} R_{yijy:y}^x + \frac{t^4}{3} R_{yijyp}^x R_{yjyp}^x + O(t^5).
$$
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Let $S \subseteq \mathbb{R}^{n+1}$ be the unit sphere centred on the origin. For all $(t, x)$, we denote by $S^{t,x}$ the unit sphere in the fibre $\{(t, x)\} \times \mathbb{R}^{n+1}$ with respect to the metric $g^0$. $S^{t,x}$ is trivially identified with $S$. Moreover, by classical differential geometry, for sufficiently small $t$, the radial lines in $\{(t, x)\} \times \mathbb{R}^{n+1}$ are also unit speed minimising geodesics with respect to the metric $g^{t,x}$. Consequently, $S^{t,x}$ is also the geodesic sphere in the fibre of radius 1 with respect to the metric $g^{t,x}$, and, moreover, the unit length radial vector coincides with the unit normal vector over $S^{t,x}$ with respect to the metric $g^{t,x}$.

Let $II^{t,x}$ and $A^{t,x}$ be the second fundamental form and the shape operator respectively of $S^{t,x}$ with respect to $g^{t,x}$. It is more natural to work with 2-forms (such as $II^{t,x}$) than with linear maps (such as $A^{t,x}$), and since it is only necessary to work with the conjugacy class of $A^{t,x}$, here and in the sequel, we will identify it with:

$$A^{t,x} = [II]^{t,x},$$

where, for any bilinear form, $B^{t,x}$:

$$[B]_{ij}^{t,x} = (g^{t,x})^{-1/2}_{ip}B_{pq}(g^{t,x})^{-1/2}_{qj}.$$  

This is meaningful, since $g^{t,x}$ will always lie in a small neighbourhood of the identity where the reciprocal of the square root is smoothly defined.

**Lemma 3.4**

For all $(t, x)$, and at every point $y \in S$:

$$II^{t,x}_{ij}(y) = \delta_{ij} + \frac{2t^2}{3}R^x_{yiyj} + \frac{5t^3}{12}R^x_{yiyj:y} + \frac{3t^4}{20}R^x_{yiyj:y:y} + \frac{6t^4}{45}R^x_{yiyyp}R^x_{yjyp} + O(t^5).$$

**Proof:** If $X := X^n$ is a smoothly immersed hypersurface in an $(n+1)$-dimensional Riemannian manifold, $Y := Y^{n+1}$, if $N$ is the unit normal vector field over $X$ compatible with the orientations of $X$ and $Y$ and if $f : X \to \mathbb{R}$ is a smooth function such that $fN$ corresponds to an infinitesimal normal perturbation of $X$, then the first order variation of the pull back of the metric of $X$ under this perturbation is given by:

$$(Dfg)(U, V) = 2fII(U, V),$$

where $II$ is the second fundamental form of $X$. In the current context, this yields:

$$\partial_rg^{t,x}_{ij}(rX, rX)|_{r=1} = 2II^{t,x}(rX, rX).$$

The result now follows by substituting the formula obtained in Lemma 3.2 into the above relation. □

**Lemma 3.5**

For all $(t, x)$, and at every point $y \in S$:

$$A^{t,x}_{ij}(y) = \delta_{ij} + \frac{t^2}{3}R^x_{yiyj} + \frac{t^3}{4}R^x_{yiyj:y} + \frac{t^4}{10}R^x_{yiyj:y:y} - \frac{t^4}{45}R^x_{yiyyp}R^x_{yjyp} + O(t^5).$$
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**Proof:** This follows from Lemma 3.2 and Lemma 3.4, since $A^{t,x} = [II]^{t,x}$. □

For all $(t, x)$, let $\Gamma^k_{ij}(t, x)$ be the relative Christoffel Symbol of the Levi-Civita covariant derivative of $g^{t,x}$ with respect to that of $g^0$ (we suppress $(t, x)$ in this case to avoid excessively cumbersome notation). We are only interested in the diagonal elements of this tensor up to order 3 in $t$.

**Lemma 3.6**

For all $(t, x, y)$:

$$\Gamma^k_{ii}(y) = -\frac{2t^2}{3} R^x_{yiki} - \frac{t^3}{2} R^x_{yiki:y} + \frac{t^3}{12} R^x_{yiyi:k} + O(t^4).$$

**Proof:** This follows by the Kohzul formula and Lemma 3.2. □

We are interested in the $K$-curvature. Let $\text{Symm}(n)$ be the space of symmetric $n$-dimensional real matrices. We define $\hat{K} : \text{Symm}(n) \rightarrow \mathbb{R}$ by:

$$\hat{K}(A) = K(\lambda_1, ..., \lambda_n),$$

where $\lambda_1, ..., \lambda_n$ are the eigenvalues of $A$. In the sequel, we suppress the hat and write $K$ in place of $\hat{K}$, where no ambiguity arises. Since $K$ is homogeneous of order 1, we readily obtain:

**Proposition 3.7**

At the identity:

(i) $DK_{\text{Id}} = \frac{1}{n} \text{Id}$; and

(ii) $D^2K_{\text{Id}}(\cdot, \text{Id}) = 0$.

We now determine the $K$-curvature of $S^{t,x}$ with respect to $g^{t,x}$ for all $(t, x)$:

**Proposition 3.8**

For all $(t, x)$ and for all $y \in S$, the $K$-curvature of $S^{t,x}$ with respect to $g^{t,x}$ at the point $y$ is given by:

$$K^{t,x}(y) = 1 - \frac{t^2}{3} \text{Ric}^x_{yy} - \frac{t^3}{4} \text{Ric}^x_{yy:yy} - \frac{t^4}{10} \text{Ric}^x_{yy:yy:yy} - \frac{t^4}{45n} R^x_{ypyq} R^x_{ypyq} + \frac{t^4}{18} D^2K_{\text{Id}}(R^x_{yy:yy}, R^x_{yy:yy}) + O(t^5).$$

**Proof:** By definition, $\hat{K}^{t,x} = K(\hat{A}^{t,x})$, and the result then follows by Taylor's Theorem, Lemma 3.5 and Proposition 3.7. □
3.3 Forms Over Perturbed Spheres.

For $\varphi \in C^\infty(S)$, we define $S_{t,x,\varphi}$ to be the graph of $t^2 \varphi$ over $S_{t,x}$. We aim to calculate the $K$-curvature of $S_{t,x,\varphi}$ up to order 4 in $t$. We first determine the first derivative of the metric, the second fundamental form and the shape operator with respect to normal perturbations up to order 1 in $t$:

**Proposition 3.9**

For any $f \in C^\infty(S)$:

$$(D g \cdot f) = 2 f \delta_{ij} + O(t^2).$$

**Proof:** Up to order 2 in $t$, $g_{t,x}$ coincides with $g^0$, and thus, up to order 2 in $t$, the variation of the restriction of $g_{t,x}$ with respect to normal perturbations coincides with that of $g^0$. The result now follows by the classical differential geometry of the unit sphere in Euclidean space. □

In like manner, we obtain:

**Proposition 3.10**

For any $f \in C^\infty(S)$:

$$(D II \cdot f)_{ij} = \delta_{ij} f - f_{ij} + O(t^2).$$

Combining these relations yields:

**Proposition 3.11**

For any $f \in C^\infty(S)$:

$$(D A \cdot f)_{ij} = (-\delta_{ij} f - f_{ij}) + O(t^2).$$

**Proof:** This follows from Propositions 3.9 and 3.10 since $A = [II]$. □

We now determine the first and second derivatives of the curvature operator up to order 2 and order 0 respectively in $t$. We say that an operator $E$ is **even** if and only if it sends even functions to even functions.

**Proposition 3.12**

For any $f \in C^\infty(S)$:

$$DK \cdot f = -\frac{1}{n} (n + \Delta^0) f + t^2 E_1 \cdot f + O(t^3),$$

where $E$ is even.
**Proof:** Define the involution $I : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ by $I(x) = -x$. By Lemma 3.2:

$$I^* g^{t,x} = g^{t,x} + O(t^3).$$

For $f \in C^\infty(S^{t,x})$, let $K^{t,x,f}$ be the curvature with respect to $g^{t,x}$ of the graph of $f$ at the point over $x$. If $f$ is even, then, since $g^{t,x}$ is even up to order 2 in $t$, for all $s$:

$$K^{t,x,sf} \circ I = K^{t,x,sf} + O(st^3).$$

$$\Rightarrow \partial_s K^{t,x,sf} \circ I |_{s=0} = \partial_s K^{t,x,sf} |_{s=0} + O(t^3)$$

$$\Rightarrow (DK \cdot f) \circ I = DK \cdot f + O(t^3).$$

We conclude that $DK$ is even up to order 2 in $t$. The explicit expansion of $DK$ up to order 1 in $t$ follows immediately from Propositions 3.7 and 3.11, and this completes the proof. □

**Proposition 3.13**

For any $f \in C^\infty(S)$:

$$D^2 K(f,f) = E_2(f,f) + O(t),$$

where $E_2$ is even.

**Proof:** Taking $t = 0$, we see that the second derivative of the $K$-curvature up to order 0 in $t$ coincides with the second derivative of the $K$-curvature of the unit sphere in Euclidean space. Trivially this is invariant under the action of $O(n)$, and, in particular, is even. This completes the proof. □

This allows us to determine the shape operator of $S^{t,x,\varphi}$. We first work up to order 3 in $t$. For $y \in S^{t,x} = S$, we denote by $A^{t,x,\varphi}$ the shape operator of $S^{t,x,\varphi}$ at the point over $y$. We obtain:

**Proposition 3.14**

For all $(t, x, \varphi)$, and for all $y \in S$:

$$A^{t,x,\varphi}(y) = \delta_{ij} + t^2 \left( \frac{1}{3} R_{yiyj}^x - \delta_{ij} \varphi - \varphi_{ij} \right) + \frac{t^3}{4} R_{yiyj:y}^x + O(t^4).$$

For $y \in S^{t,x} = S$, we denote by $K^{t,x,\varphi}$ the $K$-curvature of $S^{t,x,\varphi}$ at the point over $y$. We obtain:

**Proposition 3.15**

For all $(t, x, \varphi)$ and for all $y \in S$:

$$K^{t,x,\varphi}(y) = 1 - t^2 \left( \frac{1}{3} \text{Ric}_{yy}^x + \frac{1}{n}(n+\Delta^0)\varphi \right) - \frac{t^3}{4} \text{Ric}_{yy:y}^x + O(t^4).$$

Finally, we denote by $K^{t,x,\varphi}_4$ the fourth order coefficient of the asymptotic expansion for $K^{t,x,\varphi}$. We do not require an explicit formula for $K^{t,x,\varphi}_4$. The following result suffices:

**Proposition 3.16**

Suppose that $\varphi = \varphi_0 + O(t)$. If $\varphi_0$ is an even function, then so is $K^{t,x,\varphi}_4$. 
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Proof: By Propositions 3.8, 3.12 and 3.13:

\[ K_{4,t,x,\varphi} = -\frac{1}{10}\text{Ric}_{y;y,yy}^x - \frac{1}{45n}R_{yppyq}^xR_{yppyq}^x + \frac{1}{18}D^2K_{1d}(R_{y-y}^x, R_{y-y}^x) + E_1(\varphi) + \frac{1}{2}E_2(\varphi, \varphi). \]

The result now follows. □

Finally, let \( N_{t,x,\varphi} \) be the unit normal vector field over \( S_{t,x,\varphi} \). The following result will be of use in the sequel:

**Proposition 3.17**

For all \((t, x, \varphi)\) and for all \( y \in S \):

\[ N_{t,x,\varphi}(y) = y - t^2\nabla^S\varphi + O(t^3), \]

where \( \nabla^S \) is the gradient operator over \( S_{t,x} \).

**Remark:** Observe, in particular, that:

\[ \nabla^S\varphi = \nabla\varphi - (\nabla\varphi, y)y. \]

**Proof:** We define \( i_{t,x,\varphi} \) by:

\[ i_{t,x,\varphi}(y) = (1 + t^2\varphi(y))y, \]

and we readily show that for any \( X \) tangent to \( S_{t,x} \):

\[ g_{t,x}(i_{t,x,\varphi} X, N_{t,x,\varphi}) = O(t^3). \]

The result follows. □

### 3.4 Existence.

Using the asymptotic series obtained in the preceding two sections, we now proceed to the proof of Theorem I. We recall from Section 2 that, for all \( k \), \( \Pi_k : L^2(S) \to H_k \) is the orthogonal projection onto the \( k \)'th order spherical harmonics.

**Proposition 3.18**

For all \( x \):

\[ \Pi_1(\text{Ric}_{y;y}^x) = \frac{2(n+1)}{(n+3)}(\nabla R)^x_y. \]

**Proof:** For all \( p \), by Lemma 2.4:

\[ \int_{S^n} \text{Ric}_{y;y}^x x_p d\text{Vol} = \text{Ric}_{i;k}^x \int_{S^n} x_i x_j x_k x_p d\text{Vol} = \frac{2\Omega_n}{(n+1)(n+3)}((n+1)(\nabla R)^x_p + 2R_{i;p;i}). \]

Applying the Second Bianchi Identity therefore yields:

\[ \int_{S^n} \text{Ric}_{y;y}^x x_p d\text{Vol} = \frac{2\Omega_n}{(n+3)}(\nabla R)^x_p. \]
However, by Lemma 2.4:
\[
\int_{S^n} x_p x_q d\text{Vol} = \frac{\Omega_n}{(n+1)} \delta_{pq}.
\]
The result follows. □

Define \(i^{t,x,\phi} : S \to M\) by:
\[
i^{t,x,\phi} = \Phi_x(t(1 + t^2 \phi(y))y).
\]
The mapping \(i^{t,x,\phi}\) is a parametrisation of \(S^{t,x,\phi}\), now viewed as a submanifold of \(M\).

Observe that the \(K\)-curvature of this immersed submanifold is equal to \(t^{-1} K^{t,x,\phi}\). For \(f \in C^\infty(M)\), we consider the mapping \(F : M \times C^\infty(S) \times [0, \infty[ \to C^\infty(S)\) given by:
\[
F^{t,x,\phi}(y) = 1 + t^2 (f \circ i^{t,x,\phi})(y).
\]

Taylor’s Theorem readily yields:
\[
\begin{align*}
F^{t,x,\phi}(y) & = 1 + t^2 f^x + t^3 f^x_{3y} + \frac{1}{2} t^4 f^x_{3y3y} + O(t^5).
\end{align*}
\]

Following [27], we obtain:

**Proposition 3.19**

For all \((t, x, y)\):
\[
F^{t,x,\phi}(y) = 1 + t^2 f^x + t^3 f^x_{3y} + \frac{1}{2} t^4 f^x_{3y3y} + O(t^5).
\]

Following [27], we obtain:

**Proposition 3.20**

Let \(f \in C^\infty(M)\) be smooth. For all \(x\), there exist unique functions \(\varphi_{0,x}, \varphi_{1,x} \in H^1\) such that:
\[
\begin{align*}
\frac{1}{n}(n + \Delta^0) \varphi_{0,x} & = -\frac{1}{3} \text{Ric}_{yy}^x - f^x, \\
\frac{1}{n}(n + \Delta^0) \varphi_{1,x} & = -\frac{1}{4} \text{Ric}_{yy3y}^x + \frac{(n+1)}{2(n+3)} R^x_{3y}.
\end{align*}
\]

Moreover, \(\varphi_{0,x}\) and \(\varphi_{1,x}\) are even and odd respectively.

**Proof:** Since the right hand side of the first line is an even function, it is an element of \(H^1\). Likewise, by Proposition 3.18, the right hand side of the second line is also an element of \(H^1\). However, the restriction of \((n + \Delta^0)\) to \(H^1\) is invertible, and the first result follows. Since \((n + \Delta^0)\) preserves the spaces of even and odd functions, so does its inverse, and it follows that \(\varphi_{0,x}\) and \(\varphi_{1,x}\) are even and odd respectively. This completes the proof. □

We thus consider the mapping \(\Psi : M \times H^1 \times [0, \infty[ \to C^\infty(S)\) given by:
\[
\Psi(t, x, \phi) = \frac{1}{t^3} (K^{t,x,\phi} - F^{t,x,\phi}),
\]
where:
\[
\dot{\phi} = \varphi_{0,x} + t(\varphi_{1,x} + \phi).
\]

The function \(t^3 \Psi\) is trivially smooth. Observe, moreover, that, by Propositions 3.15 and 3.19, and by definition of \(\varphi_{0,x}\) and \(\varphi_{1,x}\), \(t^3 \Psi = O(t^3)\), and we deduce that \(\Psi\) extends to a smooth function at \(t = 0\) such that:
\[
\Psi(0, 0, 0) = -\frac{(n+1)}{2(n+3)} R^0_{3y} - f^0_{3y}.
\]
Let $D_t \Psi$, $D_x \Psi$ and $D_\varphi \Psi$ be the partial derivatives of $\Psi$ with respect to the first second and third variables respectively. We readily obtain:

**Proposition 3.21**

At $(0,0,0)$:

\begin{align*}
D_x \Psi \cdot V &= -\frac{(n+1)}{2(n+3)} R^0_{;y} - f_{;y}, \\
D_x \Psi \cdot g &= -\frac{1}{n} \left( n + \Delta^0 \right) g, \\
D_t \Psi \cdot \partial_t &= \psi,
\end{align*}

where $\psi$ is an even function.

**Proof:** The first formulae are trivial. The third formula follows from Propositions 3.15, 3.16 and 3.19, bearing in mind that $\varphi_{0,x}$ is even. □

**Proposition 3.22**

If the Hessian of $R_f := R + 2(n+3)/(n+1)f$ is non-degenerate, then there exists a unique smooth family $(\varphi_t, x_t)$ such that $(\varphi_0, x_0) = (0,0)$, and:

\[ \Psi(t, x_t, \varphi_t) = -\frac{(n+1)}{2(n+3)} R^0_{;y} - f^0_{;y}. \]

Moreover, $x(t) = O(t^2)$.

**Proof:** By Proposition 3.21, at $(0,0,0)$, $D_x \Psi \oplus D_\varphi \Psi : T_p M \oplus H^1_+ \to L^2(S)$ is a Banach-Space isomorphism. The result now follows by the Implicit Function Theorem for Banach spaces. Define $\Gamma \subseteq M \times H^1_+ \times [0, \infty[$ by:

\[ \Gamma = \left\{ (x, \varphi, t) \mid \Psi(x, \varphi, t) = -\frac{(n+1)}{2(n+3)} R^0_{;y} - f^0_{;y} \right\}. \]

Then $\Gamma$ is a smooth 1-dimensional submanifold, and $t \mapsto (x_t, \varphi_t, t)$ is a parametrisation of $\Gamma$ near $(0,0,0)$. Since $D_t \Psi$ is an even function, it is an element of $H^1_+$, and so there exists $f \in H^1_+$ such that:

\[ D\Psi \cdot (0, f, \partial_t) = 0. \]

The vector $(0, f, \partial_t)$ is therefore tangent to $\Gamma$ at $(0,0,0)$, and since its first component vanishes, $x'(0) = 0$, and the second assertion now follows. □

Theorem I now follows:

**Proof of Theorem I:** This follows immediately from Proposition 3.22. □

In addition, the uniqueness part of the Implicit Function Theorem for Banach Spaces immediately yields:

**Corollary 3.23**

There exists $k, \alpha, \epsilon > 0$ such that, if $\Psi(t, x, \varphi) = 0$, $d(x, p) < \epsilon$, $t < \epsilon$ and:

\[ \| (t^2 \varphi_{0,x} + t^3 \varphi_{1,x}) - \varphi \|_{C^{k, \alpha}} \leq \epsilon^4, \]

then $\varphi$ is one of Ye’s spheres.
4 - The Signature of The Hypersurfaces.

4.1 Overview.

We determine the signature of the hypersurfaces constructed in Section 3. Let \( K \) be a curvature function, let \( f \in C^\infty(M) \) be a smooth function, and let \( \Sigma \subseteq M \) be a compact immersed hypersurface of prescribed \( K \)-curvature equal to \( f \). Let \( JK \) be the Jacobi Operator of \( K \) over \( \Sigma \). The Jacobi Operator of the pair \((K,f)\) over \( \Sigma \) is defined by:

\[
J(K,f) : C^\infty(\Sigma) \to C^\infty(\Sigma); \psi \mapsto JK \cdot \psi - \langle N, \nabla f \rangle \psi,
\]

where \( N \) is the unit normal vector field over \( \Sigma \) compatible with the orientation of \( \Sigma \). As discussed in [16], the spectrum of \( J(K,f) \) is discrete and its real eigenvalues are bounded below. We say that \( \Sigma \) is non-degenerate if and only if \( J(K,f) \) is non-degenerate, and, in this case, we define the signature of \( \Sigma \), which we denote by \( \text{Sgn}(\Sigma) \), by:

\[
\text{Sgn}(\Sigma) = \text{Sgn}(J(K,f)) = (-1)^{\text{Mult}(J(K,f))},
\]

where \( \text{Mult}(J(K,f)) \) is the number of strictly negative real eigenvalues of \( J(K,f) \) counted with multiplicity. We show:

**Theorem II, Signature**

Let \( M := M^{n+1} \) be an \((n+1)\)-dimensional Riemannian manifold. Let \( R \) be the scalar curvature function of \( M \) and let \( f \in C^\infty(M) \) be a smooth function such that \( R_f := R + 2(n+3)/(n+1)f \) is a Morse Function. Let \( p \in M \) be a critical point of \( R_f \) and let \((p_t, \varphi_t)_{t \in [0, \epsilon]} \) be the family of Ye’s spheres about \( p \). Then, for sufficiently small \( t \), \( \Sigma_t := (t, p_t, \varphi_t) \) is non-degenerate, and its signature is given by:

\[
\text{Sgn}(\Sigma_t) = -(-1)^{n+1}\text{Sgn}(\text{Hess}(R_f)(p)).
\]

4.2 Perturbation Theory of Eigenvalues.

We consider a family, \((\Sigma_t)_{t \in [0, \epsilon]} = (p_t, \varphi_t)_{t \in [0, \epsilon]} \) of Ye’s spheres about a critical point, \( p \), of the function \( R_f \). We first review the basic perturbation theory we will require to determine the signatures of the \((\Sigma_t)_{t \in [0, \epsilon]} \). For all \( t \), we define the operator \( J_t \) on \( C^\infty(\Sigma_t) \) by:

\[
J_t = t^2 J(K, t^{-1}(1 + t^2 f)).
\]

\( J_t \) is \( t^2 \) times the Jacobi operator of \((K, t^{-1}(1+t^2 f))\) over \( \Sigma_t \). Bearing in mind the notation of Section 3. We define \( F^{t,p_t} \) by:

\[
F^{t,p_t}(y) = 1 + t^2 f \circ \Phi(p_t, ty).
\]

Then, for all \( t \), \( J_t \) is also the Jacobi operator of the \( K \)-curvature of \((S^{t,p_t}, \varphi_t, F^{t,p_t})\) with respect to the metric \( g^{t,p_t} \). In particular, it is a smooth function of \( t \). In the sequel, we
need to consider the asymptotic expansion of $J_t$ up to order 4 in $t$. We define the operators $A_0, ..., A_4$ as follows:

$$J_t = A_0 + A_1 t + A_2 t^2 + A_3 t^3 + A_4 t^4 + O(t^5).$$

We will see presently that:

(i) $A_0$ is self-adjoint, $\text{Ker}(A_0) = H_1$, and the $A_0$ defines an isomorphism of $H_1^\perp$ onto itself;

(ii) $A_1 = 0$;

(iii) $A_2 \cdot H_1 \subseteq H_1^\perp$; and

(iv) $A_3 \cdot H_1 \subseteq H_1^\perp$.

This information yields a formula for the perturbation up to order 4 in $t$ of the restriction of $J_t$ to the null eigenspace $H_1$. As in [10] (but see also [16]), there exist smooth families, $(E_t)_{t \in [0, \epsilon]}$ and $(F_t)_{t \in [0, \epsilon]}$ of subspaces of $L^2(S)$ such that:

(i) $E_0 = H_1$ and $F_0 = H_1^\perp$; and

(ii) for all $t$, $J_t$ preserves $E_t$ and $F_t$.

In particular, since $(E_t)_{t \in [0, \epsilon]}$ and $(F_t)_{t \in [0, \infty]}$ are continuous, we may assume that for all $t$:

$$L^2(S) = E_t \oplus F_t.$$ 

The eigenvalues of the restriction of $J_t$ to $E_t$ are thus the perturbations of the degenerate eigenvalue $l_1 = 0$ of $J_0 = A_0 = -\frac{1}{n}(\Delta^0 + n)$ (c.f. [10]). Recall that $H_1$ is $(n+1)$-dimensional. Let $(v_1^t, ..., v_{n+1}^t)_{t \in [0, \epsilon]}$ be a smooth family such that, for all $t$, $(v_1^t, ..., v_{n+1}^t)$ constitutes an orthonormal basis for $E_t$ with respect to the $L^2$ metric. For all $1 \leq i \leq (n+1)$, we denote:

$$v_i^t = v_i^0 + tv_i^1 + t^2v_i^2 + t^3v_i^3 + t^4v_i^4 + O(t^5).$$

We may assume that $v_i^1 \in H_1^\perp$ for all $1 \leq i \leq (n+1)$. For all $1 \leq i, j \leq (n+1)$, denote:

$$a_{ij}^t = \langle J_t v_i^t, v_j^t \rangle.$$ 

We denote:

$$a_{ij}^t = a_{0ij}^t + ta_{1ij}^t + t^2a_{2ij}^t + t^3a_{3ij}^t + t^4a_{4ij}^t + O(t^5).$$

**Proposition 4.1**

For all $1 \leq i, j \leq (n+1)$:

$$a_{0ij}^t = a_{1ij}^t = a_{2ij}^t = a_{3ij}^t = 0,$$

and:

$$a_{4ij}^t = \langle A_4 v_0^i, v_0^j \rangle + \langle A_2 v_2^i, v_0^j \rangle,$$

where, for all $i$:

$$A_0 v_2^i = A_2 v_0^i.$$
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Remark: Since $A_2 \cdot H_1 \subseteq H_1^\perp$, we only need to know $v_2^i$ modulo $H_1$.

Proof: We begin by determining $v_i^t$ up to order 2 in $t$. Let $(u_t)_{t \in [0, \epsilon]}$ be a smooth family of elements of $F_t$. Since $J_t$ preserves $E_t$ and $F_t$, for all $i, t$:

$$\langle u_t, J_t v_i^t \rangle = 0.$$  

Denote $u_t = u_0 + t u_1 + t^2 u_2 + O(t^3)$. Expanding the above relation yields, for all $k \geq 0$:

$$\sum_{a+b+c=k} \langle u_a, A_b v_c^i \rangle = 0.$$  

Since $A_1 = 0$, and since the restriction of $A_0$ to $E_0 = H_1$ vanishes, taking $k = 1$ yields:

$$u_0(A_0 v_1^i) = 0.$$  

Thus, since $u_0 \in E_0^\perp$ is arbitrary:

$$A_0 v_1^i \in E_0.$$  

However, by hypotheses, $\text{Im}(A_0) \subseteq E_0^\perp$, and so $A_0 v_1^i \in E_0^\perp \cap E_0$. Thus $A_0 v_1^i = 0$. Moreover, by hypothesis, $v_1^i \in E_0^\perp$, and so, since the restriction of $A_0$ to $E_0^\perp$ is injective, $v_1^i = 0$ for all $i$. Taking $k = 2$ now yields:

$$u_2(A_0 v_0^i) + u_0(A_2 v_0^i) + u_0(A_0 v_2^i) = 0.$$  

As before, $A_0 v_0^i = 0$, and so:

$$u_0(A_2 v_0^i + A_0 v_2^i) = 0.$$  

Since $A_2 v_0^i \in E_1^\perp$, and $A_0 v_2^i \in \text{Im}(A_0) = E_0^\perp$, and since $u_0 \in E_1^\perp$ is arbitrary:

$$A_2 v_0^i + A_0 v_2^i = 0.$$  

This yields a satisfactory expansion for $v$ up to order 2 in $t$.

Expanding the relation $\langle J_t v_i^t, v_j^t \rangle = a_{ij}^t$ yields, for all $k$:

$$a_{ij}^k = \sum_{(a,b,c) \in I_k^0} \langle A_a v_b^i, v_c^j \rangle,$$  

where, for all $k$:

$$I_k^0 = \{(a, b, c) \mid a, b, c \geq 0, a + b + c = k\}.$$  

Let $I_k$ be the set of all triplets in $(a, b, c) \in I_k^0$ such that:

$$\langle A_a v_b^i, v_c^j \rangle \neq 0.$$  

Trivially, for all $1 \leq i, j \leq (n + 1)$ and for all $k$:

$$a_{ij}^k = \sum_{(a,b,c) \in I_k} \langle A_a v_b^i, v_c^j \rangle,$$  
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Since $A_1 = 0$ and $v_i^i = 0$ for all $i$, $I_k \subseteq I_k^1$, where:

$$I_k^1 = \{(a, b, c) \in I_k^0 \mid a, b, c \neq 1\}.$$

Since $A_0$ is self-adjoint and since its restriction to $E_0$ vanishes, $I_k \subseteq I_k^2$, where:

$$I_k^2 = \{(a, b, c) \in I_k^1 \mid a + b > 0 \& a + c > 0\}.$$

Finally, since $A_2E_0, A_3E_0 \in E_0^\perp$, $I_k \subseteq I_k^3$, where:

$$I_k^3 = I_k^2 \setminus \{(2, 0, 0), (3, 0, 0)\}.$$

Thus:

$$I_0 = I_1 = I_2 = I_3 = \emptyset,$$

and:

$$I_4 = \{(4, 0, 0), (2, 2, 0), (2, 0, 2), (0, 2, 2)\}.$$

Thus, for all $1 \leq i, j \leq (n + 1)$:

$$a_{ij}^0 = a_{ij}^1 = a_{ij}^2 = a_{ij}^3 = 0,$$

and:

$$a_{ij}^4 = \langle A_4 v_i^0, v_j^0 \rangle + \langle A_3 v_i^1, v_j^1 \rangle + \langle A_2 v_i^2, v_j^2 \rangle + \langle A_0 v_i^3, v_j^3 \rangle.$$

Since $A_2v_0^i + A_0v_2^i = 0$:

$$a_{ij}^4 = \langle A_4 v_i^0, v_j^0 \rangle + \langle A_2 v_i^2, v_j^2 \rangle.$$

This completes the proof. □

4.3 Coefficients up to Order 2.

We recall that, for all $t$, $J_t$ is the Jacobi Operator of $(S^{t,x,\varphi}, F^{t,x})$ with respect to the metric $g^{t,x}$. This allows us to readily determine $A_0$ and $A_1$:

**Proposition 4.2**

(i) $A_0 = -\frac{1}{n}(\Delta_0 + n)$; and

(ii) $A_1 = 0$.

**Proof:** Up to order 1 in $t$, $g^{t,x}$ coincides with the Euclidean metric $g^0$. Likewise, up to order 1 in $t$, the sphere $S^{t,x,\varphi}$ coincides with the sphere of unit radius. Finally, up to order 2 in $t$, $F$ is constant. Thus, up to order 1 in $t$:

$$J_t = -\frac{1}{n}(\Delta_0 + n) + O(t^2).$$

The result now follows. □

In order to determine the second order term, it is useful to explicitly determine $\varphi$ up to order 2 in $t$. Bearing in mind the notation of Proposition 3.20:

**Proposition 4.3**

For all $x$ and for all $y \in S$:

$$\varphi_{0,x}(y) = \frac{n}{3(n + 2)}\text{Ric}^{x}_{yy} - \frac{2(n + 1)}{3(n + 2)}R^{x} - f^{x}.$$
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Proof: Trivially:

\[-\frac{1}{3} \text{Ric}_y^x - f^x = -\frac{1}{3} (\text{Ric}_y^x - R^x) - \left(\frac{1}{3} R^x + f^x\right)\]

where:

\((\text{Ric}_y^x - R^x) \in H_2, \quad \frac{1}{3} R^x + f^x \in H_0.\)

Since \(H_0\) and \(H_2\) are eigenspaces of \(\frac{1}{n}(\Delta^0 + n)\), the result now follows by dividing each term by its corresponding eigenvalue. □

We will see that it suffices to know the action of \(A_2\) on \(H_1\):

**Proposition 4.4**

If \(\psi \in H_1\), then:

\[A_2 \psi = -\frac{4(n + 3)}{3(n + 2)} \Pi_3 (\text{Ric}_y^x \psi).\]

Proof: By Lemma 3.2:

\[g_{ij}^{t,x,\varphi} = \delta_{ij} + t^2 \left(\frac{1}{3} R_{yij}^x + 2 \varphi \delta_{ij}\right) + O(t^3).\]

By Lemma 3.3:

\[W_{ij}^{t,x,\varphi} = t^2 R_{yij}^x + O(t^3).\]

By Lemma 3.4 and Proposition 3.10:

\[II_{ij}^{t,x,\varphi} = \delta_{ij} + t^2 \left(\frac{2}{3} R_{yij}^x + \varphi \delta_{ij} - \varphi_{ij}\right) + O(t^3).\]

Thus:

\[[W_{ij}^{t,x,\varphi} - (A_{ij}^{t,x,\varphi})^2] = -\delta_{ij} + t^2 \left(\frac{1}{3} R_{yij}^x + 2 \varphi \delta_{ij} + 2 \varphi_{ij}\right) + O(t^3).\]

Thus, by Propositions 3.7 and 3.20:

\[DK_{A_{ij}^{t,x,\varphi}} ([W_{ij}^{t,x,\varphi} - (A_{ij}^{t,x,\varphi})^2] \psi = -\psi + t^2(-\frac{1}{3} \text{Ric}_y^x + \frac{2}{n}(n + \Delta^0) \varphi)\psi + O(t^3)\]

\[= -\psi - t^2 \text{Ric}_y^x - 2t^2 f^x \psi + O(t^3).\]

We now calculate the Hessian of \(\psi\). We extend \(\psi \in H_1\) to an homogeneous function of order 1, \(\hat{\psi} \in \hat{H}_1\). Observe that the restriction of \(\hat{\psi}\) to \(S_{t,x}^t\) at the point over \(y \in S_{t,x}^t\) is equal to \((1 + t^2 \varphi(y))\psi(y)\). Let \(N_{t,x,\varphi}\) be the outward pointing unit normal over \(S_{t,x}^t\) with respect to the metric \(g_{t,x,\varphi}\). By Proposition 3.17, expressing \(N_{t,x,\varphi}\) with respect to its tangential and normal components, we obtain:

\[N_{t,x,\varphi} = (-t^2 \nabla^S \varphi, 1) + O(t^3),\]
where $\nabla^S$ is the gradient operator of $S$. Thus:
\[
\langle \nabla \hat{\psi}, N^{t,x,\varphi} \rangle = \psi - t^2 \langle \nabla^S \varphi, \nabla^S \hat{\psi} \rangle + O(t^3).
\]

Let $\text{Hess}^0$ and $\text{Hess}^{t,x}$ be the Hessian operators of $g^0$ and $g^{t,x}$ respectively. Trivially:
\[
\text{Hess}^0(\hat{\psi})_{ii} = 0.
\]

By Lemma 3.6, the diagonal elements of $\text{Hess}^{t,x}(\hat{\psi})$ are therefore:
\[
\text{Hess}^{x}(\hat{\psi})_{ii} = \frac{2t^2}{3} R_{yi}^x \psi_k + O(t^3).
\]

Thus, by Lemma 2.1, the diagonal elements of the Hessian of the restriction of $\hat{\psi}$ to $S^{t,x,\varphi}$ are:
\[
\hat{\psi}_{ii} = \frac{2t^2}{3} R_{yi}^x \psi_k - (\psi - t^2 \langle \nabla^S \varphi, \nabla^S \hat{\psi} \rangle) II_{ii}^{t,x,\varphi} + O(t^3).
\]

By definition, up to order 2 in $t$:
\[
DK_{A^{t,x,\varphi}}(A^{t,x,\varphi}) = K(A^{t,x,\varphi}) = 1 + t^2 f^x + O(t^3).
\]

Thus, bearing in mind that, over $S^{t,x,\varphi}$, $\hat{\psi} = (1 + t^2 \varphi)\psi$, this yields:
\[
(1 + t^2 \varphi)DK_{A^{t,x,\varphi}}([\text{Hess}(\psi)]_{ii}) = -(\psi - t^2 \langle \nabla^S \varphi, \nabla^S \hat{\psi} \rangle) DK_{A^{t,x,\varphi}}(A^{t,x,\varphi})
\]
\[
+ t^2 \left(-\frac{2}{3} R_{yki}^x \psi_k - \frac{1}{n} (\Delta^S \varphi) \psi - \frac{2}{n} \varphi_i \psi_k \right) + O(t^3)
\]
\[
= -\psi - t^2 \left(\frac{2}{3} R_{yki}^x \psi_k + f^x \psi + \frac{1}{n} (\Delta^S \varphi) \right.
\]
\[
\left. - \left(\frac{n-2}{n} \langle \nabla^S \varphi, \nabla^S \hat{\psi} \rangle \right) + O(t^3) \right).
\]

Thus, bearing in mind Proposition 4.3 and the fact that $f$ is constant up to order 2 in $t$:
\[
\frac{\partial}{\partial t} \psi = t^2 \left(-\frac{4}{3} R_{yki}^x \psi + \frac{2}{3} R_{yki}^x \psi_k - 2(\varphi + f^x) \psi - \frac{(n-2)}{n} \langle \nabla^S \varphi, \nabla^S \hat{\psi} \rangle \right) + O(t^3)
\]
\[
= t^2 \left(\frac{4}{3(n+2)} R_{yki}^x \psi + \frac{8}{3(n+2)} R_{yki}^x \psi_k + \frac{4(n+1)}{3(n+2)} R_{yki}^x \psi \right) + O(t^3).
\]

Observe that the second order term is the restriction to $S$ of a polynomial function of order 3. Thus, by Lemma 2.3:
\[
\frac{\partial}{\partial t} \psi + O(t^3) \in H_1 \oplus H_3.
\]

However, by Lemma 2.4:
\[
\int_S R_{yki}^x \psi_x x_j d\text{Vol} = \frac{\Omega_n}{(n+1)(n+3)} R_{yki}^x \psi_k \left(\delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right)
\]
\[
= \frac{\Omega_n}{(n+3)} R^x \psi_l + \frac{2\Omega_n}{(n+1)(n+3)} R_{yki}^x \psi_k.
\]

Moreover, by Lemma 2.4 again:
\[
\int_S x_i x_j d\text{Vol} = \frac{\Omega_n}{(n+1)} \delta_{ij}.
\]

Thus:
\[
\Pi_1(\text{Ric}_{yki}^x \psi) = \frac{(n+1)}{(n+3)} R^x \psi + \frac{2}{(n+3)} \text{Ric}_{yki}^x \psi_k.
\]

Consequently:
\[
\frac{\partial}{\partial t} \psi = -\frac{4(n+3)}{3(n+2)} \text{Ric}_{yki}^x \psi + \frac{4(n+3)}{3(n+2)} \Pi_1(\text{Ric}_{yki}^x \psi)
\]
\[
= -\frac{4(n+3)}{3(n+2)} \Pi_3(\text{Ric}_{yki}^x \psi).
\]

This completes the proof. □
4.4 Coefficients up to Order 4.

We use a straightforward geometric argument to bypass explicitly calculating the fourth order perturbation of the Jacobi Operator. We proceed as follows: let \( p \in M \) be a critical point of \( R_f = R + \frac{2(n+3)}{(n+1)^2} f \), let \( V \) be a unit vector at \( p \), let \( s \mapsto p_s \) be the unit speed geodesic leaving \( p \) in the direction of \( V \) and let \( (p_{s,t}, \varphi_{s,t})_{t \in [0,\epsilon]} \) be the family of Ye’s spheres constructed about the point \( p_s \). For two points \( p, q \in M \) sufficiently close, let \( \tau_{q,p} \) be the parallel transport from \( p \) to \( q \) along the unique minimising geodesic joining \( p \) to \( q \).

We denote:

\[
\Psi_{s,t}(y) = (\tau_{p_{s,t},p_s} \circ \tau_{p_s,p})(y).
\]

Throughout the rest of this section, we identify \( \varphi_{s,t} \) with the composition \( \varphi_{s,t} \circ \Psi_{s,t} \). For all \((s,t)\), define \( i_{s,t} : S \to M \) by:

\[
i_{s,t} = \text{Exp}_{p_{s,t}}(t(1 + t^2 \varphi_{s,t})(y) \cdot \Psi_{s,t}(y)),
\]

and for all \((s,t)\) and for all \( y \in S \), let \( K_{s,t}(y) \) be the \( K \) curvature of \( \Sigma_{s,t} := (i_{s,t}, S) \) at the point \( i_{s,t}(y) \). We define:

\[
F_{s,t} = t^{-1}(1 + t^2 (f \circ i_{s,t})(y)),
\]

and we define:

\[
\hat{K}_{s,t}(y) = t(K_{s,t}(y) - F_{s,t}(y)).
\]

By construction:

\[
\hat{K}_{s,t}(y) = -t^3 \frac{(n+1)}{2(n+3)} \nabla^2 R_f \circ \tau_{p_s,p}(y)
= -st^3 \frac{(n+1)}{2(n+3)} \nabla^2 R_f(y,V) + O(s^2t^3).
\]

For all \( s, t \) sufficiently small, we denote, for \( y \in T_p M \):

\[
j_{s,t}(y) = i_{s,t}(y).
\]

We aim to calculate the infinitesimal variation of \( j_{s,t} \) with respect to \( s \) up to order 3 in \( t \). We denote this by \( \xi_t \):

\[
\xi_t(y) = \partial_s j_{s,t}(y)|_{s=0}.
\]

We introduce some notation. For \( p \in M, \ X \in T_p M \), we denote:

\[
p + X := \text{Exp}_p(X).
\]

Likewise, for \( X, Y \in T_p M \), we denote:

\[
(p + X) + Y := (p + X) + \tau_{p+X,p}(Y).
\]

Finally, for \( p, q \in M \), and for any quantity, \( C \), we denote:

\[
p = q \mod C,
\]

if and only \( d(p, q) = O(C) \).
Since \((p + X) + Y\) and \(p + (X + Y)\) are smooth functions of \(p\), \(X\) and \(Y\) which coincide when one of \(X\) or \(Y\) vanishes:

\[ (p + X) + Y = p + (X + Y) \mod O(\|X\|\|Y\|). \]

In particular, denoting \(q = p + X\), this immediately yields:

\[ q + \tau_{q,p}Y = p + Y \mod d(p,q) \]

Moreover, using Jacobi fields, we readily obtain:

\[ (p + X) + Y = (p + Y) + (X + \frac{1}{2}R_{YX}Y) \mod O(\|X\|^2) + O(\|X\|\|Y\|^3). \]

Now denote:

\[ j_{s,t}^1(y) = (\text{Exp}_{p_{st,t}} \circ \Psi_{st,t})(ty), \]

so that, in particular:

\[ j_{s,t}(y) = j_{s,t}^1((1 + t^2 \varphi_{s,t}(y))y). \]

**Proposition 4.5**

There exists a vector \(V' \in T_pM\) such that, up to order 3 in \(t\):

\[
 \partial_s j_{s,t}^1(y)|_{s=0} = (\tau_{p_{s,t} + ty,p_{s,t}})(tV + t^3V' + \frac{1}{2}t^3R_{tV}V) + O(t^4).
\]

**Proof:** For all \(s\) let \(c_s : \mathbb{R} \to T_{p_s}M\) be such that, for all \(t\):

\[ p_{s,t} = p_s + c_s(t). \]

By construction (c.f. Theorem I), for all \(s\):

\[ c_s(0) = c_s'(0) = 0. \]

We define the vector field \(U\) such that, for all \(s\), \(U_s = 2c_s''(0)\). Then, modulo \(O(st^4) + O(s^2t^2)\):

\[
 c_{st}(t) = \tau_{p_{st,p}}(c_p(t) + st^3\nabla_V U) \\
 \Rightarrow \quad p_{st,t} = p_{st} + \tau_{p_{st,p}}(c_p(t) + st^3\nabla_V U) \\
 = (p + stV) + (c_p(t) + st^3\nabla_V U) \\
 = (p + (c_p(t) + st^3\nabla_V U)) + (stV + \frac{1}{2}stR_{c_p(t)}c_p(t)) \\
 = (p + (c_p(t) + st^3\nabla_V U)) + stV.
\]

However, modulo \(O(st^4) + O(s^2t^2)\):

\[
 (p + (c_p(t) + st^3\nabla_V U)) = (p + c_p(t)) + st^3\nabla_V U \\
 = p_{0,t} + st^3\tau_{p_{0,t},p}\nabla_V U.
\]
Moreover, consider the function $\Psi_{s,t}$ given by:

$$\Psi_{s,t} = \tau_{p,p_0,t} \circ \tau_{p_0, t, p_2} \circ \tau_{p_2, t, p_3} \circ \tau_{p_3, t, p_4},$$

where:

$$p^{1}_{s,t} = p + (c_p(t) + s\nabla_U U)$$

$$p^{2}_{s,t} = (p + c_p(t)) + s\nabla_U U.$$ 

Then, modulo $O(st^4) + O(s^2t^2)$:

$$p_{st,t} = (p_0,t + st^3\tau_{p_0,t,p}\nabla_U U) + st\tau_{p_0,t,p}U,$$

$$p_{st,t} = p_0,t + \tau_{p_0,t,p}(stU + st^3\nabla_U U).$$

Consider now $\Phi_{A,B,C}(X)$ given by:

$$\Phi_{A,B,C}(X) = (\tau_{p,p+C} \circ \tau_{p+C, (p+A) + B} \circ \tau_{p+(A+B), p+A} \circ \tau_{p+(A+B), p})(X).$$

This is a smooth function of $A$, $B$, $C$ and $X$ which is linear in $X$ and equal to $X$ when one $B = C$ and one of $A$ or $B = C$ vanishes. Thus:

$$\Phi_{A,B,C}(X) = X + O(\|A\|\|B\|\|X\|) + O(\|A-B\|\|X\|).$$

Composing with $\tau_{p+(A+B), p+C} \circ \tau_{p+C, p}$ yields:

$$(\tau_{p+(A+B), p+C} \circ \tau_{p+C, p})X = (\tau_{p+(A+B), p+C} \circ \tau_{p+C, p})X + O(\|U\||V||X||).$$

Substituting $A = stU$, $B = \tau_{p, p+A}c_0(t)$, $C = c_0(t)$ and $X = ty$ yields, modulo $O(st^4) + O(s^2t^2)$:

$$p_{st,t} + (\tau_{p, t, p} \circ \tau_{p, s, p})ty = p_{st,t} + (\tau_{p, t, p} \circ \tau_{p, s, p})ty$$

$$= (p_0,t + \tau_{p_0,t,p}(st^3\nabla_U U + st^2)) + \tau_{p_0,t,p}ty$$

$$= (p_0,t + \tau_{p_0,t,p}ty) + \tau_{p_0,t,p}(stU + st^3\nabla_U U + \frac{1}{2}st^3RyV y).$$

Differentiating with respect to $s$ therefore yields:

$$\partial_{s}p_{s,t}(y)|_{s=0} = \tau_{p_1+t,y,p_1}\tau_{p_1,p}(tv + t^3V' + \frac{1}{2}t^3RyV y) + O(t^4).$$

where $V' = \nabla_U U$. This completes the proof. □

**Proposition 4.6**

Up to order 3 in $t$:

$$\xi_t(y) = \tau_{p_1+t,y,p_1}\tau_{p_1,p}(tv + t^3V' + \frac{1}{2}t^3RyV y) + O(t^4).$$
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**Proof:** By definition:

\[ j_{s,t}(y) = j^1_{s,t}((1 + t^2 \varphi_{s,t}(y))y). \]

Thus, by Proposition 4.5, the chain rule and the product rule:

\[
\partial_s j_{s,t}(y)|_{s=0} = \tau_{p_t + ty, p_t} \tau_{p_t, p}(tV + t^3 V' + \frac{1}{2} t^3 R_y V y + t^3 \partial_s \varphi_{s,t}|_{s=0} y) + O(t^4).
\]

However:

\[
\partial_s \varphi_{s,t}|_{s=0} = O(t).
\]

The result now follows. □

For all \( t \), let \( N_t(y) \) be the outward pointing unit normal vector of \( \Sigma_{0,t} \) at the point over \( y \).

**Proposition 4.7**

Up to order 3 in \( t \):

\[
\langle N_t(y), \xi_t(y) \rangle - t^3 \langle \nabla \varphi, y \rangle \langle y, V \rangle + O(t^4) \in H_1.
\]

**Proof:** By Proposition 3.17:

\[ N_t(y) = \tau_{p_t + ty, p_t} \circ \tau_{p_t, p}(y - t^2 (\nabla \varphi - \langle \nabla \varphi, y \rangle y)) + O(t^3). \]

Thus, by Proposition 4.6:

\[
\langle N_t(y), \partial_s j_{s,t}(y)|_{s=0} \rangle = t \langle V, y \rangle + t^3 \langle V', y \rangle + \frac{1}{2} t^3 \langle R_y V y, y \rangle - t^3 \langle \nabla^0 \varphi, V \rangle + t^3 \langle \nabla^0 \varphi, y \rangle \langle y, V \rangle + O(t^4).
\]

However:

\[ \langle R_y V y, y \rangle = 0, \]

and:

\[ \langle V, y \rangle, \langle V', y \rangle \in H_1. \]

Moreover, since \( \varphi_0 \in \mathcal{H}_0 \oplus \mathcal{H}_2 \) along \( S \):

\[ \langle \nabla \varphi_0, V \rangle \in H_1. \]

The result follows. □

This yields:

**Proposition 4.8**

For all \( \psi \in H_1 \):

(i) \( A_2 \cdot \psi, A_3 \cdot \psi \in H_1^1 \); and

(ii) \[ A_4 \psi + 2 A_2 \psi + \frac{(n + 1)}{2(n + 3)} \langle \nabla^2 R_f \rangle(y, \nabla \psi) + O(t^5) \in H_1^1. \]
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**Proof:** Let $V \in T_p M$ be such that $\psi(y) = \langle y, V \rangle$, and so, in particular, $\nabla \psi = V$. By construction:

$$\hat{K}_{st,t}(y) = -st^4 \frac{(n+1)}{2(n+3)}(\nabla^2 R_f)(y,V) + O(st^5).$$

Since $y_s$ is parallel along $\gamma$, by definition of $J_t$ (see Section 4.2), differentiating with respect to $s$ yields:

$$(t^{-2}J_t)(\mathbf{N}_t(y), \xi_t(y)) + t^{-1}\xi_T^T(1 + t^3(\nabla R_f)(y)) = -t^3 \frac{(n+1)}{2(n+3)}(\nabla^2 R_f)(y,V) + O(t^4),$$

where $\xi_T^T$ is the tangential component of $\xi_t$, considered as a first order differential operator. However, $\nabla R_f$ vanishes at $s = 0$, and so:

$$J_t(\mathbf{N}_t(y), t^{-1}\xi_t(y)) = -t^4 \frac{(n+1)}{2(n+3)}(\nabla^2 R_f)(y,V) + O(t^5)$$

By definition $\text{Im}(A_0) = H^1_\perp$. Thus, since $\mathbf{N}_t(y) = y + O(t^2)$ and $\xi_t(y) = tV + O(t^3)$, we obtain:

$$J_t \psi = A_0 \psi + t^2 A_2 \psi + t^3 A_3 \psi + O(t^4) \in H^1_\perp$$

This proves the first assertion. Moreover, up to order 4 in $t$, bearing in mind Proposition 4.7:

$$J_t(\mathbf{N}_t(y), \xi_t(y)) - t^4(A_4 \psi + A_2(y, \nabla \varphi) \psi) + O(t^5) \in H^1_\perp.$$ 

However, by the explicit formula for $\varphi$:

$$\langle y, \nabla \varphi \rangle \psi - 2\varphi \psi \in H_1.$$ 

The result now follows. $\square$

This allows us to conclude:

**Proposition 4.9**

For all $i, j$:

$$a_4^{ij} = \frac{(n+1)}{2(n+3)}(\nabla^2 R_f)_{ij}. $$

**Proof:** Choose $\psi$ such that $v_0^i = \nabla \psi$. By Propositions 4.1 and 4.4:

$$A_0 v_2^i = A_2 v_0^i = -\frac{4(n+3)}{3(n+2)} \Pi_3(\text{Ric}_{yy}^e \psi).$$

Thus:

$$v_2^i = \frac{2n}{3(n+2)} \Pi_3(\text{Ric}_{yy}^e \psi) + \psi', $$
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for some $\psi' \in H_1$. Thus, by Proposition 4.3:

$$v_i^2 - 2\varphi_0 \psi \in H_1.$$  

Consequently:

$$A_2 v_i^2 - 2A_2 \varphi \psi \in H_1^+$$

$$\Rightarrow \langle A_2 v_i^2, v_0^j \rangle = 2\langle A_2 \varphi \psi, v_0^j \rangle.$$  

Thus, by Propositions 4.1 and 4.8:

$$a_{ij}^4 = \langle A_4 v_i^0, v_0^j \rangle + \langle A_2 v_i^2, v_0^j \rangle$$

$$= \langle A_4 v_i^0 + 2A_2 \varphi \psi, v_0^j \rangle$$

$$= -\frac{(n+1)}{2(n+3)} \langle (\nabla^2 R_f)(y, \nabla \psi), v_0^j \rangle.$$  

The result follows. □

We now prove Theorem II:

**Proof of Theorem II:** By [10], there exists $\delta > 0$ such that, for $t$ sufficiently small, the eigenvalues of $J_t$ which lie in $B_\delta(0)$ coincide, with multiplicity, with the eigenvalues of $(a_{ij}^4)$.

By Proposition 4.1:

$$a_{ij}^0 = a_{ij}^1 = a_{ij}^2 = a_{ij}^3 = 0.$$  

Moreover, by Proposition 4.9, and by definition of $f$, $a_{ij}^4$ is non-degenerate. Finally, since $(a_{ij}^4)$ is real, its eigenvalues are symmetrically distributed with multiplicity about the real axis and thus, for all $t > 0$ sufficiently small:

$$\text{Sgn}(a_{ij}^4) = \text{Sgn}(a_{ij}^4) = (-1)^{n+1} \text{Sgn}(\text{Hess}(R_f)(p)).$$  

Finally, by [10] (c.f. [16] for details), for $t$ small, $J_t$ has exactly one other strictly negative real eigenvalue, which is the perturbation of the eigenvalue $(-1)$ of $J_0$. Thus:

$$\text{Sgn}(J_t) = -(1)^{n+1} \text{Sgn}(\text{Hess}(R_f)(p)).$$  

This completes the proof. □

**5 - Uniqueness.**

**5.1 Overview.**

We prove under fairly weak hypotheses that the only locally strictly convex solutions are Ye’s spheres.

**Theorem III**

Suppose $K = H$ is mean curvature, or $K$ is convex and satisfies the Unbounded Growth Axiom (Axiom (vii)), then, for all $f \in C^\infty(M)$ and for all $C > 0$, there exists $B > 0$ such that if $H \geq B$, and if $\Sigma^n$ is a locally strictly convex immersed sphere in $M$ such that:

(i) $\Sigma^n$ is of prescribed $K$-curvature equal to $H(1 + H^{-2}f)$; and

(ii) $\text{Diam}_M(\Sigma^n) \leq CH^{-1}$.

Then $\Sigma^n$ is one Ye’s spheres.
5.2 General Uniqueness.

We prove Theorem III using the following slightly weaker result: let \( (k_n)_{n \in \mathbb{N}} \in ]0, \infty[ \) be a sequence of positive real numbers converging to \(+\infty\), and let \( (\Sigma_n)_{n \in \mathbb{N}} \) be a sequence of locally strictly convex immersed spheres in \( M \) such that, for all \( n \), \( \Sigma_n \) has prescribed \( K \)-curvature equal to \( k_n(1 + k_n^{-2}f) \). Denote by \( g \) the metric over \( M \), and, for all \( n \), consider the pointed Riemannian manifold \( M_n := (M, k_n^{-1}g, p_n) \). Trivially, \( (M_n)_{n \in \mathbb{N}} \) converges to \((\mathbb{R}^{n+1}, 0, g_{\text{Euc}})\) in the \( C^\infty \)-Cheeger/Gromov sense. For all \( n \), we now view \( \Sigma_n \) as a locally strictly convex embedded submanifold of \( M_n \) of constant \( K \)-curvature equal to 1. We obtain:

**Theorem 5.1**

If \( K \) is convex, or \( K = H \) is mean curvature, and if \( (\Sigma_n)_{n \in \mathbb{N}} \) converges in the \( C^\infty \)-sense to a compact, locally strictly convex immersed submanifold of \( \mathbb{R}^{n+1} \), then, for sufficiently large \( n \), \( \Sigma_n \) is one of Ye’s spheres.

Let us denote the limit by \( \Sigma_0 \). Trivially, \( \Sigma_0 \) is locally convex and of constant \( K \)-curvature equal to 1. It follows by Theorem 2.5, that \( \Sigma_0 \) is a sphere of unit radius, and, in particular, for sufficiently large \( n \), \( \Sigma_n \) is embedded and bounds a convex set, \( \Omega_n \), say. For all \( n \), we now choose \( p_n \in \Omega_n \) to be any point maximising distance to \( \Sigma_n \). Then \( \Sigma_0 \) is the unit sphere, centred on the origin, and so for sufficiently large \( n \) there exists a unique function \( \varphi_n \in C^\infty(S) \) such that \( \Sigma_n \) is the graph of \( \varphi_n \) over \( S^{t_n, 0} \) where \( t_n := k_n^{-1} \). We first arrange for \( \varphi_n \) to lie in \( H^1_1 \).

**Proposition 5.2**

For sufficiently large \( n \), there exists a unique pair \((x_n, \psi_n)\) \( \in M \times H^1_1 \) such that \( \Sigma_n \) is the graph of \( \psi_n \) over \( S^{t_n, x_n} \).

**Proof:** We consider the mapping \( \Phi : [0, \infty[ \times T_p M \times C^\infty(S) \to C^\infty(S) \) defined such that:

\[
\exp_p(t \Phi(t, V, \psi)(x)x) = \exp_t V(t \psi(x)x_{tV}),
\]

where \( x_{tV} \) is the parallel transport of \( x \) along the unique geodesic joining \( p \) to \( tV \) and we identify \( tV \) with the point \( \exp(tV) \in M \). \( \Phi \) defines a smooth map between Frechet Spaces. Let \( D_t \Phi, D_V \Phi \) and \( D_\psi \Phi \) denote the partial derivatives of \( \Phi \) with respect to the three respective variables. At \((0, 0, 0)\), we readily obtain:

\[
D_\psi \Phi \cdot f = f, \\
D_V \Phi \cdot U = \langle U, N \rangle,
\]

where \( N \) is the outward pointing unit normal over \( S \). It follows that \( D_V \Phi \oplus D_\psi \Phi : T_p M \times H^1_1 \to C^\infty(S) \) defines an isomorphism of Frechet spaces, and thus the restriction of \( \Phi \) to \((t) \times T_p M \times H^1_1 \) is invertible for all sufficiently small \( t \). Thus, for \( n \) sufficiently large, there exists \((V_n, \psi_n) \in T_p M \times H^1_1 \) such that:

\[
\Phi(t_n, V_n, \psi_n) = \varphi_n.
\]
This completes the proof. □

Thus, without loss of generality, we may assume that \( \varphi_n \in H_1 \). For all \( n \), denote \( \psi_n = t_n^{-2} \varphi_n \).

**Proposition 5.3**

There exists \( \varphi_0 \in C^\infty(S) \) towards which \( (\psi_n)_{n \in \mathbb{N}} \) subconverges in the \( C^\infty \) sense.

**Proof:** For all \( n \), the \( K \)-curvature of \( \Sigma_n \) is prescribed by \( t_n^{-1}(1 + t_n^2 f) \). Thus, by Proposition 3.15, for all \( n \):

\[
\frac{1}{n}(n + \Delta^0)\varphi_n = O(t_n^2) + O(\varphi_n^2).
\]

For all \( (k, \alpha) \), we consider the \( C^{k,\alpha} \)-norm of \( \varphi_n \). Since \( (n + \Delta^0) \) defines a Frechet Space isomorphism from \( H_1 \cap C^\infty(S) \) to itself, there exists \( K > 0 \) such that, for all \( n \):

\[
\|\varphi_n\|_{k,\alpha} \leq O(t_n^2) + O(\|\varphi_n\|^2_{k,\alpha}).
\]

However, since \( (\varphi_n)_{n \in \mathbb{N}} \) converges to 0 in the \( C^\infty \) sense, in particular:

\[
(\|\varphi_n\|_{k,\alpha})_{n \in \mathbb{N}} \to 0.
\]

There thus exists \( K > 0 \) such that, for sufficiently large \( n \):

\[
\|\varphi_n\|_{k,\alpha} \leq K t_n^2.
\]

The result now follows by the Arzela-Ascoli Theorem. □

We define \( \varphi_{0,x_n} \) as in Proposition 3.20, and, for all \( n \), we now define \( \psi_n \) by:

\[
\psi_n = t_n^{-1}(t_n^{-2} \varphi_n - \varphi_{0,x_n}).
\]

We obtain:

**Proposition 5.4**

(i) \( (x_n)_{n \in \mathbb{N}} \) subconverges to a critical point of \( R + \frac{2(n+3)}{(n+1)} f \); and

(ii) there exists \( \varphi_0 \in C^\infty(S) \) towards which \( (\psi_n)_{n \in \mathbb{N}} \) subconverges in the \( C^\infty \) sense.

**Proof:** By compactness, we may assume that there exists \( x_0 \in M \) towards which \( (x_n)_{n \in \mathbb{N}} \) subconverges. By Proposition 3.15, for all \( n \):

\[
\frac{1}{n}(n + \Delta^0)\psi_n = -\frac{1}{4} \text{Ric}_{x^y} - f_{x^y} + O(t_n^4).
\]

Composing with \( \Pi_1 \) yields:

\[
\frac{(n+1)}{2(n+3)} R_{x^y} + f_{x^y} = O(t_n^4).
\]
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Taking limits yields:

\[
\frac{(n+1)}{2(n+3)} R_{xy}^{x_0} + f_{xy}^{x_0} = 0.
\]

\(x_0\) is therefore a critical point of \(R + \frac{2(n+3)}{(n+1)} f\), and the first assertion follows. It now follows as in the proof of Proposition 5.3 that \((\psi_n)_{n \in \mathbb{N}}\) is uniformly bounded in the \(C^{k,\alpha}\)-norm for all \((k, \alpha)\), and the second assertion now follows as before. \(\square\)

Finally, we define \(\varphi_{1,x_n}\) as in Proposition 3.20, and, for all \(n\), we now define \(\psi_n\) by:

\[
\psi_n = t_n^{-2} (t_n^{-2} \varphi_n - \varphi_{0,x_n} - t \varphi_{1,x_n})
\]

In like manner to the two preceding propositions, we obtain:

**Proposition 5.5**

There exists \(\psi_0 \in C^\infty(S)\) towards which \((\psi_n)_{n \in \mathbb{N}}\) subconverges in the \(C^\infty\) sense.

We may now prove Theorem 5.1:

**Proof of Theorem 5.1:** This follows immediately from Corollary 3.23 and Propositions 5.4 and 5.5. \(\square\)

**5.3 Convex Curvature and Mean Curvature.**

It now remains to show that the hypotheses of Theorem 5.1 are satisfied when \(K\) is convex or when \(K = H\) is mean curvature.

**Proposition 5.6**

With the notation of Theorem III, \((\Sigma_n)_{n \in \mathbb{N}}\) converges in the \(C^\infty\) sense to the unit sphere in \(\mathbb{R}^{n+1}\) about the origin.

**Proof:** Suppose first that \(K\) is convex and satisfies the Unbounded Growth Axiom. By Theorem 2.5, for all sufficiently large \(n\), \(\Sigma_n\) is embedded and bounds a convex set, \(\Omega_n\), such that \(\text{Diam}(\Omega_n) \leq C\). Thus, by compactness of the family of convex sets, there exists a bounded convex set \(\Omega_0 \subseteq \mathbb{R}^{n+1}\) towards which \((\Omega_n)_{n \in \mathbb{N}}\) subconverges. We first show that \(\Omega_0\) has non-trivial interior. Suppose the contrary. Then, without loss of generality, \(\Omega_0 \subseteq \mathbb{R}^n\). Let \(S \subseteq \mathbb{R}^{n+1}\) be a sphere, with centre in \(\mathbb{R}^n\) which contains \(\Omega_0\) and which is tangent to \(\Omega_0\) at some point. Since \(K\) satisfies the Unbounded Growth Axiom (Axiom (vii)), contracting \(S\) in the \((n+1)\)'th direction yields a hypersurface \(S'\) of \(K\)-curvature as large as we wish at the point of contact. This is absurd, since \(\Omega_0\) has constant \(K\)-curvature equal to 1 in the viscosity sense (being a limit of hypersurfaces of prescribed \(K\)-curvature).

Now, choose \(p \in \partial \Omega_0\). If \(\Omega_0\) does not satisfy the Local Geodesic Property at \(p\), then by [19], \(\partial \Omega_0\) is smooth in a neighbourhood of \(p\). Moreover, the shape operator of \(\partial \Omega_0\) is strictly positive definite at \(p\), and so \(\partial \Omega_0\) is also strictly convex in a neighbourhood of \(p\), and, in particular, does not satisfy the Local Geodesic Property over this neighbourhood. The subset \(X \subseteq \partial \Omega_0\) of points where \(\partial \Omega_0\) does not satisfy the Local Geodesic Property is therefore open. However, \(\Omega_0\) is bounded, and it follows from Lemma 2.10 that \(X = \emptyset\).
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We deduce once again by [19] that \( \partial \Omega_0 \) is smooth and that \( (\Sigma_n)_{n\in\mathbb{N}} \) converges in the \( C^\infty \) sense to \( \Sigma_0 := \partial \Omega_0 \).

If \( K = H \) is mean curvature, then, by convexity, the shape operator of every \( \Sigma_n \) is uniformly bounded, and it follows from the Arzela-Ascoli Theorem for immersed submanifolds (c.f. [20]) and elliptic regularity that there exists a locally convex \( C^\infty \) immersed hypersurface \( \Sigma_0 \) towards which \( (\Sigma_n)_{n\in\mathbb{N}} \) subconverges in the \( C^\infty \) sense modulo reparametrisation. In both cases, \( \Sigma_0 \) has constant \( K \)-curvature equal to 1, and it therefore follows by Theorem 2.7 that \( \Sigma_0 \) is a sphere of radius 1. Since 0 is the limit of points in \( \Omega_n \) maximising distance to \( \Sigma_n \), it is also the centre of \( \Sigma_0 \), and this completes the proof. □

Theorem III follows immediately:

**Proof of Theorem III**: This is the union of Theorem 5.1 and Proposition 5.6. □
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