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Abstract. We consider operators on $L^2$ spaces that expand the support of vectors in a manner controlled by some constraint function. The primary objects of study are C*-algebras that arise from suitable families of constraints, which we call support expansion C*-algebras. In the discrete setting, support expansion C*-algebras are classical uniform Roe algebras, and the continuous version featured here provides examples of “measurable” or “quantum” uniform Roe algebras as developed in a companion paper. We find that in contrast to the discrete setting, the poset of support expansion C*-algebras inside $\mathcal{B}(L^2(\mathbb{R}))$ is extremely rich, with uncountable ascending chains, descending chains, and antichains.
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1. INTRODUCTION

In this paper we initiate the study of operators on Hilbert spaces of $L^2$ functions which expand the support of vectors in a manner controlled by a constraint function. Our primary focus is on C*-algebras that arise from families of constraints, which we call support expansion C*-algebras. These are new objects with a simple definition. In the discrete setting, support expansion C*-algebras are uniform Roe algebras, while the continuous version featured here provides examples of “measurable” or “quantum” uniform Roe algebras, as introduced in our companion paper [BES22].

Faced with a class of C*-algebras, an upstanding mathematician will try to determine what an algebra remembers about the data used to generate it. For uniform Roe algebras arising from metric spaces with bounded geometry, we now know that stable isomorphism
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of algebras corresponds exactly to coarse equivalence of metric spaces [BBF^+ Theorem 1.4]. Support expansion C*-algebras analogously encode rates of growth of the constraint functions. In the discrete setting of $B(\ell^2)$, the variety of possible growth rates is poor: the poset of support expansion C*-algebras, ordered by inclusion, collapses to four linearly ordered elements. But inside $B(L^2(\mathbb{R}))$, this poset is extremely rich. We are able to describe its top and bottom explicitly, while the middle is a jungle containing uncountable ascending chains, descending chains, and antichains.

In the rest of this introduction we make the preceding paragraphs more precise, although supporting details are naturally postponed to later sections of the text.

Given a measure space $(X, \Sigma, \mu)$, $L^2(X, \mu)$ denotes the Hilbert space of all equivalence classes of square-integrable $\mu$-measurable functions $X \to \mathbb{C}$, and $B(L^2(X, \mu))$ denotes the space of all bounded linear operators on $L^2(X, \mu)$. The support of $\xi \in L^2(X, \mu)$ is

$$\text{supp}(\xi) = \{x \in X \mid \xi(x) \neq 0\} \subseteq X,$$

which is well-defined up to a null set.

Given an increasing function $f : [0, \infty] \to [0, \infty]$, which we think of as a constraint, we say that $a \in B(L^2(X, \mu))$ has support expansion controlled by $f$ if

$$\mu(\text{supp}(a\xi)) \leq f(\mu(\text{supp}(\xi))), \quad \forall \xi \in L^2(X, \mu).$$

Arguably, the most natural constraints are those of the form $f(x) = \lambda x$.

Now let $\mathcal{F}$ be a nonempty family of increasing functions $[0, \infty] \to [0, \infty]$ which is closed under addition and composition, and define

$$B_{\mathcal{F}} = \left\{ a \in B(L^2(X, \mu) : a \text{ and } a^* \text{ are controlled by some } f \in \mathcal{F} \right\}.$$

The conditions on $\mathcal{F}$ imply that $B_{\mathcal{F}}$ is a $*\text{-subalgebra of } B(L^2(X, \mu))$. Its norm closure

$$C_{\mathcal{F}} = \overline{B_{\mathcal{F}}}_{\| \cdot \|} \subseteq B(L^2(X, \mu))$$

is then a C*-algebra, which we call a support expansion C*-algebra.

Despite the very simple nature of the C*-algebras $C_{\mathcal{F}}$ above, they seem to be new. To the best of our knowledge, the only nontrivial example in the literature is the case where $\mu$ is counting measure on $\mathbb{N}$ and $\mathcal{F}$ is the family of all linear functions. In that case, an operator $a \in B(\ell^2(\mathbb{N}))$ is in $B_{\mathcal{F}}$ if and only if there is $\lambda \in (0, \infty)$ such that its standard matrix representation $a = [a_{n,m}]_{n,m \in \mathbb{N}}$ satisfies

$$|\{n \in \mathbb{N} : a_{n,m} \neq 0\}|, |\{n \in \mathbb{N} : a_{m,n} \neq 0\}| \leq \lambda, \quad \forall m \in \mathbb{N},$$

i.e., $a = [a_{n,m}]_{n,m \in \mathbb{N}}$ has at most $\lambda$ nonzero entries in each column and row. We call such an operator uniformly row and column finite, and we let $C_{\text{RC}}$ denote the norm closure of all such operators, i.e., $C_{\text{RC}} = C_{\mathcal{F}}$.

The C*-algebra $C_{\text{RC}}$ was recently studied by V. Manuilov in [Man19]; the reader familiar with uniform Roe algebras will notice that $C_{\text{RC}}$ is the uniform Roe algebra of the largest uniformly locally finite coarse structure on $\mathbb{N}$. In particular, $C_{\text{RC}}$ contains isomorphic copies

\[\text{supp}(\xi) = \{x \in X \mid \xi(x) \neq 0\} \subseteq X,\]

1In this paper a function $f$ is “increasing” when $x < y \Rightarrow f(x) \leq f(y)$. We say “strictly increasing” when $x < y \Rightarrow f(x) < f(y)$.
of the uniform Roe algebras of all uniformly locally finite metric spaces. Although this link to uniform Roe algebra theory serves as motivation for the study of more general \( C^* \)-algebras of the form \( C_c \), the technicalities of uniform Roe algebras do not play an important role in this paper. For this reason, we refer the reader to [Roe03] and [BFV22, BBF+] for more details on coarse spaces and their uniform Roe algebras (see also Remark 3.3 below). We also point out that our companion paper [BES22] works out the basic theory of support expansion \( C^* \)-algebras as examples of measurable uniform Roe algebras or, more generally, quantum uniform Roe algebras.

We now briefly describe our main results. Firstly, in Section 3, we show that the procedure above of constructing support expansion \( C^* \)-algebras is very limited when \( \mu \) is the counting measure on \( \mathbb{N} \). Let \( \mathcal{K}(l^2(\mathbb{N})) \) denote the ideal of compact operators on \( l^2(\mathbb{N}) \).

**Theorem A** (Proved below as Theorem 3.13). The set of support expansion \( C^* \)-subalgebras of \( B(l^2(\mathbb{N})) \) is

\[
\left\{ \{0\}, \mathcal{K}(l^2(\mathbb{N})), C_{RC}, B(l^2(\mathbb{N})) \right\}.
\]

Inside \( B(L^2(\mathbb{R})) \), the situation is drastically different, and this is the subject of the remainder of this paper. To fix notation, we introduce the following:

**Definition 1.1.** Endow \( \mathbb{R} \) with the Lebesgue measure. We denote by \( \mathbb{P} \) the poset of all support expansion \( C^* \)-subalgebras of \( B(L^2(\mathbb{R})) \), with order given by inclusion.

In the definition of \( \mathbb{P} \) above, we are allowed to use all increasing functions \( [0, \infty] \to [0, \infty] \). Reducing our problems to smaller, more tractable classes of functions is part of the focus of Sections 4 and 5, culminating with the following. Here we denote the set of all increasing concave down functions \( [0, \infty] \to [0, \infty] \) taking 0 to 0 by the acronym ICOD.

**Theorem 1.2** (Proved as Theorem 5.8 below). Any element of \( \mathbb{P} \) can be written as \( C_F \) for some nonempty family \( F \subseteq \text{ICOD} \) that is closed under addition and composition.

Restricting to ICOD functions helps us analyze \( \mathbb{P} \). In order to state our next result describing the "tail" of \( \mathbb{P} \), we need some extra notation:

- ICOD\(_0\) = \( \{ f \in \text{ICOD} : \lim_{t \to 0} f(t) = 0 \} \),
- ICOD\(_{\text{bdd}}\) = \( \{ f \in \text{ICOD} : f \text{ is bounded} \} \),
- ICOD\(_{\text{bdd} \cap \text{ICOD}_{\text{bdd}}}\), and
- ICOD\(_{<\infty}\) = \( \{ f \in \text{ICOD} : f(x) < \infty \text{ for all } x < \infty \} \).

**Theorem B** (Proved as Theorem 7.4 below). Within \( \mathbb{P} \), all the following inclusions are strict and have no intermediate elements.

\[
C_{\text{ICOD}_{\text{bdd}}} \subsetneq C_{\text{ICOD}_{0}} \subsetneq C_{\text{ICOD}_{\text{bdd}}} \subsetneq C_{\text{ICOD}_{<\infty}} \subsetneq C_{\text{ICOD}} = B(L^2(\mathbb{R}))
\]

Moreover, \( C_{\text{ICOD}_{0}} \) and \( C_{\text{ICOD}_{\text{bdd}}} \) are the only elements between \( C_{\text{ICOD}_{\text{bdd}}} \) and \( C_{\text{ICOD}_{<\infty}} \).
In Remark 7.5 we “complete” the diagram in Theorem B and discuss the way support expansion C*-algebras encode the growth of constraint functions at 0 and ∞.

Section 6 characterizes an inclusion \( C^*_F \subseteq C^*_G \) in terms of simple comparisons between functions (see Theorem 6.1 and Corollary 6.7). These characterizations are our main tools for a further analysis of \( P \) in Section 8, leading to the following main result. It illustrates how different the poset \( P \) is from its discrete version (cf. Theorem A):

**Theorem C** (Proved as Theorem 8.1 below).

1. \( P \) has uncountable ascending chains,
2. \( P \) has uncountable descending chains, and
3. \( P \) has uncountable antichains.

In this paper \( \mathbb{N} \) denotes the set of nonnegative integers, and \( \overline{\mathbb{N}} = \mathbb{N} \cup \{\infty\} \). Many results here were originally obtained in the second-named author’s 2021 PhD dissertation at the University of Virginia [Eis21].

2. **A FEW PREPARATORY LEMMAS ABOUT SUPPORT**

Let \((X, \mu)\) be a measure space. All set equations and containments in this section are understood to hold off a null set.

**Lemma 2.1.** The function \( \mu(supp(\cdot)) : L^2(X, \mu) \to [0, \infty] \) enjoys the following properties.

1. (lower semicontinuity) If \( \xi_n \to \xi \) in \( L^2(X, \mu) \), then
   \[ \mu(supp(\xi)) \leq \liminf_{n \to \infty} \mu(supp(\xi_n)). \]
2. (subadditivity) If \( \xi, \eta \in L^2(X, \mu) \), then
   \[ \mu(supp(\xi + \eta)) \leq \mu(supp(\xi)) + \mu(supp(\eta)). \]

The first is an exercise in measure theory. The second follows immediately from the containment

\[ supp(\xi + \eta) \subseteq supp(\xi) \cup supp(\eta), \]

which just says that the sum of two functions can only be nonzero where at least one of them is nonzero. Note that this containment will be proper if there is cancellation between \( \xi \) and \( \eta \) on a nonnull set. One can always guarantee equality (cancellation only on a null set) by scaling one of the functions.

**Lemma 2.2.** Given \( \xi_1, \xi_2 \in L^2(X, \mu) \), we have that

\[ supp(\xi_1 + \lambda \xi_2) = supp(\xi_1) \cup supp(\xi_2) \]

for all but perhaps countably many \( \lambda \in \mathbb{C} \).

**Proof.** Let \( E = supp(\xi_1) \cup supp(\xi_2) \), and for each \( \lambda \in \mathbb{C} \) let \( E_\lambda = E \setminus supp(\xi_1 + \lambda \xi_2) \). We first show that the \( E_\lambda \) are pairwise disjoint. Indeed, fix \( \lambda \neq \lambda' \) in \( \mathbb{C} \) and notice that both \( \xi_1 + \lambda \xi_2 \) and \( \xi_1 + \lambda' \xi_2 \) are 0 on \( E_\lambda \cap E_{\lambda'} \). As \( \lambda \neq \lambda' \), this implies that \( \xi_1 \) and \( \xi_2 \) are each 0 on \( E_\lambda \cap E_{\lambda'} \). Therefore \( E_\lambda \cap E_{\lambda'} \) is disjoint from \( supp(\xi_1) \cup supp(\xi_2) = E \), of which it is a subset, and must be empty.
Thus \( \{ \xi_1 \cdot \chi_{E_1} \} \) is an uncountable family of pairwise orthogonal \( L^2 \) vectors whose finite sums have norm bounded by \( \| \xi_1 \| \), so all but countably many are zero. The same is true for \( \{ \xi_2 \cdot \chi_{E_2} \} \). So for all but countably many \( \lambda \in \mathbb{C} \), \( E_\lambda \) is disjoint from \( \text{supp}(\xi_1) \cup \text{supp}(\xi_2) = E \), of which it is a subset, making \( E_\lambda \) empty as desired. \( \square \)

**Corollary 2.3.** For any sequence of vectors \( (\xi_n)_{n=1}^\infty \subseteq L^2(X, \mu) \), there are constants \( (\lambda_n)_{n=1}^\infty \subseteq \mathbb{C} \) such that for every \( N \in \mathbb{N} \), we have

\[
\text{supp} \left( \sum_{n=1}^N \lambda_n \xi_n \right) = \left( \bigcup_{n=1}^N \text{supp}(\xi_n) \right).
\]

**Proof.** Apply Lemma 2.2 repeatedly. \( \square \)

3. Operators with controlled support expansion, the discrete case

In this section we consider the counting measure on \( \mathbb{N} \), so the measure of a set \( E \subseteq \mathbb{N} \) is its cardinality \( |E| \). We discuss support expansion sequences, the operators in \( \mathcal{B}(\ell^2(\mathbb{N})) \) which are controlled by them, and the \( C^* \)-algebras which they generate. As such, this section deals with the discrete case of the sections to follow, and it contains the preliminary work and motivation for them.

We start by recalling some basic definitions and terminology. Given a Hilbert space \( H \), the bounded operators on \( H \) are denoted by \( \mathcal{B}(H) \) and its ideal of compact operators by \( \mathcal{K}(H) \). The Hilbert space of square summable \( \mathbb{C} \)-valued sequences is denoted by \( \ell^2(\mathbb{N}) \), and we denote its standard unit basis by \( (\delta_n)_{n \in \mathbb{N}} \). The support of \( \xi \in \ell^2(\mathbb{N}) \) is just the set of indices where \( \xi \) is nonzero. Given an operator \( a \in \mathcal{B}(\ell^2(\mathbb{N})) \), we represent \( a \) as an \( \mathbb{N} \)-by-\( \mathbb{N} \) matrix by letting \( a = [a_{n,m}]_{n,m \in \mathbb{N}} \), where \( a_{n,m} = \langle a \delta_m, \delta_n \rangle \) for all \( n, m \in \mathbb{N} \). We typically omit the outside indices and write \( [a_{n,m}] \) for \( [a_{n,m}]_{n,m} \).

3.1. Uniformly RC-finite operators. We now recall the definition of the \( C^* \)-algebra studied in [Man19] (see also Remark 3.3).

**Definition 3.1.** We say that an operator \( a \in \mathcal{B}(\ell^2(\mathbb{N})) \) is uniformly row and column finite (abbreviated as uniformly RC-finite) if there exists some \( N \in \mathbb{N} \) such that the standard representation of \( a \) as an \( \mathbb{N} \)-by-\( \mathbb{N} \) matrix \( a = [a_{n,m}] \) of complex numbers has at most \( N \) nonzero entries per row and per column, i.e.,

\[
|\{ n \in \mathbb{N} : a_{n,m} \neq 0 \}|, |\{ n \in \mathbb{N} : a_{m,n} \neq 0 \}| \leq N, \quad \forall m \in \mathbb{N}.
\]

We denote the set of all uniformly RC-finite operators by \( B_{RC} \).

It is not hard to check that if \( [a_{n,m}] \) is a complex \( \mathbb{N} \)-by-\( \mathbb{N} \) matrix which is uniformly row and column finite in the sense above, then \( [a_{n,m}] \) corresponds to a bounded operator on \( \ell^2(\mathbb{N}) \) if and only if \( \text{supp}_{n,m \in \mathbb{N}} |a_{n,m}| < \infty \) (see [Roe03] Lemma 4.27).

We next notice that the operators in \( B_{RC} \) are precisely the ones which expand the support of vectors in \( \ell^2(\mathbb{N}) \) by at most by a fixed linear factor.

**Lemma 3.2.** An operator \( a \in \mathcal{B}(\ell^2(\mathbb{N})) \) is uniformly RC-finite if and only if there exists \( N \in \mathbb{N} \) such that

\[
|\text{supp}(a\xi)| \leq N|\text{supp}(\xi)| \quad \text{and} \quad |\text{supp}(a^*\xi)| \leq N|\text{supp}(\xi)|, \quad \forall \xi \in \ell^2(\mathbb{N}).
\]
Proposition 3.4. Given an operator \( a \in \mathcal{B}(\ell^2(\mathbb{N})) \), we define \( \Phi_a : \overline{\mathbb{N}} \to \overline{\mathbb{N}} \), the support expansion sequence of \( a \), as

\[
\Phi_a(n) = \sup \left\{ |\text{supp}(a\xi)| : \xi \in \ell^2(\mathbb{N}) \text{ and } |\text{supp}(\xi)| \leq n \right\}, \quad \forall n \in \mathbb{N}.
\]
From its definition the support expansion sequence of $a \in \mathcal{B}(\ell^2(\mathbb{N}))$ is increasing. The next lemma gathers a few other properties that will be useful.

**Lemma 3.6.** Let $\Phi_a$ be the support expansion sequence of $a \in \mathcal{B}(\ell^2(\mathbb{N}))$.

1. $\Phi_a(n) \leq \Phi_a(1)n$ for all $n \in \mathbb{N}$.
2. If $\Phi_a(n_1) = \Phi_a(n_2)$ for some $n_1 < n_2$ in $\mathbb{N}$, then $\Phi_a(n_1) = \Phi_a(n_3)$ for all $n_3 > n_1$ in $\mathbb{N}$.
3. $\Phi_a(\infty) = \lim_{n \to \infty} \Phi_a(n)$.
4. The following are equivalent:
   - $\Phi_a$ is bounded on $\mathbb{N}$;
   - $\Phi_a(\infty) < \infty$;
   - $\Phi_a$ repeats some finite value;
   - $\Phi_a(n) < n$ for some $n \in \mathbb{N}$;
   - $\Phi_a$ is eventually a finite constant.

These conditions imply that $a$ is finite rank.

**Proof.**

1: This follows from the proof of Lemma 3.2.

2: Say $n_1 < n_2 < n_3 \in \mathbb{N}$ and $\Phi_a(n_1) = \Phi_a(n_2)$. Pick $\xi \in \ell^2(\mathbb{N})$ such that $|\text{supp}(\xi)| \leq n_1$ and $\Phi_a(n_1) = |\text{supp}(a\xi)|$. As $\Phi_a(n_1) = \Phi_a(n_2)$, $a$ must have no non-zero entries in any row outside the support of $a\xi$, so $\Phi_a(n_3) = \Phi_a(n_1)$.

3: If $\Phi_a$ is bounded on $\mathbb{N}$, then it must repeat values, so by 2 it is eventually constant and keeps this constant value at $\infty$. If $\Phi_a$ is unbounded on $\mathbb{N}$, then both sides of the desired equation are $\infty$.
4: These statements follow from the previous items and their proofs. □

**Example 3.7.** Support expansion sequences do not need to be concave down. Indeed, let

$$a = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$$

and, considering the canonical inclusion of the 6-by-4 matrices in $\mathcal{B}(\ell^2(\mathbb{N}))$, view $a$ as an element in $\mathcal{B}(\ell^2(\mathbb{N}))$. Then, $\Phi_a = (0, 3, 4, 6, 6, \ldots)$, which is not concave down.

The next lemma gathers some ways that support expansion sequences interact with algebraic operations. The second item follows from Lemma 2.1(2). For the third,

$$|\text{supp}(ab\xi)| \leq \Phi_a(|\text{supp}(b\xi)|) \leq \Phi_a(\Phi_b(|\text{supp}(\xi)|)),$$

where the latter inequality uses that $\Phi_a$ is increasing.

**Lemma 3.8.** Let $a, b \in \mathcal{B}(\ell^2(\mathbb{N}))$ and $\lambda \in \mathbb{C} \setminus \{0\}$.

1. $\Phi_{\lambda a} = \Phi_a$.
2. $\Phi_{a+b} \leq \Phi_a + \Phi_b$.
3. $\Phi_{ab} \leq \Phi_a \circ \Phi_b$. 
Definition 3.9. Given an increasing function \( s : \mathbb{N} \to \mathbb{N} \), we define
\[
B_s = \left\{ a \in B(\ell^2(\mathbb{N})) : \Phi_a, \Phi_{a^*} \leq s \right\}.
\]
We call \( B_s \) the set of operators controlled by \( s \).

The next corollary follows immediately from Lemma 3.8.

Corollary 3.10. Let \( s_1, s_2 \) be increasing functions \( \mathbb{N} \to \mathbb{N} \), \( a \in B_{s_1} \), \( b \in B_{s_2} \), and \( \lambda \in \mathbb{C} \).

1. \( a^* \in B_{s_1} \).
2. \( \lambda a \in B_{s_1} \).
3. \( a + b \in B_{s_1+s_2} \).
4. \( ab \in B_{s_1 s_2} \).

Definition 3.11. Let \( \mathcal{S} \) be a nonempty family of increasing maps \( \mathbb{N} \to \mathbb{N} \) which is closed under addition and composition. We define the \( \mathcal{S} \)-controlled operators by \( B_\mathcal{S} = \bigcup_{s \in \mathcal{S}} B_s \).

By Corollary 3.10, \( B_\mathcal{S} \) is a \( * \)-algebra. We denote the norm closure of \( B_\mathcal{S} \) by \( C_\mathcal{S} \) and call it the support expansion \( C^* \)-algebra generated by \( \mathcal{S} \).

Given an arbitrary nonempty set \( \mathcal{S} \) of increasing maps \( \mathbb{N} \to \mathbb{N} \), we denote by \( \langle \mathcal{S} \rangle \) the smallest family of maps \( \mathbb{N} \to \mathbb{N} \) containing \( \mathcal{S} \) which is closed under addition and composition. If \( \mathcal{S} \) consists of a singleton, say \( s \), we simply write \( \langle s \rangle \) for \( \langle \{ s \} \rangle \). By Corollary 3.10, \( B_{\langle \mathcal{S} \rangle} \) is a \( * \)-subalgebra of \( B(\ell^2(\mathbb{N})) \) and thus \( C_{\langle \mathcal{S} \rangle} \) is a \( C^* \)-algebra. We call \( C_{\langle \mathcal{S} \rangle} \) the \( C^* \)-algebra generated by \( \mathcal{S} \).

Example 3.12. Consider an increasing function \( s : \mathbb{N} \to \mathbb{N} \).

1. If \( s \) is the zero map, then \( \langle \{ s \} \rangle = \{ s \} \) and \( C_{\langle s \rangle} = \{ 0 \} \).
2. If \( s \) is a nonzero finite constant function, then \( \langle s \rangle = \{ n : n \in \mathbb{N} \} \) and \( B_{\langle s \rangle} \) is the set of operators \( a = [a_{n,m}] \) which have at most finitely many nonzero entries. We have \( C_{\langle s \rangle} = K(\ell^2(\mathbb{N})) \).
3. If \( s(n) = n \) for every \( n \in \mathbb{N} \), then \( \langle s \rangle \) is the set of linear sequences through the origin with positive integer slope, so \( C_{\langle s \rangle} = C_{RC} \).
4. If \( s(n) = \infty \) for every \( n \in \mathbb{N} \) then clearly \( C_{\langle s \rangle} = B_{\langle s \rangle} = B(\ell^2(\mathbb{N})) \).

In fact, Example 3.12 exhausts all possible support expansion \( C^* \)-subalgebras of \( B(\ell^2(\mathbb{N})) \).

Theorem 3.13 (Theorem A in Section II). For any nonempty family \( \mathcal{S} \) of increasing maps \( \mathbb{N} \to \mathbb{N} \),
\[
C_{\langle \mathcal{S} \rangle} \in \left\{ \{ 0 \}, K(\ell^2(\mathbb{N})), C_{RC}, B(\ell^2(\mathbb{N})) \right\}.
\]

Proof. We have that \( \langle \mathcal{S} \rangle \) is a nonempty family of increasing maps \( \mathbb{N} \to \mathbb{N} \) closed under addition and composition. The following facts are straightforward:

- If all \( s \in \langle \mathcal{S} \rangle \) have \( s(1) = 0 \), then \( C_{\langle \mathcal{S} \rangle} = \{ 0 \} \).
- If \( s(1) = \infty \) for some \( s \in \langle \mathcal{S} \rangle \), then \( C_{\langle \mathcal{S} \rangle} = B(\ell^2(\mathbb{N})) \).

Notice that it is important to require \( \mathcal{S} \) to be nonempty, as otherwise \( C_\mathcal{S} \) would be the empty set.
We are left to analyze the case where all \( s \in \langle S \rangle \) have \( s(1) < \infty \), and there is \( s' \in \langle S \rangle \) with \( s'(1) > 0 \). We will show that \( C_{\langle S \rangle} \) must equal either \( K(\ell^2(\mathbb{N})) \) or \( C_{RC} \), depending on whether or not there is \( a \in B_{\langle S \rangle} \) with \( \Phi_a \) unbounded.

Case 1: There are \( s \in \langle S \rangle \) and \( a \in B_s \) such that \( \Phi_a \) is unbounded. By Lemma 3.6(1) we have \( \Phi_a(n) \geq n \) for all \( n \in \mathbb{N} \). Hence \( s(n) \geq n \) for all \( n \in \mathbb{N} \), and by Lemma 3.2 we have that \( B_{RC} \subseteq B_s \). This shows that \( C_{RC} \subseteq C_{\langle S \rangle} \).

Now take any \( s \in \langle S \rangle \) and \( a \in B_s \). By Lemma 3.6(1),

\[
\Phi_a(n), \Phi_{s'}(n) \leq \max\{\Phi_a(1), \Phi_{s'}(1)\} \cdot n \leq s(1)n, \forall n \in \mathbb{N}.
\]

As \( s(1) < \infty \), Lemma 3.2 implies that \( a \in B_{RC} \subseteq C_{RC} \). Combined with the previous paragraph, we have equality.

Case 2: \( \Phi_a \) is bounded for all \( a \in B_{\langle S \rangle} \). Then all elements of \( B_{\langle S \rangle} \) have finite rank (Lemma 3.6(1)), and it follows that \( C_{\langle S \rangle} \subseteq K(\ell^2(\mathbb{N})) \).

Recalling that \( s' \in \langle S \rangle \) has \( s'(1) > 0 \), any matrix unit \( e_{ij} \) belongs to \( B_{s'} \). Thus \( C_{\langle S \rangle} \) is a C*-algebra containing all matrix units, so it contains \( K(\ell^2) \). Combined with the previous paragraph, we have equality.

\[
\square
\]

4. Support expansion functions, the continuous case

This section concerns the continuous version of support expansion sequences introduced in Definition 3.5. Now we work with \( B(L^2(\mathbb{R})) = B(L^2(\mathbb{R}, \mu)) \), where \( \mu \) is the Lebesgue measure on \( \mathbb{R} \). The results obtained here will be used later to analyze support expansion \( C^* \)-subalgebras of \( B(L^2(\mathbb{R})) \).

4.1. Basic properties of support expansion functions. Here is the continuous version of Definition 3.5.

**Definition 4.1.** Given an operator \( a \in B(L^2(\mathbb{R})) \), we define \( \Phi_a : [0, \infty] \to [0, \infty] \), the support expansion function of \( a \), as

\[
\Phi_a(x) = \sup \left\{ \mu(\text{supp}(a\xi)) : \xi \in L^2(\mathbb{R}) \text{ and } \mu(\text{supp}(\xi)) \leq x \right\}, \quad \forall x \in [0, \infty].
\]

Just as with “\( \text{supp} \)”, “\( \Phi \)” is only meaningful once the underlying Hilbert space has been represented as an \( L^2 \) space, and a more complete notation would explicitly include the \( L^2 \) space. In this paper we are only considering \( \ell^2(\mathbb{N}) \) and \( L^2(\mathbb{R}) \), and context will make it clear whether \( \Phi \) has its meaning as a support expansion sequence or function.

From the definition, support expansion functions are increasing. The following should be compared with Lemma 3.8.

**Lemma 4.2.** Let \( a, b \in B(L^2(\mathbb{R})) \), \( (a_i)_i \) be a sequence in \( B(L^2(\mathbb{R})) \), and \( \lambda \in \mathbb{C} \setminus \{0\} \).

1. \( \Phi_{\lambda a} = \Phi_a \).
2. \( \Phi_{a+b} \leq \Phi_a + \Phi_b \).
3. \( \Phi_{ab} \leq \Phi_a \circ \Phi_b \).
4. If \( a_i \) converges to \( a \) in the strong operator topology (meaning \( a_i \xi \to a\xi \) for all \( \xi \in L^2(\mathbb{R}) \)), then \( \Phi_a \leq \lim \inf_i \Phi_{a_i} \).
5. \( \Phi_a(\infty) = \lim_{t \to \infty} \Phi_a(t) \).
Proof. Items [1], (2), and (3) are established by the same straightforward calculations as in Lemma 3.8.

For item (4), fix \( x \in [0, \infty] \) and choose any \( \xi \in L^2(\mathbb{R}) \) with \( \mu(\text{supp}(\xi)) \leq x \). As \( a\xi = \lim_i a_i \xi \), we use Lemma 2.1(1) to compute

\[
\mu(\text{supp}(a\xi)) \leq \liminf_i \mu(\text{supp}(a_i \xi)) \leq \liminf_i \Phi_{a_i}(x).
\]

Since \( \Phi \) is arbitrary, we are done.

For item (5), let \( y \) be any real number less than \( \Phi_a(\infty) \). Then there is some \( \xi \in L^2(\mathbb{R}) \) with \( \mu(\text{supp}(a\xi)) > y \). Let \( \xi_t \) be the truncation \( \xi \cdot \chi_{[-t/2,t/2]} \), so that \( \xi_t \to \xi \) in \( L^2(\mathbb{R}) \) and \( \mu(\text{supp}(\xi_t)) \leq t \). Using Lemma 2.1(1) and the fact that \( \Phi_a \) is increasing,

\[
\Phi_a(\infty) \geq \lim_{t \to \infty} \Phi_a(t) = \liminf_{t \to \infty} \Phi_a(t) \geq \liminf_{t \to \infty} \mu(\text{supp}(a\xi_t)) \geq \mu(\text{supp}(a\xi)) > y.
\]

Since \( y \) was any real number less than \( \Phi_a(\infty) \), it follows that \( \lim_{t \to \infty} \Phi_a(t) = \Phi_a(\infty) \). \( \square \)

We note later (Corollary 4.14) that \( \Phi_a \) is also continuous on \( (0, \infty) \) (but not necessarily at 0; e.g., \( \Phi_a \) is discontinuous at 0 for any rank one operator \( a \)).

Definition 4.1 of support expansion functions is vector focused. We now present a more algebraic, projection-focused version which turns out to coincide with it (Theorem 4.4).

We will freely identify any function \( f \in L^\infty(\mathbb{R}) \) with the corresponding multiplication operator on \( L^2(\mathbb{R}) \), so that \( L^\infty(\mathbb{R}) \) is a subalgebra (in fact a maximal abelian von Neumann subalgebra) of \( B(L^2(\mathbb{R})) \). Projections in \( L^\infty(\mathbb{R}) \) are (equivalence classes of) characteristic functions, and we denote the set of them by \( \mathcal{P}(L^\infty(\mathbb{R})) \). The support projection of \( \xi \in L^2(X, \mu) \) is

\[
s(\xi) = \bigwedge \{ p \in \mathcal{P}(L^\infty(\mathbb{R})) : p\xi = \xi \} \in L^\infty(\mathbb{R}) \subseteq B(L^2(\mathbb{R})).
\]

It is easy to check that \( s(\xi) \) is nothing but the characteristic function of \( \text{supp}(\xi) \). Defining a trace \( \tau \) on \( L^\infty(\mathbb{R}) \) by \( \tau(f) = \int f \, d\mu \), we have \( \tau(s(\xi)) = \mu(\text{supp}(\xi)) \). In the rest of the paper, we often meet projections that are not naturally described in terms of sets, so we favor \( \tau \) over \( \mu \) in our computations.

Now for any \( a \in B(L^2(\mathbb{R})) \), we define its left support by

\[
s_l(a) = \bigwedge \{ p \in \mathcal{P}(L^\infty(\mathbb{R})) : pa = a \} \in L^\infty(\mathbb{R}) \subseteq B(L^2(\mathbb{R})).
\]

Again we note that the notions of support projection and left support rely on the \( L^2 \) function representation of the underlying Hilbert space, and actually they make sense when \( L^\infty(\mathbb{R}) \) is replaced with any unital von Neumann subalgebra of \( B(H) \). Since we only use them here in the context of \( L^\infty(\mathbb{R}) \subseteq B(L^2(\mathbb{R})) \), we do not burden the notations with more information.

Finally we define \( \Phi'_a : [0, \infty] \to [0, \infty] \) by letting

\[
\Phi'_a(x) = \sup \{ \tau(s_l(ap)) : p \in \mathcal{P}(L^\infty(\mathbb{R})) \text{ and } \tau(p) \leq x \}.
\]

For later use we collect some elementary left support identities that are mostly parallel to well-known facts about range projections.

**Lemma 4.3.** Let \( a \in B(L^2(\mathbb{R})) \).

1. \( s_l(aa^*) = s_l(a) \).
2. If \( a \) is self-adjoint, then \( \text{as}_l(a) = a \).

3. If \( S \subseteq H \) has dense span,
\[
\text{as}(a) = \bigvee_{\xi \in \mathcal{H}} \text{s}(a\xi) = \bigvee_{\xi \in S} \text{s}(a\xi).
\]

4. \( \Phi'_a(\infty) = \tau(\text{s}_l(a)) \).

**Proof.** (1): Since \( \text{s}_l(a) a a^* = a a^* \), \( \text{s}_l(a) \geq \text{s}_l(a a^*) \). Also
\[
(s_l(a a^*) - a)(s_l(a a^*) - a)^* = s_l(a a^*) a a^* s_l(a a^*) - s_l(a a^*) a a^* - a a^* s_l(a a^*) + a a^* = 0,
\]
which implies \( s_l(a a^*) - a = 0 \) and so \( s_l(a a^*) \geq s_l(a) \).

(2): We have \( \text{as}(a) = (s_l(a) a)^* = a^* = a \).

(3): The left support of \( a \) is the smallest projection in \( L^\infty(\mathbb{R}) \) fixing all vectors in the range of \( a \), which is the same as fixing a subset with dense span.

(4): From (3), the map \( \mathcal{P}(L^\infty(\mathbb{R})) \ni p \mapsto s_\lambda(ap) \) is order-preserving, so \( \Phi'_a(\infty) = \tau(s_l(\lambda I)) \).

**Theorem 4.4.** For \( a \in \mathcal{B}(L^2(\mathbb{R})) \), we have \( \Phi_a = \Phi'_a \).

**Proof.** Fix \( a \in \mathcal{B}(L^2(\mathbb{R})) \) and \( x \in (0, \infty] \); we will show that \( \Phi_a(x) = \Phi'_a(x) \). (This is obvious if \( x = 0 \), as both sides are zero.)

\( \Phi'_a(x) \geq \Phi_a(x) \): Let \( y \) be a real number less than \( \Phi_a(x) \). Find a vector \( \xi \) with \( \tau(s(\xi)) \leq x \) and \( \tau(s(a\xi)) > y \). From Lemma 4.3 applied to \( s(\xi) \),
\[
s_l(s(a\xi)) \geq \tau(s_l(s(\xi))) \Rightarrow \tau(s_l(s(a\xi))) \geq \tau(s(a\xi)) > y \Rightarrow \Phi'_a(x) > y.
\]

The conclusion follows because \( y \) is arbitrary.

\( \Phi_a(x) \geq \Phi'_a(x) \): Let \( p \) be a nonzero projection in \( L^\infty(\mathbb{R}) \) with \( \tau(p) \leq x \), and let \( (\xi_n)_{n=1}^\infty \) be an orthonormal basis of \( pL^2(\mathbb{R}) \). By Corollary 2.3, choose complex constants \( (\lambda_j) \) so that \( s(\sum_{n=1}^N \lambda_n a\xi_n) = \bigvee_{n=1}^N s(a\xi_n) \) for all \( N \). For any \( N \) we have
\[
\Phi_a(x) \geq \Phi_a(\tau(p)) \geq \Phi_a \left( \tau \left( s \left( \sum_{n=1}^N \lambda_n a\xi_n \right) \right) \right) \geq \tau \left( s \left( a \sum_{n=1}^N \lambda_n a\xi_n \right) \right) = \tau \left( \bigvee_{n=1}^N \sum_{n=1}^N \lambda_n a\xi_n \right).
\]
The finite joins in the last term increase with \( N \) to the infinite join, which is \( s_l(a\xi_0) \). The trace \( \tau \) (which corresponds to the Lebesgue integral) commutes with increasing limits. This gives \( \Phi_a(x) \geq \tau(s_l(a\xi_0)) \), and as \( p \) was arbitrary we get the conclusion. \( \square \)

### 4.2. A tale of three families.

The goal of this subsection is to identify a property that is necessary, and another that is sufficient, for a function \( [0, \infty] \to [0, \infty] \) to be of the form \( \Phi_a \) for some \( a \in \mathcal{B}(L^2(\mathbb{R})) \). This culminates in Theorem 4.7.

For any function \( f: [0, \infty] \to [0, \infty] \), we let \( \overline{f}: [0, \infty] \to [0, \infty] \) denote the map
\[
\overline{f}(x) = \begin{cases} 
\frac{f(x)}{x}, & \text{if } x \neq 0, \infty \\
\infty, & \text{if } x = 0 \\
0, & \text{if } x = \infty.
\end{cases}
\]
Definition 4.5. Consider a function $f: [0, \infty) \to [0, \infty]$ with $f(0) = 0$ and $\lim_{t \to \infty} f(t) = f(\infty)$.

1. We say that $f$ is ICOD (for “increasing and concave down”) if it is increasing and concave down.
2. We say that $f$ is ISOD (for “increasing and slope-to-origin decreasing”) if it is increasing and $f'$ is decreasing.
3. We say that $f$ is SUPPEXP (for “support expansion”) if $f = \Phi_a$ for some $a \in \mathcal{B}(L^2(\mathbb{R}))$.

By abuse of notation, we also denote the subsets of all functions $[0, \infty) \to [0, \infty]$ which are ICOD, ISOD, and SUPPEXP by ICOD, ISOD, and SUPPEXP, respectively.

The following proposition gathers some simple properties of ICOD and ISOD, all proved by short computations. For (2), an example of a function that is ISOD but not ICOD is $\max\{\sqrt{x}, x\}$.

Proposition 4.6.

1. Both sets ICOD and ISOD are closed under addition and composition.
2. We have $\text{ICOD} \subsetneq \text{ISOD}$.
3. If $f \in \text{ISOD}$, then either $f(x) = \infty$ for all $x > 0$ or $f(x) < \infty$ for all $x < \infty$.

The remainder of this subsection is dedicated to the proof of the following result.

Theorem 4.7. The following inclusions hold: $\text{ICOD} \subseteq \text{SUPPEXP} \subseteq \text{ISOD}$.

Although Theorem 4.7 does not give us a complete characterization of support expansion functions — we may present results related to this elsewhere — it will be useful in our study of support expansion $C^*$-subalgebras of $\mathcal{B}(L^2(\mathbb{R}))$, undertaken in Sections 5.4, 7, and 8.

We start by showing the first inclusion of Theorem 4.7. The construction in this proposition, witnessing prescribed ICOD support expansion by a weighted composition operator, will also be important in Section 5.

Proposition 4.8. Let $f: [0, \infty) \to [0, \infty]$ and $r \in (0, \infty]$. Assume that $f$ is ICOD, strictly increasing on $[0, r]$, (right) continuous at 0, and constant on $[r, \infty)$. Then the formula

$$ (a_{f,r}\xi)(x) = \begin{cases} 
\sqrt{(f^{-1})'(x)}\xi(f^{-1}(x)), & \text{for a.e. } x \in [0, f(r)] \\
0, & \text{otherwise}
\end{cases} $$

defines a bounded operator on $L^2(\mathbb{R})$, and $\Phi_{a_{f,r}} = f$.

Proof. Since $f: [0, r] \to [0, f(r)]$ is strictly increasing, $f^{-1}: [0, f(r)] \to [0, r]$ is a well defined strictly increasing concave up function, in particular absolutely continuous and a.e. differentiable. Applying the change of variables $y = f^{-1}(x)$, we obtain $\|a_{f,r}\xi\|_2 = \|\xi \cdot \chi_{[0,r]}\|_2 \leq \|\xi\|_2$ for all $\xi \in L^2(\mathbb{R})$. So $a_{f,r}$ is a well-defined bounded operator.

It is “visually obvious” from $f$ being ICOD that $a_{f,r}$ achieves maximal support expansion on vectors supported on intervals of the form $[0, x]$; here is the mathematical justification.

The reader can find the details in many standard measure theory books, for instance [Rud87, Chapter 7] for change of variables and [RY76, Theorem A] for the fact that concave functions are absolutely continuous.
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Proposition 4.11. Let $c \in B(L^2(\mathbb{R}))$ be the rank one projection onto a vector $\xi \in L^2(\mathbb{R})$ with infinite support, so that $\Phi_c = f$.

Suppose now that $f(x) < \infty$ for all $x < \infty$. As $f \in ICOD$, there is $r \in [0, \infty]$ such that $f$ is strictly increasing on $[0, r]$ and constant on $[r, \infty]$. If $\lim_{t \to 0} f(t) = 0$, the result follows from Proposition 4.8. If not, let

$$g = f - \lim_{t \to 0} f(t).$$

Then $\Phi_{g,r} = g$ by Proposition 4.8. Let $a \in B(L^2(\mathbb{R}))$ be the operator given by

$$a\xi = a_{g,r}\xi + \langle \xi, \chi_{[-1,0]} \rangle \chi_{[-\lim_{t \to 0} f(t), 0]}$$

for all $\xi \in L^2(\mathbb{R})$. It is immediate to check that $\Phi_a = f$ by evaluating on vectors $\chi_{[0, x]} + \eta$, where $\eta$ is a vector with arbitrarily small support inside $[-1, 0]$.

In order to finish the proof of Theorem 4.7, we are left to show the inclusion SUPPEXP $\subseteq$ ISOD. For that, we need some preliminary results. The following elementary facts about commuting projections will be used in the next proposition.

Fact 4.10. Given $p, q, q_1, q_2 \in P(L^\infty(\mathbb{R}))$ with $q_1 \leq q_2$, we have

1. $\tau(p \lor q_1) - \tau(q_1) \geq \tau(p \lor q_2) - \tau(q_2)$, and
2. $s_t(a(p \lor q)) = s_t(a(p)) \lor s_t(a(q))$ for any $a \in B(L^2(\mathbb{R}))$.

Proposition 4.11. Let $a \in B(L^2(\mathbb{R}))$, $x \in (0, \infty)$, and $n \in \mathbb{N}$. Then, if $y = \frac{n+1}{n} x$, we have $\Phi_a(x) \geq \Phi_a(y)$.

Proof. Suppose for the sake of contradiction that $\Phi_a(y) > \Phi_a(x)$. Then

$$\Phi_a(y) = \Phi_a(y) \cdot y > \frac{1}{2} (\Phi_a(y) + \Phi_a(x)) \cdot y.$$

By the definition of $\Phi'_a = \Phi_a'$ (Theorem 4.4), we can pick a projection $p \in P(L^\infty(\mathbb{R}))$ such that $\tau(p) \leq y$ and

$$\tau(s_t(a(p))) > \frac{1}{2} (\Phi_a(y) + \Phi_a(x)) \cdot y.$$

As $\tau(p) \leq y = \frac{n+1}{n} x$, we can write $p = \sum_{k=1}^{n+1} p_k$ for some orthogonal sequence $(p_k)_{k=1}^{n+1}$ in $P(L^\infty(\mathbb{R}))$, all of which have trace at most $\frac{k}{n}$.
For any \( k \leq n \) we have that
\[
\tau \left( \bigvee_{i=1}^{k} s_l(a p_i) \right) - \tau \left( \bigvee_{i=1}^{k-1} s_l(a p_i) \right) = \tau \left( s_l(a p_k) \lor \bigvee_{i \neq k} s_l(a p_i) \right) - \tau \left( \bigvee_{i \neq k} s_l(a p_i) \right)
\]
\[
\geq \tau \left( s_l(a p_k) \lor \bigvee_{i \neq k} s_l(a p_i) \right) - \tau \left( \bigvee_{i \neq k} s_l(a p_i) \right)
\]
\[
> \frac{1}{2} \left( \overline{\Phi}_a(y) + \overline{\Phi}_a(x) \right) \cdot y - \Phi_a(x).
\]
(When \( k = 1 \), indices running from 1 to \( k - 1 \) are the empty set.)

Add up these inequalities for \( 1 \leq k \leq n \), noting that the left-hand side telescopes:
\[
\tau \left( \bigvee_{k=1}^{n} s_l(a p_k) \right) > n \left( \frac{1}{2} \left( \overline{\Phi}_a(y) + \overline{\Phi}_a(x) \right) \cdot y - \Phi_a(x) \right).
\]
The left-hand side is \( \leq \Phi_a(x) \). On the right-hand side, we substitute \( y = \frac{n+1}{n} x \) and use our assumption that \( \overline{\Phi}_a(y) > \overline{\Phi}_a(x) \):
\[
\Phi_a(x) > n \left( \overline{\Phi}_a(x) \cdot \frac{n+1}{n} x - \Phi_a(x) \right) = n \left( \frac{\Phi_a(x)}{x} \cdot \frac{n+1}{n} x - \Phi_a(x) \right) = \Phi_a(x).
\]
So \( \Phi_a(x) > \Phi_a(x) \), a contradiction. \( \square \)

**Corollary 4.12.** Let \( a \in B(L^2(\mathbb{R})) \), \( x \in (0, \infty) \), and \( q \in \mathbb{Q} \) with \( q \geq 1 \). Then we have \( \overline{\Phi}_a(x) \geq \overline{\Phi}_a(qx) \).

**Proof.** Say \( q = \frac{r}{s} \) for naturals \( r > s \). Then
\[
q = \frac{r}{r-1} \cdot \frac{r-1}{r-2} \cdots \frac{s+1}{s}
\]
and the result follows by applying Proposition 4.11 repeatedly. \( \square \)

The “slope-to-origin” non-decreasing property in Corollary 4.12 implies that the function \( \Phi_a \) must be continuous on \( (0, \infty) \).

**Proposition 4.13.** Let \( f : [0, \infty] \rightarrow [0, \infty] \) be increasing and such that \( \overline{f}(x) \geq \overline{f}(qx) \) for all \( x \in [0, \infty] \) and all \( q \in \mathbb{Q} \) with \( q \geq 1 \). Then \( f \) is continuous on \( (0, \infty) \).

**Proof.** If \( f(x) = \infty \) for all \( x > 0 \), the result is trivial. So we can assume that \( f(x) < \infty \) for all \( x > 0 \) (see Proposition 4.6). Let \( q_j \) be rationals decreasing to 1; for any \( x > 0 \),
\[
f(q_j x) = q_j x \overline{f}(q_j x) \leq q_j x \overline{f}(x) = q_j f(x).
\]
Letting \( j \to \infty \) and recalling that \( f \) is increasing, we see that \( \lim_{t \to x^+} f(t) = f(x) \). The limit from the left can be proved similarly, starting with \( f(\frac{x}{q_j}) \). \( \square \)
Corollary 4.12 and Proposition 4.13 plus Lemma 4.2(5), immediately give the following:

**Corollary 4.14.** Let \( a \in \mathcal{B}(L^2(\mathbb{R})) \). Then \( \Phi_a \) is continuous on \([0, \infty]\), and \( \Phi_{a^*} \) is continuous on \((0, \infty)\).

**Proof of Theorem 4.7.** After Corollary 4.9, it is left to show that \( \text{SUPPEXP} \subseteq \text{ISOD} \). Fix \( a \in \mathcal{B}(L^2(\mathbb{R})) \). We know that \( \Phi_a \) is increasing, that \( \Phi_a(0) = 0 \), and that \( \lim_{t \to \infty} \Phi_a(t) = \Phi_a(\infty) \) (Lemma 4.2(5)). We only need that \( \Phi_{a^*} \) is decreasing, which follows from Corollaries 4.12 and 4.14. \( \square \)

We conclude this subsection by applying the results above to obtain an interesting interaction between \( \Phi_a \) and \( \Phi_{a^*} \) that will be used later. Notice that a support expansion function can have arbitrarily slow growth, since it can be any ICOD function (Corollary 4.9). In contrast, the next proposition says if the graphs of \( \Phi_a \) and \( \Phi_{a^*} \) are both below the line \( y = x \) at some point, then they must be horizontal from there to the right. In particular, for self-adjoint \( a \) either \( \Phi_a(x) \geq x \) for all \( x \in [0, \infty] \), or \( \Phi_a \) is constant from the point where its graph crosses below \( y = x \).

Let us set some notation. We know that for any \( a \in \mathcal{B}(L^2(\mathbb{R})) \), \( \Phi_a \) is ISOD, so the set \( \{ x \in (0, \infty) : \Phi_a(x) < x \} \) has the form \( (r_a, \infty) \) for some \( r_a \). We set \( r_a = \infty \) if this set is empty. By continuity (Corollary 4.14) \( \Phi_a(r_a) = r_a \). We also set \( s_a = \max\{r_a, r_{a^*}\} \).

**Proposition 4.15.** Keep the notation from above for \( a \in \mathcal{B}(L^2(\mathbb{R})) \).

1. Let \( a \) be self-adjoint. We have \( \Phi_a(x) = r_a \) for \( x \in [r_a, \infty] \).
2. Remove the self-adjointness assumption. We have \( \Phi_a(x) = \Phi_a(s_a) \) for \( x \in [s_a, \infty] \).

**Proof.** (1): First assume that \( \tau(s_a(x)) < \infty \). As \( \Phi_a \) is increasing, it is enough to show that \( \Phi_a(\infty) = \Phi_a(r_a) \). Suppose not, so by Lemma 4.3(4) \( \tau(s_a(a)) = \Phi_a(\infty) > \Phi_a(r_a) = r_a \).

From the definition of \( r_a, \Phi_a(\tau(s_a(a))) < \tau(s_a(a)) \). We compute
\[
\tau(s_a(a)) \text{ Lemma 4.3(2) } \tau(s_a(a) a_s(a)) \leq \Phi_a(\tau(s_a(a))) < \tau(s_a(a)),
\]
which is a contradiction.

Next we remove the condition \( \tau(s_a) < \infty \). Let \( p_j = \chi_{[j-j,j]} \in \mathcal{P}(L^\infty(\mathbb{R})) \). We notice that \( \Phi_{p_j a p_j} \leq \Phi_{a^*} \); this follows by computing, for any \( q \in \mathcal{P}(L^\infty(\mathbb{R})) \),
\[
\tau(s_a(p_j a p_j \cdot q)) \leq \tau(s_a(a \cdot p_j q)) \leq \Phi_a(\tau(q)).
\]
From \( \Phi_{p_j a p_j} \leq \Phi_a \) it follows that \( r_{p_j a p_j} \leq r_a \). Since \( s_a(p_j a p_j) \leq \tau(p_j) = 2j < \infty \), the previous paragraph applies to \( p_j a p_j \), so \( \Phi_{p_j a p_j} \) must equal \( r_{p_j a p_j} \) on \([r_{p_j a p_j}, \infty]\). In particular \( \Phi_{p_j a p_j}(\infty) = r_{p_j a p_j} \leq r_a \). Since \( p_j a p_j \to a \) in the strong operator topology, we have by Lemma 4.12(1) that
\[
r_a = \Phi_a(r_a) \leq \Phi_a(\infty) \leq \liminf \Phi_{p_j a p_j}(\infty) = \liminf r_{p_j a p_j} \leq r_a.
\]
The conclusion follows from \( \Phi_a(\infty) = \Phi_a(r_a) = r_a \).

(2): If \( s_a = \infty \), the statement is trivial, so we may assume \( s_a < \infty \). Take any finite \( x > s_a \), so that \( \Phi_a(x), \Phi_{a^*}(x) < x \). Then
\[
\Phi_{a^*}(x) \leq \Phi_a(\Phi_{a^*}(x)) \leq \Phi_a(x) < x.
\]
(The middle inequality used the fact that $\Phi_a$ is increasing.) This implies that $r_{aa^*} \leq s_a$. Since $aa^*$ is self-adjoint, by (1) $\Phi_{aa^*}$ is the constant $r_{aa^*}$ on $[r_{aa^*}, \infty]$, which includes $[s_a, \infty]$. Letting $x$ decrease to $s_a$ in the chain of inequalities above, we have

$$r_{aa^*} = \Phi_{aa^*}(x) \leq \Phi_a(x) \searrow \Phi_a(s_a),$$

giving $r_{aa^*} \leq \Phi_a(s_a)$. (Here if $s_a > 0$ we used the continuity of $\Phi_a$, Corollary 4.14. If $s_a = 0$ then $0 \leq \Phi_a(x) \leq x$ for all $x$, so $\lim_{x \to 0^+} \Phi_a(x) = 0 = \Phi(s_a)$.) Now compute

$$\Phi_a(s_a) \leq \Phi_a(\infty) = \tau(s_l(a)) \leq \Phi_{aa^*}(\infty) = r_{aa^*} \leq \Phi_a(s_a).$$

The conclusion follows from $\Phi_a(\infty) = \Phi_a(s_a)$. □

Example 4.16. This example illustrates Proposition 4.15 and shows the difference between its two parts.

Define $f : [0, \infty] \to [0, \infty]$ by $f(x) = \min\{\frac{x}{2}, 1\}$. Proposition 4.8 constructs $a = af, 2 \in B(L^2(\mathbb{R}))$ with $\Phi_a = f$; explicitly, $a_\xi(x) = \sqrt{2} \cdot f(2x) \cdot \chi_{[0,1]}(x)$. One can compute that $a^*\xi(x) = \frac{1}{\sqrt{2}} \cdot \xi(\frac{x}{2}) \cdot \chi_{[0,2]}(x)$, so $\Phi_{a^*}(x) = \min\{2x, 2\}$.

See Figure 1: $\Phi_a$ need not become constant until both $\Phi_a$ and $\Phi_{a^*}$ are below $y = x$.
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**Figure 1.** The functions considered in Example 4.16. The graph of $\Phi_a = f$ (red) is below $y = x$ on $(0, \infty)$, so $r_a = 0$. But it does not become constant until both it and the graph of $\Phi_{a^*}$ (green) go below $y = x$ at $s_a = 2$, as required by Proposition 4.15(2).
4.3. More on the relation between ICOD and ISOD. Theorem 4.7 motivates a deeper study of ICOD and ISOD in order to better understand SUPPEXP. Although ICOD ⊆ ISOD is a strict inclusion, this subsection establishes the following two results:

- every member of ISOD is the supremum of members of ICOD (Proposition 4.18);
- given \( f \) ∈ ISOD, there is a procedure for obtaining \( g \) ∈ ICOD with \( f \leq g \leq 2f \) (see Definition 4.19 and Proposition 4.20).

It is well known that concave down functions, and thus ICOD functions, are continuous except perhaps at endpoints. The same holds for functions in ISOD, by Proposition 4.13. The next proposition isolates some trivial facts about ICOD and ISOD functions:

**Proposition 4.17.** Let \( (f_i)_{i \in I} \) be a nonempty family of functions \([0, \infty) \to [0, \infty]\).

1. If \( (f_i)_{i \in I} \subseteq ICOD \), then the infimum of \( (f_i)_{i \in I} \) belongs to ICOD.
2. If \( (f_i)_{i \in I} \subseteq ISOD \), then both the infimum and supremum of \( (f_i)_{i \in I} \) belong to ISOD.

Although ICOD is not closed under supremum (e.g., \( x \mapsto \max\{\sqrt{x}, x/2\} \) is not concave down), the inclusion ICOD ⊆ ISOD gives us that such a supremum belongs to ISOD. In fact, this characterizes the ISOD functions:

**Proposition 4.18.** Every ISOD function is the supremum of a sequence of ICOD functions.

**Proof.** Take \( f \) ∈ ISOD. The conclusion is clear if \( f \equiv 0 \), so assume not, which entails that \( f(x) > 0 \) for all \( x > 0 \). For each \( q \in \mathbb{Q}_+ \), let \( f_q \) : \([0, \infty) \to [0, \infty]\) be the ICOD function given by

\[
f_q(x) = \frac{f(q)}{q} \cdot \chi_{[0,q]}(x) + f(q) \cdot \chi_{(q,\infty]}(x), \quad \forall x \in [0, \infty].
\]

Note \( f_q(q) = f(q) \) and, as \( f \) is decreasing, \( f \geq f_q \). Let \( g \) be the supremum of \( (f_q)_{q \in \mathbb{Q}_+} \), so \( g \) is ISOD by Proposition 4.17. Therefore \( f \) and \( g \) are both ISOD and agree on all rational points, so by continuity of ISOD functions (Proposition 4.13) we have \( f = g \). \( \square \)

We now present a procedure which, given \( f \) ∈ ISOD, finds \( g \) ∈ ICOD such that \( f \leq g \leq 2f \). For that, we employ a half-line version of the concave conjugate (a variation of the well-studied convex conjugate or Fenchel-Legendre Transform):

**Definition 4.19.** Given \( f : (0, \infty) \to [-\infty, \infty] \), we define the concave conjugate of \( f \) as the map \( f_* : (0, \infty) \to [-\infty, \infty] \) given by

\[
f_*(x) = \inf_{\lambda \in (0, \infty)} (\lambda x - f(\lambda)), \quad \forall x \in (0, \infty).
\]

As the infimum of lines with nonnegative slope, \( f_* \) is increasing and concave down.

**Proposition 4.20.** If \( f : (0, \infty) \to (0, \infty) \) is an increasing function such that \( f(x)/x \) is decreasing, then \( f \leq f_{**} \leq 2f \).

**Proof.** First notice that, unfolding definitions, we have

\[
f_{**}(x) = \inf_{\lambda \in (0, \infty)} \left( \lambda x + \sup_{y \in (0, \infty)} (f(y) - \lambda y) \right)
\]
for all \( x \in (0, \infty) \). Letting \( y = x \) above, we have \( f^*_s(x) \geq f(x) \). On the other hand, letting \( \lambda = f(x)/x \) above, we have
\[
 f^*_s(x) \leq f(x) + \sup_{y \in (0, \infty)} \left( f(y) - y \frac{f(x)}{x} \right) = f(x) + \sup_{y \in (0, \infty)} y \left( \frac{f(y)}{y} - \frac{f(x)}{x} \right).
\]
Since \( f(x)/x \) is decreasing, the supremum above only needs to consider \( y \in [0, x] \). Therefore, using that \( f \) is increasing, we have that
\[
 f^*_s(x) \leq f(x) + \sup_{0 < y \leq x} \left( f(y) - y \frac{f(x)}{x} \right) \leq f(x) + \sup_{0 < y \leq x} f(y) = 2f(x).
\]
This finishes the proof. \( \square \)

**Definition 4.21.** Let \( f \in \text{ISOD} \). By abuse of notation, we denote by \( f^*_s \) the function \([0, \infty] \to [0, \infty]\) defined as
\[
f^*_s(x) = \begin{cases} 
0, & x = 0 \\
(f \upharpoonright (0, \infty))^s(x), & x \in (0, \infty) \\
\lim_{x \to \infty} (f \upharpoonright [0, \infty))^s(x), & x = \infty.
\end{cases}
\]
Notice that if \( f \in \text{ISOD} \) is such that \( f(x) = \infty \) for all \( x > 0 \), then \( f^*_s(x) = \infty \) for all \( x > 0 \). Hence, by Proposition 4.20, we have that \( f \leq f^*_s \leq 2f \) on all \([0, \infty]\), and \( f^*_s \in \text{ICOD} \).

**4.4. Families generated by functions in ISOD.** Given a nonempty family \( \mathcal{F} \) of functions \([0, \infty] \to [0, \infty]\), we denote the smallest family of maps containing \( \mathcal{F} \) which is closed under addition and composition by \( \langle \mathcal{F} \rangle \). If \( \mathcal{F} \) consists of a singleton, say \( \mathcal{F} = \{ f \} \), we simply write \( \langle f \rangle \) for \( \langle \{ f \} \rangle \). This section gathers some useful properties about such families which will be helpful throughout the rest of the paper.

**Proposition 4.22.** Functions in ISOD are subadditive.

**Proof.** Fix \( f \in \text{ISOD} \). For \( x, y \in (0, \infty) \) we have that
\[
f(x) + f(y) = x\overline{f}(x) + y\overline{f}(y) \geq x\overline{f}(x + y) + y\overline{f}(x + y) = (x + y)\overline{f}(x + y) = f(x + y).
\]
Subadditivity when either summand is 0 or \( \infty \) is straightforward. \( \square \)

**Proposition 4.23.** Let \( f \in \text{ISOD} \) and \( f_0 \in \langle f \rangle \). Then there exists \( K \in \mathbb{N} \) and \((n_k)_{k=1}^K \subseteq \mathbb{N}\) such that \( f_0 \leq \sum_{k=1}^K n_k f^{(k)} \).

**Proof.** Note that \( f_0 \) is constructed from composing and adding \( f \) a finite number of times. Recall that every element of \( \langle f \rangle \) is in ISOD (Proposition 4.6) and thus subadditive (Proposition 4.22). We then apply subadditivity repeatedly to obtain the result. \( \square \)

In fact, the following more general result holds, and its proof is completely analogous to the proof of Proposition 4.23.

**Proposition 4.24.** Let \( \mathcal{F} \subseteq \text{ISOD} \) and \( f_0 \in \langle \mathcal{F} \rangle \). Then \( f_0 \) is dominated by some linear combination with natural number coefficients of compositions of members of \( \mathcal{F} \). \( \square \)
The following is a straightforward consequence of Proposition 4.24.

**Corollary 4.25.** If \( \mathcal{F}, \mathcal{G} \subseteq \text{ISOD} \) are such that for all \( f \in \mathcal{F} \) there exists \( g \in \langle \mathcal{G} \rangle \) such that \( f \leq g \), then for any \( f_0 \in \langle \mathcal{F} \rangle \) there exists some \( g_0 \in \langle \mathcal{G} \rangle \) such that \( f_0 \leq g_0 \).

5. **The poset \( \mathcal{P} \) of continuous support expansion \( C^* \)-algebras**

We now properly define support expansion \( C^* \)-subalgebras of \( B(L^2(\mathbb{R})) \), as done in Section 3 for the discrete case of \( B(\ell^2(\mathbb{N})) \). We also provide technical results which will allow us to study the poset given by all these \( C^* \)-algebras in Sections 7 and 8. In Section 5.4, we study some \( C^* \)-algebras which can be obtained simply by this method.

5.1. **Sets of controlled operators.** The next definition is the continuous version of Definition 3.9.

**Definition 5.1.** Given an increasing map \( f : [0, \infty) \to [0, \infty] \), we define
\[
B_f = \left\{ a \in B(L^2(\mathbb{R})) : \Phi_a, \Phi_{a^*} \leq f \right\}.
\]
Operators in \( B_f \) are said to be **controlled by** \( f \).

Here are some elementary relations between sets of controlled operators (cf. Lemma 3.10).

**Lemma 5.2.** Let \( f_1, f_2 : [0, \infty) \to [0, \infty] \) be increasing, \( a \in B_{f_1} \), \( b \in B_{f_2} \), and \( \lambda \in \mathbb{C} \). Then:
1. \( a^* \in B_{f_1} \).
2. \( \lambda a \in B_{f_1} \).
3. \( a + b \in B_{f_1+f_2} \).
4. \( ab \in B_{f_1 \circ f_2} \).

Different functions may generate the same set of controlled operators. Therefore, it is useful to have methods which, given a map \( f : [0, \infty) \to [0, \infty] \), produce \( g : [0, \infty) \to [0, \infty] \) with “better” properties and such that \( B_f = B_g \). The next two results provide such methods. We start by showing that one can always assume that \( f \in \text{ISOD} \). For that, we need a definition:

**Definition 5.3.** For any \( f : [0, \infty) \to [0, \infty] \) with \( f(0) = 0 \), we define the **ISOD lower-envelope** of \( f \) by
\[
\tilde{f}(x) = \sup \left\{ g(x) : g \in \text{ISOD} \text{ and } g \leq f \right\}
\]
for all \( x \in [0, \infty] \).

Clearly \( \tilde{f} \leq f \) and, by Proposition 4.17 it follows that \( \tilde{f} \in \text{ISOD} \).

**Proposition 5.4.** For any increasing function \( f : [0, \infty) \to [0, \infty] \), we have \( B_f = B_{\tilde{f}} \).

**Proof.** We have \( B_{\tilde{f}} \subseteq B_f \) because \( \tilde{f} \leq f \). Now suppose \( a \in B_f \). Since \( \Phi_a \) and \( \Phi_{a^*} \) are ISOD (Theorem 4.7) and \( \leq f \), by definition they are \( \leq \tilde{f} \). This gives us that \( a \in B_{\tilde{f}} \).

When interested in \( B_f \), one can replace a slowly-growing \( f \) with a bounded one.

**Lemma 5.5.** Let \( f \in \text{ISOD} \) and \( r = \inf \{ x : f(x) < x \} \). Then \( B_f = B_{\min\{f,r\}} \).
Proof. If \( a \in B(L^2(\mathbb{R})) \) belongs to \( B_f \), then \( \Phi_a, \Phi_{a^*} \leq f \). In the terminology of Proposition 4.15, we have \( s_a \leq r \), so by Proposition 4.15.2 we conclude that \( \Phi_a, \Phi_{a^*} = s_a \leq r \) on \([s_a, \infty)\) and thus \( \Phi_a, \Phi_{a^*} \leq r \) everywhere. It follows that \( \Phi_a, \Phi_{a^*} \leq \min\{f, r\} \), so \( a \in B_{\min\{f, r\}} \).

The other inclusion is obvious. \(\Box\)

5.2. Algebras of controlled operators. We now introduce the continuous version of Definition 3.11:

**Definition 5.6.** If \( F \) is a nonempty family of increasing functions \([0, \infty) \rightarrow [0, \infty] \) closed under addition and composition, then we define the \( F \)-controlled operators by \( B_F = \bigcup_{f \in F} B_f \).

By Lemma 5.2, \( B_F \) is a \(*\)-algebra. We denote the norm closure of \( B_F \) by \( C_F \) and call it the support expansion \( C^* \)-algebra generated by \( F \).

For the remainder of this paper, our goal is to understand the algebras \( C_F \) above. When is one such algebra equal to, or included in, another? We will develop methods to study the poset of all such algebras, so we give this object a name:

**Definition 5.7.** We let \( \mathbb{P} \) denote the poset of all support expansion \( C^* \)-subalgebras of \( B(L^2(\mathbb{R})) \), with order given by inclusion.

The following is the main result of this subsection.

**Theorem 5.8.** Given a nonempty family \( F \) of increasing maps \([0, \infty) \rightarrow [0, \infty] \), there is a family \( G \subseteq \text{ICOD} \) such that \( C(G) = C(F) \).

Before proving Theorem 5.8 we need some auxiliary results.

**Proposition 5.9.** Given a nonempty family \( F \) of increasing maps \([0, \infty) \rightarrow [0, \infty] \), there is a family \( G \subseteq \text{ISOD} \) such that \( C(F) = C(G) \).

**Proof.** Let \( F \) be a set of increasing functions \([0, \infty) \rightarrow [0, \infty] \). Then Proposition 5.3 gives us that

\[
B(F) = \bigcup_{g \in (F)} B_g = \bigcup_{g \in (F)} B_{\tilde{g}} \subseteq B_{(\tilde{g} : g \in (F))} \subseteq B(F),
\]

where the final inclusion follows since any map in \( (\tilde{g} : g \in (F)) \) is dominated by something in \( (F) \). Indeed, this is the case since \( \tilde{g}_1 + \tilde{g}_2 \leq g_1 + g_2 \) and \( g_1(\tilde{g}_2(x)) \leq g_1(g_2(x)) \) for all functions \( g_1, g_2 : [0, \infty) \rightarrow [0, \infty] \).

So, we have that \( B(F) = B(\tilde{g} : g \in (F)) \) and thus \( C(F) = C(\tilde{g} : g \in (F)) \). As \( \tilde{g} \in \text{ISOD} \) for each \( g \in (F) \), we are done. \(\Box\)

**Proposition 5.10.** Let \( F, G \subseteq \text{ISOD} \) be such that for all \( f \in F \) there is \( g \in (G) \) with \( f \leq g \). Then, \( B(F) \subseteq B(G) \).

**Proof.** Let \( a \in B(F) \) and pick \( f \in (F) \) such that \( \Phi_a, \Phi_{a^*} \leq f \). By Corollary 4.25, there is \( g \in (G) \) such that \( f \leq g \). Then \( a \in B_g \subseteq B(G) \). \(\Box\)

It then follows that \( C^* \)-algebras generated by finitely many ISOD functions are in fact generated by a single ISOD function:
Corollary 5.11. Given \((f_n)_{n=1}^N \subseteq \text{ISOD}\), we have that \(B_{\langle f_1, \ldots, f_N \rangle} = B_{\langle \sum_{n=1}^N f_n \rangle}\).

Proof. Since \(\sum_{n=1}^N f_n \in \langle f_1, \ldots, f_N \rangle\), it follows that \(B_{\langle \sum_{n=1}^N f_n \rangle} \subseteq B_{\langle f_1, \ldots, f_N \rangle}\). On the other hand, \(f_n \leq \sum_{n=1}^N f_n\) for each \(1 \leq n \leq N\), so Proposition 5.10 gives us that \(B_{\langle f_1, \ldots, f_N \rangle} \subseteq B_{\langle \sum_{n=1}^N f_n \rangle}\) and this completes the proof. □

The next corollary shows that any \(C^*\)-algebra generated by ISOD functions is also generated by ICOD functions, and the generating sets can be taken to have the same cardinality. For simplicity of notation, we introduce the following: given a nonempty family \(\mathcal{F}\) of maps \([0, \infty) \rightarrow [0, \infty]\), we let

\[
\mathcal{F}^{**} = \{f^{**} : f \in \mathcal{F}\}.
\]

Corollary 5.12. If \(\mathcal{F} \subseteq \text{ISOD}\), then \(B_{\langle \mathcal{F} \rangle} = B_{\langle \mathcal{F}^{**} \rangle}\).

Proof. Proposition 4.20 and Definition 4.21 give us that \(f \leq f^{**} \leq 2f\) for each \(f \in \mathcal{F}\). The result then follows from Proposition 5.10. □

Proof of Theorem 5.8. This follows from Proposition 5.9 and Corollary 5.12. □

5.3. The truncation and the interpolate of a function. We now present two more methods of replacing a given nonempty family of maps \(\mathcal{F}\) by a simpler family \(\mathcal{G}\) for which, under mild assumptions on \(\mathcal{F}\), we still have \(B_{\langle \mathcal{F} \rangle} = B_{\langle \mathcal{G} \rangle}\).

We start with the truncation procedure: Given \(f \in \text{ISOD}\), we let \(f_- : [0, \infty) \rightarrow [0, \infty]\) be the function given by

\[
f_-(x) = \min(f(x), f(1))
\]

for all \(x \in [0, \infty]\). We call \(f_-\) the truncation of \(f\). Notice that \(f_- \in \text{ISOD}\). Given a nonempty family \(\mathcal{F} \subseteq \text{ISOD}\), we let

\[
\mathcal{F}_- = \{f_- : f \in \mathcal{F}\}.
\]

Proposition 5.13. Let \(\mathcal{F} \subseteq \text{ISOD}\) be such that \(\lim_{x \to \infty} \frac{f(x)}{x} = 0\) for every \(f \in \mathcal{F}\). Then \(B_{\langle \mathcal{F} \rangle} = B_{\langle \mathcal{F}_- \rangle}\).

Proof. The inclusion \(B_{\langle \mathcal{F} \rangle} \subseteq B_{\langle \mathcal{F}_- \rangle}\) is trivial since \(f_- \leq f\) for each \(f \in \mathcal{F}\) (Proposition 5.10). For the other direction, take any \(a \in B_{\langle \mathcal{F} \rangle}\) and \(f_0 \in \langle \mathcal{F} \rangle\) such that \(\Phi_a, \Phi_{a^*} \leq f_0\). As \(f_0\) is formed from a finite number of additions and compositions of elements in \(\mathcal{F}\), we have \(\lim_{x \to \infty} \frac{f_0(x)}{x} = 0\). In particular, \(f_0(x)\) is eventually less than \(x\). So Lemma 5.5 gives us that \(B_{f_0} = B_{\min(f_0, r)}\) where \(r = \inf \{x : f_0(x) < x\} < \infty\). In particular, \(a \in B_{\min(f_0, r)}\), which implies that \(\Phi_a\) and \(\Phi_{a^*}\) are bounded by \(r\).

Suppose there is \(h \in \mathcal{F}\) for which \(\lim_{x \to 0} h(x) = t > 0\). Then for any \(n \geq \frac{t}{r}\), for \(x > 0\) we have \((nh)_-(x) \geq nt \geq r \geq \Phi_a(x), \Phi_{a^*}(x)\). Therefore \(a \in B_{(nh)_-} \subseteq B_{\langle \mathcal{F}_- \rangle}\).

Suppose no such \(h \in \mathcal{F}\) exists. The function \(f_0\) is built out of a finite number of additions and compositions of elements of \(\mathcal{F}\), so we can define \(g\) to be the function built out of the corresponding additions and compositions of the corresponding elements of \(\mathcal{F}_-\); in particular \(g \in \langle \mathcal{F}_- \rangle\) is eventually constant. As \(\lim_{x \to 0} f(x) = 0\) for every \(f \in \mathcal{F}\), there is \(\delta > 0\) so that
Given \( f \in \text{ISOD} \), we define the \textit{interpolate} of \( f \) as \( f_\delta(x) : [0, \infty] \to [0, \infty] \) as the function given by

\[
  f_\delta(x) = \begin{cases} 
    f(x), & \text{if } x \in [0, 1], \\
    f(1)x, & \text{if } x \in (1, \infty].
  \end{cases}
\]

Clearly, \( f_\delta \in \text{ISOD} \). Given \( \mathcal{F} \subseteq \text{ISOD} \), we let

\[
  \mathcal{F}_\delta = \{ f_\delta : f \in \mathcal{F} \}.
\]

**Proposition 5.14.** Let \( \mathcal{F} \subseteq \text{ISOD} \) be such that \( \lim_{x \to \infty} \frac{f(x)}{x} > 0 \) for some \( f \in \mathcal{F} \). Then \( B(\mathcal{F}) = B(\mathcal{F}_\delta) \).

**Proof.** The inclusion \( B(\mathcal{F}) \subseteq B(\mathcal{F}_\delta) \) is clear since \( f \leq f_\delta \) for each \( f \in \mathcal{F} \) (Proposition 5.10). For the other direction, fix \( a \in B(\mathcal{F}_\delta) \) and \( f_0 \in \langle \mathcal{F} \rangle \) with \( \Phi_a, \Phi_{a^*} \leq f_0 \). As \( f_0 \) is formed from a finite number of additions and compositions of the elements in \( \mathcal{F}_\delta \), there are \( \lambda, s > 0 \) so that \( f_0(x) = \lambda x \) for \( x \in [s, \infty] \). Let \( f \in \mathcal{F} \) be as in the statement of the proposition. As \( \lim_{x \to \infty} f(x)/x > 0 \), this discussion shows that, for all \( \delta > 0 \) there is \( n = n_\delta \in \mathbb{N} \) such that \( f_0(x) \leq nf(x) \) for \( x \in [\delta, \infty] \).

Let \( n = n_1 \) and suppose there is \( h \in \mathcal{F} \) such that \( \lim_{x \to 0} h(x) > 0 \). Then we can find \( m \in \mathbb{N} \) such that \( f_0(x) \leq mh(x) \) for \( x \in [0, 1] \). Thus, \( f_0 \leq mh + nf \) and it follows that \( a \in B_{mh+nf} \subseteq B(\mathcal{F}) \).

Suppose now that no such \( h \in \mathcal{F} \) exists. The function \( f_0 \) is built out of a finite number of additions and compositions of elements of \( \mathcal{F}_\delta \), so we can define \( g \) to be the function built out of the corresponding additions and compositions of the respective elements of \( \mathcal{F} \). As \( \lim_{x \to 0} f(x) = 0 \) for every \( f \in \mathcal{F} \), there is \( \delta > 0 \) such that \( f_0(x) = g(x) \) for all \( x \in [0, \delta] \).

Letting \( n = n_\delta \), we have that \( f_0 \leq g + nf \) and thus \( a \in B_{g+nf} \subseteq B(\mathcal{F}) \).

Intuitively, the content of the preceding two propositions is that as far as \( B(\mathcal{F}) \) is concerned, the behavior of a family \( \mathcal{F} \) at infinity only comes in two classes. If at least one member exhibits linear growth out to infinity, then we might as well assume that all its members do; otherwise we might as well assume that all its members are constant after 1. We will see that the behavior of \( \mathcal{F} \) near 0 is encoded much more sensitively in \( B(\mathcal{F}) \) (cf. Remark 7.5).

### 5.4. The top and the bottom of \( \mathbb{P} \)

The simplest examples of elements in \( \mathbb{P} \) are

\[
  C_{(0)} = \{0\} \quad \text{and} \quad C_{\text{ICOD}} = C_{(\infty)} = B(L^2(\mathbb{R})),
\]

where here \( \infty \) denotes the function in ICOD which sends 0 to 0 and all other numbers to \( \infty \). So \( C_{(0)} \) and \( C_{\text{ICOD}} \) are the first and last elements of \( \mathbb{P} \), respectively. In this subsection, we show that the poset \( \mathbb{P} \) also has unique second and penultimate elements.

For the next result, let \( x_\triangleleft \) denote the truncation of the map \( f(x) = x \), i.e., \( \min\{x, 1\} \).

---

\(^4\)Notice that, since we are composing members of \( \mathcal{F}_\delta \), we cannot simply take \( \delta = 1 \).
Proposition 5.15. If $\mathcal{F} \subseteq \text{ICOD}$ contains a nonzero map, then $C_{(x)} \subseteq C_{(\mathcal{F})}$. In particular, $C_{(x)}$ is the unique immediate successor of $\{0\}$ in $\mathbb{P}$.

Proof. Fix a nonzero $f \in \mathcal{F}$. Then, as $f(0) = 0$ and $f$ is concave down, there is $n \in \mathbb{N}$ so that $x \leq nf(x)$ for all $x \in [0,1]$. So $C_{(x)} \subseteq C_{(\mathcal{F})}$ (Proposition 5.10). For the second statement, notice that, since it is enough to consider families in ICOD in order to analyze $\mathbb{P}$ (Theorem 5.8), it follows that $C_{(x)} \subseteq C_{(G)}$ for any arbitrary family of maps $G$ such that $\{0\} = C_{\{0\}} \subsetneq C_{(G)}$. Therefore we only need to notice that $\{0\} \subsetneq C_{(x)}$, which follows since (multiplication by) $\chi_{[0,1]}$ clearly belongs to $C_{(x)}$. 

For the next proposition, let

$$\text{ICOD}_{<\infty} = \{ f \in \text{ICOD} : f(x) < \infty \text{ for all } x < \infty \}.$$ 

Notice that the only member of $\text{ICOD} \setminus \text{ICOD}_{<\infty}$ is the function that is $\infty$ for all $x > 0$ (Proposition 4.6.3), and that $\langle \text{ICOD}_{<\infty} \rangle = \text{ICOD}_{<\infty}$.

Proposition 5.16. Let $g: [0,\infty] \to [0,\infty]$ be given by

$$g(x) = \begin{cases} x + 1, & x > 0 \\ 0, & x = 0. \end{cases}$$

If $\mathcal{F} \subseteq \text{ICOD}_{<\infty}$, then $C_{(\mathcal{F})} \subseteq C_{(g)}$. In particular, $C_{(g)} = C_{\text{ICOD}_{<\infty}}$. Moreover, $C_{\text{ICOD}_{<\infty}}$ is the unique immediate predecessor of $\mathcal{B}(L^2(\mathbb{R}))$ in $\mathbb{P}$.

Proof. We first check that for $f \in \text{ICOD}_{<\infty}$, we have $f \leq f(1)g$. If $0 < x \leq 1$, then $f(x) \leq f(1) \leq f(1)(x + 1)$. If $x \geq 1$, then we use that $f$ is ISOD to compute $f(x) \leq f(1)x \leq f(1)(x + 1)$. Thus for any positive integer $n > f(1)$, we have $f \leq ng$ and so $B_f \subseteq C_{(g)}$. This suffices for the first two statements.

We now prove the last statement. Let $C_{(g)} \subseteq \mathcal{B}(L^2(\mathbb{R}))$ be an arbitrary element in $\mathbb{P}$. By Theorem 5.8 we can assume that $\mathcal{G} \subseteq \text{ICOD}$. As $C_{(g)} \neq \mathcal{B}(L^2(\mathbb{R}))$, the function that is $\infty$ for all $x > 0$ does not belong to $\langle \mathcal{G} \rangle$, so $\mathcal{G} \not\subseteq \text{ICOD}_{<\infty}$ and $C_{(g)} \subseteq C_{\text{ICOD}_{<\infty}}$.

It is left to notice that $C_{\text{ICOD}_{<\infty}}$ is not all of $\mathcal{B}(L^2(\mathbb{R}))$. For that, consider the operator $a \in \mathcal{B}(L^2(\mathbb{R}))$ given by

$$a\xi = \sum_{n=0}^{\infty} \frac{1}{\sqrt{2^n}} \langle \xi, \chi_{[n,n+1]} \rangle \chi_{[2^n,2^{n+1}]}$$

for all $\xi \in L^2(\mathbb{R})$.

Fix $f \in B_{\text{ICOD}_{<\infty}}$ and $b \in B_f$. By the definition of $B_f$, we have for any $n \in \mathbb{N}$ that

$$\tau(s(b\chi_{[n,n+1]})) \leq f(1).$$

It follows that

$$\|a - b\|^2 \geq \|a\chi_{[n,n+1]} - b\chi_{[n,n+1]}\|^2 = \left\| \frac{1}{\sqrt{2^n}} \chi_{[2^n,2^{n+1}]} - b\chi_{[n,n+1]} \right\|^2 \geq \frac{2^n - f(1)}{2^n}$$

because subtracting $b\chi_{[n,n+1]}$ leaves the value of $\frac{1}{\sqrt{2^n}} \chi_{[2^n,2^{n+1}]}$ unchanged on a subset of size at least $2^n - f(1)$. As $f(1) < \infty$ and $n \in \mathbb{N}$ is arbitrary, this shows that $\|a, B_f\| \geq 1$. By the arbitrariness of $f$, this shows that $\|a, B_{\text{ICOD}_{<\infty}}\| \geq 1$. So $a \notin C_{\text{ICOD}_{<\infty}}$. 

□
6. A CHARACTERIZATION OF THE ORDER RELATION IN $\mathbb{P}$

In this section we continue developing machinery to study the poset $\mathbb{P}$ by reducing the problem of determining when $C(\mathcal{F})$ is contained in $C(\mathcal{G})$ to a question about growth of functions at 0 and $\infty$. Here is the main result of this section:

**Theorem 6.1.** Let $\mathcal{F}, \mathcal{G} \subseteq \text{ICOD}$ be such that $\lim_{x \to 0} f(x) = 0$ for each $f \in \mathcal{F}$. Then $C(\mathcal{F}) \nsubseteq C(\mathcal{G})$ if and only if there exists $f_0 \in \mathcal{F}$ such that either

1. $\lim_{x \to \infty} \frac{f_0(x)}{x} > 0$ and $\lim_{x \to \infty} \frac{g(x)}{x} = 0$ for every $g \in \mathcal{G}$, or

2. for all nonzero $g_0 \in \langle \mathcal{G} \rangle$ there is $(x_n)_{n=1}^{\infty}$ decreasing to 0 such that $\lim_{n \to \infty} \frac{f_0(x_n)}{g_0(x_n)} = \infty$.

We need some preparatory results for Theorem 6.1.

**Proposition 6.2.** Let $r \in (0, \infty]$, $g \in \text{ISOD}$, and $f \in \text{ICOD}$ be such that $f$ is strictly increasing on $[0, r)$ and $\lim_{x \to 0} f(x) = 0$. Then, for a $f, r$ given by Proposition 4.8, we have

$$d(a_f, B_g)^2 \geq 1 - \frac{g(x_0)}{f(x_0)}$$

for every $x_0 \in (0, r)$, where $d$ is the metric induced by the operator norm.

**Proof.** Fix $x_0 \in (0, r]$. The vector given by

$$\xi(x) = \frac{\sqrt{f(x)}}{\sqrt{f(x_0)}} \chi_{[0,x_0]}(x) \text{ for all } x \in \mathbb{R},$$

has norm 1 and

$$(a_f, \xi)(x) = \frac{1}{\sqrt{f(x_0)}} \chi_{[0,f(x_0)]}(x).$$

Fix $b \in B_g$. Since $b\xi$ has support of size at most $g(x_0)$, it follows that

$$\|a_f - b\|^2 \geq \|(a_f - b)\xi\|^2 = \int_0^\infty \left( \frac{1}{\sqrt{f(x_0)}} \chi_{[0,f(x_0)]}(x) - (b\xi)(x) \right)^2 dx$$

$$\geq \frac{1}{f(x_0)} (f(x_0) - g(x_0))$$

$$= 1 - \frac{g(x_0)}{f(x_0)}.$$ 

Since this is true for an arbitrary $b \in B_g$, the result follows.

**Proposition 6.3.** Let $f \in \text{ICOD}$, $r > 0$, and $\lambda > 0$ be such that $\lim_{x \to 0} f(x) = 0$ and $f' > \lambda$ on $[0, r)$. (Again, derivatives need only exist a.e.) Then $a_f, r \in B(f)$, where $a_f, r$ is as in Proposition 4.8.

Note that $f' > \lambda$ on $[0, r]$ if and only if $\lim_{x \to \infty} \frac{f(x)}{x} > \lambda$.

**Proof.** Let $f$, $r$, and $\lambda$ be as in the statement. By Proposition 4.8 we have that

$$\Phi_{a_f, r}(x) = f(x) \cdot \chi_{[0,r]}(x) + f(r) \cdot \chi_{[r,\infty]}(x), \quad \forall x \in [0, \infty]$$

for all $x \in [0, \infty]$. 

In particular, \( \Phi_{a_{f,r}} \leq f \).

The issue is to bound \( \Phi_{a_{f,r}} \). For that, note that \( a_{f,r}^* \) is the operator given by

\[
(a_{f,r}^*(\xi))(x) = \sqrt{f'(x)} \xi(f(x)) \chi_{[0,r]}(x) \quad \text{for all } \xi \in L^2(\mathbb{R}) \text{ and all } x \in \mathbb{R}.
\]

As in the proof of Proposition 4.8 we have, for any vector \( \xi \in L^2(\mathbb{R}) \),

\[
\mu(\text{supp} \ a_{f,r}^*(\xi)) = \mu(\text{supp} \ a_{f,r}^* \xi \cap [0, f(r)]) = \int_{\text{supp}(\xi) \cap [0, f(r)]} (f^{-1})' \, d\mu.
\]

By assumption \( (f^{-1})'(x) = \frac{1}{f'(f^{-1}(x))} \leq \frac{1}{\lambda} \) for \( x \in [0, f(r)] \). For any \( x \in [0, \infty] \), we take the supremum of the integral expression over \( \xi \) with \( \mu(\text{supp}(\xi)) \leq x \) to deduce \( \Phi_{a_{f,r}}(x) \leq \max\{\frac{x}{\lambda}, \frac{f(r)}{\lambda}\} \). Since \( f \) is a nonzero ICOD function, there is \( n \in \mathbb{N} \) such that \( \Phi_{a_{f,r}} \leq nf \).

Combined with the previous paragraph, we have \( a_{f,r} \in B_f \). \(\square\)

We now consider how function behavior near 0 affects the resulting C*-algebras:

**Proposition 6.4.** Let \( \mathcal{F}, \mathcal{G} \subseteq \text{ICOD} \), and suppose there is \( f_0 \in \mathcal{F} \) such that \( \lim_{x \to 0} f_0(x) = 0 \) and for every nonzero \( g \in \langle \mathcal{G} \rangle \) there is a sequence \( (x_n)_{n=1}^\infty \) decreasing to 0 such that \( \lim_{n \to \infty} f_0(x_n) = 0 \). Then \( C(\mathcal{F}) \not\subseteq C(\mathcal{G}) \).

**Proof.** From the conditions, \( f \) must be nonzero and finite. Being ICOD there must be \( r > 0 \) such that \( f_0^r \) is bounded away from 0 on \([0, r]\), so \( a_{f_0,r} \in C(\mathcal{F}) \) by Proposition 6.3. On the other hand, by Proposition 6.2, \( a_{f_0,r} \) has distance 1 from \( B_g \) for any \( g \in \langle \mathcal{G} \rangle \), so \( a_{f_0,r} \notin C(\mathcal{G}) \). \(\square\)

For singly-generated support expansion C*-algebras, Proposition 6.4 holds under weaker conditions:

**Corollary 6.5.** Let nonzero \( f, g \in \text{ICOD} \) and suppose \( \lim_{x \to 0} f(x) = 0 \). If for every \( N \in \mathbb{N} \) there is \( (x_n)_{n=1}^\infty \) decreasing to 0 such that \( \lim_{n \to \infty} \frac{f(x_n)}{g(x_n)} = \infty \), then \( C(\mathcal{F}) \not\subseteq C(\mathcal{G}) \).

**Proof.** We first notice that \( (x_n) \) in the statement can be chosen to work for all \( N \in \mathbb{N} \) simultaneously. If \( \lim_{x \to 0} \frac{g(x)}{f(x)} \leq 1 \), then \( g \) dominates each \( g^{(N)} \) near 0, and our claim is clear since the sequence \( (x_n) \) given by \( N = 1 \) works for all \( N \in \mathbb{N} \). On the other hand, if \( \lim_{x \to 0} \frac{g(x)}{f(x)} > 1 \) then each \( g^{(N+1)} \) dominates \( g^{(N)} \) near 0. An easy diagonalization allows us to pick \( (x_n)_{n=1}^\infty \) decreasing to 0 such that \( \lim_{n \to \infty} \frac{f(x_n)}{g(x_n)} = \infty \) for every \( N \in \mathbb{N} \).

Fix \( g_0 \in \langle g \rangle \). By Proposition 4.23, \( g_0 \) is dominated by some linear combination of the \( g^{(N)} \), and so \( \lim_{n \to \infty} \frac{f(x_n)}{g_0(x_n)} = \infty \). The result then follows from Proposition 6.4. \(\square\)

**Proof of Theorem 6.1.** (\(\Leftarrow\)) Suppose there is \( f_0 \in \mathcal{F} \) such that either (1) or (2) holds for \( f_0 \). If the second item holds, the result follows from Proposition 6.4. If the first item holds, then \( (f_0)' \geq \lim_{x \to 0} \frac{f(x)}{x} > 0 \), so \( a_{f_0,\infty} \in C(\mathcal{F}) \) by Proposition 6.3. But taking large enough \( x_0 \) in Proposition 6.2, we conclude \( d(a_{f_0,\infty}, C(\mathcal{G})) \geq 1 \). Thus \( C(\mathcal{F}) \not\subseteq C(\mathcal{G}) \).

(\(\Rightarrow\)) We prove this by contrapositive, so suppose both items fail. Suppose first that \( \lim_{x \to \infty} \frac{f(x)}{x} = 0 \) for every \( f \in \mathcal{F} \). Then \( C(\mathcal{F}) = C(\mathcal{G}) \) by Proposition 5.13. So there is
no loss of generality to assume that each $f \in \mathcal{F}$ is bounded. Fix $f_0 \in \mathcal{F}$. Then, as the second item does not hold, there is $g_0 \in \langle \mathcal{G} \rangle$, $\delta > 0$, and $n \in \mathbb{N}$ such that $f_0(x) \leq n g_0(x)$ for all $x \in [0, \delta]$. Therefore, as $f_0$ is bounded, by replacing $n$ by a larger natural if necessary, we can assume that $f_0 \leq n g_0$. Since $f_0 \in \mathcal{F}$ was arbitrary, Proposition 5.10 implies that $C(\mathcal{F}) \subseteq C(\mathcal{G})$.

Suppose now that there exists $f \in \mathcal{F}$ such that $\lim_{x \to \infty} \frac{f(x)}{x} > 0$. Then, as the first item fails, there is $g \in \mathcal{G}$ such that $\lim_{x \to \infty} \frac{g(x)}{x} > 0$. Hence, by Proposition 5.14, we have that $C(\mathcal{G}) = C(\mathcal{G})$. So there is no loss of generality to assume that each element of $\mathcal{G}$ is eventually linear. Fix some $f_0 \in \mathcal{F}$. As the second item does not hold, we can find $g_0 \in \langle \mathcal{G} \rangle$, $\delta > 0$, and $n \in \mathbb{N}$ such that $f_0(x) \leq n g_0(x)$ for all $x \in [0, \delta]$. As $f_0(x)$ is decreasing, $f_0$ is at most asymptotically linear, so, replacing $n$ by a larger $n$ if necessary, we can assume that $f_0 \leq n g_0$. Since $f_0 \in \mathcal{F}$ was arbitrary, Proposition 5.10 implies that $C(\mathcal{F}) \subseteq C(\mathcal{G})$. □

With the aid of Corollary 6.5, Theorem 6.1 takes the following form when $\mathcal{F}$ and $\mathcal{G}$ are singletons.

**Corollary 6.6.** Let nonzero $f, g \in \text{ICOD}$ be such that $\lim_{x \to 0} f(x) = 0$. Then $C(\langle f \rangle) \nsubseteq C(\langle g \rangle)$ if and only if either
1. $\lim_{x \to \infty} \frac{f(x)}{x} > 0$ and $\lim_{x \to \infty} \frac{g(x)}{x} = 0$ or
2. for all $N \in \mathbb{N}$ there is $(x_n)_{n=1}^\infty$ decreasing to 0 such that $\lim_{n \to \infty} \frac{f(x_n)}{g(\langle N \rangle)(x_n)} = \infty$.

In fact, ICOD can be replaced by ISOD in the previous corollary.

**Corollary 6.7.** Let nonzero $f, g \in \text{ISOD}$ be such that $\lim_{x \to 0} f(x) = 0$. Then $C(\langle f \rangle) \nsubseteq C(\langle g \rangle)$ if and only if either
1. $\lim_{x \to \infty} \frac{f(x)}{x} > 0$ and $\lim_{x \to \infty} \frac{g(x)}{x} = 0$ or
2. for all $N \in \mathbb{N}$ there is $(x_n)_{n=1}^\infty$ decreasing to 0 such that $\lim_{n \to \infty} \frac{f(x_n)}{g(\langle N \rangle)(x_n)} = \infty$.

**Proof.** This is a consequence of Proposition 4.20 and Definition 4.21. Indeed, $f \leq f_{**} \leq 2f$ implies that $C(\langle f \rangle) = C(\langle f_{**} \rangle)$ and $C(\langle g \rangle) = C(\langle g_{**} \rangle)$, and also that the first item of the corollary holds for $f$ and $g$ if and only if it does for $f_{**}$ and $g_{**}$. As for the second item, first use that $g_{**}$ is ISOD to write $g_{**}(2^N x) \leq 2^N g_{**}(x)$ for all $x \geq 0$ and all $N \in \mathbb{N}$. Combined with $g \leq g_{**} \leq 2g$, we get by induction that $g(\langle N \rangle) \leq g_{**}(\langle N \rangle) \leq 2^N g(\langle N \rangle)$ for all $N \in \mathbb{N}$, and the second item of the corollary also holds for $f$ and $g$ if and only if it does for $f_{**}$ and $g_{**}$. □

7. The last elements of $\mathbb{P}$

We now study some elements of $\mathbb{P}$ generated by natural subsets of ICOD and show that they are precisely at “the end” of $\mathbb{P}$ (see Theorem 7.4).

**Definition 7.1.** Let $\text{ICOD}_{<\infty}$ be as in the previous subsection. We define:
1. $\text{ICOD}_{\text{bdd}} = \{ f \in \text{ICOD} : f \text{ is bounded} \}$
2. $\text{ICOD}_0 = \{ f \in \text{ICOD} : \lim_{x \to 0} f(x) = 0 \}$
3. $\text{ICOD}_{0\cap\text{bdd}} = \text{ICOD}_{\text{bdd}} \cap \text{ICOD}_0$
Note that \(\langle \mathcal{F} \rangle = \mathcal{F}\) for \(\mathcal{F}\) being any of the families above.

**Proposition 7.2.** \(C_{\text{ICOD}_0}\) and \(C_{\text{ICOD}_{\text{bdd}}}\) are incomparable.

**Proof.** We first show that \(C_{\text{ICOD}_0} \not\subseteq C_{\text{ICOD}_{\text{bdd}}}\). For that, let \(\text{Id}\) denote the identity on \(L^2(\mathbb{R})\) and notice that \(\Phi_{\text{Id}}(x) = x\) for all \(x \in [0, \infty]\), so \(\text{Id} \in C_{\text{ICOD}_0}\). Fix \(f \in C_{\text{ICOD}_{\text{bdd}}}\) and \(a \in B_f\). As \(f\) is bounded, we must have \(\tau(s_l(a)) < \infty\), so \(s_l(a)\) is a projection strictly below \(\text{Id}\). Therefore, if \(\xi \in L^2(\mathbb{R})\) is a unit vector supported below \(\text{Id} - s_l(a)\), we have that

\[
\|\text{Id} - a\| \geq \|\xi - a\xi\| \geq \|(\text{Id} - s_l(a))(\xi - a\xi)\| = \|\xi\| = 1.
\]

So \(d(\text{Id}, B_f) = 1\) and, by the arbitrariness of \(f\), this shows that \(\text{Id} \not\in C_{\text{ICOD}_{\text{bdd}}}\).

We now show that \(C_{\text{ICOD}_{\text{bdd}}} \not\subseteq C_{\text{ICOD}_0}\). For this, let \((\eta_n)_{n=0}^{\infty}\) be the standard Haar system, i.e., \(\eta_0 = \chi_{(0,1)}\) and then recursively define \(\eta_{n+1}(x) = \eta_n(2x) - \eta_n(2x - 1)\). In other words, for each \(n \in \mathbb{N}\), we have

\[
\eta_n(x) = \begin{cases} 
1, & \text{if } x \in \bigcup_{k=0}^{2^{n-1}-1} \left(\frac{2k}{2^n}, \frac{2k+1}{2^n}\right), \\
-1, & \text{if } x \in \bigcup_{k=0}^{2^{n-1}-1} \left(\frac{2k+1}{2^n}, \frac{2k+2}{2^n}\right), \\
0, & \text{otherwise.}
\end{cases}
\]

So \((\eta_n)_{n=0}^{\infty}\) is an orthonormal basis for \(L^2(0,1)\) and \(s(\eta_n) = \chi_{[0,1]}\) for each \(n \geq 0\).

Define an operator \(a \in B(L^2(\mathbb{R}))\) by letting

\[
a \xi = \sum_{n=1}^{\infty} \sqrt{2^n} \langle \xi, \chi_{\left[\frac{2n-2}{2^n}, \frac{2n-1}{2^n}\right]} \rangle \eta_n \quad \text{for all } \xi \in L^2(\mathbb{R}).
\]

Since \(a \xi \in L^2(0,1)\) for all \(\xi \in L^2(\mathbb{R})\), it follows that \(\Phi_a \leq 1\). Also, as

\[
a^* \xi = \sum_{n=1}^{\infty} \sqrt{2^n} \langle \xi, \eta_n \rangle \chi_{\left[\frac{2n-2}{2^n}, \frac{2n-1}{2^n}\right]} \quad \text{for all } \xi \in L^2(\mathbb{R}),
\]

it similarly follows that \(\Phi_{a^*} \leq 1\) and thus \(a \in B_{\text{ICOD}_{\text{bdd}}}\).

Take \(f \in \text{ICOD}_0\), \(b \in B_f\), and \(\varepsilon > 0\). Pick \(\delta > 0\) and \(k \in \mathbb{N}\) such that \(f(x) < \varepsilon\) for every \(x \in (0, \delta)\) and \(\frac{1}{2^k} < \delta\). Then for \(\xi = \sqrt{2^k} \chi_{\left[\frac{2k-2}{2^k}, \frac{2k-1}{2^k}\right]}\) we have

\[
\|a - b\|^2 \geq \|(a - b)\xi\|^2 = \int_{-\infty}^{\infty} \left|\eta_k(x) - (b\xi)(x)\right|^2 dx \geq 1 - \varepsilon
\]

again because subtracting \(b\xi\) can only change the value of \(\eta_k\) on a small set. By the arbitrariness of \(f, b,\) and \(\varepsilon\), this shows that \(a \notin C_{\text{ICOD}_0}\). \(\square\)

We now present a dichotomy for families \(\mathcal{F} \subseteq \text{ICOD}_{\langle \infty}\) containing an element \(f\) with \(\lim_{x \to 0} f(x) > 0\).

**Proposition 7.3.** Let \(\mathcal{F} \subseteq \text{ICOD}_{\langle \infty}\) be a collection of functions such that \(\lim_{x \to 0} f_0(x) > 0\) for some \(f_0 \in \mathcal{F}\).

1. If \(\lim_{x \to \infty} \frac{f(x)}{x} = 0\) for every \(f \in \mathcal{F}\), then \(C(\mathcal{F}) = C(a) = C_{\text{ICOD}_{\text{bdd}}}\).
2. If there is \(f \in \mathcal{F}\) so that \(\lim_{x \to \infty} \frac{f(x)}{x} > 0\), then \(C(\mathcal{F}) = C(a) = C_{\text{ICOD}_{\langle \infty}}\).
In particular, \( C_{\text{ICOD}_{\text{bdd}}} \subseteq C_{\langle F \rangle} \).

**Proof.**

1. By Proposition 5.13, we have \( C_{\langle F \rangle} = C_{\langle F \rangle} \). Hence, as \( \langle F \rangle \subseteq \text{ICOD}_{\text{bdd}} \), it follows that \( C_{\langle F \rangle} \subseteq C_{\text{ICOD}_{\text{bdd}}} \). On the other hand, if \( g \in \text{ICOD}_{\text{bdd}} \), then there is \( n \in \mathbb{N} \) such that \( g \leq nf_0 \). So \( C_{\text{ICOD}_{\text{bdd}}} \subseteq C_{\langle F \rangle} \) (Proposition 5.10).

2. As \( \langle F \rangle \subseteq \text{ICOD}_{<\infty} \), it follows that \( C_{\langle F \rangle} \subseteq C_{\text{ICOD}_{<\infty}} \). Fix \( f \in \mathcal{F} \) such that \( \lim_{x \to \infty} \frac{f(x)}{x} > 0 \). Then for any \( g \in \text{ICOD}_{<\infty} \) there are \( m, n \in \mathbb{N} \) such that \( g \leq mf_0 + nf \) (cf. proof of Proposition 5.14). So \( C_{\text{ICOD}_{<\infty}} \subseteq C_{\langle F \rangle} \) (Proposition 5.10). The equality \( C_{\langle F \rangle} = C_{\langle F \rangle} \) follows from Proposition 5.14. \( \square \)

**Theorem 7.4** (Theorem 13 in Section 1). *Within \( \mathbb{P} \), all the following inclusions are strict and have no intermediate elements.*

\[
C_{\text{ICOD}_{0}} \subseteq C_{\text{ICOD}_{<\infty}} \subseteq C_{\text{ICOD}_{\text{bdd}}} = B(L^{2}(\mathbb{R}))
\]

Moreover, \( C_{\text{ICOD}_{\text{bdd}}} \) and \( C_{\text{ICOD}_{0}} \) are the only elements between \( C_{\text{ICOD}_{0}} \) and \( C_{\text{ICOD}_{<\infty}} \).

**Proof.** By Propositions 5.16 and 7.2, all the inclusions are strict. So we need to show that there are no intermediate elements in any of the inclusions above, and that \( C_{\text{ICOD}_{\text{bdd}}} \) and \( C_{\text{ICOD}_{0}} \) are the only elements between \( C_{\text{ICOD}_{0}} \) and \( C_{\text{ICOD}_{<\infty}} \). By Theorem 5.8, we only need to consider families of functions in ICOD. Also, by Proposition 5.16, we already have that \( C_{\text{ICOD}} \) is an immediate successor of \( C_{\text{ICOD}_{<\infty}} \).

Next we claim that \( C_{\text{ICOD}_{<\infty}} \) is an immediate successor of both \( C_{\text{ICOD}_{0}} \) and \( C_{\text{ICOD}_{\text{bdd}}} \). Let \( \mathcal{F} \) be a nonempty family of increasing functions with \( C_{\langle \mathcal{F} \rangle} \subseteq C_{\text{ICOD}_{<\infty}} \). If \( \lim_{x \to 0} f(x) = 0 \) for all \( f \in \mathcal{F} \), then \( \langle \mathcal{F} \rangle \subseteq \text{ICOD}_{0} \) and we have \( C_{\langle \mathcal{F} \rangle} \subseteq C_{\text{ICOD}_{0}} \). If \( \lim_{x \to 0} f_0(x) > 0 \) for some \( f \in \mathcal{F} \), then Proposition 7.3 gives that either \( C_{\langle \mathcal{F} \rangle} = C_{\text{ICOD}_{\text{bdd}}} \) or \( C_{\langle \mathcal{F} \rangle} = C_{\text{ICOD}_{<\infty}} \). This finishes the claim.

It remains to show that if \( \mathcal{G} \) is a nonempty family of increasing functions with \( C_{\text{ICOD}_{0}} \subseteq C_{\langle \mathcal{G} \rangle} \), then at least one of \( C_{\text{ICOD}_{0}} \) and \( C_{\text{ICOD}_{\text{bdd}}} \) is contained in \( C_{\langle \mathcal{G} \rangle} \).

If \( \mathcal{G} \nsubseteq \text{ICOD}_{0} \), the inclusion \( C_{\text{ICOD}_{\text{bdd}}} \subseteq C_{\langle \mathcal{G} \rangle} \) again follows from Proposition 7.3. For the rest of the proof we assume that \( \mathcal{G} \subseteq \text{ICOD}_{0} \).

If we were to have \( \lim_{x \to \infty} \frac{g(x)}{x} = 0 \) for all \( g \in \mathcal{G} \), then \( B_{\langle \mathcal{G} \rangle} = B_{\langle \mathcal{G} \rangle} \) (Proposition 5.13). As \( \mathcal{G} \subseteq \text{ICOD}_{0} \), it would follow that \( C_{\langle \mathcal{G} \rangle} = C_{\langle \mathcal{G} \rangle} \subseteq C_{\text{ICOD}_{0}} \), which violates the hypothesis on \( C_{\mathcal{G}} \). So there must be \( g \in \mathcal{G} \) with \( \lim_{x \to \infty} \frac{g(x)}{x} > 0 \). Choose any \( f \in \text{ICOD}_{0} \). Since \( C_{\text{ICOD}_{0}} \subseteq C_{\langle \mathcal{G} \rangle} \), we consult Theorem 6.1 and conclude that \( f \in C_{\text{ICOD}_{0}} \) fails both conditions of that theorem. Failing the second means that there is some nonzero \( g_0 \in \langle \mathcal{G} \rangle \) and \( m \) such that \( f = f_0 \leq mg_0 \) on some interval \([0, \delta] \) with \( \delta \leq 1 \). We may also find large enough \( n \) so that \( f \leq mg_0 + ng \in \langle \mathcal{G} \rangle \). Putting these together, \( f \leq mg_0 + ng \in \langle \mathcal{G} \rangle \). Since \( f \) was arbitrary, \( C_{\text{ICOD}_{0}} \subseteq C_{\langle \mathcal{G} \rangle} \) as required. \( \square \)

**Remark 7.5.** In the second-named author’s PhD dissertation [Eis21], the diagram from Theorem 7.4 is “completed” to Figure 2. All information in Figure 2 is justified in the
present paper, except for some diagonal solid lines that rely on results of [Eis21] concerning the existence of successors in $\mathbb{P}$.

\[
\lim_{x \to \infty} \frac{g(x)}{x} > 0 \quad \text{for some } g \in \mathcal{G}
\]

\[
\lim_{x \to \infty} \frac{f(x)}{x} = 0 \quad \text{for all } f \in \mathcal{F}
\]

\textbf{Figure 2.} (Taken from [Eis21]) Elements farther up and to the right are larger in $\mathbb{P}$. Dotted lines indicate containment. Solid lines indicate immediate successors.

The two-tiered vertical structure of Figure 2 reflects the fact that as far as support expansion $C^*$-algebras are concerned, the growth of constraints toward $\infty$ comes down to a single question: is there a constraint with linear growth or not? (The first condition in Theorem 6.1 guarantees that a “no” cannot contain a “yes”.) The horizontal structure in each tier encodes possible constraint growth at 0 (as sorted by the second condition in Theorem 6.1), whose wildness is featured in the next section.

In the discrete setting, one can approach 0 in just three inequivalent ways: as the constant 0, finitely and nonzero, or as the constant $\infty$. Only the middle option allows a further yes/no refinement regarding the existence of linear growth toward $\infty$. So the four-element poset of Theorem 3.13 may be viewed as a quotient of Figure 2 where the middle of Figure 2 has collapsed to one point for each tier.

\section{8. The Order Structure of Some Large Subsets of $\mathbb{P}$}

While Theorem 3.13 shows that $\{0\}$, $\mathcal{K}(\ell^2(\mathbb{N}))$, $\mathcal{C}_{RC}$, and $\mathcal{B}(\ell^2(\mathbb{N}))$ are the only support expansion $C^*$-subalgebras of $\mathcal{B}(\ell^2(\mathbb{N}))$, we prove next that the situation is drastically different in the poset $\mathbb{P}$ (see Theorem 8.1). By the results of Section 6, we have reduced comparability in $\mathbb{P}$ to function-theoretic questions. We now work primarily with functions and then use Theorem 6.1 and Corollary 6.7 in order to find large subsets of $\mathbb{P}$ with rich order structure.

This entire section is dedicated to the proof of the following:

\textbf{Theorem 8.1} (Theorem C in Section 1).

1. $\mathbb{P}$ has uncountable ascending chains,
2. $\mathbb{P}$ has uncountable descending chains, and
3. $\mathbb{P}$ has uncountable antichains.

Several technical results will be needed on the way to Theorem 8.1. The following proposition was inspired by a construction in [Lit17].

\textbf{Proposition 8.2.} Let $f_0: [0, 1] \to [0, 1]$ be such that
1. \( f_0 \) is increasing.
2. \( f_0 \) is concave down.
3. \( x < f_0(x) < 1 \) for \( 0 < x < 1 \),
4. \( \lim_{x \to 0} f_0(x) = 0 \), and
5. \( \lim_{x \to 0} \frac{f_{0}^{(n)}(x)}{f_{0}^{(m)}(x)} = \infty \) for all \( n > m \geq 0 \).

Then for each countable ordinal \( \alpha \) there is \( f_{\alpha} : [0,1] \to [0,1] \) satisfying the same properties above and such that \( \lim_{x \to 0} \frac{f_{\alpha}(x)}{f_{\alpha}^{(n)}(x)} = \infty \) for all \( n \in \mathbb{N} \) and all \( \beta > \alpha \).

Proof. We define \( (f_{\alpha})_{\alpha<\omega_1} \) by transfinite induction. Suppose \( \beta < \omega_1 \) and that \( (f_{\alpha})_{\alpha<\beta} \) has been defined. Then, if \( \beta \) is a successor ordinal, say \( \beta = \gamma + 1 \), we define

\[
 f_{\beta}(x) = \sum_{n=1}^{\infty} \frac{1}{2^n} f_{\gamma}^{(n)}(x) \quad \text{for all} \quad x \in [0,\infty].
\]

If \( \beta \) is a limit ordinal, then its cofinality must be \( \omega \), so pick an increasing sequence of ordinals \( (\alpha[n])_n \) so that \( \alpha = \sup_n \alpha[n] \) and let

\[
 f_{\beta}(x) = \sum_{n=1}^{\infty} \frac{1}{2^n} f_{\alpha[n]}(x) \quad \text{for all} \quad x \in [0,\infty].
\]

We now show that \( (f_{\alpha})_{\alpha<\omega_1} \) satisfies the desired properties. Items \( \{1, 2, 3, 4\} \) follow straightforwardly. Let us show \( (f_{\alpha})_{\alpha<\omega_1} \) also satisfies \( 5 \). We proceed by transfinite induction. Suppose \( \beta < \omega_1 \) and that \( 5 \) holds for all \( \alpha < \beta \). By the definition of \( f_{\beta} \), we can pick \( \alpha < \beta \) such that \( f_{\alpha}/2 \leq f_{\beta} \). Since \( f_{\alpha} \) satisfies \( 5 \), we have that for any \( N \in \mathbb{N} \) there is \( \delta > 0 \) such that \( f_{\alpha}(x)/x > 2N \) for all \( 0 < x < \delta \). Therefore, \( f_{\beta}(x)/x > f_{\alpha}(x)/2x > N \) for all \( 0 < x < \delta \) and, as \( N \) is arbitrary, we have that \( \lim_{x \to 0} \frac{f_{\beta}(x)}{x} = \infty \). Since \( \lim_{x \to 0} \frac{f_{\beta}(x)}{x} = \lim_{x \to 0} \frac{f_{\alpha}(x)}{x} \) for all \( m \in \mathbb{N} \) and

\[
 \frac{f_{\beta}^{(n)}(x)}{f_{\beta}^{(m)}(x)} = \frac{f_{\beta}^{(n)}(x)}{f_{\beta}^{(n-1)}(x)} \cdots \frac{f_{\beta}^{(m+1)}(x)}{f_{\beta}^{(m)}(x)}
\]

for all \( n > m \geq 0 \), \( 5 \) follows.

Finally, we need to show that \( \lim_{x \to 0} \frac{f_{\beta}(x)}{f_{\alpha}^{(n)}(x)} = \infty \) for all \( \alpha < \beta < \omega_1 \) and all \( n \in \mathbb{N} \). We fix \( \alpha < \omega_1 \) and proceed by induction on \( \beta \). Say \( \beta = \alpha + 1 \). Then if \( n \in \mathbb{N} \), we have that \( f_{\beta} > \frac{1}{2n+1} f_{\alpha}^{(n+1)} \) and thus we have

\[
 \lim_{x \to 0} \frac{f_{\beta}(x)}{f_{\alpha}^{(n)}(x)} \geq \lim_{x \to 0} \frac{f_{\alpha}^{(n+1)}(x)}{2n+1 f_{\alpha}^{(n)}(x)} = \infty
\]

by item \( 5 \). Suppose now that \( \alpha + 1 < \beta \) and fix \( n \in \mathbb{N} \). Then, regardless of \( \beta \) being a successor or a limit ordinal, there is \( \gamma \in (\alpha, \beta) \) such that \( f_{\beta} > \frac{1}{2n} f_{\gamma} \). Thus, by the induction
hypothesis, we have that
\[
\lim_{x \to \infty} \frac{f_\beta(x)}{f_\alpha^{(n)}(x)} \geq \frac{f_\gamma(x)}{2^n f_\alpha^{(n)}(x)} = \infty.
\]
This completes the proof.

We can now prove the first item of Theorem 8.1.

**Corollary 8.3.** The partially ordered set \( \mathbb{P} \) has an uncountable ascending chain below \( C_{\text{ICOD}_{\text{bdd}}} \).

**Proof.** Let \( f_0(x) = \sqrt{x} \cdot \chi_{[0,1]}(x) \) and note that this fulfills all of the hypotheses of Proposition 8.2. Let \((f_\alpha)_{\alpha < \omega_1}\) be the family given by Proposition 8.2. By abuse of notation, we extend each \( f_\alpha \) to an ICOD function on the whole \([0, \infty]\) by letting \( f_\alpha(x) = 1 \) for any \( x > 1 \). Notice that \((f_\alpha)_{\alpha < \omega_1}\) satisfies the following: \( \lim_{x \to 0} f_\alpha(x) = 0 \), \( \lim_{x \to \infty} \frac{f_\alpha(x)}{x} = 0 \), and \( \lim_{x \to 0} \frac{f_\alpha(x)}{f_\alpha^{(n)}(x)} = \infty \) for all \( \alpha < \beta < \omega_1 \) and all \( N \in \mathbb{N} \). The containment characterization given by Corollary 6.7 gives us that both \( C_{(f_\alpha)} \subseteq C_{(f_\beta)} \) and \( C_{(f_\beta)} \not\subseteq C_{(f_\alpha)} \) for all \( \alpha < \beta < \omega_1 \).

Since \( \omega_1 \) is uncountable, the result follows. \( \square \)

Given \( f \in \text{ISOD} \), we define \( Tf : [0, \infty] \to [0, \infty] \) by letting
\[
(Tf)(x) = \begin{cases} 
0, & \text{if } f(x) = 0 \\
x \cdot \frac{x}{f(x)}, & \text{if } x < \infty \text{ and } f(x) \neq 0, \\
\infty, & \text{if } x = \infty.
\end{cases}
\]
It is straightforward to check that \( f \) also belongs to ISOD.

**Proposition 8.4.** Suppose \( f, g \in \text{ISOD} \) satisfy \( \lim_{x \to 0} f(x) = \lim_{x \to 0} g(x) = 0 \). Suppose furthermore that \( \lim_{x \to 0} \frac{f(x)}{g^{(n)}(x)} = \infty \) for all \( N \in \mathbb{N} \) and \( g(x) \geq \sqrt{x} \) for sufficiently small \( x \). Then \( C_{(\langle Tg \rangle)} \supseteq C_{(\langle Tf \rangle)} \supseteq C_{(x)} \).

**Proof.** Since \( \lim_{x \to 0} \frac{(Tf)(x)}{g(x)} = \lim_{x \to 0} \frac{1}{\langle Tg \rangle(x)} = \infty \), Corollary 6.7 implies that \( C_{(\langle Tf \rangle)} \not\subseteq C_{(x)} \).

On the other hand, as \( \lim_{x \to 0} \frac{(Tf)(x)}{g(x)} = \lim_{x \to 0} f(x) = 0 \), Corollary 6.7 implies that \( C_{(x)} \subseteq C_{(\langle Tg \rangle)} \).

We are left to show that \( C_{(\langle Tg \rangle)} \supseteq C_{(\langle Tf \rangle)} \). We by start showing that \( \lim_{x \to 0} \frac{f(x) }{g(x)} = \infty \) for all \( n \in \mathbb{N} \).

For that, fix \( n \in \mathbb{N} \) and note that, as \( g(x) \geq \sqrt{x} \) for sufficiently small \( x \), then \( g^{(n)}(x) \geq 2^n \sqrt{x} \) for sufficiently small \( x \). Therefore, using that \( g \leq 1 \) on a neighborhood of 0, we must have that
\[
\lim_{x \to 0} \frac{f(x)}{\sqrt[n]{g(x)}} \geq \lim_{x \to 0} \frac{f(x)}{\sqrt[n]{g^{(n)}(x)}} \geq \lim_{x \to 0} \frac{f(x)}{g^{(n)}(x)} = \infty
\]
So, by the continuity of \( x^n \), \( \lim_{x \to 0} \frac{f(x)^n}{g(x)} = \infty \).

A simple induction gives that
\[
(Tf)^{(n)}(x) = \frac{x}{\prod_{k=0}^{n-1} f((Tf)^{(k)}(x))}
\]
for all $x \in [0, \infty]$. Also, as $\lim_{x \to 0} f(x) = 0$, we have $(Tf)(x) = \frac{x}{f(x)} > x$ for sufficiently small $x$, which implies that, for each $n \in \mathbb{N}$, $(Tf)^{(n)}(x) > x$ for sufficiently small $x$. Therefore, as $f$ is increasing, $\prod_{k=0}^{n-1} f((Tf)^{(k)}(x)) \geq f(x)^n$ for sufficiently small $x$. Then, using the result of the previous paragraph, we have that

$$\lim_{x \to 0} (Tg)(x) = \lim_{x \to 0} \prod_{k=0}^{n-1} f((Tf)^{(k)}(x)) g(x) \geq \lim_{x \to 0} \frac{f(x)^n}{g(x)} = \infty.$$ 

Corollary 6.7 then implies that $C_{(Tg)} \nsubseteq C_{(Tf)}$. Finally, since

$$\lim_{x \to 0} (Tf)(x) = \lim_{x \to 0} (Tg)(x) = 0,$$

Corollary 6.7 also gives that $C_{(Tf)} \subseteq C_{(Tg)}$.

We can now prove the second item of Theorem 8.1.

**Corollary 8.5.** The partially ordered set $\mathbb{P}$ has an uncountable descending chain below $C_{ICOD_0}$.

**Proof.** Let $f_0(x) = \sqrt{x} \cdot \chi_{[0,1]}(x)$ and let $(f_\alpha)_{\alpha \in \omega_1}$ be given by Proposition 8.2. As before, we extend each $f_\alpha$ to $[0, \infty]$ by letting $f_\alpha(x) = 1$ for any $x > 1$. Note that, for any $\alpha < \omega_1$, we have $\lim_{x \to 0} f_\alpha(x) = 0$ and that $f_\alpha(x) \geq \sqrt{x}$ for sufficiently small $x$. Furthermore, if $\alpha < \beta < \omega_1$, then $\lim_{x \to 0} \frac{f_\alpha(x)}{f_\beta(x)} = \infty$ for every $N \in \mathbb{N}$. By Proposition 8.4 we have that $C_{(Tf_\alpha)} \supseteq C_{(Tf_\beta)} \supseteq C_{(x)}$ for all $\alpha < \beta < \omega_1$. Finally note that each $C_{(Tf_\alpha)} = C_{(Tf_\alpha)^+}$ is contained in $C_{ICOD_0}$. 

There is only the last item of Theorem 8.1 left to prove.

**Lemma 8.6.** If $f \in ISOD$ is such that $C_{(f)} \nsubseteq C_{(x)}$ and $\lim_{x \to 0} f(x) = 0$, then $\lim_{x \to 0} \frac{f(x)}{x} = \infty$. In particular, $\lim_{x \to 0} \frac{f^{(n)}(x)}{f^{(m)}(x)} = \infty$ for $n, m \in \mathbb{N}$ with $n > m$.

**Proof.** By Corollary 6.7 there is a decreasing sequence $(x_n)_{n=1}^\infty$ tending to 0 such that $\frac{f(x_n)}{x_n} \geq n$. As $f \in ISOD$, the function $\frac{f(x)}{x}$ is decreasing, which implies $\lim_{x \to 0} \frac{f(x)}{x} = \infty$. 

**Proposition 8.7.** If $(f_n)_{n \in \mathbb{N}} \subseteq ICOD_0$ is such that $C_{(f_n)} \nsubseteq C_{(x)}$ for all $n \in \mathbb{N}$, then there is $g \in ICOD_0$ with $C_{(g)} \nsubseteq C_{(x)}$ and such that $C_{(f_n)}$ and $C_{(g)}$ are incomparable for all $n \in \mathbb{N}$.

**Proof.** For didactic reasons, we first prove the proposition with the extra assumption that $(f_n)_{n \in \mathbb{N}}$ is a constant sequence, say $f = f_0$ for all $n \in \mathbb{N}$. As $C_{(f)} = C_{(f_0)} = C_{(f_n)}$ for all $n > 0$ (Proposition 5.10), and $f$ is concave down, we can assume that $f(1) = 1$, which entails that $f(x) \geq x$ for all $x \in [0, 1]$.

We now construct the desired function $g$. Our approach will be the following: we construct $g$ piecewise in such a way that we can use the second item of Corollary 6.7 in order to guarantee that $C_{(g)}$ and $C_{(f)}$ are incomparable.
We start by setting some notation and pointing out some elementary facts about certain affine functions and their relation with $f$. Given $x, y, b > 0$, we let $\ell[x, y, b]$ be the line which sends $x$ to $y$ and has $b$ as $y$-intercept, i.e.,

$$\ell[x, y, b](t) = \frac{y - b}{x} t + b \text{ for all } t \in \mathbb{R}.$$ 

Since we will only be interested in lines with nonnegative slope, we can assume that $y \geq b$.

The construction of $g$ will be based on the following: given $x, y, b > 0$,

- as $\lim_{x \to 0} f(x) = 0$, we have that $\lim_{x \to 0} \frac{\ell[x, y, b](x)}{f^{(n)}(x)} = \infty$ for all $n \in \mathbb{N}$, and
- as $C_{(f)} \not\subseteq C_{(x)}$, we have $\lim_{x \to 0} \frac{f(x)}{\ell^{[x, y, 0]}^{(n)}(x)} = \infty$ for all $n \in \mathbb{N}$.

The next two facts isolate the conclusions from those given points which we need — we recommend readers to guide themselves from Figure 3 in the construction of $g$.

![Figure 3](image_url)

**Fact 8.8.** Given $x, y, b, k, n, z > 0$ with $y \geq b$, there is $x' \in (0, z)$ such that $\frac{\ell[x, y, b](x')}{f^{(n)}(x')} > k$.

**Fact 8.9.** Given $x, y, b, k, n > 0$ with $y \geq b$, there are $z' \in (0, x)$ and $b' \in (0, b)$ such that $\frac{f(x')}{\ell^{[x, y, b']^{(n)}}(x')} > k$.

Let $x_0 = y_0 = b_0 = 1$, $z_0 = .9$. Then, alternating between Facts 8.8 and 8.9 (with Fact 8.8 being the first we use), one can find strictly decreasing sequences $(x_n)_{n=1}^{\infty}$, $(y_n)_{n=1}^{\infty}$, $(z_n)_{n=1}^{\infty}$, and $(b_n)_{n=1}^{\infty}$ in $(0, 1]$ tending to 0 so that
By Corollary 6.7, this implies that $C$ that calculation as in the previous paragraph: and we are done by Corollary 6.7.

Here is how we find the sequences: at stage $n$, we use Fact 8.8 to pick $x_n < \min\{z_{n-1}, 2^{-n}\}$ satisfying (1); this determines $(y_n)$ by (2); then use Fact 8.9 to pick $z_n < x_n$ and $b_n$ satisfying (4) and (5).

We define $g: [0, \infty] \to [0, \infty]$ by letting

$$g(x) = \begin{cases} 
1, & \text{if } x \geq x_1, \\
\ell[x_n, y_n, b_n](x), & \text{if } x \in (x_{n+1}, x_n], \\
0, & \text{if } x = 0.
\end{cases}$$

It is clear from its piecewise definition and (2) that $g$ is continuous. Note that the slope of $\ell[x_n, y_n, b_n]$ is $\frac{b_n - b_{n-1}}{x_n}$, while the slope of $\ell[x_{n-1}, y_{n-1}, b_{n-1}]$ is $\frac{y_{n-1} - b_{n-1}}{x_{n-1}}$. As $b_n < b_{n-1}$, the slope of $\ell[x_n, y_n, b_n]$ is greater than the slope of $\ell[x_{n-1}, y_{n-1}, b_{n-1}]$, and both of these are positive by (4). Thus $g \in \text{ICOD}$.

Let us check that $C(g) \not\subseteq C(f)$. By (2) we have $g(x_n) = l[x_{n-1}, y_{n-1}, b_{n-1}](x_n)$ for all $n \geq 1$. Also, it follows from the assumption $x \leq f(x)$ on $[0, 1]$ that any iterate of $f$ dominates the identity function, which is its own iterate. Thus by (1),

$$\lim_{n \to \infty} \frac{g(x_n)}{x_n} = \lim_{n \to \infty} \frac{l[x_{n-1}, y_{n-1}, b_{n-1}](x_n)}{x_n} \geq \lim_{n \to \infty} \frac{l[x_{n-1}, y_{n-1}, b_{n-1}](x_n)}{f^{(n)}(x_n)} = \infty$$

and we are done by Corollary 6.7.

We now show that $C(g) \not\subseteq C(f)$. This again uses Corollary 6.7 and almost the same calculation as in the previous paragraph:

$$\lim_{n \to \infty} \frac{g(x_n)}{f^{(N)}(x_n)} \geq \lim_{n \to \infty} \frac{g(x_n)}{f^{(n)}(x_n)} = \lim_{n \to \infty} \frac{l[x_{n-1}, y_{n-1}, b_{n-1}](x_n)}{f^{(n)}(x_n)} = \infty.$$

It is left to show $C(f) \not\subseteq C(g)$. Since $g(1) = 1$ and $g$ is concave down, we have as before that $g(x) \geq x$ for all $x \in [0, 1]$, which gives us that $g^{(N)}(x) \leq g^{(n)}(x)$ for all $x \in [0, 1]$ and all $n \geq N$. Also, for any $n \geq 1$, $g$ agrees with $l[x_n, y_n, b_n]$ on an interval and is concave down, so $g \leq l[x_n, y_n, b_n]$ on $[0, 1]$. This, plus the fact that all these functions are increasing, entails $g^{(N)} \leq l[x_n, y_n, b_n]^{(n)}$ for all $N \in \mathbb{N}$. Therefore

$$\lim_{n \to \infty} \frac{f(z_n)}{g^{(N)}(z_n)} \geq \lim_{n \to \infty} \frac{f(z_n)}{g^{(n)}(z_n)} \geq \lim_{n \to \infty} \frac{f(z_n)}{l[x_n, y_n, b_n]^{(n)}(z_n)} = \infty.$$  

By Corollary 6.7 this implies that $C(f) \not\subseteq C(g)$. Combined with the conclusion of the previous paragraph, we deduce that $C(f)$ and $C(g)$ are incomparable.

The result for a single $f$ is now proven, so consider $(f_n)_n$ as in the statement, i.e., $(f_n)_n$ is not necessarily constant. The proof for this case is actually completely analogous and the only modification needed is that, when using Facts 8.8 and 8.9 in order to find strictly decreasing sequence $(x_n)_{n=1}^{\infty}$, $(y_n)_{n=1}^{\infty}$, $(z_n)_{n=1}^{\infty}$, and $(b_n)_{n=1}^{\infty}$ in $[0,1]$ tending to 0, we must
replace items (1) – (5) above by the stronger statements that \( f_k(z_n) \geq n \) and 
\[
\frac{l[x_n,y_n,b_n]}{f_k(x_n)} \geq n
\]
for all \( n \in \mathbb{N} \) and all \( k \leq n \). Since this is not an issue, we are done. □

**Corollary 8.10.** The partially ordered set \( \mathbb{P} \) has an uncountable antichain below \( C_{\text{ICOD}_0} \).

**Proof.** Let \( S \) be the subset of \( \mathbb{P} \) consisting of all \( C_f \), with \( f \in \text{ICOD}_0 \), such that \( C_f \not\subseteq C_x \). It follows directly from Corollary 6.7, that \( C_{\sqrt{x}} \in S \), so \( S \) is nonempty. Zorn’s lemma implies that \( S \) contains a maximal antichain, call it \( A \). If \( A \) is countable, Proposition 8.7 gives us \( g \in \text{ICOD}_0 \) such that \( C_g \not\subseteq C_x \) and \( C_g \) is pairwise incomparable to everything in \( A \). Then \( A \cup \{C_g\} \) contradicts the maximality of \( A \). □

**Proof of Theorem 8.1.** This is simply Corollaries 8.3, 8.5, and 8.10. □
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