In the present article we discuss theoretically the emergence of superconductivity in field cooled $FeCr_2S_4$. The chromium electrons form a triplet $t_{2g}$ states and due to antiferromagnetic exchange with the iron spins have Zeeman splitting. Applied, during preparation, magnetic field along the moment of iron ions, successively compensates the Zeeman splittings. The chromium electrons with zero Zeeman energy form Cooper pairs induced by iron magnons. In that way, we predict theoretically the existence of sequence of superconducting states in field cooled $FeCr_2S_4$. Actually there are three different superconductors prepared applying, during preparation, different magnetic fields. In these compounds superconductivity coexist with the saturated magnetism of iron ions.

The synthesis of novel superconductors has been attracting attention for a long time. One way to do this is to subject a suitable material to strong hydrostatic pressure. The coexistence of ferromagnetism and superconductivity in $UGe_2$ under pressure was reported twenty years ago, in the paper[14]. The invention triggered a very intense experimental and theoretical study of the phenomenon[15-17].

In his theoretical studies Ashcroft predicted that metalized hydrogens[18] or hydrogen rich alloys[19] can possess high temperature superconductivity. Ashcroft’s idea was supported in numerous experiments. An important discovery leading to room-temperature superconductivity is the pressure-driven hydrogen sulfide with a confirmed transition temperature of 203 K at 155 GPa. The most recent examples of a metal hydride are lanthanum hydride which has $T_c = 250 - 260 K$ at 180 - 200 GPa[11],[12] and sulfur hydride with room-temperature $T_c = 287 K$ achieved at 287 GPa[13].

Another way to fabricate unconventional superconductor is by chemical manipulation. The most famous example is copper-oxide superconductor. The parent compound $LaO_xCuO_4$ is an antiferromagnetic Mott insulator with Néel temperature $T_N = 300K$. The parent compound can be doped by substituting some of the trivalent $La$ by divalent $Sr$. The result is that $x$ holes are added to the $Cu - O$ plane in $La_{2-x}Sr_xCuO_4$, which is called hole doping. The hole-doping suppresses the antiferromagnetic order and at $x = 0.03 - 0.05$ hole concentration the system undergoes quantum antiferromagnetic-paramagnetic transition. After suppression of the antiferromagnet, superconductivity appears, ranging from $x = 0.06 - 0.23$. The electron doping is realized in the compound $Nd_{2-x}Ce_xCuO_4$[20] when $x$ electrons are added. Details are given in many review articles and books, for example[16],[19].

The magnetic field induced superconductivity (FISC) is one more issue of special interest. Experimentally, (FISC) in the $H - T$ phase diagram was observed in $Eu_2Sn_{1-x}Mo_6S_8[21]$. The domain of superconductivity in $Eu_0.75Sn_{0.25}Mo_6S_8$ extends from 4 to 22 T at $T = 0$ and from $T = 0$ to $T = 1K$ at $H = 127T$. The magnetic-field induced superconductivity was attributed to Jaccarino-Peter (JP) compensation mechanism[22].

Another way to fabricate unconventional superconductor is by chemical manipulation. The most famous example is copper-oxide superconductor. The parent compound $LaO_xCuO_4$ is an antiferromagnetic Mott insulator with Néel temperature $T_N = 300K$. The parent compound can be doped by substituting some of the trivalent $La$ by divalent $Sr$. The result is that $x$ holes are added to the $Cu - O$ plane in $La_{2-x}Sr_xCuO_4$, which is called hole doping. The hole-doping suppresses the antiferromagnetic order and at $x = 0.03 - 0.05$ hole concentration the system undergoes quantum antiferromagnetic-paramagnetic transition. After suppression of the antiferromagnet, superconductivity appears, ranging from $x = 0.06 - 0.23$. The electron doping is realized in the compound $Nd_{2-x}Ce_xCuO_4$[20] when $x$ electrons are added. Details are given in many review articles and books, for example[16],[19].

The magnetic field induced superconductivity (FISC) is one more issue of special interest. Experimentally, (FISC) in the $H - T$ phase diagram was observed in $Eu_2Sn_{1-x}Mo_6S_8[21]$. The domain of superconductivity in $Eu_0.75Sn_{0.25}Mo_6S_8$ extends from 4 to 22 T at $T = 0$ and from $T = 0$ to $T = 1K$ at $H = 127T$. The magnetic-field induced superconductivity was attributed to Jaccarino-Peter (JP) compensation mechanism[22].

The idea is that in a ferromagnetic metal the conduction electrons are in an effective field due to the exchange interaction with the localized spins. It is in general so large as to inhibit the occurrence of superconductivity. For some systems the exchange interaction have a negative sign. This allows for the conduction electron polarization to be canceled by an external magnetic field so that if, in addition these metals possess phonon-induced attractive electron-electron interaction, superconductivity occurs in the compensation region. In more complicated cases superconductivity can occur in two domains: one extends from zero applied magnetic field to small pair-breaking field which suppress superconductivity, and the other at the high field in the compensation region[23].

A great deal of interest has been centered on the heavy fermions in cerium and uranium systems. The heavy-fermion system CePb$_3$ at zero field is an antiferromagnet. In[23] the authors report magnetic field of 14 T induces the system into the superconducting state below 0.20 K. Similarly, at 0.48 K, 15 T magnetic field drives the sample superconducting. The (FISC) in these compounds is considered to be due to the Jaccarino-Peter mechanism, extended to antiferromagnetic superconductors[24].

$URhGe$ displays ferromagnetism with magnetic moment oriented along the c-axis, and spin-triplet superconductivity at a lower temperature[25]. In an external magnetic field along the b-axis perpendicular to c-axis, superconductivity disappears at about $H = 2T$. However, at higher magnetic fields, in the range from 8T to 13.5T, it reappears again[26].

Finally, magnetic-field-induced superconductivity has been observed in organic superconductors[27],[28].

It is important to emphasize, that magnetic-field induced superconductivity disappears when the field is switched off.

In the present article we investigate two sub-lattice $FeCr_2S_4$ spinel. The sub-lattice A sites are occupied by $F^{2+}$ (s=2) iron ions, while sub-lattice B sites are occupied by $Cr^{3+}$ (s=3/2) chromium ions. The $Fe^{2+}$ and $Cr^{3+}$ ions are located at the center of tetrahedral and octahedral $S^{2-}$ cages, respectively, and the three $Cr^{3+}$ electrons occupy the lower energy $t_{2g}$ bands.

The shape of magnetization-temperature diagrams for all spinels is remarkable and emblematic. It shows that
the system has two phases. At low temperature \( (0, T^*) \), where \( T^* \) is the temperature at which the magnetization is maximal, the magnetic orders of the A and B spins contribute to the magnetization of the system, while at the high temperature \( (T^*, T_N) \), only the sub-lattice A spins have non-zero spontaneous magnetization. At \( T^* \) the system undergoes partial-order transition. There is no additional spontaneous symmetry breaking and the Goldstone boson has a ferromagnetic dispersion in both phases.

Partial order is well known phenomenon and has been subject to extensive studies. There are exact results for the partially ordered systems\(^{39,42}\). Frustrated antiferromagnetic systems has been studied by means of Green function formalism. Partial order and anomalous temperature dependence of specific heat have been predicted\(^{35,36}\). Experimentally the partial order has been observed in \( \text{Gd}_2\text{Ti}_2\text{O}_7 \). Monte Carlo method has been utilized to study the nature of partial order in Ising model on \( \text{kagomé} \) lattice\(^{10}\). Spin-wave theory of partial order is developed in\(^{15}\).

We focus on field cooled \( \text{FeCr}_2\text{S}_4 \). The material is field cooled (FC) if, during the preparation, an external magnetic field is applied upon cooling. If the applied field is below 0.01\( T \) it is zero field cooled (ZFC). The magnetization-temperature and magnetic susceptibility curves for (ZFC) and (FC) spinel show a remarkable difference below \( \text{Néel} \) \( T_N \) temperature\(^{30,31}\). In the case of \( \text{FeCr}_2\text{S}_4 \) spinel the curves, which show the temperature dependence of spontaneous magnetization \( M^s \), are depicted in Fig.\( \ref{fig:ms} \).

![FIG. 1: (Color online) The temperature dependence of the spontaneous magnetization \( M^s \) of ZFC, FC1, FC2, FC3 and FC4 (\( \text{FeCr}_2\text{S}_4 \)) spinel. The red, vertical line indicates the temperature (160\( K \)) at which the first chromium electron onset the magnetization, the blue line (60\( K \)) -the second electron on the green one (10\( K \)) the third.](image)

The ZFC, FC2 and FC3 curves are adapted from experimental result\(^{35,36}\) and the rest ones, FC1 and FC4, are phenomenological extrapolations. The \( \text{Néel} \) temperature is \( T_N = 170 K \). For ZFC spinel the temperature, at which the magnetization is maximum, is \( T^* = 160 K \). The system undergoes a partial-order transition from the high temperature \( (T^*, T_N) \) phase, where only the iron ions have non-zero spontaneous magnetization, to low temperature one \( (0, T^*) \), where both the iron and chromium ions have non-zero spontaneous magnetization. The exchange constant of chromium and iron spins is antiferromagnetic, because of which the magnetization increases below \( T_N \) and decreases below \( T^* \). The subtle point is that the onset of magnetism of the three \( \text{Cr}^{3+} \) \( (t_{2g}) \) electrons is at different temperatures. One of them starts to form magnetic order below \( T^* \). The ZFC curve in (Fig.\( \ref{fig:ms} \)), shows small dip at 10\( K \) which indicates that another chromium electron starts to contribute the magnetic order of the system at this temperature. The contribution of the third \( \text{Cr}^{3+} \) electron becomes more clear in the experiment with FC spinel-curve FC2. It shows that applied during the preparation magnetic field exceeds the Zeeman splitting energy of the chromium electron and its magnetic order becomes parallel to the iron magnetic moment. As a result, below \( T^* \) the system undergoes partial-order transition, the chromium electron onset magnetic order and the spontaneous magnetization of the system increases and reaches the maximum at 60\( K \). It undergoes a second partial-order transition to system where the second \( \text{Cr}^{3+} \) electron onset magnetic order anti-parallel to the iron one and the spontaneous magnetization of the system decreases. At 10\( K \) the curve has neither dip nor increase, which means that applied magnetic field compensates Zeeman splitting of the third chromium electron. The FC1 curve in the middle is an extrapolation for the case when the magnetic field applied during the preparation compensates the Zeeman splitting energy of the \( \text{Cr}^{3+} \) electron. Therefore, in the temperature range \( (60K - 170K) \) only iron electrons contribute to the magnetization of the system. Increasing the applied, during preparation, magnetic field one obtains the magnetization-temperature curve FC3. It has two characteristic features: first the onset of the magnetism of iron and the first chromium electron is at the same temperature \( T_N = 170 K \), second the applied magnetic field exceeds the Zeeman splitting energy of the third chromium electron and its magnetic order becomes parallel to the iron magnetic moment. As a result, below \( T = 10K \) the system undergoes partial-order transition, the third chromium electron onset magnetic order and the spontaneous magnetization of the system increases. The last curve FC4 is an extrapolation for the case when the applied field compensates Zeeman splitting of the second \( \text{Cr}^{3+} \) electron.

When, during the preparation of the \( \text{FeCr}_2\text{S}_4 \) spinel, magnetic field is applied along the iron magnetization and switched off when the process is over there are two important consequences: i) Iron electrons are localized, and the applied field do not affect iron magnetization. The experimental evidences for this is the part of the
curves near $T_N = 170 K$ in Fig[1] which is not affected by the applied magnetic field. Therefore we have to study the spin fluctuations of iron electrons by means of Heisenberg model without applied magnetic field. ii) The magnetic field applied along the iron magnetization decreases the Zeeman splitting of chromium electrons and their contribution to the magnetization of the system decreases. This remains true when the applied field is switched off. To describe theoretically the phenomenon a "frozen" magnetic field should be included in the equations for the fermion dispersion, which leads effectively to decreasing of Zeeman splitting.

Based on the analysis of Fig[1] we consider a spin-fermion model of $Fe_{1-x}Cr_x$ spinel, with three bands describing $t_{2g}$ chromium electrons and spin $s = 2$ operators for localized $F^{2+}$ electrons. The iron-chromium exchange constants are antiferromagnetic, different for the three chromium electrons. Magnetic field in the Hamiltonian models the decrease of the Zeeman splitting during preparation of the material. We study the appearance and disappearance of superconducting states as a function of the field. The Hamiltonian of the model is

$$h = -t \sum_{\langle ij \rangle \sigma \sigma'} \sum \langle c_{ij}^\dagger \sigma \epsilon_{j\sigma} + h.c. \rangle - H \sum_{i \in B} S_i^{zB} + \sum_{\langle ij \rangle \sigma \sigma'} J_{ij} S_i^\sigma A \cdot S_j^{B \sigma} - J_A \sum_{\langle ij \rangle \sigma} S_i^\sigma \cdot S_j^A,$$  \hspace{1cm} (1)

where $S_i^{zB} = \frac{1}{2} \sum_{\sigma \sigma'} c_{ij}^{\dagger \sigma} \tau_{\sigma \sigma'} c_{ij}^{\alpha \sigma'}$, with the Pauli matrices ($\tau^x, \tau^y, \tau^z$), is the spin of the $t_{2g}$ chromium electrons at the sub-lattice $B$ site, $S_i^A$ is the spin operator of the localized iron electrons at the sub-lattice $A$ site. The sums are over all sites of a body centered cubic lattice, $(i, j)$ denotes the sum over the nearest neighbors, while $\langle ij \rangle \sigma$ is a sum over all sites of sub-lattice $A$. The Heisenberg term ($J_A > 0$) describes ferromagnetic exchange between iron spins, and $J_l > 0$ are the antiferromagnetic exchange constants between iron and chromium spins. $H > 0$ is the "frozen" applied magnetic field in units of energy.

The compensation mechanism of the field induced superconductivity suggests that the formation of Cooper pairs is possible when Zeeman splitting of electrons is compensated by the applied magnetic field. We choose the exchange constants well separated $J_1 < J_2 < J_3$, so that if the magnetic field $H$ compensates the Zeeman splitting of one of the $t_{2g}$ chromium electrons, it is far from the compensation of Zeeman energy of the other two electrons.

With this in mind, we can simplify our study. When the value of the "frozen" magnetic field is close to the Zeeman energy of one of the $t_{2g}$ chromium electrons, we can consider one band spin-fermion model of this electron instead of model [1]. The contribution of dropped fermions can be accounted for by appropriate choice of the parameters. In this way we consider three independent, one band spin-fermion models. In momentum space representation, the Hamiltonians $h_l$ ($l = 1, 2, 3$) have the form

$$h_l = \sum_{k \in B} \varepsilon_k a_k^\dagger a_k + \sum_{k \in B, \sigma} \varepsilon_{k\sigma} c_{k\sigma l}^\dagger c_{k\sigma l}$$

$$+ \frac{4J_l \sqrt{2s}}{\sqrt{N}} \sum_{k \in B} \delta(p - q - k) \cos \frac{k_x}{2} \cos \frac{k_y}{2} \cos \frac{k_z}{2} \times \left( c_{p\sigma l}^\dagger c_{q\sigma l} a_k^\dagger + c_{q\sigma l}^\dagger c_{p\sigma l} a_k^\dagger \right),$$

$$\varepsilon_k = 2sJ^A (3 - \cos k_x - \cos k_y - \cos k_z),$$

(2)

and fermi $\varepsilon_{k\sigma l}$ dispersions of chromium electrons

$$\varepsilon_{k\tau l} = -2t (\cos k_x + \cos k_y + \cos k_z) + \frac{8sJ_l - H}{2},$$

$$\varepsilon_{k\gamma l} = -2t (\cos k_x + \cos k_y + \cos k_z) - \frac{8sJ_l - H}{2}.$$

The bosons ($a_{kl}^\dagger a_k$) are introduced by means of Holstein-Primakoff representation of the spin-2 operators of localized iron electrons. To proceed we account for the spin fluctuations of iron, and in static approximation obtain three effective four-fermion theories with Hamiltonians $h_{eff,l}$

$$h_{eff,l} = \sum_{k \in B, \sigma} \varepsilon_{k\sigma l} c_{k\sigma l}^\dagger c_{k\sigma l}$$

$$- \frac{1}{N} \sum_{k, p, \sigma \sigma'} \delta(k_1 - k_2 - p_1 + p_2) \times V_{k_1 - k_2} c_{k_1 \sigma l}^\dagger c_{k_2 \sigma l} c_{p_1 \sigma l}^\dagger c_{p_2 \sigma l}^\dagger$$

with potentials

$$V_k = \frac{J_l^2}{J_A} \left[ (1 + \cos k_x)(1 + \cos k_y)(1 + \cos k_z) \right]$$

$$\frac{3}{J_A} \left[ (1 + \cos k_x - \cos k_y - \cos k_z) \right]$$

(6)

The Hamiltonians in the Hartree-Fock approximation are

$$h_l^{HF} = \sum_{k \in B} \left[ \varepsilon_{k\sigma l} c_{k\sigma l}^\dagger c_{k\sigma l} + \Delta_{kl} c_{-k\sigma l}^\dagger c_{k\sigma l} + \Delta_{kl}^l c_{k\sigma l}^\dagger c_{-k\sigma l}^\dagger \right],$$

(7)

with gap functions

$$\Delta_{kl} = \frac{1}{N} \sum_{p \in B} c_{-p\sigma l}^\dagger c_{p\sigma l}^\dagger > V_{p - k}$$

(8)

In terms of Bogoliubov excitations $\alpha_l^\dagger, \alpha_l, \beta_l^\dagger, \beta_l$, with dispersions

$$E_{kl}^{\alpha} = \frac{1}{2} \left[ \varepsilon_{k\tau l} - \varepsilon_{k\gamma l} + \sqrt{(\varepsilon_{k\tau l} + \varepsilon_{k\gamma l})^2 + 4|\Delta_{kl}|^2} \right],$$

$$E_{kl}^{\beta} = \frac{1}{2} \left[ -\varepsilon_{k\tau l} + \varepsilon_{k\gamma l} + \sqrt{(\varepsilon_{k\tau l} + \varepsilon_{k\gamma l})^2 + 4|\Delta_{kl}|^2} \right].$$

(9)
the gap equations have the form
\[ \Delta_{kl} = -\frac{1}{N} \sum_{p \in B_r} V_{k+p} \frac{\Delta_{pl}}{\sqrt{(\epsilon_{p\mu} + \epsilon_{p\nu})^2 + 4|\Delta_{pl}|^2}} \times \left(1 - <\alpha_{pl}^+\alpha_{pl}> - <\beta_{pl}^+\beta_{pl}>\right), \] (10)
where \(<\alpha_{pl}^+\alpha_{pl}>\) and \(<\beta_{pl}^+\beta_{pl}>>\) are fermi functions for Bogoliubov fermions.

Having in mind that sublattices are simple cubic lattices and following the classifications for spin-triplet gap functions \(\Delta_{-kl} = -\Delta_{kl}\), we obtained that the gap functions with \(T_{1u}\) configuration are solutions of the gap equations for some values of the applied, during the preparation, magnetic field and temperature. The dimensionless gaps \(\Delta_i/J^A\) at zero temperature, as a function of \(H/H_1\) where \(H_1 = 8sJ_1\), are depicted in Fig.2, for parameters \(J_1/J^A = 2\), \(J_2/J_1 = 1.4\), \(J_3/J_1 = 1.8\) and \(t/J^A = 1\).

![Fig. 2](image)

**FIG. 2:** (Color online)Sequence of superconducting states in field cooled \(FeCr_2S_4\). The first state is realized near \(H = H_1 = 2sJ_1\), the second one near \(H = H_2 = 2sJ_2 = 1.4H_1\), and the third state near \(H = H_3 = 2sJ_3 = 1.8H_1\).

The applied magnetic field \(H_1\) compensates the Zeeman splitting of \(t_{2g}\) chromium electrons with minimum Zeeman energy \(4\). The Fig.2 shows that near this value the above mentioned electrons form Cooper pairs and superconductivity onsets. Increasing the magnetic field we restore the Zeeman splitting with opposite sign and suppress the superconductivity. Further increasing the magnetic field, we reach \(H_2 = 2sJ_2\) that compensates the Zeeman splitting of another \(t_{2g}\) electrons. Now, the Cooper pairs are formed by the second group electrons and the superconductivity is restored near \(H/H_1 = H_2/H_1 = J_2/J_1 = 1.4\). This process continues until the magnetic field, applied during preparation, becomes equal to Zeeman energy of the third group of chromium electrons \(H_3 = 2sJ_3\) and third superconductor state emerges near \(H_3/H_1 = 1.8\). In that way we can create a sequence of superconducting states in field cooled \(FeCr_2S_4\).

The model has many parameters. Some of them can to be extracted from the experimental data, while there is no way to define others. For example the exchange constants can be fixed from applied, during the preparation, magnetic field. Unfortunately, the experimental articles do not comment on this issue. We can approximately to estimate the exchange constant of iron spins \(J^A\) by calculation the dimensionless critical temperature \(T_{sc}/J^A\) for spin-2 Heisenberg model of iron magnetism. Using the renormalized spin-wave theory, one obtains \(T_{sc}/J^A = 2.8\), therefore \(J^A = 32K\). The hopping parameter \(t\) remains undefined. To shed light on critical temperature and \(T_{sc}/J^A\) we calculate the dimensionless temperature \(T_{sc}/J^A\) as a function of the ratio \(t/J^A\). The results are depicted in Fig.3.

![Fig. 3](image)

**FIG. 3:** (Color online)The dimensionless critical temperatures \(T_{sc}/J^A\) as functions of dimensionless hopping parameter \(t/J^A\).

The Fig.3 shows that increasing the ration \(t/J^A\) increases the critical temperature \(T_{sc}/J^A\). We calculated that for fixed value \(J^A = 23K\) and small value of the ratio \(t/J^A = 0.1\) the critical temperature is \(T_{sc} = 3.2K\), while for \(t/J^A = 1\) we obtained \(T_{sc} = 23.5K\). The figure shows that the impact of the magnetic field, applied during the preparation, is weak. The effect becomes significant when \(t/J^A >> 1\).

In summary, we have predicted the possibility to synthesize three different superconductors applying different magnetic field during preparation of field cooled \(FeCr_2S_4\). The difficult moment is to applied a field which compensates the Zeeman splitting of one of the chromium electrons. An useful guidance to do that are the curves depicted in figure 3. The curves FC1, FC2 and FC4 illustrate the three cases when one of chromium electrons is with compensated Zeeman splitting. They
are well separated from the others which permits the exact choice of the applied, during preparation, magnetic field.

Partial order and partial order transition are basic notions in our study. In the present paper temperature $T^* = 160$K just below Curie is a partial order transition temperature above which only iron ions contribute the magnetization of system, while below it one of the chromium electrons onsets magnetic moment. This is more evident differentiating the curves of ZFC and FC compounds. The separation is attributed to magnetic domain dynamics in Ref. In the same article small dip of the curve at approximately 10K is interpreted as onset of long-range orbital order, while in our study, at this temperature onsets magnetization another chromium electron.

The spinel $FeCr_2S_4$ is well studied compound, but superconductivity has not been observed. The explanation is very simple. The focus of research is on colossal magnetoresistance effect (CMR) and on the existence of multiferroic phase. The investigation of CMR requires measurements of resistivity as a function of temperature, but they are realized for ZFC materials only. In the rare cases, when measuring the resistivity of FC compounds, there is no clarity about the applied magnetic field. This can be achieved by simultaneous study spontaneous magnetization and resistivity as functions of temperature, which would lead to correct choice of field.

The third characteristic temperature of the system is $T = 60$K. It is reported that below 50K the system undergoes a transition to non-collinear ferrimagnetism. Important consequence is the emergence of multiferroic phase below 10K. In the present paper the system undergoes partial order transition at 60K. Below this temperature one of the chromium electrons onsets magnetic order. This is more evident for FC compounds Fig.(1). One expects that applying magnetic field, during preparation, the non-collinear order is suppressed and collinear ferrimagnetism is restored. Hence, the model considered in the paper is appropriate for study field-cooled $FeCr_2S_4$. 
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