Interaction of Electrical Energy Storage, Flexible Bioenergy Plants and System-friendly Renewables in Wind- or Solar PV-dominated Regions
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Abstract: Wind and solar PV have become the lowest-cost alternatives for power generation in many countries and are expected to dominate the renewable power supply in many regions of the world. The temporal volatility in power production from these sources leads to new challenges for a stable and secure power supply system. Possible technologies to improve the integration of wind and solar PV are electrical energy storage and the flexible power provision by bioenergy. A third option is the system-friendly layout of wind and solar PV systems and the optimized mix of wind and solar PV capacities. To assess these different options at hand, a case study was conducted covering various scenarios for a regional power supply based on a high share of wind and solar PV. State-of-the-art concepts for all the stated technologies are modelled and a numerical optimization approach is applied on temporally-resolved time series data to identify the potential role of each option and their respective interactions. Power storage was found to be most relevant in solar dominated systems, due to the diurnal generation pattern, whereas bioenergy is more suitably combined with high wind power shares due to the less regular generation pattern. System-friendly wind and solar power can reduce the need for generation capacity and flexible options by fitting generation and demand patterns better.
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1. Introduction

In order to reduce the climate impact of power generation, Germany, along with many other countries, strives for an energy system dominated by renewable generation options [1]. In Germany, the promising scalable options at hand—wind and solar power—are variable renewable energy sources (vRES), which lead to new challenges to match power demand and supply. The supply from vRES depends on the local availability of the solar irradiation and the kinetic energy of air at the locality
of the energy converters, which is inherently variable and only to a certain degree deterministic. For power systems which require an instantaneous balance of demand and supply in order to maintain their stability, this has a very large impact on the infrastructure and operation in comparison to conventional power supply systems with a dispatchable supply of power [2]. Numerous solutions have been proposed to address this challenge. Connecting power grids with higher capacity transmission grids [3,4] increases the spatial spread of wind and solar power generation, and thereby geographic temporal generation and demand fluctuations may be alleviated to some extent, while also increasing the utilization of untapped solar and wind resources. Power demand can also, to some extent, be adapted to the fluctuating supply from vRES through so called demand side management (DSM) [5]. System-friendly adaptations of the technical layout of wind and solar power plants, which entail wind turbines with lower specific power ratings in relation to their rotor swept area and solar PV systems in an east and west-facing azimuth orientation, reduce the variability in power supply from vRES [6,7] as well as providing a better coverage of the temporal consumption patterns.

Several direct balancing options also exist. Electric energy storage systems (EESS) can be used to store energy at times of surplus power supply, in order to use it at times of supply deficits [8–11]. Through connecting different grids, the hydro power capacities of certain regions, such as Scandinavia, can be used for balancing other regions [12]. Bioenergy is another renewable option, with the benefit of long storability combined with the technical flexibility to offset some of the variability in power production from wind and solar [13,14]. In some regions with high direct solar radiation concentrated solar power (CSP) may also serve as a flexible option, but in Germany this is not a viable option [15].

Many studies assume large, pan-European grids, which postpone the need for other balancing options. Under such conditions, EESS have been estimated to be required at renewables shares of above 70% or higher [16–18]. In a regional context, balancing options would be required already at lower renewables shares, while the relevance of system-friendly solutions increases. An assessment of the potential relevance of these options (EESS, system-friendly renewables, and flexible bioenergy) in combination with a sub-national regional level provides an important contrast to previous studies, and maps out a solution space for decision makers.

In this paper, two German regions dominated by wind and solar power, respectively, are used as a basis for investigating the potential role of system-friendly wind and solar power, EESS and bioenergy at different vRES shares. The following research questions are assessed in this paper:

1. How can EESS and flexible bioenergy contribute to reduce challenges connected to the integration of large shares of vRES in wind or solar power-dominated regions?
2. How can system-friendly wind and solar power contribute to reduce challenges connected to the integration of large shares of vRES in wind or solar power-dominated regions?
3. What is the interaction of these balancing options?

2. Methodology

To answer the three given research questions, a four-step approach is applied as displayed in Figure 1:
2.1. Step 1: Scenario Framework and Variable Renewable Energy Optimization

Scenarios differ regarding the respective share of renewables of 50%, 65%, and 80%, on electricity consumption which are (sub-ordinate) targets in Germany for the next decades. Furthermore, the scenarios cover the mayor vRES sources wind and solar PV with their specific temporal production patterns as well as different renewables mixes from wind and solar PV, which are either exogenously predefined (CLASSIC scenarios) or endogenously optimized (VAREO scenarios). Therefore, both groups comprise six individual scenarios (cf. Table 1), leading to 12 considered scenarios in total.

Table 1. Overview of all 12 scenarios.

| Solar PV-dominated region | Wind-dominated region |
|---------------------------|-----------------------|
| **Target Share of Renewables** | **vRES Mix Exogenously Defined** | **vRES Mix Endogenously Optimized** |
| 50% | CLASSIC | VAREO |
| 65% | CLASSIC | VAREO |
| 80% | CLASSIC | VAREO |
| 50% | CLASSIC | VAREO |
| 65% | CLASSIC | VAREO |
| 80% | CLASSIC | VAREO |

2.1.1. Scenario Development

The CLASSIC scenarios are derived from the capacity expansion pathways for wind and solar PV as projected in the German network development plan [19] for 2032. Hence, the capacity mix for wind and solar PV is exogenously determined by the network development plan. As the capacity mix is exogenously set in the CLASSIC scenarios, the installed wind and solar capacities are both proportionally scaled to target the shares of renewable of 50%, 65% and 80% respectively (cf. Section 2.2), that are projected for the long term development of Germany’s power system [20]. This scaling of wind and solar PV capacities also approximates the contribution of electrical energy storage to calculate its contribution to achieve the set renewables shares (cf. Section 3.1.2).
The VAREO scenarios, in contrast, entail two additional optional modifications in order to improve the integration of vRES in the first place. One additional option is a capacity mix from wind and solar PV that is endogenously optimized by the VAREO model. The other additional option included in the VAREO scenarios are system-friendly layouts for wind and solar PV [7,21]. Both options have the potential to improve the supply by vRES in comparison to the exogenously determined mix from wind and solar PV and the standard vRES layouts to which the CLASSIC scenarios are restricted. The system-friendly layouts entail wind turbines with higher full load hours (FLH) designed for low to medium wind resources as well as solar PV installations facing towards east and west for a better temporal coverage of daily consumption patterns by the resulting vRES feed-in. For the modelling of feed-in time series for system-friendly layouts in the VAREO scenarios, it is also referred [6,21]. The general idea of the optimized capacity mix and the system-friendly layouts is to minimize the surplus power production from vRES over the course of the residual load time series, also described as excess energy. Wind and solar PV capacities, including those system-friendly layouts, are therefore composed to minimize excess energy and not exogenously determined as it is the case for the CLASSIC scenarios.

The know advantages of system-friendly layouts regarding the feed-in of vRES are of increasing relevance especially for power systems with low flexibility and already high vRES shares where their potential to improve the integration of vRES power sources is higher as outlined by [22]. However, for power systems with lower shares of renewables or significant flexibility options, like pump hydro storage capacities, slightly higher LCOE from system-friendly might offset the specific advantages of system-friendly renewables [22–24].

Furthermore, within both groups the scenarios are split into a wind-dominated region as well as a solar PV-dominated region. Correspondent to the projections of the network development plan the transmission system of 50 Hertz Transmission GmbH in the northeast of Germany (109,619 km², 18.2 million inhabitants) serves as the wind-dominated case study region (onshore wind as well as offshore wind). The transmission system of TRANSNET-BW in the southwest of Germany (34,600 km², 10 million inhabitants) serves as the solar PV dominated case study region.

The energetic volume (TWh) and the development of the prospective bioenergy power plant fleet (cf. Section 2.2) varies together with the prospective fleet of EESS (cf. Section 2.3) between the solar PV-dominated region and the wind-dominated region, but is kept constant between CLASSIC and VAREO scenario groups.

Likewise included in the calculation of the share of renewables for all scenarios is the contribution of hydro power, geothermal power, and other renewables (mainly the biogenic fraction of household waste used in incineration plants).

2.1.2. Time Series Data for Wind Feed-in, Solar PV Feed-in and Power Consumption

All 12 scenarios are based on time series data for the duration of one year, starting on the 30th of June 2011 up to the 1st of July 2012. The time series data for the renewables feed-in provided by the two transmission system operators (TSO) are normalized and scaled [6], so that the productivity of the installed capacity in terms of FLH is equivalent to the FLH given in [19] for the year 2032 of the CLASSIC scenario group. Time series data for offshore wind in the wind-dominated region is derived from wind speed time series data of the FINO 2 platform in the Baltic Sea. Consumption time series are likewise scaled to match an annual power consumption of 57.8 TWh/a in the solar PV-dominated region for 2030 and 87.6 TWh/a in the wind-dominated region for 2030 and further developing until 2050 according to scenario A in [20].

The resulting generation capacities (cf. Tables A1 and A2) and the residual load duration curves for all 12 scenarios (cf. Figure 6 and Figure A1) are provided in the results section and the Appendix A.
2.2. Step 2: Development of the Prospective Bioenergy Power Plant Fleet

In a second step, for three different shares of renewables of 50%, 65%, and 80% relevant bioenergy technologies, were described regarding their potential capacity and techno-economic development. This description serves as input parameters for the modelling of these bioenergy technologies. A clustering approach according to [19] aggregates the different technologies into three groups.

Each group was represented by a typical technology or rather a sample plant with characteristic qualities towards demand driven energy provision. In detail there were biomethane-fired combined heat and power units (CHPU) (this group also includes vegetable oil-powered cogeneration plants), biogas plants with local combined heat and power generation (this group also includes wood gas CHPU), and thermodynamic cycle biomass power plants, labeled as wood-fired power plants. In general, we assume that bioenergy technologies for power generation can be divided into two sub-processes, with the exception of biomethane-CHPU. Biomethane-CHPU represent just a single conversion process, were the fuel is converted into electrical and thermal energy. Thus, the second group, namely biogas plants and for wood-fired power plants, the raw material is first converted in a secondary energy carrier (biogas or steam). In a second conversion step this energy carrier is converted into (secondary) heat and power. This subdivision is required to describe the different behaviors of all three technology groups.

To estimate the future plant portfolio for an energy-system with different shares of renewables the quantity of electrical work in a certain scenario is allocated to the three technology groups, according to their respective share in 2015 [25]. The absolute amount of power generation from bioenergy of each group was extrapolated based on the relative changes of power generation from 2015, with 31.5% renewable energy share (RES), compared to increasing RES up to 50%, 65%, and 80%, referring to Section 2.1. As an additional assumption a partitioning between inflexible and flexible plants was set. At present just a part of all bioenergy plants are flexible and it is unlikely that in future the whole plant inventory will be flexibilized, because of technical limitations and change inertia of plant operators. However, it is supposed that a growing number of plants will be flexible in the future. For each of the technology groups a reference plant with an individual parameter set for today and the three future scenarios were designed. These parameters are depicted in Tables A3 and A4 for the cluster biogas plant with on-site CHPU and in Table A5 for the cluster wood-fired power plant. All tables are part of the Appendix A.

The main differences between those groups are first of all the absolute degrees of flexibility (Q_P), where the biogas plant can deliver a higher amplitude of controllable load. However, it is important to underline that biogas plants with on-site CHPU are subject to the restrictions of gas storage capacity, so they cannot operate on as well as off just for a limited amount of time. Even when the CHPU is off, the biological process of fermentation is going on and consciously producing gas. Furthermore, it is assumed, that within the scenario for 80% RES the all biogas plants operated flexibly (SHR_{flx} = 100%), while 20% of the wood-fired power plants stay inflexible, due to technical restrictions. Thus, the quality of flexibility for the whole portfolio depends not only on the single (flexible) plant but also on the proportion of flexible plants of the certain group.

2.3. Step 3: Development of the Prospective Fleet of EESS

In parallel, all the relevant electrical energy storage technologies and their potential techno-economic development were likewise described in the third step. An expert evaluation of the wide range of technically available electrical energy storage technologies was carried out to assess and attribute the technologies with estimated techno-economic data until 2050 (see Tables A6 and A7 in the Appendix A). At first technologies which principally meet the requirements of the short and mid-term storage demand are clustered: short-term: lead-, lithium-, and nickel-based storage systems; mid-term: compressed air energy-, pump-hydro-, redox flow-, and high temperature storage systems. For each technology a comprehensive literature research regarding the relevant techno-economic data was performed to get input data for the following process. In parallel, the residual load profile had to be analyzed to scale the overall EESS capacity and power needed depending on
the scenario. To derive a fleet of electrical energy storages a share of each technology based on the techno-economic data and EESS capacity and power was determined adopting the analytic hierarchy process (AHP) [26–28].

The scenarios described in Section 2.1 lead to different residual load profiles thus different fleets of EESS were needed. The aim of this study was to use an optimum of the renewable generated electricity. Hence the scale of electrical energy storage systems was designed in accordance to the maximum negative residual load of the CLASSIC scenarios for short-term and mid-term storage, respectively. Short-term storage demands address occurrences of negative residual loads within an hour, while mid-term storage demands address occurrences of negative residual loads from a few hours up to three days.

To form the fleet of EESS systems by defining the share of each technology for short and mid-term EESS, the analytic-hierarchy-process (AHP) used in the field of decision finding was adapted from that described in [20–22]. The main aspect of this process is the pairwise comparison of the categories and the criteria to each other to identify the most preferable option for specific predefined problems. Instead of evaluating different alternatives of EESS the AHP is used to determine a share of each technology within the short- and medium-term cluster. For each EESS cluster relevant criteria to describe the technologies were again clustered in three categories: environmental effects, technical parameters and economic parameters. Within these clusters relevant criteria had been identified and are shown in Table 2 exemplarily for short-term electrical energy systems along with their weighing factor or significance. The weighing factors of the different criteria are a result mainly derived by the pairwise comparison of the categories and the criteria within each category. This method shows that the most significant criteria are cycling capability, efficiency and costs.

| Environmental Effects                  | Global 10.5% | Local 3.4% | Technical Parameters | Global 63.7% | Local 3.4% | Economic Parameters | Global 25.8% | Local 41.4% |
|----------------------------------------|--------------|------------|----------------------|--------------|------------|---------------------|--------------|-------------|
| Land use                                | 0.4%         | 3.4%       | Efficiency           | 20.5%        | 32.2%      | Power-related cost  | 10.7%        | 41.4%       |
| Environmental hazards                   | 0.8%         | 7.7%       | Self-discharge       | 2.2%         | 3.4%       | Capacity-related cost| 5.7%         | 22.0%       |
| Operational emissions                   | 1.6%         | 14.8%      | Plant availability   | 6.4%         | 10.0%      | Value-added          | 0.6%         | 2.4%        |
| Infrastructure emissions                | 3.6%         | 34.3%      | Cyclebility          | 25.8%        | 40.4%      | Operating cost       | 2.4%         | 9.2%        |
| Raw material criticality                | 2.3%         | 21.5%      | Lifespan             | 8.9%         | 13.9%      | Starting cost        | 6.4%         | 25.0%       |
| Sustainability                          | 1.5%         | 13.9%      |                      |              |            |                     |              |             |
| Acceptance                              | 0.5%         | 4.5%       |                      |              |            |                     |              |             |

To derive practicable data from literature research or expert guesses, some of the above-shown criteria, e.g., acceptance or plant availability, are described by a qualitative assessment (see Table A8 in the Appendix A). The used specific data for each scenario is given in the Appendix A (see Tables A6 and A7). Applying the normalized specific data of each technology and the weighing factors (see Table 2 above and Table A9 in the Appendix A) leads to a specific share of each technology within the clusters. According to the identified scale of EESS capacity and power, different fleets of energy storage systems resulted from the AHP, which are provided, in Table A10 in the Appendix A.

2.4. Step 4: Development of an Optimization Model for Scheduling the Fleet’s Operation

The processed data from the three previously described steps were utilized in the numerical optimization model derived from GOMES® (Generic Optimization Model for Energy Storage) which is a mixed-integer, linear optimization model for the techno-economic evaluation of EESS applications [29]. The enhanced model was applied to assess the utilization of the different power generation technologies, including fossil power plants (hard coal power plant, gas-steam power plant), flexible bioenergy plants (biomethane CHPU, biogas CHPU, wood-fired CHPU) as well as short-term and mid-term EESS in the different scenarios. In addition, a “reserve” power plant (in dependence on fast-starting gas turbines) was introduced to ensure residual load covering in each time step. The minimization of greenhouse gas emissions served as the objective function for the optimization.
Moreover, a rolling horizon was applied to limit the perfect foresight to a timeframe of two days. Only the first day’s results were put on record, the second day served as an overlap that is designed to avoid the emptying of electrical energy storage at the end of each day which could lead to a local instead of the global optimum. The results of this final step are used to study the potentials and the interaction of the different technologies for each of the 12 different scenarios.

Minimization of greenhouse gas emissions was chosen as the objective function because it goes hand in hand with the maximal achievable amount of electricity production by renewable energies, which is the overall goal. The formulation of the objective function can be found in Equation (1). The amount of emissions is calculated by summing up the emissions of each fossil-fueled plant for each time step \( t \) in each optimization run \( T \) within the rolling horizon. In addition, a penalty factor has been introduced for the gas-fueled power plant and the reserve power plant. The factor serves to respect the economic merit-order of the plants that is formed at the spot market by their marginal costs [30] (in contrast to the ecological order of the fossil-fueled plants, where gas has lower specific greenhouse gas emissions than coal, the economic merit-order of the plants gives preference to the coal-fueled plants, because they have lower marginal costs). As a result, the objective function prefers the feed-in of renewable energy which will be stored during a surplus situation, or the feed-in of flexible bioenergy plants. The fossil-fueled power plants are only operated if no emission-free electricity can be produced and respectively discharged.

\[
\min CO_2 = \sum_{T=1}^{365} \sum_{t=1}^{n} \left( CO_{2,hardcoal}(t) + 5 \cdot CO_{2,\text{gas}}(t) + 100 \cdot CO_{2,\text{reserve}}(t) \right)
\] (1)

The most important constraint for ensuring security of supply and a stable grid operation says that positive residual load (resulting from methodical step 1) has to be covered in each time step \( t \). In contrast, the remaining negative residual load is allowed. It is understood that the remaining negative residual load, i.e., surplus of electricity production, is used in cross-sectoral appliances. Possible examples of cross-sectoral appliances include power-to-heat (e.g., heat pumps or electric boilers) or power-to-gas appliances (production of hydrogen from electrolysis of water), but there are many other relevant options [31–34].

A further restriction ensures that flexible biomass plants are able to produce energy throughout the whole year. For this the predicted annual amount of biomass substrate (cf. Section 2.2) is broken down for each optimization run \( T \) in proportion to the amount of positive residual load during this optimization run \( T \). In addition, several constraints concerning the plant operation were applied for optimization, e.g., installed power and capacity, ability for part load operation, receivable ramp rates, self-discharge rate, limited numbers of starts per day, minimum idle time, as well as minimum operating time. Further information about the restrictions can be found in the Appendix A (Table A11).

3. Scenario Analysis

To answer the first research question about the contribution of EESS and flexible bioenergy for the integration of large shares of vRES, the results of CLASSIC scenarios are presented (cf. Section 3.1). Afterwards, Section 3.2 presents the results of VAREO scenarios to evaluate the contribution of system-friendly wind and solar energy. Third, the interaction of the different balancing options is analyzed in Section 3.3. For this purpose, additional alternative scenario runs were carried out, in which single balancing options were excluded or changed.

3.1. Results of CLASSIC Scenarios

Initially, the covering of remaining residual load by the different plants or EESS is shown and monitored effects are discussed. Subsequently, the achieved share of renewables is analyzed in more detail. Afterwards, some characteristic figures regarding operation of the different plants and EESS are
discussed. Finally, the characteristics of remaining excess energy and power is presented in the context of its potential usage for sector coupling purposes.

3.1.1. Electricity Production

Figure 2 shows how the remaining positive residual load of the model regions, i.e., the load after feed-in of renewable power plants and must-run power plants, is covered by the different flexible power plants or EESS. In both regions the share of CO₂-emission-free electricity production increases from 2030 to 2050. In the solar region a larger amount of renewable energy is shifted over time by EESS than in the wind region. This can be for two different reasons: On the one hand, it is possible that EESS do not match so well with the characteristic pattern of the remaining positive residual load. On the other hand, the high share of bioenergy feed-in, potentially resulting from their larger installed capacity, could have obstructed energy shifting by EESS. The proportion of the feed-in of the different bioenergy plant types also reflects the proportion of their installed power. Moreover, it is remarkable that there is no electricity produced by coal plants in the solar region in 2050, in spite of the penalty factor in the objective function that prefers coal plants. This phenomenon can be explained by the slower ramping behavior of the coal power plant in contrast to the gas-steam power plant. Alternatively, this phenomenon could be caused by the lengthy minimum operating period or lengthy minimum shutdown period of the coal power plant. It is also possible that both reasons contribute to the phenomenon.

![Figure 2](https://example.com/figure2.png)

Figure 2. Covering of remaining residual load by the different plants or EESS of the fleet.

3.1.2. Achieved share of renewables

As a result of the production mix presented in, as well as the previous electricity production by renewables (cf. methodical step 1), Figure 3 illustrates the achieved share of renewables in the electricity consumption of both regions. The dark grey section of the bars represents the share of renewables before using flexible bioenergy plants or EESS, that means wind and solar power, run-of-river, geothermal energy and the inflexible baseload of biomass plants. The light grey section represents the renewable feed-in from flexible bioenergy power plants and EESS (per time shifting of former negative residual load). The black rhombus in each bar represents the targeted share of renewables for each particular scenario and has to be read from the left axis. It shows that the desired share of renewables is reached or exceeded in the solar region, but is slightly underachieved in the wind region. The reason for the deviation between the achieved share of renewables and the target share of renewables is the rough estimation in methodological step 1 about the amount of excess energy that can be time-shiftable by
EESMs when determining the installed capacities for wind energy and solar PV. This underlines the sensitivity in the interaction between the feed-in characteristics of vRES and the EESMs with respect to the share of renewables. The deviation in renewable shares could be minimized by implementing an iterative approach that uses information about EESM performance in step 4 as input for step 1, but was beyond the scope in this study.

On the right axis the percentage of the share of flexible bioenergy power plants and EESMs is shown in more detail. As in Figure 2, the bars show that EESMs contributes significantly to the share of renewables in the solar region, especially for the higher renewables target shares of 65% and 80% respectively. This can be explained by the increased amount of excess energy in these scenarios which can be time-shifted to cover power demand at a later time. In contrast, the effect of electrical energy storage on the share of renewables in the wind-dominated region is far less distinct. Here, the contribution of flexible bioenergy is more relevant for reaching the high renewables shares targeted.

Figure 3. Achieved share of renewables in the electricity consumption of the model regions.

### 3.1.3. Characteristic Figures Regarding Operation of the Different Plants and EESMs

The analysis of obtained full load hours and full cycles point out that EESMs could be oversized in all scenarios. In the solar-dominated region, short term storages achieve 139–193 full cycles and medium-term storages achieve 16–36 full cycles. Due to the daily excess characteristic of the solar-dominated region a maximum of 365 full cycles could be achieved theoretically for both storage types. Well sized PV-batteries at single family houses typically achieve 250 full cycles [35]. The comparison of achieved full cycles to theoretically achievable full cycles shows that capacity of short term storages is comparatively well used, whereas capacity of medium term storages is clearly oversized.

Flexible biomass plants show on average three starting sequences per day, which matches the maximum allowed number of starting sequences. In contrast, combined-cycle plants show, on average, one starting sequence per day, and hard coal-fired even less.

### 3.1.4. Excess Energy and Power

Table 3 displays the excess energy and excess power that remains after covering the residual load. Comparing both regions, the annual excess energy is higher in the wind-dominated region, whereas the maximum excess power is higher in the solar-dominated region. Both can be explained by regional characteristics. The higher annual excess energy in the wind-dominated region results through the block-like occurrence of excess energy in strong wind phases. Short-term as well as mid-term EESMs are only able to store and time-shift a small amount of this excess wind energy. As soon
as the EESS is full, the remaining excess energy cannot be used in the electricity sector but only in cross-sectoral applications.

Table 3. Remaining excess energy and power after covering of residual load in CLASSIC scenarios.

| Region                  | Renewables Share | Annual Excess Energy (TWh/a) | Maximum Excess Power (GW) |
|-------------------------|------------------|------------------------------|----------------------------|
| Solar PV-dominated      | 50%              | 0                            | 0.3                        |
| region                  | 65%              | 0.3                          | 9.5                        |
|                         | 80%              | 4.9                          | 18.2                       |
| Wind-dominated region   | 50%              | 0.1                          | 3.4                        |
|                         | 65%              | 1.5                          | 6.6                        |
|                         | 80%              | 5.4                          | 10.5                       |

Meanwhile, the excess energy occurs regularly in the solar PV-dominated region (in the summer period almost daily), but mainly for a duration of few hours around noon. The comparable high excess power is explainable by the high amount of installed solar PV power. Due to the lower full load hours of solar PV plants in contrast to wind energy plants, more installed power is needed to contribute considerably to residual load covering (cf. Figure 5). That leads to a high feed-in power on days with high solar irradiation and in consequence to high excess energy power.

Instead of curtailing the renewables, the remaining excess energy could be utilized cross-sectionally, e.g., in the heating sector, the mobility sector, or the production sector. Further research to that topic should take into account the different temporally characteristics of occurring excess energy that was described above and is as well depicted as carpet plots in Figure 4. Whereas in wind-dominated regions excess energy occurs only at some days of the year but typically full-time and several days in sequence, the excess energy in solar PV-dominated regions occurs for some hours around noon and has a seasonal character with emphasis on the summer period.

Figure 4. Remaining excess power in each 15-min time step in the different scenarios (above = solar PV-dominated region, below = wind power-dominated region, left = 50% RES, middle = 65% RES, right = 80% RES).

3.2. Results of the VAREO Scenarios

This section presents the key results of the VAREO scenarios in order to evaluate the specific contribution of system-friendly wind and solar power for the integration of vRES. Figure 5 provides an overview of the resulting generation capacities in each of the 12 scenarios and allows a side by side comparison of the CLASSIC and VAREO scenarios.
In the solar-dominated region, solar PV clearly has the higher installed capacities in comparison to the capacities from wind energy, and also in the endogenously optimized VAREO scenarios. However, the overall capacities from wind and solar, as well as the relative share of solar PV in the capacity mix, decrease in comparison to the CLASSIC scenarios. Whereas in the CLASSIC scenarios for the wind-dominated region, the endogenously optimized VAREO scenarios lead to a higher share of solar PV. The VAREO scenarios require significantly lesser overall installed capacities in comparison to their CLASSIC scenario counterparts while achieving almost identical shares of renewables (Figure 7). This is the effect of introducing system-friendly layouts as well as optimizing the renewable mix from wind and solar. The optimization in the VAREO scenarios also leads to a less pronounced domination of either a wind- or solar PV-dominated mix in comparison to the CLASSIC scenarios, as can be identified in Figure 5. As a result, more solar PV is optimally deployed in the wind-dominated region and more wind is deployed in the solar-dominated region. Especially system-friendly wind turbines provide a much higher productivity so that less installed capacity is required. Both aspects, the optimized mix of wind and solar PV, as well as system-friendly layouts from both vRES sources, help to reduce the requirement of flexibility from bioenergy or EESS in the first place. This characteristic is observable throughout the 12 scenarios and it will be further analyzed in Section 3.3.

**Resulting Residual Load**

The reduction of the overall installed capacity is just as relevant, as the residual load duration curves (RLDC), which represent the challenge for the integration of increasing vRES into the power system. The resulting RLDC for the different scenarios are illustrated in the following Figure 6, providing a brief impression of the variability of residual load across the different scenarios (RLDC for the wind-dominated region is provided in the Appendix A).
For all VAREO scenarios (dashed lines), a significant reduction in excess power on the right-hand side of the RLDC can be observed in comparison to the respective CLASSIC scenario. The accumulated annual excess energy resulting from the excess power generation is given in Table 4 together with the relative reduction in excess energy enabled by the VAREO scenarios in comparison to the CLASSIC scenarios. This reduction, which is especially high for the solar-dominated region, can to some extent render flexible bioenergy and EESS obsolete (cf. Section 3.3).

### Table 4. Comparison between annual negative residual load of CLASSIC and VAREO scenarios.

| Region          | Renewables Share | Annual Negative Residual Load in CLASSIC Scenarios (TWh/a) | Annual Negative Residual Load in VAREO Scenarios (TWh/a) | Percentage of Reduction in VAREO Scenarios (%) |
|-----------------|------------------|------------------------------------------------------------|----------------------------------------------------------|-----------------------------------------------|
| Solar PV-dominated region | 50%              | 0.9                                                        | 0.3                                                      | −59.9                                        |
|                  | 65%              | 4.0                                                        | 1.7                                                      | −56.2                                        |
|                  | 80%              | 11.8                                                       | 4.4                                                      | −62.9                                        |
| Wind-dominated region | 50%              | 0.58                                                       | 0.03                                                     | −94.2                                        |
|                  | 65%              | 2.6                                                        | 0.46                                                     | −82.4                                        |
|                  | 80%              | 7.2                                                        | 2.1                                                      | −71.4                                        |

### 3.3. Interactions between Different Balancing Options

In addition to the comparison between CLASSIC and VAREO scenarios, further scenarios were evaluated in a sensitivity analysis (cf. Table 5). This has the goal to reveal competition and synergy between EESS and flexible bioenergy power plants as well as system-friendly solar PV and wind power.

![Residual load duration curves, solar dominated region](image)

Figure 6. Residual load duration curves of the six different scenarios in the solar-dominated region, showing how the residual loads throughout the sorted annual load values are composed in the three different time periods and either a classical or VAREO optimized mix (dashed lines) of wind and solar PV.
plants. Analogous to CLASIC and VAREO scenarios, the further scenarios were examined for both regions and the three prospective years, respectively. Except for the varied scenario characteristics that are described in Table 5, all other scenario characteristics in the sensitivity analysis are kept unaltered in the CLASIC scenarios.

Table 5. Further scenarios for sensitivity analysis.

| Scenario Name          | Scenario Description                                                                 |
|------------------------|----------------------------------------------------------------------------------------|
| “WithoutStorage”       | No EESS in the fleet                                                                   |
| “WithoutBioenergy”     | No flexible bioenergy power plants in the fleet                                         |
| “ConstantBioenergy”    | Bioenergy power plants with constant feed-in instead of flexible operation ability      |
| “ConstBioWithoutStorage” | Bioenergy power plants with constant feed-in instead of flexible operation ability and no EESS in the fleet |

Figure 7 summarizes the achievable share of renewables in all calculated scenarios. The red line depicts each targeted share of renewables. By means of this overview, the interaction of the different balancing options can be deduced. At first, the results for the solar PV-dominated region are described, followed by the results for the wind-dominated region.

3.3.1. Results Regarding the Solar PV-Dominated Region

In the solar PV-dominated region VAREO scenarios achieve a slightly lower share of renewables compared to the CLASIC scenarios. There are two possible explanations. On the one hand, VAREO leads to a smoother residual load curve (cf. Figure 6) which reduces excess energy that could be time-shifted by the modelled EESS. A residual load profile with periodical changes between positive and negative residual load—as it can be observed in the solar PV-dominated region—is most suitable for EESS operation. The reason is that periodical changes between negative and positive residual load lead to alternating charging and discharging, that means a good utilization of the storage capacity. On the other hand, a missing feedback loop between the scenario development in step one (where a certain assumption concerning reusable negative residual load by EESS was met) and the optimization by
GOMES in step four is responsible for this deviation from the targeted share of renewables, which to a
minor extent also occurred in the CLASSIC scenarios.

The removal of EESS in scenario group “WithoutStorage” in comparison to CLASSIC scenarios
reduces the achieved share of renewables, too. However, the effect increases with rising targeted share
of renewables (1.0%, 4.5% and 8.8% respectively). This illustrates that EESS has a growing significance
with an increasing share of variable renewables that must be integrated into the energy system.

The removal of flexible bioenergy plants in scenario group “WithoutBioenergy” leads to a
significant reduction of achieved shares of renewables (4.5%, 8.1% and 10.0% respectively). In contrast
to “WithoutStorage”, it is striking that the decline in the achieved share of renewables in the 80%
scenario with 10.0% is not significantly higher as in the 65% scenario with 8.1%. The reason is that
at a high RES share the fleet of EESS can compensate a certain amount of missing bioenergy by
time-shifting more energy of negative residual load. Apart from that it becomes apparent that flexible
bioenergy plants deliver a direct contribution to reach the renewable targets. In contrast to that EESS
has a previous need of negative residual load that can be time-shifted. That means flexible bioenergy
plants have the primary purpose of a power producer, which—as a secondary benefit—can partly
influence the point in time of production and therefore act in a system-friendly manner. This is also
demonstrated by scenario group “ConstantBioenergy”, which assumes the same energy production by
bioenergy plants as in CLASSIC, but without flexibility. That means the bioenergy plants feed-in power
is constant over time. In scenarios with targeted shares of 50% and 65% there is no significant difference
concerning achieved shares of renewables between CLASSIC and “ConstantBioenergy”. Only at a
target share of 80% the inflexibility leads to a reduction of 3% in the achieved share of renewables.

The compensating effect of the EESS becomes apparent again when comparing the scenario groups
“ConstantBioenergy” and “ConstBioWithoutStorage”. In “ConstBioWithoutStorage” the achieved
shares of renewables decline significantly. In the scenario with a target share of 80% it is the most
unfavorable option, even in comparison to “WithoutBioenergy”. It can be deduced that EESS not only
time-shifts the negative residual load but also creates additional excess energy generated by constant
bioenergy plant operation. Hereby, it compensates the inflexible operation. However, the removal of
both balancing options (flexible operation of bioenergy and EESS) weakens the energy system’s ability
of vRES integration.

3.3.2. Results for the Wind-Dominated Region

In the wind-dominated region, the achieved share of renewables is slightly higher in VAREO
scenarios in comparison to CLASSIC scenarios. Here, the smoothing effect of system-friendly wind
and solar PV plants reduces the block-like occurrence of the negative residual load which was found
to be typical for the wind-dominated region. In total, less energy is generated by wind and solar PV
plants but it fits better to the power consumption patterns and, therefore, has a higher contribution to
the achieved share of renewables. This effect overcompensates the slight reduction of time-shifted
energy by the EESS due to the smoothed residual load profile.

The removal of the EESS in the scenario group “WithoutStorage” in contrast to CLASSIC scenarios
has a minor effect on the achieved share of renewables (0.2%, 1.0% and 1.2% respectively). This was
expected as the EESS already showed only a small contribution in CLASSIC scenarios for covering the
residual load with respect to the achieved share of renewables.

The removal of bioenergy plants in scenario group “WithoutBioenergy” leads to a significant
reduction of the achieved share (6.8%, 12.5% and 17.9% respectively) due to the missing energy
production as a direct impact—as already explained for the solar PV-dominated region. The higher
impact in comparison to the solar PV-dominated region is due the higher amount of available bioenergy,
as the share of bioenergy on power consumption ranges from 17% to 20.3% in the wind-dominated
region against 10.9–13% in the solar PV-dominated region, depending on the scenario years in both
regions. Scenario group “ConstantBioenergy” demonstrates that the flexibility of bioenergy plants
plays an important role in the wind-dominated region, at the latest from a targeted share of 65%. One
additional reason is that—in contrast to the solar PV-dominated region—the EESS can only slightly compensate the missing flexibility of bioenergy plants. Hence, the reduction of the achieved renewables share in scenario group “ConstBioWithoutStorage” is not as distinct as in the solar PV-dominated region.

3.3.3. Further Results for Both Regions

By analyzing the further results, it becomes apparent that VAREO scenarios reduce excess energy in both regions and all prospective years. In the solar PV-dominated region excess energy is reduced by 33%, in the wind-dominated region by 93%.

Moreover, the exclusion of flexible bioenergy in scenario group “WithoutBioenergy” is mostly substituted by energy generated by fossil power plants. The scenario with an 80% target is an exception, due to a sufficient occurrence of negative residual load. In that case, EESS are operated more intensely to time-shift the excess energy. This can compensate the removed amount of flexible bioenergy. This is valid for both regions, even though the effect is much smaller in the wind-dominated region than in the solar PV-dominated region, due to the less regular storage operation.

4. Conclusions

4.1. Balancing Options: EESS and Bioenergy

Short- and mid-term EESS were found to be suitable balancing options in combination with solar PV, due to the regular diurnal generation pattern. In contrast, flexible bioenergy was more relevant in the wind-dominated region, where excess power production took place in longer periods of strong winds and especially during the winter season. For a wind power-dominated supply, short- and medium-term EESS have limited potential due to their limited storage capacity. Sector coupling may also become a viable option in such cases, especially as the heat demand is also higher in winter [36].

Sensitivity analyses showed only a limited competition between short and medium term EESS versus flexible bioenergy. However, in solar power-dominated regions, EESS can replace flexible bioenergy to some extent.

The capacity of the EESS fleet was dimensioned according to the negative residual load peak, and thus additional storage capacities would show a decreasing marginal utility as only limited additional electric energy can be reintegrated into the electricity system. Therefore, flexible bioenergy complements EESS in the scenarios and serves as a long-term storage, which would be the main competitor.

In contrast to EESS, bioenergy itself is a renewable power source that contributes to a renewable power supply, independent of whether it is produced in a flexible or an inflexible manner. In regional power systems with high shares of vRES and limited flexibility options, a transformation to a flexible and demand driven provision of the limited bioenergy resource is required in order to be able to complement the high volatility of vRES in the power supply.

4.2. System-friendly Wind and Solar PV

System-friendly wind and solar power installations depicted within the VAREO-approach led to a less fluctuating power production and less excess power generation. This enables the reduction of required wind and solar generation capacities as well as the need for balancing options, such as EESS. This effect becomes more relevant with increasing shares of renewables. This was especially significant in the wind power-dominated region where 24% less vRES capacity is required to meet an 80% renewables share as the overall installed capacity is reduced from 24,513 MW in the CLASSIC scenario to 18,648 MW in the VAREO scenario (compare also Tables A1 and A2 in the Appendix A).

However, in the solar PV-dominated region, a trade-off between reducing surplus power production through system-friendly solar, and the potential for intra-day EESS is particularly significant. The utilization of mid-day power production peaks through EESS is crucial for achieving high shares of renewables, why a focus solely on system-friendly plants without including EESS may not be able to achieve shares of renewables above 80% in the analyzed island regions. Thus, the utilization of
surplus power through EESS and the optimized planning of system-friendly solutions requires that both options to be taken into account, ideally in one model (which was not performed here).

Overall, the marginal utility (the proportion of the produced power which can be utilized either directly or through EESS) of the dominating vRES source (wind or solar power, respectively) decreases at higher shares of renewables, while the marginal utility of the respective non-dominant option increases. Therefore, solar power-dominated regions benefit more from increased wind power shares at high shares of renewables, and vice versa. This stresses the importance of an optimized mix from wind and solar PV in accordance with the respective resource potential in the region. A system-friendly mix may increase the resilience of the power system, as it becomes less dependent on flexible options for meeting the power demand, as well as being less affected by (potentially climate change-induced) weather fluctuations.

Compared to the results of other research on balancing options in larger, pan-European power grids [17,18,37], in the here-assessed sub-national region balancing options were found to be necessary at lower shares of renewables in the scenarios. Studies with a similar regional scope for comparison are not known to the authors. A combination of wind and solar power-dominated regions, or a more balanced mix within the regions, would reduce the need for balancing options and, thus, likely reduce costs and environmental effects.

4.3. Discussion and Future Work

In this work, the role of balancing options was investigated in clearly defined study regions based on German transmission systems. However, the results can to a large extent be generalized, as the natural supply of variable renewables is similar across most inhabited regions of the world; the diurnal generation pattern of solar PV and seasonal fluctuations of wind power are general characteristics. Thus, the above conclusions apply to many regions in the world. At the same time, regionally-differing conditions, such as availability of bioenergy, hydro power, off-shore wind power, CSP, and power transmission system capacities, as well as differing power demand patterns, are important factors which require a geographically-adapted focus.

In practice, there are interactions with other potential flexibility technologies and some effects can be mitigated by a greater diversity of producers in larger study regions with well-developed power grids. Grid extensions and further balancing options such as demand-side management (DSM), long-term EESS and sector coupling would likely have an impact on the results in the different regions. Such technical solutions have been developed for balancing the power supply, so that aspects such as costs, acceptance, and environmental effects become increasingly relevant. Especially, the cost developments of EESS, as well as for bioenergy, are strongly affected by various independent factors, rendering predictions on the cost-competitiveness of different solutions challenging.

A cost-optimal solution for the power system requires a macroeconomic perspective, where the competitiveness of different solutions is assessed in a system. Notably, system-friendly wind and solar power solutions showcase trade-offs with EESS, which need to be taken into account both from physical as well as from economical perspectives. Not doing so risks leading to sub-optimal solutions, which may hinder and decelerate the development towards high shares of renewables. For further investigations, more complex, integrated simulation and optimization models are necessary, which simultaneously map both the power generation options, including those presented here for more system-friendly PV and wind turbines, as well as all conceivable flexibility technologies. The results of the present study can provide a valuable indication of what should be taken into account in the modelling, design, and evaluation of the scenario calculations.
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Appendix A

The installed generation capacities in each of the 12 scenarios are given in the following Tables A1 and A2.

Table A1. Installed renewable capacities for the investigated wind solar PV-dominated region.

| Renewables Share | 50% Renewables | 50% Renewables | 65% Renewables | 65% Renewables | 80% Renewables | 80% Renewables |
|------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Szenario         | CLASSIC        | VAREO          | CLASSIC        | VAREO          | CLASSIC        | VAREO          |
| Solar PV (south oriented) | 9363 | - | 14268 | - | 21655 | - |
| Solar PV (east oriented) | - | 4892 | - | 6611 | - | 8006 |
| Solar PV (west oriented) | - | 2892 | - | 4302 | - | 5903 |
| Wind onshore (1546 FLH) | - | - | - | - | - | - |
| Wind onshore (2300 FLH) | 2625 | - | 4001 | - | 6071 | - |
| Wind onshore (3500 FLH) | - | 3022 | - | 4383 | - | 5746 |
| Wind offshore (3800 FLH) | not available in solar dominated region |
| bioenergy flexible and non-flexible modelled separately |
| hydro | 707 | 707 | 707 | 707 | 707 | 707 |
| other renewables | 137 | 137 | 137 | 137 | 137 | 137 |

Table A2. Installed renewable capacities for the investigated wind-dominated region.

| Renewables Share | 50% Renewables | 50% Renewables | 65% Renewables | 65% Renewables | 80% Renewables | 80% Renewables |
|------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Szenario         | CLASSIC        | VAREO          | CLASSIC        | VAREO          | CLASSIC        | VAREO          |
| Solar PV (south oriented) | 4009 | 5 | 5660 | - | 7517 | - |
| Solar PV (east oriented) | - | 3953 | - | 4549 | - | 5106 |
| Solar PV (west oriented) | - | 3331 | - | 4089 | - | 4842 |
| Wind onshore (1546 FLH) | 7216 | - | 10189 | - | 13531 | - |
| Wind onshore (2300 FLH) | - | 45 | - | - | 953 | - |
| Wind onshore (3500 FLH) | - | 45 | - | 953 | - | 1213 |
| Wind offshore (3800 FLH) | 1847 | 4576 | 2609 | 5943 | 3465 | 7463 |
| bioenergy flexible and non-flexible modelled separately |
| hydro | 114 | 114 | 114 | 114 | 114 | 114 |
| other renewables | 330 | 330 | 330 | 330 | 330 | 330 |
As mentioned above, the technology group “biomethane-CHPU” is depicted as a technology with just one main conversation step because the secondary energy carrier (here methane) is provided by the gas grid. This leads to the fact that this plant type has no storage capacity for intermediates (see Table A8) or, rather, a virtually unlimited storage capacity in terms of the gas grid.

The parameters for the technologies “biogas plant with onsite CHPU” and wood-fired power plant” were given in Tables A4 and A5. The main difference between them is first the absolute degree of flexibility ($Q_P$), where biogas plant can deliver a larger amplitude of controllable load. Furthermore, we assume, that until 2050 the share of biogas plants which will be flexible ($\text{SHR}_{\text{flx}}$) rise to 100%, while 20% of the wood-fired power plants are kept inflexible because of technical restrictions.

### Table A3. Parameter set for biomethane-CHPU reference plant modified and expanded according to [25].

| Dimension | Unit | 2013 | 50% RES | 65% RES | 80% RES |
|-----------|------|------|---------|---------|---------|
| $P_{\text{rated}}$ | (kW) | 167 | 175 | 175 | 175 |
| $P_{\text{inst}}$ | (kW) | 288 | 300 | 500 | 700 |
| $P_{\text{min}}$ | ($1\cdot n^{-1}$) | 0.6 | 0.5 | 0.35 | 0.1 |
| $m_{P+}$ | ($1\cdot n^{-1}\cdot \text{min}^{-1}$) | 0.20 | 0.20 | 0.40 | 0.60 |
| $m_{P-}$ | ($1\cdot n^{-1}\cdot \text{min}^{-1}$) | 0.50 | 0.50 | 0.75 | 1.00 |
| $C_{\text{gs}}$ | (MWh) | n.a. | n.a. | n.a. | n.a. |
| FLH | (h) | 5080 | 5110 | 3066 | 2190 |
| $Q_P$ | | 1.72 | 1.71 | 2.86 | 4 |
| $\text{SHR}_{\text{flx}}$ | ($1/n$) | 0 | 0.5 | 0.75 | 1 |

Figure A1. Residual load duration curves of the six different scenarios in the wind-dominated region, showing how the residual loads throughout the sorted annual load values are composed in the three different time periods and either a classical or VAREO optimized mix (dashed lines) of wind and solar PV.
Table A4. Parameter set for biogas plant with on-site CHPU modified and expanded according to [14,25].

| Dimension | Unit  | 2013  | 50% RES | 65% RES | 80% RES |
|-----------|-------|-------|---------|---------|---------|
| P<sub>rated</sub>  | (kW)  | 331   | 330     | 330     | 330     |
| P<sub>inst</sub>    | (kW)  | 434   | 700     | 1050    | 1400    |
| P<sub>min</sub>     | (1·n<sup>−1</sup>) | 0.6   | 0.5     | 0.4     | 0.3     |
| m<sub>p+</sub>      | (1·n<sup>−1</sup>·min<sup>−1</sup>) | 0.2   | 0.2     | 0.4     | 0.6     |
| m<sub>p−</sub>      | (1·n<sup>−1</sup>·min<sup>−1</sup>) | 0.5   | 0.5     | 0.75    | 1       |
| C<sub>gs</sub>      | (MWh) | 1.32  | 2.64    | 3.96    | 5.28    |
| FLH                  | (h)   | 6681  | 4132    | 2754    | 2066    |
| Q<sub>p</sub>       |       | 1.31  | 2.12    | 3.18    | 4.24    |
| SHR<sub>flx</sub>   | (1/n) | 0     | 0.5     | 0.75    | 1       |

Table A5. Parameter set for wood-fired power plant modified and expanded according to [25].

| Dimension | Unit  | 2013  | 50% RES | 65% RES | 80% RES |
|-----------|-------|-------|---------|---------|---------|
| P<sub>rated</sub>  | (kW)  | 2497  | 2500    | 2500    | 2500    |
| P<sub>inst</sub>    | (kW)  | 4599  | 4750    | 6000    | 7500    |
| P<sub>min</sub>     | (1·n<sup>−1</sup>) | 0.8   | 0.7     | 0.6     | 0.5     |
| m<sub>p+</sub>      | (1·n<sup>−1</sup>·min<sup>−1</sup>) | 0.07  | 0.1     | 0.2     | 0.4     |
| m<sub>p−</sub>      | (1·n<sup>−1</sup>·min<sup>−1</sup>) | 0.07  | 0.1     | 0.2     | 0.4     |
| C<sub>gs</sub>      | (MWh) | 0     | 7.5     | 10      | 15      |
| FLH                  | (h)   | 4756  | 4610    | 3650    | 2920    |
| Q<sub>p</sub>       |       | 1.84  | 1.9     | 2.4     | 3       |
| SHR<sub>flx</sub>   | (1/n) | 0     | 0.4     | 0.6     | 0.8     |

Table A6. AHP input data for medium-term EESS system for the years 2030, 2040, and 2050. The data used stems from [39–44].

AHP Input Data for Medium-Term Electric Energy Storage System for 2030

| technical parameters | High-temperature-storage | Compressed-air-energy | Pump-hydro | redox-flow |
|----------------------|--------------------------|-----------------------|------------|------------|
| Efficiency (%)       | 80                       | 69                    | 80         | 82         |
| Self-discharge        | 5                        | 5                     | 5          | 5          |
| Plant availability    | 4                        | 4                     | 5          | 4          |
| Cyclebility          | 3                        | 4                     | 4          | 3          |
| Lifespan (a)         | 15                       | 40                    | 40         | 20         |

Economic parameters

| Power-related cost (€/kW) | 5 | 23 | 15 | 1 |
|---------------------------|---|----|----|---|
| Capacity-related cost     | 1 | 1  | 0  | 0 |
| Value-added competitive   | 5 | 5  | 5  | 5 |
| Operating cost (€/kW·a)   | 45| 14 | 12 | 6 |
| Starting cost (€/MW)      | 2 | 15 | 2  | 1 |

Environmental effects

| Land use               | 5 | 4  | 1  | 4 |
| Environment hazards    | 2 | 4  | 3  | 3 |
| Operational emissions  | 0.139 | 0.251 | 0.139 | 0.122 |
| Infrastructure emissions (kg CO<sub>2</sub>g/k) | 0 | 27 | 60 | 0.02 |
| Raw material criticality | 4 | 4  | 4  | 4 |
| Sustainability         | 3 | 3  | 3  | 3 |
| Acceptance             | 4 | 4  | 3  | 4 |
### Table A6. Cont.

#### AHP Input Data for Medium-Term Electric Energy Storage System for 2040

| Technical parameters | Efficiency (%) | High-temperature-storage | Compressed-air-energy | Pump-hydro | redox-flow |
|----------------------|----------------|--------------------------|-----------------------|------------|------------|
| Efficiency (%)       | 80             | 69                       | 80                    | 80         | 84         |
| Self-discharge        | 5              | 5                        | 5                     | 5          |            |
| Plant availability    | 4              | 4                        | 5                     | 4          |            |
| Cyclebility           | 3              | 4                        | 4                     | 3          |            |
| Lifespan (a)          | 15             | 40                       | 40                    | 20         |            |

#### Economic parameters

| Power-related cost (€/kW) | 8 | 23 | 15 | 1 |
|---------------------------|---|----|----|---|
| Capacity-related cost (€/kWh) | 1 | 1 | 0 | 0 |
| Value-added competitive cost | 5 | 5 | 5 | 5 |
| Operating cost (€/(kW·a)) | 45 | 14 | 12 | 4 |
| Starting cost (€/MW) | 2 | 15 | 2 | 1 |

#### Environmental effects

| Land use | 5 | 4 | 1 | 4 |
| Environmental hazards | 2 | 4 | 3 | 3 |
| Operational emissions (kg CO₂/kW) | 0.103 | 0.1852 | 0.103 | 0.079 |
| Infrastructure emissions (kg CO₂/kW) | 0 | 27 | 60 | 0.03 |
| Raw material criticality | 4 | 4 | 4 | 4 |
| Sustainability | 3 | 3 | 3 | 3 |
| Acceptance | 4 | 4 | 3 | 4 |

#### AHP Input Data for Medium-Term Electric Energy Storage System for 2050

| Technical parameters | Efficiency (%) | High-temperature-storage | Compressed-air-energy | Pump-hydro | redox-flow |
|----------------------|----------------|--------------------------|-----------------------|------------|------------|
| Efficiency (%)       | 80             | 69                       | 80                    | 80         | 85         |
| Self-discharge        | 5              | 5                        | 5                     | 5          |            |
| Plant availability    | 4              | 4                        | 5                     | 4          |            |
| Cyclebility           | 3              | 4                        | 4                     | 3          |            |
| Lifespan (a)          | 15             | 40                       | 40                    | 20         |            |

#### Economic parameters

| Power-related cost (€/kW) | 8 | 23 | 15 | 1 |
|---------------------------|---|----|----|---|
| Capacity-related cost (€/kWh) | 1 | 1 | 0 | 0 |
| Value-added competitive cost | 5 | 5 | 5 | 5 |
| Operating cost (€/(kW·a)) | 45 | 14 | 12 | 4 |
| Starting cost (€/MW) | 2 | 15 | 2 | 1 |

#### Environmental effects

| Land use | 5 | 4 | 1 | 4 |
| Environmental hazards | 2 | 4 | 3 | 3 |
| Operational emissions (kg CO₂/kW) | 0.045 | 0.08 | 0.045 | 0.031 |
| Infrastructure emissions (kg CO₂/kW) | 0 | 27 | 60 | 0.03 |
| Raw material criticality | 4 | 4 | 4 | 4 |
| Sustainability | 3 | 3 | 3 | 3 |
| Acceptance | 4 | 4 | 3 | 4 |
Table A7. AHP input data for short-term EESS system. The data used stems from [39–44].

| Technical Parameters | Lead-Based | 50% RES Share | Nickel-Based | Lead-Based | 65% RES Share | Nickel-Based | Lead-Based | 80% RES share | Lithium-Based | Nickel-Based |
|----------------------|------------|---------------|--------------|------------|---------------|--------------|------------|----------------|---------------|--------------|
| Efficiency (%)       | 75         | 90            | 70           | 75         | 90            | 70           | 80         | 95             | 76            |             |
| Self-discharge       | 4          | 4             | 1            | 4          | 4             | 1            | 4          | 4              | 1             | 1            |
| Plant availability   | 4          | 5             | 5            | 4          | 5             | 5            | 4          | 5              | 5             | 5            |
| Cyclebility          | 2          | 3             | 2            | 2          | 3             | 2            | 2          | 3              | 2             | 2            |
| Lifespan (a)         | 15         | 20            | 10           | 15         | 20            | 10           | 15         | 20             | 10            |             |
| Economic parameters  |            |               |              |            |               |              |            |                 |               |              |
| Power-related cost (€/kW) | 52       | 118           | 97           | 105.25     | 4.8           | 64           | 122.75     | 5.62           | 228.9         |             |
| Capacity-related cost (€/kWh) | 104     | 26            | 123          | 210.5      | 53.33         | 250          | 245.5      | 62.44          | 291.96        |             |
| Value-added competitive | 5        | 5             | 5            | 5          | 5             | 5            | 5          | 5              | 5             | 5            |
| Operating cost (€/kWh) | 22        | 19            | 22           | 22         | 19            | 22           | 22         | 19             | 22            |             |
| Starting cost (€/MW) | 1          | 1             | 1            | 1          | 1             | 1            | 1          | 1              | 1             |             |
| Environmental effects |            |               |              |            |               |              |            |                 |               |              |
| Land use             | 5          | 5             | 5            | 5          | 5             | 5            | 5          | 5              | 5             | 5            |
| Environmental hazards| 3          | 3             | 2            | 3          | 3             | 2            | 3          | 3              | 2             |             |
| Operational emissions (kg CO$_2$/kW) | 0.1859 | 0.062         | 0.239        | 0.0137     | 0.0458        | 0.1767       | 0.0593     | 0.0198         | 0.0763        |             |
| Infrastructure emissions (kg CO$_2$/kW) | 2         | 5             | 3            | 4.16       | 10.03         | 5.45         | 4.85       | 11.7           | 6.36          |             |
| Raw material criticality | 5         | 3             | 3            | 5          | 3             | 3            | 5          | 3              | 3             | 3            |
| Sustainability       | 5          | 3             | 2            | 5          | 4             | 2            | 5          | 4              | 2             |             |
| Acceptance           | 5          | 4             | 3            | 5          | 4             | 3            | 5          | 4              | 3             |             |
Table A8. Qualitative assessment of selected parameters used as input for the AHP and utilized in Tables A4 and A6.

| Rank | 1               | 2               | 3               | 4               | 5               |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Self-discharge (%/month) | >20             | 10–20           | 5–10            | 1–5             | <1              |
| Plant availability       | very low        | low             | medium          | high            | very high       |
| Cyclebility              | <1000           | 1000–5000       | 5000–10,000     | 10,000–30,000   | >30,000         |
| Value-added competitive  | very high       | high            | medium          | low             | None            |
| Land use                 | very high       | high            | medium          | low             | very low        |
| Environmental hazards    | very high       | high            | medium          | low             | very low        |
| Raw material criticality | very high       | high            | medium          | high            | very low        |
| Sustainability           | very low        | low             | medium          | high            | very high       |
| Acceptance               | very low        | low             | medium          | high            | very high       |

Table A9. Global and local weighing factors for medium-term electrical energy storage systems.

| Environmental Effects | Global 10.48% | Local 3.36% | Technical Parameters | Global 63.79% | Local 4.81% | Economic Parameters | Global 25.82% | Local 2.52% |
|-----------------------|----------------|-------------|----------------------|---------------|-------------|---------------------|---------------|-------------|
| Land use              | 0.35%          | 3.36%       | Efficiency           | 21.22%        | 33.47%      | Power-related cost  | 9.07%         | 35.13%      |
| Environmental hazards | 0.80%          | 7.68%       | Self-discharge       | 3.06%         | 4.81%       | Capacity-related cost | 9.07%         | 35.13%      |
| Operational emissions | 1.55%          | 14.76%      | Plant availability   | 7.26%         | 11.40%      | Value-added competitive | 0.65%         | 2.52%       |
| Infrastructure emissions | 3.60%    | 34.34%      | Cyclebility          | 21.86%        | 34.31%      | Operating cost       | 2.90%         | 11.24%      |
| Raw material criticality | 2.25%      | 21.46%      | Lifespan             | 10.20%        | 16.01%      | Starting cost         | 4.13%         | 15.98%      |
| Sustainability         | 1.46%          | 13.91%      |                      |               |             |                     |               |             |
| Acceptance             | 0.47%          | 4.49%       |                      |               |             |                     |               |             |

Table A10. Resulting installed electrical storage demand.

| EESS Type      | 50% RES Share | 65% RES Share | 80% RES Share |
|----------------|---------------|---------------|---------------|
|                 | Solar Region (MW) | Wind Region (MW) | Solar Region (MW) | Wind Region (MW) | Solar Region (MW) | Wind Region (MW) |
| Short-term     | 434           | 186           | 601           | 205           | 884           | 269           |
| Lead-based     | 504           | 216           | 936           | 320           | 1446          | 440           |
| Lithium-based  | 358           | 153           | 520           | 178           | 779           | 237           |
| Medium-term    | 1146          | 1059          | 1990          | 1605          | 3456          | 2309          |
| High-temperature | 1126        | 1040          | 2112          | 1704          | 3670          | 2452          |
| Compressed-air  | 1517          | 1401          | 2671          | 2155          | 4641          | 3101          |
| Pump-hydro     | 1898          | 1753          | 3576          | 2884          | 6233          | 4164          |
| Redox-flow     |               |               |               |               |               |               |

Table A11. Overview of the modelled characteristics of fossil fueled power plants, flexible bioenergy plants and EESS.

| Characteristics                  | Flexible Bioenergy Plants | Electric Energy Storage | Hard Coal and chp Power Plants | Reserve Power Plant |
|----------------------------------|---------------------------|-------------------------|--------------------------------|---------------------|
| Installed power                  | X                         | X                       | X                              | X                   |
| Installed storage capacity       | (X)                       | X                       | X                              | X                   |
| Efficiency factor                | X                         | X                       | X                              | X                   |
| Part-load range                  | X                         | X                       | X                              | X                   |
| Ramp rates                       | X                         | X                       | X                              | X                   |
| Differentiation between cold and hot start |                | X                       | X                              | X                   |
| Limitation of daily number of starts |                          | X                       | X                              | X                   |
| Minimum idle time and minimum operation time |             |                          | X                              | X                   |
| Probability of default           | X                         | X                       | X                              | X                   |
| Reversible self-discharge        | (X)                       | X                       | X                              | X                   |
| Irreversible self-discharge      | X                         |                         | X                              | X                   |
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