Abstract

In this paper, we extend an attention-based neural machine translation (NMT) model by allowing it to access an entire training set of parallel sentence pairs even after training. The proposed approach consists of two stages. In the first stage–retrieval stage–, an off-the-shelf, black-box search engine is used to retrieve a small subset of sentence pairs from a training set given a source sentence. These pairs are further filtered based on a fuzzy matching score based on edit distance. In the second stage–translation stage–, a novel translation model, called translation memory enhanced NMT (TM-NMT), seamlessly uses both the source sentence and a set of retrieved sentence pairs to perform the translation. Empirical evaluation on three language pairs (En-Fr, En-De, and En-Es) shows that the proposed approach significantly outperforms the baseline approach and the improvement is more significant when more relevant sentence pairs were retrieved.

1 Introduction

Neural machine translation is a recently proposed paradigm in machine translation, where a single neural network, often consisting of encoder and decoder recurrent networks, is trained end-to-end to map from a source sentence to its corresponding translation (Bahdanau et al., 2014; Cho et al., 2014; Sutskever et al., 2014; Kalchbrenner and Blunsom, 2013). The success of neural machine translation, which has already been adopted by major industry players in machine translation (Wu et al., 2016; Crego et al., 2016), is often attributed to the advances in building and training recurrent networks as well as the availability of large-scale parallel corpora for machine translation.

Neural machine translation is most characteristically distinguished from the existing approaches to machine translation, such as phrase-based statistical machine translation (Koehn et al., 2003), in that it projects a sequence of discrete source symbols into a continuous space and decodes back the corresponding translation. This allows one to easily incorporate other auxiliary information into the neural machine translation system as long as such auxiliary information could be encoded into a continuous space using a neural network. This property has been recently noticed and used for building more advanced translation systems such as multilingual neural machine translation (Firat et al., 2016a; Luong et al., 2015; Dong et al., 2015), multi-source translation (Zoph and Knight, 2016; Firat et al., 2016b; Garmash and Monz, 2016), multimodal translation (Caglayan et al., 2016) and linguistic knowledge guided translation (Nadejde et al., 2017; Aharoni and Goldberg, 2017; Eriguchi et al., 2017).

In this paper, we first notice that this ability in incorporating arbitrary meta-data by neural machine translation allows us to naturally extend it to a non-parametric model in which a neural machine translation system explicitly takes into account a full training set consisting of source-target sentence pairs (in this paper we refer them as a general translation memory). We can build a neural machine translation system that considers not only a given source sentence, which is to be translated but also a set of training sentence pairs in the process of translation. To do so, we propose a novel extension of
attention-based neural machine translation that seamlessly fuses two information streams, each of which corresponds to the current source sentence and a set of training sentence pairs, respectively.

A major technical challenge, other than designing such a neural machine translation system, is the scale of a training parallel corpus which often consists of hundreds of thousands to millions of sentence pairs. We address this issue by incorporating an off-the-shelf black-box search engine into the proposed neural machine translation system. The proposed approach first queries a search engine, which indexes a whole training set, with a given source sentence, and the proposed neural translation system translates the source sentence while incorporating all the retrieved training sentence pairs. In this way, the proposed translation system automatically adapts to the search engine and its ability to retrieve relevant sentence pairs from a training corpus.

We evaluate the proposed search engine guided non-parametric neural machine translation on three language pairs (En-Fr, En-De, and En-Es, in both directions) from JRC-Acquis Corpus [Steinberger et al., 2006] which consists of documents from a legal domain. This corpus was selected to demonstrate the efficacy of the proposed approach when a training corpus and a set of test sentences are both from a similar domain. Our experiments reveal that the proposed approach exploits the availability of the retrieved training sentence pairs very well, achieving significant improvement over the strong baseline of attention-based neural machine translation [Bahdanau et al., 2014].

2 Background

2.1 Neural Machine Translation

In this paper, we start from a recently proposed, and widely used, attention-based neural machine translation model [Bahdanau et al., 2014]. The attention-based neural translation model is a conditional recurrent language model of a conditional distribution \( p(Y|X) \) over all possible translations \( Y = \{y_1, \ldots, y_T\} \) given a source sentence \( X = \{x_1, \ldots, x_T\} \). This conditional recurrent language model is an autoregressive model that estimates the conditional probability as

\[
p(Y|X) = \prod_{t=1}^{T} p(y_t|y_{<t}, X).
\]

Each term on the right hand side is approximated by a recurrent network by

\[
p(y_t|y_{<t}, X) \propto \exp\left(g\left(y_t, z_t; \theta_y\right)\right),
\]

where \( z_t = f(z_{t-1}, y_{t-1}, c_t(X, z_{t-1}, y_{t-1}); \theta_f) \). \( g \) and \( f \) correspond to a read-out function that maps the hidden state \( z_t \) into a distribution over a target vocabulary, and a recurrent activation function that summarizes all the previously decoded target symbols \( y_1, \ldots, y_{t-1} \) with respect to the time-dependent context vector \( c_t(X; \theta_c) \), respectively. Both of these functions are parametrized, and their parameters are learned jointly to maximize the log-likelihood of a training parallel corpus.

\( c_t(X, z_{t-1}, y_{t-1}) \) is composed of a bidirectional recurrent network encoder and an attention mechanism. The source sequence \( X \) is first encoded into a set of annotation vector \( \{h_1, \ldots, h_T\} \), each of which is a concatenation of the hidden states of the forward and reverse recurrent networks. The attention mechanism, which is implemented as a feedforward network with a single hidden layer, then computes an attention score \( \alpha_{t, \tau} \) for each hidden state \( h_{\tau} \) given the previously decoded target symbol \( y_{t-1} \) and the previous decoder hidden state \( z_{t-1} \):

\[
\alpha_{t, \tau} = \frac{\exp\{\phi_{\text{att}}(h_{\tau}, y_{t-1}, z_{t-1})\}}{\sum_{\tau'=1}^{T} \exp\{\phi_{\text{att}}(h_{\tau'}, y_{t-1}, z_{t-1})\}}.
\]

These attention scores are used to compute the time-dependent context vector \( c_t \) as

\[
c_t = \sum_{\tau=1}^{T} \alpha_{t, \tau} h_{\tau}.
\]

The attention-based neural machine translation system is end-to-end trained to maximize the likelihood of a correct translation given a corresponding source sentence. During testing, a given source sentence is translated by searching for the most likely translation from a trained model. The entire process of training and testing can be considered as compressing the whole training corpus into a neural machine translation system, as the training corpus is discarded once training is over.
2.2 Translation Memory

Translation memory is a computer-aided translation tool widely used by professional human translators. It is a database of pairs of source phrase and its translation. This database is constructed incrementally as a human translator translates sentences. When a new source sentence is present, a set of (overlapping) phrases from the original sentence are queried against the translation memory, and the corresponding entries are displayed to the human translator to speed up the process of translation. Due to the problem of sparsity (Sec. 5.2 of Cho, 2015), exact matches rarely occur, and approximate string matching is often used.

In this paper, we consider a more general notion of translation memory in which not only translation phrase pairs but any kind of translation pairs are stored. In this more general definition, a training parallel corpus is also considered a translation memory. This saves us from building a phrase table (Koehn et al., 2003), which is yet another active research topic, but requires us to be efficient and flexible in retrieving relevant translation pairs given a source sentence, as the issue of data sparsity amplifies. This motivates us to come up with an efficient query algorithm tied together with a downstream translation model that can overcome the problem of data sparsity.

3 Search Engine Guided Non-Parametric Neural Machine Translation

We propose a non-parametric neural machine translation model guided by an off-the-shelf, efficient search engine. Unlike the conventional neural machine translation system, the proposed model does not discard a training corpus but maintain and actively exploit it in the test time. This effectively makes the proposed neural translation model a fully non-parametric model.

The proposed nonparametric neural translation model consists of two stages. The first stage is a retrieval stage, in which the proposed model queries a training corpus, or equivalently a translation memory, to retrieve a set of source-translation pairs given a current source sentence. To maximize the computational efficiency, first we utilize an off-the-shelf, highly-optimized search engine to quickly retrieve a large set of similar source sentences, and their translations, after which the top-$K$ pairs are selected using approximate string matching based on edit distance.

In the second stage, a given source sentence is translated by an attention-based neural machine translation model, which we refer to as a translation memory enhanced neural machine translation (TM-NMT), and incorporates the retrieved translation pairs from the first stage. In order to maximize the use of the retrieved pairs, we build a novel extension of the attention-based model that performs attention not only over the source symbols but also over the retrieved symbols (and their respective translations). We further allow the model an option to copy over a target symbol directly from the retrieved translation pairs. The overall architecture with a simple translation example of the proposed TM-NMT is shown in Fig. [1] for reference.

3.1 Retrieval Stage

We refer to the first stage as a retrieval stage. In this stage, we go over the entire training set $\mathcal{M} = \{(X^1, Y^1), \ldots, (X^N, Y^N)\}$ to find pairs whose source side is similar to a current source $X$. That is, we define a similarity function $s(X, X')$, and find $(X^n, Y^n)$ where $s(X, X^n)$ is large.
Similarity score function. In this paper, we constrain ourselves to a setting in which only a neural translation model is trainable. That is, we do not assume the availability of other trainable sentence similarity functions. This allows us to focus entirely on the effectiveness of the proposed algorithm while being agnostic to the choice of similarity metric. Under this constraint, we follow an earlier work by Li et al. (2016) and use a fuzzy matching score which is defined as

$$s_{\text{fuzzy}}(X, X') = 1 - \frac{D_{\text{edit}}(X, X')}{\max(|X|, |X'|)}$$

where $D_{\text{edit}}$ is an edit distance.

Off-the-shelf Search Engine. The computational complexity of the similarity search grows linearly with the size of the translation memory which in our case contains all the pairs from a training corpus. Despite the simplicity and computational efficiency of the similarity score in Eq. (3), this is clearly not practical, as the size of the training corpus is often in the order of hundreds of thousands or even tens of millions. We overcome this issue of scalability by incorporating an off-the-shelf search engine, more specifically Apache Lucene. We then use Lucene to retrieve an initial set of translation pairs based on the source side, and use the similarity score above to re-rank them.

Final selection process. Let $\hat{M} \subseteq M$ be an initial set of translation pairs returned by Lucene. We rank the translation pairs within this set by $s(X, X')$. We design and test two methods for selecting the final set from this initial set based on the similarity scores. The first method is a top-$K$ retrieval, where we simply return the $K$ most similar translation pairs from $\hat{M}$. The second method returns an adaptive number of translation pairs based on the coverage of the symbols $x$ in the current source sentence $X$ within the retrieved translation pairs. We select greedily starting from the most similar translation pair, as described in Alg. 1.

### Algorithm 1 Greedy selection procedure to maximize the coverage of the source symbols.

**Require:** input $X$, translation memory $M$

1. Obtain the subset $\hat{M} \subseteq M$ using an off-the-shelf search engine;
2. Re-rank retrieved pairs $(X', Y') \in \hat{M}$ using the similarity score function $s$ in descending order;
3. Initialize the dictionary of selected pairs $R = \emptyset$;
4. Initialize the coverage score $c = 0$;
5. for $k = 1,...,|\hat{M}|$ do
   6. $c_{\text{tmp}} = \sum_{x \in X} \delta_{x \in \text{keys} \cup \{X'_k\}} / |X|$
   7. if $c_{\text{tmp}} > c$ then
      8. $c = c_{\text{tmp}}$; $R \leftarrow \{X'_k : Y'_k\}$
6. return $R$

3.2 Translation Stage

In the second stage, we build a novel extension of the attention-based neural machine translation, TM-NMT, that seamlessly fuses both a current source sentence and a set $\hat{M}$ of retrieved translation pairs. In a high level, the proposed TM-NMT first stores each target symbol of each retrieved translation pair into a key-value memory (Gulcehre et al., 2016b; Miller et al., 2016). At each time step of the decoder, TM-NMT first performs attention over the current source sentence to compute the time-dependent context vector based on which the key-value memory is queried. TM-NMT fuses information from both context vector of the current source sentence and the retrieved value from the key-value memory to generate a next target symbol.

Key-Value Memory. For each retrieved translation pair $(X', Y') \in \hat{M}$, we run a full attention-based neural machine translation model specified by a parameter set $\theta$, and obtain, for each target symbol $y'_k \in Y'$, a decoder’s hidden state $z'_t$ and an associated time-dependent context vector $c'_t$ (see Eq. (2) which summarizes a subset of the source sentence $X'$ that best describes $y'_k$). We consider $c'_t$ as a key and $(z'_t, y'_k)$ as a value, and store all of them from all the retrieved translation pairs in a key-value memory. Note that this approach is agnostic to how many translation pairs were retrieved during the first stage.

Matching and Retrieval. At each time step of the TM-NMT decoder, we first compute the context vector $c_t$ given the previous decoder hidden state $z_t$, the previously decoded symbol $y_{t-1}$ and all the annotation vector $h_{*}$’s, as in Eq. (2). This context vector is used as a key for querying the key-value memory. Instead of hard matching, we propose soft matching based on a bilinear function, where we compute the matching score of each key-value slot by

$$q_{t, \tau} = \frac{\exp\{E(c_t, c'_\tau)\}}{\sum_{\tau'} \exp\{E(c_t, c'_{\tau'})\}}.$$
where \( E(c_t, c'_t) = c_t^T M c'_t \) and \( M \) is a trainable parameter matrix.

These scores are used to retrieve a value from the key-value memory. In the case of the decoder’s hidden states, we retrieve a weighted sum: \( \hat{z}_t = \sum_q q_{t, \tau} z'_t \); In the case of target symbols, we consider each computed score as a probability of the corresponding target symbol. That is, \( p_{\text{copy}}(y_t) = q_{t, \tau} \), similarly to the pointer network (Vinyals et al., 2015).

### Incorporation

We consider two separate approaches to incorporating the retrieved values from the key-value memory, motivated by Gulcehre et al. (2015). The first approach, called deep fusion, weighted-average the retrieved hidden state \( \hat{z}_t \) and the decoder’s hidden state \( z_t \):

\[
\hat{z}_{\text{fusion}} = \zeta_t \cdot \hat{z}_t + (1 - \zeta_t) \cdot z_t
\]

when computing the output distribution \( p(y_t | y_{<t}, X, M) \) (see Eq. 1). The second approach is called shallow fusion and computes the output distribution as a mixture:

\[
p(y_t | y_{<t}, X, M) = \zeta_t p_{\text{copy}}(y_t) + (1 - \zeta_t) p(y_t | y_{<t}, X).
\]

This is equivalent to copying over a retrieved target symbol \( y'_t \) with the probability of \( \zeta_t p_{\text{copy}}(y'_t) \) as the next target symbol (Gulcehre et al., 2016; Gu et al., 2016).

In both of the approaches, there is a gating variable \( \zeta_t \). As each target symbol may require a different source of information, we let this variable be determined automatically by the proposed TM-NMT. That is, we introduce another feedforward network that computes \( \zeta_t = f_{\text{gate}}(c_t, z_t, \hat{z}_t) \). This gate closes when the retrieved pairs are not useful for predicting the next target symbol \( y_t \) and opens otherwise.

### Coverage

In the preliminary experiments, we notice that the access pattern of the key-value memory was highly skewed toward only a small number of slots. Motivated by the coverage penalty from (Tu et al., 2016), we propose to augment the bilinear matching function (in Eq. (1)) with a coverage vector \( \beta_{t, \tau} \) such that

\[
E(c_t, c'_t) = c_t^T M c'_t - \lambda \beta_{t-1, \tau},
\]

where the coverage vector is defined as \( \beta_{t, \tau} = \sum_{t'=1}^t q_{t', \tau} \cdot \zeta_{t'} \). \( \lambda \) is a trainable parameter.

### 3.3 Learning and Inference

The proposed model, including both the first and second stages, can be trained end-to-end to maximize the log-likelihood given a parallel corpus. For practical training, we preprocess a training parallel corpus by augmenting each sentence pair with a set of translation pairs retrieved by a search engine, while ensuring that the exact copy is not included in the retrieved set. See Alg. 2 for a detailed description. During testing, we search through the whole training set to retrieve relevant translation pairs. Similarly to a standard neural translation model, we use beam search to decode the best translation given a source sentence.

### 4 Related Work

The proposed TM-NMT has been largely motivated by recently proposed multilingual attention-based neural machine translation models (see, e.g., Firat et al., 2016; Zoph and Knight, 2016). Similar to these multilingual models, our model takes into account more information than a current source.
sentence. This allows the model to better cope with any uncertainty or ambiguity arising from a single source sentence. More recently, this kind of larger context translation has been applied to cross-sentential modeling, where the translation of a current sentence is done with respect to previous sentences (Jean et al., 2017; Wang et al., 2017).

Devlin et al. (2015) proposed an automatic image caption generation model based on nearest neighbors. In their approach, a given image is queried against a set of training pairs of images and their corresponding captions. They then proposed to use a median caption among those nearest neighboring captions, as a generated caption of the given image. This approach shares some similarity with the first stage of the proposed TM-NMT. However, unlike their approach, we learn to generate a sentence rather than simply choose one among retrieved ones.

Bordes et al. (2015) proposed a memory network for large-scale simple question-answering using an entire Freebase (Bollacker et al., 2008). The output module of the memory network used simple n-gram matching to create a small set of candidate facts from the Freebase. Each of these candidates was scored by the memory network to create a representation used by the response module. This is similar to our approach in that it exploits an intermediate black-box search module (n-gram matching) for generating a small candidate set.

The proposed method makes the attention-based neural machine translation model non-parametric by incorporating a key-value memory that stores a training set. A similar approach was very recently proposed for deep reinforcement learning by Pritzel et al. (2017), where they store pairs of observed state and the corresponding (estimated) value in a key-value memory to build a non-parametric deep Q network. We consider it as a confirmation of the general applicability of the proposed approach to a wider array of problems in machine learning. In the context of neural machine translation, Kaiser et al. (2017) also proposed to use an external key-value memory to remember training examples in the test time. Due to the lack of efficient search mechanism, they do not update the memory jointly with the translation model, unlike the proposed approach in this paper.

One important property of the proposed TM-NMT is that it relies on an external, black-box search engine to retrieve relevant translation pairs. Such a search engine is used both during training and testing; and an obvious next step is to allow the proposed TM-NMT to more intelligently query the search engine, for instance, by reformulating a given source sentence. Recently, Nogueira and Cho (2017) proposed task-oriented query reformulation in which a neural network is trained to use a black-box search engine to maximize the recall of relevant documents, which can be integrated into the proposed TM-NMT. We leave this as future work.

5 Experimental Settings

Data We use the JRC-Acquis corpus (Steinberger et al., 2006) for evaluating the proposed TM-NMT model. The JRC-Acquis corpus consists of the total body of European Union (EU) law applicable to the member states. The text in this corpus is well structured, and most of the text in this corpus are related, making it an ideal test bed to evaluate the proposed TM-NMT which relies on the availability of appropriate translation pairs from a training set. This corpus was recently used by Li et al. (2016) in investigating the combination of translation memory and phrase-based statistical machine translation.

We select three language pairs, namely, En-Fr, En-Es, and En-De, for evaluation. For each language pair, we uniformly select 3000 sentence pairs at random for both the development and test sets. The rest is used as a training set, after removing any sentence which contains special characters only. We use sentences of lengths up to 80 and 100 from the training and dev/test sets respectively. We do not lowercase the text, and use byte-pair encoding (BPE, Sennrich et al., 2015) to extract a vocabulary of 20,000 subword symbols. See Table 1 for detailed statistics.

| Dataset    | En-Fr | En-De | En-Es |
|------------|-------|-------|-------|
| # Train Pairs | 744,528 | 717,096 | 697,187 |
| # Dev Pairs | 2,665  | 2,454  | 2,533  |
| # Test Pairs | 2,655  | 2,483  | 2,596  |
| # En/sent.  | 29.44  | 33.43  | 32.10  |
| # Other/sent. | 33.34  | 33.44  | 34.95  |

Table 1: Statistics from the JRC-Acquis corpus. We use BPE subword symbols.

Retrieval Stage We use Apache Lucene to index a whole training set and retrieve 100 pairs per source sentence for the initial retrieval. These 100 pairs are scored against the current source sentence...
using the fuzzy matching score from Eq. (3) to select top-$K$ relevant translation pairs. We vary $K$ among 1 and 2 during training and among 1, 2, 4, 8, 16 during testing to investigate the trade-off between retrieval and translation quality. During testing, we also evaluate the effect of adaptively deciding the number of retrieved pairs using the proposed greedy selection algorithm (Alg. 1).

**Translation Stage** We use a standard attention-based neural machine translation model (Bahdanau et al., 2014) with 1,024 gated recurrent units (GRU, Cho et al., 2014) on each of the encoder and decoder. We train both the vanilla model as well as the proposed TM-NMT based on this configuration from scratch using Adam optimizer (Kingma and Ba, 2014) with the initial learning rate set to 0.001. We use a minibatch of up to 32 sentence pairs. We early-stop based on the development set performance. For evaluation, we use beam search with width set to 5.

In the case of the proposed TM-NMT, we parametrize the metric matrix $M$ in the similarity score function from Eq. (7) to be diagonal and initialized to an identity matrix. $\lambda$ in Eq. (7) is initialized to 0. The gating network $f_{\text{gate}}$ is a feedforward network with a single hidden layer, just like the attention mechanism $f_{\text{att}}$. We use either deep fusion or shallow fusion in our experiments.

### 6 Result and Analysis

In Table 2, we present the BLEU scores obtained on all the three language pairs (both directions each) using three approaches; TM – a carbon copy of the target side of a retrieved translation pair with the highest matching score, NMT – a baseline translation model, and our proposed TM-NMT model. It is evident from the table that the proposed TM-NMT significantly outperforms the baseline model in all the cases, and that this improvement is not merely due to their copying over the most similar translation from a training set.

|       | En-Fr | En-De | En-Es |
|-------|-------|-------|-------|
| Dev   |       |       |       |
| TM    | 46.62 | 42.53 | 34.99 |
| NMT   | 58.95 | 59.69 | 44.94 |
| Ours  | 64.16 | 64.64 | 49.26 |

|       | En-Fr | En-De | En-Es |
|-------|-------|-------|-------|
| Test  |       |       |       |
| TM    | 46.64 | 43.17 | 34.61 |
| NMT   | 59.42 | 60.11 | 43.98 |
| Ours  | 64.60 | 65.11 | 48.80 |

Table 2: The BLEU scores on JRC-Acquis corpus.
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**Figure 2**: The improvement over the baseline by TM-NMT on Fr $\rightarrow$ En w.r.t. the fuzzy matching scores of one retrieved translation pair.

![Figure 3](image3.png)

**Figure 3**: The BLEU scores on Fr $\rightarrow$ En using varying numbers of retrieved translation pairs during testing. The model was trained once. “Adaptive” refers to the proposed greedy selection in Alg. 1.

For Fr $\rightarrow$ En, we broke down the development set into a set of bins according to the matching score of a retrieved translation pair, and computed the BLEU score for each bin. As shown in Fig. 2, we note that the improvement grows as the relevance of the retrieved translation pair increases. This verifies that TM-NMT effectively exploits retrieved translation pairs, but also suggests a future improvement for the case in which no relevant translation pair exists in a training set.

**Effect of the Number of Retrieved Translation Pairs** Once the proposed model is trained, it can be used with a varying number of retrieved translation pairs. We test the model trained on Fr $\rightarrow$ En with different numbers of retrieved translation pairs, and present the BLEU scores in Fig. 3. We notice that the translation quality increases as the number of retrieved pairs increase up to approximately four, but from there on it degrades. We believe this happens as the retrieved sentences become less related to the current source sentence. The best quality was achieved when the proposed greedy selection algorithm in Alg. 1 was used, in which case 4,814 translation pairs were retrieved on average.

**Deep vs. Shallow Fusion** On both directions of En-Fr, we implemented and tested both deep and shallow fusion (Eqs. (5)–(6)) for incorporating the information from the retrieved translation pairs.
Figure 4: Three examples from the Fr→En test set. For the proposed TM-NMT model, one translation pair is retrieved from the training set. Each token in the translation by the proposed approach and its corresponded token (if it exists) in the retrieved pair are shaded in blue according to the gating variable $\eta$ from Eq. (6). In all, we show: (S) the source sentence. (RS) the source side of a translation pair. (RT) the target side of the retrieved pair. (A) the translation by the proposed approach. (B) the translation by the baseline. (T) the reference translation.

With deep fusion only, the BLEU scores on the development set improved over the baseline by 1.30 and 1.20 respectively, while the improvements were 5.21 and 4.95, respectively. This suggests that the proposed model effectively exploits the availability of target symbols in the retrieved translation pairs. All other experiments were thus done using shallow fusion only.

Examples We list two good examples and one in which the proposed method makes a mistake, in Fig. 4. From these examples, we see that the proposed TM-NMT selects a term or phrase used in a retrieved pair whenever there are ambiguities or multiple correct translations. For instance, in the first example, TM-NMT translated “précis” into “exact” which was used in the retrieved pair, while the baseline model chose “precise”. A similar behavior is found with “examen” in the second example. This behavior helps the proposed TM-NMT generate a translation of which style and choice of vocabulary match better with translations from a training corpus, which improves the overall consistency of the translation.

7 Conclusion

We proposed a practical, non-parametric extension of attention-based neural machine translation by utilizing an off-the-shelf, black-box search engine for quickly selecting a small subset of training translation pairs. The proposed model, called TM-NMT, then learns to incorporate both the source- and target-side information from these retrieved pairs to improve the translation quality. We empirically showed the effectiveness of the proposed approach on the JRC-Acquis corpus using six language pair-directions.

Although we presented the proposed approach in the context of machine translation, it is generally applicable to a wide array of problems. By embedding an input of any modality into a fixed vector space and using fast approximate search [Douze et al., 2017], this approach can, for instance, be used for multimedia description generation [Cho et al., 2015]. Also, by replacing the decoder with an answer selection module, the proposed approach can be used for open-domain question answering, where the seamless fusion of multiple sources of information retrieved by a search engine is at the core. We leave these as future work.
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