A Reinforcement Learning Method to Scheduling Problem of Steel Production Process
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Abstract. In this paper, a reinforcement learning method is utilized to solve the steel production scheduling problem. Based on characteristics of steel production processing, the model of hybrid flow-shop scheduling problem is constructed. Then the model is attributed to a Markov Decision Process, and corresponding states, actions, reward function are put forward. When trading off the exploration and exploitation, an improved $\varepsilon$-greedy policy is designed. Finally, this hybrid flow-shop scheduling model based on reinforcement learning is applied to the scheduling example of steel production processing. Compared to genetic algorithm, the reinforcement learning method gets the better result.

1. Introduction

The core processes of steel production include four main stages: steelmaking, refining, casting and rolling. The relationship between stages is sequential, continuous and closely connected. The interruption of the stages will lead to unnecessary losses [1]. From the beginning of steelmaking to the storage of rolled products, the overall optimization of all processes is emphasized in steel production. To achieve the goal, the actual production needs not only the optimal production scheduling results, but also the dynamic, random and real-time requirements. Usually, the scheduling problem in steel production process is attributed to hybrid flow-shop scheduling problem.

The hybrid flow-shop scheduling problem has been researched widely. The research algorithms of hybrid flow-shop is abundant, which, generally speaking, can be divided into three categories: exact algorithm [2,3], heuristic algorithm [4] and intelligent algorithm [5,6]. The exact algorithm can obtain the optimal solution theoretically, its computation time, however, is usually unacceptable, so the algorithm is generally only suitable for solving small-scale problems. Heuristic algorithms, which is usually based on specific heuristic rules, can quickly get the solution of the problem, but it is difficult to guarantee the quality of the solution. With the development of computational intelligence, lots of intelligent optimization methods have been proposed and effectively solved hybrid flow-shop scheduling problem, which make them widely applied.

Since put forward, the reinforcement learning, being considered as an important approach to general artificial intelligence, is utilized in an array of fields, such as games [7], robot control [8,9], parameter optimization [10], machine vision [11].

Rare literatures, however, are found in hybrid flow-shop scheduling problem based on reinforcement learning. A reinforcement method, in this paper, is applied to solve the steel production processes scheduling problem.
2. Description of steel production process

In this section, the scheduling problem of steel production process is described as a hybrid flow-shop scheduling problem, whose model is established correspondingly.

The processes of steel production mainly include four stages: steelmaking, refining, casting and rolling. Supposed there are $m_1, m_2, m_3, m_4$ machines in each stage respectively. During the steel production process, each work piece needs to be machined at four stage in the deterministic sequence, the work piece can be worked in any one machine in each stage. The flow chart of the scheduling problem of steel production process is illustrated in figure 1. Based on the above analysis, the steel production process can be abstracted as a hybrid flow-shop scheduling problem with four stages.

Suppose that $J_i$ ($i=1, 2, ..., n$) is the work pieces to be machined, where $n$ is the total counts of work pieces. $m_j$ ($j=1, 2, 3, 4$) is the count of machines in each stage. $t_{i,j,l}$ is the working time of the work piece $J_i$ at stage $j$, machine $l$. ($j=1, 2, 3$). $AT_{i,j,l}$ is the arrival time. Correspondingly, $ST_{i,j,l}$ and $ET_{i,j,l}$ are the starting and ending time of work piece $J_i$ machined at stage $j$, machine $l$. $BT_{j,l}$ and $FT_{j,l}$ are the time when the machine $l$ at stage $j$ begins to work and finishes to. Then the model of the scheduling problem of steel production process is.

$$\min \max \{ ET_{i,j,l} \} \quad i=1, 2, ..., n; \quad j=1, 2, ..., 4; \quad l=1, 2, ..., m_k \quad \quad (1)$$

$$\text{s.t.} \quad \sum_{i=1}^{m_j} y_{i,j,l} = 1 \quad i=1, 2, ..., n; \quad j=1, 2, 3, 4 \quad \quad (2)$$

$y_{i,j,l} = 1$ if work piece $J_i$ is worked at stage $j$, machine $l$, else $y_{i,j,l} = 0$

$$ST_{i,j,l}=\max \{ AT_{i,j,l}, FT_{j,l} \} \quad i=1, 2, ..., n; \quad j=1, 2, 3, 4; \quad l=1, 2, ..., m_j \quad \quad (3)$$

$$ET_{i,j,l}=ST_{i,j,l}+t_{i,j,l} \quad i=1, 2, ..., n; \quad j=1, 2, 3, 4; \quad l=1, 2, ..., m_j \quad \quad (4)$$

$$BT_{j,l}=ST_{i,j,l} \quad j=1, 2, 3, 4; \quad l=1, 2, ..., m_j \quad \quad (5)$$

if work piece $J_i$ is the first one machined at stage $j$, machine $l$ and without interruption.

$$FT_{j,l}=BT_{j,l}+t_{i,j,l} \quad \quad (6)$$

if work piece $J_i$ is worked at stage $j$, machine $l$, together with equation (5), equation (6) reveals the time when the machine $l$ at stage $j$ starts to work and stop to.

3. The reinforcement learning model of steel production process scheduling

In this section, the model built in section 2 is attributed to Markov Decision Process, and corresponding parameters are designed.

A Markov Decision Process is often expressed as a tuple $\left(S, A, T, R\right)$, where $S$ and $A$ denote a set of states and actions, $T: S \times A \rightarrow \{0,1\}$ is the state transition probability distribution after the agent
taking action $a$ in state $s$, and $R: S \times A \times S' \rightarrow R$ is the reward function on taking action $a$ and transferring to state $s'$ in state $s$.

In the scheduling problem of steel production process, the state is donated as a tuple $(\text{stage}, \text{work piece})$, the action is the machines in next stage. When choosing actions, an improved $\varepsilon$-greedy policy is adopted, which is shown as equation (7), where $\beta$ is a small decimal, $\varepsilon$ is the times of iterations, $\varepsilon_0$ is the initial value, which makes the agent easy to explore the action with non-optimal $Q$-value sufficiently at the beginning of the study and select the action with optimal $Q$-value with larger and larger probability in the later stage of learning. The reward function is defined as equation (8), in which $c_{-t_{i,j,l}}=FT_{j,l}-BT_{j,l}$ is the time of work piece $l$ before finishing being machined on machine $l$ at stage $j$, $\omega$ and $b$ are positive constants to make sure the reward function negatively correlated to $c_{-t_{i,j,l}}$.

$$\varepsilon = \varepsilon_0 - \beta \varepsilon$$  \hspace{1cm} (7)

$$r(s,a) = -\omega \times c_{-t_{i,j,l}} + b$$  \hspace{1cm} (8)

The iteration equation of $Q$-value is represented as

$$Q(s,a) = Q(s,a) + \alpha (r + \gamma \max_a Q(s',a') - Q(s,a))$$  \hspace{1cm} (9)

where $\alpha$ is the learning rate.

4. Case validation and result

In this section, an example of scheduling problem of steel production process is used to validate the quality of the reinforcement learning method.

It is assumed that there are 12 work pieces in a steel production process, labelled with 1 to 12, and there are 3,3,2,2 parallel machines in each stage. The machining time of each work piece in each machine in the four stage is shown in table 1.

| Table 1. Machining time of each work piece in each machine |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | J1   | J2   | J3   | J4   | J5   | J6   | J7   | J8   | J9   | J10  | J11  | J12  |
| steelmaking     |      |      |      |      |      |      |      |      |      |      |      |      |
| M1              | 45   | 45   | 50   | 50   | 45   | 45   | 47   | 50   | 48   | 45   | 46   | 48   |
| M2              | 48   | 50   | 45   | 48   | 46   | 45   | 50   | 45   | 46   | 47   | 50   | 50   |
| M3              | 50   | 45   | 46   | 48   | 45   | 47   | 48   | 46   | 47   | 45   | 47   |      |
| refining        |      |      |      |      |      |      |      |      |      |      |      |      |
| M1              | 35   | 35   | 35   | 34   | 30   | 31   | 32   | 33   | 33   | 34   | 35   |      |
| M2              | 35   | 36   | 36   | 35   | 35   | 35   | 30   | 30   | 33   | 33   | 30   | 31   |
| M3              | 30   | 35   | 36   | 35   | 50   | 50   | 34   | 30   | 30   | 30   | 35   | 35   |
| casting         |      |      |      |      |      |      |      |      |      |      |      |      |
| M1              | 30   | 35   | 31   | 32   | 34   | 33   | 35   | 34   | 35   | 30   | 32   |      |
| M2              | 35   | 34   | 34   | 33   | 32   | 32   | 31   | 30   | 30   | 34   | 35   | 30   |
| rolling         |      |      |      |      |      |      |      |      |      |      |      |      |
| M1              | 25   | 25   | 30   | 27   | 28   | 30   | 29   | 24   | 25   | 32   | 31   | 25   |
| M2              | 26   | 30   | 31   | 31   | 31   | 26   | 25   | 27   | 25   | 26   | 25   | 30   |

During the steel production process scheduling, the transferring time of the work piece between two stages is ignored. The parameters, in the reward function, are set as $\omega=4$ and $b=200$, and the parameters in the improved $\varepsilon$-greedy are set as $\varepsilon_0=0.1$, $\beta=0.01$, which is adopted when the iteration is less than 100. To select the action with large reward, the greedy policy is utilized when iteration is beyond 100.

On the basis of section 2 and 3, in each time, 100 stochastic work piece sequences are chosen randomly and for any sequence, 200 episodes are conducted. The minimum of 100 stochastic sequences is set as the optimal value of this time. 10 times are executed in this paper, whose results are compared with one result calculated by genetic algorithm [12]. Details are shown in table 2. And one of the optimal
scheduling time is 307 minutes, and the corresponding initial sequence is [6, 4, 11, 7, 1, 2, 8, 3, 5, 12, 10, 9], whose Gantt chart is illustrated in figure 2.

Table 2. The comparation of optimal results of 10 times

|        | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| genetic algorithm | 347 |     |     |     |     |     |     |     |     |     |
| reinforcement learning | 307 | 311 | 310 | 307 | 309 | 309 | 311 | 307 | 308 | 307 |

Figure 2. Gantt chart of one of the optimal scheduling.

In figure 2, the y-label is the location where the work piece is machined, for instance, ‘S1_2’ reveals the second machine in stage 1. The number in the chart means the stage where the work piece lies and its tag, such as ‘2-12’ donates the 12th work piece is worked in the second stage.

As table 2 shows, the reinforcement learning method is superior to the genetic algorithm in solving the scheduling problem of steel production process.

5. Conclusion

The scheduling problem of steel production process is addressed in this paper. The literature investigation reveals the universality of hybrid flow-shop scheduling problem and the reinforcement learning.

Firstly, the scheduling model of steel production process is constructed, and is attributed to the Markov Decision Process, for which the special states, actions and reward function are designed and the improved \( \varepsilon \)-greedy is designed to trade-off the exploration and exploitation.

The contribution of this paper mainly lies in utilizing the reinforcement learning to solve the scheduling problem in steel production process. The result achieved by this method is not the optimal one, but is better than the result obtained by the genetic algorithm.

In the future, other reinforcement learning method will be considered to solve the scheduling problem of steel production process. Besides, improved intelligent algorithms may be researched to solve the relative problems.
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