An algorithm to modify consistent initialization of differential-algebraic equations obtained by pantelides algorithm using minimally singular subsets
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ABSTRACT

In this paper, an algorithm for index reduction of differential algebraic equations (DAE) is proposed. Pantelides algorithm has already been proposed as an algorithm for this purpose. This conventional algorithm has succeeded in reducing the calculation time required for index reduction. However, there exist some DAE systems whose index cannot be reduced correctly with the conventional algorithm because it uses sufficient condition to reduce the index. We propose an algorithm to modify the solution obtained by Pantelides algorithm to deal with a wider class of DAE systems. The proposed algorithm deals with DAE systems by using the necessary and sufficient condition to reduce the index systematically that cannot be reduced by the conventional algorithm. We implemented the proposed algorithm as the functions on Maxima and evaluated the algorithm by using some examples.

1. Introduction

A Differential Algebraic Equation (DAE) is a system of ordinary differential equations (ODE) and algebraic equations. ODEs often appear to describe phenomena in the fields such as science, engineering, and economics. Algebraic equations represent constraints that must be satisfied for phenomena. Since theories regarding DAEs have attracted more recent attention in comparison with that of ODE, they are in a state of flux [1]. The DAE system is usually solved by approximating DAE to ODE. However, it has been required to solve the DAE without approximation with software tools.

If the problem is well-posed, the DAE system can be analytically differentiated to obtain an ODE for each unknown variable. The minimum number of differentiations required for this is called the “index” of the variable. In particular, a DAE system with an index of 2 or more is called a high-index DAE system, and it is said that it is difficult to solve because of hidden constraints on the initial conditions.

One way to solve a high-index DAE system is the reduction of the index. Once the index of the DAE system is reduced to at most 1, a numerically stable solver with an index of 1 will be able to solve stably. For the above reasons, the index reduction is applied to the high-index DAE system.

MATLAB [2] and Mathematica [3] can solve the DAE systems. These tools deal with high-index DAE systems by reducing the index to at most 1. The tools listed here use Pantelides algorithm [4] to reduce the index. Pantelides algorithm uses the condition to differentiate the equations of the DAE systems and reduces the index until they reach 1 at most. However, the index of some DAE system cannot be reduced correctly under the condition provided by the algorithm. Figure 1 shows the result in MATLAB when Pantelides algorithm is actually applied in MATLAB to a DAE system whose index cannot be reduced correctly with Pantelides algorithm.

In this example, reduceDAEIndex function of MATLAB is applied to the DAE system in [4]

\[
\begin{align*}
\dot{x} &= 2y_1 + 3y_2 \cdots f_1 \\
0 &= x + y_1 + y_2 + 1 \cdots f_2 \\
0 &= 2x + y_1 + y_2 \cdots f_3
\end{align*}
\]

where \(x(t), y_1(t), \text{ and } y_2(t)\) are state variables of the system. reduceDAEIndex receives the original equations and variables as the input arguments and generates new variables and equations. \([\text{newEqs, newVars}] = \text{reduceDAEIndex}(\text{eqs, vars})\) converts a high-index DAE system eqs to an equivalent system newEqs with index 1. Pantelides algorithm is used for this process. After the conversion, reduceDAEIndex calls isLowIndexDAE function to check whether the index of DAE system is at most 1. If the index of newEqs is 2 or more, reduceDAEIndex issues a warning. It can be seen that the index of DAE system cannot be correctly reduced.

\(\Sigma\) method [5] was also proposed as a method for index reduction, but the index of some DAE system cannot be reduced correctly with the algorithm. Reference [6] proposed an approach with symbolic
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simplifications, which deals with first-order linear constant coefficient DAEs and some first-order DAEs with simple nonlinearity of variables, but not all. Reference [7] proposed a structural-algebraic method to fix the failure of Pantelides algorithm but is limited to coupled systems. Reference [8] proposed two methods to deal with a wider class of DAE by modifying the structural analysis used in $\Sigma$ method and Pantelides algorithm. However, some DAE that cannot be dealt with by the method introduced in this reference exists because methods in reference [8] use another sufficient condition to differentiate equations.

In [9], we proposed an algorithm to modify the solution obtained by Pantelides algorithm, which is used in many software tools, to deal with a wider class of DAE systems. In addition, since the proposed algorithm uses the necessary and sufficient condition to differentiate equations of DAE, our method can deal with a wider class of DAE systems than method proposed in reference [8]. This paper proposes a revised algorithm along with more descriptions about the algorithm and the examples. The main difference from [9] is that the termination condition of the algorithm is clearly defined and the updating operations in the iteration of the algorithm is divided into two stages for improving the efficiency. Although the same examples in [9] were used in this paper, the explanation and the discussion after being applied to the revised algorithm are given.

This paper is organized as follows. In Section 2, the problem to be solved is formulated. In Section 3, the conventional algorithm for reducing the index of high-index DAE and the problem with this algorithm are introduced. In Section 4, a new algorithm is proposed. In Section 5, the behaviour and execution time of the proposed algorithm is evaluated using some examples. Finally in Section 6, we conclude the paper.

### 2. Problem formulation

The problem to be solved in this paper is formulated as follows.

**Problem:** Consider the DAE system

$$ f(x, \dot{x}, y, t) = 0 \quad (2) $$

where $x, \dot{x} \in \mathbb{R}^n, y \in \mathbb{R}^m, f : G \subseteq \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times R \rightarrow \mathbb{R}^{n+m}$. Variables in the equations are distinguished by $x$ and $y$. While $x$ is a variable whose time derivative $\dot{x}$ exists in the DAE system to be considered, $y$ is a variable whose time derivative $\dot{y}$ does not exist in the DAE system.

Derive an algorithm that provides the additional condition that the initial values of DAE should satisfy.

In Pantelides algorithm, system (2) is represented as

$$ f(z, x, t) = 0, \quad (3) $$

where $z = (\dot{x}, y)$ is the variable which introduces the new variable when it is differentiated.

If there is an $f$ in the DAE system to be considered in which $f_z$ obtained by partially differentiating $f$ with respect to $z$ has equal to or more columns than rows and is not full row rank, Pantelides algorithm cannot correctly perform index reduction.

This paper proposes a method to deal with DAE system represented by system (2) where $f_z$ has equal to or more columns than rows and is not full row rank.

### 3. Conventional algorithm

In this section, the conventional method is introduced. Although Pantelides algorithm was originally proposed to find the consistent initial conditions for DAE systems, it is commonly used as an index reduction algorithm. The initial conditions of the system whose index of the DAE system is at most 1 is easily obtained. Since this study modifies the solution obtained by Pantelides algorithm, we will discuss the method to determine the initial conditions of the DAE system.

#### 3.1. Subset to be differentiated

When it comes to the initial conditions of a DAE system, the initial conditions must not only satisfy the original equations but also satisfy the hidden constraints obtained by differentiation. However, blindly differentiating equations is not efficient because some equations show hidden constraints by differentiation and others do not. Therefore, Pantelides algorithm establishes its own condition to select the equations to differentiate.

Whether differentiating equations reveals hidden constraints on the initial conditions depends not only on an equation but also on a subset

$$ \tilde{f}(\tilde{x}, \tilde{x}, t) = 0. \quad (4) $$

$\tilde{f}$ is composed of $k$ equations with $\tilde{x} \in \mathbb{R}^\ell$ and $\tilde{z} \in \mathbb{R}^r$. $r$ is the row rank of $\tilde{f}_z$. Since $\tilde{f}_z$ is a matrix of $k$ rows and $\ell$ columns, it holds the relation

$$ r \leq \min(\ell, k). \quad (5) $$

Based on the above conditions, we consider which subset of equations should be differentiated and the hidden constraints for determining the initial conditions of the DAE system will appear. Assuming that $(\tilde{f}_z : \tilde{f}_z)$ has full
row rank, i.e. \( k \), and that subset (4) is differentiable, we differentiate subset (4) with respect to time to obtain:

\[
\dot{\tilde{z}} + \tilde{f}_{\tilde{x}} \tilde{z} + \tilde{f}_{\tilde{t}} = 0.
\] (6)

which can be transformed into

\[
(\tilde{f}_{\tilde{z}} : \tilde{f}_{\tilde{x}}) \begin{pmatrix} \dot{\tilde{z}} \\ \dot{\tilde{x}} \end{pmatrix} = -\tilde{f}_{\tilde{t}}.
\] (7)

With the relationship (5), Equation (7) can be transformed into

\[
\begin{pmatrix} A & B \\ O & C \end{pmatrix} \begin{pmatrix} \dot{\tilde{z}} \\ \dot{\tilde{x}} \end{pmatrix} = \begin{pmatrix} a \\ b \end{pmatrix}
\] (8)

by using the elementary row operations. Equation (8) gives

\[
A \dot{\tilde{z}} + B \dot{\tilde{x}} = a
\] (9)

and

\[
C \dot{\tilde{x}} = b
\] (10)

where \( A \in R^r \times R^l, B \in R^r \times R^l, C \in R^{k-r} \times R^l \) are matrices and \( a \in R^r, b \in R^{k-r} \) are vectors, whose elements are functions of \( (\tilde{z}, \tilde{x}, t) \) in general.

Differentiation introduces the new variables \( \tilde{z} \) which is not included in the original system (2); it creates the new Equations (9) and (10). We note that, because of relationship (5), \( \ell \) is equal to or greater than \( r \) and one can therefore partition vector \( \tilde{z} \) into \( \tilde{z}_1 \in R^r \) and \( \tilde{z}_2 \in R^{\ell-r} \), and matrix \( A \) into \( A_1 \in R^r \times R^r \) and \( A_2 \in R^r \times R^{\ell-r} \) such that \( A_1 \) is nonsingular. Solving the resulting equations, one obtains from Equation (9) an explicit expression for \( \tilde{z}_1 \):

\[
\tilde{z}_1 = A_1^{-1} a - A_1^{-1}(B \dot{\tilde{x}} + A_2 \tilde{z}_2)
\] (11)

Now for any triplet \((\tilde{x}, \tilde{z}, \tilde{y})\), one can always find values for the new variables \( \tilde{z} \) such that Equation (9) is satisfied. No new constraint concerning the original variable set appears in Equation (9).

However, since by assumption \( \text{rank}(\tilde{f}_{\tilde{z}} : \tilde{f}_{\tilde{x}}) = k \), matrix \( C \) in Equation (10) has full row rank, \( (k-r) \). Thus, equation (10) constitutes \( (k-r) \) new equations which the original variable set must satisfy together with the original system (2). Therefore, the equations that must be satisfied by a set of consistent initial conditions can be generated by locating all subset (4) such that

\[
r < k
\] (12)

3.2. Conventional method

Pantelides algorithm uses

\[
\ell < k
\] (13)

as the condition to select the equations to differentiate. A subset of equations that satisfy condition (13) is called \textit{structurally singular} with respect to the variable subset \( \tilde{z} \). A structurally singular subset is called \textit{minimally structurally singular} (MSS) if none of its proper subsets is structurally singular. Pantelides algorithm differentiates MSS subsets.

The purpose of using such unique condition to differentiate the equations is to speed up the processing. Assuming a DAE system consists of \((n + m)\) equations, there are \(2^{(n+m)} - 1\) non-empty subsets. If we try to find a subset to be differentiated by condition (12), in the worst case we will have to check the rank of the Jacobian matrix \(2^{(n+m)} - 1\) times, and if \((n + m)\) increases, the algorithm will take quite long time. On the other hand, in the case of condition (13), the subset to be differentiated can be searched only by considering the relationship between the numbers, so that even if \((n + m)\) increases, the calculation time does not increase so much.

3.3. The problem with the conventional algorithm

Here, we point out the fundamental problem with the conventional algorithm. The conventional algorithm is using sufficient condition to differentiate equations of DAE. Because of relationship (5), the condition (13) is a sufficient condition for condition (12). Even though condition (12) is satisfied, the algorithm terminates without differentiating the equation to be differentiated if condition (13). Such problems cannot be dealt with Pantelides algorithm. Such cases occur when \( \tilde{f}_{\tilde{z}} \) has equal to or more columns than rows and is not row full rank. We solve this problem by using the necessary and sufficient condition for the equations that cannot be differentiated by sufficient condition systematically.

4. Proposed algorithm

In this section, we introduce the proposed algorithm.

4.1. Minimally singular subset

In the algorithm proposed in this study, condition (12) is used to select the equations to differentiate. A subset of equations that satisfies condition (12) is defined as a \textit{singular subset}. In addition, a singular subset is called \textit{minimally singular} (MS) if none of its proper subsets is singular. The proposed algorithm differentiates MS subsets.

4.2. The flowchart of the proposed algorithm

The flowchart of the proposed algorithm is shown in Figure 2.

The dotted block in Figure 2 represents the conventional algorithm, and the solid part represent the blocks of the proposed algorithm.
The proposed algorithm are described in detail below. First, the conventional algorithm is applied to the given system. If the conventional algorithm differentiates some equations, we update the DAE. Next, we use Jacobian matrix to determine whether the initial conditions of the DAE system could been obtained correctly. If the Jacobian matrix does not include any linearly dependent vector, it is determined as “Yes” and the algorithm ends. Otherwise, the subset of equations that should be differentiated are searched and transformed into a suitable form before they are reapplied to the conventional algorithm.

4.2.1. Conventional algorithm
Before searching for the MS subset, Pantelides algorithm is applied to the DAE system once in order to reduce the MS subsets. When Pantelides algorithm is applied to the DAE system, the subset that contains vectors that are linearly independent in \( f \) is differentiated by Pantelides algorithm. Therefore, only the subset that contains vectors that are linearly dependent in \( \hat{f} \) remains without differentiation. Therefore, it is only necessary to search for the subset that includes a vector that is linearly dependent in \( \hat{f} \). As a result, the conventional algorithm is used to reduce the execution time of the entire algorithm.

4.2.2. Update of DAE
The blocks labelled with “Update of DAE” define new system

\[
\hat{f}(\hat{x}, \hat{\dot{x}}, t) = 0. \tag{14}
\]

which collects only the equations that have not been differentiated in the conventional algorithm.

Though the equation which was differentiated is not included in \( \hat{f} \), the obtained differentiated one is included in \( \hat{f} \) instead of one in \( f \). Therefore, \( \hat{f} \) consists of \((n + m)\) equations because of the assumption that the given system (2) has \((n + m)\) equations.

The blocks are placed next to the blocks labelled with “Conventional Algorithm” and “MS Transformation.” The block that is placed next to the block labelled with “Conventional Algorithm” reduces the cost of MS Search because the number of subsets decreases. The block placed next to the block labelled with “MS Transformation” adjusts the number of equations. This block is needed at this time because the conventional algorithm makes the assumption that the number of variables matches the number of equations.

4.2.3. Checking if index \( r \leq 1 \)
From the description of Section 3.1, checking whether

\[
r < n + m, \tag{15}
\]

holds makes it possible to check if index \( r \leq 1 \) holds and to determine whether there is still a hidden constraint for determining the initial condition. If (15) holds, differentiation is still required and MS Search is performed, otherwise the algorithm terminates.

The loop from “Conventional Algorithm” to “MS Transformation” in Figure 2 is repeated until the initial conditions can be obtained correctly. After the algorithm is terminated, all equations are returned.

4.2.4. MS search
MS Search is performed in the subset that is generated from \( \hat{f} \). MS Search is realized by examining \( r \), which is the rank of \( \hat{f} \), for all possible equations in \( f \) in descending order of \( k \). The equations in the subset where \( r < k \) are judged as equations to be differentiated.

Then, the subset containing the equation judged as the equation to be differentiated is excluded from MS search. Therefore, MS subsets could be searched as a result.

In addition, from the description in Section 3.1, there are only \((k - r)\) subsets that, show hidden conditions for determining initial conditions. Therefore, the MS search ends when \((k - r)\) differentiating subsets are found and the number of search can be reduced.

4.2.5. MS transformation
This block differentiates MS subsets and transforms them. MS subsets are differentiated according to the procedure from (6) to (10). Since there is the assumption that MS subsets satisfies condition (12), Equation (10) is always derived by the transformation. Since Equation (10) does not include \( z \), it satisfies the condition (13) and will be differentiated at the following conventional algorithm. Without MS transformation, we may leave the subset that does not satisfy the condition (13) but the condition (12).

5. Example
In this section, we used some examples to evaluate the effectiveness of the proposed algorithm in terms of the reduction of the index and the execution time.

5.1. An example in [4]
We apply the proposed algorithm to example (1) in [4] whose initial conditions cannot be obtained correctly with the conventional algorithm.
We consider the subset \( \tilde{f} \) of the example (1) consisting of the last two equation \((k = 2)\) with \( \tilde{z} = (y_1, y_2)^T \). Then we have
\[
\tilde{f}_z = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}
\] (16)
and
\[
r = \text{rank}(\tilde{f}_z) = 1
\] (17)
Clearly this subset should be differentiated because of condition (12). However, since \( \ell \) is 2, the condition (13) to differentiate the equation used in the conventional algorithm is not satisfied. Therefore, the conventional algorithm terminates without detecting all the subsets which should to be differentiated.

We show how the proposed algorithm works for the example (1). When, the conventional algorithm is applied to the system, no differentiation occurs because example (1) has no subset that satisfies condition (13).

Since the DAE system is not updated,
\[
\hat{f} = \{f_1, f_2, f_3\}, \quad z = [x, y_1, y_2].
\] (18)
Differentiating \( \hat{f} \) with respect to \( z \) generates
\[
\hat{f}_z = \begin{pmatrix} 1 & 2 & 3 \\ 0 & 1 & 1 \\ 0 & 1 & 1 \end{pmatrix}
\] (19)
whose rank is 2. Since \( r < k \), the algorithm does not end, and continue to search for the subset to be differentiated. At this stage, since \((k - r) = 1\), the search ends when a singular subset is searched.

Next, the MS search follows. All the possible subsets in this example are
\[
\{f_1\}, \{f_2\}, \{f_3\}, \{f_1, f_2\}, \{f_1, f_3\}, \{f_2, f_3\}, \{f_1, f_2, f_3\}\.
\] (20)
We sort the subsets in ascending order of number of equations. and examine \( \hat{f}_z \) in this order to find the subset to be differentiated.

Since the subset consisting of \( f_2 \) and \( f_3 \) satisfies of \( r < k \), the subset is the condition to be differentiated. Since MS subset was found, we do not have to check \( \{f_1, f_2, f_3\} \).

Next, the MS subset
\[
0 = x + y_1 + y_2 + 1 \cdots f_2
\]
\[
0 = 2x + y_1 + y_2 \cdots f_3
\] (21)
is differentiated to give
\[
\begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 2 \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \\ x \end{pmatrix} = 0.
\] (22)
Using elementary row operation, Equation (22) is transformed into,
\[
\begin{pmatrix} 1 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \\ x \end{pmatrix} = 0
\] (23)
i.e.
\[
y_1 + y_2 + \dot{x} = 0 \cdots f_4
\]
\[
\dot{x} = 0 \cdots f_5
\] (24)
Here, \( f_5 \) corresponds to Equation (10) and is the hidden constraint, which was not obtained by the conventional algorithms.

Since, \( f_2 \) and \( f_3 \) is differentiated, \( \hat{f} \) is updated to
\[
\hat{f} = \{f_1, f_4, f_5\} \quad z = [x, y_1, y_2].
\] (25)
When we apply the conventional algorithm to this subset, \( f_1 \) and \( f_5 \) are differentiated and the following equations are derived.
\[
\dot{x} = x + 2y_1 + 3y_2 \cdots f_6
\]
\[
\dot{x} + y_1 + y_2 = 0 \cdots f_4
\]
\[
\dot{x} = 0 \cdots f_5
\] (26)
and, \( \hat{f} \) is updated to
\[
\hat{f} = \{f_6, f_4, f_5\} \quad z = [x, y_1, y_2]
\] (27)
and \( \hat{f}_z \) becomes
\[
\hat{f}_z = \begin{pmatrix} 1 & -2 & -3 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix}
\] (28)
Since the rank of \( \hat{f}_z \) is equal to the number of equations, the algorithm ends.

5.2. Implementation and application

We implemented the proposed algorithm as several functions on Maxima [10]. Figure 3 shows the execution result on Maxima when they are applied to example (1). (%i 18) defines example (1) as \( F \).
“DAEInitialization()” is the function in which the proposed algorithm is implemented. (§6.19) outputs
\[
\begin{align*}
y_2 + y_1 + x + 1 & = 0 \\
y_2 + y_1 + 2x & = 0 \\
3y_2 + 2y_3 - \dot{x} + x & = 0 \\
\dot{x} & = 0 \\
y_2 + y_1 + \dot{x} & = 0 \\
3y_2 + 2y_1 - \dot{x} + \dot{x} & = 0 \\
\dot{x} & = 0
\end{align*}
\]
which is the DAE system obtained by the proposed algorithm. We confirmed that Equation (29) are identical with the result by hand.

5.3. Execution time

We consider the execution time of the proposed algorithm from two points of view. First, we considered the time for determining whether the equations output from Pantelides algorithm is still to be differentiated. Second, we consider the effect of the number of equations on execution time. When the number of equations of the DAE system is \((n + m)\), MS Search examines \(2^{n+m} - 1\) Jacobi matrices at worst. The execution time is approximately doubled for each number of equations at worst.

Table 1 shows the execution environment.

| Processor  | Intel core i5     |
|------------|-------------------|
| Memory     | 32GB              |
| OS         | Windows 10 64-bit |
| Maxima     | Maxima 5.43.2     |

The execution time is measured by Maxima’s “time” function [10]. This is the function that returns the time to calculate the output. The time is not the elapsed time but the estimate of the internal computation time. In this paper, the average of 1000 executions is shown below as the execution time.

5.3.1. Checking rank of Jacobian

We consider the time for determining whether the equations outputed from Pantelides algorithm are still to be differentiated. We prepare an example that conventional algorithm,

We use
\[
\begin{align*}
\dot{x}_1 & = x + 2y_1 + 3y_2 \\
0 & = x + y_1 + y_2 + 1 \\
0 & = 2x + 2y_1 + y_2.
\end{align*}
\]

We measure the difference between the execution time of conventional algorithm and that of the proposed one. Table 2 shows the execution time of the conventional algorithm and the proposed one. The extra time to determine if the differentiation is needed is less than 10%.

5.3.2. Number of equations

The effect of the number of equations in the DAE system on the execution time is discussed. We prepare some examples that conventional algorithm cannot deal with and have different numbers of equations, and compare their execution times to discuss the effects.

As for the system with three equations, we use example (1). As for the system with four equations, we use
\[
\begin{align*}
\dot{x} & = x + 2y_1 + 3y_2 + 4y_3 \\
0 & = x + y_1 + y_2 + y_3 \\
0 & = 3x + y_1 + y_2 + 2y_3 \\
0 & = 5x + y_1 + y_2 - y_3.
\end{align*}
\]

As for the system with five equations, we use
\[
\begin{align*}
\dot{x} & = x + 2y_1 + 3y_2 + 4y_3 + 5y_4 \\
0 & = 2x + y_1 + y_2 + y_3 + y_4 + 1 \\
0 & = 3x + y_1 + 2y_2 + 2y_3 + 2y_4 \\
0 & = 5x + y_1 + 2y_2 + 3y_3 + 3y_4 \\
0 & = 7x + 2y_1 + 2y_2 + y_3 + y_4.
\end{align*}
\]

Table 3 shows the execution time of three examples. The execution time is approximately doubled for each number of equations.

6. Conclusion

We proposed an algorithm to modify the solution obtained by Pantelides algorithm, which is used in many software tools, to deal with a wider class of DAE systems. We implemented the proposed algorithm as the functions on Maxima and evaluated the algorithm by using some examples.

The proposed algorithm can reduce the index of the DAE system, which could not be dealt with by the conventional algorithm in Equation (2), by using the necessary and sufficient condition. MS search in the proposed algorithm sorts the equations so that the number of searches could be as small as possible, but the execution time can be approximately at worst doubled for each number of the equations.

Table 2. Execution time of the two algorithms.

| Algorithm               | Execution time [ms] |
|-------------------------|---------------------|
| Conventional algorithm  | 1.23                |
| Proposed algorithm      | 1.32                |

Table 3. Execution time of three examples.

| DAE       | Number of equation | Execution time [ms] |
|-----------|--------------------|---------------------|
| (1)       | 3                  | 4.953               |
| (31)      | 4                  | 9.250               |
| (32)      | 5                  | 17.86               |
Since this paper deals with the same problem formulation as Pantelides algorithm, it may be applicable to other researches based on Pantelides algorithm. For example, reference [11] reports that the algorithm has been modified to allow it to be applied to the delayed differential algebraic equations. The proposed algorithm may be applicable to such works.
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