Text Classification on Large Scale Chinese News Corpus using Character-level Convolutional Neural Network
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Abstract. In view of the current problems in the field of Chinese news, such as chaotic news data and lack of automatic and efficient management, most of the existing Chinese text classification methods take word characteristics as the basic unit of text representation, but ignore the beneficial performance of character characteristics. In this paper, an automatic classification method of Chinese news based on character-level convolutional neural networks (char-CNN) is proposed. In order to compare with traditional models and deep learning models, we constructed a large scale Chinese news corpus to show that character-level convolutional neural networks could achieve the most advanced or competitive results.

1. Introduction
Text classification is a basic work in the field of natural language processing (NLP), which is widely used in information retrieval [1], deceptive examination and identification [2][3], emotion analysis [4] and spam E-mail detection [5]. The technical basis of news classification is text classification in natural language processing (NLP). Along with rapidly development of Internet, the information on the Internet has increased explosively. So it is becoming more and more difficult for people to obtain useful information and it’s an urgent need for the classification of the positive and negative of mass news. Fortunately, text classification can solve information disorder for the news data, which can help people to locate information easily in the greater degree. At present, the traditional text classification method and its defects are as follows.

(1) The support vector machine (SVM) [6][7] method is complicated and can not be used to solve nonlinear problems.

(2) Decision tree classification [8] is not suitable for training large sample sets and is prone to sensitive to noises or overfitting in the training set.

(3) Naive bayes classification [9][10] does not match the actual application conditions and assumptions and it also does not satisfy each property independent of each other, so the classification accuracy of naive bayes classification is easily affected.

With the development of neural networks, there are more and more text classification tasks using the idea of deep neural networks. Text classification commonly used neural network comprises a convolutional neural network (CNN), Recursive Neural Networks (RecursiveNNs) Recurrent Neural Networks (RNNs) and more complex network architectures. Compared with the traditional methods, the character-level convolutional neural network is still able to learn without any knowledge on the syntax or semantic structures of a language for text classification.

Based on the above considerations, the convolutional neural network model is given in this paper, there are three contributions in our work:
In this paper, the character-level convolutional neural network is applied to text classification in Chinese corpus, which is seldom studied in the field of NLP. The result shows that Chinese character dataset has generated a better result than its corresponding word-level.

Compared with the traditional models and deep learning models, the character-level convolutional neural network model can be classified more accurate classification results.

Other than existing models, the character-level convolutional neural network has significantly fewer parameters and is more applicable to large scale text classification tasks.

2. Related work

Up to now, most of the previous techniques of text classification are based on word counting, in which simple statistics for some of the ordered word combinations always perform the best [11], which misses deep semantic analysis of texts, so the generated abstract is unsatisfying.

In recent years, research on document classification based on deep learning [12] has made great progress. In general, deep learning models perform well in learning the high level vector representation of words, sentences and documents directly from raw text data and have a great impact on classification results.

CNN were first developed in computer vision, such as image classification, target detection and image segmentation [13-15] etc. With the continuous development of deep learning technology, more and more researchers apply deep learning to the field of natural language processing. Kim [16] uses convolutional neural networks to classify texts and achieve better classification results. However, due to the differences in expression and word-formation between Chinese and English, several words or characters may be needed to determine the category of a Chinese text. Therefore, it is necessary to extract Chinese text by word segmentation. In this paper, CNN is used to classify large scale Chinese news data sets, and a feature extraction model is established to extract advanced features from the network to represent the semantic information of the text.

For Chinese text, most current models first segment the word and then feed the feature to the model for classification [17][18]. Unfortunately, errors due to word segmentation will be propagated to the model. Some researchers have also proposed a character level model. Most of these models use word embedding for Chinese text categorization [19-21]. However, most of the existing Chinese text classification models usually regard text features as the basic unit of text representation, and ignore the beneficial representation of character features.

Compared with word-level and sentence-level convolutional neural network, the character-level convolutional neural network (Char-CNN) has a better applicability for typographical error input and misspellings. Moreover, character-level convolutional neural network can still learn without knowing the syntax or semantic structure of the text classification language. In addition, the character-level can be easily extended to all languages. Due to these, recent researches for text classification mainly focus on character-level convolutional neural network. However, while most of researches employ English corpus for the Char-CNN, the minority of these studies have been done using Chinese corpus, especially large scale Chinese text.

However, to the best of our knowledge, most of these studies use English corpus for character-level text classification, while few studies use Chinese corpus. It is necessary to build a Chinese text dataset to explore Char-CNN for Chinese corpus text classification. We have constructed a large scale Chinese dataset, Compared with the traditional models and deep learning models, the experimental results show that he accuracy of the proposed model is improved.

3. Character-level Convolutional Neural Network

3.1. Model Design

We constructed a deep network CNN for the classification of Chinese News Corpus. Our network architecture is shown in Figure 1. There are four components in our model, namely data preprocessed, embedding layer, CNN layers, fully-connected layers and pooling layers.
Figure 1 The architecture of proposed model

To get the representation of a sentence, it mainly goes through the following steps:

1. Embedding layer: Converting elements in a word sequence into word vectors;
2. CNN unit: Applying a set of convolutional filters;
3. Pooling layer: Abstracting the output characteristics of convolutional layer further;
4. Fully connected layer: Concatenating the results of convolution;
5. Output layer: Using the fully connected softmax layer to complete the classification task.

3.2. Character quantization

There are more than 6,000 commonly used Chinese characters, which means that the size of the dictionary is quite large, but Zhang et al.[22] developed character-level coding scheme is limited to ASCII characters, such as 0-9, a-z and some additional punctuation and ignore other characters. Therefore, a new encoding scheme is proposed to convert any UTF-8 encoded string into an 8-bit sequence, in which each byte is quantized with a one-shot encoding as the input of the model. Our model accepts a sequence of coded characters as input. Encoding is done by specifying Chinese characters of size m for the input language, and then using the one-hot encoding to quantify each character, as shown in Figure 2.

Figure 2 UTF-8 byte encoding for Chinese characters

Before training, the word-level text classifiers are usually preprocessed into different languages using language detection programs. Using the full UTF-8 coded character set, including all possible text characters, and enabling our model to learn patterns based on different languages automatically, including currency symbols, emoticons (smiley faces, and so on), and other non-language-based character sequences.

4. Experimental Evaluation

4.1. Data and Pre-processing

In the analysis below, we use the dataset that our research team collected from a subset of THUCNews. We evaluated the proposed model on a subset of the THUCNews dataset[23], which is based on the filtering of historical data from 2005 to 2011 and the filtering of Sina News RSS subscription channels, including 740000 news documents divided into 14 categories with a total capacity of 2.19 GB. We construct the subset data from the original dataset, namely large scale
Chinese news corpus. The dataset consists of 10 categories, which are divided into training set, validation set and test set, as shown in Table 1.

### Table 1: Training, validation and testing sets

| Data set type | Subset (piece) |
|---------------|----------------|
| Training sets | 50000          |
| Validation sets | 10000        |
| Testing sets  | 5000           |

#### 4.2. Comparison Models

In order to make a fair comparison of the competition model, we conducted a series of deep learning experiments such as RNN and char-RNN, including traditional methods such as LibSVM, CBOW, Skip-Gram, CWE and so on. We do our best to choose models that provide comparable and competitive results, and report the results faithfully without any model selection.

#### 4.3. Results

In general, we present the results of each benchmark data flow independently. Evaluation on precision (P), recall (R), and F1 score (F1) were evaluated for each dataset. We use the macro average, which is the arithmetic mean of the test results of all categories as the evaluation criteria, as shown in Table 2.

### Table 2: Macro average of each model on the THUCNEWS text classification dataset

| Model          | LibSVM | CBOW | Skip-Gram | CWE | CWE+P | CWE+L | CWE+LP | CWE+N | SCWE | SCWE+M | SJL.CWE | SJL.CWE+M | RNN | Char-RNN | Char-CNN |
|----------------|--------|------|-----------|-----|-------|-------|--------|-------|------|--------|---------|----------|-----|-----------|---------|
| P              | 0.8743 | 0.8764 | 0.8797   | 0.8803 | 0.8812 | 0.8842 | 0.8904 | 0.8909 | 0.8923 | 0.8960 | 0.8923 | 0.8976 | 0.9065 | 0.9438 | 0.9693 |
| R              | 0.8606 | 0.8508 | 0.8532   | 0.8536 | 0.8546 | 0.8572 | 0.8624 | 0.8624 | 0.8648 | 0.8699 | 0.8662 | 0.8706 | 0.9238 | 0.9443 | 0.9675 |
| F1             | 0.8625 | 0.8623 | 0.8652   | 0.8656 | 0.8666 | 0.8694 | 0.8749 | 0.8752 | 0.8772 | 0.8816 | 0.8779 | 0.8828 | 0.9147 | 0.9427 | 0.9678 |

Compared with LibSVM, CBOW, Skip-Gram, CWE, CWE+P, CWE+L, CWE+LP, CWE+N, SCWE, SCWE+M, SJL.CWE, SJL.CWE+M, RNN and Char-RNN, our char-CNN approach produces better performance on THUCNews dataset. Our approach performs better with 10.53%, 10.55%, 10.26%, 10.22%, 10.12%, 9.84%, 9.29%, 9.26%, 9.06%, 8.62%, 8.99%, 8.50%, 5.31%, and 2.51% F1-score increases than LibSVM, CBOW, Skip-Gram, CWE, CWE+P, CWE+L, CWE+LP, CWE+N, SCWE, SCWE+M, SJL.CWE, SJL.CWE+M, RNN and Char-RNN respectively.

Figure 3 and figure 4 show the confusion matrix of our char-CNN method and char-RNN method in the THUCNews dataset respectively. In the confusion matrix, the quality of the classifier can be measured in the multi-class accuracy normalized to the main diagonal of the confusion matrix. It can be concluded from Figure 3 that our char-CNN method has achieved excellent performance on Chinese corpus text classification.
For the Char-CNN method, the results show that the accuracy of all classes is higher than 90%. But for char-RNN method, the results show that the accuracy of home class is less than 80%. As the highest accuracy, Real estate news has little relationship with other categories and more unique characteristics, so the classifier achieves the best result in it. And the lowest one home class has many of the same characteristics as fashion, finance and education, so it has many items that can be classified to other classes.

5. Conclusion
In this paper, an automatic classification method of Chinese news based on character-level convolutional neural network is proposed. Experiments demonstrate that our char-CNN approach achieves achieved a classification macro average precision of 96.93% over the Chinese benchmark datasets THUCNews. Compared with the current Chinese text classification method, it has comparability and even better performance.

However, our proposed model only focuses on the global features, without taking into account the local features. To solve this problem, the attention mechanism will be introduced to extract keywords from the text in the future.

To improve the accuracy of the model, we will train the model with more data, so that the model can contain more words. Dealing with words you don't know will be a big challenge.

The parallel algorithm can well meet the needs of large scale text classification, so the text classification model will be implemented in parallel on multi-GPU, and the time cost will be reduced under the premise of ensuring accuracy.
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