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Abstract

The primary choice to summarize a finite collection of random objects is by using measures of central tendency, such as mean and median. In the field of optimal transport, the Wasserstein barycenter corresponds to the Fréchet or geometric mean of a set of probability measures, which is defined as a minimizer of the sum of squared distances to each element in a given set with respect to the Wasserstein distance of order 2. We introduce the Wasserstein median as a robust alternative to the Wasserstein barycenter. The Wasserstein median corresponds to the Fréchet median under the 2-Wasserstein metric. The existence and consistency of the Wasserstein median are first established, along with its robustness property. In addition, we present a general computational pipeline that employs any recognized algorithms for the Wasserstein barycenter in an iterative fashion and demonstrate its convergence. The utility of the Wasserstein median as a robust measure of central tendency is demonstrated using real and simulated data.

1 Introduction

The theory of optimal transport (OT) studies the mathematical structure for the space of probability measures and is one of the most prominent disciplines in modern data science. Originally introduced by Monge in the late 18th century [Monge 1781], the OT problem was revisited and generalized by Kantrovich, almost two centuries after its inception [Kantorovich 1958]. The framework of OT has long attracted much attention from theoretical perspectives [Ambrosio et al. 2003, Villani 2003] and has gained broader recognition with the advent of efficient computational pipelines [Cuturi 2013, Peyré and Cuturi 2019]. The advancements in computational methods for OT have engendered much success in quantitative fields. In machine learning, for example, the OT framework has been applied to numerous tasks such as metric learning [Kolouri et al. 2016],
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dimensionality reduction (Bigot and Klein; 2018), domain adaptation (Courty, Flamary, Tuia and Rakotomamonjy; 2017; Courty, Flamary, Habrard and Rakotomamonjy; 2017), and improving the generative adversarial networks (Arjovsky et al.; 2017), among others.

Statistics has also benefited from developments in OT by incorporating core machinery into various problems (Panaretos and Zemel; 2020). A few notable examples include parameter estimation via minimum Wasserstein distance estimators (Bernton et al.; 2019b), sampling from the posterior without Markov chain Monte Carlo methods (El Moselhy and Marzouk; 2012), two-sample hypothesis testing in high dimensions (Ramdas et al.; 2017), approximate Bayesian computation (Bernton et al.; 2019a), scalable Bayesian inference with a divide-and-conquer approach (Srivastava et al.; 2018), and many more. Along these methodological innovations, a large volume of theoretical research has been simultaneously conducted to establish foundational knowledge in topics such as rates of convergence for Wasserstein distances (Fournier and Guillin; 2015) and optimal transport maps (Hütter and Rigollet; 2021), central limit theorems for the distance (del Barrio et al.; 1999; Manole et al.; 2021), and others.

At this moment, we call for attention to one of the most fundamental quantities in statistics to which a large number of aforementioned methods are related – the centroid. Suppose we are given a set of real numbers $x_1, \ldots, x_n$ and their arithmetic mean $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$. The classical theory of statistics starts from examining how $\bar{x}$ behaves through the law of large numbers and the central limit theorem under certain conditions and proceeds to perform a number of inferential tasks thereafter. Not to mention distributional properties, $\bar{x}$ itself is often of importance to measure the central tendency for a given set of observations since it represents maximally compressed information for a random sample. It is well known that $\bar{x}$ is heavily influenced by outliers. An alternative to the arithmetic mean is the median, which is a minimizer of the sum of absolute distances to the data. The concepts of these centroids, initially studied in Euclidean spaces under robust statistics (Huber; 1981), have been generalized to other contexts.

For instance, when data reside in a general metric space, these measures of central tendency correspond to the quantities called the Fréchet mean and Fréchet median, with their characteristics and properties well studied in the context of Riemannian manifolds (Kendall; 1990; Pennec; 2006; Afsari; 2011; Bhattacharya and Bhattacharya; 2012). In the field of OT, the concept of the Fréchet mean is known as the Wasserstein barycenter, which minimizes the sum of squared 2-Wasserstein distances. Since the seminal work of Agueh and Carlier (2011), its theoretical properties such as existence and uniqueness have been much studied along with computational studies that are of ongoing interests (Cuturi and Doucet; 2014; Dvurechenskii et al.; 2018; Claici et al.; 2018; Li et al.; 2020; Xie et al.; 2020; Korotin et al.; 2021). Given this context, it is natural to inquire about the counterpart of the Fréchet median in OT.

This motivates our proposal and investigation of the Wasserstein median in response to the call. As its name entails, the Wasserstein median generalizes the Fréchet median onto the space of
probability measures. A primary contribution of this paper is the formulation of a novel measure of central tendency in the field of OT, filling a gap in the literature. We prove its existence, consistency, and robustness. Another appealing contribution is that we present an algorithm for computing a Wasserstein median whose convergence is also proven. Our proposed algorithm is versatile, able to incorporate any existing algorithms for computing Wasserstein barycenters, effectively making it a meta-algorithm. Our numerical experiments provide ample evidence to highlight the importance of our proposed framework.

During the development of our study, we encountered the work of Altschuler et al. (2021). This appears to be the first study recognizing the Wasserstein median as a direct extension of the geometric median to the space of probability measures. However, their scope is restricted to algorithmic aspects of the regularized Wasserstein median for a collection of Gaussian distributions on the Bures-Wasserstein manifold. Moreover, a number of the theoretical properties cited in the relevant literature are not directly applicable to the context due to the unfavorable characteristics of the Wasserstein space. Our distinctive contributions consist of formulating the concept in a more general context relevant to what most practitioners encounter on a daily basis, examining elementary theoretical properties, and proposing a generic class of algorithm beyond the Bures-Wasserstein manifold.

The rest of this paper is organized as follows. In Section 2, we start our journey with a concise review of basic concepts in OT. We formulate the Wasserstein median problem and a generic algorithm in Section 3 along with relevant theoretical results. In Section 4, we discuss two special cases on how the Wasserstein median problem has its connection to the literature based on the arguments pertained to the computation. In Section 5, we validate the proposed framework with simulated and real data examples. We conclude in Section 6 with a discussion on issues and topics that help to pose potential directions for future studies. All proofs and additional simulation results are provided in the Appendix. The algorithms proposed are implemented in the R package T4transport, available at https://kisungyou.com/T4transport. Codes to replicate a selection of examples are available at https://github.com/kisungyou/papers.

2 Background

We start this section by introducing basic definitions and properties of the Wasserstein space and the metric structure defined thereon. Let $\mathcal{P}(\mathbb{R}^d)$ be the space of Borel probability measures on $\mathbb{R}^d$. The Wasserstein space of order $p$ on $\mathbb{R}^d$ is defined as

$$\mathcal{P}_p(\mathbb{R}^d) = \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} ||x||^p \, d\mu(x) < \infty \right\}, \quad p \geq 1,$$
where $\| \cdot \|$ is the standard norm in the Euclidean space. The distance for any $\mu, \nu \in P_p(\mathbb{R}^d)$ is defined as the minimum of total transportation cost

$$W_p(\mu, \nu) = \left( \inf_{T: \mathbb{R}^d \to \mathbb{R}^d} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - T(x)\|^p d\mu(x) \right)^{1/p},$$

for a measurable transport map $T : \mathbb{R}^d \to \mathbb{R}^d$ such that $T\#\mu = \nu$, i.e., for all Borel measurable sets $B$, $\nu(B) = \mu(T^{-1}(B))$. The equation (1) is known as the Monge formulation [Monge 1781]. Although intuitive, the Monge formulation has some limitations in pragmatic settings in that it does not allow split of masses, which can be problematic when considering two discrete measures $\mu$ and $\nu$ of different cardinalities. Also, computation can be prohibitive because the optimization problem is considered for all mappings from $\mathbb{R}^d$ to $\mathbb{R}^d$ without any assumptions on $T$ except for the measurability. A relaxed version of the formulation was proposed by [Kantorovitch 1958] as follows. In the Kantrovich formulation, the distance between two measures $\mu, \nu \in P_p(\mathbb{R}^d)$ is defined as

$$W_p(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^p d\pi(x, y) \right)^{1/p},$$

where $\Pi(\mu, \nu)$ denotes the collection of all joint measures on $\mathbb{R}^d \times \mathbb{R}^d$ whose marginals are $\mu$ and $\nu$. Existence of an optimal joint measure from equation (2) is guaranteed under mild conditions [Villani 2003].

Figure 1: A simple comparison of $L_2$ and OT geometries for two Gaussian distributions (left). Paths of interpolation are shown when $L_2$ (middle) and Wasserstein (right) geometries are considered.

Before we delve into the formal introduction of geometric characterization, we aim to provide a visual comparison between the OT framework and functional perspectives within the space of probability measures. Consider a simple scenario involving two univariate Gaussian distributions that differ in their means and variances, as illustrated in Figure 1. A common method for interpolating between these two distributions is to take weighted averages of their density functions, given that these functions are elements of the $L_2$ space. Consequently, this method of interpolation...
results in a path characterized by vertical displacement. In contrast, the OT framework adopts a markedly different approach. True to its name, it focuses on the transportation of one measure to another. When we examine the densities of the interpolating distributions through the lens of OT, the transportation process appears to horizontally shift a measure while smoothly altering its overall shape.

We move our focus to mathematical facts on the Wasserstein distance at the minimal level. First, it is well known that $W_p$ is not only a metric on $P_p(\mathbb{R}^d)$, but also metrizes the weak convergence of probability measures and the $p$-th moments (Villani 2003). Besides the metric structure, the space of measures $P_p(\mathbb{R}^d)$ has other desirable properties such as completeness and separability (Villani 2009). Especially for the case of order $p = 2$, the 2-Wasserstein space $(P_2(\mathbb{R}^d), W_2)$ can be viewed as a complete Riemannian manifold of non-negative curvature (Otto 2001; Ambrosio et al. 2005).

For an absolutely continuous measure $\mu \in P_2(\mathbb{R}^d)$ and an arbitrary $\nu \in P_2(\mathbb{R}^d)$, $T_\mu^\nu$ stands for a transport map from $\mu$ to $\nu$ and $I : \mathbb{R}^d \to \mathbb{R}^d$ for an identity map. Then, a curve $\mu_t = [I + t(T_\mu^\nu - I)]\#\mu$ for $t \in [0, 1]$ that interpolates the two measures as $\mu_0 = \mu$ and $\mu_1 = \nu$ is known as McCann’s interpolant (McCann 1997), which is a constant-speed geodesic in $P_2(\mathbb{R}^d)$. This perspective naturally leads to define the tangent space of $P_2(\mathbb{R}^d)$ at $\mu$ by

$$\Tan_\mu = \{t(T_\mu^\nu - I) : \nu \in P_2(\mathbb{R}^d), t > 0\}^{L_2(\mu)},$$

which is a closed subset of the Banach space $L_2(\mu) = \{f : \mathbb{R}^d \to \mathbb{R}^d \mid \int_{\mathbb{R}^d} \|f(x)\|^2 d\mu(x) < \infty\}$. Using the map, one can define the exponential map $\exp_\mu : \Tan_\mu \to P_2(\mathbb{R}^d)$ and its inverse, called the logarithmic map $\log_\mu : P_2(\mathbb{R}^d) \to \Tan_\mu$, as follows:

$$\exp_\mu(t(T_\mu^\nu - I)) = [tT_\mu^\nu + (1 - t)I]\#\mu \quad \text{and} \quad \log_\mu(\nu) = T_\mu^\nu - I.$$

In the rest of this paper, we restrict our attention to the $p = 2$ case. For notational simplicity, we may interchangeably use ”barycenter” and ”median” to denote the Wasserstein barycenter and the Wasserstein median of order 2, provided this does not cause confusion in the context. We direct readers interested in the characterization of the Wasserstein geometry to standard references such as Villani (2003) and Ambrosio et al. (2005) for more details.

3 Methods

3.1 Problem Definition

Let $\{\mu_n \in P_2(\mathbb{R}^d), n = 1, \ldots, N\}$ be a collection of probability measures. Its Wasserstein median $\nu^*$ is defined as a minimizer of the functional

$$F(\nu) = \sum_{n=1}^{N} \pi_n W_2(\nu, \mu_n),$$

(3)
for nonnegative weights \( (\pi_1, \ldots, \pi_N) \in \Delta_0^N := \{ x \in \mathbb{R}^N \mid x_i > 0, \sum_{i=1}^N x_i = 1 \} \). The minimization problem is well-defined since the Wasserstein distance \( W_2 \) is non-negative and continuous. Given a sample version of the problem, it is natural to consider a population counterpart

\[
F(\nu) = \mathbb{E}W_2(\nu, \Lambda) = \int W_2(\nu, \lambda)d\mathbb{P}(\lambda),
\]

with respect to a random measure \( \Lambda \) on \( \mathcal{P}_2(\mathbb{R}^d) \) with distribution \( \mathbb{P} \). We note that the functional (3) can be viewed as an expectation with respect to a discrete measure \( \Lambda = \sum_{n=1}^N \pi_n \delta_{\mu_n} \) on the space of probability measures.

We present how the formulation of Wasserstein median is connected to the standard geometric median problem. Suppose we are given two Dirac measures \( \mu_x = \delta_x \) and \( \mu_y = \delta_y \) on \( \mathbb{R}^d \). By the definition (2), it is without doubt that the Wasserstein distance of order 2 is reduced to the standard \( L_2 \) distance, i.e., \( W_2(\mu_x, \mu_y) = \| x - y \| \), since both measures are singletons. Therefore, if we further restrict the class of desired centroids to be Dirac measures, the Wasserstein median problem (3) translates to minimize the following objective function

\[
F(\nu) = \sum_{n=1}^N \pi_n \| x - x_n \|,
\]

for some \( \nu = \delta_x \). This is indeed equivalent to finding a geometric median in the Euclidean setting. Hence, we may consider the proposed Wasserstein median as a direct generalization of geometric median to the space of probability measures.

**3.2 Computation**

We describe a geometric variant of the Weiszfeld algorithm (Weiszfeld, 1937; Fletcher et al., 2009) for the Wasserstein median problem by viewing the 2-Wasserstein space of probability measures \( \mathcal{P}_2(\mathbb{R}^d) \) as a Riemannian manifold (Ambrosio et al., 2021). In this section, a sequence of minimizers is denoted as \( v(t) \) at an iteration \( t \).

We first describe a direct application of the geometric Weiszfeld algorithm on \( \mathcal{P}_2(\mathbb{R}^d) \) using the transport-map based adaptation. First, the gradient of the cost function (3) can be written in terms of transport maps by

\[
\nabla F(\nu) = -\sum_{n=1}^N \frac{\pi_n}{W_2(\nu, \mu_n)} \log v(\mu_n) = -\sum_{n=1}^N \frac{\pi_n}{W_2(\nu, \mu_n)} [T_{\nu}^{\mu_n} - I],
\]

which resides on the tangent space of \( \nu \). At every iteration, the geometric Weiszfeld algorithm updates a candidate by projecting the gradient back onto the Riemannian manifold \( \mathcal{P}_2(\mathbb{R}^d) \) via an exponential map

\[
v(t+1) = \exp_{v(t)} \left( -\tau(t) \nabla F(v(t)) \right),
\]
with a varying step size \(\tau(t) = 1/N\sum_{n=1}^{N} w_n^{(t)}\) where \(w_n^{(t)} = \pi_n / W_2(\nu^{(t)}, \mu_n)\). Thus we may write the updating rule as

\[
\nu^{(t+1)} = \exp_{\nu(t)} \left( \frac{1}{\sum_{n=1}^{N} w_n^{(t)}} \nabla F(\nu^{(t)}) \right) = \left[ \sum_{n=1}^{N} \left( \tilde{w}_n^{(t)} T_{\nu(t)}^{\mu_n} + (1 - \tilde{w}_n^{(t)}) I \right) \right] \#\nu^{(t)}, \tag{5}
\]

for a normalized weight vector \(\tilde{w}_n^{(t)} = w_n^{(t)} / \sum_{n=1}^{N} w_n^{(t)}\). The geometric Weiszfeld algorithm follows a descent path by varying amounts of step size, which is determined by a fixed rule at each iteration. This mechanism helps to reduce the total computational complexity since a standard line search method requires repeated evaluations of the functional.

The transport map-based Weiszfeld algorithm, however, may not be a practical choice from a computational point of view. The algorithm requires to compute \(N\) transport maps \(T_{\nu(t)}^{\mu_n}\) at every iteration, which is an expensive procedure in general and an area of active research by itself. When the measures are all discrete, this may attenuate overall computational burden although the naive implementation of the map-based algorithm is expected to continuously update an iterate whose cardinality is equal to the sum of cardinalities of all measures under consideration.

Instead, we take an alternative view of the Weiszfeld algorithm as an iteratively reweighted least squares (IRLS) method (Lawson 1961; Rice 1964; Osborne 1985). The IRLS algorithm is a type of gradient descent methods that solves an optimization problem involving a \(p\)-norm. A central idea behind the IRLS is to solve an abstruse problem by iteratively solving a sequence of weighted least square problems. Its simplicity has allowed widespread adoption of the algorithm in a number of applications such as compressed sensing (Gorodnitsky and Rao 1997; Chartrand and Yin 2008; Daubechies et al. 2010) and parameter estimation in generalized linear models (Nelder and Wedderburn 1972; McCullagh and Nelder 1998).

In the Wasserstein median problem, we adapt the IRLS algorithm as follows. First, consider the following minimization functional at iteration \(t\),

\[
G_t(\nu) = \frac{1}{2} \sum_{n=1}^{N} \frac{\pi_n}{W_2(\nu^{(t)}, \mu_n)} W_2^2(\nu, \mu_n) = \frac{1}{2} \sum_{n=1}^{N} w_n^{(t)} W_2^2(\nu, \mu_n). \tag{6}
\]

It is immediate to observe that \(G_t(\nu^{(t)})\) is half the minimum value attained at the \(t\)-th iteration. Using similar machineries, the gradient of \(G_t(\nu)\) is written as

\[
\nabla G_t(\nu) = -\sum_{n=1}^{N} w_n^{(t)} \log_{\nu}(\mu_n).
\]

One can directly check from the first-order condition that the updating rule (5) of the Weiszfeld algorithm is equal to solving the minimization problem (6) iteratively. Furthermore, scaling every weight \(w_n^{(t)}\), \(n = 1, \ldots, N\) by any positive scalar does not affect the solution of (6). Hence, we can
Algorithm 1 Wasserstein median computation by IRLS.

**Input:** a collection of probability measures \( \{ \mu_n \}_{n=1}^{N} \), weights \( (\pi_1, \ldots, \pi_N) \in \Delta_0^N \).

**Output:** \( \nu^* = \arg\min_{\nu \in \mathcal{P}_2(\mathbb{R}^d)} \sum_{n=1}^{N} \pi_n W_2(\nu, \mu_n) \).

Initialize \( \nu(0) \in \mathcal{P}_2(\mathbb{R}^d) \).

repeat

\[
\begin{align*}
\tilde{w}_n^{(t)} &= \pi_n / W_2(\nu^{(t)}, \mu_n). \\
\tilde{w}_n^{(t)} &= \frac{w_n^{(t)}}{\sum_{n=1}^{N} w_n^{(t)}}. \\
\nu^{(t+1)} &= \arg\min_{\nu} G_t(\nu) = \arg\min_{\nu} \sum_{n=1}^{N} \tilde{w}_n^{(t)} W_2^2(\nu, \mu_n) \text{ for } \nu \in \mathcal{P}_2(\mathbb{R}^d).
\end{align*}
\]

end if

if \( \nu^{(t+1)} \) is equal to one of \( \mu_n \)'s or \( \nu^{(t+1)} \) is close to \( \nu^{(t)} \) then

return \( \nu^{(t+1)} \) and stop.

end if

until convergence.

rephrase the IRLS problem at iteration \( t \),

\[
\min_{\nu} G_t(\nu) = \min_{\nu} \sum_{n=1}^{N} \tilde{w}_n^{(t)} W_2^2(\nu, \mu_n),
\]

which corresponds to the standard formulation of the Wasserstein barycenter problem. This implies that the Wasserstein median problem is equivalent to solving a sequence of Wasserstein barycenter problems. The described pipeline is summarized in Algorithm 1. We make a remark on the computational complexity of the Algorithm 1. If a solver for the Wasserstein barycenter problem has complexity \( O(M) \), then the Wasserstein median computation has complexity of \( O(KM) \) where \( K \) is the number of iterations til convergence, which indicates its inherent bottleneck. This implies that performance of the proposed algorithm heavily depends on efficiency of a barycenter solver and intrinsic geometry of data space that governs the number of iterations.

We close this section by elaborating practical components in our computational pipeline. First is the choice of a starting point \( \nu^{(0)} \). It seems reasonable to choose the Wasserstein barycenter as an initial starting point \( \nu^{(0)} \) since both barycenter and median are centroids and they should be sufficiently close to each other if not much degree of outlying observations is expected. The barycenter computation, however, is already an expensive operation that should be run iteratively under our framework. As a remedy, we opted to select one of the given probability measures that minimizes the sum of the distances as \( \nu^{(0)} \). This is motivated from the fact that the first step at each iteration involves attaining \( w_n^{(t)} = \pi_n / W_2(\nu^{(t)}, \mu_n) \), which accompanies distance computation between an iterate \( \nu^{(t)} \) and all given measures \( \mu_n \). Hence, our strategy removes the need for evaluation of all cross distances in the first iteration. Under this strategy, one needs to make slight adjustment to the algorithm. Suppose \( \mu_k \) for some \( 1 \leq k \leq N \) was selected as \( \nu^{(0)} \), then \( w_k^{(0)} \) is not a finite number because of the division by 0. This necessitates the removal of \( \mu_k \) from the
computation of the next iterate, while re-normalizing $\tilde{w}_n^{(0)}$ to ensure no weight becomes singular.

The second component pertains to the stopping conditions in Algorithm [1]. In the literature of Weiszfeld algorithm, the iterative process is terminated when an iterate $\nu^{(t+1)}$ corresponds to one of the inputs. This is because an adjusted weight in the following iteration diverges as a denominator becomes zero. An ad hoc remedy would be padding denominators of zeros with a very small number, which is equivalent to assigning an exceptionally large weight on the coinciding observation. In our experiments, we observed that such an adjusting mechanism may not result in a meaningful update of an iterate in many cases. Hence, we introduced another stopping criterion when two consecutive iterates are ‘close’, which may indicate multiple options. For instance, the most straightforward rule to terminate by proximity of iterates would be in terms of their Wasserstein distance, i.e., when $W_2(\nu^{(t)}, \nu^{(t+1)}) < \epsilon$ for some small $\epsilon > 0$. This is justified from the fact that $P_2(\mathbb{R}^d)$ is a complete metric space and convergence is upheld when a sequence is Cauchy. This stopping rule, however, may not be practical since computation of Wasserstein distance is a relatively expensive operation. A simpler alternative is to use a stopping rule based on the distances in the ambient space [You and Suh, 2022]. This can be justified by the fact that for any two points $x, y$ on a complete Riemannian manifold $M$ embedded in some Euclidean space, $\lim_{x \to y} d_M(x, y)/\|x - y\| = 1$ where $d_M(\cdot, \cdot)$ is the geodesic distance on $M$. For instance, we used the Frobenius distance between two consecutive covariance matrices for centered Gaussian measures experiment and the standard $L_2$ distance between marginal vectors in all other examples. We found no meaningful differences between solutions when stopping criteria were set by these strategies under the Cauchy argument.

### 3.3 Theory

With the above formulation and a generic algorithm, we present theoretical properties of the Wasserstein median problem. For the well-defined statistic, the first is to show the existence of a solution to the problem (4). Our strategy follows an argument of Bigot and Klein (2018) that showed existence of a Wasserstein barycenter.

**Proposition 1.** The functional $F : P(\mathbb{R}^d) \to \mathbb{R}$ such that $F(\nu) = \mathbb{E}W_2(\nu, \Lambda)$ with respect to some random measure $\Lambda$ on $P_2(\mathbb{R}^d)$ admits a minimizer $\nu^*$. 

The use of a random measure $\Lambda$ on $P_2(\mathbb{R}^d)$ with distribution $P$ is supported by a fact that the space itself is a complete and separable metric space [Villani, 2003], which allows to define the “second degree” Wasserstein space $P_2(P_2(\mathbb{R}^d))$. This perspective motivated investigation of consistency for the Wasserstein barycenter [Le Gouic and Loubes, 2017] as follows. Consider a sequence of measures on $P_2(\mathbb{R}^d)$, all of which admit barycenters. If the sequence converges to some measure, a natural question is whether the sequence of corresponding barycenters also converges to that of a limiting measure, an answer of which turned out to be positive. Our claim that this phenomenon is also observed for the case of the Wasserstein median as follows.
Proposition 2. Let \( \{\Lambda_j\} \) be a sequence of probability measures on \( \mathcal{P}_2(\mathbb{R}^d) \) that admits a corresponding set of Wasserstein medians \( \{\nu_j\} \) for all \( j \in \mathbb{N} \). Suppose \( W_2(\Lambda_j, \Lambda) \to 0 \) for some \( \Lambda \in \mathcal{P}_2(\mathcal{P}_2(\mathbb{R}^d)) \) as \( j \to \infty \). Then the sequence \( \{\nu_j\} \) has a limit point \( \nu \), which is a Wasserstein median of \( \Lambda \).

Consistency of a Wasserstein median implies immediate corollaries which we delineate in an informal manner. First, assume that \( \Lambda \) admits a unique median and \( E W_2(\nu, \Lambda_n) < \infty \) for all \( n \).

If a sequence of measures \( \{\Lambda_j\} \) that converges to \( \Lambda \), the sequence of Wasserstein medians \( \{\nu_j\} \) also converges to the unique median of \( \Lambda \). This further implies that any convergent algorithm in the sense of Cauchy can successfully estimate the Wasserstein median if uniqueness conditions are ensured. Another implication is the law of large numbers for the Wasserstein median. Consider \( \Lambda_j \) as an empirical version of \( \Lambda \) of increasing cardinality. Proposition 2.2.6 of Panaretos and Zemel (2020) claims that \( \Lambda_n \) converges to \( \Lambda \) almost surely under the 2-Wasserstein metric if and only if \( \Lambda \in \mathcal{P}_2(\mathcal{P}_2(\mathbb{R}^d)) \). Application of Proposition 2 on top of almost sure convergence of \( \Lambda_j \to \Lambda \) gives a rise to the law of large numbers in a weak sense.

An advantage of the Wasserstein median over the barycenter is robustness to outliers, which is an overarching property for a class of medians defined across different sample spaces. A popular measure of robustness for centroid estimators is the breakdown point (Hampel; 1971). The breakdown point measures the proportion of largely deviated observations within the data that an estimator can handle without yielding an incorrect result; the higher the breakdown point, the more robust the estimator (Rousseeuw and Leroy; 1987). Let \( T \) be a centroid estimator and \( X = \{x_1, \ldots, x_n\} \) a random sample in some metric space \((M, d)\). The breakdown point is defined as

\[
\epsilon^*(T, X) = \frac{1}{n} \min \left\{ k \in \{1, \ldots, n\} : \sup_{Y_{n,k}} d(T(X), T(Y_{n,k})) = \infty \right\},
\]

where \( Y_{n,k} \) is the empirical distribution of a replacement sample with at least \( n - k \) points from the original sample \( X \). That is, \( Y_{n,k} \) contains at least \( n - k \) observations drawn without replacement from \( X \) and the rest consists of arbitrary points from \( M \). The finite-sample breakdown point for an unbounded Riemannian manifold was examined in Fletcher et al. (2009). This result allows direct extension to the 2-Wasserstein space, which we introduce for completeness.

Theorem 3 (Theorem 2 of Fletcher et al. (2009)). Let \( X = \{\mu_1, \ldots, \mu_N\} \) be a collection of probability measures with finite second moments that is contained in a convex subset \( \mathcal{U} \) of \( \mathcal{P}_2(\mathbb{R}^d) \) with \( \text{diam}(\mathcal{U}) = \infty \). Then the Wasserstein median \( T_{\text{med}} \) has a breakdown point \( \epsilon^*(T_{\text{med}}, X) = \lfloor (N+1)/2 \rfloor / N \).

Now, we turn our attention to the proposed algorithm for the Wasserstein median. For an iterative algorithm, it is of utmost importance to show convergence of the prescribed procedure to a set of minima by arguing that the updating procedure induces a decreasing sequence in \( \mathcal{P}_2(\mathbb{R}^d) \).
with respect to the functional. The following theorem establishes convergence of the proposed algorithm to a set of local minima.

**Theorem 4.** Let \( \{\mu_n\}_{n=1}^N \subset \mathcal{P}_2(\mathbb{R}^d) \) be a collection of probability measures that are absolutely continuous with respect to the Lebesgue measure and weights \((\pi_1, \ldots, \pi_N) \in \Delta_0^N\). Define an updating function \( U : \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathcal{P}_2(\mathbb{R}^d) \), which is obtained by minimizing \( G_t(\nu) \) as in Equation (6). For an initial measure \( \nu^{(0)} \in \mathcal{P}_2(\mathbb{R}^d) \) such that \( F(\nu^{(0)}) < \infty \), the sequence \( \{\nu^{(t)}\} \) for \( t \in \mathbb{N} \) induced by the Algorithm 1 converges to a stationary point in a set \( S = \{\nu \in \mathcal{P}_2(\mathbb{R}^d) \mid F(U(\nu)) = F(\nu)\} \).

The last theoretical contribution is on the uniqueness of an attained Wasserstein median. We previously presented the existence and consistency of the Wasserstein median with respect to a population version of its formulation; however, we did not establish uniqueness due to the unfavorable topological properties of the Wasserstein space. Yet, determining this theoretical property in a more realistic setting, where a collection of objects has finite cardinality, is of great interest. We introduce a consequence of Theorem 4 that guarantees the uniqueness of the solution under mild conditions.

**Proposition 5.** Let \( \{\mu_n\}_{n=1}^N \subset \mathcal{P}_2(\mathbb{R}^d) \) be a finite collection of probability measures that admits a unique Wasserstein barycenter, i.e., the functional \( \sum_{n=1}^N W_2^{2}(\mu_n, \nu) \) has a unique minimizer. Then, the Wasserstein median attained by Algorithm 1 is unique.

We close this section with a remark: the uniqueness of the Wasserstein barycenter, as established by Agueh and Carlier (2011); Le Gouic and Loubes (2017), is guaranteed provided that at least one of the \( \mu_n \) measures vanishes on small sets. This naturally follows from Theorem 4 as any absolutely continuous probability measure, by definition, vanishes on sets of Lebesgue measure zero.

### 4 Special Cases

The proposed framework of Wasserstein median applies to a general class of probability measures in \( \mathcal{P}_2(\mathbb{R}^d) \). In this section, we consider two specific classes of one-dimensional distributions and Gaussian measures. These have their own favorable properties in common over arbitrary elements of \( \mathcal{P}_2(\mathbb{R}^d) \) that have made them as appealing objects with which to work.

#### 4.1 One-dimensional Distributions

The first special case is \( d = 1 \). Let \( \mu_1 \) and \( \mu_2 \) be two probability measures on \( \mathbb{R} \) with cumulative distribution functions \( F_1 \) and \( F_2 \). The 2-Wasserstein distance between two measures is defined as

\[
W_2(\mu_1, \mu_2) = \left( \int_0^1 |F_1^{-1}(x) - F_2^{-1}(x)|^2 \, dx \right)^{1/2} = \|F_1^{-1} - F_2^{-1}\|_{L_2(0,1)} = \|Q_1 - Q_2\|_{L_2(0,1)},
\]
where the \( Q_i \)'s are quantile or inverse cumulative distribution functions, i.e., \( Q_i(z) = \inf\{x \in \mathbb{R} : F_i(x) \geq z\} \). Given a collection of one-dimensional probability measures \( \{\mu_n\}_{n=1}^N \) with quantile functions \( \{Q_n\}_{n=1}^N \), the Wasserstein median problem is translated into finding a Fréchet median in the function space \( L_2(0,1) \) as follows, by omitting the subscript for notational simplicity throughout this section,

\[
Q^* = \arg\min_Q \sum_{n=1}^N \pi_n \|Q - Q_n\|.
\]

Since any Borel probability measure on \( \mathbb{R} \) can be uniquely determined by its cumulative distribution function, the minimizer \( Q^* \) fully characterizes the Wasserstein median \( \nu^* \) of the given probability measures. Indeed, it is a well-known fact that \( \mathcal{P}_2(\mathbb{R}^d) \) has non-negative curvature in the sense of Alexandrov while \( d = 1 \) endows the space with zero curvature.

In the IRLS formulation, updates are obtained by a sequence of minimization problems. At iteration \( t \), the optimization problem is written as

\[
\min_Q G_t(Q) = \min_Q \sum_{n=1}^N \tilde{w}_n^{(t)} \|Q - Q_n\|^2,
\]

where \( w_n^{(t)} = \pi_n/\|Q^{(t)} - Q_n\| \) and \( \tilde{w}_n^{(t)} = w_n^{(t)}/\sum_{n=1}^N w_n^{(t)} \). The solution of (8) is explicitly expressed as a weighted sum of \( Q_n \)'s,

\[
Q^{(t+1)} = \arg\min_Q G_t(Q) = \sum_{n=1}^N \tilde{w}_n^{(t)} Q_n,
\]

which can be easily shown by solving for the Gateaux derivative of \( G_t(Q) \). This accounts for updating the coefficients only without actually computing the quantity of interest at every iteration.

We note that the Wasserstein median problem for one-dimensional probability measures admits a unique minimizer if the quantile functions \( Q_1, \ldots, Q_N \) are not collinear (Vardi and Zhang; 2000; Minsker; 2015).

### 4.2 Gaussian Distributions

Another case of special interest is the space of non-degenerate Gaussian measures \( \mathcal{N}_2(\mathbb{R}^d) \), which is a strict subset of \( \mathcal{P}_2(\mathbb{R}^d) \). Given two multivariate Gaussian measures \( \mu_1 = N(\mathbf{m}_1, \Sigma_1) \) and \( \mu_2 = N(\mathbf{m}_2, \Sigma_2) \), the 2-Wasserstein distance is defined by

\[
W_2(\mu_1, \mu_2) = \left\{ \|\mathbf{m}_1 - \mathbf{m}_2\|^2 + \text{Tr} \left( \Sigma_1 + \Sigma_2 - 2(\Sigma_1 \Sigma_2)^{1/2} \right) \right\}^{1/2},
\]

which has appeared in several studies (Dowson and Landau; 1982; Olkin and Pukelsheim; 1982; Givens and Shortt; 1984; Knott and Smith; 1984; McCann; 1997) showed that the space of Gaussian measures is a totally geodesic submanifold of \( \mathcal{P}_2(\mathbb{R}^d) \). Based on the observation of \( \mathcal{N}_2(\mathbb{R}^d) \)
as a submanifold, a Riemannian metric was proposed whose induced geodesic distance coincides with the 2-Wasserstein distance (Takatsu 2011) and corresponding geometric operations were subsequently studied (Malagò et al. 2018). A Gaussian measure $N(m, \Sigma)$ is parametrized by two finite-dimensional parameters, a mean vector $m$ and a covariance matrix $\Sigma$. It is straightforward to see that $N_0^2(\mathbb{R}^d)$ is a product metric space of the Euclidean space $\mathbb{R}^d$ with trivial geometry and the space of centered Gaussian measures $N_0^d$ endowed with a Riemannian metric. Hence, we limit our treatment of Gaussian distributions to $N_0^d$ and interchangeably denote a centered Gaussian measure $N(0, \Sigma)$ as $N(\Sigma)$.

Let $\mu_n = N(\Sigma_n)$ for $n = 1, \ldots, N$ be a collection of non-degenerate centered Gaussian measures on $\mathbb{R}^d$. The Wasserstein median $\nu^* = N(\Sigma^*)$ is a minimizer of the equivalent functional

$$F(\Sigma) = \sum_{n=1}^{N} \pi_n W_2^2(\Sigma, \Sigma_n) = \sum_{n=1}^{N} \pi_n \left\{ \text{Tr} \left( \Sigma + \Sigma_n - 2(\Sigma \Sigma_n)^{1/2} \right) \right\}^{1/2}, \tag{9}$$

for a distance function $W_2^2$ restricted on $N_0^d \times N_0^d$,

$$W_2^2(\Sigma_1, \Sigma_2) := W_2^2(N(0, \Sigma_1), N(0, \Sigma_2)) = \text{Tr}(\Sigma_1 + \Sigma_2 - 2(\Sigma_1 \Sigma_2)^{1/2}).$$

At iteration $t$, a subproblem from the iterative IRLS formulation of minimizing (9) is written as

$$\min_{\Sigma} G_t(\Sigma) = \min_{\Sigma} \sum_{n=1}^{N} \tilde{w}^{(t)}_n W_2^2(\Sigma, \Sigma_n), \tag{10}$$

for $w^{(t)}_n = \pi_n / W_2^2(\Sigma^{(t)}, \Sigma_n)$ and $\tilde{w}^{(t)}_n = w^{(t)}_n / \sum_{n=1}^{N} w^{(t)}_n$. We notice that the subproblem (10) corresponds to computing the Wasserstein barycenter on $N_0^d$. Here, we introduce two variants of fixed-point approaches to solve the problem. In order to minimize confusion induced by notation, we consider the following Wasserstein barycenter problem,

$$\min_{S \in N_0^d} \sum_{n=1}^{N} \lambda_n W_2^2(S, \Sigma_n),$$

for $(\lambda_1, \ldots, \lambda_N) \in \Delta_N^d$ and use the subscript $S^{(k)}$ to denote iterations in the barycenter problem. Given an appropriate non-singular starting point $S^{(0)} \in N_0^d$, the first algorithm by Rüschendorf and Uckelmann (2002) updates an iterate by

$$S^{(k+1)} = \sum_{n=1}^{N} \lambda_n \left( S^{1/2}(k) \Sigma_n S^{1/2}(k) \right)^{1/2}, \tag{11}$$

where $S^{1/2}$ is positive square root of a symmetric, positive-definite matrix. Another iterative algorithm was proposed by Álvarez-Esteban et al. (2016) where a single-step update is performed via

$$S^{(k+1)} = S^{(k)}^{1/2} \left( \sum_{n=1}^{N} \lambda_n \left( S^{1/2}(k) \Sigma_n S^{1/2}(k) \right)^{1/2} \right)^2 S^{(k)}^{-1/2}. \tag{12}$$
While the latter update rule of (12) seems more complicated and incurs larger computational costs than (11), it was shown that a limit point of the iteration is a consistent estimator of the true barycenter (Álvarez-Esteban et al. 2016, Theorem 4.2). A computational routine for Wasserstein median of centered Gaussian measures under the IRLS formulation is summarized in Algorithm 2.

**Algorithm 2** Wasserstein median of centered Gaussian measures.

**Input:** a collection of full-rank covariance matrices \( \{\Sigma_n\}_{n=1}^N \), weights \((\pi_1, \ldots, \pi_N) \in \Delta_0^N \).

**Output:** \( \Sigma^* = \arg\min_{\Sigma \in \Delta_0^d} \sum_{n=1}^N \pi_n W_2(\Sigma, \Sigma_n) \).

Initialize \( \Sigma^{(0)} \).

repeat

\[
    w_n^{(t)} = \pi_n / W_2(\Sigma^{(t)}, \Sigma_n).
    \]

\[
    \tilde{w}_n^{(t)} = w_n^{(t)} / \sum_{n=1}^N w_n^{(t)}.
    \]

Set \( S^{(0)} = \Sigma^{(t)} \).

repeat

Update an iterate \( S^{(k)} \) by

\[
    S^{(k+1)} = \begin{cases} 
        \sum_{n=1}^N \tilde{w}_n^{(t)} \left( S^{1/2} \Sigma_n S^{1/2} \right)^{1/2}, & \text{or} \\
        S^{(k)}^{-1/2} \left( \sum_{n=1}^N \tilde{w}_n^{(t)} \left( S^{1/2} \Sigma_n S^{1/2} \right)^{1/2} \right)^2 S^{(k)}^{-1/2} 
    \end{cases}
\]

until convergence and denote the limit point as \( S^{(\ast)} \).

Update \( \Sigma^{(t+1)} = S^{(\ast)} \).

if \( \Sigma^{(t+1)} \) is equal to one of \( \Sigma_n \)'s then

return \( \Sigma^{(t+1)} \) and stop.

end if

until convergence.

5 Examples

In this section, we demonstrate the effectiveness of the Wasserstein median as a robust measure of central tendency using simulated and real data examples. For the simulation study, a comparison is made between the Wasserstein median and the barycenter when the finite random sample contains outliers. We extend the comparison to three real-data examples for parameter estimation, classification, and cluster analysis on different types of measure-valued data.
5.1 Simulated Example

This example aims at comparing how the Wasserstein barycenter and median estimates behave differently in the presence of outliers with a set of univariate distributions. We consider the Gamma distribution as the model probability measure to which our comparison is applied. In the rest of this experiment, we will denote the Gamma distribution as Gamma($k$, $\theta$) where $k$ and $\theta$ are shape and scale parameters. We take two distributions, Gamma(1,1) and Gamma(7.5, 0.75), as sources of signal (type 1) and contamination (type 2), respectively. As shown in Figure 2, the two distributions were selected to be largely disparate. To describe, Gamma(1,1) has a monotonically decreasing density function with its mass concentrated near zero while Gamma(7.5, 0.75) has a mound-shaped density.

Our experiment procedure is as follows. It starts by generating perturbed versions of a distribution by drawing a random sample of varying size $n$ from each distribution, from which an empirical cumulative distribution function (CDF) is computed. This procedure is repeated $(100 - k)$ times for Gamma(1,1) and $k$ times for Gamma(7.5, 0.75), leading to a collection of 100 empirical distributions. We set the number of sampling from type 2 measure as $k \in [1, 25]$. Since we consider $k$ empirical distributions as contamination out of a total of 100 distributions, we will denote the degree of contamination as $k\%$. When estimates of the Wasserstein barycenter and median are computed from the collection of 100 empirical CDFs are obtained, the discrepancy between an estimate and the signal - Gamma(1,1) distribution - is measured by the 2-Wasserstein distance. This procedure elaborates how much of an error is induced for a centroid estimator in the presence of outliers.

We performed the experiment with varying sizes of random sample for $n = 10, 50, 100, \text{and} 500$ with results summarized in Figure 3. A universal pattern was observed across different sample sizes.
Figure 3: Performance comparison for the univariate distribution example. Average error of 50 runs is measured between the signal distribution and two centroid estimates, the Wasserstein barycenter (in purple) and the Wasserstein median (in blue), across varying degrees of contamination using the 2-Wasserstein distance. The size of each random sample to reconstruct an empirical distribution is (a) 10, (b) 50, (c) 100, and (d) 500.

The discrepancy between the barycenter and the signal distribution is magnified as the degree of contamination increases. In contrast, the added contamination does not seem to much affect the Wasserstein median, which shows little deviation from the signal measure.

Comparative advantage of the Wasserstein median as a robust centroid is also verified in Figure 4 where the estimated barycenter and median empirical distributions are visualized across different levels of contamination. When $k$ is small, the two estimates do not much deviate from the cumulative distribution function of the signal as shown in Figure 2. As $k$ gets larger, however, the attained barycenter shows a large magnitude of deviation while the estimated median remains sufficiently close to the cumulative distribution function of the signal. This re-assures the robustness property of the Wasserstein median against the barycenter in the presence of contamination.

This example and its implication can be understood from a different point of view as well. As noted before, the 2-Wasserstein distance on $\mathcal{P}_2(\mathbb{R}^1)$ is defined as the standard $L_2$ norm between quantile functions of cumulative distribution function. That is, it endows the Hilbertian structure onto the space of probability measures via bijective transformation of probability measures into quantile functions. It was shown that the median in the function spaces is also a robust alternative to the mean (Minsker 2015). Hence, the Wasserstein median on $\mathcal{P}_2(\mathbb{R}^1)$ corresponds to a probability measure, the inverse of which is again a median of a collection of quantile functions.
Figure 4: Visualization of the Wasserstein barycenter (in purple) and median (in blue) from a collection of 100 empirical distributions. Each empirical distribution is constructed from a corresponding random sample of size 500. The degrees of contamination are (a) 1%, (b) 5%, (c) 10%, and (d) 25%.

5.2 Real Example 1: Newcomb’s Speed of Light

The first real data example involves Newcomb’s measurements of the speed of light (Newcomb 1891). The data are composed of 66 scalar-valued measurements collected on different days recorded in millionths of a second. In a version of the dataset where the true speed of light is scaled to 33, out of 66 observations, two measurements are negative: −2 and −44. Putting the possibility of time travel aside, it is reasonable to attribute this phenomenon to measurement errors and view these observations as outliers.

The main goal of our experiment is to represent uncertainty of the measurements using the Gaussian distribution. Our strategy is as follows. First, the dataset is randomly divided into 6 independent subsets, each consisting of 11 observations, ensuring equal cardinality. For each subset, we model the data with a Gaussian distribution, computing the maximum likelihood estimates for location and scale parameters. This procedure creates a collection of 6 Gaussian distributions that are independently fitted for all subsets, based on which we compare the Wasserstein median and the Wasserstein barycenter. From a functional analysis point of view on the space of probability density functions, the mean and median densities are also computed under the standard $L_2$ space structure.

Figure 5 presents the aforementioned estimates along with the histogram and kernel density estimate of the data. We note that using a single Gaussian distribution to describe the data and its uncertainty yields the poorest performance among the methods compared. It is reasonable to expect that the presence of outliers significantly affects the descriptive quality. When we take a look at the divide and conquer approach of multiple subset estimates, it is clear that the Wasserstein median outperforms the barycenter in terms of the final aggregated estimate. The distribution obtained as the Wasserstein median more closely estimates the true speed of light’s value. It also
Figure 5: Speed of light measurements example. The left column shows (a) histogram and kernel density estimate of the data and (d) an estimated Gaussian model from the entire data. The center column shows (b) mean and (e) median of subset estimates in $L_2$ sense. The right column presents (c) barycenter and (f) Wasserstein median of subset estimates. Black lines represent the estimated densities while the vertical dashed line in red is the true speed of light. For (b)-(f), gray lines are density functions of 6 subset estimates. 

exhibits a smaller degree of dispersion than the Wasserstein barycenter, a phenomenon observed in previous examples, indicating a more compact support for the final measure. Unlike the Wasserstein geometry, the mean and median densities under the standard $L_2$ space structure show little difference with higher concentration of measure that the Wasserstein estimates. Notably, the $L_2$ median estimate is almost identical to the Wasserstein median. In other words, the Wasserstein median can be a compelling alternative to the $L_2$ median in the space of univariate probability measures. We make a remark that this observation is not surprising in the case of $\mathcal{P}(\mathbb{R}^1)$. As noted in our simulated example, the Wasserstein geometry of $\mathcal{P}(\mathbb{R}^1)$ accounts for the Hilbert space structure on the space of quantile functions. Due to the bijection between a measure’s density and its distribution functions, the two geometries may induce a dual structure, a property not generally known for higher dimensions, e.g., $\mathcal{P}(\mathbb{R}^d)$ for $d \geq 2$. 
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5.3 Real Example 2 : MNIST Digits

The second example is the MNIST handwritten digits, which is a popular dataset in computer vision and image processing [LeCun et al., 1998]. The dataset contains grayscale images of handwritten numeric digits from 0 to 9, where each image is represented by a $28 \times 28$ matrix and each entry takes a value in $[0, 1]$. We applied $L_1$ normalization to each image to ensure that the sum of all pixel values equals 1. Each grayscale image can be viewed as masses distributed along a 2-dimensional regular grid. Hence, a collection of all pixels’ locations and intensity values constitutes a discrete probability measure on $\mathbb{R}^2$ as visualized in Figure 6. For each digit, all images were centered and rotated to minimize morphological variations.

![Figure 6: Characterization of a grayscale image as a discrete measure. For an image (left), its regular grid structure encodes location information of each pixel (center). A center point of each pixel represents its location in $\mathbb{R}^2$ when convolved with dirac functions. Pixel intensities (right) play a role of weights for point masses to define a discrete measure.](image)

Our aim with the MNIST dataset is twofold: visual demonstration of different centroids and classification of new samples based on the estimated centroids. First, we compare different centroids to argue visually that the Wasserstein median possesses appealing characteristics. For each digit, we randomly selected 50 images and computed the centroids, including the Wasserstein barycenter, Wasserstein mean, arithmetic mean, and geometric median. The last two consider images as matrices abiding by the standard Euclidean geometry, and hence we will denote them as Euclidean mean and Euclidean median, respectively. Estimates of the 4 centroids for each digit are presented in Figure 7. Under Euclidean geometry, two centroids fail to capture the overall shape of each digit, whereas the Wasserstein centroids reveal clear morphological features, producing readily recognizable shapes. This discrepancy arises naturally because the Euclidean mean captures the pixel-wise average of intensity values, and the Euclidean median offers a robust alternative at the pixel level. It is noteworthy that although the Wasserstein centroids surpass their Euclidean counterparts, the Wasserstein median more clearly reveals the morphological characteristics of each digit than the barycenter does. In our grayscale image experiment, the Wasserstein median induces sparse support with more contrastive intensities, bringing higher contrast within an image.
Table 1: MNIST classification results using a nearest centroid classifier for a balanced test set of 1000 images across 10 digit classes. All centroids were estimated from 50 images per digit.

| Centroids          | Performance Metrics |
|--------------------|---------------------|
|                    | Accuracy | Precision | Recall | F1-Score |
| Euclidean mean     | 0.583     | 0.612     | 0.583  | 0.597    |
| Euclidean median   | 0.561     | 0.575     | 0.561  | 0.567    |
| Wasserstein barycenter | 0.692     | 0.698     | 0.692  | 0.695    |
| Wasserstein median | 0.735     | 0.746     | 0.735  | 0.740    |

and better perceptibility for each shape. One explanation to this phenomenon is the robustness of the Wasserstein median against outliers, hence it is more suitable to discover skeletal structure of each digit that functions as basis of our perception.

Figure 7: Visualization of various centroids from the MNIST example. Each row represents the Euclidean mean (row 1), the Euclidean median (row 2), the Wasserstein barycenter (3rd row), and the Wasserstein median (4th row) of 50 images per digit.

Next, we performed classification of new samples using a nearest centroid classifier [Manning et al., 2008], which assigns each observation to the label of a centroid that attains the minimum distance. After excluding images used for training centroids, we randomly sampled 100 images per digit in that our testing dataset consists a total of 1000 images without class imbalance. Since the Euclidean distance does not respect intrinsic geometry of digits as revealed in our previous demonstration, we used the 2-Wasserstein distance upon which an assignment mechanism is based. Performance of our classification experiment was measured by popular metrics such as accuracy, precision, recall, and F1 score.

According to Table 1 that summarizes performance metrics, we observe the similar pattern as before that the Wasserstein centroids are superior to the Euclidean counterparts. Again, it is highlighted that the Wasserstein median significantly outperforms the barycenter in a nearest
centroid classifier across all metrics. Specifically, the Wasserstein median has higher precision and recall, which is ideal in a sense that it accurately identified the majority of actual positives with minimal false positives. This observation again highlights an advantage of the Wasserstein median to capture foundational structure of each digit, providing higher degree of generalizability and predictability for perturbed images.

5.4 Real Example 3: Cluster Analysis of Population Pyramids

A population pyramid, also known as age-sex pyramid, is an informative representation of the distribution of a population by age groups and sex (Preston et al., 2009). The literature often considers trichotomous categorization of population pyramids according to the shapes of their distributions: expansive, constrictive, and stationary.

An expansive pyramid represents an abundance of the younger population and narrows with increasing age, often indicative of a high birth rate and short life expectancy. A constrictive pyramid features a narrow base for younger ages and a larger mass at higher ages. It is often understood as an indication of high-quality healthcare, few adverse environmental factors, and a low birth rate. The last category, stationary, is where almost all age groups occupy nearly constant percentages.

![Population Pyramids](image)

Figure 8: Exemplar population pyramids according to the trichotomous categorizations of expansive (left; Nigeria), constrictive (middle; Japan), and stationary (right; Sweden) classes. Population pyramids are visualized by percentage of each age group rather than the population counts to focus on compositional feature.

Our goal is to validate the aforementioned hypothesis on categorization of population pyramids with cluster analysis. For the real data analysis, we downloaded the International Database (IDB) maintained by the U.S. Census from its website[^1]. The IDB dataset compiles demographic measures at the national and subnational levels, including estimation of population sizes since the 1960s. We extracted a temporal snapshot of national-level population counts in the year of 2022, which is

[^1]: [https://www.census.gov/programs-surveys/international-programs/about/idb.html](https://www.census.gov/programs-surveys/international-programs/about/idb.html)
the most recent year with complete data availability according to the data description. From the real data, we visualized population pyramids of some of the most typical countries for the three categories - Nigeria (expansive), Japan (constrictive), and Sweden (stationary), as shown in Figure 8 where the difference between constrictive and stationary shapes is not as prominent as with the expansive type.

For data-driven discovery of representative population pyramid types, we applied the $k$-partitional clustering algorithm (Sammut and Webb 2011), which decomposes a dataset into disjoint clusters for some fixed $k$ that accounts for the number of clusters.

If an observation is assigned to a class based on its proximity to the centroid of its corresponding cluster, the $k$-partitional clustering can be considered a meta-algorithm that includes $k$-means (MacQueen 1967), $k$-medoids (Kaufman and Rousseeuw 1990), among others, as its special cases. We compared the effectiveness of different centroids, including the mean and median, under both Euclidean and Wasserstein geometries, within the partitional cluster analysis framework. The number of clusters $k$ was set to vary from 2 to 10 in order to examine varying community structures at different scales. Once clustering is complete, we measured validity of the attained partition structure using the silhouette score (Rousseeuw 1987), which measures the relative expression of cohesive patterns to the degree of separation induced by a partition. We note that a silhouette score is computed for each observation, hence we used the average of all silhouette values to determine overall quality of a partition.

![Figure 9: Average silhouette scores for cluster labels obtained by the $k$-partitional clustering algorithm with the varying numbers of clusters $k = 2$ to 10 and 4 different types of centroids considered.](image)

We summarized performance of the partitional clustering algorithm in Figure 9, examining various $k$ values and types of centroids.

For all centroid types, $k = 2$ exhibited the highest average silhouette score, signifying superior clustering quality. This implies that two distinct categories of population pyramids were discovered in a data-driven manner. This alignment underscores the question regarding the distinguishabil-
ity between constrictive and stationary pyramid types. Although heterogeneous social dynamics may define the qualitative boundaries between them, differentiating the two quantitatively is less straightforward. This reasoning is also consistent with visual inspection on the results of cluster analysis.

Figure 10 shows five countries closest to the centroid of the Wasserstein median for the two classes obtained. Countries in class 1, including Laos, Vanuatu, Guatemala, Jordan, and the Solomon Islands, display the stereotypical shape associated with the expansive pyramid type. Conversely, the second group comprises countries with pyramids that are a mixture of constrictive and stationary types, or somewhere in between.

![Figure 10: Population pyramids of 5 countries that are nearest to the Wasserstein median centroid from the $k$-partitional clustering algorithm with $k = 2$. The two rows correspond to countries in cluster 1 (top) and cluster 2 (bottom), respectively representing the expansive type and a mixture of constrictive and stationary types.](image)

6 Conclusion

We proposed the Wasserstein median as a generalization of the geometric median from Euclidean space to the space of probability measures, utilizing the Wasserstein distance of order 2. We presented theoretical results on the existence, consistency, and robustness of the Wasserstein median. A generic algorithm was also proposed that provides a theoretical guarantee of convergence and brings about the uniqueness of the attained median. This algorithm circumvents the repeated es-
timation of optimal transport maps, a task that is computationally intensive in realistic scenarios. Moreover, our computational pipeline is readily adaptable to any context where a routine for computing the Wasserstein barycenter exists. Through a series of experiments across various domains where optimal transport (OT) tools have been applied, we provided strong empirical evidence supporting the robustness of the Wasserstein median compared to the Wasserstein barycenter, especially in the presence of outliers. We believe our framework not only addresses a fundamental gap in learning with probability measures within the OT framework but also establishes a foundation for its application across a wide range of problems.

In concluding this paper, we outline a brief agenda for future research. A primary focus should be on determining the conditions under which the population version of the Wasserstein median is unique. Our current analysis, limited to finite sample cases, draws from the uniqueness of the Wasserstein barycenter. A critical avenue for exploration involves alterantives to the convexity at the minima, given the Wasserstein space’s lack of local compactness. Further investigation into other robustness measures and their manifestation in the Wasserstein median is crucial, as theoretical advancements in this area could significantly bolster its utility. Additionally, exploring the generalization of the base space presents an exciting direction. Our discussion has been confined to Euclidean spaces with absolutely continuous input measures. However, ongoing efforts in the OT literature to extend foundational theories to more general settings, such as locally compact geodesic spaces or nonnegative or nonpositive curved spaces, are noteworthy. Given the frequent necessity to handle data with complex structures in modern statistics, it is imperative to address scenarios where the assumptions of well-established theories are not met. Investigating the asymptotic behavior of the estimator, including convergence rates, is also of interest. Finally, we aim to develop an enhanced computational framework for the Wasserstein median. Our current method, which iteratively utilizes algorithms designed for estimating Wasserstein barycenters, cannot avoid increased computational complexity. A potential solution may lie in a stochastic algorithm tailored to directly address the problem. Developing efficient computational strategies will undoubtedly contribute to the wider adoption of the proposed method.

Appendices

A. Proof of Theoretical Results

Proposition 1

Proof. If the functional $F(\nu) = \mathbb{E}W_2(\nu, \Lambda)$ is identically infinite, the statement is valid for any choice of measure in $\mathcal{P}_2(\mathbb{R}^d)$. If not, take a minimizing sequence $\{\nu_j\} \subset \mathcal{P}_2(\mathbb{R}^d)$ and denote an upper bound of the functional with respect to the sequence as $C = \sup_j F(\nu_j) < \infty$. Assume $\nu_0$ be
a fixed reference measure. By the triangle inequality, for a Dirac measure $\delta_0$ in $\mathcal{P}_2(\mathbb{R}^d)$, we have

$$\mathbb{E}W_2(\delta_0, \Lambda) \leq \mathbb{E}W_2(\delta_0, \nu_0) + \mathbb{E}W_2(\nu_0, \Lambda)$$

$$= W_2(\delta_0, \nu_0) + \mathbb{E}W_2(\nu_0, \Lambda)$$

$$\leq W_2(\delta_0, \nu_0) + C.$$ 

Therefore, the following holds for all $j$,

$$\mathbb{E}W_2(\nu_j, \delta_0) \leq \mathbb{E}W_2(\nu_j, \Lambda) + \mathbb{E}W_2(\Lambda, \delta_0)$$

$$\leq C + W_2(\delta_0, \nu_0)$$

$$= 2C + \left[ \int_{\mathbb{R}^d} \|x\|^2 d\nu_0(x) \right]^{1/2} < \infty,$$

and denote $\sup_j \mathbb{E}W_2(\nu_j, \delta_0) = M < \infty$. For some $R > 0$, the Chebyshev’s inequality states that

$$\nu_j \left( \left\{ x \in \mathbb{R}^d \mid \|x\| \geq R \right\} \right) \leq \frac{1}{R^2} \int_{\{x: \|x\| \geq R\}} \|x\|^2 d\nu(x) \leq \left( \frac{M}{R} \right)^2.$$

Take a sufficiently large $R$ such that $R > M^2/\sqrt{\epsilon}$ for a small $\epsilon > 0$. Then, for a closed and bounded ball $B_R = \{ x \in \mathbb{R}^d \mid \|x\| \leq R \}$, we have

$$\nu_j(B_R) = 1 - \nu_j(B_R^c) > 1 - \epsilon \quad \text{for all } j,$$

which completes to show that sequence of measures $\{\nu_j\}$ is tight by the Heine-Borel theorem.

Since the sequence is tight, there exists a subsequence $\{\nu_{j_k}\}$ that converges weakly to some $\nu^* \in \mathcal{P}_2(\mathbb{R}^d)$, which is characterized as a minimizer of the function since

$$F(\nu^*) = \mathbb{E}W_2(\nu^*, \Lambda) \leq \mathbb{E} \liminf_{j_k \to \infty} W_2(\nu_{j_k}, \Lambda) \leq \liminf_{j_k \to \infty} \mathbb{E}W_2(\nu_{j_k}, \Lambda) = \inf \nu \in \mathcal{P}_2(\mathbb{R}^d),$$

where the first and second inequalities are by Fatou’s lemma and lower semicontinuity of the Wasserstein distance. This completes the proof. $\square$

**Proposition 2**

**Proof.** We rephrase the three-step strategy as in Le Gouic and Loubes (2017). The first step is to show that a sequence of Wasserstein medians $\{\nu_j\}$ is tight, which already appeared in the proof of Proposition 1. Therefore, we can take a subsequence $\{\nu_{j_k}\} \subset \{\nu_j\}$ that converges to some $\nu$.

Next, we show that the accumulation point $\nu$ is also a Wasserstein median. Take some $\xi \in \mathcal{P}_2(\mathbb{R}^d)$ and a random measure $\mu \sim \Lambda$. Note that we employ a slightly different notation in what follows and this is for the purpose of distinguishing the first and the second degree Wasserstein
spaces. Our goal is to show that $\mathbb{E} W_2(\xi, \mu) \geq \mathbb{E} W_2(\nu, \mu)$ for any choice of $\xi$ by similar arguments as before.

$$
\mathbb{E} W_2(\xi, \mu) = W_2(\delta_\xi, \Lambda) \\
= \lim_{j_k \to \infty} W_2(\delta_\xi, \Lambda_{j_k}) \\
= \lim_{j_k \to \infty} \mathbb{E} W_2(\xi, \mu_{j_k}) \text{ for } \mu_{j_k} \sim \Lambda_{j_k} \\
\geq \lim_{j_k \to \infty} \mathbb{E} W_2(\nu_{j_k}, \mu_{j_k}) \\
\geq \mathbb{E} \liminf_{j_k \to \infty} W_2(\nu_{j_k}, \mu_{j_k}) \text{ by Fatou's lemma} \\
\geq \mathbb{E} W_2(\nu, \mu). \quad (13)
$$

The first inequality (13) holds because every element in $\{\nu_{j_k}\}$ is a Wasserstein median and the last inequality (14) is induced by the fact that Wasserstein distance is lower semicontinuous. Also, convergence of $\Lambda_{j_k} \to \Lambda$ enables to construct $\mu_{j_k} \to \mu$ almost surely by the Skorokhod’s representation theorem (Billingsley, 1999). Hence, we assert that any limit point $\nu$ of $\{\nu_j\}$ is indeed a Wasserstein median.

The last component is to show how $\nu$ is related to a limiting measure $\Lambda$. One implication of (14) is that we have $W_2(\delta_{\nu_{j_k}}, \Lambda_{j_k}) \to W_2(\delta_{\nu}, \Lambda)$ if $\xi = \nu$. By the triangular inequality, we have

$$W_2(\delta_{\nu_{j_k}}, \Lambda) - W_2(\delta_{\nu}, \Lambda) \leq W_2(\delta_{\nu_{j_k}}, \Lambda_{j_k}) + W_2(\Lambda_{j_k}, \Lambda) - W_2(\delta_{\nu}, \Lambda).$$

A repeated use of the previous tricks leads to

$$\liminf_{j_k \to \infty} W_2(\nu_{j_k}, \mu) = W_2(\nu, \mu),$$

which implies $W_2(\nu_{j_k}, \xi) \to W_2(\nu, \xi)$ for any $\xi \in \mathcal{P}_2(\mathbb{R}^d)$ almost surely with respect to $\Lambda$. By the Theorem 2.2.1 of Panaretos and Zemel (2020), this is equivalent to $W_2(\nu_{j_k}, \nu) \to 0$, which completes the proof.

\[\square\]

**Theorem 3**

This is a direct application of Theorem 2 from Fletcher et al. (2004), where the breakdown point $\epsilon^*(T, X)$ for a random sample $X$ on an arbitrary Riemannian manifold was demonstrated. The Wasserstein distance allows us to view $\mathcal{P}_2(\mathbb{R}^d)$ as a Riemannian manifold of non-negative curvature and as a complete metric space. The only component in the proof that utilizes the geometric properties of the underlying space is the triangle inequality, which is guaranteed for the 2-Wasserstein distance; hence, no extra steps are required.
Theorem 4

Proof. We first show that the updating map $U : \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathcal{P}_2(\mathbb{R}^d)$ is a continuous function, which is defined by a suitable minimization problem in the IRLS formulation,

$$U(\nu) = \arg\min_{\nu} \sum_{n=1}^{N} \frac{\pi_n}{W_2(\nu, \mu_n)} W_2^2(\nu, \mu_n).$$

Denote $\nu_1, \nu_2$ be two arbitrarily close measures, i.e., $W_2(\nu_1, \nu_2) < \delta$. By the triangle inequality, we have

$$W_2(\nu_1, \mu_n) \leq W_2(\nu_1, \nu_2) + W_2(\nu_2, \mu_n) < \delta + W_2(\nu_2, \mu_n),$$

$$W_2(\nu_2, \mu_n) \leq W_2(\nu_2, \nu_1) + W_2(\nu_1, \mu_n) < \delta + W_2(\nu_1, \mu_n),$$

so that the inequality $|W_2(\nu_1, \mu_n) - W_2(\nu_2, \mu_n)| < \delta$ holds for all $n = 1, \ldots, N$. Let $a_n = W_2(\nu_1, \mu_n)$ and $b_n = W_2(\nu_2, \mu_n)$. When we consider the following maps

$$U(\nu_1) = \arg\min_{\nu} \sum_{n=1}^{N} \frac{\pi_n}{a_n} W_2^2(\nu, \mu_n), \quad U(\nu_2) = \arg\min_{\nu} \sum_{n=1}^{N} \frac{\pi_n}{b_n} W_2^2(\nu, \mu_n),$$

the last inequality implies that one can control coefficients (or scaled weights) of the two updating maps to be sufficiently close by the following observation

$$\left| \frac{\pi_n}{a_n} - \frac{\pi_n}{b_n} \right| = \frac{\pi_n}{a_n b_n} |a_n - b_n| < \frac{\delta \pi_n}{a_n b_n}.$$

This further implies that the smaller the $\delta$ is, the closer two objective functions in the updating maps are. For any absolutely continuous measure $\mu$, the map $\nu \mapsto W_2^2(\nu, \mu)$ is strictly convex and the solutions of two minimization problems uniquely exist [Bigot and Klein 2018]. Therefore, a sufficiently small $\delta$ can be set to bound the discrepancy between $U(\nu_1)$ and $U(\nu_2)$ by any $\epsilon > 0$ as two continuous, strictly convex functionals converge as $\delta \to 0$.

Next, we show that the updating scheme induces a non-increasing sequence regarding the cost function $F$, which is equivalent to show that the inequality $F(U(\nu)) \leq F(\nu)$ holds. At iteration $t$, the IRLS minimization problem is defined as

$$\min_{\nu} G_t(\nu) = \min_{\nu} \sum_{n=1}^{N} \frac{\pi}{W_2(\nu^{(t)}, \mu_n)} W_2^2(\nu, \mu_n) = \min_{\nu} \sum_{n=1}^{N} \frac{\pi}{W_2(\nu^{(t)}, \mu_n)} d^2(\log_{\nu^{(t)}}(\nu), \log_{\nu^{(t)}}(\mu_n)),$$

where $d : \text{Tan}_{\nu^{(t)}} \times \text{Tan}_{\nu^{(t)}} \rightarrow \mathbb{R}$ is a distance function on the tangent space at $\nu^{(t)}$. An iterate $\nu^{(t+1)}$ is defined a minimizer of $G_t(\nu)$ so that $G_t(\nu^{(t+1)}) \leq G_t(\nu^{(t)})$ and the equality holds if $\nu^{(t)} = \nu^{(t+1)}$ due to the uniqueness of barycenter. Since $\mathcal{P}_2(\mathbb{R}^d)$ has nonnegative sectional curvature and is geodesically convex, we have $W_2(\nu^{(t+1)}, \mu_n) \leq d(\log_{\nu^{(t)}}(\nu^{(t+1)}), \log_{\nu^{(t)}}(\mu_n))$ as a consequence of the
Topogonov’s theorem. This leads to the following relationship,

\[
F(\nu(t)) = \sum_{n=1}^{N} \pi_n W_2(\nu(t), \mu_n)
\]

\[
\geq \sum_{n=1}^{N} \pi_n \frac{\pi_n}{W_2(\nu(t), \mu_n)} W_2^2(\nu(t+1), \mu_n)
\]

\[
= \sum_{n=1}^{N} \frac{(\pi_n W_2(\nu(t+1), \mu_n))^2}{\pi_n W_2(\nu(t), \mu_n)},
\]

which can be simplified as \(\sum_{n=1}^{N} \alpha_n \geq \sum_{n=1}^{N} \beta_n^2/\alpha_n\) for \(\alpha_n = \pi_n W_2(\nu(t), \mu_n)\) and \(\beta_n = \pi_n W_2(\nu(t+1), \mu_n)\).

If we define a univariate function \(h(x) = \sum_{n=1}^{N} \alpha_n - x \beta_n^2 = \sum_{n=1}^{N} \alpha_n(\beta_n/\alpha_n)^x\), the above relationship is paraphrased as \(h(0) \geq h(2)\). Since \(h\) is a convex function as \(d^2h/dx^2 \geq 0\), the following holds

\[
h(1) = h\left(\frac{1}{2} \cdot 0 + \frac{1}{2} \cdot 2\right) \leq \frac{1}{2} h(0) + \frac{1}{2} h(2) \leq h(0),
\]

which proves our claim since

\[
\sum_{n=1}^{N} \pi_n W_2(\nu(t+1), \mu_n) = h(1) \leq h(0) = \sum_{n=1}^{N} \pi_n W_2(\nu(t), \mu_n),
\]

and equality holds if \(W_2(\nu(t), \mu_n) = W_2(\nu(t+1), \mu_n)\) for all \(n\).

Now we prove the main part of the theorem. Let \(\{\nu(t)\}\) be a sequence of updates starting from \(\nu(0)\). Since \(F(\nu(0)) < \infty\) and the IRLS updating rule engenders a non-increasing sequence, we can take a minimizing sequence \(\{\nu(t_k)\}_{k=1}^{\infty}\) that converges to some \(\nu^*\) in the sense that \(\lim_{k \to \infty} F(\nu(t_k)) = F(\nu^*)\), which leads to the following observation that

\[
\lim_{k \to \infty} F(U(\nu(t_k))) = F(U(\nu^*)),
\]

by the continuity of an updating map. Moreover, \(\{F(\nu(t))\}_{t=1}^{\infty}\) is a bounded and non-increasing sequence in \(\mathbb{R}\) so that there exists an accumulation point and it must correspond to that of a convergent subsequence. Therefore, we end up with

\[
F(U(\nu^*)) = \lim_{k \to \infty} F(U(\nu(t_k))) = \lim_{k \to \infty} F(\nu(t_k)) = \lim_{t \to \infty} F(\nu(t)) = F(\nu^*),
\]

where an accumulation point \(\nu^*\) of the sequence belongs to a set of stationary points \(S\) as stated in the theorem.

**Proposition 5**

**Proof.** Computation of the Wasserstein median, as described in Algorithm 1, minimize a sequence of functionals,

\[
G_t(\nu) = \sum_{n=1}^{N} \tilde{w}_n(\nu) W_2^2(\nu, \mu_n),
\]
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where this subproblem corresponds to a weighted barycenter problem. Since any weighted barycenter problem is equivalent to solving a barycenter problem where observations are replicated according to their relative weights, the Algorithm 1 engenders a unique convergent sequence \( \{\nu^{(t)}\} \) as \( t \to \infty \). Since the convergent sequence is unique, its stationary point is unique hence the attained Wasserstein median is unique as well.

### B. Additional Simulated Examples

Here we present extended version of the simulated examples from our manuscript onto different classes of probability measures. To rephrase, this simulated experiment aims at quantifying empirical robustness of the Wasserstein median when given a collection of probability measures. For all cases, we consider a collection of 100 probability measures, where the majority of them comes from signal (type 1) and all the others are considered as contamination (type 2). Each probability measure is constructed empirically by first drawing a random sample of varying sizes and then estimated accordingly.

#### B.1. Centered Gaussian Measures

The first additional example is the case where objects of interests are centered Gaussian distributions in \( \mathbb{R}^2 \). We take two Gaussian distributions \( N(\Sigma_1) \) and \( N(\Sigma_2) \) as sources of signal and contamination respectively. The two covariance matrices are given as
\[
\Sigma_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \Sigma_2 = \begin{pmatrix} 1 & 0.75 \\ 0.75 & 1 \end{pmatrix},
\]
which are graphically presented in Figure 11.

![Figure 11: Two model Gaussian measures](image)

Figure 11: Two model Gaussian measures \( N(\Sigma_1) \) (left in light blue) and \( N(\Sigma_2) \) (right in orange) visualized as 95% confidence ellipses of their covariance matrices, respectively.

As shown above, an identity matrix \( \Sigma_1 \) is drawn as a circle of radius 1 and \( \Sigma_2 \) is a rotated ellipse. Similar to the univariate distribution example from the manuscript, we generate perturbed
variants of each distribution by computing a sample covariance for a randomly generated sample from the distribution. We repeat this process \((100 - k)\) times for \(N(\Sigma_1)\) and \(k\) times for \(N(\Sigma_2)\) for \(k \in [1, 25]\). This simulates a scenario where a majority of centered Gaussian measures resembles the signal measure \(N(\Sigma_1)\) and a small portion of perturbation comes from the contamination \(N(\Sigma_2)\). When barycenter and median estimates are obtained, we report the discrepancy between the estimates and the signal measure \(N(\Sigma_1)\) by the 2-Wasserstein distance.

Figure 12: Performance comparison for the centered Gaussian distribution example. Average error of 50 runs is measured between the signal measure \(N(\Sigma_1)\) and two centroid estimates, the Wasserstein barycenter (in purple) and the Wasserstein median (in blue), across varying degrees of contamination where the size of a random sample for covariance estimation is (a) 10, (b) 50, (c) 100, and (d) 500.

The results are summarized in Figure 12. Except for the case where a random sample is of size 10, we see a consistent pattern as before that difference between the Wasserstein median and the signal measure remains almost constant while that of the barycenter magnifies significantly as the degree of contamination increases. This is also validated in visual inspection of covariance estimates represented as ellipses in Figure 13 that the barycenter becomes more rotated with increasing eccentricity parallel to the degree of contamination. On the other hand, the Wasserstein median remains close to the signal measure \(N(\Sigma_1)\) and tends to be less deformed as shown in Figure 13. This provides certain degree of evidence for robustness of the Wasserstein median in the presence of outliers.

**B.2. High-dimensional Gaussian Measures**

We extend the centered Gaussian measures case to the high-dimensional setting. Similarly, we take two Gaussian distributions \(N(\Sigma_1)\) and \(N(\Sigma_2)\) as sources of signal and contamination, respectively.
Figure 13: Visualization of the Wasserstein median (top row in blue) and the Wasserstein barycenter (bottom row in purple) given a collection of 100 centered Gaussian distributions consisting of two types. Each covariance matrix is estimated from a corresponding random sample of size 500. The degrees of contamination are (a) 1%, (b) 5%, (c) 10%, and (d) 25%.

We consider multiple dimensions of $p = 16, 32, 64, 128, 256, 512, \text{and } 1024$. Across all dimensions, we take an identity matrix as the signal covariance matrix, i.e., $\Sigma_1 = I_{p \times p}$. For the contamination, we adopt an autoregressive covariance structure as described in [?]. That is, $\Sigma_2$ is the covariance matrix of an AR(1) process,

$$\Sigma_2(i, j) = \rho^{|i-j|}, \quad 1 \leq i, j \leq p,$$

for a decay parameter $\rho$ set to 0.1, 0.5, or 0.9. As shown in Figure [14], contamination covariance according to AR(1) with $\rho = 0.1$ has off-diagonal terms that quickly decay so that the covariance matrix is almost equivalent to the identity matrix. On the other hand, larger values of $\rho$ result in off-diagonal entries being filled with values greater than 0. We selected AR(1) process covariance structures with varying $\rho$ values to investigate the differential impact of the Wasserstein centroids contingent on the degree of discrepancy between the signal and the contamination.

As before, we generated a random sample of size $2p$ from $N(\Sigma_1)$ and estimated its empirical covariance, resulting in a perturbed realization of $\Sigma_1$. This sampling and estimation process was repeated $100-k$ times. Similarly, we repeated this process $k$ times for $\Sigma_2$. Aggregating these two sets of covariances yielded a collection of 100 covariance matrices, with $k$ representing contaminations. Then, the Wasserstein barycenter and median were computed according to the Bures-Wasserstein geometry of centered Gaussian distributions, which we denote as $\hat{\Sigma}_{\text{mean}}$ and $\hat{\Sigma}_{\text{med}}$, respectively. Our experiment considers different degrees of contamination for $k = 1, 5, 10, 25$ across varying dimensions $p = 16, 32, \ldots, 1024$. Also, we added another dimension of comparison for $\rho = 0.1, 0.5, 0.9$. 
Figure 14: Visualization of three $16 \times 16$ covariance matrices according to the AR(1) process for (a) $\rho = 0.1$, (b) $\rho = 0.5$, and (c) $\rho = 0.9$.

For each setting, we quantified the comparative performance using the following metric

$$\tau = \frac{W_2(I_{p\times p}, \hat{\Sigma}_{\text{mean}})}{W_2(I_{p\times p}, \hat{\Sigma}_{\text{med}})}, \quad (15)$$

which measures the relative accuracy of a barycenter estimate to that of a median estimate. By its construction, this implies that the higher $\tau$ is, the closer the estimated Wasserstein median is to the true signal. Results of our experiment are summarized in Table 2.

When $\rho = 0.1$, the Wasserstein median performed slightly worse than the barycenter for all noise levels up to $p = 128$, though this trend reversed for $p > 128$. Nevertheless, the relative performance metric at $\rho = 0.1$ does not deviate significantly from 1, suggesting that both estimates behave similarly. This similarity is due to the fact that the covariance matrices from the signal and contamination are very similar, as shown in Figure 14. As the contamination becomes more predominant, the Wasserstein median quickly gains supremacy over the barycenter. In the case of $\rho = 0.5$, the Wasserstein median outperformed the barycenter in all but one scenario, where only one contamination measure exists. The margin becomes even more pronounced in the $\rho = 0.9$ case, with the gain of the Wasserstein median reaching up to 48%. We also observed a universal pattern: the Wasserstein median demonstrates closer proximity to the signal measure as the degree of contamination increases - namely, as $k$ becomes larger across all $\rho$ values and dimensions. This provides empirical evidence supporting our claim that the Wasserstein median is indeed a robust alternative to the Wasserstein barycenter.

**B.3. Histograms**

Histogram is another popular representation of the distribution, which can be considered as a discrete measure supported on one-dimensional lattice by considering the midpoints of each bin as points of the lattice. Similar to before, we consider a signal-noise setting to see applicability of the proposed framework on a collection of histogram objects. In this example, we opt for the
beta distribution denoted as Beta(\(\alpha, \beta\)) for two shape parameters \(\alpha > 0\) and \(\beta > 0\) as a model distribution. We consider Beta(2,5) as the signal measure whose density function has a mound shape and positive skewness. For the contamination measure, we use Beta(5,1) whose density function is monotonically increasing in the bounded support. We use an equidistant partition \(0 = t_0 < \cdots < t_{20} = 1\) for binning a randomly generated sample and normalize bin counts as relative frequency so that the binned vector sums to 1.

Figure 15: Visualization of the model beta distributions and the centroid estimates. The first column (a) presents density functions for the signal Beta(2,5) (top in light blue) and the contamination Beta(5,1) (bottom in orange). For the rest, estimated histograms of Wasserstein median (top row in blue) and the Wasserstein barycenter (bottom row in purple) are shown where each column corresponds to the varying degrees of contamination at (b) 1\%, (c) 5\%, (d) 10\%, and (e) 25\%. Each random sample has the size of 250.

The designated model measures are shown in Figure 15 along with two centroid estimates across multiple levels of contamination. As the degree of contamination increases, estimated barycenters tend to deviate more from the signal measure while the medians remain nearly identical. This can be viewed in the sense of skewness where the barycenter becomes more negatively skewed for higher levels of contamination. Hence, we may argue that the barycenter altogether fails to characterize one of the basic properties for a desired measure of central tendency given a set of histograms. Our extended experiment to have 1 to 25 contaminants among a total of 100 histograms leads to the similar observation as presented in Figure 16 that the median outperforms the barycenter across all settings.
Figure 16: Performance comparison for the histogram example. Average error of 50 runs is measured between the signal measure Beta(2,5) and two centroid estimates, the Wasserstein median (in blue) and the Wasserstein barycenter (in purple), across varying degrees of contamination where a random sample is of size (a) 10, (b) 50, (c) 100, and (d) 500.
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(a) $\rho = 0.1$

| Noise Level | Dimensionality | 16     | 32     | 64     | 128    | 256    | 512    | 1024   |
|-------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| 1%          |                | 0.99231 | 0.99851 | 0.99983 | 0.99993 | 0.99998 | 1.00002 | 1.00004 |
| 5%          |                | 0.99874 | 0.99897 | 0.99951 | 0.99994 | 1.00019 | 1.00039 | 1.00044 |
| 10%         |                | 0.99960 | 0.99931 | 0.99975 | 0.99993 | 1.00012 | 1.00010 | 1.00016 |
| 25%         |                | 0.99738 | 0.99967 | 0.99962 | 0.99987 | 1.00025 | 1.00024 | 1.00023 |

(b) $\rho = 0.5$

| Noise Level | Dimensionality | 16     | 32     | 64     | 128    | 256    | 512    | 1024   |
|-------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| 1%          |                | 0.99356 | 1.00075 | 1.00182 | 1.00217 | 1.00224 | 1.00239 | 1.00237 |
| 5%          |                | 1.00446 | 1.01250 | 1.01853 | 1.02031 | 1.02090 | 1.02013 | 1.02012 |
| 10%         |                | 1.02802 | 1.03972 | 1.04510 | 1.04771 | 1.04930 | 1.04952 | 1.05006 |
| 25%         |                | 1.05471 | 1.06621 | 1.06092 | 1.06689 | 1.06937 | 1.07011 | 1.06965 |

(c) $\rho = 0.9$

| Noise Level | Dimensionality | 16     | 32     | 64     | 128    | 256    | 512    | 1024   |
|-------------|----------------|--------|--------|--------|--------|--------|--------|--------|
| 1%          |                | 1.01134 | 1.02034 | 1.02446 | 1.02366 | 1.02417 | 1.02455 | 1.02464 |
| 5%          |                | 1.13897 | 1.16260 | 1.15812 | 1.16816 | 1.16912 | 1.17239 | 1.17288 |
| 10%         |                | 1.28963 | 1.31938 | 1.34214 | 1.34413 | 1.35725 | 1.36023 | 1.35994 |
| 25%         |                | 1.40338 | 1.42462 | 1.47325 | 1.48040 | 1.48101 | 1.48544 | 1.48840 |