Exotic quantum holonomy and non-Hermitian degeneracies in the two-body Lieb–Liniger model
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Abstract
An interplay of an exotic quantum holonomy and exceptional points is examined in one-dimensional Bose systems. The eigenenergy anholonomy, in which a Hermitian adiabatic cycle induces nontrivial change in eigenenergies, can be interpreted as a manifestation of the eigenenergy’s Riemann surface structure, where the branch points are identified as exceptional points, which are degeneracy points in the complexified parameter space. It is also shown that the exceptional points are the divergent points of the non-Abelian gauge connection for the gauge theoretical formulation of the eigenspace anholonomy. This helps us to evaluate anti-path-ordered exponentials of the gauge connection to obtain gauge covariant quantities.
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1. Introduction

A variation of a classical external parameter of a quantum system offers a way to manipulate quantum states. Almost since the dawn of quantum theory it has been recognized that the slow variation of the parameter ensures adiabatic time evolution, where the quantum state can be pinned to an eigenspace of a system’s Hamiltonian \cite{1, 2}. Later, the concept of quantum holonomy was developed for adiabatic cycles on quantum systems. Among them, the phase holonomy, where an adiabatic cycle induces a nontrivial change in the phase of a quantum state \cite{3–6}, is a textbook result nowadays \cite{7}. Recently, the quantum holonomy of the exotic kind has been recognized, in that an adiabatic cycle can induce changes both in the eigenvalue and the eigenspace of a stationary state \cite{8}. Such changes are also referred to as eigenenergy and eigenspace anholonomies \cite{9}.
Spectral degeneracies are crucial for the quantum holonomy. The phase holonomy is associated with a spectral degeneracy point, where a structure mathematically identical to the magnetic monopole resides in the parameter space [5]. As for the exotic quantum holonomy, it is shown, for a quantum kicked spin-$\frac{1}{2}$, that degenerate points in the complexified parameter space play the central role [10]. Such a non-Hermitian degeneracy point is known as an exceptional point (EP) [11–13]. There have been a considerable number of recent works on EPs in non-Hermitian quantum physics [13–15].

It is natural to expect that the EPs govern the exotic quantum holonomy in general, once we accept the view that the anholonomies in eigenenergy and eigenspace are a manifestation of multiple-valuedness of the solution of the eigenvalue problem in the parameter space. We remind the readers that an eigenvalue equation of a Hamiltonian can be cast into an algebraic equation. Hence, its multiple-valued solutions form a family, and the family coalesces at a branch point in the parameter space [12]. The encirclement of the branch point induces the permutation of the eigenvalues and eigenspaces in the family, which is to be identified as the complex-analytic origin of the exotic quantum holonomy. This, however, is a rather unexpected scenario, because the EPs emerge only when the Hamiltonian is far from Hermitian, in spite of the fact that the exotic quantum holonomy is induced by an adiabatic Hermitian cycle. Hence, the question is whether a family of Hermitian Hamiltonians that define an adiabatic cycle really ‘encloses’ EPs.

The aim of this paper is to offer another example of a successful ‘EP picture’ for the exotic quantum holonomy in quantum many-body systems. We examine the Lieb–Liniger model, which describes Bose particles confined in a one-dimensional space subject to the periodic boundary condition [16]. Ushveridze showed that a non-Hermitian extension of this model has an infinite number of EPs [17]. Recently, it was shown that the Lieb–Liniger model exhibits eigenenergy and eigenspace anholonomies [18]. Hence, our purpose is to explain how the non-Hermitian degeneracies of this model and the exotic quantum holonomy that occurs in the Hermitian Hamiltonian are interrelated. We focus here on the simplest case where the number of particles is two. We believe that this two-body study offers the foundation for the case of an arbitrary number of particles.

The outline of this paper is as follows. We introduce the Lieb–Liniger model in section 2. We also explain that an adiabatic Hermitian cycle of this model induces the exotic quantum anholonomy [18]. We cover a non-Hermitian extension of the Lieb–Liniger model [19] in section 3. We outline the analytic continuation of the quasi-momentum in section 4. We show an association of the eigenenergy anholonomy with EPs in section 5. We explain the role of the EPs in the gauge theoretical formulation of eigenspace anholonomy in section 6. We discuss the present result in section 7, and summarize this paper in section 8.

### 2. Quantum holonomy in Hermitian Lieb–Liniger model

We review the two-body Lieb–Liniger model [16] and its exotic quantum holonomy [18]. Throughout this paper, we examine the system that consists of two identical Bose particles confined within a one-dimensional space, which is $2\pi$-periodic. We assume that the two particles have a contact interaction whose strength is $g$. The system is described by the Hamiltonian

$$H(g) = -\frac{1}{2} \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} \right) + g \delta(x_1 - x_2),$$

where the units are chosen such that $\hbar$ and the mass of a Bose particle are 1.
We explain the standard method to solve the eigenvalue problem of $H(g)$ [16]. We employ the Bethe ansatz, where an eigenfunction is expressed by two plane waves that are associated with quasi-momentum (rapidity) $k_j$ ($j = 1, 2$). The total momentum $\bar{k} \equiv k_1 + k_2$ must be an integer, because the periodic boundary condition is imposed. On the other hand, the difference in the quasi-momenta $k \equiv k_2 - k_1$ satisfies the condition that

$$J(g, k) \equiv k + \frac{2}{\pi} \arctan \frac{k}{g}$$

(2)

is an integer [16]. Throughout this paper, arctan denotes the principal value of the inverse tangent. For odd $J(g, k)$, $k$ satisfies

$$k/g = \cot(\pi k/2),$$

(3)

whereas even $J(g, k)$ implies

$$k/g = -\tan(\pi k/2).$$

(4)

We call (3) and (4) the Bethe equations.

We look for the solution of the Bethe equations for real $g$. Let $k_{0}(g)$ denote the solution that satisfies $k_{0}(0) = n$ and smoothly depends on $g$ in the real axis $-\infty < g < \infty$. It suffices to examine the case where $n$ is a non-negative integer. $k_{0}(g)$ is either real or pure imaginary. The latter case describes the ‘clustering’ of two particles, which occurs only when $n = 0$ and $g < 0$, or $n = 1$ and $g < -2/\pi$. We summarize here the relevant facts on $k_{0}(g)$ shown in [16]: (a) $k_{0}(\infty) = n + 1$, and accordingly, $J(k_{0}(g), g) = n + 1$ for $g > 0$; (b) for $n > 1$, $k_{0}(-\infty) = n - 1$, and accordingly, $J(k_{0}(g), g) = n - 1$ for $g < 0$; (c) $k_{0}(g)$ and $k_{1}(g)$ satisfy (3) and (4), respectively.

There remains freedom to choose the signs of $\Re k_{0}(-\infty)$ for $n = 0$ and 1. Here, we carry out the analytic continuation of $k_{0}(g)$ through the lower-half plane of $g$ from $g > 0$. Although this choice is arbitrary for our purpose, the present choice is consistent with the condition that the non-Hermitian Lieb–Liniger model describes the (forward)-time evolution correctly (see section 3). As a result, we obtain $k_{0}(-\infty) = -i\infty$ for $n = 0$ and 1.

The eigenstates of the two-body Lieb–Liniger model are specified by two quantum numbers $\bar{k}$ and $n$, which must be both even and odd. The corresponding eigenenergy is

$$E_{\bar{k},n}(g) = \frac{1}{2}(\bar{k}^2 + [k_{0}(g)]^2).$$

(5)

We introduce a cycle $C(g_{0})$ in real $g$-space to investigate the exotic quantum holonomy. The initial point of $C(g_{0})$ is $g_{0}$. We increase $g$ adiabatically during $g_{0} \leq g < \infty$. Then, $g$ is suddenly flipped from $\infty$ to $-\infty$. Such a sudden flip has been investigated both in theory [20] and in experiments [21, 22] to approach super Tonks–Girardeau gas. To finish $C(g_{0})$, $g$ is adiabatically increased from $-\infty$ to $g_{0}$.

The exotic quantum holonomy is found in the two-body Lieb–Liniger model along the cycle $C(g_{0})$ [18]. We initialize the interaction strength as $g = g_{0}$, and prepare the system to be in the eigenstate specified by quantum numbers $(\bar{k}, n)$. As we increase $g$ adiabatically, the energy of the system follows $E_{\bar{k},n}(g)$, which increases monotonically. When we arrive at $g = \infty$, we assume that we suddenly switch the value of $g$ from $\infty$ to $-\infty$, keeping the system unchanged. Because of $E_{\bar{k},n}(\infty) = E_{\bar{k},n+2}(\infty)$, the system is in the $(\bar{k}, n + 2)$ state after the switch. As we increase $g$ from $-\infty$ to $g_{0}$ adiabatically, the energy of the whole system arrives at $E_{\bar{k},n+2}(g_{0})$, which does not agree with the initial energy. This is the eigenenergy anholonomy of the two-body Lieb–Liniger model. Because the Hamiltonian is Hermitian for real $g$, the eigenenergy anholonomy implies the eigenspace anholonomy, i.e., the initial and final state vectors correspond to different eigenenergies and are thus orthogonal.
3. Non-Hermitian Lieb–Liniger model

We shall show, in the following sections, that the spectral degeneracies that are hidden in the complexified parameter space govern the exotic quantum holonomy of the two-body Lieb–Liniger model. To carry this out, we introduce the complexification of the coupling strength \( g \). We outline formal aspects of the consequence of the complexification in this section, and the details of the analytic continuations of relevant quantities will be explained in the following sections. We refer to [15] for the theory of the non-Hermitian eigenvalue problem.

Here, we focus on the lower-half plane of \( g \). This is just a matter of convention in our analysis since there is a symmetry about the real axis in the complex \( g \)-plane. However, the present choice is suitable once we realize that the complexified Lieb–Liniger model describes the dissipative effect. In [19], it is shown that the presence of inelastic collisions implies that the imaginary part of the effective one-dimensional coupling constant must be zero or negative, i.e., \( \Im(g) \leq 0 \).

First of all, the complexification makes the Lieb–Liniger Hamiltonian \( H(g) \) (1) non-Hermitian. An immediate consequence is that the two eigenvalue problems for \( H(g) \) and \( [H(g)]^\dagger \) become different because of the relation \( [H(g)]^\dagger = H(g^*) \). An eigenvalue of \( [H(g)]^\dagger \) is given by \([E_{\bar{k},n}(g)]^\dagger \), which may not be identical to \( E_{\bar{k},n}(g) \).

From the comparison of the spectrum sets of \( H(g) \) and \( [H(g)]^\dagger \), there is a unique pair \((n', n)\) that satisfies

\[
[E_{\bar{k},n}(g^*)]^\dagger = E_{\bar{k},n}(g),
\]

where we assume that \( H(g) \) has no spectral degeneracy within the subspace specified by the total momentum \( \bar{k} \). This assumption holds in the vicinity of the real axis. We note that the correspondence between \( n' \) and \( n \) generally depends on the details of the analytic continuation and the value of \( g \). We ignore the case \( n' \neq n \) because we focus on the neighborhood of the real axis of \( g \), and assume that \([E_{\bar{k},n}(g^*)]^\dagger = E_{\bar{k},n}(g) \). This implies that

\[
[k_n(g^*)]^\dagger = \epsilon k_n(g),
\]

where \( \epsilon \) is either 1 or \(-1\), depending on how the analytic continuation of \( k_n(g) \) is carried out. Also, \( \epsilon \) may depend on \( n \) and \( g \).

Eigenfunctions of \( H(g) \) can be obtained in a standard way with the help of the Bethe ansatz. We refer to [16] for details. Let \( \psi_{\bar{k},n}(x_1, x_2) \) be an eigenfunction that corresponds to the eigenenergy \( E_{\bar{k},n}(g) \). Because of the Bose statistics, we will write down only the expressions of eigenfunctions in the region \( R_1 \equiv \{(x_1, x_2) | 0 \leq x_1, x_2 \leq L \} \):

\[
\psi_{\bar{k},n}(x_1, x_2; g) = \Phi_{\bar{k}} \left( \frac{x_1 + x_2}{2} \right) \Psi_n(x_2 - x_1; g),
\]

where

\[
\Phi_{\bar{k}}(X) = \frac{1}{\sqrt{2\pi}} e^{i\bar{k}X},
\]

\[
\Psi_n(x; g) = \begin{cases} 
\frac{1}{\sqrt{2\pi}} a^{(g)}(k) \cos[(k \bar{X} - \pi)/2] & \text{for even } n, \\
\frac{1}{\sqrt{2\pi}} a^{(e)}(k) \sin[(k \bar{X} - \pi)/2] & \text{for odd } n,
\end{cases}
\]

and the following abbreviation is introduced:

\[
k \equiv k_n(g).
\]

Here, we choose the normalization constants \( a^{(g)}(k) \) and \( a^{(e)}(k) \) being independent of \( n \) in order to ensure that the eigenfunctions are continuous with respect to \( g \).
We turn to $\psi_{k,n}^L(x_1, x_2; g)$, which is an eigenfunction of $[H(g)]^\dagger$ corresponding to the eigenvalue $[E_{k,n}(g)]^\dagger$. Because of $[H(g)]^\dagger = H(g^*)$, we find
\[
\psi_{k,n}^L(x_1, x_2; g) = \Phi_k \left( \frac{x_1 + x_2}{2} \right) \psi_n^L(x_2 - x_1; g),
\]
where
\[
\psi_n^L(x; g) = \begin{cases}
\frac{1}{\sqrt{2\pi}} a^{L\dagger}(\tilde{k}) \cos[\tilde{k}(x - \pi)/2] & \text{for even } n,
\frac{1}{\sqrt{2\pi}} a^{L\dagger}(\tilde{k}) \sin[\tilde{k}(x - \pi)/2] & \text{for odd } n,
\end{cases}
\]
and we introduce another abbreviation
\[
\tilde{k} \equiv k_n(g^*).
\]
We choose the following normalization condition:
\[
\langle \psi_{k,n}^L(g) | \psi_{k,n}^L(g) \rangle = \delta_{k,k'} \delta_{n,n'}.
\]
This implies
\[
[a^{L\dagger}(\tilde{k})]^{*} a^{L}(k) = 2 \left( 1 + \frac{\sin(\pi k)}{\pi k} \right)^{-1},
\]
and
\[
[a^{L\dagger}(\tilde{k})]^{*} a^{L\dagger}(k) = 2s \left( 1 - \frac{\sin(\pi k)}{\pi k} \right)^{-1},
\]
where $s$ was introduced in (7).

4. Quasi-momentum Riemann surface

The exotic quantum holonomy in the Lieb–Liniger model can be cast into the anholonomy of the quasi-momentum $k_n(g)$. As explained in section 2, the cycle $\mathcal{C}(g_0)$ changes $k_n(g_0)$ into $k_{n+2}(g_0)$. We examine here the analytic continuation of $k_n(g)$ to provide the basis of the analysis in the following sections.

The quasi-momenta $k_n(g)$ in the complex $g$-plane form Riemann surfaces. There are two kinds of Riemann surfaces which correspond to $k_n(g)$ with even and odd $n$, respectively, of the two-body Lieb–Liniger model. We first look at the Riemann surface that involves $k_n(g)$ with even $n$.

We carry out the analytic continuation of $k_n(g)$. When $g$ is positive and $\epsilon$ is sufficiently small, $J(g + \epsilon, k_n(g + \epsilon)) = n + 1$ holds. Expanding this equation with respect to the small parameter $\epsilon$, we obtain
\[
k_n(g + \epsilon) = k_n(g) + \epsilon G(g, k_n(g)) + O(\epsilon^2),
\]
where
\[
G(g, k) = -\frac{\partial^2 J(g, k)}{\partial g^2}.
\]
Equation (18) is applicable to negative $g$ and arbitrary $n$. Note that (18) makes sense only when the denominator of $G(g, k)$ is non-zero. As long as we can find a way to avoid the breakdown of this condition, (18) provides a way to obtain $k_n(g)$ with an arbitrary $g$.

We examine the condition that the procedure above is inapplicable. We assume that $(g, k_n(g))$ satisfies $\partial_k J(g, k) = 0$. This implies that $g$ is a branch point of $k_n(g)$. Indeed, we obtain
\[
k_n(g + \epsilon) = k_n(g) \pm \sqrt{\epsilon} G^{(2)}(g, k_n(g)) + O(\epsilon),
\]
where
\[
G^{(2)}(g, k) = \frac{\partial}{\partial g} G(g, k).
\]
Figure 1. Branch points of $k_n(g)$ in the complex $g$-plane. The circles and squares correspond to even and odd $n$, respectively. When $n$ is even, we numerically obtain $g$ that simultaneously satisfies (22) and (3). There is only a single branch point $g = 0$ on the real axis. All other complex branch points are in the region $\Re g < 0$. We obtain the branch points for the odd $n$ case by solving (22) and (4). There is only a single branch point $g = -2/\pi$ on the real axis. All other complex branch points are in the region $\Re g < -2/\pi$.

where

$$G^{(2)}(g, k) \equiv -\frac{2\partial^2 J(g, k)}{\partial^2 k J(g, k)},$$

(21)
as long as the denominator of $G^{(2)}(g, k)$ is non-zero. When $\partial^2 k J(g, k)$ vanishes, the branch point is of the third or higher order. For the two-body Lieb–Liniger model, the degree of all branch points is 2, as is to be seen below.

We enumerate the branch points by solving the equation $\partial k J(g, k) = 0$ under the condition that $J(g, k)$ is an integer. This is equivalent to

$$k = \pm \sqrt{-g(g + 2/\pi)}$$

(22)
as long as $|g| < \infty$ holds.

In the real axis, the family $k_n(g)$ with even $n$ has only one branch point at $g = 0$, where two quasi-momenta $k_0(g)$ and $-k_0(g)$ degenerate and the other quasi-momenta are not involved. Accordingly, the real branch point does not involve any spectral degeneracy.

Complex branch points of quasi-momenta, which are obtained numerically, are depicted in figure 1. All the complex branch points are confined in the region $\Re g < 0$. These complex branch points involve spectral degeneracies, because two quasi-momenta that are degenerate at a complex branch point provide different eigenenergies, except at the branch point. This leads to a coalescence of the eigenspaces. Such complex branch points are called Kato’s EPs [11–13].

Our numerical result is consistent with the argument above in the sense that all complex branch points are of degree 2. We find that a complex branch point always involves $k_0(g)$, the quasi-momentum of the ground state. As far as we can see, there is no branch point that involves two ‘excited states’ $k_n(g)$ and $k_{n'}(g)$ with $n, n' > 1$ at the same time. Also, each $k_n(g)$ with $n > 1$ is involved with a complex branch point, which is denoted by $g^{(n)}$. Namely, $k_0(g)$ and $k_n(g)$ degenerate at $(g, k) = (g^{(n)}, k^{(n)})$, where $k^{(n)} \equiv k_0(g^{(n)}) = k_n(g^{(n)})$.

The numerical result can be explained qualitatively by a perturbation expansion around $g = -\infty$ [17]. The quasi-momentum of the ground state diverges as $k_0(g) \sim ig$ at $g \sim -\infty$ [16], where we ignore the small $g^{-1}$ correction. On the other hand, the quasi-momentum of the $n$th excited state ($n > 1$) converges to a constant value, i.e., $k_n(g) \sim n - 1$ at $g \sim -\infty$ [16]. Hence $k_0(g)$ and $k_n(g)$ coincide at $g \sim -i(n - 1)$, which is considered to be an approximation.
of $g^{(n)}$ in the lower-half plane. Although this argument is consistent only when $n$ is large enough, the present estimation seems to be applicable to smaller $n$ (see figure 1). We also remark that the configuration of EPs in the upper-half plane is due to the other branch of $k_0(g)$, i.e., $k_0(g) \sim \imath g$ at $g \sim -\infty$.

We construct a Riemann sheet $k_n(g)$ in the complex plane as follows. For real numbers $g'$ and $g''$, $k_n(g' + \imath g'')$ is extended from $k_n(g')$ along the line parallel to the imaginary axis, if there is no branch point in the interval between $g'$ and $g' + \imath g''$. Branch cuts are chosen to be parallel to the imaginary axis. We also require that the branch cuts do not traverse the real axis. When there is a branch point in the real axis, the corresponding branch cut is located in the upper-half plane. We depict some of the Riemann sheets in figure 2.

We examine the quasi-momentum in the vicinity of $g = g^{(n)}$ ($n > 1$). A condition of the branch point $\partial_k J(g^{(n)}, k^{(n)}) = 0$ implies $\partial_k J(g^{(n)}, k^{(n)}) = \bar{k}^{(n)}/g^{(n)}$ and $\partial_k^2 J(g^{(n)}, k^{(n)}) = -\pi k^{(n)}/g^{(n)}$. Hence, we have

$$G^{(2)}(g^{(n)}, k^{(n)}) = \frac{2}{\pi},$$  

(23)

From (20), we conclude

$$k_0(g) \simeq k^{(n)} - \frac{2}{\pi} (g - g^{(n)}) \quad \text{and} \quad k_n(g) \simeq k^{(n)} + \frac{2}{\pi} (g - g^{(n)}),$$  

(24)

where the signs are determined from the numerical results, which are consistent with the fact that $\Re k_0(g) < 0$ and $\Im k_n(g) > 0$ for $g < 0$.

For the Riemann sheet that consists of $k_n(g)$ with odd $n$, the situation is similar to the even $n$ case. There is a real branch point where $k_1(g)$ and $-k_1(g)$, which correspond to an equivalent eigenstate, degenerate at $(g, k) = (-2/\pi, 0)$. A complex branch point, which we denote by $g^{(n)}$ ($n > 1$), involves $k_1(g)$ and $k_0(g)$. There is no branch point that involves two excited states at a time. In the vicinity of $g^{(n)}$, we have

$$k_1(g) \simeq k^{(n)} - \frac{2}{\pi} (g - g^{(n)}) \quad \text{and} \quad k_n(g) \simeq k^{(n)} + \frac{2}{\pi} (g - g^{(n)}),$$  

(25)

where the signs are determined from the numerical results, and are consistent with the fact that $\Re k_1(g) < 0$ and $\Im k_n(g) > 0$ for $g < 0$.

5. Emulating the eigenenergy anholonomy with complex contour

It is straightforward to obtain the Riemann surfaces of eigenenergies from the analysis of $k_n(g)$ above. For a given $k$, the quantum number of the center of mass, we have a Riemann surface that consists of $E_{k_n}(g)$ for all possible $n$. Only even (odd) $n$ is possible for even (odd) $k$ [18].

Let us take an example of the case of $k = 0$. The eigenenergies $E_{0,n}(g)$ with even $n$ form the corresponding Riemann surface. The branch point $g^{(0)}$, which involves $k_0(g)$ and $k_n(g)$ ($n > 1$), is introduced as the degeneracy point of $k_0(g)$ and $k_n(g)$, as explained above. Also, $g^{(n)}$ is a branch point or EP for the pair of eigenenergies of $E_{0,0}(g)$ and $E_{0,n}(g)$. From (24), we obtain a $\sqrt{\cdot}$-type behavior in the vicinity of $g^{(n)}$:

$$E_{0,n}(g) - E_{0,0}(g) = k^{(n)} \sqrt{\frac{2}{\pi} (g - g^{(n)})} + \mathcal{O}(g - g^{(n)}).$$  

(26)

Let us explain how we emulate the eigenenergy anholonomy by a closed contour in the complexified parameter space. More precisely, we compare the permutations induced by $C(g_0)$ and closed cycles in the complex $g$-plane (see figure 3). The real cycle $C(g_0)$ starts from $g = g_0$ and arrives at a point that is equivalent to $g_0$, as explained in section 3. Note that $g$ passes $\pm \infty$ during $C(g_0)$. On the other hand, the initial and final points of the closed cycles examined here.
Figure 2. The Riemann sheets $k_n(g)$: (first row) $n = 0$; (second row) $n = 2$; (third row) $n = 4$. The real and imaginary parts are shown in the left and right columns, respectively. While all EPs appear in $k_0(g)$, each $k_n(g)$ ($n > 1$) has a single EP. Bold lines indicate branch cuts. These Riemann sheets are interconnected by the branch cuts in the lower-half plane. This is due to our choice of the sign of ‘bound states’ $k_0(g)$ and $k_1(g)$ in the real axis.

are $g_0$. We show that this requires us to include all relevant contributions from the EPs. We start from the ‘$N$-EP approximation’ for the integer $N$.

Firstly, we examine the contour that encloses only a single EP $g^{(2)}$ (‘1-EP approximation’). We explain the associated parametric evolution of each eigenenergy along the contour. As for $E_{0,0}(g)$ and $E_{0,2}(g)$, they are exchanged with each other after the completion of the closed cycle. On the other hand, the closed cycle does not change other eigenenergies. This is because $g^{(2)}$ is the branch point that involves only $E_{0,0}(g)$ and $E_{0,2}(g)$. Hence, the resultant permutation is cyclic:
Figure 3. Schematic picture of contours that enclose exceptional points (EPs). We depict the real cycle $C(g_0)$ by a thick line. Note that $C(g_0)$ traverses the line $g = \pm \infty$. The concatenation of $C(g_0)$ and $C_1$ (dashed curve) encloses a single EP $g^{(2)}$, and offers the 1-EP approximation. On the other hand, the concatenation of $C(g_0)$ and $C_2$ (dotted curve) encloses two EPs $g^{(2)}$ and $g^{(4)}$, and offers the 2-EP approximation.

\[(E_{0,0}(g_0), E_{0,2}(g_0)),\]  
which mimics the result of $C(g_0)$ only for $E_{0,0}(g_0)$. We note that such an approximation breaks down when we repeat the complex cycle. A similar permutation between $E_{0,0}(g)$ and $E_{0,0}(g)$ occurs along a closed contour that encloses only $g^{(n)}$ ($n > 1$). We note that all 1-EP cases involve the ground energy $E_{0,0}(g)$.

Secondly, we examine a closed contour that encloses only two different EPs, say, $g^{(2)}$ and $g^{(4)}$ (‘2-EP approximation’). The result of the parametric evolution of each eigenenergy along the closed contour is the following cyclic permutation:

\[(E_{0,0}(g_0), E_{0,2}(g_0), E_{0,4}(g_0)).\]  
Hence, the result of the single cycle, as for $E_{0,0}(g_0)$ and $E_{0,2}(g_0)$, mimics the result of $C(g_0)$. Other cycles that involve two EPs induce a similar permutation. We note again that all 2-EP cases involve the ground energy $E_{0,0}(g)$. This is because all ‘elementary’ branch points involve $E_{0,0}(g)$.

Now it is straightforward to extend our analysis to the $N$-EP cases (‘$N$-EP approximation’). A closed contour that encloses $N$ branch points $(g^{(2m)})_{m=1}^{N}$ induces the following cyclic permutation of $N + 1$ eigenenergies:

\[(E_{0,0}(g_0), E_{0,2}(g_0), \ldots, E_{0,2N}(g_0)),\]  
which approximates the permutation induced by $C(g_0)$, as for lower lying eigenenergies. In this sense, the limit $N \to \infty$ provides us with a closed cycle that emulates the eigenenergy anholonomy induced by $C(g_0)$.

Our analysis suggests that the EPs offer ‘elements’ of the eigenenergy anholonomy of the two-body Lieb–Liniger model. This view is an extension of the previous result [10].

6. Eigenspace anholonomy in terms of exceptional points

In this section, we explain the role of EPs in the gauge theory that provides a unified formulation of the phase holonomy and the eigenspace anholonomy [23]. In particular, we show an evaluation of the holonomy matrix $M(C)$ (see (31) below), which quantifies the eigenspace anholonomy, using the EPs. This confirms our view that the EPs constitute a skeleton of the eigenspace anholonomy. To prepare this, we give a brief review of the gauge theory of the eigenspace anholonomy in section 6.1. We show that each EP provides a ‘local’ contribution to $M(C)$ in section 6.2. By collecting these contributions, we conclude section 6.3.
6.1. Gauge theory of eigenspace anholonomy

We outline the gauge theory of the eigenspace and phase anholonomies [23]. Suppose that the system is initially in an eigenstate $|\psi_{k,n}(g)\rangle$ and the parameter is adiabatically deformed along a cycle $C$. Let $|\psi_{k,n}(g; C)\rangle$ denote the final state induced by the adiabatic time evolution along $C$. We assume that the dynamical phase [5] is removed from $|\psi_{k,n}(g; C)\rangle$. A simple way to quantify the eigenspace anholonomy, which concerns the discrepancy between $|\psi_{k,n}(g)\rangle$ and $|\psi_{k,n}(g; C)\rangle$, is to examine the overlapping integral or the holonomy matrix $\langle \psi_{k,n}^\dagger | \psi_{k,n} (g; C) \rangle$. Note that the adiabatic variation of the interaction strength $g$ does not vary $k$, which is the quantum number of the center of mass. Hence it suffices to focus on the case $k' = k$:

$$M_{k',n}(C) \equiv \langle \psi_{k',n}^\dagger | \psi_{k,n} (g; C) \rangle,$$

(30)

which is independent of $k$, as is seen below. Also, $M_{k',n}(C)$ is non-zero only when the oddness (or evenness) of $k$, $n'$ and $n$ is the same. Hence, $M(C)$ consists of even and odd blocks.

A gauge covariant expression of $M(C)$ is

$$M(C) \equiv \exp \left(-i \int_C A(g) dg \right) \exp \left(i \int_C A^D(g) dg \right),$$

(31)

where $\exp_-$ indicates the anti-path-ordered exponential, and $A(g)$ and $A^D(g)$ are gauge connections [10, 23]

$$A_{k,n}(g) \equiv i \langle \psi_{k,n}^\dagger | \delta g | \psi_{k,n}(g) \rangle \quad \text{and} \quad A_{k,n}^D(g) \equiv \delta g \cdot A_{k,n}^D(g),$$

(32)

which are independent of the total momentum $\vec{k}$ as well.

Two kinds of gauge invariants are involved in $M(C)$ [24]. One is a permutation matrix and the other is the off-diagonal geometric phase [25].

In the following, we impose the parallel transport condition [26] for each eigenspace, i.e.,

$$A_{k,n}^D(g) = 0.$$  

(33)

This makes the parametric evolution of the eigenvectors precisely describe the adiabatic time evolution except for the dynamical phase. Hence, it is also suitable to investigate the analytic continuation of the adiabatic parameter for eigenvectors. Regardless of $C$ being closed or open, the parametric evolution of eigenvectors is described by the gauge connection $A(g)$ as

$$|\psi_{k,n}(g; C)\rangle = \sum_{n'} |\psi_{k,n'}(g)\rangle \left[ \exp \left(-i \int_C A(g) dg \right) \right]_{nn'}.$$  

(34)

In particular, the second factor in (31) vanishes:

$$M(C) = \exp \left(-i \int_C A(g) dg \right).$$  

(35)

We obtain the gauge connections from (32), (8) and (12). The diagonal elements are

$$A_{n,n}(g) = \begin{cases} \partial g \left[ \ln \left\{ a^{(0)}(k) \left( 1 + \frac{\sin(\pi k)}{\pi k} \right)^{1/2} \right\} \right], & \text{for even } n, \\ \partial g \left[ \ln \left\{ a^{(0)}(k) \left( 1 - \frac{\sin(\pi k)}{\pi k} \right)^{1/2} \right\} \right], & \text{for odd } n. \end{cases}$$

(36)

The parallel transport condition (33) implies

$$a^{(0)}(k) = a^{(0)}(0) \sqrt{2} \left( 1 + \frac{\sin(\pi k)}{\pi k} \right)^{-1/2},$$

(37)
Figure 4. Schematic picture of contours for the evaluation of (43) and (57). The circle \( C^{(n)} \) encircles an EP \( g^{(n)} \) with a radius \( \epsilon \) (see the main text). The initial point of the cycle \( C^{(n)} \) is denoted by \( g^{(n)}(\epsilon, \theta_0) = g^{(n)} + \epsilon e^{i\theta_0} \). Note that \( C^{(n)} \) intersects a branch cut (wavy line) that emanates from \( g^{(n)} \). The bold and dotted lines that connect \( g_0 \) and \( g^{(n)}(\epsilon, \theta_0) \) are \( C_{\text{IN}}^{(n)}(g_0) \) and \( C_{\text{OUT}}^{(n)}(g_0) \), respectively.

\[
a^{(e)}(k) = \alpha \sqrt{2} \left(1 - \frac{\sin(\pi k)}{\pi k}\right)^{-1/2},
\]

where \( \alpha \) is a constant. The off-diagonal elements of the gauge connections are

\[
A_{n'n}(g) = -\frac{4}{\pi} \frac{D_{n'}(g)D_n(g)}{k'^2 - k^2} (1 - \delta_{n'n}),
\]

where \( k = k_n(g) \) and \( k' = k_{n'}(g) \) are assumed, and

\[
D_n(g) = \begin{cases} 
\left(1 + \frac{\sin(\pi k)}{\pi k}\right)^{-1/2} \cos \frac{\pi k}{2}, & \text{for even } n, \\
\left(1 - \frac{\sin(\pi k)}{\pi k}\right)^{-1/2} \sin \frac{\pi k}{2}, & \text{for odd } n.
\end{cases}
\]

We will obtain another expression of \( D_n(g) \) in Appendix A:

\[
D_n(g) = d_n \frac{k_n(g)}{\sqrt{|k_n(g)|^2 + g^2 + 2g/\pi}},
\]

where \( d_n \) is defined as

\[
d_n = (-1)^{\lfloor n/2 \rfloor},
\]

and \( \lfloor x \rfloor \) is the maximum integer less than \( x \).

6.2. Contribution from an EP to \( M(C) \)

We evaluate \( M(C) \) (35), deforming the integration contour \( C \). The anti-path-ordered exponential in \( M(C) \) is decomposed into the contributions from the EPs. Here, we focus on the contribution from the single EP \( g(n) \) (\( n > 1 \)). Namely, we will evaluate the anti-path-ordered exponential of the gauge connection along the contour \( C^{(n)} = \{g^{(n)} + \epsilon e^{i\theta} \mid \theta_0 \leq \theta \leq \theta_0 + 2\pi \} \), which encircles the EP \( g^{(n)} \) along the clockwise direction with the radius \( \epsilon \) (see figure 4). In particular, we focus on the limit \( \epsilon \downarrow 0 \), i.e.,

\[
M^{(n)} = \lim_{\epsilon \downarrow 0} \exp \left(-i \int_{C^{(n)}} A(g) \, dg\right),
\]

in the following:\footnote{The encirclement around an EP has been examined to study the associated phase holonomy [27–29].}
First, we show that the gauge connection \( A(g) \) is singular at the EP. Assume that \( \epsilon \equiv g - g^{(n)} \) is small. As explained in section 4, the quasi-momenta \( k_{n}(g) \) and \( k_{p}(g) \) are degenerate at \( \epsilon = 0 \), i.e., \( g = g^{(n)} \), where \( n_{e} = 0 \) for even \( n \), and \( n_{e} = 1 \) for odd \( n \). In Appendix B, we show that

\[
D_{n}(g)D_{m}(g) = d_{n}^{-1/2} k^{(n)} \frac{1}{2^{1/2} \epsilon^{1/2}}[1 + \mathcal{O}(\epsilon^{1/2})].
\] (44)

On the other hand, (24) implies

\[
(\{k_{n}(g)\}^{2} - \{k_{m}(g)\}^{2})^{-1} = \frac{\pi^{1/2}}{2^{5/2} k^{(n)} \epsilon^{1/2}}[1 + \mathcal{O}(\epsilon^{1/2})].
\] (45)

Combining these factors, each of which diverges \( \mathcal{O}(\epsilon^{-1/2}) \) as \( \epsilon \to 0 \), we find

\[
A_{n,m}(g) = d_{n} \frac{1}{4 \epsilon}[1 + \mathcal{O}(\epsilon^{1/2})].
\] (46)

Accordingly, the gauge connection within the subspace spanned by the \( n \)th and \( n \)th eigenstates is

\[
\begin{bmatrix}
A_{m,n}(g) & A_{m,n}(g) \\
A_{n,m}(g) & A_{n,m}(g)
\end{bmatrix} = i \frac{d_{n}}{\epsilon} R[1 + \mathcal{O}(\epsilon^{1/2})],
\] (47)

where

\[
R \equiv -\frac{1}{4} \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix}.
\] (48)

The leading term is proportional to \( \epsilon^{-1} \) and single-valued around \( \epsilon = 0 \). The next leading term exhibits weaker divergence \( \mathcal{O}(\epsilon^{-1/2}) \) and multiple-valuedness. Other matrix elements of (32) exhibit, at most, the weaker divergence \( \mathcal{O}(\epsilon^{-1/2}) \).

We examine \( M^{(2)} \) by expanding the anti-path-ordered exponential in (43):

\[
M^{(2)} = \lim_{\epsilon \to 0} \mathcal{P}_{\rightarrow} \left[ 1 - i \int_{C^{(2)}} A(g) \, dg - \frac{1}{2} \int_{C^{(2)}} A(g_{1}) \, dg_{1} \int_{C^{(2)}} A(g_{2}) \, dg_{2} + \cdots \right].
\] (49)

where \( \mathcal{P}_{\rightarrow} \) indicates the anti-path ordering product of matrices. From the argument above, the dominant part of the gauge connection has a block-diagonal structure

\[
A(g^{(2)} + \epsilon) = -\frac{i}{\epsilon} \begin{bmatrix}
R & 0 \\
0 & 0
\end{bmatrix} + \mathcal{O}(\epsilon^{-1}),
\] (50)

where the matrix representation involves only the subspace that consists of \( |\psi_{0,n}(g)\rangle \) with even \( n(\geq 0) \). Since the circumference of \( C^{(2)} \) is \( 2\pi \epsilon \), only the leading term in (50) contributes to \( M^{(2)} \):

\[
M^{(2)} = \begin{bmatrix}
\exp (-i2\pi R) & 0 \\
0 & 1
\end{bmatrix}.
\] (51)

It is straightforward to see that

\[
\exp (-i2\pi R) = \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\] (52)

from (48). Hence, we obtain

\[
M^{(2)} = \begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix},
\] (53)

which describes the parametric evolution of eigenvectors along \( C^{(2)} \). The bound state \( |\psi_{0,0}(g)\rangle \) evolves into \( |\psi_{0,2}(g)\rangle \). The partner \( |\psi_{0,2}(g)\rangle \) evolves into \( -|\psi_{0,0}(g)\rangle \), where an extra phase factor \( (-1) \) is acquired. Other eigenvectors remain unchanged.
6.3. Combining multiple-EP contributions

Let us examine the analytic continuation of the eigenvector \( |\psi_{0,n}(g_0)\rangle \), where \( g_0 \) is real and \( n' \) is even. We extend \( |\psi_{0,n}(g_0)\rangle \) along the cycle (see figure 4)

\[
C^{(n)}(g_0) = C^{(n)}_{\text{IN}}(g_0) \circ C^{(n)}_{\text{EP}} \circ C^{(n)}_{\text{OUT}}(g_0),
\]

(\( n > 1 \)), where \( a \circ b \) indicates the concatenation of paths \( a \) and \( b \). We note that all eigenvectors remain unchanged against the parametric evolution along \( C^{(n)}_{\text{OUT}}(g_0) \equiv C^{(n)}_{\text{IN}}(g_0) \circ C^{(n)}_{\text{OUT}}(g_0) \), because \( C^{(n)}_{\text{OUT}}(g_0) \) encloses no branch point (figure 4). Hence, from (34), \( |\psi_{0,n}(g_0; C^{(n)}(g_0))\rangle \) has the following expression:

\[
|\psi_{0,n}(g_0; C^{(n)}(g_0))\rangle = \sum_{n'} |\psi_{0,n'}(g_0)\rangle M^{(n')}_{n',n}. \tag{57}
\]

Next, we consider the effect of two EPs \( g^{(2)} \) and \( g^{(4)} \) using a contour \( C^{(2,4)} \equiv C^{(2)}(g_0) \circ C^{(4)}(g_0) \) (see figures 3 and 4). To carry this out, let us extend the eigenvectors in (57) with \( n = 2 \) along \( C^{(2)}(g_0) \). We find

\[
|\psi_{0,n}(g_0; C^{(2,4)}(g_0))\rangle = \sum_{n'} |\psi_{0,n'}(g_0; C^{(4)}(g_0))\rangle M^{(2)}_{n',n}. \tag{58}
\]

Hence, we obtain, using (57) with \( n = 4 \),

\[
|\psi_{0,n}(g_0; C^{(2,4)}(g_0))\rangle = \sum_{n'} |\psi_{0,n'}(g_0)\rangle M^{(2,4)}_{n',n}, \tag{59}
\]

where

\[
M^{(2,4)} = M^{(4)} M^{(2)}. \tag{60}
\]

Furthermore, we examine the analytic continuation of \( |\psi_{0,n}(g_0)\rangle \) along

\[
C^{(2,...,2m)}(g_0) = C^{(2)}(g_0) \circ C^{(2m-2)}(g_0), \tag{61}
\]

(\( m > 1 \)). In a similar way as above, we find

\[
|\psi_{0,n}(g_0; C^{(2,...,2m)}(g_0))\rangle = \sum_{n'} |\psi_{0,n'}(g_0)\rangle M^{(2,...,2m)}_{n',n}, \tag{62}
\]

where

\[
M^{(2,...,2m)} = M^{(2m)} M^{(2...2m-2)}. \tag{63}
\]

As shown in appendix C, we obtain

\[
M^{(2,...,2m)}_{n',n} = \sum_{m''=0}^{m-1} \delta_{n',2(m'+1)} \delta_{n',2m''} + (-1)^m \delta_{n',0} \delta_{n',2m} + \prod_{m''=0}^{m} (1 - \delta_{n',2m''} \delta_{n',n''}). \tag{64}
\]
where the first and second terms describe the shift of eigenstates \((0, \ldots, 2m - 2) \mapsto (2, \ldots, 2m)\), and the shift of eigenstate \(2m \mapsto 0\) with a phase factor \((-1)^{m}\), respectively. The other eigenstates remain unchanged by the closed contour \(C^{(2, \ldots, 2m)}(g_0)\). Hence, this contour accurately describes the shift of eigenstates up to the \((2m - 2)\)th excited states. In this sense, \(C^{(2, \ldots, 2m)}(g_0)\) emulates \(C\) in the limit \(m \to \infty\) as for the exotic quantum holonomy induced by \(C(g_0)\) along the real axis of \(g\), i.e.,

\[
M^{(2, \ldots, 2m)} \to M(C(g_0)),
\]

as \(m \to \infty\).

### 7. Discussion

First, we compare the present result with [10], where the correspondence between the exotic quantum holonomy and EPs is examined in families of quantum kicked spin-1/2. First of all, because a kicked spin is a periodically driven system, the exotic quantum holonomy of the eigenvalues and the eigenvectors of the Floquet operator, which is the time evolution operator during the period of a driving force, is investigated. Hence, the physical context of the exotic quantum holonomy is slightly different from the one in autonomous systems. On the other hand, these two models have the same relationship between the quantum holonomy and the EPs, as a whole. For example, the multiple-valuedness of eigenvalues and eigenvectors is governed by the EPs. The non-Abelian gauge connection has a \(\epsilon^{-1}\)-divergence around an EP (see (47)), where \(\epsilon\) is the distance from the EP in the parameter space. This divergence comprises the permutation of eigenvectors against a tiny loop around the EP (see (53)). However, we find a subtle difference on the analyticity of the gauge connection. As for the kicked spin, the gauge connection is single-valued in the parameter space. We may say that the gauge connection has a degree-1 pole at an EP of the kicked spin. On the other hand, as for the gauge connection of the two-body Lieb–Liniger model, an EP is not only a divergent point, but also a branch point. However, the multiple-valuedness appears only in the higher order correction terms about \(\epsilon\) (see (47)).

Second, it is certain that we should see whether the present observations apply to the Lieb–Liniger model with an arbitrary number of particles, as we focus on the two-body case. We may expect that a similar scenario on the interplay of the exotic quantum holonomy and the EPs is applicable. For example, according to the strong coupling expansion explained in section 4, the degree of EPs is 2 and each EP connects the ground state and an excited state, regardless of the number of particles [17]. On the other hand, however, there remain subtle points. For example, as for the two-body case, the repetitions of the adiabatic cycle \(C(g_0)\) and its inverse connect all eigenstates once we specify the total momentum. We call the collection of such eigenstates a family [18]. From the present analysis, a family corresponds to a Riemann surface of eigenenergy. The analytic continuation of the interaction strength \(g\) can connect any pair of eigenstates in a family. However, as discovered in [18], there is an infinite number of families in the three-body Lieb–Liniger model. For now, whether or not a family corresponds to a Riemann surface of eigenenergy is unknown, because several families might be connected in a region far from the real axis of a Riemann surface. In other words, the question is open as to whether there is any EP that is ‘inaccessible’ by the real cycles. Suppose that there is no such inaccessible EP. This implies one-to-one correspondence between a family and a Riemann surface. Although this might suggest that the EP picture obtained for the two-body case is applicable to an arbitrary number of particles, another question is raised. There is only a single Riemann surface for a given total momentum when the number of particles is 2. The number of Riemann surfaces, however, is infinite when the number of particles is 3. We do
not know how such a proliferation of Riemann surfaces against the increment of the number of particles is possible.

8. Summary

We have shown the direct link between the exotic quantum holonomy in eigenenergies and eigenspaces, and the EPs, which are degeneracy points in the complexified parameter space in the two-body Lieb–Liniger model. With the help of the Bethe ansatz, we examine the Riemann surface of quasi-momentum. All EPs in the lower-half plane participate in the eigenenergy anholonomy. Also, the non-Abelian gauge connection introduced for the eigenspace anholonomy exhibits divergent behavior around the EP as well as tiny multiple-valuedness correction. The EPs offer building blocks of the eigenspace anholonomy. It remains to be seen how the current result is to be extended to systems with an arbitrary number of particles.
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Appendix A. D-function

We show how we obtain (41). In the following, we assume that \( n \) is even. It is straightforward to obtain a similar argument for odd \( n \). Using the fact that \( k = k_n(g) \) satisfies (3), we find that the numerator and the denominator of (40) satisfy

\[
\cos \frac{\pi}{2} = \pm \sqrt{\frac{k^2}{k^2 + g^2}} \quad (A.1)
\]

and

\[
\sqrt{1 + \frac{\sin(\pi k)}{\pi k}} = \sqrt{\frac{\pi (k^2 + g^2) + 2g}{\pi (k^2 + g^2)}} \quad (A.2)
\]

respectively. Hence, we obtain

\[
D_n(g) = \pm \frac{k_n(g)}{\sqrt{k_n(g)^2 + g^2 + 2g/\pi}}. \quad (A.3)
\]

There remains the ambiguity of the sign. It is chosen so as to be consistent with the behavior of (40) in the real axes:

\[
D_n(g) = (-1)^{n/2} \frac{k_n(g)}{\sqrt{k_n(g)^2 + g^2 + 2g/\pi}}. \quad (A.4)
\]

Hence, we obtain (41) in the main text.

Appendix B. A derivation of (44)

We examine the singular behavior of the gauge connection (32) around the exceptional point (EP) \( g^{(n)} \) \((n > 1)\). We assume that \( \epsilon \equiv g - g^{(n)} \) is small. Two quasi-momenta \( k_n(g) \) and \( k_m(g) \)
degenerate at \((\epsilon, k) = (0, k^{(n)})\), where \(n_b = 0\) for even \(n\), and \(n_b = 1\) for odd \(n\). We summarize (24) and (25) as

\[
k_n(g) = k^{(n)} + \left(\frac{2}{\pi} \epsilon\right)^{1/2} + \mathcal{O}(\epsilon) \quad \text{and} \quad k_{n_b}(g) = k^{(n)} - \left(\frac{2}{\pi} \epsilon\right)^{1/2} + \mathcal{O}(\epsilon).
\]  

(B.1)

We choose that the branch cut emanating from \(g^{(n)}\) is parallel to the imaginary axis, and is confined within the lower-half plane. Namely, we suppose that

\[
-\frac{\pi}{2} < \text{Arg} \, \epsilon \leq \frac{3\pi}{2}
\]  

in the Riemann sheet where we are working.

We will examine

\[
r_n(g) \equiv \{k_n(g)\}^2 + g^2 + 2g/\pi \tag{B.3}
\]

in order to evaluate \(D_n(g) = d_n k_n(g)/\sqrt{r_n(g)}\) around \(g^{(n)}\). We start from the real axis, where \(\text{Arg} \, r_n(g) = 0\) holds. Hence, we expect that

\[
-\pi < \text{Arg} \, r_n(g) \leq \pi \tag{B.4}
\]

holds around the region between the real axis and \(g^{(n)}\), as \(\text{Arg} \, r_n(g)\) has no singular point there. We examine \(\text{Arg} \, r_n(g)\) in a similar way. As for real \(g\), we have \(r_n(g) > 0\) for \(g > -(2/\pi) n_b\), and \(r_n(g) < 0\) for \(g < -(2/\pi) n_b\). Note that \(\sqrt{r_n(g)}\) has a branch point at \(g = 0\), and the corresponding branch cut locates at the imaginary axis within the upper-half plane. So we choose \(\text{Arg} \, r_n(g) = 0\) for \(g > -(2/\pi) n_b\), and \(\text{Arg} \, r_n(g) = -\pi\) for \(g < -(2/\pi) n_b\). Hence, we expect that

\[
-\frac{3\pi}{2} < \text{Arg} \, r_n(g) \leq \frac{\pi}{2} \tag{B.5}
\]

is valid in the region between the real axis and \(g^{(n)}\).

We move to the vicinity of the EP \(g^{(n)}\), where we obtain

\[
r_n(g) = \frac{2^{3/2}}{\pi^{1/2}} k^{(n)} \epsilon^{1/2} [1 + \mathcal{O}(\epsilon^{1/2})], \tag{B.6}
\]

\[
r_{n_b}(g) = -\frac{2^{3/2}}{\pi^{1/2}} k^{(n)} \epsilon^{1/2} [1 + \mathcal{O}(\epsilon^{1/2})]. \tag{B.7}
\]

Note that \(\text{Arg} \, r_n(g)\) and \(\text{Arg} \, r_{n_b}(g)\) are singular at \(g^{(n)}\), i.e., \(\epsilon = 0\). From \(g^{(n)}\), the real axis is located in the direction \(\text{Arg} \, \epsilon = \pi/2\), where (B.4) and (B.5) are expected to be valid. We choose \(\text{Arg} \, k^{(n)}\) so as to satisfy

\[
-\pi < \frac{\pi}{4} + \text{Arg} \, k^{(n)} \leq \pi, \tag{B.8}
\]

in order to be consistent with (B.4). On the other hand, there remains the ambiguity of \(\text{Arg} \, r_{n_b}(g) = \text{Arg} \, (-1) + \frac{\pi}{2} + \text{Arg} \, k^{(n)}\). We resolve this using (B.8) and (B.5). We conclude that

\[
\text{Arg} \, r_{n_b}(g) = -\pi + \frac{\pi}{2} \text{Arg} \, \epsilon + \text{Arg} \, k^{(n)}, \tag{B.9}
\]

which implies (44) in the main text.
Appendix C. A proof of (64)

We prove (64) by induction. Note that, as for $m = 1$, (53) implies equation (64). Hence, it suffices to prove (64) for $m = m' + 1$ using the assumption that (64) holds for $m = m'(> 1)$. For simplicity, $m'$ is denoted by $m$. From the recursion relation (63), we have

$$M^{(2, ..., 2m+2)}_{n', n} = \sum_{n} M^{(2m+2)}_{n'n} M^{(2, ..., 2m)}_{n'm}.$$  \hfill (C.1)

We find from (54) that

$$M^{(2, ..., 2m+2)}_{n', n} = (-1)^{m+1} \delta_{n'0} M^{(2, ..., 2m)}_{2(2m+1), n'} + (-1)^{m} \delta_{n', 2(m+1)} M^{(2, ..., 2m)}_{0'n'}$$

$$+ \left( 1 - \delta_{n', 0} \right) \left( 1 - \delta_{n'2(m+1)} \right) M^{(2, ..., 2m)}_{n'n'}.$$  \hfill (C.2)

Hence, (64) implies that

$$M^{(2, ..., 2m+2)}_{n', n} = \sum_{m'=0}^{m} \delta_{n', 2(m'+1)} \delta_{n', 2m'} + (-1)^{m+1} \delta_{n', 0} \delta_{n', 2(m+1)} + \left[ \prod_{m' = 0}^{m+1} \left( 1 - \delta_{n', 2m'} \right) \right] \delta_{n', n'}.$$  \hfill (C.3)

Hence, the proof of (64) is completed.
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