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Abstract: Existing nuclei segmentation methods have obtained limited results with multi-center and multi-organ whole-slide images (WSIs) due to the use of different stains, scanners, overlapping, clumped nuclei, and the ambiguous boundary between adjacent cell nuclei. In an attempt to address these problems, we propose an efficient stain-aware nuclei segmentation method based on deep learning for multi-center WSIs. Unlike all related works that exploit a single-stain template from the dataset to normalize WSIs, we propose an efficient algorithm to select a set of stain templates based on stain clustering. Individual deep learning models are trained based on each stain template, and then, an aggregation function based on the Choquet integral is employed to combine the segmentation masks of the individual models. With a challenging multi-center multi-organ WSIs dataset, the experimental results demonstrate that the proposed method outperforms the state-of-art nuclei segmentation methods with aggregated Jaccard index (AJI) and F1-scores of 73.23% and 89.32%, respectively, while achieving a lower number of parameters.
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1. Introduction

The digital pathology revolution has begun by digitizing glass slides using a whole-slide image (WSI) scanner. Afterward, pathologists analyze the WSIs manually on a monitor using an image viewer [1]. Over the last few years, digital pathology has been employed in research, academic, and medical institutions in collecting data, managing databases, as well as designing robust studies for millions of specimens. However, the manual analysis performed by pathologists (i.e., the visual assessment of WSIs) is time consuming, especially in tasks like nuclei cell segmentation and counting [2,3].

Thanks to the vast developments in deep learning-based techniques supported by the recent improvements of hardware (e.g., graphics processing unit), researchers have been attracted to exploring the applicability and utility of deep learning in digital pathology [4]. For instance, deep learning techniques have been used to segment nuclei cells, count cancer cells, and detect cancer metastasis in lymph nodes.

Efficient automated nuclei cell segmentation methods, including deep learning-based methods, are required for realizing several tasks such as cell counting, feature extraction, classification of cancer type, cancer sub-type recognition, and cancer grading. Generally speaking, nuclei cell segmentation can be performed by classifying each pixel in a WSI as nuclei or non-nuclei. In the literature, deep convolutional neural networks (DCNNs) have been employed to segment and detect nuclei [5,6]. Deep learning-based semantic segmentation methods such as the fully convolutional network architecture (FCN) [7], U-Net [8], self-correction [9], and SegNet [10] have been used to segment nuclei in WSIs,
to name but a few. Besides, task-specific models like CIA-Net [11] and AS-UNet [12] have been introduced to accurately segment nuclei in WSIs.

Over the last decade, the automatic segmentation of nuclei in histopathological images has been well studied. Due to the dominating performance of deep learning in the same era, deep learning-based approaches are becoming increasingly popular in histopathological image analysis including nuclei segmentation. For instance, Cui et al. [13] proposed an automatic end-to-end DCNN algorithm for the segmentation of individual nuclei. They also presented a nuclei boundary model to predict the inner nuclear instance, the nuclear contour, and the background simultaneously in WSIs. Furthermore, they employed a customized weighted loss function based on the relative position of pixels within the image to improve and stabilize the inner nuclei and contour prediction. With the MoNuSeg-dataset [14], their model obtained an F1-score of 85.40%. Naylor et al. [15] proposed a deep learning-based nuclei segmentation model called DIST, where they formulated the problem of overlapped nuclei segmentation in WSIs as a regression task. They achieved an F1-score of 78.63% with the MoNuSeg dataset.

Furthermore, Wang et al. [16] proposed a multi-path dilated residual network for nuclei segmentation and detection. The network included the following key elements: (1) multi-scale feature extraction based on the ResNet model and the feature pyramid network (FPN), (2) the candidate region network, and (3) a final network for the detection and segmentation of nuclei. With the MoNuSeg dataset, they obtained an F1-score of 75.84%. Zhou et al. [17] introduced the UNet++ model for semantic and instance segmentation. They improved the performance of the standard medical image segmentation model, UNet, by combining UNets of varying depths, redesigning the skip connections, and employing an architecture pruning scheme to accelerate the inference speed while maintaining the performance. Although UNet++ could improve segmentation accuracy over the standard UNet model, the computation cost increased. UNet++ achieved an F1-score of 88.17% on the MoNuSeg dataset. Zeng et al. [18] introduced the RIC-UNet model for nuclei segmentation. RIC-UNet was constructed by adding residual blocks, multi-scale, and a channel attention mechanism to the UNet model. RIC-UNet obtained an F1-score of 82.78% with the MoNuSeg dataset.

Additionally, Graham et al. [19] introduced a stain-aware multi-scale convolutional network, so-called SAMS-Net, for segmenting nuclei in WSIs. The architecture of SAMS-Net was inspired by the fully convolutional network (FCN) architecture [7]. In particular, SAMS-Net employs a set of pre-defined weight maps aware of the intensity of hematoxylin in each histopathological image. SAMS-Net extracts deep contextual features in the down-sampling path and localizes nuclei in the up-sampling path. The performance of SAMS-Net was evaluated on the nuclei segmentation dataset [20]—achieving a Dice score of 81.2%. Xie et al. [21] proposed a deep interval-marker-aware network called DIMAN for nuclei segmentation. DIMAN combines the convolutional neural networks with the marker-controlled watershed. DIMAN has been trained to segment the foreground, marker, and interval of nuclei simultaneously. The performance of DIMAN was assessed on three public histopathology image datasets, achieving an aggregated Jaccard index (AJI) score of 56.64% with the MoNuSeg dataset.

Existing automated nuclei cell segmentation methods still face several challenges when segmenting nuclei in WSIs, most importantly the color variation in WSIs due to the use of different stains, as well as the intrinsic variation in cell types and sizes. To better explain these challenges, in Figure 1, we present four examples of WSIs collected from multiple organs and multiple centers that use different stains. As one can see, the WSIs include variations like cellular structure (red boxes), overlapping (yellow circles), and clumped nuclei (green boxes). Such variations could limit the accuracy of automated nuclei cell segmentation methods significantly. In an attempt to develop an efficient nuclei segmentation model while tackling the challenges mentioned above, this article proposes an efficient stain-aware nuclei segmentation deep learning framework for multi-center WSIs. In contrast to existing methods that employ a single stain template from the dataset to normalize
all images, we propose an efficient algorithm to select a set of stain templates based on stain clustering. Then, a set of individual deep learning-based nuclei segmentation models is trained based on each stain template, and finally, an aggregation function based on the Choquet integral is proposed to fuse the segmentation masks of the individual models.

Figure 1. Whole-slide images (WSIs) collected from multiple organs and many centers employing different stains. Cell overlapping, shape variation, and clumped nuclei are marked by yellow circles, red boxes, and green boxes, respectively.

Section 2 presents the proposed stain-aware nuclei segmentation deep learning framework in detail. Section 3 provides the experimental results, comparisons, and discussion. Section 4 concludes the study and elaborates on future work.

2. Methodology

Figure 2 presents an overview of the proposed stain-aware nuclei segmentation deep learning method for multi-center WSIs. The key elements of the proposed method are an automatic stain template selection based on stain clustering, stain normalization, the construction of individual nuclei segmentation models, and an aggregation function based on the Choquet integral that produces the final nuclei segmentation masks. It should be noted that most related works randomly selected a stain template from the WSI dataset to normalize all images. Differently, we propose a stain template selection algorithm to select $NT$ images from the WSI dataset to serve as stain templates. A stain-normalization method is used to transform all WSIs to the color space of each stain template. This normalization process generates $NT$ WSI datasets. Afterward, $NT$ individual nuclei segmentation models are built, where each normalized dataset is used to train an individual nuclei segmentation model to predict coarse nuclei segmentation masks (i.e., coarse labels). Ultimately, an aggregation function based on the Choquet integral and the gray wolf optimizer is employed to fuse the coarse nuclei segmentation masks into a single segmentation mask. Such an aggregation process can correctly join the information given in the segmentation masks of the individual models. Below, we describe the proposed method in detail.

2.1. Selection of Stain Templates

To select a set of $NT$ stain templates ($T_1, T_2, \ldots, T_{NT}$), WSIs ($I_1, I_2, \ldots, I_m$) are clustered as $NT$ groups $G = \{g_1, g_2, \ldots, g_{NT}\}$. Here, we employ the K-means clustering algorithm to group WSIs having quite similar stain colors. The K-means clustering algorithm is a
centroid-based algorithm, where each cluster is associated with a centroid. The clustering process can be formulated as follows:

$$\arg\min_G \sum_{i=1}^{NT} \sum_{I \in g_i} ||I - \mu_i||^2$$ \hspace{1cm} (1)

Here, $\mu_i$ refers to the mean of the WSIs of the group $g_i$ and $NT \leq m$.

It should be noted that the number of selected stain templates ($NT$) equals the number of centroids ($K$). Given the value of $NT$ and the WSIs, the K-means clustering algorithm clusters the WSIs into $K$ groups with $K$ centroids. To define the $NT$ stain templates, we compute the distance map $D$ between the WSIs and the $K$ centroid as shown below:

$$D = \begin{bmatrix}
    d_{1,1} & d_{1,2} & \cdots & d_{1,K} \\
    d_{2,1} & d_{2,2} & \cdots & d_{2,K} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{m,1} & d_{m,2} & \cdots & d_{m,K}
\end{bmatrix}$$ \hspace{1cm} nWSIs \hspace{1cm} (2)

Here, $d_{i,j}$ refers to the Euclidean distance between the $i$th image and the $j$th centroid.

After we compute the distance map $D$, we determine the $NT$ images that achieve the minimum RMSE values with the $K$ centroids. In other words, we determine the index of the minimum of each column in $D$. The resulting $NT$ images are then employed as stain templates. The value of $K$ (i.e., the number of stain templates—$NT$) is tuned experimentally. Algorithm 1 presents the steps of the stain template selection algorithm.

**Algorithm 1** Pseudocode for the stain template selection algorithm.

1: Input: WSIs $I_1, I_2, \ldots, I_m$
2: Determine $G = \{g_1, g_2, \ldots, g_{NT}\}$ using Equation (1)
3: $i = 1$, and $NT =$ the number of stain templates
4: for $i \leq NT$ do
5: Select $I_i$ that is close to the centroid of $g_i$ as $T_i$
6: $i = i+1$
7: end
8: Output: $NT$ candidate stain templates $(T_1, T_2, \ldots, T_{NT})$

### 2.2. Stain Normalization

Stain normalization techniques have been widely used in histopathological image assessment tools. It is a fundamental step to reduce color variations among WSIs and obtain a more desirable color consistency between the images before assessing them. In this study, we employed the stain normalization method introduced in [22], in which all WSIs are transformed to the color space of a pre-defined target image (i.e., stain template image). In [22], the stain normalization was formulated as an optimization problem as follows:

$$\min_{W, H} \frac{1}{2} ||V - WH||_F^2 + \lambda \sum_{j=1}^{r} ||H(j,:)||_1 \text{, } W, H \geq 0$$ \hspace{1cm} (3)

Here, $H$ is the stain concentration matrix and $W$ is the stain color matrix. The columns of $W$ represent the RGB color of each stain. $V$ is the relative optical density, and $\lambda$ is the sparsity regularization parameter. The size of $H$ is $r \times n$, where $n$ is the number of pixels. The size of $W$ is $m \times r$, where $r$ is the number of stains and $m$ is the three RGB channels. The optimization problem is solved by alternating $W$ and $H$, meaning it optimizes one of them while fixing the other.
2.3. Constructing the Individual Nuclei Segmentation Models

Different semantic segmentation models based on deep convolution networks have been proposed in the literature, such as the fully connected convolution neural network (FCN) [7], UNet [8], SegNet [10], and fully connected densely connected convolutional networks (FCDenseNets) [23]. Many semantic segmentation models have been adapted in the last few years for the nuclei segmentation problem. In [24], we adapted several efficient semantic segmentation models to the nuclei segmentation problem and compared their results in terms of segmentation accuracy and the number of parameters. The study found that the FCDenseNet model [25] achieved promising nuclei segmentation results with a low number of parameters (i.e., number of weights). Accordingly, we employed the FCDenseNet model in this study to build the individual nuclei segmentation models (NSMs). Specifically, we employed the FCDenseNet103 architecture to construct the NSMs. It should be noted that each NSM is trained after normalizing all images using one of the stain templates selected by the stain template selection algorithm described in Section 2.1.

Figure 3 shows that each NSM includes encoder (top branch) and decoder (bottom branch) networks. There are 11 dense blocks (DBs) with five DBs in the encoder network, one DB in the BottleNeck (in between the encoder and the decoder networks), and 5 DBs in the decoder network. In total, there are 103 convolutional layers. As depicted in Figure 4a, each DB contains a set of layers. Each layer is composed of a batch normalization (BN) layer, a rectified linear unit (ReLU) layer, a 3 × 3 convolutional layer, and dropout (Figure 4b). Each layer of the DB is connected to all other layers in a feedforward fashion [25], allowing reusing features and permitting the gradient to flow directly to earlier layers. Assume that \( x_n \) is the output of the \( n \)th layer. \( x_n \) is computed by applying a non-linear transformation \( H_n \) to the output of the previous layer \( x_{n-1} \) in the case of conventional DCNNs:

\[
x_n = H_n(x_{n-1})
\]  

(4)

Here, \( H \) represents a convolution followed by a ReLU and often dropout. DB concatenates all feature outputs as follows:

\[
x_n = Z_n([x_{n-1}, x_{n-2}, x_{n-3}, \ldots, x_0])
\]  

(5)

In this expression, \( Z \) refers to a BN layer followed by ReLU, a convolution, and dropout, and \([\ldots]\) represents the concatenation operation.

In the encoder network (top branch), each DB is followed by a transition down (TD) transformation. As one can see in Figure 4c, TD contains a BN layer, ReLU, a 1 × 1 convolutional layer, and a 2 × 2 max pooling operation. In the decoder network (bottom branch), each DB is followed by a transition up (TU) transformation. TU includes a 3 × 3 transposed convolution with a stride of 2 (Figure 4d). The transposed convolution layers upsample the preceding feature maps. The outputs of TU layers are concatenated with the corresponding feature maps acquired by the skip connections. The concatenated feature maps represent the input of the next DB. To produce the segmentation masks, a 1 × 1 convolutional layer followed by a softmax is employed at the end of the decoder network.

![Figure 3. The architecture of the individual nuclei segmentation model (NSM).](image-url)
2.4. Constructing Aggregation Function Based on the Choquet Integral

An aggregation operator $\gamma$ is a function that fuses a set of real numbers $(\chi_1, \chi_2, \ldots, \chi_n)$ into a real number $\alpha$:

$$\alpha = \gamma(\chi_1, \chi_2, \ldots, \chi_n)$$  \hspace{1cm} (6)

It should be noted that the function $\gamma : [0, 1]^n \rightarrow [0, 1]$ must satisfy the following properties to be said aggregation operator:

- **Identity**: $\gamma(\chi) = \chi$.
- **Boundary conditions**: $\gamma(0, \ldots, 0) = 0$ and $\gamma(1, \ldots, 1) = 1$.
- **Monotonicity**: If $\chi_i \leq y_i$ for all $i \in \{1, \ldots, n\}$, then $\gamma(\chi_1, \ldots, \chi_n) \leq \gamma(y_1, \ldots, y_n)$.

The Choquet integral is a widely-used and powerful aggregation operator that depends on the calculation of fuzzy measures. The Choquet integral-based aggregation function, which satisfies the above-mentioned properties, can represent different combinations among the set of values to be fused through a fuzzy measure [26,27]. Given n-tuple real numbers $(\chi_1, \chi_2, \ldots, \chi_n)$, the Choquet integral $\theta : [0, 1]^n \rightarrow [0, 1]$ with a fuzzy measure $\lambda$ is expressed as follows:

$$\theta_\lambda(\chi) = \sum_{i=1}^{n} \lambda(\chi_{(i)})$$(7)

It should be noted that increasing permutation should be applied on the elements of $\chi$ $(\chi_1, \chi_2, \chi_j, \ldots, \chi_n)$ to calculate $\theta_\lambda(\chi)$. The increasing permutation on $\chi$ produces a new vector $(\chi_{(1)}; \chi_{(2)}; \ldots; \chi_{(n)})$, where the number at the underscore $j = \{1, 2, \ldots, n\}$ is an index referring to the order of the element, $0 \leq \chi_{(1)} \leq \chi_{(2)} \leq \cdots \leq \chi_{(n)}$, and $\chi_{(0)} = 0$.

As one can see in Equation (7), the computation of $\theta_\lambda(\chi)$ requires a fuzzy measure. Assume that we trained a set of NT NSMs, $S = \{NSM_1, NSM_2, \ldots, NSM_{NT}\}$; a real-valued function $\lambda : 2^S \rightarrow [0, 1]$ is considered as a fuzzy measure if and only if it fulfills the properties mentioned below:

- $\lambda(\emptyset) = 0$ (boundary condition).
- $\lambda(S) = 1$ (normalized).
- Assume that $Q$ is a reference set, $\forall A, B \subseteq S$ if $A \subseteq B$, then $\lambda(A) \leq \lambda(B)$ (monotonicity).

There are $2^{NT-1}$ non-empty subsets in the set $S$. Accordingly, each measure element in the fuzzy measure should correspond to a non-empty subset of $S$. It should be noted that $\lambda$
has a total of $2^{NT-1}$ elements; the measure element that corresponds to the whole set $S$ must equal to one, whereas the rest of measure elements can hold any real value in the range $[0, 1]$ while satisfying the monotonicity property. In this study, we use the gray wolf optimizer (GWO) [28] to compute the fuzzy measure elements that correspond to all subsets $\{s_1, s_2, \ldots, s_{NT}\}$ optimally. GWO is inspired by the social hierarchy and the hunting behavior strategy of gray wolves. The main steps of the hunting behavior of the gray wolves are encircling the prey and hunting.

Figure 5 presents the steps to find the fuzzy measure elements using the GWO algorithm. First, we initialize the population of fuzzy measure elements $\lambda_1, \lambda_2, \lambda_{NT}$ in the range $[0, 1]$. The GWO algorithm employs $N$ search agents to find the optimal solution, where each search agent (SA) contains candidate values for the fuzzy measure elements $\lambda_1, \lambda_2, \lambda_{NT}$. Below, we present the population $P_\lambda$ of the GWO, where each row in the population represents a search agent.

$$P_\lambda = \begin{bmatrix}
\lambda_{1,1}, \ldots, \lambda_{1,NT} \\
\lambda_{2,1}, \ldots, \lambda_{2,NT} \\
\vdots \\
\lambda_{N,1}, \ldots, \lambda_{N,NT}
\end{bmatrix}$$

For each search agent in the population $P_\lambda$, we utilize the Choquet integral-based aggregation function (Equation (7)) to combine the predictions of the NSMs (pixel-level aggregation). Afterward, the result of the aggregation (a nuclei segmentation mask) and the corresponding ground-truth are used to compute the fitness of the search agent. Here, we employ the aggregated Jaccard index (AJI) as a fitness function:

$$\text{fitness} = \frac{\sum_{i=1}^{L} \left| GT_i \cap N\theta^*_j (i) \right|}{\sum_{i=1}^{K} \left| GT_i \cup N\theta^*_j (i) \right| + \sum_{k \in \text{Ind}} N\theta_k}$$

Here, $GT_i$ is the $i$th ground-truth mask of nuclei pixels, $N\theta_k$ is the predicted nuclei segmentation mask, $N\theta^*_j (i)$ is the connected component from the predicted mask that maximizes the Jaccard index, and $\text{Ind}$ is the list of indices of pixels that do not belong to any element in the ground-truth.

After calculating the fitness of all search agents, the population $P_\lambda$ is updated. GWO repeats this process till it reaches the maximum number of iterations or optimizer convergence. The number of search agents and the number of iterations were set to 100 and 50, respectively.

2.5. Implementation of the Proposed Method

In Algorithm 2, we present the steps to implement the proposed method. The WSI dataset was split into training and testing. In the training phase, we employed the proposed stain template selection algorithm (Section 2.1) to select $NT$ stain templates $(T_1, T_2, \ldots, T_{NT})$. Given a stain template $T_i$, we normalized all training images (as described in Section 2.2) and then trained a nuclei segmentation model $NSM_i$. This process was repeated with all $NT$ stain templates, resulting in $NT$ nuclei segmentation models $(NSM_1, NSM_2, \ldots, NSM_{NT})$. For $NT$ trained NSM models, we obtained $NT$ nuclei segmentation masks $(MSK_1, \ldots, MSK_{NT})$ by inputting the input WSI $I_i$ into the learned mapping functions of the $NT$ nuclei segmentation models:

$$R = \{f_{NSM_1}(I_i), f_{NSM_2}(I_i), \ldots, f_{NSM_{NT}}(I_i)\}$$
In the testing phase, the trained nuclei segmentation models \((NSM_1, NSM_2, \ldots, NSM_N)\) were used to predict the segmentation masks \(R\) that corresponded to the test WSIs. Afterward, the masks of \(R\) were fused using Choquet integral expressed in Equation (7).

Algorithm 2 Implementation of the proposed method.

1: Read WSIs
2: Split the WSI dataset as training and testing sets.
3: Use the stain template selection algorithm to find \(T_1, T_2, \ldots, T_N\)
   \[\text{Training}\]
4:   \[\text{for } i = 1 : NT \text{ do}\]
5:       \[\text{for all } \text{Train images in the training set do}\]
6:         \[\text{Perform stain normalization using template } T_i\]
7:       \[\text{Train a nuclei segmentation model } NSM_i \text{ using the normalized training set}\]
8:       \[\text{Save the nuclei segmentation model } NSM_i\]
9:   \[\text{end}\]
   \[\text{Testing}\]
10: \[\text{for } i = 1 : NT \text{ do}\]
11:    \[\text{Load } NSM_i\]
12:    \[\text{for all } \text{Test images in the testing set do}\]
13:       \[\text{Perform stain normalization using template } T_i\]
14:   \[\text{end}\]
15: \[\text{while true do}\]
16:    \[\text{for all test images do}\]
17:         \[\text{Compute } f_{NSM_1}(I_i), f_{NSM_2}(I_i), \ldots, f_{NSM_M}(I_i)\]
18:         \[R \leftarrow \{r_1, r_2, \ldots, r_{NT}\}\]
19:         \[\text{Permute } R \text{ increasingly}\]
20:         \[\text{Compute } \lambda \text{ using the GWO optimizer}\]
21:         \[\text{Aggregate } R \text{ using Equation (7)}\]
22:         \[\text{Segmentation mask } \leftarrow \vartheta_{\lambda}(R)\]
23: \[\text{end}\]

In this study, we used the F1-score (F1) and aggregated Jaccard Index (AJI) [14] to evaluate the proposed method. The F1-score represents the harmonic average of the precision (the ratio of segmented nuclei in label images) and recall (the percentage of the total number of nuclear pixels in the label image correctly segmented). The F1-score can be expressed as follows:

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (11)
\]

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN} \quad (12)
\]

Here, \(TP\) (true positive) is the number of correctly segmented nuclei cell pixels, \(TN\) (true negative) is the number of correctly segmented non-nuclei cell pixels, \(FP\) (false positive) is the number of non-nuclei cell pixels wrongly segmented as nuclei, and \(FN\) (false negative) is the number of nuclei cell pixels wrongly segmented as non-nuclei.

The AJI is expressed in Equation (9). It is an enhanced version of the Jaccard index, which has a more powerful ability to measure the strength of nuclei segmentation [14].
3. Results and Discussion

3.1. Multi-Center Multi-Organ WSI Image Dataset

To assess the efficacy of the proposed method, we used a well-known and very challenging multi-center multi-organ WSI dataset called MoNuSeg [14], which was made available by the Indian Institute of Technology Guwahati. The MoNuSeg dataset contains 30 WSIs having a size of 1000 × 1000 with a total of 21,000 manually annotated nuclei. The MoNuSeg dataset is tremendously difficult as it has WSIs of seven different organs (breast, kidney, colon, stomach, prostate, liver, and bladder). Besides, the WSIs were collected from many medical centers that employed different stains. It should be noted that in our experiments, we used 23 WSIs for training the proposed method and kept one WSI for each organ for testing (seven WSIs hand-picked from the dataset) to take into consideration the diversity of organs and stain colors. We used the same test set to evaluate all segmentation models.

The input image size to the NSM models was 256 × 256 × 3. During training, we re-scaled each WSI to 1024 × 1024, and then, we divided it into four non-overlapping sub-images of size 256 × 256. Data augmentation was also employed by cropping 200 patches of size 256 × 256 from each WSI randomly, then flipping them vertically and horizontally, resulting in a total of 14,076 patches. During the test phase, each WSI was re-scaled to 1024 × 1024 and then divided into four non-overlapping sub-images of size 256 × 256. It should be noted that the proposed segmentation classified each pixel in the input WSI as a nucleus or non-nucleus pixel. Thus, even if the splitting line crossed a nucleus, the proposed method segmented pixels of each part of the cropped nucleus. Afterward, the patches belonging to one input WSI were stacked while keeping their spatial order to form the final segmentation mask.
3.2. Analyzing the Performance of the Proposed Method

First, we analyzed the effect of the stain template selection algorithm on the performance of the proposed method. Figure 6 shows the distance maps of the stain template selection algorithm with different numbers of clusters: \( K = 2, 3, \) and 5. In these maps, the darkest color indicates the index of the closest WSI to the cluster centroid. The stain template selection algorithm selects the best stain templates based on these distance maps as explained in Section 2.1. Figure 6a shows the distance map of the stain selection algorithm with \( K = 2 \) (two clusters). As shown, the closest WSI to Centroid 1 (WSI # 15) is very far from Centroid 2. Figure 6b shows the distance map of the stain template selection algorithm with \( K = 3 \). As we can see, WSI Number 15 is the closest image to the centroid of the first cluster, which obtains a Euclidean distance of 0.31 (the minimum value on the map). WSI Number 5 is the closest image to the centroid of the second cluster (Euclidean distance of 0.33). In turn, WSI Number 1 is the closest image to the centroid of the third cluster (Euclidean distance of 0.42). Figure 6c shows the distance map of the stain selection algorithm with \( K = 5 \) (five clusters). As one can see, Centroid 3 and Centroid 5 cannot yield distinct stain templates because most of the images are far from these two clusters. Therefore, the stain selection algorithm with five clusters (\( K = 5 \)) may yield limited segmentation results. However, the use of three clusters (\( K = 3 \)) would lead to a more accurate nuclei segmentation.

Table 1 shows the performance of the stain template selection algorithm with different numbers of clusters \( k = 1, 2, 3, 4, \) and 5 in terms of the F1 and AJI-scores. It is worth noting that \( k = 1 \) means that we train one NSM model after normalizing the data using one stain template, \( k = 2 \) means that we train two NSM models after normalizing the data using two stain templates, and \( k = 5 \) means that we train five NSM models after normalizing the data using five stain templates. As one can see in Table 1, the proposed method obtains the lowest F1- and AJI-scores with one stain template. A noticeable improvement in the segmentation results (2% approximately) can be seen when using multiple stain templates. The proposed method achieved the highest F1-score (89.32%), AJI-score (73.23%), precision > 89%, and recall > 88% when setting the number of stain templates \( k \) to three.

![Figure 6](image-url)

*Figure 6.* The distance maps of the stain selection algorithm with (a) \( K = 2 \), (b) \( K = 3 \), and (c) \( K = 5 \).
Table 1. Effect of the stain template selection algorithm on the performance of the proposed method. The best results are in bold. AJI, aggregated Jaccard index.

| K  | Precision (%) | Recall (%) | F1-Score (%) | AJI-Score (%) |
|----|---------------|------------|--------------|---------------|
| 1  | 88.44         | 88.04      | 88.24        | 70.88         |
| 2  | 89.03         | 88.17      | 88.60        | 71.74         |
| 3  | **89.93**     | **88.88**  | **89.32**    | **73.23**     |
| 4  | 89.18         | 88.85      | 89.02        | 72.73         |
| 5  | 89.15         | 88.76      | 89.03        | 72.70         |

Second, we evaluated the performance of other variants of the proposed method by replacing the Choquet integral-based aggregation function with other aggregation operators: median, mean, and max aggregation operators. Specifically, in this experiment, we fixed the number of templates to three \((k = 3)\), meaning we used three NSMs) while replacing the proposed Choquet integral-based aggregation function with other operators. As presented in Table 2, the mean operator achieved F1- and AJI-scores of 89.03% and 72.73%, which were better than the maximum and median operators.

Although the mean aggregation function gave an acceptable performance, the proposed Choquet integral-based aggregation achieved slightly better results. It is worth noting that one of the main advantages of the Choquet integral is that it considers the interaction between the components to be combined through the fuzzy measure. In turn, other operators like the maximum operator disregard the relationship between the components and ignore inherent information. Differently, the Choquet integral is a generalization of various aggregation operators, such as the arithmetic mean, weighted sum, ordered weighted average, minimum, and maximum [27,29,30].

Table 2. Evaluating other variants of the proposed method by replacing the Choquet integral-based aggregation function with other aggregation operators: median, mean, and max aggregation operators. The best results are in bold.

| Aggregation Method | Precision (%) | Recall (%) | F1-Score (%) | AJI-Score (%) |
|-------------------|---------------|------------|--------------|---------------|
| Mean operator     | 89.24         | 88.79      | 89.03        | 72.73         |
| Median operator   | 89.24         | 88.79      | 89.01        | 72.70         |
| Max operator      | 88.62         | 89.23      | 88.79        | 72.29         |
| Choquet integral  | **89.93**     | **88.88**  | **89.32**    | **73.23**     |

Figure 7 shows the segmentation results of the proposed method with four different organs: liver, breast, colon, and kidney. Despite the color variation in the four WSIs, the proposed method achieved precise segmentation masks. As shown, the proposed method accurately segmented nuclei in the WSIs of kidney organs with an AJI-score of 74.10%. Furthermore, it could segment the liver WSI with an AJI-score of 72.50%, noting that this WSI was comprised of many overlapped nuclei having different shapes.

Table 3 compares the performance of the proposed method with recently published nuclei segmentation methods [15,18,31]. Table 3 also compares the proposed method with two popular medical image segmentation models (UNet [8] and UNet++ [17]), as well as efficient semantic segmentation models adopted for the nuclei segmentation task [7,10,23]. It should be noted that all these models were trained using the MoNuSeg dataset. Besides, in this experiment, we used the same data augmentation strategy used to train our model, and we tried different stain templates to get the best possible performance for all compared models. As one can see, the proposed method outperformed all compared methods. Both FCN8sand UNet++ achieved a competitive performance over the other methods; however, they obtained AJI-scores of 70.86% and 70.88%, respectively, which were 2% lower than the proposed method. The NSM-based FCDenseNet103 (one of the key components of the proposed model that was trained) achieved F1- and AJI-scores higher than the other compared methods. Besides, we compared the performance of the proposed method...
with a popular segmentation software called ImageFIJI [32], finding that the proposed method obtained superior results. It should be noted that the recently published nuclei segmentation methods achieved improvements of 1−2% over the state-of-the-art models—for instance, [33]. As one can see in Table 3, the AJI-score of the proposed method was better than the ones of FCN8s, UNet++, and FCDenseNet103 with approximately 3, 3, and 2 points, respectively. Thus, it is clear that the proposed method achieved good enhancements over the existing methods when looking at the range of enhancement achieved with the state-of-the-art models and considering the difficulty of the problem.
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**Figure 7.** Segmentation results of the proposed method with different organs (liver, breast, colon, and kidney).

**Table 3.** Comparing the performance of the proposed method with recently published nuclei segmentation methods, popular medical image segmentation models (UNet [8] and UNet++ [17]), as well as efficient semantic segmentation models adopted for the nuclei segmentation task ([7,10,23]). The best results are in bold.

| Model            | Precision (%) | Recall (%) | F1-Score (%) | AJI-Score (%) |
|------------------|---------------|------------|--------------|---------------|
| DIST [15]        | –             | –          | 78.63        | 55.98         |
| RIC-UNet [18]    | –             | –          | 82.78        | 56.35         |
| cGANs [31]       | 86.60         | –          | 86.84        | 72.10         |
| SegNet [10]      | 84.71         | 89.23      | 86.84        | 68.28         |
| UNet [8]         | 88.49         | 88.09      | 87.84        | 70.02         |
| FCN8s [7]        | 88.34         | 88.71      | 88.17        | 70.84         |
| UNet++ [17]      | 88.91         | 88.48      | 88.24        | 70.88         |
| FCDenseNet103 [23]| 89.52      | 88.69      | 88.45        | 71.34         |
| ImageFIJI [32]   | 75.12         | 80.19      | 75.52        | 53.30         |
| Proposed         | 89.93         | 88.88      | 89.32        | 73.23         |

Figure 8 shows the segmentation masks of the proposed method, FCN8s, UNet++, and ImageFIJI for the WSIs of bladder, prostate, and stomach organs. The ImageFIJI software had the worst segmentation results with all organ images; in particular, there was a serious over-segmentation for the WSIs of bladder and stomach, which have dense nuclei. In the case of the prostate organ WSI, Figure 8 shows that the proposed method can highly recover the mis-segmentation of the other methods. With the prostate WSI, the proposed method achieved an AJI-score of 74.20%, which was 3.65% better than the high-performance method UNet++. Figure 9 presents the boxplots of the F1- and AJI-scores of the proposed method, as well as different compared methods (UNet, SegNet, UNet++,
Given the F1- and AJI-scores of the test images with a particular model, a boxplot can be displayed based on a five-number summary: the minimum, the maximum, the sample median, and the first and third quartiles. As shown in Figure 9, the proposed method achieved the highest median AJI- and F1-scores without outliers.

**Figure 8.** The nuclei segmentation masks of the proposed method, FCN8s, UNet++, and ImageFIJI for the WSIs of bladder, prostate, and stomach organs.

**Figure 9.** Boxplots of the F1- and AJI-scores of the proposed method, as well as different compared methods: UNet, SegNet, UNet++, and ImageFIJI. (a) Boxplot of F1-scores and (b) Boxplot of AJI-scores.

To demonstrate the efficiency of the proposed method, in Figure 10, we plot the AJI-scores and the number of parameters of the proposed method, FCN8s, UNet, SegNet, UNet++, and FC-DenseNet103. As shown, the nuclei segmentation models had a noticeable variation in the number of parameters. On the one hand, UNet++ achieved an AJI-score higher than 70%; however, it is a bit heavy model with >35 million trainable parameters (high computational cost). On the other hand, FC-DenseNet achieved an AJI-score higher than 71%; it had <10 million trainable parameters (light architecture), which made it the primary choice to construct the NSMs. It is worth noting that despite the number of trainable parameters of the proposed method (25 million approximately) being higher than NSMs (FC-DenseNet), it achieved state-of-the-art results (AJI >73%). All in all, the proposed method obtained the highest segmentation results while maintaining the number of parameters lower than the other methods having close results.
To further prove the efficiency of the proposed method, we tested it on another WSI dataset. Specifically, we assessed the performance of the proposed method with the recently published CryoNuSeg dataset [33]. CryoNuSeg includes WSIs from ten human organs, noting that these organs have not been covered in other publicly available datasets, including the MoNuSeg dataset. The ten organs covered in CryoNuSeg are adrenal gland, larynx, lymph node, mediastinum, pancreas, pleura, skin, testis, thymus, and thyroid gland. CryoNuSeg contained 30 WSIs having a size of (512 × 512). In this experiment, we used the 30 images of the CryoNuSeg dataset as a testing set. Then, we evaluated the performance of the nuclei segmentation models trained on the MoNuSeg dataset using this testing set (as recommended by the authors of the CryoNuSeg dataset [33].

Table 4 presents the segmentation results of the proposed method, FCDenseNet103, UNet++, UNet, FCN8s, and SegNet on the testing set of the CryoNuSeg dataset. Although we did not train the proposed method on the WSIs of the CryoNuSeg dataset, it still outperformed the compared methods. It achieved precision and recall scores of more than 85% with the 30 WSIs of 10 different organs (the models were been trained on the WSIs of these organs). As one can see, the proposed method outperformed the UNet and UNet++, which were two baseline biomedical image segmentation models. The proposed method attained an AJI-score of 64.51%, which was two points higher than the AJI-score of the FCDenseNet103 model. This analysis confirmed that our method could give accurate nuclei segmentation even with unseen WSI datasets and also with images of unseen organs (i.e., the models were been trained on images of the organs included in the testing set).

Table 4. Evaluating the proposed method on the testing set of the CryoNuSeg dataset (30 WSIs of 10 organs not included in the MoNuSeg dataset). The best results are in bold.

| Model            | Precision (%) | Recall (%) | F1-Score (%) | AJI-Score (%) |
|------------------|---------------|------------|--------------|--------------|
| SegNet [10]      | 73.61         | 79.24      | 72.79        | 48.68        |
| FCN8s [7]        | 82.89         | 85.64      | 84.06        | 61.07        |
| UNet [8]         | 83.15         | 84.81      | 83.90        | 61.55        |
| UNet++ [17]      | 83.53         | 84.69      | 84.08        | 61.66        |
| FCDenseNet103 [23] | 84.40         | 84.50      | 84.46        | 62.24        |
| Proposed         | 85.02         | 86.16      | 85.55        | 64.51        |
3.4. Evaluating the Proposed Method on a Single-Organ Dataset

Here, we present an additional evaluation for the proposed method on the BNS-dataset [34]. The BNS dataset contained 33 WSI patches having a size of (512 × 512) collected from the breasts of seven patients (a total of 2754 annotated cells). Following the evaluation setting mentioned in Section 3.3, we used all 33 images of the BNS dataset as the testing set to evaluate the performance of the nuclei segmentation models trained on the MoNuSeg dataset.

Table 5 presents the segmentation results of the proposed method, FCDenseNet103, UNet++, UNet, FCN8s, and SegNet on the BNS dataset. The proposed method beat the compared methods. It obtained an AJI-score of 65.76%, which was three points higher than the AJI-score of the FCDenseNet103 model. Furthermore, the AJI-score of the proposed method was much better than the UNet and UNet++ models by eight and six points, respectively. Based on the analysis presented here and in Sections 3.2 and 3.3, it is clear that the proposed method can achieve accurate nuclei segmentation with multi-organ, single-organ, and multi-center WSIs.

Table 5. Evaluating the proposed method on the testing set of the BNS dataset (33 WSIs of human breasts). The best results are in bold.

| Model            | Precision (%) | Recall (%) | F1-Score (%) | AJI-Score (%) |
|------------------|---------------|------------|--------------|---------------|
| SegNet [10]      | 71.86         | 88.13      | 75.69        | 47.55         |
| FCN8s [7]        | 87.60         | 90.41      | 88.93        | 62.06         |
| UNet [8]         | 85.38         | 88.97      | 87.04        | 57.91         |
| UNet++ [17]      | 85.84         | 88.79      | 87.23        | 59.06         |
| FCDenseNet103 [23]| 88.29        | 89.65      | 88.95        | 62.09         |
| Proposed         | 89.10         | 91.10      | 90.07        | 65.76         |

4. Conclusions

This article presented an efficient stain-aware nuclei segmentation deep learning method for multi-center WSIs. The key elements of the proposed method were the stain template selection algorithm based on the K-means clustering technique, stain normalization, construction of individual nuclei segmentation models, and the aggregation function based on the Choquet integral that produced the final nuclei segmentation masks. Notably, most related works randomly selected a single-stain template from the WSI dataset to normalize the images. Differently, in this article, we proposed a stain template selection algorithm to select a set of WSIs from the multi-center WSI dataset to serve as stain target templates.

To demonstrate the performance of the nuclei segmentation models, we used a well-known and very challenging multi-organ WSI dataset, which included WSIs collected from different organs and scanners. We comprehensively compared the performance of the proposed method with several nuclei segmentation models and exiting software in terms of the F1-score and the object-level AJI metric, as well as the number of trainable parameters. Experimental results demonstrated that the proposed method surpassed the state-of-the-art nuclei segmentation methods with an AJI-score of 73.23% while keeping the number of parameters (25 million approximately) lower than the related methods that obtained close results.

The future work will be focused on the use of different aggregation strategies to combine the individual nuclei segmentation models and the incorporation of stain normalization techniques into the deep learning framework. Cost-sensitive learning will be employed in our future work to give different attention to misclassification errors.
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