Structure-Preserving Interpolation for Model Reduction of Parametric Bilinear Systems
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In this paper, we present an interpolation framework for structure-preserving model order reduction of parametric bilinear dynamical systems. We introduce a general setting, covering a broad variety of different structures for parametric bilinear systems, and then provide conditions on projection spaces for the interpolation of structured subsystem transfer functions such that the system structure and parameter dependencies are preserved in the reduced-order model. Two benchmark examples with different parameter dependencies are used to demonstrate the theoretical analysis.
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1 Introduction

Design and control processes usually involve simulating systems of differential equations describing the underlying dynamics. In the setting of nonlinear or stochastic processes, an important class of such systems are parametric bilinear time-invariant systems; see, e.g., [1,14,15,18] for some applications of bilinear systems. In most cases, these bilinear systems have special structures resulting from the underlying physical model and the dynamics are parameter dependent. For example, in case of parametric bilinear mechanical systems, they have the form

\[ M(\mu)\ddot{x}(t;\mu) + D(\mu)\dot{x}(t;\mu) + K(\mu)x(t;\mu) = B_u(\mu)u(t) \]
\[ + \sum_{j=1}^{m} N_{p,j}(\mu)x(t;\mu)w_j(t) + \sum_{j=1}^{m} N_{c,j}(\mu)\dot{x}(t;\mu)u_j(t), \]
\[ y(t;\mu) = C_p(\mu)x(t;\mu) + C_v(\mu)\dot{x}(t;\mu), \]

where \( M(\mu), D(\mu), K(\mu), N_{p,j}(\mu), N_{c,j}(\mu) \in \mathbb{R}^{n \times n} \), for \( j = 1, \ldots, m \); \( B_u(\mu) \in \mathbb{R}^{n \times m} \) and \( C_p(\mu), C_v(\mu) \in \mathbb{R}^{p \times n} \)
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are constant matrices; and \( \mu \in \mathcal{M} \subset \mathbb{R}^d \) represents the (constant) parameters affecting the dynamics. In (1),

\[ u(t) = [u_1(t), u_2(t), \ldots, u_m(t)]^T \in \mathbb{R}^m \]

denotes the inputs (forcing), \( y(t;\mu) \in \mathbb{R}^p \) the outputs (measurements), and \( x(t;\mu) \in \mathbb{R}^{n \times n} \) the internal variables. The parameter \( \mu \) may represent variations in, e.g., material properties or system geometry.

Due to an increasing demand for accuracy in the modeling stage, systems as in (1) become larger and larger, e.g., \( n > 10^6 \), imposing overwhelming demands on computational resources like time and memory. The situation is even more prominent in the parametric problems we consider here due to the need to evaluate/simulate (1) for many samples of \( \mu \). The aim of parametric model order reduction is to construct a cheap-to-evaluate approximation of the input-to-output behavior of the original system by reducing the state-space dimension, i.e., the number of equations \( n \), in such a way that the reduced model provides a high-fidelity approximation to the original one for the parameter range of interest. Additionally, the reduced-order model should have the same internal structure as well as the parameter dependencies as the original to retain the underlying physical structure. For example, for the system (1), the structure-preserving parametric reduced-order model will have the form

\[ \tilde{M}(\mu)\ddot{x}(t;\mu) + \tilde{D}(\mu)\dot{x}(t;\mu) + \tilde{K}(\mu)x(t;\mu) = \tilde{B}_u(\mu)u(t) \]
\[ + \sum_{j=1}^{m} \tilde{N}_{p,j}(\mu)x(t;\mu)w_j(t) + \sum_{j=1}^{m} \tilde{N}_{c,j}(\mu)\dot{x}(t;\mu)u_j(t), \]
\[ \tilde{y}(t;\mu) = \tilde{C}_p(\mu)x(t;\mu) + \tilde{C}_v(\mu)\dot{x}(t;\mu), \]

with \( \tilde{M}(\mu), \tilde{D}(\mu), \tilde{K}(\mu), \tilde{N}_{p,j}(\mu), \tilde{N}_{c,j}(\mu) \in \mathbb{R}^{r \times r} \), for \( j = 1, \ldots, m \).
1, ..., m, \( \hat{B}_n(\mu) \in \mathbb{R}^{r \times m} \), \( \hat{C}_p(\mu), \hat{C}_v(\mu) \in \mathbb{R}^{n \times r} \), and \( r \ll n \). Note that the reduced-order model (2) has the same structure as (1) and can be interpreted as a physically meaningful reduced-order mechanical system. The structure preservation can also be very beneficial in terms of computational speed and accuracy; see, e.g., [8, 9].

For parametric unstructured (classical) bilinear systems, i.e., for systems of the form

\[
E(\mu)\ddot{x}(t; \mu) = A(\mu)x(t; \mu) + B(\mu)u(t) + \sum_{j=1}^{m} N_j(\mu)x(t; \mu)u_j(t),
\]

the interpolatory parametric model reduction framework was developed in [16] by synthesizing the interpolation theory for parametric linear dynamical systems [3, 5] with the subspace interpolation approaches for bilinear systems [3, 4, 10–12]. Recently in [8], the structured interpolation framework of [7] for linear dynamical systems has been extended to the case of structured bilinear systems for non-parametric structured bilinear systems. In this paper, we will extend this interpolation theory to the case of structured parametric bilinear systems.

In Section 2, we introduce the basic mathematical concepts and notation. We prove the structure-preserving interpolation framework for parametric bilinear systems in Section 3. The established theory is then extended in Section 4 to the interpolation of parameter sensitivities. Section 5 illustrates the analysis in two numerical benchmark examples, followed by conclusions in Section 6.

2 Mathematical preliminaries

Under some mild assumptions, the output of the bilinear system (3) can be rewritten in terms of a Volterra series, i.e.,

\[
y(t; \mu) = \sum_{k=1}^{\infty} \int_{0}^{t_{k-1}} \cdots \int_{0}^{t_{1}} g_k(t_1, \ldots, t_k, \mu) \\
\times \left( u(t - \sum_{i=1}^{k} t_i) \otimes \cdots \otimes u(t - t_1) \right) dt_k \cdots dt_1,
\]

where \( g_k \) denotes the \( k \)-th regular Volterra kernel; see, e.g., [17]. Using the multivariate Laplace transformation [17], the regular Volterra kernels yield the frequency representation (4), as the \( k \)-th regular transfer function of (3), where \( N(\mu) = [N_1(\mu), \ldots, N_m(\mu)] \). The model reduction theory in [16] is based on the interpolation of (4), i.e., unstructured (classical) parametric sub-systems.

In this paper, we consider a much more general setting of multivariate transfer functions. The interpolation of structured transfer functions for linear systems was developed in [7] and then extended to the parametric setting in [2]. As the structured transfer functions were recently extended to non-parametric bilinear systems in [8], we consider here structured parametric multivariate transfer functions of the form (5) with frequency points \( s_1, \ldots, s_h \in \mathbb{C} \), constant parameters \( \mu \in \mathbb{M} \subset \mathbb{R}^d \),

\[
\mathcal{X}(s, \mu) = [\mathcal{X}_1(s, \mu), \ldots, \mathcal{X}_m(s, \mu)],
\]

and matrix functions

\[
\mathcal{C}: \mathbb{C} \times \mathbb{M} \to \mathbb{C}^{p \times n}, \quad \mathcal{K}: \mathbb{C} \times \mathbb{M} \to \mathbb{C}^{n \times n},
\]

\[
\mathcal{B}: \mathbb{C} \times \mathbb{M} \to \mathbb{C}^{m \times n}, \quad \mathcal{N}_j: \mathbb{C} \times \mathbb{M} \to \mathbb{C}^{n \times n},
\]

for \( j = 1, \ldots, m \). For the parametric bilinear mechanical systems (1), these matrix functions are realized by

\[
\mathcal{K}(s, \mu) = s^2 M(\mu) + sD(\mu) + K(\mu),
\]

\[
\mathcal{N}_j(s, \mu) = N_{p,j}(\mu) + sN_{v,j}(\mu) \text{ for } j = 1, \ldots, m,
\]

\[
\mathcal{B}(s, \mu) = B_\mu, \quad \mathcal{C}(s, \mu) = C_{\mu}(\mu) + sC_v(\mu).
\]

The reduced-order models are then computed by projection: given model reduction bases \( V, W \in \mathbb{C}^{n \times n} \), the reduced-order model \( \hat{G} \) is described by the reduced-order matrix functions

\[
\hat{\mathcal{C}}(s, \mu) = \mathcal{C}(s, \mu)V, \quad \hat{\mathcal{K}}(s, \mu) = W^\mathcal{H}\mathcal{K}(s, \mu)V,
\]

\[
\hat{\mathcal{B}}(s, \mu) = W^\mathcal{H}\mathcal{B}(s, \mu), \quad \hat{\mathcal{N}}_j(s, \mu) = W^\mathcal{H}_j\mathcal{N}_j(s, \mu)V, \quad (7)
\]

for \( j = 1, \ldots, m \). In general, every matrix-valued function can be affinely decomposed with respect to its arguments and we can write

\[
\mathcal{K}(s, \mu) = \sum_{j=1}^{n_K} h_{\mathcal{K},j}(s, \mu)K_j,
\]

where \( h_{\mathcal{K},j}: \mathbb{C} \times \mathbb{M} \to \mathbb{C} \) are scalar functions depending on frequency and parameter, and \( K_j \in \mathbb{C}^{n \times n} \) are constant matrices, for \( j = 1, \ldots, n_K \). In the worst-case scenario, we have \( n_K = n^2 \) and \( K_j \)’s are the elementary matrices. However, we are interested in cases where \( n_K \) is modest, which is the case in most applications. Using the affine decomposition, the reduced-order matrix function is then given by

\[
\hat{\mathcal{K}}(s, \mu) = W^\mathcal{H}\mathcal{K}(s, \mu)V = \sum_{j=1}^{n_K} h_{\mathcal{K},j}(s, \mu)W^\mathcal{H}K_jV
\]

\[
= \sum_{j=1}^{n_K} h_{\mathcal{K},j}(s, \mu)\hat{K}_j.
\]

This works analogously for the other matrix functions in (7), which gives a computable realization of the reduced-order model. Since the functions \( h_{\mathcal{K},j} \) stay unchanged, the internal structure and parameter dependency of the original matrix functions, (and thus of the original system) are retained.

In the following, we will use an abbreviation for the notion of partial derivatives, namely we denote

\[
\partial_{s^{i_1} \cdots s^{i_k}} f(z_1, \ldots, z_k) := \frac{\partial^{i_1 + \cdots + i_k} f}{\partial s^{i_1}_{z_1} \cdots \partial s^{i_k}_{z_k}}(t_1, \ldots, t_k),
\]
for the differentiation of an analytic function \( f : \mathbb{C}^k \to \mathbb{C}^\ell \) with respect to the variables \( s_1, \ldots, s_k \) and evaluated at \( z_1, \ldots, z_k \). Also, we denote the vertical concatenation of the bilinear terms by \( \tilde{N}(s, \mu) = \begin{bmatrix} N_1(s, \mu) \\ \vdots \\ N_m(s, \mu) \end{bmatrix} \).

### 3 Structured interpolation

Interpolatory model reduction has been one of the most commonly used and effective approaches to model reduction and shown to provide locally optimal reduced models for linear, bilinear, quadratic-bilinear dynamical systems; we refer the reader to [3, 6, 19] and references therein for details on interpolatory model reduction for linear and nonlinear systems. In this setting, one chooses \( V \) and \( W \) in (7) such that the reduced-order transfer functions interpolate the transfer functions of the original system at selected points. In the setting of parametric structured multivariate transfer functions \( G_k \) in (5), we want to construct \( V \) and \( W \) such that the reduced transfer functions \( \hat{G}_k \) in (6) satisfy

\[
G_k(\sigma_1, \ldots, \sigma_k, \mu) = \hat{G}_k(\sigma_1, \ldots, \sigma_k, \mu) \quad \text{and} \quad \nabla G_k(\sigma_1, \ldots, \sigma_k, \mu) = \nabla \hat{G}_k(\sigma_1, \ldots, \sigma_k, \mu)
\]

for given frequency interpolation points \( \sigma_1, \ldots, \sigma_k \in \mathbb{C} \) and the parameter interpolation point \( \mu \in \mathbb{M} \) where \( \nabla G_k \) denotes the Jacobian matrix

\[
\nabla G_k = \left[ \partial_{s_1} G_k, \ldots, \partial_{s_k} G_k, \partial_{\mu_1} G_k, \ldots, \partial_{\mu_\ell} G_k \right].
\]

We emphasize that for multi-input/multi-output (MIMO) systems we consider here, transfer functions \( G_k \) are matrix valued. Therefore, conditions in (8) and (9) enforce matrix interpolation. This is not usually needed. For MIMO linear dynamical systems, for example, one enforces tangential interpolation, meaning matrix-interpolation along selected directions [3]. However, for brevity and to keep the notation concise, we will focus on matrix interpolation.

Even though we have only listed two sets of interpolation conditions in (8) and (9), Theorems 1 and 2 below will show how to construct \( V \) and \( W \) to enforce interpolation for more general cases, including higher-order partial derivatives. The recent work [8] showed how to enforce (8) and (9) for non-parametric structured bilinear systems. Our theory below will extend these results to the parametric case. Note that the first condition (8) does not involve any differentiation with respect to the parameter \( \mu \) and can be viewed as interpolation for a fixed parameter \( \mu = \bar{\mu} \). Therefore, we might expect that the subspace constructions from [8] for the non-parametric problem might yield the desired subspaces. This is indeed what we discuss first in Theorems 1 and 2. However, the second condition (9) involves matching sensitivity with respect to the parameter as well, which will be discussed in Section 4.

**Theorem 1** (Structured matrix interpolation). Let \( G \) be a parametric bilinear system, with its structured subsystem transfer functions \( G_k \) in (5), and \( \hat{G} \) be the reduced-order parametric bilinear system, constructed as in (7) with its subsystem transfer functions \( \hat{G}_k \) in (6). Let the matrix functions \( C(s, \mu), K(s, \mu)^{-1}, N(s, \mu), B(s, \mu), \) and \( \tilde{K}(s, \mu)^{-1} \) be defined for given sets of frequency interpolation points \( \sigma_1, \ldots, \sigma_k \in \mathbb{C} \) and \( \varsigma_1, \ldots, \varsigma_\ell \in \mathbb{C} \), and the parameter interpolation point \( \bar{\mu} \in \mathbb{M} \).

(a) If \( V \) is constructed such that

\[
\text{span}(V) \supseteq \text{span}([V_1, \ldots, V_k])
\]

where

\[
V_1 = K(\sigma_1, \bar{\mu})^{-1}B(\sigma_1, \bar{\mu}) \quad \text{and} \quad V_j = K(\sigma_j, \bar{\mu})^{-1}N(\sigma_j, \bar{\mu})(I_m \otimes V_{j-1}), \quad \text{for } 2 \leq j \leq k,
\]

then the following interpolation conditions hold true:

\[
G_j(\sigma_1, \ldots, \sigma_j, \bar{\mu}) = \tilde{G}_j(\sigma_1, \ldots, \sigma_j, \bar{\mu}), \quad \text{for } j = 1, \ldots, k.
\]

(b) If \( W \) is constructed such that

\[
\text{span}(W) \supseteq \text{span}([W_1, \ldots, W_\ell])
\]

where

\[
W_1 = K(\varsigma_1, \bar{\mu})^{-1}C(\varsigma_1, \bar{\mu})^H \quad \text{and} \quad W_j = K(\varsigma_{j-1}, \bar{\mu})^{-1}\tilde{N}(\varsigma_{j-1}, \bar{\mu})^H(I_m \otimes W_{j-1}), \quad \text{for } 2 \leq j \leq \ell.
\]
for $2 \leq i \leq \theta$, then the following interpolation conditions hold true:

$$G_i(\omega_{i+1}, \ldots, \omega, \hat{\mu}) = \hat{G}_i(\omega_{i+1}, \ldots, \omega, \hat{\mu}), \quad (12)$$

for $i = 1, \ldots, \theta$.

(c) Let $V$ be constructed as in Part (a) and $W$ as in Part (b). Then, in addition to (11) and (12), the interpolation conditions

$$G_{q+\eta}(\sigma_1, \ldots, \sigma_q, \omega_{q+\eta+1}, \ldots, \omega, \hat{\mu}) = \hat{G}_{q+\eta}(\sigma_1, \ldots, \sigma_q, \omega_{q+\eta+1}, \ldots, \omega, \hat{\mu}), \quad (13)$$

hold for $1 \leq q \leq k$ and $1 \leq \eta \leq \theta$.

**Proof.** Given the fixed parameter $\hat{\mu} \in \mathbb{M}$, the matrix functions $C(s, \hat{\mu}), K(s, \hat{\mu}), N(s, \hat{\mu})$ and $B(s, \hat{\mu})$ can be viewed as the realization of a non-parametric bilinear system. Then, the interpolation conditions (11)–(13) can be considered as subsystem interpolation of a non-parametric bilinear system as these conditions do not involve any variation/sensitivity with respect to $\mu$. Therefore, the subspace conditions in [8, Theorem 8], for interpolating a non-parametric structured bilinear system, apply here as well, which are precisely the subspace conditions listed in Parts (a)–(c). However, to make the paper self-contained and the proof of Theorem 3 in Section 4 easier to follow, we will still prove Part (a) for $k = 2$. By induction over $k$, the rest of the result in (a) follows directly using the same arguments. Using (6), the second reduced-order transfer function is given by

$$\hat{G}_2(\sigma_1, \sigma_2, \hat{\mu}) = \hat{C}(\sigma_2, \hat{\mu})K(\sigma_2, \hat{\mu})^{-1}\hat{N}(\sigma_1, \hat{\mu}) \times \left(I_m \otimes \hat{K}(\sigma_1, \hat{\mu})^{-1}\right)(I_m \otimes \hat{B}(\sigma_1, \hat{\mu})).$$

We observe that with (7) it holds

$$(I_m \otimes V)(I_m \otimes \hat{K}(\sigma_1, \hat{\mu})^{-1})(I_m \otimes \hat{B}(\sigma_1, \hat{\mu}))
= (I_m \otimes V\hat{K}(\sigma_1, \hat{\mu})^{-1}\hat{B}(\sigma_1, \hat{\mu}))
= (I_m \otimes V\hat{K}(\sigma_1, \hat{\mu})^{-1}W^H B(\sigma_1, \hat{\mu}))
= \left(I_m \otimes \hat{K}(\sigma_1, \hat{\mu})^{-1}W^H K(\sigma_1, \hat{\mu})\hat{K}(\sigma_1, \hat{\mu})^{-1}B(\sigma_1, \hat{\mu})\right),$$

where $P_{V_1}$ is a projector onto span$(V)$ and $V_1$ is as defined in (10). By construction, we have span$(V_1) \subseteq$ span$(V)$; thus $P_{V_1}V_1 = V_1$ and, therefore

$$(I_m \otimes V)(I_m \otimes \hat{K}(\sigma_1, \hat{\mu})^{-1})(I_m \otimes \hat{B}(\sigma_1, \hat{\mu}))
= (I_m \otimes K(\sigma_1, \hat{\mu})^{-1})(I_m \otimes B(\sigma_1, \hat{\mu})).$$

Then, $\hat{G}_2$ can be written as

$$\hat{G}_2(\sigma_1, \sigma_2, \hat{\mu}) = \hat{C}(\sigma_2, \hat{\mu})K(\sigma_2, \hat{\mu})^{-1}W^H N(\sigma_1, \hat{\mu}) \times (I_m \otimes K(\sigma_1, \hat{\mu})^{-1})(I_m \otimes B(\sigma_1, \hat{\mu}))$$

$$= C(\sigma_2, \hat{\mu})V\hat{K}(\sigma_2, \hat{\mu})^{-1}W^H N(\sigma_1, \hat{\mu}) \times (I_m \otimes V_1).$$

Also, it holds that

$$V\hat{K}(\sigma_2, \hat{\mu})^{-1}W^H N(\sigma_1, \hat{\mu})(I_m \otimes V_1)
= \left(V\hat{K}(\sigma_2, \hat{\mu})^{-1}W^H K(\sigma_2, \hat{\mu})\right)
\times \left(K(\sigma_2, \hat{\mu})^{-1}N(\sigma_1, \hat{\mu})(I_m \otimes V_3)\right)
= K(\sigma_2, \hat{\mu})^{-1}N(\sigma_1, \hat{\mu})(I_m \otimes V_1),$$

using the fact that $P_{V_2}$ is another projector onto span$(V)$ and that span$(V_2) \subseteq$ span$(V)$. Inserting this last equality into the second reduced-order transfer function yields

$$\hat{G}_2(\sigma_1, \sigma_2, \hat{\mu}) = G_2(\sigma_1, \sigma_2, \hat{\mu}).$$

Constructing further projectors onto span$(V)$ for higher-order transfer functions gives the result in (a). The result in Part (b) follows exactly the same way by using the Hermitian transposed matrix functions and constructing now projectors onto span$(W)$. Part (c) is then resulting from the application of both types of projectors onto span$(V)$ and span$(W)$. \hfill $\square$

In Theorem 1, only function values are matched, i.e., the zeroth derivative. The following theorem extends these results to matching higher-order derivatives in the frequency arguments, i.e., to enforcing Hermite interpolation conditions.

**Theorem 2** (Hermite matrix interpolation). Let $G$ be a parametric bilinear system, with its structured subsystem transfer functions $G_k$ in (5) and $\hat{G}$ be the reduced-order parametric bilinear system, constructed as in (7) with its subsystem transfer functions $\hat{G}_k$ in (6). Let the matrix functions $C(s, \mu), K(s, \mu)^{-1}, N(s, \mu), B(s, \mu)$, and $\hat{K}(s, \mu)$ be analytic for given sets of frequency interpolation points $\sigma_1, \ldots, \sigma_k \in \mathbb{C}$ and $\omega_1, \ldots, \omega \in \mathbb{C}$, and the parameter interpolation point $\hat{\mu} \in \mathbb{M}$.

(a) If $V$ is constructed such that

$$\text{span}(V) \supseteq \text{span}([V_{1,0}, \ldots, V_{k,\omega}]),$$

where

$$V_{1,j_1} = \partial_{\sigma_{1,j_1}}(K^{-1}\mathcal{B})(\sigma_1, \hat{\mu})$$
$$V_{q,j_q} = \partial_{\sigma_{q,j_q}}(K^{-1}\mathcal{B})(\sigma_q, \hat{\mu})$$

$$\times \left(\prod_{j=1}^{q-2} \partial_{\sigma_{q-j}}((I_{m_{j+1}} \otimes \mathcal{N}) \times (I_{m_j} \otimes \mathcal{K}))\right)(\sigma_{q-j}, \hat{\mu})$$
$$\times \partial_{\omega}(I_{m_{q-2}} \otimes \mathcal{N})(I_{m_{q-1}} \otimes \mathcal{K})$$
$$\times (I_{m_{q-1}} \otimes \mathcal{B}))((\sigma_1, \hat{\mu}),$$

Then $\hat{\mu}$ can be written as

$$\hat{\mu} = \hat{C}(\sigma_2, \hat{\mu})K(\sigma_2, \hat{\mu})^{-1}W^H N(\sigma_1, \hat{\mu}) \times (I_m \otimes K(\sigma_1, \hat{\mu})^{-1})(I_m \otimes B(\sigma_1, \hat{\mu}))$$

$$= C(\sigma_2, \hat{\mu})V\hat{K}(\sigma_2, \hat{\mu})^{-1}W^H N(\sigma_1, \hat{\mu}) \times (I_m \otimes V_1).$$
for $2 \leq q \leq k$ and $0 \leq j_1 \leq \ell_1, 0 \leq j_q \leq \ell_q$, then the following interpolation conditions hold true:

$$
\begin{align*}
\partial_{s_1^{j_1} \cdots s_{q-1}^{j_{q-1}} s_q^{j_q}} G_q(\sigma_1, \ldots, \sigma_q, \hat{\mu}) &= \partial_{s_1^{j_1} \cdots s_{q-1}^{j_{q-1}} s_q^{j_q}} \hat{G}_q(\sigma_1, \ldots, \sigma_q, \hat{\mu}), \\
&\text{for } q = 1, \ldots, k \text{ and } j_q = 0, \ldots, \ell_q.
\end{align*}
$$

(b) If $W$ is constructed such that

$$
\text{span}(W) \supseteq \text{span}([W_{1,0}, \ldots, W_{\theta,\nu}]),
$$

where

$$
W_{1,0} = \partial_{s_1^{j_1}}(K^{-1}C)(\varsigma_0, \hat{\mu}) \text{ and } W_{\theta,\nu} = \partial_{s_1^{i_1} \cdots s_\nu^{i_\nu}}(I_{m_1-1} \otimes K^{-1}H)(\varsigma_{\theta-1}, \hat{\mu}) \times (I_{m_\nu-1} \otimes \partial_{s_1^{i_1}}(K^{-1}C)(\varsigma_0, \hat{\mu})),
$$

for $2 \leq \eta \leq \theta$ and $0 \leq i_0 \leq \nu_0; 0 \leq i_0 - \nu_0 + 1 \leq \nu_0 - \nu_1$, then the following interpolation conditions hold true:

$$
\begin{align*}
\partial_{s_1^{j_1} \cdots s_{q-1}^{j_{q-1}} s_q^{j_q}} G_{\eta}(\varsigma_{\eta-1}, \ldots, \varsigma_0, \hat{\mu}) &= \partial_{s_1^{j_1} \cdots s_{q-1}^{j_{q-1}} s_q^{j_q}} \hat{G}_{\eta}(\varsigma_{\eta-1}, \ldots, \varsigma_0, \hat{\mu}), \\
&\text{for } q = 1, \ldots, k \text{ and } i_\eta = 0, \ldots, \nu_\eta.
\end{align*}
$$

(c) Let $V$ be constructed as in (a) and $W$ as in (b). Then, in addition to (14) and (15), the interpolation conditions (16) hold for $j_q = 0, \ldots, \ell_q; i_0 - \nu_0 + 1 = 0, \ldots, \nu_0 - \nu_1; 1 \leq q \leq k$ and $1 \leq \eta \leq \theta$.

Proof. As in Theorem 1, all the interpolation conditions are for a fixed parameter $\hat{\mu} \in \mathbb{M}$, i.e., they can be proven using a similar construction of projectors onto suitable subspaces as in Theorem 1. Therefore, the subspace conditions in [8, Theorem 9] can be applied here, which are precisely the subspace conditions listed in Theorem 2.

### 4 Matching parameter sensitivities

So far, the interpolation conditions enforced did not show variability with respect to the parameter $\mu$. Even in the Hermite conditions matched in Theorem 2, the matched derivatives (sensitivities) are with respect to the frequency points. This enabled us to directly employ the conditions and analysis from [8]. However, for parametric systems it is important to match the parameter sensitivity with respect to the parameter variation as well.

This is what we establish in the next result, extending the similar results from linear dynamics [5] and unstructured bilinear dynamics [16] to the new parametric structured framework. An important conclusion is that the parameter sensitivity is matched implicitly, i.e., without ever explicitly computing it. This is achieved by using the same set of frequency interpolation points for $V$ and $W$.

**Theorem 3** (Two-sided matrix interpolation with identical point sets). Let $G$ be a parametric bilinear system, with its structured subsystem transfer functions $G_k$ in (5) and $\hat{G}$ be the reduced-order parametric bilinear system, constructed as in (7) with its subsystem transfer functions $\hat{G}_k$ in (6). Let the matrix functions $C(s, \mu), K(s, \mu)^{-1}, N(s, \mu), B(s, \mu)$, and $\hat{K}(s, \mu)^{-1}$ be analytic for a given set of frequency interpolation points $\sigma_1, \ldots, \sigma_k \in \mathbb{C}$ and the parameter interpolation point $\hat{\mu} \in \mathbb{M}$.

(a) Let $V$ be constructed as in Theorem 1 Part (a) and $W$ be constructed as in Theorem 1 Part (b) with $\varsigma_i = \sigma_i$ for $i = 1, 2, \ldots, k$. Then, in addition to (11)–(13) it holds

$$
\nabla G_k(\sigma_1, \ldots, \sigma_k, \hat{\mu}) = \nabla \hat{G}_k(\sigma_1, \ldots, \sigma_k, \hat{\mu}).
$$

(b) Let $V$ be constructed as in Theorem 2 Part (a) and $W$ be constructed as in Theorem 2 Part (b) with $\varsigma_i = \sigma_i$ for $i = 1, 2, \ldots, k$. Then, in addition to (14)–(16), it holds

$$
\nabla \left( \partial_{s_1^{\nu_1} \cdots s_k^{\nu_k}} G_k(\sigma_1, \ldots, \sigma_k, \hat{\mu}) \right) = \nabla \left( \partial_{s_1^{\nu_1} \cdots s_k^{\nu_k}} \hat{G}_k(\sigma_1, \ldots, \sigma_k, \hat{\mu}) \right).
$$

Proof. For brevity, we only prove (17). The proof of (18) follows analogously. As in the proof of Theorem 1, we will construct appropriate projectors onto the projection spaces span($V$) or span($W$). In contrast to Theorem 2, we now also interpolate the derivative with respect to the parameters. Using the product rule, the partial derivative of $\hat{G}_k$ with respect to a single parameter entry $\mu_i$, for $1 \leq i \leq d$, is given by

$$
\begin{align*}
\partial_{\mu_i} \hat{G}_k(\sigma_1, \ldots, \sigma_k, \hat{\mu}) &= \sum_{\varsigma_1} \left( \partial_{\mu_{i_1}} \hat{G}(\sigma_k, \hat{\mu}) \right) \left( \partial_{\mu_{i_2}} \hat{K}^{-1}(\sigma_k, \hat{\mu}) \right) \\
&\times \left( \prod_{j=1}^{k-1} (I_m \otimes \partial_{\mu^{\nu_2}_{j+1}} \hat{N}(\sigma_{k-j}, \hat{\mu})) \right) \\
&\times (I_m \otimes \partial_{\mu^{\nu_1}_{2k}} \hat{B}(\sigma_1, \hat{\mu})),
\end{align*}
$$

where $\hat{K}$ denotes the set of all columns of the identity matrix of size $2k + 1$. In other words, (19) is a sum of $2k + 1$
constructed as in Theorem 1, we obtain
\[
\frac{\partial}{\partial \alpha} \left( \varepsilon_{q_{-1}} \cdot \varepsilon_{q_{-2}} \cdot \varepsilon_{q_{-n+2}} \cdot \varepsilon_{q_{-n+1}} \right) G_{q+n}(\sigma_1, \ldots, \sigma_q, \phi_{-n+1}, \ldots, \phi, \mu) = \frac{\partial}{\partial \alpha} \left( \varepsilon_{q_{-1}} \cdot \varepsilon_{q_{-2}} \cdot \varepsilon_{q_{-n+2}} \cdot \varepsilon_{q_{-n+1}} \right) \hat{G}_{q+n}(\sigma_1, \ldots, \sigma_q, \phi_{-n+1}, \ldots, \phi, \mu),
\]
(16)

Consider, e.g., the second term in (19), i.e., the term where each term corresponds to the vector \(\alpha\) taking a value from this set of columns. Therefore, in each term only a single matrix function is differentiated. We will show that every single term in the sum (19) matches the same term in the full order model, thus, summed together, proving the desired interpolation property (17).

Denote the corresponding term by \(\tilde{H}_2\). Then,
\[
\tilde{H}_2 := \hat{C}(\sigma_k, \mu) \left( \partial_{\mu} \hat{K}^{-1}(\sigma_k, \mu) \right)
\times \left( \prod_{j=1}^{k-1} (I_{m_j-1} \otimes H(\sigma_{k-j}, \mu)) \right)
\times (I_{m_k-1} \otimes \hat{B}(\sigma_1, \mu))
\]
The derivative of the inverse appearing in \(\tilde{H}_2\) is given by
\[
\partial_{\mu} \hat{K}^{-1}(\sigma_k, \mu) = -\hat{K}(\sigma_k, \mu)^{-1} \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) \hat{K}(\sigma_k, \mu)^{-1}.
\]

Therefore, \(\tilde{H}_2\) can be rewritten as
\[
\tilde{H}_2 = -\hat{C}(\sigma_k, \mu) \hat{K}(\sigma_k, \mu)^{-1} \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) \hat{K}(\sigma_k, \mu)^{-1}
\times \left( \prod_{j=1}^{k-1} (I_{m_j-1} \otimes H(\sigma_{k-j}, \mu)) \right)
\times (I_{m_k-1} \otimes \hat{B}(\sigma_1, \mu))
\]
\[
=: -W_1^H \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) \hat{V}_k.
\]

Noting that the model reduction space \(V\) were constructed as in Theorem 1, we obtain
\[
V \hat{V}_k = V \hat{K}(\sigma_k, \mu)^{-1} \left( \prod_{j=1}^{k-1} (I_{m_j-1} \otimes H(\sigma_{k-j}, \mu)) \right)
\times (I_{m_k} \otimes \hat{K}(\sigma_{k-j}, \mu))^{-1})
\times (I_{m_k-1} \otimes \hat{B}(\sigma_1, \mu))
\]
\[
= V \hat{K}(\sigma_k, \mu)^{-1} W^H \tilde{K}(\sigma_k, \mu)
\]
\[
\times \hat{K}(\sigma_k, \mu)^{-1} \left( \prod_{j=1}^{k-1} (I_{m_j-1} \otimes N(\sigma_{k-j}, \mu)) \right)
\times (I_{m_k} \otimes \hat{K}(\sigma_{k-j}, \mu))^{-1}
\times (I_{m_k-1} \otimes B(\sigma_1, \mu))
\]
\[
= P_{V_k} V_k
\]
\[
= V_k,
\]
where \(P_{V_k}\) is a projector onto span(\(V\)). Similarly, we have
\[
W \hat{W}_1 = W \hat{K}(\sigma_k, \mu)^{-1} H \hat{C}(\sigma_k, \mu)^H
\]
\[
= W \hat{K}(\sigma_k, \mu)^{-1} V \hat{K}(\sigma_k, \mu)^H \hat{K}(\sigma_k, \mu)^{-1} H \hat{C}(\sigma_k, \mu)^H
\]
\[
= P_{W_1} W_1
\]
\[
= W_1,
\]
with \(P_{W_1}\) a projector onto span(\(W\)). Using those two identities, we obtain
\[
\tilde{H}_2 = -W_1^H \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) \hat{V}_k
\]
\[
= -W_1^H W^H \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) V \hat{V}_k
\]
\[
= -W_1^H \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right) V_k
\]
\[
= C(\sigma_k, \mu) \left( \partial_{\mu} \hat{K}(\sigma_k, \mu) \right)
\]
\[
\times \left( \prod_{j=1}^{k-1} (I_{m_j-1} \otimes N(\sigma_{k-j}, \mu)) \right)
\times (I_{m_k} \otimes \hat{K}(\sigma_{k-j}, \mu))^{-1}
\times (I_{m_k-1} \otimes B(\sigma_1, \mu))
\]
i.e., \(\tilde{H}_2\) is identical to the term using the original matrix functions. Since the same technique can be used for all other \(\alpha\) values corresponding the other columns in the set \(A\), we obtain, for all \(1 \leq i \leq d\),
\[
\partial_{\mu} \hat{G}_k(\sigma_1, \ldots, \sigma_k, \mu) = \partial_{\mu} G_k(\sigma_1, \ldots, \sigma_k, \mu).
\]
(20)
Interpolation of the partial derivatives with respect to the frequency parameters follows by using the fixed parameter \(\mu\) in [8, Corollary 2]. Together with (20), this proves (17).
Remark 1. Theorem 3 shows how to match the parameter sensitivity implicitly without ever computing this quantity. Matching the parameter sensitivities is important, especially in the setting of optimization and design. These results can be extended to match the parameter Hessian as well; compare to [16]. However, we skip those details for brevity.

Remark 2. All the results in Theorems 1 to 3 are formulated for a single parameter interpolation point $\hat{\mu} \in \mathcal{M}$. However, the results directly extend to interpolation at multiple parameter sampling points $\hat{\mu}^{(1)}, \ldots, \hat{\mu}^{(q)} \in \mathcal{M}$ by constructing the projection spaces for every parameter sample and then concatenating the resulting spaces into a single global projection space. As example, consider the task of interpolating

$$
G_1(\sigma_1, \hat{\mu}^{(1)}), \quad G_2(\sigma_2, \sigma_3, \hat{\mu}^{(2)}),
$$

with the four frequency points $\sigma_1, \sigma_2, \sigma_3, \sigma_4$ and the two parameter points $\hat{\mu}^{(1)}, \hat{\mu}^{(2)}$. Using Theorem 1 Part (a), we can construct basis matrices $V^{(1)}, V^{(2)}$ for the interpolation in either $\hat{\mu}^{(1)}$ or $\hat{\mu}^{(2)}$, respectively. The construction of a reduced-order model that satisfies all interpolation conditions (22) is then given by constructing $V$ such that

$$
\text{span}(V) \supset \text{span}([V^{(1)}, V^{(2)}]).
$$

Remark 3. The results simplify drastically for single-input single-output (SISO) systems. In that case, the multivariate transfer functions corresponding to bilinear systems (5) can be written without Kronecker products (21) and the construction of the corresponding projection spaces simplifies such that no Kronecker products are involved anymore.

5 Numerical examples

We illustrate the analysis with two benchmark examples. The experiments reported here have been executed on a machine with 2 Intel(R) Xeon(R) Silver 4110 CPU processors running at 2.10GHz and equipped with 192 GB total main memory. The computer is run on CentOS Linux release 7.5.1804 (Core) with MATLAB 9.7.0.1190202 (R2019b).

5.1 Parametric bilinear time-delay system

In the first example from [13], we consider a time-delayed heated rod modeled by a one-dimensional heat equation

$$
\partial_t v(\zeta, t) = \partial^2 \zeta v(\zeta, t) + a_1(\zeta)v(\zeta, t) + a_2(\zeta)v(\zeta, t - 1) + u(t),
$$

with homogeneous Dirichlet boundary conditions. We parameterize the diffusivity using the coefficients

$$
a_1 = -\mu \sin(\zeta) \quad \text{and} \quad a_2 = \mu \sin(\zeta), \quad \text{for } \mu \in [1, 10].
$$

The non-parametric example in [13] is recovered for $\mu = 2$. After a spatial discretization, we obtain a parametric bilinear system of the form

$$
\dot{x}(t) = (A_0 - \mu A_d)x(t) + \mu A_d x(t - 1) + N x(t)u(t) + Bu(t),
$$

with $m = p = 1$ and $n = 5000$. In our structured parametric setting, this model corresponds to the matrix functions

$$
\mathcal{K}(s, \mu) = s I_n - (A_0 - \mu A_d) - \mu^{-s} A_d,
$$

$$
\mathcal{B}(s, \mu) = B, \quad \mathcal{N}(s, \mu) = N, \quad \text{and} \quad \mathcal{C}(s, \mu) = C.
$$

The reduced-order model is constructed via Theorem 3 Part (a) with the frequency sampling points $\{\pm 10^{-4}i, \pm 10^4i\}$ and the parameter sampling points $\{1, 5, 10\}$ for the first two transfer functions. By construction, the reduced-order model has the same parametric time-delay structure as the original model and the state-space dimension $r = 24$.

Figure 1a shows the relative time response error in the output, given by

$$
\text{err}_{1,t}(t, \mu) := \left| \frac{y(t; \mu) - \hat{y}(t; \mu)}{|y(t; \mu)|} \right|
$$

for $t \in [0, 10]$ and $\mu \in [1, 10]$, using the same test input signal as in [13], namely, $u(t) = 0.05 \cos(10t) + \cos(5t)$. The maximum error in the time and parameter domain is

$$
\max_{\mu \in [1, 10]} \left( \max_{t \in [0, 10]} \text{err}_{1,t}(t, \mu) \right) \approx 9.993 \cdot 10^{-6},
$$

illustrating a high-fidelity parametric reduced model over the full parameter domain. Figure 1b depicts the relative error in the first transfer function over the parameter range, computed as

$$
\text{err}_{1,f}(\omega, \mu) := \left| \frac{G_1(\omega, \mu) - \hat{G}_1(\omega, \mu)}{|G_1(\omega, \mu)|} \right|
$$
where $\omega_1 \in [10^{-4}, 10^4]$ and $\mu \in [1, 10]$. As for the time
domain error, we computed the maximum error to obtain

$$\max_{\mu \in [1,10]} \left( \max_{\omega_1 \in [10^{-4}, 10^4]} \text{err}_{1,1}(\omega_1, \mu) \right) \approx 7.002 \cdot 10^{-6},$$

showing the accuracy of the parametric reduced model in the frequency
domain as well. We computed the maximum relative error in the second transfer function
$G_2(s_1, s_2, \mu)$ as well to obtain

$$\max_{\mu \in [1,10]} \left( \max_{\omega_1, \omega_2 \in [10^{-4}, 10^4]} \text{err}_{1,1}(\omega_1, \omega_2, \mu) \right) \approx 6.657 \cdot 10^{-4},$$

where

$$\text{err}_{1,1}(\omega_1, \omega_2, \mu) := [G_2(\omega_1, \omega_2, \mu) - \hat{G}_2(\omega_1, \omega_2, \mu)] / [G_2(\omega_1, \omega_2, \mu)].$$

All these results show that the structure-preserving para-
metric reduced-order model is an accurate approximation of the
original system over the full parameter domain.

### 5.2 Parametric bilinear mechanical system

As second example, we consider a parametrized version of
the multi-input multi-output damped mass-spring system from [8], a special case of the model (1), given by

$$\begin{align*}
M \ddot{x}(t; \mu) + D \dot{x}(t; \mu) + K x(t; \mu) &= B u(t), \\
\mu_1 N_{p,1} x(t; \mu) &= B_{\mu} u(t), \\
y(t; \mu) &= C_{\mu} x(t; \mu),
\end{align*}$$

where $\mu = (\mu_1, \mu_2)$ is the parameter entering through the bilinear terms and all the other matrices are exactly as in [8], except for $C_{\mu}$, which we set as $C_{\mu} = [e_2^T, \mu e_{n-4}]^T$, where $e_j$ denotes the $j$-th column of the $n$-dimensional
identity matrix. We have then $n = 1000$ masses, $m = 2$
inputs and $p = 2$ outputs. The parameter set is $\mathbb{M} = [0, 1] \times [0, 1]$. Note that for $\mu = (0, 0)$, the system becomes
linear. In our setting, this parametric bilinear model corresponds to

$$\begin{align*}
K(s, \mu) &= s^2 M + s D + K, \\
B(s, \mu) &= B_{\mu}, \\
N(s, \mu) &= [\mu_1 N_{p,1} \quad \mu_2 N_{p,2}], \quad \text{and} \quad C(s, \mu) = C_{\mu}.
\end{align*}$$

The reduced-order model is constructed via Theorem 1 with
frequency interpolation points $\{\pm 10^{-4}, \pm 10^4\}$ and the parameter interpolation points $\{(0, 1), (1, 0)\}$ for the
first two transfer functions. To preserve the structural
properties, such as positive definiteness of the mass ma-
trix, of the single matrices, we use a one-sided projection, i.e., we choose $W = V$. Since the first transfer function
(the linear term) is independent of the parameter, some
of the vectors in the construction of $V$ are redundant and
removed, yielding a structured parametric reduced-order
model with $r = 40$. We compute similar error quantities
as in Section 5.1.

Figure 2a illustrates the relative time domain output
error over the parameter range $\mu \in [0,1]^2$, computed as

$$\text{err}_{2,1}(\mu) := \max_{j \in [1,2]} \left( \max_{\iota \in [0,100]} \| y_j(\iota; \mu) - \hat{y}_j(\iota; \mu) \|_2 \right),$$

using the input signal $u(t) = \begin{bmatrix} \sin(200t) + 200 \\ -\cos(200t) - 200 \end{bmatrix}$. The
maximum error over the full parameter range is

$$\max_{\mu \in [0,1]^2} \text{err}_{2,1}(\mu) \approx 8.849 \cdot 10^{-5},$$

illustrating the high accuracy of the reduced model. Figure 2b shows the relative error in the first transfer function
approximation, i.e.,

$$\text{err}_{2,1}(\omega_1) := \frac{\| G_1(\omega_1) - \hat{G}_1(\omega_1) \|_2}{\| G(\omega_1) \|_2},$$

over the frequency range $\omega_1 \in [10^{-4}, 10^4]$, with the maximum attained error

$$\max_{\omega_1 \in [10^{-4}, 10^4]} \text{err}_{2,1}(\omega_1) \approx 1.296 \cdot 10^{-4}.$$

This error term is independent of the parameter since the
first transfer function does not contain the parametric
bilinear terms. We also computed the maximum relative
approximation error for the second transfer function as

$$\max_{\mu \in [0,1]^2} \left( \max_{\omega_1, \omega_2 \in [10^{-4}, 10^4]} \text{err}_{2,1}(\omega_1, \omega_2, \mu) \right) \approx 1.496 \cdot 10^{-3}.$$
\begin{align*}
\text{err}_{2,\mu}(\omega_1,\omega_1,\mu) := \frac{\|G_2(\omega_1,\omega_1,\mu) - \hat{G}_2(\omega_1,\omega_1,\mu)\|_2}{\|G_2(\omega_1,\omega_1,\mu)\|_2}.
\end{align*}

These numbers illustrate that the structured parametric approximation is a high-fidelity surrogate both in the frequency and time domains.

### 6 Conclusions

We have presented a structure-preserving interpolation framework for model order reduction of parametric bilinear systems. We have established the subspace conditions to enforce interpolation both in the frequency and parameter domains. Two numerical examples illustrate that the approach is well suited for efficient structure-preserving model order reduction of parametric bilinear systems. The presented approach covers arbitrary parameter dependencies of the system as well as more system structures than shown in the examples. An important open question is the appropriate choice of interpolation points in the frequency as well as the parameter domains to minimize the approximation error in some appropriate measure.
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