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Abstract. This paper focuses on the reliability issue of information and control systems (ICS). The authors propose using the elements of the fog-computing concept to enhance the reliability function. The key idea of fog-computing is to shift computations to the fog-layer of the network, and thus to decrease the workload of the communication environment and data processing components. As for ICS, workload also can be distributed among sensors, actuators and network infrastructure facilities near the sources of data. The authors simulated typical workload distribution situations for the “traditional” ICS architecture and for the one with fog-computing concept elements usage. The paper contains some models, selected simulation results and conclusion about the prospects of the fog-computing as a means to enhance ICS reliability.

1. Introduction

Information and control systems (ICS) obviously have been widely used and in demand for recent decades. A huge amount of mechatronic complexes operate under the ICS monitoring and control: from aircraft and spacecraft to gas and oil production, not excluding hazardous industries equipped with robotics, where a man is not supposed to be present [1,2]. Among the mechatronic complexes, the special class is to be emphasized. It includes objects, which are critical to failures. For such system, failure leads to the financial losses, ecocatastrophes and casualties, so the question of system dependability is one of the main issues of contemporary science and engineering.

There are a great number of papers devoted to the ICS dependability, considered from different points of view [3–10].

Within the current paper, let us focus on the reliability issue, which is the probability of system functioning through the determined time period. Moreover, let us presuppose the fog-computing concept to be a means of enhancing the ICS reliability, while other works devoted to fog-concept usage consider the issues of system latency and communication network load.

The current paper contains:
- the fog-computing concept brief overview;
- the ICS traditional architecture;
- the simplified model description of ICS with the “traditional” computational process and with the fog-computing concept usage;
• the mathematical models of system component workload and the models of component reliability;
• the selected simulation results, where the advantages of fog-computing application for the reliable ICS are presented;
• conclusion and future work prospects.

2. Fog-computing concept
The fog-computing concept is quite new. As is known, the Marketing team at Cisco introduced it in January, 2014 [11]. So, despite the large area of new works devoted to the fog-computing and Internet of Things (IoT), this brief overview of the fog-computing concept is based on Cisco’s published documents [12].

The key idea of the fog-computing is to set the data processing process as near as possible to data sources and thus the following advantages are reached:
• the system latency reduces;
• the network traffic reduces.
Cisco recommends considering fog-computing when:
• data are collected at the extreme edge (vehicles, factory floors, railways, etc.);
• lots of things across a large geographic area generate data;
• it is necessary to analyze and act on the data in less than a second.

Fog-nodes are usually controllers, communicators, different network infrastructure facilities, etc. The general architecture of the fog-computing concept is presented in fig. 1.

Figure 1. The fog-computing concept model

According to the Cisco’s declaration, the fog nodes (fig.1) closest to the network edge ingest the data from IoT devices. Then - and this is crucial - the fog IoT application directs different types of data to the optimal place for an analysis.

The most time-sensitive data are analyzed on the fog node closest to the things generating the data. In a Cisco Smart Grid distribution network, for example, the most time-sensitive requirement is to verify the fact that protection and control loops are operating properly. Therefore, the fog nodes closest to the grid sensors can look for signs of problems and then prevent them by sending control commands to actuators.

Data that can wait seconds or minutes for action are passed along to an aggregation node for analysis and action. In the Smart Grid example, each substation might have its own aggregation node that reports the operational status of each downstream feeder and lateral. Data that are less time sensitive are sent to the cloud for historical analysis, big data analytics, and long-term storage. For example, each of thousands or hundreds of thousands of fog nodes might send periodic summaries of grid data to the cloud for historical analysis and storage.

The following prospective examples of ICS based on fog-computing are known [13]:

---

---
• E-health systems [14,15];
• Food chain monitoring [16];
• Energy management [17];
• Mobile Application Support [18].

But, as was mentioned above, the fog-computing concept is used as a means to reduce system latency and to offload the network, while the authors consider the fog-computing concept as a means to enhance the system component reliability function.

3. Information and control system architecture and reliability issues
The traditional ICS computational process architecture can be described as follows: there is a set of sensors, which in particular cases can generate huge amounts of data, a set of actuators, which receives some control impacts, and computational environment, where the data from sensors are collected and processed, so some control decisions can be made. Computational environment in contemporary ICS is distributed and includes some computational elements (CE). Network-centric ICSs considered in [19] are organized in the same manner.

ICS reliability is an important issue. As reliability is a component of the “dependability” term, issues of reliability, fault-tolerance and, as a consequence, reservation methods are considered altogether frequently. The examples of the “dependable” ICS components are considered in [20,21]. In general, the structural reservation is in use, including sliding reserve.

Another one technique to improve system dependability is connected with the performance redundancy usage and system reconfiguration as a means to deliver fault-tolerance [22–27]. These works are of interest because of possibility to avoid the multiple reserve elements usage. Besides, there is a proof for some system configurations, where the performance redundancy provides better reliability than the structural one.

Within this paper, let us focus on the latter technique: according to it, the workload can be distributed among the CEs, such as to maximize the overall system reliability function. But, considering the system reliability models too cluttered and sophisticated, let us present the simplified models of the workload distribution to prove the fog-computing prospective as a means to enhance the system reliability.

Here, in the figures below (fig.2-3), the simplified models of ICS computational process are presented. The first model shows the major computational process in traditional ICSs, and the second model gives the example of how it can work with the fog-computing concept application.
Figure 3. Computational process in fog-computing-based ICS

So, the workload of the system can be presented as shown in fig.4.

Figure 4. Workload distribution for traditional ICS and ICS based on fog-computing concept

4. Models of workload distribution
Let us consider traditional ICS architecture: within it, sensors send data to the computational environment, and actuators receive some control data. Within the model presented the following parameters must be determined:

- $C_{in}$ – the number of data transfers from sensors to computational environment,
- $V_{in}$ – amount of data per information transfer to the computational environment,
- $C_{out}$ – the number of data transfers from the computational environment to the actuators,
- $V_{out}$ – amount of data per information transfer from the computational environment.

Let us assume sensors and actuators as edge computational units (ECU). Every ECU has its own computational workload $x_1$, while tasks performed by the computational environment can be estimated by workload $x_2$. Also assuming splitting data to packages for the transfer, the package size is $w$ [e.g. bytes]. The computational workload generated by the package transfer to the computational environment is $\xi_1$, and computational workload generated by the package transfer from the computational environment is $\eta_1$. For the computational environment workloads generated by package sending and receiving is $\xi_2$ and $\eta_2$ correspondingly.
So, the workload for one ECU can be described in the following manner:

\[ L = x_1 + \frac{C_{in} \cdot V_{in} \cdot \xi_1}{w} + \frac{C_{out} \cdot V_{out} \cdot \eta_1}{w} \]  

(1)

When computational environment receives, processes and sends data, workload can be estimated as follows:

\[ L_{env} = x_2 + M \frac{C_{in} \cdot V_{in} \cdot \xi_2}{w} + M \frac{C_{out} \cdot V_{out} \cdot \eta_2}{w} \]

(2)

where \( M \) is the number of ECUs.

The models given below describe the workload of the elements of ICS developed with fog-computing concept usage.

As a part of workload is shifted unto the fog-layer, as well as a part of information exchanges.

Let us assume \( X \) as a part of workload shifted to the fog-layer, and \( \Delta \) is the workload to be performed in computational environment. The number and order of the information exchanges in the fog-layer depends on the particular monitoring and control task planning and implementation, hence it is useful to model and estimate two cases – when every ECU sends and receives data \( C_{in}+C_{out} \) times, and when every ECU sends and receives data once per monitoring and control task.

Then, assuming the facilities of communicational environment as participants of a computational process, the ECU workload can be described by the following equations (\( K \) is the number of communicators, controllers, etc.).

The ECU workload with an upper boundary of the information exchange number is as follows:

\[ L_{\gamma} = \frac{X}{M+K} + \frac{C_{in} \cdot V_{in} \cdot \xi_1}{w} + \frac{C_{out} \cdot V_{out} \cdot \eta_1}{w} \]  

(3)

The ECU workload with one information exchange per task is:

\[ L_{\lambda} = \frac{X}{M+K} + \frac{V_{in} \cdot \xi_1}{w} + \frac{V_{out} \cdot \eta_1}{w} \]  

(4)

Assuming that the computational process can be planned so as there are only two information exchanges between computational environment and the fog-layer (sending preprocessed data and receiving the control data), the following equation describes the workload for the computational environment:

\[ L_{\text{env}} = \Delta + \frac{V_{in} \cdot \eta_2}{w} + \frac{V_{out} \cdot \xi_2}{w} \]  

(5)

Having the workloads described, it is possible to embed these estimates in the reliability function of system elements.

According to the [28], failure rate of an element depends on its temperature:

\[ \lambda = \lambda_0 \cdot 2^{\Delta T / T_{0}} \]

(6)

where \( \Delta T \) is the temperature increase.

As temperature depends on the workload, the equation (6) can be presented as follows:

\[ \lambda = \lambda_0 \cdot 2^{\frac{D}{kT_{0}}} \]

(7)

where \( k \) is the ratio between workload \( D \) and the temperature increase.

The reliability function is described by the following equation:

\[ P(t) = e^{-\lambda t} \]

(8)

where \( t \) is the time of element functioning.
So, embedding equations (1-5) to the (8), the reliability function values can be estimated for elements of the traditional ICS architecture and ICS based on the fog-computing concept.

The next section of the paper contains the selected simulation results and comparison between two ICS architectures from the reliability point of view.

5. Simulation results

The authors simulated reliability functions for the parameter values: \( C_{\text{in}} = 10 \ldots 1000; \ C_{\text{out}} = 10; \ V_{\text{in}} = 200; \ V_{\text{out}} = 50; \ w = 50. \)

The workload dependency of \( C_{\text{in}} \) for the traditional ICS architecture is given in fig. 5.

![Figure 5](image5.png)

**Figure 5.** The workload increase for ECU and CE in the traditional ICS architecture.

It is shown that the computational environment workload grows much faster than the ECU one. Obviously, the scalability of such system is quite poor; the computational environment can be overloaded, as well as the communication one.

In fig. 6, the reliability function plots of the previously considered parameter values are presented.

![Figure 6](image6.png)

**Figure 6.** The reliability functions for the traditional ICS architecture

So, it is seen that the reliability function trend is of unsatisfactorily low quality: just after 200 h the reliability function value is less than 0.945. Of course, it depends on the parameter values chosen, but the trend of reliability function degradation is obvious.

Then let us consider workloads and reliability function plots of the ICS based on the fog-computing concept. The simulation results are presented in fig. 7.
Here trend $L_f$ relates to the full information exchange (eq. 3), $L_{f1}$ relates to the one-message exchange (eq. 4), and $L_{\text{env}}$ is the result of computational environment workload modelling. It is seen that the computational environment workload here is much more promising than the one shown in fig.6. Hence, the reliability function is supposed to be of higher quality.

The reliability function plots are shown in fig. 8 for one-message information exchange.

As a result of simulation, let us present the comparative plots of the reliability functions for traditional and fog-computing-based architectures (fig. 9).
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