Prediction of In-Hospital Mortality from Administrative Data: A Sequential Pattern Mining Approach
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Abstract. Study of trajectory of care is attractive for predicting medical outcome. Models based on machine learning (ML) techniques have proven their efficiency for sequence prediction modeling compared to other models. Introducing pattern mining techniques contributed to reduce model complexity. In this respect, we explored methods for medical events’ prediction based on the extraction of sets of relevant event sequences of a national hospital discharge database. It is illustrated to predict the risk of in-hospital mortality in acute coronary syndrome (ACS). We mined sequential patterns from the French Hospital Discharge Database. We compared several predictive models using a text string distance to measure the similarity between patients’ patterns of care. We computed combinations of similarity measurements and ML models commonly used. A Support Vector Machine model coupled with edit-based distance appeared as the most effective model. Indeed discrimination ranged from 0.71 to 0.99, together with a good overall accuracy. Thus, sequential patterns mining appear motivating for event prediction in medical settings as described here for ACS.
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1. Introduction

Sequence prediction have many application domains such as web page prefetching, product recommendation, stock market prediction, weather forecasting or sequence prediction of clinical events. Consequently, various models have been developed based either on machine learning methods, Markov models, directed graphs, or neural networks models [1–3], grammar inference [4] or process mining [5]. Review of the literature showed that methods based on machine learning techniques outperform other models. To reduce model complexity, a number of solutions have been proposed including combination of pattern mining techniques with pattern matching techniques [2]. On the basis of these findings, we explored such techniques for sequence prediction.

In a previous work, we highlighted the interest of patients trajectories as a decision tool [6]. Our present objective is to show that this tool can be useful for predicting
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hospital mortality. It was applied to in-hospital mortality linked to acute coronary syndrome (ACS).

2. Material and methods

The ACS dataset was collected from the French Hospital Discharge Database for the 2009-2014 period [7]. Discharge summaries were extracted according to the International Classification of Diseases 10th revision (ICD-10) codes: I21 to I24 together with the percutaneous coronary intervention codes. A previous work presented the database [8]. Data were de-identified. This study was approved by the Commission Nationale de l’Informatique et des Libertés, agreement No. 1375062.

We included 4,871 patients French metropolitan population >45 years old who experienced at least 4 stays related to cardiovascular diseases, in whom 668 in-hospital deaths occurred. For each discharge summary, a sequence of ICD-10 codes were identified, and called “patient trajectories”. The dataset was divided into “contexts”, according to sex, age and number of hospitalizations [8]. Two classes of age have been defined: 45-65 (45% of the sample) and > 65 (55% of the sample). The average number of hospitalizations was 5. The data flow chart appear on Figure 1.

**Figure 1.** Data flow chart.

*Extraction of contextual sequential patterns:* Each patient has a list of time-ordered events corresponding to ICD-10 codes (R07: Pain in throat and chest; I20: Angina pectoris; I21: Acute myocardial infarction (AMI); I25: Chronic ischemic heart disease; I50: Heart Failure). An *itemset* $\mathcal{I}_t$ is a non-ordered group of events (*items*), occurring at the same time. A *sequence* $S = \langle \mathcal{I}_{t_1}, \mathcal{I}_{t_2}, ..., \mathcal{I}_{t_p} \rangle$ is a non-empty and ordered list of $p$ *itemsets*. Sequences are associated with a context. We mined contextual frequent patterns in ACS trajectories using the Contextual Frequent Pattern Mining (CFPM) [9], based on the PrefixSpan algorithm [10]. To avoid redundant information increasing the risk of collinearity in predictive models, we filtered the results, retaining the maximal frequent patterns [18], and obtained a list of maximum frequent patterns by context [11]. We determined the best modeling and associated predictive performance. The objective was to predict mortality occurring in a care facility. A 4-step procedure was designed according to the TRIPOD guidelines [12].

*Dataset preparation:* the dataset randomly split into 2 samples. The first one (n=3245) comprised two sub-samples: one for models training (n = 2163), and the other
for internal validation (n = 1082). The second sample (n = 1626) was retained for external validation. We integrated the patterns discovered in the previous module as predictors, by measuring the similarity between these patterns and patients’ trajectory. The similarity measure was integrated in the choice of the model. Similarities were calculated for the following distances: longest common substring distance, Levenshtein distance, optimal string alignment distance, Damerau-Levenshtein distance, q-gram distance, Jaccard distance, cosine distance, Jaro distance and Jaro-Winckler distance.

Training models: Predictors were sex, age group and similarities continuous or discretized. Based on a cross-validation principle with training and test sets, we compared most popular models: Naïve Bayes (NB), k-nearest neighbours algorithm (KNN), Regression tree (Tree), Logistic regression (LR), Support Vector Machine (SVM) and Artificial Neural Networks (ANN).

Internal validation. We assessed the quality of the prediction by calculating the discrimination with the following criteria: accuracy, sensibility, specificity, error rate, precision, F-measure, Area Under ROC Curve (AURC). Based on these discrimination measures, we chose the (model, similarity) combination presenting the best compromise using the maximal vector computation method.

External validation. We evaluated the discrimination power and overall accuracy of selected models. Discrimination was assessed by AURC and accuracy by Brier score.

3. Results

The prediction module evaluated 6 models, 9 similarity measures and 2 types of variables (discretized and continuous) i.e. 108 different models. Best combinations of (model, similarity) were explored. Internal validation used the key metrics grouped by categories of models and similarities in every contexts. Table 1 presents the best combinations (in bold) resulting from the selection process. In most contexts the best combinations were (SVM, edition). In addition, models with continuous similarities performed better than those with discretized similarities. We found eight combinations with heuristic similarities associated with SVM, ANN and LR models, essentially in the ≤5 stays group contexts. We also found six combinations with q-gram similarities that performed better.

Then, we aggregated the results by context, for each type of model, and ranked the models according to their performance. This ranking in percentage for the three best performances appear on table 2. For ICD-10 codes trajectory modeling, SVM was the most efficient model in 74% of cases, then ANN models (70%) and LR models (43%).

Table 1. Distribution (%) of the best combinations (model, similarity) according to ICD 10 codes trajectories.

| ICD-10 code trajectories | Tree | LR | SVM | ANN |
|--------------------------|------|----|-----|-----|
| edition                  | -    | 2.86 | 42.86 | 17.14 |
| q-gram                   | -    | 5.71 | 5.71 | 2.86 |
| heuristic                | 5.71 | -   | 11.43 | 5.71 |

We explored the performances of the models. AURC ranged from 0.71 to 0.99 for ICD-10. According to this criterion, the best results were found in the following contexts: Women & 45-65 years, ≤5 stays and also Men & 45-65 years & ≤5 stays. Conversely, the worst models concerned the >65 years & > 5 stays.
External validation: In the final step, we proceeded to an external validation. AURC varied from 0.57 to 0.91 for ICD-10. The higher AURC values were found in 45-65 years & ≤5 stays. Less discriminant case concerned the context of 45-65 years & >5 stays. In parallel, Brier score ranged from 0.09 to 0.26. The best overall accuracy was found in >65 years & ≤5 stays. In contrast, the worst accuracy appeared for the context of 45-65 years & >5 stays.

4. Discussion

We used sequential patterns to elaborate in-hospital mortality prognostic models. Sequential patterns were integrated as predictors by measuring a similarity between patients’ trajectory and patterns. We compared the most popular string distances. We used the most commonly predictive models for comparison. Our purpose was to establish the best (model, similarity) combination by context. The originality of our work is to use patient trajectories as predictors through similarity scores, while considering the medical singularity of each type of population.

In most contexts, SVM model coupled with edit-based distance was the most efficient combination associated with in-hospital mortality. In most of cases, ANN were the second more effective models, followed by LR models. All three shared quite equivalent performances in terms of calibration and discrimination. Of note, LR models provided satisfactory results in predicting in-hospital mortality in patients with Acute Myocardial Infarction. In addition, comparing ANN, SVM and LR models for mortality prediction in patients with cardiovascular diseases, differences were not significant between machine learning models and classical regression models [13]. In another work, decision trees outperformed LR, ANN and SVM algorithms in mortality prediction, but for intensive care unit data. Furthermore, a review of risk prediction models for electronic health records data, reported that linear regression models were the most common algorithms used with a high level of accuracy [14].

Model combinations with edit-based distance were often the most efficient. For string distances, the choice usually depends on the nature of the data and the length of the sequences. Thus, q-gram distances appeared well suited for very long length sequences, contrarily to heuristic distances [14]. Thus, we observed a q-gram distance associated with the model essentially for contexts including the >5 stays category and/or the >65 years age group for whom the length of trajectories were substantially longer. Conversely, a heuristic distance appeared more frequently for contexts including ≤5 stays category and/or the 45-65 years category for which trajectories were potentially shorter associated with younger age. Thus, our results were consistent with the choice of the final distance selection as well as the length of the sequences.
A comparison study evaluating established risk prediction models for cardiovascular disease showed that performances varied from 0.71 to 0.88 according to the AURC criterion close to our results ranging from 0.71 to 0.99.

Our work has some limitations. We did not create different contexts by using either comorbidities or the type of care procedure to mine patterns more specific to a sub-population; neither we combined DRG and ICD-10 code sequences, or even added information such as related diagnoses, care procedures or comorbidity scores. Sequences of several itemsets could have been introduced instead of one. For the prediction module other models might have been proposed: random forest, boosted or regression trees; features selection with techniques like wrappers, filters or embedded methods; or tuning of the final models while adjusting their parameters with optimization algorithms.

As a conclusion, sequential patterns mining appear motivating for event prediction in medical settings as described here for ACS, with several applications in medical practice. Thus, as a monitoring tool, it might contribute to measure the burden of disease and improve healthcare. Moreover, a risk score might be useful for patients’ triage and provide a decision-support tool to help orienting towards the most convenient care strategy. In a public health perspective, a better knowledge of the relationship between care pathways, comorbidities and mortality might be an aid to medical decision making.
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