Abstract

Diophantine equations are a popular and active area of research in number theory. In this paper we consider Mordell equations, which are of the form $y^2 = x^3 + d$, where $d$ is a (given) nonzero integer number and all solutions in integers $x$ and $y$ have to be determined. One non-elementary approach for this problem is the resolution via descent and class groups. Along these lines we formalized in Lean 3 the resolution of Mordell equations for several instances of $d < 0$. In order to achieve this, we needed to formalize several other theories from number theory that are interesting on their own as well, such as ideal norms, quadratic fields and rings, and explicit computations of the class number. Moreover, we introduced new computational tactics in order to carry out efficiently computations in quadratic rings and beyond.
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1 Introduction

The study of Diophantine equations forms a large part of modern algebraic number theory and arithmetic geometry [6]. Compared to related areas of mathematics, relatively little of this topic has been covered in an interactive theorem prover. This could be in part due to the lack of formalized prerequisites necessary for work beyond elementary number theory, such as the theory of algebraic number fields including class and unit groups. Additionally, many Diophantine equations require explicit calculations for their effective resolution. Such calculations are nowadays performed by computer algebra systems that have not been formally verified, like Mathematica, Magma, Pari/GP, and SageMath.

In this paper, we study the family of Diophantine equations known as Mordell equations,

$$y^2 = x^3 + d, \quad x, y \in \mathbb{Z},$$

(1)

and formalize a full description of the solutions for various instances of the nonzero parameter $d \in \mathbb{Z}$ (Section 5). We classify the solutions, building on some fundamental algebraic number theory (Section 2), using explicit calculations for quadratic number fields (Section 3) and class groups (Section 4). Such calculations have not been carried out previously in a proof assistant. The complexity of these arguments necessitates careful setup of the theory and developing abstractions to prove these results without extreme overhead.

We report on how the formalization is carried out and highlight three important outputs of our work: First of all, there is the formalization of the explicit solution of some nontrivial Diophantine equations. Secondly, we develop several other theories of independent interest, such as a theory of quadratic fields, ideal norms, and class group computations. Thirdly, we also set up computational structures and add tactics for performing calculations in extensions of commutative rings (Section 6) and interacting with computer
algebra systems (Section 7). Wherever possible, we aimed to work at a level of generality that applies beyond that needed for applications to the Mordell equations we considered. Noteworthy difficulties that our formalization resolved are developing general theory and calculating with specific numbers in the same setting of quadratic rings, side conditions being resolved through computations in the typeclass system (Sections 3.1 and 3.2), and avoiding more advanced geometry of numbers through an explicit method of calculating the class group (Section 4.1). We hope that this will pave the way for further formalization developments in (computational) algebraic number theory, and the explicit resolution of many other interesting Diophantine equations in particular.

The basic theory of Dedekind domains up to the finiteness of the class group of global fields was previously formalized [3] as part of the mathlib library [36] (using version 3 of the Lean theorem prover [8]). We build on that work here, explicitly computing class groups of several quadratic number fields as part of our effort, and fleshing out the surrounding theory. Full source code of our formalization is available online.¹

2 Mathematical Background

One of the basic tools we can use to investigate the solutions to a Diophantine equation, especially to show it has no solution, is the method of descent. The main idea is to assume that a solution exists, and choose it to be minimal in some sense. Then, transform this solution in order to ‘descend’ to another solution to the equation that is smaller than the previous one, contradicting its minimality. If the transformation can be unconditionally applied, the equation has no solutions; otherwise, if the equation has solutions, it will lead to conditions on the solutions.

This method was used by Fermat to prove one instance of his famous Last Theorem, namely that the equation

\[ x^4 + y^4 = z^4 \]  

has no nonzero integer solutions. More precisely, Fermat proved ([14, Section 1.6]), in his notes on Diophantus’ *Arithmetica*, that there exists no right triangle with square area. This can be restated as the non-existence of a nonzero integer solution to the equation \( a^4 - b^4 = c^2 \), from which in turn the non-existence of a nonzero solution to (2) follows.

The key step in the descent method is the application of the following property: if \( a, b, c \) are three integer numbers and \( n \) is a natural number such that \( \text{gcd}(a, b) = 1 \) and \( ab = c^n \), then there exist \( c_1, c_2 \in \mathbb{Z} \) such that \( a = \pm c_1^n \) and \( b = \pm c_2^n \). However, it is often convenient to use descent not over the ring \( \mathbb{Z} \), but over some larger ring, e.g. the ring of integers of a quadratic number field.

We now recall some useful definitions. We assume some familiarity with basic ring and field theory, as described in many (undergraduate) texts, including [12, 16]. A number field \( K \) is a finite extension of the field \( \mathbb{Q} \). It is a finite dimensional vector space over \( \mathbb{Q} \), and its dimension is called the degree of \( K \) (over \( \mathbb{Q} \)). Examples of number fields are \( \mathbb{Q} \) itself (of degree 1), \( \mathbb{Q}(\sqrt{5}) = \{a + b\sqrt{5} : a, b \in \mathbb{Q}\} \) and \( \mathbb{Q}(\sqrt{-5}) = \{a + b\sqrt{-5} : a, b \in \mathbb{Q}\} \) (both of degree 2), and \( \mathbb{Q}(\sqrt{17}) = \{a + b\sqrt{17} + c\sqrt{17} + d\sqrt{17^2} : a, b, c, d \in \mathbb{Q}\} \) (of degree 4). We will mostly use quadratic fields, i.e. number fields of degree 2 (Section 3), as in the second and third example above. In general, any quadratic number field is isomorphic to a field of the form \( \mathbb{Q}(\sqrt{d}) = \{a + b\sqrt{d} : a, b \in \mathbb{Q}\} \) for some integer \( d \neq 1 \) which is squarefree (i.e. not divisible by \( p^2 \) for a prime \( p \)). Said differently, these quadratic number fields are constructed by adjoining a (complex) root \( \alpha = \sqrt{d} \) of the polynomial \( X^2 - d \), which is irreducible over \( \mathbb{Q} \) by the conditions imposed on \( d \). This generalizes to arbitrary degree \( n \in \mathbb{Z}_{>0} \) as follows. For any polynomial of degree \( n \) that is irreducible over \( \mathbb{Q} \), adjoining any one of its (complex) roots \( \alpha \) to \( \mathbb{Q} \) will yield the degree \( n \) number field \( \mathbb{Q}(\alpha) = \{a_0 + a_1 \alpha + \ldots + a_{n-1} \alpha^{n-1} : a_0, a_1, \ldots, a_{n-1} \in \mathbb{Q}\} \) (the \( n \) different choices of \( \alpha \) will all yield isomorphic fields). Conversely, any number field of degree \( n \) will be isomorphic to such a field \( \mathbb{Q}(\alpha) \).

From an algebraic and arithmetic perspective, the (rational) integers \( \mathbb{Z} \) constitute a particularly ‘nice’ subring of its field of fractions, the rational numbers \( \mathbb{Q} \). Upon generalizing from \( \mathbb{Q} \) to an arbitrary number field \( K \), the analogue of \( \mathbb{Z} \) is the ring of integers of a number field \( K \), denoted \( \mathcal{O}_K \). It is defined as the integral closure of \( \mathbb{Z} \) in \( K \):

\[ \mathcal{O}_K := \{x \in K : \exists f \in \mathbb{Z}[X] \text{ monic such that } f(x) = 0\} \]

where we recall that a (univariate) polynomial is called monic if its leading coefficient is equal to 1. The fact that \( \mathcal{O}_K \) is indeed a ring follows for instance from general properties of integral closures ([25, Section I.2]).

Some examples of rings of integers are as follows. The ring of integers of \( \mathbb{Q} \) is indeed \( \mathbb{Z} \). For \( K = \mathbb{Q}(\sqrt{2}) \), values such as \( d \in \{-5, -2, -1, 2, 3\} \) simply give \( \mathcal{O}_K = \mathbb{Z}[\sqrt{d}] = \{a + b\sqrt{d} : a, b \in \mathbb{Z}\} \), but certain other values of \( d \), e.g. \( d \in \{-3, 5\} \), give \( \mathcal{O}_K = \mathbb{Z}[\frac{1}{2}(1 + \sqrt{d})] = \{a + b\frac{1}{2}(1 + \sqrt{3}) : a, b \in \mathbb{Z}\} \). That, for example, the ring of integers of \( \mathbb{Q}(\sqrt{-3}) \) is strictly smaller than \( \mathbb{Z}[\sqrt{-3}] \) is apparent from the fact that \( \frac{1}{2}(1 + \sqrt{3}) \) (which is not an element of \( \mathbb{Z}[\sqrt{-3}] \)) is a root of the monic polynomial with integer coefficients \( X^2 - X + 1 \). Finally, for \( K = \mathbb{Q}(\sqrt{17}) \) we have \( \mathcal{O}_K = \{a + b\sqrt{17} + c\frac{1}{2}(\sqrt{17} - 1) + d\frac{1}{2}(\sqrt{17}^2 + 1) : a, b, c, d \in \mathbb{Z}\} \), which cannot be written in the form \( \mathbb{Z}[\alpha] \) for any \( \alpha \in \mathcal{O}_K \), illustrating the fact that determining rings of integers can become involved rather soon.

The ‘nice’ properties alluded to earlier, can be made precise by the statement that the ring of integers \( \mathcal{O}_K \) of a number field \( K \) is a so-called Dedekind domain [3, Section 2]. While \( \mathcal{O}_K \) is not necessarily a unique factorization domain (UFD),

¹https://github.com/lean-forward/class-group-and-mordell-equation
nonzero ideals in \( \mathcal{O}_K \) (or more generally in any Dedekind domain) factor uniquely, up to the order of the factors, in (necessarily nonzero) prime ideals.

The key implication in the descent method still holds in general when \( D \) is a UFD (replacing \( \pm 1 \) by a unit in \( D \)), for example when \( D = \mathbb{Z}[i] \) is the Gaussian integers, but is no longer applicable when \( D \) is not a UFD, for example when \( D = \mathbb{Z}[\sqrt{-5}] \). However, when \( D \) is a Dedekind domain such as the ring of integers of a number field, we have a descent for ideals \( I, J, L \) in \( D \); namely the following implication holds for any natural number \( n \):

\[
\text{gcd}(I, J) = 1 \land IJ = L^n \implies I = L_1^n \land J = L_2^n \tag{3}
\]

for certain ideals \( L_1, L_2 \) in \( D \).

To return from ideals back to elements, the \textit{class group} of \( D \), denoted \( \text{Cl}(D) \) is of crucial importance. Recall that a fractional ideal \( I \) of \( D \) is a \( D \)-submodule of \( K \) (the field of fractions of \( D \)) of the form \( I = xJ \) with \( x \in K \) and \( J \) an ideal of \( D \). Setting \( x = 1 \) shows every ideal \( J \subseteq D \) is also a fractional ideal; for clarity we refer to this case as an \textit{integral ideal}. The class group is defined as the group of equivalence classes of nonzero fractional ideals of \( D \) modulo nonzero fractional ideals of the form \( \langle \alpha \rangle \), with ideal multiplication as the group operation. Concretely, we say that fractional ideals \( I \sim J \) if there exists a nonzero \( \alpha \in K \) such that \( I = \langle \alpha \rangle J \) [3, Section 2], where we denote by \( (S) \) the fractional ideal generated by the set \( S \) (and by \( \langle a_1, a_2, \ldots, a_n \rangle \) the fractional ideal generated by the set \( \{a_1, a_2, \ldots, a_n\} \)). In particular, a nonzero (fractional or integral) ideal \( I \) of \( D \) represents the unit element in the class group of \( D \) if and only if \( I \) is principal. We note that every equivalence class in the class group of \( D \) has an integral ideal representing it, and an equivalent definition of the class group could be given by taking appropriate equivalence classes \( I \sim J \iff \alpha I = \beta J \) for some nonzero \( \alpha, \beta \in D \) of the multiplicative monoid of nonzero integral ideals of \( D \).

We consider the case at hand, where \( D \) is the ring of integers of a number field, for which the fundamental theorem holds that the class group of \( D \) is finite, as formalized by Baanen, Dahmen, Narayanan, and Nuccio [3]. The order of the class group of \( D \), called the \textit{class number} of \( D \) and denoted \( h(D) := \# \text{Cl}(D) \), is a measure of the failure of unique factorization in \( D \). In particular, \( h(D) = 1 \) (i.e. the class group \( \text{Cl}(D) \) is trivial) if and only if \( D \) is a UFD. So e.g. \( \text{h}(\mathbb{Z}) = h(\mathbb{Z}[i]) = 1 \). It turns out that \( \mathbb{Z}[\sqrt{-5}] \) is not a UFD, since e.g. \( I := (1 + \sqrt{-5}, 2) \) is a non-principal ideal, and in fact any non-principal (fractional) ideal of \( \mathbb{Z}[\sqrt{-5}] \) is equivalent to \( I \). Hence a complete set of representatives for \( \text{Cl}(\mathbb{Z}[\sqrt{-5}]) \) is given by \( \langle 1 \rangle, I \) and \( h(\mathbb{Z}[\sqrt{-5}]) = 2 \).

An important property, needed for our approach to solving Mordell equations, which follows from the definition of the class group together with Lagrange’s theorem in group theory, is that for ideals \( I \) in \( D \):

\[
\text{gcd}(n, h(D)) = 1 \land I^n \text{ is principal } \implies I \text{ is principal}. \tag{4}
\]

Finally, we note that a number field \( K \) determines uniquely its ring of integers \( D \), and hence \( \text{Cl}(D) \) and \( h(D) \). Therefore, the terminology class group of \( K \), denoted \( \text{Cl}(K) := \text{Cl}(D) \), and class number of \( K \), denoted \( h(K) := h(D) \), is also used.

The reader eagerly awaiting to see the above applied in the explicit context of the Mordell equation (1), could already jump ahead to Theorem 5.1 and its proof sketch before proceeding with the next section.

### 3 Quadratic Rings and Fields

Crucial to the algebraic solution of Mordell equations is the ability to conveniently work with number fields and number rings such as \( \mathbb{Q}(\sqrt{-7}) \) and \( \mathbb{Z}[\frac{1}{2}(1 + \sqrt{5})] \), given by adjoining the root of a quadratic polynomial to a ring. There are several constructions that make the notion of a quadratic ring precise. One approach to adjoin a root of the polynomial \( f \in R[X] \) to the domain \( R \) is to take an algebraically closed (field) extension \( K \) of \( (\text{the fraction field of}) \ R \), which by definition contains a root \( \alpha \) of \( f \), and setting \( R[\alpha] \) to be the smallest subring of \( K \) containing each element of \( R \) in addition to \( \alpha \). In particular, this works well for number rings and number fields since in this setting we can always set \( K \) to be the complex numbers. Alternatively, we can adjoin a root \( \alpha \) to \( R \) by setting \( R[\alpha] \) to be the quotient ring \( R[X]/(f) \), where \( \alpha \) is the equivalence class of \( X \) mod \( f \). Both constructions were previously available and used in mathlib, finding use throughout the library in different settings.

Additionally, mathlib includes the structure \( \text{sgqrtf} \) for the ring \( \mathbb{Z}[\sqrt{d}] \), which is used to define the Gaussian integers, and prove some results related to Pell’s equation. This suffers from the drawback that one can only adjoin square roots of integers to the integers, and hence cannot form quadratic fields, or the ring \( \mathbb{Z}[\frac{1}{2}(1 + \sqrt{5})] \) using this structure.

The general approaches described above suffer from the same two drawbacks for our purposes. The technical objection is that the definition of the new ring \( R[\alpha] \) makes essential use of the ring structure on \( R \), including the ring structure definition in the type \( R[\alpha] \). Since Lean’s unification algorithm performs poorly on complicated types, we want to avoid large definitions in types if possible. The more serious objection is that both of these two constructions are unsuited for efficient computations. Generally, mathlib defines mathematical objects with little consideration of computability: computations in proofs is instead performed by constructing a proof term during tactic execution. Still, a tactic needs some useful data structure to perform its task, and a way to reflect expressions into this data type. Because there are no nontrivial decision procedures on the complex numbers, we cannot easily perform calculations on elements if we define \( R[\alpha] \) to be a subring of the complex numbers. If we define \( R[\alpha] \) as the quotient ring \( R[X]/(f) \), computation is possible by picking representatives of each equivalence class. Still, computing with \( R[X]/(f) \) will be impractical because Lean
does not know that it can reduce the degree of polynomials to get a simpler representative. Moreover, mathlib does not generally provide effective algorithms in its implementation of polynomial rings, meaning we cannot naively perform computations with the current implementation of polynomials anyway and we would have to reimplement arithmetic on polynomials in a tactic.

Instead, for our project, following an established pattern (similar to e.g. defining complex numbers or quaternion algebras in mathlib) we introduce a new, more specialized way to adjoin a root of a quadratic polynomial to a ring, which we name `quad_ring`.

```lean
structure quad_ring (R : Type*) (a b : R) :=
  (b1 : R) (b2 : R)

The code above defines a new type constructor `quad_ring`, such that an element of `quad_ring R a b` is a tuple of two elements `b1 b2 : R`, where `R` is a commutative ring (actually, commutative semiring would also do). An element `(b1, b2)` represents the element `b1 + b2 a ∈ R[α]` where `α` satisfies the algebraic relation `α^2 = a a + b`. We define a coercion to `quad_ring`, allowing us to implicitly consider an element `x : R` also as an element of `quad_ring R a b`.

The fact that this type actually represents the ring `R[α]` follows from the definition of the ring structure, with some prior instances omitted this looks like:

```lean
instance : comm_ring (quad_ring R a b) :=
{ add := λ z w, (z.b1 + w.b1, z.b2 + w.b2),
  mul := λ z w, (z.1 * w.1 + z.2 * w.2 + b, z.2 * w.1 + z.1 * w.2 + z.2 * w.2 + a)),
  neg := has_neg.neg, sub := has_sub.sub,
  one := 1, zero := 0,
  nsmul := (.), npow := npow_rec, nat_cast := coe, int_cast := coe, zsmul := (.), ... sorry }
```

We note that throughout this paper, we only omit proofs for sake of exposition; everything described here is fully formalized (i.e. `sorry-free`) in our work.

Beyond the basic ring operators such as addition and multiplication, we also define scalar multiplication with `N` and `Z`, and coercions from `N` and `Z` to any `quad_ring`. That we have to define these maps may be surprising since in fact we can define a unique ring homomorphism `Z → R` generically for all rings `R`, which moreover gives rise to a unique `Z`-module structure on `R`. Although we can prove these constructions are unique, Lean does not automatically consider them definitionally equal. The forgetful inheritance pattern used by mathlib [1, 2] states that inheritance of structures, for example from `comm_ring (quad_ring R a b)` to module `Z (quad_ring R a b)`, is not allowed to define new data. Instead, operations such as scalar multiplication must be copied literally from the parent, in this case the `zsmul` field in `comm_ring`. By specifying the operations ourselves in the `comm_ring` instance, we obtain control over these definitional equalities.

### 3.1 Inclusion of `Z[α]` into `Q(α)`

Within the quadratic field `Q(α) = Q[x]/(f)` we have a subring `Z[α] = Z[x]/(f)`. The informal description of a subring `A` of a ring `R` is a subset of `R` closed under ring operations. Here we define `A = Z[α]` and `R = Q(α)` as quotients of two distinct rings, so `A` cannot be a subset of `R` in a straightforward way; in Lean these would correspond to two different types, rather than a type `R` and a term `A := R`. In a similar way the integers `Z` are informally a subring of the rational numbers `Q` but formally not a subset. mathlib instead prefers to translate the subring relation into an injective map: parameters `f : A →+* R` (hf : injective f), where `f` is a ring homomorphism and `hf` carries a proof of injectivity [3].

Subsets `A` closed under ring operations fit this pattern by using the coercion map (\(\phi\)) that forgets `x ∈ A`.

Moreover, given rings `A, R`, there is often a canonical choice for this inclusion `A → R`. The hypothesis that `A` has a canonical map into `R` is represented by a parameter `[algebra A R]`, where `algebra (A R : Type*) [comm_semiring A]`[semi_ring R] : `Type` is a multiparameter typeclass depending on two types `A, R`. This provides a canonical homomorphism `algebra_map A R : A →+* R;` thus a subring can be represented by a pair of parameters `[algebra A R] (h : injective (algebra_map A R)).

Here, the square brackets denote an instance parameter, a form of implicit parameter [2]. Lean’s elaborator automatically synthesizes a value for these parameters by considering declarations marked `instance` in turn, unifying its type with the parameter type and using the first instance that matches. Instances can themselves have instance parameters, which are synthesized in the same way. In Lean 3 synthesis is implemented as a depth-first search. This search allows us to perform nontrivial computation during synthesis in the style of Prolog, as we discuss below.

In the case of quadratic rings, an algebra instance would naively have the type algebra `(quad_ring Z a b) (quad_ring Q a b)`). However, this contains type errors since a `b : Z` in the expression `quad_ring Z a b` and a `b : Q` in the expression `quad_ring Q a b`. Our first attempt was therefore to define the instance by applying the canonical inclusion of type `Z → Q` to a `b`, or more generally for any `A-algebra R`:

```lean
instance algebra1 {algebra A R} (a b : A) :
  algebra (quad_ring A a b)
  (quad_ring R (algebra_map A R a) (algebra_map A R b))
```

The verbosity of the expression `quad_ring R (algebra_map A R a) (algebra_map A R b)` is unsatisfying, and the effect becomes worse when the coefficients are numerical expressions: the inclusion of `Z[√5]` in `Q[√5]` is denoted by `algebra_map (quad_ring Z 0 5) (quad_ring Q (algebra_map Z Q 0))`.
instance fact_map_bit0 \( f \): algebra_map \( \mathbb{Z} \to \mathbb{Q} \) \( f 0 \) \( 0 \) \( 0 \) before it applies to \( \text{quad} \_\text{ring} \ \mathbb{Q} \) \( \text{algebra} \_\text{map} \ \mathbb{Z} \to \mathbb{Q} \) \( \text{algebra} \_\text{map} \ \mathbb{Z} \to \mathbb{Q} \).

To develop an instance without these deficiencies, we added the coefficients \( a', b' \) to \( R \) as separate parameters to the algebra instance, along with a pair of hypotheses asserting \( a', b' \) are the image of \( a, b \) respectively, ensuring the map remains well-defined:

\[
\text{def} \ \text{algebra}_2 [\text{algebra} \ A \ R] (a : A) (a' b' : R) (ha : \text{algebra}_1 \text{map} \ A \ R \ a = a') (hb : \text{algebra}_1 \text{map} \ A \ R \ b = b') : \\
\begin{align*}
\text{algebra} \ (\text{quad} \_\text{ring} \ A \ a \ b) \\
\text{(quad} \_\text{ring} \ R \ a' b')
\end{align*}
\]

For numerical values of \( a, b \), Lean’s simplification procedure invoked by the simp tactic suffices to prove the equality hypothesis, meaning we could define instances such as:

\[
\text{instance} \ \text{algebra}_3 \_\text{sqrt} \_5 : \\
\begin{align*}
\text{algebra} \ (\text{quad} \_\text{ring} \ \mathbb{Z} \to \mathbb{Q} \ \mathbb{Z} \to \mathbb{Q} \ 0 \ 5) : \\
\text{algebra}_2 \ \mathbb{Z} \to \mathbb{Q} \ 0 \ 5 \ (\text{by} \ \text{simp}) \ (\text{by} \ \text{simp})
\end{align*}
\]

However, we could not declare \( \text{algebra}_2 \) to be an instance globally, as the typeclass system is not able to supply values for the \( ha \) \( hb \) parameters automatically.

In general, to be able to infer an instance, all parameters to the instance must either occur in the type of the goal or be instance parameters themselves. In order to lift the equality hypotheses \( ha \) \( hb \) to an instance parameter, we wrapped it in the fact class [2]. This is a small wrapper class used in mathlib that allows us to register certain proofs as instance parameters:

\[
\text{class} \ \text{fact} \ (p : \text{Prop}) : \text{Prop} := \ (\text{out} \ [\ : \ p])
\]

Using this, our algebra instance becomes (recalling that instance parameters are passed in [square brackets])

\[
\text{instance} \ \text{algebra}_3 [\text{algebra} \ A \ R] (a : A) (a' b' : R) [\text{fact} \ (\text{algebra}_1 \text{map} \ A \ R \ a = a')] [\text{fact} \ (\text{algebra}_1 \text{map} \ A \ R \ b = b')] : \\
\begin{align*}
\text{algebra} \ (\text{quad} \_\text{ring} \ A \ a \ b) \\
\text{(quad} \_\text{ring} \ R \ a' b')
\end{align*}
\]

Lean’s expressive typeclass system with a Prolog-like synthesis allows it to perform computations. This means we can define a set of instances that automatically synthesize fact instances of equality proofs by evaluation, or from a different perspective, we give a big-step operational semantics for expressions of the form \( \text{algebra}_1 \text{map} \ A \ R \ a = a' \). Computation steps that immediately terminate correspond to instances without further instance parameters:

\[
\text{instance} \ \text{fact}_\text{eq}\_\text{refl} \ (a : R) : \text{fact} \ (a = a) \\
\text{instance} \ \text{fact}_\text{map}\_\text{zero} \ (f : A \to + \mathbb{R}) : \text{fact} \ (f \ 0 = 0) \\
\text{instance} \ \text{fact}_\text{map}\_\text{one} \ (f : A \to + \mathbb{R}) : \text{fact} \ (f \ 1 = 1)
\]

Computational steps that do not halt take an instance parameter representing the computation that still needs to be done, such as the \( h \) parameter below:

\[
\text{instance} \ \text{fact}_\text{map}\_\text{neg} \ (f : A \to + \mathbb{R}) (a : A) (a' : R) [\text{h : fact} \ (f \ a = a')] : \\
\text{fact} \ (f \ (-a) = -a')
\]

Finally, to handle numerical arguments we added two instances that evaluate the binary representation of these numerals given by the \( \text{bit} 0 \) and \( \text{bit} 1 \) functions:

\[
\begin{align*}
\text{instance} \ \text{fact}_\text{map}\_\text{bit} 0 \ (f : A \to + \mathbb{R}) (a : A) (a' : R) [\text{h : fact} \ (f \ a = a')] : \\
\text{fact} \ (f \ (\text{bit} 0 \ a) = \text{bit} 0 \ a') \\
\text{instance} \ \text{fact}_\text{map}\_\text{bit} 1 \ (f : A \to + \mathbb{R}) (a : A) (a' : R) [\text{h : fact} \ (f \ a = a')] : \\
\text{fact} \ (f \ (\text{bit} 1 \ a) = \text{bit} 1 \ a')
\end{align*}
\]

The combination of the \( \text{algebra}_3 \) instance and the set of facts suffices for automatic synthesis of the desired instance:

\[
\text{instance} \ \text{algebra}_\text{sqrt}_5' : \\
\begin{align*}
\text{algebra} \ (\text{quad} \_\text{ring} \ \mathbb{Z} \to \mathbb{Q} \ \mathbb{Z} \to \mathbb{Q} \ 0 \ 5) := \text{by instance}
\end{align*}
\]

Although Lean 3’s instance synthesis algorithm lacks many of the refinements available in Prolog implementations, or indeed in the Lean 4 synthesis algorithm [28], we found that it was powerful enough to perform this limited set of computations within a reasonable time: due to caching, the impact is restricted to a one-time cost of approximately 100 milliseconds per declaration that contains goals of the form \( \text{algebra} \ (\text{quad} \_\text{ring} \ \mathbb{Z} \to \mathbb{Q} \ 0 \ 5) \) \( \text{(quad} \_\text{ring} \ \mathbb{Q} \ 0 \ 5) \). Costs remain low also for larger numerals since the synthesis complexity is linear in the size of the binary representation. We needed no tweaking of instances or other optimization to use this design in our project.

### 3.2 Rings of Integers and Dedekind Domains

After setting up the general theory, we specialize to rings of the form \( R[\sqrt{d}] \), in particular \( \mathbb{Z}[\sqrt{d}] \) and \( \mathbb{Q}(\sqrt{d}) = \mathbb{Q}[\sqrt{d}] \) (we will use the notation \( \mathbb{Z}[\sqrt{d}] \) and \( \mathbb{Q}(\sqrt{d}) \) for these specific rings in code samples also). For a field \( K \), we show that \( K[\sqrt{d}] \) is a field if \( d \) is not a square (otherwise, the ring would contain zero divisors). We first provide the field structure as a definition, not an instance, since the typeclass system is not set up to infer that a given \( d \) is not a square.

\[
\text{def} \ \text{field}\_\text{of}\_\text{not}\_\text{square} \ [K : \text{Type}'] [\text{field} \ K] \\
\{d : K \} \ (\text{hd} : \neg \text{is}\_\text{square} \ d) : \\
\text{field} \ (\text{quad}\_\text{ring} \ K \ 0 \ d)
\]

Since it would be inconvenient to supply the field structure manually at each point it is required, we use the fact construction to make propositions available to the typeclass system, so we can also define a field instance:

\[
\text{instance} \ [K : \text{Type}'] [\text{field} \ K] \ (\text{hd} : \neg \text{is}\_\text{square} \ d) : \\
\text{field} \ (\text{quad}\_\text{ring} \ K \ 0 \ d) := \\
\text{field}\_\text{of}\_\text{not}\_\text{square} \ (\text{fact}\_\text{out} \ hd)
\]

51
To show moreover that $\mathbb{Q}(\sqrt{d})$ is the field of fractions of $\mathbb{Z}[\sqrt{d}]$, we again have to be careful to distinguish a number $d \in \mathbb{Z}$ from its image $d' \in \mathbb{Q}$, which we achieve using two separate variables and by adding a hypothesis $[\text{hdd} : \text{fact} (\text{algebra}\_\text{map} \mathbb{Z} \mathbb{Q} d - d')]$. We express that $K$ is the field of fractions of $R$ by registering a typeclass instance $\text{is\_fraction\_ring} \ R \ K$, which implies that $K$ is the smallest field that contains $R$; the standard proof of this fact was straightforward to formalize.

Finally, we assume that $d$ is squarefree and show that $\mathbb{Z}[\sqrt{d}]$ is a Dedekind domain if $d \equiv 2 \text{ or } d \equiv 3 \pmod{4}$, and that $\mathbb{Z}[\frac{1}{2}(1 + \sqrt{d})]$ is a Dedekind domain if $d \equiv 1 \pmod{4}$, by showing that these are the rings of integers of $\mathbb{Q}(\sqrt{d})$ under the given conditions. As the conditions suggest, the proof of this fact involves working in the ring $\mathbb{Z}/4\mathbb{Z}$. The conditions provide a good example of the subtleties involved in dealing with coercions: for example we can write a condition as $d \equiv 4 - 3$, staying in $\mathbb{Z}$ and allowing direct computations to validate the condition, or we can write $(d' : \mod{4}) - 3$, casting $d$ to an element of $\mathbb{Z}/4\mathbb{Z}$ which is directly applicable when working in $\mod{4}$. We choose to state this condition as $d \equiv 4 - 3$ since existing proof automation can more easily check this condition; whenever $d$ is cast to $\mathbb{Z}/4\mathbb{Z}$ in a proof, we can use the norm_coes tactic [19] to prove that $3 : \mathbb{Z}$ coerces to $3 : \mod{4}$.

For the case $d \equiv 1 \pmod{4}$, we instead choose $m : \mathbb{Z}$ so that $d = 4m + 1$, and write $\mathbb{Z}[\alpha]$ as quad_ring 1 m. Again we provide an is\_fraction\_ring instance, this time under the hypothesis $[\text{hdm} : \text{fact} (d' - 4 \cdot |m + 1|)]$. Although this instance could be generalized by replacing the coercion $\mathbb{Z} \to \mathbb{Q}$ with algebra\_map R K, we do not expect that this generality is worth trading in the higher ease of working with coercions.

The fact that the discussed rings are Dedekind domains is a corollary of being the rings of integers of $\mathbb{Q}(\sqrt{d})$. In other words, we have to show an element $x \in \mathbb{Q}(\sqrt{d})$ is an element of $\mathbb{Z}[\sqrt{d}]$ or $\mathbb{Z}[\alpha]$ if and only if $x$ is integral: it is a root of some monic polynomial with integer coefficients. Since $\sqrt{d}$, $\alpha$ and each integer satisfy this property, and integrality is preserved by addition and multiplication, we can easily show each element of $\mathbb{Z}[\sqrt{d}]$ or $\mathbb{Z}[\alpha]$ is integral. We prove the converse by explicitly computing that the minimal polynomial (with coefficients in $\mathbb{Q}$) of $a + b\sqrt{d}$ is $X^2 - 2aX + a^2 - b^2$ (if $b \neq 0$); if $a + b\sqrt{d}$ is integral these coefficients are integers, since $\mathbb{Z}$ is a Euclidean domain with fraction field $\mathbb{Q}$. If $d$ is not a square modulo 4 (i.e. $d \in \{2, 3\} \pmod{4}$), this implies $b$ is an integer, from which it follows that $a$ is also an integer, giving $a + b\sqrt{d} \in \mathbb{Z}[\sqrt{d}]$. If $d \equiv 1 \pmod{4}$, we can instead show there are integers $x, y$ such that $a = x + \frac{1}{2}y$ and $b = \frac{1}{2}y$, so that $a + b\sqrt{d} = x + y\frac{1}{2}(1 + \sqrt{d}) \in \mathbb{Z}[\alpha]$. The result is a pair of theorems

\begin{verbatim}
theorem is_integral_closure_1 {m : \mathbb{Z}} {d' : \mathbb{Q}}
  \n  \n\end{verbatim}

\section{Class Group Calculations}

A classical result, formalized by Baanen, Dahmen, Narayanan, and Nuccio [3], is the finiteness of the class group of a number field. We have built on this formalization to compute some nontrivial class groups. Although the existing formalization could be made effective by supplying an explicit description of the ring of integers, it provides very weak bounds that would result in unnecessary work, so we chose to redo the computations explicitly. In general, there are two basic ingredients to get to the class group of a number field $K$ with ring of integers $\mathcal{O}_K$. First of all, one needs to get to a finite generating set for the class group. A well-known classical result that leads to this is the Minkowski bound, as briefly discussed at the end of this section. However, we have followed a more direct approach via generalized division with remainder, as explained in the subsection below. Finally, given a finite generating set, one needs to establish the multiplicative structure to fully determine the group. In our current approach we focus on small, including nontrivial, examples.

\subsection{Upper Bound}

We will build on the formalization in [3, Section 8.2] about the finiteness of the class group of a number field $K$. Our starting point is the following generalization of a theorem formalized in op. cit.

\begin{theorem}
Let $I$ be a nonzero ideal of $\mathcal{O}_K$, let $M$ be a finite set of nonzero integers, and assume that for all $a, b \in \mathcal{O}_K$ with $b \neq 0$ there exist $q \in \mathcal{O}_K$ and $r \in M$ with
\begin{equation}
|\text{Norm}_{\mathcal{O}_K/\mathbb{Z}}(ra - qb)| < |\text{Norm}_{\mathcal{O}_K/\mathbb{Z}}(b)|.
\end{equation}
Then there exists an ideal $J$ of $\mathcal{O}_K$ such that
\begin{equation}
I \sim J \cap \prod_{m \in M} m.
\end{equation}
\end{theorem}

We note that instead of the ideal generated by the product over all elements in $M$, we could take the ideal generated by any nonzero common multiple of the elements of $M$ (e.g. their least common multiple). But, when focusing on generators, we can use unique factorization of ideals to restrict $J$ to prime ideals, so by simply taking the product over all elements in $M$ we do not introduce any more prime ideals. We formalized the above statement in Lean, generalizing $\mathbb{Z}$.
to any Euclidean domain $R$ with an absolute value operation $\text{abv}$ and $O_K$ to any Dedekind domain $S$ such that $L = \text{Frac}(S)$ is a finite extension of $K = \text{Frac}(R)$.

**Theorem:** exists_mk0_eq_mk0' ($I : (\text{ideal } S)^0$) ($M : \text{finset } R$):

$(\forall m \in M, \text{algebra_map } R S m \neq 0) \rightarrow$
$(\forall a : S) (b \neq 0) \rightarrow (\exists q : S) (r \in M),$
$\text{abv} (\text{norm } R (r \cdot a - q \cdot b)) < \text{abv} (\text{norm } R b)) \rightarrow$
$(\exists J : (\text{ideal } S)^0), \text{mk0 } L L \rightarrow \text{mk0 } L \land$
$\text{algebra_map } \_ \_ (\_ \_ m) \in J$

Here $\text{mk0 } L$ is the homomorphism sending a nonzero ideal $I : (\text{ideal } S)^0$ to its equivalence class in the class group.

To establish the assumption for the generalized division with remainder given in Theorem 4.1, it is practical to translate the norm estimates (5) in the ring of integers to norm estimates in the field of fractions, dividing both sides by a factor $b$.

**Lemma:** exists_lt_norm_iff_exists_le_one

[is_integral_closure S R L] ($M : \text{finset } R$):

$(\forall a : S) (b \neq 0), (\exists q : S) (r \in M),$\n$\text{abv} (\text{norm } R (r \cdot a - q \cdot b)) < \text{abv} (\text{norm } R b) \leftrightarrow$
$(\forall y : L, \exists q : S) (r \in M), \text{abv} (\text{norm } K (r \cdot y - q \cdot 1)) < 1$

In the proof we spent the most work tediously showing $b$ is nonzero iff its image in $L$ is nonzero, iff its norm over $R$ is nonzero, iff its norm over $K$ is nonzero, to justify the idea of dividing by $b$ on both sides.

We now move to concrete corollaries of the above results. We consider quadratic number fields $K = \mathbb{Q}(\sqrt{d})$ where $d \in \mathbb{Z}$ and assume that $d \equiv 2$ or $3 \pmod{4}$ and that $d$ is squarefree (unless explicitly indicated otherwise). This is specified in Lean using the typeclass assumptions $[\text{fact } (d \% 4 = 2 \lor d \% 4 = 3)]$ and $[\text{fact } (\text{squarefree } d)]$ respectively, as these are needed for the Dedekind domain instance anyway. To get to the class group results for $d \in \{-1, -2, -5, -6\}$, we perform the necessary norm estimates for such $y \in \mathbb{Q}(\sqrt{d})$ with the set $M$ taken to be $\{1, 2\}$:

**Theorem:** sqrt_neg.exists_q_r

$[\text{fact } (\text{algebra_map } \mathbb{Z} Q d - d')] (y : \mathbb{Q}(\sqrt{d}')) :$
$-6 \leq d \rightarrow d \leq 0 \rightarrow$
$(\exists q : \mathbb{Z}[\sqrt{d}]) (r \in \{1, 2\}), \text{abs } (\text{norm } Q (r \cdot y - q \cdot 1)) < 1$

The proof is elementary and consists essentially of case distinctions depending on the components of $y$, which are rational numbers, and establishing inequalities for these components. After we set up estimates for the nonlinear parts of the inequalities, the tactic linarith could discharge the goals.

Combining this theorem above with the two earlier mentioned results now shows that for $d \in \{-1, -2, -5, -6\}$ any nonzero ideal $I$ in $\mathbb{Z}[\sqrt{d}]$ is equivalent in the class group to an ideal $J$ dividing (1) or (2). The next task is to factor (2) into prime ideals. To this end, we explicitly define a nonzero ideal $\text{sqrt}_2 d$ so that $(\text{sqrt}_2 d)^2$ is the ideal generated by 2, and we show that this ideal is irreducible. The definition of $\text{sqrt}_2 d$ depends on the remainder of $d$ modulo 4.

```lean
def sqrt_2 [fact (d % 4 = 2 \lor d % 4 = 3)] : (ideal \mathbb{Z}[\sqrt{d}])^2 :=
if d \% 4 = 2 then
  (\ideal.span \{((0, 1) : \mathbb{Z}[\sqrt{d}], 2),
    sorry -- Proof of nonzeroness omitted
else
  (\ideal.span \{((1, 1) : \mathbb{Z}[\sqrt{d}], 2),
    sorry -- Proof of nonzeroness omitted
```
is required is that 3 does not divide the class number. Nevertheless, in the general case it will be necessary to compute the class number fully rather than just an upper bound of 2, so we also formalize methods to exhibit distinct elements of the class group and give nontrivial lower bounds on the size.

4.2 Lower Bound

In order to complete our computation of the class groups, we need to establish whether the classes we found are distinct. For this, we need to establish whether or not certain ideals are principal or not. While we can easily certify principality by giving an explicit generator, proving non-principality may be more tricky. For our examples however, we can quickly get the necessary proofs of non-principality in quite some generality, at least when \( d < -2 \). Together with the already established principality of \((\sqrt{2} \, d)\) we get:

\[
\text{lemma order_of_sqrt2} \, (d : \mathbb{Z}) \\
\quad [\text{hd} : \text{fact} \, (d \equiv 4 \mod 8 \lor d \equiv 4 \mod 3)] \, [\text{fact} \, (\text{squarefree d})] : \\
\quad \text{d} < -2 \rightarrow \text{order_of} \, (\text{class_group.sqrt_2} \, d) - 2
\]

To prove \( \sqrt{2} \, d \) is not principal, we take the norm of a hypothetical generator \( a+b \sqrt{d} \), giving an equation \( a^2 - db^2 = 2 \) with \( a,b \in \mathbb{Z} \). A simple estimate shows that there cannot be any solutions for \( d < -2 \). Lagrange’s theorem then implies:

\[
\text{theorem two_dvd_class_number} \, (d : \mathbb{Z}) \, (d' : \mathbb{Q}) \\
\quad [\text{fact} \, (\text{algebra_map} \, \mathbb{Z} \, \mathbb{Q} \, d \rightarrow d')] \, [\text{fact} \, (d \equiv 4 \mod 8 \lor d \equiv 4 \mod 3)] \, [\text{fact} \, (\text{squarefree d})] : \\
\quad d < -2 \rightarrow 2 \mid \text{class_number} \, \mathbb{Q}(\sqrt{d'})
\]

This says that \( 2 \mid h(\mathbb{Q}(\sqrt{d})) \) for any squarefree integer \( d < -2 \) with \( d \equiv 2 \) or \( 3 \mod 4 \).

Originally the definition of class group in mathlib depended on a choice of field of fractions, meaning in the original version of our formalization we had to maintain a distinction between \( d : \mathbb{Z} \) and \( d' : \mathbb{Q} \). This made us repeatedly transfer hypotheses between \( d \) and \( d' \). Since every choice of field of fractions gives an isomorphic class group, we re-defined \text{class_group} to instead use a specific construction \text{fraction_ring} for the field of fractions, and insert explicit isomorphisms when another choice is required. This meant we only needed to transfer to \( d' : \mathbb{Q} \) at the last step of computing the class number.

4.3 Explicit Results

For \( d \in \{-5, -6, -13\} \) the upper and lower bounds together imply that \( h(\mathbb{Q}(\sqrt{d})) = 2 \):

- \text{lemma class_number_5} : \text{class_number} \, \mathbb{Q}(\sqrt{-5}) = 2
- \text{lemma class_number_6} : \text{class_number} \, \mathbb{Q}(\sqrt{-6}) = 2
- \text{lemma class_number_13} : \text{class_number} \, \mathbb{Q}(\sqrt{-13}) = 2

In fact, we also get explicit (distinct) representatives for elements of the class group \( \text{Cl}(\mathbb{Q}(\sqrt{d})) \) in these cases. For \( d \in \{-1, -2\} \) it is not hard to show that \( \sqrt{2} \, d \) is principal, leading to \( h(\mathbb{Q}(\sqrt{d})) = 1 \):

- \text{lemma class_number_1} : \text{class_number} \, \mathbb{Q}(\sqrt{-1}) = 1
- \text{lemma class_number_2} : \text{class_number} \, \mathbb{Q}(\sqrt{-2}) = 1

Alternatively, one could get these UFD results more directly by performing the norm estimates with \( M = \{1\} \).

4.4 Other Possible Approaches

It is known that, via the so called Minkowski bound, the class group of a number field \( K \) of degree \( n \) over \( \mathbb{Q} \) is generated by the classes of prime ideals \( P \) with

\[
\text{Norm}(P) \leq \sqrt{|\Delta_K|} \left( \frac{4}{\pi} \right)^{\frac{n}{2}} \frac{n!}{n^n} \tag{6}
\]

where \( r_2 \) denotes the number of conjugate pairs of complex, non-real, embeddings of \( K \leftrightarrow \mathbb{C} \) and \( \Delta_K \) denotes the discriminant of \( K \) (see e.g. [25, Section 1.5]). In our case, for \( K = \mathbb{Q}(\sqrt{d}) \) with \( 1 \neq d \in \mathbb{Z} \) squarefree, we have the identities

\[
\Delta_K = \begin{cases} 
 d & \text{if } d \equiv 1 \pmod{4}, \\
 4d & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases}
\]

The main result underlying the proof of (6) is Minkowski’s convex body theorem, which has been formalized previously in both simple and dependent type theory (such as in Isabelle/HOL [13] and Lean2).

While both the approach outlined in this section, and the Minkowski bound, are applicable to number fields of any degree, there is another method for computing class groups, or at least class numbers, in the setting of quadratic fields. In the case of \( K = \mathbb{Q}(\sqrt{d}) \), for \( d \) a negative squarefree integer, the Analytic Class Number Formula [25, Section VII.5] leads to a formula for the class number as an explicit finite sum

\[
h(K) = \frac{w}{2\Delta_K} \sum_{a=1}^{[\Delta_K]^{-1}} \left( \frac{\Delta_K}{a} \right) a
\]

where \( w \) is the number of units of \( K \), i.e. 2 unless \( d = -1 \) or \(-3 \) (in which case \( w = 4 \) or 6 respectively), and \( \left( \frac{\Delta_K}{a} \right) \) denotes the Jacobi symbol. The main difficulty with formalizing this result for our purposes instead is that the analytic results needed are quite far removed from the more algebraic results used in the rest of this project.

5 Explicit Solution of Mordell Equations

The focus of this paper is on the formalization of the solution of certain Mordell equations (1) via computation of the class group and (ideal) descent. But we start with a brief history of the Mordell equation itself.

In 1657, Fermat claimed in a letter that the only solutions to \( y^2 = x^3 + 2 \) over the positive integers are \((x, y) = (3, 5)\). In 1914, Mordell [21] studied the general equation \( y^2 = x^3 + d \) from two perspectives, conditions on \( d \) for non-existence of any integer solutions, and a method for finding solutions for \( d = \sum_{i=0}^{n-1} a_i 2^i \) with

\[
\text{https://github.com/leanprover-community/mathlib/pull/2819}
\]
certain $d$ based on ideal descent. This equation soon became known as the Mordell equation. In 1918, he [22] then proved an ineffective finiteness theorem: for each nonzero $d \in \mathbb{Z}$, the Mordell equation has finitely many integer solutions. See also Mordell’s book [24, Chapter 26]. In 1967, Baker [4] proved the following effective result: for each $d \in \mathbb{Z}$, $d \neq 0$, if $x, y \in \mathbb{Z}$ satisfy $y^3 = x^3 + d$, then
\[
\max\{|x|, |y|\} \leq e^{1000|d|^{10000}}.
\] (7)
Building on this, asymptotically sharper effective bounds were obtained. Most notably, Stark [29] proved in 1973 that for any $\epsilon > 0$, there exists an effectively computable constant $C_\epsilon$ such that now $\max\{|x|, |y|\} < C_\epsilon |d|^{1+\epsilon}$. Using such bounds directly to solve a Mordell equation for any given $d$ is impractical, but techniques have been developed to resolve Mordell equations efficiently such as Bennett and Gharderanz [5] solved (1) for all (nonzero) $|d| < 10^7$ in 2015.

Formalizing any of the above effective bounds, or the mentioned resolution for $|d| < 10^7$, requires a very large amount of background theory to be developed first. As a step in the direction of solving Diophantine equations beyond using elementary number theory, we formalize a flexible existence result using class group descent that appears in Mordell [21, Section 8].

**Theorem 5.1.** Let $d < 0$ be a squarefree integer with $d \equiv 2$ or $3 \pmod 4$ and assume that $3 \not\mid h(\mathbb{Z} \sqrt{d})$. Then the Mordell equation (1) has solutions if and only if $d = -3m^2 \pm 1$ for some $m \in \mathbb{N}$, in which case $y = \pm m (3d + m^2)$.

Let us now quickly sketch the proof of this result:

**Proof.** Suppose we have a solution $(x, y)$ to the Mordell equation (1). Then by moving $d$ to the other side and factoring this polynomial over the ring $D := \mathbb{Z} \sqrt{d}$ we get
\[
(y + \sqrt{d})(y - \sqrt{d}) = x^3.
\]
Hence for the ideals $I, J$, and $L$ generated by $y + \sqrt{d}, y - \sqrt{d}$, and $x$ respectively, we have $IJ = L^3$. In the setting above, the ideals $I$ and $J$ are coprime as their GCD divides both $2y$ and $2\sqrt{d}$; however, it can be shown that $y$ and $d$ are coprime and $x$ is odd, so that the GCD of the ideals must be one. Since $D$ is the ring of integers of the number field $\mathbb{Q}(\sqrt{d})$, we can invoke (3), which in particular implies that $I = L^3_1$ for an ideal $L_1$ in $D$. Note that by construction $I$ is principal, so together with the assumption $3 \not\mid h(\mathbb{Z} \sqrt{d})$, we get from (4) that $L_1$ is principal. This translates into $y + \sqrt{d} = u\sqrt{d}$ for some $u \in D^*$ as all units in $D$ are cubes, we can and will assume without loss of generality that $u = 1$. Writing $a = a + b\sqrt{d}$ we arrive at
\[
y + \sqrt{d} = (a + b\sqrt{d})^3 = a(a^2 + 3b^2d) + b(3a^2 + b^2d)\sqrt{d}.
\]
Comparing coefficients of $\sqrt{d}$ on the left and right hand side yields
\[
1 = b(3a^2 + b^2d).
\]
As this constitutes a factorization of $1$ in the (rational) integers $\mathbb{Z}$, we get (substituting $b^2 = 1$) that
\[
b = 3a^2 + d = \pm 1.
\]
The corresponding $y$ value can now be computed and the result follows quickly.

#### 5.1 Formalizing Solution of Mordell Equations

We have formalized the proof of Theorem 5.1, following the above sketch as the following statement in Lean:

**theorem Mordell_d (d : \mathbb{Z}) (d' : \mathbb{Q}) (hd : d % 4 = 1 ∨ d % 4 = 3) (hdd' : algebra_map \mathbb{Z} \mathbb{Q} d = d') (hdsq : squarefree d) (fact (¬ is_square d')) (hcl : (3 : \mathbb{N}).gcd (class_number (\mathbb{Q}(\sqrt{d'}))) = 1) (x y : \mathbb{Z}) (h_eqn : y ^ 2 = x ^ 3 + d) : ∃ m : \mathbb{Z}, ↑y = m * (d (d + m ^ 2) ∧ (d - 1) ^ 3 * m ^ 2) ∨ d = - 1 - 3 ^ 3 * m ^ 2)

Note that we present an assumption to the typeclass using fact as in Section 3.

The proof broadly follows the informal sketch just outlined. First we factor the term $y^2 - d = (y + \sqrt{d})(y - \sqrt{d})$, using arithmetic tactics ring and calc_tac to check the factorization. Then we pass to an equality in class_group $\mathbb{Z} \langle \sqrt{d} \rangle \mathbb{Q}(\sqrt{d'})$ and apply the ideal descent lemma (3) to obtain that the ideal $(y + \sqrt{d})$ is a cube. To check the side condition that the ideals $(y + \sqrt{d}), (y - \sqrt{d})$ are coprime requires many lines of code, and seems rather more complicated than informal presentations of these proofs. This is a situation where better tactics or abstractions could be of use. The statement to be checked is the following:

**lemma gcd_lemma \{x y d : \mathbb{Z}\} (fact (d % 4 = 2 ∨ d % 4 = 3)) (h_eqn : y ^ 2 = x ^ 3 + d) : gcd (h_eqn : y ^ 2 = x ^ 3 + d) (span \{(y, 1)\}) (span \{(y, -1)\}) = 1

In pen and paper proofs authors generally take the contrapositive, and assume existence of a prime ideal $p$ dividing both $(y + \sqrt{d}), (y - \sqrt{d})$ and derive a contradiction with $p$ being prime. However, for formalization we found it more convenient to simply compute the GCD of the two ideals by placing increasingly many restrictions on its norm.

One of the important ingredients of the gcd_lemma is the fact that for the $d$ satisfying the assumptions of the theorem any solution to Mordell’s equation necessarily has $x$ odd.

The strongest relevant version of this result is in fact:

**lemma x_odd_two_three_aux \{x y d : \mathbb{Z}\} (hd : ↑d ∈ \{(2, 3, 5, 6, 7) : fnset (zmod 8))) (h_eqn : y ^ 2 = x ^ 3 + d) : ¬ even x

This can be proved by generalizing to a statement about elements of zmod 8 and applying the built in decision procedure dec_trivial to check all $8 \times 8 \times 8$ cases. Note that this lemma also holds for $d \equiv 5 \pmod 8$, which is therefore the
most similar case where the methods formalized here may apply when \(d \not\equiv 2, 3 \mod 4\).

From this we obtain an ideal whose cube is \(\langle y + \sqrt{d} \rangle\), and which is principal by the assumptions on the class group. Passing from an equality of principal ideals to their generators up to units is the application of very general lemmas in commutative algebra that hold in any domain.

The calculation of the units of \(\mathbb{Z}[\sqrt{d}]\) for \(d \leq -1\) and \(d \equiv 2, 3 \mod 4\) follows quickly from the fact that the norm

\[
\text{Norm}(a + b\sqrt{d}) = a^2 - db^2
\]

can only equal 1 for small values of \(a, b, d\) and can be handled using tactics for linear arithmetic (e.g. linarith). In all cases we can check that the unit group has order a power of two, and hence all units are cubes.

We conclude that \(z \in \mathbb{Z}[\sqrt{d}]\) for \(z^3 = \langle y, 1 \rangle\) which casing on the components \(m, n\) of \(z\) and applying extensionality for quad_ring results in the desired equalities of integers

\[
\begin{align*}
(m^2 + 3 \cdot d + n^2) \cdot m - y \\
(d - n^2 + 3 \cdot m^2) \cdot n - 1
\end{align*}
\]

which after factoring to find that \(n = \pm 1\) give the witness for the existential in the theorem statement.

The converse to this theorem, showing that the given value of \(y\) actually gives a solution when the condition that \(d = -3m^2 \pm 1\) holds for some \(m\), in fact holds in much more generality, and for far simpler reasons. So we state and prove this as follows, simply checking that both cases give solutions to the equation over an arbitrary commutative ring:

**Lemma** Mordell_contra \((d m : R)\)

\[
(hd : d - 1 - 3 - m^2 \cdot d \lor d = -1 - 3 - m^2),
\]

\[
\begin{align*}
(m^2 + 3 \cdot d + n^2) \cdot m - y \\
(d - n^2 + 3 \cdot m^2) \cdot n - 1
\end{align*}
\]

by rcases hd with rfl | rfl; ring

Now we come to applying Mordell_d in specific cases. Thanks to the calculation of the class number in Section 4.3 we can apply the above result for \(d \in \{-1, -2, -5, -6, -13\}\) unconditionally. This gives the following theorems:

**Theorem** Mordell_minus1 \((x y : \mathbb{Z})\)

\[
(h \_eqn : y^2 - x^3 - 1) : y = 0
\]

**Theorem** Mordell_minus2 \((x y : \mathbb{Z})\)

\[
(h \_eqn : y^2 - x^3 - 1) : y = 5 \lor y = -5
\]

**Theorem** Mordell_minus13 \((x y : \mathbb{Z})\)

\[
(h \_eqn : y^2 - x^3 - 13) : y = 70 \lor y = -70
\]

**Theorem** Mordell_minus5 \((x y : \mathbb{Z})\)

\[
(y^2 - x^3 - 5)
\]

**Theorem** Mordell_minus6 \((x y : \mathbb{Z})\)

\[
(y^2 - x^3 - 6)
\]

Note that in the first three cases the equation \(d = -3m^2 \pm 1\) has a solution, with \(m = 0, m = 1, \text{ and } m = 2\) respectively. These give rise to the values of \(y\) shown, which do give solutions of 1. In the last two cases no solution exists.

In both the non-existence results and the other cases of \(d = -3m^2 \pm 1\) that have no solution we need to show that certain quadratic equations in the integers have no solution. This reduces to the checking whether specific rational numbers are squares. While it would not be very difficult to write a decision procedure for this, we opted to take a shortcut and simply check that the necessary quadratics have no solutions modulo a well chosen modulus \(n\). The advantage of this is that the ring \(\text{mod } n\) is already shown to have decidable equality and be finite in Lean’s mathlib, so that the built in decision procedure \text{dec_trivial} will complete such goals with no extra work. The downside of this approach is that the user must first find a modulus \(n\) such that the equation considered has no solution by hand.

### 5.2 Elementary and Elliptic Curve Approaches

As with the class group calculations, it seems fitting to discuss some other possible approaches to solving (certain) Mordell equations. Most importantly, it will put the Mordell equations formally solved into some perspective.

It is possible to give simpler proofs of the non-existence of integral solutions in some cases when none exist, by using less advanced number theoretic tools, such as quadratic reciprocity, unique factorization of integers, and congruences [11, Chapter XXIII]. These proofs simpler to formalize, as the technical prerequisites are lesser, but do not generalize to include more advanced cases where there are solutions.

Equation (1) defines an **elliptic curve** when viewed as an algebraic curve in the \((x, y)\) plane. Mordell showed that the number of points with integer coordinates on an any elliptic curve (i.e. integer solutions to the defining equation) is finite [23]. On the other hand, the rational points on an elliptic curve form an abelian group, called the Mordell-Weil group of the curve, which is finitely generated, often with generators of infinite order. Determining the rank of an elliptic curve in general is an open problem, but currently it is possible to efficiently compute it in many cases. For Mordell curves it is known precisely when torsion can occur. Therefore the most interesting cases of the Mordell equation from the general perspective are those where the rank of the curve is at least one, so that there are infinitely many rational solutions, but only finitely many integral solutions.

In the following table we list, for each integer \(d\) with \(-1 \leq d \leq -13\), the aforementioned quantities related to the Mordell elliptic curve \(E_d : y^2 = x^3 + d\) corresponding to \(d\), namely the rank \(\text{rk}(E_d)\) of the Mordell-Weil group of \(E_d\) and the number of integer points \(|E_d(\mathbb{Z})|\) on it, as well as the class number \(h(K_d)\) of the quadratic field \(K_d = \mathbb{Q}(\sqrt{d})\). The bold elements in the table below denote the results that have been formalized. Moreover, the computation of the class number \(h(K_d)\) for non-squarefree \(d\) relies on the isomorphism with the quadratic field generated by the square root of the squarefree part of \(d\).

| \(-d\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|-------|---|---|---|---|---|---|---|---|---|----|----|----|----|
| \(\text{rk}(E_d)\) | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(|E_d(\mathbb{Z})|\) | 1 | 2 | 0 | 4 | 0 | 0 | 4 | 1 | 0 | 0 | 4 | 0 | 2 |
| \(h(K_d)\) | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | 2 | 2 |
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For solving (1), elementary non-existence proofs are obviously not available when \(|E_d(Z)| \neq 0\), direct elliptic curve curve proofs are not available when \(\text{rk}(E_d) \neq 0\), and in our approach the class group is unavoidable once \(b(K_d) \neq 1\). Note that the case \(d = -13\) has all these three characteristics.

6 Computational Tactics

In order to implement computations within \texttt{quad_ring} we used a pair of tactics that we called \texttt{quad_ring.calc_tac} and \texttt{times_table_tac}. We initially used the tactic \texttt{calc_tac} which is specific to \texttt{quad_ring} and needs more manual guidance. For more complicated goals, we implemented the more powerful and general tactic \texttt{times_table_tac}.

6.1 \texttt{quad_ring.calc_tac}

Taking advantage of our setup, the tactic \texttt{calc_tac} can have an extremely short implementation in terms of existing mathlib tactics:

\[
\text{meta def calc_tac : tactic unit := }
\begin{align*}
&\text{rw quad_ring.ext_iff;} \\
&\text{repeat \{ simp; split; ring \}}
\end{align*}
\]

First it uses the extensionality lemma \texttt{quad_ring.ext_iff} to turn an equation \(x = y\), where \(x, y : \texttt{quad_ring R a b}\) into the conjunction \(x.b1 = y.b1 \land x.b2 = y.b2\). Then the split tactic replaces a single goal containing a conjunction with a pair of goals for the two sides of a conjunction. The simp tactic invokes the simplifier to rewrite the goal. Finally, the ring tactic (based on the Coq tactic of the same name [15]) solves equalities of polynomial expressions by rewriting both sides of the equality in Horner normal form. Thus, \texttt{calc_tac} can solve any goal consisting of an equality in \texttt{quad_ring}, such that the simplifier can turn the goal into component-wise equalities of polynomial expressions in commutative (semi)rings.

For example, to instantiate the \texttt{comm_ring (quad_ring R a b)} structure, we have to provide a value for the field \texttt{mul_comm (x y : quad_ring R a b)} : \(x \cdot y = y \cdot x\). We accomplish this by a single call to \texttt{calc_tac}. After applying extensionality and splitting the conjunction, the tactic produces two goals \(x \cdot y).b1 = (y \cdot x).b1\) and \((x \cdot y).b2 = (y \cdot x).b2\). We have previously registered \texttt{@[simp]} lemmas specifying the components of a product:

\[
\begin{align*}
\text{@[simp] lemma mul_b1 (z w : quad_ring F a b) :} \\
&\quad (z \cdot w).b1 = z.b1 \cdot w.b1 + z.b2 \cdot w.b2 + b := \text{rfl} \\
\text{@[simp] lemma mul_b2 (z w : quad_ring F a b) :} \\
&\quad (z \cdot w).b2 = z.b2 \cdot w.b1 + z.b1 \cdot w.b2 + z.b2 \cdot w.b2 + a := \text{rfl}
\end{align*}
\]

As the simplifier traverses the subexpressions of the goal, starting at the leaves, it uses the head symbol of the subexpression to look up all corresponding lemmas tagged \texttt{@[simp]}, until matching succeeds. It performs the rewrite and restarts its traversal in the new subexpression, until the whole expression has been exhaustively rewritten. In this case, the simplifier applies \texttt{mul_b1} and \texttt{mul_b2} twice each: once on the left hand side and once on the right hand side of the two goals. The result is two goals \(x.b1 \cdot y.b1 + x.b2 \cdot y.b2 \cdot b = y.b1 \cdot x.b1 + y.b2 \cdot x.b2 \cdot b\) and \(x.b2 \cdot y.b1 + x.b1 \cdot y.b2 + x.b2 \cdot y.b2 \cdot a\). Finally, the ring tactic is called on both goals, treating each side as multivariate polynomials in the variables \(x.b1, y.b1, y.b2\) \(a\) and using commutativity of the ring \(R\) to rewrite both sides into equal polynomials, concluding the proof.

It is clear the applicability of \texttt{calc_tac} rests fundamentally on the ability of the simplifier to reduce the components of an element of \texttt{quad_ring} to a polynomial expression. In other words, to be able to apply \texttt{calc_tac}, the user has to curate a set of \texttt{@[simp]} lemmas that are powerful enough to express all computations beyond multivariate polynomials. Thus we accompanied every definition in \texttt{quad_ring} with a pair of lemmas specifying its \texttt{b1} and \texttt{b2} components; this can often be automated by applying the \texttt{@[simp]} attribute to the definition. On the other hand, the simplifier has to try all lemmas until it finds one that applies since it does no indexing of the set beyond the head symbol, so it slows down noticeably as the set of \texttt{@[simp]} lemmas grows. This concern is a relevant factor but not overriding, especially since Lean 4 promises a more efficient simplifier using discrimination trees [9].

Another disadvantage of the structure of \texttt{calc_tac} is the potential to accumulate very large expressions during the simplification stage. For example, the ring tactic takes tens of milliseconds on the goal \((x - y) \cdot (x^2 + x \cdot y + y^2) = x^3 - y^3\), while \texttt{calc_tac} requires multiple seconds to prove the same equality over \texttt{quad_ring}, since it first has to unfold every multiplication into a sum of multiplications, giving an intermediate result with 72 occurrences of variables. Due to these limitations, we could apply \texttt{calc_tac} only for simple equations such as the ring axioms for \texttt{quad_ring}. In order to deal with more complicated equations in a more principled way, we developed a prototype of a more powerful tactic called \texttt{times_table_tac}.

6.2 Times Tables

The goal of \texttt{times_table_tac} is to normalize expressions in a finite extension of a commutative ring, including but not limited to \texttt{quad_ring}. More precisely, let \(S/R\) be an extension of commutative rings, such that \(S\) is free and finitely generated as an \(R\)-module, then \texttt{times_table_tac} normalizes expressions in the multivariate polynomial ring \(S[X_1, \ldots, X_n]\) given a normalization procedure for expressions in \(R\).

Finite ring extensions suitable for \texttt{times_table_tac} occur commonly in mathematics, a particularly relevant example for our paper being \(S = R[\alpha]\) where \(\alpha\) is a root of a monic polynomial, since \texttt{quad_ring} is the special case
of \( R[\mathfrak{a}] \) where \( \mathfrak{a} \) has degree two. Further common examples of ring extensions that satisfy the preconditions for \texttt{times_table_tac} include the complex numbers over the real numbers, all matrix rings \( M_n(R) \) over a given ring \( R \), and all finite fields \( GF(p^k) \) over \( \mathbb{Z}/p\mathbb{Z} \).

We can define a normal form for \( S \) by writing every \( x \in S \) as an \( R \)-linear combination of a family of basis vectors \( b_i \); the coefficients of this linear combination are well-defined and unique if \( S \) is a free \( R \)-module. Addition and scalar multiplication of these linear combinations can be done componentwise, but for multiplication of two elements of \( S \) we need additional information. Because a ring extension \( S \) of \( R \) is also an \( R \)-algebra, multiplication in \( S \) is an \( R \)-bilinear map, and if we are given a finite basis \( b \) of \( S \) as an \( R \)-module (which exists because we assume \( S \) is free and finite), then we can specify the multiplication operation by giving the product \( T_{ij} \in S \) of each pair of basis elements \( b_i, b_j \). Therefore, to multiply two elements \( x, y \) in \( S \), we can write each as a linear combination of basis elements \( x = \sum c_i b_i \) and \( y = \sum d_j b_j \), so by distributivity we find \( xy = \sum_{i,j} c_i d_j T_{ij} b_i b_j \). Writing \( T_{ij} = \sum t_{ij,k} b_k \), the normal form of \( xy \) is given by \( \sum_{i,j,k} c_i d_j t_{ij,k} b_{i+k} \). The matrix \( T \) of products of basis elements is the source of the name \texttt{times_table_tac}.

For example, if we set \( S = \mathbb{Z}[\sqrt{d}] \), we can choose \( \{ 1, \sqrt{d} \} \) as basis vectors, with times table given by

\[
T = \begin{pmatrix}
1 & \sqrt{d} \\
\sqrt{d} & d
\end{pmatrix}.
\]

In order to also support the use of variables in the expression, we can construct a normal form for \( S[X_1, \ldots, X_n] \) if \( S \) is an \( R \)-module of degree \( d \), by working in the polynomial ring \( R[X_{1,0}, \ldots, X_{1,d}, X_{2,0}, \ldots, X_{n,d}] \) and setting \( X_i = \sum_i X_{i,j} b_j \). For the ring of multivariate polynomials, a suitable normal form is the Horner normal form.

The implementation of \texttt{times_table_tac} works bottom-up to construct a normal form for each subexpression, evaluating sums, scalar multiples, and products of normal forms into a new normal form as it encounters them. Normalizing during evaluation ensures terms are kept relatively small, avoiding the issues of \texttt{calc_tac} on more complicated expressions. The normal form is recorded as a vector of Horner normal forms, reusing the implementation of the ring tactic to manipulate Horner expressions [15]. In addition to computing a normal form, the tactic also assembles a proof that the input expression is equal to its normal form. Constructing a proof term tends to be faster in Lean than proof by reflection, since the interpreter for metaprograms is usually more efficient than kernel reduction. The data of a basis and the associated times table is bundled in a structure \texttt{times_table}:

```lean
structure times_table (\i R S : Type*) [fintype \i] [semiring R] [add_comm_monoid S] [module R S] [has_mul S] :=
(basis : basis \i R S) (table : \i \i \i \i) (repr : \forall \i y, \forall \i i, \forall \i j, \forall \i k, repr basis (x + y) k = \sum_{i+j} repr basis x i \times repr basis y j \times table i j k)
```

The fields basis and table correspond to the variables \( b \) and \( t \) above, respectively. Here, \texttt{repr} basis is a linear equivalence sending a vector \( x : S \) to the family of coefficients \( c \) such that \( \sum_i c_i \times basis_i = x \).

We provide a user interface for \texttt{times_table_tac} in the form of an extension to the \texttt{norm_num} tactic. This tactic is intended to evaluate numeric expressions occurring in a goal or hypothesis, by rewriting them to an explicit numeral. Specifically, the \texttt{times_table_tac} extension evaluates expressions of the form \texttt{repr (times_table.basis T) x}.

The times table is passed to the tactic by the expression we want to normalize.

Note that the definition of \texttt{times_table} does not assume \( S \) has a ring structure. This allows us to use the tactic to prove the ring axioms given an explicit definition of multiplication in terms of a times table, in the same way that we used \texttt{calc_tac} to construct the \texttt{comm_ring} instance on \texttt{quad_ring}.

Since \texttt{quad_ring.calc_tac} proved sufficient for our current purposes, we did not apply \texttt{times_table_tac} in practice and we left it as a proof of concept. From our test cases, we determined that \texttt{calc_tac} takes noticeably more time than \texttt{times_table_tac} as expression sizes grow: on goals with few operations, such as commutativity or associativity of multiplication in \( Q(\sqrt{d}) \), \texttt{calc_tac} is approximately two times faster than \texttt{times_table_tac}, while the ratio decreases to \( \frac{1}{2} \) on larger goals such as \( x^4 - y^4 = (x-y)(x+y)(x^2+y^2) \).

Still, this means that both tactics suffer from noticeable slowdowns as expressions grow: they need more than a minute to solve this relatively easy goal. Unfortunately the normalization steps that reduce summations such as \( \sum_{i,j,k} c_{i,j,k} d_{i,j,k} b_{i+j+k} \) take up enough time that \texttt{calcTac} is faster on the small expressions we encountered in our development. We believe that a good caching strategy can remedie these issues when implementing the full incarnation of \texttt{times_table_tac}, since the same expressions \( c_{i,j} \), \( d_{i,j} \) and \( t_{i,j,k} \) will tend to reoccur when unfolding the definition.

## 7 Links to Computer Algebra Systems

In much of the above work there is a lot of time spent on calculations that are routine, and can be done algorithmically. In particular, many of these computations once performed can be certified more quickly than they can be carried out. For instance, checking membership of elements in ideals, or more generally checking containments or equality between two ideals given by explicit lists of generators is a possibly nontrivial task, depending on the base ring, but can always be certified along as efficient arithmetic can be done in the ring. This presents a choice to the formalizer, either to implement computationally efficient versions of such algorithms in the proof assistant they are to be used, or in its meta language,
or to do these calculations externally in an existing computer algebra system and import and verify the results somehow.

Implementing these computations directly can be prohibitively difficult and time consuming. Depending on the calculation needed, it may take many months to implement state of the art algorithms inside a proof assistant. Importing computations from an external tool can be done somewhat manually, but can add significant overhead and reduce readability if the terms involved are large.

In order to automate the process of calling an external system mid-proof, we have developed a tactic that uses the SageMath computer algebra system [31] as a backend to determine drop in replacement of data that is of a more useful form, either somehow simplified or broken up into pieces that make some property of the term more clear. The main tactic replace_certified_sage_equality will be described below. It is intended to be a flexible way to allow users to add their own tactics using SageMath for unverified computations and then to verify them in only a few lines. This system is similar in goals to [18, 20], but we aim to make our system more widely usable in some respects.

The system is intended to be flexible so that it can be used to implement many tactics that fit this profile. For instance, we can implement tactics to factor integers and polynomials, decompose into a divisible part and a remainder, or replacing a matrix by a change of basis matrix multiplied by a matrix in some normal form. Details on how the access to SageMath has been implemented can be found in appendix A. We intend to use this paradigm to shorten parts of our work that require explicit calculations, but have not done so so far.

**Design.** replace_certified_sage_equality has signature:

```haskell
meta def replace_certified_sage_equality
  (matcher : tactic string)
  (reify : tactic bool)
  (reify_type : Type*)
  (sage_input : tactic reify_type)
  (output_type : Type*)
  (has_from_sage_output)
  (convert_output : output_type → tactic string)
  (validator : tactic (expr → tactic (expr)))
  (name : string)
  (wi : parse (tk "with" > expexpr))
) : tactic unit
```

This replace_certified_sage_equality tactic iterates over the goal, and finds subexpressions that matcher returns true on. The first one found is then reified into explicit data of type reify_type using reify; this means that even terms of types that are not computable, can be reified provided the reify function can recognise the term. The sage_input function is then used to create a string, the command that is passed to SageMath. The output of SageMath (via one of the backends) is read as a string which is parsed into output_type (this parsing is handled via typeclasses to make it easy to parse types such as nested tuples and lists). convert_output is then responsible for constructing an expression representing a term of the same type as the originally matched input, the equality of these is then proved by validator that returns a proof of equality. This is then rewritten to replace the originally matched expression with the validated version returned by SageMath. The final two arguments are used to parse an optional with "a string" after the tactic, which is used in the self replaced version.

Using this boilerplate tactic, a tactic to factor natural numbers using SageMath can be implemented in only about 20 lines (see appendix B), without the implementer needing to know the details of how SageMath is invoked. For this example we reify expressions representing naturals to naturals themselves and ask SageMath for a factorization as a list of pairs of prime factors and exponents. We then construct the corresponding factored term as a product of powers. The mathlib tactic norm_num is used to prove the equality of the original expression and the resulting one.

### 8 Discussion

#### 8.1 Future Work

Apart from the approach mentioned in Section 4.4, especially using Minkowski’s bound, there are several natural ways in which the present work can be expanded on.

Modifications could be made to consider other Mordell equations, including the following. When \( d = -7 \), this would involve considering discriminants congruent to 1 mod 4, and therefore working over quad_ring \( \mathbb{Z} \) \( (d - 1) / 4 \). This should not be significantly more complicated than the proofs above. When \( d = -23 \), this would involve dealing with \( h(K) = 3 \). For this we would need to use explicit ideal representatives for the elements of the class group (which we would compute in principle). When \( d > 0 \), this would involve more work as the unit group of the ring of integers of \( \mathbb{Q}(\sqrt{d}) \) (assuming \( d \) is not a square) is then infinite. There will still be infinitely many possibilities for the units modulo cubes, but this will require some additional casework when passing from principal ideals to elements, in addition to the problem of calculating generators for the unit group.

We could also consider more general forms of equations. The above discussed techniques can still be of use to solve equations more general than the Mordell equation. For instance, the exponents 2, 3 in \( y^2 = x^3 + d \) could be changed, or even more generally, supersingular equations of the form \( y^d = f(x) \) for an arbitrary polynomial \( f \in \mathbb{Q}[x] \) may be considered. This involves working in the algebra \( \mathbb{Q}[x] / (f) \) and would require a significant advance in verified algorithms for computing class and unit groups at least.

On the side of tactics it is clear that many goals arising when working with explicit number fields and ideals will be of fairly specific forms, checking some equality or calculation in a number field, checking equality of two ideals, or finding
normalized sets of generators for them, checking equivalence of ideals in the class group, or showing non-principality of a given ideal. Specialized tactics for solving goals like these should be within reach, and will massively speed up progress when formalizing arguments in this field.

One application of solving Mordell equations is being able to determine all elliptic curves over \( \mathbb{Q} \) with prescribed bad reduction. This could also be formalized in future work.

### 8.2 Related Work

Previous work on Diophantine equations includes mostly elementary resolutions, such as work of Fermat, Euler, Gauss, and Legendre. There are several formalizations of this type of material, which involves explicit change of variables, checking for solutions modulo primes, quadratic reciprocity, and descents within \( \mathbb{Z} \). For example, the exponent 4 case of Fermat’s Last Theorem has been formalised in several proof assistants, including Isabelle/HOL (see [26], also for the exponent 3 case), Coq (see [10]), and Lean\(^3\). There have been several formalizations concerning Diophantine equations and problems from the perspective of mathematical logic (for example see [17] or [27] and the references therein). This area has some overlap with the basic objects of study and problems considered here, but in terms of methodology and goals remains quite distinct.

The solution of the Pell equation \((x^2 - dy^2 = 1)\) is one of the ‘top 100’ mathematical theorems listed as formalization targets tracked by Freek Wiedijk, and some aspects of this equation have been formalized in HOL Light, Isabelle/HOL, Metamath, Lean, and Mizar. This is related to computing the group of units in real quadratic fields, which plays a role when solving a Mordell equation for positive \(d\). The formalization in Lean’s mathlib however is specialized to the case of \(d = a^2 - 1\) for some \(a \in \mathbb{Z}\). This makes it only useful for a very small fraction of the real quadratic fields that arise when solving Mordell equations, and so without generalization it is not as useful for Diophantine applications as a formalization as it could be.

There are initiatives towards formalizations connected to Fermat’s Last Theorem, most notably the ongoing ‘FLT regular’ project\(^4\), aiming to formalize Kummer’s 19th century work on Fermat’s Last Theorem for exponents which are so-called regular primes.

De Frutos-Fernández has formalized the theory of adèles and idèles of number fields [7], which provides another more theoretical way of thinking about the ideal class group, and begins the development of class field theory.

### 8.3 Conclusion

We have successfully formalized the solutions to several Mordell equations, and more importantly built theory and tactics that can be used for solving other instances of the Mordell equation or Diophantine equations in general. We found that a large part of our efforts went into working out every detail of computations such as equality of ideals that would usually be left to a computer algebra system, we prototyped the design of some tactics to make this easier in future. On the other hand, more theoretical arguments such as primality of the ideal \(\sqrt{2}d\) from primality of its norm formalized smoothly.

In total, our development took up about 6000 lines of code, of which about 1000 lines concern preliminaries, and the rest are approximately equally distributed over Sections 3–6 of this paper. The De Bruijn factor for a project such as this is very hard to measure reliably as a whole. This is as the results formalized here have many prerequisites both on paper and in a formal system, there is no single book or article that starts from close to no mathematical background and presents the results formalized here. As such, any measure of the De Bruijn factor depends heavily on what the authors choose to consider as background material or as implicit in informal works.
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### A Access to Systems

We believe that using a free and open source computer algebra system as a backend helps ensure that the tactics will be potentially useable by many users. In order to increase the likelihood that such a tactic is useable on a particular system without additional setup we have implemented several backends for calling SageMath on the user’s machine directly, or installed via conda\(^5\). In case the user does not have SageMath installed on their machine we have added three backends to access a publicly accessible SageMath instance over the internet, via https://sagecell.sagemath.org, by using one of curl, ncat or openssl. The latter approach was previously used by the mathlib tactic polyrith, written by Dhruv Bhatia. These are the main reasons we choose to use SageMath for these tactics, though it should be simple to use other systems in its place without large changes as the interface is via plaintext.

---

\(^3\)https://github.com/leanprover-community/mathlib/blob/4e1eeebe/src/number_theory/fermatt.lean

\(^4\)https://github.com/leanprover-community/filt-regular

\(^5\)https://docs.conda.io
In addition to ensuring that a variety of ways of accessing SageMath can be used, we also designed this tactic in such a way that it is self-replacing. As SageMath returns string outputs, once the tactic is run once, future uses of it can be fed the appropriate SageMath output directly.

For example, using a tactic to factor natural numbers implemented via this schema, the user is recommended to replace the call to the tactic with one containing the explicit output of SageMath:

```plaintext
element : ~ nat.prime 1111 := begin
  factor_nats, -- Try this: factor_nats with "[(11, 1), (101, 1)]"
  simp [nat.prime_mul_iff], -- a product can only be prime if all factors are one
end
```

### B  Example of a CAS Certification Tactic for Factoring

```plaintext
meta def tactic.interactive.factor_nats :=
  replace_certified_sage_equality
  (λ e, do
    t ← infer_type ex,
    return $ t = '(nat))
N
(λ e, e.to_nat)
(λ n, return sformat! "$ print(list(ZZ([n]).factor()))$")
(list (N × N))
(λ l, do
  ini ← L.foldl (λ ol (p, n), do
    P ← expr.of_nat \(\text{\texttt{\textbackslash n}}\) p,
    N ← expr.of_nat \(\text{\texttt{\textbackslash n}}\) n,
    return "((\%\%\text{\texttt{\textbackslash n}}} \times (\%\%P : \%\text{\texttt{\textbackslash n}}) \times (\%\%N : \%\text{\texttt{\textbackslash n}})) ^ (1 : \%\text{\texttt{\textbackslash n}})),
    sl ← simp_lemmas.mk_default,
    prod.fst <$> sl simplify sl [] ini)
  (λ o n, do
    (e₁, p₁) ← \(\text{\texttt{\textbackslash n}}\) refl \(\text{\texttt{\textbackslash n}}\) .norm_num.derive o,
    (e₂, p₂) ← \(\text{\texttt{\textbackslash n}}\) \(\text{\texttt{\textbackslash n}}\) .norm_num.derive n,
    is_def_eq e₁ e₂',
    mk_eq_symm p₂ >> mk_eq_trans p₁)
"factor_nats"
```
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