Flare Statistics for Young Stars from a Convolutional Neural Network Analysis of TESS Data
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Abstract

All-sky photometric time-series missions have allowed for the monitoring of thousands of young ($t_{\text{age}} < 800 \text{ Myr}$) stars in order to understand the evolution of stellar activity. Here, we developed a convolutional neural network (CNN), stella, specifically trained to find flares in Transiting Exoplanet Survey Satellite (TESS) short-cadence data. We applied the network to 3200 young stars in order to evaluate flare rates as a function of age and spectral type. The CNN takes a few seconds to identify flares on a single light curve. We also measured rotation periods for 1500 of our targets and find that flares of all amplitudes are present across all spot phases, suggesting high spot coverage across the entire surface. Additionally, flare rates and amplitudes decrease for stars $t_{\text{age}} > 50 \text{ Myr}$ across all temperatures $T_{\text{eff}} \geq 4000 \text{ K}$, while stars from $2300 \leq T_{\text{eff}} < 4000 \text{ K}$ show no evolution across 800 Myr. Stars of $T_{\text{eff}} \leq 4000 \text{ K}$ also show higher flare rates and amplitudes across all ages. We investigate the effects of high flare rates on photoevaporative atmospheric mass loss for young planets. In the presence of flares, planets lose 4%–7% more atmosphere over the first 1 Gyr. stella is an open-source Python toolkit hosted on GitHub and PyPI.

1. Introduction

Young stars are appealing targets for studying the early stages of stellar and exoplanet evolution. Stellar flares are energetic events caused by the reconnection of magnetic field lines, and there is evidence that they abound on very active coronal sources, such as pre-main-sequence stars (Benz & Güdel 2010). Flare rates are of particular interest due to their effects on the early stages of exoplanet evolution. They have been seen to cause phenomena such as increased photoevaporation of inner protoplanetary disks (Benz & Güdel 2010) and irreparable chemical changes to exoplanet atmospheres (Venot et al. 2016). Flares can also expedite atmospheric erosion (Lammer et al. 2007), particularly over the first few hundred million years, when the atmospheres of young planets are still contracting (Owen & Wu 2017).

The advent of high-precision time-series photometric missions, e.g., Kepler/2 (Borucki et al. 2010) and the Transiting Exoplanet Survey Satellite (TESS; Ricker et al. 2014), have allowed for detailed studies of stellar activity across both spectral type and age (e.g., Davenport et al. 2014; Hawley et al. 2014). Using data from the 4 yr Kepler mission, Davenport (2016) identified $\sim850,000$ flares across 4000 stars spanning G0–M4 spectral types, and found a potential flare saturation limit as a function of Rossby number. It was later noted this sample may have significant pollution due to variable stars in this sample (Davenport et al. 2019). More recently, Günther et al. (2020) conducted a flare search of all two-minute cadence stars observed in Sectors 1 and 2 of TESS. Of the entire sample, they found 1228 flaring stars with a total of $\sim8700$ flares, with the most flares occurring on >M4.5 dwarfs.

Stars are known to spin down as they age (Soderblom 2010). The generation of magnetic fields is driven by the conversion of kinetic to magnetic energy through dynamo theory. Notsu et al. (2013) and Candelaresi et al. (2014) found flare rates decrease with rotation period, a proxy for age (Noyes et al. 1984), and flare energy. Additionally, Notsu et al. (2013) found that the magnetic energy released by superflares identified in Kepler data can be explained by the magnetic energy stored near starspots, concentrated regions of magnetic field lines (Dun et al. 2007). More recently, Ilin et al. (2019) identified and analyzed K2 data for the Pleiades, Praesepe, and M67, and found a decrease in flaring activity with an increase in age. There was a sharper decrease in activity for stars with higher effective temperatures, $T_{\text{eff}}$.

Using short-cadence K2 light curves, Doyle et al. (2018) explored the relation between starspots and flares. The identified flares appeared to show no correlation with the phase of the spot grouping, i.e., the spottier hemisphere and the less spotty hemisphere both had similar flare counts. Doyle et al. (2018) also noticed that faster rotators showed greater flaring activity. Repeating similar studies, Doyle et al. (2019) looked at 167 M dwarfs and Doyle et al. (2020) looked at 158 G-M main-sequence stars in TESS short-cadence light curves observed in Sectors 1–13. Again, they found no correlation between the spot phase and flares at any energy.
Roettenbacher & Vida (2018) conducted a similar study with a sample of 119 main-sequence stars observed during the Kepler mission. Within this sample of stars, Roettenbacher & Vida (2018) found that low-amplitude flares are correlated with spot groupings. However, the superflares followed similar trends and were detected across all spot phases. Detailed studies of the Sun have revealed that low-amplitude flares are associated with the presence of sunspots (Zhang et al. 2008). While Roettenbacher & Vida (2018) found similar trends to that of the Sun, Doyle et al. (2018, 2019, 2020) did not.

The previously discussed flare detection studies relied on detrending a light curve and using outlier detection heuristics for identifying flare events. Most detection algorithms apply statistical criteria similar to those defined in Chang et al. (2015) on a detrended light curve. The criteria defined in Chang et al. (2015) predominantly rely on at least three consecutive cadences that lie $\geq 3\sigma$ above the median of the light curve. Günther et al. (2020) relied on fitting a spline to the underlying stellar variability and identifying flare candidates as at least six minutes (three cadences) of flux $\sigma$ above the detrended light-curve flux. Doyle et al. (2018, 2019, 2020) removed the underlying spot modulation and marked at least two consecutive cadences $\geq 2.5\sigma$ above the median light curve as potential flares. Roettenbacher & Vida (2018) used a RANdom SAmple Consensus (RANSAC) algorithm, which identifies and subtracts inliers (the underlying light curve) before searching for outliers above a given detection limit (Vida & Roettenbacher 2018). The outliers are flagged as flare candidates.

However, light-curve detrending has the potential to remove low-energy flares because aggressive spot variability models can include cadences that may belong to these flares. In turn, this could bias flare detection toward the highest-energy flares and affect modeled flare energies. For example, Davenport et al. (2014) do not find flares below $\sim 10^{33}$ ergs across a range of spectral types. This is additionally true for having a set outlier cut, where low-energy flares may not lie above this threshold. Because individual flares are believed to originate from the same physical processes, they exhibit similar time evolution (Benz & Güdel 2010) and therefore similar characteristic shapes in photometric data. Although at some point there will be a noise level to the flare amplitudes we are able to detect, this proves promising for using machine-learning algorithms to identify such a feature.

Machine-learning algorithms comprise a set of techniques in which models are derived primarily from the data presented to them. Generically, the key informative or distinguishing features of these data must also be presented to the algorithms. However, in a subset of techniques, deep learning algorithms can be presented with raw data, and the models themselves identify the critical informative features.

Several instances of machine learning have already been applied to time series data for planetary and stellar studies. Shallue & Vanderburg (2018) trained CNNs to identify exoplanet transits and present discoveries of new planet candidates. Ansdell et al. (2018) expanded upon these techniques by including centroid positions of the stars to train their CNN. All three methods relied on detrended light curves and hand-labeled transit events. Pearson et al. (2018) also used CNNs to search for new exoplanet candidates and trained their network on simulated data with underlying stellar variability. They trained on light curves with underlying photometric variability.

As young stars are more rapidly rotating than main-sequence stars, it may be expected that these stars exhibit higher flare rates. Due to the high magnetic activity and spot coverage of rapidly rotating stars (Montet et al. 2017; Morris 2020), pre-main sequence (PMS) and young ($\text{age} < 800$ Myr) stars may prove to be excellent targets for understanding the relationship between starspots and flares. Here, we present the results of a CNN trained to identify flares in short-cadence TESS data as applied to young stars observed in Sectors 1-20 of TESS. The CNN is part of the new open-source software package, stella (Feinstein et al. 2020). Our analysis is aimed to better understand flare statistics down to low energies, how they relate to spot groupings, and general trends in flare rates with respect to age and spectral type.

The paper is presented as follows: Section 2 will discuss the details of creating and validating the CNN. Section 3 will describe the young stellar sample, rotation period measurements, and flare identification used in this work. Section 4 will present our analysis of the newly identified flares with relation to spots, and Section 5 will provide a discussion of these results and their implications for exoplanets. We will conclude in Section 6.

2. The Convolutional Neural Network: stella

Neural networks learn features from a training data set that consists of input examples with corresponding classifying labels. When presented with samples labeled by a given class, supervised learning techniques are used to optimize the network weights such that they collectively identify sets of features relevant for those classes. Neural networks are often referred to as “deep learning” because they consist of a series of hierarchical computational layers, where each layer is made up of a series of neurons, or scalar valued units (Aggarwal 2015). The input to a neuron is calculated by weighting the outputs from neurons in the previous layer, then adding a bias term and applying a nonlinear activation function (Rosenblatt 1962). The activation function is a key component of a neural network.

---

Figure 1. Samples in the training set. Using flares identified in Günther et al. (2020), we created a training set of non-flares (top) and flares (bottom), each of equal 200 cadence length. Light curves were not normalized. We include within the non-flare cases some examples of obvious spot modulation (upper right) so the CNN will ignore this variability and focus on the characteristic flare shape.

---

11 https://github.com/afeinstein20/stella
because it enables the network to solve nonlinear problems. For classification problems (such as used in this work), the final output of a neural network is normalized to a value between 0 and 1, which represents a ranking (but not necessarily a probability; see Section 2.5) of the input example belonging to the positive class (in our case, flares).

Fully connected neural networks are not designed to explicitly account for spatial structure in data. Neurons in a Convolutional Neural Network (CNN), in contrast, are only connected to local regions in the preceding layer, allowing them to detect local features in the data. CNNs are promising for astronomical purposes, as they can be optimized for computer vision tasks. This means the algorithms can identify patterns and features within complex data sets without requiring prior information on said features. Stellar flares exhibit characteristic shapes in time and flux space, and therefore training a CNN to identify this specific feature is promising. In CNNs, a convolution layer applies filters to the data, resulting in feature maps from each layer (LeCun et al. 2015). The weights in a given filter increase when they see certain types of features in the data that they have been optimized for, and this information is then fed into the next layer. The number of feature maps, as well as the complexity of the detected features, typically increases with network depth. Pooling layers aggregate values within small neighborhoods (strides) of neurons along the input by calculating and outputting a summary statistic (e.g., mean, median, max) (Krizhevsky et al. 2012). Pooling is primarily used to reduce the number of input pixels to the next layer. This allows the feature maps in the next convolutional layer to have a wider
view of the input but at lower resolution and without increasing the number of trainable parameters.

Neural networks are useful for scientific research for several reasons. First, they can in many cases outperform physically parameterized modeling or human inspection techniques in their prediction accuracy; this is attributed to their flexibility in identifying critical data representations that are indicative of important aspects of the data with which they are presented. Moreover, unlike human vetting, deep learning models are systematic, which is important for calculating metrics like occurrence rates. Neural networks are also typically fast in the inference stage: once models are trained, it can take just seconds to apply to hundreds of thousands of new examples; similarly, they are sometimes upgradeable, such that improved models can be quickly retrained and applied to new data. However, networks can suffer from challenges with bias and uncertainty quantification. The data sets used to train a network contain biases, which the network is optimized to represent. Additionally, there are an increasing number of methods for quantifying errors in networks, but it is an area of active study to provide accurate and interpretable error estimates.

2.1. Data Preparation: Training, Validation, and Test Sets

The TESS targets used in training, validating, and testing the CNN are taken from Günther et al. (2020), who searched for flares in the first two sectors of the TESS mission. The light curves consist of integrated flux measurements taken at a two-minute cadence over roughly 27 days; they were made publicly available with the first TESS data releases through the Mikulski Archive for Space Telescopes (MAST). Similarly to Günther et al. (2020), we split each light curve into individual orbits, and normalized the Simple Aperture Photometry (SAP) flux separately for each orbit.

For supervised learning tasks, neural networks require input data that are uniformly sampled to train properly. For the inputs to the CNN implemented here, we used a data set of one-dimensional time series where all elements have the same number of two-minute cadences. We found that a length of

![Figure 5](image-url) Results of how each evaluation metric (legend) changes with flare amplitude. Lines are the averages of the cross-validation k-fold results, while shaded regions show their standard deviations in each amplitude bin. We use a threshold of 0.5 to calculate the recall (dashed green line), while the average precision (solid purple line) does not require choosing a threshold value.

![Figure 6](image-url) Output of the CNN is not a probability and needs to be calibrated to such. Here, we demonstrate that the output value of the CNN (x-axis) corresponds very well to the true fraction of flares (y-axis), and thus no calibration needs to be completed. Output of the stella CNN can be taken as a true “probability.” One-to-one line is plotted in teal.

![Figure 7](image-url) Localized background subtraction (green; based on Feinstein et al. 2019a) was performed to protect against background overfitting (purple; default TESS pipeline background). Light curves are shown in the left column; background estimations are in the right column. Baseline background flux from the standard pipeline is greater than that of the localized background, suggesting overfitting. Top is TIC 435801086 observed in Sector 11. Bottom is TIC 007652166 observed in Sector 5.

| Table 1 | Number of Stars from Each Young Stellar Population |
|--------|--------------------------------------------------|
| Population | Age (Myr) | Count | Age Ref. |
| AB Doradus | 149±19 | 283 | Bell et al. (2015) |
| Argus | 40–50 | 38 | Zuckerman (2019) |
| β Pictoris | 24 ± 3 | 144 | Bell et al. (2015) |
| Carina | 45±1 | 78 | Bell et al. (2015) |
| Carina-Near | ~200 | 57 | Zuckerman et al. (2006) |
| Columba | 424±6 | 129 | Bell et al. (2015) |
| ε Chamaeleontis | 3.7±14 | 14 | Murphy et al. (2013) |
| η Chamaeleontis | 11 ± 3 | 3 | Bell et al. (2015) |
| Hyades | 750 ± 100 | 61 | Brandt & Huang (2015) |
| IC2391 | 50 ± 5 | 7 | Barrado Navascués et al. (2004) |
| IC2602 | 46±6 | 22 | Dobbie et al. (2010) |
| Lower Centaurus Crux | 15 ± 3 | 338 | Pecaut & Mamajek (2016) |
| Octans | 35 ± 5 | 80 | Murphy & Lawson (2015) |
| Platais 8 | ~60 | 13 | Platais et al. (1998) |
| Pleiades | 112 ± 5 | 11 | Dahm (2015) |
| Taurus | 1–2 | 11 | Kenyon & Hartmann (1995) |
| Tucana-Horologium | 45 ± 5 | 182 | Bell et al. (2015) |
| TW Hydrae | 10 ± 3 | 33 | Bell et al. (2015) |
| Upper Centaurus Lupus | 16 ± 2 | 436 | Pecaut & Mamajek (2016) |
| Upper CrA | 10 | 6 | Gagné et al. (2018) |
| Upper Scorpius | 10 ± 3 | 13 | Pecaut & Mamajek (2016) |
| Ursa Major cluster | 414 ± 23 | 3 | Jones et al. (2015) |
| χ For | ~500 | 9 | Pohl & Paunzen (2010) |
200 cadences provided enough information about the baseline flux surrounding a given flare. Longer baselines often predicted high probabilities for both rotational signatures and flares instead of just flares. This baseline also provided ample flare and non-flare sets to train, validate, and test on. Following the methods of Pearson et al. (2018), we ensured all known flare peak times from the Günther et al. (2020) catalog were centered at the 100th cadence (i.e., centered). Each of these light-curve snippets are hereafter referred to as a “sample.” All of the steps (e.g., training and ensembling a series of CNN models) discussed in this section are incorporated into the open-source Python package stella.1 stella and the CNN architecture described here are specifically tailored for finding flares in TESS short-cadence light curves, and they should not be applied to other photometric time-series data.

2.2. Labels

We used a binary labeling scheme of “flare” and “non-flare” for the samples (see Figure 1 for examples of the samples). For the flare examples, we used the peak times of flares identified by Günther et al. (2020). Non-flare samples were centered on locations in the light curves at least 100 cadences from a flare. Our final training set contains 5389 hand-labeled flare examples and created 17,684 non-flare examples for a 30% positive class data set. We then randomly divided the data set into training (80%), validation (10%), and test (10%) sets. We used the validation set to tune the network and train hyperparameters, and then used the test set to evaluate the final model performance (Section 2.4).

Due to the detection limitations of the flare identifying methods used in creating the training set, we encountered a few issues. First, not all flares, particularly those at low energy, were identified in the original catalog, and therefore some have a “non-flare” label in the training set (Figure 4; false negatives). Second, we found the catalog is off in peak flare time for some cases, and therefore some flares have been classified as false positives when evaluating the validation set. This is because those flares were not at the center cadence of the example.

2.3. Network Architecture and Training

Our CNN architecture, shown in Figure 2, is implemented in tf.keras, which is TensorFlow’s (Abadi et al. 2016) open-source, high-level implementation of the Keras API specification (Chollet et al. 2018). The network consists of a one-dimensional convolutional column with global max pooling and dropout, the results of which are flattened and fed into a series of fully connected (or “dense”) layers ending in a sigmoid function that produces an output in the range [0, 1]. This output loosely represents the “score” of how likely a given example is to be a flare (1) or non-flare (0) event.

The usage of global max pooling and dropout are standard practices with state-of-the-art CNNs (e.g., ImageNet; He et al. 2016) to improve model performance. Max pooling down-samples the feature maps in a given layer by “pooling” (taking the maximum of) the output neurons within a given region, which can reduce the number of model parameters while increasing generalization (e.g., Lin et al. 2013). Dropout helps prevent model overfitting by randomly “dropping” (or setting to zero) some fraction of the output neurons in a given layer.

Figure 8. Sample of young stars selected in this study. Top plot displays the locations, colored by age, of the sample across the sky in RA and Dec. Gray points indicate stars that do not meet >50% probability of membership to a given young population. Bottom left plot is the distribution of $T_{\text{eff}}$. Bottom right plot is the distribution of TESS magnitudes, $T_{\text{mag}}$. 
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during training to prevent the model from becoming overly dependent on any of its features (Srivastava et al. 2014).

Training neural networks involves inputting samples and then minimizing a cost function that measures how far off the network’s predictions are from the truth. This is done through backpropagation, which updates the model parameters to reduce the value of the cost function. For model training, we used the Adam optimization algorithm (Kingma & Ba 2014) to minimize the binary cross-entropy error function. The Adam optimizer was run with a learning rate of $\alpha = 10^{-3}$ (this controls the degree to which the weights are updated with each iteration), exponential decay rates of $\beta = 0.9$ and $\beta = 0.999$ (for the first and second moment estimates), and $\epsilon = 10^{-8}$ (a small number to prevent any division by zero in the implementation).

2.4. Model Evaluation

The exact model architecture, kernel sizes, etc., were chosen based on a trial and error approach to avoid overfitting the model. Overfitting was evaluated using four standard machine-learning metrics: accuracy, precision, recall, and average precision. Accuracy is the fraction of correct classifications by the model for both classes (flares and non-flares) at a given threshold for deciding when the model output becomes a positive class; we use a threshold of 0.5 for our accuracy calculations and overall analysis. Precision is the fraction of flares classified as flares that are true flares, while recall is the fraction of true flares recovered by the model. The average precision summarizes the precision–recall curve as the weighted mean of precisions achieved at each threshold, i.e., it is the area under the precision–recall curve evaluated across various threshold values, not just 0.5, as the precision is.
We use model ensembling to produce a distribution of 10 independently trained versions of the same model with different random parameter initializations. We then average the predictions across the 10 models and evaluate the abovementioned metrics to establish more robust classifications. Diagnostic plots for the performance of the 10 \texttt{stella} models are shown in Figure 3. The left column demonstrates the evolution of the accuracy (top) and loss (bottom) functions for both the training and validation sets. As the accuracy converges toward 1 and the loss toward 0, we note that the models are not being

![Figure 12](image12.png)

**Figure 12.** Examples of light curves colored by the average “probability” as determined by the ten ensembled CNN models. An individual flare from each star is highlighted and displayed in the right column. Probability that the cadence is part of a flare increases from yellow to purple. Orange areas at the beginnings and ends of continuous observations were ignored by the CNN due to large gaps in the data. Flares are seen to be easily distinguishable from differing spot modulation, which consistently has a low flare probability.

![Figure 13](image13.png)

**Figure 13.** Flare rates broken down by effective temperature and colored by age, where black bins represent stars $t_{\text{age}} \leq 50$ Myr and blue bins represent $t_{\text{age}} > 50$ Myr. Gray shaded region corresponds to the energies at which we expect to be able to detect flares on all stars in that subpanel. Flares are weighted by their assigned probability from the CNN. Temperature ranges are labeled in each subplot. There is a noticeable drop-off in flare rate and energy as the star’s temperature increases. M and late K dwarfs ($2300 \leq T_{\text{eff}} \leq 4000$ K) experience similar flare rates and energy across the entire range of our sample. We do not recover any flares on stars $6200 \leq T_{\text{eff}} \leq 15,000$ K older than 50 Myr.
overfitted to the data. The receiver operating characteristics (ROC; top right) visualizes the trade-off of true- and false-positive rates identified in the validation and test sets. The ROC is summarized by the area under the curve (AUC), where an AUC ~ 1 reveals the classification was successful. We obtain an AUC of 0.997 ± 0.002 and 0.993 ± 0.002 for the validation and test sets, respectively. The precision–recall curves for the validation and test sets are shown in the bottom right of Figure 3.

Ensembling makes comparisons between different model architectures more robust because it averages over the stochastic differences in the individual models due to their different random parameter initializations. Moreover, ensembling improves model performance because the individual models can perform slightly better (or worse) in different regions of

random parameter initializations. Moreover, ensembling improves model performance because the individual models can perform slightly better (or worse) in different regions of

Figure 14. Flare rates for our sample broken down by age and colored by effective temperature, where purple bins represent \( T_{\text{eff}} \leq 4000 \) K and green bins represent \( T_{\text{eff}} > 4000 \) K. Flares are weighted by their assigned probability from the CNN. Cooler stars exhibit more low-energy flares due to detection biases. However, across all subpanels, cool stars show flare rates greater than or equal to those of the hotter stars.

Figure 15. Histogram of flares as a function of phase along a light curve. Yellow are super-flares (≥5% flux increase) and purple are <5% flux increase. Flares are seen across all phases, which suggests both hemispheres could host spot groupings and the variability seen represents differences in spottiness. Bin sizes correspond to \( \phi = 0.04 \).

Figure 16. A few examples of the largest recovered flares in the sample in increasing age order. Flares are highlighted in gray and plotted with a different y-scale in the right column. (A) TIC 24721262 is a member of the \( \beta \) Pictoris moving group with \( T_{\text{eff}} = 2836 \) K and \( L/L_\odot = 0.001 \). (B) TIC 77954300 is a member of the Octans association with \( T_{\text{eff}} = 3171 \) K and \( L/L_\odot = 0.017 \). (C) TIC 206544316 is a member of the Tucana-Horologium association with \( T_{\text{eff}} = 3237 \) K and \( L/L_\odot = 0.021 \). (D) TIC 44678751 is a member of the AB Doradus moving group with \( T_{\text{eff}} = 3201 \) K and \( L/L_\odot = 0.011 \). Note the changes in y-axis, with the largest flare occurring on the oldest star of this subsample. Stellar parameters were obtained from TIC V8.
input space, in particular when the training set is small and thus prone to overfitting. The ensemble results for the test set are: 0.9844 (accuracy), 0.9878 (precision), and 0.9419 (recall). The average precision is 0.9923. We show the confusion matrix with examples of typical light curves in each category in Figure 4.

Additionally, we run a $k$-fold cross-validation on the combined training and validation sets. Cross-validation is a method of evaluating model generalization performance that is more robust than using training and test sets; in $k$-folds cross-validation, the data are instead split repeatedly into $k$ parts of equal size and multiple models are trained (here we use $k = 5$). We show the results of this in Figure 5 to illustrate how the model performance changes with flare amplitude; as expected, smaller flares are more difficult to classify.

2.5. Determining Probabilities of Events

In general, the output of a neural network classifier is not a probability (Niculescu-Mizil & Caruana 2005), but rather a ranking or score of a given example being associated with the positive class (in our case, a true flare). In some cases, however, the network output may happen to be calibrated such that it is a good estimate of the probability. To test whether this is the case, we calculated the fraction of models across our ensemble that return the flare classification (assuming a threshold of 0.5) for each example in the test set. We then made a histogram of these values with bins spaced such that each bin contains the same number of targets. For each bin, we then calculated the fraction of true flares using the known labels and compared this value to the fraction of flare classifications by the model: if the model output happens to be calibrated, then these two values should match in each bin. The results are shown in Figure 6, which illustrates a monotonically increasing function near the one-to-one line, indicating that the model is indeed fairly well-calibrated and we can use our model output as a rough estimate of probability. We note that there is no measure of uncertainty associated with each classification.

3. Analysis

We applied the trained CNN to young stars observed at TESS short-cadence for flare identification. Young stars are known to be more active than main-sequence stars. Tracing the evolution of flaring activity can provide insight into the first few hundred million years of a star or planet’s life.

3.1. Selecting the Young Stellar Population

The young stars selected for this sample are high-confidence (> 50%) members of nearby moving groups, young open clusters, OB associations, and star-forming regions (see Table 1). Each of these stellar populations is comprised of coeval stars with common kinematics spanning a broad range of masses (Zuckerman et al. 2004). The ages of the stellar populations evaluated in this study range from \( \sim 1-800 \text{ Myr} \). Thus, they are powerful tools for understanding stellar properties as a function of age, and sample key early times in the formation and evolution of stars and planets.

After compiling a list of candidate young stars by aggregating selected TESS Guest Investigator proposals and data from Faherty et al. (2018), we used astroquery to access Gaia DR2 to retrieve proper motions, parallaxes, and radial velocities (when available) for the stars (Gaia Collaboration et al. 2016, 2018). We used derived effective temperatures, \( T_{\text{eff}} \), for the stars from the TESS Input Catalog (TIC) V8. We used \textsc{BANYAN-Sigma} to reconfirm and assign population memberships (Gagné et al. 2018). Using the stars’ kinematics, \textsc{BANYAN-Sigma} derives a Bayesian probability of membership to 27 known coeval populations. We include stars with membership probabilities \( \geq 50\% \), which yields a sample of 3193 stars observed at two-minute cadence observed in Sectors 1–20 (Table 1). In this sample, 2345 of the stars were observed in a single sector, 609 in two sectors, 103 in \( \geq 3 \) sectors, and 7 in 13 sectors (the continuous viewing zone) of TESS data.

3.2. TESS Light-curve Preprocessing

We used \textsc{lightkurve} to download the target pixel files (TPFs) for all stars in our sample. In general, the Science Processing Operations Center (SPOC) preprocessed light curves were used with the pipeline default aperture. However, we found the pipeline was returning higher than expected scatter or negative flux-value light curves for several faint \( T_{\text{mag}} > 14 \) stars. Specifically, we found the background model generated was overcorrecting for some sources (seen in two examples in Figure 7) where the baseline background flux is not centered around zero.

To mitigate this issue, and for consistency, we completed our own light-curve background subtraction and aperture photometry. We follow the 1D background estimation in Feinstein et al. (2019a), subtract this background model from the two-minute TPFs, and extract photometry using the SPOC identified aperture for all sources.

In addition, we use the pipeline-assigned quality flags to mask bad regions in the light curve. We use cadences with quality flags 0 and 512. Upon visual inspection, we found that quality flag 512 (“impulsive outlier removed before cotrending”) at times removes the peak of flares across a range of amplitudes. To mitigate potential biases while calculating flare energies, we included this quality flag in the catalog. We additionally removed the first 200 cadences of each orbit, to minimize earthshine contamination.

12 https://github.com/jgagneastro/banyan_sigma
13 http://docs.lightkurve.org
3.3. Measuring Rotation Periods

One of the primary goals of this work is to study the correlation of flare events and starspots. The rotation period ($P_{\text{rot}}$) of a star can be measured through photometric spot variability. Thus, we created a subsample of stars with measurable rotation periods in order to explore the relationship between flares and spots. Rotation periods for stars observed in multiple sectors were in order to explore the relationship between variability and the probability assigned to that cadence increases, as seen in Figure 12. Each light curve was fed into the 10 stella models described in Section 2.4. The output predictions from each model were averaged per light curve and used for flare identification.

We considered every point in the “probability” light curve above a threshold of 0.5 to be a potential flare. Consecutive cadences of greater than the threshold were considered to be part of the same flare. The amplitude of the flare is defined as the point in the series with either the highest probability or, if several cadences share the same probability, the corresponding maximum normalized flux. Examples of identified flares can be seen in Figure 12, where cadences are colored by the averaged probability identified with our ten CNN models. Both light curves were fed into the CNN as is. As the CNN requires 200 sequential cadences, without data gaps, the first and last 200 cadences of each orbit are ignored (Figure 12, “large” regions, orange points).

For each flare, we extract parameters by computing a $\chi^2$ fit to an empirical flare model (Walkowicz et al. 2011; Davenport et al. 2014). We chose to model the flares with a sharp Gaussian rise and an exponential decay. The localized underlying stellar variability was removed before fitting the flare model by linearly interpolating across 100 cadences before and after the flare, where the flare itself is masked, and dividing this model from the light curve. Although flares sometimes show more complex structure, we found this simple model to result in reasonable fits to the flare amplitudes.

The CNN provides a good initial guess for where flares are located. However, due to a lack of completeness for flares down to low energies in the training set, we include minor additional checks that the event was a potential flare. Such checks include: (1) the amplitude of the flare must be $1.5\sigma \gtrsim \text{Rp}$ the locally detrended light curve; (2) the two cadences directly following the amplitude must be $\sigma \gtrsim \text{detrended light curve}$ (i.e., at least three consecutive outlier points are considered part of a flare); (3) the cadence before and after the flare amplitude must be less than the amplitude; and (4) the amplitude must be $\gtrsim 0.5\%$.

4. Results

In total, we identified 17,479 flares across the 3193 stars in our sample. Of these, 14,618 had amplitudes <5% in the TESS bandpass. Figure 11 shows Gaia color plotted against $P_{\text{rot}}$ colored by age (top), maximum flare energy (middle), and flare rate (bottom). There is a noticeable decrease in flare rate at Gaia $B_p - R_p < 2$, where $B_p - R_p = 2$ corresponds to $T_{\text{eff}} \approx 4000$ K. For Sun-like stars and hotter, there is a clear drop-off in flare energies, with many stars not experiencing any flares and thus being absent from the middle plot. Notsu et al. (2019) found a decrease in maximum flare energy with increasing rotation period for Kepler stars. Additionally, Tu et al. (2020) observed the maximum flare energy as a function of rotation period for Solar-like stars in TESS data and found similar results. Magnetic activity is heightened for shorter rotation periods; it is interesting to note that we find no such relationship here with regard to the maximum flare energy as a function of rotation period. All young stars of the same color show similar flare energies across rotation periods.
4.1. Flare Rates as a Function of Age and Temperature

The flare rates are evaluated as a function of both stellar effective temperature and age. Figure 13 is binned by flare energy and colored by ages $t_{\text{age}} \leq 50$ Myr (black) and $t_{\text{age}} > 50$ Myr (blue); each subplot represents different spectral types. All flare analysis was weighted by the probability assigned by the CNN, as a flare with a 50% probability has an equal chance of being a flare or a non-flare. This figure is additionally binned in log-space and features a range of energies from $10^{29}$–$10^{35}$ erg. The coolest stars exhibit greater flare rates across all energies and many more low-energy flares, with a tail extending out to $10^{35}$ ergs. There is a detection bias against low-energy flares with increasing $T_{\text{eff}}$; the amplitudes of low-energy flares are smaller on hotter stars—and therefore are undetectable. Our minimum flare amplitude is 0.5%, which has an equivalent duration (ED), or area under the flare light curve, $\sim 1.5 \text{s}$. For each temperature bin, we calculated the corresponding energy to such a flare. We found a relation of $E_{\text{flare, min}} = 0.01 \times T_{\text{eff}}^{4.65} \pm 1.61$.

The tail extends across all ages, with a more dominant presence in the $\leq 50$ Myr stars. No flares were seen on $T_{\text{eff}} > 6200$ K and age $t_{\text{age}} > 50$ Myr. $T_{\text{eff}} \sim 6200$ K roughly corresponds to the Kraft break (Heger et al. 2000). Thus, a change in internal structure may be the cause of such a lack of flares, although we note our sample has very few stars in this bin. There are only 132 stars in this temperature range, and only three of these are older than 50 Myr.

Figure 14 evaluates flare rates by temperature and binned in age ranges. We divided the sample at 4000 K because this corresponds to the steepest flare rate drop-off in Figure 11 (bottom panel). Across all age ranges, stars hotter than 4000 K (green) uniformly display smaller flare rates and amplitudes. The cooler stars have relatively consistent flare rates for both low- and high-energy flares in each age bin, demonstrating an overall level of heightened activity for these stars. There may be a slight increase in high-energy flares and flare rates between 1–20 Myr and 30–45 Myr stars cooler than 4000 K. This may be due to the fact that low-mass stars evolve more slowly onto the main sequence. These results are similar to those presented in Ilin et al. (2019). However, the ages explored in this sample are much younger than theirs.

In addition, we combined the subplots of Figure 14 into flare frequency distributions (FFD) for $T_{\text{eff}} \leq 4000$ K and $T_{\text{eff}} > 4000$ K. A power law was fit to each FFD, with the same bin sizes. The slope of each was found to be $\alpha \leq 4000 = -1.59 \pm 0.03$ and $\alpha > 4000 = -1.57 \pm 0.04$, which are within a $1.5\sigma$ agreement between the samples. We repeated the same calculation, but instead by fitting the FFD for $t_{\text{age}} \leq 50$ Myr and $t_{\text{age}} > 50$ Myr. We find the slope of each to be $\alpha_{\leq 50 \text{ Myr}} = -1.58 \pm 0.03$ and $\alpha_{> 50 \text{ Myr}} = -1.52 \pm 0.08$. The FFDs binned by age are likely dominated by the flare rate of the coolest stars. With TESS’s extended mission, more data on the same and different young stars may reveal a more significant difference in FFD slope as a function of temperature and age.

4.2. Correlation between Spots and Flares

The phase of the light curve was then mapped using the best-fit or averaged (if observed in multiple sectors) rotation period. One full rotation period has a range of phases: $-0.5 < \phi < 0.5$, where the peak of the spot modulation is at $\phi = 0$. The phase was mapped at each orbit. Partial rotations near the beginning/end or orbit gap were extrapolated from the surrounding full rotation periods.

Figure 15 shows a histogram of flares with respect to phase, where the $\phi$ bin sizes are 0.04. Low (<5%, purple) and high (>5%, yellow) amplitude flares are separated. For both samples, there is a consistent spread in number of flares at each phase. These results are broadly consistent with those of Notsu et al. (2013) and Doyle et al. (2018, 2019, 2020). These previous studies looked at flare rates versus phase for samples of size $\sim 100$–$200$, while here we find the same effect with a sample size of 1500. Taken together, we interpret Figure 15 as evidence for a magnetic active region coverage that is large and mostly uniformly distributed in longitude.

Starspots are dark regions on a star originating from a concentration of magnetic field lines in the photosphere. As such, it is believed that flares will likely occur near these concentrations, as seen on the Sun (Dun et al. 2007; Zhang et al. 2008). By fitting a sine-wave to the overall sample of flares presented in Figure 15 at the same phase as the x-axis, we find a 3% difference in the flares between $\phi = 0$ and $\phi = \pm 0.5$. This small phase dependence means that the projected filling factor of stellar active regions remains relatively constant as seen from our viewing location. The on-average 2% spot-induced variability seen in the TESS light curves must be the result of stars covered in starspots, with only slight differences between the most and least spotted projected hemispheres. In the TESS bandpass (600–1000 nm), the Sun would be observed to have part-per-thousand variability. The surfaces of the stars in our sample would be very different compared to the Sun. Stellar active regions on this sample of young stars exhibit a large coverage fraction, with a large degree of longitudinal symmetry. Such symmetries can arise from potentially a few large spots, very many small spots, circumpolar or polar spots on inclined stars, or active latitudes peppered with spots (Guo et al. 2018; Rackham et al. 2018).

The latitudinal distribution of starspots as a function of age is generally unknown, with evidence for circumpolar starspots on both young and evolved stars (Donati & Landstreet 2009; Rotenbacher et al. 2016). Such high-latitude structures may act to mask the mapping from light-curve amplitude to total starspot coverage (Guo et al. 2018) as spots remain in view on moderately inclined stars. Such viewing angle effects could explain the relatively uniform frequency of flares with rotational phase.

GJ 1243 is a known older active M dwarf that Hawley et al. (2014) found to have no correlation between starspots and flares. That paper proposed two explanations: there is either significant spot coverage or a large polar spot consistently in the field of view. While polar spots would have different effects as a function of inclination, the effects of high spot coverage would look broadly similar across a large sample of stars. As our sample contains a large selection of stars likely at a variety of inclinations, and we see no significant correlations across our sample, our results favor the high spot coverage scenario for GJ 1243 and other active systems.

Nearly 10 yr of observations of the T Tauri star V410 Tau concluded in a relative coverage from 29%–41% coverage on the less spotted hemisphere to 61%–67% on the more spotted hemisphere (Grankin 1999). LkCa 4 was found to have a total starspot coverage fraction of 74%–86% on LkCa 4, for an asymmetric-to-total spot coverage ratio of 15%
(Gully-Santiago et al. 2017). Detailed studies of low-mass members of the Pleiades (∼112 Myr) suggest ∼30% and ∼50% spot coverage may be common for young M and K dwarfs, respectively (Stauffer et al. 2003; Fang et al. 2016). With such varying differences of spot coverage star to star, but with consistency in significant coverage up to 112 Myr, detailed studies of each star with spot modulation would need to be completed to truly understand the underlying distribution of spots.

However, understanding the coverage fraction of spots does not provide insight into the shape and nature of the spots. Rackham et al. (2018) modeled light curves with varying spot coverage levels with both small (Sun-like, $R_{\text{spot}} = 2\%$) and large ($R_{\text{spot}} = 7\%$) spots. For the similar level of spot coverage, the large spots resulted in spot variability amplitudes greater than those of the small spots. They also concluded the relationship between spot coverage and observed variability is nonlinear.

Morris (2020) estimated the spot coverage of 531 F-K type stars across 10 Myr–4 Gyr, finding spot coverage decreases exponentially as $\alpha t^{-0.37}$, where $t$ is stellar age given in Gyr. For the sample presented here, this would suggest a spot coverage of 1%–13% for the oldest to youngest stars. Even when broken down by age, Figure 15 remains relatively constant across phase. This suggests that, even at older ages, the total spot coverage fraction must be very large and may be underestimated from methods based on light curves; those methods are largely only sensitive to hemispherical asymmetries and rely heavily on uncertain geometrical assumptions on the longitudinal spot distribution.

5. Discussion

5.1. Comparing to Previous Flare Identification Methods

We completed an injection-recovery test to compare the results of the CNN to previous methods. stella was trained on real flare events; injected flares do not perfectly model such events. Therefore, we do not expect the performance of stella on this sample to be identical to the performance on real data, and the results of this test should be viewed as an imperfect estimate of the effectiveness of the predictive model. The results of this test thus do not provide a definite result of how well stella is doing compared to previous methods. In order to completely quantify the differences, a more detailed study would need to be completed, which is beyond the scope of this analysis.

The injected flare amplitudes were randomly chosen from a normal distribution centered around a 4% flux increase from the baseline light curve. Ten flares were injected in 2263 of the light curves, those with measured rotation periods, in our sample. The injected light curves were then processed using the stella CNN and flare identification module. To compare to previous methods, we chose to follow the methods of Chang et al. (2015) (Equations (3)(a)–(d)), which have been used for flare analyses for both Kepler and K2 data (Davenport 2016; Ilin et al. 2019). We used a Savitsky-Golay filter of window length = 15 (Davenport 2016), as implemented in lightkurve, to detrend the spot modulation in the light curves before applying the flare heuristics. An aggressively small kernel size was used to combat the range of rotation periods measured in the sample.

We used a probability threshold of 0.5 for positively identified flares with stella. The injected flares may not perfectly represent the real astrophysics behind a flare, which the CNN was originally trained on. As such, an injection recovery provides useful guidance for comparison between methods, but should not be interpreted as a definitive efficacy. Nevertheless, the injected flares can provide some insight into overall trends in flare detection. While both methods recover all flares of amplitudes greater than 11% flux increase, there is a steep drop-off in recovered low-amplitude and generally lower-energy flares for previous methods. The CNN is able to recover 80% of injected flares below 5% flux increase. The resulting distribution of recovered flares with stella is similar to the injected sample, while previous methods are more centered at higher flare amplitudes and do not accurately represent the underlying distribution of injected flares.

5.2. Largest Discovered Flares

A selected sample of some of the highest amplitude flares recovered in this work are shown in Figure 16. The light curves have been normalized and are labeled by the best age estimation for that star. The best-fit young population membership and stellar parameters are presented in the figure caption. There is clear underlying spot modulation for most of the stars plotted (left column), and the superflare is highlighted with a different y-scale limit to the right. These four stars span a temperature range of $T_{\text{eff}} = 2800 - 3200 \, K$ and luminosity values between $0.001 - 0.02L_\odot$, as provided in the TIC, and are representative of all stars with flares amplitudes $> 100\%$.

The ED and the luminosity can be combined to estimate flare energy in the TESS band. We use the simple model described previously to estimate the ED. Note that the flare models used are a rough estimate. Large flares are sometimes found to be followed by lower-energy sympathetic flares, which extend the exponential decay (Davenport et al. 2014). The models used to estimate the ED and energy of these flares do not include this potential feature.

The resulting flare energies, in ascending order for the targets displayed in Figure 16 (TIC 24721262, TIC 77954300, TIC 206544316, and TIC 44678751), are: $3 \times 10^{35}$, $1 \times 10^{37}$, $7 \times 10^{36}$, and $2 \times 10^{37}$ erg. The “Carrington” superflare event on the Sun in 1859 released $\sim 10^{32}$ erg, which is several orders of magnitude weaker than the strongest flares found in this work (Carrington 1859; Hodgson 1859). Using the $V, J, H$ magnitude relation in Stassun et al. (2017) along with the measured flare amplitude, we find the change in magnitude for these stars during the flares to be $\Delta V = 3.22, 4.11, 3.52$, and 4.21 for the latter three targets. Flares are treated as a 9000 K blackbody (Kretzschmar 2011). As there was no $V$ magnitude available for TIC 24721262, we used the $G$ magnitude as an estimation.

5.3. Repercussions for Exoplanets

As the confirmed number of low-mass stars hosting exoplanets increases (e.g., Gillon et al. 2017; Luger et al. 2017; Feinstein et al. 2019b; Günther et al. 2019; Kostov et al. 2019), so too does the need to understand the environment in which these planets grow and reside. High flare rates and high-energy radiation of main-sequence stars have raised questions about the habitability of these planets. It could inhibit the evolution of life through the suppression or destruction of an
atmosphere (Tilley et al. 2019). Alternatively, flares could create prebiotic molecules to ignite the complex chemistry required for life and allow for increased greenhouse warming (Airapetian et al. 2016).

Both the frequency and energy of the flares can affect exoplanet atmospheres. Simulations of the flares from AD Leo, an active M dwarf, on two different modeled planets found that a single high-energy flare \((E \sim 10^{34}\text{erg}; \text{ Hawley \\ & Pettersen 1991})\) was sufficient to irreversibly alter the chemical composition of the atmospheres (Venot et al. 2016). Specifically, the relative abundances of hydrogen, ammonia, carbon dioxide, nitric oxide, and hydroxide as a function of atmospheric pressure were significantly different \(\sim 30,000\) yr after a flare was injected, leading to the conclusion that planets around very active stars are constantly and permanently altered by these events. The highest-amplitude flares in Figure 16 are 1–3 orders of magnitude larger than the flare for AD Leo. Although Segura et al. (2010) found the enhanced UV radiation did not affect the habitability of an Earth-like planet around AD Leo, they did not account for short-duration, high-energy flares. Vida et al. (2017) analyzed the flares produced by TRAPPIST-1 in the available K2 light curve and concluded that both the high frequency and energies are likely disadvantageous for life.

Only a handful of transiting exoplanets around young stars are known, e.g., K2-25, K2-33, DS Tuc Ab, and V1298 Tau bcd e (David et al. 2016; Mann et al. 2016; Benatti et al. 2019; David et al. 2019b, 2019a; Newton et al. 2019). The atmospheres of these planets are believed to be highly extended and rapidly evolving. The “radius gap” in Kepler planets at \(\sim 1.6R_⊕\) has been theorized to be the result of significant photoevaporation of atmospheres within the first 100 Myr (Owen \\ & Wu 2017). The models from (Owen \\ & Wu 2017) considered a higher background UV environment for the exoplanet atmospheres, but did not include flares. The results presented here suggest high flare rates and amplitudes within the first 125 Myr for stars \(T_{\text{eff}} > 4000\) K. Cooler stars demonstrate high rates across 800 Myr.

We combined the methods described in Owen \\ & Wu (2017) and Owen \\ & Campos Estrada (2020) to study the evolution of atmospheric mass of an exoplanet over time. Additionally, the equations were modified to account for “flare-like” events, or short bursts of high-energy luminosity. We evaluated the potential impact of flares on V1298 Tau d, a 23 Myr old 6.41 \(R_⊕\) planet at \(a = 0.108\) au separation discovered with K2 (David et al. 2019b). The following additional assumptions about the planet were made: (1) the iron fraction in the core, \(X_{\text{iron}} = 1/3\); (2) the ice fraction in the core, \(X_{\text{ice}} = 0\); (3) the mass of the core, \(M_{\text{core}} = 5M_⊕\); (4) the mass-loss efficiency, \(\eta = 0.2\). The mass-loss rate due to photoevaporation is then given by

\[
\dot{M} = \eta \frac{\pi R_p^2 L_{\text{HE}}}{4 \pi a^2 GM_{\text{core}}} f(A),
\]

where \(L_{\text{HE}}\) is the luminosity of high-energy photons from the star, \(R_p\) is the radius of the planet, \(a\) is the semimajor axis (Owen \\ & Wu 2017), and \(f(A)\) is a factor of mass-loss rate increase as a function of flare amplitude, \(A\). This factor in the presence of a flare follows the relations found in Bisikalo et al. (2018), and takes the form of \(f(A) = 0.95A^{2.6}\). We assumed an \(L_{\text{HE}}\) following Equation 22 in Owen \\ & Wu (2017), which remains constant for the first 100 Myr and decays afterward as \(t_{\text{age}}^{-1.5}\). Although several studies have shown a correlation between flare rate and \(L_{\text{HE}}\) (Maehara et al. 2017; Notsu et al. 2019), these were for solar-type stars and may not apply to young K dwarfs like V1298 Tau. Flare amplitudes were injected up to \(100×\) the base luminosity as observed in the TESS bandpass. We include an additional parameter, \(s\), which converts the observed flare amplitudes in TESS to the amplitude observed in broad UV wavelength range, and was calculated by

\[
s = \int_{\text{TESS}} \frac{B_\lambda(T_{\text{eff}})}{B_\lambda(T_{\text{flare}})} d\lambda \int_{\text{UV}} \frac{B_\lambda(T_{\text{eff}})}{B_\lambda(T_{\text{flare}})} d\lambda^{-1},
\]

where \(B_\lambda(T)\) is the Planck function, the TESS bandpass covers 600–1000 nm, and the UV covers 66–365 nm. We have assumed all flares can be represented as a 9000 K blackbody (Kretzschmar 2011). For V1298 Tau, where \(T_{\text{eff}} = 4970\) K (David et al. 2019a), \(s = 14.6\), which indicates flares would appear \(14.6×\) brighter if observed in the UV. At each time step, there was a \(\sim 33\%\) chance of a flare being injected, which is a probability similar to that of observing a flare in the TESS light curves.

The evolution of the atmospheric mass as a function of time is shown in Figure 17 for three different scenarios: one with no flares (purple, following the original methods of Owen \\ & Wu (2017) and Owen \\ & Campos Estrada (2020)), one with flares present for the first 200 Myr (blue), and the third with flares present throughout 1000 Myr (green). The injection of flares does show an effect on the final atmospheric mass. In the case of flares present for the first 200 Myr, the planet loses 4% more atmosphere than without flares. For the case of flares persistent across 1000 Myr, the planet loses 7% more atmosphere. Because the only parameter changing between models is \(f(A)\) and we are evaluating ratios, the composition assumptions above listed do not have an effect on these values.

As the mass-loss rate is linearly proportional the high-energy luminosity \((\dot{M} \propto f(A))\), we would expect the mass loss to increase with respect to flare amplitude. Therefore, stars that have flares that are 40–60× the base flux (e.g., Paudel et al. 2018, 2019) will increase the mass loss proportionally, thus resulting in even smaller fractional retention of the atmospheric mass. Additionally, the radius of the planet changes due to atmospheric loss changes, originally starting at \(R_p = 6.41R_⊕\) and predicted to evolve to \(R_{p,\text{non}} = 2.11R_⊕\). With the inclusion of flares, we find the final evolved radius to be \(R_{p,\text{200}} = 2.10R_⊕\) and \(R_{p,\text{1000}} = 2.09R_⊕\) for each model. Although these radius changes are smaller than the typical uncertainties in planet radii, these are physical changes brought about when including flares in atmospheric photoevaporation modeling.

The magnetic field of the planet should also be accounted for. Kay et al. (2016) explored the impacts of M dwarf coronal-mass ejections, sometimes associated with flares, on exoplanets; they found that rocky exoplanets would need to generate magnetic field strengths of tens to hundreds of Gauss, much stronger than fields in the solar system, to protect its atmosphere against these events. The presence of a magnetosphere will directly affect the amount of energy from the flare that reaches the atmosphere, which then directly affects the mass-loss efficiency, \(\eta\). Future analyses should consider flares when thinking about mass-loss efficiencies.
5.4. Limitations and Future Work

Due to random alignments of stars with respect to our line of sight, one may expect a handful of stars without measured $P_{\text{rot}}$ that exhibit flare rates similar to those with measured $P_{\text{rot}}$. These could be the result of either highly longitudinally symmetric spot distributions or a nearly pole-on stellar inclination, where polar starspots are consistently observed and thus show no obvious spot modulation. Additional follow-up of our sample with $v\sin i$ measurements could help to estimate the otherwise difficult-to-measure latitudinal distribution of starspots. The presence of high-latitude spots could explain the lack of flare phase dependence (Figure 15), as polar spots are always visible. Sharp spectral lines in pole-on stars would make them amenable to direct measurement of starspot emission even for small coverage fractions of starspots, since high spectral resolution can perceive individual weak photospheric lines arising from collective starspot emission. Candidate pole-on stars in this sample would have to be reassessed to obtain $P_{\text{rot}}$, since the measurement criteria discussed in Section 3.3 may have missed potentially weak rotation signatures.

There are a few instances where stella improperly characterizes a light-curve feature as a flare. First, these improper characterizations are mainly constrained to stars with measurable rotation periods of $\lesssim 0.5$ days, contact binaries with sharp modulation features, and generally noisy light curves. This may be due to a limited sample of such stars in the original training set of the CNN. Second, the metric results of our CNN could be improved by resampling the training set to oversample the lowest-amplitude flares in each batch set. As such, we hope to improve the overall recovery rate of flares with stella by incorporating the new flare and non-flare examples identified in this work into the training, testing, and validation sets for future work. Third, users of stella who want the most complete flare-only catalog with minimal contamination from noise should explore using a higher threshold probability metric. If users want a small sample of high-fidelity flares, they should explore different threshold values to obtain the desired flare results. This metric can be set in the stella code and will not affect the included pre-trained models.

The methods explored in this work provide hope for studying other events around young active stars, such as searching for exoplanet transits. Although this sample used real flares as the training set for the CNN, transits can easily be modeled and injected into young stellar light curves. CNNs have been trained to find transits in K2 data (e.g., Pearson et al. 2018), but these searches have not been tailored toward young stars in TESS. We believe a CNN architecture similar to that created here would work well for transits, and we plan to explore this question in the near future.

The light curves processed in this work as well as the CNN models created will be hosted as a high-level science product (HLSP) at the Mikulski Archive for Space Telescopes (MAST). Additionally, stella is an open-source package that can be downloaded through GitHub or via the Python Package Index. stella includes the ability to create custom CNN model architectures, as well as all of the rotation measurements and flare fitting described in this work. As the models were trained on TESS two-minute data, users can predict flares in their own light curves of the same format with our models.14

6. Conclusions

We have presented the use of a convolutional neural network to identify flares and understand flare rates across a range of young ($t_{\text{age}} < 800$ Myr) ages in TESS two-minute light curves. Our key findings are the following:

1. CNNs are a promising method for flare detection and are able to recover more flares at lower energies ($<5\%$ flare amplitude) than previously used light-curve detrending and sigma-outlier methods.

2. There appears to be no preference for flare occurrence and spot phase across all flare energies. As flares and spots are both magnetically driven events, this may be used to infer that neither hemisphere is spot-free, but rather the variability is driven by a different spot coverage fraction.

3. Low-mass stars ($T_{\text{eff}} < 4000$ K) show higher flare rates and larger flare energies across all ages of our sample. Hotter stars show higher flare rates and larger flare amplitudes at $t_{\text{age}} \lesssim 50$ Myr, and they evolve to slower rates and weaker flares as they age. Stars with $T_{\text{eff}} = 6200–15,000$ show no flares at any amplitude for ages $t_{\text{age}} > 50$ Myr.

4. We find that, across all ages, stars with $T_{\text{eff}} \lesssim 4000$ K exhibit higher flare rates and flare energies than hotter stars. There is a slight increase in flare rate for cool stars in age bins $t_{\text{age}} = 1–20$ Myr to 45–125 Myr. Low-mass stars are believed to reach the zero age main sequence at 50 Myr (Zuckerman et al. 2004). The peak of this flare rate in the 45–125 Myr bin may indicate the turn-on of these stars to the main sequence. However, a larger study of cool stars may be needed to further explore this relation.

5. The largest flares were all found on late M dwarfs ($T_{\text{eff}} \lesssim 3200$ K). As the fully convective boundary is at $T_{\text{eff}} \sim 3300$ K (Dorman et al. 1989), this suggests different internal processes driving the creation of such energetic flares.

6. Modeled atmospheric mass loss due to photoevaporation suggests the inclusion of flares decreases the final atmospheric mass and planet radius when compared to models not accounting for flares. Thus, flares should be accounted for in such models moving forward.

7. We hope to improve our CNN by incorporating our newly found flares and more examples of very fast ($<0.5$ days) rotators in the training, validation, and test sets. We also plan on testing this CNN architecture and sliding box method to find new transiting exoplanets around young stars.
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