Experimental and Theoretical Studies of Cu-Sn Intermetallic Phase Growth During High-Temperature Storage of Eutectic SnAg Interconnects
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In this paper, the growth of intermetallic compound (IMC) layers is considered. After soldering, an IMC layer appears and establishes a mechanical contact between eutectic tin-silver solder bumps and Cu interconnects in microelectronic components. Intermetals are relatively brittle in comparison with copper and tin. In addition, IMC formation is typically based on multi-component diffusion, which may include vacancy migration leading to Kirkendall voiding. Consequently, the rate of IMC growth has a strong implication on solder joint reliability. Experiments show that the intermetallic layers grow considerably when the structure is exposed to heat. Mechanical stresses may also affect intermetallic growth behavior. These stresses arise not only from external loadings but also from thermal mismatch of the materials constituting the joint, and from the mismatch produced by the change in shape and volume due to the chemical reactions of IMC formation. This explains why in this paper special attention is being paid to the influence of stresses on the kinetics of the IMC growth. We develop an approach that couples mechanics with the chemical reactions leading to the formation of IMC, based on the thermodynamically sound concept of the chemical affinity tensor, which was recently used in general statements and solutions of mechanochemistry problems. We start with a report of experimental findings regarding the IMC growth at the interface between copper pads and tin based solder alloys in different microchips during a high temperature storage test. Then we analyze the growth kinetics by means of a continuum model. By combining experiment, theory, and a comparison of experimental data and theoretical predictions we finally find the values of the diffusion coefficient and an estimate for the chemical reaction constant. A comparison with literature data is also performed.
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The main technological process for creating an electrical contact between components in a (micro-)electric circuit is soldering. Different eutectic tin-based alloys containing various metallic chemical elements (Zn, Bi, Pb, Ag, Cu, etc.) are used for this process. One of the most common lead-free solder alloys in microelectronics is eutectic SnAg3.7. This alloy is also used in ball-grid array (BGA) components in the microelectronic industry for solder bumps and paste.1

An intermetallic, also known as an intermetallic compound, intermetallic alloy, ordered intermetallic alloy, and a long-range-ordered alloy is a type of metallic alloy that forms a solid-state compound exhibiting defined stoichiometry and ordered crystal structure, see, e.g., Ref.3. In electric circuits Cu is used as a conductive material for contacting the surfaces of the electronic components. During soldering the solder material melts and gets in contact with the copper substrate so that a thin layer of a particular Inter-Metallic Compound (IMC) forms at the interface between the Cu and the tin-based solder. In the absence of an IMC layer the bond between the solder and the substrate is weak, since there is almost no interaction between the metals at the boundary. In Sn-Cu and Sn-Ag-Cu eutectic alloys the electrical and mechanical contact is established by one (Cu6Sn5) or two (Cu6Sn5 and Cu3Sn) intermetallic phases, respectively. Their formation is determined by the temperature regime, according to the phase diagram shown in Fig. 1. It involves three stages: dissolving of Cu in liquid Sn, a chemical reaction between the components, and further crystallization. Further growth of the IMC layer takes place in the solid state. The formation of IMCs occurs according to the following chemical reactions between copper and tin,

\[
\begin{align*}
6\text{Cu} + 5\text{Sn} & \rightarrow \text{Cu}_6\text{Sn}_5, \\
3\text{Cu} + \text{Sn} & \rightarrow \text{Cu}_3\text{Sn}. 
\end{align*}
\]

(Cu6Sn5) is also referred to as the \( \eta \) and Cu3Sn as the \( \alpha \)-phase.

As mentioned earlier, the existence of the IMC is a necessary condition for the electro-mechanical contact. However, when compared to pure copper or tin the IMC is more brittle. This may lead to a decrease of the reliability of the joint. In addition, intense diffusion of Cu (from the pad) or Sn atoms through the IMC may lead to void formation due to the Kirkendall effect.5

There are many experimental studies of the IMC growth in solders of the aforementioned two and other phases of more complex stoichiometry, such as microrelief mapping of the interface, the determination of the chemical composition of the phases, or the influence of the soldering time on the kinetics of the IMC formation, etc. In these systems the growth velocities of the IMC interfaces are much higher than in homogeneously phased solders.

Fig. 1. Cu-Sn phase diagram reprinted from Ref. 2 under the terms of the Creative Commons license. Cu3Sn and Cu6Sn5 phases are pointed out with red lines (Color figure online).
A typical empirical kinetic equation for the IMC phase growth is based on fitting the experimentally observed data and has the form\(^9,10\)

\[
h = h_0 + kt^{1/n},
\]

where \(h\) and \(h_0\) are the current and initial new phase thickness, \(t\) is the time, and \(k\) and \(n\) are growth constants. Under the assumption that the major contribution to IMC growth is bulk diffusion, the power law (2) takes the form of a square root dependency (see, e.g., Refs. 11 and 12). In other words, any deviation from the square root behavior indicates that not only bulk diffusion is governing the growth kinetics.\(^9\) In this case the growth constant \(k\) may be expressed through interdiffusion coefficients, \(D.\) The temperature dependence of the latter can be expressed by an Arrhenius equation,

\[
D = D_0 \exp\left(-\frac{Q}{RT}\right),
\]

where \(D_0\) is a pre-exponential factor, \(Q\) is the reaction activation energy, \(R\) is the gas constant, and \(T\) is the absolute temperature in \(K\), see, e.g., Ref. 14 and the references therein. Based on these ideas a model for intermetallic growth in thin Sn joints between Cu substrates was proposed in Ref. 15 with application to solder microjoints.

An understanding of the IMC formation process and predicting its kinetics in various range of temperatures is essential for evaluating the structural integrity of solder interconnects. The electrical current during use can heat up a solder bump to 100-150°C. This heat stimulates IMC growth and as a result reduces the lifetime of the joint.

This paper is organized as follows. In “Experiment Overview” section the experimental procedures are explained. “Experimental Results” section contains the experimental results of the IMC growth including a chemical composition analysis of the IMC layers. A mathematical model for the IMC growth kinetics, which couples mechanical stresses and chemical reaction rate, is presented in “Theoretical Model” section. A simplified model problem is formulated and solved analytically in the same section. A comparison of the experimental and analytical results is also presented in “Theoretical Model” section, resulting in diffusion and reaction coefficients, which can be compared with the literature. Finally, conclusions and an outlook are presented in “Conclusions” section.

**EXPERIMENT OVERVIEW**

**Specimen Preparation**

Two different types of microchips (referred to as Series I and II in Fig. 2 and in what follows) with BGA packages were available. The solder balls were approximately of the same diameter, 500 \(\mu\)m. The frames of the microchips were made of plastic or metal for Series I or II, respectively.

For the commercially obtained packages, the exact information about the solder material, the package substrate material, and its surface finish materials, as well the ball attachment process was not available. Clearly, all of this affects the initial IMC formation, as well as the diffusion processes during its growth. Therefore, in order to obtain a somewhat clearer picture, we have carried out our own investigations as follows. According to our EDXS (energy-dispersive x-ray spectroscopy) analysis, no other elements were found in the IMC region apart from Cu and Sn. Hence, it is fair to assume that the solder material was eutectic tin silver (AgSn), and the substrate had an OSP (organic surface protection) coating. Moreover, note that our experimental work was carried out in order to validate the analytical model of IMC growth but not of its formation. The thickness of the IMC layers was measured before the heat treatment and used as an initial condition for the theoretical model.

In order to reduce the number of tests and still get a reliable statistical data, our experimental procedure to determine the kinetics of the IMC phase growth was organized as follows. Before the experiment each of two types of microchips was dissected through an array of balls, as shown schematically in Fig. 3a. The cross section was polished with 3 \(\mu\)m diamond polishing suspension. In order to track the interface propagation, two micro-indenter marks (Vickers method) were applied to each ball by a Buehler MicroMet 5103 microindentation hardness tester. The marks served as reference for tracking the IMC growth interfaces in the neighborhood, Fig. 3b. After the heat treatment and the EDXS analysis, the specimens were returned to the oven. The same cross sections of the same solder balls were examined during the experiment. Note that only three balls per series were continuously monitored during the heat treatment, which was already quite time-consuming and operationally elaborate. In our curves below showing thickness of IMC over time, an average of the observed growth for the three balls per series is displayed.

This procedure does not allow to fix the specimen in an epoxy casing. Indeed, the melting temperature of the plastic is higher than melting temperature of the solder material. However, the epoxy curing temperature is close to the experimental temperature of 150°C. Therefore, all polishing was performed “by hand,” which resulted in a relatively rough polished surface. Nevertheless, the quality is fair enough to obtain the chemical interface kinetics data, which is the aim of this study. Figure 4 shows the cross section of a solder ball. Differences in contrast correspond to different chemical composition.
Experimental Procedure

In the current study we analyze the process of IMC growth in microprocessors with BGA packages during a high temperature storage test. According to the JESD22-A103 specification this experiment was performed at 150°C in a vacuum oven over 1100 h. The Series I ball was examined after 0 h, 120 h, 240 h, 360 h, 680 h, and 1000 h, and the Series II ball at 0 h, 120 h, 240 h, 360 h, 480 h, 800 h, and 1120 h, respectively. The chemical compositions were obtained from EDXS analysis performed on an Oxford Instruments INCA X-Max detector fitted on a MIRA 3 (TESCAN) microscope at voltage of 20 kV. The thickness evaluation was based on postprocessing of micrographs with Python scripts.

EXPERIMENTAL RESULTS

The results for the two series are qualitatively different even though the corresponding samples were heated and cooled under the same conditions. It is suspected that this is due to the different casings and the associated heat conduction properties: The thickness of the microprocessor case for Series I (plastic casing) was about 150 μm, and for Series II (metal casing) about 360 μm. Because of differences in the case materials and their thicknesses for samples of Series I and II, the true cooling rate down to room temperature may differ. Both series of specimens contain a plastic circuit board and BGA in their assembly. However, specimens from Series II have an additional metal framed microchip. Therefore, the cooling time for Series II specimens is longer than for specimens from Series I. The formation of IMC phases is a function of two competing processes, namely growth and dissolution, which in turn depend on the cooling rate. This
may lead to the formation of various phases in microprocessors of various designs.

The right inset of Fig. 4 shows that an IMC layer forms at the copper-solder interface right after the attachment of solder balls on the microprocessor board copper substrates. A spectroscopic analysis showed that its composition corresponds to the compound Cu$_6$Sn$_5$. Note that the shape of the Cu$_6$Sn$_5$ layer has a comb-like structure (also referred to as scallops in the literature$^{16}$) for all of the studied samples. Its relief is governed by the roughness of the copper substrate, and the initial average height in the samples was in the range 1.9-3.3 μm. In addition, the tetragonal crystal structure of Sn results in an anisotropy of the diffusivity of the Cu atoms.$^{17,18}$ It was also shown that the relief depends on the crystalline structure of the underlying copper pad,$^{19-21}$ which can be fine-grained polycrystalline or even single-crystal based.

**Chemical Composition of the Compounds**

EDXS analysis was performed at each stage of the experiment in order to obtain the composition of the materials observed through the microscope. The set of examined points for specimens from Series I after 1000 h heating is shown in Fig. 5 and the corresponding compositions are listed in Table I. All results are given in at.% (atom percent). One should note that the composition 54.5 at.% Cu and 45.5 at.% Sn corresponds to Cu$_6$Sn$_5$ and the composition 75 at.% Cu and 25 at.% Sn to Cu$_3$Sn, respectively. From the analyzed data it follows that during heat treatment (up to 1000 h) the chemical composition (stoichiometric ratio) of the IMC remained constant and no other intermetallic compounds (e.g., Cu$_{10}$Sn$_3$ or Cu$_{41}$Sn$_{11}$) were detected.

![Fig. 4. Cross sections of a solder ball from Series I before heat treatment, general view (a) and interface zone, (b).](image)

![Fig. 5. First set of points from the interface region for EDXS analysis, a ball from Series I at t = 1000 h. The corresponding data is listed in Table I.](image)

| Table I. Data obtained from the EDXS analysis for the points in Fig. 5, values are given in at.% |
|---|
| **Point** | **Cu** | **Sn** |
| 1 | 54.5 | 45.5 |
| 2 | 52.4 | 47.6 |
| 3 | 52.7 | 47.3 |
| 4 | 53.1 | 46.9 |
| Average | 53.2 | 46.8 |

The set of points for the EDXS analysis of the solder material and the Cu substrate of a specimen from Series I after 1000 h heating is shown in Fig. 6 and the results of the analysis are listed in Table II.
Points 1 and 2 in Fig. 6 are located in the copper substrate area. However, they contain 2.6 and 5.6 at.% of Sn, respectively. Moreover, during separation of Sn atoms from Cu₆Sn₅ a reaction proceeds according to the following scheme:

\[ \text{Cu}_6\text{Sn}_5 + 3\text{Sn} \rightarrow 2\text{Cu}_3\text{Sn}. \] (4)

As a result of Eq. 4 and according to the phase diagram in Fig. 1, a new Cu₃Sn IMC should then be formed at the Cu-Cu₆Sn₅ interface. However, in Series I this compound was not observed, possibly due to an extremely small thickness of the Cu₃Sn layer, which could not be detected. We will comment on this issue again in context with our Series II measurements.

The set of examined points for a specimen from Series II after 1120 h heating is shown in Fig. 7 and the results of the chemical composition analysis are listed in Table III.

It can be seen from Fig. 7 that, unlike Series I, there are no “islands” in the IMC layer and the boundaries of the layers show less roughness (comb-like structure). During heat treatment a composition of two IMC configurations was temporarily observed. However, at the later stages of the experiment (after 360 h) the Cu₃Sn phase vanished. The reason for this is unknown. In any case this phase is not so easy to detect; to quote from Ref. 14 “However, it is well known that there is typically a thin layer of Cu₃Sn present between Cu and Cu₆Sn₅, which, immediately after reflow, is generally only measurable by transmission electron microscopy (TEM), although it can be resolved also by optical microscopy. Based on literature data, we estimate the thickness of the Cu₃Sn layer to be about 0.1 μm.”

### Thickness Data for the IMC Layers

In order to determine the characteristics of the growth kinetics of the intermetallic compounds, a set of experiments was conducted using Series I and II BGAs when exposed to a constant temperature. For each series, measurements were carried out as follows.

Heat treatment was performed at a constant temperature of 150°C. Measurements of the thickness were done at the same location of three balls, namely near the micro-indenter mark. This procedure allows us to track the thickness of the layers at certain points and to average between the balls obtained within each set of microprocessor BGAs.

As it was mentioned above, in the Series I balls only the Cu₆Sn₅ phase was detected. It is known from the literature that the formation of the Cu₆Sn₅ phase is largely determined by the diffusion

### Table II. Data obtained from the EDXS analysis for the points in Fig. 6; values are given in at.%

| Point | Cu   | Sn   |
|-------|------|------|
| 1     | 97.4 | 2.6  |
| 2     | 94.4 | 5.6  |
| 3     | 0.0  | 100.0|
| 4     | 1.0  | 99.0 |
| 5     | 9.5  | 90.5 |
| 6     | 11.8 | 88.2 |

### Table III. Data obtained from the EDXS analysis for the points in Fig. 7; values are given in at.%

| Point | Cu   | Sn   |
|-------|------|------|
| 1     | 0.0  | 100.0|
| 2     | 31.5 | 68.5 |
| 3     | 54.7 | 45.3 |
| 4     | 97.0 | 3.0  |
processes of Sn, and the diffusion rate determines the thickness of the IMC layer.\textsuperscript{1,22} Figure 8 shows typical micrographs of a sample after 120 h storage at a constant temperature of 150°C.

By comparing Fig. 4 (initial state) and Fig. 8, it follows that the thickness of the Cu$_6$Sn$_5$ layer significantly increased. The comb structure of the IMC phase is preserved. Note that in one set of samples the thickness of Cu$_6$Sn$_5$ varies along the interface from 3.1 μm to 9.1 μm (in comparison, the initial layer thickness was 1.9-3.3 μm, i.e., it increased 2-3 times). A large dispersion of thickness, as well as a formation of IMC agglomerations, can be explained by uneven grain growth rate.\textsuperscript{23}

Figure 8 shows that there are local border areas, “islands”, in which the initial composition of the solder is preserved. Intermetallic layers after 120 and 240 h heat treatment are shown in Fig. 9a, b, respectively. The approximate shape of the interfaces between the solder, IMC and the substrate is outlined in red. One should note that the chemical composition of the IMC remains unchanged and the appearance of new crystalline phases was not detected. The intermetallic compound grows in both directions, toward the solder and toward the substrate. However, the growth rate of the latter is much less than that on the solder side. From Fig. 9 it is also seen that the
area of the “island” regions decreases with time, which indicates that the Cu₆Sn₅ grains grow in all directions and not only perpendicular to the copper interface.

The dark “island” in the solder area (marked by green color in Fig. 9) are spheroids of Cu₆Sn₅ that formed by spalling from the IMC-solder interface.¹²⁴

Both Sn and Cu₆Sn₅ islands are independent spheroids. We believe that if we polish more material from the surface of the specimen, these spheroids will vanish. Therefore, since these areas do not really belong to the interface, they are not considered, i.e., neither added nor subtracted during further evaluation of the IMC phase thickness.

With further heat treatment a consistent increase in the thickness of the IMC layer is observed. Figure 10 shows the interface profiles at treatment times 360, 680 and 1000 h. It can be seen that the formation of a locally thick intermetallic layer occurs. When comparing Fig. 10a, b, it follows that the areas of the solder “islands” slightly increased upon heat treatment. This can be explained by surface effects after the initial cut such that material may have moved out of plane and was then removed during polishing.

Microphotographs for the Series II specimen are shown in Fig. 11 for 0 h up to 120 h. One should note that for this series the thickness of the IMC layer was less planar than for Series I. The initial thickness of the Cu₆Sn₅ phase varied from 1.7 to 4.0 μm.

Fig. 10. IMC profiles in a solder bump from Series I after heat treatment: \( t = 360 \) h (a), \( t = 680 \) h (b) and \( t = 1000 \) h (c).

Fig. 11. Cross section of a solder ball from Series II in the interface region before treatment at \( t = 0 \) (a) and after treatment at \( t = 120 \) h (b).

Fig. 12. Cross section of the interface region in a ball from Series II after 480 h heat treatment. The chemical composition of the marked area obtained by the EDXS analysis is given in Table IV.
As shown in Fig. 11b, two intermetallic phases formed after treatment: Cu₆Sn₅ and Cu₃Sn. This is different from the result obtained for balls of Series I. As it is known from the literature the formation of Cu₃Sn occurs on the interface between the copper substrate and the Cu₆Sn₅ compound. The following chemical reaction describes its formation:

\[ \text{Cu}_6\text{Sn}_5 + 9 \text{Cu} \rightarrow 5 \text{Cu}_3\text{Sn}. \]  

(5)

Despite storing in a vacuum oven, oxides and other compounds formed on the surface of the specimen cross sections. This made it hard to evaluate the exact thickness of the Cu₆Sn₅ layer for specimens of Series II at time \( t = 480 \) h, since part of the layer was covered with other materials (“oxidation dirt”), see Fig. 12.

The EDXS analysis shows the presence of 4.62% oxygen in the region where only Cu is expected (see points 1 and 2 in Fig. 6, or point 4 in Fig. 7). To remove the dirt cover additional polishing was carried out. In the following results, for this particular measurement, the thickness of the only visible IMC layer is presented. However, this measurement is excluded during the analysis for validation of the theoretical model. The thickness of the polished layer can be estimated from Fig. 13, which shows the IMC interface profiles of Series II microchips at the same spot at time \( t = 800 \) h (a) and \( t = 1120 \) h (b). Therefore the thickness of the removed layer is not greater than 10 \( \mu \text{m} \).

In order to get statistical data about the thickness of the IMC all micrographs were postprocessed with Python scripts. The positions of one interface were subtracted from the other along the specimen. The
mean value was chosen as the current thickness and the standard deviation was obtained in order to obtain an error estimate.

Results for Cu₆Sn₅ in Series I and II specimens are shown in Fig. 14. Because of the uneven growth of the IMC layer and its comb-like shape, the standard deviation from the mean value increases in time.

The IMC type Cu₃Sn was observed only in Series II specimens and even then only for a limited time period. The change of its thickness is shown in Fig. 15. Thus, during annealing for more than 480 h, the Cu₃Sn phase dissolved, but the mechanism of this process is not understood.

THEORETICAL MODEL

The novelty of the theoretical part of the present paper is that we model the effects of stresses on the reaction rate with the use of the chemical affinity tensor, which was derived in Ref. 26 and is used in general statements of coupled problems of “diffusion–chemistry–mechanics” (see, e.g., Ref. 27 and references therein). One of the aims of this work is to validate and quantify the model of reaction front kinetics on the basis of the experimental results for the IMC growth.

Chemical Affinity Tensor and General Problem Statement

The formation of the IMC can be considered a chemical reaction of the following type:

\[ n_B + n_C \rightarrow n_D, \]  

where \( n_B, n_C \), and \( n_D \) are the stoichiometric coefficients, \( B \), \( C \), and \( D \) are the chemical formulas of the initial material (Sn), diffusive reactant (Cu), and the reaction product (Cu₆Sn₅), respectively. The reaction between \( B \) and \( C \) is localized at the reaction front \( \Gamma \) and is supported by the diffusion of \( B \) through \( C \), as schematically shown in Fig. 16. It is assumed that all delivered \( B \) is consumed by the reaction.

The reaction is accompanied by the change of volume at the reaction front. This deformation produces mechanical stresses at the front which in turn may affect the front propagation. Two sources contribute into the volume change, deformation due to the chemical transformation itself and deformation due to the diffusion of the diffusive reactant (see, e.g., Refs. 26-28). The total deformation can be estimated as follows. A material \( B \) is placed on one side of the reaction front and the mix of the materials \( B \) and \( C \) is on the other side. Because of the chemical reaction (6), the elementary volume \( \frac{dV}{dn} = \frac{n_B}{\rho_B} \) transforms into the volume \( \frac{dV}{dn} = \frac{n_C}{\rho_C} \), where \( M_B \) and \( \rho_B \) are the molar masses and reference mass densities of solid reactants \( B \). The ratio of these volumes is:

\[ J_{ch} = \frac{n_B M_B}{\rho_B}, \]  

(7)

The diffusion may produce additional volume \( \zeta n_C M_B / \rho_C \) inside material \( B \), where \( M_B \) and \( \rho_C \) are the molar mass and reference mass density of the diffusive reactant \( B \). The parameter \( \zeta \) reflects the deformatonal interaction between the reactants \( B \) and \( C \). In fact, from the point view of theory of deformations, \( B \) “transforms” into the mix of \( B \) and \( C \) at the interface \( \Gamma \). Then the ratio of stress-free volumes of transformed materials coexisting across the reaction front is given by:

\[ J_{tr} = \frac{n_B M_B / \rho_B}{\zeta n_C M_B / \rho_C}, \]  

(8)

The case \( \zeta = 0 \) corresponds to a solid skeleton approach, according to which the diffusion of \( B \) is not accompanied by volume expansion of \( B \). The case \( \zeta = 1 \) corresponds to adding the volumes of \( B \) and \( C \). In fact, \( \zeta \) depends on the mechanism of the diffusion of Cu and saturations ability of Cu₆Sn₅ with respect to diffusive Cu. The diffusion of Cu through Cu₆Sn₅ may occur by vacancy mechanism through two counter fluxes of Cu and vacancies, and atoms of Cu take the places of the vacancies. This may also lead to shrinkage of Cu₆Sn₅, which corresponds to the case \( \zeta < 0 \). By (8), for the reaction (5) between Sn and Cu the ratio of volumes \( J_{tr} = 1.44 \) (44% volume expansion) if \( \zeta = 0 \) (solid skeleton approach) and \( J_{tr} = 0.92 \) (8% volume shrinkage) if \( \zeta = -1 \). To our knowledge the question about the value of the transformation strain accompanying IMC formation remains open and estimates of the relative volume change are in the range from \( -10\% \) to \( +44\% \). Further we fit model parameters for \( \zeta = -0.5 \), which corresponds to volume ratio \( J_{tr} = 1.18 \). In particular, such a value of deformation may be consistent with a small strain approach used in further modeling.

To keep strain compatibility (i.e., continuity of a body) across the reaction front in the presence of volume change \( J_{tr} \), additional strains appear and produce internal stresses. These internal stresses together with external loading influence the reaction front velocity. We model stress effects based on...
the concept of the chemical affinity tensor. The notion of the chemical affinity arises from fundamental results by Gibbs and De Donde (see, e.g., Ref. 33). It was shown that in the case of a chemical reaction the factor conjugate to the reaction rate $\omega$ in the expression of the entropy production $P$ multiplied by temperature $T$ was equal to the combination of the chemical potentials of the reaction constituents:

$$TP = A\omega, \quad A = -\sum n_k M_k \mu_k,$$

where $\mu_k$ is the chemical potential of the $k$-th constituent (per unit mass), $M_k$ is the molar mass of $k$-th constituent, the stoichiometric coefficient $n_k$ contributes to the sum with a positive sign “$+$” if the $k$-th constituent is produced in the reaction and with a negative sign “$-$” if the $k$-th constituent is consumed. For the reaction (6) the classical chemical affinity would be

$$A = n_- M_- \mu_- + n_+ M_+ \mu_+ - n_0 M_0 \mu_0,$$

where $\mu_+, \mu_-$ and $\mu_0$ are the mass densities of the chemical potentials of the constituents $B_+, B_-$ and $B_0$, respectively. The factor $A$ was called the chemical affinity of the reaction. Then a kinetic equation in a form of the dependence of the reaction rate on the chemical affinity can be formulated, and one of the accepted dependencies for the reaction is the equation

$$\omega = \overline{\omega}_n \left[ 1 - \exp \left( -\frac{A}{RT} \right) \right]$$

where $\overline{\omega}$ is the so-called partial rate of a direct reaction, which is defined by the concentrations of the reactants, $R$ is the universal gas constant.

The relationships (9)-(11) were formulated for reactions in systems such as gases or liquids for which chemical potentials and, therefore, chemical affinity can be presented as scalar values. The observation that the phase equilibrium and chemical reaction take place not just in a point but at an oriented area element passing through the point, led to the idea of a tensorial nature of the chemical potential and chemical affinity (see the discussion on the tensorial nature of a chemical potential in Ref. 35 and on the tensorial nature of the chemical affinity in Ref. 27). One can see here an analogy to the concept of stress. A stress state is determined by a scalar pressure acting in a point in the case of liquids and gases. However, in the case of a solid, instead of pressure, a stress tensor determines a traction acting at the oriented area element passing through a point.

It was shown that the reaction rate is determined by the normal component $A_{\nu n}$ of the chemical affinity tensor $A$, see the derivations in Refs. 26, 36, and 37], and the chemical affinity tensor has the same mathematical form as the scalar affinity (10) but with tensorial chemical potentials instead of scalar ones. A kinetic equation similar to Eq. 11 can be taken for the reaction rate $\omega_n$ at the area element with the normal $n$:

$$\omega_n = k_c \left[ 1 - \exp \left( -\frac{A_{\nu n}}{RT} \right) \right],$$

where it is taken into account that in the case of the reaction between solid and gaseous constituents $\overline{\omega}$ can be taken in a form $\overline{\omega} = k_c$ where $c$ is the partial molar concentration of the diffusive reactant.

If the reaction rate is found then the normal component of the reaction front velocity $V_n$ can be obtained from the mass balance at the reaction front:

$$V_n = \frac{n_- M_-}{\rho_-} \omega_n.$$
\[ A_{nn} = \frac{n \cdot M_1}{\rho_c} \chi + n_c R T \ln \frac{c}{c_0}, \]  

(18)

where the contribution of mechanical and chemical energies is presented by

\[ \chi = \gamma + \frac{1}{2} \sigma_c : (e_r - x_{r0} I) \]  

(19)

\[- \frac{1}{2} \sigma_r : (e_r - \dot{e}_r' - x_{r0} I) + \sigma_\perp : [e] \]

(note that due to displacement and traction continuity conditions \([e] = \sigma_\perp : [e] \)), where

\[ \gamma = \eta_r - \eta_\perp + \frac{\rho}{n \cdot M} n_r \eta_r, \]

(20)

is the combination of the chemical energies of the reactants.

The mechanical stresses \( \sigma \) and the concentration \( c \) of the diffusing reactant \( B \), can be found from the solution of the system of equations which include:

(i) Mechanical equilibrium equations:

\[ \nabla \cdot \sigma = 0 \]  

(21)

with boundary and interface conditions:

\[ u|_{\Omega_1} = u_0, \quad \sigma \cdot n|_{\Omega_0} = t_0, \]

\[ [u]|_{\Gamma} = 0, \quad [\sigma] \cdot n|_{\Gamma} = 0, \]

(22)

where \( u_0 \) and \( t_0 \) are the given displacement and traction vectors at the corresponding outer boundaries \( \Omega_1 \) and \( \Omega_2 \) of the body; square brackets denote the jump of a value across the reaction front, \([\phi] = \phi_+ - \phi_- \);

(ii) The constitutive equations (14) of the solid reactants;

(iii) The diffusion equation defined over the domain occupied by the material \( B_+ \):

\[ \Delta c = 0, \]

(23)

with the boundary and interface conditions:

\[ Dn \cdot \nabla c - a (c - c_0) = 0 \quad \text{at} \quad \Omega_1, \]

\[ Dn \cdot \nabla c + n_c c_0 = 0 \quad \text{at} \quad \Gamma, \]

(24)

where \( a \) is the mass transfer coefficient, or the dissolution constant \( a \) at the outer boundary of the body, \( n \) is the normal directed outward the domain \( B_+ \). For the sake of simplicity we consider the stage of steady-state diffusion with stationary diffusion equation.

The first boundary condition in (24) defines the flux of \( B \) through the external boundary in relation with the solvability of \( B \), in \( B_+ \) and means that the supply of \( B \) through the boundary stops if the saturation \( c \), is reached. Of course, one can formally prescribe the Dirichlet boundary condition \( c = c_0 \), at \( \Gamma_+ \). However, the Robin boundary condition (24)_1 looks more reasonable to us from a physical point of view in the considered case, because of realization.

The second boundary conditions in (24) follows from the mass balance between the supply and consumption of the reactant \( B \), at the reaction front if additionally to take into account that the velocity of diffusive particles is much more than the velocity of the reaction front.

(iv) To close the system of equations one has to add the kinetic equation (12) for \( \omega_\perp \) which defines the reaction front velocity via (13) with the dependence of \( A_{nn} \) on the stresses and concentration given by (18)-(20).

Analytical Solution of a Model Problem

As mentioned in the previous sections, only the Cu6Sn5 intermetallic phase was detected at all stages of the experiment. Therefore, for simplicity of the further analytical analysis, we consider only this IMC. It was pointed out that the interface between Cu6Sn5 and Sn moves much faster than one between Cu6Sn5 and Cu. Therefore, it is also assumed that only the interface between the IMC and the Sn is moving. The maximal thickness of the IMC layer observed in the experiment was about 15 \( \mu \)m (Fig. 14) which is much smaller than the diameter of the solder ball (approx. 500 \( \mu \)m, see Fig. 4). The above gives a reason to consider a simple boundary value problem of mechanochemistry with a plane chemical reaction front propagating in an infinite layer. Similar plane problems for moving interfaces have been previously studied analytically and numerically, see e.g., Refs. 40-42.

Because of the experimental setup, the cross sections of the specimens were stress-free surfaces during the whole experiment. The chemical reaction front propagation was observed at these stress-free surfaces. Strictly speaking, one cannot use either a plane strain or a plane stress simplification in order to find the stresses at the reaction front. Nevertheless, since one can find a kinetic equation for the interface movement for both plane stress and plane strain formulations in a closed form, we solve the model problem in this paper in both formulations, assuming that the real behavior may be somewhat “in between.” This gives the opportunity to fit the theoretical prediction with the experimental results, as described in the “Fitting the Model Parameters” section. Based on the fitted data, we further obtain an estimate for the diffusion coefficient and for the chemical reaction kinetic constant.

Consider an elastic layer with a cross section in the \( xy \)-coordinate plane and the plane reaction front propagating in the \( y \)-direction from \( y = 0 \) to \( y = h \) where \( H \) is the layer thickness and \( h \) is the current reaction front position (Fig. 17). The storage temperature in the oven is \( T \) and the reference temperature is \( T_0 \), \( \theta = T - T_0 \).

Assume that, by boundary conditions, the upper side of the layer is traction-free, then

\[ T_0, \theta = T - T_0. \]
Substituting strains and stresses found from (28) by using the conditions (25)-(27) and by taking into account all constraints regarding plane strain and plane stress formulations into (19), we obtain that the contribution \( \gamma \) in \( A_{\text{sn}} \) does not depend on the front position, and

\[
\gamma = \begin{cases} 
\frac{\gamma + \frac{1}{2} E_x x^2 \theta^2 - \frac{1}{2} E_y (x, \theta + \phi')^2}{C_{17}} 
\text{plane stress,} \\
\frac{\gamma + \frac{1}{2} E_y y^2 \phi^2 - \frac{1}{2} E_z (y, \phi + \phi')^2}{C_{17}} 
\text{plane strain.}
\end{cases}
\]                       (29)

Then, by (12), the reaction rate becomes equal to

\[
\omega_n = k_c (c - \alpha c_s),
\]                       (30)

where the stoichiometric coefficient \( n_+ \) is renormalized to one with respect to all other stoichiometric coefficients in (6) \( n_- \rightarrow n_- / n_+, n_+ \rightarrow n_+ / n_+ \), and \( \alpha \) is defined as

\[
\alpha = \exp \left( - \frac{n_- M_+}{\rho_- R T} \right).
\]                       (31)

Diffusive Cu atoms are supplied through the lower side \( y = 0 \) and the formation of the intermetallic occurs at the interface between Cu6Sn5 and Sn at \( y = h \). The diffusion equation takes the form

\[
\frac{d^2 c}{dy^2} = 0, \quad y \in [0, h]
\]                       (32)

with the boundary conditions

\[
D \frac{dc}{dy} \bigg|_{y=h} + \omega_n = 0,
\]                       (33)

\[
D \frac{dc}{dy} \bigg|_{y=0} + a(c_s - c(0)) = 0,
\]

where \( \omega_n \) is given by (30).

The solution of the diffusion problem finally gives the concentration at the reaction front as a function of the reaction front position

\[
c(y = h) = c_s + \frac{1 + \alpha (k_c + k_c h)}{1 + \frac{k_c}{\alpha} + \frac{k_c h}{R T}}. \]                       (34)

Then the reaction rate takes a form of the dependence of the front position

\[
\omega_n = \frac{k_c c_s (1 - \alpha)}{1 + \frac{k_c}{\alpha} + \frac{k_c h}{R T}}. \]                       (35)

Substitution of the expression (35) of the reaction rate into the formula (13) for the interface velocity results in the explicit equation for the dependence of the front position on time:

\[
\frac{dh}{dt} = \frac{n_- M_- k_c c_s (1 - \alpha)}{\rho_- 1 + \frac{k_c}{\alpha} + \frac{k_c h}{R T}}. \]                       (36)

Integration yields an explicit dependence of time on the front position:

\[
\]
the phase Cu₅Sn forms when one mole of Cu₆Sn₅ reacts with nine moles of Cu. Therefore, we estimate that the maximum amount of copper which can be dissolved in Cu₆Sn₅ is 9 mol of Cu per 1 mol of the IMC. In addition, here we assume that diffusive atoms of Cu do not change the volume of the IMC. Hence, with the aforementioned assumptions and based on the general definition of molar concentration, \( c_c = 9 \rho_{Cu_6Sn_5} / M_{Cu_6Sn_5} = 76 \times 10^{-6} \text{ mol/mm}^3 \) was computed for the reference value.

As mentioned earlier, the chemical energy parameter \( \gamma \) is determined by the Cu₆Sn₅ formation energy. This energy is defined empirically. The dependence of this energy on temperature in operating temperatures range can be approximated by Ref. 46

\[
\Delta G = -7747.65 - 0.371T \quad (\text{J/mol}),
\]

where \( T \) is taken in K. In order to calculate \( \gamma \), the formation energy has to be divided by the molar volume \( V_{Cu_6Sn_5} = 11.28 \text{ cm}^3 / \text{mol} \), since \( \gamma \) unit is an energy density per unit volume.

Certain material and chemical parameters remain unknown, i.e., \( D, k, \alpha \). In order to get an estimate for these values one can try to fit the square root curve, Eq. 38, constraining the parameters such that physically acceptable values for \( D \) and \( k \), will result. The fitting process was performed by using weighted least squares, where the weights of the points depend on their estimated error.

It should be noted that the equations proposed in the “Chemical Affinity Tensor and General Problem Statement” section for the chemical reaction front kinetics represent the velocity of the interface in the initial, undeformed configuration, while the micrographs track the position of the interface in the current, deformed configuration. Therefore, before fitting, the analytical curve and the experimental points were transferred to the initial configuration, by multiplying by the corresponding transformation strain value.

The fitting curves for Series I and II specimens are shown in Figs. 18 and 19, respectively.

As it was noted in the “Experiment Overview” section, the specimens of Series II were covered with oxides and other compounds at time \( t = 480 \text{ h} \) so that a polishing procedure was required. Therefore, it is not surprising that the measured thickness of the IMC layer at that data point departs from the general pattern, Fig. 19, and contains an error that is hard to assess. Because of that, the data point was excluded from the fitting curve procedure. Then the unknown material parameters \( D, k, \alpha \) can be calculated from (39). As it was noted, the kinetic parameter \( k \), and the mass transfer coefficient \( \alpha \) appear only in combination, so they cannot be resolved uniquely. Found values of \( D \) and the combination \( 1/k + 1/\alpha \) are shown in Table VII.

In Ref. 48 diffusion coefficients of Cu in the IMCs were calculated based on the measured composition.
profiles of the diffusion zones within the temperature range of 130-200°C. The authors showed that the diffusion coefficient depends highly on temperature, stating that \( D = 0.38 \times 10^{-17} \text{m}^2/\text{s} \) at \( T = 130°C \), \( D = 9.5 \times 10^{-17} \text{m}^2/\text{s} \) at \( T = 150°C \) and \( D = 60 \times 10^{-17} \text{m}^2/\text{s} \) at \( T = 170°C \). Keeping this in mind, one can conclude that obtaining the result of the same order of magnitude can be considered as a good agreement. A comparison of the diffusion parameters, averaged from the two experimental results, with other works is shown in Table VIII.

Both values of diffusion coefficients obtained in this work (basing on plane stress and plane strain formulations) correlate with the data from various papers and can be used as a reference for more complicated models based on the chemical affinity tensor concept. These models can be extended since large strains are involved and non-linear materials as well.

**CONCLUSIONS**

A high temperature storage test was carried out for two groups of microchips with eutectic SnAg solder ball grid arrays. The specimens were cut and polished before the heat treatment. The growth of the intermetallic phase was examined by using the same set of solder balls through the entire experiment. The proposed experimental procedure allowed to determine IMC growth kinetics analyzing the small set of specimens. With the use of microindentation marks a relative movement of the IMC interfaces and change of layer thickness were obtained. This in turn lead to the evaluation and quantification of the kinetics of intermetallic growth.

The growth of the \( \text{Cu}_6\text{Sn}_5 \) intermetallic compound was modeled analytically based on the chemical affinity tensor concept and by taking temperature dependence into account. The experimental results were used to determine the kinetic parameters in the chemical affinity tensor model for the first time. The simplest model of infinitely wide layers of linear elastic solids was analyzed and a theoretical prediction of the growth kinetics was obtained. The influence of mechanical stresses on IMC growth was taken into account. By comparison of the experimental data with the theoretical model the values of the diffusion coefficient and of the chemical reaction constant were estimated. The obtained diffusion

![Fig. 18. Fitted square root dependence (38) for Series I specimens.](image)

![Fig. 19. Fitted square root dependence (38) for Series II specimens. The point marked with asterisk was excluded from the fitting procedure due to bad surface condition of the specimen.](image)

| Table VI. Molar masses and densities used in the model.\(^{45}\) |
|------------------|---|---|---|---|
|                  | Sn | Cu | \( \text{Cu}_6\text{Sn}_5 \) | \( \text{Cu}_3\text{Sn} \) |
| \( \rho \), \( \text{g/cm}^3 \) | 7.280 | 8.960 | 8.280 | 9.140 |
| \( M \), \( \text{g/mol} \) | 118.7 | 63.55 | 974.8 | 309.3 |

| Table VII. Estimated diffusion coefficient for two series of specimens |
|------------------|------------------|---|
| Parameter        | Formulation       | Series I | Series II | Average |
| \( D \), \( \text{m}^2/\text{s} \times 10^{-17} \) | Plane stress      | 2.1 | 1.5 | 1.8 |
| \( 1/k_s + 1/a \), \( \text{s/m} \times 10^{-7} \) | Plane strain      | 6.4 | 4.8 | 5.6 |

Morozov, Freidin, Klinkov, Semencha, Müller, and Hauck
coefficients correlate with the results from works of other researchers. The kinetic parameters of the model can now be used as reference values for more general cases with the kinetic equation based on the chemical affinity tensor.
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