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Abstract

We give new sufficient conditions for the integrability and unique integrability of continuous tangent sub-bundles on manifolds of arbitrary dimension, generalizing Frobenius’ classical Theorem for $C^1$ sub-bundles. Using these conditions we derive new criteria for uniqueness of solutions to ODE’s and PDE’s and for the integrability of invariant bundles in dynamical systems. In particular we give a novel proof of the Stable Manifold Theorem and prove some integrability results for dynamically defined dominated splittings.

1 Introduction and statement of results

In this paper we address the question of integrability and unique integrability of continuous tangent sub-bundles on $C^r$ manifolds with $r \geq 1$. A continuous $m$-dimensional tangent sub-bundle (or a distribution) $E$ on a $m + n$ dimensional $C^r$ manifold $M$ is a continuous choice of $m$-dimensional linear subspaces $E_p \subset T_p M$ at each point $p \in M$. A $C^1$ sub-manifold $N \subset M$ is a local integral manifold of $E$ if $T_p N = E_p$ at each point $p \in N$. The distribution $E$ is integrable if there exists local integral manifolds through every point, and uniquely integrable if these integral manifolds are unique in the sense that whenever two integral manifolds intersect, their intersection is relatively open in both integral manifolds.
The question of integrability and unique integrability is a classical problem that goes back to work of Clebsch, Deahna and Frobenius \[8, 9, 10\] in the mid 1800’s. Besides their intrinsic geometric interest, integrability results have many applications to various areas of mathematics including the existence and uniqueness of solutions for systems of ordinary and partial differential equations and to dynamical systems. The early results develop conditions and techniques to treat cases where the sub-bundles, or the corresponding equations, are at least $C^1$ and, notwithstanding the importance and scope of these results, it has proved extremely difficult to relax the differentiability assumptions completely. Some partial generalizations have been obtained by Hartman \[15\] and other authors \[31, 25, 30\] but all still require some form of weak differentiability, e.g. a Lipschitz condition.

The main point of our results is to formulate new integrability conditions for purely continuous equations and sub-bundles. We apply these conditions to obtain results for examples which are not more than Hölder continuous and for which the same statements cannot be obtained by any other existing methods. Our Main Theorem which contains the most general version of our results is stated in Section 1.5. All other results are essentially corollaries and applications of the Main Theorem and are stated in separate subsections of the introduction. We begin with the results for ODE’s and PDE’s which are of independent interest and easy to formulate.
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1.1 Uniqueness of solutions for ODE’s

In this section we consider continuous ordinary differential equations of the form

$$\frac{dy^i}{dt} = F^i(t, y(t)), \quad (t_0, y(t_0)) \in V \quad (1.1)$$

where $i = 1, ..., n$ and $F = (F^1(t, y), ..., F^n(t, y)) : V \subset \mathbb{R}^{n+1} \rightarrow \mathbb{R}^n$ is a continuous vector field. By Peano’s theorem, an ODE with a continuous vector field always admits solutions and by Picard-Lindelöf-Cauchy-Lipschitz theorem, an ODE with Lipschitz vector fields admits unique solutions through every point. The Lipschitz condition is however not necessary and a lot of work exists establishing weaker regularity conditions which imply uniqueness, see \[1\] for a comprehensive survey. One such condition is Osgood’s criterion (see Theorem 1.4.2 in \[1\]) where the modulus of continuity $w$ (we give the precise definition below) with respect to the space variables satisfies

$$\lim_{\epsilon \to 0} \int_0^\epsilon \frac{1}{w(s)} ds < \infty. \quad (1.2)$$

This condition, albeit much weaker than Lipschitz, is also not necessary as there are examples of uniquely integrable ODE’s that do not satisfy Osgood’s criterion, such as the case $F(t, x) = e^t + x^\alpha$ for $\alpha < 1$ which was studied in \[3\]. We give here a new condition for uniqueness of solutions for continuous ODE’s and a simple example of
an ODE which satisfies our conditions, and thus is uniquely integrable, but does not satisfy any previously known condition for uniqueness.

**Definition 1.1.** Let \( w : \mathbb{R}^+ \to \mathbb{R}^+ \) be an increasing, continuous function such that \( \lim_{s \to 0} w(s) = 0 \). A function \( F : U \subset \mathbb{R}^n = (\xi^1, ..., \xi^n) \to \mathbb{R}^m \) is said to have modulus of continuity \( w \) with respect to variable \( \xi^i \) if there exists a constant \( K > 0 \) such that for all \( (\xi^1, ..., \xi^n) \in U \) and for all \( s \) small enough so that \( (\xi^1, ..., \xi^i + s, ..., \xi^n) \in U \),

\[
|F(\xi^1, ..., \xi^i + s, ..., \xi^n) - F(\xi^1, ..., \xi^n)| \leq Kw(|s|).
\]

We say that \( F \) has modulus of continuity \( w \) if it has modulus of continuity \( w \) with respect to all variables. We denote by \( C^{r+w} \) functions whose \( r \)th order partial derivatives have modulus of continuity \( w \) (in the case \( r = 0 \) they will simply be functions with modulus of continuity \( w \)).

We denote the extended version of the vector-field \( F(t, x) \) by

\[
\tilde{F} = \frac{\partial}{\partial t} + \sum_{i=1}^{n} F^i(t, y) \frac{\partial}{\partial x^i} = \sum_{i=1}^{n+1} \tilde{F}^i(\xi) \frac{\partial}{\partial \xi^i},
\]

where \( (\xi^1, ..., \xi^{n+1}) \) is a collective tag for the coordinates \( t \) and \( (y^1, ..., y^n) \). Note that \( \tilde{F}(\xi) \neq 0 \) for all \( \xi \) since \( \tilde{F}^1 = 1 \).

**Theorem 1.** Consider the ODE in (1.1) with \( F : V \subset \mathbb{R}^{n+1} \) a continuous function with modulus of continuity \( w_1 \). Let \( \xi \in V \) and \( i \in \{1, ..., n+1\} \) be such that \( \tilde{F}^i(\xi) \neq 0 \) and suppose that \( \tilde{F} \) has modulus of continuity \( w_2 \) with respect to variables \( (\xi^1, ..., \xi^{i-1}, \xi^i+1, ..., \xi^{n+1}) \) and

\[
\lim_{s \to 0} w_1(s)e^{w_2(s)/s} = 0. \tag{1.3}
\]

Then the ODE (1.1) with initial condition \((t_0, \xi)\) has a unique solution.

**Example 1.2.** Consider the ODE

\[
F(t, x, y) = \left( \frac{dx}{dt}, \frac{dy}{dt} \right) = \left( -t \log(t^\beta) - x \log(x^{\gamma}), 1 + y^\alpha - x \log(x^\delta) \right) \tag{1.4}
\]

for \( 0 < \beta, \gamma, \delta < \alpha < 1 \) (the requirement that they are less than 1 is not necessary but we only impose it to make the examples non-Lipschitz and therefore more interesting). As far as we know, the uniqueness of solutions for (1.4) cannot be verified by any existing method except ours. In particular, Osgood criterion does not hold due to the term \( y^\alpha \) and the main result of [3] would require the right hand side to be Lipschitz with respect to \( x \) and \( t \) which is not the case.

To see that (1.4) satisfies the assumptions of Theorem 1 we will use certain elementary properties of the modulus of continuity, which for convenience we collect in A.1 in the Appendix. Notice first of all that \( F(0, 0, 0) = (0, 1) \) so that its \( y \) component is non-zero. Moreover by items 4 and 5 of Proposition A.1 \( F^1 \) has modulus of continuity \( -s \log(s^2) \) with respect to variable \( t \) for \( s \leq \frac{1}{e} \) and has modulus of continuity \( -s \log(s^\gamma) \) with respect to variable \( x \) for \( s \leq \frac{1}{e} \) and is constant with respect to
y; \( F^2 \) has modulus of continuity \(-s\log(s^\delta)\) for \( s \leq \frac{1}{\varepsilon} \) with respect to variable \( x \) and has modulus of continuity \( s^\alpha \) with respect to variable \( y \) and is constant with respect to \( t \). Therefore by Item 7 of proposition A.1, letting \( \sigma = \max\{\beta, \gamma, \delta\} < \alpha \), \( F \) has modulus of continuity \( s^\alpha \) with respect to \( y \), modulus of continuity \( w_2(s) = -s\log(s^\sigma) \) with respect to \( x \) and \( t \), and finally by Item 6 of proposition A.1 and the fact that \( s^\alpha \geq -s\log(s^\sigma) \) for \( |s| \leq 1 \), and \( s^\alpha \) is convex, \( F \) has modulus of continuity \( w_1(s) = s^\alpha \).

Since \( \lim_{s \to 0} w_1(s)e^{w_2(s)/s} = \lim_{s \to 0} Kx^\alpha - \sigma = 0 \), it has unique solutions by Theorem 1.

**Remark 1.3.** Theorem 1 and Example 1.2 also describe a qualitative way in which regularities between variables can be traded. If a vector field \( F \) has its \( i \)th component non-zero then you can decrease the vector field’s regularity with respect to the \( i \)th variable as long as you increase the others in a way described by equation (1.3). It is a more flexible criterion than both Osgood and that of [3]. Condition (1.3) is satisfied for example if the vector field is only Hölder continuous overall, i.e. \( w_1(s) = s^\alpha \), but, restricting to all but one variables is just a little bit better than Hölder continuous, such as for example \( w_2(s) = -s\log(s^\beta) \) for some \( \beta \in (0, \alpha) \).

**Remark 1.4.** Part of the interest in condition (1.3) lies in the fact that two different regularities \( w_1, w_2 \) to come into play. Clearly we always have \( w_2 \leq w_1 \) and therefore Theorem 1 holds under the stronger condition obtained by using the overall regularity, i.e. letting \( w = w_1 = w_2 \) to get

\[
\lim_{s \to 0} w(s)e^{w(s)/s} = 0. \tag{1.5}
\]

Thus, as an immediate corollary of Theorem 1 a vector field \( F \) with modulus of continuity \( w \) such that \( w \) satisfies equation (1.5) is uniquely integrable. In view of this, it is natural to search for, and try to describe and characterize, functions \( w \) satisfying condition (1.5) and in particular to compare this condition with Osgood’s. One can check that many functions \( w \) verify both (1.2) and (1.5), such as \( w_1(s) = \log^{1+\delta}(s) \) or \( w_1(s) = \log\log\ldots(s) \), and many others satisfy neither condition, such as \( w_1(s) = s^\alpha \log(s) \) for \( \alpha < 1 \). So far we have not however been able to show that the two conditions are equivalent nor to find any examples of functions which satisfy one and not the other. In any case, this simplified version also gives an interesting way to replace Osgood’s criterion with a relatively easy limit condition, at least for the most relevant examples that we know.

**Question 1.5.** Are conditions (1.2) and (1.5) equivalent?

**Remark 1.6.** Added in proof. We are grateful to Graziano Crasta for pointing out to us that (1.5) implies (1.2). This implication can be obtained by studying the behavior of \( \frac{w(s)}{s}e^{w(s)/s} \) using an asymptotic expansion of the Lambert function \( W(x) \), which is the function that is the solution to \( W(x)e^{W(x)} = x \), as \( x \) goes to infinity. One then gets that (1.2) is satisfied if and only if the function \( |\log(\frac{p(s)}{s})|^{-1} \) is not integrable on some right neighborhood of 0. One can then show that (1.5) implies indeed that it is not. We are still not aware if the reverse implication is true.
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1.2 Uniqueness of solutions for PDE’s

In this section we consider linear partial differential equations of the form

\[ \frac{\partial y^i}{\partial x^j} = F^{ij}(x,y(x)), \quad (x,y(x)) \in V \]  

(1.6)

where \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \) and \( F^{ij} : V \subset \mathbb{R}^{n+m} \to \mathbb{R} \) are continuous functions. Note that the ODE (1.1) is a special case of (1.6), the case where \( m = 1 \). We again denote the collective coordinates \((\xi^1, \ldots, \xi^{n+m}) = (x^1, \ldots, x^m, y^1, \ldots, y^n)\). In this case we define the \( n \times (m+n) \) matrix extension \( \hat{F} \) of the \( n \times m \) matrix \( F \) by

\[ \hat{F}^{ij}(\xi) = \delta_{ij} \] for \( 1 \leq i \leq n, \quad 1 \leq j \leq m \)

and

\[ \hat{F}^{ij}(\xi) = F^{ij}(\xi) \] for \( 1 \leq i \leq n, m+1 \leq j \leq m+n \).

Given any set of indices \( I = (i_1, \ldots, i_n) \), we denote the submatrix of \( \hat{F}(\xi) \) which corresponds to the \( i_1, \ldots, i_n \)'th columns by \( \hat{F}^I(\xi) \).

The existence of solutions for PDE’s is not automatic as it is in the ODE setting, and in particular is not a direct consequence of their regularity, and so the following result concerns the uniqueness of solutions while assuming their existence. Our most general results below also give conditions for existence of solutions, but they require a more geometric “involutivity” condition which is independent of the regularity and thus not so easy to state in this setting.

**Theorem 2.** Consider the PDE in (1.6) with \( F^{ij} \) continuous with modulus of continuity \( w_1 \). Let \( \xi \in V \) be a point such that for some \( I = (i_1, \ldots, i_n) \), \( \det(\hat{F}^I(\xi)) \neq 0 \) and suppose that \( F^{ij} \) has modulus of continuity \( w_2 \) with respect to the variables \( \{\xi^{i_1}, \ldots, \xi^{i_n}\} \) and that

\[ \lim_{s \to 0} w_1(s)e^{w_2(s)/s} = 0. \]  

(1.7)

Then if the PDE (1.6) admits a solution at \( \xi \), that solution is unique.

**Remark 1.7.** Notice that if \( I = (m+1, \ldots, m+n) \) then \( \det(\hat{F}^I(\xi)) = 1 \neq 0 \) and therefore if \( F^{ij}(x,y) \) has modulus of continuity \( w_2 \) with respect to variables \( (y^1, \ldots, y^n) \) so that (1.7) is satisfied, then the solutions of (1.6), whenever they exists, are unique.

Constructing examples of PDE’s satisfying our conditions is more complicated than constructing examples of ODE’s because of the problem of existence of solutions mentioned above. We therefore formulate our example within a special class of equations for which existence can be verified directly. Suppose the functions \( F^{ij} \) are of the form

\[ F^{ij}(x,y) = G_i(y^i) \frac{\partial H_i}{\partial x^j}(x) \]  

(1.8)

with \((x,y) \in V = V_1 \times V_2\), for continuous functions \( G_i : U_i \subset \mathbb{R} \to \mathbb{R}, \) \( H_i : V_2 \subset \mathbb{R}^m \to \mathbb{R} \) for \( j = 1, \ldots, m \), \( i = 1, \ldots, n \), \( V_1 = U_1 \times \ldots \times U_n \). In this case the next proposition (proved in Section 4) tells us that we can get existence of solutions with no additional regularity assumptions.
Proposition 1.8. Consider a partial differential equation \((1.6)\) where the functions \(F^{ij}\) are of the form \((1.8)\). Then \((1.6)\) admits solutions through every point.

This allows us to give examples of PDE’s to which we can apply our uniqueness criterion.

Example 1.9. Consider the PDE
\[
\frac{\partial y^i}{\partial x^j}(x, y) = -(x^j)^{\alpha_{ij}} y^i \log((y^i)^{\beta_i})
\]
for parameters \(0 < \beta_i, \alpha_{ij} < 1\) and also \(\beta = \max_i \beta_i < \alpha = \min_{i,j} \alpha_{ij}\). This equation can be written in the form \((1.8)\) with
\[
H_i(x) = \sum_{j=1}^{n} \frac{(x^j)^{\alpha_{ij}+1}}{\alpha_{ij} + 1} \quad \text{and} \quad G_i(y^i) = -y^i \log((y^i)^{\beta_i})
\]
Therefore by Proposition 1.8 it admits solutions. For uniqueness, we have that the regularity of the \(H_i’s\) is \(C^{1+w_3} \) with \(w_3(s) = s^{\alpha}\) and the regularity of the \(G_i’s\) is \(C^{w_2} \) with \(w_2(s) = -s^{\log(s^{\beta_i})}\). Therefore, letting \(w_1(s) = \max\{w_2(s), w_3(s)\}\), we have \(\lim_{s \to 0} w_1(s)e^{w_2(s)/s} = \lim_{s \to 0} K x^{\alpha-\beta} = 0\) and using Theorem 2 we have that this system has unique solutions.

Example 1.10. Consider the PDE
\[
\begin{align*}
\frac{\partial y^1}{\partial x^1}(x, y) &= (1 - x^1 \ln((x^1)^{\alpha_{11}}))((y^1)^{\beta_1} + 1) \\
\frac{\partial y^1}{\partial x^2}(x, y) &= (x^2)^{\alpha_{12}}(1 + (y^1)^{\beta_1}) \\
\frac{\partial y^2}{\partial x^1}(x, y) &= y^2 \ln((y^2)^{\beta_2}) x^1 \ln((x^1)^{\alpha_{21}}) \\
\frac{\partial y^2}{\partial x^2}(x, y) &= -y^2 \ln((y^2)^{\beta_2})(x^2)^{\alpha_{22}}
\end{align*}
\]
with \(0 < \alpha_{12}, \alpha_{22}, \beta_1 < \alpha_{11}, \alpha_{21}, \beta_2 < 1\). Set \(\alpha = \max\{\alpha_{11}, \alpha_{21}, \beta_2\}\) and \(\beta = \min\{\alpha_{12}, \alpha_{22}, \beta_1\}\). The right-hand side again has the form \((1.8)\) and so the PDE has solutions by Proposition 1.8. For the uniqueness, one considers the matrix \(F_{ij}\) at \((x, y) = (0, 0)\), which is
\[
\begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]
and so the sub-matrix corresponding to columns \(i_1 = 2\) and \(i_2 = 3\) is invertible. But then with respect to variables \(\xi^2 = x^2\) and \(\xi^3 = y^1\), \(F^{ij}\) has modulus of continuity \(w_2(s) = -s\ln(s^{\alpha})\) and in general has modulus of continuity \(w_1(s) = s^{\beta}\). But \(w_1(s)\) and \(w_2(s)\) satisfy condition \((1.7)\) and so, by Theorem 2 the PDE has unique solutions in a neighborhood of the origin \((0, 0)\).

These are only two particularly simple examples one can construct using Proposition 1.8. Here the forms of \(H_i(y^i)\) are quite simple in the sense that \(F_i(y^i) = \sum_j G_{ij}(y^j)\) and more complicated examples can be achieved with more work.
1.3 Unique Integrability of Continuous Bundles

We will derive the results above on existence and uniqueness of solutions for ODE’s and PDE’s from more general and more geometric results about the integrability and unique integrability of tangent bundles on manifolds. In this section we state Theorem 3 which can be seen as a mid step between the ODE and PDE theorems stated in the previous sections and the more general results in Theorem 4 and the Main Theorem in the following sections. Throughout this section we assume that \( E \) is a continuous tangent sub-bundle on a manifold \( M \). First we need to generalize certain classical definitions of modulus of continuity to bundles.

**Definition 1.11.** A bundle \( E \) of rank \( m \) is said to have modulus of continuity \( w \), where \( w \) is a continuous, increasing function \( w : I \subset \mathbb{R}^+ \to \mathbb{R}^+ \) such that \( \lim_{s \to 0} w(s) = 0 \), if in every sufficiently small neighbourhood, it can be spanned by linearly independent vector fields \( X_1, ..., X_m \) such that in local coordinates \( |X_i(p) - X_i(q)| \leq w(|p - q|) \). \( E \) is said to have transversal modulus of continuity \( w \) if for every \( x_0 \in M \), there exists a coordinate neighbourhood \((V, (x_1, ..., x_m, y_1, ..., y_n))\) around \( x_0 \) so that \( E \) is transverse to span \( \{\frac{\partial}{\partial y_i}\}_{i=1}^n \) and with respect to coordinates \( \{y_1, ..., y_n\} \), \( E \) has modulus of continuity \( w(s) \).

**Theorem 3.** Let \( E \) be a rank \( n \) bundle with modulus of continuity \( w_1 \) and transversal modulus of continuity \( w_2 \). Assume \( E \) is integrable and

\[
\lim_{s \to 0} w_1(s)e^{w_2(s)/s} = 0
\]

Then \( E \) is uniquely integrable.

The scope of Theorem 3 is possibly limited because integrability is assumed. However we have stated it here because it gives uniqueness as a result of a natural regularity condition and in general existence is a highly non trivial property which cannot be reduced to any regularity condition. We will show that Theorem 3 is a corollary of the more general results below which address the problem of existence as well as uniqueness, and that it easily implies Theorems 1 and 2.

1.4 Asymptotic involutivity and exterior regularity

We now formulate the special case of our most general result, addressing the problem of existence and uniqueness of integral manifolds for continuous tangent bundle distributions. Since integrability of tangent bundles is a local property, we assume from now on that \( U \) is a Euclidean ball in \( \mathbb{R}^{n+m} \) and \( E \) is a continuous tangent bundle distribution of rank \( n \) on \( U \). We let \( |\cdot| \) denote the (induced) Euclidean norm on sections of the tangent bundle and of \( k \)-differential forms for all \( 0 \leq k \leq n+m \). \( |\cdot|_\infty \) denotes the sup-norm over \( U \), which gives the aforementioned sections a Banach space structure. We also employ , point-wise, tangent vectors with the induced Euclidean metric. Letting \( A^1(E) \) denote the space of all 1-forms \( \eta \) defined on \( U \) with \( E \subset \ker(\eta) \), the distribution \( E \) is completely described by any set \( \{\eta_i\}_{i=1}^n \) of \( n \) linearly independent 1-forms in, i.e. any basis of, \( A^1(E) \). If the distribution \( E \) is
differentiable, the forms \( \{ \eta_i \}_{i=1}^n \) can also be chosen differentiable and the classical Frobenius theorem \([8, 9, 10]\) states that \( E \) is uniquely integrable if, for any basis of differentiable 1-forms \( \{ \eta_i \}_{i=1}^n \) of \( \mathcal{A}^1(E) \), the involutivity condition

$$|\eta_1 \wedge \cdots \wedge \eta_n \wedge d\eta_i(p)| = 0$$

holds for all \( i = 1, \ldots, n \) and \( p \in U \). Several generalizations of this Theorem exist in the literature, including results which weaken the differentiability assumption, we mention for example results by Hartman \([15]\), Simic \([31]\) and other authors \([25, 30]\), but which still essentially use the fact that the exterior derivative \( d\eta \) exists, for example if \( E \) is Lipschitz then the \( \eta_i \) are differentiable almost everywhere and \( d\eta_i \) exists almost everywhere, and therefore such results can be formulated in essentially the same way as Frobenius, using condition (1.11).

One of the first stumbling blocks in obtaining some integrability criteria for general continuous distributions is that the exterior derivatives of the forms \( \{ \eta_i \}_{i=1}^n \) which define \( E \) do not in general exist and it is thus not even possible to state condition (1.11). Our strategy for resolving this issue is to consider a sequence \( \{ \eta_i^k \}_{i=1}^n \) of \( C^1 \) differential forms, for which therefore the exterior derivatives \( d\eta_i^k \)'s do exist, which converge to \( \{ \eta_i \}_{i=1}^n \) and satisfy certain conditions which we define precisely below and which imply that the sequence is in some sense “asymptotically involutive” and which will allow us to deduce that \( E \) is integrable without having to define an involutivity condition directly on \( E \). A quite interesting by-product of this approach is a clear distinction between the involutivity conditions required for integrability and the regularity conditions required for unique integrability. In the \( C^1 \) case these regularity conditions are automatically satisfied and thus the involutivity condition (1.11) is sufficient to guarantee both integrability and unique integrability.

**Definition 1.12.** A continuous tangent sub-bundle \( E \) of rank \( n \) is strongly asymptotically involutive if there exist a basis \( \{ \eta_i \}_{i=1}^n \) of \( \mathcal{A}^1(E) \), a constant \( \epsilon_0 > 0 \), and a sequence of \( C^1 \) differential 1-forms \( \{ \eta_i^k \}_{i=1}^n \) such that \( \max_i |\eta_i^k - \eta_i|_\infty \to 0 \) as \( k \to \infty \) and

$$\max_j |\eta_1^k \wedge \cdots \wedge \eta_n^k \wedge d\eta_j^k|_\infty e^{\epsilon_0 \max_i |d\eta_i^k|_\infty} \to 0 \quad \text{as } k \to \infty.$$ 

(1.12)

**Definition 1.13.** A continuous tangent sub-bundle \( E \) of rank \( n \) is strongly exterior regular if there exist a basis \( \{ \beta_i \}_{i=1}^n \) of \( \mathcal{A}^1(E) \), a constant \( \epsilon_1 > 0 \), and a sequence of \( C^1 \) differential 1-forms \( \{ \beta_i^k \}_{i=1}^n \) such that

$$\max_j |\beta_1^k - \beta_j|_\infty e^{\epsilon_1 \max_i |d\beta_i^k|_\infty} \to 0 \quad \text{as } k \to \infty.$$ 

(1.13)

We note that we refer to these conditions as “strong” since we will define some more general versions below.

**Theorem 4.** Let \( E \) be a continuous tangent subbundle. If \( E \) is strongly asymptotically involutive then it is integrable. If \( E \) is integrable and strongly exterior regular then it is uniquely integrable.
Notice that if $E$ is $C^1$, the strong exterior regularity is trivially satisfied by choosing $\beta^k = \eta$ and the Frobenius involutivity condition (1.11) is equivalent to the strong asymptotic involutivity condition (1.12) by choosing $\eta^k = \eta$. We remark that a version of Theorem 4 in dimension $\leq 3$ was obtained in [24] by using different arguments.

**Remark 1.14.** One can also combine the asymptotic involutivity condition of Theorem 4 which gives integrability, with the condition on the modulus of continuity of $E$ in Theorem 3 which then gives uniqueness (indeed, we will show below that the condition of Theorem 3 implies exterior regularity) as this last condition may be easier to check in some situations. As we discuss in more details below, conditions such as those of asymptotic involutivity and exterior regularity, which are based on a sequence of approximations, are actually quite natural. It would also be interesting however to know whether there is any way to formulate the existence conditions without recourse to approximations, directly in terms of properties of the bundle $E$ (or $A^1(E)$ to be more precise).

**Question 1.15.** Can the strong asymptotic involutivity condition in Theorem 4 be replaced by a condition that can be stated only in terms of geometric and analytic properties of the bundle $E$ rather than a sequence of approximations?

An answer to this question would be a natural form of Peano’s Theorem in higher dimensions.

### 1.5 The Main Theorem

In this section we state our most general theorem, which contains Theorem 4 as a special case and also implies all the other results stated above. This more general result will be important for applications to the tangent bundles which arise in the context of Dynamical Systems.

Let $U \subset \mathbb{R}^{m+n}$. Given two tangent bundles $E^1$ and $E^2$ on $U$, for $x \in U$, we denote by $\angle(E^1_x, E^2_x)$ the maximum angle between all possible rays $R_1 \subset E^1, R_2 \subset E^2$ orthogonal to $E^1_x \cap E^2_x$ (with respect to the induced point-wise metric at $x$). A sequence of bundles $\{E^k\}$ is said to converge to $E^1$ in angle if $\sup_{x \in U} \angle(E^1_x, E^k_x) \to 0$ as $k \to \infty$. This also means that the Haussdorff distance between the unit spheres inside $E^k_x$ and $E^1_x$ goes to zero for all $x$.

Now assume we are given $E$ a continuous tangent bundle of rank $n$ on $U$. We choose a coordinate system $(x^1, \ldots, x^m, y^1, \ldots, y^n)$ in $U$ so that the $y^i$ coordinates are transverse to $E$ and if $E^k$ is any sequence of bundles of rank $n$ which converge in angle to $E$, then we can assume without loss of generality that they are also transverse to the $y^i$ coordinates. We denote the subspace

$$\mathcal{Y}_p := \text{span} \left\{ \frac{\partial}{\partial y^1}, \ldots, \frac{\partial}{\partial y^n} \right\} \big|_p.$$  

By the transversality condition, we can span $E$ by vectors of the form

$$X_i = \frac{\partial}{\partial x^i} + \sum_{j=1}^n a_{ij}(x, y) \frac{\partial}{\partial y^j}$$
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for some \( C^0 \) functions \( a_{ij}(x, y) \), and if \( E^k \) is a sequence of \( C^1 \) bundles converging to \( E \) then each \( E^k \) can be spanned by vectors of the form

\[
X_i^k = \frac{\partial}{\partial x^i} + \sum_{j=1}^n a_{ij}^k(x, y) \frac{\partial}{\partial y^j}
\]

for some sequence of \( C^1 \) functions \( a_{ij}^k(x, y) \) so that \( X_i^k \) converges to \( X_i \) as \( k \to \infty \).

Note that a basis of sections \( \{\alpha_1^k, ..., \alpha_n^k\} \) of \( \mathcal{A}^1(E^k) \) defined on \( U \), gives a non-vanishing section of the frame bundle \( F(\mathcal{A}^1(E^k)) \) of \( \mathcal{A}^1(E^k) \). We denote this section by \( \gamma^k \), which in local coordinates is the matrix of 1-forms whose \( j^{th} \) row is \( \alpha_j^k \). More explicitly if evaluated at a point \( p \) it is the map \( A_p^k : \mathbb{R}^{n+n} \to \mathbb{R}^n \) defined by

\[
A_p^k(v) := (\alpha_1^k(v), ..., \alpha_n^k(v))|_p.
\]

Sometimes if we evaluate it along a curve \( \gamma \) then we denote \( A^k_s = A^k_{\gamma(s)} \). By our assumptions \( A_p^k \) has rank \( n \) (since it has \( n \) rows made from a linearly independent set of 1-forms) and \( ker(A_p^k) = E_p^k \). Therefore restricted to \( \gamma_p \) which is transverse to \( E_p^k \) these maps are invertible and we write

\[
A_p^{-k} := (A^k|_{\gamma_p})^{-1}.
\]

In the statement and proof of the theorem, we will use a sequence of open covers \( \{U_{i,1}^{k,i}\}_{i=1}^{s_k} \) of \( U \) associated to sequence \( E^k \) of approximating bundles and a corresponding sequence of sections \( \{A^{k,i}\}_{i=1}^{s_k} \) defined on the elements of these covers. We will use the notation \( A_p^{k,j} := (A^{k,j}|_{\gamma_p})^{-1} \). Since the elements of these covers overlap we will need the following compatibility condition.

**Definition 1.16.** A finite open cover \( \{U_{i,1}^{k,i}\}_{i=1}^{s_k} \) of \( U \) is a compatible cover for non-vanishing sections \( \{A^{k,i}\}_{i=1}^{s_k} \) of the frame bundle \( F(\mathcal{A}^1(E^k)) \) defined on \( U^{k,i} \) if for all \( i, j = 1, ..., s_k, p \in U_i^k \cap U_j^k \) we have

\[
||A_p^{k,i} \circ A_p^{-k,j}|| = 1.
\]

Given a compatible cover, we also define the maps \( dA^{k,i} : \mathbb{R}^{2(n+m)} \to \mathbb{R}^n \) by

\[
dA_p^{k,i}(u, v) = (d\alpha_1^{k,i}(u, v), ..., d\alpha_n^{k,i}(u, v))|_p
\]

for \( u, v \in \mathbb{R}^{n+m} \). We denote by \( dA^{k,i}|_{E_p^k} \) the restriction of this map to \( E_p^k \times E_p^k \). We also define the following constant depending on \( k \) and \( i \)

\[
M^{k,i}_A := \sup_{v \in E_w, w \in \mathbb{R}^n \atop |v| = |w| = 1 \atop p \in U^{k,i}} ||dA^{k,i}_p (A^{-k,i}_p w, v)||. \tag{1.14}
\]

**Definition 1.17.** A continuous tangent subbundle \( E \) on \( U \subset \mathbb{R}^{n+m} \) is asymptotically involutive if there is a sequence of \( C^1 \) subbundles \( E^k \) that converge to \( E \), \( \epsilon > 0 \) and, for all \( k \), a compatible open cover \( \{U_{i,1}^{k,i}\}_{i=1}^{s_k} \) of \( U \) with non-vanishing sections \( \{A^{k,i}\}_{i=1}^{s_k} \) of \( F(\mathcal{A}^1(E^k)) \) defined on \( U^{k,i} \) such that

\[
\max_{i,j, \ell \in \{1, ..., s_k\}} ||dA^{k,i}|_{E_p^k}||_\infty \ ||A^{-k,j}||_\infty \ e^{M^{k,i}_A} \to 0 \ \text{as} \ k \to 0.
\]
Definition 1.18. A continuous tangent subbundle $E$ on $U \subset \mathbb{R}^{n+m}$ is **exterior regular** if there is a sequence of $C^1$ bundles $E^k$ that converge to $E$, $\epsilon > 0$ and, for all $k$ a compatible open cover $\{U^{k,i}\}_{i=1}^{s_k}$ of $U$ and non-vanishing sections $B^{k,i}$ of $F(A^1(E^k))$ defined on $U^{k,i}$ such that

$$\max_{i,j,\ell \in \{1, \ldots, s_k\}} \|B^{k,i}_{E}\|_{\infty} \|B^{-k,j}_{E}\|_{\infty} e^{M^k_{E,\epsilon}} \to 0 \text{ as } k \to 0.$$ 

**Main Theorem.** Let $E$ be a continuous tangent subbundle. If $E$ is asymptotically involutive then $E$ is integrable. If $E$ is integrable and exterior regular then it is **uniquely integrable**

**Remark 1.19.** The proof of Theorem 4 consists of verifying that the strong asymptotic involutivity and strong exterior regularity conditions are simply special cases of their more general versions given here. There are two main differences which make the general versions more general, and more applicable, than the strong versions. The first is that in the general versions of asymptotic involutivity and exterior regularity the forms defining the sub-bundles are only defined locally. The second, more important, difference is that in the the strong versions, the differential forms $\{\eta^k_1, \ldots, \eta^k_n\}$ are assumed to converge to a set of linearly independent forms, whereas this is not required by the general version. Indeed, multiplying a form by a constant or even by a function, does not change its kernel and thus does not change the bundle that it defines, and what one really needs is the convergence of a sequence of approximating bundles not necessarily the forms defining these bundles. Thus assuming the convergence of the forms, while allowing for a tidier formulation of the conditions, is an unnecessary restriction. This more general formulation allows us in particular to obtain an application to dynamical systems, including the well known Stable Manifold Theorem, which would not follow from Theorem 4.

**1.6 Stable Manifold Theorem**

A rich supply of continuous, integrable and non-integrable distributions come from dynamical systems where some dynamically defined tangent bundles occur naturally. The integrability (or not) of these subbundles has implications for the study of statistical and topological properties of such systems and there is a rich literature going back to Hadamard and Perron [11, 20, 27] concerning techniques for studying the problem, see also [12, 21, 28] for classical results going back to the 1970’s and [6, 14, 23, 29, 17] for an overview of recent approaches. We give here a fairly general class of dynamical systems, which in particular includes classical uniform hyperbolic systems and certain partially hyperbolic systems, for which the assumptions of the Main Theorem can be readily verified. This gives a unification of many results, which have so far been proved by a variety of techniques, as a direct corollary of a single abstract Frobenius type integrability result.

Throughout this section $M$ denotes an $(n+m)$-dimensional compact manifold and $\phi : M \to M$ denotes a $C^2$ diffeomorphism. The diffeomorphism $\phi$ is said to admit a **dominated splitting** if there exists a $D\phi$-invariant continuous decomposition
\( E \oplus F \) of \( TM \) such that

\[
\sup_{x \in M} \|D\phi_x|_{E_x}\| < \inf_{x \in M} m(D\phi_x|_{F_x}). \tag{1.15}
\]

Here \( m(\cdot) \) denotes the conorm of an operator, that is \( m(D\phi|_{F(x)}) = \inf_{v \in F(x)} \frac{|D\phi v|}{|v|} \).

Note that (1.15) is a purely dynamical condition and there is no a priori reason why such condition, or any other similar dynamical condition, should have a bearing on the question of integrability. However, remarkably, stronger domination conditions such as uniform hyperbolicity, where \( \|D\phi|_{E}\| < 1 < m(D\phi|_{F}) \), do imply integrability of both subbundles [19], though there are counterexamples which show that weaker dominated splittings as in (1.15) do not [33, 34] and also that systems with dominated splitting may be integrable but not uniquely [19]. We give here a sufficient condition for unique integrability for a class of systems with dominated splitting which contains the uniformly hyperbolic diffeomorphisms but significantly relaxes the contraction of the subbundle \( E \) to allow for neutral or mildly expanding behavior (including, for example, the time one map of uniformly hyperbolic flows).

**Definition 1.20.** \( E \) is called at most linearly growing for \( \phi \) if there exists constants \( C, D \) such that

\[
|D\phi^k|_{E(x)}| \leq kC + D \quad \text{for all} \quad x \in M \quad \text{and} \quad k \geq 0.
\]

**Theorem 5.** Let \( \phi : M \to M \) be a \( C^2 \) diffeomorphism with an invariant dominated splitting \( E \oplus F \). If \( E \) is at most linearly growing then \( E \) is uniquely integrable.

A particular case of diffeomorphisms with dominated splitting are partially hyperbolic systems, which have a \( D\phi \)-invariant splitting \( E^s \oplus E^c \oplus E^u \) where

\[
\|D\phi|_{E^c}\| < 1 < m(D\phi|_{E^s}) \quad \text{and} \quad \|D\phi|_{E^u}\| < m(D\phi|_{E^c}) < m(D\phi|_{E^s}).
\]

**Corollary 1.** Let \( \phi : M \to M \) be a \( C^2 \) partially hyperbolic diffeomorphism then if \( E^c \) grows at most linearly for \( \phi \) and \( \phi^{-1} \) then it is uniquely integrable.

Corollary 1 generalizes a result in [5] that gives unique integrability for \( E^c \) under the stronger assumption that \( \phi \) is center-isometric, i.e \( \|D\phi v\| = |v| \) for every \( v \in E^c \). Note that partially hyperbolic systems are special cases of dominated splitting in (1.15) where \( E = E^s \oplus E^c \) and \( F = E^u \) or \( E = E^s \) and \( F = E^c \oplus E^u \). Therefore Corollary 1 is a direct application of Theorem 5 by showing that both \( E^s \oplus E^c \) and \( E^c \oplus E^u \) are uniquely integrable.

### 1.7 Philosophy and overview of the paper

Our main result is the Main Theorem, whose proof will occupy Sections 2 and 3, and all other results are, directly or indirectly, corollaries of the Main Theorem and will be proved in Section 4. In the Appendix we prove some basic lemmas required from analysis. The proof of the Main Theorem can be divided, as usual, into two parts: The existence of integral manifolds, which will be proved in Section 2 and the uniqueness, which will be proved in Section 3.
The key idea in the proof of existence is the following. Given a set of $m$ linearly independent differentiable vector fields $X_1, \ldots, X_m$, there is a canonical way of constructing an $m$-dimensional manifold $W$ by successive integration of the vector fields, see (2.3). In the case where the Frobenius involutivity (1.11) is satisfied, $W$ can be shown to define an integral manifold of the span of $X_1, \ldots, X_m$, and this is indeed one possible strategy to prove Frobenius theorem. Our main idea is to give a quantitative estimate of how “non-integrable” the manifold $W$ is in the general case in terms of certain quantities which come into our definition of asymptotic involutivity, see Proposition 2.1. We then apply Proposition 2.1 to our sequence $E^k$ to get that the corresponding manifolds $W^k$ are getting closer to being integral manifold and we show that the limit defines an integral manifold, see Section 2.3.

The proof of Proposition 2.1 relies on the crucial observation that the involutivity is essentially related to the pushforward of vector fields along flows. Indeed, one way to write the involutivity of a bundle $E$ is that there is a choice of vector fields $X_1, \ldots, X_m$ that span $E$ such that $[X_i, X_j] = 0$ or, equivalently, that the pushforward along the flow of $X_i$ leaves $X_j$ invariant, i.e.

$$[X_i, X_j] = 0 \iff De^{tX_i}X_j = X_j$$

where $e^{tX_i}$ denotes the flow of $X_i$. The quantitative measurement of non-integrability of $E$ mentioned above is thus essentially given by the quantity $De^{tX_i}X_j - X_j$. This difference can further be expressed by the pushforward of the Lie bracket $[X_i, X_j]$ along the flow of $X_i$, see (2.7), which reduces the problem of that of estimating the norm of the pushforward.

The method by which we achieve this is perhaps the main technical innovation in the paper. Standard techniques give estimates of the form

$$||De^{tX_i}||_\infty \lesssim e^{t|X_i|_{C^1}}.$$  \hfill (1.16)

However this is not useful when $X$ approximates a continuous vector field, as in our case, since the $C^1$ norm of $X$ might blow-up. In certain settings, using the notation of differential forms, there is a better estimate by Hartman (see section 9 of chapter 5 in [15]), who gives

$$||De^{tX_i}||_\infty \lesssim e^{t|d\eta|_\infty}.$$  \hfill (1.17)

where $X \in \ker \eta$. It is easy to see that (1.16) is much weaker than (1.17). For example we consider the simple case where $X = \partial_x + b\partial_y$ and $\eta = dy - bdx$. In this case, $|X|_{C^1}$ involves both $|\partial_x|_\infty$ and $|\partial_y|_\infty$ whereas $|d\eta|_\infty$ involves only $|\partial_y|_\infty$ since $d\eta = \partial_y dx \wedge dy$. Another example is where $\eta = df$ for some $C^1$ function $f$ and $X$ is any vector field in the kernel of $\eta$, in this case (1.17) is always satisfied while (1.16) may not even make sense since $X$ may not be differentiable. In our case, see Proposition 2.2 we obtain an even weaker condition,

$$||De^{tX_i}||_\infty \lesssim e^{tM}.$$  \hfill (1.18)

where $M$ is $d\eta$ evaluated at two specific directions, one in $\ker(\eta)$ and the other in the transverse subspace of $\ker(\eta)$, see (1.14). In particular, the fact that $d\eta$ is evaluated
at a vector in the kernel of $\eta$ plays an important role in bounding the value of $M$ in specific applications.

The bound (1.18) also comes into play in the proof of uniqueness under the exterior regularity condition. The key point of the proof is first of all to reduce the problem to that of uniqueness of solutions for ODE’s, as we show below. To prove the uniqueness for ODE’s we use an innovative argument based on Stoke’s Theorem rather than the more standard approach based on Gronwall’s inequality. To present a brief conceptual overview of the argument, we consider for simplicity a vector field $X$ on a surface.

For smooth vector fields we can define a change of coordinates that straightens out the integral curves and we can define a differential 1-form $\alpha$ with $X \in ker(\alpha)$ and $d\alpha = 0$. Uniqueness of solutions is then an easy consequence of Stoke’s Theorem: the integration of $\alpha$ along any closed curve is zero and so, by contradiction, if $X$ is not uniquely integrable at a point there is a closed curve $\gamma$ formed by two integral curves of $X$ and a curve $\lambda$ transversal to $X$ (as in Figure 2 on page 24). The integral of $\alpha$ along $\gamma$ is non-zero because $\alpha(X) = 0$ and only one piece, $\lambda$, of $\gamma$ is transverse to $X$, and thus we get a contradiction. In the case of continuous vector fields we consider a sequence of smooth approximations $X^k$ of $X$ and corresponding differential 1-forms $\alpha^k$ (which do not necessarily have to converge to $\alpha$). Integrating these forms $\alpha^k$ along the very same closed curve $\gamma$ we cannot apply the exact same argument because we may have $\alpha^k(X) \neq 0$ but, using Equation (1.18), we can show that $|\alpha^k(X)| \to 0$ as $k \to \infty$ and we then show that this is sufficient to obtain uniqueness for $X$.

2 Existence of Integral Manifolds

In this section we are going to prove the existence of integral manifolds under the asymptotic involutivity, thus proving the first part of the Main Theorem. The general strategy is quite geometric and intuitive. We construct a sequence of local integral manifolds $W^k$ and show that they converge to a manifold which is an integral manifold of the distribution $E$. The approximating manifolds $W^k$ will be constructed in terms of the approximating $C^1$ distributions $E^k$ but are of course in general not integral manifolds of these distributions since the $E^k$ are not in general integrable. We can measure how far these manifolds are from being integral manifolds by comparing their tangent spaces to the distributions $E^k$ and the key step in the proof will consist of relating this “distance” to the quantities involved in the definition of asymptotic involutivity in terms of the forms which define $E^k$ and their derivatives.

To emphasize the generality of our approach, we work first in the context of an arbitrary $C^1$ distribution. In section 2.1 we define a $C^1$ manifold $W$ associated to this distribution, and state the key estimate in Proposition 2.1 which bounds the “non-integrability” of $W$. We reduce the proof of Proposition 2.1 to that of a more technical Proposition 2.2 which uses the pushforward of vector-fields inside this distribution. In Subsection 2.2 we prove Proposition 2.2 and then in Subsection 2.3 we apply the estimates to our sequence of approximations.
2.1 Almost integral manifolds

Let $\Delta$ be a $C^1$ $m$-dimensional bundle on an open set $U \subset \mathbb{R}^{n+m}$ for $m, n \geq 1$. Fix a point $x_0 \in M$. We can choose a coordinate system $(x^1, ..., x^m, y^1, ..., y^n, U)$ centered at $x_0 \in U$ so that $\Delta$ is spanned by vector fields of the form

$$X_i := \frac{\partial}{\partial x^i} + \sum_{j=1}^{n} a^j_i \frac{\partial}{\partial y^j}$$

(2.1)

for some $C^1$ functions $a^j_i$ for $i = 1, ..., m$. For later on use we also define

$$Y_p := \text{span} \left\{ \frac{\partial}{\partial y^\ell} \mid p, \ell = 1, ..., n \right\}$$

(2.2)

One of the most useful properties of such vector-fields is that $[X_i, X_j]_p \in Y_p$ for all $i, j = 1, ..., m$ and $p \in U$. This property will be used repeatedly all through out the paper.

Since the vector fields $X_i$ are $C^1$ in $U$, they are uniquely integrable and we let $e^{tX_i}(p)$ denote the flow associated to $X_i$ starting at the point $p$. Then, for $\epsilon_1 > 0$ sufficiently small, we define the map $W : (-\epsilon_1, \epsilon_1)^m \to U$ by

$$W(t_1, ..., t_m) = e^{t_mX_m} \circ \cdots \circ e^{t_1X_1}(x_0).$$

(2.3)

The set

$$\mathcal{W} := W((-\epsilon_1, \epsilon_1)^m)$$

is our candidate manifold that "integrates" the set of vector fields $\{X_i, i = 1, ..., m\}$. In general it is not an integral manifold of $\Delta$.

Let $\{U_i\}_{i=1}^r$ be any open cover of $U$, $\eta^1_i, ..., \eta^n_i$ a basis of sections of $\mathcal{A}^1(U_i)$ on $U_i$ and let $A^i$ be the section of the $F(\mathcal{A}^1(U_i))$ on $U_i$ formed by these sections. We adopt all the notations given in section 1.5 for these objects (but we drop the index $k$). We also denote by $A^{-1,i}_p$ the inverse of $A^i_p$ restricted to $Y_p$.

**Proposition 2.1.** For every $t = (t_1, ..., t_m) \in (-\epsilon_1, \epsilon_1)^m$ and $i = 1, ..., m$ we have

$$\left| \frac{\partial W}{\partial t_i}(W(t)) - X_i(W(t)) \right| \leq m\epsilon_1 \sup_{r,s,j \in \{1, ..., \ell\}} \|dA^r\|_{\infty} \|A^{-1,s}\|_{\infty} e^{m\epsilon_1 M^j_A}.$$

(2.4)

Notice that if the distribution $\Delta$ satisfies the usual Frobenius involutivity condition then $dA^r|_{\Delta} = 0$ for all $r$ and then Proposition 2.1 implies that $\partial W/\partial t_i = X_i$ which implies that $W$ is an integral manifold of $\Delta$. In our setting, the distributions $E^k$ are not involutive but the weak asymptotic involutivity condition implies that they are increasingly "almost involutive" and thus, by Proposition 2.1, "almost integrable". In Section 2.3 we will show that this implies that we can pass to the limit and obtain an integral manifold for our initial distribution $E$ of the Main Theorem.

**Proposition 2.2.** Let $\Delta$ be a $C^1$, rank $m$ distribution on $U$, $X_1, ..., X_m$ a basis of $\Delta$ of the form (2.1) and $\mathcal{Y}$ the complementary distribution of the form (2.2). Let
\{U_i\}_{i=1}^n$ be an open cover of $U$, \{\eta_1^i, ..., \eta_n^i\} basis of sections of $A^1(\Delta)$ defined on $U_i$ and $A^i$ be the section of $F(A^1(\Delta))$ on $U_i$ formed by these differential 1-forms so that they form a compatible cover. Then for all $(t_1, ..., t_m) \in (-\epsilon_1, \epsilon_1)^m$ and $Y \in \mathcal{Y}$ we have

$$|D^{t_m}_mX_m \circ \cdots \circ D^{t_0}_0X_0 Y| \leq \sup_{s \in \{1, \ldots, \ell\}} |A^1_x(Y)||A^{-1}_m|\epsilon_1 M^A$$ \hspace{1cm} (2.5)

where $x_m = e^{t_m}_mX_m \circ \cdots \circ e^{t_0}_0X_0(x_0)$ and $i, j$ are such that $x_0 \in U_i$, $x_m \in U_j$.

**Proof of Proposition 2.1 assuming Proposition 2.2.** Observe first that by the chain rule, for $i = 1, ..., m$, we have

$$\frac{\partial W}{\partial t_i} = (D^{t_m}_mX_m \circ \cdots \circ D^{t_i}_iX_{i+1})X_i.$$ \hspace{1cm} (2.6)

where $D^{t_i}_iX_i$ denotes the differential of the flow with respect to the spatial coordinates (to simplify the notation we omit the base points at which the derivatives are calculated because our estimates will be uniform in $U$ and so the specific base points do not matter). By a relatively standard result on the calculus of vectors (see [2, Chapter 2]), for any two vector fields $Z, X$ on $U$ we have

$$(D^{tZ}_tX)(x) - X(x) = \int_0^t (D^{sZ}XZ)(x)ds.$$ \hspace{1cm} (2.7)

Thus, for $t = (t_1, ..., t_m)$, using (2.6) and (2.7), we have

$$\frac{\partial W}{\partial t_i} (W(t)) - X_i(W(t)) = (D^{t_m}_mX_m \circ \cdots \circ D^{t_i}_iX_{i+1})X_i - X_i$$

$$= \sum_{j=i+1}^m D^{t_m}_mX_m \circ \cdots \circ D^{t_j}_jX_{j+1} (D^{t_j}_jX_jX_i - X_i)$$

$$= \sum_{j=i+1}^m D^{t_m}_mX_m \circ \cdots \circ D^{t_j}_jX_{j+1} \int_{t_j}^{t_i} D^{s}_sX_j[X_i, X_j]ds$$

$$= \sum_{j=i+1}^m \int_{t_j}^{t_i} D^{t_m}_mX_m \circ \cdots \circ D^{t_j}_jX_{j+1}D^{s}_sX_j[X_i, X_j]ds$$

Then taking norms on both sides we get

$$\left|\frac{\partial W}{\partial t_i} (W(t)) - X_i(W(t))\right| \leq m \epsilon_1 \max_{(t_m, ..., t_1) \in [-\epsilon_1, \epsilon_1]^m} \|D^{t_m}_mX_m \circ \cdots \circ D^{t_1}_1X_1[X_s, X_r]\|_\infty$$ \hspace{1cm} (2.8)

Note that by the choice of $X_i$, the brackets $[X_s, X_r]$ lie in $\mathcal{Y}$ so we can apply Proposition 2.2 with $Y$ replaced by $[X_s, X_r]$ to get

$$\|D^{t_m}_mX_m \circ \cdots \circ D^{t_0}_0X_0[X_s, X_r]\| \leq \sup_{s, r} |A^1_x([X_s, X_r])| \|A^{-1}_m|\epsilon_1 M^A$$ \hspace{1cm} (2.9)

Then using Cartan’s formula

$$|A^1_x([X_s, X_r])| = |dA^1_x(X_s, X_r)|$$
we get

\[ |D^{e_m \cdot X_m} \circ \ldots \circ D^{e_0 \cdot X_0}| [X_s, X_r] | \leq \sup_{s, r, j \in \{1, \ldots, \ell\}} ||dA^s||_{\| \Delta \|} ||A^{-T}||_{\| \infty e^{\mu_{1 \cdot M_A}}} \]  

(2.10)

By inserting Equation (2.10) into Equation (2.8) we get Proposition 2.1.

### 2.2 Proof of Proposition 2.2

Proposition 2.2 is the technical heart of the proof of existence of integral manifolds where we use the exterior derivative of the annihilator differential forms to control the push forwards of our vector-fields. We first define a non-autonomous flow which corresponds to flowing along a direction \(X_i\) and then switching to \(X_{i+1}\) and so on. Let \((t_1, \ldots, t_m) \in (-\epsilon_1, \epsilon_1)^m\) and \(T_i = \sum_{\ell=1}^{i} |t_{\ell}|\). We define the non-autonomous piecewise smooth vector field

\[ X_t := \sigma(t_i)X_i \quad \text{if} \quad T_i \leq t < T_{i+1} \]

where \(\sigma\) is the sign function. Its associated non-autonomous flow is denoted by \(\phi(t)\).

With this notation we have that for any \(T_i < t < T_{i+1}\)

\[ \phi(t) = e^{\sigma(t_i)(t-T_i)}X_i \circ \ldots \circ e^{\sigma(t_1)X_1(x)}, \]

\[ Y_t = D\phi(t)Y = D\phi(t)(t-|t_i|)X_i \circ \ldots \circ D^{e_0}X_0Y. \]

Let \(\phi\) be the piecewise smooth curve which is the image of the map \(\phi : [0, T_m] \rightarrow U\). Recall now that we had a cover \(\{U_i\}_{i=1}^{q}\) of \(U\). We can take the intersection of \(\phi\) with these open sets and consider the connected components of these intersections, which are curves in \(\phi\), and which we denote by \(\{I_{ij}\}_{i,j=1}^{q}\). By shrinking and reindexing \(I_i\) we can assume that \(I_{i+1} = \phi([s_i, s_{i+1}])\) with \(s_0 = 0, s_u = T_m, s_i < s_{i+1}\) and that each \(I_i\) is inside one of the elements \(U_{\ell_i}\) of the covering \(\{U_i\}_{i=1}^{q}\). We let \(\{A_{\ell_i}\}_{i=1}^{q}\) denote restrictions of the sections of \(F(A^1(\Delta))\) defined on the \(U_{\ell_i}\)’s.

#### Lemma 2.3. For every \(i = 1, \ldots, u, \ s_i > s \geq s_{i-1}\) and \(Y \in \mathcal{Y}\) we have

\[ A^{t_{\ell_i}}_s (Y_s) = A^{t_{\ell_i}}_{s_{i-1}} (Y_{s_{i-1}}) + \int_{s_{i-1}}^{s} dA^{t_{\ell_i}} (X_\tau, Y_\tau) (\phi(\tau)) d\tau \]  

(2.11)

**Proof of Proposition 2.2 assuming Lemma 2.3** Equation (2.11) can be rewritten as

\[ A^{t_{\ell_i}}_s (Y_s) = A^{t_{\ell_i}}_{s_{i-1}} (Y_{s_{i-1}}) + \int_{s_{i-1}}^{s} dA^{t_{\ell_i}} (X_\tau, A^{-1 \cdot t_{\ell_i}} \circ A^{t_{\ell_i}}_s Y_\tau) (\phi(\tau)) d\tau \]  

(2.12)

This tells us that \(A^{t_{\ell_i}}_s (Y_{t_i})\) is the solution of the ODE

\[ \frac{dF}{dt} = dA^{t_{\ell_i}} (X_t, A^{-1 \cdot t_{\ell_i}} \circ F_t) \quad \text{for} \quad s_{i-1} < t < s_i \]

with initial condition

\[ F(s_{i-1}) = A^{t_{\ell_i}}_{s_{i-1}} (Y_{s_{i-1}}). \]
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This ODE is linear and piecewise $C^1$ in $t$ and $C^1$ in other variables so has unique solutions. Let $G_i^t$ be the fundamental matrix of this ODE which satisfies (see [14] for instance)

$$|G_i^t| \leq e^{t-s_i} \|dA_i^t(X_i,A_i^{-1}t_i\cdot)\|_{\infty} \leq e^{s_{i+1}-s_i}M_i^t,$$

(2.13)

Moreover

$$A_i^t(Y_s) = G_s \circ A_i^{t_s}(Y_{s-1}),$$

and so we have

$$Y_s = A_i^{-1,t_i} \circ G_s \circ A_i^{t_s}(Y_{s-1}).$$

(2.14)

So repeatedly applying (2.14) and using (2.13), we get

$$|Y_{s_{u}}| \leq \|A_i^{-1,t_i} \| \cdot |A_i^{t_s}(Y)| \cdot \prod_{i=2}^{u-1} \|A_i^{t_s} \circ A_i^{-1,t_i} \| \cdot \prod_{i=1}^{u} \|G_i^{t_s}\|_1.$$  (2.15)

But now, by assumption of compatible cover we get $\|A_i^{t_s} \circ A_i^{-1,t_i}\| = 1$, and by (2.13) we get

$$\prod_{i=1}^{u} \|G_i^{t_s}\|_1 \leq e^{m_{t_1}}M_i^t.$$  

We remind the reader that $s_0 = 0$, $s_u = T_m$, $Y_0 = Y$, $Y_{T_m} = De^{m_{X_m}} \circ ... \circ De^{t_1 X_m} Y$, and so from equation (2.15) we get

$$|De^{m_{X_m}} \circ ... \circ De^{t_1 X_m} Y| \leq \sup_{s \in \{1,...,t\}} \|A_i^{-1,t_i} \| |A_i^{t_s}(Y)| e^{m_{t_1}}M_i^t,$$

□

To prove Lemma 2.3 first note that

$$A_i^t(Y_s) = (\eta_i^{t_s}(Y_s), ..., \eta_i^{t_i}(Y_s))$$

and

$$dA_i^t(X_i,Y_s) = (d\eta_i^{t_s}(X_i,Y_s), ..., d\eta_i^{t_i}(X_i,Y_s)).$$

So it is sufficient to prove (2.11) for a fixed differential form $\eta_i^{t_i}$ defined on $U_{t_i}$. For convenience in this part we will drop the index $t_i$ and denote the evaluation points as subscripts. Therefore we need to prove

$$\eta(Y_s)_{\phi(s)} = \eta(Y_{s-1})_{\phi(s-1)} + \int_{s-1}^{s} d\eta(X_{s},Y_s)(\phi(\tau))d\tau.$$  (2.16)

We will first consider the case when the flow $\phi(t)$ is obtained from a single vector field, that is $\phi(t) = e^{t_{X_i}}(x)$. The general case will be deduced from this one.

**Lemma 2.4.** For every $x \in U$, $Y \in Y$ and $|t_i|$ small enough so that $x_i = e^{t_i X_i}(x) \in U$ we have

$$\eta_j(De^{t_i X_i} Y)_{x_i} = \eta_j(Y)_x + \int_{0}^{t_i} d\eta_j(X_{s_i}, De^{s_i X_i} Y) e^{s_i x_i(\tau)} ds$$

for all $i = 1, ..., m$, $j = 1, ..., n$.  
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Proof. Let \( \gamma \) be a curve defined on \([0, \tilde{t}]\) such that \( \gamma(0) = x, \, \gamma'(0) = Y \) and \( e^{t_i X_i}(\gamma) \subset U \). Note that \( X_i \) is always transverse to \( \gamma \). Denote \( y = \gamma(\tilde{t}) \). Define the parameterized surface \( \Gamma \) by

\[
\begin{align*}
    r(s_1, s_2) &= e^{s_2 X_i} \circ \gamma(s_1) \\
    \text{for } 0 < s_1 \leq \tilde{t} \text{ and } 0 < s_2 \leq t_i.
\end{align*}
\]

Then the boundary of \( \Gamma \) is composed of the curve \( \gamma \) and the following piecewise smooth curves (see Figure 1):

\[
\begin{align*}
    \xi_1(s) &= e^{s X_i}(x) & \xi_2(s) &= e^{s X_i}(y) & \beta(s) &= e^{t_i X_i} \circ \gamma(s).
\end{align*}
\]

Since \( \eta_j(X_i) = 0 \) for all \( i, j \), using Stoke’s theorem we have

\[
\begin{align*}
    \int_\beta \eta_j - \int_\gamma \eta_j &= \int_\Gamma d\eta_j \\
    \int_0^\tilde{t} \int_0^{t_i} d\eta_j(\frac{\partial r}{\partial s_1}, \frac{\partial r}{\partial s_2})(s_1, s_2)ds_1ds_2. \
\end{align*}
\]

Differentiating (2.17) with respect to \( \tilde{t} \) at \( \tilde{t} = 0 \) we have

\[
\eta_j(\beta'(0)) = \eta_j(\gamma'(0)) + \int_0^{t_i} d\eta_j(\frac{\partial r}{\partial s_1}, \frac{\partial r}{\partial s_2})(0, s_2)ds_2.
\]

Using chain rule we have

\[
\beta'(0) = De^{t_i X_i}Y|_x \quad \gamma'(0) = Y
\]

and

\[
\frac{\partial r}{\partial s_1}(0, s_2) = De^{s_2 X_i}Y|_x \quad \frac{\partial r}{\partial s_2}(0, s_2) = X_i(e^{s_2 X_i}(x))
\]

one can write the equality (2.17) as
\[ \eta_j(\text{De}^t_x X_1 Y_{x_1}) = \eta_j(Y)_{x_2} + \int_0^{t_1} \text{d}\eta_j(\text{De}^s_{x_2} X_1 Y, X_{s_2})r_{(0,s_2)}ds_2 \]

which concludes the proof of the lemma.

Our next step is to generalize Lemma 2.4 for the composition of differentials.

**Lemma 2.5.** For every \((t_1, \ldots, t_m) \in (-\epsilon_1, \epsilon_1)^m\), \(Y \in \mathcal{Y}\) and \(j = 1, \ldots, n\) we have

\[ \eta_j(\text{De}^{t_m} X_m \circ \cdots \circ \text{De}^{t_1} X_1 Y)_{x_m} = \eta_j(Y)_{x_2} + \sum_{i=1}^{m} \int_0^{t_i} \text{d}\eta_j(X_i, \text{De}^s X_i \circ \cdots \circ \text{De}^{t_1} X_1 Y)(x_i(s))ds \]

where \(x_m = e^{t_m} X_m \circ \cdots \circ e^{t_1} X_1(x_0)\) and \(x_i(s) = e^{s X_i} \circ \cdots \circ e^{t_1} X_1(x_0)\).

Lemma 2.5 will follow by successive applications of Lemma 2.4. However we need to check first that the pushforward of the flows leaves the \(\mathcal{Y}\) subspace invariant.

**Lemma 2.6.** For every \(i = 1, \ldots, m\), \(p \in U\), \(|t_i| < \epsilon_1\) and \(Y \in \mathcal{Y}\) we have

\[ \text{De}^{t_i} X_i Y \in \mathcal{Y}. \]

**Proof.** Let \(p = (x_1^0, \ldots, x_m^0, y_0^1, \ldots, y_0^n)\). Recall that \(X_i = \frac{\partial}{\partial x^i} + \sum_{j=1}^{n} a^{ij}(x, y) \frac{\partial}{\partial y^j}\) and so the flow of this vector field is \(e^{t X_i}(x_1^0, \ldots, x_m^0, y_0^1, \ldots, y_0^n) = (x_1^0, \ldots, x_0^i + t, \ldots, x_0^m, y_0^1(t, x_0^0), \ldots, y_0^n(t, x_0^0))\) where \(y_i(t, x, y)\) are functions \(C^1\) in their variables. Since the differential has the form

\[ D(e^{t X_i})(x, y) = \left( \begin{array}{ccc} I_{m \times m} & 0_{m \times n} \\ A_{n \times m} & B_{n \times n} \end{array} \right) \]

for some matrices \(A\) and \(B\), the invariance of vectors in \(\mathcal{Y}\) follows directly.

**Proof of Lemma 2.5.** Let \((t_1, \ldots, t_m) \in (-\epsilon_1, \epsilon_1)^m\) and \(Y \in \mathcal{Y}\), we first carry out the proof for \(t_1, t_2 \geq 0\), \(t_j = 0\) for \(j > 2\). First note that by Lemma 2.6 \(\text{De}^{t_1} X_1 Y \in \mathcal{Y}\). So applying Lemma 2.4 twice, one has that

\[ \eta_j(\text{De}^{t_2} X_2 \circ \text{De}^{t_1} X_1 Y)_{x_2} = \eta_j(Y)_{x_2} + \int_0^{t_1} \text{d}\eta_j(X_1, \text{De}^s X_1 Y)(x_2(s))ds + \int_0^{t_2} \text{d}\eta_j(X_2, \text{De}^s X_2 \circ \text{De}^{t_1} X_1 Y)(x_2(s))ds. \]

The general case follows in the same way, by applying Lemma 2.4 repeatedly.
2.3 Convergence to Integral Manifolds

In this section we show that an asymptotic involutive bundle is integrable, thus proving the first part of the Main Theorem. We suppose that the asymptotic involutivity in Definition 1.17 is satisfied, in particular we have the sequences of differential forms \( \{ \eta_{k,i}^1, \ldots, \eta_{k,i}^n \} \) defined on open sets \( U_k^i \) of the covering of \( U \) and the sequence of bundles \( E^k \) defined on \( U \) which converges to the continuous bundle \( E \). As before we can choose a coordinate system \((x, y)\) independent of \( k \) where \( E_k^i \) and \( E \) are spanned by vector fields of the form (2.1) (though for \( E \) the vector fields are only continuous).

We recall that \( A^{-k,i}_{p} \) denotes the inverse of \( A^{k,i}_{p} \) restricted to \( Y_p \). For \( k > 1 \), let \( W_k \) be the analogous of the map defined in (2.3) for \( \Delta \). By Proposition 2.1, for every \( k > 1 \) we have

\[
\left| \frac{\partial W_k}{\partial t_i} (W_k(t)) - X_i^k(W(t)) \right| \leq m \epsilon_1 \sup_{s, r, j} \| dA^{k,s}_{\Delta} \| \| A^{-k,r}_{\Delta} \| e^{m \epsilon_1 M^{k,j}_{\Delta}}
\]

Choosing \( \epsilon_1 \) small enough so that \( \epsilon_1 m \leq \epsilon \) and using asymptotic involutivity we have

\[
\lim_{k \to 0} \left| \frac{\partial W_k}{\partial t_i} (W_k(t)) - X_i^k(W(t)) \right| = 0.
\]

In particular we have uniformly sized manifolds \( W^k \) whose tangent spaces converge to \( E \) in angle as \( k \to \infty \). This is enough to show that these manifolds converge to some manifold \( W \) and that this is an integral manifold of \( E \). This fact is quite intuitive but we give a proof of such a statement in a more abstract setting for completeness.

**Proposition 2.7.** Let \( E \) be a continuous tangent subbundle of rank \( m \) defined on \( U \) and \( E^k \) be a \( C^1 \) approximation of \( E \). Let \( V^k \subset U \) be a sequence of \( C^1 \) manifolds of dimension \( m \) and of uniform size with a point \( p \) in common. Assume that

\[
\lim_{k \to 0} \sup_{q \in V^k} \angle (T_q V^k, E^k_q) = 0
\]

Then there exists a subsequence of submanifolds \( W^k \subset V^k \), which converges to an \( m \)-dimensional manifold \( W \), which is an integral manifold of \( E \) passing through \( p \).

**Proof.** We choose coordinates \((x^1, \ldots, x^m, y^1, \ldots, y^n)\) so that \( E_p = \text{span}\{ \frac{\partial}{\partial x^i} \}_{i=1}^m \) and denote \( Y = \text{span}\{ \frac{\partial}{\partial y^i} \}_{i=1}^n \). We shrink \( U \) if necessary so that each \( E_q \) is transverse to \( Y_q \) for all \( q \in U \). Since \( E^k \) converges to \( E \),

\[
\lim_{k \to 0} \sup_{q \in V^k} \angle (T_q V^k, E_q) = 0.
\]

Along with this, one has that \( V^k \) have uniform size so for \( k \) large enough we have submanifolds \( W^k \subset V^k \) which can be written as graphs of functions \( G^k: V \subset E_p \to U \). Thus we can write \( W^k \) as the images of the functions:

\[
W^k(x^1, \ldots, x^m) = (x^1, \ldots, x^m, G^k(x^1, \ldots, x^m))
\]

where
\[ X^k_i = \frac{\partial W^k}{\partial x^i} = \frac{\partial}{\partial x^i} + \sum_{j=1}^{m} \frac{\partial G^k_j}{\partial x^i} \frac{\partial}{\partial y^j} \]

span the tangent space of \( W^k \). Note first that the differential \( DW^k \) has \( X^k_i \) as its columns which are linearly independent so \( W^k \) are \( C^1 \) embedded manifolds. Since the tangent space of \( W^k \) converges in angle to \( E \), which is transverse to \( Y \), one has that \( \sup_{k,i} |X^k_i|_\infty \leq C_1 \) for some constant \( C_1 > 0 \). Since the differential \( DW^k \) is a matrix whose columns are \( X^k_i \), we get that \( \sup_{k,i} |DW^k|_\infty \leq C_2 \) for some constant \( C_2 > 0 \). Therefore the sequence of functions \( W^k_i \) is equi-Lipschitz and equi-bounded and so up to choosing a subsequence, converges to a continuous function \( W : V \rightarrow U \).

We are left to prove that \( W := W(V) \) is a \( C^1 \) \( m \)-dimensional manifold tangent to \( E \). For this it is sufficient to prove that \( X^k_i \)'s converges to some linearly independent \( X_i \)'s that span \( E \). This implies that \( DW^k \) is a matrix which converges to another matrix, say \( A \) whose columns are \( X_i \). Thus we have that \( p \in W^k \) for all \( k \), \( W^k \rightarrow W \) and \( DW^k \rightarrow A \). Therefore in fact \( W : V \rightarrow U \) is a \( C^1 \) function whose derivative is a matrix whose columns are \( X_i \). Therefore \( W \) is a \( C^1 \) manifold that is tangent to \( E \) and passes through \( p \).

To prove the convergence of \( X^k_i \)'s, we first observe that \( \text{span}\{X^k_i\}_{i=1}^m \) at \( q_k = W^k(x^1, \ldots, x^m) \) converges to \( E \) at \( q = W(x^1, \ldots, x^m) \). Moreover \( E \) can be spanned by vector fields of the form

\[ X_i = \frac{\partial}{\partial x^i} + \sum_{j=1}^{m} H_{ij}(x,y) \frac{\partial}{\partial y^j}. \]

Since the tangent space of \( W^k \) converges to \( E \), there exist vector fields \( Y^k_i \) inside the tangent space that converges to each \( X_i \). But \( Y^k_i = \sum_{j=1}^{m} a^k_{ij} X^k_j \) and by the form of \( X_i \) we see that \( a^k_i \rightarrow 1 \) while \( a^k_{ij} \rightarrow 0 \) for \( j \neq i \) as \( k \rightarrow \infty \). And so in particular \( |X^k_i - Y^k_i|_\infty \rightarrow 0 \) as \( k \rightarrow \infty \) which implies that \( X^k_i \) converges to \( X_i \).

3 Uniqueness of Local Integral Manifolds

In the previous section we have proven that asymptotic involutivity implies integrability of \( E \). In this section we assume that \( E \) is integrable and show that if \( E \) is exterior regular then it is uniquely integrable which will then conclude the proof of the Main Theorem. We remind that uniquely integrable means the following: When ever two integral manifolds of \( E \) intersect, they intersect in a relatively open (in both) set. First we reduce the question of unique integrability to the following:

**Proposition 3.1.** Assume \( E \) is integrable and exterior regular then \( E \) is spanned by a linearly independent set of vector fields \( X_i \) which are uniquely integrable.

This immediately implies uniqueness for the integral manifolds.

**Proof of Uniqueness part of Main Theorem assuming Proposition 3.1.** Assume that there exist two integral manifolds \( W_1, W_2 \) of \( E \) such that \( z \in W_1 \cap W_2 \). By assumption
we have that $E$ is spanned by uniquely integrable vector fields $X_i$. Moreover since $W_j$ for $j = 1, 2$ are integral manifolds of $E$, for any $q_i \in W_j X_i(q_i) \in T_{q_i}W_j$ for all $i$ and $j$. Now for $\epsilon$ small enough the $m$-dimensional surface $W = \{ e^{t_0}X_m \circ \ldots \circ e^{t_1}X_1(z) : |t_i| \leq \epsilon \}$ is well defined. Moreover by unique integrability of $X_i$ restricted to each $W_j$, $W$ is a subset of both surfaces. This means that the intersection of $W_1$ with $W_2$ is relatively open in both surfaces.

To prove Proposition 3.1 we define quite explicitly the linearly independent vector fields $X_i$ which span $E$ and show that they are uniquely integrable. We first introduce some notation which we will need for the argument. Note that the assumption of exterior regularity means that there exists a sequence of approximations $E_k$ of $E$ defined on $U$ and for each $k > 0$, there exists a covering $\{ U_i^k \}_{i=1}^n$ of $U$, a basis of sections $\{ \beta_j^{k,i} \}_{j=1}^n$ of $\mathcal{A}^1(E_k)$ defined on each $U_i^k$ and the section $B^{k,i}$ of $F(\mathcal{A}^1(E_k))$ formed by these differential 1-forms. As in the previous sections we can find $\{ X_i^k \}_{i=1}^n$ a basis of vector fields which span $E_k$ such that they converge to $\{ X_i \}_{i=1}^n$ which is a basis of vector fields for $E$ such that they have the form

$$X_i^k = \frac{\partial}{\partial x^i} + \sum_{j=1}^n b_{i,j} \frac{\partial}{\partial y^j} \quad \text{and} \quad X_i = \frac{\partial}{\partial x^i} + \sum_{j=1}^n b_{i,j} \frac{\partial}{\partial y^j}$$

Note that these approximations $E_k$ and $X_i^k$ may be different from the ones used in the previous sections. Let $i \in \{ 1, \ldots, m \}$ and $x_0 \in U$ and consider integral curves of $X_i$ passing through $x_0 = (x_0^0, \ldots, x_0^m, y_0^1, \ldots, y_0^n)$. Due to the form of $X_i$, any integral curve $\gamma(t)$ can be written as

$$\gamma(t) = (x_0^1, \ldots, x_0^i + t, \ldots, x_0^m, y_0^1(t), \ldots, y_0^n(t))$$

where $y^j(t)$ are differentiable functions in $t$. In particular if an integral curve passes through the point $x_0$ then it necessarily always remains inside the $n + 1$ dimensional plane $P_i = \{ x^j = x_0^j \text{ for } j \neq i \}$, $x_0 \in P_i$ passing through $x_0$. Therefore it is sufficient just to prove uniqueness restricting to each such subspace. So given such an $x_0$ and $P_i$ we restrict $X_i^k, X_i, \{ \beta_j^{k,i} \}_{j=1}^n, U_i^k, B^{k,i}$ to $V_i = U \cap P_i$ with coordinates $(x^i, y^i, \ldots, y^n)$. For simplicity we will omit the index $i$. Note that $\{ \beta_j^{k,i} \}_{j=1}^n$ are all non-vanishing and linearly independent and $X_i^k$ is in the kernel of $\beta_j^{k,i}$. Moreover $B^{k,i}$ and $X_i^k$ restricted to these subspaces still satisfy the exterior regularity conditions.

### 3.1 A Condition for Unique Integrability of $X$

We can now start the proof of the proposition. By contradiction, we assume $X$ admits two integral curves $\gamma_1(t), \gamma_2(t) \subset U$ with $0 \leq t \leq t_1$ which intersect but whose intersection is not relatively open. Under this assumption, without loss of generality we can assume that $\gamma_1(0) = \gamma_2(0) = x_0$ for some $x_0 \in V_i$ and that $\gamma_1(t) \neq \gamma_2(t)$ for $0 < t \leq t_1$. Notice that for $0 \leq t \leq t_1$, $\gamma_1(t)$ and $\gamma_2(t)$ have the form

$$\gamma_1(t) = (t, y_1^1(t), \ldots, y_1^n(t)) \quad \text{and} \quad \gamma_2(t) = (t, y_2^1(t), \ldots, y_2^n(t))$$
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and so in particular the end points $\gamma_1(t_1), \gamma_2(t_1)$ have the same $x$ coordinate. Therefore they can be connected to each other by a straight line segment of the form $\lambda(t) = \gamma_1(t_1) + vt$ which lies inside the plane $\mathcal{Y}$ that passes through $(t_1, 0, ..., 0)$. Here $v$ is the unit vector in the direction $(0, y_2^1(t_1) - y_1^1(t_1), ..., y_n^2(t_1) - y_n^1(t_1))$. Let $\ell(\cdot)$ denote the length. We will show that $\ell(\lambda) > 0$ leads to a contradiction thus proving the proposition.

We first prove a lemma which gives sufficient conditions, in terms of the existence of a family of differential forms, to ensure $\ell(\lambda) = 0$. Then in the following sections we will show that such a family can be constructed.

**Lemma 3.2.** Assume $\{\alpha^k\}_k$ is a sequence of $C^1$ differential forms defined on some domain $\tilde{V} \subset V$ containing the curves $\gamma_1, \gamma_2, \lambda$, a constant $c > 0$ such that for every $k$:

1. $\alpha^k(X^k) = 0$ \hspace{1cm} (3.1)
2. $d\alpha^k = 0$ \hspace{1cm} (3.2)
3. $\min_{t} \alpha^k(\dot{\lambda}(t)) \geq c$ \hspace{1cm} (3.3)
4. $\lim_{k \to \infty} |\alpha^k(X^k - X)|_\infty = 0$ \hspace{1cm} (3.4)

Then $\ell(\lambda) = 0$.

**Proof.** Let $S$ be a surface in $\tilde{V}$ bounded by the curves $\gamma_1, \gamma_2, \lambda$ (whose union forms a simple, closed, piecewise smooth curve, see Figure 2). By Stoke’s Theorem we have

$$
\int_{\gamma_1} \alpha^k + \int_{\lambda} \alpha^k - \int_{\gamma_2} \alpha^k = \int_{S} d\alpha^k
$$

and so

$$
|\int_{\lambda} \alpha^k| \leq |\int_{\gamma_2} \alpha^k - \int_{\gamma_1} \alpha^k + \int_{S} d\alpha^k|.
$$

Figure 2:
Since $|\int \alpha^k| \geq \min_t \alpha^k(\lambda(t))\ell(\lambda)$ we can write this as
\[ \min_t \alpha^k(\lambda(t))\ell(\lambda) \leq |\int_{\gamma_2} \alpha^k| + |\int_{\gamma_1} \alpha^k| + |\int_S d\alpha^k| \tag{3.5} \]
Using Equations (3.2), (3.3) and (3.5) we have
\[ \ell(\lambda) \leq \frac{1}{c}(|\int_{\gamma_2} \alpha^k| + |\int_{\gamma_1} \alpha^k|) \tag{3.6} \]
and using Equation (3.1) and $\dot{\gamma}_1(t) = X(\gamma_1(t))$ we get
\[ |\int_{\gamma_1} \alpha^k| = |\int_0^{t_1} \alpha^k(X)(\gamma_1(s))ds| = |\int_0^{t_1} \alpha^k(X^k - X)(\gamma_1(s))ds| \]
which implies
\[ |\int_{\gamma_1} \alpha^k| \leq 2t_1|\alpha^k(X^k - X)|_{\infty}. \tag{3.7} \]
The same applies to $\gamma_2$. Then plugging Equation (3.7) into (3.6), we get that for all $k$
\[ \ell(\lambda) \leq \frac{1}{c}|\alpha^k(X^k - X)|_{\infty} \]
which, due to (3.4), goes to 0 as $k$ goes to $\infty$.

3.2 Definition of $\alpha^k$

To construct $\alpha^k$ satisfying conditions of Lemma 3.2, we are going to define a change of coordinates that straightens flow of each $X^k$. Since the image of the flow is a straight lines of the form $\partial / \partial t$, then it will also be nullified by constant differential forms of the form $dz^j$. Pulling back these constant differential forms will give us the required differential forms $\alpha^k$ (see Figure 5). Now we make this more precise.

Let $\epsilon_1 > 0$ be small enough such that the box $U_1 = (-\epsilon_1, \epsilon_1)^n+1$ centered at 0 is in $V$. Let $\epsilon_2 < \epsilon_1$ be small enough so that for $U_2 = (-\epsilon_2, \epsilon_2)^n+1$, $\exp_{X^k}(U_2) \subset U_1$ for all $|t| \leq \epsilon_2$. We decrease $t_1$ if necessary so that $\gamma_{\ell}$ for $\ell = 1, 2$ are in $U_2$ and $t_1 < \epsilon_2$ and denote the line $p(t) = (t, 0, 0, ..., 0)$. Given some $t \leq \epsilon_2$, we denote the subspaces:
\[ P_t = \{ x = t \} \cap U_2 \simeq [\epsilon_2, \epsilon_2]^n \quad \text{and} \quad D^k_{\epsilon_2} = \bigcup_{0 \leq t < \epsilon_2} e^{tX^k}(P_t). \]

The domains $D^k_{\epsilon_2}$ will be the domains on which we will define the forms $\alpha^k$. The assumptions of of Lemma 3.2 require that they should contain the curves $\gamma_1, \gamma_2, \lambda$. This is proven in the next lemma.

**Lemma 3.3.** There exists an open subset $\tilde{V} \subset \cap_{k=1}^{\infty} D^k_{\epsilon_2}$ such that for $t_1$ small enough, it contains the curves $\gamma_1, \gamma_2$ and $\lambda$.
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Proof. Fix $\delta \leq \varepsilon_2/2$. Choose $t_1$ small enough so that for $\ell = 1, 2$,

$$d(\gamma_\ell(t), p(t)) = |(0, y^1_\ell(t), ..., y^n_\ell(t))| \leq \delta$$

for all $0 \leq t \leq t_1$ and that $e^{tX^k}(P_{t_1}) \cap V_2$ contains a box $[-\varepsilon_2^2, \varepsilon_2^2]^n \subset P_{t_1+s}$ centered at $p(t_1+s)$ for all $|s| \leq t_1$. These conditions are possible to obtain since the $X^k$ are uniformly bounded in norm which guarantees that $\lambda$ and $\gamma_\ell([0, t_1])$ are in $D^k_{\varepsilon_2}$ and that $D^k_{\varepsilon_2}$ all contain a uniformly sized box centered at the axis $y = 0$ (see Figure 3). \qed

Figure 3: The domains

Note that each $P_{t}$ is a codimension one subspace of $U_2$. Since $P_{t_1}$ is transverse to $X^k$, $D^k_{\varepsilon_2}$ is an $n + 1$ dimensional open subset of $U_1$. Let $\phi : [-\varepsilon_2, \varepsilon_2]^n \rightarrow P_{t_1}$ be a parametrization of $P_{t_1}$ with coordinate representation $\phi(z^1, ..., z^n)$. We can assume that $D\phi \frac{\partial}{\partial z} = \frac{\partial}{\partial y}$ for all $i = 1, ..., n$. Then we define the change of coordinates :

$$\psi_k : [-\varepsilon_2, \varepsilon_2]^{n+1} \rightarrow D^k_{\varepsilon_2} \subset U_1$$

by

$$\psi_k(t, z^1, ..., z^n) = e^{tX^k}(\phi(z^1, ..., z^n)).$$

This simply takes points of $P_{t_1}$ and flows them by an amount equal to $t$.

Lemma 3.4. The maps $\psi_k$ are diffeomorphisms onto their image.

Proof. We will show that these maps are diffeomorphisms by showing that they are local diffeomorphisms and that they are injective. To show that it is a local
diffeomorphism, it is enough to show that the columns of $D\psi_k$ are everywhere linearly independent. One of the columns is:

$$\frac{\partial \psi_k}{\partial t} = X^k$$

while the others are of the form

$$\frac{\partial \psi_k}{\partial \tilde{y}^i} = De^{tX^k} \frac{\partial}{\partial y^i} \left( \frac{\partial \psi_k}{\partial \tilde{y}^i} \right).$$

By Lemma 2.6, for $t$ small enough, $De^{tX^k}$ preserves $\mathcal{Y}$ and $\mathcal{Y}$ is transverse to $X^k$. Therefore $D\psi^k$ is invertible at every point and therefore is a local diffeomorphism. So it remains to show it is injective. If it is not injective then there exists two integral curves $\xi_1, \xi_2$ that start at $P_{t_1}$ and intersect at their final point. By uniqueness of solutions, this means that $\xi_1 \circ \xi_2^{-1}$ is an integral curve of $X^k$ that starts at $P_{t_1}$ and comes back to $P_{t_1}$ (see Figure 4). This either means that the $x$ component of $\xi_1 \circ \xi_2^{-1}$ first increases and then decreases or first decreases then increases. Neither is possible due to the form of the vector fields $X^k = \frac{\partial}{\partial x} + \cdots$ which implies that the $x$ component is monotone.

![Figure 4: Injectivity](image)

Now we are ready to define $\alpha_k$. First, for every $j = 1, \ldots, n$, let

$$\alpha_j^k = (\psi_k^{-1})^* dz^j.$$

In the next subsection, we will show that for some fixed $i_0$, the differential forms $\{\alpha_{i_0}^k\}$ are the required differential forms.

### 3.3 Choosing $\alpha_{i_0}^k$

**Lemma 3.5.** For some choice of $i_0$, the differential 1-forms $\alpha_{i_0}^k$ satisfy the conditions given in Lemma 3.3.
Figure 5:

Proof. First of all

\[ \alpha_j^k(X^k) = (\psi_k^{-1})^* dz^j(X^k) = d\psi^{-1}_k X^k \]

and

\[ d\alpha_j^k = d(\psi_k^{-1})^* dz^j = (\psi_k^{-1})^* ddz^j = 0 \]

which prove that conditions (3.1) and (3.2) hold for all \( j \) and \( k \).

To check the remaining conditions, we need to calculate the inverse of \( \psi_k \) explicitly. One can by direct calculation check that the inverse of \( \psi_k \) is given by

\[ \psi_k^{-1}(x, y_1, ..., y^m) = (x - t_1, \phi^{-1} \circ e^{-(x-t_1)X^k}(x, y_1, ..., y^n)) \]

Therefore \( \psi_k^{-1}(x, y_1, ..., y^m) \) is like flowing the \( y \) coordinates of \((x, y_1, ..., y^n)\) by the amount \(-(x-t_1)\) and replacing the first coordinate by the amount of time required to get there from \( P_{t_1} \). For simplicity we denote \( T = \phi^{-1} : V_i \to [-\epsilon_2, \epsilon_2]^n, \ s = -(x-t_1) \) and \( (x, y_1, ..., y^n) = (x, y) \).

To prove (3.3), note that \((\psi_k^{-1})^*\) in coordinates is the \((n+1)\times(n+1)\) matrix which transpose of the differential \( D(\psi_k^{-1}) \). One has

\[
D(\psi_k^{-1})|_{(x,y)} = \begin{pmatrix} 0 & . & . & 0 \\ [DT \circ De^{sX^k}(x, y)]_{n\times n+1} \end{pmatrix} + \begin{pmatrix} 1 & 0 & . & 0 \\ . & 0 & 0 & . \\ . & 0 & 0 & 0 \\ -DT(X^k) & . & . & . \\ 0 & . & . & 0 \end{pmatrix}
\]

For \( x = t_1 \) we have \( s = 0 \) and by the property \( De^{0X^k} = Id \), we get

\[
(\psi_k^{-1})^*|_{x=t_1}(dz^j) = dy^j - [DT(X^k)]_j dx^j.
\]
We will now show that for some \( i_0 \) all \( \alpha^k_{i_0} \) satisfy Equation (3.3) (at least up to changing some orientations), i.e. we will show that for some \( i_0 \), we have \( \alpha^k_{i_0}(\hat{\lambda}(s)) > c > 0 \) for all \( s \). To show this, note that the curve \( \lambda \) is of the form \( \lambda(s) = sv \) for a fixed unit vector \( v \) that lies inside \( Y \) and therefore since \( \dot{\lambda}(s) = v = \sum_{j=1}^{n} v^j \frac{\partial}{\partial y^j} \) and \( \lambda \subset P_{t_1} \), we have by Equation (3.9) for all \( k \)

\[
\alpha^k_{i_0}(\dot{\lambda}(s)) = (\psi^{-1}_k)^*|_{x=t_1} (dy^j)(\dot{\lambda}(s)) = v^j.
\]

Since \( |v| = 1 \), there exists a constant \( c > 0 \) and \( i_0 \) such that \( |v^i| > c \). By reversing the orientation of the loop formed by \( \gamma_1, \gamma_2, \lambda \) if necessary and therefore reversing the direction of \( \lambda \), we can assume \( v^i \) is positive, that is \( \alpha^k_{i_0}(\dot{\lambda}(s)) > c \) for all \( k \), which proves (3.3).

Finally to prove (3.4), we will relate the quantity \( |\alpha^k(X^k - X)|_\infty \) to the quantity given in the definition of exterior regularity (see Definition 1.18), which goes to 0 by assumption. Note that \( \alpha^k = (\psi^{-1}_k)^*dz^i_0 \). Therefore \( \alpha^k(X^k - X) = dz^i_0(D\psi^{-1}_k)(X^k - X)) \)

But \( X^k - X = \sum_{i=1}^{n}(b^{i,k} - b^i)\frac{\partial}{\partial y^i} \in Y \) and looking at the form of \( D\psi^{-1}_k \) given in equation (3.8) we see that

\[
\|D\psi^{-1}_k|_{(x,y)}(X^k - X)\| = \|De^{sX^k}(X^k - X)\|
\]

where \( s = -(x - t_1) \). By Proposition 2.2 denoting \( y = e^{sX^k}(x) \) we have

\[
|De^{sX^k}(X^k - X)|_\infty \leq \sup_{s,r,j \in \{1,\ldots,s_k\}} |B^{k,s}(X^k - X)|_\infty |B^{-k,r}|_\infty e^{me_l M^{k,j}_B} \]

\[
\leq \sup_{s,r,j \in \{1,\ldots,s_k\}} \|B^{k,s}|_E\| |B^{-k,r}|_\infty e^{me_l M^{k,j}_B}
\]

where the last inequality is given by the fact that \( X^k \) annihilates \( B^{k,i} \). This quantity goes to 0 by the exterior regularity condition which gives (3.4).

\[
4 \quad \text{Applications}
\]

In this section we will prove Theorems 1 to 5. Theorems 4 and 5 are direct applications of our Main Theorem and Theorem 4 implies Theorem 3 which implies Theorem 2 which implies Theorem 1.

4.1 Proof of Theorem 5

We first start by recalling some standard properties of dominated splittings, for details one can consult the book [29] and the article [23].
Let $E^0$ be a $C^1$ subbundle transverse to $F$, then by the domination of the splitting the sequence of subbundles $E^k := \phi^{-k}E^0 = D\phi^{-k}E^0$ converges in angle to $E$ as $k \to \infty$. Now fix any $p \in M$ and a neighborhood $U$ of $p$, we suppose that coordinates systems $(x^1, \ldots, x^m, y^1, \ldots, y^n)$ are defined in $U$ and all the other notations in Section 15.3 are also adapted to this present Section relatively to the sequence of distributions $\{E^k, k \geq 1\}$ and its limit $E$.

Let $\{V_j\}_{j=1}^N$ be a cover of $M$ by open balls such that for each $j \in \{1, \ldots, N\}$, $A^1(E^0)$ admits an orthonormal frame $C^j$. Notice that for each $k > 1$, $\{\phi^{-k}(V_j)\}_{j=1}^N$ is an open cover of $M$ and $\{C^k,j = (\phi^k)^*C^j\}_{j=1}^l$ is a frame of $A^1(E^k)$ such that for $j = 1, \ldots, l$, $C^k,j$ is defined in $\phi^{-k}(V_j)$. Let $\{U^{k,i}\}_{i=1}^{n_k}$ be the open cover of $U$ given by the connected components of $U \cap \phi^{-k}(V_j)$. Notice that for each $U^{k,i}$ there is a frame $A^{k,i}$ of $A^1(E^k)$ which is the restriction of the relevant $C^k,j$.

We are going to check that the open cover $\{U^{k,i}\}_{i=1}^{n_k}$ and the corresponding sections $\{A^{k,i}\}_{i=1}^{n_k}$ satisfy asymptotic involutivity and exterior regularity. From the definition of the $C^k,j$’s we have that

$$A^{k,i}_p = C^{k,i}_{\phi^k(p)} \circ D\phi^k_p.$$ 

To check the compatibility of the cover we first observe that, by standard estimates for dominated splittings, we have that $\phi^k_pY_p$ is converging to $F$ and so in particular $\phi^k_pY_p$ is transverse to $E^0$. Then we can write

$$(A^{k,i}_p|_{Y_p})^{-1} = (D\phi^k_p)^{-1} \circ (C^{k,i}_{\phi^k(p)}|_{\phi^kY_p})^{-1}$$

which implies

$$\|A^{k,i}_p \circ (A^{k,j}_p|_{Y_p})^{-1}\| = \|C^{k,i}_{\phi^k(p)} \circ (C^{k,j}_{\phi^k(p)}|_{\phi^kY_p})^{-1}\|.$$  

The compatibility follows from the fact that $C_1 := C^{k,i}$ and $C_2 := C^{k,j}|_{\phi^kY}$ are orthonormal and therefore $C_1, C_2 : (E^0)^\perp \to \mathbb{R}^n$ are isometries. Let $v \in \mathbb{R}^n$ and $u = C_2^{-1}(v)$ and we write $u = u_1 + u_2$ with $u_1 \in E^0$ and $u_2 \in (E^0)^\perp$. Then we have $C_1(u) = C_1(u_2)$ and $C_2(u_2) = v$ and using that $C_1|_{(E^0)^\perp}$ and $C_2|_{(E^0)^\perp}$ are isometries we have

$$\|C_1 \circ C_2^{-1}(u)\| = \|C_1(u_2)\| = \|u_2\| = \|C_2(u_2)\| = \|v\|$$

which gives that $\|C_1 \circ C_2^{-1}\| = 1$ which then implies the compatibility.

Therefore it remains to prove asymptotic involutivity and exterior regularity. For both cases we need to estimate

$$\|(A^{k,i}_p|_{Y_p})^{-1}\| = \frac{1}{\|A^{k,i}_p|_{Y_p}\|}.$$  

Since $Y_p$ is transverse to $E_p$, again by standard estimates for dominated splittings, there exists a constant $C > 0$ such that for all $p \in M$ and for any $v \in Y_p$ with $|v| = 1$

$$|D\phi^k_p v| \geq Cm(D\phi^k|_{E_p}).$$
Therefore \(|A^k_i|_{F_p}| \geq C m(D\phi^k|_{F_p})\) and so

\[
\| (A^k_i|_{F_p})^{-1} \| \leq \frac{1}{C m(D\phi^k|_{F_p})}. \tag{4.1}
\]

Another common term for both asymptotic involutivity and exterior regularity is \(M^{k,i}\) which we estimate as follows. For \(X \in \mathbb{R}^n, Y \in E^k\) we have

\[|dA^{k,i}(A^{-k,i}X, Y)| = |dC^{\ell,i}(D\phi^k \circ D\phi^{-k} \circ C^{-1,i}X, D\phi^k Y)| = |dC^{\ell,i}(C^{-1,i}X, D\phi^k Y)|.\]

Notice that \(||dC^k||\) is uniformly bounded then we can estimate the right hand side by the product of the norms of the two vectors. Since \(|C^{-1,i}X|\) is also uniformly bounded we have

\[M^{k,i} = \sup_{X \in \mathbb{R}^n, Y \in E^k} |dA^{k,i}(A^{-k,i}X, Y)| \leq C m(D\phi^k|_{E^k}).\]

To estimate the last remaining term for the asymptotic involutivity, notice that if \(X, Y \in E^k\) then

\[|dA^{k,i}(X, Y)| = |dC^{\ell,i}(D\phi^k X, D\phi^k Y)| \leq C m(D\phi^k|_{E^k}),\]

which implies that

\[\|dA^{k,i}|_{E^k}\| \leq C m(D\phi^k|_{E^k}).\]

So using these last three estimates we have

\[\|dA^{k,i}|_{E^k}\| \leq \sup_{p \in M} \{\|D\phi^k|_{E^k}\| \} < r^k \inf_{p \in M} \{m(D\phi^k|_{E^p})\}.\]

Moreover by the definition of \(E^k\), the linear growth assumption holds also for \(E^k\), and therefore choosing \(\epsilon\) small enough, the right hand side goes to zero as \(k \to \infty\) and so the asymptotic involutivity is satisfied.

Similarly, to estimate the last remaining term of the exterior regularity condition, notice that we have

\[|A^{k,i}(X^k_i - X_i)| = |C^{\ell,i}(D\phi^k(X^k_i - X))| \leq \|D\phi^k X^k|| + \|D\phi^k X\| \leq 2 \max\{\|D\phi^k|_{E^k}\|, \|D\phi^k|_{E^k}\|\}\]

which implies that

\[|A^{k,i}(X^k_i - X_i)| \leq 2 \max\{\|D\phi^k|_{E^k}\|, \|D\phi^k|_{E^k}\|\} \epsilon^k m(D\phi^k|_{E^k})\]

which also goes to 0 for \(\epsilon\) small enough, giving exterior regularity.
4.2 Proof of Theorem 4

The proof consists of checking that strong asymptotic involutivity and strong exterior regularity imply asymptotic involutivity and exterior regularity respectively, therefore Theorem 4 follows directly from the Main Theorem.

First of all, we replace the covering \( \{U_1^k\}_{k=1}^\infty \) with the whole neighbourhood \( U \) so that \( s_k \equiv 1 \) and the compatibility condition is automatically satisfied. Then \( A^k \) simply becomes the matrix formed by the 1-forms \( \{\eta_1^k, ..., \eta_n^k\} \) given by the strong asymptotic involutivity and \( B^k \) becomes the matrix formed by the 1-forms \( \{\beta_1^k, ..., \beta_n^k\} \) given by the strong exterior regularity assumption. Moreover, by the strong version of asymptotic involutivity and exterior regularity, the sequences of 1-forms \( \eta_i^k \) and \( \beta_i^k \) converge to a basis \( \eta_i \) and \( \beta_i \) of \( A^1(E) \) and therefore \( \|A^k\|_\infty, \|B^k\|_\infty, \|A^{-k}\|_\infty, \|B^{-k}\|_\infty \) are uniformly bounded in \( k \). Then it is easy to check that \( \|dA^k\|_\infty \leq C \max_i \{\|d\eta_i^k\|\} \), \( \|dB^k\|_\infty \leq C \max_i \{\|dB^k_i\|\} \) for some constant \( C > 0 \) and for all \( k \). Therefore from the definition of \( M^k \) (we omit the superscript \( \ell \) since \( s_k \equiv 1 \)) we have (using \( C \) as a generic constant)

\[
M_A^k \leq \|dA^k\| : \|A^{-k}\| \leq C \max_i \{\|d\eta_i^k\|\} \quad \text{and} \quad M_B^k \leq \|dB^k\| : \|B^{-k}\| \leq C \max_i \{\|dB^k_i\|\}.
\]

Moreover, using the fact that \( E^k \subset \ker(\eta_i) \) for all \( i \), we have \( \|d\eta_j^k \cap E^k\| \leq C \|\eta_j^k \cap ... \cap \eta_n^k\| \) which implies that \( \|dA^k \cap E^k\| \leq C \sup_j \|\eta_j^k \cap ... \cap \eta_n^k\| \). Combining these observations, we have

\[
\|dA^k \cap E^k\| : \|A^{-k}\| e^{CM_A^k} \leq C \sup_j \|\eta_j^k \cap ... \cap \eta_n^k\| e^{CM_B^k}\]

which converges to zero by strong asymptotic involutivity.

For the exterior regularity, we observe that for all \( k, j \) we have

\[
\|B^k \cap E\| = \|(B^k - B) \cap E\| \leq C \max_{j \in \{1, ..., n\}} \|\beta_j^k - \beta_j\|_\infty
\]

where the first equality is true because \( E \) annihilates \( B \). Combining this with the bound on \( M_B^k \), we get the exterior regularity.

and \( \sup_{s \in \{1, ..., m\}} \|B^{s,k}(X_s - X_0)\|_\infty \leq C \sup_{s \in \{1, ..., m\}} \|\beta_s^k - \beta_s\|_\infty \) since the maximal angle between \( E^k \) and \( E \) is proportional to that between \( A^1(E^k) \) and \( A^1(E) \). Combining these observations one gets that conditions given in Theorem 4 imply those in the Main Theorem.

4.3 Proof of Theorem 3

We will prove Theorem 3 assuming Theorem 4. Recall that \( E \) has modulus of continuity \( w_1(s) \) and has modulus of continuity \( w_2(s) \) with respect to the variables \( y^s \), which means that it has some basis of sections \( Z_i = \sum_{s=1}^{\infty} b_{is}(x, y) \frac{\partial}{\partial x^i} + \sum_{s=1}^{\infty} c_{ij}(x, y) \frac{\partial}{\partial y^j} \)

where \( b_{is} \) and \( c_{ij} \) have modulus of continuity \( w_1(s) \) and have modulus of continuity \( w_2(s) \) with respect to the variables \( y^s \). We can also find a basis of \( E \) of the form

\[
X_i = \frac{\partial}{\partial x^i} + \sum_{j=1}^{n} a_{ij}(x, y) \frac{\partial}{\partial y^j}.
\]
We claim that $a_{ij}(x, y)$ has modulus of continuity $w_1(s)$ and has modulus of continuity $w_2(s)$ with respect to the variables $y^\ell$. To prove this claim, we write $X_i$ as linear combinations of $Z_i$ where the coefficients in the combinations are obtained from $b_{i\ell}$ and $c_{ij}$ by summing, dividing (whenever non-zero) and multiplying. These coefficients are $a_{ij}$ and by proposition A.1 they have the same modulus of continuity properties as $b_{i\ell}$ and $c_{ij}$.

Now we are going to prove that each $X_i$ is uniquely integrable. As in section 3, given $X_i$, it suffices to prove uniqueness restricted to the plane span$\{\frac{\partial}{\partial x_i}, \frac{\partial}{\partial y_1}, ..., \frac{\partial}{\partial y_n}\}$. Define the 1-forms

$$\eta_j = dy^j - a_{ij}(x, y)dx^i$$

so that $X_i \subset \cap_{j=1}^n ker(\eta_j)$. These 1-forms also have the modulus of continuity properties as above.

To prove that $X_i$ is uniquely integrable, it is sufficient, by Theorem 4, to prove that $\eta_j$ are exterior regular in this plane.

**Lemma 4.1.** $\eta_j$ are strongly exterior regular.

**Proof.** Let $a_{ij}^\epsilon(x, y)$ be mollifications of $a_{ij}$ (see (A.1) in the Appendix). Then define

$$\eta_j^\epsilon = dy^j - a_{ij}^\epsilon(x, y)dx^i \quad \text{and} \quad d\eta_j^\epsilon = -\sum_{i=1}^n \frac{\partial a_{ij}^\epsilon}{\partial y_i}(x, y)dy^i \wedge dx.$$

By proposition A.2

$$|\frac{\partial a_{ij}^\epsilon}{\partial y_i}|_{\infty} \leq K \sup_{|s| \leq \epsilon} \frac{w_2(s)}{s} \quad \text{and} \quad |a_{ij}^\epsilon - a_{ij}|_{\infty} \leq K \sup_{|s| \leq \epsilon} w_1(s)$$

for all $i, j$ and $\epsilon$, for some $K > 0$. Therefore setting

$$\eta_j^k = dy^j - a_{ij}^k(x, y)dx$$

we have that

$$|\eta_j^k - \eta_j|_{\infty} e^{\left|h\eta_j^k\right|_{\infty}} \leq K \sup_{|s| \leq \epsilon} w_1(s)e^{w_2(s)/s}$$

which goes to 0, which gives the strong exterior regularity.

This completes the proof of Theorem 3.

**4.4 Proof of Theorem 2**

Now we will prove that Theorem 3 implies Theorem 2. To apply Theorem 3, note that the problem of integrating a system of first order PDEs into a problem of integrating a bundle, i.e. solving the PDE (1.6) is equivalent to integrating the differential forms

$$\eta_i = dy^i - \sum_{j=1}^n F^{ij}(x, y)dx^j.$$ 
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Consider the matrix ̂F(ξ) (see section 1.2 and Theorem 2 for the definition) and its inverse B(ξ). Let E = \cap_{i=1}^{m} \ker(\eta_i) so that A^1(E) = \text{span}\{\eta_i\}_{i=1}^{m}. Let
\[ \alpha_\ell = \sum_{j=1}^{m} B_{ij}(\xi) \eta_j \]
which forms a basis for A(1(E)). Since B is the inverse of ̂F(ξ) and ̂F(ξ) corresponds to the columns i_1, ..., i_n of the matrix ̂F, the new differential forms are of the form
\[ \alpha_\ell = d\xi_{i_\ell} + \sum_{j \notin \{i_1, ..., i_n\}} g_{ij}(\xi) d\xi_j \]
Note that g_{ij}(ζ) are C^w(ζ) functions that have modulus of continuity w_2(ζ) with respect to variables \{ξ_i\} for i ∈ \{i_1, ..., i_n\}. Indeed the functions f_{ij} satisfy these properties and so do the entries of the matrix ̂F(ξ). Therefore the matrix B(ξ) whose entries are formed by taking quotients, products and sums of elements of ̂F(ξ) have the same properties, by Proposition A.1. Since g_{ij} are obtained by products and sums of entries from B(ξ) and f_{ij} and 1’s they also have the same property, again by Proposition A.1. Defining the vector-fields for \ell \notin i_1, ..., i_n
\[ X_\ell = \frac{\partial}{\partial \xi_\ell} + \sum_{j \notin \{i_1, ..., i_n\}} g_{ij}(\xi) \frac{\partial}{\partial \xi_j} \]
we see that E is spanned by X_\ell, and so is transverse to \{\frac{\partial}{\partial \xi_j}\} for j ∈ \{i_1, ..., i_n\}. And in particular with respect to variables \{ξ^j\} for j ∈ \{i_1, ..., i_n\}, E has modulus of continuity w_2(ζ) and in general it has modulus of continuity w_1(ζ) where w_1(ζ), w_2(ζ) satisfy (1.3). And so by theorem 3 E is uniquely integrable.

This completes the proof of theorem 2.

Proof of proposition 1.8 Note that solving the PDE given in the proposition is equivalent to integrating the system of differential forms
\[ \eta_i = dy^i - G_i(y^j) \sum_{j=1}^{m} \frac{\partial H_i}{\partial x^j}(x) dx^j, \]
We will prove that these differential forms satisfy strong asymptotic involutivity and strong exterior regularity.

Let G_i^k and H_i^k be mollifications of H_i and G_i. Then denote
\[ \eta_i^k = dy^i - G_i^{1/k}(y^j) \sum_{j=1}^{m} \frac{\partial H_i^{1/k}}{\partial x^j}(x) dx^j. \]
Note that ||\eta_i^k - \eta_i||_\infty → 0. This is because by proposition A.2 if a function H is C^1, and H^\varepsilon are its mollifications, then derivatives of H^\varepsilon converge to derivative of H.
Denoting the differential form \( \alpha^k_i = \sum_{j=1}^{m} \frac{\partial H^{1/k}_{ij}}{\partial x^j}(x) dx^j \), this system can be written as

\[
\eta^k_i = dy^i - G_i^1(y^i) \alpha^k_i.
\]

Let \( d_x \) be the exterior differentiation with respect to only \( x \) coordinates. Then \( \alpha^k_i = d_x H^{1/k}_i \), so \( d\alpha^k_i = d^2_x (H^{1/k}_i) = 0 \). Therefore

\[
d\eta^k_i = - \frac{\partial G^1_{i\ell}}{\partial y^\ell}(y^i) dy^i \wedge \alpha^k_i.
\]

Now let us show strong asymptotic involutivity:

\[
\eta^k_1 \wedge \ldots \wedge \eta^k_n \wedge d\eta^k_\ell = - \sum_{i=1}^{n} (dy^i - G_i^1(y^i) \alpha^k_i) \wedge \frac{\partial G^1_{i\ell}}{\partial y^\ell}(y^i) dy^\ell \wedge \alpha^k_\ell.
\]

Note that \( \alpha^k_\ell \wedge \alpha^k_i = 0 \) therefore the expression above reduces to

\[
= -dy^\ell \wedge \sum_{i \neq \ell} (dy^i - G_i^1(y^i) \alpha^k_i) \wedge \frac{\partial G^1_{i\ell}}{\partial y^\ell}(y^i) dy^\ell \wedge \alpha^k_\ell.
\]

However the expression above now contains a term of the form

\[
dy^\ell \wedge \frac{\partial G^1_{i\ell}}{\partial y^\ell}(y^i) dy^\ell
\]

which is 0. Therefore

\[
\eta^k_1 \wedge \ldots \wedge \eta^k_n \wedge d\eta^k_\ell = 0.
\]

So by Theorem 4 this system is integrable. This proves Proposition 1.8. 

### 4.5 Proof of Theorem 1

Now we show how Theorem 2 implies Theorem 1. We want to show uniqueness of solutions for the ODE given in equation (1.1). We will prove Theorem 1 by showing that it is a special case of Theorem 2 with \( m = 1 \) (so that there is no \( j \) index for \( \hat{F} \)).

First note that it can be written as the PDE:

\[
\frac{\partial y^i}{\partial t} = F^i(t,y) \tag{4.2}
\]

Then the matrix \( \hat{F}(\xi) \) defined in Theorem 2, specialised to the case of Theorem 1, is the \( n \times (n+1) \) matrix which is obtained by adjoining \( n \times n \) identity matrix with the column vector formed from \( F(\xi) \). We recall that \( \hat{F} = (F, 1) \). The condition \( \hat{F}^i(\xi) \neq 0 \) with \( i = 1, 2, \ldots, n+1 \) in Theorem 1 is equivalent to the condition \( \text{det}(\hat{F}^I(\xi)) \neq 0 \) with \( I = (1, 2, \ldots, i-1, i+1, \ldots, n+1) \) in Theorem 2. And moreover the condition 1.7 given in Theorem 2 is equivalent to the condition 1.3 given in Theorem 1.

This finishes the proof of Theorem 1.
A Appendix

In the appendix we prove or cite some properties of modulus of continuities and mollifications that we use in section 4.

A.1 Modulus of continuity

**Proposition A.1.** Let \( f, g : U \subset \mathbb{R}^n \to \mathbb{R}^m \) be function with modulus of continuity \( w_f(s), w_g(s) \). Let \( K = \max\{\sup_s f(s), \sup_s g(s)\} \) and \( c = \inf_s \{g(s)\} \). Then

1. Then \( f + g \) has modulus of continuity \( w_f(s) + w_g(s) \).
2. If \( K \leq \infty \), \( f, g \) has modulus of continuity \( w_f(s) + w_g(s) \).
3. If \( c > 0 \) then \( \frac{f}{g} \) has modulus of continuity \( w_f(s) + w_g(s) \).
4. The function \( -x \ln(x) \) has modulus of continuity \( -x \ln(x) \) for \( 0 < x < \frac{1}{e} \).
5. The function \( x^n \) for \( 0 < \alpha < 1 \) has modulus of continuity \( x^n \).
6. Assume \( f(x^1, ..., x^n) \) has modulus of continuity \( w_f(s) \) with respect to each variable. Let \( w(s) \) be a bounded, convex function such that \( w_i(s) \leq w(s) \) for all \( s \). Then \( f(x) \) has modulus of continuity \( w(\sqrt{2}s) \).
7. Assume \( f = (f^1(x^1, ..., x^n), ..., f^n(x^1, ..., x^n)) \) is such that each \( f^i \) has modulus of continuity \( w^i_j \) with respect to variable \( x^j \). Let \( w^i_j(s) \) be such that \( w^i_j(s) \leq w^i_j(s) \) for all \( i \). Then \( f \) has modulus of continuity \( w^i_j(s) \) with respect to variable \( x^j \).

**Proof.** For the first one

\[
|f(x) + g(x) - f(y) - g(y)| \leq |f(x) - f(y)| + |g(x) - g(y)| \leq w_f(|x - y|) + w_g(|x - y|)
\]

For the second one

\[
|f(x)g(x) - f(y)g(y)| \leq |f(x)g(x) - f(y)g(x)| + |f(y)g(x) - f(y)g(y)| \\
\leq K(w_f(|x - y|) + w_g(|x - y|))
\]

For the third one note that \( \frac{f}{g} = f \frac{1}{g} \) and that

\[
\left| \frac{1}{g}(x) - \frac{1}{g}(y) \right| = \left| \frac{g(y) - g(x)}{g(x)g(y)} \right| \leq \frac{1}{c^2}w(|x - y|)
\]

For the fourth and the fifth one see [1]. For the sixth one consider the case \( f = f(x^1, x^2) \),

\[
|f(x^1, x^2) - f(y^1, y^2)| \leq |f(x^1, x^2) - f(y^1, x^2)| + |f(y^1, x^2) - f(y^1, y^2)| \\
\leq w_1(|x^1 - y^1|) + w_2(|x^2 - y^2|) \leq w(|x^1 - y^1| + |x^2 - y^2|)
\]

Since \( |x^1 - y^1| + |x^2 - y^2| \leq \sqrt{2}(|x^1, x^2) - (y^1, y^2)| \) we get

\[
|f(x^1, x^2) - f(y^1, y^2)| \leq w(\sqrt{2})(|x^1, x^2) - (y^1, y^2)|
\]
The last one is also almost direct, indeed

\[
|f(x^1, ..., x^j + t, ..., x^n) - f(x^1, ..., x^j, ..., x^n)|^2 = \sum_{i=1}^{m} |f^i(x^1, ..., x^j + t) - f^i(x^1, ..., x^j)|^2
\leq \sum_{i=1}^{m} Kw^2_j(|t|) \leq \mathcal{K}' w_j^2(|t|).
\]

\[\square\]

A.2 Mollifications

In this section we investigate the modulus of continuity of the standard sequence of mollifications. We recall that, for a continuous function \(f(x^1, ..., x^n)\), the family of mollifiers of \(f\), \(\{f^\epsilon\}_{\epsilon > 0}\) is defined by

\[
f^\epsilon(x) = \int_{B(x,\epsilon)} \phi_\epsilon(y) f(x - y) dy
\]

where \(\phi_\epsilon(y) = \epsilon^{-n} e^{\frac{\epsilon^2}{|y|^2 - \epsilon^2}} / I_n\) for \(|y - x| < \epsilon\) and \(I_n = \int_{B(x,\epsilon)} e^{\frac{\epsilon^2}{|y|^2 - \epsilon^2}} dy\).

The following properties of mollifications are similar to those used in [32] but are formulated here in terms of modulus of continuity rather than the Hölder norm.

**Proposition A.2.** Assume \(f(x^1, ..., x^n)\) is a continuous function with modulus of continuity \(w\) and, for \(j = 1, ..., n\), let \(w_j\) be the modulus of continuity of \(f\) with respect to the variable \(x^j\). Then there exists a constant \(K > 0\) such that for all \(j = 1, ..., n\) and \(\epsilon > 0\) we have

\[|f^\epsilon - f|_\infty \leq \frac{K}{\epsilon^n} \int_{|s| \leq \epsilon} s^{n-1} w(s) ds\]

and

\[|\partial f^\epsilon / \partial x^j| \leq \frac{K}{\epsilon^{n+1}} \int_{|s| \leq \epsilon} s^{n-1} w_j(s) ds.\]

**Proof.** For the first inequality we have

\[|f^\epsilon(x) - f(x)| = \int_{B(0,\epsilon)} |\phi_\epsilon(x)| f(x - y) - f(x) |dy \leq |\phi_\epsilon|_\infty \int_{B(0,\epsilon)} w(|y|) dy.
\]

To get the bound in the statement, we first observe that \(|\phi_\epsilon| \leq \epsilon^{-n}\) and the bound of \(\int_{B(0,\epsilon)} w(|y|) dy\) follows from a standard change of coordinates by passing to polar coordinates \((r, \theta_1, ..., \theta_{n-1})\) for which the volume form is \(dV = r^{n-1} f(\theta) dr d\theta_1 ... d\theta_{n-1}\).

For the second inequality, first note that for every \(j = 1, ..., n\) we have

\[\int_{B(0,\epsilon)} \frac{\partial \phi_\epsilon}{\partial x^j} = 0\]

and

\[\frac{\partial \phi_\epsilon}{\partial x^j}(x) = \frac{1}{\epsilon^{n+1}} \frac{\partial \phi}{\partial x^j}(\frac{x}{\epsilon})\]
where \( \phi(x) = e^{1/(|x|^2-1)} \) for \( |x| < 1 \). Moreover, letting \( \hat{y}_i = (y_1, \ldots, y_{i-1}, 0, y_{i+1}, \ldots, y_n) \) we have
\[
\left| \int_{B(0, \epsilon)} \frac{\partial \phi}{\partial x^j}(y) f(x - \hat{y}_i) dy \right| = 0 \tag{A.4}
\]
as can be seen by rewriting the integral as a multiple integral with respect to the coordinates and noticing that with respect to the \( i \)'th coordinate, the function \( f(x - \hat{y}_i) \) is a constant function. Therefore it comes out of the integral and multiplies \( \int_{B(0, \epsilon)} \frac{\partial \phi}{\partial x^j}(y) dy \) which is equal to zero by (A.2). From (A.4), we can write
\[
\left| \frac{\partial f}{\partial x^i}(x) \right| = \left| \int_{B(0, \epsilon)} \frac{\partial \phi}{\partial x^j}(y) f(x - y) dy \right| = \left| \int_{B(0, \epsilon)} \frac{\partial \phi}{\partial x^j}(y)(f(x - y) - f(x - \hat{y}_i)) dy \right|
\]
Bounding \( \frac{\partial \phi}{\partial x^j}(y) \) by \( |D \phi|_{\infty} \) and using the modulus of continuity of \( f \) with respect to the \( j \)'th coordinate we have
\[
\left| \frac{\partial f}{\partial x^i}(x) \right| \leq |D \phi|_{\infty} \int_{B(0, \epsilon)} w_j(|y|) dy \leq |D \phi|_{\infty} \frac{1}{e^{n+1}} \int_{|s| \leq \epsilon} s^{n-1} w_j(s) ds
\]
where the last inequality is again achieved by passing to polar coordinates and using equation (A.3). This finishes the proof of the proposition.

\[
\square
\]
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