A comprehensive analysis of Protein Data Bank reveals low desolvation penalty in π-cation system
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Abstract

Cation-π interactions widely exist between ligand-protein interfaces, attracting much attention in molecular recognition in recent years. Interactions named cation-π and π-cation (cationic vs arene small molecular ligands) shall be separately considered in drug and pesticide design process. The two interactions involved in ligands and protein pockets may differ in energy features and therefore offers significant inspiration for drug and pesticide design. However, an in-depth study on differences between cation-π and π-cation systems from an energy perspective is still lacking. In this study, we calculated and compared cation-π and π-cation systems in terms of physicochemical properties of ligand/protein and solvation effect. It seems that the desolvation penalty of the cation-π systems was relatively higher than the π-cation pairs, even though these interactions both can improve the ligand activity. This is the reason for evolution converged on π-cation interactions in the cation-π-mediated proteins. The π-cation interaction facilitating the inhalation of ligand to the pocket may provide a new sight for the molecular design of pharmaceuticals and pesticides.
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**Introduction**

The cation-π interaction, dominated by the electrostatic attraction between electron-rich aromatic rings and positively charged groups, is an essential topic in structure-based drug and pesticide design [1-6]. Some instances have been reported in the modulation of receptor and ligand interactions. Douglas *et al.* found that cation-π interactions can modulate the N-methyl-d-aspartate (NMDA) receptor inhibitory potencies of inhaled drugs of abuse [7]. Borissow *et al.* illustrated that the cation-π interaction between adenophostin and Arg504 of Ins(1,4,5)P3R receptor is responsible for the high potency [8]. Zhu *et al.* revealed that the cation-π interaction between carboxamide fungicides and C_R46 in the Q-site of succinate-ubiquinone oxidoreductase contributes significantly to affinity [9]. Therefore, the cation-π interaction plays an important role in modulating molecular recognition between protein and ligand.

The definition of the interactions between cation and π in biological systems has experienced a long and complex process. Based on the initial definition from Dougherty *et al.*, cation-π interactions can arise between ligands and tryptophan (Trp), tyrosine (Tyr), phenylalanine (Phe), arginine (Arg), and lysine (Lys) [6, 10-12]. Being either cation or π ligand can classify such interactions into cation-π and π-cation pairs in drug or pesticide and target interactions (Fig. 1) [13]. The π element in a cation-π pair is typically provided by the side-chains of aromatic residues, Trp, Tyr, and Phe, while the positively charged ligands act as “cation”. For π-cation pairs, two protonated amino acids (Arg and Lys) are “cation”, with arene ligands providing the π element [14].
Recent attention has been paid to study various weak interactions in computational based drug and pesticide design [15-17]. For example, Wendler et al. put forward fitting functions by using different parameters to evaluate energies and detect hydrogen bonds [18]. The fitting functions describe hydrogen bonds in amino acid dimers and the cooperativity of hydrogen bond energies in water clusters quite well [18]. Chourasia et al. constructed an Aromatic-Aromatic Interactions Database and analyzed the connectivity patterns of π–π networks in proteins [19]. A cluster arrangement of aromatic residues represents a stronger propensity than a linear arrangement. Du et al. proposed an empirical formulation for the interaction energy calculation of cation-π in proteins, which can quantitatively determine cation-π interactions [20]. The computational approach can be precise in drug and pesticide design. However, the energetic difference between cation-π and π-cation in drug and protein interaction systems remains unclear. While understanding the difference between the two systems makes it easier to use cation-π and π-cation systems for rational drug and pesticide design. Therefore, there is a strong need to perform a systematic analysis of the energetic difference between these two interactions in all available protein structures.

In this study, we get 1334 cation-π systems and 2174 π-cation systems from 141,706 crystal structures in the PDB database by using Protein-Ligand Interaction Profiler (PLIP) [21]. The physicochemical properties and desolvation penalty were then calculated. Firstly, the physicochemical properties, such as hydrophobicity and the negative decadic logarithm of the ionization constant (pKa) of proteins and ligands, were studied [22-24]. Then, the binding energy was compared. The results showed that π-cation pairing can sharply reduce the energy of the desolvation penalty, which can facilitate the inhalation of the drug or pesticide into the pocket...
and promote the coevolution of proteins and ligands. The reduced desolvation penalty may be
induced by the physiochemical property difference between π-supplier and cation-supplier.
Therefore, taking a proper π-supplier of the ligand scaffold into account will guide how to design
potent drugs and pesticides.

Methods

The definition of cation-π and π-cation interactions

The PLIP was used to geometrically identify cation-π interactions with default parameters [21].
Furthermore, the cation-π and π-cation interactions were classified by the ligand groups.
Tertamine, quartamine, guanidine, and sulfonium ligands provided cations for cation-π
interactions. Aromatic ligands were π components in π-cation interactions.

The physicochemical property evaluation

The hydrophobicity of ligand binding pockets was obtained with Fpocket [25]. The pKa was
calculated using Hammett-Taft equation derived from plenty of libraries of experimental data.
The graphs of descriptors of proteins and ligands related to cation-π and π-cation interactions
were analyzed and edited by Origin2019b [26, 27].

Structural optimization

The Sander module of Amber16 was used to minimize the energy of complex structures with
implicit solvent [28]. The AMBER ff14SB force field was used for residues, and the general
AMBER force field (gaff) was used for ligands [29, 30]. The cutoff distance for the long-range electrostatic interaction was set at 10.0 Å. The minimization procedure consisted of the following three steps [31]. First, only hydrogens, ions, and water molecules were allowed to move, and the solute remained fixed with a constraint of 500 kcal mol⁻¹ Å⁻². Then, the backbone atoms of the protein were fixed, and other atoms were relaxed. Finally, all the atoms of the system were free to move. In each step, the steepest descent method was used for the first 2000 cycles and the conjugate gradient method was used for the next 1000 cycles to perform energy minimization [31].

Desolvation penalty evaluation

The desolvation penalty (SOL_value) analysis was performed based on Molecular Mechanics Poisson-Boltzmann Surface Area (MM/BSA), a common method for binding free energy calculation, which is performed using Amber16 software [32].

The protein-ligand complex binding energy (ΔG_bind) was estimated by the molecular mechanical (MM) gas-phase binding energy (ΔE_MM) and solvation energy (desolvation penalty) (ΔG_solv) shown in Equation 1 [27].

\[ ΔG_{bind} = ΔE_{MM} + ΔG_{solv} \] (1)

The ΔE_MM can be evaluated as the sum of the electrostatic energy (ΔE_elec), van der Waals interaction energy (ΔE_vdw) and the bond, angle, dihedral energies (ΔE_int) according to Equation 2.

The ΔG_solv can be divided into two parts – the electrostatic desolvation penalty (ΔG_PB/GB) and the nonpolar desolvation penalty (ΔG_np) (Equation 3).
\[ \Delta E_{\text{MM}} = \Delta E_{\text{int}} + \Delta E_{\text{ele}} + \Delta E_{\text{vdw}} \]  
(2)

\[ \Delta G_{\text{solv}} = \Delta G_{\text{PB/GB}} + \Delta G_{\text{np}} \]  
(3)

The SOL_value was defined as a partition ratio of the solvation energy (\(\Delta G_{\text{solv}}\)) in the sum of the molecular mechanical gas-phase binding energy (\(\Delta E_{\text{MM}}\)) and the solvation energy (\(\Delta G_{\text{solv}}\)) by using Equation 4.

\[ \text{SOL_value} = \frac{|\Delta G_{\text{solv}}|}{|\Delta E_{\text{MM}}| + |\Delta G_{\text{solv}}|} \]  
(4)

Results and discussion

Data content and analysis

To identify the difference between cation-\(\pi\) and \(\pi\)-cation interactions, we developed a workflow to collect cation-\(\pi\) and \(\pi\)-cation complex crystal structures from Protein Data Bank (PDB) (Fig. 2a). Approximately 60000 pdb files with small molecules were filtered out from 141706 crystal structures downloaded from the PDB database. Then, 8263 complex crystal structures with cation-\(\pi\) and \(\pi\)-cation interactions were geometrically identified through the PLIP. Finally, 1334 complexes with 1926 receptor-ligand cation-\(\pi\) interactions and 2174 complexes involved in 2643 receptor-ligand \(\pi\)-cation interactions were collected and classified according to the ligand groups. The number of complex crystal structures with \(\pi\)-cation interactions was about 1.63 times of that with cation-\(\pi\), indicating that the \(\pi\)-cation interaction was the more important component in the ligand and receptor interactions.

Further, the data analysis for cation-\(\pi\) and \(\pi\)-cation residue pairs was performed. The abundance
of Phe (324, 16.82%) and Tyr (327, 16.98%) was absolutely lower than that of Trp (1275, 66.20%) in cation-π interactions. For the π-cation interactions, the percentage of Arg was about 67.42%, which was relatively higher than that of Lys (32.58%, Fig. 2b). These results implicated that Trp and Arg were essential in the cation-π and π-cation interactions, which was consistent with the previous results [33-35].

Properties of protein pockets and ligands

As we all known, the chemistry community recognized the cation-π interaction as a major force for molecular recognition, joining the hydrophobic effect [36]. Therefore, the hydrophobicity, hydrophily, and other properties of proteins and ligands were evaluated. The hydrophobicity score of ligand binding pockets was calculated based on the method proposed by Monera et al [22, 37]. The higher score represents higher hydrophobicity. The calculated hydrophobic scores of two systems both ranged from -15 to 65 with the normal distribution (Fig. 3a). However, there was a slight difference between cation-π and π-cation: the hydrophobic scores of π-cation pairs clustered in the interval of -5 to 45, while the most scores of cation-π moved to the interval of 5 to 45. From violin plots, we found that most score (cation-π: 79.60%, π-cation: 77.60%) lied in the range of 5-35 (Fig. 3b). Nevertheless, the shape of π-cation moved down compared with that of cation-π, revealing that the binding pockets of cation-π were much more hydrophobic.
The hydrogen ion is the common proton in the ligands. The pKa is always used to describe the ability of acid dissociation, which is related to the solubility of the ligand [24, 38]. The smaller the value of pKa indicates the stronger the acid, in turn, the stronger base[39]. Hence, the pKa of ligands was studied to make the difference between cation-π and π-cation systems. Just like the hydrophobic score, the ligands in π-cation pairs were the lower pKa biased (Fig. 4a). When the pKa was in the range 0 to 25, the possession percentage of π-cation systems was lower than the cation-π. For the range -15 to 0, the possession percentage of π-cation systems was much larger than that of cation-π. Fig. 4b showed the different shapes of two violin plots. In the π-cation system, there were two wide shapes in the interval of -10 to 0 and the interval of 0 to 10. For the cation-π systems, three wider sections were shown. Meanwhile, the first wide part of cation-π was relatively higher than that of π-cation. On the other hand, the last wide shape of π-cation was lower than the cation-π. The median of cation-π (~10) was higher than π-cation (~5). These results indicated that the basic ligands preferred to act as cations in cation-π systems.

Desolvation penalty difference

Solvation energy is a fundamental thermodynamic quantity to estimate the desolvation cost of a ligand-binding with a protein [40]. The effect of the desolvation penalty is important in drug discovery due to its influence on the inhalation of a drug into the pocket [41]. Accounting for the effect of solvent on the strength of molecular interactions has been a long-standing problem for structure-based drug design. From the above, we found that the strong basic ligands preferred to bind with the hydrophobic binding pockets to form cation-π, vice versa, the π-cation interaction would be formed. Hence, the solvent may be a dominant force to dictate the interaction of molecules and proteins with the opposite solubilities. Actually, the solvent exposure phenomenon
is frequently found in the residues involved in cation-π or π-cation interactions, and the
surrounding solvents may be one of the main factors to modulate the strength of cation-π or
π-cation interactions [42, 43]. In particular, some theoretical studies have established the
importance of the desolvation penalty for cation-π systems [42, 44-47]. However, whether there
is a difference in the desolvation penalty between cation-π and π-cation systems is still unknown.
In this study, the SOL_value, avoiding the system interference, was defined to determine the
overall influence of the desolvation penalty for the binding affinity according to Equation 4. If
the SOL_value is close to 0.50, the absolute value of ΔG_solv is clearly close to the absolute value
of ΔE_MM. In contrast, if the SOL_value tends to 0.00, the ΔG_solv is definitely close to 0.00,
resulting in a lower desolvation penalty for the binding affinity.
The distributions of SOL_value of 1334 complexes with cation-π interactions and 2174
complexes with π-cation interactions were analyzed. As shown in Fig. 5a, the SOL_value ranged
from 0.00 to 0.50 with 0.45 as a demarcation point. When the SOL_value was larger than 0.45,
there was more cation-π interaction (45.50%) than π-cation interaction (27.37%). When the
SOL_value is ranged from 0.45 to 0.47, the percentage of cation-π (26.76%) was much larger
than that of π-cation (13.01%). In contrast, the percentage of π-cation was larger than the
cation-π in the SOL_value ranges of 0.00–0.30, 0.30–0.40, and 0.40–0.45. The percentages of
π-cation were 25.71%, 22.63%, and 24.29%, respectively. The largest difference appears in the
SOL_value range of 0.00–0.30, in which the percentage of π-cation was 10.64% higher than that
of cation-π. The bottom of the violin plot of cation-π was much thinner than that of π-cation
systems, which demonstrates that there were fewer values in comparison to π-cation systems.
when tending to 0.00 (Fig. 5b). In summary, the SOL_values of over 72% of π-cation systems are much closer to 0.00. This means that the π-cation interactions in the complexes may result in a lower desolvation penalty which is conducive to the binding affinity. It is maybe the reason for the enrichment of π-cation in the natural systems.

**Case study**

The above results revealed that the hydrophobicity of cation-π pockets was relatively higher, while the strong basic cation ligands in cation-π pairs had a stronger ability to dissolve in the water. These properties led to the higher solvent effect in cation-π interactions. To further illustrate the values of π-cation and cation-π interactions, we collected a series of representative crystal structures with available experimental binding affinities, such as, the half-maximum inhibition concentration ($IC_{50}$) and the inhibitory constant ($K_i$) (Table S1 and S2). Further, we used two cases to explain the difference between cation-π and π-cation in the protein systems (Fig. 6a and b). Serine/threonine kinase acts as an essential component of the mitogen-activated protein kinase (MAPK) signal transduction pathway. MAPK1/ERK2 is one of the two MAPKs playing an important role in the MAPK/ERK cascade and is a key oncogenic pathway implicated in a variety of human cancers. The $K_i$ of ligand 33A was reduced from 2300nM to 86 nM after the chlorine and benzene ring substitution [48]. The benzene ring of 33A formed π-cation interactions with Lys52. On the other hand, the leukotriene 4 hydrolase (LTA4H) is a key target for the treatment of cardiovascular disease. The binding affinity of 27P ($IC_{50}$=26nM) was improved after the modification of 24P ($IC_{50}$=87nM) [49]. The nitrogen atom formed cation-π interaction with Tyr267 and Tyr378. It was common that the hydrophobicity score of the MAPK1 pocket for π-cation pair was lower than that of LTA4H for cation-π. Meanwhile, the
SOL_value was improved after the introduction of cation-π and π-cation interactions. However, these interactions both can strengthen the interaction of the ligand with receptors, even though the SOL_value of 27P-LTA4H (0.41) was much higher than 33A-MAPK1 (0.18). Meanwhile, it should be noted that the activity fold changed of 33A (26.74) was much higher than 27P (3.35). These results are consistent with our conclusion that the π-cation interaction has a lower desolvation penalty than cation-π systems, which would contribute to the ligand binding.

Conclusion

The cation and π interactions play an essential role in drug(pesticide)-target interaction. Differentiating cation-π and π-cation systems can facilitate the rational molecular design of pharmaceuticals and pesticides. We comprehensively compared the physicochemical properties of protein pockets and ligands and solvation energy for cation-π and π-cation systems in this study. Compared with a cation-π system, a π-cation system probably results in a lower desolvation penalty, which may facilitate the inhalation of ligand to the pocket and determine the coevolution of proteins and ligands. Due to the dependence upon the binding site of the target proteins in drug and pesticide design, the π-cation interaction is a valuable tool when the ligand contains an aromatic functional group. Therefore, taking a proper π-supplier of the ligand scaffold into account can guide drug and pesticide design.
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Figure legends

Fig. 1 Definition of cation-π and π-cation interactions. For the cation-π pair, the π system is typically provided by the aromatic side-chains of Trp, Tyr, and Phe, while the protonated ligand exists as the cation (PDB code: 1ax9). In the π-cation system, protonated Arg and Lys always act as cations with the arene ligands acting as a π partner (PDB code: 1bkm).

Fig. 2 (a) The workflow of screening cation-π and π-cation systems and (b) the number of residue pairs found in cation-π and π-cation systems. First, 141706 X-ray structures were downloaded from the PDB database. Then, approximately 60000 pdb files with small molecules were filtered out. Thirdly, 8263 complex crystal structures containing cation-π or π-cation interactions were screened by PLIP package. Finally, 1334 complexes with 1926 receptor-ligand cation-π interactions and 2174 complexes involved in 2643 receptor-ligand π-cation interactions were collected and classified according to the ligand groups.

Fig. 3 The histogram (a) and violin plot (b) of protein pocket hydrophobicity score in cation-π and π-cation systems.

Fig. 4 The histogram (a) and violin plot (b) of ligand pKₐ in cation-π and π-cation systems.

Fig. 5 The histogram (a) and violin plot (b) of SOL_Value in cation-π and π-cation systems.

Fig. 6 (a) Depicts of cation-π and π-cation interactions and (b) comparison of cation-π and π-cation interactions for IC₅₀/Kᵢ, hydrophobic score (Hyd score), and SOL_Value.
Fig 1.

a) Crystal structures from PDB (141706)
   Crystal structures with bound ligands (~60000)
   PLIP
   Complex including cation-π or π-cation interactions (8263)
   Filtering and Identification
   Complex including cation-π interactions (1334) and Complex including π-cation interactions (2174)

b) The number of residue pairs in cation-π and π-cation systems

|          | Cation-π (1334) | π-cation (2174) |
|----------|----------------|----------------|
| Trp      | 1275           | 1782           |
| Tyr      | 327            | 861            |
| Phe      | 324            |                |
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### The comparison of cation-π and π-cation interaction

| PDB | IC₅₀/Kᵢ (nM) | Hyd. score | SOL_Value | π | cation |
|-----|---------------|------------|-----------|----|--------|
| 2OJG | 2300 | 16.39 | 0.15 | | |
| 2OJI | 86 | 16.39 | 0.18 | 33A | Lys52 |
| 3FH5 | 87 | 42.41 | 0.39 | | |
| 3FH8 | 26 | 42.41 | 0.41 | Tyr267/378 | 27P |

Fig 6.