Quasi-periodic pulsations in a solar flare with an unusual phase shift
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ABSTRACT

Two kinds of processes could occur during the flare decay phase: processes of energy release or processes of energy relaxation. Quasi-periodic pulsations (QPPs) of the broadband emission are a good tool for the verification of mechanisms. We aim to study the processes during the decay phase of the X-class solar flare SOL2014-03-29T17:48. The observations in X-ray, microwave, and extreme ultraviolet (EUV) bands are exploited to study the fine temporal, spatial, and spectral structures of the flare. The periods, amplitudes, and phases of both the fluxes and physical parameters (emission measure, temperature) are studied using standard methods of correlation, Fourier, and wavelet analyses. It is found that the source of the QPPs is associated with the uniform post-flare loop. The X-ray source is located at the top of the arcade. QPPs with the similar characteristic time scales of $P \approx 74-80$ s are found in the X-ray (3–25 keV) and microwave (15.7 GHz) emissions. Besides, QPPs with the same period are found in the time profiles of both the temperature ($T_e$) and emission measure ($EM$). The QPPs in temperature and the QPPs in emission measure demonstrate anti-phase behavior. The analysis reveals the quasi-periodic process of energy relaxation, without any additional source of energy during the decay phase. The periods of the QPPs are in a good agreement with second harmonic of standing slow magneto-acoustic wave in the arcade which could be triggered by a Moreton wave initiated by the flare in the direct vicinity of the arcade.
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1 INTRODUCTION

Solar flares are one of the most energetic events in the solar atmosphere, which emit in the entire range of the electromagnetic spectrum from gamma rays to radio wavelengths. Emission flux increases by several orders of magnitude with an energy release up to $10^{32}$ ergs within few minutes of the impulsive phase of the flare. Thereafter, the flux gradually decays to the quiescent level within a characteristic timescale.

The decay time depends on the mechanism in place.
for example, Isobe et al. 2002; Kolomański et al. 2011b, and references therein). Therefore, there is a need to identify which of the mechanisms operates in a given case.

A good tool for verification of the processes is hidden in the light curves of the flare emission. The light curves are frequently accompanied by periodic modulation of the emission, with sporadic fluctuations of the amplitude. This type of fine structures are called quasi-periodic pulsations, or QPPs (McLaughlin et al. 2018; Van Doorsselaere et al. 2016; Nakariakov & Melnikov 2009). QPPs were detected in all ranges of the electromagnetic spectrum, from radio to gamma rays (Kane et al. 1983; Nakariakov et al. 2010; Kupriyanova et al. 2010; Dolla et al. 2012; Su et al. 2012; Simões et al. 2015; Inglis et al. 2016; Goddard et al. 2016).

During strong solar flares, multiple layers of the solar atmosphere are involved in the process making it possible to do cross wavelength analysis of the emission. Parameters of the QPPs in different wavelength ranges are very sensitive to the variations of the parameters of the emitting plasma (temperature, density), the accelerated particles and the magnetic field. Therefore, QPPs are a good tool for diagnostics of both the physical parameters in the flare source and the mechanism. Particularly, they allow to determine whether the observed brightness variations are the result of modulation of the acceleration process itself or by modulating the emission of already accelerated particles (Kupriyanova et al. 2016).

The characteristic timescales, or periods, of the QPPs range from subsecond to several minutes, and sometimes they exhibit amplitude and period modulation (Kolotkov et al. 2015). During the decay phase, the QPPs frequently appear as damped quasi-harmonic signals (Kupriyanova & Ratcliffe 2016; Kim et al. 2012). The damping time is found to be proportional to the period of oscillations, and this proportion is similar for solar and stellar flares (Cho et al. 2016). The periods could evolve through their lifetime towards longer values (Dennis et al. 2017; Hayes et al. 2016) or may remain stable (Kupriyanova et al. 2010). The damping oscillations are generally interpreted as relaxation of the eigen oscillations in the flaring loops excited by the flare, e.g., standing fast- or slow-mode waves (for example, Ruderman 2011; Kim et al. 2012; Srivastava et al. 2013; Chowdhury et al. 2015; Cho et al. 2016; Guo et al. 2016). The decay of the long-duration events is explained by the presence of additional sources of energy as plasma downdflows (Shibasaki 2002) or magnetic reconnections (Isobe et al. 2002; Kolomański et al. 2011a). The light curves of these events also exhibit quasi-periodic variations (Mrozek et al. 2011). However, the mechanisms behind the variations are not known yet.

For example, the flare SOL2014-03-29T17:48 was strong enough both to produce a white light flare (Heinzel & Klein 2014) and to trigger a sunquake (Judge et al. 2014) and Moreton wave (Francile et al. 2016). Properties of this flare in different spectral ranges were intensively diagnosed by several authors (Woods et al. 2017; Rubio da Costa et al. 2016; Judge et al. 2014). Analyzing this flare, Young et al. (2015) provide evidence of the upflow of hot plasma into the loop arcade. Aschwanden (2015) have studied free magnetic energy evolution and found that its evolution is similar in coronal and chromospheric layers. However, no studies of the periodic properties of this flare were done. In this paper, we explore quasi-periodic processes during the decay phase of this solar flare. Analysing broadband emissions of the flare, we found an unusual phase behavior of the QPPs in the temperature (Te) and emission measure (EM) time profiles. We discuss different scenarios of the QPPs to explain this.

The paper is organized as follows. In Section 2 we describe observational data of the instruments used in this study and its analysis. Section 3 contains a brief outline of the method and results of the analysis of the parameters and sources of the QPPs. The principal mechanisms which could explain these observed periods and phase relationship are discussed in Section 4. Section 5 summarizes the principal results of the study.

2 DATA OF OBSERVATIONS

We used X-ray observations of the flare by the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) (Lin et al. 2002). As we can see in Figure 1 there were several changes of attenuators during the decay phase of the flare, resulting in large jumps of the data. The time interval 17:50–18:02 UT was without these jumps. Usage of the data of this period allowed us both to measure the localisation of the source and to analyse the time variability of the fluxes and plasma parameters. We processed the data with the RHESSI software (Schwartz et al. 2002) in order to construct the lightcurves, the images and the spectral data. The spectra were obtained with RHESSI’s capability to carry out imaging spectroscopy. This approach helped us to avoid problems with subtraction of the background. The fit of the RHESSI spectrum allowed us to reconstruct the time profiles of the flare plasma parameters such as the temperature (Te), the emission measure (EM) and the spectral photon index (γ). For that purpose, we fitted the spectra with a model consisting of an optically thin thermal bremsstrahlung radiation function and a power-law function. The minimal time cadence of RHESSI data is 4 seconds. However, in this case the signal-to-noise ratio for the plasma parameters turned out too low. According to preliminary estimates, the QPP periods were more than 60 seconds, and therefore we used a binning over 20 second windows for the reconstruction of the images and the imaging spectroscopy. This cadence is appropriate for analysis of periods over 60 seconds and gives a sufficient signal-to-noise ratio for the plasma parameters in the flare source. We applied the CLEAN and ForwardFit (FF) algorithms for image reconstruction and compared the
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Figure 1. The time profiles of X-ray and microwave emission during the flare. The top panel shows the comparison of the microwave emission by the RSTN and X-ray emission by GOES-15. The bottom panel shows the timeplots taken from RHESSI data. The vertical dashed lines marks the studied time period.

Figure 2. The spectra obtained with the imaging spectroscopy using the images reconstructed by CLEAN (the black colour) and ForwardFit (the red colour) algorithms. The results of fitting are shown by the corresponding colours. The thermal component of the fitting model is the dotted line and the power law component is the dashed line.

results of the spectral fitting for revealing possible instrumental effects. The comparison of the spectrum obtained using the images reconstructed by the different algorithms is shown on the Figure 2. Both spectra were obtained by applying masks for getting the flux from the images. We use a circular mask with a radius of 100 arcseconds for the images reconstructed by the CLEAN algorithm and the mask radius was 33 arcseconds for the images obtained by the FF algorithm. One can see that the fluxes obtained by the different methods are in good agreement. We used detector 9 (D9) for obtaining the spectra. This detector has the lowest resolution (180") but the largest area. However, data from the RHESSI detectors D1, D3, D8 were also used both for image reconstruction and examination of the X-ray flux for various instrumental effects. The data from the detectors were processed, both integrated and separate for each detector. The spectra allowed to separate energy bands and their time series were used for period analysis. We used the optically thin thermal bremsstrahlung radiation function as the thermal component and the single power-law function or the thick2 algorithm for the description of the non-thermal component. The spectra obtained from the images were processed with standard methods using the SPEX package (Schwartz et al. 2002), automatically taking into account the albedo correction. This was necessary because our event was located not far from the solar disk center. This simple model provided us electron temperature ($T_e$), emission measure ($EM$), electron flux variation and electron power-law index. Besides the mentioned time series, we construct the time series of the errors $\chi$ of the fitting to check if the QPPs are an artefact of the fitting or not. We found that the variation of electron flux and power-law index coincided with the $\chi$ behaviour and concluded that the signal in these parameters is a result of the fitting. According to spectra seen on the Figure 2 the thermal component corresponded to ener-
gies up to $E < 12-15$ keV and the non-thermal component is definitely present for $E > 20-25$ keV.

### 2.2 EUV observations

In order to localize the source of the emission and to check its dynamic properties we performed comparative analysis of the HXR images with the images obtained by the Atmospheric Image Assembly (AIA; Lemen et al. 2012) on-board the Solar Dynamics Observatory (SDO). The AIA is a multifrequency full disc imager with spatial resolution of 1.5 arcsec with a pixel size of 0.6 arcsec. Particularly, we checked the emission of the spectral lines 131˚A (Fe VIII, Fe XXI, Fe XXIII) and 94˚A (Fe X, Fe XVIII). SDO/AIA provides the images with the best cadence time $\Delta t = 12.5$ s. This cadence is appropriate for analysis of periods longer than 40 s.

### 2.3 Microwaves

Microwave emission provides information about the accelerated electrons and about the emitting plasma. Comparison of the microwave of X-ray time profiles allows to judge about the source of the accelerated particles which produce both kinds of the emission. We use the full Sun observations of the ground-based Sagamore Hill Solar Observatory, USA (Guidice & Eadon 1981). This is one of the telescopes of the Radio Solar Telescope Network (RSTN) which observes solar radio emissions at eight frequencies, 0.245, 0.41, 0.61, 1.415, 2.695, 4.995, 8.8 and 15.4 GHz. The telescope provides the temporal resolution $\Delta t = 3$ s which is more than enough to analyze the periods found in the flare under study. The flare was pronounced at frequencies higher than 4.99 GHz (Figure 1). However, the pulsations are pronounced only in the time profile at 15.4 GHz (Figure 3). So, we selected this frequency for the following analysis.

### 3 ANALYSIS OF THE PARAMETERS AND SOURCES OF QPPS

#### 3.1 Method of data processing

In this study we analyze the periods and phases of the QPPs. The first step before proceeding to the period analysis is the reduction of the original time series by subtracting a low-frequency trend. We have applied a smoothing with a running average over different time windows to define the trend. We subtract the trend from the original time series. This technique was applied earlier, e.g. by O’Shea et al. (2007), and described and tested by Kupriyanova et al. (2010) for white noise. As the results for various time windows are identical, in this paper we show the results only for a time window of $\tau = 100$ s. The residual after subtraction is the high-frequency component. Subtraction of its average value makes it appropriate for the further periodic analysis.

Alternatively, we apply the Fourier filtration method to define the high-frequency component independently (e.g. Inglis & Nakariakov 2000). The results are compared for both methods. The exceptions are the time series of $EM$, $T_e$, and $\chi$ have been obtained with $\Delta t = 20$ s. These time series are too short for applying the smoothing procedure. So, we extract their high-frequency component via Fourier filtration only.

We check the periodic properties of the time series by applying the standard Morlet wavelet transform (Torrence & Compo 1998). We consider white noise and red noise to calculate the confidence level for the detected periods. We have also calculated the global wavelet spectra of the data sets and compare it with the Fourier periodogram.

To analyze the phase properties of time series we use the high-frequency component extracted using the method of Fourier filtration. This method is preferable because it extracts the high-frequency component keeping the original phase of the pulsations. On the contrary, smoothing methods could distort the phase of a signal. We use a Fourier filter from 55 s to 125 s zeroing Fourier powers outside the filter.

The phase relationship $\Delta \phi$ between the oscillations in two different time series are analyzed using two standard methods: cross-correlation analysis and Fourier transform. For the first method, a cross-correlation function between two time profiles is calculated. The phase delay is a time lag between the maximum of the cross-correlation function and the zero time lag. This method is widely used in solar coronal seismology (see, for example, Anfinogentov et al. 2013; Fleishman et al. 2002). In the second method, the phase is calculated based on the fast Fourier transform (for example, Fleishman et al. 2002). The Fourier frequency spectrum $z$ at frequency $\nu$ is a complex number $z_{\nu} = Re(z_{\nu}) + iIm(z_{\nu})$. The phase at the selected frequency $\nu$ is determined by $\phi_{\nu} = \arctan \left( \frac{Im(z_{\nu})}{Re(z_{\nu})} \right)$. So, the phases are calculated for the two considered time series and then the phase difference between them is found.

### 3.2 Periods

Figure 4 shows the results of the wavelet analysis of the time series of the hard X-ray in four energy bands (panels (a)–(c)) and microwave emissions (panel (d)). Note that we have analyzed the RHESSI data both integrated over all the detectors and obtained separately by detectors D1, D3, D8, and D9. Significant variations of the time profiles with a period $P \approx 72$ s are found both in the integrated data and in the time profiles obtained by the separate detectors D8 and D9, but no significant periods were found for the detectors D1 and D3. The wavelet spectra for D8 and D9 are similar within each energy band. So, we plot in panels (a)–(c) the wavelet spectra for the less noisy detector D9 only.

The periodic properties of the time series of the temperature and emission measure are presented in Figure 5. Each panel in Figure 4 and Figure 5 contains the wavelet power spectrum (colored plot) and global wavelet spectrum (to the right of colored plot) of the high-frequency component of different data. We have fixed the width of the smoothing interval to $\tau = 100$ s. In each panel, the normalized time series is over-plotted in the wavelet power spectrum. The green contour indicates the 95% significance level. The red noise background spectrum was chosen for the calculation of the significance level. The plot to the right of the colored one is the global wavelet spectrum obtained by integration of the wavelet power spectrum over time. The dashed line here shows the 95% significance level assuming the more strict red noise.
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The error of the period is commonly defined by both the Fourier frequency sampling and the width of the spectral peak in the periodogram or wavelet spectrum. The frequency sampling is equidistant in contrast to the period sampling, which is \( P = 1/f \). For the period, the error bars are not equal at both sides of the spectral peak. In the paper, we thus use both error values for the periods. So, we obtain a period \( P \approx 72^{\pm 6} \) s, where the errors are determined by the Fourier frequency grid. The uncertainty in the period caused by the width of the spectral peak in the wavelet spectrum is \( \Delta P_{\text{HWHM}} \approx 15 \) s.

A similar period \( P \approx 70-75 \) s is detected in the microwave emission at frequency 15.7 GHz. The fact that a similar periodicity is found in different time series with different instruments provides evidence in favor of this periodicity not being artificial, and that it relates to a solar phenomenon. The spectral peak in the global wavelet spectrum is wider than that obtained for the HXR emission resulting in an error of \( \Delta P_{\text{HWHM}} \approx 13 \) s.

Moreover, time profiles of the temperature and emission measure (see Section 2.1) demonstrate the same periodicity, \( P \approx 74-80 \) s (Figure 5). Here we have used a cadence time of \( \Delta t = 20 \) s, which we chose in order to increase the signal-to-noise ratio. This time resolution is high enough to resolve the 80-s periodicity. The uncertainties of the period are \( \Delta P_{\text{FFT}} \approx 12 \) s and \( \Delta P_{\text{HWHM}} \approx 15 \) s.

Note that the shortest period in the vertical axis in Figure 4 and Figure 5 is defined as double time resolution, \( 2\Delta t \). In Figure 4 we use data with \( \Delta t = 4 \) s. Therefore, the shortest period, that can be defined by wavelet transform, equals to 8 s. In Figure 5, \( \Delta t = 20 \) s causes the shortest period to be equal to 40 s, leaving blank the part of the wavelet spectrum below that value.

3.3 Phases

The analysis of phase relationships between the time profiles of the temperature, emission measure and flux at 12–25 keV was performed. The total (with trend) time series of temperature, emission measure and flux at 12–25 keV derived from X-ray RHESSI data using the imaging spectroscopy method (see upper plot at Figure 6) are plotted in the upper panel. Here, the time profiles of \( T_e \) and \( E M \) are shown in their absolute values while the time profile of the flux is normalized over the maximum of \( E M \). The cadence time is \( \Delta t = 4 \) s. The high-frequency components of the time profiles are shown in the bottom-left panel. The cross-correlation functions between \( E M \) and \( T_e \), between \( T_e \) and flux and between \( E M \) and flux are shown in the bottom-right panel. Taking into account that the uncertainty is about the cadence time \( \Delta t = 4 \) s, we could assert the in-phase behavior of the oscillations of the flux and emission measure. Two other cross-correlation functions show anti-phase behavior with the phase shift \( \Delta \phi \approx 36-40 \) s the oscillation of \( T_e \) relative to the oscillations of \( E M \). A similar relation is also obtained from the Fourier transform.

3.4 Spatial features in X-rays and EUV related with QPPs

X-ray emission at the flash (or impulsive) phase clearly shows the loop top source at 12–25 keV and two footpoints at 50–100 keV (dashed contours in Figure 7, right panel). During the decay phase of the flare related with the QPPs, we were able to localize the source of X-ray emission within 12–25 keV energy band only. The source located on the top of the loop arcade clearly seen in EUV emission (see Figure 7, left panel).
Figure 4. Wavelet power spectra of the following time series: (a) the RHESSI flux at 3–6 keV, (b) the RHESSI flux at 6–12 keV, (c) the RHESSI flux at 25–50 keV, (d) the RSTN flux at 15.4 GHz. The time axis corresponds to the interval 17:50:00–17:59:00 UT. The cadence time is $\Delta t = 4$ s. See Section 3.2 for a detailed description.

Figure 5. Wavelet power spectra of the following time profiles: (a) temperature, (b) emission measure, (c) errors of the spectral fitting. The time axis corresponds to the interval 17:53:04–17:58:11 UT. The cadence time is $\Delta t = 20$ s. See Section 3.2 for a detailed description.

Analysis of the dynamics of the source at 12–25 keV reveals that the source remains stable during the whole decay phase (solid contours in Figure 7, right panel). Note that the X-ray source keeps a stable position during the decay phase. Moreover, its size does not change through the decay phase.

Using EUV images, we estimate size of the arcade: the length of the loops in the arcade is $L \approx 17–22$ Mm and the length of the arcade is about 10–12 Mm.

Summing up the results of the study done in Section 3, we emphasize the following features of the QPPs.

(i) The period of QPPs is $P \approx 80$ s and it is similar in both X-rays and microwaves. The fact that the properties of the QPPs are similar in different wavelength ranges proves that the QPPs are real, and they are not an artefacts of the data handling.

(ii) On the other hand, similar QPPs are observed by both ground based radio telescope and X-ray satellite. This excludes the possibility of the QPPs as an effect of the atmosphere of the Earth.

(iii) Moreover, QPPs with the same period are found in the time profiles of the temperature and emission measure with the anti-phase behavior of those time profiles.
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Figure 6. Upper panel: the total time series of temperature $T_e$ (red), emission measure $E_M$ (blue) and flux at 12–25 keV (black). The cadence time is $\Delta t = 4$ s. Lower left panel: the high-frequency component of the time profiles of $T_e$ (red), $E_M$ (blue) and flux at 12–25 keV (black). Lower right panel: cross-correlation functions between $E_M$ and $T_e$ (black), between $T_e$ and flux at 12–25 keV (red) and between $E_M$ and flux at 12–25 keV (blue). The colored vertical dashed lines indicate the maxima of the corresponding cross-correlation functions.

Figure 7. Left panel: positions of the hard X-ray sources (green and blue contours) relative to the loop arcade in SDO/AIA 131 Å emission (background image). Right panel: the dynamics of the HXR source at 12–25 keV through the decay phase is shown by the solid colored contours. The dashed contours correspond to the emission at flare maximum at 12–25 keV (green contours), 25–50 keV (blue contours), and 50–100 keV (pink contours). The background image shows 12–25 keV emission at the beginning of the decay phase (15:50:40 UT).

(iv) The source of the X-ray emission in which the QPPs were found is located at the top of the small almost uniform loop arcade.

What model explains the features of the QPPs on the decay phase? In the next section we discuss the scenarios which would explain the periods and unusual phases of the QPPs during the decay phase.
4 INTERPRETATION

4.1 Interpretation of the period

We found QPPs with periods $P \approx 74$–80 s in different data: in X-rays at energies of 3–25 keV, in microwaves at 15.7 GHz, and in both the temperature and emission measure. The quality of the oscillations is rather low, each time profile contains from 5 to 6 periods before damping to the noise level.

The variation of the emission measure found in our study implies a variation of either the flaring volume or the plasma density. The kink mode is weakly compressible resulting in density (temperature) perturbations of 0.3–0.4% of the equilibrium value (Van Doorsselaere et al. 2008b; Goossens et al. 2012; Van Doorsselaere et al. 2008a). Variations of a volume are also negligibly small. Moreover, for kink waves, it is expected that the $EM$ and $T_e$ are in phase (Yuan & Van Doorsselaere 2016). Thus, multiple waves should be excited to have the observed, almost anti-phase, behavior, and this is highly unlikely.

So, we consider slow magneto-acoustic (SMA) and fast sausage modes. Both modes are compressible and modulate plasma density (SMA mode, sausage mode) or volume (sausage mode) producing a signature in the $EM$ (Antolin & Van Doorsselaere 2013; Reznikova et al. 2014; Yuan et al. 2015). However, it is difficult to associate the observed QPPs with the sausage mode because its period is usually of the order of a few seconds, i.e. much shorter than the observed periods. We use the following values obtained in Section 3.2 and Section 3.3 to estimate the periods of an MHD mode: loop length $L \approx 17$–22 Mm, temperature $T_e \approx 1.1$–1.6 MK. Using $EM \approx 0.6$–0.9 $\times 10^{49}$ cm$^{-3}$ and the linear source size of 10”, we estimate a plasma density $N \approx 1.2$–1.5 $\times 10^{11}$ cm$^{-3}$. The assumed magnetic field is $B \approx 100$–150 G which is reasonable for a small loop arcade. For the given configuration, a phase speed of 170–200 km/s is estimated using the dispersion equation (Nakariakov 2007). The corresponding period of the global standing SMA mode is too long to explain the observed period. On the contrary, period of the second harmonic of the standing SMA mode is estimated as $P \approx 73$–95 s. This value matches much better the observed period. Moreover, the enhanced compression caused by the second harmonic occurs at the footpoints and, especially, at the loop top. This should result in that the maximal flux variations are expected to be at the loop top. This facilitates the detection of the QPPs in the X-ray source observed at the top of arcade (see Figure 7). Unfortunately, we can not check the variations in the footpoints because they are not pronounced in X-rays. Thus, we conclude that second harmonic of the standing slow magneto-acoustic mode is the most likely explanation for the observed periods.

4.2 Interpretation of the phase shift

The damping oscillations in the emission measure and temperature have an unusual anti-phase behavior with the phase shift is about $\Delta \varphi \approx 40$ s (Figure 6). In this Section we discuss different scenarios for these features.

4.2.1 Non-ideal MHD

A phase is introduced between the density and temperature, when thermal conduction (or other non-ideal effects) is introduced when modelling slow magneto-acoustic waves. On the one hand, the density is ahead of the temperature for the standing slow waves (Owen et al. 2009; Mandal et al. 2016). On the other hand, the density is behind the temperature for thermal conduction fronts (Fang et al. 2015). However, having a half-period phase shift $\Delta \varphi \approx P/2 = \pi$, it is difficult to decide which oscillations are started first. Note that the work by Krishna Prasad et al. (2018) also finds a phase shift of $\pi$ between temperature and emission measure for slow waves in fan loops.

Previously, the effect of the phase delay has been used to measure the thermal conduction with propagating slow waves in coronal loops (Van Doorsselaere et al. 2011; Wang et al. 2015). Therefore, the phase shift between the density and temperature is compatible with such a model of a standing slow wave including thermal conduction. Using the formulae in the previous papers, we can estimate the value for the thermal conduction coefficient. Using estimates for the temperature $T_e \approx 1.1$–1.6 MK (see Section 3.3) we expect the Spitzer thermal conductivity parallel to the magnetic field equals to $k_\parallel = 7.8 \times 10^{-7} T_e^{1/2} \approx 2.2 \times 10^{-5} 4.6 \times 10^6$ erg cm$^{-1}$ s$^{-1}$ K$^{-1}$. Unfortunately, in the case of the anti-phase oscillations, we can not check if the observed phase shift $\Delta \varphi$ corresponds well to the estimated thermal conductivity because Equation (4) in (Wang et al. 2015) is true for $\Delta \varphi$ from 0 to $\pi/2$ only.

4.2.2 Non-linearity

Another possibility for causing the phase delay could be non-linear behavior of the slow waves, that could lead to non-intuitive behavior for density and temperature. It is expected that the waves are non-linear, because the amplitude of the waves is very large in flares. Recently, the non-linear behavior of slow waves was modeled by e.g. Nakariakov et al. (2017), but they did not focus on the phase delay between density and temperature in the non-linear regime. However, non-linear behavior of the wave would also result in non-sinusoidal variation of the intensity, density and temperature. This would result in the detection of higher harmonics in the signal (Dubinov & Kolotkov 2018), but this is not seen in our observations.

4.2.3 Multiple loops

It is also possible that the phase shift is caused by the intensity variations in different subsequent loops in the flaring arcade. This would be compatible with the observed Morton wave (Francile et al. 2016), which could have sequentially perturbed the loops in the arcade. The phase shift could then be determined by the periodic enhancing of the intensity of different loops, resulting in this peculiar phase shift. However, the question then is how the period remains so stable. If the sound speed is slightly different in two loops, then the oscillations would go out of phase very rapidly destroying the coherence between two loops. Still, it may work with an arcade, because the loops are probably more or less equally long and their temperature is not too different either.
The coherent emission between subsequent loops would also explain the apparent slow cooling of the loop, which is happening on a much longer time scale than the thermal conduction time scale. One loop would rapidly cool down and disappear from the passband, but while it cools down a new one (almost co-spatial) would cool into the passband as well, significantly lengthening the time the “loop” is visible in the passband. This scenario implies the progression of the X-ray source along the axis of the arcade, towards the North-West. However, the drift is not pronounced in images (Figure 7, right panel). Probably, the spatial resolution of RHESSI is too low to detect the drift across the small arcade.

4.2.4 Additional heating processes
We could also consider the Moreton wave as an indirect reason of the QPPs. Analyzing this event, Francile et al. (2016) found both the Moreton wave which was triggered by the flare and its counterpart in the corona in EUV emission. The speed of the wave in the chromosphere \( v_{M,hr} \approx 461–715 \text{ km/s} \) in these sectors. The corresponding speed in the corona is \( v_{M,cor} \approx 956–1240 \text{ km/s} \). Using the average value the wave speed \( \bar{v}_{M,hr} \approx 588 \text{ km/s} \) and the length of the arcade 11 Mm (see Section 2) one finds that the wave passes through the arcade in 19 s. This time is four times shorter than the period of the QPPs. Moreover, having such speed the Moreton wave passes through the arcade much earlier than the oscillations of \( T_e \) and \( EM \) become pronounced. So, the Moreton wave cannot be the direct cause of the QPPs. But, propagating along the arcade axis the Moreton wave could perturb plasma in the loop footpoints simultaneously during the impulsive flare phase. This may trigger the second harmonic of the standing slow magneto-acoustic mode in the loops (Nakariakov et al. 2004; Tsiklauri et al. 2007; Tsiklauri et al. 2011; Kumar et al. 2015). Nakariakov & Zimovets (2011) suggested a model in which a slow magneto-acoustic wave may trigger reconnection in the current sheet above the arcade. The reconnection leads to multiple acts of energy release and therefore increasing plasma temperature with subsequent increase of emission measure.

5 CONCLUSIONS
Based on the analysis presented in this paper, quasi-periodic pulsations with a period \( P \approx 80 \text{ s} \) are found in the microwave and X-ray emissions during the decay phase of the solar flare SOL2014-03-29T17:48. The similarity of the periods in both X-rays registered by spacecraft and microwaves registered by on-ground radio telescope proves that the QPPs are neither an artifact of data handling nor an effect of the ionosphere of the Earth. Moreover, temperature and density oscillate with the same period. We found an unusual anti-phase behavior of the temperature oscillations and density oscillations. We postulate that the observed pulsations best correspond to the second harmonic of slow magneto-acoustic mode in each loop of the small arcade triggered by a Moreton wave, which increased the plasma density in the two footpoints simultaneously. The slow magneto-acoustic waves trigger reconnection in the current sheet above the arcade. The slow propagation of the reconnection along the arcade leads to additional quasi-periodic energy release and plasma heating.
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