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Abstract—Neural encoding and decoding, which aim to characterize the relationship between stimuli and brain activities, have emerged as an important area in cognitive neuroscience. Traditional encoding models, which focus on feature extraction and mapping, consider the brain as an input-output mapper without inner states. In this work, inspired by the fact that human brain acts like a state machine, we proposed a novel encoding framework that combines information from both the external world and the inner state to predict brain activity. The framework comprises two parts: forward encoding model that deals with visual stimuli and inner state model that captures influence from intrinsic connections in the brain. The forward model can be any traditional encoding model, making the framework flexible. The inner state model is a linear model to utilize information in the prediction residuals of the forward model. The proposed encoding framework can achieve much better performance on natural image identification from fMRI response than forward-only models. The identification accuracy will decrease slightly with the dataset size increasing, but remain relatively stable with different identification methods. The results confirm that the new encoding framework is effective and robust when used for brain decoding.
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I. INTRODUCTION

One of the most important goals of cognitive neuroscience is to understand how mental operations are performed in the brain. Characterizing the relationship between stimulus features and brain activities is an effective approach to the goal. This relationship can be explored from two distinct but complementary perspectives: encoding and decoding. Encoding uses the information of stimuli or tasks to predict brain activities while decoding takes brain activities as input to predict or identify features of stimuli [1]. Encoding and decoding allow researchers to focus on the storage of mental content in brain regions, rather than on overall levels of activation [2].

Functional magnetic resonance imaging (fMRI) provides a powerful tool for measuring human brain activity. Despite the non-invasive property, fMRI offers a rather complicated window on neural activation. First, fMRI measures changes in blood oxygen level dependent (BOLD) caused by neural activity, rather than the activity itself [3]. Thus, it only provides an indirect measure of neural activity. Second, fMRI can cover the entire brain and simultaneously collect responses from hundreds of thousands of individual voxels, with each voxel containing tens of thousands of neurons.

Brain encoding with fMRI usually aims at modeling responses of each individual voxel using sensory, cognitive or task information. Specifically, typical encoding models consist of several distinct components [1]. The first is a group of stimuli adopted in the experiment. The stimuli set can not only be sensory materials such as visual scenes, movies, or audio stories [4], [5], [6], [7], but also can be mental materials such as visual imagery [8]. The second component is a set of features that characterize the abstract relationship between stimuli and responses. For example, phase-invariant Gabor wavelets were chosen as low level features of image in many visual encoding studies [4]. Natural scene categories were adopted as semantic level features [9]. In addition to these hand-designed features, recent developments in machine learning also promoted some unsupervised automatic feature extraction methods, such as sparse coding and deep neural networks [10], [11]. The third component is a set of voxel, always selected from one or more regions of interest (ROI) in the brain. The final component is a model that is used to map the features to the responses of each selected voxel. On the other hand, brain decoding is to determine how much can be learned about the world by observing BOLD activity. In particular, decoding model can be used to classify the specific class of the stimulus given the correspondent voxel activity pattern (classification), identify the correct stimulus from a set of novel stimuli (identification), or even reconstruct the details of the stimulus (reconstruction) [4]. Most of the decoding studies used multi-voxel pattern analysis (MVPA) such as SVM classifier, Bayesian learning method, or neural networks to classify or reconstruct the perceived visual stimuli [12], [13], [14], [15], [16].

In addition to MVPA approaches, the voxel-wise encoding model can also be converted to decoding models that identify stimulus features from the BOLD activities evoked by the stimulus. This procedure typically consists of four stages. First, train an encoding model for each voxel on the training data. Then choose a group of voxel that have high predictive power. Third, build a large image set, and predict voxel responses for each image. Finally, calculate similarities between the predicted response patterns and a measured response pattern in the testing data, and choose the image with the highest similarity as the identification result [4], or choose images with relatively higher similarity to reconstruct the true image correspond to the given response pattern [9], [6]. Comparing with MVPA, the voxel-wise encoding model offers some important advantages. It resolves geometric and representational ambiguity which is
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inherent to MVPA [17].

Despite the many advantages of the voxel-wise encoding model, there are still some limitations to it. The most crucial one is that the explained variance \( R^2 \) of voxel activity remains low, regardless whether the extracted features and encoding mappings are simple or complex. \( R^2 \) is defined as the proportion of the variance in the dependent variable (voxel response) that is predictable from the independent variables (stimulus features), which is usually used as a measurement of encoding accuracy of voxel-wise encoding model. We summarized some recent fMRI encoding studies that covered various encoding models or feature extraction approaches, from simple linear model to complicated non-linear model, from hand-designed to unsupervised learned features, and listed their reported encoding \( R^2 \) (either mean or maximum) in Table I. The maximum \( R^2 \) is 0.65 with the mean \( R^2 \) is 0.28, which means that all these encoding models only captured a little part of the fluctuation in voxel activities. The unexplained part in brain activities is considered as noises. Another limitation of voxel-wise encoding model is that it ignores the fact that voxels are interconnected. The voxel-wise encoding model finds a special mapping from stimulus features to BOLD responses for each individual voxel, thus it can be called as forward model. The logic behind a forward model is that human brain acts like a camera (for visual sense), whose activity changes are merely a reflection of fluctuations in the external world (Fig 1 top panel). However, the brain functions much more beyond a simple sensor, it’s more appropriate to see it as a state machine, which not only receives input signals from sensory organs, but also maintains a very large amount of internal states at every moment [18], [19]. Many studies have demonstrated that the early visual cortex receives information from lateral geniculate nucleus (LGN) (forward connection), as well as from intra-area (lateral connection) and high level areas (feedback connection) (Fig 1 bottom panel) [20], [21]. [22]. All these facts show that it is not enough to consider only the forward signal in the current voxel-wise encoding model.

The resting state fMRI has provided us with a paradigm that makes use of interconnection information between voxels. In the absence of external stimulus or task, the default mode network of the brain can be investigated by studying the correlation between activities in brain regions [23], [24]. However, it remains difficult to use the interconnection information in the scenario of voxel encoding in which case the brain activity is a mixture of internal fluctuations and responses evoked by external stimuli. Take visual perception as an example, the natural scene seen by the eyes has its intrinsic structure, such as spatial correlation (neighboring spatial locations are strongly correlated in intensity), color distribution (the light falling on an image at a given location has a spectral distribution), and high-order statistical features [25], [26]. Given stimuli with highly correlated intrinsic structure, it is hard to determine whether the correlation between voxel activities is caused by the stimuli or by the intrinsic connection between voxels.

Based on the fact that neural activity is not only related to external stimuli, but also to the state of internal connections in the brain, we suggest that even without the different kinds of noises which are conventionally thought as the main reason for bad encoding performance, a forward-only encoding model could not achieve high predictive performance. On decoding perspective, if the predicted activity pattern of an image by a forward-only model is exactly identical to the measured activity pattern, then choosing that image as the identification result may not be optimal, for totally being predicted by the external world means human brain acts like a simple sensor and has no inner state. In this paper, we proposed an encoding framework that takes account of brain inner-state (ISF). The framework consists of two components. One is a forward encoding model, which deals with responses evoked by external stimulus. The other is an inner-state model, which handles responses that cannot be characterized by external stimulus. The information captures by the inner state model is linearly independent to the visual stimuli, hence better reflect the intrinsic connectivity in the brain. It’s worth noting that the forward model in this framework can be any kind of traditional voxel-wise encoding model, which makes it more flexible. To estimate the inner state of one voxel, one needs to know other voxels’ true activities, this feature makes the proposed encoding framework naturally suitable for brain decoding, where a measured activity pattern must be given at first. We used a visual fMRI experiment dataset and compared the encoding and decoding performances of the proposed framework with that of several other forward-only encoding models. The results showed that our proposed encoding framework can achieve significantly better performances on both encoding and decoding tasks.

II. MATERIALS AND METHODS

In this section, we start with introducing the brain inner state framework, then several conventional forward encoding models are described in detail, followed by the introduction of how to carry on image identification using encoding models.
TABLE I

$R^2$ OF DIFFERENT ENCODING MODELS

| Study               | Statistic method | $R^2$ | Encoding model                                      | Brain area           | Stimulus type       |
|---------------------|------------------|-------|----------------------------------------------------|----------------------|---------------------|
| Guclu et al.[10]    | mean             | 0.28  | unsupervised feature learning                      | V1                   | natural image       |
| Guclu et al.[11]    | mean             | 0.25  | deep neural networks                               | V1                   | natural image       |
| Vu et al.[5]        | maximum          | 0.65  | non-linear model                                   | V1                   | natural image       |
| Naselaris et al.[6] | mean             | 0.30  | semantic encoding model                            | anterior to lateral occipital | natural image       |
| Huth et al.[8]      | maximum          | 0.36  | embedding semantic feature                         | whole brain          | audio story         |
| Nishimoto et al.[6] | mean             | 0.16  | motion energy model                                | early visual area    | movie               |
| Naselaris et al.[7] | maximum          | 0.36  | Gabor wavelet pyramid                              | V1 and V2            | mental image        |

A. Brain inner state framework

To predict brain activities under external stimuli, a forward encoding model takes images as input and models the activities as:

$$v_i = f_i(X)\beta_i + e_i \quad (1)$$

where $v_i$ is the activity vector of the $i$’th voxel, $X$ is the pixel values of stimuli, $f_i$ is some feature extraction functions which convert gray value of pixels into local feature values, $\beta_i$ is a weight vector, and $e_i$ represents the noise term. However, it is not enough to assume that voxel fluctuations are only caused by external stimuli. Besides the determined stimuli and the undetermined noises, there are some structural fluctuations from the intrinsic connections in brain that influence voxels’ activity. As shown in Fig. 2a, ISF includes an extra inner state model which captures influence from the intrinsic connections compared to the forward-only model. Thus encoding with ISF is defined below:

$$v_i = f_i(X)\beta_i + s_i \lambda_i + e_i \quad (2)$$

where $v_i$, $X$, $f_i$, $\beta_i$, and $e_i$ are the same as in (1). $s_i$ is the inner state associated with the $i$’th voxel, and $\lambda_i$ is the weight.

How to estimate the inner state for each voxel is one of the main concerns in this work. We proposed a data driven method to accomplish it. First, a forward model is fitted on the training data for each voxel to get a residual matrix with each column one voxel’s residual vector:

$$\epsilon_i = v_i - f_i(X)\tilde{\beta}_i \quad (3)$$

$$E = [\epsilon_1, \epsilon_2, \ldots, \epsilon_p] \quad (4)$$

where $\epsilon_i$ is the residual vector of the $i$’th voxel using forward model, $\tilde{\beta}_i$ is the estimated weight vector, $E$ is the residual matrix, and $p$ is the total number of voxels. Notice that using the residual matrix instead of the original activity matrix to estimate the inner state is reasonable, since the structural information of natural images contained in the latter can be confusing.

To obtain a connectivity map for each voxel, we calculate the similarity matrix for $E$ using Pearson correlation, then choose a series of voxels whose Pearson’s $r$ are above a given threshold as the connected voxels to each voxel, and then estimate the inner state for each voxel using the first principal component of residual vectors of its own connected voxels. The equations are shown below.

$$E_i = [\epsilon_j, \epsilon_k, \ldots, \epsilon_m] \quad (5)$$

$$\tilde{s}_i = PCA(E_i) \quad (6)$$

$$\hat{\lambda}_i = (\tilde{s}_i^T \tilde{s}_i)^{-1}\tilde{s}_i^T \epsilon_i \quad (7)$$

$\beta$, $\alpha$ and $\lambda$ are fitted on the training data set for each voxel.

B. Forward encoding models

To demonstrate our proposed encoding framework can be combined with any kind of effective forward model to improve the encoding and decoding performance, we introduced several forward encoding models, include Gabor wavelet pyramid model, gross local orientation model, and retinotopy-only model. A model that simply predicts a zero response for any stimulus which is called zero model is also introduced here. The predictive power of the four encoding models varies with their complexity. As mentioned in the introduction section, an encoding model consists of two stages: feature extraction and feature mapping. For each model, only its feature extraction method is described in detail, since an encoding model is mainly characterized by it.

1) Gabor wavelet pyramid model: The Gabor wavelet pyramid (GWP) model has long been considered as a standard model of how early visual cortex represents local shape [27], [28], [29]. Previous results suggest that fMRI activity in the primary visual cortex reflects the average activation of a population of Gabor filters [30]. The GWP model used in the present work describes tuning along the dimensions of orientation, space and spatial frequency.

A 2-D isotropic Gabor wavelet is defined by a sinusoidal wave multiplied by a Gaussian function, as shown below:
where
\begin{align*}
G(x, y, \lambda, \theta, \phi, \sigma) &= \exp\left(-\frac{x'^2 + y'^2}{2\sigma^2}\right) \cos(2\pi \frac{x'}{\lambda} + \phi) \quad (8)
\end{align*}
and \(x, y, \lambda, \theta, \phi, \sigma\) indicate the location, spatial frequency, orientation, phase, and size of the wavelet respectively.

In this work, Gabor wavelets are generated at six spatial frequencies, include 1, 2, 4, 8, 16, and 32 (unit: cycles per field of view). At each spatial frequency \(f\) cycles per field-of-view (FOV), wavelets are positioned on an \(f \times f\) grid. At each grid position, wavelets occur at eight equally spaced orientations ranged from 0° to 157.5°, and two orthogonal phases: 0° and 90° (Fig .). Preferred spatial frequency (\(1/\lambda\)) and size (\(\sigma\)) are not completely independent: \(\sigma = a\lambda\) with \(a\) between 0.3 and 0.6 for most cells [29]. In the following, we used a typical \(a\) value of 0.56 [4].

Each image is projected onto Gabor wavelets. The response of each orthogonal pair (two orthogonal phases) were squared, summed and square-rooted, reflecting the contrast energy of the wavelet pair. The GWP feature can be expressed as

\begin{align*}
F_{pos,\theta,\lambda} = \sqrt{\sum_{\phi} (stim \cdot G_{pos,\theta,\lambda,\phi})^2} \quad (9)
\end{align*}
where \(F_{pos,\theta,\lambda}\) is the GWP feature at a specific position, orientation and frequency. \(stim\) is stimulus, \(G_{pos,\theta,\lambda,\phi}\) is the
Gabor wavelet at a particular position, orientation, frequency and phase, and \( \cdot \) indicates dot product.

The dot product in the above equation makes it a linear filter model. But it’s well established that neurons in the visual cortex behave like a nonlinear filter \([31, 32]\), for reasons such as saturation and so on \([33]\). Here, we adopted a square root transformation to capture the nonlinearity:

\[
F = \sqrt{F_{\text{pos}, \theta, \lambda}}
\]

This nonlinear transformation was also applied to the other three encoding models.

After feature extraction, there are totally 10920 features for each image, which makes avoiding of overfitting the main concern in the feature mapping stage. Two measures were taken to address this problem. The first is to estimate a receptive field (RF) for each voxel, and only features located in the RF of a voxel were used for further activity prediction. The details of the RF estimation is the same as in \([4]\). The second is to fit the model with lasso regression which can yield very sparse weight values for large number of features \([34]\).

2) Gross local orientation model: Too many features will lead to overfitting and worsen the prediction power of the encoding model on new samples \([35]\). To reduce the number of features, we also proposed a simplified version of GWP model, which is called gross local orientation (GLO) model. The only difference between the GLO model and the GWP model is that the former takes the average of 8 orientation features at each location and spatial frequency as a gross local orientation feature, hence the number of features shrinks sharply to one eighth that of the GWP model.

\[
F_{\text{pos}, \lambda} = \frac{1}{8} \sum_{\theta} \left( \sum_{\phi} (\text{stim} \cdot G_{\text{pos}, \theta, \lambda, \phi})^2 \right)
\]

where \( F_{\text{pos}, \lambda} \) is the GLO feature at a specific position and frequency. \( \text{stim} \) is stimulus, \( G_{\text{pos}, \theta, \lambda, \phi} \) is the Gabor wavelet at a particular position, orientation, frequency and phase, and \( \cdot \) indicates dot product.

On the feature mapping stage, instead of estimating an RF to do feature reduction, we simply choose the feature that has the largest similarity (Pearson coefficient) to a voxel’s responses as the only feature for predicting that voxel’s activity.

3) Retinotopy-only model: To further simplify the GWP model, a retinotopy-only (RO) model was also adopted here. The RO model characterizes each voxel’s activities as a function of the contrast and luminance of a specific region of visual images \([4]\). There are two input channels. One is the luminance channel which represents absolute deviation from mean luminance. The other is the contrast channel that represents the total energy contained in the image excluding overall luminance. Note that the RO model is invariant to the particular orientations and spatial frequencies present in the image.

To implement the RO model, first it need to choose metrics for luminance and contrast. Here we used a 2-D Gaussian envelope as the spatial weight function to calculate the local luminance and contrast for it’s reasonable to presume that the receptive field of a voxel has spatial gradation such that portions of the image at the center of the receptive field contribute more strongly to the response than portions of the image at the periphery of the receptive field \([4, 36]\).

The spatially weighted luminance of a region is defined as:

\[
L = \frac{\sum w_i x_i}{\sum w_i}
\]

where \( L \) is the spatially weighted luminance, \( w_i \) is the weight of pixel \( i \), and \( x_i \) is the luminance of pixel \( i \). The spatially weighted contrast of a region is defined as:

\[
C = \sqrt{\frac{\sum w_i (x_i - L)^2}{\sum w_i}}
\]

where \( C \) is the spatially weighted contrast.

The RO model was applied to the same estimated receptive-field location as used for the GWP model. Both the RO model and GWP model were fit using the same lasso regression method.

4) Zero model: The zero model simply sets the feature to zero, thus excluding any information from the external stimulus. It’s obvious that it is not an effective encoding model.

\[
F = 0
\]

where \( F \) is the zero model feature.

The purpose of introducing the zero model is to verify whether the proposed framework with inner-state can still be used to encode and decode while the forward model contained in it has not any predictive ability.

C. Natural image identification

Identification is one kind of decoding, others forms of decoding include classification and reconstruction \([4]\). Identification takes two parameters as its inputs. One is a set of visual stimulus, the other is a measured brain activity pattern corresponding to one stimulus in the set. The work is to identify which stimulus in the image set corresponds to the given activity pattern.

Identification could be accomplished by any kinds of encoding model. Fig. 2b shows the procedure that uses ISF to identify the correct stimulus. First, for each image in the set, predict each voxel’s activity using the forward model. All voxels’ activities thus make up an activity pattern. Then the inner state model is applied to the predicted pattern and the measured pattern to yield an updated pattern which is the final prediction of ISF. Then a similarity value between each predicted pattern and the measured pattern is computed using Pearson correlation. The image whose predicted activity most closely matches the measured activity is chosen as the identification result.

The original validation set only contained 120 images. To investigate whether a decoder can handle much larger set of images, we measured identification performance for set sizes up to 1,000 images. The following procedure was used:
first, a library of 1000 images was constructed. These images were randomly selected from the Internet and were different from the images used in the model estimation and image identification stages of the experiment. Then, for set size $s$ and measured voxel activity pattern $m_p$, identification performance was calculated as the probability that the predicted voxel activity pattern for the correct image is more correlated with $m_p$ than the predicted voxel activity patterns for $s - 1$ images drawn randomly from the library:

$$f(m_p, s) = \prod_{i=1}^{s-1} \frac{1000 - g(m_p) - i}{1000 - i} \quad (15)$$

$$acc(s) = \frac{1}{120} \sum_{p=1}^{120} f(m_p, s) \quad (16)$$

where $f(m_p, s)$ is identification performance under $m_p$, $g(m_p)$ is the number of library images whose predicted voxel activity patterns were more correlated with $m_p$ than with the correct image and $acc(s)$ is the averaged identification performance over all measured voxel activity patterns under set size $s$.

III. EXPERIMENTS

A. Dataset

We used the fMRI data set that was originally published in [4]. The stimuli set consisted of gray-scale natural images, content of which included humans, indoor and outdoor scenes, buildings, and food etc. All the images were down sampled, masked with 20-diameter circles and put on gray background. Images were presented in successive 4-s trials consisting of a 1 s presentation and 3 s gray background. Flashing technique was used in the 1 s presentation, that an image was flashed three times, like ON-OFF-ON-OFF-ON, where ON and OFF were both 200 ms respectively. Two subjects were used to collect data, with each of them participated five scan sessions. In each session, there were five model estimation runs, of which each run consisted of 70 different images presented two times, and two image identification runs, of which each run consisted of 12 different images presented 13 times. Totally, 1750 different images were used to train models and 120 different images were used to validate the performance of the trained models.

fMRI data were measured from occipital cortex at a temporal resolution of 1 Hz and a spatial resolution of 2 mm × 2 mm × 2.5 mm. The time series of BOLD were pre-processed to yield a response value for each voxel to each stimulus. Voxels were labeled with visual areas based on separately retinotopic mapping data using a multifocal mapping technique. There were 5512 (subject 1) and 5275 (subject 2) voxels in the early visual areas (V1, V2 and V3). The details of the experimental procedures and pre-processing methods are presented in [4].

B. Experimental results

1) Encoding: The encoding performance of the forward models and ISFs combined with them was defined as $R^2$ between the observed and predicted voxel responses to the 120 images in the validation set across the two subjects. For each forward model, as shown in Fig. 3 the mean performance of ISF + forward model was found significantly higher than forward-only model (t test, $p < 0.01$ for all models). The GLO and ISF with GLO achieved the highest mean prediction $R^2$ of 0.28 and 0.42 in their respective model categories. The performance of RO ($R^2 = 0.20$) and ISF with RO ($R^2 = 0.36$) is lower than that of GWP ($R^2 = 0.24$) and ISF with GWP ($R^2 = 0.39$) respectively. The zero model has as expected no predictive power ($R^2 = 0$), but ISF with ZM still achieved a better predictive power of $R^2 = 0.35$.

Fig. 4 compares the performance of the four models across voxels in V1, V2 and V3. The amount of voxels that survived an $R^2$ threshold of 0.1 was larger for ISF with forward models than that of forward-only models (Fig. 4 the first column). Improvements of the predictive power were found across voxels with their $R^2$ of forward-only model ranged from 0 to the maximum (Fig. 4 the second column). The mean $R^2$ of ISFs with forward models decreased from V1 to V3 (ISF + GWP: from 0.41 to 0.36; ISF + GLO: from 0.44 to 0.38; ISF + RO: from 0.39 to 0.34; ISF + ZM: from 0.36 to 0.33). And the same trend was found on the mean $R^2$ of forward-only models (GWP: from 0.27 to 0.20; GLO: from 0.30 to 0.22; RO: from 0.22 to 0.17) (Fig. 4 the third column).

These results suggest that ISFs which combined the external stimuli with brain inner state can better explain voxels’ fluctuations than forward-only models.

2) Decoding: The decoding performance of the forward models and ISFs combined with them was defined as the accuracy of identifying the 120 images in the validation set. For subject 1, 90%, 95.83%, 82.5% and 80.33% of the images were identified correctly with the four forward-only models of GWP, GLO, RO and ZM respectively, while 96.67%, 100%, 92.5% and 80.33% of the images were identified correctly with ISFs with the four forward models respectively (Fig. 5a, left). For subject 2, identification accuracy was 80.83%, 88.33%, 71.67% and 80.33% with the four forward-only mod-
Fig. 4. Encoding performance of the four forward models and ISFs combined with them. The encoding performance was defined as $R^2$ between the observed and predicted voxel responses to the 120 images in the validation set across the two subjects. Each row is the result of one model. The first column shows the prediction $R^2$ across the voxels that survived the $R^2$ threshold of 0.1; The second column shows the prediction $R^2$ in each voxel in the early visual cortex; the third column shows the mean prediction $R^2$ across the voxels that survived the $R^2$ threshold of 0.1. Error bars indicate ±1 SEM across all the voxels.

els respectively, while 91.67%, 95.83%, 78.33% and 0.833% with the four ISFs respectively (Fig. 5a, right). The chance level of identification accuracy is 0.833%. Fig. 5b shows how the identification performance varied with the number of voxels involved. For all the models (except for the ZM, whose performance stayed at the chance level of 0.833%), the performance first increased and then declined as the number of voxels increased. In all cases optimal performance was achieved using about 800 - 1000 voxels.

To investigate whether these models can be able to handle much larger sets of images, we also measured identification performance on an extended image set with set sizes up to 1000 images (Fig. 6a). As set size increased from 100 to 1000, for subject 1, identification performance of the three forward-only models (GWP, GLO and RO) declined from 96.83%, 98.67% and 94.48% to 77%, 88.9% and 61.2% respectively, while that of ISFs with the three forward models declined from 98.61%, 99.48% and 95.04% to 92.5%, 98.33% and 82.5% respectively. For subject 2, identification performance of the three forward-only models (GWP, GLO and RO) declined from 90.41%, 95.96% and 76.33% to 39.2%, 67.9% and 6.6% respectively, while that of ISFs with the three forward models declined from 91.05%, 95.99% and 81.51% to 76.67%, 86.67% and 59.17% respectively. The performance of the ZM
Fig. 5. Decoding performance of the four forward models and ISFs combined with them. The decoding performance was defined as the accuracy of identifying the 120 images in the validation set. (a) Optimal performance of each model (blue bars) and ISF (red bars) for each subject. In all cases optimal performance was achieved using about 800 - 1000 voxels. (b) Effect of number of voxels on identification performance. Different numbers of voxels were selected according to their predictive power. The dashed green line indicates chance performance.

stayed at 0 for all set sizes. As shown in Fig. 6b, the mean performance decline of ISFs with forward models (for GWP, GLO and RO was 10.25%, 5.23% and 17.44% respectively) was significantly lower than that of the forward-only models (for GWP, GLO and RO was 35.52%, 18.92% and 51.51% respectively).

These results suggest that ISF which combined the external stimuli with brain inner state can be more effectively exploited in brain decoding than forward-only model. In addition, although ISF without effective information from the external world can still achieve better encoding performance, it doesn’t have the ability to do image identification.

IV. DISCUSSION

The present work addresses the problem that traditional fMRI encoding models ignore abundant information from brain inner state. We proposed a novel encoding framework (ISF) that combined information from the external world with information from brain inner state. The ISF includes two parts: a forward encoding model that captures responses to stimuli and an inner state model that captures activities evoked by other relative voxels. The encoding model included in the ISF is replaceable, which makes the ISF very flexible. Using a set of real experimental data and four different forward encoding models, we demonstrated that ISFs could better explain voxels’ fluctuations than forward-only models, and ISFs combined with effective forward models achieved state-of-the-art identification performance with the best accuracy being 100%.

A. Explanation of the brain inner state model

The brain is a complex state machine whose sensory cortex is constantly receiving information from the external world as well as other parts in the brain. At present, all encoding models only focus on improving the feature extraction method, and simply discard the prediction residuals for they are considered
noise, such as physical noise and physiological noise. We found that voxel responses explained by these forward models remained low level no matter how complex these models were, and there were correlations among the predicted residuals of voxels which were difficult to explain only by noises. Based on these facts, we hypothesized that the prediction residuals of the forward model reflects the brain inner state, and built a linear model for the inner state. This data-driven model of the brain inner state has several features. First, the estimated inner state is linearly independent to image features. This is guaranteed by the orthogonality between residuals and independent variables in a linear model. Therefore, there is no local information of images in the estimated inner state. Second, the inner state is estimated using connectivities between voxels, which has its own neural basis, such as default mode network [23], [24], lateral connections in the visual cortex [37], [38], and top-down modulated feedback connections from high level regions [20]. Hence, the inner state may reflect the intrinsic connections in the brain, such as structural and functional connectivity [39], [40], and contain global information from other brain areas [41], such as attention and expectation [42], [43].

B. Identification performance with different pattern similarity criteria

The identification is carried on by comparing activity patterns of predicted with that of measured. The measurement of pattern similarity adopted in this work and in other fMRI encoding researches [4], [7], [10], [11] was Pearson correlation coefficient which can be viewed as the cosine of the angle between two patterns. However, the Euclidean distance is also an important measurement for pattern similarity. Euclidean distance is more restrictive since the most similar pattern must be identical to the given pattern with it as the criterion.
Here, we compared the identification performance with both Pearson's $r$ and Euclidean distance as the measurement of pattern similarity under forward-only model and ISF.

As shown in Fig. [7] for subject 1, as the measurement of pattern similarity changed from Pearson’s $r$ to Euclidean distance, the identification accuracy of ISF with GLO was almost constant (from 100% to 98.33%), while that of GLO dropped a lot (from 95.87% to 75%). The same trend was also found in subject 2. Comparison using other forward models and ISFs yielded the same result (data were not shown here). This demonstrated that the predicted activity pattern using ISF is closer to the measured activity pattern than that using forward-only model, hence the decoding performance is more robust with different pattern similarity criteria.

C. Why ISF achieved better identification performance?

Considering that the inner state model alone, as in the Zero model, can not improve the identification accuracy, then why it works when combined with any effective forward model is a question that needs an intuitive explanation. The inner state model captures some intrinsic structure in the prediction residuals of forward model, which is independent to the external stimuli. For a given measured activity pattern which is comprised of three components: component that can be predicted by the stimulus, component that can be predicted by the inner state, and noise, the residual of forward model of the correct image is more consistent with the inner state than that of the incorrect image, even when the mean squared residual (MSR) of the incorrect image is smaller. Identification with a forward-only model selects the image that has the smallest MSR as the result, while identification with ISF considers not only the amount of MSR, but also how much of the residual of the forward model can be explained by the inner state. In the case that the MSR of the correct image is not the smallest, forward-only model will inevitably make an incorrect choice, however, when combined with the inner state model, ISF still has a chance to make a better choice.

D. Future works

The inner state of a voxel is estimated by the intrinsic connectivity which is independent to responses evoked by extern stimuli. In this work, the estimation was completed by applying PCA to the residual matrix. In addition to PCA, independent component analysis (ICA) and cross-correlation analysis (CCA) are also general tools for detecting functional connectivity under resting-state [44, 45], hence can be used in our ISF. One of the future works should be to compare these component analysis approaches to discover a more appropriate tool for the estimation of intrinsic connectivity under task-state.

Although we focused on fMRI encoding and decoding, the idea of ISF can be extended to apply to the pattern identification of other neuroimaging signals such as EEG and MEG. In particular, its application to the brain computer interface (BCI) would be of great interest.
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