Traveling-wave solutions in continuous chains of unidirectionally coupled oscillators
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Abstract. Proposed is a mathematical model of a continuous annular chain of unidirectionally coupled generators given by certain nonlinear advection-type hyperbolic boundary value problem. Such problems are constructed by a limit transition from annular chains of unidirectionally coupled ordinary differential equations with an unbounded increase in the number of links. It is shown that any preassigned finite number of stable periodic motions of the traveling-wave type can coexist in the model.

1. Introduction

The mathematical model of an annular chain of unidirectionally coupled generators may be given by a system of ordinary differential equations of the form

$$\dot{u}_j = F(u_j) + m D (u_{j+1} - u_j), \quad j = 1, \ldots, m, \quad u_{m+1} = u_1. \quad (1)$$

where $m \geq 2$, the dot means differentiation with respect to $t$, $u \in \mathbb{R}^n$, with $n \geq 2$, the vector function $F(u)$ belongs to the class $C^\infty(\mathbb{R}^n; \mathbb{R}^n)$ and $D$ is an $n \times n$ square matrix. It is typically assumed that the partial system

$$\dot{u} = F(u) \quad (2)$$

corresponding to chain (1) has an equilibrium or a cycle.

Investigating chains of form (1) is relevant in view of various applications to radiophysics [1] – [5] and neurodynamics [6] – [8]. In particular, it is interesting to study the behavior of attractors of such chains as the number $m$ of links increases without bound. Here, we study this problem in the case where partial system (2) has a stable zeroth equilibrium and the coupling matrix $D$ is small in a suitable sense. For $m \gg 1$, it is totally appropriate to pass from discrete chain (1) to the corresponding continuous model. The transition procedure consists in approximating the variable $j/m$ by a continuous index $x \in [0,1](\text{mod 1})$ and replacing the term $m(u_{j+1} - u_j)$ in (1) with the derivative $\partial u / \partial x$. As a result, we obtain the boundary value problem

$$\frac{\partial u}{\partial t} = F(u) + D \frac{\partial u}{\partial x}, \quad u(t,x+1) \equiv u(t,x), \quad (3)$$
which is a mathematical model of a continuous annular chain of unidirectionally coupled generators.

We consider problem (3) as an evolutionary equation in a Banach space $E$ consisting of vector functions $u(x)$ of class $W^{1,2}([0,1];\mathbb{R}^n)$ that are periodic with period 1. We define the norm in $E$ as

$$\|u\|_E = \left( \int_0^1 \|u(x)\|^2 dx + \int_0^1 \|u'(x)\|^2 dx \right)^{1/2}.$$

Here and below, the same symbol $\|\cdot\|$ denotes the Euclidean norms in the spaces $\mathbb{R}^n$ and $\mathbb{C}^n$ as well as the induced matrix norms corresponding to these norms. Next, we introduce the closed unbounded operator $L = Dd/dx : E \to E$ with the domain of definition $D(L)$ dense in $E$. The following statement is valid.

**Lemma 1.** The operator $L$ is a generator of the semigroup $\exp(Lt), t \geq 0$

$$\exp(Lt)u(x) = \sum_{k \in \mathbb{Z}} \exp(2\pi ikDt)u_k \exp(2\pi ikx),$$

where

$$u(x) = \sum_{k \in \mathbb{Z}} u_k \exp(2\pi ikx), \quad u_k = \int_0^1 u(x) \exp(-2\pi ikx) dx, \quad k \in \mathbb{Z}$$

of class $C_0$ of linear bounded operators in $E$ if and only if the whole spectrum of the matrix $D$ lies on the real axis and there exists a basis of its eigenvectors in the space $\mathbb{R}^n$.

This lemma indicates that as $m \to \infty$, the chain (1) by no means always generates a well-posed boundary value problem (3). This naturally provokes constraints on the matrix $D$. Everywhere in what follows, we assume that all its eigenvalues are real and simple. We are then obviously in the framework of the applicability of Lemma 1; moreover, semigroup (4), (5) also exists for small perturbations of $D$. Hence, for the vector function $v(t) = u(t, \cdot) \in E$, we have the well-defined abstract semilinear differential equation

$$\dot{v} = Lv + \mathcal{F}(v), \quad \mathcal{F}(v(t)) \overset{\text{def}}{=} F(u(t, \cdot)).$$

In addition, by virtue of the well-known regularity theorem (see [9]), the composition operator $\mathcal{F} : E \to E$ appearing in (6) is infinitely Frechet differentiable and bounded on any bounded subset $\Omega \subset E$ together with any finite number of its derivatives.

The existence of semigroup (4) allows defining the notion of a generalized solution of Eq. (6) from $E$ with an arbitrary initial condition

$$v(0) = v_0$$

Namely, a generalized solution is a continuous $E$-valued vector function $v(t)$ that satisfies the following integral equation

$$v(t) = \exp(Lt)v_0 + \int_0^t \exp \left( L(t-s) \right) \mathcal{F}(v(s)) ds.$$  

on some interval $0 \leq t \leq T$ is a generalized solution.

The general theory of abstract semilinear differential equations can be found, for example, in the monographs [10], [11]. The facts presented there indicate that the properties of these equations are largely analogous to the properties of ordinary differential equations. In particular, the following several lemmas are valid.
Lemma 2. For any bounded set $\Omega \subset E$ we can find a $t_0 = t_0(\Omega) > 0$, such that each generalized solution $v = v(t, v_0)$, $v(0, v_0) = v_0$ of Eq. (6) with the initial condition $v_0 \in \Omega$ is uniquely defined on the interval $0 \leq t \leq t_0$ and is continuous with respect to the totality of variables $(t, v_0) \in [0, t_0] \times \Omega$. If $v_0 \in \Omega \cap E(L)$ then this solution is classical for all $t \in [0, t_0]$.

Lemma 3. Let $v = v_s(t)$ be an arbitrary (generally speaking, generalized) solution to equation (6) on some interval $0 \leq t \leq \bar{t}$. Then there exists a sufficiently small $r_0 > 0$ such that any generalized solution $v = v(t, v_0)$ to this equation with an initial condition $v(0, v_0) = v_0 \in B$, $B = \{ v \in E : \| v - v_s(0) \|_E \leq r_0 \}$, is defined on the interval $0 \leq t \leq \bar{t}$ and is jointly continuous with respect to the variables $(t, v_0) \in [0, \bar{t}] \times B$. If, in addition, $v_0 \in E(L)$, then the corresponding solution $v(t, v_0)$ turns out to be classical for all $[0, \bar{t}]$.

Lemma 4. For any generalized solution $v = v_s(t)$, defined on an interval $0 \leq t \leq \bar{t}$, there exists a sequence of classical solutions $v = v_k(t)$, $k \geq 1$, $t \in [0, \bar{t}]$, such that

$$\lim_{k \to \infty} \max_{0 \leq t \leq \bar{t}} \| v_s(t) - v_k(t) \|_E = 0.$$  

Now we define the so-called maximal existence semi-interval $[0, t_{\text{max}})$, where

$$t_{\text{max}} = \sup \{ t_0 : v(t) \quad t \in [0, t_0] \}.$$  

According to Lemma 2, the set of values of $t_0$ involved in finding the least upper bound in (9) is certainly nonempty. If $t_{\text{max}} < +\infty$, then the following statement applies.

Lemma 5. We assume that for some generalized solution $v(t)$ of Eq. (6), the quantity in (9) is finite. Then the limit equality

$$\lim_{t \to t_{\text{max}}^-} \| v(t) \|_E = +\infty.$$ 

holds.

The lemmas presented here can be established in the same way as in [12], where similar results are proved. In what follows, under some additional constraints imposed on the matrix $D$ and the nonlinearity $F(u)$, we will study the attractors of the nonlinear semiflow generated by generalized solutions to equation (6) in the phase space $E$.

2. Main results

Let us specify the statement of the problem. To this end, we consider the following boundary value problem similar to (6):

$$\frac{\partial u}{\partial t} = F(u, \varepsilon) + \sqrt{\varepsilon}(D_0 + \sqrt{\varepsilon}D_1) \frac{\partial u}{\partial x}, \quad u(t, x + 1) \equiv u(t, x),$$  

where $u \in \mathbb{R}^n$, $n \geq 3$; $\varepsilon > 0$ is a small parameter, and the vector function $F(u, \varepsilon)$ is jointly infinitely differentiable with respect to the variables $(u, \varepsilon) \in \mathbb{R}^n \times [0, \varepsilon_0]$, $\varepsilon_0 > 0$, and is such that $F(0, \varepsilon) \equiv 0$. Below we will need the Taylor expansion of the vector function $F(u, \varepsilon)$ at the point $(u, \varepsilon) = (0, 0)$,

$$F(u, \varepsilon) = (A_0 + \varepsilon A_1)u + F_2(u, u) + F_3(u, u, u) + O(\varepsilon^2 \| u \| + \varepsilon \| u \|^2 + \| u \|^4),$$  

where $A_0$ and $A_1$ are $n \times n$ square matrices and $F_2$, $F_3$ are $\mathbb{R}^n$-valued quadratic and cubic symmetric forms.

Condition 1. The matrix $A_0$ in (11) has a simple pair of purely imaginary eigenvalues $\lambda = \pm i \omega_0$, $\omega_0 > 0$, and the corresponding eigenvectors $a$ and $a$ are normalized by the conditions
\( (a, b) = 1 \) and \((\overline{a}, b) = 0\) (here and below, the bar denotes complex conjugation, \((*, *)\) is the Euclidean inner product in \(\mathbb{C}^n\), and the vector \(b\) is such that \(A^*_0 b = -i\omega_0 b\)). The other eigenvalues of the matrix \(A_0\) are assumed to lie in the left complex half-plane \(\{\lambda : \text{Re}\lambda < 0\}\).

**Condition 2.** The inequalities \(\text{Re}(A_1 a, b) > 0\) and \(\text{Re}d < 0\), hold, where

\[
d = 2(F_2(\chi_0, a, b)) + 2(F_2(\chi_2, \overline{a}), b)) + 3(F_3(a, a, \overline{a}), b),
\]

\[
\chi_0 = -2A^{-1}_0 F_2(a, \overline{a}), \quad \chi_2 = [2i\omega_0 I - A_0]^{-1} F_2(a, a),
\]

and \(I\) stands for the identity matrix.

The Conditions 1 and 2, taken together, guarantee that a classical Andronov-Hopf bifurcation take place in the partial system

\[
\dot{u} = F(u, \varepsilon)
\]

Indeed, it follows from the results of \([9], [10]\) that under these conditions, for any \(0 < \varepsilon \ll 1\), system (14) has a stable cycle with amplitude of order \(\sqrt{\varepsilon}\) and with frequency close to \(\omega_0\). This cycle is simultaneously a solution to the boundary value problem (10) that does not depend on the space variable \(x\). Such a cycle will be called a spatially homogeneous (or simply homogeneous) cycle. The following constraint concerns the coupling matrices \(D_0\) and \(D_1\) that appear in (10).

**Condition 3.** The matrix \(D_1\) is arbitrary and \(D_0\) has simple eigenvalues \(\lambda_k \in \mathbb{R}, k = 1, \ldots, n\), and corresponding eigenvectors \(e_k, k = 1, \ldots, n\). These eigenvectors are assumed to be normalized by the conditions \((e_k, g_k) = 1\), where \(D_0^* g_k = \lambda_k g_k, k = 1, \ldots, n\).

Now we linearize the boundary value problem (9) at the zero equilibrium state and apply the Fourier method with respect to the system of functions \(\exp(2\pi ikx), k \in \mathbb{Z}\) to the resulting linear boundary value problem

\[
\frac{\partial u}{\partial t} = (A_0 + \varepsilon A_1) u + \sqrt{\varepsilon}(D_0 + \sqrt{\varepsilon} D_1) \frac{\partial u}{\partial x}, \quad u(t, x + 1) \equiv u(t, x).
\]

As a result, we have the following countable system of ordinary differential equations for the \(u_k\):

\[
\dot{u}_k = (A_0 + \varepsilon A_1 + iz(D_0 + \sqrt{\varepsilon} D_1)) u_k, \quad z = 2\pi k\sqrt{\varepsilon}.
\]

The stability of these equations is defined by the spectral properties of the matrix

\[
\mathcal{D}(z) = A_0 + izD_0,
\]

where we assume that the parameter \(z\) taking discrete values \(2\pi k\sqrt{\varepsilon}\) varies continuously on the half-axis \(z \geq 0\) (the case of \(z < 0\) does not need separate consideration because \(\mathcal{D}(-z) \equiv \mathcal{D}(z)\)).

Let us Conditions 1 and 3 are hold. Then in view of Condition 1 matrix (15) has eigenvalues \(\lambda_1(z)\) and \(\lambda_2(z)\) such that \(\lambda_1(z) = \overline{\lambda_2(-z)}\) and \(\lambda_1(0) = i\omega_0\), for all sufficiently small values of the parameter \(z\). Next, its easy to see that \(\lambda_1(z)\) at the point \(z = 0\) has the Taylor expansion

\[
\lambda_1(z) = i\omega_0 + \lambda_{1,1} z + \lambda_{1,2} z^2 + \ldots, \quad \lambda_{1,1} = i(D_0 a, b), \quad \lambda_{1,2} = i(D_0 a_1, b),
\]

where \(a_1\) is a solution to the linear system

\[
(A_0 - i\omega_0 I)a_1 = i(D_0 a, b)a - iD_0 a,
\]

where \((a_1, b) = 0\).
According to Condition 3, for \( z \gg 1 \), the eigenvalues \( \lambda_k(z) \), \( k = 1, \ldots, n \), of the matrix (15) satisfy the asymptotic relation
\[
\lambda_k(z) = iz \lambda_k + (A_0 e_k, g_k) + O(1/z), \quad k = 1, \ldots, n,
\]
where \( \lambda_k \) are the eigenvalues of the matrix \( D_0 \).

**Condition 4.** We assume that
\[
\text{Re} \lambda_{1,1} = 0, \quad \text{Re} \lambda_{1,2} < 0, \quad (A_0 e_k, g_k) < 0, \quad k = 1, \ldots, n,
\]
and the matrix (15) is a Hurwitz matrix for any \( z > 0 \).

Notice that for small \( z \) and for \( z \gg 1 \), the Hurwitz property of the matrix \( \mathcal{D}(z) \) follows from Conditions 1 and 3 and relations (19). In the case of \( z \sim 1 \), this property needs to be postulated. Note also that the requirement \( \text{Re} \lambda_{1,1} = 0 \) in (19) describes a certain singularity. This clarifies the role of the matrix \( D_1 \) in (10): it characterizes a deviation from the singularity.

We address the question of the existence and stability of periodic solutions of the traveling-wave type in boundary value problem (10) under Conditions 1–4. For this, we make the following substitution
\[
u(t, \tau, s, x) = u(t, \tau, s, x) + \varepsilon u_1(t, \tau, s, x) + \varepsilon^{3/2} u_2(t, \tau, s, x) + \ldots
\]
Here \( \tau = \sqrt{\varepsilon} t, \ s = \varepsilon t, \)
\[
u_0(t, \tau, s, x) = \xi(t, \tau, s, x) + \varepsilon \xi_1(t, \tau, s, x) + \varepsilon^{3/2} \xi_2(t, \tau, s, x) + \ldots
\]
\[
\xi(t, \tau, s, x), \ \xi_1(t, \tau, s, x), \ \xi_2(t, \tau, s, x) = 0, \ \xi(\tau, s, x) \text{ is a complex amplitude that (it will be specified later), and}
\]
the functions \( u_k(t, \tau, s, x), k = 1, 2 \) are some trigonometric polynomials in the variable \( \omega_0 t \) with vector coefficients depending on \( \tau, s, \) and \( x \).

To find the functions \( u_k(t, \tau, s, x), k = 1, 2 \), we substitute relations (20) and (21) together with the Taylor expansion (11) into (10) and successively equate the coefficients of \( \varepsilon \) and \( \varepsilon^{3/2} \) on the left- and right-hand sides of the expression obtained. As a result, we arrive at linear inhomogeneous equations of the form
\[
\frac{\partial u_k}{\partial t} = A_0 u_k + \gamma_k(t, \tau, s, x), \quad k = 1, 2,
\]
where \( \tau, s, x \) takes as parameters.

For \( k = 1 \), the inhomogeneity in (22) is defined by the equality
\[
\gamma_1 = \gamma_{1,0}(\tau, s, x) + \gamma_{1,1}(\tau, s, x) \exp(i \omega_0 t) + \gamma_{1,2}(\tau, s, x) \exp(-i \omega_0 t) +
\]
\[
+ \gamma_{1,2}(\tau, s, x) \exp(2 i \omega_0 t) + \gamma_{1,2}(\tau, s, x) \exp(-2 i \omega_0 t),
\]
where
\[
\gamma_{1,0} = 2|\xi|^2 F_2(a, a), \quad \gamma_{1,1} = D_0 \frac{\partial \xi}{\partial x} - a \frac{\partial \xi}{\partial \tau}, \quad \gamma_{1,2} = \xi^2 F_2(a, a).
\]
We seek the function \( u_1(t, \tau, s, x) \) just as in (23), as a sum of zero, first, and second harmonics with coefficients \( \beta_{1,r}, r = 0, 1, 2 \). In this way, we obtain the following linear inhomogeneous systems for the indicated coefficients:
\[
(i r \omega_0 I - A_0) \beta_{1,r} = \gamma_{1,r}, \quad r = 0, 1, 2.
\]
In view of Condition 1 imposed on the spectrum of the matrix \( A_0 \), these systems are uniquely solvable for \( r = 0, 2 \). The solvability condition for this system for \( r = 1 \) is
\[
(\gamma_{1,1,1,0}) = 0.
\]
Now we take into account the explicit formula for $\gamma_{1,1}$ (see (24)) and the fact that the quantity $(D_0a, b)$ is real by Condition 4. Then we obtain for the amplitude $\xi(\tau, s, x)$ the equation

$$\frac{\partial \xi}{\partial \tau} = \kappa \frac{\partial \xi}{\partial x}, \quad \kappa = (D_0a, b) \in \mathbb{R}.$$ 

This implies that

$$\xi = \xi(s, y), \quad y = \kappa \tau + x. \quad (27)$$

Then we substitute relations (27) into equalities (24). As a result, we obtain the formula

$$u_1 = -i a_1 \frac{\partial \xi}{\partial y} \exp(i\omega_0 t) + i a_1 \frac{\partial \kappa}{\partial y} \exp(-i\omega_0 t) + \chi_0 |\xi|^2 + \chi_2 \xi^2 \exp(2i\omega_0 t) + \bar{\chi}_2 \bar{\xi}^2 \exp(-2i\omega_0 t), \quad (28)$$

where $a_1$ is a solution of the system (17), and $\chi_0$ and $\chi_2$ are the vectors (13).

For $k = 2$ we obtain the equality

$$\gamma_2 = A_1 u_0 + 2F_2(u_0, u_1) + F_3(u_0, u_0, u_0) + D_0 \frac{\partial u_1}{\partial x} + D_1 \frac{\partial u_0}{\partial x} - \frac{\partial u_1}{\partial \tau} - \frac{\partial u_0}{\partial s}. \quad (29)$$

Relations (21) and (28) imply that the inhomogeneity $\gamma_2$ is a linear combination of the harmonics $\exp(\pm ri\omega_0 t)$, $r = 0, 1, 2, 3$. The function $u_2$ is sought in the same form. In this way, we obtain nondegenerate linear inhomogeneous systems for the coefficients of the harmonics with numbers $r = 0, 2, 3$ in the decomposition of this function. In the case of $r = 1$, a solvability condition similar to (26) arises and we see that the amplitude $\xi(s, y)$ is a solution to the boundary value problem

$$\frac{\partial \xi}{\partial s} = -i(D_0a_1, b) \frac{\partial^2 \xi}{\partial y^2} + (D_1a, b) \frac{\partial \xi}{\partial y} + (A_1a, b) \xi + d |\xi|^2 \xi, \quad \xi(s, y + 1) \equiv \xi(s, y), \quad (29)$$

where $d$ is the parameter (12). It is important that in view of the inequality $\text{Re}[-i(D_0a_1, b)] > 0$ (see Condition 4), this problem turns out to be parabolic.

Following the tradition, we will call the boundary value problem (29) the quasinormal form of the original problem (10). Note that for $D_0 = D_1 = 0$ the equation in (29) is a truncated normal form of (14) on a stable two-dimensional invariant manifold. If $D_0 \neq 0$, then the boundary value problem (10) does not have an analogous invariant manifold, and the derivation of problem (29) becomes a purely formal procedure. Indeed, when deriving this problem, we discarded the terms that, although being small in order of magnitude compared with $\varepsilon$, are not subordinate to the other terms. In spite of all that has been said above, the quasinormal form (29) nevertheless contains some information on the attractors of the original problem (10). Before formulating relevant rigorous results, we give two definitions.

A **traveling-wave-type self-similar cycle of problem** (29) is a periodic solution of the form

$$\xi(s, y) = \xi_0 \exp[2\pi i(\sigma s + py)], \quad (30)$$

where $\xi_0, \sigma = \text{const} \in \mathbb{R}$, $p \in \mathbb{Z}$.

A **two-dimensional self-similar torus of problem** (29) is a quasiperiodic solution of the problem of the form

$$\xi(s, y) = \xi_0(\sigma_1 s + y) \exp(2\pi i\sigma_2 s), \quad (31)$$

where $\sigma_1, \sigma_2 = \text{const} \in \mathbb{R}$ and $\xi_0(y)$ is a 1-periodic complex-valued function. We assume that the solution (31) does not reduce to the solution (30).

The following two standard assertions concern the correspondence between the solutions (30) and (31) of the quasinormal form and analogous steady-state regimes of problem (10).
Theorem 1. Suppose that the quasinormal form (29) has a self-similar cycle of the form (30) that is exponentially orbitally stable or dichotomic (in the metric of the phase space $(\text{Re}\xi, \text{Im}\xi) \in W^1_2 \times W^1_2$, where $W^1_2$ is the Sobolev space of 1-periodic functions). Then, for any positive integer $l$, there exists a sufficiently small $\varepsilon > 0$ such that for all $0 < \varepsilon \leq \varepsilon_l$ the original boundary value problem (10) admits a traveling-wave-type cycle with the same stability properties that is defined by the equalities

$$u = \sqrt{\varepsilon} \xi_0 \left[ \exp\left(2\pi i(\theta + px)\right)a + \exp\left(-2\pi i(\theta + px)\right)a \right] + \varepsilon \mathcal{U}(\theta + px, \varepsilon),$$

$$\frac{d\theta}{dt} = \frac{\omega_0}{2\pi} + \sqrt{\varepsilon} p\kappa + \varepsilon\sigma + \varepsilon^{3/2}\Delta(\varepsilon).$$

Here $\xi_0, \sigma$ and $p$ are the constants from (30), $\kappa$ is the constant from (27), $\Delta(\varepsilon)$ is a bounded function of $\varepsilon$, and the vector function $\mathcal{U}(\theta, \varepsilon)$ is continuous and bounded on the set $(\theta, \varepsilon) \in \mathbb{R} \times (0, \varepsilon_1)$ together with its partial derivatives with respect to $\theta$ up to the order $l$ inclusive.

Theorem 2. For every self-similar torus (31) of the quasinormal form (29) that is exponentially orbitally stable or dichotomic, the original problem (10) has a two-dimensional invariant torus with the same stability properties for all sufficiently small $\varepsilon > 0$. This torus admits a parametric representation analogous to (32):

$$u = \sqrt{\varepsilon} \left[ \xi_0(\theta_1 + x) \exp(2\pi i\theta_2) a + \xi_0(\theta_1 + x) \exp(-2\pi i\theta_2) a \right] + \varepsilon \mathcal{U}(\theta_1 + x, \theta_2, \varepsilon),$$

$$\frac{d\theta_1}{dt} = \sqrt{\varepsilon} \kappa + \varepsilon\sigma_1 + \varepsilon^{3/2}\Delta_1(\theta_2, \varepsilon), \quad \frac{d\theta_2}{dt} = \frac{\omega_0}{2\pi} + \varepsilon\sigma_2 + \varepsilon^{3/2}\Delta_2(\theta_2, \varepsilon),$$

where the functions $\mathcal{U}$ and $\Delta_j, j = 1, 2$ depend periodically (with period 1) on the phase variables $\theta_1$ and $\theta_2$ and are continuous and bounded in $(\theta_1, \theta_2, \varepsilon)$ together with any fixed number of their derivatives with respect to $\theta_1$ and $\theta_2$.

Note that the special dependence on $x$ in (33) and the absence of the argument $\theta_1$ in the functions $\Delta_j, j = 1, 2$, are associated with the invariance of this torus with respect to the rotational symmetry, i.e., with respect to the changes $x \to x + c$ and $\theta_1 \to \theta_1 - c$, where $c$ is an arbitrary real number.

The theorems formulated above can be proved by the methods described in [13] and the monograph [14].

3. Attractors of the quasinormal form. Numerical results

We reduce the boundary value problem (29) to a canonical form. To this end, taking into account the inequalities $\text{Re}(A_1, b) > 0$ and $\text{Re} d < 0$ (see Condition 2), we successively make the following changes in it

$$\xi \exp(-i \text{Im}(A_1, b)s) \to \xi, \quad y + \text{Re}(D_1, a, b)s \to y, \quad \text{Re}(A_1, b)s \to s,$$

$$\xi = \sqrt{-\text{Re} \left( A_1 a, b \right) / \text{Re} d} \cdot w, \quad s \to t, \quad y \to x.$$

Then we obtain a model boundary value problem

$$\frac{\partial w}{\partial t} = \nu \left( (1 - ic_1) \frac{\partial^2 w}{\partial x^2} + ic_2 \frac{\partial w}{\partial x} \right) + w - (1 + ic_3)|w|^2w, \quad w(t, x + 1) \equiv w(t, x),$$

where

$$\nu = \frac{\text{Re} [-i(D_0 a_1, b)]}{\text{Re} (A_1, b)} > 0, \quad c_1 = -\frac{\text{Im} [-i(D_0 a_1, b)]}{\text{Re} [-i(D_0 a_1, b)]} \in \mathbb{R},$$

$$c_2 = \frac{\text{Im} (D_1 a, b)}{\text{Re} [-i(D_0 a_1, b)]} \in \mathbb{R}, \quad c_3 = \frac{\text{Im} d}{\text{Re} d} \in \mathbb{R}. $$

(35)
The problem (34) always has the homogeneous cycle
\[ w = \exp(-ic_3 t). \]  
(36)

This cycle is a particular case of a traveling wave; i.e., it is contained in the family of cycles
\[ w = w_p \exp(i\sigma_p t + 2\pi p ix), \]  
(37)

where \( w_p, \sigma_p = \text{const} \in \mathbb{R}, \ p \in \mathbb{Z}. \) Conditions for the existence and stability of such cycles are given in the following assertion.

**Theorem 3.** Suppose that
\[ 1 - 2\pi \nu p(2\pi p + c_2) > 0. \]  
(38)

for some \( p \in \mathbb{Z}. \) Then the boundary value problem (34) admits a \( p \)-th traveling wave (37) whose amplitude and frequency are defined by the formulas
\[ w_p = \sqrt{1 - 2\pi \nu p(2\pi p + c_2)}, \ \sigma_p = 4\pi^2 p^2 \nu c_1 - c_3 w_p^2. \]  
(39)

The cycle (37), (39) is exponentially orbitally stable if the infinite series of inequalities
\[ (w_p^2 + 4\nu^2 \pi^2 k^2)[2w_p^2(1 - c_1 c_3) + 4\nu^2 \pi^2 k^2(1 + c_1^2) - \nu(4\pi p + c_2)^2] > \nu(4\pi p + c_2)^2(-w_p^2 c_3 + 4\nu^2 \pi^2 k^2 c_1)^2, \]  
(40)

holds, and is unstable if at least one of these inequalities is strictly violated.

The analysis of conditions (38) and (40) for \( 0 < \nu \ll 1 \) and for fixed \( c_1, c_2, \) and \( c_3 \) shows that in this case the boundary value problem (34) has traveling waves (37), (39) with numbers \( p = 0, \pm 1, \ldots, \pm p_0, \) where \( p_0 \) is any predetermined fixed positive integer. All these cycles are simultaneously stable (unstable) if the inequality \( c_1 c_3 - 1 < 0 \ (> 0) \) holds. This and Theorem 1 imply that for \( c_1 c_3 < 1, \) as the quantity \( \text{Re}(A_1 a, b) \) increases (or, equivalently (see (35)), as the parameter \( \nu \) decreases), the original boundary value problem (10) exhibits a buffer phenomenon, i.e., an unbounded accumulation of stable cycles of the form (32).

Two conclusions hold, firstly, the homogeneous cycle (36) is stable (unstable) for \( |c_2| - 2\pi < 0 \ (> 0) \) in case, when \( \nu \gg 1 \) and \( c_j \sim 1, \ j = 1, 2, 3, \) and secondly, all traveling waves (37), (39) provided by Theorem 3 are unstable in the case of \( \nu, c_1, c_3 \sim 1, \ c_1 c_3 > 1 \) and \( |c_2| \gg 1. \) Thus, the most interesting range of the parameters \( c_1, c_2, \) and \( c_3 \) is specified by the inequalities
\[ c_1 c_3 > 1, \ |c_2| > 2\pi. \]  
(41)

Indeed, under these conditions, the boundary value problem (34) has nontrivial dynamics both for \( \nu \gg 1 \) (its homogeneous cycle (36) is certainly unstable) and for \( \nu \ll 1 \) (all existing traveling waves are unstable). Below we will show by numerical analysis that for fixed \( c_j, \ j = 1, 2, 3, \) satisfying inequalities (41) and for \( \nu \ll 1 \) problem (34) admits a chaotic attractor \( A_2, \) whose Lyapunov dimension \( d_L(A_2) \) (calculated by the well-known KaplanYorke formula [15], algorithm from [16]) tends to infinity as \( \nu \to 0. \) In a similar way, an indefinite growth of the dimension of the chaotic attractor is observed for \( \nu, c_1, c_3 \sim 1, \) and \( c_1 c_3 > 1 \) as \( |c_2| \) increases.

To describe the corresponding numerical experiments, we introduce points \( x = j/N, \) \( j = 1, \ldots, N, \) where \( N \) is an arbitrary fixed positive integer, and replace the partial derivatives with respect to \( x \) in (34) at these points with the corresponding symmetric differences. As a result, we arrive at the following finite-dimensional model for the variables \( w_j(t) = w(t, x)|_{x=j/N}: \)
\[ \dot{w}_j = \nu \left[ (1 - ic_1)N^2(w_{j+1} - 2w_j + w_{j-1}) + ic_2 N(w_{j+1} - w_{j-1})/2 \right] + w_j - (1 + ic_3)|w_j|^2 w_j, \]  
(42)

\[ j = 1, \ldots, N, \ w_0(t) = w_N(t), \ w_{N+1}(t) = w_1(t). \]
For the parameter values
\[ c_1 = 1, \quad c_2 = 8, \quad c_3 = 4, \] (43)
which satisfy inequalities (41), a chaotic attractor \( A_\nu(N) \) arises in system (42) as \( \nu \) decreases. A clear picture of this process is given by the graphs of the leading Lyapunov exponent \( \lambda_{\text{max}}(A_\nu(N)) \) and the Lyapunov dimension \( d_L(A_\nu(N)) \) of this attractor versus \( \nu \). For \( N = 30 \), the corresponding graphs drawn point-by-point with a step of 0.00005 on the interval \( 0 \leq \nu \leq 0.025 \) are shown in Figs. 1 and 2. A characteristic feature of the dependence of \( d_L(A_\nu(N)) \) on \( \nu \) is the presence of a maximum at small \( \nu \). This is associated with the fact that for a fixed \( N \), as \( \nu \to 0 \), the attractors in the difference model (42) become simpler (stable traveling waves arise that have no analogs in the distributed model (34)). Therefore, for too small values of \( \nu \), the difference model ceases to adequately describe the dynamics of problem (34). Note in addition that as \( N \) increases, the above-mentioned maximum shifts to zero and the value of \( d_L(A_\nu(N)) \) at the maximum point indefinitely increases.

At the next stage, we verify that as \( N \) increases, the attractor \( A_\nu(N) \) of the difference model (42) converges in a some sense to the attractor \( A_\nu \) of the boundary value problem (34). Indeed, numerical calculations for fixed \( \nu \) show that the quantities \( \lambda_{\text{max}}(A_\nu(N)) \) and \( d_L(A_\nu(N)) \) stabilize as \( N \) increases. Figures 3 and 4 illustrate the dependence of these quantities on \( N \) for
5 \leq N \leq 100 \text{ when } \nu = 0.007 \text{ and } \nu = 0.002 \text{ (solid lines correspond to the case of } \nu = 0.007, \\
\text{and the dashed lines, to the case of } \nu = 0.002\text{). Here it is important that smaller values of the parameter } \nu \text{ correspond to greater values of } d_L. \text{ Thus, we have every reason to expect that for the set of parameters (43) the dimension } d_L(A_\nu) \text{ of the chaotic attractor } A_\nu \text{ of the boundary value problem (34) indefinitely increases as } \nu \to 0.

A similar conclusion on the indefinite growth of the dimension of the chaotic attractor of the boundary value problem (34) is valid for \( c_1 = 1, c_3 = 4, \) and \( \nu = 1 \) as the quantity \( \alpha = 1/c_2 > 0 \) decreases. To verify this, for the indicated values of the parameters we present the results of numerical analysis of the system

\[
\dot{w}_j = i \nu N(w_{j+1} - w_{j-1})/2 - (1 + ic_3)|w_j|^2w_j + +\alpha(\nu (1 - ic_1)N^2(w_{j+1} - 2w_j + w_{j-1}) + w_j), \quad j = 1, \ldots, N,
\]

which is obtained from (42) after the substitutions \( w_j/\sqrt{c_2} \to w_j \) and \( c_2 t \to t \).

Just as in the previous case, for small \( \alpha \) system (44) admits a chaotic attractor \( A_\alpha(N) \). For \( N = 30 \), the dependence of the leading Lyapunov exponent \( \lambda_{\max} \) and the Lyapunov dimension \( d_L \) of this attractor on \( \alpha \) is demonstrated in Figs. 5 and 6. These graphs are drawn point-by-point with a step of 0.0001 on the interval 0.01 \( \leq \alpha \leq 0.08 \). The interval 0 \( \leq \alpha \leq 0.01 \) has not been considered because the difference model (44) ceases to be adequate to the continuous model (34) for fixed \( N \) and very small \( \alpha \) (chaos is destroyed, and stable traveling waves whose analogs...
in the continuous model are unstable arise). Next, Figs. 7 and 8 demonstrate the dependence of $\lambda_{\text{max}}$ and $d_L$ on $N$ for $5 \leq N \leq 100$ when $\alpha = 0.03$ and $\alpha = 0.02$ (solid and dashed lines, respectively). The information presented supports the conjecture that $d_L(A_{\alpha}) \rightarrow +\infty$ as $\alpha \rightarrow 0$, where $A_{\alpha} = \lim A_{\alpha}(N), N \rightarrow \infty$ is the attractor of the original boundary value problem (34) for $c_1 = 1, c_3 = 4, \nu = 1$, and $\alpha = 1/c_2$.

To conclude the description of the results of numerical calculation, we note that for the parameter values (43) and for all $\nu \geq 0.1$ problem (34) has a stable self-similar two-dimensional torus of the form (31). Thus, we see that the applicability domain of Theorem 2 is certainly nonempty.

4. Conclusions

The reason why the order of smallness of the coupling matrix (10) is chosen to be $\sqrt{\varepsilon}$ is associated with the spectral properties of the matrix (15). Such a coupling order has allowed us to apply the known method of quasinormal forms to the boundary value problem (10) and obtain rigorous results on the correspondence between special steady-state regimes of the boundary value problems (29) and (10). A similar correspondence between the chaotic attractors of these problems has not been established; however, there is every reason to expect that such a correspondence also takes place. Based on the analytic and numerical analysis performed above within the framework of this hypothesis, we get a sufficiently clear picture of the local dynamics of the boundary value problem (10) in the neighborhood of the zero equilibrium state. The main features of these dynamics are the following two alternatives that take place for an appropriate choice of the parameters: either the buffer phenomenon occurs or a chaotic attractor of an arbitrarily high Lyapunov dimension arises (see also [16]–[19]).
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