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Abstract—With the deployment of smart sensors and advancements in communication technologies, big data analytics have become vastly popular in the smart grid domain, informing stakeholders of the best power utilization strategy. However, these power-related data are stored and owned by different parties. For example, power consumption data are stored in numerous transformer stations across cities; mobility data of the population, which are important indicators of power consumption, are held by mobile companies. Direct data sharing might compromise party benefits, individual privacy and even national security. Inspired by the federated learning scheme from Google AI, we propose a federated learning framework for smart grids, which enables collaborative learning of power consumption patterns without leaking individual power traces. Horizontal federated learning is employed when data are scattered in the sample space; vertical federated learning, on the other hand, is designed for the case with data scattered in the feature space. Case studies show that, with proper encryption schemes such as Paillier encryption, the machine learning models constructed from the proposed framework are lossless, privacy-preserving and effective. Finally, the promising future of federated learning in other facets of the smart grid is discussed, including electric vehicles, distributed generation/consumption and integrated energy systems.
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I. INTRODUCTION

The 21st century has witnessed an increasingly digitalized and intelligent power grid. The widely distributed sensors, featuring smart meters and global positioning systems, are continuously sending back power-related data from all facets of the grid. Advances in information and communication technologies (ICT) such as 5G have also ensured the timely transmission of these high-resolution data streams back to stakeholders. Big data analytics, attributable to the emergence of such massive data streams, are becoming vastly popular within the past decades. They aim at constructing data-driven models of the physical grid, which help stakeholders establish an informed decision that maximizes their benefits. For example, [1] recently constructed a comprehensive model of the U.S. power grid, based on the open-source smart grid profiles collected across the Internet, to investigate carbon emissions by 2030. State-of-the-art machine learning models, including deep learning, reinforcement learning and generative networks, are also intensively explored to forecast load and renewable profiles [2], address grid disturbances [3] and defend against false injection attacks [4].

One key feature inherent in the big data analytics of smart grids is the natural separation of data by different data-holding parties. This separation in the data space can either be (1) horizontal, where each party holds different training samples but has access to the same set of features, or (2) vertical, where each party shares the same set of training samples but holds different features [5]. Either way, if all the separated data are aggregated into the central server for analysis, the communicational and computational burden would be enormous. The emergence of various distributed learning techniques can mitigate such problems through multi-party collaborated learning, which includes smart task allocation, parallel computing and data sharing mechanisms [6]. However, most distributed learning frameworks require parties to share their data and models in a direct and unprotected manner (as discussed in [7]), which leads to the privacy of data being compromised. In a world where data privacy is greatly valued and even legislated (e.g., the General Data Protection Regulation Act in the European Union [8]), it is urgent that all data be secured in the learning process, to minimize data leakage into the hands of eavesdroppers or other parties.

In 2016, Google AI proposed federated learning as a new form of distributed learning, with intentions of learning user behavior across mobile devices [9]. It echoed the distributed learning scheme in terms of parallel and collaborative data processing, but differed in that only encrypted model updates were transferred in each training epoch, while the entire training data remained inside the devices themselves. Both the encryption mechanism and the immobility of user data protected privacy. In the years that follow, various improvements to federated learning emerged, with stronger concerns on addressing the heterogeneity of training data [10], computational power [11] and communicational networks across devices [12]. Yang et al. further extended the concept of federated learning from addressing horizontally-separated to vertically-separated data, and proposed Secure-Boost [13], a privacy-preserving version of XGBoost [14], for nonlinear vertical federated learning. Fig. 1 shows the development of federated learning since the concept was coined. Besides the increasing number of publications by year [15], federated learning has also penetrated into multiple research fields, including smart mobile devices [16], healthcare [17] and Internet of Things [18]. Two open-source learning frameworks, TensorFlow Federated [19] and FATE [20], were also developed and released in the past.
3 years.

Fig. 1. Timeline of Federated Learning, which demonstrates important milestones and annual publication statistics.

Surprisingly, federated learning has rarely been explored in the smart grid domain. The works in [21] and [22] are among the few implementations of federated learning in electric load forecast and EV-based energy demand prediction, but they merely address the horizontal separation of data, and there is a lack of systematic encryption scheme. The importance of data privacy in the smart grid should be self-evident and significant, as leakage of power traces will lead to grid vulnerabilities being exposed and targeted, affecting the local economy and even national security. Therefore, we hereby propose a federated learning framework for smart grids, to maximally secure power traces in multi-party collaborated learning. The framework is intended to address both vertical and horizontal separations of power traces, and various machine learning models are directly applicable as the built-in learning tool. The framework is demonstrated within a real-life problem setup, where the Zhuhai Power Grid (China) intends to better learn the patterns of power consumption, but the power traces are scattered across inner-city transformer stations, and population mobility data of Zhuhai citizens (which are important indicators of power consumption) are held by commercial mobile companies. Our contributions to the field of smart grid can be summarized as:

1) We propose a Horizontal Federated Learning (HFL) sub-framework for multi-area collaborative power consumption forecast, and communication delays are also considered.

2) We propose two Vertical Federated Learning (VFL) sub-frameworks for collaborative power consumption predictions, based on datasets from two distinct parties. Vertical linear regression is employed when a trusted third-party is needed for augmented data protection, while vertically-federated XGBoost (or SecureBoost) can be employed when better prediction performances are required.

3) The lossless and privacy-preserving properties of both HFL and VFL sub-frameworks are confirmed.

The incorporation of federated learning into smart grids has profound implications in the energy regime. The concept of the Energy Internet, proposed by Rifkin in 2011 [23], has since then brought various energy entities closer than ever, to collectively establish an interconnected and intelligent energy exchange network. The federated learning framework can further help break through the inherent information exchange barriers, allowing for all parties to trustingly collaborate on pattern mining, with an enhanced level of privacy protection.

The rest of the paper is structured as follows. Section II introduces the problem setup of the federated learning framework, which contains both the horizontal and vertical case of data separation. Section III introduces HFL and its applications in the horizontal case. Section IV introduces VFL and its sub-frameworks in the vertical case. Section V concludes the article, and points out the future prospects of federated learning.

II. PROBLEM SETUP

Within the smart grid domain, there are two most commonly observed types of data separation. The first type is known as horizontal data separation, where all parties hold different training samples, but these samples share the same set of features and labels (Fig. 2(a)). For example, household-level and district-level power consumption data are recorded by numerous sensor networks and transformer stations distributed across cities. Under this construct, all parties are considered homogeneous as they hold similar information of each sample. They can choose to train models separately, but a collaborative training scheme would greatly enrich the training set, contributing to a high generalization performance of the resulting models. The collaboration is easier to achieve since these parties, typically operated by the same power company, have little curious or malicious intentions over each other. Nevertheless, raw data are still preferred not to be transferred directly, as eavesdroppers might easily intercept these information.

On the other hand, data might be separated in a way that the parties hold different features over the same set of samples (Fig. 2(b)). This is known as vertical data separation. For example, besides power consumption data, there might also be demographics or weather data that are highly related to power, but held by external parties whose benefits would compromised if data are exchanged. Under this construct, all parties are considered heterogeneous as they hold different feature sets, and collaborative training would be preferred with complementary features as additional inputs. Raw datasets are naturally forbidden to be transferred across parties; even the intermediate model parameters need to be effectively encrypted before transferral.

It can be seen that for both types of data separation, it is necessary to construct a secure and reliable framework for multiple parties to train a model collaboratively. For the ease of discussion, the machine learning goals for each case are concretely formulated as regression problems as follows:

Case 1: For the horizontal separation of data, the constructed model $F^H$ is expected to learn from the feature values of $N$ homogeneous parties \{ $X_1, X_2, ..., X_N$ \} together with the...
corresponding labels \( \{Y_1, Y_2, \ldots, Y_N\} \), and predict the target values \( y^H \) from its feature values \( x \) of the shared feature set:

\[
y^H = F^{H}_{X_1, \ldots, X_N, Y_1, \ldots, Y_N}(x),
\]

(1)

For each sample, the feature values \( x \) are consistent and transparent to all parties as they share the same feature set. During the training process, raw training data \( \{X_1, \ldots, X_N, Y_1, \ldots, Y_N\} \) shall never be transferred across parties. All intermediate results are expected to be properly encrypted before they are transferred.

**Case 2:** For the vertical separation of data, under a two-party collaboration assumption, the constructed model \( F^V \) is expected to learn from the sample-aligned features \( X_A \) of Party A and \( X_B \) of Party B, together with their labels \( Y_B \) (supposedly held by Party B). This model will predict the target values \( y^V \), from the feature values of the same sample held by Party A (\( x_A \)) and Party B (\( x_B \)):

\[
y^V = F^{V}_{X_A, X_B, Y_B}(x_A, x_B).
\]

(2)

During the training process, raw training data \( X_A \), \( X_B \), \( Y_B \), feature values of test samples \( x_A, x_B \) and feature names shall never be revealed in any way across parties. All intermediate results are expected to be properly encrypted before they are transferred.

In both **Case 1** and **Case 2**, mean squared error (MSE) can be employed as a consistent metric for evaluating convergence and testing prediction performances. The proposed framework for training each machine learning model, namely horizontal and vertical federated learning, will ensure a low MSE, and meanwhile minimize data leakage across parties. In Sections III and IV, we will demonstrate principles of the HFL and VFL framework, respectively.

The datasets we use for the case study are retrieved from the Smart City Project of Zhuhai, China (See Table 1 for details). Among these datasets are the power consumption data from 60 transformer stations distributed across Zhuhai, provided by the Power Supply Bureau with a temporal resolution of 5 minutes. Data of these spatially adjacent transformer stations are natural examples of horizontally separated data (**Case 1**), and a forecast model can be collaboratively trained due to their similar power consumption patterns. In this case, each training set \( X_i, i \in \{1, 2, \ldots, N\} \) in (1) is an \( N^H_S \times N^H_F \) matrix, contextualized as the dataset of a transformer station. Here \( N^H_S \) is the number of containing samples and \( N^H_F \) is the number of shared features. More specifically the historical power consumption records, \( Y_i, i \in \{1, 2, \ldots, N\} \) is an \( N^H_F \times N^H_L \) matrix, contextualized as the power consumption forecast, where \( N^H_L \) is the number of timeslots to be forecasted. \( x \), a vector of length \( N^H_F \), refers to the historical power consumption of a test sample, and \( y^H \) is the corresponding forecast output vector of the model \( F^H \) with length \( N^H_L \).

Besides power consumption, there is another dataset provided by China Mobile delineating the hourly mobility information of the Zhuhai population. To mitigate ethical concerns, all personal information was erased and instead converted to district-level statistics as features (age group, headcount, etc.) before the dataset was available to us. The mobility dataset can also be temporally aligned with the power consumption dataset with distinct features, which provides a natural example of vertically separated data (**Case 2**). In this case, China Mobile is assigned as Party A, and the Power Supply Bureau, who holds the power consumption data considered as labels, is assigned as Party B. \( X_A \) and \( X_B \) in (2) are respectively contextualized as feature values for Parties A and B, with shapes \( N^V_S \times N^V_A \) and \( N^V_S \times N^V_B \). \( N^V_A \) is the number of common samples; \( N^V_A \) and \( N^V_B \) are the numbers of features held by respectively Parties A and B. \( Y_B \) is an \( N^V_Y \times N^V_L \) matrix, contextualized as the power consumption prediction labels, where \( N^V_L \) is the number of labels to be predicted. \( x_A \) and \( x_B \) are feature vectors of the test sample held by Parties A and B, with lengths \( N^V_A \) and \( N^V_B \) respectively. \( y^V \) is the prediction output of model \( F^V \) with length \( N^V_Y \).

Finally, it should be stated that in **Case 2**, due to a lack of variety in features from the Power Supply Bureau, we scraped weather data in Zhuhai from TimeandDate.com [24] and treated them as if they were proprietary features of \( X_B \).

### III. Horizontal Federated Learning

In **Case 1** where data are horizontally separated, it would be ideal if all local datasets are brought together (i.e., \( X = X_1 \cup X_2 \cup \ldots \cup X_N \)) for centralized training. However, the strong restraint on raw data exchange poses significant challenges to this training convention. HFL suggests that an alternative learning framework, through distributed local training and secure client-server synchronization, is mathematically equivalent to training the combined dataset in a centralized manner. During this process, the raw datasets remain locally stored,
and all the synchronized information is safely immune to eavesdroppers.

A. Horizontal Federated Learning Framework

The client-server based HFL framework [25] involves multiple trusted parties training collaboratively as clients, and a central aggregated server for encrypted computation. HFL is built on two trust-related assumptions, both of which are valid in the smart grid context:

1) All parties are trustworthy to each other. That is, they are not interested in stealing information from each other. In smart grids, all parties holding horizontally separated information are typically regulated by the same state/national grid, and therefore are not viciously competitive towards each other.

2) The aggregated server is honest-but-curious (or semi-honest). That is, the server will not maliciously hack or contaminate information that is opaque to it; but this server might collect and take advantage of all the “legal” information for its own benefits. Such an aggregated server is easily available for smart grid data, e.g. many commercial cloud platforms are willing to provide such a service with data securely processed.

An HFL framework can therefore be easily transplanted to the context of smart grids. It trains a unanimous machine learning model \( F^H \) in an iterative fashion (See Framework 1), where the updates of parameters are encrypted by, uploaded to, aggregated by and broadcast via a central server in each epoch. Note that all the model parameters are uploaded to and aggregated in the form of ciphertexts, which means that even the server who performs aggregation operations does not have access to the decrypted model updates. After training, each party receives a copy of the final model, as the final product of collaborative learning. Readers can also refer to Fig. 3 for a more intuitive demonstration of the collaborative training process in HFL.

In Framework 1, \( g^k_n \) denotes the calculated gradient in training epoch \( k \) for party \( n \). \( \omega_k \) indicates the averaged model parameters at epoch \( k \), which will be the reset parameter values for all parties at epoch \( k \). \( \omega^k_k \) is the local updated parameter for party \( n \) at epoch \( k \), where \( \eta \) is the learning rate. \( L^k_k \) is the MSE loss for party \( n \) at epoch \( k \), and \( L_k \) is its average value across parties.

\[
Dec([a]) = \frac{AVG}{AVG_n}([a])
\]

where \( a \) and \( b \) are two independent values in the real space \( \mathbb{R} \), and \( n \) is a scalar. The Paillier encryption/decryption scheme [26] happens to support such homomorphic operations. Paillier starts by generating a keypair (public key, private key) based on Number Theory. The public key is available to every entity, which allows all parties to encrypt parameters, and allows the aggregated server to perform ciphertext averaging with homomorphic operations. The private key, necessary for

---

**TABLE I**

**DESCRIPTION OF THE MOBILITY AND POWER CONSUMPTION DATASET USED FOR THE PROBLEM SETUP.**

| Party                | Power Supply Bureau | China Mobile                        |
|----------------------|---------------------|-------------------------------------|
| Resolution           | 5 minutes           | 1 hour                              |
| Time Span            | 2019.1 - 2020.10    | 2020.1 - 2020.11                    |
| Label                | Power Consumption   | District Headcount, Gender Statistic, Age Statistic (5 bins), Wage Statistic (3 bins) |

*The weather-related features (italicized) are set as external features of Case 2, in order to enrich the feature set. All mobility data are inferred by individual users’ log info in each district.

---

**Fig. 3. Demonstration of collaborative training in horizontal federated learning.**

---

\[ Dec([a]) + Dec([b]) = Dec([a + b]) \] (3)

\[ Dec([a] \odot n) = Dec([a \cdot n]) \] (4)
deciphering ciphertexts, is unknown to the server, keeping the parameters unrevealed during the aggregation.

B. Horizontally-Federated Power Consumption Forecasting

The above HFL framework is implemented in Case 1. We select three transformer stations in Zhuhai, Leyuan, Gaoxin and Luoxing, that are spatially adjacent to each other so that the power consumption patterns are similar. Historical power consumption (from the past 16 hours) are selected as input features, and the HFL model aims at forecasting the power consumption in the future 1, 2, ..., 7 hours.

Considering the power of recurrent neural networks in addressing time-series data, we hereby select long-short term memory (LSTM) \cite{27} as the unanimous model $F_H$ to be trained. Details on the LSTM architecture have been elaborated in (Fig. 4). All time series inputs are passed into identical LSTM units, which encode the inputs into hidden states and cell states using gate logics. The LSTM units are then chained together to yield an intermediate vector, which further passes through activated fully-connected layers to yield the desired output.

![Fig. 4. LSTM architecture employed in horizontal federated learning.](image)

The convergence of HFL with an LSTM architecture has been plotted in Fig. 5. It can be seen that the HFL framework converges perfectly within 10 epochs with an average MSE of 0.04, and no overfitting is observed. Instead, if each party individually trains its own data, then despite a similarly impressive performance on the training set itself, the as-trained model generalizes poorly to the data of other parties, with a significant level of overfitting on the test set.

Finally, we consider a particular case where communication delays are present in the data transmission process, which is a common concern in federated learning practices. If in any epoch a party is not able to upload a parameter update in time, the aggregated server discards its updates and instead averages all other parties’ updates. Case study shows that when the update failure rate of each party is set to 40%, this communication delay would result in the MSE error dropping more slowly, but convergence is still reachable within 10 epochs. A slightly higher final MSE level of 0.051 is reached compared the delay-free HFL, but even so the error is still much lower than that of separate training on a single district.

![Fig. 5. LSTM architecture employed in horizontal federated learning.](image)

C. Losslessness and Security Analysis

A federated learning model $F_H$ ($F_V$) is defined to be lossless, if its centralized version $F_H^0$ ($F_V^0$) would yield the same final model under a similar training setting. This ensures that the model does not “learn less” than a centralized counterpart. In Framework 1, it is straightforward to deduce the actual parameter update rule from the homomorphic property of Paillier:

$$\omega_{k+1} = \omega_k - \eta \text{Avg}(g^n_k)$$  \hspace{1cm} (5)

which is identical to that of a centralized gradient descent framework. This proves that $F_H$ and $F_H^0$ would generate the same set of parameters after each epoch training, and therefore confirms HFL’s losslessness.

The security of data exchange is guaranteed on the server side as well as in the data transfer process. This is because all information is Paillier-encrypted outside the data-holding parties. However, the trustworthiness of parties must be guaranteed in HFL, as their uncooperative behavior (say, perform zero update at each epoch in a two-party collaboration) might lead to other parties’ private information being exposed.

IV. VERTICAL FEDERATED LEARNING

In Case 2 where data are vertically separated, parties would be more reluctant to share raw data and even model parameters, since these parties represent different stakeholder benefits and hold different facets of data. This changes the relationship among parties from being totally trustworthy to honest-but-curious. VFL provides a solution framework where each party keeps private their share of data and model during training, and only necessary results are exchanged with encryption.

A. Vertically-Federated Linear Regression

Vertically-federated linear regression (VFLR) is one of the plainest attempts at vertical collaboration \cite{28}. It asks for each party to calculate a prediction based on its own set of features, and linearly add these predictions to yield the final estimation:

$$y^V = x_A \theta_A + x_B \theta_B.$$  \hspace{1cm} (6)
The objective function for VFLR to minimize is therefore:

\[
\min_{\theta^A, \theta^B} \left\| X_A\theta^A + X_B\theta^B - y^{\text{Real}} \right\|^2 + \frac{\lambda}{2} (||\theta_A||^2 + ||\theta_B||^2) \\
(7)
\]

where \(\theta^A\) and \(\theta^B\) are linear coefficients of the mobility features and power consumption features, respectively. \(y^{\text{Real}}\) is the actual power consumption label, held by the Power Supply Bureau. \(\lambda\) is the regularization parameter.

The framework of VFLR, following the work of [28], is introduced in Framework 2, which requires the participation of a totally trustworthy third party. However, we removed the information exchange of the MSE loss, as the convexity of (7) guarantees the convergence and global optimality of this iterative algorithm. The new framework will now be terminated if both parties claim that their trainable parameters have converged.

### Framework 2: Vertically-Federated Linear Regression

A: China Mobile, B: Power Supply Bureau, C: Third Party.

1. A creates a Paillier keypair (public key, private key), and distributes the public key to A and B.
2. A secretly initializes \(\theta^A_0\).
3. B secretly initializes \(\theta^B_0\).
4. For each epoch \(k = 1, 2, \ldots, K\):
   5. A updates and sends \(\left[ \left[ X_A\theta^A_k \right] \right] \) to B.
   6. B calculates \(\left[ d_k \right] = \left[ X_A\theta^A_k \right] + \left[ X_B\theta^B_k - y^{\text{Real}} \right] \)
      and sends it to A.
   7. A calculates \(\left[ \frac{\partial L}{\partial \theta^A_k} \right] = 2\left[ d_k \right] X_A + \lambda [\theta^A_k] \)
      and sends mask \(\left[ R^A_k \right] \) to C.
   8. B calculates \(\left[ \frac{\partial L}{\partial \theta^B_k} \right] = 2\left[ d_k \right] X_B + \lambda [\theta^B_k] \)
      and sends mask \(\left[ R^B_k \right] \) to C.
   9. C deciphers \(\frac{\partial L}{\partial \theta^A_k} + R_A \) and sends it to A.
   10. C deciphers \(\frac{\partial L}{\partial \theta^B_k} + R_B \) and sends it to B.
   11. A secretly updates \(\theta^A_{k+1}\).
   12. B secretly updates \(\theta^B_{k+1}\).
   13. Terminate if A and B both agree on convergence.

### Framework 2: Demonstration of Collaborative Training in Vertically-Federated Linear Regression

During the process, China Mobile and the Power Supply Bureau collaboratively calculate the encrypted intermediate variable \([d_k]\), with each party’s training data \(X_A\) (or \(X_B\)), linear parameters \(\theta^A_k\) (or \(\theta^B_k\)) and public key. The encrypted gradient of MSE loss \(\left[ \frac{\partial L}{\partial \theta^A_k} \right]\) (or \(\left[ \frac{\partial L}{\partial \theta^B_k} \right]\)), due to the homomorphic property of Paillier, happens to both be linearly dependent on \([d_k]\), and therefore can be calculated by the corresponding party, without even knowing the decrypted gradient. The encrypted gradient is then sent to the third party for decryption; but a random encrypted mask \(\left[ R^A_k \right]\) (or \(\left[ R^B_k \right]\)) only known to the corresponding party is added to the gradients, to prevent gradient leakage to the third party. Finally the third party sends back the encrypted values of \(\frac{\partial L}{\partial \theta^A_k} + R_A\) (or \(\frac{\partial L}{\partial \theta^B_k} + R_B\)), and each party subtracts it by \(R_A\) (or \(R_B\)) to obtain the real decrypted gradients. Information security of power traces is guaranteed in the sense that no gradient information is obtained by either party (including the third party) until the end of every epoch, where the feature-holding party unmask the gradients and obtain the final value. Readers can also refer to Fig. 6 for a more intuitive demonstration of the collaborative training process in VFLR.

### B. Vertically-Federated XGBoost (SecureBoost)

One apparent drawback of VFLR is its deficiency in learning the nonlinearity of data, which can be addressed by the introduction of regression trees. Regression trees categorize data from “root node” down to “leaf nodes” by their feature values, where each leaf node corresponds to a prediction value. XGBoost is one of the most successful innovations in regression tree, which consists of \(N\) separate regression trees \(\{F^V_1, F^V_2, \ldots, F^V_n\}\), each predicting the residual value of all previous trees [14]:

\[
y^V = F^V_1(x_A, x_B) + F^V_2(x_A, x_B) + \ldots + F^V_n(x_A, x_B), n = 1, 2, \ldots, N. \\
(8)
\]
Another unique innovation in XGBoost lies in the split-finding process, which determines how data are further categorized at each node. Instead of searching the sample space individually for a greedy separation, XGBoost pre-divides training data into bins for each feature, and decides which edge of bins yields the maximum information gain. First-order gradients $g_i$ and second-order gradients $h_i$ of the current MSE losses are also aggregated by the bins:

$$G_{vb} = \sum_{i} (i | s_{v,b-1} < x_{v,i} \leq s_{v,b}) g_i, \forall v, b$$  \hspace{1cm} (9)$$

$$H_{vb} = \sum_{i} (i | s_{v,b-1} < x_{v,i} \leq s_{v,b}) h_i, \forall v, b$$  \hspace{1cm} (10)$$

where $x_{v,i}$ is the value of the $v$-th feature of the $i$-th sample. $(s_{v,b-1}, s_{v,b})$ is the $b$-th bin of the $v$-th feature.

XGBoost is the perfect candidate for nonlinear learning of vertically separated data, as training data $X_A$ and $X_B$ are not heavily intertwined by features as one would expect: each node-splitting operation involves only a split of one feature, and hence requires only one party to decide the property of the left/right child node. Split-finding, the core of XGBoost training, is extended to the vertically-federated version (or SecureBoost [13]) shown in Framework 3. Note that different than VFLR, a third party is not required for encryption and decryption. Instead, the Power Supply Bureau holds the private key and dominates the split finding process.

**Framework 3: Split Finding in SecureBoost**

A: China Mobile, B: Power Supply Bureau.

1. $B$ generates a Paillier keypair (public key, private key), and distributes the public key to $A$.
2. $A$ and $B$ identify all training samples $i$ that belong to this node.
3. $B$ calculates $g_i$ and $h_i$.
4. Each party calculates $G_{vb}$ and $H_{vb}$ for features $v$ they hold.
5. $A$ distributes $[G_{vb}]$ to $B$.
6. $B$ decrypts $[G_{vb}]$ from $A$ with the private key.
7. ($B$ performs the rest):
   - For each feature index $v = 1, 2, ..., V_A + V_B$:
     - $g := \Sigma g_i, h := \Sigma h_i, g_r := 0, h_r := 0, g_r := g - h_r - g_r, h_r := 0.
     - For each splitting edge index $b = 1, 2, ..., B_V$:
       - $g := g + n_{vb}, h := h + n_{vb}$
   - $Score = \max \{Score, g^2_{vb} + h^2_{vb} - g^2_{vb} - h^2_{vb}\}$
8. **End For**
9. **End For**
10. Record the best feature index and splitting edge index. If this feature belongs to $A$, inform $A$ of these information.

For each node in the SecureBoost Tree that needs to be split upon, China Mobile and the Power Supply Bureau first collaboratively identify the set of training samples that fall onto this node. Then, each party calculates its bin statistics $G_{vb}$ and $H_{vb}$ for all features $v$ they hold, which are aggregated to the Power Supply Bureau. Every bin edge for every feature represents a potential node split, and the Score metric, an indicator of splitting-induced information gain, is tracked to find the splitting strategy among all splitting candidates. In the calculation of $Score$, the set of $G_{vb}$’s ($H_{vb}$’s) are further aggregated into the left-child statistic $g_i$ ($h_i$) and right-child statistic $g_r$ ($h_r$) generated from the splitting.

Despite that the Power Supply Bureau is more dominant in the training process (See Fig. 8 for demonstration), it is opaque to the actual interpretation of the selected feature index and splitting edge. This guarantees that information exchanged between parties cannot be traced back to substantive conclusions of the opposite party’s data.

Fig. 8. Demonstration of collaborative training in SecureBoost.

Similar to VFLR, SecureBoost is also implemented in Case 2 to confirm its effectiveness, where the convergence of MSE is plotted in Fig. 9. It can be seen that with SecureBoost, MSE loss has decreased all the way down to 0.14 with the growing number of trees $N$ in the model, which is a 50% improvement compared to VFLR. Furthermore, the majority of MSE drop takes place right after training the first tree, by which time the MSE loss is already smaller than that of the final VFLR model. This indicates that we only need to train the first tree if computational efficiency is required. Finally similar to VFLR, if China Mobile feels its data might be compromised and withdraws from the collaboration, then the MSE loss will converge to a much higher 0.28.

Fig. 9. Convergence of mean squared error in the training process of SecureBoost.

After training, the Power Supply Bureau holds the entire XGBoost model, except on nodes when the feature value of a split is held by China Mobile, in which case it only has the index of feature and splitting edges. Hence, it still requires collaborative efforts to predict the labels for unknown test samples. Fig. 10 demonstrates the prediction process with the as-trained model of Case 2. When a test sample falls onto a non-leaf node, the Power Supply Bureau first locates the feature index on which to split the node. If the feature index belongs to Power Supply Bureau already, it then looks up the threshold value to decide which child node the test sample belongs to. If instead the feature index falls onto China Mobile, then Power Supply Bureau would request China Mobile to check out the test sample and inform whether it should belong to the left or right child node. Finally the test sample would
reach onto a leaf node, which contains the prediction value of this sample on this particular tree.

For VFLR, it is straightforward to deduce that the decrypted gradient power. For VFLR, it is straightforward to deduce that the identical to their centralized version in terms of prediction C. Losslessness and Security Analysis

Fig. 10. Collaborative prediction process with SecureBoost.

C. Losslessness and Security Analysis

Similar to the HFL framework, VFLR and SecureBoost are identical to their centralized version in terms of prediction power. For VFLR, it is straightforward to deduce that the decrypted gradient

\[
\text{Dec}([\frac{\partial L}{\partial \theta^k}]) = 2d_k X^A + \lambda \theta^A_k
\]

\[
= 2(X^A \theta^A_k + X^B \theta^B_k - y^{\text{real}})X^A + \lambda \theta^A_k
\]

is exactly the derivative of \(L\) over \(\theta^A\) at point \(\theta^A_k\). For SecureBoost, as the Power Supply Bureau acquires information on the bin statistics \(G_{v_b}, H_{v_b}\) after decryption, the training steps are exactly the same compared to a centralized counterpart. The above analysis ensures the losslessness of both VFL frameworks.

The VFLR framework, due to the introduction of a totally trustworthy third party to distribute the public keys, can be considered secure enough. Neither party can decrypt the gradients until the very last step of iteration; and even the third party, who is responsible for decrypting the gradients, will be blocked from knowing the gradients due to the existence of random masks.

For SecureBoost, China Mobile (or Party A) is opaque to private information of the model, as it does not even have access to the leaf nodes, which are fundamental to the prediction values, in the first place. The Power Supply Bureau, despite knowing every feature index for splitting in the regression tree, cannot infer the representations of features nor the exact bin edges. Besides, regression problems hardly cause information leakage compared to classification problems, where the binary classification of nodes alone provides minimal insights on the private properties of data [13].

Finally, unlike HFL, VFL does not highlight the importance of addressing communication delays. This is because in VFL there are much fewer parties, each of which holds vital parameters not publicly revealed. Hence, a training epoch is not considered complete until exchange information from all parties has successfully arrived at the destination party.

V. Conclusion

In this paper, we proposed a systematic federated learning framework, that addresses both the horizontal and vertical separation of data in a distributed fashion. To protect user privacy and secure power traces, raw data are always stored locally to prevent data leakage, while the model parameters and sample statistics are Paillier-encrypted before the exchange. Two case studies centered around the real-life problem setup confirms the effectiveness of the proposed federated learning sub-fragments, whose lossless property is also validated through analysis.

Although this paper merely studies the case of federated learning in power consumption prediction, this framework in fact has further implications in almost every facet of smart grids. This is especially true with the emergence of the concept “Energy Internet”, which aims to interconnect all energy components. Below we have illustrated 3 potential applications of this framework in smart grids:

1) Owners of electric vehicles are reluctant to reveal their trajectories or battery conditions frequently to the public. However, understanding the data of EVs is critical to the optimal siting of charging stations and the design of smart navigation systems. Federated learning helps to perform local data mining of these homogeneous vehicles, while sharing the model updates on each device.

2) With the prevalence of distributed power systems, owners of distributed generators/consumers may not willingly provide their electricity inputs/outputs, but these data would be critical to the safe and economic operation of smart grids. Federated learning would reassure the distributed participants in collaborative pattern mining, without exposing raw data to each other.

3) In the integrated energy system, electricity is dynamically coupled with other energy systems (heat, cool, gas, etc.) Different energy systems implicitly refer to different stakeholders, and their benefits will hopefully be secured if federated learning is implemented to secure the information exchange.

Federated learning can further extend its power by leveraging state-of-the-art cloud-computing and edge-computing technologies. We will explore these topics in the future.
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