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Abstract
To solve tea image classification problems, this study focuses on triplet loss convolutional neural network to classify six high-mountain oolong tea classes. In the experiment, instead of using traditional deep learning training approach for local feature of tea images, an innovative image verification approach is proposed to learn the global feature of tea images by integrating the distributed tea leaves’ features of all tea sub-images and using a majority voting mechanism to do classification. The results show that the proposed approach can work for small sample size dataset and have higher accuracy than normal transfer learning approach. The average accuracy of the proposed approach achieves 99.54%.
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1. Introduction
Tea is a vital export product for many countries to sustain their economic growth. Each year, there are at least six million tons of tea were produced globally [1]. In Taiwan, the price difference between high quality tea and inferior quality tea often reaches hundreds of US dollars. However, farmers who produce high quality tea often suffer from tea mixing issue, i.e., some middlemen mix the inferior quality tea with high quality tea and re-sell it as high quality tea products to earn extra margins. This can jeopardize the sustainability of local tea markets because of losing customers’ trust.

To help tea famers deal with this issue, tea industry conventionally applies biochemical techniques, such as DNA markers, mass spectrometry, gas-chromatography, or high performance liquid chromatography, to analyze tea samples and trace their original sources [2-3]. However, due to the fact that these techniques are time-consuming and have high costs, computer vision approaches were proposed in recent years as an alternative way to complement their disadvantages; the computer vision approaches often combine with signal processing algorithms or machine learning algorithms to extract tea image features [4-6].

This research aims to develop an image verification approach through majority voting mechanism, which can learn the global feature of tea images by integrating all tea sub-images’ features, in order to help smallholder tea farmers address tea mixing issue. By using image cropping and majority voting, the proposed approach can work for small sample size dataset and have higher accuracy than traditional deep learning training approach.

The remainder of this study is arranged as follows. Section 2 explains how the initial experiment and two observations influence the proposed experiment design. Section 3 describes tea dataset details. Sections 4 and 5 show the proposed approach for tea image classification and its algorithms. Section 6 describes the whole image-preprocessing process, including the standardized procedure for photograph tea images and detailed image processing method. Sections 7 and 8 present the proposed model architecture and experiment results. Finally, section 9 concludes the study.
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2. Initial Experiment and Observations

There are six high-mountain oolong tea classes in this study (for detailed dataset description, see section 3). The initial attempt to classify these tea classes is to use normal transfer learning training approach (Fig. 1), which has three parts: image pre-processing, image augmentation, and model training. In the experiment, four pre-trained models (pre-trained weight using ImageNet), i.e., Xception, VGG16, InceptionV3, and InceptionResNetV2 models [7-10], are used to classify tea classes. The overall transfer-learning model architecture with its parameters and neural layer information can be seen in Fig. 2. The first part in Fig. 1 is image pre-processing, where all tea images are resized to 299 × 299 pixel size with three color channels. The second part, data augmentation, is used to mitigate small data size issue. Data augmentation methods used in the experiment including randomly image rotation (0 ~ 30 degree), randomly horizontal flip, and randomly vertical flip. Through initial experiment, the result shows that the normal transfer learning training approach performs poorly for tea image classification task (Table 1). In Table 1, the first column displays several pre-trained deep learning models applied for tea classification. The third column shows the test accuracy of each trained model. The result shows that none of these models’ accuracy is greater than 70%, which suggests that the normal transfer learning training approach is not suitable for the dataset in this study. Table 2 shows models’ hyperparameters; the same hyperparameters are used for all models.

The low accuracy issue can be explained from two perspectives. First, the small data size used to train models can result in model overfitting. As illustrated in Fig. 3, the model overfitting tendency can be observed from the changes of validation loss, which shows that the training data is not enough. The reason of only using 360 tea images is that the application scenario of the study is to develop a tea image verification technique for smallholder tea farmers. Therefore, small data size is inevitable in this study and becomes a research problem to be solved via algorithm design. Second, there may be some distinct properties between traditional images and tea images such that the normal transfer learning approaches do not work. Here, traditional image means the images without distributed objects, such as tea leaves. To examine the rationality of the above-mentioned explanations for low accuracy, two observations are conducted.

![Fig. 1 Normal transfer learning approach in this study](image1)

![Fig. 2 Architecture of additional four dense layers](image2)

| Pre-trained models   | Accuracy of training data | Accuracy of testing data |
|----------------------|---------------------------|-------------------------|
| Xception             | 73.75%                    | 60.00%                  |
| VGG16                | 65.83%                    | 69.99%                  |
| InceptionV3          | 25.00%                    | 20.00%                  |
| InceptionResNetV2    | 18.75%                    | 16.67%                  |
Table 2 Parameters and hyperparameters of models

| Transfer learning weight | Loss function       | Optimization function | Additional dense layers | Epochs | Learning rate |
|--------------------------|---------------------|-----------------------|------------------------|--------|---------------|
| ImageNet                 | Categorical cross-entropy | RMSprop               | 4                      | 500    | 1e-5          |

Fig. 3 Historical loss values in training process of InceptionV3 model using normal transfer learning approach

For the first observation, two algorithms, i.e., GradCAM++ and SmoothGrad [11-12], are used to visualize the pre-trained artificial intelligence (AI) model’s activation map and saliency map. In Fig. 4, there are three images presenting goldfish, dog, and tea. The goldfish and dog images are defined as traditional images because they do not include distributed objects as targets to be classified. The result of activation map and saliency map shows that: for traditional deep learning training approach, the model initially learns the low level local features from the image, such as edge and color, then integrates these low level local features into high level features, such as noses, eyes, and ears, and finally recognizes the image as an object, such as a dog’s face or a goldfish. However, unlike traditional images, tea image do not have local features, as shown in the activation map and saliency map. Tea image’s global feature is distributed into many objects, such as tea leaves and sticks. Therefore, these distributed objects’ feature need to be captured so that the image can be classified into the class it belongs to.

Fig. 4 Activation map and saliency map of GradCAM++ and SmoothGrad visualization algorithms

For the second observation, a tea image is cropped into many sub-images, and all sub-images look similar (Fig. 5). It can be seen that in a hypothetical feature space, the tea sub-images that belong to the same image should cluster together as their feature properties are statistically similar. To examine this idea, K-means are used to find the five most significant colors in the two tea classes (class 0 and class 3), and t-distributed stochastic neighbor embedding (t-SNE) algorithm is applied to plot these color feature vectors on a two-dimentional map (Fig. 6). Each dot in the figure represents a single sub-image. The red dots represent class 0’s cropped images and the blue dots represent class 3’s sub-images. The result suggests that the same class’s sub-images will cluster together in the feature space, and the two tea classes can be classified by using only tea color information.
The first observation using model visualization algorithms shows that the feature property between tea image and traditional image are different, i.e., distributed objects’ feature property (tea images) versus non-distributed objects’ feature property (traditional images). The second observation using K-means clustering algorithm and t-SNE algorithm finds that tea sub-images which belong to the same tea class have similar feature property, and suggests that: (1) small sample size problem may partially be solved by cropping every image into sub-images without distorting original tea image’s property; (2) by leveraging tea image’s unique characteristics, a new prediction method can be used to improve model’s performance (see section 5.3.). These two observations support the idea that there exist some distinct properties between traditional images and tea images thus traditional deep learning training approach is not suitable to train tea images.

3. Dataset

There are six high-mountain oolong tea classes’ samples collected in the study (Table 3 and Fig. 7). Each tea class has 60 images. 48 images are split for training set, 6 images are split for validation set, and 6 images are split for testing set. There are several reasons that make this dataset a challenging model training task for tea image classification comparing to the datasets of previous tea image classification studies [4-5, 13-16].

First, all tea classes belong to the same tea type (high-mountain oolong tea), meaning that all tea classes have the same tea product processing procedure. Second, among tea classes, only class 3 has different tea varieties. In addition, tea class 0, 1, and 2 belong to the same tea variety and they are planted in the same mountain; the only difference among them is their mountain adrets, meaning that they receive different sunlight degrees and angles while growing.

Finally, the small data sample size is challenging. It is known that deep learning models perform well when trained with large amount of data and perform poorly when the training data size is small, so why in this study the small sample size dataset is used to train model? The main reason is that this study’s application scenario is for smallholder tea farmers whose tea products often go through middlemen before reach consumers, thus the amount of tea products each farmer can produce for every season is low. Therefore, it is reasonable to expect that the amount of image data obtained from original tea products is rather little.
| Tea classes | Tea varieties        | Places of origin                        | Note          |
|------------|----------------------|-----------------------------------------|---------------|
| Class 0    | Chin-shin-oolong     | Hehuan mountain, Nantou county           | Adret: north  |
| Class 1    | Chin-shin-oolong     | Hehuan mountain, Nantou county           | Adret: east   |
| Class 2    | Chin-shin-oolong     | Hehuan mountain, Nantou county           | Adret: southwest |
| Class 3    | Taiwan tea experiment station (TTES) No. 12 | Zhushan township, Nantou county | - |
| Class 4    | Chin-shin-oolong     | Ali mountain, Chiayi county              | - |
| Class 5    | Chin-shin-oolong     | Lugu township, Nantou county             | - |

Fig. 7 Images of six high-mountain oolong tea classes

4. Experiment Design

Fig. 8 shows the overflow of the proposed approach to solve model convergence problem. This approach has five stages: image acquisition, image pre-processing, model training, and model evaluation. There are three innovative parts in the proposed approach. First, in image pre-processing stage, a tea image cropping process is added to get tea sub-images. Second, in model training stage, convolutional neural network (pre-trained InceptionV3 model) and XGBoost (extreme gradient boost tree) algorithm [3] are combined as a single model. Third, in model evaluation stage, instead of inputting sub-images directly to the trained model for prediction, a majority voting mechanism is added to evaluate model performance.

5. Algorithms

5.1. Triplet loss

Triplet loss is a metric learning [17]. It selects three tea images \((x^a_{(i)}, x^p_{(i)}, x^n_{(i)})\) from any two tea classes, where \(x^a_{(i)}\) is called anchor image, \(x^p_{(i)}\) is called positive image, and \(x^n_{(i)}\) is called negative image; \(x^a_{(i)}\) and \(x^p_{(i)}\) belong to the same tea class and \(x^n_{(i)}\) belongs to a different tea class. The training goal is to minimize the L2 distance between anchor image and positive image \((D^{a,p}_{(i)} = \|x^a_{(i)} - x^p_{(i)}\|)\) as they are same tea class images, and maximize the L2 distance between anchor image and negative image \((D^{a,n}_{(i)} = \|x^a_{(i)} - x^n_{(i)}\|)\) as they are different tea categories images. In order to enlarge the learned distance between \(D^{a,p}_{(i)}\) and \(D^{a,n}_{(i)}\), a margin which is greater than 0 is also added:

\[
\sum_i^n \left[ D^{a,p}_{(i)} - D^{a,n}_{(i)} + \text{margin} \right].
\]
When using triplet loss in model training, one tea class is labeled as positive category and other five tea classes are labeled as negative category. Since there are six tea classes, six models can be trained, each time assigning one class as positive category and other five classes as negative category. For example, if tea class 0 is labeled as positive category, then tea class 1 ~ class 5 will be labeled as negative category.

5.2. **Majority voting**

After a test image is cropped into multiple tea sub-images and input to the trained model for evaluation, the majority voting mechanism will calculate how many percentage of tea sub-images are predicted as positive category and negative category, and the model’s accuracy is obtained (Algorithm 1). For example, if a model is trained as class 0 being positive category and class 1 ~ class 5 being negative category; when a test image that belongs to class 0 is input, its sub-images predicted as class 0 will be counted as positive category, and its sub-images predicted as class 1 ~ class 5 will be counted as negative category. If the same tea sub-images’ feature properties are statistically similar as Fig. 7 shows, most class 0’s sub-images should be predicted as positive category in this example (Fig. 9).

**Algorithm 1: majority voting**

**Abbreviations**
- PC: positive category
- NC: negative category
- PPOS: prediction percentage of sub-images

**Input:** tea images in the test set

**Output:** model’s accuracy

1. true_positive = 0
2. false_positive = 0
3. true_negative = 0
4. false_negative = 0
5. for each_image in test_set:
6. if image’s_label == PC:
7. if PPOS_in_PC > PPOS_in_NC:
8. true_positive += 1
9. else:
10. false_positive += 1
11. if image’s_label == NC:
12. if PPOS_in_NC > PPOS_in_PC:
13. true_negative += 1
14. else:
15. false_negative += 1
16. model_accuracy = \frac{true_positive + true_negative}{total test image number} \times 100%

Fig. 9 Illustration of how majority voting works if the second observation is correct
6. Image-Preprocessing

6.1. Data acquisition

Due to tea image’s sensitivity to brightness, shadow, and angle rotation changes, a standard operation procedure (SOP) is set to photograph the tea leaves. If tea image quality is low, then it is difficult to converge the model.

1. SOP goal: Get a batch of clear and high-resolution tea photos with uniform brightness.
2. Tools:
   1. A paper box, having a size of 1/4 A4 paper area (Fig. 10).
   2. A table lamp.
   3. Six zipper storage bags.
   4. A camera. In this study, iPhone 7 plus camera is used. The information about this camera are as follows:
      A. Dual 12MP wide-angle and telephoto cameras.
      B. Wide-angle: ƒ/1.8 aperture; telephoto: ƒ/2.8 aperture.
      C. 2x optical zoom.
      D. Autofocus with focus pixels.
      E. Automatic exposure control.
      F. Backside illumination sensor.
      G. Hybrid IR filter.
3. Procedure:
   1. Preparation stage:
      A. Pour tea leaves from the vacuum packaging into a zipper storage bag.
      B. Put table lamp at paper box’s left side.
   2. Photograph stage:
      A. Pour tea leaves from the zipper storage bag into paper box.
      B. Shake the paper box to spread the tea leaves evenly on the paper.
      C. Photograph the tea leaves using camera. Each image must have good focus, high resolution, and uniform brightness.
      D. Repeat above steps (step A ~ C) until the desired image number is achieved.
      E. Finally, check image quality. Replace unqualified image with new image.

![Fig. 10 Paper box template](image)

6.2. Image pre-processing

There are three steps in tea image pre-processing stage:

**Step 1:** Assume an image’s size is $X \times Y$, where $X$ is the shorter side. (In this study, the image resolution is $3412 \times 1920$ pixels.) This image is cropped into $X \times X$ (Fig. 11).

**Step 2:** The second step is cropping the surrounding 100 pixels of image, in order to remove the paper box wall part in the image (Fig. 12) to get a new image (image size: $(X-200) \times (X-200)$) and resize the new image to $1536 \times 1536$ pixels (Fig. 13).
Step 3: The third step is cropping the square image into multiple $450 \times 450$ pixels sub-images where each sub-image is cropped for every 20 pixels spacing. The image cropping procedure serves two purposes: the first purpose is to examine the effectiveness of majority voting, which originates from the second observation; the second purpose is for data augmentation, which increases data sample size by cropping image into sub-images. Finally, all sub-images are resized into $224 \times 224$ pixels and converted into gray scale images (Figs. 14 and 15). These final gray scale sub-images will be input to the model for training.

![Fig. 11 Step 1 in image pre-processing stage](image1)

![Fig. 12 The paper box wall part in the tea image](image2)

![Fig. 13 Step 2 in image pre-processing stage](image3)

![Fig. 14 Step 3 in image pre-processing stage](image4)

![Fig. 15 Oolong tea classes gray scale sub-images](image5)
7. Experiment

7.1. Machine learning model

The whole model is composed of two sub-models: the first sub-model is a pre-trained InceptionV3 model (weight: ImageNet) plus three additional layers, and the second sub-model is XGBoost model. Fig. 16 shows overall model architecture and layer shape information. Table 4 and Table 5 show the two sub-models’ parameters and hyperparameters. In training process, \( n \) \( 224 \times 224 \) pixels gray scale training sub-images are input to the pre-trained InceptionV3 model conducting transfer learning. After the first trained sub-model is obtained, these \( n \) sub-images are input to the first trained sub-model for prediction, and \( n \) 128-dimensionaL embedding vectors are obtained. Finally, these vectors are input to train the XGBoost model.

![Model architecture and neural layer shape](image)

**Table 4 Parameters and hyperparameters of InceptionV3**

| Model   | Optimization function | Epochs | Learning rate | Loss function          | Triplet loss threshold value |
|---------|------------------------|--------|---------------|------------------------|-----------------------------|
| InceptionV3 | Adaptive moment estimation (ADAM) | 5000   | 1e-6          | Triplet loss           | 0.001                       |

**Table 5 Parameters and hyperparameters of XGBoost model**

| Model  | Class number | Tree depth | Epochs | Learning rate | Tree number of boosting iterations |
|--------|--------------|------------|--------|---------------|------------------------------------|
| XGBoost | 6            | 20         | 500    | 0.1           | 20                                 |

7.2. Hardware and software

Programs are run on NVIDIA DGX-1 machine, which has 8 GPUs (Tesla V100-SXM2) and 80 CPUs (20-Core Intel® Xeon® E5-2698). For software, Python v3.6.7 is used with modules Tensorflow (1.15.0), XGBoost (v0.90), IPython (v7.5.0), Matplotlib (v3.1.0), Scikit-learn (v0.19.1), Pandas (v0.24.2), and Numpy (v1.16.2).
8. Experiment Results

Table 6 shows the experiment result using the proposed approach. The test accuracy of all models is greater than 97%, which is better than normal transfer learning training approach. Fig. 17 shows the majority voting result of class 0 ~ class 5 oolong tea test images using “class 0 as positive category” model, which shows that the test sub-images that belong to class 0 get higher prediction percentage in positive category and the test sub-images that belong to class 1 ~ class 5 get the higher prediction percentage in negative category. In each sub-plot, the X-axis is test image sequence and Y-axis is sub-images prediction percentage of positive category and negative category. Positive category label is presented as red dots and negative category label is presented as blue dots. Fig. 17 suggests that the second observation is correct, meaning that the tea sub-images that belong to the same image have similar property, thus they should cluster together on the feature space. This implies that if an image belongs to positive category, most of its sub-images should be predicted as positive category. In the appendix, Figs. 18-22 show the majority voting results of class 0 ~ class 5 oolong tea test images using class 1 ~ class 5 as positive category models. Table 7 shows the result comparison between the proposed work and the previous work. Table 8 shows other model’s performance using class 0 as positive category.

Table 6 Classification accuracy of testing data using the proposed approach and other publications’ results

| Pre-trained InceptionV3 models | Accuracy of testing data |
|--------------------------------|--------------------------|
| Class 0 as positive category  | 100.00%                  |
| Class 1 as positive category  | 97.22%                   |
| Class 2 as positive category  | 100.00%                  |
| Class 3 as positive category  | 100.00%                  |
| Class 4 as positive category  | 100.00%                  |
| Class 5 as positive category  | 100.00%                  |

Fig. 17 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 0 as positive category” model
Table 7 The comparison between the proposed work and the previous work

| Ref. | Models                                                                 | Tea types                                                                                                                                     | Total sample number | Average accuracy |
|------|------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------|---------------------|------------------|
| This work | Pre-trained InceptionV3 model + XGBoost + majority voting | 6 high-mountain oolong tea classes (Among them, 5 classes belong to the same tea variety.)                                                      | 360 images          | 99.54%           |
| [4]  | 12-layer convolutional neural network                                  | 3 tea classes including green tea, oolong tea, and black tea                                                                               | 900 images          | 98.33%           |
| [5]  | Histogram equalization + gray-level co-occurrence matrix + support vector machine (SVM) | 10 tea classes from different brands and origins, including 1 white tea, 2 different kinds of flowering tea, 2 different kinds of green tea, 1 oolong tea, and 4 different varieties of black tea | 3000 images         | 94.64%           |
| [15] | Principal component analysis + linear discriminant analysis          | 5 green tea classes from different varieties, brands, and origins                                                                          | 120 images          | 98.33%           |
| [16] | Fuzzy SVM + winner-take-all method                                    | 3 tea classes including green tea, oolong tea, and black tea                                                                               | 300 images          | 97.77%           |

Table 8 Classification accuracy of testing data using the proposed approach

| Pre-trained models | Accuracy of testing data (class 0 as positive category) |
|--------------------|---------------------------------------------------------|
| VGG16              | 100.00%                                                 |
| Xception           | 100.00%                                                 |
| InceptionResNetV2  | 100.00%                                                 |

9. Conclusions

This study proposed an image verification approach to improve deep learning model’s performance. The result outperforms normal transfer learning training approach in the challenging tea dataset. Future studies can explore feature engineering methods to extract tea image’s feature properties and complement the lack of interpretability of deep learning model. In addition, the proposed approach may have broader application to other crop types, such as rice, coffee bean, wheat seed, etc., which seem to have similar distributed objects’ feature with tea images.
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The appendix shows the sub-images’ prediction percentage results of class 0 ~ class 5 oolong tea test images using class 1 ~ class 5 as positive category models (Figs. 18-22).

Fig. 18 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 1 as positive category” model
Fig. 19 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 2 as positive category” model

Fig. 20 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 3 as positive category” model
Fig. 21 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 4 as positive category” model.

Fig. 22 The sub-images prediction percentage results of class 0 ~ class 5 oolong tea test images using “class 5 as positive category” model.