Linear screening for high-dimensional computer experiments
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Abstract   In this paper we propose a linear variable screening method for computer experiments when the number of input variables is larger than the number of runs. This method uses a linear model to model the nonlinear data, and screens the important variables by existing screening methods for linear models. When the underlying simulator is nearly sparse, we prove that the linear screening method is asymptotically valid under mild conditions. To improve the screening accuracy, we also provide a two-stage procedure that uses different basis functions in the linear model. The proposed methods are very simple and easy to implement. Numerical results indicate that our methods outperform existing model-free screening methods.
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1 Introduction

Nowadays computer experiments are commonly used to study computer simulations in engineering and scientific investigations (Santner, Williams, and Notz 2018). Computer simulations usually have complex nonlinear input-output relationships with long running times.
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Furthermore, they often involve larger numbers of input variables (Fang, Li, and Sudjianto 2006). For example, building performance simulation is used to predict performance aspects of a building, and its inputs include various types of parameters such as climate parameters, geometry parameters, envelope parameters, and so on. For large buildings, the number of these inputs can be much larger than one hundred (Clarke 2001). Examples of computer simulations with large numbers of input variables can also be found in climate simulations (Roulstone and Norbury 2013) and manufacturing simulations (Jahangirian et al. 2010).

Many authors discussed the screening/selection problem or related sensitivity analysis problem for computer simulations with many inputs. If only a small proportion of the inputs are active or influential, variable screening or sensitivity analysis methods can detect active inputs that have major impact on the output, and thus we can better understand the input-output relationship. Morris (1991) proposed a design-based one-factor-at-a-time factor screening method. Schonlau and Welch (2006) presented a screening method via analysis of variance and visualization. Linkletter et al. (2006) and Reich, Strolie, and Bondell (2009) provided Bayesian selection methods. Moon, Dean, and Santner (2012) proposed a two-stage sensitivity-based group screening method. Sung et al. (2017) provided a multi-resolution functional ANOVA approach for many-input computer experiments. However, these methods are not applicable to the cases where the number of variables is larger than the number of runs. Such cases are common in practice since we usually have limited runs to analyze a high-dimensional computer simulation due to the long running time. In addition, the “large p small n” problem often appears in the first stage of analyzing high-dimensional simulations. Based on the screening result in the first stage, more efficient design and analysis strategies can be made in the follow-up study.

This paper focuses on the variable screening problem for computer experiments when the number of inputs, $p$, is larger than the number of runs, $n$. In recent years, plenty of methodologies were proposed to screen important variables for $p > n$ problems in statistics. Fan and Lv (2008) proposed the sure independence screening (SIS) method for linear regression models. This method was extended to generalized linear models (Fan and Song 2010), nonparametric additive models (Fan, Feng, and Song 2011), and varying coefficient
models (Fan, Ma, and Dai 2014). Many model-free screening methods were also provided in the literature; see, e.g., Zhu et al. (2011), Li, Zhong, and Zhu (2012), Huang and Zhu (2016), and Lu and Lin (2017). These model-free methods can be used for aforementioned high-dimensional computer experiments, and their performance is in need of evaluation.

It should be noted that most screening methods for \( p > n \) cases in the literature are marginal methods that only use the separate relationship between each variable and the response. In this paper we consider the screening problem from another angle. Compared to the number of variables, available runs are very limited. It seems that models as simple as possible should be first considered. Therefore, we adopt the linear regression model to the data from high-dimensional computer experiments, and use the \( \ell_0 \)-screening principle for the linear model (Xiong 2014; Xu and Chen 2014) to screen the active input variables of the nonlinear simulator. It can be seen that the idea of this linear screening method is similar to that of the regression method in global sensitivity analysis for computer experiments (Santner, Williams, and Notz 2018), which uses regression coefficients under the linear regression model as sensitivity indices for the input variables.

The linear screening method is very simple and easy to implement. One of the main contributions of this paper is to prove its asymptotic validity. To handle the bias caused by the model simplicity, we investigate the best linear approximation (BLA) of a nonlinear computer simulator. When the simulator is nearly sparse, we show that the active variables are still active in its BLA under mild conditions. Based on this, we prove the asymptotic validity of the linear \( \ell_0 \)-screening principle for computer experiments with \( p > n \). Consequently, sophisticated screening algorithms other than the marginal methods for linear regression models are proposed in our linear screening procedure. A large number of numerical results indicate that the proposed methods perform better than the marginal screening methods in the literature. In addition, the screening accuracy of the proposed methods can be improved through using different basis functions in the underlying linear model.

The rest of the paper is organized as follows. In section 2, we give the definition of BLA and discuss its properties. Section 3 provides theoretical results on the asymptotic validity of the linear screening methods for nonlinear computer models. In section 4, we discuss
the linear screening methods with different basis functions. Section 5 gives the numerical results. Section 6 ends this paper with some discussion. Additional definitions and all proofs are given in the Supplementary Materials.

2 Best linear approximation of a nonlinear function

Suppose that the input-output relationship of a deterministic computer simulation is

\[ y = f(x), \]  

(1)

where the input variables \( x = (x_1, \ldots, x_p)' \in [0,1]^p \), \( f \) is continuous, i.e., \( f \in C[0,1]^p \), and \( ' \) denotes the transpose. For \( n \) design sites \( x_1, \ldots, x_n \), the corresponding outputs are \( y_1, \ldots, y_n \), where \( x_i = (x_{i1}, \ldots, x_{ip})' \in [0,1)^p \). Let \( X = (x_1, \ldots, x_n)' \) and \( y = (y_1, \ldots, y_n)' \).

When we discuss asymptotics, \( f \) in (1) depends on \( n \), and is also written as \( f_n \).

When \( p \) is larger than \( n \), popular modeling and variable selection methods for computer experiments such as Kriging (Matheron 1963) are difficult to apply. Compared with the dimensionality, our data are very limited. It seems that we should use a very simple model for the data. Here the linear regression model

\[ y = \phi_0 + \phi'x + \epsilon \]  

(2)

is under consideration, where \( \phi_0 \in \mathbb{R} \), \( \phi \in \mathbb{R}^p \) are unknown coefficients and \( \epsilon \) is the measurement error. In fact, the linear part of the above linear model corresponds to the best linear approximation (BLA) of \( f \), which is defined as

\[ \beta_0 + \beta'x = \arg \min \int_{[0,1]^p} [f(x) - g(x)]^2 \, dx. \]
Let $\boldsymbol{\beta} = (\beta_1, \cdots, \beta_p)'$ and

$$H(\phi_0, \phi_1, \cdots, \phi_p) = \int_{[0,1]^p} \left[ f(x) - (\phi_0 + \phi_1 x_1 + \cdots + \phi_p x_p) \right]^2 \, dx.$$ 

Taking partial derivatives of $H$ with respect to $\phi_0, \ldots, \phi_p$ and letting them be equal to zero, we have

$$\beta_0 = \int_{[0,1]^p} f_n(x) \, dx - \frac{1}{2} \sum_{j=1}^{p} \beta_j, \quad \beta_j = 12 \left( \int_{[0,1]^p} x_j f_n(x) \, dx - \frac{1}{2} \int_{[0,1]^p} f_n(x) \, dx \right), \quad j = 1, \cdots, p. \quad (3) \quad (4)$$

To discuss theoretical properties of our methods, we make the following basic assumption.

**Assumption 1.** There exist $\tilde{f}_n \in C[0,1]^{p_0}$ and $\eta_n > 0$ such that

$$\sup_{(x_1, \ldots, x_p) \in [0,1]^p} \left| f_n(x_1, \ldots, x_p) - \tilde{f}_n(x_1, \ldots, x_{p_0}) \right| < \eta_n, \quad (5)$$

where $p_0 < p$. Furthermore, for each $j = 1, \cdots, p_0$,

$$\left| \int_{[0,1]^p} x_j f_n(x) \, dx - \frac{1}{2} \int_{[0,1]^p} f_n(x) \, dx \right| > \tau \quad (6)$$

where $\tau$ is a positive constant.

Unlike the (complete) sparsity assumption in the literature of high-dimensional screening, we allow the computer model $f_n$ to be different from a model with $p_0$ variables in the first part (5) of Assumption 1. This indicates that $f_n$ also depends on the less important variables $x_{p_0+1}, \cdots, x_p$, and matches the practical cases better than the sparsity assumption. By (4), the second part (6) requires that each of these $p_0$ variables should be active in the BLA of $f_n$. Specially, we have the following result.

**Theorem 1.** Under Assumption 1, $|\beta_j| < 12\eta_n$ for $j = p_0 + 1, \ldots, p$, and $|\beta_j| > 12\tau$ for $j = 1, \ldots, p_0$.
For an integer $d$, let $Z_d = \{1, \cdots, d\}$. If $\eta_n \to 0$ as $n \to \infty$, then Theorem 1 indicates that, under Assumption 1, $A_0 = Z_{p_0}$ can be viewed as the true submodel of both the original model $f_n$ and its BLA. Note that the vector of coefficients $\beta$ can be sparsely estimated by regularized least squares under the linear model (2). Theorem 1 basically guarantees the validity of our linear screening methods to select $A_0$. Further discussion on (6) can be seen in Section 4.

3 Asymptotic validity of linear screening

Given a pre-specified integer $M$ with $p_0 \leq M \ll n$, our purpose is to find a $M$-subset of $Z_p$ that includes the true submodel $A_0$ of $f_n$ in (1). From the discussion in the previous section, $A_0$ is also the true submodel of the BLA of $f_n$ under certain conditions. This inspires us to use screening methods for linear models to the nonlinear model $f_n$.

Some definitions and notation are needed here. For a vector $x$, $\|x\|$ and $\|x\|_0$ denote its Euclidean norm and $\ell_0$ norm, respectively. For a matrix $A$, $\|A\|$ denotes its spectral norm. For a set $S$, $|S|$ denotes its cardinality. For $A \subset Z_p$, let $x_A$ and $X_A$ denote the subvector of $x$ and the submatrix of $X$ corresponding to $A$, and define

$$
\beta_0(A) + \beta(A)'x_A = \arg \min_{g \in \{\phi_0 + \phi'x_A: \phi_0 \in \mathbb{R}, \phi \in \mathbb{R}^{|A|}\}} \int_{[0,1]^p} [f(x) - g(x_A)]^2 \, dx. \quad (7)
$$

Note that $\beta(A) = (\beta_1(A), \cdots, \beta_{|A|}(A))'$ is a $|A|$-dimensional vector. Let

$$
\beta_{Z_p}(A) = (\beta_{Z_p}(A)_1, \cdots, \beta_{Z_p}(A)_p)'
$$

be the $p$-dimensional vector obtained by expanding $\beta(A)$ with $\beta_{Z_p}(A)_A = \beta(A)$ and $\beta_{Z_p}(A)_j = 0$ for $j \notin A$. Based on the data $(X, y)$ generated from (1), for $|A| < n$, $(\beta_0(A), \beta(A))'$ in
can be estimated by the least squares method under the linear model (2),

\[
\begin{pmatrix}
\hat{\beta}_0(A) \\
\hat{\beta}(A)
\end{pmatrix} = \left( \begin{array}{cc}
1'_{n\times p} X_A & 1_n 1'_{n\times p}
\end{array} \right)
\left( \begin{array}{c}
1_n 1'_{n\times p} X_A X_A' \\
X_A' X_A
\end{array} \right)^{-1} \left( \begin{array}{c}
1_n y' \\
X_A' y
\end{array} \right),
\]

and \( \hat{\beta}_{Z_p}(A) \) can be defined similarly.

Let \( V_{HK}(f) \) denote the Hardy-Krause variation (see Definition A.1 in the Supplementary Materials) of \( f \). If \( V_{HK}(f) < \infty \), then we say that \( f \) has bounded variation in Hardy-Krause sense (BVHK), also write \( f \in \text{BVHK} \). For a design \( A = (a_1, \ldots, a_n)' \) with \( a_1, \ldots, a_n \in [0, 1]^d \), let \( \delta_{d,n}(A) \) denote its \( L_\infty \) discrepancy (see Definition A.2 in the Supplementary Materials).

**Assumption 2.** For each \( n \), \( \tilde{f}_n \in \text{BVHK} \).

If \( \tilde{f}_n \) is sufficiently smooth on \([0, 1]^{p_0}\), then Assumption 2 holds (see Lemma 3 in the Supplementary Materials). Define

\[
U_0 = \{ A \subset Z_p : |A| = M, A_0 \subset A \}, \quad U_1 = \{ A \subset Z_p : |A| = M, A_0 \setminus A \neq \emptyset \},
\]
\[
U_2 = \{ A \subset Z_p : |A| = 2 \}, \quad U_3 = \{ A \subset Z_p : A = A_0 \cup I_1, |I_1| = 1, I_1 \in Z_p \setminus A_0 \},
\]
\[
U_4 = \{ A \subset Z_p : A = A_0 \cup I_2, |I_2| = M - 1, I_2 \in Z_p \setminus A_0 \},
\]
\[
\Delta_{p_0,n} = \delta_{p_0,n}(X_{A_0}), \quad \Delta_{2,n} = \max_{A \in U_2} \delta_{2,n}(X_A),
\]
\[
\Delta_{p_0+1,n} = \max_{A \in U_3} \delta_{p_0+1,n}(X_A), \quad \Delta_{p_0+M-1,n} = \max_{A \in U_4} \delta_{p_0+M-1,n}(X_A).
\]

**Assumption 3.** There exists a constant \( \alpha \in (0, 1) \) such that \( 3(M+1)^2(9M+1)\Delta_{2,n} < \alpha \) for sufficiently large \( n \).

Write

\[
C_{1n} = \max_{j=1, \ldots, p} \left( V_{HK}(\tilde{f}_n), V_{HK}(x_j \tilde{f}_n) \right), \quad C_{2n} = \max_{x \in [0, 1]^p} |f_n(x)|,
\]
\[
C_{3n} = \max_{x \in [0, 1]^p} \left| \tilde{f}_n(x_{A_0}) - x' \beta_{Z_p}(A_0) - \beta_0(A_0) \right|,
\]

7
A sub-optimal solution to (10) can still include the true submodel $\mathcal{A}_0$ (Xiong 2014). The famous $\ell_1$-regularized method (lasso) (Tibshirani 1996) is a convex approximation to (10). A number of papers provided efficient algorithms for solving (10) and showed that this $\ell_0$ method can be preferable over the $\ell_1$-regularized and other methods in variable selection/screening for linear models from theoretical and/or empirical aspects (Shen et al. 2013; Xiong 2014; Xu and Chen 2014; Bertsimas, King, and Mazumder 2016). Theorem 2 indicates under certain conditions that the $\ell_0$ screening method for linear models is still effective for the nonlinear computer model (1): when the residual sum of squares becomes small to some level, the corresponding subset includes the true submodel asymptotically. Hence, we

$$C_{4n} = \max_{\mathcal{A} \in \mathcal{U}} \max_{x \in [0, 1]^p} \left| \tilde{f}_n(x_{\mathcal{A}_0}) - x' \beta_{Z_p}(\mathcal{A}) - \beta_0(\mathcal{A}) \right|,$$

$$V_{1n} = V_{HK} \left( \tilde{f}_n(x_{\mathcal{A}_0}) - \beta_0(\mathcal{A}_0) - x' \beta_{Z_p}(\mathcal{A}_0) \right), \quad V_{2n} = \max_{\mathcal{A} \in \mathcal{U}} V_{HK} \left( \tilde{f}_n(x_{\mathcal{A}_0}) - \beta_0(\mathcal{A}) - x' \beta_{Z_p}(\mathcal{A}) \right),$$

$$\zeta_1 = C_1(p_0 + 1)^2(9p_0 + 1)\Delta_{p_0,n} + 2(p_0 + 1)^2(9p_0 + 1)\eta_n + \frac{3}{1 - \alpha} C_2n(p_0 + 1)^4(9p_0 + 1)^2\Delta_{2,n},$$

$$\zeta_2 = C_1(M + 1)^2(9M + 1)\Delta_{p_0+1,n} + 2(M + 1)^2(9M + 1)\eta_n + \frac{3}{1 - \alpha} C_2n(M + 1)^4(9M + 1)^2\Delta_{2,n},$$

$$\rho_1 = \zeta_1^2 + 2(C_3n + \eta_n)\zeta_1 + 2(p_0 + 1)^{-1/2}\zeta_1^{1/2}, \quad \rho_2 = \zeta_2^2 + 2(C_4n + \eta_n)\zeta_2 + 2(M + 1)^{-1/2}\zeta_2^{1/2}. $$

**Assumption 4.** There exists a constant $D > 0$ such that $12\tau^2 - 12(M - p_0 + 1)\eta_n^2 - 4\eta_n^2 - 4\eta_n (C_4n + C_3n) - \Delta_{p_0,n} V_{1n} - \Delta_{p_0+1,n} V_{2n} - \rho_1 - \rho_2 > D$ for sufficiently large $n$.

**Theorem 2.** Under Assumptions 1, 2, 3, and 4, for sufficiently large $n$,

$$\max_{\mathcal{A} \in \mathcal{U}} \| y - \mathbf{1}_n \hat{\beta}_0(\mathcal{A}) - \mathbf{X} \hat{\beta}_{Z_p}(\mathcal{A}) \|^2 < \min_{A_1 \in \mathcal{U}_1} \| y - \mathbf{1}_n \hat{\beta}_0(\mathcal{A}_1) - \mathbf{X} \hat{\beta}_{Z_p}(\mathcal{A}_1) \|^2.$$
propose to screen the true submodel $\mathcal{A}_0$ of (1) based on algorithms for solving (10).

Assumptions 3 and 4 are not easy to verify in practice. The following theorem provides sufficient conditions for them.

**Theorem 3.** Suppose that $\Delta_{2,n} = \Delta_{p_0+1,n} = \Delta_{p_0+M-1,n} = \Delta_{p_0,n} = O(n^{-\gamma_0})$, $\eta_n = O(n^{-\gamma_1})$, $V_{1n} = O(n^{\gamma_2})$, $V_{2n} = O(n^{\gamma_3})$, $C_{1n} = O(n^{\gamma_4})$, $C_{2n} = O(n^{\gamma_5})$, $C_{3n} = O(n^{\gamma_6})$, $C_{4n} = O(n^{\gamma_7})$, $p_0 = O(n^{\gamma_8})$, $M = O(n^{\gamma_9})$, where $\gamma_1, \gamma_2, \gamma_3 > 0$, $\gamma_8 < \gamma_9$, $3\gamma_9 < \gamma_0$, $\gamma_9 < 2\gamma_1$, $\gamma_7 < \gamma_1$, $\gamma_6 < \gamma_1$, $\gamma_2 < \gamma_0$, $\gamma_3 < \gamma_0$, $3\gamma_9 + 4 < \gamma_0$, $3\gamma_9 < \gamma_1$, $6\gamma_9 + 5 < \gamma_0$, $3\gamma_8 + 4 + 7 < \gamma_0$, $3\gamma_8 + 6 < \gamma_1$, $6\gamma_8 + 7 < \gamma_0$, $3\gamma_9 + 4 + 7 < \gamma_0$, $3\gamma_9 + 7 < \gamma_1$, $6\gamma_9 + 5 + 7 < \gamma_0$. Then Assumptions 3 and 4 hold.

Furthermore, note that the inputs of computer models can be designed. We next show that, for fixed $p_0$ and $M$, if the inputs are generated by simple random sampling, then the two assumptions, and thus Theorem 2, hold with a probability tending to one.

**Assumption 5.** The design matrix $X$ is generated by simple random sampling, i.e., $x_{ij}$, $i = 1, \ldots, n$, $j = 1, \ldots, p$, are independently identically distributed from uniform distribution on $[0, 1]$.

**Assumption 6.** Let $p_0$ and $M$ be fixed with $p_0 \leq M$. As $n \to \infty$, $\eta_n = O(n^{-\gamma_1})$, $V_{1n} = O(n^{\gamma_2})$, $V_{2n} = O(n^{\gamma_3})$, $C_{1n} = O(n^{\gamma_4})$, $C_{2n} = O(n^{\gamma_5})$, $C_{3n} = O(n^{\gamma_6})$, $C_{4n} = O(n^{\gamma_7})$, $\log p = O(n^{\gamma_8})$, where $\gamma_1, \gamma_9 > 0$, $\gamma_9 < 1$, $\gamma_2 < \gamma_0 = (1 - \gamma_9)/2$, $\gamma_3 < \gamma_0$, $\gamma_4 < \gamma_0$, $\gamma_5 < \gamma_0$, $\gamma_7 < \gamma_1$, $\gamma_6 < \gamma_1$, $\gamma_4 + \gamma_6 < \gamma_0$, $\gamma_5 + \gamma_6 < \gamma_0$, $\gamma_4 + \gamma_7 < \gamma_0$, $\gamma_5 + \gamma_7 < \gamma_0$.

Such $\gamma_1, \ldots, \gamma_7, \gamma_9$ in Assumption 6 exist. For example, take $\gamma_1 = 0.5, \gamma_2 = \gamma_3 = 0.2, \gamma_4 = \gamma_5 = 0.15, \gamma_6 = \gamma_7 = 0.05, \gamma_9 = 0.5$.

**Theorem 4.** Under Assumptions 3, 4, 5 and 6, as $n \to \infty$,

$$P \left( \max_{A \in \mathcal{A}_0} \left\| y - \mathbf{1}_n \hat{\beta}_0(A) - X \hat{\beta}_{Z_p}(A) \right\|^2 < \min_{A_1 \in \mathcal{A}_1} \left\| y - \mathbf{1}_n \hat{\beta}_0(A_1) - X \hat{\beta}_{Z_p}(A_1) \right\|^2 \right) \to 1.$$  

Note that screening can be viewed as a step of data preprocessing for high-dimensional data. One should conduct further steps of variable selection or sensitivity analysis to remove
redundant variables after screening \(M\) variables (Fan and Lv 2008). Therefore, the selection of \(M\) is not very crucial. Fan and Lv (2008) suggested \(M = n/\log(n)\). Cross-validation methods can also be used to specify \(M\).

4 Use of other basis functions

The key point why linear screening methods are valid for nonlinear model (1) is (6) in Assumption 1 which guarantees that the active variables of (1) are still active in its BLA. If this assumption does not hold, i.e., for some \(j \in Z_p\),

\[
\int_{[0,1]^p} x_j f(x) dx - \frac{1}{2} \int_{[0,1]^p} f(x) dx = 0,
\]

then we cannot select the \(j\)th active variable by linear screening. In fact, the possibility of the extreme case (11) is usually negligible in practice. In modeling for computer experiments, \(f\) is usually assumed to be a realization from a Gaussian process (Santner, Williams, and Notz 2018), and thus the probability that (11) occurs is zero. In general, (11) occurs only for some artificial functions. For example, in one dimension, (11) occurs for \(f(x) = 10(x - 1/2)^2\); see Figure 1. It will be shown from our numerical results in Section 5 that the proposed linear screening methods perform quite well for most practical cases. Even so, we now present methods to handle the extreme cases when (11) occurs.

Consider a general form of (2),

\[
y = \phi_0 + \phi' b(x) + \epsilon,
\]

where \(b(x) = (b(x_1), \ldots, b(x_p))'\) are pre-specified basis functions and \(b \in C[0,1]\). It is clear that (2) is a special case when taking \(b(x) = x\). Similarly, the general BLA of \(f\) based on the basis function \(b(x)\) is defined as

\[
\beta_0 + \beta' b(x) = \arg\min_{g \in \{\phi_0 + \phi' b(x): \phi_0 \in \mathbb{R}, \phi \in \mathbb{R}^p\}} \int_{[0,1]^p} [f(x) - g(x)]^2 dx,
\]
Figure 1: Solid lines and dashed lines represent the original functions and the corresponding BLA’s, respectively. On the left-hand side and right-hand side, $f$ is taken as $10x^2 - 5x + 1$ and $10(x - 1/2)^2$, respectively, and the latter yields a case where (11) occurs.

and the corresponding linear screening methods can be established by using (12) to model the data from (1). Here the general linear screening methods do not work only when for some $j \in Z_{p_0}$,

$$\int_{[0,1]^p} b(x) f(x) dx - \int_{[0,1]^p} b(x_j) dx_j \int_{[0,1]^p} f(x) dx = 0,$$

(13)

Therefore, when (11) occurs, the linear screening method can still be valid with different $b$ that avoids the occurrence of (13). For example, for the above function $f(x) = 10(x - 1/2)^2$ that leads to (11), we can use the quadratic basis function,

$$b(x) = -4x^2 + 4x - 2/3,$$

(14)

which is orthogonal to $b(x) = x$, and the general linear screening method is valid with this basis; see Figure 2.

From the above discussion, we present a two-stage strategy to improve the credibility of screening results. In the two stages, we use the linear basis $b(x) = x$ and the quadratic basis
Figure 2: The solid line and dashed line represent the original function $f(x) = 10(x - 1/2)^2$ and its general BLA with $b(x) = -4x^2 + 4x - 2/3$, respectively.

Suppose only $x_1$ is active in $f$, i.e., $\beta_2 = \beta_4 = \beta_5 = 0$. We can see that there is at least one
Table 1: Comparison of the two basis functions for the quadratic function

|                      | linear basis          | quadratic basis         |
|----------------------|------------------------|-------------------------|
| coefficient of $x_1$ | $\beta_1 + \beta_3 + \beta_5/2$ | $15\beta_1/16 + \beta_3 + 15\beta_5/32$ |
| coefficient of $x_2$ | $\beta_2 + \beta_4 + \beta_5/2$ | $15\beta_2/16 + \beta_4 + 15\beta_5/32$ |
| $L(f)$               | $\beta_1^2/180 + \beta_2^2/180 + \beta_3^2/144$ | $\beta_1^2/192 + \beta_2^2/192 + 11\beta_3^2/1152 + \beta_4\beta_5/192 + \beta_2\beta_5/192$ |

basis function that can select the active variable since the two equations, $\beta_1 + \beta_3 = 0$ and $15\beta_1/16 + \beta_3 = 0$, cannot simultaneously hold (otherwise $x_1$ is not active). In fact, when $\beta_1$ and $\beta_3$ are continuous random variables, say, normal random variables, either of the two basis functions can select the active variable with probability one. On the other hand, the coefficients of $x_1$ from the two basis functions are similar, and that the approximation loss of the linear basis is even better in many cases, depending on the values of $\beta_1$ and $\beta_3$. This indicates that the linear basis seems comparable to the quadratic basis even for quadratic functions in our linear approximation method. This is one reason why the simple linear basis should be tried at first.

Second, from Table 1 we can see that, when $x_1$ and $x_2$ are both active, the linear and quadratic basis functions both fail for $\beta_0 = 1/4$, $\beta_1 = \beta_2 = -1/2$, $\beta_3 = \beta_4 = 0$, and $\beta_5 = 1$, which corresponds to $f(x_1, x_2) = (x_1 - 1/2)(x_2 - 1/2)$. In fact, none of basis functions works for this function. In other words, when using the nonparametric additive model (Ruppert, Wand, and Carroll 2003),

$$y = \phi_0 + b_1(x_1) + \cdots + b_p(x_p) + \epsilon,$$

to substitute (12), where $b_1, \ldots, b_p \in C[0, 1]$ are unspecified basis functions, the corresponding screening method can still be invalid for some $f$; the proof can be found in Section D of the Supplementary Materials. Of course such functions are much rarer than those satisfying (13) for a specific basis function.

Third, by Theorem 1, it is desirable for selecting the active variable that the absolute value of the left part in (13) is as large as possible. This inspires us to consider the selection of the optimal $b$. Without loss of generality, let $\int_{[0,1]^p} f(x) dx = 0$, and then the optimal $b$
should maximize $|\int_{[0,1]^p} b(x_j)f(x)dx|$ for $j = 1, \ldots, p$. It can be seen that we cannot specify the optimal basis since it depends on the unknown model $f$. Overall, it seems impossible to select a “perfect” basis function. Relatively simple linear and quadratic basis functions are satisfactory for our problem.

5 Numerical experiments

5.1 Three test functions

This subsection considers the following test functions on $[0,1]^p$,

(I) $f(x) = \sum_{j=1}^{p} jx_j^2$,

(II) $f(x) = -20 \exp \left( -\frac{1}{5} \sum_{j=1}^{p} x_j^2 \right) - \exp \left( \frac{1}{p} \sum_{j=1}^{p} 2\pi x_j \right) + 20 + \exp(1)$,

(III) $f(x) = \left( \sum_{j=1}^{p} x_j \right) \exp \left[ -\sum_{j=1}^{p} \sin \left( x_j^2 \right) \right]$.

Model (I) is known as weighted sphere model, model (II) is Ackley’s model, and model (III) is Yang’s model (Yang 2010). The design matrix $X$ is generated by simple random sampling. Three combinations of $(n, p, M)$ and two values of $p_0$ are considered; see Table [2]

Three screening methods for linear models are used in the proposed linear screening method: Fan and Lv (2008)’s sure independence screening, Tibshirani (1996)’s lasso, and Xiong (2014)’s fast orthogonalizing subset screening, which are denoted by L-SIS, L-Lasso, and L-FOSS, respectively. We use cross-validation to specify the tuning parameter in L-Lasso, and only keep the variables with the largest $M$ absolute values of coefficients if the number of selected variables is larger than $M$. The initial point in L-FOSS is taken as the L-Lasso solution. Two model-free screening methods, Zhu et al. (2011)’s sure independent ranking and screening (SIRS) and Li, Zhong, and Zhu (2012)’s sure independence screening procedure based on the distance correlation (DC-SIS), are compared with our linear screening
The coverage rates that the selected subset include the true submodel over 1000 repetitions are given in Table 2. It can be seen from the table that the linear screening methods have better overall performance than the two model-free marginal screening methods. In particular, L-FOSS performs the best among all the methods since it is an effective algorithm for solving the $\ell_0$ problem $(10)$. An interesting finding is that, even for nonlinear models, the linear marginal L-SIS is better than the two model-free marginal methods for many cases.

### Table 2: Coverage rates in Section 5.1

|       | $n = 100, p = 200, M = 30$ | $n = 200, p = 500, M = 50$ | $n = 100, p = 1000, M = 50$ |
|-------|-----------------------------|-----------------------------|-----------------------------|
|       | $p_0 = 5$                  | $p_0 = 10$                  | $p_0 = 5$                  | $p_0 = 10$                  | $p_0 = 5$                  | $p_0 = 10$                  |
| SIRS  | 0.297                      | 0.007                       | 0.428                      | 0.026                       | 0.136                      | 0.000                       |
| DC-SIS| 0.307                      | 0.008                       | 0.492                      | 0.026                       | 0.149                      | 0.001                       |
| L-SIS | 0.355                      | 0.014                       | 0.543                      | 0.030                       | 0.177                      | 0.001                       |
| L-Lasso| 0.953                     | 0.299                       | 1.000                      | 0.481                       | 0.846                      | 0.056                       |
| L-FOSS| 0.988                      | 0.337                       | 1.000                      | 0.597                       | 0.897                      | 0.064                       |

...
5.2 Borehole model

The following borehole model (Worley 1987)

\[ y = \frac{2\pi T_u (H_u - H_l)}{\log(r/r_w) \left[ 1 + \frac{2LT_u}{\log(r/r_w) r_w^2 K_w} + \frac{T_u}{T_l} \right]} \]

(15)

that describes the flow rate through a borehole is widely used in computer experiments (Morris, Mitchell, and Ylvisaker 1993; Xiong, Qian, and Wu 2013). The ranges of the eight input variables in this model are \( r_\omega \in [0.05, 0.15] \) m, \( r \in [100, 50000] \) m, \( T_u \in [63070, 115600] \) m²/yr, \( H_u \in [990, 1110] \) m, \( T_l \in [63, 116] \) m²/yr, \( H_l \in [700, 820] \) m, \( L \in [1120, 1680] \) m, and \( K_\omega \in [1500, 15000] \) m/yr. We augment the dimension of the borehole model to \( p = 100 \) and \( 500 \) by adding noisy input variables, and consider two combinations of \( (n, p, M) \); see Table 3. The design matrix is generated by simple random sampling in the simulation. The five methods in Section 5.1 are compared.

The borehole model itself is sparse. The Sobol’ indices (Sobol’ and Saltelli 1995) of the eight input variables in (15) are 0.5713, \(< 5 \times 10^{-5}, < 5 \times 10^{-5}, 0.0356, < 5 \times 10^{-5}, 0.0357, 0.0342, 0.4649 \), respectively. First, we only consider the first and eighth variables as active variables, and compute the coverage rates that the selected subset includes the two variables of the five methods over 1000 repetitions. For the two cases of \( (n, p, M) = (50, 100, 30) \) and \( (n, p, M) = (200, 500, 30) \), all the methods can correctly screen the two variables over all the repetitions. Second, we add the fourth, sixth, and seventh variables in the set of active variables, and compute the coverage rates that the selected subset includes the five variables. The simulation results are shown in Table 3. We can see that, it is difficult for SIRS, DC-SIS, and L-SIS to screen the active variables, and L-FOSS performs much better than them.

In addition, we conduct a small simulation to evaluate our L-FOSS method with a data-driven \( M \). Let \( M_0 \) denote the number of active variables from L-Lasso. Note that Fan and Lv (2008) suggested \( M = n/\log(n) \). We select \( M \in \left[ \min\{M_0, n/\log(n)\}, \max\{M_0, n/\log(n)\} \right] \) by minimizing the generalized cross-validation (GCV) criterion (Golub, Heath, and Wahba
Table 3: Coverage rates of the borehole model with five active variables

| Method   | Coverage Rate n = 50, p = 100, M = 30 | Coverage Rate n = 200, p = 500, M = 30 |
|----------|--------------------------------------|----------------------------------------|
| SIRS     | 0.088                                | 0.096                                  |
| DC-SIS   | 0.094                                | 0.120                                  |
| L-SIS    | 0.111                                | 0.198                                  |
| L-Lasso  | 0.108                                | 0.838                                  |
| L-FOSS   | 0.282                                | 0.980                                  |

\[ GCV(M) = \frac{\min_{A \subset \mathbb{Z}_n, |A|=M} \left\| y - (\hat{\beta}_0(A)1_n + X_A\hat{\beta}(A)) \right\|^2}{n(1 - M/n)^2}, \]

where \(1_n\) denotes the \(n\)-vector \((1, \ldots, 1)\)' and \((\hat{\beta}_0(A), \hat{\beta}(A)')'\) are the least squares estimators in (9). We consider the case of \((n, p) = (200, 500)\) and implement L-FOSS with such \(M\). The mean and standard deviation of the selected \(M\) over 1000 repetitions are 36.005 and 1.398, respectively. The coverage rate over the 1000 repetitions is 0.982. We also compute the coverage rates of correctly selecting individual active variables (the first, fourth, sixth, seventh, eighth variables), which are 1.000, 0.988, 0.996, 0.993, and 1.000, respectively.

The high rates of correctly selecting the first and eighth variables reflect the fact mentioned before that they have the largest values of the sensitivity index.

5.3 Quadratic basis

It can be seen from the previous subsections that the linear screening method such as F-FOSS with the linear basis function \(b(x) = x\) in (12) performs quite well for various cases. For some extreme cases where the linear basis does not work, Section 4 points out that linear screening can still be valid with different basis functions. In this subsection we conduct a small simulation to verify this point.

Here we consider the one-dimensional function \(f(x) = 10(x - 1/2)^2\) in Section 4, which leads to invalidness of linear basis, and augment the dimension by adding noisy input variables. The design matrix is generated by simple random sampling in the simulation. We consider the two linear screening methods, L-Lasso and L-FOSS, and use the linear basis.
Table 4: Coverage rates in Section 5.3

| Function                        | L-Lasso | L-FOSS |
|--------------------------------|---------|--------|
| Linear basis                   | 0.008   | 0.110  |
| Quadratic basis                | 1.000   | 1.000  |
| Two-stage                      | 1.000   | 1.000  |

The function and the quadratic basis function (14) in them. The two-stage method proposed in Section 4 is also compared. It compares the residual sums of squares of the selected subset from the two basis functions, and use the subset corresponding to the smaller as the final result. The coverage rates of these methods are shown in Table 4. We can see that the linear basis does indeed yield bad screening results, and that the quadratic basis function and the two-stage method improve it obviously.

6 Discussion

In this paper we have developed linear screening methods to screen active input variables for high-dimensional computer experiments. Numerical investigations show that the proposed methods are very effective. In particular, L-FOSS performs much better than existing model-free marginal screening methods. Our methods can be viewed as analogues of the linear model method in sensitivity analysis, and we have provided theoretical guarantees for them based on the theory of BLA.

Appendix

A Hardy-Kruse variation and $L_\infty$ discrepancy

Definition 1. (Owen 2005) Let $g : [0, 1]^p \to \mathbb{R}$. If $J$ is a sub-rectangle of $[0, 1]^p$, let $\Delta_J(g)$ be the sum of the values of $g$ at the $2^p$ vertices of $J$, with alternating signs at nearest neighbour
vertices. The Vitali variation of \( g : [0,1]^p \to \mathbb{R} \) is defined to be

\[
V^Vit(g) := \sup \left\{ \sum_{J \in \Pi} |\Delta_J(g)| \left| \Pi \text{ is a partition of } [0,1]^p \text{ into finitely} \right. \right. 
\left. \left. \text{many non-overlapping sub-rectangles.} \right\}
\]

For \( 1 \leq s \leq p \), the Hardy-Krause variation of \( g \) is defined to be

\[
V_{HK}(g) := \sum_F V^Vit(g|G),
\]

where the sum runs over all faces \( G \) of \([0,1]^p\) having dimension at most \( s \).

**Definition 2.** (Heinrich et al. 2001) Let \( x_i = (x_{i1}, \cdots, x_{ip})' \in [0,1]^p \), \( i = 1, \cdots, n \) and \( F_n(x) \) be the empirical distribution of the points for \( x = (x_1, \ldots, x_p)' \). The \( L_\infty \) discrepancy \( \nu_{p,n} \) of \( \{x_1, \ldots, x_n\} \) is defined as

\[
\nu_{p,n} = \sup_{x \in [0,1]^p} \left| F_n(x) - \prod_{i=1}^p x_i \right| \quad \text{(A.1)}
\]

**B Lemmas**

**Lemma 1.** (Chen and Li 2003) For two \( n \times n \) real symmetric matrices \( A \) and \( B \), let the eigenvalues of \( A \) and \( B \) be \( \lambda_1 \geq \cdots \geq \lambda_n \) and \( \mu_1 \geq \cdots \geq \mu_n \), respectively. Then for any \( i = 1, \ldots, n \),

\[
|\lambda_i - \mu_i| \leq \|B - A\|.
\]

**Lemma 2.** (Koksma-Hlawka inequality) (Tezuka 2002) If \( g \in BVHK \) on \([0,1]^p\), then for any \( x_1, \cdots, x_n \in [0,1]^p \),

\[
\left| \int_{[0,1]^p} g(x)dx - \frac{1}{n} \sum_{n=1}^n g(x_n) \right| \leq \nu_{k,n} V_{HK}(g),
\]

where \( V_{HK}(g) \) and \( \nu_{k,n} \) are defined in Definitions 1 and 2, respectively.
Lemma 3. (Owen 2005) For a set \( u \subset \mathbb{Z}_p \), let \( u^c = \mathbb{Z}_p \setminus u \) denote its complement. Let \( \partial^u g \) denote the partial derivative of \( g \) taken once with respect to each variable \( j \in u \). For \( x \in [0, 1]^p \) and \( u \subset \mathbb{Z}_p \) let \( x_u : 1_u^c \) be the point \( y \in [0, 1]^p \) with \( y_j = x_j \) for \( j \in u \) and \( y_j = 1 \) for \( j \in u^c \). If the mixed partial derivative \( \partial^{1_p} g \) exists, then

\[
V_{HK}(g) \leq \sum_{u \neq \emptyset} \int_{[0,1]^{|u|}} |\partial^u g(x_u : 1_u^c)| \, dx_u.
\]

Lemma 4. (Owen 2005) Let \( f \) and \( g \) be functions on \( [0, 1]^p \). If \( f, g \in BVHK \), then \( f + g, f - g, fg \in BVHK \).

Lemma 5. (Kiefer and Wolfowitz 1958) Let \( F \) be a distribution function on Euclidean \( m \)-space and \( x_1, \ldots, x_n \) be independent chance variables with distribution function \( F \). \( F_n \) is empirical distribution function of the points. For each \( m \), there exists positive constants \( c_0 \) and \( c \), such that for all \( n \), all \( F \) and all positive \( r \),

\[
P \left( \sup_x |F(x) - F_n(x)| \leq r \right) \geq 1 - c_0 \exp(-cr^2).
\]

Lemma 6. Under Assumption 1, for \( A \subset \mathbb{Z}_p \), we have

\[
\beta_{Z_p}(A)_j = 12 \left( \int_{[0,1]^p} x_j f_n(x) \, dx - \frac{1}{2} \int_{[0,1]^p} f_n(x) \, dx \right), \quad j \in A, \tag{A.2}
\]

\[
\beta_0(A) = \int_{[0,1]^p} f_n(x) \, dx - \sum_{j \in A} \beta_{Z_p}(A)_j/2. \tag{A.3}
\]

Furthermore,

\[
|\beta_{Z_p}(A)_j| > 12\tau, \quad j \in A \cap A_0, \tag{A.4}
\]

\[
|\beta_{Z_p}(A)_j| < 12\eta_n, \quad j \in A \setminus A_0. \tag{A.5}
\]
Proof. Let \( A = \{a_1, \ldots, a_m\} \). By (7), let

\[
\frac{\partial G}{\partial \phi_0} = \int_{[0,1]^p} (f_n(x) - (\phi_0 + \phi_{a_1}x_{a_1} + \cdots + \phi_{a_m}x_{a_m}))dx = 0,
\]

\[
\frac{\partial G}{\partial \phi_{a_j}} = \int_{[0,1]^p} (f_n(x) - (\phi_0 + \phi_{a_1}x_{a_1} + \cdots + \phi_{a_m}x_{a_m}))x_{a_j}dx = 0, \quad j = 1, \ldots, m,
\]

which lead to

\[
\begin{pmatrix}
\beta_0(A) \\
\beta(A)
\end{pmatrix}
= \begin{pmatrix}
1 & \int_{[0,1]^p} x_{a_1}dx & \cdots & \int_{[0,1]^p} x_{a_m}dx \\
\int_{[0,1]^p} x_{a_1}dx & \int_{[0,1]^p} x_{a_1}^2dx & \cdots & \int_{[0,1]^p} x_{a_1}x_{a_m}dx \\
\vdots & \vdots & \ddots & \vdots \\
\int_{[0,1]^p} x_{a_m}dx & \int_{[0,1]^p} x_{1}x_{a_m}dx & \cdots & \int_{[0,1]^p} x_{a_1}^2dx
\end{pmatrix}
^{-1}
\begin{pmatrix}
\int_{[0,1]^p} f_n(x)dx \\
\int_{[0,1]^p} x_{a_1}f_n(x)dx \\
\vdots \\
\int_{[0,1]^p} x_{a_m}f_n(x)dx
\end{pmatrix}
= U^{-1}v,
\]

(A.6)

where

\[
U = \begin{pmatrix}
1 & \frac{1}{2} & \cdots & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{3} & \cdots & \frac{1}{4} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{2} & \frac{1}{4} & \cdots & \frac{1}{3}
\end{pmatrix}_{(m+1) \times (m+1)},
\]

\[
v = \begin{pmatrix}
\int_{[0,1]^p} f_n(x)dx \\
\int_{[0,1]^p} x_{a_1}f_n(x)dx \\
\vdots \\
\int_{[0,1]^p} x_{a_m}f_n(x)dx
\end{pmatrix}
.
\]

(A.7)

Some algebra yields

\[
U^{-1} = 12
\begin{pmatrix}
\frac{1}{12} & -\frac{1}{2} & \cdots & -\frac{1}{2} \\
-\frac{1}{2} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{2} & 0 & \cdots & 1
\end{pmatrix}
.
\]

(A.8)

By (A.6) and (A.8), we get (A.2) and (A.3).
By (6), we get

\[ |\beta_{Z_p}(A)_{j}| = 12 \left| \int_{[0,1]^p} x_j f_n(x) dx - \frac{1}{2} \int_{[0,1]^p} f_n(x) dx \right| > 12\tau, \quad j \in A \cap A_0. \]

Furthermore, let

\[ r_n(x) = f_n(x) - \tilde{f}_n(x_{A_0}).\] (A.9)

By (5), for \( j \in A \setminus A_0, \)

\[ |\beta_{Z_p}(A)_{j}| = 12 \left| \int_{[0,1]^p} x_j f_n(x) dx - \frac{1}{2} \int_{[0,1]^p} f_n(x) dx \right| = 12 \left| \int_{[0,1]^p} x_j r_n(x) dx - \frac{1}{2} \int_{[0,1]^p} r_n(x) dx \right| \leq 12 \left( \left| \int_{[0,1]^p} x_j r_n(x) dx \right| + \frac{1}{2} \int_{[0,1]^p} r_n(x) dx \right) \leq 12 \left( \eta_n \int_{[0,1]^p} x_j dx + \frac{1}{2} \eta_n \right) = 12 \eta_n. \]

This completes the proof. \( \square \)

**Lemma 7.** Under Assumption 1, for \( A_1 \in \mathcal{U}_1, \) we have

\[ \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_1) - \beta_{Z_p}(A_1)'x \right)^2 dx - \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_0) - \beta_{Z_p}(A_0)'x \right)^2 dx \geq 12\tau^2 - 12(M - p_0 + 1)\eta_n^2, \]

where \( \beta_0(A_1), \beta_{Z_p}(A_1), \beta_0(A_0), \beta_{Z_p}(A_0) \) are defined by (7) and (8).

**Proof.** Without loss of generality, assume \( A_1 = \{1, \ldots, d, p_0 + 1, \ldots, p_0 + M - d\}. \) By Lemma
\[ \beta_{Z_p}(A_1)_j = \beta_{Z_p}(A_0)_j, \quad j = 1, \cdots, d. \] Therefore, we have

\[
\int_{[0,1]^p} (f_n(x) - \beta_0(A_1) - \beta_{Z_p}(A_1)^T x)^2 dx - \int_{[0,1]^p} (f_n(x) - \beta_0(A_0) - \beta_{Z_p}(A_0)^T x)^2 dx
\]

\[
= \int_{[0,1]^p} \left( f_n(x) - \sum_{j=1}^d x_j \beta_{Z_p}(A_0)_j - \sum_{j=p_0+1}^{p_0+M-d} x_j \beta_{Z_p}(A_1)_j - \beta_0(A_1) \right)^2 dx
\]

\[
- \int_{[0,1]^p} \left( f_n(x) - \sum_{j=1}^{p_0} x_j \beta_{Z_p}(A_0)_j - \beta_0(A_0) \right)^2 dx
\]

\[
+ \int_{[0,1]^p} \left( \sum_{j=p_0+1}^{p_0+M-d} x_j \beta_{Z_p}(A_1)_j - \frac{1}{2} \sum_{j=p_0+1}^{p_0+M-d} \beta_{Z_p}(A_1)_j \right)^2 dx
\]

\[
- 2 \int_{[0,1]^p} \left( f_n(x) - \sum_{j=1}^d x_j \beta_{Z_p}(A_0)_j - \bar{\beta}_0 \right) \left( \sum_{j=p_0+1}^{p_0+M-d} x_j \beta_{Z_p}(A_1)_j - \frac{1}{2} \sum_{j=p_0+1}^{p_0+M-d} \beta_{Z_p}(A_1)_j \right) dx
\]

\[
= \int_{[0,1]^p} \sum_{j=d+1}^{p_0} (2x_j - 1) \beta_{Z_p}(A_0)_j f_n(x) dx - \frac{1}{4} \int_{[0,1]^p} \left( \sum_{j=d+1}^{p_0} (2x_j - 1) \beta_{Z_p}(A_0)_j \right)^2 dx
\]

\[
+ \frac{1}{4} \int_{[0,1]^p} \left( \sum_{j=p_0+1}^{p_0+M-d} (2x_j - 1) \beta_{Z_p}(A_1)_j \right)^2 dx - \int_{[0,1]^p} \sum_{j=p_0+1}^{p_0+M-d} (2x_j - 1) \beta_{Z_p}(A_1)_j f_n(x) dx
\]

\[
= \frac{1}{12} \sum_{j=d+1}^{p_0} \beta_{Z_p}(A_0)_j^2 - \frac{1}{12} \sum_{j=p_0+1}^{p_0+M-d} \beta_{Z_p}(A_1)_j^2
\]

\[
\geq 12(p_0 - d) \tau^2 - 12(M - d) \eta_n^2 \quad \text{(by (A.4) and (A.5))}
\]

\[
\geq 12 \tau^2 - 12(M - p_0 + 1) \eta_n^2,
\]

where \( \bar{\beta}_0 = \int_{[0,1]^p} f_n(x) dx - \frac{d}{2} \beta_{Z_p}(A_1)_j \). This completes the proof. \( \square \)
Lemma 8. Under Assumptions 1, 2, and 3, we have

\[ \left\| \left( \begin{array}{c} \beta_0(A_0) \\ \beta(A_0) \end{array} \right) - \left( \begin{array}{c} \hat{\beta}_0(A_0) \\ \hat{\beta}(A_0) \end{array} \right) \right\| \leq C_1(n(p_0 + 1)(9p_0 + 1)\Delta_{p_0,n} + 2(p_0 + 1)(9p_0 + 1)\eta_n \\
+ \frac{3}{1 - \alpha} C_2(n(p_0 + 1)^{3/2}(9p_0 + 1)^2 \Delta_{2,n}) \]

for sufficiently large \( n \), where \((\beta_0(A_0), \beta(A_0))'\) and \((\hat{\beta}_0(A_0), \hat{\beta}(A_0))'\) are defined by (7) and (9), respectively.

Proof. By (A.6), we have

\[ \left( \begin{array}{c} \beta_0(A_0) \\ \beta(A_0) \end{array} \right) = Z^{-1}w, \]

where \( Z \) and \( w \) are defined as \( U \) and \( v \) in (A.7), respectively. Note that for any matrix \( A = (a_{ij}) \in \mathbb{R}^{m \times n} \),

\[ \|A\| \leq \sqrt{m} \|A\|_{\infty}, \tag{A.10} \]

where \( \|A\|_{\infty} = \max\{\sum_{j=1}^n |a_{1j}|, \ldots, \sum_{j=1}^n |a_{mj}|\} \) (Golub and Van Loan 1996). By (A.8) and (A.10), we get

\[ \|Z^{-1}\| \leq (p_0 + 1)^{3/2}(9p_0 + 1). \tag{A.11} \]

By (9), we have

\[ \left( \begin{array}{c} \hat{\beta}_0(A_0) \\ \hat{\beta}(A_0) \end{array} \right) = \hat{Z}^{-1}\hat{w}, \]
where

\[
\hat{Z} = \begin{pmatrix}
1 & \sum_{i=1}^{n} x_{i1} / n & \ldots & \sum_{i=1}^{n} x_{ip_0} / n \\
\sum_{i=1}^{n} x_{i1} / n & \sum_{i=1}^{n} x_{i1}^2 / n & \ldots & \sum_{i=1}^{n} x_{i1} x_{ip_0} / n \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{n} x_{ip_0} / n & \sum_{i=1}^{n} x_{i1} x_{ip_0} / n & \ldots & \sum_{i=1}^{n} x_{ip_0}^2 / n
\end{pmatrix}_{(p_0+1) \times (p_0+1)}, \quad \hat{w} = \begin{pmatrix}
\sum_{i=1}^{n} y_i / n \\
\sum_{i=1}^{n} x_{i1} y_i / n \\
\vdots \\
\sum_{i=1}^{n} x_{ip_0} y_i / n
\end{pmatrix}.
\]  

(A.12)

It follows from Lemma 2 that

\[
\left| \int_{[0,1]^{p_0}} \tilde{f}_n(x_{A_0}) d\mathbf{x}_{A_0} - \frac{\sum_{i=1}^{n} \tilde{f}_n(x_{i1}, \ldots, x_{ip_0})}{n} \right| \leq \Delta_{p_0,n} V_{HK}(\tilde{f}_n),
\]

where \(\Delta_{p_0,n}\) is defined in Section 3. By (5), \(\sup_{x \in [0,1]^p} |r_n(x)| \leq \eta_n\), where \(r_n\) is defined in (A.9). We have

\[
\int_{[0,1]^p} f_n(x) d\mathbf{x} = \int_{[0,1]^{p_0}} \tilde{f}_n(x_{A_0}) d\mathbf{x}_{A_0} + \int_{[0,1]^{p}} r_n(x) d\mathbf{x},
\]

and

\[
\frac{\sum_{i=1}^{n} y_i}{n} = \frac{\sum_{i=1}^{n} f_n(x_i)}{n} = \frac{\sum_{i=1}^{n} \tilde{f}_n(x_{i1}, \ldots, x_{ip_0})}{n} + \frac{\sum_{i=1}^{n} r_n(x_i)}{n}.
\]

Therefore,

\[
\left| \int_{[0,1]^p} f_n(x) d\mathbf{x} - \frac{\sum_{i=1}^{n} y_i}{n} \right| < \Delta_{p_0,n} V_{HK}(\tilde{f}_n) + 2\eta_n. \tag{A.13}
\]

On the other hand, by Lemma 3, Lemma 4, and Assumption 2, \(x_j \tilde{f}_n \in BVHK\) for \(j = 1, \ldots, p\). Similar to (A.13),

\[
\left| \int_{[0,1]^p} x_j f_n(x) d\mathbf{x} - \frac{\sum_{i=1}^{n} x_{ij} y_i}{n} \right| < \Delta_{p_0,n} V_{HK}(x_j \tilde{f}_n) + 2\eta_n, \quad j = 1, \ldots, p_0. \tag{A.14}
\]
Combining (A.13) and (A.14), by (A.10), we have
\[
\|w - \hat{w}\| < (p_0 + 1)^{\frac{1}{2}} (C_{1n}\Delta_{p_0,n} + 2\eta_n),
\]  
(A.15)

where \( C_{1n} \) is defined in Section 3.

By Lemma 3, for \( h(x_1, x_2) = x_1 x_2, \ x_1, x_2 \in [0, 1] \),
\[
V_{HK}(h) \leq 3.
\]  
(A.16)

By (A.10), (A.16) and Lemma 2 we have
\[
\|Z - \hat{Z}\| \leq 3(p_0 + 1)^{\frac{3}{2}} \Delta_{2,n}.
\]  
(A.17)

By Lemma 1 we get
\[
|\lambda_{\min}(Z) - \lambda_{\min}(\hat{Z})| \leq \|Z - \hat{Z}\|,
\]  
(A.18)

where \( \lambda_{\min}(\cdot) \) represents the minimum eigenvalue of a matrix.

By (A.11), (A.17), (A.18), and Assumption 3, we have
\[
\left\|Z^{-1} - \hat{Z}^{-1}\right\| \leq \left\|Z^{-1}\right\| \left\|Z - \hat{Z}\right\| \left\|\hat{Z}^{-1}\right\| = \left\|Z^{-1}\right\| \left\|Z - \hat{Z}\right\| \frac{1}{\lambda_{\min}(\hat{Z})}
\]
\[
\leq \left\|Z^{-1}\right\| \left\|Z - \hat{Z}\right\| \frac{1}{\lambda_{\min}(Z) - \left\|Z - \hat{Z}\right\|} = \frac{\left\|Z^{-1}\right\|^2 \left\|Z - \hat{Z}\right\|}{1 - \left\|Z^{-1}\right\| \left\|Z - \hat{Z}\right\|}
\]
\[
\leq \frac{3}{1 - \alpha}(p_0 + 1)^{\frac{3}{2}}(9p_0 + 1)^2 \Delta_{2,n}
\]  
(A.19)

for sufficiently large \( n \).

Note that \( \sum_{i=1}^{n} y_i/n < C_{2n} \), and that \( \sum_{i=1}^{n} x_{ij} y_i/n < C_{2n} \) since \( x_{ij} \in [0, 1], \ i = 1, \cdots, n, \ j = \)
where $C_{2n}$ is defined in Section 3. By (A.10) and (A.12), we have

$$
\|\tilde{w}\| \leq (p_0 + 1)^{\frac{1}{2}} C_{2n}.
$$

(A.20)

Thus, by (A.11), (A.15), (A.18), and (A.20), we have

$$
\| (\beta_0(A_0) - \beta(A_0)) \| = \| Z^{-1}w - Z^{-1}\tilde{w} \|
\leq \| Z^{-1} \| \| w - \tilde{w} \| + \| Z^{-1} - Z^{-1} \tilde{w} \| \| \tilde{w} \|
\leq (p_0 + 1)(9p_0 + 1)(C_{1n}\Delta_{p_0,n} + 2\eta_n) + \frac{3}{1-\alpha} C_{2n}(p_0 + 1)^3(9p_0 + 1)^2\Delta_{2,n}
$$

$$
= C_{1n}(p_0 + 1)(9p_0 + 1)\Delta_{p_0,n} + 2(p_0 + 1)(9p_0 + 1)\eta_n + \frac{3}{1-\alpha} C_{2n}(p_0 + 1)^3(9p_0 + 1)^2\Delta_{2,n}
$$

for sufficiently large $n$. \hfill \square

**Lemma 9.** Under Assumptions 5 and 6, for $\gamma_0$ with $0 < \gamma_0 < \tilde{\gamma}_0$, as $n \to \infty$,

$$
P \left( \{\Delta_{p_0,n} \leq n^{-\gamma_0}\} \cap \{\Delta_{2,n} \leq n^{-\gamma_0}\} \cap \{\Delta_{p_0+1,n} \leq n^{-\gamma_0}\} \cap \{\Delta_{p_0+M-1,n} \leq n^{-\gamma_0}\} \right) \to 1.
$$

**Proof.** Note that in Lemma 5, $\underset{x}{\text{sup}} |F(x) - F_n(x)|$ becomes the $L_\infty$ discrepancy $\nu_{p,n}$ when $F$ is the uniform distribution on $[0, 1]^p$.

By Lemma 5, since $1 - 2\gamma_0 > 0$ in Assumption 6, we have

$$
P(\Delta_{p_0,n} \leq n^{-\gamma_0}) = 1 - O(\exp(-D_{1n}(1-2\gamma_0))) \to 1,
$$

(A.21)

where $D_1$ is a positive constant.
Furthermore, by Lemma 5, since $\gamma_{10} + 2\gamma_0 < 1$ in Assumption 6, we have

\[
P(\Delta_{2,n} \leq n^{-\gamma_0}) \geq 1 - \sum_{A \in \mathcal{U}_2} P(\delta_{2,n}(A) \leq n^{-\gamma_0}) \geq 1 - \left(\frac{p^2}{2}\right) D_0 \exp\left(-D_2 n^{(1-2\gamma_0)}\right)
\]
\[
= 1 - p^2 O\left(\exp\left(-D_2 n^{(1-2\gamma_0)}\right)\right) = 1 - O\left(\exp\left(2n^{\gamma_{10}} - D_2 n^{(1-2\gamma_0)}\right)\right) \rightarrow 1,
\]
(A.22)

where $D_0$ and $D_2$ are positive constants.

Similarly, we have

\[
P(\Delta_{p_0+1,n} \leq n^{-\gamma_0}) \geq 1 - \sum_{A \in \mathcal{U}_3} P(\delta_{p_0+1,n}(A) \leq n^{-\gamma_0})
\]
\[
= 1 - (p - p_0) O\left(\exp\left(-D_3 n^{(1-2\gamma_0)}\right)\right) \rightarrow 1,
\]
(A.23)

and

\[
P(\Delta_{p_0+M-1,n} \leq n^{-\gamma_0}) \geq 1 - \sum_{A \in \mathcal{U}_4} P(\delta_{p_0+M-1,n}(A) \leq n^{-\gamma_0})
\]
\[
= 1 - (p - p_0)^{(M-1)} O\left(\exp\left(-D_4 n^{(1-2\gamma_0)}\right)\right) \rightarrow 1,
\]
(A.24)

where $D_3$ and $D_4$ are positive constants.

Combining (A.21), (A.22), (A.23), and (A.31), we complete the proof. \qed

C Proofs of theorems

Proof. (Proof of Theorem 1) By (3), (4), and Assumption 1, this proof is similar to those of (A.4) and (A.5). \qed

Proof. (Proof of Theorem 2)

Note that for matrices $A, B \in \mathbb{R}^{n \times n}$ (Golub and Van Loan 1996),

\[
\|AB\| \leq \|A\|\|B\|. \tag{A.25}
\]
Since all the elements of $X$ lie in $[0, 1]$, by (A.10), we get
\[ \left\| \begin{pmatrix} 1_n & X \end{pmatrix} \right\| \leq \sqrt{n}(p_0 + 1), \tag{A.26} \]

Therefore, by (A.25), (A.26), and Lemma 8, we have
\[ \frac{1}{n} \left\| 1_n \beta_0(A_0) + X\beta_{Z_p}(A_0) - 1_n \hat{\beta}_0(A_0) - X\hat{\beta}_{Z_p}(A_0) \right\|^2 \leq \frac{1}{n} \left\| \begin{pmatrix} 1_n & X \end{pmatrix} \right\|^2 \left\| \begin{pmatrix} \beta_0(A_0) \\ \beta_{Z_p}(A_0) \end{pmatrix} - \begin{pmatrix} \hat{\beta}_0(A_0) \\ \hat{\beta}_{Z_p}(A_0) \end{pmatrix} \right\|^2 \leq \zeta_{1n}^2 \tag{A.27} \]

for sufficiently large $n$, where $\zeta_{1n}$ is defined in Section 3. By Assumption 1 and the definition of $C_{3n}$ in Section 3,
\[ \max_{i=1,\ldots,n} \left| y_i - \beta_0(A_0) - \beta_{Z_p}(A_0)'x_i \right| < C_{3n} + \eta_n. \tag{A.28} \]

By (A.10), (A.27), and (A.28),
\[ \frac{2}{n} \left\| 1_n \beta_0(A_0) + X\beta_{Z_p}(A_0) - 1_n \hat{\beta}_0(A_0) - X\hat{\beta}_{Z_p}(A_0) \right\| \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\| \leq 2(C_{3n} + \eta_n) \zeta_{1n}. \tag{A.29} \]

Combining (A.27), (A.28), and (A.29), we have
\[ \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_0) - X\hat{\beta}_{Z_p}(A_0) \right\|^2 = \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) + 1_n \beta_0(A_0) - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\|^2 \leq \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\|^2 + \frac{1}{n} \left\| 1_n \beta_0(A_0) + X\beta_{Z_p}(A_0) - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\|^2 + \frac{2}{n} \left\| 1_n \beta_0(A_0) + X\beta_{Z_p}(A_0) - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\| \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\| \leq \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\|^2 + \frac{\zeta_{1n}^2}{2} + 2(C_{3n} + \eta_n) \zeta_{1n} \leq \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X\beta_{Z_p}(A_0) \right\|^2 + \rho_{1n}. \tag{A.30} \]
for sufficiently large \( n \). In addition, we have

\[
\max_{i=1,\ldots,n} \left| \beta_0(A_0) + \beta_{Z_p}(A_0)'x_i - \beta_0(A_0) - \beta_{Z_p}(A_0)'x_i \right| \\
\leq \left| \beta_0(A_0) - \beta_0(A_0) \right| + \sum_{j=1}^{p_0} \left| \beta_{Z_p}(A_0)_j - \beta_{Z_p}(A_0)_j \right| \\
\leq (p_0 + 1)^{1/2} \left\| \left( \beta_0(A_0) \right) - \left( \beta_0(A_0) \right) \right\| \\
\leq (p_0 + 1)^{-1/2} \zeta_{1n} \quad (\text{By Lemma} \ [8]) \tag{A.31}
\]

for sufficiently large \( n \). By (A.28) and (A.31), for sufficiently large \( n \),

\[
\max_{i=1,\ldots,n} \left| y_i - \beta_0(A_0) - \beta_{Z_p}(A_0)'x_i \right| \\
\leq \max_{i=1,\ldots,n} \left| y_i - \beta_0(A_0) - \beta_{Z_p}(A_0)'x_i \right| + \max_{i=1,\ldots,n} \left| \beta_0(A_0) + \beta_{Z_p}(A_0)'x_i - \beta_0(A_0) - \beta_{Z_p}(A_0)'x_i \right| \\
< C_{3n} + \eta_n + (p_0 + 1)^{-1/2} \zeta_{1n}.
\]

Similar to (A.30), we have

\[
\frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 \\
= \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) + 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) + 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 \\
\leq \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 + \frac{1}{n} \left\| 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 \\
+ \frac{2}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 + \frac{2}{n} \left\| 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 \\
\leq \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 + \zeta_{1n}^2 + 2(C_{3n} + \eta_n) \zeta_{1n} + 2(p_0 + 1)^{-1/2} \zeta_{1n}^2 \\
= \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 + \rho_{1n}. \tag{A.32}
\]

Combining (A.30) and (A.32), we get

\[
\frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 - \frac{1}{n} \left\| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right\|^2 \leq \rho_{1n} \tag{A.33}
\]
for sufficiently large $n$.

Besides, by Assumption 1 and the definition of $C_{3n}$ in Section 3, we have

\[
\left| \frac{1}{n} \right| \left| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right|^2 - \left| \frac{1}{n} \right| \left| \tilde{f}_n(X_{A_0}) - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right|^2 \\
\leq \frac{1}{n} \left| y - \tilde{f}_n(X_{A_0}) \right|^2 + \frac{2}{n} \left| y - \tilde{f}_n(X_{A_0}) \right| \left| \tilde{f}_n(X_{A_0}) - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right| \\
\leq \eta_n^2 + 2 \eta_n C_{3n},
\]

(A.34)

where $\tilde{f}_n(X_{A_0}) = \left( \tilde{f}_n(x_{11}, \ldots, x_{1p_0}), \ldots, \tilde{f}_n(x_{n1}, \ldots, x_{np_0}) \right)'$, and

\[
\left| \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \right)^2 dx - \int_{[0,1]^p} \left( \tilde{f}_n(x_{A_0}) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \right)^2 dx_{A_0} \right| \\
\leq \left| \int_{[0,1]^p} \left( f_n(x) - \tilde{f}_n(x_{A_0}) \right)^2 dx + 2 \left| \int_{[0,1]^p} \left( f_n(x) - \tilde{f}_n(x_{A_0}) \right) \left( \tilde{f}_n(x_{A_0}) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \right) dx \right| \right| \\
\leq \eta_n^2 + 2 \eta_n C_{3n}.
\]

(A.35)

By Assumption 2, Lemma 3, and Lemma 4, $\tilde{f}_n(x_{A_0}) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \in$ BVHK, Thus, by Lemma 2, we have

\[
\left| \frac{1}{n} \right| \left| \tilde{f}_n(X_{A_0}) - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right|^2 - \int_{[0,1]^p} \left( \tilde{f}_n(x_{A_0}) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \right) dx \\
\leq \Delta_{p_0,n} V_{1n}.
\]

(A.36)

By (A.34), (A.35), and (A.36),

\[
\left| \frac{1}{n} \right| \left| y - 1_n \beta_0(A_0) - X \beta_{Z_p}(A_0) \right|^2 - \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_0) - x' \beta_{Z_p}(A_0) \right)^2 dx \\
\leq 2(\eta_n^2 + 2 \eta_n C_{3n}) + \Delta_{p_0,n} V_{1n}.
\]

(A.37)
Combing (A.33) and (A.37), we get

\[
\left| \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_0) - X \hat{\beta} Z_p(A_0) \right\|^2 - \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_0) - x' \beta Z_p(A_0) \right)^2 \, dx \right| \\
\leq 2 \left( \eta_n^2 + 2 \eta_n C_3 n \right) + \Delta_{p_0,n} V_n + \rho_{1n},
\]

(A.38)

Now consider any \( A_1 \in U_1 \). Similar to the proof of Lemma 8, we have

\[
\left\| \begin{pmatrix} \hat{\beta}_0(A_1) \\ \hat{\beta}(A_1) \end{pmatrix} - \begin{pmatrix} \beta_0(A_1) \\ \beta(A_1) \end{pmatrix} \right\| \leq C_1 n (M + 1)(9M + 1) \Delta_{p_0+1,n} + 2(M + 1)(9M + 1) \eta_n \\
+ \frac{3}{1 - \alpha} C_2 n (M + 1)^3(9M + 1)^2 \Delta_{2,n}
\]

for sufficiently large \( n \). In addition, similar to the proof of (A.38), we have

\[
\left| \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_1) - X \hat{\beta} Z_p(A_1) \right\|^2 - \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_1) - x' \beta Z_p(A_1) \right)^2 \, dx \right| \\
\leq 2(\eta_n^2 + 2 \eta_n C_4 n) + \Delta_{p_0+M-1,n} V_n + \rho_{2n}
\]

(A.39)

for sufficiently large \( n \).

By (A.38), (A.39), Lemma 7 and Assumption 4,

\[
\frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_1) - X \hat{\beta} Z_p(A_1) \right\|^2 - \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_0) - X \hat{\beta} Z_p(A_0) \right\|^2 \\
\geq \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_1) - x' \beta Z_p(A_1) \right)^2 \, dx - 2 \left( \eta_n^2 + 2 \eta_n C_4 n \right) - \Delta_{p_0+M-1,n} V_n - \rho_{2n} \\
- \int_{[0,1]^p} \left( f_n(x) - \beta_0(A_0) - x' \beta Z_p(A_0) \right)^2 \, dx - 2 \left( \eta_n^2 + 2 \eta_n C_3 n \right) - \Delta_{p_0,n} V_n - \rho_{1n} \\
\geq 12 \tau^2 - 12 (M - p_0 + 1) \eta_n^2 - 4 \eta_n^2 - 4 \eta_n (C_4 n + C_3 n) - \Delta_{p_0,n} V_n - \Delta_{p_0+M-1,n} V_n - \rho_{1n} - \rho_{2n} \\
> D,
\]
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which implies
\[
\frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_0) - X \hat{\beta}_{Z_p}(A_0) \right\|^2 < \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_1) - X \hat{\beta}_{Z_p}(A_1) \right\|^2 \quad (A.40)
\]
for sufficiently large \( n \).

Next consider any \( A \in U_0 \). Since \( A \supseteq A_0 \), we have
\[
\frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A) - X \hat{\beta}_{Z_p}(A) \right\|^2 \leq \frac{1}{n} \left\| y - 1_n \hat{\beta}_0(A_0) - X \hat{\beta}_{Z_p}(A_0) \right\|^2. \quad (A.41)
\]
Combining (A.40) and (A.41), we complete the proof. \( \square \)

Proof. (Proof of Theorem 3) Since \( 3\gamma_9 < \gamma_0 \), we have \( 3(M+1)^2(9M+1) \Delta_{2,n} = O(n^{3\gamma_9-\gamma_0}) \to 0 \) as \( n \to \infty \), and this implies Assumption 3.

Let \( \alpha = 1/2 \) in Assumption 3. It follows from \( \gamma_9 < 2\gamma_1 \) that \( 12(M-p_0+1)^2n^2 = O(n^{\gamma_9-2\gamma_1}) \to 0 \). By \( \gamma_7 < \gamma_1, \gamma_6 < \gamma_1 \), we have \( 4n(C_{4n}+C_{3n}) = O(n^{\gamma_7-\gamma_1}) + O(n^{\gamma_6-\gamma_1}) \to 0 \).

By \( \gamma_2 < \gamma_0, \gamma_3 < \gamma_0 \), we have \( \Delta_{p_0,n}V_{1n} + \Delta_{p_0+M-1,n}V_{2n} = O(n^{\gamma_2-\gamma_0}) + O(n^{\gamma_3-\gamma_0}) \to 0 \).

Similarly, by \( 3\gamma_9 + \gamma_4 < \gamma_0, 3\gamma_9 < \gamma_1, 6\gamma_9 + \gamma_5 < \gamma_0, 3\gamma_8 + \gamma_4 + \gamma_6 < \gamma_0, 3\gamma_8 + \gamma_6 < \gamma_1, 6\gamma_8 + \gamma_5 + \gamma_6 < \gamma_0, 3\gamma_9 + \gamma_4 + \gamma_7 < \gamma_0, 3\gamma_9 + \gamma_7 < \gamma_1, 6\gamma_9 + \gamma_5 + \gamma_7 < \gamma_0, \gamma_8 < \gamma_9 \), we have
\[
\xi_{1n} = O(n^{\gamma_4+3\gamma_8-\gamma_0}) + O(n^{3\gamma_8-\gamma_1}) + O(n^{\gamma_5+6\gamma_8-\gamma_0}), \nonumber
\]
\[
< O(n^{\gamma_4+3\gamma_9-\gamma_0}) + O(n^{3\gamma_9-\gamma_1}) + O(n^{\gamma_5+6\gamma_9-\gamma_0}) \to 0, \nonumber
\]
\[
\xi_{2n} = O(n^{\gamma_4+3\gamma_9-\gamma_0}) + O(n^{3\gamma_9-\gamma_1}) + O(n^{\gamma_5+6\gamma_9-\gamma_0}) \to 0, \nonumber
\]
and
\[
C_{3n}\xi_{1n} = O(n^{\gamma_6+\gamma_4+3\gamma_8-\gamma_0}) + O(n^{\gamma_6+3\gamma_8-\gamma_1}) + O(n^{\gamma_6+\gamma_5+6\gamma_8-\gamma_0}) \to 0, \nonumber
\]
\[
C_{4n}\xi_{2n} = O(n^{\gamma_7+\gamma_4+3\gamma_9-\gamma_0}) + O(n^{\gamma_7+3\gamma_9-\gamma_1}) + O(n^{\gamma_7+\gamma_5+6\gamma_9-\gamma_0}) \to 0. \nonumber
\]
so $\rho_{1n} + \rho_{2n} \to 0$. Combining these results and $\eta_n = O(n^{-\gamma_1})$, $\gamma_1 > 0$, we have

$$12\tau^2 - 12(M - p_0 + 1)\eta_n^2 - 4\eta_n^2 - 4\eta_n (C_{4n} + C_{3n}) - \Delta_{p_0,n}V_{1n} - \Delta_{p_0+M-1,n}V_{2n} - \rho_{1n} - \rho_{2n} \to 12\tau^2,$$

which implies Assumption 4.

\textbf{Proof.} (Proof of Theorem 4) By Assumption 6, we can take $\gamma_0$ satisfying $0 < \gamma_0 < \tilde{\gamma}_0$, $\gamma_2 < \gamma_0$, $\gamma_3 < \gamma_0$, $\gamma_4 < \gamma_0$, $\gamma_5 < \gamma_0$, $\gamma_7 < \gamma_1$, $\gamma_6 < \gamma_1$, $\gamma_4 + \gamma_6 < \gamma_0$, $\gamma_5 + \gamma_6 < \gamma_0$, $\gamma_4 + \gamma_7 < \gamma_0$, and $\gamma_5 + \gamma_7 < \gamma_0$.

By Lemma 9, we have $3(M + 1)^2(9M + 1)\Delta_{2,n} = O(n^{-\gamma_0}) \to 0$ in probability. Let $\alpha = 1/2$ in Assumption 3, and Assumption 3 holds with a probability tending to one. Furthermore, by the conditions on $\gamma_0, \ldots, \gamma_7$ and $\gamma_{10}$ and Lemma 9, some algebra yields

$$\rho_{1n}, \rho_{2n}, 4\eta_n^2, 12(M - p_0 + 1)\eta_n^2, 4\eta_n(C_{4n} + C_{3n}), \Delta_{p_0,n}V_{1n} + \Delta_{p_0+M-1,n}V_{2n} \to 0,$$

in probability, which implies $12\tau^2 - 12(M - p_0 + 1)\eta_n^2 - 4\eta_n^2 - 4\eta_n (C_{4n} + C_{3n}) - \Delta_{p_0,n}V_{1n} - \Delta_{p_0+M-1,n}V_{2n} - \rho_{1n} - \rho_{2n} \to 12\tau^2$ in probability, and then Assumption 4 holds with a probability tending to one. By Theorem 2, the proof is completed.

\section{Proof when using the nonparametric additive model}

\textbf{Proof.} In Section 4, we state that there exists $f$ such that the screening method based on the nonparametric additive model (14) does not work. Here we prove this by giving an example of such $f$.

Consider the simple case of $p = 2$ and the function $f(x_1, x_2) = (x_1 - 1/2)(x_2 - 1/2)$. Note that $\int_{[0,1]^2} f(x_1, x_2)dx = 0$. Then the best additive approximation of $f$ is

$$b_1(x_1) + b_2(x_2) = \arg \min_{s_1 \in C[0,1], s_2 \in C[0,1]} \int_{[0,1]^2} [f(x_1, x_2) - (s_1(x_1) + s_2(x_2))^2] dx.$$

By noting that $\int_{[0,1]^2} s_1(x_1)f(x_1, x_2)dx = \int_{[0,1]^2} s_1(x_1)(x_1-1/2)(x_2-1/2)dx = 0$ and $\int_{[0,1]^2} s_2(x_2)f(x_1, x_2)dx = 0$.
0, we have
\[
\int_{[0,1]^2} \left[ f(x_1, x_2) - (s_1(x_1) + s_2(x_2))^2 \right] dx \\
= \int_{[0,1]^2} f(x_1, x_2)^2 dx + \int_{[0,1]^2} (s_1(x_1) + s_2(x_2))^2 dx - 2 \int_{[0,1]^2} (s_1(x_1) + s_2(x_2)) f(x_1, x_2) dx \\
= \int_{[0,1]^2} f(x_1, x_2)^2 dx + \int_{[0,1]^2} (s_1(x_1) + s_2(x_2))^2 dx \geq \int_{[0,1]^2} f(x_1, x_2)^2 dx,
\]
which implies \( b_1 = b_2 = 0 \). This indicates that the nonparametric additive model cannot identify the two active variables \( x_1 \) and \( x_2 \) of \( f \). \qed
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