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Abstract

Large pretrained masked language models have become state-of-the-art solutions for many NLP problems. While studies have shown that monolingual models produce better results than multilingual models, the training datasets must be sufficiently large. We trained a trilingual LitLat BERT-like model for Lithuanian, Latvian, and English, and a monolingual Est-RoBERTa model for Estonian. We evaluate their performance on four downstream tasks: named entity recognition, dependency parsing, part-of-speech tagging, and word analogy. To analyze the importance of focusing on a single language and the importance of a large training set, we compare created models with existing monolingual and multilingual BERT models for Estonian, Latvian, and Lithuanian. The results show that the newly created LitLat BERT and Est-RoBERTa models improve the results of existing models on all tested tasks in most situations.

1 Introduction

Large pretrained language models, based on transformers [27], present the current state of the art in solving natural language processing tasks. These models are trained on large corpora in a self-supervised fashion and are able to learn basic language principles. Because of this and their ability to quickly and successfully adapt to a wide variety of tasks, they have also been (somewhat impetuously) called foundation models [1, 12].

The largest, most complex transformer based models have been trained only for the languages with most resources, mainly English, or in a massive multilingual fashion, covering 100 or more languages in a single model. Two examples of such models are GPT-3 [2], and T5 [19]. For most languages, however, there are neither enough training data nor compute resources to train such complex models. Most monolingual models share the architecture of the BERT-base
model [5], e.g. RuBERT [8] for Russian, FinBERT [28] for Finnish, KB-BERT [11] for Swedish, or RobeCzech [22] for Czech.

It has been shown [28] that monolingual models outperform massive multilingual models, like multilingual BERT (mBERT) [5] or XLM-RoBERTa (XLM-R) [3]. However, as we show, a good monolingual model needs to be trained on a sufficiently large corpus, and focusing on a single language alone is not sufficient for good performance.

In this work, we introduce two new large models and make them publicly available. Est-RoBERTa is a monolingual Estonian model, while LitLat BERT is a trilingual model, trained on Lithuanian, Latvian, and English corpora. This enables us to compare these models with existing smaller monolingual models. We show that the size of training data matters and that when data is scarce, additional corpora from a similar language can aid in the model’s performance.

The paper is divided into five sections. In Section 2, we present related Lithuanian, Latvian, and Estonian BERT models. In Section 3, we present dataset and training for creation of new models. We evaluate the new models and compare them with existing ones in Section 4. We draw conclusions and present ideas for further work in Section 5.

2 Existing models for Estonian, Latvian, and Lithuanian

Latvian and Lithuanian are Baltic languages, belonging in the Indo-European language family. Estonian belongs in the Uralic language family and is not related to the other two. However, all three languages share a few common properties. They are all morphologically complex and they are spoken by a relatively small number of speakers, thus few resources are available.

The massive multilingual models, mBERT [5] and XLM-R [3] support all three languages. Estonian is also covered by the multilingual FinEst BERT [26], which was trained on Estonian, Finnish, and English corpora. Few monolingual models have been trained for Estonian, Latvian, and Lithuanian. EstBERT [24] is a monolingual Estonian model, trained on Estonian National Corpus 2017, which consists mostly of web-crawl texts and includes also newspaper texts and Estonian Wikipedia. LVBERT [29] is a monolingual Latvian model, trained on various Latvian corpora, composed mostly of articles from news portals and Latvian Wikipedia. For Lithuanian we only found a LitBERTa-uncased model[3] for which no details have been published.

In Section 3, we present two new models. Est-RoBERTa is a new monolingual model for Estonian, which was trained on a larger corpus than EstBERT. LitLat BERT is a trilingual model, trained on Lithuanian, Latvian, and English. The sizes of training corpora for the existing and new models, supporting Estonian, Latvian, and Lithuanian, are displayed in Table 1.
Table 1: Training corpora characteristics of existing and new (at bottom) BERT-like models for Estonian, Lithuanian and Latvian. The training corpora sizes are in billions of tokens per language, and the dictionary sizes are in thousands of tokens. Some numbers are unknown (unk) or do not apply (marked with -). The numbers for mBERT are estimated from current sizes of Wikipedia (marked with *), it’s not known which version of Wikipedia was used for training the model. The training size for LitBERTa is extrapolated from the given dataset size in gigabytes (marked with †).

| Model            | Estonian | Latvian | Lithuanian | Total     | Dictionary |
|------------------|----------|---------|------------|-----------|------------|
| mBERT            | 0.05*    | 0.03*   | 0.04*      | unk       | 120        |
| XLM-R            | 0.84     | 1.20    | 1.83       | 295.09    | 250        |
| Est-BERT         | 1.15     | -       | -          | 1.15      | 50         |
| FinEst BERT      | 0.48     | -       | -          | 3.70      | 75         |
| LVBERT           | -        | 0.50    | -          | 0.50      | 32         |
| LitBERTa         | -        | -       | 0.8†       | 0.8†      | 128        |
| LitLat BERT      | -        | 0.53    | 1.21       | 4.07      | 84         |
| Est-RoBERTa      | 2.51     | -       | -          | 2.51      | 40         |

3 LitLat BERT & Est-RoBERTa

In this section, we present the training of the two new models: monolingual Estonian Est-RoBERTa, and trilingual LitLat BERT, trained on Lithuanian, Latvian, and English.

We present the datasets used to train the models in Section 3.1 and the models’ architecture and training parameters in Section 3.2.

3.1 Datasets and preprocessing

The sizes of corpora used for training LitLat BERT and Est-RoBERTa are shown in Table 1 along with dataset sizes for related BERT-like models.

Est-RoBERTa was trained on a large Estonian corpus, consisting mostly of news articles from Ekspress Meedia, as well as Estonian part of CoNLL 2017 corpus [6].

LitLat BERT was trained on large corpora from three languages: Lithuanian, Latvian, and English. Lithuanian corpora are composed of Lithuanian Wikipedia from 2011 [20], Lithuanian part of DGT corpus [21], and LtTenTen14 corpus [7]. Latvian corpora consist of Latvian parts of CoNLL 2017 corpus [6] and DGT corpus [21], Saeima corpus [4], and news articles from Ekspress Meedia. For English corpus, we used English Wikipedia from 2018 [20].

The numbers in Table 1 show, that new Est-RoBERTa contains more than twice as much Estonian data compared to other models covering Estonian. The new trilingual LitLat BERT contains approximately the same amount of Latvian data.
data as LVBERT but only half of massively multilingual XLM-R. Concerning Lithuanian data, LitLat BERT contains a third less data compared to XLM-R.

Before training, the corpora need to be preprocessed. First, we deduplicated all the corpora and formatted them to contain one sentence per line. We trained two sentencepiece models\footnote{https://github.com/google/sentencepiece}, one for each BERT-like model, on a subset of the whole corpora. For Est-RoBERTa this subset was randomly sampled, while for LitLat BERT, the subset had equal parts of Lithuanian, Latvian, and English text. The sentencepiece models are used to tokenize the corpora into subword tokens and encode them into numeric representations (ie. assign each token its unique id). The sentencepiece models contain 40 000 and 84 000 subword tokens for Est-RoBERTa and LitLat BERT, respectively. This sizes coincide with the size of the input layer of the model and represents the dictionary (also referred to as vocabulary) size of the model. The dictionary sizes for related models are shown in the rightmost column of Table 1.

3.2 Architecture and training

LitLat BERT and Est-RoBERTa both use the same architecture as RoBERTa-base model \cite{RoBERTa}. They are composed of 12 transformer layers, each layer has the size of 768. We used the input sequence length of 512. The training task for both models was masked token prediction. 15% of input tokens were randomly masked, using whole-word masking, meaning that no word was partially seen and partially masked. Both models were trained using the fairseq toolkit \cite{fairseq} for 40 epochs on the corpora presented in Section 3.1. We used the Adam optimizer with parameters $\beta_1 = 0.9$ and $\beta_2 = 0.98$ and dropout value of 0.1. We trained both models on 4 Nvidia Tesla V100 GPUs with the batch size of 20 480 tokens per batch per GPU and gradient accumulation with steps of 32, so a total batch size of 2 621 440 tokens. The training took about 13 hours per epoch for Est-RoBERTa and about 35 hours per epoch for LitLat BERT (altogether approximately 3 weeks and 2 months, respectively).

4 Evaluation

We evaluated Estonian, Latvian, and Lithuanian mono- and multilingual BERT-like models presented in Table 1 on four tasks: named entity recognition (NER), dependency parsing (DP), part-of-speech (POS) tagging, and word analogy (WA). In Section 4.1 we describe the evaluation tasks and procedure, and in Section 4.2 we present the results of the evaluation.

4.1 Evaluation settings

We evaluated the models on the NER and POS-tagging tasks by adding a standard classification head on top of the models and fine-tuned the models on each
We fine-tuned each model for 3 epochs with the batch size 8. For the NER task, we evaluated models on the Estonian NER corpus \cite{9}, TildeNER \cite{18} for Lithuanian, and train data of the LV Tagger \cite{17} for Latvian. We limited the scope of the task to the classification of three common named entity classes: persons, locations, and organizations.

For the POS-tagging and DP tasks we used the datasets from the Universal Dependencies project \cite{15}: EDT \cite{13} for Estonian, LVTB for Latvian, and ALKSNIS for Lithuanian. To solve the DP task, we translated the problem to a sequence labeling task \cite{23}, using arc-standard algorithm \cite{14} for encoding the dependency trees. We fine-tuned the models for 10 epochs with a batch size 8, using a modified dep2label-bert tool \cite{29}.

Traditional WA task measures the distance between word vectors in a given analogy \text{word1} : \text{word2} \approx \text{word3} : \text{word4} (e.g., man : king \approx woman : queen). For contextual embeddings such as BERT, the task is modified by using a boilerplate sentence “If the word \text{[word1]} corresponds to the word \text{[word2]}, then the word \text{[word3]} corresponds to the word \text{[word4]}.” We masked \text{[word2]} and attempted to predict it using masked token prediction. As the source of analogies, we used the multilingual culture-independent word analogy dataset \cite{24}. We consider an entry correctly predicted if the correct word is among the top 5 most probable predictions.

4.2 Results

We split results according to the task into four subsections: NER, POS, DP, and WA. In the last subsection we attempt to draw conclusions related to the vocabulary size.

4.2.1 NER results

The results of the NER task are shown in Table 2. We report macro average $F_1$ scores of the three named entity classes. In summary, our Est-RoBERTa performs the best for Estonian, and our LitLat BERT performs the best for Lithuanian and Latvian. We present language specific observations below.

While Est-RoBERTa performs best on the Estonian NER, Est-BERT has a larger vocabulary size than Est-RoBERTa, but it was trained on a much smaller corpus. In comparison with multilingual FinEst BERT, Est-BERT was trained on more than twice as large Estonian corpus, but the size of its whole training set was less than the third of the FinEst BERT. FinEst BERT performs significantly better than Est-BERT and almost as good as Est-RoBERTa.

We observe similar behaviour on Latvian. LV BERT and LitLat BERT were both trained on 0.5 billion token large Latvian corpus, but LitLat BERT significantly outperforms LV BERT. LitLat BERT was pre-trained also on Latvian and English corpora, thus on a larger overall training set. XLM-R was trained on an
Table 2: The results of NER evaluation task for various BERT models. The scores are macro average $F_1$ scores of the three named entity classes.

| Model        | Estonian | Latvian | Lithuanian |
|--------------|----------|---------|------------|
| mBERT        | 0.901    | 0.849   | 0.809      |
| XLM-R        | 0.907    | 0.867   | 0.793      |
| Est-BERT     | 0.870    | -       | -          |
| FinEst BERT  | 0.925    | -       | -          |
| LVBERT       | -        | 0.780   | -          |
| LitBERTa     | -        | -       | 0.630      |
| LitLat BERT  | -        | 0.875   | 0.847      |
| Est-RoBERTa | 0.928    | -       | -          |

even larger total dataset and used larger Latvian corpus than both LVBERT and LitLat BERT. However, XLM-R performs worse than LitLat BERT. The reason might be that XLM-R was trained on 100 languages, therefore its vocabulary for Latvian has to be significantly smaller compared to trilingual LitLat BERT, which is an overall winner on Latvian. The same relation between XLM-R and FinEst BERT is observed on Estonian: FinEst BERT outperforms XLM-R, despite the latter being trained on a larger corpus with more Estonian data.

Similar relation between massively multilingual, trilingual, and inferior monolingual models can be observed for Lithuanian. The mBERT model performs slightly better than XLM-R, but both lag behind LitLat BERT. Monolingual LitBERTa is significant worse than the other three models, but we do not have enough information about its training to explain its behaviour.

4.2.2 POS-tagging results

The results of the POS-tagging task (Table 3) show similar behaviour as in the NER task. All the models score well on this task, especially XLM-R closes the gap to other models. On Lithuanian, XLM-R performs the best, narrowly beating LitLat BERT. LitLat BERT performs the best on Latvian, and Est-RoBERTa performs the best on Estonian.

4.2.3 DP results

The results of the DP task are shown in Table 4. Multilingual models, especially massive multilingual models perform significantly worse on this task. Unlike on the NER and POS-tagging task, all monolingual models perform very well here. The gap between monolingual and trilingual models is not large, though, especially between LitBERTa and LitLat BERT. The difference between Est-BERT and Est-RoBERTa suggests that training on more data offers significant improvement in performance, but only if the model is monolingual. XLM-R performs poorly, despite being trained on a larger Latvian and Lithuanian corpora than any other model.
Table 3: The results of the POS-tagging evaluation task for various BERT models. The scores are micro average $F_1$ scores.

| Model            | Estonian | Latvian | Lithuanian |
|------------------|----------|---------|------------|
| mBERT            | 0.966    | 0.946   | 0.934      |
| XLM-R            | 0.970    | 0.960   | **0.964**  |
| Est-BERT         | 0.961    | -       | -          |
| FinEst BERT      | 0.973    | -       | -          |
| LV BERT          | -        | 0.945   | -          |
| LitBERTa         | -        | -       | 0.916      |
| LitLat BERT      | -        | **0.966** | 0.961      |
| Est-RoBERTa      | **0.977** | -       | -          |

Table 4: The results of DP evaluation task for various BERT models. The results are reported as unlabelled attachment score (UAS) and labelled attachment score (LAS).

| Model            | Estonian UAS | Estonian LAS | Latvian UAS | Latvian LAS | Lithuanian UAS | Lithuanian LAS |
|------------------|--------------|--------------|-------------|-------------|----------------|----------------|
| mBERT            | 66.9         | 56.3         | 65.4        | 54.6        | 56.1           | 44.1           |
| XLM-R            | 76.2         | 68.9         | 76.5        | 69.3        | 65.0           | 56.6           |
| Est-BERT         | 82.1         | 77.4         | -           | -           | -              | -              |
| FinEst BERT      | 80.9         | 75.7         | -           | -           | -              | -              |
| LV BERT          | -            | -            | **80.8**    | **75.7**    | -              | -              |
| LitBERTa         | -            | -            | -           | -           | 68.6           | **62.6**       |
| LitLat BERT      | -            | -            | 80.4        | 74.3        | **68.7**       | 61.7           |
| Est-RoBERTa      | **83.2**     | **78.6**     | -           | -           | -              | -              |

4.2.4 WA results

We were solving the word analogy task by predicting masked tokens. Because massively multilingual models split words into several subword tokens more frequently than monolingual models, we do not expect them to perform well here, as they need to be able to correctly predict a few consecutive masked tokens. The results in Table 5 confirm our expectation regarding the mBERT model. However, XLM-R performs well and it achieved the second best score in each language. Est-RoBERTa and LitLat BERT significantly outperform all the other models on this task. Surprisingly, LitBERTa performs poorly, although its vocabulary is large.

4.2.5 Analysis of vocabulary size

In Figure 1 we plot the relative performance gap of each model to the best model for that language against the model’s vocabulary size. We observe, that
Table 5: The results of word analogy task, solved as a masked token prediction task for various BERT models. The results are reported as macro average P@5 score.

| Model            | Estonian | Latvian | Lithuanian |
|------------------|----------|---------|------------|
| mBERT            | 0.093    | 0.026   | 0.036      |
| XLM-R            | 0.251    | 0.118   | 0.107      |
| Est-BERT         | 0.165    | -       | -          |
| FinEst BERT      | 0.224    | -       | -          |
| LVBERT           | -        | 0.118   | -          |
| LitBERTa         | -        | -       | 0.044      |
| LitLat BERT      | -        | 0.170   | 0.214      |
| Est-RoBERTa      | 0.393    | -       | -          |

for monolingual models, increasing the vocabulary size at first improves the performance. Further increasing the vocabulary size decreases the model’s performance. The exception is the DP task, where larger vocabulary appears to be particularly important. In multilingual models, the larger vocabulary also improves the performance on all tasks. However, the results are strongly correlated with the training dataset sizes (not shown).

Figure 1: The results expressed as a relative gap to the best model for each language per task: $1 - \frac{x}{x_{best}}$. The gaps are increased ten-fold for all tasks, except WA, for better readability. The results are offset by task along the y-axis: NER by 0, POS by -0.5, DP (UAS) by -1.0, DP (LAS) by -1.5, WA by -2.0.

To better understand the performance of large pretrained models, we require
a joint analysis of both, the training data size and the vocabulary size. As such a study would require building several large models and therefore considerable computational resources, we leave it for further work.

5 Conclusions

We trained and publicly released two new large pretrained masked language models, a monolingual Estonian Est-RoBERTa, and a trilingual LitLat BERT, trained on Latvian, Lithuanian, and English. Est-RoBERTa improves performance over existing BERT-like models for Estonian on all four evaluation tasks: NER, POS-tagging, DP, and WA. LitLat BERT outperforms related models for Latvian and Lithuanian on three tasks: NER, POS-tagging, and WA. On the DP task it offers comparable performance to the monolingual models, especially on Lithuanian, while outperforming multilingual models.

We have observed that training on more data does not necessarily bring better performance, as XLM-R lags behind monolingual models trained on relatively small corpora. However, a monolingual model’s performance can be improved by adding additional training data in other languages. FinEst BERT outperforms Est-BERT, even though it was trained on a much smaller Estonian dataset. Similarly, LitLat BERT and LVBERT were trained on Latvian corpora of similar size, but LitLat BERT significantly outperforms LVBERT on most tasks. The exact benefit of training a model on additional data in other languages over a monolingual model depends on the amount of monolingual data available, and on the evaluation task. On the DP task, a monolingual model is preferred, while on the POS-tagging task, there is little penalty for massively multilingual models.

Despite large requirements for computational resources, it would be interesting to systematically test the main parameters of large pretrained language models such as the number of languages, size of the dictionary, and similarity of included languages.
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