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ABSTRACT
Temporal data are ubiquitous in the financial services (FS) industry – traditional data like economic indicators, operational data such as bank account transactions, and modern data sources like website clickstreams – all of these occur as a time-indexed sequence. But machine learning efforts in FS often fail to account for the temporal richness of these data, even in cases where domain knowledge suggests that the precise temporal patterns between events should contain valuable information. At best, such data are often treated as uniform time series, where there is a sequence but no sense of exact timing. At worst, rough aggregate features are computed over a pre-selected window so that static sample-based approaches can be applied (e.g. number of open lines of credit in the previous year or maximum credit utilization over the previous month). Such approaches are at odds with the deep learning paradigm which advocates for building models that act directly on raw or lightly processed data and for leveraging modern optimization techniques to discover optimal feature transformations en route to solving the modeling task at hand. Furthermore, a full picture of the entity being modeled (customer, company, etc.) might only be attainable by examining multiple data streams that unfold across potentially vastly different time scales. In this paper, we examine the different types of temporal data found in common FS use cases, review the current machine learning approaches in this area, and finally assess challenges and opportunities for researchers working at the intersection of machine learning for temporal data and applications in FS.

CCS CONCEPTS
• General and reference → Surveys and overviews; • Computing methodologies → Machine learning; Neural networks; • Mathematics of computing → Time series analysis.
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1 INTRODUCTION
A core function of machine learning in financial services is modeling the behavior of customers or products and the markets in which they operate. For example, for consumer finance companies, the customers are credit card holders who operate in the debt market. Customer behavior and the market are both highly dynamic. At the same time, current and future states for both the customer and the market have strong temporal dependencies on their past states. As such, the data collected on them over the course of time should rightfully be viewed and modeled with a temporal component.

The history of modeling temporal data is intricately linked with the history of modern finance. Almost all investment is in some form based on an anticipation of a future state of the market as determined by current and historical knowledge. The most common of these is the futures contract where a producer of some commodity promises to deliver a good to the buyer at a specific time for a specific price. These types of contracts date back to the beginning of agriculture but found fertile soil in the 17th century Netherlands; the same birth place of the modern corporation. In these types of contracts, both the buyer and the seller need a model to anticipate the risk of the delivery of that good. These models have grown...
in sophistication along with the financial service industry and the technology that enables it [19].

Until recently, much of the focus in finance around modeling temporal data has been limited to traditional data sources such as stock/commodity prices, deposits, and macroeconomic indicators. However, as FS companies digitize their operations, novel streams of data become available such as digital credit reports, clickstream data of customers online presence, detailed transaction information, and multi-channel payments. Each of these data streams can have a distinct time signature and scale and contain one or many different modalities of information. For instance, clickstream data includes both the sequence of the session and time per page, but also the graph of the website, and the global point process of intents over sessions for that customer.

Machine learning has seen significant advances in recent years in image classification and natural language processing. Within finance it has become a dominant tool for fraud detection and credit risk modeling. However, both in finance and in the broader machine learning research community, there remains a gap between methods developed for static data sets and those that can incorporate a temporal dimension. This paper presents a sample of recent advances in the relevant domains of machine learning on sequences and temporal data. The intent of this paper is to pose some challenges and opportunities for research into modeling of temporal data for financial applications.

2 RECENT RESEARCH

At a high level, models of temporal data fall into the broader category of sequence models. Sequence models are those where the order of data points contains structural information. For example, language models are sequence models seeking to uncover the inherent structure to word choice, order, and dependency. Time series models are sequence models where there is explicit order and each data point is labeled with a time stamp. We could also call these event stream models to highlight that each observation will have a timestamp and a possible rich feature feature vector containing the details of the event. Because almost all industrial systems record the time at which the data was collected, nearly every dataset can be viewed as a temporal dataset. This can be further split into uniform and non-uniform time series, depending on whether the events/measurements are evenly spaced or come at irregular intervals. These data may come from discrete measurements of an underlying continuous process that take place at regular or irregular intervals (e.g. a stock price measured recorded each hour or a credit score requested only when a new application is submitted). Or the events may be singular, with no definition between observations (e.g. a credit card transaction). Much of the past research on time series forecasting has been in the domain of uniform time series. Non-uniform time series is a broad category containing a number of very common sequences in financial applications. One exception is when the focus is solely on the event timings, and not on any associated features or more complex tasks – in this setting, the irregularly spaced events are called a point process, and there is an equally rich body on finance use cases in this area.

Each of these types of time series can be either univariate or multivariate. In the case of multivariate, the variables might be independent, but they may exhibit strong internal relationships at each time point. For example, video can be viewed as a multivariate time series of pixels. However, each frame contains strong internal structure and localized correlations which also interact along the time-axis. This can be viewed as a modality. There are time series with multiple modalities. Video with audio is an example where the sound and the images are distinct modalities with strong internal structures but relationships to each other and to the temporal dimension. Modalities can include images, text, graphs, and tabular feature spaces.

Figure 2: Examples of univariate time series with different profiles of sampling and missingness.

2.1 Uniform Time Series

Uniform time series can describe temporal data where the observations are evenly spaced in time. These time series can describe discrete processes or continuous processes sampled regularly. In finance, macroeconomic indicators such as unemployment rate and GDP are collected and reported on a regular cadence (weekly or monthly). This type of temporal data has received a tremendous amount of study over the last fifty years. Much of this work has focused on univariate time series and building statistical techniques for decomposing varying components of the time series (e.g. level, seasonality, trend). For a more in-depth overview of common time series methods please refer to [8].

As shown in the recent Makridakis competition (M4), these statistical techniques still prove very robust for univariate uniform time series [14]. At the time of the latest competition no pure machine learning approach had successfully surpassed the statistical benchmarks. However, for the first time the best performing model overall utilized a hybrid machine learning and statistical model. It is notable that this approach surpassed the baselines by nearly 10 percent. This model used a combination of a Holt-Winters statistical technique with a recurrent neural network [23]. The Holt-Winters multiplicative model decomposes a time series into three components: level, seasonality, and trend. The winning model observed that the assumption of linearity in the trend component in the Holt-Winters model might be effectively removed when you replace that component with a recurrent neural network. While the performance improvement is significant, this approach still requires
heavy pre-processing of the data and carefully crafted neural architectures that depend on whether the series is monthly, quarterly or yearly.

Oreshkin et al. seek to build on this success by using a fully neural architectures for univariate time series. They establish three principles for a neural approach to time series: 1) a simple and generic architecture, 2) the architecture should not require heavy pre-processing and feature engineering of the time-series input and 3) it should be interpretable. The proposed approach uses stacks of residually connected layers that seek to learn basis functions to simultaneously predict the next value in the series while also looking backwards to predict the series up until that point [17]. This building block approach works well on its own but is not inherently interpretable. Using inductive bias it is easily modifiable to explicitly model common components such as seasonality and trend. This approach does well on the M4 benchmark, though it was not included in the competition.

2.2 Non-Uniform Event Streams

As previously mentioned, many use cases in modern FS leverage data that goes beyond uniformly sampled time series, instead dealing with data that are more properly described as irregular event streams – sequences of feature vectors that are indexed by a continuous timestamp as opposed to an discrete integer. Examples include bank account transactions (withdrawals, deposits, transfers, etc) to click stream events recorded during a users interaction with a website. In cases where the precise timing of events contains task-relevant information, throwing away the timestamps and reverting to treating the data as a uniform time series will limit model performance. Fortunately, there is a rich and evolving literature around building deep learning models for event stream data.

Figure 3: Examples of univariate and multivariate event streams. Individual events can be comprised of multiple features coming from possibly distinct modalities.

2.2.1 Augmented Uniform Time Series Approaches. One broad set of approaches to this challenge is to fall back on models designed to handle uniform time series – namely recurrent neural network (RNN) architectures in the context of deep learning – but preprocess the event stream data in such a way that the relevant information about event timing is encoded elsewhere.

For instance, one early approach was to discretize time into small enough bins so that one or no events occur within any single bin, and then treat the data as a uniform time series with missing feature vectors in bins with no events. Of course, this leads to a problem where many positions in the sequence will have “missing” data, but any technique for handling missing data can now be used to bridge this gap [11]. This could be anything from simple imputation schemes that replace missing values with a default value, the mean, or the mode, to complex model-based approaches that try to impute the best value for the missing data from the non-missing data [2, 18, 24].

The downside of this approach is that, by covering over the fact that the data were missing, imputation gives the model no hint as to the the timing of the underlying events [22]. A key observation is that, when the missing values arise from discretization of event stream data, the missingness is actually informative as to the event timing and thus may be relevant to the task. This lead to a more refined set of approaches where the feature vector is augmented with a binary mask that indicates whether or not the rest of the feature vector is observed data or an imputation, which allows the model make use of the informative missingness [10]. Taking this idea a step further, the feature vector can also be augmented with the time since the last observation to reinforce the temporal nature of the underlying data [3].

Finally, information about event timing can also be embedded into the dynamics of the RNN itself. For example, this can be achieved by modifying RNN such that, between events, the hidden state decays exponentially toward some fixed point with a learnable decay rate [3]. The idea being that, as time passes, events further in the past fade from relevance and provide diminishing predictive power, and we move back to a state of ignorance. For some applications, this assumption may be appropriate, but in cases where long-range dependencies are important, it is likely to prove problematic. This approach can be further extended to richer event streams where the event has a feature vector along with each timestamp. One drawback of this approach is that the models it produces are somewhat limited to next-event prediction tasks and density estimation, and how to extend them to other sequence modeling tasks is not obvious.

2.2.2 Point Process Approaches. An alternative starting point to building deep learning models for event stream data is to eschew discretization and instead confront the problem of modeling sparse temporal data head-on. This approach has a venerable history in the study of point processes – stochastic models for datasets where each observation is simply a point in some space [4]. Often, that space is the set of real numbers and the observations correspond to timestamps of a set of events; this is a temporal point process. But other prominent examples exist, such as spatial point processes used in geosciences for modeling the locations of earthquakes over a geographic region.

Just as parametric distributions exist for modeling various univariate data types (Gaussian distributions for real-valued data, Poisson distributions for count data, etc), there are classic temporal point process models, such as the Poisson process for independent events, the Hawkes process for self-excitatory event streams, and more. Often these models are specified by giving the conditional probability of the next event time given the preceding event history. One way to produce a more flexible point process model is to parameterize this conditional probability by a neural network rather than
the classical approach of assuming a fixed functional form, which is the approach taken by the neural Hawkes process [5, 16]. These models apply to a broader class of data know as “marked poisson processes”, which each timestamp has an associated feature vector. While these features vector could technically be defined over any space, in practice they are usually over a discrete set of categories, such that each category signifies a different event type. So while these models are appropriate for fusing multiple point processes (see below), they are more geared toward tasks that focus solely on predicting timing.

A recent arrival in this space that overcomes this obstacle is the neural ODE (ordinary differential equation) [3, 21]. This model arises from the observation that adding skip connections to the hidden layer in an RNN make the forward pass of the model identical to a discrete time approximation of a continuous ODE. Moving to a continuous time makes modeling event sequences relatively straightforward, since one can then model the feature vectors as observations that are conditional on the instantaneous value of the latent state at the event timestamp. Furthermore, extensions to this model allow events to treated instead as inputs to the model that can have an instantaneous effect on the hidden state (via an ODE-RNN hybrid). And the probability of an event occurring can be modeled as a time-dependent Poisson process, the rate of which is conditioned on the instantaneous latent state of the model. Thus, these models naturally many tasks and modeling assumptions about the relationships between event features and system state. Though new and relatively untested, neural ODE models are a promising and flexible approach to modeling event stream data.

2.3 Multi-Modal Fusion

Along with deriving the appropriate model for a time series, another area of interest is how to fuse multiple sources of temporal data when each source has not only its own time signature but also a distinct structure in the feature space. One area to look to in this regard is recent research in multi-modal fusion. This research primarily focuses on predictive tasks related to fusing video, audio, and natural language understanding/generation or some subset thereof. The challenge in this domain is that pixel space and word token space have strong internal dynamics but don’t directly relate to one another. In many cases multi-modal fusion seeks to learn joint representations of each modality for the purpose of a predictive task.

Early work in this area focused on learning joint representations of data coming from two or more modalities. In [9] the authors seek to generate image descriptions by aligning word vectors to objects detected in the image. The aligned object-word pairs are used to generate natural language descriptions of the image as a whole. In [25] the goal is to determine alignments between movies (image & subtitle) and the books on which they were based. Again this is an example of two modalities, text and images. However, now the image modality unfolds over time and the two text modalities follow different sequential patterns. In order to align the books and the movies they first generate sentence embeddings from the book while simultaneously generating scene embeddings of subtitled clips. Alignments between these two spaces are learned for those scenes that correspond to specific parts of the book. In [15] the alignments are learned between input instructions and sequences of spatial actions for an agent to execute. The goal of this is to be able to communicate with autonomous systems using spoken language.

As can be seen, much of the multimodal fusion work involves Recurrent Neural Networks (RNNs) to learn sequential dependencies in one or more of the streams of data. Perhaps unsurprisingly, the same efficacy that attention based models have shown for for a wide variety of language and graph tasks, has been observed in the multi-modal fusion domain. [25] use an attention mechanism to learn locations within an intermediate representation of an image to focus on for the generation of each word in a caption. This attention can be hard, meaning it selects a single location, or it can be a soft distribution over the entire image. [7] extends this approach beyond single images to include video and audio. [12] takes a similar approach but here there are two attention mechanisms swapped across the images and the language domain. It is also a more generalized approach to learning joint representations of language and images. In all of these models, the data is often sequential but there is no conception of time beyond discrete ordered tokens.

3 OUTSTANDING CHALLENGES

As described above, FS companies generally work with multiple streams of sequence data. Research in the topic of non-uniform time series gives direction on how to approach time series data where the non-uniformity is driven by natural or uneven sampling processes. A core challenge then is, and taking cues from the literature of multi-modal fusion, how does one combine two or more non-uniform time series that each has its own modality? In [26], alignment of the modalities it the core modeling goal. In many FS applications, alignment would be a pre-processing step necessary to solving the core modeling task. While most FS sequences would be indexed by a real time dimension, naively combining them into a master sequence would produce extra sparse and irregular input vectors.

If we take a componentized view to the fusion of multiple non-uniform data sequences, architecture complexity quickly adds up. With each sequence being unique in both its domain and time-irregularity, separate embedding and time treatment components would be needed for each. On top of that we would need components to fuse each modality into a single representation. With increasingly complex architectures, with more parameters and hyper-parameters to tune, training requirements could increase dramatically. While compute is often effectively managed in large FS companies (often by throwing more GPUs at the problem), time and data are certainly limiting factors. Even at the transactional scale of a top FS firm, data is fairly heterogeneous (in terms of types of customers, merchants and transaction details). A converged solution may be good on average, but could fail to best represent micro-segments of the population data (this is a problem in all machine learning, but one that is exacerbated by highly complex models).

Methods that result in increased complexity also pose specific risks to FS companies in terms of what is generally referred to as “model governance.” Models in FS companies are heavily regulated by several laws and statutes that set rules around credit underwriting, fraud detection, anti-money laundering, marketing, and data sharing. FS companies typically maintain compliance through
multiple stages of internal governance. A lot of model governance focuses on model input features and model interpretability. Model complexity generally makes explanations more difficult, but emerging methods (e.g., LIME [20], SHAP [13]) are gaining regulatory acceptance. As a fallback, models can be understood by the collection of input features (with maybe some measure of global feature importance). Features audits are particularly important in credit lending, as statutes like Fair Lending specifically blacklist features that may lead to discrimination in credit lending (and possible proxies for them). As FS companies adopt methods that operate on raw input streams, the notion of an explicit features fades away. Existing governance protocols are not designed for auditing implicit feature engineering, such as is done in deep learning. While deep learning may not pose a risk for including explicitly prohibited features (e.g., race, gender, sexual orientation), proxies to such features will be harder to detect when there are no explicit features to test. The solution to this challenge may not be in the deep learning models themselves, but coupling these models with auxiliary techniques for discrimination detection [6] may have to be standard practice.

4 CONCLUSION

The finance industry has a history of leading the way in the analysis of multivariate time series data, but recent trends in digitization have expanded both the amount and type of data available to companies in this sector. Classical time series are now joined by rich event streams, where observations with rich feature vectors take place at irregular intervals across multiple timescales and levels of organization. And streams are multiplying. A single bank account might contain multiple types of transaction events. A single customer might have multiple accounts as well as website interactions and credit bureau data on top of all of that. And it may very well be that the key piece of information for making a crucial business decision that customer depends on understanding the interaction of the temporal patterns in those different streams. Across other industries, deep learning approaches have offered a way to build models that are tailored to the form and structure of the data and can excel at extracting meaningful patterns in order to solve a variety of tasks. Work has begun, but many challenges still exist for applying such models to complex and multimodal event streams. And once again, the finance industry is poised to lead the way.
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