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Abstract—Recent advances in multi-fingered robotic grasping have enabled fast 6-Degrees-Of-Freedom (DOF) single object grasping. Multi-finger grasping in cluttered scenes, on the other hand, remains mostly unexplored due to the added difficulty of reasoning over obstacles which greatly increases the computational time to generate high-quality collision-free grasps. In this work, we address such limitations by introducing DDGC, a fast generative multi-finger grasp sampling method that can generate high quality grasps in cluttered scenes from a single RGB-D image. DDGC is built as a network that encodes scene information to produce coarse-to-fine collision-free grasp poses and configurations. We experimentally benchmark DDGC against two state-of-the-art methods on 1200 simulated cluttered scenes and 7 real-world scenes. The results show that DDGC outperforms the baselines in synthesizing high-quality grasps and removing clutter. DDGC is also 4-5 times faster than GraspIt!. This, in turn, opens the door for using multi-finger grasps in practical applications which has so far been limited due to the excessive computation time needed by other methods. Code and videos are available at https://irobotics.aalto.fi/ddgc/.

Index Terms—Grasping, Deep Learning in Grasping and Manipulation, Dexterous Manipulation

I. INTRODUCTION

ROBOTIC grasping of unknown objects in cluttered scenes, such as the one shown in Fig. 1, is challenging because the scene geometry is not fully known. To date, the most influential results of grasp sampling in clutter are obtained with methods that sample grasps for parallel-jaw grippers [1]–[4]. Multi-fingered grasping introduces the added difficulty that it requires concurrent reasoning over grasp quality and collision avoidance with multi-DOF dexterous robotic hands and complex scenes. The benefit, however, of multi-finger grippers compared to parallel-jaw grippers is that they can attain more diverse grasp types. These are especially useful for task-specific grasping [5].

Current methods for multi-finger grasp generation in cluttered scenes either 1) employ a stochastic search process such as simulated annealing to maximize a grasp quality metric to propose good grasps [6], or 2) train a grasping policy in simulation using deep Reinforcement Learning (RL) to directly output the end pose and finger configuration of the gripper [7]. Although a learned deep grasping policy can attain a high grasp success rates on a diverse set of objects, it requires a simulation setup and typically extensive parameter search to work well. Employing a stochastic search procedure, on the other hand, does not require training any model and as such is directly usable in a grasping pipeline; this approach is however limited to known object models and is computationally expensive, with running times in the order of tens of seconds to minutes.
In this work, we present DDGC, a deep network that can generate a set of collision-free multi-finger grasps on unknown objects in cluttered scenes many times faster than state-of-the-art methods. To achieve this, we train a generative deep coarse-to-fine grasp sampler on purely synthetic data of cluttered scenes. In comparison to similar methods where a grasping policy is trained with RL [7], our method does not need any simulation setup which can be brittle to tune.

DDGC was experimentally validated in simulation and in the real-world against two baselines: Multi-FinGAN [8], a recent state-of-the-art single-object multi-finger grasp sampling method, and the simulated-annealing planner in GraspIt! [6]. The simulation experiments evaluated grasp-quality and sampling speed with a Barrett hand on three different datasets containing cluttered scenes with one to four objects. The real-world experiments, on the other hand, evaluated the clearance rate in cluttered scenes containing 4 objects using a physical Franka Emika Panda equipped with a Barrett hand. The results show that DDGC generates higher quality grasps with a higher clearance rate than both baselines. It can also generate grasps 4-5 times faster than the simulated-annealing planner in GraspIt!, which is a significant speedup.

The main contributions of this work are: (i) a novel generative grasp sampling method that enables fast sampling of multi-finger collision-free grasps in cluttered scenes; (ii) new datasets with high-quality grasps for benchmarking multi-finger grasping; and (iii) an empirical evaluation of the proposed method against state-of-the-art, presenting, both in simulation and on real hardware, improvements in terms of running time, grasp ranking, and clearance rate.

II. RELATED WORK

To date, the majority of recent research on grasping in clutter has focused on parallel-jaw grippers [1]–[4], [9]–[13], as the kinematic structure of such grippers simplifies the overall problem. Only a few works [7], [14], [15] consider multi-finger hands. Because of this division, we will review multi-finger grasping and grasping in clutter separately.

A. Multi-finger Grasping

Early work on multi-finger grasping focused on constructing force-closure grasps that are dexterous, in equilibrium, stable, and exhibit a certain dynamic behavior by casting the problem as an optimization problem over one or all of these criteria [15], [16]. However, one of the core issues of such methods are that they assume precise and known geometric and physical models of the objects to grasp [17]. Moreover, analytical methods are typically computationally expensive and as such generate only a few grasps.

To lift some of the requirements of analytical methods and to make grasp sampling faster, researchers resorted to data-driven methods. Early data-driven methods are based heavily on the development and release of GraspIt! in 2004 [6] and focused mainly on the issue of sampling grasps from the infinite space of solutions [18]–[22]. Out of these works, the eigengrasp formulation by Ciocarlie and Allen [19]—where grasp planning is performed in a hand posture subspace of highly reduced dimensionality—has proven effective as it is still used today as a grasp sampling component in many grasping pipelines [23]–[25]. Although these methods greatly speed up grasp sampling in comparison to analytical methods, they still operate in the order of tens of seconds to minutes and require full object models.

To enable data-driven grasp sampling methods to work on unknown objects, recent works have used deep learning to shape complete unknown objects and then plan grasps on the completed shapes [23]–[26]. These methods generalize across many different objects but still rely on an inherently slow sampling process. Therefore, other deep-learning methods have focused on learning the actual grasp sampler either from raw sensor inputs [5], [7], [27]–[29] or shape complete models [8]. The limitation of all of these methods, with the exception of [7], is that they are proposed for and evaluated on single object grasping. In comparison, the method presented here can generate diverse high-quality grasps fast on both single objects and objects in clutter.

B. Grasping in Clutter

Grasping in clutter poses additional constraints on grasp sampling as it typically requires grasps to not collide with obstacles. Therefore, to simplify the grasp planning problem in clutter much work resorts to planning grasps with simpler parallel-jaw grippers opposed to more complex dexterous hands [1]–[4], [9]–[13]. Murali et al. [4] split the concept of grasping in clutter into the following subcategories: bin-picking vs. structured clutter, planar vs. spatial grasping in clutter, model-based vs. model-free, and target-agnostic vs. target-driven.

In bin-picking, objects are located in a pile and are often small and light. Methods that target bin-picking [1]–[3], [9], [10] benefit from the pile structure as objects have more stable equilibriums and as such collisions with obstacles do not jeopardize the pile structure. In comparison, methods that target grasping in structured clutter [4], [13]—where objects are mostly larger, heavier, and packed together—need to avoid all collisions as unintended contact between the robot and objects can easily tip objects over and thus change the scene structure. Our approach calculates if a grasp is in collisions by checking if the hand mesh is colliding, while [4] requires another trained network to predict potential collisions.

In cluttered scenes, the most successful methods have resorted to the simpler 4-DOF planar top-down grasps [1]–[3], [9] instead of full 6-DOF spatial grasps [4], [7], [13], [24]. While 4-DOF grasps are simpler, the restriction on the arm motion they imply hinders the robot’s ability to grasp specific objects [4], [7], [13], especially with structured clutter. Because of these reasons, we developed our method to predict full 6-DOF grasps.

Model-based grasping in clutter assumes known object models and as such simplifies the planning problem [15]. Approaches that target model-free grasping in clutter where objects are unknown either plan grasps directly on raw sensor inputs [1]–[4], [7], [9], [13] or first estimate the shape of the unknown objects and then plan grasps [10], [14]. In this work,
we estimate the shape of all the objects, as it allows us to plan grasps that are closer to the surface of the objects.

With target-driven grasp sampling methods [4] it is possible to specify the object to grasp opposed to target-free methods [1]–[3], [7], [9], [10], [13] which oftentimes simply chooses the object it can attain the best grasp on. Our method is target-driven as it segments objects and plan object-specific grasps using these segments.

In a nutshell, the work presented here falls into the category of target-driven model-free multi-finger spatial grasping in scenes with structured clutter. A similar multi-finger grasping in clutter approach was proposed in [7] but for a different use-case: target-agnostic bin-picking. That method used RL to train a deep grasping policy in simulation which transferred seamlessly to the real world, attaining a high grasp success rate on a diverse set of objects. Our grasp sampler is also trained on purely synthetic data but, in contrast to [7], does not require an extensive simulation setup to train.

DDGC goes beyond prior work on grasping in clutter with parallel-jaw grippers [1]–[4], [9]–[13] by using a more complex dexterous gripper and reasoning over more DOF, generalizing to a more complicated problem. In comparison to previous work on grasping in clutter with dexterous hands [7], [14], [15], our work goes beyond those by either being considerably faster (8 sec. vs 16 sec [14]) or allowing to select the object to grasp [7], [15].

III. PROBLEM FORMULATION

In this work, we address the problem of grasping unknown objects in structured clutter with a multi-finger robotic gripper. We realize this by predicting a 6D gripper pose \( p \) and a hand joint configuration \( q \) for which the grasp does not collide with any obstacle but still has several contact points with the target object to ensure a robust grasp. More formally, we train a parametric model \( M_{\theta} \) with parameters \( \theta \) that takes as input an RGB-D image \( I \) and produces a 6D gripper pose \( p \), and a hand joint configuration \( q \):

\[
M_{\theta} : I \rightarrow (p, q)
\]

The poses \( p \) of all grasps are in the target object’s center of reference.

We further constrain the target hand joint configuration \( q \) to leave a small clearance between the fingers and the target object, and the gripper is closed until contact before attempting to lift an object. This is done to limit the impact of sensing uncertainties in the real-world as we avoid the need to generate precise configurations that touch the surface of the object.

IV. METHOD

To generate high-quality collision free grasps in cluttered scenes, we introduce the model shown in Fig. 1 which is inspired from prior work on human-hand grasp generation [30] and our own work on predicting multi-finger grasps on single objects [8]. This network consists of sub-modules that were used for single object grasping along with novel ones that were essential to adapt the architecture to grasping in clutter. Therefore, for completeness, we will next briefly overview the entire model and then describe the novel technical contributions in detail.

A. Network Overview

The network in Fig. 1 is split into 5 sub-modules: Scene Completion, Image Encoding, Grasp Generation, Discriminator and Finger Refinement. Out of these Image Encoding and Grasp Generation are novel while the others have been used in prior work [8], [10], [30].

Scene Completion refers to the process of producing a full 3-D model of the scene by segmenting the scene and shape completing each object [10]. The method is agnostic to the segmentation algorithm. For shape completion, we use a pre-trained fully convolutional hour-glass shaped Deep Neural Network (DNN) that operates on voxelized point-clouds as input and outputs a completed voxel grid of the object. The object is post-processed into a mesh by first merging it with the input point-cloud and then running the marching cube algorithm [31]. The shape completed objects are later used for grasp generation, finger refinement, and collision detection.

The Image Encoding module, further detailed together with the Grasp Generation module in the next section, produces an encoding \( E(I) \) of the geometry of the scene from an RGB image \( I \) using a Convolutional Neural Network (CNN). This encoding, together with an input grasp orientation \( r_0 \), is then passed through the fully-connected Grasp Generation network to generate a coarse gripper joint configuration \( q_c \) and a 6D coarse object-centric grasp pose \( p_c = (t_c, r_c) \) where \( t_c \) represents a translation vector and \( r_c \) rotation as normalized axis angles. The coarse grasp pose is then refined into global coordinates \( \mathbf{p}^* = (t_c + t_0, r_c + r_0) = (t, r) \) by adding the center of the mesh \( t_0 \) to the coarse translation vector \( t_c \) and the input rotation \( r_0 \) to the coarse rotation \( r_c \).

When training DDGC, the input rotation \( r_0 \) is set to a grasp rotation from the dataset with added zero-mean Gaussian noise while, at test-time, the input rotations are randomly sampled from around the object. Similarly, the center of the target object \( t_0 \) is known during training because we are operating on known meshes, while during the physical experiments we use the center of the shape-completed mesh.

In this work, the grasp configuration \( q_e \) represents the 7-DOF of a Barrett hand shown in Fig. 6. However, the Grasp Generation network is only tasked to output the finger spread of the coarse gripper configuration \( q_c \) and leaves the rest of the DOF in a default zero position. The reason for doing this is that we use the Finger Refinement layer to refine the coarse gripper joint configuration \( q_c \) to be close to the target object.

The Finger Refinement layer is tasked to rotate each finger of the gripper until it touches the object. It is represented as the forward kinematics of the gripper and as such is fully differentiable and does not include any additional trainable parameters. Given an input 6D pose \( p^* \) and coarse hand configuration \( q_c \) it produces a refined configuration \( q^* = q_c + \Delta q \) by rotating each articulated finger \( \Delta q \) radians until the distance between the finger and the object mesh is below a predefined threshold \( t_d \) which we set to 1 cm.

To ensure that the distribution of generated grasps is close to the training distribution we add a Wasserstein discriminator.
D [32] trained with the gradient penalty [33]. Given the grasp generator G, the objective function to minimize is

\[
L_{\text{disc}} = \mathbb{E}[D(G(E(I), r_0))] - \mathbb{E}[D(\tilde{q}, \tilde{t}, \tilde{r})],
\]

\[
L_{\text{gp}} = \mathbb{E} \left[ \left( \|\nabla_{\tilde{q}, \tilde{t}, \tilde{r}} D(\tilde{q}, \tilde{t}, \tilde{r})\|_2 - 1 \right)^2 \right],
\]

where \( \tilde{q}, \tilde{t}, \text{ and } \tilde{r} \) are samples from the training dataset and \( q, t, \text{ and } r \) are linear interpolations between predictions and those samples.

\[ L_{\text{cont}} = \frac{1}{|V_{\text{cont}}|} \sum_{v \in V_{\text{cont}}} \min_{k} \|v, O_k\|_2, \]

where \( O_k \) are the object vertices. \( V_{\text{cont}} \) is the subset of vertices on the hand that are often in contact with the target object, i.e., vertices that were closer than 5 mm to the object in at least 8% of the grasps in the dataset. Vertices in \( V_{\text{cont}} \) are mainly located on the gripper’s fingertips and palm.

In our previous work [8], we identified having a loss that encourages grasps to point towards the object to grasp as helping the training. This is realized by encouraging the approach vector of the gripper \( \hat{a} \) to point in the same direction as the vector \( \hat{o} \) connecting the hand to the object’s center:

\[ L_{\text{orient}} = 1 - \hat{a}^T \hat{o}. \]

To penalize collisions between grasps and the environment which, in scenes with structured clutter is of uttermost importance, we added the following loss

\[ L_{\text{coll}} = \frac{1}{|V_i|} \sum_{j \in V_i} \sum_{v \in V_j} A_v \min_{k} \|v, O_k\|_2. \]

This loss penalizes the distance between all vertices of a grasping arm that lie inside an object \( v \in V_i \) and their closest surface points to object \( O_j \), where \(|O|\) is the number of objects present in the scene. We generate surface points of every object by uniformly sampling \( k \) points from their mesh. The weight \( A_v \) is the average area of all incident faces to a vertex \( v \), which is important when working with non-uniform gripper tessellations [8].

Finally, we also need to encourage grasps to stay above the plane the objects are resting on. By representing the plane as a point \( p_t \) on its surface and its normal \( \hat{n}_t \), we can penalize all vertices \( v \) on the gripper mesh that are located under the table with

\[ L_{\text{plane}} = \sum_{v \in V} \min \left( 0, (v - p_t)^T \cdot \hat{n}_t \right). \]

Equation (5) is only negative when the normal vector \( \hat{n}_t \) and the vector connecting the point on the plane \( p_t \) and a vertex \( v \) points in different directions indicating that the vertex \( v \) is located below the table.

The final loss is a weighted linear combination of the six individual losses \( L = w_{\text{disc}} L_{\text{disc}} + w_{\text{gp}} L_{\text{gp}} + w_{\text{cont}} L_{\text{cont}} + w_{\text{coll}} L_{\text{coll}} + w_{\text{orient}} L_{\text{orient}} + w_{\text{plane}} L_{\text{plane}} \). The network is trained end-to-end.

\[ D. \text{ Implementation details} \]

The network was implemented in PyTorch 1.5.1. The model was trained on scenes containing 1, 2, 3, or 4 objects randomly placed on a table surface; some examples are shown in Fig. 2 and details on how we generated them are given in Section V. The images were resized to \( 256 \times 256 \). We trained our networks with a learning rate of \( 10^{-4} \) and a batch size of 64. The image encoder was fine-tuned on weights from a pre-trained
We generated one training set of cluttered scenes on 18 objects from the YCB object set [37] and 120 objects from the EGAD! training set [38]. We also generated three validation sets: one on the 49 validation objects in the EGAD! validation set, one on the 152 objects in the KIT object model database [39], and one with both EGAD! validation set and KIT object model database. To generate datasets with a varying amount of clutter, we generated 100 random scenes with 1, 2, 3 or 4 objects in it, totaling 400 scenes per dataset.

VI. EXPERIMENTS AND RESULTS

The two main questions we wanted to answer in the experiments were:

1) Is DDGC able to generate high quality grasps in scenes with clutter?

2) Is our generative grasp sampler, which is purely trained on synthetic data, able to transfer to real objects?

In order to provide justified answers to these questions, we conducted two separate experiments. In the first experiment (Section VI-A) we evaluate grasp quality and hand-object interpenetration in simulation. In the second experiment (Section VI-B) we evaluate the clearance rate in cluttered scenes on real hardware.

In all our experiments, we benchmark our approach against Multi-FinGAN [8] and the simulated-annealing planner in GraspIt! [6] which is the only planner that can do multi-finger target-driven grasping in clutter. We let the simulated-annealing planner run for 7500 steps. To run GraspIt! with clutter, the target object was set as a graspable object while the rest of the objects were set as obstacles. We also included the table the objects were resting on as an obstacle.

In both experiments, DDGC and Multi-FinGAN generated 100 grasps per object. Grasps that were in collision with the table or any other objects were removed. As we a-priori knew that all objects rest on a flat surface we only sampled, for both DDGC and Multi-FinGAN, input rotations $r_0$ that rotated the gripper’s approach direction to point towards the negative normal direction of the supporting surface. This heuristic effectively removed input rotations that correspond to grasps coming from below the table.

A. Grasping in Simulation

Here we present quantitative results of grasps generated by DDGC, Multi-FinGAN, and the simulated-annealing planner in GraspIt! on the three different held out validation sets: EGAD! val, KIT, and EGAD! val + KIT. To quantify the quality of a grasp we calculated both its intersection with all objects and the well known $\epsilon$-quality metric [40] which represents the radius of the largest 6D ball centered at the origin that can be enclosed by the wrench space’s convex hull.

For all methods, we rank the grasps according to their $\epsilon$-quality and report the average performance on the 10 top-scoring grasps. We also report how the metrics vary across increasing amount of clutter.

The results are presented in Table I and Fig. 3. What is immediately evident is that DDGC generates significantly higher quality grasps than both Multi-FinGAN and GraspIt!.

1The stable resting poses were calculated using trimesh (github.com/mikedh/trimesh)
TABLE I: Simulation experiment results. ↑: higher the better; ↓: lower the better.

|                           | GraspIt! | Multi-FinGAN | DDGC |
|---------------------------|----------|--------------|------|
|                           | EGAD! val | KIT | EGAD! val + KIT | EGAD! val | KIT | EGAD! val + KIT |
| Avg. ϵ-quality over 10 grasps ↑ | 0.21 | 0.20 | 0.20 | 0.32 | 0.38 | 0.35 | 0.74 | 0.73 | 0.72 |
| Avg. interpenetration over 10 grasps (cm³) ↓ | 2.92 | 4.76 | 3.63 | 4.12 | 5.92 | 5.05 | 4.00 | 3.30 | 3.64 |
| Grasp Sampling for 10 grasps (sec.) ↓ | 44.09 | 39.97 | 35.75 | 9.10 | 8.80 | 9.00 | 9.60 | 9.40 | 9.40 |

Fig. 3: (a) shows that DDGC constantly finds higher-quality grasps than both GraspIt! and Multi-FinGAN. (b) shows a histograms of the finger spread of grasps generated with DDGC.

Fig. 4: Some example grasps shown in the top row proposed by DDGC in simulated scenes using the RGB input shown on the bottom row. The black background represents the table surface (best viewed in color).

DDGC is also over 4 times faster than GraspIt!. As shown in Fig. 3a, with increasing clutter the performance of GraspIt! deteriorates heavily much due to the optimization falls into local minimas between objects while the performance of DDGC and Multi-FinGAN is constant. The main reason Multi-FinGAN generates lower ϵ-quality grasps than DDGC is because 27.25% of its grasps are located below the table compared to only 1.25% by DDGC. Some example grasps using DDGC are shown in Fig. 4.

Fig. 3b shows a histogram over the finger spread of the Barrett hand produced by DDGC. Based on this figure, we can conclude that DDGC produces diverse grasps, but seems to slightly favor grasps with no spread. One reason zero-spread grasps, which are similar to parallel-jaw grasps, are favored over others is because those grasps have smaller occupancy footprint due to the kinematic structure of the Barrett hand.

In summary, the results from the simulation experiments show that DDGC is able to quickly sample high-quality collision-free grasps in cluttered scenes. Next, we will investigate its performance on real robotic hardware.

B. Physical Grasping

As a final experiment we studied the clearance rate of DDGC, Multi-FinGAN, and GraspIt! on real robotic hardware. The clearance rate objective measures how many objects a grasping method can remove in a cluttered scene, given a predefined grasping budget. The setup consists of a Franka Emika Panda equipped with a Barrett hand and a Kinect 360° camera to capture the input RGB-D images. The camera views the scene at a 55° viewing angle. For extrinsic calibration, we used an Aruco marker [41]. We added the shape-completed objects to the planning scene to ensure collision-free motion planning.

As shown in Fig. 1 our method requires an input RGB image along with the individual object masks, and segmented point-clouds of each object as seen by the depth image. To segment each object we first subtracted the background and the table and then extracted each segment with the Euclidean Cluster Extraction method in PCL. To generate the object masks, we transformed each of the point-cloud-segments to a binary depth-image and multiplied these with the input RGB image. The object masks were also used to generate grasps for Multi-FinGAN. Fig. 1 shows examples of an input RGB image, object mask, and segmented point-cloud. Each segmented point-cloud was shape-completed into a mesh and the average of its vertices was used as the center of the object which was subsequently added to the translation produced by the Grasp Generation network.

DDGC, Multi-FinGAN, and GraspIt! were benchmarked once on each of the seven different scenes shown in Fig. 5. Each scene contained four objects of varying size, shape, and softness. The objects were manually placed to create scenes where objects occluded each other. We chose a grasping budget of eight grasps which is twice the number of objects in the scene, a heuristic that has been used in similar works [4], [10]. A grasp was considered a success if the robot grasped the

TABLE II: Real hardware experiment results

|                           | GraspIt! | Multi-FinGAN | DDGC |
|---------------------------|----------|--------------|------|
| Average clearance rate (%) ↑ | 60.71 | 57.15 | 71.43 |
| Average grasp success rate (%) ↑ | 32.72 | 34.90 | 40.00 |
| Grasp Sampling for 10 grasps (sec.) ↓ | 40.40 | 10.70 | 8.10 |

2pcl.readthedocs.io/en/latest/cluster_extraction.html
Fig. 5: Scenes used for testing

object and moved it to the start position without dropping it. If an object in the scene was accidentally moved or dropped, it was manually reset to its original pose.

The experimental results (Table II) indicate that DDGC reaches a higher average clearance rate and grasp success rate than both Multi-FinGAN and GraspIt!. Again, DDGC is significantly faster than GraspIt!, producing and evaluating grasps roughly 5 times as fast. The performance gain of DDGC compared to Multi-FinGAN indicates that encoding information of the complete scene is useful for generating successful grasps in clutter, a finding that was also reported in [13]. For all methods the scene completion took, on average, 4 seconds. Both DDGC and Multi-FinGAN were robust to noisy shape-completions and object masks.

Examples of successful grasps generated with DDGC are shown in Fig. 6a. These examples show that DDGC is able to produce a diverse set of grasp poses and configurations compatible with the clutter in the scene.

C. Discussion

Together, all results show that DDGC is able to generate high-quality collision-free grasps in cluttered simulated and real-world scenes. When comparing it to GraspIt!, DDGC achieves better performance, in a fraction of the time. The difference in performance is particularly significant in simulation, where DDGC achieves significantly higher $\epsilon$-quality than GraspIt! which explicitly optimizes grasps on such a metric. One potential reason for this difference is that the Finger Refinement layer gracefully refines the fingers to establish multiple contact points with the object resulting in higher quality grasps. This difference was not as evident in the real-world experiment, indicating that low $\epsilon$-qualities do not necessarily translate to unsuccessful grasps.

It is especially noteworthy that although DDGC is trained purely on simulated data it generalized seamlessly to real-world scenes without any fine-tuning. We hypothesize that this level of generalization is due to the grasps being originally generated in the object’s reference frame, which correspond to the simulated data, and only later transformed to world coordinates by adding the center of the mesh to the pose. This effectively makes the network translation invariant and it can therefore focus on generating high-quality collision-free grasps no matter the scale.

Nevertheless, DDGC also produced some catastrophically poor grasps. One example of such a grasp is shown in Fig. 6b. Here the generated grasp was a precise pinch grasp where only the fingertips should touch the object, but due to inaccurate extrinsic calibration and low friction between the Barrett hand and the target object such grasps typically failed. In other failure cases, the gripper completely missed the object. One potential reason such grasps scored high is that they originally focused on, e.g., a corner of the object and due to imperfect extrinsic calibration the grasp simply missed the object. Both of these issues could be addressed by priming DDGC to produce more power type grasps.

Although DDGC is 4-5 times faster than GraspIt!, sampling 100 grasps still takes several seconds. The main reason for such a long sampling time stems from the expensive collision calculation in Eq. (4) which accounts for more than 85% of the total computational time. Nevertheless, sub-second sampling is still possible for 10 or fewer grasps.

VII. Conclusions and Future Work

We presented DDGC, a generative deep network that produces high-quality 6-DOF dexterous grasps in cluttered simulation in a matter of seconds. Grasping in clutter with dexterous multi-finger hands is especially difficult as the added occupancy footprint of such grippers makes it non-trivial to generate collision-free grasps. DDGC overcomes such difficulties by combining scene-completion, scene-encoding, and a fully differentiable forward kinematics layer to generate dexterous collision-free grasps. We compared DDGC to Multi-FinGAN and GraspIt! in both simulation and real-world grasping and the results show that DDGC produces higher quality grasps than both of these and is over 4-5 times faster than GraspIt!.

Despite the impressive results, there is still room for improvements. In terms of sampling speed, DDGC could be sped up significantly if instead of doing explicit collision checking, it would rather use a separate network for collision detection as in [4]. Another limiting factor is that the high-quality grasps produced by DDGC do not always translate to successful real grasps. Instead of explicitly calculating the quality metric, a critique network to score multi-finger grasps is probably a good solution but this is still a more open problem than on parallel-jaw grasps [1], [35].
In conclusion, the work presented here shows that we can quickly generate high-quality collision-free multi-finger grasps in clutter. This, in turn, enables the use of multi-finger grasps in practical applications which has so far been limited due to the excessive computation time needed by other methods.
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