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The main purpose of the present lecture notes is to provide an introduction to Lie groups, Lie algebras, and isometric and adjoint actions. We mostly aim at an audience of advanced undergraduate and graduate students. These topics are presented straightforward using tools from Riemannian geometry, which enriches the text with interrelations between these theories and makes it shorter than usual textbooks on this subject. In addition, the connection between such classic results and the research area of the first author is explored in the final chapters. Namely, generalizations to isoparametric submanifolds, polar actions and singular Riemannian foliations are mentioned, and a brief survey on current research is given in the last chapter. In this way, the text is informally divided in two parts.

The goal of the first part (Chapters 1 and 2) is to introduce the concepts of Lie groups, Lie algebras and adjoint representation, relating such structures. Moreover, we give basic results on closed subgroups, bi–invariant metrics, Killing forms and splitting in simple ideals. This is done concisely due to the use of Riemannian geometry techniques. To this aim we devote a preliminary section quickly reviewing its fundamental concepts, in order to make the text self–contained.

The second part (Chapters 3 to 5) is slightly more advanced, and a few research comments are presented. We begin by recalling some results on proper and isometric actions in Chapter 3. In Chapter 4, classic results from the theory of adjoint action are mentioned, especially regarding maximal tori and roots of compact Lie groups, exploring its connection with isoparametric submanifolds and polar actions. Furthermore, in the last chapter, a few recent research results on such areas are given, together with a discussion of singular Riemannian foliations with sections, which is a generalization of the previous topics.

Prerequisites for the first half of the text are a good knowledge of advanced calculus and linear algebra, together with rudiments of calculus on manifolds. Nevertheless, a brief review of the main definitions and essential results is given in the Appendix A. In addition, a complete guideline for the second half of the text is given by the first chapters.

These notes arise as a compilation and revision of three previous source materials. Firstly, notes from graduate courses given by the first author at the University of São Paulo, Brazil, in 2007 and 2009, with
contributions of the second author. Secondly, a joint minicourse of the first author, Biliotti and Pedrosa [5] during the XV Brazilian School of Differential Geometry, held in July 2008 at Fortaleza, Brazil. Thirdly, a short course given by the first and second authors during the Second São Paulo Geometry Meeting, held in February 2009 at São Carlos, Brazil. A few topics were also explored in the MSc dissertation of Spindola [80], advised by the first author in 2008.

Furthermore, this material was used twice in lectures for graduate students in 2009. Other than the graduate course taught in the first semester by the first author at the University of São Paulo, Brazil, it was also used for a short course given by the second author in July at the University of Murcia, Spain. Both experiences helped thoroughly the development of this revised version.

There are several important research areas related to the content of this text that will not be treated here. We would like to point out two of these, for which we hope to give the necessary basis in the present notes. Firstly, representation theory and harmonic analysis, for which we recommend Knapp [51], Varadarajan [90], Gangolli and Varadarajan [37], Katnelson [49] and Deitmar [30]. Secondly, differential equations and integrable systems, for which we recommend Bryant [19], Guest [42], Olver [72], Noumi [70] and Fehér and Pusztai [33, 34].

We stress that these lecture notes are still in a preliminary version. We expect to improve them in the future and would be grateful for any suggestions, that can be emailed to the authors:
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CHAPTER 1

Basic results on Lie groups

This chapter gives an introduction to the Lie groups theory, presenting main concepts and proving basic results. For this, some knowledge of group theory, linear algebra and advanced calculus is assumed. However, for the reader’s convenience a few facts about differentiable manifolds are recalled in the Appendix A, which can be used as a preparation reading.

Further readings for the content of this chapter are Duistermaat and Kolk [31], Gorbatsevich et al [39], Helgason [46], Spivak [81], Varadarajan [91] and Warner [93].

1.1. Lie groups and Lie algebras

Definition 1.1. A smooth, respectively analytic, manifold $G$ is said to be a smooth, respectively analytic, Lie$^1$ group if $G$ is a group, and the maps $G \times G \ni (g_1, g_2) \mapsto g_1 g_2 \in G$ and $G \ni g \mapsto g^{-1} \in G$ are smooth, respectively analytic.$^2$

In this text we will only deal with smooth Lie groups. Nevertheless, it is important to point out the next result, which is explored in detail in Duistermaat and Kolk [31].

Theorem 1.2. Each $C^2$ Lie group admits a unique analytic structure, so that $G$ is an analytic Lie group.

We also stress that every result proved in this text on smooth Lie groups is automatically valid to any analytic Lie group. Henceforth $G$ will always denote a smooth Lie group, and the adjective smooth will be omitted.

Remark 1.3. One of the outstanding problems in the area was that of determining whether a connected locally Euclidean topological group has a smooth structure. This problem was known as the 5$^{th}$ Hilbert’s problem, posed by Hilbert at the International Congress of Mathematics in 1900 and solved by von Neumann in 1933 in the compact case.

$^1$Sophus Lie was a nineteenth century Norwegian mathematician, who laid the foundations of continuous transformation groups. The name “Lie group” was introduced by Élie Cartan in 1930.

$^2$Equivalently, if the map $G \times G \ni (g_1, g_2) \mapsto g_1 g_2^{-1} \in G$ is smooth, respectively analytic.
Only in 1952 the general case was solved, in a joint work of Gleason, Montgomery and Zippen [65].

As almost trivial examples of Lie groups we may consider $\left(\mathbb{R}^n, +\right)$, $(S^1, \cdot)$, where the group operation is $e^{i\theta} \cdot e^{i\eta} = e^{i(\theta + \eta)}$; and the $n$–torus $T^n = S^1 \times \cdots \times S^1$ as a product group.

**Example 1.4.** More interesting examples are the so–called classical Lie groups, which form four families of matrix Lie groups closely related to symmetries of Euclidean spaces. The term classical appeared in 1940 in Weyl’s monograph, probably referring to the classical geometries in the spirit of Klein’s Erlangen program.

We begin with $\text{GL}(n, \mathbb{R})$, the general linear group of nonsingular $n \times n$ real matrices. Similarly, $\text{GL}(n, \mathbb{C})$ and $\text{GL}(n, \mathbb{H})$ are the groups of nonsingular square matrices over the complex numbers and over the quaternions, respectively. Furthermore, the following complete the list of classical Lie groups, where $I$ denotes the identity matrix.

(i) $\text{SL}(n, \mathbb{R}) = \{M \in \text{GL}(n, \mathbb{R}) : \det M = 1\}$, $\text{SL}(n, \mathbb{C})$ and $\text{SL}(n, \mathbb{H})$, the special linear groups;
(ii) $\text{O}(n) = \{M \in \text{GL}(n, \mathbb{R}) : M^t M = I\}$, the orthogonal group, and $\text{SO}(n) = \text{O}(n) \cap \text{SL}(n, \mathbb{R})$, the special orthogonal group;
(iii) $\text{U}(n) = \{M \in \text{GL}(n, \mathbb{C}) : M^* M = I\}$, the unitary group, and $\text{SU}(n) = \text{U}(n) \cap \text{SL}(n, \mathbb{C})$, the special unitary group;
(iv) $\text{Sp}(n) = \{M \in \text{GL}(n, \mathbb{H}) : M^* M = I\}$, the symplectic group.

In order to verify that those are indeed Lie groups, see the Exercise 1.46. For now, we only encourage the reader to bare them in mind as important examples of Lie groups.

**Remark 1.5.** Another class of examples of Lie groups is constructed by quotients of Lie groups by their normal and closed subgroups (see Corollary 3.21). In this class of examples, there are Lie groups that are not matrix groups. In fact, consider

$$G = \left\{ \begin{bmatrix} 1 & a & b \\ 0 & 1 & c \\ 0 & 0 & 1 \end{bmatrix}, a, b, c \in \mathbb{R} \right\},$$

3The quaternions are a noncommutative extension of complex numbers, first considered by the Irish mathematician Sir William Hamilton, after whom the usual notation is $\mathbb{H}$. It can be thought as a four dimensional normed division algebra over $\mathbb{R}$, or simply as the $\mathbb{R}$–vector space $\mathbb{R}^4$, with the quaternionic multiplication. The canonical basis is $(1, i, j, k)$ and the product of basis elements is given by the equations $i^2 = j^2 = k^2 = ijk = -1$. Any elements of $\mathbb{H}$ are of the form $v = a + bi + cj + dk \in \mathbb{H}$, and their product is determined by the equations above and the distributive law. Conjugation, norm and division can be defined as natural extensions of $\mathbb{C}$. 

and

\[ N = \left\{ \begin{bmatrix} 1 & 0 & n \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, n \in \mathbb{Z} \right\}. \]

Then \( G/N \) is a Lie group. It is possible to prove that there are no injective homomorphisms \( \varphi : G/N \to \text{Aut}(V) \), where \( \text{Aut}(V) \) denotes the group of linear automorphisms of a finite–dimensional vector space \( V \) (see Carter, Segal and Macdonald [26]).

**Definition 1.6.** A Lie algebra \( g \) is a real vector space endowed with a bilinear map \([·, ·] : g \times g \to g\), called the Lie bracket, satisfying for all \( X, Y, Z \in g \),

(i) \([X, Y] = −[Y, X]\) (skew–symmetric);

(ii) \([[[X, Y], Z] + [[Y, Z], X] + [[Z, X], Y] = 0\) (Jacobi identity).

**Example 1.7.** A basic example of Lie algebra is the vector spaces of \( n \times n \) square matrices over \( \mathbb{R} \) or \( \mathbb{C} \), denoted \( \text{gl}(n, \mathbb{R}) \) and \( \text{gl}(n, \mathbb{C}) \), respectively, with \([A, B] = AB − BA\).

**Exercise 1.8.** Let \( \mathfrak{so}(3) = \{ A \in \text{gl}(3, \mathbb{R}) : A^t + A = 0 \} \).

(i) Verify that \( \mathfrak{so}(3) \) a Lie algebra with Lie bracket given by the matrix commutator:

\[ A_ξ = \begin{bmatrix} 0 & −ξ_3 & ξ_2 \\ ξ_3 & 0 & −ξ_1 \\ −ξ_2 & ξ_1 & 0 \end{bmatrix}. \]

Prove that \( A_ξv = ξ \times v \).

(ii) Let \( A_ξ = \begin{bmatrix} 0 & −ξ_3 & ξ_2 \\ ξ_3 & 0 & −ξ_1 \\ −ξ_2 & ξ_1 & 0 \end{bmatrix} \). Prove that \( A_ξ v = ξ \times v \).

(iii) Verify that \( A_ξ \circ A_η = [A_ξ, A_η] = A_ξ A_η − A_η A_ξ \). Using the fact that \( (\mathbb{R}^3, \times) \) is a Lie algebra endowed with the cross product of vectors, conclude that the map \( (\mathbb{R}^3, \times) \ni ξ \mapsto A_ξ \in \mathfrak{so}(3) \) is a Lie algebra isomorphism, i.e., a map that preserves the Lie brackets.

We now proceed to associate to each Lie group a Lie algebra by considering left–invariant vector fields. For each \( g \in G \), denote \( L_g \) and \( R_g \) the diffeomorphisms of \( G \) given by left and right translation, respectively. More precisely, \( L_g(x) = gx \) and \( R_g(x) = xg \).

A vector field \( X \) on \( G \), not assumed a priori to be smooth, is said to be left–invariant if for all \( g \in G \), \( X \) is \( L_g \)-related to itself, i.e. \( dL_g \circ X = X \circ L_g \). This means that \( X(gh) = d(L_g)_hX(h) \), or shortly \( X = dL_gX \), for all \( g \in G \). Similarly, a vector field is called right–invariant if for all \( g \in G \) it is \( R_g \)-related to itself, meaning that \( X = dR_gX \), for all \( g \in G \). A simultaneously left–invariant and right–invariant vector field is said to be bi–invariant.

**Lemma 1.9.** Left–invariant vector fields are smooth.

**Proof.** Let \( X \) be a left–invariant vector field on \( G \). Suppose \( g \in G \) is an element of an open neighborhood of the identity element \( e \in G \) and
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consider the group operation
\[ \varphi : G \times G \ni (g, h) \mapsto g \cdot h \in G. \]
Differentiating \( \varphi \) we obtain \( d\varphi : T(G \times G) \cong TG \times TG \to TG \), a smooth map. Define \( s : G \ni g \mapsto (0, g, X(e)) \in TG \times TG \), where \( g \mapsto 0 \) is the null section of \( TG \). Since \( X = d\varphi \circ s \), it follows that \( X \) is smooth. □

Clearly this result is also valid for right–invariant vector fields.

Given two Lie algebras \( g_1 \) and \( g_2 \), a linear map \( \psi : g_1 \to g_2 \) is called Lie algebra homomorphism if \( [\psi(X), \psi(Y)] = \psi([X, Y]) \), for all \( X, Y \in g_1 \).

**Theorem 1.10.** Let \( g \) be the set of left–invariant vector fields on the Lie group \( G \). Then the following hold.

(i) \( g \) is a Lie algebra, endowed with the Lie bracket of vector fields;
(ii) Consider the tangent space \( T_eG \) with the bracket defined as follows. If \( X^1, X^2 \in T_eG \), set \( [X^1, X^2] = [\tilde{X}^1, \tilde{X}^2] \), where \( \tilde{X}^i = d(L_g)_e X^i \). Define the map \( \psi : g \to T_eG \) as \( \psi(X) = X_e \). Then \( \psi \) is a Lie algebra isomorphism, where \( g \) is endowed with the Lie bracket of vector fields and \( T_eG \) with the bracket defined above.

**Proof.** Firstly, note that \( g \) has a \( \mathbb{R} \)-vector space structure, which indeed follows directly from linearity of \( d(L_g)_e \). It is not difficult to see that the Lie bracket of vector fields is a Lie bracket, i.e. it is skew–symmetric and satisfies the Jacobi identity. Equation (A.2.2) implies that the Lie bracket of left–invariant vector fields is still left–invariant. Hence \( g \) is a Lie algebra, proving (i).

To prove item (ii), we first claim that the map \( \psi \) is injective. Indeed, if \( \psi(X) = \psi(Y) \), for each \( g \in G \), \( X(g) = dL_g(X(e)) = dL_g(Y(e)) = Y(g) \). Furthermore, it is also surjective, since for each \( v \in T_eG \), \( X(g) = dL_g(v) \) is such that \( \psi(X) = v \), and \( X \) is clearly left–invariant. Therefore, \( \psi \) is a linear bijection between two \( \mathbb{R} \)-vector spaces, hence an isomorphism. From the definition of Lie bracket on \( T_eG \) we have \( [\psi(X), \psi(Y)] = [X, Y]_e = \psi([X, Y]) \). Thus \( \psi \) is a Lie algebra isomorphism. □

**Definition 1.11.** The Lie algebra of the Lie group \( G \) is the Lie algebra \( g \) of left–invariant vector fields on \( G \). According to the theorem above, \( g \) could be equivalently defined as the tangent space \( T_eG \) with the bracket defined as in (ii).

In this way, a Lie group \( G \) gives rise to a canonically determined Lie algebra \( g \). A converse is given in the following interesting and important result, proved in Duistermaat and Kolk [31].

**Lie’s Third Theorem 1.12.** Let \( g \) be a Lie algebra. Then there exists a unique connected and simply connected Lie group \( G \) with Lie algebra isomorphic to \( g \).
Remark 1.13. We will not prove the existence of $G$, but uniqueness will follow from Corollary 1.26.

We end this section with an exercise that completes Exercise 1.8, verifying that $\mathfrak{so}(3)$ is the Lie algebra of $\text{SO}(3)$. It is easy to prove an analogous result for the $n$-dimensional case.

**Exercise 1.14.** Assume the following result to be seen in Exercise 1.38. The tangent space at the identity to a Lie subgroup of $\text{GL}(n, \mathbb{R})$ endowed with the matrix commutator is isomorphic to its Lie algebra.

Consider $S \subset \text{GL}(3, \mathbb{R})$ the subspace formed by symmetric matrices. Define the map $\varphi : \text{GL}(3, \mathbb{R}) \to S$ given by $\varphi(A) = AA^t$ and denote $I$ the identity.

(i) Verify that the kernel of $d\varphi(I) : \mathfrak{gl}(3, \mathbb{R}) \to S$ is the subspace of skew–symmetric matrices in $\mathfrak{gl}(3, \mathbb{R})$;
(ii) Prove that, for all $A \in \text{GL}(3, \mathbb{R})$,
$$\ker d\varphi(A) = \{ H \in \mathfrak{gl}(3, \mathbb{R}) : A^{-1}H \in \ker d\varphi(I) \}$$
and conclude that $\dim \ker d\varphi(A) = 3$, for all $A \in \text{GL}(3, \mathbb{R})$;
(iii) Prove that $I$ is a regular value of $\varphi$;
(iv) Conclude that the Lie group $\text{O}(3)$ may be written as preimage of this element by $\varphi$ and calculate its dimension.
(v) Recall that $\text{SO}(3)$ is the subgroup of $\text{O}(3)$ given by the connected component of $I$. Prove that $T_I\text{SO}(3) = \ker d\varphi(I) = \mathfrak{so}(3)$. Finally, conclude that $\mathfrak{so}(3)$ is the Lie algebra of $\text{SO}(3)$.

### 1.2. Lie subgroups and Lie homomorphisms

The aim of this section is to establish some relations between Lie algebras and Lie groups, and their subobjects and morphisms.

A group homomorphism between Lie groups $\varphi : G_1 \to G_2$ is called a Lie group homomorphism if it is also smooth. We will see that continuity is a sufficient condition for a group homomorphism between Lie groups to be smooth. Given two Lie algebras $\mathfrak{g}_1, \mathfrak{g}_2$, a linear map $\psi : \mathfrak{g}_1 \to \mathfrak{g}_2$ is a Lie algebra homomorphism if $\psi([X,Y]) = [\psi(X),\psi(Y)]$, for all $X, Y \in \mathfrak{g}_1$.

A Lie subgroup $H$ of a Lie group $G$ is an abstract subgroup such that $H$ is also an immersed submanifold of $G$ and $H \times H \ni (a,b) \mapsto a \cdot b^{-1} \in H$ is smooth. In addition, if $\mathfrak{g}$ is a Lie algebra, a subspace $\mathfrak{h}$ is a Lie subalgebra if it is closed with respect to the Lie bracket.

**Proposition 1.15.** Let $G$ be a Lie group and $H \subset G$ an embedded submanifold of $G$ that is also a group with respect to the operation of $G$. Then $H$ is a Lie subgroup of $G$.

**Proof.** Consider $f : H \times H \ni (h_1, h_2) \mapsto h_1 h_2^{-1} \in G$. From the group definition, $f$ is smooth, and $f(H \times H) \subset H$. Since $H$ is embedded in $G$, from Proposition A.6, $f : H \times H \to H$ is smooth, hence $H$ is a Lie subgroup of $G$. $\square$
Another important condition under which subgroups are Lie subgroups will be given in Section 1.4. Now we investigate the nature of the Lie algebra of a Lie subgroup.

**Lemma 1.16.** Let $G_1$ and $G_2$ be Lie groups and $\varphi : G_1 \to G_2$ be a Lie group homomorphism. Then given any left–invariant vector field $X \in \mathfrak{g}_1$, there exists a unique left–invariant vector field $Y \in \mathfrak{g}_2$ that is $\varphi$–related to $X$.

**Proof.** Firstly, if $Y \in \mathfrak{g}_2$ is $\varphi$–related to $X$, as $\varphi$ is a Lie group homomorphism, $Y_e = d\varphi_e(X_e)$. Hence, being $Y$ left–invariant, the uniqueness follows.

Define $Y = d(L_g)_e(d\varphi_e(X_e))$. It remains to prove that $Y$ is $\varphi$–related to $X$. Observing that $\varphi$ is a Lie group homomorphism, $\varphi \circ L_g = L_{\varphi(g)} \circ \varphi$, for all $g \in G_1$. Therefore, for each $g \in G_1$,

\[
\begin{align*}
    d(\varphi)_g(X_g) &= d\varphi_g(d(L_g)_e X_e) \\
    &= d(\varphi \circ L_g)_e X_e \\
    &= d(L_{\varphi(g)} \circ \varphi)_e X_e \\
    &= d(L_{\varphi(g)})_e (d\varphi_e X_e) \\
    &= Y(\varphi(g)),
\end{align*}
\]

which proves that $Y$ is $\varphi$–related to $X$, completing the proof. □

**Proposition 1.17.** Let $G_1$ and $G_2$ be Lie groups and $\varphi : G_1 \to G_2$ be a Lie group homomorphism. Then $d\varphi_e : \mathfrak{g}_1 \to \mathfrak{g}_2$ is a Lie algebra homomorphism.

**Proof.** We want to prove that $d\varphi_e : (T_e G_1, [\cdot, \cdot]) \to (T_e G_2, [\cdot, \cdot])$ is a Lie algebra homomorphism, where the Lie bracket $[\cdot, \cdot]$ on $T_e G_i$ was defined in Theorem 1.10. For each $X^1, X^2 \in T_e G_1$ define the vectors $Y^i = d\varphi_e X^i \in T_e G_2$ and extend them to left–invariant vector fields $\tilde{X}^i \in \mathfrak{X}(G_1)$ and $\tilde{Y}^i \in \mathfrak{X}(G_2)$, by setting $\tilde{X}^i_g = dL_g X^i$ and $\tilde{Y}^i_g = dL_g Y^i$.

On the one hand, it follows from the definition of the Lie bracket in $T_e G_2$ that

\[
[d\varphi_e X^1, d\varphi_e X^2] = [Y^1, Y^2] = [	ilde{Y}^1, \tilde{Y}^2]_e.
\]

On the other hand, it follows from Lemma 1.16 that $\tilde{X}^i$ and $\tilde{Y}^i$ are $\varphi$–related, and from (A.2.2), $[\tilde{X}^1, \tilde{X}^2]$ and $[\tilde{Y}^1, \tilde{Y}^2]$ are $\varphi$–related. Therefore

\[
[V^1, V^2]_e = d\varphi_e [X^1, X^2] = d\varphi_e [X^1, X^2].
\]

The two equations above imply that $[d\varphi_e X^1, d\varphi_e X^2] = d\varphi_e [X^1, X^2]$, which concludes the proof. □

**Corollary 1.18.** Let $G$ be a Lie group and $H \subset G$ a Lie subgroup. Then the inclusion map $i : H \hookrightarrow G$ induces an isomorphism $di_e : \mathfrak{h}$ onto $\mathfrak{g}$ between the Lie algebra $\mathfrak{h}$ of $H$ and a Lie subalgebra $i(\mathfrak{h})$ of $\mathfrak{g}$.
We now approach a converse result, on conditions under which a Lie subalgebra gives rise to a Lie subgroup.

**Theorem 1.19.** Let \( \mathfrak{g} \) be the Lie algebra of \( G \) and \( \mathfrak{h} \) a Lie subalgebra of \( \mathfrak{g} \). There exists a unique connected Lie subgroup \( H \subset G \) with Lie algebra \( \mathfrak{h} \).

**Proof.** Define the distribution \( D_q = \{X_q : X_q = dL_qX \text{ for } X \in \mathfrak{h}\} \).
Since \( \mathfrak{h} \) is a Lie algebra, \( D_q \) is involutive. It follows from the Frobenius Theorem (see Theorem A.18) that there exists a unique foliation \( \mathcal{F} = \{L_q : q \in G\} \) tangent to the distribution, i.e., \( D_q = T_qL_q \), for all \( q \in G \).
Define \( H \subset G \) to be the leaf passing through the identity, \( H = L_e \).

Note that \( L_q \) takes leaves to leaves, once \( dL_qD_a = D_{g^aq} \). Furthermore, for each \( h \in H \), \( L_{h^{-1}}(H) \) is the leaf passing through the identity. Therefore \( L_{h^{-1}}(H) = H \), which means that \( H \) is a group. Finally, consider \( \psi : H \times H \ni (a, b) \mapsto a^{-1} \cdot b \in H \). It also follows from the Frobenius Theorem that \( H \) is quasi-embedded, therefore, as the inclusion \( i : H \hookrightarrow G \) and \( i \circ \psi \) are smooth, \( \psi \) is also smooth. Hence \( H \) is a connected Lie subgroup of \( G \) with Lie algebra \( \mathfrak{h} \). The uniqueness is also immediate from the Frobenius Theorem. \( \square \)

We now give a result on how an open neighborhood of the identity element can generate the whole Lie group.

**Proposition 1.20.** Let \( G \) be a Lie group and \( G^0 \) be the connected component of \( G \) to which the identity element \( e \in G \) belongs. Then \( G^0 \) is a normal Lie subgroup of \( G \) and connected components of \( G \) are of the form \( gG^0 \), for some \( g \in G \). Moreover, given an open neighborhood \( U \) of \( e \), then \( G^0 = \bigcup_{n \in \mathbb{N}} U^n \), where \( U^n = \{g_1^{\pm 1} \cdots g_n^{\pm 1} : g_i \in U\} \).

**Proof.** Since \( G^0 \) is a connected component of \( G \), it is an open and closed subset of \( G \). In order to verify that it is also a Lie subgroup, let \( g_0 \in G^0 \) and consider \( g_0G^0 = L_{g_0}(G^0) \). Note that \( g_0G^0 \) is a connected component of \( G \), once \( L_{g_0} \) is a diffeomorphism. Since \( g_0 \in G^0 \cap g_0G^0 \), it follows from the maximality of the connected component that \( g_0G^0 = G^0 \). Similarly, since the inversion map is also a diffeomorphism, the subset \( G^0_{-1} = \{g_0^{-1} : g_0 \in G^0\} \) is connected, with \( e \in G^0_{-1} \). Hence, \( G^0_{-1} = G^0 \), using the same argument. Therefore \( G^0 \) is a subgroup of \( G \) and an embedded submanifold of \( G \). From Proposition 1.15, it follows that \( G^0 \) is a Lie subgroup of \( G \).

In addition, for each \( g \in G \), consider the diffeomorphism given by the conjugation \( x \mapsto gxg^{-1} \). Using the same argument of maximality of the connected component one may conclude that \( gG^0g^{-1} = G^0 \), for all \( g \in G \), hence \( G^0 \) is normal. The proof that the connected component of \( G \) containing \( g \) is \( gG^0 \) can be similarly done.

Finally, being \( G^0 \) connected, to show that \( G^0 = \bigcup_{n \in \mathbb{N}} U^n \) it suffices to check that \( \bigcup_{n \in \mathbb{N}} U^n \) is open and closed in \( G^0 \). It is clearly open, since \( U \) (hence \( U^n \)) is also open. To verify that it is also closed, let
Proof. Suppose that $d\pi_{e_1} : T_{e_1}G_1 \rightarrow T_{e_2}G_2$ is an isomorphism, where $e_i \in G_i$ is the identity element of $G_i$. We claim that $\pi$ is surjective.

Indeed, since $d\pi_{e_1}$ is an isomorphism, from the Inverse Function Theorem, there exist open neighborhoods $U$ of the identity $e_1 \in G_1$ and $V$ of the identity $e_2 \in G_2$, such that $\pi(U) = V$ and $\pi|_U$ is a diffeomorphism. Let $h \in G_2$. From Proposition 1.20 there exist $h_i \in V$ such that $h = h_1^{\pm 1} \cdots h_n^{\pm 1}$. Since $\pi|_U$ is a diffeomorphism, for each $1 \leq i \leq n$, there exists a unique $g_i \in U$ such that $\pi(g_i^{\pm 1}) = h_i^{\pm 1}$. Hence

$$
\pi(g_1^{\pm 1} \cdots g_n^{\pm 1}) = \pi(g_1^{\pm 1}) \cdots \pi(g_n^{\pm 1}) = h_1^{\pm 1} \cdots h_n^{\pm 1} = h.
$$

Therefore $\pi$ is a surjective Lie group homomorphism. Hence given $q \in G_2$, there exists $p \in G_1$ with $\pi(p) = q$.

Let $\{g_0\} = \pi^{-1}(e_2)$. Using the fact that $\pi$ is a Lie group homomorphism and $d\pi_{e_1}$ is an isomorphism, one can prove that $\{g_0\}$ is discrete. Therefore $\pi$ is a covering map, since
1.2 Lie subgroups and Lie homomorphisms

(i) \( \pi^{-1}(q \cdot V) = \bigcup_a g_a \cdot p \cdot U; \)
(ii) \( (g_a p \cdot U) \cap (p \cdot U) = \emptyset, \text{ if } g_a \neq e_1; \)
(iii) \( \pi|_{g_a p \cdot U} : g_a p \cdot U \to q \cdot V \) is a diffeomorphism.

Conversely, if \( \pi \) is a covering map, it is locally a diffeomorphism, hence \( d\pi_{e_1} \) is an isomorphism. \( \square \)

Let \( G_1 \) and \( G_2 \) be Lie groups and \( \theta : g_1 \to g_2 \) be a Lie algebra homomorphism. We will prove that if \( G_1 \) is connected and simply connected then \( \theta \) induces a Lie group homomorphism. We begin by proving uniqueness in the following lemma.

**Lemma 1.24.** Let \( G_1 \) and \( G_2 \) be Lie groups, with identities \( e_1 \) and \( e_2 \) respectively, and \( \theta : g_1 \to g_2 \) be a fixed Lie algebra homomorphism. If \( G_1 \) is connected, and \( \varphi, \psi : G_1 \to G_2 \) are Lie group homomorphisms with \( d\varphi_{e_1} = d\psi_{e_1} = \theta \), then \( \varphi = \psi \).

**Proof.** It is easy to see that the direct sum of Lie algebras \( g_1 \oplus g_2 \), respectively product of Lie groups \( G_1 \times G_2 \), has a natural Lie algebra, respectively Lie group, structure.

Consider the Lie subalgebra of \( g_1 \oplus g_2 \) given by

\[ h = \{(X, \theta(X)) : X \in g_1 \}, \]

i.e., the graphic of \( \theta : g_1 \to g_2 \). It follows from Theorem 1.19 that there exists a unique connected Lie subgroup \( H \subset G_1 \times G_2 \) with Lie algebra \( h \).

Suppose now that \( \varphi : G_1 \to G_2 \) is a Lie group homomorphism with \( d\varphi_{e_1} = \theta \). Then \( \sigma : G_1 \ni g \mapsto (g, \varphi(g)) \in G_1 \times G_2 \) is a Lie group homomorphism, and \( d\sigma_{e_1} : g_1 \ni X \mapsto (X, \theta(X)) \in g_1 \oplus g_2 \) is a Lie algebra homomorphism. Note that \( \sigma(G_1) \) is the graphic of \( \varphi \), hence embedded in \( G_1 \times G_2 \). From Proposition 1.15, \( \sigma(G_1) \) is a Lie subgroup of \( G_1 \times G_2 \), with Lie algebra \( h = d\sigma_{e_1}(g_1) \). Therefore, from Theorem 1.19, \( \sigma(G_1) = H \). In other words, \( H \) is the graph of \( \varphi \). If \( \psi : G_1 \to G_2 \) is another Lie group homomorphism with \( d\psi_{e_1} = \theta \), following the same construction above, the graphic of \( \psi \) and \( \varphi \) would be both equal to \( H \), hence \( \varphi = \psi \). \( \square \)

**Theorem 1.25.** Let \( G_1 \) and \( G_2 \) be Lie groups and \( \theta : g_1 \to g_2 \) be a Lie algebra homomorphism. There exist \( V \ni e_1 \) an open neighborhood and a smooth map \( \varphi : V \to G_2 \) that is a local homomorphism, with \( d\varphi_{e_1} = \theta \). In addition, if \( G_1 \) is connected and simply connected, then there exists a unique Lie group homomorphism \( \varphi : G_1 \to G_2 \) with \( d\varphi_{e_1} = \theta \).

**Proof.** Using the same notation from the proof of Lemma 1.24, let \( h = \{(X, \theta(X)) : X \in g_1 \} \) be a Lie algebra given by the graph of \( \theta \). Then, according to Theorem 1.19, there exists a unique connected Lie subgroup \( H \subset G_1 \times G_2 \) with Lie algebra \( h \), whose identity element

\[ a \]

This means that \( \varphi(ab) = \varphi(a)\varphi(b) \), for all \( a, b \in V \) such that \( ab \in V \).
will be denoted \( \tilde{e} \in H \). Consider the inclusion map \( i : H \hookrightarrow G_1 \times G_2 \) and the natural projections \( \pi_1 : G_1 \times G_2 \to G_1, \pi_2 : G_1 \times G_2 \to G_2 \). The map \( \pi_1 \circ i : H \to G_1 \) is a Lie group homomorphism, such that \( d(\pi_1 \circ i)_e(X, \theta(X)) = X \), for all \( X \in T_{e_1}G_1 \). It follows from the Inverse Function Theorem that there exist open neighborhoods \( U \ni \tilde{e} \in H \) and \( V \ni e_1 \in G_1 \), such that \( \pi_1 \circ i|_U : U \to V \) is a diffeomorphism.

Define \( \varphi = \pi_2 \circ (\pi_1 \circ i)^{-1} : V \to G_2 \). Then \( \varphi \) is a local homomorphism and \( d\varphi_{e_1} = \theta \). In fact, for each \( X \in T_{e_1}G_1 \),

\[
d\varphi_{e_1}(X) = d(\pi_2 \circ (\pi_1 \circ i)^{-1})_{e_1}(X) = d(\pi_2)_e d\left((\pi_1 \circ i)^{-1}\right)_{e_1}X = d(\pi_2)_e(X, \theta(X)) = \theta(X).
\]

Furthermore, \( \pi_1 \circ i \) is a Lie group homomorphism and \( d(\pi_1 \circ i)_e \) is an isomorphism. From Proposition 1.23, it follows that \( \pi_1 \circ i : H \to G_1 \) is a covering map. Supposing \( G_1 \) simply connected, since a covering map onto a simply connected space is a diffeomorphism, it follows that \( \pi_1 \circ i \) is a diffeomorphism. Hence it makes sense to invert \( \pi_1 \circ i \) globally, and we obtain a global homomorphism \( \varphi = \pi_2 \circ (\pi_1 \circ i)^{-1} : G_1 \to G_2 \), with \( d\varphi_{e_1} = \theta \). The uniqueness of \( \varphi \) follows from Lemma 1.24, under the assumption that \( G_1 \) is simply connected.

**Corollary 1.26.** If \( G_1 \) and \( G_2 \) are connected and simply connected and \( \theta : g_1 \to g_2 \) is an isomorphism, there exists a unique Lie group isomorphism \( \varphi : G_1 \to G_2 \), with \( d\varphi_{e_1} = \theta \). In other words, if \( G_1 \) and \( G_2 \) are as above, then \( G_1 \) and \( G_2 \) are isomorphic if, and only if, \( g_1 \) and \( g_2 \) are isomorphic.

**Proof.** From Theorem 1.25 there exists a unique Lie group homomorphism \( \varphi : G_1 \to G_2 \) with \( d\varphi_{e_1} = \theta \). From Proposition 1.23, since \( d\varphi_{e_1} = \theta \) is an isomorphism, \( \varphi \) is a covering map. Since \( G_2 \) is simply connected, \( \varphi \) is also a diffeomorphism. Hence \( \varphi \) is a Lie group homomorphism and a diffeomorphism, therefore an isomorphism.

### 1.3. Exponential map and adjoint representation

In this section we introduce the concept of Lie exponential map and adjoint representation, discussing a few results.

Let \( G \) be a Lie group and \( g \) its Lie algebra. We recall that a Lie group homomorphism \( \varphi : \mathbb{R} \to G \) is called a 1-parameter subgroup of \( G \). Let \( X \in g \) and consider the Lie algebra homomorphism

\[
\theta : \mathbb{R} \ni t \mapsto tX \in \mathbb{R} \cdot X.
\]

From Theorems 1.19 and 1.25, there exists a unique 1-parameter subgroup \( \lambda_X : \mathbb{R} \to G \), such that \( \lambda'_X(0) = X \).
Remark 1.27. Note that $\lambda_X$ is an integral curve of the left–invariant vector field $X$ passing through $e$. In fact,

$$\lambda_X(t) = \frac{d}{ds}\lambda_X(t + s)\bigg|_{s=0} = dL_{\lambda_X(t)}\lambda_X'(0) = dL_{\lambda_X(t)}X = X(\lambda_X(t)).$$

Definition 1.28. The (Lie) exponential map of $G$ is given by

$$\exp : \mathfrak{g} \ni X \mapsto \lambda_X(1) \in G,$$

where $\lambda_X$ is the unique 1-parameter subgroup of $G$ such that $\lambda_X'(0) = X$.

Proposition 1.29. The exponential map satisfies the following properties, for all $X \in \mathfrak{g}$ and $t \in \mathbb{R}$.

(i) $\exp(tX) = \lambda_X(t)$;
(ii) $\exp(-tX) = \exp(tX)^{-1}$;
(iii) $\exp(t_1 X + t_2 X) = \exp(t_1 X) \exp(t_2 X)$;
(iv) $\exp : T_e G \to G$ is smooth and $d\exp_0 = \text{id}$, hence $\exp$ is a diffeomorphism of an open neighborhood of $0 \in T_e G$ onto an open neighborhood of $e \in G$.

Proof. We claim that $\lambda_X(t) = \lambda_{tX}(1)$. Consider the 1–parameter subgroup $\lambda(s) = \lambda_X(st)$. Deriving at $s = 0$, it follows that

$$\lambda'(0) = \frac{d}{ds}\lambda_X(st)\bigg|_{s=0} = t\lambda_X'(0) = tX.$$

Hence, from uniqueness of the 1-parameter subgroup in Definition 1.28, $\lambda_X(st) = \lambda_{tX}(s)$. Choosing $s = 1$ we obtain the expression in (i). Items (ii) and (iii) are immediate consequences of (i), since $\lambda_X$ is a Lie group homomorphism.

In order to prove item (iv), we will construct a vector field $V$ on the tangent bundle $TG$. This tangent bundle can be identified with $G \times T_e G$, since $G$ is parallelizable. By construction, the projection of the integral curve of $V$ passing through $(e, X)$ will coincide with $\exp(X)$. From Theorem A.13, the flow of $V$ will depend smoothly on the initial conditions, hence its projection (i.e., the exponential map) will also be smooth.

Consider $G \times T_e G \simeq TG$. Note that for all $(g, X) \in G \times T_e G$, the tangent space $T_{(g,X)}(G \times T_e G)$ can be identified with $T_g G \oplus T_e G$. Define a vector field $V \in \mathfrak{X}(G \times T_e G)$ by

$$V(g, X) = \dot{X}(g) \oplus 0 \in T_g G \oplus T_e G,$$
where $\tilde{X}(g) = dL_gX$. It is not difficult to see that $V$ is a smooth vector field. Since $t \mapsto \exp(tX)$ is the unique integral curve of $\tilde{X}$ for which $\lambda_X(0) = e$, being $\tilde{X}$ left–invariant, $L_g \circ \lambda_X$ is the unique integral curve of $\tilde{X}$ that takes value $g$ at $t = 0$. Hence, the integral curve of $\tilde{X}$ through $(g, X)$ is $t \mapsto (g \exp(tX), X)$.

In other words, the flow of $V$ is given by

$$\phi_V^t(g, X) = (g \exp(tX), X),$$

and in particular $V$ is complete. Let $\pi_1 : G \times T_eG \to G$ be the projection onto $G$. Then $\exp(X) = \pi_1 \circ \varphi_Y^0(e, X)$, hence $\exp$ is given by composition of smooth maps, therefore it is smooth.

Finally, item (i) and Remark 1.27 imply that $d\exp_0 = id$. $\square$

An interesting fact about the exponential map is that, in general, it may not be surjective. The classic counter–example is $\text{SL}(2, \mathbb{R})$, see Duistermaat and Kolk [31].

Remark 1.30. Considering Lie groups of matrices $\text{GL}(n, K)$, for $K = \mathbb{C}$ or $K = \mathbb{R}$, one may inquire whether the Lie exponential map $\exp : \mathfrak{gl}(n, K) \to \text{GL}(n, K)$ coincides with the usual exponentiation of matrices, given for each $A \in \mathfrak{gl}(n, K)$ by

$$e^A = \sum_{k=0}^{\infty} \frac{A^k}{k!}.$$

We now prove that indeed this equality holds.

To this aim, we recall two well-known properties of the exponentiation of matrices. Firstly, the right-hand side of the expression (1.3.1) converges uniformly for $A$ in a bounded region of $\mathfrak{gl}(n, K)$. This can be easily verified using the Weierstrass $M$-test. In addition, given $A, B \in \text{GL}(n, K)$, it is true that $e^{A+B} = e^A e^B$ if, and only if, $A$ and $B$ commute. We will see a generalization of this result in Remark 1.40.

Consider the map $\mathbb{R} \ni t \mapsto e^{tA} \in \text{GL}(n, K)$. Since each entry of $e^{tA}$ is a power series in $t$ with infinite radius of convergence, it follows that this map is smooth. Differentiating the power series term by term, it is easy to see that its tangent vector at the origin $0 \in \mathfrak{gl}(n, K)$ is $A$, and from the properties above, this map is also a Lie group homomorphism, hence a 1-parameter subgroup of $\text{GL}(n, K)$.

Since $\exp(A)$ is the unique 1-parameter subgroup of $\text{GL}(n, K)$ whose tangent vector at $0$ is $A$, it follows that $e^A = \exp(A)$, for all $A \in \mathfrak{gl}(n, K)$.

Remark 1.31. Similarly, it can be proved that the exponential map $\exp : \text{End}(V) \to \text{Aut}(V)$, where $V$ is a real or complex vector space, is given by the exponentiation of endomorphisms, defined exactly as in (1.3.1), with usual conventions regarded.

Proposition 1.32. Let $G_1$ and $G_2$ be Lie groups and $\varphi : G_1 \to G_2$ a Lie group homomorphism. Then $\varphi \circ \exp^1 = \exp^2 \circ d\varphi_e$, that is, the
following diagram commutes.

![Diagram](image_url)

**Proof.** Consider the 1-parameter subgroups of $G_2$ given by $\alpha(t) = \varphi \circ \exp^1(tX)$ and $\beta(t) = \exp^2 \circ d\varphi_e(tX)$. Then $\alpha'(0) = \beta'(0) = d\varphi_e X$, hence, it follows from Theorem 1.25 that $\alpha = \beta$, that is, the diagram above is commutative. □

**Remark 1.33.** Using Proposition 1.32, it is possible to prove that if $H$ is a Lie subgroup of $G$, then the exponential map $\exp^H$ of $H$ coincides with the restriction to $H$ of the exponential map $\exp^G$ of $G$. Consider the inclusion $i : H \hookrightarrow G$, which is a Lie group homomorphism, and its differential $di_e : \mathfrak{h} \hookrightarrow \mathfrak{g}$. According to Corollary 1.18, this is an isomorphism between the Lie algebra $\mathfrak{h}$ and a Lie subalgebra of $\mathfrak{g}$. Then the following diagram is commutative

![Diagram](image_url)

Hence, with the appropriate identifications,

$$\exp^H(X) = i(\exp^H(X)) = \exp^G(di_e(X)) = \exp^G(X),$$

for all $X \in \mathfrak{h}$, which proves the assertion.

We proceed with three identities known as the *Campbell formulas.* A proof can be found in Spivak [81].

**Campbell formulas 1.34.** Let $G$ be a Lie group and $X, Y \in \mathfrak{g}$. Then there exists $\varepsilon > 0$ such that, for all $|t| < \varepsilon$, the following hold.

(i) $\exp(tX) \exp(tY) = \exp(t(X + Y) + \frac{t^2}{2}[X, Y] + O(t^3))$;
(ii) $\exp(tX) \exp(tY) \exp(-tX) = \exp(tY + t^2[X, Y] + O(t^3))$;
(iii) $\exp(-tX) \exp(-tY) \exp(tX) \exp(tY) = \exp(t^2[X, Y] + O(t^3))$;

where $\frac{O(t^3)}{t}$ is bounded.

We now pass to the second part of this section, discussing some properties of the adjoint representation (also called adjoint action).

---

5Also known as the *Campbell-Baker-Hausdorff formulas.*
**Definition 1.35.** Let $G$ be any group and $V$ a vector space. A linear representation of $G$ on $V$ is a group homomorphism $\varphi : G \to \text{Aut}(V)$. Recall that $\text{Aut}(V)$ denotes the group of all vector space isomorphisms of $V$ to itself.

Consider the action of $G$ on itself by conjugations, i.e.,

$$a : G \times G \ni (g, h) \mapsto ghg^{-1} = a_g(h) \in G.$$  

**Definition 1.36.** Let $G$ be a Lie group, and $\mathfrak{g}$ its Lie algebra. The linear representation $\text{Ad} : G \to \text{Aut}(\mathfrak{g})$ defined by

$$g \mapsto d(a_g)_e = (dL_g)_{g^{-1}} \circ (dR_{g^{-1}})_e$$

is called the adjoint representation of $G$. We will see in the next chapters that it defines an action $\text{Ad} : G \times \mathfrak{g} \to \mathfrak{g}$ of $G$ on its Lie algebra $\mathfrak{g}$, hence $\text{Ad}$ will also be called the adjoint action of $G$.

It follows from the definition above that

$$\text{(1.3.2)} \quad \text{Ad}(g)X = \frac{d}{dt} \left|_{t=0} \right. (g \exp(tX)g^{-1}),$$

Applying Proposition 1.32 to the automorphism $a_g$, it follows that

$$\text{(1.3.3)} \quad \exp(t\text{Ad}(g)X) = a_g(\exp(tX)) = g \exp(tX)g^{-1},$$

and in particular, for $t = 1$,

$$\text{(1.3.4)} \quad g \exp(X)g^{-1} = \exp(\text{Ad}(g)X).$$

The differential of the adjoint representation $\text{Ad}$ is denoted $\text{ad}$,

$$\text{(1.3.5)} \quad \text{ad} : \mathfrak{g} \ni X \mapsto d\text{Ad}_e X \in \text{End}(\mathfrak{g})$$

and

$$\text{ad}(X)Y = \frac{d}{dt} \left|_{t=0} \right. (\text{Ad}(\exp(tX))Y).$$

Once more, it follows from Proposition 1.32 that $\text{Ad}(\exp(tX)) = \exp(t\text{ad}(X))$, that is, the following diagram is commutative.

$$\begin{array}{ccc}
\mathfrak{g} & \xrightarrow{\text{ad}} & \text{End}(\mathfrak{g}) \\
\exp \downarrow & & \exp \downarrow \\
G & \xrightarrow{\text{Ad}} & \text{Aut}(\mathfrak{g})
\end{array}$$

Hence, for $t = 1$ we obtain

$$\text{(1.3.7)} \quad \text{Ad}(\exp(X)) = \exp(\text{ad}(X)).$$

**Proposition 1.37.** If $X, Y \in \mathfrak{g}$, then $\text{ad}(X)Y = [X, Y]$.  

1.3 Exponential map and adjoint representation

Proof. From the Campbell formulas (Theorem 1.34), it follows that
\[ \exp(tX) \exp(tY) \exp(-tX) = \exp(tY + t^2 [X, Y] + O(t^3)). \]

Using (1.3.4) with \( g = \exp(tX) \),
\[ \exp(Ad(\exp(tX))tY) = \exp(tY + t^2 [X, Y] + O(t^3)). \]

Hence, for sufficiently small \( t \), the arguments of \( \exp \) in the expression above are identical. This means that
\[ Ad(\exp(tX))tY = tY + t^2 [X, Y] + O(t^3). \]

Therefore, deriving and applying (1.3.5), it follows that
\[ \text{ad}(X)(Y) = [X, Y]. \]

\[ \square \]

Exercise 1.38. Let \( G \) be a Lie subgroup of \( \text{GL}(n, \mathbb{R}) \). For each \( g \in G \) and \( X,Y \in \mathfrak{g} \), verify the following properties.

(i) \( dL_g X = gX \) and \( dR_g X = Xg \);
(ii) \( \text{Ad}(g)Y = gY g^{-1} \);
(iii) Using Proposition 1.37 prove that \([X, Y] = XY - YX \) is the matrix commutator.

We now give a result relating commutativity and the Lie bracket. As mentioned before, the vector fields \( X, Y \in \mathfrak{X}(M) \) are said to commute if \([X, Y] = 0 \).

Proposition 1.39. Let \( G \) be a connected Lie group with Lie algebra \( \mathfrak{g} \). The Lie algebra \( \mathfrak{g} \) is abelian if, and only if, \( G \) is abelian.

Proof. Fix any \( X, Y \in \mathfrak{g} \). From (1.3.7), supposing that \([X, Y] = 0 \), it follows from Proposition 1.37 that
\[ \text{Ad}(\exp(X)) Y = \exp(\text{ad}(X)) Y = \sum_{k=0}^{\infty} \frac{\text{ad}(X)^k Y}{k!} = Y. \]

Therefore, from (1.3.4), \( \exp(X) \exp(Y) \exp(-X) = \exp(Y) \), hence \( \exp(X) \exp(Y) = \exp(Y) \exp(X) \). This means that there exists an open neighborhood \( U \ni e \) such that if \( g_1, g_2 \in U \), then \( g_1 g_2 = g_2 g_1 \).

It follows from Proposition 1.20, that \( G = \bigcup_{n \in \mathbb{N}} U^n \), where \( U^n = \{ g_1^{\pm 1} \cdots g_n^{\pm 1} : g_i \in U \} \). Therefore \( G \) is abelian. Note that one cannot infer that \( G \) is abelian directly from the commutativity of \( \exp \), since \( \exp \) might not be surjective.

Conversely, suppose \( G \) abelian. In particular, for all \( s, t \in \mathbb{R} \) and \( X, Y \in \mathfrak{g} \), \( \exp(sX) \exp(tY) \exp(-sX) = \exp(tY) \). Deriving at \( t = 0 \),
\[ \left. \frac{d}{dt} (\exp(sX) \exp(tY) \exp(-sX)) \right|_{t=0} = Y. \]
From (1.3.2), it follows that \( \text{Ad}(\exp(sX))Y = 0 \). Hence, deriving at \( s = 0 \), it follows from (1.3.5) and Proposition 1.37 that \( \text{ad}(X)Y = [X, Y] = 0 \), which means that \( \mathfrak{g} \) is abelian. \( \square \)

Remark 1.40. If \( X, Y \in \mathfrak{g} \) commute, that is, \( [X, Y] = 0 \), then
\[
\exp(X + Y) = \exp(X) \exp(Y).
\]
Note that this does not hold in general. To verify this identity, consider \( \alpha : \mathbb{R} \ni t \mapsto \exp(tX) \exp(tY) \). From Proposition 1.39, \( \alpha \) is a 1-parameter subgroup, and deriving \( \alpha \) at \( t = 0 \), from Leibniz rule, \( \alpha'(0) = X + Y \). Hence \( \alpha(t) = \exp(t(X + Y)) \), and we get the desired equation setting \( t = 1 \).

We end this section with a result on connected abelian Lie groups.

**Theorem 1.41.** Let \( G \) be a connected \( n \)-dimensional abelian Lie group. Then \( G \) is isomorphic to \( T^k \times \mathbb{R}^{n-k} \), where \( T^k = S^1 \times \cdots \times S^1 \) is a \( k \)-torus. In particular, an abelian connected and compact Lie group is isomorphic to a torus.

**Proof.** Using Proposition 1.39, since \( G \) is abelian, \( \mathfrak{g} \) is also abelian. Thus \( \mathfrak{g} \) can be identified with \( \mathbb{R}^n \). Since \( G \) is connected, it follows from Remark 1.40 that \( \exp : \mathfrak{g} \to G \) is a Lie group homomorphism. From Proposition 1.23 it is a covering map.

Consider the normal subgroup given by \( \Gamma = \ker \exp \). We will now use two results to be proved in the sequel, which will be essential in this proof. The first result (Theorem 1.42) asserts that any closed subgroup of a Lie group is a Lie subgroup. Being \( \exp \) continuous, \( \Gamma \) is closed, hence a Lie subgroup of \( \mathbb{R}^n \).

The second result (Corollary 3.21) asserts that the quotient of a Lie group with a normal Lie subgroup is also a Lie group. Thus \( \mathbb{R}^n/\Gamma \) is a Lie group. It follows from basic group theory that \( G \) is isomorphic to \( \mathbb{R}^n/\Gamma \), since \( \exp : \mathbb{R}^n \to G \) is a surjective Lie group homomorphism and \( \Gamma = \ker \exp \).

\[
\mathbb{R}^n \xrightarrow{\exp} G \\
\mathbb{R}^n/\Gamma \xrightarrow{\cong} \mathbb{R}^n/\Gamma
\]

Using the fact that \( \exp \) is a covering map, \( \Gamma \) is discrete and it is a well-known fact that the only nontrivial discrete subgroups of \( \mathbb{R}^n \) are integral lattices. In other words, there exists a positive integer \( k \) less or equal to \( n \), and linearly independent vectors \( e_1, \ldots, e_k \in \mathbb{R}^n \) such that \( \Gamma = \left\{ \sum_{i=1}^k n_i e_i : n_i \in \mathbb{Z} \right\} \). Therefore \( \mathbb{R}^n/\Gamma \), and hence \( G \), is isomorphic to \( T^k \times \mathbb{R}^{n-k} \), where \( T^k = S^1 \times \cdots \times S^1 \) is a \( k \)-torus. \( \square \)
1.4. Closed subgroups

The goal of this section is to prove that closed subgroups of a Lie group are Lie subgroups, and briefly explore some corollaries. This fact is a very useful tool to prove that a subgroup is a Lie subgroup. For instance it applies to all subgroups of $\text{GL}(n, K)$, for $K = \mathbb{C}$ or $K = \mathbb{R}$, defined in the first section of this chapter.

**Theorem 1.42.** Let $G$ be a Lie group and $H \subset G$ a closed subgroup of $G$. Then $H$ is an embedded Lie subgroup of $G$.

**Proof.** We will prove this result through a sequence of five claims. The central idea of the proof is to reconstruct the Lie algebra of $H$ as a Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$. A natural candidate certainly is

$$
\mathfrak{h} = \{ X \in T_e G : \exp(tX) \in H, \forall t \in \mathbb{R} \}.
$$

**Claim 1.** Let $\{X_i\}$ be a sequence in $T_e G$ with $\lim X_i = X$, and $\{t_i\}$ a sequence of real numbers, with $\lim t_i = 0$. If $\exp(t_i X_i) \in H$, for all $i \in \mathbb{N}$, then $X \in \mathfrak{h}$.

Since $\exp(-t_i X_i) = [\exp(t_i X_i)]^{-1}$, without loss of generality one can assume $t_i > 0$. Define $R_i(t) = \exp^t X_i$. Then

$$
\frac{t}{t_i} - 1 < R_i(t) \leq \frac{t}{t_i},
$$

hence $\lim t_i R_i(t) = t$. Therefore $\lim t_i R_i(t) X_i = tX$. On the one hand, it follows from continuity of $\exp$ that $\lim \exp(t_i R_i(t) X_i) = \exp(tX)$. On the other hand, $\exp(t_i R_i(t) X_i) = [\exp(t_i X_i)]^{R_i(t)} \in H$. Since $H$ is closed, $\exp(tX) \in H$. Therefore $X \in \mathfrak{h}$.

**Claim 2.** $\mathfrak{h} \subset T_e G$ is a vector subspace of $\mathfrak{g}$.

Let $X, Y \in \mathfrak{h}$. It is clear that for all $s \in \mathbb{R}$, $sX \in \mathfrak{h}$. Moreover, from the Campbell formulas (Theorem 1.34),

$$
\exp \left[ t_i (X + Y) + \frac{t_i^2}{2} [X,Y] + O(t_i^3) \right] = \exp(t_i X) \exp(t_i Y) \in H,
$$

therefore $\exp \left[ t_i (X + Y) + \frac{t_i^2}{2} [X,Y] + O(t_i^3) \right] \in \mathfrak{h}$ and

$$
\left( X + Y + \frac{t_i^2}{2} [X,Y] + O(t_i^3) \right) \in H
$$
tends to $X + Y$ when $t_i$ tends to 0. From the first claim, $X + Y \in \mathfrak{h}$.

**Claim 3.** Let $\mathfrak{k}$ be a vector space such that $T_e G = \mathfrak{h} \oplus \mathfrak{k}$, and $\psi : \mathfrak{h} \oplus \mathfrak{k} \ni (X, Y) \mapsto \exp(X) \cdot \exp(Y) \in G$. Then there exists an open neighborhood $U$ of the origin $(0, 0) \in \mathfrak{h} \oplus \mathfrak{k}$, such that $\psi|_U$ is a diffeomorphism.
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Deriving $\psi$ with respect to each component, it follows that
\[
d\psi_{(0,0)}(X,0) = d\exp_0 X = X,
\]
\[
d\psi_{(0,0)}(0,Y) = d\exp_0 Y = Y.
\]
Hence $d\psi_0 = id$, and from the Inverse Function Theorem, there exists $U \ni 0$ an open neighborhood of the origin, such that $\psi|_U$ is a diffeomorphism.

**Claim 4.** There exists an open neighborhood $V \ni 0$ on $\mathfrak{k}$, such that $\exp(Y) \not\in H$ for $Y \in V \setminus \{0\}$.

Suppose that there exists a sequence $\{Y_i\}$ with $Y_i \in \mathfrak{k}$, $\lim Y_i = 0$ and $\exp(Y_i) \in H$. Choose an inner product on $\mathfrak{k}$ and define $t_i = ||Y_i||$ and $X_i = \frac{1}{t_i}Y_i$. Since $\{X_i\}$ is a sequence in the unit sphere of $\mathfrak{k}$, which is compact, up to subsequences one can assume it is convergent. Hence $\lim X_i = X$, $\lim t_i = 0$ and $\exp(t_iX_i) \in H$. Therefore, from the first assertion, $X \in \mathfrak{h}$. This contradicts $\mathfrak{h} \cap \mathfrak{k} = \{0\}$.

**Claim 5.** There exists an open neighborhood $W \ni 0$ in $T_eG$ such that $H \cap \exp(W) = \exp(h \cap W)$.

It follows from the construction of $\mathfrak{h}$ that $H \cap \exp(W) \supset \exp(h \cap W)$. According to Claims 3 and 4, there exists a sufficiently small open neighborhood $W$ of $0 \in T_eG$ such that $\exp|_W$ and $\psi|_W$ are diffeomorphisms, and $(W \cap \mathfrak{k}) \subset V$.

Let $a \in H \cap \exp(W)$. Being $\psi|_W$ a diffeomorphism, there exist unique $X \in \mathfrak{h}$ and $Y \in \mathfrak{k}$ such that $a = \exp(X)\exp(Y)$. Hence $\exp(Y) = (\exp(X))^{-1}a \in H$. From Claim 4, $Y = 0$, that is, $a = \exp(X)$, with $X \in \mathfrak{h}$. Therefore $H \cap \exp(W) \subset \exp(h \cap W)$.

From the last claim, $H$ is an embedded submanifold of $G$ in a neighborhood of the identity $e \in G$. Hence, being $H$ a group, it is an embedded submanifold. Finally, from Proposition 1.15, $H$ is (an embedded) Lie subgroup of $G$. □

In order to explore two corollaries of this theorem, we start by recalling the **Rank Theorem**. It states that if a smooth map $f : M \rightarrow N$ is such that $df$ has constant rank, then for each $p \in M$ there exists a neighborhood $U \ni p$ such that the following hold.

(i) $f(U)$ is an embedded submanifold of $N$;

(ii) The partition $\{f^{-1}(q) \cap U\}_{q \in f(U)}$ is a foliation of $U$;

(iii) For each $q \in f(U)$, $\ker df_p = T_pf^{-1}(q)$, for all $p \in f^{-1}(q)$.

We also need the next lemma.

**Lemma 1.43.** Let $G_1$ and $G_2$ be Lie groups and $\varphi : G_1 \rightarrow G_2$ be a Lie group homomorphism. Then the following hold.
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(i) \(d\varphi\) has constant rank;
(ii) \(\ker\varphi\) is a Lie subgroup of \(G_1\);
(iii) \(\ker d\varphi_e = T_e \ker\varphi\).

Proof. Since \(\varphi\) is a Lie group homomorphism, \(\varphi \circ L^1_g = L^2_{\varphi(g)} \circ \varphi\), where \(L^i_g\) denotes the left multiplication by \(g\) on \(G_i\). Hence, for all \(X \in T_g G_1\),

\[
d\varphi_g X = d\varphi_g d(L^1_g)_e d(L^1_{g^{-1}})_g X
= dL^2_{\varphi(g)} d\varphi_e d(L^1_{g^{-1}})_g X.
\]

Since \(L^2_{\varphi(g)}\) is a diffeomorphism, it follows that \(d\varphi_g X = 0\) if, and only if, \(d\varphi_e d(L^1_{g^{-1}})X = 0\). Hence \(\dim \ker d\varphi_g = \dim \ker d\varphi_e\), therefore \(d\varphi\) has constant rank. This proves (i).

Item (ii) follows immediately from Theorem 1.42, since \(\ker\varphi = \varphi^{-1}(e)\) is closed. Finally, (iii) follows directly from the Rank Theorem.

\[\square\]

Corollary 1.44. Let \(G_1\) and \(G_2\) be Lie groups and \(\varphi : G_1 \to G_2\) a continuous homomorphism. Then \(\varphi\) is smooth.

Proof. Let \(R = \{(g, \varphi(g)) : g \in G_1\}\) be the graphic of \(\varphi\). Then \(R\) is a closed subgroup of \(G_1 \times G_2\), hence, from Theorem 1.42, \(R\) is an embedded Lie subgroup of \(G_1 \times G_2\). Consider \(i : R \hookrightarrow G_1 \times G_2\) the inclusion map, and the projections \(\pi_1\) and \(\pi_2\), onto \(G_1\) and \(G_2\), respectively. Then \(\pi_1 \circ i\) is a Lie group homomorphism, and from Lemma 1.43, \(d(\pi_1 \circ i)\) has constant rank. On the other hand, \(R\) is a graphic, hence by the Rank Theorem, \(\pi_1 \circ i\) is an immersion.

In addition, \(\dim R = \dim G_1\), otherwise \(\pi_1 \circ i(R)\) would have measure zero, contradicting \(\pi_1 \circ i(R) = G_1\). From the Inverse Function Theorem, \(\pi_1 \circ i\) is a local diffeomorphism. Since it is also bijective, it is a global diffeomorphism, therefore \(\varphi = \pi_2 \circ (\pi_1 \circ i)^{-1}\) is smooth.

\[\square\]

Exercise 1.45. Identifying\(^6\) \(S^3 \subset H \simeq \mathbb{C} \times \mathbb{C}\), consider the map \(\varphi : S^3 \to SU(2)\) given by

\[
\varphi(w_1, w_2) = \begin{bmatrix} w_1 & -\overline{w_2} \\ w_2 & \overline{w_1} \end{bmatrix}
\]

Verify that \(\varphi\) is a continuous group homomorphism, hence a Lie group homomorphism. Conclude that \(S^3\) and \(SU(2)\) are isomorphic Lie groups.

Exercise 1.46. Prove that \(GL(n, \mathbb{R})\), \(GL(n, \mathbb{C})\), \(SL(n, \mathbb{R})\), \(SL(n, \mathbb{C})\), \(O(n)\), \(SO(n)\), \(U(n)\), \(SU(n)\) and \(Sp(n)\) are Lie groups (recall definitions in Example 1.4). Verify that their Lie algebras are, respectively,

\(^6\)More precisely, this identification is given by

\[S^3 \ni z \cong (z_0 + z_1 k) + j (z_2 + z_3 k) \cong (w_1, w_2) \in \mathbb{C} \times \mathbb{C} \cong H.\]
(i) \( \text{gl}(n, \mathbb{R}) \), the space of \( n \times n \) square matrices over \( \mathbb{R} \); 
(ii) \( \text{gl}(n, \mathbb{C}) \), the space of \( n \times n \) square matrices over \( \mathbb{C} \); 
(iii) \( \text{sl}(n, \mathbb{R}) = \{ X \in \text{gl}(n, \mathbb{R}) : \text{tr} X = 0 \} \); 
(iv) \( \text{sl}(n, \mathbb{C}) = \{ X \in \text{gl}(n, \mathbb{C}) : \text{tr} X = 0 \} \); 
(v) \( \text{o}(n) = \text{so}(n) = \{ X \in \text{gl}(n, \mathbb{R}) : X^t + X = 0 \} \); 
(vi) \( \text{u}(n) = \{ X \in \text{gl}(n, \mathbb{C}) : X^* + X = 0 \} \); 
(vii) \( \text{su}(n) = \text{u}(n) \cap \text{sl}(n, \mathbb{C}) \); 
(viii) \( \text{sp}(n) = \{ X \in \text{gl}(n, \mathbb{H}) : X^* + X = 0 \} \). 

We recall that the **center** of a Lie group \( G \) is the subgroup given by 
\[
Z(G) = \{ g \in G : gh = hg, \forall h \in G \},
\]
and the **center** of a Lie algebra \( \mathfrak{g} \) is defined as 
\[
Z(\mathfrak{g}) = \{ X \in \mathfrak{g} : [X, Y] = 0, \forall Y \in \mathfrak{g} \}.
\]
The following result relates the centers of a Lie group and of its Lie algebra.

**Corollary 1.47.** Let \( G \) be a connected Lie group. Then the following hold.

(i) \( Z(G) = \ker \text{Ad} \); 
(ii) \( Z(G) \) is a Lie subgroup of \( G \); 
(iii) \( Z(\mathfrak{g}) = \ker \text{ad} \); 
(iv) \( Z(\mathfrak{g}) \) is the Lie algebra of \( Z(G) \).

**Proof.** Firstly we verify that \( Z(G) = \ker \text{Ad} \). If \( g \in Z(G) \), clearly \( \text{Ad}(g) = \text{id} \). Conversely, let \( g \in \ker \text{Ad} \). It follows from (1.3.4) that \( g \exp(tX)g^{-1} = \exp(tX) \), for all \( X \in \mathfrak{g} \). Hence \( g \) commutes with the elements of a neighborhood of \( e \in G \). Applying Proposition 1.20 one concludes that \( g \in Z(G) \), and this proves (i). 

Item (ii) follows from item (i) and from Lemma 1.43. Item (iii) follows directly from Proposition 1.37. Since \( d(\text{Ad})_e = \text{ad} \), item (iv) follows directly of item (iii) of Lemma 1.43. \( \square \)

**Remark 1.48.** This result gives an alternative proof of an assertion in Proposition 1.39 that states that if \( \mathfrak{g} \) is abelian, then \( G \) is abelian. Indeed, if \( [X, Y] = 0 \) for all \( X, Y \in \mathfrak{g} \), then \( Z(\mathfrak{g}) = \mathfrak{g} \). Hence, from item (iv) of Corollary 1.47, \( Z(G) \) is open in \( G \) and it follows from Proposition 1.20 that \( G = Z(G) \). Hence \( G \) is abelian.

**Exercise 1.49.** Verify the following.
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(i) $Z(U(3)) = \{ z \text{ id} : z \in \mathbb{C}, |z| = 1 \}$;
(ii) $SU(3) \cap Z(U(3)) = \{ z \text{ id} : z^3 = 1 \}$. 
CHAPTER 2

Lie groups with bi–invariant metrics

This chapter deals with Lie groups with a special Riemannian metric, a bi–invariant metric. These metrics play an important role in the study of compact Lie groups, since each compact Lie group admits a such metric (see Proposition 2.17). In the sequel we will use tools from Riemannian geometry to give concise proofs of several classic results on compact Lie groups.

We begin by reviewing some auxiliary facts of Riemannian geometry. Then basic results on bi–invariant metrics and Killing form are discussed. For example, we prove that a semisimple Lie group is compact if and only if its Killing form is negative–definite. We also prove that a simply connected Lie group admits a bi–invariant metric if and only if it is a product of a compact Lie group with a vector space. Finally, we also prove that if the Lie algebra of a compact Lie group $G$ is simple, then the bi–invariant metric on $G$ is unique up to multiplication by constants.

Further readings on this chapter contents are Milnor [60], Ise and Takeuchi [47] and Fegan [32].

2.1. Basic facts of Riemannian geometry

The main objective of this section is to review basic definitions and introduce some results on Riemannian geometry that will be used in the next sections and chapters. A proof of most results in this section can be found in any textbook in Riemannian geometry, as do Carmo [21], Jost [48], Petersen [75] and Lee [55].

Recall that a Riemannian manifold is a smooth manifold $M$ endowed with a (Riemannian) metric, that is, a $(0,2)$–tensor field $g$ on $M$ that is

(i) Symmetric: $g(X,Y) = g(Y,X)$, for all $X,Y \in TM$;
(ii) Positive–definite: $g(X,X) > 0$, if $X \neq 0$.

This means that a metric determines an inner product $\langle \cdot,\cdot \rangle_p$ on each tangent space $T_p M$, by $\langle X,Y \rangle_p = g_p(X,Y)$, for all $X,Y \in T_p M$. Using partitions of the unity, it is not difficult to prove that every manifold can be endowed with a metric.

Consider $M$ and $N$ manifolds and $f : M \to N$ a smooth map. The pull–back of any $(0,r)$–tensor field $T$ on $N$ by $f$ is a $(0,r)$–tensor field
$f^*T$ on $M$ defined by

$$(f^*T)_p(X_1, \ldots, X_r) = T_{f(p)}(df_pX_1, \ldots, df_pX_r), \forall p \in M, X_i \in T_pM.$$ 

A diffeomorphism $f : (M, g^M) \to (N, g^N)$ with $f^*g^N = g^M$ is called a (Riemannian) isometry. This means that

$$g^M_p(X, Y) = g^N_{f(p)}(df_pX, df_pY),$$

for all $p \in M$ and $X, Y \in T_pM$.

It is possible to associate to each given metric a map called connection. Such map allows to parallel translate vectors along curves, connecting tangent spaces of $M$ at different points. It is actually possible to define connections on any vector bundles over a manifold, however this is beyond the objectives of this text.

**Definition 2.1.** Let $(M, g)$ be a Riemannian manifold. A linear connection on $M$ is a map

$$\nabla : \mathfrak{X}(M) \times \mathfrak{X}(M) \ni (X, Y) \mapsto \nabla_X Y \in \mathfrak{X}(M),$$

satisfying the following properties:

(i) $\nabla_X Y$ is $C^\infty(M)$-linear in $X$:

$$\nabla_{fX_1 + gX_2} Y = f\nabla_{X_1} Y + g\nabla_{X_2} Y, \forall f, g \in C^\infty(M);$$

(ii) $\nabla_X Y$ is $\mathbb{R}$-linear in $Y$:

$$\nabla_X (aY_1 + bY_2) = a\nabla_X Y_1 + b\nabla_X Y_2, \forall a, b \in \mathbb{R};$$

(iii) $\nabla$ satisfies the Leibniz rule:

$$\nabla_X (fY) = f\nabla_X Y + (Xf)Y, \forall f \in C^\infty(M).$$

Moreover, a linear connection is said to be compatible with the metric $g$ of $M$ if

$$X g(Y, Z) = g(\nabla_X Y, Z) + g(Y, \nabla_X Z),$$

for all $X, Y, Z \in \mathfrak{X}(M)$.

It turns out that requiring a connection to be compatible with the metric does not determine a unique connection on $(M, g)$. To this purpose we define the torsion tensor of the connection to be the $(1, 2)$-tensor field given by

$$T(X, Y) = \nabla_X Y - \nabla_Y X - [X, Y].$$

A connection is said to be symmetric if the torsion vanishes identically, that is, if $[X, Y] = \nabla_X Y - \nabla_Y X$ for all $X, Y \in \mathfrak{X}(M)$.

**Levi–Civita Theorem 2.2.** Let $(M, g)$ be a Riemannian manifold. There exists a unique linear connection $\nabla$ on $M$ that is compatible with $g$ and symmetric, called the Levi–Civita connection.
The key fact on the proof of this theorem is the equation known as connection formula, or Koszul formula. It exhibits the natural candidate to the Levi–Civita connection and shows that it is uniquely determined by the metric,

\[
\langle \nabla_Y X, Z \rangle = \frac{1}{2} \left( X \langle Y, Z \rangle - Z \langle X, Y \rangle + Y \langle Z, X \rangle - \langle [X, Y], Z \rangle - \langle [X, Z], Y \rangle - \langle [Y, Z], X \rangle \right).
\] (2.1.1)

This classic result is due to the Italian mathematician Tullio Levi–Civita in the beginning of the twentieth century. The unique symmetric linear connection compatible with the metric is also called Riemannian connection, and we will refer to it simply as connection.

Using the connection \( \nabla \) given above one can differentiate vector fields on a Riemannian manifold \((M, g)\) as described in the next result.

**Proposition 2.3.** Let \( M \) be a manifold with linear connection \( \nabla \). There exists a unique correspondence that to each vector field \( X \) along a smooth curve \( \gamma : I \to M \) associates another vector field \( \frac{d}{dt}X \) along \( \gamma \), called the covariant derivative of \( X \) along \( \gamma \), satisfying the following properties.

(i) \( \mathbb{R} \)-linearity:
\[
\frac{d}{dt}(X + Y) = \frac{d}{dt}X + \frac{d}{dt}Y, \quad \forall X, Y \in \mathfrak{X}(M);
\]

(ii) Leibniz rule:
\[
\frac{d}{dt}(fX) = \frac{df}{dt}X + f \frac{d}{dt}X, \quad \forall X \in \mathfrak{X}(M), f \in C^\infty(\mathbb{R});
\]

(iii) If \( X \) is induced from a vector field \( \tilde{X} \in \mathfrak{X}(M) \), that is \( X(t) = \tilde{X}(\gamma(t)) \), then \( \frac{d}{dt}X = \nabla_{\gamma'} \tilde{X} \).

Note that to each linear connection on \( M \) the proposition above gives a covariant derivative operator for vector fields along \( \gamma \). As mentioned before, we will only consider the Levi–Civita connection, hence the covariant derivative is well-defined.

Armed with this notion, it is possible to define the acceleration of a curve as the covariant derivative of its tangent vector field. Moreover, geodesics are curves with null acceleration. More precisely, \( \gamma : I \to M \) is a geodesic if \( \frac{d}{dt} \gamma' = 0 \). Writing a local expression for the covariant derivative, it is easy to see that a curve is a geodesic if, and only if, it satisfies a second–order system of ODEs, called the geodesic equation. Hence, applying the classic ODE theorem that guarantees existence and uniqueness of solutions, one can prove the following result.

**Theorem 2.4.** For any \( p \in M \), \( t_0 \in \mathbb{R} \) and \( v \in T_pM \), there exist an open interval \( I \subset \mathbb{R} \) containing \( t_0 \) and a geodesic \( \gamma : I \to M \) satisfying the initial conditions \( \gamma(t_0) = p \) and \( \gamma'(t_0) = v \). In addition, any two geodesics with those initial conditions agree on their common domain.
Furthermore, from uniqueness of the solution, it is possible to obtain a maximal geodesic with this prescribed initial data.

Another construction that involves covariant differentiation along curves is parallel translation. A vector field $X \in \mathfrak{X}(M)$ is said to be parallel along $\gamma$ if $D_tX = 0$. Thus, a geodesic $\gamma$ can be characterized as a curve whose tangent field $\gamma'$ is parallel along $\gamma$. A vector field is called parallel if it is parallel along every curve.

**Proposition 2.5.** Let $\gamma : I \to M$ be a curve, $t_0 \in I$ and $v_0 \in T_{\gamma(t_0)}M$. There exists a unique parallel vector field $X$ along $\gamma$ such that $X(t_0) = v_0$.

This vector field is called the parallel translate of $v_0$ along $\gamma$. Once more, the proof depends on basic ODE results. One can also prove that parallel translation is an isometry.

Having existence and uniqueness of geodesics with prescribed initial data, an important question is how do geodesics change under perturbations of initial data. We now proceed to define a similar concept to the Lie exponential map, which will coincide with it when considering an appropriate metric on the Lie group, turning it into a Riemannian manifold.

For this, we consider the geodesic flow of a Riemannian manifold $(M,g)$. This is the flow $\varphi^\Gamma$ of the unique vector field on the tangent bundle $\Gamma \in \mathfrak{X}(TM)$, whose integral curves are of the form $t \mapsto (\gamma(t), \gamma'(t))$, where $\gamma$ is a geodesic in $M$. This means that:

(i) $\gamma(t) = \pi \circ \varphi^\Gamma(t, (p, v))$ is the geodesic with initial conditions $\gamma(0) = p$ and $\gamma'(0) = v$, where $\pi$ is the canonical projection;

(ii) $\varphi^\Gamma(t, (p, cv)) = \varphi^\Gamma(ct, (p, v))$, for all $c \in \mathbb{R}$.

In fact, supposing that such vector field $\Gamma$ exists, one can obtain conditions in local coordinates that this field must satisfy (corresponding to the geodesic equation). Defining the vector field as its solutions, one may use Theorem A.13 to guarantee existence and smoothness of the geodesic flow $\varphi^\Gamma$.

**Definition 2.6.** Let $p \in M$. The (Riemannian) exponential map $\exp_p : B_r(0) \subset T_pM \to M$ is the map given by

$$\exp_p v = \varphi^\Gamma(1, (p, v)).$$

From Theorem A.13, it is immediate that $\exp_p$ is smooth. Using the Inverse Function Theorem one can verify that for any $p \in M$, there exist a neighborhood $V$ of the origin in $T_pM$ and a neighborhood $U \ni p$ in $M$, such that $\exp_p|_V : V \to U$ is a diffeomorphism. Such neighborhood $U$ is called a normal neighborhood of $p$.

The length of a curve segment $\gamma : [a, b] \to M$ is defined as

$$\ell_g(\gamma) = \int_a^b \sqrt{g(\gamma'(t), \gamma'(t))} \, dt.$$
Define the (Riemannian) distance \( d(p, q) \) for any pair of points \( p, q \in M \) to be the infimum of lengths of all piecewise regular curve segments joining \( p \) and \( q \). Then \( (M, d) \) is a metric space, and the topology induced by this distance coincides with the original topology from the atlas of \( M \). Moreover, every geodesic locally minimizes \( \ell \).

A Riemannian manifold is called \textit{geodesically complete} if every maximal geodesic is defined for all \( t \in \mathbb{R} \). An important result is that the completeness notions are indeed equivalent.

**Hopf–Rinow Theorem 2.7.** Let \( M \) be a connected Riemannian manifold and \( p \in M \). The following statements are equivalent.

(i) \( \exp_p \) is globally defined, that is, \( \exp_p : T_p M \to M \);
(ii) Every closed bounded set in \( M \) is compact;
(iii) \( (M, d) \) is a complete metric space;
(iv) \( M \) is geodesically complete.

If \( M \) satisfies any (hence all) of the above items, each two points of \( M \) can be joined by a minimal segment of geodesic. In particular, for each \( x \in M \) the exponential map \( \exp_x : T_x M \to M \) is surjective.

An interesting result due to Myers and Steenrod [69] is that the group of isometries of a Riemannian manifold is a finite-dimensional Lie group that acts smoothly on \( M \).

**Myers–Steenrod Theorem 2.8.** Let \( M \) be a Riemannian manifold and denote by \( \text{Iso}(M) \) its isometry group. Then every closed isometry subgroup of \( \text{Iso}(M) \) in the compact–open topology is a Lie group. In particular, \( \text{Iso}(M) \) is a Lie group.

**Remark 2.9.** A subset \( G \subset \text{Iso}(M) \) is closed in the compact–open topology if the following condition holds. Let \( K \subset M \) be a compact subset and \( \{f_n\} \) a sequence of isometries in \( G \) that converges uniformly in \( K \) to a continuous map \( f : M \to M \) (with respect to the distance \( d \)). Then \( f \in G \).

Let us recall a special class of vector fields on \( M \) that is closely related to \( \text{Iso}(M) \). A \textit{Killing vector field} is a vector field whose local flow is a local isometry.

**Theorem 2.10.** The set \( \text{iso}(M) \) of Killing fields on \( M \) is a Lie algebra. In addition, if \( M \) is compact or complete, then \( \text{iso}(M) \) is the Lie algebra of \( \text{Iso}(M) \).

**Proposition 2.11.** Let \( M \) be a Riemannian manifold. A vector field \( X \in \mathfrak{X}(M) \) is a Killing field if and only if

\[ g(\nabla_Y X, Z) = -g(\nabla_Z X, Y), \]

for all \( Y, Z \in \mathfrak{X}(M) \).
We now recall a few results on submanifolds that will be used later. Let \((M, g)\) be a Riemannian manifold. A submanifold \(i : L \hookrightarrow M\) with the pull–back metric\(^1\) \(g_L = i^* g\) is called a \textit{Riemannian submanifold} of \(M\).

Two vector fields \(X\) and \(Y\) of \(L\) can be locally extended to vector fields \(\tilde{X}\) and \(\tilde{Y}\) of \(M\). It is then possible to prove that the Riemannian connection associated to \(g_L\) coincides with \(\nabla_{\tilde{X}} \tilde{Y}\), i.e., the component of \(\nabla_{\tilde{X}} \tilde{Y}\) that is tangent to \(L\). It is possible to define a bilinear symmetric form \(B_\xi\) that measures the difference between such connections, called the \textit{second fundamental form} of \(L\). For each normal\(^2\) vector \(\xi\) to \(L\) at \(p\),

\[
B_\xi(X, Y)_p = g_p(\xi, \nabla_{\tilde{X}} \tilde{Y} - (\nabla_{\tilde{X}} \tilde{Y})^\top).
\]

If \(B_\xi\) of \(L\) vanishes for all \(\xi\), \(L\) is called a \textit{totally geodesic} submanifold. It is not difficult to prove that this is equivalent to each geodesic of \(L\) being a geodesic of \(M\). In general, to be totally geodesic is a very strong property. Nevertheless, this class of submanifolds will appear in a natural way along these notes (see Exercise 2.23, Chapter 4 and 5).

Since \(B_\xi\) is symmetric, there exists a self–adjoint operator \(S_\xi\) with respect to \(g\), called the \textit{shape operator} with

\[
g(S_\xi X, Y) = B_\xi(X, Y).
\]

It is not difficult to prove that \(S_\xi(X) = (-\nabla_X \tilde{\xi})^\top\) where \(\tilde{\xi}\) is any normal field that extends \(\xi\). Eingenvvalues and eingenvectors of \(S_\eta(X)\) are respectively called \textit{principal curvatures} and \textit{principal directions} (see Remark 2.12).

An essential concept in Riemannian geometry is \textit{(Riemannian) curvature}. Recall that \(\nabla\) denotes the Levi–Civita connection of a given metric \(g\) on \(M\). Then the curvature tensor on \((M, g)\) is defined as the \((1,3)\)–tensor field given by the following expression, for all \(X, Y, Z \in \mathfrak{X}(M)\).

\[
R(X, Y)Z = \nabla_{[X,Y]}Z - \nabla_X \nabla_Y Z + \nabla_Y \nabla_X Z = \nabla_{[X,Y]}Z - [\nabla_X, \nabla_Y]Z.
\]

Furthermore, it is possible to use the metric to \textit{treat} this tensor as a \((0,4)\)–tensor, given for each \(X, Y, Z, W \in \mathfrak{X}(M)\) by

\[
R(X, Y, Z, W) = g(R(X, Y)Z, W).
\]

There are several possible interpretations of curvature. The first one is that it measures second covariant derivatives’ failure to commute.

\(^1\)Also called \textit{induced} metric.

\(^2\)The \textit{normal} space to \(L\) will be denoted \(\nu_p L\)
There are other less trivial interpretations. The curvature tensor is part of the so-called Jacobi equation along a geodesic $\gamma$, given by

$$ \frac{D}{dt} \frac{D}{dt} J + R(\gamma'(t), J(t)) \gamma'(t) = 0. $$

This is an ODE whose solutions $J$ are vector fields along $\gamma$ (called Jacobi fields). Such vector fields describe how quickly two geodesics with the same starting point move away one from each other. Riemannian curvature can also be used to describe how parallel transport along a loop differs from the identity. Finally, it also measures nonintegrability of a special kind of distribution defined in the frame bundle. These fundamental interpretations of Riemannian curvature are explained for instance in Jost [48] and Bishop and Crittenden [15].

There are many important symmetries of this tensor that we recall below. For each $X, Y, Z, W \in \mathfrak{X}(M)$,

(i) $R$ is skew–symmetric in the first two and last two entries:

$$ R(X, Y, Z, W) = - R(Y, X, Z, W) = R(Y, X, W, Z); $$

(ii) $R$ is symmetric between the first two and last two entries:

$$ R(X, Y, Z, W) = R(Z, W, X, Y); $$

(iii) $R$ satisfies a cyclic permutation property, the Bianchi first identity:

$$ R(X, Y) Z + R(Z, X) Y + R(Y, Z) X = 0. $$

Using the curvature tensor, we can define the sectional curvature of the plane spanned by (linearly independent) vectors $X$ and $Y$ as

$$ (2.1.2) \quad K(X, Y) = \frac{R(X, Y, X, Y)}{g(X, X) g(Y, Y) - g(X, Y)^2}, $$

and it is possible to prove that $K(X, Y)$ depends only on the plane spanned by $X$ and $Y$.

Remark 2.12. Let $M$ be an embedded surface in $\mathbb{R}^3$ with the induced metric. According to the Gauss equation, sectional curvature $K$ of $M$ coincides with Gaussian curvature of $M$. Recall that Gaussian curvature is given by the product of eigenvalues $\lambda_1 \lambda_2$ (principal curvatures) of the shape operator $\mathcal{S}_\xi(\cdot) = -\nabla_{\cdot} \xi$, where $\xi$ is a unitary normal vector to $M$.

An important fact in differential geometry is that each embedded surface with nonzero Gaussian curvature is, up to rigid motions, locally given by the graph of

$$ f(x_1, x_2) = \frac{1}{2} (\lambda_1 x_1^2 + \lambda_2 x_2^2) + O(\|x\|^3). $$

In other words, if $K > 0$, respectively $K < 0$, $M$ is locally a small perturbation of elliptic, respectively hyperbolic, paraboloid.
It would be interesting to summarize information contained in the curvature \((0,4)\)-tensor \(R\) constructing simpler tensors. The next curvature we recall is Ricci curvature. It should be thought as an approximation of the Laplacian of the metric, i.e., a measure of the volume distortion on \(M\) (see Morgan and Tian [66]). It is named after the Italian mathematician Gregorio Ricci–Curbastro that had Levi–Civita as student and collaborator in the beginning of the twentieth century.

Ricci curvature is a \((0,2)\)-tensor field given by the trace of the curvature endomorphism on its first and last indices. More precisely, if \((e_1,\ldots,e_n)\) is an orthonormal basis of \(T_pM\) and \(X,Y\in T_pM\),

\[
\text{Ric}(X,Y) = \text{tr} R(X,\cdot)Y = \sum_{i=1}^{n} g(R(X,e_i)Y,e_i).
\]

A Riemannian metric is called an Einstein metric if its Ricci tensor is a scalar multiple of the metric at each point, that is, if for all \(p\in M\),

\[
\text{Ric}_p(X,Y) = \lambda(p)g_p(X,Y), \forall X,Y \in T_pM.
\]

It is possible to prove that \(\lambda\) does not depend on \(p\), and this constant is called the Einstein constant of \(g\).

It is easy to see that if \((M,g)\) has constant sectional curvature \(k\), then it is Einstein with constant \((\dim M - 1)k\). The converse is not true. Indeed there are very important Einstein metrics that do not have constant curvature, e.g., \(\mathbb{C}P^n\) with the Fubini–Study metric. As we will see later, compact Lie groups with simple Lie algebras admit Einstein metrics.

**Remark 2.13.** Einstein metrics appear in general relativity as solutions of the Einstein equation in vacuum

\[
\text{Ric} = \left(\frac{1}{2}S - \Lambda\right)g,
\]

where \(S\) is the scalar curvature and \(\Lambda\) is a cosmological constant. More information about Einstein equation and its impact in Physics can be found in Misner, Thorne and Wheeler [61] or Besse [12].

We end this section stating an important result that connects Ricci curvature and compactness.

**Bonnet–Myers Theorem 2.14.** Let \((M,g)\) be a connected complete \(n\)-dimensional Riemannian manifold, with \(n \geq 2\). Suppose that there exists \(r > 0\) such that \(\text{Ric} \geq \frac{n-1}{r^2}g\). Then the following hold.

(i) The diameter of \(M\) is less or equal to \(\pi r\). In particular, \(M\) is compact;

(ii) The universal cover of \(M\) is compact, hence \(\pi_1(M)\) is finite.
2.2. Bi–invariant metrics

The main goal of this section is to study a special Riemannian structure on Lie groups given by bi–invariant metrics. Notation for the Riemannian metric (on Lie groups) will be that of inner product $\langle \cdot, \cdot \rangle_p$ in the tangent space $T_pG$ instead of the tensorial notation $g$, since $g$ will be used as the typical element of the group $G$.

**Definition 2.15.** A Riemannian metric $\langle \cdot, \cdot \rangle$ on a Lie group $G$ is left–invariant if $L_g$ is an isometry for all $g \in G$, that is

$$\langle d(L_g)_h X, d(L_g)_h Y \rangle_{gh} = \langle X, Y \rangle_h, \quad \forall g, h \in G, X, Y \in T_h G.$$ 

Similarly, right–invariant metrics are those that turn the right translations $R_g$ into isometries. Note that given an inner product $\langle \cdot, \cdot \rangle_e$ in $T_e G$, it is possible to define a left–invariant metric on $G$ by

$$\langle X, Y \rangle_g = \langle d(L_{g^{-1}})_g X, d(L_{g^{-1}})_g Y \rangle_e, \quad \forall g \in G, X, Y \in T_g G,$$

and the right–invariant case is analogous.

**Definition 2.16.** A bi–invariant metric on a Lie group $G$ is a Riemannian metric that is simultaneously left and right–invariant.

The natural generalization of these concepts to $k$–forms is that a $k$–form $\omega \in \Omega^k(G)$ is left–invariant if $L_g^* \omega = \omega$. Right–invariant and bi–invariant forms are analogously defined. Once more, given any $\omega_e \in \wedge^k T_e G$, it is possible to define a left–invariant $k$–form $\omega \in \Omega(G)$ by setting

$$\omega_g(X_1, \ldots, X_k) = \omega_e(d(L_{g^{-1}})_g X_1, \ldots, d(L_{g^{-1}})_g X_k), \quad \forall g \in G, X_i \in T_g G,$$

and the right–invariant case is analogous.

**Proposition 2.17.** Let $G$ be a compact $n$–dimensional Lie group. Then $G$ admits a bi–invariant metric.

**Proof.** Let $\omega \in \Omega^n(G)$ be a right–invariant $n$–form on $G$ and $\langle \cdot, \cdot \rangle$ a right–invariant metric. Define

$$\leq X, Y \geq_x = \int_G \langle dL_g X, dL_g Y \rangle_{g \cdot x} \omega, \quad \forall X, Y \in T_x G.$$ 

Firstly, we claim that $\leq \cdot, \cdot \geq$ is left–invariant. Indeed,

$$\leq dL_h X, dL_h Y \geq_x = \int_G \langle dL_g(dL_h X), dL_g(dL_h Y) \rangle_{g(h \cdot x)} \omega$$ 

(2.2.1) 

$$= \int_G \langle dL_{gh} X, dL_{gh} Y \rangle_{(gh) \cdot x} \omega.$$
Fix $X, Y \in T_xG$ and let $f(g) = \langle dL_g X, dL_g Y \rangle_{g_x}$. Then

\begin{equation}
\int_G \langle dL_{gh} X, dL_{gh} Y \rangle_{(gh)x} \omega = \int_G f(gh) \omega
\end{equation}

\begin{align*}
&= \int_G R_h^*(f \omega) \\
&= \int_G f \omega \\
&= \int_G \langle dL_g X, dL_g Y \rangle_{g_x} \omega \\
&= \langle X, Y \rangle_x.
\end{align*}

From (2.2.1) and (2.2.2) it follows that $\langle \cdot, \cdot \rangle_x$ is left–invariant. In addition, we claim that $\langle \cdot, \cdot \rangle_x$ is also right–invariant. Indeed,

\begin{align*}
\langle dR_h X, dR_h Y \rangle_x &= \int_G \langle dL_g (dR_h X), dL_g (dR_h Y) \rangle_{g(xh)} \omega \\
&= \int_G \langle dR_h dL_g X, dR_h dL_g Y \rangle_{(gx)h} \omega \\
&= \int_G \langle dL_g X, dL_g Y \rangle_{gx} \omega \\
&= \langle X, Y \rangle_x.
\end{align*}

\begin{exercise}
Consider $\mathfrak{su}(n) = \{ A \in \mathfrak{gl}(n, \mathbb{C}) : A^* + A = 0, \text{tr} A = 0 \}$, the Lie algebra of $\text{SU}(n)$ (see Exercise 1.46). Verify that the inner product in $T_e \text{SU}(n)$ defined by

\[ \langle X, Y \rangle = \text{Re} \text{tr}(XY^*) \]

can be extended to a bi–invariant metric.
\end{exercise}

**Proposition 2.19.** Let $G$ be a Lie group endowed with a bi–invariant metric $\langle \cdot, \cdot \rangle$, and $X, Y, Z \in \mathfrak{g}$. Then the following hold.

(i) $\langle [X, Y], Z \rangle = -\langle Y, [X, Z] \rangle$;  
(ii) $\nabla_X Y = \frac{1}{2}[X, Y]$;  
(iii) $R(X, Y) Z = \frac{1}{4}[[X, Y], Z]$;  
(iv) $R(X, Y, X, Y) = \frac{1}{4}||[X, Y]||^2$.

In particular, the sectional curvature (2.1.2) is nonnegative.

**Proof.** Deriving the formula $\langle \text{Ad}(e^t X) Y, \text{Ad}(e^t X) Z \rangle = \langle Y, Z \rangle$ it follows from Proposition 1.37 and (1.3.5) that $\langle [X, Y], Z \rangle + \langle Y, [X, Z] \rangle = 0$, which proves (i).

Furthermore, (ii) follows from the Connection formula (2.1.1) using (i) and the fact that $\nabla$ is symmetric.
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To prove (iii), we use (ii) to compute $R(X,Y)Z$ as follows.

\[
R(X,Y)Z = \nabla_{[X,Y]}Z - \nabla_X \nabla_Y Z + \nabla_Y \nabla_X Z
\]

\[
= \frac{1}{2}[[X,Y],Z] - \frac{1}{2}\nabla_X [Y,Z] + \frac{1}{2}\nabla_Y [X,Z]
\]

\[
= \frac{1}{4}[[X,Y],Z] + \frac{1}{4}([[[X,Y],Z] + [[Z,X],Y] + [[Y,Z],X])
\]

\[
= \frac{1}{4}[[X,Y],Z].
\]

Finally, to prove (iv), we use (i) to verify that

\[
\langle R(X,Y)X,Y \rangle = \frac{1}{4}\langle [[X,Y],X],Y \rangle
\]

\[
= -\frac{1}{4}\langle [X,[X,Y]],Y \rangle
\]

\[
= \frac{1}{4}\langle [X,Y],[X,Y] \rangle
\]

\[
= \frac{1}{4}\| [X,Y] \|^2.
\]

\[\square\]

**Theorem 2.20.** The Lie exponential map and the Riemannian exponential map at identity agree in Lie groups endowed with bi–invariant metrics. In particular, Lie exponential map of a compact Lie group is surjective.

**Proof.** Let $G$ be a Lie group endowed with a bi–invariant metric and $X \in \mathfrak{g}$. To prove that the exponential maps coincide, it suffices to prove that $\gamma : \mathbb{R} \to G$ given by $\gamma(t) = \exp(tX)$ is the geodesic with $\gamma(0) = e$ and $\gamma'(0) = X$. Indeed, $\gamma$ is the integral curve of the left–invariant vector field $X$ passing through $e \in G$ at $t = 0$, that is, $\gamma'(t) = X(\gamma(t))$ and $\gamma(0) = e$. Furthermore, from Proposition 2.19,

\[
\frac{D}{dt} \gamma' = \frac{D}{dt} X(\gamma(t))
\]

\[
= \nabla_{\gamma'} X
\]

\[
= \nabla_X X
\]

\[
= \frac{1}{2}[X,X]
\]

\[
= 0.
\]

Hence $\gamma$ is a geodesic. Therefore the Lie exponential map coincide with the Riemannian exponential map.

To prove the second assertion, if $G$ is compact, from Proposition 2.17, it admits a bi–invariant metric. Using that exponential maps coincide and that the Lie exponential map is defined for all $X \in \mathfrak{g}$, it follows from Hopf–Rinow Theorem 2.7 that $G$ is a complete Riemannian manifold. Therefore $\exp = \exp_e : T_e G \to G$ is surjective. \[\square\]

**Exercise 2.21.** Prove that $\text{SL}(2, \mathbb{R})$ does not admit a metric such that the Lie exponential map and the Riemannian exponential map coincide in $e$. For this, use the fact that $\exp$ is not surjective in $\text{SL}(2, \mathbb{R})$. 


In the next theorem we prove that each Lie group $G$ with bi–invariant metric is a symmetric space, i.e., for each $a \in G$ there exists an isometry $I^a$ that reverses geodesics through $a$ (see Remark 4.4).

**Theorem 2.22.** Let $G$ be a connected Lie group endowed with a bi–invariant metric. For each $a \in G$ define

$$I^a : G \ni g \mapsto ag^{-1}a \in G.$$ 

Then $I^a$ is an isometry that reverses geodesics through $a$. In other words, $I^a \in \text{Iso}(G)$ and if $\gamma$ is a geodesic with $\gamma(0) = a$, then $I^a(\gamma(t)) = \gamma(-t)$.

**Proof.** Since $I^e(g) = g^{-1}$, the map $d(I^e)_e : T_eG \to T_eG$ is the multiplication by $-1$, i.e., $d(I^e)_e = -\text{id}$. Hence it is an isometry of $T_eG$. Since $d(I^e)_a = d(R_{a^{-1}})_e \circ d(I^e)_e \circ d(L_{a^{-1}})_a$, for any $a \in G$, the map $d(I^e)_a : T_aG \to T_aG$ is also an isometry. Hence $I^e$ is an isometry. It clearly reverses geodesics through $e$, and since $I^a = R_aI^eR_a^{-1}$, it follows that $I^a$ is also an isometry that reverses geodesics through $a$. \hfill \Box

**Exercise 2.23.** Let $G$ be a compact Lie group with bi–invariant metric. Prove that each closed subgroup $H$ is a totally geodesic submanifold.

### 2.3. Killing form and semisimple Lie algebras

To continue our study of bi–invariant metrics we introduce the Killing form, named after the German mathematician Wilhelm Killing. Using it, we establish classic algebraic conditions under which a Lie group is compact. Equivalent definitions of semisimple Lie algebras are also discussed.

**Definition 2.24.** Let $G$ be a Lie group and $X, Y \in \mathfrak{g}$. The **Killing form** of $\mathfrak{g}$ (also said Killing form of $G$) is defined as the symmetric bilinear form given by

$$B(X, Y) = \text{tr} [\text{ad}(X)\text{ad}(Y)].$$

If $B$ is nondegenerate, $\mathfrak{g}$ is said to be semisimple.

We will see in Theorem 2.33 other equivalent definitions of semisimplicity for a Lie algebra. A Lie group $G$ is said to be semisimple if its Lie algebra $\mathfrak{g}$ is semisimple.

**Proposition 2.25.** The Killing form is Ad–invariant, i.e., $B(X, Y) = B(\text{Ad}(g)X, \text{Ad}(g)Y)$.

**Proof.** Let $\varphi : \mathfrak{g} \to \mathfrak{g}$ be a Lie algebra automorphism. Then

$$\text{ad}(\varphi(X))\varphi(Y) = \varphi \circ \text{ad}(X)Y.$$
Hence $\text{ad}(\varphi(X)) = \varphi \circ \text{ad}(X) \circ \varphi^{-1}$. Therefore
\[
B(\varphi(X), \varphi(Y)) = \text{tr}[\text{ad}(\varphi(X))\text{ad}(\varphi(Y))]
\]
\[
= \text{tr}[\varphi \cdot \text{ad}(X)\text{ad}(Y) \cdot \varphi^{-1}]
\]
\[
= \text{tr}[\text{ad}(X)\text{ad}(Y)]
\]
\[
= B(X, Y).
\]

Since $\text{Ad}(g)$ is a Lie algebra automorphism, the proof is complete.

\[\square\]

**Corollary 2.26.** Let $G$ be a semisimple Lie group with negative–definite Killing form $B$. Then $-B$ is a bi–invariant metric.

**Remark 2.27.** Let $G$ be a Lie group endowed with a bi–invariant metric. From Proposition 2.19, it follows that
\[
\text{Ric}(X, Y) = \text{tr} R(X, \cdot)Y
\]
\[
= \text{tr} \frac{1}{4}[X, \cdot], Y]
\]
\[
= -\frac{1}{4} \text{tr}[Y, [X, \cdot]]
\]
\[
= -\frac{1}{4} B(Y, X)
\]
\[
= -\frac{1}{4} B(X, Y).
\]

Hence $\text{Ric}(X, Y) = -\frac{1}{4} B(X, Y)$. Therefore, Ricci curvature of $G$ depends on the bi–invariant metric.

**Theorem 2.28.** Let $G$ be a $n$–dimensional semisimple connected Lie group. Then $G$ is compact if, and only if, its Killing form $B$ is negative–definite.

**Proof.** First, suppose that $B$ is negative–definite. From Corollary 2.26, $-B$ is a bi–invariant metric on $G$. Hence, Theorem 2.22 and Hopf–Rinow Theorem 2.7 imply that $(G, -B)$ is a complete Riemannian manifold whose Ricci curvature satisfies the equation in Remark 2.27. It follows from Bonnet–Myers Theorem 2.14 that $G$ is compact.

Conversely, suppose $G$ is compact. From Proposition 2.17, it admits a bi–invariant metric. Hence, using item (i) of Proposition 2.19 and Proposition 1.37, it follows that if $(e_1, \ldots, e_n)$ is an orthonormal basis of $\mathfrak{g}$, then
\[
B(X, X) = \text{tr}(\text{ad}(X) \cdot \text{ad}(X))
\]
\[
= \sum_{i=1}^{n} \langle \text{ad}(X)\text{ad}(X)e_i, e_i \rangle
\]
\[
= -\sum_{i=1}^{n} \langle \text{ad}(X)e_i, \text{ad}(X)e_i \rangle
\]
\[
= -\sum_{i=1}^{n} \|\text{ad}(X)e_i\|^2 \leq 0.
\]
Note that if there exists a $X \neq 0$ such that $\|\text{ad}(X)e_i\|^2 = 0$ for all $i$, then by definition of the Killing form, $B(Y, X) = 0$ for each $Y$. This would imply that $B$ is degenerate, contradicting the fact that $\mathfrak{g}$ is semisimple. Therefore, for each $X \neq 0$ we have $B(X, X) < 0$. Hence $B$ is negative-definite. □

The next result is an immediate consequence of Corollary 2.26, Remark 2.27 and Theorem 2.28.

**Corollary 2.29.** Let $G$ be a semisimple compact connected Lie group with Killing form $B$. Then $(G, -B)$ is an Einstein manifold.

We conclude this section with a discussion on equivalent definitions of semisimple Lie algebras.

Recall that a Lie subalgebra $\mathfrak{h}$ is an **ideal** of a Lie algebra $\mathfrak{g}$ if $[X, Y] \in \mathfrak{h}$, for all $X \in \mathfrak{h}, Y \in \mathfrak{g}$. If an ideal $\mathfrak{h}$ has no ideals other than the trivial, $\{0\}$, and $\mathfrak{h}$, it is called **simple**. Following the usual convention, by **simple Lie algebras** we mean Lie subalgebras that are noncommutative simple ideals. We stress that simple ideals, which may be commutative (i.e., 1-dimensional ideals), will not be called **Lie algebras**, but simply referred to as **simple ideals**.

Given a Lie algebra $\mathfrak{g}$, consider the decreasing sequence of ideals

$$\mathfrak{g}^{(1)} = [\mathfrak{g}, \mathfrak{g}], \mathfrak{g}^{(2)} = [\mathfrak{g}^{(1)}, \mathfrak{g}^{(1)}], \ldots, \mathfrak{g}^{(k)} = [\mathfrak{g}^{(k-1)}, \mathfrak{g}^{(k-1)}].$$

If there exists a positive integer $m$ such that $\mathfrak{g}^{(m)} = \{0\}$, then $\mathfrak{g}$ is said to be **solvable**.

**Example 2.30.** Consider the ideal of all $n \times n$ matrices $(a_{ij})$ over $K = \mathbb{R}$ or $K = \mathbb{C}$, with $a_{ij} = 0$ if $i > j$. One can easily verify that this is a solvable Lie algebra. Other trivial examples are nilpotent Lie algebras.

It is also possible to prove that every Lie algebra admits a maximal solvable ideal $\tau$, called its **radical**. We recall some results whose proof can be found in Ise and Takeuchi [47].

**Proposition 2.31.** The following hold.

(i) If $\mathfrak{h}$ is an ideal of $\mathfrak{g}$, then the Killing form $B_\mathfrak{h}$ of $\mathfrak{h}$ satisfies $B(X, Y) = B_\mathfrak{h}(X, Y)$, for all $X, Y \in \mathfrak{h}$;

(ii) If $\mathfrak{g} = \mathfrak{g}_1 \oplus \mathfrak{g}_2$ is direct sum of ideals, then $\mathfrak{g}_1$ is orthogonal to $\mathfrak{g}_2$ with respect to $B$. Thus $B$ is the sum of the Killing forms $B_1$ and $B_2$ of $\mathfrak{g}_1$ and $\mathfrak{g}_2$, respectively.

**Cartan Theorem 2.32.** A Lie algebra $\mathfrak{g}$ is solvable if and only if $B(\mathfrak{g}, \mathfrak{g}^{(1)}) = \{0\}$. In particular, if $B$ vanishes identically, then $\mathfrak{g}$ is solvable.

We are now ready to present a theorem that gives equivalent definitions of semisimple Lie algebras.
Theorem 2.33. Let \( \mathfrak{g} \) be a Lie algebra with Killing form \( B \). Then the following are equivalent.

(i) \( \mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n \) is the direct sum of simple Lie algebras \( \mathfrak{g}_i \) (i.e., noncommutative simple ideals);

(ii) \( \mathfrak{g} \) has trivial radical \( \tau = \{0\} \);

(iii) \( \mathfrak{g} \) has no commutative ideal other than \( \{0\} \);

(iv) \( B \) is nondegenerate, i.e., \( \mathfrak{g} \) is semisimple.

Before proving this theorem, we present two important properties of semisimple Lie algebras.

Remark 2.34. If the Lie algebra \( \mathfrak{g} \) is the direct sum of noncommutative simple ideals \( \mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n \), then \( [\mathfrak{g}, \mathfrak{g}] = \mathfrak{g} \).

Indeed, on the one hand, if \( i \neq j \), \( [\mathfrak{g}_i, \mathfrak{g}_j] = \{0\} \), since \( \mathfrak{g}_i \) and \( \mathfrak{g}_j \) are ideals. On the other hand, \( [\mathfrak{g}_i, \mathfrak{g}_k] = \mathfrak{g}_i \), since \( \mathfrak{g}_i \oplus \mathfrak{g}_k \) is an ideal and \( \mathfrak{g}_i \) is a noncommutative simple ideal.

Remark 2.35. If \( \mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n \) is the direct sum of simple Lie algebras, then this decomposition is unique up to permutations.

Indeed, consider another decomposition \( \mathfrak{g} = \tilde{\mathfrak{g}}_1 \oplus \cdots \oplus \tilde{\mathfrak{g}}_m \) and let \( \tilde{X} = \sum_i X_i \), where \( X_i \in \tilde{g}_i \). Since \( \tilde{g}_i \) is a noncommutative simple ideal, for each \( i \) such that \( X_i \neq 0 \), there exists \( V_i \in \tilde{g}_i \), different from \( X_i \), such that \( [V_i, X_i] \neq 0 \). Hence \( [\tilde{X}, V_i] \neq 0 \) is a vector that belongs to both \( \tilde{g}_i \) and \( \tilde{g}_k \). Therefore, the ideal \( \tilde{g}_i \cap \tilde{g}_k \) is different from \( \{0\} \). Since \( \tilde{g}_i \) and \( \tilde{g}_k \) are simple ideals, it follows that \( \tilde{g}_i = \tilde{g}_i \cap \tilde{g}_k = \tilde{g}_k \).

We now give a proof of Theorem 2.33, based on Ise and Takeuchi [47].

Proof. We proceed proving the equivalences (i) \( \iff \) (ii), (i) \( \iff \) (iii) and (i) \( \iff \) (iv) one by one.

(i) \( \iff \) (ii). Assume that \( \mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n \) is the direct sum of noncommutative simple ideals. Let \( \tau_i : \mathfrak{g} \rightarrow \mathfrak{g}_i \) denote the projection onto each factor and note that \( \tau_i \) is a Lie algebra homomorphism. Thus, the projection \( \tau_i = \pi_i(\tau) \) is a solvable ideal of \( \mathfrak{g}_i \). Since \( \mathfrak{g}_i \) is simple, then either \( \tau_i \) is equal to \( \{0\} \) or to \( \mathfrak{g}_i \). However, the solvable ideal \( \tau_i \) cannot be equal to \( \mathfrak{g}_i \), since \( \mathfrak{g}_i = [\mathfrak{g}_i, \mathfrak{g}_i] \) (see Remark 2.34). Therefore, \( \tau_i = \{0\} \). Hence \( \tau = 0 \).

Conversely, assume that \( \tau = \{0\} \). For any ideal \( \mathfrak{h} \) of \( \mathfrak{g} \), set \( \mathfrak{h}_\perp = \{X \in \mathfrak{g} : B(X, \mathfrak{h}) = 0\} \). Note that \( \mathfrak{h}_\perp \) and \( \mathfrak{h}_\perp \cap \mathfrak{h} \) are ideals, and \( B \) restricted to \( \mathfrak{h}_\perp \cap \mathfrak{h} \) vanishes identically. It then follows from Proposition 2.31 and the Cartan Theorem 2.32 that \( \mathfrak{h}_\perp \cap \mathfrak{h} \) is solvable. Since the radical is trivial, we conclude that \( \mathfrak{h}_\perp \cap \mathfrak{h} = \{0\} \). Therefore \( \mathfrak{g} = \mathfrak{h} \oplus \mathfrak{h}_\perp \). Being \( \mathfrak{g} \) finite–dimensional, by induction, \( \mathfrak{g} \) is the direct sum of simple ideals. Moreover, the fact that \( \tau = \{0\} \) implies that each simple ideal is noncommutative.
(i) ⇔ (iii). Suppose that there exists a nontrivial commutative ideal \( \mathfrak{a} \). Then, the radical must contain \( \mathfrak{a} \), hence it is nontrivial. It then follows from (i) ⇔ (ii) that \( \mathfrak{g} \) is not a direct sum of noncommutative simple ideals.

Conversely, assume that \( \mathfrak{g} \) is not a direct sum of noncommutative simple ideals. Then, from (i) ⇔ (ii), the radical \( \tau \) is nontrivial, and there exists a positive integer \( m \) such that \( \tau^{(m-1)} \neq \{0\} \). Set \( \mathfrak{a} = \tau^{(m-1)} \) and note that \( \mathfrak{a} \) is a nontrivial commutative ideal.

(i) ⇔ (iv). Assume that \( \mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n \) is the direct sum of noncommutative simple ideals. From Proposition 2.31, it suffices to prove that \( B|_{\mathfrak{g}_i} \) is nondegenerate for each \( i \). Consider a fixed \( i \) and let

\[
\mathfrak{h} = \{ X \in \mathfrak{g}_i : B(X, \mathfrak{g}_i) = 0 \}.
\]

Note that \( \mathfrak{h} \) is an ideal of \( \mathfrak{g}_i \). Since \( \mathfrak{g}_i \) is a simple ideal, either \( \mathfrak{h} = \mathfrak{g}_i \) or \( \mathfrak{h} = \{0\} \). If \( \mathfrak{h} = \mathfrak{g}_i \), then the Cartan Theorem 2.32 implies that \( \mathfrak{g}_i \) is solvable, contradicting the fact that \( [\mathfrak{g}_i, \mathfrak{g}_i] = \mathfrak{g}_i \). Therefore \( \mathfrak{h} = \{0\} \), hence \( B|_{\mathfrak{g}_i} \) is nondegenerate.

Conversely, assume that \( B \) is nondegenerate. From the last equivalence, it suffices to prove that \( \mathfrak{g} \) has no commutative ideals other than \( \{0\} \). Let \( \mathfrak{a} \) be a commutative ideal of \( \mathfrak{g} \). For each \( X \in \mathfrak{a} \) and \( Y \in \mathfrak{g} \) we have \( \text{ad}(X)\text{ad}(Y)(\mathfrak{g}) \subset \mathfrak{a} \). Therefore \( B(X, Y) = \text{tr}[\text{ad}(X)\text{ad}(Y)]|_{\mathfrak{a}} \). On the other hand, since \( \mathfrak{a} \) is commutative, \( \text{ad}(X)\text{ad}(Y)|_{\mathfrak{a}} = 0 \). Therefore \( B(X, Y) = 0 \) for each \( X \in \mathfrak{a} \) and \( Y \in \mathfrak{g} \). Since \( B \) is nondegenerate, it follows that \( \mathfrak{a} = \{0\} \). □

2.4. Splitting Lie groups with bi–invariant metrics

In Proposition 2.17 we proved that each compact Lie group admits a bi–invariant metric. In this section we will prove that the only simply connected Lie groups that admit bi–invariant metrics are products of compact Lie groups with vector spaces. We also see that if the Lie algebra of a compact Lie group \( G \) is simple, then the bi–invariant metric on \( G \) is unique up to multiplication by constants.

**Theorem 2.36.** Let \( \mathfrak{g} \) be a Lie algebra endowed with a bi–invariant metric. Then

\[
\mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n
\]

is the direct orthogonal sum of simple ideals \( \mathfrak{g}_i \).

In addition, let \( \hat{G} \) be the connected and simply connected Lie group with Lie algebra isomorphic to \( \mathfrak{g} \). Then \( \hat{G} \) is isomorphic to the product of normal Lie subgroups

\[
G_1 \times \cdots \times G_n,
\]

such that \( G_i = \mathbb{R} \) if \( \mathfrak{g}_i \) is commutative and \( G_i \) is compact if \( \mathfrak{g}_i \) is noncommutative\(^3\).

\(^3\)For each \( i \), \( \mathfrak{g}_i \) denotes the Lie algebra of the normal subgroup \( G_i \).
Proof. In order to verify that \( \mathfrak{g} \) is direct orthogonal sum of simple ideals, it suffices to prove that if \( \mathfrak{h} \) is an ideal, then \( \mathfrak{h}^\perp \) is also an ideal. Let \( X \in \mathfrak{h}^\perp, \ Y \in \mathfrak{g} \) and \( Z \in \mathfrak{h} \). Then, using Proposition 2.19, it follows that

\[
\langle [X, Y], Z \rangle = -\langle [Y, X], Z \rangle = \langle X, [Y, Z] \rangle = 0.
\]

Hence \( [X, Y] \in \mathfrak{h}^\perp \), and this proves the first assertion.

In addition, from Lie’s Third Theorem 1.12, given \( \mathfrak{g}_i \), there exists a unique connected and simply connected Lie group \( G_i \) with Lie algebra isomorphic to \( \mathfrak{g}_i \). Hence \( G_1 \times \cdots \times G_n \) is a connected and simply connected Lie group, with Lie algebra \( \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n = \mathfrak{g} \). From uniqueness in Lie’s Third Theorem, it follows that \( G_1 \times \cdots \times G_n = \tilde{G} \).

Moreover, if \( \mathfrak{g}_i \) is commutative and simple, then \( \mathfrak{g}_i = \mathbb{R} \). Hence, since \( G_i \) is connected and simply connected, \( G_i \simeq \mathbb{R} \). Else, if \( \mathfrak{g}_i \) is noncommutative, we observe that there does not exist \( X \in \mathfrak{g}_i, X \neq 0 \) such that \( [X, Y] = 0 \), for all \( Y \in \mathfrak{g}_i \). Indeed, if there existed such \( X \), then \( \{RX\} \subset \mathfrak{g}_i \) would be a nontrivial ideal. From the proof of Theorem 2.28, the Killing form of \( \mathfrak{g}_i \) is negative–definite, and from the same theorem, \( G_i \) is compact.

Finally, to verify that \( G_i \) is a normal subgroup, let \( X \in \mathfrak{g}_i \), and \( Y \in \mathfrak{g} \). Then \( [X, Y] \in \mathfrak{g}_i \), and from (1.3.7),

\[
\text{Ad}(\exp(Y))X = \exp(\text{ad}(Y))X = \sum_{k=0}^{\infty} \frac{\text{ad}(Y)^k}{k!} X \in \mathfrak{g}_i.
\]

On the other hand, from (1.3.4),

\[
\exp(Y) \exp(X) \exp(Y)^{-1} = \exp(\text{Ad}(\exp(Y))X),
\]

and hence \( \exp(Y) \exp(X) \exp(Y)^{-1} \in G_i \). From Proposition 1.20, \( G_i \) is normal.

The theorem above and Remark 2.34 imply the next corollary.

**Corollary 2.37.** Let \( \mathfrak{g} \) be a Lie algebra with a bi–invariant metric. Then \( \mathfrak{g} = Z(\mathfrak{g}) \oplus \tilde{\mathfrak{g}} \) is the direct sum of ideals, where \( \tilde{\mathfrak{g}} \) is a semisimple Lie algebra. In particular \([\tilde{\mathfrak{g}}, \tilde{\mathfrak{g}}] = \tilde{\mathfrak{g}}\).

**Proposition 2.38.** Let \( G \) be a compact simple Lie group with Killing form \( B \) and bi–invariant metric \( \langle \cdot, \cdot \rangle \). Then the bi–invariant metric is unique up to multiplication by constants. In addition \( (G, \langle \cdot, \cdot \rangle) \) is an Einstein manifold, i.e., there exists \( \lambda \in \mathbb{R} \) such that

\[
\text{Ric}(X, Y) = \lambda \langle X, Y \rangle.
\]
Proof. Let \((\cdot, \cdot)\) be another bi–invariant metric on \(G\). Then there exists a symmetric positive–definite matrix \(A\), such that \((X, Y) = \langle AX, Y \rangle\).

We claim that \(A\text{ad}(X) = \text{ad}(X)A\). Indeed,

\[
\langle A\text{ad}(X)Y, Z \rangle = (\text{ad}(X)Y, Z) = -(Y, \text{ad}(X)Z) = -\langle AY, \text{ad}(X)Z \rangle = \langle \text{ad}(X)AY, Z \rangle.
\]

Furthermore, eigenspaces of \(A\) are \(\text{ad}(X)\)-invariant, that is, they are ideals. In fact, let \(Y \in \mathfrak{g}\) be an eigenvector of \(A\) associated to an eigenvalue \(\mu\). Then

\[
A\text{ad}(X)Y = \text{ad}(X)AY = \mu\text{ad}(X)Y.
\]

Since \(\mathfrak{g}\) is simple, it follows that \(A = \mu \text{id}\), hence \((X, Y) = \mu \langle X, Y \rangle\), for all \(X, Y \in \mathfrak{g}\).

Since \(G\) is compact, it follows from Theorem 2.28 and Corollary 2.26 that \(-B\) is a bi–invariant metric. Hence there exists \(\lambda\) such that \(-B(X, Y) = 4\lambda\langle X, Y \rangle\). Therefore, from Remark 2.27, \(G\) is Einstein,

\[
\text{Ric}(X, Y) = -\frac{1}{4}B(X, Y) = \frac{1}{4}4\lambda\langle X, Y \rangle = \lambda\langle X, Y \rangle.
\]

\(\square\)

Exercise 2.39. Let \(G\) be a compact semisimple Lie group with Lie algebra \(\mathfrak{g} = \mathfrak{g}_1 \oplus \cdots \oplus \mathfrak{g}_n\) given by the direct sum of noncommutative simple ideals. Consider \((\cdot, \cdot)\) a bi–invariant metric on \(G\). Prove that there exist real numbers \(\lambda_j\) such that

\[
(\cdot, \cdot) = \sum_j -\lambda_j B_j(\cdot, \cdot),
\]

where \(B_j = B|_{\mathfrak{g}_j}\) is the restriction of the Killing form to \(\mathfrak{g}_j\).

Exercise 2.40. In order to compute the Killing form \(B\) of \(\text{SU}(n)\), recall that its Lie algebra is

\[
\mathfrak{su}(n) = \{A \in \mathfrak{gl}(n, \mathbb{C}) : A^* + A = 0, \text{tr} A = 0\}
\]

(see Exercise 1.46). Consider special diagonalizable matrices in \(\mathfrak{su}(n)\),

\[
X = \begin{bmatrix} i\theta_1 & \cdots & \cdots & i\theta_n \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} i \zeta_1 & \cdots & \cdots & i \zeta_n \end{bmatrix}.
\]
Use the fact that $\text{tr } X = \text{tr } Y = 0$, hence $\sum_{i=1}^{n} \theta_i = \sum_{i=1}^{n} \zeta_i = 0$, and Exercise 1.38 to verify that $B$ calculated in $X$ and $Y$ gives

$$B(X, Y) = \text{tr } (\text{ad}(X)\text{ad}(Y)) = -2n \sum_{i=1}^{n} \theta_i \zeta_i.$$ 

From Exercise 2.18, the inner product $\langle X, Y \rangle = \text{Re tr}(XY^*)$ in $T_e SU(n)$ can be extended to a bi–invariant metric $\langle \cdot, \cdot \rangle$. Since $SU(n)$ is simple, from Proposition 2.38, there exists a constant $c \in \mathbb{R}$ such that $B(\cdot, \cdot) = c \langle \cdot, \cdot \rangle$. Conclude that $c = -2n$ and that the Killing form of $SU(n)$ is

$$B(Z, W) = -2n \text{tr}(ZW^*), \ \forall Z, W \in \mathfrak{su}(n).$$
CHAPTER 3

Proper and isometric actions

In this chapter we present a concise introduction to the theory of proper and isometric actions. Further references on the content of this chapter are Palais and Terng [74], Duistermaat and Kolk [31], Kawakubo [50], Pedrosa [5, Part I] and Spindola [80].

3.1. Proper actions and fiber bundles

Definition 3.1. Let $G$ be a Lie group and $M$ a smooth manifold. A smooth map $\mu : G \times M \to M$ is called a left action of $G$ on $M$ if

(i) $\mu(e, x) = x$, for all $x \in M$;
(ii) $\mu(g_1, \mu(g_2, x)) = \mu(g_1 g_2, x)$, for all $g_1, g_2 \in G, x \in M$.

Right actions of $G$ on $M$ are analogously defined.

The simplest examples of actions are seen in linear algebra courses, for instance $\text{GL}(n, \mathbb{R})$ acting on $\mathbb{R}^n$ by multiplication. An important example is the adjoint action of a Lie group $G$ on its Lie algebra $\mathfrak{g}$, given by the adjoint representation

$$\text{Ad} : G \times \mathfrak{g} \ni (g, X) \longmapsto \text{Ad}(g)X \in \mathfrak{g}.$$ 

This particular action will be studied in detail in Chapter 4. Other typical examples are actions of a Lie subgroup $H \subset G$ on $G$ by left multiplication or conjugation.

Definition 3.2. Let $\mu : G \times M \to M$ be a left action and $x \in M$. The subgroup $G_x = \{g \in G : \mu(g, x) = x\}$ is called isotropy group or stabilizer of $x \in M$ and $G(x) = \{\mu(g, x) : g \in G\}$ is called the orbit of $x \in M$.

In addition, if $\bigcap_{x \in M} G_x = \{e\}$, the action is said to be effective and if $G_x = \{e\}$, for all $x \in M$, it is said to be free. Finally, if given $x, y \in M$ there exists $g \in G$ with $\mu(g, x) = y$, $\mu$ is said to be transitive.

Remark 3.3. Every action can be reduced to an effective action. This is done taking the quotient of the group $G$ by the normal group $\bigcap_{x \in M} G_x$, that corresponds to the kernel of the action.

If $G(x)$ and $G(y)$ have nontrivial intersection, then they coincide. Hence, orbits of an action of $G$ on $M$ constitute a partition of $M$ and one can consider the quotient space $M/G$, called the orbit space.

Exercise 3.4. Let $\mu : G \times M \to M$ be any left action. Prove that $G_{\mu(g, x)} = gG_xg^{-1}$. 

Given a smooth action, we can associate to each element of $g$ a vector field on $M$.

**Proposition 3.5.** Consider a smooth action $\mu : G \times M \to M$.

(i) Each $\xi \in g$ induces a smooth vector field on $M$ by

$$X^\xi(p) = \frac{d}{dt}\mu(\exp(t\xi), p)\big|_{t=0};$$

(ii) The flow $\varphi^X_t(\cdot)$ of $X^\xi$ is given by $\mu(\exp(t\xi), \cdot)$.

**Proof.** Define

$$\sigma^\xi : M \to TG \times TM$$

$$p \mapsto (\xi, 0_p).$$

Note that $d\mu \circ \sigma^\xi$ is smooth. Item (i) follows from

$$d\mu \circ \sigma^\xi = \left. \frac{d}{dt}\mu(\exp(t\xi), p) \right|_{t=0} = \left. \frac{d}{dt}\mu(\exp(t\xi), p) \right|_{t=0} = X^\xi(p).$$

In order to prove (ii), for each $p \in M$ set $\alpha_p(t) = \mu(\exp(t\xi), p)$. Then $\alpha_p(0) = p$ and

$$\frac{d}{dt}\alpha_p(t_0) = \left. \frac{d}{ds}\alpha(s + t_0) \right|_{s=0} = \left. \frac{d}{ds}\mu(\exp(s\xi) \cdot \exp(t_0\xi), p) \right|_{s=0} = X^\xi(\mu(\exp(t_0X), p)) = X^\xi(\alpha_p(t_0)).$$

□

**Remark 3.6.** The association $g \ni \xi \mapsto X^\xi \in \mathfrak{X}(M)$ defined in item (ii) is a Lie anti–homomorphism.

**Remark 3.7.** As we will see in Proposition 3.24, each orbit $G(p)$ is an immersed submanifold. Moreover, for each $V \in T_pG(p)$ there is a vector field $X^\xi$ such that $X^\xi(p) = V$. Assuming this fact, it follows that the partition $\mathcal{F} = \{G(p)\}_{p \in M}$ by orbits of an action is a foliation, provided that all orbits have the same dimension (see Definition A.15). More generally, without this dimensional assumption, $\mathcal{F}$ is a singular foliation (see Definition 5.1).

**Remark 3.8.** Vector fields induced by an action play an important role in the study of equations of Lie type. As a reference for this subject we indicate Bryant [19].

**Exercise 3.9.** Consider the action $\mu : SO(3) \times \mathbb{R}^3 \to \mathbb{R}^3$ by multiplication.
(i) Determine the isotropy groups and orbits of \( \mu \);
(ii) Verify that if \( \xi \in so(3) \), then \( \xi(p) = \xi \times p \);
(iii) Consider \( A_\xi \) defined in Exercise 1.8. Verify that \( e^{tA_\xi} \) is a rotation on the axis \( \xi \) with angular velocity \( \|\xi\| \).

In the sequel we will need the next technical result.

**Proposition 3.10.** The following hold.

(i) Let \( \mu : G \times M \to M \) be a left action, and set \( \mu_x(\cdot) = \mu(\cdot, x) \). Then
\[ \ker(d\mu_x)_{g_0} = T_{g_0}g_0G_x; \]
(ii) Let \( \mu : M \times G \to M \) be a right action, and set \( \mu_x(\cdot) = \mu(x, \cdot) \). Then
\[ \ker(d\mu_x)_{g_0} = T_{g_0}G_xg_0. \]

**Definition 3.11.** An action \( \mu : G \times M \to M \) is proper if the map \( G \times M \ni (g, x) \mapsto (\mu(g, x), x) \in M \times M \) is proper. That is, preimage of any compact set is compact.

It follows directly from the definition that each isotropy group of a proper action is compact.

**Proposition 3.12.** An action \( \mu : G \times M \to M \) is proper if, and only if, the following property is satisfied. Let \( \{g_n\} \) be any sequence in \( G \) and \( \{x_n\} \) be a convergent sequence in \( M \), such that \( \{\mu(g_n, x_n)\} \) also converges. Then \( \{g_n\} \) admits a convergent subsequence.

In particular, the action of compact groups is always proper.

**Exercise 3.13.** Let \( H \) be a closed subgroup of the Lie group \( G \). Prove that \( G \times H \ni (g, h) \mapsto gh \in G \) is a free proper right action.

**Exercise 3.14.** An action \( G \times M \to M \) is called properly discontinuous if for all \( x \in M \) there exists a neighborhood \( U \ni x \) such that for all \( g \in G, g \neq e \), then \( gU \cap U = \emptyset \). Let \( G \) be a discrete group that acts on a manifold \( M \). Prove that this action is properly discontinuous if and only if it is free and proper.

Proper actions are closely related to principal fiber bundles. Before we describe this relation, we recall some definitions.

**Definition 3.15.** Let \( E, B \) and \( F \) be manifolds and \( G \) a Lie group. Assume that \( G \times F \to F \) is an effective left action and \( \pi : E \to B \) a smooth submersion. Suppose that \( B \) admits an open covering \( \{U_\alpha\} \) and that there exist diffeomorphisms \( \psi_\alpha : U_\alpha \times F \to \pi^{-1}(U_\alpha) \) satisfying the following properties:

(i) \( \pi \circ \psi_\alpha = \pi_1 \) where \( \pi_1(b, f) = b \);
(ii) if \( U_\alpha \cap U_\beta \neq \emptyset \) then \( \psi_\beta^{-1} \circ \psi_\alpha(b, f) = (b, \theta_{\alpha, \beta}(b)f) \), where \( \theta_{\alpha, \beta}(b) \in G \) and \( \theta_{\alpha, \beta} : U_\alpha \cap U_\beta \to G \) is smooth.
Then the 7–uple \((E, \pi, B, F, G, U_\alpha, \psi_\alpha)\) is called a *coordinate bundle*. Coordinate bundles \((E, \pi, B, F, G, U_\alpha, \psi_\alpha)\) and \((E, \pi, B, F, G, V_\beta, \phi_\beta)\) are equivalent if \(\phi_\beta^{-1} \circ \psi_\alpha(b, f) = (b, \tilde{\theta}_{\alpha,\beta}(f))\), where \(\tilde{\theta}_{\alpha,\beta}: U_\alpha \cap V_\beta \rightarrow G\) is smooth. An equivalence class of coordinate bundles, denoted \((E, \pi, B, F, G)\), is called a *fiber bundle*. \(E\) is called the *total space*, \(\pi\) is the *projection*, \(B\) is the *base space*, \(F\) is the *fiber* and \(G\) is the *structure group*. For each \(b \in B\), \(\pi^{-1}(b)\) is called the *fiber over* \(b\) and is often denoted \(E_b\). Furthermore, \(\psi_\alpha\) are called *coordinate functions* and \(\theta_{\alpha,\beta}\) the *transition function*. Fiber bundles are usually denoted only by its total space \(E\) if the underlying structure is evident from the context.

**Remark 3.16.** Roughly speaking, the total space \(E\) can be reconstructed *gluing* trivial products \(U_\alpha \times F\) according to transition functions \(\theta_{\alpha,\beta}\). More precisely, consider the disjoint union \(\bigsqcup U_\alpha \times F\). Whenever \(x \in U_\alpha \cap U_\beta\), identify \((x, f) \in U_\alpha \times F\) with \((x, \theta_{\alpha,\beta}(f)) \in U_\beta \times F\). Then, the quotient space \(\bigsqcup U_\alpha \times F/ \sim\) corresponds to \(E\) and the projection on the first factor to the bundle’s projection.

In previous chapters we have already seen an example of fiber bundle, the tangent bundle \(TM\) of a manifold \(M\). This is a particular example of a special class of fiber bundles called *vector bundles*. Vector bundles are fiber bundles with fiber \(\mathbb{R}^n\) and structure group \(GL(n, \mathbb{R})\).

Another example of fiber bundle that was previously presented is \((\tilde{M}, \rho, M, F, F)\), where \(\tilde{M}\) denotes the universal covering of a manifold \(M\), \(\rho\) the associated covering map and \(F\) a discrete group isomorphic to the fundamental group \(\pi_1(M)\). This is a particular example of an important class of bundles called principal bundles. A fiber bundle \((P, \rho, B, F, G)\) is a principal fiber bundle if \(F = G\) and \(G\) acts on itself by left translations. Principal fiber bundles are also called principal \(G\)–bundles or simply principal bundles.

**Example 3.17.** Important examples of principal fiber bundles are frame bundles. The frame bundle of a manifold \(M\) is given by

\[
B(TM) = \bigcup_{x \in M} B(T_xM),
\]

where \(B(T_xM)\) denotes the set of all frames (ordered bases) of the vector space \(T_xM\). It is easy to see that \(B(T_xM)\) is diffeomorphic to \(GL(n, \mathbb{R})\). Then \((B(TM), \rho, M, GL(n, \mathbb{R}))\) is a principal bundle, where \(\rho: B(TM) \rightarrow M\) is the *footpoint projection*.

**Proposition 3.18.** Principal fiber bundles \((P, \rho, B, G)\) have an underlying free proper right action \(\mu: P \times G \rightarrow P\). Moreover, orbits of this action are fibers of the fiber bundle.

\[\text{This means that if } \xi_x \text{ is a frame of } T_xM, \text{ then } \rho(\xi_x) = x.\]
Proof. Consider coordinate functions $\psi_\alpha : U_\alpha \times G \to \rho^{-1}(U_\alpha)$ and define

$$\mu(x, g) = \psi_\alpha(\psi_\alpha^{-1}(x) \cdot g),$$

where $(b, f) \cdot g = (b, f \cdot g)$, for all $b \in B, f, g \in G$. Let us first check that this action is well-defined, i.e., the definition does not depend on the choice of $\psi_\alpha$. This follows from the fact that the structure group acts on the left and the action defined above is a right action. In fact,

$$\psi_\alpha(\psi_\alpha^{-1}(x) \cdot g) = \psi_\alpha(b, f g) = \psi_\beta((b, \theta_{\alpha, \beta}(b) f) \cdot g) = \psi_\beta(\psi_\beta^{-1}(x) \cdot g).$$

The definition of $\mu$ and Exercise 3.13 imply that $\mu$ is a free proper right action. The observation that its orbits coincide with fibers is immediate from the definition of $\mu$. \qed

The next theorem provides a converse and a way of constructing principal bundles.

**Theorem 3.19.** Let $\mu : M \times G \to M$ be a proper free right action. Then $M/G$ admits a smooth structure such that $(M, \rho, M/G, G)$ is a principal fiber bundle, where $\rho : M \to M/G$ is the canonical projection.

**Remark 3.20.** The smooth structure on $M/G$ has the following properties that guarantee its uniqueness:

(i) $\rho : M \to M/G$ is smooth;

(ii) For any manifold $N$ and any map $h : M/G \to N$, $h$ is smooth if and only if $h \circ \rho$ is smooth.

**Proof.** We will only sketch the main parts of this proof.

The first is to find trivializations\(^2\) of the desired fiber bundle. Given an orbit $G(x)$, consider a transversal manifold $S$ to $G(x)$, so that $\dim S = \text{codim } G(x)$. Define $\varphi : S \times G \to M$ by $\varphi(s, g) = \mu(s, g)$.

**Claim 1.** Up to reducing $S$, there exists a $G$–invariant neighborhood $U$ of $G(x)$ such that $\varphi : S \times G \to U$ is a diffeomorphism and $\varphi(s, ga) = \mu(\varphi(s, g), a)$.

In order to prove this first claim, one must prove first that $\varphi$ is a local diffeomorphism in a neighborhood of $S$, up to reducing $S$. This can be done using that the action is free and Proposition 3.10. Then, it follows from

$$d\varphi_{(s, g)}(X, dR_g Y) = d(\mu^g)_s \circ d\varphi_{(s, e)}(X, Y),$$

\(^2\)That is, a diffeomorphism between each neighborhood on $M$ and a product space.
where $\mu^g(\cdot) = \mu(\cdot, g)$, that $\varphi$ is a local diffeomorphism around each point of $S \times G$. Since the action is proper, $\varphi$ is injective and this concludes the proof of this first assertion. Note that $\varphi$ is not a coordinate function, since $S$ is contained in $M$ and not in $M/G$.

The next part of the proof is to identify $S$ with an open subset of $M/G$. To this aim, we recall basic topology facts. Firstly, the projection $\rho : M \to M/G$ is continuous if $M/G$ has the quotient topology. It is possible to prove that $M/G$ is Hausdorff if the action is proper, and that $\rho : M \to M/G$ is an open map. These considerations and Claim 1 prove the following.

**Claim 2.** $\rho(S)$ is an open subset of $M/G$ and $\rho|_S : S \to \rho(S)$ is a homeomorphism.

We are now ready to give an atlas of $M/G$ and coordinate functions of $(M, \rho, M/G, G)$.

**Claim 3.** Consider submanifolds $S_1$ and $S_2$ transversal to two different orbits, with $W = \rho(S_1) \cap \rho(S_2) \neq \emptyset$. Set $\rho_i = \rho|_{S_i} : S_i \to \rho(S_i)$ and $V_i = (\rho_i)^{-1}(W)$. Then

(i) $(\rho_1)^{-1} \circ \rho_2 : V_2 \to V_1$ is a diffeomorphism.

(ii) $(\psi_2)^{-1} \circ \psi_1(b, g) = (b, \theta(b)g)$, where $\psi_i : \rho(S_i) \times G \to \rho^{-1}(\rho(S_i))$ is given by $\psi_i(b, g) = \varphi_i(\rho_i^{-1}(b), g)$ and $b \in W$.

In order to prove this last claim, note that $\varphi_2^{-1}(V_1) = \{(s, \tilde{\theta}(s)) : s \in V_2\}$. This implies that $\tilde{\theta}$ is smooth. Therefore $(\rho_1)^{-1} \circ \rho_2(s) = \mu(s, \tilde{\theta}(s))$ is smooth and this proves (i).

As for (ii), the map $\theta$ is defined by $\theta(b) = \tilde{\theta}(\rho_2^{-1}(b))$. □

**Corollary 3.21.** Let $G$ be a Lie group and $H \subset G$ a closed subgroup acting by right multiplication on $G$. Then $G/H$ is a manifold and $(G, \rho, G/H, H)$ is a principal fiber bundle, where $\rho : G \to G/H$ denotes the canonical projection. In addition, if $H$ is a normal subgroup then $G/H$ is a Lie group and $\rho$ is a Lie group homomorphism.

**Proof.** The first part of the thesis follows directly from Theorem 3.19 and Exercise 3.13.

To prove that $G/H$ is a Lie group when $H$ is a normal subgroup, define

$$\alpha : G \times G \ni (a, b) \mapsto ab^{-1} \in G$$

$$\tilde{\alpha} : G/H \times G/H \ni (aH, bH) \mapsto ab^{-1}H \in G/H.$$ 

Note that $\tilde{\alpha}$ is well-defined since $H$ is normal. The fact that $\rho : G \to G/H$ is a projection of a bundle and $\rho \circ \alpha = \tilde{\alpha} \circ (\rho \times \rho)$ imply that $\tilde{\alpha}$ is smooth. Therefore $G/H$ is a Lie group. □

---

3In this topology, a subset $U \subset M/G$ is open if $\rho^{-1}(U)$ is open.
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Exercise 3.22. Let $G$ be a Lie group and consider $\rho : \tilde{G} \to G$ its universal covering. Prove that

(i) $H = \rho^{-1}(e)$ is a normal discrete closed subgroup, and $gh = hg$, for all $h \in H, g \in G$;

(ii) $G$ is isomorphic to $\tilde{G}/H$;

(iii) $\pi_1(G)$ is abelian.

Exercise 3.23. Prove that $SU(2)$ is the universal covering of $SO(3)$, using the following items. Recall that $S^3 \subset \mathbb{H}$ is isomorphic to $SU(2)$ (see Exercise 1.45).

(i) Let $g \in S^3, \theta \in \mathbb{R}$ and $u \in S^2$ be such that $g = \cos \theta + \sin \theta u$. Define $T_g(v) = gvg^{-1}$ for all $v \in \mathbb{R}^3$. Prove that $T_g$ is a linear (orthogonal) transformation of $\mathbb{R}^3$ and $T_g = e^{A_\theta u}$, where $A_\theta$ is as in Exercise 1.8;

(ii) Prove that $\phi : S^3 \ni g \mapsto T_g \in SO(3)$ is a covering map. Conclude that $\pi_1(SO(3)) \simeq \mathbb{Z}_2$.

It follows from Corollary 3.21 that the quotient $G/G_x$ is a smooth manifold. As we prove in the sequel, the orbit $G(x)$ is an immersion of $G/G_x$ in $M$.

Proposition 3.24. Let $\mu : G \times M \to M$ be a left action and $\mu_x : G \ni g \mapsto \mu(g, x) \in M$. Consider $\tilde{\mu}_x : G/G_x \to M$ defined by

$$\tilde{\mu}_x \circ \rho = \mu_x,$$

where $\rho : G \to G/G_x$ is the canonical projection. Then $\tilde{\mu}_x$ is an injective immersion. Moreover, if the action is proper, $\tilde{\mu}_x$ is an embedding, and in particular $G(x)$ is an embedded submanifold.

Proof. According to Corollary 3.21, $(G, \rho, G/G_x, G_x)$ is a principal fiber bundle. This implies that $\tilde{\mu}_x$ is smooth. It follows from Proposition 3.10 that $d\tilde{\mu}_x$ is injective and hence $\tilde{\mu}_x$ is an injective immersion. The fact that $\tilde{\mu}_x$ is an embedding when the action is proper can be proved using Proposition 3.12.

Exercise 3.25. Verify the following diffeomorphisms:

(i) $S^n = SO(n + 1)/SO(n)$;

(ii) $RP^n = SO(n + 1)/S(O(n) \times O(1))$;

(iii) $CP^n = SU(n + 1)/S(U(n) \times U(1))$.

Here $S(O(n) \times O(1))$ denotes the subgroup of $SO(n + 1)$ consisting of matrices of the form $\begin{bmatrix} A & 0 \\ 0 & 1 \end{bmatrix}$, where $A \in SO(n)$. Analogously for $S(U(1) \times U(n))$.

Hint: Use Proposition 3.24. For instance, to prove (ii) note that the action of $SO(n + 1)$ in $S^n$ induces an action in $RP^n$. 
Remark 3.26. The same technique can be used to prove statements more general than (ii) and (iii), concerning $k$–Grassmannians of $\mathbb{R}^n$ and $\mathbb{C}^n$. Recall that if $V$ is a finite–dimensional vector space, the $k$–Grassmannian of $V$ is given by

$$\text{Gr}_k(V) = \{W \text{ subspace of } V : \dim W = k\}.$$ 

Hence $\text{Gr}_1(\mathbb{R}^{n+1}) = \mathbb{R}P^n$ and $\text{Gr}_1(\mathbb{C}^{n+1}) = \mathbb{C}P^n$. Observe that $\text{SO}(n)$, respectively $\text{SU}(n)$, acts on $\text{Gr}_k(\mathbb{R}^n)$, respectively $\text{Gr}_k(\mathbb{C}^n)$, by multiplication. These more general statements are

(ii') $\text{Gr}_k(\mathbb{R}^n) = \text{SO}(n)/\text{SO}(n-k) \times \text{O}(k))$;

(iii') $\text{Gr}_k(\mathbb{C}^n) = \text{SU}(n)/\text{SU}(n-k) \times \text{U}(k))$.

A fundamental concept in the theory of proper actions is the slice, which is defined as follows.

Definition 3.27. Let $\mu : G \times M \to M$ be an action. A slice at $x_0 \in M$ is an embedded submanifold $S_{x_0}$ containing $x_0$ and satisfying the following properties:

(i) $T_{x_0}M = d\mu_{x_0} \mathfrak{g} \oplus T_{x_0}S_{x_0}$ and $T_xM = d\mu_x \mathfrak{g} + T_xS_{x_0}$;

(ii) $S_{x_0}$ is invariant under $G_{x_0}$, i.e., if $x \in S_{x_0}$ and $g \in G_{x_0}$, then $\mu(g, x) \in S_{x_0}$;

(iii) Consider $x \in S_{x_0}$ and $g \in G$ such that $\mu(g, x) \in S_{x_0}$. Then $g \in G_{x_0}$.

Example 3.28. Consider the action of $S^1 \times \mathbb{R}$ on $\mathbb{C} \times \mathbb{R} = \mathbb{R}^2$ defined as $\mu((s, l), (z, t)) = (s \cdot z, t + l)$. One can easily check that this is a proper action and determine the isotropy groups, orbits and slices at different points. In fact, if $x = (z_0, t_0)$ with $z_0 \neq 0$ the isotropy group $G_x$ is trivial, the orbit $G(x)$ is a geometric cylinder with axis $\{(0, t) \in \mathbb{C} \times \mathbb{R} : t \in \mathbb{R}\}$ and a slice $S_x$ at $x$ is a segment of the straight line that joins $x$ to $(0, t_0)$. If $x = (0, t_0)$ then $G_x = S^1$, the orbit $G(x)$ is the axis $\{(0, t) \in \mathbb{C} \times \mathbb{R} : t \in \mathbb{R}\}$ and a slice $S_x$ at $x$ is a disc $\{(z, t_0), \in \mathbb{C} \times \mathbb{R} : |z| < \varepsilon\}$.

Slice Theorem 3.29. Let $\mu : G \times M \to M$ be a proper action and $x_0 \in M$. Then there exists a slice $S_{x_0}$ at $x_0$.

Proof. We start with the construction of a metric on $M$ such that $G_{x_0}$ is a compact subgroup of isometries of $M$. This metric is defined as follows

$$\langle X, Y \rangle_p = \int_{G_{x_0}} b(d\mu^gX, d\mu^gY)\mu(g, p) \omega,$$

where $\omega$ is a right–invariant volume form of the compact Lie group $G_{x_0}$ and $b$ is an arbitrary metric. Using the same arguments of Proposition 2.17 one can check that $\langle \cdot, \cdot \rangle$ is in fact $G_{x_0}$–invariant.

It is not difficult to see that $d\mu^g$ leaves the tangent space $T_{x_0}G(x_0)$ invariant. Therefore, since $G_{x_0}$ is a subgroup of isometries of $M$, $d\mu^g$ leaves the normal space $\nu_{x_0}G(x_0)$ invariant.
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We now define the candidate to be a slice at \( x_0 \) by

\[
S_{x_0} = \exp_{x_0}(B_e(x_0)),
\]

where \( B_e(x_0) \) is an open ball in the normal space \( \nu_{x_0}G(x_0) \).

Since \( d\mu^g \) leaves \( \nu_{x_0}G(x_0) \) invariant and isometries map geodesics to geodesics, \( S_{x_0} \) is invariant by the action of \( G_{x_0} \). Therefore, item (ii) of Definition 3.27 is satisfied. Item (i) is satisfied by the construction of \( S_{x_0} \) and continuity of \( d\mu \).

It only remains to verify item (iii). Suppose that item (iii) is not satisfied. Thus there exists a sequence \( \{n_0\} \) in \( S_{x_0} \) and a sequence \( \{g_n\} \) in \( G \) such that \( \lim x_n = x_0 \), \( \lim \mu(g_n, x_n) = x_0 \), \( \mu(g_n, x_n) \in S_{x_0} \) and \( g_n \notin G_{x_0} \). Since the action is proper, there exists a subsequence which will be also denoted \( \{g_n\} \), that converges to \( g \in G_{x_0} \). Set \( \tilde{g}_n = g^{-1}g_n \). Then \( \lim \tilde{g}_n = e \), \( \mu(\tilde{g}_n, x_n) = x_0 \), \( \mu(\tilde{g}_n, x_n) \in S_{x_0} \) and \( \tilde{g}_n \notin G_{x_0} \).

Using Proposition 3.10, the Inverse Function Theorem and reducing \( S_{x_0} \) if necessary, one can prove the next claim.

**Claim.** There exists a submanifold \( C \subset G \) that contains \( e \), such that \( g = g_{x_0} \oplus T_C C \). Furthermore, the map \( \varphi : C \times S_{x_0} \ni (c, s) \mapsto \mu(c, s) \in M \) is a diffeomorphism.

It follows from the Inverse Function Theorem that for each \( \tilde{g}_n \), there exists only one \( c_n \in C \) and \( h_n \in G_{x_0} \) such that \( \tilde{g}_n = c_n h_n \). Since \( \tilde{g}_n \notin G_{x_0} \) we conclude that \( c_n \neq e \). On the other hand, \( \mu(h_n, x_n) \in S_{x_0} \) because \( h_n \in G_{x_0} \). The fact that \( c_n \neq e \) and the above claim imply that \( \mu(c_n, \mu(h_n, x_n)) \notin S_{x_0} \). This contradicts the fact that \( \mu(\tilde{g}_n, x_n) \in S_{x_0} \). Therefore such sequence \( \{g_n\} \) does not exist, hence item (iii) is satisfied. \( \square \)

Before presenting the next result, we recall the concept of fiber bundle associated to a principle bundle \( (P, \rho, B, H) \) with fiber \( F \). Consider the free right proper action \( \mu_1 : P \times H \to P \) and a left action \( \mu_2 : H \times F \to F \). Then the left action

\[
\mu : H \times (P \times F) \to (P \times F) \quad \quad \quad (h, (p, f)) \mapsto (\mu_1(p, h^{-1}), \mu_2(h, f))
\]

is a left proper action. Define \( P \times_H F \) as the orbit space of \( \mu \) and set \( B = P/H \).

**Theorem 3.30.** \( P \times_H F \) is a manifold, called twisted space, and the 5–uple \( (P \times_H F, \pi, B, F, H) \) is a fiber bundle where \( \pi : P \times_H F \to B \) is defined as \( \pi([x, f]) = \rho(x) \) and \( \rho : P \to B = P/H \) is the canonical projection.

**Proof.** We will only sketch the main parts of this proof.

Consider a submanifold \( S \) transversal to a \( H \)–orbit in \( P \) and a \( H \)–invariant neighborhood \( U \) in \( P \), that were defined in the first claim of Theorem 3.19.
Claim 1. The map $\varphi : S \times F \to U \times H F$, defined as $\varphi(s, f) = [s, f]$ is a diffeomorphism.

In order to prove Claim 1, one has to check that

$\tilde{\varphi} : H \times (S \times F) \to U \times F$

\[ (h, (s, f)) \mapsto (\mu_1(x, h^{-1}), \mu_2(h, f)) \]

is a $H$–equivariant diffeomorphism, i.e., $h \cdot \tilde{\varphi}(p) = \tilde{\varphi}(h \cdot p)$. Here $H$ acts on $H \times (S \times F)$ by left multiplication on the first factor and $H$ acts on $U \times F$ by the twisted action defined above. The fact that $\tilde{\varphi}$ is a $H$–equivariant diffeomorphism implies that $\varphi$ is a diffeomorphism between $S \times F = (H \times (S \times F))/H$ and $U \times H F = (U \times F)/H$. This concludes the proof of Claim 1.

We are now ready to present the coordinate functions of the fiber bundle. Consider two transversal submanifolds $S_1$ and $S_2$ to two different orbits and set $\rho_i = \rho|_{S_i} : S_i \to \rho(S_i)$. Assume that $W = \rho(S_1) \cap \rho(S_2)$ is nonempty. Set $\rho_i = \rho|_{S_i} : S_i \to \rho(S_i)$.

Claim 2.

(i) The map

$\psi_i : \rho(S_i) \times F \to U \times H F$

\[ (b, f) \mapsto [\rho_i^{-1}(b), f] \]

is a diffeomorphism.

(ii) $\psi_2^{-1} \circ \psi_1(b, f) = (b, \theta(b) f)$, where $\theta$ was defined in Theorem 3.19.

Claim 1 implies item (i) of Claim 2. As for (ii), it suffices to prove that if $[s_1, f_1] = [s_2, f_2]$, then $f_2 = \mu_2(\hat{\theta}(s_2), f_1)$, where $\hat{\theta}$ was defined in Theorem 3.19. The fact that $[s_1, f_1] = [s_2, f_2]$ implies that there exists $h$ such that

(3.1.1) $f_2 = \mu_2(h, f_1)$,

(3.1.2) $s_1 = \mu_1(s_2, h)$.

On the other hand, by the proof of Theorem 3.19,

(3.1.3) $s_1 = \mu_1(s_2, \hat{\theta}(s_2))$.

Equations (3.1.2) and (3.1.3) and the fact that the action on $P$ is free imply that

(3.1.4) $\hat{\theta}(s_2) = h$.

Substituting equation (3.1.4) in equation (3.1.1) we get the desired result.
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The bundle \((P \times_H F, \pi, B, F, H)\) is called fiber bundle associated to the principal bundle \((P, \rho, B, F, H)\) with fiber \(F\). A typical example of a fiber bundle associated to a principal bundle is the tangent bundle \(TM\) of a manifold \(M\), that is associated to the principal bundle \(B(TM)\), defined in Example 3.17.

Existence of slices allows to consider a tubular neighborhood of each orbit \(G(x_0)\), defined by \(\text{Tub}(G(x_0)) = \mu(G, S_{x_0})\). The next theorem asserts that this is a fiber bundle associated to the principal bundle \((G, \rho, G/G_{x_0}, G_{x_0})\) with fiber \(S_{x_0}\). We recall that given actions \(\mu_1 : G \times M \to M\) and \(\mu_2 : G \times N \to N\), a map \(f : M \to N\) is called G-equivariant if

\[
\mu_2(g, f(x)) = f(\mu_1(g, x)), \forall x \in M, g \in G.
\]

**Tubular Neighborhood Theorem 3.31.** Let \(\mu : G \times M \to M\) be a proper action and \(x_0 \in M\). Then there exists a \(G\)-equivariant diffeomorphism between \(\text{Tub}(G(x_0))\) and the total space of the fiber bundle associated to the principal fiber bundle \((G, \rho, G/G_{x_0}, G_{x_0})\) with fiber \(S_{x_0}\). In other words, \(\text{Tub}(G(x_0)) = G \times_{G_{x_0}} S_{x_0}\).

**Remark 3.32.** The action \(G \times (G \times_{G_x} S_x) \to G \times_{G_x} S_x\) considered is defined by \(h \cdot [g, s] = [hg, s]\).

**Proof.** Consider

\[
\varphi : G \times S_{x_0} \longrightarrow G(S_{x_0})
\]

\[
(g, x) \longmapsto \mu(g, x).
\]

Note that \(d\varphi_{(g,x)}\) is surjective. This can be proved using the fact that \(d\varphi_{(e,x)}\) is surjective and \(d\varphi_{(g,x)}(dL洹X, Y) = d(\mu^g)_x \circ d\varphi_{(e,x)}(X, Y)\), where \(\mu^g(\cdot) = \mu(g, \cdot)\). Since \(d\varphi\) is surjective, \(\text{Tub}(G(x)) = G(S_{x_0})\) is an open \(G\)-invariant neighborhood.

**Claim 1.** \(\varphi(g, x) = \varphi(h, y)\) if and only if \(h = gk^{-1}\) and \(y = \mu(k, x)\), where \(k \in G_{x_0}\).

One part of Claim 1 is clear. As for the other, assume that \(\varphi(g, x) = \varphi(h, y)\). Hence \(\mu(g, x) = \mu(h, y)\) and \(y = \mu(k, x)\), where \(k = h^{-1}g\). Since \(x, y \in S_{x_0}\) it follows from the definition of slice that \(k \in G_{x_0}\). This concludes the proof of Claim 1.

We are ready to define the candidate to be the \(G\)-equivariant diffeomorphism. Let

\[
\psi : G/G_{x_0} \times_{G_{x_0}} S_{x_0} \longrightarrow \text{Tub}(G(x))
\]

\[
[gG_{x_0}, s] \longmapsto \mu(g, s).
\]

Claim 1 and the fact that \(\pi : G/G_{x_0} \times S_{x_0} \to G/G_{x_0} \times_{G_{x_0}} S_{x_0}\) is a projection of a principal fiber bundle imply that \(\psi\) is well-defined, smooth and bijective.

**Claim 2.** \(\psi\) is a \(G\)-equivariant diffeomorphism.
To prove Claim 2, note that \( d\pi \) and \( d\varphi \) are surjective, and \( \varphi = \psi \circ \pi \). Therefore \( d\psi \) is surjective. On the other hand,
\[
\dim G/G_{x_0} \times S_{x_0} = \dim(G/G_{x_0}) + \dim S_{x_0} = \dim M = \dim \text{Tub}(G(x_0)).
\]
The above equation and the fact that \( d\psi \) is surjective imply that \( d\psi \) is an isomorphism. Hence, by the Inverse Function Theorem, \( \psi \) is a local diffeomorphism. Since \( \psi \) is bijective, we conclude that \( \psi \) is a diffeomorphism. By construction, \( \psi \) is \( G \)-equivariant. This concludes the proof of Claim 2. □

Remark 3.33. Using the above result, one can prove that \( S_{\mu(g,x_0)} = \mu^g(S_{x_0}) \). It also follows from the above theorem that there is only one \( G \)-equivariant retraction \( r : \text{Tub}(G(x_0)) \to G(x_0) \) such that \( r \circ \psi = \mu_{x_0} \circ \pi \) where \( \pi : G/G_{x_0} \times G_{x_0} S_{x_0} \to G/G_{x_0} \) is the projection of the fiber bundle.

Remark 3.34. Let \( \mu : G \times M \to M \) be an action whose orbits have the same dimension. Then Theorem 3.31 implies that the holonomy group \( \text{Hol}(G(x), x) \) of the leaf \( G(x) \) of the foliation \( \{G(y)\}_{y \in M} \) coincides with the image of the slice representation of \( G_x \) in \( S_x \) (see Definition 3.42 and Remark 5.12). In the general case of foliations with compact leaves and finite holonomy, there is an analogous result to the Tubular Neighborhood Theorem 3.31 known as Reeb local stability theorem (see Moerdijk and Mrčun [62]).

3.2. Isometric actions and principal orbits

In this section we study the relation between isometric and proper actions.

Proposition 3.35. Let \( M \) be a Riemannian manifold and \( G \) a closed subgroup of the isometry group \( \text{Iso}(M) \). Then the action \( \mu : G \times M \ni (g, x) \mapsto g(x) \in M \) is a proper action.

Proof. We will only prove the case in which \( M \) is complete.

Consider a sequence \( \{g_n\} \) in \( G \) and a sequence \( \{x_n\} \) in \( M \) such that \( \lim \mu(g_n, x_n) = y \) and \( \lim x_n = x \). We have to prove that there exists a convergent subsequence of \( \{g_n\} \) in \( G \). Choose \( N_0 \) such that \( d(y, \mu(g_n, x_n)) < \frac{\varepsilon}{2} \) and \( d(x, x_n) < \frac{\varepsilon}{2} \) when \( n > N_0 \).

Claim 1. For a fixed \( R_1, \mu(g_n, B_{R_1}(x)) \subset B_{\varepsilon + R_1}(y) \) for \( n > N_0 \).

In fact, for \( z \in B_{R_1}(x) \),
\[
\begin{align*}
\text{d}(\mu(g_n, z), y) &\leq \text{d}(y, \mu(g_n, x_n)) + \text{d}(\mu(g_n, x_n), \mu(g_n, z)) \\
&\leq \frac{\varepsilon}{2} + \text{d}(x_n, z) \\
&\leq \frac{\varepsilon}{2} + \text{d}(z, x) + \text{d}(x, x_n) \\
&\leq \varepsilon + R_1.
\end{align*}
\]
The fact that each \( g_n \) is an isometry implies that

**Claim 2.** \( \{g_n\} \) is an equicontinuous family of functions.

The Arzelà–Ascoli Theorem\(^4\), Claims 1 and 2 and the fact that balls in \( M \) are compact (since \( M \) is complete) imply that there exists a subsequence\(^5\) \( \{g_n^{(i)}\} \) of \( \{g_n\} \) that converges uniformly on \( B_{R_i}(x) \) to a continuous map from \( B_{R_i}(x) \) to \( M \). Using the same argument, we inductively define a subsequence \( \{g_n^{(i)}\} \) of \( \{g_n^{(i-1)}\} \) that converges uniformly on \( B_{R_i}(x) \) to a continuous map from \( B_{R_i}(x) \) to \( M \), where \( R_i > R_{i-1} \).

Finally, consider the diagonal subsequence \( \{g_n^{(i)}\} \). Note that it converges uniformly on each \( B_{R_i}(x) \) to a continuous map \( g : M \to M \). It then follow from Myers–Steenrod Theorem 2.8 that \( g \) is an isometry that belongs to \( G \). \( \square \)

Using the Slice Theorem 3.29 we prove the converse result.

**Theorem 3.36.** Let \( \mu : G \times M \to M \) be a proper action. Then there exists a \( G \)-invariant metric of \( M \) such that \( \mu^G = \mu(G, \cdot) \) is a closed subgroup of \( \text{Iso}(M) \).

**Proof.** We start by recalling the following result due Palais [73].

**Claim 1.** If \( U_\alpha \) is a locally finite open cover of \( G \)-invariant open sets, then there exists a smooth partition of unity \( \{f_\alpha\} \) subordinate to \( U_\alpha \) such that each \( f_\alpha \) is \( G \)-invariant.

We want to find a \( G \)-invariant locally finite open cover \( \{U_\alpha\} \) of \( M \) such that \( U_\alpha = G(S_{x_\alpha}) \), where \( S_{x_\alpha} \) is a slice at a point \( x_\alpha \). To this aim, note that \( M/G \) is paracompact, i.e., an arbitrary open covering of \( M/G \) has a locally finite refinement. This follows from a classic topology result that asserts that a Hausdorff locally compact space is paracompact if it is a union of countably many compact spaces.

Since \( M/G \) is paracompact, there exists a locally finite open covering \( \{\pi(S_{x_\alpha})\} \) of \( M/G \). We then set \( U_\alpha = \pi^{-1}(\pi(S_{x_\alpha})) \). Let \( \{f_\alpha\} \) be a \( G \)-invariant partition of unit subordinate to \( U_\alpha \) (see Claim 1).

Define an orthogonal structure in \( TM|_{S_{x_\alpha}} \) by

\[
\langle X, Y \rangle_p^\alpha = \int_{S_{x_\alpha}} b(d\mu^gX, d\mu^gY)_{\mu(g,p)} \omega,
\]

\(^4\)This theorem gives a criterion for convergence of continuous maps in the compact–open topology. More precisely, a sequence of continuous functions \( \{g_n : K \to B\} \) between compact metric spaces \( K \) and \( B \) admits a uniformly convergent subsequence if \( \{g_n\} \) is equicontinuous, i.e., for every \( \varepsilon \) there exists a \( \delta > 0 \) such that \( d(g_n(x), g_n(y)) < \varepsilon \) whenever \( d(x, y) < \delta \), \( x, y \in K \) and \( n \in \mathbb{N} \).

\(^5\)Here we denote by \( \{g_n^{(i)}\} \) a generic subsequence of \( \{g_n\} \). Inductively, \( \{g_n^{(i+1)}\} \) will denote a subsequence of a certain sequence \( \{g_n^{(i)}\} \). Indexes \( j \) indicate the choice of a subsequence, and should not be thought as exponents.
where $\omega$ is an invariant volume form of $G_{x_\alpha}$ and $b$ is an arbitrary metric. It is not difficult to see that this orthogonal structure is $G_{x_\alpha}$–invariant.

We now define a $G$–invariant metric on $U_{\alpha}$ by

$$\langle d\mu^\alpha X, d\mu^\alpha Y \rangle_{\mu(p)}^{\alpha} = \langle X, Y \rangle_{\mu(p)}^{\alpha}.$$

This metric is well–defined since $\langle \cdot, \cdot \rangle_{\mu(p)}^{\alpha}$ is $G_{x_\alpha}$–invariant and $G_p \subset G_{x_\alpha}$ for all $p \in S_{x_\alpha}$. Finally, we define the desired metric by

$$\langle \cdot, \cdot \rangle = \sum_{\alpha} f_\alpha \langle \cdot, \cdot \rangle^{\alpha}.$$

To conclude the proof we must verify that $\mu^G$ is a closed subgroup of Iso($M$). Assume that $\mu^g_n$ converges uniformly in each compact of $M$ to an isometry $f : M \to M$. Thus, for each point $x \in M$ we have that $\lim \mu(g_n, x) = f(x)$. Hence the properness of the action implies that a subsequence $\{g_{n_i}\}$ converges to $g \in G$. It is not difficult to check that if $\lim g_n = g$ then $\mu^{g_n}$ converges uniformly in each compact of $M$ to $\mu^g$. Therefore $\mu^g = f$ and this concludes the proof. □

**Remark 3.37.** If the action $\mu : G \times M \to M$ is effective, the theorem above implies that we can identify $G$ with a closed subgroup of Iso($M$) for a particular metric. In this sense, the theorem above is a converse to Proposition 3.35. Thus proper effective actions and actions of closed subgroups of isometries are essentially the same topic.

Now we present some results about a particular type of orbit, the so–called principal orbit.

**Definition 3.38.** Let $\mu : G \times M \to M$ a proper action. Then $G(x)$ is a principal orbit if there exists a neighborhood $V$ of $x$ in $M$ such that for each $y \in V$, $G_x \subset G_{\mu(y)}$ for some $g \in G$.

Roughly speaking, a principal orbit $G(x)$ is the one that has the smallest isotropy group (or the largest type, see Definition 3.47) among the nearby orbits.

**Proposition 3.39.** Let $\mu : G \times M \to M$ be a proper left action. Then the following are equivalent.

(i) $G(x)$ is a principal orbit;

(ii) Consider $S_x$ a slice at $x$. For each $y \in S_x$, $G_y = G_x$.

**Proof.** We will prove both implications separately.

(i) $\Rightarrow$ (ii). From the definition of slice, for each $y \in S_x$ we have $G_y \subset G_x$. On the other hand, since $G(x)$ is a principal orbit, there exists $g$ such that $gG_xg^{-1} \subset G_y$. Therefore $gG_xg^{-1} \subset G_{\mu(g, y)} \subset G_y$. Since $G_x$ is compact, we conclude that inclusions above are equalities. In particular, $G_y = G_x$.

(ii) $\Rightarrow$ (i). We want to prove that for $z$ in a tubular neighborhood of $G(x)$, there exists $g$ such that $G_x \subset gG_xg^{-1}$. From Theorem 3.31 the orbit $G(y)$ intersect the slice $S_x$ at least in one point, say $y$. Since
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Let $y$ and $z$ be in the same orbit, there exists $g$ such that $G_y = gG_zg^{-1}$. Therefore $G_x = G_y = gG_zg^{-1}$.

\[ \square \]

Remark 3.40. As we will see in Chapter 5, the above proposition implies that each principal orbit is a leaf with trivial holonomy of the foliation $\mathcal{F} = \{G(x)\}_{x \in M}$.

Exercise 3.41. Let $\mu : G \times M \rightarrow M$ be a proper action. Set $H = \bigcap_{x \in M} G_x$ and consider the induced effective action $\tilde{\mu} : G/H \times M \rightarrow M$. Prove that $\tilde{\mu}$ is smooth and proper. Check that if an orbit $G(x)$ is principal with respect to $\tilde{\mu}$, then it is also principal with respect to $\mu$.

Exercise 3.42. Let $\mu : G \times M \rightarrow M$ be a proper isometric action and $\nu_x G(x)$ the normal space of $G(x)$ at $x$, i.e., the set of vectors that are normal to the orbit $G(x)$ at $x$. It is not difficult to prove that the exponential map at $x$ restricted to an open subset of $\nu_x G(x)$ is a slice $S_x$ at $x$. In other words, there exists $\varepsilon$ such that

\[ S_x = \{\exp_x(\xi) : \xi \in \nu_x G(x), \|\xi\| < \varepsilon\} \]

(compare with Example 3.28). The slice constructed in this way will be called normal slice at $x$.

Definition 3.42. Let $\mu : G \times M \rightarrow M$ be an isometric proper action and $S_x$ a normal slice at $x$. The slice representation of $G_x$ in $S_x$ is defined by

\[ G_x \ni g \mapsto d\mu^g|_{S_x} \in O(\nu_x G_x) \]

Exercise 3.43. Let $\mu : G \times M \rightarrow M$ be an isometric proper action and $S_x$ a normal slice at $x$. Prove that the statements below are equivalent.

(i) $G(x)$ is a principal orbit;

(ii) The slice representation is trivial.

Now we stress some geometric properties of orbits of isometric actions. Recall the definitions of shape operator and principal curvatures in Section 2.1.

Proposition 3.44. Let $\mu : G \times M \rightarrow M$ be an isometric proper action and $G(x)$ a principal orbit. For a fixed $g \in G$, define $\mu^g : M \rightarrow M$ by $\mu^g(x) = \mu(g, x)$. Then the following hold.

(i) Given $\xi \in \nu_x G(x)$, $\hat{\xi}_{\mu^g(x)} = d(\mu^g)_x \xi$ is a well-defined vector field, called equivariant normal field;

For the following, let $\hat{\xi}$ be an equivariant normal field.

(ii) $S_{\hat{\xi}_{\mu^g(x)}} = d\mu^g S_{\xi} d\mu^g^{-1}$, where $S_{\xi}$ is the shape operator of $G(x)$;

(iii) Principal curvatures of $G(x)$ along an equivariant normal field $\hat{\xi}$ are constant;

(iv) $\{\exp \hat{\xi}(y) : y \in G(x)\}$ is an orbit.

(v) A geodesic $\gamma$ orthogonal to an orbit $G(\gamma(0))$ remains orthogonal to all the orbit it intersects.
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Proof. Item (i) follows from Exercise 3.43.

Item (ii) follows from the equations below.

\[ \langle d\mu^{-1} S_{\xi_{\mu(g,x)}} d\mu^g W, Z \rangle_x = \langle S_{\xi_{\mu(g,x)}} d\mu^g W, d\mu^g Z \rangle_{\mu(g,x)} = \langle -\nabla_{d\mu^g W} d(\mu^g)_x \xi, d\mu^g Z \rangle_{\mu(g,x)} = \langle -\nabla W \xi, Z \rangle_x = \langle S_{\xi_{\mu(g,x)}} d\mu^g W, d\mu^g Z \rangle_{\mu(g,x)} = \langle -\nabla W \xi, Z \rangle_x. \]

As for (iii), note that if \( S_{\xi} X = \lambda X \), then \( S_{\xi} d\mu^g W = \lambda d\mu^g X \). Hence \( S_{\xi_{\mu(g,x)}} d\mu^g X = \lambda d\mu^g X \). Item (iv) follows from the equation below.

\[ \exp_{\mu(g,x)}(\xi_{\mu(g,x)}) = \exp_{\mu(g,x)}(d\mu^g \xi_x) = \mu^g \exp_x(\xi). \]

Finally, to prove item (v) it suffices to prove that if a Killing vector field \( X \) is orthogonal to \( \gamma'(0) \), then \( X \) is orthogonal to \( \gamma'(t) \), for all \( t \). Since \( \langle \nabla \gamma'(t), X, \gamma'(t) \rangle = 0 \) (see Proposition 2.11) and \( \gamma \) is a geodesic, we have that \( \frac{d}{dt} \langle X, \gamma'(t) \rangle = 0 \). Therefore \( X \) is always orthogonal to \( \gamma'(t) \). \( \Box \)

Remark 3.45. The proposition above illustrates a few concepts and results of Chapters 4 and 5. Item (v) implies that the foliation defined by the partitions by orbits of a proper isometric action is a singular Riemannian foliation (see Definition 5.2). Item (iv) implies that one can reconstruct the partition by orbits of an action taking all parallel submanifolds to a principal orbit. This is a consequence of equifocality, which is valid for every singular Riemannian foliation. Item (iii) and the fact that equivariant normal fields are parallel normal fields when the action is polar imply that principal orbits of a polar action on Euclidean space are isoparametric (see Definitions 4.3 and 4.8).

We conclude this section with the next result, that among others asserts that the subset of points on principal orbits is open and dense.

Theorem 3.46. Let \( \mu : G \times M \to M \) be a proper action, where \( M \) is connected, and denote by \( M_{\text{princ}} \) the set of points of \( M \) contained in principal orbits. Then the following hold.

(i) \( M_{\text{princ}} \) is not empty, open and dense in \( M \);
(ii) \( M_{\text{princ}}/G \) is a connected embedded submanifold of \( M/G \);
(iii) Let \( G(x) \) and \( G(y) \) be two principal orbits. Then there exists \( g \in G \) such that \( G_x = g G_y g^{-1} \).

Proof. We first prove that there exists a principal orbit. Since \( G \) has finite dimension and isotropy groups are compact, we can choose \( x \in M \) such that \( G_x \) has the smallest dimension among isotropy groups and, for that dimension, the smallest number of components. The definition of slice implies that, for each \( y \in S_x \), we have \( G_y \subset G_x \). By construction we conclude that \( G_y = G_x \). Hence, from Proposition 3.39, \( G(x) \) is a principal orbit.
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In order to prove that $M_{\text{princ}}$ is open, consider a point $x \in M_{\text{princ}}$. Proposition 3.39 implies that, for each $y \in S_x$ we have $G_y = G_x$. We claim that each $y \in S_x$ belongs to a principal orbit. Indeed, if a point $z$ is close to $y$, then $z$ is in a tubular neighborhood of $G(x)$. From Theorem 3.31, the orbit of $z$ intersect $S_x$ at least in one point. Hence there exists $g$ such that $\mu(g, z) = w \in S_x$. Therefore $G_y = G_x = G_w = gG_xg^{-1}$. This implies that each point $y \in S_x$ belongs to a principal orbit. Thus, from Theorem 3.31, each point in the tubular neighborhood of $G(x)$ belongs to a principal orbit.

To prove that $M_{\text{princ}}$ is dense, consider $p \notin M_{\text{princ}}$ and $V$ a neighborhood of $p$. Again, choose a point $x \in V \cap G(S_p)$ such that $G_x$ has the smallest dimension among isotropy groups and, for that dimension, the smallest number of components. Then from the argument above we conclude that $x \in M_{\text{princ}}$.

To prove that $M_{\text{princ}}/G$ is a manifold one can use Proposition 3.39 and some arguments of the proof of Theorem 3.19. Item (iii) will follow from item (ii). We will only prove that $M_{\text{princ}}/G$ is connected. To this aim, assume that the action is proper and isometric.

We say that a set $K \subset M/G$ does not locally disconnect $M/G$ if for each $p \in M/G$ we can find a neighborhood $U$ such that points of $U \setminus K$ are connected by a curve. Using (i), it is not difficult to verify the next claim.

**Claim 1.** If $(M \setminus M_{\text{princ}})/G$ does not locally disconnect $M/G$, then $M_{\text{princ}}/G$ is path–connected.

Therefore, to prove that $M_{\text{princ}}/G$ is connected, it suffices to prove that $(M \setminus M_{\text{princ}})/G$ does not locally disconnect $M/G$. This can be done using the fact that $S_x/G_x = G(S_x)/G$, the slice representation, Exercise 3.41 and the next claim.

**Claim 2.** Let $K$ be a subgroup of O($n$) acting in $\mathbb{R}^n$ by multiplication. Then $\mathbb{R}^n_{\text{princ}}/K$ is path–connected.

In order to prove Claim 2, we proceed by induction. If $n = 1$, then $K = \mathbb{Z}_2$ or $K = 1$. In both cases $\mathbb{R}^n_{\text{princ}}/K$ is path–connected. For each sphere $S^{n-1}$ we can apply the induction hypothesis and the slice representation to conclude that $(S^{n-1} \setminus S^{n-1}_{\text{princ}})/K$ does not locally disconnect $S^{n-1}/K$. Therefore $S^{n-1}_{\text{princ}}/K$ is path–connected. Now consider $x, y \in \mathbb{R}^n_{\text{princ}}$ and set $\hat{x}$ the projection of $x$ in the sphere $S^{n-1}$ that contains $y$. Note that the points in the line joining $x$ to $\hat{x}$ belong to principal orbits. Therefore the orbits $K(x)$ and $K(\hat{x})$ are connected by a path in $\mathbb{R}^n_{\text{princ}}/K$. As we have already proved, $K(y)$ and $K(\hat{x})$ are path–connected in $S^{n-1}_{\text{frinc}}/K$ and hence in $\mathbb{R}^n_{\text{princ}}/K$. Therefore $K(x)$ and $K(y)$ are connected by a path in $\mathbb{R}^n_{\text{princ}}/K$. This concludes the proof of Claim 2. \[\square\]
3.3. Orbit types

**Definition 3.47.** Let \( \mu : G \times M \to M \) be a proper action.

(i) Two orbits\(^6\) \( G(x) \) and \( G(y) \) are of the same type if there exists \( g \in G \) such that \( G_x = G_{\mu(g,y)} \);

(ii) The orbit \( G(x) \) has a larger type then \( G(y) \) if there exists \( g \in G \) such that \( G_x \subset G_{\mu(g,y)} \);

(iii) An orbit \( G(x) \) is said to be regular if the dimension of \( G(x) \) coincides with the dimension of principal orbits;

(iv) A nonprincipal regular orbit is called exceptional;

(v) A nonregular orbit is called singular.

Note that Theorem 3.46 asserts not only that \( M_{\text{princ}} \) is open and dense in \( M \), but also that there exists a unique type of principal orbit.

**Exercise 3.48.** Let \( \mu : G \times M \to M \) be a proper action. Set \( H = \bigcap_{x \in M} G_x \) and consider the induced effective action \( \tilde{\mu} : G/H \times M \to M \). Verify that if \( G(x) \) and \( G(y) \) are of the same type with respect to \( \tilde{\mu} \), then they are of the same type with respect to \( \mu \).

**Exercise 3.49.** Consider the action \( \tilde{\mu} : S^1 \times S^2 \to S^2 \) of the circle \( S^1 \) on the sphere \( S^2 \) by rotations around the \( z \)-axis. Verify that this action induces an action \( \mu : S^1 \times \mathbb{R}P^2 \to \mathbb{R}P^2 \) that has an exceptional orbit.

**Exercise 3.50.** Consider the action \( \mu : \text{SU}(3) \times \text{SU}(3) \to \text{SU}(3) \) defined by conjugation. Prove that orbits are diffeomorphic to one of the following manifolds.

(i) \( \{ \lambda I : \lambda^3 = 1 \} \), where \( I \) is the identity;

(ii) \( \text{SU}(3)/T^2 \), where \( T^2 \) is the group of diagonal complex matrices \( (t_{ij}) \), such that \( |t_{ii}| = 1 \) and \( t_{11} \cdot t_{22} \cdot t_{33} = 1 \);

(iii) \( \text{SU}(3)/\text{S(U(2) \times U(1))} \simeq \mathbb{C}P^2 \).

**Hint:** Use the fact that each matrix of \( \text{SU}(3) \) is conjugate to a matrix of \( T^2 \).

**Remark 3.51.** As we will see in the next chapter, Exercises 3.49 and 3.50 give examples of polar actions. A polar action is a proper isometric action such that for each regular point \( x \), the set \( \exp_x \nu_x(G(x)) \) is a totally geodesic manifold that intersects every orbit orthogonally (for details, see Definition 4.3). In Exercise 3.49, the polar action admits an exceptional orbit, and in Exercise 3.50, the polar action admits only principal and singular orbits. Note that \( \mathbb{R}P^2 \) is not simply connected and \( \text{SU}(3) \) is simply connected. As we will see in Chapter 5, polar actions do not admit exceptional orbits if the ambient space is simply connected.

---

\(^6\)It is also said that each pair of points \( x' \in G(x) \) and \( y' \in G(y) \) are of the same type. See also Exercise 3.4.
Remark 3.52. We also stress that there are several examples of actions that are not polar. For instance, \( \mu : S^1 \times (C \times C) \rightarrow (C \times C) \) defined by \( \mu(s,(z_1,z_2)) = (s \cdot z_1, s \cdot z_2) \).

**Theorem 3.53.** Let \( \mu : G \times M \rightarrow M \) be a proper action. For each \( x \in M \), there exists a slice \( S_x \) such that the tubular neighborhood \( G(S_x) = \mu(G,S_x) \) contains only finitely many different types of orbits. In particular, if \( M \) is compact, there is only a finite number of different types of orbits in \( M \).

**Proof.** Consider a metric on \( M \) such that \( \mu(G,\cdot) \subset \text{Iso}(M) \). It is not difficult to check the next claim.

**Claim 1.** If \( y,z \in S_x \) have the same \( G_x \)-orbit type, then \( y \) and \( z \) have the same \( G \)-orbit type.

Therefore it suffices to prove the thesis for the action of \( G_x \) on \( S_x \). Due to the slice representation (see Definition 3.42) and Exercise 3.48, it suffices to prove the thesis for an action of \( K \subset O(n) \) on \( \mathbb{R}^n \) by multiplication.

To this aim, we proceed by induction on \( n \). If \( n = 1 \), then \( K = \mathbb{Z}_2 \) or \( K = 1 \). In both cases there exists only a finite number of different types of orbits. For a sphere \( S^{n-1} \), we can apply the induction hypothesis, Claim 1 and the slice representation, to conclude that there exists a finite number of types of \( K \)-orbits. Since for each \( p \in S^{n-1} \) the points in the segment joining the origin to \( p \) have the same isotropy type, we conclude that there exists a finite number of types of \( K \)-orbits in \( \mathbb{R}^n \).

This concludes the proof. \( \Box \)

We now prove that each connected component of a set of orbits with same type is a connected component of the total space of a certain fiber bundle. To this aim we present the following propositions and fix some notations.

**Proposition 3.54.** Let \( \mu : G \times M \rightarrow M \) be a proper (Riemannian) action and \( H \subset G \) a compact subgroup. Then the connected components of \( M^H = \{ x \in M : \mu(h,x) = x, \forall h \in H \} \) is a (totally geodesic) submanifold.

**Definition 3.55.** Two orbits \( G(x) \) and \( G(y) \) of a proper action are of the **same local type** if there exists a \( G \)-equivariant diffeomorphism \( \varphi : G(S_x) \rightarrow G(S_y) \).

**Proposition 3.56.** Let \( \mu : G \times M \rightarrow M \) be a proper action and consider two orbits \( G(y) \) and \( G(z) \). Then \( G(y) \) and \( G(z) \) are of the same local type if and only if

(i) There exists \( g_0 \) such that \( G_z = g_0G_yg_0^{-1} \) (i.e., \( y \) and \( z \) are of the same type);

(ii) There exists a linear isomorphism \( A : T_yS_y \rightarrow T_zS_z \) such that \( A(d(\mu^h)_yV) = d(\mu^{g_0h_0g_0^{-1}})_zA(v) \) for all \( h \in G_y \).
In this way, we have two equivalence relations, namely to be of the same orbit type $\sim$, and to be of the same local orbit type $\approx$. Denote $M^\approx_x$ the set of $y \in M$ with the same local type of $x$. We will call this equivalence class the local orbit type of $x$. Analogously, denote $M^\sim_x$ the set of $y \in M$ with the same type of $x$. This equivalence class will be called the orbit type of $x$.

Recall that if $H \subset G$ is a subgroup, the normalizer of $H$ in $G$ is $N(H) = \{g \in G : g H g^{-1} = H\}$. We are now ready to prove that $M^\approx_x$ is the total space of a fiber bundle with fiber $G/G_x$ (see Remark 3.59).

**Theorem 3.57.** Let $\mu : G \times M \to M$ be a proper action. Then

(i) Each local orbit type is an open and closed subset of the corresponding orbit type;

(ii) The set $M^\approx_x \cap M^{G_x}$ is a $N(G_x)$–invariant manifold open in $M^{G_x}$;

(iii) The action $N(G_x)/G_x$ is proper and free in $M^\approx_x \cap M^{G_x}$;

(iv) There exists a $G$–equivariant diffeomorphism from the total space $G/G_x \times_{N(G_x)/G_x} (M^\approx_x \cap M^{G_x})$ onto the manifold $M^\approx_x$.

**Remark 3.58.** To our knowledge, the concept of local type was introduced by Duistermaat and Kolk [31], on which our proof is based on. One advantage of local types is that every connected components of $M^\approx_x$ have the same dimension. This does not necessarily occur with $M^\sim_x$. Furthermore, it seems that a generalization of this concept would be useful in the theory of singular Riemannian foliations (see Definition 5.2).

**Remark 3.59.** $M^\approx_x = G/G_x \times_{N(G_x)/G_x} (M^\approx_x \cap M^{G_x})$ is the total space of a fiber bundle over $G/N(G_x)$ with fiber $M^\approx_x \cap M^{G_x}$. Since the action of $N(G_x)/G_x$ is proper and free in $M^\approx_x \cap M^{G_x}$, we conclude that $M^\approx_x$ is also the total space of a fiber bundle over $(M^\approx_x \cap M^{G_x})/(N(G_x)/G_x)$ with fiber $G/G_x$.

**Proof.** We will only sketch the main parts of this proof. We also stress that the most important result of this Theorem is (iv), and its proof is similar to that of Theorem 3.31.

Using the properties that define a slice and Theorem 3.31, one can prove the next claim.

**Claim 1.**

(i) For each $x \in M$, denote $M^\leq_x$ the set of $y$ such that $G_x \subset G_{\mu(g,y)}$. Then $M^\leq_x = G(M^{G_x})$. In addition, $M^\leq_x$ is closed in $M$;

(ii) $M^\approx_x \cap G(S_x) = G(S^{G_x}_x) = M^\leq_x \cap G(S_x)$ is a submanifold of $M$, $G$–equivalent\footnote{Two manifolds are said to be $G$–equivalent if there exists a $G$–equivariant diffeomorphism between them.} to $G/G_x \times S^{G_x}_x$. 

Proposition 3.56 and the slice representation imply that the points of \( S_x^G \) are of the same local type. From this fact and Claim 1, it follows that each local orbit type is an open subset of the corresponding orbit type. It is also closed, since its complement is the union of all other local orbit types in the same orbit type. This proves (i).

Claim 2. \( y \in M_x^c \cap M^G_x \) if and only if \( G_y = G_x \).

In fact, if \( y \in M_x^c \cap M^G_x \) then \( G_y = gG_x g^{-1} \supset G_x \). Since \( G_x \) is compact, \( G_y = G_x \). The other implication is also simple. Using the fact that \( M^G_x \subset M^c_x \), Claim 1 and (i) one can prove that \( M^c_x \cap M^G_x \) is open in \( M^G_x \). Then the next claim implies that that \( M^c_x \cap M^G_x \) is a \( N(G_x) \)-invariant manifold, concluding the proof of (ii).

Claim 3.

(a) Let \( y \in M_x^c \cap M^G_x \) and assume that \( \mu(g, y) \in M_x^c \cap M^G_x \). Then \( g \in N(G_x) \);

(b) If \( g \in N(G_x) \) and \( y \in M_x^c \cap M^G_x \). Then \( \mu(g, y) \in M_x^c \cap M^G_x \);

(c) \( N(G_x) \) leaves \( M^c_x \cap M^G_x \) invariant;

(d) To each \( y \in M^c_x \cap M^G_x \) there exists a neighborhood diffeomorphic to \( (N(G_x)/G_x) \times S_x^G \);

As for (iii), note that the action \( N(G_x) \times M^c_x \cap M^G_x \to M^c_x \cap M^G_x \) is proper, since \( N(G_x) \subset G \) is closed. In addition, Claim 2 implies that the action \( N(G_x)/G_x \times M^c_x \cap M^G_x \to M^c_x \cap M^G_x \) is free.

Finally, let us give an idea of how to prove (iv). We must first note that \( M^c_x \) is a manifold, and in particular, the connected components have the same dimension. This can be proved using Claim 1, (i) and the definition of local type. Now set

\[ \varphi : G/G_x \times (M^c_x \cap M^G_x) \to M^c_x, \]

\[ (gG_x, s) \mapsto \mu(g, s). \]

Claim 2 implies that \( \varphi \) is well–defined.

Claim 4. \( \varphi \) and \( d\varphi \) are surjective.

In order to prove that \( \varphi \) is surjective, consider \( y \in M^c_x \). Then there exists \( g \) such that \( G^\mu(g^{-1}, y) = G_x \). It then follows from Claim 2 that \( \mu(g^{-1}, y) \in M^c_x \cap M^G_x \). Since the action of \( G \) leaves \( M^c_x \cap M^G_x \) invariant, \( \mu(g^{-1}, y) \in M^c_x \cap M^G_x \) and hence \( y = \varphi(g, \mu(g^{-1}, y)) \).

To prove that \( d\varphi \) is surjective we must note that the restriction \( \varphi : (G/G_x) \times S^G_x \to M_x^c \cap G(S_x) \) is a diffeomorphism. This fact and the inclusion of the tangent spaces

\[ T_{(gG_x, y)}(G/G_x \times S^G_x) \subset T_{(gG_x, y)}(G/G_x \times (M^c_x \cap M^G_x)) \]

imply that \( d\varphi \) is surjective.

Claim 5. \( \varphi(gG_x, y) = \varphi(hG_x, z) \) if and only if \( h = gk^{-1} \) and \( z = \mu(k, y) \) for some \( k \in N(G_x) \).
One part of Claim 5 is clear. In order to prove the other, assume that \( \varphi(gG_x, y) = \varphi(hG_x, z) \). Hence \( \mu(g, y) = \mu(h, z) \) and \( z = \mu(k, y) \), where \( k = h^{-1}g \). Since \( z, y \in (M^\approx_x \cap M^{G_x}) \), it follows from Claim 3 that \( k \in N(G_x) \) and this concludes the proof of Claim 5.

We now define the candidate to the desired \( G \)-equivariant diffeomorphism. Set

\[
\psi : G/G_x \times N(G_x)/G_x \rightarrow M^\approx_x \quad [gG_x, s] \mapsto \mu(g, s).
\]

Claim 5 and the fact that \( \pi : G/G_x \times (M^\approx_x \cap M^{G_x}) \rightarrow G/G_x \times N(G_x)/G_x \) is the projection of a principal fiber bundle imply that \( \psi \) is well-defined, smooth and bijective.

**Claim 6.** \( \psi \) is a \( G \)-equivariant diffeomorphism.

To prove Claim 6, note that \( d\pi \) and \( d\varphi \) are surjective (see Claim 4) and \( \varphi = \psi \circ \pi \). Therefore \( d\psi \) is surjective.

On the other hand, Claim 1 implies that

\[
(3.3.1) \quad M^\approx_x \cap G(S_x) = (G/G_x) \times S^{G_x}_x
\]

and Claim 3 implies that

\[
(3.3.2) \quad G(S_x) \cap (M^\approx_x \cap M^{G_x}) = (N(G_x)/G_x) \times S^{G_x}_x.
\]

Both (3.3.1) and (3.3.2) imply that

\[
(3.3.3) \quad \dim M^\approx_x = \dim(G/G_x \times N(G_x)/G_x \ (M^\approx_x \cap M^{G_x})).
\]

It follows from (3.3.3) and the fact that \( d\psi \) is surjective, that \( d\psi \) is an isomorphism. Hence, from the Inverse Function Theorem, \( \psi \) is a local diffeomorphism. Since it is also bijective, we conclude that \( \psi \) is a diffeomorphism. By construction, \( \psi \) is \( G \)-equivariant. This concludes the proofs of Claim 6 and (iv). \( \square \)

To conclude this section, we recall the Stratification Theorem by orbits of a proper action.

**Definition 3.60.** A **stratification** of a manifold \( M \) is a locally finite partition of \( M \) by embedded submanifolds \( \{M_i\}_{i \in I} \) of \( M \), called **strata**, such that the following hold.

(i) For each \( i \in I \), the closure of \( M_i \) is \( M_i \cup \bigcup_{j \in I_i} M_j \), where \( I_i \subset I \setminus \{i\} \);

(ii) \( \dim M_j < \dim M_i \), for each \( j \in I_i \).

**Example 3.61.** Consider the action of \( G = S^1 \) on \( M = C \times R = R^3 \) defined by \( \mu(s, (z, t)) = (sz, t) \). Then

\[
M_1 = \{(0, t) \in C \times R : t \in R\}
\]
is the stratum of orbits that are single points. Set $M_2 = \mathbb{R}^3 \setminus M_1$. Note that each principal orbit is a circle (codimension 2) with center in $M_1$ and that $M_2 = M_{\text{princ}}$. In particular, $M_{\text{princ}}$ is nonempty, open and dense in $M$ (as asserted in Theorem 3.46). One can also check that

$$M/G = \{(x_2, x_3) \in \mathbb{R}^2 : x_2 \geq 0\}$$

and $M_{\text{princ}} = \{(x_2, x_3) \in \mathbb{R}^2 : x_2 > 0\}$. Hence $M_{\text{princ}}/G$ is connected in $M/G$ (again, as inferred in Theorem 3.46). In this example, $\{M_i\}_{i \in I}$ is clearly a stratification of $M$, where $I = \{1, 2\}$, $I_2 = \{1\}$ and $I_1 = \emptyset$.

**Theorem 3.62.** Let $\mu : G \times M \to M$ be a proper action. The connected components of the types of orbits of $M$ give a stratification of $M$.

**Proof.** In this proof we will use notations and arguments in the proof of Theorem 3.57.

**Claim 1.** Let $(M_y^\sim)^0$ be the connected component of $M^\sim_y$ that contains $y$. Consider $x \in (M_y^\sim)^0$ such that $x \notin (M_y^\sim)^0$. Then

(i) Denote $(M_x^\sim)^0$ the connected component of $M^\sim_x$ that contains $x$. Then $(M_x^\sim)^0$ is contained in $(M_y^\sim)^0$;

(ii) $\dim((M_x^\sim)^0) < \dim(M_y^\sim)^0$.

In order to prove (i), we may assume that $y \in S_x$. From Claim 1 of Theorem 3.57, it suffices to prove that if $\tilde{x} \in S_x^G$ then $\tilde{x} \in (M_y^\sim)^0$. Due to the slice representation, we may also assume that $x = 0$, $K = \mu^G$ acts on an Euclidean space and $S_x^G$ is a vector space fixed by the action. Since the action of $K$ fixes each point of $S_x^G$, it leaves the normal space $\nu_p(S_x^G)$ that contains $y$ invariant. Let $\tilde{y}$ be the translation of $y$ to the normal space $\nu_{\tilde{x}}(S_x^G)$, i.e., $\tilde{y} = y - p + \tilde{x}$. Since $K_{\tilde{x}} = K = K_p$, we conclude that

$$K_y = K_{\tilde{y}}.$$  \hfill (3.3.4)

Since the action of $K$ on the Euclidean space is linear,

$$K_z = K_{\tilde{y}}$$  \hfill (3.3.5)

for each point $z$ (different from $\tilde{x}$) in the segment joining $\tilde{x}$ and $\tilde{y}$.

Equations (3.3.4) and (3.3.5) imply that $\tilde{x} \in (M_y^\sim)^0$. This concludes the proof of (i).

As for (ii), let $(S_x^G)_y$ be the set of points in $S_x$ with the same $G_x$-orbit type of $y \in S_x$. From the above discussion, we infer that

$$\dim((S_x^G)_y)^0 \geq \dim(S_x^G) + \dim G_x(y) + 1.$$  \hfill (3.3.6)

In particular,

$$\dim((S_x^G)_y)^0 > \dim(S_x^G).$$  \hfill (3.3.7)

From Claim 1 of Theorem 3.57, we have

$$\dim(M^\sim_x)^0 = \dim(S_x^G) + \dim G(x).$$
Finally, the fact that each point in $((S_x)_y^\sim)^0$ is also in $(M_y^\sim)^0$ implies
\begin{equation}
\dim(M_y^\sim)^0 \geq \dim((S_x)_y^\sim)^0 + \dim G(x).
\end{equation}
Equations (3.3.6), (3.3.7) and (3.3.8) imply $\dim(M_x^\sim)^0 < \dim(M_y^\sim)^0$.
This concludes the proof of (ii).

Using the slice representation and the same arguments in the proof of Theorem 3.53, one can prove that the partition is locally finite and this concludes the proof. □

**Remark 3.63.** With the slice representation, it is possible to prove that the connected components of the orbit types in $M$ form a Whitney stratification of $M$ (see Duistermaat and Kolk [31] for definitions and proof).

We conclude this chapter with a few final comments on the slice representation. We have seen in different proofs along this chapter that, using the slice representation, the local study of proper (isometric) actions can be reduced to the local study of an isometric action in Euclidean space.

As remarked by Molino [63], the same idea is still valid in the local study of singular Riemannian foliations (see Definition 5.2). More precisely, after a suitable change of metrics, the local study of an arbitrary singular Riemannian foliation is reduced to the study of a singular Riemannian foliation on the Euclidean space (with the standard metric). This idea is used, for example, in Alexandrino and Töben [9] and Alexandrino [10].
CHAPTER 4

Adjoint and conjugation actions

Two important actions play a central role in the theory of compact Lie groups. Firstly, the action of a compact Lie group $G$ on itself by conjugation. Secondly, the adjoint action

$$\text{Ad} : G \times g \to g$$

of $G$ on its Lie algebra $g$, given by the linearization of the conjugation action (see Definition 1.36). The adjoint action is also a typical example of a polar action (see Remark 3.51 and Definition 4.3) and each of its regular orbits is an isoparametric submanifold (see Definition 4.8). A surprising fact is that several results of adjoint actions can be generalized, not only to the theory of isoparametric submanifolds and polar actions, but also to a general context of singular Riemannian foliations with sections, or s.r.f.s. for short (see Definition 5.2).

The aim of this chapter is to recall classic results of adjoint actions from a differential geometric viewpoint. The relation between adjoint action and isoparametric submanifolds is also briefly studied. Several results presented in this chapter will illustrate results of the theory of s.r.f.s., discussed in the next chapter.

Further references for this chapter are Fegan [32], Duistermaat and Kolk [31], Helgason [46], Hall [43], San Martin [78], Serre [79], Thorbergsson [86, 87] and Palais and Terng [74].

4.1. Maximal tori, isoparametric submanifolds and polar actions

The aim of this section is twofold. Firstly, we prove the Maximal Torus Theorem, that generalizes classic results from linear algebra. Secondly, we present definitions of polar actions and isoparametric submanifolds, briefly discussing some results from these theories.

Recall that a Lie group $T$ is a torus if it is isomorphic to the product $S^1 \times \cdots \times S^1$, and that in this case, it is abelian and its Lie algebra $t$ is isomorphic to the Euclidean space $\mathbb{R}^n$. An element $p \in T$ is a generator if the set $\{p^n : n \in \mathbb{Z}\}$ is dense in $T$. Analogously, a vector $X \in t$ is an infinitesimal generator if the set $\{\exp(tX) : t \in \mathbb{R}\}$ is dense in $T$. It is not difficult to see that each torus contains a generator and an infinitesimal generator. Recall also that it was proved in Theorem 1.41 that a connected compact abelian Lie group is a torus.
Let $T$ be the subgroup of diagonal matrices of SU($n$). It follows from Theorem 1.41 that $T$ is a torus, and we know from linear algebra that every matrix $g \in \text{SU}(n)$ is conjugate to an element of $T$. This is a particular case of the following result.

**Maximal Torus Theorem 4.1.** Let $G$ be a connected, compact Lie group. Then

(i) There exists a maximal torus $T$ (in the sense that if $N$ is a torus and $T \subset N$, then $T = N$);

(ii) Let $T_1$ and $T_2$ be two maximal tori. There exists $g \in G$ such that $gT_1g^{-1} = T_2$. In particular, the maximal tori have the same dimension, called the rank of $G$;

(iii) Let $T$ be a maximal torus and $g \in G$. There exists $h \in G$ such that $ghg^{-1} \in T$. In particular, each element of $G$ is contained in a maximal torus;

(iv) For each bi–invariant metric on $G$, the orbits of the conjugation action intersect each maximal torus orthogonally.

Before proving this result, we present the following auxiliary lemma.

**Lemma 4.2.** Consider a Lie group $G$ with Lie algebra $\mathfrak{g}$ in the hypothesis above. Let $T$ be a maximal torus of $G$ with Lie algebra $\mathfrak{t}$, and $X \in \mathfrak{t}$ an infinitesimal generator of $T$. Then

$$\mathfrak{t} = \{ Y \in \mathfrak{g} : [X, Y] = 0 \}.$$

In order to prove this lemma, we first observe that the inclusion $\mathfrak{t} \subset \{ Y \in \mathfrak{g} : [X, Y] = 0 \}$ is immediate from Proposition 1.39. Conversely, consider $Y \in \mathfrak{g}$ such that $[X, Y] = 0$. From commutativity of $X$ and $Y$, it follows that

$$\exp(sX)\exp(tY) = \exp(tY)\exp(sX), \forall s, t \in \mathbb{R}.$$

Hence $\exp(tY)$ commutes with all elements of $T = \{ \exp(sX) : s \in \mathbb{R} \}$. Therefore, $Y$ commutes with all vectors of $\mathfrak{t}$. From Theorem 1.19, there exists a unique connected Lie subgroup $T_2$ of $G$ with Lie algebra $\mathbb{R}Y \oplus \mathfrak{t}$. Note that $\overline{T_2}$ is a connected compact abelian Lie group. Thus, from Theorem 1.41, $\overline{T_2}$ is a torus. Since $T$ is a maximal torus contained in $\overline{T_2}$, it follows $\overline{T_2} = T$. This implies $Y \in \mathfrak{t}$ and concludes the proof of the lemma.

**Proof.** Let $\mathfrak{t} \subset \mathfrak{g}$ be the maximal abelian subalgebra of the Lie algebra of $G$. From Theorem 1.19, there exists a unique connected subgroup $T \subset G$ with Lie algebra $\mathfrak{t}$. Note that the closure $\overline{T}$ is an abelian connected, compact Lie group. Thus, from Theorem 1.41, $\overline{T}$ is a torus. Since $\mathfrak{t}$ is maximal, $\overline{T} = T$. Furthermore, consider a subgroup $H \subset G$ such that $H$ is a torus and $\overline{T} \subset H$. Then, for each $X \in \mathfrak{h}$, we have $[X, Z] = 0$ for all $Z \in \mathfrak{t}$. By maximality of $\mathfrak{t}$, we conclude that $X \in \mathfrak{t}$, hence $\mathfrak{h} = \mathfrak{t}$. Therefore, from Theorem 1.19, $H = \overline{T} = T$, and this proves (i).
As for (ii), let $X_1$ and $X_2$ be infinitesimal generators of $T_1$ and $T_2$ respectively. Define
\[
f : G \rightarrow \mathbb{R} \quad g \mapsto \langle \text{Ad}(g)X_1, X_2 \rangle,
\]
where $\langle \cdot, \cdot \rangle$ is a bi–invariant metric on $G$ (see Proposition 2.17). Since $G$ is compact, $f$ has a minimum at some point $g_0 \in G$. Therefore, for all $Y \in \mathfrak{g}$,
\[
0 = \frac{d}{dt} f \circ (\exp(tY)g_0) \bigg|_{t=0} = \frac{d}{dt} \langle \text{Ad}(\exp(tY))\text{Ad}(g_0)X_1, X_2 \rangle \bigg|_{t=0} = \langle [Y, \text{Ad}(g_0)X_1], X_2 \rangle = \langle Y, [\text{Ad}(g_0)X_1, X_2] \rangle.
\]
The equation above implies $[\text{Ad}(g_0)X_1, X_2] = 0$. It then follows from Lemma 4.2 that $\text{Ad}(g_0)X_1 \in \mathfrak{t}_2$, hence $g_0 \exp(tX_1)g_0^{-1} \in T_2$. The last equation implies that $g_0T_1g_0^{-1} \subset T_2$ and by maximality of $T_1$, we conclude $T_1 = g_0^{-1}T_2g_0$. This proves (ii).

From Theorem 2.20, $\exp : \mathfrak{g} \rightarrow G$ is surjective. Thus, given $g \in G$ there exists $Y \in \mathfrak{g}$ such that $\exp(Y) = g$. Let $T_2$ be a maximal torus that contains $\{\exp(tY) : t \in \mathbb{R}\}$. It follows from (ii) that there exists $h \in G$ such that $hT_2h^{-1} = T$. In particular, $hgh^{-1} \in T$, and this proves (iii).

Finally, consider $p \in T$ and $G(p) = \{gpg^{-1} : g \in G\}$ its orbit by the conjugation action. It is then easy to see that
\[
(4.1.1) \quad T_pG(p) = \{dR_pY - dL_pY : Y \in \mathfrak{g}\},
\]
\[
(4.1.2) \quad T_pT = \{dR_pZ : Z \in \mathfrak{t}\}.
\]
Let $\langle \cdot, \cdot \rangle$ be a bi–invariant metric on $G$. Since $\text{Ad}(p)Z = Z$ for all $Z \in \mathfrak{t}$,
\[
0 = \langle dR_pY - dL_pY, dR_pZ \rangle.
\]
The above equation, (4.1.1) and (4.1.2) imply (iv). \qed

**Definition 4.3.** An isometric action of a compact Lie group on a Riemannian manifold $M$ is called a **polar action** if it admits *sections*. This means that each regular point $p$ is contained in an immersed submanifold $\Sigma$, called *section*, which is orthogonal to each orbit it intersects and whose dimension is equal to the codimension of the regular orbit $G(p)$. In addition, if sections are flat, the action is called *hyperpolar*.

The Maximal Torus Theorem 4.1 implies that the conjugation action of a compact Lie group $G$ endowed with a bi–invariant metric is polar. In this case, sections are maximal tori. The codimension of a regular orbit is the rank of $G$, and to this aim one can use its *root*
Adjoint and conjugation actions system (see Remark 4.20). Moreover, the conjugation action is not only polar, but also hyperpolar. This follows from Proposition 2.19, that implies that the sectional curvature on the plane spanned by the (linearly independent) vectors $X$ and $Y$ is

$$K(X, Y) = \frac{1}{4} \frac{||[X, Y]||^2}{\|X\|^2 \|Y\|^2 - \langle X, Y \rangle^2}.$$ 

Remark 4.4. Examples of polar actions can be found in symmetric spaces. Recall that a Riemannian manifold $M$ is a symmetric space if, for each $p \in M$, there is an isometry $\sigma_p$ of $M$ that fixes $p$ and reverses geodesics through $p$. In this case, it is not difficult to prove that $M = G/K$, where $G$ is the connected component of $\text{Iso}(M)$ that contains the identity, and $K$ is its isotropy group at some fixed point $p_0 \in M$. Such a pair of groups $(G, K)$ is called a symmetric pair. Let $\Sigma$ be a maximal flat and totally geodesic submanifold through $p_0 \in M$. Then the action of $K$ on $M$ is hyperpolar, and $\Sigma$ is a section. This action is called isotropic action. Moreover, the action of a compact Lie group on itself by conjugation is a particular case of isotropy action.

Another example of hyperpolar action is the isotropic representation of symmetric spaces. This representation is the induced action of $K$ on the tangent space $T_{p_0}M$. In this case, $T_{p_0}\Sigma$ is a section. Isotropy actions can be generalized in the following way. Assume that $(G, K_1)$ and $(G, K_2)$ are symmetric pairs. Then it can be proved that the action of $K_1$ on $M = G/K_2$ is hyperpolar. This examples are known as Hermann actions.

Dadok [29] classified all polar linear representations. They are orbit–equivalent to the isotropic representation of symmetric spaces. Podesta and Thorbergsson [77] classified polar actions on compact symmetric spaces of rank one. In such spaces there are examples of polar actions which are not hyperpolar. Finally Kollross [52] classified all hyperpolar actions on irreducible, simply–connected symmetric spaces of compact type. If they have cohomogeneity greater then one, they are orbit–equivalent to Hermann actions. Kollross also classified all cohomogeneity one actions on compact irreducible symmetric spaces.

It has been conjectured that all polar actions on irreducible symmetric spaces of compact type with rank greater than one are hyperpolar. A partial answer for this problem was given by Biliotti [14], that proved that all polar actions on irreducible Hermitian symmetric spaces of compact type and rank greater than one are hyperpolar. For

\[ \text{Isometric actions of Lie groups } G_1, \text{ respectively } G_2, \text{ on Riemannian manifolds } M_1, \text{ respectively } M_2, \text{ are said to be orbit–equivalent if there exists an isometry between } M_1 \text{ and } M_2 \text{ mapping orbits of the } G_1 \text{ action in orbits of the } G_2 \text{ action.} \]

\[ \text{The rank of a symmetric space } M \text{ is the maximum dimension of flat, totally geodesic submanifolds of } M. \]

\[ \text{A symmetric space } M \text{ is of compact type if it has nonnegative sectional curvature (and is not flat).} \]
a survey on polar actions see Thorbergsson [86, 87], and for further reading on symmetric spaces, see Helgason [46].

We now turn our attention back to the classic theory of compact Lie groups, considering the adjoint action of $G$ on its Lie algebra $\mathfrak{g}$.

**Corollary 4.5.** Let $G$ be a connected, compact Lie group endowed with a bi–invariant metric, and $\mathfrak{t}$ the Lie algebra of a maximal torus of $G$. Then each orbit of the adjoint action intersects $\mathfrak{t}$ orthogonally.

**Proof.** It follows from the Maximal Torus Theorem 4.1 that each orbit of the adjoint action intersects $\mathfrak{t}$. We only have to prove that such intersections are orthogonal. For each $Z \in \mathfrak{t}$, the tangent space of the adjoint orbit of $Z$ is given by

$$T_Z(\text{Ad}(G)Z) = \left\{ \frac{d}{dt}(\text{Ad}(\exp(tX))Z) \right|_{t=0} : \forall X \in \mathfrak{g} \right\}$$

$$= \{ [X, Z] : \forall X \in \mathfrak{g} \}.$$

On the other hand, for each $V \in \mathfrak{t}$,

$$\langle [X, Z], V \rangle = \langle X, [Z, V] \rangle = 0.$$

The result follows from the two equations above.

**Proposition 4.6.** The isotropic representation of a polar action is polar.

We conclude this section with some comments on isoparametric submanifolds.

**Definition 4.7.** Let $L$ be an immersed submanifold of a Riemannian manifold $M$. A section $\xi$ of the normal bundle $\nu(L)$ is said to be a **parallel normal field** along $L$ if $\nabla^\nu\xi$ vanishes identically, where $\nabla^\nu$ is the normal connection\(^4\). $L$ is said to have **flat normal bundle**, if any normal vector can be extended to a locally defined parallel normal field. In addition, $L$ is said to have **globally flat normal bundle**, if the holonomy of the normal bundle $\nu(L)$ is trivial. This means that any normal vector can be extended to a globally defined parallel normal field.

**Definition 4.8.** A submanifold $F$ of a **space form**\(^5\) $M(k)$ is called **isoparametric** if its normal bundle is flat and principal curvatures along any parallel normal vector field are constant.

\(^4\) $\nabla^\nu\xi$ is the component of $\nabla\xi$ that is normal to $L$.

\(^5\) Recall that a **space form** $M(k)$ is a simply connected complete Riemannian manifold with constant sectional curvature $k$ (see Section 2.1).
Principal orbits of a polar action on a Riemannian manifold have globally flat normal bundle, since they are described by an integrable Riemannian submersion (see Remark 3.45 and Palais and Terng [74]). In particular, equivariant normal vectors turn out to be parallel normal fields. It is not difficult to prove that principal curvatures along any equivariant normal vector field of a principal orbit are constant (see Proposition 3.44). These two facts imply the next result.

**Proposition 4.9.**Principal orbits of a polar action on Euclidean space are isoparametric submanifolds. In particular, principal orbits of the adjoint action of $G$ are isoparametric submanifolds of $g$.

In the particular case of adjoint actions, we will prove that each regular orbit is a principal orbit (see Theorem 4.25), and calculate principal curvatures and principal directions (see Remark 4.21).

**Remark 4.10.** It is possible to prove the normal bundle of an isoparametric submanifold is globally flat and hence that each normal vector can be extended to a parallel normal vector field. An important property of isoparametric submanifolds is that parallel sets of an isoparametric submanifold are submanifolds. This means that given an isoparametric submanifold $N$, a parallel normal vector field $\xi$ and $\eta_\xi(x) = \exp_x(\xi)$ the endpoint map, then $\eta_\xi(N)$ is a submanifold (with dimension possibly lower than $\dim N$). An *isoparametric foliation* $\mathcal{F}$ on $M(k)$ is a partition of $M(k)$ by submanifolds parallel to a given isoparametric submanifold $N$. It is possible to prove that a leaf $L$ of $\mathcal{F}$ is also isoparametric if $\dim L = \dim N$. In this case, the partition by parallel submanifolds to $L$ turns out to be $\mathcal{F}$.

**Remark 4.11.** Isoparametric hypersurfaces in space forms have been studied since Cartan [22, 23, 24, 25]. In Euclidean and hyperbolic spaces, they are cylinders or umbilic hypersurfaces. In spheres, there are other examples of isoparametric hypersurfaces, of which several are inhomogeneous (see Ferus, Karcher and Münzner [36]). Regarding isoparametric hypersurfaces in spheres, we would like to emphasize the work of Münzner [67, 68], that proved that the number of principal curvatures of isoparametric hypersurfaces in spheres can only be 1, 2, 3, 4 or 6. Furthermore, all of these numbers are known to occur. Nevertheless, a full classification of isoparametric hypersurfaces in spheres is still an open problem.

The concept of isoparametric submanifolds was independently introduced in the eighties by Harle [44], Carter and West [27, 28] and Terng [83]. Terng [83] remarks the similarity between isoparametric submanifolds and polar orbits in Euclidean spaces. In particular, Coxeter groups are associated to isoparametric submanifolds. Another interesting result relating orbits of polar actions to isoparametric submanifolds is due to Thorbergsson [85]. It is proved that a compact,
irreducible isoparametric submanifold \( L^n \) in \( \mathbb{R}^{n+k} \) is homogeneous if \( k \geq 3 \) and if \( L^n \) does not lie in any affine hyperplane of \( \mathbb{R}^{n+k} \).

A comprehensive description of Terng’s work about isoparametric submanifolds on space forms and Hilbert spaces can be found in Palais and Terng \[74\]. Another reference to the theory of isoparametric submanifolds is Berndt, Console and Olmos \[13\]. More information on the history of isoparametric hypersurfaces and submanifolds and possible generalizations can be found in the surveys by Thorbergsson \[86, 87\].

### 4.2. Roots of a compact Lie group

Roots of a compact Lie group play a fundamental role in the theory of compact Lie groups. They allow, for instance, to classify compact simple Lie groups (see Section 4.5) and are also related to principal curvatures of a principal orbit of the adjoint action (see Remark 4.21). Roots of a compact Lie group \( G \) will be defined in Theorem 4.16.

For the sake of motivation, we start by presenting a result which will follow directly from Theorem 4.16 and Remark 4.19.

**Proposition 4.12.** Let \( G \) be a connected compact Lie group and \( T \subset G \) a fixed maximal torus with Lie algebras \( \mathfrak{g} \) and \( \mathfrak{t} \), respectively. Then there exist bidimensional subspaces \( V_i \subset \mathfrak{g} \) and linear functionals \( \alpha_i : \mathfrak{t} \to \mathbb{R} \) such that

(i) \( \mathfrak{g} = \mathfrak{t} \oplus V_1 \oplus \cdots \oplus V_k \);

(ii) For a bi-invariant metric on \( G \) and an orthonormal basis of \( V_i \),

\[
\text{Ad}(\exp(X))|_{V_i} = \begin{bmatrix} \cos(\alpha_i(X)) & -\sin(\alpha_i(X)) \\ \sin(\alpha_i(X)) & \cos(\alpha_i(X)) \end{bmatrix},
\]

for all \( X \in \mathfrak{t} \);

(iii) Such decomposition is unique, and \( \alpha_m \neq \alpha_n \) if \( m \neq n \).

Each linear functional \( \alpha : \mathfrak{t} \to \mathbb{R} \) above turns out to be the root associated to the space \( V_\alpha \) (see the definition in Theorem 4.16). In order to prove the main theorem of this section, Theorem 4.16, we will need a few preliminary results.

**Theorem 4.13.** Let \( G \) be a connected compact Lie group of rank 1 (see the Maximal Torus Theorem 4.1). Then \( G \) is isomorphic to \( S^1 \), \( \text{SO}(3) \) or \( \text{SU}(2) \).

A proof of this theorem can be found, for example, in Duistermaat and Kolk \[31\]. We also need some elementary facts of linear algebra that are recalled below.

**Lemma 4.14.** Let \( W \subset \mathbb{C}^n \) be a complex subspace. Then \( W = \overline{W} \), i.e., \( W \) is invariant by complex conjugation, if and only if \( W = V \oplus iV \) for a real subspace \( V \subset \mathbb{R}^n \).
Remark 4.15. If \( \{v_i\} \) is a real basis for a real subspace \( V \subset \mathbb{R}^n \), then \( \{v_i\} \) is a complex basis for the complex subspace \( W = V \oplus iV \). In particular, \( \dim_\mathbb{C} W = \dim_\mathbb{R} V \).

Let \( G \) be a connected compact Lie group with Lie algebra \( g \). Consider the complexification of \( g \),

\[
\mathfrak{g}_\mathbb{C} = g \otimes_\mathbb{R} \mathbb{C},
\]

i.e., \( \mathfrak{g}_\mathbb{C} = g \oplus i g \), as a real vector space. It is not difficult to see that \( \mathfrak{g}_\mathbb{C} \) is a complex Lie algebra where \( \cdot, \cdot : \mathfrak{g}_\mathbb{C} \times \mathfrak{g}_\mathbb{C} \to \mathfrak{g}_\mathbb{C} \) is the canonical extension of the Lie bracket of \( \mathfrak{g} \).

**Theorem 4.16.** Let \( G \) be a connected compact Lie group and \( T \subset G \) a fixed maximal torus, with Lie algebras \( \mathfrak{g} \) and \( \mathfrak{t} \), respectively. Consider \( \mathfrak{g}_\mathbb{C} \) the complexification of \( \mathfrak{g} \).

(i) For each \( X \in \mathfrak{g} \), \( \text{ad}(X) : \mathfrak{g}_\mathbb{C} \to \mathfrak{g}_\mathbb{C} \) is linear and diagonalizable with only purely imaginary eigenvalues;

(ii) There exists a unique (up to permutations) decomposition of \( \mathfrak{g}_\mathbb{C} \) in complex subspaces

\[
\mathfrak{g}_\alpha = \{ Y \in \mathfrak{g}_\mathbb{C} : [X,Y] = i\alpha(X)Y, \forall X \in \mathfrak{t} \},
\]

where \( \alpha : \mathfrak{t} \to \mathbb{R} \) is a linear functional called root. In other words,

\[
\mathfrak{g}_\mathbb{C} = \mathfrak{g}_0 \oplus \sum_{\alpha \in R} \mathfrak{g}_\alpha,
\]

where \( R \) denotes the set of roots, also called root system;

(iii) \( \mathfrak{g}_0 = \mathfrak{t} \oplus i \mathfrak{t} \) and \( \mathfrak{g}_\alpha = \mathfrak{g}_{-\alpha} \). In particular, \( \alpha \in R \) implies \( -\alpha \in R \);

(iv) \( \dim_\mathbb{C} \mathfrak{g}_\alpha = 1 \) and \( \dim V_\alpha = 2 \), where \( V_\alpha = (\mathfrak{g}_0 \oplus \mathfrak{g}_{-\alpha}) \cap \mathfrak{g} \);

(v) \( \mathfrak{g}_{k\alpha} = 0 \) if \( k \neq -1, 0, 1 \);

(vi) Let \( e_2 + ie_1 \) be the vector that generates \( \mathfrak{g}_\alpha \), with \( e_1, e_2 \in \mathfrak{g} \).

Then

(vi-a) \( \{e_1, e_2\} \) is a basis of \( V_\alpha \);

(vi-b) \( [X,e_1] = \alpha(X)e_2 \) and \( [X,e_2] = -\alpha(X)e_1 \), for all \( X \in \mathfrak{t} \);

(vi-c) \( \langle e_1, e_2 \rangle = 0 \) and \( \|e_1\| = \|e_2\| \), with respect to each bi-invariant metric \( \langle \cdot, \cdot \rangle \);

(vi-d)

\[
\text{Ad}(\exp(X))|_{V_\alpha} = \begin{bmatrix}
\cos(\alpha(X)) & -\sin(\alpha(X)) \\
\sin(\alpha(X)) & \cos(\alpha(X))
\end{bmatrix},
\]

with respect to the basis \( \left\{ \frac{e_1}{\|e_1\|}, \frac{e_2}{\|e_2\|} \right\} \);

(vii) Let \( \alpha^\vee \) be the coroot\(^6\) of \( \alpha \);

(vii-a) \( \alpha^\vee \) is orthogonal to \( \ker \alpha \) in any bi-invariant metric;

---

\(^6\) The coroot \( \alpha^\vee \) associated to a root \( \alpha \) is a vector in \( \mathfrak{t} \) such that \( \alpha(\alpha^\vee) = 2 \) and \( \alpha^\vee \) is orthogonal to \( \ker \alpha \) with respect to a bi-invariant metric.
4.2 Roots of a compact Lie group

(vii-b) Set \( g^{(\alpha)} = \text{Re} \gamma \oplus V_\alpha \). Then \( g^{(\alpha)} \) is a Lie algebra isomorphic to \( \text{so}(3) \), and the correspondent Lie group \( G^{(\alpha)} = \exp(g^{(\alpha)}) \) is a compact Lie group;

(vii-c) For each \( g \in G^{(\alpha)} \), \( \text{Ad}(g)|_{\ker \alpha} = \text{id} \);

(vii-d) There exists \( w \in G^{(\alpha)} \), such that \( \text{Ad}(w)\alpha^\vee = -\alpha^\vee \).

Proof. Using the Jordan normal form, there exists a decomposition of \( g_c \) in subspaces \( g_j \) such that \( \text{ad}(X)|_{g_j} = c_j I + N_j \) where \( N_j \) is a nilpotent matrix \(^7\). Therefore

\[
(4.2.1) \quad \exp(t\text{ad}(X))|_{g_j} = \exp(tc_j) \sum_{i=0}^{m_j-1} \frac{t^i}{i!} N_j^i.
\]

On the other hand, using (1.3.7), compactness of \( \text{Ad}(G) \) implies that \( \exp(t\text{ad}(X)) \) is bounded. This fact and (4.2.1) imply that \( c_j \) is a purely imaginary number, and \( N_j = 0 \). This proves (i).

Item (ii) follows from the next two claims.

**Claim 1.** There exists a decomposition \( g_c = g_0 \oplus g_1 \oplus \cdots \oplus g_k \) and linear functionals \( \alpha_i : t \to \mathbb{R} \), such that for each \( Y \in g_i \), \( [X,Y] = i\alpha_i(X)Y \) for all \( X \in t \). In addition, \( \alpha_m \neq \alpha_n \) if \( m \neq n \).

Indeed, consider a basis \( \{X_1, \ldots, X_l\} \) of \( t \). On the one hand, from (i) each \( \text{ad}(X_k) \) is diagonalizable. On the other hand, \( \text{ad}(X_j) \) commutes with \( \text{ad}(X_k) \) for all \( j, k \), once \( [X_j, X_k] = 0 \). This allows to find a decomposition \( g_c = \sum_i g_i \) in common eigenspaces of the operators \( \text{ad}(X_k) \). Finally, define

\[
\alpha_i \left( \sum_{k=1}^l x_k X_k \right) = \sum_{k=1}^l x_k \alpha_{ik},
\]

where \( [X_k, Y] = i\alpha_{ik} Y \), for \( Y \in g_i \). Since, by construction, \( g_m \oplus g_n \) is not an eigenspace for any operators \( \text{ad}(X_k) \), it follows that \( \alpha_m \neq \alpha_n \) if \( m \neq n \).

**Claim 2.** If \( [X,Y] = i\beta(X)Y \) for all \( X \in t \), then there exists \( i \) such that \( Y \in g_i \) and \( \beta = \alpha_i \), where \( g_i \) and \( \alpha_i \) were defined in Claim 1.

Indeed, let \( Y = Y_0 + Y_1 + \cdots + Y_k \), where \( Y_i \in g_i \). Then

\[
\sum i\beta(X)Y_i = [X,Y] = \sum i\alpha_i(X)Y_i.
\]

Since \( g_c = g_0 \oplus g_1 \oplus \cdots \oplus g_k \), we conclude that \( \beta(X) = \alpha_m(X) = \alpha_n(X) \). Claim 2 follows from the fact that \( \alpha_m \neq \alpha_n \) if \( m \neq n \).

Item (iii) follows from Lemma 4.14 and the fact that \( t \) is a maximal abelian Lie algebra of \( g \).

\(^7\)This means that \( N_j^m = 0 \) if \( m = m_j \), and \( N_j^m \neq 0 \) if \( m < m_j \).
In the sequel, we prove (iv) and (v). Since the set of roots \( R \) is finite, we can choose a vector \( X \in \ker \alpha \) such that \( \beta(X) \neq 0 \), for all roots \( \beta \) that are not multiples of \( \alpha \). Note that the Lie algebra of the identity’s connected component of the isotropy group \( G_0^X \) (with respect to the adjoint action) is

\[
g_X = \mathfrak{t} \oplus \sum_{k \neq 0} (\mathfrak{g}_{k \alpha} \oplus \mathfrak{g}_{-k \alpha}) \cap \mathfrak{g}.
\]

This implies that

\[
Z(\mathfrak{g}_X) = \ker \alpha,
\]

where \( Z(\mathfrak{g}_X) \) is the Lie algebra of \( Z(G_0^X) \) (see Corollary 1.47). Set \( G' = G_0^X / Z(G_0^X) \) and note that the Lie algebra of the compact connected Lie group \( G' \) is \( \mathfrak{g}_X / Z(\mathfrak{g}_X) \). It follows from (4.2.2) and (4.2.3) that \( t/\ker \alpha \) is a maximal abelian Lie subalgebra of \( \mathfrak{g}_X / Z(\mathfrak{g}_X) \). Therefore \( G' \) has rank 1 and hence by Theorem 4.13,

\[
\mathfrak{g}_X / Z(\mathfrak{g}_X) = \mathfrak{so}(3).
\]

The fact that \( \dim(\mathfrak{g}_X / Z(\mathfrak{g}_X) = 3 \) implies that

\[
\dim \sum_{k \neq 0} (\mathfrak{g}_{k \alpha} \oplus \mathfrak{g}_{-k \alpha}) \cap \mathfrak{g} = 2.
\]

Items (iv) and (v) follow from (4.2.5) and Remark 4.15.

As for (vi), since \( \mathfrak{g}_\alpha \cap \mathfrak{g}_{-\alpha} = \{0\}, e_1 \neq \lambda e_2 \). This and the fact that \( \dim V_\alpha = 2 \) imply (vi-a). Item (vi-b) follows directly from

\[
[X, e_2 + ie_1] = i \alpha(X)e_2 - \alpha(X)e_1.
\]

Item (vi-c) follows from the fact that \( \text{ad} \) is skew–symmetric with respect to every bi–invariant metric (see Proposition 2.19). Finally, (vi-d) follows from (vi-c) and from

\[
\frac{d}{dt}\left. \text{Ad}(\exp(tX))e_i \right|_{t=0} = [X, e_i].
\]

In order to prove (vii), we first prove that \( \mathfrak{g}^{(\alpha)} \) is a Lie algebra and that the definition of \( \alpha^\vee \) does not depend on the bi–invariant metric. Let \( Y \) be an infinitesimal generator of \( \mathfrak{t} \). Then Jacobi equation and (vi-b) imply that \([ [e_1, e_2], Y ] = 0 \). Hence, from Lemma 4.2, \([ e_1, e_2 ] \in \mathfrak{t} \). Item (vi-b) and the fact that \( \text{ad} \) is skew–symmetric with respect to every bi–invariant metric imply that \([ e_1, e_2 ] \) is orthogonal to \( \ker \alpha \). In particular, the definition of \( \alpha^\vee \) does not depend on the bi–invariant metric.

To verify that \( \mathfrak{g}^{(\alpha)} \) is a Lie algebra, it suffices to note that

\[
[ [e_1, e_2], e_1 ] = \alpha([e_1, e_2])e_2, \quad [ [e_1, e_2], e_2 ] = - \alpha([e_1, e_2])e_1.
\]
Note also that $\mathfrak{g}(\alpha) \subset \mathfrak{g}_X$, $\mathfrak{g}(\alpha) \cap \mathbb{Z}(\mathfrak{g}_X) = 0$ and
$$\dim \mathfrak{g}(\alpha) = 3 = \dim \mathfrak{g}_X / \mathbb{Z}(\mathfrak{g}_X),$$
where $X$ was defined in the proof of (iv). We conclude that the morphism below is an isomorphism of Lie algebras.

\begin{equation}
\mathfrak{g}(\alpha) \longrightarrow \mathfrak{g}_X / \mathbb{Z}(\mathfrak{g}_X) = \mathfrak{so}(3).
\end{equation}

Since $\mathfrak{g}(\alpha) = \mathfrak{so}(3)$, $G(\alpha)$ is a compact Lie group isomorphic to $SU(2)$ or $SO(3)$. This fact implies that
\begin{equation}
\text{Ad} (G(\alpha)) \bigg|_{\mathfrak{g}(\alpha)} = \text{SO}(3).
\end{equation}

From the fact that the sphere is homogeneous in $\mathfrak{g}(\alpha)$ and (4.2.7), there exists $w \in G(\alpha)$ such that $\text{Ad}(w)\alpha = -\alpha$. Since
$$\text{Ad}(\exp(Y))Z = \exp(\text{ad}(Y))Z = Z$$
for $Y \in \mathfrak{g}(\alpha)$ and $Z \in \ker \alpha$, we conclude that for each $g \in G(\alpha)$,
$$\text{Ad}(g)\big|_{\ker \alpha} = \text{id}.$$ 
\hfill \Box

In the sequel, notation established in Theorem 4.16 will still be used.

**Definition 4.17.** Let $t^\circ = t \setminus \bigcup_{\alpha \in R} \ker \alpha$. A connected component of $t^\circ$ is called a *Weyl chamber*. A choice of a fixed Weyl chamber $C$, allows to define the set of *positive roots*
$$P = \{ \alpha \in R : \alpha(X) > 0, \forall X \in C \}.$$ 

Note that
$$R = P \cup (-P) \text{ and } P \cap (-P) = \emptyset,$$
where $-P = \{-\alpha : \alpha \in P\}$.

**Remark 4.18.** In the definition above, we the choice of a fixed Weyl chamber was used to define positive roots. It is also possible to do the converse, starting with a set of roots with special properties and then defining the associated Weyl chamber. More precisely, consider $P$ a set of roots with the following properties:

(i) $R = P \cup (-P)$;
(ii) $P \cap (-P) = \emptyset$;
(iii) If $\sum_{\alpha \in P} c_\alpha \alpha = 0$, with $c_\alpha \geq 0$ for all $\alpha \in P$, then $c_\alpha = 0$ for all $\alpha \in P$.

Such $P$ will be called a *choice of positive roots*. The associated Weyl chamber is then defined as
$$C = \{ X \in t : \alpha(X) > 0, \forall \alpha \in P \}.$$

Therefore there exists a bijective correspondence between the set of choices of positive roots and the set of Weyl chambers in $t$. 


Remark 4.19. From Theorem 4.16 we infer that
\[ \mathfrak{g} = \mathfrak{t} \oplus \sum_{\alpha \in \Phi} V_\alpha. \]

Remark 4.20. If \( X \in C \), then \( \text{Ad}(G)X \) is a regular orbit and its codimension is equal to the dimension of \( T \). Indeed, since \( X \notin \ker \alpha \) for any \( \alpha \in R \), we conclude that \( \mathfrak{g}_X = \mathfrak{t} \). We will see in Theorem 4.25 that all regular orbits of the adjoint action are principal orbits.

It was proved in Proposition 4.9 that principal orbits of the adjoint action are isoparametric (recall Definition 4.8). We now calculate principal curvatures and principal directions of such a principal orbit.

Remark 4.21. Let \( G \) be a connected compact Lie group with a bi-invariant metric \( \langle \cdot, \cdot \rangle \) and \( T \subset G \) a fixed maximal torus, with Lie algebras \( \mathfrak{g} \) and \( \mathfrak{t} \), respectively.

Consider \( Z \in \mathfrak{t} \) such that \( \text{Ad}(G)Z \) is a principal orbit. From Corollary 4.5,
\[ T_Z(\text{Ad}(G)Z) = \{[\xi, Z] : \forall \xi \in \mathfrak{g}\}. \]
Let \( N \in \mathfrak{t} \). From the Maximal Torus Theorem 4.1, \( \tilde{N}(\text{Ad}(g)Z) = \text{Ad}(g)N \) is a well-defined normal field along \( \text{Ad}(G)Z \). Deriving the last equation, it follows that
\[ d\tilde{N}_Z([\xi, Z]) = [\xi, N]. \]
We claim that \( \tilde{N} \) is normal and parallel. This follows from (4.2.8) and \[ \langle [\xi, N], X \rangle = \langle \xi, [N, X] \rangle = 0, \forall X \in \mathfrak{t}. \]

Since \( \tilde{N} \) is normal and parallel, from (4.2.8),
\[ S_{\tilde{N}}([\xi, Z]) = -[\xi, N], \]
where \( S_{\tilde{N}} \) is the shape operator. Let \{\( e_1, e_2 \)\} be the basis defined in Theorem 4.16. Replacing \( \xi \) by \( e_i \) in (4.2.9), it follows that
\[ S_{\tilde{N}}(e_1) = -\frac{\alpha(N)}{\alpha(Z)}e_1, \quad S_{\tilde{N}}(e_2) = -\frac{\alpha(N)}{\alpha(Z)}e_2. \]
Hence \( V_\alpha \) is a curvature distribution of the orbit \( \text{Ad}(G)Z \). In particular, the spaces \( V_\alpha \) are orthogonal to each other.

To conclude this section, we calculate the roots of \( \text{SU}(n) \). More roots computations on other classical Lie groups such as \( \text{SO}(n) \) and \( \text{Sp}(n) \) can be found in Fegan [32].

Example 4.22. Let \( T \) be the subgroup of diagonal matrices in \( \text{SU}(n) \). It follows from Theorem 1.41 that \( T \) is a torus, and it can be proved
that $T$ is a maximal torus. As usual, let $t$ denote the Lie algebra of $T$. Consider $X \in t$. Then

$$X = \begin{bmatrix} i\theta_1 & \cdots & \cdots & i\theta_n \end{bmatrix},$$

with $\theta_1 + \cdots + \theta_n = 0$.

Let $E_{ij}$ denote the matrix with 1 in the $(i,j)^{th}$ entry and $-1$ in the $(j,i)^{th}$ entry and $F_{ij}$ the matrix with $i$ in both $(i,j)^{th}$ and $(j,i)^{th}$ entries. A direct calculation gives

$$\text{ad}(X)E_{ij} = X E_{ij} - E_{ij} X = (\theta_i - \theta_j) F_{ij},$$

$$\text{ad}(X)F_{ij} = X F_{ij} - F_{ij} X = -(\theta_i - \theta_j) E_{ij}.$$  

From the above equations and uniqueness of the decomposition on $V_\alpha$ (see Theorem 4.16 and Remark 4.19), the roots of SU$(n)$ are

$$\pm(\theta^*_i - \theta^*_j), \text{ with } i < j,$$

where $\theta^*_i(X) = \theta_i$. One can also check that the simple roots are

$$(\theta^*_i - \theta^*_j), \text{ with } i < j.$$  

### 4.3. Weyl group

The aim of this section is twofold. Let $G$ be a connected compact Lie group endowed with a bi–invariant metric $\langle \cdot, \cdot \rangle$ and $T \subset G$ a fixed maximal torus, with Lie algebras $g$ and $t$, respectively. Firstly, we prove that every regular orbit of the adjoint action is a principal orbit. We then study intersections of orbits of the adjoint action with $t$ using the so–called Weyl group.

**Lemma 4.23.** Let $G^0_q$ be the connected component of the isotropy group $G_q = \{ g \in G : g q g^{-1} = q \}$. Then $q \in G^0_q$.

**Proof.** Since $G$ is compact, exp is surjective (see Theorem 2.20). Thus, there exists $X \in g$ such that $q = \exp(X)$. We conclude that

$$q = \exp(X) = \exp(tX) \exp(X) \exp(-tX) = \exp(tX)q \exp(-tX).$$

Therefore $\exp(tX) \in G_q$ and hence $q = \exp(X) \in G^0_q$. □

**Lemma 4.24.** Let $G_X = \{ g \in G : \text{Ad}(g)X = X \}$ be the isotropy group of $X \in t$. Then $G_X$ is a connected Lie group.

**Proof.** Let $z \in G_X$. We want to prove that $z$ is in the identity’s connected component $G^0_X$. Consider $G_z$ the isotropy group with respect to the conjugation action of $z$. Then $X$ is in the Lie algebra of $G_z$. In fact, since $z \in G_X$ it follows that $t \text{Ad}(z)X = tX$, hence $z \exp(tX)z^{-1} = \exp(tX)$. This is equivalent to $\exp(-tX)z \exp(tX) = z$. 


Let $\tilde{T}$ be a maximal torus of $G^0_z$, tangent to $X$. Since $[Z, X] = 0$ for every $Z$ in the Lie algebra of $\tilde{T}$, $Z$ is in the Lie algebra of $G_X$. Thus

$$\tilde{T} \subset G^0_X.$$  

Since $z \in G^0_z$ (see Lemma 4.23), from the Maximal Torus Theorem 4.1 there exists $g \in G^0_z$ such that

$$gzg^{-1} \in \tilde{T}. \quad (4.3.2)$$

Finally, since $g \in G^0_z$,

$$z = gzg^{-1}. \quad (4.3.3)$$

Equations (4.3.1), (4.3.2) and (4.3.3) imply that $z \in G^0_X$. □

**Theorem 4.25.** Each regular orbit of the adjoint action is a principal orbit.

**Proof.** Let $X_0$ be a regular point. This implies that $\dim G_{X_0} \leq \dim G_X$ for all $X \in \mathfrak{g}$. Consider a slice $S_{X_0}$ at $X_0$. From the definition of slice, $G_Y \subset G_{X_0}$ for each $Y \in S_{X_0}$. Since $\dim G_{X_0} \leq \dim G_Y$ and both are connected, it follows that $G_Y = G_{X_0}$. This implies that $G(X_0)$ is a principal orbit. □

**Definition 4.26.** Consider

$$N_t = \{g \in G : \text{Ad}(g)t \subset t\},$$

$$Z_t = \{g \in G : \text{Ad}(g)Y = Y, \forall Y \in t\}.$$  

Clearly $Z_t$ is a normal subgroup of $N_t$. The Weyl group is defined by

$$W = N_t/Z_t.$$  

Note that the action $W \times t \ni wZ_t \mapsto \text{Ad}(w)X \in t$ is an effective isometric action, and orbits of the action of $W$ on $t$ coincide with the intersections of $t$ with the orbits of the adjoint action.

**Definition 4.27.** Let $\alpha(\cdot) = \langle \tilde{\alpha}, \cdot \rangle$ be a root. Then $\varphi_\alpha$ denotes the orthogonal reflection in $\ker(\alpha)$, i.e.,

$$\varphi_\alpha(Z) = Z - 2\left< Z, \frac{\tilde{\alpha}}{\|\tilde{\alpha}\|}\right> \frac{\tilde{\alpha}}{\|\tilde{\alpha}\|}.$$  

**Remark 4.28.** If $\alpha^\vee$ is the coroot of $\alpha$ then $\varphi_\alpha(Z) = Z - \alpha(Z)\alpha^\vee$.

Item (vii) of Theorem 4.16 implies that reflections $\varphi_\alpha$ are elements of the Weyl group $W$. Moreover, in the next theorem we prove that $W$ is generated by these reflections.

**Theorem 4.29.** Let $W$ be the Weyl group. Then

1. Let $C_1$ and $C_2$ be two Weyl chambers such that $X \in \partial C_1 \cap \partial C_2$. Then there exist reflections $\varphi_{\alpha_1}, \ldots, \varphi_{\alpha_n}$ such that $\varphi_{\alpha_1}(X) = X$ and $\varphi_{\alpha_n} \circ \cdots \circ \varphi_{\alpha_1} C_2 = C_1$;
(ii) The closure of each Weyl chamber $C$ is a fundamental domain for the action of $W$ on $t$, i.e., each orbit of the adjoint action intersects the closure of $C$ exactly once;

(iii) $W$ is generated by $\{\varphi_\alpha\}_{\alpha \in R}$, where $R$ is the set of roots.

Proof. Firstly, note that each isometry $w \in W$ maps regular points to regular points and hence $wC_1$ is a Weyl chamber. The facts that $\text{Ad}(G)$ is a compact orbit, $W$ is a subgroup of isometries and $W(p) = W/W_p$ imply that the cardinality of $W$ is finite. Thus, the subgroup $K_X$ generated by the reflections $\varphi_\alpha$ such that $\varphi_\alpha(X) = X$ is finite.

Let $B_{2\varepsilon}(X)$ be an open ball in the intersection of a slice at $X$ with $t$ and consider two regular points $p_1$ and $p_2$ such that $p_i \in C_i$ and $p_i \in B_{\varepsilon}(X)$. Define $f : K_X \to \mathbb{R}$ as $f(\varphi_\alpha) = ||\varphi_\alpha(p_2) - p_1||$, and let $w_0 \in K_X$ be a minimum of $f$. Suppose that $w_0p_2 \notin C_1$. Then the line joining $w_0p_2$ to $p_1$ intersects a wall $\ker \beta$. Since this intersection is contained in $B_{\varepsilon}(X)$, $X \in \ker \beta$ and hence $\varphi_\beta \in K_X$. Therefore $f(\varphi_\beta w_0) < f(w_0)$, contradicting the fact that $w_0$ is a minimum of $f$. Thus $w_0p_2 \in C_1$ and this concludes the proof of (i).

As for (ii), the Maximal Torus Theorem 4.1 implies that each orbit of the adjoint action intersects $t$. Composition with reflections $\varphi_\alpha$, we conclude that each regular (respectively singular) orbit intersects $C$ (respectively $\partial C$) at least once. We claim that each principal orbit intersects $C$ exactly once. Set $H = \{h \in G : \text{Ad}(h)X \in C, \forall X \in C\}$, and assume that there exists $X \in C$ such that the orbit $\text{Ad}(G)X$ meets $C$ more than once. That is, there exists $g \in G$ such that $X \neq \text{Ad}(g)X \in C$. Clearly $g \notin T$. It is not difficult to prove that $g \in H$. Since $\text{Ad}(G)$ is compact, $g$ has finite order\(^8\). Set $Y = X + \text{Ad}(g)X + \cdots + \text{Ad}(g^{n-1})X$. Since $g \in H$, $Y \in C$ and $\text{Ad}(g)Y = Y$ from construction. Hence

\begin{equation}
(4.3.4) \quad g \in G_Y.
\end{equation}

On the other hand, since $Y \in C$, it follows from Remark 4.20 and Lemma 4.24 that

\begin{equation}
(4.3.5) \quad G_Y = G_Y^0 = T.
\end{equation}

Equations (4.3.5) and (4.3.4) contradict the fact that $g \notin T$.

Finally, we prove that each singular orbit of the adjoint action intersects $\partial C$ exactly once. Assume that there exists $0 \neq X \in \partial C$ and $g \in G$ such that $X \neq \text{Ad}(g)X \in \partial C$. Let $\gamma : [0,1] \to C$ be a curve with $\gamma(0) = X$ and $\gamma(t) \in C$ for $0 < t \leq 1$.

Composing with reflections $\varphi_\alpha$ if necessary, we conclude that

\[ \text{Ad}(g)\gamma|_{[0,1]} \subset C. \]

Therefore, for small $t$,

\[ \gamma(t) \neq \text{Ad}(g)\gamma(t) \in C, \]

\(^8\)This means that there exists $n$ such that $g^n = e$ and $g^{n-1} \neq e$. 
contradicting the fact proved above that each principal orbit of the adjoint action intersects $C$ exactly once.

It remains to prove (iii). For any $g \in W$ there exist reflections $\varphi_{a_1}, \ldots, \varphi_{a_n}$ such that $\varphi_{a_n} \circ \cdots \circ \varphi_{a_1} \circ g(C) \subset C$. From (ii),

$$\varphi_{a_n} \circ \cdots \circ \varphi_{a_1} \circ g(X) \in \{\text{Ad}(G)X \cap C\} = \{X\}$$

for all $X \in C$. Therefore the isometry $\varphi_{a_n} \circ \cdots \circ \varphi_{a_1} \circ g$, is the identity, concluding the proof of (iii). \qed

Remark 4.30. Let $\mathcal{F} = \{\text{Ad}(G)X\}_{X \in g}$ be the singular foliation by orbits of the adjoint action. The above result implies that $\mathcal{F} \cap t$ is invariant by reflections in the walls of Weyl chambers.

Remark 4.31. The above theorem implies that the Weyl group permutes the Weyl chambers and that the cardinality of $W$ is equal to the number of Weyl chambers.

4.4. Normal slice of conjugation action

In this section, we describe the normal slice of the conjugation action of a compact Lie group $G$ endowed with a bi–invariant metric. We start by recalling that the normal slice $S_q$ of an isometric action $G \times M \to M$ at a point $q$ is $S_q = \exp_q(B_\varepsilon(0))$, where $B_\varepsilon(0)$ lies in the normal space $\nu_q(G(q))$ of the orbit $G(q)$. We also recall that, for $x \in S_q$, $g \cdot x \in S_q$ if and only if $g$ is in the isotropy group $G_q$.

Proposition 4.32. Let $T$ be the collection of maximal tori of $G$, and $\Lambda(q)$ the subcollection of maximal tori that contain $q$. Then $Z(G) = \bigcap_{T \in T} T$ and $G_q^0 = \bigcup_{T \in \Lambda(q)} T$, where $G_q^0$ is the connected component of the isotropy group $G_q$ with respect to the adjoint action.

Proof. Item (iii) of the Maximal Torus Theorem 4.1 implies that $G = \bigcup_{T \in T} T$ and hence $Z(G) \supset \bigcap_{T \in T} T$. The Maximal Torus Theorem also implies that each $g \in Z(G)$ is contained in every maximal torus $T$. In fact, for a fixed maximal torus $T$ there exists $h \in G$ such that $ghg^{-1} \in T$. Since $g \in Z(G)$ we conclude that $g = ghg^{-1}$ and hence $g \in T$.

Furthermore, it is clear that $G_q^0 \supset \bigcup_{T \in \Lambda(q)} T$. Let $g \in G_q^0$ and $\tilde{T}$ be a maximal torus of $G_q^0$ that contains $g$ (see the Maximal Torus Theorem 4.1). Since $q \in Z(G_q^0)$ (see Lemma 4.23) we conclude that $q \in \tilde{T}$, using the above argument. Let $T$ be a maximal torus of $G$ such that $T \supset \tilde{T}$. Then $g, q \in T$ and hence $g \in T \in \Lambda(q)$. \qed

Theorem 4.33. Let $G$ be a compact connected Lie group with a bi–invariant metric acting on itself by conjugation, and consider $S_q$ a normal slice at $q$ and $\varepsilon$ its radius. Then

(i) Let $\Lambda_q(q) = \{B_\varepsilon(q) \cap T ; T \in \Lambda(q)\}$. Then $S_q = \bigcup_{\sigma \in \Lambda_q(q)} \sigma$;

(ii) If $y \in S_q$, then $S_y \subset S_q$;
Let $F$ denote the partition by the orbits of the conjugation action of $G$, i.e. $F = \{G(x) : x \in G\}$. Then there exists an isoparametric foliation $\hat{F}$ on a neighborhood of $0$ in $T_qS_q$ such that $\exp_q(\hat{F}) = \mathcal{F} \cap S_q$.

Proof. It follows from Proposition 4.32 that

\[(4.4.1) \quad G_q^0 \cap B_e(q) = \bigcup_{\sigma \in \Lambda_e(q)} \sigma.\]

Let $\sigma \in \Lambda_e(q)$. Recall that each torus is totally geodesic in $G$. Therefore, the shortest segment of geodesic $\gamma$ joining $x \in \sigma$ to $q$ is contained in $\sigma$. Since $G(q)$ is orthogonal to $\sigma$ (see the Maximal Torus Theorem 4.1) we conclude that $\gamma$ is orthogonal to $G(q)$. Hence $x \in S_q$, and then

\[(4.4.2) \quad \bigcup_{\sigma \in \Lambda_e(q)} \sigma \subset S_q.\]

Moreover, note that

\[(4.4.3) \quad \dim S_q = \dim(G) - \dim(G/G_q) = \dim G_q.\]

From (4.4.1), (4.4.2) and (4.4.3), it follows that

\[(4.4.4) \quad G_q^0 \cap B_e(q) = \bigcup_{\sigma \in \Lambda_e(q)} \sigma = S_q.\]

Item (ii) follows from $G_y \subset G_q$ and (4.4.4).

Finally, (4.4.4) implies that there exists a neighborhood $U \ni e$ in $G_q^0$ such that $L_q(U) = S_q$. Set $\tilde{F}_q = \{G_q(y) : y \in S_q\}$ and $\tilde{F}_e = \{G_q(x) : x \in U\}$. Since $q \in Z(G_q)$,

\[(4.4.5) \quad \tilde{F}_q = L_q(\tilde{F}_e).\]

We also know from the properties of a slice of an isometric action that

\[(4.4.6) \quad \tilde{F}_q = \mathcal{F} \cap S_q.\]

Now set $\tilde{F}_e = \{\Ad(G_q)X : X \in (B_e(0) \cap g_q)\}$, where $g_q$ denotes the Lie algebra of $G_q$ and $\mathcal{F} = dL_q(\tilde{F}_e)$. Note that

\[(4.4.7) \quad \tilde{F}_e = \exp(\tilde{F}_e).\]

Equations (4.4.5), (4.4.6) and (4.4.7) imply

\[
\mathcal{F} \cap S_q = \tilde{F}_q \\
= L_q(\tilde{F}_e) \\
= L_q(\exp(\tilde{F}_e)) \\
= \exp_q(dL_q(\tilde{F}_e)) \\
= \exp_q(\hat{F}).
\]

Finally, note that $\hat{F}$ is isoparametric, once $\tilde{F}_e$ is isoparametric and the left translation $L_q$ is an isometry. \qed
4.5. Dynkin diagrams

In this section, we briefly discuss Dynkin diagrams and the classification of compact simple Lie groups, without proofs. Most results are proved in Hall [43], Helgason [46], San Martin [78] and Serre [79]. In addition, $G$ will denote a connected compact semisimple Lie group endowed with a bi-invariant metric $\langle \cdot, \cdot \rangle$, and $T \subset G$ a fixed maximal torus. As usual, $\mathfrak{g}$ and $\mathfrak{t}$ are the Lie algebra of $G$ and $T$ respectively, and $R$ the set of roots of $G$.

**Definition 4.34.** Let $\alpha(\cdot) = \langle \tilde{\alpha}, \cdot \rangle$ and $\beta(\cdot) = \langle \tilde{\beta}, \cdot \rangle$ be elements of $t^*$, the dual space of $t$. The inner product of $\alpha$ and $\beta$ is defined by $\langle \alpha, \beta \rangle = \langle \tilde{\alpha}, \tilde{\beta} \rangle$.

**Proposition 4.35.** Let $\alpha, \beta \in R$ and assume that $\alpha \neq \pm \beta$ and $\langle \alpha, \beta \rangle \leq 0$. Then either $\alpha$ and $\beta$ are orthogonal, or the angle between $\alpha$ and $\beta$ is

(i) $120^\circ$ and $\|\alpha\| = \|\beta\|$;
(ii) $135^\circ$ and $\|\alpha\| = \sqrt{2}\|\beta\|$ or $\|\beta\| = \sqrt{2}\|\alpha\|$;
(iii) $150^\circ$ and $\|\alpha\| = \sqrt{3}\|\beta\|$ or $\|\beta\| = \sqrt{3}\|\alpha\|$.

**Definition 4.36.** A positive root $\alpha$ is simple if it is not the sum of others positive roots.

**Theorem 4.37.** Let $P$ be a choice of positive roots of $R$.

(i) The subset $\Delta \subset P$ of simple roots is a basis of $t^*$;
(ii) Each $\alpha \in R$ is a linear combination of elements of $\Delta$ with integer coefficients, either all nonnegative or all nonpositive;
(iii) If $\alpha, \beta \in \Delta$, then $\langle \alpha, \beta \rangle \leq 0$.

The set $\Delta$ is called a base of the root system $R$.

**Definition 4.38.** Let $\Delta = \{\alpha_1, \ldots, \alpha_n\}$ be a base of $R$. The Dynkin diagram of $R$ with respect to $\Delta$ is a graph where vertexes represent simple roots $\alpha_1, \ldots, \alpha_n$. Consider distinct indices $i$ and $j$. If $\alpha_i$ and $\alpha_j$ are orthogonal, there is no edge between them.

Otherwise, we place either one, two or three edges pointing to the smaller root respectively if the angle between $\alpha_i$ and $\alpha_j$ is

(i) $120^\circ$

(ii) $135^\circ$ and $\|\alpha_i\| = \sqrt{2}\|\alpha_j\|$
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(iii) \( 150^\circ \) and \( \|\alpha_i\| = \sqrt{3}\|\alpha_j\| \)

\[ \bullet_{\alpha_i} \quad \bullet_{\alpha_j} \]

It is possible to prove that the Dynkin diagram does not depend on the bi-invariant metric or the choice of positive roots.

Example 4.39. Let us determine the Dynkin diagram of \( G = \text{SO}(7) \). In this case, the Lie algebra \( t \) of a maximal torus is formed by matrices of the form

\[
X = \begin{bmatrix}
0 & \theta_1 & 0 & 0 \\
-\theta_1 & 0 & \theta_2 & 0 \\
0 & -\theta_2 & 0 & \theta_3 \\
-\theta_3 & 0 & 0 & 0
\end{bmatrix}.
\]

The same kind of argument used in Example 4.22 implies that the roots of \( G \) are

\[ \pm \theta_i^* \text{ and } \pm (\theta_i^* \pm \theta_j^*) \text{ for } i < j, \]

where \( \theta_i^*(X) = \theta_i \). A possible choice of positive roots is

\[ \theta_i^* \text{ and } (\theta_i^* \pm \theta_j^*) \text{ for } i < j. \]

For this choice, the basis of positive roots is \( \Delta = \{\alpha_1, \alpha_2, \alpha_3\} \), where

\[
\begin{align*}
\alpha_1 &= \theta_1^* - \theta_2^* \\
\alpha_2 &= \theta_2^* - \theta_3^* \\
\alpha_3 &= \theta_3^*.
\end{align*}
\]

Consider the bi-invariant metric \( \langle X, Y \rangle = \text{tr} \, XY' \), for \( X, Y \in t \). It is easy to check that \( \langle \theta_i^*, \theta_j^* \rangle = \delta_{ij} \). Hence, a direct calculation gives

(i) \( \|\alpha_1\| = \|\alpha_2\| = \sqrt{2} \) and \( \frac{\langle \alpha_1, \alpha_2 \rangle}{\|\alpha_1\| \|\alpha_2\|} = -\frac{1}{2}, \) i.e., the angle between them is \( 120^\circ \),

\[ \bullet_{\alpha_1} \quad \bullet_{\alpha_2} \]

(ii) \( \|\alpha_2\| = \sqrt{2}, \|\alpha_3\| = 1 \) and \( \frac{\langle \alpha_2, \alpha_3 \rangle}{\|\alpha_2\| \|\alpha_3\|} = -\frac{\sqrt{2}}{2}, \) i.e., the angle between them is \( 135^\circ \).

\[ \bullet_{\alpha_2} \quad \bullet_{\alpha_3} \]

(iii) \( \langle \alpha_1, \alpha_3 \rangle = 0 \)

\[ \bullet_{\alpha_1} \quad \bullet_{\alpha_3} \]

Therefore, it follows from the above items that the Dynkin diagram of \( \text{SO}(7) \) is

\[ \bullet \quad \bullet \quad \bullet \quad \bullet. \]
Exercise 4.40. Use the calculus of simple roots of SU($n$) in Example 4.22 to prove that the Dynkin diagram of SU(3) is

\[ \bullet - \bullet - \bullet \]

Hint: Use Example 4.39 as a guideline, Theorem 4.37 and Definition 4.38.

We conclude this section with the classification of connected, compact simple Lie groups, using Dynkin diagrams.

Theorem 4.41. If $G_1$ and $G_2$ are two compact, semisimple, connected and simply connected Lie groups with the same Dynkin diagram, then $G_1$ and $G_2$ are isomorphic.

Theorem 4.42. The possible connected Dynkin diagrams of a connected, compact simple Lie group are

\[
A_k : \quad \bullet \quad \cdots \quad \bullet \quad k \geq 1 \\
B_k : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad k \geq 2 \\
C_k : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad k \geq 3 \\
D_k : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad k \geq 4
\]

where $k$ denotes the number of vertexes, and also

\[
E_6 : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
E_7 : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
E_8 : \quad \bullet \quad \cdots \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
F_4 : \quad \bullet \quad \bullet \quad \bullet \quad \bullet \\
G_2 : \quad \bullet \quad \bullet \quad \bullet
\]

Each diagram above is the Dynkin diagram of a connected simple compact Lie group. In particular, $A_k, B_k, C_k$ and $D_k$ are, respectively, the Dynkin diagrams of

(i) SU($k + 1$), for $k \geq 1$;
(ii) $\text{SO}(2k + 1)$, for $k \geq 2$;
(iii) $\text{Sp}(k)$, for $k \geq 3$;
(iv) $\text{SO}(2k)$, for $k \geq 4$. 
CHAPTER 5

Singular Riemannian foliations with sections

In this chapter we give a survey of some results on the theory of singular Riemannian foliations with sections (s.r.f.s.). This theory is a generalization of the classic theory of adjoint actions presented in Chapter 4, and several results of this chapter are extensions of previous results.

5.1. Definitions and first examples

We start by recalling the definition of a singular Riemannian foliation (see Molino [63]).

**Definition 5.1.** A partition $\mathcal{F}$ of a complete Riemannian manifold $M$ by connected immersed submanifolds, called leaves, is a singular foliation of $M$ if it verifies (i) and a singular Riemannian foliation if it also verifies (ii).

(i) $\mathcal{F}$ is singular, i.e., the module $\mathcal{X}_\mathcal{F}$ of smooth vector fields on $M$ that are tangent at each point to the corresponding leaf acts transitively on each leaf. In other words, for each leaf $L$ and each $v \in TL$ with footpoint $p$, there is $X \in \mathcal{X}_\mathcal{F}$ with $X(p) = v$.

(ii) The partition is transnormal, i.e., every geodesic that is perpendicular at one point to a leaf remains perpendicular to every leaf it intersects.

Let $\mathcal{F}$ be a singular Riemannian foliation on a complete Riemannian manifold $M$. A leaf $L$ of $\mathcal{F}$ (and each point in $L$) is called regular if the dimension of $L$ is maximal, and it is otherwise called singular. If all the leaves of $\mathcal{F}$ are regular, $\mathcal{F}$ is a Riemannian foliation.

**Definition 5.2.** Let $\mathcal{F}$ be a singular Riemannian foliation on a complete Riemannian manifold $M$. Then $\mathcal{F}$ is said to be a singular Riemannian foliation with sections (s.r.f.s.) if for each regular point $p$, the set $\Sigma = \exp_p(\nu_p L_p)$ is a complete immersed submanifold that intersects each leaf orthogonally. In this case, $\Sigma$ is called a section.

**Example 5.3.** Using Killing vector fields, one can prove that the partition by orbits of an isometric action on a Riemannian manifold $M$ is a singular Riemannian foliation (recall Proposition 3.44). In particular, the partition by orbits of a polar action (see Definition 4.3) is a s.r.f.s. In addition, regarding isoparametric submanifolds (see Definition 4.8
and Remark 4.10), an isoparametric foliation on a space forms is a s.r.f.s.

Terng and Thorbergsson [84] introduced the concept of equifocal submanifolds with flat sections in symmetric spaces in order to generalize the definition of isoparametric submanifolds in Euclidean space. We now give a slightly more general definition of equifocal submanifolds in Riemannian manifolds.

**Definition 5.4.** A connected immersed submanifold $L$ of a complete Riemannian manifold $M$ is equifocal if it satisfies

(i) The normal bundle $\nu(L)$ is flat;
(ii) $L$ admits sections, i.e., for each $p \in L$, the set $\Sigma = \exp_p(\nu_p L_p)$ is a complete immersed totally geodesic submanifold;
(iii) For each $p \in L$, there exists a neighborhood $U \subset L$, such that for each parallel normal field $\xi$ along $U$ the derivative of the end point map $\eta_\xi : U \ni x \mapsto \exp_x(\xi) \in M$ has constant rank.

Terng and Thorbergsson [84] proved that the partition by parallel submanifolds of an equifocal submanifold with flat sections in a simply connected compact symmetric space is a s.r.f.s.

**5.2. Holonomy of Riemannian foliations**

In this section we recall some facts about Riemannian foliations necessary to understand the next sections. Most of them can be found in Molino [63].

**Proposition 5.5.** Let $\mathcal{F}$ be a (singular) foliation on a complete Riemannian manifold $(M, g)$. The following statements are equivalent:

(i) $\mathcal{F}$ is a (singular) Riemannian foliation;
(ii) The leaves are locally equidistant, i.e., for each $q \in M$ there exists a tubular neighborhood $\text{Tub}_\epsilon(P_q) = \{ x \in M : d(x, P_q) < \epsilon \}$ of a plaque $P_q$ of $L_q$ with the following property. For $x \in \text{Tub}(P_q)$, each plaque $P_x$ contained in $\text{Tub}(P_q)$ is contained in the cylinder of radius $d(x, P_q)$ and axis $P_q$.

It is also convenient to recall equivalent definitions of Riemannian foliations.

**Proposition 5.6.** Let $\mathcal{F}$ be a foliation on a complete Riemannian manifold $(M, g)$. The following statements are equivalent:

(i) $\mathcal{F}$ is a Riemannian foliation;
(ii) For each $q \in M$, there exists a neighborhood $U$ of $q$ in $M$, a Riemannian manifold $(\sigma, b)$ and a Riemannian submersion $f : (U, g) \rightarrow (\sigma, b)$ such that the connected components of $\mathcal{F} \cap U$ (plaques) are preimages of $f;
(iii) Let \( g_T \) be the transverse metric, i.e., \( g_T = A^*g \) where \( A_p : T_pM \to \nu_pL \) is the orthogonal projection. Then the Lie derivative \( L_X g_T \) is zero for each \( X \in \mathcal{X}_F \) (see Definition 5.1).

An important property of Riemannian foliations is equifocality. In order to understand this concept, we need some preliminary definitions.

A Bott or basic connection \( \nabla \) of a foliation \( F \) is a connection on the normal bundle to the leaves, with \( \nabla_X Y = [X,Y]^{\nu F} \) whenever \( X \in X_F \) and \( Y \) is a vector field of the normal bundle \( \nu F \) to the foliation. Here, the superscript \( \nu F \) denotes projection onto \( \nu F \).

A normal foliated vector field is a normal field parallel with respect to the Bott connection. If we consider a local submersion \( f \) that describes the plaques of \( F \) in a neighborhood of a point of \( L \), then a normal foliated vector field is a normal projectable/basic vector field with respect to \( f \).

Equifocality means that if \( \xi \) is a normal parallel vector field (with respect to the Bott connection) along a curve \( \beta : [0,1] \to L \), then the curve \( t \mapsto \exp_{\beta(t)}(\xi) \) is contained in the leaf \( L_{\exp_{\beta(0)}(\xi)} \).

**Remark 5.7.** This property still holds even for singular Riemannian foliations, and implies that one can reconstruct the (singular) foliation by taking all parallel submanifolds of a (regular) leaf with trivial holonomy (see Alexandrino and Töben [9]).

Equifocality allows to introduce the concept of parallel translation (with respect to the Bott connection) of horizontal segments of geodesic.

**Definition 5.8.** Let \( \beta : [a,b] \to L \) be a piecewise smooth curve and \( \gamma : [0,1] \to M \) a segment of horizontal geodesic such that \( \gamma(0) = \beta(a) \). Consider \( \xi_0 \) a vector of the normal space \( \nu_{\beta(a)}L \) such that \( \exp_{\gamma(0)}(\xi_0) = \gamma(1) \) and \( \xi : [a,b] \to \nu L \) the parallel translation of \( \xi_0 \) with respect to the Bott connection along \( \beta \). Define \( \|_{\beta(\gamma)} = \hat{\gamma} \), where \( \hat{\gamma} : [0,1] \to M \) is the segment of geodesic given by \( s \to \hat{\gamma}(s) = \exp_{\beta(b)}(s\xi(b)) \).

Due to equifocality of \( F \), there is an alternative definition of holonomy map of a Riemannian foliation.

**Definition 5.9.** Let \( \beta : [0,1] \to L \) be a piecewise smooth curve and \( S_{\beta(i)} = \{ \exp_{\beta(i)}(\xi) : \xi \in \nu_{\beta(i)}L, \|\xi\| < \varepsilon \} \) a slice at \( \beta(i) \), for \( i = 0,1 \). Then a holonomy map is defined by

\[
\varphi[\beta] : S_{\beta(0)} \longrightarrow S_{\beta(1)}
\]

where \( \gamma : [0,r] \to S_{\beta(0)} \) is the minimal segment of geodesic joining \( \beta(0) \) to \( x \). Since the Bott connection is locally flat, the parallel translation depends only on the homotopy class \([\beta]\).
Remark 5.10. The holonomy map of a foliation $\mathcal{F}$ is usually defined as follows. Consider a partition $0 = t_0 < t_1 < \ldots < t_k = 1$ such that $\beta((t_{i-1}, t_i))$ is contained in a simple open set $U_i$ defined by trivialization of $\mathcal{F}$. Then $\{U_1, \ldots, U_k\}$ is called a chain of simple open sets. Sliding along the plaques in $U_k$ one can define a diffeomorphism $\varphi_k$ from an open neighborhood of the transverse manifold $S_{\beta(t_{k-1})}$ onto an open set of $S_{\beta(t_k)}$. In the same way, sliding along the plaques $U_{k-1}$ one defines a diffeomorphism $\varphi_{k-1}$ from an open neighborhood of $S_{\beta(t_{k-2})}$ onto an open neighborhood of $S_{\beta(t_{k-1})}$. After some steps, we obtain a diffeomorphism $\varphi_1$ from an open neighborhood $S_{\beta(t_0)}$ onto a neighborhood of $S_{\beta(t_1)}$. Finally, the germ of the diffeomorphism $\varphi_k \circ \varphi_{k-1} \circ \cdots \circ \varphi_1$ is the holonomy map $\varphi[\beta]$. It is possible to prove that it does not depend on the chain of simple open sets used in its construction, but only on the homotopy class of $\beta$.

Remark 5.11. Note that, since the holonomy map depends only on the homotopy class, there is a group homomorphism $\varphi : \pi_1(L_0, x_0) \rightarrow \text{Diff}_{x_0}(S_{x_0})$, from the fundamental group of the leaf $L_0$ to the group of germs at $x_0$ of local diffeomorphisms of $S_{x_0}$. Its image is the holonomy group of $L_0$ at $x_0$.

Remark 5.12. Let $G$ be a connected Lie group, $\mu : G \times M \rightarrow M$ a proper action and $\mathcal{F} = \{G(x)\}_{x \in M}$ the partition by orbits, and assume that all orbits are regular. Using Remarks 3.33 and 5.10 it is possible to check that for each holonomy map $\varphi[\beta]$ there exists $g$ such that $\mu(g, \cdot)|_{S_{x_0}} = \varphi[\beta]$. In particular, the holonomy group coincides with the image of the slice representation of $G_{x_0}$ in $S_{x_0}$ (see Remark 3.34).

We now recall some facts about pseudogroups and orbifolds related to Riemannian foliations. More details can be found in Salem [63, Appendix D] or in Moerdijk and Mrčun [62].

**Definition 5.13.** Let $\Sigma$ be a Riemannian manifold, not necessarily connected. A pseudogroup $W$ of isometries of $\Sigma$ is a collection of local isometries $w : U \rightarrow W$, where $U$ and $V$ are open subsets of $\Sigma$ such that

(i) If $w \in W$, then $w^{-1} \in W$;

(ii) If $w : U \rightarrow V$ and $\tilde{w} : \tilde{U} \rightarrow \tilde{V}$ are in $W$, then $\tilde{w} \circ w : w^{-1}(\tilde{U}) \rightarrow \tilde{V}$ is also in $W$;

(iii) If $w : U \rightarrow V$ is in $W$, then its restriction to each open subset $\tilde{U} \subset U$ is also in $W$;

(iv) If $w : U \rightarrow V$ is an isometry between open subsets of $\Sigma$ that coincides in a neighborhood of each point of $U$ with an element of $W$, then $w \in W$.

**Definition 5.14.** Let $A$ be a family of local isometries of $\Sigma$ containing the identity. The pseudogroup obtained by taking inverses of the
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elements of $A$, restrictions to open subsets, compositions and unions is called the pseudogroup generated by $A$.

**Example 5.15.** An important example of a Riemannian pseudogroup is the holonomy pseudogroup of a Riemannian foliation, whose definition we now recall. Let $\mathcal{F}$ be a Riemannian foliation of codimension $k$ on a Riemannian manifold $(M,g)$. Then $\mathcal{F}$ can be described by an open cover $\{U_i\}$ of $M$ with Riemannian submersions $f_i : (U_i, g) \to (\sigma_i, b)$, where $\sigma_i$ is a submanifold of dimension $k$, such that there are isometries $w_{ij} : f_i(U_i \cap U_j) \to f_j(U_j \cap U_i)$ with $f_j = w_{ij} \circ f_i$. The elements $w_{ij}$ acting on $\Sigma = \bigsqcup \sigma_i$ generate a pseudogroup of isometries of $\Sigma$ called the holonomy pseudogroup of $\mathcal{F}$.

**Definition 5.16.** A $k$-dimensional Riemannian orbifold is an equivalence class of pseudogroups $W$ of isometries on a $k$-dimensional Riemannian manifold $\Sigma$ verifying

1. The space of orbits $\Sigma/W$ is Hausdorff;
2. For each $x \in \Sigma$, there exists an open neighborhood $U$ of $x$ in $\Sigma$ such that the restriction of $W$ to $U$ is generated by a finite group of diffeomorphisms of $U$.

In addition, if $W$ is a group of isometries, then $\Sigma/W$ is called a good Riemannian orbifold.

An important example of a Riemannian orbifold is the space of leaves $M/\mathcal{F}$, where $M$ is a Riemannian manifold and $\mathcal{F}$ a Riemannian foliation on $M$ with compact leaves.

**Proposition 5.17.** Let $\mathcal{F}$ be a Riemannian foliation with compact leaves on a complete Riemannian manifold $(M,g)$. Then $M/\mathcal{F}$ is a Riemannian orbifold isomorphic to $\Sigma/W$, where $\Sigma$ and $W$ were defined in Example 5.15.

**Remark 5.18.** A converse result holds. More precisely, each Riemannian orbifold $\Sigma/W$ is the space of leaves of a Riemannian foliation with compacts leaves (see Moerdijk and Mrčun [62, Proposition 2.23]).

5.3. Surgery and suspension of homomorphisms

The examples of s.r.f.s. presented in the first section have a symmetric space as ambient space. A simple way to construct new s.r.f.s. on nonsymmetric spaces is to consider a s.r.f.s. $\mathcal{F}$ with compact leaves on a manifold $M$ and change either the leaf metric locally, or the transverse metric on a tubular neighborhood of a regular leaf $L$ with trivial holonomy, since the set of this kind of leaves is an open and dense subset in $M$. For a suitable change of metric, $M$ is not symmetric. In this section, we explain some techniques that allow to construct other examples of s.r.f.s., namely surgery and suspension of homomorphisms.
Let us first discuss how surgery can be used to construct s.r.f.s. (see Alexandrino and Töben [6]). Let $\mathcal{F}_i$ be a s.r.f.s. with codimension $k$ and compact leaves on a complete Riemannian manifold $M_i$ for $i = 1, 2$. Suppose that there exist regular leaves with trivial holonomy $L_1 \in \mathcal{F}_1$ and $L_2 \in \mathcal{F}_2$, such that $L_1$ is diffeomorphic to $L_2$. Since $L_i$ has trivial holonomy, there exists trivializations $\psi_i : \text{Tub}_{3\varepsilon}(L_i) \to L_1 \times B_{3\varepsilon}$, where $\text{Tub}_{3\varepsilon}(L_i)$ is the tubular neighborhood of $L_i$ with radius $3\varepsilon$, and $B_{3\varepsilon}$ is a ball in the Euclidean $k$–dimensional space.

Now define $\tau : L_1 \times B_{\varepsilon} \setminus \overline{L_1 \times B_{\varepsilon/2}} \to L_1 \times B_{2\varepsilon} \setminus \overline{L_1 \times B_{\varepsilon}}$ as the inversion in the cylinder of radius $\varepsilon$ and axis $L_1$. Define also $\phi : \text{Tub}_{\varepsilon}(L_1) \setminus \text{Tub}_{\varepsilon/2}(L_1) \to \text{Tub}_{2\varepsilon}(L_2) \setminus \text{Tub}_{\varepsilon}(L_2)$ by $\phi = \psi_2^{-1} \circ \tau \circ \psi_1$. We now change the transverse metric of $M_i$ in the tubular neighborhoods of $L_i$, such that the restriction of $\phi$ to each section in $\text{Tub}_{\varepsilon}(L_1) \setminus \text{Tub}_{\varepsilon/2}(L_1)$ is an isometry. This can be done, for instance, by taking $\frac{g_0 \| x \|^2}{\| y \|^2}$ as the transverse metric on $\text{Tub}_{2\varepsilon}(L_i)$ and keeping the original transverse metric $g$ outside $\text{Tub}_{3\varepsilon}(L_i)$, using partitions of unity with two appropriate functions.

Finally, define $\tilde{M}$ as

$$\tilde{M} = \left( M \setminus \overline{\text{Tub}_{\varepsilon/2}(L_1)} \right) \sqcup \varphi \left( M \setminus \overline{\text{Tub}_{\varepsilon}(L_2)} \right).$$

This new manifold has a singular foliation $\tilde{\mathcal{F}}$, and leaves are locally equidistant with respect to the transverse metric which already exists. To conclude the construction, we only have to define a tangential metric to the leaves with partitions of unity. Note that if $\Sigma_1$ (respectively $\Sigma_2$) is a section of $\mathcal{F}_1$ (respectively $\mathcal{F}_2$), then the connected sum $\Sigma_1 \# \Sigma_2$ is a section of $\tilde{\mathcal{F}}$.

Let us now explore an example of s.r.f.s. constructed with suspension of homomorphisms, which is extracted from Alexandrino [4]. Other examples can be found in Alexandrino [2]. We start by recalling the method of suspension. For further details see Molino [63, pages 28, 29, 96, 97].

Let $Q$ and $V$ be Riemannian manifolds with dimension $p$ and $n$ respectively, and consider $\rho : \pi_1(Q, q_0) \to \text{Iso}(V)$ a homomorphism. Let $\hat{P} : \hat{Q} \to Q$ be the projection of the universal cover of $Q$. Then there is an action of $\pi_1(Q, q_0)$ on $\hat{M} = \hat{Q} \times V$ given by

$$(\hat{q}, v) \cdot [\alpha] = (\hat{q} \cdot [\alpha], \rho(\alpha^{-1}) \cdot v),$$

where $\hat{q} \cdot [\alpha]$ denotes the deck transformation associated to $[\alpha]$ applied to a point $\hat{q} \in \hat{Q}$. We denote by $M$ the set of orbits of this action, and by $\Pi : \hat{M} \to M$ the canonical projection. Moreover, it is possible to prove that $M$ is a manifold. Indeed, given a simple open neighborhood
U_j \subset Q$, consider the following bijection
\[
\Psi_j : \Pi(\hat{P}^{-1}(U_j) \times V) \rightarrow U_j \times V
\]
\[
\Pi(\hat{q}, v) \mapsto (\hat{P}(\hat{q}) \times v).
\]
If $U_i \cap U_j \neq \emptyset$ and is connected, we can see that
\[
\Psi_i \cap \Psi_j^{-1}(q, v) = (q, \rho([\alpha]^{-1})v)
\]
for a fixed $[\alpha]$. Hence there exists a unique manifold structure on $M$ for which $\Psi_j$ are local diffeomorphisms.

Define a map $P$ by
\[
P : M \rightarrow Q
\]
\[
\Pi(\hat{q}, v) \mapsto \hat{P}(\hat{q}).
\]
It follows that $M$ is the total space of a fiber bundle, and $P$ is its projection over the base space $Q$. In addition, the fiber is $V$ and the structural group is given by the image of $\rho$.

Finally, define $\mathcal{F} = \{\Pi(\hat{Q}, v)\}$, i.e., the projection of the trivial foliation defined as the product of $\hat{Q}$ with each $v$. It is possible to prove that this is a foliation transverse to the fibers. Furthermore, this foliation is a Riemannian foliation whose transverse metric coincides with the metric of $V$.

**Example 5.19.** In what follows, we construct a s.r.f.s. such that the intersection of a local section with the closure of a regular leaf is an orbit of an action of a subgroup of isometries of the local section. This isometric action is not a polar action. Therefore, there exists a s.r.f.s. $\mathcal{F}$ such that the partition formed by the closure of leaves is a singular Riemannian foliation without sections.

Let $V$ denote the product $\mathbb{R}^2 \times \mathbb{C} \times \mathbb{C}$ and $\hat{\mathcal{F}}_0$ the singular foliation of codimension 5 on $V$, whose leaves are the product of points in $\mathbb{C} \times \mathbb{C}$ with circles in $\mathbb{R}^2$ centered in the origin. It is easy to see that the foliation $\hat{\mathcal{F}}_0$ is a s.r.f.s. Let $Q$ be the circle $S^1$ and $k$ an irrational number. Define the homomorphism
\[
\rho : \pi_1(Q, q_0) \longrightarrow \text{Iso}(V)
\]
\[
n \mapsto ((x, z_1, z_2) \mapsto (x, e^{ink} z_1, e^{ink} z_2)).
\]

Finally, set $\mathcal{F} = \Pi(\hat{Q} \times \hat{\mathcal{F}}_0)$. It turns out that $\mathcal{F}$ is a s.r.f.s. and the intersection of the section $\Pi(0 \times \mathbb{R} \times \mathbb{C} \times \mathbb{C})$ with the closure of a regular leaf is an orbit of an isometric action on the section. This isometric action is not a polar action, since the following is not polar
\[
S^1 \times \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C} \times \mathbb{C}
\]
\[
(s, z_1, z_2) \mapsto (s \cdot z_1, s \cdot z_2).
\]
5.4. Results on s.r.f.s.

In this section, we give a few results of the theory of s.r.f.s., without proofs. Firstly, Palais and Terng [74, Remark 5.6.8] proposed a conjecture that can be formulated as follows.

Conjecture (Palais and Terng) 5.20. Let $G$ be an isometric action of a compact Lie group on $M$, such that the distribution of the normal space to the regular orbit is integrable. Then there exists a complete totally geodesic immersed section of the action of $G$ that intersects all orbits perpendicularly.

Heintze, Olmos and Liu [45] proved that Palais and Terng were right in their conjecture for isometric actions. In particular, they proved that the set of regular points is dense in each section. A result in Alexandrino [4] gives a positive answer to this conjecture in the case of singular Riemannian foliations.

Theorem 5.21. Let $\mathcal{F}$ be a singular Riemannian foliation on a complete Riemannian manifold $M$. Suppose that the distribution of normal spaces to the regular leaves is integrable. Then $\mathcal{F}$ is s.r.f.s. In addition, the set of regular points is open and dense in each section.

Remark 5.22. Particular cases of the above result where proved by Molino and Pierrot [64], Boualem [18] and Lytchak and Thorbergsson [56]. Szenthe [82] also worked on conjecture for isometric actions.

Henceforth $\mathcal{F}$ is a s.r.f.s. on a complete Riemannian manifold $M$. The next result, in Alexandrino [2], relates s.r.f.s. to equifocal submanifolds. Recall Definition 5.4 for definitions of equifocal submanifolds and end point map $\eta_\xi$.

Theorem 5.23. Let $L$ be a regular leaf of a s.r.f.s. $\mathcal{F}$ of a complete Riemannian manifold $M$.

(i) $L$ is equifocal. In particular, the union of the regular leaves that have trivial normal holonomy is an open and dense set in $M$, provided that all the leaves are compact;

(ii) Let $\beta$ be a smooth curve of $L$ and $\xi$ a parallel normal field to $L$ along $\beta$. Then the curve $\eta_\xi \circ \beta$ is in a leaf of $\mathcal{F}$;

(iii) Suppose that $L$ has trivial holonomy and let $\Xi$ denote the set of all parallel normal fields on $L$. Then $\mathcal{F} = \{\eta_\xi(L)\}_{\xi \in \Xi}$.

Note that this result guarantees that, given a regular leaf $L$ with trivial holonomy, it is possible to reconstruct $\mathcal{F}$ taking parallel submanifolds of $L$.

In order to state the next theorem, we recall the concepts of slice and local section. Let $q \in M$, and $\text{Tub}(P_q)$ be a tubular neighborhood of a plaque $P_q$ that contains $q$. The connected component of $\exp_q(\nu P_q) \cap \text{Tub}(P_q)$ that contains $q$ is called a slice at $q$ and is usually denoted
$S_p$. A local section $\sigma$ (centered at $q$) of a section $\Sigma$ is a connected component $\text{Tub}(P_q) \cap \Sigma$ (that contains $q$).

Now we recall some results about the local structure of $\mathcal{F}$, in particular about the structure of the set of singular points in a local section. The next result, in Alexandrino [2], is a generalization of Theorem 4.33.

**Slice Theorem 5.24.** Let $\mathcal{F}$ be a s.r.f.s. on a complete Riemannian manifold $M$, and consider $q$ be a singular point of $M$ and $S_q$ a slice at $q$. Then

(i) Denote $\Lambda(q)$ the set of local sections $\sigma$ centered at $q$. Then $S_q = \bigcup_{\sigma \in \Lambda(q)} \sigma$;

(ii) $S_x \subset S_q$ for all $x \in S_q$;

(iii) $\mathcal{F}|_{S_q}$ is a s.r.f.s. on $S_q$ with the induced metric of $M$;

(iv) $\mathcal{F}|_{S_q}$ is diffeomorphic to an isoparametric foliation on an open subset of $\mathbb{R}^n$, where $n$ is the dimension of $S_q$.

**Remark 5.25.** For the proof of this Slice theorem, see also Piñeros [76].

From (iv) of Theorem 5.24 it is not difficult to derive the following corollary, in Alexandrino [2].

**Corollary 5.26.** Let $\sigma$ be a local section. The set of singular points of $\mathcal{F}$ contained in $\sigma$ is a finite union of totally geodesic hypersurfaces. These hypersurfaces are diffeomorphic to focal hyperplanes contained in a section of an isoparametric foliation on an open set of Euclidean space.

We will call the set of singular points of $\mathcal{F}$ contained in $\sigma$ the singular stratification of the local section $\sigma$. Let $M_r$ denote the set of regular points in $M$. A Weyl chamber of a local section $\sigma$ is the closure in $\sigma$ of a connected component of $M_r \cap \sigma$ (compare with Definition 4.17). It is possible to prove that a Weyl chamber of a local section is a convex set.

Theorem 5.23 allows to define the singular holonomy map, which will be very useful to study $\mathcal{F}$. This result is also in Alexandrino [2].

**Proposition 5.27.** Let $\mathcal{F}$ be a s.r.f.s. on a complete Riemannian manifold $M$, and $q_0, q_1$ two points contained in a leaf $L_q$. Let $\beta : [0, 1] \to L_q$ be a smooth curve contained in a regular leaf $L_q$, such that $\beta(i) \in S_{q_i}$, where $S_{q_i}$ is the slice at $q_i$ for $i = 0, 1$. Let $\sigma_i$ be a local section contained in $S_{q_i}$ that contains $\beta(i)$ and $q_i$ for $i = 0, 1$. Finally, let $[\beta]$ denote the homotopy class of $\beta$. Then there exists an isometry $\varphi_{[\beta]} : U_0 \to U_1$, where the source $U_0$ and target $U_1$ are contained in $\sigma_0$ and $\sigma_1$ respectively, which has the following properties:

(i) $q_0 \in U_0$;
(ii) $\varphi_{[\beta]}(x) \in L_x$ for each $x \in U_0$;
(iii) $d\varphi_{[\beta]}(0) = \xi(1)$, where $\xi(s)$ is a parallel normal field along $\beta(s)$. 


Such an isometry is called the \textit{singular holonomy map along} $\beta$. We remark that, in the definition of the singular holonomy map, singular points can be contained in the domain $U_0$. If the domain $U_0$ and the range $U_1$ are sufficiently small and $L_q$ is regular, then the singular holonomy map coincides with the usual holonomy map along $\beta$.

Theorem 5.24 establishes a relation between s.r.f.s. and isoparametric foliations. Similarly, as in the usual theory of isoparametric submanifolds, it is natural to ask if we can define a (generalized) Weyl group action on $\sigma$. The following definitions and results deal with this question.

\textbf{Definition 5.28.} The pseudosubgroup generated by all singular holonomy maps $\varphi[\beta]$ such that $\beta(0)$ and $\beta(1)$ belong to the same local section $\sigma$ is called the \textit{generalized Weyl pseudogroup} of $\sigma$. Let $W_\sigma$ denote this pseudogroup. Analogously, define $W_\Sigma$ for a section $\Sigma$. Given a slice $S$, define $W_S$ as the set of all singular holonomy maps $\varphi[\beta]$ such that $\beta$ is contained in $S$.

\textbf{Proposition 5.29.} Let $\sigma$ be a local section. The reflections in the hypersurfaces of the singular stratification of the local section $\sigma$ leave $\mathcal{F}|\sigma$ invariant. Moreover, these reflections are elements of $W_\sigma$.

\textbf{Remark 5.30.} Compare the above proposition, in Alexandrino [2], with (i) of Theorem 4.29 and Remark 4.30.

Using the technique of suspensions, one can construct an example of a s.r.f.s. such that $W_\sigma$ is larger than the pseudogroup generated by the reflections in the hypersurfaces of the singular stratification of $\sigma$. On the other hand, a sufficient condition to ensure that both pseudogroups coincide is that the leaves of $\mathcal{F}$ have trivial normal holonomy and are compact. So it is natural to ask under which conditions we can guarantee that the normal holonomy of regular leaves is trivial. The next result, in Alexandrino and Töben [6] and Alexandrino [8] concerns this question.

\textbf{Theorem 5.31.} Let $\mathcal{F}$ be a s.r.f.s. on a simply connected Riemannian manifold $M$. Suppose also that the leaves of $\mathcal{F}$ are closed and embedded. Then

(i) Each regular leaf has trivial holonomy;

(ii) $M/\mathcal{F}$ is a simply connected Coxeter orbifold;

(iii) Let $\Sigma$ be a section of $\mathcal{F}$ and $\Pi : M \to M/\mathcal{F}$ the canonical projection. Denote by $\Omega$ a connected component of the set of regular points in $\Sigma$. Then $\Pi : \Omega \to M_r/\mathcal{F}$ and $\Pi : \Omega \to M/\mathcal{F}$ are homeomorphisms, where $M_r$ denotes the set of regular points in $M$. In addition, $\Omega$ is convex, i.e., for any two points $p$ and $q$ in $\Omega$, every minimal geodesic segment between $p$ and $q$ lies entirely in $\Omega$.  

Remark 5.32. Compare the above result with Theorems 4.25 and 4.29.

To conclude this section, we discuss a result that describes the behavior of a s.r.f.s. whose leaves are not embedded. Molino [63] proved that, if \( M \) is compact, the closure of the leaves of a (regular) Riemannian foliation forms a partition of \( M \) that is a singular Riemannian foliation. He also proved that the leaf closure are orbits of a locally constant sheaf of germs of (transversal) Killing fields. Furthermore, a conjecture is left in the same book.

**Conjecture (Molino) 5.33.** Let \( \mathcal{F} \) be a singular Riemannian foliation on a compact Riemannian manifold \( M \). Then the closure of the leaves of \( \mathcal{F} \) forms a partition of \( M \) that is also a singular Riemannian foliation.

Molino [63, Theorem 6.2] was able to prove that the closure of the leaves is a transnormal system, however it still remains an open problem to prove that \( \mathcal{F} \) is a singular foliation. The next result, in Alexandrino [4], gives a positive answer to Molino’s conjecture if \( \mathcal{F} \) is a s.r.f.s.

**Theorem 5.34.** Let \( \mathcal{F} \) be a s.r.f.s. on a complete Riemannian manifold \( M \).

(i) The closure \( \overline{\mathcal{L}} \) of the leaves of \( \mathcal{F} \) is a partition of \( M \) which is a singular Riemannian foliation;

(ii) Each point \( q \) is contained in an homogeneous submanifold \( \mathcal{O}_q \) (possibly 0–dimensional). If we fix a local section \( \sigma \) that contains \( q \), then \( \mathcal{O}_q \) is a connected component of an orbit of the closure of the Weyl pseudogroup of \( \sigma \);

(iii) If \( q \) is a point of the submanifold \( \overline{\mathcal{L}} \), then a neighborhood of \( q \) in \( \overline{\mathcal{L}} \) is the product of the homogeneous submanifold \( \mathcal{O}_q \) with plaques with the same dimension of the plaque \( P_q \);

(iv) Let \( q \) be a singular point and \( T \) the intersection of the slice \( S_q \) with the singular stratum that contains \( q \). Then the normal connection of \( T \) in \( S_q \) is flat;

(v) Let \( q \) be a singular point and \( T \) as in (iv). Consider \( v \) a parallel normal vector field along \( T \), \( x \in T \) and \( y = \exp_x(v) \). Then \( \mathcal{O}_y = \eta_v(\mathcal{O}_x) \).

The above Theorem is illustrated in Example 5.19.

### 5.5 Transnormal maps

In the last section, s.r.f.s. was presented as the natural candidate to generalize isoparametric foliations on Euclidean spaces and in particular orbits of adjoint actions. Nevertheless, there exists another possible way to try to generalize them. We can consider preimages of special maps, so–called isoparametric maps. In fact, Cartan [22, 23, 24, 25], Harle [44], Terng [83] and Wang [92] have chosen this approach.
We start by recalling the definition of isoparametric and transnormal map.

**Definition 5.35.** Let $M^{n+q}$ be a complete Riemannian manifold. A smooth map $H = (h_1, \ldots, h_q): M^{n+q} \to \mathbb{R}^q$ is called transnormal if

(i) $H$ has a regular value;

(ii) For each regular value $c$, there exist a neighborhood $V$ of $H^{-1}(c)$ in $M$ and smooth functions $b_{ij}$ on $H(V)$ such that, for every $x \in V$,

$$\langle \text{grad } h_i(x), \text{grad } h_j(x) \rangle = b_{ij} \circ H(x);$$

(iii) There exists a sufficiently small neighborhood of each regular level set such that $[\text{grad } h_i, \text{grad } h_j]$ is a linear combination of $\text{grad } h_1, \ldots, \text{grad } h_q$, with coefficients being functions of $H$, for all $i$ and $j$.

In particular, a transnormal map $H$ is said to be isoparametric if $V$ can be chosen to be $M$ and $\Delta h_i = a_i \circ H$, where $a_i$ is a smooth function.

**Remark 5.36.** This definition is equivalent to saying that $H$ has a regular value, and for each regular value $c$ there exists a neighborhood $V$ of $H^{-1}(c)$ in $M$ such that $H|_V \to H(V)$ is an integrable Riemannian submersion, where the Riemannian metric $g_{ij}$ of $H(V)$ is the inverse matrix of $b_{ij}$.

It is known (see Palais and Terng [74]) that given an isoparametric map $H$ on a space form and a regular value $c$, the regular level set $H^{-1}(c)$ is an isoparametric submanifold. The next theorem, in Alexandrino [1], is a generalization of this result.

**Theorem 5.37.** Let $H : M \to \mathbb{R}^q$ be an analytic transnormal map on a real analytic complete Riemannian manifold $M$. Let $c$ be a regular value and $L \subset H^{-1}(c)$ be a connected component of $H^{-1}(c)$. Denote by $\Xi$ the set of all parallel normal fields along $L$.

(i) $\mathcal{F}_{c,L} = \{ \eta(L) \}_{\xi \in \Xi}$ is a s.r.f.s. whose leaves are always embedded;

(ii) For each regular value $\hat{c}$, the connected components of $H^{-1}(\hat{c})$ are equifocal manifolds and leaves of $\mathcal{F}_{c,L}$;

(iii) $\mathcal{F}_{c,L}$ is independent of the choice of $c$ and $L$, i.e., for another regular value $\tilde{c}$ and connected component $\tilde{L} \subset H^{-1}(\tilde{c})$, $\mathcal{F}_{c,L} = \mathcal{F}_{\hat{c},L}$.

**Remark 5.38.** Wang [92] studied smooth transnormal functions, i.e., a smooth function $f : M \to \mathbb{R}$ satisfying the equation $\|\text{grad } f\|^2 = b \circ f$, where $b \in C^2(f(M))$. He proved that level sets of $f$ are leaves of a singular Riemannian foliation. It also follows from his proof that the regular level sets are equifocal.
5.6 Recent contributions

It is also known (see Carter and West [28] and Terng [83]) that given an isoparametric submanifold $L$ of $\mathbb{R}^{n+k}$, one can construct a polynomial isoparametric map from $\mathbb{R}^{n+k}$ into $\mathbb{R}^k$ that has $L$ as a level submanifold. Therefore, it is natural to look for conditions under which a s.r.f.s. can be described as preimages of a transnormal map. It follows from Theorem 5.24 and from the classic theory of isoparametric foliations that this is always locally true, as stated in the following result in Alexandrino [2].

**Proposition 5.39.** Let $\mathcal{F}$ be a s.r.f.s. on a complete Riemannian manifold $M$. Then, for each $p \in M$ there exists a neighborhood $U$ of $p$ such that the plaques of $\mathcal{F} \cap U$ are preimages of a transnormal map.

Since there are examples of s.r.f.s. with nontrivial holonomy (see Alexandrino [2]), there are examples of s.r.f.s. that are not given as preimages of a transnormal map. The next result, in Alexandrino and Gorodski [7] and Alexandrino [8], gives sufficient conditions under which a s.r.f.s. can be described by a transnormal map, and hence can be considered a converse of Theorem 5.37.

**Theorem 5.40.** Let $\mathcal{F}$ be a s.r.f.s. on a complete simply connected Riemannian manifold $M$. Assume that leaves of $\mathcal{F}$ are closed and embedded and $\mathcal{F}$ admits a flat section of dimension $n$. Then the leaves of $\mathcal{F}$ are given by the level sets of a transnormal map $H : M \to \mathbb{R}^n$.

**Remark 5.41.** Heintze, Liu and Olmos [45] proved the above result with the additional assumption that $M$ is a simply connected symmetric space of compact type.

5.6. Recent contributions

In this last section, we would like to cite some recent work on the area of singular Riemannian foliations.

Firstly, the use of a blow up technique by Töben [88] to study equifocal submanifolds (which he calls submanifolds with parallel focal structure). A necessary and sufficient condition is given for a closed embedded local equifocal submanifold to induce a s.r.f.s. (see Alexandrino [3] for an alternative proof). Töben [89] also proved the nonexistence of proper s.r.f.s. in compact manifolds of nonpositive curvature, and gave a global description of proper s.r.f.s. on Hadamard manifolds.

Another interesting contribution is by Lytchak and Thorbergsson [56], that introduced the concept of singular Riemannian foliation without horizontal conjugate points in order to generalize variationally complete isometric actions. They proved that a singular Riemannian foliation without horizontal conjugate points in a complete Riemannian manifold with nonnegative sectional curvature admits flat sections.

In addition, Töben and Alexandrino [9] proved that the regular leaves of a singular Riemannian foliation are equifocal, i.e., the end
point map of a normal foliated vector field has constant rank. This implies that it is possible to reconstruct the singular foliation by taking all parallel submanifolds of a regular leaf with trivial holonomy. In addition, the end point map of a normal foliated vector field on a leaf with trivial holonomy is a covering map.

Recently, Lytchak and Thorbergsson [57] proved that the quotient space of a variationally complete group action is a good Riemannian orbifold. The result is generalized to singular Riemannian foliations without horizontal conjugate points.

Lytchak [58] generalized a previous result due to Töben [89], proving that singular Riemannian foliations do not exist on compact negatively curved spaces. Lytchak [59] also generalized the blow up introduced by Töben [88], and proved that a singular Riemannian foliation admits a resolution preserving the transverse geometry if and only if it is infinitesimally polar. He also deduced that singular Riemannian foliations on simply connected manifolds that either have sections or no horizontal conjugate points are closed.

We would also like to cite the PhD thesis of Boltner [16], where singular Riemannian foliations in Euclidean space are studied. Furthermore, we cite the PhD thesis of Nowak [71]. Among other things, singular Riemannian foliations without horizontal conjugate points are studied, and it is proved that the regular leaves are taut if properly embedded, and if the ambient space is simply connected.

In conclusion, we mention the recent work of Alexandrino [10], where it is proved that each singular Riemannian foliation on a compact manifold can be desingularized after successive blow ups. This result generalizes a previous result of Molino. It is also proved in [10] that, if the leaves of the singular Riemannian foliation are compact, then, for each small $\varepsilon$, the regular foliation can be chosen so that the desingularization map induces an $\varepsilon$-isometry between the leaf space of the regular Riemannian foliation and the leaf space of the singular Riemannian foliation. This implies, in particular, that the leaf space of the singular Riemannian foliation is a Gromov–Hausdorff limit of a sequence of Riemannian orbifolds.
APPENDIX A

Rudiments of smooth manifolds

In this appendix, we summarize basic definitions and results of smooth manifolds that will be used throughout this text. More detailed explanations can be found in Warner [93], Spivak [81] and Lang [53].

A.1. Smooth manifolds

In general, by smooth or differentiable we mean of class $C^\infty$, unless otherwise specified. In addition, a map will be called a function if its counterdomain is $\mathbb{R}$.

**Definition A.1.** A smooth $m$–dimensional manifold $M$ is a second countable Hausdorff topological space endowed with a smooth structure. More precisely, there is a collection of pairs $(U_\alpha, \varphi_\alpha)$ called charts, such that $U_\alpha$ are open subsets of $M$, and, for each $\alpha$, the map $\varphi_\alpha : U_\alpha \subset M \rightarrow \varphi_\alpha(U_\alpha) \subset \mathbb{R}^m$ is a homeomorphism between open sets satisfying

(i) $M = \bigcup_\alpha U_\alpha$;
(ii) If $(U_\alpha, \varphi_\alpha)$ and $(U_\beta, \varphi_\beta)$ are charts, then the transition map $\varphi_\beta \circ \varphi_\alpha^{-1} : \varphi_\alpha(U_\alpha \cap U_\beta) \rightarrow \varphi_\beta(U_\alpha \cap U_\beta)$ is smooth. In this case, the charts $\varphi_\alpha$ and $\varphi_\beta$ are said to be $C^\infty$–compatible;
(iii) The collection $\{(U_\alpha, \varphi_\alpha)\}$ of charts is maximal with respect to (i) and (ii).

Such collection of charts is called an atlas of $M$. If $(U_\alpha, \varphi_\alpha)$ is a chart and $p \in U_\alpha$, the open set $U_\alpha$ is called a coordinate neighborhood of $p$ and $\varphi_\alpha$ is called the local coordinate of $p$.

Similarly, it is possible to define $C^k$–manifolds, respectively analytic manifolds ($C^\omega$–manifolds), by requiring the transition maps to be $C^k$, respectively analytic. By analytic structure we mean a collection of coordinate systems which overlap analytically, that is, are locally represented by convergent power series.

In this text we are only concerned with $C^\infty$–manifolds, therefore a manifold will always be considered to be a smooth manifold in the sense above.

**Definition A.2.** Let $M$ and $N$ be manifolds with atlases $\{(U_\alpha, \varphi_\alpha)\}$ and $\{(V_\beta, \psi_\beta)\}$, respectively. A continuous map $f : M \rightarrow N$ is said to
be smooth on \( p \in M \) if there exist coordinate neighborhoods \( U_\alpha \ni p \) and \( V_\beta \ni f(p) \), such that its representation \( \psi_\beta \circ f \circ \varphi_\alpha^{-1} \) is smooth on \( \varphi_\alpha(p) \).

It is easy to see that if this condition is satisfied by a pair of charts \((U_\alpha, \varphi_\alpha)\) and \((V_\beta, \psi_\beta)\), then it holds for any charts. Moreover, a function \( g : M \to \mathbb{R} \) is said to be smooth on \( p \in M \) if there exists a chart \((U_\alpha, \varphi_\alpha)\) such that \( g \circ \varphi_\alpha^{-1} \) is smooth on \( g(p) \). Finally, maps (and functions) are called smooth if they are smooth on every point \( p \in M \).

Let \( M \) be a smooth manifold and \( p \in M \). The set \( C^\infty(M) \) of smooth functions \( f : M \to \mathbb{R} \) is an algebra with the usual operations. Consider the subalgebra \( C^\infty(p) \) of smooth functions whose domain of definition includes some open neighborhood of \( p \). We then define the tangent space to \( M \) at \( p \) as the vector space \( T_pM \) of linear derivations at \( p \), i.e., the set of maps \( v : C^\infty(p) \to \mathbb{R} \) satisfying for all \( f, g \in C^\infty(p) \),

\[
\begin{align*}
(i) \quad v(f + g) &= v(f) + v(g) \quad \text{(linearity)}, \\
(ii) \quad v(fg) &= v(f)g(p) + f(p)v(g) \quad \text{(Leibniz rule)}.
\end{align*}
\]

The vector space operations are defined for all \( v, w \in T_pM, \alpha \in \mathbb{R} \) and \( f \in C^\infty(p) \) by

\[
(v + w)f = v(f) + w(f); \quad (\alpha v)(f) = \alpha v(f).
\]

Let \((U, \varphi = (x_1, \ldots, x_n))\) be a chart around \( p \) and \( \tilde{f} = f \circ \varphi^{-1} \) the representation of \( f \in C^\infty(p) \) in coordinates given by \( \varphi \). Then the coordinate vectors given by

\[
\left( \frac{\partial}{\partial x_i} \right)_p f = \left. \frac{\partial \tilde{f}}{\partial x_i} \right|_{\varphi(p)}
\]

form a basis \( \{ \frac{\partial}{\partial x_i} \}_p \) of \( T_pM \). In particular, it follows that \( \dim T_pM = \dim M \). In this context, tangent vectors can be explicitly seen as directional derivatives. Indeed, consider \( v = \sum v_i \frac{\partial}{\partial x_i} \in T_pM \). Then

\[
v(f) = \sum v_i \left. \frac{\partial \tilde{f}}{\partial x_i} \right|_{\varphi(p)}
\]

is called the directional derivative of \( f \) in the direction of \( v \). It can also be proved that this definition is independent of the chart \( \varphi \).

The tangent vector to a curve \( \alpha : (-\varepsilon, \varepsilon) \to M \) at \( \alpha(0) \) is defined as \( \alpha'(0)(f) = \frac{d}{dt}(f \circ \alpha)(t=0) \). Indeed, \( \alpha'(0) \) is a vector and if \( \varphi \) is a local coordinate and \( (u_1(t), \ldots, u_n(t)) = \varphi \circ \alpha \), then

\[
\alpha'(0) = \sum u_i'(0) \frac{\partial}{\partial x_i} \in T_pM.
\]

**Definition A.3.** Let \( f : M \to N \) be a smooth map and let \( p \in M \). The differential of \( f \) at \( p \) is the linear map \( df_p : T_pM \to T_{f(p)}N \), such
that if \( v \in T_pM \), the image of \( v \) is a tangent vector at \( f(p) \) satisfying 
\[
    df_p(v)g = v(g \circ f), \quad \text{for all } g \in C^{\infty}(f(p)).
\]

Hence the chain rule is automatically valid on manifolds, since the differential of a map is defined to satisfy it. Equipped with the notion of differential, we can define important classes of maps between manifolds. A smooth map \( f : M \to N \) is said to be an **immersion** if \( df_p \) is injective for all \( p \in M \), and it is said to be a **submersion** if \( df_p \) is surjective for all \( p \in M \). An immersion \( f : M \to N \) is called an **embedding** if \( f : M \to f(M) \subset N \) is a homeomorphism considering \( f(M) \) endowed with the relative topology.

In addition, a smooth bijection \( f \) with smooth inverse is called a **diffeomorphism**. From the chain rule, its differential on every point is an isomorphism, and the **Inverse Function Theorem** gives a local converse. More precisely, this theorem states that if the differential \( df_p \) of a smooth map \( f \) is an isomorphism, then \( f \) restricted to some open neighborhood of \( p \) is a diffeomorphism.

**Definition A.4.** Let \( P \) and \( N \) be manifolds, with \( P \subset N \). Then \( P \) is called an **immersed submanifold** of \( N \) if \( i : P \hookrightarrow N \) is an immersion. In addition, if \( i : P \hookrightarrow N \) is an embedding, then \( P \) is called an **embedded submanifold**.

We also need the concept of quasi–embedded manifolds.

**Definition A.5.** An immersed submanifold \( P \subset N \) is **quasi–embedded** if it satisfies the following property. If \( f : M \to N \) is a smooth map with image \( f(M) \) lying in \( P \), then the induced map \( f_0 : M \to P \) defined by \( i \circ f_0 = f \) is smooth, where \( i : P \hookrightarrow N \) is the inclusion.

**Proposition A.6.** Let \( P \subset N \) be an embedded submanifold of \( N \). Then \( P \) is quasi–embedded.

### A.2. Vector fields

Let \( M \) be a fixed manifold and \( TM \) the (total space of its) **tangent bundle**, i.e., \( TM = \bigcup_{p \in M} T_pM \). Denote \( \pi : TM \to M \) the **footpoint projection** (or canonical projection), i.e., if \( V_p \in T_pM \) then \( \pi(V_p) = p \). It is possible to prove that \( TM \) carries a canonical smooth structure inherited from \( M \), such that \( \pi \) is smooth. In fact, as will be explained in Section 3.1, \( (TM, \pi, M, \mathbb{R}^n) \) is a fiber bundle.

**Definition A.7.** A (smooth) **vector field** \( X \) on \( M \) is a (smooth) section of \( TM \), i.e., a (smooth) map \( X : M \to TM \) such that \( \pi \circ X = \text{id} \).

Let \( p \in M \) and consider a coordinate neighborhood \( U \) of \( p \) with local coordinates \( \varphi = (x_1, \ldots, x_n) \). Given \( f \in C^{\infty}(U) \), the **directional derivative** \( X(f) : U \to \mathbb{R} \) is defined to be the function
\[
    U \ni p \mapsto X_p(f) \in \mathbb{R}.
\]
Furthermore, being $\left\{ \frac{\partial}{\partial x_i} \big|_p \right\}$ a basis of $T_pM$, we may write

\begin{equation}
X|_U = \sum_{i=1}^n a_i \frac{\partial}{\partial x_i},
\end{equation}

where $a_i : U \to \mathbb{R}$.

**Proposition A.8.** Consider $X$ a vector field on $M$, not necessarily smooth. Then the following are equivalent.

(i) $X$ is smooth;

(ii) For every chart $(U, (x_1, \ldots, x_n))$, the functions $a_i$ in (A.2.1) are smooth;

(iii) For every open set $V$ of $M$ and $f \in C^\infty(V)$, $X(f) \in C^\infty(V)$.

The set of smooth vector fields on $M$ will be denoted $\mathfrak{X}(M)$. If $f : M \to N$ is a smooth map between two manifolds and $X \in \mathfrak{X}(M)$, $Y \in \mathfrak{X}(N)$, then $X$ and $Y$ are said to be $f$–related if $df \circ X = Y \circ f$, i.e., if the following diagram is commutative.

Note that $X$ and $Y$ are $f$–related if, and only if, for all $g \in C^\infty(N)$, $(Y \circ g) \circ f = X(g \circ f)$.

**Definition A.9.** If $X, Y \in \mathfrak{X}(M)$, the **Lie bracket of the vector fields** $X$ and $Y$ is the vector field $[X, Y] \in \mathfrak{X}(M)$ given by

$$[X, Y]f = X(Y(f)) - Y(X(f)), \forall f \in C^\infty(M).$$

Note that the Lie bracket of vector fields is clearly skew–symmetric and satisfies the Jacobi identity. When $X, Y \in \mathfrak{X}(M)$ are such that $[X, Y] = 0$, then $X$ and $Y$ are said to *commute*.

In addition, if $f : M \to N$ is a smooth map such that $X^1, X^2 \in \mathfrak{X}(M)$ and $Y^1, Y^2 \in \mathfrak{X}(N)$ are $f$–related, then $[X^1, X^2]$ and $[Y^1, Y^2]$ are also $f$–related. Indeed, using the observation above, since $X^i$ is $f$–related to $Y^i$, it follows that $(Y^i \circ g) \circ f = X^i(g \circ f)$. The conclusion is immediate from the following equations, using again the same observation.

\begin{align}
([Y^1, Y^2]g) \circ f &= (Y^1(Y^2 g)) \circ f - (Y^2(Y^1 g)) \circ f \\
&= X^1((Y^2 g) \circ f) - X^2((Y^1 g) \circ f) \\
&= X^1(X^2(g \circ f)) - X^2(X^1(g \circ f)) \\
&= [X^1, X^2](g \circ f)
\end{align}

(A.2.2)
In order to obtain a local expression for \([X,Y]\), fix \(p \in M\) and consider a chart \((U, \varphi = (x_1, \ldots, x_n))\). According to Proposition A.8, there exist functions \(a_i, b_j \in C^\infty(M)\) such that \(X = \sum_{i=1}^{n} a_i \frac{\partial}{\partial x_i}\) and \(Y = \sum_{j=1}^{n} b_j \frac{\partial}{\partial x_j}\). Therefore

\[
XY = X \left( \sum_{j=1}^{n} b_j \frac{\partial}{\partial x_j} \right)
= \sum_{i=1}^{n} a_i \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{n} b_j \frac{\partial}{\partial x_j} \right)
= \sum_{i=1}^{n} \sum_{j=1}^{n} a_i \left( \frac{\partial b_j}{\partial x_i \partial x_j} \partial + b_j \frac{\partial^2}{\partial x_i \partial x_j} \right)
= \sum_{i,j=1}^{n} a_i b_j \frac{\partial}{\partial x_i \partial x_j},
\]

and similarly,

\[
YX = \sum_{i,j=1}^{n} b_j \frac{\partial a_i}{\partial x_j \partial x_i} + \sum_{i,j=1}^{n} a_i b_j \frac{\partial^2}{\partial x_i \partial x_j}.
\]

Applying the definition and expressions above, we recover the well-known local expression for the Lie bracket,

\[
[X, Y] \bigg|_U = \sum_{i,j=1}^{n} \left( a_i \frac{\partial b_j}{\partial x_i} - b_i \frac{\partial a_j}{\partial x_i} \right) \frac{\partial}{\partial x_j}.
\]

**Remark A.10.** If \(M \subset \mathbb{R}^n\) is an open set, then writing \(X = (x_1, \ldots, x_n), Y = (y_1, \ldots, y_n)\), we get \([X, Y] = D_X Y - D_Y X\), where \(D\) is the usual derivative of maps from \(\mathbb{R}^n\) to itself. In addition, if \(L\) is the Lie derivative of tensor fields, then \(L_X Y = [X, Y]\).

### A.3. Foliations and the Frobenius Theorem

In this section we recall some facts about flows, distributions and foliations, culminating in Frobenius Theorem.

**Definition A.11.** Let \(X \in \mathfrak{X}(M)\). An integral curve of \(X\) is a smooth curve \(\alpha\) in \(M\), with \(\alpha'(t) = X(\alpha(t))\) for each \(t\) in \(\alpha\’s\) domain.

A classic result of ODEs is existence and uniqueness of integral curves with prescribed initial data.

**Theorem A.12.** Let \(X \in \mathfrak{X}(M)\) and \(p \in M\). There exists a unique maximal integral curve of \(X\), \(\alpha_p : (-\delta, \delta) \to M\), with \(\alpha_p(0) = p\). Maximality is in the sense that every other integral curve satisfying the same initial condition is a restriction of \(\alpha_p\) to an open subinterval of \(I_p = (-\delta, \delta)\).
Let $\mathcal{D}(X)$ be the set of all points $(t, x) \in \mathbb{R} \times M$ such that $t$ lies in $I_x$. Then we may define a map $\varphi^X : \mathcal{D}(X) \to M$ by $\varphi^X(t, x) = \alpha_x(t)$, where $\alpha_x$ is the integral curve of $X$ with $\alpha_x(0) = x$. This map $\varphi^X$ is called the flow determined by $X$ and $\mathcal{D}(X)$ is its domain of definition.

**Theorem A.13.** Let $X \in \mathfrak{X}(M)$. Then $\mathcal{D}(X)$ is an open subset of $\mathbb{R} \times M$ and $\varphi^X$ is smooth.

It is also usual to consider the local flow, i.e., a restriction of $\varphi^X$ to an open subset $(-\delta, \delta) \times U$ of $\mathcal{D}(X)$. It may be useful to fix the time parameter $t$ and deal with local diffeomorphisms $\varphi^X_t$, defined by $\varphi^X_t(p) = \varphi^X(t, p)$. It is important to note that, for $x \in U$ such that $\varphi^X_t(x) \in U$, if $|s| < \delta$, $|t| < \delta$ and $|s + t| < \delta$, then $\varphi^X_s \circ \varphi^X_t = \varphi^X_{s+t}$.

A smooth vector field $X$ is complete if $\mathcal{D}(X) = \mathbb{R} \times M$ and in this case $\varphi^X_t$ form a group of diffeomorphisms parametrized by $t$, called the 1-parameter group of $X$. In this context, there is an action of $\mathbb{R}$ in $M$,

$$\mathbb{R} \times M \ni (t, q) \mapsto t \cdot q = \varphi^X_t(q) \in M.$$ 

Typical examples of complete vector fields are fields with bounded length (for instance if $M$ is compact).

**Definition A.14.** Let $M$ be a $(n+k)$–dimensional smooth manifold. A $n$–dimensional distribution $D$ on $M$ is an assignment of a $n$–dimensional subspace $D_p \subset T_p M$ for each $p \in M$. The distribution is said to be smooth if for all $p \in M$, there is an open neighborhood of $p$ such that there exist $n$ smooth vector fields spanning $D$ at each point of $U$.

A distribution is involutive if for every $p \in M$, given vector fields $X, Y$ in an open neighborhood $U$ of $p$, with $X_q, Y_q \in D_q$, for all $q \in U$, then $[X, Y]_q \in D_q$, for all $q \in U$ as well. That is, a distribution is involutive if it is closed with respect to the bracket of vector fields.

**Definition A.15.** Let $M$ be a $(n+k)$–dimensional manifold. A $n$–dimensional foliation of $M$ is a partition $\mathcal{F}$ of $M$ by connected immersed $n$–dimensional submanifolds called leaves, such that the following property holds. For each $p \in M$ and $v \in T_p L_p$, where $L_p \in \mathcal{F}$ is the leaf that contains $p$, there exists a smooth vector field $X$ on $M$ such that $X(p) = v$ and $X(q) \in T_q L_q$, for all $q \in M$.

A trivial example of foliation is $\mathbb{R}^m = \mathbb{R}^n \times \mathbb{R}^{m-n}$, where the leaves are subspaces of the form $\mathbb{R}^n \times \{p\}$, with $p \in \mathbb{R}^{m-n}$. More generally, the partition by preimages of a smooth submersion is a foliation. Another example of foliation is the partition by orbits of an action, so that each orbit has dimension $n$ (see Chapter 3 for definitions). The interested reader can seek for detailed information in Camacho and Neto [20] and Lawson [54].

**Definition A.16.** Let $\mathcal{F} = \{L_p : p \in M\}$ be a $n$–dimensional foliation of a smooth $(n+k)$–dimensional manifold $M$. It is possible to prove that if for all $p \in M$, there exist an open neighborhood $U \ni p$, an
open neighborhood $V$ of $0 \in \mathbb{R}^{n+k} = \mathbb{R}^n \times \mathbb{R}^k$ and a diffeomorphism $\psi : V \to U$, such that $\psi(V \cap (\mathbb{R}^n \times \{y_0\}))$ is the connected component of $L_{\psi(0,y_0)} \cap U$ that contains $\psi(0,y_0)$. The open set $U$ is called simple open neighborhood, the diffeomorphism $\psi$ trivialization, $\psi^{-1}$ foliation chart and the submanifold $\psi(V \cap (\mathbb{R}^n \times \{y_0\}))$ is called a plaque.

Remark A.17. In the general case of singular foliations, we usually do not have trivializations. Nevertheless, plaques can be defined at least for singular Riemannian foliations as follows. Let $P_q$ be a relatively compact open subset of $L_q$ and $z$ a point in a tubular neighborhood $\text{Tub}(P_q)$. Since $\mathcal{F}$ is a singular Riemannian foliation, each leaf $L_z$ is contained in a stratum (the collection of leaves with the same dimension of $L_z$). In this stratum, $L_z$ is a regular leaf and hence admits plaques as defined above. A plaque $P_z$ of the singular leaf $L_z$ is then defined as a plaque of $L_z$ in its stratum.

**Frobenius Theorem A.18.** Let $M$ be a smooth manifold and $D$ a smooth $n$–dimensional involutive distribution on $M$. Then there exists a unique $n$–dimensional foliation $\mathcal{F} = \{L_p : p \in M\}$ satisfying

$$D_q = T_qL_q, \forall q \in M.$$ 

Furthermore, each leaf $L_p$ is quasi–embedded.
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