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Abstract. Aiming at drastic speedup for point-feature embeddings at test time, we propose a new framework that uses a pair of multi-layer perceptrons (MLP) and a lookup table (LUT) to transform point-coordinate inputs into high-dimensional features. When compared with PointNet’s \cite{26} feature embedding part realized by MLP that requires millions of dot products, the proposed framework at test time requires no such layers of matrix-vector products but requires only looking up the nearest entities from the tabulated MLP followed by interpolation, defined over discrete inputs on a 3D lattice that is substantially arranged irregularly. We call this framework “LUTI-MLP: LUT Interpolation MLP” that provides a way to train end-to-end irregularly tabulated MLP coupled to a LUT in a specific manner without the need for any approximation at test time. LUTI-MLP also provides significant speedup for Jacobian computation of the embedding function wrt global pose coordinate on Lie algebra \( \mathfrak{se}(3) \) at test time, which could be used for point-set registration problems. After extensive evaluation using the ModelNet40 \cite{43}, we confirmed that the LUTI-MLP even with a small (e.g., \( 4^3 \)) lattice yields performance comparable to that of the MLP while achieving significant speedup: 100× for the embedding, 12× for the approximate Jacobian, and 860× for the canonical Jacobian.

1 Introduction

Three-dimensional (3D) deep learning, which processes a set of points such as captured by depth sensors, has large practical applications: factory automation, vehicle automation, surveillance, and AR/VR. These applications often require real-time processing on an edge device that has limited computational power and battery capacity. Conventionally, these data points are processed using convolutional architecture \cite{35,22,29,6,5,28} after converting the sparse inputs into dense representation. To reduce the information loss during the voxelization, fine grained input must be processed; however, the computational and memory requirements prohibit scaling to higher resolution.

Recently, approaches aiming at directly processing sparse points without voxelization have received increasing attention because of the efficiency they offer in terms of memory footprint and computation. These approaches are applied for a range of tasks, such as object detection \cite{24,16,4,25,7}, gesture recognition \cite{38},
Fig. 1. LUTI-MLP embedding compared with MLP embedding for object classification. Top: MLP embedding used in PointNet [26]. Middle/Bottom: LUTI-MLP embedding at testing and training. The network structure of LUTI-MLP is asymmetric at training and testing. At testing, 8 basis functions \( \bar{z}_i^{(j)} \) pre-computed from 8 discrete neighborhood points on the lattice \( \mathbb{D}_3 \) are linearly interpolated (uniform or irregular trilinear interpolation) to compute the embedding vector for input \( p_i = [x, y, z] \) in \( \mathbb{R}^3 \), as \( z_i = \sum w_i^{(j)} \bar{z}_i^{(j)} \). LUTI-MLP significantly speeds up the embedding by eliminating the vector-matrix multiplication of MLP. Furthermore, the Jacobian of the embedding vector wrt input point coordinate can also be computed efficiently (red line) for test time optimization, e.g., point set registration. At training, the basis function \( \bar{z}_i^{(j)} = \phi_D(\hat{p}) \) is trained as an MLP.

Semantic segmentation [26,27,19], and point set registration [23,12,30,39,8,40]. Core building block, which are common in these approaches, are point-wise feature embedding and permutation invariant feature aggregation by symmetric function. Point-wise feature embedding is realized with the multi-layer perceptron (MLP) that processes input points; where the MLP itself consists of layers of matrix-vector product operation followed by nonlinearity that requires millions of dot products to process just one point. The inputs points could be millions per second. For example, a high-end LiDAR sensor obtains over 4 million points per second. Therefore, it is very important to speed up the embedding step to realize real-time processing.

To this end, we propose a novel framework, which we call LookUp Table Interpolation MLP (LUTI-MLP) that can potentially replace any point feature embedding MLP used in PointNet-like architectures [26] to speed up the process. At the time of testing, the LUTI-MLP computes the embedding using a linear combination of basis functions stored in a lookup table (LUT), which means the embedding no longer directly depends on MLP; rather, it depends on pre-
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computed basis functions, which results in the process being significantly more efficient than MLP embedding (Section 2.5). Furthermore, this approach enables us to very efficiently compute the analytical Jacobian wrt input point coordinate, which is another main contribution of this study, and one that could be used for real-time point-set registration/tracking (Section 2.6). Our contribution can be summarized as follows.

**Fast Embedding.** With the LUTI-MLP, the embedding computation at test time requires only looking up the nearest entities from the LUT that have been pre-computed for the irregularly arranged input space lattice \( \mathbb{D}^3 \), followed by interpolation (Fig. 1, middle, blue line); it is much faster than MLP that involves computationally intensive matrix-vector product operation.

**Fast Jacobian of Embedding.** By minimizing the difference between the aggregated embedding features from pairs of point sets, one can compute a relative pose between them [2]. For this, the Jacobian of the features wrt global pose coordinate (Lie algebra \( \mathfrak{se}(3) \)) must be computed online at test time. The local independence of the embeddings from the MLP wrt input points coordinate also provides efficient direct differential operation of the embedding wrt input in \( \mathbb{R}^3 \); that can be pulled back to the differential wrt \( \mathfrak{se}(3) \) (Fig. 1, middle, red line).

**Experiments.** With extensive evaluations on the ModelNet40 [43], we confirmed that the LUTI-MLP embedding is about 100\( \times \) faster than MLP embedding while achieving a comparable performance (proposed: 86.57\%, original: 86.23\%) using a very small table (4\(^3\) lattice). The LUTI-MLP also provides significant speedup for the Jacobian computation wrt global pose: 12\( \times \) for the approximate Jacobian and 860\( \times \) for the analytical Jacobian. The speedup of embedding and its Jacobian enables the state-of-the-art (SOTA) computational efficiency in several architectures and applications.

## 2 Method

In this section, we describe LUTI-MLP, a novel point feature embedding architecture that significantly speeds up the embedding and its Jacobian computation at test time. After preliminaries (Section 2.1), we first review PointNet [26] (Section 2.2), which enables the permutation invariant modeling of the points set, and then we formalize the problems under consideration (Section 2.3). Next, we introduce LUTI-MLP, a specifically designed irregularly tabulated MLP (Section 2.4), which enables efficient linear computation of nonlinear embedding at test time (Section 2.5) and highly efficient Jacobian computation of the embedding function wrt global pose at test time (Section 2.6). Finally, the training methods are discussed (Section 2.7).

### 2.1 Preliminaries

We consider a 3D geometric point set, \( \mathbf{P} = \{ \mathbf{p}_i | i = 1, ..., N \} \), where each point \( \mathbf{p}_i \) is a vector of its 3D coordinate. We model the relationship between the input point set and its output as

\[
\mathbf{o} = f(\mathbf{P}),
\]

(1)
where output $o$ could be the class label for the 3D object classification task, or it could be the point-wise label for the semantic segmentation task. Function $f$ has to be invariant to permutations of its set members (e.g., the point cloud of a bunny is still a bunny, regardless of the order of each point in the set).

### 2.2 Point-Feature Embedding by MLP

PointNet [26] (Fig. 1, top) embeds each input point independently into high-dimensional feature space as

$$z_i = \phi_{\text{MLP}}(p_i),$$

and then aggregates the set of embedded features $Z : \{z_1, ..., z_N\}$ to global feature $a$ by the symmetric function max as $a = \max(Z)$, where the nonlinear embedding function $\phi_{\text{MLP}} : \mathbb{R}^3 \rightarrow \mathbb{R}^K$ is realized with MLP, and $\max : \mathbb{R}^K \times ... \times \mathbb{R}^K \rightarrow \mathbb{R}^K$ operates along the point dimension. Then, global feature $a$ is processed by function $g$ to compute the output as $o = g(a)$. Because of the symmetry of the aggregation function, the permutation of the input point set does not change the global feature $a$, so output $o$ does not change as a result. Output function $g$ differs according to the type of task.

**Object Classification.** A global feature is fed directly to the classification MLP (mlp-c in Fig. 1) to output the scores for the candidate classes [26,27,25,44,16].

**Point-Wise Classification** The concatenation of point-wise embedding features and a global feature is processed by another classification MLP to output the point-wise score for the candidate classes [26,27].

**Point Set Registration.** The proximity of global features $|a_S - a_T|$, where $a_S$ and $a_T$ are computed from the source and target point sets, relates to the geometric proximity between the sets in the Euclidean input space; it is used to compute the geometric transformation between the sets [2].

### 2.3 Problem Statement

Our research goal is to derive an efficient method for computing nonlinear embedding $z \in \mathbb{R}^K$ and its differential operation wrt global pose coordinates $\text{SE}(3)$. When processing 3D point clouds for real-time recognition, thousands or tens of thousands of input points must be processed dozens of times within a second. This means the embedding function $\phi_{\text{MLP}}$ realized by the MLP must be evaluated millions of times per second. This is quite difficult because the MLP consists of layers of matrix-vector product operations, which require millions of dot products per point input. Thus, the speedup of the embedding is critical and has great practical importance. Similarly, the Jacobian of the global feature $a$ wrt geometric transformation in $\text{SE}(3)$ must be computed efficiently for point-set registration [2] or tracking tasks.
2.4 LUTI-MLP

By pre-computing the input-output relation of the embedding MLP of (2) on LUT, it would be possible to drastically speed up test time computation. However, this is not feasible because of the memory footprint. For example, the LUT for $1024^3$ discretized inputs requires 4 terabytes of memory when $K = 1024$. Simply reducing the resolution induces an error, which is particularly severe when the discretization is coarse (Section 3.3).

Instead of approximating a trained embedding MLP using LUT, we propose a novel end-to-end (E2E) trainable neural network framework called LUTI-MLP, which computes the embedding very efficiently by using the LUT structure while requiring a much smaller memory footprint than simple approximations by discretization. LUTI-MLP computes the embedding as a weighted sum of the basis function $\phi_D(\bar{p}^j)$, where the weight is computed using the spatial proximity between input $p_i$ and discrete grid point $\bar{p}^j_i$ on the lattice:

$$z_i = \phi(p_i) = \sum_j w(j)(p_i, \bar{p}^j)\phi_D(\bar{p}^j). \quad (3)$$

The basis function $\phi_D(\bar{p}^j)$ is computed from MLP using discrete inputs on lattice $D^3$. Notice that the basis functions $\phi_D(\bar{p}^j)$ are locally independent from input coordinate $p_i$ in contrast to the direct dependence on $\phi_{MLP}$ in (2). At test time, this formulation leads to the drastic speedup of embedding and Jacobian computation by using pre-computed basis functions $\phi_D(\bar{p}^j)$ rather than evaluating the MLP. Note that the precise input locations are preserved regardless of the lattice resolution $D$ in the case of LUTI; contrarily, this is not the case for the LUT approximation. Lattice resolution $D$ and weight function $w$ controls the expressiveness of the embedding function.

2.5 Fast Embedding Computation at Testing

At test time, the embedding feature $z$ in (3) is computed as a linear combination of pre-computed basis function $\phi_D(\bar{p}^j)$ stored in the LUT. Memory lookup followed by interpolation is much cheaper than evaluating the MLP, which involves computationally intensive matrix-vector product operations. We propose two types of interpolation for input in $\mathbb{R}^3$: trilinear interpolation on uniform lattice (LUTI$_\text{uni}$), and trilinear interpolation on irregular lattice (LUTI$_\text{irr}$).

**LUTI$_\text{uni}$**. The continuous input point $p_i$ is discretized to 8 neighborhood points, $\bar{p}^{(000)}_i, ..., \bar{p}^{(111)}_i$ on the lattice, and the 8 pre-computed basis functions $\phi_D(\bar{p}^j)$ corresponding to these discretized 8 input points are looked up. Then, they are trilinearly interpolated using the Euclidean distances between the input and the neighborhood lattice as the weight, that is,

$$z^{\text{uni}}_i = \bar{z}^{(000)}_i d_x d_y d_z + \bar{z}^{(001)}_i d_x d_y d_z + \bar{z}^{(010)}_i d_x d_y d_z + \bar{z}^{(011)}_i d_x d_y d_z + \bar{z}^{(100)}_i d_x d_y d_z + \bar{z}^{(101)}_i d_x d_y d_z + \bar{z}^{(110)}_i d_x d_y d_z + \bar{z}^{(111)}_i d_x d_y d_z, \quad (4)$$

1 See Supplement A for a more detailed discussion of the memory footprint.
where \( d = p \lceil - p \rceil \) and \( \bar{d} = p - p \rceil \) are the Euclidean distance to the neighbors on the lattice (Fig. 1., middle). This interpolation may suffer from performance degradation depending on the task when the lattice is coarse.

**LUTI\textsubscript{irr}**. Consider active input points \( \mathbf{P}_a \) that contribute to global vector \( \mathbf{a} = \max\{z_1, ..., z_N\} \). In the case of MLP embedding, \( \arg\max_p \phi_{MLP}(p) \) can vary per channel. This means, at most, \( K \) input points can be \( \mathbf{P}_a \). However, in the case of LUTI\textsubscript{uni}, few points closest (in term of interpolated value) to the grid points can be \( \mathbf{P}_a \) (Fig. 2., left and middle). In other words, \( \left| \mathbf{P}_a \right| \) is restricted by lattice resolution \( D \) rather than \( K \), and most of the input points cannot contribute to \( \mathbf{a} \) when \( D \) is coarse (\( D^3 \ll K \)). It could negatively affect the performance due to the loss of detail information. For example, when 2,048 points are fed to the network with \( D = 2 \) and \( K = 2048 \), approximately 50 points that amount to only a small contribution of about 2% to \( \mathbf{a} \). This can be solved by changing the grid locations for each channel. Although it may be possible to train such per channel lattice locations in addition to the basis function and apply trilinear interpolation independently for each channel, it is computationally demanding and spoils the efficiency of LUTI-MLP. Instead, we propose a simple yet efficient method that is substantially equivalent to varying the lattice location channel by channel using a minimum of two interpolated vectors computed using uniform lattice as,

\[
\mathbf{z}_i^{\text{irr}} = \min\{\mathbf{z}_i^{\text{uni}}, \Gamma(\mathbf{z}_i^{\text{uni}})\},
\]

where \( \Gamma \) reverses the input along the channel dimension. The interpolated value can be maximized at any point; thus, \( \left| \mathbf{P}_a \right| \) is no longer restricted by the lattice resolution (Fig. 2, right). The effects of the interpolation method on the performance are discussed in Section 3.2 and Section 3.3 and learned embedding spaces are visually compared in Fig. 4.

### 2.6 Fast Jacobian Computation wrt Pose at Testing

Using the formulation of LUTI-MLP in (3), the Jacobian of each element of embedded feature \( \mathbf{z} \) wrt to the input coordinates \((x, y, z) \in \mathbb{R}^3\) in Euclidean space is computed quite efficiently. In the case of LUTI\textsubscript{uni}, it is derived from (4):

\[
\frac{\partial \phi(p)_i}{\partial x} = (\bar{\mathbf{z}}_i^{(000)} - \bar{\mathbf{z}}_i^{(100)}) (\bar{d}_y \bar{d}_z) + (\bar{\mathbf{z}}_i^{(010)} - \bar{\mathbf{z}}_i^{(110)}) (d_y \bar{d}_z)
\]

\[
+ (\bar{\mathbf{z}}_i^{(001)} - \bar{\mathbf{z}}_i^{(101)}) (\bar{d}_y d_z) + (\bar{\mathbf{z}}_i^{(011)} - \bar{\mathbf{z}}_i^{(111)}) (d_y d_z),
\]

which is a bilinear interpolation of the difference of the basis functions \( \phi_D(\bar{\mathbf{p}}^{(j)}) \) that is also pre-computable. Jacobian wrt \( y \) and \( z \) are computed similarly. In the case of LUTI\textsubscript{irr}, it is derived from (5). This Jacobian wrt \( \mathbb{R}^3 \) is easily pulled back to the Jacobian wrt geometric coordinates \( \xi \) in \( \text{se}(3) \) as \( \partial \mathbf{p} / \partial \xi = [\mathbf{p} \times, \mathbf{I}] \), and the analytical Jacobian of embedded feature \( \mathbf{z} \) wrt \( \xi \) is given as

\[
\frac{\partial \phi(p)}{\partial \xi} = \frac{\partial \phi(p)}{\partial \mathbf{p}} \frac{\partial \mathbf{p}}{\partial \xi}.
\]
Fig. 2. Interpolation of basis functions on regular/irregular grid. Left: Trilinear interpolation on a uniform grid limits the number of active input points P_a (the gray points can not be P_a across the channel), because arg max_p φ(p) is fixed on the same uniformly allied grid points across channel. Middle: This is illustrated in the case of 1D linear interpolation (K = 4), where the points in between the red points have no chance of being the maximum (⋆) regardless of the learned basis. Right: The minimum of two interpolated values (solid line) can be at a maximum at any point depending on the learned basis function. This is substantially the same as learning the irregular lattice location.

Application to Point Set Registration. PointNetLK [2] proposed the use of global features for 3D point cloud registration. Unlike iterative closest point (ICP) that is commonly used for point set registration, this approach requires no costly computation of point correspondences [30], which provides advantages in terms of computational efficiency. The core building block of this type of architecture is computation of Jacobian wrt global pose coordinates se(3); computation of Gauss–Newton updates using the Jacobian dominate the overall processing time. LUTI-MLP Jacobian could further boost the speed for real-time point-cloud registration/tracking. Proximity of the source P_S and target P_T point set is measured as

\[
r = \left[ \max(\phi(G \cdot P_S)) - \max(\phi(P_T)) \right].
\]

The geometric transformation G ∈ SE(3) between sets is estimated as a minimizer of the residual \( r \) wrt G. Jacobian J for the aggregated embedded feature \( \max(\phi(P_T)) \) wrt \( \xi \in se(3) \) is used in inverse compositional formulation [3] as \( \Delta \xi = J^\dagger r \), where \( J^\dagger \) is the Moore-Penrose inverse of J, which is computed only once for a given target point set P_T, and residual r is computed iteratively using G until convergence, where it is updated as \( \Delta G = \exp(\sum_{k=1,\ldots,6} \Delta \xi_k T_k) \). The acceleration of LUTI-MLP can be used to compute \( \phi(G \cdot P_S) \) in the iterative residual computation, and it can also be used for Jacobin computation (in two ways), which are discussed below.

Approximate Jacobian. Given the difficulty of computing the analytical Jacobian of the MLP, the authors in [2] used the finite difference method (FDM)
to approximate the Jacobian as

$$J_k = \frac{\max(\phi(\exp(-t_k T_k) \cdot P_T)) - \max(\phi(P_T))}{t_k},$$

(9)

where $t_k$ is the small perturbation in the $k$-th element of the $\mathfrak{e}(3)$ parameter. We can replace embeddings $\phi$ realized as the MLP with the proposed LUTI-MLP to speed up the computation of this FDM.

**Analytical Jacobian.** Instead of the numerical differentiation, (7) gives an efficient analytical Jacobian of global feature $a$ wrt $\xi$ as

$$J = \frac{\partial p}{\partial \xi} \frac{\partial}{\partial p} [\max(\phi(G^{-1} \cdot P_T))].$$

(10)

The analytical Jacobian has practical advantages that it has no hyper-parameter $t_k$ in (9) (a small perturbation) for computing the finite difference whose appropriate value may differ depending on the network architecture or data to process. Note that the computation of the analytical Jacobian of MLP wrt $p$ and $\xi$ is quite complicated, requiring the partial derivative computation of each element of embedding feature $z$ wrt nonlinear MLP. It is computed by looping the backpropagation from each element of $z$ for $K$ times.

### 2.7 Training LUTI-MLP

LUTI-MLP is differentiable and can be trained E2E (Fig. 1, bottom) because $\phi_D$ and the interpolation of (3) are differentiable. The basis function $\phi_D(\bar{p}(j))$, which is actually an MLP, is trained using standard backpropagation using the errors from the upper layers. The back-propagated errors on the interpolated embedding $z_i$ are distributed to the basis function $\phi_D(\bar{p}(j))$ on the lattice according to the weight $w(j)(p_i, \bar{p}(j))$. Because the same interpolation is used at the training and test time, the embedding $z$ computed using pre-computed $\phi_D$ on the LUT at test time is exactly the same as the one computed using the MLP during training. As discussed in Section 3, the approximation of trained embedding MLP using trilinear interpolation yields a poor performance; we experimentally revealed that E2E training is key to achieve an excellent performance comparable to MLP embedding, especially when the lattices are coarse.

### 3 Experiments

This section report the intensive experimental results to evaluate the effectiveness of LUTI-MLP. Our main focus is evaluating the distinct idea of LUTI-MLP, feature embedding by a linear combination of non-linear basis vectors on an irregular lattice, in its most basic setup (model/data). Therefore, the application of LUTI-MLP to more complicated recent models and its evaluation on real-world datasets is left for the future work. First, we show the speed-up gain by using LUTI-MLP for embedding and Jacobian calculations...
Section 3.1). Second, we show the applicability of the LUTI-MLP to several architectures, such as ones designed for object classification, point-wise classification, and point-cloud registration (Section 3.2). Third, we provide an intensive architectural analysis to find the key components for the good performance of the LUTI-MLP (Section 3.3). Fourth, we visualize what the embedding network with different discretization learns (Section 3.4).

3.1 Computational Speed Analysis

We evaluated the speedup gain by using the LUTI-MLP over the MLP for embedding and Jacobian computation. In this subsection, we focus our discussion on embedding and Jacobian computation parts that are common to a range of architectures, and the overall speedup gain for a specific architecture is discussed in the subsequent subsection. For the speed benchmarking, we implemented the Nvidia CUDA kernel for trilinear interpolation (embedding) and bilinear interpolation (Jacobian). Batch normalization [13] used in the MLP, and it was integrated into the matrix-vector product layer for a fair comparison. For both experiments, we report the average wall-clock time evaluated on Nvidia V100 GPU to process 1,024 randomly generated points.

**Embedding.** Table 1 compares the computational complexity of embedding between the MLP and the LUTI-MLP at test time. The speedup gain from LUTI acceleration is about $100\times$ (at $D = 4$, yielding similar accuracy as with MLP, see Fig. 3) compared with the highly optimized cudnn implementation of the MLP. Although the number of lookups and the linear interpolation of LUTI are constant across different lattice resolution (except $D = 2$, where no look-up operation is required), the computational time at $D = 4$ is 35% faster than at $D = 64$. It is because the memory access tends to be more efficient for a small LUT. Note that the MLP version slows down as the number of layers or intermediate channel increases, while LUTI is invariant to the architecture.

Table 1. Time complexity of feature embedding. We report the latency ($\mu$s) for embedding 1,024 points using MLP and LUTI with different lattice resolution $D$. LUTI\textsubscript{uni} uses interpolation on a regular grid of (4), and LUTI\textsubscript{irr} uses interpolation on an irregular grid of (5). The MLP is the same as that of PointNet, and the times (accelerated by cudnn) are reported in parentheses. Both of the proposed LUTI embeddings are much faster than MLP.

| $D$ | MLP | LUTI\textsubscript{uni} | LUTI\textsubscript{irr} |
|-----|-----|-------------------------|-------------------------|
|     | 4330 (4350) | 71.8 71.6 69.8 53.6 46.8 34.2 | 74.9 75.5 73.7 57.0 50.6 37.3 |

|     | 64 | 32 | 16 | 8 | 4 | 2 |
|-----|----|----|----|---|---|---|
| Latency ($\mu$s) | | | | | | |
| $D$ | 64 | 32 | 16 | 8 | 4 | 2 |
| Latency ($\mu$s) | 4330 | (4350) | 71.8 | 71.6 | 69.8 | 53.6 | 46.8 | 34.2 | 74.9 | 75.5 | 73.7 | 57.0 | 50.6 | 37.3 |

**Jacobian.** Table 2 (Jac.) compares the test time complexity of different types of Jacobian computation using the MLP and LUTI\textsubscript{irr}-MLP: approximation using FDM of MLP [2], approximation using FDM of LUTI-MLP, analytical differentiation of MLP, and analytical differentiation of LUTI-MLP. The computation of the approximate Jacobian includes the first term of the numerator of (9), which is the warping of point clouds, followed by embedding and aggregation by
max function. The computation of analytical Jacobian using the LUTI includes bilinear interpolation of \(^{[6]}\) and the index copy operation using arg max. The computation of the analytical Jacobian of the MLP requires \(K\) times backpropagation\(^{[2]}\) and the same index operation is followed. The LUTI accelerates the computation of the approximate Jacobian for \(12\times\) and the analytical Jacobian for \(860\times\) compared to MLP with cudnn.

Table 2. Time complexity of Jacobian computation and pose update. We compare the computational time (ms) of four different types of Jacobians (Jac.) and the corresponding time for the whole pose estimation (All): FDM of MLP \([2]\) (FDM-MLP), FDM of LUTI\(_{irr}\)-MLP (FDM-LUTI), analytical Jacobian of MLP (Analyt.-MLP), and analytical Jacobian of LUTI\(_{irr}\)-MLP (Analyt.-LUTI). \(D = 8\) is used for LUTI\(_{irr}\)-MLP. For MLP, timing accelerated by cudnn are reported in parentheses.

| Algorithm           | Jac.    | All     | Jac.    | All     |
|---------------------|---------|---------|---------|---------|
| FDM-MLP \([2]\)     | 5.34 (4.86) 93.3 (92.5) |         | Analyt.-MLP | 786 (437) 874 (525) |
| FDM-LUTI (ours)     | 0.401 2.47 |         | Analyt.-LUTI (ours) | 0.503 2.58 |

3.2 Applications

We demonstrate applicability of LUTI-MLP to several architectures, such as 3D object classification, 3D object part segmentation, and 3D point-set registration. In summary, we observe an overall speedup by LUTI-MLP embedding without performance deterioration for different types of architectures and applications. For these experiments, we followed the original description for the basic network architecture and training procedure of PointNet \([26]\) for classification and segmentation, and PointNetLK \([2]\) for point-set registration. The only difference from the original description is the use of LUTI-MLP instead of MLP for embedding. No other modification, such as hyper-parameter tuning, was performed. For all experiments, we used the PyTorch \([23]\) library for training and testing.

3D Object Classification. Given a 3D point cloud, the task is to assign an object class label for the point set. Ours (Fig. 3) LUTI\(_{irr}\)-MLP E2E with \(D = 4\) achieves 86.57\%, which slightly outperforms the original network using MLP embedding (86.23\% shown by the dashed line), while achieving \(34\times\) speedup of overall classification process. Interpolation on regular grid (LUTI\(_{uni}\)) showed slight performance deterioration when lattice are very coarse, while LUTI\(_{irr}\) performed equally well even for the coarsest lattice. The evaluation is conducted on the ModelNet40 \([43]\) which contains 12,311 models from 40 categories. We randomly sampled 1,024 points and normalized them into a unit sphere.

3D Object Part Segmentation. Given a 3D point cloud, the task is to assign a part category label to each point\(^{[3]}\). The evaluation metric is mIoU on points \([26]\). For this point-wise classification task, architecture from \([19]\) utilizing both

\(^{2}\) We use the parallelization technique disclosed in https://gist.github.com/sbarratt (torch.jacobian.py) to accelerate the multiple backward computations.

\(^{3}\) Point-wise classification network used in this task is shown in Supplement C.
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point and voxel representation is SOTA in terms of accuracy and latency. Our network with LUTI_{irr}-MLP showed comparable performance to PointNet [26] and PVCNN (0.25×C that is fastest variant on this task) [19] (Table 3) while achieving 1.9× and 1.3× overall speedup, respectively.

The speedup gain of this type of architecture is rather moderate compared to other two; it is because the point-wise classification after the embedding accounts for a larger percentage of the entire processing. Unlike the previous application, LUTI_{uni} showed large performance drop in this task when lattice are very coarse, while LUTI_{irr} performed equally well even for the coarsest lattice. The evaluation is conducted on the ShapeNet [4], which contains 16,881 models from 16 categories. We randomly sampled 2,048 points and normalized them into a unit sphere.

Table 3. Parts segmentation accuracy for the ShapeNet part data set. Metric is mIoU(%) on points. The network using LUTI_{irr}-MLP embedding performs as well as those using the MLP embedding [26] and PVCNN [19].

|   | mIoU | aero  | bag   | cap   | car   | chair | ear   | phone | guitar | knife | lamp | laptop | motor | mug   | pistol | rocket | skate  | board | table |
|---|------|-------|-------|-------|-------|-------|-------|-------|--------|-------|------|--------|-------|-------|--------|--------|-------|-------|-------|
|   |      |       |       |       |       |       |       |       |        |       |      |        |       |       |        |        |       |       |       |
| #shapes |   |       |       |       |       |       |       |       |        |       |      |        |       |       |        |        |       |       |       |
| MLP [26] | - | 83.0  | 82.7 | 77.9 | 74.9 | 75.4 | 89.1 | 66.0  | 91.3  | 85.4 | 80.3 | 94.7  | 66.7 | 92.2 | 79.9  | 50.3  | 71.1  | 80.4  |       |
| PVCNN [19] | - | 82.8  | 80.5 | 80.8 | 83.1 | 76.1 | 89.3 | 72.8  | 90.8  | 85.2 | 82.0 | 95.1  | 67.0 | 92.9 | 81.1  | 56.9  | 72.2  | 79.1  |       |
| LUTI_{uni} | 2  | 81.7  | 74.4 | 70.7 | 75.2 | 63.6 | 79.0 | 63.9  | 84.7  | 77.3 | 62.6 | 91.3  | 51.9 | 89.8 | 65.6  | 50.1  | 65.6  | 72.6  |       |
| LUTI_{uni} | 4  | 81.7  | 74.2 | 71.3 | 69.9 | 66.2 | 83.0 | 61.2  | 86.9  | 79.6 | 72.4 | 92.4  | 60.0 | 88.3 | 74.2  | 47.8  | 69.7  | 76.3  |       |
| LUTI_{uni} | 8  | 81.6  | 81.7 | 72.2 | 80.1 | 72.6 | 87.5 | 61.9  | 89.8  | 83.4 | 78.0 | 94.4  | 62.7 | 92.8 | 78.8  | 55.1  | 72.0  | 79.8  |       |
| LUTI_{uni} | 16 | 83.1  | 82.7 | 74.7 | 79.0 | 74.0 | 89.3 | 70.3  | 91.2  | 85.9 | 79.4 | 94.6  | 66.3 | 91.2 | 82.6  | 49.5  | 73.4  | 81.0  |       |
| LUTI_{irr} | 2  | 82.9  | 81.8 | 75.5 | 82.5 | 72.7 | 89.0 | 67.5  | 90.5  | 83.9 | 79.8 | 95.3  | 65.0 | 92.9 | 82.4  | 53.1  | 74.2  | 81.1  |       |
| LUTI_{irr} | 4  | 83.3  | 82.0 | 75.0 | 80.5 | 75.4 | 89.0 | 72.4  | 91.0  | 84.5 | 80.6 | 95.0  | 66.7 | 92.6 | 82.0  | 50.1  | 73.6  | 81.4  |       |
| LUTI_{irr} | 8  | 83.1  | 82.7 | 74.7 | 79.0 | 74.0 | 89.3 | 70.3  | 91.2  | 85.9 | 79.4 | 94.6  | 66.3 | 91.2 | 82.6  | 49.5  | 73.4  | 81.0  |       |
| LUTI_{irr} | 16 | 83.2  | 82.7 | 79.4 | 82.1 | 75.0 | 88.9 | 68.7  | 91.3  | 85.1 | 80.2 | 94.9  | 66.0 | 92.8 | 81.8  | 51.2  | 74.5  | 81.0  |       |

3D Point Cloud Registration. Given the source (P_S) and target (P_T) 3D point clouds, the task is to estimate the 3D geometric transformation in SE(3) between the sets. In these experiments, we followed the procedure of PointNetLK [2] and compared the registration accuracy after 10 iterations of optimization and computation time for the whole pose estimation process. LUTI is used to accelerate iterative residual computation (8) and for Jacobian computation, either approximately [9] or analytically [10], as discussed in Section 2. Original PointNetLK is compared with one using the LUTI_{irr}-MLP (D=8) for approximate (FDM LUTI) and analytical (Analyt. LUTI) Jacobian computation. Table 2 (All) compares the computational complexity, and both variants using the LUTI embedding show similar performance as the original network using the MLP embedding while realizing a overall registration process that is about 37x faster. Furthermore, we observed faster convergence in LUTI variant than MLP, it may attributed by the smoother embedding space of it (Fig. 4b).

---

4 The original PVCNN used 6-dimensional vectors (XYZ+normals) as input, but the results in Table 3 use 3-dimensional vectors (XYZ) in order to align the experimental conditions, and this would be the main reason for the difference of performance.

5 The network and evaluation are shown in Supplement D.
3.3 Architecture Design Analysis

We conducted an intensive ablation study\[^6\] to reveal the key components affecting the performance of the proposed architecture. This evaluation used the same object classification task discussed in Section 3.2 and the results are summarized in Fig. 3, showing the following:

- The naïve approximation of the pre-trained model using LUT-storing shows good accuracy when fine lattice is used (LUT(I)-MLP Approx., \(D \gtrsim 64\)) although it is memory demanding and slower than the coarse one\[^7\].
- E2E training of LUTI with irregular interpolation is crucial for achieving good accuracy with a coarse lattice (LUTI\(_{\text{irr}}\)-MLP E2E); this provides a promising scheme that simultaneously yields high speed, a feasible memory footprint, and good accuracy under realistic settings.

---

\[^6\] More analysis, e.g., use of T-Net \[^{26}\] (Supplement \[^{B}\]) and direct LUT(I) training without MLP are on Supplement \[^{F}\].

\[^7\] The memory requirement is \(\propto D^M\) (Supplement \[^{A}\], Table \[^{S1}\]).
lattice performed poorly, as expected, but the drop in performance was rather moderate compared with naive approximation (LUT-MLP Approx.) because the network parameters can adapt to the coarse input. **LUTI-MLP E2E.** This variant is the proposed architecture, which incorporates the LUTI-MLP and trains the network E2E. For this variant, we used a pre-trained parameter from the MLP at 100 epochs and then trained for another 100 epochs. This variant performed slightly better than the original architecture for a wide range of $D$ and outperformed other variants by a large margin. Surprisingly, the variant works as well as those that use MLP embedding even for the lowest lattice resolution ($D=2$). This may seem counterintuitive, but note that even for the coarsest resolution, precise input location are stored in the point-wise embedding vector, and this information is likely to be preserved on the global feature $a$ after max thanks to the irregular interpolation of (5), coarse lattice limits the expressivity, but not the spatial resolution or the number of active set $P_a$. We suspect that this restricted structure by local linearity somehow plays the role of regularizer, resulting in higher performance than PointNet when moderately coarse lattices are used.

### 3.4 Visualizing the PointNet Embedding Space

In Fig. 4, we visualize the trained embedding space of LUTI. We can visually inspect that the maximum appear only on edge in case of LUTI _uni_ (Fig. 4a); conversely, we can observe peaks scattered across at non-lattice position in case of LUTI _irr_ (Fig. 4b). The difference is more apparent when the lattice resolution are coarse. As discussed in Section 2.5, we suspect this attribute to the good performance when coarse lattice are used.

### 4 Related Literature

**Neural Network Speedup.** There is a wide range of research efforts for speeding up network inference, such as weight pruning [10,9], distillation [11,42], hardware-efficient quantization [37,18], and compact network designing [12,21]. Existing approaches reduce the computational load of layers of matrix-vector products, while the proposed approach demands no such layers by construction, and instead is comprised of much more efficient LUT followed by interpolation. **LUT Realization of Point Feature Embedding.** Utilization of the LUT for point-feature embedding was first discussed in [32] for asynchronous event-data [17] processing. The author of [32] utilized the discrete nature of the event data (pixel location and polarity), and pre-compute the input/output relationship of the embedding MLP on a LUT; this simple method cannot be used to process continuous input as in the proposed method. LUTI-MLP is easily applicable to [32] to drastically reduce the memory footprint for a high-resolution camera.

---

8 The primary purpose of pre-training was to see the evolution of the embedding space in Section 3.4. In practice, this has little impact on accuracy (Supplement G).

9 More visualizations of the embedding space are shown in Supplement H.
Point set processing for real-world data. Many of the recent models for point set processing have been reported to perform well on complex real-world data by concatenating PointNet like structures into multiple layers \cite{27, 34, 41, 36, 15}. The evaluation of these models by adopting LUTI-MLP on real-world dataset is an important research topic. However, the input dimension of LUTI-MLP is limited by memory constraints (see Supp.A), so some ingenuity is needed to be used in these multi-layer models (e.g., adding layers to reduce the number of feature dimensions, such as the T-Net in Fig. S1). Whereas, models, such as Pointpillars \cite{16} and FrustumPointNet \cite{25}, use a single-layer PointNet as its backbone which also works well in real-world applications. Our main interest in this study is evaluating the distinct idea of LUTI-MLP in its most basic setup (model/data). The application of LUTI-MLP to recent high-performance models (either multi-layer/single-layer PointNet backbone) and its evaluation on real-world datasets will be presented as a subsequent work.

5 Conclusion and Future Work

In this paper, we proposed a novel point-feature embedding method realized by linear combination of the basis function; that is pre-computed on a substantially irregular lattice. With an intensive architectural analysis, we showed that the proposed LUTI-MLP speeds up the embedding by about $100\times$ without performance degeneration. Furthermore, the proposed formulation enables efficient analytical Jacobian computation, which has a wide range of practical applications. A future research direction would be to apply this method to a large-scale real-world application or to extends the idea of LUTI-MLP into hierarchical \cite{27} or graph \cite{34, 41, 36, 15} structures.
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A Memory Footprint Consideration

Table S1 compares the memory footprint of proposed LookUp Table Interpolation multi-layer perceptron (LUTI-MLP) with $\mathbb{D}^M$ lattice for a different lattice resolution $D$ and different lattice dimension $M$. When $D = 4$ and $M = 3$, the size of the table is about 250 KB, which is even smaller ($2.3 \times$) than that of the embedding multi-layer perceptron (MLP) used in the original PointNet [26] (Fig. 1 top). In the main paper, we focused our discussion on 3D data $\in \mathbb{R}^3$, such as a 3D geometric point cloud; thus, a $\mathbb{D}^3$ lattice whose memory requirement is $\propto D^3$. The LUTI-MLP can be extensible to the input $\in \mathbb{R}^M$ by using a $\mathbb{D}^M$ lattice as much as the memory for storing the basis function of (3) permits. When we want to incorporate additional features, such as intensity, color, normal, and so on, the lattice dimension $M$ needs to be extended accordingly, which increases the memory footprint exponentially, that is $\propto D^M$. For example, when we incorporate the intensity information from LiDAR data, the input point feature would be $\in \mathbb{R}^4$, and the lattice becomes $\mathbb{D}^4$. In this case, about 16 MB of memory is required for $D = 8$ to store the basis function. When the normal information is further incorporated, the input point feature would be $\in \mathbb{R}^6$, and the memory footprint would be about 1 GB for $D = 8$. For such higher-dimensional inputs, it may be possible to keep the look-up table (LUT) size reasonable by utilizing a non-Euclidean lattice, such as a permutohedral lattice [33].

Table S1. Comparison of the memory footprint of MLP and LUTI-MLP. We compare the memory footprint (in MB) of the LUTI-MLP with $\mathbb{D}^M$ lattice for different lattice resolution $D$ and different lattice dimension $M$. A 4 byte floating point is assumed for storing each parameter. Note that the memory footprint of LUTI using uniform grid (LUTI$_{uni}$) is the same as LUTI using irregular grid (LUTI$_{irr}$)

| $M$ | MLP   | LUTI with $D$ |
|-----|-------|---------------|
| 3   | 5.6E-01, 4.19E+06, 1.02E+03, 1.28E+02, 1.60E+01, 2.00E+00, 4.88E-01, 2.50E-01, 3.13E-02 | 5.6E-01, 4.29E+09, 6.55E+04, 4.10E+03, 2.56E+02, 1.60E+01, 2.44E+00, 1.00E+00, 6.25E-02 |
| 4   | 5.6E-01, 4.29E+09, 6.55E+04, 4.10E+03, 2.56E+02, 1.60E+01, 2.44E+00, 1.00E+00, 6.25E-02 | 5.69E-01, 4.40E+12, 1.31E+05, 4.10E+03, 1.28E+02, 1.22E+01, 4.00E+00, 1.25E-01 |
| 5   | 5.69E-01, 4.40E+12, 1.31E+05, 4.10E+03, 1.28E+02, 1.22E+01, 4.00E+00, 1.25E-01 | 5.69E-01, 4.50E+15, 2.68E+08, 4.19E+06, 6.55E+04, 1.02E+03, 6.10E+01, 1.60E+01, 2.50E-01 |
| 6   | 5.69E-01, 4.50E+15, 2.68E+08, 4.19E+06, 6.55E+04, 1.02E+03, 6.10E+01, 1.60E+01, 2.50E-01 |
B LUTI-MLP for Transformation Network

To get some kind of invariance against a geometric transformation of input, PointNet \cite{26} also proposed the input/feature transformation mechanism called T-Net, inspired by spatial transformer network (STN) \cite{14}. T-Net is intended to canonicalize the input point set through an affine transformation. In this supplementary section, we describe the detailed architecture of T-Net using LUTI-MLP for acceleration. T-Net is actually a small version of PointNet, which is used to estimate the affine transformation matrix; this transformation is directly applied to the input points coordinates and/or intermediate features. In \cite{26}, T-Net is used at two different layers, one for the input layer as the input transform (IT) and the other for the middle of the embedding MLP as the feature transform (FT). T-Net (FT) needs additional care with training, because it requires orthogonal regularization for the affine parameter to get better performance; otherwise, it has been reported \cite{26} to deteriorate the performance instead. The need for regularization introduces an additional hyperparameter to balance the primary loss and the regularization loss.

In our preliminary experiments using vanilla PointNet on ModelNet40 \cite{43}, T-Net (IT) slightly improved the accuracy (w/o IT: 86.23, w/ IT: 87.43%); however, we did not observe any improvement by using T-Net (IT) and T-Net (FT) (w/ IT+FT 87.24%) even though we applied the orthogonality regularization. Although we saw no performance improvement by using T-Net (FT), we suspect that it depends on the dataset, training procedure, or initialization of parameters. We think there exist situations where the canonicalization using T-Net (FT) would improve performance. Therefore, in the following subsection, we will describe the architectures using LUTI-MLP for both types of T-Net.

LUTI Accelerated T-Net

LUTI-MLP can accelerate T-Net with a slight modification. The embedding MLP of T-Net can be replaced by the LUTI-MLP to speed up the computation of the transformation matrix. Fig. S1 shows a detailed network architecture with T-Net (IT) and T-Net (FT) using LUTI-MLP. At test time, all the embedding MLPs of the primary network, T-Net (IT), and T-Net (FT) are realized as interpolation of basis function (3) that is much faster than evaluating MLPs.

T-Net for IT

To limit the range of data feed to the LUTI-MLP on the following layer, we modified the original T-Net (IT) slightly by inserting tanh at the end of T-Net. Figure S5 on Supplement F shows the additional results that follow on Fig. 3 from the main paper, which includes the results using T-Net (IT). Similar to the results without T-Net (FT) described in the main paper, the networks with T-Net (IT) accelerated by LUTI-MLP achieved comparable performance to its counterpart that used MLP embedding.
Fig. S1. Object classification network using LUTI-MLP incorporating T-Net (at training). To incorporate T-Net, we modified the original T-Net (IT) by adding a tanh function to bound the output transformed coordinates. The T-Net (FT) further includes two linear layers coupled with an interpolation/discretization module that decrease and increase the input feature to reduce the look-up table’s dimensions into a manageable lattice size ($D^3$)

**T-Net for FT**

The original T-Net (FT) consumes $N \times 64$ vectors to estimate $64 \times 64$ affine matrix. But it is hard to precompute and store a 64-dimensional lattice ($D^{64}$) because of the memory footprint (Table S1), so we modified T-Net (FT) so that the dimension of the lattice became reasonably small ($D^3$), as shown in Fig. S1. Our modified T-Net (FT) includes two additional linear layers that decrease and increase the input feature. When coupled with the interpolation/discretization layer, it makes the LUT’s dimensions a manageable size ($D^3$). For the modified T-Net (FT), we did not use regularization, which encourages the matrix to be orthogonal, because it has fewer parameters (the same as T-Net (IT)) than the original $64 \times 64$ affine matrix.

The object classification accuracy of LUTI$_{uni}$-MLP and LUTI$_{irr}$-MLP incorporating both T-Net (IT) and T-Net (FT) were 87.01% and 87.57% respectively when $D = 4$. In our detailed architecture analysis on Supplement E, we skipped the evaluation by varying the lattice resolution $D$ for this variant, because in the preliminary experiment using vanilla PointNet, the use of IT+FT did not show improvement as discussed earlier.
C Details on the Point-Wise Classification Network

The detailed network architecture used for the parts segmentation task discussed in Section 3.2 of the main paper are shown in Fig. S2. The network is identical to the point-wise classification network used for the parts segmentation task in PointNet [26], except for the LUTI structure. The intermediate features evaluated on the discrete lattice at different layers are interpolated and then concatenated to get the point-wise embedding feature $Z_{feat}$.

Fig. S2. Point-wise classification network using LUTI-MLP (at training). The network architecture is basically the same as the point-wise classification network of PointNet [26] for processing ShapeNet [4], except that the embedded MLP is replaced with our LUTI-MLP. At test time, both $Z$ and $Z_{feat}$ are computed as a trilinear interpolation of basis functions stored on an LUT sized $D^3 \times (64+128+128+512+2048)$. T-Net (IT) and T-Net (FT) are omitted for clarity.
D Point Set Registration Using LUTI-MLP Jacobian

Figure S3 shows the network architecture of PointNetLK at test time using the analytical Jacobian of proposed LUTI_{irr}-MLP. Figure S4 shows the accuracy of the point cloud registration task using ModelNet40 [43], discussed in experiments in the main paper (Section 3.2, 3D Point Cloud Registration). As

\[ \text{Fig. S3. Network architecture of PointNetLK using analytical Jacobian of LUTI-MLP (at test time). Given the source (P_S) and target (P_T) 3D point clouds, the network incrementally estimates the 3D geometric transformation in SE(3) between the sets. The analytical Jacobian \( J \) is computed once using } \phi(P_T). \text{ The network architectures are basically the same as the original PointNetLK [2], except that the embedded MLP is replaced with our LUTI-MLP and Jacobian computation is replaced with a canonical Jacobian using the LUTI-MLP.} \]

\[ \text{Fig. S4. Results of point cloud registration using PointNetLK accelerated by LUTI-MLP. The results compare the performance of the original PointNetLK (FDM-MLP), the variant using LUTI for approximate Jacobian (FDM-LUTI), and the variant using LUTI for canonical Jacobian (Analyt.-LUTI). The results are reported for ten iterations of all architectures. The performance is evaluated on categories unseen during training. The LUTI-integrated networks achieved comparable performances, while also realizing an approximately } 37\times \text{ faster overall registration process. For this experiment using LUTI, the irregular lattice version (LUTI_{irr}) was used.} \]
shown in Fig. S4, the registration accuracy of the three variants, FDM of MLP [2] (FDM-MLP), FDM of LUTI_{irr}-MLP (FDM-LUTI), and analytical Jacobian of LUTI_{irr}-MLP (Analyt.-LUTI) are almost the same across all ranges of initial pose alignments (translation/rotation). For this experiment, we followed the protocol of PointNetLK [2] by using their published source code with modified feature embedding part and the Jacobian computation part using the LUTI-MLP (Fig. S3). We did not evaluate the registration accuracy of the variant using the analytical Jacobian of MLP (Analyt.-MLP), because the training and testing of this variant are computationally demanding (see Table 2).

10 https://github.com/hmgoforth/PointNetLK
E  Direct LUT/LUTI training

The proposed LUTI-MLP architecture couples an MLP and an LUT in a specific manner. In principle, it is possible to train the parameter $W$ on LUT directly, without an MLP, by using errors from a classification network. It can be done either directly (LUT-Direct) or directly through the interpolation of (4) (LUTI-Direct). These variants do not incorporate MLP as a proxy for training the parameter $W$ on the LUT, but instead, directly trains $W$ using error signals from upper layers.

LUT-Direct

In the case of LUT-Direct, an element of a table (network parameter $W$) correspond to an input point coordinate is directly updated using the backpropagated classification error.

LUTI-Direct

LUTI-Direct is equivalent to training the LUTI-MLP network at test time (Fig. 1, middle) that does not use MLP. The elements of a table (network parameter $W$) correspond to an input coordinate, and its neighbors (8 neighbors in the case of trilinear interpolation) are directly updated using the backpropagated classification error.

Regularization

In these architectures, elements of the table $W$, which had no corresponding input, receive no gradient signal for training; thus, it is difficult to train when the spatial resolution of the table is fine because the gradients are sparse and only small portions of $W$ are updated. The sparse gradient signal may negatively affect the generalization to unseen point coordinates. To help update the network parameter $W$ where inputs are not available, we regularized $W$ with a total variation (TV). We used regularization using the TV with $p$ norm (TVL1 for $p = 1$, TVL2 for $p = 2$) for parameter $W$ on the table. The TV was evaluated using 3D spatial neighbor $N$ as

$$TV(W) = \sum_{i,k \in N} \|w_i - w_j\|^p.$$  \hspace{1cm} (S1)

It was used in combination with standard classification objective $l_{CE}$. Then, the loss function becomes

$$l = l_{CE} + \lambda TV(W),$$  \hspace{1cm} (S2)

where we used $\lambda = 1.0$ for experiments in Supplement F. The results on the ModelNet40 classification task are summarized in Fig. S5 (LUT-Direct, LUTI-Direct). Trained embedding spaces are displayed in Fig. S7.
F Detailed Results from Architecture Design Analysis

In this supplemental section, we report additional results using T-Net (Supplement B), and LUT(I)-Direct (Supplement E). Figure S5 summarizes the results. MLP IT (PointNet) is a re-implementation of PointNet with a slight modification on T-Net (IT), discussed in Supplement B, which we consider to be the baseline architecture for variants using T-Net (IT). For all architectures except LUT-Direct and LUTI-Direct, we experimented using variants with T-Net (IT).

**Fig. S5. Detailed architecture design analysis.** Classification accuracy from the object classification task on the Model-Net40. Lines without markers represent the baseline results using MLP as embedding. Our network with end-to-end (E2E) trained LUTI-MLP embedding showed comparable or slightly better results against a network using MLP embedding (PointNet) across all ranges of $D$, while achieving a significant speedup. See Section 3, Supplement B, and Supplement E for explanations of each algorithm. The metric is overall classification accuracy.

**Comparison Using T-Net (IT)**

In summary, we got similar results in the case where T-Net (IT) was incorporate. Variants using LUTIuni-MLP/LUTIirr-MLP embedding performed equally well as those using MLP embedding when the fine lattice was used; variants using LUTIirr-MLP embedding performed slightly better than MLP embedding when the coarse lattice was used.

**LUT-Direct/LUTI-Direct**

Both LUT-Direct and LUTI-Direct perform poorly at fine lattice resolutions, even with TV regularization. We suspect this is because even if the parameter

---

11 These two variants were not evaluated for $D = 64$ because of the limitations of our GPU memory.
ters on the LUT receive the gradients with regard to the regularization, the gradients from the regularizer do not directly improve classification accuracy. Surprisingly, however, LUTI-Direct performed reasonably well with a coarse lattice resolution. This might be because the error signals are effectively propagated to a large portion of parameter $W$ when the lattice resolution is coarse, thanks to the interpolation of LUTI. In other words, the interpolation of the LUTI helps the error signal flow into the neighboring element with an appropriate weight according to the proximity of the input to the neighbor lattice, and the coarse table structure itself works as a regularizer. Although LUTI-Direct with a specific lattice resolution performed better than expected, its best performance was still 1–2% worse than the proposed LUTI\_uni-MLP that had the same network structure at test time. This fact suggests that the use of MLP coupled with an table itself provides a suitable method for training the LUT for point-feature embedding using interpolation.
G Training PointNet with LUTI-MLP from Scratch

The results of end-to-end (E2E) trained PointNet with LUTI-MLP (LUTI_{uni}-MLP and LUTI_{irr}-MLP in Fig. 3) in the main paper used a pre-trained model (at 100 epochs) from vanilla PointNet (using MLP embedding) for initializing the network parameters. The primary purpose of the pre-training was to see the evolution of the embedding feature at different lattice resolution (Section 3.4). Table S2 compares the object classification accuracy on ModelNet40 [43] from the PointNet with LUTI_{irr}-MLP trained from scratch and ones using the pre-training. For all ranges of lattice resolution $D$ in our experiments, the performance of network trained from scratch was comparable to those trained using the pre-trained network. As this table implies, the pre-training has little impact on classification accuracy, at least for this application.

Table S2. Comparison of object classification accuracy of PointNet using LUTI_{irr}-MLP with and without pre-training. The classification accuracy of the network without pre-training is comparable to pre-trained network. The results from different lattice resolutions $D$ are shown

| Algorithm           | IT  | 64 | 32 | 16 | 8  | 4  | 2  |
|---------------------|-----|----|----|----|----|----|----|
| w/ pre-train        | LUTI_{irr}-MLP E2E | 86.51% | 86.66% | 86.22% | 86.84% | 86.57% | 86.50% |
|                     | LUTI_{irr}-MLP E2E ✓ | 87.29% | 87.91% | 87.54% | 88.28% | 87.64% | 87.36% |
| w/o pre-train       | LUTI_{irr}-MLP E2E | 86.24% | 86.56% | 86.53% | 86.82% | 86.21% | 86.36% |
|                     | LUTI_{irr}-MLP E2E ✓ | 87.19% | 87.99% | 87.54% | 88.28% | 88.14% | 87.79% |
Figure S6 shows more results of the trained $\text{LUTI}_{\text{uni}}$-MLP and $\text{LUTI}_{\text{irr}}$-MLP embedding feature space (Fig. 4 in the main paper) in for more diverse lattice resolutions $D$ and channels.

(a) $\text{LUTI}_{\text{uni}}$-MLP.
Fig. S6. Visualization of the trained embedding feature. From top to bottom, MLP (equivalent to PointNet), LUTI-MLP with discretizations $D = 64, 32, 16, 8, 4,$ and $2$. Nine randomly selected channels of the slice on the $z = 0$ plane are shown. In LUTI$_{\text{uni}}$-MLP, the maximum is observed only on the edge. Conversely, we can observe irregularly arranged peaks in case of LUTI$_{\text{irr}}$. Each LUTI variant used the same pre-trained model from MLP for 100 epochs, using the ModelNet40 classification task.
I Visualization of the Embedding Space of LUTI-Direct

Figure S7, we show the trained embedding space that was directly trained for the table using LUTI\textsubscript{uni} without MLP (Supplement E). Compared with the variants trained with MLP (Fig. S6, top), the learned embedding feature of this variant tends to have more peaks when the lattice resolution is fine. When $D$ is large, a large portion of the table is kept unchanged because the error signal rarely arrives (see Supplement E and Supplement F for the detailed analysis). As $D$ decreases and the performance improves, the trained feature becomes smoother, and subjectively, it resembles the ones trained by MLP or LUTI-MLP shown in Fig. S6.

In this figure, we also present the results with different regularizations (Supplement E). Comparing the results with different regularizations, we can visually inspect and see that the one using TVL1 or TVL2 regularization tends to be smoother than the one without it.

(a) $D = 32$

(b) $D = 16$
Fig. S7. Visualization of the trained embedding feature of PointNet with direct table learning. The results are from different lattice resolutions $D$ and different regularizations. The learned embedding space of LUTI-Direct with $D = 32, 16, 8, 4,$ and 2 are shown in sub-figure (a)-(e): for each sub-figure, without regularization (top), TVL1 regularization (middle), and TV L2 regularization (bottom). Nine randomly selected channels of the slice on the $z = 0$ plane are shown horizontally.