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Purpose: To generate the under-sampling pattern using a self-supervised learning framework based on a graph convolutional network.

Materials and Methods: We first decoded the \( k \)-space data into the graph and put it into the network. After the processing of graph convolution layers and graph pooling layers, the network generated the under-sampling pattern for MR reconstruction. We trained the network on the simulated brain dataset enabled by the self-supervised learning strategy. We did simulation along with the in vivo brain and liver experiments under different noise levels and accelerating factors to compare the performance between the proposed method and traditional methods using the PSNR and SSIM index.

Results: The simulation experiments showed that the proposed method can achieve the best performance with low accelerating factors (2 and 3) at all noise levels and in high accelerating factors (4 and 5) at high noise levels (50 and 70 dB). In in vivo experiments, the proposed method attained the highest PSNR and SSIM in the brain dataset as well as in the liver dataset after fine tuning on a small liver dataset.

Conclusion: The self-supervised learning framework based on a graph convolutional network was able to design the under-sampling mask for MR reconstruction. The superior performance in the simulation and in vivo experiments demonstrated the feasibility and flexibility of the proposed method and its potential in clinical use.
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INTRODUCTION

Reduction of scan time is always a popular topic in MRI development. Many fast imaging methods, such as parallel imaging and compressed sensing (CS) (1-3), adopt partial sampling \( k \)-space data to reconstruct images without sacrificing their quality. As important as the reconstruction algorithm is, the design of the under-sampling pattern also has a huge effect on the final reconstruction results. Thus, how to design an optimized under-sampling pattern is an important question. Within the CS framework, the pattern of a randomized sampling Poisson disk (RANP) (3) is widely used because it is incoherent, which is suitable for CS theory and can do good reconstructions. The design of RANP uses the probability density function (pdf), in which the sampling...
position is randomly drawn on the k-space gridding according to the pdf, which in practice it samples more densely in the inner than in the outer region of the k-space. However, using pdf requires tuning one or more parameters whose different settings may affect the quality of reconstructed images and is also a time-consuming process.

Some groups have proposed learning-based pattern-design methods. In (4-6), the training was used data to generate a posteriori distribution to replace the pdf for sampling the data. In (7), the mutual information of the training data was calculated and used to sample the rows in the k-space. However, these methods extract only the intensity or energy information of the training data. The geometric information contained in the k-space gridding is not well used when the information of different anatomies may be encoded in the distribution of the sampled k-space data.

Deep learning has recently been attracting more and more attention in medical imaging analysis (8). A graphic convolution network (GCN) is also a useful tool, especially in dealing with problems involving structural data (9); so it may be able to better optimize the k-space sampling pattern.

In this study, we propose a GCN-based method with self-supervised learning to help design the sampling pattern for MRI reconstruction. We based this method on training samples; so the setting of parameters is through learning but not by human tuning, which brings less randomness and is inefficient. In the proposed GCN, we used the self-supervised learning strategy. During training, we used Monte Carlo dropout to generate the temporary ground truth under-sampling pattern after every iteration; so there was no need to produce the unavailable gold-standard under-sampling patterns off-line. We did the simulation and in vivo experiments under different noise levels and accelerating factors. We compared the proposed method with traditional methods using qualitative and quantitative analysis.

**MATERIALS AND METHODS**

In this study, we selected the GCN with a first-order graph Laplacian (10) as the backbone network of the model. It worked well in the task of graph-node classification and had a lower computation burden to train. The following equation defines the basic forward operation of one step:

\[
X_{i+1} = \sigma(\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} X, W)
\]

where \( \tilde{A}=A+I \) and \( A \) is the adjacency matrix of the input graph data, \( X \) is the feature matrix of the lth layer, \( \tilde{D} \) is the diagonal node degree matrix, \( W \) is the trainable parameters, and \( \sigma \) is the activation function.

To apply the GCN to under-sampling pattern design, first, we had to convert the k-space data into data with a graph structure. We used the full sampling k-space data \( k_f \) with complex values and a Cartesian grid \( G_c \) to generate the initial graph \( G \) as the network input. We first converted the k-space data \( k_f \in \mathbb{R}^{n \times n \times 2} \) to the 2-channel real-value data, since \( n \) was the square image size. Then we processed \( k_f \) by a two-layer CNN (3 \( \times \) 3 conv layer + ReLU layer) then generated a feature map with \( c \) channels. Here \( c \) is set to 16. The Cartesian grid \( G_c \) was flattened into a vector and converted to the adjacency matrix \( A \in \mathbb{R}^{n \times n} \), where \( N=n \times n \), and we considered the 4-neighbor as the adjacency relationship of \( A \). Specifically, in adjacency matrix \( A \), the item \( a(p,q) \) described the adjacency relationship of position \( p \) and \( q \) in the Cartesian grid \( G_c \). If \( p \) and \( q \) in \( G_c \) were a 4-neighbor, then \( a(p,q)=1 \), otherwise 0.

The graph \( G \) can be composed using the Cartesian grid \( G_c \) and the feature map obtained from \( k_f \). Each node of graph \( G \) was positioned on grid \( G_c \), and the feature of the node was the corresponding item in the feature map. The weight of edges between every two nodes \( \rho \) can be set according to the connecting strength between two nodes, which is inversely proportional to its distance and intensity (or feature map value) difference. It can be described as follows:

\[
\rho = \frac{1}{\sqrt{[d/f]^n}} \times \frac{1}{(v/v_{\text{max}})}
\]

where \( d_i \) is the distance between the nodes, \( v_i \) is the intensity difference between the nodes, and \( v_{\text{max}} \) is the maximum feature value of all nodes.

Considering that the GCN needs to conduct the data sampling operation, the graph has to be shrunk by reducing the nodes and links in the original graph data. So, we adopted the graph pooling layer (11) in our method. Not like the pooling operation applied on the grid data in the CNN, we used here the projection vector \( p_n \), which determines how much information of \( X \) can be transmitted through pooling and the k-maxpooling operation. The following equation defines the forward behavior of the graph pooling layer:
\[ y = \| x_p \| \| p \| \]  
\[ idx = \text{rank}(y, k) \]  
\[ \tilde{y} = \text{sigmoid}(y(idx)) \]  
\[ \tilde{X} = \tilde{X}(idx, :) \]  
\[ A_{ii} = A(i, i) \]  
\[ X_{ii} = X(\tilde{y}(1)) \]  

\[ y \] is the projected vector, which describes how much information remains, and \( k \) is the number of nodes left after \( k \)-maxpooling, which can be used as an adjustment of the acceleration factor in this work; \( \text{rank}(\cdot, \cdot) \) is the ranking operation; \( 1_C \in \mathbb{R}^C \) is the vector containing \( C \) elements being 1; and \( \odot \) is the element-wise matrix multiplication.

Figure 1 shows the framework of the proposed method. When we constructed the initial graph, we applied the graph convolution operation and the graph pooling operation and repeated them three times. This process actually was to imitate the under-sampling. After three times of the “under-sampling” operations, many nodes and edges were removed, and we put the remaining nodes back into the initial graph to generate the final under-sampling mask. Considering that the ground truth for the pattern is unknown, we adopted a self-supervised learning method. We used Monte-Carlo (MC) dropout (12) in this study to conduct the self-supervised learning. MC dropout was added only in the last layer of the GCN, and after each iteration, the network output several under-sampling patterns by randomly activating or repressing the neuron.
connection. Then, we obtained several reconstructed images using these masks with the reconstruction algorithm. Here in this study, we adopted total variation (TV) and l1 constraint CS reconstruction employing the split Bregman iteration method (13) because of its fast convergence. Next, we selected the best quality reconstructed image along with its mask as the temporary ground truth. Actually, we used the MC dropout to find the best generated mask based on the current network. After every iteration, the network worked better than in the last iteration.

We calculated the combination of the binary cross entropy (BCE) loss and mean absolute error (MAE) loss between the learned under-sampling pattern and the temporary ground truth pattern, and between the image from the learned under-sampling pattern and the temporary ground truth image.

The total loss can be defined as

\[ \text{Loss} = \text{Loss}_I + \text{Loss}_K \]

where \( \text{Loss}_I \) means the image-based MAE loss and \( \text{Loss}_K \) means the k-space-based BCE loss. We heuristically found the weight of the loss.

We did the training on simulated brain phantoms (14). A total of 5000 T1w images were generated from 20 brain-anatomy models with data augmentation, including random flipping, rotation, and mirroring. Then we transformed these images into k-space data using FFT as the network input. The training, validation, and testing numbers were 3500, 1000, and 500, respectively. For training and validation samples, we added Gaussian noise with random levels of 0-70 dB. We did the training on a server with an I7-6850K CPU, 32 GB ram, and 2 Titan XP GPUs using the PyTorch 1.3.0 platform. The total training time was about 20 hours with 15000 epochs.

**Experiment Settings**

First, we compared the performance on simulation data between the proposed GCN-based method and traditional methods, including randomized sampling Gaussian (RANG) (3), an RANP (3), and a template-based Power Poisson disk (POWP) (4). It should be noted that, to make the comparison fair, we manually added the center area to the RANG pattern to be sure that the inner part of the k-space was densely sampled while the outer region was sparsely sampled.

The POWP method used the magnitude of the Fourier transform of template images (or training images) as the cumulative probability density function to sample the data points. It actually was the process of sampling more points on the high-magnitude region or the high-energy region. So, we called it the power-based method. The training samples used in POWP were the same as in the GCN method.

Additionally, we tested multiple settings, including different accelerating factors (2, 3, 4 and 5) and different Gaussian noise levels (0, 30, 50, and 70 dB), added in the k-space in the simulation experiments during testing.

Then, we used existing in vivo brain datasets of 10 healthy volunteer and liver datasets of 8 healthy volunteer to further validate these methods. We obtained written informed consent from these volunteers. We scanned all the images on the 3T MR system. Brain images were acquired using the T1 FLASH sequence with the approval of the local institutional review board. The protocols used in this study were: in-plane resolution 1.5 x 1.5 mm², matrix size 256 x 256, slice thickness 2 mm, and TR/TE 300/2.5 ms. Liver images were acquired using the T1 GRE sequence, and the protocols were: in-plane resolution 1.5 x 1.5 mm², matrix size 320 x 320, slice thickness 2 mm, and TR/TE 191/4.5 ms. We evaluated and compared reconstruction performances between three settings: (1) training on brain + testing on brain; (2) training on brain + testing on liver; (3) training on brain + fine tuning on liver + testing on liver. In fine tuning, we used only 50 liver images as the training samples. It should be noted that fine tuning of POWP was retraining using all simulation brain images and in vivo liver images.

For simulation and in vivo experiments, we used the generated under-sampling masks to under-sample the fully acquired k-space, and we reconstructed the MR images using the TV and l1 constraint CS reconstruction algorithm (13). We assessed the image quality using the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) index (15) compared with the images reconstructed with the full k-space.

**RESULTS**

**Simulation Experiments**

Figure 2 shows the different sampling patterns for all methods at sampling rates of 2, 3, 4 and 5 at noiseless setting. All patterns were more likely to sample points near the center of the k-space. However, the proposed GCN method distributes points more evenly in the whole k-space.

Figure 3 shows the example reconstruction images of a
simulation brain phantom for all methods at sampling rates
of 2, 3, 4 and 5 using a noise level of 50 dB. The images
reconstructed by RANP and RANG were noisier and could
not restore fine details. Both the proposed GCN method
and the POWP method can get clearer images, but the GCN
method showed better contrast at the brain sulcus and
gyrus region.

The quantitative results for other settings are shown in
Table 1. It can be noticed that with increasing noise levels
and the accelerating factors, the reconstruction quality
became worse, as PSNR and SSIM both decreased for all
methods. When the accelerating factor was relatively
low (2 or 3), the proposed GCN method achieved the best
reconstruction results among all methods in all noise levels.
However, at high accelerating factors (4 and 5) with lower
noise levels (0 and 30 dB), the POWP method behaved the
best, while the proposed GCN method performed much
like the POWP and was the second best. Moreover, when
noise level went up to 50 dB and 70 dB, the proposed GCN
method had the best performance among all the methods.

**In vivo Experiments**

The results of the *in vivo* experiment were similar, as
shown in Figure 4. The first row shows testing images of *in
vivo* livers with training on the simulated brain phantom.
Good reconstruction quality with more details and better
contrast can be seen from the GCN method. The clearer
and more consecutive brain sulci can be seen in the GCN
method. The second row shows testing images of *in vivo*
livers with training on simulated brain phantom. Images
from the POWP and GCN method show the comparable
results. Both methods showed small liver vessels, and the
bifurcation can be differentiated, whereas the other two
methods failed to reconstruct the small vessels. The third
row shows testing images of *in vivo* livers with training on
the simulated brain phantom and fine tuning on *in vivo* liver
images. After fine tuning, both learning-based methods,
POWP and GCN, behaved better than that trained on only

---

**Fig. 2.** The under-sampling patterns for all methods at
different accelerating factors with a noiseless setting. To make
the comparison fair, we manually added the center area to the
RANG pattern. Other methods are more likely to gather sampling
points in the center k-space. GCN = graphic convolution network;
POWP = power Poisson disk; RANG = randomized sampling
Gaussian; RANP = randomized sampling Poisson disk.
Fig. 3. Reconstruction results for all methods at sampling rates 2, 3, 4 and 5 using at noise level of 50 dB. A yellow square indicates the zooming region, and the red arrow indicates the brain sulcus and gyrus region. GCN = graphic convolution network; POWP = power Poisson disk; RANG = randomized sampling Gaussian; RANP = randomized sampling Poisson disk.

Table 1. PSNR and SSIM for Reconstructed Images on Different Settings for Multiple Accelerating Factor and Noise Level

| Acc. factor | Method | Noise (dB) | 0   | 30  | 50  | 70  | 0   | 30  | 50  | 70  |
|-------------|--------|------------|-----|-----|-----|-----|-----|-----|-----|-----|
|             |        |            | PSNR | SSD | SSD | SSD | PSNR | SSD | SSD | SSD |
| 2           | RANG   | 37.6       | 37.0 | 35.9| 34.9| 89.2| 86.7 | 84.2| 81.9|
|             | RANP   | 39.3       | 38.5 | 36.7| 35.2| 90.1| 87.2 | 85.0| 83.1|
|             | POWP   | 39.6       | 38.6 | 36.9| 35.6| 93.6| 90.2 | 89.1| 87.9|
|             | GCN    | 39.9       | 39.0 | 37.2| 36.1| 94.5| 90.9 | 90.1| 88.3|
| 3           | RANG   | 34.5       | 34.0 | 32.8| 31.9| 86.5| 85.3 | 84.6| 83.1|
|             | RANP   | 36.7       | 35.2 | 34.3| 32.7| 86.9| 85.6 | 84.7| 83.2|
|             | POWP   | 36.9       | 35.3 | 34.3| 32.9| 89.9| 87.7 | 86.3| 85.2|
|             | GCN    | 37.1       | 36.0 | 35.0| 33.7| 90.2| 88.1 | 86.9| 86.0|
| 4           | RANG   | 32.6       | 31.5 | 30.9| 30.1| 83.0| 80.3 | 78.1| 77.9|
|             | RANP   | 34.0       | 32.3 | 31.2| 30.6| 83.2| 80.5 | 78.2| 77.9|
|             | POWP   | 34.5       | 33.1 | 32.9| 31.7| 86.1| 85.3 | 83.9| 81.3|
|             | GCN    | 34.1       | 32.9 | 33.2| 32.0| 85.7| 85.0 | 84.2| 81.7|
| 5           | RANG   | 30.1       | 29.5 | 28.7| 28.1| 80.1| 78.6 | 77.5| 73.9|
|             | RANP   | 31.2       | 30.0 | 29.2| 28.3| 80.3| 78.9 | 77.6| 74.1|
|             | POWP   | 32.1       | 31.7 | 29.9| 28.6| 84.0| 82.9 | 80.6| 79.1|
|             | GCN    | 31.6       | 31.3 | 30.5| 29.1| 83.8| 82.5 | 80.9| 79.5|

The best performance among 4 methods in different setting is shown in bold and underlined.

Acc. = accelerating; GCN = graphic convolution network; POWP = power Poisson disk; PSNR = peak signal-to-noise ratio; RANG = randomized sampling Gaussian; RANP = randomized sampling Poisson disk; SSIM = structural similarity.
Fig. 4. Reconstructed images for in vivo brain and liver at accelerating of 3. First row shows testing images of in vivo brains with training on a simulated brain phantom; the best image quality can be seen in the GCN method. The second row shows the testing images of in vivo livers with training on a simulated brain phantom; images from the POWP and GCN methods show the comparable quality. The third row shows testing images of in vivo livers with training on a simulated brain phantom and fine-tuning on in vivo liver images; the results from GCN show stronger contrast than do those from the POWP method. The yellow square indicates the zooming region, and the red arrow indicates the brain sulcus and the liver vessel. GCN = graphic convolution network; POWP = power Poisson disk; RANG = randomized sampling Gaussian; RANP = randomized sampling Poisson disk.
the brain dataset, whereas images from the GCN method have the stronger contrast, especially in the region of small vessels.

The quantitative comparison (Table 2) between these methods also showed that the POWP and GCN had similar results on all settings and worked far better than did the RANG and RANP methods. In the condition of training on brain + testing on brain, the GCN method behaved the best among all methods. However, in the condition of training on brain + testing on liver, the POWP method behaved the best, and the GCN method was the second best and performed like POWP. After POWP and GCN were fine-tuned on the liver dataset, GCN attained the best performance.

### DISCUSSION AND CONCLUSION

In this study, we have proposed a novel GCN and self-supervised learning-based method to generate the undersampling pattern for MR imaging. We did simulation and in vivo experiments under different noise levels and accelerating factors. We also tested generalization of the model in the in vivo liver dataset. The proposed method achieved the best results in most experiments, and its feasibility and flexibility were demonstrated.

The GCN used in this study shows advantages over other methods using only intensity or energy information. To form the initial data graph, we used both the intensity information and the geometric information in the k-space data. The graph convolution and graph pooling operations learned not only the energy information for each data point on the k-space but also its local and global connection information. The POWP method considered the energy distribution, but it simply sampled more points on the high-energy region and sampled sparsely on the low-energy region. The GCN method covered the whole k-space region and sampled points that may have more influence on the quality of the reconstructed images. The reason that GCN can behave this way may be that it considered both energy and geometric information of the k-space.

The results in Figure 2 show that the GCN method sampled points more uniformly, which can be a proof that GCN was not considering only the simple energy distribution of the k-space data.

In the in vivo liver dataset, the POWP showed the best results when trained only on the brain dataset; however, after fine tuning on a few liver images, the GCN worked the best, indicating that the proposed method seems to learn more structural information. The proposed method can be easily transferred to other anatomies and work well as long as it is fine-tuned on a few images of the given anatomy.

Traditional pattern-design methods rely mainly on pdf or other human-designed functions to sample the data. The tuning of parameters needs much time and may attain only sub-optimal performance. A learning-based method can overcome this issue, in that through learning, the parameters can be automatically settled, and once the model finishes the training, the pattern can be generated within a few seconds.

The proposed method uses the self-supervised learning

---

### Table 2. PSNR and SSIM for All Methods at Different Accelerating Factors in Different Training Settings

|                | Setting Brain (Train) + Brain (Test) | Setting Brain (Train) + Liver (Test) | Setting Brain (Train) + Liver (F.T. + Test) |
|----------------|--------------------------------------|--------------------------------------|---------------------------------------------|
| **PSNR**       |                                      |                                      |                                             |
| Acc. F.        | 2 3 4 5                              | 2 3 4 5                              | 2 3 4 5                                     |
| RANG           | 36.5 33.5 31.0 29.6                  | 37.1 34.9 32.2 30.2                 | 37.1 34.9 32.2 30.2                        |
| RANP           | 38.2 34.7 31.0 30.0                  | 38.9 35.0 32.5 30.5                 | 38.9 35.0 32.5 30.5                        |
| POWP           | 38.3 34.9 33.2 31.5                  | 39.5 36.3 34.7 32.6                 | 39.8 36.6 35.0 32.9                        |
| GCN            | **38.9** **35.5** **33.5** **31.7** | **39.2** **35.8** **34.1** **32.1** | **40.2** **36.9** **35.5** **33.3**        |

| **SSIM**       |                                      |                                      |                                             |
|----------------|                                      |                                      |                                             |
| **Acc. F.**    | 2 3 4 5                              | 2 3 4 5                              | 2 3 4 5                                     |
| RANG           | 86.2 85.0 80.0 78.2                  | 87.0 86.1 81.7 79.3                 | (87.0) (86.1) (81.7) (79.3)                 |
| RANP           | 86.5 85.2 80.1 78.5                  | 87.1 86.5 82.0 79.6                 | (87.1) (86.5) (82.0) (79.6)                 |
| POWP           | 89.5 87.2 84.2 82.4                  | **90.2** **89.6** **85.6** **83.5** | 90.6 90.0 85.9 83.9                        |
| GCN            | **89.8** **87.9** **84.9** **82.9** | **89.7** **89.3** **85.1** **83.1** | **91.0** **90.5** **86.2** **84.3**        |

The number in brackets remains the same after fine tuning because RANG and RANP methods don’t need training when generating under-sampling mask; The best performance among 4 methods in different setting is shown in bold and underlined.

Acc. F. = accelerating factor; F.T. = fine tuning; GCN = graphic convolution network; POWP = power Poisson disk; PSNR = peak signal-to-noise ratio; RANG = randomized sampling Gaussian; RANP = randomized sampling Poisson disk; SSIM = structural similarity.
strategy, which makes the proposed method more useful. The strategy we used in this study is different from traditional semi-supervised and supervised methods, in that no single-labeled samples are required. All ground truths of under-sampling patterns are generated through MC dropout after each iteration; so it is free of searching for gold standard under-sampling patterns. This strategy is also very flexible, in that it can be easily transferred to other clinical conditions and be applied to different anatomies, different image contrasts, or different scanners.

There remain some limitations in the proposed method. First, we used simple and shallow network structures in the study. Though our model worked well on most experiments, more advanced GCN structures should be considered in future work. Second, we used only the split Bregman TV CS reconstruction algorithm in the under-sampling methods tests in this study. More experiments should be conducted to further validate our framework on different reconstruction algorithms. Last, multi-coil data with a sensitivity map were not considered. The GCN may learn more information from the correlation encoded in different coils to improve the performance.

In conclusion, the initial results of the GCN-based self-supervised-learning pattern-design framework demonstrated its feasibility and robustness, showing that GCN can be adopted in MRI under-sampling pattern design. Our results highlight that GCN can learn the energy distribution of the k-space and properly model it. In the future, more experiments should be conducted to support its potential in clinical use.
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