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Abstract. We obtain explicit solutions for the density $\varphi_f$ of the first-time $T$ that a one-dimensional Brownian process $B$ reaches the twice, continuously differentiable moving boundary $f$ and such that $f''(t) \geq 0$ for all $t \in \mathbb{R}^+$. We do so by finding the expected value of some functionals of a 3-dimensional Bessel bridge $\tilde{X}$ and exploiting its relationship with first-passage time problems as pointed out by Kardaras (2007). It turns out that this problem is related to Schrödinger’s equation with time-dependent linear potential, see Feng (2001).

1. Introduction

The main aim of this paper is two-folded, given that $f \in C^2[0, \infty)$, and such that $f''(t) \geq 0$, for all $t > 0$:

(1) we compute

$$E \left[ \exp \left\{ - \int_{0}^{s} f''(u) \tilde{X}_u du \right\} \right],$$

where $\tilde{X}$ is a a 3-dimensional Bessel bridge starting at level $a > 0$ [where $a = f(0)$] and reaching 0 at some fixed time $s$, and

(2) as a corollary, we derive an explicit solution for the density $\varphi_f$ of the first time $T$ that a one-dimensional Brownian process $B$ reaches the moving boundary $f$.

The derivation of $\varphi_f$ is an old and well studied problem in probability and stochastic processes. Yet, explicit solutions existed only in a limited number of special cases.

The appeal of this problem stems not only from its applications (in finance, physics, biology, etc.) but also from its mathematical nature. As it turns out the problem may be studied through several different approaches:

(1) Volterra integral equations: Several authors have derived Volterra integral equations in the study of the first-passage time problems [the reader may consult for instance Peskir (2002) for a detailed technical and historical account on the subject]. Yet, in the case in which the equation is not a convolution, or its kernel is not separable, numerical procedures are typically employed. Thus the results presented in this work provide explicit
solutions to previously unknown integral equations.

(2) Partial differential equations: Groeneboom (1987), Salminen (1988), and Martin-Löf (1998) tackled the problem of the quadratic boundary by solving a parabolic differential equation, derived from Girsanov’s and Feynman-Kac theorems. In this paper not only do we generalize this result (an in fact provide an alternative proof for this special case), but also show how boundary problems are related to Schrödinger’s equation with time-dependent linear potential.

(3) Bessel Bridge: Kardaras (2007) notes that the problem of finding \( \varphi_I \) is equivalent to the study of (1). Several authors, for instance Revuz and Yor (2005), have analyzed (1), yet our results are new since we do not treat the squared process \( \tilde{X}^2 \).

(4) Montecarlo simulation.

Roughly speaking, the solution to (1), is based upon transforming a Cauchy problem (derived from Feynman-Kac’s theorem), equations (9) and (10) into that of solving the Schrödinger equation (13) with time-dependent linear potential [see Feng (2001)]. And then proceed backwards to construct the corresponding Green’s function.

In Section 2, after stating the problem we: (a) point out the existing relationship between a three-dimensional Bessel bridge process and first-passage time problems. (b) We present our main results, Theorem 2.3 and Corollary 2.4, which we will prove in the remainder of the paper.

In Section 3, we state the problem in terms of the Feynman-Kac equation. We proceed in solving it by finding particular solutions with respect to the backward \((t, a)\) and forward \((\tau, b)\) variables, in Sections 4 and 5 respectively. We conclude in Section 6 by using these results to construct the necessary Green’s function \(G\).

Both the backward and forward equations in Sections 4 and 5 are dealt with in a similar fashion: (1) Through algebraic transformations we obtain Schrödinger’s equation with time-dependent linear potential. (2) We solve the corresponding Schrödinger’s equation, by reducing it into the heat equation.

2. The problem

Problem 2.1. The main motivation of this work is finding the density \( \varphi_T \) of the first time \( T \), that a one-dimensional, standard Brownian motion \( B \) reaches the moving boundary \( f \):

\[
T := \inf \{ t \geq 0 | B_t = f(t) \}
\]

where \( f \) is twice, continuously differentiable, and \( f''(t) \geq 0 \) for all \( t > 0 \).

Alternatively, from Girsanov’s theorem, the “problem” may be restated as:

Proposition 2.2. Given that

\[
\varphi_a(t) := \frac{a}{\sqrt{2\pi t^3}} \exp \left\{ -\frac{a^2}{2t} \right\} \quad t \geq 0, \; a > 0
\]
is the density of the first time that $B$ reaches the fixed level $a \in (0, \infty)$, the process $\tilde{X}$ is a 3-dimensional Bessel bridge, which has the following dynamics:

$$d\tilde{X}_t = dW_t + \left(\frac{1}{\tilde{X}_t} - \frac{X_t}{s - t}\right)dt, \quad \tilde{X}_0 = a, \quad t \in [0, s).$$

(Where $W$ is a Wiener process.) Then, the distribution of $T$ equals

$$\mathbb{P}(T < t) = \int_0^t \mathbb{E}\left[\exp\left\{-\int_0^s f''(u)\tilde{X}_u du\right\}\times\exp\left\{-\frac{1}{2}\int_0^s (f'(u))^2 du - f'(0)a\right\}\varphi_a(s)ds\right].$$

Proof. From Girsanov’s theorem, and the fact that the boundary $f$ is twice continuously differentiable, the following Radon-Nikodym derivative:

$$\frac{d\mathbb{P}}{d\tilde{\mathbb{P}}}(t) := \exp\left\{-\int_0^t f'(s)d\tilde{B}_s - \frac{1}{2}\int_0^t (f'(s))^2 ds\right\}$$

$$= \exp\left\{-f'(t)\tilde{B}_t + \int_0^t f''(s)\tilde{B}_s ds - \frac{1}{2}\int_0^t (f'(s))^2 ds\right\},$$

is indeed a martingale and induces the following relationship:

$$\mathbb{P}(T \leq t) := \mathbb{E}\left[\frac{d\mathbb{P}}{d\tilde{\mathbb{P}}}(t)\mathbb{1}_{(T \leq t)}\right]$$

$$= \mathbb{E}\left[\frac{d\mathbb{P}}{d\tilde{\mathbb{P}}}(T)\mathbb{1}_{(T \leq t)}\right]$$

$$= \int_0^t \mathbb{E}\left[\frac{d\mathbb{P}}{d\tilde{\mathbb{P}}}(T)\mathbb{1}_{T = s}\right] \varphi_a(s)ds,$$

where the second equality follows from the optional sampling theorem, and the third from conditioning with respect to $T$ under $\tilde{\mathbb{P}}$, and $\varphi_a$ is defined in (3).

Next, Kardaras (2007) shows that calculating [see for instance Chapter 11 in Revuz and Yor (2005), for a detailed overview of 3-dimensional Bessel bridges]:

$$\mathbb{E}\left[\frac{d\mathbb{P}}{d\tilde{\mathbb{P}}}(T)\mathbb{1}_{T = s}\right]$$

(4)
is equivalent to finding the expected value of a functional of a 3-dimensional Bessel bridge $\tilde{X}$, which at time 0 starts at $a$ and at time $s$ equals 0. Indeed,

$$\tilde{\mathbb{E}} \left[ \frac{d\mathbb{P}}{d\mathbb{P}}(T) \right| T = s$$

$$\tilde{\mathbb{E}} \left[ \exp \left\{ -f'(T)a + \int_0^T f''(u)\tilde{B}_u du - \frac{1}{2} \int_0^T (f'(u))^2 du \right\} \right| T = s$$

$$\tilde{\mathbb{E}} \left[ \exp \left\{ -f'(s)a + \int_0^s f''(u)(a - \tilde{X}_u) du - \frac{1}{2} \int_0^s (f'(u))^2 du \right\} \right]$$

$$\tilde{\mathbb{E}} \left[ \exp \left\{ -f'(s)a + (f'(s) - f'(0))a - \int_0^s f''(u)\tilde{X}_u du \right\} \right]$$

$$\tilde{\mathbb{E}} \left[ \exp \left\{ -\int_0^s f''(u)\tilde{X}_u du \right\} \right] \exp \left\{ -\frac{1}{2} \int_0^s (f'(u))^2 du - f'(0)a \right\}$$

(5)

thus the process $a - \tilde{X}$ equals 0 at $t = 0$, and at $s$ reaches level $a$ for the first time, as required.

We conclude from equation (5) that our goal is to compute the following expected value:

(6) $\tilde{\mathbb{E}} \left[ \exp \left\{ -\int_0^s f''(u)\tilde{X}_u du \right\} \right]$.

Equation (6) has the following solution:

**Theorem 2.3.** Let the boundary $f \in C^2[0, \infty)$ satisfy $f''(t) \geq 0$ for all $t$. Then:

$$\tilde{\mathbb{E}} \left[ \exp \left\{ -\int_t^s f''(u)\tilde{X}_u du \right\} \right] = v(t, a)$$

where

(7) $v(t, a) = \int_0^\infty G(t, a; s, b) db$, $0 \leq t < s$, $a \in \mathbb{R}^+ \{0\}$

given that

$$G(t, a; \tau, b) = \frac{\varphi_b(s - \tau)}{\varphi_a(s - t)} H(t, a; \tau, b), \quad 0 \leq t < \tau < s$$

where

$$H(t, a; \tau, b) = \frac{1}{\sqrt{2\pi(\tau - t)}} \exp \left\{ \frac{1}{2} \int_t^\tau (f'(u))^2 du - f'(\tau)b + f'(t)a \right\}$$

$$\times \left[ \exp \left\{ -\frac{(b - a - \int_t^\tau f'(u) du)^2}{2(\tau - t)} \right\} - \exp \left\{ -\frac{(b + a - \int_t^\tau f'(u) du)^2}{2(\tau - t)} \right\} \right].$$

Where $\varphi_a$ is defined in (3).

Thus the density $\varphi_T$ of the stopping $T$ in equation (2) equals:
Corollary 2.4. Let $B$ be a one-dimensional standard Brownian motion $B$ and let the stopping time $T$ be as in (2). Then, the density $\varphi_T$ equals:

$$
\varphi_T(s) = v(0, a) \varphi_a(s) \exp \left\{ -\frac{1}{2} \int_0^s (f'(u))^2 du - f'(0)a \right\}.
$$

where $v$ and $\varphi_a$ are defined in (7) and (3) respectively.

3. The Feynman-Kac equation

As the reader may suspect from equation (6) and the Green’s function appearing in equation (7), in Theorem 2.3, we will follow a P.D.E approach to solve our problem. To do so, we will first introduce Feynman-Kac’s theorem and some necessary tools, and will conclude this section by introducing the corresponding Cauchy problem (see Problem 3.3).

If we let the operator $A_t$ satisfy

$$
(A_t v)(t,a) = \frac{1}{2} \sigma(t,a)^2 \frac{\partial^2 v}{\partial a^2}(t,a) + b(t,a) \frac{\partial v}{\partial a}(t,a)
$$

Then, we may introduce a simplified version of the celebrated Feynman-Kac theorem which relates parabolic partial differential equations with stochastic differential equations [for a detailed and general overview of this and related topics the reader may consult for instance: Chapter 5, in Karatzas and Shreve (1998)].

Theorem 3.1 (Feynman-Kac). Given the Cauchy problem

$$
-\frac{\partial v}{\partial t} + kv = A_t v + g; \quad [0,T) \times \mathbb{R}
$$

$$
v(s,a) = \tilde{f}(a); \quad a \in \mathbb{R}^+ \setminus \{0\}
$$

where $k(t,x) : [0,s] \times \mathbb{R}^+ \to [0,\infty)$, and functions $f$ and $g$ satisfy the standard assumptions [see Theorem 5.7.6 in Karatzas and Shreve (1998)], and $v$ satisfies the polynomial growth condition. Then, the function $v(t,a)$ admits the stochastic representation

$$
v(t,a) = \mathbb{E}^{t,a} \left[ \tilde{f}(\tilde{X}_s) \exp \left\{ - \int_t^s k(u, \tilde{X}_u) du \right\} + \int_t^s g(v, \tilde{X}_u) \exp \left\{ - \int_t^u k(u, \tilde{X}_v) du \right\} dv \right]
$$

on $[0,s] \times \mathbb{R}^+$; in particular, such a solution is unique.

The following definition, will guide us on the construction of our Green’s function $G$:

Definition 3.2. [Definition 5.7.9 in Karatzas and Shreve (1998)] A fundamental solution of the second-order partial differential equation

$$
-\frac{\partial u}{\partial t} + ku = A_t u
$$

on $[0,s] \times \mathbb{R}^+$.
is a nonnegative function \( G(t, a; \tau, b) \) defined for \( 0 \leq t \leq \tau \leq s, \ a \in \mathbb{R}^+, \ b \in \mathbb{R}^+ \) with the property that for every \( f \in C_0(\mathbb{R}^+), \ \tau \in (0, s], \) the function
\[
u(t, a) := \int_0^\infty G(t, a; \tau, b) \hat{f}(b) \, db; \quad 0 \leq t < \tau, \ a \in \mathbb{R}^+.
\]
is bounded, of class \( C^{1,2} \), satisfies (3), and
\[
\lim_{t \uparrow \tau} \nu(t, a) = \hat{f}(a), \ a \in \mathbb{R}^+.
\]

For fixed \((\tau, b) \in (0, s] \times \mathbb{R}^+\), the function
\[
\varphi(t, a) := G(t, a; \tau, b)
\]
is of class \( C^{1,2} \) and satisfies the backward Kolmogorov equation in the backward variables \((t, a)\). And, for fixed \((t, a) \in [0, s) \times \mathbb{R}^+\) the function
\[
\psi(\tau, b) := G(t, a; \tau, b)
\]
is of class \( C^{1,2} \) and satisfies the forward Kolmogorov equation (also known as the Fokker-Planck equation).

Hence, from equation (5) it follows that:
\[
\mathbb{E}^{0,a}_t \left[ \exp \left\{ - \int_0^s f''(u) \tilde{X}_u \, du \right\} \right] = v(0, a).
\]

where
\[
v(t, a) := \mathbb{E}^{t,a}_t \left[ \hat{f}(0) \exp \left\{ - \int_t^s k(u, \tilde{X}_u) \, du \right\} \right],
\]
for \( k(u, a) := f''(u) \cdot a, \) and \( v(T, a) = \hat{f}(a) \equiv 1, \) i.e.,

**Problem 3.3** (Bessel’s Cauchy problem). Equation (9) satisfies the following Cauchy problem:
\[
- \frac{\partial v}{\partial t}(t, a) + f''(t) a v(t, a) = \frac{1}{2} \frac{\partial^2 v}{\partial a^2}(t, a)
+ \left( \frac{1}{a} - \frac{a}{s-t} \right) \frac{\partial v}{\partial a}(t, a); \quad \text{in } [0, s) \times \mathbb{R}^+ \setminus \{0\}
\]
\[
\nu(s, a) = 1; \quad a \in \mathbb{R}^+ \setminus \{0\}. \quad (10)
\]

Definition 3.2 hints us towards the path we should follow. We should first find a general solution to the backward-Kolmogorov equation, in Section 4
\[
- \frac{\partial \varphi}{\partial t}(t, a) + f''(t) a \varphi(t, a) = \frac{1}{2} \frac{\partial^2 \varphi}{\partial a^2}(t, a)
+ \left( \frac{1}{a} - \frac{a}{s-t} \right) \frac{\partial \varphi}{\partial a}(t, a); \quad \text{in } [0, s) \times \mathbb{R}^+ \setminus \{0\}
\]
and to the forward-Kolmogorov equation, in Section 5
\[
\frac{\partial \psi(\tau, b)}{\partial \tau}(\tau, b) + f''(\tau) b \psi(\tau, b) = \frac{1}{2} \frac{\partial^2 \psi}{\partial b^2}(\tau, b)
- \frac{\partial}{\partial b} \left[ \left( \frac{1}{b} - \frac{b}{s-\tau} \right) \psi(\tau, b) \right]; \quad \text{in } (0, s] \times \mathbb{R}^+ \setminus \{0\}.
\]
Which after proper change’s of variable and algebraic transformations will equal respectively:

\[-\frac{\partial \varphi^3}{\partial t}(t, y) = \frac{1}{2} \frac{\partial^2 \varphi^3}{\partial y^2}(t, y), \quad 0 \leq t < s\]
\[\frac{\partial \psi^3}{\partial t}(\tau, z) = \frac{1}{2} \frac{\partial^2 \psi^3}{\partial z^2}(\tau, z), \quad 0 \leq \tau \leq s,\]

and \(y\) and \(z\) are function of \(a\) and \(b\) respectively (and will be determined later).

Since both \(\varphi\) and \(\psi\) may be reduced to the Heat equation, and the variables \(a, b\) are only defined on the half line. Then the Green’s function \(\tilde{G}\) which relates these two solutions will be of the form:

\[\tilde{G}(t, y; \tau, z) = \frac{1}{\sqrt{2\pi(\tau - t)}} \left( \exp \left\{ -\frac{(z - y)^2}{2(\tau - t)} \right\} - \exp \left\{ -\frac{(z + y)^2}{2(\tau - t)} \right\} \right) \quad 0 \leq t < \tau \leq s.\]

Thus, the construction of the particular solution \(G\) will just be a backwards procedure.

4. Schrödinger’s backward equation

In this section we obtain a particular solution to the backward equation (9) by first transforming it into Schrödinger’s backward-equa tion with time-dependent linear potential through algebraic transformations.

**Proposition 4.1.** Equation (2) satisfies the following relationship

(11) \[\varphi(t, a) = \varphi^1(t, a) \{ A(t) \exp [B(t)a^2] \},\]

where

\[B(t) = \frac{1}{2(s - t)}\]
\[A(t) = c \cdot (s - t)^{3/2}\]

(12) \[af''(t)\varphi^1(t, a) - \frac{1}{2} \varphi^1_{aa}(t, a) - \frac{1}{a} \varphi^1_a(t, a) - \varphi^1_t(t, a) = 0\]

**Proof.** Let us first start by analyzing the transformation in equation (11):

\[\frac{\partial \varphi}{\partial a}(t, a) = \varphi^1_a(t, a)A(t) \exp [B(t)a^2] + 2a\varphi^1(t, a)A(t)B(t) \exp [B(t)a^2]\]
\[\frac{\partial^2 \varphi}{\partial a^2}(t, a) = \varphi^1_{aa}(t, a)A(t) \exp [B(t)a^2] + 2a\varphi^1_a(t, a)A(t)B(t) \exp [B(t)a^2] + 2\varphi^1(t, a)A(t)B(t) \exp [B(t)a^2] + 2a\varphi^1(t, a)A(t)B(t) \exp [B(t)a^2] + 4a^2\varphi^1(t, a)A(t)B^2(t) \exp [B(t)a^2]\]
\[\frac{\partial \varphi}{\partial t}(t, a) = \varphi^1(t, a)A_t(t) \exp [B(t)a^2] + \varphi_t(t, a)A(t) \exp [B(t)a^2].\]
Substituting these equations into (9) we get
\[
\begin{align*}
-\frac{A_t(t)}{A(t)} - a^2 B_t(t) - \frac{\varphi_1^1}{\varphi_1^2} + a f''(t) &= \frac{1}{2} \frac{\varphi_{aa}^1}{\varphi_1^2} + a^2 \frac{\varphi_{a}^1}{\varphi_1^2} B(t) \\
+ B(t) + a \frac{\varphi_1^1}{\varphi_1^2} B(t) + 2a^2 B^2(t) + \left( \frac{1}{a} - \frac{a}{s-t} \right) \frac{\varphi_1^1}{\varphi_1^2} \\
+ \left( \frac{1}{a} - \frac{a}{s-t} \right) 2a B(t),
\end{align*}
\]
equating to zero we have
\[
\begin{align*}
-\frac{A_t(t)}{A(t)} - a^2 B_t(t) - \frac{\varphi_1^1}{\varphi_1^2} + a f''(t) - \frac{1}{2} \frac{\varphi_{aa}^1}{\varphi_1^2} - 2a \frac{\varphi_{a}^1}{\varphi_1^2} B(t) \\
- B(t) - 2a^2 B^2(t) - \frac{1}{a} \frac{\varphi_1^1}{\varphi_1^2} - \frac{a}{s-t} \frac{\varphi_1^1}{\varphi_1^2} \\
- 2B(t) + 2a^2 \frac{B}{s-t} B(t) & = 0
\end{align*}
\]
finally, we factorize
\[
\begin{align*}
- \left( \frac{A_t(t)}{A(t)} + 3B(t) \right) - a^2 \left( B_t(t) + 2B^2(t) - 2 \frac{1}{s-t} B(t) \right) \\
- a \frac{\varphi_1^1}{\varphi_1^2} \left( 2B(t) - \frac{1}{s-t} \right) + a f''(t) - \frac{1}{2} \frac{\varphi_{aa}^1}{\varphi_1^2} - \frac{1}{a} \frac{\varphi_1^1}{\varphi_1^2} - \frac{\varphi_1^1}{\varphi_1^2} &= 0.
\end{align*}
\]
This equality holds for every \( a > 0 \) if and only if
\[
\begin{align*}
B(t) &= \frac{1}{2(s-t)} \\
A(t) &= c \cdot (s-t)^{3/2} \\
a f''(t) \varphi_1^1(t,a) - \frac{1}{2} \varphi_{aa}^1(t,a) - \frac{1}{a} \varphi_1^1(t,a) - \varphi_1^1(t,a) & = 0
\end{align*}
\]
as claimed. □

4.1. The Schrödinger’s backward equation. If we let \( \varphi^2 = a \cdot \varphi_1^1 \), then
\[
\begin{align*}
\varphi_1^1 & = \frac{1}{a} \varphi_1^1 \\
\varphi_1^1 & = \frac{1}{a} \varphi_1^1 - \frac{1}{a^2} \varphi^2 \\
\varphi_1^1 & = \frac{1}{a} \varphi_{aa}^1 - \frac{1}{a^2} \varphi^2 + \frac{2}{a^3} \varphi^2 - \frac{1}{a^2} \varphi_a^1,
\end{align*}
\]
after substituting in equation (17):
\[
af''(t) \varphi_1^2(t,a) - \frac{1}{2} \varphi_{aa}^1(t,a) - \varphi_1^2(t,a) = 0.
\]
or, equivalently
\[
(13) \quad - \frac{\partial \varphi_1^1}{\partial t}(t,a) = \frac{1}{2} \frac{\partial^2 \varphi^2}{\partial a^2}(t,a) - a f''(t) \varphi^2(t,a)
\]
which is Schrödinger’s backward-equation with time-dependent linear potential [see for instance, Feng (2001)].
Theorem 4.2. Given the backward Kolmogorov equation in (13):

\[ -\frac{\partial \varphi^2}{\partial t}(t,a) = \frac{1}{2} \frac{\partial^2 \varphi^2}{\partial a^2}(t,a) - af''(t)\varphi^2(t,a) \]

we have the following fundamental solution,

\[ \varphi^2(t,a) = \frac{\Im}{\sqrt{2\pi t}} \exp \left\{ \frac{(a - f(t))^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du + f'(t)a \right\}, \]

where \( \Im = \sqrt{-1} \).

Proof of (15). First set \( \varphi^2(t,a) = \lambda(t,a)e^{\beta(t)a} \), where \( \beta \) will be determined later and compute

\[
\begin{align*}
\frac{\partial \varphi^2}{\partial t}(t,a) &= a\beta_t(t,a)e^{\beta(t)a} + \frac{\partial \lambda}{\partial t}(t,a)e^{\beta(t)a} + \frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a} \\
\frac{\partial \varphi^2}{\partial a}(t,a) &= \beta(t)\lambda(t,a)e^{\beta(t)a} + \frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a} + \beta(t)\frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a} \\
\frac{\partial^2 \varphi^2}{\partial a^2}(t,a) &= \beta^2(t)\lambda(t,a)e^{\beta(t)a} + \beta(t)\frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a} + \beta(t)\frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a} \\
& \quad + (2\beta(t)\frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a}) + 2\beta(t)\frac{\partial \lambda}{\partial a}(t,a)e^{\beta(t)a}
\end{align*}
\]

to delete the term

\[ \frac{\partial \lambda}{\partial t}(t,a) \]

Next, if we let \( y = a - v(t) \) and set \( \lambda(t,a) = u(t,y) \), then

\[ -\frac{\partial u}{\partial t}(t,y) + v_t(t)\frac{\partial u}{\partial y}(t,y) = \frac{1}{2} \frac{\partial^2 u}{\partial y^2}(t,y) + \frac{1}{2} \beta^2(t)u(t,y) + \beta(t)\frac{\partial u}{\partial y}(t,y) + (y + v(t))\beta_t(t) - f''(t)\lambda(t,y) \]

Furthermore, setting \( \beta_t(t) = f''(t) \) we get

\[ -\frac{\partial u}{\partial t}(t,y) = \frac{1}{2} \frac{\partial^2 u}{\partial y^2}(t,y) + \frac{1}{2} \beta^2(t)u(t,y) \]
which is a parabolic differential equation which now may be transformed into the heat equation by letting \( G(u) = \frac{1}{2}\beta^2(u) \) and

\[
\varphi^3(t, y) = u(t, y)e^{\int_0^t G(u')du'}
\]

it follows that

\[
\frac{\partial \varphi^3}{\partial t}(t, y) = \frac{1}{2} \frac{\partial^2 \varphi^3}{\partial y^2}(t, y)
\]

which has general solution equal to:

\[
\varphi^3(t, y) = \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{y^2}{2t} \right\}
\]

i.e.,

\[
u(t, y) = e^{\int_0^t G(u')du'} \varphi^3(t, y)
= e^{\frac{1}{2} \int_0^t (f'(u))^2 du} \varphi^3(t, y)
= \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{y^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du \right\}
\]

and

\[
\lambda(t, a) = \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{(a - v(t))^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du \right\}
= \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{(a - f(t))^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du \right\}.
\]

Hence

\[
\varphi^2(t, a) = \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{(a - f(t))^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du + \beta(t)a \right\}
= \frac{3}{\sqrt{2\pi t}} \exp \left\{ \frac{(a - f(t))^2}{2t} - \frac{1}{2} \int_0^t (f'(u))^2 du + f'(t)a \right\}
\]

5. Schrödinger’s Forward Equation

From equation (9) we will now study its dual, the Fokker-Planck equation:

\[
\frac{\partial \psi(\tau, b)}{\partial \tau}(\tau, b) + f_k''(\tau)b\psi(\tau, b) = \frac{1}{2} \frac{\partial^2 \psi}{\partial b^2}(\tau, b)
- \frac{\partial}{\partial b} \left[ \left( \frac{1}{b} - \frac{b}{s - \tau} \right) \psi(\tau, b) \right].
\]

(The techniques used in this section are equivalent to those used when treating the backward-equation, with the obvious modifications.) That is

\[
(16) \frac{\partial \psi(\tau, b)}{\partial \tau}(\tau, b) = \frac{1}{2} \frac{\partial^2 \psi}{\partial b^2}(\tau, b)
- \left( \frac{1}{b} - \frac{b}{s - \tau} \right) \frac{\partial \psi}{\partial b}(\tau, b)
+ \left( \frac{1}{b^2} + \frac{1}{s - \tau} - f_k''(\tau)b \right) \psi(\tau, b)
\]
Proposition 5.1. Equation (17) satisfies the following relationship

\[
\psi(\tau, b) = \psi^1(\tau, b) \{ A(\tau) \exp \left[ B(\tau) b^2 \right] \},
\]

where

\[
B(\tau) = -\frac{1}{2(s - \tau)} \quad \quad A(\tau) = c \cdot (s - \tau)^{-1/2}
\]

\[
\left( b f''(\tau) - \frac{1}{b^2} - \frac{1}{s - \tau} \right) \psi^1(\tau, b) - \frac{1}{2} \psi^1_{bb}(\tau, b) + \frac{1}{b} \psi^1_b(\tau, b)
\]

\[
+ \psi^1_\tau(\tau, b) = 0
\]

Proof. Let us first start by analyzing the transformation in equation (18):

\[
\frac{\partial \psi}{\partial b}(\tau, b) = \psi^1_b(\tau, b) A(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ 2b \psi^1(\tau, b) A(\tau) B(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
\frac{\partial^2 \psi}{\partial b^2}(\tau, b) = \psi^1_{bb}(\tau, b) A(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ 2b \psi^1_b(\tau, b) A(\tau) B(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ 2b \psi^1(\tau, b) A(\tau) B(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ 4b^2 \psi^1_\tau(\tau, b) A(\tau) B^2(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
\frac{\partial \psi}{\partial \tau}(\tau, b) = \psi^1(\tau, b) A_\tau(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ b^2 \psi^1(\tau, b) A(\tau) B_\tau(\tau) \exp \left[ B(\tau) b^2 \right]
\]

\[
+ \psi^1_\tau(\tau, b) A(\tau) \exp \left[ B(\tau) b^2 \right].
\]

Substituting these equations into (16) we get

\[
\frac{A_\tau(\tau)}{A(\tau)} + b^2 B_\tau(\tau) + \frac{\psi^1_\tau}{\psi^1} + \left( b f''(\tau) - \frac{1}{b^2} - \frac{1}{s - \tau} \right)
\]

\[
= \frac{1}{2} \psi^1_{bb} + b \frac{\psi^1_b}{\psi^1} B(\tau) + B(\tau) + b \frac{\psi^1_b}{\psi^1} B(\tau) + 2b^2 B^2(\tau)
\]

\[
- \left( \frac{1}{b} - \frac{b}{s - \tau} \right) \frac{\psi^1_b}{\psi^1} - \left( \frac{1}{b} - \frac{b}{s - \tau} \right) 2b B(\tau),
\]

equating to zero we have

\[
\frac{A_\tau(\tau)}{A(\tau)} + b^2 B_\tau(\tau) + \frac{\psi^1_\tau}{\psi^1} + \left( b f''(\tau) - \frac{1}{b^2} - \frac{1}{s - \tau} \right)
\]

\[
- \frac{1}{2} \psi^1_{bb} - 2b \frac{\psi^1_b}{\psi^1} B(\tau) - B(\tau) - 2b^2 B^2(\tau)
\]

\[
+ \left( \frac{1}{b} - \frac{b}{s - \tau} \right) \frac{\psi^1_b}{\psi^1} + \left( \frac{1}{b} - \frac{b}{s - \tau} \right) 2b B(\tau) = 0,
\]
finally, we factorize
\[ \left( \frac{A_\tau}{A(\tau)} + B(\tau) \right) + b^2 \left( B_\tau(\tau) - 2B^2(\tau) - 2\frac{1}{s-\tau}B(\tau) \right) \]
\[ - b \psi_1^1 \left( 2B(\tau) + \frac{1}{s-\tau} \right) + \left( b f''(\tau) - \frac{1}{b^2} - \frac{1}{s-\tau} \right) \]
\[ - \frac{1}{2} \frac{\psi_1^1}{\psi^1} + \frac{1}{b} \frac{\psi_1^1}{\psi^1} + \frac{\psi_1^1}{\psi^1} = 0. \]

This equality holds for every \( b > 0 \) if and only if
\[ B(\tau) = - \frac{1}{2(s-\tau)} \]
\[ A(\tau) = c \cdot (s-\tau)^{-1/2} \]
\[ \left( b f''(\tau) - \frac{1}{b^2} - \frac{1}{s-\tau} \right) \psi^1(\tau, b) = - \frac{1}{2} \psi_{bb}(\tau, b) + \frac{1}{b} \psi_1^1(\tau, b) \]
\[ + \psi_1^1(\tau, a) = 0 \]
as claimed. □

5.1. The Schrödinger’s forward equation. We first start with the following transformation \( \psi^1 = b \cdot \psi^2 \), i.e.
\[ \psi^1_b = \psi^2 + b \cdot \psi^2_b \]
\[ \psi^1_{bb} = 2\psi^2_b + b\psi^2_{bb} \]
\[ \psi_1^1 = b\psi^2_\tau \]
which after substitution in (18) equals
\[ b^2 f''(\tau)\psi^2 - \frac{1}{b} \psi^2 - \frac{b}{s-\tau} \psi^2 - \psi^2 - \frac{1}{2} b\psi^2_{bb} + \frac{1}{b} \psi^2 + \psi^2_\tau + b\psi^2_\tau = 0 \]
\[ b^2 f''(\tau)\psi^2 - \frac{b}{s-\tau} \psi^2 - \frac{1}{2} b\psi^2_{bb} + b\psi^2_\tau = 0 \]
\[ (b f''(\tau) - \frac{1}{s-\tau}) \psi^2 - \frac{1}{2} \psi^2_{bb} + \psi^2_\tau = 0. \]

Next, setting \( \psi^2 \) equal to:
\[ \psi^2 = \frac{1}{s-\tau} \tilde{\psi}^2, \]
we have that
\[ \psi^2_\tau = \frac{1}{(s-\tau)^2} \tilde{\psi}^2 + \frac{1}{s-\tau} \tilde{\psi}^2_\tau, \]
\[ \psi^2_b = \frac{1}{s-\tau} \tilde{\psi}^2_b \]
\[ \psi^2_{bb} = \frac{1}{s-\tau} \tilde{\psi}^2_{bb}. \]
Thus substituting into \([18]\)

\[
\frac{bf''(\tau)}{s-\tau} \psi^2 - \frac{1}{(s-\tau)^2} \psi^2 - \frac{1}{2} \frac{1}{s-\tau} \psi_{\beta b}^2 + \frac{1}{(s-\tau)^2} \psi_{\beta b}^2 + \frac{1}{s-\tau} \psi_{\beta b}^2 = 0
\]

\[
\frac{bf''(\tau)}{s-\tau} \psi^2 - \frac{1}{2} \psi_{\beta b}^2 + \psi_{\beta b}^2 = 0
\]

(20)

which is Schrödinger’s forward equation.

**Theorem 5.2.** Given the forward equation as in (20)

\[
(21) \quad \frac{\partial \tilde{\psi}^2}{\partial \tau}(\tau, b) = \frac{1}{2} \frac{\partial^2 \tilde{\psi}^2}{\partial b^2}(\tau, b) - bf''(\tau)\tilde{\psi}^2(\tau, b)
\]

we have the following fundamental solution

\[
(22) \quad \tilde{\psi}^2(\tau, b) = \frac{1}{\sqrt{2\pi\tau}} \exp \left\{ -\frac{(b-f(\tau))^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du - f'(\tau)b \right\}
\]

**Proof of (22).** First set \(\tilde{\psi}^2(\tau, b) = \lambda(\tau, b)e^{-\beta(\tau)b}\), where \(\beta\) will be determined later and compute

\[
\frac{\partial \tilde{\psi}^2}{\partial \tau}(\tau, b) = -b\beta(\tau)\lambda(\tau, b)e^{-\beta(\tau)b} + \frac{\partial \lambda}{\partial \tau}(\tau, b)e^{-\beta(\tau)b}
\]

\[
\frac{\partial \tilde{\psi}^2}{\partial b}(\tau, b) = -\beta(\tau)\lambda(\tau, b)e^{-\beta(\tau)b} + \frac{\partial \lambda}{\partial b}(\tau, b)e^{-\beta(\tau)b}
\]

\[
\frac{\partial^2 \tilde{\psi}^2}{\partial b^2}(\tau, b) = \beta^2(\tau)\lambda(\tau, b)e^{-\beta(\tau)b} - \beta(\tau)\frac{\partial \lambda}{\partial b}(\tau, b)e^{-\beta(\tau)b}
\]

\[
- \beta(\tau)\frac{\partial \lambda}{\partial b}(\tau, b)e^{-\beta(\tau)b} + \frac{\partial^2 \lambda}{\partial b^2}(\tau, b)e^{-\beta(\tau)b}
\]

\[
= \beta^2(\tau)\lambda(\tau, b)e^{-\beta(\tau)b} - 2\beta(\tau)\frac{\partial \lambda}{\partial b}(\tau, b)e^{-\beta(\tau)b}
\]

next, substitute into equation (21)

\[
\frac{\partial \lambda}{\partial \tau}(\tau, b) = \frac{1}{2} \frac{\partial^2 \lambda}{\partial b^2}(\tau, b) + \frac{1}{2} \beta^2(\tau)\lambda(\tau, b) - \beta(\tau)\frac{\partial \lambda}{\partial b}(\tau, b)
\]

to delete the term

\[
\frac{\partial u}{\partial z}(\tau, z)
\]
set $v_\tau(\tau) = \beta(\tau)$, hence
\[
\frac{\partial u}{\partial \tau}(\tau, z) = \frac{1}{2} \frac{\partial^2 u}{\partial z^2}(\tau, z) + \frac{1}{2} \beta^2(\tau) u(\tau, z) + (z + v(\tau))(\beta_\tau(\tau) - f''(\tau)) u(\tau, z)
\]
furthermore, setting $\beta_\tau(\tau) = f''(\tau)$ we get
\[
\frac{\partial u}{\partial \tau}(\tau, z) = \frac{1}{2} \frac{\partial^2 u}{\partial z^2}(\tau, z) + \frac{1}{2} \beta^2(\tau) u(\tau, z)
\]
which is a parabolic differential equation which now may be transformed into the heat equation by letting $G(u) = 1/2 \beta^2(u)$ and
\[
\psi^3(\tau, z) = u(\tau, z) e^{-\int_\tau^\infty G(u) du}
\]
it follows that
\[
\frac{\partial \psi^3}{\partial \tau}(\tau, z) = \frac{1}{2} \frac{\partial^2 \psi^3}{\partial z^2}(\tau, z)
\]
whose solution is
\[
\psi^3(\tau, z) = \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{z^2}{2\tau}\right\}
\]
i.e.,
\[
u(\tau, z) = e^{\int_\tau^\infty G(u) da} \psi^3(\tau, z)
\]
\[
= e^{\frac{1}{2} \int_\tau^\infty (f'(u))^2 du} \psi^3(\tau, z)
\]
\[
= \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{y^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du\right\}
\]
and
\[
\lambda(\tau, b) = \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{(b - v(\tau))^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du\right\}
\]
\[
= \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{(b - f(\tau))^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du\right\}
\]
Hence
\[
\psi^2(\tau, b) = \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{(b - f(\tau))^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du - \beta(\tau) b\right\}
\]
\[
= \frac{1}{\sqrt{2\pi \tau}} \exp \left\{-\frac{(b - f(\tau))^2}{2\tau} + \frac{1}{2} \int_0^\tau (f'(u))^2 du - f'(\tau) b\right\}
\]

6. General solution

From the backward (15) and forward (22) solutions of Schrödinger’s equation, and the fact that $a, b \in \mathbb{R}^+ \setminus \{0\}$ we have

**Proposition 6.1.** Schrödinger’s equation, see equations (14) and (21), with time-dependent linear potential and such that $a, b \in \mathbb{R}^+ \setminus \{0\}$ has the following Green’s
function
\[ H(t, a; \tau, b) = \frac{1}{\sqrt{2\pi(\tau-t)}} \exp \left\{ \frac{1}{2} \int_{t}^{\tau} (f'(u))^2 \, du - f'(\tau)b + f'(t)a \right\} \]
\[ \times \left[ \exp \left\{ -\frac{(b - a - \int_{t}^{\tau} f'(u) \, du)^2}{2(\tau-t)} \right\} - \exp \left\{ -\frac{(b + a - \int_{t}^{\tau} f'(u) \, du)^2}{2(\tau-t)} \right\} \right], \]
where \( 0 \leq t < \tau \leq s \).

Proof. Recall that the backward and forward equations may be reduced correspondingly to:
\[
-\frac{\partial \varphi^3}{\partial t}(t, y) = \frac{1}{2} \frac{\partial^2 \varphi^3}{\partial y^2}(t, y)
\]
\[
\frac{\partial \psi^3}{\partial \tau}(\tau, z) = \frac{1}{2} \frac{\partial^2 \psi^3}{\partial z^2}(\tau, z),
\]
where \( y = a - f(t) \), and \( z = b - f(\tau) \), for \( 0 \leq t < \tau < s \), and \( a, b \in \mathbb{R}^+ \setminus \{0\} \). Thus, the Green’s function \( \tilde{G} \) that links these two solutions should be of the form:
\[
\tilde{G}(t, y; \tau, z) = \frac{1}{\sqrt{2\pi(\tau-t)}} \left( \exp \left\{ \frac{-(z-y)^2}{2(\tau-t)} \right\} - \exp \left\{ \frac{-(z+y)^2}{2(\tau-t)} \right\} \right).
\]
Finally, equation (23) follows from equations (14) and (21).

Which alternatively leads to

Proposition 6.2. Our initial equation (9) has the following Green’s function:
\[ G(t, a; \tau, b) = \frac{\varphi_b(s-\tau)}{\varphi_a(s-\tau)} H(t, a; \tau, b) \]

Proof. It follows from equations (11), (17), and (23) and verification of Definition 3.2.

Proof of Theorem 2.3. It follows from Proposition 6.2.
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