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Abstract

Task functional magnetic resonance imaging (fMRI) is a type of neuroimaging data used to identify areas of the brain that activate during specific tasks or stimuli. These data are conventionally modeled using a massive univariate approach across all data locations, which ignores spatial dependence at the cost of model power. We previously developed and validated a spatial Bayesian model leveraging dependencies along the cortical surface of the brain in order to improve accuracy and power. This model utilizes stochastic partial differential equation spatial priors with sparse precision matrices to allow for appropriate modeling of spatially-dependent activations seen in the neuroimaging literature, resulting in substantial increases in model power. Our original implementation relies on the computational efficiencies of the integrated nested Laplace approximation (INLA) to overcome the computational challenges of analyzing high-dimensional fMRI data while avoiding issues associated with variational Bayes implementations. However, this requires significant memory resources, extra software, and software licenses to run. In this article, we develop an exact Bayesian analysis method for the general linear model, employing an efficient expectation-maximization algorithm to find maximum a posteriori estimates of task-based regressors on cortical surface fMRI data. Through an extensive simulation study of cortical surface-based fMRI data, we compare our proposed method to the existing INLA implementation, as well as a conventional massive univariate approach employing ad-hoc spatial smoothing. We also apply the method to task fMRI data from the Human Connectome Project and show that our proposed implementation produces similar results to the validated INLA implementation. Both the INLA and EM-based implementations are available through our open-source BayesfMRI R package.
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1 Introduction

Task-based functional magnetic resonance imaging (fMRI) data measure the blood-oxygen level-dependent (BOLD) response, an indirect measure of neural activity, while a subject performs tasks [Lindquist 2008, Poldrack et al. 2011]. These relatively high spatial and temporal resolution data are widely-used, non-invasive experimental measures that allow researchers to study the way that the human brain works in vivo. fMRI data exhibit a low signal-to-noise ratio, requiring analyses to be as statistically efficient and powerful as possible to produce accurate results that reflect the full extent of activation rather than detecting only the extreme values. Traditional massive univariate analysis methods treat locations within the brain as independent before any clustering analysis methods are applied to the results, which diminishes the ability for models to make reliable conclusions about which areas of subjects’ brains are associated with a task [Elliott et al. 2020]. Sophisticated models that leverage the spatiotemporal dependence structure of the data would improve inferential power, but estimating such models is difficult due to the size and complexity of the data. Recent advancements in computer processing and storage technology have begun to enable more complex analyses of fMRI data, improving the ability of scientists to detect brain signals amidst the noise of measurement and physiological mechanics. Recent models attempt to account for either spatial or temporal dependence, though often at the cost of computational efficiency.

The BOLD response is measured as an image array comprised of volumetric pixels, or voxels, each typically having a volume of about 8mm³. A commonly-used modeling technique is known to the neuroscience community as the general linear model (GLM). The classical GLM regresses the time series of measurements for each voxel individually against task covariates to determine the effect of the task on neural activity around the brain [Chatfield and Collins 2018, Friston et al. 1994]. These regressions can be used to test whether a specific voxel has a statistically significant association with the task covariates and is thus “activated” by a task. The classical GLM requires multiple comparisons corrections due to the massive number of voxels being tested. Cluster-based methods help to incorporate spatial information in determining activation [Poline and Mazoyer 1993, Poline et al. 1997, Smith and Nichols 2009] but are post-hoc and do not benefit the statistical efficiency of the estimates, which will limit power. Parametric assumptions about spatial dependence used in these methods have been shown to be unrealistic in volumetric fMRI data [Eklund et al. 2016, 2019].

An alternative is to avoid massive univariate analysis and instead perform analysis using spatial Bayesian methods, examining the posterior probability distribution of all voxels together to determine where activations occur. Such techniques explicitly state the assumptions about spatial dependence made in the model through the prior distributions, avoiding the pitfalls of null hypothesis testing. Bayesian models can leverage spatial information through a prior that allows for nonzero covariance between adjacent data locations in space and time. Several spatial Bayesian methods for volumetric fMRI have been proposed, typically relying on variational Bayes (VB) methods to decrease computational load [Penny et al. 2005] at the cost of underestimating posterior
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1 The meaning of GLM in the neuroimaging community is not to be confused with generalized linear models in the statistical sense. The term GLM has expanded beyond task fMRI to basically refer to any massive univariate regression model approach.
variance and poorly estimating the posterior mode \cite{Wang2005,Bishop2006,Rue2009,Siden2017,Zhang2016}. \cite{Zhang2016} utilized a Bayesian nonparametric framework to detect activations using both Markov chain Monte Carlo (MCMC) and variational Bayes (VB) methods for both single and multiple subjects, though even the VB method is rather expensive and requires dimension reduction. \cite{Siden2017} proposed a fast method using a spatial prior on volumetric single-subject data using both MCMC and VB methods that scale well, but does not allow for group analyses. \cite{Guhaniyogi2021} and \cite{Spencer2020} used shrinkage priors and tensor decompositions to model volumetric task-based fMRI for both single and multiple-subject studies that rely on MCMC methods, which are time-consuming. However, all of these studies apply spatial priors on volumetric data using Euclidean distance to determine covariance, which does not represent the folded nature of the cerebral cortex. This results in signal being averaged across volumetric pixels that are close together in space though they may be neurologically distal due to their location on different folds of the cortex, often as part of functionally or anatomically distinct cortical regions. In addition, spatial methods used with volumetric data implicitly blur activation signal with noise from white matter and cerebrospinal fluid.

Recently, \cite{Mejia2020} proposed a surface-based spatial Bayesian (SBSB) GLM for cortical surface fMRI (cs-fMRI) data. Such data use a triangular mesh to represent the spatial configuration of the cortical surface. This mesh can be used to find the geodesic distances between points on the surface. These distances appropriately account for the cortex’s folded structure, unlike Euclidean distances in the volume. The SBSB GLM uses a stochastic partial differential equation (SPDE) prior, which is built on a triangular mesh and does not require a regular lattice structure. The SPDE prior is advantageous because it approximates a continuous Markov random field, it is invariant to finite resamplings, which allows for different resolutions in fMRI data, and it allows for dependence in neighboring data locations while keeping computational cost low through sparse precision matrices. In addition, results from single-subject analyses can be combined in a principled manner for group-level inference. \cite{Spencer2022} performed a comprehensive validation study of the SBSB GLM based on test-retest task fMRI data from the Human Connectome Project, showing gains in accuracy and power over the common practice of spatially smoothing data before model-fitting.

For Bayesian computation, \cite{Mejia2020} fit the SBSB GLM model using an empirical Bayes version of the integrated nested Laplace approximation (INLA) through the R software package \texttt{R-INLA}. The package is a powerful computational resource for spatial modeling, offering efficient backend code written in C++ that utilizes fast matrix operations and allows for parallelization via the PARDISO sparse linear algebra library \cite{Alappat2020,Bollhoefer2020,Bollhoefer2019}. These features of R-INLA drastically reduce model fitting times. However, there are some limitations of INLA in this context. First, the numerical approach to integrating out model hyperparameters used in INLA requires approximating their joint posterior using a multivariate Gaussian, which is memory intensive for more than 5 to 10 hyperparameters, effectively restricting its application to relatively simple task fMRI experimental designs \cite{Opitz2017}. Previous work has reported memory requirements of 30 -
50 GB for simple single-subject task analysis [Mejia et al., 2020], and in our experience, it is not uncommon to exceed 75GB of memory usage in many practical settings. Second, there are some challenges in developing and maintaining software that depends on R-INLA, which is not available on the Comprehensive R Archive Network (CRAN) and does not install easily on many systems. Therefore, carrying out model estimation can be especially difficult for researchers that do not administer their own computing. Third, in order to achieve reasonable computing speeds, a license for the PARDISO library is required, which is not always freely available. Finally, at the data scale of functional MRI, INLA requires significant system memory to run, which is prohibitive for some research teams.

In order to address these issues, in this paper we develop an efficient expectation-maximization (EM) algorithm [Dempster et al., 1977, Gelman et al., 2013] to produce posterior estimates and inference of activation for subject-level task in the SBSB GLM. We also develop results from these analyses that are combined across subjects in a principled way to identify group-level effects in multi-subject analysis. We compare this EM algorithm to the INLA-based implementation of the SBSB GLM from Mejia et al. [2020] using both simulated data and motor task fMRI data from the Human Connectome Project (HCP) [Barch et al., 2013]. Using simulated data, we find that the EM algorithm achieves similar accuracy while cutting computation time dramatically. All model fitting and preprocessing steps have been implemented within the open source R package BayesfMRI.

This article will proceed with a description of the SBSB GLM and details of our EM algorithm in Section 2. Next, we compare our proposed EM algorithm with INLA in a study of simulated cortical surface fMRI data in Section 3. We show results from a study of task fMRI data from the HCP in Section 4. We end with conclusions and discussion of future work in Section 5.

2 Methodology

We will use the following matrix notation throughout this section. Fixed matrix-valued quantities will be represented using upper-case bold font, $\mathbf{A}$, while vectors are in lower-case bold font $\mathbf{a}$, and scalars are non-bold font in both upper- and lower-case, $a$. Parameters in the model follow the same convention using Greek letters, i.e. $\Sigma$ represents a matrix, $\sigma$ represents a vector, and $\sigma$ represents a scalar. $|\mathbf{A}|$ and $\text{Tr}(\mathbf{A})$ represent the determinant and the trace of matrix $\mathbf{A}$, respectively. Following this convention, we now introduce the modeling methodology.

2.1 The surface-based spatial Bayesian general linear model

Consider cortical surface fMRI (cs-fMRI) data from a scan, a time series of length $T$ represented as $\mathbf{y}_v \in \mathbb{R}^T$ for locations $v = 1, \ldots, N$ for $N$ locations in order to model data from a single subject. These data are gathered while a subject completes $K$ different tasks at specific time intervals. The expected BOLD response to task $k$, $\mathbf{x}_k \in \mathbb{R}^T$, is generated by convolving the binary stimulus timing function (on/off) with a canonical haemodynamic response.
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2https://github.com/mandymejia/BayesfMRI/tree/1.8.EM
function (HRF) representing the time-lagged BOLD response that follows neuronal firing. After preprocessing the data to reduce noise, eliminating the baseline signal, and inducing residual independence as outlined in A, the general linear model can be written in the form

\[ y_v = \sum_{k=1}^{K} \beta_{v,k} x_{v,k} + e_v, \quad e_v \sim \text{Normal}(0, \sigma^2 I), \quad v = 1, \ldots, N, \tag{1} \]

where \( \beta_{v,k} \) is the activation effect in terms of percent signal change at location \( v \) for task \( k \). Note that the task-based regressors \( x_{k,v} \) vary across locations \( v \). This is because our preprocessing includes location-specific (or spatially variable) prewhitening to account for differences in residual autocorrelation across the cortex [Parlak et al., 2022]. It is typical to fit this model in a massive univariate manner which we refer to as the classical GLM, which is able to be fitted quickly, even to high-resolution data. However, this advantage comes at the cost of ignoring the spatial dependence in brain activation, which reduces model power significantly when compared to the Bayesian GLM, as shown in Spencer et al. [2022].

In order to facilitate spatial Bayesian modeling, we rewrite the model in Equation (1) to represent data across all locations and times at once in Equation (2). Here, the preprocessed response \( y = (y'_1, \ldots, y'_N)' \in \mathbb{R}^{TN} \) at times \( t = 1, \ldots, T \) and locations \( v = 1, \ldots, N \) is explained by linear effects \( \beta_k \in \mathbb{R}^N \) for each of \( K \) tasks \( (X_k = \text{block-diagonal}(x_{1,k}, \ldots, x_{N,k}) \in \mathbb{R}^{TN \times N}) \) and an error term \( e \in \mathbb{R}^{TN} \).

\[ y = \sum_{k=1}^{K} X_k \beta_k + e, \quad e \sim \text{Normal}(0, \sigma^2 I) \tag{2} \]

This linear model facilitates incorporating spatial dependence, in contrast to the \( N \) separate linear models constituting the classical GLM, which does not include spatial dependence at the model-fitting stage. We fit this model across an entire cortical hemisphere, and the two cortical surface hemispheres are analyzed separately for computational reasons, which does not affect the results because they are represented by separate surface meshes that are physically distinct.

The SBSB GLM incorporates spatial dependence in the activation amplitudes \( \beta_k \) using a special class of Gaussian Markov random field (GMRF) processes known stochastic partial differential equation (SPDE) priors [Mejia et al., 2020; Spencer et al., 2022; Lindgren et al., 2011; Bolin and Lindgren, 2013]. The specific construction of the prior is

\[ \beta_k = \Psi_k w_k, \quad w_k \sim \text{Normal}(0, Q_k^{-1}), \quad Q_k = \tau_k^2 (\kappa_k^4 C + 2\kappa_k^2 G + GC^{-1}G), \tag{3} \]

\[ \kappa_k \sim \text{log-Normal}(\mu_k, \sigma_k^2), \quad \tau_k \sim \text{log-Normal}(\mu_\tau, \sigma_\tau^2), \]

where \( \Psi_k \in \mathbb{R}^{N \times n} \) maps the original \( N \) data locations to a triangular mesh consisting of \( n \) vertices. \( C \) is a fixed diagonal matrix describing the relative mesh vertex precisions. \( G \) is a fixed sparse matrix describing the neighborhood structure of the mesh vertices, in which entries corresponding to neighboring locations take
nonzero values. The mesh is usually created to maximize the minimum interior angle across the triangles, and extra vertices may be added along the boundaries to avoid adverse boundary effects. An example of this mesh structure can be seen in Figure 7. The default setting for the INLA implementation used in Mejia et al. [2020] sets the priors for \( \tau_k \) and \( \kappa_k \) to be log-Normal with mean 2 and variance 2. Under the SPDE representation in \( \mathbb{R}^d \), the variance of the random field can be represented as 

\[
\phi_k = \Gamma(\nu) \left( \Gamma(\alpha)(4\pi)^{d/2}/\kappa_k^2 \tau_k^2 \right)^{-1}
\]

where \( \nu = \alpha - d/2 \).

Spectral theory shows that an integer must be picked for \( \alpha \) to obtain a Markov field. The form of the prior in Equation (3) assumes \( \alpha = 2 \), which makes \( \nu = 1 \) for a surface, which has dimension \( d = 2 \). Therefore, the variance of the random field simplifies to

\[
\phi_k = (4\pi\kappa_k^2\tau_k^2)^{-1}. \tag{4}
\]

The product \( \kappa_k^2\tau_k^2 \) in the variance remains the same if \( \kappa_k^2' = c\kappa_k^2 \) and \( \tau_k^2' = \tau_k^2/c \) for any constant \( c \), and early experiments showed that this can cause the EM algorithm to produce values for \( \kappa_k^2 \) and \( \tau_k^2 \) in which one approaches infinity while the other approaches zero. Therefore, we rewrite the precision in the SPDE prior in terms of the variance of the random field as

\[
Q_k = \frac{4\pi}{\phi_k} \left( \kappa_k^2 C + 2G + \kappa_k^{-2} GC^{-1} G \right) = \frac{4\pi}{\phi_k} \bar{Q}_k. \tag{5}
\]

In this form, \( \phi_k \) controls the variance and \( \kappa_k^2 \) controls the spatial correlation of the random field.

To avoid blurring across structural boundaries, cortical surface data are already represented on a triangular mesh.

For mathematical convenience, the model in Equation (2) can be rewritten using the notation in Equation (3) to include all \( k \) task covariates in matrix form:

\[
y = X\Psi w + e, \quad e \sim \text{Normal}(0, \sigma^2 I), \tag{6}
\]

where \( X \in \mathbb{R}^{TN \times NK} \) is a column-bound matrix of the covariates, \( \Psi \in \mathbb{R}^{NK \times nK} \) is a block diagonal matrix projecting the covariate values onto the triangular mesh, and \( w \in \mathbb{R}^{nK \times 1} \) is the vector of coefficients corresponding to the covariates on the mesh.

### 2.2 Expectation-Maximization Procedure

In order to provide a computational alternative to INLA for the SBSB GLM, here we derive an EM algorithm [Dempster et al., 1977, Gelman et al., 2013] to find the mode of the posterior distribution of \( w \), and by extension \( \beta \), along with maximum likelihood parameter estimates for \( \theta = (\kappa_1^2, \ldots, \kappa_K^2, \phi_1, \ldots, \phi_K, \sigma^2)' \). This algorithm could be easily extended to incorporate priors on these hyperparameters to account for uncertainty in their values and avoid underestimation of the posterior variance of the latent fields. In addition, we obtain an estimate of the
posterior precision of $\beta_k$, which can be used in conjunction with the excursions method developed by Bolin and Lindgren [2015, 2017, 2018] to determine areas of activation in the latent fields.

2.2.1 Expectation of the Log-Likelihood Density (E-step)

Beginning with the definition of the joint log likelihood $\mathcal{L}(\Theta|\mathbf{y}, \mathbf{w}) = p(\mathbf{y}|\mathbf{w}, \sigma^2)p(\mathbf{w}|\kappa^2, \phi)$, the expectation of the log likelihood density with respect to $\mathbf{w}$ given $(\kappa_1^{(s)}, \ldots, \kappa_1^{(s)}), (\phi_1^{(s)}, \ldots, \phi_1^{(s)}), (\sigma_1^{(s)}, \sigma_1^{(s)})' = \hat{\theta}^{(s)}$ at algorithm step $s$ is found to be:

$$
R(\theta^{(s)}) = E_{\mathbf{w}|\theta^{(s)}}(\log p(\mathbf{y}, \mathbf{w}|\theta)) = \int \log p(\mathbf{y}|\mathbf{w}, \theta)p(\mathbf{w}|\theta, \hat{\theta}^{(s)}) \, d\mathbf{w} + \int \log p(\mathbf{w}|\theta)p(\mathbf{w}|\theta, \hat{\theta}^{(s)}) \, d\mathbf{w}, \quad (7)
$$

where $\mathbf{w}|\theta, \hat{\theta}^{(s)} \sim \text{Normal} (\mu, \Sigma)$, such that

$$
Q = \text{block-diagonal}(Q_1, \ldots, Q_K), \quad \Sigma = \left( Q + \frac{1}{\sigma^2} \Psi' \mathbf{X}' \Psi \right)^{-1}, \quad \mu = \frac{1}{\sigma^2} \Psi' \mathbf{X}' \mathbf{y}.
$$

In the interest of computational efficiency, we use several identities to avoid expensive matrix inversions (see Section 2.2.3). This avoids the calculation of $\Sigma$ which is computationally prohibitive, as it requires the inversion of an $nK \times nK$ dense matrix, with $n$ between 1,000 and 30,000 in most practical applications. In the next section, we show the MLE of $\sigma^2$, and we outline the optimization strategy for $\kappa_k^2$ and $\phi_k$.

2.2.2 Maximization of the Log Likelihood Density (M-step)

Next, we expand the expected joint log-likelihood in Equation (7), which we maximize in order to find the MLEs of the elements in $\theta$.

$$
R(\theta^{(s)}) = E_{\mathbf{w}|\theta^{(s)}}(\log p(\mathbf{y}, \mathbf{w}|\theta)) = \int \log p(\mathbf{y}|\mathbf{w}, \theta)p(\mathbf{w}|\theta, \hat{\theta}^{(s)}) \, d\mathbf{w} + \int \log p(\mathbf{w}|\theta)p(\mathbf{w}|\theta, \hat{\theta}^{(s)}) \, d\mathbf{w},
$$

$$
\propto \int \log \left[ \sigma^{-TN} \exp \left\{ -\frac{1}{2\sigma^2} (\mathbf{y} - \mathbf{X}\Psi \mathbf{w})' (\mathbf{y} - \mathbf{X}\Psi \mathbf{w}) \right\} \right] \, d\mathbf{w} + \int \log \left[ Q^{1/2} \exp \left\{ -\frac{1}{2} \mathbf{w}' \mathbf{Qw} \right\} \right] \, d\mathbf{w}
$$

$$
\propto -\frac{T N}{2} \log(\sigma^2) - \frac{1}{2\sigma^2} \mathbf{y}' \mathbf{y} + \int \left[ \frac{1}{2\sigma^2} \mathbf{w}' \Psi' \mathbf{X}' \Psi \mathbf{w} + \frac{1}{2\sigma^2} \mathbf{w}' \Psi' \mathbf{X}' \mathbf{y} - \frac{1}{2\sigma^2} \mathbf{w}' \Psi' \mathbf{X}' \mathbf{X}' \mathbf{w} \right] \, d\mathbf{w}
$$

$$
+ \frac{1}{2} \log |Q| - \frac{1}{2} \int \mathbf{w}' \mathbf{Qw} \, dw
$$

$$
\propto -\frac{T N}{2} \log(\sigma^2) - \frac{1}{2\sigma^2} \mathbf{y}' \mathbf{y} + \frac{1}{2\sigma^2} \mathbf{X}' \mathbf{X} E(\mathbf{w}|\mathbf{y}, \hat{\theta}^{(s)}) - \frac{1}{2\sigma^2} E(\mathbf{w}' \Psi' \mathbf{X}' \mathbf{X}' \mathbf{w}|\mathbf{y}, \hat{\theta}^{(s)})
$$

$$
+ \frac{1}{2} \log |Q| - \frac{1}{2} E(\mathbf{w}' \mathbf{Qw})|\mathbf{y}, \hat{\theta}^{(s)}
$$

The two quantities $E(\mathbf{w}' \Psi' \mathbf{X}' \mathbf{X}' \mathbf{w}|\mathbf{y}, \hat{\theta}^{(s)})$ and $E(\mathbf{w}' \mathbf{Qw}|\mathbf{y}, \hat{\theta}^{(s)})$ are scalars, and are therefore equivalent to their trace. The trace operation is invariant to circular permutations, so we can rewrite these two expectations.
as

\[ E\left( w^\prime \Psi'X'X\Psi w | y, \hat{\theta}^{(s)} \right) = \text{Tr} \left( E \left( \Psi'X'X\Psi \right) \left( w | y, \hat{\theta}^{(s)} \right) \right) = \text{Tr} \left( \Psi'X'X\Psi E \left( w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ E \left( w'Qw | y, \hat{\theta}^{(s)} \right) = \text{Tr} \left( E \left( Qww' | y, \hat{\theta}^{(s)} \right) \right) = \text{Tr} \left( QE \left( w' | y, \hat{\theta}^{(s)} \right) \right) \]

We can now write the expected log-likelihood as

\[ R(\theta | \hat{\theta}^{(s)}) = E_{w | y, \hat{\theta}^{(s)}} \left( \log p(y, w | \theta) \right) \]

\[ = \frac{-TN}{2} \log(\sigma^2) - \frac{1}{2\sigma^2} y'y + \frac{1}{2σ^2} y'X\Psi E \left( w | y, \hat{\theta}^{(s)} \right) - \frac{1}{2\sigma^2} \text{Tr} \left( \Psi'X'X\Psi E \left( w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ + \frac{1}{2} \log |Q| - \frac{1}{2} \text{Tr} \left( QE \left( w'w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ \frac{\partial R_1}{\partial \sigma^2} = -\frac{TN}{2\sigma^2} + \frac{1}{2(\sigma^2)^2} y'y - \frac{1}{2(\sigma^2)^2} y'X\Psi E \left( w | y, \hat{\theta}^{(s)} \right) + \frac{1}{2\sigma^2} \text{Tr} \left( \Psi'X'X\Psi E \left( w'w | y, \hat{\theta}^{(s)} \right) \right), \]

\[ \hat{\sigma^2} = \frac{1}{TN} \left[ y'y - 2y'X\Psi E \left( w | y, \hat{\theta}^{(s)} \right) + \text{Tr} \left( \Psi'X'X\Psi E \left( w'w | y, \hat{\theta}^{(s)} \right) \right) \right] \]

Next, values for \( \phi_k \) and \( \kappa^2_k \) must be found that maximize the log-likelihood. This is equivalent to optimizing \( R_2(\theta | \hat{\theta}^{(s)}) \) with respect to \( \kappa^2_k \) and \( \phi_k \). Setting \( \bar{Q}_k = (\kappa^2_k C + 2G + \kappa^2_k^{-2}GC^{-1}G) \), we rewrite \( R_2(\theta | \hat{\theta}^{(s)}) \) as

\[ R_2 \left( \theta | \hat{\theta}^{(s)} \right) = \frac{1}{2} \log |Q| - \frac{1}{2} \text{Tr} \left( QE \left( w'w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ = \frac{1}{2} \log \left( \prod_{k=1}^{K} \left| \frac{1}{4\pi \phi_k} \bar{Q}_k \right| \right) - \frac{1}{2} \text{Tr} \left( QE \left( w'w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ = \frac{n}{2} \sum_{k=1}^{K} \log \left( \frac{1}{4\pi \phi_k} \right) + \frac{1}{2} \sum_{k=1}^{K} \log \left( \left| \bar{Q}_k \right| \right) - \frac{1}{2} \text{Tr} \left( QE \left( w'w | y, \hat{\theta}^{(s)} \right) \right) \]

\[ = \frac{nK}{2} \log(4\pi) - \frac{n}{2} \sum_{k=1}^{K} \log(\phi_k) + \frac{1}{2} \sum_{k=1}^{K} \log \left( \left| \bar{Q}_k \right| \right) - \frac{1}{2} \sum_{k=1}^{K} \text{Tr} \left( \frac{1}{4\pi \phi_k} \bar{Q}_k E \left( w_k w_k | y, \hat{\theta}^{(s)} \right) \right) \]

\[ Q = \text{block-diagonal} \left( \frac{1}{4\pi \phi_1} \bar{Q}_1, \ldots, \frac{1}{4\pi \phi_K} \bar{Q}_K \right) \]

so that

\[ \frac{\partial R_2}{\partial \phi_k} \left( \theta | \hat{\theta}^{(s)} \right) = -\frac{n}{2\phi_k} + \frac{1}{8\pi \phi_k^2} \text{Tr} \left( \bar{Q}_k E \left( w_k w_k | y, \hat{\theta}^{(s)} \right) \right), \]

\[ \hat{\phi}_k = \frac{1}{4\pi} \text{Tr} \left( \bar{Q}_k E \left( w_k w_k | y, \hat{\theta}^{(s)} \right) \right). \]
The optimal value for $\kappa^2_k$ is found by maximizing

$$f(\kappa^2_k|\phi_k) = \frac{1}{2} \log \left( |\hat{Q}_k| \right) - \frac{1}{8\pi\hat{\phi}_k} \text{Tr} \left( \hat{Q}_k E \left( w_k w'_k | y, \hat{\theta}^{(s)} \right) \right)$$

with respect to $\kappa^2_k$. Convergence of the EM algorithm occurs when the average of the squared difference between $\theta^{(s)}$ and $\theta^{(s-1)}$ drops below a given stopping rule tolerance, $\epsilon$, which we set to 0.001 in our analyses. This value is based on a study of different stopping rule tolerances using simulated datasets (see B).

2.2.3 Identities for computational efficiency

In order to perform each step of the EM algorithm, computationally-efficient identities are used in order to reduce time and memory requirements. To begin, to calculate $\mu_k = \frac{1}{\sigma^2} \Sigma_k \Psi'_k X_k y$, we solve the linear equation

$$\Sigma_k^{-1} \mu_k = \frac{1}{\sigma^2} \Psi'_k X_k y.$$ 

Here, $\Sigma_k^{-1}$ is sparse and inexpensive to calculate, and the Eigen C++ library [Guennebaud, Jacob, et al. 2010] has efficient routines for solving linear equations of the form $Ax = b$ when $A$ is sparse.

Finding the MLE values for $\phi_k$ and $\kappa^2_k$ does not calculating the posterior precision in full, but approximating a trace for the matrix product involving the block-diagonal precision task component $\Sigma_k^{-1}$. This allows for operations to be performed on smaller matrices and in parallel across tasks. The EM algorithm requires finding a trace of the form $\text{Tr}(A E(w_k w'_k | y, \hat{\theta}^{(s)}))$ for the hyperparameters $\phi_k$ and $\kappa^2_k$. This trace form can be simplified as

$$\text{Tr} \left( A E(w_k w'_k | y, \hat{\theta}^{(s)}) \right) = \text{Tr} \left( A (\Sigma_k - \mu_k \mu'_k) \right)$$

$$= \text{Tr} (A \Sigma_k) - \text{Tr} (A \mu_k \mu'_k)$$

$$= \text{Tr} (A \Sigma_k) - \text{Tr} (\mu'_k A \mu_k)$$

$$= \text{Tr} (A \Sigma_k) - \mu'_k A \mu_k$$

The calculation of $\text{Tr}(A \Sigma_k)$ is done via approximation using the Hutchinson trace estimator [Hutchinson 1989]. To begin, consider the following linear system $\Sigma^{-1} P = V$, where $P$ is a lower-dimensional approximation to the inverse of $\Sigma$, $V \in \mathbb{R}^{n_T \times N_s}$ is a random matrix taking the values of 1 and -1 with equal probability, and $N_s$ is the size of the estimator. We choose to use $N_s = 50$ in our analyses because it limits the relative error of the approximation to about 10% with 95% probability [Skorski 2021]. The symbolic representation of the Cholesky decomposition of $\Sigma$ is calculated before beginning the EM algorithm, reducing the memory and time requirements at each iteration when solving for $P$. We update $V$ with new random values at each EM iteration.
to reduce sampling bias in the approximation. Combining these strategies results in the trace approximation
\[
\text{Tr}(A\Sigma) \approx \frac{1}{N_s} \text{Tr} \left( P'AV \right).
\]
This method reduces the computation time of estimating the trace from \(O(n^3)\) to \(O(N_s^3)\) where \(N_s \ll n\).

The speed of the EM algorithm is improved through the use of the squared extrapolation (SQUAREM) method developed by Varadhan and Roland [2004] in order to reduce the total number of evaluations of the fixed-point function \(\theta^{(s+1)} = f(\theta^{(s)})\) at any EM algorithm iteration \(s\). Code for the SQUAREM method in C++ is adapted from the \texttt{ashr} R package [Stephens et al., 2022].

All computations are implemented in the \texttt{BayesfMRI} package in R [Mejia et al., 2022], which uses the \texttt{Rcpp} and \texttt{RcppEigen} packages [Eddelbuettel and François, 2011; Eddelbuettel, 2013; Bates and Eddelbuettel, 2013] to implement C++ code. We rely upon the Eigen template library for linear algebra in C++ [Guennebaud et al., 2010] to achieve significant speed improvements for linear algebra operations.

Time to convergence is substantially decreased by using the classical GLM estimates for \(w_k\) to inform the initial hyperparameter estimates \(\hat{\theta}^{(0)}\). Initial values \(\hat{\phi}_k^{(0)}\) and \(\hat{\kappa}_k^{(2)}\) are found by iteratively solving the following two equations until a threshold of convergence is met.

\[
\hat{\phi}_k^{(0)} = \frac{1}{4\pi n} \bar{w}'_k \bar{Q}_k \bar{w}_k, \quad \hat{\kappa}_k^{(2)} = \arg\max_{\kappa^2} \frac{1}{2} \log | \bar{Q}_k | - \frac{1}{8\sigma^2_k} \bar{w}'_k \bar{Q}_k \bar{w}_k
\]

Finally, the variance in the residuals from the classical GLM is used as the initial value for the observed variance \((\hat{\sigma}^2)^{(0)}\). This computationally-efficient algorithm allows for rapid convergence to Bayesian estimates for the hyperparameters at the subject level, which can then be combined to allow for group-level inference.

### 2.3 Multi-subject analyses

Mejia et al. [2020] develops a joint multi-subject model that combines results across multiple single-subject models by taking a weighted average of their hyperparameters \((\theta_G)\), which results in the multi-subject posterior distribution for the SPDE hyperparameters. Our own multi-subject model differs because each single-subject result returns a point estimate of the maximum \textit{a posteriori} values for \(\theta_m\) for each subject \(m\), rather than a distribution. For our multi-subject model, we assume that the values found in the single-subject analysis are noisy estimates of the fixed true values of \(\theta_G\). Therefore, in order to find the maximum \textit{a posteriori} values for \(\theta_G\) across all \(M\) subjects, the multi-subject estimate of the SPDE hyperparameters is found as

\[
\hat{\theta}_G = (\hat{\phi}_1,G, \ldots, \hat{\phi}_K,G, \hat{\kappa}_1^2,G, \ldots, \hat{\kappa}_K^2,G, \hat{\sigma}_G^2)' = \sum_{m=1}^{M} \lambda_m \hat{\theta}_m,
\]

where \(\hat{\theta}_m\) is a vector of the maximum \textit{a posteriori} values found for each subject \(m\) and \(\lambda_m\) is a weight assigned to each subject’s observation, which can be assigned based on the amount of data in each subject’s scan and
their respective noise levels. We then adjust the posterior distributions of \( w_m \) found for each of the \( M \) subjects to reflect these updated hyperparameter values, calculating \( Q_G \) as in Equation (10) using \( \hat{\theta}_G \):

\[
w_m^* | y, \theta_G \sim \text{Normal} (\mu_m, \Sigma_m), \quad \Sigma_m = \left( Q_G + \frac{1}{\sigma_G^2} \Psi X_m' X_m \Psi \right)^{-1}, \quad \mu_m = \frac{1}{\sigma_G^2} \Sigma_m \Psi X_m y.
\]

Next, \( H \) samples are taken from these updated posterior distributions for the subjects, and a contrast vector \( c \in \mathbb{R}^{KM \times 1} \) is specified in order to find the multi-subject posterior distribution for a linear combination of tasks and subjects. For example, if an equally-weighted average of the task activation amplitudes across all subjects for the first task is desired, then the contrast vector would take the form

\[
c = (c_1', c_2', \ldots, c_M'), \quad c_m = (1/M, 0, \ldots, 0)' \in \mathbb{R}^K.
\]

A contrast matrix is then created using the Kronecker product such that \( C = I_N \otimes c' \in \mathbb{R}^{N \times NKM} \) and the multi-subject posterior draws for the average activation amplitude for task 1 is found to be \( \beta^* = C\beta^{(1:H)} \), where \( \beta^{(1:H)} = (\beta_1^*, \ldots, \beta_H^*) \in \mathbb{R}^{NKM \times H} \), and \( \beta_h^* \in \mathbb{R}^{NKM \times 1} = (\beta_{1,h}^*, \ldots, \beta_{M,h}^*)' \) is a column-bound matrix constructed where \( \beta_{m,h}^* \in \mathbb{R}^{NK \times 1} = \Psi w_{m,h}^* \) and \( w_{m,h}^* \in \mathbb{R}^{nK \times 1} \) is the vector of the \( h \)th draw from the posterior distribution of \( w_m^* \). This principled combination of single-subject results provides the distribution of a multi-subject average activation amplitude effect, which can be used with the excursions method to determine population-level areas of activation, as discussed in the next section.

### 2.4 Determination of Activation

In addition to assessing an estimate of an effect size for brain activation, it is also desirable to determine which regions of the brain are significantly activated above a given threshold. The Bayesian GLM proposed by Mejia et al. [2020] and validated by Spencer et al. [2022] takes advantage of the posterior distributions for the activation effects at all data locations on the cortical surface or subcortical volume through the use of the excursions set method proposed by Bolin and Lindgren [2015]. The excursions method examines the joint distribution of the activation \( \beta_k = (\beta_{1,k}, \ldots, \beta_{V,k})' \) for task \( k \) and location \( v = 1, \ldots, V \). Specifically, the excursions method finds the largest set \( V = (a_1, a_2, \ldots, a_p)' \) of data locations such that \( P(\beta_{a_1,k} > \gamma, \beta_{a_2,k} > \gamma, \ldots, \beta_{a_p,k} > \gamma) \geq 1 - \alpha \) for a given threshold \( \gamma \) and credible level \( 1 - \alpha \). This is done using the posterior distributions, either at the single- or multi-subject, for the activation amplitudes \( \beta_k \). Implementation of the excursions method has been done in the excursions package in R [Bolin and Lindgren 2015, 2017, 2018], which is used by the BayesfMRI package.
3 Simulated Data Analysis

Data were simulated for cortical surface in R using our brainSim\footnote{https://github.com/danieladamscomberbrainSim/tree/1.0} package. This package generates functional MRI data on the cortical surface using design matrices with spatially-dependent coefficients and temporally autoregressive error terms. The software can simulate data for a variable number of subjects, scanning sessions, and scanning runs, which allows for nested individual, session, and run variances from a “true” global coefficient.

3.1 Single-subject analysis

We begin with simulations for a single subject, simulating data under nine different conditions. These conditions are the combination of resampling resolution at $n = \{2,000; 5,000; 10,000\}$ cortical surface vertices per hemisphere, and setting the number of tasks to be $K = \{2,5,8\}$. Under these conditions, the length of the scan is set to $T = 300$, and the maximum value for the spatial coefficient is set to 2. Under these conditions, the average value for the nonzero true coefficients is approximately 0.5 due to spatial smoothing in the data generation. The error term was set to have a variance of 1, and the error was assumed to be temporally independent.

Each of the nine conditions was used to generate 10 datasets, which were all fit to the classical GLM, and the SBSB GLM using the INLA and EM implementations. The INLA implementation allows for the use of the PARDISO linear algebra library \cite{Alappat2020, Bollhfer2019, Bollhfer2020}, which allows for multiple processor threads to be used in expensive matrix solve computations. In these trials, the INLA implementation is allowed to use 6 threads as an advantageous setting for analysis. We compare the results in terms of the amount of time to perform the analysis after preprocessing (Figure 1a) and in terms of their root mean squared error (RMSE) (Figure 1b). These results show that the EM implementation is faster in terms of computation time than the INLA implementation when the number of tasks ($K$) is relatively small. The speeds are similar when $K = 5$, but the INLA implementation is currently faster than the EM implementation due to faster solve times stemming from its use of the PARDISO library. Implementing the EM algorithm to take advantage of a solver that allows the use of multiple cores is likely to further increase its speed, potentially outstripping the INLA implementation in terms of computation time across all settings. However, no parallelization libraries are currently available across UNIX and Windows systems that are also compatible with the RcppEigen library. Using the RMSE measure, the EM implementation’s accuracy is similar to that of the INLA implementation, though it is important to note that the INLA implementation failed to converge in the analysis of 13 of the 90 datasets, and thus did not produce estimates in these cases. Twelve of these datasets had the condition that $K = 2$, and of those, 7 had $n = 10000$. This suggests that the EM algorithm is more stable than the INLA implementation when evaluating experiments with few tasks as resolution increases. A visualization of an estimated and true coefficient surface for the sampling condition when $n = 5000$ and $K = 5$ can be seen in Figure 2a.

Under the simulation condition with resolution $n = 5000$ and number of tasks $K = 5$, simulated data were gen-
Figure 1: Performance comparison for the single-subject, simulated data under the four different simulation scenarios. Each boxplot summarizes the distribution of times and errors for ten simulated datasets under each of nine scenarios analyzed using the three methods. RMSE performance of the INLA method is approximate, as the algorithm did not converge for 13 of the 90 datasets. Twelve of these cases occurred when $K = 2$. 

(a) Time to run a single-subject analysis after preprocessing

(b) The square root of the mean squared error in single-subject analyses
erated for two runs in a single session to allow for sharing of the hyperparameters \( \theta = (\kappa_1, \ldots, \kappa_5, \phi_1, \ldots, \phi_5, \sigma^2)' \) across the runs. The INLA and EM implementations of the Bayesian GLM were then used to analyze the first run by itself and the two runs combined. The effect estimates and activations illustrating the difference in the 1- and 2-run analyses can be seen in Figure 2. As there is a small run effect simulated in the generation of the data, the true values of the activation amplitude are not identical between the two runs. Therefore, the true coefficient nonzero region in the single run is not centered exactly in the same location as the true nonzero coefficient region across both runs. In terms of both the coefficient estimation and activation, the EM implementation performs very similarly to the INLA implementation. The posterior standard deviations for the activation amplitudes for a single-run analysis are shown for the EM and INLA implementations in Figure 8, which shows that the posterior standard deviations are slightly lower in the INLA implementation due to the prior imposed on the range and variance hyperparameters.

### 3.2 Multi-subject analysis

In order to compare the performance of the multi-subject analysis between the EM and INLA implementations of the SBSB GLM and the classical GLM, we generated a simulated population of 100 subjects with true amplitude maps with location translations from a population amplitude map by an average of 5mm. Each subject’s data were simulated at a resolution of about 5,000 vertices per hemisphere, with a TR of 1 second for a total length of 300 seconds. Two tasks were included in the simulation, each with a maximum true signal-to-noise ratio of 2 in the simulation before the BOLD response and design matrices were scaled. Each subject’s data was analyzed separately following the single subject analysis for the EM and INLA implementations of the SBSB GLM and the classical GLM as outlined in Section 2.1. Next, 100 different subsets of size 10 were drawn from the population, and the multi-subject analysis was performed using the single-subject analysis results from the subjects within the subset. For each multi-subject analysis, the square root of the mean squared error was found with respect to the true simulated population amplitudes. The Dice coefficient [Dice, 1945] is a measure of set overlap between sets \( A \) and \( B \) found as

\[
\text{Dice}(A, B) = \frac{2 \times |A \cap B|}{|A| + |B|},
\]

where \( |X| \) is the number of elements in set \( X \) and \( X \cap Y \) is the intersection of sets \( X \) and \( Y \). The Dice coefficient can take values between 0 and 1, and higher values indicate more overlap between sets. We calculate the Dice coefficient between the set of locations with true positive activation amplitudes in the population and the set of locations determined to have amplitudes significantly greater than zero (\( \gamma = 0\% \)) in each subset for each modeling method, as outlined in Section 2.4.

Figure 3a shows the true value for the multi-subject activation amplitude for a single task, as well as the locations where the true amplitudes are greater than \( \gamma = \{0\%, 0.5\%, 1\%\} \) signal change in the analysis of a
Figure 2: Cortical surface estimates for the amplitude of activation and areas of activation in percent signal change for the INLA and EM implementations of the Bayesian GLM and the classical GLM. True amplitudes of activation and areas of activation are shown for comparison. Different color scales are shown for the true values and the estimates of the amplitudes of activation because the estimates are attenuated, as one would expect for models assuming sparsity. For the Bayesian GLM implementations, the areas of activation are found using the excursions method, and are found as areas deemed jointly greater than threshold $\gamma$ with probability 0.01. For the classical GLM, the areas of activation are found by fixing the false discovery rate at 0.01.
single 10-subject subset. The EM and INLA implementations of the SBSB GLM produce similar amplitude estimates and areas of activation, showing attenuation between the true values and the estimates. In contrast, the point estimates from the classical GLM show many values that are appreciably distant from zero in the true zero-valued region, while only finding one location that is significantly different from zero within the true nonzero-valued region. None of the modeling methods found any locations in which the amplitude was found to be significantly greater than 0.5% due to the attenuation expected in the Bayesian model and the low power of the classical GLM. For the Bayesian GLM implementations, the areas of activation are found using the excursions method, and are found as areas deemed jointly greater than threshold $\gamma$ with probability 0.01. For the classical GLM, the areas of activation are found by hypothesis test after fixing the false discovery rate at 0.01.

Figure 3b shows the calculated values for the square root of the mean squared error (RMSE) and the Dice coefficient for each of 100 subsets of ten subjects each in order to compare the accuracy between the different methods. The true amplitude values for the whole population of 100 simulated subjects was used to determine the values of the measures of accuracy, rather than the true values for each of the subsets, as population-level inference is the goal of the multi-subject analysis. The EM implementation of the SBSB GLM exhibits generally lower values for the RMSE than the INLA implementation and the classical GLM, while exhibiting only slightly lower values for the Dice coefficient. The EM estimates exhibit slightly less attenuation than in the INLA implementation (shown in Figure 9), which is expected because no prior distributions are assumed on the hyperparameters in the EM implementation. The classical GLM performs poorly in terms of the Dice coefficient compared to both implementations of the SBSB GLM. These analyses suggest that the multi-subject analysis using the EM implementation of the SBSB GLM is likely to deliver powerful results in the analysis of real cs-fMRI data.

4 Analysis of HCP Data

We selected 10 subjects from the Human Connectome Project (HCP) [Barch et al., 2013] 1200-subject release in order to simulate small sample conditions common in many neuroimaging experiments as Spencer et al. [2022] shows the INLA implementation of the SBSB GLM to be powerful in such small studies. Motor task data were analyzed using the INLA and EM implementations of the SBSB GLM in order to compare the methods and their performance. These data were collected with two fMRI runs performed for each session, one with the phase acquisition from left-to-right, and the other from right-to-left. We analyze the average across these two runs because the acquisition-related effects are not of interest. The motor tasks in the experiment included tapping the fingers on the left and right hands, moving the toes on the left and right feet, and pressing the tongue to the inside of the cheek. A visual cue was used to indicate which task to perform.

These data were obtained from the HCP after being preprocessed with the minimal preprocessing pipeline [Van Essen et al., 2013] [Barch et al., 2013]. This pipeline includes the projection of the volumetric blood oxygen
Figure 3: Cortical surface estimates for the amplitude of activation and areas of activation in percent signal change for the INLA and EM implementations of the Bayesian GLM and the classical GLM. True amplitudes of activation and areas of activation are shown for comparison. Different color scales are shown for the true values and the estimates of the amplitudes of activation because the estimates are attenuated, as one would expect for models assuming sparsity. For the Bayesian GLM implementations, the areas of activation are found using the excursions method, and are found as areas deemed jointly greater than threshold $\gamma$ with probability 0.01. For the classical GLM, the areas of activation are found by fixing the false discovery rate at 0.01.
level-dependent (BOLD) values to the cerebral cortex and the subcortical regions and registering these surfaces to a common surface template. The preprocessing also creates high-resolution surface meshes with 164,000 vertices using structural T1-weighted and T2-weighted MRI scans, which are resampled to 32,000 vertices per hemisphere to match the resolution of the fMRI scans. In order to regularize the mapping process to the cortical surface, the fMRI timeseries were smoothed using a Gaussian smoothing kernel with a 2mm full-width half-maximum (FWHM).

After these steps from the HCP minimal preprocessing pipeline, additional preprocessing of the fMRI time series as outlined in A are applied in order to remove nuisance effects and temporal autocorrelation in the data, and make the parameter estimates of $\beta_k$ interpretable in terms of percent signal change, given the unitless nature of fMRI BOLD measures. The data are resampled to around 5,000 vertices per hemisphere using the HCP Workbench [Marcus et al., 2011] via the R package ciftiTools [Pham et al., 2022], as this resolution is shown to be computationally efficient without sacrificing effective inferential resolution, as discussed in Spencer et al. [2022]. See Figure 10 for a comparison of cortical surfaces between different subjects and resolutions. The preprocessed data for both runs of the first scanning session was analyzed separately for each hemisphere and each subject using the INLA and EM implementations of the SBSB GLM.

Figure 4 shows the estimates and areas of activation found in three different subjects for the tongue task. The tongue task is chosen for display due to the easily-visible pattern of activation in the sensorimotor cortex, which helps to highlight the individual subject differences found in the patterns of estimates and activations. It is clear here that the INLA and EM implementations perform very similarly in terms of the task coefficient estimates, and that the EM implementation shows slightly more activation, particularly at the lowest threshold, $\gamma = 0\%$. This is likely due to the reduced estimate of posterior variance in the EM method due to its treatment of the hyperparameters as fixed.

Figure 5 shows the multi-subject estimates and areas of activation for the tongue task, based on all 10 subjects. The amplitude estimates from the EM implementation of the SBSB GLM are highly very similar to those found using the INLA implementation, and the areas of activation show that the EM algorithm detects more activations, especially at the $\gamma = 0\%$ threshold, again due to the underestimation of posterior variance. However, the activations found at the $\gamma = 0.5\%$ and $\gamma = 1\%$ thresholds are very similar, suggesting high levels of agreement at higher, more neurologically meaningful thresholds.

5 Conclusions

We develop and implement an EM algorithm to fit the surface-based spatial Bayesian GLM on cortical surface task fMRI data. This provides an exact method to fit the Bayesian GLM, reduce the memory consumption required by the INLA implementation of the Bayesian GLM, and also to reduce the dependence on the INLA package. The INLA package, while powerful, is not available on the Comprehensive R Archive Network (CRAN),
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Figure 4: Coefficient estimates and activations from the INLA and EM implementations of the Bayesian GLM for the tongue task for three subjects. Estimates are shown with units in % signal change. Activations are regions determined to be above the threshold $\gamma$ using the excursions method with joint probability of 0.99.

Figure 5: Group coefficient estimates and activations from the INLA and EM implementations of the Bayesian GLM for the tongue task for 10 subjects. Estimates are shown with units in % signal change. Activations are regions determined to be above the threshold $\gamma$ using the excursions method with joint probability of 0.99.
and may be difficult or impossible to install on various computer systems. The increased memory requirement for the INLA package also presents an impediment to using the SBSB GLM to researchers without significant computing resources at their disposal.

Through analysis of simulated data, we determine that the EM algorithm performs well compared to the INLA implementation, both of which strongly outperform the surface-based classical GLM in terms of accuracy. The group-level results for the INLA and EM implementations are highly consistent, both in terms of effect size estimation and activation detection.

Analysis of data from the Human Connectome Project motor task data confirms that the EM implementation performs similarly to the INLA implementation, as both methods are able to find sparse, spatially-contiguous nonzero estimates of activation amplitude that display subject-specific characteristics. As in the simulated data, the EM finds more activated locations than INLA at a threshold of $\gamma = 0\%$, with similar numbers of activated locations found at higher thresholds.

Future work on this method includes improving computational efficiency through the use of parallelized linear algebra solvers and speed improvements through conjugate gradient methods. If such an optimized parallel solver were implemented, we expect the EM algorithm to take less time than INLA in all scenarios. Such speed improvements will likely make the spatial Bayesian GLM applicable to subcortical data, which have more dense neighborhood structures. Forthcoming work in a software paper for the BayesfMRI package in R will make the application of the functions used to perform these analyses accessible to anyone performing inference on relatively modest laptop computers.
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A Preprocessing steps

Consider cs-fMRI or subcortical fMRI data from a scan, represented as $y_t \in \mathbb{R}^N$ for times $t = 1, \ldots, T$ at $N$ locations. These data are gathered while a subject completes $K$ different tasks as part of an experimental design. Data representing this design are represented as $x_{tk}^k \in \mathbb{R}^N$, which may not be identical across all locations after preprocessing (see section A for details). The $J$ nuisance regressors, accounting for unwanted effects such as motion and scanner drift, are represented through the notation $z_{ij}^j$. Modeling brain activation for data in this form is done through the general linear model

$$y_t = \mu + \sum_{k=1}^{K} x_{tk}^k \beta^k + \sum_{j=1}^{J} z_{ij}^j b^j + e_t$$  \hspace{1cm} (12)
where $\mu$ is the mean value, $\beta^k$ is the regression coefficient for task $k$, $b_1$ is the nuisance regression coefficient for nuisance covariate $j$, and $e_t$ is the error term. In our treatment of the model, the data are preprocessed to remove the mean effect $\mu$. Please refer to section A for more details on data preprocessing. These data are then fitted to either the classical or Bayesian general linear model, with the main objective of performing inference about the parameters $\beta^k$.

Data preprocessing is a common practice in the modeling of neuroimaging data, done with the intention of quickly removing variance stemming from known sources of error, such as movement and temporal autocorrelation. We preprocess the data using functions within the BayesfMRI R software package, following the steps outlined below.

The values from the design matrix are preprocessed to account for the delay in task stimulus and physiological response through convolution with a haemodynamic response function (HRF), $h(t)$,

$$x_{t,k} = \int_0^t x_{t,k}(\tau) h(t-\tau) d\tau.$$  

We use the canonical (double-gamma) HRF characterized as

$$h(t) = \left( \frac{t}{a_1 b_1} \right)^{a_1} e^{-(t-a_1 b_1)/b_1} - c \left( \frac{t}{a_2 b_2} \right)^{a_2} e^{-(t-a_2 b_2)/b_2}. \quad (13)$$

with values set according to default values given in the neuRosim package in R [Welvaert et al., 2011], specifically $a_1 = 6$, $a_2 = 12$, $b_1 = b_2 = 0.9$, and $c = 0.35$. The values of the HRF-convolved design matrix $X \in \mathbb{R}^{T \times K}$ are then scaled by dividing each column by its maximum value, then centering these values around $0$. This is done to keep estimates of $\beta_k$ comparable across different tasks as measures of percent signal change.

In order to facilitate spatial modeling given current computing memory capacity, the first step in preprocessing the response data is to resample the data to a lower resolution, which is done for the HCP data using an interpolation method outlined in Glasser et al. [2013]. This resampling presents a tradeoff between computational efficiency and spatial resolution in the inference, and needs to be considered thoroughly. This is examined in detail within Spencer et al. [2022], showing that resampling to a resolution of around 5,000 vertices per hemisphere does not significantly alter inference on cortical surfaces. After resampling, the values from the response $y_v$ at each data location $v$ are centered and scaled using the function

$$f(y_v) = 100 \times \frac{(y_v - \bar{y}_v)}{\bar{y}_v}, \quad (14)$$

where $y_v$ is the cs-fMRI time series at location $v$, and $\bar{y}_v$ is the average value at that data location across time. This transformation makes the fMRI time series interpretable as percent signal change, while also removing the need for mean value parameters, as in Equation (12).

Next, nuisance regression is performed to remove the effects of known confounding variables $z^j_t$ from the
response data. This is done by regressing the centered and scaled response data against the nuisance variables, and then subtracting the estimated effects of the nuisance variables

$$\tilde{y}_v = f(y_v) - \sum_{j=1}^{J} z^j \hat{b}_j,$$

where $f(y_v)$ is as defined in Equation 14, $z^j \in \mathbb{R}^T$ is the value of the nuisance covariate across time, and $\hat{b}_j$ is the regression estimate of the nuisance parameter found by regressing $f(y_v)$ against $Z = (z^1, \cdots, z^J)$.

In order to remove temporal autocorrelation within the data, prewhitening is performed next. This process first finds the residual values from a regression of the response ($\tilde{y}_v$) on the design matrix $X_v \in \mathbb{R}^{T \times K}$, and then fits an AR(6) autoregressive model on these values using the method of solving the Yule-Walker equations [Eshel, 2003]. The coefficients and the residual variance of the AR(6) model are then spatially smoothed using a Gaussian kernel with a full-width half-maximum (FWHM) of 6 mm. These are used to create a temporal covariance matrix ($S$) for the response at each location. The inverse of the square root of the covariance matrix ($D = S^{-1/2}$) is found using singular value decomposition. Finally, both the response data and the design matrix are premultiplied by $D$ to produce the preprocessed response and task covariate data at each data location.

After all of these preprocessing steps are applied, the data can be fit via a general linear model of the form shown in Equation 1.

### B Choice of stopping rule tolerance

A simulation study was performed in which the stopping rule tolerance was allowed to vary from 1 down to 0.001 by powers of 10 to examine the effect of the choice of stopping rule on the speed and accuracy, measured through the square root of the mean squared error (RMSE), of the EM algorithm. In all cases, the model was fitted to simulated cortical surface data on the left hemisphere for four simulated tasks with a spatial resolution of 5,000 vertices per hemisphere. This data generation setting was used to generate 9 different datasets in order to give an idea of the variance in time and Figure 6 shows the differences in the accuracy and speed for the different tolerance levels. Based on this analysis, the stopping rule tolerance was set to $\epsilon = 0.001$ for all of the analyses in this paper.
Figure 6: A comparison of computation time and inferential accuracy for different stopping rule tolerances in the EM algorithm.

C Additional figures

Figure 7: An example of the mesh structure on the cortical surface
Figure 8: The posterior standard deviations for the activation amplitudes of a single task in a single run of simulated data found using the posterior mode estimates of \( \theta \) for the EM implementation and the posterior samples for the INLA implementation. The EM implementation shows a slightly higher standard deviation than the INLA method across much of the field due to the lack of a prior distribution on the hyperparameters, which influences the location of the posterior mode.

Figure 9: A comparison of the multi-subject point estimates between the EM and INLA implementations of the SBSB GLM and the classical GLM for a single subset of 10 subjects. The EM implementation exhibits less attenuation of estimates for higher values while still maintaining similar regularization for smaller values. For reference, the actual highest value in the population is about 1.4.
Figure 10: Full resolution (32k vertices) and resampled resolution (5k vertices) surfaces for two subjects showing the difference between subject-specific surfaces that are taken into account when using the SBSB GLM.