ENCLOSURE OF THE NUMERICAL RANGE AND RESOLVENT ESTIMATES OF NON-SELFADJOINT OPERATOR FUNCTIONS

AXEL TORSHAGE

ABSTRACT. In this paper we discuss the relationship between the numerical range of an extensive class of unbounded operator functions and the joint numerical range of the operator coefficients. Furthermore, we derive methods on how to find estimates of the joint numerical range. Those estimates are used to obtain explicitly computable enclosures of the numerical range of the operator function and resolvent estimates. The enclosure and upper estimate of the norm of the resolvent are optimal given the estimate of the joint numerical range.

1. INTRODUCTION

Unbounded operator functions are important in many branches of physics including elasticity, fluid mechanics, and electromagnetics [APT02, Tre08, ELT17]. The spectrum can be used to understand the action of selfadjoint operators but operators and operator functions in classical physics are frequently non-selfadjoint. To comprehend the stability of these systems under small perturbations we need knowledge of the pseudospectrum or the numerical range [Kat95, TE05, Dav07].

The closure of the numerical range is a classic enclosure of the spectrum, [Mar88], and for points in the resolvent set the distance from the numerical range gives an upper bound on the resolvent [MM01]. Hence, the numerical range is an invaluable tool to study behavior of non-selfadjoint operators and operator functions such as, estimates of the location of the spectrum, and where the resolvent is well-behaved.

The numerical range of matrix functions is studied in [LR94, AMP02], where geometric properties are investigated. However, it is in general not possible to analytically compute the numerical range even for matrices of low dimension. Furthermore, for operator functions the numerical range is not convex or even connected in general. Hence, the existing numerical methods for approximating the numerical range only work for the finite dimensional cases and even for low dimensional problems, the computations are very time consuming.

In [KL78] the authors present properties of the numerical range for selfadjoint quadratic operator polynomials \( \lambda - A - \lambda^2 B \) using the numerical ranges of the operators \( A \) and \( B \). In a related work [ET17] introduced an explicit enclosure of the numerical range \( W(T) \) of operator functions of the form:

\[
T(\omega) := A - \omega^2 - \frac{1}{c - i\omega - \omega^2} B,
\]
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where $A$ and $B$ are selfadjoint operators, $c \geq 0$, and $d \geq 0$. The presented enclosure of the numerical range is optimal given the numerical ranges of $A$ and $B$ since for each possible pair $W(A)$ and $W(B)$, there exist operators $A$ and $B$ such that the enclosure coincides with the numerical range of $T$. Although [ET17] considers a very special case, we will show in this paper that the main results for (1.1) also hold in a much more general setting. We will study operator functions with an arbitrary number of possibly unbounded operator coefficients.

In [ET17] the enclosure is deduced without taking the relationship of $A$ and $B$ into consideration. In [Das73, Hua85, GJK04] the joint numerical range is studied, which if applied to the operator coefficients, may improve the enclosure of the numerical range significantly. However, the complexity of computing the joint numerical range of the operator coefficients is usually directly related to the complexity to compute the numerical range of the operator function. Thus to still be able to take advantage of the relationship between the operator coefficients, we will in this paper provide methods to obtain outer bounds of the joint numerical range. We generalize the explicit enclosure of pseudospectrum given in [ET17], to our operator function, subject to the outer bound of the joint numerical range, and provide a computable estimate of the norm of the resolvent.

The structure of the paper is as follows: In Section 2, we define the numerical range of an operator function, the corresponding joint numerical range of the operator coefficients, and describe how these sets relate to each other. For bounded operator functions the relation is trivial but if the operator function is unbounded, additional challenges arise. These challenges are especially severe if the operator function has several unbounded coefficients. We address this in Lemma 2.2 and Lemma 2.5.

In Section 3 we introduce methods of finding non-trivial outer bounds of the joint numerical range of the operator function’s coefficients. In this section we show how common relations between operators can be utilized to obtain bounds on the joint numerical range. The main results are Proposition 3.8 which presents results for relations involving Borel functions defined on the operator coefficients, and Corollary 3.11 which considers cases where one operator coefficient is dominated by the other operator coefficients.

In Section 4 we present the enclosure of the numerical range for operator functions and how this set can be computed from the estimates of the joint numerical range of the coefficients. Results, including how to obtain the boundary of the enclosure, are presented for the case of two operator coefficients and analyzed in Theorem 4.4. In Theorem 4.12 those results are generalized to more than two operator coefficients.

In Section 5 an enclosure of $\epsilon$-pseudospectrum called $\epsilon$-numerical range is given and we derive an enclosure of this set. The main results are Theorem 5.3 that shows properties of this enclosure and Proposition 5.4 that provides an upper estimate of the resolvent that can be computed explicitly for unbounded operator functions.

Throughout this paper, we use the following notation. Let $\omega_R$ and $\omega_I$ denote the real and imaginary parts of $\omega$, respectively. If $\mathcal{M}$ is a subset of an Euclidean space, then $\partial \mathcal{M}$ denotes the boundary of $\mathcal{M}$ and $\text{Co}(\mathcal{M})$ denotes the convex hull of $\mathcal{M}$. 

2. Numerical range and joint numerical range

Let $\mathcal{H}$ denote a Hilbert space with the inner product $\langle \cdot, \cdot \rangle$ and $A_j$, $j = 1, \ldots, n$ denote selfadjoint operators. For simplicity we use the notation $\tilde{A} := (A_1, \ldots, A_n)$ and assume that $\mathcal{D}(\tilde{A}) := \mathcal{D}(A_1) \cap \ldots \cap \mathcal{D}(A_n)$ is dense in $\mathcal{H}$.

Let $\tilde{T} : \mathcal{C} \to \mathcal{L}(\mathcal{H})$ denote the operator function

$$
(2.1) \quad \tilde{T}(\omega) := g(\omega) + \sum_{j=1}^{n} A_j f^{(j)}(\omega), \quad \mathcal{D}(\tilde{T}(\omega)) := \mathcal{D}(\tilde{A}).
$$

where $f^{(j)}, g : \mathcal{C} \to \mathcal{C}$, $j = 1, \ldots, n$ and $\mathcal{C}$ is open and dense in $\mathcal{C}$. Assume that $\tilde{T}(\omega)$ is closable for $\omega \in \mathcal{C}$ and let $T(\omega)$ denote its closure.

Note that if $A_j$ is non-selfadjoint and bounded in (2.1), it is possible to write

$$
A_j = \frac{A_j + A_j^*}{2} + i \frac{A_j - A_j^*}{2i} = B_j + iC_j,
$$

where $B_j$ and $C_j$ are selfadjoint. Hence, assuming that the bounded operators in (2.1) are selfadjoint is no restriction.

From the definition of $\mathcal{D}(T(\omega))$ it follows trivially that

$$
(2.2) \quad \mathcal{D}(T(\omega)) \supseteq \mathcal{D}(\tilde{A}), \quad \omega \in \mathcal{C}.
$$

The numerical range of an operator $A \in \mathcal{L}(\mathcal{H})$ is defined as

$$
W(A) := \{ \langle Au, u \rangle : u \in \mathcal{D}(A), \|u\| = 1 \},
$$

and is thus real for selfadjoint operators. The numerical range of an operator function $T$ is the set

$$
(2.3) \quad W(T) := \{ \omega \in \mathcal{C} : \exists u \in \mathcal{D}(T(\omega)) \setminus \{0\}, \langle T(\omega) u, u \rangle = 0 \}.
$$

In [ET17] an enclosure of the numerical range of (1.1) is presented and evaluated. The same idea can be used for the closure of the much more general operator function (2.1). To be able to obtain a tighter enclosure in the general case we first consider the joint numerical range of $\tilde{A}$ defined as

$$
(2.4) \quad W(\tilde{A}) := \left\{ (\langle A_1 u, u \rangle, \ldots, \langle A_n u, u \rangle) : u \in \mathcal{D}(\tilde{A}), \|u\| = 1 \right\} \subseteq W(A_1) \times \ldots \times W(A_n).
$$

The joint numerical range is in [Das73] studied for bounded operators and in [Hua85] for unbounded operators.

2.1. Relation between $W(T)$ and $W(\tilde{A})$. Let $\tilde{\alpha} := (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ and define the function

$$
(2.5) \quad t_{\tilde{\alpha}}(\omega) := g(\omega) + \sum_{j=1}^{n} \alpha_j f^{(j)}(\omega), \quad \omega \in \mathcal{C},
$$

where $f^{(j)}$ and $g$ are defined as in (2.1). For a given set $X \subseteq \mathbb{R}^n$, let $W_X(T) \subseteq \mathcal{C}$ denote the set

$$
(2.6) \quad W_X(T) := \{ \omega \in \mathcal{C} : \exists \tilde{\alpha} \in X, t_{\tilde{\alpha}}(\omega) = 0 \}.
$$

From this definition it follows directly that if $\mathcal{D}(\tilde{A}) = \mathcal{D}(T(\omega))$, $\omega \in \mathcal{C}$ then

$$
W(T) = W_{W(\tilde{A})}(T).
$$
Hence, the numerical range of $T$ is closely related to the joint numerical range of $\tilde{A}$. This was discussed by P. Psarrakos, [PT00], for operator polynomials in the finite dimensional case. These results can be straight forward generalized to bounded operator functions and operator functions with one unbounded operator. For instance, remark such that each $\varepsilon$ is defined for $\tilde{A}$ when $\tilde{A}$ is not bounded operator functions and operator functions with one unbounded operator. For the finite dimensional case, these results can be straight forward generalized to bounded operator polynomials in the finite dimensional case. This was discussed by P. Psarrakos, [PT00], for operator polynomials in the finite dimensional case. Hence, the numerical range of $A$ is closely related to the joint numerical range of $\tilde{A}$, which is not a closed set.

Lemma 2.2. Assume that $u \in D(T(\omega))$, $\|u\| = 1$ and $\langle T(\omega)u, u \rangle = 0$. Then for each $\epsilon > 0$ there are $v \in D(\tilde{A})$, $\|v\| = 1$ and $\tilde{\alpha} \in W(A_1) \times \ldots \times W(A_n)$ such that

$$\sum_{j=1}^{n} \langle A_jv, v \rangle - \alpha_j < \epsilon, \quad \|u - v\| < \epsilon \quad \text{and} \quad t_{\tilde{\alpha}}(\omega) = 0.$$  

Furthermore, if $u \in D(\tilde{A})$ then $\omega \in W_{W(A)}(T)$.

Proof. Let, $\{v_i\}_{i=1}^{\infty}$ be a sequence of unit vectors in $D(\tilde{A})$ such that $\lim_{i \to \infty} \langle T(\omega)v_i, v_i \rangle = 0$ and $\lim_{i \to \infty} \|u - v_i\| = 0$. For $j \in \{1, \ldots, n\}$ we can assume without loss of generality that if $\lim_{i \to \infty} \langle A_jv_i, v_i \rangle$ does not exist, then $\lim_{i \to \infty} \langle A_jv_i, v_i \rangle_{i=1}^{\infty}$ has no converging subsequence. Let $J$ denote the set $J := \{j \in \{1, \ldots, n\} : \lim_{i \to \infty} \langle A_jv_i, v_i \rangle$ does not exist}. For $j \in \{1, \ldots, n\} \setminus J$ define $\alpha_j := \lim_{i \to \infty} \langle A_jv_i, v_i \rangle \in W(A_j)$. Let $i_1$ be a constant such that

$$\sum_{j \in \{1, \ldots, n\} \setminus J} \|\langle A_jv_1, v_1 \rangle - \alpha_j\| < \frac{\epsilon}{2}, \quad \|u - v_i\| < \epsilon \quad \text{for} \quad i \geq i_1,$$

and define the constant

$$K := - \sum_{j \in \{1, \ldots, n\} \setminus J} f^{(j)}(\omega)\alpha_j.$$ 

Then,

$$\langle T(\omega)u, u \rangle = \left( \sum_{j \in J_0} f^{(j)}(\omega)A_ju, u \right) - K = 0, \quad J_0 := \{j \in J : f^{(j)}(\omega) \neq 0\}.$$ 

We then obtain

$$K = \lim_{i \to \infty} \sum_{j \in J_0} f^{(j)}(\omega)\alpha_j(\omega), \quad \alpha_j(\omega) := \langle A_jv_i, v_i \rangle.$$ 

As $\lim_{i \to \infty} \langle A_jv_i, v_i \rangle$ does not exist for $j \in J_0$ and that $f^{(j)}(\omega) \neq 0$ for $j \in J_0$ it follows that $J_0$ either is empty or has at least two elements.

If $J_0$ is empty define $v := v_{i_1}$ and $\alpha_j = \langle A_jv, v \rangle$ for $j \in J$. It then follows that $K = 0$, and that $T(\omega):= \omega A - I, \quad X := W(A) = [1, \infty)$, $D(T(\omega)) = \left\{ \frac{D(A)}{\mathcal{H}} : \omega \neq 0 \right\}$.
If there are at least 2 elements in \( J_0 \) then since \( \mathbb{C} \) can be seen as a two dimensional vectors space over the field \( \mathbb{R} \), it follows that for some \( k, l \in J_0 \) there are constants \( \kappa_j, \gamma_j \in \mathbb{R} \), \( j \in J_0 \) such that \( f^{(j)}(\omega) = \kappa_j f^{(k)}(\omega) + \gamma_j f^{(l)}(\omega) \). Here we choose \( \kappa_k = \gamma_l = 1 \) and \( \kappa_l = \gamma_k = 0 \). Thus

(2.9) \[ K = \lim_{i \to \infty} \left( f^{(k)}(\omega) \sum_{j \in J_0 \setminus \{l\}} \kappa_j \alpha_j^{(i)} + f^{(l)}(\omega) \sum_{j \in J_0 \setminus \{k\}} \gamma_j \alpha_j^{(i)} \right). \]

Since, \( K \) is written as the limit of two sums, either both sums converge to a bounded limit or neither of the sums have a limit.

First consider the case when both sum converge, then \( K = f^{(k)}(\omega)K_k + f^{(l)}(\omega)K_l \) where, \( K_k \) and \( K_l \) are the real numbers

(2.10) \[ K_k = \lim_{i \to \infty} \sum_{j \in J_0 \setminus \{l\}} \kappa_j \alpha_j^{(i)}, \quad K_l = \lim_{i \to \infty} \sum_{j \in J_0 \setminus \{k\}} \gamma_j \alpha_j^{(i)}. \]

Let \( i_2 \geqslant i_1 \) denote a number such that

(2.11) \[ \left| \alpha_k^{(i_2)} - \left( K_k - \sum_{j \in J_0 \setminus \{k, l\}} \kappa_j \alpha_j^{(i_2)} \right) \right| \left| \alpha_l^{(i_2)} - \left( K_l - \sum_{j \in J_0 \setminus \{k, l\}} \gamma_j \alpha_j^{(i_2)} \right) \right| < \frac{\epsilon}{2}, \]

and

\[ K_k - \sum_{j \in J_0 \setminus \{k, l\}} \kappa_j \alpha_j^{(i_2)} \in \overline{W(A_k)}, \quad K_l - \sum_{j \in J_0 \setminus \{k, l\}} \gamma_j \alpha_j^{(i_2)} \in \overline{W(A_l)}. \]

An \( i_2 \) satisfying the latter properties exists due to the limit (2.10) and that there are no subsequence of \( \{\alpha_k^{(i)}\}_{i=1}^{\infty} \) converging to endpoints of \( \overline{W(A_k)} \) or \( \{\alpha_l^{(i)}\}_{i=1}^{\infty} \) converging to endpoints of \( \overline{W(A_l)} \). Define \( \alpha_j := \alpha_j^{(i_2)} \) for \( j \in J \setminus \{k, l\} \) and

\[ \alpha_k := K_k - \sum_{j \in J_0 \setminus \{k, l\}} \kappa_j \alpha_j, \quad \alpha_l := K_l - \sum_{j \in J_0 \setminus \{k, l\}} \gamma_j \alpha_j. \]

It then follows that \( \hat{\alpha} \in \overline{W(A_1)} \times \ldots \times \overline{W(A_n)} \), \( t_{\hat{\alpha}}(\omega) = 0 \), (2.8) and (2.11) yield that (2.7) holds for \( v := v_{i_2} \).

Now consider the case when the two sums in (2.9) do not converge. Then

\[ \text{Im} \left( \frac{K}{f^{(l)}(\omega)} \right) = \lim_{i \to \infty} \text{Im} \left( \frac{f^{(k)}(\omega)}{f^{(l)}(\omega)} \right) \sum_{j \in J_0} \kappa_j \alpha_j^{(i)}. \]

Since the sum does not converge it follows that \( f^{(k)}(\omega) = rf^{(l)}(\omega) \) for some \( r \in \mathbb{R} \setminus \{0\} \) and consequently

\[ \frac{K}{f^{(l)}(\omega)} = \lim_{i \to \infty} \sum_{j \in J_0} (r\kappa_j + \gamma_j) \alpha_j^{(i)} \]

The result is now shown similarly as in the case when the sums converges: let \( i_2 \geqslant i_1 \) denote a number such that

(2.12) \[ \left| \alpha_l^{(i_2)} - \left( \frac{K}{f^{(l)}(\omega)} - \sum_{j \in J_0 \setminus \{l\}} (r\kappa_j + \gamma_j) \alpha_j^{(i_2)} \right) \right| < \frac{\epsilon}{2}, \]

and

\[ \alpha_l := \frac{K}{f^{(l)}(\omega)} - \sum_{j \in J_0 \setminus \{l\}} (r\kappa_j + \gamma_j) \alpha_j^{(i_2)} \in \overline{W(A_l)}. \]
Define $\alpha_j := \alpha_j^{(i_2)}$ for $j \in J \setminus \{l\}$ and $v := v_{i_2}$. (2.7) is then obtained from (2.8) and (2.12). The last statement of the lemma follows direct from definition.

**Corollary 2.3.** Let $\epsilon > 0$ and define the set
\[
\Omega := \left\{ \tilde{\alpha} \in \overline{W(A_1)} \times \ldots \times \overline{W(A_n)} : \exists \tilde{\alpha}' \in \overline{W(A_1, \ldots, A_n)}, \sum_{j=1}^n |\alpha_j - \alpha_j'| \leq \epsilon \right\},
\]
then $W_\Omega(T) \supset W(T)$.

**Proof.** Immediate from Lemma 2.2.

**Example 2.4.** In many cases it is easier to construct an $\Omega \supset W(\tilde{A})$ that differs from the one given in Corollary 2.3. Assume that $A_j$ in (2.1) is bounded for $j > 1$. Then $\mathcal{D}(\tilde{A}) = \mathcal{D}(A_1)$ and from definition of $T$ it follows that
\[
\mathcal{D}(T(\omega)) = \begin{cases} \mathcal{D}(A_1), & f^{(1)}(\omega) \neq 0 \\ \mathcal{H}, & f^{(1)}(\omega) = 0 \end{cases}.
\]

Hence, $W(T) = W_{\mathcal{D}(\tilde{A})}(T)$ on the set $\Gamma := \{ \omega \in \mathcal{C} : f^{(1)}(\omega) \neq 0 \}$ and for $\alpha_1 \in W(A_1)$ we have that
\[
W(T) \Gamma = W_{\mathcal{D}(A_1)}(T) \Gamma, \quad \tilde{A}_1 := (A_2, \ldots, A_n).
\]

This means that if
\[
\Omega \supset W(A_1, \ldots, A_n) \cup \{ (\alpha_1, \langle A_2 u, u \rangle, \ldots, \langle A_n u, u \rangle) : u \notin \mathcal{D}(A_1), ||u|| = 1 \},
\]
for any $\alpha_1 \in W(A_1)$, then $W(T) \subset W_\Omega(T)$. However, in this example it is best to investigate the values of $\omega$ such that $f^{(1)}(\omega) = 0$, we even have that the operator function $T(\omega)$ is bounded. Additionally, if $f^{(1)}(\omega) = 0$, $f^{(1)}$ is holomorphic at $\omega$, and $g$, $f^{(j)}$, $j = 2, \ldots, n$ are continuous in $\omega$ it follows that $\omega \in W(T)$. Hence, in many common cases, the values of $\omega$ such that $f^{(1)}(\omega) = 0$ are easily investigated. However, if there are more than one unbounded operator this method is not applicable directly.

In the case when the functions $g_j$, $f^{(j)}$, $j = 1, \ldots, n$ are holomorphic functions the result of Lemma 2.2 can be improved.

**Lemma 2.5.** Let $T$ denote the closure of the operator function (2.1), let $t_{\tilde{\alpha}}$ be defined by (2.5) and denote by $W(T)$ and $W_{\mathcal{D}(\tilde{A})}(T)$ the sets (2.3) and (2.6), respectively. Let $H \subset \mathcal{C}$ denote the set where $g_j$, $f^{(j)}$, $j = 1, \ldots, n$ are holomorphic and linearly independent. Then $W(T) \cap H = \overline{W_{\mathcal{D}(\tilde{A})}(T)} \cap H$.

**Proof.** Since $\mathcal{D}(\tilde{A}) \subset \mathcal{D}(T(\omega))$ for all $\omega$, it follows that $W(T) \cap H = \overline{W_{\mathcal{D}(\tilde{A})}(T)} \cap H$. Hence, we only have to show the converse. Assume $\omega \in W(T) \cap H$, and $u \in W(T(\omega))$ is a unit vector such that $\langle T(\omega) u, u \rangle = 0$, then due to Lemma 2.2 there is a sequence unit vectors of $\{v_i\}_{i=1}^\infty \subset \mathcal{D}(\tilde{A})$ and $\tilde{\alpha}_i = (\alpha_1^{(i)}, \ldots, \alpha_n^{(i)})$ such that
\[
\sum_{j=1}^n |\langle A_j v_i, v_i \rangle - \alpha_j^{(i)}| < \frac{1}{i}, \quad ||u - v_i|| < \frac{1}{i} \quad \text{and} \quad t_{\tilde{\alpha}_i}(\omega) = 0.
\]
This implies that

$$t_{\langle A_{v_i}, v_i \rangle}(\omega) = t_{\langle A_{v_i}, v_i \rangle}(\omega) - t_{\alpha_i}(\omega) = \sum_{j=1}^{n} f^{(j)}(\omega) \left( \langle A_j v_i, v_i \rangle - \alpha_j^{(i)} \right).$$

If $t_{\langle A_{v_i}, v_i \rangle}(\omega) = 0$, for some $i$ we are done. Otherwise $t_{\langle A_{v_i}, v_i \rangle}$ is a holomorphic non-constant function for all $i$ and $t_{\langle A_{v_i}, v_i \rangle}(\omega)$ is arbitrary small by choosing $i$ large enough. Assume that there exist a smallest $N \in \mathbb{N}$ such that $|t_{\langle A_{v_i}, v_i \rangle}(\omega)| \to 0$, where $N$ denotes de number of derivatives in $\omega$. Then since $t_{\langle A_{v_i}, v_i \rangle}$ is holomorphic it follows that for each $\epsilon > 0$ there is an $i$ (large enough) such that for some $\omega'$ satisfying $|\omega' - \omega| < \epsilon$ we have $t_{\langle A_{v_i}, v_i \rangle}(\omega') = 0$. Hence, the result holds. Now assume that no such $N$ exists. Since the function is holomorphic it follows that $\lim_{\omega \to \infty} t_{\langle A_{v_i}, v_i \rangle} \to 0$. This leads to a contradiction since $g$ and $f^{(j)}$, $j = 1, \ldots, n$ are supposed to be linearly independent. \hfill \Box

Since $W_{\tilde{W}(\tilde{A})}(T) = \overline{W(T)}$ in many important cases, such as bounded or holomorphic $T$, we will in the following study enclosures of the sets $W(\tilde{A})$ and $W_{\tilde{W}(\tilde{A})}(T)$ instead of $\overline{W(T)}$. Furthermore, if $T$ is unbounded and non-holomorphic, Lemma 2.2 states that it is enough to arbitrarily small neighborhood of $W(\tilde{A})$, to obtain an enclosure of $W(T)$.

2.2. Convex hull of $W(\tilde{A})$. Many studies of the joint numerical range are interested in determining conditions for convexness in $\mathbb{R}^n$, [Das73, Hua85, GJK04]. Assume that $\tilde{A} = (A_1, A_2)$, where $A_1, A_2$ are selfadjoint and consider $W(\tilde{A})$, (2.4). Since $A_1$ and $A_2$ are selfadjoint there is a natural one-to-one correspondence between the numerical range of $A_1 + iA_2$ in $\mathbb{C}$ and the joint numerical range of $A_1$ and $A_2$ in $\mathbb{R}^2$. Hence, the joint numerical range of $A_1$ and $A_2$ is convex since the numerical range of an operator is convex. However, if $\tilde{A} = (A_1, \ldots, A_n)$, $n > 3$, the joint numerical range is not convex in general, [GJK04]. In the case $n = 3$ the joint numerical range is convex if $\infty > \dim \mathcal{H} > 2$, but if $\dim \mathcal{H} = 2$, this does not necessarily hold. Take for example

$$A_1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 0 & i \\ -i & 0 \end{bmatrix},$$

then $W(A_1, A_2, A_3) = \{ \tilde{\alpha} \in \mathbb{R}^3 : \|\tilde{\alpha}\| = 1 \}$, which is the (non-convex) boundary of the unit sphere.

However, Proposition 2.6 yields that it is for $W_{\tilde{W}(\tilde{A})}(T)$ ultimately irrelevant if $W(\tilde{A})$ is convex or not. For operator polynomial $T$ on $\mathcal{H}$ of finite dimension, the proposition was shown in [PT00, Proposition 2.1] and the generalization to our case is straightforward.

**Proposition 2.6.** Let $T$ be defined as the closure of (2.4) and let $W(\tilde{A})$ and $W_X(T)$ be defined as (2.4) and (2.6), respectively. Then

$$W_{\tilde{W}(\tilde{A})}(T) = W_{\text{Co}(W(\tilde{A}))}(T),$$

where $\text{Co}(W(\tilde{A}))$ denotes the convex hull of $W(\tilde{A})$. 

Proof. It is clear that \( W_{\tilde{A}}(T) \subseteq W_{\text{Co}(\tilde{A})}(T) \). Hence, it is enough to show that \( W_{\tilde{A}}(T) \subseteq W_{\text{Co}(\tilde{A})}(T) \). Assume that \( \omega \in W_{\text{Co}(\tilde{A})}(T) \), then it follows from definition that for some \( \tilde{\alpha} \in \text{Co}(\tilde{A}) \),

\[
g(\omega) + \sum_{j=1}^{n} \alpha_j f^{(j)}(\omega) = 0.
\]

Since \( \tilde{\alpha} \in \text{Co}(\tilde{A}) \), Caratheodory’s Theorem yields that

\[
\tilde{\alpha} = \sum_{i=1}^{n+1} k_i \tilde{\alpha}^{(i)}, \quad \sum_{i=1}^{n+1} k_i = 1,
\]

for some \( \tilde{\alpha}^{(i)} \in W(\tilde{A}) \) and \( k_i \geq 0 \). Since \( \tilde{\alpha}^{(i)} \in W(\tilde{A}) \), it follows that

\[
\tilde{\alpha}^{(i)} = \langle \langle A_1 u_i, u_i \rangle, \ldots, \langle A_n u_i, u_i \rangle \rangle,
\]

for some unit \( u_i \in \mathcal{D}(\tilde{A}) \), \( i = 1, \ldots, n+1 \). Hence,

\[
g(\omega) + \sum_{j=1}^{n} \sum_{i=1}^{n+1} k_i \langle A_j u_i, u_i \rangle f^{(j)}(\omega) = 0,
\]

and consequently,

\[
\sum_{i=1}^{n+1} k_i \left( g(\omega) + \sum_{j=1}^{n} \langle A_j u_i, u_i \rangle f^{(j)}(\omega) \right) = \sum_{i=1}^{n+1} k_i \langle T(\omega) u_i, u_i \rangle = 0.
\]

Define the linear operator function \( \tilde{T}(\lambda) := T(\omega) - \lambda \). Then \( \langle T(\omega) u_i, u_i \rangle \in W(\tilde{T}) \) for \( i = 1, \ldots, n+1 \). Since \( \tilde{T} \) is linear, \( W(\tilde{T}) \) is convex and thus \( 0 = \sum_{i=1}^{n+1} k_i \langle T(\omega) u_i, u_i \rangle \in W(\tilde{T}) \), which yields that \( \omega \in W(T) \), the proposition then follows directly.

**Corollary 2.7.** Let \( W_{\tilde{A}}(T) \) be defined by (2.4) and (2.6). Then

\[
W_{\tilde{A}}(T) = \bigcap_{\Omega} W_{\Omega}(T),
\]

where the intersection is taken over all convex \( \Omega \supset W(\tilde{A}) \).

**Proof.** From Proposition 2.6 it follows that \( W_{\tilde{A}}(T) = W_{\text{Co}(\tilde{A})}(T) \). The result then is a direct consequence of that \( \text{Co}(\tilde{A}) \) equals the intersection of all convex \( \Omega \supset W(\tilde{A}) \).

3. Estimates of the Joint Numerical Range

This section is dedicated to obtain a non-trivial enclosure of \( W(\tilde{A}) \). Computing the set \( W(\tilde{A}) \) is usually as hard as computing the numerical range of \( T \). The trivial result \( \Omega \supset W(\tilde{A}) \Rightarrow W(\Omega)(T) \supset W_{\tilde{A}}(T) \) implies that if a suitable enclosure \( \Omega \) of \( W(\tilde{A}) \) can be found then an enclosure of \( W_{\tilde{A}}(T) \) is obtained as the solutions \( \omega \) of \( t_{\tilde{A}}(\omega) = 0 \), \( \tilde{\alpha} \in \Omega \).

In [4], the trivial \( \Omega := \overline{W(A_1)} \times \ldots \times \overline{W(A_n)} \subset W(\tilde{A}) \) is used. This \( \Omega \) is easy to investigate and it gives the smallest enclosure of \( W(\tilde{A}) \) without further knowledge of the operators. However, especially when working with more than one unbounded operator coefficient, the enclosure might be rather crude. The idea is
therefore to utilize common relations on the operator coefficients to be able find a smaller enclosure on \( W(\hat{A}) \) and thus a better enclosure of \( W(\hat{A})(T) \).

**Example 3.1.** Let \( A_1 \) and \( A_2 \) be unbounded selfadjoint operators, where \( \mathcal{D}(A_1) \cap \mathcal{D}(A_2) \) is dense in \( \mathcal{H} \). Assume that \( W(A_1) = [0, \infty) \) and \( W(A_2) = [0, \infty) \) and assume that the unbounded operator polynomial

\[
\hat{T}(\omega) := \omega^2 - I - 2\omega A_1 + 2A_2, \quad \mathcal{D}(\hat{T}(\omega)) := \mathcal{D}(A_1) \cap \mathcal{D}(A_2),
\]

is closable for \( \omega \in \mathbb{C} \) and let \( T \) denote the closure. Without further knowledge of \( A_1 \) and \( A_2 \), the set \( \Omega := [0, \infty) \times [0, \infty) \) is the smallest enclosure of \( W(A_1, A_2) \). It then follows that

\[
W_{\Omega}(T) = \left\{ \alpha_1 \pm \sqrt{\alpha_1^2 + 2\alpha_2} : (\alpha_1, \alpha_2) \in \Omega \right\} = [-1, 0] \cup \{\omega \in \mathbb{C} : \text{Re} \, \omega \geq 0\}.
\]

Hence, the enclosure \( W_{\Omega}(T) \) includes the half-plane consisting of \( \omega \) with non-negative real part. However, a better enclosure might be possible to obtain if we have additional knowledge of the correspondence of the operators \( A_1 \) and \( A_2 \). Assume that \( \langle A_2 u, u \rangle \leq \langle A_1 u, u \rangle \) for all \( u \in \mathcal{D}(A_1) \cap \mathcal{D}(A_2) \) this yields that

\[
W(A_1, A_2) \subset \Omega' := \{ (\alpha_1, \alpha_2) \in [0, \infty) \times [0, \infty) : \alpha_2 \leq \alpha_1 \}.
\]

It then follows that

\[
W_{\Omega'}(T) = \left\{ \alpha_1 \pm \sqrt{(\alpha_1 - 1)^2 + 2(\alpha_1 - \alpha_2)} : (\alpha_1, \alpha_2) \in \Omega' \right\} = [-1, \infty),
\]

and since the functions in \( T \) are holomorphic, Lemma 2.5 yields that \( W(T) \subset [-1, \infty) \), which is a significant improvement from \( W_{\Omega}(T) \).

Example 3.1 shows the benefits of using a non-trivial \( \Omega \). The condition \( \langle A_1 u, u \rangle \geq \langle A_2 u, u \rangle \) is useful even if one or both of the operators are bounded. Clearly more complicated conditions than \( \langle A_1 u, u \rangle \geq \langle A_2 u, u \rangle \) can be studied.

**Lemma 3.2.** Let \( A_j \) be a selfadjoint operator in \( \mathcal{H}, j = 1, \ldots, n \) such that \( \mathcal{D}(\hat{A}) \) is dense in \( \mathcal{H} \). Assume that for some \( k \in \{1, \ldots, n\} \) and \( M \subset \{1, \ldots, n\} \setminus \{k\} \), there exist functions \( y_j : W(A_j) \to \mathbb{R} \) for \( j \in M \), such that one of the following inequalities

\[
(3.1) \quad (i) \quad \langle A_k u, u \rangle \leq \sum_{j \in M} y_j(\langle A_j u, u \rangle), \\
(ii) \quad \langle A_k u, u \rangle \geq \sum_{j \in M} y_j(\langle A_j u, u \rangle),
\]

holds for all \( u \in \mathcal{D}(\hat{A}) \). Then the corresponding

\[
(i) \quad W(\hat{A}) \subset \{ \tilde{\alpha} \in W(A_1) \times \cdots \times W(A_n) : \alpha_k \leq \sum_{j \in M} y_j(\alpha_j) \}, \\
(ii) \quad W(\hat{A}) \subset \{ \tilde{\alpha} \in W(A_1) \times \cdots \times W(A_n) : \alpha_k \geq \sum_{j \in M} y_j(\alpha_j) \}
\]

holds.

**Proof.** From (3.1) the result follows directly. \( \square \)

If 3.1 (i) holds and \( \{\tilde{\alpha}^{(i)}\}_{i=1}^\infty \in W(\hat{A}) \) it follows that if \( \alpha_j^{(i)} \) are bounded as \( i \to \infty \) for \( j \in M \), then \( \alpha_k^{(i)} \) does not approach \( \infty \). In particular if 3.1 (i) holds for \( k \in \{1, \ldots, n\} \setminus \{j\} \) with \( M = \{j\} \) for some functions \( y_j^{(k)} \), \( k \in \{1, \ldots, n\} \setminus \{j\} \), then for \( \tilde{\alpha} \in W(\hat{A}) \), \( \alpha_k \) is bounded by a constant depending on \( \alpha_j \) for \( k \in \{1, \ldots, n\} \setminus \{j\} \). In this case, the problem therefore can be studied a bit similar to the case when
there is only one unbounded operator. This stresses the increased importance of relations of the type \(3.1\) when there are multiple unbounded operators.

In the following subsections two standard types of relations between the operators in \(\hat{A}\) are presented and ways to find \(y_j\) satisfying \(3.1\) in these cases are given. From Lemma 3.2 we then obtain non-trivial enclosures of \(W(\hat{A})\).

### 3.1. Functions of selfadjoint operators

Let \(A \in \mathcal{L}(\mathcal{H})\) be a selfadjoint operator. From [RL36, Fit13], it follows that there exists a sequence of pairwise orthogonal Hilbert spaces \(\mathcal{H}_i \subset \mathcal{D}(A)\) with the inner products \(\langle \cdot, \cdot \rangle_{\mathcal{H}_i} = \langle V_i, \cdot \rangle_{\mathcal{H}_i}\), \(i = 1, 2, \ldots\), that satisfies

\[
\sum_{i=1}^{\infty} V_i V_i^* = I_{\mathcal{H}}, \quad V_i^* u = \begin{cases} u, & u \in \mathcal{H}_i \\ 0, & u \in \mathcal{H}_i^\perp \end{cases},
\]

and

\[
(3.2) \quad A = \sum_{i=1}^{\infty} V_i A_i V_i^*, \quad \mathcal{D}(A) = \left\{ u \in \mathcal{H} : \sum_{i=1}^{\infty} \|A_i V_i^* u\|^2_{\mathcal{H}_i} < \infty \right\},
\]

for some selfadjoint operators \(A_i \in \mathcal{B}(\mathcal{H}_i)\). The sequence of Hilbert spaces \(\{\mathcal{H}_i\}_{i=1}^{\infty}\) is called a reduction of \(A\). Since \(A_i\) is a bounded selfadjoint operator the spectral theorem [RS72, Corollary of Theorem VII.3], states that there is some finite measure \((X_i, \mu_i),\) unitary operator \(U_i : L^2(X_i, \mu_i) \to \mathcal{H}_i\) and a multiplication operator \(M_{h_i} \in \mathcal{B}(L^2(X_i, \mu_i))\) such that

\[
A_i = U_i M_{h_i} U_i^*,
\]

Here \(M_{h_i}\) denotes multiplication with the bounded function \(h_i \in L^\infty(X_i, \mu_i)\) and

\[
(3.3) \quad \sigma(A_i) = \{ x \in \mathbb{R} : \mu(h_i^{-1}(x - \epsilon, x + \epsilon)) > 0, \text{ for all } \epsilon > 0 \}.
\]

The right hand side of \(3.3\) is called the essential range of \(h_i\). Let \(y : \sigma(A) \to \mathbb{R}\) denote a Borel function bounded on bounded domains. From \(3.3\) it follows that the set of \(x \in X_i\), where \(y(h_i(x))\) is not defined, is of measure 0. Hence, \(M_{y(h_i)}\) is well-defined and we can thus define

\[
y(A) = \sum_{i=1}^{\infty} V_i U_i M_{y(h_i)} U_i^* V_i^* , \quad \mathcal{D}(y(A)) = \left\{ u \in \mathcal{H} : \sum_{i=1}^{\infty} \|U_i M_{y(h_i)} U_i^* V_i^* u\|^2_{\mathcal{H}_i} < \infty \right\}.
\]

The operator \(y(A)\) is selfadjoint and [Fit13, Proposition 3] implies that \(y(A)\) in this definition is independent of the choice of the sequence of Hilbert spaces \(\{\mathcal{H}_i\}_{i=1}^{\infty}\).

**Proposition 3.3.** Let \(A\) be a selfadjoint operator and let \(y : \sigma(A) \to \mathbb{R}\) denote a Borel function bounded on bounded domains and define \(y(A)\) as in \(3.4\). Then,

\[
W(A, y(A)) \subset \text{Co}\{ \{\alpha, y(\alpha)\} : \alpha \in \sigma(A)\},
\]

**Proof.** Take \((\alpha, \beta) \in W(A, y(A))\) then there is some unit vector \(u\) in \(\mathcal{D}(A) \cap \mathcal{D}(y(A))\) such that

\[
(\alpha, \beta) = (\langle Au, u \rangle, \langle y(A)u, u \rangle) = \sum_{i=1}^{\infty} \left( \langle M_{h_i} z_i, z_i \rangle_{L^2(X_i, \mu_i)}, \langle M_{y(h_i)} z_i, z_i \rangle_{L^2(X_i, \mu_i)} \right),
\]
where \( z_i := U^*_i V^*_i u \in L^2(X_i, \mu_i) \). Since the operators \( M_{h_i} \) and \( M_{y(h_i)} \) are multiplication by \( h_i \) respectively \( y(h_i) \) in \( L^2(X_i, \mu_i) \) this can be written as

\[
(\alpha, \beta) = \sum_{i=1}^{\infty} \int_{X_i} (h_i(x), y(h_i(x))) |z_i(x)|^2 \mu_i(x),
\]

where the integral is defined component wise. Furthermore, since \( U_i \) is unitary and \( \mathcal{H}_i \) are pairwise orthogonal

\[
\sum_{i=1}^{\infty} \int_{X_i} |z_i(x)|^2 \mu_i(x) = \sum_{i=1}^{\infty} \|z_i\|_{L^2(X_i, \mu_i)}^2 = \sum_{i=1}^{\infty} \|V^*_i u\|_{\mathcal{H}_i}^2 = \|u\|_{L^2}^2 = 1.
\]

Since \( h_i(x) \in \sigma(A_i) \subset \sigma(A) \), for all \( x \in X_i \) apart from a set of measure 0, it follows from (3.5) and the definition of the convex hull that \( (\alpha, \beta) \in \text{Co}(\{(\alpha, y(\alpha)) : \alpha \in \sigma(A)\}) \). \( \square \)

**Corollary 3.4.** Let \( A \) be a selfadjoint operator, with \( \overline{W(A)} = [a_0, a_1] \) if \( A \) is bounded and let \( y : \overline{W(A)} \to \mathbb{R} \) be a convex Borel function bounded on bounded sets. Furthermore, define \( y(A) \) as in (3.4). Then

\[
W(A, y(A)) \subset \{(\alpha, \beta) : \alpha \in \overline{W(A)}, \ y(\alpha) \leq \beta \leq \hat{y}(\alpha)\},
\]

where

\[
\hat{y}(\alpha) := \begin{cases} 
\frac{y(a_1) - y(a_0)}{a_1 - a_0} \alpha + \frac{y(a_0)a_1 - y(a_1)a_0}{a_1 - a_0} \alpha, & \text{if } A \text{ is bounded} \\
\infty, & \text{if } A \text{ is unbounded}
\end{cases}
\]

**Proof.** Since \( y \) is convex on \( \overline{W(A)} \) and for bounded \( A \) the function \( \hat{y} \) is the straight line between \( (a_0, y(a_0)) \) and \( (a_1, y(a_1)) \), it follows that \( \text{Co}(\{(\alpha, y(\alpha)) : \alpha \in \overline{W(A)}\}) \) is a subset of the proposed enclosure of \( W(A, y(A)) \). The result then follows directly from Proposition 3.3 and that \( \text{Co}(\{(\alpha, y(\alpha)) : \alpha \in \sigma(A)\}) \subset \text{Co}(\{(\alpha, y(\alpha)) : \alpha \in \overline{W(A)}\}) \).

\( \square \)

**Remark 3.5.** Obviously, for concave functions an analog result holds.

**Example 3.6.** Let \( A \) be a bounded selfadjoint operator, \( \overline{W(A)} = [a_0, a_1] \). Assume that either \( n \in \mathbb{N} \) is even or \( a_0 \geq 0 \). Then \( y(\alpha) := \alpha^n \) is convex and thus from Corollary 3.4 we obtain

\[
W(A, A^n) \subset \{(\alpha, \beta) : \alpha \in \overline{W(A)}, \ a^n \leq \beta \leq \alpha \sum_{i=0}^{n-1} a_0^i a_1^{n-i} - \sum_{i=0}^{n-1} a_0^i a_1^{n-i}\}.
\]

Note that the upper bound on \( \beta \) is the straight line between \( (a_0, a_0^n) \) and \( (a_1, a_1^n) \). If \( A \) would have been unbounded (3.7) gives only a lower bound on \( \beta \). In principle this also applies for odd \( n \) and indefinite \( A \) but then \( \text{Co}(\{(\alpha, y(\alpha)) : \alpha \in \overline{W(A)}\}) \) is more complicated to describe since \( y \) is neither convex nor concave.

Proposition 3.3 also enables us to find non-trivial enclosures of \( \overline{W(A)} \) in more general cases than \( \tilde{A} = (A, y(A)) \).

**Definition 3.7.** Let \( y : X \to \mathbb{R} \) denote a function on a connected set \( X \subset \mathbb{R} \). Define the functions \( \hat{y} : X \to \mathbb{R} \cup \{\infty\} \) and \( \hat{y} : X \to \mathbb{R} \cup \{-\infty\} \) as

\[
\hat{y}(x) := \sup\{z : (x, z) \in \text{Co}(\{x, y(x) : x \in \overline{X}\})\},
\]

\[
\hat{y}(x) := \inf\{z : (x, z) \in \text{Co}(\{x, y(x) : x \in \overline{X}\})\}.
\]
Proof. (i) Assume (3.8) for all \( u \) that the following inequalities holds

\[ y, y' \]

for some Borel functions \( x \) which means (by definition) that \( m \) mains. Then by applying Proposition 3.8 three times it follows that

\[ \langle y(x), u \rangle \]

be defined as in (3.4) and one of the following inequalities holds

\[ \begin{align*}
(i) \quad & \langle A_k u, u \rangle \leq \sum_{j \in M} \langle y_j(A_j)u, u \rangle, \\
(ii) \quad & \langle A_k u, u \rangle \geq \sum_{j \in M} \langle y_j(A_j)u, u \rangle,
\end{align*} \]

for all \( u \in D(\tilde{A}) \). Then the corresponding property

\[ (3.8) \quad \begin{align*}
(i) \quad & W(\tilde{A}) \subset \{ \tilde{\alpha} \in W(A_1) \times \ldots \times W(A_n) : \alpha_k \leq \sum_{j \in M} \tilde{y}_j(\alpha_j) \}, \\
(ii) \quad & W(\tilde{A}) \subset \{ \tilde{\alpha} \in W(A_1) \times \ldots \times W(A_n) : \alpha_k \geq \sum_{j \in M} \tilde{y}_j(\alpha_j) \},
\end{align*} \]

holds where \( \tilde{y}_j \) and \( \tilde{y}_j \) are given by Definition 3.7 with \( X = W(A_j) \).

Proof. (i) Assume \( \tilde{\alpha} \in W(\tilde{A}) \), then there is some unit \( u \in D(\tilde{A}) \) such that \( \alpha_j = \langle A_j u, u \rangle \) for \( j \in M \) and

\[ \alpha_k = \langle A_k u, u \rangle \leq \sum_{j \in M} \langle y_j(A_j)u, u \rangle. \]

From Proposition 3.3 it follows that for \( j \in M \):

\[ (\alpha_j, \langle y_j(A_j)u, u \rangle) \in \text{Co}(\{(\alpha, y_j(\alpha)) : \alpha \in \sigma(A_j)\}) \subset \text{Co}(\{(\alpha, y_j(\alpha)) : \alpha \in W(A_j)\}), \]

which means (by definition) that \( \langle y_j(A_j)u, u \rangle \leq \tilde{y}_j(\alpha_j) \). Then it clearly follows that \( \alpha_k \leq \sum_{j \in M} \tilde{y}_j(\alpha_j) \), which proves (i). The proof for (ii) is analogous. \( \square \)

Consider the case \( \tilde{A} = (A_1, A_2) \) and assume that

\[ \langle z(A_1)u, u \rangle \leq \langle A_2 u, u \rangle \leq \min(\langle y(A_1)u, u \rangle, \langle y'(A_1)u, u \rangle), \quad u \in D(\tilde{A}) \]

for some Borel functions \( y, y', z : W(A_1) \to \mathbb{R} \) that are bounded on bounded domains. Then by applying Proposition 3.8 three times it follows that

\[ W(\tilde{A}) \subset \{ \tilde{\alpha} \in W(A_1) \times W(A_2) : \tilde{z}(\alpha_1) \leq \alpha_2 \leq \min(\tilde{y}(\alpha_1), \tilde{y}'(\alpha_1)) \}. \]

The advantage of being able to use the result in Proposition 3.8 multiple times is more thoroughly shown in Example 3.9.
Example 3.9. Consider the $\mathbb{C}^{4 \times 4}$-matrices

\begin{equation}
A_1 := \begin{bmatrix} 1 & 2 & 2 & 4 \\ 2 & 2 & 4 & 4 \\ 4 & 4 & 4 & 4 \\ 4 & 4 & 4 & 4 \end{bmatrix}, \quad A_2 := \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}. \tag{3.9}
\end{equation}

It is easy to see that $W(A_1, A_2)$ is symmetric with respect to the line $\mathbb{R} \times \{0\}$, thus a non-trivial upper bound also yields a lower bound. By straightforward computations it follows that for unit vectors $u$

$$\langle A_2 u, u \rangle \leq 2^{-s} A_1^s u, u, \quad s \in \mathbb{R}.$$ 

Since $\alpha^s$ is a convex function in $\alpha$ for $s \in \mathbb{R} \setminus (0, 1)$, it follows from Proposition 3.8 (see Corollary 3.4) that

$$\langle A_2 u, u \rangle \leq \frac{2^s - 2^{-s}}{3} \langle A_1 u, u \rangle - \frac{2^s - 2^{-s+2}}{3}, \quad s \in \mathbb{R} \setminus (0, 1).$$

In Figure 2(a), the upper (and lower) bound for different $s \in \mathbb{R} \setminus (0, 1)$ is visualized. Since the upper bound holds for $s \in \mathbb{R} \setminus (0, 1)$, for each $\langle A_1 u, u \rangle$ we choose $s$ such that the upper bound is minimized. This yields the bound $|\langle A_2 u, u \rangle| \leq z(\langle A_1 u, u \rangle)$ where

\begin{equation}
z(\alpha) := \begin{cases} 
2 \frac{3}{3} \sqrt{(4 - \alpha)(\alpha - 1)}, & \alpha \notin \frac{8}{5}, \frac{5}{2} \\
\frac{\alpha}{2}, & \alpha \in \frac{8}{5}, \frac{5}{2} \\
1, & \alpha \in \frac{8}{5}, \frac{5}{2} \end{cases} \tag{3.10}
\end{equation}

In Figure 2(b), the enclosure of $W(A_1, A_2)$ obtained by the bounds on $\langle A_2 u, u \rangle$ given in (3.10) is visualized. It can also be seen that the enclosure actually equals $W(A_1, A_2)$. This shows the power of using multiple conditions when finding the enclosure of $W(A_1, A_2)$. It should here be noted that

$$z(A_1) = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}$$

and thus $\langle z(A_1) u, u \rangle < \langle A_2 u, u \rangle$ for $u = [1, 0, 0, 1]^T$. Hence, the upper bound obtained by taking the intersection of many functions can not be obtained by a single function in general.

3.2. Domination of selfadjoint operators. For pairs of selfadjoint operators, the case when one of the operators is bounded by the other is commonly studied and a useful relation. The operator $B$ is said to be $A$-bounded if $D(A) \subset D(B)$ and there are nonnegative constants $\gamma$ and $\gamma'$ such that

\begin{equation}
|Bu| \leq \gamma \|u\| + \gamma' \|Au\|, \quad u \in D(A). \tag{3.11}
\end{equation}

It is of interest to see if non-trivial $\Omega \subset W(A) \times W(B)$ can be obtained from relation (3.11). If $A$ is bounded then Corollary 3.4 can be utilized to find a non-trivial enclosure of $W(A, B)$. From definition (3.11) it holds that

$$\langle B^2 u, u \rangle^{\frac{1}{2}} \leq \gamma \|u\| + \gamma' \langle A^2 u, u \rangle^{\frac{1}{2}}.$$
Figure 2. The boxes in the figures are $\mathcal{C}(W(A_1) \times W(A_2))$, (3.9). In (a) the lines gives bounds for different $s \in \mathbb{R}\backslash(0,1)$. Panel (b) shows $W(A_1, A_2)$.

Hence, applying the lower bound of Corollary 3.4 for $\langle B^2 u, u \rangle$ and the upper bound of Corollary 3.4 for $\langle A^2 u, u \rangle$ yields

$$\frac{\langle Bu, u \rangle}{\|u\|^2} \leq \gamma + \gamma' \sqrt{\frac{\langle Au, u \rangle}{\|u\|^2} (a_0 + a_1) - a_0 a_1},$$

where $a_0 = \inf W(A)$ and $a_1 = \sup W(A)$. While this is useful when $A$ is a bounded operator, the bound does not work for unbounded $A$. Hence, for this case we opt for another bound that takes more of the structure of (3.11) into consideration to get a non-trivial bound both in the bounded and unbounded case.

Lemma 3.10. Let $A_j$ for $j = 1, \ldots, m$ and $B$ be selfadjoint operators in $\mathcal{H}$ and assume that $\mathcal{D}(A_1) \cap \ldots \cap \mathcal{D}(A_m)$ is dense in $\mathcal{H}$. Assume that $A_j \geq 0$ and $\langle A_j u, A_j u \rangle + \langle A_1 u, A_2 u \rangle \geq 0$, $j, l \in \{1, \ldots, m\}$ for $u \in \mathcal{D}(A_1) \cap \ldots \cap \mathcal{D}(A_m)$. Furthermore, assume there exists a $\gamma \geq 0$, such that for all $u \in \mathcal{D}(A_1) \cap \ldots \cap \mathcal{D}(A_m) \subset \mathcal{D}(B)$ the inequality

$$\|Bu\| \leq \gamma \|u\| + \sum_{j=1}^{m} \|A_j u\|$$

holds. Then

$$\langle Bu, u \rangle \leq \left(\gamma^2 \|u\|^2 + \sum_{j=1}^{m} \langle A_j u, u \rangle^{\frac{2}{3}}\right)^{\frac{3}{2}}, u \in \bigcap_{j=1}^{m} \mathcal{D}(A_j).$$

Proof. Define $A_0 := \gamma I$ to simplify the notation. We will only show the upper bound, but the proof of the lower limit is completely analogous. First consider the case when $\gamma > 0$ and define the operator

$$C := \sum_{j=0}^{m} A_j \sqrt{1 + \sum_{l=j+1}^{m} c_{j,l} + \sum_{l=0}^{j-1} \frac{1}{c_{l,j}}}, \quad D(C) := \bigcap_{j=1}^{m} \mathcal{D}(A_j),$$

where, $c_{j,l} > 0$ for $0 \leq j < l \leq m$ are some constants. Since $C$ is a positive sum of positive selfadjoint operators, $C$ is a selfadjoint operator with the given domain.
From definition it follows that for $u \in \mathcal{D}(C)$

$$
(3.14) \quad \|Cu\| \geq \sqrt{\sum_{j=0}^{m} \|A_j u\|^2 \left(1 + \sum_{l=j+1}^{m} c_{j,l} + \sum_{l=0}^{j-1} \frac{1}{c_{l,j}}\right)} = 
\sqrt{\left(\sum_{j=0}^{m} \|A_j u\|^2\right)^2 + \sum_{j=0}^{m-1} \sum_{l=j+1}^{m} \left(\sqrt{c_{j,l}} |A_j u| \right)^2} \geq \sum_{j=0}^{m} \|A_j u\| \geq \|Bu\|.
$$

Assume that there is an $u \in \mathcal{D}(C)$ such that $\langle Bu, u \rangle > \langle Cu, u \rangle$. It then follows that there exists a $k > 1$, such that $\langle Bu, u \rangle > \langle kCu, u \rangle$. Define the selfadjoint operator $D := B - kC$, $\mathcal{D}(D) := \{u \in H : \|Du\| < \infty\} \supset \mathcal{D}(C)$ and thus

$$
\langle Du, u \rangle = \langle Bu, u \rangle - \langle kCu, u \rangle > 0.
$$

This implies that there is some $\lambda > 0$ such that $\lambda \in \sigma(D)$. Let $\{H_i\}_{i=1}^{\infty}$ be a reduction of $D$ as in (3.2) and for $i = 1, 2, \ldots$, let $D_i$ denote the operator in $H_i$. Then there is some $i$ such that $\lambda \in \sigma(D_i)$. Since $D_i$ is a bounded selfadjoint operator it follows by the spectral theorem [RST72, Corollary of Theorem VII.3], that there exists a finite measure space $(X, \mu)$, a unitary operator $U : L^2(X, \mu) \rightarrow H_i$ and a multiplication operator $M_h \in B(L^2(X, \mu))$ such that

$$
D_i = U M_h U^*.
$$

Here $M_h$ denotes multiplication with the function $h \in L^\infty(X, \mu)$ with essential range $\sigma(D_i)$, see (3.3). Since $\lambda \in \sigma(D_i)$ and $\lambda > 0$ there is some function $\varphi \in L^2(X, \mu)$ such that

$$
\mu(\text{supp } \varphi) > 0, \quad \text{supp } \varphi \subset \{x \in X : h(x) > 0\}.
$$

This implies that

$$
M_h \varphi = M_{h_0} \varphi, \quad h_0(x) := \max(h(x), 0),
$$

thus $M_{h_0}$ is a positive semi-definite operator and $\|M_{h_0} \varphi\|_{L^2(X, \mu)} > 0$. Define $v := V_i U \varphi$, then

$$
Dv = V_i U M_h U^* V_i^* v = V_i U M_h \varphi = V_i U M_{h_0} \varphi = Ev, \quad E := V_i U M_{h_0} U^* V_i^*.
$$

If $v \in \mathcal{D}(C)$ then this means that $Bv = (kC + E)v$ and thus since $\|Ev\| > 0$ and $E$ is positive semi-definite

$$
\|Bv\| = \|kC + E\| > \|Cv\|,
$$

which contradicts (3.14). If $v \notin \mathcal{D}(C)$ then since $\mathcal{D}(C)$ is dense in $\mathcal{D}(D)$ and $v \in V_i H_i$ there is a unit vector $v' \in \mathcal{D}(C) \cap V_i H_i$ such that $(k - 1)\|Cv'\| > \|D_i\|_{H_i}$. Then it follows that

$$
\|Bv'\| = \|kCv' + Dv'\| \geq k\|Cv'\| - \|D_i\|_{H_i} > \|Cv'\|.
$$

Hence, we have a contradiction of (3.14). Thus, for $u \in \mathcal{D}(C)$ it holds that

$$
\langle Bu, u \rangle \leq \langle Cu, u \rangle = \sum_{j=0}^{m} \langle A_j u, u \rangle \sqrt{1 + \sum_{l=j+1}^{m} c_{j,l} + \sum_{l=0}^{j-1} \frac{1}{c_{l,j}}}.
$$

This holds for all choices of constants $c_{j,l} > 0$. Hence, for each $u \in \mathcal{D}(A)$ we are interested in the $c_{j,l} > 0$ that minimizes $\langle Cu, u \rangle$, (3.13) and thus obtain the sharpest
possible bound using similar reasoning as in Example 3.9. By simple analysis it follows that the minimizing $c_{j,l}$ are

$$c_{j,l} = \left( \frac{\langle A_l u, u \rangle}{A_j u, u} \right)^{\frac{3}{2}}.$$

Using these $c_{j,l}$ the result (3.12) follows for $\gamma > 0$. Let $\gamma = 0$ and assume that the result does not hold, then for some $u \in \mathcal{D}(A_1) \cap \ldots \cap \mathcal{D}(A_m)$

$$\left( \sum_{j=1}^{m} \langle A_j u, u \rangle^2 \right)^{\frac{3}{2}} < \langle Bu, u \rangle \leq \left( \epsilon^2 \|u\|^4 + \sum_{j=1}^{m} \langle A_j u, u \rangle^2 \right)^{\frac{3}{2}},$$

for all $\epsilon > 0$. But, this is a contradiction since the upper bound on $\langle Bu, u \rangle$ is continuous in $\epsilon$, which can be arbitrarily small. \hfill \square

If $\gamma = 0$ and $m = 1$ in Lemma 3.10 it follows that $|\langle Bu, u \rangle| \leq \langle A_1 u, u \rangle$. Additionally, if $A_1$ is unbounded and $A_j$ are bounded for $j > 1$, then (3.12) behaves like $\langle A_1 u, u \rangle$ for large $\langle A_1 u, u \rangle$.

**Corollary 3.11.** Let $A_j, j = 1, \ldots, n$ be selfadjoint operators in $\mathcal{H}$ and assume that $\mathcal{D}(\tilde{A})$ is dense in $\mathcal{H}$. Let $k \in \{1, \ldots, n\}$, $M \subset \{1, \ldots, n\} \setminus \{k\}$, and let $y_j : W(A_j) \to \mathbb{R}$ be Borel functions that are bounded on bounded sets where $y_j(A_j)$ is defined as in (3.4). Assume that $y_j(A_j) \geq 0$, $\langle y_j(A_j) u, y_l(A_l) u \rangle + \langle y_l(A_l) u, y_j(A_j) u \rangle \geq 0$, $j, l \in M$ for $u \in \mathcal{D}(\tilde{A})$ and that there exists an $\gamma \geq 0$, such that

$$\|A_k u\| \leq \gamma \|u\| + \sum_{j \in M} \|y_j(A_j) u\|, \quad u \in \mathcal{D}(\tilde{A}) \subset \bigcap_{j \in M} \mathcal{D}(y_j(A_j)) \subset \mathcal{D}(A_k).$$

Then

$$\langle A_k u, u \rangle \leq \gamma^2 \|u\|^4 + \sum_{j \in M} \langle y_j(A_j) u, u \rangle^2,$$

where $\hat{y}_j$ is defined as in Definition 3.7 for $W(A_j)$.

**Proof.** From Lemma 3.10 it follows that for unit vectors $u \in \mathcal{D}(\tilde{A})$

$$|\langle A_k u, u \rangle| \leq \left( \gamma^2 \|u\|^4 + \sum_{j \in M} \langle y_j(A_j) u, u \rangle^2 \right)^{\frac{3}{2}},$$

and the result then is given by the inequality $0 \leq \langle y_j(A_j) u, u \rangle \leq \hat{y}_j(|\langle A_j u, u \rangle|)$ given by Proposition 3.3. \hfill \square

Corollary 3.11 and/or Proposition 3.8 can be used any number of times to obtain a smaller enclosure of $W(\tilde{A})$ as in Example 3.9.

**Remark 3.12.** The converse statement of Corollary 3.11 does not hold. For example, let $A_1$ and $A_2$ be defined as in Example 3.9 then $\langle A_1 u, u \rangle \geq 2\langle A_2 u, u \rangle$ for all $u$ but $\|A_2 u\| = \|u\|$ which is larger than $2^{-1}\|A_1 u\|$ for some $u \in \mathbb{C}^4$. 
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4. Enclosure of the numerical range

This section generalizes results in [ET17, Section 2], to the closure of the operator function (2.1), and closed $\Omega$ such that $W(\hat{A}) \subset \Omega \subset W(A_1) \times \cdots \times W(A_n)$. Define the set $W_{\Omega}(T)$ by (2.6):

$W_{\Omega}(T) = \{ \omega \in \mathbb{C} : \exists \bar{\alpha} \in \Omega, t_{\bar{\alpha}}(\omega) = 0 \}$.

$W_{\Omega}(T)$ is an enclosure of $W_{\hat{A}}(T)$ and from Corollary 2.3 and Lemma 2.5 it follows that $W_{\Omega}(T)$ is related to $W(T)$ and $\overline{W_{\Omega}(T)} \supset W(T)$ if $T$ is either holomorphic or bounded.

We define the set $\hat{\varphi}\Omega$ iteratively. Let $J_\Omega$ denote the set

$J_\Omega := \{ j \in \{ 1, \ldots, n \} : \inf_{\alpha \in \Omega} \alpha_j = -\infty \& \sup_{\alpha \in \Omega} \alpha_j = \infty \}$

and define

$\hat{\varphi}\Omega = \varphi\Omega^+ \cup \varphi\Omega^-$ \quad $J_\Omega \neq \emptyset$ \quad where $\Omega^\pm := \{ \alpha \in \Omega : \pm \alpha_{\min j} \geq 0 \}$.

Hence, $\hat{\varphi}\Omega \supset \varphi\Omega$, with equality if each operator in $\hat{\hat{A}}$ is bounded either from below or above.

**Lemma 4.1.** Let $A_j, j = 1, \ldots, n$ be selfadjoint operators and let $\Omega$ denote a closed set satisfying $W(\hat{A}) \subset \Omega \subset W(A_1) \times \cdots \times W(A_n)$. Denote by $L$ a straight line in $\mathbb{R}^n$ where $\Omega \cap L \neq \emptyset$. Then $L \cap \varphi\Omega \neq \emptyset$, where $\varphi\Omega$ is defined in (4.3).

**Proof.** Assume that $L \cap \varphi\Omega = \emptyset$, then $L \subset \Omega$. Consequently $J_\Omega \neq \emptyset$ and thus $L \cap \Omega^+ \neq \emptyset$ or $L \cap \Omega^- \neq \emptyset$, where $\Omega^\pm$ is defined in (4.3). If $L \cap \varphi\Omega^\pm \neq \emptyset$ we are done, otherwise $L \subset \Omega^\pm$. It then follows that $J_{\Omega^\pm} \neq \emptyset$ and (4.3) can be applied again. By doing this iteratively at most $n$ times we obtain a set $\Omega'$ such that $\varphi\Omega' \subset \varphi\Omega$, $L \cap \Omega' \neq \emptyset$ and $J_{\Omega'} = \emptyset$. It then follows that $L \notin \Omega'$ and thus $L \cap \varphi\Omega' \subset L \cap \varphi\Omega \neq \emptyset$. \qed

In the following we consider two cases separately. In the first part we will consider the case with two operator coefficients as in [ET17]. In the second part we consider the case when there are more then two operator coefficients. These cases are studied separately since the results can be improved when $n = 2$.

4.1. Functions with two operator coefficients. Consider $T$ given as the closure of (2.1) with $n = 2$, (in this case $W(\hat{A})$ is convex even though we do not utilize it here).

**Proposition 4.2.** Let $T$ be defined as the closure of (2.1) with $n = 2$ and let $\Omega$ be a closed set satisfying $W(A_1, A_2) \subset \Omega \subset W(A_1) \times W(A_2)$. Assume that $\text{Im}(f^{(1)}(\omega)\bar{f}^{(2)}(\omega)) = 0$ and let $W_{\Omega}(T)$ denote the set (4.1). Then, $\omega \in W_{\Omega}(T)$ if and only if the degenerate system

$\begin{bmatrix}
  f^{(1)}_R(\omega) & f^{(2)}_R(\omega) \\
  f^{(1)}_\Im(\omega) & f^{(2)}_\Im(\omega)
\end{bmatrix}
\begin{bmatrix}
  \alpha_1 \\
  \alpha_2
\end{bmatrix}
= -
\begin{bmatrix}
  g_R(\omega) \\
  g_\Im(\omega)
\end{bmatrix},$

has a solution in $\varphi\Omega$.
Proof. Assume that \( \omega \in W_\Omega(T) \), then \( t_{(\alpha_1,\alpha_2)}(\omega) = 0 \) for some \( (\alpha_1,\alpha_2) \in \Omega \), which thus is a solution to the system \((4.4)\). Since, \( \text{Im}(f^{(1)}(\omega)f^{(2)}(\omega)) = 0 \) this system is degenerate. Hence, there is a line of solutions to this problem in \( \mathbb{R}^2 \). Lemma 4.1 yields that \((4.4)\) has a solution in \( \partial \Omega \). The converse statement follows directly. \( \square \)

**Proposition 4.3.** Let \( T \) be defined as the closure of \((2.1)\) with \( n = 2 \) and let \( \Omega \) be a closed set satisfying \( W(A_1,A_2) \subset \Omega \subset W(A_1) \times W(A_2) \). Assume that \( \text{Im}(f^{(1)}(\omega)f^{(2)}(\omega)) \neq 0 \), and let \( W_\Omega(T) \) denote the set \((4.1)\). Then \( \omega \in W_\Omega(T) \) if and only if

\[
(4.5) \quad \left( \begin{array}{c} \text{Im}(f^{(2)}(\omega)g(\omega)) \\ \text{Im}(f^{(1)}(\omega)f^{(2)}(\omega)) \end{array} \right) = \left( \begin{array}{c} \text{Im}(f^{(1)}(\omega)g(\omega)) \\ \text{Im}(f^{(1)}(\omega)f^{(2)}(\omega)) \end{array} \right) \in \Omega.
\]

Proof. Since \( \alpha_1, \alpha_2 \) are real, the real and imaginary part of \( t_{(\alpha_1,\alpha_2)}(\omega) \) gives a 2-dimensional linear problem in \( \alpha_1 \) and \( \alpha_2 \). Solving it yields \((4.5)\). \( \square \)

Define for \( C \) the partition

\[
(4.6) \quad C^i = \{ \omega \in C : \text{Im}(f^{(1)}(\omega)f^{(2)}(\omega)) = 0 \}, \quad C^r = C \setminus C^i.
\]

**Theorem 4.4.** Let \( T \) be defined as the closure of \((2.1)\) with \( n = 2 \) and assume that \( \Omega \) is a closed set satisfying \( W(A_1,A_2) \subset \Omega \subset W(A_1) \times W(A_2) \). Denote by \( W_\Omega(T), W_{\partial \Omega}(T) \) and \( W_{\partial \Omega}(T) \), sets given by \((2.6)\). Further, denote by \( C \) the set where \( f^{(1)}, f^{(2)}, g \) are continuous and let \( H \) be the set where those functions are holomorphic and linearly independent. Then

(i) \( W_{\partial \Omega}(T) \cap C^i = W_\Omega(T) \cap C^i \),

(ii) \( W_{\partial \Omega}(T) \cap C^r \cap C = \partial W_\Omega(T) \cap C^r \cap C \),

(iii) \( W_{\partial \Omega}(T) \cap C^r \cap H = \partial W_\Omega(T) \cap C^r \cap H \).

Proof. (i) Assume \( \omega \in W_\Omega(T) \cap C^i \), then from Proposition 4.2 it follows that \( \omega \in W_{\partial \Omega}(T) \cap C^i \), and the converse is trivial.

(ii) Let \( \omega \in \partial W_\Omega(T) \cap C^r \cap C \), due to Proposition 4.3 there is a unique pair \( (\alpha_1,\alpha_2) \in \mathbb{R}^2 \) such that \( f^{(1)}(\omega)\alpha_1 + f^{(2)}(\omega)\alpha_2 + g(\omega) = 0 \). Then due to continuity of the functions \( f^{(1)}, f^{(2)}, g \) and from continuity of the solution of a non-degenerate matrix equation it follows that for each \( \omega' \) in some small open ball around \( \omega \) there is a (by Proposition 4.3) unique solution \( (\alpha_1',\alpha_2') \) to \( f^{(1)}(\omega')\alpha_1' + f^{(2)}(\omega')\alpha_2' + g(\omega') = 0 \), that is close to \( (\alpha_1,\alpha_2) \). But since \( \omega \in \partial W_\Omega(T) \) this implies that for each open ball at least one of the solutions is in \( \partial \Omega \) and at least one in not in \( \Omega \). Hence, for some \( \omega' \) close to zero the unique solution is some \( (\alpha_1',\alpha_2') \in \partial \Omega \), and since this holds for all balls around \( \omega \), it follows that \( \omega \in W_{\partial \Omega}(T) \cap C^r \cap C \).

(iii) Assume \( \omega \in W_{\partial \Omega}(T) \cap C^r \cap H \), then there are some \( (\alpha_1,\alpha_2) \in \partial \Omega \) such that \( t_{(\alpha_1,\alpha_2)}(\omega) = f^{(1)}(\omega)\alpha_1 + f^{(2)}(\omega)\alpha_2 + g(\omega) = 0 \). The zeros of a holomorphic function are continuous in holomorphic perturbations. Hence, it follows that for each \( r > 0 \), there is some \( r' > 0 \) such that \( \sqrt{(\alpha_1 - \alpha_1')^2 + (\alpha_2 - \alpha_2')^2} < r' \) implies that \( t_{(\alpha_1',\alpha_2')} \) has a zero in \( B(\omega,r) \). Where \( B(\omega,r) \) is the open ball with centrum \( \omega \) and radius \( r \). Since \( C^r \) is open, for \( r > 0 \) small enough \( B(\omega,r) \subset C^r \). This means that \( (\alpha_1,\alpha_2) \in \partial \Omega \) yields \( \omega \in \partial W_\Omega(T) \). Hence, \( W_{\partial \Omega}(T) \cap C^r \cap H \subset \partial W_\Omega(T) \cap C^r \cap H \), the converse statement follows from (ii). \( \square \)

If \( f^{(1)}, f^{(2)}, g \) are holomorphic in \( C \) then Theorem 4.4 (ii) is a consequence of Theorem 4.4 (iii). However, equality does not hold in general in Theorem 4.4 (ii).
Example 4.5. Let $\Omega = W(A_1) \times W(A_2) = [0,1]^2$ and define the operator function

$$
T(\omega) := A_1 + A_2(\omega + 2i) + g(\omega), \quad g(\omega) := \begin{cases} 
0 & \text{for } |\omega| < 1 \\
\omega^2(|\omega| - 1) & \text{for } 1 \leq |\omega| < 2 \\
\omega^2 & \text{for } |\omega| \geq 2
\end{cases}
$$

The functions $f^{(1)}, f^{(2)}, g$ are continuous and $(0,0) \in \partial \Omega \cap C^r$ but it follows from definition that $W((0,0))T = \overline{B}(0,1)$, where $\overline{B}(0,1)$ is the closed unit disc. Hence, $W_{\Omega}(T) \cap C^r \cap C \neq \partial W_{\Omega}(T) \cap C^r \cap C$ in this case.

Remark 4.6. An algorithm similar to [ET17, Proposition 2.17] can be used to obtain $\overline{W}(T) \cap C^r$ from its boundary. However, the algorithm does not necessarily converge in a finite number of steps since there can be an infinite number of components. Figure 4 shows this behavior in a simple case.

4.2. Functions with more than two operator coefficients. Consider $T$ given as the closure of $[2.1]$ with $n > 2$. A major difference in this case is that $t_\alpha(\omega) = 0$ does not have a unique solution $\tilde{\alpha} \in \mathbb{R}^n$ for any $\omega \in C$. Hence, whether $\omega \in W_{\Omega}(T)$ or $\omega \notin W_{\Omega}(T)$ is not determined by checking if a unique point $\tilde{\alpha} \in C$ is in $\Omega$. The solvability and the solutions of $t_\alpha(\omega) = 0$ trivially coincides with the solvability and the solutions of

$$
\begin{bmatrix} f^{(1)}_R(\omega) & \ldots & f^{(n)}_R(\omega) \\ f^{(1)}_3(\omega) & \ldots & f^{(n)}_3(\omega) \end{bmatrix} \begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_n \end{bmatrix} = - \begin{bmatrix} g_R(\omega) \\ g_3(\omega) \end{bmatrix}.
$$

We will denote this system by the matrix notation:

$$
F(\omega)\tilde{\alpha} = G(\omega).
$$

Definition 4.7. Let $\Omega \subset \mathbb{R}^n$ be a closed possibly infinite set. The $m$-skeleton, $\Omega_m$ for $m = 0, \ldots, n - 1$ is then defined iteratively as follows:

Let $J_0 \subset \{1, \ldots, n\}$ be defined as in (4.2).

If $J_0 \neq \emptyset$ define

$$
\Omega_m := \Omega^+_m \cup \Omega^-_m, \quad \Omega^\pm := \{\alpha \in \Omega : \pm \alpha \in \Omega \text{ for } j \geq 0\}.
$$

If $J_0 = \emptyset$ define $\Omega_0 = \partial \Omega$ and for $m > 0$ let $\Omega_m$ denote the set of points $\tilde{\alpha} \in \Omega$ such that there is a $m$-dimensional subspace $P$ satisfying $\Omega \cap P = \{\tilde{\alpha}\}$. For convenience we define $\Omega_{-1} := \Omega$.

Definition 4.7 is a generalization of (4.3), note that $\partial \Omega = \Omega_0$. Furthermore, it follows that

$$
\Omega = \Omega_{-1} \subset \Omega_0 \subset \Omega_1 \subset \ldots \subset \Omega_{n-1}.
$$

Example 4.8. If $\Omega = \overline{B}(0,r)$, the open ball around 0 with radius $r$, then $\Omega_m = \partial B(0,r)$ for $m = 0, \ldots, n - 1$. If $\Omega = [0,r]^n$, then

$$
\Omega_m := \{\tilde{\alpha} \in \Omega : \sum_{j \in \{1, \ldots, n\} : \alpha_j \in [0,r]} 1 \geq m + 1\}, \quad m = 0, \ldots, n - 1.
$$

Lemma 4.9. Let $\Omega \subset \mathbb{R}^n$ be a closed set and $P$ a $m$-dimensional subspace, where $m \in \{0, \ldots, n - 1\}$. If $\Omega \cap P \neq \emptyset$ then $\Omega_{m-1} \cap P \neq \emptyset$. 

Proof. For $m = 0$ this is direct from definition and for $m = 1$ it follows from Lemma 4.11. Hence, for the rest of the proof, assume that $m \geq 2$.

Let $J \subset \{1, \ldots, n\}$ be defined as in (4.2) and if $J \neq \emptyset$ define

$$\Omega := \Omega^+ \cup \Omega^-,$$
$$\Omega^\pm := \{\alpha \in \Omega : \pm \alpha_{\min} \geq 0\}.$$  

By doing this iteratively we obtain some $n_2 \leq 2^n$ and $\Omega^{(i)}$, $i = 1, \ldots, n_2$ such that

$$\Omega = \bigcup_{i=1}^{n_2} \Omega^{(i)}, \quad \bigcup_{i=1}^{n_2} J_{\Omega^{(i)}} = \emptyset.$$  

Hence, there is some $i \in \{1, \ldots, n_2\}$ such that $P \cap \Omega^{(i)} \neq \emptyset$. Since $J_{\Omega^{(i)}} = \emptyset$ there is some $l = (l_1, \ldots, l_n)$, $l_j \in \{-1,1\}$ such that $\alpha_j' := \inf_{\omega \in \Omega^{(i)}} l_j \alpha_j > -\infty$.

Define for $k \in \mathbb{R}$ the $n - 1$-dimensional hypersurface

$$Q_k := \left\{ \tilde{\alpha} \in \mathbb{R}^n : \prod_{j \in \{1, \ldots, n\}} (1 + l_j \alpha_j - \alpha_j') = k \right\}.$$  

It follows that for $k < 1$ then $Q_k \cap \Omega^{(i)} = \emptyset$ and for all $k$, the set $Q_k \cap \Omega^{(i)}$ is closed and bounded. This together with that $\Omega^{(i)} \cap P \neq \emptyset$ means that there is a $k$ such that $Q_k \cap \Omega^{(i)} \cap P \neq \emptyset$ and $Q_{k'} \cap \Omega^{(i)} \cap P = \emptyset$ for all $k' < k$. Let $P'$ denote the plane that tangents $Q_k$ in some point $\tilde{\alpha} \in Q_k \cap \Omega^{(i)} \cap P$. From definition the $P'$ of $Q_k$ for each point in $\Omega^{(i)}$ is unique which implies that $\Omega^{(i)} \cap P \cap P' = \{\tilde{\alpha}\}$. Since $P \cap P' \neq \emptyset$ it follows that $P \cap P'$ is a subspace of dimension at least $m - 1$. Hence, $\Omega^{(i)} \cap P \cap P' = \{\tilde{\alpha}\}$ yields that $\tilde{\alpha} \in \Omega^{(i)}_{m-1}$. The result then follows from that $\tilde{\alpha} \in \Omega^{(i)}_{m-1} \cap P \subset \Omega_{m-1} \cap P$ due to Definition 4.7. \qed

Proposition 4.10. Let $T$ be defined as the closure of (2.1), with $n > 2$ and let $\Omega$ be a closed set satisfying $W(A_1, \ldots, A_n) \subset \Omega \subset W(A_1) \times \cdots \times W(A_n)$. Then $\omega$ belongs to the set $W_\Omega(T)$ defined in (4.1) if and only if $r := \text{ran} F(\omega) = \text{ran} [F(\omega), G(\omega)]$ and $\Omega_{n-r-1} \cap P \neq \emptyset$, where $P \subset \mathbb{R}^n$ is the $n-r$-dimensional solution subspace to (4.7).

Proof. It follows that $\omega \in W_\Omega(T)$ if and only if (4.7) is solvable in $\Omega$ which means that $\text{ran} F(\omega) = \text{ran} [F(\omega), G(\omega)]$, and $\Omega \cap P \neq \emptyset$. From Lemma 4.9 and that the dimension of $P$ is $n-r$ the result follows. \qed

Lemma 4.11. Let $\Omega \subset \mathbb{R}^n$ be a closed convex set and $P$ a $m$-dimensional subspace, where $0 \leq m \leq n - 1$. If $\partial \Omega \cap P \neq \emptyset$ then $\overline{\partial \Omega} \cap P \neq \emptyset$.

Proof. If $m = 0$ the result follows from definition. Assume that $m \geq 1$ and define $\Omega^{(i)}$ as in Lemma 4.9 which then is convex and $\partial \Omega^{(i)} \cap P \neq \emptyset$ implies that $P \neq \emptyset$.

For simplicity assume that $P = \{\tilde{\alpha} \in \mathbb{R}^n : \alpha_{m+1} = \ldots = \alpha_n = 0\}$, $\tilde{\alpha} \in \Omega^{(i)} \Rightarrow \alpha_{m+1} > 0$. Since, $\Omega^{(i)}$ is convex the problem can be written in this form in some coordinate system. Define the $m + 1$-dimensional subspace $R := \{\tilde{\alpha} \in \mathbb{R}^n : \alpha_{m+2} = \ldots = \alpha_n = 0\}$. For simplicity the notation $\tilde{\alpha} = (\alpha_1, \ldots, \alpha_{m+1})$ is used since the omitted values are always 0. Since $P \subset R$ it follows that $\Omega' := \Omega^{(i)} \cap R \neq \emptyset$.

Let $\epsilon > 0$ be some small number, then since no line is a subset of $\Omega'$ we can assume that $(0,0,\ldots,0,\alpha_{m+1}) \notin \Omega'$ for $\alpha_{m+1} < \epsilon$. Additionally, by scaling (if necessary) we can assume that $\tilde{\alpha}' \in \Omega' \cap P$ with $\alpha_1' = \ldots = \alpha_m' = 1$ and $\alpha_{m+1}' = 0$. 

Define for \((x_1, \ldots, x_m) \in [0, 1]^m\) and \(k > 0\) the continuous function
\[
y_k(x_1, \ldots, x_m) := \max (\epsilon \left(1 - 2 \sum_{j=1}^{m} \frac{(x_j - k)^2}{mk^2}\right)), 0).
\]

Define the \(m\)-dimensional set
\[
\Gamma_k := \{(\alpha_1, \ldots, \alpha_m, y_k(\alpha_1, \ldots, \alpha_m)) : (\alpha_1, \ldots, \alpha_m) \in [0, 1]^m\}.
\]

For \(k\) close to zero it follows that \((\Gamma_k \setminus P) \cap \Omega' = \emptyset\) from closedness of \(\Omega'\). Let \(k > 0\) be the smallest value such that there is some point \(\tilde{\alpha} \in (\Gamma_k \setminus P) \cap \Omega'\). Such \(k\) exists and is at most \(4 + \sqrt{2}\) since \(\tilde{\alpha}' \in (\Gamma_{4+\sqrt{2}} \setminus P) \cap \Omega'\). Then there is a subspace \(P'\) of dimension \(m\) that tangents \(\Gamma_k\) at \(\tilde{\alpha}\) that intersects only this point in \(\Omega'\) since \(\Omega'\) is convex and \(\Gamma_k\) is strictly convex on \((\Gamma_k \setminus P)\). Since \(P' \subset R\) it follows that \(P'\) intersects only one point in \(\Omega^{(i)}\).

Hence, \(\tilde{\alpha} \in \Omega^{(i)} \subset \Omega_m\) and since \(\text{dist}(P, \tilde{\alpha}) \leq \epsilon\) where \(\epsilon\) can be chosen arbitrary small we can choose \(\tilde{\alpha}\) arbitrary close to \(P\). Finally, since each such \(\tilde{\alpha}\) is in a bounded domain the limit of this construction as \(\epsilon \to 0\) exists and is a point in \(P\).

Define for \(T\) the partition of \(C\) as
\[(4.8) \quad C^i = \{\omega \in C : \text{ran } F(\omega) < 2\}, \quad C^r = C \setminus C^i.\]

This definition generalizes \((4.6)\) to the case \(n \geq 2\).

**Theorem 4.12.** Let \(T\) denote the closure of the operator function \((2.1)\), let sets of the type \(W(X, T)\) be defined by \((2.6)\) and let \(C\) denote the set where \(f(j), g\) are continuous. Let \(\Omega\) be a closed set satisfying \(W(A_1, \ldots, A_n) \subset \Omega \subset \overline{W(A_1)} \times \ldots \times \overline{W(A_n)}\) and \(\Omega_m\) be defined by Definition 4.2. Then

(i) \(W_{\Omega_{n-3}}(T) = W_{\Omega}(T)\),

(ii) \(W_{\Omega_{n-3}}(T) \cap C^i = W_{\Omega}(T) \cap C^i\),

(iii) \(W_{\text{Co}^{(i)}_{n-2}}(T) \cap C^r \cap C = \partial W_{\text{Co}^{(i)}}(T) \cap W_{\text{Co}^{(i)}}(T) \cap C^r \cap C\).

**Proof.** (i) From definition, \(\Omega_{n-3} \subset \Omega\) and thus \(W_{\Omega_{n-3}}(T) \subset W_{\Omega}(T)\). Hence, the result follows if we can show that \(W_{\Omega_{n-3}}(T) \supset W_{\Omega}(T)\). Assume \(\omega \in W_{\Omega}(T)\), then from Proposition 4.10 it follows that \((4.7)\) has a solution subspace \(P \subset R^n\) of dimension \(m \geq n - 2\) for \(\omega\) and \(P \cap \Omega \neq \emptyset\). From Lemma 4.9 it then follows that \(\Omega_{n-3} \subset P \supset \Omega_{n-3} \cap P \neq \emptyset\) and thus \(\omega \in W_{\Omega_{n-3}}(T)\).

(ii) The proof is analogous to the proof of (i) with the exception that the solution subspace \(P\) is of dimension at least \(n - 1\) which means that Lemma 4.9 guarantees a solution in the smaller set \(W_{\Omega_{n-2}}(T)\).

(iii) Assume that \(\omega \in \partial W_{\text{Co}^{(i)}}(T) \cap W_{\text{Co}^{(i)}}(T) \cap C^r \cap C\), from Proposition 4.10 there is an \(n - 2\)-dimensional space \(P \subset R^n\) such that \(t_{\tilde{\alpha}}(\omega) = 0\) for \(\tilde{\alpha} \in P\) and \(P \cap \text{Co}(\Omega) \neq \emptyset\). Since the solutions of a full rank problem is continuous in the coefficients and \(f(j)\) and \(g\) are continuous at \(\omega\), the property \(\omega \in \partial W_{\text{Co}^{(i)}}(T)\) implies that \(\partial \text{Co}(\Omega) \cap P \neq \text{Co}(\Omega) \cap \partial \text{Co}(\Omega) \cap P = \emptyset\), Lemma 4.11 then implies that \(\text{Co}(\Omega)_{n-2} \cap P \neq \emptyset\), and thus \(W_{\text{Co}^{(i)}_{n-2}}(T)\).

\(\square\)

Theorem 4.12 (iii) can not be generalized to \(C^i\) without closing \(W_{\text{Co}^{(i)}_{n-2}}(T)\) since, \(W_{\Omega}(T) \cap C^i\) is not closed in general, Remark 2.1.
Remark 4.13. If $\Omega := W(A_1, \ldots, A_n)$ is closed, then Theorem 4.12 (i), and Proposition 2.6 yields that $W_{\Omega_n \rightarrow}(T) = W_{\text{Co}(W(A_1, \ldots, A_n))}(T)$.

Example 4.14. No general equality similar Theorem 4.4 (iii) hold in the case when $n > 2$. A very simple example that visualizes this is

$$T(\omega) := \omega^3 + \omega^2 A_1 + \omega A_2 + A_3,$$

where $W(A_1) \times W(A_2) \times W(A_3) \times [0, 1]^3$. It then follows that $C^i = \mathbb{R}$, $C^r = \mathbb{C} \setminus \mathbb{R}$, $H = \mathbb{C}$ and that $\Omega_1$ consist of the edges of the cube $[0, 1]^3$. Hence, $i/2 \in W_{\Omega_1}(T) \cap C^r$ since $i/2 \in C^r$ is a root of $\omega^3 + \omega^2$ and $(0, 1/4, 0) \in \Omega_1$. However $i/2 \notin \partial W_{\Omega_1}(T)$ as can be seen in Figure 3.

Conversely, there are non-trivial cases when $W_{\text{Co}(\Omega_1\rightarrow)}(T) \cap C^r \cap H = \partial W_{\Omega_1}(T) \cap C^r \cap H$, with $n > 2$.

5. Resolvent estimate

In this section we present enclosures of the $\epsilon$-pseudonumerical range and upper estimates on the norm of the resolvent for the closure of (2.1), which is a generalization of the results in [ET17 Section 4]. The $\epsilon$-pseudospectrum, $\sigma^\epsilon(T)$, $\epsilon > 0$ of an operator function $T$ is usually defined as $\omega \in \mathbb{C}$ such that $\omega \in \sigma(T)$ or $\|T(\omega)^{-1}\| > \epsilon^{-1}$. However, there is a number of equivalent definitions of $\sigma^\epsilon(T)$. For this section the most suitable definition is:

$$\sigma^\epsilon(T) := \sigma(T) \cup \{\omega \in \mathbb{C} \setminus \sigma(T) : \exists u \in \mathcal{D}(T(\omega)) \setminus \{0\}, \|T(\omega)u\|/\|u\| < \epsilon\}.$$ 

Pseudospectrum and resolvent estimates are useful in describing how well-behaved the operator $T(\omega)^{-1}$ is for $\omega \in \mathbb{C} \setminus \sigma(T)$, for further reading see [TE05]. This is related to the $\epsilon$-numerical range given in Definition 5.1 [ET17 Definition 4.1].

Definition 5.1. For an operator function $T : \mathcal{C} \to \mathcal{L}(\mathcal{H})$ we define the $\epsilon$-pseudonumerical range as the set

$$W^\epsilon(T) := W(T) \cup \{\omega \in \mathbb{C} \setminus W(T) : \exists u \in \mathcal{D}(T) \setminus \{0\}, \langle T(\omega)u, u \rangle/\|u\|^2 < \epsilon\}.$$ 

If $T(\omega) = \hat{T} - \omega$ then Definition 5.1 simplifies to

$$W^\epsilon(T) := W(T) \cup \{\omega \in \mathbb{C} \setminus W(T) : \exists \omega_0 \in W(T) : |\omega - \omega_0| < \epsilon\},$$

and thus the definition of the $\epsilon$-pseudonumerical range is trivial for linear operator functions.

The property $\|T(\omega)u\|/\|u\| \geq \|T(\omega)u, u\|$ for $u \in \mathcal{D}(T)$ yields that $W^\epsilon(T) \setminus \sigma(T) \supset \sigma^\epsilon(T) \setminus \sigma(T)$. Hence, $\epsilon$-pseudonumerical range yields an upper estimate on the norm of the resolvent in $\mathbb{C} \setminus W^\epsilon(T)$.

However, just as in the case of numerical range, computing $W^\epsilon(T)$ explicitly for a general operator function is not possible. For $T$ defined as the closure of (2.1), $t_\tilde{\alpha}$ defined in (2.5), and a given set $X \subset \mathbb{R}^n$, let $W_X^\epsilon(T) \subset \mathbb{C}$ denote the set

$$W_X^\epsilon(T) := \{\omega \in \mathbb{C} : \exists \tilde{\alpha} \in X, |t_\tilde{\alpha}(\omega)| < \epsilon\}.$$ 

Lemma 5.2. Let $T$ be defined as the closure of (2.1), $W(\hat{A})$ denote the joint numerical range of $A_1, \ldots, A_n$ and $W^\epsilon_{W(\hat{A})}(T)$ be a set on the form (5.1). Then $W^\epsilon(T) = W^\epsilon_{W(\hat{A})}(T)$.
Figure 3. The inner part denotes $W_{Ω}(T)$ where the bright lines
denote $W_{Ω_1}(T)$. The outer area denote $W^\pm_{Ω_1}(T)$. Here, $T(ω):=ω^3+ω^2A_1+ωA_2+A_3$, with $Ω = W(A_1)×W(A_2)×W(A_3) = [0, 1]^3$.

Proof. From that $D(\tilde{A}) < D(T(ω))$ it follows that $W^*(T) ⊃ W^*_{W(\tilde{A})}(T)$, so only
the converse has to be proven. Assume that $ω ∈ W^*(T)$ then there is some unit
vector $u ∈ D(T)$ such that $⟨T(ω)u, u⟩ = ε$ where $|ε| < ε$. Since $D(\tilde{A})$ is dense
in $H$ it follows that there is a sequence $\{v_i\}_{1=1}^\infty ∈ D(\tilde{A})$ of unit vectors such that
$v_i → u$ and $⟨T(ω)v_i, v_i⟩ → ε$. Hence, by choosing $i$ large enough it follows that
$|⟨T(ω)v_i, v_i⟩| < ε$. Define $\tilde{α} = (∥A_1v_i, v_i⟩, \ldots , ∥A_nv_i, v_i⟩) ∈ W(\tilde{A})$, then $|t_{\tilde{α}}(ω)| < ε$, which implies that $ω ∈ W^*_{W(\tilde{A})}(T)$. Therefore $W^*(T) ⊂ W^*_{W(\tilde{A})}(T)$ and the result follows.

Lemma 5.2 states that $W^*_{W(\tilde{A})}(T)$ is the $ε$-pseudounumerical range of $T$, (5.1),
despite that $W(T) ≠ W^*_{W(\tilde{A})}(T)$ in general. Hence, for the operator function $T$
defined as the closure of (2.1) and $Ω ⊃ W(A_1, \ldots , A_n)$ the set
\begin{equation}
W^*_{Ω}(T) = W_{Ω}(T) ∪ \{ω ∈ C\setminus W_{Ω}(T) : ∃\tilde{α} ∈ Ω, |t_{\tilde{α}}(ω)| < ε\},
\end{equation}
gives an enclosure of $W^*(T)$, where $t_{\tilde{α}}$ is given by (2.5).

If $Ω$ is a bounded set and $f^{(j)}, g, j = 1, \ldots , n$ are continuous it follows that
\begin{equation}
∂W^*_{Ω}(T) ⊂ \{ω ∈ C : \inf_{α ∈ W(Ω)} |t_{\tilde{α}}(ω)| = ε\},
\end{equation}
with equality if they are holomorphic and linearly independent. However, if $Ω$ is
unbounded then the sequence $\{\tilde{α}^{(i)}\}_{i=1}^{∞} ∈ Ω$ such that $|t_{\tilde{α}^{(i)}}(ω)| → ε$ is not always
convergent. The results in Theorem 5.3 (iii), (iv) are generalizations of (5.3) to
unbounded $Ω$. 
Theorem 5.3. Let $T$ denote the closure of \((2.1)\) and sets of the type $W^r_\omega(T)$ be defined by \((5.1)\), let $\Omega$ be a closed set satisfying $W(A_1, \ldots, A_n) \subset \Omega \subset \overline{W(A_1)} \times \ldots \times \overline{W(A_n)}$ and let $\Omega_m$ be defined by Definition 4.7. Furthermore, denote by $C$ the set where $f^{(j)}_g$, $j = 1, \ldots, n$ are continuous, and $H$ as the set where they are holomorphic and linearly independent. If either $n = 2$ or $\Omega$ is convex or bounded define $m := n - 2$, otherwise define $m := n - 3$. Then

(i) $W^r_{\Omega_m}(T) \setminus W_\Omega(T) = W^r_{\Omega}(T) \setminus W_\Omega(T)$,

(ii) $W^r_{\Omega_{n-2}}(T) \cap C^i \setminus W_\Omega(T) = W^r_{\Omega}(T) \cap C^i \setminus W_\Omega(T)$,

(iii) $\{ \omega \in \partial W^r_\Omega(T) \cap C : \epsilon' > \epsilon, \omega \notin \partial W^r_\Omega(T) \} \subset \{ \omega \in C : \inf_{\alpha \in \Omega} |t_{\alpha}(\omega)| = \epsilon \}$,

(iv) $\{ \omega \in \partial W^r_\Omega(T) \cap H : \epsilon' > \epsilon, \omega \notin \partial W^r_\Omega(T) \} = \{ \omega \in H : \inf_{\alpha \in \Omega} |t_{\alpha}(\omega)| = \epsilon \}$.

Proof. (i)-(ii) From definition it follows that $W^r_{\Omega_m}(T) \setminus W_\Omega(T) \subseteq W^r_{\Omega}(T) \setminus W_\Omega(T)$. Assume that $\omega \in W^r_{\Omega_m}(T) \setminus W_\Omega(T)$, then for some $\alpha \in \Omega$, $t_{\alpha}(\omega) = \epsilon$ where $0 < |\omega| < \epsilon$. Then similar to Proposition 4.10 there is a space $P \subseteq \mathbb{R}^n$ such that $t_{\alpha}(\omega) = \epsilon$ for $\alpha \in P$, where the dimension of $P$ is $n - 2$ if $\omega \in C^r$ and at least $n - 1$ if $\omega \in C^i$. From Lemma 4.9 it follows that $\omega \in W^r_{\Omega_{n-2}}(T) \setminus W_\Omega(T)$ if $\omega \in C^r$ and $\omega \in W^r_{\Omega_{n-2}}(T) \setminus W_\Omega(T)$ if $\omega \in C^i$ similar to Theorem 4.12 (i)-(ii). This proves (ii) and also and implies (i) when $\omega \in C^i$ or $m = n - 3$.

Hence, we only have to show the result for $\omega \in C^r$ and $m = n - 2$. It follows similar to Proposition 4.10 that for all $r \in [0, 1]$ there is a $n - 2$-dimensional solution space $P_r \subseteq \mathbb{R}^n$ such that $t_{\alpha}(\omega) = \epsilon$ for $\alpha \in P_r$. From construction these spaces are parallel. There are three cases to investigate: $n = 2$, $\Omega$ is convex or $\Omega$ is bounded. Define $\Omega^{(i)}$ as in the proof of Lemma 4.9 such that $P_r \cap \Omega^{(i)} \neq \emptyset$. Since $\omega \notin W^r_\Omega(T)$ it follows that $P_0 \cap \Omega^{(i)} = \emptyset$.

Assume that $n = 2$. Then it follows that $P_r$ is only a point for all $r \in [0, 1]$. Hence there is a $r' \in [0, 1]$ such that $P_r = \{ \alpha' \} \subseteq \partial \Omega \subseteq \Omega$ and the result follows in this case since $|t_{\alpha'}(\omega)| = |r'\epsilon| < \epsilon$. Hence, in the following assume that $\Omega$ is either bounded or convex.

Similar to the proof of Lemma 4.11 we assume that $P_r = \{ \alpha \in \mathbb{R}^n : \alpha_n = r, \alpha_n = 0 \}$, which will be true in some coordinate system. Define the $n - 1$-dimensional subspace $R := \{ \alpha \in \mathbb{R}^n : \alpha_n = 0 \}$, and use the notation $\tilde{\alpha} = (\alpha_1, \ldots, \alpha_{n-1})$ for $\alpha \in R$. Define $\Omega' := \Omega^{(i)} \cap R$, which then is non-empty.

Assume that $\Omega$ is bounded, then $\Omega'$ is bounded as well. Define for $\epsilon > 0, k \geq 0$ and for real $x_j, j = 1, \ldots, n - 2$ the function

$$y_k(x_1, \ldots, x_{n-2}) = k + \epsilon \sum_{j=1}^{n-2} x_j^2,$$

and the $n - 2$-dimensional surface in $R$

$$\Gamma_k := \{ (\alpha_1, \ldots, \alpha_{n-2}, y_k(\alpha_1, \ldots, \alpha_{n-2})) : (\alpha_1, \ldots, \alpha_{n-2}) \in \mathbb{R}^{n-2} \}.$$

For each $\epsilon > 0$, the surface $\Gamma_k$ has a unique tangent. Furthermore, if $\epsilon$ is small enough then $\Gamma_0 \cap \Omega' = \emptyset$ since $\Omega'$ is bounded. For each small $\epsilon > 0$ there is a unique $k \leq 1$ such that there is an $\alpha' \in \Gamma_k \cap \Omega'$ and $\Gamma_k \cap \Omega' = \emptyset$ for $k' < k$. It also follows that if $\epsilon > 0$ is small enough then $|t_{\alpha'}(\omega)| < \epsilon$ and the tangent plane of $\Gamma_k$ at $\alpha'$ does not intersect any other point in $\Omega'$, since $\Gamma_k$ is close to the plane $P_k$.

The result then follows from that $\Omega' \subseteq \Omega^{(i)}$.

Assume that $\Omega$ is convex, then $\Omega'$ is convex as well. If there is some smallest $r' \in (0, 1)$ such that $P_{r'} \cap \Omega' \neq \emptyset$ then Lemma 4.11 implies that there is some
\(\tilde{\alpha}' \in \Omega_{n-2}\) such that \(|t_{\tilde{\alpha}}(\omega)| < \epsilon\) due to \(t\) being continuous in \(\tilde{\alpha}\). Hence, we only have to show the result when no such \(r'\) exists. In that case there is a largest \(r'\) such that \(P_{r'} \cap \Omega' = \emptyset\). The distance between \(P_{r'}\) and \(\Omega'\) must then be 0 due to continuity. Choose a point in \(\tilde{\alpha}' \in \partial \Omega'\) such that \(\text{dist}(P_{r'}, \tilde{\alpha}') < \epsilon'\) for some \(\epsilon' > 0\). Let \(P'\) denote a \(n-2\)-dimensional hyper plane that tangents \(\Omega'\) at \(\tilde{\alpha}'\), (if \(\Omega'\) is smooth at that point this tangent is unique). Hence, Lemma 4.11 implies that \(\overline{\Omega'_{n-2} \cap P'} \neq \emptyset\). From the construction at least one point in \(\tilde{\alpha} \in \Omega'_{n-2} \cap P'\), must satisfy \(\text{dist}(P_{r'}, \tilde{\alpha}) \leq \epsilon'\). Hence, if \(\epsilon' < r' - 1\) then \(|t_{\tilde{\alpha}}(\omega)| < \epsilon\), and the result follows from that \(\Omega' \subseteq \Omega^{(\epsilon)}\) (iii) Assume that \(\omega \in \{\omega \in \partial W_{\Omega}^{\prime}(T) \cap C : \epsilon' > \epsilon, \omega \notin \partial W_{\Omega}^{\prime}(T)\} \subseteq \{\omega \in H : \inf_{\alpha \in \Omega} |t_{\tilde{\alpha}}(\omega)| = \epsilon\} \Rightarrow \) follows directly from \(H \subseteq C\) and (iii). Assume that \(\inf_{\alpha \in \Omega} |t_{\tilde{\alpha}}(\omega)| = \epsilon\) and let \(\tilde{\alpha}^{(1)} \in \Omega\) be a sequence in \(\Omega\) such that \(|t_{\tilde{\alpha}^{(1)}}(\omega)| \rightarrow \epsilon\). Since \(\epsilon > 0\) and \(t_{\tilde{\alpha}^{(1)}}\) is non-constant and holomorphic around \(\omega\), the minimum modulus principle states that for each neighborhood \(N\) of \(\omega\), there is a \(\omega^{(i)} \in N\) such that \(\epsilon^{(i)} := |t_{\tilde{\alpha}^{(i)}}(\omega^{(i)})| < |t_{\tilde{\alpha}^{(i)}}(\omega)|\). Additionally since \(f^{(j)}, g, j = 1, \ldots, n\) are linearly independent \(t_{\tilde{\alpha}^{(i)}}\) does not approach a function locally constant \(\epsilon\) around \(\omega\). This implies that \(\omega^{(i)} \in N\) can be chosen such that \(\epsilon^{(i)} < \epsilon\) for \(i\) large enough and thus \(\omega^{(i)} \in \Omega^{\prime}_{\epsilon} (T)\). \(N\) can be chosen arbitrary small which implies that \(\omega \in \partial W_{\Omega}^{\prime}(T)\). Additionally for each \(\epsilon' > \epsilon\), there is neighborhood \(N'\) of \(\omega\) and an \(i\) such that \(|t_{\tilde{\alpha}^{(i)}}(\omega'))| < \epsilon'\) for \(\omega' \in N'\). Hence, \(\omega \notin \partial W_{\Omega}^{\prime}(T)\). This proves \(\{\omega \in \partial W_{\Omega}^{\prime}(T) \cap H : \epsilon' > \epsilon, \omega \notin \partial W_{\Omega}^{\prime}(T)\} \subseteq \{\omega \in H : \inf_{\alpha \in \Omega} |t_{\tilde{\alpha}}(\omega)| = \epsilon\}\), and (iv) follows. \(\square\)

**Remark 5.4.** In Theorem 5.3 (iii), (iv) it is equivalent to verify that \(\omega \notin \partial W_{\Omega}^{\prime}(T)\) as \(\epsilon' \rightarrow \epsilon\) from above due to monotonicity. Hence, these sets can be defined as limits.

**Remark 5.5.** From Theorem 4.12 (i) and Theorem 5.3 (i) it follows that \(W_{n-3}^{\prime}(T) = W_{\Omega}^{\prime}(T)\).

Consider \(F(\omega)\) and \(G(\omega)\) defined in (4.7) and define \(\epsilon_\omega\) as the least squares solution:

\[(5.4) \quad \epsilon_\omega := \inf_{\alpha \in \Omega} |t_{\tilde{\alpha}}(\omega)| = \inf_{\alpha \in \Omega} \|F(\omega)\tilde{\alpha} - G(\omega)\|.
\]

By solving the finite dimensional least squares problem (5.4) an estimate of the resolvent of \(T(\omega)\) is given in Proposition 5.6.

**Proposition 5.6.** Let \(T\) be defined as the closure of \((2.1)\) and \(W_{\Omega}^{\prime}(T)\) be defined by \((5.2)\), where \(\Omega\) is a closed set satisfying \(W(A_1, \ldots, A_n) \subseteq \Omega \subseteq W(A_1) \times \cdots \times W(A_n)\). Denote by \(\epsilon_\omega\) the least squares solution (5.4). Then \(\omega \in W_{\Omega}^{\prime}(T)\) for \(\epsilon > 0\) if and only if \(\epsilon_\omega < \epsilon\). Further, for \(\omega \in C \backslash W_{\Omega}^{\prime}(T)\) the resolvent estimate \(\|T(\omega)^{-1}\| \leq \epsilon_\omega^{-1}\) holds.

**Proof.** From the definition of \(\epsilon\)-pseudonumerical range, \((5.2)\), it follows directly that \(\omega \in W_{\Omega}^{\prime}(T)\) if and only if \(\epsilon > \epsilon_\omega\). Further, for all \(u \in \mathcal{D}(T(\omega))\), \(\|T(\omega)u\|/\|u\| \geq \|T(\omega)u, u\|/\|u\|^2 \geq \epsilon_\omega\), which yields that \(\|T(\omega)^{-1}\| \leq \epsilon_\omega^{-1}\). \(\square\)
Figure 4. Define the operator function $T(\omega) := A_1 \sin \frac{1}{\omega} + A_2 + \omega^2$ on $\mathcal{C} := \mathbb{C} \setminus \{0\}$ with $W(A_1) = (-\infty, \infty)$ and $W(A_2) = [0, 4/25]$. In the Figure, $W_\Omega(T)$, $\Omega := (-\infty, \infty) \times [0, 4/25]$ is visualized in dark red and the rest shows an estimate of $\|T(\omega)^{-1}\|$.
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