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Abstract

Since the prevalence of COVID-19, the virus has spread all over the world. A large number of people have been infected and died, and countries all over the world have experienced the most severe crisis. Vaccination can effectively resist the virus. However, it does not mean that vaccination can suppress virus spread completely. Hence, wearing a mask correctly and keeping the social distance become emergency methods for reducing the risk of infection. This paper proposes an AI-based prevention embedded system against COVID-19 in daily life by keeping the function of the emergency method. The system consists of two functions, mask-wearing-status detection, and social-distance measurement. Mask-wearing-status detection employs YOLO and realizes the detection and classification of three mask-wearing-status, corrected-wearing, non-corrected-wearing, and without-wearing. Social-distance measurement equips a depth camera for measuring the distance between humans. The system gives an alert when people do not wear a mask correctly or do not keep their social distance. The system has been implemented on Jetson-nano, a compact embedded board, and achieves 6 fps. The experimental results also show that the mask-wearing-status detection accuracy archives at 93.21% and the error of social-distance measurement are within 3 cm, which have proved the effectiveness of the system.
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1. Introduction

COVID-19 has swept the world again in 2021. Preventing the spread of the epidemic and vaccination are effective ways to reduce mortality and protect people in safety [1]. However, because of the unbalanced distribution of vaccines, some countries cannot be vaccinated normally. Furthermore, mutant strains of COVID spread diminish the effectiveness of the vaccine. Therefore, preventing the spread of the COVID-19 has become the priority[2].
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Researchers show that wearing a mask and keeping social distance are effective ways to reduce COVID-19 spread and protect people. Some regions and countries stipulate wearing-mask and keeping social distance. However, people often forget these regulations when they enjoy something. With the rapid development of artificial intelligence (AI) technology, the deep learning models have been applied in lots of research fields such as cultural heritage protection [3], environmental protection [4], and so on. It also means the AI technology has become a trend to automatical monitoring mask-wearing status and social-distance [5]. This article proposes an AI-based COVID-19 prevention system, which equips two functions: mask-wearing-status detection, and social-distance measurement. The first function uses YOLOv4-tiny [19] to identify mask-wearing status: corrected-wearing, non-corrected-wearing, or without-wearing. The second function measures the social distances between human bodies. The position information of the human body is obtained by using Intel RealSense Depth Camera D435 [8]. When the social distance between human bodies which are calculated by the system, is less than 1 m, the system gives a prompt warning. Furthermore, for compacting the deep learning models on Jetson-nano, a compact embedded board, the YOLO model is optimized by quantization.

The two major contributions of this paper are as follows:

- Social-distance measurement is added to remind indoor people to keep a certain distance to avoid gathering.
- The trained model is quantified and implemented on Jetson-nano, which can be efficiently deployed in indoor venues such as conference rooms.

The remaining part of this paper is organized as follows. Section 2 introduces the current research on mask-wearing-status detection, as well as the related detection based on YOLO. The proposed AI-based prevention embedded system is introduced in section 3. The experimental conditions and results are shown in section 4. Finally, we conclude the paper in section 5.

2. Related work

In recent years, the target detection algorithm has made great breakthroughs. There are two popular algorithms. One algorithm is based on classification, which obtains the candidate at first and then does classification, such as R-CNN [9], Fast R-CNN [10] [11]. This algorithm has high accuracy, unfortunately, with slow speed; The other algorithm is based on the regression algorithm which does not need to search for candidate regions and directly performs detection and classification, such as YOLO [12], and SSD [13]. This method is fast, only lost a little accuracy. Hence, this paper employs the YOLO for detection.

Since the outbreak of the COVID-19, researchers try to realize mask-wearing-status detection for reducing the COVID-19 spread and protecting people. [14] proposed the RETINAFACE algorithm-based method, which effectively realizes the mask-wearing detection, only judging whether the mask is worn correctly. [1] proposed a novel dataset and two different methods to detect masked or unmasked faces in real-time. These methods are based on the SSD, which introduce a channel attention mechanism to improve the ability of the model to express salient features and strengthen the ability to detect masks [15].

[16] used eight variants of the YOLO algorithm to determine its effectiveness. The results show that original YOLOv4 achieved an mAP value of 71.69% which was the highest among all the original YOLO variants, YOLOv4-tiny achieved an mAP value of 57.71% which was the highest among all tiny variants. It is proved that YOLOv4 and YOLOv4-tiny are efficient in YOLO series algorithms. [17] proposed a new approach to mask-wearing-status detection by replacing Mask-R-CNN with a more efficient model “YOLO” to increase the processing speed of real-time mask-wearing-status detection and not compromise on accuracy.

3. AI-based prevention embedded system

Figure 1 shows the overview of the proposed system which consists of three stages: Primarily, YOLOv4-tiny is trained for generating a mask-wearing-status detection model with three statuses. Furthermore, the Intel RealSense Depth Camera D435 is used to obtain real-time videos and provide in-depth information about indoor personnel. The video information is used for mask-wearing-status detection through a quantified detection model, and depth information is used to monitor the social distance between indoor people. The system is implemented on Jetson-nano.
3.1. Mask-wearing-status detection based on YOLOv4-tiny

YOLO, which regards target detection as a regression problem, is an effective real-time target detection algorithm. In the evaluation process of YOLO, the neural network directly obtains the position, categorizes all of the objects and the corresponding confidence probability from the image with a high speed. YOLOv4 [18], which is based on YOLO target detection architecture and launched recently, adopts the best optimization strategy at present in the field of CNN and finally improves performance and speed.

In practical applications, due to the limited computing resources, many researchers have proposed lightweight target detection algorithms to meet the demand for real-time detection on mobile devices. YOLOv4-tiny [19] is a lightweight model version of YOLOv4. The model takes less computation and memory resources and thus achieves high speed. Since the final model in this study is to be deployed on Jetson-nano, this article takes the lightweight YOLOv4-tiny for model training.

3.2. Social-distance measurement

The Intel RealSense Depth Camera D435 is a stereo solution, which provides the depth value of the object with high precision. The sensor offers quality depth for multiple applications with a range of up to 10 m.

The depth pixel value $Y$, which can be obtained from the depth camera, is the vertical distance from the parallel plane of the sensor to the object and not the absolute range $R$ from the sensor to the object, as Fig. 2 illustrates. The resolution of the depth field of view (FOV) at any distance is $1280(resolution_w) \times 720(resolution_h)$. The degrees of the depth FOV are $\rho_H$ in horizontal and $\rho_V$ in vertical.

Assuming that there are two objects A and B detected as Fig. 3 shows. Let $FOV1(Owh)$ and $FOV2(O'w'h')$ denote the depth FOV where objects A and B are located. The pixel coordinates of the two objects can be expressed as $(w_A, h_A)$ and $(w_B, h_B)$ in $FOV1$ and $FOV2$ respectively, which can be got from the sensor. Let $y_A$ and $y_B$ denote the depth pixel values of objects A and B.

The actual width of $FOV1$ and $FOV2$ can be calculated as follows:

$$FOV1(w) = y_A \times tan\left(\frac{\rho_H}{2}\right) \times 2$$  \hspace{1cm} (1)

$$FOV2(w) = y_B \times tan\left(\frac{\rho_H}{2}\right) \times 2$$  \hspace{1cm} (2)
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The Intel RealSense Depth Camera D435 is a stereo solution, which provides the depth value of the object with high precision. The sensor offers quality depth for multiple applications with a range of up to 10 m. The depth pixel value \( Y \), which can be obtained from the depth camera, is the vertical distance from the parallel plane of the sensor to the object and not the absolute range \( R \) from the sensor to the object, as Fig. 2 illustrates. The resolution of the depth field of view (FOV) at any distance is \( 1280 \times 720 \). The degrees of the depth FOV are \( \rho_H \) in horizontal and \( \rho_V \) in vertical.
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x_A = (w_A - \text{resolution}_w) \times \frac{\text{FOV}_1(w)}{\text{resolution}_w}
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\[
x_B = (w_B - \text{resolution}_w) \times \frac{\text{FOV}_2(w)}{\text{resolution}_w}
\]

The distance from object A to object B can be converted to the length \( D \) in the XY plane, as Fig. 4 shows. Length \( D \) can be calculated as follows:

\[
D = \sqrt{l_1^2 + l_2^2} = \sqrt{[y_A - y_B]^2 + [x_A - x_B]^2}
\]

3.3. Quantification and deployment

The life cycle of deep learning model development includes five parts: target confirmation, task modeling, data acquisition and annotation, model training, and model deployment. Model deployment is key to the process of model
development. Deploying the trained mask-wearing-status detection model on Jetson is a very critical step. The model trained by YOLOv4-tiny reaches 11 \(fps\) on Jetson-nano. However, in actual operation, higher speed is required to ensure real-time detection. In this paper, Tensor RT introduced by NVIDIA is used to accelerate the reasoning and quantification of the model, which greatly improves the running speed.

Tensor RT is a high-performance neural network inference engine, which is used to deploy deep learning applications for the production environment and can provide maximum inference throughput and efficiency. The engine optimizes the floating-point trained neural networks (usually using 32-bit or 16-bit data) into precision int 8 models with acceptable accuracy loss by quantization, thus achieving the purpose of accelerating the inference process. After the quantization operation, the model reached a speed of 20 \(fps\) on Jetson-nano and increased by 9 \(fps\) compared with the original model.

4. Evaluation

4.1. Dataset

The Face Mask Detection dataset\(^1\) is adopted in this paper. The dataset contains 853 images belonging to 3 classes (corrected-wearing, non-corrected-wearing, and without-wearing). Among them, there are 708 images of corrected-wearing, 59 images of non-corrected-wearing, 86 images of without-wearing. At the same time, there are multiple targets of different categories for some images.

4.2. Experimental result

During the experiment, the distance between two people is measured and compared with the actual distance measured manually. For each distance, two people change with three mask states. The experimental results are compared with the actual status. The results are shown in Table 1 and Table 2.

In Table 1 and Table 2, 0° means horizontal to the sensor direction, and the other angle values indicate the angle of counterclockwise rotation from 0°. Table 1 shows the absolute error between the actual value and the measured value of distance detection.

Table 1. Social-distance detection error(cm).

| Distance | 0.5 | 0.8 | 1  | 1.2 | 1.5 | 1.8 | 2  | 2.5 | 3  | Average |
|----------|-----|-----|----|-----|-----|-----|----|-----|----|---------|
| 0°       | 0.2 | 0.8 | 0  | 2   | 2   | 0.15| 0.2| 1   | 0.13| 0.72    |
| 45°      | 0.8 | 0.5 | 1  | 2.4 | 2   | 1   | 1.3| 0.9 | 1.6 | 1.28    |
| 135°     | 0.4 | 4   | 2.5| 1.2 | 8   | 8.8 | 12 | 10  | 2   | 5.43    |

Table 2. Mask-wearing-status detection accuracy(%).

| Distance | 0.5 | 0.8 | 1  | 1.2 | 1.5 | 1.8 | 2  | 2.5 | 3  | Average |
|----------|-----|-----|----|-----|-----|-----|----|-----|----|---------|
| 0°       | 100 | 100 | 100| 100 | 83.33| 100 | 100| 100 | 100| 98.15   |
| 45°      | 100 | 100 | 100| 100 | 83.33| 83.33| 66.67| 83.33| 66.67| 88.89   |
| 135°     | 100 | 66.67| 83.33| 100 | 83.33| 100 | 100| 100 | 100| 92.59   |

4.3. Discussion and future work

The experimental results show that the detection speed of the model before quantization is 11 \(fps\), and the speed after quantization is increased to 20 \(fps\). With the addition of ranging monitoring, the overall system detection speed is 6 \(fps\), which fits human senses. The system can detect the mask-wearing-status in the crowd and the social distance between people in real-time, with the mask-wearing-status detection accuracy of 93.21% and the social-distance

\(^1\) https://www.kaggle.com/andrewmvd/face-mask-detection
measurement error is no more than 3 cm. In future work, this research plans to construct a new dataset that can detect the distance between people when the human body is facing away from the detection device.

5. Conclusion

At present, COVID-19 is spreading faster and faster. The infected population has broken through historical data day by day and hit a new height. Effective ways to prevent the virus from spreading include vaccines, wearing masks, being less outgoing, and gathering. This paper develops an AI-based prevention embedded system against COVID-19 in daily life. Initially, YOLOv4-tiny is adopted as the mask-wearing-status detection model and trained with three states. Additionally, Intel RealSense Depth Camera D435 is used to get real-time videos and provides in-depth information about indoor people as well. Video information is used to effectively detect mask-wearing status. The depth information is used to monitor the social distance of indoor people. The system makes an alert in cases that the distance between the crowd is less than 1 m, someone does not wear a mask or wears a mask incorrectly. Eventually, the mask-wearing-status detection model is quantified by TensorRT and deployed on Jetson-nano. The system can detect the mask-wearing status in the crowd with high accuracy of 93.21% and the social distance between people in real-time with an error of less than 3 cm, and can be deployed conveniently and quickly in the process of resuming work and production.
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