On the interactions of vorticity, divergence and deformation in a meso-α-scale vortex
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Abstract
Vorticity, divergence and deformation are three differentiation properties of the air flow. In this paper, by deriving the tendency equations of squared vorticity (SV), squared divergence (SD) and squared deformation (SE), it is found that the three properties can interact with each other through the terms with opposite signs in the equations. These opposite-sign terms permit a quantitative discussion on the interactions between vorticity, divergence and deformation, and the role of these interactions on weather developments. The corresponding framework is first applied to investigate the development of an extratropical meso-α-scale cyclonic vortex in China. Through diagnosing the SV equation and the interactive terms in the vortex event, it is found that the interaction between SV and SD was the controlling factor for the evolution of the vortex. The transition of SD–SV can intensify the vortex, while the transition of SV–SD causes the vortex to die out. This is consistent with the relation between vorticity and divergence that has been obtained from the vertical vorticity equation. Apart from this, a new finding is that deformation also plays a role in influencing the vortex development. On one hand, deformation can interact with vorticity to affect the vortex directly. On the other hand, deformation interacts with divergence and influence the vortex development in an indirect way. These results provide a new insight on the vortex development which is worth further investigating in the future.

1 Introduction
Research on winds has been central to learning about the rules governing the evolution of weather systems, which is regarded as fundamental for the advancement of weather forecasting. Taking the first two terms in a Taylor’s series expansion of the horizontal wind field \((u, v)\) about a fixed point \((x_0, y_0)\) obtains (Petterssen 1956; Dutton 1976; Bluestein 1992; Gao 2007)

\[
\begin{pmatrix}
u \\ u 
\end{pmatrix}_{x,y} = \begin{pmatrix}
u \\ u 
\end{pmatrix}_{x_0,y_0} + \begin{pmatrix}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} \\
\frac{\partial v}{\partial x} & \frac{\partial v}{\partial y}
\end{pmatrix}_{x_0,y_0} \begin{pmatrix}x-x_0 \\ y-y_0 \end{pmatrix}.
\]

(1)

In Eq. (1), the first term represents a rigid body translation. The second term, which is associated with the gradient of the displacement, gives the shape change of the horizontal wind and is referred to as velocity gradient tensor (e.g. Schielicke et al. 2016). The velocity gradient tensor can be separated into several parts:

\[
\begin{pmatrix}
u \\ u 
\end{pmatrix}_{x,y} = \begin{pmatrix}
u \\ u 
\end{pmatrix}_{x_0,y_0} + \frac{1}{2} \begin{pmatrix}
D + E_{sh} & E_{sh} - \zeta \\
\zeta + E_{sh} & D - E_{st}
\end{pmatrix}_{x_0,y_0} \begin{pmatrix}x-x_0 \\ y-y_0 \end{pmatrix},
\]

(2)

where \(\zeta = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}\) is the vertical vorticity, \(D = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}\) is the divergence, and \(E_{sh} = \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y}\) and \(E_{st} = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}\) are the shear and stretching deformation, respectively. Unlike vorticity or divergence, the shearing deformation and stretching deformation are not invariant under coordinate transformations. The total deformation \(E = \sqrt{E_{sh}^2 + E_{st}^2}\), however, is invariant (Bluestein 1992). The vorticity, divergence and deformation, respectively, describe the changes of the angle,
area and shape of the continuous atmosphere, denoting the differentiation properties of the motion. These different properties of motion bear significant relations with the evolution of weather systems, as demonstrated by numerous observational and theoretical studies.

The vorticity, apart from being used directly to measure and identify the vortex system (Sadarjoen and Post 2000; Hoskins and Hodges 2002; Luo and Dai 2008), is also involved in the potential vorticity theorem to explain the dynamics of cyclogenesis, the interactions between the upper-level and lower-level atmosphere, tropical cyclogenesis and the long-term maintenance of mesoscale convective systems (MCSs) (Danielsen 1968; Hoskins et al. 1985; Haynes and McIntyre 1987; Raymond and Jiang 1990; Davis and Emanuel 1991; Montgomery and Enagionio 1998), barotropic instability (Mak and Cai 1989), and the turbulence dynamics due to the conservation property of vorticity in a barotropic non-divergent environment (Okubo 1970; Weiss 1991; Rozoff et al. 2006; Wang 2008). The divergence, based on the continuity equation, seems highly relevant for the phenomena with vertical motion, such as the initiation or intensification of convection due to moisture accumulation, the pumping effect, or passage of gravity waves (Uccellini and Koch 1987; Ziegler et al. 1997; Kalthoff et al. 2009; Ueno et al. 2009; Masunaga 2013). In addition, it is also a basis for nonlinear balance theory, which is often used to study the inner dynamics of the evolution of MCSs or the diagnosis of the existence of gravity waves (Raymond and Jiang 1990; Olsson and Cotton 1997; Zhang 2004; Raymond 2006). Compared to the vorticity and divergence, the effects of deformation on the development of weather systems are less frequently considered and applied. In atmospheric dynamics, deformation is mainly related to frontogenesis according to the well-known theorem that deformation drives frontogenesis when the angle between the dilatation axis and the isentropes is less than 45° (Petterssen 1956; Stone 1966; Keyser and Pecnick 1985; Keyser et al. 1988). Mak and Cai (1989) and Cai (1992) discussed the stability of the disturbance in the deformation field and found that a perturbation must be properly configured with the deformation field to optimally extract (kinetic) energy from the basic flow. Spensberger and Spengler (2014) reveals that deformation is also related to the movement and evolution of the upper-level jet streams, the orographic blocking and Rossby wave breaking through a climatology study of deformation.

While most previous studies have paid attention to the separate effects of vorticity, divergence and deformation on the evolution of weather systems, the overall roles of the three factors combined are less well studied and remain more elusive. A single quantity (vorticity, divergence, or deformation) only describes portion of the flow features, but cannot reflect the holistic structure of the flow. The vorticity, divergence and deformation of different proportions would result in different flow patterns, which then endure development of different weathers. In fact, it can be anticipated that change in one property of motion (e.g. divergence) would also cause change in other properties of motion (e.g. vorticity or deformation), considering that these three properties are differentials of the same motion. These changes would affect the structure of the flow and then weather evolutions. It is thus natural to question how the different properties of motion interact with one another and what roles these interactions play in the evolution of weather systems. On this topic, there has already been some literature concerning the interaction between vorticity and divergence. With the aid of the equations for vorticity and divergence [e.g. Eqs. (6) and (19) in Stevens (1979) and Eqs. (6.72) and (6.76) in Lv et al. (2008)], one can find vorticity involves divergence on the right-hand side of its tendency equation, while divergence also involves vorticity in its forcing term of the tendency equation. This means that, on the one hand, divergence would influence the evolution of vorticity, while on the other hand, a change in vorticity would further impact on the evolution of divergence, which is actually a feedback process (Wang and Sun 1988). However, no evident interactive terms appear in the vorticity and divergence equations, which limit a quantitative measure of the vorticity–divergence interaction and its impact on weather systems. Moreover, apart from the vorticity–divergence interaction, whether or not there is interaction between deformation and vorticity, or between deformation and divergence, is not clear. If there is, what impacts these interactions have on weather systems is not clear as well. These scientific questions can be summarized as follows: (1) Does the deformation interact with the other two properties—vorticity and divergence? (2) Can the interactions of the three properties be quantitatively measured and discussed? (3) What roles have the interactions of the three properties played in the weather systems’ evolutions?

The purpose of this paper is just to answer the above questions. In Sect. 2, we introduce the squared vorticity (SV), squared divergence (SD), and squared deformation (SE) to measure the intensity of rotation, divergence and deformation. By deriving the tendency equations of these three quantities, the opposite-sign rotation terms (terms with same absolute values but opposite signs) are identified as the interaction terms of vorticity, divergence and deformation. In Sect. 3, the above framework is applied during the lifecycle of a meso-α vortex in China, with the interactions of vorticity, divergence and deformation and their roles on the development of the vortex discussed. Finally, we summarize the key findings of the study and give the discussions in Sect. 4.
2 Formulas and methodology

When discussing the changes of some variables, absolute values or the square of these variables are usually involved instead of the variables themselves due to their signs which tend to make the discussion complicated. For example, positive values of the individual change of vorticity ($\frac{\partial \zeta}{\partial t} > 0$) not only represent the increase of cyclonic vorticity, but may also indicate the decrease of anticyclonic vorticity. The squared vorticity can nevertheless better represent the intensity change of the rotation. In addition, as stated in the introduction, the shear deformation $E_{sh}$ and stretching deformation $E_{st}$ change with the coordinate. Therefore, the total deformation, $E$, which is the square root of the sum of the shear deformation square and stretching deformation square, is usually used to measure the intensity of the deformation. It is much easier to discuss the deformation square than the deformation itself. Due to these two reasons, we use the squared forms of vorticity, divergence and deformation to do the discussions of interactions between them, which are defined as follows:

$$
\epsilon = \frac{1}{2} \zeta^2 = \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} ;
$$

$$
\delta = \frac{1}{2} D^2 = \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} ;
$$

$$
\sigma = \frac{1}{2} \varepsilon^2 = \frac{1}{2} (E_{sh}^2 + E_{st}^2) = \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} \right) \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} ;
$$

where $\mathbf{V} = (u, v, \omega)$ is the three-dimensional velocity vector, $z$ geopotential height, $g$ gravitational acceleration, and $f$ is the Coriolis parameter, which is a constant here. Taking the partial derivatives of Eqs. (3)–(5) to $t$ obtains

$$
\frac{\partial \varepsilon}{\partial t} = \zeta \frac{\partial \zeta}{\partial t} = \zeta \left[ \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial t} \right) - \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial t} \right) \right],
$$

$$
\frac{\partial \delta}{\partial t} = D \frac{\partial D}{\partial t} = D \left[ \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial t} \right) + \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial t} \right) \right],
$$

$$
\frac{\partial \sigma}{\partial t} = E_{sh} \frac{\partial E_{sh}}{\partial t} + E_{st} \frac{\partial E_{st}}{\partial t} = E_{sh} \left[ \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial t} \right) + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial t} \right) \right] + E_{st} \left[ \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial t} \right) - \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial t} \right) \right].
$$

Substituting Eqs. (6) and (7) into Eqs. (8)–(10) obtains the tendency equations of SV, SD, and SE:

$$
\frac{\partial \varepsilon}{\partial t} = -\mathbf{V} \cdot \nabla \varepsilon - f \zeta D - \zeta^2 D + \zeta \left( \frac{\partial \omega}{\partial y} \frac{\partial u}{\partial p} - \frac{\partial \omega}{\partial x} \frac{\partial v}{\partial p} \right),
$$

$$
\frac{\partial \delta}{\partial t} = -\mathbf{V} \cdot \nabla \delta - \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial t} \right)^2 - \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial t} \right)^2 - 2 \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} D + \frac{\partial \omega}{\partial x} \frac{\partial u}{\partial p} + \frac{\partial \omega}{\partial y} \frac{\partial v}{\partial p} + f \zeta D - D \frac{\partial^2 z}{\partial x^2},
$$

$$
\frac{\partial \sigma}{\partial t} = -\mathbf{V} \cdot \nabla \sigma - E_{sh} \left( \frac{\partial \omega}{\partial y} \frac{\partial u}{\partial p} + \frac{\partial \omega}{\partial x} \frac{\partial v}{\partial p} \right) - E_{st} \left( \frac{\partial \omega}{\partial x} \frac{\partial u}{\partial p} - \frac{\partial \omega}{\partial y} \frac{\partial v}{\partial p} \right) - 2 E_{sh} \frac{\partial^2 z}{\partial x \partial y} - E_{st} \frac{\partial^2 z}{\partial y^2}.
$$

To discuss the interactions of vorticity, divergence and deformation, the terms with same absolute values but opposite signs (denoted as “opposite-sign terms” in the following) of Eqs. (11)–(13), which may be sources or sinks of the corresponding quantity, are identified as their interaction terms. Take the advection term as an example, the advection terms in Eqs. (11) and (13) can, respectively, be written as

$$
-\mathbf{V} \cdot \nabla \varepsilon = -\mathbf{V} \cdot \nabla \left[ \frac{1}{2} \left( \frac{\partial^2 v}{\partial x^2} + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 \right) \right]
$$

$$
= -\mathbf{V} \cdot \nabla \left[ \frac{1}{2} \left( \frac{\partial^2 v}{\partial x^2} + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 \right) \right] + \mathbf{V} \cdot \nabla \left( \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} \right).
$$
\[-\mathbf{V} \cdot \nabla \sigma = -\mathbf{V} \cdot \nabla \left[ \frac{1}{2} \left( E_{\text{vth}}^2 + E_{\text{wth}}^2 \right) \right] \]

\[= -\mathbf{V} \cdot \nabla \left[ \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial x} \right)^2 \right] \tag{15} \]

Then, the opposite-sign term between the SV and SE equations associated with the advection term can be easily identified by comparing Eqs. (14) and (15), which is \( \mathbf{V} \cdot \nabla \left( \frac{\partial v}{\partial x} \frac{\partial u}{\partial y} \right) \). However, it is important to note whether or not this opposite-sign term and the residual terms in each equation can be cancelled out. To explain this, decompose the total wind into three parts (Bishop 1996a, b; Cao et al. 2014):

\[ \mathbf{V} = \mathbf{V}_1 + \mathbf{V}_2 + \mathbf{V}_h, \tag{16} \]

where \( \mathbf{V}_1 = (u_1, v_1) \) is the purely rotational wind, which satisfies \( \mathbf{V}_1 = -\nabla \times \left( \mu \mathbf{k} \right) \) and \( D_0 = 0 \); \( \mathbf{V}_2 = (u_2, v_2) \) is the purely divergent wind, which has \( \nabla \cdot \mathbf{V}_2 = \nabla \cdot \mathbf{V}_h = 0 \); and \( \mathbf{V}_h = (u_h, v_h) \) is the harmonic environmental wind, which is non-rotational and non-divergent according to Bishop (1996a) and Cao et al. (2014). Taking Eq. (16) into Eqs. (14) and (15), the advection terms can be rewritten as

\[-\mathbf{V} \cdot \nabla \mathbf{v} = -\mathbf{V} \cdot \nabla \left[ \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right)^2 + \frac{1}{2} \left( \frac{\partial u}{\partial x} \right)^2 \right] + \frac{1}{2} \left( \frac{\partial v}{\partial x} \right) \frac{\partial (u_2 + u_h)}{\partial y} + \frac{1}{2} \left( \frac{\partial u}{\partial y} \right) \frac{\partial (u_2 + u_h)}{\partial y} \]

According to Eqs. (17) and (18), the interaction term associated with the advection between SV equation and SE equation becomes \( \mathbf{V} \cdot \nabla \left( \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} \right) \), which is considered to be more simpler than \( \mathbf{V} \cdot \nabla \left( \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} \right) \). So, in the following derivations, the total wind on the right-hand side of Eqs. (11)–(13) is first decomposed before identifying the opposite-sign terms between each other. Here, the method used to decompose the wind comes from Cao et al. (2014) in which the piecewise continuous integration numerical scheme (Cao and Xu 2011) is used to solve \( \mathbf{V}_1 \) and \( \mathbf{V}_2 \), and the iterative method from Chen and Kuo (1992a) is adopted to solve for \( \mathbf{V}_h \).
With the rotational wind, divergent wind and environmental wind are involved in all of the above three equations (Eqs. (11)–(13)) to substitute the total wind, the opposite-sign terms can be separated from other terms and Eqs. (11)–(13) can be rewritten as

\[
\frac{\partial E}{\partial t} = F_{\zeta R} + F_{\zeta E} + F_{\zeta D},
\]

\[
\frac{\partial \delta}{\partial t} = F_{\delta R} + F_{\delta E} - F_{\delta D},
\]

\[
\frac{\partial \sigma}{\partial t} = F_{\sigma R} - F_{\sigma E} - F_{\sigma D}.
\]

From the above equations,

\[
F_{\zeta E} = \mathbf{V} \cdot \nabla \left( \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} \right) + \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} D
+ \frac{\partial v_1}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial u}{\partial p} + \frac{\partial u_1}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial v}{\partial p},
\]

is the opposite-sign term between the SV equation and the SE equation, and is called the SV–SE interaction term.

\[
F_{\zeta D} = -f \zeta D + \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} D,
\]

is the opposite-sign term between the SV equation and the SD equation, and is called the SV–SD interaction term.

\[
F_{\delta R} = -1 \mathbf{V} \cdot \nabla \left( \frac{\partial u_2}{\partial x} \frac{\partial v_2}{\partial y} \right) - \frac{\partial u_2}{\partial x} \frac{\partial v_2}{\partial y} D
- \left( \frac{\partial u_2}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial u}{\partial p} + \frac{\partial v_2}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial v}{\partial p} \right) - g \left( \frac{\partial v_2}{\partial x} \frac{\partial^2 z}{\partial x^2} + \frac{\partial v_2}{\partial x} \frac{\partial^2 z}{\partial y^2} \right)
\]

is the SD residual term, and

\[
F_{\sigma R} = -\mathbf{V} \cdot \nabla \left( \frac{\partial u_2}{\partial x} \frac{\partial v_2}{\partial y} \right) - \frac{\partial u_2}{\partial x} \frac{\partial v_2}{\partial y} D
- \left( \frac{\partial u_2}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial u}{\partial p} + \frac{\partial v_2}{\partial x} \frac{\partial \omega}{\partial y} \frac{\partial v}{\partial p} \right)
\]

is the opposite-sign term between the SD equation and the SE equation, which is called the SD–SE interaction term.

Apart from the opposite-sign terms, there are also other terms in Eqs. (19)–(21), which are defined as the residual terms of the corresponding equations:

\[
F_{\zeta R} = -\frac{1}{2} \mathbf{V} \cdot \nabla \left( \left( \frac{\partial v_1}{\partial x} + \frac{\partial u_1}{\partial x} \right)^2 \right) - \left( \frac{\partial v_1}{\partial x} + \frac{\partial u_1}{\partial x} \right) \mathbf{V} \cdot \nabla \left( \left( \frac{\partial v_1}{\partial x} + \frac{\partial u_1}{\partial x} \right)^2 \right) D
- \left( \frac{\partial v_1}{\partial x} + \frac{\partial u_1}{\partial x} \right) \mathbf{V} \cdot \nabla \left( \left( \frac{\partial v_1}{\partial x} + \frac{\partial u_1}{\partial x} \right)^2 \right) D
\]

is the SV residual term,

\[
F_{\delta R} = -\frac{1}{2} \mathbf{V} \cdot \nabla \left( \left( \frac{\partial u_2}{\partial x} + \frac{\partial v_2}{\partial x} \right)^2 \right)
- \left( \frac{\partial u_2}{\partial x} + \frac{\partial v_2}{\partial x} \right) \mathbf{V} \cdot \nabla \left( \left( \frac{\partial u_2}{\partial x} + \frac{\partial v_2}{\partial x} \right)^2 \right) D
- \left( \frac{\partial u_2}{\partial x} + \frac{\partial v_2}{\partial x} \right) \mathbf{V} \cdot \nabla \left( \left( \frac{\partial u_2}{\partial x} + \frac{\partial v_2}{\partial x} \right)^2 \right) D
\]

(25)
is the SE residual term.

In the above derivations, the opposite-sign terms of the SV equation, SD equation and SE equation are all identified, which gives exact expressions of the interactions between vorticity, divergence and deformation. Their changes can be summarized by

$$
\begin{align*}
F_{\zeta E} > 0, & \quad \text{squared deformation} \rightarrow \text{squared vorticity} \\
F_{\zeta E} < 0, & \quad \text{squared vorticity} \rightarrow \text{squared deformation}
\end{align*}
$$

(28)

$$
\begin{align*}
F_{\zeta D} > 0, & \quad \text{squared divergence} \rightarrow \text{squared vorticity} \\
F_{\zeta D} < 0, & \quad \text{squared vorticity} \rightarrow \text{squared divergence}
\end{align*}
$$

(29)

$$
\begin{align*}
F_{DE} > 0, & \quad \text{squared deformation} \rightarrow \text{squared divergence} \\
F_{DE} < 0, & \quad \text{squared divergence} \rightarrow \text{squared deformation}
\end{align*}
$$

(30)

In Eq. (28), when $F_{\zeta E} > 0$, SE will decrease and SV increases. SE is transitioned to SV. In reverse, if $F_{\zeta E} < 0$, SV is transitioned to SE. Therefore, $F_{\zeta E}$ is denoted as the SV–SD interaction term. The same principle applies to Eqs. (29) and (30), which, respectively, give the SV–SD interaction term and the SD–SE interaction term. These terms show that the interaction not only exists between vorticity and divergence, but also between vorticity/divergence and deformation. They are easily calculated and permit a quantitative discussion of the corresponding interactions. In addition, by studying how these interaction terms drive the development of SV, SD and SE, the effects of the interactions among the vorticity, divergence and deformation on the evolution of weather systems can then be studied.

Before the application of the above framework, two problems are clarified here: the separability of SV (or SD) and SE, and the physical meanings of the interaction of SV (or SD) and SE.

### 2.1 The separability of SV/SD and SE

With the aid of the Helmholtz theorem, the total wind is decomposed into the rotational wind and the divergent wind, and can be reconstructed by integrations of only the vorticity and divergence (Chen and Kuo 1992b; Zhou and Cao 2010). Krishnamurti and Ramanathan (1982) derived kinetic energy equations for the two parts of the total wind and identified terms with opposite signs between the two equations, indicating the interaction of the rotational and divergent winds by exchanging kinetic energy. Similar work was also carried out by Ding and Liu (1985), Fu et al. (2011), and Cao et al. (2013). However, as one may find, the deformational wind is not present in these kinetic energy equations. Deformation of the rotational wind and the divergent wind is still evident. Bishop (1996a, b) and Cao et al. (2014) attempted to partition the total wind into the rotational part, divergent part and an “environmental” part. The “environmental” part was non-rotational and non-divergent, so it could largely be characterized by a deformational flow pattern. Nevertheless, it is obvious that this “environmental” part does not contain all the deformation, and there are still large parts of deformational motion that implicitly exist in the rotational and divergent winds. In this circumstance, the exchange between the rotational/divergent wind and the deformational wind is inappropriate. However, it is worth elucidated that the research of this study is not from the angle of the motion itself, but the features of the motion. Vorticity, divergence and deformation are different concepts from the rotational motion, the divergent motion and the deformation motion. They are the differentiation properties of the motion. Vorticity describes the overall rotation of the air particle, divergence denotes the expansion or contraction of the air particle area and deformation represents the change of the shape of the air particle. If one wants to roundly understand the features of the air motion which is continuous fluid, the deformation cannot be ignored. Specific illustrations of the physical meanings of vorticity, divergence and deformation is given in the “Appendix”, which further evidences that deformation (SE) is not part of the vorticity (SV) or part of the divergence (SD). The discussion of interactions between vorticity/divergence and deformation in this paper is thus valid.

### 2.2 Physical meanings of the interactions of SV/SD and SE

For 2D turbulence, Okubo (1970) and Weiss (1991) derived a kinematic criterion called Okubo-Weiss criterior. According to the criterion, the regions of the non-divergent physical space are separated into “strain-dominated regions” and “vorticity-dominated regions”. In the “strain-dominated regions”, the deformation exceeds the vorticity ($E^2 > \zeta^2$), and the fluid is in a hyperbolic mode of motion that can strongly shears the vorticity. The spatial gradients of the vorticity, therefore, tend to grow exponentially fast, which is related to a transfer of enstrophy (vorticity) to the small-scale motion of the fluid. Conversely, in the “vorticity-dominated regions”, the vorticity exceeds the deformation ($E^2 < \zeta^2$), and the fluid is in an elliptical mode of motion that advects the vorticity smoothly. The Okubo–Weiss criterion has been used to explain some phenomena in atmosphere such as the trough thinning and filamentation in tropical cyclones (Rozoff et al. 2006; Wang...
It indicates that different values of deformation and vorticity could construct different flow patterns (deformation dominated or vorticity dominated) which then endure different weather developments. Therefore, it is important to discriminate the features of the flow patterns, which is actually an easy task just by calculating $\zeta^2$ and $E^2$ (or SV and SE), and by comparing the values of these quantities. However, a more significant task is to discriminate which pattern the current flow will evolve to, so as to guide the weather forecast.

By thoroughly examining the derivation of the SV–SE interaction term, it can be found that the SV–SE interaction term can be traced back to the terms with opposite signs in the definitions of SV and SE as shown by the blue terms in Eqs. (3)–(5). Time tendencies of the term $\frac{d}{dt} \frac{du}{dx} \frac{dv}{dy}$ [blue terms in Eqs. (3) and (5)] largely explain the interaction between SV and SE. As these blue terms are deduced from a difference of the vorticity square and the shearing deformation square ($\frac{1}{2} (SE_R - SV)$), it is denoted as the SV–SE difference. When SV is transitioned to SE (F_{CE} < 0), time tendency of the SV–SE difference has $\frac{d}{dt} \frac{1}{2} (SE_R - SV) > 0$, meaning $\frac{d}{dt} SE_R > \frac{d}{dt} SV$. It represents that the increase of SE_R is larger than the increase of SV, or the decrease of SE_R is smaller than the decrease of SV. Without considering the stretching deformation and the divergence, the flow will evolve toward a (shearing) deformation-dominated pattern. Conversely, when SE_R is transitioned to SV (F_{CE} > 0), $\frac{d}{dt} SE_R < \frac{d}{dt} SV$ can be obtained through the SV–SE difference term’s time tendency, meaning the flow will evolve toward a vorticity-dominated pattern.

For the SD–SE interactions, the principle is similar. The SD–SE interaction term is mostly explained by the time tendencies of the red terms in Eqs. (4)–(5), which is deduced from the difference of SD and SE_s (called SD–SE_s difference). When SD is transitioned to SE (F_{DE} < 0), time tendency of the SD–SE_s difference term has $\frac{d}{dt} \frac{1}{2} (SD - SE_s) < 0$, meaning the increase of SD is smaller than the increase of SE_s ($\frac{d}{dt} SE_s > \frac{d}{dt} SD > 0$) or the decrease of SD is larger than the decrease of SE ($\frac{d}{dt} SD < \frac{d}{dt} SE_s < 0$). If we tentatively do not consider the shearing deformation and the vorticity, the flow tends to evolve toward the (stretching) deformation-dominated pattern. On the contrary, when SE is transitioned to SD, the flow will then evolve toward the divergence-dominated pattern.

The above analysis present that the SV–SE interaction term and the SD–SE interaction to some extent represent an evolution potential of the current flow which is denoted by the time tendencies of the SV–SE_R difference and the SD–SE_s difference, respectively. The factors that can induce the change of SV–SE_R difference is mostly contained in the SV–SE interaction term, including the SV–SE difference advection, the divergence of the SV–SE difference and a tilting effect. The factors controlling the change of SD–SE_s difference is mostly contained in the SD–SE interaction term, including the SD–SE_s difference advection, the divergence of the SD–SE_s difference, the tilting effect and the quadratic differential term of geopotential height.

### 3 Case study

In this section, the effects of the interactions among vorticity, divergence and deformation on the evolution of a precipitating vortex are studied. The vortex, which occurs during 16–17 August 2009, is characterized by a typical meso-α scale of approximately 400–600 km and long-term maintenance. It induced a severe precipitation during the passage of Shandong province, with the 24-h precipitation up to 300 mm (Yang et al. 2013). The data we used for the calculation and analysis come from the National Centers for Environmental Prediction (NCEP) Global Forecasting System (GFS) analysis dataset, with a horizontal grid spacing of 0.5° and a temporal frequency of 6 h.

#### 3.1 Case overview

Figure 1 shows the horizontal distributions of the wind streams, SV and precipitation at 800 hPa to illustrate the evolution of the vortex. In Fig. 1, we mainly use SV to denote the intensity of the vortex, but the minimum geopotential height is also considered, although not shown. According to the stream lines and SV in Fig. 1, the studied meso-α vortex (enclosed by the black box, Fig. 1b) initiates at about 0000 UTC 17 August 2009 at (35.5°N, 113.5°E). From the flow pattern before initiation in Fig. 1a, the vortex seems to have developed from a cyclonic veer of a southwesterly wind. In Fig. 1a, we can see that at 1800 UTC 16 August an evident confluence and southerly–southeasterly cyclonic shear exist near to where the vortex is generated later (black triangle). Figure 2 shows the basic large-scale environment in which the vortex developed, with the vortex area enclosed by the dashed black box. As shown in Fig. 2a, at 0000 UTC 17 August, when the vortex initiates, the most evident feature of the 500-hPa pattern is a westward and northward extension of the subtropical high (5880 gpm contour), the west border of which reaches the southeast border of China. A shallow low trough exists on the northwest of the subtropical high. At 0000 UTC 17 August, the vortex (enclosed by the dashed black box) is located in front of the 500-hPa low trough, where ascending flow tends to develop. At 800 hPa, the vortex is under the influence of a strong wind band (color-shaded area), which can be viewed as a conveyor belt of kinetic energy and moisture (stream lines in Fig. 1a) into the
Fig. 1 SV (color-shaded area, units: $10^{-9}$ s$^{-2}$) and stream lines at 800 hPa from 1800 UTC 16 August to 1200 UTC 18 August 2009 every 6 h. The black boxes enclose the whole vortex area. The red lines are the 6-h accumulated rainfall amount (mm). The triangle symbol in Fig. 1 indicates the formation location of the vortex.
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vortex area and also the precipitation area, although it does not reach the intensity of a low-level jet stream (> 12 m/s). At 200 hPa, two high-level jet streams exist at about 40°N over China. The vortex is located on the right-hand side of the entrance of the eastern jet, where the divergence of the flow is usually remarkable. The pumping effect due to the high-level divergence, the ascending motion due to the mid-level low trough and the moisture transport due to the strong wind band are features that are quite favorable for the development of low-level vortices and precipitation.

After initiation, the vortex moves eastward, intensifies, and induces heavy precipitation along its path (Fig. 1a–d). As shown in Fig. 1d, at 1200 UTC 17 August, the vortex reaches the western border of Shandong Province (115°E), with the maximum SV collocated with the center of the cyclonic circulation. The precipitation area, which has an evident southwest–northeast orientation, is mainly located on the east and southeast sides of the vortex. Compared with 0000 UTC 17 August, both the upper- and lower-level systems have significant eastward displacements correspondingly. As shown in Fig. 2b, the two jet cores at 200 hPa move about 1000 km (10° of latitude) in 12 h, with the vortex (enclosed by the black box) located between the two jet streams. The 500-hPa subtropical high withdraws eastward, with the low trough also moving eastward through the low-level vortex area. Heavy precipitation mainly occurs in front of the low trough where there are upper-level divergence due to the high-level jet, low-level convergence due to the vortex and strong low-level wind (Fig. 2b). The low trough may have played an important role in the upward development of the vortex and the long lifespan of the vortex.

After its intensification, the vortex stagnates over the west of Shandong, which then causes extreme precipitation (Fig. 1e–f). After that, the vortex begins to dissipate (Fig. 1g, h). As shown in Fig. 2c, at 200 hPa, due to the acceleration of the eastern jet, the vortex (enclosed by the black box) is exposed in the exit area of the western jet, which is characterized by high-level convergence. The 500-hPa low trough has passed through the vortex area, and the subtropical high withdraws eastward. Due to the high-level convergence and descending flow behind the mid-level low trough, the vortex and associated precipitation begin to dissipate (Fig. 1f–h).

According to the evolution of the SV and the flow pattern in Fig. 1, as well as the evolution of the large-scale weather pattern in Fig. 2, the complete lifespan of the meso-α-scale vortex can be decomposed into four stages: the initiation stage, intensification stage, maturation, and dissipation stage (see Table 1). As shown in Table 1, the vortex initiates at 800 hPa in the lower troposphere of the atmosphere. The vertical extension of the vortex (determined by examining the closed streamlines and geopotential height contours in each level) then enlarges with its intensification and contracts with its dissipation. It is important to note that, although 1800 UTC 17 August is the time defined as the maturation stage of the vortex, it does not actually entirely conform to the characteristics of maturation, with the SV...
The evolution stage, vertical extent, and horizontal area of the vortex

| Time              | Stage           | Vertical extension | Horizontal vortex area                  |
|-------------------|-----------------|--------------------|-----------------------------------------|
| 1800 UTC 16 August, 2009 | Before initiation | 800 hPa            | (34.5°–37.5°N, 110.5°–115°E)            |
| 0000 UTC 17 August, 2009 | Initiation      | 850–800 hPa        | (33°–37°N, 110.5°–114.5°E)              |
| 0600 UTC 17 August, 2009 | Intensification | 975–700 hPa        | (33°.5–37.5°N, 111.5°–115.5°E)          |
| 1200 UTC 17 August, 2009 | Intensification | 975–600 hPa        | (32.5°–37°N, 112.5°–117°E)              |
| 1800 UTC 17 August, 2009 | Maturation      | 975–600 hPa        | (33°–37°N, 112.5°–118.5°E)              |
| 0000 UTC 18 August, 2009 | Dissipation     | 975–650 hPa        | (33°–37°N, 113°–119°E)                 |
| 0600 UTC 18 August, 2009 | Dissipation     | 975–650 hPa        | (34°–37.5°N, 114.5°–120.5°E)            |
| 1200 UTC 18 August, 2009 | Dissipation     | 975–700 hPa        | (34°–38°N, 116°–120°E)                 |

Figure 3b–d presents the distributions of the three components of the total SV forcing. From Fig. 3b–d, it can be seen that all three components make positive contributions to the formation of the vortex. The SV–SD interaction term in Fig. 3b mainly shows positive values in the vortex area and has a similar distribution pattern to the total forcing (Fig. 3a), with two maximum centers of $1.2 \times 10^{-13}$ s$^{-2}$ and $0.9 \times 10^{-13}$ s$^{-2}$, respectively. According to Eq. (29), positive values of SV–SD interaction term represent a transition of SD–SV. In this process, the SD is consumed, while the SV tends to increase, which is favorable for the initiation of a vortex. The SV–SE interaction term in Fig. 3c shows a very different distribution pattern from the SV–SD interaction term. In Fig. 3c, the zero contour of the SV–SE interaction term passes through the vortex region. Southeast of the zero contour is the positive-value area, with a maximum of $0.3 \times 10^{-13}$ s$^{-2}$. In this area, the SE transforms to SV according to Eq. (28), making a positive contribution to the vortex formation (black dot). The residual term of the SV equation also shows a positive value in the vortex initiation area (black dot), meaning SV is generated to drive the initiation of the vortex. According to the above analysis, three effects contribute to the initiation of the meso-α-scale vortex: the transition of divergence to vorticity, deformation to vorticity, and the generation of SV by the residual term of the SV equation. Among these terms, the transition of SD to SV plays the most important role in the initiation of the vortex. The transition of SE to SV is second most important, while the generation of SV is least important. The first two terms describe the interactions of vorticity, divergence and deformation, which are demonstrated to have a significant role in the formation process of this meso-α-scale vortex.

As is shown, at 1800 UTC 16 August, when the vortex develops at approximately (35.5°N, 113.5°E), marked by the black dot in Fig. 1a, most of the vortex area has positive values of total SV forcing ($F_{\xi D} + F_{\xi E} + F_{\xi R}$, red lines), with two maximum centers of $1.8 \times 10^{-13}$ s$^{-2}$ and $1.2 \times 10^{-13}$ s$^{-2}$, respectively. These positive values indicate increases in SV in the corresponding regions, which then induces the formation of the vortex (Fig. 2a, b).

3.2 Analysis of the SV equation

The SV equation is used to diagnose the factors influencing the evolution of the vortex from the angle of the interactions of vorticity, divergence and deformation. Figure 3 illustrates the horizontal distributions of the total forcing ($F_{\xi D} + F_{\xi E} + F_{\xi R}$) of the SV equation and its three components: the SV–SD interaction term ($F_{\xi D}$), the SV–SE interaction term ($F_{\xi E}$), and the residual term of the SV equation ($F_{\xi R}$) at 800 hPa in the initiation stage (1800 UTC 16 August), intensification stage (0600 UTC 17 August), and dissipation stage (0600 UTC 18 August). Before the detailed analysis, it is noted that here we use the total forcing instead of time derivative of SV to denote the vortex evolution. This is mainly because in our study, 6-h NCEP reanalysis data are used. In the initiation stage and the dissipation stage of the vortex which might be slow-manifold processes, the left side of the SV equation can balance the right side well. However, in the intensification stage, the right side of the SV equation is much larger than the left side. This means that the rapid development of SV during a short time may not be reflected by the time derivative calculated from the 6-h NCEP reanalysis data. Therefore, we use the total forcing to reflect this rapid development process.

As is shown, at 1800 UTC 16 August, when the vortex develops at approximately (35.5°N, 113.5°E), marked by the black dot in Fig. 1a, most of the vortex area has positive values of total SV forcing ($F_{\xi D} + F_{\xi E} + F_{\xi R}$, red lines), with two maximum centers of $1.8 \times 10^{-13}$ s$^{-2}$ and $1.2 \times 10^{-13}$ s$^{-2}$, respectively. These positive values indicate increases in SV in the corresponding regions, which then induces the formation of the vortex (Fig. 2a, b).

In this area, the SE transforms to SV according to Eq. (28), making a positive contribution to the vortex formation (black dot). The residual term of the SV equation also shows a positive value in the vortex initiation area (black dot), meaning SV is generated to drive the initiation of the vortex. According to the above analysis, three effects contribute to the initiation of the meso-α-scale vortex: the transition of divergence to vorticity, deformation to vorticity, and the generation of SV by the residual term of the SV equation. Among these terms, the transition of SD to SV plays the most important role in the initiation of the vortex. The transition of SE to SV is second most important, while the generation of SV is least important. The first two terms describe the interactions of vorticity, divergence and deformation, which are demonstrated to have a significant role in the formation process of this meso-α-scale vortex.

After initiation, the vortex undergoes a rapid development stage. As shown in Fig. 3e, positive values of total SV forcing at 0600 UTC 17 August increases remarkably compared to during the formation stage, with the maximum value being $1.3 \times 10^{-12}$ s$^{-2}$. In Fig. 3e, it is apparent that the vortex (black box) is separated into two parts, approximately by the zero line of total SV forcing. East of the zero line, occupied by most parts of the vortex, is a large positive-value area of total SV forcing, and in this area, the vortex
tends to develop rapidly through the increase of SV. West of the zero line is a negative-value area where the SV tends to decrease and the vortex weakens. Due to the spatial distribution pattern of the total SV forcing, i.e., the negative-value area following the positive-value area, the vortex tends to move eastward, which can also be verified by Fig. 2c. Similar to the initiation stage, to identify the essential reason for the rapid development and eastward motion of the vortex, Fig. 3f–h illustrates the three components of the total SV forcing. From Fig. 3f–h, we can see that the leading factor that drives the development of the vortex is still the transition of SD to SV. In Fig. 3f, the SV–SD interaction term shows strong positive values in the vortex influence area of the vortex, with the maxima having increased by
about $7 \times 10^{-13}\, \text{s}^{-2}$ compared with the initiation stage. The SV–SE interaction term and residual term also show positive values in the vortex area, but these are not as intensive as the SV–SD interaction term. In Fig. 3g, the zero line of the SV–SE term passes through the vortex centers. East of the zero line, the SE transforms to SV to drive the development of the vortex; while west of the zero line, the negative values of the SV–SE term causes a transition of SV–SE to reduce the intensification of the vortex. The residual term of the SV equation has a similar pattern to the SV–SE term, which also shows positive values east of the vortex and negative values west of the vortex, except the zero line bypassing the vortex center. Through the above analysis, we can see that the pattern of the negative-value area following the positive-value area also applies to the SV–SE transition term and the residual term of the SV equation. This means that, although these two terms do not have decisive effects on the development of the vortex, they may lead its eastward propagation.

Figure 3i–l illustrates the total SV forcing and its three components at 06 UTC, August 18th, in the dissipation stage of the vortex. At this time, the meso-α-scale vortex still holds a complete cyclonic circulation in the middle of Shandong province (Fig. 1g). After 6 h (Fig. 1h), the closed circulation disappears, and an east–west oriented shear line stays. Corresponding to this process, the total forcing of SV presents a strong negative center, which is collocated with the vortex center, northeast of the vortex area. In these negative-value areas, the SV decreases and the vortex dissipates. From Fig. 3j–l, the main factor affecting the dissipation of the vortex is due to the SV–SD interaction term, i.e. the transformation of SV to SD. Another factor that plays a role in the dissipation of the vortex is the residual term of the SV equation, which also shows a negative-value center in the vortex center. However, these negative values are much weaker than those of the SV–SD interaction term. Contrary to the above two terms, the SV–SE interaction term shows a different effect on the dissipation of the vortex. Similar to during the intensification stage, in Fig. 3k, the zero line of the SV–SE interaction term passes through the vortex center. North of the zero line, the SE transforms to SV to sustain the vortex. South of the zero line, the SV is consumed and transforms to SE, causing the vortex to dissipate. This pattern of a negative value following a positive value favors the northwestward movement of the vortex.

Through all the above analyses of the SV equation during the complete lifespan of this meso-α-scale vortex, one can conclude that the main factor that influenced its evolution was the SV–SD interaction term. In the initiation stage and intensification stage, this term presented strong positive values inside the vortex area, which drove the SD to transform to SV to intensify the rotation. In the dissipation stage, this term became negative in the vortex center where the SV transformed to SD to weaken the rotation. This result is consistent with the relation between vorticity and divergence that has obtained from the divergence term of the vertical vorticity equation (Holton 2004). The effects of the SV–SE interaction term and residual term of the SV equation seem to be much weaker than the SV–SD interaction term. However, both presented a distribution pattern of a negative value following a positive value, which may have led to the vortex moving toward the positive-value area.

### 3.3 Analysis of the SV–SD interaction term

The above analyses of the SV equation show that, through transforming to SV, deformation on the one hand directly drives the development of the vortex, while on the other hand may have influenced its movement. However, whether SV–SE interaction is the only way that deformation influences the development of the vortex still needs further investigation. For this reason, the main mechanism that controls the interaction between SV and SD, which is the leading factor affecting the evolution of the vortex, is discussed in this section. Consider the SV–SD interaction term in Eqs. (19) and (20) only:

$$\frac{d\zeta}{dr} \sim -f \zeta D + \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} D.$$  \hspace{0.5cm} (31)

$$\frac{d\delta}{dr} \sim f \zeta D - \frac{\partial v_1}{\partial x} \frac{\partial u_1}{\partial y} D.$$  \hspace{0.5cm} (32)

Equations (31) and (32) show that the interaction of the SV and SD are related to two terms. The first term is the Coriolis parameter term, which is determined by the configuration of vorticity and divergence. For example, for a cyclonic convergent circulation ($\zeta > 0, D < 0$), the Coriolis parameter term is negative ($f \zeta D < 0$). The SD thus transforms to SV to increase the positive cyclonic vorticity. The second term on the right-hand side of Eq. (31) or (32) is the coupling of the divergence and the shear of the rotational wind, $(u_1, v_1)$, which is determined by the distribution of the flow. Figure 4 shows the relative distributions of the two sub-terms of the SV–SD interaction term. According to Figs. 3b, f and j and 4, we can see that the term $f \zeta D$ determines the basic distribution of the SV–SD interaction term. Given that in the vortex area the vertical vorticity $\zeta$ is generally positive, the divergence $D$ thus becomes the decisive factor for the sign of the SV–SD interaction term. In the initiation stage and intensification stage, as shown in Fig. 5a, b, the vortex center (black dot) appears convergent ($D < 0$), which makes $f \zeta D$ negative and the SD to transforms to SV to drive the development of the vortex. In the dissipation stage, the flow becomes divergence in the vortex center (black dot in Fig. 5c), and the term $f \zeta D$ is positive, which then makes the
SV transform to SD to weaken the vortex. This means that divergence is a crucial factor for the evolution of the vortex, implying a need to analyze the evolution of the SD.

### 3.4 Analysis of the SD equation

According to Eq. (20), three factors contribute to the change of SD: the interaction between SD and SV (−$F_{\text{CD}}$), the interaction between SD and SE ($F_{\text{DE}}$), and the residual term of the SD equation ($F_{\text{DR}}$). Figure 6 shows the horizontal distributions of the three factors and their sum (i.e. the total forcing of the SD equation) at 800 hPa in the initiation stage (1800 UTC 16 August), intensification stage (0600 UTC 17 August), and dissipation stage (0600 UTC 18 August) of the meso-α-scale vortex. As shown in Fig. 6a, in the initiation stage, the total forcing of the SD has positive values in the formation region of the vortex (black dot), meaning SD will increase. Since in this stage the flow in the vortex formation area was convergent, i.e. $D < 0$, the increase of SD means an intensification of the convergence of the flow, which then indirectly favors the transition of SD to SV according to Eqs. (31) and (32). Comparing Fig. 6b–d, the positive forcing of the SD is mainly related to the SD–SE interaction term (Fig. 6c), and the residual term of the SD equation (Fig. 6d). As shown, the SV–SD interaction term is mainly negative in the vorticity formation area, which consumes the SD due to the transformation of SD to SV to initiate the
vortex formation. Meanwhile, the SD–SE interaction term and residual term of the SD equation have positive values in the vortex formation area, tending to produce SD to support its consumption by the SV–SD interaction term. According to Fig. 6a–d, in the initiation stage, the production of SD is larger than its consumption, which sustains the intensification of the convergent flow.

However, with the vortex growing faster, the transition of SD to SV also increases sharply (Figs. 3f and 6f), which causes a large consumption of SD. Due to this large consumption, the total forcing of SD became negative around the vortex area (black dot), which means SD will decrease. Since in this stage the flow in the vortex area is still convergent, the decrease in SD will correspondingly cause the decrease in convergence. As shown in Fig. 5a, b, although the flow in the intensification stage still appears convergent, the intensity of the convergence is much weaker than that in the formation stage, which then holds back the development of the vortex according to Eqs. (31) and (32). However, similar to the initiation stage, in the intensification stage, the SD–SE interaction term retains positive values (Fig. 6g), which drives the transition of SE to SD to sustain the convergent flow in the vortex area. This process indirectly plays a positive role in the development of the vortex, and becomes the only way for the convergence to be maintained due to the sharp decrease in the residual term of the SD equation (Fig. 6h).

The production of SD by the SD–SE interaction term cannot prevent its large consumption during the rapid intensification of the vortex. Once the SD decreases to zero, i.e. the convergence disappears, the flow may have become divergent. As shown in Fig. 5c, in the dissipation stage, the flow in the vortex area becomes divergent and the SV–SD interaction term changes sign. The SV thus transforms to SD to make the vortex dissipate. As shown in Fig. 6j, the SV–SD interaction term \((-F_{CD})\) shows strong positive values in the vortex area (black dot), which drives the transition of the SV to SD to make the divergence increase further. This process accelerates the dissipation of the vortex. The residual term of the SD equation also shows a weak positive value in the vortex center to make the intensity of the divergence increase (black dot) and the vortex dissipate, while the SD–SE interaction term appears negative in the vortex center. These negative values indicate a transition of the SD to SE, which tends to decrease the SD and thus resists an increase in divergence. This in fact indirectly weakens the dissipation of the vortex, according to Eqs. (31) and (32).

From the analyses in this section, we can see that, due to the consumption of SD, the process of the development of
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this vortex is actually accompanied by a dissipation mechanism. When the SV of the vortex increases, the SD will be consumed. Once the consumption exceeds the production of SD, the SD will decrease, which may cause the convergent flow to transform to divergent flow, and then initiates the vortex to die out. In this process, deformation seems to play a role in sustaining the rotation of the flow. When the SD is sharply consumed during the development of a vortex, the SE behaves to transform to SD to fill up its consumption to sustain the convergence of the flow. When the SD increases by the transition from SV during the vortex dissipation stage, the SD transforms to SE to resist an increase of divergence and thus the dissipation of the vortex.

Figure 7 illustrates the budgets of SV, SD and SE around the center of the vortex in each of its stages, which concludes the whole process that has been presented.
above. The budget values are obtained by averaging the budget terms on the right-hand side of Eqs. (19)–(21) over a small rectangular box around the vortex center (given in Figs. 3 or 6). The use of the rectangular box instead of the circular vorticity contours (Schielicke et al. 2016) is on one hand to make the calculation easier and on the other hand is because the average area is mainly around the vortex center and the resolution of the data is only 0.5°, which means the box may contain several data to do the average and this may not make large difference whether one uses the box or the circular. As is shown in Fig. 7a, in the formation stage, all the three types of kinetic quantities show increasing trends. The transformation of SD to SV shows the greatest contribution to the increase in SV, while the residual term of the SD equation is the most important factor for the increase of SD.

The increase of SV and SD simultaneously consumes the deformation, whose development lies in the residual term of the SE equation. In the developing stage (Fig. 7b), the development of SV intensifies evidently, mainly caused by the increase of transformation from SD to SV. Because of the large consumption of divergence by this process, the SD decreases and the transformation of SE to SD becomes the main mechanism maintaining the SD in the developing stage. The SE continues to increase, with a smaller increasing of intensity compared with the formation stage. This is mainly due to the transformation of SE to SD. Compared with the formation stage and developing stage, in the dissipation stage (Fig. 7c), the SV–SD interaction term becomes the deterministic factor for the dissipation of the vortex. The SV–SD interaction term consumes the SD, while the SV–SE interaction term still promotes the development of SV. In addition, the residual terms of the three equations (Eqs. (19)–(21)) all become the consumption mechanisms for the corresponding kinetic quantities, especially the residual term of the SE equation.

4 Conclusion

As basic differentiation properties of the air motion, changes of vorticity, divergence and deformation will change the flow pattern, which is an important factor producing the weather. In this paper, the three quantities are studied synchronously instead of just a single quantity. To investigate the interactions of vorticity, divergence and deformation and their roles on the evolution of weather systems, tendency equations of squared vorticity, squared divergence and squared deformation are derived, and the opposite-sign terms between each of the three equations are identified. As the sources or sinks of the corresponding quantities, these opposite-sign terms are considered to control the interactions between vorticity, divergence and deformation.

Through diagnosing the opposite-sign terms in a meso-α low-vortex event in China, the impact of the interactions of vorticity, divergence and deformation on weather system evolution is studied. The results show that the interaction between squared vorticity and squared divergence is the controlling factor for the evolution of the vortex. In the formation stage and rapid intensification stage, squared divergence transforms to squared vorticity to intensify the vortex, and in the dissipation stage the squared vorticity transforms to squared divergence to cause the vortex to die out. This result is consistent with the known mechanism of the role of divergence on generating vorticity, which to some extent verifies the feasibility of our methodology. Apart from this, a new finding is that deformation seems to have played a role in the maintenance of the vortex. In the formation and intensification stage, the squared
deformation on the one hand transforms to squared vorticity to directly support the increase in vorticity, while on the other hand transforms to squared divergence and contributes to the intensification of the vortex through sustaining the convergence of the flow. In the dissipation stage, squared deformation still transforms to squared vorticity to resist a decrease of vorticity. Meanwhile, the squared divergence begins to transform to squared deformation, which is unfavorable for an increase in divergence but favorable for the maintenance of the vortex. In addition, due to the spatial distribution pattern of the squared vorticity–squared deformation interaction term, i.e. the negative-value area following the positive-value area, deformation also shows an effect on the movement of the vortex.

These results show that the methodology presented in our paper can be useful to study the overall roles of vorticity, divergence and deformation on weather systems evolutions. However, up to now, we have used it for only one case. Different results may appear depending on the scale of the systems. In addition, as stated in Sect. 2, the interactions between vorticity, divergence and deformation are actually related to the change of flow pattern. Therefore, important tasks in the future may include examining the scale dependence of the equations derived in Sect. 2, investigating the role of interactions of the three considered quantities during the transitions of the flow regimes (such as the blocking onset) and also transforming the framework in Sect. 2 to a height coordinate to allow an application to smaller scale systems, such as squall lines.
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Appendix

The differences between vorticity, divergence and deformation

Figures 8 and 9 present several different types of motions and their effects on an air particle which is a unit cube. OACB is cross section of the air particle in the Oxy surface (Fig. 8a). The velocity of the flow for O has the following three kinds of properties:

1. Pure rotation, no divergence, no deformation:

\[ \frac{\partial v}{\partial x} = -\frac{\partial u}{\partial y} > 0, \quad \frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} = 0. \]  (33)

2. Pure shearing deformation, no rotation, no divergence:

\[ \frac{\partial v}{\partial x} = \frac{\partial u}{\partial y} > 0, \quad \frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} = 0. \]  (34)

3. Rotation + shearing deformation, no divergence

\[ 2\frac{\partial v}{\partial x} = -\frac{\partial u}{\partial y} > 0, \quad \frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} = 0. \]  (35)

The velocities at A, B and C for these three types of flows are, respectively:

\[
\begin{cases}
    u_A = u_0 \\
    v_A = v_0 + \left(\frac{\partial v}{\partial y}\right)_0 \delta r
\end{cases}
\]

\[
\begin{cases}
    u_B = u_0 + \left(\frac{\partial u}{\partial x}\right)_0 \delta r \\
    v_B = v_0
\end{cases}
\]

\[
\begin{cases}
    u_C = u_0 + \left(\frac{\partial u}{\partial y}\right)_0 \delta r \\
    v_C = v_0 + \left(\frac{\partial v}{\partial x}\right)_0 \delta r
\end{cases}
\]  (36)
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For the pure rotation flow (Eqs. (33) and (36)), under a unit time, as is shown in Fig. 8b, the point $A$ moves to $A'$ through a distance of ${(\partial v / \partial x) \delta r}$, meaning that $OA$ rotates to $OA'$ through an angle $\theta = \partial v / \partial x$. Meanwhile, $OB$ rotates to $OB'$ through the angle $\theta = -\partial u / \partial y$ (anti-clockwisely) because $\partial u / \partial y = -\partial v / \partial x < 0$. Therefore, under this circumstance, $OACB$ only shows the change of the angle, and the area and shape of $OACB$ do not change. The rotation speed is measured by vertical vorticity:

$$\zeta = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \quad (37)$$

Similarly, under the pure deformation flow (Eqs. (34) and (36)), the square shape of $OACB$ changes to rhombus, with no rotation or expansion (Fig. 8d). $OA$ and $OB$ rotate towards each other with the angles, respectively, being $\theta = \partial v / \partial x$ (anticlockwise) and $\theta = \partial u / \partial y$ (clockwise). The change of the $OACB$ is measured by the shearing deformation, namely:

$$E_{sh} = \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \quad (38)$$

Figure 8d further shows a flow with both deformation and vorticity, and no divergence. According to Eqs. (35) and (36), $OA$ and $OB$ both rotate anti-clockwisely through an angle of $\alpha = \partial v / \partial x$ and $\beta = -\partial u / \partial y$, respectively. Since $\alpha \neq \beta$, both the angle and the shape of $OACB$ change. This change is measured by both vorticity and deformation:

$$\zeta = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} = \alpha + \beta \quad (39)$$

$$E_{sh} = \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} = \alpha - \beta \quad (40)$$

The above two equations show that although according to the definitions of vorticity and deformation, the difference of $\zeta$ and $E_{sh}$ only shows on the sign of $\partial u / \partial y$, they have very different physical meanings. $\zeta$ is the sum of the rotation angles of $OA$ and $OB$, which describes the overall rotation of the unit air particle. $E_{sh}$ is the difference of the rotation angles of $OA$ and $OB$, denoting a relative movement between $OA$ and $OB$ and describing a change of the shape of the air particle. The change of the air particle should be described by both vorticity and deformation.

Another group of diagrams to explain the physical meanings of divergence and stretching deformation is given in Fig. 9. The three types of flow are:
4. Pure divergence, no rotation, no deformation:

\[
\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y} > 0, \quad \frac{\partial v}{\partial x} = \frac{\partial u}{\partial y} = 0.
\]  

(41)

5. Pure stretching deformation, no rotation, no divergence:

\[
\frac{\partial u}{\partial x} = -\frac{\partial v}{\partial y} > 0, \quad \frac{\partial v}{\partial x} = \frac{\partial u}{\partial y} = 0.
\]  

(42)

6. Divergence + stretching deformation, no rotation:

\[
\frac{\partial u}{\partial x} = 2\frac{\partial v}{\partial y} > 0, \quad \frac{\partial v}{\partial x} = \frac{\partial u}{\partial y} = 0.
\]  

(43)

As is shown in Fig. 9a, for the pure divergent flow, OA and OB present elongations, respectively, by \(\partial u/\partial x\delta r\) and \(\partial v/\partial y\delta r\). Therefore, OACB presents expansion of the area, with no change of its angle and shape. The expansion rate is described by divergence:

\[
D = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}. 
\]  

(45)

For the pure stretching flow, OA elongates by \(\partial u/\partial x\delta r\) while OB shortens by \(-\partial v/\partial y\delta r\). Namely, OACB is stretched in the x-direction and contracted in the y-direction. Therefore, OACB becomes to a rectangle from a square. The stretching rate is described by the stretching deformation:

\[
E_{st} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}. 
\]  

(46)

The difference between stretching deformation and divergence can be more easily understood with Fig. 9c, which

\[
\begin{align*}
\{ & u_A = u_0 + \left( \frac{\partial u}{\partial x} \right)_0 \delta r \\
& v_A = v_0 \\
\}
\end{align*} \quad
\begin{align*}
\{ & u_B = u_0 \\
& v_B = v_0 + \left( \frac{\partial v}{\partial y} \right)_0 \delta r \\
\}
\end{align*} \quad
\begin{align*}
\{ & u_C = u_0 + \left( \frac{\partial u}{\partial x} \right)_0 \delta r \\
& v_C = v_0 + \left( \frac{\partial v}{\partial y} \right)_0 \delta r \\
\}
\end{align*}
\]  

(44)
shows the change of air particle with both deformation and divergence. According to Eqs. (43) and (44), OA and OB present elongations, respectively, by \( m = \partial u/\partial x \partial r \) and \( n = \partial v/\partial y \partial r \). Since \( m \neq n \), both the area and the shape of OACB change. This change is measured by divergence and stretching deformation:

\[
D = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = m + n, \tag{47}
\]

\[
E_{st} = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} = m - n. \tag{48}
\]

From the above two equations, one can find the very different physical meanings between \( D \) and \( E_{st} \). \( D \) is the sum of the elongation distances of OA and OB, which describe the expansion of the unit air particle. \( E_{st} \) is the difference of the elongation distances of OA and OB, denoting a relative change between OA and OB. Therefore, \( E_{st} \) describes the change of the shape of the air particle.

The above analysis shows that for the velocity itself, the deformational motion is mostly part of the rotational motion and the divergent motion which are inverted from vorticity and divergence. Deformation has very different physical meanings to vorticity and divergence. For any small particles in the fluid, deformation, together with vorticity and divergence, are the basic factors of the ever-changing atmosphere and the weather formation. From this attitude, we think that SE is not a part of SV and a part of SD.
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