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- A proof-of-concept machine learning model estimates ranges of chemical concentrations in consumer products.
- The quantitative structure activity relationship (QSAR)-like model can be applied to data-poor chemicals due to relatively easy-to-obtain inputs.
- Case study shows promise for applying machine learning to engineered nanomaterial data despite a small training dataset.
- Chemical functional use data and product data may provide additional insight for predicting exposure-related endpoints.
- Presents two different, customizable machine learning frameworks for training and evaluating chemical endpoint prediction models under data-poor and data-rich scenarios.
Predicting emerging chemical content in consumer products using machine learning

Luka Lila Thornton\textsuperscript{a,b,*}, David E. Carlson\textsuperscript{a,c}, Mark R. Wiesner\textsuperscript{a,b}

\textsuperscript{a}Duke University, Department of Civil and Environmental Engineering, 121 Hudson Hall, Durham, NC 27708, USA
\textsuperscript{b}Center for the Environmental Implications of NanoTechnology (CEINT), USA
\textsuperscript{c}Duke University, Department of Biostatistics and Bioinformatics, Duke University Medical Center, 2424 Erwin Road, Suite 1102 Hock Plaza, Durham, NC 27710, USA

Abstract

Chemical ingredients in consumer products are continually changing. To understand our exposure to chemicals and their consequent risk, we need to know their concentrations in products, or chemical weight fractions. Unfortunately, manufacturers rarely report comprehensive weight fraction data on product labels. The goal of this study was to evaluate the utility of machine learning strategies for predicting weight fractions when chemical constituent data are limited. A “data-poor” framework was developed and tested using a small dataset on consumer products containing engineered nanomaterials to represent emerging substances. A second, more traditional framework was applied to a “data-rich” product dataset comprised of bulk-scale organic chemicals for comparison purposes. Feature variables included chemical properties, functional use categories (e.g., antimicrobial), product categories (e.g., makeup), product matrix categories, and whether weight fractions were manufacturer-reported or experimentally obtained. Classification into three weight fraction bins was done using a random forest or nonlinear support vector classifier. An ablation study revealed that functional use data improved predictive performance when included alongside chemical property data, suggesting the utility of functional use categories in evaluating the safety and sustainability of emerging chemicals. Models could roughly stratify material-product observations into order of magnitude weight fractions with moderate success; the best of these achieved an average balanced accuracy of 73% on the nanomaterials product data. Framework comparisons also revealed a positive trend in sample size versus average balanced accuracy, suggesting great promise for machine learning approaches with continued
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1. *Introduction*

   Over the past few decades, the role that chemical exposure plays in the onset of disease has become increasingly evident [1, 2]. Consequently, consumers have become more cautious of product ingredients. The ever-evolving landscape of products on the market requires more efficient and predictive means for evaluating consumer exposure. Laboratory analysis alone cannot keep pace, making predictive modeling the forefront solution. While there is extensive literature on toxicity modeling efforts to aid chemical policy decisions (e.g., quantitative structure activity relationships to estimate chemical toxicity endpoints), groups such as the National Research Council are emphasizing the need for complementary exposure models [3].

   Figure 1 shows what kinds of data may be used to estimate exposure to substances in consumer products for a specific receptor (e.g., human) and time frame (e.g., daily). The data flow has been adapted from other models to address emerging chemicals, or materials, for which we have limited information [4, 5, 6]. The flow boils down to four components: the weight concentration of the chemical within the product, herein referred to as weight fraction (WF); the fraction released from the product matrix; the amount of product used over time; and the fraction that is biologically accessible to the receptor. In regard to determining these components for emerging chemicals, WF is perhaps the most approachable based on available data, and is the focus of our study. WF presents a significant data gap, as manufacturers are only required to disclose it on product labels in select contexts [7, 8].

   Here we present modeling strategies to predict important intermediary values for estimating emerging chemical exposure, specifically, WF, through the use of machine learning. To date, machine learning methods such as random forest classification have been used to predict WF for organic chemicals as in Isaacs et al. [8]. Our objective was to build on these efforts using predictive variables, or features, that are more easily attainable for emerging or data-poor substances. A machine learning framework suitable for training on sparse data was developed, optimized and tested using engineered nanomaterial product data as a case study. Nanomaterials are widely regarded as materials with at least one dimension in the nanoscale (1–100 nanometers). Nanomaterials can be synthesized with a variety of properties and, thus, are used in a variety of applications. Their diversity and the presence of WF data in the published literature and public databases made them a suitable choice for investigation. For comparison, a more traditional framework was optimized and tested on the data-rich organic chemical product dataset from Isaacs et al. [8]. Both framework pipelines utilized one of two popular prediction algorithms—a random forest classifier (RFC) or a support vector classifier with a radial basis function kernel (SVC-RBF)—to predict a WF class of low (0.0–0.0001), medium (0.0001–0.01), or high (0.01–1.0). We also identified attainable, predictive features for estimating the quantities of emerging chemicals in products that may not have been
previously considered. Our proof of concept modeling approach makes a strong case for the
application of machine learning methods and strategic feature selection to help understand
the potential impact of emerging chemicals on consumers.

2. Materials and methods

In this section, we provide the rationale behind the datasets and features we selected to
predict WF. Details on data curation may be found in Appendix B. We then walk through
each step of our machine learning frameworks as summarized in Figure 3. The frameworks
feature a generalized pipeline described in Table 2, where data preprocessing and classification
algorithms are applied. For WF prediction, random forest classification and nonlinear support
vector classification algorithms were tested using both frameworks. The predictive capacities
of feature groups were also evaluated.

The code for this study was written in the Python programming language [9] with
extensive use of the Scikit-learn library for machine learning [10] and Matplotlib for visualizing
results [11]. The code can be launched in a web-accessible virtual environment via
https://mybinder.org/v2/gh/LukaThorn/ml-weight-fraction/master. Alternatively,
all data and code are available for download in Appendix A. Files for replicating the
coding environment are also included to facilitate research reproducibility. By simply cloning
our Git repository and running poetry install after the Python and Poetry [12] software
have been installed, all code can be implemented in an isolated virtual environment with the
same libraries and dependencies that were used for development.

2.1. Dataset selection

Two primary datasets were selected for the study. First, data on products containing
nanomaterials were selected to represent a group of data-limited emerging substances.
Nanomaterials product data (112 observations) were collated from the PEN Consumer
Products Inventory [13], the Dutch National Institute for Public Health and the Environment
[14], and the literature [15, 16]. Second, the bulk-scale, primarily organic chemicals product
dataset used in Isaacs et al. [8] was selected for its relatively large size and wider coverage
of consumer product space. These data, along with corresponding chemical property data,
were provided by the US Environmental Protection Agency (EPA) [17, 8, 18]. Over 16,000
observations of chemicals in products remained after data were cleaned and filtered for the
scope of the study. Such a sample size is more amenable to a traditional machine learning
framework, enabling contextualization of results from the data-poor framework designed for
the nanomaterials product dataset (see Section 2.3). Plots summarizing the compositions of
both datasets are included in Figure 2 (chemical property features) and Appendix C (all
other features).

2.2. Feature selection

To build practical prediction models suitable for emerging substances, features were
chosen that were both readily available for training models and likely to be available for
future products. It was also pragmatic to strive for a small number of features due to the
small number of nanomaterials product observations [30, chapters 15 and 18]. The selected features can be divided into the following groups: chemical properties, chemical functional uses, product categories (general product categories and product types), and product matrix information. These groups of features along with the dependent target variable, WF, are summarized in Table 1 with examples and data sources.

2.2.1. Chemical properties

In the context of this article, “chemical properties” refer to any properties that may be used to describe a chemical, regardless of whether they are physical, chemical (measured by changing the chemical composition of a substance) or both. Product manufacturers often select chemicals for use in products based on these properties. For example, waterproofing agents are hydrophobic and are associated with low solubility in water and high octanol-water coefficients, among other qualities [31].

Chemical property features were selected based on the following criteria: (1) they were representative of chemical composition, (2) they were applicable to both organic and inorganic chemicals at the nano- and bulk- scales, (3) they were relatively easy to measure or estimate [32], and (4) they were publicly available for the majority of substances. The final chemical properties selected were stoichiometric molecular weight (grams per mole of the molecular formula), melting point (degrees Celsius), boiling point (degrees Celsius), and density (grams per cubic centimeter). These features are often used in computational pharmacology and toxicology models, as are other features based off of molecular formulae such as the frequency of atoms in compounds, or higher order chemical descriptors containing structural or conformational information [33]. To estimate the molecular weight of nanomaterials, the molecular weight of the chemical formula for each nanomaterial’s bulk-scale equivalent was used. This approximation is not directly analogous or as physically meaningful compared to molecular weights for bulk-scale materials [34]. However, molecular weight may be pertinent in the case of dissolving nanomaterials. Moreover, it helps fulfill criterion 1 with only one feature slot, whereas other options like atom counts could require dozens of feature slots. For example, metals tend to have higher molecular weights, making inorganic compounds more distinguishable from organic ones that can behave quite differently. Melting point, boiling point and density also help satisfy this role. Additionally, while boiling point is not a very relevant property metal and metal oxide nanomaterial products, it was retained to keep the model generalizable to other emerging chemical data input. Other physicochemical property data, such as solubility data collected under consistent experimental conditions, were too sparsely available for the nanomaterials dataset to include. Criteria 2 and 4 disqualify some quintessential nanomaterial descriptors like size and functionalization. Most nanomaterial WF observations did not have these data. There are machine learning strategies that can account for missing data, although they are not necessarily reasonable to employ when sample size is small and the majority of observations are missing data for a candidate feature. In short, retaining observations was prioritized over the comprehensiveness of the feature set.
2.2.2. Functional use

The functional use of a chemical, sometimes simply referred to as function, can be described as the intended purpose of a chemical within a product (e.g., antimicrobial, catalyst). Functional use may be reported in manufacturer material safety data sheets or ingredient disclosures, as well as databases like the EPA’s Chemical and Product Categories database [29]. All nanomaterials product observations were individually assigned functional uses based on the terminology developed by the Organisation for Economic Co-operation and Development (OECD) [27]. For the organics product data, functional uses were remapped by their unique chemical identifier from the EPA’s database [28] to the OECD functional uses. This was primarily to help foster the adoption of the universal terminology proposed by the OECD. Appendix B includes more detail on this step. Functional uses were then merged with (assigned to) organics WF data by a unique chemical identifier, per Isaacs et al. [8].

2.2.3. Product categories

Weight fractions of different chemicals within the same product and functional use categories are hypothesized to be relatively similar. These feature data were not tested in the WF model by Isaacs et al. [8]. Product use category identifiers were provided by the EPA for all nanomaterials and organics product data according to their four-tiered categorization scheme based on product names and descriptions from product websites [29]. Features from the “general product category” tier (e.g., personal care) and “product type” tier (e.g., face wash) were retained. Product types are subsets of general product categories. Precautions to eliminate redundancy between these features are described in Section 2.3.

2.2.4. Product matrices

Information about the product matrix was also extracted from product use category identifier data; this includes whether it was a formulation versus an article (i.e., objects, such as a food container or clothing item), or if it was a spray versus non-spray.

2.2.5. WF measurement

Rogers et al. [16] found that experimental versus manufacturer-claimed nanomaterial concentrations could be quite variable in some products, so this information was retained as a binary feature for all product data.

2.3. Machine learning frameworks

Figure 3 summarizes the two different machine learning frameworks used for this study. The frameworks provide a broad overview of how data are processed and passed between algorithms, and the decision steps to train and filter multiple model options down to the best ones for the context. The framework on the left was designed for a data-poor scenario, which is often the case for emerging substances data. This framework was applied using the nanomaterials product data as a case study. A more traditional machine learning framework suitable for a much larger dataset is depicted on the right. This framework was applied to the bulk-scale organic chemicals product dataset for comparison purposes. While the expected data input is quite different between frameworks, the steps within the frameworks do not differ with the exception of step 4, model evaluation (highlighted).
2.3.1. Binning label data (optional)

As previously mentioned, target labels were converted from numeric weight fractions into weight fraction bins (low at 0.0–0.0001; medium at 0.0001–0.01; and high at 0.01–1.0), similar to Isaacs et al. [8]. These ranges were selected to strike a balance between interpretability and distributing both the nanomaterials and organic chemicals product data relatively evenly. The “high” bin had significantly fewer samples for both datasets despite the large range of weight fractions it spans (Appendix E.1). To account for class imbalance during model assessment, balanced accuracy was selected over a more typical scoring metric, such as accuracy. Balanced accuracy averages the accuracy of each of the true classes; so, the expected balanced accuracy for randomly guessing in a three-class classification problem is one-third.

The nature of the label data will also affect the choice of estimation algorithm used in step 4 of the pipeline (section 2.3.3). Binning the label data therefore required the use of a classifier for prediction.

2.3.2. Hyperparameter tuning and selection

The preprocessing and prediction algorithms discussed in the pipeline (2.3.3) have a number of hyperparameters that can be adjusted to tailor models to the training data (e.g., the number of trees in a random forest estimator). Combinations of sets of reasonable hyperparameters—collectively referred to as the parameter grid—are fit and tested in this step using a stratified five-fold cross validation (CV) pipeline. Cross validation is a standard machine learning strategy to tune parameters and address overfitting. It consists of randomly splitting data observations into \( k \)-groups, or folds, then running the desired algorithm or pipeline \( k \)-times, each time holding out a different data fold for validation while using the rest for training. Models are then assessed by the average performance score across \( k \)-iterations. So, in step 3 of both frameworks, the combination of parameters that resulted in the best average balanced accuracy score for each classifier was selected for use in step 4: model evaluation (2.4). Selecting parameter values based on predictive performance is considered a supervised learning approach.

2.3.3. The pipeline

The pipeline depicted in steps 2 and 4 of Figure 3 is detailed in Table 2. With the exception of the first (optional) step, the algorithms selected for this study exist as classes in the Scikit-learn library for simple, sequential implementation using the Pipeline class. The pipeline steps were first applied on the training data, then the validation data (framework step 2) or test data (framework step 4) using the appropriate Scikit-learn methods listed in Table 2. Pipeline also supports application of pipelines across multiple cross validation folds, as with framework step 2 (both frameworks) and framework step 4 (data-poor framework only).

The first three steps in the pipeline are preprocessing steps—transformations performed on data prior to prediction. Pipeline step 1, data augmentation, is considered optional. The process and results are described in Appendix D; there were not enough nanomaterial WF
observations to adequately assess whether data augmentation had a significant impact on performance.

For the normalization step of the pipeline, data were rescaled using min-max scaling. This only affected numerical data (i.e., chemical property data). The rest of the data were binary. Scaling helps to minimize bias that may be introduced if data are at different unit scales or ranges.

Next, a common feature reduction technique known as principal component analysis (PCA) was used to eliminate some redundancy within and between feature groups. PCA reduces the dimensionality of feature data while preserving as much variance from the original dataset as possible. This was particularly important for, e.g., highly correlated chemical properties like melting point and boiling point, and product category features and product type features, given their hierarchical relationship. A supervised approach was used to select the number of principal components to retain, n_components, during hyperparameterization. Rather than including all possible n_components in the parameter grid for framework step 2, this list was narrowed down to n_components with a cumulative explained variance ratio between 0.75 and 0.90 (see Suhr [35]).

There are many other feature reduction algorithms that could be considered for this pipeline step. Such algorithms also typically require selection of the desired number of features in advance. PCA was selected for its wide renown and ease of implementation in scikit-learn’s Pipeline class. Other algorithms such as hierarchical agglomerative clustering seemed to require far more custom code to make them pipeline-friendly (e.g., automating the process of narrowing down hyperparameters for framework step 2, or relabeling features post-processing).

Finally, we applied one of two different prediction algorithms for the estimation step: an RFC [30, chapter 15], as used in Isaacs et al. [8], or a nonlinear SVC. An RFC—or more broadly, random forest estimator—is a more advanced version of a decision tree algorithm. Decision trees are comprised of a series of decisions or criteria (branches) that split data into groups based on an optimized ruling or threshold for one feature per branch (up to a certain depth). Random forest estimators are considered an improvement over decision tree estimators, as they aggregate the decisions of numerous decision trees. Support vector machines use what are known as kernel functions to effectively map features to a higher dimensional feature space. A linear function is then applied in this newly mapped space, resulting in a nonlinear classifier (or regressor) in the original feature space. Smola and Schölkopf provide a good introduction to their mathematical basis [36]. For our SVC, an RBF kernel was selected for its affinity for non-parametric data, its popularity in domain adaptation strategies (e.g., data augmentation) and its ease of application using Scikit-learn’s Pipeline. Our study also included a linear SVC in earlier pipeline designs for the data-poor framework. The linear SVC performed poorly in the hyperparameter tuning step compared with the two more complex classifiers and was therefore dropped from the case studies to save on computational time.
2.4. Model evaluation and selection

Framework step 4, model evaluation, differs significantly between the data-poor and data-rich frameworks. The distinctions lie in the test data and the inclusion or exclusion of cross validation in the machine learning pipeline.

In a more traditional machine learning strategy such as the data-rich framework presented here, a random portion of all collated data will be set aside at the start of model development. This hold-out data, or blind test data, will only be used to test model performance after the model(s) has gone through framework steps 1-3 and no additional adjustments are anticipated. In our data-rich framework case study, one quarter (4110 observations) of the curated organics product dataset was withheld for this purpose. The algorithms from the pipeline were sequentially fit using the data and optimized parameters from framework steps 2 and 3. It should be noted that the data were not split, as cross validation was not employed in step 4 of the data-rich framework. The trained model was then applied to the blind test data following the methods in the test phase of 2. This process was repeated for each classifier and alternate datasets (see Section 2.5).

When there is a paucity of data for endpoint prediction, it may not be possible to set aside blind test data. In the data-poor framework, this issue is addressed by reusing all nanomaterials product data for both training and testing within the same 5-fold stratified cross validation pipeline as before. For model evaluation, the cross validation pipeline was also repeated one hundred times using different random states, which control the way the data are split into folds. Balanced accuracy scores were averaged across folds and random states, theoretically reducing potential bias in expected performance results from having relatively few samples within each fold.

In addition to overall balanced accuracy, model performance within each weight fraction bin was also evaluated. Figure 4 shows confusion matrices overlayed with a heat map to easily interpret scores, displaying the fractions of predicted weight fraction bins as they relate to the true bins in a three by three matrix after weighting for imbalances between bins. A hypothetical perfect model would result in an identity matrix colored dark blue along the principal diagonal. Permutation tests were also run to evaluate potential performance optimism from data reuse [37]. Models trained using the data-poor machine learning framework were tested using randomly permuted and unpermuted label data, then compared using the Wilcoxon signed rank test (Table Appendix E.4).

2.5. Impact of training data size and feature groups

To gain a better understanding of the effect of training sample size on performance (Figure 5), the data-rich machine learning framework was applied to organics product datasets consisting of \( n_{\text{train}} = [100, 200, 300, 400, 500, 1000, 2000, 3000, 4000, 5000, 10^4] \). The same blind test data \( n_{\text{blind}} = 4110 \) was used to score balanced accuracy for all models. In a similar manner, ablation studies were used to evaluate the predictive contributions of different feature groups or features for each classifier and product ingredient dataset combination using their corresponding frameworks (Table 3).
3. Results and discussion

When manufacturers incorporate new or emerging substances into consumer products, often there are few physicochemical property data, exposure data, or hazard data to evaluate their risk. For example, under the United States Toxic Substances Control Act, when manufacturers submit a minimum of ninety days notice to the EPA for production or importation of new chemical substances, only extant, non-confidential business information is required in the report [38]. This means that chemical risk assessors could have little data to decide if an emerging substance use-case constitutes unreasonable risk to public or environmental health. It is therefore essential that risk assessors have access to prediction tools that can still perform even when input data are limited, incomplete, or unreliable.

3.1. Feature selection

While a model is only as reliable as the quality of the training data, strategic model design—particularly, careful selection of model features—can help ameliorate the issues that regulators and risk assessors may encounter with data-poor substances. Table 3 shows the ablation study results, or how well the data-poor and data-rich frameworks performed on their respective case study datasets comprising different combinations of feature groups. The highest average balanced accuracy score for each classifier and dataset iteration are emphasized in boldface font. Because the nanomaterials product dataset only consisted of 112 observations, case study results from the more robust data-rich framework serve as a bellwether. I.e., trends from the data-poor framework tests were considered notable if they were also present in the data-rich framework results.

The best performing model for the data-poor framework trained and tested on nanomaterials product data was the SVC-RBF using (1) chemical property features, (2) functional use features and (3) the “Was WF measured?” feature, scoring 73.2% average balanced accuracy. Likewise, this combination of features resulted in the highest balanced accuracy for both classifiers on the organic chemicals product dataset—69.3% and 68.0% for the RFC and SVC-RBF, respectively. Excluding the “Was WF measured?” feature made no difference in the data-rich framework results, as all WF data were manufacturer-reported.

Chemical properties (i.e., chemical and physical) are the quintessential descriptors for predicting exposure and hazard endpoints [33, 7]. Expectantly, these features performed almost as well on their own as any of the feature group combinations based on the average balanced accuracy across all bins. The added value of the functional use and “Was WF measured?” features is more evident in Figure 4, where performance is stratified by WF bin. SVCs trained with functional use features scored well in the high WF category in comparison with SVCs trained using chemical properties alone; more high WF values were correctly predicted as high and fewer high WF values were incorrectly predicted as low. It is important to perform well in the high WF category due to the role that exposure plays in risk assessment. Risk is a function of exposure and hazard, and by extrapolation, WF (see Figure 1). So, not identifying a product ingredient that is present in high concentrations could be detrimental to consumers if that substance is confirmed to be toxic.
One should not assume that the performance of the product category and matrix property features (Table 3) reflects their utility in predictive modeling. Matrix properties were selected by what limited matrix data could be gleaned from the EPA’s curated product use category identifiers: formulations (versus non-formulations) and sprays (versus non-sprays). The product use category identifiers were not designed to capture matrix information the way it is detailed in product analyses such as Oomen et al. [14] (e.g., solid, cream, gel, aerosol, spray, liquid). Furthermore, these data were often unavailable for products. It is possible, with enough sample data, that matrix categories of similar specificity may be more predictive. The opposite issue may be the case for the product categories, which were hierarchical and so numerous that they had to be narrowed down before data could undergo automated feature reduction techniques (see Appendix B). Moreover, the datasets used in our study were not representative of the breadth and variability of products in commerce, but of what data were publicly available and amenable to curation. Using a subsection of data-rich products might improve the balanced accuracy contributions of product category data.

3.2. Impact of training dataset size

The impact of the size of the training dataset on model performance is shown in Figure 5. Application of the data-rich machine learning framework to varying amounts of organic chemicals product data resulted in a positive correlation between average balanced accuracy and the number of observations (log-scale). Based on this trend, we would expect an increase in data availability within the domain of the present feature data to continue to improve model performance before eventually plateauing. This is consistent with the literature from other fields (e.g., Huang et al. [39]). This potential for improved predictivity suggests that more data would enable the use of a regressor in Step 4 of the pipeline (Table 2) to predict numeric weight fractions instead of bins. Most notably, extrapolating this trend to the nanomaterial product data indicates great promise for predicting the prolificacy of emerging substances. These findings motivate the continued investment in curating and collating consumer product and exposure data.

3.3. Selecting a framework and model(s)

We presented two different machine learning frameworks (Figure 3) as case studies with a small and a large product ingredient dataset. The frameworks are customizable, with the options to mitigate the difficulties associated with smaller datasets such as binning data for order-of-magnitude classification instead of regression, or augmenting training data using data from a related “source” dataset. We anticipate more frequent data-limitations when evaluating exposure or hazard for emerging substances.

Between the nanomaterials and organic chemicals product datasets, most features had relatively comparable data (see Appendix C). The chemical properties for the respective datasets, however, formed two very distinct clusters (Figure 2). We felt this juxtaposition would constitute selection of the data-poor framework for predicting nanomaterial product WFs instead of attempting to apply models trained on organic chemicals product data. The differences in chemical property data also shaped the optional data augmentation strategy described in Appendix D.
When data are limited or present a large amount of uncertainty, users may wish to develop multiple models based on different framework options. A consensus approach can then be used to consolidate multiple predictions for new data.

4. Conclusions

Our machine learning framework for predicting weight fractions of emerging substances in consumer products is a proof-of-concept. It builds off of the work presented in Isaacs et al. [8] by expanding modeling options for data-limited scenarios and strategic selection of predictive, yet relatively obtainable features. Predictions are subject to several constraints detailed in Isaacs et al. [8] that will continue to limit the scope and applicability of exposure evaluation tools should data reporting remain at the status quo. The models presented here and by Isaacs and colleagues, however, can already estimate weight fractions within a few orders of magnitude with reasonable accuracy. Moreover, the positive trends in predictivity seen with increasing dataset size imply that there is significant potential for growth in predicting emerging substance prolificacy. Such predictions can be used for prioritizing more in-depth laboratory analysis of chemical exposure and risk. With further refinement, these kinds of machine learning models could be integrated as modules into exposure evaluation tools (e.g., SHEDS-HT [5]) or expanded with the data suggested in Figure 1 to obtain conservative Fermi estimates for individual or population level chemical exposure.

We also found that functional use data provided additional insight over chemical properties in the SVC-RBF models when it came to identifying substances used in higher concentrations. This and their overall high predictivity suggests that they may be a useful lens through which to evaluate the safety of nano- and bulk-scale chemicals. For example, risk assessments of emerging chemicals may include read-across approaches that involve referencing the behavior of other chemicals, based on their physicochemical properties, to estimate risk [34]. Functional use categories could provide a supplementary option for grouping chemicals for read-across purposes; Tickner et al. [40] has suggested such an application. In addition, Phillips et al. [28] demonstrated their potential utility in chemical alternatives assessment for, e.g., safer ingredient substitution in products. If functional use is to be considered for chemical evaluation and regulation, standardized terminology suitable for data analyses and more evidence of its predictive utility are required.

In all, the features and modeling strategies we selected for this case study present a viable step toward efficient prediction of the WF of emerging substances in consumer products that could be applied toward estimating other important exposure and hazard endpoints.
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Figure 1: The scope of the present study within a hypothetical data flow for estimating consumer or ecological exposure to emerging chemicals (EC) in consumer products. Chemical, product, and receptor data in the blue Venn diagram inform more complex extrinsic values at their intersections, such as chemical functional uses—or, further along the data flow, chemical weight fractions in products. Variables in the four gray arrows can be used to estimate exposure dose within a specific time frame prior to crossing biological barriers. The present study tests how well the target variable, weight fraction, can be predicted for emerging substances in consumer products using the indicated features and whether richer data sources like data on organic chemicals used in products (dashed oval) can aid in prediction.
Table 1: The following data were collated for both engineered nanomaterials and organic chemicals used in consumer products in order to model maximum weight fraction, the target variable for prediction. Data groups are broken down into specific features, or predictive variables, and their data type prior to feature agglomeration. † Some or all nanomaterials consumer product data were curated by the authors.

| Data group                | Features or Target Variable                                                                 | Data type                      | Sources                      |
|---------------------------|---------------------------------------------------------------------------------------------|--------------------------------|------------------------------|
| Weight fraction           | Maximum weight fraction                                                                     | Numerical converted to ordinal; | [14, 13, 8, 15, 16, 19]      |
|                           | Was weight fraction measured (or reported by manufacturer)?                                  | Binary                         | †                            |
| Chemical properties       | Molecular weight; Melting point; Boiling point; Density                                     | Numerical                      | [20, 21, 22, 23, 24, 25, 26] |
| Chemical functional uses  | Absorbent; Antiadhesive / anticohesive; Antioxidant; Anti redeposition agent; Biocide;     | Binary                         | [27, 28] †                   |
|                           | Brightener; Chemical reaction regulator; Colorant; Deodorizer; Filler; Flavouring / nutrient;|                                |                              |
|                           | Hardener; Humectant; Opacifier; UV stabilizer; Viscosity modifier                          |                                |                              |
| General product categories| Arts and crafts / office supplies; Cleaning products and household care; Electronics /    | Binary                         | [29] †                       |
|                           | small appliances; Home maintenance; Personal care; Pesticides; Vehicle                     |                                |                              |
| Product types             | Child specific; Dental care; Deodorant; Engine maintenance; Fabric treatment and dye;     | Binary                         | [29] †                       |
|                           | Facial cleansing and moisturizing; Fungicide; General household cleaning; General          |                                |                              |
|                           | moisturizing; Makeup and related; Paint, stain and related products; Sunscreen;           |                                |                              |
|                           | Surface sealers                                                                            |                                |                              |
| Product matrix            | Formulation (or non-formulation); Spray (or non-spray)                                     | Binary                         | [29] †                       |
Figure 2: A three-dimensional scatterplot of physical chemical properties for inorganic nanomaterials and bulk-scale organic chemicals found in the consumer product datasets.

Table 2: Steps in the machine learning pipeline and how they are applied to training and validation/test data using methods in the Python-based Scikit-learn machine learning library. $X$ represents a matrix of feature (descriptor) data; $y$ represents a vector of label (predictive variable) data.

| Pipeline step          | Training phase | Validation / test phase |
|------------------------|----------------|------------------------|
|                        | $X$            | $y$                    | $X$            | $y$                    |
| Data augmentation      | fit, transform | fit, transform         |               |                        |
| (optional)             | +mask          |                        |               |                        |
| Normalization          | fit, transform |                        | transform      |                        |
| Feature reduction      | fit, transform |                        | transform      |                        |
| Estimation             | fit            | fit                    | predict        | predict                |
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Figure 3: Overview of the machine learning approaches used to predict chemical weight fractions in consumer products for data-poor (left) and data-rich (right) scenarios. Data on products containing nanomaterials were used as a case study to represent an emerging chemicals product dataset with limited samples. Another dataset comprised of over 16,000 bulk-scale organic chemical weight fraction observations was used for the data-rich modeling scenario. The steps in each modeling strategy were repeated for two different classifiers, a random forest and a nonlinear support vector machine. Pipeline steps are detailed in Table 2.
Table 3: A comparison of how well different combinations of feature groups predict weight fraction (WF) categories using two different machine learning frameworks: one for a data-poor nanomaterials product dataset and one for a data-rich bulk-scale organic chemicals product dataset. Values represent average balanced accuracies for either a random forest classifier (RFC) or a support vector classifier (SVC) with a nonlinear kernel.

| Feature group          | Chemical properties | Functional uses | Product categories | Matrix properties | WF measured? | Data-poor RFC | Data-poor SVC | Data-rich RFC | Data-rich SVC |
|------------------------|---------------------|----------------|-------------------|------------------|--------------|---------------|---------------|---------------|---------------|
|                        |                     |                |                   |                  | RFC          | SVC           | RFC           | SVC           |               |
|                        | X                   | X              |                   |                  |              | 0.683         | 0.682         | 0.689         | 0.572         |
|                        |                     |                | X                 |                  |              | 0.657         | 0.728         | 0.587         | 0.578         |
|                        |                     |                |                   | X                |              | 0.607         | 0.583         | 0.426         | 0.426         |
|                        |                     |                |                   | X                |              | 0.664         | 0.666         | 0.389         | 0.389         |
|                        | X                   | X              |                   |                  |              | 0.657         | 0.661         | 0.693         | 0.680         |
|                        | X                   | X              |                   | X                |              | 0.648         | 0.732         | 0.693         | 0.680         |
|                        | X                   | X              | X                 |                  | X            | 0.648         | 0.712         | 0.674         | 0.655         |
|                        | X                   | X              | X                 | X                |               | 0.577         | 0.650         | 0.624         | 0.616         |
|                        | X                   | X              | X                 | X                | X            | 0.621         | 0.649         | 0.617         | 0.616         |
Figure 4: A table of confusion matrices showing how well select groups of features performed in data-rich and data-poor scenarios using a random forest classifier (RFC) and a nonlinear support vector classifier (SVC). The scores shown are average balanced accuracies across low, medium and high weight fraction bins. The values along the principal diagonals of matrices are averaged to get the overall balanced accuracies displayed in Table Appendix E.3.
Figure 5: Scatterplot of performance (average balanced accuracy) for two classifiers, a random forest classifier (RFC) and a nonlinear support vector classifier (SVC), versus sample size (log-scale). Classifiers were trained on bulk-scale organic chemicals product data to predict a chemical weight fraction category for blind test data.