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HIGHLIGHTS

> We have been studying the dynamic range in a neuronal network modelled by cellular automaton.
> Our results was to demonstrate that an enhancement of the dynamic range happens mediated by a phase transition in its value due to a hysteretic behaviour with respect to how the ring rate of the external perturbation is varied.
> We observe that chemical synapses can abruptly enhance sensibility of the neural network.
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Abstract

In this work, we study the dynamic range in a neural network modelled by cellular automaton. We consider deterministic and non-deterministic rules to simulate electrical and chemical synapses. Chemical synapses have an intrinsic time-delay and are susceptible to parameter variations guided by learning Hebbian rules of behaviour. The learning rules are related to neuroplasticity that describes change to the neural connections in the brain. Our results show that chemical synapses can abruptly enhance sensibility of the neural network, a manifestation that can become even more predominant if learning rules of evolution are applied to the chemical synapses.
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1. Introduction

The human brain contains about 100 billion neurons \[1\] and each neuron has approximately \(10^4\) connections. The connections between neurons can be mediated in terms of chemical synapses or electrical gap junctions, also known as electrical synapses \[2\]. The signal transmission in chemical synapses is unidirectional, while in electrical synapses the signal is transmitted in both directions \[3\]. Furthermore, chemical synapses transmit impulses slower than electrical synapses, due to the fact that chemical synapses transfer molecules called neurotransmitters and electrical synapses transfer ionic current through the gap junction pores between neurons \[4\]. Many different mathematical models have been used to describe dynamical behaviour of neural networks, such as differential equations, coupled maps, and cellular automata. Nonlinear differential equations of Hodgkin-Huxley \[5\] and Hindmarsh-Rose \[6\] have been considered to build neural networks \[7, 8\]. The Hodgkin-Huxley neuron model is composed by four ordinary differential equations and describes the dynamics of the membrane potential by taking into account the dynamics of the ion channels. The Hindmarsh-Rose neuron is a simplified model with three ordinary differential equations that exhibits rapid firing or bursting \[9\]. With regard to coupled maps, there are studies about neural networks using the Rulkov map \[10\] as local dynamics \[11\] in neural network model. It is also possible to model neural networks by means of cellular automata \[12\]. Cellular automaton was developed by John von Neumann \[13\] and is a dynamical system with discrete time, space, and state variables \[14\]. In this work, we consider cellular automata to model neural networks with plastic rules and time-delays, due to the fact that they are more computationally efficient than those modelled by differential equations and coupled maps.

One of the key problems in Psychophysics is the quantitative characterisation of the sensation due to a given stimulus. Stevens \[15\] proposed a stimulus-response theory, where the relationship between stimuli and response is given by a power-law. The capacity of a neural network to discriminate between intensity of external stimulus is measured by the dynamic range. The dynamic range defined in terms of firing rates is meant to quantify the absolute ratio between the largest and smallest values of a changeable quantity as the intensity of physical stimuli, for instance, sound, light and odorant concentration high and low stimulus firing rates leading to high and low response firing rates of the neurons, respectively \[15\]. In recent work \[8\],
Batista et al. found that the dynamic range increases with the network size.

In a network modelled by cellular automaton, Kinouchi and Copelli [16] showed that the maximisation of the dynamic range, in a network with neurons electrically coupled, can be achieved by setting neurons to interact among themselves in a critical way. Borges et al. [17] have then investigated the dynamic range in neural networks modelled by cellular automaton, where neurons connected both by electric and chemical synapses. They verified that the enhancement of the dynamic range depends on the proportion of electrical synapses as compare to the chemical ones. In this work, similar to the work of Ref. [17], we also consider a cellular automaton that describes spiking neurons in a network with connections between nearest neighbours and shortcuts corresponding to electrical synapses and chemical synapses, respectively. However, this work considers time-delays in the chemical synapses due to the fact that electrical synapses are faster than chemical synapses. Moreover, we have also included neuroplasticity in the chemical synapses to understand how learning rules of behaviour can affect the neural network sensibility. This way, the novelty of our model was to introduce the time-delays and the neuroplasticity in the chemical synapses. These phenomena are biologically relevant in synaptic connections.

Dynamical range is also a very important issue in regard to neuroplasticity. This term, also called as brain plasticity, is used to describe brain’s ability to change its structure and function [18]. The plasticity can occur due to experience, learning and memory formation [19], or as a result of brain injury [20]. The term plasticity was firstly introduced in neuroscience through the book entitled “The Principles of Psychology” written by William James in 1890 [18]. In 1904, Santiago Ramón y Cajal used the term neural plasticity in his studies about the central nervous system [21]. Experimental evidence of plasticity was performed in 1923 by Lashley [22]. In 1949, Donald Olding Hebb proposed a theory about neural mechanisms of plasticity, known as Hebb’s rule [23]. The rule postulates that connection between neurons is potentiated when an input spike to a neuron tends to occur immediately before that neuron’s output spike, namely neurons that fire together, wire together.

There are many kinds of brain plasticity described in the literature. Some of them are the following: (i) presynaptic dependent scaling (PSD) [24, 25]; (ii) spike timing-dependent plasticity (STDP) [17, 26]; (iii) short-term plasticity (STP) [27]. PSD occurs on a slower time scale than STDP [28]. STP also has a shorter time scale and it has been studied in detail at peripheral
Here, we study the effects of the Hebbian plasticity (STDP) in the dynamic range. Previous works that have investigated plasticity in the auditory system have been relevant to the determination of the dynamic range in cochlear implantation [30, 31]. In this work, we show that the dynamic range in our considered network presents a hysteretic average firing rate change with respect to a gradual increase or decrease of the external perturbation rate, leading to an abrupt increase of the network sensibility (dynamic range) or a moderate decrease of its sensibility, respectively. This remarkable phenomenon is more likely to be found (with respect to a broader range parameters) when the network is evolved according to Hebbian rules of learning behaviour [32]. It was verified that bistability is related to memory maintenance [33], and the path dependence to the dynamic range can be related to the time period in the olfactory system [34].

This paper is organised as follows: In Section 2 we will introduce our proposed network model of spiking neurons, and we show results of the average firing rate. Section 3 exhibits the dynamic range and Section 4 shows how it is affected by plasticity. Finally, in Section 5, we draw the conclusions.

2. The model of spiking neurons

A cellular automaton is built to describe a neural network model of spiking neurons. Figure 1(a) shows the shape of a typical action potential that consists of a spike upward and after a fall. We transform this behaviour into a discrete state variable $x_i$ ($x_i = 0, 1, 2, 3, 4$), where $x_i = 0$ is the resting state, $x_i = 1$ is the spike, $x_i = 2, 3, 4$ correspond to the refractory period. The neuron can spike when it is in the resting state $x_i = 0$, however, spike does not happen during the refractory period (Fig. 1(b)). Excitation refers to the process of making a neuron in the resting state ($x_i = 0$) to spike ($x_i = 1$). Every interaction of the discrete model represents the evolution of the dynamics for a 1ms in time unit. Therefore, a neuron changes its state in 1ms, a neuron can stay in a resting state until it is excited. Once excited, a transition for each refractory state happens in 1ms. From excitation to resting state, our model requires 4 iterations. The set of spiking rules is given by:

1. A neuron $i$ can be excited by a random external stimulus that follows a Poisson distribution with average input rate $r$ [35]. The stimulus is a detectable change in the internal or external environment [36];
2. A neuron $i$ with electrical synapses can be excited by an excited presynaptic neuron $j$ with probability $p^{(el)}_{ij}$, where $p^{(el)}_{ij} = p^{(el)}_{ji}$ [16];

3. A neuron $i$ with chemical synapses can be excited by excited neurons $j$ according to the relation $\sum_j \omega_{ij}(t - \tau) \geq T$ [37], where $\omega_{ij}$ is the connection weight from $j$ to $i$, $\tau$ is the time delay, and $T$ is the threshold.

Figure 1: Representation of (a) behaviour of neuron as well as the schematic diagram of the discrete state variable $x_i$ (b) cellular automaton rules.

We construct a network with $N = 10^4$ neurons, where the connections are randomly chosen [38]. As the control parameter of the electrical connectivity, we use the average branching ratio $\sigma = p^{(el)}_{ij}K_{el}$, where the probability to transmit the signal from a neuron $i$ to $j$ is given by $p^{(el)}_{ij} \in [0.09, 0.11]$ and $K_{el} = 10$ is average degree of electrical connection. For chemical connectivity, we establish a minimal threshold $T$ and average degree of chemical connection $K_{ch} = 5$. We also consider time delay $\tau = 3$ms, chemical connections weight $\sigma = 0.5$ with standard deviation SD = 0.02.

The neural network response can be calculated by means of the average firing rate

$$F = \frac{1}{t_{\text{fin}} - t_{\text{ini}}} \sum_{t_{\text{ini}}}^{t_{\text{fin}}} \rho(t),$$

(1)
where
\[ \rho(t) = \frac{1}{N} \sum_{i=1}^{N} \delta(x_i(t), 1), \] (2)
is the density of spiking neurons, and \( \delta(a, b) \) is the Kronecker delta. Figure 2 shows the average firing rate \( F \) as a function of the average input rate \( r \). In Fig. 2(a), we see that \( F \) presents a minimum \( (F_{\text{min}}) \) and a maximum \( (F_{\text{max}}) \) value. In addition, \( F \) curve saturates for values smaller than \( r_{0.1} \) and larger than \( r_{0.9} \). The input rates \( r_{0.1} \) and \( r_{0.9} \) are obtained for 10% \( (F_{0.1}) \) and 90% \( (F_{0.9}) \) of the interval between \( F_{\text{min}} \) and \( F_{\text{max}} \), respectively.

Figure 2: (Colour online) The average firing rate \( F \) for different configurations in the values of \( T \) and \( r \) in a neural network with \( N = 10^4 \). In Fig. (a), we have \( \sigma = 1.1 \) and \( T = 1.5 \) and we show \( F \) as a function of \( r \), where the input rates \( r_{0.1} \) and \( r_{0.9} \) are obtained for 10% and 90% of the interval between \( F_{\text{min}} \) and \( F_{\text{max}} \), respectively. Figure (b) exhibits results for different values of threshold \( T \), while \( \sigma \) is maintained constant equal to 0.9. For \( T = 0.75 \), \( F \) values will depend on how the parameter \( r \) is varied during the emulations. Increased increments produce the values indicated by the branch \( r^+ \), decreasing values by the branch \( r^- \). Figures (c) and (d) show the values of \( F \), represented by the colour code of the side bar, for \( \sigma = 0.9 \) when \( r \) values are gradually incremented (c), or gradually decremented (d).
Figure 2(b) exhibits how the $F$ values depend on $r$ values for $T$ equal 0.50, 0.75, 1.00, and 1.25, for $\sigma = 0.9$. For $T = 0.75$ we verify a discontinuous average firing rate change and a hysteresis cycle due to bistability by varying $r_+$ upward and $r_-$ downward on the values of $F$. Gollo et al. [32] observed bistability in an excitable media that interact through integration of inputs received in a time interval. In our simulations, we observe that bistability can occur in a network with electrical and chemical synapses. Viana et al. [12] did not observe bistability in cellular automaton with electric and chemical synapses, due to the fact that they considered chemical synapses without weights. This way, the chemical synapses with weights play an important role in the emergence of bistability. In Figs. 2(c) and 2(d) we calculate $F$ (values given by the colour code bar) for $r_+$ and $r_-$ as a function of $T$, respectively, where we consider $\sigma = 0.9$. Bistability in the $F$ values is noticeable in the region $r \lesssim 0.14$ and $0.5 \lesssim T \lesssim 1$, where the average firing rate change happens at about $r = 0.14$. Figure 2(c) shows an irregular boundary due to numerical fluctuation, as a result from the random process of the external perturbation.

3. Dynamic range

The dynamic range is the ratio between the largest and smallest values of a changeable quantity, and it is calculated by choosing the interval $r_{0.1} \leq r \leq r_{0.9}$, Fig. 2(a), in that a power-law can be fitted. It is defined as

\[ \Delta = 10 \log \left( \frac{r_{0.9}}{r_{0.1}} \right) \]  

where $r_{0.1}$ and $r_{0.9}$ are obtained from $F_{0.1}$ and $F_{0.9}$, respectively. The values of $F_{0.1}$ and $F_{0.9}$ are found by means of the equation $F_x = F_{\min} + x(F_{\max} - F_{\min})$.

For the electrical synapses, we calculate the dynamic range for three values of $\sigma$ that correspond to values in the subcritical regime ($\sigma < 1.0$), at the critical point ($\sigma = 1.0$), and in the supercritical regime ($\sigma > 1.0$). In the subcritical regime, the dynamic range increases with $\sigma$ until the optimal regime occurs at the critical point ($\sigma_c = 1.0$). After the critical point, the dynamic range decreases and it is known as supercritical regime [16]. Figure 3 exhibits $\Delta$ as a function of $T$ for $\sigma$ equal to 0.9 (black circles), 1.0 (red squares), and 1.1 (blue triangles) for the network now presenting both electric and chemical connections. In our network, when the threshold value $T$
considered is high, the behaviour of the network is equal to network of only electrical synapses.

![Image of Figure 3](image-url)

Figure 3: (Colour online) Dynamic range as a function of threshold \((T)\) for \(\sigma = 0.9\) (black circles), \(\sigma = 1.0\) (red squares), and \(\sigma = 1.1\) (blue triangles).

For \(\sigma = 1.0\) the addition of chemical synapses does not contribute to increase the value of dynamic range. For threshold values \(T < 1.5\), in which chemical synapses have the greatest influence in the network, the value of dynamic range decrease. For \(\sigma > 1.0\), we observe a little increase of dynamic range of threshold interval \(T \in [1.25, 1.50]\). However, for subcritical regime, we find bistable behaviour in the values of the dynamic range. This corresponds to two values of the dynamic range depending on the how the rate of the external perturbation is altered, either following the \(r^+\) or the \(r^-\), and as a consequence we verify an abrupt and remarkable increase in the dynamic range. While a gradual decrease of the average input rate \((r_-)\) does not present enhancement in dynamic range, for a gradual increase \((r_+)\) of external perturbation a significant increase is observed. The dynamic range has a maximum value about 34dB and a minimum value about 20dB for \(r_+\) (upward) and \(r_-\) (downward), respectively.

4. Effects of the spike timing-dependent plasticity

With the aim at understanding the influence of the plasticity on the neural network modelled by cellular automaton, we consider a spike timing-
dependent plasticity approach according to the Hebbian rule with time delay [39]. The synaptic weights $\omega_{ij}$ are initially distributed with mean equal to $\omega = 0.5$ and standard deviation equal to $SD = 0.02$, they are updated in accordance with the relation $\omega_{ij} \rightarrow \omega_{ij} + \delta W(\Delta t_{ij})$, where

$$W = \begin{cases} A_1 e^{-(\Delta t_{ij} - \tau_1)/\tau_1}, & \Delta t_{ij} \geq \tau_1, \\ -A_2 e^{(\Delta t_{ij} - \tau_2)/\tau_2}, & \Delta t_{ij} < \tau_1, \end{cases}$$

(4)

and $\Delta t_{ij} = t_i - t_j$ is the time between the spikes of the postsynaptic $t_i$ and presynaptic $t_j$ neurons. The interval of the synaptic weight is $\omega_{ij} \in [0, 1.0]$. The constant values of Eq. (4) are $A_1 = 1.0$, $A_2 = 0.5$, $\tau_1 = 1.8\text{ms}$, $\tau_2 = 6.0\text{ms}$ and $\delta = 0.001$ [40].

Figure 4: Plasticity function (4) as a function of the time between the spikes of the postsynaptic neuron and presynaptic, where we consider $A_1 = 1.0$, $A_2 = 0.5$, $\tau_1 = 1.8\text{ms}$, $\tau_2 = 6.0\text{ms}$ and $\delta = 0.001$. The gray and red lines represents $\tau = 0.0\text{ms}$ and $\tau = 3.0\text{ms}$, respectively.

Figure 4 exhibits $W$ as a function of $\Delta t_{ij}$ for $\tau = 0.0\text{ms}$ (gray line) and $\tau = 3.0\text{ms}$ (red line) [41, 42]. $A_1$ and $A_2$ are the learning rates during the potentiation and depression of the synaptic weights, respectively. We consider values of $A_1$, $A_2$, and $\tau$ that provide a plasticity function as a function of the time between the spikes of the postsynaptic and presynaptic neuron according to an asymmetry observed experimentally in both neocortex [43] and hippocampus [44]. The time delay does not change the behaviour of the
curve, however, the curve is displaced according to the value of the time-delay.

The spike timing-dependent plasticity changes the synaptic weights, and consequently changes the behaviour of the neural spikes. Since year 2000 [45] it is well known that STDP creates an unstable network. However, our network does not become unstable due to the bound $\omega_{ij} \in [0,1.0]$. The synaptic weights distribution is also stable after the transient time. In Figs 5(a) and 5(b) we calculate the average synaptic weight and the average firing rate, respectively, for $T = 1$ (black circles), $T = 1.5$ (blue squares), and $T = 2$ (red triangles). Figure 5(a) shows that the average synaptic weight goes to a constant value, resulting in a stable network. As a consequence, the average firing rate has a constant value after a transient time, as shown in Fig. 5(b), where we consider $t_{ini} = 4 \times 10^5$.

The network with STDP also presents bistability by varying $r_+$ upward and $r_-$ downward. Figure 6(a) and 6(b) shows that the bistability occurs in the region $1.0 \lesssim T \lesssim 2.0$, where $\sigma = 0.9$. In Fig. 5(a), we see an irregular boundary due to numerical fluctuation. We are now ready to investigate the influence of the plasticity on the dynamic range. As a result, we verify that the network with plasticity also exhibits hysteresis, as shown in Fig. 7. Comparing Fig. 7 with Fig. 3 we observe that for $\sigma = 0.9$ the maximum $\Delta$ values occur for $T > 1.0$, and the region of maximum $\Delta$ is larger in the case with than without plasticity. For $\sigma = 1.0$ we verified a meaningful increase.
of the dynamic range value only for $T = 2.0$. In the case where $\sigma = 1.1$, the larger value of dynamic range were found for threshold $T \geq 2.125$. For these three values of $\sigma$, when $T$ is high, the behaviour of the network get close to the network behaviour with only electrical synapses. This means that learning induces sensibility to a larger range of chemical synapses, a wider $T$ value.

![Figure 6](image.png)

**Figure 6:** (Colour online) Figs (a) and (b) show $r^+$ and $r^-$ as a function of $T$, respectively, where $\sigma = 0.9$ and the colour bar represents $F$.

### 5. Conclusion

In this paper, we studied the dynamic range in a neural network modelled by a cellular automaton. We have considered networks whose neurons are connected by means of electrical and chemical synapses, the chemical connections presents time-delay, and it evolves according to Hebbian rules of learning. Our main result was to demonstrate that an enhancement of the dynamic range happens mediated by an average firing rate change in its value due to a hysteretic behaviour with respect to how the external perturbation rate is varied. This means that as a external perturbation becomes larger and larger (which is encoded in the neural network by an incremental increase in the external perturbation rate), the network suddenly becomes highly sensible. On the other hand, as the external stimuli becomes weaker and weaker, the sensibility of the neural network is only moderately reduced. This remarkable enhancement of the dynamic range happens only in the subcritical regime of the electrical network.
Figure 7: (Colour online) $\Delta \times T$ for the network with plasticity and $T \in [0.5, 2.5]$, where $\sigma = 0.9$ (black circles), $\sigma = 1.0$ (red squares), and $\sigma = 1.1$ (blue triangles).

The same hysteretic average firing rate change behaviour was not found for the network with neurons only connected by means of electrical synapses. Comparing our results with previous works [12], this work shows evidence that the chemical connection brings a neural network to an optimal enhanced sensibility state not achieved by the neurons if only electrically connected.

The neural network with plasticity also exhibits hysteresis in the subcritical regime. However, the change occurs when the threshold $T$ value is bigger than the value for the case without plasticity. In addition, the plasticity increases the interval size of $T$ for the maximum $\Delta$. We have also verified the same behaviour for network size larger than the size considered in this work. Finally, the enhancement of the dynamic range was achieved by the plasticity of the chemical synapses in the subcritical and critical regime of electrical network. Therefore, learning can enhance the network sensibility to external perturbations.

We examined the effect of inhibitory synapses on the bistability. As a result, we verified that the bistability does not disappear, however the average firing rate change becomes continuous. In future work, we plan to study in details the effects of inhibitory synapses on the dynamic behaviour of the neural network.
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