Development of an Artificial Fish Swarm Algorithm Based on a Wireless Sensor Networks in a Hydrodynamic Background
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Abstract: The main objective of the present study is the development of a new algorithm that can adapt to complex and changeable environments. An artificial fish swarm algorithm is developed which relies on a wireless sensor network (WSN) in a hydrodynamic background. The nodes of this algorithm are viscous fluids and artificial fish, while related ‘events’ are directly connected to the food available in the related virtual environment. The results show that the total processing time of the data by the source node is 6.661 ms, of which the processing time of crosstalk data is 3.789 ms, accounting for 56.89%. The total processing time of the data by the relay node is 15.492 ms, of which the system scheduling and the Carrier Sense Multiple Access (CSMA) rollback time of the forwarding is 8.922 ms, accounting for 57.59%. The total time for the data processing of the receiving node is 11.835 ms, of which the processing time of crosstalk data is 3.791 ms, accounting for 32.02%; the serial data processing time is 4.542 ms, accounting for 38.36%. Crosstalk packets occupy a certain amount of system overhead in the internal communication of nodes, which is one of the causes of node-level congestion. We show that optimizing the crosstalk phenomenon can alleviate the internal congestion of nodes to some extent.
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1 Introduction

In the 21st century, with the development of embedded computing, sensors, distributed information processing, and wireless communications, the wireless sensor networks (WSNs) have been widely used in fields such as data acquisition, environmental monitoring, smart home, military, and transportation [1]. Meanwhile, WSNs, bionic human organs, and plastic electronics are regarded as the world’s three major high-tech industries in the future [2]. The networking of WSNs does not require fixed equipment as support. It is characterized by rapid deployment, strong resistance to damage, easy networking, and wired network-free [3]. These areas can be efficiently monitored in real-time through WSNs. To avoid invasive damage to the natural ecological environment, WSNs can also be applied to the monitoring of water resources (such as water diversion canals from the south to the north, reservoirs, and rivers) and atmospheric environment [4]. WSNs include two types, i.e., the underwater WSNs and the terrestrial
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WSNs. The common features shared by both types are low-power self-organization, heterogeneous interconnection, and energy limitation. The difference between them lies in the communication methods they use. Terrestrial WSNs usually use radio wave communication, while underwater WSNs usually use acoustic communication [5].

Since electromagnetic waves are prolonged when the underwater transmission loss is large, they are not suitable for underwater environments. Meanwhile, acoustic communication channels have the characteristics of selective fading, large background noise, narrow communication bandwidth, high delay, and multi-path effects. Due to the limited level of hardware technology for sensor nodes, the research on underwater sensor networks faces greater difficulties. The current technologies of terrestrial WSNs are not suitable for direct application in underwater environments [6]. At present, due to the immaturity of hardware technology and network technology, researchers have failed to obtain fruitful results on underwater sensor networks; thus, underwater sensor network is still in its infancy. Because of the huge application value of WSNs, the industrial and academic industries worldwide have paid great attention to this issue. The WSNs were started in the 1980s. Some international research results on WSNs gradually appeared. The United States and Europe have successively launched research programs for WSNs. In particular, the US Department of Defense and the National Natural Science Foundation of China have invested heavily in scientific research projects to support WSNs [7]. In China, the research on WSNs has received widespread attention, and relevant research has been launched simultaneously with that in developed countries. In China, universities and institutions, including National Defense University of Science and Technology, Tsinghua University, Harbin Institute of Technology, Zhejiang University, Chinese University of Science and Technology, as well as Shanghai Institute of Microsystems, Software Research Institute, and Institute of Automation of Chinese Academy of Sciences, have launched research programs on WSNs. Since 2004, more universities and institutions have launched the research programs of WSNs [8]. Underwater WSNs (UWSNs) are multi-hop wireless networks that are ad hoc networks consist of various underwater sensor nodes deployed in the monitoring area. Research on UWSNs began in the 1990s. It provides equipment support and information platforms for the promotion of marine resource surveys, marine environmental management, disaster monitoring, maritime operations, and marine military activities. The ministries, universities, and scientific research institutions worldwide have paid close attention to UWSNs. Numerous projects related to the key technologies of UWSNs have been funded [9]. Scholars have proposed an improved artificial fish swarm algorithm to compensate for the distortion in the sensor-less adaptive optical system, which achieved excellent complementary effect [10].

Here, a true-world WSN measurement bed is designed and implemented through measurement experiments on independently designed wireless sensor nodes, including sensor nodes based on ATmega128 microprocessor, CC1100 radio frequency chip, and the PC-terminal data acquisition software. The serial ports can be used to collect and store information such as the number of packets, RSSI, and LQI. The throughput, packet reception rate, and packet loss rate are analyzed through MATLAB software. Aiming at the three-dimensional underwater WSNs, a self-deployment algorithm for fluid model nodes based on improved artificial fish swarm is designed. Under the background of hydrodynamics, aiming at the three-dimensional underwater WSNs, a self-deployment algorithm for fluid model nodes based on improved artificial fish swarms is designed. The nodes of this algorithm are viscous fluids and artificial fish, while events are considered as the food for artificial fish. Then, the node deployment process of UWSNs becomes a process of fluid flow and artificial fish looking for food. This is a distributed deployment algorithm, which prolongs the network life cycle and distributes node power consumption. The algorithm is suitable for node deployment of both two-dimensional UWSNs and three-dimensional UWSNs. This study provides important theoretical support for the deployment of sensor networks, which is beneficial to the monitoring of sensors.
2 Methodology

2.1 WSN

The wireless sensor nodes in the monitoring area can form a network cooperatively, which senses and records the environmental information (including temperature, humidity, air pressure, and sound) in the nearby area. Then, the network converts the encoded data into digital signals, which are processed and forwarded by multiple sensors in the form of the data packet. The data packet is transmitted hop-by-hop to the convergence node then the computer and other equipment for processing and storage, which are transmitted to the users further via the Internet and satellite [11]. According to different routing methods of data transmission, WSNs are divided into two architectures, i.e., the planar structure and the hierarchical structure [12].

Fig. 1 illustrates a planar structure network. All nodes in the monitoring area transmit the collected data to the sink node in a wireless multi-hop manner, and the sink node transmits these data to the observer or user. The transmission method of the planar structure is simple. However, each node needs to build a path to the sink node, forming a large dynamic routing area. Therefore, it consumes enormous control information to maintain the route, resulting in additional energy overhead. As a result, it has poor scalability.

Fig. 2 illustrates a hierarchical structure network. Unlike the planar structure, the sensor nodes in the monitoring area no longer transmit information to the sink nodes. Instead, they cluster the network under certain algorithms and mechanisms. Various nodes in the network are divided into multiple small ad hoc networks that are centered on the cluster head nodes and contain some cluster member nodes. The cluster member nodes only transmit the collected data to the cluster heads, and the cluster heads in each area form an ad hoc network. The information aggregated to the cluster head is transmitted to the aggregation node via wireless multi-hop between the cluster heads, forming multiple layers such as clustering networks and cluster-head networks. All the nodes in the hierarchical structure do not have to learn the path to the convergence node. Instead, the nodes only need to build a route to the cluster head node in the area, which reduces the cost of cluster member nodes and has good scalability [13]. The disadvantage is that the cluster head node needs to transmit various information and thereby bears a higher load. Therefore, the planar structure is more suitable for smaller networks, while the hierarchical structure performs better in larger networks.

The traditional WSNs protocol stack mainly includes five layers of protocols, i.e., physical layer, network layer, data link layer, transport layer, and application layer [14]. These protocols correspond to the Internet protocol stack. Usually, WSNs protocol stack also includes three platforms, i.e., energy management, mobile management, and task management. The protocol stack of WSNs is shown in Fig. 3. The two functional sub-layers of time synchronization and positioning are represented by inverted L-shapes. The major reason is that their functions are special; therefore, they not only need to provide information support for each layer of the network protocol but also coordinate with positioning and time.
synchronization. Because of the application value of WSNs, the industrial and academic industries worldwide have valued this issue. The WSNs were started in the 1980s. Some international research results on WSNs gradually appeared. The United States and Europe have successively launched research programs for WSNs. In particular, the US Department of Defense and the National Natural Science Foundation of China have invested heavily in scientific research projects to support WSNs.

2.2 Artificial Fish Swarm Algorithm

The artificial fish swarm algorithm is an intelligent optimization algorithm based on fish swarm behavior. It mainly simulates fish swarming behaviors, following behaviors, foraging behaviors, and other behaviors. Through individual local optimization, it finally reaches the global maximum of the search group [15]. Animal autonomy refers to autonomous robots or entities that simulate animals. It is a way to show that animals can produce adaptive intelligent behaviors in complex and changeable environments. The concept of animal autonomy is introduced into the fish swarm optimization algorithm. A bottom-up design idea is adopted, and a behavior-based artificial intelligence method is used to form a new model for solving optimization problems. Since it is based on the analysis of fish behaviors, it is called the fish swarm model. The artificial fish swarm algorithm is formed by using this model in optimization. Generally, in a water area where the fish is the majority, the water area is also rich in nutrients. Based on
this feature, the foraging, swarming, and following behaviors of fish are simulated for global optimization, which is the basic idea of artificial fish swarm algorithm [16].

The artificial fish swarm algorithm is a swarm intelligence algorithm. The main mathematical model can be described as follows:

In the n-dimensional target search space, a group is composed of N artificial fish, and the vector Eq. (1) can be used to represent the state of each artificial fish:

\[ X = \{X_1, X_2, \ldots, X_n\} \]  

where \( X_i \) (\( i = 1, 2, \ldots, n \)) is the variable to be optimized. \( X_i \) represents an object in the fish swarm. The food concentration at the current location of the artificial fish is expressed as Eq. (2):

\[ Y = f(x) \]  

where \( Y \) is the objective function. The distance between the individual artificial fish can be expressed as Eq. (3):

\[ d_{i,j} = \|X_i - X_j\| \]  

where “visual” represents the perception range of artificial fish; \( \delta \) represents the congestion factor; “step” represents the step length of artificial fish movement; “trynumber” represents the maximum number of trials per artificial fish foraging.

(1) Foraging behavior is one of the basic behaviors of artificial fish, which is also an act of individual artificial fish toward food. Artificial fish use vision to sense the concentration of food in water and decide what kind of behavior to take.

Behavior description: The current state of artificial fish \( i \) is assumed as \( X_i \), and a state \( X_j \) within its visual perception range is randomly selected.

\[ X_j = X_i + Visual * \text{Rand}() \]  

where “\( \text{Rand}() \)” is a random number between 0 and 1. For the problem of finding the maximum value \( Y_i < Y_j \) (\( Y_i > Y_j \)) in the case of finding the minimum value; the problems of maximum value and minimum value can be converted mutually; the following discussions only involves the maximum value problem), it moves one step forward (Eq. (5)).

\[ X_i^{t+1} = X_i^t + \frac{X_j^t - X_i^t}{\|X_j^t - X_i^t\|} * \text{Step} * \text{Rand}() \]  

(2) Swarming behavior. Fish will naturally swarm into a herd while looking for food. This kind of life characteristic is to ensure the safety of the entire herd and avoid predators. Birds and fishes have such a swarming method. Generally, they do not need to have a leader. If everyone follows some rules of local interaction, the swarming phenomenon as a global pattern will be shown in the local and individual interactions.

Behavior description: In nature, to ensure the survival of the group and avoid the danger, the fish will naturally swarm into a group while swimming. The artificial fish swarm algorithm makes the following two rules for each artificial fish: (1) try to swim to the center of the neighboring partner; (2) try to avoid overcrowding.

The current state of the artificial fish is assumed as \( X_i \), the number of partners \( n_f \) and the center position \( X_c \) within the current field of view (\( d_{i,j} < \text{Visual} \)) are explored. \( Y_c/n_f \) > \( \delta Y_j \) indicates that the concentration of food in the center of the partner is high and not too crowded; therefore, it moves one step towards the center of the partner (Eq. (6)).
\[ X_i^{t+1} = X_i^t + \frac{X_C - X_i^t}{\|X_C - X_i^t\|} \times \text{Step} \times \text{Rand}(\) \tag{6} \]

Otherwise, foraging behavior is performed.

(3) Following behavior. While fish are looking for food, if one or several fish found food, the neighboring partners will follow and quickly track to the position of the food (Fig. 4).

![Figure 4: Schematic diagram of the following behavior](image)

Fig. 4 illustrates that artificial fish 1 is the artificial fish with the highest food concentration in the respective fields of vision of artificial fish 2–6. Its food concentration is \( Y_j \), and \( C_1 \) is a circle with artificial fish 1 as the center and its field of view as the radius. The closer the other artificial fish is to artificial fish 1, the better the state of the artificial fish is.

Behavior description: The following behavior is the behavior of chasing artificial fish near a high food concentration. In the artificial fish swarm algorithm, it is a process of advancing to the nearest partner with the best fitness value. The current state of the artificial fish \( i \) is assumed as \( X_i \), the partner \( X_j \) within the current field of view (\( d_{i,j} < \text{Visual} \)) is explored. \( Y_C/n_f > \delta Y_j \) indicates that the concentration of food in the center of the partner \( X_j \) is high and its surrounding area is not too crowded; therefore, it moves one step towards the center of the partner \( X_j \).

Otherwise, foraging behavior is performed.

The flowchart of the artificial fish swarm algorithm is shown in Fig. 5:

2.3 Node Deployment Algorithm of the Fluid Model

Although the artificial fish swarm algorithm has low requirements for parameter setting, objective function, and initial value, it also has the advantages of global optimization and parallel processing. However, disadvantages also exist. For example, some individuals do not participate in the foraging of the fish swarm, causing a waste of resources such as calculation and space. Also, the efficiency of the algorithm operation is affected. Also, if the parameters are not set properly, the algorithm only finds the approximate interval range of the optimal solution. Since it is difficult to find the optimal solution, the solutions oscillate near the optimal solution. Besides, if the problem to be solved is a large system, the overall performance of the algorithm will be greatly reduced, which ultimately makes it difficult to obtain optimal results.
In the underwater environment, the node first uses the viscous fluid model to self-deploy to complete the coverage of the monitoring area. Then, based on the monitoring area, the fish swarm algorithm is used to monitor the occurrence of the event to efficiently complete the monitoring task. The basic fish swarm algorithm has good performance in places with evenly distributed events. However, in deployment scenarios with uneven distribution, the performance will decrease. In areas with a high incidence of events, nodes need to consume much more energy than in areas with a low incidence of events. In this way, the energy consumption of nodes in the entire network will be uneven, and it will easily cause premature failure of nodes in areas with a high incidence of events.

2.4 Structure of the Measurement System

Measurement is an essential means for network performance research. A network is built in a simulated or real environment. Through the operations of nodes in the network, specific performance parameters are observed, including the data processing speed inside the microprocessor of the node, the duty cycle the system, the working frequency, the data transmission rate, and the signal strength. Also, the in-depth analysis and evaluation of WSN are performed on node working efficiency, network transmission performance, link quality, system configuration rationality, and protocol mechanism performance. Such analyses provide a critical basis for optimizing the node hardware and software systems, the reasonable allocation of network resources, the improvement of protocols and mechanisms, and the setting of parameters. In summary, measurement is an indispensable foundation for network research [17].

The structure of the WSN measurement system in this study is shown in Fig. 6. The Tiny OS system program can compile a file with a suffix of .hex, and download the .hex file to the node through the progress node programming software. The data are transmitted to PC through serial ports for observation and storage.

![Figure 5: Workflow of artificial fish swarm algorithm](image-url)
2.5 Carrier Sense Multiple Access (CSMA) Measurement Experiments

In the Carrier Sense Multiple Access (CSMA) measurement experiment, the packet rate of the source node of the experiment is 50 PPS, i.e., the set packet interval is 20 ms. By calculating the sending interval of each data packet, the real duty cycle of the node, and the change range of the total back-off window is obtained. The size of the back-off window is causally related to the probability of the node accessing the channel. When a large back-off window is randomly selected, the probability of a node accessing the channel decreases, the SPI bus duty cycle decreases, and the utilization rate decreases, resulting in the transmission of the next data packet being suppressed because it cannot preempt the channel. The competition-based media access control (MAC) protocol can adjust the back-off window of each node based on the measurement results, the actual network scale, and traffic needs. In WSNs where traffic is aggregated, the data traffic borne by relay nodes increases hop-by-hop. The fallback window should be reduced for a larger channel access probability. The relative traffic of its child nodes is relatively small, which can increase the back-off window, so that the probability of accessing the channel is reduced, thereby avoiding data congestion at the relay node caused by the excessive back-off window. Also, it can prevent excessive channel conflicts, which will result in the waste of energy and unnecessary resources, due to the excessively small back-off window. Thus, network performance is improved in terms of throughput, latency, and energy consumption [18].

3 Results

3.1 Node Deployment Results

For the influence of water flow, an ad hoc mobile node deployment strategy with dynamic adjustment of node positions is adopted. After the deployment is completed by using the algorithm, in the deployment area, the coverage and uniformity indicators of the nodes in the sensor network are measured with a time interval of T. If the relevant performance indicators are not met, it indicates that the node position has changed with the flow, and the network needs to be redeployed to meet the network monitoring quality requirements. The node deployment process of the UWSNs is also a dynamic node deployment process.

Two scenarios, i.e., normal deployment and obstacle deployment, are selected to test the performance of the algorithm. Three performance evaluation indicators of coverage, uniformity, and coverage effectiveness are selected in simulation experiments. Also, a comparison experiment with the self-organization map (SOM) deployment algorithm on the coverage efficiency is performed. For the problem of network connectivity, the non-conservative viscous fluid model considers the viscosity coefficient of the actual fluid. Therefore, sensor nodes in the network are not excessively dispersed during deployment, and the connectivity between network nodes can be better solved in actual deployment. Also, in the setting of the simulation parameters, the communication radius of the node is set to be twice the sensing radius, which also theoretically solves the problem of network connectivity [19].
In a normal deployment scenario, nodes detect and collect information within the sensing radius Rs. Similarly, it will be subject to external forces from neighboring nodes or obstacles within Rs. The communication radius Rc of the nodes must be larger than the sensing radius Rs. Thus, the nodes can freely exchange information with the nodes within their communication radius. The initial position of the node is in the center of area G. At the initial moment of deployment, the density of nodes in the deployment area is exceptionally large. When the deployment begins, all nodes are subject to unbalanced behavior and move to other parts of the area mouth. Eventually, they reach an equilibrium state. The changes in the two indicators of node coverage and uniformity during deployment are shown in Fig. 7.

Figure 7: Changes in coverage and uniformity under normal deployment

Fig. 8 illustrates the changes in the two factors of node coverage and uniformity during deployment with obstacles. Due to the presence of obstacles, nodes cannot achieve full coverage, and the maximum coverage is less than 0.9. Meanwhile, compared with Fig. 7, after reaching the equilibrium state, the uniformity value is also slightly higher, which is due to the reduction of uniformity by the existence of obstacles.

Figure 8: Coverage and uniformity changes with obstacles deployed

3.2 WSN Measurement Results

In this experiment, the length of the data packet is 25 Bytes, the length of the ACK packet is 8 Bytes, and the transmission rate is 100 kb/s. The transmission delay of a data packet sent or received by a node over a
wireless link is 2 ms, and the transmission delay of an ACK packet sent or received is 0.64 ms. According to the experimentally measured timing, for the SPI bus, the transmission time to process a data packet is 0.871 ms, and the transmission time to process an ACK packet is 0.279 ms. The same transmission time is also required for crosstalk data packets or ACK packets. The measurement results Tab. 1 showed that the total processing time of the data by the source node is 6.661 ms, of which the processing time of crosstalk data is 3.789 ms, accounting for 56.89%. The total processing time of the data by the relay node is 15.492 ms, of which the system scheduling and the CSMA rollback time of the forwarding is 8.922 ms, accounting for 57.59%. The total time for the data processing of the receiving node is 11.835 ms, of which the processing time of crosstalk data is 3.791 ms, accounting for 32.02%; the serial data processing time is 4.542 ms, accounting for 38.36%.

Table 1: Time spent in each part and its proportion in the total time of each node

| Classify                  | Source node processing time for crosstalk data | Relay node system scheduling and forward CSMA rollback time | Processing time of receiving point pair crosstalk |
|---------------------------|-----------------------------------------------|------------------------------------------------------------|--------------------------------------------------|
| Time                      | 3.789 ms                                      | 8.922 ms                                                  | 3.791 ms                                         |
| In the total time of each node | 56.89%                                       | 57.59%                                                    | 32.02%                                           |

According to the analysis of the measurement and calculation results, in the actual communication process of the multi-hop network using the Tiny OS system, the extra overhead of the crosstalk data packet from the source node is large, and the crosstalk data packet may inhibit the data packet rate of source nodes under high-load traffic. The total cost of data processing by the relay node is the largest, and most of it is occupied by the system scheduling and internal mechanisms. In a network where the traffic is aggregated, the traffic load of the relay node relative to the source node is large, and both transmission and reception require time overhead, which limits the effective throughput of data packets [20].

4 Discussion

The deployment strategy of nodes in WSNs directly affects the network topology, network quality, coverage degree, and the monitoring quality of the network. Especially, in complex and harsh environments such as mountains, oceans, and bad weather, sensor nodes are prone to failure or movement, which is unfavorable for the monitoring of WSNs. Despite the terrestrial WSN or UWSN environment, the top priority is designing an algorithm for deploying superior nodes that can adapt to complex and changing environments, thereby completing the specific monitoring tasks. The precise measurement analysis can be used to derive the timing details of system scheduling and data communication, providing a basis for system and network protocol improvement. The measurement and analysis results show that crosstalk packets occupy a certain amount of system overhead in the internal communication of the node, which is one of the causes of node-level congestion. The optimization of the crosstalk phenomenon can alleviate the internal congestion of the node to a certain extent. The results are consistent with those of the above-mentioned studies.

5 Conclusion

The application of artificial fish swarm algorithm in WSN measurement under the background of hydrodynamics is explored. Based on the previous research, the node deployment algorithm of an ideal fluid model is discussed according to location information. The fluid model node deployment algorithm of an artificial fish swarm algorithm is adopted, and the effects of water flow in the actual deployment
environment are considered. The WSN nodes and a measurement platform in a real environment are built. The differences between an idealized model and an actual application in simulation environments are optimized, and measurement results closer to the actual application are provided. Based on the platform, a multi-hop network is constructed, and the timing of SPI and serial port timing is measured for the internal communication flow of the node. The proposed WSN node deployment algorithm is based on large network node deployment experiments in complex environments. Due to the experimental conditions, currently, the network virtual deployment is performed only through simulation software and digital satellite maps. Absolutely, there are differences between the simulation experiment and the actual deployment tests. In the subsequent study, actual tests will be performed to verify the algorithm performance.

Acknowledgement: This work was financially supported by Natural Science Foundation of Heilongjiang Province of China [Grant No. LH2019F042].

Funding Statement: The author(s) received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the present study.

References
1. Farhan, A. M. (2017). Effect of rotation on the propagation of waves in hollow poroelastic circular cylinder with magnetic field. *Computers, Materials & Continua, 53*(2), 129–156.
2. Mao, M., Duan, Q., Duan, P., Hu, B. (2018). Comprehensive improvement of artificial fish swarm algorithm for global MPPT in PV system under partial shading conditions. *Transactions of the Institute of Measurement and Control, 40*(7), 2178–2199. DOI 10.1177/0142331217697374.
3. Ma, C., He, R. (2019). Green wave traffic control system optimization based on adaptive genetic-artificial fish swarm algorithm. *Neural Computing and Applications, 31*(72), 2073–2083. DOI 10.1007/s00521-015-1931-y.
4. El-Said, S. A. (2015). Image quantization using improved artificial fish swarm algorithm. *Soft Computing, 19*(9), 2667–2679. DOI 10.1007/s00500-014-1436-0.
5. Zhu, J., Wang, C., Hu, Z., Kong, F., Liu, X. (2017). Adaptive variational mode decomposition based on artificial fish swarm algorithm for fault diagnosis of rolling bearings. *Proceedings of the Institution of Mechanical Engineers, Part C: Journal of Mechanical Engineering Science, 231*(4), 635–654. DOI 10.1177/0954406215623311.
6. Duan, Q., Mao, M., Duan, P., Hu, B. (2016). An improved artificial fish swarm algorithm optimized by particle swarm optimization algorithm with extended memory. *Kybernetes, 45*(2), 210–222. DOI 10.1108/K-09-2014-0198.
7. Wang, H. B., Fan, C. C., Tu, X. Y. (2016). AFSAOCP: a novel artificial fish swarm optimization algorithm aided by ocean current power. *Applied Intelligence, 43*(4), 992–1007. DOI 10.1007/s10489-016-0798-7.
8. Xian, S., Zhang, J., Xiao, Y., Pang, J. (2018). A novel fuzzy time series forecasting method based on the improved artificial fish swarm optimization algorithm. *Soft Computing, 22*(12), 3907–3917. DOI 10.1007/s00500-017-2601-z.
9. Peng, J., Wan, Z., Wei, Q., Jiang, H., Wei, S. (2018). An improved artificial fish swarm algorithm. *International Journal for Engineering Modelling, 31*(4), 57–68.
10. Cao, J. T., Zhao, X. H., Li, Z. K., Li, W., Gu, H. J. (2017). Modified artificial fish school algorithm for free space optical communication with sensor-less adaptive optics system. *Journal of the Korean Physical Society, 71*(10), 636–646. DOI 10.3938/jkps.71.636.
11. Alasadi, H., Ali, M. (2015). Object recognition using artificial fish swarm algorithm on fourier descriptors. *American Journal of Engineering, Technology and Society, 2*(5), 105–110.
12. Zhu, X., Ni, Z., Cheng, M., Jin, F., Li, J. et al. (2018). Selective ensemble based on extreme learning machine and improved discrete artificial fish swarm algorithm for haze forecast. *Applied Intelligence, 48*(7), 1757–1775. DOI 10.1007/s10489-017-1027-8.
13. Zhou, G., Li, Y., He, Y. C., Wang, X., Yu, M. (2018). Artificial fish swarm based power allocation algorithm for MIMO-OFDM relay underwater acoustic communication. *IET Communications, 53*(2), 129–156.
14. Zhang, D., Tan, J., Tian, H., Wang, Z., Guo, W. (2019). Aquifer parameter inversion by artificial fish swarm algorithm based on quantum theory. Ingenierie des Systemes d’Information, 24(1), 29–33.

15. Yuan, Y., Shao, C., Cao, Z., Chen, W., Yin, A. et al. (2019). Urban rail transit passenger flow forecasting method based on the coupling of artificial fish swarm and improved particle swarm optimization algorithms. Sustainability, 11(24), 7230. DOI 10.3390/su11247230.

16. Zhu, X., Ni, Z., Cheng, M., Li, J. R., Jin, F. et al. (2017). Haze prediction method based on multi-fractal dimension and co-evolution discrete artificial fish swarm algorithm. Xitong Gongcheng Lilun yu Shijian/System Engineering Theory and Practice, 37(37), 999–1010.

17. Chen, W., Feng, Y. Z., Jia, G. F., Zhao, H. T. (2018). Application of artificial fish swarm algorithm for synchronous selection of wavelengths and spectral pretreatment methods in spectrometric analysis of beef adulteration. Food Analytical Methods, 11(8), 2229–2236. DOI 10.1007/s12161-018-1204-3.

18. Bai, Y. L., Liu, F. (2019). A control algorithm for the optimization of batch reactor-based processes. Fluid Dynamics & Materials Processing, 15(4), 307–319. DOI 10.32604/fdmp.2019.07833.

19. Dandani1, M., Lepiller, V., Ghezal, A., Desevaux, P. (2018). Numerical visualizations of mixing enhancement in a 2d supersonic ejector. Fluid Dynamics & Materials Processing, 14(1), 23–37.

20. Chekifi, T., Dennai, B., Khelfioui, R. (2018). Effect of geometrical parameters on vortex fluidic oscillators operating with gases and liquids. Fluid Dynamics & Materials Processing, 14(3), 201–212.