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ABSTRACT
Graph Neural Networks (GNNs) have been shown as promising solutions for collaborative filtering (CF) with the modeling of user-item interaction graphs. The key idea of existing GNN-based recommender systems is to recursively perform the message passing along the user-item interaction edge for refining the encoded embeddings. Despite their effectiveness, however, most of the current recommendation models rely on sufficient and high-quality training data, such that the learned representations can well capture accurate user preference. User behavior data in many practical recommendation scenarios is often noisy and exhibits skewed distribution, which may result in suboptimal representation performance in GNN-based models. In this paper, we propose SHT, a novel Self-Supervised Hypergraph Transformer framework (SHT) which augments user representations by exploring the global collaborative relationships in an explicit way. Specifically, we first empower the graph neural CF paradigm to maintain global collaborative effects among users and items with a hypergraph transformer network. With the distilled global context, a cross-view generative self-supervised learning component is proposed for data augmentation over the user-item interaction graph, so as to enhance the robustness of recommender systems. Extensive experiments demonstrate that SHT can significantly improve the performance over various state-of-the-art baselines. Further ablation studies show the superior representation ability of our SHT recommendation framework in alleviating the data sparsity and noise issues. The source code and evaluation datasets are available at: https://github.com/akaxlh/SHT.
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1 INTRODUCTION
Recommender systems have become increasingly important to alleviate the information overload for users in a variety of web applications, such as e-commerce systems [5], streaming video sites [17] and location-based lifestyle apps [4]. To accurately infer the user preference, encoding user and item informative representations is the core part of effective collaborative filtering (CF) paradigms based on the observed user-item interactions [7, 8, 20].

Earlier CF models project interaction data into latent user and item embeddings using matrix factorization (MF) [13]. Due to the strong representation ability of deep learning, various neural network CF models have been developed to project users and items into latent low-dimensional representations, such as autoencoder [15] and attention mechanism [2]. Recent years have witnessed the development of graph neural networks (GNNs) for modeling graph-structured data [27, 30]. One promising direction is to perform the information propagation along the user-item interactions to refine user embeddings based on the recursive aggregation schema. For example, upon the graph convolutional network, PinSage [38] and NGCF [26] attempt to aggregate neighboring information by capturing the graph-based CF signals for recommendation. To simplify the graph-based message passing, LightGCN [6] omits the burdensome non-linear transformer during the embedding propagation and improve the recommendation performance. To further enhance the graph-based user-item interaction modeling, some follow-up studies propose to learn intent-aware representations with disentangled graph neural frameworks (e.g., DisenHAN [29]), differentiate behavior-aware embeddings of users with multi-relational graph neural models (e.g., MB-GMN [34]).

Despite the effectiveness of the above graph-based CF models by providing state-of-the-art recommendation performance, several key challenges have not been well addressed in existing methods. First, data noise is ubiquitous in many recommendation scenarios due to a variety of factors. For example, users may click their uninterested products due to the over-recommendation of popular items [42]. In such cases, the user-item interaction graph may contain “interest-irrelevant” connections. Directly aggregating information from all interaction edges will impair the accurate user representation. Worse still, the embedding propagation among multi-hop adjacent vertices (user or item) will amplify the noise
effects, which misleads the encoding of underlying user interest in GNN-based recommender systems. Second, data sparsity and skewed distribution issue still stand in the way of effective user-item interaction modeling, leading to most existing graph-based CF models being biased towards popular items [14, 41]. Hence, the recommendation performance of current approaches severely drops with the user data scarcity problem, as the high-quality training signals could be small. While there exist a handful of recently developed recommendation methods (SGL [31] and SLRec [37]) leveraging self-supervised learning to improve user representations, these methods mainly generate the additional supervision information with probability-based randomly mask operations, which might keep some noisy interaction and dropout some important training signals during the data augmentation process.

**Contribution.** In light of the aforementioned challenges, this work proposes a Self-Supervised Hypergraph Transformer (SHT) to enhance the robustness and generalization performance of graph-based CF paradigms for recommendation. Specifically, we integrate the hypergraph neural network with the topology-aware Transformer, to empower our SHT to maintain the global cross-user collaborative relations. Upon the local graph convolutional network, we first encode the topology-aware user embeddings and inject them into Transformer architecture for hypergraph-guided message passing within the entire user/item representation space.

In addition, we unify the modeling of local collaborative relation encoder with the global hypergraph dependency learning under a generative self-supervised learning framework. Our proposed new self-supervised recommender system distills the auxiliary supervision signals for data augmentation through a graph topological denoising scheme. A graph-based meta transformation layer is introduced to project hypergraph-based global-level representations into the graph-based local-level interaction modeling for user and item dimensions. Our new proposed SHT is a model-agnostic method and serve as a plug-in learning component in existing graph-based recommender systems. Specifically, SHT enables the cooperation of the local-level and global-level collaborative relations, to facilitate the graph-based CF models to learn high-quality user embeddings from noisy and sparse user interaction data.

The key contributions of this work are summarized as follows:

- In this work, we propose a new self-supervised recommendation model—SHT to enhance the robustness of graph collaborative filtering paradigms, by integrating the hypergraph neural network with the topology-aware Transformer.
- In the proposed SHT method, the designed hypergraph learning component encodes the global collaborative effects within the entire user representation space, via a learnable multi-channel hyperedge-guided message passing schema. Furthermore, the local and global learning views for collaborative relations are integrated with the cooperative supervision for interaction graph topological denoising and auxiliary knowledge distillation.
- Extensive experiments demonstrate that our proposed SHT framework achieves significant performance improvement over 15 different types of recommendation baselines. Additionally, we conduct empirical analysis to show the rationality of our model design with the ablation studies.

## 2 PRELIMINARIES AND RELATED WORK

**Recap Graph Collaborative Filtering Paradigm.** To enhance the Collaborative Filtering with the multi-order connectivity information, one prominent line of recommender systems generates graph structures for user-item interactions. Suppose our recommendation scenario involves $U$ users and $J$ items with the user set $\mathcal{U} = \{u_1, \ldots, u_I\}$ and item set $\mathcal{V} = \{v_1, \ldots, v_J\}$. Edges in the user-item interaction graph $\mathcal{G}$ are constructed if user $u_i$ has adopted item $v_j$. Upon the constructed interaction graph structures, the core component of graph-based CF paradigm lies in the information aggregation function—gathering the feature embeddings of neighboring users/items via different aggregators, e.g., mean or sum.

**Recommendation with Graph Neural Networks.** Recent studies have attempted to design various graph neural architectures to model the user-item interaction graphs through embedding propagation. For example, PinSage [38] and NGCF [26] are built upon the graph convolutional network over the spectral domain. Later on, LightGCN [6] proposes to simplify the heavy non-linear transformation and utilizes the sum-based pooling over neighboring representations. Upon the GCN-based message passing schema, each user and item is encoded into the transformed embeddings with the preservation of multi-hop connections. To further improve the user representation, some recent studies attempt to design disentangled graph neural architecture for user-item interaction modeling, such as DGCN [28] and DisenHAN [29]. Several multi-relational GNNs are proposed to enhance recommender systems with multi-behavior modeling, including KHGT [32] and HMGCR [35]. However, most of existing graph neural CF models are intrinsic designed to merely rely on the observation interaction labels for model training, which makes them incapable of effectively modeling interaction graph with sparse and noisy supervision signals. To overcome these challenges, this work proposes a self-supervised hypergraph transformer architecture to generate informative knowledge through the effective interaction between local and global collaborative views.

**Hypergraph-based Recommender Systems.** There exist some recently developed models constructing hypergraph connections to improve the relation learning for recommendation [11, 25, 39]. For example, HyRec [25] regards users as hyperedges to aggregate information from the interacted items. MHCRN [39] constructs multi-channel hypergraphs to model high-order relationships among users. Furthermore, DHCF [11] is a hypergraph collaborative filtering model to learn the hybrid high-order correlations. Different from these work for generating hypergraph structures with manually design, this work automates the hypergraph structure learning process with the modeling of global collaborative relation.

**Self-Supervised Graph Learning.** To improve the embedding quality of supervised learning, self-supervised learning (SSL) has become a promising solution with auxiliary training signals [16], such as augmented image data [12], pretext sequence tasks for language data [24], knowledge graph augmentation [36]. Recently, self-supervised learning has also attracted much attention on graph representation [10]. For example, DGI [23] and GMI [18] perform the generative self-supervised learning over the GNN framework with auxiliary tasks. Inspired by the graph self-supervised learning,
SGL [31] produces state-of-the-art performance by generating contrastive views with randomly node and edge dropout operations. Following this research line, HCCF [33] leverages the hypergraph to generate contrastive signals to improve the graph-based recommender system. Different from them, this work enhances the graph-based collaborative filtering paradigm with a generative self-supervised learning framework.

3 METHODOLOGY

In this section, we present the proposed SHT framework and show the overall model architecture in Figure 1. SHT embeds local structure information into latent node representations, and conduct global relation learning with the local-aware hypergraph transformer. To train the proposed model, we augment the regular parameter learning with the local-global cross-view self-augmentation.

3.1 Local Graph Structure Learning

To begin with, we embed users and items into a d-dimensional latent space to encode their interaction patterns. For user $u_i$ and item $v_j$, embedding vectors $\mathbf{e}_i, \mathbf{e}_j \in \mathbb{R}^d$ are generated, respectively. Also, we aggregate all the user and item embeddings to compose embedding matrices $\mathbf{E}^{(u)} \in \mathbb{R}^{I \times d}$, $\mathbf{E}^{(o)} \in \mathbb{R}^{J \times d}$, respectively. We may omit the superscript $(u)$ and $(o)$ for notation simplification when it is not important to differentiate the user and item index.

Inspired by recent success of graph convolutional networks [6, 30] in capturing local graph structures, we propose to encode the neighboring sub-graph structure of each node into a graph topology-aware embedding, to inject the topology positional information into our graph transformer. Specifically, SHT employs a two-layer light-weight graph convolutional network as follows:

\[
\hat{\mathbf{E}}^{(u)} = \text{GCN}^2(\mathbf{E}^{(o)}, \mathcal{G}) = \mathbf{A} \cdot \mathbf{A}^\top \mathbf{E}^{(u)} + \mathbf{A} \cdot \mathbf{E}^{(o)}
\]  

(1)

where $\hat{\mathbf{E}}^{(u)} \in \mathbb{R}^{I \times d}$ denotes the topology-aware embeddings for users. $\text{GCN}^2(\cdot)$ denotes two layers of message passing, $\mathbf{A} \in \mathbb{R}^{I \times J}$ refers to the normalized adjacent matrix of graph $\mathcal{G}$, which is calculated by $\mathbf{A}_{i,j} = \mathbf{A}^i_{/j}(\mathbf{D}^{(u)}_i)^{1/2} \mathbf{D}^{(o)}_j^{1/2}$, where $\mathbf{A}$ is the original binary adjacent matrix, $\mathbf{D}^{(u)}_i$, $\mathbf{D}^{(o)}_j$ refer to the degree of $u_i$ and $v_j$ in graph $\mathcal{G}$, respectively. Note that SHT considers neighboring nodes in different distance through residual connections. The topology-aware embeddings for items can be calculated analogously.

3.2 Hypergraph Transformer for Global Relation Learning

Though existing graph-based neural networks have shown their strength in learning graph-based neural networks [3, 6, 26], the inherent noise and skewed data distribution in recommendation scenario limit the performance of graph representation for user embeddings. To address this limitation, SHT adopts a hypergraph transformer framework, which i) alleviates the noise issue by enhancing the user collaborative relation modeling with the adaptive hypergraph relation learning; ii) transfer knowledge from dense user/item nodes to sparse ones. Concretely, SHT is configured with a Transformer-like attention mechanism for structure learning. The encoded graph topology-aware embeddings are injected into the node representations to preserve the graph locality and topological positions.

Meanwhile, the multi-channel attention [22] further benefits our structure learning in SHT.

In particular, SHT generates input embedding vectors for $u_i$ and $v_j$ by combining the id-corresponding embeddings $(\mathbf{e}_i, \mathbf{e}_j)$ together with the topology-aware embeddings $(\mathbf{\hat{e}}_i, \mathbf{\hat{e}}_j)$ from embedding tables $\hat{\mathbf{E}}^{(u)}$ and $\hat{\mathbf{E}}^{(o)}$ as follows:

\[
\hat{\mathbf{e}}_i = \mathbf{e}_i + \mathbf{e}_j; \quad \hat{\mathbf{e}}_j = \mathbf{e}_j + \mathbf{e}_i
\]  

(2)

Then, SHT conducts hypergraph-based information propagation as well as hypergraph structure learning using $\hat{\mathbf{e}}_i, \hat{\mathbf{e}}_j$ as input. We utilize $K$ hyperedges to distill the collaborative relations from the global perspective. Node embeddings are propagated to each other using hyperedges as intermediate hubs, where the connections between nodes and hyperedges are optimized to reflect the implicit dependencies among nodes.

3.2.1 Node-to-Hyperedge Propagation. Without loss of generality, we mainly discuss the information propagation between user nodes and user-side hyperedges for simplicity. The same process is applied for item nodes analogously. The propagation from user nodes to user-side hyperedges can be formally presented as follows:

\[
\tilde{\mathbf{z}}_k = \left\|_{k=1}^{H} \mathbf{z}_{k,h} = \sum_{l=1}^{I} \mathbf{v}_{l,k} \mathbf{K}^T_{l,k} \mathbf{q}_{k,h} \right\|
\]  

(3)

where $\tilde{\mathbf{z}}_k \in \mathbb{R}^d$ denotes the embedding for the $k$-th hyperedge. It is calculated by concatenating the $H$ head-specific hyperedge embeddings $\mathbf{z}_{k,h} \in \mathbb{R}^{d/H}$, $\mathbf{q}_{k,h}$, $\mathbf{K}_{l,k}$, $\mathbf{v}_{l,k} \in \mathbb{R}^{d/H}$ are the query, key and value vectors in the attention mechanism which will be elaborated later. Here, we calculate the edge weight between hyperedge $k$ and user $u_i$ through a linear dot-product $\mathbf{K}^T_{l,k} \mathbf{q}_{k,h}$, which reduces the complexity from $O((K \times I) \times d/H)$ to $O((I+K) \times d^2/H^2)$ by avoiding directly calculating the node-hyperedge connections (i.e. $\mathbf{K}_{l,k} \mathbf{q}_{k,h}$), but the key-value dot-product first (i.e. $\sum_{l=1}^{I} \mathbf{v}_{l,k} \mathbf{K}^T_{l,k}$).

In details, the multi-head query, key and value vectors are calculated through linear transformations and slicing. The $h$-head-specific embeddings are calculated by:

\[
\mathbf{q}_{k,h} = \mathbf{Z}_{k,p_h:1:p_h}; \quad \mathbf{K}_{l,k} = \mathbf{Z}_{k,p_h:1:p_h}; \quad \mathbf{v}_{l,k} = \mathbf{V}_{p_{h-1}:1:p_h}; \quad \mathbf{q}_{k,h} = \mathbf{E}_{p_{h-1}:1:p_h}
\]  

(4)

where $\mathbf{q}_{k,h} \in \mathbb{R}^{d/H}$ denotes the $h$-head-specific query embedding for the $k$-th hyperedge, $\mathbf{K}_{l,k}, \mathbf{v}_{l,k} \in \mathbb{R}^{d/H}$ denotes the $h$-head-specific key and value embedding for user $u_i$, $\mathbf{Z} \in \mathbb{R}^{K \times d}$ represents the embedding matrix for the $K$ hyperedges, $\mathbf{K}, \mathbf{V} \in \mathbb{R}^{d \times d}$ represents the key and the value transformation of all the $H$ heads, respectively. $p_{h-1} = \frac{(h-1)d}{H}$ and $p_h = \frac{hd}{H}$ denote the start and the end indices of the $h$-th slice.

To further excavate the complex non-linear feature interactions among the hyperedges, SHT is augmented with two-layer hierarchical hypergraph neural networks for both user side and item side. Specifically, the final hyperedge embeddings are calculated by:

\[
\hat{\mathbf{Z}} = \text{HHGN}^2(\mathbf{Z}); \quad \text{HHGN}(\mathbf{X}) = \sigma(\mathcal{H} \cdot \mathbf{X} + \mathbf{X})
\]  

(5)

where $\hat{\mathbf{Z}}, \mathbf{Z} \in \mathbb{R}^{K \times d}$ represent the embedding tables for the final and the original hyperedge embeddings, consisting of hyperedge-specific embedding vectors $\hat{\mathbf{z}}, \hat{\mathbf{z}} \in \mathbb{R}^d$, respectively. $\text{HHGN}^2(\cdot)$ denotes applying the hierarchical hypergraph network (HHGN) twice.
HHGN is configured with a learnable parametric matrix $\mathcal{H} \in \mathbb{R}^{K \times K}$, which characterizes the hyperedge-wise relations. An activation function $\sigma(\cdot)$ is introduced for non-linear relation modeling. Additionally, we utilize a residual connection to facilitate gradient propagation in our hypergraph neural structures.

### 3.2.2 Hyperedge-to-Node Propagation

With the final hyperedge embeddings $\tilde{Z}$, we propagate the information from hyperedges to user/item nodes through a similar but reverse process:

$$
\tilde{e}'_i = \sum_{h=1}^{H} \tilde{e}'_i, h = \sum_{k=1}^{K} \mathbf{v}'_{k,h} \mathbf{q}'_{i, h}
$$

(6)

where $\tilde{e}'_i \in \mathbb{R}^d$ denotes the new embedding for user $u_i$ refined by the hypergraph neural network. $\tilde{e}'_{i,h} \in \mathbb{R}^{d/H}$ denotes the node embedding calculated by the $h$-th attention head for $u_i$. $\mathbf{q}'_{i, h}$, $\mathbf{k}'_{i, h}$, $\mathbf{v}'_{k,h} \in \mathbb{R}^{d/H}$ represent the query, key, and value vectors for user $u_i$ and hyperedge $h$. The attention calculation in this hyperedge-to-node propagation process shares most parameters with the aforementioned node-to-hyperedge propagation. The former query serves as key, and the former key serves as query here. The value calculation applies the same value transformation for the hyperedge encoding. The calculation process can be formally stated as:

$$
\mathbf{q}'_{i, h} = \mathbf{k}'_{i, h}; \quad \mathbf{k}'_{i, h} = \mathbf{q}'_{i, h}; \quad \mathbf{v}'_{k,h} = \mathbf{v}_{p_{k-1}p_k} \mathbf{z}_k
$$

(7)

### 3.2.3 Iterative Hypergraph Propagation

Based on the prominent node-wise relations captured by the learned hypergraph structures, we propose to further propagate the encoded global collaborative relations via stacking multiple hypergraph transformer layers. In this way, the long-range user/item dependencies can be characterized by our SHT framework through the iterative hypergraph propagation. In form, taking the embedding tables $\mathbf{\tilde{E}}_{l-1}$ in the $(l-1)$-th iteration as input, SHT recursively applies the hypergraph encoding (denoted by HyperTrans$(\cdot)$) and obtains the final node embeddings $\mathbf{\tilde{E}} \in \mathbb{R}^{d \times d}$ or $\mathbb{R}^{f \times d}$ as follows:

$$
\mathbf{\tilde{E}}_l = \text{HyperTrans}(\mathbf{\tilde{E}}_{l-1}); \quad \mathbf{\tilde{E}} = \sum_{l=1}^{L} \mathbf{\tilde{E}}_l
$$

(8)

where the layer-specific embeddings are combined through element-wise summation. The iterative hypergraph propagation is identical for the user nodes and item nodes. Finally, SHT makes predictions through dot product as $p_{i,j} = \phi^{(u)}(\mathbf{z}_i) \phi^{(v)}(\mathbf{z}_j)$, where $p_{i,j}$ is the forecasting score denoting the probability of $u_i$ interacting with $v_j$.

### 3.3 Local-Global Self-Augmented Learning

The foregoing hypergraph transformer addresses the data sparsity problem through adaptive hypergraph message passing. However, the graph topology-aware embedding for local collaborative relation modeling may still be affected by the interaction data noise. To tackle this challenge, we propose to enhance the model training with self-augmented learning between the local topology-aware embedding and the global hypergraph learning. To be specific, the topology-aware embedding for local information extraction is augmented with an additional task to differentiate the solidity of sampled edges in the observed user-item interaction graph. Here, solidity refers to the probability of an edge not being noisy, and its label in the augmented task is calculated based on the learned hypergraph dependencies and representations. In this way, SHT transfers knowledge from the high-level and denoised features in the hypergraph transformer, to the low-level and noisy topology-aware embeddings, which is expected to recalibrate the local graph structure and improve the model robustness. The workflow of our self-augmented module is illustrated in Fig. 2.

### 3.3.1 Solidity Labeling with Meta Networks

In our SHT model, the learned hypergraph dependency representations can serve as useful knowledge to denoise the observed user-item interactions by associating each edge with a learned solidity score. Specifically, we reuse the key embeddings $\mathbf{k}_{i,h}, \mathbf{k}_{j,h}$ in Eq 4 to represent user $u_i$ and item $v_j$ when estimating the solidity score for the edge $(u_i, v_j)$. This is because that the key vectors are generated for relation modeling and can be considered as helpful information source for interaction solidity estimation. Furthermore, we propose to also take the hyperedge embeddings $Z \in \mathbb{R}^{K \times d}$ in Eq 4 into consideration, to introduce global characteristics into the solidity labeling.

Concretely, we first concatenate the multi-head key vectors and apply a simple perceiver to eliminate the gap between user/item-hyperedge relation learning and user-item relation learning. Formally, the updated user/item embeddings are calculated by:

$$
\Gamma_i = \phi^{(u)} \left( \left\| \mathbf{k}_{i,h} \right\|_{h=1}^{H} \right); \quad \Gamma_j = \phi^{(v)} \left( \left\| \mathbf{k}_{j,h} \right\|_{h=1}^{H} \right)
$$

(9)

where $\phi^{(u)}(\cdot), \phi^{(v)}(\cdot)$ are the user- and item-specific perceptors for feature vector transformation, respectively. This projection is conducted with a meta network, using the user-side and the item-side hyperedge embeddings as input individually:

$$
\phi(x; Z) = \sigma(\mathbf{W}x + b); \quad \mathbf{W} = \mathbf{V}_1 \mathbf{z} + \mathbf{W}_0; \quad \mathbf{b} = \mathbf{V}_2 \mathbf{z} + \mathbf{b}_0
$$

(10)

where $x \in \mathbb{R}^d$ denotes the input user/item key embedding (e.g. $\Gamma_i, \Gamma_j$). $\phi(\cdot)$ being user-specific or item-specific depends on $Z$ being user-side or item-side hyperedge embedding table. $\mathbf{W} \in \mathbb{R}^{d \times d}$ and $\mathbf{b} \in \mathbb{R}^d$ are the parameters generated by the meta network according to the input $Z$. In this way, the parameters are generated based on the learned hyperedge embeddings, which encodes global features of user- or item-specific hypergraphs. $\mathbf{z} \in \mathbb{R}^d$ denotes...
the mean pooling of hyperedge embeddings (i.e., \( z = \sum_{k=1}^{K} z_k / K \)), \( V_1 \in \mathbb{R}^{d \times d \times d} \), \( W_0 \in \mathbb{R}^{d \times d} \), \( V_2 \in \mathbb{R}^{d \times d} \), and \( b_0 \in \mathbb{R}^d \) are the parameters of the meta network.

With the updated user/item embeddings \( \Gamma_i, \Gamma_j \), SHT then calculates the solidity labels for edge \((u, v)\) through a two-layer neural network as follows:

\[
\hat{s}_{i,j} = \text{sigm}(d^T \cdot \sigma(T \cdot [\Gamma_i \Gamma_j] + \Gamma_i + \Gamma_j + c)) \tag{11}
\]

where \( \hat{s}_{i,j} \in \mathbb{R} \) denotes the solidity score given by the hypergraph transformer. \text{sigm}(\cdot) denotes the sigmoid function which limits the value range of \( \hat{s}_{i,j} \). \( d \in \mathbb{R}^d \), \( T \in \mathbb{R}^{d \times d} \), and \( c \in \mathbb{R}^d \) are the parametric matrices or vectors. \([ \cdot ; \cdot ]\) denotes the vector concatenation.

### 3.3.2 Pair-wise Solidity Ranking

To enhance the optimization of topological embeddings, SHT employs an additional objective function to better estimate the edge solidity using the above \( \hat{s}_{i,j} \) as training labels. In particular, \( R \) pairs of edges \( \{ (e_{1,1}, e_{1,2})..., (e_{R,1}, e_{R,2}) \} \) from the observed edges in \( \mathcal{G} \) are sampled, and SHT gives predictions on the solidity using the topology-aware embeddings. The predictions are then updated by optimizing the loss below:

\[
\mathcal{L}_{\text{sa}} = \sum_{r=1}^{R} \max(0, 1 - (\hat{s}_{u_{r,1}, v_{r,1}} - \hat{s}_{u_{r,2}, v_{r,2}})(\hat{s}_{u_{r,1}, v_{r,1}} - \hat{s}_{u_{r,2}, v_{r,2}})) + \lambda_1 \mathcal{L}_{\text{sa}} + \lambda_2 \|\Theta\|_F^2 \tag{12}
\]

where \( \mathcal{L}_{\text{sa}} \) denotes the loss function for our self-augmented learning. \( \hat{s}_{u_{r,1}, v_{r,1}} \) and \( \hat{s}_{u_{r,2}, v_{r,2}} \) denote the solidity scores predicted by the topology-aware embedding, while \( s_{u_{r,1}, v_{r,1}} \) and \( s_{u_{r,2}, v_{r,2}} \) denote the edge solidity labels given by the hypergraph transformer. Here \( u_{r,1} \) and \( v_{r,1} \) represent the user and the item node of edge \( e_{r,1} \), respectively.

In the above loss function, the label term \( (s_{u_{r,1}, v_{r,1}} - s_{u_{r,2}, v_{r,2}}) \) not only indicates the sign of the difference (i.e., which one of \( e_{r,1} \) and \( e_{r,2} \) is bigger), but also indicates how bigger the difference is. In this way, if the solidity labels for a pair of edges given by the hypergraph transformer are close to each other, then the gradients on the predicted solidity scores given by the topology-aware embedding will become smaller. In this way, SHT is self-augmented with an adaptive ranking task, to further refine the low-level topology-aware embeddings using the high-level embeddings encoded from the hypergraph transformer.

### 3.4 Model Learning

We train our SHT by optimizing the main task on implicit feedback together with the self-augmented ranking task. Specifically, \( R' \) positive edges (observed in \( \mathcal{G} \)) and \( R' \) negative edges (not observed in \( \mathcal{G} \)) are sampled \( \{ (e_{1,1}, e_{1,2}), (e_{2,1}, e_{2,2}),..., (e_{R',1}, e_{R',2}) \} \), where \( e_{r,1} \) and \( e_{r,2} \) are individual positive and negative sample, respectively. The following pair-wise marginal objective function is applied:

\[
\mathcal{L} = \sum_{r=1}^{R} \max(0, 1 - (p_{u_{r,1}, v_{r,1}} - p_{u_{r,2}, v_{r,2}})) + \lambda_1 \mathcal{L}_{\text{sa}} + \lambda_2 \|\Theta\|_F^2 \tag{13}
\]

where \( p_{u_{r,1}, v_{r,1}} \) and \( p_{u_{r,2}, v_{r,2}} \) are prediction scores for edge \( e_{r,1} \) and \( e_{r,2} \), respectively. \( \lambda_1 \) and \( \lambda_2 \) are weights for different loss terms. \( \|\Theta\|_F^2 \) denotes the \( L_2 \) regularization term for weight decay.

#### 3.4.1 Complexity Analysis

We compare our SHT framework with several state-of-the-art approaches on collaborative filtering, including graph neural architectures (e.g., NGCF [26], LightGCN [6]) and hypergraph neural networks (e.g., DHCF [11]). As discussed before, our hypergraph transformer enables the complexity reduction from \( O(K \times (1 + J) 	imes d^2) \) to \( O((1 + J + K) \times d^2) \). The typical value of the number of hyperedge \( K \) is much smaller than the number of nodes \( I \) and \( J \), but larger than the embedding size \( d \). The latter term is smaller and close to \( O((1 + J) \times d^2) \). In comparison, the complexity for a typical graph neural architecture is \( O(M \times d + (1 + J) \times d^2) \). So our hypergraph transformer network can achieve comparable efficiency as GNNs, such as graph convolutional networks in model inference. The existing hypergraph-based methods commonly pre-process high-order node relations to construct hypergraphs, which makes them usually more complex than the graph neural networks. In our SHT, the self-augmented task with the loss \( \mathcal{L}_{\text{sa}} \) has the same complexity with the original main task.

### 4 EVALUATION

To evaluate the effectiveness of our SHT, our experiments are designed to answer the following research questions:

- **RQ1**: How does our SHT perform by comparing to strong baseline methods of different categories under different settings?
- **RQ2**: How do the key components of SHT (e.g., the hypergraph modeling, the transformer-like information propagation) contribute to the overall performance of SHT on different datasets?
- **RQ3**: How well can our SHT handle noisy and sparse data, as compared to baseline methods?
- **RQ4**: In real cases, can the designed self-supervised learning mechanism in SHT provide useful interpretations?

#### 4.1 Experimental Settings

**4.1.1 Experimental Datasets.** The experiments are conducted on three datasets collected from real-world applications, i.e., Yelp, Gowalla and Tmall. The statistics of them are shown in Table 1.

| Stat. | Yelp | Gowalla | Tmall |
|-------|------|---------|-------|
| # Users | 29601 | 50821 | 47939 |
| # Items | 24734 | 24734 | 41390 |
| # Interactions | 1517326 | 1069128 | 2357450 |
| Density | \(2.1 \times 10^{-3}\) | \(4.0 \times 10^{-4}\) | \(1.2 \times 10^{-3}\) |

In \( \mathcal{G} \) are sampled \( \{ (e_{1,1}, e_{1,2}), (e_{2,1}, e_{2,2}),..., (e_{R',1}, e_{R',2}) \} \), where \( e_{r,1} \) and \( e_{r,2} \) are individual positive and negative sample, respectively. The following pair-wise marginal objective function is applied:

\[
\mathcal{L} = \sum_{r=1}^{R} \max(0, 1 - (p_{u_{r,1}, v_{r,1}} - p_{u_{r,2}, v_{r,2}})) + \lambda_1 \mathcal{L}_{\text{sa}} + \lambda_2 \|\Theta\|_F^2 \tag{13}
\]

where \( p_{u_{r,1}, v_{r,1}} \) and \( p_{u_{r,2}, v_{r,2}} \) are prediction scores for edge \( e_{r,1} \) and \( e_{r,2} \), respectively. \( \lambda_1 \) and \( \lambda_2 \) are weights for different loss terms. \( \|\Theta\|_F^2 \) denotes the \( L_2 \) regularization term for weight decay.

**4.1.1 Experimental Datasets.** The experiments are conducted on three datasets collected from real-world applications, i.e., Yelp, Gowalla and Tmall. The statistics of them are shown in Table 1.

- **Yelp**: This commonly-used dataset contains user ratings on business venues collected from Yelp. Following other papers on implicit feedback [9], we treat users’ rated venues as interacted items and treat unrated venues as non-interacted items.
When testing a user, the positive items in the test set and all the non-interacted items are tested and ranked together. We employ the commonly-used Recall@N and Normalized Discounted Cumulative Gain (NDCG)@N as evaluation metrics for recommendation performance evaluation [19, 26]. N is set as 20 by default.

### 4.1.3 Compared Baseline Methods

We evaluate our SHT by comparing it with 15 baselines from different research lines for comprehensive evaluation.

#### Traditional Factorization-based Technique
- **BiasMF** [13]: This method augments matrix factorization with user and item bias vectors to enhance user-specific preferences.
- **NCF** [7]: This model replaces the dot-product in conventional matrix factorization with multi-layer neural networks. Here, we adopt the NeuMF variant for comparison.

#### Autoencoder-based Collaborative Filtering Approach
- **AutoR** [21]: It improves user/item representations with a three-layer autoencoder trained under a behavior reconstruction task.
- **GCFC** [1]: This is one of the pioneering works to apply graph convolutional networks (GCNs) to the matrix completion task.
- **PinSage** [38]: It applies random sampling in graph convolutional framework to study the collaborative filtering task.
- **NGCF** [26]: This graph convolution-based approach additionally takes source-target representation interaction learning into consideration when designing its graph encoder.
- **STGCN** [40]: The model combines conventional graph convolutional encoders with graph autoencoders to improve the model robustness against sparse and cold-start samples.
- **LightGCN** [6]: This work conducts in-depth analysis to study the effectiveness of modules in standard GCN for collaborative data, and proposes a simplified GCN model for recommendation.
- **GCCF** [3]: This is another method which simplifies the GCNs by removing the non-linear transformation. In GCCF, the effectiveness of residual connections across graph iterations is validated.

#### Disentangled Graph Model for Recommendation
- **DGCN** [28]: It disentangles user interactions into multiple latent intentions to model user preference in a fine-grained way.

#### Hypergraph-based Neural Collaborative Filtering
- **HyRec** [25]: This is a sequential collaborative model that learns item-wise high-order relations with hypergraphs.
- **DHCF** [11]: This model adopts dual-channel hypergraph neural networks for both users and items in collaborative filtering.
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- **MHCN** [39]: This model maximizes the mutual information between node embeddings and global readout representations, to regularize the representation learning for interaction graph.
- **SLRec** [37]: This approach employs the contrastive learning between the node features as regularization terms to enhance the existing recommender systems.
- **SGL** [31]: This model conducts data augmentation through random walk and feature dropout to generate multiple views. It enhances LightGCN with self-supervised contrastive learning.

#### 4.1.4 Implementation Details

We implement our SHT using TensorFlow and use Adam as the optimizer for model training with the learning rate of $1e^{-3}$ and 0.96 epoch decay ratio. The models are configured with 32 embedding dimension size, and the number of graph neural layers is searched from $\{1,2,3\}$. The weights $\lambda_1, \lambda_2$ for regularization terms are selected from $\{a \times 10^{-x} : a \in \{1,3\}, x \in \{2, 3, 4, 5\}\}$. The batch size is selected from $\{32,64,128,256,512\}$. The rate for dropout is tuned from $\{0.25,0.5,0.75\}$. For our model, the number of hyperedges is set as 128 by default. Detailed hyperparameter settings can be found in our released source code.

### 4.2 Overall Performance Comparison (RQ1)

In this section, we validate the effectiveness of our SHT framework by conducting the overall performance evaluation on the three datasets and comparing SHT with various baselines. We also retrain SHT and the best-performed baseline (i.e. SGL) for 10 times to compute p-values. The results are presented in Table 2.

- **Performance Superiority of SHT**. As shown in the results, SHT achieves best performance compared to the baselines under both top-20 and top-40 settings. The t-tests also validate the significance of performance improvements. We attribute the superiority to: i) Based on the hypergraph transformer, SHT not only realizes global message passing among semantically-relevant users/items, but also refines the hypergraph structure using the multi-head attention. ii) The global-to-local self-augmented learning distills knowledge from the high-level hypergraph transformers to regularize the topology-aware embedding learning, and thus alleviate the data noise issue.

#### Effectiveness of Hypergraph Architecture

Among the state-of-the-art baselines, approaches that based on hypergraph neural networks (HGNN) (i.e., HyRec and DHCF) outperforms most of the GNN-based baselines (e.g., GCFC, PinSage, NGCF, STGCN). This sheds lights on the insufficiency of conventional GNNs in capturing high-order and global graph connectivity. Meanwhile, our SHT is configured with transformer-like hypergraph structure learning which further excavates the potential of HGNN in global relation learning. In addition, most existing hypergraph-based models utilize user or item nodes as hyperedges, while our SHT adopts latent hyperedges which not only enables automatic graph dependency modeling, but also avoids pre-calculating the large-scale high-order relation matrix.

#### Effectiveness of Self-Augmented Learning

From the evaluation results, we can observe that self-supervised learning obviously improves existing CF frameworks (e.g., MHCN, SLRec, SGL). The improvements can be attributed to incorporating the augmented learning task, which provides the beneficial regularization on the parameter learning based on the input data itself.
Table 2: Performance comparison on Yelp, MovieLens, Amazon datasets in terms of Recall and NDCG.

| Data  | Yelp | MovieLens | Amazon |
|-------|------|-----------|--------|
| Recall@20 | 0.0406 | 0.0635 | 0.1016 |
| NDCG@20 | 0.0396 | 0.0634 | 0.1015 |
| Recall@40 | 0.0356 | 0.0546 | 0.0872 |
| NDCG@40 | 0.0346 | 0.0536 | 0.0862 |

To validate the effectiveness of the proposed modules, we individually remove the applied techniques in the three major parts of SHT (i.e., the local graph structure capturing, the global relation learning, and the local-global self-augmented learning). The variants are re-trained for test on the three datasets. Both prominent components (e.g., the entire hypergraph transformer) and small modules (e.g., the deep hyperedge feature extraction) of SHT are ablated. The results can be seen in Table 3. We have the following major conclusions:

- Removing either the graph topology-aware embedding module or the hypergraph transformer (i.e., -Pos and -Hyper) severely damage the performance of SHT in all cases. This result suggests the necessity of local and global relation learning, and validates the effectiveness of our GCN-based topology-aware embedding and hypergraph transformer networks.

- The variant without self-augmented learning (i.e. -SAL) yields obvious performance degradation in all cases, which validates the positive effect of our augmented global-to-local knowledge transferring. The effect of our meta-network-based domain adaption can also be observed in the variant -Meta.

- We also ablate the components in our hypergraph neural network. Specifically, we substitute the hypergraph transformer with independent node-hypergraph matrices (-Trans), and we remove the deep hyperedge feature extraction to keep only one layer of hyperedges (-DeepH). Additionally, we remove the high-order hypergraph iterations (-HighH). From the results we can conclude that: i) Though using much less parameters, the transformer-like hypergraph attention works much better than learning hypergraph-based user/item dependencies. ii) The deep hyperedge layers indeed make contribution to the global relation learning through non-linear feature transformation. iii) Though our hypergraph transformer could connect any users/items using learnable hyperedges, high-order iterations still improve the model performance through the iterative hypergraph propagation.

4.3 Model Ablation Test (RQ2)

To evaluate the influence of noise degrees on model performance, we randomly substitute different percentage of real edges with randomly-generated fake edges, and re-train the model using the corrupted graphs as input. Concretely 5%, 10%, 15%, 20%, 25% of the edges are replaced with noisy signals in our experiments. We compare SHT with MHCN and LightGCN, which are recent recommenders based on HGN and GNN, respectively. To better study the effect of noise on performance degradation, we evaluate the relative performance compared to the performance on original data. The results are shown in Fig 3. We can observe that our method presents smaller performance degradation in most cases compared to the baselines. We ascribe this observation to two reasons: i) The global relation learning and information propagation by our hypergraph transformer alleviate the noise effect caused by the raw observed user-item interactions. ii) The self-augmented learning task distills knowledge from the refined hypergraph embeddings, so as to refine the graph-based embeddings. In addition, we can observe that the relative performance degradation on the Gowalla data is more obvious compared with other two datasets. This is because the noisy data has larger influence for the performance on the sparsest Gowalla dataset.

Table 3: Ablation study on key components of SHT.

| Category | Data Noise Degree | Recall@20 | NDCG@20 | Recall@40 | NDCG@40 |
|----------|------------------|----------|---------|----------|---------|
| Local    | -Pos             | 0.0423   | 0.0532  | 0.0816   | 0.0487  |
| Global   | -Trans           | 0.0661   | 0.0504  | 0.0999   | 0.0608  |
| SAL      | -Meta            | 0.0602   | 0.0519  | 0.1099   | 0.0699  |
| SHT      |                  | 0.0651   | 0.0546  | 0.1232   | 0.0731  |
This suggests the better anti-sparsity capability of SHT for effectively transferring knowledge among dense samples and sparse samples with our proposed hypergraph transformer.

4.5 Case Study (RQ4)

In this section, we analyze the concrete data instances to investigate the effect of our hypergraph transformer with self-augmentation from two aspects: i) Is the hypergraph-based dependency modeling in SHT capable of learning useful node-wise relations, especially the implicit relations unknown to the training process? ii) Is the self-augmented learning with meta networks in SHT able to differentiate noisy edges in the training data? To this end, we select three users with fair number of interactions from Tmall dataset. The interacted items are visualized as colored circles representing their trained embeddings (refer to the supplementary material for details about the visualization algorithm). The results are shown in Fig 5. For the above questions, we have the following observations:

- **Implicit relation learning.** Even if the items are interacted by same users, their learned embeddings are usually divided into multiple groups with different colors. This may relate to users' multiple interests. To study the differences between the item groups, we present additional item-wise relations that are not utilized in the training process. Specifically, we connect items belonging to same categories, and items co-interacted by same users. Note that only view data is used in model training, so interactions in other behaviors are unknown to the trained model. It is clear that there exist dense implicit correlations among same-colored items (e.g., the green items of user (a), the purple items of user (b), and the orange items of user (c)). Meanwhile, there are much less implicit relations between items of different colors. This results shows the capability of SHT in identifying useful implicit relations, which we ascribe to the global structure learning of our hypergraph transformer.

- **Noise discrimination.** Furthermore, we show the solidity scores $s$ estimated from our self-augmented learning, for the user-item relations in Fig 5. We also show the normalized values of some notable edges in the corresponding circles (e.g., edges of item 10202 and 6508 are labeled with 2.3 and 1.9). The red values are anomalously low, which may indicates noise. The black values are the lowest and highest solidity scores for edges except the anomalous ones. By analyzing user (a), we can regard the yellow and green items as two interests of user (a) as they are correlated in terms of their learned embeddings. In contrast, item 6508 and 10202 have few relations to other interacted items of user (a), which may not reflect the real interactive patterns of this user. Thus, the model may consider this two edges as noisy interactions. Similar cases can be found for user (b), where item 2042 has few connections to the other items and show difference with the

![Figure 3: Relative performance degradation w.r.t noise ratio.](image)

![Figure 4: Performance w.r.t. different data sparsity degrees on Gowalla data. Lines present Recall@40 and NDCG@40 values, and bars shows performance differences between baselines and our SHT with corresponding colors.](image)
embedding color. It is labeled with low $s$ scores and considered as noise by SHT. The results show the effective noise discrimination ability of the self-augmented learning in SHT, which recalibrate the topology-aware embedding using global information encoded from hypergraph transformer.

5 CONCLUSION

In this work, we explore the self-supervised recommender systems with an effective hypergraph transformer network. We propose a new recommendation framework SHT, which seeks better user-item interaction modeling with self-augmented supervision signals. Our SHT model improves the robustness of graph-based recommender systems against noise perturbations. In our experiments, we achieved better recommendation results on real-world datasets. Our future work would like to extend our SHT to explore the disentangled user intents with diverse user-item relations for encoding multi-dimensional user preferences.
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6 SUPPLEMENTAL MATERIAL

In the supplementary material, we first show the learning process of SHT with pseudocode summarized in Algorithm 1. Then, we investigate the influences of different hyperparameter settings, and discuss the impact of three key hyperparameters. Finally, we describe the details of our vector visualization algorithm used in the case study experiments.

6.1 Learning process of SHT

Algorithm 1: Learning Process of SHT Framework

\[
\text{Input:} \text{user-item interaction graph } G, \text{ number of graph layers } L, \text{ number of edges to sample } R, R', \text{ maximum epoch number } E, \text{ learning rate } \eta
\]

\[
\text{Output: trained parameters in } \Theta
\]

1. Initialize all parameters in \( \Theta \)
2. for \( e = 1 \) to \( E \) do
   3. Draw a mini-batch \( U \) from all users \( \{1, 2, ..., l\} \)
   4. Calculate the graph topology-aware embeddings \( \tilde{E} \)
   5. Generate input embeddings \( E_0 \) for hypergraph transformer
   6. for \( l = 1 \) to \( L \) do
      7. Conduct node-to-hyperedge propagation to obtain \( \tilde{Z}^{(u)}, \tilde{Z}^{(v)} \) for both users and items
      8. Conduct hierarchical hyperedge feature transformation for \( \tilde{Z}^{(u)}, \tilde{Z}^{(v)} \)
      9. Propagate information from hyperedges back to user/item nodes to obtain \( \tilde{E}_l^{(u)}, \tilde{E}_l^{(v)} \)
   10. end
   11. Aggregate the iteratively propagated embeddings to get \( \tilde{E} \)
   12. Sample \( R \) edge pairs for self-augmented learning
   13. Acquire the user/item transformation function \( \phi^{(u)} \) and \( \phi^{(v)} \) with the meta network
   14. Conduct user/item embedding transformations using \( \phi(\cdot) \) to get \( t^{(u)}, t^{(v)} \)
   15. Calculate the solidity score \( s \) for the \( R \) edge pairs
   16. Calculate the solidity predictions \( \hat{s} \) for the \( R \) edge pairs
   17. Compute loss \( L_{\text{sa}} \) for self-augmented learning according to Eq 12
   18. Sample \( R' \) edge pairs for the main task
   19. Calculate the pair-wise marginal loss \( L \) according to Eq 13
   20. for each parameter \( \theta \in \Theta \) do
      21. \( \theta = \theta - \eta \cdot \partial L / \partial \theta \)
   22. end
23. return all parameters \( \Theta \)

6.2 Hyperparameter Investigation

We study the effect of three important hyperparameters, i.e., the hidden dimensionality \( d \), the number of latent hyperedges \( K \), and the number of graph iterations \( L \). To present more results, we calculate the relative performance decrease in terms of evaluation metrics, compared to the best performance under default settings. The results are shown in Fig 6, our observations are shown below:

- The latent embedding dimension size largely determines the representation ability of the proposed SHT model. Small \( d \) greatly limits the efficacy of SHT, by 15%-35% performance decrease. However, greater \( d \) does not always yield obvious improvements. As shown by results when \( d = 68 \) on Yelp data, the performance increases marginally due to the over-fitting effect.
- The curve of performance w.r.t. hyperedge number \( K \) typically follows the under- to over-fitting pattern. However, it is interesting that \( K \) has significantly less influence compared to \( d \) (at most \(-6\% and \(-35\%\), respectively). This is because the hyperedge-node connections in SHT are calculated in a \( d \)-dimensional space, which reduces the amount of independent parameters related to \( K \) to \( O(K \times d) \). So \( K \) has much smaller impact on model capacity compared to \( d \), which relates to \( O((I + J) \times d) \) parameters.
- For the number of graph iterations \( L \), smaller \( L \) hinders nodes from aggregating high-order neighboring information. When \( L = 0 \), graph neural networks degrades significantly. Meanwhile, by stacking more graph layers may cause over-smoothing issue, which yields indistinguishable node embeddings.

6.3 Vector Visualization Algorithm

In our case study experiments, each item embeddings of 32 dimensions is visualized with a color. This visualization process should preserve the learned item information in the embedding vectors. Meanwhile, to make the visualization results easy to understand, it would be better to pre-select several colors to use. Considering the above two requirements, we design a neural-network-based dimension reduction algorithm. Specifically, we train a multi-layer perceptron to map 32-dimensional item embeddings to 3-dimensional RGB values. The network is trained using two objective functions, corresponding to the forgoing two requirements. Firstly, the compressed 3-d vectors (colors) are fed into a classifier, to predict the original item ids. Through this self-discrimination task, the network is trained to preserve the original embedding information in the RGB vectors. Secondly, the network is trained with a regularizer that calculates the distance between each color vectors and the preferred colors. Using the two objectives, we can map embeddings into preferred colors while preserving the embedding information.