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We present an analytical solution of the Ginzburg’s Ψ-theory for the behavior of the Casimir force in a film of $^4\text{He}$ in equilibrium with its vapor near the superfluid transition point, and we revisit the corresponding experiments$^1$ and$^2$ in terms of our findings. We find reasonably good agreement between the Ψ-theory predictions and the experimental data. Our calculated force is attractive, and the largest absolute value of the scaling function is 1.848, while experiment yields 1.30. The position of the extremum is predicted to be at $x = (L/\xi_0)(T/T_\lambda - 1)^{1/\nu} = \pi$, while experiment is consistent with $x = 3.8$. Here $L$ is the thickness of the film, $T_\lambda$ is the bulk critical temperature and $\xi_0$ is the correlation length amplitude of the system for $T > T_\lambda$.

I. INTRODUCTION

A. Critical Casimir force near the $\lambda$ transition in $^4\text{He}$

It is now a well established experimental fact$^1$$^2$ that the thickness of a helium film in equilibrium with its vapor decreases near and below the bulk transition into a superfluid state. The phenomenon has been discussed theoretically in a series of works; see, e.g., Refs.$^3$$^{11}$. Among the methods used are renormalization group techniques$^3$$^4$, mean-field type theories$^7$$^8$ and Monte Carlo calculations$^6$$^9$$^{11}$. It should be noted that in all of the above approaches it is assumed that the microscopic molecular interactions are not altered by the transition and that the observed change in the thickness results from the cooperative behavior of the constituents of the fluid system. Furthermore, the overall behavior of the force is in a relatively good agreement with finite-size critical point scaling theory$^12$$^{10}$.

An inspection of the range of theoretical approaches used to study the Casimir force in helium films reveals that the problem has, so far, not been studied in the context of the so-called Ψ-theory of Ginzburg and co-authors$^{17}$$^{18}$. This theory has been used by Ginzburg, et. al., to describe a variety of phenomena observed in Helium films and represents a portion of the research on Helium for which Ginzburg was recently awarded the Nobel prize in physics. In the current study we aim to fill that gap by applying Ψ theory to calculate the critical Casimir force of a helium film that subject only to short-ranged interactions, which is to say we neglect the van der Waals interaction between the film and its substrate.

We study the Casimir force in a horizontally positioned liquid $^4\text{He}$ film supported on a substrate when that film is in equilibrium with its vapor. We will do this for temperatures at, and close to, the critical temperature, $T_\lambda$, of $^4\text{He}$ at its bulk phase transition from a normal to a superfluid state.

B. Some data and facts from the experiment

The continuous phase transition in $^4\text{He}$ from a normal to a superfluid state, referred to as the $\lambda$ transition because of the temperature dependence of the specific heat, occurs at a temperature$^17$ $T_\lambda = 2.172$ $^3\text{K}$ at a saturated-vapor pressure $p_\lambda = 0.05$ atm and density$^{18}$$^{19}$ $\rho_\lambda = 0.1459$ g/cm$^3$. We note that while the density changes continuously through the transition its temperature gradient varies discontinuously$^{19}$$^{20}$.

The critical exponents of systems, that belong to the $O(2)$ universality class of $O(n)$, $n \geq 2$ of systems with continuous symmetry of the order parameter, are$^{21}$$^{22}$

$$\alpha = -0.011 \pm 0.004, \nu = 0.6703 \pm 0.0013$$

Since hyperscaling holds, all critical exponents can be determined from, say, $\nu$ and $\eta$ using the appropriate scaling relations.

C. The Casimir force

Finite-size scaling theory$^{12}$$^{16}$ for systems in which hyperscaling holds predicts a Casimir force of a system with a film geometry $\propto d^{-1} \times L$ of the form

$$F_{\text{Cas}}(T, L) = L^{-d} X_{\text{Cas}}(\alpha_i L^{1/\nu}).$$

(1.2)

Here $X_{\text{Cas}}$ is a universal scaling function that depends on the bulk and surface universality classes, $t = (T - T_\lambda)/T_\lambda$, and $\alpha_i$ is a nonuniversal metric factor. Helium 4 belongs to the $O(2)$ bulk universality class and the boundary conditions on a helium film on a solid substrate that is in equilibrium with vapor are Dirichlet, in that the superfluid order parameter vanishes at the boundaries.

The Casimir force $F_{\text{Cas}}(T, L)$ can be expressed in terms of an excess pressure $P_L(T) - P_b(T)$:

$$F_{\text{Cas}}(T, L) = P_L(T) - P_b(T)$$

(1.3)

Here $P_L$ is the pressure on the finite system, while $P_b$ is the pressure in the infinite system. The Casimir force
results from finite size effects, which are especially pronounced and of universal character near a critical point of the system. The above definition is equivalent to another, commonly used, relationship \[ F_{\text{Cas}}(T, L) = -\frac{\partial \omega_{\text{ex}}(T, L)}{\partial L} = -\frac{\partial \omega_L(T, L)}{\partial L} - P_b, \quad (1.4) \]

where \( \omega_{\text{ex}} = \omega_L - L \omega_b \) is the excess grand potential per unit area, \( \omega_L \) being the grand canonical potential of the finite system. The equivalence between the definitions Eq. (1.3) and Eq. (1.4) arises from the observation that \( \omega_b = -P_b \) while for the finite system with surface area \( A \) and thickness \( L \) one has \( \omega_L = \lim_{A \to \infty} \Omega_L/A \), with \( -\partial \omega_L(T, L)/\partial L = P_L \).

**D. On the Casimir force in a class of systems**

It is possible to derive a simple expression for the Casimir force in systems in which the order parameter is found by minimizing a potential that does not explicitly depend on the coordinate perpendicular to the film surface. For purposes of notation we denote the spatial coordinate perpendicular to the substrate by \( z \). We consider systems in which the grand potential per unit area \( \omega_A \) is obtained by minimizing the functional

\[ \omega_A = \int_0^L \mathcal{L} \left[ \phi(z), \dot{\phi}(z) \right] dz, \quad (1.5) \]

where \( \phi(z) \) is the local value of the order parameter at coordinate \( z \), and \( \dot{\phi}(z) = d\phi(z)/dz \). We take \( \mathcal{L} \) to be of the form

\[ \mathcal{L} = \frac{1}{2} \dot{\phi}^2(z) - f[\phi(z)]. \quad (1.6) \]

Following Gelfand and Fomin [25 pp. 54-56] it is easy to show that the functional derivative of \( \omega_A \) with respect to the independent variable \( z \) at \( z = L \) is

\[ -\left( \frac{\delta \omega_A}{\delta z} \right) \bigg|_{z=L} = -\left( \frac{\delta \mathcal{L}}{\delta \phi} \bigg|_{z=L} \right) \bigg|_{z=L} \quad (1.7) \]

Taking into account the physical meaning of this functional derivative and performing the requisite calculations we obtain

\[ P_L = \left( \frac{\delta \omega_A}{\delta z} \right) \bigg|_{z=L} = \left( f(\phi) - \frac{1}{2} \dot{\phi}^2 \right) \bigg|_{z=L}. \quad (1.8) \]

The extrema of the functional \( \omega_A \) are determined by the solutions of the corresponding Euler-Lagrange equation

\[ \frac{d}{dz} \frac{\partial \omega_A}{\partial \phi} - \frac{\partial \omega_A}{\partial \phi} = 0, \quad (1.9) \]

which leads to

\[ \frac{d}{dz} \phi + \frac{\partial f}{\partial \phi} = 0. \quad (1.10) \]

Multiplying by \( \dot{\phi} \) and integrating one obtains the corresponding first integral of the above second-order differential equation. The result is

\[ \frac{1}{2} \dot{\phi}^2 + f(\phi) = \text{const} = P_L. \quad (1.11) \]

Thus, the expression for \( P_L \) has the same values at any point of the liquid film.

Let now assume that the boundary conditions are such that there is a point at which \( \dot{\phi} = 0 \) and let \( \phi_0 \) be the value of \( \phi \) at that point. Then we arrive at the very simple expression for the pressure on the boundaries of the finite system

\[ P_L = f(\phi_0). \quad (1.12) \]

When the system is infinite the gradient term decreases with distance from a boundary, asymptoting to zero in the bulk within the type of theories we consider. It is easy to verify that the bulk pressure is

\[ P_b = f(\phi_0), \quad (1.13) \]

where \( \phi_0 \) is the solution of the equation \( \partial f/\partial \phi = 0 \), for which \( \omega_b = -f(\phi) \) attains its minimum. The excess pressure, and hence the Casimir force, is

\[ F_{\text{Cas}} \equiv P_L - P_b = f(\phi_0) - f(\phi_b). \quad (1.14) \]

The above expression, as we will see, is very convenient for the determination of the Casimir force in a system that can be described by a functional of the type given in Eq. (1.5). It has previously been used for systems described by the Ginzburg-Landau-Wilson functional [8 26 27].

**II. THE MODEL**

We now consider a film with thickness \( L \) of liquid $^4$He that is in equilibrium with its vapor. We suppose the film to be parallel to the \( (x, y) \) plane and its thickness to be along the \( z \) axis. A constituent of the liquid film with total density \( \rho \) is in the superfluid state with density \( \rho_s(z) \) while the other one with density \( \rho_n(z) \) is in the normal state. Obviously

\[ \rho(z) = \rho_n(z) + \rho_s(z). \quad (2.1) \]

We consider two order parameters: a one-component order parameter \( \rho_n \) to represent the normal fluid and two-component parameter \( \Psi_s = \eta \exp(i\varphi) \) to stand for the superfluid portion of it. As usual, we take \( \eta = \eta(z) \) and \( \varphi = \varphi(z) \) to be real valued functions and, thus, \( |\Psi_s| = \eta \) with the identification that

\[ \rho_s = m|\Psi_s|^2 = m\eta^2, \quad (2.2) \]
where \( m \) is the mass of the helium atom. A spatial gradient of the phase of the \( \Psi_s \) function gives rise to the superfluid velocity via the relationship
\[
\dot{\Psi}_s = \frac{\hbar}{m} \nabla \varphi. \tag{2.3}
\]

In the remainder of this article we consider only the case of a fluid at rest. Then one can take \( \Psi_s \) to be a real function characterized solely by its amplitude \( \eta \).

In terms of \( \rho_s = m|\Psi_s|^2 \) and \( \rho_n \), the total amount of helium atoms in the fluid (normalized per unit area) is
\[
\rho \equiv \frac{1}{L} \int_0^L [\rho_s(z) + \rho_n(z)] \, dz = \frac{1}{L} \int_0^L \rho(z) \, dz, \tag{2.4}
\]
where the value of the overall average density \( \rho \) is fixed by the chemical potential \( \mu \). The above equation intertwines the profiles \( \rho_s \) and \( \rho_n \). For \( \rho_s \) the natural boundary conditions at both the substrate-fluid interface and the fluid-vapor interfaces are
\[
\rho_s(0) = \rho_s(L) = 0 \iff \Psi_s(0) = \Psi_s(L) = 0. \tag{2.5}
\]
The corresponding natural boundary conditions for \( \rho_n \) depend on the interface. At the liquid-vapor interface one has
\[
\rho_n(L) = \rho_b(T), \tag{2.6}
\]
where \( \rho_b(T) \) is the bulk density of the liquid helium at temperature \( T \); at the substrate-liquid interface one has the so-called “dead” layers. In these layers \(^4\text{He}\) has solid-like properties, i.e., it does not possess a properties of a liquid, and it is immobilized at the boundary. This implies that there is some sort of close packing of the helium atoms. The number of layers is generally small—from two well below \( T_\lambda \) to the order of 10 in the vicinity of that temperature. This can be thought of as a sort of adjusted thickness of the liquid films and will be ignored in our theory. Thus, we will assume that the boundary condition \( \rho_n(0) = \rho_n(L) = \rho_b(T) \) is fulfilled at the both boundaries of the system, i.e., that
\[
\rho_n(0) = \rho_n(L) = \rho_b(T). \tag{2.7}
\]

Since we are addressing a spatially inhomogeneous problem, its proper treatment requires the minimization of the total thermodynamic potential \( \omega_A(\mu, T) \) \cite{18}, which is normalized per unit area, simultaneously with respect to \( \Psi(z) \) and \( \rho(z) \). Hereafter the dot will mean a differentiation with respect to the coordinate \( z \).

### A realization of the model within the so-called \( \Psi \) theory

We take as our basic variables \( \rho_s \) and \( \rho \). We assume that they both vary within the film, so our system will depend on \( \rho_s \) and \( \rho \) and their gradients \( \dot{\rho}_s \) and \( \dot{\rho} \). If however, the gradient of \( \rho \) is small, spatial derivatives of \( \rho \) can be neglected. For temperatures well below the liquid-vapor critical point we will take \( \rho \) to be a constant within the film, i.e., \( \rho \) is \( z \)-independent. This implies near the \( \lambda \) point one can treat helium as an incompressible liquid. This is what is done in \cite{17} and \cite{28}.

For the total thermodynamic potential \( \omega_A(\mu, T) \) per unit area one has
\[
\omega_A(\mu, T) = \int_{-L/2}^{L/2} \left[ \omega(\mu, T, \rho, \Psi_s, \dot{\Psi}_s) - \mu \rho \right] \, dz, \tag{2.8}
\]
where \( \omega(z) \) is the local density of this potential per unit area. Here \( \omega = \omega_I(\mu, T, \rho) + \omega_{II}(\mu, T, \Psi_s, \dot{\Psi}_s) \), where \( \omega_I \) is the local potential density of the normal fluid and \( \omega_{II} \) is that of the superfluid. Since \( \mu, T \) and \( \rho \) are constants through the thickness of the film, one concludes that the terms \( \omega_I \) and \( \mu \rho \) generate only bulk-like contributions, after the integration. For this reason we will not be interested in the specifics of these terms. Following \cite{18}, one can write
\[
\omega_{II} = \omega_{II,0} + \frac{1}{2m} | - i \hbar \dot{\Psi}_s |^2, \tag{2.9}
\]
where \( \omega_{II,0} = \omega_{II,0}(\mu, T, |\Psi_s|^2) \) captures the corresponding bulk potential density of the infinite system. The gradient term can easily be rewritten in the equivalent forms
\[
| - i \hbar \dot{\Psi}_s |^2 = \frac{\hbar^2}{2m} \eta^2 + \frac{\hbar^2}{2m} \eta^2 \dot{\varphi}^2 = \frac{\hbar^2}{8m^2} \rho_s^2 + \frac{1}{2} \rho_s \dot{\rho}_s^2. \tag{2.10}
\]

For a fluid at rest \( \dot{\omega}_n = 0 \).

In accord with \cite{17} \cite{18}, we take \( \omega_{II,0} \) to be of the form
\[
\omega_{II,0}(\mu, T, |\Psi_s|^2) = \frac{3T_\lambda \Delta C_\mu}{3 + M} \left[ - \tau |\tau|^{1/3} \left| \frac{\Psi_s}{\Psi_{s,e0}} \right|^2 + \frac{1 - M}{2} |\tau|^{2/3} \left| \frac{\Psi_s}{\Psi_{s,e0}} \right|^4 + \frac{M}{3} \left| \frac{\Psi_s}{\Psi_{s,e0}} \right|^6 \right], \tag{2.11}
\]
where \( T_\lambda(\mu) \) is the \( \lambda \)-transition temperature in equilibrium with saturated vapor, \( T_\lambda(\rho_\lambda) = 2.172 \, \text{K}, \rho_\lambda = 0.146 \, \text{g cm}^{-3} \). Here
\[
\tau = (T_\lambda(\mu) - T)/T_\lambda(\mu). \tag{2.12}
\]
\( \Delta C_\mu \) is the specific heat jump at the \( \lambda \) point \( \Delta C_\mu = \Delta C_p = 0.76 \times 10^7 \, \text{erg cm}^{-3} \text{K}^{-1} \), \( M \) is a parameter of the theory, and \( \Psi_{s,e0} \) is the amplitude of the temperature dependence of the equilibrium value of \( \Psi_s \) in bulk helium,
\[
\Psi_{s,e}(\tau) = \Psi_{s,e0} \tau^3 = 0.23 \times 10^{12} \, \tau^{3/2} \text{cm}^{-3/2}. \tag{2.13}
\]
The value of \( \Psi_{s,e0} \) is, as usual \cite{18}, determined by the equation
\[
\left( \frac{\partial \omega_{II,0}}{\partial |\Psi_s|^2} \right)_{\mu, T} = 0 \tag{2.14}
\]
so as to be in accord with the experimental data

$$\rho_{sc} = m|\Psi|^2 = 1.43 \rho_{sc} T_{\lambda}^{2/3} \tau^{2/3} = 0.35 \tau^{2/3} \, g \, cm^{-3} = \rho_0 \, \tau^\zeta$$  \hspace{0.5cm} (2.15)

with $\zeta \simeq 2\beta \simeq 2/3$. As is clear from Eq. (2.11), it is convenient to introduce the reduced variable

$$\psi = \frac{\Psi_s}{\Psi_{s,e0}}.$$  \hspace{0.5cm} (2.16)

Then, Eq. (2.11) becomes

$$\omega_{II,0} = \frac{3T_\lambda \Delta C_\mu}{3 + M} \left[ -\tau |\tau|^{1/3} |\psi|^2 \right.$$ \hspace{0.5cm} (2.17)

$$+ \frac{1}{2} \frac{M}{\tau} |\tau|^{2/3} |\psi|^4 + \frac{M}{3} |\psi|^6 \right].$$

The above expressions for $\omega$ and $\omega_{II}$ are consistent with a close approximation to the critical exponents in which $\alpha = 0$, $\nu = 2/3$ and the anomalous dimension exponent $\eta$ is zero. They define an effective 3-dimensional theory for the behavior of the helium films. The best known values of the critical exponents $\alpha$ and $\nu$ for helium are given above, in Eq. (1.1).

The conditions for the minimum of $\omega_\lambda(\mu, T)$ are given by the corresponding Euler-Lagrange equations (see also Eqs. (1.3) and (1.4) in [28], or Eq. (3.41) in [17]), which read

$$- \frac{\partial \omega_I}{\partial \rho} + \mu = 0,$$  \hspace{0.5cm} (2.18)

and

$$\frac{d}{dz} \frac{\partial \omega_{II}}{\partial \rho_s} - \frac{\partial \omega_{II}}{\partial \rho_s} = 0.$$  \hspace{0.5cm} (2.19)

Note that the condition of $\rho$ being $z$-independent requires that the profiles $\rho_s(z)$ and $\rho_s(z)$ are connected; a change in one of them leads to a change in the other. We stress that the above arguments are not dependent on the actual functional form of $\omega$; they rely simply on the assumption that the overall density of the fluid inside the film does not change.

Within the $\Psi$ theory the type of phase transition in helium films from helium I to helium II depends crucially on the value of the parameter $M$ [17, 18]. For $M < 1$ this transition, as in bulk helium, is continuous, while for $M > 1$ the transition in a film is first order. The value $M = 1$ corresponds to a tricritical point. Thus, we use $M < 1$ in our calculations. Obviously, the simplest case has $M = 0$.

Keeping in mind Eq. (2.9) and Eq. (2.19) for the function $\Psi$, one obtains the equation

$$\frac{h^2}{2m} \ddot{\psi} = \Psi \frac{\partial \omega_{II}}{\partial |\Psi|^2},$$  \hspace{0.5cm} (2.20)

or, in terms of the reduced variable $\psi$

$$\frac{h^2}{2m} \ddot{\psi} = \psi \frac{\partial \omega_{II}}{\partial |\psi|^2}.$$  \hspace{0.5cm} (2.21)

Introducing, as in [17, 18], the scaled spatial variable

$$\zeta = \frac{\psi}{\xi_0},$$  \hspace{0.5cm} (2.22)

where, see Eq. (23) in [18], for $\xi_0$ one has

$$\xi_0 = \frac{h \Psi_{s,e0}}{\sqrt{2mT_\lambda \Delta C_\mu}} = \frac{h}{m} \frac{\rho_{s,e0}}{2T_\lambda \Delta C_\mu} \simeq 1.63 \times 10^{-8} \, cm,$$  \hspace{0.5cm} (2.23)

with $\xi_0$ being the amplitude of the correlation function above the $\lambda$ point for the version of the theory with $M = 0$, one can write the equation for the dimensionless function $\psi$ in the form

$$\dot{\psi} = \frac{3}{3 + M} \psi \left[ -\tau |\tau|^{1/3} + (1 - M) |\tau|^{2/3} |\psi|^2 + M |\psi|^4 \right].$$  \hspace{0.5cm} (2.24)

Here the differentiation is to be understood with respect to the scaled variable $\zeta_0$. Eq. (2.24) is the main equation within the $\Psi$ theory one deals with.

The proper boundary conditions are

$$\psi(0) = 0, \psi(L) = 0,$$  \hspace{0.5cm} (2.25)

but so that $\lim_{L \rightarrow \infty} \psi(L/2) = \psi(\infty) = \psi_c = \tau^{1/3}$.

**III. THE BEHAVIOR OF THE CASIMIR FORCE**

It is convenient to introduce the variables

$$\xi_\tau = \sqrt{\frac{3 + M}{3}} \xi_0 |\tau|^{-2/3},$$  \hspace{0.5cm} (3.1)

and $\phi = |\psi|^2$, where $\xi_0$ is given by Eq. (2.23). Then Eq. (2.24) becomes

$$\ddot{\phi} = \phi \left[ -\text{sign}(\tau) + (1 - M) |\phi|^2 + M |\phi|^4 \right],$$  \hspace{0.5cm} (3.2)

where the derivative is taken with respect to $\xi_\tau$,

$$\zeta_\tau = \frac{z}{\xi_\tau} = \frac{z}{L} \xi_\tau = \zeta_L \xi_\tau,$$  \hspace{0.5cm} (3.3)

with

$$\zeta_L = \frac{z}{L} \text{ and } \xi_\tau = \frac{L}{\xi_\tau}.$$  \hspace{0.5cm} (3.4)

Note that since $\xi_\tau$ depends on $M$, see Eq. (3.1), the scaling variable $x_\tau$, see Eq. (3.4), is also $M$-dependent. Note also that, in contrast to commonly utilized notations, $\tau > 0$ corresponds to $T < T_\lambda$. Obviously, in equilibrium bulk helium, when $\phi = 0$, one has $\phi = \phi_b$ with $\phi_b = 1$ for $T \leq T_\lambda$, and $\phi_b = 0$ for $T > T_\lambda$.

Now we turn to the solution of this equation in a system with a film geometry.

Multiplying (3.2) by $\phi$ and integrating, we obtain

$$\phi^2 + \text{sign}(\tau) \phi^4 - \frac{1}{2} (1 - M) \phi^4 - \frac{1}{3} M \phi^6 = p,$$  \hspace{0.5cm} (3.5)
where $p$ is a quantity that is $z$-independent. One should also note that $\dot{\phi} = 0$ at $z = L/2$. Let us denote $\phi(z = L/2) = \phi_0$. Then one has
\[
p = \text{sign}(\tau)\phi_0^2 - \frac{1}{2}(1 - M)\phi_0^4 - \frac{1}{3}M\phi_0^6. \tag{3.6}
\]
Thus, for $\dot{\phi}^2$ one has
\[
\dot{\phi}^2 = \text{sign}(\tau)(\phi_0^2 - \phi^2) - \frac{1}{2}(1 - M)(\phi_0^4 - \phi^4) - \frac{1}{3}M(\phi_0^6 - \phi^6). \tag{3.7}
\]
At the boundary we have $\phi(0) = 0$. This is the minimum value of $\phi$. For $T < T_\lambda$, i.e. $\tau > 0$ the derivative is greater than zero, and the profile evolves from all $\phi$ to the bulk value of $\phi_0 = 1$. For $T > T_\lambda$, i.e. $\tau < 0$, one finds that $\dot{\phi}^2 \leq 0$ if $\phi(\zeta_T) < \phi_0$ for any value of $\zeta_T$. Keeping in mind the fact that $\phi(0) = 0$, we conclude that $\phi(\zeta_T) = 0$ is the only possible solution in this case.

Before proceeding to the technical details of the calculations let us note that, according to Eq. (3.11), one has
\[
p = \frac{1}{2}P_L. \tag{3.8}
\]
where $P_L$ is the pressure on the boundaries of a system with size $L$. The behavior of which is mathematically described by the corresponding functional written in terms of the variable $\phi$. In terms of $\phi$ and $x_r$, Eq. (2.11) for $\omega_{II,0}$ becomes
\[
\beta\omega_{II,0} = L^{-3} \sqrt{\frac{3 + M}{3}}\beta T_\lambda \Delta C \xi_0^3 \times x_r^3 \left(-\text{sign}(x_r)\phi^2 + \frac{1}{2}(1 - M)\phi^4 + \frac{1}{3}M\phi^6\right). \tag{3.9}
\]
The equation for the profile $\phi(\zeta_T)$, $\tau > 0$, reads
\[
\zeta_T = \int_0^{\phi(\zeta_T)} \frac{d\phi}{\sqrt{(\phi_0^2 - \phi^2) - \frac{1}{2}(1 - M)(\phi_0^4 - \phi^4) - \frac{1}{3}M(\phi_0^6 - \phi^6)}}, \tag{3.10}
\]
complemented by the equation that determines $\phi_0$
\[
\frac{L}{2 \xi_T} = \int_0^{\phi_0} \frac{d\phi}{\sqrt{(\phi_0^2 - \phi^2) - \frac{1}{2}(1 - M)(\phi_0^4 - \phi^4) - \frac{1}{3}M(\phi_0^6 - \phi^6)}}. \tag{3.11}
\]
Introducing the variable $\phi = y\phi_0$, and after that performing the change of variables from $y^2 \rightarrow y$ the above equation becomes
\[
x_r \equiv \frac{L}{\xi_T} = \int_0^1 \frac{dy}{\sqrt{y(1 - y) \left[1 - \frac{1}{2}(1 - M)\phi_0^2(1 + y) - \frac{1}{3}M\phi_0^6 (1 + y^2 + y)\right]}}. \tag{3.12}
\]

The integral on the right-hand side of Eq. (3.12) leads naturally to expressions in involving elliptic functions.

### A. The case $M = 0$

In this case the expression for $p$ becomes
\[
p = \text{sign}(\tau)\phi_0^2 - \frac{1}{2}\phi_0^4, \tag{3.13}
\]
while for $x_r$, from Eq. (3.12), one has
\[
x_r = \int_0^1 \frac{1}{\sqrt{y(1 - y) \left(\text{sign}(\tau) - \frac{1}{2}\phi_0^2(1 + y)\right)}} dy. \tag{3.14}
\]
From Eq. (3.14) it is clear that $x_r$ is a well defined quantity only for $0 \leq \phi_0 < 1$. It is also easy to check that $x_r$ is a monotonically increasing function of $\phi_0$, with $x_r(\phi_0 = 0) = \pi$. The last implies that one will have a non-zero solution for $\phi_0$ and, therefore, for $\phi(\zeta_T)$ for $x_r > \pi$. Let us also note that from Eq. (3.13) one concludes $0 \leq p < 1/2$.

Taking the integral in Eq. (3.14), when $0 \leq \phi_0 < 1$ one derives
\[
x_r = \frac{2\sqrt{2}}{\sqrt{2 - \phi_0^2}} K \left(\sqrt{\frac{\phi_0^2}{2 - \phi_0^2}}\right). \tag{3.15}
\]
It is easy to check that the right-hand side of Eq. (3.15) is a monotonically increasing function of $\phi_0$. Thus, one can uniquely invert this equation, thereby determining $\phi_0(x_r)$. As noted previously, when $\phi_0 \geq \phi(\zeta_T)$, one is directly led to the conclusion that $\phi(\zeta_T) = 0$ is the only allowed
solution of Eq. (3.7).

Summarizing the information from the two above sub-cases \( \tau > 0 \) and \( \tau < 0 \), and performing the corresponding numerical evaluations for the behavior of the Casimir force in the case \( M = 0 \) one obtains the result shown in Fig. 1. In order to obtain this curve we make use of the first integral Eq. (3.13), its relation to the pressure in the finite system Eq. (3.8), the corresponding easily obtainable expression for the bulk pressure, as well as the relation Eq. (3.14) between \( \phi_0 \) and \( x_\tau \), and, finally Eq. (3.9), which becomes

\[
\beta F_{\text{Cas}}(T, L) = \frac{1}{2} \beta T \Delta C \mu \xi_0^3 x_\tau^3 \left[ p(\phi_0(x_\tau)) - 1/2 \right] L^{-3} 
\]

\[\approx 0.119 x_\tau^3 \left[ p(\phi_0(x_\tau)) - 1/2 \right] L^{-3}. \quad (3.16)\]

The evaluation of the above expression leads us to the curve displayed in Fig. 1 with

\[
X_{\text{Cas}}(x_\tau) = 0.119 x_\tau^3 \left[ p(\phi_0(x_\tau)) - 1/2 \right]. \quad (3.17)\]

Solving Eq. (3.10), for the order parameter profile \( \phi(\zeta_\tau) \) in the case \( M = 0 \) one has

\[
\phi(\zeta_\tau) = \phi_0 \text{sn} \left( \zeta_\tau \sqrt{1 - \frac{\phi_0^2}{2}} \left[ \sqrt{\frac{\phi_0^2}{2}} \right] \right), \quad (3.18)\]

where \( \phi_0 \), as a function of \( x_\tau \), is to be determined from Eq. (3.15). Here \( \text{sn} \) is the Jacobi elliptic function \( \text{sn}(u|m) \).

Fig. 2 presents a comparison of the experimental determination of the Casimir force, the scattered curves, reported in [2] with the prediction of the \( \psi \) theory when \( M = 0 \), the solid curve. The position of the minimum within the \( \psi \)-theory is at \( x_\tau = \pi \), while the experiment delivers \( x_\tau = 3.8 \). The minimal value of the force is \(-1.848 \) within the theory, while within the experiment it is \(-1.30 \).

**B. The case \( 0 < M < 1 \)**

From Eq. (3.12) it is easy to check that \( x_\tau \) is a monotonically increasing function of \( \phi_0 \), with \( x_\tau(\phi_0 = 0, M) = \pi \). The last implies that one will have a non-zero unique solution for \( \phi_0 \) and, therefore, for \( \phi(\zeta_\tau) \) only when \( x_\tau > \pi \). The above statements are valid for any value of \( 0 \leq M < 1 \).

The Casimir force is now given by the expression

\[
\beta F_{\text{Cas}}(T, L; M) = \frac{1}{2} \beta T \Delta C \mu \xi_0^3 \sqrt{\frac{3 + M}{3}} x_\tau^3(M) \quad (3.19) \]

\[
\times \left[ p(\phi_0(x_\tau), M) - \frac{3 + M}{6} \right] L^{-3} \%
\]

\[\approx 0.119 \sqrt{\frac{3 + M}{3}} x_\tau^3 \left[ p - \frac{3 + M}{6} \right] L^{-3}. \quad (3.20)\]

Evaluating the integral in Eq. (3.13), for \( \phi_0 \) one obtains the equation

\[
x_\tau = \frac{L}{\xi_\tau} = \frac{4\sqrt{3}a}{b} K(k) \quad (3.20)\]

where \( K(k) \) is the complete elliptic integral of elliptic modulus

\[
k = \sqrt{2\sqrt{3}a} \frac{\phi_0}{b} \quad (3.21)\]

with

\[
a = \sqrt{(3 + M + 2M\phi_0^2)(1 + M(3 - 2\phi_0^2))},
\]

\[
b = \sqrt{12 - 6M\phi_0^2 + \phi_0^4(\sqrt{3}a - 9(1 - M))}.
\]

Solving this equation for \( \phi_0 \), one finds \( \phi_0 = \phi_0(x_\tau, M) \), where \( x_\tau \) also depends on \( M \) via Eq. (3.1) and Eq. (3.4).
A comparison of the Casimir force calculated in the case $M = 0$, $M = 0.5$ and $M = 0.8$ is shown in Fig. 3. The position of the minimum stays unchanged but its absolute value increases with increasing $M$. Thus, the $M = 0$ theory coincides most closely with the experimentally reported data.

The order parameter profile can be also obtained in an explicit form for the case $0 \leq M < 1$. Solving Eq. (3.10), for the order parameter profile $\phi(x, |M|$) one has

$$
\phi(x, |M) = \frac{\sqrt{\frac{a}{2}} \phi_0 \text{sn} \left( \frac{b}{2\sqrt{3}} \zeta_x | k \right)}{\sqrt{1 + c - \text{sn} \left( \frac{b}{2\sqrt{3}} \zeta_x | k \right)^2}},
$$

(3.22)

where

$$
c = \frac{\sqrt{3}a + M (2\phi_0^2 - 3) + 3}{4M\phi_0^2}.
$$

(3.23)

Here $\phi_0$, as a function of $x_\tau$, is to be determined from Eq. (3.20). Here $sn$ again symbolizes the Jacobi elliptic function $sn(u|m)$.

### IV. DISCUSSION AND CONCLUDING REMARKS

In the current study we have applied the $\Psi$-theory of Ginzburg and co-authors [17,18] to evaluate the Casimir force in $^4$He film in equilibrium with its vapor. We have obtained an exact closed form expression for the force within this theory—see Eq. (3.16)—when the parameter of the theory $M = 0$, and Eq. (3.19) for $0 \leq M < 1$. We have found the best agreement between the theory and experiment for $M = 0$. The corresponding result for the scaling function of the Casimir force is shown in Fig. 1 and the comparison with the experiment is shown in Fig. 2. We conclude that there is reasonably good agreement between this model theory and experiment. One should note, however, some important differences. In the $\Psi$ theory there is a sharp two-dimensional phase transition with long-ranged order below the critical temperature of the finite system, while in the helium system one expects a Kosterlitz-Thouless type transition. This feature is not captured by the $\Psi$-theory. Also missing are the Goldstone modes and surface wave contributions that appear at low temperatures [21]. The overall agreement between the result of the $\Psi$-theory and the experiment, shown in Fig. 2, is, however, much better than is provided by mean-field theory [8]; there is no need to fit any parameter in $\Psi$ theory in order to achieve this agreement.
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