Accelerating the assembly of defect-free atomic arrays with maximum parallelisms
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Defect-free atomic arrays have been demonstrated as a scalable and fully-controllable platform for quantum simulations and quantum computations. To push the qubit size limit of this platform further, we design an integrated measurement and feedback system, based on field programmable gate array (FPGA), to quickly assemble two-dimensional defect-free atomic array using maximum parallelisms. The total time cost of the rearrangement is first reduced by processing atom detection, atomic occupation analysis, rearrangement strategy formulation, and acousto-optic deflectors (AOD) driving signal generation in parallel in time. Then, by simultaneously moving multiple atoms in the same row (column), we save rearrangement time by parallelism in space. To best utilize these parallelisms, we propose a new algorithm named Tetris algorithm to reassemble atoms to arbitrary target array geometry from two-dimensional stochastically loaded atomic arrays. For an \( L \times L \) target array geometry, the number of moves scales as \( L^2 \), and the total rearrangement time scales at most as \( L^3 \). Although in this work we do not test on actual atoms, we simulate the performance of our FPGA system experimentally with all components integrated except for the atoms. We present the overall performance for different target geometries, and demonstrate a dramatic boost in rearrangement time cost and the potential to scale up defect-free atomic array to 1000 atoms in room-temperature platform and 10000 atoms in cryogenic environment.

I. INTRODUCTION

Individual neutral atoms trapped in optical tweezers is a fast evolving toolbox featuring unprecedented high controllability for quantum systems [1–15]. It has demonstrated its scalability and programmability in many applications. Quantum simulations on numerous topics have benefited from its development, ranging from exotic quantum matters to fundamental theories underlying the universe [2–6]. It is also one of the most promising platforms for quantum computation in the noisy intermediate-scale quantum (NISQ) era [9–13]. Most applications mentioned above require each neutral atom to be arranged into arrays of various desired geometries without defects. However, the process of loading single atoms into optical tweezers is stochastic [16, 17]. In order to obtain a defect-free atomic array, it is common to rearrange the initially loaded atoms to the target positions using a set of mobile tweezers. Using such rearrangement method, defect-free atomic arrays of various geometries with hundreds of atoms have been demonstrated [6–8].

In order to further scale up the size of defect-free atomic arrays, a key challenge lies at the tension between the decreasing lifetime of the atomic ensemble and the increasing time cost of rearranging the atoms [18]. Two major strategies have been developed to overcome this challenge. One is to extend the vacuum limited lifetime. For example, by placing the system in a cryogenic environment, a single-atom lifetime of 6000 seconds and defect-free arrays with 324 atoms are reported recently [15, 19]. The other strategy is to reduce the rearrangement time cost by designing faster rearrangement protocols. Based on single mobile optical tweezers produced by AODs, a variety of rearrangement algorithms have been demonstrated, such as the shortest-move heuristic algorithm [20, 21], intuitive algorithm [8, 22], and Hungarian matching algorithm [10].

In recent works, multi-mobile-tweezer algorithms have also been demonstrated [6, 23] and show their capability to assemble larger defect-free atomic arrays. To further decrease the time cost of atom rearrangement, and increase the size of defect-free atomic arrays, we need to lift two hardware limitations. One is that people usually need to wait until a full atomic fluorescence image has been read out from an electron-multiplying CCD (EM-CCD) camera to determine atomic occupations, despite the fact that in some cases only part of the atomic image is needed to make corresponding rearrangement strategies. The other is that, with the widely-used arbitrary waveform generators (AWGs), the maximum number of simultaneous controlled mobile tweezers is limited by the slow speed of the calculation and streaming of the control signals for the mobile tweezers.

In this work, we lift these limitations by designing an FPGA-based integrated measurement and feedback system featuring maximum parallelisms for the rearrangement. We integrate the abilities of low-latency atomic occupation analysis, rearrangement strategy formulation, and real-time multi-tweezer control in this system, so that these processes work in parallel to save in-sequence...
FIG. 1. (a) The rearrangement control flow. (b) A typical time sequence of our system. Each row shows the operation periods for one module or device, where a high-level signal indicates that the module is in operation. The blue, green, yellow, and red blocks indicate the periods of processing the first, second, third, and the last row of atoms, respectively. By organizing these modules to work in parallel, the total time cost $\tau$ is significantly reduced. (c) The spectra of the AOD driving signals to simultaneously rearrange atoms in a row. The Y-AOD, which controls the tweezer position in vertical direction, requires only a monochromatic driving signal, while the X-AOD requires a multi-tone waveform. (d) Improving the quality of mobile tweezer controls to avoid atom loss or heating during the rearrangement. When a tweezer begins to move, its trap depth is ramped up to smoothly transfer the atom to the mobile tweezers from static traps. Then the tweezer accelerates to the maximum velocity with a fixed acceleration. This process is reversed when approaching to the final destination.

waiting time. We develop a new rearrangement algorithm, named Tetris algorithm, which is tailored for the parallel hardware structure. These developments significantly reduce the rearrangement time cost, and thus pave the way to rearrangement and assembly of large-scale defect-free atomic arrays.

This manuscript is organized as follows. We begin by introducing the principle of operations in Sec. II, where we present the method of decoding atomic occupation data and generating control signals for mobile tweezers in parallel, and then the Tetris algorithm. The details of the hardware implementation are given in Sec. III, as well as the experimental characterizations of the rearrangement time complexity. Finally, we give the conclusion and outlook in Sec. IV.
II. PRINCIPLE OF OPERATION

In order to assemble a large-scale defect-free atomic array, the typical experimental scheme is to first stochastically load the atoms into an array of static optical tweezers and use fluorescence imaging to determine the positions of defects. Then another set of mobile tweezers are used to move the loaded atoms into target positions so that the atomic array is rearranged into desired geometries. Here, we focus on parallelizing the processes of image readout, rearrangement strategy making, and atom movement to minimize the rearrangement time cost. We introduce the principle of operation of the system in this section and leave technical details to Sec. III.

A. Overview of the rearrangement control flow

Our rearrangement control flow is shown in Fig. 1(a). The system consists of an EMCCD, an FPGA, a digital-to-analog converter (DAC), and a two-dimensional AOD. Instead of using a computer and an AWG, we integrate fluorescence image processing, atomic occupation analysis, rearrangement strategy formulation, and the generation of the control signals for AODs as digital circuits on a single FPGA chip. This integration not only enables fast communications and fully parallel operation of all the procedures, but also provides high-quality and scalable real-time generation of the multi-tone RF signals, which allows us to move almost arbitrarily many tweezers simultaneously.

In one experiment cycle, the atoms are first loaded stochastically into a static array of tweezers. Then a fluorescence image is taken by the EMCCD to detect atomic occupation. It is important that the image data is transferred to the image decoder module on the FPGA pixel by pixel, so that one can begin to rearrange one row of atoms as soon as their occupation data is extracted. That is, when the pixel data of the next row is still being transferred to the FPGA, the on-FPGA soft-core processor system (PS) already begins to run the specially designed Tetris algorithm (see Sec. II C) to determine the rearrangement strategy of this row and to instruct a digital waveform generator (DWG) module to produce the corresponding multi-tone driving waveform. The generated waveforms are then directed to DACs and sent to AODs to control the optical tweezers.

To demonstrate how this system maximizes parallelism, we show a typical time sequence in Fig. 1(b). We program the modules on the FPGA to work in a pipelined fashion. Once the atom imaging exposure has completed, the EMCCD begins to send the photon-counting data pixel by pixel after a short constant internal delay \( \tau_{\text{cam}} \). The image decoder receives this data almost immediately (< 10 ns) and starts to analyze whether each static tweezer is occupied with an atom. Such decoding time of atom occupation information for one row of tweezers is \( \tau_{\text{decoder}} \). Once the first row of tweezers (blue in Fig. 1(b)), instead of the full image, have been analyzed, the decoder sends the atom occupation data to the PS which uses the Tetris algorithm to determine a rearrangement strategy for this row with time cost \( \tau_{\text{alg}} \). Then, the DWG and the DAC start to work successively, with latency \( \tau_{\text{DWG}} \) and \( \tau_{\text{DAC}} \), respectively. It is important to note that when the PS is running the algorithm, the decoder is simultaneously analyzing the image data of the second row (green in Fig. 1(b)). Different modules work simultaneously, instead of waiting until the previous one finishes processing, and the atoms in one row are moving to their target positions while the image data of another row in EMCCD is being read out.

In summary, the total time cost \( \tau \) is significantly reduced and is determined by a starting overhead and the atom movement time \( \tau_{\text{movement}} \) (Fig. 1(b)). The starting overhead includes the internal processing time of the EMCCD \( \tau_{\text{cam}} \) and the processing time of the first row of atoms, including the analysis time of the decoder \( \tau_{\text{decoder}} \), the time cost of running the Tetris algorithm \( \tau_{\text{alg}} \), the DWG programming time \( \tau_{\text{DWG}} \), and the DAC conversion delay \( \tau_{\text{DAC}} \). Therefore, the total time cost is limited only by the most time-consuming module, instead of the summation of all modules. In the large-scale limit, it is dominated by \( \tau_{\text{movement}} \).

B. Simultaneously rearranging atoms in one row

We further reduce the overall time cost by moving all the atoms in a row simultaneously. Even in the worst case scenario, the one-row rearrangement time only scales as \( L \) for an \( L \times L \) array, compared with \( \sim L^2 \) in the case that only one tweezer is moved at a time. This requires a multi-tone waveform \( S(t) = \sum_{i=1}^{K} A_i \cos(\varphi_i(t)) \) generation to control \( K \) simultaneous mobile tweezers. In Fig. 1(c), we show a typical movement of mobile tweezers and the frequency spectra of the control signals for X- and Y-AODs, where the X-AOD (or Y-AOD) controls the horizontal (vertical) positions of the mobile tweezers. The Y-AOD control signal maintains at a constant frequency, while the X-AOD control signal features multiple changing frequencies. Here, we use multiple direct digital synthesizers (DDSs) in the DWG (see Sec. III for details) to generate the desired multi-tone waveform in real time. This minimizes the internal processing time and data storage at the cost of FPGA on-chip resources. Given capabilities of current commercial FPGAs, real-time signal generation to control more than 400 mobile tweezers is achievable.

The quality of mobile tweezers can also benefit from this method. The DWG structure intrinsically guarantees the phase-continuity of the driving signals and avoids potential kicks to the atoms. Additional improvements can also be applied to avoid atom loss or heating during the tweezer moving. As demonstrated in Fig. 1(d), for a higher speed and success rate, strategies such as turning on and off the moving tweezers smoothly [22], accelerat-
ing or decelerating atoms smoothly at the beginning or the end of the tweezer moving [7], and setting a maximum moving speed [8] are all realized in our system. Therefore, the ability of multi-tweezer manipulation with maximum flexibility and low latency is accessible through our system.

In comparison, in a computer-AWG structure, though these features can in principle also be realized, its response time is slow. And the number of simultaneous mobile tweezers is limited if one pre-calculates and stores all the possible needed waveforms in advance. In such systems, the computer needs to calculate the waveform at each time step and transfer this data to the AWG. This process is carried out by a software on the computer instead of by direct hardware implementation. Therefore, on the one hand, if the waveform is calculated in real time, both the calculation and data transfer costs significant time. On the other hand, if one calculates all the possible needed waveforms in advance and stores them in the buffer of the AWG, the storage resource consumption grows exponentially for exhausting all combinations of the movement as the total number of mobile tweezers increases.

C. The Tetris algorithm

To best utilize the parallelism of our system, we develop the Tetris algorithm to give the rearrangement strategy, inspired by the game Tetris where players need to adjust Tetriminoes (i.e., blocks) to fulfill and eliminate one complete row. In the following, we explain this algorithm first in a simple example, and then in strict mathematical description.

In the example, we target at a defect-free compact 4×4 square lattice. As shown in Fig. 2(a) with the target geometry marked in green, we start with a stochastically loaded 6 × 6 array with filling factor of 50% [17]. Initial array with larger size could be used in real experiments to guarantee that enough atoms are loaded.

In the first move, we arrange the first row of atoms to horizontally align with the leftmost target sites, i.e., sites in the target geometry, and record the unfilled sites as defects. These atoms will be vertically moved to the first row of target sites in future steps. At this point, no information of other rows of atoms is needed (thus marked transparent in Fig. 2(a)). In the second move, we first arrange the atoms to horizontally align with the defects left by the first move (named borrowed atoms and marked blue). Then the atoms left are again arranged to the leftmost target sites and the defects left are recorded. The borrowed atoms are still marked as defects, because they will eventually fill the defects left by the first move and be moved to the first row of target sites in future steps, instead of the second row. Then in moves 3–6, we repeat the above procedures by first moving the atoms to horizontally align with the defects left by the previous move, and then arranging other atoms to align with the leftmost target sites. It is worth emphasizing that, although we describe the moving of borrowed atoms and ordinary atoms in sequence, all of them in the same row are actually moved simultaneously.

Moves 1–6 are called Tetrimino constructions, since it is clear that after move 6, the atoms are arranged as pieces of connected blocks (more visible in a larger array, see the middle panel of Fig. 2(b)). At this point we check if there are enough atoms in each column. We proceed only when this is satisfied. Otherwise, we discard this attempt and start over. The next moves are named Tetrimino elimination. In move 7–10, we compress the columns in the target area in the vertical direction to form defect-free columns, and obtain the target defect-free 4 × 4 atomic array.

Now we give the strict mathematical description of the Tetris algorithm to rearrange target arrays with arbitrary geometries. We start with an L × W reservoir tweezer array. The target geometry is described by L ordered sets, \( \mathbb{R}_1, \mathbb{R}_2, \ldots, \mathbb{R}_L \), where \( \mathbb{R}_i = [r_{1,1}, r_{1,2}, \ldots, r_{1,N_i}] \), with \( N_i < W \), records the row indices of the target atomic positions in the \( i \)-th column. The total atom number in the target array is \( N = \sum_{i=1}^{L} N_i \). As mentioned in the example above, the algorithm takes three steps.

a. Row-by-row rearrangements (Tetrimino construction). Each row-by-row movement rearranges the initially loaded atoms in one row of reservoir tweezers to construct the building blocks for the target geometry. Mathematically, this requires us to assign each element in each ordered set \( \mathbb{R}_i \) with a loaded atom. Take the notation that the \( k \)-th row has \( n(k) \) initially loaded atoms and their column indices are recorded in an ordered set \( \mathbb{C}(k) \equiv \{c_1^{(k)}, c_2^{(k)}, \ldots, c_L^{(k)}\} \), which is in ascending order. For each column we use an ordered set \( \mathbb{R}_i^{(k)} \) to record the unassigned elements in \( \mathbb{R}_i \) before the move \( k \). Naturally, \( \mathbb{R}_i^{(1)} = \mathbb{R}_i \).

The rearrangement strategy for this row is given by an ordered set \( \mathbb{T}^{(k)} \equiv \{t_i^{(k)}\} \) describing the column indices which loaded atoms should be moved to, and a strategy mapping \( S : \mathbb{C}(k) \rightarrow \mathbb{T}^{(k)} \) describing the specific movements. To determine \( \mathbb{T}^{(k)} \), we first look for the smallest element in each ordered set \( \mathbb{R}_i^{(k)} \) and record them in an ordered set \( \mathbb{M} = [m_i] \) with \( m_i = \min \mathbb{R}_i^{(k)} \). Then we sort \( \mathbb{M} \) in ascending order, \( \mathbb{M}' \equiv [m_i'] = \text{Sort} (\mathbb{M}) = [m_{p_i}] \), where \( p \equiv [p_i] \) is the sorting permutation. Then \( \mathbb{T}^{(k)} \) is given by the first \( n^{(k)} \) elements in the permutation, i.e., \( t_i^{(k)} = p_i \) for \( i \leq n^{(k)} \). Then we sort \( \mathbb{T}^{(k)} \) with permutation \( \mathcal{Q} \equiv [q_i] \) so that \( t_i^{(k)} \) is in ascending order.

This sorting avoids the atomic collisions during the rearrangement. The strategy \( S \) is then naturally given by \( S \{t_i^{(k)}\} = t_i^{(k)}q_i \). Finally, the set \( \mathbb{R}_i^{(k+1)} \) for the next row is determined by

\[
\mathbb{R}_i^{(k+1)} = \begin{cases} 
\mathbb{R}_i^{(k)} \setminus \{m_i\}, & i \in \mathbb{T}^{(k)} \\
\mathbb{R}_i^{(k)}, & i \notin \mathbb{T}^{(k)}
\end{cases}
\]
FIG. 2. Illustration of the Tetris algorithm. (a) The rearrangement strategy of a $4 \times 4$ target square lattice. Moves 1–6 are row-by-row rearrangements. In each move, we first horizontally align atoms with the defects in the previous move (marked blue). Then the atoms left are assigned to the leftmost sites in the target geometry. This does not require knowledge of the next rows of atoms (marked transparent). The row rearrangement ensures that each column has enough atoms required by the target array. Moves 7–10 are column-by-column compression where atoms are moved to the final target positions. (b) The rearrangement of a larger array. The row-by-row rearrangements organize the atoms into blocks (Tetriminoes). The column-by-column compression arrange atoms into target geometry (Tetrimino eliminations). (c) Examples of arbitrary target geometries achieved with Tetris algorithm, by rotating the AODs or pixelating the desired pattern: staggered (c1), Kagome (c2), honeycomb (c3) lattices, and the pixelated “THU” symbol (c4).

b. Examination and post selection. After the row-by-row rearrangements, we check if $\mathbb{R}^{(k+1)}_i$ is empty for all $i$. If this is not satisfied, unfortunately some columns have insufficient atoms. In this case, this experimental cycle is abandoned.

c. Column-by-column compression (Tetrimino elimination). Once previous steps succeed, only a straightforward compression for each column is needed to move the atoms to the desired positions. After this, we obtain the target geometry.

This procedure does not depend on the specific forms of the sets $\mathbb{R}_i$. By choosing appropriate $\mathbb{R}_i$, arbitrary geometries can be achieved conveniently. Note that despite the notation, the rows and columns are not necessarily perpendicular to each other. Therefore, geometries like honeycomb lattices or Kagome lattices can be easily realized by simply rotating the AODs to an angle of 60° to each other. Some examples of different geometries are shown in Fig. 2(c). Following this logic, arbitrary array geometries can be implemented, as long as they
are pixelated. This algorithm fully exploits the hardware advantages of parallelism, since the only needed data for rearranging a row of atoms is the occupation of current and previous rows.

![Graph showing number of parallel displacements as a function of total atom number for different algorithms and target geometries.](image)

**FIG. 3.** Monte Carlo simulation of the rearrangement complexity: the number of parallel displacements as a function of total atom number for different algorithms and target geometries. Blue and red dots represent compact and staggered geometries based on Tetris algorithm, while black dots represent compact geometry based on Hungarian algorithm for comparison. Each point is averaged over 10000 simulations with the error bar showing the standard deviations. The dashed lines show the power-law fitting with scaling factor of $N^{-0.736(6)}$ for compact geometry with Tetris algorithm, $N^{-0.303(7)}$ for compact geometry with Tetris algorithm, and $N^{-0.736(6)}$ for staggered geometry with Tetris algorithm when the initial loading efficiency is 50%.

We verify the performance of the Tetris algorithm by Monte Carlo simulations. In the simulations, the initial loading efficiency is set to 50% [17]. For an $L \times L$ compact array, we start with a $[\sqrt{2L+1}] \times [\sqrt{2L+1}]$ array to ensure sufficient number of atoms are initially loaded in the vast majority of cases. Here $\lfloor \cdot \rfloor$ denotes the upper rounding integer. And for an $L \times L$ staggered pattern, we start with an $(L+1) \times (L+1)$ array. In all of our simulations, only 0.18% cases fail due to insufficient initial number of atoms.

As demonstrated in Ref. [6], the time cost in rearrangement is dominated by the time of atom travelling between different sites. This time is directly related to the number of parallel displacement (i.e., the sum of the largest atomic displacement in each move), which is shown for different algorithms and geometries in Fig. 3. Here, one atomic displacement is defined as the movement between two adjacent sites. For an $L \times L$ configuration, there are approximately $L$ row moves and $L$ column moves needed, so the number of moves scales as $L$. In each move, the largest displacement is at most proportional to $L$. Therefore, the number of parallel displacements scales as $L^2 \propto N$ for the worst-case scenario, in agreement with the simulation results. As a comparison, the Hungarian algorithm, which is the strict optimal solution to the rearrangement problem without parallel tweezer movements, needs $\sim L^3$ atomic displacements. These results indicate that the Tetris algorithm enables faster rearrangement than the solutions based on one-by-one movements.

We also notice that better scaling could be achieved with the Tetris algorithm in some special cases. For example, the simulations show that for staggered pattern with 50% initial loading efficiency, the number of parallel displacements scales as $N^{0.736(6)}$.

**III. HARDWARE STRUCTURE DESIGN AND CHARACTERIZATION**

In this section, we describe the design of hardware structure of the control system in details and provide experimental characterizations of the time complexities. Most parts of the processing unit are integrated on an FPGA, which consists of three relatively independent modules. That is, an image decoder for row-by-row readout, a PS for rearrangement strategy making using the Tetris algorithm, and a DWG for the scalable driving signal generation of multiple mobile tweezers.

![Diagram of the hardware structure](image)

**FIG. 4.** Design of the hardware structure. The hardware modules and the peripherals are drawn in brown and grey boxes, respectively. The photon counting data for each pixel accumulated by the EMCCD is directly transferred to the on-FPGA decoder through raw logical-level signals on a row-by-row basis. The decoder determines the atom occupation and sends such information to the PS as digital signals. The PS makes the strategy based on the Tetris algorithm and informs the DWG, which then uses a set of DDSs and an addition tree to generate a multi-tone waveform. DAC outputs RF signals to control the AODs.

The information flow in the hardware can be described as follows (see Fig. 4). When an atom fluorescence image is taken, the EMCCD directly sends the unprocessed pixel-wise charge accumulation data to the FPGA. Though the full-image readout speed of EMCCD is slow,
TABLE I. Measured starting overhead of the system for an array with 32 atoms per row. See Fig. 1(a) for the definition of each term. Here one row of atoms is imaged onto a 32-by-32 array with 32 atoms per row. The output digital waveform needed by AODs to generate the desired moving tweezers.

| Term       | Time (µs) |
|------------|-----------|
| τ_{cam}    | 835(5)    |
| τ_{decoder}| 37.1(1) × N_{p} |
| τ_{alg}    | 60(3)     |
| τ_{DWG}    | 0.715(5)  |
| τ_{DAC}    | 0.190(5)  |

it features a row-by-row charge transfer. The image decoder takes advantage of this readout mode and converts the logical levels received from EMCCD to atom occupation data recognizable by the PS, as soon as the image data of a single row of atom arrives.

The on-chip PS plays the role of strategy maker. It implements the Tetris algorithm and determines a rearrangement strategy once the occupation information of one row of atoms has been read out. After the strategy is made, the PS instructs the DWG module how to move the tweezers.

The DWG then calculates the multi-tone waveform needed by AODs to generate the desired moving tweezers. The output digital waveform \( S(t_n) \) for \( K \) simultaneous mobile tweezers can be written as

\[
S(t_n) = \sum_{i=1}^{K} A_i(t_n) \cos \left( \sum_{m=1}^{n} f_i(t_m) \Delta t + \phi_{0,i} \right),
\]

where \( t_n = n\Delta t \) with \( \Delta t \) as the clock period of DAC, \( A_i \), \( f_i \), and \( \phi_{0,i} \) are the amplitude, frequency, and the initial phase of the signal driving the \( i \)-th mobile tweezer, respectively. Each mobile tweezer is assigned with a DDS, and each DDS consists of 8 interleaved DDS cores to fully exploit the speed of the DACs [24]. This structure intrinsically guarantees that the frequencies are swept rapidly and phase-continuously. Therefore, the tweezers can be moved quickly and smoothly so that the atom loss during rearrangement can be minimized. All the DDSs work in parallel and their output single-tone waveforms are rescaled and summed up in an addition-tree.

The amplitude \( A_i(t_n) \) is time-dependent for ramping up and down the tweezer intensities smoothly (Fig. 1(d)). We also carefully design \( A_i(t_n) \) to compensate the non-uniformity of the frequency responses of AODs.

Such architecture does not require additional waveform storage, and allows almost arbitrarily many mobile tweezers once the logic unit resource requirements are met. As mentioned in Sec. II B, over 400 atoms could be moved simultaneously in a row using an on-the-shelf FPGA, which is more than enough in current rearrangement experiments.

In our characterization, we use the Camera Link output provided by our EMCCD Andor iXon 888 to directly access the charge accumulation data. The readout latency after exposure is 835(5) µs. The data transfer time is 37.1(1) µs per row of pixels compared to ~ 20 ms for the full image readout. We choose XCKU040 from Xilinx as our FPGA platform. The PS is based on the MicroBlaze softcore. We select a high speed 16-bit, 4-channel DAC (DAC39J84 from Texas Instruments) and a two-dimensional AOD (DTSXY-400-850 from AA Opto-Electronic). Two of the DAC channels with data input rate of 1.2288 × 10^8 samples/s are used to drive horizontal and vertical AODs. The frequency resolution is 73.24 Hz, and the minimal time step of frequency change is 6.51 ms. The measured latency between modules and the time cost of each module are summarized in Table I.

We experimentally demonstrate the overall performance of our system with Tetris algorithm by FPGA-in-the-loop simulations, where all steps except for atom capture and imaging are carried out on the real FPGA hardware. With both \( \tau_{\text{cam}} \) and \( \tau_{\text{decoder}} \) experimentally measured on our EMCCD, which are very stable and highly repeatable, we do not interface with the EMCCD in these simulations, but feed the FPGA with randomly generated initial loading configurations with a loading efficiency of 50% [17]. Note that the FPGA still waits for \( \tau_{\text{cam}} \) at the beginning and for \( \tau_{\text{decoder}} \) before processing each row of atoms, to pretend there were real pixel data coming in, so that the total time cost reflects the actual performance of the system. We assume each atom occupies a region of 3 × 3 pixels in the image. The time cost of atom moving between adjacent sites is set to 30 µs, and the time cost of atom transferring between static and mobile tweezers to 35 µs [6, 23, 25]. Though the total time cost is dependent on this choice, the scaling is insensitive to the atom moving speed.

For each number of atoms \( N \) in the target array with either compact or staggered geometry, we randomly generate 500 initial atomic occupation configurations. Then the FPGA-based control system produces the corresponding mobile tweezers for the rearrangement and we record the total time cost. As an example, a video demonstration for the rearrangement of 30 × 30 compact array is provided.
target geometry with a $44 \times 44$ reservoir array is shown in Video 1. In Fig. 5(a), we show the frequency spectra of the driving signals for the X-AOD to generate the corresponding mobile tweezers for the first two moves. For better visual effect, the resolution bandwidth is set to a large value of 50 kHz and the moving speed is slowed down by 30 times. A snapshot of 32 AOD tweezers is shown in Fig. 5(b) to demonstrate the intensity homogeneity. A larger two-dimensional $32 \times 8$ tweezer array is also achievable as shown in Fig. 5(c), though only one dimensional mobile tweezers are used in the Tetris algorithm. By randomizing initial phases of the AOD driving signals to reduce the intermodulation effect [26] and compensating for the frequency dependence of AOD diffraction efficiency, the tweezer intensity variance across the entire moving region is optimized to within 4%.

The overall time costs in rearrangements for compact and staggered geometries are shown in Fig. 6. The power-law fittings give a scaling factor of $N^{0.88(6)}$ for compact geometry, and $N^{0.65(1)}$ for staggered geometry. Compared to the algorithm in Ref. [23], our algorithm has a similar scaling, though it is only based on the occupation information of the current and previous row of atoms, so that the calculation and rearrangement can start before the full image has been transferred. The green lines show the collective lifetime of $N$ atoms with individual vacuum limited lifetime $30\,\text{s}$ (dark green) and $20\,\text{s}$ (light green). The intersecting points of the collective lifetime curves and the rearrangement time curves mark the lifetime-limited array size. Inset: The scalability of the rearrangement system in a broader range. The green lines correspond to individual vacuum limited atomic lifetime $6000\,\text{s}$ (darkest) and $30\,\text{s}$.

The strategy of parallel processing during image transfer effectively reduces the total time cost and is highly scalable. Assuming a single-atom vacuum limited lifetime in tweezer to be $\tau_{\text{vac}} = 20\,\text{s}$, the atom number in the defect-free atomic array would be about 830 for compact geometry and 1020 for staggered geometry. With $\tau_{\text{vac}} = 30\,\text{s}$, such atom number can exceed 1000 for both geometries.

IV. CONCLUSION AND OUTLOOK

We enrich the quantum toolbox of large-scale defect-free atomic arrays by fully parallelizing the rearrangement process. The combination of the FPGA-based integrated hardware structure and the Tetris algorithm
enables simultaneous atomic movements before the full atomic image is read out, so that the rearrangement time cost is significantly reduced. Given a reasonable single-atom vacuum limited lifetime of tens of seconds, defect-free atomic arrays with more than 1000 atoms are experimentally achievable. Combined with other state-of-the-art techniques, such as grey molasses [18, 27, 28] and cryogenically enhanced vacuum for long atomic lifetime [19], assembly of 10000 atoms in defect-free arrays becomes realistic, if provided with enough optical power.

Our parallel control system can be conveniently customized to integrate other modules in the feedback loop with low latency. For example, multiple AODs can be controlled simultaneously, enabling simultaneous compilation of several different quantum circuits. Fast mid-circuit measurements, and real-time quantum feedback and feedforward, are also available [10, 11, 29, 30]. We expect this flexibility would induce numerous new exciting opportunities.
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