ABSTRACT The advent of modern data acquisition and computing techniques has enabled high-speed monitoring of high-dimensional processes. The short sampling interval makes the samples temporally correlated, even if there is no underlying autocorrelation among covariates. In this study, we introduce a new process monitoring scheme in a Bayesian framework. The key strategy of this study is to incorporate sequential observations into the estimation procedure for the parameters of interest to update the prior distribution. Based on the updated prior, we obtain the most appropriate estimation of the process parameters at each sampling epoch by maximizing the posterior probability. In addition, conventional statistical process control and monitoring methodologies suffer from the “curse of dimensionality.” The closed form of the estimate developed in this study through Bayesian updates enables the proposed method to be effective for high-dimensional process monitoring. Various simulation studies demonstrate the superiority of the proposed scheme in the high-speed monitoring of high-dimensional processes. Moreover, a few sample paths of the estimated mean in a procedure of the proposed method are illustrated to provide practitioners with insights into the monitoring and control of the process. Finally, we provide a real-life application to illustrate the proposed method.
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provide any useful information for the identification step after detecting the change, especially when only a few variables are changed.

Recently, several methods have been developed to monitor quality characteristics directly, rather than considering PCs, despite high dimensionality. One of the main assumptions of these charts is “sparsity,” that is, it is assumed that there are only a small set of variables causing the process change, according to the reasonably low probability of many quality characteristics changing simultaneously. Along with the assumption of sparsity, [3] and [9] developed variable selection (VS)-based procedures. They considered a two-step procedure to monitor the process: 1) identification of the possible faulty variables and 2) monitoring of the process based on the chosen variables. Reference [10] proposed a similar procedure by adopting the adaptive absolute shrinkage and selection operator (LASSO), where LASSO identifies potentially changed variables. Reference [11] combined the least angle regression to monitor both the mean and variability. Reference [12] applied forward variable selection as a pre-diagnosis and integrated it into the MCUSUM chart.

One of the advantages of VS-based methods is that they provide useful information in fault diagnosis compared to PCA-based methods because VS identifies some potentially changed variables in the first step. However, these methods mostly suffer from computational issues as the number of dimensions increases because identification is performed at every sampling point. Particularly in a high-speed monitoring environment, this computational issue makes the chart impractical. In addition, the charts may not perform well if the VS procedure incorrectly identifies the changed variables owing to the small size of the shift [8]. To overcome the issues of VS-based methods, [8] applied L2 regularization—or ridge regularization—in the likelihood function. They developed a theoretical procedure and evaluated the average run length (ARL) performance using the approximate probability distribution of the chart statistics based on the closed form of the estimate of the mean at each sampling point. This method has proven its usefulness in high-dimensional and high-speed monitoring processes in that the closed form of the estimate significantly improves computational concern. However, the ridge regularization has different shrinkage rates depending on the covariance structure, which results in the chart being directionally variant. Although [8] determined the theoretical performance, the directional variant property of the chart makes it difficult to detect a change when it occurs in certain directions.

In this article, we propose a novel monitoring procedure developed under a Bayesian framework for high-speed monitoring processes in relatively high-dimensional processes. In a high-speed monitoring environment, it is essential to assume that the observations may be autocorrelated, although the nominal process parameters are assumed to be constant over time. This assumption makes more sense in an out-of-control situation. It is reasonable that a process changes slightly over time after the shift occurs, which is not necessarily a sudden jump. For example, in a milling machining process, the milling tool starts oscillating gradually as it wears out, resulting in an oscillating pattern of the out-of-control signal [8]. Another example can be found in chemical processes. In the literature of the Tennessee Eastman Industrial Challenge Problem (TE problem [13]), it is shown that most of the measurements show insignificant autocorrelation when the process is operating in normal mode. However, the system shows severe dynamic behavior when disturbances are added [14]. Figure 1 illustrates the in-control data pattern of one of the variables in the TE process, reactor coolant temperature, and Figures 2 and 3 show the out-of-control situation after the disturbances are added. Figures 1–3 demonstrate that the mean of the process in the out-of-control state is patterned dynamically by time, while the process has a stable constant mean in a normal operating state.

The proposed method considers the probability distribution of the process mean \( \mu_t \) in a Bayesian framework. In particular, \( \mu_t \) can be observed on a stochastic basis and determined through the path \( \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1 \), that is, the Bayesian theorem updates the posterior distribution of \( \mu_t \) sequentially. The rationale behind the underlying dynamics is that the current process mean is essentially associated with previous means in a high-speed monitoring environment. This suffices considering the possible autocorrelation in a high-speed sampling process, and therefore, the model would explain the out-of-control dynamics more appropriately, although the in-control process mean is assumed to be constant over time. In addition, we focus on the detection of the process mean change, while the process variability remains unchanged.

Another main challenge is to overcome the computational issue in multi-dimensional processes without dimension reduction, which requires extensive computational efforts as the dimension (\( p \)) increases. The recently developed VS-based methods that adopt penalized likelihood demand a large amount of computation as \( p \) increases.
For example, [10] adopted $L_1$-based regularization (LASSO penalty), and [3] and [9] utilized forward variable selection for pre-diagnosis to solve $L_0$-based regularization. In general, solving $L_0$ penalized likelihood requires extensive computation. For example, among decomposition procedures, the MTY decomposition theoretically sounds similar to the best subset selection [15]. However, it must examine $p!$ decompositions, so it is impractical in a high-dimensional process. Some step-down procedures have been proposed to overcome the computational issue in a high-dimensional process, such as the adaptive step-down (ASD) method, which requires only $O(p^2)$ calculations [16]. However, even though ASD significantly reduces the computational complexity, it is still inappropriate when the procedure is running sequentially over the sampling period. Similarly, although some algorithms and VS techniques such as forward and stepwise VS are computationally efficient, they are inappropriate to be incorporated into process monitoring as a pre-diagnosis procedure, especially in high-speed monitoring processes.

The proposed method enjoys the computational benefit in that the process mean at a sampling point, $\hat{\mu}$, that is, $\hat{\mu}_t$, is obtained theoretically as a closed form via Bayesian updates. The closed form of the estimate of the mean makes process monitoring very effective when samples are taken frequently in multi-dimensional processes, compared to VS-based methods, which demand heavy computation. One may argue that VS-based methods provide diagnostic information about faulty variables, although they are computationally inefficient. Indeed, the proposed method does not explicitly identify faulty variables, unlike VS-based methods. However, the method provides meaningful probabilities indicating which variables can potentially be out of control. This would be attractive for practitioners to anticipate how the process proceeds at the next sampling point.

The Bayesian framework has paid attention and been widely used in statistical control of processes where the use of Bayesian methods takes the advantage of the process knowledge incorporated into the methodology through the prior distributions. Many of them focus on the optimality of the chart design to determine control policy [17], [18], [19], [20], [21]. In addition, the Bayesian theory has also been used to determine the time to signal of fault [22]. However, quite a few Bayesian methods have been studied in process monitoring, most of which are univariate process monitoring with theoretical and practical progress [23], [24], [25], [26], [27], [28]. Reference [29] mentioned that few researchers have developed the extension to the multivariate setting. Reference [30] developed the change point estimation procedure in Bayesian context given that an out-of-control signal was raised. Reference [31] developed a Bayesian hierarchical model to determine the means and directions of the shifts with a given suspected out-of-control sample. Reference [32] applied dynamic Bayesian estimation to detect machine failures in a discrete multivariate situation. Recently, [33] applied Bayesian sequential update when the assignable causes are sparse. This paper proposes a Bayesian method to monitor the process mean in multivariate online processes and shows the advantage of using updated prior distribution in high-dimensional process monitoring.

The proposed method provides simplicity in using Bayesian updates in process monitoring and opens further investigation in statistical process monitoring. The novelty of the work can be summarized into two major aspects. First, the updated parameters at every sampling point in a high-speed sampling process enabled the monitoring statistic to be more efficient than conventional control charts. Few studies have been conducted in this circumstance. Although [33] applied the Bayesian sequential update in high-dimensional processes, it assumed sparsity in the out-of-control process. The proposed model is developed without sparsity assumption, thereby generalizing [33]. Second, the proposed method is computationally inexpensive. The closed-form estimate developed in later sections enables effective in high-dimensional process monitoring in contrast to many previous studies that are computationally expensive and hard to apply in practice.

The remainder of this paper is organized as follows. In the next section, we describe our proposed method based on a Bayesian update from the perspective of process monitoring and control. In Section 3, we compare the proposed
procedure with other existing process monitoring methods through various simulations. In Section 4, we discuss the posterior probability distribution of the process mean and present a predictive analysis that would be useful in monitoring and diagnosing faults. Section 5 illustrates the proposed method with a real-life example, followed by concluding remarks and a discussion of future research in Section 6.

II. METHODOLOGY

A. ESTIMATING PROCESS MEAN IN BAYESIAN FRAMEWORK

Let a single measurable observation $x_t$ be the $p$-dimensional vector and $\mu_t$ be the unknown process parameter, which is the mean of the process. We assume that only one observation is taken at every sampling epoch, and the interval of the samples is relatively short, owing to the advent of modern data processing and acquisition technology. Then, the linear generative model is defined statistically as

$$x_t = Z_t \mu_t + \varepsilon_t$$

(1)

where $Z_t$ is a basis matrix to convert the unobservable mean to a measurable observation, and $\varepsilon_t$ represents the randomness that has zero mean with a covariance $\Sigma$. Because the variability of the process measurements is represented by $\varepsilon_t$ statistically, we assume that the variability remains unchanged over time, and $\varepsilon_t \sim N(0, \Sigma)$.

The unknown parameter $\mu_t$ can be stochastically defined in dynamics to incorporate the possible autocorrelation in a high-speed monitoring process as follows:

$$\mu_t = T_t \mu_{t-1} + R_t \eta_t$$

(2)

where the matrices $T_t$ and $R_t$ are the parameters used to model the autocorrelation and moving errors [34]. $\eta_t$ is the randomization term in the state of the mean and follows $N(0, Q)$. In the context of SPC, we consider the randomness to be serially independent and independent of $\varepsilon_t$. We also assume that the errors are identically distributed over the sampling time, which makes sense to describe the complete randomness of the in-control process. Some literature on monitoring autocorrelated measurements attempts to estimate the autocorrelation parameters first [33], [34], [35], [36], [37], [38], [39] or at least assumes the autocorrelation parameters to be known, that is, the matrices $T$ and $R$ are estimated or given. Throughout the paper, we assume Markovian state dynamics with the identity matrices for $T$ and $R$ to generalize the model under the assumption that the process parameter is unknown and non-measurable.

We now incorporate the Bayesian probability into the model. The strategy for increasing the sensitivity of monitoring is to directly monitor the process mean through the estimates of the parameters rather than monitoring the measurements that imply the mean. To obtain the best estimate of $\mu_t$, that is, $\hat{\mu}_t$, we consider the posterior distribution of $\mu_t$ given all past observations and previous means and try to maximize the posterior probability. Let $P(\mu_t | \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1, x_t, x_{t-1}, \ldots, x_1)$ be the posterior distribution of $\mu_t$. Using the Bayesian rule for conditional distribution, we can obtain the probability as

$$P(\mu_t | \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1, x_t, x_{t-1}, \ldots, x_1) = \frac{P(\mu_{t-1}, x_t, x_{t-1}, \ldots, x_1 | \mu_t)}{\int P(\mu_{t-1}, x_t, x_{t-1}, \ldots, x_1 | \mu_t) d\mu_t}$$

(3)

The joint distribution $P(\mu_t, x_t, x_{t-1}, \ldots, x_1)$ can be obtained recursively as

$$P(\mu_t, x_t, x_{t-1}, \ldots, x_1) = P(\mu_0) \prod_{i=1}^t P(\mu_i | \mu_{i-1}, x_{t-1}, \ldots, x_1, \mu_{t-1}, \ldots, \mu_1)$$

(4)

using a Markovian property. By plugging (5) into (4), we obtain the joint probability as

$$P(\mu_t, x_t, x_{t-1}, \ldots, x_1) = P(\mu_0) \prod_{i=1}^t P(\mu_i | \mu_{i-1}, x_{t-1}, \ldots, x_1, \mu_{t-1}, \ldots, \mu_1)$$

(5)

Then, the posterior distribution in (3) can be derived as

$$P(\mu_t | \mu_{t-1}, x_t, x_{t-1}, \ldots, x_1) \propto P(\mu_t) \prod_{i=1}^t P(\mu_i | \mu_{i-1}, x_{t-1}, \ldots, x_1, \mu_{t-1}, \ldots, \mu_1)$$

(6)

When the observations are independent and are only determined by the current mean $\mu_t$, (7) can be written as

$$P(\mu_t | \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1, x_t, x_{t-1}, \ldots, x_1) \propto P(\mu_t | \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1)$$

(7)

The result from (8) provides important findings for the Bayesian framework. The first term $P(x_t | \mu_t)$ is the likelihood probability, similar to the classical decomposition of the Bayesian posterior distribution. However, the second term is not a prior probability, $P(\mu)$, but a prior probability given previous means. This is a significant finding that can be interpreted as an updated prior distribution. By letting $P(\mu)$ be a probability density function of $\mu$ as a prior distribution, it can be seen as a conditional distribution given all previous means by incorporating Markovian state dynamics as

$$P(\mu_t | \mu_{t-1}, \mu_{t-2}, \ldots, \mu_1) = P(\mu_t | \mu_{t-1}), \quad t = 1, 2, \ldots$$

and the distribution is $P(\mu_0)$ at time $t = 0$.

In fact, this can be observed in Gaussian Kalman update as well. Let the location and scale parameters be $\theta$ and $K$, respectively. As shown in [33] and [34], these two parameters
are determined recursively at every sampling epoch. More importantly with the Gaussian error distribution, not only the location parameter but also the scale parameter is updated clearly as a closed form (see [34] for detailed derivation of \( \theta_i \) and \( K_i \)).

Thus, we can conclude that the posterior probability is proportional to the likelihood and updated prior probabilities in the Bayesian context.

Now, we obtain the most probable process mean, \( \hat{\mu}_t \) by maximizing the posterior probability (MAP) as

\[
\hat{\mu}_t = \arg \max_{\mu_t} P(\mu_t | x_t) = \arg \max_{\mu_t} P(x_t | \mu_t) P(\mu_t | \mu_{t-1})
\]

With the Gaussian errors for \( \eta \) and \( \epsilon \), the estimate is identical to

\[
\hat{\mu}_t = \arg \min_{\mu_t} \left\{ \| x_t - Z_t \hat{\mu}_t \|_2^2 + \| \mu_t - T_t \hat{\mu}_t \|_2^2 + Q \right\}
\]

(9)

where \( \| x \|_2^2 \) represents \( x^T A^{-1} x \). We set the predictive mean to be determined using the previous estimate. Then, the minimization problem in (10) can be solved analytically by setting the derivative with respect to \( x_t \) equal to zero, that is, \( \frac{\partial}{\partial \mu_t} = 0 \). The solution of (10) has the following recursive form:

\[
\hat{\mu}_t = \hat{\mu}_{t-1} + P_{t|t-1}Z_t^H \left[ Q + Z_t P_{t|t-1}Z_t^H \right]^{-1}(x_t - \hat{\mu}_{t-1})
\]

(11)

which is the same solution obtained from a Gaussian Kalman filter. It is interesting to note that the Kalman filter attempts to find the most likely cause of the measurement given the approximation made by a flawed estimation and has a solution identical to that of the Bayesian approach [33], [34], [41].

### B. PROPOSED CHART

Consider the hypotheses \( H_0 : \mu = \mu_0 \) vs. \( H_1 : \mu = \mu_1 \) where \( \mu_0 \) is an in-control mean and \( \mu_1 \) is an out-of-control mean that can be a function of sampling time but is not equal to \( \mu_0 \). In classical SPC literature, the testing hypothesis exploits the measurement \( x_t \) and considers it to be the best unbiased estimator of \( \mu_t \) with a single observation available. Then, the monitoring statistic from the likelihood ratio test is the same as Hotelling’s \( T^2 \) statistic, that is,

\[
Q = (x_t - \mu_0)^T \Sigma_0^{-1}(x_t - \mu_0). 
\]

Here, the measurement \( x_t \) can be interpreted as an estimate of the mean at time \( t \). Therefore, the strategy of the proposed method is to use the better estimated parameters in the state dynamics, that is, \( \hat{\mu}_t \) and \( P_{t|t} \). With the assumption of Gaussian error distributions, \( \hat{\mu}_t \) also follows a Gaussian distribution with covariance \( P_{t|t} \). Therefore, we construct the monitoring statistic of the proposed chart as

\[
Q = (\hat{\mu}_t - \mu_0)^T P_{t|t}^{-1}(\hat{\mu}_t - \mu_0). 
\]

(12)

The propagated estimate of the covariance matrix \( P_{t|t} \) is derived by \( E[\hat{\mu}_t \hat{\mu}_t^H] \) and also has a solution with a recursive form:

\[
P_{t|t} = E[\hat{\mu}_t \hat{\mu}_t^H] = P_{t|t-1} - P_{t|t-1}Z_t^H \left[ Q + Z_t P_{t|t-1}Z_t^H \right]^{-1}Z_t P_{t|t-1}
\]

(13)

In (12), the exact covariance matrix is used to monitor the process. However, with the assumption of stable variability over time in a steady-state process, it is reasonable to assume that the covariance of the mean is also stable. Thus, we replace \( P_{t|t} \) with an asymptotic covariance \( P_{\infty} \), given below:

\[
P_{\infty} = T \left( P_{\infty} - P_{\infty}Z_t^H \left[ Q + Z_t P_{\infty}Z_t^H \right]^{-1}Z_t P_{\infty} \right) T^H + R
\]

(14)

The equations (13) and (14) are called the discrete-time algebraic Riccati equation, which can be numerically solved—this can be done by using the idar function in MATLAB version R2019b or later. Finally, the chart triggers an alarm when \( Q = (\hat{\mu}_t - \mu_0)^T P_{\infty}^{-1}(\hat{\mu}_t - \mu_0) > c \), where \( c \) is a predetermined threshold associated with a significance level and is obtained through Monte Carlo simulations. We name our proposed chart the Bayesian SPC (BSPC).

### III. PERFORMANCE ANALYSIS THROUGH NUMERICAL STUDIES

#### A. AVERAGE RUN LENGTH

In this section, we report various simulations to demonstrate the superiority of the proposed chart. The performance of the control charts is commonly measured by the average run length (ARL), which is the time to detect the out-of-control process. The ARLs in the in-control and out-of-control states, denoted as ARL0 and ARL1, respectively, are calculated as follows:

\[
ARL_0 = \frac{1}{P(Q > c | \mu_0)}, \quad ARL_1 = \frac{1}{P(Q > c | \mu_1)}.
\]

We set ARL0 to 200, which is equivalent to the significance level of the test being set as 0.005. The basis matrix \( Z_t \) is considered to be an identity matrix in that the measurement \( x_t \) is observed directly from the mean \( \mu_t \). One of the utilizations of the basis matrix is to determine it as a square root of \( \Sigma_t \), which is an orthogonal transformation of the measurement \( x_t \). This will be useful when a practitioner considers the principal components to monitor the process. The parameter matrices \( T_t \) and \( R_t \) are also set as identity matrices, as stated in the previous section. Lastly, the covariance matrices of errors \( \eta \) and \( \epsilon \) are assumed to be identical. In fact, the error distributions are not necessarily identical. Specifically, the covariance of the mean can be in any form based on engineering knowledge or the structure of the process dynamics. However, in this study, we let \( Q \equiv \Sigma_t \) to represent that the variability of the measurement is identical to that of the underlying mean. Moreover, we consider the covariance matrix \( \Sigma_t \) as a correlation matrix without loss of generality and assume
strong correlations. In addition, we consider the spatial relationships of the variables in Σ. The correlation coefficients
\[ \rho \left( x_{ij}, x_{kl} \right) = r \sqrt{(i-k)^2 + (j-l)^2} \]
for \( i, k = 1, 2, \ldots, p_X \) and \( j, l = 1, 2, \ldots, p_Y \), where \( p_X \) and \( p_Y \) represent the horizontal and vertical dimensions for one frame of spatial data information. Thus, \( p_X \times p_Y = p \), and \( 0 < r < 1 \). We consider a strong correlation by setting \( r = 0.9 \).

In the first simulation, we compared BSPC with a traditional Hotelling \( T^2 \). The shift size \( \delta \) was considered through a noncentrality parameter, that is, \( \delta^2 = \left( \mu_1 - \mu_0 \right)^T \Sigma^{-1} \left( \mu_1 - \mu_0 \right) \). Without loss of generality, we assume \( \mu_0 = 0 \). Table 1 presents the ARL1 results with the dimensions \( p = 10, 20, \) and 50 according to the different sizes of \( \delta \). As shown in Table 1, there was a significant improvement in ARL1 compared to Hotelling’s \( T^2 \) chart.

| \( \delta \) \( p \) \( p = 10 \) | \( T^2 \) | \( p = 20 \) | \( T^2 \) | \( p = 50 \) | \( T^2 \) |
|---|---|---|---|---|---|
| 0.5 | 132.28 | 89.06 | 151.29 | 113.26 | 169.33 | 138.70 |
| 1.0 | 50.78 | 26.71 | 73.60 | 31.77 | 106.37 | 56.81 |
| 1.5 | 17.14 | 6.39 | 28.04 | 9.73 | 54.07 | 19.42 |
| 2.0 | 6.42 | 3.13 | 11.29 | 4.28 | 24.69 | 7.56 |
| 2.5 | 2.96 | 1.98 | 4.90 | 2.52 | 11.15 | 3.93 |
| 3.0 | 1.72 | 1.48 | 2.54 | 1.81 | 5.38 | 2.54 |
| 3.5 | 1.25 | 1.21 | 1.60 | 1.41 | 2.92 | 1.90 |
| 4.0 | 1.07 | 1.07 | 1.25 | 1.19 | 1.84 | 1.52 |
| 4.5 | 1.02 | 1.02 | 1.07 | 1.06 | 1.35 | 1.28 |
| 5.0 | 1.00 | 1.00 | 1.01 | 1.02 | 1.13 | 1.12 |

Typically, ARL1 increases as the dimension increases, and as the shift size decreases. Recently, a few methodologies have been developed for monitoring high-dimensional processes with the assumption of sparsity. Therefore, in the next experiment, we compared the performance of BSPC in sparse settings in \( \mu_1 \) with VSMSPC, which was proposed by [3]. Let \( p_0 \) be the number of changed variables.

According to the sparsity setting, we set \( p_0 = 2 \), that is, \( \| \mu_1 \|_0 = 2 \) and \( \mu_1 = [\delta, \delta, 0, 0, \ldots, 0]^T \). Note that \( \delta \) is an additive shift in this case rather than a noncentrality parameter. VSMSPC requires a parameter to determine the number of selected variables, denoting it as \( s \). With \( p_0 = 2 \), the overall best parameter was obtained as \( s = 2 \). For the best performance, we chose \( s = 2 \). Table 2 shows the ARL1 performance as \( p \) changes. A few findings were observed in this study. First, VSMSPC underperforms compared to \( T^2 \) when the shift size is small, whereas BSPC outperforms VSMSPC and \( T^2 \). This is because the VSMSPC chart may not detect the out-of-control signal when the shift size is small because of the possible misidentification of the faulty variables at the diagnosis step. In the same sense, VSMSPC performs slightly better than the other charts when the shift size is large.

However, even in this large shift case, the performance of BSPC is competitive.

When a small shift size is expected in a process, practitioners may consider EWMA for the measurement instead of \( x \), that is, an EWMA vector \( z_t = (1 - \lambda) z_{t-1} + \lambda x_t \). A CUSUM may also be the one of candidates for detecting the small change in the process, but herein, we only apply EWMA for simplicity. Based on the asymptotic Gaussian distribution of \( \mu_i \), we can derive the posterior distribution in the manner described in Section 2. Then, the monitoring statistic becomes \( Q_k = (\hat{\mu}_{z,k} - \mu_{z,0})^T P_{z,\infty}^{-1}(\hat{\mu}_{z,k} - \mu_{z,0}) \), where the subscript \( z \) represents EWMA. The EWMA version of BSPC is referred to as multivariate Bayesian EWMA (BEWMA) throughout the paper. For the comparison models, we consider MEWMA and VSMEWMA, which are the EWMA versions of \( T^2 \) and VSMSPC. The shift \( \delta \) is determined as an additive shift, and we only consider \( \delta = 0.2, 0.4, 0.6, 0.8, \) and 1 because EWMA-based control charts focus on small shift sizes. The EWMA parameter \( \lambda \) is set to 0.2. In addition, we consider the steady-state process in which the shift occurs after the process is stabilized. To implement the steady-state process, we generated the out-of-control signals after 100 samplings and ignored any false alarms during the 100 samplings.

Tables 3 and 4 show the results of two different out-of-control scenarios in terms of sparsity. In that VSMEWMA pursues high-dimensional process monitoring with sparsity, we set the same sparsity as that in the previous experiment, that is, \( p_0 = 2 \) for Table 3. In the Table 4 scenario, we set \( p_0 = 8 \), which is less sparse than the value used for Table 3. For both experiments, we set \( s = 2 \), which is the overall best parameter for VSMEWMA. Table 3 presents the same pattern of results as in Table 2. The proposed BEWMA outperforms MEWMA for all shift sizes. In extreme cases such as \( \delta = 0.2 \), BEWMA outperforms VSMEWMA because the performance of VS-based charts is expected to decrease when the shift size is small owing to the possible misidentification of the potentially changed variables. However, as the shift size increases, BEWMA performs similarly to VSMEWMA and starts comparatively underperforming. In Table 4, with a less sparse setup, we can see that the proposed BEWMA outperforms MEWMA and VSMEWMA in all shift scenarios. In addition to the case with \( p_0 = 8 \), we can conjecture that the performance of VSMEWMA deteriorates as \( p_0 \) increases because the chart selects only two variables (\( s = 2 \)) and loses too much information about the process, whereas BEWMA still performs well because the chart incorporates the probabilities of all variables into the monitoring process.

In the next experiments, we attempted various out-of-control scenarios with varying shift directions. This is worth checking because most of the high-dimensional aiming charts that have been recently proposed are directionally variant, that is, the performance differs according to the shift direction. Recently, [8] proposed a ridge-regularization-based chart, showed the performance in various shift directions, and calculated the relative mean index (RMI) to measure the
TABLE 2. ARL1 comparison of BSPC with VSMSPC and Hotelling’s $T^2$.

| $\delta$ \, $p$ | $p = 10$ | $p = 20$ | $p = 50$ |
|-----------------|----------|----------|----------|
|                 | $T^2$    | VSMSPC   | BSPC     | $T^2$    | VSMSPC | BSPC   | $T^2$    | VSMSPC | BSPC   |
| 0.5             | 132.28   | 132.73   | 88.94    | 151.29   | 156.43  | 112.07  | 169.33   | 176.24  | 136.40 |
| 1.0             | 50.78    | 49.74    | 20.50    | 73.60    | 72.70   | 31.47   | 106.37   | 107.74  | 56.61  |
| 1.5             | 17.14    | 15.92    | 6.40     | 28.04    | 24.57   | 9.74    | 54.07    | 42.02   | 19.43  |
| 2.0             | 6.42     | 5.74     | 3.12     | 11.29    | 8.48    | 4.27    | 24.69    | 14      | 7.57   |
| 2.5             | 2.96     | 2.64     | 1.98     | 4.90     | 3.57    | 2.51    | 11.15    | 5.23    | 3.92   |
| 3.0             | 1.72     | 1.56     | 1.47     | 2.54     | 1.90    | 1.80    | 5.38     | 2.47    | 2.54   |
| 3.5             | 1.25     | 1.18     | 1.21     | 1.60     | 1.29    | 1.42    | 2.92     | 1.51    | 1.89   |
| 4.0             | 1.07     | 1.04     | 1.07     | 1.25     | 1.08    | 1.18    | 1.84     | 1.16    | 1.51   |
| 4.5             | 1.02     | 1.01     | 1.02     | 1.07     | 1.02    | 1.06    | 1.35     | 1.04    | 1.28   |
| 5.0             | 1.00     | 1.00     | 1.00     | 1.01     | 1.00    | 1.02    | 1.13     | 1.01    | 1.12   |

TABLE 3. ARL1 comparison of BEWMA with VSMEWMA and MEWMA when $p_0 = 2$.

| $\delta$ \, $p$ | $p = 25$ | $p = 50$ |
|-----------------|----------|----------|
|                 | MEWMA    | VSMEWMA  | BEWMA    | MEWMA    | VSMEWMA  | BEWMA    |
| 0.2             | 152.52   | 160.97   | 146.77   | 164.13   | 170.98   | 162.46   |
| 0.4             | 78.62    | 78.24    | 71.14    | 100.2    | 100.5    | 93.69    |
| 0.6             | 37.83    | 33.62    | 33.77    | 53.14    | 43.39    | 48.20    |
| 0.8             | 20.71    | 16.98    | 18.21    | 29.24    | 20.64    | 25.77    |
| 1.0             | 13.15    | 10.56    | 11.72    | 18.19    | 12.3     | 15.68    |

TABLE 4. ARL1 comparison of BEWMA with VSMEWMA and MEWMA when $p_0 = 8$.

| $\delta$ \, $p$ | $p = 25$ | $p = 50$ |
|-----------------|----------|----------|
|                 | MEWMA    | VSMEWMA  | BEWMA    | MEWMA    | VSMEWMA  | BEWMA    |
| 0.2             | 78.00    | 96.86    | 72.05    | 99.89    | 120.75   | 94.91    |
| 0.4             | 20.82    | 26.57    | 18.26    | 29.10    | 37.60    | 25.86    |
| 0.6             | 9.61     | 11.58    | 8.38     | 12.66    | 14.54    | 10.99    |
| 0.8             | 6.24     | 6.93     | 5.54     | 7.82     | 8.35     | 6.81     |
| 1.0             | 4.68     | 5.04     | 4.23     | 5.81     | 5.79     | 5.04     |

Performance, which is given as

$$RMI = \frac{1}{N} \sum_{i=1}^{N} \frac{ARL_{\hat{\mu}_i}(X) - ARL_{\mu_i}^*}{ARL_{\mu_i}^*}$$

where $N$ is the number of out-of-control scenarios, $ARL_{\hat{\mu}_i}(X)$ is the ARL1 value of the given chart $X$, and $ARL_{\mu_i}^*$ is the smallest ARL1 among the charts under shift $\mu_i$. Thus, RMI measures the relative performance among the considered scenarios and is useful for comparing directionally variant charts under various scenarios. We now compare the performance of BSPC, VSMSPC, RMSPC [8], and $T^2$. It is also noteworthy that the pattern of the performance would be similar if we consider EWMA for all charts, that is, BEWMA, VSMEWMA, RMEWMA, and MEWMA. Table 5 shows the ARL1 with the relative index in parentheses, and at the bottom of the table, the RMI is shown. Based on the nature of the index, a lower RMI value represents better performance. The experiment was conducted under the condition of $p = 10$, and a moderate size of selection for VSMSPC was chosen, resulting in the overall best performance under the scenarios we consider. In Table 5, $\delta_i$ represents the change in the $i$th variable; for example, $\delta_1 = \delta_3 = 0.25$ means the shift occurs in the first and the third variables with a shift amount of 0.25. In addition, the bold values represent the best of the considered charts. Table 5 shows that BSPC outperforms VSMSPC, RMSPC, and $T^2$ in most of the scenarios. Accordingly, BSPC shows the minimum RMI, which demonstrates the superiority of BSPC among the charts under various shift directions.

Table 5 shows that BSPC outperforms VSMSPC, RMSPC, and $T^2$ in most of the scenarios. Accordingly, BSPC shows the minimum RMI, which demonstrates the superiority of BSPC among the charts under various shift directions.

One of the advantages of the proposed chart is that BSPC is directionally invariant. With the Gaussian error distributions for the measurement and the state (i.e., mean), $\hat{\mu}$ follows a Gaussian distribution asymptotically with the covariance $P_\infty$. Thus, the chart statistic measures the Mahalanobis distance.
TABLE 5. ARL1 and RMI with BSPC, VSMPSC, RMSPC, and $T^2$.

| Shifts          | $T^2$      | VSMPSC   | RMSPC    | BSPC     |
|-----------------|------------|----------|----------|----------|
| $\delta_1 = 0.25$ | 133.54(0.47) | (127.49(0.4)| 127.75(0.41) | 90.79(0) |
| $\delta_2 = 0.5$  | 36.47(1.68)  | 26.22(0.92) | 26.07(0.91) | 13.62(0) |
| $\delta_3 = 0.75$ | 10.67(1.43)  | 7.17(0.63)  | 7.5(0.71)   | 4.4(0)   |
| $\delta_4 = 0.5$  | 52.16(3.42)  | 11.81(0)   | 47.57(3.03) | 21.11(0.79) |
| $\delta_5 = 0.25$ | 117.03(0.65) | 108.85(0.53) | 97.97(0.38) | 71.03(0) |
| $\delta_6 = 0.75$ | 10.72(1.43)  | 6.96(0.38)  | 7.59(0.72)  | 4.4(0)   |
| $\delta_1 = \delta_2 = 0.25$ | 84.05(1.06) | 78.13(0.91) | 63.38(0.55) | 40.88(0) |
| $\delta_4 = \delta_5 = 0.5$ | 21.88(1.72) | 19.01(1.37) | 19.93(1.48) | 8.03(0) |
| $\delta_1 = \delta_3 = 0.5$ | 3.97(0.7)   | 3.19(0.36)  | 2.69(0.15)  | 2.34(0)  |
| $\delta_6 = \delta_7 = 0.5$ | 16.04(1.64) | 13.36(1.2)  | 12.8(1.11)  | 6.07(0)  |
| $\delta_2 = \delta_3 = 0.25$ | 75.09(1.17) | 67.44(0.95) | 52.05(0.5)  | 34.65(0) |
| $\delta_3 = \delta_4 = 0.5$  | 20.68(1.73) | 20.52(1.71) | 17.04(1.25) | 7.56(0)  |
| $\delta_1 = \delta_2 = \delta_3 = 0.25$ | 3.27(0.56)  | 2.75(0.31)  | 2.32(0.1)   | 2.1(0)   |
| $\delta_2 = \delta_4 = 0.5$  | 6.76(1.11)  | 6.33(0.98)  | 3.94(0.23)  | 3.2(0)   |
| $\delta_1 = \delta_3 = 0.75$ | 11.28(1.51) | 14.79(2.29) | 11.73(1.61) | 4.5(0)   |
| $\delta_2 = \delta_3 = \delta_4 = 0.25$ | 79.82(1.08) | 90.13(1.35) | 81.12(1.12) | 38.33(0) |
| $\delta_3 = \delta_4 = \delta_5 = 0.5$ | 10.02(1.39) | 14.65(2.5)  | 9.09(1.17)  | 4.18(0)  |
| $\delta_2 = \delta_3 = \delta_4 = 0.75$ | 1.57(0.2)   | 1.49(0.31)  | 1.14(0)     | 1.29(0.12) |
| $\delta_1 = \delta_2 = \delta_3 = \delta_4 = 0.25$ | 65.05(1.27) | 62.94(1.19) | 52.42(0.83) | 28.68(0) |
| $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0.5$ | 7.76(1.22)  | 8.19(1.35)  | 5.29(0.52)  | 3.49(0)  |
| $\delta_3 = \delta_4 = \delta_5 = \delta_6 = 0.75$ | 1.88(0.22)  | 2.05(0.33)  | 1.54(0)     | 1.57(0.02) |
| $\delta_1 = \delta_2 = \delta_3 = \delta_4 = 0.25$ | 31.62(1.71) | 26.21(1.24) | 16.05(0.37) | 11.68(0) |
| $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0.5$ | 3.23(0.62)  | 3.41(0.71)  | 2(0)        | 2.09(0.05) |
| $\delta_1 = \delta_3 = \delta_4 = \delta_5 = 0.5$ | 29.5(1.77)  | 26.28(1.47) | 16.03(0.51) | 10.64(0) |

RMI

1.246

0.984

0.722

0.039

TABLE 6. Directional invariance of BSPC ($p = 10$, $\|\mu_1\|_0 = 2, 5, 10$ for Cases 1, 2, and 3).

| $\delta$ | Case 1 | Case 2 | Case 3 |
|----------|--------|--------|--------|
| 0.5      | 128.91 | 128.44 | 128.66 |
| 1.0      | 47.88  | 48.11  | 48.48  |
| 1.5      | 17.37  | 17.44  | 17.29  |
| 2.0      | 7.58   | 7.37   | 7.53   |
| 2.5      | 4.15   | 4.09   | 4.12   |
| 3.0      | 2.69   | 2.74   | 2.71   |
| 3.5      | 2.02   | 2.04   | 2.00   |
| 4.0      | 1.63   | 1.62   | 1.63   |
| 4.5      | 1.36   | 1.37   | 1.36   |
| 5.0      | 1.19   | 1.20   | 1.20   |

of $\hat{\mu}$ with a fixed covariance matrix, and therefore, we can conjecture that the chart is directionally invariant, just as MEWMA does. In addition, note that the monitoring statistic $Q$ does not follow a $\chi^2$ distribution because $\hat{\mu}_t$ is not i.i.d with respect to $t$. In the next experiment, we consider several different shift directions with the same noncentrality for out-of-control signals to numerically observe the directional invariance in the simulation. Specifically, we conducted three scenarios, namely $\|\mu_1\|_0 = 2, 5, 10$ for Cases 1, 2, and 3, respectively. The dimension is set to $p = 10$, and $\delta$ represents noncentrality in Table 6. The results show that the ARL1 values were statistically identical among the cases. We conducted more simulations in different settings of $p$ and shift directions—not shown in this paper—but we can deduce the same conclusion.

B. TRACKING MEAN

Statistical process monitoring sequentially tests the hypotheses $H_0 : \mu = \mu_0$ and $H_1 : \mu = \mu_1$, where $\mu_1$ is usually a sudden jump at a certain point and remains unchanged over the sampling period once it occurs. In many manufacturing processes and service processes, processes may go beyond normal conditions in different ways, as discussed in Section 1. In this section, we consider several patterns of out-of-control signals, including a sudden jump, sigmoid, oscillating, and multiple jumps. Moreover, we attempt to interpret the chart from a different angle rather than focusing only on the out-of-control ARL. The idea of the proposed method is to maximize the posterior probability at every sampling point based on the rationale that the estimation with the past means and
observations would support the decision for the current sample. Thus, it is worthwhile to see how accurately the mean is estimated in addition to the ARL performance. One of the measures is the mean squared error (MSE) between the actual and estimated means. The MSE can be calculated as

$$\frac{1}{NT} \sum_n \sum_{t=1}^T \| \mu_1(n) - \hat{\mu}_t \|^2$$

where $T$ is the sampling period and $\mu_1(n)$ and $\hat{\mu}_t$ are the actual and estimated means, respectively, at time $t$ in $n$th replication. We conducted $N = 1000$ runs to obtain the average squared errors in replications. Regarding the sampling period $T$, we set $T = 70$ for illustration, and we assume that the process is in-control for the first 20 samples. The experiment was conducted with $p = 25$, and the shift occurred for five variables, including the first variable. Let $\mu_i(t)$ for $i = 1, \ldots, 5$ be the out-of-control signal of the first variable at sampling time $t$. The following out-of-control signals are considered.

1) Constant (sudden jump): $\mu_i(t) = \frac{0.5}{\sqrt{\mathbf{e}'\Sigma^{-1}\mathbf{e}}}$, where $\mathbf{e}$ is an elementary vector for which the first five elements are one and the remaining elements are zero (i.e., non-centrality is 0.5)

2) Sigmoid pattern:

$$\mu_i(t) = \frac{1.5}{1 + 5e^{-0.2(t-35)}}$$. 

3) Oscillating pattern:

\[ \mu_i(t) = 0.04(t - 20) \sin 0.4(t - 20) \]

4) Multiple jumps:

\[ \mu_i(t) = \begin{cases} 
0 & t \leq 20 \\
0.5 & 20 < t \leq 30 \\
-0.7 & 30 < t \leq 50 \\
1.0 & t > 50 
\end{cases} \]

In addition to the MSE, we also mark the first detection in each replication and calculate the average run length. In this case, we ignore the alarm that the chart triggers in the first 20 in-control samples. Moreover, we set the run length to 50, which is the number of out-of-control samples, if the chart does not detect the out-of-control signal within a replication.

Table 7 presents the MSE and ARL1 for the four cases considered, and Figures 3, 4, 5, and 6 illustrate sample paths for each pattern, where we plot only the first variable. In the figures, the solid and bold lines represent the true mean (\( \mu_{1,1}(t) \)) and the estimated mean through Bayesian update (BSPC, \( \hat{\mu}_{1,1} \)), respectively. A dotted line with an asterisk represents the observation, that is, \( T^2 \) as the measurement \( x_t \) is the best estimate at each sampling time.

From Figures 3–6, it is clear that the estimated mean through Bayesian update tracks the true mean well even after the process is changed, while the observations fluctuate significantly. Accordingly, the results of MSE and ARL1 in Table 7 demonstrate the superior performance of the proposed chart to that of the conventional \( T^2 \) chart, both in tracking the mean and in detecting the change in the process.
IV. CASE STUDY: CONTINUOUS STIRRED TANK HEATER

In this section, we apply the proposed chart to an industrial application that was introduced by [46]. In a tank heater, hot and cold water were mixed inside the tank, and the mixed water was heated using a heating coil, as shown in Figure 7. Finally, the mixed heated water was drained from the tank through a long pipe. The instruments used to monitor the plant are the steam temperature (TC), thermocouple temperature (TT), cold water flow (FC), heating flow (FT), level controller (LC), and heating level (LT). Cold water and hot water enter the plant at a pressure of 60–80 psi and the steam supply heats the mixed water. The liquid level was controlled by a valve on the inlet water pipe, and the outlet flow rate could be adjusted using the valve on the outlet pipe. In addition, the steam coil in the tank had a control valve on the steam line to adjust the heat.

The main aim of the continuous stirred tank heater is to maintain the same temperature in the tank and the outflow while maintaining the volume of the water in the tank at the desired value. Thus, it is reasonable to monitor the temperature in the tank, outflow, and volume as quality characteristics. The tank is equipped with level and outlet flow sensors that measure the water level in the tank (i.e., volume, $m^3/s$), temperature (°C), and water flow rates (mA). The measurements were obtained using a differential pressure instrument.
and a thermocouple inserted into the outflow pipe. Under the normal operating mode of the process, the cold-water flow and level measurements were 12 mA and 12 m$^3$/s, respectively, and the desired temperature of the water in the tank was 10.5°C [47].

There is a controller that adjusts the setting of the level measurement subsystem and cold-water valve position, called the proportional integral controller (PI). The process continues operating as normal while the PI functions properly and goes out to control if there is any damage or
TABLE 7. MSE and ARL1 of BSPC and $r^2$ for different patterns of out-of-control signals.

| Pattern   | MSE  | $r^2$ | ARL1 | $r^2$ |
|-----------|------|-------|------|-------|
| Constant  | 4.12 | 25.02 | 4.96 | 36.54 |
| Sigmoid   | 4.67 | 24.96 | 14.59| 43.17 |
| Oscillation | 4.70 | 25.02 | 15.91| 43.54 |
| Multi-jumps | 4.41 | 25.01 | 12.71| 42.90 |

disturbance in the controller. The sample data paths shown in Figure 8 present in-control data for the first 100 samples and out-of-control data when the disturbance in the PI is added to the 101st sample. The 3-dimensional plot of the in-control data showing the correlation structure is shown in Figure 9.

As shown in Figure 8, the process appears with white noise in the in-control process, while it shows significantly temporally correlated measurements once the process goes out of control. For illustrative purposes, we plot the successive BSPC monitoring statistics for 20 in-control samples (81st–100th points in the dataset) and another 20 out-of-control samples (101st–120th points) sequentially in Figure 10. The bold line with a triangle mark represents the BSPC monitoring statistics, and the dashed line represents the control limit of 5.27, which was obtained from the 100 in-control samples. The chart triggers alarms at the 23rd observation and keeps it above the control limit after the first alarm.

V. CONCLUDING REMARKS AND FUTURE RESEARCH

In this study, we apply a Bayesian approach to the monitoring of high-dimensional and high-speed monitoring processes. The main contributions of the proposed method can be summarized as follows. First, the proposed chart computes the estimated mean at every sampling point based on the stochastic model, which enables the monitoring statistic to be efficient in many applications where the measurements could be temporally correlated when the process changes. Even when the underlying process is not autocorrelated, consideration of stochastic behavior in charting is beneficial because of the possible autocorrelation in high-speed monitoring processes. In addition, the out-of-control pattern in many manufacturing and service processes is unknown, and the process may change over time. Thus, the proposed method appropriately captures the behavior of the process in both in-control and out-of-control situations.

Second, the proposed method is computationally inexpensive. Whereas many high-dimensional processes aiming charts are computationally heavy, which makes them impractical in real process monitoring, BSPC has a closed form of process parameter estimation, which makes the practical implementation of monitoring highly convenient. In addition to SPC perspectives, the chart provides insight by estimating the process mean sequentially. Moreover, the directionally invariant property of the proposed chart guarantees simplicity under various situations with correlated covariates.

Through various simulation studies and a real-life application, we demonstrate the superiority of the proposed BSPC in high-dimensional and high-speed monitoring processes. Moreover, a simple extension by replacing the measurement with an EWMA-transformed measurement would also be attractive when the process change is expected to be small based on engineering knowledge and experience. Although the proposed method generally performs well under various process scenarios, it can be tuned more appropriately using engineering knowledge. For example, the state transition matrix, autocorrelation parameters, and moving errors in a specific process can be properly determined, which paves the way for future research.

One of the key points in the BSPC procedure is updating the covariance of the mean. Thus, future research should be conducted to monitor process variability as well as the mean. A large body of literature deals with variability monitoring [48], [49], [50], [51], where the estimation of the covariance matrix is the key to the methods. In addition, the estimation procedures are mostly computationally expensive, whereas the propagation of the covariance in the proposed charting procedure is obtained relatively simply as a recursive form, as shown in (13). Thus, it will be interesting to develop a chart to monitor process variability using the updated covariance matrix.

Another interesting research topic is to consider any special settings in high-dimensional processes. Although BSPC generally performs well in most settings, including sparsity cases, the method can narrow a case down to a specific high-dimensional process with expected sparse changes. For example, the error distribution of the process mean can be a sparsity-advocated distribution rather than a Gaussian distribution as shown in [33], so that the distribution would represent the sparse change in the mean more appropriately than the generalized BSPC. In this case, however, updating the mean and covariance may not be computationally easy, making it challenging to monitor high-dimensional processes. Thus, [33] developed an algorithmic procedure to estimate the sparse mean and propagated covariance matrix in such a case. As such, in other special settings, the error distribution can be specifically determined to make the methodology suitable to the process setting.

Although the proposed method applies the Bayesian update to estimate the quality characteristics, other popular algorithms such as meta-heuristics, e.g., data envelopment analysis, non-dominated sorting genetic algorithm, grey wolf optimizer, and so on can also be used to obtain the optimal parameters with given in-control and out-of-control circumstances. Such optimizers are expected to be beneficial in quality control and monitoring aspects, e.g., cost of sampling, run length, and lessening false alarms.
Not to mention, when a small shift in process change is expected, CUSUM can also be applied instead of EWMA. It will be interesting to see if CUSUM is comparable to EWMA in this Bayesian context.
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