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Abstract

Motion coherence is an important clue for distinguishing true correspondences from false ones. Modeling motion coherence on sparse putative correspondences is challenging due to their sparsity and uneven distributions. Existing works on motion coherence are sensitive to parameter settings and have difficulty in dealing with complex motion patterns. In this paper, we introduce a network called Laplacian Motion Coherence Network (LMCNet) to learn motion coherence property for correspondence pruning. We propose a novel formulation of fitting coherent motions with a smooth function on a graph of correspondences and show that this formulation allows a closed-form solution by graph Laplacian. This closed-form solution enables us to design a differentiable layer in a learning framework to capture global motion coherence from putative correspondences. The global motion coherence is further combined with local coherence extracted by another local layer to robustly detect inlier correspondences. Experiments demonstrate that LMCNet has superior performances to the state of the art in relative camera pose estimation and correspondences pruning of dynamic scenes\textsuperscript{1}.

1. Introduction

Estimating correspondences between two images is a fundamental problem in computer vision tasks such as Structure-from-Motion (SfM)\textsuperscript{19}, visual localization\textsuperscript{35}, image stitching\textsuperscript{10} and visual SLAM\textsuperscript{32}. A standard pipeline of correspondence estimation relies on the local feature matching to establish a set of putative correspondences, which contains numerous false correspondences (i.e., outliers). To prevent outliers from affecting downstream tasks, a correspondence pruning algorithm is usually applied to select a reliable subset consisting of true correspondences (i.e., inliers). The most prevalent correspondence pruning methods are RANSAC\textsuperscript{18} and its variants\textsuperscript{32, 14, 2, 12}, which detect true correspondences by finding the largest subset conforming to a task-specific geometric model such as epipolar geometry or homography. However, due to large outlier ratios of putative correspondences, multiple plausible geometric models may exist, which makes it difficult for RANSAC and its variants to identify the correct geometric model.

Besides the task-specific geometric model, true correspondences also conform to a more general motion model called motion coherence, which means that neighboring pixels share similar motions, while false correspondences are usually randomly scattered, as illustrated in Fig. 1(a-c). Motion coherence supplements the task-specific geometric model and is key to determining true correspondences when multiple plausible geometric models exist.

To model motion coherence, existing works propose local\textsuperscript{5, 29} or global handcrafted rules\textsuperscript{24, 22} to find coherent correspondences. However, modeling motion coherence on sparse correspondences generated by local descriptors is challenging. First, unlike in tasks of dense correspondence estimation such as optical flow estimation\textsuperscript{26, 6, 7}, putative correspondences generated by local descriptors are...
discrete and sparse, which makes it much more difficult to estimate the underlying smooth motion field. Second, putative correspondences are usually distributed unevenly over an image because there are often many detected keypoints in textured regions and few keypoints in textureless regions. This uneven distribution makes it hard to find a uniform coherence constraint on the correspondences. Third, an observed scene may have a complex structure, such as an abrupt change of depth, so that the underlying motion fields are only piece-wise smooth, which brings about difficulty in finding motion boundaries [22]. Due to these challenges, existing works either need careful parameter tuning for different datasets [22, 23] or may fail when motion patterns are complex [29, 5].

We address these problems by proposing a neural network to learn the motion coherence property for correspondence pruning. Compared to handcrafted rules of motion coherence, neural networks have more powerful and flexible representational ability to learn more complex motion patterns from data and reliably detect motion boundaries.

Designing differentiable layers to capture the motion coherence property is the key to adopting a learning-based approach. Traditional global motion coherence models [22, 23] usually involve a non-differentiable iterative convex optimization solver, which cannot be used for training a network end-to-end. To address this issue, we propose a novel formulation of the motion coherence property via smooth function fitting on a graph of correspondences. We call this formulation Laplacian Motion Fitting (LMF) and further show that the proposed LMF has a simple closed-form solution by decomposition of graph Laplacian, which enables us to design a differentiable Coherence Residual Layer, called CR-Layer for abbreviation, to capture global motion coherence from putative correspondences.

Besides the global coherence model, true correspondences also have motion-consistent supporting correspondences in their local neighborhoods [5]. Based on this observation, we design a Local Coherence Layer, called LC-Layer for abbreviation, to extract local motion coherence from these neighboring supporting correspondences. By integrating both the global and local motion coherence layers, we design a network called Laplacian Motion Coherence Network (LMCNet), which takes coordinates or other optional features of correspondences as inputs and outputs the probability of each correspondence being an inlier.

We conducted extensive experiments to demonstrate the effectiveness of the proposed neural network in two tasks: relative camera pose estimation, and correspondence pruning of dynamic scenes. On both tasks, LMCNet achieves superior performances than other baseline methods, demonstrating its ability to robustly select inliers and potential to enhance object tracking or video object recognition.

Our contributions are as follows.

1. We proposed a novel formulation of motion coherence on sparse correspondences which has a simple closed-form solution by decomposition of graph Laplacian.
2. We proposed differentiable layers, which work together to robustly capture motion coherence of sparse putative correspondences.
3. We designed a neural network for correspondence pruning and demonstrate its effectiveness on the relative pose estimation problem and correspondence pruning of dynamic scenes.

2. Related Works

2.1. RANSAC-related correspondence pruning

RANSAC [18] and its variants [38, 52, 43, 2, 8, 14, 51, 12] are the standard methods to select true correspondences from putative correspondences by finding the largest subset which conforms to a task-specific geometric model. However, these methods may fail when multiple plausible geometric models all have a large amount of supporting correspondences. Some works address this problem by using techniques like marginalization [2, 3], degeneration detection [13], learning to sample hypotheses [9] or density estimation [51]. In this paper, we resort to another useful motion coherence property of inlier correspondences rather than solely relying on a task-specific geometric model.

2.2. Deep networks for correspondence pruning

With the advance of deep learning methods, pioneering works such as DSAC [8], PointCN [31] and DFE [39] demonstrate the feasibility of classifying correspondences by neural networks with coordinates as inputs. Follow-up works improve the architecture by inserting global clustering layer [60], attention mechanism [47, 13] or introducing new neighborhood definition [61]. These methods mainly focus on designing a permutation-equivariant operator on correspondences and treat the learning process as a blackbox. In contrast, we explicitly incorporate the motion coherence property in a deep neural network to ensure that such property is learned during the training process.

2.3. Motion coherence

Motion coherence [59, 33] has been explored for decades in computer vision. There are many works [26, 6, 41, 11, 54, 44, 41, 12, 20, 33] focusing on applying motion coherence constraints on dense correspondences estimation tasks such as optical flow. However, fitting a smooth motion field on sparse correspondences is much harder. BF [23] and CODE [22] proposed a global motion coherence model on sparse correspondences. Some other works [29, 5] use local consistency to find motion-coherent correspondences. These handcrafted rules or models achieve impressive performances but still have difficulty in handling complex mo-
tion patterns and need careful parameter tuning for different datasets. In our method, we propose a novel formulation of motion coherence by fitting a smooth function via graph Laplacian. We further design both global and local differentiable layers to capture motion coherence, which enable our network to learn more complex motion patterns from data than those handcrafted methods.

2.4. Image matching

Previously, works about image matching mainly focus on learning repetitive detectors or discriminative descriptors. Several deep learning-based models are proposed to learn to prune correspondences or to match descriptors. However, recent works show that the performance bottleneck of image matching may be how to match these descriptors. Our method belongs to the category of deep learning-based correspondences pruners.

3. Method

We propose a novel architecture LMCNet for correspondence pruning. Given N putative correspondences \( \{ c_i = (x_i, y_i, u_i, v_i) | i = 1, ..., N \} \) and their optional \( d_0 \)-dim features \( \{ f_i \in \mathbb{R}^{d_0} \} \), where \((x_i, y_i)\) and \((u_i, v_i)\) are the image coordinates of two corresponding keypoints, our goal is to estimate the probability \( \{ p_i \} \) that a putative correspondence \( c_i \) is a true correspondence. In the rest of this section, we first introduce our new formulation of motion coherence, called Laplacian Motion Fitting in Sec. 3.1. Then, the key components of LMCNet, i.e., Coherence Residual Layer and Local Coherence Layer, are elaborated in Sec. 3.2 and Sec. 3.3. In the end, we describe the whole architecture in Sec. 3.4 and some implementation details in Sec. 3.5.

3.1. Laplacian Motion Fitting

Motion coherence means that true correspondences have similar motions to each other, while false correspondences scatter randomly. Most commonly-used models utilize this property by first recovering the underlying continuous smooth motion field from putative correspondences. Then, true and false correspondences can be distinguished according to their deviations from the recovered motion field. However, in order to recover the underlying motion field, such formulations usually involve an iterative convex optimization solver which is non-differentiable. To address this, we propose a novel formulation of motion coherence by estimating a set of smooth discrete motions on a graph that encodes the adjacency of the putative correspondences. We show that this formulation allows a simple closed-form solution via decomposition of graph Laplacian, which can be used for constructing a differentiable layer in a network.

We construct a graph \( G = \{ V, E \} \) where the nodes in \( V \) represent all the putative correspondences, and \( E \) includes the edges from every correspondence to its \( k \)-nearest neighbors according to their coordinate distance \( d_{i,j} = \| c_i - c_j \|_2 \). We compute the associated weights on the edges by \( w_{i,j} = \exp(-d_{i,j}^2/\sigma^2) \), where \( \sigma \) is a predefined constant, and \( w_{i,i} = 0 \) for all nodes. Then, we define the adjacent matrix as \( A = [w_{i,j}] \), the degree matrix as \( D = \text{diag}(d_i = \sum_j w_{i,j}) \) and the Laplacian matrix as \( L = D - A \). Here, we define a matrix or a vector \( v \) by \( v = [v_{i,j}] \) whose components are \( v_{i,j} \) and use \( \text{diag}(v) \) to denote a diagonal matrix whose diagonal elements are the components of \( v \).

For every correspondence, we compute its motion by \( m_i = (m_{x,i}, m_{y,i}) = (u_i - x_i, v_i - y_i) \). Our goal is to estimate a set of smooth motions \( \{ s_i \} \) which are as consistent with the input motions \( \{ m_i \} \) as possible. We formulate the problem as follows,

\[
\min_{\{ s_i \} = 1, ..., N} \sum_{i=1}^{N} ||s_i - m_i||_2^2 + \frac{1}{2} \sum_{i,j} w_{i,j} ||s_i - s_j||_2^2, \tag{1}
\]

where \( ||s_i - m_i||_2^2 \) penalizes the deviation of the estimated motion \( s_i \) from the input motion \( m_i \), \( \eta \) is a predefined constant, and \( w_{i,j} ||s_i - s_j||_2^2 \) is a smoothness cost which penalizes the motion variation between two neighboring correspondences \( s_i \) and \( s_j \) according to the weight \( w_{i,j} \).

By aggregating \( s_i \) and \( m_i \) into a matrix form \( s = [s_i] \in \mathbb{R}^{N \times 2} \) and \( m = [m_i] \in \mathbb{R}^{N \times 2} \), we can rewrite Problem (1) as follows,

\[
\min_{s} \sum_{i,j} \text{Tr}((s - m_i)(s - m_i)^\top) + \eta \text{Tr}(s^\top L s), \tag{2}
\]

where \( s^\top L s \) is used as a regularization term because it measures the smoothness of the graph signal \( s \). Problem (2) has a closed-form solution as stated in the following proposition; we leave the proof and its connection to the previous motion coherence theories in the supplementary material.

\textbf{Proposition 1.} \textit{Let the eigenvalue decomposition of the Laplacian matrix \( L \) be \( L = U \Lambda U^\top \), where \( \Lambda = \text{diag}([\lambda_i]) \) is a diagonal matrix of eigenvalues \( \lambda_i \) and columns of \( U \) are the associated eigenvectors. Then the solution to Problem (2) is \( s = U \text{diag}([1/(1 + \eta \lambda_i)])U^\top m \).}

Denote \( R(\eta) = U \text{diag}([1/(1 + \eta \lambda_i)])U^\top \). Then, the residuals between the smoothed motions and the input motions are computed by \( R(\eta)m - m \). Since only true correspondences can be well fitted by the smooth motions \( R(\eta)m \) while false correspondences cannot, the residuals of true correspondences will be significantly smaller than those of false correspondences. Hence, the true correspondences can be distinguished from the false ones by thresholding on the L2-norms of the residual motions. The whole process, called Laplacian Motion Fitting (LMF), is summarized in Algorithm 1 and an example is shown in Fig. 2.
Figure 2. (a) 2000 putative correspondences. Green correspondences are true while red ones are false. (b) Output correspondences of LMF. (c) Distribution of motion residual norms of inliers (green) and outliers (red). Histograms are normalized with 1 as the max values.

Algorithm 1: Laplacian Motion Fitting

Data: Input correspondences \( \{c_i = (x_i, y_i, u_i, v_i)\} \), smooth strength \( \eta \) and inlier threshold \( \epsilon \)

Result: Probability of being inliers \( \{p_i\} \)

1. Compute Laplacian matrix \( L \) on \( \{c_i\} \);
2. Eigen decomposition of \( L = U \Lambda U^\top \);
3. Compute motions \( m = m_i = [(u_i - x_i, v_i - y_i)] \);
4. Compute smoothed motions \( s = s_i = R(\eta)m \);
5. Find inliers \( p_i = 1 \text{ if } \|s_i - m_i\|_2 \leq \epsilon \text{ else } 0 \);

Computational complexity. For a graph Laplacian matrix, its eigenvalues \( \lambda_i \) are non-negative. As \( \lambda_i \) increases, the \( 1/(1 + \eta \lambda_i) \) becomes sufficiently small and so negligible. In light of this, we can just use the \( k_c \) smallest eigenvalues and their associated eigenvectors for the computation of \( R(\eta) \), which means changing \( U \in \mathbb{R}^{N \times N} \) to \( \mathbb{R}^{N \times k_c} \). This simplification essentially lowers the computational complexity of \( R(\eta) \) from \( O(n^2) \) to \( O(n) \).

Graph construction. In our implementation, the graph is constructed by connecting every correspondence with its \( k \)-nearest neighbors in the coordinate space \( c_i \in \mathbb{R}^4 \), which is the “bilateral space” proposed in CODE [22]. This bilateral space allows finding a piece-wise smooth motion field rather than a global smooth motion field. Meanwhile, the graph construction can be quite flexible. We can also adopt the affine compatibility proposed in [61] for graph construction to utilize detected affine transformations.

3.2. Coherence Residual Layer

So far, we have presented the LMF algorithm on motions for correspondences pruning. However, due to the sparsity and uneven distributions of putative correspondences, expert knowledge is needed for carefully tuning the threshold \( \epsilon \) and the smoothness strength \( \eta \) in order to achieve a better performance. To avoid this, we incorporate the LMF within a learning framework so that we can utilize the powerful representational ability of neural networks to automatically learn complex motion patterns from training data.

Instead of directly thresholding on residual motions, we apply the LMF on the features \( f_i \in \mathbb{R}^{N \times d} \) of correspondences, which are extracted by a neural network, to find a set of smoothed features \( f'_i \in \mathbb{R}^{N \times d} \). Then, discriminative features can be extracted from the residuals \( f_i - f'_i \) for the classification of correspondences. We consider the problem of estimating smooth features by,

\[
\text{minimize} \quad \text{Tr}((f'_i - f_i)^\top (f'_i - f_i)) + \eta \text{Tr}(f'_i^\top L f'_i), \tag{3}
\]

which is similar to Problem (2) by replacing the input motions \( m \) with the features \( f_i \). However, the features \( f_i \) are extracted by the neural network via multiple layers of abstractions and thus Problem (3) is much more generalized than fitting a single smooth motion field in Problem (2).

These features can simply be motions if necessary or any other more complex coherent attributes like local affine transformations [23, 21], which are implicitly learned by the neural network during training.

The solution to Problem (3) is also given by \( f'_i = R(\eta) f_i \) according to Proposition [1]. Based on this, we formulate a new layer called Coherence Residual Layer (CR-Layer) by,

\[
f_{i+1} = \text{ContextNorm}(f_i - R(\eta) f_i), \tag{4}
\]

where the \( f_{i+1} \) are output features and ContextNorm [31] contains a Multi-Layer Percetron (MLP) and an instance normalization layer for feature extraction. The forward pass of CR-Layer implicitly solves Problem (3) by \( R(\eta) f_i \) and extract features from the residuals \( f_i - R(\eta) f_i \). Since the whole process only involves matrix multiplication, CR-Layer is differentiable and can be incorporated in a network. Meanwhile, We also learn the smoothness strength \( \eta \) from data by making it a trainable parameter.

3.3. Local Coherence Layer

Besides fitting a global smooth function on correspondences, another important observation of motion coherence is that true correspondences tend to have motion-consistent
supporting correspondences in their neighborhoods, while false correspondences do not have such supporting correspondences. A typical example is shown in Fig. 3. Based on this observation, we introduce a new layer called Local Coherence Layer (LC-Layer).

Specifically, given the feature \( f_{i,i} \) of the \( i \)-th correspondence, we first compute the feature differences between the correspondence and its neighbors \( (i,j) \in E \) by \( f_{i,i} - f_{i,j} \). The feature differences measure the local consistency in the neighborhood of the \( i \)-th correspondence. Then, the LC-Layer is defined by,

\[
\hat{f}_{i+1,i} = \text{MaxPool}\left(\{\text{MLP}(\hat{f}_{i,i} - f_{i,j})\}\right),
\]

where MLP is a multi-layer perceptron, MaxPool is a max-pooling operator which pools on all neighboring features to get a single feature vector, and \( \hat{f}_{i+1,i} \) is the output feature of this correspondence which contains information about the local coherence in its neighborhood.

3.4. Architecture

**Overview.** The architecture of our network is illustrated in Fig. 4. Given the input correspondences, the Geometry Embedding is a ContextNorm layer which processes the input coordinates \( c \in \mathbb{R}^{N \times 4} \) to produce \( d \)-dimensional features \( \hat{f}_1 \in \mathbb{R}^{N \times d} \). If there are optional features associated with correspondences, we process these features with another ContextNorm layer (Feature Embedding), and we add it back to the output of Geometry Embedding. Then, the features are processed by 4 blocks called LMCBlocks, which are the main feature extraction module of LMCNet. Finally, the output features of LMCBlocks \( f_{\text{out}} \in \mathbb{R}^{N \times d} \) are processed by a probability predictor, which simply consists of a fully connected layer and a sigmoid function, to produce the inlier probability \( p = [p_i] \in \mathbb{R}^N \).

**LMCBlock.** The structure of a LMCBlock is illustrated in Fig. 5. The LC-Layer is placed on the top to extract some useful information from the neighborhoods of correspondences and the CR-Layer is placed after several other layers so that its inputs are at a higher level of abstraction thus more flexible. Except for the proposed LC-Layers and CR-Layers, a LMCBlock also includes two ContextNorm layers and a clustering layer, which are used for extracting other information such as the underlying epipolar geometry. The clustering layer used here is proposed in [60], which is implemented by differentiable pooling to \( k_c \) clusters, order-aware filtering among clusters and unpooling to original correspondences. All layers in the LMCBlock take \( d \)-dimensional features as inputs and also output \( d \)-dimensional features. Thus, a skip connection is applied to add the inputs to the output features on all layers. We also use a bottleneck structure in LC-Layers, which encodes the input features into a lower dimension \( d_l \), then extracts the local consistency features on the low-dimensional features, and finally lift the dimension back to \( d \).

3.5. Implementation Details

In our implementation, the coordinates of correspondences are normalized to the range \([-1, 1]\) on dynamic scene datasets or by camera intrinsic matrices in the relative pose estimation. For the construction of the adjacency matrix, we use \( k = 8 \) neighbors and \( \sigma = 0.1 \). We use the normalized graph Laplacian matrix \( \mathcal{L} = D^{-1/2}LD^{-1/2} \) to compute \( \mathbf{R}(\eta) \) and only the smallest \( k_c = 32 \) eigenvalues and the associated eigenvectors are selected. In all the CR-Layers, \( \eta \) is initialized to 10.0. Both the feature dimension \( d \) and the cluster number \( n_c \) in LMCBlock are 128, and the bottleneck feature dimension \( d_l \) used in LC-Layers is 8. A correspondence is determined as an inlier if its predicted inlier probability is larger than 0.95. More details about the architecture and the training process can be found in the supplementary material. When implementing the LMF algorithm, we use \( k_c = 128 \) eigenvalues, the smoothness strength \( \eta = 10.0 \) and the threshold \( \epsilon = 0.025 \).

**Loss.** For image pairs of dynamic scenes, we use the binary cross entropy loss \( \ell_{cls} \) for training. For image pairs in relative pose estimation, we use an additional geometric loss \( \ell_{geom} \) [60] [39] [19], in which we estimate the essential matrix by the weighted 8 points algorithm [19] and compute distances from ground-truth correspondences to estimated epipolar lines as loss.

4. Experiments

4.1. Evaluation protocols

To demonstrate the effectiveness of our methods, we evaluate three models, which are the LMF algorithm, the LMCNet with only coordinates as input and the LMCNet with both coordinates and local descriptors as inputs (LMCNet-F). We report performances on relative pose estimation and correspondence pruning of dynamic scenes.

**Relative pose datasets.** The outdoor YFCC100M [48] dataset and the indoor SUN3D [57] dataset are used for relative pose estimation. We use the same train-test split as [60]. Input putative correspondences are generated from nearest neighborhood matching of 2000 SIFT [25] descript-
tors on every image. We regard correspondences with small distances (≤ 0.01 in normalized image coordinate) to their ground-truth epipolar lines as true correspondences. For a image pair, an essential matrix is estimated by RANSAC on the predicted true correspondences and is then decomposed to a rotation and a translation.

**Dynamic scene datasets.** The dynamic scene dataset contains images with dynamic objects. We use the DE-TRAC dataset \[55\] for evaluation. The DETRAC dataset contains images in traffic monitoring, so the background is fixed and the main dynamic objects are cars. We extract 2048 SuperPoint \[16\] features on every image and extract putative correspondences by nearest neighborhood matching. Since there are only annotated bounding boxes of different car instances in the dataset, we regard a correspondence as a true correspondence if it connects two bounding boxes of the same instance while a correspondence is false if it connects different instances or it connects an instance with background, as shown in Fig. 7. We use the provided train-test split with 60 sequences (sample 30k image pairs) for training and 40 sequences (sample 4k image pairs) for testing. We also include some qualitative results on the DAVIS \[36\] dataset in the supplementary material.

**Metrics.** On the task of relative pose estimation, we compute the Area Under the Curve (AUC) of the pose accuracy curve at thresholds 5°, 10° and 20°, the same as used in \[44\]. On the task of correspondence pruning on dynamic image pairs, we report the precision, recall and F1 scores.

### 4.2. Results on relative pose estimation

**Baselines.** We consider both the traditional handcrafted pruners, including LPM \[29\], GMS \[5\] and CODE \[22\], and learning-based pruners, including PointCN \[31\], AttenCN \[47\] and OANet \[60\] as baseline methods. We also include the results of the learning-based matcher SuperGlue \[44\] on the YFCC100M dataset. For implementation, we directly use the released code of GMS \[5\] and LPM \[29\], and we re-implement CODE \[22\] which takes only coordinates of correspondences as inputs. For learning-based methods, we directly use the released code and these methods are trained on the same training set with the same learning rates, except for SuperGlue \[44\], of which we directly

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Method} & \text{AUC@5°} & \text{AUC10°} & \text{AUC20°} \\
\hline
\text{Ratio test} & 4.51 & 11.62 & 23.02 \\
\text{LPM} \ [29] & 2.81 & 7.40 & 15.36 \\
\text{GMS} \ [5] & 4.36 & 11.08 & 21.68 \\
\text{CODE} \ [22] & 3.52 & 8.91 & 18.32 \\
\text{LMF} & 3.34 & 8.85 & 18.04 \\
\text{PointCN} \ [31] & 5.64 & 14.88 & 29.32 \\
\text{AttenCN} \ [47] & 5.97 & 15.69 & 30.98 \\
\text{OANet} \ [60] & 5.94 & 15.79 & 31.03 \\
\text{LMCNet} & 6.77 & 17.14 & 32.55 \\
\text{LMCNet-F} & 8.86 & 19.64 & 34.96 \\
\hline
\end{array}
\]

Table 2. Pose AUCs of LMCNet and other baseline methods on the Indoor SUN3D dataset.
Figure 6. Input correspondences (Row 1), output of PointCN [31] (Row 2), OANet [60] (Row 3) and LMCNet (Row 4). Green correspondences are correct (small distances to true epipolar lines) while red correspondences are incorrect.

| Method  | Precision | Recall | F1-Score |
|---------|-----------|--------|----------|
| LPM [29]| 85.12     | 52.27  | 63.47    |
| GMS [5] | 84.89     | 76.92  | 80.01    |
| CODE [22]| 83.63   | 77.86  | 79.95    |
| LMF     | 82.84     | 78.66  | 79.35    |
| PointCN [31]| 84.27 | 89.34  | 86.26    |
| AttenCN [47]| 85.34 | 88.53  | 86.89    |
| OANet [60]| 82.70  | 87.66  | 84.53    |
| LMCNet  | **87.23** | **91.16** | **88.79** |

Table 3. Precision, recall and F1 score of LMCNet and other baseline models on the DETRAC dataset.

use the results reported in their supplementary material [44].

Results. The quantitative results are reported in Table 1 and Table 2. Some qualitative results are provided in Fig. 6. The results show that LMCNet outperforms all the baseline methods on all pose metrics. Further adding descriptors as inputs (LMCNet-F) leads to about 1.5%-2% improvements on both datasets. Among the handcrafting methods, the results of LMF are similar to the global method CODE [22] but are inferior to the local method GMS [5]. This is due to the unevenly-distributed correspondences which make it hard for global methods to determine a uniform global threshold for pruning. However, learning the motion coherence via CR-Layers enables the network to handle complex motion patterns and thus achieves a better performance.

4.3. Results on dynamic scenes

On the DETRAC dataset, we compare LMCNet with the same baseline methods as used for relative pose estimation. The quantitative results in Table 3 show that LMCNet outperforms all the baseline methods in all the metrics. From qualitative results in Fig. 7, we can see that LMCNet is able to robustly find motion-coherent correspondences while baseline methods may include some false correspondences or neglect some sparse true correspondences.

4.4. Analysis

Ablation studies. To demonstrate the effectiveness of LC-Layers and CR-Layers, we perform ablation studies on the YFCC100M dataset and report the results in Table 4. The baseline model replaces all CR-Layers and LC-Layers with ContextNorm layers. The results show that adding CR-Layers brings about 2-5% improvements to all pose AUCs, and further adding LC-Layers results in 1-2% improvements.

Table 4. Ablation studies of LMCNet on the YFCC100M dataset. The baseline model has the same structure as LMCNet but replaces all CR-Layers and LC-Layers with ContextNorm layers.
5. Conclusion

In this paper, we designed a novel architecture LMCNet to learn the motion coherence property for correspondence pruning. We proposed a novel formulation LMF of the motion coherence by fitting a smooth function via decomposition of graph Laplacian, which enables us to design a differentiable CR-Layer to capture the global motion coherence in a neural network. Furthermore, we also designed a LC-Layer to extract local coherence information from neighborhoods of correspondences. Integrating these two coherence layers, the proposed LMCNet achieves superior performances on relative pose estimation and correspondence pruning of dynamic scenes.
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