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ABSTRACT
The purpose of this study was to determine the Generalized Estimating Equation (GEE) analysis as one of the longitudinal data regression methods for composite index data on children's welfare (CWCI) in West Java Province. GEE analysis uses four different correlation structures to determine the best model, namely: independent, exchangeable, AR (1), and unstructured. The determination of the best model of the four structures uses the Quasi-likelihood Information Criterion (QIC). The West Java CWCI longitudinal data used consists of 5 independent variables, each of which is a dimension of survival, protection, growth and development, participation, and identity in 27 districts and cities in West Java for the period 2015–2017. This research is important as an alternative approach of longitudinal data regression analysis when we found a correlation problem in the condition of observed data.
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1. INTRODUCTION
Longitudinal data is data obtained from observations made repeatedly on each subject of the same observation [1]. Longitudinal data analysis has been initiated in the research conducted by Balestra and Nerlove [2] and Hoch [3] who reconcile it as a combination of cross-sectional and time series data and some other researchers call it panel data. Several studies of longitudinal data analysis have been carried out including in the field of econometrics [4] and the social field [1], besides research results in the fields of education [5], health [6], social [7], industry [8] [9], epidemiology [10], tourism [11], and other fields.

Longitudinal data regression analysis is used to see the effect of the independent variable / covariate on the response variable by paying attention to changes in subject data and time of observation. Measurement of data subjects repeatedly will cause a correlation between the outcome of the observation, so that the classical regression method cannot be done. The most commonly used longitudinal data regression analysis methods include general effects models, fixed effects models, and random effects models. Another method that can be used for data that is not normally distributed is the Generalized Linear Model (GLM). Another method developed is Generalized Estimating Equation (GEE). GEE is an extension of the GLM model to solve the problem of correlation, as a statistical approach that is suitable for marginal models on longitudinal data. GEE analysis is used in various fields including biomedical studies [12] [13], social education [14], economics [15], and other fields.

This paper will explain the longitudinal data regression analysis using the GEE model to see a model of the variables that affect the composite index of child welfare (CWCI) in West Java. CWCI is a tool to measure the level of welfare of Indonesian children, both nationally and province, by using a reference to the fulfillment of children's rights. The composite index has an interval of 0 to 100 which shows the value of the level of child welfare. The greater the index value, the higher the level of child welfare. With the Indonesian Child Rights Convention (KHA) used in the CWCI measurement, the fulfillment of children's rights is formulated in five variable dimensions which are the basis for the formulation of the CWCI measurement.
framework, including the right to obtain: (1) survival, (2) protection, (3) development, (4) participation, and (5) identity [16]. The longitudinal data used are CWCI data for the period 2015 - 2017.

2. GENERALIZED ESTIMATING EQUATION (GEE)

2.1. Assumptions and Components of the GEE

The Generalized Estimating Equation (GEE) was introduced by Liang and Zeger in several writings [17] [18], this method is an extension of the Generalized Linear Model (GLM) and can analyze correlated data both discrete and continuous [19]. The GEE model in this study was used to analyze longitudinal data whose responses were correlated. The parameter estimation method that is often used is the maximum likelihood method. However, not all exponential family distributions have a reference to the likelihood function, when there is none, it can be done using the quasi-score method by determining the mean form as the first moment and the variance-covariance matrix as the second moment. The quasi-score is nothing but a model of the GEE estimation equation. So that the parameter estimation in the GEE is not by using the maximum likelihood method but by using the quasi-likelihood.

The GEE model models a known function of the marginal expectation of a response variable which is a linear function of one or more independent variables. The marginal expectation \( E(Y_{ij}) \) is modeled as a function of the independent variable. The marginal expectation is the average response of a subpopulation that has the same explanatory variables with the assumptions:

- \( E(Y_{ij}|X_{ij}) = \mu_{ij} \) depending on the vector of the independent variable \( x_{ij} \) through a relationship \( g(\mu_{ij}) = x_{ij}\beta \). \( g(\cdot) \) is the known link function according to its distribution.
- The marginal variance of each \( Y_{ij} \) depends on the average, so the equation can be written as \( \text{Var}(Y_{ij}) = \phi\psi(\mu_{ij}), \) where \( \psi(\cdot) \) is the known variance function and \( \phi \) is the scale of parameters you may need to estimate.
- The correlation between \( y_{ij} \) and \( y_{ik} \) is a function of the marginal mean and possibly an additional parameter of \( \text{corr}(Y_{ij}, Y_{ik}) = \rho(\mu_{ij}, \mu_{ik}; \alpha) \) where \( \rho(\cdot) \) is a known function.

With the marginal model, longitudinal data only need to determine the form of the mean (first moment) and the variance-covariance matrix (second moment), namely \( E(Y_{ij}) = \mu_{ij} \) and \( \text{Var}(Y_{ij}) = \sigma_{ij}^2 \), respectively. For a normal distribution, these two moments are sufficient to form the likelihood function, but they cannot be ascertained for the distribution. Some of the assumptions in the GEE are: correlated response variables, do not have to meet the assumption of homogeneity on the variance, multicollinearity does not occur in the independent variables, the correlation structure needs to be determined, parameter estimation uses quasi-likelihood.

The components in the GEE model which are an extension of GLM are as follows:

- Random component: the response variable \( (y_{ij}) \) satisfies the exponential family distribution where \( i \) denotes the order of the \( i^{th} \) subjects, \( i = 1,2,\ldots, N \) and \( j \) denotes the number of repetitions of the observations, \( j = 1,2,\ldots, n_t \).
- Fixed component or linear predictor \( \eta_{ij} = x_{ij}\beta \)
- The link function is a transformation or liaison function on the dependent variable that connects the average response variable \( \mu_{ij} \) with its linear predictor.

\[ g(\mu_{ij}) = \eta_{ij} \]

GEE has advantages over other methods of analyzing longitudinal data, including GEE using quasi-likelihood estimation so that the complete likelihood function of the data does not have to be defined. In addition, the GEE model is formed in a marginal model so that the average response only depends on the first and second moments, namely the mean and variance. Another thing, the data analyzed using GEE can be in discrete or continuous form. In the traditional longitudinal regression method, correlations to the data are ignored whereas in the GEE model, the correlation can be calculated. The basis of the GEE model is that the common distribution of the response variable \( y_i \) for each subject does not have to be determined, only the marginal distribution of \( y_{ij} \) must be determined. For example, there are two repeated observations with a continuous normal response. Assume that the \( y_{11} \) and \( y_{12} \) distributions are two univariate normal data so that GEE can avoid the use of a more complicated multivariate distribution [19].

2.2. Estimation of the GEE Model Equation

Suppose \( y_{it} \) is the response variable for \( n \) the number of objects of observation with the time that the observation is made \( T \) times for each object \( i^{th}, i = 1,2,\ldots, n \). For each \( y_{it} \) there is a covariate \( x_{it} \) of size \( p \). Data can be expressed as a response vector \( y \) and a matrix \( X \), with the assumption that the data pair \( (y_{it}, X_{it}) \) id with \( E(y_{it}|X_{it}) = E(y_{it}|x_{it}) = x_{it}'\beta \)

The GEE \( U(\beta) \) equation can be as follows [20]:

\[ U(\beta) = \sum_{i=1}^{n} \sum_{t=1}^{T} \left[ y_{it} - x_{it}'\beta \right] \]
\[
U(\beta) = \left[ \left( \sum_{i=1}^{N} x_{mi}^{T} D \left( \frac{\partial \mu}{\partial \eta} [V(\mu_i)]^{-1} (\frac{\partial \mu}{\partial \eta})_{a(\phi)} \right) \right)_{m=1,...,p} \right]_{(p \times 1)}
\]

\[D (?) \text{ is the matrix derived from the mean of the parameter, } a (?) \text{ a function of } \phi \text{ for overdispersed data and } V (\mu_i) \text{ is a diagonal matrix derived from the form:}
\]

\[V (\mu_i) = [D(V(\mu_{ij}))^{1/2}I_{(n_{x}x_{r})}D(V(\mu_{ij}))^{1/2}]_{n_{x}x_{r}}
\]
on longitudinal data with an independent correlation structure. In general, for other forms of correlation structure the matrix \( V(\mu_i) \) can be written in the following form:

\[V (\mu_i) = \left[ D \left( V(\mu_{ij}) \right)^{\frac{1}{2}} R(\alpha)_{(n_{x}x_{r})}D(V(\mu_{ij}))^{\frac{1}{2}} \right]_{n_{x}x_{r}}
\]

In simple terms it can be written as follows:

\[V (\hat{\alpha}) = A_i^{1/2} R_i(\alpha) A_i^{1/2} \text{ or } V (\hat{\alpha}) = \phi A_i^{1/2} R_i(\alpha) A_i^{1/2}
\]

for certain distributions that are overdispersed with \( A_i = D(V(\mu_{ij})) \)

\[R (\alpha) \text{ is the correlation structure matrix which will be estimated using the parameter vector } \alpha \text{ other than that,}
\]

\[x_{mi}^{T} D \left( \frac{\partial \mu}{\partial \eta} \right) = x_{mi}^{T} D \left( \frac{\partial \mu}{\partial \eta} \right) = x_{mi}^{T} \frac{1}{x_{mi}^{T} D \left( \frac{\partial \mu}{\partial \eta} \right)}
\]

\[= D \left( \frac{\partial \mu}{\partial \eta} \right)
\]

In simple terms, the GEE model estimation equation can be written as follows:

\[U(\hat{\beta}) = \sum_{i=1}^{N} D_i^{T} [V(\hat{\alpha})]^{-1} (y_i - \mu_i) = 0 \quad (1)
\]

### 2.3 Variance-Covariance Matrix in the GEE Model

The variance-covariance estimator matrix in the GEE model, namely Naïve estimator and robust estimator, is used to test which variables are significant in the model and will also be used to test the correlation structure. The form of naïve and robust estimators is shown in equations (2) and (3):

\[V(\hat{\beta}) = \left[ \sum_{i=1}^{N} D_i^{T} (\hat{\nu}_{i}^{-1})D_i \right]^{-1} \quad (2)
\]

for data with normal distribution, \( D_i = X_i \), so

\[V(\hat{\beta}) = \left[ \sum_{i=1}^{N} X_i^{T} (\hat{\nu}_{i}^{-1})X_i \right]^{-1}
\]

Naïve estimator is used when research with small sample data (N <20).

\[V(\hat{\beta}) = \sum_{i=1}^{N} M_{0}^{-1} M_1 M_{0}^{-1} \quad (3)
\]

with

\[M_0 = \left[ \sum_{i=1}^{N} D_i^{T} (\hat{\nu}_{i}^{-1})D_i \right]
\]

\[M_1 = \left[ \sum_{i=1}^{N} D_i^{T} (\hat{\nu}_{i}^{-1}) (y_i - \hat{\mu}_i) (y_i - \hat{\mu}_i)^{T}D_i \right]
\]

robust estimators are suitable for research with large amounts of sample data.

### 2.4 Correlation Structure of the GEE Model

The correlation structure is denoted by \( R_{i}(\alpha) \), where \( \alpha \) is the average parameter of dependence between repeated observations on the subject. Whereas \( \alpha \) is the estimated correlation of the \( \alpha \) parameter which will be calculated for each correlation structure. Before testing the correlation structure, the residual error calculation is determined first with equation (4):

\[\hat{e}_{ij} = \frac{(y_{ij} - \mu_{ij})}{\sqrt{V(\hat{\mu}_{ij})/\phi}} \quad (4)
\]

The value of \( \hat{e}_{ij} \) will be used to obtain estimates of \( \hat{\alpha} \) and \( \phi \) needed to calculate the value of the correlation structure. If the data is overdispersed, then the dispersion parameter \( \phi \) must be calculated by equation (5):

\[\phi = \frac{1}{K - p} \sum_{i=1}^{N} \sum_{j=1}^{nt} \hat{e}_{ij}^{2} \quad (5)
\]

where \( K = \sum_{i=1}^{N} n_i \) and \( p \) is the number of covariates. Several types of correlation structures that will be used in this study are:

#### 2.4.1. Independent with \( R_{i}(\alpha) = I \)

This structure assumes that the response data over time is uncorrelated. The form of the independent correlation matrix is:

\[\phi = \frac{1}{K - p} \sum_{i=1}^{N} \sum_{j=1}^{nt} \hat{e}_{ij}^{2} \quad (5)\]
The correlation matrix in this exchangeable structure is:

\[
\text{Corr}(y_{ij}, y_{i,j+n}) = \rho^N, \text{ dengan } N = 0, 1, 2, \ldots, n_t - j
\]

\[
\text{Corr}(y_{ij}, y_{i,j+n}) = \begin{bmatrix}
1 & \rho & \rho^2 & \cdots & \rho^{p-1} \\
\rho & 1 & \rho & \cdots & \rho^{p-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho^{p-1} & \rho^{p-2} & \rho^{p-3} & \cdots & 1
\end{bmatrix}
\]

The estimators for this structure are:

\[
\hat{\rho} = \frac{1}{(K-1-p)^2} \sum_{t=1}^{n_t} \sum_{j=0}^{n_t-1} e_{ij} e_{ij+m} , \text{ with}
\]

\[
K_1 = \sum_{t=1}^{n_t} (n_t - 1)
\]

2.4.3. Autoregressive (AR(1)) with \(R_t(\alpha) = \rho^{|j-i|}\)

In this structure, the magnitude of the (positive) correlation decreases rapidly with each iteration time for each response. The form of the correlation matrix in this structure is:

\[
\text{Corr}(y_{ij}, y_{i,j+n}) = \rho^N, \text{ dengan } N = 0, 1, 2, \ldots, n_t - j
\]

\[
\text{Corr}(y_{ij}, y_{i,j+n}) = \begin{bmatrix}
1 & \rho & \rho^2 & \cdots & \rho^{p-1} \\
\rho & 1 & \rho & \cdots & \rho^{p-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho^{p-1} & \rho^{p-2} & \rho^{p-3} & \cdots & 1
\end{bmatrix}
\]

The estimators for this structure are:

\[
\hat{\rho} = \frac{1}{(K-1-p)^2} \sum_{t=1}^{n_t} \sum_{j=0}^{n_t-1} e_{ij} e_{i(j+1)} , \text{ with}
\]

\[
K_2 = \sum_{t=1}^{n_t} (n_t - 1)
\]

2.4.4. Unstructured

This structure does not have a special formula because it is assumed that each time of observation, the correlation of each subject will vary arbitrarily regardless of whether the difference is getting smaller or bigger. The form of the correlation matrix in this structure is:

\[
\text{Corr}(y_{ij}, y_{i,j+n}) = \begin{bmatrix}
1 & \rho_{12} & \rho_{13} & \cdots & \rho_{1p} \\
\rho_{21} & 1 & \rho_{23} & \cdots & \rho_{2p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho_{N1} & \rho_{N2} & \rho_{N3} & \cdots & 1
\end{bmatrix}
\]

The estimators for this structure are:

\[
\hat{\rho}_{ij,n} = \frac{1}{(K-p)^2} \sum_{t=1}^{N} e_{ij} e_{ij+n}
\]

The correlation structure that is more than one means that tests must be carried out to find out which correlation structure is most suitable for use in research. The number of coefficients estimated is \((K-1) / 2\) where \(K\) is the amount of time observed. Methods for testing the correlation structure are AIC and QIC. AIC stands for Akaike's Information Criterion is a correlation structure test when the parameter estimation method uses the maximum likelihood method, while for the correlation structure test when the parameter estimation method uses quasi-likelihood is the Quasi-likelihood Information Criterion (QIC).

2.5. GEE Model Parameter Estimation

Estimation of parameters in the GEE model is to solve equation (1), by first knowing the shape of the longitudinal data distribution to be analyzed. Furthermore, the data distribution model is formed into the exponential family distribution function and looks for its mean and variance. For example, longitudinal data which is assumed to be normally distributed, has the form of an exponential distribution function as follows:

\[
f(y | \mu, \sigma^2) = \frac{1}{(2\pi\sigma^2)^{1/2}} \exp \left\{ -\frac{1}{2\sigma^2} (y - \mu)^2 \right\}
\]

\[
= \exp \left\{ \ln \left( \frac{1}{2\sigma^2} (y^2 - 2y\mu + \mu^2) \right) \right\}
\]

\[
= \exp \left\{ \frac{y^2 - \mu^2}{2\sigma^2} + \ln \left( \frac{1}{2\sigma^2} (y^2 - 2y\mu + \mu^2) \right) \right\}
\]

It is obtained that \(\theta = \mu, \ b(\theta) = \frac{1}{2} \mu^2\) and \(\alpha(\phi) = \sigma^2\). For a normally distributed response variable with mean = 0 and variance = 1 (no overdispersion occurs), the resulting variance is:

\[
V(\mu) = \begin{bmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\]

The variance in the GEE model for the normal distribution is produced as follows:

\[
V(\hat{\alpha}) = \phi A_{\hat{\alpha}}^{1/2} R_1(\alpha) A_{\hat{\alpha}}^{1/2}
\]

\[
= \phi \begin{bmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\]

\[
= \phi R_1(\hat{\alpha})
\]

\[
= \phi R_1(\hat{\alpha})
\]
So that the GEE model equation for longitudinal data that is normally distributed is:
\[
\sum_{i=1}^{N} X_i^T \{ \phi R_i(\hat{\alpha}) \}^{-1} (y_i - X_i \hat{\beta}) = 0
\]

(6)

can then be broken down into:
\[
\sum_{i=1}^{N} X_i^T \{ \phi R_i(\hat{\alpha}) \}^{-1} y_i - \sum_{i=1}^{N} X_i^T \{ \phi R_i(\hat{\alpha}) \}^{-1} X_i \hat{\beta} = 0
\]
\[
\sum_{i=1}^{N} X_i^T \{ \phi R_i(\hat{\alpha}) \}^{-1} X_i \hat{\beta} = \sum_{i=1}^{N} X_i^T \{ \phi R_i(\hat{\alpha}) \}^{-1} y_i
\]
\[
\hat{\beta} = \left[ \sum_{i=1}^{N} D_i^T \{ V(\hat{\alpha}) \}^{-1} X_i \right]^{-1} \left[ \sum_{i=1}^{N} D_i^T \{ V(\hat{\alpha}) \}^{-1} y_i \right]
\]

From the example of the normal distribution model above, it can be concluded that in general the parameter \( \hat{\beta} \) can be estimated by calculating the value:
\[
\hat{\beta} = \left[ \sum_{i=1}^{N} D_i^T \{ V(\hat{\alpha}) \}^{-1} X_i \right]^{-1} \left[ \sum_{i=1}^{N} D_i^T \{ V(\hat{\alpha}) \}^{-1} y_i \right]
\]

Estimation of the \( \hat{\beta} \) parameter in the GEE model is carried out numerically to produce a convergent estimate.

3. GOODNESS OF FIT MODELS

The suitability test that will be carried out is the correlation structure test and hypothesis testing. The correlation structure test will be calculated using the Quasi-likelihood Information Criterion (QIC), while the hypothesis test will be calculated using the Wald test. QIC is used to test the correlation structure in the GEE models. Some of the correlation structures used in this study are independent, exchangeable, and AR (1). The QIC equation, namely:

\[
QIC = -2Q(\hat{\beta}, R(\hat{\alpha})) + 2 trace [(V^{-1} V(\hat{\alpha}))]
\]

with:
\[
Q(\hat{\beta}, R(\hat{\alpha})): \text{quasi-likelihood function with } \hat{\beta} \text{ estimator with selected correlation structure.}
\]
\[
V^{-1}: \text{inverse of the diagonal matrix of size } N \times N \text{ of the variance function of the dependent variable}
\]
\[
V(\hat{\alpha}): \text{variance estimation function of the selected correlation structure matrix}
\]

The model with the smallest QIC value is the model with the best correlation structure hypothesis testing on longitudinal data can be done simultaneously or partially using the Wald test. This test is conducted to see the significance of the independent variable on the dependent variable. The Wald test equation is:

\[
Z_i = \left( \frac{\hat{\beta}_{ip}}{SE(\hat{\beta}_{ip})} \right) \text{ with statistics test } Z_i = \left( \frac{\hat{\beta}_{ip}}{SE(\hat{\beta}_{ip})} \right)^2 \sim Z_{table} \text{ and reject test criteria } H_0
\]

if \( Z_i \) is outside the interval \( Z_{table} \) or P-value < \( \alpha \)

4. COMPOSITE INDEX OF CHILD WELFARE IN WEST JAVA

CWCI is a measure of the achievement of the level of child welfare that can show the level of achievement of fulfilling children’s rights. Based on the Convention on the Rights of the Child (KHA) based on Presidential Decree No. 36 of 1990, contained in Article 5 of Law No. 35 of 2014 concerning child protection. Children’s rights that must be fulfilled include: the right to survival, the right to protection, the right to development (development), the right to participate (participation), and the right to identity. Furthermore, the five rights are used as a dimension which consists of indicator variables used in determining the CWCI [16].

The exploration of CWCI data in West Java for 27 districts and cities for the 2015 - 2017 period was carried out as an implementation of the model that was built in the first phase [16] [21] [22]. Data mining in the form of primary data and secondary data. Primary data that will be explored to each district and city is needed to complete data that is not yet available at the West Java Central Statistics Agency (BPS). There are 5 dimensions of measurement with 11 indicators consisting of: under-five mortality rate, prevalence of basic and complete immunization, APS PAUD, % traveling, % having a birth certificate (for groups of 0-4 years old). Morbidity rate, prevalence of having been married, prevalence of child labor, APS 5-17 years, % traveling, % having a certificate (for the group of children aged 5-17 years). Table 1 shows indicators for the formation of CWCI at the district and city levels, including the method for determining the index [22].

| Dimensions | Need and Risk Stages |
|------------|----------------------|
|            | Toddler (0-4 years)  | Children (5-17 years) |
| Survival Rate | IMR | Morbidity |
| Protection | Prevalence of basic and complete immunization | Prevalence of ever married |
|            | APS PAUD | Prevalence of child labor |
| Growth and development | APS 5 – 17 years |
| Participation | % traveling | % traveling |
5. CASE STUDIES AND DATA ANALYSIS

The case study used is data on CWCI 27 districts and cities in West Java in 2015 - 2017. The independent variables as covariates are 5 dimensions, namely: survival (X1), protection (X2), growth and development (X3), participation (X4) and Identity (X5) with the response variable is CWCI (Y) [16] [21] [22].

5.1 Test assumptions

The assumption tests carried out are the correlation test, multicollinearity test, normality test, and heteroscedasticity test. The results obtained are as follows:

5.1.1. Correlation Test

The GEE model is effective if the response variable in the analyzed data is correlated for each observation time. Therefore, it is necessary to prove that the CWCI data for 2015-2017 are correlated. Using EViews the output is as shown in Table 2 below:

| Year | 2015 | 2016 | 2017 |
|------|------|------|------|
| 2015 | 1    | 0.989662 | 0.985012 |
| 2016 | 0.989662 | 1    | 0.998991 |
| 2017 | 0.985012 | 0.998991 | 1    |

The results in Table 2 show that the CWCI response variable data correlates at each observation time (2015-2017) with a correlation value almost close to 1.

5.1.2. Multicollinearity Test

The multicollinearity test that may appear on the free variable covariates from the longitudinal data needs to be checked whether there is multicollinearity between the independent variables. The test results are shown in Table 3.

| Variable | Coefficient | Std. Error | t-Statistic | Prob. |
|----------|-------------|------------|-------------|-------|
| Intersep | 0.13941     | 0.140208   | 0.994331    | 0.3233|
| X1       | -0.00085    | 0.001401   | -0.60907    | 0.5443|
| X2       | 0.00203     | 0.001081   | 1.88115     | 0.0638|
| X3       | 0.00374     | 0.002050   | 1.82539     | 0.0719|
| X4       | 0.00028     | 0.000367   | 0.77165     | 0.4427|
| X5       | -0.00501    | 0.000782   | -6.40938    | 0.0000|

5.1.3. Normality test

The normality test is carried out on the CWCI data, with the test results shown in Table 4 which is the output of Eviews. It can be seen that the Jarque-Bera value is 0.577410 with a p-value of 0.749233, meaning that the hypothesis that the data is normally distributed can be accepted.

5.1.4. Heteroscedasticity Test

Furthermore, it will be tested whether the CWCI data has heteroscedasticity. By using the Glejser method on EViews, the output is as shown in Table 5. Based on the results in the table above, it can be seen that all variables have Prob <0.05, except X5, so it can be concluded that the data has heteroscedasticity problems. This can be done by using the GEE model.

The rule of the Glejser method is that if Prob <α then the data experiences heteroscedasticity. The next step is to estimate the parameters on the CWCI data and the
independent variables using the GEE model using four different types of correlation structures. Estimating parameters is assisted by using R software.

5.2 Estimation of model parameters

The correlation structures used in the GEE model are: independent, exchangeable, AR (1) and unstructured. The response variable is CWCI normally distributed, so the equation for estimating the GEE model parameters that are normally distributed is in equation (2.6). Calculating the parameter values for each model was done using R software. Table 6 shows the estimation results of the four correlation structures used. It can be seen that the estimation results are not significantly different for each of the regression parameters for the independent variables. The difference is seen in the estimation results of the intercept parameters. The standard error (SE) values for the Naive estimator and robust are all significant.

Table 6. Estimation Parameter Results

| coef | Independent | Exchangeable | AR (1) | Unstructured |
|------|-------------|--------------|--------|--------------|
|      | Estimation  | naive SE     | robust SE | Estimation  | naive SE | robust SE | Estimation  | naive SE | robust SE | Estimation  | naive SE | robust SE |
|      |             |              |         |             |           |           |             |           |           |             |           |           |
| Intercept | -0.0068 | 0.0095 | 0.0112 | -0.0106 | 0.0080 | 0.0190 |
| X1   | 0.2000 | 0.0003 | 0.0002 | 0.2001 | 0.0003 | 0.0002 |
| X2   | 0.1995 | 0.0003 | 0.0002 | 0.1995 | 0.0002 | 0.0002 |
| X3   | 0.1994 | 0.0005 | 0.0003 | 0.1994 | 0.0004 | 0.0003 |
| X4   | 0.1999 | 0.0001 | 0.0000 | 0.1999 | 0.0000 | 0.0000 |
| X5   | 0.2008 | 0.0002 | 0.0003 | 0.2008 | 0.0001 | 0.0003 |

The rule of the Glejser method is that if Prob <α then the data experiences heteroscedasticity. The next step is to estimate the parameters on the CWCI data and the independent variables using the GEE model using four different types of correlation structures. Estimating parameters is assisted by using R software.

5.3 Goodness of Fit Models

The suitability test that will be carried out is the correlation structure test and hypothesis testing. correlation structure test using QIC in software R is generated respectively QIC_ind = 9.0344, QIC_exc = 9.2024, QIC_AR (1) = 14.5439. From the resulting QIC value, it can be concluded that the best correlation structure is a model with an independent correlation structure. Meanwhile, to test the suitability hypothesis, namely by using the Wald test, with the R software produced in Table 7.

By looking at the Wald value with the p-value, it can be seen that the p-value is <0.005 which indicates that H0 is rejected, which means that all independent variables (X1, X2, X3, X4, X5) are significant to the model. Only the intercept is not significant because the p-value is> 0.005, so it must be removed from the model, so that the estimation of model parameters used in general does not differ significantly for all correlation structures.

Table 7. Wald Test Result

|            | Wald  | p-value |
|------------|-------|---------|
| Intercep   | 0.27  | 0.61    |
| X1         | 8.73 x 10^9 | < 2e-16 |
| X2         | 9.49 x 10^9 | < 2e-16 |
| X3         | 3.87 x 10^9 | < 2e-16 |
| X4         | 1.1 x 10^9  | < 2e-16 |
| X5         | 2.72 x 10^9  | < 2e-16 |

6. CONCLUSION

In this study, a research was carried out on the estimation steps of the longitudinal regression model parameters with four types of correlation structures using the Generalized Estimating Equation (GEE) method. Determination of the best model using the QIC and Wald test. The application of the model was carried out on the Composite Child Welfare Index (CWCI) data as a response variable and dimensions of survival, protection, growth and development, participation and identity as independent variables for 2015-2017 in 27 districts / cities in West Java Province.

The results of the case study analysis show that CWCI data is good for analysis using the GEE model because it takes into account the correlation that appears in the response variable due to repetition in data collection. The GEE model can also be used for data experiencing heteroscedasticity such as CWCI data. The best GEE models in general do not differ significantly for the four types of correlation structures, with the intercept parameter fit test being insignificant.
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