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Abstract

Recently, syntactic information has helped significantly to improve statistical machine translation. However, the use of syntactic information may have a negative impact on the speed of translation because of the large number of rules, especially when syntax labels are projected from a parser in syntax-augmented machine translation. In this paper, we propose a syntax-label clustering method that uses an exchange algorithm in which syntax labels are clustered together to reduce the number of rules. The proposed method achieves clustering by directly maximizing the likelihood of synchronous rules, whereas previous work considered only the similarity of probabilistic distributions of labels. We tested the proposed method on Japanese-English and Chinese-English translation tasks and found order-of-magnitude higher clustering speeds for reducing labels and gains in translation quality compared with previous clustering method.

1 Introduction

In recent years, statistical machine translation (SMT) models that use syntactic information have received significant research attention. These models use syntactic information on the source side (Liu et al., 2006; Mylonakis and Sima’an, 2011), the target side (Galley et al., 2006; Huang and Knight, 2006) or both sides (Chiang, 2010; Hanneman and Lavie, 2013) produce syntactically correct translations. Zollmann and Venugopal (2006) proposed syntax-augmented MT (SAMT), which is a MT system that uses syntax labels of a parser. The SAMT grammar directly encodes syntactic information into the synchronous context-free grammar (SCFG) of Hiero (Chiang, 2007), which relies on two nonterminal labels. One problem in adding syntax labels to Hiero-style rules is that only partial phrases are assigned labels. It is common practice to extend labels by using the idea of combinatory categorial grammar (CCG) (Steedman, 2000) on the problem. Although this extended syntactical information may improve the coverage of rules and syntactic correctness in translation, the increased grammar size causes serious speed and data-sparseness problems. To address these problems, Hanneman and Lavie (2013) coarsen syntactic labels using the similarity of the probabilistic distributions of labels in synchronous rules and showed that performance improved.

In the present work, we follow the idea of label-set coarsening and propose a new method to group syntax labels. First, as an optimization criterion, we use the logarithm of the likelihood of synchronous rules instead of the similarity of probabilistic distributions of labels. We tested the proposed method on Japanese-English and Chinese-English translation tasks and found order-of-magnitude higher clustering speeds for reducing labels and gains in translation quality compared with previous clustering method.

2 Syntax-Augmented Machine Translation

SAMT is an instance of SCFG $\mathcal{G}$, which can be formally defined as

$$\mathcal{G} = (\mathcal{N}, S, T_{\sigma}, T_{\tau}, \mathcal{R})$$

where $\mathcal{N}$ is a set of nonterminals, $S \in \mathcal{N}$ is a start label, $T_{\sigma}$ and $T_{\tau}$ are the source- and target-side terminals, and $\mathcal{R}$ is a set of synchronous rules. Each synchronous rule in $\mathcal{R}$ takes the form

$$X \rightarrow \{\alpha, \beta, \sim\}$$
where $X \in \mathcal{N}$ is a nonterminal, $\alpha \in (\mathcal{N} \cup \mathcal{T}_\sigma)^*$ is a sequence of nonterminals or source-side terminals, and $\beta \in (\mathcal{N} \cup \mathcal{T}_\sigma)^*$ is a sequence of nonterminals or target-side terminals. The number $\#NT(\alpha)$ of nonterminals in $\alpha$ is equal to the number $\#NT(\beta)$ of nonterminals in $\beta$, and $\sim: \{1, \ldots, \#NT(\alpha)\} \rightarrow \{1, \ldots, \#NT(\beta)\}$ is a one-to-one mapping from nonterminals in $\alpha$ to nonterminals in $\beta$. For each synchronous rule, a nonnegative real-value weight $w(X \rightarrow \langle \alpha, \beta, \sim \rangle)$ is assigned and the sum of the weights of all rules sharing the same left-hand side in a grammar is unity.

Hierarchical phrase-based SMT (Hiero) (Chiang, 2007) translates by using synchronous rules that only have two nonterminal labels $X$ and $S$ but have no linguistic information. SAMT augments the Hiero-style rules with syntax labels from a parser and extends these labels based on CCG. Although the use of extended syntax labels may increase the coverage of rules and improve the potential for syntactically correct translations, the growth of the nonterminal symbols significantly affects the speed of decoding and causes a serious data-sparseness problem.

To address these problems, Hanneman and Lavie (2013) proposed a label-collapsing algorithm, in which syntax labels are clustered by using the similarity of the probabilistic distributions of clustered labels in synchronous rules. First, Hanneman and Lavie defined the label-alignment distribution as

$$P(s|t) = \frac{\#(s,t)}{\#(t)}$$

where $\mathcal{N}_s$ and $\mathcal{N}_t$ are the source- and target-side nonterminals in synchronous rules, $s \in \mathcal{N}_s$ and $t \in \mathcal{N}_t$ are syntax labels from the source and target sides, $\#(s,t)$ denotes the number of left-hand-side label pairs, and $\#(t)$ denotes the number of target-side labels. Second, for each target-side label pair $(t_i, t_j)$, we calculate the total distance $d$ of the absolute differences in the likelihood of labels that are aligned to a source-side label $s$:

$$d(t_i, t_j) = \sum_{s \in \mathcal{N}_s} |P(s|t_i) - P(s|t_j)|$$

Next, the closest syntax-label pair of $\hat{\ell}$ and $\hat{\ell}'$ is combined into a new single label. The agglomerative clustering is applied iteratively until the number of the syntax labels reaches a given value.

The clustering of Hanneman and Lavie proved successful in decreasing the grammar size and providing a statistically significant improvement in translation quality. However, their method relies on an agglomerative clustering with a worst-case time complexity of $O(|\mathcal{N}|^2 \log |\mathcal{N}|)$. Also, clustering based on label distributions does not always imply higher-quality rules, because it does not consider the interactions of the nonterminals on the left-hand side and the right-hand side in each synchronous rule.

### 3 Syntax-Label Clustering

As an alternative to using the similarity of probabilistic distributions as a criterion for syntax-label clustering, we propose a clustering method based on the maximum likelihood of the synchronous rules in a training data $D$. We use the idea of maximizing the Bayesian posterior probability $P(M|D)$ of the overall model structure $M$ given data $D$ (Stolcke and Omohundro, 1994). While their goal is to maximize the posterior

$$P(M|D) \propto P(M)P(D|M)$$

we omit the prior term $P(M)$ and directly maximize the $P(D|M)$. A model $M$ is a clustering structure\(^1\). The synchronous rule in the data $D$ for SAMT with target-side syntax labels is represented as

$$X \rightarrow \langle a_1 Y^{(1)} a_2 Z^{(2)} a_3, b_1 Y^{(1)} b_2 Z^{(2)} b_3 \rangle$$

where $a_1, a_2, a_3$ and $b_1, b_2, b_3$ are the source- and target-side terminals, respectively. $X$, $Y$, $Z$ are nonterminal syntax labels, and the superscript number indicates alignment between the source- and target-side nonterminals. Using Equation (4) we maximize the posterior probability $P(D|M)$ which we define as the probability of right-hand side given the syntax label $X$ of the left-hand side rule in the training data as follows:

$$\sum_{X \rightarrow \langle \alpha, \beta, \sim \rangle \in D} \log P_r(\langle \alpha, \beta, \sim \rangle|X)$$

For the sake of simplicity, we assume that the generative probability for each rule does not depend on the existence of terminal symbols and that the reordering in the target side may be ignored. Therefore, Equation (5) simplifies to

$$\sum_{X \rightarrow \langle \alpha_1 Y^{(1)} a_2 Z^{(2)} a_3, b_1 Y^{(1)} b_2 Z^{(2)} b_3 \rangle} \log p(Y, Z|X)$$

\(^1P(M)$ is reflected by the number of clusters.
3.1 Optimization Criterion

The generative probability in each rule of the form of Equation (6) can be approximated by clustering nonterminal symbols as follows:

\[
p(Y, Z|X) \approx p(Y|c(Y)) \cdot p(Z|c(Z)) \cdot p(c(Y), c(Z)|c(X))
\]

(7)

where we map a syntax label \( X \) to its equivalence cluster \( c(X) \). This can be regarded as the clustering criterion usually used in a class-based n-gram language model (Brown et al., 1992). If each label on the right-hand side of a synchronous rule (4) is independent of each other, we can factor the joint model as follows:

\[
p(Y, Z|X) \approx p(Y|c(Y)) \cdot p(Z|c(Z)) \cdot p(c(Y)|X) \cdot p(c(Z)|X)
\]

(8)

We introduce the predictive idea of Uszkoreit and Brants (2008) to Equation (8), which doesn’t condition on the clustered label \( c(X) \), but directly on the syntax label \( X \):

\[
p(Y, Z|X) \approx p(Y|c(Y)) \cdot p(Z|c(Z)) \cdot p(c(Y)|X) \cdot p(c(Z)|X)
\]

(9)

The objective in Equation (9) is represented using the frequency in the training data as

\[
\frac{N(Y)}{N(c(Y))} \cdot \frac{N(X, c(Y))}{N(X)} \cdot \frac{N(Z)}{N(c(Z))} \cdot \frac{N(X, c(Z))}{N(X)}
\]

(10)

where \( N(X) \) and \( N(c(X)) \) denote the frequency\(^2\) of \( X \) and \( c(X) \), and \( N(X, K) \) denotes the frequency of cluster \( K \) in the right-hand side of a synchronous rule whose left-hand side syntax label is \( X \). By replacing the rule probabilities in Equation (9) with Equation (10) and plugging the result into Equation (6), our objective becomes

\[
F(C) = \sum_{Y \in \mathcal{N}} N(Y) \cdot \log \left( \frac{N(Y)}{N(c(Y))} \right) + \sum_{X \in \mathcal{N}, K \in \mathcal{C}} N(X, K) \cdot \log \left( \frac{N(X, K)}{N(X)} \right)
\]

\[
= \sum_{Y \in \mathcal{N}} N(Y) \cdot \log N(Y)
\]

\[
- \sum_{Y \in \mathcal{N}} N(Y) \cdot \log N(c(Y))
\]

\[
+ \sum_{X \in \mathcal{N}, K \in \mathcal{C}} N(X, K) \cdot \log N(X, K)
\]

\[
- \sum_{X \in \mathcal{N}, K \in \mathcal{C}} N(Y) \cdot \log N(X, K)
\]

(11)

\(^2\)We use a fractional count (Chiang, 2007) which adds up to one as a frequency.

Table 1: Outline of syntax-label clustering method

| Operation                                      |
|------------------------------------------------|
| start with the initial mapping \( label X \rightarrow c(X) \) |
| compute objective function \( F(C) \)            |
| for each label \( X \) do                       |
| remove label \( X \) from \( c(X) \)             |
| for each cluster \( K \) do                     |
| move label \( X \) tentatively to cluster \( K \) |
| compute \( F(C) \) for this exchange            |
| move label \( X \) to cluster with maximum \( F(C) \) |
| do until the cluster mapping does not change    |

where \( \mathcal{C} \) denotes all clusters and \( \mathcal{N} \) denotes all syntax labels. For Equation (11), the last summation is equivalent to the sum of the occurrences of all syntax labels, and canceled out by the first summation. \( K \) in the third summation considers clusters in a synchronous rule whose left-hand side label is \( X \), and we let \( \mathcal{c}(X) \) denote a set of those clusters. The second summation equals \( \sum_{K \in \mathcal{C}} N(K) \cdot \log N(K) \). As a result, Equation (11) simplifies to

\[
F(C) = \sum_{X \in \mathcal{N}, K \in \mathcal{c}(X)} N(X, K) \cdot \log N(X, K)
\]

\[
- \sum_{K \in \mathcal{C}} N(K) \cdot \log N(K)
\]

(12)

3.2 Exchange Clustering

We used an exchange clustering algorithm (Uszkoreit and Brants, 2008) which was proven to be very efficient in word clustering with a vocabulary of over 1 million words. The exchange clustering for words begins with the initial clustering of words and greedily exchanges words from one cluster to another such that an optimization criterion is maximized after the move. While agglomerative clustering requires recalculation for all pair-wise distances between words, exchange clustering only demands computing the difference of the objective for the word pair involved in a particular movement. We applied this exchange clustering to syntax-label clustering. Table 1 shows the outline. For initial clustering, we partitioned all the syntax labels into clusters according to the frequency of syntax labels in synchronous rules. If remove and move are as computationally intensive as computing the change in \( F(C) \) in Equation (12), then the time complexity of remove and move is \( O(K) \) (Martin et al., 1998), where \( K \) is the number of clusters. Since the remove procedure is called once for each label and, for a given label, the move procedure is called \( K - 1 \) times
to find the maximum $F(C)$, the worst-time complexity for one iteration of the syntax-label clustering is $O(|N|K^2)$. The exchange procedure is continued until the cluster mapping is stable or the number of iterations reaches a threshold value of 100.

## 4 Experiments

### 4.1 Data

We conducted experiments on Japanese-English (ja-en) and Chinese-English (zh-en) translation tasks. The ja-en data comes from IWSLT07 (Fordyce, 2007) in a spoken travel domain. The tuning set has seven English references and the test set has six English references. For zh-en data we prepared two kind of data. The one is extracted from FBIS, which is a collection of news articles. The other is 1 M sentences extracted randomly from NIST Open MT 2008 task (NIST08). We use the NIST Open MT 2006 for tuning and the MT 2003 for testing. The tuning and test sets have four English references. Table 2 shows the details for each corpus. Each corpus is tokenized, put in lower-case, and sentences with over 40 tokens on either side are removed from the training data. We use KyTea (Neubig et al., 2011) to tokenize the Japanese data and Stanford Word Segmenter (Tseng et al., 2005) to tokenize the Chinese data. We parse the English data with the Berkeley parser (Petrov and Klein, 2007).

### 4.2 Experiment design

We did experiments with the SAMT (Zollmann and Venugopal, 2006) model with the Moses (Koehn et al., 2007). For the SAMT model, we conducted experiments with two label sets. One is extracted from the phrase structure parses and the other is extended with CCG. We applied the proposed method (+clustering) and the baseline method (+coarsening), which uses the Hanneman label-collapsing algorithm described in Section 2, for syntax-label clustering to the SAMT models with CCG. The number of clusters for each clustering was set to 80. The language models were built using SRILM Toolkits (Stolcke, 2002). The language model with the IWSLT07 is a 5-gram model trained on the training data, and the language model with the FBIS and NIST08 is a 5-gram model trained on the Xinhua portion of English GigaWord. For word alignments, we used MGIZA++ (Gao and Vogel, 2008). To tune the weights for BLEU (Papineni et al., 2002), we used the n-best batch MIRA (Cherry and Foster, 2012).

## 5 Results and analysis

Tables 3 and 4 present the details of SAMT grammars with each label set learned by the experiments using the IWSLT07 (ja-en), FBIS and NIST08 (zh-en), which include the number of syntax labels and synchronous rules, the values of the objective ($F(C)$), and the standard deviation (SD) of the number of labels assigned to each cluster. For NIST08 we applied only the + clustering because the + coarsening needs a huge amount of computation time. Table 5 shows the differences between the BLEU score and the rule number for

---

### Table 2: Data sets: The “sent” column indicates the number of sentences. The “src-tokens” and “tgt-tokens” columns indicate the number of words in the source- and the target-side sentences.

| Data   | Lang | Training | Development | Test |
|--------|------|----------|-------------|------|
|        |      | sent    | sent        | sent |
|        |      | src-tokens | tgt-tokens | tgt-tokens |
| IWSLT07 | J to E | 40 K | 483 K | 369 K | 500 | 7.4 K | 489 | 3.7 K |
| FBIS   | C to E | 302 K | 2.7 M | 3.4 M | 1,664 | 47 K | 919 | 30 K |
| NIST08 | C to E | 1 M | 15 M | 17 M | |

### Table 3: SAMT grammars on ja-en experiments

| Label set | Label | Rule | F(C) | SD |
|-----------|-------|------|------|----|
| FBIS      | parse | 63   | 0.3 K | -  |
|           | CCG   | 3,147| 4.2 M | -  |
|           | + coarsening | 80   | 2.4 M | -3.8 e+08 | 249 |
|           | + clustering | 80   | 3.8 M | -7.2 e+07 | 73  |

### Table 4: SAMT grammars on zh-en experiments

| Label set | Label | Rule | F(C) | SD |
|-----------|-------|------|------|----|
| FBIS      | parse | 70   | 2.1 M | -  |
|           | CCG   | 5,460| 60 M  | -  |
|           | + coarsening | 80   | 32 M  | -1.5 e+10 | 526 |
|           | + clustering | 80   | 38 M  | -7.9 e+09 | 154 |
| NIST08    | parse | 70   | 12 M  | -  |
|           | CCG   | 7,328| 120 M | -  |
|           | + clustering | 80   | 100 M | -2.6 e+10 | 218 |

---

3 LDC2003E14
4 Using the relax-parse with option SAMT 4 for IWSLT07 and FBIS and SAMT 2 for NIST08 in the Moses
each cluster number when using the IWSLT07 dataset.

Since the +clustering maximizes the likelihood of synchronous rules, it can introduce appropriate rules adapted to training data given a fixed number of clusters. For each experiment, SAMT grammars with the +clustering have a greater number of rules than with the +coarsening and, as shown in Table 5, the number of synchronous rules with +clustering increase with the number of clusters. For +clustering with eight clusters and +coarsening with 80 clusters, which have almost 2.4M rules, the BLEU score of +clustering with eight clusters is higher. Also, the SD of the number of labels, which indicates the balance of the number of labels among clusters, with +clustering is smaller than with +coarsening. These results suggest that +clustering maintain a large-scale variation of synchronous rules for high performance by balancing the number of labels in each cluster.

The number of synchronous rules grows as you progress from +coarsening to +clustering and finally to raw label with CCG. To confirm the effect of the number of rules, we measured the decoding time per sentence for translating the test set by taking the average of ten runs with FBIS corpus. +coarsening takes 0.14 s and +clustering takes 0.16 s while raw label with CCG takes 0.37s. Thus the increase in the number of synchronous rules adversely affects the decoding speed.

Table 6 presents the results for the experiments using ja-en and zh-en with the BLEU metric. SAMT with parse have the lowest BLEU scores. It appears that the linguistic information of the raw syntax labels of the phrase structure parses is not enough to improve the translation performance. Hiero has the higher BLEU score than SAMT with CCG on zh-en. This is likely due to the low accuracy of the parses, on which SAMT relies while Hiero doesn’t. SAMT with +clustering have the higher BLEU score than raw label with CCG. For SAMT with CCG using IWSLT07 and FBIS, though the statistical significance tests were not significant when \( p < 0.05 \), +clustering have the higher BLEU scores than +coarsening. For these results, the performance of +clustering is comparable to that of +coarsening. For the complexity of both clustering algorithm, though it is difficult to evaluate directly because the speed depends on how each algorithm is implemented, +clustering is an order of magnitude faster than +coarsening. For the clustering experiment that groups 5460 raw labels with CCG into 80 clusters using FBIS corpus, +coarsening takes about 1 week whereas +clustering takes about 10 minutes.

| Cluster | 80 | 40 | 8 | 4 | +coarsening |
|---------|----|----|---|---|-------------|
| BLEU    | 50.21 | 49.49 | 49.96 | 50.25 | 49.54 |
| Rule    | 3.8 M | 3.5 M | 2.4 M | 2.2 M | 2.4 M |

Table 5: BLEU score and rule number for each cluster number using IWSLT07

| Model  | ja-en       | parse | CCG  | zh-en       | parse | CCG  |
|--------|-------------|-------|------|-------------|-------|------|
| SAMT   | 42.58       | 48.77 | 23.66| 26.97       | 24.87 | 27.28|
| +coarsening | -    | 49.54 | -   | 27.12       | -    | -   |
| +clustering | 50.21 | -    | 27.47| -            | -    | -   |
| Hiero  | 42.58 | 48.77 | 23.66| 26.97       | 24.87 | 27.28|
| PB-SMT | 49.14 | -    | 28.31| -            | -    | -   |

Table 6: BLEU scores on each experiments

6 Conclusion

In this paper, we propose syntax-label clustering for SAMT, which uses syntax-label information to generate syntactically correct translations. One of the problems of SAMT is the large grammar size when a CCG-style extended label set is used in the grammar, which make decoding slower. We cluster syntax labels with a very fast exchange algorithm in which the generative probabilities of synchronous rules are maximized. We demonstrate the effectiveness of the proposed method by using it to translate Japanese-English and Chinese-English tasks and measuring the decoding speed, the accuracy and the clustering speed. Future work involves improving the optimization criterion. We expect to make a new objective that includes the terminal symbols and the reordering of nonterminal symbols that were ignored in this work. Another interesting direction is to determine the appropriate number of clusters for each corpus and the initialization method for clustering.
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\( ^5 \) As another baseline, we also used Phrase-based SMT (Koehn et al., 2003) and Hiero (Chiang, 2007).
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