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ABSTRACT

Information is stored in various domains like finance, banking, hospital, education, etc. Nowadays, data stored in medical databases are growing rapidly. The proposed approach entails three parts comparable to preprocessing, attribute selection, and classification C5.0 algorithms. This work aims to design a machine-based diagnostic approach using various techniques. These algorithms improve the efficiency of mining risk factors of chronic kidney diseases, but there are also have some shortcomings. To overcome these issues and improve an effectual clinical decision support system exhausting classification methods over a large volume of the dataset for making better decisions and predictions, this paper presents grouping classification assembly through consuming the C5.0 algorithm, pointing towards assembling time to acquire great accuracy to identify an early diagnosis of chronic kidney disease patients with risk level by analyzing the chronic kidney disease dataset.
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INTRODUCTION

In data mining is an analyzing or discovering good knowledge to develop the meaningful collection of data from a huge amount of data using the knowledge. The health specifying care is the solicitation of information using machine learning algorithms. To developing also exploring healthcare data records analytical surroundings are using various methods to superior raise the value of health-related problem to prediction.

Health-care record data is mostly gorgeous derived from a worldwide diversity of foundations such as sensor devices, images, text in the system of automated electrical archives. In this miscellaneous in the collection of data and depiction method clues to several trials in together the handling process and analysis of the original data. World wide assortment in the methods is essential to evaluate dissimilar forms of records (Reddy & Aggarwal, 2015).

The kidneys’ operations are to pass through a filter of the blood. It eliminates unwanted blood to regulate the stability of electrolytes and fluid. It strains blood, they create urine, which two bean-shaped structure of the kidney. Every one kidney surrounds a million things of unit so-called nephrons (Urinary Incontinence, n.d.).
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Factors of Chronic Kidney Disease

The following are some of the factors which lead to chronic kidney disease, the main cause is diabetes and others are hypertension, smoke, fatness, heart illness, family record, alcohol, and age problem.

Symptoms

Some of the warning sign is listed down, that could be variations to urinary function, plasma in the urine, bulge & pain, severe tiredness and weakness.

Types: Acute and Chronic

- Acute Prerenal Kidney Failure - Suddenly decreases blood flow.
- Acute Intrinsic Kidney Failure - Straight injury to the kidneys foundations unexpected damage in kidney.
- Chronic Prerenal Kidney Failure – Gradually decreases blood flow.
- Chronic Intrinsic Kidney Failure - Direct damage to the kidneys cause a gradual loss in kidney function (Bala & Kumar, 2014).

Chronic Kidney Disease (CKD) is a worldwide health crisis. In 2019, the World Health Organization agree to fifty-eight million deaths and 35 million recognized to chronic kidney disease. The world level 850 million people now predicted to have kidney diseases from many causes, chronic kidney disease causes at least 2.4 million deaths world wide-reaching per year sixth fastest-growing cause of disease and death. Dialysis is a fashion of life for many patients pain with kidney sicknesses in India. The medical record of Government of TamilNadu, India, Every one year 2.2 Lakh fresh patients affected by final point renal disease or end-stage renal disease. According to the Global Burden of Disease (GBD) learning, kidney disease was hierarchical 27th 1990 but rose to 18th in 2010 and 9th in 2019. Motivations on the development and use of machine learning algorithms for classical methods using other machine learning approaches to achieve high accuracy.

Figure 1 represents the various factors are affecting the patient data are evaluated with healthcare data analytics.

RELATED WORKS

A Literature survey refers to a critical summary. Literature reviews contextualize research about a topic. A literature review is an evaluative report of studies found in the literature related to a selected area. The review should describe, summarize, evaluate and clarify this literature. It determines the

Figure 1. Affecting factors of the Healthcare Data Analytics
context of the research around a subject area. It is appraising explosion preparations start in the literature associated with a particular area. The journal should designate, review, estimate from the survey (Feature Selection, n.d.). It is a full theory base aimed at the study and benefits the researcher to the environment of the investigation. The analyses have been done on various topics of an outline. The root of the prevailing information, everybody to building advanced knowledge and thought for advance study perseverance (Queens U, n.d.) (Table 1).

FINDINGS

From this review, it is concrete that healthcare decision support clinical performance can be assessed by smearing, machine learning techniques can be valued by various algorithms. In this survey, our research work ordered as three parts. The best algorithm is deep learning to deal with huge datasets, using an R programming language is used. This research work presents an algorithm on the classification structure by various artificial intelligence and machine learning algorithms that have resulted in good accuracy. In the future, the proposed research work has been successfully implemented in R with the Graphical User Interface (GUI) environment.

Overview of the Model

The first objective is an early diagnosis of Chronic Kidney Disease (CKD) patients with risk levels by analyzing chronic kidney disease dataset. This objective plays a valuable role in current research since many patients suffer from this disease around the world (Figures 2-3).

Phase 1: Preprocess

- Dataset Depiction
- Cataloging

The second objective is the power of the feature selection using machine learning methods to detect the patients with the risk level of chronic kidney diseases while affected by particular symptoms of a particular disease (Figures 4-9).

Phase 2: Feature Extraction

- oneR
- Random Forest
- Relief
- Symmetrical Uncertainty
- Chi_Square
- Information_Gain
- Gain_Ratio

Attribute Selection

It is likewise a feature selection (HKU, n.d.). Now, choosing to apply features and neglect the inappropriate attributes. These methods were applied to the preprocessed data set which has 4050 samples, concentrated on picking out all attributes. The greatest attribute variety technique is to gain ratio feature selection that has been functional to the preprocessed records (Celik et al., 2014).

Gain Ratio Feature Selection

It is attributed variety technique to gain ratio with the attribute method. The feature selection method is used to extract the relevant features and discard the irrelevant features. This method applied for chronic kidney disease datasets (Celik et al., 2014):
| Author                        | Problem                                     | Software        | Techniques                  | Accuracy Performance (%) |
|-------------------------------|---------------------------------------------|-----------------|----------------------------|--------------------------|
| Dowlaru, et al. (2012)        | Analysis of Kidney stone                    | WEKA Tool       | Naive Bayes Classification | 0.99                     |
|                               |                                             |                 | Logistic Regression        | 1.00                     |
|                               |                                             |                 | J48 Algorithm              | 0.97                     |
|                               |                                             |                 | Random Forest              | 0.98                     |
|                               |                                             | ORANGE Tool     | Naive Bayes                | 0.79                     |
|                               |                                             |                 | K-NN                       | 0.7377                   |
|                               |                                             |                 | Classification tree        | 0.9352                   |
|                               |                                             |                 | C4.5                       | 0.9352                   |
|                               |                                             |                 | SVM                        | 0.9198                   |
|                               |                                             |                 | Random Forest              | 0.9352                   |
| Lakshmi, et al. (2014)        | Problem with Kidney dialysis                | TANAGRA         | ANN                        | 93.852                   |
|                               |                                             |                 | Decision Tree(C5)          | 78.4455                  |
|                               |                                             |                 | Logical Regression         | 74.7438                  |
| Eych, et al. (2012)           | A.K.I                                       | matlab          | Gaussian-aROC              | 0.758                    |
|                               |                                             |                 | Gaussian- RMSER            | 0.408                    |
| Zadeh, et al. (2013)          | Early AVF Failure                           | WEKA Tool       | W-Simple Cart              | 85.11                    |
|                               |                                             |                 | WJ48                       | 80.85                    |
| Abeer Y. Al- Hyari, et al.    | Enduring Kidney disease                     | WEKA Tool       | Decision tree              | --                       |
|                               | (2012)                                      |                 |                            |                          |
| Song et al. (2012)            | Renal failure Hemodialysis                  | WEKA Tool       | Decision tree              | 60-80                    |
| Sriraam, et al. (2006)        | Treatment of Kidney Dialysis                | WEKA Tool       | Association Rule           | 97.7                     |
| Jain, et al. (2014)           | Nephrotic syndrome(total protein)           | TANAGRA Tool    | C4.5                       | 11 (error rate)          |
| Jose, et al. (2012)           | Analysis of Kidney Image                    | MATLAB          | Association Rule           | 92                       |
|                               |                                             |                 | Navie Bayes                |                          |
| Kumar, et al. (2012)          | Kidney Stone treatment and symptoms         | WEKA            | ANN                        | MLP 0.9613               |
|                               |                                             |                 |                            | LVQ 0.8459               |
|                               |                                             |                 |                            | RBF 0.8732               |
| Leung, et al. (2013)          | Danger forms in diabetic kidney disease     | MATLAB          | SVM                        | 0.91                     |
|                               |                                             |                 | PLS                        | 0.83                     |
|                               |                                             |                 | FFNN                       | 0.85                     |
|                               |                                             |                 | RPART                      | 0.87                     |
|                               |                                             |                 | Random Forest              | 0.91                     |
|                               |                                             |                 | Naive Bayes                | 0.86                     |
|                               |                                             |                 | C5.0                       | 0.90                     |
| Bala, et al. (2014)           | Review of Kidney Disease Prediction         | -               | -                          | -                        |
| Vijayarani, et al. (2015a)    | Kidney Disease Prediction                   | MATLAB          | SVM                        | 76.32                    |
|                               |                                             |                 | ANN                        | 87.70                    |
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| Author                  | Problem                                                                 | Software | Techniques                  | Accuracy Performance (%) |
|-------------------------|-------------------------------------------------------------------------|----------|-----------------------------|--------------------------|
| Vijayarani, et al. (2015b) | Arrangement Processes for Kidney Ailment Forecast                       | MATLAB   | SVM                         | 76.32                    |
|                         |                                                                         |          | Naïve Bayes                 | 70.96                    |
| Sinha, et al. (2015)    | Learning of Lasting Kidney Virus Expectation                           | MATLAB   | SVM                         | 0.7375                   |
|                         |                                                                         |          | KNN                         | 0.7875                   |
| Jena, et al. (2015)     | Guess of Chronic-Kidney-Disease                                        | WEKA     | Naïve Bayes                 | 95                       |
|                         |                                                                         |          | Multilayer Perceptron       | 99.75                    |
|                         |                                                                         |          | SVM                         | 62                       |
|                         |                                                                         |          | J48                         | 99                       |
|                         |                                                                         |          | Conjuctive Rule             | 94.75                    |
|                         |                                                                         |          | Decision Table              | 99                       |
| Ramya, et al. (2016)    | Judgment of Chronic Kidney Disease                                    | R        | BP                          | 80.4                     |
|                         |                                                                         |          | RBF                         | 85.3                     |
|                         |                                                                         |          | Random Forest (RF)          | 78.6                     |
| Celik, et al. (2014)    | Diagnosis besides Estimate of Fleeting Kidney Disease                 | WEKA     | SVM                         | 97.06                    |
|                         |                                                                         |          | Decision Tree               | 96.12                    |
| Norouzi, et al. (2016)  | Renal Miscarriage Problem in CKD                                       | MATLAB   | ANFIS                       | 95                       |
| Sharma, et al. (2016)   | Chronic Kidney Disease Diagnosis                                      | MATLAB   | Decision Tree               | 98.60                    |
|                         |                                                                         |          | SVM                         | 90.50                    |
|                         |                                                                         |          | ANN - MLFFNN                | 88.50                    |
|                         |                                                                         |          | KNN                         | 88.88                    |
|                         |                                                                         |          | Discriminant Analysis       | 90.80                    |
| Kumar, M., (2016)       | Prediction of Chronic Kidney Disease                                  | MATLAB   | RF                          | 95.67                    |
|                         |                                                                         |          | SMO                         | 90                       |
|                         |                                                                         |          | Naïve Bayes                 | 87.64                    |
|                         |                                                                         |          | RBF                         | 83.78                    |
|                         |                                                                         |          | MLPC                        | 89                       |
|                         |                                                                         |          | SLG                         | 87                       |
| Chatterjee, et al. (2017)| Chronic Kidney Disease Classification                                | MATLAB   | MLP-FFN                     | 96.33                    |
|                         |                                                                         |          | PSO-NN                      | 98.5                     |
|                         |                                                                         |          | NN-MCS                      | 99.6                     |
| Subhashini, et al. (2017)| Performance analysis of Chronic Kidney Disease                        | MATLAB   | ANN                         | 93                       |
|                         |                                                                         |          | KNN                         | 96.76                    |
|                         |                                                                         |          | S_V_M                       | 87                       |
|                         |                                                                         |          | Naïve _Bayes                | 88.9                     |
|                         |                                                                         |          | Decision _Tree              | 86                       |
|                         |                                                                         |          | Fuzzy_Ambiguous__Classifier | 90                       |
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| Author                      | Problem                                      | Software | Techniques                  | Accuracy Performance (%) |
|-----------------------------|----------------------------------------------|----------|-----------------------------|--------------------------|
| Alasker, et al. (2017)      | Detection of Kidney Disease                  | WEKA     | ANN                         | 99.5 100                 |
|                             |                                              |          | Naive Bayes                 | 99.5 100                 |
|                             |                                              |          | Decision Table              | 97.619                   |
|                             |                                              |          | J48                         | 98.4127                  |
|                             |                                              |          | One R                       | 99.2063                  |
|                             |                                              |          | KNN                         | 97.619                   |
| Mahdavi-mazdeh, et al. (2018)| Predict chronic kidney disease progression  | MATLAB   | ANFIS                        | 98                       |
| Lakshmanaprabu, et al. (2019)| Medical decision support system              | MATLAB   | DNN                         | 98.25                    |
|                             |                                              |          | PSO                         | 99.25                    |
| Pasadana, et al. (2019)     | Chronic Kidney Disease Prediction            | MATLAB   | Decision _Stump              | 92                       |
|                             |                                              |          | Hoeffding _Tree             | 95.75                    |
|                             |                                              |          | J_48                        | 99                       |
|                             |                                              |          | CTC                         | 97                       |
|                             |                                              |          | J48graft                    | 98.75                    |
|                             |                                              |          | LMT                         | 98                       |
|                             |                                              |          | NB _Tree                    | 98.5                     |
|                             |                                              |          | Random _Forest              | 100                      |
|                             |                                              |          | Random _Tree                | 95.5                     |
|                             |                                              |          | REP Tree                    | 96.75                    |
|                             |                                              |          | Simple Cart                 | 97.5                     |
| Shetty, et al. (2019)       | CKD Prediction                               | Pycharm  | SVM                         | 90.09                    |
| Ahmad, M., et al. (2017)    | Chronic condition of kidney disease         | R        | SVM                         | 98.34                    |
| Allassaf, R.A., et al. (2018)| Preemptive Diagnosis of Chronic Kidney Disease | Weka and Python | ANN                        | 98                       |
|                             |                                              |          | SVM                         | 98                       |
|                             |                                              |          | Naive Bayes                 | 98                       |
|                             |                                              |          | K-NN                        | 93.9                     |
| Aljaaf, A.J., et al. (2018) | Initial Estimate of CKD                     | MATLAB   | RPART                       | 95.6                     |
|                             |                                              |          | SVM                         | 95                       |
|                             |                                              |          | LOGR                        | 98.1                     |
|                             |                                              |          | MLP                         | 98.1                     |
| Arif-Ul-Islam and Ripon, S.H., Rule (2019) | Regulation Orientation of CKD | Weka | AdaBoost                    | 99                       |
|                             |                                              |          | LogitBoost                  | 99.75                    |
| Avci, E., et al. (2018)     | Performance comparison of CKD               | WEKA     | NB                          | 95                       |
|                             |                                              |          | k-star                      | 97.75                    |
|                             |                                              |          | SVM                         | 91.75                    |
|                             |                                              |          | J48                         | 99                       |
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### Table 1. Continued

| Author                        | Problem                                                      | Software | Techniques                      | Accuracy Performance (%) |
|-------------------------------|--------------------------------------------------------------|----------|---------------------------------|--------------------------|
| Banerjee, A., et al. (2019)   | Food Recommendation of CKD                                   | MATLAB   | Random Forest                   | 99.75                    |
|                               |                                                              |          | SVM                             | 98.25                    |
|                               |                                                              |          | Naïve Bayes                     | 95.5                     |
| Basarslan, M.S., and Kayaalp, F., (2019) | Detection of Chronic Kidney Disease                           | MATLAB   | K-Nearest Neighbor              | 97                       |
|                               |                                                              |          | Naïve Bayes                     | 96.5                     |
|                               |                                                              |          | LR                              | 97.56                    |
|                               |                                                              |          | RF                              | 99                       |
| Bhaskar, N., and Suchetha, M., (2019) | Automated Sensing of Chronic Kidney Disease                  | MATLAB   | CNN-SVM                         | 98.04                    |
| Lakshmanaprabu, S.K., et al.  | Clinical decision support system                              | MATLAB   | DNN                             | 98.25                    |
|                               |                                                              |          | PSO-DNN                         | 99.25                    |
| Shankar, K., et al. (2018)    | Finest attribute Selection                                    | MATLAB   | D_N_N                           | 98                       |
|                               |                                                              |          | C_N_N                           | 90                       |
|                               |                                                              |          | N_N                             | 92                       |
|                               |                                                              |          | B_P                             | 80                       |
|                               |                                                              |          | K_N_N                           | 79                       |
| Zhang, H., et al. (2018)      | Survival Prediction                                           | Python   | Classical MLPs                  | 97.69                    |
|                               |                                                              |          | LASSO preset MLPs               | 93.23                    |
| Dulhare, U.N., and Mohammad Ayesha, M., (2016) | Mining of CKD                                                | Weka     | Naïve Bayes                     | 85                       |
|                               |                                                              |          | Naïve Bayes with OneR           | 97.5                     |
| Devika R, et al. (2019)       | Classify to CKD                                               | MATLAB   | Naïve Bayes                     | 99.635                   |
|                               |                                                              |          | K_N_N                           | 87.79                    |
|                               |                                                              |          | Random_Forest                   | 99.844                   |
| Jain, D., and Singh, V., (2018) | Various level of CKD                                         | MATLAB   | SVM                             | 99                       |
|                               |                                                              |          | ANN                             | 95                       |
| Lee, M.-C., Wu, S.-F. V., Hsieh, N.-C., & Tsai, J.-M. (2016) | Kidney_Self-esteemed progress                                | Meta- data-Analysis | -                        |                          |
| Almansour, N.A., et al. (2019) | NN and SVM prediction CKD: Review study                      | WEKA     | ANN                             | 99.75                    |
|                               |                                                              |          | SVM                             | 97.75                    |
| Zhao, J., et al. (2019)       | Expecting consequences of CKD using EMR                      | MATLAB   | Random Forest                   | 98.75                    |
|                               |                                                              |          | Sequential Minimal Optimization, | 97.75                    |
|                               |                                                              |          | Naïve Bayes                     | 98.25                    |
|                               |                                                              |          | Radial Basis Function           | 95                       |
|                               |                                                              |          | Multilayer Perceptron Classifier | 90                       |
|                               |                                                              |          | Simple Logistic                 | 92                       |
Entropy (D) = \(-\sum_{j=1}^{m} p_j \log_2 (p_j)\)  

\(1\)

Info Gain (D, A) = Entropy (D) - \(\sum_{j=1}^{v} \frac{D_j}{D} \times \text{Entropy} (D_j)\)  

\(2\)

Gain Ratio (A) = Entropy (D) – Information Gain A (D)  

\(3\)
Figure 4. OneR

| attr_importance | ID     | age    | ageg   | sex    | occu3  | edu2   | sbp    | dbp    | htn    | smoking | alc    | dx     | ldl    | ld1g   | uhc    | egfr   |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|--------|--------|--------|--------|--------|--------|
| attr_importance | 0.000000e+00 | 2.148148e-02 | 1.481481e-02 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 0.000000e+00 | 2.469136e-03 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 5.551115e-17 | 2.538502e-01 |

Figure 5. Random

| attr_importance | ID     | age    | ageg   | sex    | occu3  | edu2   | sbp    | dbp    | htn    | smoking | alc    | dx     | ldl    | ld1g   | uhc    | egfr   |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|--------|--------|--------|--------|--------|--------|
| attr_importance | 5.4184276 | 12.0455084 | 8.5505324 | 0.3803352 | 2.3442413 | -1.9016220 | 8.6162261 | 3.5450150 | 7.3814191 | -0.4258979 | -0.3421356 | 6.7957406 | 4.9443505 | 4.6541099 | -0.7720223 | 422.1423430 |

Figure 6. Relief

| attr_importance | ID     | age    | ageg   | sex    | occu3  | edu2   | sbp    | dbp    | htn    | smoking | alc    | dx     | ldl    | ld1g   | uhc    | egfr   |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|--------|--------|--------|--------|--------|--------|
| attr_importance | 2.600930e-02 | 2.897436e-02 | 7.666667e-02 | 0.000000e+00 | 2.500000e-02 | 3.008081e-02 | 7.105263e-03 | 5.000000e-02 | 0.000000e+00 | 0.000000e+00 | 0.000000e+00 | 0.000000e+00 | 0.000000e+00 | 0.000000e+00 | 6.321321e-03 | 3.000000e-02 | -5.551115e-18 | 2.209169e-01 |
Information Gain $A (D) = \sum_{j=1}^{n} \frac{D_j}{D} \times \text{Entropy} (D_j)$ \hspace{1cm} (4)

This research work focuses on the gain ratio feature selection that comes under the filter method, which uses the measures entropy, information gain and gains ratio. Other feature selection methods are:

- Chi-square
- Random forest
- Relief
- OneR
- Symmetrical uncertainty
The third objective is the optimization of classical machine learning algorithms using another machine learning approaches to achieve high accuracy.

Part 3: Classification

- Decision Tree
- C4.5 Algorithm
- C5.0 Algorithm

Figure 10 represents the various parts are represented the patient data is evaluated with the healthcare data analytics block diagram of Chronic Kidney Disease (CKD).

DATA COLLECTION

The chronic kidney data set files are composed of prediction is based on the given attributes. This dataset has thirty-two attributes that predict the CKD. It contains an attribute such as age, age group sex, (systolic and diastolic) blood_pressure, specific_gravity, albumin, sugar, red_blood_cells, plus_cell, pus_cell_clumps, bacteria, blood_glucose_random, blood_urea, serum_creatine, sodium, potassium, hemoglobin, packed_cell_volume, white_blood_cell_count, red_blood_cell count, hypertension, diabetes_mellitus, appetite, pedal_edema, Low_density lipoprotein, smoking_status, alcohol_drinking, anemia, Estimatedglomerularfiltration_rate, CKD Level and Class. Initially, data size are 4050 records and 33 attributes are preprocessing, attribute variety techniques, cataloging or classification algorithms toward spread over chronic kidney data using performance evaluation (Tables 2-3).

RESULTS

C5.0 Algorithm

It is an important classification algorithm for decision tree. These algorithms are handling continued values or categorical values. Feature selection is an essential phase to create the
decision_tree. Associating to a Decision tree, C4.5 and C5.0 uppermost process. It was performed on pre-pruning. One of the decision tree classification algorithms. Entropy, information_gain and gain_ratio measures are considered and the classification model was developed. Applied on the data set to determine the unknown samples. Many classification methods are available to predict overall performance. That C5.0 is one of the best decision tree classification algorithms. It can handle continuous and categorical values. It can handle numeric attributes. Comparing with ID3, C4.5 and C5.0. C5.0 has the highest speed and pre-pruning. So, the proposed system carries out the prediction operation using the C5.0 classifier. Attribute selection is the fundamental step to construct a decision tree. Entropy, information gain, and gain ratio are used to process attribute selection. During attribute selection, C5.0 algorithm selects the root node of the decision tree (Figures 11-12).

Advantages:
- Accurate result
- Less memory space for the large data set
- Less time to build a model
- Increasing level support
- Highest speed
- Handle continuous value, categorical values and multi-value

Disadvantage:
- Empty branches and insignificant branches are allowed
Table 2. Attributes of Chronic Kidney Disease Dataset

| S. No | Attribute Name                  | Attribute Type | Attribute Code | Possible Values |
|-------|---------------------------------|----------------|----------------|-----------------|
| 1.    | Age                             | Numeric        | age            | E, VG, G, F, P  |
| 2.    | Age Group                       | Numeric        | ageg           | E, VG, G, F, P  |
| 3.    | Sex                             | Nominal        | Sex            | E, VG, G, F, P  |
| 4.    | Systolic Blood Pressure         | Numeric        | sysbp          | E, VG, G, F, P  |
| 5.    | Diastolic Blood Pressure        | Numeric        | diabp          | E, VG, G, F, P  |
| 6.    | Specific Gravity                | Numeric        | sap            | E, VG, G, F, P  |
| 7.    | Albumin                         | Numeric        | alb            | E, VG, G, F, P  |
| 8.    | Sugar                           | Numeric        | sug            | E, VG, G, F, P  |
| 9.    | Red Blood Cell                  | Nominal        | rbc            | E, VG, G, F, P  |
| 10.   | Pus Cell                        | Nominal        | pcell          | E, VG, G, F, P  |
| 11.   | Pus Cell Clumps                 | Nominal        | pcellc         | E, VG, G, F, P  |
| 12.   | Bacteria                        | Numeric        | bac            | E, VG, G, F, P  |
| 13.   | Blood Glucose Random            | Numeric        | bgr            | E, VG, G, F, P  |
| 14.   | Blood Urea                      | Numeric        | blu            | E, VG, G, F, P  |
| 15.   | Serum Creatine                  | Numeric        | sercr          | E, VG, G, F, P  |
| 16.   | Sodium                          | Numeric        | sdi            | E, VG, G, F, P  |
| 17.   | Potassium                       | Numeric        | pota           | E, VG, G, F, P  |
| 18.   | Hemoglobin                      | Numeric        | hg             | E, VG, G, F, P  |
| 19.   | Packed_Cell_Volume              | Numeric        | p_c_v          | E, VG, G, F, P  |
| 20.   | White_Blood_Cell_Count          | Numeric        | w_b_c_c        | E, VG, G, F, P  |
| 21.   | Red_Blood_Cell_Count            | Numeric        | r_b_c_c        | E, VG, G, F, P  |
| 22.   | Hypertension                    | Nominal        | hyptn          | E, VG, G, F, P  |
| 23.   | Diabetes Mellitus               | Numeric        | diamin         | E, VG, G, F, P  |
| 24.   | Appetite                        | Nominal        | app            | E, VG, G, F, P  |
| 25.   | Pedal Edema                     | Nominal        | peed           | E, VG, G, F, P  |
| 26.   | Low Density Lipoprotein         | Numeric        | ldl            | E, VG, G, F, P  |
| 27.   | smoking status                  | Numeric        | smo            | E, VG, G, F, P  |
| 28.   | Alcohol Drinking                | Numeric        | alc            | E, VG, G, F, P  |
| 29.   | Anemia                          | Nominal        | ane            | E, VG, G, F, P  |
| 30.   | Coronary Artery Disease         | Nominal        | Coad           | E, VG, G, F, P  |
| 31.   | Estimated Glomerular Filtration Rate | Numeric   | egfr          | E, VG, G, F, P  |
| 32.   | CKD Level                       | Numeric or Nominal | ckd     | E, VG, G, F, P  |
| 33.   | Class                           | Numeric or Nominal | Class     | E, VG, G, F, P  |
Table 3. Testing Performance for Chronic Kidney Disease Identification

| Main Testing                                                                 | Prediction         |
|------------------------------------------------------------------------------|--------------------|
| All attributes measure level compare to Estimated Glomerular Filtration Rate (egfr) |                    |
| Excellent                                                                     | Normal             |
| Very Good                                                                     | Mild               |
| Good                                                                          | Moderate           |
| Fair                                                                          | Severe             |
| Poor or Failure                                                               | End-stage          |

Figure 11. C5.0 Algorithm

![C5.0 Algorithm Diagram](image)

Figure 12. Pseudocode for C5.0 Classifier

```
Input: Chronic Kidney Data
Output: Selected Attributes
Step1: Read the data
Step2: Calculate entropy value
Step3: Compute information gain for each and every attribute
Step4: Compute gain ratio using entropy and information gain
Step5: Find the attribute with the highest gain ratio value
Step6: If there is no more attribute, the tree construction was completed. (Returns a leaf labeled with the most frequent class or the disjunction of all the classes).
```
**C5.0 Classification**

Numerous classification algorithms available to predict early stages are identified for CKD. It is the topmost algorithms. So, the proposed system carries out the prediction operation using the C5.0 classifier. In the proposed system, the C5.0 classifier classifies chronic kidney disease stages into predetermined classes such as normal (Excellent), mild (very good), moderate (Good), severe (Fair) and end-stage (Poor or Failure).

C5.0 algorithm applies the chronic kidney disease data to predicting all stages and identifies early stages for analyzing less time consuming and higher accuracy comparing other machine learning algorithms.

**DECISION TREE**

It signifies a test node. It is used to organize an order by beginning at the root other than a leaf node (Quinlan, 1986).

A decision tree is a supervised classification, which predicts both the classifier and regression models. Classification trees are mainly used to classify an object to a predetermined class based on the attributes. The tree contains no incoming edge is called as root, The node through one outward edge is named an internal_node, all other nodes stay notorious as leaf node which has no outgoing edge. Using the training sets the classifier model has been developed, the testing set was applied to the classification model to predict the previously unknown class (Figure 13).

**C4.5 Algorithm**

C4.5 is the basic classification algorithm for decision tree. It was developed by Quinlan. To uses a gain _ratio by way of a split the selection process. By calculating entropy and splitting information of an attribute. It is based on attributes selection for numeric and missing data values. Faster than the ID3 algorithm. It also cannot deal with missing values. A decision tree is built to scrutinizing a regular training examples class brands are identified. This selection is an identified model smeared to decide the property of unidentified models (Figures 14-15).

**Advantages:**

- accurate result
- less memory space for the large data set
- less time to build a model
- short searching time

**Disadvantages:**

- Empty branches and insignificant branches are allowed
- Overfitting is one of the most important problems in the C4.5 algorithm

**Figure 13. Pseudocode for Decision Tree**

```
Input: Chronic kidney data with selected features
Output: Classified data for Decision Tree
Step1: Apply S to D to find a splitting criterion
Step2: If (t is not a leaf node)
   Step3: Create children nodes of t
Step4: Partition D into children partitions
Step5: Repeat on each partition
Step6: End
```
In conclusion, chronic kidney disease considers approaching toward developing recommendations for machine learning techniques in healthcare has become a real-world emerging for obtaining accurate results of medical diagnosis, using the machine learning techniques involved the healthcare is evolving into a promising field for improving outcomes with reducing costs. Thus the system can improve the efficiency of mining risk factors of chronic kidney disease, but there are also have some shortcomings. To overcome these issues, improve an effectual clinical judgment care structure chronic kidney disease decision support system consuming classification algorithms over a large volume of the dataset for making better decisions and predictions. The gain ratio feature selection method is best and fewer time associates other selection methods. The information is verified by classification C5.0 algorithms. Then to predict chronic kidney disease using the C5.0 is high accuracy bring about and less time complexity in 100% cataloging accuracy.
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