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Abstract. We prove existence, uniqueness, and regularity for a reaction-diffusion system of coupled bulk-surface equations on a moving domain modelling receptor-ligand dynamics in cells. The nonlinear coupling between the three unknowns is through the Robin boundary condition for the bulk quantity and the right hand sides of the two surface equations. Our results are new even in the non-moving setting, and in this case we also show exponential convergence to a steady state. The primary complications in the analysis are indeed the nonlinear coupling and the Robin boundary condition. For the well posedness and essential boundedness of solutions we use several De Giorgi-type arguments, and we also develop some useful estimates to allow us to apply a Steklov averaging technique for time-dependent operators to prove that solutions are strong. Some of these auxiliary results presented in this paper are of independent interest by themselves.
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1. Introduction

In this paper, we are interested in a reaction-diffusion system (motivated by biology) involving an equation on a moving bulk domain which has a nonlinear coupling to two surface equations on the boundary of the moving domain. We address the issues of well posedness and regularity as well as convergence of the solution to a steady state. The precise geometric setting is as follows. For each \( t \in [0,T] \), let \( D(t) \subset \mathbb{R}^{d+1} \) be a Lipschitz domain containing a \( C^2 \)-hypersurface \( \Gamma(t) \) which separates \( D(t) = I(t) \cup \Omega(t) \) into an interior region \( I(t) \) and an exterior (Lipschitz) domain \( \Omega(t) \) (see Figure 1). We suppose that the surface \( \Gamma(t) \) and the outer boundary \( \partial D(t) \)

![Figure 1. A sketch of the geometric set-up.](image)

both evolve in time with normal kinematic velocity fields \( V \) and \( V_\partial \) respectively. In addition, the points in \( \Omega(t) \) and \( \Gamma(t) \) are subject to material velocity fields \( V_\Omega \) and \( V_\Gamma \) respectively. These material velocity fields may arise from physical processes in the regions such as fluid flow. In order for the material velocity \( V_\Gamma \) to be compatible with the movement of the surface, its normal component must agree with the evolution: \( (V_\Gamma \cdot \nu)\nu = V \). We
propose to study the following reaction-diffusion system of equations

\[ \begin{align*}
  u_t + \nabla \cdot (u \nabla u) - \delta_\Omega \Delta u &= 0 \quad \text{in } \Omega(t) \\
  \delta_\Omega \nabla u \cdot \nu + u (\nabla u - \nabla u_0) \cdot \nu &= r(u, w, z) \quad \text{on } \Gamma(t) \\
  \nabla u \cdot \nu &= 0 \quad \text{on } \partial D(t) \\
  \partial^\nu w + w \nabla \cdot \mathbf{V} + \nabla \cdot (w \nabla u) - \delta_\Gamma \Delta \Gamma w &= r(u, w, z) \quad \text{on } \Gamma(t) \\
  \partial^\nu z + z \nabla \cdot \mathbf{V} + \nabla \cdot (z \nabla u) - \delta_k \Delta \Gamma z &= -r(u, w, z) \quad \text{on } \Gamma(t)
\end{align*} \]

where \( \partial^\nu w = w_t + \nabla w \cdot \mathbf{V} \) is the normal time derivative (see [11, 22] and also Appendix A), \( \nabla \Gamma \) stands for the tangential gradient on \( \Gamma(t) \) and \( \Delta \Gamma \) denotes the Laplace–Beltrami operator on \( \Gamma(t) \), understood as the tangential divergence of the tangential gradient. In (1), \( \nu \) means the unit normal on \( \Gamma(t) \) pointing out of \( \Omega(t) \) and \( \nabla \Gamma \) means the tangential component of \( \nabla \Gamma \). The particular reaction term \( r \) we take to be

\[ r(u, w, z) = \frac{1}{\delta_k} z - \frac{1}{\delta_k} uw. \]

The constants \( \delta_\Omega, \delta_\Gamma, \delta_{k\Gamma}, \delta_k \) and \( \delta_k \) are positive (physically based) parameters and we supplement the system above with non-negative and bounded initial data:

\[ (u(0), w(0), z(0)) = (u_0, w_0, z_0) \in L^\infty(\Omega_0) \times L^\infty(\Gamma_0)^2 \quad \text{and} \quad u_0, w_0, z_0 \geq 0, \]

where \( \Omega_0 := \Omega(0) \) and \( \Gamma_0 := \Gamma(t) \). The system (1) is a reaction-diffusion system on an evolving space and it can be derived using conservation and mass balance laws involving fluxes that reflect the presence of the different velocity fields in the model we have in mind; details of this derivation can be found in Appendix A. Although this paper is mainly focused on the mathematical analysis of (1), our motivation for studying the model (with the particular reaction term, the geometry, range of parameters and initial data) stems from a biological application to receptor-ligand dynamics that we shall describe in §1.3.

As we already wrote, we are interested in questions of existence and uniqueness of weak solutions and their regularity. We will prove that solutions are in fact strong solutions, meaning that the equations hold pointwise almost everywhere. To achieve this for \( u \) (which has a challenging Robin boundary condition) we apply a Steklov averaging technique for which we develop some tools since the elliptic operators are time-dependent due to the domain movement. These results have wider applicability: they can be used for showing regularity to other parabolic equations on moving domains or with time-dependent coefficients. It is also worth highlighting that our results, which we shall present in §1.2, are new even in the non-moving case when there is no domain evolution or material flow. In this case, the system (1) simplifies to

\[ \begin{align*}
  u_t - \delta_\Omega \Delta u &= 0 \quad \text{in } \Omega \\
  \delta_\Omega \nabla u \cdot \nu &= r(u, w, z) \quad \text{on } \Gamma \\
  \nabla u \cdot \nu &= 0 \quad \text{on } \partial D \\
  w_t - \delta_\Gamma \Delta \Gamma w &= r(u, w, z) \quad \text{on } \Gamma \\
  z_t - \delta_k \Delta z &= -r(u, w, z) \quad \text{on } \Gamma.
\end{align*} \]

Furthermore, we will specialise to this special case later on when we show exponential convergence to an equilibrium as \( t \to \infty \).

Apart from the domain evolution and the various velocity fields in the model, another interesting feature of (1) is that it is a system with cross-diffusion [47, 39, 44]. Indeed, setting \( v := w + z \) and eliminating for example \( z \), we see that \( v \) solves

\[ \partial^\nu v + v \nabla \cdot \mathbf{V} + \nabla \cdot (v \nabla u) - \delta_{k\Gamma} \Delta \Gamma v = (\delta_k - \delta_{k\Gamma}) \Delta \Gamma w \]

and the presence of the extraneous Laplacian of \( w \) justifies this classification. This cross term causes considerable problems in the existence proof as we shall see later. Some papers emphasising the nature, difficulties and peculiarities of systems with cross-diffusion that are somewhat related to ours include [8, 35, 36].

This paper extends the work by Elliott, Ranner and Venkataraman in [23] where the authors considered the system (1) on a fixed domain with the \( z \) variable absent, i.e., they studied the 2 × 2 system involving only \( u \) and \( w \). As we will see later, the inclusion of the \( z \) species considerably complicates the analysis. In [34], the authors consider a two-component coupled bulk-surface system on a moving domain in a similar type of domain as ours. Some other papers featuring bulk-surface interaction on moving domains are [37, 30, 3, 36]. The nearest models to the 3 × 3 system (1) with the nonlinear coupling (2) studied in the literature are all posed on the same domain with nonlinearities present as right hand side source terms (as opposed to a combination of source terms and the Robin boundary condition as we have), i.e., systems of the form

\[ \begin{align*}
  u_t - \delta_1 \Delta u &= r(u, w, z) \quad \text{in } \Omega \\
  w_t - \delta_2 \Delta w &= r(u, w, z) \quad \text{in } \Omega \\
  z_t - \delta_3 \Delta z &= -r(u, w, z) \quad \text{in } \Omega
\end{align*} \]
with the reaction term (2) and appropriate boundary conditions and initial data on a stationary bounded domain \( \Omega \). These are used to model chemical reactions [43]. The properties of such systems are well understood and have a wide literature, eg. see [43, 38, 27] for existence results and [17] for asymptotic behaviour. The main difficulty of the problem in consideration in the current paper is indeed the presence of the nonlinear coupling through the boundary condition, which in some aspects requires a rather more delicate analysis.

1.1. Weak formulation of the problem. The system of interest is set in a domain which evolves with time and scalar fields are subject to a material velocity field. Therefore, we have to make clear the precise functional setting we will work on and what we mean by a solution to (1). One way to consider this problem is to define the evolution as a family of diffeomorphisms that, for each time, pull back the domain to a fixed reference domain. In other words, the evolution of the domain \( \Omega(t) \) with boundary \( \Gamma(t) \) can be thought as the transport of a fixed reference domain \( \Omega_0 \) with boundary \( \Gamma_0 \). More precisely, we assume that there exists a flow \( \Phi: [0, T] \times \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d+1} \) such that

1. \( \Phi_t := \Phi(t, \cdot): \Omega_0 \rightarrow \Omega(t) \) is a \( C^2 \)-diffeomorphism with \( \Phi_0(\Gamma_0) = \Gamma(t) \)
2. \( \Phi_t \) solves the ODE

\[
\frac{d}{dt}\Phi_t(\cdot) = V_p(t, \Phi_t(\cdot))
\]

\( \Phi_0 = \text{Id}. \)

Here, the map \( V_p: [0, T] \times \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{d+1} \) is a continuously differentiable velocity field representing a particular parametrisation of the domain, and it must satisfy

\[
(V_p|_\Gamma \cdot \nu) = V \quad \text{and} \quad (V_p|_{\partial\Omega} \cdot \nu) = V_o.
\]

in order to be compatible with the prescribed evolution of \( \Gamma(t) \) and \( \partial\Omega(t) \) given by the velocity fields \( V \) and \( V_o \). One may always choose \( V_p \) to coincide with \( V \) and \( V_o \) but for numerical realisations it can be beneficial to choose \( V_p \) differently to avoid mesh degeneration, see [22, 24]. Moreover, this vector field \( V_p \) is essential in deriving a useful notion of time derivative in a setting of moving domains. It is well known that for a sufficiently smooth quantity \( u \) defined in \( \Omega(t) \) its (classical or strong) material derivative is given by

\[
\partial^*_t u(t) = u_x(t) + \nu u(t) \cdot V_p(t)
\]

(see [2, 3] and references therein). This is equivalent to a total derivative (taking into account that space points \( x \) also depend on time and their trajectory has been parametrised with a velocity given by \( V_p \)).

Under the circumstances given above, the mapping \( \phi_{-t} \) defined by \( \phi_{-t} u := u \circ \Phi_t \) defines a linear homeomorphism between the spaces \( L^p(\Omega(t)), H^1(\Omega(t)) \) and the reference spaces \( L^p(\Omega_0), H^1(\Omega_0) \) [3, 1]. The same is true for the corresponding Sobolev spaces on \( \Gamma \) [1]. If we also assume

1. \( \Phi_t := \Phi(t, \cdot): \Omega_0 \rightarrow \Gamma(t) \) is a \( C^1 \)-diffeomorphism
2. \( \Phi(t) \in C^1([0, T] \times \Omega_0) \)

then the above property also holds for the fractional Sobolev space \( H^{1/2}(\Gamma(t)) \) [3, §5.4.1].

We may then define the Banach spaces \( L^p_{H^{1/2}(\Omega)}, L^2_{H^{1/2}(\Omega)}, L^p_{L^\infty(\Gamma)}, L^2_{L^\infty(\Gamma)}, L^p_{H^1(\Gamma)}, L^2_{H^1(\Gamma)}, L^2_{H^{1/2}(\Gamma)} \), which are Hilbert spaces for \( p = q = 2 \). Here, the notation \( L^p_X \) stands for

\[
L^p_X := \left\{ u : [0, T] \rightarrow \bigcup_{t \in [0, T]} X(t) \times \{t\}, \quad t \mapsto (\hat{u}(t), t) \mid \phi_{-t} \hat{u}(\cdot) \in L^p(0, T; X_0) \right\}
\]

where for each \( t \in [0, T] \), the map \( \phi_{-t}: X(t) \rightarrow X_0 \) is a linear homeomorphism; the corresponding norm is

\[
||u||_{L^p_X} := \left( \int_0^T ||u(t)||^p_{X(t)} \right)^{\frac{1}{p}}
\]

(for \( p = \infty \) we make the obvious modification). These are generalisations of Bochner spaces to handle (sufficiently regular) time-evolving Banach spaces \( X \equiv \{X(t)\}_{t \in [0, T]} \). These spaces were first defined in the (Hilbertian) Sobolev space setting by Vierling in [18] and the theory was subsequently generalised by the first two of the present authors along with Stinner in [2] to an abstract Hilbertian setting and by the first two present authors in [1] to a more general Banach space setting. In [2] it is also defined a notion of a weak time derivative (or weak material derivative), which in the context of this paper is as follows. We say that a function \( u \in L^2_{H^1(\Omega)} \) has a weak material derivative \( \partial^*_t u \in L^2_{H^1(\Omega)} \), if

\[
\int_0^T \langle \partial^*_t u(t), \eta(t) \rangle_{H^1(\Omega), H^1(\Omega)} = -\int_0^T \int_{\Omega(t)} u(t) \partial^*_t \eta(t) - \int_0^T \int_{\Omega(t)} u(t) \eta(t) \nu \cdot V_p
\]

holds for all smooth and compactly supported (in time) functions \( \eta \), where \( \partial^*_t \eta(t) \) is the classical material derivative given by the formula (6). A similar formula with the correct modifications defines the weak material
given two solutions \( \frac{\partial}{\partial t} u \in L^2_{H^{-1}(\Gamma)} \) for a function \( u \in L^2_{H^{-1}(\Gamma)} \) — for this, all the integrals and duality products involving \( \Omega \) are replaced by \( \Gamma \) and also the term \( \nabla \cdot \mathbf{V}_p \) becomes \( \nabla \cdot \mathbf{V}_p \).

Instead of the cumbersome notation \( \frac{\partial}{\partial t} \mathbf{V}_p, \frac{\partial}{\partial t} \mathbf{V}_p \), we will just write the weak material derivative as \( \dot{u} \); the reader should bear in mind that this is an abuse of notation since there are two different derivatives on two different domains.

With these objects at hand, we define the evolving Sobolev–Bochner spaces

\[
H^1_{H^1(\Omega)} = \{ u \in L^2_{H^1(\Omega)} \mid \dot{u} \in L^2_{H^1(\Omega)} \} \quad \text{and} \quad H^1_{L^2}(\Omega) = \{ u \in L^2_{H^1(\Omega)} \mid \dot{u} \in L^2_{L^2(\Omega)} \}
\]

and the Sobolev–Bochner spaces on the surfaces in the obvious manner. We do not give the precise technical details and properties of these spaces here but refer to [2, 3, 1] for the interested reader.

**Remark 1.1.** Strictly speaking, it is a misnomer to call \( \dot{u} \) as defined above the weak material derivative since the velocity field \( \mathbf{V}_p \) associated to it in its very definition is not (in general) the material velocity field but a parametrised velocity field. We nonetheless persist with this terminology.

In the model (1) a material derivative does not feature explicitly, so, in order to be able to formulate the problem in an appropriate functional analysis setting, we add and subtract the term \( \nabla u \cdot \mathbf{V}_p \) to both sides of the first equation in (1) to obtain (after some manipulation)

\[
\dot{u} + u \nabla \cdot \mathbf{V}_\Omega - \delta \Delta u + \nabla u \cdot (\mathbf{V}_\Omega - \mathbf{V}_p) = 0,
\]

and a similar equation can be derived for the surface PDEs. For convenience, we will define the jumps

\[
J_{\Omega} := \mathbf{V}_\Omega - \mathbf{V}_p, \quad J_{\Gamma} := \mathbf{V}_\Gamma - \mathbf{V}_p \quad \text{and} \quad j := (\mathbf{V}_\Omega - \mathbf{V}_\Gamma) \cdot \nu = J_{\Omega}|_{\Gamma} \cdot \nu
\]

where \( j \) is the jump in the normal velocities on \( \Gamma \). Observe \( J_{\Gamma} = \mathbf{V}_\Gamma^+ - \mathbf{V}_\Gamma^- \) has no normal component. Finally, the problem (1) we consider can be rewritten as

\[
\begin{align*}
\dot{u} + u \nabla \cdot \mathbf{V}_\Omega &- \delta \Delta u + \nabla \cdot (J_{\Omega} u) = 0 \quad \text{in } (\Omega(t)) \\
\delta \nabla u \cdot \nu - u j & = r(u, w, z) \quad \text{on } (\Gamma(t)) \\
\dot{w} + w \nabla \cdot \mathbf{V}_p &- \delta \nabla \cdot \mathbf{V}_\Gamma \cdot \mathbf{V}_p - \delta \nabla \cdot \mathbf{V}_\Gamma \cdot (J_{\Gamma} w) = r(u, w, z) \quad \text{on } (\Gamma(t)) \\
\dot{z} + z \nabla \cdot \mathbf{V}_p &- \delta \nabla \cdot \mathbf{V}_\Gamma \cdot \mathbf{V}_p - \delta \nabla \cdot \mathbf{V}_\Gamma \cdot (J_{\Gamma} z) = -r(u, w, z) \quad \text{on } (\Gamma(t))
\end{align*}
\]

and it is this form of the system that we work with in the rest of the paper. Now we define what we mean by a weak solution to (7).

**Definition 1.2.** A weak solution of (7) is a triple \( (u, w, z) \in H^1_{H^1(\Omega)} \cap L^2_{H^1(\Omega)} \times (H^1_{L^2}(\Gamma) \cap L^2_{H^1(\Gamma)})^2 \) with \( w \in L^\infty_{L^\infty}(\Gamma) \) satisfying

\[
\begin{align*}
\langle \dot{u}, \eta \rangle + \int_{(\Omega(t))} u \eta & \nabla \cdot \mathbf{V}_p + \delta \nabla \cdot (J_{\Omega} u) = \int_{(\Gamma(t))} r(u, w, z) \eta \quad \forall \eta \in L^2_{H^1(\Omega)} \\
\langle \dot{w}, \psi \rangle + \int_{(\Gamma(t))} w \psi \nabla \cdot \mathbf{V}_p & + \delta \psi \nabla \cdot (J_{\Gamma} w) = \int_{(\Gamma(t))} r(u, w, z) \psi \quad \forall \psi \in L^2_{H^1(\Gamma)} \\
\langle \dot{z}, \xi \rangle + \int_{(\Gamma(t))} z \xi \nabla \cdot \mathbf{V}_p & + \delta \xi \nabla \cdot (J_{\Gamma} z) = -\int_{(\Gamma(t))} r(u, w, z) \xi \quad \forall \xi \in L^2_{H^1(\Gamma)}
\end{align*}
\]

for almost every \( t \in [0, T] \).

From now on, for reasons of readability, we will omit the \( \cdot \) from the dot products above.

**Remark 1.3.** Our definition of the weak solution is written in terms of the chosen parametrisation \( \mathbf{V}_p \) and the spaces where we look for solutions depend on \( \mathbf{V}_p \) since they depend on \( \Phi_1 \). So a natural and reasonable question is whether we get a different solution if we pick a different parametrisation of the velocity field and different \( \Phi_1 \). Let us see that this is not the case, at least formally. Working in the regime of strong solutions, given two solutions \( (u_1, w_1, z_1) \) corresponding to parametrisations \( \mathbf{V}_p \) solving (7), we know that they also solve the original model (1), which has no dependence on \( \mathbf{V}_p \). Taking then the difference of the equations and testing appropriately, we find then that \( u_1 \equiv u_2, w_1 \equiv w_2 \) and \( z_1 \equiv z_2 \) by the same uniqueness argument as the one we present below in the proof of Theorem 1.8.

A consequence of one of the formulae in Appendix B allows us to rewrite the weak formulation for \( u \) given in Definition 1.2 as

\[
\langle \dot{u}, \eta \rangle + \int_{(\Omega(t))} u \eta \nabla \cdot \mathbf{V}_p + \delta \nabla \cdot (J_{\Omega} u) = \int_{(\Gamma(t))} r(u, w, z) \eta \quad \text{for all } \eta \in L^2_{H^1(\Omega)}.
\]
By testing with unity the \( u \) and \( z \) equations and adding the resulting equalities together, and doing the same for the \( w \) and \( z \) equations, we find

\[
\frac{d}{dt} \left( \int_{\Omega(t)} u(t) + \int_{\Gamma(t)} z(t) \right) = 0 \quad \text{and} \quad \frac{d}{dt} \left( \int_{\Gamma(t)} w(t) + \int_{\Gamma(t)} z(t) \right) = 0
\]

so that the following quantities are conserved for all \( t \in [0, T] \):

\[
\int_{\Omega(t)} u(t) + \int_{\Gamma(t)} z(t) = \| u_0 \|_{L^1(\Omega_0)} + \| z_0 \|_{L^1(\Gamma_0)} =: M_1
\]

\[
\int_{\Gamma(t)} w(t) + \int_{\Gamma(t)} z(t) = \| u_0 \|_{L^1(\Gamma_0)} + \| z_0 \|_{L^1(\Gamma_0)} =: M_2.
\]

(8)

Note that these results hold independently of the choice of \( r \).

1.2. Main results. All of the following results are valid for dimensions in the physically relevant situations where \( \Omega \subset \mathbb{R}^{d+1} \) for \( d + 1 \leq 3 \); some results hold even for \( d + 1 \leq 4 \). These constraints on the dimension are due to the various Sobolev-type functional inequalities that we shall use. We begin with the existence result, which we will prove in \( \S 2 \) (the restriction on the dimension is a technical one, due only to the De Giorgi result of Lemma 3.3 that is needed to prove the theorem).

Below, the velocity fields \( V, V_\Gamma, V_\Omega \) and \( V_0 \) are continuously differentiable and satisfy the assumptions detailed in \( \S 1 \) and \( \S 1.1 \).

**Theorem 1.4** (Global existence). For dimensions \( d \leq 3 \), for every non-negative initial data \( (u_0, w_0, z_0) \in L^\infty(\Omega_0) \times L^\infty(\Gamma_0) \), there exists a non-negative weak solution \( (u, w, z) \in H^1(\Omega) \cap L^2(\Gamma) \times (H^1 L^2(\Gamma) \cap L^2(\Gamma))^2 \) to the system (7). Furthermore, \( w \) satisfies

\[
\| w \|_{L^\infty(G_\infty)} \leq e^{(\| \nabla \cdot V_r \|_\infty + 4\delta_r)T} \left( \| w_0 \|_{L^\infty(G_0)} + C \min(1/2, \delta_r)^{-1} \| w \|_{L^\infty(G_\infty)} + \| u \|_{L^\infty(G_\infty)} + \| z_0 \|_{L^2(G_0)} \right)
\]

where \( A \geq \max \left( 1, \frac{C_\infty}{2\delta_r} + \frac{\delta_r}{2} \right) \) for \( C_\infty \geq 0 \) chosen arbitrarily.

One expects not only \( w \) to be a bounded function but also \( u \) and \( z \), and indeed we show that this is the case for dimensions \( d \leq 2 \). This restriction on \( d \) is again technical in nature due to another De Giorgi method (Lemma 3.3) we employ. Further details of this, and the proof of the following theorem will be given in \( \S 3 \).

**Theorem 1.5** (Boundedness for \( z \) and \( u \)). For dimensions \( d \leq 2 \), the solutions \( u \) and \( z \) of the system (7) are bounded in space and time. In particular,

\[
\| z \|_{L^\infty(G_\infty)} \leq e^{(\| \nabla \cdot V_r \|_\infty + 4\delta_r)T} \left( \| z_0 \|_{L^\infty(G_0)} + C \min(1/2, \delta_r)^{-1} \| u \|_{L^\infty(G_\infty)} + \| w \|_{L^\infty(G_\infty)} \right)
\]

\[
\| u \|_{L^\infty(G_\infty)} \leq e^{(\| \nabla \cdot V_r \|_\infty + C_\kappa^{-1}(\alpha + \frac{1}{2} j)^{-1})T} \left( \| u_0 \|_{L^\infty(G_0)} + \| w_0 \|_{\frac{1}{2}L^\infty(G_0)} + \| z_0 \|_{L^2(G_0)} \right)
\]

where \( \alpha = \delta_r^{-1}, \| j \|_{L^\infty(G_\infty)} \) and \( \kappa \) is as in \( \S 3.3 \).

**Remark 1.6.** It is important to emphasise that the \( L^\infty \) bounds do not depend on the chosen parametrisation \( V_\Gamma \) of the evolution of the spaces but only on the material velocity fields \( V_\Omega \) and \( V_\Gamma \).

**Remark 1.7.** Even in the non-moving setting the proofs of the above \( L^\infty \) bounds do not simplify as the technical difficulties are mainly due to the nonlinear coupling. We will explain more during the course of this paper.

Using these \( L^\infty \) bounds it is then easy to prove continuous dependence and uniqueness.

**Theorem 1.8** (Continuous dependence). Suppose there are two triples of solutions \((u_1, w_1, z_1)\) corresponding to two triples of initial data \((u_0, w_0, z_0)\) for \( i = 1, 2 \). Then for dimensions \( d \leq 2 \), the following continuous dependence result holds:

\[
\| u_1(t) - u_2(t) \|_{L^2(\Omega(t))} + \| w_1(t) - w_2(t) \|_{L^2(\Gamma(t))} + \| z_1(t) - z_2(t) \|_{L^2(\Gamma(t))} \leq C \left( \| u_1 - u_2 \|_{L^2(\Omega_0)} + \| w_1 - w_2 \|_{L^2(\Omega_0)} + \| z_1 - z_2 \|_{L^2(\Gamma_0)} \right),
\]

where \( C = C(\delta_r, \delta_r', \kappa, \| \nabla \cdot V_\Omega \|_\infty, \| \nabla \cdot V_\Gamma \|_\infty, \| \nabla \Gamma \cdot \nabla r \|_\infty, \| u_2 \|_{L^\infty} , \| w_1 \|_{L^\infty}) \).

**Proof.** Denote the differences by \( d^u = u_1 - u_2 \) and \( d_w = w_1 - w_2 \); then taking \( d^u \), \( d^w \) and \( d^z \) as test functions respectively, writing \( u_1 w_1 - u_2 w_2 = (u_1 - u_2)w_1 + u_2 (w_1 - w_2) = w_1 d^u + w_2 d^w \) and using the \( L^\infty \) bounds on the right hand side, we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega(t)} |d^u|^2 + \frac{1}{2} \int_{\Omega(t)} |d^w|^2 \nabla \cdot V_\Omega + \delta_\Omega \int_{\Gamma(t)} |\nabla d^w|^2 \leq C \int_{\Gamma(t)} |d^u|^2 + |d^w|^2 + |d^z|^2
\]
Combining these three inequalities and moving the velocity terms onto the right hand side yields
\[ \frac{1}{2} \frac{d}{dt} \int_{\Gamma(t)} |d^u|^2 + \frac{1}{2} \int_{\Gamma(t)} |d^v|^2 \nabla \Gamma \cdot V_{\Gamma} + \delta_\Gamma \int_{\Gamma(t)} |\nabla_{\Gamma} d^u|^2 \leq C \int_{\Gamma(t)} |d^u|^2 + |d^v|^2 + |d^f|^2 \]
\[ \frac{1}{2} \frac{d}{dt} \int_{\Gamma(t)} |d^v|^2 + \frac{1}{2} \int_{\Gamma(t)} |d^v|^2 \nabla \Gamma \cdot V_{\Gamma} + \delta_\Gamma \int_{\Gamma(t)} |\nabla_{\Gamma} d^v|^2 \leq C \int_{\Gamma(t)} |d^u|^2 + |d^v|^2 + |d^f|^2. \]

Combining these three inequalities and moving the velocity terms onto the right hand side yields
\[ \frac{d}{dt} \left( \int_{\Omega(t)} |d^u|^2 + \frac{1}{2} \int_{\Omega(t)} |d^v|^2 + \int_{\Omega(t)} |d^f|^2 \right) + 2\delta_\Omega \int_{\Omega(t)} |\nabla d^u|^2 \leq C_1 \int_{\Gamma(t)} |d^v|^2 + |d^u|^2 + \int_{\Omega(t)} C_2(\epsilon)|d^u|^2 + \epsilon|\nabla d^u|^2 \]
using the interpolated trace inequality (50) from Appendix B. We conclude by choosing \( \epsilon < 2\delta_\Omega \) and applying Gronwall’s lemma.

Note the regularity for \( w \) and \( z \) given by Theorem 1.4: they are strong solutions with the corresponding equations holding pointwise almost everywhere in time. Regularity for \( u \) is a much more delicate matter. The inhomogeneous Robin boundary condition is the source of the problem; surprisingly maximal regularity for such types of boundary conditions for parabolic problems with time-dependent elliptic operators have only somewhat recently been comprehensively answered, see the work of Denk, Hieber and Prüss [16]. See also [49, 40]. Unfortunately, it is not clear that the coefficients in our boundary condition have the desired smoothness to apply the theorems in these papers. Therefore, in §4, we shall argue in a different way, making use of the \( L^\infty \) bound on \( u \) obtained in Theorem 1.5.

**Theorem 1.9** (Regularity for \( u \)). For dimensions \( d \leq 2 \), the time derivative of \( u \) satisfies \( \dot{u} \in L^2_{1,2}(\Omega,T) \) for every \( \tau > 0 \). That is, \( u \) is a strong solution. In the non-moving case, this means that \( u' \in L^2(\tau,T; L^2(\Omega_0)) \).

We shall also consider exponential convergence of the solution to equilibrium in the stationary setting (see system (3)) when the reaction rates are equal and when the diffusivity for the \( u \) equation is \( \delta_U = 1 \). Associated to (3) one can define the natural entropy functional
\[ E(u, w, z) := \int_\Omega u(\log u - 1) + \int_\Gamma w(\log w - 1) + \int_\Gamma z(\log z - 1) \]
and its non-negative dissipation
\[ D(u, w, z) := -\frac{d}{dt} E(u, w, z) = \int_\Omega \left| \nabla u \right|^2 \cdot u + \delta_\Gamma \int_\Gamma \left| \nabla \Gamma u \right|^2 \cdot u + \delta_\Gamma \int_\Gamma \left| \nabla \Gamma z \right|^2 \cdot z + \int_\Gamma (wu - z) \log \left( \frac{uw}{z} \right). \]
Let \( u_\infty, w_\infty \) and \( z_\infty \) be the unique non-negative constants determined by the system (35) on page 23. In §5, following the methodology of Fellner and Laamri [25], we will prove the exponential convergence of solutions of (3) to \( (u_\infty, w_\infty, z_\infty) \) using entropy methods. The main idea is to relate in a useful way the relative entropy \( E(u, w, z) - E(u_\infty, w_\infty, z_\infty) \) to the entropy dissipation and then to (prove and) use a lower bound on the relative entropy in terms of \( L^1 \) distances to the equilibrium (in the sense of the Csiszar–Kullback–Pinsker inequality). We refer the reader to [31] for a detailed introduction to entropy methods in PDEs and also the paper [17] and references therein for an exposition of entropy methods for reaction-diffusion equations. Equilibrium convergence for systems of the form (5) where all equations are on the same domain have been studied in the literature eg. [17, 25], whilst a two-component system with a heat equation on a domain and a surface heat equation on its boundary coupled through a nonlinear Robin-type boundary condition was analysed in [7].

**Theorem 1.10** (Convergence to steady state). For dimensions \( d \leq 2 \) and if \( \delta_k = \delta_k' = \delta_\Omega = 1 \), the solution \( (u, w, z) \) of the system (3) converges to \( (u_\infty, w_\infty, z_\infty) \) as \( t \to \infty \) in the following sense:
\[ \|u(t) - u_\infty\|_{L^2(\Omega)}^2 + \|w(t) - w_\infty\|_{L^1(\Gamma)}^2 + \|z(t) - z_\infty\|_{L^1(\Gamma)}^2 \leq C e^{-Kt} \left( E(u_0, w_0, z_0) - E(u_\infty, w_\infty, z_\infty) \right) \]
where \( C \) and \( K \) are positive constants.

The restriction to dimensions \( d \leq 2 \) above is not because we use \( L^\infty \) bounds for \( u \) and \( z \) in the course of the proof but because we need the \( u \) equation to hold pointwise almost everywhere, which is guaranteed by Theorem 1.9.

### 1.3 Application to biology.
Systems of equations of the form (3) arise in the mathematical modelling of biological and chemical processes in cells (in particular those with interactions between processes on the cell membrane and processes inside or outside the cell) such as cell motility and chemotaxis [37, 34] and cell signalling processes [41, 42, 28]. The modelling of ligand-receptor dynamics is particularly pertinent for our model: \( u \) may represent the concentration of ligands in the extracellular volume \( \Omega \), whilst \( w \) and \( z \) may be respectively the concentrations of surface receptors on \( \Gamma \) and of ligand-receptor complexes formed by the binding of \( u \) with \( w \). This justifies the choice of the reaction term \( r(2) \): we expect non-negative solutions \( u, w, z \) so
formally, when $u$ and $w$ combine, the complex $z$ is increased whilst the receptor $w$ and ligand $u$ are decreased. The non-trivial boundary condition in (1), a combination of a diffusive flux and an advective flux, models the so-called windshield effect well known in mathematical biology. The idea is that the front of the moving cell $\Gamma$ will come into contact with ligands in $\Omega$ and thus there will be a greater binding onto $\Gamma$, whilst at the back of the cell complexes tend to dissociate into receptors and ligands. This effect was also taken into account in [34] in a similar geometric setting.

With particular choices of the various velocity fields in the model, we end up with special cases that are worth mentioning.

- We have already mentioned the case $V_{\Omega} = V_{\Gamma} = V = V_o \equiv 0$ where there is no evolution and no material processes, which results in the system (3). This is the usual geometric setting in which many related models (referenced in the introduction) are treated.
- Choosing $V_{\Omega} \equiv 0$ we end up in the physical setting of [34] where there is only a material velocity on $\Gamma$.
- If $V_{\Gamma} \cdot \nu = V_{\Omega} \cdot \nu$ on $\Gamma$, then there is no windshield effect. This make sense because, referring to the explanation of the effect given above, if the material points in $\Omega$ are also moving with the normal velocity of $\Gamma$ near the surface $\Gamma$, one clearly cannot expect advection on or off the surface since the ligands are also moving with the same velocity.

Regarding particular applications already modelled in literature, in [28], the authors consider models similar to

\[
\begin{align*}
\dot{u} + u \nabla \cdot V_{\Omega} - D_L \Delta u &= 0 \quad \text{on } \Omega \\
D_L \nabla u \cdot \nu + u(V_{\Gamma} \cdot \nu - V_{\Omega} \cdot \nu) &= -k_{on}uw + k_{off}z \quad \text{on } \Gamma \\
D_L \nabla u \cdot \nu &= 0 \quad \text{on } \partial \beta\Omega \\
\dot{w} + w \nabla \cdot V_{\Gamma} - D_T \Delta_T w &= -k_{on}uw + k_{off}z \quad \text{on } \Gamma \\
\dot{z} + z \nabla \cdot V_{\Gamma} - D_T \Delta_T z &= k_{on}uw - k_{off}z \quad \text{on } \Gamma
\end{align*}
\]

but with no velocities and on a stationary spherical domain in two and three dimensions. This system describes ligand-receptor dynamics in cells where the interaction between extracellular ligands and cell surface receptors $w$ leads (reversibly) to the creation of ligand-receptor complexes $z$. Here the various parameters appearing above are dimensional constants obtain from experimental data relating to a particular application. In Appendix C we will prove that non-dimensionalising (11) gives rise to the system (7) with the parametrisation velocity $V_p$ chosen to coincide with the material velocities.

1.4. Outline of the paper. In §2 we prove existence of solutions (Theorem 1.4). The proof is divided in several steps which will be dealt with in separate subsections. We establish in §3 the $L^\infty$ bounds on both $z$ and $u$, in this order (Theorem 1.5) after proving a lemma that is used to show boundedness for $w$. The proofs are rather technical and are based on the De Giorgi $L^2$-$L^\infty$ method. In §4 we prove that the solution $u$ whose existence was established in §2 is actually a strong solution (Theorem 1.9). The proof is divided in several steps, each devoted to bounding a different term on the weak pulled-back formulation. In §5 we deal with the stationary setting, when all the velocity fields are zero, and prove the exponential convergence to equilibrium (Theorem 1.10). We conclude in §6 with some open issues.

Appendix A contains the derivation of the system (1). In Appendix B we state some classical results in the form they will be used later on. We prove some auxiliary lemmas regarding interpolation inequalities and we also establish some basic but useful calculus identities that will be used throughout the paper. Finally, in Appendix C we give the details of the non-dimensionalisation of the system (11).

2. Existence

In this section we prove existence of solution to problem (7). This will be established by following these steps:

- **Step 1.** Prove existence for the doubly truncated problem

\[
\begin{align*}
\dot{u} + u \nabla \cdot V_p - \delta_\Omega \Delta u + \nabla \cdot (J_\Omega u) &= 0 \\
\delta_\Omega \nabla u \cdot \nu - ju &= \frac{1}{\delta'} T_n(z) - \frac{1}{\delta} uT_m(w') \\
\dot{w} + w \nabla \cdot V_p - \delta_T \Delta_T w + \nabla \cdot (J_T w) &= \frac{1}{\delta'} T_n(z) - \frac{1}{\delta} uT_m(w') \\
\dot{z} + z \nabla \cdot V_p - \delta_T \Delta_T z + \nabla \cdot (J_T z) &= \frac{1}{\delta} uT_m(w') - \frac{1}{\delta'} T_n(z)
\end{align*}
\]

where $T_n(x) = \min(n(x), 1)$ and $\max(-n(x), 1) - x$ is the usual truncation at height $n$.

- **Step 2.** Prove non-negativity of solutions to (12)

- **Step 3.** Pass to the limit $n \to \infty$ in (12) and so removing the truncation on $z$

- **Step 4.** Find an $L^\infty$ bound on $w$ so that we can set $m := \|w\|_{L^\infty}$ and remove the truncation on $w$. This concludes the existence.
2.1. Existence for the truncated problem. We will now show that the truncated problem (12) has a solution \((u, w, z) \in H^1_{H^1(\Omega)} \cap L^2_{H^1(\Omega)} \times (H^1_{L^2(\Gamma)} \cap L^2_{H^1(\Gamma)})^2\). Before we proceed let us just introduce some notation to ease readability. Define

\[ W_\Omega = H^1_{H^1(\Omega)} \cap L^2_{H^1(\Omega)} \quad \text{with} \quad \|u\|_{W_\Omega}^2 := \|u\|_{L^2_{H^1(\Omega)}}^2 + \|\dot{u}\|_{H^1(\Omega)}^2, \]

and

\[ W_\Gamma = H^1_{L^2(\Gamma)} \cap L^2_{H^1(\Gamma)} \quad \text{with} \quad \|w\|_{W_\Gamma}^2 := \|w\|_{L^2_{H^1(\Gamma)}}^2 + \|\dot{w}\|_{H^2_{L^2(\Gamma)}}^2. \]

Let now \(f, g \in L^2_{L^2(\Gamma)}\) be arbitrary and consider

\[ \dot{u} + u \nabla \cdot V_p - \delta \Omega \Delta u + \nabla \cdot (J \Omega u) = 0 \]

\[ \delta \Omega \nabla u \cdot \nu = \delta_k^{-1} T_n(g) - \delta_k^{-1} u T_n(f^+) + j u \]

\[ u(0) = u_0. \]

This is a linear problem so by [2, Theorem 3.6] it has a unique solution \(u \in W_\Omega\) which we will write as \(u = U(f, g)\), where \(U: (L^2_{L^2(\Gamma)})^2 \rightarrow W_\Omega\). Indeed, one can apply a Galerkin argument to prove the existence: pushing forward an orthogonal basis \(\{b_j\}_{j \in \mathbb{N}}\) of \(H^1(\Omega_0)\) with the inverse of \(\phi_i\) (defined in section 1.1) will result in a basis \(\{b_j(t)\}_{j \in \mathbb{N}}\) for \(H^1(\Omega(t))\) that satisfies the useful transport property \(b_j(t) = 0\). Then one uses the coercivity and boundedness of the elliptic bilinear form that arises in the weak formulation of the equation to obtain energy estimates, and a modification of the standard Galerkin argument yields the result. Alternatively, one could also make use of the Banach–Nečas–Babuška theorem which can be thought of as a generalisation to mixed bilinear forms of the Lax–Milgram theory. Testing with \(u\), we easily obtain a bound on \(u\) in \(L^2_{H^1(\Omega)}\) independent of \(f\) and \(g\). Taking the supremum of the duality pairing of \(\dot{u}\) with a test function, we also obtain a bound on the weak time derivative. Combining, we find

\[ \|U(f, g)\|_{W_\Omega} \leq C_1 \]  

(13)

with the constant independent of \(f\) and \(g\). Then we define \(w = w(f, g)\) and \(z = z(f, g)\) as the solutions in \(W_\Gamma\) of

\[ \dot{w} + w \nabla \cdot V_p - \delta \Gamma \Delta w + \nabla \cdot (J \Gamma w) = \delta_k^{-1} T_n(g) - \delta_k^{-1} U(f, g) T_n(f^+) \]

\[ \dot{z} + z \nabla \cdot V_p - \delta \Gamma \Delta z + \nabla \cdot (J \Gamma z) = \delta_k^{-1} U(f, g) T_n(f^+) - \delta_k^{-1} T_n(g) \]

\[ (w(0), z(0)) = (w_0, z_0) \]

which exist now by [2, Theorem 3.13]. Define a mapping \(\Theta: (L^2_{L^2(\Gamma)})^2 \rightarrow W_\Gamma^2\) taking the functions \(f\) and \(g\) to the solutions by \(\Theta(f, g) = (w, z)\). We seek a fixed point of \(\Theta\). Firstly, note that testing with \(w\) and \(\dot{w}\) and \(z\) and \(\dot{z}\) in the respective equations and using the bound on \(U(f, g)\), we again obtain

\[ \|w\|_{W_\Gamma} + \|z\|_{W_\Gamma} \leq C_2 \]

with \(C_2\) independent of \(f\) and \(g\). Therefore, defining the set

\[ E := \{(f, g) \in W_\Gamma^2 : \|f\|_{W_\Gamma} + \|g\|_{W_\Gamma} \leq C_2\}, \]

we have that \(\Theta: E \rightarrow E\). Let us check that \(\Theta\) is weakly continuous. For this purpose, let \((f_k, g_k) \rightharpoonup (f, g)\) in \(W_\Gamma^2\) with \((f_k, g_k) \in E\). Defining \((w_k, z_k) = \Theta(f_k, g_k)\), we see that \((w_k, z_k)\) lies in \(E\) and therefore \((w_k, z_k) \rightharpoonup (w, z)\) in \(W_\Gamma^2\) for some \(w\) and \(z\), and we need to show that \(\Theta(f, g) = (w, z)\). Define also \(u_k = U(f_k, g_k)\) which again by (13) is bounded independent of \(k\) so \(u_k \rightharpoonup u\) in \(W_\Omega\). We need to pass to the limit in the weak formulation of following system

\[ \dot{u}_k + u_k \nabla \cdot V_p - \delta \Omega \Delta u_k + \nabla \cdot (J \Omega u_k) = 0 \]

\[ \frac{\delta \Omega}{\delta k'} u_k \cdot \nu = \frac{1}{\delta k'} T_n(g_k) - \frac{1}{\delta k} u_k T_n(f^+) + j u_k \]

\[ \dot{w}_k + w_k \nabla \cdot V_p - \delta \Gamma \Delta w_k + \nabla \cdot (J \Gamma w_k) = \frac{1}{\delta k'} T_n(g_k) - \frac{1}{\delta k} u_k T_n(f^+) \]

\[ \dot{z}_k + z_k \nabla \cdot V_p - \delta \Gamma \Delta z_k + \nabla \cdot (J \Gamma z_k) = \frac{1}{\delta k'} u_k T_n(f^+) - \frac{1}{\delta k} T_n(g_k). \]
It follows that for a subsequence \((f_k, g_k) \to (f, g)\) in \((L^2_{\Gamma, T})^2\) by compact embedding (see B.3). By using the (Lipschitz) continuity of the truncation in \(L^2\) and the continuity of the trace map, we may send \(k \to \infty\) to find
\[
\dot{u} + u \nabla \cdot \mathbf{v}_p - \delta_t \Delta u + \nabla \cdot (J \mathbf{v}) = 0
\]
\[
\delta_t \nabla u \cdot \nu = \frac{1}{\delta_k'} T_u(g) - \frac{1}{\delta_k} u T_m(f^+ + j u)
\]
\[
\dot{w} + w \nabla \cdot \mathbf{v}_p - \delta_t \Delta w + \nabla \cdot (J \mathbf{w}) = \frac{1}{\delta_k'} T_u(g) - \frac{1}{\delta_k} u T_m(f^+)
\]
\[
\dot{z} + z \nabla \cdot \mathbf{v}_p - \delta_t \Delta z + \nabla \cdot (J \mathbf{z}) = \frac{1}{\delta_k} u T_m(f^+) - \frac{1}{\delta_k'} T_u(g)
\]
and this shows that \(U(f, g) = u\) and \(\Theta(f, g) = (w, z)\) as required. We have shown that this holds for a subsequence but it is also true for the full sequence by a standard argument (for example see [1]). Therefore, \(\Theta\) has a fixed point and we have a solution of the truncated problem (12).

2.2. Non-negativity of the truncated problem. In this section we prove that the solution \((u, w, z)\) found in the previous section is non-negative; this is expected since the initial data are non-negative. Testing the \(z\) and \(u\) equations with \(z^-\) and \(u^-\) respectively with the help of (49) and (47), and adding yields
\[
\frac{d}{dt} \left( \int_{\Gamma(t)} |z^-|^2 + \int_{\Omega(t)} |u^-|^2 \right) + \int_{\Gamma(t)} |z^-|^2 \nabla \cdot \mathbf{v} + \int_{\Omega(t)} |u^-|^2 \nabla \cdot \mathbf{v} + 2 \delta_t \int_{\Gamma(t)} |\nabla \cdot \mathbf{v}|^2 + 2 \delta_n \int_{\Omega(t)} |\nabla u^-|^2 \leq 2 \int_{\Gamma(t)} \delta_k^{-1} u T_m(w^+) z^- + \delta_k^{-1} T_n(z^-) u^- + \frac{j}{2} |u^-|^2.
\]

We have used the fact that the first two integrals on the left hand side are differentiable (since the inner product \((u(t), v(t))_{L^2(\Gamma(t))}\) is differentiable in time for functions in \(L^2_{\Gamma_1} \cap H^1_{\Gamma_1} \) and the claim follows by density, see Lemma 2.11 of [1] for example). The first two terms on the right hand side can be estimated as follows by splitting the domain of integration:
\[
\int_{\Gamma(t)} \delta_k^{-1} u T_m(w^+) z^- + \delta_k^{-1} T_n(z^-) u^- \leq \int_{\{z < 0\}} (\delta_k^{-1} u T_m(w^+) z^- + \delta_k^{-1} T_n(z^-) u^-) \leq \int_{\{z < 0\}} (\delta_k^{-1} u T_m(w^+) z^- + \delta_k^{-1} T_n(z^-) u^-) \leq C \left( \|u^-\|_{L^2(\Gamma(t))} + \|z^-\|_{L^2(\Gamma(t))} \right).
\]

Moving the terms involving the velocity to the right hand side, via the interpolated trace inequality we estimate
\[
\int_{\Gamma(t)} \delta_k^{-1} u T_m(w^+) z^- + \delta_k^{-1} T_n(z^-) u^- + \frac{j}{2} |u^-|^2 + \frac{\|
abla \cdot \mathbf{v}\|_{L^2(\Omega(t))}^2}{2} \int_{\Gamma(t)} |z^-|^2 + \frac{\|
abla \cdot \mathbf{v}\|_{L^2(\Omega(t))}^2}{2} \int_{\Omega(t)} |u^-|^2 \leq \epsilon \|u^-\|_{L^2(\Gamma(t))}^2 + C \epsilon \|u^-\|_{L^2(\Omega(t))}^2 + C \|z^-\|_{L^2(\Gamma(t))}^2.
\]

This implies that if \(\epsilon\) is small enough,
\[
\frac{d}{dt} \left( \int_{\Gamma(t)} |z^-|^2 + \int_{\Omega(t)} |u^-|^2 \right) \leq C \left( \|u^-\|_{L^2(\Gamma(t))}^2 + \|z^-\|_{L^2(\Gamma(t))}^2 \right)
\]
then Gronwall’s inequality gives \(z^-\) and \(u^-\) are zero, so that \(z, u \geq 0\). This easily implies that \(w \geq 0\) after testing the equation for \(w\) with \(w^-\) and using Gronwall again.

2.3. Passing to the limit in \(n\). Now we wish to drop the truncation in \(z\). To achieve this, test the \(u\), \(w\) and \(z\) equations with \(u\), \(w\) and \(z\) respectively, use on the right hand sides the estimates
\[
2 \delta_k^{-1} T_n(z) u + j u^2 \leq \frac{1}{\delta_k'} z^2 + \left( \frac{\|j\|_{L^2(\Gamma(t))}}{\delta_k'} + \frac{1}{\delta_k} \right) u^2
\]
\[
T_n(z) w \leq \frac{1}{2} (w^2 + z^2)
\]
\[
u T_m(w) z \leq \frac{m}{2} (w^2 + z^2)
\]
and combine to find

\[
\frac{1}{2} \frac{d}{dt} \left( \int_{\Omega(t)} u^2 + \int_{\Gamma(t)} w^2 + \int_{\Omega(t)} z^2 \right) + \delta \int_{\Omega(t)} |\nabla u|^2 + \delta \int_{\Gamma(t)} |\nabla w|^2 + \delta \int_{\Gamma(t)} |\nabla z|^2 \\
\leq \left( \frac{1}{2\delta}\|\nabla \cdot \mathbf{v}\|_\infty^2 + \frac{1}{2}\|\nabla \cdot \mathbf{V}\|_\infty^2 \right) \int_{\Omega(t)} u^2 + \left( \frac{1}{2\delta}\|\nabla \cdot \mathbf{V}\|_\infty^2 + \frac{1}{2}\|\nabla \cdot \mathbf{v}\|_\infty^2 \right) \int_{\Gamma(t)} u^2.
\]

Now using the interpolated trace inequality with \( \epsilon = \delta/(\|\mathbf{J}\|_\infty + 1/\delta + m) \), we obtain

\[
\|u\|_{L^2_\Omega(t)} + \|w\|_{L^2_\Gamma(t)} + \|z\|_{L^2_\Omega(t)} + \|\nabla u\|_{L^2_\Omega(t)} + \|\nabla w\|_{L^2_\Gamma(t)} + \|\nabla z\|_{L^2_\Omega(t)} \leq C(\delta \Omega, \delta_k, \delta_{k'}, \delta_r, \delta_r, m)
\]

(14) independent of \( n \) (recall that the triple \((u, w, z)\) depends on \( n \), the truncation height of \( z \)). We also have, using the trace inequality,

\[
\langle \dot{u}, \eta \rangle \leq (\|\nabla \cdot \mathbf{V}\|_\infty + \|\nabla \cdot \mathbf{J}\|_\infty) \|u\|_{L^2_\Omega(t)} \|\eta\|_{L^2_\Omega(t)} + C \|\mathbf{J}\|_{H^1}(\Omega(t)) \|\eta\|_{H^1}(\Omega(t)) + C \|\delta_{k'}\| \|\mathbf{V}\|_{L^2_\Gamma(t)} + m \|\mathbf{J}\|_{H^1}(\Omega(t)) \|\eta\|_{H^1}(\Omega(t))
\]

where \( C \) is a constant depending on \( \mathbf{J} \). Integrating and taking the supremum over \( \eta \in L^2_{H^1}(\Omega(t)) \), we find

\[
\|\dot{u}\|_{L^2_{H^{-1}}(\Omega(t))} \leq C(\delta \Omega, \delta_k, \delta_{k'}, m).
\]

Testing the \( w \) equation with \( \dot{w} \) and using \( T_n(z) \leq z \), and likewise with the \( z \) equation, we obtain, after some manipulation,

\[
\|\dot{u}\|_{L^2_{H^{-1}}(\Omega(t))} \leq C(\delta \Omega, \delta_k, \delta_{k'}, m).
\]

Using these uniform estimates and the Aubin–Lions-type compactness theorem in appendix B.3, we may pass to the limit in \( n \) and we shall find existence of

\[
\dot{u} + u \nabla \cdot \mathbf{v}_p - \delta \nabla u + \nabla \cdot (\mathbf{J}(\mathbf{u})) = 0,
\]

\[
\dot{w} + w \nabla \cdot \mathbf{v}_p - \delta \nabla \cdot \mathbf{V} + \nabla \cdot (\mathbf{J}(\mathbf{V})) = 0,
\]

\[
\dot{z} + z \nabla \cdot \mathbf{v}_p = \delta \nabla \cdot \mathbf{V} + \nabla \cdot (\mathbf{J}(\mathbf{V})) = 0
\]

It remains for us to remove the truncation on \( w \) by showing that \( w \) is bounded.

2.4. Proof of existence. Before we prove Theorem 1.4, let us remark that the \( L^\infty \) bounds for \( w \) (and \( z \)) are easy to obtain if the diffusion constants are the same for the two surface equations: one simply tests the equation satisfied by \( v \) by \( (v - M)^+ \) for \( M := \|w_0\|_{L^\infty(\Gamma_0)} + \|z_0\|_{L^\infty(\Gamma_0)} \) and one finds a bound on \( v \) (and by non-negativity, on \( w \) and \( z \)) which depends only on \( T \) and the initial data. In this simple case, we would not have needed to truncate \( z \) either earlier. Clearly, in the general \( \delta_r 
\neq \delta_r \) case a weak maximum principle technique cannot work in trying to procure an \( L^\infty \) bound on \( w \) since we do not yet know if \( z \) is bounded or not. However, we know by iteration arguments that the \( L^\infty \) bound on parabolic equations should depend only on \( L^\infty \) bounds on the (positive part of the) right hand side. Indeed, classical results on stationary domains [32, III.7], [5, 6, 33] lead us to expect an \( L^\infty \) bound on solutions to linear parabolic equations with the right hand side \( f \in L^r_\Omega(\Gamma) \) if the condition

\[
1 + \frac{d}{2q} < 1
\]

is satisfied. In our case, the corresponding right hand side is the variable \( z \). But such bounds on \( z \) depend on \( w \) (due to the \( uT_m(w) \) term in the \( z \) equation) so this leads to a circular argument. However, if we rewrite the \( w \) equation so as to eliminate \( z \) by using the substitution \( v = w + z \) (see (4)) we can eventually obtain what we want. Let us proceed by recalling that \( v \) solves

\[
\dot{v} + v \nabla \cdot \mathbf{v}_p + \nabla \cdot (\mathbf{J}(\mathbf{V})) = \delta \nabla \cdot \mathbf{V} + (\delta_r - \delta_r) \Delta \mathbf{V}.
\]

Lemma 2.1. The following energy estimate holds independent of \( \delta_k \):

\[
\|v\|_{L^\infty_{\Gamma}} + \|w\|_{L^2_{\Gamma}} + \frac{A}{\delta_k} \|\sqrt{aw}\|_{L^2_{\Gamma}} + \delta_r \|\nabla \cdot \mathbf{V}\|_{L^2_{\Gamma}} + C_0 \|\nabla \cdot \mathbf{V}\|_{L^2_{\Gamma}} \leq C(T, \delta_r, A(\delta_r, \delta_r))
\]

where \( A \geq \max \left( \frac{C_0}{2\delta}, \frac{\delta_k \delta_{k'}}{2\delta_r \delta_r} \right) \) and \( C_0 \geq 0 \) is chosen arbitrarily.
Proof. Test the equation for $v$ with $v$ itself to find
\[
\frac{d}{dt} \int_{\Gamma(t)} v^2 + \int_{\Gamma(t)} v^2 \nabla v \cdot \nabla v + 2\delta v \int_{\Gamma(t)} |\nabla v|^2 \leq 2|\delta v - \delta v| \int_{\Gamma(t)} \epsilon |\nabla v|^2 + C_v |\nabla v|^2.
\]
Test also the $w$ equation with $w$ and multiply by a number $A > 0$ to be determined to obtain
\[
A \frac{d}{dt} \int_{\Gamma(t)} w^2 + A \int_{\Gamma(t)} w^2 \nabla v \cdot \nabla v + 2\delta w \int_{\Gamma(t)} |\nabla v|^2 = \frac{2A}{\delta k} \int_{\Gamma(t)} (v - w)w - \frac{2A}{\delta k} \int_{\Gamma(t)} uw^2.
\]
Now pick \(\epsilon = \frac{\delta v}{2|\delta v - \delta v|}\) and add the two inequalities together:
\[
\frac{d}{dt} \int_{\Gamma(t)} (v^2 + Aw^2) + \int_{\Gamma(t)} (v^2 + Aw^2) \nabla v \cdot \nabla v + 2\delta w \int_{\Gamma(t)} |\nabla v|^2 + 2A \delta w \int_{\Gamma(t)} |\nabla v|^2 \leq 2|\delta v - \delta v| \int_{\Gamma(t)} C_v |\nabla v|^2 + \frac{2A}{\delta k} \int_{\Gamma(t)} v w.
\]
Recall that $C_v = (4\epsilon)^{-1}$. Now, for any $C_0 \geq 0$, pick $A$ such that $A \geq \max \left( 1 , \frac{C_0 \delta k}{2|\delta v - \delta v|} \right)$, then
\[
\frac{d}{dt} \int_{\Gamma(t)} (v^2 + Aw^2) + 2\delta w \int_{\Gamma(t)} |\nabla v|^2 + C_0 \int_{\Gamma(t)} |\nabla v|^2 \leq \left( \frac{A}{\delta k} + \|\nabla v \cdot \nabla v\|_{\infty} \right) \int_{\Gamma(t)} (v^2 + Aw^2),
\]
which, with \(\alpha := (A/\delta k + \|\nabla v \cdot \nabla v\|_{\infty})\) yields
\[
\|v(t)\|_{L^2(\Gamma(t))}^2 + A \|w(t)\|_{L^2(\Gamma(t))}^2 \leq e^{\alpha T} \int_{\Gamma_0} (v_0^2 + Aw_0^2)
\]
and
\[
\frac{2A}{\delta k} \|\nabla w\|_{L^2(\Gamma_0)}^2 + \delta \|\nabla v\|_{L^2(\Gamma_0)}^2 + C_0 \|\nabla w\|_{L^2(\Gamma_0)}^2 \leq (T \alpha e^{\alpha T} + 1) \int_{\Gamma_0} (v_0^2 + Aw_0^2).
\]

We are ready to conclude the existence.

Proof of Theorem 1.4. The equation for $w$, with the right hand side written in terms of $v$ reads
\[
\dot{w} + w \nabla v \cdot \nabla v - \delta \Delta w + \nabla \cdot (Jw) = \left( \frac{1}{\delta k} v - \frac{1}{\delta k} w - \frac{1}{\delta k} uT_m(w) \right).
\]
Lemma 3.1 below guarantees an $L^\infty$ bound on $w$ for dimensions $d \leq 3$ whose dependence on the right hand side data is only on the $L^\infty(\partial \Gamma_0)$ norm of the positive part of the right hand side. Since we proved in Lemma 2.1 that the $L^\infty(\Gamma)$ norm of $\delta v^T v$ is bounded independently of $z$ and $u$, it follows that if we pick the truncation level of $w$ to be $m := \|w\|_{L^\infty(\Gamma)}$, we obtain existence for (1). \(\square\)

Actually, we know from Lemma 2.1 that $v$ is bounded in the space $Q(\Gamma)$, not just in $L^\infty(\partial \Gamma_0)$, so one might expect to profit using this extra information somehow in the existence or boundedness result. We address this question in Remark 3.2.

3. $L^\infty$ bounds

In this section, we will prove essential boundedness for $z$ and $u$, as well as proving a lemma that we used to prove boundedness of $w$ (and existence for the system) in the previous section. We start with $L^\infty$ bounds for solutions of an abstract linear parabolic PDE on an evolving surface with $L^p$ right hand side data that we can apply to the $w$ and $z$ equations. Clearly these results can also be used for many other problems on evolving surfaces.

De Giorgi method. Since we will be using variations of the De Giorgi $L^2 - L^\infty$ scheme to prove the $L^\infty$ bounds and the proofs are rather technical, it is worth emphasising the key steps. This method was introduced by De Giorgi [13] in his paper regarding the regularity of solutions to nonlinear elliptic problems. His technique allowed him to obtain boundedness and Hölder regularity of solutions with only $L^2$ a priori estimates. This method has since then been applied to several other problems, including parabolic equations. The starting point is to define a sequence of positive numbers, say $U_k$. This is usually related to the $L^2$ norm of $u_k = (u - c_k)^+$. If $u$ is the function that we wish to bound. Then one has to establish a nonlinear recurrence estimate of the form
\[
U_k \leq C \beta^k U_{k-1}^{1+s}, \quad \text{where } C, \beta, s > 0.
\]
Usual tools to achieve such estimate include Sobolev inequalities, energy estimates and the Chebyshev inequality.

Then, if $U_0$ is small enough, namely if $U_0 \leq \min(1, (2\pi)^{-1/\beta - 1/\gamma})$, then $U_k$ converges to zero as $k$ tends to infinity. If also $c_k$ converges to some number $M$ we can say that $u \leq M$ in some appropriate set, depending on the definition of $U_k$.

There is another formulation to this method, which relies on a different recurrence estimate. We now define a function $U \geq 0$ to be nonincreasing in $[\pi, \infty)$ and such that, for $y \geq x \geq \pi$,

\[
(y - x)^s U(y) \leq C U(x)^{1+s} \quad \text{where } C, p, s > 0.
\]  

(17) Then $U(y) = 0$ for $y \geq \pi + B$ where $B^p = CU(0)^{s} 2^{(\pi + B)}$. This result is due to Stampacchia [45]. To suit our purpose $U(y)$ will be related to the measure of the set $\{ u > y \}$, where again $u$ is the function we wish to bound.

3.1. Boundedness for parabolic problems on evolving surfaces. We consider the following initial value problem set on $\Gamma(t)$

\[
\dot{a} + a \nabla_G \cdot V_p - D a_t a + \nabla_G \cdot (J a) = g \\
a(0) = a_0
\]  

(18) for a given constant $D > 0$ and data $g \in L^p_G(\Gamma)$ and $a_0 \in L^2(\Gamma)$. Let us consider the transformed problem

\[
\dot{\tilde{a}} + \tilde{a} \nabla_G \cdot V_p + \lambda - D \Delta_G \tilde{a} + \nabla_G \cdot (J \tilde{a}) = e^{-\lambda t} g =: f \\
\tilde{a}(0) = a_0,
\]  

where $\tilde{a} = e^{-\lambda t} a$. For convenience, we do not write the tildes from now on. Testing with $a_k := (a - k)^+$ for $k \geq k_0 := \|a_0\|_{L^\infty(\Gamma)}$ and integrating by parts using (48), we find

\[
\frac{1}{2} \frac{d}{dt} \int_{\Gamma(t)} |a_k|^2 + \int_{\Gamma(t)} a_k (\nabla_G \cdot V_p + \lambda) - \frac{1}{2} |a_k|^2 |\nabla_G \cdot V_p + D| \nabla G a_k |^2 \leq \int_{\Gamma(t)} f^+ a_k.
\]

Let $\lambda = D + \|\nabla_G \cdot V_p\|_{\infty}$. Then $\nabla_G \cdot V_p + \lambda \geq D$. Using $a_k = a_k^2 + k a_k \geq a_k^2$ and integrating in time we obtain

\[
\frac{1}{2} \int_{\Gamma(t)} |a_k(t)|^2 - \frac{1}{2} \int_{\Gamma(s)} |a_k(s)|^2 + D \int_s^t \int_{\Gamma(\tau)} (|a_k|^2 + |\nabla_G a_k|^2) \leq \int_s^t \int_{\Gamma(\tau)} f^+ a_k.
\]  

(19) Since the function $I_k(t) := \int_{\Gamma(t)} |a_k|^2$ is an inner product of functions in $L^2_{H^1(\Gamma)} \cap H^1_{L^2(\Gamma)}$, it is continuous, and hence it has a maximum, say at $t = \sigma > 0$. Now, let us pick a sequence $\delta_n \to 0$ such that, for $\sigma_n := \sigma - \delta_n$, the following hold:

1. $\|f^+(\sigma_n)\|_{L^p_G(\Gamma(\sigma_n))} \leq \|f^+\|_{L^p_G(\Gamma)}$
2. $\sigma_n$ is a Lebesgue point for the function

\[
G(\tau) := \int_{\Gamma(\tau)} f^+(\tau) a_k(\tau) - D (|\nabla_G a_k(\tau)|^2 + |a_k(\tau)|^2).
\]

(If $\sigma$ is a Lebesgue point for the above function then we can just set $\delta_n \equiv 0$; otherwise we know the set of Lebesgue points is dense and therefore we can choose $\sigma_n$)
3. $I_k(\sigma_n) - I_k(\sigma_n - \epsilon) \geq 0$ (this can be done if $\delta_n$ and $\epsilon$ are small enough, since $I_k$ is continuous, starts at zero and has a maximum on $[0, T]$).

Choosing in (19) $t = \sigma_n$ and $s = \sigma_n - \epsilon$, we obtain

\[
D \int_{\sigma_n - \epsilon}^{\sigma_n} \int_{\Gamma(\tau)} (|a_k|^2 + |\nabla_G a_k|^2) \leq \int_{\sigma_n - \epsilon}^{\sigma_n} \int_{\Gamma(\tau)} f^+ a_k
\]

and now divide by $\epsilon$ and send $\epsilon \to 0$ with the Lebesgue differentiation theorem to find

\[
D \|a_k\|^2_{H^1(\Gamma(\sigma_n))} \leq \int_{\Gamma(\sigma_n)} f^+ a_k.
\]  

(20) Define $A_k(t) := \{ x \in \Gamma(t) \mid a(t, x) > k \}$ and $\mu_k := \text{ess sup}_{0 \leq t \leq T} |A_k(t)|$. Clearly $\mu_k \geq 0$ is non-increasing for $k \geq \|a_0\|_{L^\infty(\Gamma_0)}$. Using the Sobolev inequality (51), the above yields

\[
DC^2 \|a_k\|^p_{L^p(\Gamma(\sigma_n))} \leq \left( \int_{\Gamma(\sigma_n) \cap A_k(\sigma_n)} |f^+|^p \right)^{\frac{1}{p}} \|a_k\|_{L^p(\Gamma(\sigma_n))}
\]
where \( p' \) is the conjugate to \( p \) and \( p \) satisfies the constraint in (51). Therefore,

\[
DC^2_I \|a_k\|_{L^p(\Gamma)} \leq |A_k(\sigma_n)|^{\frac{1}{p'}} \|f^+(\sigma_n)\|_{L^{r'}}(\Gamma(\sigma_n)) \\
\leq \mu_k^{\frac{1}{p'}} \|f^+\|_{L^{r',p'}}
\]

where \( r \geq 1 \) is arbitrary for now. Now we wish to establish a similar inequality for \( I_k(\sigma_n) \). Using Holder’s inequality with \( (p/2, p/(p-2)) \) and the previous estimate,

\[
I_k(\sigma_n) = \int_{\Gamma(\sigma_n)} |a_k|^2 \leq \left( \int_{A_k(\sigma_n)} 1^{p/(p-2)} \right) \left( \int_{\Gamma(\sigma_n)} |a_k|^p \right)^{\frac{1}{p}} \leq \frac{1}{D^2C_I^{2k}} \mu_k^{\frac{1}{p'}} \|f^+\|_{L^{r',p'}}^2.
\]

Sending \( \delta_n \rightarrow 0 \) and using continuity of \( I_k \) we obtain

\[
I_k(\sigma) \leq \frac{1}{D^2C_I^{2k}} \mu_k^{\frac{1}{p'}} \|f^+\|_{L^{r',p'}}^2.
\]

Observe that for any \( h \geq k \),

\[
I_k(t) = \int_{A_k(t)} |a_k|^2 \geq \int_{A_k(t)} |a_k|^2 \geq (h-k)^2 |A_k(t)|
\]

which implies that

\[
\mu_h \leq \frac{\|f^+\|^2_{L^{r',p'}}}{D^2C_I^{2k}(h-k)^2 \mu_k^{\frac{1}{p'}}},
\]

which can be written as \( (h-k)^2 \mu_h \leq C \mu_k^{\frac{1}{p'}} \) where \( C = \frac{\|f^+\|^2_{L^{r',p'}}}{(D^2C_I^{2k})} \) and \( \gamma = 2/(rp') + (p-2)/p \). This is the setting of the Stampacchia lemma [45], see (17). We need \( \gamma > 1 \) and this is satisfied if \( r < p-1 \). Moreover, given the data to the problem we must impose \( p' r' \leq 2 \). This poses no problem in dimensions \( d \leq 2 \) since in that case \( p \) can be arbitrary as given by the Sobolev embedding. However, for higher dimensions, \( p = 2d/(d-2) \), hence, in order to satisfy the conditions above we must restrict ourselves to \( d < 4 \). Therefore, \( \mu_h = 0 \) for all \( h \geq \|a_0\|_{L^{\infty}(\Gamma_0)} + B \) where

\[
B = \frac{\|f^+\|^2_{L^{r',p'}}}{D^2C_I^{2k}} \gamma^2/(\gamma - 1)^2 |\Gamma|/(\gamma - 1)/2
\]

which directly implies that (back to the tilde notation) \( \hat{a} \leq \|a_0\|_{L^{\infty}(\Gamma_0)} + B \). Transforming back, we find actually that

\[
a(t) \leq e^{\lambda t} \left( \|a_0\|_{L^{\infty}(\Gamma_0)} + \frac{\|e^{-\lambda t}g^+\|^2_{L^{r',p'}}}{D^2C_I^{2k}} 2^2 (\gamma-2)/(\gamma-\frac{1}{2}) |\Gamma|^{\frac{1}{2p'}-\frac{1}{2}} \right).
\]

\( \square \)

**Remark 3.2.** As we wrote at the end of §2, Lemma 2.1 shows that \( v \) is bounded in the space \( Q(\Gamma) \) and not just in \( L^\infty_{\theta}(\Gamma) \), so we might expect a less strict restriction on the dimension for Theorem 1.4 were we to use this in the De Giorgi method of the previous lemma to bound \( w \) (see §2.4). Were we to utilise the embedding (52) instead of the Sobolev inequality (51) on (20), we would lose the \( L^\infty \) requirement in time on the right hand side data and instead require a bound in \( L^r_{\theta} \) for \( r > 2 \) (the downside is the increased spatial regularity), with \( r \) and \( q \) related through the condition in Lemma B.1. However, the condition (15) for such a right hand side \( f \) in \( L^r_{\theta}(\Gamma) \) again just translates to requiring \( d \leq 3 \), so we do not gain anything by using (52).

One might think that we could prove the bound on \( z \) using the previous lemma just like it was used to prove the bound on \( w \). The positive part of the right hand side of the \( z \) equation is precisely \( \delta_k^{-1} u w \), which satisfies

\[
\frac{1}{\delta_k} u w \leq \frac{\|w\|_{L^\infty_{\theta}(\Gamma)}}{\delta_k} u.
\]

However, \( u \) is known only to be in \( L^\infty_{\theta}(\Gamma) \), whereas we need it bounded in \( H^\infty_{\theta}(\Gamma) \) (by the trace theorem) in order to apply Lemma 3.1. Therefore, we need a different stipulation answered by the next lemma (but note the condition on the dimension \( d \) cf. the previous lemma). Again we will employ a De Giorgi iteration scheme of the type discussed earlier (see (16)).

**Lemma 3.3** (De Giorgi II). For dimensions \( d \leq 2 \), the weak solution of the equation (18) given \( g \in L^2_{L^2(\Gamma)} \) with \( g^+ \in L^2_{L^2(\Gamma)} \) and \( a_0 \in L^\infty(\Gamma_0) \) satisfies

\[
\|a\|_{L^\infty(\Gamma)} \leq \epsilon (\|\nabla \cdot \nu R\|_{\infty} + D) T \left( \|a_0\|_{L^\infty(\Gamma_0)} + C(T) \min(1/2, D)^{-1} \|g^+\|^2_{L^{2+\epsilon}(\Gamma)} \right)
\]
for almost every $t \in [0, T]$, where $C$ is independent of $t$.

**Proof.** We will adapt [32, §III.7] for our setting of an evolving surface and our specific choice of exponents on the right hand side. Let us suppose that $a_0 = 0$ for now. Like the proof of Lemma 3.1, we may transform, relabel and manipulate the equation so that from (19), we have for $k \geq k_0 := \|a_0\|_{L^\infty(\Gamma_0)},$

$$\min \left( \frac{1}{2}, D \right) \|a_k\|_{Q(\Gamma)} \leq \|f^+\|_{L^2_{x_2+z_+}} \|a_k\|_{L^2_{\frac{x_1+1}{2}}}.$$

The spaces involved in the $a_k$ norm on the right hand side do not satisfy the conditions of Lemma B.1 so we will apply first Hölder’s inequality with suitable exponents. If we define $A_k(t) = \{x \in \Gamma(t) \mid a(t, x) > k\}$ (as before),

$$\|a_k\|_{L^2_{\frac{x_1+1}{2}}} \leq \left( \int |A_k(t)| \left( \frac{2(1+s)}{s+1} \right) \right)^{\frac{1}{2}},$$

where $\lambda = 2(1 + \frac{1}{2}) - \frac{2}{2+s}$. By Lemma B.1, the norm on the right hand side becomes

$$\|a_k\|_{L^2_{\frac{x_1+1}{2}}} \leq C_1(t) \|a_k\|_{Q(\Gamma)}.$$

Putting it all together we have, denoting $m = \min(1/2, D)$

$$\|a_k\|_{Q(\Gamma)} \leq C_1(t) \|f^+\|_{L^2_{x_2+z_+}} \left( \frac{1}{2} + \frac{1}{s+1} \right) \left( \frac{2(1+s)}{s+1} \right)^{\frac{1}{2}}.$$

Set now $k_n = (2 - 2^{-n})N$ for some large $N$ to be defined later. Note that $k_0 = N$ and that $k_n \uparrow 2N$ as $n$ tends to infinity. Finally, define

$$z_n = \left( \int_0^T |A_{k_n}(t)| \left( \frac{2(1+s)}{s+1} \right) \right)^{\frac{1}{2}}.$$

This sequence of positive numbers will play the role of $U_k$ as presented in (16). From the previous inequality we obtain

$$\|a_k\|_{Q(\Gamma)} \leq C_1(t) \|f^+\|_{L^2_{x_2+z_+}} \left( \frac{2(1+s)}{s+1} \right)^{\frac{1}{2}}.$$

Now, from the definition of $k_n$ we see that if $a > k_n$ then $a > k_{n-1} + 2^{-n}N$ and this implies $\{a > k_n\} \subset \{a_{k_n} > 2^{-n}N\}$ So, using Chebyshev’s inequality for some $r$ to be defined later, we obtain

$$\|\{a > k_n\}\| \leq \|\{a_{k_n} > 2^{-n}N\}\| = \frac{1}{(2^{-n}N)^r} \int_{\{a_{k_n} > 2^{-n}N\}} |a_{k_n}|^r.$$

and thus

$$z_n \geq \left( \int_0^T \left( \frac{1}{2^{-n}N} \right)^{2(1+s)} \left( \frac{1}{2^{-n}N} \right)^{\beta} \right)^{\frac{1}{2}} \left( \int_0^T \left( \frac{1}{2^{-n}N} \right)^{\beta} \right)^{\frac{1}{2}}.$$

Given our choice of $\lambda$, if we pick $r = \frac{2+n}{2+s}$ then the norm on the right hand side satisfies the hypothesis of Lemma B.1 and therefore

$$z_n \leq \frac{2^{2n} C_1(T)}{N^2} \|a_{k_n-1}\|_{Q(\Gamma)}^2 \leq \frac{2^{2n} C_1(T)^3}{N^2 m^2} \|f^+\|_{L^2_{x_2+z_+}} \left( \frac{2(1+s)}{s+1} \right)^{\frac{1}{2}} \left( \frac{2(1+s)}{s+1} \right)^{\frac{1}{2}} = C_2 \frac{2^{2n} C_1(T)^3}{m^2}.$$

where $C_2 := \frac{C_1(T)^3}{N^2 m^2} \|f^+\|_{L^2_{x_2+z_+}} =: \frac{C_2}{N^2}$, $\beta = 4$ and $s = \left( \frac{2}{2} - \frac{2}{2+s} \right)$ and hence we are in the conditions exposed in (16) if $d < 2 + \epsilon$ (needed to ensure $s > 0$). It remains only to show the bound on $z_0$. It is straightforward to see that

$$z_0 \leq T^{\frac{1}{2}} \|a(t, x)\|_{L^2_{x_2+z_+}} =: C_4$$

and so if we now choose $N^2 \geq 2C_2^3 C_0 \beta^4$, then $z_0 \leq (2C_2)^{-1/2} \beta^{-1/2}$ and we conclude that $z_n$ converges to zero as $n$ tends to infinity. This implies that $a(t) \leq 2N$ almost everywhere on $\Gamma(t)$.

\qed
3.2. The bound on $z$. Recalling that the positive part of the right hand side of the $z$ equation is $\delta_k^{-1} u w$, we know by (14) that $u$ is bounded in $L^\infty(\Omega) \cap L^2(\Omega)$ which, since $H^{1/2}(\Gamma) \hookrightarrow L^{2+}(\Gamma)$ [15, Theorem 3.81] for all dimensions (where $\epsilon$ depends on the dimension), implies

$$\|u\|_{L^2(\Gamma)} \leq C_1 \|u\|_{H^{1/2}(\Gamma)} \leq C_2 \|u\|_{H^1(\Omega)},$$

so that (the trace of) $u$ is bounded in $L^2(\Gamma)$. This gain in the spatial regularity for $u$, combined with the $L^\infty$ bound for $w$, allows us to apply the previous lemma and conclude the boundedness of $z$ since $z$ satisfies an equation of the form (18) with $g^+ = \delta_k^{-1} u w$.

3.3. The bound on $u$. Boundedness for $u$ is more complicated because we are dealing with two domains ($\Omega$ and its boundary) due to the Robin boundary condition. Let us use the notation $\tilde{u}$ for $\varphi u$ (where $\varphi$ follows after testing the equation with $u$). The equation for $\tilde{u}$ is

$$\partial^* \tilde{u} + \tilde{u}(\nabla \cdot V + \lambda) = -\Omega \Delta \tilde{u} + \nabla \cdot (J_\Omega u) = 0$$

and

$$\delta \Omega \nabla \tilde{u} \cdot \nu = \delta_k^{-1} e^{-\lambda} u z - \delta_k^{-1} \tilde{u} + j \tilde{u}$$

with $\tilde{u}(0) = u_0$.

Consider the following two problems:

$$\dot{a} + a(\nabla \cdot V + \lambda) = -\Omega \Delta a + \nabla \cdot (J_\Omega a) = 0$$

and

$$\dot{b} + b(\nabla \cdot V + \lambda) = -\Omega \Delta b + \nabla \cdot (J_\Omega b) = 0$$

with $a(0) = 0$ and $b(0) = u_0$.

It is clear that $(a + b)$ is a solution of the problem satisfied by $\tilde{u}$ above. The $L^\infty$ bound $b(t) \leq \|u_0\|_{L^\infty(\Omega)}$ follows after testing the $b$ equation with $(b - M_0)^+$ where $M_0 := \|u_0\|_{L^\infty(\Gamma)}$ takes $\lambda \geq \|\nabla \cdot V\|_{\infty}$ using (46), the interpolated trace inequality and Gronwall’s lemma. So it remains for us to show that the solution of (21) is bounded given $b \in L^\infty(\Omega)$.

We will again apply a De Giorgi method. Of course there is a lot of similarity to Lemmas 3.1 and 3.3 but we follow the work of Nittka [40] here, which offers several improvements and corrections over the similar material presented in [32, §III.7–8]. Let $B_k(t) := \{x \in \Gamma(t) \mid a(t, x) \geq k\}$. For $k \geq 0$ let us test with $a_k = (a - k)^+$ and use (46) to get

$$\frac{1}{2} \int_{\Gamma(t)} |a_k(t)|^2 + \int_0^t \int_{\Gamma(s)} \delta \|\nabla a_k\|^2 + (\nabla \cdot V + \lambda) a_k - \frac{1}{2} |a_k|^2 \nabla \cdot V \Omega$$

$$+ \int_0^t \int_{\Gamma(s)} \frac{1}{2} j a_k^2 - (\delta_k e^{-\lambda} z - \delta_k^{-1} a w) a_k - j(a + b) a_k = 0.$$

The two terms involving the velocity can be combined if we assume that $\lambda \geq \|\nabla \cdot V\|_{\infty}$ (we shall specify $\lambda$ later on) and use $a = (a - k)^+ + k$. Now, since $(a + b) a_k = |a_k|^2 + k a_k a_k$ and $a_k = \frac{1}{2} k(a - k)^+ \leq \frac{1}{2} k^2 + |(a - k)|^2), we have

$$(a + b) a_k \leq (2 + \|b\|_{L^\infty(\Omega)}) |a_k|^2 + \frac{\|b\|_{L^\infty(\Omega)}}{k} k^2 + k^2$$

for $k \geq 1$. Using this, the last term in the weak formulation above can be manipulated as

$$- \int_0^t \int_{\Gamma(s)} \frac{1}{2} j a_k^2 - (\delta_k e^{-\lambda} z - \delta_k^{-1} a w) a_k - j(a + b) a_k$$

$$\leq \int_0^t \int_{\Gamma(s)} \delta_k^{-1} |z|_{L^\infty(\Omega)} a_k + |j|_{\infty} \left( \frac{5}{2} + \|b\|_{L^\infty(\Omega)} \right) |a_k|^2 + \frac{\|b\|_{L^\infty(\Omega)}}{k} k^2 + k^2$$

$$\leq \int_0^t \int_{\Gamma(s)} \frac{\delta_k^{-1} |z|_{L^\infty(\Omega)}}{k} (k^2 + |a_k|^2 + \|j\|_{\infty} \left( \frac{5}{2} + \|b\|_{L^\infty(\Omega)} \right) |a_k|^2 + \frac{\|b\|_{L^\infty(\Omega)}}{k} k^2 + k^2$$

$$= \int_0^t \int_{\Gamma(s)} \frac{\alpha}{k} k^2 + \left( \frac{5}{2} \|j\|_{\infty} \right) |a_k|^2 + \|j\|_{\infty} k^2$$
where we defined $\alpha := \delta_\Omega^{-1} \|z\|_{L^\infty(\Omega)} + \|j\|_{\infty} \|b\|_{L^\infty(\Omega)}$. Now we use the interpolated trace inequality on the (integral of the) second term above with

$$
\epsilon = \frac{\delta_\Omega}{2(\alpha + \frac{5}{2} \|j\|_{\infty})}
$$

and

$$
C_\epsilon = \frac{C}{\epsilon} = 2\delta_\Omega^{-1} C \left( \alpha + \frac{5}{2} \|j\|_{\infty} \right)
$$

to find, taking $k \geq 1$,

$$
\frac{1}{2} \int_{\Omega(t)} |a_k(t)|^2 \leq -\int_0^t \int_{\Omega(s)} \frac{\delta_\Omega}{2} |\nabla a_k(t)|^2 + (\lambda_u + \nabla \cdot \nabla \Omega) |a_k(t)|^2 + (\frac{\alpha}{k} + \|j\|_{\infty}) \int_0^t \int_{B_k(s)} k^2
$$

$$
+ 2C\delta_\Omega^{-1} (\alpha + \frac{5}{2} \|j\|_{\infty})^2 \int_0^t \int_{\Omega(s)} |a_k(t)|^2
$$

$$
\leq -\frac{\delta_\Omega}{2} \int_0^t \int_{\Omega(s)} |\nabla a_k(t)|^2 + \left( \frac{\alpha}{k} + \|j\|_{\infty} \right) \int_0^t \int_{B_k(s)} k^2
$$

where for the last inequality we picked $\lambda_u = \|\nabla \cdot \nabla \Omega\|_{\infty} + 2C\delta_\Omega^{-1} (\alpha + \frac{5}{2} \|j\|_{\infty})^2$. This is

$$
\frac{1}{2} \int_{\Omega(t)} |a_k(t)|^2 + \frac{\delta_\Omega}{2} \int_0^t \int_{\Omega(s)} |\nabla a_k(t)|^2 \leq \left( \frac{\alpha}{k} + \|j\|_{\infty} \right) \int_0^t \int_{B_k(s)} k^2,
$$

and now take essential supremums over $t$, setting $m = \min(1, \delta_\Omega)$:

$$
\frac{1}{2} m \|a_k\|^2_{L^2(\Omega)} \leq \left( \frac{\alpha}{k} k^2 + \|j\|_{\infty} k^2 \right) \int_0^T \int_{B_k(s)}.
$$

(22)

By Holder’s inequality,

$$
\left( \frac{\alpha}{k} + \|j\|_{\infty} \right) \int_0^T \int_{B_k(s)} \leq \left( \frac{\alpha}{k} + \|j\|_{\infty} \right) \|\Gamma\|_1^1 T^{1/r} \|\chi_{B_k}\|_{L^{(r-1)/2}(\Omega)} \leq (1 + C_1 \|j\|_{\infty}) \|\chi_{B_k}\|_{L^{(r-1)/2}(\Omega)}
$$

(23)

where we have taken $k \geq \alpha \|\Gamma\|_1^1 T^{1/r}$ and set $C_1 := \|\Gamma\|_1^1 T^{1/r}$ and also we constrain $r$ and $q$ so that

$$
\frac{1}{r} + \frac{d}{2q} < \frac{1}{2}.
$$

(24)

Now define $\kappa, r_*$ and $q_*$ by

$$
\frac{1}{r} + \frac{d}{2q} = \frac{\kappa (d+1)}{2}, \quad r_* = \frac{2(1 + \kappa)r}{r - 1}, \quad \text{and} \quad q_* = \frac{2(1 + \kappa)q}{q - 1}.
$$

The condition (24) implies that $\kappa > 0$. Then (23) can be written like

$$
\left( \frac{\alpha}{k} + \|j\|_{\infty} \right) \int_0^T \int_{B_k(s)} \leq (1 + C_1 \|j\|_{\infty}) \|\chi_{B_k}\|_{L^{2(1+\kappa)}(\Omega)}^{2(1+\kappa)}/2^{(1+\kappa)/r_*}.
$$

So we find that (22) becomes

$$
\frac{1}{2} m \|a_k\|^2_{L^2(\Omega)} \leq (1 + C_1 \|j\|_{\infty}) k^2 \|\chi_{B_k}\|_{L^{2(1+\kappa)}(\Omega)}^{2(1+\kappa)} = C_2 k^2 \left( \int_0^T |B_k(t)|^{r_*/q_*} \right)^{2(1+\kappa)/r_*},
$$

where we set $C_2 := 1 + C_1 \|j\|_{\infty}$. This, as we said before, holds whenever

$$
k \geq \max(1, \alpha C_1).
$$

(25)

Now the proof is analogous to what is done in the proof of Lemma 3.3 where instead of the inequality of Lemma B.1 we use Lemma B.2. Define $k_n := (2 - 2^-n) N$ for a large $N$ and

$$
z_n := \left( \int_0^T |B_{k_n}(t)|^{r_*/q_*} \right)^{2/r_*}.
$$

Then we in fact find

$$
z_{n+1} \leq 2^6 m^{-1} C_2 C_4 n^{1+\kappa}
$$

(here $C_4$ is the constant from Lemma B.2) and if we take $\hat{k}$ such that it satisfies (25), then

$$
(N - \hat{k})^2 z_0 \leq 2 m^{-1} C_2 C_4 \hat{k}^2 C_0.
$$

Defining $C_3 := \|\Gamma\|_1^{2(1+\kappa)/q_*} T^{2(1+\kappa)/r_*}$ and picking $N = \hat{k}(\sqrt{C_2} \hat{k}^{1+\frac{\hat{k}}{2}} + \hat{k}^{1+\frac{\hat{k}}{2}} (m^{-1} C_2 C_4)^{\hat{k}^{1+\frac{\hat{k}}{2}} + 1}$, we have

$$
z_0 \leq (2^6 m^{-1} C_2 C_4)^{-1/\kappa} 4^{-1/\kappa^2}.
$$
By [32, II, Lemma 5.6], we have \( z_n \to 0 \) as \( n \to \infty \). This suggests, since \( k_n \to 2N \), that \( a(t) \leq 2N \) almost everywhere on \( \Gamma(t) \). Putting everything together, we find

\[
  u(t) \leq c \|\nabla u\|_{\infty} T^p + C_3 \delta_1^{1-p} (\alpha + \varepsilon)^{1/2} \|\nabla u\|_{\infty}^2 T \left( \max(1, \alpha C_1) (C_4 m^{-1/2} \varepsilon + C_5) + \|u_0\|_{L^\infty(\Omega_0)} \right).
\]

4. Strong solutions for \( u \)

In order to show that \( \hat{u} \) is in fact a function and not just an element of a dual space, we would like to test with \( \hat{u} \) but obviously this is not possible. We may try a smoothing technique like using the Galerkin approximation for the \( u \) equation and testing with the finite-dimensional time derivative \( \hat{u}_n \), but this does not help either since we would actually need a uniform bound in \( L^\infty \) on the \( u_n \) which does not necessarily follow from the \( L^\infty \) bound on \( u \). Instead we mollify in time the \( u \) equation and try to make use of the \( L^\infty \) bound obtained for \( u \) in Theorem 1.5. Essentially we will test the \( u \) equation with an approximation of \( u \) by Steklov averaging [19, 20, 32]. Actually, we will do this for the equation pulled back onto a reference domain. Before we proceed, let us discuss the Steklov averaging technique and some properties. For a function \( v \in L^p(0,T;X) \) where \( X \) is a Banach space, we define its Steklov average \( v_h \) by

\[
v_h(t) = \int_0^t \frac{v(s) \, ds}{t - h} \quad : 0 < t \leq T - h \quad : T - h < t \leq T
\]

for \( 0 < h < T \). For \( p \neq \infty \), it is well known that for any \( \epsilon \in (0,T) \), we have \( v_h \in L^p(0,T - \epsilon;X) \) with \( \|v_h\|_{L^p(0,T - \epsilon;X)} \leq \|v\|_{L^p(0,T;X)} \) for all \( h \in (0,\epsilon) \), and \( v_h \to v \) in \( L^p(0,T - \epsilon;X) \) as \( h \to 0 \). Also, \( v_h \) has the (strong) a.e.

\[
  \partial_t v_h(t) = \frac{v(t + h) - v(t)}{h} := D_h v(t).
\]

Now, to obtain the weak form corresponding to the equation on the reference domain, we introduce some notation. We have defined in Section 1.1 the flow \( \Phi \) such that

\[
  \Phi_t : \overline{\Omega_0} \to \overline{\Omega(t)} \text{ with } \frac{d}{dt} \Phi_t(\cdot) = V_p(t, \Phi_t(\cdot)).
\]

Let \( D\Phi_t \) be the Jacobian matrix of \( \Phi_t \) with inverse \( M(t) := (D\Phi_t)^{-1} \) and let \( J_t = \det D\Phi_t \) be its determinant.

Define \( A(t) := \partial_t J_t M(t) M(t)^T \) and \( \omega_t := |M(t)^T \nu_0| \), where \( \nu_0 \) is the outward normal to \( \Gamma_0 \).

Below, \( \tilde{g} : \Omega_0 \times [0,T] \to \mathbb{R} \) denotes the pullback of a function \( g \in L^2_X \) by \( \tilde{g}(\xi, t) = g(\Phi_t(\xi), t) \); we use the same notation for the pullback of functions defined on \( \Gamma(t) \). Pulling back the weak form of the \( u \) equation gives (see [14, Chapter 9, §4.2] for the boundary integral)

\[
  \left< \tilde{u}_t, J_t \tilde{\varphi} \right> + \int_{\partial \Omega} A(t) \tilde{n} \nabla \tilde{\varphi} + \tilde{u} \tilde{\varphi} V_0 J_t + J_t \tilde{\Omega} \cdot M(t) M(t)^T \nabla \tilde{u} \tilde{\varphi} = \int_{\Gamma_0} \left( \frac{\tilde{z}}{\partial k} - \frac{\tilde{\varphi} \tilde{\psi}}{\partial k} \right) \tilde{\varphi} J_t \omega_t + J_0 \tilde{u} \tilde{\varphi} J_t \omega_t,
\]

where \( V_0 = \nabla \cdot V_\Omega \) is the pullback of \( \nabla \cdot V_\Omega \), and similarly for \( J_0 = (V_\Omega - V_\Gamma) \cdot \tilde{n} \). Now setting \( \tilde{\psi} = J_t \tilde{\varphi} \), this becomes

\[
  \left< \tilde{u}_t, \psi \right> + \int_{\partial \Omega} A(t) \tilde{n} \nabla \psi + \tilde{u} \psi V_0 J_t + J_t \tilde{\Omega} \cdot M(t) M(t)^T \nabla \tilde{u} \psi = \int_{\Gamma_0} \left( \frac{\tilde{z}}{\partial k} - \frac{\tilde{\varphi} \tilde{\psi}}{\partial k} \right) \psi \omega_t + J_0 \tilde{u} \psi \omega_t.
\]

Since \( A(t) \nabla u \nabla (J_t^{-1} \psi) = J_t^{-1} A(t) \nabla u \nabla \psi + \psi A(t) \nabla u \nabla J_t^{-1} \), setting \( B(t) := J_t^{-1} A(t) \), integrating by parts in time and relabelling to remove all the tildes from \( \tilde{u} \), we obtain

\[
  \frac{d}{dt} \int_{\Omega_0} u \psi + \int_{\Omega_0} B(t) \nabla u \nabla \psi + \psi A(t) \nabla u \nabla J_t^{-1} + u \psi V_0 + J_t \tilde{\Omega} \cdot M(t) M(t)^T \nabla u \psi = \int_{\Gamma_0} \left( \frac{\tilde{z}}{\partial k} - \frac{\tilde{\varphi} \tilde{\psi}}{\partial k} \right) \psi \omega_t + J_0 u \psi \omega_t \quad (26)
\]

if \( \psi \) is independent of time. To write the weak form associated to the function \( u_h \) (see [19, Chapter II]), in (26), divide by \( h \) and integrate over \((t, t + h)\):

\[
  \int_{\Omega_0} \partial_t u_h(t) \psi + \frac{1}{h} \int_{t}^{t+h} B(s) \nabla u \nabla \psi + \frac{1}{h} \int_{\Omega_0} \int_t^{t+h} \psi A(s) \nabla u \nabla J_s^{-1} + \frac{1}{h} \int_{\Omega_0} \int_t^{t+h} u \psi V_0 + \frac{1}{h} \int_t^{t+h} \tilde{\Omega} \cdot M(s) M(s)^T \nabla u \psi = \frac{1}{h} \int_{\Gamma_0} \int_t^{t+h} \left( \frac{\tilde{z}}{\partial k} - \frac{\tilde{\varphi} \tilde{\psi}}{\partial k} \right) \psi \omega_t + J_0 u \psi \omega_t \quad (27)
\]

The idea is to test with \( \partial_t u_h(t) \) and integrate over \( t \) and try to find a bound on \( u'_h(t, \cdot) \) in \( L^2(0,T;L^2(\Omega_0)) \) independent of \( h \). This requires us to handle the various terms in the equality above, which is not at all straightforward since the coefficients are time-dependent. For example, in the non-moving setting where the elliptic operator such as the Laplacian is independent of time, we have

\[
  \langle -Au, \psi \rangle_h = \langle -Au_h, \psi \rangle,
\]
i.e., the Steklov average commutes with elliptic operator. In our case of a moving domain this equality is no longer true (in fact some extra terms appear) because the coefficients of the operator $A$ depend on time. For this purpose, we need the following auxiliary results.

4.1. Preliminary results. We begin with the following fundamental lemma, which follows by a simple integration by parts argument.

**Lemma 4.1.** Let $\varphi: [0,T] \rightarrow \mathbb{R}$ be absolutely continuous and $f \in L^1(0,T)$. We have

$$
\frac{1}{h} \int_0^{t+h} \varphi(s)f(s) = \varphi(t+h)f_h(t) + D_h \varphi(t) \int_0^t f(s) - \frac{1}{h} \int_0^{t+h} \varphi'(s) \int_0^s f(r).
$$

Given functions $g$, $\varphi$, and $k$ defined on $[0,T] \times \Omega_0$, it is convenient to define a map $L_h$ by the expression

$$
L_h(g, \varphi, k) := g(t) \left( D_h \varphi(t) K(t) - \frac{1}{h} \int_t^{t+h} \varphi'(s) K(s) \right) \text{ where } K(t) = \int_0^t k(s) ds.
$$

Thus the equality of Lemma 4.1 can be rewritten as

$$
\frac{1}{h} \int_0^{t+h} \varphi(s)f(s) = \varphi(t+h)f_h(t) + L_h(1, \varphi, f)(t).
$$

A form of Lemma 4.1 for matrix-vector products is given by the following corollary, which can be proved by writing the products componentwise and using the formula for $L_h$.

**Corollary 4.2.** Let $\psi \in H^1(\Omega_0)$, $f \in L^2(0,T;H^1(\Omega_0))$ and let $N(t) = [n_{ij}(t)]$ be a matrix with $n_{ij}: [0,T] \rightarrow \Omega$ absolutely continuous and $n'_{ij} \in L^1(0,T;L^\infty(\Omega))$. Then

$$
\frac{1}{h} \int_{\Omega_0} \int_t^{t+h} N(s) \nabla f(s) \nabla \psi = \int_{\Omega_0} N(t+h) \nabla f_h(t) \nabla \psi + \sum_{ij} \int_{\Omega_0} L_h(\psi_{x_j}, n_{ij}, f_{x_i})(t).
$$

Since $L_h$ appears a number of times, it is useful to bound it in terms of its arguments. First, define the space

$$
X := \{ \varphi \in \text{Lip}(0,T; L^\infty(\Omega)) \mid \varphi \text{ is differentiable a.e. } t \in [0,T] \}.
$$

This is indeed a proper subset (that is, the constraint is not redundant) because $L^\infty(\Omega_0)$ does not have the Radon–Nikodym property [4, Example 1.2.8].

**Lemma 4.3.** The map $L_h: L^2(0,T;L^2(\Omega_0)) \times X \rightarrow L^1(0,T;L^1(\Omega_0))$ and for $g$, $k \in L^2(0,T;L^2(\Omega_0))$, $\varphi \in X$,

$$
\int_0^T \int_{\Omega_0} L_h(g, \varphi, k)(t) \leq 4 \text{Lip}(\varphi) \sqrt{T-1} \| g \|_{L^2(0,T-h;L^2(\Omega_0))} \| k \|_{L^2(0,T;L^2(\Omega_0))}.
$$

_Proof._ By adding and subtracting the same term in the definition of $L_h$,

$$
L_h(g, \varphi, k)(t) = g(t) K(t) (D_h \varphi(t) - \varphi'(t)) + g(t) \left( \varphi'(t) K(t) - \frac{1}{h} \int_t^{t+h} \varphi'(s) K(s) \right).
$$

The assumptions on $\varphi$ mean that it is Lipschitz continuous in time with a global Lipschitz constant, and therefore $D_h \varphi(t) \leq \text{Lip}(\varphi)$. After integrating the above expression for $L_h$ in space and over $t \in (0,T-h)$, the first term on the right hand side is

$$
\int_0^{T-h} \int_{\Omega_0} g(t) K(t) (D_h \varphi(t) - \varphi'(t)) \leq 2 \text{Lip}(\varphi) \| g \|_{L^2(0,T-h;L^2(\Omega_0))} \| K \|_{L^2(0,T-h;L^2(\Omega_0))}
$$

and the second term can be dealt with as follows:

$$
\int_0^{T-h} \int_{\Omega_0} g(t) \left( \varphi'(t) K(t) - \frac{1}{h} \int_t^{t+h} \varphi'(s) K(s) \right) \leq \int_0^{T-h} \int_{\Omega_0} |g(t)| \| \varphi' \|_{\infty} \left( |K(t)| + \frac{1}{h} \int_t^{t+h} |K(s)| \right)
$$

$$
= \text{Lip}(\varphi) \int_0^{T-h} \int_{\Gamma_0} |g(t)| |K(t)| + |g(t)||K(t)||_h
$$

$$
\leq 2 \text{Lip}(\varphi) \| g \|_{L^2(0,T-h;L^2(\Omega_0))} \| K \|_{L^2(0,T;L^2(\Omega_0))}.
$$

The claim follows once we note that

$$
\| K \|_{L^2(0,T-h;L^2(\Omega_0))}^2 = \int_0^{T-h} \int_{\Omega_0} \left| \int_0^t k(s) \right|^2 \leq \int_0^{T-h} \int_{\Omega_0} \int_0^t |k(s)|^2 \leq (T-h) \| k \|_{L^2(0,T-h;L^2(\Omega_0))}^2.
$$

□
4.2. Obtaining the bound. As we mentioned before, we want to establish a bound on \( u_0^\prime \) in \( L^2(0, T; L^2(\Omega_0)) \) and to do so we will integrate (27) in time for a specific test function \( \psi \). Let \( \xi \in C_c^\infty(0, T) \) be a smooth function vanishing near \( t = 0 \) and equal to one near \( t = T \) with \( 0 \leq \xi \leq 1 \) and pick \( \psi = \xi(t) \partial_t u_h(t) \) in (27) (this cutoff function is necessary to deal with the Laplacian term: we cannot bound \( \nabla u_h(0) \) in \( L^2(\Omega_0) \) independent of \( h \)). Our aim is to prove the following lemma, which we will do by addressing each term in the next subsections.

**Lemma 4.4.** With \( \psi = \xi(t) \partial_t u_h(t) \), the following lower bound

\[
\frac{1}{h} \int_0^{T-h} \int_{\Omega_0} \int_t^{t+h} B(s) \nabla u(s) \nabla \psi \geq (\lambda_T - (d + 1)\rho) \| \nabla u_h(T-h) \|^2_{L^2(\Omega_0)} - C_\rho
\]

and the following upper bounds

\[
\frac{1}{h} \int_0^{T-h} \int_{\Omega_0} \int_t^{t+h} \psi A(s) \nabla u(s) \nabla \psi + J_\Omega \cdot M(s) T \nabla u \psi + u \psi V_0 \leq \epsilon \| \xi u_h \|^2_{L^2(0,T;L^2(\Omega_0))} + C_\epsilon
\]

\[
\frac{1}{h} \int_0^{T-h} \int_{\Gamma_u} \int_t^{t+h} (z - uw + j_0 u) \psi \omega_\alpha \leq C
\]

hold, where \( \lambda_T > 0 \) is as in (31), \( \rho, \epsilon > 0 \) can be chosen arbitrarily and all constants on the right hand sides are independent of \( h \).

4.2.1. The Laplacian term. Clearly, the most troublesome term in (27) is the one involving the gradient of the test function \( \psi = \xi \partial_t u_h \). We must manipulate it in such a way as to extract a positive contribution of \( \int_{\Omega_0} | \nabla u_h(T-h) |^2 \) (a term that we cannot bound from above since it would require pointwise control on the gradient of \( u \)). This is trivial when \( B \) is independent of time but in our case the extra terms arising from the time dependency generate unwanted negative contributions of (the square root of) the above integral, which we will overcome by Young's inequality. Let us begin by using Corollary 4.2 to write

\[
\frac{1}{h} \int_{\Omega_0} \int_0^{t+h} B(s) \nabla u(s) \nabla \psi = \int_{\Omega_0} \xi(t) B(t+h) \nabla u_h \partial_t u_h(t)
\]

\[
+ \sum_{ij} \xi(t) (\partial_t u_h(t))_{x_j} \left( D_h b_{i} j(t) \int_0^t u_{x_i}(s) - \frac{1}{h} \int_t^{t+h} b_{ij}(s) \int_0^s u_{x_i}(r) \right)
\]

\[
= \frac{1}{2} \frac{d}{dt} \int_{\Omega_0} \xi(t) B(t+h) \nabla u_h(t) \nabla u_h(t)
\]

\[
- \frac{1}{2} \int_{\Omega_0} \left( \xi(t) B(t+h) \nabla u_h(t) \nabla u_h(t) \right) + \sum_{ij} \xi(t) (\partial_t u_h(t))_{x_j} \left( D_h b_{i} j(t) \int_0^t u_{x_i}(s) - \frac{1}{h} \int_t^{t+h} b_{ij}(s) \int_0^s u_{x_i}(r) \right)
\]

\[
= J_{ij}
\]

Above, we wrote the \( L_h \) term out explicitly as Lemma 4.3 does not produce a useful estimate in this instance and it requires some preparation. Before that, consider the first term on the right hand side. We have, since \( \xi \) vanishes near zero and equals one near \( T \) and \( B(T) \) is a positive-definite matrix,

\[
\frac{1}{2} \int_0^{T-h} \frac{d}{dt} \int_{\Omega_0} \xi(t) B(t+h) \nabla u_h(t) \nabla u_h(t) = \frac{1}{2} \int_{\Omega_0} \xi(T-h) B(T) \nabla u_h(T-h) \nabla u_h(T-h)
\]

\[
\geq \lambda_T \int_{\Omega_0} | \nabla u_h(T-h) |^2,
\]

(31)

where the constant \( \lambda_T \) is independent of \( x \). This term, which is a positive contribution of the gradient evaluated at a point, will be used to absorb negative terms that arise below. Regarding the second term on the right hand side, it is straightforward to bound

\[
\frac{1}{2} \int_0^{T-h} \int_{\Omega_0} (\xi(t) B(t+h) + \xi(t) B'(t+h)) \nabla u_h(t) \nabla u_h(t) \leq C_1 \| | \nabla u_h(t) |^2_{L^2(0,T;L^2(\Omega_0))}.
\]

(32)

This leaves us with the integral \( I_{ij} \) which in its current form is not helpful since we cannot bound the term \( (\partial_t u_h(t))_{x_j} \). However, we can use the convenient properties of the Steklov averaging allowing us to swap the order of spatial and temporal derivatives:

\[
(\partial_t u_h(t))_{x_j} = \left( \frac{u(t+h) - u(t)}{h} \right)_{x_j} = \frac{u_{x_j}(t+h) - u_{x_j}(t)}{h} = \partial_t ((u_{x_j})(x,t))
\]

\[
= (u_{x_j} + j_0 u)_{x_j} = \partial_t ((u_{x_j})(x,t))
\]
thus we may integrate by parts in time to yield

\[
I_{ij} = \frac{d}{dt} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) \left( D_h b_{ij}(t) \int_0^t u_{x_i}(s) - \frac{1}{h} \int_t^{t+h} b'_{ij}(s) \int_0^s u_{x_i}(r) \right) \\
- \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) \frac{d}{dt} \left( D_h b_{ij}(t) \int_0^t u_{x_i}(s) - \frac{1}{h} \int_t^{t+h} b'_{ij}(s) \int_0^s u_{x_i}(r) \right) \\
- \int_{\Omega_0} \xi'(t)(u_{x_j})_h(t) \left( D_h b_{ij}(t) \int_0^t u_{x_i}(s) - \frac{1}{h} \int_t^{t+h} b'_{ij}(s) \int_0^s u_{x_i}(r) \right).
\]  

(33)

Expanding the brackets above leaves us with six terms to control. We do this in a few steps.

**Step A (the first, third and fifth term).** After expanding the brackets, we see that the sum of the first term and the third term is

\[
\frac{d}{dt} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) D_h b_{ij}(t) \int_0^t u_{x_i}(s) - \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) \frac{d}{dt} \left( D_h b_{ij}(t) \int_0^t u_{x_i}(s) \right) \\
= \frac{d}{dt} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) D_h b_{ij}(t) \int_0^t u_{x_i}(s) - \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) \left( D_h b'_{ij}(t) \int_0^t u_{x_i}(s) + D_h b_{ij}(t) u_{x_i}(t) \right).
\]

Let us integrate in time and handle each of these terms on the right hand side.

**Step A.1.** Since \( \xi \) vanishes near zero, we have

\[
\int_0^{T-h} \frac{d}{dt} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) D_h b_{ij}(t) \int_0^t u_{x_i}(s) = \int_{\Omega_0} \xi(T-h)(u_{x_j})_h(T-h) D_h b_{ij}(T-h) \int_0^{T-h} u_{x_i}(s) \\
\leq \|b_{ij}\|_{\text{Lip}} \int_{\Omega_0} \|(u_{x_j})_h(T-h)\|_{L^2(\Omega_0)} \int_0^{T-h} \|u_{x_i}(s)\|_{L^2(\Omega_0)} \\
= C_1 \|u_{x_j}\|_{L^1(0,T-h;L^2(\Omega_0))} \|u_{x_i}\|_{L^1(0,T-h;L^2(\Omega_0))} \\
\leq \frac{\rho}{2} \left( \|u_{x_j}\|_{L^2(\Omega_0)} \right)^2 + C_0 \|u_{x_i}\|^2_{L^2(\Omega_0)}
\]

since derivatives and the Steklov averaging commute.

**Step A.2.** We also have

\[
\int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) D_h b'_{ij}(t) \int_0^t u_{x_i}(s) \leq \|b'_{ij}\|_{\text{Lip}} \int_0^{T-h} \int_{\Omega_0} \|(u_{x_j})_h(t)\| \int_0^t \|u_{x_i}(s)\| \\
\leq C_1 \int_0^{T-h} \int_{\Omega_0} \|(u_{x_j})_h(t)\| \int_0^t \|u_{x_i}(s)\| \\
\leq C_2 \|u_{x_j}\|_{L^1(0,T;L^2(\Omega_0))} \int_0^{T-h} \|(u_{x_j})_h(t)\|_{L^2(\Omega_0)} \\
\leq C_3 \|u_{x_j}\|_{L^1(0,T;L^2(\Omega_0))} \|u_{x_j}\|_{L^1(0,T-h;L^2(\Omega_0))}.
\]

The fifth term in (33) can be dealt with in exactly the same manner.

**Step A.3.** Finally, we have

\[
\int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_j})_h(t) D_h b_{ij}(t) u_{x_i}(t) \leq \|b_{ij}(t)\|_{\text{Lip}} \int_0^{T-h} \int_{\Omega_0} \|(u_{x_j})_h(t)\| u_{x_i}(t) \\
\leq C_1 \|u_{x_j}\|_{L^2(0,T-h;L^2(\Omega_0))} \|u_{x_i}\|_{L^2(0,T;L^2(\Omega_0))}.
\]

**Step B (The second and fourth terms).** Now let us handle (the negative of) the second and fourth terms in (33).
Step B.1. We have
\[ \int_0^{T-h} \frac{d}{dt} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) \left( \frac{1}{h} \int_t^{t+h} b_{ij}(s) \int_0^s u_{x_i}(r) \right) = \int_{\Omega_0} \xi(T-h)(u_{x_i})_h(T-h) \left( \frac{1}{h} \int_{T-h}^{T} b_{ij}(s) \int_0^s u_{x_i}(r) \right) \]
\[ \leq \frac{\|b_{ij}\|_{\infty}}{h} \int_{T-h}^{T} \int_{\Omega_0} \|u_{x_i}(T-h)\|_2 u_{x_i}(r) \]
\[ \leq C_1 \frac{1}{h} \|u_{x_i}(T-h)\|_{L^2(\Omega_0)} \int_{T-h}^{T} \|u_{x_i}\|_{L^1(0,T,L^2(\Omega_0))} \]
\[ = C_1 (\|u_{x_i}(T-h)\|_{L^2(\Omega_0)} \|u_{x_i}\|_{L^1(0,T,L^2(\Omega_0))}) \]
\[ \leq \frac{\rho}{2} \|u_{x_i}(T-h)\|_{L^2(\Omega_0)}^2 + C_\rho \]

Step B.2. Since
\[ \frac{d}{dt} \left( \frac{1}{h} \int_t^{t+h} b_{ij}(s) \int_0^s u_{x_i}(r) \right) = \frac{1}{h} \left( b_{ij}(t+h) \int_0^{t+h} u_{x_i} - b_{ij}(t) \int_0^t u_{x_i} \right), \]
we find the fourth term to be
\[ \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) \left( \frac{1}{h} \int_t^{t+h} u_{x_i} - b_{ij}(t) \int_0^t u_{x_i} \right) \]
\[ = \frac{1}{h} \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) \left( b_{ij}(t+h) \int_0^{t+h} u_{x_i} - \int_0^t u_{x_i} \right) + \left( b_{ij}(t+h) - b_{ij}(t) \right) \int_0^t u_{x_i}(r) \]
\[ = \frac{1}{h} \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) b_{ij}(t+h) \int_0^{t+h} u_{x_i}(r) + \frac{1}{h} \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) \left[ b_{ij}(t+h) - b_{ij}(t) \right] \int_0^t u_{x_i}(r) \]
\[ \leq \frac{\|b_{ij}\|_{\infty}}{h} \int_0^{T-h} \int_{\Omega_0} \|u_{x_i}(t)\|_2 ||u_{x_i}(t)\|_2 ||u_{x_i}(r)\|_2 \]
\[ \leq C_1 (\|u_{x_i}(T-h)\|_{L^2(\Omega_0)} \|u_{x_i}\|_{L^1(0,T,L^2(\Omega_0))}) \]

Step C (The final term). It remains for us to bound the last term in (33):
\[ \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) \left( \frac{1}{h} \int_t^{t+h} b_{ij}(s) \int_0^s u_{x_i}(r) \right) = \int_0^{T-h} \int_{\Omega_0} \xi(t)(u_{x_i})_h(t) b_{ij} U_{x_i}(t) \]
\[ \leq \|\xi\|_{\infty} \|u_{x_i}(T-h)\|_{L^2(\Omega_0)} \|b_{ij} U_{x_i}\|_{L^2(\Omega_0)} \]
\[ \leq \|\xi\|_{\infty} \|b_{ij}\|_{\infty} \|u_{x_i}\|_{L^2(\Omega_0)} \|U_{x_i}\|_{L^2(\Omega_0)} \]

where we defined \( U_{x_i}(t) = \int_0^t u_{x_i}, \)

Conclusion. Combining all of the steps and summing (33) over \( i \) and \( j \), we find
\[ \sum_{ij} \int_0^{T-h} I_{ij} \leq (d + 1) \rho \|\nabla u_{h}(T-h)\|_{L^2(\Omega_0)}^2 + C_1 \]
for a constant \( C_1 \) not depending on \( h \). Taking this into account with (31) and (32), we end up with (28).

4.2.2. The remaining terms on the left hand side. The remaining integrals over \( \Omega_0 \) are lower order in \( \partial_t u_h \), so we can be a bit more crude in how we deal with them but since we already have the more precise machinery of Lemmas 4.1 and 4.3 let us take care. Denoting the components of \( J_{ij} \) as \( k_i \), using
\[ A(s)\nabla u \nabla J_s^{-1} + \sum_{i} A(s)j_x u_{x_i} + \sum_{ij} k_j n_{ij} u_{x_i} = \sum_{ij} \left( a_{ij}(s)j_x u_{x_i} + k_j n_{ij} u_{x_i} \right) \]
we see that, using Lemma 4.1, and the definition of \( \psi \),
\[ \frac{1}{h} \int_{\Omega_0} \int_t^{t+h} \psi A(s)\nabla u(s) \nabla J_s^{-1} + J_\Omega \cdot M(s)^T \nabla u(s) \]
\[ = \int_{\Omega_0} \xi(t) \partial_t u_h(t) A(t + h) \nabla u_h(t) \nabla J_{t+h}^{-1} + \sum_{ij} L_h(t; \xi \partial_t u_h, n_{ij}, u_{x_i}) \]
\[ \leq \sum_{ij} \int_{\Omega_0} \xi(t) |\partial_t u_h(t)|^2 + C_\ell |A(t + h) \nabla u_h(t) \nabla J_{t+h}^{-1}|^2 + \sum_{ij} L_h(t; \xi \partial_t u_h, n_{ij}, u_{x_i}) \]
Dealing with the boundary quantities.

4.2.3. and this leads to (29) after using the boundedness of $u_{\partial u}$ theorem would insist on gradient control on so that and integrating over $\int\frac{e}{4} [\xi \partial u](t) + C|V_0(t + h)u_h(t)]^2 + L_h(t; \xi \partial u_h, V_0, u)$.

Integrating both of these and combining, we find with the aid of Lemma 4.3, and this leads to (29) after using the boundedness of $|A(t + h)^T \nabla J_i|$ and Young’s inequality with $\epsilon$.

4.2.3. Dealing with the boundary quantities. We have an issue with $\partial u_{\partial u}$ on the boundary, since the trace theorem would insist on gradient control on $u$. The workaround is to integrate by parts and to use a trick involving the chain rule to deal with the $u_{\partial u} u_h$ term.

First, to ease the notation, let $\tilde{z} = \delta_k^{-1} \xi \omega z$, $\tilde{w} = \delta_k^{-1} \xi \omega w$, $\tilde{j}_0 = \xi \omega j_0$ and define $f = \tilde{w} - \tilde{j}_0$. The right hand side of (27) is then

$$\frac{1}{h} \int_{0}^{T - h} \int_{\Gamma_0} \left( \frac{z}{\delta_k} - \frac{uw}{\delta_k} + j_0 u \right) \psi \omega_h = \int_{\Gamma_0} \partial_t u_h(t) \frac{1}{h} \int_{t}^{t + h} \tilde{z} - u(\tilde{w} - \tilde{j}_0)$$

$$= \int_{\Gamma_0} \partial_t u_h(t) [\tilde{z}_h - (uf)_h]$$

$$= \frac{d}{dt} \int_{\Gamma_0} \tilde{z}_h u_h - \int_{\Gamma_0} \partial_t \tilde{z}_h u_h - \frac{d}{dt} \int_{\Gamma_0} [uf]_h u_h + \int_{\Gamma_0} \partial_t [uf]_h u_h. \quad (34)$$

The final term above still contains explicitly a derivative of $u$, so let us rewrite it by first using

$$\partial_t [uf]_h = \frac{u(t + h) - u(t)}{h} f(t + h) + u(t) \frac{f(t + h) - f(t)}{h} = f(t + h) \partial_t u_h + u \partial_t f_h$$

so that

$$\int_{\Gamma_0} \partial_t [uf]_h u_h = \frac{1}{2} \int_{\Gamma_0} f(t + h) \partial_t u_h^2 + \int_{\Gamma_0} u u_h \partial_t f_h$$

$$= \frac{d}{dt} \int_{\Gamma_0} f(t + h) u_h^2 - \frac{1}{2} \int_{\Gamma_0} f'(t + h) u_h^2 + \int_{\Gamma_0} u u_h \partial_t f_h.$$ 

(On $\Gamma_0$ by $\partial_t u_h$ we mean $\partial_t [(u|_{\Gamma_0})_h]$ where of course $(u|_{\Gamma_0})_h(t) = \frac{1}{h} \int_{t}^{t + h} u|_{\Gamma_0}$.) Plugging this into (34) above and integrating over $t \in (0, T - h)$, we find the right hand side of (34) to be

$$\frac{d}{dt} \int_{\Gamma_0} \tilde{z}_h (T - h) u_h (T - h) - \tilde{z}_h (0) u_h (0) - \int_{0}^{T - h} \int_{\Gamma_0} \partial_t \tilde{z}_h u_h - \int_{\Gamma_0} \partial_t [uf]_h (T - h) u_h (T - h) - [uf]_h (0) u_h (0)$$

$$= \int_{\Gamma_0} f(T) u_h (T - h) - f(0) u_h (0) - \frac{1}{2} \int_{0}^{T - h} \int_{\Gamma_0} f'(t + h) u_h^2 + \int_{0}^{T - h} \int_{\Gamma_0} u u_h \partial_t f_h.$$ 

We discuss each term in turn. Writing

$$u_h(s)^2 = \left( \frac{1}{h} \int_{s}^{s+h} u \right)^2 \leq \frac{1}{h} \int_{s}^{s+h} u^2$$
The time derivatives of $f$ we know that finally, like above, the third term we deal with as follows:

$$\int_{\Gamma_0} |uf|_{h}(s) u(s) = \frac{1}{h^2} \int_{\Gamma_0} \left( \int_{s}^{s+h} u(r) f(r) \right) \left( \int_{s}^{s+h} u(p) \right)$$

$$= \frac{1}{h^2} \int_{s}^{s+h} \int_{s}^{s+h} \int_{\Gamma_0} u(r) f(r) u(p)$$

$$\leq \frac{1}{h^2} \|f\|_{L^\infty(0,T;L^\infty)} \int_{\Gamma_0} \left( \int_{s}^{s+h} u(r) \right)^2$$

$$\leq |\Gamma|^2 \|f\|_{L^\infty(0,T;L^\infty(\Gamma_0))} \|u\|^2_{L^\infty(0,T;L^\infty(\Gamma_0))}$$

thanks to Jensen’s inequality. The second and last terms become

$$\int_{0}^{T-h} \int_{\Gamma_0} u_h \partial_t f_h - u_h \partial_t ar{z}_h$$

$$\leq \|u\|_{L^\infty(0,T;L^\infty(\Gamma_0))} \|\partial_t f_h\|_{L^2(0,T-h;L^2(\Gamma_0))} + \|\partial_t \bar{z}_h\|_{L^2(0,T-h;L^2(\Gamma_0))} \|u_h\|_{L^2(0,T-h;L^2(\Gamma_0))}.$$  

The time derivatives of $f_h$ and $\bar{z}_h$ are bounded because the Steklov average commutes with time derivative and we know that $w_0$ and $z_t$ are bounded in $L^2(0,T;L^2(\Gamma_0))$. The same holds for $j_0$ since $\Phi$ is a $C^2$-diffeomorphism. Finally, like above,

$$\int_{0}^{T-h} \int_{\Gamma_0} f'(t+h) u_h^2 \leq \frac{1}{h} \int_{0}^{T-h} \int_{\Gamma_0} |f'(t+h)| \int_{t}^{t+h} u^2(r)$$

$$\leq \|u\|_{L^\infty(0,T;L^\infty(\Gamma_0))} \|f'(\cdot + h)\|_{L^1(0,T-h;L^1(\Gamma_0))}.$$  

4.3. Conclusion. Integrating (27) (tested with $\xi u_0'$ of course) and combining (28), (29) and (30) from Lemma 4.4, we find

$$(1-\epsilon) \int_{\Omega_0} \xi'(t) |\partial_t u_h(t)|^2 + (\lambda T - (d+1)\rho) \|\nabla u_h(T-h)\|^2_{L^2(\Omega_0)} \leq C$$

Then if we just pick $\epsilon$ and $\rho$ sufficiently small, we obtain

$$\int_{0}^{T-h} \int_{\Omega_0} \xi(t) |\partial_t u_h(t)|^2 \leq C$$

independent of $h$. Since $\xi$ is compactly supported around zero, we have (for a subsequence) that $\partial_t u_h \to v$ for some $v$ in $L^2(\tau,T;L^2(\Omega_0))$ for every $\tau$. Since $u_h \to u$ in $L^2(0,T-h;L^1(\Omega_0))$ for every $h$, we conclude that on $(\tau,T-\delta)$, $u_t = v$. Therefore it follows for $\tau > 0$ that $u_t \in L^2(\tau,T;L^2(\Omega_0))$ and we have proved Theorem 1.9.

5. Exponential convergence to equilibrium

In this section we prove that the solution of the system (3) with $\delta_\Omega = \delta_h = \delta_{k'} = 1$ (repeated here for convenience)

$$u_t - \Delta u = 0 \quad \text{in } \Omega$$

$$\nabla u \cdot v = z - uw \quad \text{on } \Gamma$$

$$w_t - \delta_\Gamma \Delta_D w = -z w \quad \text{on } \partial D$$

$$u_t - \delta_\Gamma \Delta_D z = uw - z \quad \text{on } \Gamma$$

converges to an equilibrium $(u_\infty, w_\infty, z_\infty)$ consisting of the non-negative constants uniquely determined by the well-posed system

$$|\Omega| u_\infty + |\Gamma| z_\infty = M_1$$

$$|\Gamma|(w_\infty + z_\infty) = M_2$$

$$u_\infty w_\infty = z_\infty,$$

where $M_1$ and $M_2$ were defined in (8). It is instructive to give the outline for the proof of Theorem 1.10 now and leave the details to be filled in below.

**Proof of Theorem 1.10.** Recall from §1.2 the definition of the entropy and dissipation functionals $E$ and $D$ given by (9) and (10). Theorem 5.4 gives the differential inequality

$$\frac{d}{dt} (E(u, w, z) - E(u_\infty, w_\infty, z_\infty) = -D(u, w, z) \leq -K(E(u, w, z) - E(u_\infty, w_\infty, z_\infty))$$

\[\text{A COUPLED LIGAND-RECEPTOR BULK-SURFACE SYSTEM ON A MOVING DOMAIN 23}\]
where $K > 0$, and Gronwall’s inequality along with the lower bound on the relative entropy from Theorem 5.1 leads to

$$C \left( ||u(t) - u_\infty(t)||^2_{L^1(\Omega)} + ||w(t) - w_\infty(t)||^2_{L^1(\Gamma)} + ||z(t) - z_\infty(t)||^2_{L^1(\Gamma)} \right) \leq e^{-Kt}(E(u_0, w_0, z_0) - E(u_\infty, w_\infty, z_\infty)).$$

Let us now introduce some functional inequalities on $M = \Omega$ or $\Gamma$ that we will use in proving some of the steps outlined above. Recall the standard Poincaré inequality:

$$||u - \pi||^2_{L^2(M)} \leq C_P(M) ||\nabla u||^2_{L^2(M)}.$$

We need also the logarithmic Sobolev inequality [46]: for $\pi \neq 0$,

$$\int_M u \log \left( \frac{u}{\pi} \right) \leq 4C_L(M) \int_M |\nabla \sqrt{u}|^2.$$  \hspace{1cm} (36)

See [18] where we learn that this is in fact a consequence of the Poincaré inequality and the Sobolev inequality (51). Another estimate we require is a lower bound for the entropy called the Csiszar–Kullback–Pinsker inequality [12]: for $\pi \neq 0$,

$$\int_M u \log \left( \frac{u}{\pi} \right) \geq \frac{1}{2M(\pi)} ||u - \pi||^2_{L^1(M)}. \hspace{1cm} (37)$$

5.1. The Csiszar–Kullback–Pinsker inequality. The following theorem is a type of Csiszar–Kullback–Pinsker inequality for functions satisfying the conservation laws (8).

**Theorem 5.1.** Let $u: \Omega \rightarrow \mathbb{R}$ and $w, z: \Gamma \rightarrow \mathbb{R}$ be non-negative measurable functions satisfying the conservation laws (8) with $M_1, M_2 > 0$. There exists a constant $C$ depending on $M_1$ and $M_2$ such that

$$E(u, w, z) - E(u_\infty, w_\infty, z_\infty) \geq C \left( ||u - u_\infty||^2_{L^1(\Omega)} + ||w - w_\infty||^2_{L^1(\Gamma)} + ||z - z_\infty||^2_{L^1(\Gamma)} \right).$$

**Proof.** We follow the proof of Lemma 2.4 in [26]. Since $u \log u - u \log u_\infty = u \log (u/u_\infty) + (u - u_\infty) \log u_\infty$ and (using $z_\infty = u_\infty$)

$$\int_\Omega (u - u_\infty) \log u_\infty + \int_\Gamma (w - w_\infty) \log w_\infty + \int_\Gamma (z - z_\infty) \log z_\infty$$

$$= \log u_\infty \left( \int_\Omega (u - u_\infty) + \int_\Gamma (w - w_\infty) + \int_\Gamma (z - z_\infty) \right) + \log w_\infty \int_\Gamma (w - w_\infty + z - z_\infty)$$

$$= 0,$$

we find

$$E(u, w, z) - E(u_\infty, w_\infty, z_\infty)$$

$$= \int_\Omega u \log \left( \frac{u}{\pi} \right) + \int_\Gamma w \log \left( \frac{w}{\pi} \right) + \int_\Gamma z \log \left( \frac{z}{\pi} \right) + ||\Omega|| \left( \pi \log \left( \frac{\pi}{u_\infty} \right) - (u - u_\infty) \right)$$

$$+ ||\Gamma|| \left( \pi \log \left( \frac{\pi}{w_\infty} \right) - (w - w_\infty) \right) + ||\Gamma|| \left( \pi \log \left( \frac{\pi}{z_\infty} \right) - (z - z_\infty) \right) \hspace{1cm} \text{(using } u/w_\infty = (u/\pi) \times (\pi/w_\infty))$$

$$\geq \frac{1}{2} \left( \frac{1}{M_1} ||u - \pi||^2_{L^1(\Omega)} + \frac{1}{M_2} ||w - \pi||^2_{L^1(\Gamma)} + \frac{1}{M_2} ||z - \pi||^2_{L^1(\Gamma)} \right) + \frac{||\Omega||^2}{4M_1} (\pi - u_\infty)^2 + \frac{||\Gamma||^2}{4M_2} (\pi - w_\infty)^2$$

$$+ ||\Gamma||^2 (\pi - z_\infty)^2 \hspace{1cm} \text{(by the Csiszar–Kullback–Pinsker inequality (37) and (38) below)}$$

$$\geq C_1 \left( ||u - \pi||^2_{L^1(\Omega)} + ||w - \pi||^2_{L^1(\Gamma)} + ||z - \pi||^2_{L^1(\Gamma)} + ||\pi - u_\infty||^2_{L^1(\Omega)} + ||\pi - w_\infty||^2_{L^1(\Gamma)} + ||\pi - z_\infty||^2_{L^1(\Gamma)} \right)$$

where $C_1 := \min(1/4M_1, 1/4M_2)$ and we used the inequality

$$x \log \left( \frac{x}{y} \right) - (x - y) \geq \frac{(x - y)^2}{2x + 2y} \hspace{1cm} \text{(38)}$$

with $x = \pi$ and $y = u_\infty$ and the bounds $\pi, u_\infty \leq 1/||\Omega||$. Finally, we obtain the result by using on the right hand side of the above calculation

$$||u - \pi||^2_{L^1(\Omega)} + ||\pi - u_\infty||^2_{L^1(\Omega)} \geq \frac{1}{2} \left( ||u - \pi||^2_{L^1(\Omega)} + ||\pi - u_\infty||^2_{L^1(\Omega)} \right)$$

$$\geq \frac{1}{2} \left( \int_\Omega \sqrt{||u - \pi||^2 + ||\pi - u_\infty||^2} \right)^2$$

$$\geq \frac{1}{2} ||u - u_\infty||^2_{L^1(\Omega)}$$

(since $|u - u_\infty|^2 = |u - \pi|^2 + |\pi - u_\infty|^2$).

$\square$
5.2. Entropy entropy-dissipation estimate. The aim now is to relate the dissipation with the relative entropy. More precisely, we want to show that

\[ D(u,w,z) \geq K(E(u,w,z) - E(u_\infty,w_\infty,z_\infty)) \]

for a positive constant \( K \). This will require some technical results in the form of the next two lemmas. The above inequality will then be proved in Theorem 5.4. We denote \( U_\infty = \sqrt{U_\infty} \) and similarly for \( w_\infty \) and \( z_\infty \).

The next lemma is established along the same method as Lemma 3.1 in [25] so we shall omit the proof.

**Lemma 5.2.** Let \( a, b, c \geq 0 \) be constants such that the equalities

\[
|\Omega|a^2 + |\Gamma|c^2 = M_1 = |\Omega|U_\infty^2 + |\Gamma|Z_\infty^2
\]

\[
|\Gamma|(b^2 + c^2) = M_2 = |\Gamma|(W_\infty^2 + Z_\infty^2)
\]

hold. Then

\[
(a - U_\infty)^2 + (b - W_\infty)^2 + (c - Z_\infty)^2 \leq C(ab - c)^2.
\]

The next lemma is a version of Lemma 5.2 for functions.

**Lemma 5.3.** Let \( A : \Omega \to \mathbb{R} \) and \( B, C : \Gamma \to \mathbb{R} \) be non-negative measurable functions with \( A \in H^1(\Omega) \) satisfying the conservation laws

\[
|\Omega|\overline{A}^2 + |\Gamma|\overline{C}^2 = M_1 = |\Omega|U_\infty^2 + |\Gamma|Z_\infty^2
\]

\[
|\Gamma|\overline{B}^2 + \overline{C}^2 = M_2 = |\Gamma|(W_\infty^2 + Z_\infty^2).
\]

Then there exist constants \( L^1, L^2 \) and \( L^3 \) such that

\[
\|A - U_\infty\|_{L^2(\Omega)}^2 + \|B - W_\infty\|_{L^2(\Gamma)}^2 + \|C - Z_\infty\|_{L^2(\Gamma)}^2
\]

\[
\leq L_1 \|A - C\|_{L^2(\Gamma)}^2 + L_2(\rho) \left( \|A - \overline{A}\|_{L^2(\Omega)}^2 + \|B - \overline{B}\|_{L^2(\Gamma)}^2 + \|C - \overline{C}\|_{L^2(\Gamma)}^2 \right) + \rho \|\nabla A\|_{L^2(\Omega)}^2
\]

for \( \rho > 0 \) arbitrarily small.

**Proof.** We shall adapt techniques presented in the proofs of [7, Lemma 3.5] and [25, Lemma 3.2]; the latter paper covers our type of reaction term but all quantities are on a single (bulk) domain, whilst the former has a rather different reaction term to the one in our case but there is a bulk-surface coupling between the quantities.

The proof is split into two steps. It is important to bear in mind that below all mean values of \( A \) or \( A^2 \) are taken over the domain \( \Omega \) and never on \( \Gamma \).

**Step 1.** In the first step, we shall prove

\[
\|A - C\|_{L^2(\Gamma)}^2 \geq \frac{1}{2} |\overline{A}B - C|^2 - K_1 \left( \|A - \overline{A}\|_{L^2(\Omega)}^2 + \|B - \overline{B}\|_{L^2(\Gamma)}^2 + \|C - \overline{C}\|_{L^2(\Gamma)}^2 \right).
\]

This inequality establishes a relationship between the \( L^2 \) norm of \( A \) on \( \Gamma \) and the mean value of \( A \) on \( \Omega \). Define \( \delta_1 = A - \overline{A} \) on \( \Omega \) and \( \delta_2 \) and \( \delta_3 \) on \( \Gamma \) similarly. Define the set

\[
S := \{ x \in \Gamma \mid |\delta_1(x)|, |\delta_2(x)|, |\delta_3(x)| \leq K \}
\]

which is well defined due to the trace theorem. Since \( AB = (\overline{A} + \delta_1)(\overline{B} + \delta_2) = \overline{AB} + \overline{A}\delta_2 + \overline{B}\delta_1 + \delta_1\delta_2 \) and \( C = \overline{C} + \delta_3 \), we have with the aid of the identity \( 2ab \leq a^2/2 + b^2 \) that

\[
\|A - C\|_{L^2(\Gamma)}^2 \geq \frac{1}{2} \|\overline{A}B - C\|_{L^2(\Gamma)}^2 - \|\overline{A}\delta_2 + \overline{B}\delta_1 + \delta_1\delta_2 - \delta_3\|_{L^2(\Gamma)}^2
\]

\[
\geq \frac{1}{2} \|\overline{A}B - C\|_{L^2(\Gamma)}^2 - 2 \max \left( \frac{M_1}{|\Omega|}, \frac{M_2}{|\Gamma|} \right) K_2 \int_{\Gamma} |\delta_1|^2 + |\delta_2|^2 + |\delta_3|^2.
\]

(39)

where we used that \( \overline{A}^2 \leq M_1/|\Omega| \). Now we work on \( S^+ := \{ x \in \Gamma \mid |\delta_1(x)| \) or \( |\delta_2(x)| \) or \( |\delta_3(x)| > K \} \). By Chebyshev’s inequality,

\[
|\{ \delta_2 > K \}| \leq \frac{1}{K^2} \int_{\Gamma} |\delta_1|^2
\]

and therefore \( |S^+| \leq (3/2K^2)(\int_{\Gamma} |\delta_1|^2 + |\delta_2|^2 + |\delta_3|^2) \). Hence

\[
\|\overline{A}B - C\|_{L^2(S^+)}^2 \leq \left( \frac{M_1}{|\Omega|} + 1 \right) \frac{M_2}{|\Gamma|}|S^+| \leq K_2 \left( \int_{\Gamma} |\delta_1|^2 + |\delta_2|^2 + |\delta_3|^2 \right)
\]

where \( K_2 = (3M_2/K^2|\Gamma|)(M_1/|\Omega| + 1) \). This leads to

\[
\|A - C\|_{L^2(S^+)}^2 \geq \|\overline{A}B - C\|_{L^2(S^+)}^2 - K_2 \left( \int_{\Gamma} |\delta_1|^2 + |\delta_2|^2 + |\delta_3|^2 \right)
\]
since the right hand side is non-positive, and finally, combining this with (39),
\[
\|AB - C\|^2_{L^2(\Omega)} \geq \frac{|\Gamma|}{2} \|AB - C\|^2 - \left( K_1 + \frac{K_3}{2} \right) \left( \|A - \overline{A}\|^2_{L^2(\Gamma)} + \|B - \overline{B}\|^2_{L^2(\Gamma)} + \|C - \overline{C}\|^2_{L^2(\Gamma)} \right). \tag{40}
\]

**STEP 2.** Define \( \mu_i \) by
\[
\sqrt{\overline{A}^2} = U_\infty(1 + \mu_1), \quad \sqrt{\overline{B}^2} = W_\infty(1 + \mu_2), \quad \sqrt{\overline{C}^2} = Z_\infty(1 + \mu_3)
\]
and observe that \( \mu_i \geq -1 \). We see that \( |\Omega| \overline{\sigma_i}^2 = \|A - \overline{A}\|^2_{L^2(\Omega)} = |\Omega| (\overline{A}^2 - \overline{A}^2) \) which implies
\[
\overline{A} = \sqrt{\overline{A}^2} - \frac{\overline{\delta_i}}{\sqrt{\overline{A}^2 + \overline{A}}} = U_\infty(1 + \mu_1) - \frac{\overline{\delta_i}}{\sqrt{\overline{A}^2 + \overline{A}}}. \tag{41}
\]
Thus the terms on the left hand side of the statement to be proved can be written as
\[
\|A - U_\infty\|^2_{L^2(\Omega)} = |\Omega| \left( U_\infty^2(1 + \mu_1)^2 - 2U_\infty^2(1 + \mu_1) + \frac{2U_\infty^2 \overline{\sigma_i}^2}{\overline{A}^2 + \overline{A}} + U_\infty^2 \right) = |\Omega| \left( \mu_i^2 U_\infty^2 + \frac{2U_\infty \overline{\sigma_i}^2}{\overline{A}^2 + \overline{A}} \right)
\]
which is unbounded for vanishing \( \overline{A}^2 \) and \( \overline{A}^2 \geq \overline{X}^2 \). So we consider two subcases:

**CASE 1** (\( \overline{X}^2, \overline{B}^2, \overline{C}^2 \geq \epsilon^2 \)). Now, observe that the left hand side of the statement to be proved is
\[
\|A - U_\infty\|^2_{L^2(\Omega)} + \|B - W_\infty\|^2_{L^2(\Omega)} + \|C - Z_\infty\|^2_{L^2(\Gamma)}
\]
which is unbounded for vanishing \( \overline{A}^2 \) and \( \overline{A}^2 \geq \overline{X}^2 \). So we consider two subcases:

\[
\|A - U_\infty\|^2_{L^2(\Omega)} + \|B - W_\infty\|^2_{L^2(\Omega)} + \|C - Z_\infty\|^2_{L^2(\Gamma)} = |\Omega| \left( \mu_i^2 U_\infty^2 + \frac{2U_\infty \overline{\sigma_i}^2}{\overline{A}^2 + \overline{A}} \right) + |\Gamma| \left( \mu_i^2 U_\infty^2 + \frac{2U_\infty \overline{\sigma_i}^2}{\overline{A}^2 + \overline{A}} \right)
\]
\[
\leq |\Omega| \mu_i^2 U_\infty^2 + |\Gamma| \frac{U_\infty^2 \overline{\sigma_i}^2}{\overline{A}^2 + \overline{A}} + 2 \epsilon \max \left( \frac{|M_1|}{|\Omega|}, \frac{|M_2|}{|\Gamma|} \right) \left( \overline{\delta_i^2} + \overline{\delta_2^2} + \overline{\delta_3^2} \right) \tag{42}
\]

To deal with the right hand side of the statement to be shown, first defining
\[
F_A := \frac{1}{\sqrt{\overline{A}^2 + \overline{A}}} \leq \frac{1}{\sqrt{\overline{A}^2}} \leq \frac{1}{\epsilon} \quad \text{and} \quad G_{U,B} := U_\infty(1 + \mu_1)F_B = \sqrt{U_\infty^2F_B} \leq \frac{1}{\epsilon} \sqrt{\frac{|M_1|}{|\Omega|}}
\]
notice that, with (41),
\[
\overline{A}B - \overline{C} = \left( U_\infty(1 + \mu_1) - \overline{\delta_i} \right) \left( W_\infty(1 + \mu_2) - \overline{\delta_2} F_B \right) - \left( Z_\infty(1 + \mu_3) - \overline{\delta_3} F_C \right)
\]
\[
= Z_\infty((1 + \mu_1)(1 + \mu_2) - (1 + \mu_3)) - \overline{\delta_i} \overline{\delta_2} G_{U,B} - \overline{\delta_i} \overline{\delta_2} F_A F_B + \overline{\delta_3} F_C
\]
\[
\geq Z_\infty((1 + \mu_1)(1 + \mu_2) - (1 + \mu_3)) - \sqrt{K_5} \overline{\delta_i} \overline{\delta_2} \overline{\delta_3} \overline{L} \tag{43}
\]
where we used \( \overline{\delta_i} \leq \overline{A}^2 + \overline{X} \leq 2M_1 / |\Omega| \) and \( K_5 = K_2(\epsilon, M_1, M_2) \) is defined so that the inequality holds, and \( C_M \) is the upper bound \( \overline{\delta_i} \overline{\delta_2} + \overline{\delta_3} \leq C_M \). So the right hand side of the claimed inequality becomes, recalling (40) and the interpolated trace inequality
\[
L_1 \|AB - C\|^2_{L^2(\Gamma)} + L_2 \left( \|A - \overline{A}\|^2_{L^2(\Omega)} + \|B - \overline{B}\|^2_{L^2(\Gamma)} + \|C - \overline{C}\|^2_{L^2(\Gamma)} \right) + \rho \|\nabla A\|^2_{L^2(\Gamma)}
\]
\[
\geq L_1 \left( \frac{|\Gamma|}{2} \|AB - C\|^2 - K_3 \left( C_\rho |\Omega| \|A - \overline{A}\|^2_{L^2(\Omega)} + \frac{\rho}{K_3 \overline{L} \overline{\delta_i}} \right) \|\nabla A\|^2_{L^2(\Omega)} + \|B - \overline{B}\|^2_{L^2(\Gamma)} + \|C - \overline{C}\|^2_{L^2(\Gamma)} \right)
\]
\[
+ L_2 \left( \|A - \overline{A}\|^2_{L^2(\Omega)} + \|B - \overline{B}\|^2_{L^2(\Gamma)} + \|C - \overline{C}\|^2_{L^2(\Gamma)} \right) + \rho \|\nabla A\|^2_{L^2(\Gamma)}
\]
\[
\geq \frac{|\Gamma|L_1}{4} \left( Z_\infty((1 + \mu_1)(1 + \mu_2) - (1 + \mu_3))^2 - K_5 \overline{\delta_i} \overline{\delta_2} \overline{\delta_3} \overline{L} \right)
\]
\[
+ \left( L_2 - K_3 \overline{L} \max(C_\rho, 1) \right) \left( |\Omega| \overline{\sigma_i}^2 + |\Gamma| \overline{\delta_i} \overline{\delta_2} \overline{\delta_3} \right) \tag{by (42)}
\]
\[
\geq \frac{|\Gamma|L_1}{4} \left( Z_\infty((1 + \mu_1)(1 + \mu_2) - (1 + \mu_3))^2 \right)
\]
\[
+ \left( L_2 - K_3 \overline{L} \max(C_\rho, 1) \right) \min(|\Omega|, |\Gamma|) - \frac{|\Gamma|L_1 K_2}{4} \left( \overline{\delta_i} \overline{\delta_2} \overline{\delta_3} \right) \tag{by (42)}
\]
\[
= K_0 \]
where when we recalled (42) we used that if \( a \geq b - c \) for non-negative constants then \( 2a^2 \geq b^2 - 2c^2 \) and the fact that the \( \delta_i^2 \) are bounded. It suffices to prove that
\[
|\Omega|\mu_1^2 U_{\omega_\infty}^2 + |\Gamma|\mu_2^2 W_{\omega_\infty}^2 + |\Gamma|\mu_3^2 Z_{\omega_\infty}^2 \leq \frac{L_1|\Gamma|}{4} (Z_{\omega_\infty}^2((1 + \mu_1)(1 + \mu_2) - (1 + \mu_3))^2 + (K_0 - K_4) (\delta_1^2 + \delta_2^2 + \delta_3^2))
\]
which follows by Lemma 5.2 provided \( K_0 \geq K_4 \) and this is the case if \( L_2 \) is chosen sufficiently large.

CASE 2 (\( \mathcal{A}^2 \) or \( \mathcal{B}^2 \) or \( \mathcal{C}^2 \leq \epsilon^2 \)). In this case, we bound the \( L^2 \) norm of \( A - U_\infty \) explicitly in terms of the \( M_i \):
\[
||A - U_\infty||_{L^2(\Omega)}^2 + ||B - W_\infty||_{L^2(\Gamma)}^2 + ||C - Z_\infty||_{L^2(\Gamma)}^2 \leq 2M_1 + 4M_2.
\]
Consider the case that \( \mathcal{A}^2 \leq \epsilon^2 \). Just like at the start of Step 2, we have \( \mathcal{C}^2 = \mathcal{C}^2 - \delta_3^2 \) and thus
\[
\mathcal{C}^2 = \frac{M_1}{|\Gamma|} - \frac{|\Omega|}{|\Gamma|} \mathcal{A}^2 - \delta_3^2 \geq \frac{M_1}{|\Gamma|} - \frac{|\Omega|}{|\Gamma|} (\epsilon^2 + \delta_3^2 - \delta_3^2).
\]
With this, we may write, using \( \mathcal{A}^2 \leq \mathcal{B}^2 \leq \epsilon^2 \),
\[
(\mathcal{C} - \mathcal{A}B)^2 \geq \frac{M_1}{|\Gamma|} - \frac{|\Omega|}{|\Gamma|} (\epsilon^2 + \delta_3^2) - \delta_3^2 - 2BC\epsilon \tag{43}
\]
and so if \( L_2 \) is large enough and \( \epsilon \) is small enough,
\[
(\mathcal{C} - \mathcal{A}B)^2 + L_2\delta_3^2 + \delta_3^2 + \delta_3^2) \geq \frac{M_1}{|\Gamma|} - \frac{|\Omega|}{|\Gamma|} (\epsilon^2 + 2BC\epsilon + (L_2 - \frac{|\Omega|}{|\Gamma|}) \delta_3^2 + L_2\delta_3^2 + (L_2 - 1)\delta_3^2 \geq C^* > 0.
\]
From the top, we find
\[
||A - U_\infty||_{L^2(\Omega)}^2 + ||B - W_\infty||_{L^2(\Gamma)}^2 + ||C - Z_\infty||_{L^2(\Gamma)}^2 \leq \frac{2M_1 + 4M_2}{C^*} (||\mathcal{C} - \mathcal{A}B||_{L^2(\Omega)}^2 + L_2(\delta_3^2 + \delta_3^2 + \delta_3^2))
\]
The \( \mathcal{B}^2 \leq \epsilon^2 \) case can be dealt with similarly. For the \( \mathcal{C}^2 \leq \epsilon^2 \) case, we see that, like above,
\[
\mathcal{A}^2 \geq \frac{M_1}{|\Omega|} - \frac{|\Gamma|}{|\Omega|} (\epsilon^2 + \delta_3^2) - \delta_3^2 \quad \text{and} \quad \mathcal{B}^2 \geq \frac{M_2}{|\Omega|} - (\epsilon^2 + \delta_3^2) - \delta_3^2
\]
and so in lieu of (43)
\[
(\mathcal{C} - \mathcal{A}B)^2 \geq (\mathcal{A}B)^2 - 2AB\epsilon \geq \left( \frac{M_1}{|\Gamma|} - \frac{|\Omega|}{|\Gamma|} (\epsilon^2 + \delta_3^2) - \delta_3^2 \right) \left( \frac{M_2}{|\Gamma|} - (\epsilon^2 + \delta_3^2) - \delta_3^2 \right) - 2AB\epsilon
\]
and the same argument as before gives the result. \( \square \)

Finally we are able to state and prove the desired entropy-dissipation estimate.

**Theorem 5.4.** There exists a constant \( K > 0 \) such that
\[
D(u, w, z) \geq K (E(u, w, z) - E(u_\infty, w_\infty, z_\infty))
\]

**Proof.** This theorem can be proved like Proposition 3.1 in [25]. Define the continuous function \( \varphi: (0, \infty)^2 \to \mathbb{R} \) by
\[
\varphi(x, y) = \frac{x \log(\frac{y}{x}) - (x - y)}{(\sqrt{x} - \sqrt{y})^2} = \varphi \left( \frac{x}{y}, 1 \right)
\]
which is increasing in its first argument and satisfies \( \varphi(\mathbb{\bar{u}}, \mathbb{\bar{u}}_\infty) = \varphi(\mathbb{\bar{u}}_\infty, 1) \) and \( \mathbb{\bar{u}}/\mathbb{\bar{u}}_\infty \leq \frac{M}{\mathbb{\bar{u}}_\infty} \) so that \( \varphi(\mathbb{\bar{u}}/\mathbb{\bar{u}}_\infty, 1) \leq C_M \) where \( C_M \) depends on the conservation law constants and the equilibrium values. Then
\[
\mathbb{\bar{u}} \log \left( \frac{\mathbb{\bar{u}}}{\mathbb{\bar{u}}_\infty} \right) - (\mathbb{\bar{u}} - \mathbb{\bar{u}}_\infty) \leq C_M \left( \sqrt{\mathbb{\bar{u}}} - \sqrt{\mathbb{\bar{u}}_\infty} \right)^2 \quad \text{(by definition of \( \varphi \) and the bound above)}
\]
\[
= C_M (U_\infty(1 + \mu_1) - \sqrt{U_\infty})^2
\]
\[
= C_M U_\infty^2 \mu_1^2
\]
where we used \( \mathbb{\bar{u}} = \mathbb{\bar{U}}^2 = U_\infty^2 (1 + \mu_1)^2 \) by definition of the \( \mu_i \) in the proof of Lemma 5.3. Using this and the log Sobolev inequality (36), we find
\[
E(u, w, z) - E(u_\infty, w_\infty, z_\infty)
\]
\[
= \int u \log \frac{u}{\mathbb{\bar{u}}} + \int w \log \frac{w}{\mathbb{\bar{w}}} + \int z \log \frac{z}{\mathbb{\bar{z}}}
\]
\[
+ |\Omega| \left( \mathbb{\bar{u}} \log \frac{\mathbb{\bar{u}}}{\mathbb{\bar{u}}_\infty} - (\mathbb{\bar{u}} - \mathbb{\bar{u}}_\infty) \right) + |\Gamma| \left( \mathbb{\bar{w}} \log \frac{\mathbb{\bar{w}}}{\mathbb{\bar{w}}_\infty} - (\mathbb{\bar{w}} - \mathbb{\bar{w}}_\infty) \right) + |\Gamma| \left( \mathbb{\bar{z}} \log \frac{\mathbb{\bar{z}}}{\mathbb{\bar{z}}_\infty} - (\mathbb{\bar{z}} - \mathbb{\bar{z}}_\infty) \right)
\]
\[
\leq 4 \max(C_L(\Omega), L_\Gamma) \left( \int |\nabla U|^2 + \int |\nabla W|^2 + \int |\nabla Z|^2 \right) + |\Omega| C_M U_\infty^2 \mu_1^2 + |\Gamma| C_M W_\infty^2 \mu_2^2 + Z_\infty^2 \mu_3^2)\].
On the other hand, using \((uw-z)(\log(uw)-\log z) \geq 4(UW-Z)^2\), we find
\[
D(u, w, z) \geq 4 \left( \int_{\Omega} |U|^2 + \delta \int_{\Gamma} |\nabla_{\Gamma} W|^2 + \delta \int_{\Gamma} |\nabla_{\Gamma} Z|^2 + 4 \int_{\Gamma} (UW-Z)^2 \right)
\geq 4 \|UW-Z\|_{L^2(\Gamma)}^2 + 4CP\theta \min(1, \delta_\Gamma, \delta_\Gamma') \left( \|U-U\|_{L^2(\Omega)}^2 + \|W-W\|_{L^2(\Omega)}^2 + \|Z-Z\|_{L^2(\Gamma)}^2 \right)
+ 4(1-\theta) \min(1, \delta_\Gamma, \delta_\Gamma') \left( \int_{\Omega} |\nabla U|^2 + \int_{\Gamma} |\nabla_{\Gamma} W|^2 + \int_{\Gamma} |\nabla_{\Gamma} Z|^2 \right)
\]
where in the final inequality we simply wrote \(1 = \theta + (1-\theta)\) and employed Poincaré’s inequality on one part of this separation. To conclude, we need to prove that the right hand side of the above exceeds
\[
K \left( 4 \max(C_L(\Omega), L_\Gamma) \left( \int_{\Omega} |\nabla U|^2 + \int_{\Gamma} |\nabla_{\Gamma} W|^2 + \int_{\Gamma} |\nabla_{\Gamma} Z|^2 \right) + |\Omega|C_M(U^2_{\infty}\mu_1^2 + |\Gamma|C_M(W^2_{\infty}\mu_2^2 + Z^2_{\infty}\mu_3^2) \right)
\]
for a positive constant \(K\). If we choose \(K\) so that \(4(1-\theta) \min(1, \delta_\Gamma, \delta_\Gamma') - 4K \max(C_L(\Omega), L_\Gamma) \geq \epsilon\) for \(\epsilon\) sufficiently small (see below), we are left to prove that
\[
4 \|UW-Z\|_{L^2(\Gamma)}^2 + 4CP\theta \min(1, \delta_\Gamma, \delta_\Gamma') \left( \|U-U\|_{L^2(\Omega)}^2 + \|W-W\|_{L^2(\Omega)}^2 + \|Z-Z\|_{L^2(\Gamma)}^2 \right)
+ \epsilon \left( \int_{\Omega} |\nabla U|^2 + \int_{\Gamma} |\nabla_{\Gamma} W|^2 + \int_{\Gamma} |\nabla_{\Gamma} Z|^2 \right)
\geq KC_M \left( (\Omega|U^2_{\infty}\mu_1^2 + |\Gamma|W^2_{\infty}\mu_2^2 + Z^2_{\infty}\mu_3^2) \right).
\]
Indeed, setting \(A(\epsilon) := \min(4, 4CP\theta \min(1, \delta_\Gamma, \delta_\Gamma'), \epsilon) \min(L_1^{-1}, L_2(\epsilon)^{-1}, \epsilon^{-1})\), the left hand side of the above is greater than
\[
A(\epsilon) \left( L_1 \|UW-Z\|_{L^2(\Gamma)}^2 + L_2 \epsilon \left( \|U-U\|_{L^2(\Omega)}^2 + \|W-W\|_{L^2(\Omega)}^2 + \|Z-Z\|_{L^2(\Gamma)}^2 \right) \right)
\geq A(\epsilon) \left( \|U-U\|_{L^2(\Omega)}^2 + \|W-W\|_{L^2(\Omega)}^2 + \|Z-Z\|_{L^2(\Gamma)}^2 \right) \quad \text{(by Lemma 5.3)}
\geq A(\epsilon) \left( (\Omega|U^2_{\infty}\mu_1^2 + |\Gamma|W^2_{\infty}\mu_2^2 + Z^2_{\infty}\mu_3^2) \right).
\]
Now, fix \(\epsilon\) so that
\[
0 < \bar{K} := \frac{4(1-\theta) \min(1, \delta_\Gamma, \delta_\Gamma') - \epsilon}{4 \max(C_L(\Omega), L_\Gamma)}
\]
then we pick \(K\) to satisfy \(0 < K \leq \bar{K}\) and \(A(\epsilon) \geq KC_M\).

\section{Conclusion}

The extension of these results to higher dimensions is an open issue and perhaps the stage where we use the De Giorgi method can be improved to utilise the fact that the equations are coupled and thus it may make sense to treat the full 3 \times 3 system in a unified approach to derive the \(L^\infty\) bounds. In terms of the model, we could also consider equations on the interior of the surface \(\Gamma(t)\), i.e. on \(I(t)\); including such equations may result in more realistic models for certain applications and there is biological motivation [28] to do so. We did not have time to consider some fast reaction and diffusion limits for the system. The idea is to send some of the parameters appearing in (7) to zero and study the resulting problems, which in fact turn out to be free boundary problems. The rigorous justification of these limits needs the resolution of some technical issues so we will address this limiting behaviour in separate paper.
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\section*{Appendix A. Derivation of the model}

In this section we derive the model system (1) from conservation laws and transport theorems applied to the bulk and to the surface. We begin by addressing the bulk equation. Let \(M(t) \subset \Omega(t)\) be a portion of the bulk domain with boundary \(\partial M(t)\) moving with a velocity field \(V_u\) (which has to be such that the normal component of \(V_u\) agrees with \(V\) on \(\Gamma\) and \(V_u\) on \(\partial D\)). Consider the conservation law
\[
\frac{d}{dt} \int_{M(t)} u = - \int_{\partial M(t)} \nu_M \cdot \bar{q}
\]
where $\nu_M = \nu_M(t)$ is the outward normal vector to $\partial M(t)$ and no reaction term inside the domain is considered. Then, by the divergence theorem and Reynolds transport theorem we find that
\[
\int_{M(t)} u_t + \nabla \cdot (u \mathbf{V}_a) = - \int_{M(t)} \nabla \cdot \mathbf{q}.
\]
Now we choose $\mathbf{q} = -D \nabla u + u(\mathbf{V}_a - \mathbf{V})$ where the advective term takes into account the fact that points in $\Omega(t)$ are subject to a material velocity field $\mathbf{V}_a$, and we use the arbitrariness of $M(t)$ to obtain
\[
u_M = \nu_M(t) - D \Delta u = 0.
(44)\]
We derive now the equations on the surface, along the same lines as in [21]. As before let $M(t) \subset \Gamma(t)$ be a portion of the surface with boundary $\partial M(t)$ which is moving with the normal velocity $\mathbf{V}$. The conservation law now admits a reaction term inside $M$ in addition to the flux along the boundary $\partial M$
\[
\frac{d}{dt} \int_{M(t)} \vartheta = \int_{M(t)} f - \int_{\partial M(t)} \mathbf{q} \cdot \mu
\]
where $f$ is the forcing term to be defined later and $\mu$ is a conormal vector, that is, it is an outward unitary vector normal to $\partial M$ and tangential to $\Gamma$. The flux is given by the vector $\mathbf{q}$. Now, using the integration by parts formula
\[
\int_{\partial M(t)} \mathbf{q} \cdot \mu = \int_{M(t)} (\nabla_\Gamma \cdot \mathbf{q} + \mathbf{q} \cdot \nu H)
\]
and the transport theorem on surfaces, we may write
\[
\int_{M(t)} \mathbf{q} \cdot \mu = \int_{M(t)} (\nabla_\Gamma \cdot \mathbf{q} + \mathbf{q} \cdot \nu H) = \int_{M(t)} f,
\]
where $\nabla_\Gamma = \partial_t + \mathbf{V} \cdot \nabla$ is the normal time derivative [11, 22], which is the material derivative with respect to a velocity field $\mathbf{V}$ that is purely normal. Similar to before we choose $\mathbf{q} = -D_\theta \nabla_\Gamma \vartheta + \vartheta (\mathbf{V}_\Gamma - \mathbf{V})$ which gives the pointwise equation
\[
\partial_t \vartheta + \mathbf{V} \cdot \nabla_\Gamma \vartheta + \nabla_\Gamma \cdot \mathbf{q} + \mathbf{q} \cdot \nu H = \int_{M(t)} f.
(45)\]
Equations (44) and (45) correspond to those on the model problem (1) by taking $f = r$ and $D_\theta = \delta \Gamma$ for the equation for $w$ and $f = -r$ and $D_\theta = \delta \Gamma$ for the equation for $z$.

Appendix B. Preliminary results

In this section we collect some technical facts that are used in the paper. Here and below, $\Omega \subset \mathbb{R}^{d+1}$ is a sufficiently smooth bounded domain with $\partial \Omega = \Gamma$.

B.1. Calculus identities. Observe that for sufficiently regular functions $a$ and $b$ defined on $\Omega$ and vector fields $\mathbf{J}$,
\[
\int_\Omega (\mathbf{J} \cdot \nabla a) b + (\nabla \cdot \mathbf{J}) ab = \int_\Omega \nabla \cdot (a \mathbf{J}) b - \int_\Omega \nabla \cdot (a \mathbf{J}) b = \int_\Gamma a H \mathbf{J} \cdot \nu - \int_\Omega a (\mathbf{J} \cdot \nabla b).
\]
From this we can deduce several expressions that will be useful throughout the paper.

**Bulk identities.**
\[
\int_\Omega (\mathbf{J} \cdot \nabla a) a = \frac{1}{2} \int_\Omega a^2 \mathbf{J} \cdot \nu - \frac{1}{2} \int_\Omega (\nabla \cdot \mathbf{J}) a^2
\]
\[
\int_\Omega \nabla \cdot (\mathbf{J} a) a_k = \int_\Omega (\nabla \cdot \mathbf{J}) a a_k + \frac{1}{2} \int_\Gamma a_k (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Omega a_k^2 \nabla_\Gamma \cdot \mathbf{J}
(46)\]
\[
\int_\Gamma \nabla \cdot (\mathbf{J} a) a_k = \int_\Gamma a^2 H (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 \nabla_\Gamma \cdot \mathbf{J}
\]
\[
\int_\Gamma \nabla_\Gamma \cdot (\mathbf{J} a) a_k = \frac{1}{2} \int_\Gamma a^2 H (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 \nabla_\Gamma \cdot \mathbf{J}
(48)\]
\[
\int_\Gamma \nabla_\Gamma \cdot (\mathbf{J} a) a_k = \frac{1}{2} \int_\Gamma a^2 H (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 \nabla_\Gamma \cdot \mathbf{J}
(49)\]

Here, we used that $\nabla a = \nabla a_k$ in supp$\{a_k\}$ to write $\nabla \cdot (\mathbf{J} a) a_k = (\nabla \cdot \mathbf{J}) a a_k + (\mathbf{J} \cdot \nabla a_k) a_k$, and we recalled that $j$ is the jump on the velocities defined before. In a similar way we can deduce formulae if $a$, $b$ and $\mathbf{J}$ are now defined on $\Gamma$.

**Surface identities**
\[
\int_\Gamma (\mathbf{J} \cdot \nabla_\Gamma a) a = \frac{1}{2} \int_\Gamma a^2 H \mathbf{J} \cdot \nu + \frac{1}{2} \int_\Gamma (\nabla_\Gamma \cdot \mathbf{J}) a^2
\]
\[
\int_\Gamma \nabla_\Gamma \cdot (\mathbf{J} a) a_k = \int_\Gamma (\nabla_\Gamma \cdot \mathbf{J}) a a_k - \frac{1}{2} \int_\Gamma a_k^2 H (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 \nabla_\Gamma \cdot \mathbf{J}
(48)\]
\[
\int_\Gamma \nabla_\Gamma \cdot (\mathbf{J} a) a_k = \frac{1}{2} \int_\Gamma a^2 H (\mathbf{J} \cdot \nu) - \frac{1}{2} \int_\Gamma a_k^2 \nabla_\Gamma \cdot \mathbf{J}
(49)\]

Above, we used the divergence theorem $\int_\Gamma \nabla_\Gamma \cdot \mathbf{J} = - \int_\Gamma H \mathbf{J} \cdot \nu$ on closed surfaces [22, Theorem 2.10].

The final equalities in the two sets of identities also hold when $a^+$ is replaced with $a^-$. 
B.2. Useful inequalities. We frequently use the interpolated trace inequality [29, Theorem 1.5.1.10]: given \( u \in H^1(\Omega) \), the following holds for any \( \epsilon > 0 \):
\[
\int_\Gamma |u|^2 \leq \epsilon \int_\Omega |\nabla u|^2 + \frac{C}{\epsilon} \int_\Omega |u|^2.
\]
(50)
We also use the standard Sobolev inequality: for \( v \in H^1(\Gamma) \),
\[
C_I \|v\|_{L^p(\Gamma)} \leq \|v\|_{H^1(\Gamma)} \quad \text{where} \quad \begin{cases} 1 \leq p < \infty : d \leq 2 \\ p = \frac{2d}{d-2} : d > 2. \end{cases}
\]
(51)
Interpolation inequalities. Let us record some interpolation inequalities related to the quantities
\[
\|u\|_{Q(\Gamma)} := \max_{t \in [0,T]} \|u(t)\|_{L^2(\Gamma(t))} + \|\nabla \Gamma u\|_{L^2(\Gamma)}
\]
and
\[
\|u\|_{Q(\Omega)} := \max_{t \in [0,T]} \|u(t)\|_{L^2(\Omega(t))} + \|\nabla u\|_{L^2(\Omega)}.
\]

Lemma B.1. For \( r_* > 2 \) and \( q_* \) defined by
\[
\frac{1}{q_*} = \frac{d-2}{r_*d} + \frac{r_* - 2}{2r_*},
\]
we have
\[
\|u\|_{L^{r_*,q_*(\Gamma)}} \leq C_1(T) \|u\|_{Q(\Gamma)}
\]
(52)
where \( C_1(T) = C_1 \sqrt{T} \) if \( T > 1 \), otherwise \( C_1 \) is independent of \( T \).

Proof. The Gagliardo–Nirenberg inequality (eg. [10, §1.2]) states
\[
\|u\|_{L^{r_*,q_*}(\Gamma)} \leq C \|u\|_{H^1(\Gamma)}^{\theta} \|u\|_{L^2(\Gamma)}^{1-\theta}
\]
where \( 1/q_* = \theta(d-2)/2d + (1-\theta)/2 \) for \( \theta \in (0,1) \). This implies that
\[
\|u\|_{L^{r_*,q_*(\Gamma)}} = \left( \int_0^T \|u\|_{L^{r_*,q_*}(\Gamma(t))}^{r_*} \right)^{\frac{1}{r_*}} \leq C \left( \int_0^T \|u\|_{H^1(\Gamma(t))}^{\theta r_*} \right)^{\frac{1}{r_*}} \|u(t)\|_{L^{2(\Gamma(t))}}^{\frac{1}{r_*} \theta} \max_t \|u(t)\|_{L^{2(\Gamma(t))}}^{(1-\theta) \frac{1}{r_*}}.
\]
For \( r_* > 2 \), choosing \( \theta = 2/r_* \), this reads
\[
\|u\|_{L^{r_*,q_*(\Gamma)}} \leq C \|u\|_{L^{2(\Gamma(t))}}^{\frac{2}{r_*}} \|u(t)\|_{L^{2(\Gamma(t))}}^{\frac{1}{r_*} \theta} \max_t \|u(t)\|_{L^{2(\Gamma(t))}}^{\frac{1}{r_*} \theta}.
\]
An application of Young’s inequality with exponents \( (r_*/2, (r_*/2)') \) implies
\[
\|u\|_{L^{r_*,q_*(\Gamma)}} \leq \frac{2C}{r_*} \|u\|_{L^{2(\Gamma(t))}}^{\frac{2}{r_*}} + C \left( 1 - \frac{2}{r_*} \right) \max_t \|u(t)\|_{L^{2(\Gamma(t))}},
\]
and we conclude by using
\[
\|u\|_{L^{2(\Gamma(t))}} \leq \|u(t)\|_{L^{2(\Gamma(t))}}^{\frac{1}{r_*}} \|\nabla \Gamma u\|_{L^{2(\Gamma(t))}}^{\frac{1}{r_*}}.
\]

The result of the next lemma is similar to the inequality in Lemma B.1 but it relates the left hand side to a norm on the bulk domain. For more details see [40, (A.1)] and references therein.

Lemma B.2. For \( r_* \in [2, \infty] \) and \( q_* \in [2, 2d/(d-1)] \) satisfying
\[
\frac{1}{r_*} + \frac{d}{2q_*} = \frac{d+1}{4},
\]
we have
\[
\|u\|_{L^{r_*,q_*(\Gamma)}} \leq \sqrt{C_I} \|u\|_{Q(\Omega)}.
\]
B.3. Aubin–Lions compactness. Suppose $\Omega(t)$ is a moving domain with boundary $\Gamma(t)$ endowed with the velocity fields and properties and regularity stated in §1.1. We use the following compactness result which follows from the standard Aubin–Lions compactness theory on Bochner spaces (see [9, Theorem II.5.16]) and the fact that the standard Bochner spaces are isomorphic to our time-evolving Bochner spaces with an equivalence of norms (see [3, §4 and §5]).

Lemma B.3. The following holds:

1. The space $H^1_{H^1(\Gamma)} \cap L^2_{H^1(\Gamma)}$ is compactly embedded in $L^2_{L^2}(\Gamma)$.
2. The space $H^1_{L^2}(\Gamma) \cap L^2_{H^1(\Gamma)}$ is compactly embedded in $L^2_{H^1/2}(\Gamma)$.
3. The space $H^1_{H^1(\Gamma)} \cap L^2_{H^1(\Gamma)}$ is compactly embedded in $L^2_{L^2(\Gamma)}$.

Proof. Let us begin by addressing the first case. Let $u_n$ be a bounded sequence in $H^1_{H^1(\Gamma)} \cap L^2_{H^1(\Gamma)} =: W_T$; we need to show that there is a subsequence that converges in $L^2_{L^2}(\Gamma)$.

For readability, define $W_0 := H^1(0, T; H^1(\Gamma))^* \cap L^2(0, T; H^1(\Gamma))$. The mapping $\phi_{-\epsilon} w = w \circ \Phi_{\epsilon}$ defined in section 1.1 is such that

$$\phi_{-\epsilon} w \in W_T \quad \text{if and only if} \quad \phi_{-\epsilon} w(\cdot) \in W_0$$

and the equivalence of norms

$$C_1 \| \phi_{-\epsilon} w(\cdot) \|_{W_0} \leq \| w \|_{W_T} \leq C_2 \| \phi_{-\epsilon} w(\cdot) \|_{W_0} \quad \forall w \in W_T$$

holds. These two properties are indeed true due to the smoothness assumed on the velocity fields in the definition of $\Phi_{\epsilon}$ which then implies a certain smoothness on the Jacobian term $J_{\epsilon}$ that arises when transforming integrals on $\Gamma(t)$ onto the initial surface $\Gamma_0$ via the map $\Phi_{\epsilon}$ and/or its inverse (refer to section 4 where we defined these objects); thus it is not difficult to see that $w \in L^2_{H^1(\Gamma)}$ if and only if $\phi_{-\epsilon} w(\cdot) \in L^2(0, T; H^1(\Gamma_0))$. The proof is then in two steps to deal with the time and material derivatives: one first proves that $\hat{w}$ belongs to $W_0$ if and only if $J_{\epsilon}(\hat{w})$ belongs to $W_0$; then one proves that $\hat{w} \in W_0$ has a weak time derivative if and only if its pushforward $\phi_{-\epsilon}(\hat{w})(\cdot)$ (here $\phi_{\epsilon} := (\phi_{-\epsilon})^{-1}$) has a weak material derivative which can be shown by some manipulations involving the formula defining the time and material derivatives (see the proof of Theorem 2.33 in [2] for the details of this in an abstract setting). The equivalence of norms (54) is again a consequence of the smoothness of $J_{\epsilon}$. Full details can be found in the aforementioned citation and also in [3, §4.1] for this particular case.

Due to (54), the sequence $\hat{u}_{n_j} := \phi_{-\epsilon_{n_j}} u_n$ is bounded in $W_0$, and thanks to the standard Aubin–Lions compactness result [9, Theorem II.5.16] on Bochner spaces, this gives rise to the existence of a subsequence $\hat{u}_{n_j}$ such that

$$\hat{u}_{n_j} \to \hat{u} \quad \text{in} \quad L^2(0, T; L^2(\Gamma_0))$$

for some $\hat{u} \in L^2(0, T; L^2(\Gamma_0))$. Because of our smoothness assumptions on $\Phi_{\epsilon}$, the map $\phi_{\epsilon} : L^2(\Gamma_0) \to L^2(\Gamma(t))$ is bounded uniformly in $t$ (this is easy to see by transforming integrals using the Jacobian term $J_{\epsilon}$, see also [48, Lemma 3.2]) and this along with the measurability of $t \mapsto \| \phi_{\epsilon} \hat{w}(\cdot) \|_{L^2(\Gamma(t))}$ (for fixed $\hat{w} \in L^2(\Gamma_0)$) ensures that $\phi(\cdot)$ also carries $L^2(0, T; L^2(\Gamma_0))$ into $L^2_{L^2}(\Gamma)$ with

$$C_1 \| \hat{w} \|_{L^2(0, T; L^2(\Gamma_0))} \leq \| \phi_{\epsilon}(\hat{w}(\cdot)) \|_{L^2_{L^2}(\Gamma)} \leq C_2 \| \hat{w} \|_{L^2(0, T; L^2(\Gamma_0))} \quad \forall \hat{w} \in L^2(0, T; L^2(\Gamma_0))$$

(see also the paragraph after Definition 3.3 in [3]). Using this inequality with $\hat{w} = \hat{u}_{n_j} - \hat{u}$ and recalling that $\phi_{\epsilon}$ is linear, we see that the pushforward $\phi_{\epsilon}(\hat{u}_{n_j}(\cdot)) = \phi_{\epsilon}(\hat{w}) \phi_{-\epsilon}(\cdot) u_{n_j}(\cdot) = \hat{u}_{n_j}$ of this subsequence converges to $\phi(\hat{u}(\cdot)) \in L^2_{L^2}(\Gamma)$, which proves the result.

This structure of the above proof is unchanged for the remaining two cases; we just need to verify (53), (54) and (55) with the right modifications for the particular case in consideration. The properties (53) and (54) for the second case in the lemma can be justified with the simple technical adjustments needed for the better regularity present in the time/material derivative. The corresponding inequality (55) here is

$$C_1 \| \hat{w} \|_{L^2(0, T; H^{1/2}(\Gamma_0))} \leq \| \phi_{\epsilon}(\hat{w}(\cdot)) \|_{L^2_{H^{1/2}(\Gamma_0)}} \leq C_2 \| \hat{w} \|_{L^2(0, T; H^{1/2}(\Gamma_0))} \quad \forall \hat{w} \in L^2(0, T; H^{1/2}(\Gamma_0))$$

and the justification of this and related technical matters were studied in detail in §5.4.1 of [3]. The third case is also very similar to the proof presented above; the only difference is that the spaces are on the domain $\Omega(t)$ instead of the boundary and indeed this has been dealt with in [3, §4.2].

APPENDIX C. NON-DIMENSIONALISATION

In order to non-dimensionalise the system (11), we use the new variables

$$\bar{x} = \frac{x}{L} \quad \bar{t} = \frac{t}{S} \quad \bar{u} = \frac{u}{U} \quad \bar{w} = \frac{w}{W} \quad \bar{z} = \frac{z}{Z} \quad \bar{\nabla}_\Omega = \frac{S \nabla \Omega}{L} \quad \bar{\nabla}_\Gamma = \frac{S \nabla \Gamma}{L}$$
under the notation \( f(t,x) = f(t, x)/F \). Here \( L \) is a length scale, \( S \) is a time scale and \( U, W, Z \) are typical concentration values for \( u, w, z \) respectively. Observe by the chain rule that
\[
 u_t = \frac{U}{S} \nabla u = \frac{U}{L} \nabla \bar{u} \quad \nabla \cdot \mathbf{V}_\Omega = \frac{1}{S} \nabla \cdot \nabla \bar{\Omega} \quad (\mathbf{V}_\Gamma - \mathbf{V}_\Omega) \cdot \nu = \frac{L}{S} (\nabla \bar{\Gamma} - \nabla \bar{\Omega}) \cdot \nu = : \frac{L}{S} \bar{j}
\]
and hence \( \dot{u} = \frac{U}{S} \bar{\Omega} \). The \( u \) equation then reads
\[
 \frac{U}{S} \bar{\Omega} + \frac{U}{S} \nabla \cdot \nabla \bar{\Omega} - \frac{D_t U}{L^2} \Delta \bar{\Omega} = 0,
\]
which we can multiply through by \( \frac{S}{U} \) to obtain
\[
 \bar{\Omega} + \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} - \delta_\Omega \Delta \bar{\Omega} = 0
\]
where we have set \( \delta_\Omega := \frac{D_t U}{L^2} \). The boundary condition becomes
\[
 \frac{D_t U}{L} \nabla \cdot \nu + \frac{U L}{S} \bar{\Omega} = Z k_{off} z - U W k_{on} w
\]
which we can write as (multiplying by \( S/LU \))
\[
 \delta_\Omega \bar{\Omega} + \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} - \frac{S W}{L} k_{on} w.
\]
In a similar fashion, we derive the equations for \( w \) and \( z \):
\[
 \begin{align*}
 \bar{\Omega} &= \frac{D_t \bar{\Omega}}{L^2} \quad \delta_\Omega := \frac{D_t \bar{\Omega}}{L^2} \\
 \gamma &:= \frac{U}{W} \\
 \gamma' &:= \frac{L}{Z} \\
 \gamma_k' &:= \frac{UL}{SZk_{off}}, \\
 \end{align*}
\]
so that
\[
 \begin{align*}
 \frac{\gamma}{d_k} &= US k_{on} \\
 \frac{\gamma'}{d_k'} &= WUS k_{on} \\
 \frac{\gamma}{d_k} &= ZSk_{off} \\
 \frac{\gamma'}{d_k'} &= Sk_{off},
\end{align*}
\]
we can write
\[
 \begin{align*}
 \delta_\Omega \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \\
 \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = \gamma \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) \\
 \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = -\gamma' \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) .
\end{align*}
\]
Now set \( w = \bar{w}/\gamma \) and \( z = \bar{z}/\gamma' \) and the above then becomes
\[
 \begin{align*}
 \delta_\Omega \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = \frac{\gamma'}{d_k'} \bar{z} - \frac{\gamma}{d_k} \bar{w} \\
 \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = \gamma' \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) \\
 \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = -\gamma' \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) .
\end{align*}
\]
Finally, set
\[
 \begin{align*}
 \frac{1}{d_k} := \gamma &\\
 \frac{1}{d_k'} := \gamma'
\end{align*}
\]
and relabel all variables (and write \( j := -\bar{j} \)) to obtain (recalling the equation for \( \bar{u} \))
\[
 \begin{align*}
 \bar{\Omega} u &+ u \nabla \cdot \mathbf{V}_\Omega - \delta_\Omega \Delta u = 0 \\
 \delta_\Omega \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = \gamma' \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) \\
 \bar{\Omega} &+ \bar{\Omega} \nabla \cdot \nabla \bar{\Omega} = -\gamma' \left( \frac{1}{d_k'} \bar{z} - \frac{1}{d_k} \bar{w} \right) .
\end{align*}
\]
This is exactly the model (7) with the parametrisation velocity \( \mathbf{V}_p \) chosen to be the corresponding material velocities.
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