Scheduling the periodic delivery of liquefied petroleum gas tank with time window by using artificial intelligence approaches: An example in Taiwan
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Abstract

Introduction In Taiwan, liquefied petroleum gas tank users have to call a gas company to deliver a full liquefied petroleum gas tank when their tank is out of gas. The calls usually congest in the cooking time and the customers have to wait for a long time for a full liquefied petroleum gas tank. Additionally, allocating manpower is difficult for the gas company.

Objectives A strategy of periodic delivery for gas companies was presented to deliver liquefied petroleum gas tanks in advance and charge the gas fee based on the weight of returned tanks. Additionally, a new encoding scheme was proposed and embedded into three evolutionary algorithms to solve the nondeterministic polynomial-hard problem. The objective of the problem is to minimize the total traveling distance of the vehicle such that the delivery efficiency of tanks increases and the waiting time of customer decreases.

Methods A new encoding scheme was presented to convert any random sequence of integers into a solution of the problem and embedded into three evolutionary algorithms, namely, immune algorithm, genetic algorithm, and particle swarm optimization, to solve the delivery problem. Additionally, the encoding scheme can be used to different frequency types of demand based on customers’ requests.

Results Numerical results, including a practical example in Yunlin, Taiwan, were provided to show that the adopted approaches can significantly improve the efficiency of delivery.

Conclusions The periodic delivery strategy and the new encoding scheme can effectively solve the practical problem of liquefied petroleum gas tank in Taiwan.
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Introduction
Gas is an essential energy in life for cooking food and boiling water. People use two main types of gas, namely, liquefied natural gas (LNG) and liquefied petroleum gas (LPG).

1. LNG: The main components of LNG are 90% methane, 5% ethane, ∼2% propane, and minimal butane and hydrogen. Natural gas produces only water (H₂O) and carbon dioxide after combustion and does not yield harmful gases. It is currently recognized as one of the cleanest commercial energy worldwide.

2. LPG: LPG is the gas in tanks (steel cylinders) used in our houses and it is a mixture of propane and butane extracted from crude oil. LPG itself is actually colorless and odorless. However, once it leaks out, it will become a disaster. Thus, we usually add another odorant to LPG to make people aware and alert.

Usually, LNG is transmitted using pipelines, and LPG is compressed in tanks and delivered using vehicles. In Taiwan, residents in large cities may use LNG directly by pipeline in their houses. However, residents in medium cities or small towns use LPG in their houses due to the setup cost of the pipeline. For the LPG users, they have to call a gas company to deliver a full LPG tank when their tank is empty. The calls usually congest in the cooking time of each day, and the gas company has to deliver many LPG tanks to various areas during the period. Currently, a gas company in Yunlin, Taiwan delivers full LPG tanks to its customers in accordance with the sequence of the order call, that is, first come, first served. Nevertheless, the current delivery strategy presents several drawbacks for gas companies and customers, including the following:

1. **For gas companies:** Customers live in different areas, and their order calls are centralized in the period of cooking time. Thus, effectively allocating manpower and scheduling the delivery tours of vehicles are difficult for gas companies. Usually, two customers live in the same area, but the gas companies have to deliver separately in a short period of time on the basis of their order calls.

2. **For the customers:** Customers call for full LPG tanks only when the old ones are empty or near empty. The order calls are usually at the cooking time of each day; consequently, customers have to wait for a long time to continue their cooking. This situation causes inconvenience. Several customers also complain that their returned LPG tank is incompletely empty, only near empty. However, they have to pay the entire fee for a full LPG tank.

In this study, we present a new strategy for delivering LPG tanks for gas companies to solve the current problems of gas companies and customers simultaneously. In the new strategy, the gas companies can periodically deliver full LPG tanks to their customers in advance and charge the LPG fee on the basis of the weight of returned tanks.
That is, customers will receive full LPG tanks in advance, although their tanks are not empty. The main advantages of the new strategy are multiple, including the following:

1. The delivery efficiency increases because the gas companies can efficiently allocate their manpower and schedule the delivery path of vehicles in advance.
2. The waiting time of customers decreases because they can obtain a full tank before the old one is completely empty. The LPG fee is also based on the weight of the returned tank, which will reduce customer complaints.

In the following, we briefly review the related research of the delivery problem in the “Literature review” section and then present the model in the “Periodic delivery problem of LPG tank (PDP-LT)” section. In the “Approaches” section, approaches are introduced. Finally, numerical results, discussion, and conclusions are presented in the “Test problems,” “Discussions,” and “Conclusions” sections, respectively. The main structure of this study is illustrated in Figure 1.

**Literature review**

The considered PDP-LT is an extension of the typical vehicle routing problem (VRP). The VRP was proposed by Dantzig and Ramser¹; vehicles are used to visit each customer once, such that the total traveling distance is minimized. The VRP has many variants,
including capacitated VRP, VRP with time windows, multiple-depot VRP, VRP with pickup and delivery (VRPPD), split delivery VRP, stochastic VRP, periodic VRP (PVRP), VRP with backhauls, etc. The considered PDP-LT is more related to VRPPD and PVRP, however, there exist some significant differences between the PDP-LT and these two problems. We briefly review as follows:

1. VRPPD extends VRP and assumes that the vehicle has to deliver goods from the depot to customers or/and pick up goods from customers to the depot. This assumption is similar to that of the considered PDP-LT in which the vehicle has to deliver full LPG tanks to customers and pick up empty or near-empty LPG tanks from customers to the gas company. However, in practice, customers of PDP-LT usually have periodic demands for a fixed number of full LPG tanks, which are not involved in the VRPPD. The VRPPD is a nondeterministic polynomial (NP)-hard problem (Furtado et al.\textsuperscript{2}) and many approaches have been proposed to solve it. For example, Rodrigues et al.\textsuperscript{3} presented a mixed integer programming model and two heuristics to solve the VRPPD in a maritime oil transportation system. Furtado et al.\textsuperscript{2} proposed an integer mathematical programming model with a two-index formulation to solve VRPPD. Karami et al.\textsuperscript{4} investigated a dynamic VRPPD with time windows and urgent requests. They proposed a two-step heuristic with the cheapest insertion and local search to solve the problem. To shorten this article, we refer to Parragh et al.\textsuperscript{5,6} for the variants, models, and approaches of VRPPD.

2. PVRP was first introduced by Beltrami and Bodin\textsuperscript{7} in which multiple vehicles with limited capacity are used to visit each customer for a given number of times in the planning time horizon, such that the total traveling distance is minimized. If the number of visits for each customer is one, then the PVRP leads to the VRP. Several variants of PVRP have been proposed with various assumptions and constraints. They include multiple-depot PVRP, PVRP with time windows, PVRP with service choice, and PVRP with consistency. Additional references include Parthanadee and Logendran,\textsuperscript{8} Francis et al.,\textsuperscript{9} An et al.,\textsuperscript{10} and Rodríguez-Martín et al.\textsuperscript{11} The PVRP and its variants have attracted considerable attention in recent years due to their numerous practical applications, such as courier services, maintenance, replenishment, waste collection, interlibrary loan service, and lottery retailer visit. The related references are Parthanadee and Logendran,\textsuperscript{8} Blakely et al.,\textsuperscript{12} Jang et al.,\textsuperscript{13} Gaur and Fisher,\textsuperscript{14} Claassen and Hendriks,\textsuperscript{15} Mourgaya and Vanderbeck,\textsuperscript{16} Francis et al.,\textsuperscript{17} Teixeira et al.,\textsuperscript{18} and Baptista et al.\textsuperscript{19} Different approaches have been proposed in the past few years to solve the PVRP and its variants. The examples are as follows:

(a) Classic heuristics, for example, Russell and Gribbin\textsuperscript{20} and Gaudioso and Paletta.\textsuperscript{21}

(b) Metaheuristics, for example, Cordeau et al.,\textsuperscript{22} Drummond et al.,\textsuperscript{23} Hemmelmayr et al.,\textsuperscript{24} and Tenahua et al.\textsuperscript{25}

(c) Mathematical programming approaches, for example, Francis et al.,\textsuperscript{9} Mourgaya and Vanderbeck,\textsuperscript{16} and Francis et al.\textsuperscript{17}

Further references of the PVRP and its variants, approaches, and models are the excellent survey papers by Francis et al.\textsuperscript{17} and Campbell and Wilson.\textsuperscript{26}
The considered PDP-LT is related to the PVRP, but the following notes are provided:

1. The considered PDP-LT differs from the PVRP because the delivery frequency of demand for a customer is given in the PDP-LT, that is, the time interval of two consecutive visits is fixed for a customer in the planning time horizon. In the PVRP, the number of visits for a customer is given, but the interval of two consecutive visits is not fixed in the planning time horizon.

2. The considered PDP-LT is similar but differs from the periodic home health-care-scheduling problem (HHSP) investigated by An et al. In the HHSP, several nurses are scheduled to provide home health-care services periodically in the planning time horizon, such that the total traveling distance is minimized. Although the considered PDP-LT and HHSP are also NP-hard problems, the PDP-LT differs from the HHSP because of the following reasons:
   (a) For the assumption aspect: The PDP-LT considers the time window of the customer, which is not considered in the HHSP.
   (b) For the method aspect: The HHSP proposes a two-phase heuristic to construct a feasible solution. Specifically, phase-1 heuristic is used to construct partial schedules for patients with a service frequency of once for 2 and 3 days, and phase-2 heuristic is used to include patients with service frequency of once for 6 and 12 days into the schedules by using phase-1 heuristic. However, the current paper presents a new encoding scheme to convert any random sequence of integers into a solution to the problem directly.

Next, we summarize the main objectives and contributions of this study as follows:

1. Proposing a new strategy for solving the practical PDP-LT in Yunlin, Taiwan. As shown, the new strategy can improve the delivery efficiency of a vehicle and reduce the waiting time of customers.

2. Presenting a new encoding scheme to convert any random sequence of integers into a solution of the PDP-LT directly, which differs from the typical two-phase methods proposed by several researchers. We embed the new encoding scheme into three artificial intelligence algorithms, namely, immune algorithm (IA), genetic algorithm (GA), and particle swarm optimization (PSO), to solve the PDP-LT. The presented encoding scheme can also be used for various delivery frequency types of demand based on customers’ requests.

3. Presenting the numerical results of a practical example in Yunlin, Taiwan, and extended examples with time windows of customers. We compare and discuss the numerical results to show the effectiveness and efficiency of the adopted approaches.

**Periodic delivery problem of LPG tank (PDP-LT)**

The notation (see Appendix 1), assumptions, and mathematical models of the PDP-LT are as follows.
Assumptions

1. The network comprises \( n \) customers and the demand quantity and frequency of each customer for each visit are given. However, the frequency type of delivery \( k, k \in F \), for each customer, has to be decided.
2. Three possible time windows of delivery for each customer, namely, a.m., p.m., and a.m./p.m., are given.
3. A single vehicle is available to deliver and its capacity is given.
4. For each day, the vehicle departs from the depot to deliver and then goes back to the depot for replenishment. Finally, the vehicle has to go back to the depot when all customers scheduled have been served for each time window of the day.
5. The service time of each customer is ignored.
6. The PDP-LT aims to minimize the total traveling distance of the vehicle for all customers during the considered planning time horizon \( T \). In this study, we set the objective as \( \sum_t \sum_w R_t(w) + P_t(w) \), that is, the sum of the total traveling distance of the vehicle and the penalty if the vehicle cannot finish the scheduled delivery in the time window.

Mathematical model

The mathematical model of PDP-LT shown below is similar to that of An et al.\(^{10}\) Nevertheless, the PDP-LT considers the time window constraint for each customer, which is ignored in their model:

\[
\text{Min} \quad \sum_t \sum_w R_t(w) + P_t(w) \\
\text{st} \quad \sum_j x_{ij}(w) = y_{ii}(w), \quad \forall \; i \in C^k, \; k \in F, \; 1 \leq t \leq T - k, \; w \in W
\]  

\[
\sum_{i \in S} \sum_{j \in S} \sum_w x_{ij}(w) \leq |S| - 1, \quad S \subseteq C, \; S \neq \emptyset, \; S \neq C, \; 1 \leq t \leq T - k, \; k \in F
\]

\[
\sum_{ij \in V_{og}(w)} x_{ij}(w) q_i \leq Q, \quad 1 \leq g \leq h_i(w), \; 1 \leq t \leq T - k, \; k \in F, \; w \in W
\]

\[
x_{ij}(w) \in \{0, 1\}, \; y_{ij}(w) \in \{0, 1\}, \quad \forall i \neq j, \; 1 \leq t \leq T - k, \; w \in W
\]
for customers. That is, the demand frequency $k$ of customers must be satisfied, $k \in F = \{2, 3, 6\}$. Since constraints (1) and (2) only ensure that all customers in the time window $w$ of each day should be served. Thus, sometimes the invalid sub tour solution, in which the routes of customers are not connected, will occur. Thus, constraint (3) is used to eliminate all possible sub tours of the vehicle, that is, delete all infeasible delivery tours. Constraint (4) is the vehicle capacity constraint. Constraint (5) is the range for all binary variables.

**Approaches**

**Encoding scheme and example**

For the PDP-LT, we present a new encoding scheme to convert a random permutation of \{1, 2, ..., $N$\} with a module operator into a solution of the problem, where $N$ is the total number of visits for customers in the planning time horizon $T$. Specifically, in the new encoding scheme, we adopt a module operator to decide the frequency type of delivery for each customer. We also use the module operator to determine the time window for each customer. The following example is adopted to show the main steps of the new encoding scheme.

**Example.** The assumptions of the example are as follows:

1. Ten customers are to be served, in which $C^2 = \{18, 15, 43, 48, 23, 29\}$, $C^3 = \{12, 31\}$, and $C^6 = \{5, 9\}$.
2. The depot is located at node 22 (D).
3. The available delivery time window for each customer is shown in Table 1.
4. The considered time horizon is $T = 6$ days.

Our main encoding schemes are illustrated using the following steps:

1. Considering that $C^2 = \{18, 15, 43, 48, 23, 29\}$, $C^3 = \{12, 31\}$, $C^6 = \{5, 9\}$, and $N = 6 \times 2 + 2 \times 3 + 2 \times 6 = 30$, we may use a random permutation of integer sequence 1 to 30 to represent a solution of the PDP-LT.
2. The random sequence is supposed as $R = 21, 1, 9, 13, 14, 4, 3, 11, 19, 28, 18, 22, 17, 7, 25, 10, 29, 20, 15, 30, 23, 26, 16, 24, 5, 27, 2, 12, 6, 8$.
3. As shown in Table 1, node 18 is in $C^2$; hence, we assign the first two random numbers in $R$, that is, 21 and 1, to this node. The regular sequence of 1 to 30 is added as those of $I$ into column 5 of Table 1.
4. Node 18 is in $C^2$ and has three possible frequency types of delivery, namely, 100100, 010010, and 001001. Thus, we may compute mod $(21 + 1, 3) + 1 = 2$. That is, we select the frequency type of 010010 for node 18 and assign its corresponding random numbers 21 and 1 to days 2 and 5, respectively, as those in Table 1.
5. Similar steps are repeated for the other nodes of customers. We have the random assignment of days 1 to 6, which is shown in Table 1. Based on Table 1, we may construct the delivery sequence for the vehicle. For example, on day 1, the order...
Table 1. The encoding scheme for the example.

| Node | Time window | R | I | \( \text{mod} + 1 \) | Selected type | D1 | D2 | D3 | D4 | D5 | D6 |
|------|-------------|---|---|----------------|---------------|----|----|----|----|----|----|
| 18   | a.m.        | 21, 1 | 1, 2 | \( \text{mod}(21 + 1, 3) + 1 = 2 \) | 010010 | 0 | 21 | 0 | 0 | 0 | 1 |
| 15   | a.m.        | 9, 13 | 3, 4 | \( \text{mod}(9 + 3, 3) + 1 = 1 \) | 100100 | 9 | 0 | 0 | 13 | 0 | 0 |
| 43   | a.m./p.m.   | 14, 4 | 5, 6 | \( \text{mod}(14 + 5, 3) + 1 = 2 \) | 010010 | 0 | 14 | 0 | 0 | 0 | 4 |
| 5    | a.m./p.m.   | 3, 11, 19, 28, 18, 22 | 7, 8, 9, 10, 11, 12 | \( \text{mod}(3 + 7, 1) + 1 = 1 \) | 111111 | 3 | 11 | 19 | 28 | 18 | 22 |
| 48   | p.m.        | 17, 7 | 13, 14 | \( \text{mod}(17 + 13, 3) + 1 = 1 \) | 100100 | 17 | 0 | 0 | 7 | 0 | 0 |
| 23   | p.m.        | 25, 10 | 15, 16 | \( \text{mod}(25 + 15, 3) + 1 = 2 \) | 010010 | 0 | 25 | 0 | 0 | 0 | 10 |
| 12   | p.m.        | 29, 20, 15 | 17, 18, 19 | \( \text{mod}(29 + 17, 2) + 1 = 1 \) | 101010 | 29 | 0 | 20 | 0 | 15 | 0 |
| 31   | p.m.        | 30, 23, 26 | 20, 21, 22 | \( \text{mod}(30 + 20, 2) + 1 = 1 \) | 101010 | 30 | 0 | 23 | 0 | 26 | 0 |
| 9    | a.m.        | 16, 24, 5, 27, 2, 23, 24, 25, 26, 12 | 27, 28 | \( \text{mod}(16 + 23, 1) + 1 = 1 \) | 111111 | 16 | 24 | 5 | 27 | 2 | 12 |
| 19   | a.m./p.m.   | 6, 8 | 29, 30 | \( \text{mod}(6 + 29, 3) + 1 = 3 \) | 001001 | 0 | 0 | 6 | 0 | 0 | 8 |
6. Similarly, we obtain the entire delivery sequence of 6 days for the vehicle, as shown below.

Day 1: (D)→5→15→9→48→12→31→(D)
Day 2: (D)→5→43→18→9→23→(D)
Day 3: (D)→9→19→5→12→31→(D)
Day 4: (D)→48→15→9→5→(D)
Day 5: (D)→18→9→43→23→12→5→31→(D)
Day 6: (D)→19→9→5→(D)

7. We adopt the following procedure to extend the encoding scheme for various delivery windows of customers. Day 1 is regarded as an example. The delivery order of node for day 1 is (D)→5→15→9→48→12→31→(D), and its corresponding random sequence is 3, 9, 16, 17, 29, and 30. The first customer is node 5 with time window a.m./p.m., that is, two options of time window for this node. Thus, we may compute \( \text{mod} (3 + 9, 2) + 1 = 1 \), which implies that node 5 is to be served in a.m. (option 1) on day 1, where 3 and 9 are the first two numbers of the order sequence of day 1. Similarly, the second customer is node 15 with time window a.m., that is, one option for a time window. Thus, we may compute \( \text{mod} (9 + 16, 1) + 1 = 1 \), which implies that node 15 is to be served in a.m. (option 1) on day 1, where 9 and 16 are the second and third numbers of the order sequence of day 1. Repeating the same procedure to all nodes, we finally have the following:

Day 1: a.m.: (D)→5→15→9→31→(D)
   p.m.: (D)→48→12→(D)
Day 2: a.m.: (D)→18→9→(D)
   p.m.: (D)→5→43→23→(D)
Day 3: a.m.: (D)→9→23→(D)
   p.m.: (D)→19→5→12→(D)
Day 4: a.m.: (D)→15→9→(D)
   p.m.: (D)→48→5→(D)
Day 5: a.m.: (D)→18→9→43→5→(D)
   p.m.: (D)→23→12→31→(D)
Day 6: a.m.: (D)→19→9→5→(D)
   p.m.: No tour

Accordingly, for the random permutation \( R \), we may compute the objective, that is, the total traveling distance, based on the vehicle capacity and the above assignment for each day. Since the obtained solution in each time window may violate the upper limit of the traveling distance of the vehicle, that is, \( U_t(w) \). Thus, as shown in the mathematical model, we add a penalty to the objective if the vehicle cannot finish the scheduled delivery in the time window. Additionally, this example shows that the proposed encoding procedure can convert a random sequence of \( 1 \) to \( N \), that is, a permutation of \( \{1, 2, \ldots, N\} \), to present a solution vector of the PDP-LT. Consequently, typical crossover and mutation operators of IA and GA are shown in Figure 2 can be used to produce new
solutions (individuals). To shorten this article, we omit the detailed descriptions of operators in IA and GA.

The above encoding scheme can be further extended to various demand frequency types based on customers’ requests. For example, three different customers’ requests of demand and delivery types are as follows:

Customer 1: Deliver twice per week, no delivery on Friday and Saturday, must be served once on Thursday. Then the possible delivery types are 100100, 010100, and 001100.
Customer 2: Deliver twice per week, no delivery on Monday and Wednesday, must be served once on Friday. Then the possible delivery types are: 010010, 001110, and 000011.
Customer 3: Deliver twice per week, must be served on Tuesday and Saturday. Then the delivery type is 010001.

Thus, in Table 1, one may use a random sequence of 1 to 6 to represent a solution for the problem and the procedure of assignment of the time window is similar to step (7) of the above example. This extension also implies that the proposed encoding scheme can also be used to convert a random sequence to a solution of the problem based on the demand frequency type of customers’ requests even when the demand frequency type is not periodic.

### Three algorithms

In this subsection, we introduce the three algorithms used to solve the PDP-LP with the embedding of the new proposed encoding scheme in the “Encoding scheme and example” section.

In the past, many researchers were devoted to finding global optimal solutions for different NP-hard optimization problems by using mathematical programming approaches via the branch-and-cut method. However, in the past few years, instead of obtaining a global optimum, researchers are practical and interested in obtaining a near-global optimum within a reasonable time. Many types of artificial intelligence evolutionary algorithms have recently been widely proposed to solve different complicated optimization problems.

![Figure 2. Solution presentation, crossover and mutation of IA and GA. GA: genetic algorithm. IA: immune algorithm.](image-url)
For example, Mirjalili and Lewis\textsuperscript{27} surveyed more than 50 novel optimization algorithms based on nature or animal behavior. They also classified recent novel optimization algorithms into three main groups, namely, evolution-, physics-, and swarm-based methods. Among all artificial intelligence algorithms, GA, proposed by Holland\textsuperscript{28} and PSO, proposed by Kennedy and Eberhart\textsuperscript{29} may be the most popular and adopted methods to solve different complicated optimization problems due to their considerable success in the literature.

IA, an immunity-based evolutionary algorithm, has also attracted much attention due to its variety in solution (Jiang et al.\textsuperscript{30}). Unlike PSO, a swarm-based method, IA and GA are evolution-based algorithms. IA is similar to GA in most of the evolution mechanisms, such as crossover and mutation. Nonetheless, IA possesses a unique memory mechanism that is not involved in GA. Specifically, IA uses the memory mechanism to delete excessively similar solutions, although they are excellent in the objective value; hence, the variety of solutions can be kept to improve the objective. Consequently, IA could have a higher probability to outperform GA in solving various optimization problems (Hsieh et al.\textsuperscript{31} and Jiang et al.\textsuperscript{30}). In this study, we adopt IA to solve the PDP-LT. We also provide, discuss, and compare the numerical results of IA with those of GA and PSO. The main steps of IA, GA, and PSO are shown in Figures 3 to 5, respectively, and for their detailed descriptions refer to Hsieh et al.\textsuperscript{31}, Holland\textsuperscript{28} and Kennedy and Eberhart\textsuperscript{29}. Note that the main steps of the three algorithms are similar to those in the literature. However, in this paper, we embed the new proposed encoding scheme into the three algorithms to increase their effectiveness.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{IA_diagram.png}
\caption{Main steps of immune algorithm (IA; Hsieh et al.\textsuperscript{30}).}
\end{figure}
Test problems

Two main test problems are considered in this study. The first one is an example in Yunlin, Taiwan, which is illustrated in Figure 6, and the second one is an extension of the first one. The two main test problems are summarized as follows.

1. Test problem 1 (30 of 60 customers, no time window). This problem is a real example of a gas company in Yunlin, Taiwan with 30 demand customers and a vehicle. The original data of the company for demand customers (nodes) and demand calls are shown in Appendix 2, and the demand quantity for each customer is shown in Appendix 3. Based on Appendixes 2 and 3, we approximate the demand cycle and quantity to set $C_k$ and assume the time window of customers’ based on their preference. For example, Appendix 3 shows that the demand calls of node 143 are on days 2, 3, 4, 5, and 6 in weeks 1 and 2, days 2, 4, 5, and 6 in week 3, days 2, 3, 5, and 6 in week 4, respectively. Appendix 3 also shows that the demand for each call for node 143 is one. Thus we set the demand frequency for node 143 is $k = 6$ and its demand is 1. The corresponding data of the PDP-LT are summarized in Table 2. In addition to the case of 30 customers, we also extend the case to 60 customers. Thus, as shown in Table 2, four cases of PDP-LP are tested with node numbers 30 and 60, and the vehicle capacities are 15 and 30.

2. Test problem 2 (60 customers, time window). Test problem 2 is the extended case of the gas company in Yunlin, Taiwan, with 60 demand customers and adds the time windows for customers. The vehicle capacities are assumed as 15 and 30 tanks. The corresponding data of Test problem 2 are shown in Table 3.
For Test problems 1 and 2, we perform 30 trials by using GA, IA, and PSO. The best, worst, and average of solutions, central processing unit (CPU) times, and convergence iterations of the algorithms in 30 trials are summarized in Tables 4 and 5 and Figure 7 for Test problems 1 and 2, respectively. For IA and GA, we set: population = 300, affinity = 0.25, crossover = 0.6878, mutation = 0.3, maximum generations = 20,000, and maximum no. of reproduction of each chromosome = 7. For PSO, we set \((c_1, c_2) = 0.4, 0.6\), population = 500, and maximum generations = 20,000. The three adopted algorithms are set to stop if no improvement occurs for 1000 consecutive iterations. Our algorithm programs are coded in MATLAB R2015, and all results are computed using Intel-Pentium IV 4 CPU 3.0 GHz PC.

**Discussions**

From Table 4, Figure 7(a) and (b), we have the following findings for Test problem 1:

1. For the real example of a gas company in Taiwan, that is, 30 customers with vehicle capacity = 15, Table 6 shows that the total delivery distance of the old strategy of the gas company, that is, first call, first served, for the 4 weeks of a month is 1463.65, 1401.5, 1321.4, and 1262.65, and the average delivery distance is 1362.3. The total number of delivery for 6 days (a week) is 41, 50, 45, and 46 with an average of 45.5 times. However, IA reports that the best objective value is 582.3 for the same case. That is, the new delivery strategy can effectively reduce the total delivery distance and the total number of tours for the vehicle.

![Figure 5](image_url). Main steps of particle swarm optimization (PSO; Kennedy and Eberhart).
2. The objective value decreases with the increase in vehicle capacity. For example, IA reports that the best objective value is 582.3 for the case with a capacity of 15 and 507.0 for the case with a capacity of 30. This observation implies that increasing the vehicle capacity will decrease the objective, that is, the total traveling distance of the vehicle. We have similar findings for GA and PSO.

3. The standard deviation of the objective value decreases with the increase in the number of customers. For example, the standard deviations of objective value
by using IA are 17.9 and 15.1 for Test problem 1 with vehicle capacities of 15 and 30, respectively. Nevertheless, we have no such a finding for GA and PSO.

4. The average convergence iteration seems stable for all test problems, but no significant difference is determined for various capacities of the vehicle. For example, the average convergence iteration by using IA is 2276.6 for Test problem 1 with a vehicle capacity of 15, and it is 2141.1 for the case with a vehicle capacity of

| Customers | Type | Node (demand) |
|-----------|------|---------------|
| 30        | C^6  | 143(1), 145(1), 147(1), 152(1), 154(2), 156(1), 158(2), 160(3), 165(2), 167(2) |
|           | C^3  | 146(2), 148(3), 149(2), 155(1), 159(1), 161(2), 162(1), 166(2), 168(3), 169(2), 172(2) |
|           | C^2  | 144(2), 150(1), 151(1), 153(1), 157(1), 163(1), 164(1), 170(2), 171(1) |
|           | C^6  | 143(2), 145(2), 147(2), 152(2), 154(4), 156(2), 158(4), 160(6), 165(4), 167(4), 40(2), 130(4), 116(4), 62(2), 106(2), 92(2), 33(2), 53(2) |
| 60        | C^3  | 144(4), 150(2), 151(2), 153(2), 157(2), 163(2), 164(2), 170(4), 171(2), 110(4), 24(2), 96(2), 21(2), 30(4), 36(4), 59(4), 15(2), 47(4), 3(2) |
|           | C^2  | 146(4), 148(6), 149(4), 155(2), 159(2), 161(4), 162(2), 166(4), 168(6), 169(4), 172(4), 54(2), 64(2), 97(2), 88(4), 49(4), 82(4), 25(4), 62(2), 42(2), 27(2), 19(2), 18(2) |

| Table 2. Test problem 1 (no time window). |
| Customers | Type | Node (demand) |
|-----------|------|---------------|
|           | C^6  | 143(1), 145(1), 147(1), 152(1), 154(2), 156(1), 158(2), 160(3), 165(2), 167(2) |
|           | C^3  | 146(2), 148(3), 149(2), 155(1), 159(1), 161(2), 162(1), 166(2), 168(3), 169(2), 172(2) |
|           | C^2  | 144(2), 150(1), 151(1), 153(1), 157(1), 163(1), 164(1), 170(2), 171(1) |
|           | C^6  | 143(2), 145(2), 147(2), 152(2), 154(4), 156(2), 158(4), 160(6), 165(4), 167(4), 40(2), 130(4), 116(4), 62(2), 106(2), 92(2), 33(2), 53(2) |

| Table 3. Test problem 2 (60 demand nodes with time window). |
| Customers | Type | Time window |
|-----------|------|-------------|
|           | C^6  | a.m. 147(2) 152(2) 154(4) 156(2) d. 62(2) 92(2) p.m. 143(2) 160(6) 167(4) 40(2) 130(4) 53(2) a.m./p.m. 145(2) 158(4) 165(4) 116(4) 106(2) 33(2) |
| 60        | C^3  | a.m. 150(2) 157(2) 164(2) 170(4) 171(2) 15(2) p.m. 163(2) 96(2) 30(4) 36(4) 24(2) 21(2) 59(4) 47(4) 144(4) 151(2) 153(2) 110(4) a.m./p.m. 3(2) |
|           | C^2  | a.m. 149(4) 162(2) 49(4) 62(2) 42(2) p.m. 159(2) 161(4) 64(2) 82(4) 146(4) 148(6) 155(2) 166(4) 168(6) 169(4) 172(4) 54(2) 64(2) 97(2) 88(4) 49(4) 82(4) 25(4) 62(2) 42(2) 27(2) 19(2) 18(2) 54(2) 25(4) 27(2) 19(2) 18(2) 54(2) 25(4) 27(2) 19(2) 18(2)
Table 4. Numerical results of test problem 1 for various algorithms under different capacity of vehicle (no time window).

| No. of customers | Vehicle capacity | GA          | IA          | PSO         |
|------------------|------------------|-------------|-------------|-------------|
|                  |                  | Min | Avg | Max | Std | Min | Avg | Max | Std | Min | Avg | Max | Std | Min | Avg | Max | Std |
| 15               |                  | obj  | 592.5 | 629.5 | 655.0 | 15.3 | 582.3 | 621.3 | 660.0 | 17.9 | 781.3 | 852.1 | 924.5 | 36.2 |
|                  |                  | cpu  | 4570.3 | 6401.6 | 10919.0 | 1378.7 | 5245.4 | 7425.2 | 12190.0 | 1823.5 | 1566.2 | 3048.0 | 4790.4 | 782.1 |
|                  |                  | iter | 936.0 | 1700.1 | 3586.0 | 575.2 | 1062.0 | 2276.6 | 4399.0 | 838.5 | 968.0 | 2824.7 | 5012.0 | 980.3 |
| 30               |                  | obj  | 523.6 | 557.8 | 614.7 | 22.4 | 507.0 | 541.0 | 572.2 | 15.1 | 721.0 | 793.4 | 868.9 | 38.7 |
|                  |                  | cpu  | 3972.2 | 6254.4 | 9500.8 | 1392.9 | 4273.6 | 7247.8 | 12138.0 | 2049.1 | 1921.0 | 2946.6 | 4465.0 | 631.2 |
|                  |                  | iter | 698.0 | 1642.2 | 2982.0 | 609.0 | 811.0 | 2141.1 | 4072.0 | 884.6 | 1450.0 | 2742.7 | 4641.0 | 797.9 |
| 60               |                  | obj  | 1058.5 | 1092.0 | 1130.0 | 20.7 | 1018.1 | 1084.6 | 1147.1 | 29.0 | 1636.1 | 2013.6 | 2150.4 | 99.7 |
|                  |                  | cpu  | 9284.2 | 16681.4 | 24468.0 | 4592.2 | 12672.0 | 24245.4 | 40601.0 | 7222.1 | 1045.0 | 2680.6 | 7462.8 | 1506.4 |
|                  |                  | iter | 2737.0 | 5393.9 | 7765.0 | 1660.9 | 1644.0 | 5336.2 | 11969.0 | 2302.7 | 308.0 | 2317.6 | 8267.0 | 1798.3 |
| 30               |                  | obj  | 917.9 | 1000.2 | 1546.5 | 150.7 | 883.7 | 948.3 | 995.2 | 27.4 | 1640.9 | 1861.1 | 2023.8 | 109.5 |
|                  |                  | cpu  | 2766.0 | 14290.0 | 23191.9 | 4648.8 | 15086.0 | 19799.0 | 28107.6 | 3714.1 | 1152.1 | 3472.0 | 8114.2 | 1924.8 |
|                  |                  | iter | 126.0 | 4794.7 | 8226.0 | 1865.1 | 7082.0 | 9733.3 | 13475.0 | 1691.1 | 323.0 | 2575.9 | 7048.0 | 1862.7 |

GA: genetic algorithm; IA: immune algorithm; PSO: particle swarm optimization.
Table 5. Numerical results of test problem 2 for various algorithms under different capacity of vehicle (with time window).

| No. of Customers | Vehicle capacity | GA | IA | PSO |
|------------------|------------------|----|----|-----|
|                  | Min             | Avg | Max | Std  | Min             | Avg      | Max   | Std  |
| 15               | 1138.3          | 1180.6 | 1254.2 | 26.1 | 1134.7          | 1178.1  | 1227.7 | 23.0 |
|                  | obj             | cpu  | iter |      | 1138.3          | 1180.6  | 1254.2 | 26.1 |
| 60               | 977.6           | 1025.2 | 1076.0 | 23.4 | 960.2           | 1022.6  | 1070.3 | 23.1 |
|                  | obj             | cpu  | iter |      | 977.6           | 1025.2  | 1076.0 | 23.4 |
| 30               | 8950.5          | 15913.1 | 27895.5 | 4582.2 | 14984.5         | 24061.2 | 35715.0 | 6263.2 |
|                  | cpu             | iter |      |      | 8950.5          | 15913.1 | 27895.5 | 4582.2 |

GA: genetic algorithm; IA: immune algorithm; PSO: particle swarm optimization.
30. We have similar findings for GA and PSO. Figure 8(a) also illustrates the findings of average convergence iteration for the three algorithms. Therefore, the three algorithms are stable in convergence iteration for solving the PDP-LT.

5. The CPU time of the algorithm increases with the increase in the number of customers. For example, the CPU time by using IA is 7425.2 for Test problem 1 with 30 customers and a vehicle capacity of 15, whereas it is 24,245.4 with 60 customers and a vehicle capacity of 15. This observation implies that more customers will lead to a more complicated PTP-LT. We have similar findings for GA and PSO.

6. Among the three artificial intelligence algorithms, IA performs better than GA, and GA outperforms PSO. For example, the best objective value of Test

![Figure 7. Best solution of three algorithms for two test problems.](image)
problem 1 with a vehicle capacity of 15 is 582.3, 592.5, and 781.3 by using IA, GA, and PSO, respectively. Since the main difference between IA and GA is its memory mechanism, the results also imply that the memory mechanism of IA can be used to improve the objective.

7. Among the three artificial intelligence algorithms, PSO is faster than GA and GA is faster than IA. For example, the average CPU time for Test problem 1 with a vehicle capacity of 15 is 3048.0, 6401.6, and 7425.2 by using PSO, GA, and IA, respectively. Figure 8(b) also illustrates the findings of CPU time for the three algorithms.

From Table 5 and Figure 7(c), we have the following observations for Test problem 2:

1. With the constraint of the time window for each customer, the objective value, that is, the total delivery distance, increases for all cases of Test problem 2. For example, IA reports that the best objective value is 883.7 for Test problem 1 (no time window) with 60 customers and a vehicle capacity of 30, whereas it is 960.2 for Test problem 2 (with time window). We have similar findings for GA and PSO. The result implies that the time window constraint of the customer will reduce the feasible region of PDP-LT and result in an increased objective value.

2. For all cases in Test problem 2, IA outperforms GA, and GA outperforms PSO. For example, the best objective is 1134.7 for the case with a vehicle capacity of 15, whereas it is 1138.3 and 2003.8 for GA and PSO, respectively.

3. For all test problems, PSO is faster than GA, and GA is faster than IA.

4. For all test problems, IA needs more iteration to converge than GA and PSO.

We test the following hypotheses by using the numerical results of 30 trials to analyze the performance of the three adopted algorithms in this paper:

\[ H_0: \text{Avg}(A) = \text{Avg}(B) \]

\[ H_1: \text{Avg}(A) \neq \text{Avg}(B) \]

where \( \text{Avg}(A) \) and \( \text{Avg}(B) \) denote the average objective, that is, the total traveling distance of the vehicle, by using algorithms \( A \) and \( B \), respectively, where \( A, B \in \{ \text{IA, GA, PSO} \} \), and \( A \neq B \). The corresponding \( p \)-values of the statistical hypotheses are summarized in Table 7, which shows the following results:

Table 6. The current solution of gas company.

| Week | 1       | 2       | 3       | 4       | Average |
|------|---------|---------|---------|---------|---------|
| Total delivery distance | 1463.65 | 1401.50 | 1321.40 | 1262.65 | 1362.3  |
| No. of delivery tours for 6 days | 51 \((=8+10+7+7+10+9)\) | 50 \((=9+8+8+8+9+8)\) | 45 \((=10+5+6+8+7+9)\) | 46 \((=8+6+8+8+8+8)\) | 45.5    |
1. For Test problem 1, except for the case with a vehicle capacity of 15, IA outperforms GA, with a \( p \)-value of 0.063. However, for all cases, IA outperforms PSO and GA outperforms PSO.

2. For Test problem 2, IA and GA have no significant difference for the two cases with capacities of 15 and 30. However, for all cases, IA outperforms PSO and GA outperforms PSO.

**Conclusions**

This paper presented a new periodic delivery strategy for gas companies to deliver LPG tanks in advance although their LPG tanks are not empty. The strategy can improve the efficiency of delivery for gas companies and decrease the waiting time of receiving a new full LPG tank for customers. In this paper, a novel encoding scheme was proposed to convert any random integer sequence into a solution of the PDP-LT directly. Three evolutionary algorithms, including IA, GA, and PSO, with the encoding scheme had been applied to solve the PDP-LT. The numerical results of practical examples in Taiwan show that the three algorithms can significantly reduce the total delivery distance and IA is superior to the other two algorithms. Additionally, the presented encoding scheme can be further extended to various demand frequency types based on customers’ requests even if their frequency types are not periodic.
In the future, one may consider a more generalized PDP-LT with the other practical constraints, for example, multiple vehicles, multiple depots, and customers’ emergence requests. Additionally, the other encoding schemes and evolutionary algorithms can be developed to solve the PDP-LT and compare their efficiency and effectiveness.
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Appendixes

Appendix 1

Notation

\[ C = \{ 1, 2, \ldots, n \} \]

set of customers.

\[ C^k \]

set of nodes for customers with demand frequency \( k \), \( k \in F \). If \( k = 2 \), then the customer has to be served twice in \( T \) by using the type of 100100, 010010, or 001001. If \( k = 3 \), then the customer has to be served 3 times in \( T \) by using the type of 101010 or 010101. If \( k = 6 \), then the customer has to be served 6 times in \( T \) by using the type 111111.

\[ D \]

node of the depot.

\[ d_{ij} \]

shortest distance from node \( i \) to node \( j \), \( i, j \in C \cup \{ D \} \).

\[ F = \{ 2, 3, 6 \} \]

set of possible demand frequency for customers.

\[ h_t(w) \]

number of delivery for the vehicle in the time window \( w \) on day \( t \), \( w \in W, 1 \leq t \leq T \).

\[ n \]

total number of customers.

\[ N = 2 \times |C^2| + 3 \times |C^3| + 6 \times |C^6| \]

\[ P_t(w) = 0 \]

if \( R_t(w) \leq U_t(w) \), otherwise, \( P_t(w) = p(R_t(w) - U_t(w)) \) if \( R_t(w) > U_t(w) \), \( w \in W \) and \( 1 \leq t \leq T \). That is, if the vehicle can finish the scheduled delivery in the time window \( w \) on day \( t \), then the penalty is 0, otherwise the penalty is set as \( P_t(w) = p(R_t(w) - U_t(w)) \), where \( p \) is the penalty parameter. It is set to \( p = 100 \) in this paper.

\[ Q \]

capacity of the vehicle.

\[ q_i \]

demand of customer \( i \), \( i \in C \).

\[ R_t(w) = \sum_i \sum_j d_{ij}x_{ij}(w) \]

total traveling distance of the vehicle for all customers in the time window \( w \) on day \( t \), \( w \in W, 1 \leq t \leq T \).

\[ T \]

planning time horizon. It is set to \( T = 6 \) (days) in this paper.

\[ U_t(w) \]

upper limit of the traveling distance of the vehicle in the time window \( w \) on day \( t \), \( w \in W, 1 \leq t \leq T \).

\[ V_t(w) = V_{t_1}(w) \cup V_{t_2}(w) \cup \cdots \cup V_{t_g}(w) \cup \cdots \cup V_{t_h}(w) \]

set of the delivery sequence of customers for the vehicle in the time window \( w \) on day \( t \), where \( V_{tg}(w) \subseteq C \) is the \( g \)th tour sequence of the vehicle, \( 1 \leq g \leq h_t(w), w \in W, 1 \leq t \leq T \).

\[ W = \{ \text{a.m., p.m.} \} \]

set of the delivery time window for the vehicle.

\[ W_c = \{ \text{a.m., p.m., a.m./p.m.} \} \]

set of the possible time window for customers, \( w \in W_c \).

If \( w = \text{a.m./p.m.} \), then the delivery can be at a.m. or p.m. for the customer.
**Decision variables**

\[ x_{ij}(w) = 1 \] if customer \( i \) is served before customer \( j \) in the time window \( w \) on day \( t \), otherwise 0; \( i, j \in C, i \neq j, w \in W, 1 \leq t \leq T \).

\[ y_{it}(w) = 1 \] if customer \( i \) is served in the time window \( w \) on day \( t \), otherwise 0, \( i \in C, w \in W, 1 \leq t \leq T \).

**Appendix 2**

For the data of gas company (demand node and call time), see Table 8.

**Appendix 3**

For the data of the gas company (demand quantity), see Table 9.
Table 8. The data of gas company (demand node and call time).

| Call time      | Week 1 | Week 2 | Week 3 | Week 4 |
|----------------|--------|--------|--------|--------|
|                | D1     | D2     | D3     | D4     | D5     | D6     | D1     | D2     | D3     | D4     | D5     | D6     | D1     | D2     | D3     | D4     | D5     | D6     |
| 10:00–11:00    | 162    | 162    | 151    | 162    | 162    | 162    | 146    | 143    | 162    | 146    | 143    | 162    | 162    | 146    | 143    | 162    | 146    | 143    | 162    |
| 11:00–11:30    | 160    | 143    | 137    | 143    | 145    | 143    | 146    | 143    | 154    | 146    | 143    | 143    | 143    | 143    | 143    | 143    | 143    | 143    | 143    |
| 11:30–12:00    | 144    | 154    | 146    | 165    | 172    | 148    | 144    | 154    | 144    | 169    | 153    | 156    | 163    | 156    | 149    | 147    | 145    | 147    | 144    |
| 12:00–12:30    | 168    | 161    | 147    | 154    | 144    | 150    | 163    | 145    | 143    | 160    | 156    | 148    | 145    | 153    | 152    | 148    | 154    | 148    | 150    |
| 12:30–13:30    | 159    | 145    | 165    | 167    | 148    | 168    | 168    | 168    | 156    | 166    | 172    | 164    | 144    | 154    | 144    | 161    | 170    | 161    | 144    |
| 13:30–14:30    | 149    | 147    | 160    | 147    | 147    | 150    | 147    | 147    | 150    | 150    | 150    | 150    | 150    | 150    | 150    | 150    | 150    | 150    | 150    |
| 14:30–15:30    | 158    | 158    | 156    | 160    | 146    | 156    | 153    | 149    | 153    | 165    | 152    | 160    | 149    | 158    | 160    | 167    | 143    | 156    | 147    |
| 15:30–16:30    | 167    | 157    | 170    | 167    | 160    | 145    | 165    | 171    | 167    | 160    | 168    | 154    | 147    | 170    | 156    | 172    | 163    | 161    | 158    |
| 16:30–17:30    | 147    | 153    | 143    | 155    | 153    | 158    | 152    | 156    | 154    | 148    | 144    | 157    | 150    | 165    | 144    | 157    | 150    | 167    | 154    |
| 17:30–18:00    | 166    | 166    | 169    | 157    | 156    | 154    | 148    | 157    | 150    | 165    | 144    | 157    | 150    | 165    | 144    | 157    | 150    | 167    | 154    |
| 18:00–19:00    | 146    | 157    | 143    | 159    | 156    | 161    | 154    | 157    | 158    | 158    | 161    | 161    | 152    | 158    | 158    | 143    | 149    | 158    | 167    |
| 19:00–21:00    | 170    | 151    | 154    | 149    | 170    | 163    | 170    | 169    | 153    | 165    | 150    | 160    | 152    | 161    | 147    | 164    | 165    | 165    | 152    |
|                |        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
Table 9. The data of the gas company (demand quantity).

| Demand node | Week 1 | Week 2 | Week 3 | Week 4 | Approx. frequency type (k) | Demand quantity |
|-------------|--------|--------|--------|--------|---------------------------|-----------------|
| 143         | 1      | 1      | 1      | 1      | 1                         | 6               |
| 144         | 2      | 2      | 2      | 2      | 2                         | 2               |
| 145         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 146         | 1      | 1      | 2      | 1      | 2                         | 6               |
| 147         | 1      | 1      | 1      | 1      | 1                         | 6               |
| 148         | 3      | 2      | 1      | 1      | 2                         | 3               |
| 149         | 2      | 2      | 1      | 2      | 1                         | 2               |
| 150         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 151         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 152         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 153         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 154         | 1      | 1      | 1      | 1      | 1                         | 6               |
| 155         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 156         | 1      | 1      | 1      | 1      | 1                         | 6               |
| 157         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 158         | 1      | 2      | 1      | 1      | 1                         | 6               |
| 159         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 160         | 2      | 2      | 1      | 1      | 1                         | 6               |
| 161         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 162         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 163         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 164         | 1      | 1      | 1      | 1      | 1                         | 3               |
| 165         | 1      | 1      | 1      | 1      | 1                         | 6               |
| 166         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 167         | 2      | 2      | 2      | 2      | 2                         | 6               |
| 168         | 1      | 2      | 1      | 1      | 1                         | 2               |
| 169         | 2      | 2      | 1      | 1      | 2                         | 2               |
| 170         | 1      | 1      | 2      | 1      | 1                         | 3               |
| 171         | 1      | 1      | 1      | 1      | 1                         | 2               |
| 172         | 1      | 1      | 2      | 2      | 1                         | 2               |