The role of social media in opinion formation has far reaching implications in all spheres of society. Though social media provide platforms for expressing news and views, it is hard to control the quality of posts due to the sheer volumes of posts on platforms like Twitter and Facebook. Misinformation and rumours have lasting effects on society, as they tend to influence people’s opinions and also may motivate people to act irrationally. It is therefore very important to detect and remove rumours from these platforms. The only way to prevent the spread of rumors is through automatic detection and classification of social media posts. Our focus in this paper is the Twitter social medium, as it is relatively easy to collect data from Twitter. The majority of previous studies used supervised learning approaches to classify rumours on Twitter. These approaches rely on feature extraction to obtain both content and context features from the text of tweets to distinguish rumours and non-rumours. Some researchers reported that tweets contain a linguistic pattern that can be used as a crucial features in identifying rumours on Twitter. Manually extracting features however is time consuming considering the volume of tweets. We propose a novel approach to deal with this problem by utilising sentence embedding using BERT to identify rumours on Twitter, rather than the usual feature extraction techniques. BERT is a novel transformer that can capture the contextual meaning of words. We use sentence embedding using BERT to represent each tweet's sentences into a vector according to the contextual meaning of the tweet. We classify those vectors into rumours or non-rumours by using various supervised learning techniques. Our BERT based models improved the accuracy by approximately 10% as compared to previous methods. Our best model uses a multi-layer perceptron and achieves 0.869 accuracy, 0.855 precision, 0.848 recall and 0.852 F1 score.
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I. INTRODUCTION

The lack of control over the posts on social media platforms such as Twitter and Facebook results in the rapid spread of false information. People tend to post and share breaking news without verifying the credibility of the content, and thus, even though it may have false contents, a piece of information may be shared thousands of times before its contents can be verified. Rumours look credible on the surface, yet they are unverified and often false news items. Rumours circulate with questionable trustworthiness and cause anxiety and irrational behaviour among the readers [1, 2]. Rumours could be true, partly true, false or may remain unverified [3]. In this study, we focus on the spread of rumours via the Twitter platform.

Countless rumours on different topics spread on Twitter every day and influence people’s opinions and decisions. Rumours also lead to harmful effects on society. For example, the tweet “Explosion at White House and Obama injured” shared on Twitter in 2013 resulted in stock markets crashing and investors lost around 136 billion dollars within only two minutes [4]. Hence, there is a need to detect the trustworthiness of shared information on Twitter and detect rumours automatically since manual fact-checking is a time consuming process and a highly non-trivial task.

Most of the existing studies on rumour detection on Twitter rely on reliable feature extraction. These studies use supervised learning approaches to classify the authenticity of tweets by manually extracting features from the context and content of tweets [1, 3, 5–7]. The context-based feature components involve tweets’ associated information, such as users’ information and network information [1, 5–9]. Whereas the content-based feature components involve extraction of features from the text of tweets, particularly the linguistic aspects such as lexical, syntactic and semantic information [1, 5–11]. Feature extraction however often needs additional information which is not always available on Twitter [12].

Recently, deep learning methods have gained popularity in detecting rumours on tweets. These methods have the ability to discover features automatically and exploit the deep data representation from the text, which is beneficial for efficient rumour detection. These approaches include recurrent neural network (RNN) [12, 13], convolutional neural network (CNN) [14], [15] and long short term memory (LSTM) networks [16, 17]. Some studies proposed the use of reinforcement learning [18] to improve rumour detection. However, the performance of deep learning models need to be improved for automatic rumour detection to be a practical method.

We propose a novel approach using sentence embedding of Bidirectional Encoder Representation from Transformer (BERT) to detect whether a tweet is a rumour or not. BERT is a novel transformer technique that can capture contextual meanings of a word by considering words from both left and right side of it [19]. We use BERT to represent each tweet into a vector based on the contextual meaning of its sentence and use different classifiers to detect rumours on Twitter. We found that our proposed technique achieves better results than existing state-of-the-art techniques.

The rest of the paper is organized as follows. Section 2 discusses related works on rumour detection. Section 3 presents the details of our proposed approach on utilising BERT to detect rumours in tweets. In Section 4, we present experimental results from our methods and comparison with state-of-the-art results. We conclude the study in Section 5.
II. RELATED WORKS

The majority of existing studies on rumour detection used supervised learning models to classify tweets into trustworthy and untrustworthy, are based on extracted context and content features [5]-[9]. Figure 1 illustrates the general steps involved in these techniques. Context-based approaches extract features by taking into account information of tweets including user and network information. Table I summarises context-based features which are extracted from tweets in previous methods.

Fig. 1. General architecture of rumour classification models.

| Context-based features                                      | References |
|-------------------------------------------------------------|------------|
| It is verified account                                      | [5]-[9]    |
| Account has a description                                   | [5]-[7]    |
| Account has a URL                                           | [5]-[7]    |
| The number of followers                                     | [5]-[7]    |
| The number of friends                                       | [5]-[7]    |
| Account has over 500 followers                              | [5]-[7]    |
| Post on a day or weekday                                    | [5]-[7]    |
| The number of posts                                         | [5]-[7]    |
| Is it retweeted or not                                      | [5]-[7]    |

Content-based approaches extract features from tweets, in particular the linguistic aspects including lexical characteristics, e.g., doubt words, negation, clear expression and abbreviation, which can indicate a tweet’s trustworthiness [5]. These features utilise Natural Language Processing (NLP) techniques to capture opinion and emotional expressions in a tweet. Table II illustrates the context-based features and the studies which used them.

The features mentioned in Table I and Table II are usually manually hand-crafted features either contextual information or information from the texts of tweets. Feature extraction (either content-based or context-based) is a very time-consuming and almost an impossible process, considering that hundreds of millions of tweets are generated every day. This led to the use of Neural Network (NN) based techniques to classify rumours in tweets. In the context of rumour detection on Twitter, the widely implemented NN based frameworks are Recurrent Neural Network (RNN) [12], [13], [17] and Convolutional Neural Network (CNN) [14], [15]. The recent performance of RNN models for rumour detection reported by Alkhodair et. al. achieved F1 scores of 0.716 and 0.839 for rumour and non-rumour classes respectively [17]. The latest CNN model for rumour classification was presented by Bharti et al. [15] that achieved the highest performance of 0.88 and 0.77 F1-scores for non-rumour and rumour classes respectively.

Ajao et al. [16] proposed a hybrid framework using CNN and LSTM to automatically identify features from a tweet without prior knowledge of the subject domain or topic of discussion for detecting rumours. They obtained accuracy and precision of 0.8229 and 0.4435 respectively. Similarly, Kotteti et al. [11] attempted to improve supervised learning models for rumour detection by reducing detection time. They proposed a multiple time-series data analysis model to reduce computational complexity by only using the tweets’ temporal properties instead of contents that requires careful feature selections and text mining. Their proposed method reduced the computational complexity significantly and obtained 0.94 precision score by using Gaussian Naïve Bayes classifier. However, they achieved 0.356 for recall and 0.518 for F1-score which are not high.

In another study, Zhou et al. [18] proposed Early Rumour Detection system (ERD) using reinforcement learning to identify a rumour at early stages. The ERD consists of a rumour detection module and a checkpoint module which determines when to trigger the rumour detection module. They integrated reinforcement learning for the checkpoint module to guide the rumour detection module using classification accuracy as a reward. They treated the incoming tweets as a data stream and monitored the tweets in real time. The tweets are used to determine whether the rumour detection module is triggered. This study reported an accuracy of 0.858.

Xu et al. [22] proposed Topic-Driven Novel Detection
(TDRD) to determine the credibility of a tweet by its microblog source only. The study mentioned that according to communication theory, a tweet’s topic can help to determine the possibility of a tweet to be a rumour or not [23], [24]. They used two datasets to train their model, PHEME dataset and Weibo datasets. They utilised a 300-dimensional Glove embedding for Twitter and Chinese dataset and a 300-dimensional word2vec embedding for Weibo datasets. To classify tweets into rumours, they used CNN and FastText for Twitter and Weibo datasets respectively. The proposed CNN model had two hidden layers while FastText model had 256 hidden layers. The study reported an accuracy of 0.8266.

Some previous studies have reported that semantic and language characteristics are the crucial features to identify rumours [1], [5], [8], [21].

In this study, we utilise sentence embedding using BERT to extract contextual meaning of tweet’s sentences and reveal the specific linguistic patterns of a tweet. To improve the state-of-the-art results, we propose a model using BERT and neural network to classify tweets into rumour and non-rumour tweets.

III. MATERIAL AND METHOD

We propose a model to classify rumours on Twitter by utilising sentence embedding using BERT instead of feature extraction procedures. Previously, word embedding has been widely used in various natural language processing (NLP) tasks. It is a language representation technique by mapping words or phrases into vectors to use an artificial intelligence model in two sentences: World cup fever united the country and I am suffering a fever since yesterday. Only considering either the left or the right context will result in a wrong representation of the meaning of the word ‘fever’. BERT considers both the left and the right context of the word ‘fever’ before making a representation. From these two sentences, BERT considers world cup and united the country to represent the word ‘fever’ in the first sentence and I am suffering and since yesterday to represent the word ‘fever’ in the second sentence. Hence, the word ‘fever’ in the sentences World cup fever united the country and I am suffering a fever since yesterday will have different vector representations.

A. BERT (Bidirectional Encoder Representation from Transformer)

BERT is a new language representation model which is designed as a deep bidirectional transformer that captures information from the unlabeled text by joining the representations from both left and right of a token’s context from all layers [19]. BERT understands word relationships in a bidirectional way and then generates a representation vector for each word based on the word’s relationships in a sentence.

Figure 3 presents an example to illustrate the bidirectional model in two sentences: World cup fever united the country and I am suffering a fever since yesterday. Only considering either the left or the right context will result in a wrong representation of the meaning of the word ‘fever’. BERT considers both the left and the right context of the word ‘fever’ before making a representation. From these two sentences, BERT considers world cup and united the country to represent the word ‘fever’ in the first sentence and I am suffering and since yesterday to represent the word ‘fever’ in the second sentence. Hence, the word ‘fever’ in the sentences World cup fever united the country and I am suffering a fever since yesterday will have different vector representations.

1) BERT architecture model

As mentioned by its name, BERT is a bidirectional transformer. A primary transformer consists of an encoder to read the text input and a decoder to predict the task’s output. BERT only needs the encoder part since BERT’s goal is to generate a language representation model. BERT’s encoder input is a sequence of tokens that is converted into a vector. BERT provides two architecture models: BERTBASE and BERTLARGE. BERTBASE has 12 encoder layers, 768 hidden layers and 110 million parameters whereas BERTLARGE has 24 encoder layers, 1024 hidden layers and 340 million parameters [19]. This
study uses BERT$_{BASE}$ to reduce the computational complexity. BERT$_{BASE}$ represents each tweet’s sentence into 1x768 vector.

2) BERT Input/Output Representation

BERT is able to represent both a single sentence and a set of sentences in one token sequence. We borrowed a figure (Figure 1) and terms from Devlin et al. [19] as an inspiration to explain BERT input representation in more details. In BERT, a ‘sentence’ refers to a continuous text instead of a sentence in a linguistic sense. A ‘sequence’ refers to the sequence of tokens from either a single sentence or a set of sentences grouped together for BERT’s input.

Consider two sentences: “I got a fever” as sentence A and “It makes me sick” as sentence B. It can be observed in Figure 1, BERT’s input representation is the sum of the token, segment and position embeddings. They are explained below.

1) Token Embeddings are tokens added in the beginning of each sentence [CLS] and at the end of each sentence [SEP].

2) Segment Embeddings are the tokens that are added as a marker to distinguish sentences. BERT distinguishes the sentences in two ways by separating them by a special token [SEP] and adding an additional token to indicate whether it belongs to sentence A or sentence B. BERT denotes the input embedding as $E$, so that all the tokens for sentence A are marked as $E_A$, and for sentence B marked as $E_B$. Segment embedding enables BERT to take the sentence pairs and pack together into a single sequence.

3) Position Embeddings are the tokens added to indicate the position of each token in the sentence. BERT learns and adds a positional embedding token and utilises it to express the position of words in a sentence. Those positional embedding tokens are marked as $E_0$ to $E_n$, where $n$ represents the sequence number of each token.

B. Classifiers to identify rumours

We used BERT to represent each tweet’s sentence into a numerical vector. Then we used all the vectors to train a text classification model using various supervised learning approaches to classify whether a tweet is a rumour or not. We utilised some techniques reported in the literature for achieving good performance on text classification from various studies. The selected classification techniques are Support Vector Machines (SVM) [7], [11], [27], Logistic Regression (LR) [7], [11], [27], Naïve Bayes Classifier (NBC) [7], [27], AdaBoost [28], [29], and K-Nearest Neighbors (KNN) [7], [27]. Additionally, we also used BERT vectors to train the classifier model based on Multilayer Perceptron (MLP). MLP is a deep artificial neural network that consists of more than one perceptron. A MLP comprises an input layer to receive the signal, an output layer to predict the input, and an arbitrary number of hidden layers between the input and output layers [30].

C. Evaluation Method

We used a confusion matrix which comprises: true positive (TP), true negative (TN), false positive (FP) and false-negative (FN). They are explained as:

- **True-positive (TP)** are non-rumour tweets that are correctly predicted as non-rumour tweets.
- **False-negative (FN)** are non-rumour tweets that are incorrectly predicted as rumour tweets.
- **False-positive (FP)** are rumour tweets that are incorrectly predicted as non-rumour tweets.
- **True-negative (TN)** are rumour tweets that are correctly predicted as rumour tweets.

By using the confusion matrix, we evaluated the performance of our model by calculating Accuracy, Precision, Recall and F1-score using the following equations.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1) \\
\text{Precision}(P) = \frac{TP}{TP + FP} \quad (2) \\
\text{Recall}(R) = \frac{TP}{TP + FN} \quad (3) \\
F1 = \frac{2(P)(R)}{P + R} \quad (4)
\]

IV. Experiments

A. Datasets

Collection of data for classification of rumour is a challenging task and there are only a few publicly available datasets [3]. We used the dataset from PHEME project [1] which is publicly available and considered as a benchmark dataset for this problem. The dataset contains 1969 tweets labelled as rumours and 3822 tweets labelled as non-rumours. We split each class of the dataset into two parts: 70% for training and 30% for testing.

We used the five-fold cross validation technique to validate the results from the selected classifiers. We randomly divided the datasets into five groups of folds of approximately equal size. A unique group was treated as a validation set for the four other groups, which were treated as training dataset.

B. Baseline and state of the art

Table III summarises the state-of-the-art methods and their performances on PHEME dataset. We used those studies as the baseline to compare our proposed model’s results.

C. Experimental Steps

We experimented with both the conventional method using 39 features mentioned in Figure 1 and the proposed method using BERT’s vectors as mentioned in Figure 2. We then compared the performance of these two methods on rumour detection. Figure 3 illustrates the comparison procedure for both experimental procedures to classify rumour and non-rumour tweets.

For the proposed method using BERT, we preprocessed and tokenised the tweets and concatenated the tokens to
obtain the tokenised version of each tweet’s sentence. Then we encoded the tokenised sentences into vectors using the SentenceTransformer library to get 1x768 arrays representing each tweet. We saved these vectors as a new dataset.

We used these vectors to train a classification model using various standard supervised learning algorithms as a baseline, including Support Vector Machines (SVM), Logistic Regression (LR), Naïve Bayes Classifier (NBC), AdaBoost and K-Nearest Neighbors (KNN). We also used the vectors to train a classification model using a four-layer MLP (4L-MLP). We preferred 4L-MLP over RNN or CNN which are widely used for classification tasks due to its simplicity and lower computational complexity. RNNs are more suitable for time series or sequential data and CNNs for images.

We also utilised the feature extraction approach by extracting 39 features from the tweets’ contexts and contents based on methods proposed in previous studies, as presented in Table I and Table II. We converted the values of these features into integer data type to obtain 39 arrays of features for each tweet. We used those arrays to train the classification models using the same approaches as used for the BERT-based proposed model. We then compared the performance of these two approaches to find the best model to detect rumours. We experimented with all the classifiers as mentioned in the earlier sections. We selected the top two classifiers that achieved the highest accuracy and thoroughly evaluated them using 5-fold cross validation. This helped to estimate the true prediction error of models by re-sampling data. For the best classifier, we applied L2 regularisation and dropout techniques to prevent over-fitting. Regularisation is a method to reduce the generalisation error but not the training error by modifying the cost function. L2 regularisation minimises the squared magnitude of weights to reduce generalisation error. Similarly, dropout is a technique to address the over-fitting problem by modifying the network itself. It drops connection units from the neural network randomly during training to ensure that the model is not over-fitted with the data.

### TABLE III
STATE-OF-THE-ART RUMOUR DETECTION MODELS FOR PHEME DATASET (BEST RESULTS FOR EACH PARAMETER ARE MENTIONED IN BOLD).

| Previous works | Method | Best Performance |
|----------------|--------|------------------|
| Zubiaga et al. [1] | Conditional Random field (CRF) based on content and social features | - | 0.667 | 0.556 | 0.607 |
| Hasan and Haggag [7] | Various supervised learning algorithms | 0.784 | 0.796 | 0.919 | 0.852 |
| Ajao et al. [16] | Combining CNN and LSTM models | 0.823 | 0.443 | - | - |
| Kotteti et al. [11] | Using time series data to reduce time and supervised learning algorithms | - | 0.949 | 0.356 | 0.518 |
| Alkhodair et al. [17] | Using word embedding and CNN | - | 0.728-R, 0.833-NR | 0.706-R, 0.847-NR | 0.716-R, 0.839-NR, 0.795-all |
| Zhou and Li [18] | Reinforcement learning | 0.858 | 0.843 | 0.735 | 0.785 |
| Xu et al. [31] | Topic-driven rumor detection (TDRD), by combining topic model and CNN | 0.8266 | 0.813-R, 0.831-NR | 0.6355-R, 0.9249-NR | 0.7120-R, 0.8755-NR |
| Bharti and Jindal [15] | Using some machine learning techniques and CNN | - | 0.790-R, 0.870-NR | 0.760-R, 0.890-NR | 0.770-R, 0.880-NR |

Abbreviations: R:Rumours, NR: Non-Rumours, all: All class.
D. Results and discussion

As shown in Table IV the confusion matrix summarises each classifier model’s prediction results. Table IV shows the true positive, false positive, true negative, and false negative values for each classification model’s predictions. These values were used in equations (1) – (4) to measure accuracy, precision, recall, and F1-score.

Table V compares the accuracy, precision, recall, and F1-score for each classifier. Except for the recall of SVM, LR and ADA-Boost models for the non-rumour class and the recall of Naive Bayes classifier model for the rumour class, we found that the BERT-based classifier model outperformed the feature-based classifier model. BERT-based classifier model achieved accuracy, precision, recall, and F1-score around 10% higher than those of feature-based classifier models for almost all techniques and for all classes. For the non-rumour class, the BERT-based classifier model using SVM, LR and ADA-Boost demonstrated slightly different results. BERT-based classifier model using those techniques obtained recall of around 3%, 1.5%, and 1.6% higher for SVM, LR and ADA Boost respectively, which were slightly lower than the feature-based classifier models using the same techniques. The BERT-based Naive Bayes classifier model achieved lower recall for the rumour class than the feature-based Naive Bayes classifier model by about 0.3% (see Table IV). Based on these findings, we were confident that sentence embedding with BERT was a promising approach for identifying rumour tweets without extracting any features.

We then moved on to the next step to determine the best rumour detection model to improve the current state of the art results. To find the best model for rumour detection, we chose two models which showed the best performance. As shown in Table IV BERT-based K-NN, and 4L-MLP models performed the best, with accuracies of 0.839 and 0.845 respectively, and precision of 0.817 and 0.824 respectively, for all class predictions. For this reason, we only selected the BERT-based classifier model using K-NN and 4L-MLP to be validated using the five-fold cross-validation technique.

To perform five-fold cross-validation, we set the learning rate to 0.0002, the batch size to 512, and Adam as the optimiser to complete re-sampling procedure for each batch within 20 minutes of training time. As shown in Table VI the BERT-based classifier model using 4L-MLP consistently outperformed the BERT-based classifier model using K-NN. Hence, we concluded that the BERT-based classifier model using 4L-MLP is the best model to detect rumours on Twitter.

We applied L2-regularisation and dropout techniques to prevent over-fitting on our best model by setting the dropout probability at 0.5, the weight decay at 0.00001, the batch size at 512, and Adam as the optimiser. We achieved performance improvement on an average at around 2.37% for all parameters. The details of the improvements are shown in bold in Table VII. For all classes, we achieved an accuracy of 0.869, precision of 0.855, recall of 0.848, and F1-score of 0.852. We obtained a precision of 0.895, a recall of 0.911, and an F1-score of 0.903 for the non-rumour class and a precision of 0.815, recall of 0.785, and an F1-score of 0.799 for the rumour class (See Table VII).

We then compared our best model (BERT-based classifier using 4L-MLP) with the existing state of the art models from literature on the PHEME dataset, as shown in Table VIII.
The proposed model outperforms the state of the art techniques by achieving an accuracy of 0.869. Kotteti et al. [11] achieved the highest precision of 0.949, while our model achieves 0.855 precision and is the second-highest among all classes. For the rumour and non-rumour classes, our model achieves the best precision 0.815 and 0.895, respectively. Hassan et al. [7] achieved the highest recall of 0.919 for all classes. For the rumour class, our model outperformed the other models at 0.785 of recall. For the non-rumour class, we achieved a recall of 0.911, slightly lower than the 0.9249 reported in [22]. Hassan et al. [7] reported the best F-1 score at 0.852, which is same as our model, 0.852 for all classes. For the rumour and non-rumour classes, our model outperformed the other models by obtaining the F1-scores of 0.799 and 0.903, respectively. Based on the comparisons, our proposed model is better than the other models in overall performance. Table VIII shows that our proposed model outperforms the earlier models by achieving the accuracy of 0.869, precision of 0.815 and 0.895 for rumour and non-rumour classes respectively. Our model attained recall scores of 0.785 and 0.911 for rumour and non-rumour classes respectively and obtained F1-scores of 0.799 for the rumour class, and 0.903 for the non-rumour class.

The best result for each parameter is presented in italic.

The average result for each parameter of 4L-MLP model is presented in italic.

The improvement performance between features-based and BERT-based model are presented in italic.

The two best model's performance for each parameter are mentioned in bold.
Though social networks have opened up unprecedented opportunities for expressing opinions, they are fraught with the danger of spreading rumours and false information. It is important to detect and purge such messages from platforms as fast as possible, and that is only possible with automatic detection of rumours due to the sheer volume of posts. We have addressed the problem of automatic rumour detection in

tweets.

The majority of rumour detection studies rely on the feature extraction process, which is time-consuming. Recently, Google introduced BERT, a novel transformer to represent language. BERT can capture and represent the contextual meaning of a sentence into numeric arrays to enable a model to understand and perform mathematical operations. In this study, we examined whether BERT’s output can be used to train a rumour detection model. We also proposed a novel approach by leveraging BERT’s sentence embedding and the text of tweets to identify rumours.

Our experimental results showed that BERT’s sentence embedding could be used to distinguish rumour and non-rumour tweets, without extracting tweets’ features. By utilising BERT’s sentence embedding, various supervised classification models performed better compared to feature-based classification models. Furthermore, by leveraging BERT’s sentence embedding-based classification model using 4L-MLP technique we have presented a new state-of-the-art rumour detection model for Twitter by obtaining 0.869 accuracy, 0.855 precision, 0.848 recall and 0.852 F1 score. We hypothesise that larger datasets of tweets containing rumour and non-rumour labels can further improve these results.

V. CONCLUSION
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TABLE VIII

| Previous works | All | Non-Rumours | Rumours |
|----------------|-----|--------------|---------|
|                | Acc | Prec | Recall | F1 | Prec | Recall | F1 |
| Zubiaga et al. [11] | 0.795 | 0.667 | 0.556 | 0.607 | - | - | - |
| Hassan and Haggag [17] | 0.784 | 0.796 | 0.919 | 0.852 | - | - | - |
| Ajao et al. [16] | 0.8239 | 0.4435 | - | - | - | - | - |
| Kotteti et al. [11] | 0.8239 | 0.4435 | - | - | - | - | - |
| Zhou and Li [18] | 0.858 | 0.845 | 0.735 | 0.785 | - | - | - |
| Alkhodair et al. [17] | 0.8266 | - | - | 0.795 | 0.833 | 0.847 | 0.839 | 0.728 | 0.706 | 0.716 |
| Xu et al. [11] | 0.831 | 0.9249 | 0.8755 | 0.813 | 0.6355 | 0.712 |
| Bharti and Jindal [15] | 0.809 | 0.89 | 0.88 | 0.79 | 0.76 | 0.77 |

The proposed model’s performance are presented in bold. The best previous studies performance’s result for each parameter of each class are mentioned in underline.
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