Sensing Solutions for Collecting Spatio-Temporal Data for Wildlife Monitoring Applications: A Review
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Abstract: Movement ecology is a field which places movement as a basis for understanding animal behavior. To realize this concept, ecologists rely on data collection technologies providing spatio-temporal data in order to analyze movement. Recently, wireless sensor networks have offered new opportunities for data collection from remote places through multi-hop communication and collaborative capability of the nodes. Several technologies can be used in such networks for sensing purposes and for collecting spatio-temporal data from animals. In this paper, we investigate and review technological solutions which can be used for collecting data for wildlife monitoring. Our aim is to provide an overview of different sensing technologies used for wildlife monitoring and to review their capabilities in terms of data they provide for modeling movement behavior of animals.

Keywords: wildlife monitoring; spatio-temporal data; wireless sensor networks

1. Introduction

Movement of individual animals plays an important role in different ecological processes [1]. This fact has laid the foundation of a scientific field known as “Movement Ecology”, which is a subset of
ecological informatics, spatial ecology, computational geo-ecology, concerned with the ecological interactions associated with movement. As defined in Reference [1], movement ecology is a field that places movement itself as the basis, to promote the development of an integrative theory of organism movement to better understand the mechanisms, patterns, reasons, and effects of all movement phenomena. Examples of such phenomena in the domain of wildlife monitoring include animal resource selection [2], foraging [3], predation [4], and intersexual relationships [5]. Having spatio-temporal data of animal movement can further help in the design of animal controlling applications. For instance, to maintain landscape connectivity where animal migration paths intersect roads [6].

To realize the abovementioned ecological research, spatio-temporal data play an important role. One approach for collecting these data is through human observers. This is not always ideal as: (i) some animals are not easily observable as they are rare and nocturnal, tend to hide, or move fast and (ii) the presence of humans in the field is labor intensive, costly, disruptive to the habitat, and leaves negative impacts on the animal’s health and behavior. Another form of data collection can be through using an automated system, which leaves no or little impact on the animal’s behavior and health. Through such systems, data are collected with the help of sensors either directly attached to animals or deployed in the environment.

Wireless sensor networks provide the possibility of collecting fine-grained spatio-temporal data. These networks are known as the new generation of telemetry systems for wildlife monitoring. Various types of technologies can be used as sensors in such networks to collect different types of data. An important advantage of these networks over the previous telemetry systems is collaborative processing and data collection. In this paper, we review the sensing technologies used in such networks for ecological analysis. First, we classify the sensors used in two famous animal movement modeling approaches and then review data types that can be acquired using each of these sensors. Finally, we compare these sensing technologies in terms of their limitations, advantages, and data they can provide.

2. Classification of Technologies for Collecting Spatio-Temporal Data

Modeling animal movement from spatio-temporal data is generally performed using two approaches, i.e., (i) the Lagrangian approach and (ii) the Eulerian approach [7]. The Lagrangian approach is individual-based and entails tracking a specific individual, while the Eulerian approach is place-based and deals with the probability of presence of an individual or a group in a place and the change of this occurrence over time. Motivated by these two approaches in modeling movement behavior from an ecological point of view, we classify and give examples of the technologies which can be used to collect data from animals in the rest of this paper. The general classification of these technologies is illustrated in Figure 1.

The essence of the Eulerian approach is modeling the pattern of space usage by an individual animal or a group of animals [7]. A suitable data collection method for such studies should be able to record the data from a point in space, and interpret events that occur in that point. The technologies used for realizing such a modeling approach should collect the data inconspicuously and in a manner that has least effect on the animal. This implies that these technologies may have more impact on the environment than on the animal, as their long-term placement and difficulty of retrieving them after
use may have implications for the environment. The sensing devices of this type are deployed in the environment and process the disturbances caused by the animal’s presence in the environment. Although it is more difficult to extract spatio-temporal data using these solutions, these technologies can provide more reliable results in terms of impacts they leave on the animal’s behavior, and their health.

**Figure 1.** Taxonomy of the technologies used for collecting spatio-temporal data for ecological movement modeling.

Various types of data can be retrieved from sensor technologies used for the Eulerian modeling without the need to trap animals. However, these data are subject to error and noise, and require extensive signal processing which is not always possible locally on the sensing devices. The technologies used for the Lagrangian modeling are, on the other hand, individual-based, invasive, in form of a mark or device which is fitted on the animals. They are designed specifically to retrieve specific spatio-temporal data type with high quality (plus, the identity data is directly implied because the device is fitted on a specific animal). However, accuracy is achieved at the expense of possible negative impacts on the animal’s behavior or survival. These impacts may degrade the reliability of the data and should be studied and considered before analysis. There are also constraints in terms of the physiological properties, size, and weight of the animal which make marking and tagging hardly possible for some species.
3. Technologies for Eulerian Approach

As stated before, the technologies for Eulerian approach measure the environmental disturbances produced by the animals. The technologies which are used to detect these disturbances can be classified as passive and active [8]. Active detection technologies such as radar and sonar detect a target’s presence by how it modifies an artificial sensing modality. Passive detection technologies simply record natural sensing modalities (visual, thermal, chemical, seismic, and acoustic) already present in the environment. In other words, active technologies both generate and receive sensing modality while passive technologies only receive a modality. From the technical point of view, three factors are of concern when designing a system for Eulerian modeling. These factors are: (i) choice of modality, (ii) technology and (iii) data analysis techniques to extract the spatio-temporal properties. A challenging task is data analysis since the measurements acquired by the sensing devices need to be further analyzed to extract information about the individual movement. In the following sections we review these modalities, type of sensors that can be used for each modality, and type of data that can be acquired using them considering wildlife monitoring applications.

3.1. Radar (Echoes Receptor/Generator)

3.1.1. Echoes as a Modality

There are a number of animals such as bats and dolphins, which use echoes for sensing their environment. Bats design their waveforms considering that they want to classify by micro Doppler Effect (for dynamic targets such as insects or fish) or range profile information (for static targets such as flowers) [9].

Motivated by echolocation, active range Radio Detection And Ranging (Radar), Sound Navigation and Ranging (Sonar), and Light Detection And Ranging (Lidar) systems have been used for surveillance and target recognition and tracking. More recently, radar integrated with sensor networks has been found to be efficient when different categories of targets with individual identifiers exist.

3.1.2. Technology

Radar systems are operable in different frequency bands. The best applicable band of operation for low power systems is the ultra-wide band (UWB). Instead of continuous narrowband transmissions, UWB radar systems use low-power impulses. This makes them suitable for sensor data collection and tracking applications. This type of radar is available in two groups, i.e., (i) pulse Doppler, and (ii) pulse echo [10]. Pulse echo radar uses time of flight, applicable as rangefinder (detection of distance). Pulse Doppler radar, on the other hand, operates based on the Doppler principle (All moving objects will exhibit a frequency shift from the transmitted signal to the received signal which is proportional to the speed of the target in the direction of the radar), and is used for motion sensing (detecting location and velocity). There are currently radar sensors such as BumbleBee [11] compatible with wireless sensor boards commercially available.
While using radar to sense animal motions, the direction of motion can be critical in estimation of different parameters. However, by using a higher elevation angle one can avoid the issues experienced when the motion of animal is perpendicular to the radar’s beam [12]. Doppler radar has the advantage of being able to directly collect measurements of an animal’s moving parameters. It can be used for creation of a completely automatic activity recognition system. Based on the frequency/wavelength ranges, or “bands”, radar can penetrate barriers which obscure optical systems. For instance, UWB radar can be used in “see through the wall” applications. Other advantages of radar include operation in day or night operation, and over long distances.

3.1.3. Data Analysis

Most previous research in collecting spatio-temporal data by radar work on the basis of micro-doppler effect. The velocity of a moving object relative to an observer can be estimated by measuring the frequency shift of waves radiated by the object. This is known as the Doppler Effect. In case of an articulated body such as a walking animal, the limbs and the trunk each have their own changing movements. The Micor-doppler effect is known as the modulation due to these movements [13]. The micro-Doppler effect provides signatures directly related to the dynamic structural parts of a moving animal and it offers new opportunities in classification of animals to different scales.

Various researches have been performed on extracting spatio-temporal properties from micro-Doppler effect. Examples include detection and classification of people when walking [14–16], finding the number of people present in the environment from their heartbeat patterns [17], distinguishing human from four legged animals [18], classification of different species by physiological characteristics [19]. Radar has been used to retrieve continuous spatio-temporal data on bird migration [20,21], and to retrieve birds’ flying characteristics such as height, velocity, direction, and density regardless of the time of fly. Echoes have also been applied to identify different fish species at depth [22].

Other than identification and classification of animals at the species level, activities of the target can also be classified based on micro Doppler signatures. The subject of activity recognition by radar has been studied in [23,24] for humans and [25] for lab animals. Figure 2(A) shows the time varying Doppler signatures of a person while performing different activities. Combination of a number of features [24], such as period of micro Doppler, bandwidth, frequency, and torso Doppler frequency (shown in Figure 2(B)) in each activity is different. For example (as defined in Reference [24]), the micro-Doppler period in walking is longer than that of running. The torso Doppler of crawling motion is near zero and most of the micro-Dopplers are moving toward the positive values. Boxing while moving forward has a positive torso Doppler component and micro-Dopplers from the arms. Sitting has near zero torso frequency along with very small micro-Dopplers [24]. Figure 3 compares the spectrogram of a person and a dog. As can be seen, the period of the micro Doppler is clearly different between a human and a quadruped.
Figure 2. (A) Spectrogram of different human activities using micro Doppler signatures: Spectrograms of seven human activities. (a) Running, (b) Walking, (c) Walking while holding a stick, (d) Crawling, (e) Boxing while moving forward, (f) Boxing while standing in place, (g) Sitting with slight movements (© 2009 IEEE. Reprinted, with permission, from IEEE Transactions on Geoscience and Remote Sensing, 47 (5), pp. 1328–1337) [24]. (B) Different features useful in activity classification. (© 2009 IEEE. Reprinted, with permission, from IEEE Transactions on Geoscience and Remote Sensing, 47 (5), pp. 1328–1337) [24].
Figure 3. Micro-Doppler gait signature of (Left) a person; (Right) a dog walking towards an active sensing system. (© 2007 IEEE. Reprinted, with permission, from IEEE proceedings of 41st Annual Conference on Information Sciences and Systems, pp. 627–630) [18].

3.2. Cameras (Visual Receptors)

3.2.1. Visual Modality

Visual interpretation of data can provide various types of information such as shape, size, and texture about objects. By extracting content information visually from a scene captured by a camera, different parameters, such as quantity, species of the animal, and movement characteristic can be detected.

3.2.2. Technology

Integration of cameras and sensor networks has been studied in the context of multimedia and camera sensor networks. This has become possible with the availability of Complementary metal–oxide–semiconductor (CMOS) cameras. In comparison to previous charged coupled device (CCD) sensors, CMOS image sensors are smaller, lighter, and consume less power [26]. While regular CMOS sensors are still less energy efficient than the requirements of resource constraint applications, there is ongoing research to produce energy efficient hardware for use in camera sensor networks. Some examples of CMOS platforms are Cyclops [27], and CMUcam [28]. Hardware optimizations such as wake-up procedure, and dynamic voltage along with energy harvesting from the environment have made utilization of cameras in networks possible. Each of these smart camera nodes can process data locally and then exchange relevant information with other nodes. Furthermore, using a multi-tiered [29] network with different cameras (low/high resolution) in each tier can provide a more energy efficient system. In such cases, each camera can perform a different processing task with respect to its resources. One of the advantages of using normal cameras over technologies such as passive infrared sensors is their capability to identify cold blooded animals such as snakes. However, several factors such as foliage, lighting variations, and shadows can degrade the efficiency of camera based systems.
3.2.3. Data Analysis

Visual data can provide effective identification mechanisms. Individual animals can be differentiated from each other through their visual differences such as biometrics. Various biometrics have been found in different animals (such as, iris patterns, skin ridge prints, tail patterns, and nose prints). Coat patterns present in many species (such as, cheetah, zebra, giraffe, orca, snakes) provide biometrics which are normally body sized and visible from distance. For example, automatic systems have been designed in Reference [30] to identify zebras based on their coat patterns. It should be noticed that in such systems other parameters such as angle of view and the change in natural marks (due to aging, injury, pregnancy) can also introduce false identification.

Other than natural markers, visual gait patterns can also be used to identify animals. Use of natural marks offers the advantage of detecting from long distances. Visual silhouette based gait recognition is extensively studied for human identification. The gait recognition can be performed through model-based or model-free approaches. In the model-based approach, the body and motion of moving organism is modeled through the use of a priori knowledge, while in the model-free approach gait appearance is considered without a priori knowledge about the underlying structure [31]. To identify species type, model-based approaches are more applicable as they consider body shape, while more precise identification of animals at the individual level requires model-free approaches. In wildlife monitoring, subjects such as classifying species [32] and identification of individual cows [33] through gait recognition of visual images have also been studied. A common characteristic in all these methods is that they consist of two main stages, i.e., (i) a feature extraction stage and (ii) a recognition stage, in which standard pattern recognition techniques are used.

Vision-based localization methods can also be used to localize and track animals. Some previous studies have visually tracked flocks of birds [34], tracked animals using the gait patterns [35], and tracked lions by applying a specific model to the detected animal’s face region [36]. Generally, target tracking with a single camera involves the following steps: target detection, classification, localization, and tracking from one frame to another. Selection of the right feature for tracking is an important step. Common features are color, optical flow, edges, and texture [37]. The vision-based localization which is performed by a single camera is limited to its field of view. In case more accurate result is needed, data from images of different cameras should be combined.

Images can also provide high amounts of information about animals’ activities, behavior, and mutual interaction. Different methods, such as keeping the trajectory of the joints, action recognition with space-time volumes, or based on event and sub-events, can be used for the automatic single layer activity recognition [38]. Various vision-based activity recognition systems for wildlife have been designed. For instance, authors of [39] have designed a visual system to determine five basic behaviors, i.e., sleeping, drinking, exploring, grooming, and eating of mice. In Reference [40] a system has been proposed for detecting snake behaviors such as attacking. A complete survey on human activity recognition can be found in Reference [38].
3.3. Thermal Sensors (Thermal Receptors)

3.3.1. Thermal Modality

All objects radiate infrared at normal room temperature. This electromagnetic radiation is a stream of photons, with no mass. Warm-blooded animals such as mammals have considerably high amounts of passive infrared radiation. Thermal hot spots in these animals can distinguish them from vegetation, and enable a means for detecting them. As Figure 4 suggests, factors such as the number of animals or the species is to some extent detectable visually using thermal sensors from the hotspots.

Figure 4. (Right) Infrared image of a Turkey, (Left) Detectable hotspots of turkeys for analyzing crowd behavior (Both images are provided by The Snell Group, http://www.thesnellgroup.com [41]).

3.3.2. Technology

Three types of sensors can be used to detect infrared radiations from animals. These sensors are (i) thermal imagers, (ii) passive infrared motion (PIR) detectors, and (iii) passive infrared thermometers.

Thermal imagers work on the basis of Infrared Thermography (IRT) which is the measurement of radiated electromagnetic energy. There are some limitations and factors that need to be considered when getting thermal images. Heavy feathers and furs will reduce detectable radiation. The hair which covers the animal should be free of dirt and moisture, since the dirt on the animal changes the emissivity while moisture increases local heat loss [42]. To benefit from infrared radiation in low-powered networks, PIR motion detectors and passive infrared thermometers can be used. PIR motion detectors are devices which detect motion in their field of view by measuring changes in the infrared radiation from their surrounding objects. Due to their low cost and low operation power, these sensors are popularly used in wireless sensor networks for the surveillance purposes. Available wireless sensor node for ecological applications, are already equipped with passive infrared motion detectors as well as other environmental sensors (such as, the Mica weather board) [43]. Passive infrared motion detectors have been popularly used in combination with cameras in form of camera traps [44]. As shown in Reference [45], strength of the output signal of the PIR sensor is not only determined by distance but also by speed of the moving object. Therefore, a PIR sensor network and simple signal processing algorithms can be used to obtain parameters needed for wildlife activity monitoring (in the covered area) such as direction, speed, distance, and counting the animals. A
disadvantage of PIR sensors is that they can only detect presence in motion and presence of a static subject is not detected by them.

3.3.3. Data Analysis

Since most warm-blooded animals have similar temperature ranges, the thermal signatures will not accurately discriminate between species. However, they can show temperature-related states of the animals. As mentioned before, PIR sensors are widely used as presence detectors. Infrared cameras can provide information on specific species if the species has a discriminative shape (for instance, humans have been detected based on thermal shape [46]). Research has been performed in identification of individual human beings based on their thermal information (such as, face recognition by capturing facial physiological patterns using the bio-heat information extracted from thermal images [47]). By considering and counting the hotspots in a thermal image the crowd behavior can also be analyzed [48]. Infrared thermography combined with infrared cameras has been used to detect physiological states in humans and animals. In Reference [42], infrared thermography is used to measure the stress level in farm cattle. The basis of this research is that when the animal is stressed, changes will happen in heat production and heat loss in addition to blood flow response. Processing thermographic images can provide information about the animal’s stress level, health (such as, asymmetric heat distribution [49], abnormal surface temperature [50]), pregnancy, and any property related to the normal body temperature change.

3.4. Chemical Sensors (Chemical Receptors)

3.4.1. Chemical Modality

All living creatures produce volatile compounds. Different environmental, genetic, and dietary circumstances, makes it improbable that any two organisms produce the same mixture of volatile organic compounds. On this basis, many animals can identify the members of their own group in a large group of other individuals [51].

3.4.2. Technology

Electronic noses have so far been used in various fields such as agricultural, biomedical, environmental, nutrition, medical, and military (A prototype is shown in Figure 5). Each electronic nose has two functions, i.e., (i) sensing, and (ii) pattern recognition [52]. For sensing, chemical and gas sensors are used. By using a sensor array composed of different sensors, a wide group of simple and complex compounds can be identified. Different sensors have been used in the past to detect odors such as piezoelectric, conductivity, metal-oxide-silicon field effect transistor (MOSFET), optical fiber, and MEMS based sensors. Various types of artificial intelligence methods can be used for the purpose of pattern recognition to identify the smell [52].
3.4.3. Data Analysis

Chemical cues are important phenomena in the biology of animals. Sex pheromones are the well-known examples of chemical communication in different species. Producing electronic noses for detecting pheromones has been explored for insects. Previously, biosensors have been produced by real moth antennas to extract electrical signals which are produced in existence of other moths [53]. Pheromone detection of insects along with their specification such as gender and species from their pheromones is studied in Reference [54]. In Reference [55], commercially available electronic noses (such as, the Cyranose [56]) are used to detect stink bugs and their damage in cotton product under laboratory and field conditions.

Figure 5. An electronic sensor node designed for the purpose of monitoring odorant gases and accurately estimating odor strength in and around livestock farms (Reproduced with permission from Simon X. Yang, Sensors, published by MDPI, 2009) [57].

One of the important issues in designing an electronic nose is that the combination of volatile compounds of the odors should be detected beforehand. This procedure is normally done through gas chromatography and mass spectrometry [58]. It should be noticed that for typical sensors, the detection threshold of odors are extremely low. Therefore, detection of a very low amount of gas compound in a large environment is challenging. To be used around livestock farms where the volatile organic compounds are well known, commercially available gas sensors and high intensity of gas make the compounds easily detectable [59]. However, although detection, tracking, and identification of specific animals (especially mammals) is possible, extensive research should still be performed on pre-analysis of the compounds.

Electronic noses have been used to identify human beings from their body odor [60]. Although individuality in body odors has been described in a variety of mammals [61], the electronic noses which have been designed so far for animal studies mainly focus on purposes such as controlling gas level around farms other than identification. Moreover, the changes in the individual compounds due to effects of physiological and seasonal changes should be considered for designing a system for classification [62].

Since the composition of the compounds in animal’s odors change with various physiological parameters (such as, their health condition, age, and estrous cycle of the animal), the electronic noses can be used to detect events that cause changes in the compounds. In such cases, placement of electronic noses in places with rich sources of known volatile organic compounds is more logical. For
instance, in Reference [63] e-noses show a correlation between evolution of the odor with animal activities during the day and with their age around the farm.

3.5. Microphones (Acoustic Receptors)

3.5.1. Acoustic Modality

Animals use vocal sounds for different purposes such as defending their territories, attracting opposite sex, deterring predators, contacting with members of their social group, and navigation [64]. Animal sound production capability can be divided into two categories, \textit{i.e.}, (i) non-incidental sounds which are used for communication purposes, and (ii) the incidental ones which are the result of their activities. These sounds can be used to detect the presence or to identify a species. An important challenge in acoustic sensing is that ambient noise and anthropogenic sounds can make the acoustic signal processing difficult.

3.5.2. Technology

Microphones are acoustic transducers which produce a voltage proportional to the received acoustic pressure. Microphones work at different frequency ranges and the right frequency of operation is chosen by considering the type of sound produced by animals. Generally, animal voices are categorized as sonic, infrasonic (elephants), and ultrasonic (bats and dolphins). This fact determines the type of microphone needed to capture the sound of interest. Directional microphones can be used for capturing sound from specific directions [64]. Due to extensive amount of research done in the field of acoustic sensor networks, microphones are already part of commercial wireless sensor network boards (such as, the Mica sensor board [65]). Furthermore, specifically designed platforms for acoustic sensing networks are available. For instance, the Acoustic ENSBox system provides a platform for distributed acoustic sensing and source localization applications [66].

3.5.3. Data Analysis

Different algorithms allows to distinguish animals in terms of species, gender, age groups, and individuals by automated signal detection and classification based on features extracted from signal frequency, mel-frequency cepstral coefficients, or signal energy distribution [64]. Both voiceprints and behavioral sounds can be used for the purpose of classification of animals in different levels. Regarding animal voice recognition, most of the researches focus on species identification [67–69] and specifically on classification of bird species based on their song [70,71]. Individually distinctive acoustic features have been demonstrated for a large number of birds, mammals, cetacean, and amphibians. Various studies have been performed to identify individuals based on these voiceprints (whooping cranes [72], African wild dogs [73], eagle owls [74] and ant-thrushes [75]).

Other than non-incidental voiceprints, incidental sounds may entail information about the identity of the species. Although to the best of our knowledge, there is no work on classification of animals based on their acoustic gait signature, footsteps sound analysis has been used for human detection [76] may be applicable for animals. Studies show that footsteps convey information about personality, age, and gender [77].
An animal’s position can be determined using an acoustic localization algorithm. Sound signals are omni-directional and have a uniform attenuation model. Microphone arrays can be used to provide efficient localization of the animal without having a line of sight to the animal which produces the sound. Through localizing animals acoustically, information about their interaction, count, and population distribution patterns can be extracted [64]. In localization applications several sensor array nodes need to be located in the animal’s territory and when detectable sound is made, the position will be estimated from sensor measurements. Acoustic source localization methods normally make use of three different types of physical measurements, \textit{i.e.}, time delay of arrival (TDOA), direction of arrival (DOA), and received signal strength or energy.

3.6. Seismic Sensors (Seismic Receptors)

3.6.1. Seismic Modality

Producing seismic vibrations on a substrate is a means of communication in different species (invertebrate and vertebrate). An interesting seismic effect produced by legged animals is footsteps. Animals have distinctive gait patterns (4-beat gait, 2-beat gait, and canter; 3-beat gait and some unnatural walking patterns, collective walk or working walk [78]). Footsteps produce seismic effects that pass through the ground. These effects propagate away from the source as seismic waves. These waves are classified into two categories, \textit{i.e.}, (i) body waves (33%), which travel towards the interior of the earth, and (ii) surface (Rayleigh) waves (67%), which travel near the surface [79]. Most of the researches focus on surface waves to provide classification systems of targets.

A number of factors determine the performance of vibration detection. These factors include the resonance frequency of a vibration, the frequency of impacts (footsteps), the strength of the wave (enforced by animal weight), the friction of the medium, the underlying geology [80] and noise sources such as wind and cultural noise (undesirable noise produced by human urban activities). Wind noise may be coupled into seismic ground sensors by direct or indirect (adding seismic noise through shaking trees) means [80].

3.6.2. Technology

Surface waves are measured by two types of transducers; (i) geophones, and (ii) accelerometers. Geophone is a device that changes the velocity of ground vibrations into a voltage. Geophones are normally buried to keep them safe from animal’s destruction. As stated in [80], these devices show both low-frequency (10 Hz, 14 Hz, 28 Hz, and 40 Hz) fundamental resonance and high-frequency spurious resonance (25 times of the fundamental). For detection of vibration generally only frequencies that lie between the fundamental and spurious resonances should be used [80]. Most energy of human footsteps is between 10 and 100 Hz repeating with a frequency between 0.9–3.5 Hz [81]. As the authors of [82] have characterized, the main part of the footstep signal energy for a distance more than 6 meters, is usually below 100 Hz. These researchers have shown that, as the distance between a walking person and a seismic sensor increases from 6 to 60 meters, the signal frequency maximum moves closer to 10–16 Hz. The resonant frequency range of the animal footfall and these facts should be employed in choosing the right geophones sensor. The second type of seismic sensors is
accelerometers, \textit{i.e.,} a device that change the acceleration of the ground vibrations into a voltage. Accelerometers only show high-frequency resonant frequency (over 1,000 Hz [80]) and this makes them unpopular in footstep detection. However, when the acoustic waves are transferred through the substrate, these vibrations can be detected with an accelerometer. For instance, high-frequency acoustic waves can also be detected with accelerometers while passing the substrate [83]. Accelerometers have also been part of the Lagrangian wireless sensor network systems to collect movement data from animals [84].

3.6.3. Data Analysis

Numerous seismic surveillance studies have been performed to classify targets such as, vehicles and soldiers, compute their bearing, and their velocity based on seismic features [85]. Humans and animals can also be detected based on their footstep-generated seismic waves. The signature of footstep is in form of sharp “spikes” and distinguishable from other noises [86]. By measuring the seismic signals using a seismic velocity transducer presence of the moving human or animal can be detected. Different features and statistic characteristics of signal can be used for detection and distinguishing the animal. Afterwards, the signals can be classified using artificial intelligence methods. For example, spectral analysis for discriminating between seismic events caused by animal’s footsteps, cadence [78] (the interval between events (footsteps)) and kurtosis [87] (degree of peakedness of a distribution) are used for footstep detection. In the domain of human sensing, seismic waves have been used to detect presence of humans [88,89], tracking and bearing estimation [90]. Mainly the seismic studies that consider animals have focused on differentiating between two categories (bipedal (human) and quadruped (animals)) [78,91]). Few works on pure wildlife studies have focused on problems such as detection or classification of animals. For instance, [92] has investigated a number of problems, such as detection of elephants from a distance of 100 meters, counting the number of individuals, and differentiating their species from other species. The species (to some extent) might also be detected based on the influence field (the number of sensors that sense the vibration [8]). Seismic communication, foot-drumming, distinctiveness of footsteps in terms of gender of animal have also been studied [93]. Moreover, in low-noise environments underground organisms can be detected. For instance, in Reference [83] the acoustic waves produced by a colony of ants underground is detected and classified by geophone from a distance of few centimeters.

4. Technologies for the Lagrangian Approach

As stated before, the Lagrangian based technologies are in form of a tag or device which is attached to the animal. Generally, when choosing an Lagrangian based technology some general requirements need to be kept in mind:

- The device should preferably weight less than 3–5% of the animal’s total bodyweight (no more than 10% for terrestrial mammals [35]).
- The device should have a relatively long lifetime so that it is not needed to trap the animal again before the necessary amount of data is collected.
Compared to the previous group of technologies, i.e., technologies for Eulerian approach, the issues that should be greatly concerned in Lagrangian approaches are the choice of the hardware and retrieval of data from the tagged animal. When used on wild animals, it is important to have a mechanism for automatic retrieval of the data from the tag through single/multi hop networks as the chance of recapturing the animal is small.

In what follows, we review a number of technological solutions used in the Lagrangian approach for collecting spatio-temporal data for wildlife monitoring applications and their integration with wireless sensor networks.

4.1. Radio Frequency Identification

4.1.1. Technology

Radio Frequency Identification (RFID) is a technology designed for storing and retrieving data by using electromagnetic transmission. Nowadays RFID is being used as a means of enhancing data handling tasks [94]. The RFID systems consist of two main components, i.e., tags and readers. Each tag has a memory that stores an Identification number. This memory can also store additional data such as environmental parameters (temperature, and humidity). The reader (including an antenna) reads and/or writes data to tags through electromagnetic transmissions. RFID tags have been used to study various species (birds [95], reptiles [96], amphibians [97], mammals [98,99], and humans [100]).

RFID technology is originally designed for retrieving identity but it can be used to retrieve location as well. After detecting and identifying the moving tag, different types of algorithms can be used to calculate the current location of the tag, relative to the readers’ location. Localizing techniques for RFID tags are known as RF based localization which lie on the same principles of the ones for wireless networks [101]. To save power in an event-based manner, the procedure of tracking the object can be done in a predictive manner to activate the readers which are in idle state.

- **Tags**: RFID tags themselves may be active, passive, or semi-passive. They may be supplied in a variety of forms and work based on ISO standards [102].
  - **Active Tags**: Active RFID tags are equipped with their own independent power source. Thus, they are able to transmit a stronger signal which can be accessed by readers placed in far distances. These tags operate at higher frequencies, commonly 455 MHz, 2.45 GHz, or 5.8 GHz. Based on the frequency of operation, readers can communicate with active RFID tags from a distance of 20 to 100 meters [103]. The onboard power source makes the active tags larger and more expensive, mainly practical in terms of monitoring large animals. They are normally carried around by animals in form of collars or harnesses. The lifetime of tags can be increased by sleeping schedules which activate the tags as they come in range of a receiver.
  - **Passive tags** (Passive integrated transponder, PIT tags): For wildlife monitoring purposes passive tags are made available in different forms (implants, or ear tags). They consist of three parts, i.e., (i) an antenna, (ii) a chip attached to the antenna, and (iii) encapsulation. Passive tags do not have an internal power source and the reader is responsible for powering them. When these tags come within the reader’s range, they
receive an electromagnetic signal from the reader, and the energy is stored in an on-board capacitor. Because of their small size and weight, they are useful to study small animal movements with less disruption. Furthermore, without having a power supply they will last for the life of the animal. This technology is very popular for tagging fish [104] and it has even been used for studying ants [105]. Passive tags normally work at frequencies of 128 kHz, 13.6 MHz, 915 MHz, or 2.45 GHz and can be read in ranges between a few centimeters to 10 meters [103]. Factors such as frequency of operation, antenna dimensions, and modulation type determine the read range [106]. Since the water in living tissues absorbs high frequency photons, most of the passive implants designed for identifying animals operate in low frequency [106] (125-kHz and 134.2-kHz), while passive external tags work in higher frequency ranges. Passive tags are small and cheap themselves but the readers are relatively big and noticeable and for having better detection range, the size of the antenna increases extensively. Figure 6 shows a number of passive RFID tags used for monitoring live organisms.

Figure 6. (Left) A radio tagged ant (Reproduced with permission from RFID Journal, 1 August 2009. Image, and copyright held, by, Nigel R. Franks) [107], (Middle) Passive RFID ear tags (Image provided by Premier1Supplies [108]), (Right) Passive RFID implants (Image provided by Biomark Inc. [109]).

4.1.2. Integrating RFID Technology with Wireless Sensor Networks

Traditional RFID technologies work on the basis of single hop communication between a reader and a tag. Integration of RFID readers within a sensor networks has improved functionalities of these systems both by enjoying the capabilities of wireless communication and retrieving additional data [110]. In this type of integration, the RFID readers are provided with multi-hop communication capability and other type of sensors. They will be able to communicate with each other wirelessly and sense environmental parameters and disturbances. This type of integration is an ideal solution for collecting various types of data through one network for the Lagrangian approach. The high quality identity information is achieved by the readers and other types of data such as environmental data and activity information are collected by the sensors (For instance, a camera) on the RFID reader and are then transferred through a multi-hop fashion. The SkyeRead Mini M1 made by SkyeTek is an example of an RFID reader (for reading 13.56 MHz RFID tags) designed to mate directly with the Crossbow
Mica2Dot sensor mote [111]. This kind of RFID reader can be used with various types of passive ear tags. In Reference [98] a hybrid detection node is designed by integrating RFID readers with Tmote Sky motes for collecting spatio-temporal data from badgers. Authors of [99] have interfaced the tag readers with Fleck wireless sensor network nodes to track the movement of farm animals near the readers.

4.2. Global Positioning System (GPS) Technology

4.2.1. Technology

Global Positioning System (GPS) is a widely used localization system in various domains and specially in wildlife monitoring [112,113]. GPS devices can be considered as invasive sensors for position sensing and localization. The system components are a space segment (24 satellites), a control segment (network of ground based stations) and a user segment (receivers that convert satellite signals into location estimates) [114]. The receiver acquires signals from at least three satellites to obtain 2D positions (four satellites for getting 3D positions). There are two approaches to retrieve the data collected by the user segments, i.e., offline and online. In the offline approach, the user segment should store the data on board, which will be later either retrieved after the user segment is collected or manually retrieved by handheld receivers. To access the data in real-time, different telemetry systems such as the ARGOS satellite system, radio telemetry transmitters, and GPRS have been used so far. Recently wireless sensor networks have been used to transfer GPS data as well. It should be mentioned that due to energy consumption and size restrictions, currently, it is inevitable to have the data collected offline in certain cases otherwise the system will not be able to meet the average life-time requirement. Today, several commercial GPS equipment such as Telemetry Solutions [115], Televilt [116], Northstar [117], Lotek [118], E-obs [119], Microwave [120] are available, which provide more than just positional data. These devices are designed for almost any animal (birds, mammals, reptiles, and rodents) and depending on their size and weight, these GPS receivers can be equipped with bidirectional transmitters (work sometimes up to 400 meters), a set of sensors, contact loggers (to log the contact between two animals) and a power source (two GPS devices are shown in Figure 7). Also, having considered wireless sensor networks requirements, Fleck family boards [121] have been designed for the wildlife monitoring purposes. GPS is designed for localization. However, since the GPS is attached to an animal, the identity is provided by an ID sent with every position. Other than the risks that it may have on the animal’s health and normal activities, another limitation of the GPS devices is that in certain conditions the GPS receiver will not be able to receive enough satellite transmissions. These conditions include: (i) atmospheric conditions like cloud cover, humidity, (ii) biophysical conditions like under dense foliage, steep terrain or buildings, (iii) indoor applications (farm animals), and (iv) changes in the orientation of the antenna due to animal behavior. By later analysis of GPS data, various interesting patterns can be found [122].
4.2.2. Integrating GPS Technology and Wireless Sensor Networks

When using the GPS as sensors of wireless sensor networks, generally two types of communication architecture will be possible:

- **Mobile node to mobile node communication**: In this type of communication, mobile wireless sensor nodes fitted on animals are equipped with GPS modules. These mobile nodes are the only constructors of the system and the data they collect should be passed from a mobile node to another mobile node until it reaches the gateway. In this case, the advantage that wireless sensor networks have over the previous telemetry mechanisms is providing the capability to extend the transmission range and reduce power consumption of the GPS device through opportunistic routing protocols. In this form of architecture, if none of the animals (GPS receivers) comes to the proximity of the gateway, no data is transferred. So far, various wildlife studies have transferred GPS data with the help of wireless sensor networks with this architecture [123–126].

- **Mobile node to static node**: In the second type of communication, other than the mobile nodes which are equipped with GPS modules, there is a ground based wireless sensor network that collects data from the mobile nodes. This form of communication alleviates the problem of sporadic connectivity of the previous one. In Reference [127], authors have designed a system in which GPS devices fitted on animals are able to communicate with an array of static nodes to return data to a central base station.

In both of these type of communications, the system can be devised to be delay-tolerant which means that data can be buffered in a node before it comes to the proximity of another node. However, they have a lack of applicability when animals travel far distances and do not return to the connected area.

4.3. Inertial Sensors

4.3.1. Technology

By using inertial measurements such as speed and direction, the track of the moving animal can be estimated. Inertial measurement unit sensors such as accelerometers, gyroscopes, and magnetometers can be used for this purpose. Accelerometers, gyroscope, and magnetometer measure acceleration,
angular velocity and magnetic field respectively. Metal objects, external magnetic field and gravity are sources of error in inertial sensors.

By knowing the animal’s initial location, its next position can be estimated having the velocity or acceleration during that time interval. This scheme is referred to as Dead Reckoning and it is a complementary addition to GPS systems for preserving energy and retrieval of localization data when a GPS device is not responsive (due to cloud cover). However, this method is subject to accumulative error. Dead reckoning has been used frequently for indoor tracking of human and pedestrian navigation [128,129].

4.3.2. Integration with Wireless Sensor Networks

If inertial sensors are embedded on sensor network nodes attached to animals, they can be used for the purpose of localization. For instance, authors of [130,131] have designed a system for localization of rats in underground burrows to estimate their steps with inertial sensors. On the exit of the burrow the data (the number of steps and their direction) is transferred to a static node, through which the path and structure of the underground borrow is constructed. This form of tracking, although not very accurate, can be effective when a network of static nodes is used to update the position of the mobile sensor nodes. Inertial sensors have also been popularly used in activity recognition and behavior analysis systems for humans [132] and animals [84,133,134].

4.4. Radio Transmitters

4.4.1. Technology

Using radio transmitters for wildlife tracking has long been popular. Radio telemetry systems consisted of a device attached to the animal which transmitted a radio signal. The position of the animal could be retrieved by triangulation. Later some additional sensors were added to those devices and additional parameters could also be sent through radio telemetry. The tracking range in radio telemetry methods is limited by radio range of the UHF (ultra-high frequency) or VHF (very-high frequency) and the devices used are relatively power hungry.

4.4.2. Integration with Wireless Sensor Networks

Recently more efficient systems have been designed using wireless sensor networks. The wireless motes consisting of a transceiver, memory, and a micro-processor (no other sensors) are fitted on animals. By doing so, the position of the animal is estimated through radio communication between these mobile nodes and a static gateway, without the help of any additional sensors. For instance, in Reference [135] animals register their presence when they come into the transmission range of a gateway and the received signal strength is used at the gateway to estimate the location of the animal. This form of localization and identity retrieval is in essence a better alternative than using active RFID tags, which register the presence of the tagged animal near the reader. In this case there is no need to interface a commercially designed reader with the gateway (i.e., a wireless sensor network node).
5. Discussion

In this section we compare the aforementioned technologies in terms of data they provide and their applicability for wildlife monitoring studies. Tables 1–3 provide a comparison of the technological solutions mentioned previously from different perspective. By focusing on movement ecology we only compare the aforementioned sensing technologies in terms of their spatio-temporal data collection capability and do not consider other data types such as behavioral and physiological data. Adopting the definition of spatio-temporal properties in the domain of human sensing [136], we identify and define track, identify, species type, location, presence, and time as spatio-temporal features needed for movement ecology.

- **Track**: is the most comprehensive spatio-temporal feature, which can be simplified as the location of an individual or a group over time. Therefore, the three features of location, time, and individual/group identity are needed to maintain track of an individual or a group.

- **Identity**: is a global unique identifier assigned to an animal. It may be the permanent ID of a tag, or a detectable biometric or sign which can show the individual identity of an animal. When assigning a unique ID to an animal is not possible, a temporary identifier may be used.

- **Species type**: The species type can be considered as a low level identity that can be assigned to members of a species. We can also consider it as a sub-property of identity.

- **Location**: Localization is determining the location of an animal. Whenever coarse grained coordinates are acceptable, localization can be reduced to presence detection. Otherwise, a separate mechanism should be used to localize to a finer grain scale. For example, a single microphone can be used for detecting the presence of an organism through its voice but it is not enough to detect its location, the position which can be inferred in this way is only an estimate around where the microphone is placed which might be a relatively large area. For having more exact location coordinates a microphone array is needed and the fine coordinate can be calculated through various acoustic source localization schemes.

- **Presence**: Detecting presence is the ability to detect the presence of an organism in a field. Detection alone without classification of the species, detecting the identity, or the number of subjects may only provide limited amount of information. However, technologies that can only detect presence of an animal can be used as an input to other more powerful but yet more resource consuming technologies.

- **Time**: Time is an essential property among spatio-temporal features. There should be possibility of assigning timestamps to the features which are detected to make them meaningful for later analysis. The frequency of timestamps is relative to how frequent other features should be sensed so that the integrity of data is not lost.
### Table 1. Comparison of sensing technologies in terms of spatio-temporal features they provide.

| Technology          | Presence | Species Type | Identity | Location | Invasive | Type   |
|---------------------|----------|--------------|----------|----------|----------|--------|
| Eulerian            |          |              |          |          |          |        |
| Radar               | ✓        | ✓            | ✓        | ✓        | -        | Active |
| Geophones           | ✓        | ✓            | ✓        | ✓        | -        | Passive|
| Microphones         | ✓        | ✓            | ✓        | ✓        | -        | Passive|
| Thermal cameras     | ✓        | ✓            | -        | ✓        | -        | Passive|
| PIR                 | ✓        |              |          |          |          | Passive|
| Thermometers        | ✓        | ✓            | -        | -        | -        | Passive|
| Electronic noses    | -        | -            | -        | -        | -        | Passive|
| Cameras             | ✓        | ✓            | ✓        | ✓        | -        | Passive|
| Lagrangian          |          |              |          |          |          |        |
| Passive RFID tags   | ✓        | ✓            | ✓        | ✓        | ✓        | Passive|
| Active RFID tags    | ✓        | ✓            | ✓        | ✓        | ✓        | Active |
| GPS                 | ✓        | ✓            | ✓        | ✓        | ✓        | Active |
| Inertial sensors    | ✓        | ✓            | ✓        | ✓        | ✓        | Passive|
| Radio transmitters  | ✓        | ✓            | ✓        | ✓        | ✓        | Active |

### Table 2. Comparison of sensing technologies based on a number of performance metrics.
P (presence), I (Identity), S (species type), L (location).

| Technology          | Outdoor Disruptions                  | Processing Required | Commercially Established | Invasive |
|---------------------|--------------------------------------|----------------------|--------------------------|----------|
| Radar               | Smoke, dust, humidity                | Low                  | High                     | High     | -        | -        |
| Geophones           | Cultural noise                       | High                 | High                     | High     | -        | -        |
| Microphones         | Wind, background acoustic noise      | Low                  | High                     | High     | ✓        | -        |
| Thermal cameras     | Smoke, dust, humidity                | High                 | High                     | High     | ✓        | -        |
| PIR                 | Low                                  | -                    | -                        | ✓        | -        | -        |
| Thermometers        | Humidity, air quality, wind          | High                 | High                     | High     | ✓        | -        |
| Electronic noses    | Unsuitable lighting conditions        | High                 | High                     | High     | ✓        | -        |
| Cameras             |                                      |                      |                          |          |          |          |
| Passive RFID tags   |                                      | Low                  | Low                      | Low      | ✓        | ✓        |
| Active RFID tags    |                                      | Low                  | Low                      | Low      | ✓        | ✓        |
| GPS                 | Cloud cover, heavy foliage, indoors  | Low                  | Low                      | Low      | ✓        | ✓        |
| Inertial sensors    | Metal objects, external magnetic field and gravity | Low | Low | Low | ✓ | ✓ |
### Table 3. Summary of the technological solutions with respect to the studied animal.

| Technology            | Mammals | Birds | Amphibians | Reptiles | Fish | Humans                      |
|-----------------------|---------|-------|------------|----------|------|-----------------------------|
| Radar, ultrasound     | Dog and horse [18] (Species type 2007) | [19] (Presence 2008) | - | - | [22] (Species type 2003) | [16] (Identity 2008) [14] (Identity 2002) [18] (Presence 2007) |
| Camera                | Lion [36] (Track 2006) Zebra Cows [33] (Identity 2008) Quadrupeds [32] (Species type 2001) Rats [39] (Behavior 2005 Track) Wild animal [137] (Track 2010) | [34] (Tracking, 2002) | Snakes [40] Behavior analysis 2007) | - | - | [138] (Identity 2004) [139] (Identity 2004) [140] (Identity 2004) |
| Infrared technologies | Cows [50] (Disease 2011) [42] (Stress2008) Quoll [44] (Presence 2004) Zoo mammals [49] (Disease 2005) | Ostrich [49] (Disease 2005) | Lizard [141] (Temperature model 2012) | - | - | [46] (Presence 2010) [47] (Identification 2007) |
| E-nose                | Livestock [59] (Farm odors 2009) | - | - | - | - | [60] (Identification 2009) |
| Geophone              | Quadrupeds [78] (Presence 2009) Elephants and large mammals [92] (Species 2005) Mole rat [93] (Seismic communication) | - | - | - | - | - |
| Microphone            | Lycaon pictus [73] (Identity 2005) | Crane [72] (Identity 2000) Eagle owl [74] (Identity 2008) Ant-thrushes [75] (Identity 2011) | Cane-toad [69] (Species 2004) [142] (Species 2005) Anurans [67] (Species type 2002) | - | - | [76] (Presence 2007) [77] (Idnetity 2007) |
In Table 1 we compare the previously reviewed sensors in terms of their ability to provide the aforementioned spatio-temporal features. The field under a feature is marked with a (√) if the results of previous researches show that this technology is applicable for the purpose of obtaining spatio-temporal features in wildlife monitoring applications. Otherwise, it is marked with (-).

Most of the technologies which we identified for the Eulerian approach can detect presence. If the purpose is to detect the presence of a warm-blooded animal, PIR sensors are particularly useful. Radar, geophones, and microphones are capable to extract all above-mentioned spatio-temporal features. By performing image processing techniques on the images collected by thermal cameras some spatio-temporal features can be extracted. Since most of the visual biometrics are not shown in thermal images, the applicability of thermal cameras in identification is low. As mentioned above, electric noses are theoretically able to identify individual/species but the plausibility of current electric noses is not yet proved for wildlife monitoring approaches (due to the low amount of organic compounds).

The Lagrangian based technologies are more useful in extracting spatio-temporal features from individuals. RFID tags work on the basis of transmitting an ID number. The devices which are

| Technology          | Animals          | Humans          |
|---------------------|------------------|-----------------|
|                     | Mammals | Birds | Amphibians | Reptiles | Fish |                  |
| RFID                | Badgers [98] (Presence 2010) | Tern [95] (Presence 1997) | Salamanders [97] (Presence 2007) | Corn snake [96] (Presence 2000) | [104] (Presence 2005) |
|                     | Farm animals [99] (Presence 2006) |                  |                  |                  |                  |
| GPS                 | Livestock [126] (Track 2004) | Migratory birds [113] (Track 2009) |                  |                  |                  | [145] (Track 2009) |
|                     | [127] (Track 2009) |                  |                  |                  |                  |                  |
|                     | Zebra [123] (Track 2002) |                  |                  |                  |                  |                  |
|                     | [143] (Track 2012) |                  |                  |                  |                  |
|                     | Caprocorn       |                  |                  |                  |                  |                  |
|                     | Mountain lions [124] (Track 2011) |                  |                  |                  |                  |
| Inertial sensors    | Rats [130] (Track 2008) |                  |                  |                  |                  | [128] (Tracking 2001) |
|                     | [131] (Track 2009) |                  |                  |                  |                  | [129] (Tracking 2005) |
|                     | Cows [134] (Activity 2008) |                  |                  |                  |                  |                  |
|                     | [84] (Activity 2008) |                  |                  |                  |                  |
|                     | Different species [133] (Activity 2008) |                  |                  |                  |                  |
| Radio transmitters | Cows [135] (Tracking 2010) |                  |                  |                  |                  |                  |

5.1. Comparison of Technologies Based on Information They can Provide

In Table 1 we compare the previously reviewed sensors in terms of their ability to provide the aforementioned spatio-temporal features. The field under a feature is marked with a (√) if the results of previous researches show that this technology is applicable for the purpose of obtaining spatio-temporal features in wildlife monitoring applications. Otherwise, it is marked with (-).
equipped with GPS, radio transmitters, and inertial sensors can be programmed to send a unique ID number periodically. Being able to extract the individual identity, presence and species type of the tagged individual can also be inferred. Therefore, all these technologies are marked with + indicating their ability to provide presence, species type, identity, and location information. Although RFID tags and radio transmitters are not designed to measure location, location information can be calculated from specifications of the signal transmitted between the device on the animal and readers (or receiver). A single device which is equipped with GPS and inertial sensors estimates location and there is no need to calculate the location by taking the measurement of other devices into account.

The major difference between technologies used by the Langrangian and Eulerian approaches is the applicability of the Eulerian based technologies for extracting spatio-temporal features from any animal in their field of view, while technologies used by the Lagrangian approaches are only useful for extracting these features from the tagged animals.

Track is the only spatio-temporal feature which is not mentioned in Table 1, because it has to be inferred from combination of other features. For instance, a network, which can continuously detect presence of an animal, or a sparse network with identification capability, can both provide tracks. Choosing which spatio-temporal features to use for tracking depends on the data needed for the purpose of later analysis. For instance, for monitoring migration of specific species, species recognition with coarse grained localization is enough to provide the necessary tracks since individuals stay in the flock. Therefore, sometimes the group track might be more important than the individual track.

5.2. Comparison of Technologies Based on Different Performance Metrics

By reviewing previous research, a number of general conclusions can be drawn which can help researchers in choosing an appropriate sensing technology. Regarding the power consumption, passive and active mode of operation impacts the energy efficiency. Active mode of operation requires the generation of a sensing modality and is, therefore, more energy consuming. Some passive technologies such as visual and thermal cameras are also not energy efficient since the visual data type is considerably large, and requires more memory and processing power.

Among the sensors used in the Eulerian approach, PIR is known to be the most energy efficient, and low cost. It is widely used in low power surveillance systems where the area is covered with a large number of nodes with short coverage range. However, the information which can be extracted from these sensors is limited. Camera, microphones, and radar are more suitable for longer range operations depending on the characteristic of the target. These sensors also provide more information from the studied animal. It is also important to consider the line of sight requirement of the sensor to the animal. Among these technologies, thermal and ordinary cameras, PIR and thermometers need a direct line of sight to the target. Based on the frequency of operation radar can be used when physical barriers exist between the sensor and the target.

In Lagrangian based approaches, use of GPS is specifically recommended for long range localization purposes due to its global coverage and accuracy (relative to the covered area). However, GPS is considerably power hungry. In order to meet long lifetime requirements, it is sensible to use duty cycling and low power inertial sensors to measure the approximate location when the GPS
module is off. The shortcoming of the technology relates to the fact that its applicability has been only
proven for heavy animals as a GSP-enabled device with a lifetime of few days/weeks is relatively
heavy. Active RFID tags and short range radio transmitters are more useful when the weight
requirements are critical and for animals with limited range of spatial activity. Although passive RFID
tags are small and light, their extremely low detection range limits usage in an automated system.
Furthermore, when using RFID tags energy provision for an automated reader remains a challenge.

In Table 2, we compare the technologies in terms of the: (i) outdoor disruptions that degrade the
performance of a sensor, (ii) amount of processing which is required for extraction of each
spatio-temporal features, (iii) commercial establishment of platforms for being use in wildlife
monitoring, and (iv) invasiveness with respect to their effect on the animal under study. Under the
processing required column, we mark a technology with Low when low amount of computation is
needed on the device to extract a spatio-temporal feature, and High is used otherwise. It can be seen
that although the technologies used for the Eulerian approach can provide more information, extraction
of these information requires considerable amount of offline data analysis.

5.3. Comparison of Technologies Based on the Subject of Study

Table 3 summarizes the aforementioned technologies based on their usage in different wildlife
monitoring studies. For each technology, we provide a number of available studies performed on
extraction of data from a specific type of species along with the feature which has been collected. It
should be mentioned that the references which are given under each animal type are only those which
have been included in this paper. It is also worth mentioning that not all of these technologies have
been used in combination with wireless sensor networks. However they have the potential to be used
in such networks. If a field under a species type is marked with (-), it means that the corresponding
technology is not popularly used for studying that species.

It can clearly be concluded from Table 3 that not all technologies are equally appropriate and used
for all types of species. Almost all technologies have been used for mammals while a very few
technologies have been tested and used for fish and amphibians. Not many of these sensing
technologies have been used in combination with wireless sensor networks. This introduces a whole
new set of opportunities for the use of wireless sensor networks for wildlife monitoring research.

6. Conclusions and Future Directions

Wireless sensor networks provide additional advantages over previous telemetry methods in
collecting spatio-temporal data, which make them suitable for various wildlife monitoring
applications. Two types of movement modeling are possible using these networks (i.e., Lagrangian,
and Eulerian). Collecting spatio-temporal data with wireless sensor networks especially for the
Eulerian approach has various unexplored domains, though research in this domain are few and
relatively sparse. To provide suitable outcome for ecological modeling, further improvements are still
needed in terms of software (for extracting spatio-temporal features) as well as hardware (for sensing).
Different schemes in the domain of human sensing have not yet been applied to wildlife monitoring.
For instance, gait biometric, a well-explored biometric in human-sensing, has not been used in wildlife
monitoring projects. Gait pattern has the potential to be detected with different sensors (radar, seismic,
visual, and acoustic) for extracting species type, identity or maybe physiological state information that it conveys. Furthermore, in some domains such as chemical sensing the technology still has to improve to be able to provide spatio-temporal data. For instance, although there is evidence that different physiological states may be measured through chemical change in individuals, the technology that is usable in conjunction with wireless sensor networks remains undeveloped.

**Conflict of Interest**

The authors declare no conflict of interest.

**References**

1. Nathan, R. An emerging movement ecology paradigm. *Proc. Natl. Acad. Sci.* **2008**, *105*, 19050–19051.
2. Beyer, H.L.; Haydon, D.T.; Morales, J.M.; Frair, J.L.; Hebblewhite, L.; Mitchell, M.; Matthiopoulos, J. The interpretation of habitat preference metrics under useavailability designs. *Phil. Trans. R. Soc. B* **2010**, doi:10.1098/rstb.2010.0083.
3. Owen-Smith, N.; Fryxell, J.M.; Merrill, E.H. Foraging theory upscaled: The behavioural ecology of herbivore movement. *Phil. Trans. R. Soc. B* **2010**, doi:10.1098/rstb.2010.0095.
4. Valeix, M.; Loveridge, A.J.; Chamaillé-Jammes, S.; Davidson, Z.; Murindagomo, F.; Fritz, H.; Macdonald, D.W. Behavioral adjustments of african herbivores to predation risk by lions: Spatiotemporal variations influence habitat use. *Ecology* **2009**, *90*, 23–30.
5. Chamberlain, M.J.; Leopold, B.D. Spatio-temporal relationships among adult raccoons (*procyon lotor*) in central mississippi. *Am. Midl. Nat.* **2002**, *148*, 297–308.
6. Clevenger, A.P.; Waltho, N. Long-Term, Year-Round Monitoring of Wildlife Crossing Structures and the Importance of Temporal and Spatial Variability in Performance Studies. In Proceedings of the 2003 International Conference on Ecology and Transportation, Lake Placid, NY, USA, 24 August 2003; pp. 293–302.
7. Smouse, P.E.; Focardi, S.; Moorcroft, P.R.; Kie, J.G.; Forester, J.D.; Morales, J.M. Stochastic modelling of animal movement. *Philos. Trans. R. Soc. B Biol. Sci.* **2010**, *365*, 2201–2211.
8. Arora, A.; Dutta, P.; Bapat, S.; Kulathumani, V.; Zhang, H.; Naik, V.; Mittal, V.; Cao, H.; Demirbas, M.; Gouda, M.; *et al.* A line in the sand: A wireless sensor network for target detection, classification, and tracking. *Comput. Netw.* **2004**, *46*, 605–634.
9. Baker, C.J.; Vespe, M.; Jones, G.J. Target Classification by Echo Locating Animals. In Proceeding of 2007 International Waveform Diversity and Design, Pisa, Italy, 4–8 June 2007; pp. 348–352.
10. Dutta, P.K.; Arora, A.K.; Bibyk, S.B. Towards Radar-Enabled Sensor Networks. In Proceedings of the 5th International Conference on Information. In Processing of Sensor Networks, Nashville, TN, USA, 2006; pp. 467–474.
11. Samraksh. Users Manual for the Bumblebee (model 0). Available online: http://www.samraksh.com (accessed on 7 May 2013).
12. Tahmoush, D.; Silvious, J. Angle, Elevation, PRF, and Illumination in Radar Microdoppler for Security Applications. In Proceedings of IEEE 2009 Antennas and Propagation Society International Symposium (APSURSI 2009), Adelphi, MD, USA, 1–5 June 2009; pp. 1–4.
13. Thayaparan, T.; Abrol, S.; Riseborough, E. Micro-Doppler Radar Signatures for Intelligent Target Recognition; DRDC Ottawa TM 2004-170; Ottawa, Canada, September 2004; p. 78.
14. Geisheimer, J.L.; Greneker, E.F., III; Marshall, W.S. High-resolution doppler model of the human gait. Proc. SPIE 2002, 4744, doi:10.1117/12.488286.
15. Tahmoush, D.; Silvious, J. Radar Micro-Doppler for Long Range Front-View Gait Recognition. In Proceedings of IEEE 3rd International Conference on Biometrics: Theory, Applications, and Systems (BTAS 2009), Adelphie, MD, USA, 28–30 September 2009; pp. 1–6.
16. Zhang, Z.N.; Andreou, A.G. Human Identification Experiments Using Acoustic Micro-Doppler Signatures. In Proceedings of Argentine School of Micro-Nanoelectronics, Technology and Applications (EAMTA 2008), Washington, DC, USA, 18–19 September 2008; pp. 81–86.
17. Qin, Z.; Jianhan, L.; Host-Madsen, A.; Boric-Lubecke, O.; Lubecke, V. Detection of Multiple Heartbeats Using Doppler Radar. In Proceedings of IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP 2006), Toulouse, France, 14–19 May 2006.
18. Zhang, Z.; Pouliquen, P.; Waxman, A.; Andreou, A.G. Acoustic Micro-Doppler Gait Signatures of Humans and Animals. In Proceedings of 41th Annual Conference on Information Sciences and Systems (CISS 2007), Baltimore, MD, USA, 14–16 March 2007; pp. 627–630.
19. Zaugg, S.; Saporta, G.; van Loon, E.; Schmaljohann, H.; Liechti, F. Automatic identification of bird targets with radar via patterns produced by wing flapping. J. R. Soc. Interface 2008, 5, 1041–1053.
20. Dokter, A.M.; Liechti, F.; Stark, H.; Delobbe, L.; Tabary, P.; Holleman, I. Bird migration flight altitudes studied by a network of operational weather radars. J. R. Soc. Interface 2010, 8, 30–43.
21. Ruth, J.M.; Barrow, W.C.; Sojda, R.S.; Dawson, D.K.; Diehl, R.H.; Manville, A.; Green, M.T.; Krueper, D.J.; Johnson, S. Using Radar to Advance Migratory Bird Management: An Interagency Collaboration; Geological Survey Fact Sheet 2005–3048; USGS Fort Collins Science Center: Reston, VA, USA, 2005.
22. Benoit-Bird, K.J.; Au, W.W.L.; Kelley, C.D.; Taylor, C. Acoustic backscattering by deepwater fish measured in situ from a manned submersible. Deep Sea Res. Part I Oceanogr. Res. Papers 2003, 50, 221–229.
23. Youngwook, K.; Through-Wall Human Monitoring Using Data-driven Models with Doppler Information. Ph.D. Thesis, The University of Texas at Austin, TX, USA, 2008.
24. Youngwook, K.; Hao, L. Human activity classification based on micro-doppler signatures using a support vector machine. IEEE Trans. Geosci. Remote Sens. 2009, 47, 1328–1337.
25. Anishchenko, L.N.; Bugaev, A.S.; Ivashov, S.I.; Vasilyev, I.A. Application of bioradiolocation for estimation of the laboratory animals’ movement activity. PIERS Online 2009, 5, 551–554.
26. Akyildiz, I.F.; Melodia, T.; Chowdhury, K.R., A survey on wireless multimedia sensor networks. Comp. Net. 2007, 51, 921–960.
27. Rahimi, M.; Baer, R.; Iroezi, O.I.; Garcia, J.C.; Warrior, J.; Estrin, D.; Srivastava, M. Cyclops: In Situ Image Sensing and Interpretation in Wireless Sensor Networks. In Proceedings of the 3rd International Conference on Embedded Networked Sensor Systems, San Diego, CA, USA, 2–4 November 2005; pp. 192–204.
28. Cmucam: Open Source Programmable Embedded Color Vision Sensors. Available online: http://www.cmucam.org/ (accessed on 3 May 2013).
29. Kulkarni, P.; Ganesan, D.; Shenoy, P.; Lu, Q. Senseye: A Multi-Tier Camera Sensor Network. In Proceedings of the 13th Annual ACM International Conference on Multimedia, Hilton, Singapore, 6–11 November 2005; pp. 229–238.
30. Lahiri, M.; Tantipathananandh, C.; Warungu, R.; Rubenstein, D.I.; Berger-Wolf, T.Y. Biometric Animal Databases from Field Photographs: Identification of Individual Zebra in the Wild. In Proceedings of the 1st ACM International Conference on Multimedia Retrieval, Trento, Italy, 17–20 April 2011; pp. 1–8.
31. Liu, L.-F.; Jia, W.; Zhu, Y.-H. Survey of Gait Recognition. In Emerging Intelligent Computing Technology and Applications. With Aspects of Artificial Intelligence; Huang, D.-S., Jo, K.-H., Lee, H.-H., Kang, H.-J., Bevilacqua, V., Eds.; Springer: Berlin/Heidelberg, Germany, 2009; Volume 5755, pp. 652–659.
32. Hayfron-Acquah, J.B.; Nixon, M.S.; Carter, J.N. Recognising Human and Animal Movement by Symmetry. In Proceedings of International Conference on Image Processing, Brussels, Belgium, 7–10 October 2001.
33. Mimura, S.; Itoh, K.; Kobayashi, T.; Takigawa, T.; Tajima, A.; Sawamura, A.; Otsu, N. The Cow Gait Recognition Using Chlac. In Proceedings of ECSIS Symposium on Bio-Inspired Learning and Intelligent Systems for Security (BLISS 2008), Edinburgh, UK, 4–6 August 2008; pp. 56–57.
34. Tweed, D.; Calway, A. Tracking Multiple Animals in Wildlife Footage. In Proceedings of 16th International Conference on Pattern Recognition, Quebec, QC, Canada, 11–15 August 2002; Volume 22, pp. 24–27.
35. Hannuna, S.L.; Campbell, N.W.; Gibson, D.P. Segmenting Quadruped Gait Patterns from Wildlife Video. In Proceedings of IEE International Conference on Visual Information Engineering (VIE 2005), Glasgow, UK, 4–6 April 2005; pp. 235–242.
36. Burghardt, T.; Calic, J. Analysing animal behaviour in wildlife videos using face detection and tracking. IEE Proc. Vis. Image Signal Process. 2006, 153, 305–312.
37. Yilmaz, A.; Javed, O.; Shah, M. Object tracking: A survey. ACM Comput. Surv. 2006, 38, doi:10.1145/1177352.1177355.
38. Aggarwal, J.K.; Ryoo, M.S. Human activity analysis: A review. ACM Comput. Surv. 2011, 43, 1–43.
39. Belongie, S.; Branson, K.; Dollár, P.; Rabaud, V. Monitoring Animal Behavior in the Smart Vivarium; Measuring Behavior: Wageningen, The Netherlands, 2005; pp. 70–72.
40. Gonçalves, W.; de Andrade, S.J.; Machado, B.; Pistori, H.; de Souza, A. Hidden Markov Models Applied to Snakes Behavior Identification Advances in Image and Video Technology; Mery, D., Rueda, L., Eds.; Springer: Berlin/Heidelberg, Germany, 2007; Volume 4872, pp. 777–787.
41. The Snell Group. Available online: http://www.thesnellgroup.com (accessed on 23 April 2013).
42. Stewart, M. Non-Invasive Measurement of Stress and Pain in Cattle Using Infrared Thermography. Ph.D. Thesis, Massey University, Palmerston North, New Zealand, 23 April 2009.
43. Mainwaring, A.; Culler, D.; Polastre, J.; Szewczyk, R.; Anderson, J. Wireless Sensor Networks for Habitat Monitoring. In Proceedings of the 1st ACM International Workshop on Wireless Sensor Networks and Applications, Atlanta, GA, USA, 28 September 2002; pp. 88–97.

44. Claridge, A.W.; Mifsud, G.; Dawson, J.; Saxon, M.J. Use of infrared digital cameras to investigate the behaviour of cryptic species. *Wildl. Res.* **2004**, *31*, 645–650.

45. Tahir, M.; Hung, P.; Farrell, R.; McLoone, S. Lightweight Signal Processing Algorithms for Human Activity Monitoring Using Dual Pir-sensor Node. In Proceedings of the China-Ireland Information and Communications Technologies Conference, Kildarek, Ireland, 19–21 August 2009; pp. 150–156.

46. Wei Hong, W.; Jian, Z.; Chunhua, S. Improved Human Detection and Classification in Thermal Images. In 17th IEEE International Conference on Proceedings of Image Processing (ICIP), Hong Kong, China, 26–29 September 2010; pp. 2313–2316.

47. Buddharaju, P.; Pavlidis, I.T.; Tsiamyrtzis, P.; Bazakos, M. Physiology-based face recognition in the thermal infrared spectrum. *IEEE Trans. Pattern Anal. Mach. Intell.* **2007**, *29*, 613–626.

48. Andersson, M.; Rydell, J.; Ahlberg, J. Estimation of Crowd Behavior Using Sensor Networks and Sensor Fusion. In Proceedings of 12th International Conference on Information Fusion, (FUSION 2009), Seattle, WA, USA, 6–9 July 2009; pp. 396–403.

49. Lavers, C.; Franks, K.; Floyd, M.; Plowman, A. Application of remote thermal imaging and night vision technology to improve endangered wildlife resource management with minimal animal distress and hazard to humans. *J. Phys. Conf. Ser.* **2005**, *15*, 207–212.

50. Gloster, J.; Ebert, K.; Gubbins, S.; Bashiruddin, J.; Paton, D. Normal variation in thermal radiated temperature in cattle: Implications for foot-and-mouth disease detection. *BMC Vet. Res.* **2011**, *7*, 73–84.

51. Regnier, F.E.; Law, J.H. Insect pheromones. *J. Lipid Res.* **1968**, *9*, 541–551.

52. Ramadan, R.A. Odor Recognition and Localization Using Sensor Networks. In *Wireless Sensor Networks: Application-Centric Design*; Yen, K.T., Ed.; InTech: Rijeka, Croatia, 2010.

53. Kuwana, Y.; Nagasawa, S.; Shimoyama, I.; Kanzaki, R. Synthesis of the pheromone-oriented behaviour of silkworm moths by a mobile robot with moth antennae as pheromone sensors. *Biosens. Bioelectron.* **1999**, *14*, 195–202.

54. Lan, Y.; Zheng, X.; Westbrook, J.K.; Lopez, J.; Lacey, R.; Hoffmann, W.C. Identification of stink bugs using an electronic nose. *J. Bionic Eng.* **2008**, *5*(Supplement), 172–180.

55. Henderson, W.G.; Khalilian, A.; Han, Y.J.; Greene, J.K.; Degenhardt, D.C. Detecting stink bugs/damage in cotton utilizing a portable electronic nose. *Comput. Electron. Agric.* **2010**, *70*, 157–162.

56. Cyranose. Available online: http://www.ideo.com/work/cyranose-320 (accessed on 10 April 2013).

57. Qu, J.; Chai, Y.; Yang, S. A real-time de-noising algorithm for e-noses in a wireless sensor network. *Sensors* **2009**, *9*, 895–908.

58. Ciganek, M.; Neca, J. Chemical characterization of volatile organic compounds on animal farms. *Vet. Med.* **2008**, *53*, 641–651.

59. Lei, L.P.; Yang, S.X. An electronic nose network system for online monitoring of livestock farm odors. *IEEE/ASME Trans. Mechatron.* **2009**, *14*, 371–376.
60. Wongchoosuk, C.; Lutz, M.; Kerdcharoen, T. Detection and classification of human body odor using an electronic nose. *Sensors 2009*, 9, 7234–7249.

61. Brennan, P.A.; Kendrick, K.M. Mammalian social odours: Attraction and individual recognition. *R. Soc. 2006*, 361, 2061–2078.

62. Buesching, C.D.; Waterhouse, J.S.; Macdonald, D.W. Gas-chromatographic analyses of the subcaudal gland secretion of the European badger (*Meles meles*) part II: Time-related variation in the individual-specific composition. *J. Chem. Ecol. 2002*, 28, 57–69.

63. Fuchs, S.; Strobel, P.; Siadat, M.; Lumbreras, M. Evaluation of unpleasant odor with a portable electronic nose. *Mater. Sci. Eng. C 2008*, 28, 949–953.

64. Blumstein, D.T.; Mennill, D.J.; Clemins, P.; Girod, L.; Yao, K.; Patricelli, G.; Deppe, J.L.; Krakauer, A.H.; Clark, C.; Cortopassi, K.A.; *et al.* Acoustic monitoring in terrestrial environments using microphone arrays: Applications, technological considerations and prospectus. *J. Appl. Ecol. 2011*, 48, 758–767.

65. TinyOsGroup. *TinyOs Developers Guide*. Available online: http://www.cs.wmich.edu/wsn/doc/micasbl.pdf (accessed on 10 April 2013).

66. Girod, L.; Lukac, M.; Trifa, V.; Estrin, D. The Design and Implementation of A Self-Calibrating Distributed Acoustic Sensing Platform. In *Proceedings of the 4th International Conference on Embedded Networked Sensor Systems*, Boulder, CO, USA, 1–3 November 2006; pp. 71–84.

67. Crouch, E.B.; Paton, P.W.C. Assessing the use of call surveys to monitor breeding anurans in rhode island. *J. Herpetol. 2002*, 36, 185–193.

68. MacSwiney, G.; Cristina, M.; Clarke, F.M.; Racey, P.A. What you see is not what you get: The role of ultrasonic detectors in increasing inventory completeness in neotropical bat assemblages. *J. Appl. Ecol. 2008*, 45, 1364–1371.

69. Shukla, S.; Bulusu, N.; Jha, S. Cane-Toad Monitoring in Kakadu National Park Using Wireless Sensor Networks. In *Proceedings of APAN*, Cairns, Australia, 2–7 July 2004.

70. Fagerlund, S. Bird species recognition using support vector machines. *EURASIP J. Adv. Signal Process. 2007*, 7, 64–71.

71. Cai, J.; Ee, D.; Binh, P.; Roe, P.; Zhang, J. In Sensor Network for the Monitoring of Ecosystem: Bird Species Recognition. In *Proceedings of 3rd International Conference on Intelligent Sensors, Sensor Networks and Information (ISSNIP 2007)*, Brisbane, Australia, 3–6 December 2007; pp. 293–298.

72. Wessling, B. Individual Recognition of Cranes, Monitoring and Vocal Communication Analysis by Sonography. In *Proceedings of 4th European crane workshop*, Fenetrange, France, 11 November 2000.

73. Hartwig, S. Individual acoustic identification as a non-invasive conservation tool: An approach to the conservation of the African wild dog *Lycaon pictus* (Temminck, 1820). *Bioacoust. 2005*, 15, 35–50.

74. Grava, T.; Mathevon, N.; Place, E.; Balluet, P. Individual acoustic monitoring of the European eagle owl. *Bubo Bubo. Ibis 2008*, 150, 279–287.

75. Kirschel, A.N.G.; Cody, M.L.; Harlow, Z.T.; Promponas, V.J.; Vallejo, E.E.; Taylor, C.E. Territorial dynamics of Mexican ant-thrushes *Formicarius moniliger* revealed by individual recognition of their songs. *Ibis 2011*, 153, 255–268.
76. Iyengar, S.G.; Varshney, P.K.; Damarla, T. On the Detection of Footsteps Based on Acoustic and Seismic Sensing. In Proceedings of Conference Record of the Forty-First Asilomar Conference on Signals, Systems and Computers (ACSSC 2007), Pacific Grove, CA, USA, 4–7 November 2007; pp. 2248–2252.

77. Itai, A.; Yasukawa, H. Footstep Classification Using Wavelet Decomposition. In Proceedings of International Symposium on Communications and Information Technologies (ISCIT 2007), Sydney, Australia, 17–19 October 2007; pp. 551–556.

78. Park, H.O.; Dibazar, A.A.; Berger, T.W. Cadence Analysis of Temporal Gait Patterns for Seismic Discrimination Between Human and Quadruped Footsteps. In Proceedings of IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP 2009), Taipei, Taiwan, 19–24 April 2009; pp. 1749–1752.

79. Lan, J.; Nahavandi, S.; Lan, T.; Yin, Y. Recognition of moving ground targets by measuring and processing seismic signal. Measurement 2005, 37, 189–199.

80. Sleefe, G.E.; Ladd, M.D.; McDonald, T.S.; Elbring, G.J. Acoustic and Seismic Modalities for Unattended Ground Sensors. In Proceedings of Unattended Ground Sensor Technologies and Applications, Orlando, FL, USA, 5 April 1999.

81. Mazarakis, G.P.; Avaritsiotis, J.N. A Prototype Sensor Node for Footstep Detection. In Proceedings of the Second European Workshop on Wireless Sensor Networks, Istanbul, Turkey, 1–2 February 2005; pp. 415–418.

82. Pakhomov, A.; Sicignano, A.; Sandy, M.; Goldburt, A. Seismic Footstep Signal Characterization. In Proceedings of Sensors, and Command, Control, Communications, and Intelligence (C3I) Technologies for Homeland Defense and Law Enforcement II, Orlando, FL, USA, 23 September 2003; pp. 297–305.

83. Mankin, R.W.; Benshemesh, J. Geophone detection of subterranean termite and ant activity. J. Econ. Entomol. 2006, 99, 244–250.

84. Nadimi, E.S.; Søgaard, H.T.; Bak, T. Zigbee-based wireless sensor networks for classifying the behaviour of a herd of animals using classification trees. Biosyst. Eng. 2008, 100, 167–176.

85. Oh, S.; Kwon, H.; Yoon, H.; Varadan, V.K. Application of wireless sensor system on security network. Proc. SPIE 2010, 7646, doi:10.1117/12.849289.

86. Succi, G.P.; Clapp, D.; Gampert, R.; Prado, G. Footstep detection and tracking. Proc. SPIE 2001, 4393, doi:10.1117/12.441277.

87. Liang, Z.; Wei, J.; Zhao, J.; Liu, H.; Li, B.; Shen, J.; Zheng, C. The statistical meaning of kurtosis and its new application to identification of persons based on seismic signals. Sensors 2008, 8, 5106–5119.

88. Pakhomov, A.; Goldburt, T. New Seismic Unattended Small Size Module for Footstep and Light and Heavy Vehicles Detection and Identification. In Proceedings of Unattended Ground, Sea, and Air Sensor Technologies and Applications IX, Orlando, FL, USA, 9 April 2007.

89. Houston, K.M.; McGaffigan, D.P. Spectrum analysis techniques for personnel detection using seismic sensors. Proc. SPIE 2003, 5090, doi:10.1117/12.500739.
90. Pakhomov, A.; Sicignano, A.; Sandy, M.; Goldburt, E.T. Single and Three-Axis Geophone: Footstep Detection with Bearing Estimation, Localization, and Tracking. In Proceedings of Unattended Ground Sensor Technologies and Applications V, Orlando, FL, USA, 10 April 2003; pp. 155–161.

91. Schumer, S. Analysis of Human Footsteps Utilizing Multi-Axial Seismic Fusion. In Proceedings of 2011 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Prague, Czech Republic, 22–27 May 2011; pp. 697–700.

92. Wood, J.D.; O’Connell-Rodwell, C.E.; Klemperer, S.L. Methodological insights: Using seismic sensors to detect elephants and other large mammals: A potential census technique. J. Appl. Ecol. 2005, 42, 587–594.

93. Narins, P.; Reichman, O.J.; Jarvis, J.M.; Lewis, E. Seismic signal transmission between burrows of the cape mole-rat, *georychus capensis*. J. Comp. Physiol. A 1992, 170, 13–21.

94. Chiesa, M.; Genz, R.; Heubler, F.; Mingo, K.; Noessel, C.; Sopieva, N.; Slocombe, D.; Tester, J. RFID a Week Long Survey on the Technology and Its Potential Radio Frequency Identification. Available online: http://people.interactionivrea.org/c.noessel/RFID/RFID_research.pdf (accessed on 5 May 2013).

95. Becker, P.H.; Wendeln, H. A new application for transponders in population ecology of the common tern, *Condor* 1997, 99, 534–538.

96. Roark, A.W.; Dorcas, M.E. Regional body temperature variation in corn snakes measured using temperature-sensitive passive integrated transponders. J. Herpetol. 2000, 34, pp. 481–485.

97. Schulte, U.; Sterl, D.; Steinfartz, S. A PIT tag based analysis of annual movement patterns of adult fire salamanders (*Salamandra salamandra*) in a middle European habitat. Amphib. Reptil. 2007, 28, 531–536.

98. Dyo, V.; Ellwood, S.A.; Macdonald, D.W.; Markham, A.; Mascolo, C.; Psztor, B.; Scellato, S.; Trigoni, N.; Wohlers, R.; Yousef, K. Evolution and Sustainability of A Wildlife Monitoring Sensor Network. In Proceedings of the 8th ACM Conference on Embedded Networked Sensor Systems, Zurich, Switzerland, 3–5 November 2010.

99. Sikka, P.; Corke, P.; Valencia, P.; Crossman, C.; Swain, D.; Bishop-Hurley, G. Wireless Ad Hoc Sensor and Actuator Networks on the Farm. In Proceedings of the 5th International Conference on Information Processing in Sensor Networks, Nashville, TN, USA, 19–21 April 2006; pp. 492–499.

100. Hsi, S.; Fait, H. RFID enhances visitors’ museum experience at the exploratorium. ACM Commun. 2005, 48, 60–65.

101. Bouet, M.; dos Santos, A.L. RFID Tags: Positioning Principles and Localization Techniques. In Proceedings of Wireless Days (WD 2008), Dubai, UAE, 24–27 November 2008; pp. 1–5.

102. RFID. Available online: http://en.wikipedia.org/wiki/ Radio-frequency_identification (accessed on 26 April 2013).

103. Weinstein, R. RFID: A technical overview and its application to the enterprise. IT Prof. 2005, 7, 27–33.

104. Roussel, J.M.; Haro, A.; Cunjak, R.A. Field test of a new method for tracking small fishes in shallow rivers using passive integrated transponder (PIT) technology. Can. J. Fish. Aquat. Sci. 2000, 57, 1326–1329.
105. Robinson, E.J.H.; Smith, F.D.; Sullivan, K.M.E.; Franks, N.R. Do ants make direct comparisons? *Proc. R. Soc. B Biol. Sci.* **2009**, *276*, 2635–2641.

106. Pit Tag Technology. Available online: http://www.wyremicrodesign.co.uk/HowPitTagsWork.htm (accessed on 26 April 2013).

107. Roberti, M. The Secret Life of Ants. Available online: https://www.rfidjournal.com/purchase-access?type=Article&id=5054&r=%2FArticles%2Fview%3F5054 (accessed on 26 April 2013).

108. Premier1supplies. Available online: http://www.premier1supplies.com/ (accessed on 23 April 2013).

109. Biomark Inc. Available online: http://www.biomark.com/Products/Tags/Bulk_PIT_tags/ (accessed on 10 January 2012).

110. Liu, H.; Bolic, M.; Nayak, A.; Stojmenovi, I. Integration of RFID and Wireless Sensor Networks. In *Encyclopedia on Ad Hoc and Ubiquitous Computing: Theory and Design of Wireless Ad Hoc, Sensor, and Mesh Networks*; Dharmendra P., Agrawal, B.X., Eds.; World Scientific Publishing Company: Toh Tuck, Singapore, 2009; p. 675.

111. Skyetek. Available online: http://www.skyetek.com (accessed on 5 March 2012).

112. Thorup, K.; Holland, R.A. The bird GPS—Long-range navigation in migrants. *J. Exp. Biol.* **2009**, *212*, 3597–3604.

113. Stutchbury, B.J.M.; Tarof, S.A.; Done, T.; Gow, E.; Kramer, P.M.; Tautin, J.; Fox, J.W.; Afanasyev, V. Tracking long-distance songbird migration by using geolocators. *Science* **2009**, *323*, 896–896.

114. Wikipedia, GPS. Available online: http://en.wikipedia.org/wiki/Global_Positioning_System (accessed on 22 April 2013).

115. TelemetrySolutions Inc. Telemetry Solutions. Available online: http://www.telemetriesolutions.com/ (accessed on 21 April 2013).

116. Televilt Followit. Available online: http://www.followit.se/ (accessed on 19 April 2013).

117. North Star Science and Technology. Available online: http://www.northstarst.com/ (accessed on 19 April 2013).

118. Lotek Wireless Inc. Available online: http://www.lotek.com/ (accessed on 19 April 2013).

119. E-obs. Available online: http://www.e-obs.de (accessed on 10 February 2013).

120. Microwave Telemetry. Available online: http://www.microwavetelemetry.com/ (accessed on 5 May 2013).

121. Sikka, P.; Corke, P.; Overs, L. Wireless Sensor Devices for Animal Tracking and Control. In Proceedings of 29th Annual IEEE International Conference on Local Computer Networks, Tampa, FL, USA, 16–18 November 2004; pp. 446–454.

122. Baratchi, M.; Meratnia, N.; Havinga, P.J.M. Finding Frequently Visited Paths: Dealing with the Uncertainty of Spatio-temporal Mobility Data, In Proceedings of Eighth IEEE International Conference on Intelligent Sensors, Sensor Networks and Information Processing (ISSNIP), Melbourne, VIC, Australia, 2–5 April 2013; pp. 479–484.

123. Juang, P.; Oki, H.; Wang, Y.; Martonosi, M.; Peh, L.S.; Rubenstein, D. Energy-efficient computing for wildlife tracking: Design tradeoffs and early experiences with zebranet. *ACM Sigplan Not.* **2002**, *37*, 96–107.
124. Rutishauser, M.; Petkov, V.; Boice, J.; Obraczka, K.; Mantey, P.; Williams, T.M.; Wilmers, C.C. Carnivore: A disruption-tolerant system for studying wildlife. *EURASIP J. Wirel. Commun. Netw.* 2011, 11, 1–14.

125. Huang, J.H.; Chen, Y.Y.; Huang, Y.T.; Po-Yen, L.; Yi-Chao, C.; Yi-Fu, L.; Shih-Ching, Y.; Huang, P.; Ling-Jyh, C. Rapid prototyping for wildlife and ecological monitoring. *IEEE Syst. J.* 2010, 4, 198–209.

126. Butler, Z.; Corke, P.; Peterson, R.; Rus, D. Networked Cows: Virtual Fences for Controlling Cows. In Proceedings of IEEE International Conference on Robotics and Automation, New Orleans, LA, USA, 26 April–1 May 2004; pp. 4429–4436.

127. Handcock, R.; Swain, D.; Bishop-Hurley, G.; Patison, K.; Wark, T.; Valencia, P.; Corke, P.; O’Neill, C. Monitoring animal behaviour and environmental interactions using wireless sensor networks, GPS collars and satellite remote sensing. *Sensors* 2009, 9, 3586–3603.

128. Xiaoping, Y.; Bachmann, E.R.; Moore, H.; Calusdian, J. Self-Contained Position Tracking of Human Movement Using Small Inertial/Magnetic Sensor Modules. In Proceedings of IEEE International Conference on Robotics and Automation, Rome, Italy, 10–14 April 2007; pp. 2526–2533.

129. Lei, F.; Antsaklis, P.J.; Montestruque, L.A.; McMickell, M.B.; Lemmon, M.; Yashan, S.; Hui, F.; Koutroulis, I.; Haenggi, M.; Min, X.; et al. Design of a wireless assisted pedestrian dead reckoning system—the navmote experience. *IEEE Trans. Instrum. Meas.* 2005, 54, 2342–2358.

130. Thiele, J.; Osechas, O.; Bitsch, J.; Wehrle, K. Smart Sensors for Small Rodent Observation. In Proceedings of 2008 IEEE Sensors, Lesse, Italy, 26–29 October 2008; pp. 709–711

131. Thiele, J.; Link, J.A.B.; Osechas, O. Dynamic Wireless Sensor Networks for Animal Behavior Research. In *New Developements in Biomedical Engineering*; Intech: Vukovar, Croatia, 2010.

132. Bao, L.; Intille, S. Activity Recognition from User-Annotated Acceleration Data. In *Pervasive Computing*; Ferscha, A., Mattern, F., Eds.; Springer: Berlin/Heidelberg, Germany, 2004; Volume 30, pp. 1–17.

133. Shepard, E.; Wilson, R.P.; Quintana, F.; Gómez, L.A.; Liebsch, N.; Albareda, D.A.; Halsey, L.G.; Gleiss, A.; Morgan, D.T.; Myers, A.E.; et al. Identification of animal movement patterns using tri-axial accelerometry. *Endanger. Species Res.* 2008, 10, 47–60.

134. Guo, Y.; Corke, P.; Poulton, G.; Wark, T.; Bishop-Hurley, G.; Swain, D. Animal Behaviour Understanding Using Wireless Sensor Networks. In Proceedings of 2006 31st IEEE Conference on Local Computer Networks, Tampa, FL, USA, 14–16 November 2006; pp. 607–614.

135. Tøgersen, F.A.; Skjøth, F.; Munksgaard, L.; Højsgaard, S. Wireless indoor tracking network based on Kalman filters with an application to monitoring dairy cows. *Comput. Electron. Agric.* 2010, 72, 119–126.

136. Teixeria, T.; Dublon, G.; Savvides, A. *A Survey of Human-Sensing: Methods for Detecting Presence, Count, Location, Track, and Identity*; ENALAB Technical Report; Yale University: New Haven, CT, USA, September 2010.

137. García-Sanchez, A.-J.; García-Sanchez, F.; Losilla, F.; Kulakowski, P.; García-Haro, J.; Rodríguez, A.; Lópe Bao, J.-V.; Palomares, F. Wireless sensor network deployment for monitoring wildlife passages. *Sensors* 2010, 10, 7236–7262.
138. BenAbdelkader, C.; Cutler, R.G.; Davis, L.S. Gait recognition using image self-similarity. *EURASIP J. Appl. Signal Process*. **2004**, *2004*, 572–585.

139. Liu, Z.; Sarkar, S. Simplest Representation yet for Gait Recognition: Averaged Silhouette. In Proceedings of the 17th International Conference on Pattern Recognition, Cambridge, UK, 23–26 August 2004; pp. 211–214.

140. Zongyi, L.; Malave, L.; Sarkar, S. Studies on Silhouette Quality and Gait Recognition. In Proceeding of 2004 IEEE Conference on Computer Vision and Pattern Recognition (CVPR 2004), Washington, DC, USA, 27 June–2 July 2004.

141. Fei, T.; Skidmore, A.K.; Venus, V.; Wang, T.; Schlerf, M.; Toxopeus, B.; van Overijk, S.; Bian, M.; Liu, Y. A body temperature model for lizards as estimated from the thermal environment. *J. Therm. Biol.* **2012**, *37*, 56–64.

142. Hu, W.; van Nghia, T.; Bulusu, N.; Chou, C.T.; Jha, S.; Taylor, A. The Design and Evaluation of a Hybrid Sensor Network for Cane-Toad Monitoring. In Proceedings of Fourth International Symposium on Information Processing in Sensor Networks (IPSN 2005), Los Angeles, CA, USA, Country, 25–27 June 2005; pp. 503–508.

143. Katsaounis, C. Habitat Use of the Endangered and Endemic Cretan Capricorn and Impact of Domestic Goats. M.Sc., University of Twente Faculty of Geo-Information and Earth Observation, Enschede, The Netherlands, 12 March 2012.

144. Pavón, D.; Limiñana, R.; Urios, V.; Izquierdo, A.; Yáñez, B.; Ferrer, M.; Vega, A.D.L. Autumn migration of juvenile short-toed eagles *circaetus gallicus* from southeastern spain. *Ardea* **2010**, *98*, 113–117.

145. Van der Spek, S.; van Schaick, J.; de Bois, P.; de Haan, R. Sensing human activity: GPS tracking. *Sensors* **2009**, *9*, 3033–3055.

© 2013 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/3.0/).