Tunneling dynamics in exactly solvable models with triple-well potentials

V P Berezovoj, M I Konchatnij and A J Nurmagambetov

Akhiezer Institute for Theoretical Physics, National Science Center, Kharkov Institute of Physics and Technology, 1 Akademicheskaya St, Kharkov UA-61108, Ukraine

E-mail: berezovoj@kipt.kharkov.ua, konchatnij@kipt.kharkov.ua and ajn@kipt.kharkov.ua

Received 11 October 2012, in final form 13 December 2012
Published 23 January 2013
Online at stacks.iop.org/JPhysA/46/065302

Abstract
Inspired by new trends in atomtronics, cold atom devices and Bose–Einstein condensate dynamics, we apply a general technique of \( N = 4 \) extended supersymmetric quantum mechanics to isospectral Hamiltonians with triple-well potentials, i.e. symmetric and asymmetric. Expressions of quantum-mechanical propagators, which take into account all states of the spectrum, are obtained, within the \( N = 4 \) SQM approach, in the closed form. For the initial Hamiltonian of a harmonic oscillator, we obtain the explicit expressions of potentials, wavefunctions and propagators. The obtained results are applied to tunneling dynamics of localized states in triple-well potentials and for studying its features. In particular, we observe a Josephson-type tunneling transition of a wave packet, the effect of its partial trapping and a non-monotonic dependence of tunneling dynamics on the shape of a three-well potential. We investigate, among others, the possibility of controlling tunneling transport by changing parameters of the central well, and we briefly discuss potential applications of this aspect to atomtronic devices.
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1. Introduction

Studies of tunneling dynamics in quantum models with triple-well potentials are becoming attractive in view of new trends in atomtronics associated with, as intensively discussed in the literature [1–9], atomic diodes and transistors. The prospects of creating new types of devices are opened up with developing experimental tools for manipulations with cold atoms and for laser monitoring and control [10–13] of tunneling transport. A triple-well structure has been used in experiments of light transfer in a triple-well optical waveguide [14, 15], classically modeling more subtle quantum coherent transport of neutral atoms or electrons in multi-well traps.
Theoretical investments in atomtronic devices are also made in the studies of tunneling transport in one-dimensional (1D) quantum-mechanical models, or models of Gross–Pitaevsky type, with double- or triple-well potentials. In these studies, properties of tunneling dynamics, such as the particle transition between side wells with negligible filling of the central well, one way transport, a feedback of a small central well filling on the tunneling rate, etc [16–21], are the focus. The resonance tunneling effect in the triple-well 1D time-independent models and their experimental observations are also discussed in [22, 23]. However, the analysis is carried out on exotic triple-well potentials, which are constructed by combining separate (step-like or parabolic-type) wells or by separating wells with delta-function-type barriers. As a consequence, spectra and wavefunctions in such potentials are recovered by numerical, i.e. non-analytical, methods. This makes it difficult to study effects in the tunneling dynamics associated with changes in the potential shape (e.g., with deformation of one well out of a number of wells)1.

The investigation of the space-time evolution of quantum mechanical systems with potentials with several local minima is one of the most complicated and important tasks. The complexity of the problem forces one to use various simplifications/approximations, e.g., matrix Hamiltonians with account of few lowest levels [27–30], or purely numerical simulations in phenomenological models. These simplifications can be used for figuring out the common properties of tunneling dynamics, but not for the studies of subtle effects. However, the detailed consideration of tunneling dynamics is becoming important in condensed matter physics, where the possibility of constructing new atomtronic devices based on cold atoms is being intensively explored. Therefore, studying the subtleties of tunneling dynamics in multi-well potentials requires using models with controllable characteristics, while the studies of space-time dynamics in tunneling processes requires going beyond the standard approximations (that take into account just a few of the lowest states of the Hamiltonian and deal with parameters chosen according to the potential shape). The above-mentioned requirements are inherent to the exactly solvable models of extended supersymmetric quantum mechanics (SQM) with multi-well potentials [31–36].

Extended $N = 4$ SQM allows one to construct an exactly solvable model with a multi-well potential, properties of which—eigenvalues of lowest states of the spectrum, degree of deformation of the potential, etc—can be preassigned. The technique developed in [38, 39] can be used to derive the explicit analytical expression of the corresponding propagator. Hence, it is quite natural to extend the methods proposed in [35, 36] to models with triple-well potentials. Free parameters of exactly solvable models within $N = 4$ extended SQM make it possible to vary the shape of the potentials, and hence the corresponding propagators, in a wide range and, in a consistent manner, to study the effects of these changes on the dynamics of tunneling transitions. Recall that exact propagators take into account all states of $N = 4$ SQM Hamiltonians, which allows one to study the tunneling dynamics of wave packages beyond the approximations of phenomenological approaches.

The remainder of this paper is organized as follows. In section 2, we outline the procedure for constructing exactly solvable isospectral Hamiltonians of $N = 4$ SQM with three-well potentials and discuss their general properties. Previously obtained results in [36] are crucial to this end. In what follows, we focus on the harmonic oscillator model and use the harmonic oscillator Hamiltonian as a starting point in constructing a family of three-well potentials with different degrees of deformation. The corresponding exact propagators are obtained in section 3. The obtained results are applied in section 4 to study features of the tunneling dynamics of the originally localized states in symmetric and asymmetric potentials. Systems with

---

1 See, however, [24–26] (and references therein) for other types of approaches.
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three-well potentials have a rich quantum dynamics, and we, in particular, observe a Josephson-type tunneling transition of a wave packet, the effect of its partial trapping and a non-monotonic dependence of tunneling dynamics on the shape of a three-well potential. We collect our conclusions in section 5, where we also discuss the prospects for further development and application of our current results.

2. Constructing isospectral Hamiltonians with triple-well potentials

2.1. Warm-up exercise: a double-well potential

The procedure of constructing Hamiltonians with exactly solvable \( N \)-well potentials from the initial Hamiltonian \( H_0 \), the spectrum and the wavefunctions of which are known, is based on adding complementary levels below the \( H_0 \) ground-state level with the energy \( E_0 \).

This procedure has been applied to the harmonic oscillator Hamiltonian in [37] to construct new isospectral two-well Hamiltonians and was further developed in [38]. Recall that in constructing models with multi-well potentials within the approach proposed in [37, 38], the original Hamiltonian \( H_0 = p^2/2 + U(x) \) (in \( h = m = 1 \) units) implies the asymptotic behavior of the potential \( U(x \to \pm \infty) \sim C_{\pm}|x|^\eta_{\pm} \) [38] with the non-negative constants \( C_{\pm}, \eta_{\pm} \). This class of Hamiltonians involves models with purely discrete spectra (for positive \( C_{\pm}, \eta_{\pm} \)) and also with mixed, discrete and continuous spectra (once one or more constants \( C_{\pm}, \eta_{\pm} \) are equal to zero). The mathematical basis of this procedure, which is known as the Crum–Krein method, was proposed in the original papers [40, 41] and intensively discussed in subsequent publications (see, e.g., [38, 39, 42], and a pedagogical introduction into the Darboux transformations in quantum mechanics and SQM [43]). The Crum–Krein method is equivalent to constructing isospectral Hamiltonians in the polynomial SQM (reducible case) [31–34], which is characterized by the successive application of supersymmetry transformations to the initial Hamiltonian.

To construct Hamiltonians with triple-well potentials, we adopt the previously used procedure [35, 36] of obtaining exactly solvable models of extended SQM with double-well potentials. Note that the formalism of extended SQM is not the only way to achieve this; the same results can also be obtained by the use of the Crum–Krein method. However, some steps of the Crum–Krein procedure, e.g., the normalization of extra states wavefunctions, require a separate treatment with additional care. That is why we prefer to follow the method of successive application of supersymmetry transformations to the initial Hamiltonian.

Let us briefly recall the main results of [35, 36], which will be used in what follows. Suppose we have an exactly solvable (non-supersymmetric) model with the Hamiltonian \( H_0 = p^2/2 + U(x) \) (in \( h = m = 1 \) units). For definiteness, let us fix \( H_0 \) to be a Hamiltonian with a purely discrete spectrum. In \( N = 4 \) SQM, adding an extra level with the energy \( \epsilon \) below the ground-state energy \( E_0 \) of the initial Hamiltonian \( H_0 \), i.e. \( \epsilon < E_0 \), one may construct a new isospectral Hamiltonian \( H^- \) and its wavefunctions:

\[
H^- = (H_0 - \epsilon) - \frac{d^2}{dx^2} \ln \varphi(x, \epsilon, c), \quad H_0 - \epsilon \equiv H^-,
\]

\[
\psi^- (x, E_i) = \frac{1}{\sqrt{2(E_i - \epsilon)}} \frac{W(\psi_+^+ (x, E_i), \varphi(x, \epsilon, c))}{\varphi(x, \epsilon, c)},
\]

2 Recall that there are four Hamiltonians, i.e. \( H^+_+, H^+_-, H^-_+ \) and \( H^-_- \), in \( N = 4 \) extended SQM, three of which, i.e. \( H^+_+, H^-_- \) and \( H^-_- \), are related to each other by SUSY transformations (see, e.g., [44] for details).
\[ \psi_-(x, E = 0) = \frac{N^{-1}}{\psi(x, \epsilon, c)} = \tilde{\psi}(x, \epsilon, c). \] (2.1)

Here, \( \psi_-(x, E_i) \) are the normalized wavefunctions that correspond to the states of the initial Hamiltonian \( H_0 \) with energies \( E_i \) (energy is counted off \( \epsilon \)); \( W(f_1(x), f_2(x)) = f_1 f_2' - f_1' f_2 \) is the Wronskian of two functions \( f_1, f_2 \): \( f' \equiv df/dx \). \( \psi \) and \( \tilde{\psi} \) are new functions that appear in the following way. The solution to the equation \( H_0 \psi(x, \epsilon) = \epsilon \psi(x, \epsilon) \) for \( \epsilon < E_0 \) consists of two linearly independent non-negative functions \( \psi_i(x, \epsilon), i = 1, 2 \), with the following asymptotic behavior: \( \psi_1(x \to -\infty) \to +\infty, \psi_2(x \to -\infty) \to 0 \) and \( \psi_1(x \to +\infty) \to 0, \psi_2(x \to +\infty) \to +\infty \). The existence of corresponding states for potentials considered here was proved in [38], where the analysis of their properties was also made. Solutions to the Schrödinger equation \( H_0 \psi_i(x) = \epsilon \psi_i(x) \) do not belong to the spectrum, since \( \psi_i(x) \notin L^2 \). Following [38], it is always possible to choose the integration constant \( c \) in such a way that the general solution \( \psi(x, \epsilon, c) = N (\psi_1(x, \epsilon) + c \psi_2(x, \epsilon)) \) does not have any nodes on the whole axis. Taking the latter into account, the function \( \tilde{\psi}(x, \epsilon, c) = N^{-1}/\psi(x, \epsilon, c) \) is finite and can be normalized to unity for every value of the parameters \( \epsilon \) and \( c \). In other words, the spectrum of \( H_- \) contains the additional, with respect to the \( H_0 \) spectrum, state with the energy \( \epsilon \) and the wavefunction \( \tilde{\psi}(x, \epsilon, c) \in L^2 \). The normalization of the wavefunctions of excited states of \( H_- \) is preserved. For a specific choice of parameters \( \epsilon \) and \( c \), the function \( \tilde{\psi}(x, \epsilon, c) \), and hence the potential of \( H_- \), has local maxima and minima. The double-well structure of the potentials \( U_- (x, \epsilon, c) \) becomes sharp under \((E_0 - \epsilon)/E_0 \ll 1\).

The super-Hamiltonian of \( N = 4 \) SQM \( H^0_{\sigma} (\sigma_{1,2} = \pm) \) [35, 36] also contains the \( H_+ \) part, which gets the extra level in the spectrum. Explicitly, the Hamiltonian \( H_+^\pm \) and its wavefunctions are

\[
H_+^\pm = (H_0 - \epsilon) - \frac{d^2}{dx^2} \ln \left( \frac{\tilde{\psi}(x, \epsilon, c)}{1 + \lambda \int_{x_1}^x d\xi \tilde{\psi}^2(\xi, \epsilon, c)} \right),
\]

\[
\psi_+^\pm(x, E = 0) = \frac{N^{-1}}{1 + \lambda \int_{x_1}^x d\xi \tilde{\psi}^2(\xi, \epsilon, c)} \tilde{\psi}(x, \epsilon, c),
\]

\[
\psi_+^\pm(x, E_i) = \sqrt{2/(E_i - \epsilon)} \left( \frac{d}{dx} - \frac{d}{dx} \ln \left( \frac{\tilde{\psi}(x, \epsilon, c)}{1 + \lambda \int_{x_1}^x d\xi \tilde{\psi}^2(\xi, \epsilon, c)} \right) \right) \psi_+^\pm(x, E_i). \] (2.2)

Here, \( \lambda \) is the integration constant, characterizing the general solution to the Riccati equation (see [44] for details), whose value is restricted to \( \lambda > -1 \). Note that the potentials of \( H_- \) and \( H_+ \) are shape invariant [46], i.e. \( U_- \) and \( U_+ \) are related to each other by non-coordinate transformations of their parameters.

Fixing \( c = 1 \) in (2.1) and (2.2) and using the relation [45]

\[
\int_{x_1}^x d\xi \frac{W(y_1(\xi), y_2(\xi))}{(A_1 y_1(\xi) + A_2 y_2(\xi))^2} = -\frac{1}{(A_1^2 + A_2^2)^2} \left[ \frac{(A_2 y_1(x_1) - A_1 y_2(x_1))}{A_1 y_1(x_1) + A_2 y_2(x_1)} \right] \left[ \frac{(A_2 y_1(x) - A_1 y_2(x))}{A_1 y_1(x) + A_2 y_2(x)} \right] - \left[ \frac{(A_2 y_1(x) - A_1 y_2(x))}{A_1 y_1(x) + A_2 y_2(x)} \right],
\] (2.3)

we obtain, after inserting (2.3) into (2.1) and (2.2),

\[
H_- = H_+ - \frac{d^2}{dx^2} \ln (\psi_1(x, \epsilon) + \psi_2(x, \epsilon)),
\]

\[ \text{In (2.3), } A_1 \text{ and } A_2 \text{ are the arbitrary coefficients (non-negative in our case), } x \text{ and } x_1 \text{ are the integration limits (} x_1 \text{ may be chosen to be equal to } -\infty \text{ for the class of potentials considered here), and } y_{1,2}(x) \text{ and } y_{1,2}(x_1) \text{ are the values of functions } y_{1,2} \text{ at } x \text{ and } x_1. \]
For the initial Hamiltonian

$$H_0^{-} = \frac{\mathrm{d}^2}{\mathrm{d}x^2} \ln \left( \varphi_1(x, \varepsilon) + \lambda(\varepsilon, \lambda) \varphi_2(x, \varepsilon) \right).$$

Clearly, the potential of cylinder function; $N / \Gamma_1(\varepsilon, \lambda)$.

The spectrum of potentials. Equations (2.2).

Now, we are ready to proceed with constructing isospectral Hamiltonians with triple-well potentials.

2.2. Exactly solvable Hamiltonians with triple-well potentials

The only way to vary the shape of the potential in terms of dimensionless variables $\xi$ and $\epsilon$ is to vary parameters $\Lambda$ and $\bar{\epsilon}$ in the following range $0 < \bar{\epsilon} < 1/2$, $\Lambda > 0$. In natural units $x$, there is one more parameter $\omega$, the variation of which may change the potential shape and, in particular, the positions of its local minima.

Clearly, the potential of $H^{-}_0$ is defined by the symmetric combination $\varphi_1(x, \varepsilon) + \varphi_2(x, \varepsilon)$ (recall that $\varphi_I, I = 1, 2,$ are the linearly independent solutions to the equation $H_0 \varphi_I(x, \varepsilon) = \varepsilon \varphi_I(x, \varepsilon)$ with $\varepsilon < E_0$), while $U^+_0$ is defined by the asymmetric combination $\varphi_1(x, \varepsilon) + \lambda(\varepsilon, \lambda) \varphi_2(x, \varepsilon)$.

The same concerns the wavefunctions of excited states of $H^{-}_0$ and $H^+_0$.

Equation (2.3) is used to compute the normalization constants $N^{-1}$ and $N^{-1}_\Lambda$ of the corresponding ground-state wavefunctions. They are related to each other by $N^{-2}_\Lambda = \Lambda N^{-2} = (\lambda + 1)N^{-2}$, where

$$N^{-2} = \frac{2W(\varphi_1, \varphi_2)}{\Delta(\varepsilon, \lambda, \varepsilon, \lambda) = W(\varphi_1(x, \varepsilon), \varphi_2(x, \varepsilon)).}$$

For the initial Hamiltonian $H_0$ of the harmonic oscillator model, we obtain $\varphi_1(\xi, \bar{\epsilon}) = D_\nu(\sqrt{2\xi}), \varphi_2(\xi, \bar{\epsilon}) = D_\nu(-\sqrt{2\xi}) (\xi = \sqrt{\omega x}, \nu = -1/2 + \bar{\epsilon}, \bar{\varepsilon} = \varepsilon / \omega; D_\nu(x)$ is the parabolic cylinder function; $D_\nu(\sqrt{2\xi})$ and $D_\nu(-\sqrt{2\xi})$ are linearly independent of the non-integer $\nu$ that is supposed in what follows) and $W(\varphi_1, \varphi_2) = 2\sqrt{\pi} \omega / \Gamma(-\nu)$ [47] with the Gamma-function $\Gamma(-\nu)$. The normalization constant $N$ is

$$N^{-2} = \frac{2W(\varphi_1, \varphi_2)}{\Delta(\varepsilon, \lambda, \varepsilon, \lambda)} = \frac{2\sqrt{\pi} \omega}{\Gamma(-\nu)}.$$

Note that the only way to vary the shape of the potential in terms of dimensionless variables $\xi$ to vary parameters $\Lambda$ and $\bar{\epsilon}$ in the following range $0 < \bar{\epsilon} < 1/2$, $\Lambda > 0$. In natural units $x$, there is one more parameter $\omega$, the variation of which may change the potential shape and, in particular, the positions of its local minima.

2.2. Exactly solvable Hamiltonians with triple-well potentials

Now, we are ready to proceed with constructing isospectral Hamiltonians with triple-well potentials. Equations (2.1), (2.2) and (2.4) are the basic equations to this end.

Let us consider a double-well Hamiltonian $H^+_0$ as the initial one (cf equation (2.4)):

$$\tilde{H}_0 - \varepsilon_1 \equiv H^+_0 = (H_0 - \varepsilon) - \frac{\mathrm{d}^2}{\mathrm{d}x^2} \ln(\varphi_1(x, \varepsilon) + \lambda(\varepsilon, \lambda) \varphi_2(x, \varepsilon)).$$

The spectrum of $\tilde{H}_0$ apparently contains the whole spectrum of the original Hamiltonian $H_0$, and the extra level with the energy $\varepsilon < E_0$, which becomes the ground state of the Hamiltonian $\tilde{H}_0$. Clearly, $\tilde{H}_0$ contains a deformed potential $U^+_0(x, \varepsilon, \lambda(\varepsilon, \lambda))$. 
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Next, consider solutions to the equation $\tilde{H}_0 \chi(x) = \varepsilon_1 \chi(x)$ with $\varepsilon_1 < \varepsilon$. As in the previous case of double-well Hamiltonians, one finds two linearly independent (non-normalizable) solutions to this equation:

$$\begin{align*}
\chi_1(x, \varepsilon_1, \varepsilon, \Lambda) &= \frac{W(\varphi_1(x, \varepsilon_1), \varphi(x, \varepsilon, \Lambda))}{\varphi(x, \varepsilon, \Lambda)}, \\
\chi_2(x, \varepsilon_1, \varepsilon, \Lambda) &= -\frac{W(\varphi_2(x, \varepsilon_1), \varphi(x, \varepsilon, \Lambda))}{\varphi(x, \varepsilon, \Lambda)},
\end{align*}$$

(2.7)

where $\varphi_I(x, \varepsilon_1), I = 1, 2$, are the solutions to equations $H_0 \varphi_I(x, \varepsilon_1) = \varepsilon_1 \varphi_I(x, \varepsilon_1)$ with the original Hamiltonian $H_0$, and $\varphi(x, \varepsilon, \Lambda) = \varphi_1(x, \varepsilon) + \Lambda(\varepsilon, \lambda) \varphi_2(x, \varepsilon)$.

Solutions (2.7) are non-negative and have the following asymptotes: $\chi_1(x \to -\infty) \to +\infty$, $\chi_2(x \to -\infty) \to 0$, and $\chi_1(x \to +\infty) \to +\infty$, $\chi_2(x \to +\infty) \to +\infty$. The minus sign in the expression of $\chi_2(x, \varepsilon_1, \varepsilon, \Lambda)$ provides the correct asymptotic behavior. For the specific choice of integration constants, the general solution to $\tilde{H}_0 \chi(x, \varepsilon_1, \varepsilon, \Lambda) = \varepsilon_1 \chi(x, \varepsilon_1, \varepsilon, \Lambda)$, $\varepsilon_1 < \varepsilon$,

$$\chi(x, \varepsilon_1, \varepsilon, \Lambda, \bar{c}) = \tilde{N}(\chi_1(x, \varepsilon_1, \varepsilon, \Lambda) + \bar{c} \chi_2(x, \varepsilon_1, \varepsilon, \Lambda))$$

does not have any nodes on the whole axis.

In what follows, we set the constant $\bar{c}$ to unity. Then, the function

$$\tilde{\chi}(x, \varepsilon_1, \varepsilon, \Lambda, \bar{c} = 1) = \tilde{N}^{-1} \frac{\chi_1(x, \varepsilon_1, \varepsilon, \Lambda) + \chi_2(x, \varepsilon_1, \varepsilon, \Lambda)}{\tilde{N}}$$

is finite, and it can be normalized to unity for every specific choice of parameters.

To construct a three-well Hamiltonian from the two-well Hamiltonian $\tilde{H}_0$, consider

$$\tilde{H}_0 - \varepsilon_1 \equiv H_{-}^+ = \tilde{H}_0(x, p) = \frac{1}{2} p^2 + \frac{1}{2} \left[ (V(x, \varepsilon_1, \varepsilon, \Lambda))^2 + V^2(x, \varepsilon_1, \varepsilon, \Lambda) \right],$$

(2.8)

$$V(x, \varepsilon_1, \varepsilon, \Lambda) = \frac{d}{dx} \ln \chi(x, \varepsilon_1, \varepsilon, \Lambda, 1) = \frac{d}{dx} \ln \frac{W(\phi(x, \varepsilon_1, 1), \varphi(x, \varepsilon, \Lambda))}{\varphi(x, \varepsilon, \Lambda)}.$$

Here,

$$V = \frac{d}{dx} \left( \tilde{W} - \frac{1}{2} \ln \tilde{W} \right), \quad \tilde{W}(x) = \frac{1}{2} \ln \left( 1 + \int_{x_0}^x d\xi \tilde{\chi}^2(\xi, \varepsilon_1, \varepsilon, 1) \right),$$

with the superpotential $\tilde{W}$ (see [44] for details), and $\phi(x, \varepsilon_1, 1) = \varphi_1(x, \varepsilon_1) - \varphi_2(x, \varepsilon_1)$.

The spectrum of $H_{-}^+$ completely coincides with that of $H_0^+$ and has the extra level with $\varepsilon < \varepsilon_0$ in comparison to the spectrum of $H_0$. Recall that the Hamiltonian $H_0^+$ (2.4) (or (2.8)) has the potential with a double-well shape.

The superpartner of $H_{-}^+$ is a triple-well Hamiltonian

$$\tilde{H}_0 - \varepsilon_1 \equiv H_{-}^- = \tilde{H}_0 - \frac{d^2}{dx^2} \ln \chi(x, \varepsilon_1, \varepsilon, \Lambda, 1) = (H_0 - \varepsilon_1) - \frac{d^2}{dx^2} \ln \chi(x, \varepsilon_1, \varepsilon, \Lambda, 1).$$

(2.9)

Its spectrum consists of the states of $H_0$, and two extra levels with the energies $\varepsilon$ and $\varepsilon_1$ ($\varepsilon_0 > \varepsilon > \varepsilon_1$). The corresponding wavefunctions to these extra levels are

$$\Psi_0(x, \varepsilon_1; \varepsilon, \Lambda) = \tilde{N}^{-1} \chi_1(x, \varepsilon_1, \varepsilon, \Lambda) \frac{\chi_1(x, \varepsilon_1, \varepsilon, \Lambda)}{\chi_1(x, \varepsilon_1, \varepsilon, \Lambda) + \chi_2(x, \varepsilon_1, \varepsilon, \Lambda)} = \tilde{N}^{-1} \frac{\chi_1(x, \varepsilon_1, \varepsilon, \Lambda)}{\tilde{W}(\phi(x, \varepsilon_1, 1), \varphi(x, \varepsilon, \Lambda))},$$

(2.10a)

$$\Psi_1(x, \varepsilon; \varepsilon_1, \Lambda) = \frac{\chi_2(x, \varepsilon_1, \varepsilon, \Lambda, 1)}{\chi_1(x, \varepsilon_1, \varepsilon, \Lambda, 1)} \left( \frac{d}{dx} \chi'(x, \varepsilon_1, \varepsilon, \Lambda, 1) \right) \frac{\tilde{N}_-}{\tilde{W}(\phi(x, \varepsilon_1, 1), \varphi(x, \varepsilon, \Lambda))},$$

(2.10b)
\[
\Psi^-(x, E_\ell) = \frac{1}{\sqrt{2(E_\ell - \epsilon_1)}} \left( \frac{d}{dx} - \frac{\chi^\prime(x, \epsilon_1, \epsilon, \Lambda, 1)}{\chi(x, \epsilon_1, \epsilon, \Lambda, 1)} \right) \Psi^+(x, E_\ell) = \left( \frac{E_\ell - \epsilon}{E_\ell - \epsilon_1} \right) \left( \frac{\epsilon - \epsilon_1}{E_\ell - \epsilon_1} \phi(x, \epsilon_1, 1) \frac{W(\Psi^+(x, E_\ell), \phi(x, \epsilon, \Lambda))}{W(\phi(x, \epsilon_1, 1), \phi(x, \epsilon, \Lambda))} \right). \tag{2.10c}
\]

Here, \( \chi(x, \epsilon_1, \epsilon, \Lambda, 1) \equiv \chi(x, \epsilon_1, \epsilon, \Lambda, \tilde{\epsilon} = 1) = \tilde{N}(\chi_1(x, \epsilon_1, \epsilon, \Lambda) + \chi_2(x, \epsilon_1, \epsilon, \Lambda)) \).

By the use of (2.3) and the asymptotic behavior of \( \chi_I(x, \epsilon_1, \epsilon, \Lambda), I = 1, 2 \), it is easy to calculate the normalization constant of the ground-state wavefunction \( \Psi_0(x, \epsilon_1, \epsilon, \Lambda) \):
\[
\tilde{N}^{-2} = W(\chi_1, \chi_2) \equiv 2(\epsilon - \epsilon_1)W(\phi_1(x, \epsilon_1), \phi_2(x, \epsilon_1)). \tag{2.11}
\]

To obtain a more symmetric representation of the extra level wavefunctions, let us introduce another normalization constant, i.e. \( N_{\Lambda}^{-2} \to 2(\epsilon - \epsilon_1)N_{\Lambda}^{-2} \). Then, equation (2.10b) becomes
\[
\Psi_1(x, \epsilon, \epsilon_1, \Lambda) = \frac{N_{\Lambda}^{-1}\phi(x, \epsilon_1, 1)}{W(\phi(x, \epsilon_1, 1), \phi(x, \epsilon, \Lambda))}. \tag{2.10b}
\]

Recall that the solutions \( \phi_I(x, \epsilon_1), I = 1, 2 \), satisfy (2.8), (2.9), (2.10a), (2.10b), (2.10c) through \( \phi(x, \epsilon_1, 1) \equiv \phi_1(x, \epsilon_1) - \phi_2(x, \epsilon_1) \equiv \phi(x, \epsilon_1, \Lambda_1 = 1) \). Below we show that fixing the starting Hamiltonian \( H_0 \) to the harmonic oscillator one, a symmetric potential \( \tilde{U}_- \) of \( \tilde{H}_- \) corresponds to the choice \( \Lambda = \Lambda_1 = 1 \). Deformations of \( \tilde{U}_- \), even if \( \Lambda_1 = 1 \), mainly affect side wells and to a lesser extent the central well.

### 2.3. Shape-invariance of triple-well potentials in \( N = 4 \) SQM isospectral Hamiltonians

Let us establish the shape-invariance of the potentials satisfying \( \tilde{H}_-^+ \) and \( \tilde{H}_-^- \) (see [35, 36] for a double-well case). \( \tilde{H}_-^- \) and \( \tilde{H}_-^+ \) are related via (cf equation (2.2))
\[
\tilde{H}_+^+ = (\tilde{H}_0 - \epsilon_1) - \frac{d^2}{dx^2} \ln \left( \frac{\tilde{\chi}(x, \epsilon_1, \epsilon, \Lambda, 1)}{1 + \tilde{\lambda} \int_0^x d\xi \tilde{\chi}^2(\xi, \epsilon_1, \epsilon, \Lambda, 1)} \right). \tag{2.12}
\]

Using (2.3), one can obtain
\[
\tilde{N}_{\Lambda_1}^{-2} = (\tilde{\lambda} + 1) \tilde{N}^{-2}.
\]

As a result,
\[
\tilde{H}_+^+ = \tilde{H}_-^- - \frac{d^2}{dx^2} \ln |\chi(x, \epsilon_1, \epsilon, \Lambda_1, \Lambda)|
\]
\[
= (H_0 - \epsilon_1) - \frac{d^2}{dx^2} \ln W(\phi(x, \epsilon_1, \Lambda_1), \phi(x, \epsilon, \Lambda)), \tag{2.13}
\]
where \( \Lambda_1 = \tilde{\lambda} + 1 (\tilde{\lambda} > -1 \) for normalized wavefunctions) and \( \chi(x, \epsilon_1, \epsilon, \Lambda_1, \Lambda) = \tilde{N}(\chi_1(x, \epsilon_1, \epsilon, \Lambda) + \Lambda_1 \chi_2(x, \epsilon_1, \epsilon, \Lambda)) \). Comparing equation (2.13) with equation (2.9), one can conclude the shape invariance of \( \tilde{H}_-^- \) and \( \tilde{H}_-^+ \).

The wavefunctions of \( \tilde{H}_-^+ \) states come from the wavefunctions of \( \tilde{H}_-^- \) states (2.10c), replacing \( \phi(x, \epsilon_1, 1) \) with \( \phi(x, \epsilon_1, \Lambda_1) = \phi_1(x, \epsilon_1) - \Lambda_1 \phi_2(x, \epsilon_1) \):
\[
\tilde{\Psi}_0(x, \epsilon_1, \Lambda_1; \epsilon, \Lambda) = \frac{N_{\Lambda_1}^{-1}\phi(x, \epsilon, \Lambda)}{W(\phi(x, \epsilon_1, \Lambda_1), \phi(x, \epsilon, \Lambda))}. \tag{2.14a}
\]
\[ \Psi_1(x, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) = \frac{N^-_1 \phi(x, \varepsilon_1, \Lambda_1)}{W(\phi(x, \varepsilon_1, \Lambda_1), \psi(x, \varepsilon, \Lambda))}, \quad (2.14b) \]

\[ \Psi^+_i(x, E_i) = \sqrt{\frac{E_i - \varepsilon_1}{E_i - \varepsilon}} \left( \frac{\varepsilon - \varepsilon_1}{E_i - \varepsilon} \right) \phi(x, \varepsilon_1, \Lambda_1) \frac{W(\psi^-_i(x, E_i), \psi(x, \varepsilon, \Lambda))}{W(\phi(x, \varepsilon_1, \Lambda_1), \psi(x, \varepsilon, \Lambda))}. \quad (2.14c) \]

Two remarks are now in order. Equations (2.9), (2.10a)–(2.10c), (2.13) and (2.14a)–(2.14c) include the wavefunctions of \( H_0 \), as well as the non-normalizable solutions to the Schrödinger equation \( H_0 \psi(x) = \varepsilon \psi(x) \) with \( \varepsilon < E_0 \). And potentials satisfying \( \hat{H}^- \) and \( \hat{H}^+ \) depend on a number of parameters \( (\varepsilon_1, \varepsilon, \Lambda_1, \Lambda) \) that make it possible to vary their shapes from purely symmetric to essentially deformed.

2.4. Triple-well model from the harmonic oscillator Hamiltonian

Consider the initial Hamiltonian to be the harmonic oscillator one:

\[ H_0 = \frac{\mathbf{p}^2}{2} + \frac{\omega^2 x^2}{2}. \]

As has been noted above, the non-normalized solutions of \( H_0 \psi(x) = \varepsilon \psi(x), \varepsilon < E_0 \), are the parabolic cylinder functions

\[ \varphi_1(\xi, \bar{\varepsilon}) = D_\nu(\sqrt{2} \xi), \quad \varphi_2(\xi, \bar{\varepsilon}) = D_\nu(-\sqrt{2} \xi), \quad \xi = \sqrt{\omega} x, \quad \nu = \frac{1}{2} + \bar{\varepsilon}, \quad \bar{\varepsilon} = \frac{\varepsilon}{\omega}, \]

the Wronskian of which is

\[ W(\varphi_1, \varphi_2) = \frac{2\sqrt{\pi} \omega}{\Gamma(-\nu)}. \]

Then, the normalization constants are

\[ N^- = 4(\nu - \mu) \frac{\sqrt{\pi} \omega}{\Gamma(-\nu)}, \quad N^- = \Lambda N^- \quad \Lambda > 0, \quad \nu = -\frac{1}{2} + \bar{\varepsilon}, \]

and

\[ \bar{N}^- = 4(\nu - \mu) \frac{\sqrt{\pi} \omega}{\Gamma(-\mu)}, \quad \bar{N}^- = \Lambda_1 \bar{N}^- \quad \Lambda_1 > 0, \quad \mu = \frac{1}{2} + \tilde{\varepsilon}_1, \quad \tilde{\varepsilon}_1 = \frac{\varepsilon_1}{\omega}. \]

Figure 1 shows the shape of the potential \( \hat{U}^- (\xi, \mu, \nu, \Lambda) \) for the change in the energy of the ground state for a fully symmetric case (see the left plot in figure 1), and for a non-trivial value of the deformation parameter of the side wells (see the right plot in figure 1). For a symmetric potential, increasing the value of \( \varepsilon_1 \) enlarges the width of the central local minimum and reduces the widths of the side local minima. The distance between the side wells also gets increased. Hence, the energy \( \varepsilon_1 \) is the parameter that controls the shape of potential. Note that varying \( \varepsilon_1 \) does not affect the energies of the first and the second excited states. Having a non-trivial deformation (\( \Lambda < 1 \)), decreasing \( \varepsilon_1 \) results in the growth of the barrier in front of the deeper minimum.

It is important to trace back the behavior of wavefunctions corresponding to the lowest states of \( \hat{H}^- \) (under-barrier states). When all wells have the same depth (see the left panel in figure 2), one may note that the ground-state wavefunction (solid curve) is almost entirely concentrated in the central well and is completely absent in the side wells. While the wavefunctions of the first excited state (dash–dotted curve) and the second excited state (dotted curve) are almost zero in the central well. Their values in the under-barrier region are enough to provide the tunneling process. In the case of \( \Lambda \neq 1 \), the wavefunction distribution
does not essentially change in the central well. A redistribution of the wavefunctions of the
first and the second excited states turns out in the side wells: the right well essentially contains
the first excited level wavefunction, while the second excited level wavefunction is mostly
concentrated in the left well (see the right panel in figure 2).

A more detailed analysis of the behavior of \( \tilde{H}^- \) and \( \tilde{H}^+ \) wavefunctions is postponed to
section 4.

3. Quantum-mechanical propagator in systems with three-well potentials

The study of temporal evolution in quantum-mechanical systems with multi-well potentials
is one of the most important tasks of quantum mechanics. Due to the complexity of tunneling
dynamics in real systems, one has to use different simplifications or approximations, such
as the two-mode approximation, or phenomenological matrix models based on account of a
few levels. These models can be used to study the general properties of tunneling dynamics,
leaving aside more subtle quantum-mechanical effects.

A more general way to describe the space-time evolution in quantum-mechanical systems
is to use the quantum-mechanical propagator. Recall that the exact propagator contains
contributions of all states of the quantum-mechanical Hamiltonian. Suppose that a quantum-
mechanical object, say, a wave packet with the squeeze parameter \( R \),

\[
\Phi(x_0, 0) = \left( \frac{\omega e^{2R}}{\pi} \right)^{1/4} \exp \left( -\frac{\omega}{2} (x_0 - a_0)^2 e^{2R} \right),
\]  

(3.1)
is initially, i.e. at $t = 0$, localized at $a_0$. Then, its space-time evolution is described by \[ \Phi(x, t) = \int_{-\infty}^{+\infty} dx_0 K(x, t; x_0, 0) \Phi(x_0, 0), \quad K(x, t; x_0, 0) = \sum_{n=0}^{\infty} \psi_n(x) \psi_n^*(x_0) e^{-iE_n t}. \] (3.2)

Here, $K(x, t; x_0, 0)$ is the propagator; the explicit form of which allows one to study the dynamics of localized states in potentials of any complexity. Currently, there are only a few examples of exactly solvable models with explicitly derived expressions of propagators $K(x, t; x_0, 0)$ [49]. As a rule, they correspond to Hamiltonians with one-well potentials.

A procedure to obtain new models with propagators related to those of exactly solvable models with one-well potentials was proposed in [38, 39]. Following [38, 39], the exact expressions of propagators for quantum-mechanical systems with two-well potentials were derived by two of us in [36], and the results applied to study the tunneling dynamics of localized states. Here, we extend the method of [36] to Hamiltonians with triple-well potentials.

Let us introduce the propagators $\tilde{K}^+_\pm$ and $\tilde{K}^-_\pm$ corresponding to the Hamiltonians $\tilde{H}^-_\pm$ (2.9) and $\tilde{H}^+_\pm$ (2.13). The explicit form of $\tilde{K}^+_\pm$ can be obtained on account of the shape invariance established above. Having the expression of $\tilde{K}^+_\pm$, $\tilde{K}^-_\pm$ is derived by setting $\Lambda_1 = 1$ in the expression of $\tilde{K}^+_\pm$. The latter is

\[
\tilde{K}^+_\pm(x, t; x_0, 0) = \sum_{n} \Psi^+_n(x, E_n) \Psi^-_n(x_0, E_n) e^{-iE_n t} + \tilde{\Psi}_1(x, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) \tilde{\Psi}_1(x_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) e^{-i\varepsilon_1 t} + \tilde{\Psi}_0(x, \varepsilon_1, \Lambda_1; \varepsilon, \Lambda) \tilde{\Psi}_0(x_0, \varepsilon_1, \Lambda_1; \varepsilon, \Lambda) e^{-i\varepsilon_1 t},
\] (3.3)

where the summation (in the absence of the continuous spectrum) is carried over the states, related to the initial Hamiltonian $H_0$. Other terms of (3.3) correspond to two extra levels with energies $\varepsilon$ and $\varepsilon_1$ ($\varepsilon > \varepsilon_1$). To establish the relation of the propagator (3.3) to that of the exactly solvable model with the Hamiltonian $H_0$, we will consider only the first term on the lhs of (3.3). The wavefunctions of $\tilde{H}^+_\pm$ and $H_0$ are related to each other with

\[
\Psi^+_n(x, E_n) = \frac{1}{2\sqrt{(E_n - \varepsilon)(E_n - \varepsilon_1)}} \tilde{L}_n \tilde{L}_n \tilde{\Psi}^-_n(x, E_n), \quad E_n \neq \varepsilon, \varepsilon_1,
\] (3.4)

where $L_n$ and $\tilde{L}_n$ are the $N = 4$ SQM intertwining operators

\[
L_n = \frac{d}{dx} - \frac{d}{dx} \ln \varphi(x, \varepsilon, \Lambda),
\]

\[
\tilde{L}_n = \frac{d}{dx} + \frac{d}{dx} \ln \tilde{\Psi}_0(x, \varepsilon_1, \Lambda_1; \varepsilon, \Lambda) = \frac{d}{dx} + \frac{d}{dx} \ln \tilde{W}(\varphi(x, \varepsilon_1, \Lambda_1), \varphi(x, \varepsilon, \Lambda)).
\]

By use of (3.4), the first term on the lhs of (3.3) can be written as

\[
\sum_n \Psi^+_n(x, E_n) \Psi^-_n(x_0, E_n) e^{-iE_n t} = \tilde{L}_n \tilde{L}_n \tilde{L}_n \tilde{L}_n \sum_n \frac{1}{4(E_n - \varepsilon)(E_n - \varepsilon_1)} \psi^+_n(x, E_n) \psi^-_n(x_0, E_n) e^{-iE_n t}.
\] (3.5)

On account of the identity

\[
1 \frac{(E_n - \varepsilon)(E_n - \varepsilon_1)}{(E_n - \varepsilon)(E_n - \varepsilon_1)} = \frac{1}{(E_n - \varepsilon_1)} \left( \frac{1}{E_n - \varepsilon_1} - \frac{1}{E_n - \varepsilon_1} \right),
\]

and a property of a propagator $K_0(x, t; z, 0)$

\[
\psi^-_n(x, E_n) e^{-iE_n t} = \int_{-\infty}^{+\infty} dz K_0(x, t; z, 0) \psi^-_n(z, E_n),
\]
one obtains
\[
\sum_n \Psi_+(x, E_n) \Psi_+(x_0, E_n) e^{-iE_n t} = \frac{\hat L \hat L_{x_0} \hat L_{x_0}}{4(e - \varepsilon_1)} \int_{-\infty}^{+\infty} dz K_0(x, t; z, 0)
\]
\[
\times (G_0(z, x_0; \varepsilon) - G_0(z, x_0; \varepsilon_1)),
\]  \hspace{1cm} (3.6)
where
\[
G_0(z, x_0; \varepsilon) = \sum_n \frac{\Psi_+(z, E_n) \Psi_+(x_0, E_n)}{E_n - \varepsilon}
\]
is the Green function of \( H_0 \). It is well known (see, e.g., [50]) that the Green function admits the following representation in terms of solutions to the Schrödinger equation in the interval \([a, b] \):
\[
G_+(x, y, \varepsilon) = -\frac{2}{W(f_1, f_2)} (f_1(x, \varepsilon) f_2(y, \varepsilon) \theta(y - x) + (f_1(y, \varepsilon) f_2(x, \varepsilon) \theta(x - y)),
\]  \hspace{1cm} (3.7)
satisfying the boundary conditions \( f_1(a, \varepsilon) = 0 \) and \( f_2(b, \varepsilon) = 0 \). In our conventions, \( f_1(x, \varepsilon) = \phi_2(x, \varepsilon) \) and \( f_2(x, \varepsilon) = \phi_1(x, \varepsilon) \); the same is for \( \varepsilon_1 \).

Substituting (3.7) into (3.6) and acting with \( \hat L_{x_0} \hat L_{x_0} \), and after some tedious calculations, we obtain
\[
\sum_n \Psi_+(x, E_n) \Psi_+(x_0, E_n) e^{-iE_n t} = \hat L_{x_0} \hat L_{x_0} \left( F_1(x, x, \varepsilon, \Lambda, \varepsilon_1, \Lambda_1) + F_2(x, x, \varepsilon, \Lambda, \varepsilon_1, \Lambda_1) \right)
\]
\[
F_1(x, x_0, \varepsilon, \Lambda, \varepsilon_1, \Lambda_1) = -\frac{1}{2(e - \varepsilon_1)} K_0(x, t; x_0, 0) - \left( \frac{\phi(x_0, \varepsilon_1 \Lambda_1)}{W(\phi(x_0, \varepsilon_1 \Lambda_1), \phi(x_0, \varepsilon, \Lambda))} \right)
\]
\[
\times \int_{-\infty}^{+\infty} dz \ K_0(x, t; z, 0) \left( \Lambda \phi_2(z, \varepsilon \theta(x_0 - z) - \phi_1(z, \varepsilon \theta(z - x_0)) \right),
\]
\[
F_2(x, x_0, \varepsilon, \Lambda, \varepsilon_1, \Lambda_1) = \frac{1}{2(e - \varepsilon_1)} K_0(x, t; x_0, 0) - \left( \frac{\phi(x_0, \varepsilon_1 \Lambda_1)}{W(\phi(x_0, \varepsilon_1 \Lambda_1), \phi(x_0, \varepsilon, \Lambda))} \right)
\]
\[
\times \int_{-\infty}^{+\infty} dz \ K_0(x, t; z, 0) \left( \Lambda_1 \phi_2(z, \varepsilon_1 \theta(x_0 - z) - \phi_1(z, \varepsilon_1 \theta(z - x_0)) \right).
\]  \hspace{1cm} (3.8)

Note that every term on the l.h.s of equation (3.8) contains \( K_0(x, t; x_0, 0) \), but with the opposite signs. As a result, these terms compensate each other, and we avoid the need to operate (differentiate) with a singular function (distribution). The multiplier in front of the integral in \( F_1 (F_2) \) coincides, modulo the normalization constant, with the wavefunction of the first excited (of the ground state) level of \( H_+^0 \). Therefore, the final expression of the propagator has the following form:
\[
\tilde K_+(x, t; x_0, 0) = -\frac{\Psi_1(x_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) - \frac{1}{\hat L_{x_0} \hat L_{x_0}} \left( \frac{\phi(x_0, \varepsilon_1 \Lambda_1)}{W(\phi(x_0, \varepsilon_1 \Lambda_1), \phi(x_0, \varepsilon, \Lambda))} \right) \times \int_{-\infty}^{+\infty} dz \ K_0(x, t; z, 0) \left( \Lambda_1 \phi_2(z, \varepsilon_1 \theta(x_0 - z) - \phi_1(z, \varepsilon_1 \theta(z - x_0)) \right) \times \frac{1}{\hat L_{x_0} \hat L_{x_0}} \left( \frac{\phi(x_0, \varepsilon_1 \Lambda_1)}{W(\phi(x_0, \varepsilon_1 \Lambda_1), \phi(x_0, \varepsilon, \Lambda))} \right) \times \int_{-\infty}^{+\infty} dz \ K_0(x, t; z, 0) \left( \Lambda_1 \phi_2(z, \varepsilon_1 \theta(x_0 - z) - \phi_1(z, \varepsilon_1 \theta(z - x_0)) \right) + \Psi_1(x, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) \Psi_1(x_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) e^{-iEt} + \Psi_0(x, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) \Psi_0(x_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) e^{-iEt}.
\]  \hspace{1cm} (3.9)
Choosing the initial exactly solvable Hamiltonian $H_0$, we have to specify the solutions $\psi_I(x, \varepsilon), I = 1, 2$, and the propagator $K_0(x, t; x_0, 0)$. For the harmonic oscillator model $\psi_I(\xi, \varepsilon) = D_{\varepsilon,1}(\sqrt{2}\xi), \psi_I(\xi, \varepsilon) = D_{\varepsilon,2}(\sqrt{2}\xi)$, and $K_0(x, t; x_0, 0)$ is as follows [49]:

$$K_0(x, t; x_0, 0) = \left(\frac{\omega e^{-i(\frac{\varepsilon}{2} + n)}}{2\pi \sin \omega \tau}\right)^{1/2} \exp\left(\frac{i\omega}{2\sin \omega \tau}[\left(x^2 + x_0^2\right) \cos \omega \tau - 2x_0]\right),$$

(3.10)

where $t = n\pi/\omega + \tau, n \in \mathbb{N}, 0 < \tau < \pi/\omega$. The presence of $\exp(-i\pi(\frac{1}{2} + n))$ in (3.10) provides the correct behavior of the propagator for all values of $t$.

4. Dynamics of localized states in multi-well potentials

Now, we are ready to study features of the localized states dynamics in three-well potentials, taking into account the contribution of all states forming a localized state $\Phi(x, 0)$. The basic equations are equations (2.14a)–(2.14c), (3.2) and (3.9). Changing the parameters $(\varepsilon, \varepsilon_1, \Lambda, \Lambda_1)$ enables us to investigate the effect of the potential shape on the tunneling dynamics in a wide range. To specify the consideration, we fix the initial Hamiltonian to the Hamiltonian of the harmonic oscillator model in terms of the dimensionless variable $\xi = \sqrt{\alpha}x$. Clearly, changing the value of $\omega$ results in the appropriate change of the potential shape (in particular, in the localization of the side minima) in natural units $x$. Furthermore, it is interesting to study the features of the tunneling dynamics with dependence on the choice of $\Phi(x, 0)$. This especially becomes true for the amplification of tunneling transitions by the use of a small part of the initial packet in the central well.

In general, the dynamics of localized states cannot be correctly described by taking into account just a few lowest under-barrier states. The contribution of higher excited states in forming $\Phi(x, 0)$ becomes essential during the tunneling process, and their role increases with the degree of localization. The approach that we follow enables us to consider the features of the dynamics of localized states by taking into account all states of an exactly solvable Hamiltonian with symmetric and asymmetric multi-well potentials.

To proceed further, let us write down the basic equations (2.14a)–(2.14c), (3.2) and (3.9) in terms of dimensionless units $\xi$. We have

$$\Phi(\xi, T) = \int_{-\infty}^{+\infty} \mathrm{d}\zeta K_+^{\xi}(\xi, T; \zeta, 0)\Phi(\zeta, 0),$$

(4.1)

where $\Phi(\xi, 0)$ is the wave packet at the initial time, and

$$K_+^{\xi}(\xi, T; \xi_0, 0) = -\frac{\Phi_1(\xi_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1)}{N_{\Lambda_1}^{-1}} \tilde{L}_x \tilde{L}_\xi$$

$$\times \int_{-\infty}^{+\infty} \mathrm{d}\zeta K_0(\xi, T; \zeta, 0)(\Lambda D_{\varepsilon,1}(-\sqrt{2}\zeta)\theta(\xi_0 - \zeta) - D_{\varepsilon,2}(\sqrt{2}\zeta)\theta(\zeta - \xi_0))$$

$$\times \int_{-\infty}^{+\infty} \mathrm{d}\zeta K_0(\xi, T; \zeta, 0)(\Lambda D_{\varepsilon,1}(-\sqrt{2}\zeta)\theta(\xi_0 - \zeta) + D_{\varepsilon,2}(\sqrt{2}\zeta)\theta(\zeta - \xi_0))$$

$$+ \Psi_1(\xi, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1)\Psi_0(\xi_0, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1) e^{-i\tau T}$$

$$+ \Psi_0(\xi, \varepsilon, \Lambda; \varepsilon_1, \Lambda_1)\Psi_0(\xi_0, \varepsilon_1, \Lambda; \varepsilon, \Lambda) e^{-i\tau T}$$

(4.2)

with

$$K_0(\xi, T; \zeta, 0) = \left(\frac{\omega e^{-i(\frac{\varepsilon}{2} + n)}}{2\pi \sin \tau}\right)^{1/2} \exp\left(\frac{i}{2\sin \tau}[\left(\xi^2 + \zeta^2\right) \cos \tau - 2\xi\zeta]\right),$$

(4.3)
\( T = \pi n + \tau, n \in \mathbb{N}, 0 < \tau < \pi; \tilde{\varepsilon} = \varepsilon/\omega, \tilde{\varepsilon}_1 = \varepsilon_1/\omega \). The wavefunctions of the ground and the first excited states (2.14a) and (2.14b) are, in terms of dimensionless units,

\[
\tilde{\Psi}_0(\xi, \tilde{\varepsilon}_1, \Lambda_1; \tilde{\varepsilon}, \Lambda) = \frac{\tilde{N}^{-1}_\Lambda \phi(\xi, \tilde{\varepsilon}, \Lambda)}{W(\phi(\xi, \tilde{\varepsilon}_1, \Lambda_1), \phi(\xi, \tilde{\varepsilon}, \Lambda))}, \\
\tilde{\Psi}_1(\xi, \tilde{\varepsilon}, \Lambda; \tilde{\varepsilon}_1, \Lambda_1) = \frac{\tilde{N}^{-1}_\Lambda \phi(\xi, \tilde{\varepsilon}_1, \Lambda_1)}{W(\phi(\xi, \tilde{\varepsilon}_1, \Lambda_1), \phi(\xi, \tilde{\varepsilon}, \Lambda))},
\]

where \( \tilde{N}^{-2}_\Lambda = \Lambda_1^{-1} \tilde{N}^{-2}, \tilde{N}^{-2} = \Lambda \tilde{N}^{-2}, \)

\[
\tilde{N}^{-2} = 4(v - \mu) \frac{\sqrt{\pi} \omega}{\Gamma(-\mu)}, \quad \tilde{N}^{-2} = 4(v - \mu) \frac{\sqrt{\pi} \omega}{\Gamma(-v)},
\]

\( \Lambda, \Lambda_1 > 0, \mu = -1/2 + \varepsilon_1/\omega, v = -1/2 + \varepsilon/\omega \). The functions \( \phi \) and \( \psi \), satisfying (4.4), are as follows:

\[
\phi(\xi, \tilde{\varepsilon}_1, \Lambda_1) = D_\mu(\sqrt{2} \xi) - \Lambda_1 D_\mu(-\sqrt{2} \xi), \quad \psi(\xi, \tilde{\varepsilon}, \Lambda) = D_\nu(\sqrt{2} \xi) + \Lambda D_\nu(-\sqrt{2} \xi).
\]

Now equations (4.1)–(4.4) become the basic equations to study the features of the tunneling dynamics in a wide range of varied parameters \((\varepsilon_1, \varepsilon, \Lambda, \Lambda_1, \omega)\).

We started with the wave packet initially localized in one of side wells

\[
\Phi(\xi, 0) = \left( \frac{e^{2R}}{\pi} \right)^{1/4} \exp \left( -\frac{1}{2} (\xi - \zeta)^2 e^{2R} \right),
\]

where \( \zeta \) is the position of the corresponding well minimum. Next, we figure out the effect of the deformation degree on the tunneling dynamics, and its dependence on the energies of extra levels in \( U^r_0(\xi, \varepsilon, \Lambda, \varepsilon_1, \Lambda_1) \). Looking at figure 1, one may note that the three-well structure is most evident for the choice of parameters \( \varepsilon \) and \( \varepsilon_1 \), when the state with the energy \( \varepsilon \) forms the tunnel doublet with the initial Hamiltonian \( H_0 \) and the ground-state energy \( E_0, \Delta = (E_0 - \varepsilon)/\omega \ll 1 \), and the energy \( \varepsilon_1 \) is fixed to be \( |\varepsilon_1| \approx \omega \). (In what follows, we consider \( \omega = 1 \).) This frequency value will be silently supposed in calculations of numerics in tables 1 and 2.) Therefore, it is advisable to fix the value of \( \Delta \) and to study effects of changing \( \varepsilon_1 \) on the tunneling dynamics. Decreasing the ground-state energy of \( H_0^{\varepsilon_1} \) results in deepening of the central well and in the concentration of the ground-state wavefunction therein. However, the ground-state wavefunction of \( H_0^{\varepsilon_1} \) still plays an essential role in the tunneling dynamics, since transition rates from side wells depend on the overlap integrals between the ground-state wavefunction and the wavefunctions of other states. In this respect, changes in \( \varepsilon_1 \) with fixed values of \( \Delta \) enable us to change the tunneling rate. Concerning deformations of the potential, we will mainly consider them by the use of \( \Delta \) variations. It leads mostly to changes in the shape of the side wells, though a deformation of the central well also takes place (see figure 2).

4.1. Symmetric case

All states of the Hamiltonians \( \tilde{H}_- \) and \( \tilde{H}_+ \) form the complete and orthonormal basis. We would like to show the efficiency of the basis in the series expansion of \( \Phi(\xi, 0) \) over the lowest states in symmetric and asymmetric potentials (state counting starts from the ground state), comparing the exact results of (4.1) with the following approximation:

\[
|\Phi(\xi, T)| = \sum_{n=0}^{\text{max}} e^{\frac{i}{\hbar} \tilde{\Psi}_{(-)}^{(-)}(\xi, E_n) \exp(-iE_n T)}.
\]

The value of squeeze parameter \( R \) (cf (3.1)) is fixed by the requirement of the minimal number of states giving the essential contribution to the series expansion of \( \Phi(\xi, 0) \).
Figure 3. $|\Phi(\xi, T)|$ dependence in the symmetric case: plot (a) corresponds to the first row of table 1 and plot (b) corresponds to the second row of table 1.

Table 1. Coefficients of the $\Phi(\xi, 0)$ series expansion (4.5) over the states of $\tilde{H}(\xi, \mu, \nu, \Lambda)$.

| State number | 1      | 2      | 3      | 4      | 5      | 6      | 7      | 8      | 9      |
|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $\Lambda = 1, R = 1.0, \text{Left}$ | 0.56   | 0.699  | -0.417 | 0.038  | -0.048 | 0.06   | -0.067 | 0.062  | -0.042 |
| $\mu = -0.03, \nu = -0.02$        |        |        |        |        |        |        |        |        |        |
| $\Lambda = 1, R = 1.0, \text{Left}$ | 0.54   | 0.698  | -0.441 | 0.041  | -0.052 | 0.066  | -0.072 | 0.066  | -0.045 |
| $\mu = -0.032, \nu = -0.02$       |        |        |        |        |        |        |        |        |        |
| $\Lambda = 1, R = 0.66, \text{Left}$ | 0.038  | 0.68   | -0.69  | 0.162  | -0.138 | 0.098  | -0.051 | 0.016  | -0.003 |
| $\mu = -1, \nu = -0.02$           |        |        |        |        |        |        |        |        |        |
| $\Lambda = 1, R = 0.6, \text{Left}$ | 0.016  | 0.68   | -0.69  | 0.168  | -0.134 | 0.085  | -0.039 | 0.015  | -0.012 |
| $\mu = -2.0, \nu = -0.02$         |        |        |        |        |        |        |        |        |        |

Table 1 contains the coefficients of the $\Phi(\xi, 0)$ series expansion over the states of $\tilde{H}(\xi, \mu, \nu, \Lambda = 1)$ for different choices of $(\mu, \nu, R)$ (recall that here $\omega = 1$). ‘Left’ indicates the minimum in which the wave packet is initially localized.

It is important to note that once the energies of extra states are close to the ground-state energy of the harmonic oscillator model, the main contribution to the series expansion of $\Phi(\xi, 0)$ comes from the three lowest states. This result is in favor of the application of phenomenological three-level Hamiltonians to tunneling processes at fixed parameters of the potential [27–30]. Considered in table 1, the values of parameters correspond to a wide central well (see the left plot in figure 1) and to the strong overlapping of wavefunctions, which leads to the appearance of a sufficient portion of the wave packet in the central well in the tunneling process (see figure 3).

It is worth mentioning that a small change in the $\mu$ value (the second row of table 1) results in an essential rearrangement of the dynamics of tunnel transitions. This is indicated by increasing the revival time of the wave packet, as well as by the more complicated structure of $|\Phi(\xi, T)|$. Therefore, we can conclude the non-monotonic dependence of the tunneling dynamics under the changing properties of a three-well potential. It means that the values of parameters of phenomenological models [27–30] should also have a non-monotonic behavior. The explicit behavior of probability density in the central well and its sharp dependence on a small change of the well shape parameters can be found in figure 4.
Figure 4. Probability densities in the central (m-curve) and in the left (l-curve) wells: plot (a) corresponds to \( \nu = -0.02, \mu = -0.03 \), and plot (b) corresponds to \( \nu = -0.02, \mu = -0.032 \).

Figure 5. \(|\Phi(\xi, T)|\) dependence in the symmetric case: plot (a) corresponds to the third row of table 1 and plot (b) corresponds to the fourth row of table 1.

When the ground-state energy \(|\epsilon_1| \simeq \omega_1\), the contribution of the ground-state wavefunction in the series expansion of \( \Phi(\xi, 0) \) is very small (cf third and fourth rows in table 1). Indeed, looking at figure 2, one may note that the ground-state wavefunction is located at the central well, and its value in the side wells is negligibly small (see figure 5). The space-time evolution of the wave packet is characterized by a very small portion of \(|\Phi(0, T)|\) in the case and by the independence of the revival time on the choice of the ground-state energy. In other words, a transport of ‘particles’ from side to side wells, with negligibly small central well filling, is realized in this case. The transport time is \( 1/2 T_{\text{revival}} = \pi / \Delta \), and the complete returning time of the packet is equal to \( T_{\text{revival}} \), due to the time reversibility of quantum mechanics. To avoid the wave packet returning, laser beam action on a quantum-mechanical system was proposed in [16–18]. Clearly, this mechanism breaks the time invariance. Note also that the central well filling rate decreases with increasing \(|\mu|\). Hence, changes in \(|\mu|\) enable us to control the rate of the central well filling in the tunneling processes.
Figure 6. \(|\Phi(\xi, T)|\) dependence in the asymmetric case: plot (a) corresponds to the first row of table 2 and plot (b) corresponds to the second row of table 2.

Table 2. Coefficients of the series expansion of \(\Phi(\xi, 0)\) (cf (4.5)) over the states of \(\tilde{H}_1^+ (\xi, \mu, \nu, \Lambda_1 = 1, \Lambda = 0.05)\).

| State number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|--------------|---|---|---|---|---|---|---|---|---|
| \( R = 0.6, \text{ Left,} \) | 0.768 | 0.21 | −0.564 | 0.034 | −0.026 | 0.016 | −0.006 | 0.005 | −0.022 |
| \( \mu = -0.03, \) | \( v = -0.02 \) | \( R = 0.8, \text{ Right,} \) | 0.17 | −0.96 | −0.128 | −0.015 | −0.014 | −0.011 | −0.007 | 0.009 | −0.021 |
| \( \mu = -0.03, \) | \( v = -0.02 \) | \( R = 0.3, \text{ Left,} \) | 0.078 | 0.209 | −0.938 | 0.136 | −0.072 | 0.053 | −0.074 | 0.11 | −0.12 |
| \( \mu = -1, \) | \( v = -0.02 \) | \( R = 0.5, \text{ Right,} \) | 0.012 | −0.95 | −0.215 | −0.044 | −0.029 | −0.012 | −0.005 | −0.02 | 0.059 |
| \( \mu = -1, \) | \( v = -0.02 \) |

4.2. Asymmetric case

Let us consider the effect of deformation of the potential on the tunneling dynamics of wave packets. We suppose \(\Lambda_1 = 1\) and vary the potential shape by changing \(\Lambda\). As has been noted above (see figure 1), the most significant changes in the shape are achieved at \(\Lambda \to 0\). Table 2 contains the coefficients of the series expansion of \(\Phi(\xi, 0)\) over the states of \(\tilde{H}_1^+ (\xi, \mu, \nu, \Lambda_1 = 1, \Lambda = 0.05)\) (recall that here \(\omega = 1\)).

Note that a good approximation of \(\Phi(\xi, 0)\) is achieved by taking into account the ten lowest states of \(\tilde{H}_1^+\). Other states contribute not more than 5% of probability density of the initial wave packet for different values of parameters, satisfying the potential and the wave packet. Hence, we conclude that the proposed basis is relevant to describe the dynamics of localized states even in the case of a strong deformation of a three-well potential.

The space-time evolution, described in equations (4.1), (4.2), (4.3) and (4.4) for a deformed potential, shows a number of differences in comparison to the case of a symmetric potential. First of all, the tunneling transition dynamics is characterized by the partial trapping of the wave packet at the initial well (see figure 6). This effect consists in suppressing tunneling transitions in another side well, and it is strongly pronounced when the wave packet is initially
situated in the deeper well. The mechanism of the partial ‘trapping’ of the wave packet in the initial well is quite simple. If the maximal contribution to $\Phi(\xi, 0)$ located at one of the side wells comes from the under-barrier state, the value of its wavefunction in the other side well is very small. Hence, the contribution of this state to the tunneling to the other side well process is insignificant. Other under-barrier states give a small input into tunneling transitions, due to their minor contributions in forming $\Phi(\xi, 0)$.

Concerning the central well filling, in the case of the initial location of $\Phi(\xi, 0)$ in the left well (see the left panel in figure 6) its value is big, while in the case of location of $\Phi(\xi, 0)$ in the right well, the central well filling value is small (see the right panel in figure 6). The same situation is observed for $|\mu| \sim 1$ (see figure 7), though the portion of the wave packet at the central well is negligibly small even when the wave packet is initially located at the left well (compare with the previously considered left panel in figure 6).

As for the case of a symmetric potential, the dynamics of tunneling transitions strongly depends on small changes of the tunnel doublet value $\Delta = 1/2 - \epsilon/\omega = -\nu$. In particular, it leads to an increase in the period of the wave packet revival time $T_{\text{revival}} = 2\pi \omega/(E_0 - \epsilon)$.

5. Conclusions

In this paper, we have developed the previously proposed approach [36], based on exactly solvable quantum-mechanical models with multi-well potentials and the corresponding exact propagators, to study the dynamics of initially localized states in triple-well potentials. By the use of the procedure of constructing isospectral $N = 4$ SQM Hamiltonians with multi-well potentials\(^4\), the general expressions of Hamiltonians with three-well potentials and their wavefunctions have been obtained. Parameters satisfying the obtained expressions enable us to change the shapes of three-well potentials in a wide region. We have obtained general expressions for the quantum-mechanical propagators, which take into account all states of the Hamiltonians.

Specifying the initial Hamiltonian to that of the harmonic oscillator model, we applied the results to study features of the tunneling dynamics. It is important to note the relevance of the basis that has been used in the series expansion of the initial wave packet $\Phi(\xi, 0)$ to this end.

\(^4\) It is noteworthy to mention other recent applications of SQM to condensed matter physics problems [51–55].
This basis is formed by states of the obtained Hamiltonians under an arbitrary deformation of the potentials. Even in the case of a large squeeze degree of the wave packet, taking the ten lowest states is sufficient to approximate $\Phi(\xi, T)$ in a correct way. This claim has been verified by comparing (4.5) to the one computed with the exact propagator (4.1).

The tunneling dynamics in a symmetric three-well potential demonstrates a number of interesting properties. When the tunnel doublet states, which are formed by the first and the second excited levels, are far from the ground state, the wave packet $\Phi(\xi, T)$ demonstrates a ‘Josephson’-type behavior. The revival time period $T_{\text{revival}}$ is determined by the value of the tunnel doublet $\Delta = (E_0 - \epsilon)/\omega$ in this case. Furthermore, the central well filling is small during the tunneling transport from side to side wells, and the filling increases with the growth of $|\epsilon_1|$. Therefore, by changing the ground-state level, one may control the central well filling during the tunneling transport.

When the three lowest states are close, the central well filling becomes large. The wave packet revival time $T_{\text{revival}}$, as well as its qualitative behavior, strongly depends on the changes of $\Delta_1 = (\epsilon - \epsilon_1)/\omega$. The non-regularity in the behavior of $T_{\text{revival}}$ is explained by its dependence as on $\Delta^{-1}$, as well as on $\Delta_1^{-1}$. The value of $T_{\text{revival}}$ is defined by a common multiple of $\Delta^{-1}$ and $\Delta_1^{-1}$. Hence, small deviations in one of them (say, in $\Delta_1$) results in the significant increasing $T_{\text{revival}}$, which leads to the essential changes in $|\Phi(\xi, T)|$ behavior. Since such a non-monotonic dependence was obtained in the framework of supersymmetric quantum mechanics, it is potentially interesting to figure out this phenomenon in other supersymmetric systems, e.g., in [55].

The tunneling dynamics of wave packets in the deformed three-well potentials demonstrates, as in the case of two-well potentials [36], the effect of partial trapping of the wave packet in the original well. Putting it differently, the portion of the wave packet tunneling from one side well to another side well is sufficiently small, independent of the energies of lowest states. The central well filling is essential only when the lowest states are close to each other, and when the wave packet is initially located at a less deep well. Tunneling in the deformed potentials possesses a non-regularity of $|\Phi(\xi, T)|$ too.

Studies of tunneling in atomtronic devices are essentially based on a time-dependent interaction, provided, e.g., by the laser-beam radiation. The effects of having such interactions were investigated in systems with two-well potentials [56–60], where it was demonstrated that the efficiency of the tunneling dynamics is controlled by the use of external driving forces. For systems with three-well potentials, theoretical modeling of the effects of driving forces is at an early stage and is based on matrix Hamiltonian models [30, 60], or on potentials, the properties of which can be studied by computer simulations [19, 20]. Handling exactly solvable models with three-well potentials with widely varied shapes, and with the corresponding exact propagators, opens up the possibility to study the tunneling dynamics in time-dependent external forces. We believe that the obtained results will be useful in filling a gap in these investigations.
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