RadioAstron discovery of a mini-cocoon around the restarted parsec-scale jet in 3C 84
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ABSTRACT

We present RadioAstron space-based very long baseline interferometry (VLBI) observations of the nearby radio galaxy 3C 84 (NGC 1275) at the centre of the Perseus cluster. The observations were carried out during a perigee passage of the Spektr-R spacecraft on September 21–22, 2013 and involved a global array of 24 ground radio telescopes observing at 5 GHz and 22 GHz, together with the Space Radio Telescope (SRT). Furthermore, the Very Long Baseline Array (VLBA) and the phased Very Large Array (VLA) observed the source quasi-simultaneously at 15 GHz and 27 GHz. Our space-VLBI images reveal a previously unseen sub-structure inside the compact ~1 pc long jet that was ejected about ten years earlier. In the 5 GHz images, we detected, for the first time, low-intensity emission from a cocoon-like structure around the restarted jet. Our results suggest that the increased power of the young jet is inflating a bubble of hot plasma as it carves its way through the ambient medium of the central region of the galaxy. Here, we estimate the minimum energy stored in the mini-cocoon, along with its pressure, volume, expansion speed, and the ratio of heavy particles to relativistic electrons, as well as the density of the ambient medium. About half of the energy delivered by the jet is dumped into the mini-cocoon and the quasi-spherical shape of the bubble suggests that this energy may be transferred to a significantly larger volume of the interstellar medium than what would be accomplished by the well-collimated jet on its own. The pressure of the hot mini-cocoon also provides a natural explanation for the almost cylindrical jet profile seen in the 22 GHz RadioAstron image.
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1. Introduction

Understanding how accreting supermassive black holes (SMBH) in active galactic nuclei (AGN) launch relativistic jets of magnetised plasma and how these jets affect their host galaxy environment continue to be focal questions for studies in both relativistic astrophysics and galaxy evolution (e.g., Blandford et al. 2019). Rapid progress in the numerical simulations of astrophysical jets over the past couple of decades has shed light on these complex, dynamic systems, whose study is complicated by their non-linearity and the need to cover a range of...
The three-dimensional (3D) general relativistic magnetohydrodynamic (GRMHD) simulations have, for example, now demonstrated how jets can be powered through the extraction of the rotational energy of the black hole by electromagnetic torques (Tchekhovskoy et al. 2011), a mechanism originally proposed by Blandford & Znajek (1977). An alternative model posits that the jets are formed when accreting plasma is centrifugally flung out by poloidal magnetic fields co-rotating with the accretion disk (Blandford & Payne 1982). There is observational evidence both for black hole spin-powered (e.g., Zamaninasab et al. 2014; Event Horizon Telescope Collaboration 2019a), and accretion disk-powered jets (e.g., Boccardi et al. 2016).

Comparing the simulation results to observations is challenging mainly due to two reasons. First, the magnetohydrodynamic (MHD) approach does not include the microphysics of the electron heating and cannot self-consistently describe the radiating particle population. This means that generating emission maps from the GRMHD output requires an ad hoc prescription for the electron energy distribution. Second, the extent of the 3D GRMHD jet formation simulations is typically $\lesssim 10^3$ gravitational radii ($r_g$), which has made it difficult to resolve the relevant spatial scales in cm-wavelength ground-based very long baseline interferometry (VLBI) observations, with the notable exception of M 87 (e.g., Asada & Nakamura 2012; Hada et al. 2016; Kim et al. 2018). The development of VLBI at short millimetre wavelengths, especially with the advent of the Event Horizon Telescope (EHT) observing at 1.3 mm, has recently made it possible to image horizon-scale structures in M 87 (Event Horizon Telescope Collaboration 2019b,c) and to probe the jet formation site down to $\sim 200 r_g$ in Centaurus A (Janssen et al. 2021). Besides observing at shorter wavelengths, it is also possible to increase the angular resolution of the VLBI observations by increasing the baseline lengths beyond the limits set by the Earth’s diameter. This provides resolutions similar to or even higher than the EHT, but at centimetre wavelengths, allowing us to probe a lower energy electron population compared to mm-VLBI.

The RadioAstron mission carried out a ground-to-space VLBI array with baseline lengths up to 360,000 km (Karashev et al. 2013). The Russian Spekt-R satellite was launched in 2011 and placed in a highly elliptical, lunar-perturbed orbit around the Earth. The satellite deployed a 10-m Space Radio Telescope (SRT) after launch and operated successfully until 2019. RadioAstron had four receivers; 92 cm, 18 cm, 6 cm, and a wide-band K band receiver covering 1.19–1.63 cm. Thanks to concentric feed horns, the SRT could observe in two bands simultaneously. This combination of cm-wavelength receivers and unprecedented long ground-to-space baselines has made RadioAstron the highest angular resolution instrument in the history of astronomy, with a 7 μas nominal resolution in the K band (e.g., Kardashev et al. 2013; Kovalev et al. 2020).

The RadioAstron open science program included three key science programmes (KSP) concentrating on ultra-high-resolution imaging and polarimetry of the AGN jets, with experiments typically carried out at the times of the perigee passage of Spekt-R and involving large networks of ground radio telescopes (Bruni et al. 2020). While observations at the longest baselines were made in visibility tracking mode only, observations carried out during perigee passes were suitable for imaging; and the ground-to-space baselines were changing quickly avoiding large gaps in the $(u,v)$ coverage. Nearby AGN KSP has been aimed at translating the exquisite angular resolution of RadioAstron observations into ultra-high spatial resolution for the AGN jet studies by observing the nearest radio galaxies that exhibit bright and compact pc-scale emission structures. The main goal of the KSP is to resolve the target jets in or close to their formation site and to provide data for comparisons with the GRMHD simulations. The targets selected for the program were Cen A at a distance of 3.8 Mpc, M 87 at a distance of 16.8 Mpc, and 3C 84 at a distance of 76 Mpc.

The radio source 3C 84 (Perseus A, B0316+413) is hosted by the peculiar elliptical galaxy NGC 1275 in the centre of the Perseus cluster. 3C 84 has been noted as a source with an inverted spectrum (i.e. flux density increasing with frequency) by Dent & Haddock (1965), which prompted Shklovsky (1966) to predict both variable cm-wavelength radiation and strong X-ray emission produced by inverse Compton radiation from the source. Shortly afterwards, 3C 84 was confirmed as one of the first variable radio sources, with an increasing flux density observed in the early 1960s (Dent 1966; Pauliny-Toth & Kellermann 1966). This outburst continued with peaks at cm wavelengths above 50 Jy in the early 1970s and early 1980s. Moreover, following the launch of the Uhuru X-ray satellite in 1970, 3C 84 was found to be a bright X-ray source (Forman et al. 1972).

As a bright radio source, 3C 84 was one of the early targets studied in the parsec scale with VLBI at centimetre (Clark et al. 1968) and millimetre (Readhead et al. 1983) wavelengths. On the kiloparsec scale, Pedlar et al. (1990) imaged 3C 84 with the Very Large Array (VLA), revealing a strongly core-dominated source with a bright component $\sim 4$ arcsec to the south-east, a second component $\sim 16$ arcsec to the south-south-east of the core, and a faint component $\sim 12$ arcsec to the north-west of the core.

The outburst in the 1970s and 1980s was followed by almost two decades of decline in the radio flux density. Centimetre-wavelength VLBI observations made in the 1990s and the early 2000s showed slowly expanding ($0.5c$) small-scale radio lobes $\sim 10–15$ mas north and south of the core, with the northern lobe being strongly free-free absorbed at frequencies below 10 GHz (Walker et al. 2000; Asada et al. 2006). By back-extrapolating, using the advance speed of $0.5c$, Asada et al. (2006) estimated the ejection epoch of the lobes to be 1956±9, which coincides with the increasing radio flux density in the late 1950s and early 1960s (Nesterov et al. 1995). Lower frequency VLBI observations made at 2.3 GHz showed fainter lobe-like structures also at about 30 mas and 70 mas south of the core (Walker et al. 2000). Combined with the VLA results of Pedlar et al. (1990), this means that there are several lobe-like radio features in 3C 84, from pc to kpc scales, which may be a sign of a recurrent jet activity.

The source was also successfully imaged with mm-VLBI during the 1990s and these observations resolved the core region\footnote{We note that since the definition of the ‘core’ depends on the resolution of the observations and the observing frequency, we use the term ‘core region’ to refer to the central part of the source which is located between the northern mini-lobe and the first southern mini-lobe in cm-VLBI images, and has a size of $\leq 4$ mas. The term ‘core’ is from now on reserved for the bright, compact feature on the northern side of the ‘core region’ that is visible in the high-resolution VLBI images at frequencies $\geq 15$ GHz.}, revealing a complex structure within the innermost 3 mas. This structure consists of the presumably stationary core at the northern end of the structure and a bending jet pointing towards the southwest (Dhawan et al. 1998; Lister 2001).

3C 84 became active again in the 2000s with the emergence of a new component from the core (Nagai et al. 2010),...
strong increase in the radio flux density (e.g., Abdo et al. 2009; Nagai et al. 2010; Paraschos et al. 2023), the discovery of GeV gamma-ray emission following the launch of the Fermi satellite in 2008 (Abdo et al. 2009), as well as detections of TeV emission in multiple instances with ground-based Cherenkov telescopes (Aleksić et al. 2012, 2014; Benbow & VERITAS Collaboration 2015; MAGIC Collaboration 2018).

The VLBI monitoring carried out by Nagai et al. (2010) and Suzuki et al. (2012) revealed that a bright new emission feature was ejected from the core before November 2003 and moved towards the south on a curved trajectory at a sub-luminal speed (Suzuki et al. 2012). Nagai et al. (2010) called this new feature ‘C3’, whereas the other features visible in their 22 GHz images taken with the VLBI Exploration for Radio Astrometry (VERA) array in 2006–2009 are at the core (which they call ‘C1’) located 0.6–1.2 mas north of C3 and ‘C2’, which appears to be a remnant of the 1990s jet emission ~1 mas southwest of the core. We use this nomenclature (C1, C2, C3) throughout the paper when discussing features in the core region. The single-dish radio flux density started to rise around 2005, first peaked in 2014 and a second time in 2016 (Nagai et al. 2010; Paraschos et al. 2023).

A high-resolution 43 GHz Very Long Baseline Array (VLBA) image by Nagai et al. (2014) revealed that C3 was connected to the core (C1) by a strongly limb-brightened jet. The limb-brightening can be explained either by velocity structure in a stratified jet or by a change of emissivity across the jet due to, for instance, shear acceleration of the particles in the jet boundary layer. As the direction of this jet between C1 and C3 differs significantly from the jet direction in the 1990s, it seems obvious that C3 marks a point where the new jet interacts with the ambient medium (i.e. the jet head). Furthermore, the significant increase in radio flux density, slow apparent speed of C3, and the detection of gamma-ray emission after 2008 – while the Energetic Gamma-ray Experiment Telescope (EGRET) on board the Compton Gamma-ray Observatory did not detect gamma-rays in the 1990s (Abdo et al. 2009) – strongly suggest that we are seeing restarted jet activity. That is to say that the jet power has increased and also its direction has changed in 2003. In this paper, we refer to the feature of C3 and the jet connecting it to C1 as a ‘restarted jet’.

The complex interaction between the restarted jet and the ambient medium in 3C 84 has been studied intensively over the last few years. There is a bright hot spot inside the jet head C3 and the movement of this hot spot has a rapid lateral expansion closer to the core, which would alleviate the problem of a very wide jet base. However, this is difficult to reconcile with the limb-brightened counter-jet side structure visible in the RadioAstron image, which (if it indeed corresponds to a counter-jet) limits the amount of core-shift at 22 GHz to less than 30 µas (Giovannini et al. 2018).

The quasi-cylindrical jet profile in the 22 GHz RadioAstron image requires a nearly flat density profile of the external medium, suggesting that the restarted jet may be surrounded by a cocoon of hot plasma. Until now, there have been no direct observations of such a structure around parsec-scale jets, although the existence of parsec-scale cocoons is hinted at by the mini-radio lobes in, for example, compact symmetric objects (e.g., Lister et al. 2020) and 3C 84 itself on the ~10 pc scale (e.g., Asada et al. 2006).

Here, we present a new, high-resolution 5 GHz RadioAstron image of 3C 84 that reveals a cocoon-like emission around the restarted pc-scale jet. Furthermore, we describe in detail the data processing of RadioAstron near-perigee imaging experiments of resolved sources that have low correlated flux density on space baselines. The CLEAN images made from the 22 GHz data discussed in this paper have already been presented in Giovannini et al. (2018); however, here we extend the scope to include also regularised maximum likelihood (RML) imaging of RadioAstron data. In the two companion papers we plan to: a) discuss the unexpectedly high brightness temperature of the hot spot in the restarted pc-scale jet of 3C 84 (Savolainen et al., in prep.) and b) the implications of the small-scale sub-structure inside the ground-based VLBI beam, revealed by RadioAstron, on the effective source position (Petrov et al., in prep.).

3C 84 is at redshift of 0.0176 (Strauss et al. 1992), which means that one milliarcsecond corresponds to 0.354 pc, assuming $H_0 = 70.7 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_M = 0.27$ and $\Omega_L = 0.73$. We note here that the jet inclination angle, namely, the angle between the jet and line-of-sight directions, of 3C 84 is rather uncertain, with reported values in the literature ranging from 11° (Lister et al. 2009b) to 65° (Fujita & Nagai 2017). For the analyses in this paper, we adopted two different jet inclination values: 18° and 45°. The reasoning behind the choice of these two values is discussed in Giovannini et al. (2018). Here, 45° represents the typical values derived from the jet-to-counter-jet length and brightness ratios (e.g., Walker et al. 1994; Asada et al. 2006), while 18° represents values derived from modelling the broadband spectral energy distribution (e.g., Tavecchio & Ghisellini 2014).

2. Observations and data reduction

2.1. RadioAstron Space-VLBI observations at 5 and 22 GHz

The RadioAstron Space-VLBI imaging observations of 3C 84 at 5 and 22 GHz were carried out during a perigee passage of Spektr-R on September 21-22, 2013. The whole observing session, including both the SRT and the ground array, lasted from 2013-09-21 15:00 UT to 2013-09-22 13:00 UT. During this time, the SRT sampled projected baselines from 0.2 to 10.4 Earth diameters ($D_0$) in length. Since the drive motors that point the spacecraft’s high-gain communications antenna to the ground station overheat in long operations, the SRT could not observe continuously through the whole imaging run. Instead, it was scheduled for 12 segments of 30–40 min each with 70–90 min cooling gaps in between. These gaps were used to make additional 15.4 GHz and 43.2 GHz observations with the frequency-agile ground array antennas, as we further discuss in Sect. 2.2.
Table 1. Radio telescopes that successfully participated in the RadioAstron imaging observations of 3C 84.

| Telescope                  | Code | Diameter (m) | SEFD (a) |
|----------------------------|------|--------------|----------|
|                            |      | C band (Jy)  | K band (Jy) |
| Spekt-R SRT (RU)           | RA   | 10           | 11 600   | 46 700 |
| KVN-Tamma (KR)             | KT   | 21           | –        | 1288   |
| KVN-Ulsan (KR)             | KU   | 21           | –        | 1288   |
| VLBA-Brewster (USA)        | BR   | 25           | 210      | –      |
| VLBA-Fort Davis (USA)      | FD   | 25           | –        | 640    |
| VLBA-Hancock (USA)         | HN   | 25           | –        | 640    |
| VLBA-Kitt Peak (USA)       | KP   | 25           | 210      | –      |
| VLBA-Los Alamos (USA)      | LA   | 25           | –        | 640    |
| VLBA-Mauna Kea (USA)       | MK   | 25           | –        | 640    |
| VLBA-North Liberty (USA)   | NL   | 25           | 210      | –      |
| VLBA-Owens Valley (USA)    | OV   | 25           | –        | 640    |
| VLBA-Pie Town (USA)        | PT   | 25           | 210      | –      |
| VLBA-St. Croix (USA)       | SC   | 25           | 210      | –      |
| Green Bank Telescope (USA) | GB   | 100          | 10       | –      |
| Very Large Array (USA)     | Y27  | 115 (c)      | –        | 40     |
| Shanghai (CN)              | SH   | 25           | 720      | –      |
| Kalyazin (RU)              | KL   | 46           | 150      | –      |
| Onsala (SE)                | ON   | 25           | 600      | –      |
| Medicina (IT)              | MC   | 32           | –        | 700    |
| Noto (IT)                  | NT   | 32           | 260      | –      |
| Jodrell Bank (d) (UK)      | JB   | 25           | 320      | –      |
| Effelsberg (DE)            | EF   | 100          | 20       | 90     |
| Westerbork (NL)            | WB   | 93 (e)       | 120      | –      |
| Yebes (ES)                 | YS   | 40           | –        | 200    |
| Hartbeesthoek (ZA)         | HH   | 26           | 650      | –      |

Notes.  (a)Typical system equivalent flux density. (b)Values for the left circular polarisation channel are shown (Kovalev et al. 2014). (c)Equivalent diameter of the phased array of 27 × 25 m telescopes taking into account phasing losses in the CnB configuration. (d)Mk2 telescope. (e)Equivalent diameter of the phased array of 14 × 25 m telescopes without taking into account phasing losses.

In addition to the target source, we observed two calibrators with the ground array only. The nearby compact source B3 0307+380 was observed frequently to track telescope gain changes and the bright blazar TXS 0355+508 (4C +50.11) was observed for a few times to allow an independent check on the amplitude calibration.

The SRT was operated in a mixed-band mode, whereby left circularly polarised (LCP) signals from both C band (4.836 GHz) and K band (22.236 GHz) receivers were observed simultaneously (Kardashev et al. 2013). Two sub-bands (IFs) of 16 MHz apiece were recorded per polarisation, giving a total bandwidth of 32 MHz for each observing band. One-bit sampling was used at the SRT, giving a recording bit rate of 128 Mbps, while the ground telescopes employed two-bit sampling and, thus, a 256 Mbps recording rate. The data from the SRT were downlinked in real time to two RadioAstron science data acquisition stations, one in Puschino, Russia (Kardashev et al. 2013) and one in Green Bank, USA (Ford et al. 2014). The Puschino station operated from 2013-09-21 15:00 UT to 08:50 UT on the following day, while the Green Bank station operated from 10:00 UT to 12:40 UT on 2013-09-22.

Altogether 29 ground-based radio telescopes were originally scheduled for the observing run and 24 of them produced data that were successfully correlated. These are listed in Table 1 together with their sizes and sensitivities at the frequency bands they observed. Since the SRT recorded simultaneously in the C and K bands, the ground array was also split in two parts during the space-VLBI scans (see Table 1). Effelsberg switched between 5 GHz and 22 GHz bands, spending half the time at each. All ground array telescopes observed in a dual-polarisation mode. The resulting (u, v) coverages at 5 GHz and 22 GHz are shown in Fig. 1. As will be discussed in Sect. 2.1.2 the longest (shortest) baselines with fringe detections are 1.7 Gλ (3.6 Mλ) at 5 GHz and 7.7 Gλ (3.7 Mλ) at 22 GHz.

In addition to five antennas that suffered from a complete data loss due to technical problems2, hardware problems of various degrees were also experienced at Kitt Peak, Kalyazin, and the Green Bank Telescope. Kitt Peak showed weak fringes, which was later found to have been caused by a poorly seated cable in the signal path. At Kalyazin, the low-noise amplifier (LNA) of one of the polarisation channels failed. Since Kalyazin has linearly polarised feeds and circular polarisation is formed after the LNA stage in a hybrid, the failed LNA resulted in recording of the same linearly polarised signal at both polarisation channels instead of two opposite circular polarisations. The C band receiver of the Green Bank Telescope exhibited strong cross-talk between the polarisation channels and its bandpass shape varied strongly with time. Kalyazin and the Green Bank Telescope were successfully used at the fringe detection stage, but they were dropped from the imaging due to the non-closing errors they introduced to the data.

2 These were KVN-Yonsei 21-m, Urumqi 25-m, Evpatoria 70-m, Torun 32-m and Robledo DSN 70-m.
Fig. 1. \((u, v)\) coverages of the RadioAstron imaging observations of 3C 84. Red and blue points show the data used in the final images from the ground and space baselines, respectively. The visibility data that were detected in global fringe fitting with AIPS (see Fig. 5) but later flagged in the imaging stage are shown by light red for the ground baselines and by cyan for the space baselines. **Top-left panel:** full \((u, v)\) coverage in the \(C\) band. The dashed circles indicate the fringe spacings of 150\(\mu\)as and 500\(\mu\)as. **Top-right panel:** \((u, v)\) coverage for the baseline lengths \(\lesssim 250\text{ M}\lambda\) in the \(C\) band. **Bottom left panel:** the full \((u, v)\) coverage in the \(K\) band. The dashed circles indicate the fringe spacings of 100\(\mu\)as and 30\(\mu\)as. **Bottom-right panel:** \((u, v)\) coverage for the baseline lengths \(\lesssim 1000\text{ M}\lambda\) in the \(K\) band. The black circles in the left panels highlight the scans between 06:10:00 UT and 06:50:00 UT on the second day of the observation. RadioAstron baselines make almost straight lines in the \((u, v)\) plane while ground-only baselines are elliptical arcs.

2.1.1. Correlation and baseline-based fringe search

The data were correlated at the Max-Planck-Institut für Radioastronomie (MPIfR) using the DiFX software correlator (Deller et al. 2011), which had been modified to include a model for the path delay of an interferometer including an orbiting element by taking into account both special and general relativistic effects in a rigorous manner (Bruni et al. 2016). Post-correlation analysis was performed in two steps in order to deal with specific issues of space-VLBI data.

Typical accuracies (maximum deviation from the true value) in the position and velocity of the reconstructed SRT state vector are less than 150 m and 0.01 m s\(^{-1}\), respectively (Zakhvatkin et al. 2014, 2020). These uncertainties lead to two complications. First, the fringe delay and delay rate may differ from the a priori values typically by up to 0.5\(\mu\)s and \(4 \times 10^{-11}\text{ s s}^{-1}\), respectively. Secondly, the residual fringe phase may have a significant non-linear dependence on time over ten-minute-long scans. A non-linear term that is unaccounted for can lead to significant (a factor of three or more) coherence losses.
To overcome the first problem, we used a wide fringe search window of 4096 spectral channels and 0.05 s integration time (±64 µs in delay and ±2 × 10^{-11} s s^{-1} in rate) in the initial fringe search at the correlator. Since the time stamp information for the SRT is set by the tracking station at the moment it starts recording a scan (and since there were concerns that the tracking station clock offset could have random jumps between the scans), fringes to the SRT were searched separately for every scan at the correlator. However, it turned out that the SRT delays and rates changed relatively smoothly from scan to scan and therefore the interpolation or extrapolation of the clock offsets and rates were used for those scans that did not yield detections on baselines to the SRT in the initial fringe search at the correlator. The data were re-correlated applying the refined delay and delay rate model and averaged to have 128 spectral channels per sub-band (IF) and 0.5 s integration time. As a result of re-correlation, the signal-to-noise ratio (S/N) is enhanced thanks to the centring of the search window near the true delay and the respective delay rate.

To overcome the second problem, namely, the residual fringe phase possibly having a large non-linear dependence on time, we modified the traditional fringe-fitting procedure and included evaluation of phase delay acceleration term in addition to estimation of phase delay rate and group delay. This procedure was implemented in the VLBI processing software PIMA\(^3\) (Petrov et al. 2011) by applying a sequence of trial acceleration terms in the specified range with the given step, performing a fringe search over phase delay rate and group delay for each trial acceleration term, and selecting the phase delay acceleration, phase delay rate, and group delay that maximise the time and frequency averaged fringe amplitude.

We started the fringe-search with PIMA in the C band with a search space of ±2 µs in delay, ±2 × 10^{-11} s s^{-1} in rate, and ±1 × 10^{-12} s s^{-2} in acceleration. The detection threshold was chosen to be S/N\(_{\text{PIMA}}\) > 5.92, which corresponds to a false detection probability of P\(_{\text{fa}}\) < 0.1% for this search space (see Appendix A)\(^4\). The results of the initial C band fringe search with PIMA are shown in Fig. 2. RadioAstron fringes were detected from projected baseline lengths of 35 M\(\lambda\) (0.2 D\(\text{bas}\)) to 1412 M\(\lambda\) (6.9 D\(\text{bas}\)) at 5 GHz. The longest baseline detection was with Effelsberg and had an S/N\(_{\text{PIMA}}\) of 8.6. The fringes are generally centred around the delay and rate values used at the correlator with the exception of two scans at the beginning of the experiment that had a large residual acceleration term and an offset in rate ([1.2−1.9]×10^{-11} s s^{-1}). The results of the C band fringe search were then used to limit the search space in the K band to ±0.6 µs in delay and ±5 × 10^{-12} s s^{-1} in rate. The corresponding detection threshold giving a false detection rate of 0.1% was S/N\(_{\text{PIMA}}\) > 5.72. The results are shown in Fig. 3. At 22 GHz, RadioAstron fringes were detected from projected baseline lengths of 186 M\(\lambda\) (0.2 D\(\text{bas}\)) to 2638 M\(\lambda\) (2.8 D\(\text{bas}\)) as we show in Sect. 2.1.2. We note that it would have been desirable to include the acceleration correction already in the correlator model and re-correlate the data. Unfortunately, this feature was not yet implemented in the correlator software at the time of our experiment (Bruni et al. 2016).

The initial fringe-fitting with PIMA revealed large residual accelerations close to the orbital perigee, (−8−8) × 10^{-12} s s^{-2}, corresponding to 0.1−0.4 mHz s^{-1} at 4.836 GHz and 0.4−1.8 mHz s^{-1} at 22.236 GHz (see Fig. 4). It is clear that (especially in the K band), such high acceleration values significantly limit the coherence time (to some tens of seconds), unless they are corrected for. As the SRT moves away from perigee, the residual acceleration term decreases and approaches zero at large distances from the Earth. The derived residual acceleration terms were used to correct the data in AIPS (see Sect. 2.1.2). We note that our model may have included the acceleration correction already in the correlator model and re-correlate the data. Unfortunately, this feature was not yet implemented in the correlator software at the time of our experiment (Bruni et al. 2016).

### 2.1.2. Global fringe-fitting and phasing of the ground array to calibrate the space baselines

The success of a space-VLBI observation crucially depends on our ability to detect weak fringes on noisy space baselines. The standard method to lower the detection threshold in fringe search is to employ a global fringe-fitting scheme that uses data from all the baselines to estimate the residual phases, delays and rates (Schwab & Cotton 1983). For N\(_i\) identical antennas, the reduction factor compared to a single baseline case is \(\approx \sqrt{2/N_i}\) for a point-like source (Thompson et al. 2007). In the case of

---

\(^3\) [http://astrogeo.org/pima/](http://astrogeo.org/pima/)

\(^4\) The S/N in PIMA, S/N\(_{\text{PIMA}}\), is defined as the ratio of fringe amplitude at the maximum to the average fringe amplitude of the randomly picked visibilities in the absence of signal (Petrov et al. 2011). This definition differs from the S/N definition used in the AIPS task FRING, where the S/N is the fringe amplitude at the maximum divided by an approximation of the standard deviation of the fringe amplitude of the noise.
space-VLBI, the source can be usually easily detected on the ground-ground baselines and, therefore, we could phase up the ground array and correlate its coherently averaged signal with the space antenna signal. For $N_g$ identical ground array antennas, this would reduce the detection threshold by a factor of $\sqrt{N_e/N_g}$ compared to a single baseline case\(^5\). Interestingly, Kogan (1996) has shown that, in fact, the same reduction in the detection threshold for ground-space baselines can be achieved by global fringe-fitting, if the ground-ground baselines are much more sensitive than the space baselines. Therefore, after determining the residual acceleration terms with baseline-based fringe fitting in PIMA, we have carried out further rounds of global fringe fitting using the AIPS task FRING.

First we calibrated, imaged, and self-calibrated the ground-array data in a standard manner using AIPS and DIFMAP (see, e.g., Lister et al. 2009a). This provided us with models (images) of the target source and the calibrators on ground baselines. Then we ran another round of fringe-fitting in AIPS using these source models and first solving only for the ground array antennas. Next, we corrected the SRT data for the large residual acceleration terms obtained with PIMA (see Sect. 2.1.1). For this, we wrote a Parsel Tongue (Kettenis et al. 2006) script that calculates the phase corrections for every SRT scan from the input acceleration terms and then writes these in AIPS SN tables that can be applied by the AIPS task CLCAL. We also used a single scan with a strong signal on the space baselines (typically, the shortest projected space baseline in the observation) to solve the single-band delays and the phase offsets between the IFs for the SRT.

After these steps, fringes were iteratively searched on the space baselines by running the AIPS task FRING with the input model of 3C 84 (i.e. the ground-array image) and solving only for the SRT. The weighted average of up to three baseline combinations was used in the coarse fringe search stage using simple fast Fourier transform (FFT) to estimate the phase on a given baseline to the SRT (parameter DPARM(1) = 3 in FRING). Since, at this point, the ground array is already calibrated, the data are divided by the source model, and the residual acceleration of the SRT is corrected, the coherence time on the baselines to the SRT is long, about 8 min even at 22 GHz (see Appendix B), thus allowing for long coherent averaging times. We used a solution interval of 10 min in FRING and ran three rounds of fringe search: the first one with the FFT stage $S/N_{\text{AIPS,FFT}}$ cutoff set to 5, then the second round using a much tighter search window around the position of the neighbouring high-$S/N$ solutions and with a lower $S/N_{\text{AIPS,FFT}}$ cutoff, and then finally an exploratory search for weak fringes on the longest baseline scans for which the clock offsets and rates had been extrapolated at the correlator (scans after 05:00:00 UT on the second day of observations).

Setting the $S/N$ cutoff is always a trade-off between the sensitivity and the risk of false detection. It is known that FRING underestimates the $S/N_{\text{AIPS,FFT}}$ at the low-$S/N$ limit (Desai 1998). Therefore, we evaluated the false-detection probability by examining the distribution of the maximum $S/N_{\text{AIPS,FFT}}$ from fringe searches limited to the part of the parameter space where no signal was expected (see Appendix A). The $S/N_{\text{AIPS,FFT}}$ cutoff in the initial FFT step of the second round of FRING was set to 3.1, while the search windows were constrained to $\pm 100$ ns in delay and $\pm 25$ mHz (C band) or $\pm 50$ mHz (K band) in rate. The

---

\(^5\) If the ground array is heterogeneous, the reduction is obviously not as good as $\sqrt{N_e/N_g}$, since the sensitivity is mostly set by the largest dishes. Furthermore, a non-point-like source structure also results in a smaller improvement in the sensitivity than this theoretical value. Therefore, using a source model is important for sources that are partially resolved on the ground-ground baselines.
estimated, we carried out the brightness temperature analysis in the companion paper (Savolainen et al., in prep.), also without these data.

The results of the global fringe search in AIPS are presented in Fig. 5. While fringes were found for 22 SRT scans with PIMA in the C band on individual baselines, the global search in FRING resulted in detections for 33 SRT scans with the longest baselines being 1656 M\(\lambda\) (8.1 \(D_\odot\)) to the GBT and 1585 M\(\lambda\) (7.7 \(D_\odot\)) to Effelsberg. In the K band the number of detections increased from 7 to 12 scans with the longest baselines being 7640 M\(\lambda\) (8.1 \(D_\odot\)) to the VLA and 7136 M\(\lambda\) (7.6 \(D_\odot\)) to Effelsberg. The fringe spacing of the longest baseline with a detection at 22 GHz corresponds to 27\(\mu\)s. We describe how we used these data from the AIPS global fringe search in the imaging in Sect. 2.1.4.

We note that the source structure causes an additional complication when searching for fringes on the long space baselines. If the structure is not modelled accurately, the residual phase slopes on the long baselines can be large and a fast-moving spacecraft can sample multiple 2\(\pi\) rotations of the structural phase during a single scan. Fringe-fitting can absorb these slopes to residual delays and rates (especially when the triangles to the SRT are long and narrow) and this can increase scatter of the solutions significantly. It is difficult to judge whether the increased scatter in the delay and rate solutions on the longest baselines at the end of the experiment in Fig. 5 is due to this effect or solely due to the noise.

2.1.3. Amplitude calibration

The gain amplitude calibration of the SRT and the ground radio telescopes was carried out in a standard manner using measured system temperatures and a priori gain curves. Ground-telescope K band data were also corrected for the atmospheric opacity in the AIPS task APCAL. This a priori calibration was improved by determining an overall gain correction factor for individual antennas from the average amplitude self-calibration solutions of the target source and the observed calibrators. If this amplitude correction for a given ground array antenna was larger than 15\%, we applied it to the data using the AIPS task CLCOR.

2.1.4. Imaging and self-calibration

We imaged the data using the standard non-linear deconvolution algorithm CLEAN (Högbom 1974; Clark 1980) implemented in the DIFMAP software package (Shepherd 1997). The editing, imaging, and self-calibration of the data were all carried out in DIFMAP. The procedure used for this process differed slightly from the standard one. In order to achieve the high angular resolution that is the whole aim of space-VLBI observations, it is necessary to give more weight to the space baselines than in the usual natural weighting scheme (Murphy 2000). However, we have to balance this weighting against adding excessive amounts of noise to the image. We find that a combination of uniform weighting with a bin size of 5 \times 5 pixels (i.e. grid elements) in the \((u,v)\) grid and additional weighting by the amplitude errors to the power of \(-1\) in DIFMAP gives a good balance (i.e. setting UVWEIGHT 5, \(-1\)). We note that not using any weighting at all by the amplitude errors is dangerous, as this causes an over-fitting of the CLEAN model on the noisy space baselines. When self-calibrating the ground array data, we did use natural weighting in order to ensure we did not miss any large scale emission before running amplitude self-calibration. A low loop gain (a percentage of the map amplitude removed by each CLEAN component) of 0.01–0.02 was used to obtain a better CLEAN performance.
for extended emission structure even though it meant increased computation time.

Another important step is the self-calibration of the SRT phases. For this, we used a 2 min solution interval, while the ground array was self-calibrated with a 10 s solution interval. This ensures a high-enough S/N of the space baseline solutions and prevents generation of spurious flux from noise that could otherwise happen when the SRT is at end of long, narrow baseline triangles that are noisy. Such a spurious flux generation is a special case of the more general phenomenon described by Martí-Vidal & Marcaide (2008). For the ground array, we carried out amplitude self-calibration down to 0.5 min solution intervals, while for the SRT, only one round of amplitude self-calibration with the solution interval equal to the observation length was employed. The amplitude corrections for the SRT were 15–20%.

The sparse \((u,v)\) coverage on the space baselines makes the imaging of the RadioAstron data challenging. As described in Sect. 3, the CLEAN algorithm tends to create artificial ‘clumpiness’ in the final images due to the significant gaps in the \((u,v)\) coverage of space baselines. Therefore, in addition to inverse modelling with CLEAN, we also carried out forward modelling with the RML method (see e.g., Event Horizon Telescope Collaboration 2019c) implemented in the EHT-IMAGING library (EHTIM; Chael et al. 2016, 2018). The general approach in RML imaging is to find the image that minimises an objective function \(\chi_D^2 - \sum \beta R_F\), where \(\chi_D\) is a goodness-of-fit function of the data term \(D\) and \(F_R\) is a regulariser function \(R\). Hyperparameters \(\alpha\) and \(\beta\) give the relative weights between different data terms and regularisers. Since one can use regularisers that emphasise, for instance, smoothness, RML imaging can avoid some of the problematic issues of CLEAN that are related to the CLEAN’s inherent assumption of the sky brightness distribution being composed of point sources. Also, the output image from the RML imaging does not require convolving with a Gaussian beam, since the image itself fits the visibility data – unlike in CLEAN, where it is the collection of point sources that fits the data.

When imaging with the EHTIM, we started with an initial image from ground-only CLEAN imaging to speed up the convergence. At 5 GHz, we chose a field of view (FoV) of 40.96 mas, divided in a grid of 1024 \(\times\) 1024 pixels, and further blurred the initial image with a Gaussian kernel of 0.9 mas FWHM. At 22 GHz, the FoV was 10.24 mas, the grid was 1024 \(\times\) 1024 pixels and the initial blurring was done with a Gaussian kernel of 0.25 mas FWHM. The number of pixels in the model is large due to the wide range of angular scales present in the data and having the ground-only image as the initial model is essential for the convergence. This is not a major issue in terms of the independence of our analysis, however, since we are interested in the small-scale structure in the core region, which is not present in the ground-only images. In the first round of imaging, the data terms included closure phases, log closure amplitudes and, with a small weight, visibility amplitudes. After convergence, visibility phases were self-calibrated and imaging was started over with data terms including both closures and complex visibilities. Before the third and final round, amplitudes were also self-calibrated. We used the same self-calibration intervals as in DIFMAP.

The choice of regularisers and their weights has an impact on the final images from RML and, therefore, we carried out a small parameter survey of \(\beta_R\) for four regulariser terms: relative entropy (MEM), total variation (TV), total squared variation (TV2), and the \(l_1\) norm. A description of the parameter survey and a representative set of image reconstructions from different hyperparameter combinations both at 5 GHz and 22 GHz are presented in Appendix C.

2.2. Ground-array observations at 15 GHz and 43 GHz

The SRT cooling gaps were used to make additional 15 and 43 GHz observations of 3C 84 with the frequency-agile VLBA and phased VLA antennas. The source was observed for eight scans of four minutes each at both frequencies using all eleven stations. The data were calibrated in a standard manner (including an opacity correction) using AIPS, after which they were imaged and self-calibrated in DIFMAP. The errors, \(\sigma\), of the visibilities on baselines to VLA are much smaller than for the rest of the array and they do not seem to correctly represent the systematical uncertainties. Therefore, we weighted the visibilities by \(\sigma^{-1}\) instead of the usual \(\sigma^{-2}\). Figure 6 shows the resulting images of the core region of 3C 84 and image parameters are given in Table 2.

3. Space-VLBI images of the restarted jet

Figure 7 shows the ground-only image of 3C 84 at 5 GHz as well as the CLEAN and RML space-VLBI images at 5 GHz. The space baselines significantly increase the resolution at 5 GHz, which allows us to clearly resolve the bright core region that has a size of 4.1 \(\times\) 2.9 mas or 1.4 \(\times\) 1.0 pc (projected). It is clear that the core region is much more complex than what can be resolved from the ground at 5 GHz. This has consequences to the accuracy of VLBI astrometry, which will be discussed in another work (Petrov et al., in prep.). In Fig. 8, we show the 22 GHz ground-only image of 3C 84 together with two space-VLBI images: a CLEAN image previously published in Giovannini et al. (2018) and a new RML image. It is clear that the space-VLBI images allow one to discern significantly smaller details than the ground-only images, but at the same time, the sparse \((u,v)\) coverage of the space baselines limits the image fidelity and generates visible imaging artefacts. Using different imaging methods that are based on different underlying assumptions about the source structure is essential for judging the robustness of different features in the images.

The \((u,v)\) coverage of space-baselines mostly covers a narrow range of position angles around ~110°, which leads to a large axial ratio of the interferometer’s beam. The standard practice in radio interferometric imaging using CLEAN is to convolve the point sources found by CLEAN with a so-called ‘nominal restoring beam’ which is a 2D Gaussian fit to the central peak of the interferometer’s beam. This is done to represent the finite resolution of the interferometer and to blur out artefacts that result from CLEAN algorithm’s often poor extrapolation of the visibilities to the unsampled high spatial frequencies. In our case, the RadioAstron CLEAN images have nominal beam sizes of 1.22\(\times\)0.17 mas (5 GHz) and 0.32\(\times\)0.05 mas (22 GHz) and the images convolved with these very elongated restoring beams are shown in Appendix D. The very elongated restoring beam makes it difficult to inspect those images by eye and especially to compare the structures in the core region with the structures visible in the RML images, which are not convolved with a Gaussian.

Therefore, we have chosen to show in Figs. 7 and 8, CLEAN images, which are restored with Gaussian beams that are more circular than the interferometer beam, that is, we have supersolved in the direction perpendicular to the space-baselines. While this increases the risk of creating small scale imaging artefacts (and indeed creates them, especially at 22 GHz), we
Fig. 6. Uniformly weighted VLBA+VLA CLEAN images of the core region of 3C 84 at 15 GHz (left panel) and at 43 GHz (right panel). The restoring beam sizes are 1.0 × 0.4 mas at PA = −12° (15 GHz) and 0.36 × 0.134 mas at PA = −13° (43 GHz).

Table 2. CLEAN image parameters.

| Frequency (GHz) | Figure | $r_{\text{uv},\text{min}}$ (MJ) | $r_{\text{uv},\text{max}}$ (MJ) | Pol. | Weights (a) | $B_{\text{maj}}$ (mas) | $B_{\text{min}}$ (mas) | $B_{\text{PA}}$ (°) | $I_{\text{tot}}$ (b) (Jy) | $\sigma/I$ (mJy beam$^{-1}$) | $I_{\text{peak}}$ (mJy beam$^{-1}$) |
|----------------|--------|-------------------------------|-------------------------------|-----|-------------|-------------------|-------------------|----------------|---------------------|----------------------|----------------------|
| 5 (c)          | 7      | 3.6                           | 164                          | I   | 0,−2       | 1.8               | 0.9               | −9              | 15.6 ± 0.8         | 0.8                  | 3620                  |
| 5 (d)          | 7      | 3.6                           | 1710                         | LL  | 5,−1       | 0.6               | 0.3               | 23              | 15.2 ± 0.8         | 0.9                  | 1060                  |
| 15.4 (c)       | 6      | 2.6                           | 440                          | I   | 2,−1       | 1.0               | 0.4               | −12             | 26.4 ± 1.3         | 1.4                  | 6350                  |
| 22.2 (c)       | 8      | 3.7                           | 789                          | I   | 2,−1       | 0.45              | 0.18              | −2              | 22.4 ± 1.2         | 1.5                  | 2540                  |
| 22.2 (d)       | 8      | 3.7                           | 7740                         | LL  | 5,−1       | 0.10              | 0.05              | 0               | 23.0 ± 1.2         | 1.4                  | 746                   |
| 43.2 (c)       | 6      | 7.1                           | 1230                         | I   | 2,−1       | 0.36              | 0.13              | −13             | 15.0 ± 0.8         | 2.6                  | 2560                  |
| 43.2 (d)       | 6      | 7.1                           | 1230                         | I   | 2,−1       | 0.36              | 0.13              | −13             | 15.0 ± 0.8         | 2.6                  | 2560                  |

Notes. (a) Parameters of Uvweight command in Difmap. The first number gives the size of the grid used in determining weights in the uniform weighting scheme; “5” = 5 × 5, “2” = 2 × 2, and “0” means natural weighting. The second number gives the exponent of the weighting based on the visibility errors, i.e., data are weighted either by $\sigma^{-1}$ or $\sigma^{-2}$. (b) Error estimate includes random noise and 5% systematic uncertainty. (c) Ground radio telescopes only. (d) Super-resolved restoring beam.

find the super-resolution in the direction transverse to the space-baselines necessary for a meaningful comparison with the RML images. Moreover, for high-S/N visibility data the effective resolution of the interferometer is better than the nominal beam size (Lobanov 2005) and a modest amount of super-resolution is indeed often achievable with the RML methods and (to a lesser degree) also with CLEAN (Akiyama et al. 2017; Chael et al. 2016).

The 5 GHz space-VLBI CLEAN image in Figure 7 has a restoring beam of 0.60 × 0.30 mas, namely, the image is super-resolved by a factor of two in one direction and under-resolved by a factor of 1.8 in the other direction. The 22 GHz restoring beam used in Giovannini et al. (2018) was 0.10 × 0.05 mas, which corresponds to a factor of three super-resolution in the direction perpendicular to the space baselines. In Giovannini et al. (2018) this relatively large amount of super-resolution was used to study the high-S/N structures in the core region of 3C 84. Other examples of CLEAN images with different restoring beam sizes are presented in Appendix D.

A crucial question when using super-resolved images to draw conclusions about the source structure is related to the features that are likely to be real and which are imaging artefacts. We base our judgement both to a common understanding of typical imaging artefacts generated by different algorithms and to a comparison between the images generated by the different imaging algorithms. The latter is a good diagnostic, since CLEAN and RML typically produce different kinds of artefacts (e.g., Event Horizon Telescope Collaboration 2019c).

It is clear that the super-resolved CLEAN space-VLBI images in Figs. 7 and 8 suffer from artificial ‘clumpiness’ that is due to the CLEAN algorithm’s inherent difficulty in presenting smooth structures combined with the sparse $(u,v)$
Fig. 7. Ground-based and space-based VLBI images of 3C 84 at 5 GHz. Left panel: naturally weighted global-VLBI image. The restoring beam size is $1.8 \times 0.9$ mas at PA $= -9^\circ$ and the rms noise is 0.8 mJy beam$^{-1}$. We note that the low-intensity emission south of the core region is the well-studied “mini-lobe” related to the 1959 outburst (e.g., Walker et al. 2000; Asada et al. 2006). Middle panel: super-uniformly weighted space-VLBI CLEAN image of the central part of 3C 84. The restoring beam size is $0.60 \times 0.30$ mas at PA $= 23^\circ$ and the rms noise is 0.9 mJy beam$^{-1}$. Right panel: regularised maximum likelihood image of the central part of 3C 84 made with Ehtim. The used hyperparameters are MEM $= 0$, TV1 = 1, TV2 = 1 and L1 = 1. The colour scale in all images has a lightness proportional to the square-root of the pixel intensity.

coverage of the ground-to-space baselines and the chosen super-resolved restoring beam especially at 22 GHz. Regularised maximum likelihood images made with the Ehtim package indeed have significantly smoother features. The RML images, on the other hand, show low-level striping, especially at 22 GHz, which is also an artefact created by the gaps in the $(u, v)$ coverage. With these caveats in mind, we can now turn to the core region structures that are common in the CLEAN and RML maps and which we consider robust.

3.1. Structure of the core region

In Fig. 9, the 5 GHz (in contours) and the 22 GHz (in colour) RadioAstron CLEAN images are overlaid in order to better show how the structures in the core region seen at different frequencies relate to each other. The three main features in the core region are labeled as C1, C2, and C3 following the naming convention of Suzuki et al. (2012) and Nagai et al. (2010). The compact northern component C1 has a strongly inverted spectrum and is identified as the core. C1 is clearly visible both in the CLEAN and the RML images at 22 GHz (Fig. 8), but it appears more centre-brightened in the CLEAN image, which may be due to the CLEAN algorithm’s point source assumption. The bright, resolved southern feature C3 is the head of the restarted jet and its morphology suggests a strong interaction between the jet and the surrounding medium. In particular, its overall size, the presence and the location of the compact hot spot inside it, and the brightened edge south-south-east of the hot spot are consistent between the 22 GHz RML and CLEAN images. The small scale spottiness inside C3 in the 22 GHz CLEAN image reflects CLEAN algorithm’s difficulties in reproducing extended diffuse emission.

In the both 22 GHz images, there is also a strongly edge-brightened, almost cylindrical jet connecting C1 and C3 that was previously detected at 43 GHz (Nagai et al. 2014) and discussed in detail in Giovannini et al. (2018). The edge-brightening continues all the way down to the core in the both CLEAN and RML images, but the edges are smoother in the RML image. The western component C2 is diffuse and again its overall size is consistent between the 22 GHz RML and CLEAN images, but the spotty sub-structure in the CLEAN image is a clear artefact. The component C2 presents remains of the jet of the 1990s, when the jet direction was significantly different from its current direction (Dhawan et al. 1998; Lister 2001).

The components C2 and C3 as well as the restarted jet are visible also in the both CLEAN and RML images at 5 GHz. The
Fig. 8. Ground-based and space-based VLBI images of 3C 84 at 22 GHz. Left panel: uniformly weighted global-VLBI image. The restoring beam size is 0.45 $\times$ 0.18 mas at PA = $-2^\circ$ and the rms noise is 1.5 mJy beam$^{-1}$. Middle panel: super-uniformly weighted space-VLBI CLEAN image. The restoring beam size is 0.10 $\times$ 0.05 mas at PA = $0^\circ$ and the rms noise is 1.4 mJy beam$^{-1}$. This image was originally published in Giovannini et al. (2018). The colour scale is restricted to positive intensity values in order to help comparison with the regularised maximum likelihood image on the right. An image with the full intensity range in the colour scale can be found in Appendix D. Right panel: regularised maximum likelihood space-VLBI image made with EHTIM. The used hyperparameters are MEM = 10, TV1 = 1, TV2 = 0 and L1 = 1. The colour scale in all images has a lightness proportional to the square-root of the pixel intensity.

Fig. 9. Combined 5 GHz (contours) and 22 GHz (colour scale) RadioAstron CLEAN images that show the location of the mini-cocoon (marked in blue) and the features C1, C2, and C3. Note: C3 refers to the whole extended jet head, not just the bright 22 GHz hot spot inside it. The restoring beam sizes are the same as in Figs. 7 and 8. The contours increase in steps of two from 5 mJy beam$^{-1}$. Component C1 (core) appears heavily absorbed at 5 GHz. Surrounding C2, C3, and the jet, there is a large, low-intensity emission region visible in the 5 GHz images. It is present both in the RML and CLEAN images, although it appears to taper off more quickly towards the edges in the RML image. In the following, we refer to this emission the ‘mini-cocoon’ (marked in the blue colour in Fig. 9), since it resembles diffuse emission structures surrounding many kpc-scale jets and radio lobes. As we can see in Fig. 9, the mini-cocoon envelops the restarted jet including the jet head C3, as well as the old emission feature C2, making the kpc scale cocoon analogy fitting.

As a fidelity test for the robustness of the mini-cocoon structure, we attempted imaging at 5 GHz with CLEAN windows that excluded the cocoon area, but it was not possible to obtain a high dynamic range image this way: without including the cocoon emission, the rms noise in the final image increased from 0.9 mJy beam$^{-1}$ to 3.2 mJy beam$^{-1}$ and the dynamic range decreased from 1200 to 320. In addition, the fit to the closure phases became significantly worse when excluding the cocoon area: the reduced $\chi^2_{CP}$ increased from 1.4 to 12.8. Therefore, we conclude that the cocoon structure is real. To illustrate the differences between the two models, Figure 10 shows an example of closure phases of two triangles together with model values from images with and without the cocoon structure. We note that the long space-baselines provided by RadioAstron are essential for a robust identification of the mini-cocoon. The cocoon structure has a steep spectrum, as shown in Sect. 3.2.2, and as a result, it is not visible in the images taken at 22 GHz or higher frequencies. On the other hand, at 5 GHz the ground-based VLBI imaging does not have high enough resolution$^6$ to robustly resolve the cocoon structure.

$^6$ The east-west resolution of the ground-only image at 5 GHz is 0.9 mas, while the cocoon structure has an east-west thickness of $\sim$0.3 mas.
Fig. 10. Observed 5 GHz closure phases (black data points) on the triangles Effelsberg – Westerbork – RadioAstron (top) and Westerbork – Brewster – Pie Town (bottom). Blue points show the closure phases of the best-fitting model without a cocoon structure, while red points correspond to the closure phases of a model including the cocoon emission.

cocoon structure – even though the overall size of the core region can be inferred from the ground-only data.

Finally, there is low-intensity emission on the counter-jet side in the both 22 GHz images and this emission is likely to be real. The counter-jet side emission persisted in the CLEAN imaging even when we deliberately tried to self-calibrate it away. Also, the fit to closure phases becomes worse if the counter-jet side emission is excluded from the model – the reduced \( \chi^2 \) increases from 1.3 to 5.2. There is some weak counter-jet-side emission visible ≤1 mas from the core also at 5 GHz (see Appendices C and D), and this may be a part of the counter-jet-side mini-cocoon. However, beyond ~1 mas north of the core, the cocoon in the counter-jet-side is invisible, which is likely due to the free-free absorbing screen that hides low-frequency emission from the counter-jet (Walker et al. 2000).

As mentioned earlier in this paper, the feature C3 likely presents a slowly moving head of the re-started jet that strongly interacts with the ambient medium. The earlier study of the motion and brightness evolution of the ‘hot spot’ inside C3 has shown that it even became temporarily frustrated in 2016–2018 due to a collision with a dense cloud, after which it broke out (Kino et al. 2021). The hot spot in our 22 GHz RadioAstron image from 2013 has unusually high brightness temperature and this, together with its self-absorbed synchrotron spectrum, will be analysed in a companion paper (Savolainen et al., in prep.). We have already analysed the structure of the C1 and the collimation profile of the edge-brightened jet in the 22 GHz image in Giovannini et al. (2018). In the rest of this paper, we concentrate on the low-intensity cocoon-like emission around the jet that is visible in the 5 GHz image, since this is (to our knowledge) the first time such a structure has been seen around a re-started (sub)parsec-scale jet.

3.2. Properties of the mini-cocoon

3.2.1. Size and surface brightness

We interpret the low-intensity emission surrounding the core region in the 5 GHz RadioAstron image as a mini-cocoon that has developed around the new jet already in the first ten years after the re-start of the activity. In this interpretation, the cocoon radio emission is due to synchrotron radiation from particles (shock-)accelerated by the interaction between the jet and the ISM. As discussed by Nagai et al. (2017) and Kino et al. (2021), the re-started jet in 3C 84 is making its way through a dense and clumpy ISM present at the centre of the galaxy. The jet-ISM interaction transfers energy from the jet into the ISM and this happens not only via ram pressure acceleration of the gas clouds but also via heating of the gas swept-up by the shock front. This heated gas can form a cocoon-like structure around the jet and provide confining pressure affecting the jet geometry.

In order to confirm that this interpretation is correct and to investigate the physical properties of the cocoon and the surrounding medium, we need to quantify its size and energy content. To measure the cocoon width (i.e. thickness), we analysed eight intensity cross-sections across the central emission region, as shown in Fig. 11. We have carried out the analysis using different methods for CLEAN images and for images from EHTIM, since the former are convolved with a Gaussian restoring beam, while the latter are not. In the case of CLEAN images, we have fitted the cross-sections with between four and six Gaussian components, using the routines from ASTRUB Python library (Astropy Collaboration 2013), and deconvolved their FWHM width with the restoring beam size. The results for the eastern, western, and southern parts of the cocoon shell are given in Table 3. We carried out the analysis for three different restoring beams (0.6 × 0.3 mas at 23º, 0.6 × 0.3 mas at 0º, and a circular 0.4 mas) and we report the mean values in Table 3. The errors include the average uncertainty of the individual fits from the respective covariance matrices (which are clearly underestimated) and the standard error of the mean added in quadrature. The left side of Fig. 11 shows three examples of these Gaussian fits.

The same cross-sections of the four EHTIM images shown in the Appendix C were analysed in the following way. First, the intensity cross-sections were smoothed with a Gaussian filter of 6 pixels in width (1 pixel in EHTIM images has a size of 40 μas) in order to remove spurious local extrema created by small-scale pixel-to-pixel variations\(^7\). Then we calculated the second derivative of the smoothed curve and found its local maxima. These

\(^7\) The selected size of the filter is a compromise between the resolution and the number of spurious local extrema left in the intensity curve. For filter sizes around 6 px, the final results on the cocoon width depend only very weakly on the exact size of the filter.
The ratio between the four analysed images and the errors represent the standard deviation of the intensity slope of the bright central part becomes flatter towards the maxima can be used to identify the point where the steep intensity slope of the bright central part becomes flatter towards the edge of the slice due to the cocoon emission. We took this point as the inner edge of the cocoon. As the outer edge of the cocoon, we used the points at which the cocoon intensity drops to either 50% or 10% of its inner edge value. The corresponding widths, \(W_{90}\) and \(W_{10}\), are given in Table 4. The values are averages over the four analysed images and the errors represent the standard error of the mean with the pixel size added in quadrature.

The three measured cocoon widths (Gaussian FWHM, \(W_{90}\), and \(W_{10}\)) are differently defined and thus they differ (on average). The ratio between \(W_{90}\) and the Gaussian FWHM for the eastern shell is about 0.62, which is reasonably close to half as one would expect. On the other hand, the western shell is much thicker in the EHTIM images than in the CLEAN images for cross-sections 5 and 6. The average ratio between \(W_{10}\) and the Gaussian FWHM for the eastern shell is 1.49, namely, the widths for the eastern shell are \(W_{90} < \) deconvolved single Gaussian FWHM < \(W_{10}\). In the following discussion, we mainly use the (deconvolved) Gaussian FWHM as the shell thickness.

The average thickness is 0.38 mas or 0.13 pc for the eastern shell and 0.26 mas or 0.09 pc for the western shell. The total (deconvolved) width of the core region estimated from the CLEAN image cross-sections ranges from 2.3 mas (slice 1) to 2.7 mas (slice 4), corresponding to 0.8–0.9 pc. We use the distance between the two outermost Gaussians in the fit plus their deconvolved FWHM/2 values as the total width of the core region. Now, we can assume that the cocoon is axisymmetric and calculate its volume assuming that the overall thickness for every cross-section corresponds to the average thickness of the eastern and western shells. The distance along the jet depends on the assumed viewing angle, \(\theta\), hence, we give the volume as a function of \(\theta\). Summing over the volume elements that correspond to the individual slices gives a total volume of the shell, \(V_{c,FWHM} \approx 0.84_{-0.07}^{+0.10} \text{ pc}^3\). Carrying out the same exercise for \(W_{10}\) widths from the EHTIM images results in \(V_{c,W_{10}} \approx 0.4_{-0.07}^{+0.09} \text{ pc}^3\). Here we see that the estimate of the total volume of the cocoon depends only weakly on the imaging algorithm used to create the RadioAstron 5 GHz images. We take \(V_{c,\text{min}} \approx 0.4_{-0.07}^{+0.09} \text{ pc}^3\) as a lower limit to the cocoon volume, since the above measurements exclude, for example, the volume between the jet and the feature C2. An upper limit to the cocoon volume can be obtained by considering the total (deconvolved) width of the slices and summing over these volume elements. The resulting upper limit is \(V_{c,\text{max}} \approx 0.8_{-0.07}^{+0.10} \text{ pc}^3\).

We also want to calculate the line-of-sight thickness of the cocoon. At the centre of the core region it can be roughly estimated as the average thickness of the eastern and western shells: \(\Delta r_{\text{centre}} \approx 0.11_{-0.07}^{+0.10} \text{ pc}\). In the middle of the eastern or western shell, the line-of-sight thickness can be calculated as:

\[
\Delta r_{\text{centre}} = 2\frac{r + \Delta r}{\sin \theta} \sin^{-1}\left(\cos^{-1}\left(\frac{r + \Delta r}{2r}ight)\right)
\]
from the CLEAN image to be $114 \pm 7$ mJy beam$^{-1}$ and the corresponding average brightness temperature is $\sim 3 \times 10^{10}$ K. The EHTIM images give similar average values of $\sim 440$ mJy mas$^{-2}$ and $T_{C,B} \sim 2 \times 10^{10}$ K. These brightness temperatures as well as the steep spectrum of the cocoon (see Sect. 3.2.2) indicate that the cocoon emission is of synchrotron origin. The total measured flux of the cocoon shell, $F_{C,limb} \approx 2.5 \pm 0.2$ Jy at 5 GHz, which can be considered as the lower limit, since it does not take into account the cocoon emission from the central part of the core region where it is superimposed on the emission from the jet and the hot spots. However, we can make a crude estimation of this emission by using the ratio of line-of-sight path lengths through the centre of the cocoon and through the limbs together with the ratio of the corresponding surface areas. The resulting $F_{C,centre} \approx 2.5$ Jy $\times (0.11$ pc/0.42 pc$) \cdot (0.62$ pc$^2$/0.43 pc$^2$) $\approx 0.9$ Jy and the total flux from the cocoon would therefore be roughly $3.4$ Jy at 5 GHz.

### Table 4. Width of the mini-cocoon using the 5 GHz EHTIM images.

| Slice (a) | Eastern shell | Western shell |
|-----------|---------------|---------------|
|           | $W_{10}$ (mas) | $W_{50}$ (mas) | $W_{10}$ (mas) | $W_{50}$ (mas) |
| 1         | 0.59 ± 0.04   | 0.23 ± 0.04   | 0.50 ± 0.07 | 0.17 ± 0.04 |
| 2         | 0.41 ± 0.04   | 0.14 ± 0.04   | 0.47 ± 0.07 | 0.16 ± 0.04 |
| 3         | 0.41 ± 0.07   | 0.16 ± 0.06   | 0.52 ± 0.05 | 0.21 ± 0.05 |
| 4         | 0.34 ± 0.04   | 0.13 ± 0.04   | 0.55 ± 0.04 | 0.25 ± 0.04 |
| 5         | 0.64 ± 0.06   | 0.34 ± 0.05   | 1.07 ± 0.04 | 0.62 ± 0.04 |
| 6         | 0.69 ± 0.04   | 0.37 ± 0.04   | 0.97 ± 0.08 | 0.63 ± 0.12 |

#### Notes
- See Fig. 11 for slice positions.

where $r$ is the inner radius of the cocoon cylinder and $\Delta r$ is the thickness of the cylinder. Taking $\Delta r \approx 0.11$ pc and the average $(r) \approx 0.32$ pc, we get $(\Delta r_{\text{limb}}) \approx \frac{0.32}{114}$ pc.

The average surface brightness of the cocoon was measured from the CLEAN image to be $114 \pm 7$ mJy beam$^{-1}$ and the corresponding average brightness temperature is $\sim 3 \times 10^{10}$ K. The EHTIM images give similar average values of $\sim 440$ mJy mas$^{-2}$ and $T_{C,B} \sim 2 \times 10^{10}$ K. These brightness temperatures as well as the steep spectrum of the cocoon (see Sect. 3.2.2) indicate that the cocoon emission is of synchrotron origin. The total measured flux of the cocoon shell, $F_{C,limb} \approx 2.5 \pm 0.2$ Jy at 5 GHz, which can be considered as the lower limit, since it does not take into account the cocoon emission from the central part of the core region where it is superimposed on the emission from the jet and the hot spots. However, we can make a crude estimation of this emission by using the ratio of line-of-sight path lengths through the centre of the cocoon and through the limbs together with the ratio of the corresponding surface areas. The resulting $F_{C,centre} \approx 2.5$ Jy $\times (0.11$ pc/0.42 pc$) \cdot (0.62$ pc$^2$/0.43 pc$^2$) $\approx 0.9$ Jy and the total flux from the cocoon would therefore be roughly $3.4$ Jy at 5 GHz.

#### 3.2.2. Spectral index

In Sect. 4, we use the measured volume and surface brightness of the cocoon to estimate the energy content of cocoon in the minimum energy conditions. Yet before we can do so, we need an estimate of the cocoon spectrum between 5 and 15 GHz. In order to analyse the spectrum, we aligned the images taken at 5 and 15 GHz by using a 2D cross-correlation of the jet features excluding C1 (e.g., Pushkarev et al. 2012). This extra alignment step is necessary, since the phase self-calibration removes the absolute position information. The image shifts from the cross-correlation are $x_{15} - x_{5} = -0.14$ mas in RA and $y_{15} - y_{5} = 0.27$ mas in Dec. We considered also an alternative means for alignment by matching the peak of C3 using both Gaussian fitting and the pixel of maximum brightness. The differences in the alignment between different methods are less than 0.03 mas. The fact that it is not only the core, but also C2, C3, and the jet that are all optically thick at these frequencies may create biases for all the above alignment methods that rely on the assumption of downstream jet features having frequency-independent positions. Luckily, the spectrum of the cocoon mainly depends on the alignment in the direction transverse to the jet which is typically less affected by spectral index gradients than the alignment along the jet.

Figure 12 shows the 15–5 GHz spectral index image of the inner parsec formed after the alignment. In order to match the spatial frequencies sampled at different observing frequencies, data at short $(u,v)$ spacings were clipped to a matching spatial frequency and tapering was used on the long $(u,v)$ spacings. The image pairs were also convolved with a common restoring beam of $1.0 \times 0.4$ mas at a PA of $0^\circ$. The spectral index image shows that C1, C2, and C3 are indeed all optically thick between 5 and 15 GHz. The mini-cocoon, on the other hand, has a very steep spectrum. The average spectral index $\alpha_{5-15} \approx -1.0$ for the western shell and $\alpha_{5-15} \approx -1.0$ for the eastern shell. The full spectra of features C1, C2, and C3 covering 5–43 GHz are discussed elsewhere (Savolainen et al., in prep.).

### 4. Discussion

As pointed out previously by a number of authors, C3 appears to be the head of a radio mini-lobe, namely, a working surface between the new jet ejected in 2003 and the ambient medium (e.g., Nagai et al. 2010, 2014; Fujita & Nagai 2017; Hiura et al. 2018; Giovannini et al. 2018; Kino et al. 2018, 2021). Interestingly, the ambient medium that C3 is expanding towards is the funnel (or cocoon) that was created by the earlier radio mini-lobes that are currently located at $\lesssim 20$ mas – or $\lesssim 7$ pc (projected) from the core and ejected by the previous outburst that started in 1959 (Nesterov et al. 1995; Walker et al. 2000; Asada et al. 2006; Fujita et al. 2016). Such a funnel could be filled with very hot, low-density gas heated by the termination shock of the jet related to the 1959 outburst.

---

*Fig. 12. Spectral index ($\alpha$ defined as $I \propto \nu^\alpha$) image of 3C 84 between 15 and 5 GHz. Contours show the total intensity at 5 GHz. Restoring beam size is $1.0 \times 0.4$ mas at PA = $0^\circ$.*

---
The jet–external medium interaction taking place at C3 is complex; for example, the hot spot in C3 is moving non-linearly and possibly even jumping around inside the jet head (Kino et al. 2018, 2021). It has been suggested that this behaviour, together with the high Faraday rotation measure observed in C3, is due to the jet interacting with clouds having high electron density of (2–60) × 10^4 cm^{-3} (Nagai et al. 2017; Kino et al. 2021). This would imply a clumpy medium inside the funnel and we are potentially witnessing a restarted jet interacting with a non-homogeneous, multi-phase medium.

Below, we estimate the physical conditions in the new mini-cocoon and discuss the power requirements to inflate it, as well as the densities of the different media inside the central ~5 pc (de-projected) of 3C 84.

### 4.1. Energy content of the mini-cocoon

Assuming the minimum energy condition, which corresponds to a near-equation between magnetic and particle energies, we can use the synchrotron theory to derive a lower limit to the energy stored in the mini-cocoon (Pacholczyk 1970):

\[
U_{c, \text{min}} = 0.541 c_1 (1 + k)^{3/7} V_c^{3/7} L_c^{4/7} \ [\text{erg s}^{-1}],
\]

where \( V_c \) is the volume of the mini-cocoon in cm^3, \( L_c \) is the total synchrotron luminosity of the mini-cocoon in erg s^{-1}, emitted between frequencies \( \nu_1 \) and \( \nu_2 \), and \( k \) is the energy ratio between heavy particles and relativistic electrons. The factor \( c_1 \) depends on \( \alpha \), \( \nu_1 \), and \( \nu_2 \) and it is given in Pacholczyk (1970). Since the cocoon spectrum is steep, both \( L_c \) and \( U_{c, \text{min}} \) depend only weakly on \( \nu_2 \) and we can safely assume here that \( \nu_2 \approx 10^{11} \) Hz.

The low-frequency cut-off has a more significant impact, therefore we calculate the minimum energy for different values of \( \nu_1 \).

Using \( F_c = 3.4 \text{ Jy} \) and \( \alpha = -1 \), we get \( L_c = 8 \times 10^{41} \text{ erg s}^{-1} \) and \( U_{c, \text{min}} = (3-4) \times 10^{51} (1 + k)^{4/7} \sin^{3/7} \theta \text{ erg for } \nu_1 = 10^9 \text{ Hz}. \)

The range corresponds to the minimum and maximum cocoon volume (see Sect. 3.2.1). The corresponding minimum energy density is \( \rho_{e, \text{min}} = (2-3) \times 10^{-4} (1 + k)^{4/7} \sin^{4/7} \theta \text{ erg cm}^{-3} \) and the equipartition magnetic flux density is \( B_{\text{eq}} = 6 \times 10^{-2} (1 + k)^{2/7} \sin^{2/7} \theta \text{ G} \). Table 5 lists \( L_c, B_{\text{eq}}, \rho_{e, \text{min}}, \) and \( U_{c, \text{min}} \) for other values of \( \nu_1 \).

Given the brightness temperature of the mini-cocoon in excess of 10^{10} K, it is reasonable to assume an ultra-relativistic equation-of-state for the cocoon gas, namely, the ratio of specific heats \( \Gamma_c = 4/3 \), which results in the following pressure:

\[
p_c = (\Gamma_c - 1) \rho_c = \frac{1}{3} \rho_c \ [\text{dyn cm}^{-2}].
\]

The minimum pressure of the cocoon is therefore \( p_{c, \text{min}} \approx 1 \times 10^{-4} (1 + k)^{4/7} \sin^{4/7} \theta \text{ dyn cm}^{-2} \text{ for } \nu_1 = 10^8 \text{ Hz}. \)

### 4.1.1. Expansion speed of the cocoon

Since the advance of the jet head C3 has been followed with the high-resolution ground-based VLBI through several studies, there is a good estimate of its speed and we also know that this new jet was born before November 2003 (Suzuki et al. 2012). We can use the age of C3, \( \Delta t = 10 \text{ yr} \) to estimate the transverse expansion speed of the cocoon if we assume that the cocoon is filled by gas heated by the interaction taking place at C3. Estimation of the expansion speed is complicated by the fact that the distance from the jet to the western shell is greater than to the eastern shell. Hence, the cocoon appears to be expanding faster in the western side, which indicates a potentially denser environment in the eastern side than in the western side. This is understandable, since the fading component, C2, in the western side indicates that the previous jet activity may have evacuated the region west of the current jet, which would allow the cocoon to expand more freely in that direction. A lower limit to the average transverse expansion speed can be calculated from the thickness of the eastern shell, \( v_{e, \perp} \gtrsim 0.13 \text{ pc/10 yr = 0.04 c} \), and the upper limit from the total radius of the cocoon, \( v_{e, \perp} \lesssim 0.45 \text{ pc/10 yr = 0.15 c} \). Hence, the overpressured gas in the cocoon expands sideways roughly at a speed of 0.1 c.

The average apparent speed of the jet head C3 was reported to be \( 0.23 \pm 0.06 \text{ c} \) in 2003–2007 from 43 GHz VLBA data (Suzuki et al. 2012) and 0.27 ± 0.02 c in 2007–2013 from 22 GHz VERA data (Hiura et al. 2018). Furthermore, Suzuki et al. (2012) found the C3 feature to accelerate from an apparent speed of 0.10 c to 0.47 c between 2003 and 2008. This acceleration seems to be at odds with the slower speed reported by Hiura et al. (2018), but it is possible that the discrepancy is due to different angular resolutions between the VLBA at 43 GHz and the VERA at 22 GHz – the VLBA kinematics likely correspond to the hotspot inside C3 while VERA follows the overall movement of C3. Here, we adopt an average apparent speed of 0.25 c, which corresponds to the physical speed of the jet head \( \theta_h = 0.46 c \) for \( \theta = 18^\circ \), and \( \theta_h = 0.28 c \) for \( \theta = 45^\circ \). Hence, the ratio \( \theta_h/v_{e, \perp} \) is between 2 and 12, namely, \( \theta_h > v_{e, \perp} \) as required by self-consistency.

### 4.1.2. Densities inside and outside of the cocoon

Equating the cocoon pressure with the ram pressure of the ambient medium,

\[
p_c = \rho_a v_{e, \perp}^2,
\]

where \( \rho_a \) is the density of the ambient medium, and using \( \rho_c \geq \rho_{c, \text{min}} \) and \( v_{e, \perp} \lesssim 0.15 c \), we get an estimate of the minimum \( \rho_a \equiv 5 \times 10^{-24} \sin^{4/7} \theta (1 + k)^{4/7} \text{ g cm}^{-3} \). For \( \theta = 18^\circ \) and assuming normal plasma, this translates to a number density of \( n_a \gtrsim 1.5 (1 + k)^{4/7} \text{ cm}^{-3} \). In the previous calculation, we ignored the thermal mass-energy of the ambient medium. Fujita & Nagai (2017) estimated the ambient gas density in the direction of the

Table 5. Energy content of the mini-cocoon in the minimum energy condition.

| \( \nu_1 \) (Hz) | \( L_c \) (erg s^{-1}) | \( B_{c, \text{eq}} \) (G) | \( \rho_{c, \text{min}} \) (g cm^{-3}) | \( U_{c, \text{min}} \) (erg) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( 10^7 \)      | \( 1 \times 10^{42} \) | \( 8-9 \times 10^{-2} \) | \( 4-5 \times 10^{-4} \) | \( 6-8 \times 10^{31} \) |
| \( 10^8 \)      | \( 8 \times 10^{41} \)  | \( 6 \times 10^{-2} \)  | \( 2-3 \times 10^{-4} \) | \( 3-4 \times 10^{31} \) |
| \( 10^9 \)      | \( 6 \times 10^{41} \)  | \( 4-5 \times 10^{-2} \) | \( 1-2 \times 10^{-4} \) | \( 2 \times 10^{31} \) |
motion of C3 to be $\approx 8\,\text{cm}^{-3}$, if $2\times$ the jet power equals the average jet power measured from the X-ray cavities. Their density estimate is consistent with our lower limit, if $k \leq 20$. Our lower limit for $n_\gamma$ is also larger than the upper limit to the electron number density in the jet, $n_{\text{e,c}} \leq 0.6\,\text{cm}^{-3}$, estimated from the Faraday rotation in mm-wavelength core (Kim et al. 2019). Thus, the jet is lighter than the ambient medium.

If we indeed assume that $\rho_e$ is same in the direction of the jet head’s motion as it is in the direction of the sideways expansion of the mini-cocon, we can use Eq. (4) together with the equation for the pressure balance at the jet head,

$$\rho_e v^2 = \frac{P_j}{\gamma A_h} - \frac{P_{\text{th}}}{\gamma A_h}, \quad (5)$$

where $P_j$ is the jet power, $v_j = c$ is the jet speed, and $A_h$ is the cross-sectional area of the jet head, to obtain the following estimate of the jet power:

$$P_j = \frac{\rho_e v^2}{\gamma A_h}, \quad (6)$$

From the space-VLBI images we estimate the total width of the jet head to be about 1.2 mas, which results in $A_h = 0.13\,\text{pc}^2$. Using again $\rho_e \gtrsim \rho_{\text{e,min}}$ and assuming $\theta = 18^\circ$, we get a lower limit to the jet power, $P_j \gtrsim 2 \times 10^{33} (1 + k)\,\text{erg s}^{-1}$. This lower limit can be compared with the long-term average jet power of 3C 84 measured from the X-ray cavities in Perseus A, $P_{\text{av}} = 1.5 \times 10^{44}\,\text{erg s}^{-1}$ (Rafferty et al. 2006). Taking $2P_j = P_{\text{av}}$, our lower limit is compatible with the upper limit of the long-term jet power if $k \leq 30$. We note that Eq. 6 assumes that all the jet power is used to advance the hot spot. We relax this requirement in the calculations presented in Sect. 4.2.1.

If we adopt $k = (m_e(\gamma)/m_p(\gamma)) \lesssim 30$, where $m_e$ and $m_p$ are the electron-proton plasma with cold protons, we can place a lower limit to the mean Lorentz factor of the relativistic electrons in the case of normal plasma, $\langle \gamma \rangle = 0.01\min(\gamma_{\text{max}}/\gamma_{\text{min}}) \gtrsim 60$. This suggests a minimum electron Lorentz factor $\gamma_{\text{min}} \approx 10$ in the cocoon. Using $B_{\text{eq}}$ from Table 5, this gives a lower frequency cut-off of $v_1 = 2.8 \times 10^8 B_{\text{eq}}^2 \gtrsim 3 \times 10^8\,\text{Hz}$, thus confirming that the values of $v_1$ used in our minimum energy estimates are reasonable. Smaller values of $k$ would indicate larger $\langle \gamma \rangle$ and consequently larger $\gamma_{\text{min}}$. It is, of course, possible that the current jet power exceeds the long-term average, which would allow larger values of $k$. However, as we see in Sect. 4.2.3, also other arguments point to $k$ being on the order of a few tens.

What about the density of the cocoon? Nagai et al. (2017) observed a rotation measure of $6 \times 10^3\,\text{rad m}^{-2}$ in a hot spot located at the edge of C3 in 2015–2016 using the VLBA. Rotation measure depends on the number density of thermal electrons, $n_e$, the line-of-sight component of the magnetic field, $B_l$, and the path length through the Faraday rotating plasma from the source to observer:

$$\text{RM} = 8.1 \times 10^3 \int n_e B_l dl \quad \text{[rad m}^{-2}], \quad (7)$$

where $n_e$ is in $\text{cm}^{-3}$, $B_l$ is in $G$, and $dl$ is in $\text{pc}$. We do not know how much of the Faraday rotation takes place in the cocoon, but we can use the measured RM, $B_l \approx B_{\text{eq}}/\sqrt{3}$ and $dl \approx \Delta l_{\text{c,centre}}$ to place an upper limit to the number density of thermal electrons in the cocoon:

$$n_{\text{e,c}} \leq 2.1 \times 10^{-6} \frac{\text{RM}}{B_{\text{eq}} \Delta l_{\text{c,centre}}} \quad \text{[cm}^{-3}]. \quad (8)$$

We get an upper limit of $n_{\text{e,c}} \lesssim 1.9 \times 10^2 \sin^{5/7} \theta (1 + k)^{-2/7}\,\text{cm}^{-3}$, or for $\theta = 18^\circ$, $n_{\text{e,c}} \lesssim 80(1 + k)^{-2/7}\,\text{cm}^{-3}$.

4.2. Considering whether the mini-cocon may be inflated by the recently re-started jet activity

4.2.1. Power requirements

A simple sanity test for our interpretation of the low-surface-brightness emission around the jet in the 5 GHz RadioAstron image as a mini-cocon inflamed by the increased jet activity since 2003 is to estimate the jet power required to inflate the cocoon. Using the energy conservation for the cocoon and the jet head and assuming constant pressure,

$$dU_c \approx P_d t - dU_h - p_d dV_h - p_h dV_c - dW_h, \quad (9)$$

where $P_d$ is the jet power, $dU_h$ is the change in the internal energy stored in the jet head, $p_d$ is the pressure in the jet head, $dV_h$ is the change in the volume of the jet head, and $W_h$ is the work done by the jet to advance the jet head. Here, we neglect radiation losses. Applying again the minimum energy conditions, we get a rough estimate for the required jet power:

$$P_j \gtrsim \frac{U_c + p_c V_c + U_h + p_h V_h + W_h}{\Delta t} = \frac{4/3(U_c + U_h) + W_h}{\Delta t}, \quad (10)$$

where $\Delta t \approx 10\,\text{yr}$ is the time since the ejection of C3. The work $W_h = F_j r_h$, where $F_j$ is the thrust that can be estimated from the pressure balance (assuming constant ambient density)

$$F_j = \rho_e u_0^2 = \rho_e \left( \frac{v_0}{c} \right)^2 \quad (11)$$

and $r_h$ is the distance of the hot spot from the core, $r_h = 0.76\,\text{sin}^{-1} \theta/\text{pc}$. We take $V_h = 0.035\,\text{sin}^{-1} \theta/\text{pc}^3$. Using the 5–43 GHz images, we estimate the integrated synchrotron luminosity $L_h \approx 6 \times 10^{32}\,\text{erg s}^{-1}$ between 100$\,\text{Hz}$ and 2$\times10^3\,\text{Hz}$. This gives a minimum energy stored in the jet head $U_h \approx 2 \times 10^{35} (1 + k)^{3/7} \sin^{3/7} \theta/\text{erg}. Assuming \theta = 18^\circ$, this is $U_h \approx 3 \times 10^{35} (1 + k)^{3/7}\,\text{erg}. For \theta = 18^\circ$, $v_0/v_{\text{c,perp}} > 0.46c/0.15c = 3$, and the lower limit to the work done to advance the jet head is $W_h \approx 4 \times 10^{31} (1 + k)^{2/7}\,\text{erg}$. The resulting requirement for the average jet power is $P_j \gtrsim 5 \times 10^{34} (1 + k)^{2/7}\,\text{erg s}^{-1}$. If the jet viewing angle is $\theta = 45^\circ$, the same calculations give $P_j \gtrsim 3 \times 10^{35} (1 + k)^{2/7}\,\text{erg s}^{-1}$.

The above lower limit can be again compared with the long-term average jet power from the cavities. We find that the power required to inflate the mini-cocon in ten years is compatible with the upper limit of the long-term average jet power if $k \lesssim 5$ ($\theta = 18^\circ$) or $k \lesssim 15$ ($\theta = 45^\circ$). It is interesting to note that in these very early stages of the jet evolution, the amount of energy dumped in the cocoon, that is, its enthalpy $H_c/\Gamma_c - 1) p c V_c = 4/3 U_c$, is about half of the energy delivered by the jet in Eq. (10) and the fraction that goes to driving the shock in to the ambient medium is about 0.11–0.14.

4.2.2. An alternative jet power estimate

Martí et al. (1997) showed that the 1D advance speed of the jet head can be related to the jet speed by the following expression:

$$v_{\text{h,1D}} = \frac{\sqrt{\eta}}{1 + \sqrt{\eta}} v_j, \quad (12)$$

where $\eta$ is the relativistic enthalpy ratio $p_{\text{h}}/p_{\text{e}}$, between the jet and the ambient medium. If we take the reasonable assumptions $h_a = c^2$ (i.e. the internal energy of the ambient medium is...
negligible as compared to its rest-mass energy) and \( \eta \approx c \), considering the case of \( \theta = 18^\circ \) and \( \eta_0 \approx 0.46c \), taking into account that \( \eta_1 \leq \eta_{1,0} \), we find that \( \eta \geq 0.85 \). Thus, we can safely consider that \( \eta \sim 1 \), namely, \( \rho_j h_j \approx \rho_a c^2 \).

The power of a relativistic jet can be expressed as:

\[
P_j = \left( \rho_j \gamma_j (h_j \gamma_j - 1) + \frac{B_j^2}{4\pi} \right) v_j \pi R_j^2,
\]

(13)

where \( \gamma_j \) is the jet Lorentz factor, \( B_j \) is its magnetic field, and \( R_j \) is the jet radius. Using \( \rho_j h_j \approx \rho_a c^2 \), \( \eta_1 \approx c \), assuming that the jet is relativistic \( (h_j \gamma_j) \gg 1 \), and adding the estimated value for the equipartition magnetic field and ambient density, we find

\[
P_j \approx (6.75 \times 10^{-7})^2 + 4.4 \times 10^6 (1 + k)^{3/4} \pi R_j^2.
\]

Taking into account that \( \gamma_j > 1 \), we find that the jet is probably particle-dominated because the first term in the bracket (standing for the particle kinetic plus internal energy) evidently becomes larger than the second (Poynting flux). By neglecting the Poynting flux term in the equation, and taking \( R_j \approx 0.2 \) mas \( \approx 0.07 \) pc, we can compare the total jet energy flux with that estimated in the previous section, to find

\[
9.35 \times 10^{42} \gamma_j^2 \geq 4 \times 10^{13},
\]

which gives \( \gamma_j \geq 2.2 \). This result is consistent with previous assumptions, but the exact value of the jet power remains uncertain, as a function of the Lorentz factor.

It is worth discussing the implications of the enthalpy ratio being close to 1. If \( \rho_j h_j \approx \rho_a c^2 \), \( \eta_1 \approx \rho_a / \rho_j c^2 \), which might be \( \gg c^2 \) – considering that results in Sect. 4.1.2 indicate \( n_0/n_{c, j} \geq 2.5 (1 + k)^{3/7} \) and the jet plasma can in principle include a significant electron-positron component further increasing \( \rho_a / \rho_j \). Therefore, the jet is probably formed by hot plasma.

4.2.3. Synchrotron-loss time scale

Assuming the magnetic flux density that minimises the total energy in the mini-cocoon, we can calculate the synchrotron half-lifetime of the cocoon electrons radiating at the different observing frequencies \( \nu \):

\[
t_{1/2} = 1.04 B^{3/2} \nu^{1/2} \quad [\text{yr}],
\]

(14)

where \( B \) is the cocoon magnetic field in gauss and \( \nu \) is in GHz. Now, assuming \( B \sim B_{\text{crit}, \nu_1} = 10^6 \) Hz and \( \theta = 18^\circ \), we have \( t_{1/2} \approx 50 (1 + k)^{-3/7} \) yr at 5 GHz, \( t_{1/2} \approx 30 (1 + k)^{-3/7} \) yr at 15 GHz, and \( t_{1/2} \approx 25 (1 + k)^{-3/7} \) yr at 22 GHz. If the viewing angle is \( \theta = 45^\circ \), all the half-lifetimes are 30% shorter. Again, if \( k \) is a few tens, one can easily understand why the mini-cocoon is visible at 5 GHz, but not at 22 GHz – the synchrotron lifetime is too short for the higher frequency emitting electrons to fill the whole cocoon.

4.2.4. Mini-cocoon and the cylindrical shape of the jet

The edge-brightened jet in the 22 GHz image has an almost cylindrical shape (Giovannini et al. 2018), which significantly differs from the parabolic one seen in M 87 (Asada & Nakamura 2012). This collimation profile requires a very shallow pressure profile of the ambient medium, \( \rho_a \propto z^{-b} \), with \( b \leq 0.7 \), and the observed mini-cocoon can provide a nearly constant collimating pressure for the jet. This is a well-known effect in large scale jets, where the cocoon pressure can re-collimate the jet before it enters the termination hot spot (Komissarov & Falle 1998). Although Komissarov & Falle (1998) analyse a kpc scale structure, we use their Eq. (47) to make a crude estimate of the distance at which the re-collimation shock reaches the jet axis, \( z_j \leq 2.5 (1 + k)^{-2/7} \) pc. Here we have assumed that the jet power is equal to the long-term average, \( P_c \geq P_{c, \text{min}} \), and \( \theta = 18^\circ \). If \( k = 20 \), \( z_j \leq 1 \) pc and an initially conical jet can expand only up to about half this distance. With \( \theta = 18^\circ \), this corresponds to \( \leq 0.4 \) mas in the images. This is consistent with the rapid collimation at \( \sim 0.1 \) mas reported by Giovannini et al. (2018). However, we do not see clear signs of a re-collimation shock in the 22 GHz image.

An alternative explanation, suggested, for example, by Blandford et al. (2019), could be that the sub-parsec-scale jet in 3C 84 is collimated by a magnetised sheath. We, however, consider the cocoon pressure to be a more natural explanation, since a) there is evidence for hot plasma in the cocoon, and b) there is also cocoon emission in front of the C3 hot spot – not only around the jet.

4.3. Numerical simulations of jet propagation in an inhomogeneous medium

Since the interaction between the jet and the external medium in 3C 84 is clearly quite complex, it is interesting to turn to numerical simulations in the hope of gaining more insight in the physical processes involved. We have run a numerical simulation based on a new version of the code Ratpenat (Perucho et al. 2010), which includes hydrogen ionisation and recombination physics (based on Vaidya et al. 2015). The first results obtained with this code have been presented in Perucho et al. (2021). This simulation was run during ~36 hours in 1024 cores, at Tirant, the local supercomputer at the University of València. The jet is injected in the grid with a radius of 0.07 pc, velocity \( \eta_1 = 0.98c \), and temperature \( 2.4 \times 10^{10} \) K (jet specific enthalpy \( h_j = 12c^2 \)), which results in a kinetic power \( L_j = 3 \times 10^{44} \) erg s\(^{-1} \). The grid is set up with an inhomogeneous ambient medium with mean density of \( 15 m_p \) cm\(^{-3} \), with a density distribution ranging from \( 3000 m_p \) cm\(^{-3} \) to \( 0.01 m_p \) cm\(^{-3} \), and temperatures ranging from \( 1000 K \) to \( 4 \times 10^6 \) K. To define the initial density distribution, we used the publicly available PyFC code (Wagner & Bicknell 2011), a package which is useful to represent a dense, inhomogeneous component embedded in a smooth background. The distribution of clouds is set up by an iterative process following the work on terrestrial clouds in Lewis et al. (2002). The 3D scalar field follows a log-normal single-point statistics in cartesian space and the fractal distribution is established by Fourier transforming and multiplying the cube by a Kolmogorov power-law with spectral index \( \beta = -5/3 \). The mean \( \langle \mu \rangle \) of the parent distribution is 1.0 and the variance \( \sigma^2 = 5.0 \) (Wagner & Bicknell 2011). The dimensions of the numerical box are 512\(^3 \) cells, with a resolution of 5.8 mpc/cell (resulting in a resolution of 12 cells/R\(_j \)), so the box covers the inner three parsecs of evolution of the relativistic, electron-positron jet propagation. Based on the computational box dimensions, we set a minimum sampling wave-number \( k_{\text{min}} = 17 \), such that the scale of the largest fractal structure in the cube (i.e. the cloud size) is approximately 0.1 pc.

Figure 13 shows the results of the simulation, for which we have used the approximate parameters derived for the jet in 3C 84 in this paper. The images show the initial jet expansion and a transition to nearly cylindrical geometry caused by the jet’s cocoon pressure. Because these represent the initial stages of evolution, the jet head is close enough to the injection point that the jet has not covered enough distance to recollimate in a conical shock. Following the jet evolution for longer distances would allow us to see how, as the jet head evolves to larger distances, a recollimation shock would be formed due to the collimating effect – already observed in the simulations – of the cocoon (this has been observed in previous simulations of jet evolution,
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Fig. 13. Snapshots of a simulation of a relativistic, electron-positron jet propagating through a dilute ambient medium, as expected to be the case for the re-started jet in 3C 84. The left panel shows a 3D render of the leptonic mass fraction (which identifies the jet), three temperature contours (2.5 \times 10^{8} K in faint yellow, 2.1 \times 10^{10} K in faint blue and 1.8 \times 10^{12} K in dark blue), and atomic hydrogen density (brown clumps). The right panel shows a 3D render of the leptonic mass fraction and a pressure contour (faint yellow), to show the position of the jet bow shock. The plots were produced with LLNL VisIt software (Childs 2012).

see, e.g., Perucho & Martí 2007). This is precisely the structure observed in the jet of 3C 84, which shows no bright features from initial expansion until the hotspot.

Interestingly, the plots also show, not only the aforementioned qualitative morphological resemblance, but also that the hottest regions in the jet are the shear layer, where dissipation takes place, and the hotspot itself. The dissipation of the kinetic energy due to the friction between different velocity layers, or the development of instabilities that play this same role can create a layer of hot gas where particles are accelerated (e.g., Rieger 2019, and references therein). In the case of 3C 84, energy dissipation at the jet boundaries could well be produced by the shear, as it is the case in the simulation. The bow shock (external contours) shows a granular structure produced by the interaction of the jet with the colder, denser clouds.

The main difference between the simulation and the observed jet is the bend observed in 3C 84 close to the hot-spot. The jet shows no signs of instability development before this bend, which would correspond to an already non-linear amplitude. Another option would be jet precession, which, considering that jet propagation is basically ballistic, could also be excluded as the cause of the bend because there is no continuous change in direction either. Finally, the presence of a local, relatively large-scale inhomogeneity in the density distribution could trigger a differential cocoon pressure on both sides of the jet, forcing it to change direction. The fact that the lobe seems to develop in the direction of the bend, too, favours this interpretation. The reason is that the lobe plasma will preferentially move towards the lower pressure regions. Interestingly, Kino et al. (2021) reached the same conclusion based on 43 GHz VLBI monitoring during 2016–2020 which shows ~1 yr long frustration of the hot spot motion in 2017 and a subsequent breakout.

4.4. Jet feedback

It is well established that fully developed, large-scale jets of massive radio galaxies can heat the intergalactic or intracluster medium suppressing the cooling flows and controlling the growth of the massive galaxies (McNamara & Nulsen 2007, 2012). There is good evidence that this ‘radio mode’ or ‘maintenance mode’ feedback mechanism is at work also in the Perseus Cluster and generations of outbursts from 3C 84 have inflated multiple X-ray cavities in this cluster (Boehringer et al. 1993; Fabian et al. 2000, 2003). A more recent idea is that the jet, especially a young, confined jet, could be an important feedback mechanism also inside the host galaxy heating gas and driving molecular outflows (e.g., Morganti et al. 2005, 2013; Wagner et al. 2012). One of the central problems of the latter type of feedback has been how well-collimated jets can affect the entire volume of the bulge, that is, how the jet couples to the ISM and how it can deposit energy and momentum relatively isotropically. There are several mechanisms that can play a role here, which will be discussed next.

First of all, jets are light and overpressured. They can inflate a highly overpressured cocoon that expands quasi-isotropically. We can now see evidence for this in sub-pc scales. The mini-cocoon expands at a transverse velocity of \sim 0.1c and its aspect ratio is about 1.4, so the cocoon can process a significantly larger volume of the ISM than the collimated jet alone. However, the transverse expansion speed of the cocoon will decrease as the cocoon pressure decreases over time and this will increase the aspect ratio – for the southern mini-lobe, created by the previous activity period, the aspect ratio is about 2. The results in Sect. 4.2.1 indicate that the jet can dump about half of its energy in the mini-cocoon.

In a series of numerical simulations, first 2D axisymmetric (Perucho et al. 2011, 2014), and later 3D simulations (Perucho et al. 2019, 2021), have shown that collimated, rela-
3C 84 obtained with a global VLBI array and the 10-m Space

where it is implicitly assumed that all the injected energy is transferred to the cocoon to drive the shock (Begelman & Ciotti 1989). Perucho et al. (2017) found that in the relativistic simulations $p_c/p_{\text{max}} \approx 0.4$ throughout the whole propagation phase. Taking this ratio and assuming $\theta = 18^\circ$, $P_j \approx p_j V_c/(0.4 \Delta t) \geq 2 \times 10^{41}(1 + k)^{1/7} \sin^{3/7} \theta \text{ erg s}^{-1}$. This lower limit for $P_j$ matches the lower limit calculated in Sect. 4.1.2 and is a factor of two smaller than the lower limit calculated in Sect. 4.2.1. This is consistent with a large proportion of the energy transfer from the jet taking place through a strong shock with the ambient medium, which, according to the cited works, could be assigned to its collimation and relativistic nature.

Numerical simulations of the jet propagation using a multi-phase description of the ambient medium have also shown that the jets couple strongly to a ‘clumpy’ interstellar medium (e.g., Wagner & Bicknell 2011; Wagner et al. 2012; Mukherjee et al. 2018, and the work described in the previous section). When a jet in these simulations struggles through a dense cluster of gas clouds of various sizes, it is deflected and the flow is channelled to many different directions in the porous ISM. According to the simulations by Wagner et al. (2012) these channel flows provide an efficient means of energy transfer from the jet to the ISM with up to 40% of the jet energy being deposited to the cold and warm gas. The earlier works by Nagai et al. (2017), Kino et al. (2018, 2021) indicate that the restarted jet in 3C 84 is likely moving through a clumpy, multi-phase medium and this mechanism can also be (at least partly) responsible for creating the cocoon bubble. The interaction between the jet and a dense gas clump is also the most likely explanation for the molecular outflow found by Nagai et al. (2019).

Finally, yet another effect that can increase the volume of the ISM that a jet can have an impact on, is the wobbling or precession of the jet. If the jet direction changes significantly with time, it naturally interacts with a larger volume of ambient gas. The 3C 84 has clearly ejected sub-pc scale jets in different directions over the past 30 years as can be seen by comparing VLBI observations made in the 1990s to the jet direction visible in the 22 GHz RadioAstron image. In the 43 GHz VLBA images of Dhawan et al. (1998) made in 1995–1996, the sub-pc jet points to southwest, to the direction of the current feature C2; in 2013, the jet was pointing in the south-southeasterly direction.

It is quite possible that all three mechanisms – an overpressured cocoon, interaction with a clumpy ISM, and changes in the jet direction – work at the same time in 3C 84 helping to transfer energy and momentum from the jet to the ISM.

5. Conclusions

We present a new 5 GHz space-VLBI image of the radio galaxy 3C 84 obtained with a global VLBI array and the 10-m Space Radio Telescope of the RadioAstron mission, as well as 15 and 43 GHz VLBA+VLA images taken quasi-simultaneously with the space-VLBI image. We offer an extensive discussion of the methods for finding weak space-VLBI fringes as well as issues in imaging that are specific to the RadioAstron data. Fringes were detected at baseline lengths up to about 8 $D_{\odot}$, which allowed us to resolve structures in the innermost ~1 pc that are not visible in the ground-based images. Here, we report the discovery of a cocoon-like, low-intensity, emission structure surrounding the jet in the 5 GHz RadioAstron image. This is, to our knowledge, the first time such a mini-cocoon has been seen in the (sub)parsec scale. Following our analysis of the cocoon structure in detail, our main findings are:

- The minimum energy stored in the cocoon is $(3–4) \times 10^{41}(1 + k)^{1/7} \sin^{3/7} \theta \text{ erg}$, where $k$ is the energy ratio between heavy particles and relativistic electrons, $\theta$ is the viewing angle of the jet, and we have assumed that the low-frequency cutoff of the synchrotron spectrum is at $10^8$ Hz. We find that the long-term average jet power measured from the X-ray cavities is enough to inflate the mini-cocoon in 10 years if $k$ is less than a few tens. Also the calculated synchrotron-loss time scales are compatible with our observations if the mini-cocoon is less than ten years old. If the minimum energy assumption holds and the jet powers is not significantly different from the long-term average, then about half of the energy delivered by the jet is dumped in the cocoon and about 11%–14% goes to driving the shock to the ambient medium.

- We estimated the ambient density assuming minimum energy condition in the cocoon, $\rho_c \gtrsim 5 \times 10^{-24}(1 + k)^{4/7} \sin^{3/7} \theta \text{ g cm}^{-3}$. This is compatible with the ~8 cm$^{-3}$ number density estimate by Fujita & Nagai (2017) – if we assume normal plasma and $k \leq 20$. Our lower limit is larger than the upper limit to the sub-pc jet electron number density estimated by Kim et al. (2019) from the Faraday rotation measurements. Therefore, the jet in 3C 84 is light compared to the ambient medium.

- The average transverse expansion speed of the mini-cocoon is about 0.1$c$ while the average propagation speed of the jet head, C3, is about 0.25$c$. The aspect ratio of the mini-cocoon is 1.4 and it can process a significantly larger volume of the ISM compared to a narrow jet alone, which enhances the energy transfer from the jet to the ISM gas.

- The pressure from a hot mini-cocoon around the restarted sub-pc scale jet can explain the almost cylindrical shape of the jet seen in the 22 GHz RadioAstron image (Giovannini et al. 2018) and in the 43 GHz VLBA image (Nagai et al. 2014). The sub-structure in the innermost ~1 pc of the 3C 84 revealed by the RadioAstron at 5 GHz illustrates how valuable the long space baselines are for studying AGN jets. While a similar angular resolution can be obtained with the ground-based VLBI at mm-wavelengths, steep-spectrum structures such as the mini-cocoon are visible only at longer wavelengths.
Appendix A: Probability of false detection in the fringe search
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**Fig. A.1.** Empirical distribution of the maximum S/N\textsubscript{PIMA} of the fringe amplitude from PIMA fringe-fitting data on the SRT baselines n the C band (top) and K band (bottom) when no signal was present in the chosen search region (blue points). The red curve shows the fitted theoretical probability distribution. The shift in the maximum position is mainly due to the different size of the search space: C band fringe-fitting was carried out first and therefore a larger search space was used than in the K band.

In order to calculate the false detection rates in the fringe search on space baselines when using baseline-based fringe search implemented in PIMA, we estimated the probability density distribution of the maximum S/N, S/N\textsubscript{PIMA}, for the fringe amplitude in the case of no signal by following the method described in Petrov et al. (2011). Figure A.1 shows the empirical distribution of S/N\textsubscript{PIMA} of the fringe peak found by PIMA on the baselines to the SRT in the C and K bands, when the search region was set far from the known signal location (compare it with the results of the RadioAstron AGN survey statistics in Kovalev et al. 2020). The size of the search space was set to be the same as the one used in the actual fringe searches: ±2 μs in delay, ±2 × 10^{-11} s/s in rate and ±1 × 10^{-13} s^2/s^2 in acceleration in the C band and ±0.6 μs in delay, ±5 × 10^{-12} s/s in rate and ±1 × 10^{-13} s^2/s^2 in acceleration in the K band. This difference in the size of the search space results in a difference in the S/N\textsubscript{PIMA} distributions between the bands. The figure also shows a fitted theoretical probability distribution of:

\[
p(s) = \frac{n_{\text{eff}}}{\sigma_{\text{eff}} s} e^{-s^2/(2\sigma_{\text{eff}}^2)} \left(1 - e^{-s^2/(2\sigma_{\text{eff}}^2)}\right)^{n_{\text{eff}}-1}
\]  

(A.1)

where s is the S/N\textsubscript{PIMA} of the maximum fringe amplitude. The parameters σ\textsubscript{eff} and n\textsubscript{eff} are the effective rms noise of the correlator output and the effective number of spectrum points in the search region. If all the n samples in the delay–rate–acceleration space were statistically independent, n\textsubscript{eff} would be equal to n. This, however, is not generally the case (Petrov et al. 2011), and we fit for σ\textsubscript{eff} and n\textsubscript{eff}. With these estimates, we calculated the false detection probabilities in this experiment for the above-mentioned search spaces (see Table A.1).

| P\textsubscript{e} | S/N\textsubscript{PIMA} \textbf{C-band\textsuperscript{a}} | S/N\textsubscript{PIMA} \textbf{K-band\textsuperscript{b}} |
|------------------|----------------|----------------|
| 0.1              | 5.07           | 4.84           |
| 0.01             | 5.52           | 5.30           |
| 0.001            | 5.92           | 5.72           |
| 0.0001           | 6.30           | 6.11           |
| 10^{-3}          | 6.65           | 6.48           |
| 10^{-6}          | 6.99           | 6.82           |

Notes. \textsuperscript{a}Search space: ±2 μs in delay, ±2 × 10^{-11} s/s in rate, and ±1 × 10^{-13} s^2/s^2 in acceleration. \textsuperscript{b}Search space: ±0.6 μs in delay, ±5 × 10^{-12} s/s in rate, and ±1 × 10^{-13} s^2/s^2 in acceleration.
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**Fig. A.2.** Empirical distribution of the maximum S/N\textsubscript{AIPS,FFT} of the fringe amplitude in the FFT stage of the AIPS fringe-fitting task FRING in the C band (top) and K band (bottom) when no signal was present in the chosen search region (blue points). The search window is constrained to be ±100 ns in delay and ±25 mHz (C band) or ±50 mHz (K band) in rate. The red curve shows the fitted theoretical probability distribution. Note: in addition to a very large difference in the search space size between Figs. A.1 and A.2, S/N\textsubscript{PIMA} and S/N\textsubscript{AIPS,FFT} are also defined differently.
Table A.2: Probability of false detection in the AIPS narrow window fringe search

| $S/N_{\text{AIPS,FFT}}$ | $P_e$ C band$^a$ | $P_e$ K band$^b$ |
|--------------------------|-----------------|-----------------|
| 3.0                      | 0.002           | 0.004           |
| 3.1                      | 0.0008          | 0.002           |
| 3.2                      | 0.0004          | 0.0008          |
| 3.3                      | 0.0002          | 0.0004          |
| 3.4                      | $7 \times 10^{-5}$ | 0.0002          |
| 3.5                      | $3 \times 10^{-5}$ | $7 \times 10^{-5}$ |
| 3.6                      | $2 \times 10^{-5}$ | $3 \times 10^{-5}$ |
| 3.7                      | $5 \times 10^{-6}$ | $1 \times 10^{-5}$ |
| 3.8                      | $2 \times 10^{-6}$ | $5 \times 10^{-6}$ |
| 3.9                      | $8 \times 10^{-7}$ | $2 \times 10^{-6}$ |

Notes. $^a$Search window: ±100 ns in delay and ±25 mHz in rate. $^b$Search window: ±100 ns in delay and ±50 mHz in rate.

A similar technique is used to calculate the false detection probabilities for different $S/N$ thresholds, $S/N_{\text{AIPS,FFT}}$, in the initial FFT fringe search stage of the AIPS task FRING (now without the acceleration term). Figure A.2 shows the results. The location of the peak in Fig. A.2 differs from that in Fig. A.1 for several reasons and the two should not be compared directly. First, the size of the search space is vastly larger in Fig. A.1 than in Fig. A.2. Secondly, $S/N$ is defined differently in the AIPS task FRING and in PIMA (Petrov et al. 2011). And thirdly, $S/N_{\text{PIMA}}$ is calculated for the fringe amplitude after the least-squares solution (Petrov et al. 2011). Furthermore, FRING is known to underestimate the $S/N_{\text{AIPS,FFT}}$ of the FFT step at the low $S/N$ limit (Desai 1998) and, therefore, we fit a following modified probability distribution to the data:

$$p(s) = \frac{n \sigma_{\text{eff}}}{\sigma_{\text{eff}}} f_{\text{SN}}^2 e^{-\frac{(s - \mu)}{\sigma_{\text{eff}}^2}} \left(1 - e^{-\frac{(s - \mu)}{\sigma_{\text{eff}}^2}}\right)^{n-1}.$$  \hspace{1cm} (A.2)$$

Here, $f_{\text{SN}}$ is the scaling factor of the $S/N_{\text{AIPS,FFT}}$, which is left as a free parameter. Table A.2 lists the false detection probabilities calculated from these fits.

Appendix B: Coherence time on baselines to the Space Radio Telescope

Since atmospheric phase fluctuations do not affect the signal recorded by the Space Radio Telescope (SRT), it is expected that the coherence time on the space-to-ground baselines is longer than on the ground-to-ground baselines by a factor of $\sqrt{2}$, if phase changes due to potential residual acceleration of the spacecraft have been corrected for. This is potentially important in the K band, where the space-VLBI data suffers from the poor sensitivity of the SRT (SEFD of 46700 Jy). Furthermore, correcting for the phase drifts in the ground array data by self-calibration before searching for the fringes to the SRT is expected to allow integration times in the SRT fringe fitting that are longer than the atmospheric coherence time. In order to maximise the sensitivity in the global fringe search at the K band with AIPS, we estimated the maximum integration time in FRING which still improves the $S/N$.

The maximum integration time was measured by fringe fitting the SRT data with different solution intervals ranging from 0.5 to 9 minutes. We selected a time interval of 17:23:00–17:33:00 UT when the projected baselines to the SRT were short ($\sim 0.2 \, D_\oplus$) and, therefore, had a high-enough $S/N$ to allow detections down to 0.5 min integrations. Before the test, we corrected for the residual acceleration term, the instrumental phase offset between the IFs, and the single-band delays of the SRT. The ground array data were imaged and fully self-calibrated before the test, so that baseline stacking was possible. In the test we ran the AIPS task FRING using the image from the ground array as an input model, stacked the baselines in the initial FFT step, and searched solutions only for the SRT. The results are shown in Fig. B.1. The $S/N$ keeps increasing as $\sqrt{\Delta t}$ up to $\sim 8$ min. Coherence losses show up only at the integration time of 9 min, for which the vector averaged visibility amplitude – after applying the fringe fit solutions – drops to 94%.
of the vector averaged visibility amplitude determined from the 0.5 – 2 min solution interval results. This integration time is significantly longer than the expected 22 GHz atmospheric coherence times on ground-ground baselines, which by conventional wisdom are thought to range from tens of seconds in bad weather conditions to a few minutes in good weather conditions. However, we would like to point out that this conventional wisdom appears to be rather conservative and in good weather conditions coherence times as long as about 8 min can be achieved even on the ground at 22 GHz. This was found by statistical analysis of the large amount of RadioAstron AGN survey data (Kovalev et al., in prep).

We used the KVN-Tamna station as the reference station in the test described above. In order to have an idea of the weather conditions at this station during the observation, we computed the wet path delay, opacity and brightness temperature at Tamna using the output of the NASA numerical weather model GEOS-FPIT (Rienecker et al. 2018) via a direct integration of the equations of wave propagation in the heterogeneous media (Petrov 2014). We obtained a wet path delay of 687 ps, opacity of 0.24, and sky brightness temperature of 60 K in the direction of observations at 22 GHz. For comparisons, these quantities are approximately two times greater than at the low-altitude site of the Metsähovi Radio Observatory in Finland for the same time of year. This illustrates that the weather conditions at the reference station on the ground were not particularly good, and yet it was still possible to use rather long integration times in the ground-to-space fringe search.
Appendix C: Imaging parameter survey with the eht-imaging library

As described in Sect. 2.1.4, we imaged the space-VLBI data also with a regularised maximum likelihood method (RML) implemented in the eht-imaging library (Chael et al. 2016, 2018). Since the output of the RML methods depends on the choice of the regularisers and their weights, we have explored the effect of the hyperparameters $\beta_R$ by carrying out a small imaging parameter survey. We varied $\beta_R$ between 0 and 100 for four regulariser terms: relative entropy (MEM), total variation (TV), total squared variation (TV2), and the $l_1$ norm. Furthermore, the expected total flux density in the image was used as a regulariser with $\beta_{\text{flux}} = 1000$ in all the imaging trials. The best-fitting images from the parameter survey have mostly small differences in their reduced $\chi^2$ of the fit to closure phases and from that point of view majority of them could be considered valid image reconstructions (only setting TV regulariser weight to $\beta_{TV} = 100$ consistently gives $\chi^2_{CP} > 2.0$). However, several of them show obvious signs of imaging artefacts in the form of noticeable striping when inspected by eye. After discarding the images most strongly affected by such artefacts, we chose four representative reconstructions at both 5 GHz and 22 GHz that are shown in Fig. C.1. These reconstructions confirm the fidelity of the main emission structures visible in the CLEAN images.

Fig. C.1. Set of RML space-VLBI images of 3C 84 from the parameter survey carried out with ehtim. Top row: Four examples of 5 GHz images. Bottom row: Four examples of 22 GHz images. The hyperparameter values are indicated in the images together with the $\chi^2$ value of the fit to closure phases.
Appendix D: Alternative CLEAN images

Here, we present a set of RadioAstron CLEAN images at 5 GHz and 22 GHz made with different visibility weighting schemes (super-uniform, uniform, and natural). Furthermore, we show the super-uniformly weighted images with several different restoring beams (for details, see image captions).

Fig. D.1. Set of 5 GHz CLEAN space-VLBI images of 3C 84. Top row: Images with different weighting schemes. From left to right: super-uniform (UVWEIGHT 5,−1 in DIFMAP; see Sect. 2.1.4), uniform (UVWEIGHT 2,−1), and natural (UVWEIGHT 0,−1). The restoring beam sizes are 1.22×0.17 mas at PA=23° (left), 1.31×0.18 mas at PA=23° (middle), and 1.53×0.43 mas at PA=21° (right). Peak flux densities from left to right are 916 mJy/beam, 1018 mJy/beam, and 2172 mJy/beam. Bottom row: Super-uniformly weighted images with different restoring beams. From left to right: 0.6×0.3 mas at PA=23°, 0.6×0.3 mas at PA=0°, and 0.40×0.40 mas. Peak flux densities from left to right are 1060 mJy/beam, 1029 mJy/beam, and 1109 mJy/beam. In all images contours start from 1% of the peak flux density and increase in steps by factors of 2. Note: the colour scale is different in each panel.
Fig. D.2. Set of 22 GHz CLEAN space-VLBI images of 3C 84. Top row: Images with different weighting schemes. From left to right: super-uniform (UVWEIGHT 5,−1 in DIFMAP; see Sect. 2.1.4), uniform (UVWEIGHT 2,−1), and natural (UVWEIGHT 0,−1). The restoring beam sizes are 0.32 × 0.05 mas at PA=22° (left), 0.33 × 0.07 mas at PA=21° (middle), and 0.40 × 0.13 mas at PA=13° (right). Peak flux densities from left to right are 845 mJy/beam, 1011 mJy/beam, and 1905 mJy/beam. Bottom row: Super-uniformly weighted images with different restoring beams. From left to right: 0.15 × 0.075 mas at PA=0°, 0.10 × 0.05 mas at PA=0°, and 0.10 × 0.10 mas. Peak flux densities from left to right are 1067 mJy/beam, 746 mJy/beam, and 1016 mJy/beam. In all images contours start from 1% of the peak flux density and increase in steps by factors of 2. Note: the colour scale is different in each panel.
Fig. D.3. Ground-only 5 GHz CLEAN image with intensity contours overlaid. The image parameters are the same as in the left panel of Fig. 7 except that here a logarithmic colour scale is used. Contours start from 0.1% of the peak flux density and increase in steps by factors of 2.