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Abstract—With the emergence of edge computing, the problem of offloading jobs between an Edge Device (ED) and an Edge Server (ES) received significant attention in the past. Motivated by the fact that an increasing number of applications are using Machine Learning (ML) inference from the data samples collected at the EDs, we study the problem of offloading inference jobs by considering the following novel aspects: 1) in contrast to a typical computational job, the processing time of an inference job depends on the size of the ML model, and 2) recently proposed Deep Neural Networks (DNNs) for resource-constrained devices provide the choice of scaling down the model size by trading off the inference accuracy. Considering that multiple ML models are available at the ED, and a powerful ML model is available at the ES, we formulate a general assignment problem with the objective of maximizing the total inference accuracy of $n$ data samples at the ED subject to a time constraint $T$ on the makespan. Noting that the problem is NP-hard, we propose an approximation algorithm Accuracy Maximization using LP-Relaxation and Rounding (AMR$^2$), and prove that it results in a makespan at most $2T$, and achieves a total accuracy that is lower by a small constant from the optimal total accuracy. Further, if the data samples are identical we propose Accuracy Maximization using Dynamic Programming (AMDP), an optimal pseudo-polynomial time algorithm. As proof of concept, we implemented AMR$^2$ on a Raspberry Pi, equipped with MobileNets, that is connected to a server equipped with ResNet, and studied the total accuracy and makespan performance of AMR$^2$ for image classification.

I. INTRODUCTION

Edge computing is seen as a key component of future networks that augments the computation, memory, and battery limitations of Edge Devices (EDs) (e.g., IoT devices, mobile phones, etc.), by allowing the devices to offload computational jobs to nearby Edge Servers (ESs) [1]. Since the offloading decision, i.e., which jobs to offload, is the key to minimizing the execution delay of the jobs and/or the energy consumption at the ED, it received significant attention in the past [2].

Recently, an increasing number of applications are using Machine Learning (ML) inference from the data samples collected at the EDs, and there is a major thrust for deploying pre-trained Deep Neural Networks (DNNs) on the EDs as this has, among other advantages, reduced latency. Thanks to the development of DNN models with reduced computation and storage requirements, possibly with reduced inference accuracy, and the advancements in the hardware of EDs [3], ML frameworks such as Tensorflow Lite [4] and PyTorch Mobile [5] are now able to support the deployment of DNNs on EDs. In this context, we study the offloading decision between an ED and an ES for the inference jobs, where an inference job refers to the execution of a pre-trained ML model on a data sample.

In comparison to the fixed processing time requirement of a generic computational job (typically represented by a directed acyclic task graph), the processing time requirement of an inference job depends on the ML model size: a larger model size results in longer processing time and may provide higher inference accuracy. For example, on Pixel 3 smartphone, ResNet [6] has size 178 MB, requires 526 ms, and provides 76.8% accuracy (Top-1 accuracy) for the ImageNet dataset [7], while the smallest DNN model of MobileNet [8] has size 1.9 MB, requires 1.2 ms, but provides 41.4% accuracy [4]. Furthermore, recently developed DNNs for EDs allow for scaling the model size by simply setting a few hypesparameters (cf. [8]–[10]), enabling the EDs to choose between multiple model sizes. However, as we explain in Section II, the offloading decision for inference jobs considering the above novel aspects has received little attention in the literature.

Taking into account the novel aspects for inference jobs, or simply jobs in the sequel, we consider the system in Figure 1 where the ED has $m$ ML models to choose from, and the ES is equipped with a state-of-the-art ML model for a given application. Consider that $n$ jobs (corresponding to $n$ data samples) are available at the ED. It may offload them all to the ES to maximize the inference accuracy. However, offloading each job incurs a communication time to upload the data sample in addition to the processing time at the ES. This may result in a large makespan, i.e., the total time to finish all the jobs. On the other hand, executing all the jobs on the smallest ML model at the ED may result not only in a smaller makespan, but also the lowest inference accuracy. Thus, a scheduler at the ED needs to strike a trade-off between the accuracy and the makespan. Toward this end, we formulate the following problem: given $n$ data samples at time zero, find
a schedule that offloads a partition of the jobs to the ES and assigns the remaining jobs to \( m \) models on the ED, such that the total accuracy is maximized and the makespan is within a time constraint \( T \). Solution to this problem will be beneficial to applications such as Google Photos where a set of photos selected by a user need to be classified into multiple categories in real time. Also, the problem has relevance to applications which do periodic scheduling, i.e., the ED periodically collects all the data samples arrived in a time period \( T \) and aims to finish their processing within the next time period \( T \).

Since the true accuracy (Top-1 accuracy) provided by a model for a given data sample can only be inferred after the job is executed, for analytical tractability, we consider the average test accuracy of the model is its accuracy for any data sample. Given the processing and communication times of the jobs, we formulate the problem as an Integer Linear Program (ILP). We note that the ILP is agnostic to the actual ML models used on the ED and the ES. Different ML models on the ED may correspond to different instantiations of the same DNN with different hyperparameter values (cf. [8]), or they may correspond to different ML algorithms such as logistic regression, support vector machines, DNN, etc.

Solving the formulated ILP is challenging due to the following reasons. Partitioning the set of jobs between the ED and the ES is related to scheduling jobs on parallel machines [11], and assigning the jobs to the models on the ED is related to the knapsack problem [12], both are known to be NP-hard. A special case of our problem, where the ED has a single model \( (m = 1) \), is the Generalized Assignment Problem (GAP) with two machines [13]. GAP is known to be APX-hard, and the best-known approximation algorithm provides a solution that has makespan at most \( 2T \) [14]. However, the algorithms for GAP and their performance guarantees are not directly applicable to our problem due to the additional aspect that, on the ED there are multiple models to choose from. We propose a novel algorithm that solves a Linear Programming relaxation (LP-relaxation) of the ILP, uses a counting argument to bound the number of fractional solutions, and solves a sub-ILP problem to round the fractional solution.

Our main contributions are summarized below:

- We formulate the total accuracy maximization problem subject to a constraint \( T \) on the makespan as an ILP. Noting that the ILP is NP-hard, we propose an approximation algorithm Accuracy Maximization using LP-Relaxation and Rounding (AMR\(^2\)) to solve it. The runtime of AMR\(^2\) is \( O(n^3(m + 1)^3) \).
- We prove that the total accuracy achieved by AMR\(^2\) is at most a small constant (less than 2), lower than the optimum total accuracy, and its makespan is at most \( 2T \).
- For the case of identical jobs, i.e., the data samples are identical, we propose an optimal algorithm Accuracy Maximization using Dynamic Programming (AMDP), which does a greedy packing for the ES and solves a Cardinality Constrained Knapsack Problem (CCKP) for job assignments on the ED.

As proof of concept, we perform experiments using a Raspberry Pi, equipped with MobileNets, and a server, equipped with ResNet50, that are connected over a Local Area Network (LAN). Our application is image classification for the images from ImageNet. We estimate processing and communication times for different sizes of images, and implemented AMR\(^2\) and a greedy algorithm on Raspberry Pi. Our results indicate that the total test accuracy achieved by AMR\(^2\) is close to that of the LP-relaxed solution, and its total true accuracy is, on average, 40\% higher than that of the greedy algorithm.

The rest of the paper is organized as follows. In Section II we present the related work. The system model is presented in Section III. In Sections IV and V we present AMR\(^2\) and its performance bounds, respectively. In Section VII we present the experimental results and finally conclude in Section VIII.

II. RELATED WORKS

In this section, we first present the related works for computation offloading problem and then discuss closely related classical job scheduling problems.

A. Offloading and ML Inference Jobs

Since the initial proposal of edge computing in [15], significant attention had been given to the computational offloading problem, wherein the ED needs to decide which jobs to offload, and how to offload them to an ES [2]. The objectives that were considered for optimizing the offloading decision are, 1) minimize the total execution delay of the jobs, see for example [16]–[18], and 2) minimize the energy of the ED spent in computing the jobs, subject to a constraint on the execution delay, see for example [19]–[21]. However, the above works consider generic computation jobs, and the aspect of accuracy, which is relevant for the case of inference jobs, has not been considered.

Recently, a few works considered the problem of maximizing accuracy for inference jobs on the ED [22]–[24]. In [22], the authors studied the problem of maximizing the accuracy within a deadline for each frame of a video analytics application. They do not consider offloading to the edge and their solution is tailored to the DNNs that use early exits [9]. Similar problem was studied in [23], where offloading between a mobile device and a cloud is considered. The authors account for the time-varying communication times by using model selection at the cloud and by allowing the duplication of processing the job on the mobile device. A heuristic solution was proposed in [24] for offloading inference jobs for maximizing inference accuracy subject to a maximum energy constraint. In contrast to the above works, we consider multiple models on the ED and provide performance guarantees for AMR\(^2\).

B. Job Scheduling

As noted in Section II, our problem is related to the knapsack problem [12]. To see this, note that if it is not feasible to schedule on the ES and all jobs have to be assigned to the ED, then maximizing the total accuracy is equivalent to
maximizing profit, and the constraint $T$ is equivalent to the capacity of knapsack. In this case, our problem turns out to be a generalization of the CCKP [25]. Another special case of our problem, where the ED has only a single model, can be formulated as a GAP [13], [25], with two machines. In GAP, $n$ jobs (or items) have to be assigned to $r$ machines (or knapsacks). Each job-machine pair is characterized by two parameters: processing time and cost. The objective is to minimize the total cost subject to a time constraint $T$ on the makespan. It is known that GAP is APX-hard [27].

In their seminal work [14], the authors proposed an algorithm for GAP that achieves minimum total cost and has makespan at most $2T$. Their method involves solving a sequence of LP feasibility problems, in order to tackle the processing times that are greater than $T$, and compute the minimum total cost using bisection search. Their algorithm can also be used for solving a related extension of GAP, where the cost of scheduling a job on a machine increases linearly with decrease in the processing time of the job. In comparison to this setting, the accuracies (equivalent to negative costs) are not linearly related to the processing times of the jobs and thus the proposed method in [13] is not directly applicable to the problem at hand. Our proposed algorithm AMR$^2$ is different from their method in that it does not require to solve LP feasibility problems and the use of bisection search. Further, we prove the performance bounds using a different analysis technique which is based on a counting argument for the LP-relaxation and solving a sub-problem of the ILP.

III. System Model

Consider an ED and an ES connected over a network and the ED enlists the help of the ES for computation offloading. At time zero, $n$ inference jobs, each representing the processing requirement of a data sample on a pre-trained ML model, are available to a scheduler at the ED. Let $j$ denote the job index and $J = \{1, 2, \ldots, n\}$ denote the set of job indices.

A. ML Models and Accuracy

The ED is equipped with $m$ pre-trained ML models, or simply models. Note that these may correspond to $m$ instantiations of the same DNN with different hyperparameter values resulting in different model sizes; see for example [8], [9]. Or, the models may correspond to different ML algorithms such as logistic regression, support vector machines, DNN, etc. Since the ES is a computationally powerful machine, we consider that it is equipped with a state-of-the-art model. Let $i$ denote the index of the model, and $M = \{1, 2, \ldots, m, m+1\}$ denote the set of model indices, where models 1 to $m$ are on the ED and model $m + 1$ is the model on the ES. We note that our problem formulation and the solution are applicable to any family of ML models deployed on the ED and the ES.

Let $a_i \in [0, 1]$ denote the average test accuracy (Top-1 accuracy) of model $i$. We note that when a job is processed on a model $i$, the resulting Top-1 accuracy, which we refer to by true accuracy for the job, can be quite different from the average test accuracy $a_i$. However, since the true accuracies are not known apriori, for analytical tractability, we consider that the accuracy of a model $i$ for any job is $a_i$. Later, in our experimental results (cf. Section VII), we do present the results with the true accuracies achieved under our algorithm. Without loss of generality, we assume that $a_1 \leq a_2 \leq \ldots \leq a_m$, and also assume that the model $m + 1$ is a state-of-the-art model with a higher average test accuracy than the models on the ED, i.e., $a_m \leq a_{m+1}$. In the sequel, the term ‘accuracy’ refers to the average test accuracy, unless otherwise specified.

B. Processing and Communication Times

The processing time of job $j$ on model $i \in M \setminus \{m + 1\}$ is denoted by $p_{ij}$, and on model $m + 1$ it is denoted by $p'_{(m+1)j}$. Later, in Section VI-A, we consider the special case of identical jobs, that is relevant in applications where the data samples are identical. In several applications, the data samples may need pre-processing before they are input to the ML model. For example, in computer vision tasks, images require pre-processing and the time required for pre-processing varies with the size of the image [28]. In our experiments with the images from the ImageNet dataset, the pre-processing stage only involves reshaping the images to input to the DNN models. Let $\tau_{ij}$ denote the pre-processing time of job $j$ on model $i$. We consider the pre-processing times are part of the processing times defined above.

Let $c_j$ denote the communication time for offloading job $j$. It is determined by the data size of the job, i.e., the size of the data sample in bits, and the data rate of the connection between the ED and the ES. Given $p'_{(m+1)j}$ and $c_j$, the total time to process job $j$ on the ES, denoted by $p_{(m+1)j}$, is given by $p_{(m+1)j} = c_j + p'_{(m+1)j}$. We deliberately use similar notation for the processing times $p_{ij}$ on the ED and the total times $p_{(m+1)j}$ on the ES because it simplifies the expressions in the sequel. We consider that the communication times $c_j$ are fixed and are known apriori. This is possible in the scenarios where the ED and the ES are connected in a LAN or in a private network with fixed bandwidth. In our experiments, the ED and the ES are connected via our institute’s LAN, and the communication times have negligible variance. We also consider that the processing times of the jobs are known apriori and that they can be estimated from the historical job executions.

C. Optimization Problem

Given the set of jobs $J$ at time zero, the makespan is defined as the time when the processing of the last job in $J$ is complete. The objective of the scheduler at the ED is to assign the set of jobs $J$ to the set of models $M$ such that the total accuracy, denote by $A$, is maximized and the makespan is within the time constraint $T$. Note that a schedule involves the partitioning of the set $J$ between the ED and the ES, and the constraint on the makespan implies that the completion time of all the jobs should be with in $T$ on both ED and ES.

The above objective is relevant in applications where the ED periodically collects the data samples in a period $T$ and aims to finish their processing within the next period. By choosing
a small period $T$, a real-time application can aim for fast ML inference at a reduced total accuracy.

Let $x_{ij}$ denote a binary variable such that $x_{ij} = 1$, if the scheduler assigns job $j$ to model $i$, and $x_{ij} = 0$, otherwise. Note that, if $x_{(m+1)j} = 1$, then job $j$ is offloaded to the ES.

Therefore, a schedule is determined by the matrix $x = [x_{ij}]$. We impose the following constraints on $x$:

\[
\begin{align*}
\sum_{i=1}^{m} \sum_{j=1}^{n} p_{ij} x_{ij} & \leq T & (1) \\
\sum_{j=1}^{n} p_{(m+1)j} x_{(m+1)j} & \leq T & (2) \\
\sum_{i=1}^{m+1} x_{ij} & = 1, \forall j \in J & (3) \\
x_{ij} & \in \{0, 1\}, \forall i \in M, \forall j \in J & (4)
\end{align*}
\]

where constraints (1) and (2) ensure that the total processing times on the ED and the ES, respectively, are within $T$, and thus the makespan is within $T$. Constraints in (3) imply that each job is assigned to only one model and no job should be left unassigned, and (4) are integer constraints. We are interested in the following accuracy maximization problem $\mathcal{P}$:

\[
\text{maximize } A = \sum_{i=1}^{m+1} \sum_{j=1}^{n} a_{ij} x_{ij}
\]

subject to (1), (2), (3), and (4).

Note that $\mathcal{P}$ is an ILP. We will show later that a special case of $\mathcal{P}$ reduces to CCKP, which is NP-hard, and thus $\mathcal{P}$ is NP-hard. Let $A^*$ denote the optimal total accuracy for $\mathcal{P}$.

IV. ACCURACY MAXIMIZATION USING LP-RELAXATION AND Rounding (AMR²)

In this section, we first present the two key components of AMR²: 1) the LP-relaxation of $\mathcal{P}$, and 2) an ILP with two jobs, which we refer by sub-ILP. Later, we present the details of AMR².

A. LP-Relaxation and sub-ILP

Given $\mathcal{P}$, we proceed with solving the LP-relaxation of $\mathcal{P}$, where the integer constraints in (4) are replaced using the following non-negative constraints:

\[
x_{ij} \geq 0, \forall i \in M \text{ and } \forall j \in J.
\]

Note that, the constraints $x_{ij} \leq 1$ are not required as this is ensured by the constraints in (3). Let the matrix $\bar{x} = [\bar{x}_{ij}]$ and $A^*_\text{LP}$ denote the schedule and the total accuracy, respectively, output by the LP-relaxation. Note that the LP-relaxed solution provides an upper bound on the total accuracy achieved by an optimal schedule, and thus we have $A^*_\text{LP} \geq A^*$.

Note that the solution to the LP-relaxation may contain $x_{ij}$ values that are fractional, and the rounding procedure is critical to proving the performance bounds. To design a rounding procedure, we first refer to a key result in [29], where the author studied the problem of assigning $N$ jobs to $K$ parallel machines with the objective of minimizing the makespan. For the LP-relaxation of this problem, the author presented the following counting argument: there exists an optimal basic solution in which there can be at most $K - 1$ fractional jobs, i.e., the jobs that are divided between machines, and all the other jobs are fully assigned. Further, the simplex algorithm outputs such a basic optimal solution. In our problem, there are two parallel machines, the ED and the ES, but in contrast to [29], the ED has multiple models and the jobs assigned to the ED are processed in sequence. Taking this new aspect into account, we extend the counting argument for the problem at hand and show that solving the LP-relaxation of $\mathcal{P}$ results in at most two fractional jobs. This structural result is stated in the following lemma.

**Lemma 1.** For the LP-relaxation of $\mathcal{P}$, there exists an optimal basic solution with at most two fractional jobs.

*Proof.* Since LP-relaxation of $\mathcal{P}$ has $n + 2$ constraints, apart from the non-negative constraints in (5), one can show using LP theory that there exists an optimal basic solution with $n + 2$ basic variables that may take positive values and all the non-basic variables take value zero. Under such an optimal basic solution, for the $n$ constraints in (5) to be satisfied, at least one positive basic variable should belong to each of those $n$ constraints. The remaining 2 basic variables may belong to at most two equations. This implies that at least $n - 2$ equations should have exactly one positive basic variable whose value should be one in order to satisfy the constraint. Therefore, there can be at most two equations with multiple basic variables whose values are in $(0, 1)$, and the two jobs that correspond to these equations are the fractional jobs. □

Given the basic optimal solution to the LP-relaxation, the result in Lemma 1 reduces the rounding procedure to assigning at most two fractional jobs. Without loss of generality, we re-index the jobs and refer to the fractional jobs by job 1 and job 2. We define the set $I = J \setminus \{1, 2\}$ and refer to the assignment of $I$ under $\bar{x}$ as the integer solution of the LP-relaxation. We formulate the following ILP, which we refer to by sub-ILP, for computing the assignments for jobs 1 and 2.

\[
\begin{align*}
\text{maximize } & \sum_{i=1}^{m+1} \sum_{j=1}^{n} a_{ij} (x_{i1} + x_{i2}) \\
\text{subject to } & \sum_{i=1}^{m} p_{i1} x_{i1} + p_{i2} x_{i2} \leq T \\
& p_{(m+1)1} x_{(m+1)1} + p_{(m+1)2} x_{(m+1)2} \leq T \\
& \sum_{i=1}^{m+1} x_{ij} = 1, j \in \{1, 2\} \\
& x_{ij} \in \{0, 1\}, \forall i \in M, \forall j \in J.
\end{align*}
\]

Later, in Section V, we will see that the sub-ILP in (6) is crucial to proving performance guarantees for AMR².
B. AMR² Description

We use $x^*$ and $A^*$ to denote the schedule and the total accuracy, respectively, output by AMR². The schedule $x^*$ comprises the integer solution of the LP-relaxation and the assignment of the fractional jobs that are obtained for the cases of one fractional job and two fractional jobs in line 4 and line 7, respectively, in Algorithm 1.

Algorithm 1: AMR²

1: Input: $p_{ij}$, for all $i ∈ M$ and $j ∈ J$.
2: Solve the LP-relaxation of $P$.
3: if One fractional job then
4: Assign job 1 to model $\arg\max_{i \in M} \{a_i : p_{i1} \leq T\}$.
5: end if
6: if Two fractional jobs then
7: Solve the sub-ILP in (6) using Algorithm 2
8: end if
9: Output: Assignment matrix $x^*$ and total accuracy $A^*$

The LP-relaxation is solvable in polynomial time. To solve the sub-ILP we consider different cases based on the processing times of jobs 1 and 2, and greedily pack them to maximize accuracy subject to the constraint $T$. The steps for solving the sub-ILP are presented in Algorithm 2. There are two main cases. For the case where processing time of at least one of the jobs is at most $T$ on the ES, we assign at least one job to the ES. This case is presented in line 2 of Algorithm 2 and is satisfied for problem instances where $p_{ij} \leq T$, for all $i ∈ M$ and $j ∈ J$. For the case where processing times of both the jobs are greater than $T$, we schedule both of them on the ED. This case is presented in line 12 of Algorithm 2. In line 13, we use enumeration for finding the models $i'$ and $i''$.

Computational complexity: The computational complexity of solving an LP with $l$ variables is $O(l^3)$ (cf. [30]). In the LP-relaxation, the number of variables are $n(m+1)$, and thus its runtime is $O(n^3(m+1)^3)$. Solving sub-ILP using Algorithm 2 requires $m^2$ iterations due to the step in line 14, where we enumerate $m$ choices for each job. Therefore, the runtime of AMR² is $O(n^3(m+1)^3)$.

V. ANALYSIS OF AMR²

In this section, we analyse AMR² and present a $2T$ bound for its makespan and its total accuracy is at most $2(a_{m+1} - a_1)$ lower than the optimal accuracy.

We designed Algorithm 2 for computing an optimal solution, with makespan at most $T$, for the sub-ILP by considering all possible cases. From its description one can easily verify that it is indeed optimal for sub-ILP. We state this in the following lemma without proof.

Lemma 2. Algorithm 2 is an optimal algorithm for the sub-ILP.

In the following theorem, we state the bound for the makespan under AMR².

Algorithm 2: Algorithm for solving sub-ILP

1: Input: $p_{i1}$ and $p_{i2}$, for all $i ∈ M$
2: if $p_{(m+1)1} ≤ T$ or $p_{(m+1)2} ≤ T$ then
3: if $p_{(m+1)1} + p_{(m+1)2} ≤ T$ then
4: Assign both jobs to model $m + 1$.
5: else
6: if $\max\{a_i : p_{i1} \leq T\} ≥ \max\{a_i : p_{i2} \leq T\}$ then
7: Assign job 1 to model $\arg\max_i \{a_i : p_{i1} \leq T\}$ and job 2 to the ES.
8: else
9: Assign job 2 to model $\arg\max_i \{a_i : p_{i2} \leq T\}$ and job 1 to the ES.
10: end if
11: end if
12: else if $p_{(m+1)1} > T$ and $p_{(m+1)2} > T$ then
13: Assign job 1 to $i'$ and job 2 to $i''$, where models $i'$ and $i''$ are on the ES such that, $p_{i'1} + p_{i''2} ≤ T$ and $a_{i'} + a_{i''}$ is the maximum.
14: end if
15: Output: Assignment for jobs 1 and 2.

Theorem 1. If $P$ is feasible, then the makespan of the system under AMR² is at most $2T$.

Proof. Given that $P$ is feasible, the LP-relaxation of $P$ is also feasible. Since the makespan under the LP-relaxation solution is at most $T$, the makespan of its integer solution cannot exceed $T$. Again, the feasibility of $P$ implies that the sub-ILP is feasible as it is a sub problem of $P$ involving only two jobs from $J$. Using this and Lemma 2, we infer that Algorithm 2 always finds an assignment for jobs 1 and 2 such that the makespan for these two jobs is at most $T$. Now, $x^*$ comprises the integer solution of the LP-relaxation, with makespan at most $T$, and the assignment of the fractional jobs in both the cases of one fractional job and two fractional jobs, which also have makespans of at most $T$. Therefore, AMR² has a makespan at most $2T$.

Theorem 2. The total accuracy achieved by an optimal schedule is at most $2(a_{m+1} - a_1)$ higher than the total accuracy achieved by AMR², i.e., $A^* ≤ A^* + 2(a_{m+1} - a_1)$.

Proof. We prove that $A^*_LP ≤ A^* + 2(a_{m+1} - a_1)$ in the worst-case, and the result follows from the relation $A^*_LP ≥ A^*$. If there are no fractional jobs in the LP-relaxed solution, then the result is true since in this case $A^*_LP = A^*$. If there is one fractional job, which we refer by job 1, then the difference between $A^*_LP$ and $A^*$ is caused by reassigning job 1 by AMR² (cf. line 4 Algorithm 1). Since job 1 can contribute at most $a_{m+1}$ to $A^*_LP$ and its reassignment by AMR² results in at least a contribution of $a_1$ to $A^*$, we obtain $A^*_LP - A^* ≤ a_{m+1} - a_1$.

When there are two fractional jobs, for some models $i$, $i'$, $k$ and $k'$, it should be true that $x_{i1} + x_{i'1} = 1$ and $x_{k2} + x_{k'2} = 1$, meaning that job 1 is divided between models $i$ and $i'$ and job 2 is divided between models $k$ and $k'$ under the LP-relaxed
solution \( \vec{x} \). Let \( A^*_{\text{LP}} \) denote the total accuracy for the set \( I = J \setminus \{1, 2\} \) under \( \vec{x} \). We have,

\[
A^*_{\text{LP}} = A^*_{\text{LP},1} + a_1 \bar{x}_{11} + a_2 \bar{x}_{12} + a_k \bar{x}_{k2} + a_k \bar{x}_{k2} \leq A^*_{\text{LP},1} + 2a_{m+1}. \tag{8}
\]

In the last step above, we used \( a_{m+1} \geq a_i \), for all \( i \in M \). We now consider different cases based on the job assignments from Algorithm 2, we have \( A \leq A_{\text{LP},0} \). Note that \( A \) could exceed \( A^*_{\text{LP}} \) because the makespan of \( \vec{x} \) can exceed \( T \) in contrast to \( x \).

**Case 1:** Both jobs are offloaded to model \( m + 1 \). Since AMR\(^2\) comprises the integer solution solution of the LP-relaxation, i.e., the schedule of \( I \) under \( \vec{x} \), and the assignment from Algorithm 2, we have \( A = A_{\text{LP},1} + 2a_{m+1} \). Using (9), we obtain \( A \geq A^*_{\text{LP}} \). Thus, given Lemma 3, solving \( P_{\text{I}} \) is reduced to solving the Cardinality Constrained Knapsack Problem (CCKP).

**VI. IDENTICAL JOBS**

In this section, we consider the problem \( P_{\text{I}} \), a special case of \( P \) where the jobs are identical, i.e., \( p_{ij} = p_i \), for all models \( i \in M \). We present Accuracy Maximization using Dynamic Programming (AMDP) for \( P_{\text{I}} \). The formulation for \( P_{\text{I}} \) is given below:

\[
\text{maximize} \quad \sum_{i=1}^{m+1} \sum_{j=1}^{n} a_i x_{ij} \quad \text{subject to} \quad \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} \leq T \quad \sum_{j=1}^{n} x_{(m+1)j} \leq T \quad \sum_{i=1}^{m+1} x_{ij} = 1, \quad \forall j \in J \quad x_{ij} \in \{0, 1\}, \quad \forall i \in M, \forall j \in J. \tag{12}
\]

Next, we exploit the structure of \( P_{\text{I}} \) and reduce it to solving a Cardinality Constrained Knapsack Problem (CCKP).

**A. CCKP**

Our first observation is that the number of jobs assigned to the ES under an optimal schedule is given by \( n_c = \left\lfloor \frac{T}{p_{m+1}} \right\rfloor \). To see this, assigning number of jobs less than \( n_c \) can only reduce the accuracy as the ES provides highest accuracy, and no more than \( n_c \) can be assigned due to constraint (11). We present this observation in the following lemma.

**Lemma 3.** Under an optimal schedule, the number of jobs assigned to the ES is given by \( n_c = \left\lfloor \frac{T}{p_{m+1}} \right\rfloor \).

We define \( n_e = n - n_c \). Since the jobs are identical, without loss of generality, we assign the last \( n_e \) jobs to the ES. We are now only required to compute the optimal assignment for jobs \( j \in \{1, \ldots, n_1\} \) to the models 1 to \( m \) on the edge device. Thus, given Lemma 3, solving \( P_{\text{I}} \) is reduced to solving the following problem \( P_{\text{I}}' \):

\[
\text{maximize} \quad \sum_{i=1}^{m} \sum_{j=1}^{n_1} a_i x_{ij} \quad \text{subject to} \quad \sum_{i=1}^{m} \sum_{j=1}^{n_1} x_{ij} \leq T, \quad \sum_{i=1}^{m} x_{ij} = 1, \quad \forall j \in \{1, \ldots, n_1\} \quad x_{ij} \in \{0, 1\}, \quad \forall i \in M \setminus \{m+1\}, \forall j \in \{1, \ldots, n_1\}. \tag{15}
\]
variables \( z_r \), accuracies \( \bar{a}_r \), and processing times \( \bar{p}_r \) as follows: for \( i \in M \setminus \{m+1\} \) and \( j \in \{1, \ldots, n_i\} \),
\[
\begin{align*}
z_r &= \{x_{ij} : r = j + (i-1)n_i\}, \\
\bar{a}_r &= a_{ij}, \quad (i-1)n_i \leq r < in_i, \\
\bar{p}_r &= p_{ij}, \quad (i-1)n_i \leq r < in_i.
\end{align*}
\]

The CCKP using \( \{z_r : 1 \leq r \leq mn_i\} \) as the decision variables is stated below.

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{n_m} \bar{a}_r z_r \\
\text{subject to} & \quad \sum_{r=1}^{mn_i} \bar{p}_r z_r \leq T, \quad (16) \\
& \quad \sum_{r=1}^{mn_i} z_r = n_i, \quad (17) \\
& \quad z_r \in \{0,1\}, \quad \forall r \in \{1, \ldots, mn_i\}. \quad (18)
\end{align*}
\]

Let \( \{z^*_r : 1 \leq r \leq mn_i\} \) denote an optimal solution for CCKP. The CCKP can be interpreted as follows. We have \( mn_i \) items, where each item represents a model and there are \( n_i \) copies of the same model. Since the jobs are identical, the problem reduces to the number of times a model is selected, equivalent to the number of jobs assigned to it, such that all jobs are assigned. In the following lemma we state that solving CCKP results in an optimal solution for \( P'_i \).

**Lemma 4.** The solution \( x'_{ij} = \{z^*_r : r = j + (i-1)n_i\} \) is an optimal solution for \( P'_i \).

**Proof.** By construction, \( P'_i \) and CCKP have one-to-one mapping between the decision variables, have equivalent objective functions and constraints in (14) and (16). They only differ in the constraints (15) and (17). We note that (17) is equivalent to
\[
\sum_{j=1}^{n_i} \sum_{i=1}^{m} x_{ij} = n_i. \quad (19)
\]

Let \( P'_i \) denote the problem \( P'_i \) with the constraint (15) replaced by (19). From the above observations, \( P'_i \) is equivalent to CCKP, and thus it is sufficient to show that an optimal solution \( \{x^*_{ij}\} \) for \( P'_i \) is optimal for \( P'_i \). Since (15) is a relaxation of the constraint in (15), the optimal objective value of \( P'_i \) should be at least the optimal objective value of \( P'_i \). On the other hand, given \( \{x^*_{ij}\} \), consider the assignment where for each model \( i \), we assign \( \sum_{j=1}^{n_i} x^*_{ij} \) jobs to it. Given that the jobs are identical, and from (19), all the \( n_i \) jobs will be assigned exactly once to some model. Thus, this assignment is feasible for \( P'_i \) and objective value under this assignment will be equal to the optimal objective value of \( P'_i \). Thus, \( \{x^*_{ij}\} \) is also an optimal solution for \( P'_i \).

Algorithm 3: AMDP

```
1: n_t = n - \left\lfloor \frac{T}{p_{m+1}} \right\rfloor 
2: Assign the jobs \( j \in \{n_t+1, \ldots, n\} \) to the ES 
3: Solve the CCKP for \( \{z^*_r\} \) using the DP algorithm 
4: Assignment for remaining jobs: \( x^*_{ij} = \{z^*_r : r = j + (i-1)n_i\} \) for all \( i \in M \setminus \{m+1\} \), and \( j \in \{1, \ldots, n_i\} \).
```

**B. The DP Algorithm**

The main step in AMDP is to solve the CCKP for which one can leverage existing branch-and-bound or Dynamic Programming (DP) algorithms \[12\]. We use the DP algorithm since it has pseudo-polynomial runtime for computing the optimal solution. The summarize the main steps of the algorithm. Let \( s, k, \) and \( \tau \) denote positive integers. We define \( y_s(\tau, k) \) as the maximum accuracy that can be achieved by selecting items from the set \( \{1, \ldots, s\} \), given a time constraint \( \tau \leq T \) and the number of items to be selected are \( k \leq n_t \).

\[
y_s(\tau, k) = \max \left\{ \sum_{r=1}^{s} \bar{a}_r z_r + \sum_{r=1}^{s} \bar{p}_r z_r \leq \tau, \sum_{r=1}^{s} z_r = k, z_r \in \{0,1\} \right\} \quad (20)
\]

The DP iterations are given below:

\[
y_s(\tau, k) = \begin{cases} 
\max\{y_{s-1}(\tau, k) \}, & \text{if } \bar{p}_s \geq \tau \\
\max\{y_s(\tau-\bar{p}_s, k-1) + \bar{a}_s, y_{s-1}(\tau, k)\}, & \text{otherwise.}
\end{cases}
\]

We compute the solution for \( y_s(T, n_t) \), where \( s = mn_i \).

The computational complexity of the DP algorithm is \( O(mn_T) \) and AMDP has the same computational complexity.

**Remark:** We note that AMDP can be easily extended to a slightly more general setting where the processing times of the jobs only depend on the models, but they may have different communication times. This implies that \( p_{ij} \) for all the models on the ED, and \( p'_{(m+1)j} = p'_{(m+1)} \) for all \( j \), but \( c_{ij} \) values could be different. This setting is applicable in scenarios where the data samples are heterogeneous, but their processing times on the models do not vary much. In this case, we order the list of jobs in the increasing order of their communication times. As explained in Section IV the aspect of multiple models on the ED has not been considered in computation offloading literature and there are no existing algorithms that are applicable for the problem at hand for a performance comparison. Therefore, we present

**VII. EXPERIMENTAL RESULTS**

In this section, we first present the experimental setup. We then present the implementation details for estimating the processing and communication times. As explained in Section III, the aspect of multiple models on the ED has not been considered in computation offloading literature and there are no existing algorithms that are applicable for the problem at hand for a performance comparison. Therefore, we present
the performance comparison between AMR\(^2\) and a baseline Greedy Round Robin Algorithm (Greedy-RRA). Given the list of jobs, Greedy-RRA offloads them from the start of the list to the ES until the constraint \(T\) is met. The remaining jobs are assigned in a round robin fashion to the models on the ED until the constraint \(T\) is met. Any further remaining jobs are assigned to model 1. Note that Greedy-RRA solution may violate the time constraint \(T\) and its runtime is \(O(n)\).

### A. Experimental Setup

Our experimental setup comprises a Raspberry Pi device (the ED) and a local server (the ES) that are connected and located in the same LAN. Raspberry Pi has 4 cores, 1.5 GHz CPU frequency, and 4 GB RAM, with the operating system Raspbian 10, while the server has 512 cores, 1.4 GHz CPU frequency, and 504 GB RAM, with the operating system Debian 11. All the functions on Raspberry Pi and on the server are implemented using Python 3. To offload images from Raspberry Pi to the ES we used HTTP protocol, and implemented HTTP Client and Server using Requests and Flask, respectively.

The data samples are images from the ImageNet dataset for which we use DNN models for inference. On Raspberry Pi we import, from the TensorFlow Lite library, two pre-trained MobileNets corresponding to two values 0.25 and 0.75 for the hyperparameter \(\alpha\), which is a width multiplier for the DNN [31]. Both the models are quantized and require input images of dimensions \(128 \times 128\). On the ES, we import a pre-trained ResNet50 model [6] from the Tensorflow library. The ResNet50 model requires input images of dimensions \(224 \times 224\). Images of different dimensions need to be reshaped to the respective dimensions on the ES and the ED. The average test accuracies for the three models are presented in Table I.

**TABLE I:** Test accuracies of the considered DNN models [4].

| Model             | Average test Accuracy |
|-------------------|-----------------------|
| MobileNet \(\alpha = 0.25\) (model 1) | 0.395                 |
| MobileNet \(\alpha = 0.75\) (model 2) | 0.559                 |
| ResNet50 (model 3) | 0.771                 |

We implemented both AMR\(^2\) and Greedy-RRA on Raspberry Pi in Python 3. AMR\(^2\) takes up to 50 ms for computing a schedule for 40 jobs. The runtime of AMR\(^2\) is dominated by the runtime for solving LP-relaxation. In future, we plan to reduce this runtime by implementing AMR\(^2\) in C. We, however, implemented AMDP in C and observed that it has a runtime less than 1 ms on Raspberry Pi for computing an optimal schedule for 300 jobs. This shows the advantage of using AMDP over AMR\(^2\) for the case of identical jobs.

*Remark:* The testbed that we implemented uses a single thread on the Raspberry Pi. To further improve the performance of this system one may use two different threads, one for handling the offloading of the tasks to different models and another for retrieving the responses and rendering the results. This implementation improves the quality of experience of the user as the jobs will be rendered as soon as they are processed.

### B. Estimation of Processing and Communication Times

In our experiments, we consider images of dimensions \(128 \times 128, 512 \times 512\), and \(1024 \times 1024\), for which we estimate the processing and communication times using the following procedure. On Raspberry Pi, we run 30 samples of same image dimensions and use the median processing times as our estimate. Note that median is an unbiased estimate, and unlike the mean, it is not affected by cold start. We note that the estimates for the processing times include the reshape times.

In order to estimate the total time on the ES, we use the HTTP client/server connection to send 30 images of same image dimensions from Raspberry Pi to the server. For each image we measure the time till the reception of an inference from the ES, and finally use the median. At the server we also measure the reshape time and the processing time, and the estimate for the communication time is obtained by subtracting the reshape time and the processing time from the total time. Since Raspberry Pi and the dedicated local server are in the same LAN, the observed communication times are almost constant with negligible variance. This is also true for the observed processing times, and we will later verify this when implementing the schedules using these estimates.

The estimates for the processing times are presented in Table II. Observe that the processing times increase with the model size. On Raspberry Pi, the variance in the processing times on a model is small. In contrast, the total times on the ES vary with the dimensions of the image and are an order of magnitude higher than the processing times on Raspberry Pi. In Figure 2 we present the communication, reshape, and processing times on the ES. It is worth noting that, as the dimensions of the image increases, both communication time and the reshape times increase. Thus, it is more advantageous to offload images with smaller dimensions.

**TABLE II:** Estimated processing times (in seconds), for MobileNets on Raspberry Pi and ResNet50 on the server.

| Model/Image Dimension | 128 \(\times\) 128 | 512 \(\times\) 512 | 1024 \(\times\) 1024 |
|-----------------------|-------------------|------------------|-------------------|
| MobileNet \(\alpha = 0.25\) | 0.01              | 0.011             | 0.011             |
| MobileNet \(\alpha = 0.75\) | 0.04              | 0.04             | 0.043             |
| ResNet50              | 0.28              | 0.32             | 0.38              |

![Fig. 2: Estimated total time for inference on the ES.](image)
C. Performance of AMR$^2$

In Figure 3, we examine the number of jobs assigned to different models under AMR$^2$. Observe that as $T$ increases the number of jobs assigned to larger models increases. Also, note that MobileNet $\alpha = 0.25$ is only being used when $T$ is small. In all the subsequent figures, for each point, we run 30 experiments and compute the average. Recall that the total accuracy $A^1$ is based on the average test accuracy of the models. In addition to $A^1$, we also present the total true accuracy for AMR$^2$ by summing the Top-1 accuracies we observe from executing the images under the given schedule $x^i$. In Figures 4 and 5, we compare total accuracy achieved under different schedules, by varying $T$ and $n$, respectively. For $n = 60$, no LP-relaxed solution exists for $T = 0.5$ sec.

From both figures, we observe that $A^1$ overlaps with, and in some cases exceeds, the total accuracy of the LP-relaxed solution $A^i_{LP}$. This is because all the processing times (cf. Table I) are less than 0.5 sec, the minimum value used for $T$, and therefore, from Corollary 1, the worst-case bound is at most $\alpha_3 - \alpha_1 = 0.376$ (cf. Table I). Furthermore, in some cases, where $T$ is large enough, AMR$^2$ may assign both the fractional jobs to the server and $A^1$ exceeds $A^i_{LP}$. In these cases, however, the makespan under $x^i$ exceeds $T$.

In Figure 4, we observe that the total true accuracy of AMR$^2$ is lower than $A^1$, while in Figure 5 it exceeds when the number of jobs are small. We note that this behaviour is highly dependent on the set of images we chose and the DNN models. This is expected because the true accuracy for an image on a model can have a large deviation from the average test accuracy of that model. From Figure 4, we observe that AMR$^2$ always has higher total true accuracy than Greedy-RRA with a percentage gain between 20–60% with an average of 40%, with lower percentage gains at smaller $T$. The latter fact is also confirmed in Figure 5 when $T = 0.5$ sec. This is expected, because for $T = 0.5$ sec, not many jobs can be offloaded to the server as the processing times are around 0.3 seconds. For $T = 4$ we again see significant gains of around 40–50%.

![Fig. 3: Job assignment under AMR$^2$ for varying $T$.](image)

![Fig. 4: Comparison of the total accuracy under different schedules for varying $T$ and for $n = 30$ and $n = 60$.](image)

![Fig. 5: Comparison of the total accuracy under different schedules for varying $n$ and $T = 0.5$ sec and $T = 4$ sec.](image)

In Figure 6, we present the makespan achieved by AMR$^2$ and Greedy-RRA for varying $n$. The real-time makespan, i.e., the time elapsed at Raspberry Pi from the start of scheduling the jobs till the finishing time of the last job, is indicated by AMR$^2$ in the legend. The estimated makespan that is numerically computed using the schedule $x^i$ and the estimated processing and communication times is indicated by AMR$^2$ (estd. proc. time). Observe that both these makespans have negligible difference asserting that the variances in our estimates for both communication and processing times are
small. Also, observe that both AMR\(^2\) and Greedy-RRA violate the time constraint for different problem instances. For \(T = 4\), AMR\(^2\) violates \(T\) for \(n \geq 13\), but then it saturates at a makespan with maximum percentage of violation of 15%. This is expected, because from Lemma [1] there cannot be more than two fractional jobs irrespective of \(n\) value and thus, the constraint violation due to the reassignment of the fractional jobs do not increase beyond \(n = 30\). This saturation effect can also be observed for \(T = 0.5\). In this case, the percentage of violation under AMR\(^2\) is higher, up to 40%, because the processing times on the server are comparable to \(T = 0.5\) sec and reassigning a fractional job to the server results in higher percentage of violation.

VIII. CONCLUSION

We have studied the offloading decision for inference jobs between an ED and an ES, where the ED has \(m\) models and the ES has a state-of-the-art model. Given \(n\) data samples at the ED, we proposed an approximation algorithm AMR\(^2\) for maximizing the total accuracy for the inference jobs subject to a time constraint \(T\) on the makespan. We proved that the makespan under AMR\(^2\) is at most \(2T\), and its total accuracy is lower than the optimal total accuracy by at most 2, and for typical problem instances it is lower by at most \(a_{m+1} - a_1\). When the data samples are identical, we have proposed AMDP, a pseudo-polynomial time algorithm to compute the optimal schedule. We have implemented AMR\(^2\) on Raspberry Pi and demonstrated its efficacy in improving the inference accuracy for classifying images within a time constraint \(T\). Also, under the considered scenarios AMR\(^2\) provides, on average, 40% higher total accuracy than that of Greedy-RRA.

In our problem model, we considered that the communication times are deterministic and in our testbed we used an architecture where the ED and the ES are connected via Ethernet. However, communication times will be random if one considers offloading over wireless links, which we leave for future work.
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