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Abstract—The dynamic properties of mining induced seismic activity with respect to production rate, depth and size are studied in seven orebodies in the same underground iron ore mine. The objective is to understand the relationship between the measured seismic activity and the: seismic decay time, planned production rate, production size and mining depth. This relationship is the first step to individually customise the production rate for each orebody in the mine, make short-term predictions of future seismicity given planned productions, and to find out in what way the available predictors affect the seismicity. The seismic response with respect to the dependent variables is parametrised and the estimated decay times for each orebody, which are of particular interest here, are compared. An autoregressive model is proposed to capture the dynamic relationship between the induced seismic activity, the current production rate and the past seismic activity. Bayesian estimation of the parameters is considered and parameter constraints are incorporated in the prior distributions. The models for all orebodies are tied together and modelled hierarchically to capture the underlying joint structure of the problem, where the mine-wide parameters are learnt together with the individual orebody parameters from the observed data. Comparisons between the parameters from the hierarchical model and independent models are given. Group-level regressions reveal dependencies on size and mining depth. Model validation with posterior predictive checking using several discrepancy measures could not detect any model deficiencies or flaws. Posterior predictive intervals are evaluated and inference of model parameters are presented.
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List of Symbols

- $y_{ij}$: Number of detected events per week within the $i$th week and in the $j$th orebody
- $p_{ij}$: Planned accumulative rock mass in megatonne (Mt) retrieved by the production blasts during the $i$th week and in the $j$th orebody. This estimate is based on planned production and is not measured
- $\mu_j$: Expected number of detected events in the $j$th orebody
- $\nu_j$: Dispersion parameter (or scale parameter) describing the width of the distribution modelling the activity in the $j$th orebody
- $\theta$: First level model parameters, describing the individual orebody
- $\theta_{1j}$: Autoregressive parameter describing the seismic decay in the $j$th orebody
- $\theta_{2j}$: Effect of the production in the $j$th orebody
- $\theta_{3j}$: Seismic exposure in the $j$th orebody
- $\theta_{4j} = v_j$: Dispersion parameter (or scale parameter) describing the width of the distribution
- $\tau_j$: Half-life
- $\phi$: Second level model parameters, i.e. the hyperparameters, describing the behaviour of the group of orebodies
- $\phi_1, \phi_2$: Hyperparameters for prior distribution for the autoregressive parameter $\theta_{1j}$
- $\phi_3, \phi_4, \phi_5$: Hyperparameters for prior distribution for the effect of the production $\theta_{2j}$, where $\phi_4$ is the effect of the production size $s_j$
\( \phi_6, \phi_7, \phi_8 \) Hyperparameters for prior distribution for the seismic exposure \( \theta_3 \), where \( \phi_7 \) is the effect of the production depth \( d_j \).

\( \phi_9, \phi_{10} \) Hyperparameters for prior distribution for the dispersion \( \theta_{ij} \).

\( s_j \) Planned production size in the \( j \)th orebody in megarotonne (Mt/week), estimated based on the average weekly production rate in the orebody. This estimate is based on planned production and is not measured.

\( d_j \) Production depth in the \( j \)th orebody.

1. Introduction

To individually customise the mining operations with respect to the seismic impact in a certain orebody, it is important to understand how mining operations and mining conditions affect the measured seismic activity in the volume. Even though this effect is different for each orebody in the mine considered here (LKAB’s iron-ore mine in Malmberget, northern Sweden) the orebodies are still related. They share not only the geological features present in the region (Bergman et al. 2001; Debras 2010), but they are also subjected to the same mining method (sub-level caving) and fairly similar mining conditions (Wettainen and Martinsson 2014). This type of higher level relationship suggests the use of hierarchical modelling (see e.g. Kruschke 2014; Gelman and Hill 2007; Gelman et al. 2004) with the ability to treat the model parameters for each orebody in the mine as one observation from a mine-wide distribution that describes the group of orebodies. The mine-wide model has in turn group-level predictors and hyperparameters (Gelman and Hill 2007) that are estimated from the data by treating the estimation problem jointly. The group-level predictors are orebody specific data (e.g. mining depth, average production rate, rock mechanic properties, spatial orientation and shape) that might affect the lower level parameters describing the seismic activity in each orebody. As opposed to non-hierarchical Bayesian models, data can enter a hierarchical model at different levels of the hierarchy and is not limited to the likelihood function. The model parameters and corresponding predictors for each orebody are embedded in the likelihood function in the same way as with non-hierarchical models, while hyperparameters and corresponding group-level predictors are embedded in the prior distributions.

The hierarchical structure allows the data to inform us of similarities across the orebodies and to use this information in the estimation process for the individual models and group-level parameters. If the orebodies behave similar given the group-level predictors, this similarity information is used to shrink the posterior distributions of the parameters towards a mine-wide average (Kruschke 2014; Gelman and Hill 2007). The prior distributions of the model parameters are then more informative and their shape are defined by the group-level predictors and hyperparameters which are jointly estimated from the data. This means that with access to group-level predictors the prior distributions are sharper and more informative which helps in reducing the prediction uncertainty when predicting new outcomes. This process is analogous to non-hierarchical Bayesian or maximum likelihood regression where access to individual-level predictors often contracts the likelihood around a regression line.

For example, in the time interval we are studying here, mining depth and the size of the production are constant (or nearly constant) and can not be distinguished from the constant term in the model if the orebodies are modelled independently. However, constant orebody-specific properties can be analysed with group-level (or mine-wide) regression models by adapting a hierarchical model structure.

This is interesting, not just from an analysis point of view, but it will also yield more certain predictions when data is sparse. We will show that in the most extreme case, predictions can be made without any measurements of seismicity, based only on prior distributions and group-level predictors. This is convenient in areas not yet covered by the seismic system and the Bayesian reliance on prior distributions when data is sparse gives an intuitive solution. The best we can do when we have no data, is to base our prediction on the similarity information of the orebodies in the mine.
Depth dependencies can also be explored as in Vallejos and McKinnon (2011) by pooling the orebodies and consider a single model for the entire mine but at different mining levels. This will, however, eliminate the possibility to explore dissimilarities among the orebodies and our aim to customise the production for each one of them would be lost. Also, if the orebodies are not equal, pooling will inflate the overall uncertainty to handle the differences between the orebodies and produce less certain individual predictions.

For weekly or monthly predictions, the data shows a dynamic behaviour and, e.g., a high seismic activity this week increases the probability of high seismicity the following week. Dynamic behaviours that remembers past mining induced seismicity have been studied in Polish mines (Węglarczyk and S. Lasocki 2009) by evaluating the auto-correlation function. In this paper we are more interested in a model that includes this property in its structure to obtain better predictions. The straightforward way to capture this is with an autoregressive model (see e.g. Smyth and Mori 2011), where the past week’s activity is included in the model as a predictor. Using the previous week as a predictor, the memory of the past activity will decrease exponentially with time and the autoregressive parameter can also be represented as the seismic half-life (see Appendix for more details). The impulse response of the autoregressive process will not follow Omori’s Law (Omori 1894) but instead decay exponentially similar to many physical relaxation processes. This was also one of the early criticisms of the Omori’s law (see e.g. Burridge and Knopoff 1967; Richter 1958). For longer time periods, those of interest in this study, it has been shown that the exponential decay predominates over power-law decay (Otsuka 1985, 1987; Souriau et al. 1982) for aftershocks. Also, the decay times in this study are in the order of weeks as opposed to hours or days for major events in mines (Vallejos and McKinnon 2010; Olivier et al. 2015). Furthermore, as no single earthquake in our sequences is a main shock but the result of weakly production in the mine, the process may have a closer relation to that of earthquake swarms as opposed to aftershocks (see e.g. Špičák et al. 1999). The decay of earthquake swarms has been shown to follow both exponential decays (Mogi 1987, 1991; Tsukuda 1991, 1993) and power-law decays (Mogi 1991; Tsukuda 1993) and may depend on the magnitude of strength at the source (Ogasawara 2002) or a change in fracture condition (Hirata 1987).

The aim of this study is to find a suitable model that describes the observed seismicity in each orebody in the mine, given a set of the most commonly available predictors in a mine: weekly production, past seismicity, mining depth, production size. From this model we then want to:

- Make short-term predictions of future seismicity with realistic prediction uncertainties, given planned productions. From predictions it is possible to customise the production rates for each orebody under the constraints of limited induced seismicity.
- Estimate the effects of the different predictors on the observed seismicity.
- Find possible similarities between the orebodies.
- Find important group-level predictors to obtain more informative prior distributions for the individual parameters.

Additional predictors can easily be included in the model, but we limit our analysis to data that are commonly available in most mines; making the proposed model applicable in similar settings. A deeper understanding of the underlying causes of the effects and their correlation to rock mechanical properties is not the objective here as it would require much more comprehensive data that are absent in most settings. The magnitude information is not included in the analysis, but this information can easily be combined with the predicted activity from the model proposed here to give a more comprehensive probabilistic earthquake hazard assessment in the mine (see e.g. Martinsson and Jonsson 2018). Planned weekly production (Mt), estimated using production layouts and expected densities, is used here as a predictor when modelling mining induced seismicity and it is roughly proportional to the excavated volume per week that in turn is related to the accumulated moment McGarr (1976). This is a natural choice as information of planned production is commonly available in mines and relationships between induced seismicity and related predictors
such as the total injected volume or the injection rate has been established before (see e.g. Shapiro et al. 2007, 2010; Bachmann et al. 2011; Mena et al. 2013; Leptokaropoulos et al. 2017; Garcia-Aristizabal 2018).

2. Data and Methods

The mine under investigation is LKAB’s underground iron ore mine in Malmberget, located in northern Sweden. Long-term predictions of mining induced seismicity in this mine has be studied earlier (Wettainen and Martinsson 2014), aiming to deliver long-term prognosis of future ground vibration levels as a function of the production years ahead. The work here is instead devoted to short-term predictions (1 week ahead), exploiting the short-term dynamic behaviour of the observed induced seismicity. The Malmberget mine consists of around twenty orebodies of varying sizes, shapes and depths. The seven major orebodies are covered by the seismic measurement system and considered in the analysis here. The other orebodies are smaller, partly mined out, and not expected to cause significant seismic events (Wettainen and Martinsson 2014).

2.1. Data

The seismic and mine specific data used in this analysis was collect between 2010.01.01 and 2013.10.14 under which the seismic system remained constant. The measured seismic events are all manually processed and accepted as seismic events in the catalogue, with average location errors of \( \approx 33 \) meters (Martinsson 2012). The data set used here is exported from the analysis software mXrap (formerly MS-RAP), developed by the Australian Centre for Geomechanics. In this software the events are automatically placed, based on their location, in clusters that are manually associated with one of the seven major magnetite orebodies covered by the measurement system. These orebodies are indexed by \( j = 1, \ldots, 7 \) and correspond to Alliansen, Dennewitz, Fabian, Kapten, Parta, Printzsköld and Viri (Vitåfors/ridderstolpe), respectively, shown in Figs. 1 and 2. The spatial clustering enables us also to remove events caused by stationary mining noises (such as ore-passes and crushers) that occasionally slips through manual rejection. This is important as it may otherwise affect the analysis with respect to the production.

2.2. Inferential Methods

The main reasons for applying Bayesian hierarchical analysis are: (1) that the Bayesian hierarchical structure matches our situation with one mine
containing several orebodies (Kruschke 2014; Gelman and Hill 2007); (2) to account for individual- and group-level variation in estimating group-level regression coefficients (Gelman and Hill 2007); (3) to obtain reasonable estimates for orebodies with small sample sizes; (4) to provide richer inference and avoid the common problems associated with p-values (e.g. dependencies on the sampling and testing intentions (Kruschke 2013); (5) to make direct probability statements about the effect given the observed evidence (Kruschke 2014).

The inference is based on Markov Chain Monte Carlo (MCMC) methods (Gelman et al. 2004; Kruschke 2014; Chen et al. 2000) providing realistic estimates of credible intervals of parameter values (Martinsson 2012) compared to, e.g., approximations based on derivatives. Slice sampling (Neal 2003) is used and inference is calculated from 100,000 samples from the posterior distribution with converged chains. However, alternative open-source statistical packages such as Stan (Carpenter et al. 2017) or JAGS (Plummer 2003) are available for both sampling and modelling, (see e.g. Kruschke (2014), for an nice introduction.)

Credible intervals are here based on equal-tail intervals using empirical percentiles and point estimates are obtained using the sample median rather than the sample mean. The main reason is to preserve point estimates (location, and interval values) under monotonic transformations. For example, this means that point estimates and intervals obtained for the autoregressive parameter can easily be recalculated to the seismic half-life (or the other way around).

3. Model Selection

In ideal cases the occurrence of the seismic events in time can be described by a Poissonian process with an area-specific mean activity rate (see e.g. Kijko and Graham 1999). In practice, the distribution of count data are often overdispersed (Gelman and Hill 2007) with variance greater than the mean value. The Poisson distribution, commonly used to describe counts, requires the variance to be equal to the mean value and this restriction often results in underestimated uncertainties when applied to real data. This is also the case for the count data in this study (i.e. measured number of events per week). Instead, we apply the negative binomial distribution (Campbell 1982; Rao and Kaila 1986) with the ability to describe overdispersed count data. This distribution allows the variance to be greater than the mean value by adding a separate dispersion parameter (Gelman and Hill 2007) to adjust the width of the distribution. The dispersion parameter is estimated jointly with the other parameters based on the observed data, resulting in realistic uncertainty estimates.

Except for the autoregressive term, we use an exponential link function (Kruschke 2014; Gelman and Hill 2007) for the other predictors for two reasons. Firstly, the average seismic activity must be positive so it makes sense to fit a regression on the logarithmic scale following Kruschke (2014) and Gelman and Hill (2007). Secondly, the exponential link function will result in a multiplicative effect of the predictors on the average seismic activity, and the constant term (i.e. the intercept in linear regression) will act as an exposure term in relation to the other predictors (Gelman and Hill 2007). This means that the sensitivity of the measurement system (i.e. the probability of detecting an event of a certain magnitude) in the specific volume will act as an exposure term and will not affect the other estimands of interest and limit its role as a potential confounding variable, as opposed to using e.g. a linear link function. Also, discarding events below the magnitude of completeness threshold in our catalogue to compensate against differences in sensitivity would in our case lead to a significant loss in information and the usefulness of our data. Including all events in the analysis provides us with significantly more information for predicting the activity, which is the focus in this paper, but it has also been shown to give richer inference and significantly improved b-value estimates in terms of bias and uncertainty (Martinsson and Jonsson 2018).

The autoregressive term is of special interest here since it describes how long the current mining operation will be “remembered” by the orebody in the future. For example, the autoregressive term can be expressed as the seismic half-life and is here defined as the amount of time required for the activity to fall half ways to its steady state value if we would
decrease the production by a certain amount at present time. Production in orebodies with long seismic half-life must be less frequent to avoid accumulated activity.

### 3.1. The Hierarchical Model Structure

A three-level hierarchical Bayesian model is needed for the data in this study and an overview of the model is given in Fig. 3. The graphical representation illustrates the complete hierarchy (following Kruschke 2014), and summarises the model in simple graphs and figures without extensive notations of the distributions and the dependencies between parameters. Figure 3 can directly be used in combination with open-source statistical packages, such as STAN (Carpenter et al. 2017) or JAGS (Plummer 2003), to implement the model we propose, with limited programming efforts (see e.g. Kruschke (2014), for a introductory explanation on how to do it). The choice of model structure and distributions follow standard references in Bayesian hierarchical modelling (see e.g Kruschke 2014; Gelman and Hill 2007; Gelman et al. 2004) and we also adopt standard notations to more easily match the proposed model structure with standard models found in these resources.

The first level in the hierarchy is the individual model for each orebody with model parameters denoted by $\theta$. This model is simple, preserves physical constraints, and describes the activity in the orebody using four basic parameters: one constant, one parameter that describes the effect of past seismicity, one parameter that describes the effect of the planned production in the orebody, and one that governs the width (or dispersion or scale) of the distribution of activity. The second-level model describes the mine-wide characteristics and contains

---

**Figure 3**

Overview of the proposed three-level hierarchical Bayesian model. The first level (bottom part) shows the individual model for each orebody. The second level (middle part) shows the prior distributions for the parameters at the first layer and describes the mine-wide distribution. The third level (top part) shows the hyperprior distributions for the parameters in the prior distributions at the second level.
the prior distributions for the parameters in level one. The prior parameters are often called hyperparameters (Gelman et al. 2004; Kruschke 2014) and are here denoted \( \phi \). The mine-wide model describes the behaviour of the group of orebodies in the studied mine and, in contrast to non-hierarchical models who’s second-level parameters (hyperparameters) for the prior distributions are fixed, we use the data to estimate their values given group-level predictors. This means that the observed data will revile similarities within the group of orebodies. The second-level mine-wide information are then shared by the individual models in the first level to obtain better estimates. Group-level predictors and similarities between the orebodies are of interest, not only for inference on a mine-wide scale, but essential for robust estimation in areas where the data is poor or observations are sparse (Gelman and Hill 2007).

Below we present the proposed Bayesian hierarchical model in detail. The model includes the group-level relationships that we found: (1) agree with the individual observations (Sect. 4.1) and group-level behaviour (Sect. 4.2); (2) have intuitive group-level relationships (Sect. 4.2) and (3) generate good relationships (Sect. 4.2) and valid predictions (Sect. 4.4). Below we present the proposed Bayesian hierarchical model in detail. The model includes the group-level relationships that we found: (1) agree with the individual observations (Sect. 4.1) and group-level behaviour (Sect. 4.2); (2) have intuitive group-level relationships (Sect. 4.2) and (3) generate good relationships (Sect. 4.2) and valid predictions (Sect. 4.4).

In Sect. 5 we mention other options and additional parameters that did not result in modelling improvements for our data set.

3.1.1 Level 1: The Individual Model

The individual model at the first level describes the measured seismic activity \( y_{ij} \) (i.e. number of detected events per week) within the \( i \)th week and in the \( j \)th orebody. Given the model parameters \( \theta \) and covariates, \( y_{ij} \) is assumed independently negative binomial distributed

\[
p(y_{ij} | \theta, y_{i-1,j}, p_{ij}) = \frac{\Gamma(v_j + y_{ij})}{\Gamma(v_j) \Gamma(y_{ij})} \left( \frac{v_j}{v_j + \mu_{ij}} \right)^{v_j} \times \left( \frac{\mu_{ij}}{v_j + \mu_{ij}} \right)^{y_{ij}},
\]

\[
\mu_{ij} = \theta_1 y_{i-1,j} + \exp(\theta_2 p_{ij} + \theta_3),
\]

\[
v_j = \theta_4,
\]
during \( i = 1, 2, \ldots, n_j \) observed weeks, in \( j = 1, 2, \ldots, J \) orebodies. The covariates are the measured seismic activity from the prior week \( y_{i-1,j} \) and the planned accumulative rock mass in megatonne (Mt) retrieved by the production blasts \( p_{ij} \) during the current week. The values of \( p_{ij} \) is not measured but based on planned production. In Eq. (1) we adopt the standard reparametrisation of the negative binomial distribution in terms of the mean value \( \mu_{ij} \) and dispersion parameter \( v_j \), that is suitable for regression (Hilbe 2011). The model parameter \( \theta_{1j} \) describes the seismic decay, \( \theta_{3j} \) the multiplicative effects of the production, \( \theta_{3j} \) the seismic exposure term and \( v_j = \theta_4 \) the dispersion parameter.

The seismic decay can also be characterised by the half-life

\[
\tau_j = -\log(2) / \log(\theta_{1j}),
\]

and is defined here as the amount of time required for the activity to fall (or rise) halfway to its steady state value, if we would decrease (or increase) the production by a certain amount at the present time. If \( \theta_{1j} \) is close to one, the half-life is very long and the \( j \)th orebody will accumulate past seismic activity. See Appendix for more details.

The expected value in (2) is primarily applicable to orebodies subjected to active mining. In this state the activity will approach a steady-state level (or background seismicity) rather than zero activity in periods with no production, see Appendix. We discuss possible model extensions in Sect. 5 to additionally include transitions from active mining to post mining.

3.1.2 Level 2: The Mine Wide Model

The second-level model describes the group of orebodies and is the prior distributions for the individual model parameters \( \theta \) in (1) given a set of hyperparameters \( \phi \).

The autoregressive parameter \( \theta_{1j} \), given the hyperparameters \( \phi_1 \) and \( \phi_2 \), is assumed independent identically beta distributed

\[
p(\theta_{1j} | \phi_1, \phi_2) = \text{Beta}(\alpha, \beta),
\]

\[
\alpha = \phi_1 (\phi_2 - 2) + 1,
\]

\[
\beta = \phi_1 \phi_2
\]
\[ \beta = (1 - \phi_1)(\phi_2 - 2) + 1, \quad (7) \]

with the restricted support \( \theta_{ij} \in [0; 1] \) to guarantee stability using autoregression (see e.g. Porat 1997). Here we use the more intuitive parametrisation with the mode \( \phi_1 = (\alpha - 1)/(\alpha + \beta - 2) \) and the sample size \( \phi_2 = \alpha + \beta \) (see e.g. Kruschke 2014), where Beta(\( \alpha, \beta \)) is the standard parametrisation of the beta distribution.

The effect of the production is described by \( \theta_{2j} \) and is non-negative and gamma distributed

\[ p(\theta_{2j}|\phi_3, \phi_4, \phi_5, s_j) = \frac{1}{\Gamma(v)\mu^v} \left( \frac{v\theta_{2j}}{\mu} \right)^v \exp\left( -\frac{v\theta_{2j}}{\mu} \right), \quad (8) \]

\[ \mu = \exp(\phi_3 + \phi_4 s_j), \quad (9) \]

\[ \nu = \phi_5, \quad (10) \]

where the mean effect shows an exponential behaviour with respect to the size of the production \( s_j \). The size \( s_j \) is here is based on the average weekly production rate in the orebody, following Gelman and Hill (2007), but similar results are obtained using the production area. The exponential relationship (i.e. a regression in log-scale) makes sense as the mean effect \( \mu \) must be positive (Gelman and Hill 2007; Gelman et al. 2004).

The constant term \( \theta_{3j} \) in (2), or the exposure (Gelman and Hill 2007), is normally distributed

\[ p(\theta_{3j}|\phi_6, \phi_7, \phi_8, d_j) = N(\phi_6 + \phi_7 d_j, \phi_8), \quad (11) \]

where the mean depends linearly on the production depth.

As size \( s_j \) and depth \( d_j \) are nearly constants during the studied time frame, it makes sense to use their mean values as group-level predictors in the model (see e.g. Kruschke 2014; Gelman and Hill 2007).

The exponential link-function in (2) means that the dependency on depth in \( \theta_{3j} \) will have a positive exponential effect on the average seismicity (2) and follows the results obtained by Vallejos and McKinnon (2011).

The last parameter is the non-negative dispersion term \( \theta_{4j} \) in (3) and is gamma distributed

\[ p(\theta_{4j}|\phi_9, \phi_{10}) = \frac{1}{\Gamma(v)\mu^v} \left( \frac{v\theta_{4j}}{\mu} \right)^v \exp\left( -\frac{v\theta_{4j}}{\mu} \right), \quad (12) \]

\[ \mu = \phi_9, \quad (13) \]

\[ \nu = \phi_{10}. \quad (14) \]

### 3.1.3 Level 3: The Distributions for the Mine-Wide Parameters

The data consist of only seven individuals in the group and some regularisation is needed in the structural level to obtain stable inference (Gelman and Hill 2007). We follow the hyperprior design for \( \phi_1, \phi_2 \) in (5) proposed by Kruschke (2014), and we put a uniform hyperprior distribution for the mode \( \phi_1 \) and a gamma distribution for the dispersion \( \phi_2 - 2 \) with mean 1 and standard deviation 5. Because the value of \( \phi_2 - 2 \) must be non-negative, the prior distribution on \( \phi_2 - 2 \) must not allow negative values (Kruschke 2014).

For the regression hyperparameters \( \phi_3, \phi_4, \phi_6, \phi_7 \) we consider weakly-informative Cauchy hyperprior distributions proposed in Gelman et al. (2008), where the effect of depth \( \phi_7 \) is restricted to be positive (Vallejos and McKinnon 2011) using a half-Cauchy prior distribution (Kruschke 2014) and illustrated in Fig. 3.

The dispersion parameter \( \phi_8 + 1 \) is gamma distributed and restricted to be non-negative to force zero probability density at zero. The motivation for this is that we know that the production must have a positive effect on the observed seismicity. With this restriction the resulting hyperprior distribution matches both the independent non-hierarchical and the hierarchical estimation result. For the standard deviation \( \phi_8 \) in the normal regression model in (11) we consider the standard non-informative prior \( p(\phi_8) \propto \phi_8^{-1} \) (see e.g. Gelman et al. 2004; Kruschke 2014; Gelman and Hill 2007). The last dispersion parameter \( \phi_{10} \) is gamma distributed (following Kruschke 2014).

### 3.1.4 The Joint Posterior Distribution

The joint posterior distribution is given by collecting the terms in the three levels under the assumption of
independence and conditional independence (see e.g. Kruschke 2014; Gelman et al. 2004; Gelman and Hill 2007). Starting with the hyperprior distributions in level 3 at the top layer in Fig. 3, and moving down towards the prior distributions in level 2, and finally ending with the likelihood in level 1, the joint posterior can be expressed as

\[
p(\beta | \mathbf{d}) \propto p(\beta) \prod_{j=1}^{J} p(\theta_j | s_j, d_j) \prod_{i=1}^{n_j} p(y_{ij} | \theta_j, y_{i-1j}, p_{ij}),
\]

where \( \mathbf{d} \) represents both the measured data and covariates, and \( \beta \) is a 38 dimensional parameter vector containing all parameters in the joint model. The hyper-prior (level 3) and prior distributions (level 2) are given by

\[
p(\phi) = \prod_{k=1}^{10} p(\phi_k),
\]

\[
p(\theta_j | s_j, d_j) = p(\theta_1 | \phi_1, \phi_2)p(\theta_2 | \phi_3, \phi_4, \phi_5, s_j) \times p(\theta_3 | \phi_6, \phi_7, \phi_8, d_j)p(\theta_4 | \phi_9, \phi_{10}),
\]

respectively, and summarises the terms in levels 2 and 3. As opposed to standard non-hierarchical Bayesian models we have here an additional term with hyperprior distributions \( p(\phi) \).

4. Results

In this section we present inferential results obtained from the model. The results mainly address our aim previously declared in Sect. 1. The model’s predictability is evaluated in Sect. 4.1 and general results are initially discussed based on visual comparisons. A more detailed analysis of the specific effects of the different predictors are later presented in Sect. 4.2 along with estimates of the seismic half-life. Finally, the model’s ability to predict new areas are demonstrated in Sect. 4.3.

4.1. Predicting the Activity

Figures 4 and 5 show the proposed model’s weekly predictions of the induced seismicity in the seven studied orebodies. The predictions shown in red summarises the posterior predictive distributions (see e.g. Gelman and Hill 2007; Gelman et al. 2004; Kruschke 2014) and are compared against the actual observations shown as black dots. The green dashed curve represents the weekly production in the orebody and is used as a predictor in the model. The red line shows the median prediction and the light red and dark red regions are the 50% and 95% prediction intervals, respectively. The number of observations inside the prediction intervals matches the specified percentages fairly well. A more detailed evaluation of the model’s predictability is given later in Sect. 4.1 using cross-validation (Söderström and Stoica 1989) and Sect. 4.4 when validating the model. A few interesting observations can be made from a visual inspection:

- The effect of the production on the seismicity varies between the orebodies. The production in the second and the fifth orebody seems to correlate more to the observed seismicity, compared to the first, the third and the sixth orebody. There is only a short production interval in the fourth orebody.

- There are indications of seismic decays at intervals succeeding production stops. These are visible in the second orebody between weeks 60–85 and 140–165, and in the fifth orebody between weeks 125–150. Also, successive seismic buildups are visible as the production starts, e.g., in the fifth orebody after week 150 and in the seventh orebody after week 140. The seismic time constants associated with changes in weekly production are difficult to quantify visually, but indicate weeks rather than hours reported in Vallejos and Mckin-non (2010) or days reported in Olivier et al. (2015) when associated with single events or single blasts. We return to a more detailed analysis in Sect. 4.2 and Fig. 7.

- There are bursts of activity in the third and fourth orebody in Fig. 4 not directly driven by the current production. We discuss causes likely related to the applied mining method in Sect. 5.

4.2. Parameter Estimation

Estimation results for the individual parameters \( \theta_{kj} \) in (2–3) and their corresponding prior
distributions (5–12) are shown in Fig. 6. The red squares \( p(h_{kj}|y_j) \) are estimates of the parameters when treating the orebodies independently and the blue circles \( p(h_{kj}|y) \) are estimates obtained using the hierarchical model structure. The numbers \( j = 1, \ldots, 7 \) inside the markers represent the seven orebodies in our data set. The corresponding bold and thin horizontal whiskers represent the 50% and
95% credible intervals, respectively. The blue curves are the jointly estimated prior distributions for the parameters in the hierarchical model, and describes the group of orebodies (i.e. the mine-wide distribution). The green curves represent group-level regression curves in (9) and (11) given size and depth, respectively.

The first parameter $h_{1j}$ represent the seismic decay term (or the autoregressive parameter). The similarity of the seven orebodies means that the prior distribution in (5) contracts around its median value of 0.890 with the 95% interval $\left(0.665, 0.985\right)$. Some shrinkage (with respect to both location and uncertainty) towards the mine-wide distribution is observed when comparing the hierarchical estimated (blue circles) against the independent estimates (red squares). This rather small effect of the prior distribution is expected as the likelihood is much more informative compared to the similarity of the orebodies captured by the prior distribution. The whiskers spanning the credible intervals are considerably smaller than the estimated prior distribution. Figure 7 shows the same estimation results but viewed from the seismic half-life using the relationship in (4). The median half-life for the mine-wide distribution is 5.960 weeks and the 95% interval is $\left(1.697, 45.556\right)$. We could not see
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\[ p(y_i \mid y) \]
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Figure 6

Estimation results for the individual parameters in (2) and (3) and their prior distributions defined in (5–12). The red squares are the independent estimates and the blue circles are estimates obtained using the hierarchical model structure for the seven orebodies. The corresponding bold and the thin horizontal whiskers represent the 50% and 95% credible intervals, respectively. The blue curves are the estimated prior distributions for the parameters the green curves represent group-level regression curves. The size $s_j$ is for visualisation proposes shown here in kilotonne (kt/week) rather than megatonne (Mt/week)
any group-level dependence of the decay times with respect to depth (nor size) for the studied data, as was found in Vallejos and McKinnon (2011).

The second parameter $\theta_2$ is the effect of the weekly accumulative rock mass retrieved by the production blasts in (2) on the activity. The rock mass is not based on actual measurements but on planned production. The exponential effect in (9), motivated in Sect. 3.1.2, seems reasonable and is shown as the green curves in Fig. 6. The bold green curve represents the median regression curve and the thin curves are credible regression curves generated using a subset of 1000 posterior samples (Sect. 2.2). Note also that the prior distributions in blue are more informed as the location of the normal distribution in blue follows the group-level relationship. The bold green curve represents the median regression line and, e.g., increasing the depth $d_j$ by 100 m results in a factor 1.944 more events on average. This is in agreement with Vallejos and McKinnon (2011) reporting a factor 1.896 more events for the same increase in Creighton Deep (or more precisely $0.0001 \exp(0.0064Z)$ where $Z$ is depth). As indicated by the scattering of credible regression lines with different slopes in Fig. 6, the uncertainty of this effect is high and so is the corresponding 95% credible interval (1.046, 7.331) for this increase in depth. Access to only seven orebodies with depths relatively close to each other is one reason for this uncertainty.

The fourth parameter $\theta_4$ in Fig. 6 is the dispersion term (3) and shows overdispersion with respect to a Poisson distribution. Similar to the autoregressive term, no group-level dependencies are observed.

4.3. Predicting the Activity in New Areas Using Cross-Validation

Except for inferring group-level dependencies, the Bayesian hierarchical model allows us to predict seismicity when data is sparse or even missing. In Fig. 8, cross-validation (Söderström and Stoica 1989) is applied where one orebody is removed from the data set and we use the similarity information of the other orebodies to predict its activity from start. We demonstrate this for the two most extreme orebodies, in both size and depth, as these two will be the most influential points in the group-level regressions in Fig. 6.

In Fig. 8, the red box represents this prediction and is compared against the blue circles that is the prediction when the orebody is included as in Figs. 4 and 5. The prediction of the first week is only based on the prior distributions and the similarity of the six other orebodies, using cross-validation. As the week progresses the uncertainties contracts as more data is
available for this new orebody and the results approaches the predictions in Figs. 4 and 5, for which both types of predictions are identical when \( i = 197 \). The rapid convergence towards the results shown in Figs. 4 and 5 is expected as each individual orebody has only four parameters and after only a few weeks we have enough data to estimate the individual four parameters without the otherwise necessary support from the prior distributions provided by the similarity information of the other orebodies.

The small systematic differences seen between the two types of predictions reduces as more weeks progress but needs more data from this new orebody to vanish. The reason for this difference is that these are the two most extreme orebodies in the group and therefore the most influential points in the group-level regressions in Fig. 6, and we need more data to influence the group-level relationships, compared to the data that is available for the other orebodies. In a hierarchical Bayesian model, the influence of the added data from the new individual is weighted both with respect to sample size \( n_j \) and with respect to the number of individuals in the group \( J \) and their corresponding sample sizes (Kruschke 2014; Gelman et al. 2004; Gelman and Hill 2007).

### 4.4. Model Validation

Model validation is a central part in justifying the proposed model (Kruschke 2014; Gelman et al. 2004; Pintelton and Schoukens 2001). In order to trust inference obtained using the model, the predicted data generated using the same covariates should look similar to the actual observations in Figs. 4 and 5 (Gelman et al. 2004). In the model validation step we try to detect any model deficiencies that may lead to false inferences about parameters or predictions of interest.

We start in Table 1 by evaluating the number of actual observations that are inside the 50% and 95% prediction intervals shown in Figs. 4 and 5 as light red and dark red regions. We expect about half of the 50% intervals and about 5% of the 95% intervals to exclude the true measured value (Gelman et al. 2004) shown as black dots in Figs. 4 and 5. We conclude that the fractions in Table 1 of observations inside these prediction intervals are realistic. None out of the fourteen intervals, or 0.0 (0.0, 21.8)%, contains

| Orebody | In 95% region | In 50% region |
|---------|---------------|---------------|
| \( j = 1 \) | 0.970 (0.935, 0.986) | 0.513 (0.443, 0.582) |
| \( j = 2 \) | 0.964 (0.929, 0.982) | 0.487 (0.418, 0.557) |
| \( j = 3 \) | 0.964 (0.929, 0.982) | 0.487 (0.418, 0.557) |
| \( j = 4 \) | 0.964 (0.929, 0.982) | 0.543 (0.473, 0.611) |
| \( j = 5 \) | 0.970 (0.935, 0.986) | 0.569 (0.499, 0.636) |
| \( j = 6 \) | 0.980 (0.949, 0.992) | 0.447 (0.379, 0.517) |
| \( j = 7 \) | 0.970 (0.935, 0.986) | 0.467 (0.399, 0.537) |

The table shows the fraction of observations inside the 95% and inside the 50% prediction intervals. The numbers in the parentheses are 95% credible intervals of this fraction. All fractions are within the specified uncertainty.
more or less observations than the interval was specified to do. This matches the predefined risk of 5%, considering multiple comparisons (see e.g. Gelman and Hill 2007).

Good short-term forecasts generally rely on recent measurements. Figures 4 and 5 showed weekly predictions given measurements of the seismicity the week before $y_{i-1,j}$ in (2), along with the other covariates explained in Sect. 3.

Longer range forecasts (e.g. 2 weeks, 3 weeks, months, years) from the currently known state are less certain. The most extreme case is predictions without any recent measurements at all. Table 2 shows an evaluation of the prediction intervals for this extreme case, using the same parameter estimates and covariates as in Figs. 4 and 5 but without access to any observations. The observed value of the seismicity the week before $y_{i-1,j}$ in (2) is replaced with a replicated (or simulated) value the week before. To trust the model for long-term predictions the corresponding prediction intervals should be realistic. One out of fourteen intervals in Table 2 contain more observations than specified, and we draw the same conclusion as for Table 1 above.

To further test the validity of the model we use posterior predictive p-value (Gelman et al. 2004) for various discrepancy measures that are important for our inferential goals. Although criticised (see e.g. Kruschke 2013, 2014) it still gives a hint of possible discrepancies between the model and the observations if we take multiple comparisons into account (Gelman 2013).

Based on 100,000 predicted data sets, given the same covariates as in the observations, the posterior predictive p-values of different measures are shown in Table 3. Five out of 70 measures, or 7.1 (3.2, 15.7)%, are more extreme and matches a predefined risk of 5% (Gelman 2013).

We also evaluate 100,000 replicated data sets without access to the observed value of the seismicity the week before $y_{i-1,j}$ in (2). The posterior predictive p-values of different measures are shown in Table 4. One out of 70 measures, or 1.4 (0.3, 7.6)%, is more extreme and matches a predefined risk of 5%.

Based on the evaluation of the prediction intervals and the posterior predictive p-values of predicted and replicated data, there is little evidence to indicate significant discrepancies and the actual observations are typical of the replicated observations generated using the proposed model (Gelman et al. 2004).

### 5. Discussion

Good models are essential to understand the relationship between induced seismicity and the production rate in the mine. We need them to: make predictions of induced seismicity, estimate the effects of different predictors, customise production plans that limits induced seismicity. In this study we present a Bayesian hierarchical model that captures the dynamic relationships and group-level dependencies. We found no evidence that would indicate model deficiencies based on posterior predictive checks on standard discrepancy measures, and the actual observations are typical of the replicated observations generated using the model. The prediction intervals are realistic and the fraction of observations within them matches their predefined probability.

We found that the seismic half-life ranges from weeks up to 2 months for the studied orebodies and a visual examination of the observations agrees with these findings. As opposed to sequences after a large event or a single blast, that shows decay times of hours reported in Vallejos and Mckinnon (2010) or several days reported in Olivier et al. (2015), we
model the accumulated retrieval of rock mass during an entire week that is associated with several production blasts. The larger decay times found in this data set may partly be explained by a much larger redistribution of stresses compared to a single event or a single blast. For example, the weekly excavated volume in the largest orebody \( j = 1 \) is 1600 times larger compared to the blasted volume (20 m\(^3\)) in the mining tunnel investigated in Olivier et al. (2015).

The different caving processes associated with the applied mining method (sub-level caving, Wettainen and Martinsson 2014) may be another explanation for the larger decay times and visible bursts of seismicity not directly correlated with the production. In sub-level caving, the hangingwall gradually caves into the excavated volume as the production continuous (see e.g. Svartsjaer 2018; Svartsjaer et al. 2016). This rather complex caving processes are known to progress over weeks (or up to years for crown pillars), and depend on size, location, geometry and geology of the hangingwall (Malmgren, private communication, 2017). These caving mechanism often affects large volumes and may be present in several seismic volumes at the same time, and may explain the correlated burst, seen e.g. in Fig. 4 for the two neighbouring orebodies and volumes \( j = 3 \) and \( j = 4 \). As the caving moves upwards, it could also affect neighbouring seismic volumes at slightly different times as may be the case for \( j = 3 \) and \( j = 4 \). These mechanisms are not directly related to the current production but a result of decades of mining, hence there is no direct correlation to the current production (Kijko and Funk 1996) that can modify future activity rate (Orlecka-Sikora 2010). Additional predictors retrieved from the seismic system, such as coseismic stress changes (Orlecka-Sikora 2010), may improve the model’s predictability.

The model we propose models the seismic behaviour of the orebodies under active mining. In this state the activity will approach a steady-state level when there is no production rather than zero activity, see Appendix for more details. This can also be seen in our data in Fig. 4 and for \( j = 4 \). At the end of this data there is no production for a period of more than

| Orebody | \( P_{25} \) | \( P_{25} \) | \( P_{50} \) | \( P_{75} \) | \( P_{97.5} \) |
|---------|------------|------------|------------|------------|------------|
| \( j = 1 \) | 0.084 | 0.390 | 0.320 | 0.724 | 0.947 |
| \( j = 2 \) | 0.346 | *0.980 | 0.836 | 0.704 | 0.901 |
| \( j = 3 \) | 0.231 | 0.858 | 0.276 | 0.582 | 0.560 |
| \( j = 4 \) | 0.199 | 0.338 | 0.733 | 0.957 | 0.708 |
| \( j = 5 \) | 0.044 | 0.171 | 0.124 | 0.811 | 0.797 |
| \( j = 6 \) | *0.003 | 0.667 | 0.967 | 0.073 | 0.910 |
| \( j = 7 \) | 0.099 | 0.862 | 0.392 | 0.424 | 0.765 |

Here \( P_i \) is the \( i \)th percentile, \( std \) the sample standard deviation and \( \text{iqr} = P_{75} - P_{25} \) is the interquartile range. Five out of 70 measures (marked with *) are more extreme

| Orebody | Min | Max | Mean | Std | Iqr |
|---------|-----|-----|------|-----|-----|
| \( j = 1 \) | 0.156 | 0.350 | 0.793 | 0.771 | 0.771 |
| \( j = 2 \) | 0.065 | 0.924 | 0.810 | 0.906 | 0.545 |
| \( j = 3 \) | 0.419 | 0.616 | 0.629 | 0.661 | 0.433 |
| \( j = 4 \) | 0.837 | 0.373 | 0.728 | 0.490 | *0.978 |
| \( j = 5 \) | *0.011 | 0.831 | 0.907 | 0.911 | 0.866 |
| \( j = 6 \) | *0.000 | 0.972 | 0.757 | 0.940 | 0.056 |
| \( j = 7 \) | 0.221 | 0.934 | 0.648 | 0.813 | 0.296 |

The data was replicated without access to the observed value of the seismicity the week before. Here \( P_i \) is the \( i \)th percentile, \( std \) the sample standard deviation and \( \text{iqr} = P_{75} - P_{25} \) is the interquartile range. One out of 70 measures (marked with *) are more extreme

| Orebody | Min | Max | Mean | Std | Iqr |
|---------|-----|-----|------|-----|-----|
| \( j = 1 \) | 0.214 | 0.466 | 0.540 | 0.709 | 0.881 |
| \( j = 2 \) | 0.539 | 0.904 | 0.751 | 0.680 | 0.834 |
| \( j = 3 \) | 0.575 | 0.756 | 0.509 | 0.575 | 0.513 |
| \( j = 4 \) | 0.367 | 0.484 | 0.684 | 0.846 | 0.711 |
| \( j = 5 \) | 0.210 | 0.513 | 0.504 | 0.774 | 0.853 |
| \( j = 6 \) | 0.039 | 0.608 | 0.796 | 0.413 | 0.688 |
| \( j = 7 \) | 0.368 | 0.779 | 0.574 | 0.557 | 0.703 |

The posterior predictive p-values (Gelman et al. 2004) of different discrepancy measures of replicated data
20 weeks and the activity level is not decaying to zero. When mining stops, the caving mechanism in the mine-out areas will continue for many years to come and for some orebodies the caving will eventually reach the surface as subsidence (Malmgren, private communication, 2017) and is visible in Fig. 1 for the orebodies: Kapten, Parta, Dennewitz and Alliansen. We could extend the model and include a diminishing term to reduce the steady-state level, i.e. \( \exp(\theta_3) \), over time with an additional parameter to govern the rate of it (i.e. a time constant). However, in this study we only have observations during active mining and we have no information of the post-mining seismic behaviour in our material. Hence, we have no information to estimate such a parameter (i.e. time constant). Modelling and studying a transition from an active to passive mining state is not our objective. Modelling it would require observations from such a transition together with longer observation time for sub-level caving.

Another finding was that the effect of the production on the induced seismicity depends exponentially on the size of the production. The weekly production has a larger direct effect in smaller orebodies with lower average production, and this effect decreases exponentially with production size. As noted from the visual comparison between the measured seismicity and the production in Sect. 4.1, the production in the second and the fifth orebody seems to correlate more to the observed seismicity, compared to the first, third and the sixth orebody. This agrees well with the estimation results shown in Fig. 6 for the production parameter \( \theta_2j \) and its group-level dependency on size \( s_j \).

The size \( s_j \) is estimated based on the average planned production rate in the orebody, and we may question the correctness of this information in the future, as planned production \( p_{ij} \) may change and affect the average production rate \( s_j \). For long term predictions this may be an issue if the actual production deviates heavily from planned production. However, for short-term predictions (e.g. predicting the activity next week) this is not an issue as an estimate can easily be obtained by looking at historical data (either planned or measured if available). For long-term predictions we may incorporate uncertainties associated with both \( p_{ij} \) and \( s_j \) that may be based on historical evaluations of deviations between planned and actual production. A straightforward Monte-Carlo implementation is to base our predictions on not just one specific production sequence, as we did in Figs. 4 and 5, but on many credible production realisations taking these uncertainties into account (following the discussion in Mishra et al. 2017).

The seismic exposure term reveals a dependency on depth. For example, an increase in depth by 100 m doubles the seismic activity. Although rather uncertain, the effect agrees well with the findings in Creighton Deep (Vallejos and McKinnon 2011). The uncertainty in our estimate is likely to be caused by only seven orebodies at relatively similar depths.

In the analysis we have mainly followed Kruschke (2014), Gelman et al. (2004, 2008) and considered either non-informative, vague or weakly informed prior distributions for the hyperparameters. However, one strength with Bayesian analysis is to use informative priors and reuse findings from other research in the current analysis. This is especially fruitful when the accessible data is not informative enough. In our case, we could have included the depth dependencies found in Vallejos and McKinnon (2011) and assigned a more informative hyperprior distribution for \( \phi_x \) centred around the value estimated in Vallejos and McKinnon (2011) and with a scale reflecting reasonable uncertainties. This would not only reduce the uncertainties in our estimate of \( \phi_x \) to more realistic intervals, but also contribute to more certain estimates of other parameters (Kruschke 2014) and more certain predictions when data is sparse (Sect. 4.3).

More autoregressive terms (past week, past 2 weeks, etc.) have been included in the evaluation process but without any significant modelling improvements for the studied material. Different combinations of the proposed group-level predictors and additions of other predictors (e.g. the angle towards the main stress field, the dip of the orebody, the mayor horizontal length, the horizontal length perpendicular to the main stress field, the size of the hanging wall, and other size and volume measures) have been evaluated in this study but without significant modelling improvements. Also, an alternative production term has been evaluated that is a weighted
combination of the production rate in all orebodies, where the weights are the inverse squared distance from the production point to the centre of the volume, but without improvements. Knowledge of rock mechanic properties for the specified volumes are currently limited to only a few locations in a small subset of the investigated volumes. The limited information and absence of prior knowledge of such effects means that we can not test or include it as group-level predictors.

A possible extensions to the model would be to incorporate additional autoregressive terms from the neighbouring orebodies. For instance, the first and the second orebody are spatially close and share a common burst around week \( i = 171 \) in Fig. 4 and such an extension may improve inference. However, covariation in other time intervals are absent. The third and fourth orebody are also spatially close and share a common burst around week \( i = 130 \), but also seem to lack covariation elsewhere. The lack of a more consistent covariation in our material speaks against such modelling extension. For other mines that show clear covariation and have spatially closer volumes, orebodies or blocks, this type of model extension may improve inference.

No major events can be found in the vicinity of the volumes for the time periods specified above, that may have explained the common bursts. Also, the decay times for these bursts are in the order of weeks as opposed to hours or several days for major events (Vallejos and Mckinnon 2010; Olivier et al. 2015). However, the time periods are during or just after the snow melting period that is known to increase seismicity (Ersholm, private communication, 2017).

The reported inference (e.g. the predictability, the specific effects of the covariates, group-level dependencies, etc.) is limited to the specific study setting and the mine under investigation. However, the proposed Bayesian hierarchical model structure and the procedures used here are applicable in evaluating, analysing and understanding the effects of similar settings. Size and depth are clearly important group-level predictors but additional predictors that are missing in this study, might improve the model’s predictability and reduce uncertainty.

The time steps investigated here are weeks, but could be reduced to days or even hours depending on the detailedness of the data. For hourly predictions, more autoregressive terms might be needed to describe seismic decays from both single events or blasts (Vallejos and Mckinnon 2010) and decays from daily or weekly productions (Fig. 7). For production plan optimisations, which is the objective here, time steps in weeks are appropriate.

We also consider the same seismically active volumes used in Wettainen and Martinsson (2014) in this study. These volumes can be redefined or divided into sub-volumes to increase the detailedness in specific areas of interest. Dividing the larger volumes and corresponding production areas into smaller sizes might also increase the effect of the production term on the induced seismicity in a smaller nearby sub-volume, Fig. 6. This, however, means that the resulting sub-volumes are spatially closer and dependencies between neighbouring volumes should be investigated and included in the model.

The magnitude information of the events and the corresponding \( b \)-values for the volumes are not investigated in this study. It is an ongoing research (see e.g. Martinsson and Jonsson 2018) that combined with the results presented here can be used for more comprehensive probabilistic earthquake hazard assessment in the mine.

6. Conclusion

We present a Bayesian hierarchical model that captures the dynamic relationships between seismic activity and production rate, depth and size of the orebodies. The induced seismic behaviour of seven orebodies in the same iron-ore mine are modelled jointly using hierarchical levels, where the mine-wide parameters are learnt together with the individual orebody parameters from the observed seismic data. Model validation with posterior predictive checking using several discrepancy measures could not detect any model deficiencies or flaws. The weekly prediction with corresponding intervals are realistic and the fraction of observations within the intervals matches their predefined probability. The model can be used to evaluate the short and long-term impact of a production plan on the induced seismicity in a specific orebody. Inference from the model reveals that the
seismic half-life ranges from weeks up to 2 months for the studied orebodies. The effect of the weekly production on the induced seismicity depends exponentially on the average production size in the orebody. The seismic exposure term reveals a dependency on depth and, for example, an increase in depth by 100 m doubles the seismic activity. Except for inferring group-level dependencies on depth and size, we show that the Bayesian hierarchical model can predict seismicity when data is sparse or even missing.
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Appendix: Steady State Level, Exponential Decay and Seismic Half-Life

The expected steady state level of the activity in (2) under constant production $p_{ij} = p_0$ is given by

$$\mu_{ij} = \exp(\theta_j p_0 + \theta_j)/ (1 - \theta_j).$$

(18)

Assume that for week $i = 0$ the expected activity is at this steady state level, i.e. $\mu_{0j} = \exp(\theta_j p_0 + \theta_j)/ (1 - \theta_j)$, and that the production is suddenly increased one unit at week $i = 1$ as $p_{ij} = p_0 + \delta_{i1}$, where

$$\delta_{i1} = \begin{cases} 0 & \text{if } i \neq 1, \\ 1 & \text{if } i = 1, \end{cases}$$

(19)

is the Kronecker delta function. The impulse response of such scenario is given by

$$\mu_{ij} = \mu_{0j} + \theta_{ij} C,$$

(20)

where $C = \mu_{0j} \left(1 + \theta_{ij}^{-1}(\exp(\theta_j)/(1 - \theta_j) - 1)\right)$ is a constant term independent of the week index $i$. The impulse response resulting from the increased production at week $i = 1$ decreases exponentially with respect to $i$ towards the steady state level $\mu_{0j}$. The half-life of the second term in (20) is determined by $\theta_{ij}^{-1} = 1/2$ and leads to the seismic half-life in (4) under the stability constraints provided by the beta prior distribution in (5).
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