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ABSTRACT

A cellular automaton (CA) depicting the dynamics of the Covid-19 pandemic, is set up. Unlike the classic CA models, the present CA is an enhanced version, embodied with contact tracing, quarantine and red zones to model the spread of the Covid-19 pandemic. The incubation and illness periods are assimilated in the CA system. An algorithm is provided to showcase the rules governing the CA, with and without the enactment of red zones. By means of mean field approximation, a nonlinear system of delay differential equations (DDE) illustrating the dynamics of the CA is emanated. The concept of red zones is incorporated in the resulting DDE system, forming a DDE model with red zone. The stability analysis of both systems are performed and their respective reproduction numbers are derived. The effect of contact tracing and vaccination on both reproduction numbers is also investigated. Numerical simulations of both systems are conducted and real time Covid-19 data in Mauritius for the period ranged from 5 March 2021 to 2 September 2021, is employed to validate the model. Our findings reveal that a combination of both contact tracing and vaccination is indispensable to attenuate the reproductive ratio to less than 1. Effective contact tracing, quarantine and red zones have been the key strategies to contain the Covid-19 virus in Mauritius. The present study furnishes valuable perspectives to assist the health authorities in addressing the unprecedented rise of Covid-19 cases.
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1. Introduction

Since first identified, the epidemic scale of the recently emerged novel coronavirus, Covid-19 in Wuhan, China, has increased rapidly, with cases arising across China and other countries around the globe. To date, 221 countries and territories around the world are affected by the Covid-19 [1]. Containment measures to prevent the spread of the disease include the
closure of schools and universities, cancellation of mass gatherings, namely sport events and introducing work-from-home arrangements with the aim of reducing individual contacts [2]. Red zones, strict quarantine, isolation, curfews and lockdown have been deployed in most countries. The WHO guidelines for the control of Covid-19 stress on three crucial components of an effective strategy: test, trace and isolate [3]. This approach has become one of the key public health tools to circumvent Covid-19 globally. It is perceived that contact tracing is of high importance in the early stages to contain spread [4]. However, it is not so sufficient when the transmission rate is high and the network of contacts is large [5]. In the context of the Covid-19 pandemic, the world has witnessed one of if not the most rapid vaccine development [6]. In addition to preventive measures such as quarantine, social distancing and masks, vaccination is the most vital preventive measure to contain the spread of the Covid-19 virus [7–9]. Nevertheless, the emergence of new variants triggered waves of the infection. Accordingly, the administration of booster doses has become sine qua non in order to sustain immunity against the virus [10,11]. Yet, it is noteworthy to point out that the findings of [12] revealed that the likelihood of a reinfecion, up to 1 year post a previous infection of Covid-19 and the rate of vaccine breakthrough infections are low. Hence, in this work, it is assumed that vaccination is 100% effective. Thus, the number of vaccinated individuals reintegrating the susceptible category in a given population, is considered as comparatively negligible [12]. Quarantine of individuals restricts the activities and separates individuals who have been exposed to an infected person [3]. Thus, symptomatic individuals can be identified and secondary infections are prevented within the population. Isolation uncouples the infected individuals from others. Another potent containment measure expeditiously adopted during the second wave of infections is the enforcement of red zones [13].

Mathematical modelling has figured prominently in decision making in the control and suppression of the Covid-19 spread [14]. Several mathematical models of Covid-19 have been developed with the goal of estimating and analysing the outbreak [13,15–18]. Mauritius was hit by the Covid-19 virus on 18 March 2020, trailed by three imported cases. The outbreak quickly evolved from sporadic cases to clusters to local transmission. The proliferation of the virus was controlled within 39 days on 26 April 2020 [19]. However, the second wave of Covid-19 cases sent the country into a second lockdown in March 2021 which lasted for 3 weeks. In anticipation of the second wave of Covid-19, the Mauritian government introduced the red zone strategy. Mauritius has bolstered tracing efforts but has still struggled as case numbers rose during the second wave of infections. Couple with other containment measures, the enactment of red zones has enhanced the efficacy to control the propagation of the virus within the population. The present study aims at modelling the Covid-19 pandemic, using the cellular automata (CA) approach. The highlight of this article is the formulation of a novel CA model, embodied with contact tracing, quarantine, red zones and vaccination. To the best of our knowledge, the CA model proposed in the current work is a first of its kind since including the aforementioned features increase the complexity of the model. Additionally, in order to gain better insights into the dynamics of the spread of the Covid-19, a mean field approximation of the CA is carried out. A nonlinear system of delay differential equations (DDE) is yielded, which proves to be the most coherent in the sense that delays are incorporated, accounting for the changes in the evolution of the virus, the social behaviours of individuals and the effect of measures enacted. The paper is next channelled as follows: a brief overview of cellular automata is provided in Section 2. The CA model is set up and the rules governing the system with and without red zones are elucidated in Section 3. Section 4 presents the numerical simulations of the CA model. A mean field approximation of the CA model is performed in Section 5, yielding a DDE system. The analysis of the resulting system is conducted in Section 6. Red zone is incorporated in the model and its analysis is presented in Section 7. The numerical investigations of the DDE model are depicted and discussed in Section 8. In Section 8.5, Covid-19 data for Mauritius is adopted to validate the model and scenarios under different control strategies are simulated. The concluding remarks and the future scope of the model are eventually provided in Section 9.

2. Overview of cellular automata

A cellular automaton (CA) is a collection of cells arranged in a grid that evolve through a finite number of discrete time steps, $t$, according to a set of predefined rules. These rules can either be deterministic or stochastic. Each cell of the grid can be in one state at a time. The next state of each cell depends on the state of the current cell and states of its neighbourhood. The most commonly types of neighbourhood used are the Von Neumann and Moore neighbourhood [20]. These neighbourhoods can also be extended using a radius around the reference cell. In the relation-based graph-CA (r-GCA) neighbourhood, the connections of each cell, who are far away but close in the relationship of common friends and cliques amongst others, are considered [21]. Contact network is an essential feature to be assimilated into the mathematical modelling of diseases where social interactions take place over large-scale areas, which enhances the measure of infection risk within the community [22]. Moreover, as stipulated in [23], the inhomogeneity in the contact network of each individual influences the dynamics of the proliferation of the disease. Thus, in the present context, the concept of the relation-based graph-CA (r-GCA) neighbourhood is used. [24] reveals that the inclusion of time delay in the study of epidemiology is an important aspect as it has a substantial impact on the number of infected individuals. In order to describe the dynamics of the pandemic, in the current work, delays are incorporated to take into account the incubation period of quarantined individuals and the illness time of the infected, respectively. Moreover, the implementation of red zone in a given population points out the dynamic suppression of connections lying outside the red zone. Therefore, in contrast to systems [20] and [21] whereby the connectivity of a given individual is kept fixed, the r-GCA established in the present work has the additional ability to adjust the connectivity of a given cell when red zones are imposed. Accordingly, the r-GCA system set up in
[21] is modified in order to embody these features. To date, to the best of our knowledge, this study is the first of its kind whereby the aforementioned features have been considered in a CA system to model the spread of an infectious disease such as the Covid-19 virus in a given environment. In the following section, the model is set up.

3. The CA model

The CA model consists of a lattice with side $n$ and a total size of $n \times n = N$ cells. Each individual is mapped into a cell in the grid that can be in one of the following six states: Susceptible (S), Quarantine (Q), Infected (I), Recovered (R), Dead (D) and Vaccinated (V) individuals. Due to the prevalence of the number of Covid-19 cases in certain areas of a population, the latter regions are declared as red zones. These areas are then categorised as the Susceptible Red Zone (SRZ) population. Fig. (1) pictures the flow diagram of the model. The different arrows represent the possible transitions of individuals within the compartments. Fig. (2) illustrates the evolution of an individual tested positive and its contacts who have been identified as Covid-19 positive. It should be emphasized that the dashed lines present in the flow diagram denote that the Susceptible Red Zone category does not exist permanently. Depending on the severity of the proliferation of the disease in these areas, the latter regions are then no longer declared as red zone. As a result, the dashed lines are used to showcase the dynamical evolution of the existence of red zones in the population. The states that are used in the CA model are described in Table 1 and the description of the parameters involved in the model are given in Table 2.

Incubation period is the time elapsed between exposure to the virus and the onset of symptoms and signs of infection. The incubation period is one of the key epidemiological parameters that can determine the appropriate duration of quarantine [25]. An inaccurate estimation of this period may lead to a wrong timing in the implementation of the preventive measures to counter the proliferation of the infection in the population and thereby fuel the spread of the disease, in particular when the number of asymptomatic carriers is significant. Various investigations have confirmed that the incubation period for the Covid-19 virus is about 14 days. In this sense, the quarantine and isolation duration of exposed or suspected cases is set at 14 days [26–28]. The median time to recovery from Covid-19 varies among patients and research has revealed that the recovery time is estimated to be 2 weeks for patients with mild infection and 3 to 6 weeks for those with serious illnesses [29–31]. Therefore, in the current study, the maximum illness time is taken as 42 days. In the present r-GCA model, a time delay of 14 time steps, denoted by $t_1$, accounts for the incubation period of quarantined individuals whilst 42 time steps, represented by $t_2$, are taken for the illness time of the infected. The time difference is used to characterise the cycle of viral infection and treatment time.


**Fig. 2.** Flow chart of the model. The definition of $T$, $TH$, $TQ$ and $CTBT$ are provided in Table 3.

### Table 2
Interpretation of the parameters in the model.

| Symbol | Description                                                                 | Value    |
|--------|----------------------------------------------------------------------------|----------|
| $\phi$ | Growth rate of the susceptible category                                      | 0.003    |
| $\eta$ | Growth rate of the susceptible red zone category                             | 0.15     |
| $\alpha$ | Transmission rate                                                                 | 0.2      |
| $c$    | Contact tracing rate                                                         | 0.15     |
| $\omega$ | Rate at which quarantine individuals become infected                        | 0.1      |
| $\omega_1$ | Rate at which quarantine individuals return to the susceptible class        | 0.06     |
| $\delta$ | Rate at which quarantine individuals from the susceptible zone population become infected | 0.12     |
| $\delta_1$ | Rate at which quarantine individuals from the susceptible zone population return to their class | 0.05     |
| $\gamma$ | Recovery rate of infected individuals                                       | 0.07     |
| $v$    | Vaccination rate of the susceptible individuals                             | 0.1      |
| $\kappa$ | Vaccination rate of the recovered individuals                               | 0.012    |
| $\mu$  | Disease-induced death rate                                                   | 0.01     |
| $\tau$ | Rate of recovery of individuals                                              | 0.004    |
| $\xi$  | Rate at which the susceptible red zone population becomes susceptible        | 0.1      |
| $\beta$ | Natural death rate                                                          | 0.01     |
| $t_1$  | The maximum peak of incubation time                                          | 14 days  |
| $t_2$  | The maximum peak of illness time                                             | 42 days  |
In this model, the relation-based graph CA neighbourhood [21] is employed to simulate the spread of the disease over the given lattice. Fixed boundary conditions are considered, which are randomly chosen using the rand function in the Matlab software, from the states \{0, 1, 2, 3, 4, 5\}. The model is run for a certain number of time steps, with the lattice being updated synchronously at each time step, \( t \). Each cell ‘interacts’ with cells in its neighbourhood and is updated according to a set of predefined transition rules. Within this model, the stochastic rules for the transitions in the r-GCA are set up according to the following assumption:

- The allowed transitions between the different states are only the ones that obey the flow diagram of the model.
- Owing to the heterogeneity among individuals, each individual shows different resistance, infectivity and infectious range to the disease. However, in the present system, the maximum peak of incubation and illness time is considered to be constant for all individuals.

The ground where the Covid–19 pandemic is proliferating is modelled as a weighted graph whereby each node of the graph stands for an individual and the edge between two nodes represents the connection between the corresponding individuals. More details on the basic theory about CA on graphs can be obtained in [21]. In [32], it is stressed that the network of contacts of an individual is comprised of both close and far connections whereby an individual has a relationship with roommates, family members, neighbours, colleagues at work and casual friends. As such, the network contact of an individual is not fixed within a certain region. Thus, it is of high practical significance to embody the distance factor in the model in order to study the spread mechanism of the infectious disease more accurately. Following the same methodology as introduced in [21], for a population of \( n \) individuals, the neighbourhood of each cell is represented by an adjacency matrix, \( A \) as follows:

\[
A = \begin{bmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{bmatrix},
\]

(1)

where

\[ a_{ij} = \begin{cases} 1, & \text{if } (v_i, v_j) \in E \\ 0, & \text{if } (v_i, v_j) \notin E \end{cases}. \]

and \( \{v_1, v_2, \ldots, v_n\} \) denotes the set of vertices (or nodes) and \( E \) is a set of edges (or links) between the vertices, where each edge is an unordered pair of vertices \( \{v_i, v_j\} \). The distance factor between the nodes \( u_{i,j} \) and \( v_{k,l} \) is the weight associated to the edge \( (u, v) \) and is denoted by \( w_{u,v} \). Generally speaking, the greater the distance, the smaller the influential factor [32]. Hence, the probability of being influenced is inversely proportional to the distance between \( u_{i,j} \) and \( v_{k,l} \). Let

\[
dist_{u_{i,j},v_{k,l}} = \frac{1}{\sqrt{(i-k)^2 + (j-l)^2}}.
\]

(2)

Then,

\[
\Gamma_{u_{i,j}} = \sum_{v_{k,l}=u_{i,j}}^{N_{i,j}} \frac{1}{\sqrt{(i-k)^2 + (j-l)^2}}.
\]

(3)

The weight factor, \( w_{u,v} \) of the cells \( u_{i,j} \) and \( v_{k,l} \) is defined as

\[
w_{u,v} = \frac{\text{dist}_{u_{i,j},v_{k,l}}}{\Gamma_{u_{i,j}}}. \tag{4}
\]

The weight factors for each cell of the CA form the weight matrix, \( W \) and is expressed in matrix form as

\[
W = \begin{bmatrix} w_{11} & \cdots & w_{1n} \\ \vdots & \ddots & \vdots \\ w_{n1} & \cdots & w_{nn} \end{bmatrix}.
\]

(5)

where \( w_{ij} \) is computed using Eq. (4) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq n \). The weighted neighbourhood matrix, \( W_N \) for the given graph includes weight coefficients of individual edges of the directed graph only and is obtained by performing an Hadamard product as follows:

\[
W_N = \begin{bmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{bmatrix} \odot \begin{bmatrix} w_{11} & \cdots & w_{1n} \\ \vdots & \ddots & \vdots \\ w_{n1} & \cdots & w_{nn} \end{bmatrix} = \begin{bmatrix} a_{11}w_{11} & \cdots & a_{1nw_{1n}} \\ \vdots & \ddots & \vdots \\ a_{nw_{n1}} & \cdots & a_{nnw_{nn}} \end{bmatrix}.
\]

(6)

An Hadamard product is used so that other contacts which are not found in the neighbourhood of a given individual is not taken into consideration. The infection probability of individual \( (i, j) \) is then evaluated as follows:

\[
P(i, j) = \sum_{k=1}^{n} W_N(i, k) \times \ln f(k),
\]

(7)
where $\text{Inf} = \begin{bmatrix} \text{d}_1 \\ \vdots \\ \text{d}_n \end{bmatrix}$, representing the infected domain column vector and

$$d_k = \begin{cases} 1, & \text{if the status of the } k^{th} \text{ individual is in the infected state} \\ 0, & \text{otherwise for } 1 \leq k \leq n. \end{cases}$$

$P(i, j)$ represents the total potential infectious risk that infected individuals which are present in the social network of cell $C_{i,j}$, on individual $(i, j)$. In addition, each cell of the lattice is tagged with an indicator which is shown in Table 3.

Each indicator of a cell has six parameters namely, (1) Cell id which is the current cell denoted by cell $C_{i,j}$, (2) $T$ value which takes Boolean value 0/1; 0 means that the cell has not been traced yet and 1 means that the cell has already been traced, (3) $CTBT$ value which will also take either 0 or 1 depending upon whether the connectivity of the cell needs to be traced or not, (4) $TQ$ value is the number of days in quarantine, (5) $TH$ value is the number of days hospitalised and (6) $UI$ value which takes values from 0 to 14, keeping track of the number of days an infected individual remains untraced in the lattice. The spread of the Covid-19 virus becomes possible only after infected individuals come in contact with healthy/susceptible individuals. The neighbourhood of each cell is randomly selected within the lattice and it is assumed that the number of people which one cell contacts during each time step is the same. It is also assumed that each time a cell is vaccinated, it is not involved in the spread of the disease. In order to incorporate red zones in the CA model, the population is partitioned into zones. The zonal classification determines the areas that will be declared as red zones, following a resurgence of Covid-19 cases in the latter regions. Red zones are executed by blocking the latter regions with a boundary. Cells that are within the boundary do not have access to other cells that are outside the boundary, aiming at containing the spread of the coronavirus within the zone. It is important to note that the red zones imposed are dynamic and are revised fortnightly, contingent on the intensity of the spread in these areas. Consequently, to include the above approach in the CA system, the population is stratified into zones. At each time step, the number of infected cases detected in each zone is computed. If the number of infected cases of a particular zone exceeds a certain threshold value, the latter region is declared as red zone. The contact network of all cells of the latter zone are revised and connections that are outside the boundary are suppressed instantly, modifying the neighbourhood matrix, $A$ given by Eq. (1). The initial configuration of the lattice is set to $C_{i,j} = 0$. Some infected individuals are scattered randomly in the lattice and their states are set to $C_{i,j} = 2$. This system is simulated according to the following algorithm.

3.1. Algorithm of the model

Step 1. Get the input from the user for the value of $td$ (the total number of days to simulate the CA model), $ttr$ (the total number of contact tracing conducted daily) and threshold (the maximum number of Covid-19 cases detected in a zone to declare it as red zone).

Step 2. Initialise the time counter and tracing counter to 0.

Step 3. Initialise the $T$ value, $CTBT$ value, $TQ$ value, $TH$ value and $UI$ value of all cells to 0.

Step 4. Vaccinate a proportion of susceptible cells, that is cells $C_{i,j} = 0$ and whose $T$ value is 0. The $T$ value is then set to 1 and $C_{i,j} = 5$.

Step 5. Update all cells tagged with $TQ$ value $\geq 1$. If the value of $TQ = 7$ or $TQ = 14$, the cell is tested: If the cell is tested positive to the virus, the status of the individual changes from $C_{i,j} = 1$ to $C_{i,j} = 2$. The value of $TH$ is set to 1 and the value of $TQ$ is set to 0. Otherwise, if the value of $TQ = 7$ and the individual is tested negative, the status of the individual remains $C_{i,j} = 1$ and the $TQ$ value is updated.

Step 6. Update all cells tagged with $TH$ value $\geq 1$. A test is conducted on cells with $TH$ value being a multiple of 7. If 2 consecutive tests are negative to the virus, the individual recovers. The status of the cell changes from $C_{i,j} = 2$ to $C_{i,j} = 3$ and the value of $TH$ is set to 0. Otherwise, the individual remains in the treatment centre and the value of $TH$ is updated. However, if the value of $TH = 42$, the cell is assumed to become inactive. That is, in the present context, we assumed that after being hospitalised for 42 days, the individual dies. The cell changes state from $C_{i,j} = 2$ to $C_{i,j} = 4$ and the value of $TH$ is set to 0.

Step 7. Update the tag for the untraced infected cells. If the value of $1 < UI < 14$, the value is updated. Otherwise, if the value of $UI = 14$, the cell goes to the hospital on his own since the incubation time is 14 days. The value of $T$, $TH$ and the value of $CTBT$ are set to 1 so that its connectivity can be traced. The value of $UI$ is then set to 0.

Step 8. If the $CTBT$ value of a cell is 1, go to Step 11. Else, go to Step 9.

Step 9. A dice is thrown to select an infected cell in the grid, with $T$ value 0.
Step 10. The indicator of the selected infected cell is updated. The $T$ value, $CTBT$ value and $TH$ value of the cell are set to 1.

Step 11. Identify the connectivity to be traced of the selected cell.

Step 12. A dice is thrown to select only part of the connectivity. The $T$ value of the cells from the selected connectivity is set to 1.

Step 13. The selected connectivity is then tested. If the cell is in the susceptible state, that is $C_{i,j} = 0$, the cell is quarantined and $C_{i,j} = 1$ with $TQ$ value is set to 1. If the cell is in the infected state, that is $C_{i,j} = 2$, the individual is sent to treatment centres. The $TH$ value and the $CTBT$ value of the infected cell are updated to 1.

Step 14. Check if the number of infected cases in the zones exceeded the threshold. If yes, declare the latter zones as red zones and then go to Step 15. Else, go to Step 16.

Step 15. Suppress all connections of cells that are found outside the zone in order to curb the spread of the disease.

Step 16. If the tracing counter is less than $tr$, then go to Step 8.

Step 17. If the time counter is less than $td$, then go to Step 4.

Stop. The algorithm can be summarised in Fig. (2). The algorithm when red zones are not imposed in the population is quite similar to the latter one except that Step 14 and Step 15 are excluded. In the section that follows, some numerical investigations are conducted to showcase the dynamical evolution of the spread of the Covid-19 pandemic in a given population. The effect of implementing red zones are illustrated and discussed.

4. Numerical simulations of the PCA model

The numerical experiments are generated in MATLAB, using a grid of $120 \times 120$, depicting the ground whereby the virus is proliferating. The simulation starts with an initial configuration of susceptible and infected sites placed randomly in the lattice, as pictured in Fig. (3). The snapshots in Fig. (4) clearly show the spread behaviour of the Covid-19 virus in the population, with the effect of red zones and without red zones. The spread patterns in both scenarios unravel the value of classifying certain regions as red zones. The virus is seen to be less dispersed in the lattice when red zones are imposed. The rightmost column of Fig. (4) demonstrates the dynamic of red zones when implemented in the population. When the number of infected cases of a zone exceeds the threshold value, that particular geographical region is delimited as red zone and is illustrated with a red circle. As the pandemic progresses, the measures enforced in these regions are revised. Depending on the prevalence of the virus, the latter areas are no longer declared as red zones and are then encircled by a yellow circle to picture the relaxation of the measures imposed in that region. Fig. (5) shows the progression of the number of infected cases with and without the effect of red zones. A remarkable drop of infected cases is perceived as from 200 time steps. Moreover, at the final time step, the number of infected cases eventually declines to 0 when red zones are implemented. It can be seen that without red zones, the disease is still prevailing in the population at the final time step. This numerical experiment firmly evidences that red zones are efficacious in preventing an extensive propagation of the virus in the population. Furthermore, the time taken to slow down the spread of the disease in the population can be predicted. From Fig. (5), it can be seen that after 420 time steps, a Covid free population is noted. Hence, with the present CA model, a swarm of scenarios can be effectuated and through the outcomes, the government can deploy effective strategies to control the pandemic in the most effective way. It needs to underscore that the CA model established in the present study mimics the spread of the disease and captures the multitude of factors that enhances and mitigates the proliferation of the virus in the community. The simulations presented point out the importance of modelling this pandemic with a cellular
Fig. 4. These figures show the snapshots of the CA dynamics over 500 time steps, illustrating the spread behaviour of the Covid-19 virus at \( t = 200 \), \( t = 400 \) and at \( t = 500 \) on a \( 120 \times 120 \) grid. The leftmost column represents the evolution of the virus without the enactment of red zones. The rightmost column depicts the spread of the virus when red zones are imposed in the population. Red zones are shown by red circles and with the relaxation of measures, the latter areas are represented by yellow circles. The parameters used to conduct the simulations are given in Table 2 with the value of \( ttr = 50 \) and a threshold value of 20.

5. Mean field approximation of the CA model

Following [20], density evolution equations corresponding to each category of individuals in the system are derived. The spread of the Covid-19 without the implementation of red zones is culminated to the following system of delay differential equations:

\[
\frac{dS(t)}{dt} = \phi - \alpha c S(t) I(t) - \alpha (1-c) S(t-t_1) I(t-t_1) + \omega_1 Q(t-t_1) - \beta S(t) - \nu S(t),
\]

\[
\frac{dQ(t)}{dt} = \alpha c S(t) I(t) - \omega Q(t-t_1) - \omega_1 Q(t-t_1),
\]

\[
\frac{dI(t)}{dt} = \alpha (1-c) S(t-t_1) I(t-t_1) + \omega Q(t-t_1) - \gamma I(t-t_2) - \mu I(t-t_2),
\]
\[
\begin{align*}
\frac{dR(t)}{dt} &= \gamma I(t - t_2) - \tau R(t) - \kappa R(t), \\
\frac{dV(t)}{dt} &= \nu S(t) + \kappa R(t) - \beta V(t),
\end{align*}
\]  

(8)

where the time delay \( t_1 \) denotes the incubation period, that is the period between a susceptible individual being in contact with an infected individual and being infected. The time delay \( t_2 \) represents the maximum period for an infected individual to either recover from the disease and move to the recovered category or the person die due to the disease. It needs to highlight that the mean field approximation conducted on the r-GCA emanates a nonlinear system of delay differential equations with two delays to depict the dynamics of the spread of the Covid-19.

**Remark 1.** A susceptible individual, after being in contact with an infected person at instant \( t \), becomes infected at instant \( t + t_1 \). The infected class then fed at the instant \( t \) by the susceptible infected at the instant \( t - t_1 \). Similarly, the same operation occurs between the classes of the system.

**Remark 2.** Biologically, in the present model, \( t_1 = 14 \) days and \( t_2 = 42 \) days, representing the incubation period and the maximum peak of illness time respectively.

The initial conditions of system (8) are

\[
\begin{align*}
S(\theta) &= \chi_1(\theta) \geq 0, & Q(\theta) &= \chi_2(\theta) \geq 0, \\
I(\theta) &= \chi_3(\theta) \geq 0, & R(\theta) &= \chi_4(\theta) \geq 0, \\
V(\theta) &= \chi_5(\theta) \geq 0, & \theta &\in [-t_3, 0],
\end{align*}
\]  

(9)

where \( t_3 = \max(t_1, t_2) \), \( \chi = (\chi_1(\theta), \chi_2(\theta), \chi_3(\theta), \chi_4(\theta), \chi_5(\theta)) \in \mathcal{C} \) such that \( \chi_i(\theta) \geq 0, i = 1 : 5 \), for \( \theta \in [-t_3, 0] \). \( \mathcal{C} \) denotes the Banach space of continuous functions mapping the interval \([-t_3, 0]\) into \( \mathbb{R}_+^5 \), where

\[
\mathbb{R}_+^5 = \{ (S, Q, I, R, V) : S \geq 0, Q \geq 0, I \geq 0, R \geq 0, V \geq 0 \}.
\]

It is well known by the fundamental theory of functional differential equations [33], that system 8 has a unique solution \((S(t), Q(t), I(t), R(t), V(t))\) satisfying the initial conditions given in (15). In the section that tails, the equilibrium points and the reproduction number, \( R_0 \) of the model are sought. The stability analysis of the system is conducted to appraise the dynamics of the Covid-19.

6. Analysis of the model (8)

6.1. The existence of equilibria and the basic reproduction number, \( R_0 \)

The equilibrium points are obtained by setting the right hand side of system (8) to zero. It is notable that delay systems and ordinary differential equation systems share the same equilibria. Model (8) is found to have the following equilibria:

1. The Disease Free Equilibrium, (DFE), \( E_0 = \left( \frac{\phi}{(\beta + \nu)}, 0, 0, 0, \frac{\nu \phi}{\beta (\beta + \nu)} \right) \) which represents a population consisting of susceptible and vaccinated individuals, that is a disease free population.
2. The Disease Endemic Equilibrium, \( E_\ast = (S_\ast, Q_\ast, I_\ast, R_\ast, V_\ast) \).

The reproduction number evaluates the speed at which the epidemic disease is capable of propagating in a certain population. Such analysis can provide potential information to policy and decision makers in choosing and enacting different strategies within the progression of the outbreak. \( R_0 \) can be defined as the average number of individuals from the susceptible category, who are being contaminated by an infected individual. \( R_0 \) permits to deduce when the Covid-19 is more probable to die out or to persist in a population [34]. In order to scrutinise the equilibria of the system, a basic threshold term for the model is derived, to gauge the transmissibility of the Covid-19. The next-generation matrix approach as outlined in [35] and [34] is employed to compute \( R_0 \) which is given by

\[
R_0 = \rho FV^{-1} = \frac{\alpha \phi (1 - c)}{(\beta + v)(\mu + \gamma)},
\]

(10)

where \( \rho \) is the spectral radius of the next-generation matrix \( FV^{-1} \) with

\[
F = \begin{pmatrix}
\frac{\alpha \phi (1 - c)}{(\beta + v)} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\quad \text{and} \quad
V = \begin{pmatrix}
(\mu + \gamma) & 0 & 0 \\
-\gamma & \tau + \kappa & 0 \\
0 & -\kappa & \beta \\
\end{pmatrix}.
\]

(11)

Remark 3. From Eq. (10), it can be deduced that the reproduction number is highly sensitive to variations in the contact tracing rate, \( c \) and the vaccination rate, \( v \). Hence, efforts must be focused on the increase in the contact tracing rate and the vaccination rate so that \( R_0 < 1 \). This statement is confirmed numerically in Section 8.

In the section that follows, the stability analysis of model (8) is established.

6.2. Stability analysis of the model

In this section, the local stability of the DFE is investigated. In order to examine the behaviour of the DFE, \( E_0 \), it is required to compute the Jacobian matrix, \( J \), of the system. The Jacobian, \( J \), of model (8) about the DFE, \( E_0 \) is given as

\[
J(E_0) = \begin{pmatrix}
-\beta - v & \alpha \phi (1 + e^{-\lambda t_1}) & \frac{\alpha (-1 + (1 + c)e^{-\lambda t_1})\phi}{\beta + v} & 0 & 0 \\
0 & -\lambda (\omega + \omega_1)(1 + e^{-\lambda t_1}) & \alpha \phi \frac{(1 + e^{-\lambda t_1})}{(\beta + v)} & 0 & 0 \\
0 & \omega_1 (1 + e^{-\lambda t_1}) & \frac{\alpha \phi (1 + c)(1 + e^{-\lambda t_1})}{\beta + v} & 0 & 0 \\
0 & 0 & \gamma (1 + e^{-\lambda t_1}) & -\kappa - \tau & 0 \\
v & 0 & 0 & \kappa & -\beta \\
\end{pmatrix}.
\]

(12)

Thus, the characteristic equation of system (8) at \( E_0 \) is

\[
(\lambda + \beta)(\lambda + \beta + v)(\lambda + \kappa + \tau)(\lambda^2 + m_1 \lambda + m_0 + (n_1 \lambda + n_0) e^{-\lambda t_1} + (p_1 \lambda + p_0) e^{-\lambda t_2} + q_0 e^{-2 \lambda (t_1 + t_2)} + q_1 e^{-2 \lambda t_1}) = 0,
\]

(13)

where \( \lambda \) is the eigenvalue and the coefficients \( m_i, n_i, p_i \) and \( q_i \), for \( i = 1, 2 \) are provided in Appendix B.

In order to analyse the distribution of the characteristic roots of Eq. (13), Lemma 1 found in Appendix B is used. We consider the following three cases:

Case 1: \( t_1 = t_2 = 0 \), Case 2: \( t_1 > 0 \) and \( t_2 = 0 \) and Case 3: \( t_1 = 0 \) and \( t_2 > 0 \) and the results obtained for each case are summarised in the following Theorems:

**Theorem 1.** If \( R_0 < 1 - c \), the disease free equilibrium, \( E_0 \) is locally asymptotically stable when \( t_1 = t_2 = 0 \); ie in the absence of the delay.

**Theorem 2.** If \( u_2 \geq 0 \) and \( \Delta = u_0^2 - 3u_4 \leq 0 \) hold, then the DFE, \( E_0 \) is locally asymptotically stable for all \( t_1 > 0 \) and \( t_2 = 0 \).

and

**Theorem 3.** If \( R_0 < 1 - c \) and \( \frac{1}{2}(\mu + \gamma) < (\omega + \omega_1) \), then the DFE, \( E_0 \) is locally asymptotically stable for all \( t_2 > 0 \) and \( t_1 = 0 \).

The detailed proofs of Theorems 1, 2 and 3 are provided in Appendix C, D and E respectively.

**Remark 4.** For the convenience of analysis, the stability analysis for the disease free equilibrium, \( E_0 \) when the delays \( t_1 > 0 \) and \( t_2 > 0 \) is not conducted. Additionally, since the disease endemic equilibrium, \( E_\ast \) is quite complex, its stability analysis is not investigated. However, with available data, the existence of \( E_\ast \) is shown numerically and the numerical solutions are explored with the presence of the two delays, which are illustrated later in Section 8.
With the surge of Covid-19 cases, a series of strategies have been quickly deployed by the government to halt its proliferation. The dominant containment measure was the classification of certain areas of a population as red zones. To date, to the best of our knowledge, there exists no study in literature whereby the effect of quarantine, contact tracing and red zone are modelled with a system of delay differential equations. In this view, in the next section, model (8) is modified to embody the compartment of the red zone population.

7. Incorporating Red Zone in model (8)

With the inclusion of red zone areas in the population which are categorised as the \( S_{RZ} \) compartment, there is a proportion of \( \eta \) susceptibles and a proportion of \( \epsilon \) infected individuals. Accordingly, outside the \( S_{RZ} \) population, there are \((1 - \eta)\) susceptibles and \((1 - \epsilon)\) infected individuals. Thus, the novel system (8) is equivalent to

\[
\frac{dX(t)}{dt} = AX(t) + B(X(t))X(t) + CX(t - t_1) + DX(t - t_2) + E(X(t - t_1))X(t - t_1) + F, \tag{14}
\]

where \( X(t) = (S(t), S_{RZ}(t), Q(t), I(t), R(t), V(t))^T, F = (\phi, 0, 0, 0, 0)^T \) and the matrices \( A, B, C, D \) and \( E \) are given as

\[
A = \begin{pmatrix}
-\beta + \nu & (1 - \eta) - \eta & & & \\
\eta & -\xi & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\nu(1 - \eta) & 0 & 0 & (\kappa + \epsilon) & 0 \\
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
-\alpha c(1 - \eta)(1 - \epsilon)I & 0 & 0 & 0 & 0 \\
-\alpha c \eta \epsilon I & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha c(1 - \eta)(1 - \epsilon)S + \alpha c \eta \epsilon S & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
C = \begin{pmatrix}
0 & 0 & \omega_1 & 0 & 0 \\
0 & 0 & \delta_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, D = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

and

\[
E = \begin{pmatrix}
-\alpha(1 - c)(1 - \eta)(1 - \epsilon)I & 0 & 0 & 0 & 0 \\
-\alpha(1 - c) \eta \epsilon I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

The novel system (8) is subjected to the following initial conditions

\[
S(\theta) = \chi_1(\theta) \geq 0, \quad S_{RZ}(\theta) = \chi_2(\theta) \geq 0, \quad Q(\theta) = \chi_3(\theta) \geq 0, \quad I(\theta) = \chi_4(\theta) \geq 0, \quad R(\theta) = \chi_5(\theta) \geq 0, \quad V(\theta) = \chi_6(\theta) \geq 0. \tag{15}
\]

where \( \theta \in [-t_3, 0], t_3 = \max(t_1, t_2), \chi = (\chi_1(\theta), \chi_2(\theta), \chi_3(\theta), \chi_4(\theta), \chi_5(\theta), \chi_6(\theta)) \in \mathcal{C} \) such that \( \chi_i(\theta) \geq 0, i = 1: 6, \) for \( \theta \in [-t_3, 0]. \) \( \mathcal{C} \) denotes the Banach space of continuous functions mapping the interval \([-t_3, 0]\) into \( \mathbb{R}^6 \), where

\[
\mathbb{R}^6 = \{(S, S_{RZ}, Q, I, R, V) : S \geq 0, S_{RZ} \geq 0, Q \geq 0, I \geq 0, R \geq 0, V \geq 0\}.
\]

In the subsequent part, the equilibrium points of system (14) are determined and the basic reproduction number, \( R_{0_{RZ}} \) is derived.

7.1. Analysis of model (14)

Following the same procedures as elucidated in Section 6.1, the Covid-19 model delineating by the system of equations given by (14) is shown to exhibit the following equilibrium points:

...
1. The Disease Free Equilibrium, \((DFE)\) is given as
\[ E_{0iz} = \left( \frac{\phi}{(1 - \eta)(\beta + v)} \right)^{\eta \phi} \left( \frac{\xi(1 - \eta)(\beta + v)}{0, 0, 0, \frac{v \phi}{\beta(\beta + v)}} \right) \]
which represents a disease free population.

2. The Disease Endemic Equilibrium, \((DEE)\), \(E_{*iz} = (S_*, S_{iz}, Q_*, I_*, R_*, V_*)\).

The reproduction number for system \((14)\), \(R_{0iz}\) is given by
\[ R_{0iz} = \rho F V^{-1} = \frac{\alpha \phi (1 - c)(\epsilon (1 - 2\eta) + (\eta - 1))}{(\beta + v)(\mu + \gamma)(\eta - 1)} \]
where \(\rho\) is the spectral radius of the next-generation matrix \(FV^{-1}\) with
\[ F = \begin{pmatrix} \alpha \phi (1 - c)(1 - \epsilon) \frac{(\beta + v)}{0} + \alpha \phi (1 - c) \frac{\epsilon \eta}{(\beta + v)(1 - \eta)} & 0 & 0 \\ 0 & \frac{\epsilon \eta}{(\beta + v)(1 - \eta)} & 0 \end{pmatrix} \text{ and } V = \begin{pmatrix} (\mu + \gamma) & 0 & 0 \\ -\gamma & \tau + \kappa & 0 \\ 0 & -\kappa & \beta \end{pmatrix}. \]

\[ R_{0iz} \text{ can also be written as } R_{0iz} = R_0 \left( 1 - \frac{\epsilon (1 - 2\eta)}{(1 - \eta)} \right). \]

Eq. \((18)\) points out that the threshold number with the system embodied with the red zone compartment is lower than that of the system without red zone. This clearly justifies the efficiency of classifying zones to contain the prevalence of the Covid-19 in the latter regions. It is also imperative to highlight that \(R_{0iz} < R_0\) provided that the proportion of population declared as red zone is less than 50%, that is \(\eta < \frac{1}{2}\). Eq. \((18)\) further indicates that it is more practical to impose a national lockdown with stringent measures if more than half of the population must be declared as red zones. In a situation whereby Covid-19 cases are spanned in almost all regions of a given population, Eq. \((18)\) evidences the enactment of a national lockdown to better monitor the situation and curb the proliferation of the disease. The stability analysis of model \((14)\) is quite intricate and is thus not conducted. The complexity of analysing the stability prompts the use of data to demonstrate the existence of the equilibrium points of both systems, numerically. In the section that tails, numerical experiments are effectuated to support the analytical results obtained in the previous sections. Data gathered for Mauritius from \([1]\) is used to validate the systems developed in the current study. Numerous scenarios are also explored, showing the effect of different contact tracing rates, the implementation of red zones, amongst others on the dynamical evolution of the Covid-19 pandemic.

8. Numerical experiments

The results presented in this section are generated in MATLAB.

8.1. Simulations of model \((8)\)

In order to support the theoretical results acquired in the previous sections, the list of values given in Table 2 and the following initial values are considered:

According to Theorem 1, in the absence of delay, the disease free equilibrium, \(E_0\) of system \((8)\) is locally asymptotically stable when \(R_0 < 1 - c\). However, when \(R_0\) exceeds \(1 - c\), \(E_0\) loses its stability, giving rise to the emergence of the unique disease endemic equilibrium, \(E_*\). Figs. 6 and 7 depict the stability of the two equilibrium points, \(E_0\) and \(E_*\) of model \((8)\), in the absence of delay. As stated in the previous section, the disease endemic equilibrium, \(E_*\) is quite complex and carrying out its stability analysis is challenging. Data is then opted to prove the stability of the equilibrium points numerically, in the presence of delay. Using the parameter values given in Table 2 and the initial values in Table 4, the steady states of the model are attained and this property is shown in Figs. 8 and 9. Since the system is induced by time delays, oscillatory behaviour is observed. Figs. 8 and 9 illustrate that the system exhibits damped oscillations, which eventually smear out and converge to the equilibrium states. From Figs. 8 and 9, it can be perceived that the delayed model emanates a non-physical behaviour, whereby the quarantine and infected compartments become negative owing to the oscillations possessed by the
Fig. 6. Evolution of the subcategories of model (8). The model attains the disease free equilibrium, $E_0$, when $R_0 = 0.6818 < 1 - c$ and when $t_1 = t_2 = 0$. The transmission rate, $\alpha$ is reduced to 0.025 and the contact tracing rate, $c$ is increased to 0.3. All the other parameter values are the same as those in Table 2.

Fig. 7. Evolution of the subcategories of model (8). The model settles on the disease endemic equilibrium, $E_*$, when $R_0 = 6.623 > 1 - c$ and when $t_1 = t_2 = 0$. All the parameter values are the same as those in Table 2.

system. Yet, it needs to emphasise that although this behaviour is non-physical, it does not affect the stability of the model as the solutions of the model eventually converge to their steady state. This behaviour resulted due to the high delay values used. It is imperative to accentuate that with low delay values, the system evinces positive solutions at all time. However, to guarantee positivity, conditions on the parameters of the system are required, which is potentially an area for future investigation.

The progression of the infected category of the delayed model (8) differs largely with the simulation of the model in the absence of delay. A lower peak is observed in Fig. 9 as compared to the proportion of infected individuals obtained in Fig. 7. Another important remark from Fig. (7) is that an escalating rise of infected cases is seen during the first 30 days. However, with the inclusion of delays in the system, a flattened curve can be pictured in Fig. (9), whereby the proportion of infected cases is viewed to grow gradually over the first 200 time steps, until it starts to decrease and settles on the locally asymptotically endemic equilibrium. Such fact reveals that incorporating delay in epidemic models is a key aspect since the asymptomatic carriers play a preponderant role in the spread of the disease. The dynamical behaviour of system (14) is next explored numerically and the results are presented in the following section.

8.2. Simulations of model (14)

In this section, we scrutinise the dynamics of model (14). The list of values given in Table 2 and the following initial values are employed:
Fig. 8. Evolution of the subcategories of model (8). The model converges to the disease free equilibrium, $E_0$, when $R_0 = 0.6818 < 1 - c$ with $t_1 = 14$ and $t_2 = 42$. The transmission rate, $\alpha$ is reduced to 0.025 and the contact tracing rate, $c$ is increased to 0.3. All the other parameter values are the same as those in Table 2.

**Table 5**

| Variable | $S(t)$ | $S_{RZ}(t)$ | $Q(t)$ | $I(t)$ | $R(t)$ | $V(t)$ |
|----------|--------|-------------|--------|--------|--------|--------|
| Initial value | 0.35   | 0.10        | 0.15   | 0.03   | 0.12   | 0.25   |

Figs. (10) and (11) show the trajectories of the different subpopulations of system (14). When $R_{0_{RZ}} < 1 - c$, the system converges to the disease free equilibrium, $E_{0_{RZ}}$ and when the threshold term exceeds $1 - c$, the model settles on the disease endemic equilibrium, $E_{\ast_{RZ}}$. It should be underlined that the same set of parameter values is utilised to demonstrate the behaviour of the system around the two equilibrium states. Figs. (12) and (13) show the superimposition of the progression of the subcategories of both models over time. As stipulated in the previous section, Eq. (18) points out that $R_{0_{RZ}} < R_0$. It is now certified numerically that model (14) attains $E_{0_{RZ}}$ with a value of $R_{0_{RZ}} = 0.6257$ and $E_{\ast_{RZ}}$ with a value of $R_{0_{RZ}} = 6.435$, as delineated in Figs. (10) and (11) respectively. It is noted that in both cases, $R_{0_{RZ}} < R_0$.

Although a slight reduction between the reproduction numbers is noted, the effect of classifying red zone areas has a considerable impact on the number of infected cases. This fact is supported by Fig. (13). The proportion of individuals in the infected category is lessened with model (14), that is when certain areas are categorised as red zones. The present
Fig. 10. Evolution of the subcategories of model (14). The model attains the disease free equilibrium, $E_{0RZ}$, when $R_{0RZ} = 0.6257 < 1 - c$ with $t_1 = 14$ and $t_2 = 42$. The transmission rate, $\alpha$ is reduced to 0.025 and the contact tracing rate, $c$ is increased to 0.3. All the other parameter values are the same as those in Table 2.

Fig. 11. Evolution of the subcategories of model (14). The model settles on the disease endemic equilibrium, $E_{*RZ}$, when $R_{0RZ} = 6.435 > 1 - c$ with $t_1 = 14$ and $t_2 = 42$. All the parameter values are the same as those in Table 2.

Fig. 12. Superimposition of the evolution of the population with Red Zones (solid lines) and without Red Zones (dashed lines) when $R_{0RZ} < 1 - c$. 
work provides a more feasible insight into the impact of partitioning zones of a certain population and furnishes valuable perspectives to assist the health authorities in addressing the complex issue related to the pervasiveness of Covid-19 cases.

8.3. Impact of contact tracing and vaccination processes on the dynamics of the Covid-19

Since the reproduction number of both models are governed by the contact tracing rate, \( c \) and the vaccination rate, \( \nu \), it is crucial to examine their effect on contagion. Fig. (14) points out the relationship of the contact tracing rate, \( c \) and the vaccination rate, \( \nu \) with the reproduction numbers, \( R_0 \) and \( R_0^\nu \). As depicted in Fig. (14), with a very low rate of contact tracing, the threshold number is high. It is noteworthy that a high contact tracing rate of 50% and no vaccination cause the threshold value to remain above 1. A previous study also reported a similar result [14], arguing that a contact tracing rate of 40% reduces the reproduction number but is indeed not sufficient to deline it to below unity. Fig. (14) underscores the fact that relying only on the contact tracing or on vaccination to fight against the proliferation of the pandemic is not adequate. Necessarily, a combination of both contact tracing process and the progression of the vaccination campaigns is indispensable to attenuate the reproductive ratio to below 1 in value, which can be vindicated from Fig. (14).

8.4. Effect of different contact tracing rates on the infected category

Contact tracing is a crucial strategy for interrupting chains of human-to-human transmission. This process entails the identification of people who have been in close contact or exposed to individuals with confirmed diagnoses. Identifying the source of infection through case investigations is of paramount importance as unrecognised chains of transmission and common points of exposure are detected [3]. It is well known that contact tracing is a key containment approach to curb the widespread of the Covid-19 virus. The impact of contact tracing rate on the dynamics of model (14) is next examined. Fig. (15) illustrates the proportion of infected individuals with three different contact tracing rates. The plot justifies the efficiency of contact tracing in a population whereby the Covid-19 is prevalent. The proportion of the infected compartment is shrinked by around 60% with a contact tracing rate of \( c = 0.2 \). Fig. (15) gives insight on the effectiveness of contact tracing during the course of a disease outbreak.

8.5. Validation of the model using data for Mauritius

In order to validate the model proposed in the current study, data available for the Covid-19 pandemic in Mauritius is opted [1]. The data acquisition period ranged from 5 March 2021 to 2 September 2021. The initial values used to conduct the simulations for Mauritius is presented in Table 6.

Fig. (16) depicts the evolution of the dynamics of Covid-19 in Mauritius for the period of 5 March 2021 to 2 September 2021. The comparison between the simulation and the actual data is shown. It is clear that the model forecasts the evolution of the outbreak quite accurately with the observed data, emanating the possible trend of the pandemic. The underestimation observed in Fig (16) can be explained by the assumptions made in the model. It is also worth stressing that in Mauritius,
Fig. 14. Effect of the contact tracing rate, $c$ and the vaccination rate, $v$ on the reproduction number of both systems.

(a) Without red zone

(b) With red zone

Fig. 15. Effect of the contact tracing rate, $c$ on the proportion of infected individuals.
as from August 2021, selective screening were implemented, targeting patients with symptoms only. Consequently, due to testing being restricted to acute cases only, the actual toll could be higher, justifying the overestimation of the number of Covid-19 cases, as depicted in Fig. (16). This highlights the point that under testing is putting the lives of people at risk of further contagion as testing is performed only on people showing symptoms. Fig. (17) pictures the corresponding temporal evolution of $R_0$ in Mauritius for the period of 5 March 2021 to 2 September 2021. As of 2 September 2021, a $R_0$ value of 1.5 is observed, indicating that the Covid-19 is still prevailing in Mauritius. From our study of the reproduction number for the Covid-19 prevailing in Mauritius, it is estimated that on average, an infected individual, before he/she recovers, has the potential to infect on average more than one person. The latter will each infect at least one more person and so on. As a result, the disease can spread to a large fraction of the population. Fig. (18) pictures the estimated epidemic curves for Mauritius, with different contact tracing rates. The epidemic trajectories demonstrate that a peak is expected in mid-October 2021. As illustrated in the plot, with a high contact tracing rate, the peak is reduced considerably. Fig. (19) shows the corresponding temporal evolution of the reproduction number for the same scenarios. The horizontal black line in Fig (19) gives an indication that the threshold value falls to below unity after mid-October 2021. It can be inferred that if the declining trend of the reproduction number continues with the assumption of no resurges of the epidemic disease in Mauritius, the outbreak will gradually die out. Evidently, the present system can be used as a forecasting tool to simulate numerous scenarios, stemming out realistic nowcasting and forecasting results of the evolution of the Covid-19. Such study furnishes policy and decision makers to design timely and effective attempts to mitigate the propagation of such outbreak.
9. Conclusion

In this work, a novel cellular automaton (CA) model that described the dynamics of the Covid-19 pandemic was established. Since contact tracing, quarantine and red zones are the key measures to curtail the spread of the Covid-19, the latter were incorporated in the CA system to better understand the efficiency of implementing such measures. Additionally, the incubation and illness times of the Covid-19 virus were taken into account in the CA model. In order to illustrate the rules governing the CA model with and without the effect of red zones, an algorithm was presented. A mean field approximation of the CA was conducted to further explore the dynamics of the disease and a nonlinear system of delay differential equations (DDE) was yielded. The concept of red zones was integrated in the resulting DDE system which resulted in a DDE model with red zone. Stability analysis of both systems were effectuated and their respective reproduction numbers were derived. An investigation was carried out to demonstrate the effect of vaccination and contact tracing on the reproduction numbers. Numerical experiments were performed and Covid-19 data in Mauritius was opted to validate the model. The results revealed that relying only on contact tracing or vaccination is insufficient to contain the virus. Effective contact tracing and vaccination are adequate to lower the spread of the disease in the community. Moreover, our findings justified the efficacy of contact tracing, quarantine and the enaction of red zones in the population.

The future scope of this work is to embody the effectiveness of vaccines in the spread of the Covid-19 virus. Including such feature in the model can furnish us more enhanced results to adopt and deploy better mitigation strategies to combat the widespread of the disease in the population. Furthermore, owing to the simplicity of the CA model developed in the current study, the system is applicable across a spectrum of diseases. With appropriate parametrisation, the CA model can
be applied to any given population and can provide a more feasible insight into the impact of strategies adopted to contain an infectious disease.
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Appendix A. Coefficients of the characteristic equation (13)

The coefficients of the characteristic equation given by Eq. (13) are as follows:

\[ m_0 = (\mu + \gamma)(\omega + w_1) + \frac{\alpha \phi (-1 + c) \omega - w_1}{(\beta + v)}, \]

\[ m_1 = (\mu + \gamma + w + w_1) + \frac{\alpha \phi (-1 + c) \omega - w_1}{(\beta + v)}, \]

\[ n_0 = (\mu + \gamma)(\omega + w_1) + \frac{2 \alpha \phi (\beta + v)}{(\beta + v)} \left[ (-1 + c) \omega + \left( \frac{1}{2} c - 1 \right) w_1 \right], \]

\[ n_1 = (\omega + w_1) + \frac{\alpha \phi (-1 + c) \omega - w_1}{(\beta + v)}, \]

\[ p_0 = (\mu + \gamma)(\omega + w_1), \]

\[ p_1 = (\mu + \gamma), \]

\[ q_0 = (\mu + \gamma)(\omega + w_1), \]

\[ q_1 = \frac{\alpha \phi (-1 + c) \omega - w_1}{(\beta + v)}. \]

The following Lemma due to [37] is used to examine the distribution of the characteristic roots of Eq. (13):

Lemma 1. Consider the following exponential polynomial

\[ P(\lambda, e^{-\lambda t_1}, \ldots, e^{-\lambda t_m}) = \lambda^n + p_1^{(0)} \lambda^{n-1} + \cdots + p_{n-1}^{(0)} \lambda + p_n^{(0)} + \]

\[ + \left[ p_1^{(1)} \lambda^{n-1} + \cdots + p_{n-1}^{(1)} \lambda + p_n^{(1)} \right] e^{-\lambda t_1} \]

\[ + \cdots + \left[ p_1^{(m)} \lambda^{n-1} + \cdots + p_{n-1}^{(m)} \lambda + p_n^{(m)} \right] e^{-\lambda t_m}. \]

where \( t_i \geq 0 \) for \( i = 1, 2, \ldots, m \) and \( p_j^{(i)} \) are constants for \( i = 0, 1, \ldots, m \) and \( j = 1, 2, \ldots, n \). As \( (t_1, t_2, \ldots, t_m) \) vary, the sum of the order of the zeros of \( P(\lambda, e^{-\lambda t_1}, \ldots, e^{-\lambda t_m}) \) on the open right half plane can change only if a zero appears on or crosses the imaginary axis.

Appendix B. Proof of Theorem 1

Case 1: \( t_1 = t_2 = 0. \)

The characteristic equation given by Eq. (13) reduces to

\[ (\lambda + \beta)(\lambda + \beta + v)(\lambda + k + \tau)(\lambda^2 + 2 m_1 \lambda + 4 m_0) = 0. \]

Clearly, the characteristic equation given by Eq. (20), has the following 3 negative roots namely,

\[ \lambda_1 = -\beta, \quad \lambda_2 = -(\beta + v) \quad \text{and} \quad \lambda_3 = -(k + \tau). \]

The other 2 roots are determined by the following quadratic equation

\[ \lambda^2 + 2 m_1 \lambda + 4 m_0. \]

The 2 roots are negative provided that

\[ m_1 > 0 \quad \text{and} \quad m_0 > 0. \]
In terms of $R_0$, $m_1$ can be written as
$$ m_1 = (\omega + \omega_1) + (\mu + \gamma)(1 - R_0). \tag{24} $$
From Eq. (24), it is observed that $m_1 > 0$ when $R_0 < 1$. Similarly, $m_0$ can be written as
$$ m_0 = (\mu + \gamma)' \left[ (\omega + \omega_1) - \frac{R_0}{(1 - c)} \left( \frac{1}{2} c - 1 \right) \omega_1 \right]. \tag{25} $$
After some algebraic manipulations, it can be deduced that $m_0 > 0$ under the condition $R_0 < 1 - c$.

**Appendix C. Proof of Theorem 2**

**Case 2:** $t_1 > 0$ and $t_2 = 0$.

The characteristic equation given by Eq. (13) reduces to
$$ (\lambda + \beta)(\lambda + \beta + \nu)(\lambda + \kappa + \tau)(\lambda^2 + m_1\lambda + m_0 + (n_1\lambda + n_0)e^{-\lambda t_1} + q_1e^{-2\lambda t_1}) = 0. \tag{26} $$
It is easy to see that Eq. (26) has the following 3 negative roots namely,
$$ \lambda_1 = -\beta, \quad \lambda_2 = -(\beta + \nu) \quad \text{and} \quad \lambda_3 = -(\kappa + \tau). \tag{27} $$
The other roots are then determined by the following trascendental polynomial equation in $\lambda$
$$ \lambda^2 + m_1\lambda + m_0 + (n_1\lambda + n_0)e^{-\lambda t_1} + q_1e^{-2\lambda t_1} = 0. \tag{28} $$
Multiplying $e^{\lambda t_1}$ on both sides of Eq. (28), we get
$$ n_1\lambda + n_0 + (\lambda^2 + m_1\lambda + m_0)e^{\lambda t_1} + q_1e^{-\lambda t_1} = 0. \tag{29} $$
Suppose that $\lambda = i\sigma$ ($\sigma > 0$) is a root of Eq. (29). Then, we have
$$ n_1(i\sigma) + n_0 + (-\sigma^2 + m_1(i\sigma) + m_0)(\cos (\sigma t_1) + i \sin (\sigma t_1)) + q_1(\cos (\sigma t_1) - i \sin (\sigma t_1)) = 0. \tag{30} $$
Separating the real and imaginary parts, the following system, satisfied by $\sigma$ is obtained:
$$ \begin{align*}
(m_0 + q_1 - \sigma^2) \cos (\sigma t_1) - (m_1\sigma) \sin (\sigma t_1) &= -n_0, \\
(m_0 - q_1 - \sigma^2) \sin (\sigma t_1) + (m_1\sigma) \cos (\sigma t_1) &= -n_1\sigma.
\end{align*} \tag{31} $$
Then, we can get
$$ \sin (\sigma t_1) = \frac{-((\sigma^2 + m_0 + q_1)n_1 - m_1n_0)i}{(m_1^2 - 2m_0)\sigma^2 + m_0^2 - q_1^2}, \tag{32} $$
and
$$ \cos (\sigma t_1) = \frac{(n_0 - m_1n_1)i\sigma^2 - n_0(m_0 - q_1)}{(m_1^2 - 2m_0)\sigma^2 + m_0^2 - q_1^2}. \tag{33} $$
To eliminate the trigonometric functions, we square both sides of Eqs. (32) and (33). The resulting squared equations are added and the following eighth order equation in $\sigma$ is obtained:
$$ \sigma^8 + u_6\sigma^6 + u_4\sigma^4 + u_2\sigma^2 = 0, \tag{34} $$
where
$$ \begin{align*}
u_2 &= (-2m_1 - n_1^2 + 4m_0)q_1^2 + (-2m_0n_1^2 + 4m_1n_0n_1 - 2n_0^2)q_1 - 4m_0^3, \\
u_4 &= 6m_1^2 + (-4m_1^2 + 2n_1^2)\nu_0 + m_1^2 + (2q_1 - m_1^2)n_1^2 - n_0^2 - 2q_1^2, \\
u_6 &= 2m_1^2 - n_1^2 - 4m_0.
\end{align*} \tag{35} $$
To reduce this eighth order equation in $\sigma$ to a quartic equation, letting $z = \sigma^2$ yields to
$$ f(z) = z^4 + u_6z^3 + u_4z^2 + u_2z = 0. \tag{36} $$
Eq. (36) can be further factorised as
$$ f(z) = z(z^3 + u_6z^2 + u_4z + u_2) = 0. \tag{37} $$
Note that the solution $z = 0$ is not considered since it is assumed that $\sigma > 0$. Let
$$ g(z) = (z^2 + u_6z^2 + u_4z + u_2). \tag{38} $$
We need to determine conditions under which the roots of Eq. (38) are negative. \( g(z) \) is coercive as \( \lim_{z \to \infty} g(z) = +\infty \). The polynomial \( g(z) \) has then at least a global minimum. We next seek the two roots of \( g(z) \).

\[
g'(z) = 3z^2 + 2uz + u_4 = 0.
\]

It is easy to get that the two roots of \( g'(z) \) are

\[
z_1 = -\frac{1}{3}u_6 + \frac{1}{3}\sqrt{u_6^2 - 3u_4} \quad \text{and} \quad z_2 = -\frac{1}{3}u_6 - \frac{1}{3}\sqrt{u_6^2 - 3u_4}.
\]

Let \( \Delta = u_6^2 - 3u_4 \). If \( \Delta \leq 0 \), then the function \( g(z) \) is monotonic increasing in \( z \in [0, \infty) \). Thus, when the constant term \( u_2 \geq 0 \) and \( \Delta \leq 0 \), Eq. (38) has no positive roots. That is, there exists no positive value of \( \sigma \), which satisfies the transcendental Eq. (29). So all the \( \sigma \)'s have negative real parts for all values of the delay \( t_1 > 0 \). Under the above conditions, the stability of the DFE does not change when the delay parameter \( t_1 \), changes.

**Appendix D. Proof of Theorem 3**

**Case 3: \( t_1 = 0 \) and \( t_2 > 0 \).**

The characteristic equation given by Eq. (13) reduces to

\[
(\lambda + \beta)(\lambda + \beta + \gamma)(\lambda + k + \tau)(\lambda^2 + m_1\lambda + m_0 + (p_1\lambda + q_0)e^{-\lambda t_2}) = 0.
\]

The characteristic equation given by Eq. (41), has the following 3 negative roots namely,

\[
\lambda_1 = -\beta, \quad \lambda_2 = -(\beta + \nu) \quad \text{and} \quad \lambda_3 = -(k + \tau).
\]

The other 2 roots are determined by the following equation

\[
(\lambda^2 + m_1\lambda + m_0 + (p_1\lambda + q_0)e^{-\lambda t_2}) = 0.
\]

Suppose that \( \lambda = i\sigma \) is a root of Eq. (43). Replacing \( \lambda \) in Eq. (43), we get

\[
-\sigma^2 + m_1(i\sigma) + m_0 + p_1(i\sigma)(\cos(\sigma t_2) - i\sin(\sigma t_2)) + q_0(\cos(\sigma t_2) - i\sin(\sigma t_2)) = 0.
\]

Separating the real and imaginary parts, the following system, satisfied by \( \sigma \) is obtained:

\[
\begin{align*}
q_0 \cos(\sigma t_2) + p_1\sigma \sin(\sigma t_2) &= \sigma^2 - m_0 \\
p_1\sigma \cos(\sigma t_2) - q_0 \sin(\sigma t_2) &= -m_1\sigma.
\end{align*}
\]

Eliminating \( t_2 \) by squaring and adding the above system of equations, we obtain a polynomial in \( \sigma \) as:

\[
\sigma^4 + (m_1^2 - p_1^2 - 2m_0)\sigma^2 + m_0^2 - q_0^2 = 0.
\]

Eq. (46) will have negative roots provided that

\[
m_1^2 > p_1^2 + 2m_0 \quad \text{and} \quad m_0^2 > q_0^2.
\]

After some algebraic calculations, it can be verified that if \( \frac{1}{2}(\mu + \gamma) < (\omega + \omega_1) \), the condition \( m_1^2 > p_1^2 + 2m_0 \) holds when \( R_0 < 1 - c \). It is easy to assert that the second condition given in Eq. (47) holds true.
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