Mean drop behavior in the standard liquid–liquid extraction systems on an L-shaped pulsed sieve-plate column: experiment and modeling
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In this study, the effect of operating parameters on drop behavior was investigated experimentally in an L-shaped pulsed sieve-plate column (LPSPC). LPSPC offers enhanced efficiency due to a high mixing rate provided by pneumatic or hydraulic pulsation of the liquids, which makes the dispersed phase drops coalesce and break. The response surface methodology (RSM) based on the central composite design (CCD) approach was applied for experimental modeling of three standard systems including toluene–water, butyl acetate–water, and butanol–water. Four parameters including pulsation intensity, interfacial tension, dispersion, and continuous phase velocities were examined in the experiments. Experimental results indicated that an increase in the pulsation intensity led to a decrease in Sauter mean diameter (SMD), and an increase in the flow rates of the phase cause an increase in SMD, although the effect of the flow rates on SMD was much lower than the pulsation intensity. Based on the obtained experimental data, new correlations have been proposed to predict SMD in two sections of the column tested by the goodness-of-fit statistics through analysis of variance. The coefficient of determination was achieved at 0.998 and 0.978 for horizontal and vertical sections, respectively, which demonstrated that the presented models estimated the experimental values very well. The optimum SMDs were obtained at 0.789 mm and 0.639 mm for the horizontal and vertical sections, respectively.

1. Introduction

Solvent extraction is a technique for separation having broad applications in different industries such as the petroleum, metal salt extraction, wastewater purification, pharmaceutical, and nuclear industries. Various types of liquid–liquid contactors have been developed, including columns, centrifugal extractors, and mixer-settlers in this respect over many years. The contactors with internal moving parts have a lower capacity than conventional non-internal moving part contactors, though their extraction efficiency is high. Hence, efforts have been made to expand the extractive columns lacking mixers or internal moving parts. Generally, criteria to choose a suitable contractor must be considered, including capacity, maintenance, protection, high efficiency under a broad range of operational conditions, process control, and cost. Accordingly, pulsed sieve-plate columns are the main choice.

Van Dijck introduced the pulsed sieve-plate columns in 1935. These columns have long been used in countercurrent liquid extraction. A reciprocating mechanism attached to the outside equipment can generate the pulsation. The entrance pulse plays the function of the mechanical stirrer and produces smaller diameter droplets, which subsequently increases the efficiency of the column.

Pulsed sieve-plate columns are classified into vertical and horizontal columns. Although these columns have many advantages for industrial applications, the horizontal structure of these columns enjoys several significant advantages, which can be summarized as follows:

- Due to the horizontal structure, high-ceilinged buildings do not need to be maintained, leading to a reduction in the cost of radiation protection.
- Improves process control and reduces the possibility of radioactive contamination of process equipment.
- Ease of repair, maintenance, and disassembly of the device as compared to vertical columns when the level of activity is high.

On the other hand, horizontal pulsed columns have several drawbacks comparing to vertical columns such as:

- Low capacity owing to non-use of gravity.
- A higher time required to achieve stable conditions.
- Not using the maximum free space of the trays to avoid flow canalization.
- More dispersed phase droplet accumulation at the end of the columns, as well as premature flooding.

Thusly, each type of pulsed column has its own benefits and disadvantages. The L-shaped (horizontal–vertical) pulsed sieve-
plate column (LPSPC) is a novel extractor of pulsed column.\textsuperscript{11} It is expected that this class of columns will present more advantages and will perform better than compared to those with the horizontal or vertical extraction columns in the applications with region limitation.\textsuperscript{23–28} In addition, its installation height and required surface area are less than those of vertical and horizontal columns. Finally, it has been shown that the energy intake of LPSPC is in the range of columns (vertical and horizontal).\textsuperscript{29} Moreover, there are only a few studies conducted on LPSPCs.\textsuperscript{34–37}

One basic parameter required for designing LPSPCs is to determine the droplets’ the mean diameter at specific operation conditions. Drop size knowledge is essential in designing and evaluating the performance of the columns, as it influences the residence time of the dispersed phase, holdup, and the column’s maximum volumetric capacity.\textsuperscript{25} In addition, droplet size and dispersed phase holdup are used to measure the interfacial area for mass transfer, thus influencing the mass transfer coefficients of dispersed and continuous phases. Therefore, the prediction of the droplet diameter as a function of operating conditions, column geometry, and physical properties of the liquid–liquid system is very important.\textsuperscript{37,38} Some studies have been done on the vertical column’s drop behavior. Yadav \textit{et al.} reviewed the literature on the droplet size of pulsed columns.\textsuperscript{29} Khawaja \textit{et al.} investigated the impact of pulse intensity on Sauter mean diameter (SMD).\textsuperscript{15} Yi \textit{et al.} reported that the mean drop size is reduced by increasing the pulsation intensity; however, the flow rate of continuous and dispersed phase has a slight effect in this regard.\textsuperscript{29} A limited research has been carried out on the horizontal column’s drop behavior.\textsuperscript{40–43} Khajenoori \textit{et al.} examined the effect of operation variables on the drop behavior in horizontal column and found out that the mean drop size was mostly affected by pulsation intensity.\textsuperscript{40} Numerous researchers have proposed empirical correlations for drop size prediction in pulsed columns (see Table 1).

Droplet diameter behavior of LPSPCs was studied by Amani \textit{et al.}\textsuperscript{12} Moreover, a new correlation using the dimensional analysis was developed to calculate SMD regarding the physical properties and operation parameters of chemical systems. However, they did not investigate the interaction of parameters with regard to drop size diameter. In order for studying the influence of parameters on the mean drop size, they changed only one parameter and kept the other parameters constant. The central composite design model can be used for evaluating the interaction of various influential parameters on drop size. Based on the studies done so far, The RSM method was investigated in types of extraction columns with different chemical systems.\textsuperscript{41,52–55} As an example, Khanramaki \textit{et al.} studied by RSM-CCD the mean drop behaviors in a reactive extraction system with the presence of uranium (sulfate leach liquor – alamine, isodecanol and kerosene) in a horizontal pulsed column.\textsuperscript{41} Also, Torkaman \textit{et al.} reported the drop behavior in an Oldshue–Rushton extraction column by RSM-CCD for toluene–water system in the presence of silica nanoparticles.\textsuperscript{55} Table 2 indicates some studies on the output of extraction columns using the RSM technique.

For the first time, this work examines the effect of operation parameters, interfacial tension, and interaction of parameters on drop size diameter using the central composite design (CCD) model. The CCD is widely used for response surface models of second-order with finite factors numbers (\(f\)). For this purpose, three or five levels are used to anticipate response variables and three-dimensional plots. It is actually a combination of three different points, including factorial points, central points and axial points. Factorial points (2\(f\) experiments) are vertices of an \(n\)-dimensional cube derived from a full or fractional design with factor levels coded as \(-1, +1\). The experimental domain’s central points (c experiments) are located in the center of cube. The center point usually replicates three to six times in the experiments to determine experimental error. Axial points (2\(f\) experiments) are located on each face of the cube with respect to the central point at a distance \(a\) from the design center. These points are coded as \(-a, +a\).\textsuperscript{56} Alpha (\(a\)) value can be defined as the calculated distance of each individual axial point from the center in the CCD.\textsuperscript{37} If alpha (\(a\)) is less than 1, which indicates that the axial point must be a cube and if it is greater than 1, then it is outside the cube. Therefore, in CCD, for building a second-order polynomial for the response variables in RSM, we need \(2^f + 2f + c\) experiments.

To our knowledge, the interactive effect of parameters on drop size diameter has not been examined in LPSPCs. The CCD model evaluates the interaction of different influential parameters on drop size in these columns. In this work, to ensure the statistical significance of SMD, approximately 1000 drops were analyzed for each experiment. Two new correlations were developed in terms of interfacial tension and operating parameters, and their accuracy was confirmed by the analysis of the variance (ANOVA).

There are little researches concerning the hydrodynamic behavior of LPSPC. Considering the important role of the drop diameter in the scale-up and sizing of extraction pulsed columns, no experimental and analytical examination is accessible for an LPSPC. Considering the application of LPSPC in industrial, this study concerns the impact of operating parameters and physical properties on the mean drop size in LPSPC. Finally, new correlations are presented for the calculation of drop size in each section of the extraction column using two methods named dimensional analysis and RSM-CCD. Since the chemical systems used in this study consist of a wide range of interfacial tensions from 1.75 to 35.40 mN m\(^{-1}\), it is expected that the proposed models for other chemical systems with this range of interfacial tensions will be suitable.

2. Experimental

2.1. Liquid–liquid system

In the present research, three liquid–liquid systems of butanol–water (1), butyl acetate–water (2), and toluene–water (3) with a wide range of interfacial tension from 1.75 to 35.40 mN m\(^{-1}\) are studied. These chemicals are endorsed for LLE investigations by the European Federation Chemical Engineering (EFCE).\textsuperscript{45} The interfacial tension gradients influence the breakage and coalescence rate of droplets and the increased

Table 2 indicates some studies on the output of extraction columns using the RSM technique.
mobility of the interface exerts pressure on the continuous phase film between the drops rapidly, thereby increasing the rate of the droplets’ coalescence. Therefore interfacial tension plays important roles in determining the drop size. The chemical systems used in this research systems supplied by Merck Company. Technical grade solvents of toluene, butanol and butyl acetate with at least 99.5 wt% purity are used as the dispersed phase. All experiments are performed under flooding conditions at the temperature of 20 °C. A Krüss tensiometer was used to measure the interfacial tension. The picometer method and the DVI-Prime viscometer were applied to calculate the mentioned systems’ physical characteristics are given in Table 4. The setup consists of the vertical and horizontal sections as active parts of the column, four tanks, two dosing pumps, lower settler, upper settler, one pulsating air system (one compressor, one regulator, and two solenoid valves) and two rotameters. The two phases are moved in counter-current direction in the column. The organic and aqueous phases enter from the below and top of the column, respectively. Table 4 reports the mentioned systems’ physical features.  

### Table 1  Equations of mean drop size in pulsed extraction column  

| Column type | Correlation | Authors |
|-------------|-------------|---------|
| HPSPC       | $d_{32} = 2.8 \times 10^{-4} \left( 1 + \frac{\sigma}{\rho g} \right)^{-0.203} \left( \frac{\mu_d}{\mu_c} \right)^{0.025} \left( \frac{\sigma}{\Delta \rho} \right)^{0.444}$ | Khajenoori et al.  
| HPSPC       | $\frac{1}{d_{32}} = 1.323 \left( 1 + \frac{\sigma}{\rho g} \right) ^{0.279} \left( \frac{\mu_d}{\mu_c} \right)^{-0.329} \left( \frac{\rho_c}{\Delta \rho} \right)^{-1.171} \left( \frac{A_1 Q_a \mu_c}{\sigma^2} \right)^{-0.258}$ | Panahinia et al.  
| VPSPC       | $d_{32} = 2.03 \times 10^{-5} \left( \frac{A_1}{\rho g} \right)^{-1.2}$ | Miyauchi et al.  
| VPSPC       | $\frac{d_{32}}{\sigma} = 0.430 \left( \frac{\Delta \rho g}{\rho_c} \right)^{0.6}$ | Mišek et al.  
| VPSPC       | $\frac{d_{32}}{\sigma} = 1.35 \alpha \left( \frac{h}{\sigma} \right)^{0.18} \left( \frac{\mu_d g^{0.25} \rho_c / \rho^{0.75}}{\sigma} \right)^{0.14} \left( \frac{\sigma}{\Delta \rho} \right)^{0.06} \left( \frac{g}{\sigma} \right) \left( \frac{g}{\sigma} \right)^{-0.23 + \exp \left( -29.6 A_1 g / \sigma^2 \right)}$ | Moreira et al.  
| VPSPC       | $\frac{d_{32}}{\sigma} = C \left( \frac{A_1}{\rho g} \right)^{0.4} \left( \frac{h}{\sigma} \right)^{0.1} \exp \left( -3 \frac{A_1 \Delta \rho g^{0.25}}{g^{0.25} \sigma^{0.25}} \right) + \exp \left( -28.5 A_1 \Delta \rho g^{0.25} / g^{0.25} \sigma^{0.25} \right)$ | Kumar et al.  
| VPSPC       | $d_{32} = 0.92 \left( \frac{A_1}{\rho g} \right)^{0.4} \left( \frac{h}{\sigma} \right)^{0.1} \left( \frac{\mu_d g^{0.25} \rho_c / \rho^{0.75}}{\sigma} \right)^{0.14} \left( \frac{\sigma}{\Delta \rho} \right)^{0.06} \left( \frac{g}{\sigma} \right) \left( \frac{g}{\sigma} \right)^{-0.23 + \exp \left( -29.6 A_1 g / \sigma^2 \right)}$ | Kagan et al.  
| VPSPC       | $d_{32} = C \left( \frac{A_1}{\rho g} \right)^{0.4} \left( \frac{h}{\sigma} \right)^{0.1} \exp \left( -3 \frac{A_1 \Delta \rho g^{0.25}}{g^{0.25} \sigma^{0.25}} \right) + \exp \left( -28.5 A_1 \Delta \rho g^{0.25} / g^{0.25} \sigma^{0.25} \right)$ | Sreenivasulu et al.  
| VPPC        | $d_{32} = 8.26 \times 10^{-5} \left( \frac{A_1 \rho_c / \sigma g}{\Delta \rho g} \right)^{-0.2304} \left( \frac{\mu_d g^{0.25} \rho_c / \rho^{0.75}}{\sigma} \right)^{-0.0514} \left( \frac{\sigma}{\Delta \rho} \right)^{0.021}$ | Samani et al.  

a HPSPC “horizontal pulsed sieve-plate column”; VPSPC “vertical pulsed sieve-plate column”; VPPC “vertical pulsed packed column”.  

2.2. Description of equipment  

Fig. 1 displays the pilot LPSPC used for the experiments. The Pyrex glass column consisted of two active parts of horizontal and vertical sections. The horizontal part (internal diameter of 6 cm and length of 146 cm) contained 24 pairs of sieve plate. In this section, half-perforated plates with a distance of 1 cm between each plate are arranged in pairs. The distance of each pair in the horizontal segment is 5 cm. The situation of two half-perforated plates in each pair is such that one of the plates is perforated at the top and the other is at the bottom, which makes the better blending of aqueous and organic phases. Additionally, this kind of design helps to more breakage of the droplets. More breakage of droplets causes the production of smaller drops and their movement’s speed in the column decreases, which can increase the holdup. Thus, the interfacial area and intensity of mass transfer increase in the column. 

The vertical part’s dimensions are similar to those of the horizontal part (with 29 individual sieve-plates). The column’s characteristics are given in Table 4. The setup consists of the vertical and horizontal sections as active parts of the column, four tanks, two dosing pumps, lower settler, upper settler, one pulsating air system (one compressor, one regulator, and two solenoid valves) and two rotameters. The two phases are moved in counter-current direction in the column. The organic and aqueous phases enter from the below and top of the column, respectively. The column’s outlets and inlets are connected to four tanks. The solenoid valve, mounted at the outlet of continuous phase with the help of an optical sensor on the column’s top, controls the interface position of two phases on the top of the column (upper settler). By overflow, the organic
Table 2 A list of studies on the output of extraction columns using the RSM technique

| System                                      | Column            | Variable | Response | Model                | $R^2$, adj-$R^2$ | Authors               |
|---------------------------------------------|-------------------|----------|----------|----------------------|-----------------|----------------------|
| Effluent of hydrodistillation of fennel-anisole-hexane | Rotary disc column (RDC) | $N$ [rpm] $Q_a$ [cm$^3$ min$^{-1}$] $d_n$ [mm] | Efficiency ($E$) | $E = -23.01 + 0.7N - 2.31d_n - 2.07 \times 10^{-3}Q_a + 0.048Nd_n + 0.017d_n^2 + 0.032Q_a^2 + 3.12d_n^2$ | 0.964, 0.980 | Eyvazkhani et al.$^{52}$ |
| Effluent of hydrodistillation of fennel-essential oil-hexane | Rotary disc column (RDC) | $N$ [rpm] $Q_a$ [cm$^3$ min$^{-1}$] $d_n$ [mm] | Efficiency ($E$) | $E = -0.62922 + 6.3148 \times 10^{-5}N + 0.01004Q_a + 0.48684d_n - 2.00758 \times 10^{-5}Nd_n - 8.46013 \times 10^{-5}N^2 - 1.255 \times 10^{-5}Q_a^2$ | 0.975, 0.959 | Jafari et al.$^{53}$ |
| TBP-nitric acid [0.05 M] Pulsed disc and doughnut | Pulsed disc and doughnut | $A$: duty cycle (%) $B$: $A_t$ [m s$^{-1}$] $C$: total throughput [m$^3$ s$^{-1}$] $D$: O/A ratio | Dispersed phase hold up ($\phi$) | $\phi = 23 - 2.13A + 9.16B + 6.83C + 2.65D - 1.754B + 6.15BC + 1.17CD + 0.52AD + 1.25BD + 0.33BCD$ | n.d. | Sinha et al.$^{54}$ |
| Toluene-water Oldshue-Rushton | Oldshue-Rushton | $N$ [rpm] $Q_a$ [m$^3$ s$^{-1}$] $Q_b$ [m$^3$ s$^{-1}$] | Sauter mean drop diameter ($d_{32}$) | $d_{32} = 11.06 - 0.045Q_a - 0.046Q_c - 0.072N + 0.0007Q_cQ_a - 2.1 \times 10^{-5}Q_aN + 7.1 \times 10^{-6}Q_aN + 0.0008Q_c^2 + 0.0005Q_a^2 + 9.98Q_a^3$ | 0.961, 0.926 | Torkaman et al.$^{55}$ |
| Sulfate leach liquor – kerosene Horizontal pulsed column | Horizontal pulsed column | $A_t$ [cm s$^{-1}$] $Q_c$ [L h$^{-1}$] $Q_d$ [L h$^{-1}$] | Sauter mean drop diameter ($d_{32}$) | Efficiency ($E$) | 0.999, 0.977 | Khanramaki et al.$^{41}$ |

$^a$ $d_n$: nozzle size, n.d: not defined.

Table 3 Physical features of the studied systems at 20 °C

| System | Butanol–water | Butyl acetate–water | Toluene–water |
|--------|---------------|---------------------|---------------|
| $\sigma$ [mN m$^{-1}$] | 1.75 | 13.50 | 35.40 |
| $\rho_r$ [kg m$^{-3}$] | 985.6 | 997.6 | 998.0 |
| $\rho_t$ [kg m$^{-3}$] | 846.0 | 880.0 | 864.0 |
| $\mu_r$ [mPa s$^{-1}$] | 1.429 | 1.027 | 0.963 |
| $\mu_t$ [mPa s$^{-1}$] | 3.360 | 0.734 | 0.586 |

The process leaves the top of the column. Using compressed air regularly imposed into the air leg connected to the lower settler of the column, the contents of the column are pulsed at the considered amplitude and frequency. In other words, in this column, the pulse is supplied by a compressed air line with the pressure of 1–8 bar. This column controls the frequency by opening and closing the solenoid valves in the compressed air path. In a certain period of time, the air pressure pushes the fluid into the column, and in a certain period of time, in the absence of air pressure, the fluid is pushed back. All experiments are performed at ambient temperature.

2.3. Experiments

Before preparing the feed, the solutions of the aqueous phase saturated with the organic phase and the organic phase saturated with the aqueous phase due to prevent their mutual solubility during the experiments must be prepared. For this purpose, the two-phase mixed with each other, and then the mixture was shaken well. Afterward, it was kept in closed tanks for several hours to balance. Next, the two phases were easily separated from each other. In the second step, the feed tanks were filled with pre-prepared saturated phases. Then the passage of the phases through the rotameter and the nozzle was carefully aerated to minimize the error in the measurement of the phase flow rates and also keep the initial flow adjusted by the rotameter constant during the test. Next, the rotameter was calibrated. In the third step, after washing the column with tap water, the column was filled with saturated distilled water to the approximate point of phase separation. The saturated distilled water means the aqueous phase saturated with the organic phase that separated from each other after reaching equilibrium. Finally, the flow rate of outlet and inlet continuous phases was adjusted. In the fourth step, the pulse system was set up by adjusting the frequency through the pulse maker, and adjusting the amplitude by opening and closing the air compressor outlet valves. Then the dispersed phase valve was opened to disperse the droplets into the continuous phase. The steady-state condition was achieved after approximately 60–90 min (depending on the characteristics of the used liquid–liquid system as well as the phase flow rates). During this period, the column was photographed at 2nd, 7th, 12th, 17th, and 22nd stages of the vertical section and at the 2nd, 6th, 10th, 14th, and 18th stages of the horizontal section for measuring the diameter of drops. Finally, the column was washed and refilled with fresh.
material for the next test to minimize errors in the experiments.\textsuperscript{12}

2.4. Procedure

The RSM-CCD method was used to determine the factors’ effect in five levels on the drop size. First, the two phases were saturated with another, and then the drop size was determined using photographic method (Nikon D5000 digital camera) at steady-state conditions. In the pulse columns, by the rise of dispersed phase through the column, the distribution of drop size produced by the dispersed phase changes due to the breaking and coalescence of the droplets. Usually, the drop size decreases as the pulsation intensity enhances. In the extraction columns, the drop size distributions are not uniform, so SMD ($d_{32}$) is employed as the characteristic diameter of the average distribution of drop size as follow:

$$d_{32} = \frac{\sum n_i d_i^3}{\sum n_i d_i^2}$$

where, $n_i$ shows the number of drops with diameter of $d_i$. In other words, SMD is a common method for estimating the mean particles size and defines as the diameter of a sphere that has the same volume $V$ over surface area $A$, as a particle of interest.

The method of calculating the mean diameter across an assortment of various size particles (for fuel oil drops) by considering both volume and surface area was presented by Sauter in 1926.\textsuperscript{59,60} Kowalczyk and Drzymala presented the physical meaning of SMD. They demonstrated SMD reflected the size of identical spherical particles of which the total surface energy was equal to the total surface energy of poly-sized spherical particles while both systems had the same total volume and total area.\textsuperscript{61}

The flow rate of each phase, frequency and pulse amplitude was set to the desired values.\textsuperscript{4} The recorded photographs were analyzed by Auto CAD software to determine SMD. In fact, the diameter of the drops in the recorded photographs was measured according to the distance between two plates as a base. Then according to the ratio of the distance between two plates in the column (actual) and the photo, a coordinate grid was defined in which able to easily measure the diameter of drops. It is worth mentioning that the drops can only be

![Fig. 1 LPSPC schematic diagram.](image)

| Table 4 Geometrical characteristics of plates and column |
|--------------------------------------------------------|
| The column parts | Vertical section | Horizontal section |
| Length of the column’s active part [cm] | 146 | 146 |
| Internal diameter of the column’s active part [cm] | 6 | 6 |
| Plate thickness [mm] | 1 | 1 |
| Hole diameter [mm] | 2 | 2 |
| Spacing between two plates [cm] | 5 | $1^a, 5^b$ |
| Free area fraction [%] | 22 | 11 |

$^a$ Space between two individual plates in a pair. $^b$ Space between two pairs in a cell.
measured in two dimensions using photographic techniques.\textsuperscript{22} For this purpose, nearly 1000 drops were checked for each experiment. The drops are usually spherical; however, they may have ellipsoidal shapes too. The diameter of ellipsoidal drops is calculated as follows:

\[
d_i = \sqrt{d_{ll}^2 + d_{hh}^2}
\]

(2)

where, \(d_i\) is minor axis, and \(d_{ll}\) is major axis. Two examples of the droplet size are shown in Fig. 2 (the unit of values in this figure is mm).

The average absolute relative error (AARE) is adopted to determine the fitted parameters:

\[
AARE = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{experimental value} - \text{calculated value}}{\text{experimental value}}
\]

(3)

The critical variables include the pulsation intensity, interfacial tension, dispersed, and continuous phase velocities that affected SMD. According to the findings of Amani et al., there are several factors such as the velocity of continuous and dispersed phases, pulsation intensity, and interfacial tension, which may affect the size of the drops.\textsuperscript{22} Further optimization was then carried out by the RSM-CCD method. The design characteristics (factors and levels) are reported in Table 5.

RSM is one of the appropriate methods for data processing, evaluation, modeling of operational variables, and investigation of their interaction. It describes the curvature dependency of an ordinary response to the variables required for illustrating a non-linear variation behavior. This methodology includes mathematical and statistical methods derived from the empirical models obtained by relating experimental data to setup and using a second-order polynomial model equation.\textsuperscript{62} One of the aims of RSM is optimization through (1) diagnosis and expression of the problem, (2) selection of response variable, (3) selection of effective parameters and their ranges, (4) selection of an experiment design including the number of experiments, repetitions, blocks, and the order of the experiments, (5) performance of experiments, (6) data analysis to provide an empirical relationship by a convenient polynomial model, (7) the model’s fitness evaluation to experimental data, and (8) optimization of the studied variables.\textsuperscript{63}

\[
Y = \beta_0 + \sum_{i=1}^{n} \beta_i X_i + \sum_{i=1}^{n} \sum_{j=i+1}^{n} \beta_{ij} X_i X_j + \epsilon
\]

(4)

where, \(Y\) is the predicted response (SMD or \(d_{32}\)) reported in Table 6 for the vertical and horizontal sections. The independent factors are \(X_i\) and \(X_j\) are and \(\beta_0\) is a constant corresponding to the central point of experimental variables. Also, \(\beta_i\) expresses the coefficients of the linear effects, \(\beta_{ij}\) presents the interactive effects between the variables, \(\beta_{ii}\) represents the coefficients of the quadratic effects, and \(\epsilon\) indicates the experimental parameters that were unexpected.\textsuperscript{64,65}

ANOVA is a reliable method for evaluating the model’s quality. In each experiment, accuracy of the results attracts the most attention. Accordingly, it is very important to examine the types of errors in an experiment. There are three types of errors that can influence the test results: (1) gross errors: to solve this

### Table 5 The experimental variables and levels based on the CCD method

| Factors | Units | Low   | High  | Coded low | Coded high | Mean   | Standard deviation | Relative standard deviation |
|---------|-------|-------|-------|-----------|------------|--------|--------------------|---------------------------|
| \(\sigma\) | \(X_1\) | mN m\(^{-1}\) | 1.75 | 36.00 | \(-1 \leftrightarrow 1.75\) | \(+1 \leftrightarrow 36.00\) | 17.28 | 14.28 | 0.83 |
| \(A_i\) | \(X_2\) | cm s\(^{-1}\) | 0.60 | 1.30 | \(-1 \leftrightarrow 0.60\) | \(+1 \leftrightarrow 1.30\) | 0.90 | 0.16 | 0.18 |
| \(V_c\) | \(X_3\) | mm s\(^{-1}\) | 0.41 | 1.08 | \(-1 \leftrightarrow 0.41\) | \(+1 \leftrightarrow 1.08\) | 0.63 | 0.24 | 0.38 |
| \(V_d\) | \(X_4\) | mm s\(^{-1}\) | 0.08 | 0.97 | \(-1 \leftrightarrow 0.08\) | \(+1 \leftrightarrow 0.97\) | 0.44 | 0.19 | 0.43 |
where $d_i$ is an estimate of the deviation through each observation ($y_j$) with its repeats ($\tilde{y}$), connected with its mean ($\bar{y}$) value.\cite{65} The total sum of the squares (SS$_{tot}$) refers to the sum of the squares with deviations from the mean, which is derived from the sum of squares regression (SS$_{reg}$) and the sum of squares of the model residuals (SS$_{res}$):\cite{67,64}

$$SS_{tot} = SS_{reg} + SS_{res}$$ \hspace{1cm} (6)

By repeating the central point in the experiments, it is possible to evaluate the pure error of replications. After that, the residuals sum of the squares is obtained with the pure error sum of the squares (SS$_{pe}$) and the lack of fit sum of the squares (SS$_{lof}$):\cite{64,67}

$$SS_{res} = SS_{pe} + SS_{lof}$$ \hspace{1cm} (7)

The sum of the squares for all variation sources are displayed in Table 7, where $m$ shows the number of levels, $n$ is total observations, $\tilde{y}$ is the total mean, $y_i$ is the mean accomplish in a similar set of the experimental conditions, $\hat{y}_i$ is the value of estimated for the level $i$ by the model, and $y_{ij}$ is the repetitions carried out in every single level. Moreover, the degree of freedom (df) for each variation source is shown in Table 7, in which $p$ represents the number of model parameters.\cite{66,67}

One of the other key parameters in ANOVA is the mean of squares (MS) obtained by dividing the sum of squares on the degree of freedom. The mean of squares is used to calculate the index $F$. The ANOVA method uses the $F$-test to examine the mean equality. The $F$-test is based on the ratio of the mean of squares. In other words, it is the ratio of two variances. The variance is an index for measuring dispersion, which indicates how much the data is spread relative to the mean. A larger value of variance demonstrates a greater dispersion.

The importance of each of these above effects is expressed by the parameter $P$ in ANOVA. Based on this parameter, one can conclude whether the main and square effects and the effects related to the interaction are important or not. If the value of $P$ is less than 0.05, the effect can be considered important with 95% probability. For $P$-value > 0.05, none of the linear and square terms, and the rest of the interaction terms is significant.\cite{65,67}

### 3. Results and discussions

#### 3.1. RSM

The effect of different variables including interfacial tension, dispersed, and continuous phase velocities, and pulsation intensity on the drop size was analyzed. The RSM containing the face-center centric approach was applied to find the useful variables involved in the system. This method suggested the quadratic models based on the coefficients of empirical data presented in eqn (4) for horizontal and vertical sections (Table 8).

Equations of actual factors are utilized for predicting the responses of each factor at given levels. The levels must be...
Table 8 Final equations provided by RSM for prediction of SMD ($d_{32}$) for an LPSPC

| Response/$d_{32}$ (mm) | Correlation | Equation |
|------------------------|-------------|----------|
| $d_{32}$ for horizontal section | $d_{32} = 2.4448 + 0.0327X_1 - 3.5472X_2 - 0.1802X_3 + 0.4312X_4 - 0.0159X_5 + 0.0099X_6 + 0.0161X_7X_8 + 0.5348X_9 - 0.6169X_10 + 0.5418X_11 - 0.0001X_12 - 1.6196X_{13}^2 - 0.2484X_{14}^2 - 0.2063X_{15}^2$ | (8) |
| $d_{32}$ for vertical section | $d_{32} = 0.5308 + 0.1169X_1 + 0.0709X_2 + 0.5073X_3 + 0.6951X_4 - 0.0236X_5X_6 - 0.0022X_7X_8 - 0.0127X_9 - 0.2479X_{10} + 0.4094X_{11} - 0.7147X_{12} - 0.0009X_{13}^2 - 0.0944X_{14}^2 + 0.5095X_{15}^2 + 0.5362X_{16}^2$ | (9) |

mentioned in original units. These equations are not appropriate for determining the relative impact of the factors because the coefficients are scaled to accommodate each factor’s units and the intercept is not at the center of the design space. The ANOVA results and their statistical specifications for horizontal and vertical sections are reported in Table 9.

Table 9 shows the quality of the regression evaluated by ANOVA. Based on the $P$- and $F$-values, the significant model terms are $\sigma$, $A_1$, $V_c$, $V_d$, $\sigma \times A_1$, $V_c \times V_d$, and $A_1^2$ for the horizontal section, and $\sigma$, $A_1$, $V_c$, $\sigma \times A_1$, $V_c \times V_d$, $\sigma^2$, and $A_1^2$ for the vertical section. Another important parameter is the lack of fit used to determine the degree of data mismatch with the proposed model. If the $P$-value for this test is less than the confidence level of 0.05, there is no conformity between the model and the data; in other words, there is a lack of fit. In the models obtained with total terms, lack of fit $P$-value for both of the horizontal and vertical sections is not significant (0.4646 and 0.0597, respectively). In addition, Table 10 presents lack of fit results for horizontal and vertical sections. As can be seen, based on the amount of lack of fit, the quadratic model is more appropriate.

Table 11 shows $T$-test results for the horizontal and vertical sections. The $T$-test is one of the main concepts in statistical fields. This test is used to determine whether there is a significant difference between the means of the two groups (actual data of SMD and model data of SMD). In this research, paired-samples $T$-test is utilized.

As shown in Table 11, the significant value is obtained as 0.9540 and 0.8550 for the horizontal and vertical sections, respectively. Since the significant values are greater than 0.05, there is no statistically significant difference between the actual and model data. Therefore, the proposed RSM model is suitable for experimental data predictions.

3.2. Fit statistics

One of the coefficients indicating the proportionality of the data with the model is the coefficient of determination ($R^2$). $R^2$ values of 0.9980 and 0.9780 for the vertical and horizontal sections, respectively demonstrate the data fits the models very well. The high values of $R^2$ illustrate a good agreement between the calculated results and actual values shown in Fig. 3–5. For very

| Source | Sum of squares df Mean square Standard error $F$-Value P-Value | Sum of squares df Mean square Standard error $F$-Value P-Value |
|--------|-------------------------------------------------------------|-------------------------------------------------------------|
| Model  | 3.7600 14 0.2683 0.0231 138.10 <0.0001 23.4100 | 14 1.6721 0.0133 2732.69 <0.0001 |
| $X_1$: $\sigma$ | 0.1911 1 0.1911 0.0384 98.34 <0.0001 0.8679 | 1 0.8679 0.0220 1418.51 <0.0001 |
| $X_2$: $A_1$ | 0.0206 1 0.0206 0.0745 10.61 0.0022 0.0307 | 1 0.0307 0.0429 50.20 <0.0001 |
| $X_3$: $V_c$ | 0.0861 1 0.0861 0.0129 44.31 <0.0001 0.0042 | 1 0.0042 0.0073 6.85 0.0122 |
| $X_4$: $V_d$ | 0.0733 1 0.0733 0.0243 37.73 <0.0001 0.0092 | 1 0.0092 0.0136 15.10 0.0003 |
| $X_5$: $\sigma \times A_1$ | 0.0139 1 0.0139 0.0356 7.17 0.0104 0.0180 | 1 0.018 0.0274 29.42 <0.0001 |
| $X_6$: $V_c \times V_d$ | 0.0041 1 0.0041 0.0838 2.120 0.1528 0.0046 | 1 0.0046 0.0470 7.5700 0.0086 |
| $X_7$: $A_1^2$ | 0.0022 1 0.0022 0.0580 1.150 0.2901 0.0002 | 1 0.0002 0.0326 0.2817 0.5983 |
| $X_8$: $V_c \times A_1$ | 0.0009 1 0.0009 0.1417 0.616 0.4357 0.5026 0.0000 | 1 0.0000 0.0795 0.0441 0.8347 |
| $X_9$: $V_d \times A_1$ | 0.0190 1 0.0190 0.0235 3.790 0.0031 0.0409 | 1 0.0409 0.0143 66.86 <0.0001 |
| $X_{10}$: $\sigma^2$ | 0.0046 1 0.0046 0.0225 2.350 0.1326 0.2026 | 1 0.2026 0.0158 331.13 <0.0001 |
| $X_{11}$: $V_c^2$ | 0.0463 1 0.0463 0.0406 23.84 <0.0001 0.0000 | 1 0.0000 0.2444 0.0197 0.8891 |
| $X_{12}$: $V_d^2$ | 0.0061 1 0.0061 0.0155 3.13 0.0836 0.0000 | 1 0.0000 0.0087 0.0277 0.8685 |
| $X_{13}$: $V_c^2$ | 0.0031 1 0.0031 0.0320 1.61 0.2113 0.0188 | 1 0.0188 0.0180 30.75 <0.0001 |
| Residual | 0.0855 44 0.0019 — — 0.0263 | 43 0.0006 — — |
| Lack of fit | 0.0753 38 0.0020 — — 1.17 0.4646 0.0251 | 37 0.0007 — — |
| Pure error | 0.0102 6 0.0017 — — 0.0012 | 6 0.0002 — — |
| Cor total | 3.8400 58 0.0062 — — 23.4300 | 57 0.0111 — — |
suitable model data, $R^2$ values should be at least 0.8. The adjusted $R^2$ value exhibits the overlap and adaptation of the modeled and empirical data, which is obtained by removing and reducing some factors in the initial model. As some of the factors are removed, the overlap value becomes weaker. The adjusted $R^2$ values of 0.9980 and 0.9710 obtained for vertical and horizontal sections, respectively, imply that the selected variables are suitable for the models. The predicted $R^2$ determines that the regression model is able to make predictions very well. This can be used to detect cases where the model provides a good fit for the available data; however, it is not as good at making predictions. The software determines the predicted $R^2$ by deleting one of the data points from the database, estimating the regression model, appraising the model's ability to predict the missing observation, and repeating this procedure for all data points. A good prediction of the proposed models was confirmed by the predicted $R^2$ values of 0.9976 and 0.9490 for the vertical and horizontal sections, respectively. The adequate precisions were 138.1490 and 46.0450 for the vertical and horizontal sections, respectively. The adequate precision of higher than four demonstrates that the noise ratio of the model is in the desired range of experimental conditions. In general, the residuals from the least-squares are a meaningful criterion for consideration of the models' adequacy. The hypothesis of constant variance at distinct levels has been taken into account in Fig. 4. Fig. 4 shows a random distribution of points in the $X$-axis between $-3.5880$ and $+3.5880$ for both horizontal and vertical sections. This result illustrates the models' consistency and a constant variance within the response values.

The normal probability diagram is one of the extra tools to investigate the adequacy of the models, which is shown in Fig. 5. The results showed that the points are located on a straight line, confirming the normally distributed errors with a constant mean.

### 3.3 Impact of model parameters on SMD

We used 3-D response surfaces for demonstrating the maximum impact of the two model parameters on SMD under the constant conditions for other parameters. Fig. 6 displays the influence of interfacial tension and pulsation intensity on SMD. Based on Fig. 6, increasing the pulsation intensity may decrease the drop size within both parts of the column, because by increasing the pulsation intensity, the breakage rate of droplets overcomes their coalescence rate reduction, so the mean droplet size decreases at higher pulsation intensity.

Additionally, droplets formed by high interfacial tension systems are larger in size than droplets produced by lower interfacial tension systems. In other words, in the systems with lower interfacial tension (butanol/water), droplet coalescence is less than in the systems with higher interfacial tension (toluene/water), which decreases the droplet size. Consequently, with a decrease in drop diameters, there will be an increment in the interfacial area that will lead to an increase in mass transfer.

### Table 10 Lack of fit test results for horizontal and vertical sections

| Source                  | Horizontal section | Vertical section |
|-------------------------|--------------------|------------------|
|                         | Sum of squares     | $F$-Value | $p$-value | Sum of squares | $F$-Value | $p$-value |
| Linear                  | 0.2164             | 48    | 0.0045  | 2.6600       | 0.1096   | 1.2400    |
| 2FI (two factor interaction) | 0.1434             | 42    | 0.0034  | 2.0100       | 0.1930   | 0.2746    |
| Quadratic               | 0.0753             | 38    | 0.0020  | 1.1700       | 0.4646   | 0.0251    |

Table 11 $t$-test results for horizontal and vertical sections

| Paired differences                  | Mean | Standard deviation | Standard error mean | 95% confidence interval of the difference | Significant (2-tailed) |
|------------------------------------|------|--------------------|---------------------|-----------------------------------------|-----------------------|
|                                    |      |                    |                     | Lower     | Upper | $t$  | df  |                                |
| Horizontal section: pair 1 actual-model | 0.0003 | 0.0376            | 0.0049 | $-0.0095$ | $0.1009$ | 0.5800 | 58  | 0.9540                      |
| Vertical section: pair 1 actual-model  | $-0.0005$ | 0.2139          | 0.0028 | $-0.0061$ | $0.0051$ | $-0.1840$ | 57  | 0.8530                      |
Fig. 7 indicates the effects of the velocities of the continuous and dispersed phases on SMD. As illustrated, a higher $V_d$ value enhances the number of the dispersed phase drops to a greater extent together with the formation of more massive drops. In addition, the increase in $V_c$ value enhances the drag forces between the bulk of the continuous phase and the dispersed phase drops.\textsuperscript{12,28}

3.4. Optimization
The interfacial area accessible for the mass transfer is directly impacted by the drop size distribution, and small droplets leading to an increment in interfacial area.\textsuperscript{28} Consequently, droplet size plays a very important role in optimizing the operation of the pulsed extraction columns. Therefore, the aim

| Source                | Standard deviation | $R^2$  | Adjusted $R^2$ | Predicted $R^2$ | Standard deviation | $R^2$  | Adjusted $R^2$ | Predicted $R^2$ |
|-----------------------|--------------------|--------|---------------|-----------------|--------------------|--------|---------------|-----------------|
| Linear                | 0.0648             | 0.9410 | 0.9367        | 0.9221          | 0.1530             | 0.9471 | 0.9431        | 0.9343          |
| 2FI (two factor interaction) | 0.0566       | 0.9600 | 0.9517        | 0.9196          | 0.0766             | 0.9882 | 0.9857        | 0.9786          |
| Quadratic             | 0.0441             | 0.9780 | 0.9710        | 0.9490          | 0.0247             | 0.9980 | 0.9980        | 0.9976          |

Fig. 3  Actual ($d_{32}$) versus predicted values ($d_{32}$) for (a) horizontal and (b) vertical sections.

Fig. 4  Predicted values of $d_{32}$ versus externally studentized residuals for (a) horizontal and (b) vertical sections.
of this study is to minimize the diameter of the droplets. The optimization based on the RSM method provided various responses of variables to achieve the best SMD. Numerical optimization can be used to determine a desirable value for each input parameter and response. The present research provided the input data variables to specify ranged values, since the response had been designed to get a minimum value. Under this situation, the minimum SMD is obtained at both parts of the column. The optimum SMD was obtained 0.64 and 0.79 mm for the vertical and horizontal sections, respectively. As expected, the optimization results are in satisfactory agreement with the experimental results. According to experimental results, in different chemical systems, lower interfacial tension and higher pulsation intensity lead to smaller droplets. As shown in Table 13, the optimal points were gained at the interfacial tension, pulsation intensity, and velocities of the dispersed and continuous phases of 1.84 [mN m⁻¹], 1.23 cm s⁻¹, 0.48 [mm s⁻¹], and 0.44 [mm s⁻¹], respectively.

3.5. Deviation plots

Fig. 8 illustrates a perturbation plot and compares the influence of operational variables at the reference points. As can be observed for the horizontal section, SMD increases with increasing the interfacial tension and velocity of the continuous phase, and decreases with increasing the pulsation intensity and velocity of the dispersed phase. Regarding the vertical section, SMD increases by increasing the interfacial tension and velocity of the dispersed phase and decreases by raising the pulsation intensity. Furthermore, by increasing the velocity of continuous phase, SMD remains unaffected in the vertical section.

3.6. Comparison of our experimental data with those reported by others

The results of this study are compared with some of the correlations in the literature for calculation of the mean drop diameters of the droplets.
Fig. 9 compares our experimental data with those published in the literature. The reported values of AARE clearly show that none of the proposed correlations are able to accurately predict the experimental results in LPSPC. As shown in Fig. 3, the RSM model predicted values and the actual results are near to each other, indicating the appropriate efficiency of the proposed model. Furthermore, new correlations are proposed to predict SMD as a function of physical properties liquid systems and operational size. Fig. 7 Impact of the velocity of continuous phase and velocity of dispersed phase on SMD for (a) horizontal (b) vertical sections.

Table 13 Optimization of SMD by the RSM-CCD method

| Parameter and response | Constraining | Low | High | Importance | Optimum condition |
|------------------------|--------------|-----|------|------------|-------------------|
| $\sigma$ [mN m$^{-1}$]  | In range     | 1.75| 36.00| 3          | 1.84              |
| $A_f$ [cm s$^{-1}$]    | In range     | 0.60| 1.30 | 3          | 1.23              |
| $V_c$ [mm s$^{-1}$]    | In range     | 0.41| 1.08 | 3          | 0.44              |
| $V_d$ [mm s$^{-1}$]    | In range     | 0.08| 0.97 | 3          | 0.48              |
| $d_{32}$ [mm] (horizontal) | Minimize     | 0.79| 2.63 | 5          | 0.79              |
| $d_{32}$ [mm] (vertical) | Minimize     | 0.64| 1.69 | 5          | 0.64              |

For horizontal section:

$$
\frac{d_{32} \rho_c A_f^2}{\sigma} = 0.924 \left( A_f \frac{\mu_k}{\sigma} \right)^{0.831} \left( A_f \frac{\mu_d}{\sigma} \right)^{-0.001} \left( \frac{V_c}{A_f} \right)^{-0.037} \left( \frac{V_d}{A_f} \right)^{0.05} \left( \frac{\rho_d}{\rho_c} \right)^{-0.249}
$$

For vertical section:

$\exists ~ \sigma, \mu_k, \mu_d, V_c, V_d, A_f, A_i, \rho_c, \rho_d$.
These correlations had AARE values of 11.89% and 9.33%, respectively. A comparison of experimental data of SMD with those calculated by eqn (10) and (11) are presented in Fig. 10 for the horizontal and vertical sections. Fig. 10 shows a good agreement between the experimental and calculated data.

### 4. Conclusion

We examined the drop behavior in the present work in a pilot plant pulse-sieve plate horizontal-column. The influence of the four parameters of interfacial tension, velocity of continuous and dispersed phases, and pulsation intensity were investigated using RSM according to the CCD approach. The optimum SMD was obtained as 0.64 and 0.79 mm for the vertical and horizontal sections, respectively at the interfacial tension of 1.84 [mN m⁻¹], pulsation intensity of 1.23 [cm s⁻¹], continuous phase velocity of 0.44 [mm s⁻¹], and dispersed phase velocity of 0.48 mm s⁻¹. The RSM suggested two quadratic models in terms of independent variables for the vertical and horizontal sections. The value of $R^2$ for the considered models was 99.87 and 97.77% for the vertical and horizontal sections, respectively, showing a good consistency between the predicted and actual results. In addition, the suitability of each distribution was investigated using $R^2$, adjusted $R^2$, and predicted $R^2$ to evaluate the adequacy of the modeled and experimental data.

### Abbreviations

- $A_f$: Pulsation intensity [m s⁻¹]
- ANOVA: Analysis of the variance
- CCD: Central composite design
- $d$: Drop diameter, m
d_{12} \quad \text{Sauter mean drop diameter [m]}

d_{11} \quad \text{Major axes of the drop [m]}

d_{1} \quad \text{Minor axes of the drop [m]}

\dot{g} \quad \text{Acceleration due to gravity [m s}^{-2}]

\dot{h} \quad \text{Plate spacing [m]}

\dot{H} \quad \text{Column length [m]}

n_i \quad \text{Number of drops of mean diameter } d_i \text{ (—)}

Q_c \quad \text{Volumetric flow rate of continuous phase [L h}^{-1}]

Q_d \quad \text{Volumetric flow rate of dispersed phase [L h}^{-1}]

RSM \quad \text{Response surface methodology}

SS \quad \text{Sum of squares}

V_c \quad \text{Continuous phase velocity [m s}^{-1}]

V_d \quad \text{Dispersed phase velocity [m s}^{-1}]

\mu \quad \text{Viscosity [N s m}^{-2}]

\rho \quad \text{Density [kg m}^{-3}]

\Delta \rho \quad \text{Density difference between two phases [kg m}^{-3}]

\alpha \quad \text{Constant parameter of probability of density function}

\sigma \quad \text{Interfacial tension between two phases [N m}^{-1}]

\text{Subscript}

c \quad \text{Continuous phase}

\text{d} \quad \text{Dispersed phase}

\text{Greek symbols}
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