MES-P: an Emotional Tonal Speech Dataset in Mandarin Chinese with Distal and Proximal Labels
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Abstract—Emotion shapes all aspects of our interpersonal and intellectual experiences. Its automatic analysis has there-fore many applications, e.g., human-machine interface. In this paper, we propose an emotional tonal speech dataset, namely Mandarin Chinese Emotional Speech Dataset - Portrayed (MES-P), with both distal and proximal labels. In contrast with state of the art emotional speech datasets which are only focused on perceived emotions, the proposed MES-P dataset includes not only perceived emotions with their proximal labels but also intended emotions with distal labels, thereby making it possible to study human emotional intelligence, i.e., people emotion expression ability and their skill of understanding emotions, thus explicitly accounting for perception differences between intended and perceived emotions in speech signals and enabling studies of emotional misunderstandings which often occur in real life. Furthermore, the proposed MES-P dataset also captures a main feature of tonal languages, i.e., tonal variations, and provides recorded emotional speech samples whose tonal variations match the tonal distribution in real life Mandarin Chinese. Besides, the proposed MES-P dataset features emotion intensity variations as well, and includes both moderate and intense versions of recordings for joy, anger, and sadness in addition to neutral speech. Ratings of the collected speech samples are made in valence-arousal space through continuous coordinate locations, resulting in an emotional distribution pattern in 2D VA space. The consistency between the speakers’ emotional intentions and the listeners’ perceptions is also studied using Cohen’s Kappa coefficients. Finally, we also carry out extensive experiments using a baseline on MES-P for automatic emotion recognition and compare the results with human emotion intelligence.

Index Terms—emotional speech, Mandarin, dataset, distal labels, proximal labels, tonal speech, emotion intensities

I. INTRODUCTION

Emotion is one of the most important aspects in human communication and is conveyed in multiple ways, e.g., speech, facial expressions, body gestures, etc. Studying ma-
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chine learning based emotion recognition has become a major research topic in the field of affective computing [1][2]. It can be useful in many potential applications, e.g., multimedia indexing, natural human-computer interaction, or emotion monitoring in extreme working conditions. Multi-modal emotional research [3][4][5][6][7][8] on speech, facial image/video clips [9], and in some cases, physiological signals [10], has achieved remarkable results. However, there are many situations where only speech signals can be conveniently collected, such as conversations via telephone, in locations with no cameras, or poorly illuminated. Thus, emotion research on single modal speech signals is still of great importance.

For machine-based emotion recognition, datasets of emotional speech, with different emotional description approaches and in different languages, form the basic source data in the field. In these emotional speech datasets, collected speech samples are subjectively evaluated by raters to provide emotional labels. Nevertheless, in speech communication, emotions are expressed or encoded into vocal sentences by speakers as distal indicators, and perceived or decoded by listeners as proximal perceiv. Distortions could occur during emotion transition from distal end (encoding) to proximal end (decoding), which result in emotion misunderstandings. In conventional approaches of emotional speech collection, subjective evaluation is used as a screening stage to ensure the consistency of the collected emotional samples. Speech samples judged as poorly expressing the intended emotion by majority of raters are simply rejected. The screening by rejection makes the current datasets to only reflect the perceived emotions, while ignoring the speakers’ emotional intentions. In contrast to state of the art emotional datasets, we argue in this work that, in collection of portrayed emotional speech datasets, the emotional states that the acting speakers intend to express should be taken as distal (intentional) emotional labels and not as perceived labels, and the evaluation by the raters (perceived emotions) should be taken as proximal (perceptual) emotional labels. Indeed, the joint distal and proximal label of emotional speech samples make it possible to investigate people’s emotional intelligence, i.e., assessment of individual speaker’s emotion expressivity when proximal labels are used as ground truth or inversely evaluation of individual rater’s skill of correctly understanding emotions when distal labels are used as ground truth. In both cases, the disagreement between distal and proximal labels characterizes situations of emotional misunderstanding which unfortunately often occur in real-life communications and constitute source of conflicts. Therefore, none of the collected speech samples should be rejected.

Mandarin Chinese is a tonal language. It is well known that the shape of F0 trace differs in different emotional states [11].
The tones in Mandarin Chinese correspond to specific shapes of F0 traces. The basic F0 trace shapes and their deformations according to emotion changes, which are ignored in existing Mandarin emotional speech datasets, should also be considered. Moreover, in real-life speech communications, emotions are expressed through different intensities with the domination of neutral and moderate emotions in vocal communications.

In this work, we propose an emotional speech dataset in Mandarin Chinese, namely MES-P (Mandarin Chinese Emotional Speech Dataset - Portrayed). The dataset comprises emotion intensity, and includes 7 emotional states as moderate and intense versions of joy, anger, and sadness as well as neutral speech. In the recording process of MES-P, speakers were asked to act the 7 emotional states by reading sentences of predefined verbal scripts. The scripts were designed to roughly follow the tonal distribution of the oral Mandarin in real life, and cover all types of vowels and consonants in Mandarin. As distal labels, the speakers only save speech samples that they think faithfully convey their emotional intentions. In the evaluation stage, the raters do not specify discrete emotional states but assign locations for the speech samples in a dimensional valence/arousal space. They are used as proximal labels.

The contributions of the proposed MES-P dataset are three-fold:
- MES-P is the first emotional speech dataset which record both the distal and proximal labels of emotional speech. It can be used for studies of emotion intelligence, e.g., emotional misunderstanding in speech communications.
- MES-P is also the first emotional speech dataset in Mandarin Chinese which follows the tonal distribution in oral speech. The influence of tones and emotions to the intonation could be analyzed based on MES-P, as a complement to the existing datasets.
- We also provide a baseline performance for emotion classification using MES-P and compare the baseline results with human skills of emotion understanding.

Section II introduces emotion description approaches and existing datasets. Section III describes in detail the process for building the proposed MES-P dataset, including script design, data collection, and emotion rating. Section IV studies the effectiveness and consistency of the proposed MES-P dataset. Section V analyses human emotion intelligence using distal and proximal labels. Section VI provides a baseline performance on MES-P in comparison with human emotion recognition skills. Section VII concludes this work and give some hints on our future research.

II. EMOTION TAXONOMY AND EXISTING DATASETS

A. Emotion Description in Vocal Communication

Emotion transmitted by the human voice, or the vocal communication of emotions as defined by Scherer [12], is present in two stages: the speaker’s expressional states (distal indicators), or the listener’s perceptual states (proximal percepts). They are described by the Brunswikian lens model [13], as shown in Fig. 1. Objective measurements are needed to capture the subjective emotions conveyed in speech signals. According to Brunswik’s terminology, starting from the observer’s or the listener’s viewpoint, the acoustic changes of speakers can be seen as distal cues (distant from the observers), which include emotion specific patterns caused by changes in respiration, intonation and articulations correlated with the speaker’s underlying ecological validity. The distal cues are transmitted along with speech signals and perceived by the listener’s auditory perceptual system, as proximal cues (close to the observers), with some uncertainty in definition [14], in the emotional vocal communications. The proximal cues are based on the distal cues, which may be modified or distorted during transmission or in perception [12]. Therefore, there might exist divergence between intended emotions expressed by speakers and perceived emotions by listeners.

Emotional speech datasets are fundamental for studies of vocal emotions. According to Scherer [9], such resources can be classified into three categories, i.e., natural vocal expressions, induced emotional expressions, and simulated emotional expressions. Simulated, or “portrayed” vocal emotions have been the preferred way for obtaining emotional voice samples in state of the art. Actors are asked to express specified emotions, usually through a given content. This is the way to get the most intense, typical expressions under highly controlled conditions; however, actors can overemphasize some obvious cues and miss some subtle ones. As such, emotions conveyed in naturally occurring voices have the highest ecological validity. However, it has been shown that in real life, the emotion expressed in voice is relatively dispersed and is dominated by neutral speech or moderate emotions [15]; thus, speech samples with typical intense emotions are rare. This type of voice sample is generally collected in a poor recording environment, and it is difficult to determine the nature of the underlying emotion.

The major descriptions in emotion taxonomy include discrete emotional states and dimensional emotion spaces. Most typical discrete descriptions of basic emotions originate from Ekman’s big six [16][17]; more discrete emotions have been considered in previous studies aiming at various applications. The dimensional approach dates back to Wundt [18] in 1874 and...
maps emotional states into a two or three-dimensional space. A widely used emotional space is two dimensional, including a valence dimension (pleasant - unpleasant, agreeable - disagreeable), and an arousal dimension (active - passive) [19]. This two dimensional emotional space is abbreviated as VA space in the subsequent sections.

B. Existing Datasets

Datasets are essential resources in machine learning. Multiple emotional datasets or corpora in various forms have been collected, including datasets with only speech, or speech together with human facial information, and across a wide range of languages.

Representative early datasets, which came into use before the year 2000, include SUSAS, which focused on stress [20], and the widely spread Danish Emotional Speech database DES [21]. A number of other datasets emerged near 2000 [22][23], including the famous public database in German, Emo-DB [24], which is still used in many works as baseline data. A summary was made by Ververidis [25] who compared 32 early emotional speech datasets, including 21 simulated /portrayed datasets, 8 natural / spontaneous datasets, and 3 semi-natural datasets, in more than 10 languages (English, German, Danish, Chinese, etc.). These datasets were compiled for various purposes in emotion research, e.g., emotion recognition, emotion speech synthesis, emotion perception by humans, etc. The frequency of emotion occurrences in these 32 datasets is summarized in Table I. The most common recordings are anger, sadness, happiness, fear, disgust, joy, surprise, boredom. Similar conclusions were drawn in [26]. While the joy emotion is mostly combined with happiness due to their similarity, anger, sadness, and joy were the three most commonly labeled emotions in the early datasets.

A more recent database, and one of the most important large scale spontaneous emotional speech databases, was developed by Steidl [27]. This database was used as a speech resource in the challenge of emotional speech at INTERSPEECH 2009 [28]. It is special in that the speakers were children and the emotions were induced by interactions between the children and a speech robot. This database has been used by a number of researchers after the challenge. New emotional speech datasets are continuously appearing [29][30][31][32].

With an increasing number of emotional speech datasets in different languages, studies across datasets/languages have become one of the major topics in vocal emotion analysis [33][34][35][36][37][38]. These works showed that emotions in speech could be recognized across different languages but that the performances were generally not as good as those in tasks with only one language. Thus, the language property is also a key factor in vocal emotion analysis. As a tonal language, there are a number of distinct characters in Mandarin Chinese worth studying in emotion research. There are also several emotional speech datasets in the Chinese language [10][39], aiming at different application backgrounds. In our work, we are interested in the different presentations through different tones in emotional speech, the consistency and difference between the emotion expression intention of the speakers and the emotion perception of the listeners, and the distribution of the typical discrete emotional states in the VA space. To address these issues, we developed a new Mandarin Chinese emotional speech dataset with portrayed emotions. The next section describes the development process of the dataset.

III. SPEECH DATA COLLECTION

The major goal of our dataset is to enable investigation of intended emotions through distal cues, and perceived emotions via proximal ones as well as their relationships in daily life oral communication. As a result, we have collected emotional speech samples from nonprofessional actors instead of professional actors who have tendency to exaggerate emotions. However, in order to ensure the reliability of expressed emotion intentions as distal labels by these nonprofessional actors, our dataset is designed as a portrayed one in a highly controlled way. The speech samples were collected by asking volunteers to act out the required 7 emotional states using a script with 16 sentences in Mandarin Chinese. The collected speech samples were then evaluated by 7 raters as coordinate locations in the VA space.

A. Selection of Emotions

As summarized in Section II-B, anger, sadness, and joy/happiness were the most commonly occurred typical emotions in the state of the art datasets. They are also relatively common in acting. In addition, neutral speech or speech with no emotional tendency, also needs to be considered as a base state for emotional speech. In this work, these frequently occurred emotions in state of the art emotional speech datasets, i.e., neutral, joy/happiness, anger, and sadness, are also selected in our dataset. Such a selection also makes it possible to the studies on emotion recognition across datasets and languages. However, given the domination of moderate emotions in real-life [15] and to stick tight with real-life oral communication, we further introduce emotion intensities in our dataset. Specifically, we define two different emotional states which could be

| Emotion            | Number of databases |
|--------------------|---------------------|
| Anger              | 26                  |
| Sadness            | 23                  |
| Happiness          | 13                  |
| Fear               | 13                  |
| Disgust            | 10                  |
| Joy                | 9                   |
| Surprise           | 6                   |
| Boredom            | 5                   |
| Stress             | 3                   |
| Contempt           | 2                   |
| Dissatisfaction    | 2                   |
| Shame, pride, worry, startle, elation, despair, humor,… | 1 |

TABLE I. EMOTIONS IN THE DATABASES AS SUMMARIZED BY VERVERIDIS [25]
described by the same or similar words, such as “anger” or “joy”, as an emotion family, and collect a moderate version and an intense version for each emotion family. Together with neutral, the total number of emotional states rises to 7 in our dataset. This also makes it possible for future expansion of our dataset from discrete emotional states to continuous emotions. Table II lists these seven emotional states. They are indexed from 1 to 7 and serve as discrete distal labels by the speakers when recording the speech samples.

While the selected seven emotional states, i.e., neutral state, three moderate emotions, and three intense emotions, are still limited in comparison with the full range of emotions which can be expressed by a human voice in daily oral communications, increasing the number of emotions proves to be very difficult for speakers, especially for no professional actors, to comprehend and demonstrate the assigned emotions and could lead to poor quality of emotions expressed in speech. We find that the selection of these 7 emotional states is a reasonable trade-off between the reliability of collected emotional speech samples and the coverage of emotions.

B. Setting of verbal script

Sixteen sentences are designed as verbal scripts to be acted in the seven chosen emotional states by the speakers in collecting the dataset.

In order to present the pronunciations of the script, Pinyin system, which allows the notation of tones of each syllable, is applied in this paper. Pinyin, literally means “spelled sounds”, is the official romanization system for Standard Chinese. Based on several earlier forms of romanization of Chinese language, Pinyin system was developed in the 1950’s by many linguists. It was published in 1958 by the Chinese government with several later revisions. It became an international standard of ISO in 1982.

The sentences (in Pinyin) and their English translations are listed in Table III. All sixteen sentences are emotionally neutral in meaning. In total, there are 207 syllables in the sixteen sentences. The script is designed to cover all tones and all types of vowels and consonants in Mandarin Chinese.

1) Tones: Different emotions may cause significant changes in speech pitch contour, both in terms of mean value and gradient. For example, there could be quick pitch drops in speech with anger emotion. As a tonal language, there are four main tones and a light tone in Mandarin Chinese. Each tone presents an inherent shape of pitch contour; thus, the influence of tones needs to be considered in the study of speech emotion.

The four main tones are high tone, mid rising tone, low dipping tone, and high falling tone. They are indexed using the numbers 1 to 4. In the Pinyin system, the tones are also assigned with symbols imitating the shapes of pitch contour that are placed above the key vowels in syllables. There is a 5th tone, a light tone, which normally appears as auxiliary words and is pronounced with less intensity and in shorter syllables, and has no extra tone symbol in Pinyin. The pitch level of the light tone usually depends on the preceding syllable. Chao (44) proposed a tone letter system early in 1930 that presents pitch contour in five levels. The numeric levels and symbols in Pinyin of the tones are listed in Table IV.

Fig. 2 illustrates the F0 (Fundamental frequency, which can
be perceived as pitch) contour of the vowel “a” in each tone. The F0 contours for the four main tones and the light tone are presented in Fig. 2 (a). The light tone here is pronounced after a syllable with the 4th tone (high falling tone); thus, it holds a low pitch level as an extension to the end of the previous syllable. The F0 contours are normalized to syllable duration, and plotted together in Fig. 2 (b), which shows great similarity with Chao’s description in Fig. 2 (c). One of the subjects to be studied with our emotional speech dataset will be the influence on pitch contour by emotion for different tones.

The distribution of the tones of the syllables in the 16 sentences of this dataset is analyzed to ensure it follows the real usage situation in spoken Mandarin. On the verbal script (in Pinyin), we marked syllables with different colors for different tones in Fig. 3. Most sentences (13 out of 16) cover all four main tones. The light tone also appears in 12 of the sentences. The numbers for each tone in the whole script are listed in Table V, where the light tone is indexed as tone 0.

To evaluate the effectiveness of the script setting in terms of tones, the overall tone distribution in Mandarin Chinese is used as a baseline. There are several different versions of character frequency statistics tables for simplified Chinese. A character frequency table [45][46] accessible on the Internet is chosen in calculation of this baseline, which is based on the 6763 characters in the GB2312 standard [46] that covers over 99% of the characters of contemporary usage [47]. The statistics on tone distributions are also listed in Table V. More than 30% of the characters are in the 4th tone, approximately 25% in the 1st and 2nd tones, and less than 20% in the 3rd tone. When the frequency of character usage is considered, the proportion of the 3rd tone is slightly increased over its usage in characters, while the proportions of the 1st and 2nd tones drop. There are only a very small number of characters in Mandarin Chinese in the light tone, but they are frequently used as auxiliary words, thus the light tone’s proportion in pronunciation is obviously higher than its character proportion. A comparison of the difference between the distribution of tones in the script of our dataset and the baseline is shown in Fig. 4. The two curves fit well, especially for the 1st, 3rd, and 4th tones, which shows that the distribution of tones in our dataset is a reasonable reflection of the real-life usage of spoken Mandarin, thus demonstrating the effectiveness of the tone setting in the script used for our emotional speech dataset.

2) Vowels: The vowels in speech are essential in conveying emotions. Emotional states cause variances in the states of vocal cords and the vocal tract and involve their shapes and tension when producing speech. These variances are reflected by basic speech parameters, such as fundamental frequency and formants, which are present in vowels. The vowels in Mandarin Chinese, which are also called “finals” in the Pinyin system, are classified as simple vowels and compound vowels including both normal compound vowels and nasal vowels. The vowels are listed in Table VI by type. Due to the scale of our dataset,
there are only 207 syllables in the script. We do not expect to follow the natural distribution of vowels in real spoken situations. Instead, we ensure that all the simple vowels and all types of compound vowels are covered. The individual simple vowels and compound vowels types are denoted using different colors in Fig. 5(a) and Fig. 5(b). All 16 sentences in the script contain both simple vowels and compound vowels. In total, there are 86 simple vowels, 61 normal compound vowels, 36 front nasal vowels, and 24 back nasal vowels in our script. The front and back nasal vowels can be analyzed in two ways, separately or together, because some people (native speakers of the Chinese language) in some areas tend to confuse them.

3) Consonants: The consonants in Mandarin Chinese are also called “initials” in the Pinyin system. The analysis of consonants is not a common subject in the study of emotional speech. As the shape and position of lips and tongue also vary due to changing emotion and may introduce airflow obstructions, we also propose to cover all the consonants in Mandarin for possible analysis. According to their airflow obstruction, the consonants are listed in Table VII, and denoted using different colors in Fig. 6.

C. Speakers in recording

16 volunteers (8 female speakers and 8 male speakers) participated in the collection of this dataset. All the speakers were university students (undergraduate & graduate), aged from 20 to 23 years old. None of the speakers were professional actors, because a major purpose in collecting this emotional speech dataset is to evaluate the skill of understanding and expressing emotions by ordinary people.

In order to ensure the quality of the emotional recordings and the reliability of their annotations in the MES-P dataset, speakers were carefully selected based on several criteria. The 1st criterion is that all the speakers are native speakers of Mandarin Chinese, able to speak Mandarin naturally, fluently,
and easily intelligible. The 2nd one is that none of the speakers had any vocal diseases. However, because there are many different dialects in the Chinese language, quite a large number of native speakers speak Mandarin with accents from different areas in real-life situations. Thus, a slight accent variation was also allowed in the selection of speakers during the collection of our dataset so that the collected speech samples be consistent with the actual situation.

The 3rd criterion ensures that all the speakers have normal ability in expression and perception of emotion so that the proposed dataset has no bias with emotions expressed in daily interpersonal communication. For this purpose, all the speakers were requested to fill the SCL-90 [48] survey form, which is a widely used self-assessment scale. SCL-90 (Symptom Checklist) is a self-report questionnaire, which was originally designed towards symptomatic behavior of psychiatric outpatients, and has been developed into a psychiatric case-finding instrument, and a descriptive measure of psychopathology [49][50].

Specifically, the speakers and raters were asked to answer the 90 questions in SCL-90 with scores 1 to 5, where 1 refers to “Not at all”, 2 “A little bit”, 3 “Moderately”, 4 “Quite a bit”, and 5 “Extremely”. The total score ranges from 90 to 450. Scores lower than 160 indicate normal people without obvious psychiatric symptoms. The scores for the speakers and raters participating to the collection of this dataset are illustrated in Fig. 7, where blue bars designate the speakers and brown bars correspond to the raters. The upper limit score for normal psychological healthy people, i.e., 160, is marked in dash-dotted line in Fig. 7 as reference. The highest score is 137, which is still far below the reference line, thereby suggesting that the psychological behaviors of all the speakers and raters are distributed within the normal range.

The 90 questions in SCL-90 are also grouped to reflect 10 different psychological factors, as listed in Table. VIII. Factors 2 to 8 are more intensively related to ability of emotion expression and perception. The scores for the speakers and raters in each of the 10 factors are illustrated in Fig. 8. The indexes of the factors are marked as horizontal axis labels. The background colors in this figure correspond to the symptomatic degrees, where yellow areas range from the lower limit to low symptomatic, blue areas range in medium symptom, and green areas range in high (obvious) symptom. As can be seen in Fig. 8, all the scores fall in the range of low symptomatic areas, except two cases which reach the bottom of medium symptomatic area of factor 2 (Forced Symptoms / Obsessive-compulsive). However, given the overall scores from the SCL-90, far below the sane score of 160, we can assume reasonably that all the speakers and raters are affectively normal, and capable of recoding as well as interpreting the speech samples for our emotional speech dataset without notable bias.

D. Recording Process

The speech samples were recorded in a quiet classroom. To minimize the influence of environmental noise, the recording was performed on weekends when few people were present. The equipment used for recording included a notebook computer Dell Inspiration N4110, a monitoring headphone Audio Technica AHT-SR5, and a cardioid condenser microphone Audio Technica AT2020USB. The characteristics of this microphone are shown in Fig. 9 [51].

The speech sample collection process was divided into a preparation session and a recording session. In the preparation session, a staff member first explained the purpose of the data collection and the desired states of the chosen emotions. The speaker was then left for a period of time to get familiar with the script and the recording software tool and to prepare their emotional acting. In the next stage, the speaker was asked to make a short recording test to adapt to the recording equipment. No time limitation was imposed on the
preparation session. The speakers could start the recording session when they were fully prepared.

In the recording session, each speaker set a personal code with 3 letters before recording. The rest of the recording process was guided by a graphic interface that presented the assigned sentences and the desired emotion (in Chinese), as shown in Fig. 10. Each speech sample was played out immediately after recording. After judging the voice quality and validity of intended emotion, the speaker could decide whether to progress to the next item or to record the current item again.

The recording session was divided into 3 rounds. In the first round, the speakers read each sentence in the script in all 7 emotional states before proceeding with the next sentence. This first round thus allows the speakers to record different emotional states using the same verbal content. In the second round, the speakers were requested to maintain one emotional state over all 16 sentences before passing to another emotional state. This round thus allows the speakers to maintain a relatively stable emotion over a period of time. In the third round, the sentences and emotions appeared in a random sequence to avoid the influence of fatigue due to repeated sentences or emotions. As a result, for each speaker, 3 speech samples were collected for each emotional state for each sentence. This results in 16 (speakers) × 16 (sentences) × 7 (emotions) × 3 (times) = 5376 emotional speech samples.

All the speech samples were recorded monaurally with a sampling frequency of 44.1kHz at 16-bit precision. The file names of the recorded speech samples were set automatically according to the following rules. The first letter refers to the gender of the speaker, the next three letters are the unique speaker code, then the letter “t” preceding the sentence index, a letter “e” preceding the emotion index, and the letter “v”
preceding the recording round index. An example of the file naming is shown in Fig. 11.

E. Emotion rating to recorded speech samples

The evaluation of the speech samples was performed by several raters independently. All raters were also university students who have the same living and communication environment as the speakers in the recording process. They were selected also after the SCL-90 test as explained in the previous section. None of the raters participated in the recordings. Therefore, they evaluated the speech samples only as observers.

The raters were asked to mark the perceived emotions for the speech samples on a VA coordinate after listening to the speech samples using a software GUI, resulting in one coordinate for each speech sample. They were allowed to listen to the speech samples as many times as necessary to form their confident judgments. The position of neutral speech is defined at the origin in the VA coordinate system. The numerical ranges in both valence axis and arousal axis are defined as [-3, 3], where, for the raters’ reference, the integer values can be seen as boundaries of emotion intensity.

In some existing emotional speech datasets, the rating results of emotions were also used as a screening of the speech samples; samples on which the raters disagreed concerning the emotional states were deleted to ensure the typicality and consistency of the labeled emotions. In our dataset, moderate emotions were collected in addition to intense ones; thus, the typicality of emotions is actually no longer an essential factor as in some of the existing datasets. Emotion is a subjective state expressed and perceived by people. Individual differences express different levels of emotion intelligence. Through variations of expression modes, speakers can display different levels of emotion expressivity, whereas raters as listeners can also exhibit unequal skill of emotion understanding with respect to intended emotions expressed by speakers. Finally, the divergence between emotion expression and perception characterizes the emotion discrepancy which commonly exists in real life and is a major reason for misunderstanding between people.

Given the fact that the speakers in the recording process were allowed to repeat the same item as many times as desired when listening to the playback speech, we can assume that the saved speech samples already faithfully reflected the emotions intended by the speakers and thereby no speech samples should be deleted from the dataset. The rating results by the raters are used to reflect listeners’ emotional perceptions.

A key question in human emotion rating is the number of raters required in order to ensure the quality and diversity of the ratings. Coding results from too few raters might present severe individual bias and do not reflect the diversity of rating results, while using too many raters might lead to enormous workload. In this work, we studied this issue and concluded that using seven raters is enough to reach a reliable rating of the emotional speech samples.

Indeed, according to central limit theorem, when the number of raters n is large enough, the distribution of average rating results from these raters becomes increasingly a normal distribution. We can thus compare the actual distribution of the average rating results with the theoretical one and set the number of raters n to minimize the discrepancy between the actual and theoretical distributions.

Specifically, each rater is arbitrarily assigned an index number. The distribution of the mean rating for a given emotional state from k raters is evaluated using the ratings from raters No. 1 to No. k. For the xth emotional state, we calculate from k raters the mean value $\mu_{Dxk}$ and the variance $\sigma_{Dxk}^2$, with D referring to the one of the two axes of the dimensional emotion space, i.e., A for Arousal and V for Valence, $\mu_{Axk}$ or $\mu_{Vxk}$, and then instantiate the corresponding theoretical normal distribution denoted as the the base probability density $Bpd_{xk}(D)$ for both arousal dimension $Bpd_{xk}(A)$ and valence dimension $Bpd_{xk}(V)$:

$$Bpd_{xk}(D) = \frac{1}{\sqrt{2\pi}\sigma_{Dxk}} e^{-\frac{(D-\mu_{Dxk})^2}{2\sigma_{Dxk}^2}} \quad (1)$$

Where the parameter D refers to Arousal or Valence dimension.

The actual probability density for a given emotional state from the k raters is estimated by means of histograms. The rating range, from -3 to 3, is divided into intervals with 0.1 width, and the number of samples falling in each interval is then computed, resulting in a histogram as illustrated in Fig. 12 (a). Then the histograms for all the emotional states are smoothed and normalized into a probability density, as illustrated in Fig. 12 (b). They are used as actual probability density $Apd_{xk}(D)$ in contrast with the theoretical one as expressed in Eq.(1), with D referring to one of the two axis of the dimensional emotion space, i.e., arousal or valence, the subscript x to the xth emotional state, and k to the rating results from the k raters.

Fig. 13 illustrates the theoretical base probability densities and actual probability densities of mean ratings of 2, 3 and 7
raters, respectively, for the two emotional states, e.g., intense joy and moderate sad in the Arousal axis. As can be seen in Fig. 13, with the increase of number of raters, the actual probability densities get smoother, and closer to the theoretical base probability densities. We can calculate the Mean Square Root Errors (MSREs) between the base probability densities and actual ones of $k$ raters for the $x^{th}$ emotional state $ME_{Dxk}$, i.e., $ME_{Axk}$ for Arousal and $ME_{Vxk}$ for Valence, to evaluate the degree of approximation between the two distributions:

$$ME_{Dxk} = \frac{1}{6} \int_{-3}^{3} \left| Bp_{d_xk}(D) - Ap_{d_xk}(D) \right|^2 dD$$

(2)

In order to have all MSREs within a same range of values for all the emotional states and thereby facilitate their interpretation, all MSREs are normalized with respect to the MSRE from only one rater, and denoted as $NE_{Dxk}$ for the $x^{th}$ emotional states from $k$ raters ($NE_{Axk}$ for Arousal and $NE_{Vxk}$ for Valence):

$$NE_{Dx1} = 1$$

$$NE_{Dxk} = \frac{ME_{Dxk}}{ME_{Dx1}}, \quad k > 1$$

(3)

The difference $DE_{Dxk}$ in normalized MSRE for the $x^{th}$ emotional state between $k - 1$ raters and $k$ raters can be calculated using Eq.(4), with $DE_{Axk}$ for Arousal and $DE_{Vxk}$ for Valence:

$$DE_{Dxk} = NE_{Dx(k-1)} - NE_{Dxk}$$

(4)

Fig. 14 plots the normalized MSREs (Fig. 14.(a) and (c)) and their differences (Fig. 14.(b) and (d)) for different emotional states between the theoretical base distributions and the actual ones. As can be seen in Fig. 14, (a) for Arousal and (c) for Valence, with the increase of number of raters, the overall trends in the normalized MRSEs are decreasing, with occasional increases when the number of raters are less than 4. When the number of raters reaches 6 or 7, the normalized mean square root errors converge to relatively stable values.

As for the differences of normalized MSREs plotted in Fig. 14.(b) for arousal and (d) for valence and listed in Table. IX, they reach to a range very close to zero for all the emotional states in both dimensions when the number of raters is between 6 and 7.

With the differences of normalized MSREs close to zero, this means the actual probability densities and base probability densities could not get closer when the $7^{th}$ rater is added to the subjective rating. Thus, we assume 7 independent raters are enough to give out reliable subjective rating results on emotions as proximal labels for our dataset.

IV. ANALYSIS OF RATING DISTRIBUTION AND THE RATINGS’ CONSISTENCY

A key question in this subjective annotation of emotional speeches is the consistency of the ratings from different raters. In this section, we analyze the major features of the rating distributions to gain insights into the overall trends of the ratings.

A. Overall distribution of emotional rating

The emotional speeches have been annotated by seven raters in the dimensional valence/arousal space. Fig. 15 depicts the overall distribution of their ratings. Each emotional state is represented by an oval in Fig. 15, where the centers correspond...
The posterior probability generally is assumed to be no significant bias. In our work, the subjective rating involves 7 emotional categories, with even distribution of distal labels in each category, the Cohen’s Kappa coefficient ($\kappa$) [53] [54] (or its equivalent Rogot & Goldberg’s A2 [55]) is recommended for use. In denoting the distal emotional labels (speakers’ intention) as case A, and the judgment according to a rater as case B, the Cohen’s $\kappa$ is defined in Eq.(5):

$$\kappa = \frac{P_o - P_e}{1 - P_e}$$  \hspace{1cm} (5)$$

where $P_e$ refers to the hypothetical probability of chance agreement, or prior probability. This prior probability on the 7 emotional categories can be calculated by Eq.(6):

$$P_e = \sum_{k=1}^{7} P_{Ak}P_{Bk}$$  \hspace{1cm} (6)$$

where $P_{Ak}$ refers to the probability of speakers assigning speech samples as the $k^{th}$ emotional state. In our case, each of the 7 emotional state has the same number of samples, we have thus $P_{Ak} = 1/7$ for any $k$. Similarly, $P_{Bk}$ refers to the prior probability of raters assigning a speech sample as the $k^{th}$ emotional state and equals to $1/7$.

$P_o$ refers to the observed agreement, or posterior probability and can be calculated on the 7 emotional categories by Eq.(7):

$$P_o = \sum_{k=1}^{7} \frac{N_{kk}}{N}$$  \hspace{1cm} (7)$$

where $N_{kk}$ is the number of speech samples assigned as the $k^{th}$ emotional state by both speakers and raters, and $N$ is the total number of all speech samples, i.e., 5376 in MES-P.

The posterior probability generally is assumed to be no smaller than a chance level, Cohen’s $\kappa$ lies then in the range $[0,1]$. $\kappa = 0$ corresponds to the situation when $P_o$ equals the chance level $P_e$, suggesting that ratings are not consistent or reliable at all. On the contrary, $\kappa = 1$ corresponds to the
sition where \( P_0 \) equals 1, indicating that ratings exhibit perfect consistency or they are completely reliable. In dividing the value range of Cohen’s Kappa coefficient into 5 areas, different consistency descriptions can be assigned as shown in Table X in following [56].

In MES-P, the emotions expressed by the speakers are based on discrete emotional states during the recording process whereas raters’ perceived emotions are evaluated based on the continuous coordinate values in the dimensional VA space, a conversion criterion is needed to define the emotional states from the continuous emotion rating values in order to be able to assess the consistency of labels between speakers and raters.

The criterion for inferring discrete emotional states from the continuous proximal labels is based on the nearest neighbor classifier in the V-A space. Specifically, the center positions of the 7 emotional states are set as reference points for each emotional state. Given a labeled speech sample, one can thus compute the Euclidean distances to these 7 centers, as in Eq. (8):

\[
D_{ijkm} = \sqrt{(V_{ijk} - C_{vm})^2 + (A_{ijk} - C_{Am})^2}, \quad m = 1 \sim 7 \quad (8)
\]

Where \( V_{ijk} \) and \( A_{ijk} \) are the coordinates for the \( k^{th} \) speech sample in the \( j^{th} \) emotional state (according to the speakers’ intention) by the \( i^{th} \) rater, whereas \( C_{vm} \) and \( C_{Am} \) refer to the centers for the \( m^{th} \) emotional state in Valence and Arousal dimensions, respectively. Thus, 7 distances for each speech sample are obtained.

Each speech sample with a given proximal label is then classified as the emotional state \( m \) whose center position \( C_{vm} \) and \( C_{Am} \) is the closest. As a result, each rating expressing the raters’ emotion perception can be assigned a discrete emotional state.

The Cohen’s Kappa coefficients between distal labels and the proximal ones, i.e., subjective judgments of each of the 7 raters are listed in Table XI. Among the Cohen’s \( \kappa \) from 7 raters, 5 values are above 0.8, which suggests almost perfect consistency, and the other 2 are over 0.75, which means substantial consistency, according to Table X. The average Kappa coefficient over the 7 raters is around 0.84, thereby exhibiting almost perfect consistency.

The Cohen’s Kappa coefficients between the raters’ perceptions and the speakers’ intentions were also calculated for each of the 7 emotional states, as shown in Fig. 16. As can be seen in Fig. 16, neutral is the easiest emotional state where all the raters exhibit Kappa coefficients as high as 0.9. It is then followed by intense and modest anger (emotion index 4 & 5) for which all the raters display a Kappa coefficient above 0.8, thus suggesting almost perfect consistency. For the emotional family joy (emotion index 2 & 3), 2 raters gave subjective ratings with Kappa coefficients around 0.7, which indicate weaker consistency than neutral and anger. The sad family shows the worst consistency; only 3 raters exhibit Kappa coefficients above 0.8, and there are even two raters display Kappa coefficients smaller than 0.6 for moderate sad (emotion index 6), and two other raters for intense sad (emotion index 7). These low Kappa coefficients suggest that these emotional states are quite hard to be recognized by the raters.

C. Consistency between raters

The previous subsection shows that, depending upon the underlying emotional state, different raters depict different Kappa coefficients, thereby suggesting that raters provide proximal labels differently. In this subsection, we further investigate this issue and highlight the consistency between raters through the Cohen’s Kappa coefficient. For this purpose, case A and B defined in Eq. (5) through (7) are now substituted by ratings from 2 different raters, respectively. The probability of chance agreement \( P_0 \) remains 1/7, and \( P_k \) is defined as the posterior probability that a pair of raters’ rating results agrees in terms of emotional state on speech samples.

Table XII synthesizes the results of this analysis. As can be seen in Table XII, the consistency between raters varies a lot with the Kappa coefficient, ranging from 0.6649 to 0.9375, suggesting that the consistency of ratings between pairs of raters varies from substantial to almost perfect. It is noticeable that rater 5 and 6, who both exhibit relatively lower emotional consistency with respect to speakers’ intentions, display a \( \kappa \) as high as 0.8542 to each other. This result suggests that these 2 raters have similar manner of emotion perception, while exhibiting large difference of their emotion perception with respect to speakers’ emotion intentions.

V. ANALYSIS OF HUMAN EMOTION EXPRESSION ABILITY AND PERCEPTION SKILL: DISTAL VS. PROXIMAL

The analysis in the previous section shows that there is highly emotional consistency between speakers and raters, and between different raters. However, we also discover that vocal emotion is expressed and perceived differently by different people who exhibit different level of emotion intelligence. In
this section, using the two sets of emotional labels in MES-P, namely distal and proximal labels, we evaluate the speakers’ ability of expressing vocal emotions and raters’ emotional perception sensitivity.

A. Emotion expression ability of speakers

Different people exhibit different facility for expressing vocal emotions. People with better emotion expression ability will make easily understandable by other people the vocal emotion he/she wants to express. With the proximal labels, we propose to evaluate emotion expression ability of speakers in terms of average emotion recognition accuracy of all the raters.

Specifically, given a speaker and his or her emotional speech samples, we compute for each rater his emotion recognition rate using the proximal labels and then average the emotion recognition rate over all the 7 raters. Table. XIII synthesizes the average emotion recognition rate for each speaker along with the average recognition accuracy over all speakers and its standard deviation. As can be seen in Table. XIII, the 16 speakers exhibit different emotion expression ability. With an average recognition accuracy of 93.96% and 93.77% by the raters, speaker 1 and 9 display the best emotion expression ability. The worst ones in terms of emotion expression ability are speaker 4 and 7 who only display an average recognition accuracy of 86.26% and 85.62%, respectively. The mean recognition accuracy over all the speakers is 86.54% with a standard deviation of 8.57, which shows obvious difference in terms of average emotion recognition over all the 7 raters. Speaker 1 and 9 display an average recognition accuracy of 93.96% and 93.77% by the raters, speaker 4 and 7 display the best emotion expression ability. The worst ones in terms of emotion expression ability are speaker 4 and 7 who only display an average recognition accuracy of 86.26% and 85.62%, respectively. The mean recognition accuracy over all the speakers is 86.54% with a standard deviation of 8.57, which shows obvious difference in terms of average emotion recognition over all the 7 raters. Speaker 1 and 9 display the best emotion expression ability. The worst ones in terms of emotion expression ability are speaker 4 and 7 who only display an average recognition accuracy of 86.26% and 85.62%, respectively. The mean recognition accuracy over all the speakers is 86.54% with a standard deviation of 8.57, which shows obvious difference in terms of average emotion recognition over all the 7 raters.

B. Emotion perception sensitivity of raters

Symmetric to a speaker’s emotion expression ability is a listener’s emotion perception sensitivity. A person with high emotion perception sensitivity is supposed to have the ability to recognize with high accuracy vocal emotions across speakers and even though the expressed emotions were moderate ones. Thanks to the distal and proximal labels, we can quantify raters’ emotion perception ability using the recognition accuracy of each rater over all emotional speech samples in MES-P.

Specifically, we consider as the ground truth the distal labels, i.e., intended emotions conveyed by the emotional speech samples from speakers, and proximal labels, i.e., ratings of each rater as the classification results of a human classifier and derive an emotion recognition rate for each rater. Table. XV lists the emotion recognition accuracy for each rater. As can be seen in Table. XV, different raters exhibit variable emotion sensitivity. With an accuracy of 94.27%, rater 3 displays the best emotion sensitivity whereas rater 6, with an accuracy of 78.65%,

---

**Table XI**

| Rater | 1   | 2   | 3   | 4   | 5   | 6   | 7   | Average |
|-------|-----|-----|-----|-----|-----|-----|-----|---------|
| Cohen’s Kappa | 0.9054 | 0.8299 | 0.9332 | 0.9157 | 0.7578 | 0.7509 | 0.8064 | 0.8430 |

**Table XII**

| Rater | 1   | 2   | 3   | 4   | 5   | 6   | 7   |          |
|-------|-----|-----|-----|-----|-----|-----|-----|----------|
|       | 1   | 0.7839 | 0.9375 | 0.8724 | 0.7161 | 0.7399 | 0.7674 |          |
|       | 2   | 0.7943 | 0.8281 | 0.6658 | 0.6780 | 0.8984 |       |          |
|       | 3   | 0.8898 | 0.7257 | 0.7335 | 0.7778 |       |       |          |
|       | 4   | 0.7422 | 0.7439 | 0.8073 |       |       |       |          |
|       | 5   | 0.8542 | 0.6649 |       |       |       |       |          |
|       | 6   | 0.6701 |       |       |       |       |       |          |
|       | 7   |       |       |       |       |       |       | 1        |

**Table XIII**

| Speaker | 1   | 2   | 3   | 4   | 5   | 6   |          |
|---------|-----|-----|-----|-----|-----|-----|----------|
| Accuracy | 65.60 | 89.58 | 83.83 | 93.96 | 92.79 | 91.26 |          |

**Table XIV**

|       | A-I | A-M | J-I | J-M | N   | S-I | S-M     |
|-------|-----|-----|-----|-----|-----|-----|---------|
| A-I    | 93.38 |      |      | 3.47 |      |      |         |
| A-M    | 5.36  | 90.91 | 1.00 | 2.43 | 0.17 | 0.09 | 0.04    |
| J-I    | 1.48  | 7.77  | 86.26 | 2.02 | 2.43 | 0.00 | 0.04    |
| J-M    | 8.12  | 1.34  | 2.43 | 82.29 | 0.39 | 4.69 | 2.78    |
| N      | 0.82  | 0.43  | 0.26 | 1.48 | 92.74 | 1.66 | 2.60    |
| S-I    | 1.69  | 0.04  | 0.04 | 5.86 | 0.13 | 85.62 | 6.61    |
| S-M    | 0.22  | 0.00  | 0.00 | 3.69 | 13.11 | 8.16 | 74.83   |
Given the limited number of speakers, i.e., 16, classifiers are evaluated with a leave-one-speaker-out manner. For the emotion prediction of speech samples from the leaving out speaker, the classifiers are trained with the speech samples from all the other speakers. The classification accuracy and the confusion matrix are then averaged over all the models with each speaker used once as leave-out speaker.

The training of predictive models is based on SVM using the WEKA platform [57], with the SMO (Sequential Minimal Optimization) function. The default SMO parameters in WEKA are adopted, with the default polynomial kernel.

B. Feature set

In this work, we adopt the baseline feature set of the INTERSPEECH 2013 computational paralinguistic challenge [58], which features 4 sub-challenges, namely, social signals, conflict, emotion, autism. This feature set is also the standard feature set for the INTERSPEECH 2017 computational...
paralinguistic challenge on addressee, cold, and snoring [59]. The features in this set are extracted form 64 low-level descriptors (LLD) and their delta coefficients, with a series of functions applied to these LLDs and dLLDs, resulting into 6372 static features. The LLDs and the functions applied to them are listed in Table XVIII. The features are extracted using TUM’s open-source openSMILE feature extractor [60], with the configuration IS13_ComParE.conf. The features are normalized before feeding into learning models. No feature selection was performed in this work.

C. The results

The overall experimental results are synthesized in Table XIX. The average human perception accuracies for the 2 problems are also reported in the last column. In the following, we discuss in detail the experimental results of the 2 classification problems.

1) Problem A - 4-class classification on intense emotions and neutral: In this classification problem, only neutral speech samples and those with intense emotions are used for training and testing. This setting is expected as the easiest one given the pronounced nature of emotions. It is comparable to the emotions considered in existing early datasets, e.g., Emo-DB[24], or DES [21].

The corresponding classification accuracies on MES-P are listed in the first row of Table XIX. As can be seen in Table XIX, 2 predictive models have been trained using either distal (D) or proximal (P) labels. They are further evaluated using these two types of labels and result in 4 classification accuracies, namely D-D, D-P, P-D, P-P, which differ only slightly, from 66.60% to 67.58%. These results suggest that the trained predictive models depict similar encoding (D-D accuracy) and decoding skill (P-P accuracy). Furthermore, they also exhibit similar emotion expression ability (D-P accuracy) and emotion sensitivity (P-D accuracy).

For comparison, using the same SVM with the default parameters on Weka as well as the same leave-one-speaker-out protocol, we also perform training and classification of similar emotional states on DES [21], which is a widely used public emotional speech dataset for years, and achieve 50.12% accuracy. This result comforts us in the emotion expression quality of the proposed MES-P dataset.

The confusion matrices are given in Fig. 17. As can be seen in Fig. 17, with X being letter D or P, the predictive model D-X trained using distal labels predicts better sadness than the one P-X trained using proximal labels; conversely, the predictive model P-X better predicts anger than the model D-X. For all the cases, the highest confusions occur between anger and joy, which are consistent with the early studies in the literature [61][62]. There are also important confusions between neutral and sadness. Getting back to Fig. 15 on overall distribution of ratings, these confusions can be explained partly by the fact that intense anger and intense joy are much overlapped around value 2 on the arousal axis whereas neutral & intense sad are much overlapped about 0 on the arousal axis as well.

For comparison purpose, Fig. 18 gives the confusion matrix from DES. Similar confusions between anger and joy, and between sadness and neutral, can be observed on this widely used public dataset.

This phenomenon of surprising confusions suggests that the baseline feature set from INTERSPEECH 2013 is still not discriminative enough despite of its large scale. Indeed, using the proximal labels from the 7 raters, we can estimate a human emotion recognition rate on the proposed MES-P that we have reported in Table XIX. It simply averages the emotion recognition accuracies over the 7 raters and displays a 90.63% accuracy. The gap between the automatic classification and human perception in problem A (67.07% vs 90.63%) clearly indicate that novel and better discriminative features are required for better machine-based vocal emotion recognition.

2) Problem B - classification on 7 emotional states: In this case, the moderate and intense state of each emotion family are regarded as different emotion classes, leading to 7 classes.

The recognition accuracies are shown in the second row in Table XIX. As can be seen in Table XIX, due to the increase of number of classes, the various accuracies, i.e., D-D, D-P, P-D, P-P, record a decrease of more than 20 points in comparison to problem A. However, for a classification problem with 7 classes, the chance level is 1/7, which is approximately 14.29%, a recognition accuracy around 45% in this leave-one-speaker-out protocol is still much over the chance level.

Fig. 19 shows the confusion matrices of problem B. As can be seen in this figure, the 2 predictive models, namely D-X and P-X, using distal labels and proximal labels for training, respectively, display similar recognition accuracies. The predictive model D-X using distal labels for training displays much better recognition accuracy for emotional state intense joy (J-I) than the predictive model P-X using proximal labels for training. Conversely, the predictive model P-X exhibits better performance on neutral than the predictive model D-X. Similar confusion patterns can be observed as in problem A, e.g., intense anger (A-I) much confused with intense joy (J-I). But the addition of moderate emotional states as novel classes has also introduced novel confusion patterns, e.g., intense sadness (S-I) much confused with moderate sadness (S-M), neutral (N) with moderate sadness (S-M) or moderate anger (A-M) with neutral (N).

One natural question which arises here is whether the discrimination of all the 7 classes is feasible. What is the human performance facing the same problem. Using the proximal labels from the 7 raters in comparison with the distal labels, we have evaluated their average recognition accuracy over the 7 classes and found an accuracy of 86.54% (see second row in Table XIX). This accuracy is remarkable in comparison with the baseline performance whose average accuracy is only around 45%. In comparison with problem A where only 4 classes with neutral and intense emotional states are considered, the increase of number of classes due to moderate emotional states has only led to a decrease of 4 points in recognition accuracy for humans!

Furthermore, in comparing the confusion matrices in Fig. 19 with Table. XIV on speakers’ expression ability or Table. XVI on raters’ emotion sensitivity, it can be seen that recognition accuracies on different emotional states are significantly...
different between the baseline and humans. The worst recognized state by the baseline, neutral, with a recognition rate as low as around 33%, is the rather well expressed (92.74%) by speakers and well recognized (95.83%) by raters, without high confusions with moderate emotions as observed in the baseline. This ability of distinguishing emotion intensity by humans clearly contrasts with the high confusions introduced in the baseline due to the addition of moderate emotional states.

For the 3 emotional families other than neutral, we can see the sequence from the best recognized to worst recognized is anger > joy > sadness. This is similar to the pattern in human perception (proximal labels) and speaker expression ability in Table. XVI and Table. XIV, respectively, but with much lower accuracy rates.

All these evidence suggest that the feature set used in the baseline is clearly not discriminative enough and better features are necessary.

VII. CONCLUSION

An emotional speech dataset on Mandarin Chinese, namely MES-P, is developed and evaluated in this work. It includes
three common emotion families, namely, joy, anger, and sadness, along with a neutral state, and features unique properties to get the proposed dataset closer to real-life vocal emotion communications. First, accounting for the fact that moderate emotions dominate in real-life vocal communications, MES-P investigates the intensity of emotions and distinguishes moderate mode from the intense mode for each emotion family. Then, to enable studies of tonal patterns in emotional speech in Mandarin Chinese, the proposed MES-P dataset displays a same distribution of the four Mandarin tones as in real-life communications and covers all types of vowels and consonants. Finally, we have also introduced in MES-P, for the first time to the best of our knowledge, distal and proximal labels which distinguishes, intended emotions that speakers encode into speech samples, from perceived emotions that listeners decode from pronounced vocal sentences. This distinction is of capital importance as it enables to characterize the level of vocal emotion intelligence of human beings, i.e., emotion expression ability of speakers (How well emotions are encoded into vocal speech?), and quantify a human emotion recognition rate using proximal labels as human emotion predictions against distal labels which shows that much progress needs to be made so that machine-based vocal emotion recognition could compete with the human performance.

Our future work includes collection of emotional speech samples in uncontrolled environments with speakers and raters of varied ages, fine-grained emotion analysis, the impact of gender in emotion expression and recognition as well as better machine-based emotion recognition algorithms.
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