Optimal convergence rate of modified Milstein scheme for SDEs with rough fractional diffusions

Chuying Huang

Abstract. We combine the rough path theory and stochastic backward error analysis to develop a new framework for error analysis on numerical schemes. Based on our approach, we prove that the almost sure convergence rate of the modified Milstein scheme for stochastic differential equations driven by multiplicative multidimensional fractional Brownian motion with Hurst parameter $H \in (\frac{1}{4}, \frac{1}{2})$ is $(2H - \frac{1}{2})^{-}$ for sufficiently smooth coefficients, which is optimal in the sense that it is consistent with the result of the corresponding implementable approximation of the Lévy area of fractional Brownian motion. Our result gives a positive answer to the conjecture proposed in [11] for the case $H \in (\frac{1}{3}, \frac{1}{2})$, and reveals for the first time that numerical schemes constructed by a second-order Taylor expansion do converge for the case $H \in (\frac{1}{4}, \frac{1}{3})$.

1. Introduction

In this article, we study the stochastic differential equation (SDE) driven by multiplicative multidimensional fractional Brownian motion (fBm)

$$
\begin{align*}
\text{d}Y_t &= \sigma(Y_t)\text{d}B_t, \quad t \in (0, T], \\
Y_0 &= z \in \mathbb{R}^m,
\end{align*}
$$

(1.1)

where $\sigma = (\sigma_1, \cdots, \sigma_d) : \mathbb{R}^m \to L(\mathbb{R}^d, \mathbb{R}^m)$, and $B = (B^1, \cdots, B^d)$ is a $d$-dimensional fractional Brownian motion with Hurst parameter $H \in (\frac{1}{4}, \frac{1}{2})$. More precisely, $B$ is a continuous centered Gaussian process characterized by the covariance function

$$
\mathbb{E}[B_i^s B_j^t] = \frac{1}{2} \left( t^{2H} + s^{2H} - |t-s|^{2H} \right) \mathbb{I}_{\{i=j\}}, \quad s, t \in [0, T], \quad i, j = 1, \cdots, d.
$$

The properties for self-similarity, stationary increments and short-range dependence of fBm with Hurst parameter $H \in (\frac{1}{4}, \frac{1}{2})$ lead to considerable practical applications of SDE (1.1) such as the models for interest rates, stochastic oscillators, circuit simulations, flows in porous media and so on; see e.g. [5, 10, 12, 13, 14, 22, 25, 30].

Under this setting, since fBm is not a martingale and the exponent of H"older continuity of sample paths is $H^− < \frac{1}{2}$, we interpret the SDE in the sense of rough path developed in [15, 17, 19, 29], instead of the stochastic Itô integral for the case $H = \frac{1}{2}$ or the pathwise fractional calculus for the case $H \in (\frac{1}{4}, 1)$. Based on the rough path theory, the well-posedness and robustness of pathwise solutions of equations driven by signals with $\frac{1}{p}$-H"older regularity is established by smoothing the rough driving signal and applying the Taylor expansion up to $[p]$-th-order, where $[p]$ is the integer part of $p \geq 1$. At the level of theoretical analysis, the robustness of solutions with respect to driving signals is fundamental for researches about the density and ergodicity of SDEs driven by non-Markovian stochastic processes [6, 7, 20]. At the level of numerical approximation, it suggests intuitively that schemes constructed by...
a \([p]\)th-order Taylor expansion converge for equations driven by signals with \(\frac{1}{p}\)-Hölder regularity. For instance, schemes constructed by a second-order Taylor expansion converge for the case \(H \in (\frac{1}{2}, \frac{3}{2})\) and schemes constructed by a third-order Taylor expansion converge for the case \(H \in (\frac{1}{2}, \frac{3}{2})\). This motivates us to investigate the optimal convergence rate of numerical schemes, to prove which it needs to develop new strategies since the probabilistic properties of fBm are essentially different from those of standard Brownian motion.

Consider a simple equation
\[
\begin{align*}
&dX_t^1 = dB_t^1, \quad t \in (0, T], \\
&dX_t^2 = X_t^1 dB_t^2, \quad X_0^1 = X_0^2 = 0,
\end{align*}
\]
whose exact solution
\[X_t^1 = B_t^1, \quad X_t^2 = \int_0^t \int_0^u dB_t^1 dB_u^2,\]
shows the Lévy area of \(B^1\) and \(B^2\). Based on a uniform grid \(t_k = kh, n \in \mathbb{N}_+, h = \frac{T}{n}\), a second-order Taylor expansion leads to the Milstein scheme
\[
Z_{t_{k+1}}^{n,2} = Z_{t_k}^{n,2} + \int_{t_k}^{t_{k+1}} Z_{t_k}^{n,1} dB_u^2 + \int_k^u B_t^1 dB_u^2
\]
\[= Z_{t_k}^{n,2} + B_{t_k}^1 (B_{t_{k+1}}^2 - B_{t_k}^2) + \int_k^u B_t^1 dB_u^2, \quad k = 0, \ldots, n - 1,
\]
which includes iterated integrals of fBm. However, due to the dependency of increments of fBm, the simulation for iterated integrals is rather difficult. One implementable method for numerical simulation is to substitute \((B^1, B^2)\) by a piecewise linear interpolation with time step size \(h\) to construct a modified version
\[
\tilde{Z}_{t_{k+1}}^{n,2} = \tilde{Z}_{t_k}^{n,2} + B_{t_k}^1 (B_{t_{k+1}}^2 - B_{t_k}^2) + \frac{1}{2} (B_{t_k}^1 - B_{t_{k+1}}^1) (B_{t_{k+1}}^2 - B_{t_k}^2)
\]
\[= \tilde{Z}_{t_k}^{n,2} + \frac{1}{2} (B_{t_{k+1}}^1 + B_{t_k}^1) (B_{t_{k+1}}^2 - B_{t_k}^2), \quad k = 0, \ldots, n - 1.
\]
In [32], the authors prove for \(H \in (\frac{1}{3}, 1)\) that the mean-square convergence rate of the modified Milstein scheme is \(2H - \frac{1}{2}\). It is then natural to ask whether the same convergence rate of the modified Milstein scheme
\[
Y_{t_{k+1}}^n = Y_{t_k}^n + \sigma(Y_{t_k}^n) \Delta B_{t_{k+1}} + \frac{1}{2} \sigma'(Y_{t_k}^n) \sigma(Y_{t_k}^n) \Delta B_{t_{k+1}}^{2}\]
\[= Y_{t_k}^n + \frac{1}{2} \sigma(Y_{t_k}^n) \Delta B_{t_{k+1}}^{2}, \quad k = 0, \ldots, n - 1,
\]
holds for the general SDE (1.1), where \(\Delta B_{t_{k+1}} = B_{t_{k+1}} - B_{t_k}\). If \(H \in (\frac{1}{2}, 1)\), the question has already been solved in [21] with the equation being understood by fractional calculus. If \(H = \frac{1}{2}\), it is actually a classical numerical conclusion for Itô SDEs driven by standard Brownian motion; see e.g. [31]. The contribution of this article is to fill this picture for \(H \in (\frac{1}{3}, \frac{1}{2})\).

The main difficulty in this topic is the low regularity of fBm as well as the solution of SDE (1.1). One alternative way is to use the Wong–Zakai approximation to turn the problem into a random ordinary differential equation. Then the local error of numerical schemes constructed by a second-order Taylor expansion is \(3H^-\), that is, three times the exponent of Hölder continuity. Moreover, the robustness of solutions with respect to initial data in rough path theory derives that the pathwise global error is \((3H^- - 1)^-\), which leads to a convergent situation for the case \(H > \frac{1}{2}\). To prove the optimal convergence rate, in this article, we combine the stochastic backward error analysis to further decompose the error between the numerical solution \(Y^n\) and the exact solution of the Wong–Zakai approximation into two parts. The first part is the error between \(Y^n\) and the exact solution of the associated truncated stochastic modified equation proposed in [8], which is proved to have arbitrary high order, by choosing the truncation number large enough. The second part is the error between the exact solutions of the associated truncated stochastic modified equation and the Wong–Zakai approximation. We rewrite the associated truncated stochastic modified equation as an equivalent equation driven by rough path lifted by a new stochastic process \(\tilde{X}^n\) so that extra stochastic cancellation effects in error propagation are
explored. Then together with the discrete sewing lemma and the robustness of solutions with respect to the driving signals in rough path theory, we obtain our main result for the whole situation $H \in (\frac{1}{4}, \frac{1}{2})$.

**Theorem 1.1.** Let $1/4 < H < 1/2$ and $\gamma > 3 + \frac{1}{H}$. If $\sigma \in \text{Lip}^\gamma$, then for any sufficiently small $\epsilon > 0$, there exists a random variable $G = G(\epsilon)$ independent of the time step size $h$ such that

$$\max_{k=1,\ldots,n} \left\| Y_{tk} - Y_{tk}^n \right\| \leq Gh_{h}^{\min\{2H-1/2, H-1/\gamma\}-\epsilon}, \quad a.s.,$$

where $Y$ is the exact solution of (1.1) in the sense of rough path and $Y^n$ is the numerical solution given by the modified Milstein scheme (1.3).

Here and in the rest of this article, we denote by $\| \cdot \|$ the Euclidean norm of $\mathbb{R}^d$. We use $C$ as a generic positive constant and $G$ as a generic positive random variable, which may be different from line to line and are all independent of the time step size $h$. Based on Theorem 1.1, we obtain that the almost sure convergence rate of the modified Milstein scheme is $(2H - \frac{1}{2})^{-}$ for sufficiently smooth $\sigma$. It is optimal in the sense that the convergence rate corresponds to that of scheme (1.2) for approximating the Lévy area of fBm. This gives a positive answer to the optimal convergence rate conjecture in [11] for the case $H \in (\frac{1}{4}, \frac{1}{2})$. The more surprising thing is that the modified Milstein scheme is proved for the first time to be convergent for the case $H \in (\frac{1}{2}, \frac{1}{2})$, and maintain the same convergence rate as that of third-order Taylor schemes. Indeed, our result holds for any implementable schemes constructed by a second-order Taylor expansion and for SDEs with drift terms. Moreover, we believe that our framework is applicable for SDEs driven by general rough signals.

From our procedure, we present a novel application for stochastic backward error analysis in stochastic forward error analysis. For SDEs driven by standard Brownian motion, there are several types of weak stochastic modified equations with many applications, such as constructing high order numerical schemes, studying invariant measures of numerical schemes and investigating the mathematical mechanism of stochastic symplectic methods for stochastic Hamiltonian systems. We refer to [1, 2, 9, 26, 27, 35, 36, 37] for interested readers. As to numerical schemes constructed by a third-order Taylor expansion for SDEs driven by fBm, the remainder term of the local error between the Lévy area of fBm diverges if $H \leq \frac{1}{4}$, the well-posedness of SDEs in this case is unsolved.

The remainder of the article is structured as follows. The rough path theory and the stochastic backward error analysis are briefly introduced in Section 2. The core framework for proving Theorem 1.1 is given in Section 3. Technique estimates for the new process $\hat{X}^n$ are proved in Section 4.

2. Preliminaries

In Section 2.1, we review the rough path theory developed in [15, 17, 19, 29] and illustrate the solution of SDE (1.1) in the sense of rough path. In Section 2.2, we introduce the stochastic backward error analysis proposed in [8], which constructs stochastic modified equations utilized in the proof of our main theorem.

2.1. Rough path theory. Let $[p]$ be the integer part of $p \geq 1$. Denote by $C^{1-var}([0, T]; \mathbb{R}^d)$ the space of all continuous paths $x : [0, T] \rightarrow \mathbb{R}^d$ with bounded variation. We define the signature of $x \in C^{1-var}([0, T]; \mathbb{R}^d)$ by

$$S_{[p]}(x)_t = \left( 1, \int_{0 \leq u_1 \leq t} dx_{u_1}, \ldots, \int_{0 \leq u_1 < \cdots < u_{[p]} \leq t} dx_{u_1} \otimes \cdots \otimes dx_{u_{[p]}} \right) \in \mathbb{R} \oplus \left( \otimes_{i=1}^{[p]} (\mathbb{R}^d)^{\otimes i} \right)$$

and the space of all terminal values of signatures by

$$C^{[p]}(\mathbb{R}^d) = \left\{ S_{[p]}(x)_T : x \in C^{1-var}([0, T]; \mathbb{R}^d) \right\}.$$
For any \( a = (a^0, a^1, \ldots, a^{|p|}) \), \( b = (b^0, b^1, \ldots, b^{|p|}) \) \( \in \mathcal{G}^{|p|}(\mathbb{R}^d) \), the multiplication of \( a \) and \( b \) is given by

\[
a \otimes b = (c^0, c^1, \ldots, c^{|p|}) \in \mathcal{G}^{|p|}(\mathbb{R}^d), \quad c^i = \sum_{k=0}^i a^k \otimes b^{i-k}, \quad i = 0, \ldots, |p|.
\]

If \( a \otimes b = (1, 0, \ldots, 0) \), then \( b \) is the inverse of \( a \) and denoted by \( b = a^{-1} \). In particular,

\[
(S^{|p|}(x))_t^{-1} \otimes S^{|p|}(x)_t = \left( 1, \int_{s \leq u_1 \leq t} dx_{u_1}, \ldots, \int_{s \leq u_1 < \cdots < u_{|p|} \leq t} dx_{u_1} \otimes \cdots \otimes dx_{u_{|p|}} \right).
\]

Indeed, \( \mathcal{G}^{|p|}(\mathbb{R}^d) \) is the free step-\( |p| \) nilpotent Lie group of \( \mathbb{R}^d \), for which we refer to [17, Chapter 7] for more details.

**Definition 2.1.** If a continuous path \( X : [0, T] \to \mathcal{G}^{|p|}(\mathbb{R}^d) \) satisfies

\[
\|X\|_{p,\text{var};[0,T]} := \sup_{\{t_k \text{ is a partition of } [0,T]\}} \left( \sum_{k=0}^{K-1} \max_{i=1,\ldots,|p|} \| (X^{-1}_t \otimes X_{t+k})^i \|^\frac{2}{\gamma} \right)^{\frac{\gamma}{2}} < \infty,
\]

where \( \mathbb{D}([0,T]) \) is the set of all partitions of \([0,T]\), then we denote \( X \in \mathcal{C}^{p,\text{var}}([0,T]; \mathcal{G}^{|p|}(\mathbb{R}^d)) \) and \( X \) is called a rough path. Furthermore, a rough path \( X \) is of Hölder-type, if

\[
\|X\|_{\frac{\gamma}{2},[0,T]} := \sup_{0 \leq s < t \leq T} \max_{i=1,\ldots,|p|} \frac{\| (X^{-1}_s \otimes X_t)^i \|^\frac{2}{\gamma}}{|t-s|^\frac{\gamma}{2}} < \infty.
\]

Since the rough path takes value in \( \mathcal{G}^{|p|}(\mathbb{R}^d) \) instead of \( \mathbb{R}^d \), it provides enough information to determine the well-posedness and robustness of solutions of equations with less regular driving signals. More precisely, for the rough differential equation (RDE)

\[
dY_t = \sigma(Y_t) dX_t, \quad t \in (0, T],
\]

\( Y_0 = z \in \mathbb{R}^m \),

the definition, well-posedness and robustness of its solution are stated as follows.

**Definition 2.2.** Let \( X \in \mathcal{C}^{p,\text{var}}([0,T]; \mathcal{G}^{|p|}(\mathbb{R}^d)) \). Suppose that for \( n \in \mathbb{N} \) and \( x^n \in \mathcal{C}^{1,\text{var}}([0,T]; \mathbb{R}^d) \), \( y^n \) is the solution of

\[
dy^n_t = \sigma(y^n_t) dX^n_t, \quad t \in (0, T],
\]

\( y^n_0 = z \),

in the sense of Riemann–Stieltjes integral. If it holds that

\[
\lim_{n \to \infty} \sup_{0 \leq t \leq T} \| y^n_t - Y_t \| = 0,
\]

\[
\sup_{n \in \mathbb{N}} \| S^{|p|}(x^n) \|_{p,\text{var};[0,T]} < \infty,
\]

\[
\lim_{n \to \infty} \sup_{0 \leq s < t \leq T} \max_{i=1,\ldots,|p|} \| (S^{|p|}(x^{n}_{s})^{-1} \otimes S^{|p|}(x^{n}_{s}) \otimes X^{-1}_s \otimes X_t)^i \|^\frac{2}{\gamma} = 0,
\]

then \( Y \) is called a solution of RDE (2.2).

**Remark 2.1.** For equations driven by paths in \( \mathcal{C}^{1,\text{var}}([0,T]; \mathbb{R}^d) \), the solution defined in Definition 2.2 equals to that in the sense of Riemann–Stieltjes integral.

**Definition 2.3.** Let \( \gamma > 0 \). Denote by \([\gamma]\) the largest integer such that \( [\gamma] < \gamma \). If \( \sigma \) is \([\gamma]\)-order differentiable, and there exists a constant \( C \) such that

\[
\|\sigma^{(k)}(y)\| \leq C, \quad k = 0, \ldots, [\gamma], \quad y \in \mathbb{R}^m,
\]

\[
\|\sigma^{([\gamma])}(y_1) - \sigma^{([\gamma])}(y_2)\| \leq C\|y_1 - y_2\|^{\gamma-[\gamma]}, \quad y_1, y_2 \in \mathbb{R}^m,
\]
where \( \sigma^{(k)} \) is the \( k \)th derivative of \( \sigma \), then we say \( \sigma \in \text{Lip}^\gamma \) and denote by \( \| \sigma \|_{\text{Lip}^\gamma} \) the smallest constant satisfying the above inequalities.

**Lemma 2.1.** ([17, Theorem 10.26]). Let \( X \in \mathcal{C}^{p\text{-var}}([0,T]; G^{[p]}(\mathbb{R}^d)) \) and \( \{x^n\}_{n=1}^\infty \subseteq \mathcal{C}^{1\text{-var}}([0,T]; \mathbb{R}^d) \) satisfy (2.5)-(2.6). If \( \sigma \in \text{Lip}^\gamma, \gamma > p \), then RDE (2.2) admits a unique solution. Moreover, given another RDE

\[
\begin{align*}
\text{d}\tilde{Y}_t &= \tilde{\sigma}(\tilde{Y}_t)\text{d}\tilde{X}_t, \\
\tilde{Y}_0 &= \tilde{z},
\end{align*}
\]

with \( \tilde{X} \in \mathcal{C}^{p\text{-var}}([0,T]; G^{[p]}(\mathbb{R}^d)) \) and \( \tilde{\sigma} \in \text{Lip}^\gamma \), we have

\[
\sup_{0 \leq t \leq T} \|Y_t - \tilde{Y}_t\| \leq C \exp \{C\omega(0,T)\} \left[\|z - \tilde{z}\| + \|\sigma - \tilde{\sigma}\|_{\text{Lip}^{\gamma-1}} + U(X, \tilde{X})\right],
\]

where \( C = C(\gamma, p, T, \|\sigma\|_{\text{Lip}^\gamma}, \|\tilde{\sigma}\|_{\text{Lip}^\gamma}) \), \( \omega(s, t) = \|X\|_{0\text{-var};[s,t]} + \|\tilde{X}\|_{0\text{-var};[s,t]} \) and

\[
U(X, \tilde{X}) = \max_{i=1, \ldots, \gamma} \sup_{0 \leq s < t \leq T} \frac{\| (X_{\gamma, t-i} \otimes X_{\gamma, t})^i - (\tilde{X}_{\gamma, t-i} \otimes \tilde{X}_{\gamma, t})^i \|}{\omega(s, t)^{\frac{\gamma}{p}}}.\]

For fBM with \( H \in (\frac{1}{4}, \frac{1}{2}) \), let \( \{x^n\}_{n=1}^\infty \) be a sequence of piecewise linear interpolations of \( B \), i.e.,

\[
(2.7) \quad x^n_k = x^n_{k-1} + (t - k h)h^{-1}B_{k+1}, \quad h = \frac{T}{n}, \quad t \in (k-1, k], \quad k = 0, \ldots, n.
\]

Then \( B \) is naturally lifted to a rough path \( B \) as a limit of \( S_3(x^n) \), which is showed in the next lemma.

**Lemma 2.2.** ([17, Proposition 15.5 and Theorem 15.33]). Let \( 1/4 < H < 1/2 \). Then for any \( p > 1/H \), the piecewise linear interpolations \( \{x^n\}_{n=1}^\infty \) of \( B \), which are defined in (2.7), satisfy

\[
(2.8) \quad \sup_{n \in \mathbb{N}^+} \| S_3(x^n) \|_{0\text{-var};[0,T]} < \infty, \quad a.s.
\]

Moreover, there exists a \( \mathcal{C}^{p\text{-var}}([0,T]; G^{[p]}(\mathbb{R}^d)) \)-valued random variable \( B \) of Hölder-type such that

\[
(2.9) \quad \lim_{n \to \infty} \sup_{\{t_k, k=0, \ldots, K\} \in \mathcal{D}([0,T])} \left( \sum_{k=0}^{K-1} \max_{i=1, \ldots, \gamma} \| (S_3(x^n)_{\gamma, t_{k+1}} \otimes S_3(x^n)_{\gamma, t_k} \otimes B_{\gamma, t_{k+1}}) |^i \|^\frac{1}{i} \right)^{1/\gamma} = 0, \quad a.s.
\]

As a consequence, for almost all sample paths, we interprete the solution of SDE (1.1) as that of the following RDE

\[
(2.10) \quad \begin{align*}
\text{d}Y_t &= \sigma(Y_t)\text{d}B_t, \quad t \in (0,T], \\
Y_0 &= z \in \mathbb{R}^m.
\end{align*}
\]

Furthermore, since (2.8)-(2.9) implies (2.5)-(2.6), it is motivated to investigate the convergence of the solution of the Wong–Zakai approximation

\[
(2.11) \quad \begin{align*}
\text{d}y^n_t &= \sigma(y^n_t)\text{d}x^n_t, \quad t \in (0,T], \\
y^n_0 &= z \in \mathbb{R}^m,
\end{align*}
\]

where \( x^n \) is defined by (2.7).

**Lemma 2.3.** ([16, Theorem 6 and Corollary 8]). Let \( 1/4 < H < 1/2 \) and \( \gamma > 1/H \). If \( \sigma \in \text{Lip}^\gamma \), then for any sufficiently small \( \epsilon > 0 \), there exists a random variable \( G = G(\epsilon) \) independent of the time step \( h \) such that

\[
\sup_{0 \leq t \leq T} \|Y_t - y^n_t\| \leq Gh^{\min(2H-1/2, H-1/\gamma)-\epsilon}, \quad a.s.,
\]

where \( Y \) and \( y^n \) are the exact solutions of SDE (1.1) and the Wong–Zakai approximation (2.11), respectively.
2.2. Stochastic backward error analysis. After applying certain numerical scheme to SDE (1.1) and fixing the numerical solution $Y^n$, the goal of the stochastic backward error analysis is to evaluate the properties of $Y^n$ via a stochastic modified equation whose exact solution is much more close to $Y^n$ than $Y$. To this end, we assume that the numerical solution satisfies the expansion

$$
Y^n_{t_{k+1}} = Y^n_{t_k} + \sum_{|\alpha|=1}^{\infty} g_{\alpha}(Y^n_{t_k})(\Delta B^1_{k+1})^{\alpha_1} \cdots (\Delta B^d_{k+1})^{\alpha_d},
$$

where $\alpha = (\alpha_1, \ldots, \alpha_d) \in (\mathbb{N}_+)^d$ and $|\alpha| = \alpha_1 + \cdots + \alpha_d$. In [8], we construct the stochastic modified equation in the form of

$$
\begin{cases}
\hat{y}_t^n = \sum_{|\alpha|=1} f_{\alpha}(\hat{y}_t^n)h^{-1}(\Delta B^1_{k+1})^{\alpha_1} \cdots (\Delta B^d_{k+1})^{\alpha_d}, \\
\hat{y}_0^n = z,
\end{cases}
$$

with the solution $\hat{y}$ continuous on $[0, T]$. The coefficients $f_{\alpha}, |\alpha| = 1$ are defined by an equivalent form of the Wong–Zakai approximation, which is

$$
\begin{cases}
y_t^n = \sum_{i=2}^{d} \alpha_i \sigma_i(y_t^n)dx_t^{n,i} =: \sum_{|\alpha|=1} f_{\alpha}(y_t^n)h^{-1}(\Delta B^1_{k+1})^{\alpha_1} \cdots (\Delta B^d_{k+1})^{\alpha_d}, \\
y_0^n = z,
\end{cases}
$$

The coefficients $f_{\alpha}, |\alpha| \geq 2$ are determined by the iteration

$$
r_{\alpha}(y) = g_{\alpha}(y) - \sum_{i=2}^{d} \frac{1}{i!} \sum_{(k^{i,1}, \ldots, k^{i,i}) \in O_{\alpha}^i} (D_{k^{i,1}, \ldots, k^{i,i}}f_{k^{i,1}, \ldots, k^{i,i}})(y),
$$

where

$$
(D_{k^{i,1}, \ldots, k^{i,i}}u)(y) = u'(y)k^{i,1,2}(y),
$$

and

$$
O_{\alpha}^i = \{(k^{i,1}, \ldots, k^{i,i}) : k^{i,1} \in \mathbb{N}_d, |k^{i,1}| \geq 1, \ldots, |k^{i,i}| \geq 1, \sum_{l=1}^{i} k^{l,i} = \alpha_i, l = 1, \ldots, d\}.
$$

Then by comparing the Taylor expansion of $\hat{y}_{t_k}^n$ and $Y_{t_k}^n$, we have

$$
\hat{y}_{t_k}^n = Y_{t_k}^n, \quad a.s.
$$

Furthermore, given a fixed truncation number $N \in \mathbb{N}_+$, the truncated stochastic modified equation is defined by

$$
\begin{cases}
\hat{y}_t^n = \sum_{|\alpha|=1}^{N} f_{\alpha}(\hat{y}_t^n)h^{-1}(\Delta B^1_{k+1})^{\alpha_1} \cdots (\Delta B^d_{k+1})^{\alpha_d}, \\
\hat{y}_0^n = z,
\end{cases}
$$

with the solution $\hat{Y}^n$ continuous on $[0, T]$.

Lemma 2.4. ([8, Theorem 4.1]). Let $1/4 < H < 1/2$, $N > \frac{1}{H} - 1$ and $\gamma > N + 1/H$. If $\sigma \in \text{Lip}^\gamma$, then for any sufficiently small $\epsilon > 0$, there exists a random variable $G = G(\epsilon)$ independent of the time step $h$ such that

$$
\max_{k=1,\ldots,n} \| Y^n_{t_k} - \hat{Y}^n_{t_k} \| \leq Gh^{(N+1)H-1-\epsilon}, \quad a.s.,
$$

where $Y^n$ is obtained by applying a numerical scheme to SDE (1.1) such that (2.12) holds, and $\hat{Y}^n$ is the exact solution of the associated truncated stochastic modified equation (2.16).
3. Proof of Theorem 1.1

Proof. Noticing that the numerical solution \( Y^n \) given by the modified Milstein scheme (1.3) has the formulation (2.12), which is

\[
Y^n_{t_{k+1}} = Y^n_{t_k} + \sum_{i=1}^{d} \sigma_i(Y^n_{t_k}) \Delta B^i_{k+1} + \frac{1}{2} \sum_{i_1,i_2=1}^{d} \sigma_{i_1}(Y^n_{t_k}) \sigma_{i_2}(Y^n_{t_k}) \Delta B^i_{k+1}^i \Delta B^j_{k+1}^j
\]

\[
= Y^n_{t_k} + \sum_{|\alpha|=1} g_\alpha(Y^n_{t_k}) (\Delta B^i_{k+1})^{\alpha_i} \cdots (\Delta B^d_{k+1})^{\alpha_d} + \sum_{|\alpha|=2} g_\alpha(Y^n_{t_k}) (\Delta B^i_{k+1})^{\alpha_i} \cdots (\Delta B^d_{k+1})^{\alpha_d}
\]

(3.1)

we decompose the error by

\[
\max_{k=1,\ldots,n} \|Y^n_{t_k} - \tilde{Y}^n_{t_k}\| \leq \sup_{0 \leq t \leq T} \|Y_t - y_t\| + \sup_{0 \leq t \leq T} \|y_t - \tilde{Y}^n_t\| + \max_{k=1,\ldots,n} \|\tilde{Y}^n_{t_k} - Y^n_{t_k}\|
\]

where \( y^n \) is the exact solution of the Wong–Zakai approximation (2.11) and \( \tilde{Y}^n \) is the exact solution of the truncated stochastic modified equation (2.16) with truncation number \( N = 3 \). Applying the iteration (2.15), we obtain the coefficients of the truncated stochastic modified equation (2.16):

\[
\begin{cases}
|\alpha| = 1, \quad \alpha_i = 1: \quad f_\alpha(y) = \sigma_i(y), \\
|\alpha| = 2: \quad f_\alpha(y) = 0, \\
|\alpha| = 3: \quad f_\alpha(y) = -\frac{1}{6} \sum_{\alpha_1 + \alpha_2 + \alpha_3 = \alpha} \left[ f^n_{\alpha_1}(y)f_{\alpha_2}(y)f_{\alpha_3}(y) + f^n_{\alpha_1}(y)f_{\alpha_2'}(y)f_{\alpha_3}(y) + f^n_{\alpha_1}(y)f_{\alpha_2}(y)f_{\alpha_3'}(y) \right].
\end{cases}
\]

Based on Lemmas 2.3-2.4, for any \( \epsilon > 0 \), there exists a random variable \( G = G(\epsilon) \) independent of \( h \) such that

\[
\sup_{0 \leq t \leq T} \|Y_t - y_t\| \leq G h^{\min(2H-1/2, H-1/\gamma)-\epsilon}, \quad \text{a.s.}
\]

and

\[
\max_{k=1,\ldots,n} \|Y^n_{t_k} - \tilde{Y}^n_{t_k}\| \leq G h^{H-1-\epsilon}, \quad \text{a.s.}
\]

In the following, we aim to prove

(3.2) \[
\sup_{0 \leq t \leq T} \|y^n_t - \tilde{Y}^n_t\| \leq G h^{2H-\frac{1}{2}-\epsilon}, \quad \text{a.s.}
\]

For \( \alpha = (\alpha_1, \cdots, \alpha_d) \in (\mathbb{N}_+)^d \), denote by \( \tilde{x}^{n,\alpha} \) an \( \mathbb{R} \)-valued stochastic process on \( [0, T] \) such that

(3.3) \[
\tilde{x}^{n,\alpha} = \tilde{x}^{n,\alpha}_{t_k} + (t - t_k) h^{-1}(\Delta B^i_{k+1})^{\alpha_i} \cdots (\Delta B^d_{k+1})^{\alpha_d}, \quad h = \frac{T}{n}, \quad t \in (t_k, t_{k+1}], \quad k = 0, \ldots, n - 1.
\]

Note that if \( |\alpha| = 1 \) with \( \alpha_i = 1 \), then \( \tilde{x}^{n,\alpha} \) is the \( l \)-th component of the piecewise linear interpolation \( x^n \) of \( B \) defined in (2.7). We construct a new multidimensional stochastic process \( \tilde{X}^n \) which satisfies that its first \( d \) components are \( \tilde{x}^{n,\alpha} \) for \( |\alpha| = 1 \) with \( \alpha_i = 1, l = 1, \cdots, d \), and that the other components are \( \tilde{x}^{n,\alpha} \) with \( |\alpha| = 3 \). By means of this process, the truncated stochastic modified equation (2.16) with \( N = 3 \) is equivalent to an equation driven by \( \tilde{X}^n \), i.e.,

(3.4) \[
\begin{cases}
\text{d} \tilde{Y}^n_t = \sum_{|\alpha|=1,3} f_\alpha(\tilde{Y}^n_t) \text{d} \tilde{x}^{n,\alpha}_t, \quad \text{d} \tilde{Y}^n_0 = z, \quad t \in (0, T],
\end{cases}
\]

Meanwhile, we rewrite the Wong–Zakai approximation (2.11) as

(3.5) \[
\begin{cases}
\text{d} y^n_t = V(y^n_t) \text{d} \tilde{X}^n_t, \quad \text{d} y^n_0 = z, \quad t \in (0, T],
\end{cases}
\]
where the dimension of $X^n = (x^n, 0, 0, ..., 0, 0)$ is the same as that of $\hat{X}^n$ and their first $d$ components are the same. Since $X^n$ and $\hat{X}^n$ both have bounded variations for almost all sample paths, equations (3.4)-(3.5) can be interpreted in the sense of RDEs driven by $S_3(X^n)$ and $S_3(\hat{X}^n)$, respectively. Moreover, according to Lemma 2.2, we have for any $0 < \beta < H$ that

$$
\sup_{n \in \mathbb{N}_+} \|S_3(X^n)\|_{\beta;[0,T]} < \infty, \quad a.s.
$$

Together with Lemma 2.1, a sufficient condition for (3.2) is

$$
\max_{i=1,2,3} \sup_{0 \leq s < t \leq T} \left\| \left( S_3(X^n)^{-1} \otimes S_3(\hat{X}^n) \right)^i - \left( S_3(X^n)^{-1} \otimes S_3(\hat{X}^n) \right) \right\|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad a.s.
$$

Based on the formula (2.1), it remains to require the following inequalities

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t \frac{u_1}{d\hat{x}_{u_1}^\alpha} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha| = 3,
$$

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t u_1 d\hat{x}_{u_1}^{\alpha_2} \frac{d\hat{x}_{u_1}^{\alpha_1}}{d\hat{x}_{u_1}^{\alpha_2}} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha|^2 = 3, \quad |\alpha| = 1,
$$

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t \frac{u_1}{d\hat{x}_{u_1}^{\alpha_2}} \frac{d\hat{x}_{u_1}^{\alpha_1}}{d\hat{x}_{u_1}^{\alpha_2}} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha| = 3, \quad |\alpha|^2 = 1,
$$

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t u_1 d\hat{x}_{u_1}^{\alpha_3} \frac{d\hat{x}_{u_1}^{\alpha_2}}{d\hat{x}_{u_1}^{\alpha_3}} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha| = 3, \quad |\alpha|^2 = 1,
$$

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t \frac{u_1}{d\hat{x}_{u_1}^{\alpha_3}} \frac{d\hat{x}_{u_1}^{\alpha_2}}{d\hat{x}_{u_1}^{\alpha_3}} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha| = 3, \quad |\alpha|^2 = 1,
$$

$$
\sup_{0 \leq s < t \leq T} \left| f_s^t u_1 d\hat{x}_{u_1}^{\alpha_2} \frac{d\hat{x}_{u_1}^{\alpha_3}}{d\hat{x}_{u_1}^{\alpha_2}} \right|_{|t-s|^\beta} \leq \gamma H^{2H-1/2-\epsilon}, \quad |\alpha| = 3, \quad |\alpha|^2 = 1,
$$

which are proved in Propositions 4.1-4.3 in the next section. Therefore, we conclude

$$
\max_{k=1, \ldots, n} \|Y_{t_k} - Y^n_{t_k}\| \leq \gamma H^{\min(2H-1/2,H-1/\gamma)-\epsilon}, \quad a.s.,
$$

where the random variable $G$ is independent of $h$. \hfill \Box

**Remark 3.1.** If $\sigma \in \text{Lip}_{\text{loc}}^{\infty}$, the result in Theorem 1.1 holds with a localization argument as long as the pathwise solution does not explode.
Remark 3.2. For numerical schemes constructed by a second-order Taylor expansion, such as the Crank–Nicolson scheme in [24] and the midpoint scheme in [22], since the associated coefficients of the stochastic modified equation satisfy \( f_0(y) = 0, |\alpha| = 2 \), we obtain immediately from the proof of Theorem 1.1 that the convergence rate of these schemes are the same. In other words, the error estimate (3.6) holds for these schemes.

Remark 3.3. Based on the fact that the regularity of drift terms is better than that of diffusion terms so that the convergence rates for multiple integrals \( \tilde{X}^n \) showed in Propositions 4.1-4.3 do not decrease, Theorem 1.1 can be extended to SDEs with drift terms. Moreover, the framework presented in the proof of Theorem 1.1 is valid for SDEs driven by general signals, once convergence rates for multiple integrals \( \tilde{X}^n \) and piecewise linear approximation \( x^n \) are established.

4. Technical estimates

In this section, we first introduce several lemmas and then prove the estimates for multiple integrals of \( \tilde{X}^n \) in Propositions 4.1-4.3, which are crucial in the proof of the main theorem.

Lemma 4.1. (Besov–Hölder embedding; see e.g. [16, Corollary A.2]). Let \( q > 1 \) and \( \frac{1}{q} < \alpha < 1 \). For a continuous function \( x : [0, T] \to \mathbb{R}^d \) and \( 0 \leq s < t \leq T \), it holds that
\[
\|x\|_{\alpha, \frac{1}{q}([s, t])} := \sup_{s \leq u < v \leq t} \|x_u - x_v\|^{\alpha, \frac{1}{q}} \leq C(\alpha, q) \left( \int_s^t \int_s^t \frac{|u - v|^{\frac{q}{\alpha - \frac{1}{q}}} dudv}{} \right)^{\frac{1}{q}}.
\]

Lemma 4.2. Let \( 0 < \alpha \leq 1 \). If for all \( q \geq 1 \), a sequence of \( \mathbb{R}^d \)-valued stochastic processes \( \{g^n\}_{n=1}^{\infty} \) on \([0, T] \) satisfies
\[
\sup_{0 \leq s < t \leq T} \left\| \frac{g^n_t - g^n_s}{|t - s|^\alpha} \right\|_{L^q(\Omega)} \leq C n^{-\gamma}
\]
with \( C = C(q) \) independent of \( n \), then for any \( 0 < \delta < \alpha \) and \( q \geq 1 \), there exists a constant \( C = C(\delta, \alpha, q, T) \) independent of \( n \) such that
\[
\sup_{0 \leq s < t \leq T} \left\| \frac{g^n_t - g^n_s}{|t - s|^\alpha} \right\|_{L^q(\Omega)} \leq C n^{-\gamma}.
\]
Moreover, for any \( 0 < \epsilon < \gamma \), there exists a random variable \( \eta = \eta(\epsilon, \delta, \alpha, T) \) independent of \( n \) such that
\[
\sup_{0 \leq s < t \leq T} \frac{\left\| \frac{g^n_t - g^n_s}{|t - s|^\alpha} \right\|_{L^q(\Omega)}}{\eta} \leq C n^{-\gamma(\epsilon)}.
\]

Proof. Let \( q = \frac{\delta}{\alpha} \) so that \( \alpha - \delta = (\alpha - 1/q) - 1/q \). Based on Lemma 4.1, we have
\[
\mathbb{E} \left[ \left( \sup_{0 \leq s < t \leq T} \left\| \frac{g^n_t - g^n_s}{|t - s|^\alpha} \right\|_{L^q(\Omega)} \right)^q \right] = \left\| g^n \right\|_{L^q(\Omega)}^{\alpha - \frac{1}{q}} \left\| g^n \right\|_{L^q(\Omega)}^{\frac{1}{q}}
\leq C \int_0^T \int_0^T \mathbb{E} \left[ \left\| g^n_t - g^n_s \right\|_{L^q(\Omega)}^{\alpha - \frac{1}{q}} \right] \frac{dudv}{|u - v|^{1 + (\alpha - 1/q)q}}
\leq C \int_0^T \int_0^T \frac{dudv}{|u - v|^{1 + (\alpha - 1/q)q}}
\leq C n^{-\gamma}.
\]

Taking \( q > 1 \) such that \( eq > 1 \), we obtain
\[
\mathbb{E} \left[ \sup_{n \in \mathbb{N}} \left\| n^{(\alpha - \delta)/q} g^n \right\|_{L^q(\Omega)} \right] \leq \sum_{n=1}^{\infty} \mathbb{E} \left[ \left\| n^{(\alpha - \delta)/q} g^n \right\|_{L^q(\Omega)} \right] \leq C \sum_{n=1}^{\infty} n^{-eq} \leq C,
\]
which implies the conclusion. \( \square \)
**Lemma 4.3.** Let $0 < H < 1$. Given positive integers $m, i, j, k$ satisfying $m \geq 1$, $1 \leq i \leq d$ and $0 \leq j < k \leq n = \frac{T}{h}$. We have that

$$\left\| \sum_{i=j+1}^{k} (\Delta B_t^i)^m \right\|_{L^2(\Omega)} \leq C h^{mH-1/2} |t_k - t_j|^{1/2}, \text{ if } m \text{ is odd},$$

$$\left\| \sum_{i=j+1}^{k} (\Delta B_t^i)^m \right\|_{L^2(\Omega)} \leq C h^{mH-1} |t_k - t_j|, \quad \text{if } m \text{ is even},$$

where $C = C(m)$ independent of $i, k, j, h$.

**Proof.** Based on the asymptotical behavior of the covariance of increments of fBm given in [33, Section 7.4], we apply [4, Theorem 1] to the random variables $A_l = \frac{\Delta B_t^l}{\sqrt{h}}, l = j + 1, \ldots, k$, which have zero mean and unit variance, and obtain that

$$\lim_{n \to \infty} \mathbb{E} \left[ \left( |t_k - t_j|^{-1/2} \sum_{l=j+1}^{k} H_m(A_l) \right)^2 \right] = C,$$

where $H_m$ are $m$th monic Hermite polynomial. Noticing that if $m$ is odd, then the degrees of the terms in $H_m(x)$ are all odd, then we have

$$\left\| \sum_{i=j+1}^{k} (\Delta B_t^i)^m \right\|_{L^2(\Omega)} \leq C h^{mH-1/2} |t_k - t_j|^{1/2}.$$

If $m$ is even, then the degrees of the terms in $H_m(x)$ are all even. In this case, we combine

$$\lim_{n \to \infty} \mathbb{E} \left[ \left( |t_k - t_j|^{-1} \sum_{l=j+1}^{k} 1 \right)^2 \right] = C$$

to get

$$\left\| \sum_{i=j+1}^{k} (\Delta B_t^i)^m \right\|_{L^2(\Omega)} \leq C h^{mH-1} |t_k - t_j|,$$

which finishes the proof. □

**Lemma 4.4.** For centered Gaussian random vectors $A$ and $\tilde{A}$, it holds that

$$\mathbb{E}[A^2 \tilde{A}^2] = \mathbb{E}[A^2] \mathbb{E}[\tilde{A}^2] + 2(\mathbb{E}[A \tilde{A}])^2,$$

$$\mathbb{E}[A^3 \tilde{A}^3] = 6(\mathbb{E}[A \tilde{A}])^3 + 9\mathbb{E}[A \tilde{A}]^2 \mathbb{E}[A^2] \mathbb{E}[\tilde{A}^2].$$

**Proof.** We refer to [34, Lemma 3.7] for the first formula and to [18, Proposition 2.3] for the second one. □

**Lemma 4.5.** (Discrete sewing lemma; see e.g. [28, Lemma 2.5]). Assume that $f_{t_j, t_k}$ is a function defined on $\{(t_j, t_k) : 0 \leq t_j = jh < t_k = kh \leq T\}$. If $f_{t_j, t_{j+1}} = 0, j = 0, \ldots, n - 1$, and there exists a constant $\mu > 1$ such that

$$\sup_{(t_j, t_k, t_l)} \frac{\| f_{t_j, t_k} - f_{t_l, t_k} \|}{|t_j - t_l|^\mu} \leq C_0,$$

then

$$\sup_{(t_j, t_k)} \frac{\| f_{t_j, t_k} \|}{|t_j - t_k|^\mu} \leq C(\mu) C_0.$$
PROPOSITION 4.1. Under the assumptions in Theorem 1.1 and the definition of $\tilde{x}^{n,\alpha}$ in (3.3), then for any $0 < \delta < \frac{1}{4}$ and $0 < \epsilon < 3H - \frac{1}{2}$, there exists a random variable $G = G(\delta, \epsilon)$ independent of $h = \frac{1}{n}$ such that
\[
\sup_{0 \leq s < t \leq T} \left| \int_s^t \frac{d\tilde{x}^{n,\alpha}}{h} \right| \leq G h^{3H - 1/2 - \epsilon}, \quad \alpha = (\alpha_1, \cdots, \alpha_d), \quad |\alpha| = 3.
\]

PROOF. According to Lemma 4.2 and hypercontractivity property, it suffices to prove
\[
\|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}\|_{L^2(\Omega)} \leq C h^{3H - \frac{1}{2}|t-s|^{\frac{1}{H}}}, \quad \alpha = (\alpha_1, \cdots, \alpha_d), \quad |\alpha| = 3.
\]

For $t_j \leq s < t \leq t_{j+1}$, we have from $|t-s| \leq h$ that
\[
\|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}\|_{L^2(\Omega)} = \left| \int_s^t \frac{d\tilde{x}^{n,\alpha}_{s}}{h} \right| \leq C \left( \frac{t-s}{h} \right)^{\frac{1}{2}} h^{3H} \leq C h^{3H - \frac{1}{2}}|t-s|^{\frac{1}{H}}.
\]

For $t_{j-1} < s \leq t_j \leq t < t_{k+1}$, based on the previous estimate and the fact
\[
|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}| \leq |\tilde{x}^{n,\alpha}_{t} - \tilde{x}^{n,\alpha}_{t}| + |\tilde{x}^{n,\alpha}_{t} - \tilde{x}^{n,\alpha}_{t}| + |\tilde{x}^{n,\alpha}_{t} - \tilde{x}^{n,\alpha}_{t}|,
\]

it suffices to consider the case $s = t_j < t_k = t$. If there exists an integer $i \in \{1, \cdots, d\}$ such that $\alpha_i = 3$, then Lemma 4.3 leads to
\[
\|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}\|_{L^2(\Omega)} = \left| \int_s^t \frac{d\tilde{x}^{n,\alpha}_{s}}{h} \right| \leq C h^{3H - \frac{1}{2}}|t-s|^{\frac{1}{H}}.
\]

If there exist three distinct integers $i_1, i_2, i_3 \in \{1, \cdots, d\}$ such that $\alpha_{i_1} = \alpha_{i_2} = \alpha_{i_3} = 1$, then Lemmas 4.3-4.4 produce
\[
0 \leq \|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}\|_{L^2(\Omega)}^2 \leq C h^{6H-1}|t-s|.
\]

Similarly, if there exist two distinct integers $i_1, i_2 \in \{1, \cdots, d\}$ such that $\alpha_{i_1} = 2$ and $\alpha_{i_2} = 1$, then we have from Lemmas 4.3-4.4 that
\[
0 \leq \|\tilde{x}^{n,\alpha}_{s} - \tilde{x}^{n,\alpha}_{s}\|_{L^2(\Omega)}^2 \leq C h^{6H-1}|t-s|.
\]
\[
= \sum_{l=j+1}^{k} \sum_{r=j+1}^{k} \mathbb{E} \left[ (\Delta B_{l}^{1})^2 (\Delta B_{r}^{1})^2 \right] \mathbb{E} \left[ (\Delta B_{l}^{2}) (\Delta B_{r}^{2}) \right]
\]
\[
= \sum_{l=j+1}^{k} \sum_{r=j+1}^{k} \left( \mathbb{E} \left[ (\Delta B_{l}^{1})^2 \right] \mathbb{E} \left[ (\Delta B_{r}^{1})^2 \right] + 2 \left( \mathbb{E} \left[ (\Delta B_{l}^{1}) (\Delta B_{r}^{1}) \right] \right)^2 \mathbb{E} \left[ (\Delta B_{l}^{2}) (\Delta B_{r}^{2}) \right] \right)
\]
\[
= \sum_{l=j+1}^{k} \sum_{r=j+1}^{k} \left( h^{4H} + 2 \left( \mathbb{E} \left[ (\Delta B_{l}^{1}) (\Delta B_{r}^{1}) \right] \right)^2 \mathbb{E} \left[ (\Delta B_{l}^{2}) (\Delta B_{r}^{2}) \right] \right)
\]
\[
= |t - s|^{2H} h^{4H} + 2 \sum_{l=j+1}^{k} \sum_{r=j+1}^{k} \left( \mathbb{E} \left[ (\Delta B_{l}^{1}) (\Delta B_{r}^{1}) \right] \right)^{3} \leq C h^{6H-1} |t - s|,
\]
where \(|t - s| \geq h\) and \(H < \frac{1}{4}\) are used in the last inequality. Collecting the above estimates, we conclude the statement. 

**Proposition 4.2.** Under the assumptions in Theorem 1.1 and the definition of \(\tilde{z}^{\nu, \alpha}\) in (3.3), then for any \(0 < \beta < H\) and \(0 < \epsilon < 2H - \frac{1}{2}\), there exists a random variable \(G = G(\beta, \epsilon)\) independent of \(h = \frac{T}{n}\) such that

\[
\sup_{0 \leq s \leq t \leq T} \left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\alpha, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| \leq Gh^{2H-1/2-\epsilon}, \quad |\alpha^{1}| = 1, |\alpha^{2}| = 3,
\]
\[
\sup_{0 \leq s \leq t \leq T} \left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| \leq Gh^{2H-1/2-\epsilon}, \quad |\alpha^{1}| = 3, |\alpha^{2}| = 1,
\]
\[
\sup_{0 \leq s \leq t \leq T} \left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| \leq Gh^{2H-1/2-\epsilon}, \quad |\alpha^{1}| = |\alpha^{2}| = 3.
\]

**Proof.** Denote \(\alpha^{1} = (\alpha_{1}^{1}, \ldots, \alpha_{j}^{1})\) and \(\alpha^{2} = (\alpha_{1}^{2}, \ldots, \alpha_{2}^{2})\). Due to the upper bounds \(|t - s| \leq T\) and \(h \leq 1\), it is essential to consider the case that \(\epsilon\) and \(H - \beta\) are sufficiently small in the proof.

First, assume \(t_{j} \leq s < t \leq t_{j+1}\). It holds for \(H - \frac{1}{4} < \beta < H\) that

\[
\left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| \leq \left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| + \left| \int_{t_{j}}^{t} \int_{t_{j}}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right|
\]
\[
\leq G h^{2H-1/2-\epsilon} \left( |t - s|^2 + |t - t_{j}|^2 |t - s| \right)^{\beta} \leq G h^{2H-1/2-\epsilon} |t - s|^{2\beta}.
\]

Second, assume \(t_{j-1} < s \leq t_{j} \leq t \leq t_{j+1}\). Then for \(H - \frac{1}{4} < \beta < H\), we have

\[
\left| \int_{s}^{t} \int_{s}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right| \leq \left| \int_{t_{j}}^{t} \int_{t_{j}}^{u_{1}} d\tilde{z}^{\nu, \alpha}_{u_{2}} d\tilde{z}^{\nu, \alpha}_{u_{1}} \right|
\]
\[
\leq G h^{2H-1/2-\epsilon} \left( |t - s|^2 + |t - t_{j}|^2 |t - s| \right)^{\beta} \leq G h^{2H-1/2-\epsilon} |t - s|^{2\beta}.
\]

Next, we assume \(t_{j-1} < s \leq t_{j} \leq t_{k} \leq t < t_{k+1}\) and divide the domain of the integral into six parts by

\[
= \int_{D_{1}} + \int_{D_{2}} + \int_{D_{3}} + \int_{D_{4}} + \int_{D_{5}} + \int_{D_{6}},
\]
where \([u_1/n]\) denotes the integer part of \(u_1/n\).

Suppose \(|α^1| = 1\) and \(|α^2| = 3\). The facts \(0 ≤ |t_j − s| ≤ h\) and \(0 ≤ |t − t_k| ≤ h\) yield
\[
\left| \int_{D_1} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| + \left| \int_{D_6} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ Gh^{4β}.
\]
Based on Lemma 2.2 and Lemma 4.3, we have for \(0 < \delta < \frac{1}{2}\) that
\[
\left| \int_{D_2} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| + \left| \int_{D_5} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right|
\leq \left| \int_{t_j}^{t_k} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| \leq G|t_k − t_j| \left( \frac{1}{h} \right)^3 + G\left( \frac{h}{t_k} \right) h^{3β} ≤ Gh^{4H−1−\epsilon}|t − s|^{\frac{1}{2}−\delta},
\]
and
\[
\left| \int_{D_4} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| \leq \sum_{l=0}^{k} \left| \int_{t_{l+1}}^{t_{l}} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ G\left( \frac{t_k − t_j}{h} \right) h^{3β} ≤ Gh^{4H−1−\epsilon}|t − s|^{\frac{1}{2}−\delta},
\]
For the part of \(\int_{D_3} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}}\), define \(f_{t_j,t_k} = \int_{t_j}^{t_k} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}}\). Then \(f_{t_j,t_{j+1}} = 0, j = 0, \cdots, n−1,\) and
\[
\left| f_{t_j,t_k} − f_{t_j,t_k} \right| ≤ \left| \int_{t_j}^{t_k} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ \left| \int_{t_j}^{t_k} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ G|t_k − t_j| \left( \frac{1}{h} \right)^3 + G\left( \frac{h}{t_k} \right) h^{3β} ≤ Gh^{4H−1−\epsilon}|t − s|^{\frac{1}{2}−\delta},
\]
Taking \(0 < \delta < H − \beta\) and \(\frac{1}{2} < \beta < H\) such that \(1/2 + H + \beta − \delta > 1\), we apply Lemma 4.5 to derive
\[
\left| \int_{D_3} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| = |f_{t_j,t_k}| ≤ Gh^{2H−1−2−\epsilon}|t − s|^{1/2+H+\beta−\delta}.
\]
Using \(|t − s| ≥ h\), we obtain
\[
(4.1) \quad \left| \int_{D_3} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ \left| \int_{D_3} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| + \left| \int_{D_4} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ Gh^{2H−1−2−\epsilon}|t − s|.
\]
The above estimates produce
\[
\sup_{0 ≤ s < t ≤ T} \left| \int_{D_3} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ Gh^{2H−1−2−\epsilon}, \quad |α^1| = 1, \quad |α^2| = 3.
\]
Similarly, we have
\[
\sup_{0 ≤ s < t ≤ T} \left| \int_{D_4} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ Gh^{2H−1−2−\epsilon}, \quad |α^1| = 3, \quad |α^2| = 1.
\]
As to the case \(|α^1| = 3\) and \(|α^2| = 3\), repeating the techniques above, we have
\[
\left| \int_{D_1} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| + \left| \int_{D_6} \frac{dξ_{u_2}^{n,α^2}}{d^2ξ_{u_1}^{n,α^1}} \right| ≤ Gh^{6β},
\]
\[
\left| \int_{D_2} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| + \left| \int_{D_3} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| \leq G h^{6H-\frac{H}{2}-\epsilon} |t-s|^{\frac{H}{2}-\delta}, \quad 0 < \delta < \frac{1}{2},
\]
\[
\left| \int_{D_3} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| \leq G h^{6H-1-\epsilon} |t-s|.
\]

Moreover, using
\[
|f_{t_j,t_i} - f_{t_j,t_k} - f_{t_k,t_i}| \leq \left| \int_{t_k}^{t_i} d\tilde{x}_{u_1}^{n,\alpha^1} \right| \left| \int_{t_j}^{t_k} d\tilde{x}_{u_2}^{n,\alpha^2} \right| \leq G h^{6H-1-\epsilon} |t-s|^{1-2\delta}, \quad j < k < l,
\]
and letting \(0 < \delta < \frac{\nu}{4}\) so that \(1 - 2\delta + \frac{\nu}{2} > 1\), we deduce from Lemma 4.5 that
\[
\left| \int_{D_3} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| = |f_{t_j,t_k}| \leq G h^{6H-1-\epsilon} |t-s|^{1-2\delta + \frac{\nu}{2}}.
\]

Therefore, we have
\[
(4.2) \quad \left| \int_{t_j}^{t_k} \int_{t_j}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| \leq \left| \int_{D_3} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| + \left| \int_{D_4} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right| \leq G h^{6H-1-\epsilon} |t-s|.
\]

These inequalities imply
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = 3, \quad |\alpha^2| = 3.
\]

\[\square\]

**Proposition 4.3.** Under the assumptions in Theorem 1.1 and the definition of \(\tilde{x}^{n,\alpha}\) in (3.3), then for any \(0 < \beta < H\) and \(0 < \epsilon < 2H - \frac{1}{2}\), there exists a random variable \(G = G(\beta, \epsilon)\) independent of \(h = \frac{T}{n}\) such that

\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = |\alpha^2| = |\alpha^3| = 3,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = |\alpha^2| = 3, \quad |\alpha^3| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^2| = |\alpha^3| = 3, \quad |\alpha^1| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = |\alpha^3| = 3, \quad |\alpha^2| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = |\alpha^3| = 3, \quad |\alpha^2| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^1| = 3, \quad |\alpha^2| = |\alpha^3| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^2| = 3, \quad |\alpha^1| = |\alpha^3| = 1,
\]
\[
\sup_{0 \leq s < t \leq T} \frac{\left| \int_{s}^{t} \int_{s}^{u_1} d\tilde{x}_{u_2}^{n,\alpha^2} d\tilde{x}_{u_1}^{n,\alpha^1} \right|}{|t-s|^{3\beta}} \leq G h^{2H-1/2-\epsilon}, \quad |\alpha^3| = 3, \quad |\alpha^1| = |\alpha^2| = 1.
\]

**Proof.** According to similar arguments as in Propositions 4.1-4.2, without loss of generality, we regard \(\epsilon\) and \(H - \beta\) as sufficiently small parameters in the proof, and focus on the case \(t_{j-1} < s \leq t_j < t_k \leq t < t_{k+1}\).
If \( (|\alpha^1|, |\alpha^2|, |\alpha^3|) \in \{ (3, 3, 3), (3, 3, 1), (1, 3, 3), (3, 1, 3), (3, 1, 1), (1, 1, 3) \} \), we decompose the domain of the integral into

\[
\int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} = \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} + \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} + \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} + \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} + \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2} + \int_s^t \int_{u_1}^{u_2} \int_{u_1}^{u_2},
\]

where \([u_1, 1] n\) denotes the integer part of \(u_1/n\). Let \( H - 1/2 < \beta < H \). Then we get

\[
\left| \int_{D_1} d\tilde{x}^{n,\alpha_1}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_3}_u \right| \leq G h^\beta \lesssim G h^{2H-1/2-\epsilon} |t-s|^{3\beta}.
\]

Together with Propositions 4.1-4.2 and Lemma 2.2, we deduce

\[
\left| \int_{D_2} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq \left| \int_{D_1} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq G h^{2H-1/2-\epsilon} |t_k - t_j|^{2|\beta|} |t_j - s|^{2\beta} \leq G h^{2H-1/2-\epsilon} |t-s|^{3\beta},
\]

and

\[
\left| \int_{D_3} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq G h^{2H-1/2-\epsilon} |t_k - t_j|^{2\beta} |t_j - s|^{\beta} \leq G h^{2H-1/2-\epsilon} |t-s|^{3\beta}.
\]

Meanwhile, it holds that

\[
\left| \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq \left| \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq G (|t-s|) \lesssim G h^{2H-1/2-\epsilon} |t-s|^{3\beta}.
\]

To estimate \( \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \), noticing \([u_2, 1] n\) = \([u_1, 1] n\) for \([u_1, 1] n\) \( h < u_2 < u_1 \), we consider

\[
\left| \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq \left| \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq G \lesssim G h^{2H-1/2-\epsilon} |t-s|^{3\beta}.
\]

For any \( H + \frac{1}{2} < \beta < H \), we get

\[
\left| \int_{D_4} d\tilde{x}^{n,\alpha_3}_u d\tilde{x}^{n,\alpha_2}_u d\tilde{x}^{n,\alpha_1}_u \right| \leq G \lesssim G h^{2H-1/2-\epsilon} |t-s|^{3\beta}.
\]
and

\[ \left| \int_{t_j}^{t_k} \int_{[u_1/n]h}^{u_1} \int_{[u_1/n]h}^{u_2} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \]

\[ \leq \sum_{l=j+1}^{k} \sup_{\substack{t_{l-1} < u_1 < t_l \leq t_j}} \left| \int_{[u_1/n]h}^{u_1} \int_{[u_1/n]h}^{u_2} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d|\tilde{x}_{u_1}^n| \right| \]

\[ \leq G \left( \frac{t_k - t_j}{h} \right) h^{\beta} \leq h^{2\beta - \frac{1}{2} - \epsilon} |t - s|^3 \beta. \]

Gathering the above two estimates, we obtain

\[ \left| \int_{D_3} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \leq G h^{2\beta - \frac{1}{2} - \epsilon} |t - s|^3 \beta. \]

To estimate \( \int_{D_3} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \), we define \( f_{t_j, t_k} = \int_{t_j}^{t_k} \int_{[u_1/n]h}^{u_1} \int_{[u_1/n]h}^{u_2} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \) such that \( f_{t_j, t_{j+1}} = 0 \) and for integers \( j < k < l, \)

\[ \left| f_{t_j, t_k} - f_{t_j, t_{k-l}} - f_{t_k, t_{k-l}} \right| \]

\[ \leq \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| + \left| \int_{t_k}^{t_{k-l}} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \]

\[ \leq \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| + \left| \int_{t_k}^{t_{k-l}} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \]

\[ \leq \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| + \left| \int_{t_k}^{t_{k-l}} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \]

Lemma 2.2 and (4.1)-(4.2) yield

\[ \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \]

\[ \leq \left\{ \begin{array}{ll}
G h^{3H-1/2-\epsilon} |t_1 - t_k|^{1-\delta} |t_k - t_j|^{2\beta} + G h^{2H-1/2-\epsilon} |t_1 - t_k||t_k - t_j|^{3\beta}, & (|\alpha^1|, |\alpha^2|, |\alpha^3|) = (3, 1, 1) \\
G |t_1 - t_k|^3 h^{2H-1/2-\epsilon} |t_1 - t_k|^{2\beta}, & \text{else}
\end{array} \right. \]

and

\[ \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \leq G \left( \frac{t_1 - t_k}{h} \right) h^{3\beta} |t_1 - t_j|^{3\beta}. \]

Then for \( \frac{H}{2} + \frac{1}{8} < \beta < H \) and \( 0 < \delta < 2(\beta - \frac{1}{2}) \) such that \( \frac{1}{8} + 2\beta - \delta > 1 \), Lemma 4.5 leads to

\[ \left| \int_{D_3} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| = |f_{t_j, t_k}| \leq G h^{3H-1/2-\epsilon} |t - s|^{1+2\beta-\delta}. \]

Hence,

\[ \left| \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n \right| \leq G h^{3H-1/2-\epsilon} |t - s|^{3\beta}. \]

If \( (|\alpha^1|, |\alpha^2|, |\alpha^3|) = (1, 1, 3) \), based on

\[ \int_{t_j}^{t_k} \int_{t_j}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n = \int_{t_j}^{t_k} \int_{t_k}^{t_{k-l}} \int_{t_j}^{t_{k-l}} d\tilde{x}_{u_3}^n \tilde{d}\tilde{x}_{u_2}^n d\tilde{x}_{u_1}^n, \]
the decomposition of the domain is changed to
\[
\int_s^t \int_{\Omega_3} \int_{\Omega_2} \int_{\Omega_1} \left[ 1 \right] = \int_s^t \int_{\Omega_3} \int_{\Omega_2} \int_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5}
\]
where \([u_3/n] = [u_3/n] + 1\). Then we get for \(H - \frac{1}{4} < \beta < H\) and \(0 < \delta < \frac{1}{2} - \beta\),
\[
\left| \int_{\tilde{D}_1} d\tilde{\xi}_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} \right| \leq G H^{3\delta} \leq G H^{2H-1/2-\epsilon}|t-s|^{3\beta},
\]
\[
\left| \int_{\tilde{D}_2} d\tilde{\xi}_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} \right| \leq G H^{3H-1/2-\epsilon}|t_k-t_j|^{3\beta} \leq G H^{2H-1/2-\epsilon}|t-s|^{3\beta},
\]
\[
\left| \int_{\tilde{D}_3} d\tilde{\xi}_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} \right| \leq G H^{2H-1/2-\epsilon}|t_k-t_j|^{3\beta} \leq G H^{2H-1/2-\epsilon}|t-s|^{3\beta},
\]
\[
\left| \int_{\tilde{D}_4} d\tilde{\xi}_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} \right| \leq \sup_{u_3 < u_2 < u_3/n} \int_{u_3/n}^{u_1} \int_{u_2}^{u_1/n} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5}
\]
Furthermore, it follows from \([u_2/n] = [u_3/n]\) for \(u_3 < u_2 < [u_3/n]h\) that
\[
\left| \int_{\tilde{D}_4} d\tilde{\xi}_{\Omega_1} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} \right| \leq \left| \int_{\tilde{D}_4} \int_{[u_2/n]h}^{[u_3/n]h} \int_{[u_3/n]h}^{[u_1/n]h} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5} \right|
\]
\[
\leq \sum_{t_j = \frac{t_i}{h} + 1}^{t_i} \int_{u_3}^{u_1/n} \int_{u_2}^{u_1/n} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5}
\]
where \(\frac{1}{2}H + \frac{1}{8} < \beta < H\). In order to estimate the last part, we define
\[
\tilde{f}_{t_j,t_k} = \int_{t_j}^{t_k} \int_{[u_3/n]h}^{[u_3/n]h} \int_{u_2}^{u_1/n} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5}
\]
such that \(\tilde{f}_{t_j,t_k} = 0\) and for \(j < k < l\),
\[
\left| \tilde{f}_{t_j,t_k} - \tilde{f}_{t_j,t_k} - \tilde{f}_{t_k,t_l} \right| \leq \left| \int_{t_j}^{t_k} \int_{u_3}^{u_1/n} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5} \right| + \left| \int_{t_k}^{t_l} \int_{u_3}^{u_1/n} d\tilde{\xi}_{\Omega_2} d\tilde{\xi}_{\Omega_3} d\tilde{\xi}_{\Omega_4} d\tilde{\xi}_{\Omega_5} \right|
\]
Then for $\frac{H}{2} + \frac{1}{8} < \beta < H$ and $0 < \delta < 2(\beta - \frac{1}{4})$ such that $\frac{1}{2} + 2\beta - \delta > 1$, Lemma 4.5 leads to

$$\left| \int_{D_3} d\tilde{x}_{u_3}^\alpha d\tilde{x}_{u_2}^\alpha d\tilde{x}_{u_1}^\alpha \right| = |\tilde{f}_{t,tk}| \leq Gh^{\frac{2H}{2} - \frac{\beta}{2}\epsilon}|t-s|^{\frac{1}{2} + 2\beta - \delta}.$$  

As a consequence,

$$\left| \int_s^t \int_{u_1}^{[u_1/n]} \int_{u_2}^{[u_2/n]} \int_{u_3}^{[u_3/n]} d\tilde{x}_{u_3}^\alpha d\tilde{x}_{u_2}^\alpha d\tilde{x}_{u_1}^\alpha \right| \leq Gh^{\frac{2H}{2} - \frac{\beta}{2}\epsilon}|t-s|^{3\beta}, \quad |\alpha^2| = 3, \quad |\alpha^1| = |\alpha^3| = 1,$$

which finishes the proof. \qed
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