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Abstract

Motivated by genome-wide association screening studies (GWAS), we study high-dimensional marginal screenings of categorical variables where test statistics have approximate chi-square distributions. We characterize four new phase transitions in high-dimensional chi-square models, and derive the signal sizes necessary and sufficient for statistical procedures to simultaneously control false discovery (in terms of family-wise error rate or false discovery rate) and missed detection (in terms of family-wise non-discovery rate or false non-discovery rate) in large dimensions. Remarkably, degrees of freedom in the chi-square distributions do not affect the boundaries in all four phase transitions. Several well-known procedures are shown to attain these boundaries. Two new phase transitions are also identified in the Gaussian location model under one-sided alternatives.

We then elucidate on the nature of signal sizes in association tests by characterizing its relationship with marginal frequencies, odds ratio, and sample sizes in $2 \times 2$ contingency tables. This allows us to illustrate an interesting manifestation of the phase transition phenomena in GWAS. We also show, perhaps surprisingly, that given total sample sizes, balanced designs in such association studies rarely deliver optimal power.

1 Introduction

In this paper, we study large-scale categorical variable screening problems, typified by genome-wide association studies (GWAS) where millions of categorical genetic factors are examined for their potential influence on phenotypic traits simultaneously.

Broadly speaking, GWAS aim to discover genetic variations that are linked to traits or diseases of interest, by testing for associations between the subjects’ genetic compositions and their phenotypes [6]. In a typical GWAS with a case-control design, a total of $n$ subjects are recruited, consisting of $n_1$ subjects possessing a defined trait, and $n_2$ subjects without the trait serving as controls. The genetic compositions of the subjects are then examined for variations known as single-nucleotide polymorphisms (SNPs) at an array of $p$ genomic locations, and compared between the case and the control group.

Focusing on one specific genomic location, the counts of observed genotypes, if two variants are present, can be tabulated as follows.

| Genotype | Cases | Controls |
|----------|-------|----------|
|          | $O_{11}$ | $O_{12}$ | $O_{21}$ | $O_{22}$ | $n_1$ | $n_2$ |
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Researchers test for associations between the genotypes and phenotypes using, for example, the Pearson chi-square test with statistic

\[ x = \sum_{j=1}^{2} \sum_{k=1}^{2} \frac{(O_{jk} - E_{jk})^2}{E_{jk}}, \]  

where \( E_{jk} = (O_{j1} + O_{j2})(O_{1k} + O_{2k})/n. \)

Under the mild assumption that the counts \( O_{jk} \)'s the statistic \( x \) in (1.1) can be shown to have an approximate \( \chi^2(\lambda) \) distribution with \( \nu = 1 \) degree of freedom at large sample sizes [1]. Independence between the genotypes and phenotypes would imply a non-centrality parameter \( \lambda \) value of zero; if dependence exists, we would have a non-zero \( \lambda \) where its value depends on the underlying multinomial probabilities. More generally, if we have a \( J \) phenotypes and \( K \) genetic variants, assuming a \( J \times K \) multinomial distribution, the statistic will follow approximately a \( \chi^2(\nu) \) distribution with \( \nu = (J - 1)(K - 1) \) degrees of freedom, when sample sizes are large.

These association tests are performed at each of the \( p \) locations of interest throughout the whole genome, yielding \( p \) statistics having approximately (non-)central chi-square distributions, \( \chi^2(\nu_i)(\lambda(i)) \), for \( i = 1, \ldots, p \), where \( \lambda = (\lambda(i))_{i=1}^p \) is the \( p \)-dimensional non-centrality parameter.

In the following, we will study the statistical limits of multiple testing in an idealized model where the statistics follow independent chi-square distributions,

\[ x(i) \sim \chi^2(\lambda(i)), \quad i = 1, \ldots, p, \]  

where \( \chi^2(\lambda(i)) \) is a chi-square distributed random variable with \( \nu \) degrees of freedom and non-centrality parameter \( \lambda(i) \).

Although the number of tested genomic locations \( p \) can sometimes exceed \( 10^5 \) or even \( 10^6 \), it is often believed that only a small set of genetic locations have tangible influences on the outcome of the disease or the trait of interest. Under the stylized assumption of sparsity, \( \lambda \) is assumed to have \( s \) non-zero components, with \( s \) being much smaller than the problem dimension \( p \). The goal of researchers is two-fold: 1) to test if \( \lambda(i) = 0 \) for all \( i \), and 2) to estimate the set \( S = \{i : \lambda(i) \neq 0\} \).

In other words, we look to first determine if there are any genetic variations associated with the disease; and if there are associations, we want to locate them. The latter, referred to as the support recovery problem, is the focus of this work.

### 1.1 Relationship with the additive error model

Multiple testing problems are a staple of modern data-driven studies, where a large number of hypotheses are formulated and screened for their plausibility simultaneously. This multiplicity of tests brings along a multitude of challenges, and has been a subject of extensive study in recent years. In particular, numerous papers on the linear regression setting have been written [17, 22, 25], and an extensive but incomplete list can be found in the review article by Jin and Ke [23]. On the other hand, the simpler additive error model

\[ x(i) = \mu(i) + \epsilon(i), \quad i = 1, \ldots, p, \]  

still stimulates new results [2, 7, 14].

The chi-square model (1.2) plays an important role in analyzing variable screening problems under omnidirectional alternatives. For example, under two-sided alternatives in the additive error model (1.3) and Gaussianity, unbiased test procedures call for rejecting the hypothesis \( \mu(i) = 0 \) at locations where observations have large absolute values, or equivalently, large squared values. Squaring on both sides of (1.3), we arrive at Model (1.2) with non-centrality parameters \( \lambda(i) = \mu^2(i) \) and degree-of-freedom parameter \( \nu = 1 \). In this case, the support recovery problem is equivalent to
locating the set of observations with mean shifts, $S = \{i : \mu(i) \neq 0\}$, where the mean shifts could take place in both directions.

Therefore, a theory for the chi-square model (1.2) naturally lends itself to the study of two-sided alternatives in the Gaussian additive error model (1.3). In comparing results in the special case of $\nu = 1$ with existing theory on one-sided alternatives [2, 14], we will be able to quantify if, and how much of a price has to be paid for the additional uncertainty when we have no prior knowledge on the direction of the signals.

1.2 Asymmetric statistical risks

Another consideration that motivates the current study is the choice of practically relevant statistical risks. To the best of our knowledge, so far, the literature on multiple testing have been concerned with criteria roughly symmetric in terms of false discovery and false non-discovery control. For example, Arias-Castro and Chen [2] studied conditions under which fractions of false discovery and fractions of non-discovery can vanish; Gao and Stoev [14] investigated family-wise error control for both types of errors; meanwhile, Butucea et al. [7] analyzed the problem under the Hamming loss, which penalizes false discoveries and missed signals equally.

In applications, however, attitudes towards type I and type II errors are often different. In the example of GWAS, where the number of candidate locations $p$ could be in the millions, researchers are typically interested in the marginal (location-wise) power of discovery, while exercising stringent (family-wise) false discovery control — a situation not covered by existing theory. The observation on this asymmetry leads us to study, and discover, two new phase transitions, both in the additive error model (1.3) under one-sided alternatives, and in the chi-square model (1.2). The latter, as discussed in Section 1.1, entails the additive error model (1.3) under two-sided alternatives.

1.3 Contributions

Our contribution is three-fold: (1) a thorough study of the theoretical limits of thresholding procedures in the chi-square model (1.2) and an enumeration of practical procedures that attain these limits, (2) an illustration of the implications of the phase transition phenomena in genetic association studies, and (3) two new optimality results in the Gaussian additive error model (1.3), as well as direct comparisons of the one-sided and two-sided alternatives.

In detail, we show that several commonly used family-wise error rate-control procedures — including Bonferroni’s procedure [10] — are asymptotically optimal for the exact, and exact-approximate support recovery problems (defined in Section 2.1 below) in the chi-square model (1.2). We further show that the Benjamini-Hochberg (BH) procedure [4] is asymptotically optimal for the approximate, and approximate-exact support recovery problems (defined, too, in Section 2.1). These four results are made precise in our main theorems in Section 3. Under appropriate parametrizations of the signal sizes and sparsity, they establish the phase transitions of support recovery problems in the chi-square model, previewed in Figure 1. Remarkably, the degree-of-freedom parameter does not affect the asymptotic boundaries in any of the four support recovery problems.

We then return to association screenings of categorical variables in Section 4, and present the consequences of the phase transition in the exact-approximate problem in large-scale genetic association studies. We do so by characterizing the relationship between the signal size $\lambda$ and the marginal frequencies, odds ratio, and sample sizes for association tests on 2-by-2 contingency tables. This result, establishing the relationship between sample sizes and signal sizes, is made precise in Proposition 4.1. A corollary of the proposition, which may be of independent interest, enables us to determine the optimal design for association studies under a fixed budget, and reveals that balanced designs with equal number of cases and controls are often statistically inefficient. We illustrate practical use of these results in power analysis with numerical examples.
Finally, we study the Gaussian additive error model \((1.3)\) under *one-sided alternatives* in Section 5. Two new results on the phase transition of support recovery problems are established. All phase transition boundaries (under suitable parametrizations) coincide with those in the chi-square models. Following the discussion in Section 1.1, this indicates vanishing differences between the difficulties of the one-sided and two-sided alternatives in the Gaussian additive error model \((1.3)\).

The rest of this paper is organized as follows. Section 2 describes the formal set-up for the main results summarized above; these main results are detailed in Sections 3, 4, and 5. The phase transitions are demonstrated with numerical simulations in Section 6. More related literature, comments, and discussions are collected in Section 7. Appendix A contains brief review of commonly used procedures in multiple testing. Proofs are presented in Appendix B.

## 2 Statistical risks, procedures, and the asymptotic regime

We begin by establishing the necessary notations and definitions.

### 2.1 Statistical risks in support recovery problems

Recall that in support recovery problems, our goal is to come up with a procedure, denoted \(\mathcal{R}\), that produces a set estimate \(\hat{S}\) of the true index set of relevant variables \(S = \{i : \lambda(i) \neq 0\}\). Formally, one should write \(\hat{S}(\mathcal{R}(x))\) to reflect the dependence of the set estimate on the procedure \(\mathcal{R}\) and on the test statistics \(x\); for notational convenience, we suppress this dependence and simply write \(\hat{S}\).

For a given procedure \(\mathcal{R}\), the *false discovery rate* (FDR) and the *false non-discovery rate* (FNR) of a procedure is defined as

\[
\text{FDR}(\mathcal{R}) = \mathbb{E}\left[\frac{|\hat{S} \setminus S|}{\max\{|\hat{S}|, 1\}}\right], \quad \text{and} \quad \text{FNR}(\mathcal{R}) = \mathbb{E}\left[\frac{|S \setminus \hat{S}|}{\max\{|S|, 1\}}\right],
\]

where the maxima in the denominators resolve the otherwise division by 0 problem. Roughly speaking, FDR measures the expected fraction of false findings, while FNR describes the proportion of type II errors among the true signals, and reflects the average marginal power of the procedure.

A more stringent criterion for false discovery is the family-wise error rate (FWER), and correspondingly, a more stringent criteria for false non-discovery is the family-wise non-discovery rate (FWNR), i.e.,

\[
\text{FWER}(\mathcal{R}) = 1 - \mathbb{P}[\hat{S} \subseteq S], \quad \text{and} \quad \text{FWNR}(\mathcal{R}) = 1 - \mathbb{P}[S \subseteq \hat{S}].
\]

We introduce five different ways to quantified statistical risks in support recovery problems, leading to different asymptotic limits. Following [2], we define the risk for *approximate* support recovery as

\[
\text{risk}^A(\mathcal{R}) = \text{FDR}(\mathcal{R}) + \text{FNR}(\mathcal{R}).
\]

Analogously, we define the risk for *exact* support recovery as

\[
\text{risk}^E(\mathcal{R}) = \text{FWER}(\mathcal{R}) + \text{FWNR}(\mathcal{R}).
\]

An intimately related measure of success in the exact support recovery risk is the probability of exact recovery,

\[
\mathbb{P}[\hat{S} = S] = 1 - \mathbb{P}[\hat{S} \neq S].
\]

The relationship between \(\mathbb{P}[\hat{S} = S]\) and \(\text{risk}^E\) will be analyzed in Section 2.3.
Figure 1: The phase diagram for the high-dimensional chi-square model (1.2), illustrating the boundaries of the exact support recovery (FWER + FWR; top curve; Theorem 3.1), the approximate-exact support recovery (FDR + FWNR; second curve from top; Theorem 3.4), the exact-approximate support recovery (FWER + FNR; horizontal line $r = 1$; Theorem 3.2), and the approximate support recovery problems (FDR + FNR; tilted line $r = \beta$; Theorem 3.3). The signal detection problem (type I + type II errors of the global test; lower curve) was studied in [9]. In each region of the diagram and above, the annotated statistical risk can be made to vanish, as dimension $p$ diverges. Conversely, the risks has liminf at least one. All boundaries are unaffected by the degree-of-freedom. All boundaries are identical to those in the Gaussian additive error model (1.3) under one-side alternatives; see Section 5.
The discussion in Section 1.2 — and in particular, the GWAS application — prompts us to consider risks that weigh both the family-wise error rate and the marginal power of discovery. One such risk metric is what we refer to as the exact-approximate support recovery risk

\[
\text{risk}^{EA}(R) = \text{FWER}(R) + \text{FNR}(R).
\] (2.6)

The somewhat strange name is chosen to reflect “exact false discovery control, and approximate false non-discovery control”, should the risk metric (2.6) vanish asymptotically.

Analogously, we consider the approximate-exact support recovery risk

\[
\text{risk}^{AE}(R) = \text{FDR}(R) + \text{FWNR}(R),
\] (2.7)

which places more emphasis on non-discovery control.

Theoretical limits and performance of procedures in support recovery problems will be studied in terms of the five risk metrics (2.3), (2.4), (2.5), (2.6) and (2.7), defined above.

2.2 Thresholding procedures

We shall study the performance of five procedures, all of which belong to the broad class of thresholding procedures.

**Definition 2.1** (Thresholding procedures). A thresholding procedure for estimating the support \( S := \{ i : \lambda(i) \neq 0 \} \) is one that takes on the form

\[
\hat{S} = \{ i \mid x(i) \geq t(x) \},
\] (2.8)

where the threshold \( t(x) \) may depend on the data \( x \).

Examples of thresholding procedures include ones that aim to control FWER — Bonferroni’s [10], Sídák’s [29], Holm’s [20], and Hochberg’s procedure [19] — as well as procedures that target FDR, such as the Benjamini-Hochberg [4] and the Candés-Barber procedure [3]. Indeed, thresholding procedures (2.8) is such a general class that it contains most (but not all) of the statistical procedures in the multiple testing literature.

We shall restrict our attention to the class of thresholding procedures. Specifically, the lower bounds that we develop in Theorems 3.1 through 3.4, and in Theorems 5.1 and 5.2 below, are only meant to apply to such procedures. The optimality of thresholding procedures and the consequences of this restriction will be briefly discussed in Section 7.

2.3 Asymptotic success and failure of support recovery

We shall work under the asymptotic regime where the problem dimension \( p \) diverges. Specifically, we will work with the triangular array of chi-square models (1.2) indexed by \( p \). Let the non-centrality parameter vectors \( \lambda = \lambda_p \) have

\[
|S_p| = \lfloor p^{1-\beta} \rfloor, \quad \beta \in (0, 1)
\] (2.9)

non-zero entries, where \( \beta \) parametrizes the problem sparsity. The closer \( \beta \) is to 1, the sparser the support \( S \); conversely, when \( \beta \) is close to 0, the support is dense with many non-null signals.

We further parametrize the range of the non-zero (and perhaps unequal) signals with

\[
\Delta = 2r \log p \leq \lambda(i) \leq \Delta = 2\tau \log p, \quad \text{for all } i \in S_p,
\] (2.10)

for some constants \( 0 < r \leq \tau \leq +\infty \).
Remark 2.1. The parametrization of signal sparsity (2.9) and signal sizes (2.10) in the chi-square model seem to be first introduced by Donoho and Jin [9], where the signal sizes were assumed equal with magnitude $2r\log p$. It was shown in [9] that a phase transition in the $r$-$\beta$ plane exists for the signal detection problem. That is, if $r$ is above a so-called detection boundary, then the global null hypothesis $\lambda(i) = 0$ for all $i = 1, \ldots, p$ can be told apart from the alternative as $p \to \infty$ with vanishing type I and type II errors; otherwise, below the boundary, no test can do better than a random guess. We shall see that the scaling of sparsity (2.9) and signal size (2.10) is also suitable for studying the phase transitions of the support recovery problem.

The criteria for success and failure in support recovery problems under this asymptotic regime are defined as follows.

**Definition 2.2.** We say a sequence of procedures $\mathcal{R} = \mathcal{R}_p$ succeeds asymptotically in the exact (and respectively, exact-approximate, approximate-exact, and approximate) support recovery problem if

$$\text{risk}^P(\mathcal{R}) \to 0, \quad \text{as} \quad p \to \infty,$$

where $P = E$ (respectively, $EA$, $AE$, $A$).

Conversely, we say the exact support recovery fails asymptotically in the exact (and respectively, exact-approximate, approximate-exact, and approximate) support recovery problem if

$$\liminf \text{risk}^P(\mathcal{R}) \geq 1, \quad \text{as} \quad p \to \infty,$$

where $P = E$ (respectively, $EA$, $AE$, $A$).

We now elaborate on the relationship between the probability of exact recovery and risk of exact support recovery, as promised in Section 2.1.

**Lemma 2.1.** Let $\mathcal{R} = \mathcal{R}_p$ be the sequence of procedures for support recovery under the chi-square model (1.2). In this case, as $p \to \infty$, we have

$$P[\hat{S} = S] \to 1 \iff \text{risk}^E \to 0,$$

and

$$P[\hat{S} = S] \to 0 \implies \liminf \text{risk}^E \geq 1,$$

where the dependence on $p$ was suppressed for notational convenience.

By virtue of Lemma 2.1, it is sufficient to study the probability of exact support recovery $P[\hat{S} = S]$ in place of risk$^E$, if we are interested in the asymptotic properties of the risk in the sense of (2.11) and (2.12).

### 3 Phase transitions in the chi-square models

A final ingredient we need, before stating our first main result, is a rate at which the nominal levels of FWER or FDR go to zero.

**Definition 3.1.** We say the nominal level of errors $\alpha = \alpha_p$ vanishes slowly, if

$$\alpha \to 0, \quad \text{and} \quad \alpha p^\delta \to \infty \quad \text{for any} \quad \delta > 0.$$  

As an example, the sequence of nominal levels $\alpha_p = 1/\log(p)$ is slowly vanishing, while the sequence $\alpha_p = 1/\sqrt{p}$ is not.
3.1 The exact support recovery problem

The first main result characterizes the phase-transition phenomenon in the exact support recovery problem under the chi-square model.

**Theorem 3.1.** Consider the high-dimensional chi-squared model (1.2) with signal sparsity and size as described in (2.9) and (2.10). The function

\[ g(\beta) = \left(1 + \sqrt{1 - \beta}\right)^2 \]  

characterizes the phase transition of exact support recovery problem. Specifically, if \( \tau > g(\beta) \), then Bonferroni’s, Sidák’s, Holm’s, and Hochberg’s procedures with slowly vanishing (see Definition 3.1) nominal FWER levels all achieve asymptotically exact support recovery in the sense of (2.11).

Conversely, if \( \tau < g(\beta) \), then for any thresholding procedure \( \hat{S} \), we have \( P[\hat{S} = S] \to 0 \). Therefore, in view of Lemma 2.1, exact support recovery asymptotically fails for all thresholding procedures in the sense of (2.12).

The procedures mentioned in Theorem 3.1 are reviewed in Appendix A. Proof of the theorem is found in Appendix B.3. Comparisons with parallel results in the Gaussian additive error model (1.3) will be drawn in Section 5.

**Remark 3.1.** Theorem 3.1 predicts that the asymptotic boundaries are the same for all values of the parameter \( \nu \). In simulations (see Section 6), we find this asymptotic prediction to be quite accurate for \( \nu \leq 3 \) even in moderate dimensions (\( p = 100 \)). For \( \nu > 3 \), the phase transitions take place somewhat above the boundary \( g \). The behavior is qualitatively similar for the other three phase transitions (see Theorems 3.2, 3.3, and 3.4 below).

3.2 The exact-approximate support recovery problem

The next theorem describes the phase transition in the exact-approximate support recovery problem.

**Theorem 3.2.** In the context of Theorem 3.1, the function

\[ \tilde{g}(\beta) = 1 \]  

characterizes the phase transition of exact-approximate support recovery problem. Specifically, if \( \tau > \tilde{g}(\beta) \), then the procedures listed in Theorem 3.1 with slowly vanishing nominal FWER levels achieve asymptotically exact-approximate support recovery in the sense of (2.11).

Conversely, if \( \tau < \tilde{g}(\beta) \), then for any thresholding procedure \( \hat{S} \), the exact-approximate support recovery fails in the sense of (2.12).

Theorem 3.2 is proved in Appendix B.5.

**Remark 3.2.** The boundary (3.3) was briefly suggested by Arias-Castro and Chen [2], who focused exclusively on Gaussian additive error models (1.3). Unfortunately, it was falsely claimed that the boundary characterized the phase transition of the exact support recovery problem, and the alleged proof was left as an “exercise to the reader”. This exercise was completed in [14], where the correct boundary (3.2) was identified.

Theorem 3.2 here shows that the boundary (3.3) does exist, though for the slightly different exact-approximate support recovery problem. As we will see in Section 5, the boundary (3.3) also applies to the exact-approximate support recovery problem in the Gaussian additive error model (1.3).
3.3 The approximate support recovery problem

Our third main result characterizes the phase-transition phenomenon in the approximate support recovery problem in the chi-square model.

**Theorem 3.3.** Consider the high-dimensional chi-squared model (1.2) with signal sparsity and size as described in (2.9) and (2.10). The function

\[ h(\beta) = \beta \]

characterizes the phase transition of approximate support recovery problem. Specifically, if \( r > h(\beta) \), then the Benjamini-Hochberg procedure \( \hat{S}_p \) (defined in Appendix A) with slowly vanishing (see Definition 3.1) nominal FDR levels achieves asymptotically approximate support recovery in the sense of (2.11).

Conversely, if \( r < h(\beta) \), then approximate support recovery asymptotically fails in the sense of (2.12) for all thresholding procedures.

Theorem 3.3 is proved in Appendix B.5.

3.4 The approximate-exact support recovery problem

The last phase transition is in terms of the approximate-exact support recovery risk (2.7).

**Theorem 3.4.** In the context of Theorem 3.3, the function

\[ \tilde{h}(\beta) = \left( \sqrt{\beta} + \sqrt{1 - \beta} \right)^2 \]

characterizes the phase transition of approximate-exact support recovery problem. Specifically, if \( r > \tilde{h}(\beta) \), then the Benjamini-Hochberg procedure with slowly vanishing nominal FDR levels achieves asymptotically approximate-exact support recovery in the sense of (2.11).

Conversely, if \( r < \tilde{h}(\beta) \), then for any thresholding procedure \( \hat{S} \), the approximate-exact support recovery fails in the sense of (2.12).

Theorem 3.4 is proved in Appendix B.3.

**Remark 3.3.** Theorems 3.1 through 3.4 allow us to compare, quantitatively, the required signals sizes in support recovery problems, as well as in the global hypothesis testing problem in the chi-square model (1.2). As mentioned in Remark 2.1, there exists a phase transition in the global hypothesis testing problem characterized by the boundary

\[ f(\beta) = \begin{cases} (1 - \sqrt{1 - \beta})^2, & \beta > 3/4 \\ \max\{0, \beta - 1/2\}, & \beta \leq 3/4 \end{cases} \]

which was identified in Donoho and Jin [9]. Results in this section indicate that at all sparsity levels \( \beta \in (0, 1) \), the difficulties of the problems in terms of the required signal sizes have the following ordering

\[ f(\beta) < h(\beta) < \tilde{g}(\beta) < \tilde{h}(\beta) < g(\beta), \]

as previewed in Figure 1. The ordering aligns with our intuition that the required signal sizes increase as we move from detection to support recovery problems. Similarly, more stringent criteria for error control (e.g., FWER compared to FDR) require larger signals. We can now also compare \( \tilde{g}(\beta) \) and \( \tilde{h}(\beta) \), whose ordering may not be clear from this line of reasoning.
The phase transition phenomena in GWAS

We return to the application of association screenings for categorical variables, and put the results in the previous section to use. In particular, we focus on the exact-approximate support recovery problem, and demonstrate the consequences of its phase transition (Theorem 3.2) in genetic association studies.

In order to do so, we must first connect the concept of “statistical signal size” $\lambda$ with some key quantities in association tests. While “signal size” likely sounds foreign to most practitioners, it is intimately linked with the concept of “effect sizes” — or odds ratios — in association studies, which are frequently estimated and reported in GWAS catalogs. We characterize the relationship between the two quantities in the special, but fairly common case of association tests on 2-by-2 contingency tables in Section 4.1.

### 4.1 Odds ratios and statistical power

Consider a 2-by-2 multinomial distribution with marginal probabilities of phenotypes ($\phi_1, \phi_2$) and genotypes ($\theta_1, \theta_2$). The probability table (as opposed to the table of multinomial counts in the introduction) is as follows.

| Genotype | Variant 1 | Variant 2 | Total by phenotype |
|----------|-----------|-----------|--------------------|
| Cases    | $\mu_{11}$ | $\mu_{12}$ | $\phi_1$           |
| Controls | $\mu_{21}$ | $\mu_{22}$ | $\phi_2$           |
| Total by genotype | $\theta_1$ | $\theta_2$ | 1                   |

The odds ratio (i.e., “effect size”) is defined as the ratio of the phenotype frequencies between the two genotype variants,

$$R := \frac{\mu_{11}}{\mu_{21}} / \frac{\mu_{12}}{\mu_{22}} = \frac{\mu_{11}\mu_{22}}{\mu_{12}\mu_{21}}. \quad (4.1)$$

The multinomial distribution is fully parametrized by the trio ($\theta_1, \phi_1, R$). Odds ratios further away from 1 indicate greater contrasts between the probability of outcomes. Independence between the genotypes and phenotypes would imply an odds ratio of one, and hence $\mu_{jk} = \phi_j \theta_k$, for all $j, k \in \{1, 2\}$.

For a sequence of local alternatives $\mu_{(1)}, \mu_{(2)}, \ldots$, such that $\sqrt{n}(\mu_{(n)} - \phi_j \theta_k)$ converges to a constant table $\delta = (\delta_{jk})$, the chi-square test statistics converge in distribution to the non-central chi-squared distribution with non-centrality parameter $\lambda = \sum_{j=1}^2 \sum_{k=1}^2 (\delta_{jk})^2 / (\phi_j \theta_k)$; see, e.g., [13]. Hence, for large samples from a fixed distribution ($\mu_{ij}$), the statistic is well approximated by a $\chi^2(\lambda)$ distribution, where

$$\lambda = n \sum_{j=1}^2 \sum_{k=1}^2 \frac{(\mu_{jk} - \phi_j \theta_k)^2}{\phi_j \theta_k}. \quad (4.2)$$

Power calculations therefore only depend on the $\mu_{jk}$’s through $\lambda = nw^2$, where we define

$$w^2 := \lambda/n \quad (4.3)$$
to be the *signal size per sample*. Statistical power would be increasing in $w^2$ for fixed sample sizes.

The next proposition states that the statistical signal size per sample can be parametrized by the odds ratio and the marginals in the probability table.

**Proposition 4.1.** Consider a 2-by-2 multinomial distribution with marginal distributions ($\phi_1, \phi_2 = 1 - \phi_2$) and ($\theta_1, \theta_2 = 1 - \theta_1$). Let signal size $w^2$ be defined as in (4.3), and odds ratio $R$ be defined as in (4.1). If $R = 1$, we have $w^2 = 0$; if $R \in (0, 1) \cup (1, +\infty)$, then we have

$$w^2(R) = \frac{1}{4A(R-1)^2} \left( B + CR - \sqrt{(B + CR)^2 - 4A(R-1)^2} \right)^2, \quad (4.4)$$

where

$$A = \frac{B + CR - \sqrt{(B + CR)^2 - 4A(R-1)^2}}{2}, \quad B = \frac{\phi_1}{\theta_1}, \quad C = \frac{\phi_2}{\theta_2}. \quad (4.5)$$
Figure 2: Signal sizes per sample $w^2$ as functions of odds ratios in 2-by-2 multinomial distributions for selected genotype marginals in balanced (left) and unbalanced (right) designs; see Relation (4.4) in Proposition 4.1. For given marginal distributions, extreme odds ratios imply stronger statistical signals at a given sample size. However, the signal sizes are bounded above by constants that depend on the marginal distributions; see Relations (4.5) and (4.6).

where $A = \phi_1 \theta_1 \phi_2 \theta_2$, $B = \phi_1 \theta_1 + \phi_2 \theta_2$, and $C = \phi_1 \theta_2 + \phi_2 \theta_1$.

Proposition 4.1 is derived in Appendix B.7.

To understand Proposition 4.1, we illustrate Relation (4.4) for selected values of marginals $\theta_1$ and $\phi_1$ in Figure 2. Observe in the figure that an odds ratio further away from one corresponds to stronger statistical signal per sample, ceteris paribus. However, this “valley” pattern is in general not symmetric around 1, except for balanced marginal distributions ($\phi_1 = 1/2$ or $\theta_1 = 1/2$). While the odds ratio $R$ can be arbitrarily close to 0 or diverge to $+\infty$ for any marginal distribution, the signal sizes $w^2$ are bounded from above by constants that depend only on the marginals.

**Corollary 4.1.** The signal size as a function of the odds ratio $w^2(R)$ is decreasing on $(0, 1)$ and increasing on $(1, \infty)$, with limits

$$\lim_{R \to 0^+} w^2(R) = \min \left\{ \frac{\phi_1 \theta_1}{\phi_2 \theta_2}, \frac{\phi_2 \theta_2}{\phi_1 \theta_1} \right\}, \quad (4.5)$$

and

$$\lim_{R \to +\infty} w^2(R) = \min \left\{ \frac{\phi_1 \theta_2}{\phi_2 \theta_1}, \frac{\phi_2 \theta_1}{\phi_1 \theta_2} \right\}. \quad (4.6)$$

Corollary 4.1 immediately implies that balanced designs with roughly equal number of cases and controls are not necessarily the most informative.

For example, in a study where a third of the recruited subjects carry the genetic variant positively correlated with the trait (i.e., $\theta_1 = 1/3$), an unbalanced design with $\phi_1 = 1/3$ would maximize $w^2$ at large odds ratios. This unbalanced design is much more efficient compared to, say, a balanced design with $\phi_1 = 1/2$. In the first case, we have $w^2 \to 1$ as $R \to \infty$; whereas in the second design, $w^2 < 1/2$ no matter how large $R$ is. This difference can also be read by comparing the dashed curve ($\theta_1 = 1/3$, $\phi_1 = 1/2$) in the left panel of Figure 2, with the solid curve ($\theta_1 = 1/3$, $\phi_1 = 1/3$) in the right panel of Figure 2.
4.2 Optimal study designs and rare variants

For a study with a fixed budget, i.e., a fixed total number of subjects $n$, the researcher is free to choose the fraction of cases $\phi_1$ to be included in the study. A natural question is how this budget should be allocated to maximize the statistical power of discovery, or equivalently, the signal sizes $\lambda = nw^2$.

In principal, Relation (4.4) can be optimized with respect to the fraction of cases $\phi_1$ in order to find optimal designs, if $\theta_1$ is known and held constant. In practice, this is not the case. While the fraction of cases can be controlled, the distributions of genotypes in the study are often unknown prior to data collection, and can change with the case-to-control ratio.

Fortunately, the conditional distributions of genotypes in the healthy control groups are often estimated by existing studies, and are made available by consortiums such as the NHGRI-EBI GWAS catalog [26]. We denote the conditional frequency of the first genetic variant in the control group as $(f_1, 1-f_1)$, where

$$f := \mu_21/\phi_2.$$  

The multinomial probability is fully parametrized by the new trio: $(f, \phi_1, R)$.

| Genotype | Probabilities | Variant 1 | Variant 2 | Total by phenotype |
|----------|---------------|-----------|-----------|-------------------|
| Cases    | $f_1 R/(R+1-f)$ | $f_1 (1-f)/(R+1-f)$ | $\phi_1$ |
| Controls | $f(1-\phi_1)$ | $(1-f)(1-\phi_1)$ | $1-\phi_1$ |

Proposition 4.1 may also be re-stated in terms of the new parametrization.

**Corollary 4.2.** In the 2-by-2 multinomial distribution with marginals $(\phi_1, \phi_2 = 1 - \phi_1)$, and conditional distribution of the variants in the control group $(f_1, 1-f_1)$, Relation (4.4) holds with $\theta_1 = \phi_1 f R/(f R + 1 - f) + f(1-\phi_1)$ and $\theta_2 = 1 - \theta_1$.

The choice of $\phi_1$ now has a practical solution.

**Corollary 4.3.** In the context of Corollary 4.2, the optimal design $(\phi_1^*, \phi_2^*)$ that maximizes the signal size per sample $w^2$ is prescribed by

$$\phi_1^* = \frac{f R + 1 - f}{f R + 1 - f + \sqrt{R}}, \quad \text{and} \quad \phi_2^* = 1 - \phi_1^*.$$  (4.7)

Proof of Corollary 4.3 is found in Appendix B.7.

Of particular interest in the genetics literature are genetic variants with very low allele frequencies in the control group (i.e., $f \approx 0$), known as rare variants. In such cases, Equation (4.7) can be approximated using the Taylor expansion,

$$\phi_1^* = \frac{1}{1 + \sqrt{R}} + \frac{(R - \sqrt{R})f}{1 + \sqrt{R}} + O(f^2).$$  (4.8)

To illustrate, for rare and adversarial factors $(f \approx 0$ and $R > 1)$, the optimal $\phi_1^*$ is less than 1/2. Therefore, for studies under a fixed budget, controls should constitute the majority of the subjects, in order to maximize power. On the other hand, for rare and protective factors $(f \approx 0$ and $R < 1)$, the optimal $\phi_1^*$ is greater than 1/2, and cases should be the majority.

4.3 Phase transitions in large-scale association screening studies

Returning to the problem of high-dimensional marginal screenings for categorical covariates, we explore the manifestation of the phase transition in the exact-approximate support recovery problem in the genetic context.
Recall Theorem 3.2 predicts that FWER and FNR can be simultaneously controlled in large dimensions if and only if

\[ r = \frac{\lambda}{2 \log p} = \frac{w^2 n}{2 \log p} > 1. \]  

(4.9)

Therefore, if we were to apply FWER-controlling procedures at low nominal levels (say, 5%), then the FNR would experience a phase transition in the sense that, if

\[ r > 1 \iff w^2 > \frac{2 \log p}{n}, \]  

(4.10)

then the FNR can be close to 0; otherwise, FNR must be close to 1.

Using the parametric relationship described in Corollary 4.2 (and Proposition 4.1), the inequalities in (4.10) implicitly define regions of \((f, R)\) where associations are discoverable with high power, for a given \(\phi_1\). Further, the boundary of such discoverable regions sharpens as dimensionality diverges. We illustrate this phase transition through a numerical example next.

**Example 4.1.** Consider association tests on \(2 \times 2\) contingency tables at \(p\) locations as introduced in Section 1, where the counts follow a multinomial distribution parametrized by \((f, R, \phi_1)\) as in Section 4.2. Assume that the phenotype marginals are fixed at \(\phi_1 = \phi_2 = 1/2\). Applying Bonferroni’s procedure with nominal FWER at \(\alpha = 5\%\) level, we can approximate the marginal power of association tests by

\[ P\left[ \chi^2_1(\lambda) > \chi^2_{1,\alpha/p} \right], \]  

(4.11)

where \(\chi^2_{1,\alpha/p}\) is the upper \((\alpha/p)\)-quantile of a central chi-squared distribution with 1 degree of freedom. We calculate this marginal power as a function of the parameters \((f, R)\) in three scenarios:

- \(p = 4, n = 3 \times 10^4\)
- \(p = 10^2, n = 1 \times 10^5\)
- \(p = 10^6, n = 3 \times 10^6\)

and visualize the results as heatmaps\(^1\) (referred to as OR-RAF diagrams) in Figure 3. These parameter values are chosen so that \(\log p/n\) are roughly constant (around \(4.6 \times 10^{-5}\)).

We also overlay “equi-signal” curves, i.e., functions implicitly defined by the equations \(r = c\) for a range of \(c\) (dashed curves), and highlight the predicted boundary of phase transition for the exact-approximate support recovery problem \(r = 1\) (red curves). The change in marginal power clearly sharpens around the predicted boundary \(r = 1\) as dimensionality diverges.

**Remark 4.1.** In an attempt to find empirical evidence of our theoretical predictions, we chart the genetic variants associated with breast cancer, discovered in a 2017 study by Michailidou et al.\(^{[27]}\) in an OR-RAF diagram. The estimated risk allele frequencies \((f)\) and odds ratios \((R)\) are taken from the NHGRI-EBI GWAS catalog\(^{[26]}\), and plotted against a power heatmap calculated according to the reported sample sizes. See lower-right panel of Figure 3.

It is tempting to believe, on careless inspection, that roughly all discovered associations fall inside the high power region of the diagram, therefore demonstrating the phase transition in statistical power. Unfortunately, the estimates here are subject to survival bias — the study in fact uses the same dataset for both support estimation and parameter estimation, without adjusting the latter for the selection process. The seemingly striking agreement between the power calculations and the estimated effects of reported associations should not be taken as evidence for the validity of our theory. Nevertheless, we conjecture, as the theory predicts, that accurate and unbiased parameter estimates from an independent replication will still place the associations in the high power region of the diagram.

\(^1\)Since genetic variants can always be relabelled such that Variant 1 is positively associated with Cases, we only produce part of the diagram where \(R > 1\). Sample sizes marked in the figure are adjusted by a factor of 1/2, to reflect the genetic context where a pair of alleles are measured for every individual at every genomic location.
Figure 3: The OR-RAF diagram visualizing the marginal power of discovery in genetic association studies, after applying Bonferroni’s procedure with nominal FWER at 5% level. Sample sizes are marked in each panel, and the problem dimensions are, respectively, \( p = 4 \) (upper-left), \( p = 10^2 \) (upper-right), and \( p = 10^6 \) (lower-left), so that \( n/\log p \) are roughly constant. Red curves mark the boundaries \( (r = 1) \) of the phase transition for the exact-approximate support recovery problem; dashed curves are the equi-signal (equi-power) curves. The phase-transition in signal sizes \( \lambda \) translates into the phase transition in terms of \((f, R)\), and sharpens as \( p \to \infty \); see Example 4.1. In the lower-right panel, we visualize discovered associations (blue circles) in a recent GWA study [27]; the estimated odds ratios and risk allele frequencies are subject to survival bias and should not be taken at their face values; see Remark 4.1.
Finally, we demonstrate with an example how results in Sections 3 and 4 may be used for planning prospective association studies.

Example 4.2. In a GWAS with \( p = 10^6 \) genomic marker locations, researchers wish to locate genetic associations with the trait of interest. Specifically, they wish to maximize power in the region where genetic variants have risk allele frequencies of 0.01 and odds ratios of 1.2. By Corollary 4.3, the optimal design has a fraction of cases \( \phi^* = 0.478 \), yielding the statistical signal size per sample \( w^2 \approx 9.00 \times 10^{-5} \) according to Corollary 4.2.

If we wish to achieve exact-approximate support recovery in the sense of (2.11), Theorem 3.2 predicts that the signal size parameter \( r \) has to be at least \( \bar{g}(\beta) = 1 \). This signal size calls for a sample size of \( n = \lambda/w^2 = 2r \log(p)/w^2 \approx 307,011 \). In a typically GWAS, a pair of alleles are sequenced for every marker location, bringing the required number of subjects in the study to \( n/2 \approx 153,509 \).

In comparison, a more accurate power calculation directly using (4.11) predicts that \( n/2 = 165,035 \) subjects are needed, under the set of parameters \( (p = 10^6, f = 0.01, R = 1.2) \) and FWER = 0.05, FNR = 0.5; this is 7% higher than our crude asymptotic approximation. In general, we recommend using the more precise calculations over the back-of-the-envelope asymptotics for planning prospective studies and performing systematic reviews; a user-friendly web application implementing the more precise approximations is provided in [15]. Nevertheless, the phase transition results generate simple but powerful insights that cannot be easily supplanted.

5 Phase transitions in the Gaussian additive error model

As alluded to in the introduction, we draw explicit comparisons between the one-sided and two-sided alternatives in Gaussian additive error models (1.3).

Remark 5.1. The exact support recovery problem under one-sided alternatives in the dependent Gaussian additive error model (1.3) was studied in [14]. The parametrization of sparsity was identical to (2.9), while the range of the non-zero (and perhaps unequal) mean shifts \( \mu(i) \) was parametrized as

\[
\sqrt{2r \log p} \leq \mu(i) \leq \sqrt{2r \log p}, \quad \text{for all } i \in S_p,
\]

with constants \( r \) and \( \bar{r} \), where \( 0 < r \leq \bar{r} \leq +\infty \). Under this one-sided alternative, a phase transition in the \( r-\beta \) plane was described, and the boundary was found to be identical to (3.2) in Theorem 3.1. The latter, as discussed in Section 1.1, covers two-sided alternatives in the additive model (1.3).

In other words, comparing the two-sided alternative versus its one-sided counterpart, there is asymptotically no difference in terms of the signal sizes needed to achieve exact support recovery. As we shall see in numerical experiments (in Section 6 below), the difference is not very pronounced even in moderate dimensions, and vanishes as \( p \to \infty \), in accordance with Theorem 3.1.

A similar comparison can be drawn in the approximate support recovery problem between the two types of alternatives.

Remark 5.2. The approximate support recovery problem in the Gaussian additive error model (1.3) under one-sided alternatives was studied in [2], where the phase transition phenomenon was characterized by a boundary that coincides with (3.4) in Theorem 3.3. Similar to the exact support recovery problem, this indicates vanishing difference in the difficulties of the two alternatives.

Finally, we derive two new asymptotic results under the asymmetric statistical risks, (2.6) and (2.7), under one-sided alternatives. First, a counterpart of Theorem 3.2 describes the phase transition in the exact-approximate support recovery problem.

Theorem 5.1. Consider the high-dimensional additive error model (1.3) under independent standard Gaussian errors, with signal sparsity and size as described in (2.9) and (5.1). The function \( \bar{g}(\beta) \) in (3.3) characterizes the phase transition of exact-approximate support recovery problem.
Specifically, if \( r > \tilde{g}(\beta) \), then the procedures listed in Theorem 3.1 with slowly vanishing nominal FWER levels achieve asymptotically exact-approximate support recovery in the sense of (2.11). Conversely, if \( r < \tilde{g}(\beta) \), then for any thresholding procedure \( \hat{S} \), the exact-approximate support recovery fails in the sense of (2.12).

A counterpart of Theorem 3.4 also holds under one-sided alternatives.

**Theorem 5.2.** In the context of Theorem 5.1, the function \( \tilde{h}(\beta) \) in (3.5) characterizes the phase transition of approximate-exact support recovery problem.

Specifically, if \( r > \tilde{h}(\beta) \), then the Benjamini-Hochberg procedure with slowly vanishing nominal FDR levels achieves asymptotically approximate-exact support recovery in the sense of (2.11). Conversely, if \( r < \tilde{h}(\beta) \), then for any thresholding procedure \( \hat{S} \), the approximate-exact support recovery fails in the sense of (2.12).

Theorems 5.1 and 5.2 are proved in Appendix B.6.

**Remark 5.3.** Comparing Theorems 3.2 to 5.1 and Theorems 3.4 to 5.2, we see that the phase transition boundaries under the two types of alternatives are identical in the exact-approximate and approximate-exact support recovery problems. As pointed out in Remarks 5.1 and 5.2, the additional uncertainty in the two-sided alternatives do not call for larger signal sizes asymptotically.

To complete the comparisons, we point out that the phase transition boundaries for the sparse signal detection problem in the two types of alternatives are both identical to (3.6). This was analyzed in [9].

### 6 Numerical illustrations

We illustrate with simulations the phase transition phenomena in the chi-square model, and compare numerically the required signal sizes in support recovery problems between the two types of alternatives in the additive error model.

#### 6.1 The exact support recovery problem

The sparsity of the signal vectors in the experiments are parametrized as in (2.9). Signal sizes are assumed equal with magnitude \( \lambda(i) = 2r \log p \) for \( i \in S \). We estimate the support set \( S \) using Bonferroni’s procedure with nominal FWER level set at \( 1/(5 \log p) \). The nominal FWER levels vanishes slowly, in line with the assumptions in Theorem 3.1. Experiments were repeated 1000 times at each of the 400 sparsity-signal-size combinations, for dimensions \( p = 10^2, 10^3, \) and \( 10^4 \).

The empirical probabilities of exact support recovery under Bonferroni’s procedure are shown in Figure 4. The numerical results suggest not only good accuracy of the predicted boundaries in high-dimensions \( (p = 10^4, \) right panels of Figure 4), but also practical relevance of the theoretical predictions in moderate dimensions \( (p = 100, \) left panels of Figure 4).

We conduct further experiments to examine the optimality claims in Theorem 3.1 by comparing with the oracle procedure with thresholds \( t_p = \min_{i \in S} x(i) \). We also examine the claims in Remark 5.1, and compare the one-sided alternatives in Gaussian additive models with the two-sided alternatives (or equivalently, the chi-square model with \( \nu = 1 \)). We apply Bonferroni’s procedure and the oracle thresholding procedure in both settings.

Experiments were repeated 1000 times for a grid of signal size values ranging from \( r = 0 \) to 6, and for dimensions \( 10^2, 10^3, \) and \( 10^5 \). Results of the experiments, shown in Figure 5, suggest vanishing difference between difficulties of two-sided vs one-sided alternatives in the additive error models, as well as vanishing difference between the powers of Bonferroni’s procedures and the oracle procedures as \( p \to \infty \).
Figure 4: The empirical probability of exact support recovery of Bonferroni’s procedure in the chi-squared model (1.2). We simulate $\nu = 1, 2, 3, 6$ (first to last row), at dimensions $p = 10^2, 10^3, 10^4$ (left to right column), for a grid of sparsity levels $\beta$ and signal sizes $r$. The experiments were repeated 1000 times for each sparsity-signal size combination; darker color indicates higher probability of exact support recovery. Numerical results are in general agreement with the boundaries described in Theorem 3.1; for large $\nu$’s, the phase transitions take place somewhat above the predicted boundaries. The boundary for the approximate support recovery (Theorem 3.3) and the detection boundary (see [9]) are plotted for comparison.
Figure 5: The empirical probability of exact support recovery of Bonferroni’s procedure (solid curves) and the oracle procedure (dashed curves) in the chi-squared model with one degree of freedom (marked ‘2’) in the additive Gaussian error model and under one-sided alternatives (marked ‘1’). We simulate at dimensions $p = 10^2, 10^3, 10^5$ (left to right) for a grid of signal sizes $r$ and sparsity level $\beta = 0.6$. The experiments were repeated 1000 times for each method-model-signal-size combination. Numerical results show evidence of convergence to the 0-1 law as predicted by Theorem 3.1; regions where asymptotically exact support recovery can be achieved are shaded in grey. The difference in power between Bonferroni’s procedure and the oracle procedure, as well as in the two types of alternatives both decrease as dimensionality increases.

6.2 The approximate, and approximate-exact support recovery problem

Similar experiments are conducted to examine the optimality claims in Theorem 3.3, and in Remark 5.2. We define an oracle thresholding procedure for approximate support recovery, where the threshold is chosen to minimize the empirical risk. That is,

$$t_p(x, S) \in \arg \min_{t \in \mathbb{R}} \frac{|\hat{S}(t) \setminus S|}{\max\{|S(t)|, 1\}} + \frac{|S \setminus \hat{S}(t)|}{\max\{|S|, 1\}},$$

where $\hat{S}(t) = \{i \mid x(i) \geq t\}$; in implementation, we only need to scan the values of observations $t \in \{x(1), \ldots, x(p)\}$. The nominal FDR level for the BH procedure is set at $1/(5\log p)$, therefore slowly vanishing, in line with the assumptions in Theorem 3.3; all other parameters are identical to that in the experiments for exact support recovery. Results of the experiments are shown in Figure 6 and Figure 7.

We also examine the boundary described in Theorem 3.2. Experimental settings are identical to that in the experiments for approximate support recovery. We compare the performance of the BH procedure with an oracle procedure with threshold

$$t_p(x, S) \in \min_{i \in S} x(i),$$

and visualize results of the experiments in Figure 8. Notice that the BH procedure sets its threshold somewhat higher than the oracle, especially for small $\beta$’s. The empirical risk of the oracle procedure (not shown here in the interest of space) follows much more closely the predicted boundary (3.5).

7 Discussions

We would be remiss not to mention some closely related studies on multiple testing in high-dimensions, and the interesting theoretical results derived therein.
Figure 6: The empirical risk of approximate support recovery of Benjamini-Hochberg’s procedure (solid curves) and the oracle procedure (dashed curves) in the chi-squared model with one degree of freedom (marked ‘2’) and in the additive Gaussian error model under one-sided alternatives (marked ‘1’). We simulate at dimensions $p = 10^2, 10^3, 10^4$ (left to right) for a grid of signal sizes $r$ and sparsity level $\beta = 0.6$. The experiments were repeated 1000 times for each method-model-signal-size combination. Numerical results show evidence of convergence to the 0-1 law as predicted by Theorem 3.3; regions where asymptotically approximate support recovery can be achieved are shaded in grey. The difference in risks between Benjamini-Hochberg’s procedure and the oracle procedure, as well as in the two types of alternatives, both decrease as dimensionality increases.

Performance limits of statistical procedures in the additive error model (1.3) have been actively studied in recent years. Specifically, when the approximate support recovery risk (2.3) is used as the criterion, the asymptotic optimality of the Benjamini-Hochberg procedure [3], and the Candes-Barber procedure [3] was established by Arias-Castro and Chen [2] under independent additive errors and one-sided alternatives.

In terms of the more stringent exact support recovery probability (2.5), several well-known FWER-controlling procedures — including Bonferroni’s procedure — have been shown to be optimal in the additive error model under one-sided alternatives [14]. Optimality results were also obtained for a specific procedure under the expected Hamming loss (\(E[\hat{S} \triangle S]\)) in [7], where the asymptotic analyses focused exclusively on the two-sided alternatives.

There is a wealth of literature on the so-called sparsistency (i.e., \(P[\hat{S} = S] \rightarrow 1\) as \(p \rightarrow \infty\)) problem in the regression context. We refer readers to the recent book by Wainwright [32] (and in particular, the bibliographical sections of Chapters 7 and 15) for a comprehensive review. We only mention two additional papers by Ji and Jin [22] and Jin et al. [24] which derived minimax optimality results under the Hamming loss in this context.

The asymptotic optimality of the Bonferroni and Benjamini-Hochberg procedures was analyzed under decision theoretic frameworks in [16, 5, 28], with main focus on location/scale models. In particular, these papers show that the statistical risks of the practical procedures come close to that of the oracle procedures under suitable asymptotic regimes. Strategies for dealing with multiple testing under general distributional assumptions can be found in, e.g., [11, 30, 31], where the non-nulls are assumed to follow a common distribution; the two-sided alternative in the additive error model was featured as the primary example in [31]. Although weighted sums of false discovery and non-discovery have been studied in the literature, asymmetric statistical risks such as (2.6) and (2.7) are new. The high-dimensional chi-square model (1.2) also seemed to have received little attention. While the sparse signal detection problem in the chi-square model has been studied [9], support recovery problems, to the best of our knowledge, remain unexplored until now.
Figure 7: The estimated risk of approximate support recovery risk$^A$ (see (2.3)) of the Benjamini-Hochberg procedure in the chi-squared model (1.2). We simulate $\nu = 1, 2, 3, 6$ (first to last row), at dimensions $p = 10^2, 10^3, 10^4$ (left to right column), for a grid of sparsity levels $\beta$ and signal sizes $r$. The experiments were repeated 1000 times for each sparsity-signal size combination; darker color indicates higher larger risk$^A$. Numerical results are generally in agreement with the boundaries described in Theorem 3.3; for large $\nu$’s, the phase transitions take place somewhat above the predicted boundaries. The boundary for the exact support recovery problem (Theorem 3.1) and the detection boundary (see [9]) are plotted for comparison.
Figure 8: The estimated risk of approximate-exact support recovery risk $r^A$ (see (2.7)) of the Benjamini-Hochberg procedure in the chi-squared model (1.2). We simulate $\nu = 1, 2, 3, 6$ (first to last row), at dimensions $p = 10^2, 10^3, 10^4$ (left to right column), for a grid of sparsity levels $\beta$ and signal sizes $r$. The experiments were repeated 1000 times for each sparsity-signal size combination; darker color indicates higher larger risk $r^A$. Numerical results are generally in agreement with the boundaries described in Theorem 3.4; for small $\beta$'s and large $\nu$'s, the phase transitions take place somewhat above the predicted boundaries. Other boundaries in the support recovery and the detection problems are plotted for comparison.
Finally, asymptotic power approximations of association tests on contingency tables can be found in, e.g., Ferguson [13] or other texts on asymptotic statistics. A companion paper to the current work analyzes asymptotic equivalences of several additional common association tests, and implements second order power approximations in a software tool [15]. The software also facilitates visualization and forensics of reported findings in genetic association studies.

Although it is intuitively appealing to consider only data-thresholding procedures in multiple testing problems, such procedures are not always optimal. Recently, Chen et al. [8] showed that thresholding procedures are in fact sub-optimal in the additive models (1.3) when errors have heavy (regularly-varying) tails. Gao and Stoev [14] characterized the conditions under which thresholding procedures are optimal in the exact support recovery problem. The optimality of data-thresholding procedures in terms of other statistical risks is an open problem that invites a dedicated investigation in a future study.

Keen readers must have noticed the curious asymmetry in Relation (2.14) when we discussed the relationship between the exact support recovery risk (2.4) and the probability of exact support recovery (2.5).

While a trivial procedure that never rejects and a procedure that always rejects both have risk\textsuperscript{E} equal to 1, the converse is not true. For example, it is possible that a procedure selects the true index set $S$ with probability $1/2$, but makes one false inclusion and one false omission simultaneously the other half of the time. In this case the procedure will have

$$\text{risk}^E = 1, \quad \text{and} \quad \mathbb{P}\{\hat{S} = S\} = 1/2,$$

showing that the converse of Relation (2.14) is in fact false.

The same argument applies to risk\textsuperscript{A}: a procedure may select the true index set $S$ with probability $1/2$, but makes enough false inclusions and omissions other half of the time, so that risk\textsuperscript{A} is equal to one. Recently, Arias-Castro and Chen [2] commented (in their Remark 2) that a procedure with approximate support recovery risk equal to or exceeding 1 is useless — an opinion with which we beg to differ, in light of this artificial but legitimate example.

The current work focused only on the idealized models (1.2) and (1.3) where statistics are independent. In practice, independence is the exception rather than the rule. Support recovery problems under dependent observations should be vigorously explored. There have been some efforts in this direction. In particular, the boundary for the exact support recovery problem in the additive error model (1.3) was shown to hold even under severe dependence and general distributional assumptions [14]. We conjecture that other phase transitions also continue to hold, under classes of dependence structures that are “not too different from independence”. As an example, in the GWAS application, dependence among the genetic markers at different locations (known as linkage disequilibrium) decay as a function of their physical distances on the genome [6], resulting in locally dependent test statistics. It would be of great interest to extend the current theory to cover important dependence structures that arise in such applications.

A A review of common procedures in multiple testing

We recall five thresholding procedures, starting with the well-known Bonferroni’s procedure which aims at controlling family-wise error rates.

**Definition A.1 (Bonferroni’s procedure).** Suppose the errors $\epsilon(j)$’s have a common marginal distribution $F$. Bonferroni’s procedure with level $\alpha$ is the thresholding procedure that uses the threshold

$$t_p = F^{-1}(1 - \alpha/p). \quad (A.1)$$
The Bonferroni procedure is deterministic (i.e., non data-dependent), and only depends on the dimension of the problem and the null distribution. A closely related procedure is Sidák’s procedure \cite{sidak1967}, which is a more aggressive (and also deterministic) thresholding procedure that uses the threshold
\[ t_p = F^{-1}\left((1 - \alpha)^{1/p}\right). \] (A.2)

The third procedure, strictly more powerful than Bonferroni’s, is the so-called Holm’s procedure \cite{holm1979}. On observing the data \( x \), its coordinates can be ordered from largest to smallest
\[ x(i_1) \geq x(i_2) \geq \ldots \geq x(i_p), \]
where \( (i_1, \ldots, i_p) \) is a permutation of \{1, \ldots, \( p \)\}. Denote the order statistics as \( x[1], x[2], \ldots, x[p] \).

**Definition A.2** (Holm’s procedure). Let \( i^* \) be the largest index such that
\[ F(x[i]) \leq \alpha/(p - i + 1), \quad \text{for all} \quad i \leq i^*. \]

Holm’s procedure with level \( \alpha \) is the thresholding procedure with threshold
\[ t_p(x) = x[i^*]. \] (A.3)

In contrast to the Bonferroni procedure, Holm’s procedure is data-dependent. A closely related, more aggressive (data-dependent) thresholding procedure is Hochberg’s procedure \cite{hochberg1986} which replaces the index \( i^* \) in Holm’s procedure with the largest index such that
\[ F(x[i]) \leq \alpha/(p - i + 1). \]

It can be shown that Bonferroni’s procedure and Holm’s procedure both control FWER at their nominal levels, regardless of dependence in the data. In contrast, Sidák’s procedure and Hochberg’s procedure control FWER at nominal levels when data are independent.

Last but not least, we review the famed Benjamini-Hochberg (BH) procedure \cite{benjamini1995}, which aims at controlling FDR. Recall the order statistics of our observations
\[ x[1] \geq x[2] \geq \ldots \geq x[p]. \]

**Definition A.3** (Benjamini-Hochberg’s procedure). Let \( i^* \) be the largest index such that
\[ F(x[i]) \leq \alpha i/p. \]

The Benjamini-Hochberg procedure with level \( \alpha \) is the thresholding procedure with threshold
\[ t_p(x) = x[i^*], \] (A.4)

The BH procedure is shown to control the FDR at level \( \alpha \) when the statistics are independent.

**B  Proofs**

**B.1  Proof of Lemma 2.1**

*Proof of Lemma 2.1.* Notice that \( \{\hat{S} = S\} \) implies \( \{\hat{S} \subseteq S\} \cap \{\hat{S} \supseteq S\} \), therefore we have for every fixed \( p \),
\[ \text{risk}^E = 2 - \Pr[\hat{S} \subseteq S \cap \hat{S} \supseteq S] \leq 2 - 2\Pr[\hat{S} = S]. \] (B.1)

On the other hand, since \( \{\hat{S} \neq S\} \) implies \( \{\hat{S} \subseteq S\} \cup \{\hat{S} \supseteq S\} \), we have for every fixed \( p \),
\[ 1 - \Pr[\hat{S} = S] = \Pr[\hat{S} \neq S] \leq 2 - \Pr[\hat{S} \subseteq S] - \Pr[\hat{S} \supseteq S] = \text{risk}^E. \] (B.2)

Relation (2.13) follows from (B.1) and (B.2), and Relation (2.14) from (B.2).
B.2 Auxiliary facts about chi-square distributions

We first establish some auxiliary facts about chi-square distributions, used in the proofs of Theorem 3.1 and Theorem 3.3.

Lemma B.1 (Rapid variation of chi-square distribution tails). The central chi-square distribution with \( \nu \) degrees of freedom has rapidly varying tails. That is,

\[
\lim_{x \to \infty} \frac{\Pr(\chi^2_{\nu}(0) > tx)}{\Pr(\chi^2_{\nu}(0) > x)} = \begin{cases} 
0, & t > 1 \\
1, & t = 1 \\
\infty, & 0 < t < 1
\end{cases},
\]

where we overloaded the notation \( \chi^2_{\nu}(0) \) to represent a random variable with the chi-square distribution.

**Proof of Lemma B.1.** When \( \nu = 1 \), the chi-square distribution reduces to a squared Normal, and (B.3) follows from the rapid variation of the standard Normal distribution. For \( \nu \geq 2 \), we recall the following bound on tail probabilities (see, e.g., [21]),

\[
\frac{1}{2} \mathcal{E}_\nu(x) \leq \Pr(\chi^2_{\nu}(0) > x) \leq \frac{x}{(x - \nu + 2)\sqrt{\pi}} \mathcal{E}_\nu(x), \quad \nu \geq 2, \quad x > \nu - 2,
\]

where \( \mathcal{E}_\nu(x) = \exp\{-\frac{1}{2}[(x - \nu - (\nu - 2)\log(x/\nu) + \log \nu]\} \). Therefore, we have

\[
\frac{(x - \nu + 2)\sqrt{\pi} \mathcal{E}_\nu(tx)}{2x} \leq \frac{\Pr(\chi^2_{\nu}(0) > tx)}{\Pr(\chi^2_{\nu}(0) > x)} \leq \frac{2tx}{(tx - \nu + 2)\sqrt{\pi}} \mathcal{E}_\nu(tx),
\]

where \( \mathcal{E}_\nu(tx)/\mathcal{E}_\nu(x) = \exp\{-\frac{1}{2}(t - 1)x - (\nu - 2)\log t\} \) converges to 0 or \( \infty \) depending on whether \( t > 1 \) or \( 0 < t < 1 \). The case where \( t = 1 \) is trivial. \( \square \)

**Corollary B.1.** Maxima of independent observations from central chi-square distributions with \( \nu \) degrees of freedom are relatively stable. Specifically, let \( \epsilon_p = (\epsilon_p(j))_{j=1}^p \) be independently and identically distributed (iid) \( \chi^2_{\nu}(0) \) random variables. Define the sequence \( (u_p)_{p=1}^\infty \) to be the \((1-1/p)\)-th generalized quantiles, i.e.,

\[
u_p = F^-((1-1/p),
\]

where \( F \) is the central chi-square distributions with \( \nu \) degrees of freedom. The triangular array \( \mathcal{E} = \{\epsilon_p, p \in \mathbb{N}\} \) has relatively stable (RS) maxima, i.e.,

\[
\frac{1}{u_p} M_p := \frac{1}{u_p} \max_{j=1,...,p} \epsilon_p(j) \overset{p}{\to} 1,
\]

as \( p \to \infty \).

**Proof of Corollary B.1.** When \( F(x) < 1 \) for all finite \( x \), Gnedenko [18] showed that the distribution \( F \) has rapidly varying tails if and only if the maxima of independent observations from \( F \) are relatively stable. Rapid variation follows from Lemma B.1. \( \square \)

Lemma B.2 (Stochastic monotonicity). The non-central chi-square distribution is stochastically monotone in its non-centrality parameter. Specifically, for two non-central chi-square distributions both with \( \nu \) degrees of freedom, and non-centrality parameters \( \lambda_1 \leq \lambda_2 \), we have \( \chi^2_{\nu}(\lambda_1) \overset{d}{\leq} \chi^2_{\nu}(\lambda_2) \). That is,

\[
\Pr(\chi^2_{\nu}(\lambda_1) \leq t) \geq \Pr(\chi^2_{\nu}(\lambda_2) \leq t), \quad \text{for any} \quad t \geq 0,
\]

where we overloaded the notation \( \chi^2_{\nu}(\lambda) \) to represent a random variable with the chi-square distribution with non-centrality parameter \( \lambda \) and degree-of-freedom parameter \( \nu \).
Proof of Lemma B.2. Recall that non-central chi-square distributions can be written as sums of \( \nu - 1 \) standard normal random variables and a non-central normal random variable with mean \( \sqrt{\lambda} \) and variance 1,

\[
\chi^2_\nu(\lambda) \triangleq Z_1^2 + \ldots + Z_{\nu-1}^2 + (Z_\nu + \sqrt{\lambda})^2.
\]

Therefore, it suffices to show that \( \mathbb{P}[(Z + \sqrt{\lambda})^2 \leq t] \) is non-increasing in \( \lambda \) for any \( t \geq 0 \), where \( Z \) is a standard normal random variable. We rewrite this expression in terms of standard normal probability function \( \Phi \),

\[
\mathbb{P}[(Z + \sqrt{\lambda})^2 \leq t] = \Phi(-\sqrt{\lambda} + \sqrt{t}) - \Phi(-\sqrt{\lambda} - \sqrt{t}).
\]

(B.7)

The derivative of the last expression (with respect to \( \lambda \)) is

\[
\frac{1}{2\sqrt{\lambda}} \left( \phi(\sqrt{\lambda} + \sqrt{t}) - \phi(\sqrt{\lambda} - \sqrt{t}) \right) = \frac{1}{2\sqrt{\lambda}} \left( \phi(\sqrt{\lambda} + \sqrt{t}) - \phi(\sqrt{t} - \sqrt{\lambda}) \right),
\]

(B.8)

where \( \phi \) is the density of the standard normal distribution. Notice that we have used the symmetry of \( \phi \) around 0 in the last expression.

Since \( 0 \leq \max\{\sqrt{\lambda} - \sqrt{t}, \sqrt{t} - \sqrt{\lambda}\} < \sqrt{t} + \sqrt{\lambda} \) when \( t > 0 \), by monotonicity of the normal density on \((0, \infty)\), we conclude that the derivative (B.8) is indeed negative. Therefore, (B.7) is decreasing in \( \lambda \), and (B.6) follows for \( t > 0 \). For \( t = 0 \), equality holds in (B.6) with both probabilities being 0.

Finally, we derive asymptotic expressions for chi-square quantiles.

Lemma B.3 (Chi-square quantiles). Let \( F \) be the central chi-square distributions with \( \nu \) degrees of freedom, and let \( u(y) \) be the \((1 - y)\)-th generalized quantile of \( F \), i.e.,

\[
u(y) = F^+(1 - y).
\]

Then

\[
u(y) \sim 2 \log(1/y), \quad \text{as } y \to 0.
\]

(B.10)

Proof of Lemma B.3. The case where \( \nu = 1 \) follows from the well-known formula for Normal quantiles (see, e.g., Proposition 1.1 in [14])

\[
F^+(1 - y) = \Phi^+(1 - y/2) \sim \sqrt{2 \log(2/y)} \sim \sqrt{2 \log(1/y)}.
\]

The case where \( \nu \geq 2 \) follows from the following estimates of high quantiles of chi-square distributions (see, e.g., [21]),

\[
u + 2 \log(1/y) - 5/2 \leq u(y) \leq \nu + 2 \log(1/y) + 2 \sqrt{\nu \log(1/y)}, \quad \text{for all } y \leq 0.17,
\]

where both the lower and upper bound are asymptotic to \( 2 \log(1/y) \).  

B.3 Proof of Theorem 3.1

Proof of Theorem 3.1. We first prove the sufficient condition. The Bonferroni procedure sets the threshold at \( t_p = F^+(1 - \alpha/p) \), which, by Lemma B.3, is asymptotic to \( 2 \log p - 2 \log \alpha \). By the assumption on \( \alpha \) in (3.1), for any \( \delta > 0 \), we have \( p^{-\delta} = o(\alpha) \). Therefore, we have \(- \log \alpha \leq \delta \log p\) for large \( p \), and

\[
1 \leq \limsup_{p \to \infty} \frac{2 \log p - 2 \log \alpha}{2 \log p} \leq 1 + \delta,
\]

(B.11)
for any \( \delta > 0 \). Hence, \( t_p \sim 2 \log p \).

The condition \( r > g(\beta) \) implies, after some algebraic manipulation, \( \sqrt{r} - \sqrt{1 - \beta} > 1 \). Therefore, we can pick \( q > 1 \) such that

\[
\sqrt{r} - \sqrt{1 - \beta} > \sqrt{q} > 1. \tag{B.12}
\]

Setting the \( t^* = t_p^* = 2q \log p \), we have \( t_p < t_p^* \) for large \( p \).

On the one hand, \( \text{FWER} = 1 - \mathbb{P}[\hat{S}_p \subseteq S_p] \) vanishes under the Bonferroni procedure with \( \alpha \to 0 \). On the other hand, for large \( p \), the probability of no missed detection is bounded from below by

\[
\mathbb{P}[\hat{S}_p \supseteq S_p] = \mathbb{P}[^\text{min}_{i \in S} x(i) \geq t_p] \geq \mathbb{P}[^\text{min}_{i \in S} x(i) \geq t^*] \geq 1 - p^{1-\beta} \mathbb{P}[\chi^2_p(\Delta) < t^*], \tag{B.13}
\]

where we have used the fact that signal sizes are bounded below by \( \Delta \), and the stochastic monotonicity of chi-square distributions (Lemma B.2) in the last inequality. Writing

\[
\chi^2_p(\Delta) \triangleq Z_1^2 + \ldots + Z_{\nu-1}^2 + (Z_\nu + \sqrt{\Delta})^2
\]

where \( Z_i \)'s are iid standard normal variables, we have

\[
\mathbb{P}[\chi^2_p(\Delta) < t^*] \leq \mathbb{P}[\nu(Z_\nu + \sqrt{\Delta})^2 < t^*] = \mathbb{P}[Z_\nu + \sqrt{\Delta} < \sqrt{t^*}]
\leq \mathbb{P}[Z_\nu < -\sqrt{\Delta} + \sqrt{t^*}]
= \mathbb{P}[Z_\nu < \sqrt{2 \log p (\sqrt{q} - \sqrt{t^*})}]. \tag{B.14}
\]

By our choice of \( q \) in (B.12), the last probability in (B.14) can be bounded from above by

\[
\mathbb{P}[Z_\nu < -\sqrt{2(1 - \beta) \log p}] \sim \frac{\phi \left(-\sqrt{2(1 - \beta) \log p}\right)}{\sqrt{2(1 - \beta) \log p}} \frac{1}{2(1 - \beta) \log p} p^{-(1-\beta)},
\]

where the first line uses Mill’s ratio for Gaussian distributions. This, combined with (B.13), completes the proof of the sufficient condition for the Bonferroni’s procedure.

Under the assumption of independence, Šidák’s, Holm’s, and Hochberg’s procedures are strictly more powerful than Bonferroni’s procedure, while controlling FWER at the nominal levels. Therefore, the risks of exact support recovery for these procedures also vanishes. This completes the proof for the first part of Theorem 3.1.

We now show the necessary condition. We first normalize the maxima by the chi-square quantiles \( u_p = F^{-1}(1 - 1/p) \), where \( F \) is the distribution of a (central) chi-square random variable,

\[
\mathbb{P}[\hat{S}_p = S_p] \leq \mathbb{P}[M_{S^c} < t_p \leq m_{S}] \leq \mathbb{P} \left[ \frac{M_{S^c}}{u_p} < \frac{m_{S}}{u_p} \right], \tag{B.15}
\]

where \( M_{S^c} = \max_{i \in S^c} x(i) \) and \( m_{S} = \min_{i \in S} x(i) \). By the relative stability of chi-square random variables (Corollary B.1), we know that \( M_{S^c}/u_{|S^c|} \to 1 \) in probability. Further, using the expression for \( u_p \) (Lemma B.3), we obtain

\[
\frac{u_{p-p^{1-\beta}}}{u_p} \sim \frac{2 \log (p - p^{1-\beta})}{2 \log p} = \frac{\log p + \log (1 - p^{-\beta})}{\log p} \sim 1.
\]

Therefore, the left-hand-side of the last probability in (B.15) converges to 1,

\[
\frac{M_{S^c}}{u_p} = \frac{M_{S^c}}{u_{p-p^{1-\beta}}} \frac{u_{p-p^{1-\beta}}}{u_p} \to 1. \tag{B.16}
\]
Meanwhile, for any $i \in S$, by Lemma B.2 and the fact that signal sizes are bounded above by $\overline{\Delta}$, we have,

$$\chi^2_0(\lambda(i)) \overset{d}{\leq} \chi^2_0(\overline{\Delta}) \overset{d}{=} Z_1^2 + \ldots + Z_{\nu - 1}^2 + (Z_{\nu} + \sqrt{\overline{\Delta}})^2.$$  

Dividing through by $u_p$, and taking minimum over $S$, we obtain

$$\frac{m_S}{u_p} = \min_{i \in S} \frac{\chi^2_0(\lambda(i))}{u_p} \overset{d}{\leq} \min_{i \in S} \left\{ \frac{Z_1^2(i) + \ldots + Z_{\nu - 1}^2(i)}{u_p} + \frac{(Z_{\nu}(i) + \sqrt{\overline{\Delta}})^2}{u_p} \right\}. \quad (B.17)$$

Let $i^\dagger = i_p^\dagger$ be the index minimizing the second term in (B.17), i.e.,

$$i^\dagger := \arg\min_{i \in S} \frac{(Z_{\nu}(i) + \sqrt{\overline{\Delta}})^2}{u_p} = \arg\min_{i \in S} f_p(Z_{\nu}(i)), \quad (B.18)$$

where $f_p(x) := (x + \sqrt{\overline{\Delta}})^2/(2 \log p)$. We shall first show that

$$\mathbb{P}[f_p(Z_{\nu}(i^\dagger)) < 1 - \delta] \to 1, \quad (B.19)$$

for some small $\delta > 0$. On the one hand, we know (by solving a quadratic inequality) that

$$f_p(x) < 1 - \delta \iff \frac{x}{\sqrt{2 \log p}} \in (-\sqrt{\overline{\nu}} + \sqrt{1 - \beta}), -(\sqrt{\overline{\nu}} - \sqrt{1 - \beta}). \quad (B.20)$$

On the other hand, we know (by relative stability of iid Gaussians [14]) that

$$\frac{\min_{i \in S} Z_{\nu}(i)}{\sqrt{2 \log p}} \to -\sqrt{1 - \beta} \quad \text{in probability.} \quad (B.21)$$

Further, by the assumption on the signal sizes $\overline{\nu} < (1 + \sqrt{1 - \beta})^2$, we have,

$$-(\sqrt{\overline{\nu}} + 1) < -1 < -\sqrt{1 - \beta} < -(\sqrt{\overline{\nu}} - 1).$$

Therefore we can picking a small $\delta > 0$ such that

$$-(\sqrt{\overline{\nu}} + 1) < -(\sqrt{\overline{\nu}} + \sqrt{1 - \delta}) < -\sqrt{1 - \beta} < -(\sqrt{\overline{\nu}} - \sqrt{1 - \delta}) < -(\sqrt{\overline{\nu}} - 1). \quad (B.22)$$

Combining (B.20), (B.21), and (B.22), we obtain

$$\mathbb{P}\left[ \min_{i \in S} f_p(Z_{\nu}(i)) < 1 - \delta \right] = \mathbb{P}\left[ f_p(Z_{\nu}(i^\dagger)) < 1 - \delta \right] \geq \mathbb{P}\left[ f_p\left( \min_{i \in S} Z_{\nu}(i) \right) < 1 - \delta \right] \to 1,$$

and we arrive at (B.19). As a corollary, since $u_p \sim 2 \log p$, it follows that

$$\mathbb{P}\left[ \min_{i \in S} \frac{(Z_{\nu}(i) + \sqrt{\overline{\Delta}})^2}{u_p} < 1 - \delta \right] \to 1. \quad (B.23)$$

Finally, by independence between $Z_1^2(i) + \ldots + Z_{\nu - 1}^2(i)$ and $(Z_{\nu}^2(i) + \sqrt{\overline{\Delta}})^2$, and the fact that $i^\dagger$ is a function of only the latter, we have

$$Z_1^2(i^\dagger) + \ldots + Z_{\nu - 1}^2(i^\dagger) \overset{d}{=} Z_1^2(i) + \ldots + Z_{\nu - 1}^2(i) \quad \text{for all } i \in S.$$
Therefore, \( Z^2_1(i^1) + \ldots + Z^2_{\nu-1}(i^1) = O_p(1) \), and
\[
\frac{Z^2_1(i^1) + \ldots + Z^2_{\nu-1}(i^1)}{u_p} \to 0 \quad \text{in probability.} \tag{B.24}
\]
Together, (B.23) and (B.24) imply that
\[
\mathbb{P} \left[ \frac{m_S}{u_p} < 1 - \delta \right] \geq \mathbb{P} \left[ \min_{i \in S} \left\{ \frac{Z^2_1(i) + \ldots + Z^2_{\nu-1}(i)}{u_p} + \frac{(Z_{\nu}(i) + \sqrt{\Delta})^2}{u_p} \right\} < 1 - \delta \right]
\geq \mathbb{P} \left[ \frac{Z^2_1(i^1) + \ldots + Z^2_{\nu-1}(i^1)}{u_p} + \frac{(Z_{\nu}(i^1) + \sqrt{\Delta})^2}{u_p} < 1 - \delta \right] \to 1. \tag{B.25}
\]
In view of (B.15), (B.16), and (B.25), we conclude that exact recovery cannot succeed with any positive probability. The proof of the necessary condition is complete. \( \square \)

### B.4 Proof of Theorem 3.3

We first show the necessary condition. That is, when \( \tau < \beta \), no thresholding procedure is able to achieve approximate support recovery. The main structure of the proof follows that of Theorem 1 in Arias-Castro and Chen [2]. Our arguments, however, allow for unequal signal sizes; these arguments can in turn be used to generalize the results in [2].

**Proof of necessary condition in Theorem 3.3.** Denote the distributions of \( \chi^2_p(0) \), \( \chi^2_p(\Delta) \) and \( \chi^2_p(\bar{\Delta}) \) as \( F_0 \), \( F_\Delta \), and \( F_{\bar{\Delta}} \) respectively.

Recall that thresholding procedures are of the form
\[
\hat{S}_p = \{ i \mid x(i) > t_p(x) \}.
\]
Denote \( \hat{S} := \{ i \mid x(i) > t_p(x) \} \), and \( \hat{S}(u) := \{ i \mid x(i) > u \} \). For any threshold \( u \geq t_p \) we must have \( \hat{S}(u) \subseteq \hat{S} \), and hence
\[
\text{FDP} := \frac{\hat{S} \setminus S}{|S|} = \frac{|\hat{S} \setminus S|}{|\hat{S} \cup S|} = \frac{\hat{S} \setminus S}{|\hat{S} \setminus S| + |S|} \geq \frac{\hat{S}(u) \setminus S}{|\hat{S}(u) \setminus S| + |S|}. \tag{B.26}
\]
On the other hand, for any threshold \( u \leq t_p \) we must have \( \hat{S}(u) \supseteq \hat{S} \), and hence
\[
\text{NDP} := \frac{S \setminus \hat{S}}{|S|} \geq \frac{|S \setminus \hat{S}(u)|}{|S|}. \tag{B.27}
\]
Since either \( u \geq t_p \) or \( u \leq t_p \) must take place, putting (B.26) and (B.27) together, we have
\[
\text{FDP} + \text{NDP} \geq \frac{|\hat{S}(u) \setminus S|}{|\hat{S}(u) \setminus S| + |S|} + \frac{|S \setminus \hat{S}(u)|}{|S|} \tag{B.28}
\]
for any \( u \). Therefore it suffices to show that for a suitable choice of \( u \), the RHS of (B.28) converges to 1 in probability; the desired conclusion on FDR and FNR follows by the dominated convergence theorem.

Let \( t^* = 2q \log p \) for some fixed \( q \), we obtain an estimate of the tail probability
\[
\mathcal{F}_0(t^*) = \mathbb{P}[\chi^2_p(0) > t^*] = \frac{2^{-\nu/2}}{\Gamma(\nu/2)} \int_{2q \log p}^{\infty} x^{\nu/2-1} e^{-x/2} dx
\sim \frac{2^{-\nu/2}}{\Gamma(\nu/2)} \frac{1}{2q \log p}^{\nu/2-1} p^{-q}. \tag{B.29}
\]
where \( a_p \sim b_p \) is taken to mean \( a_p/b_p \to 1 \); this tail estimate was also obtained in [9]. Observe that \( |\hat{S}(t^*) \setminus S| \) has distribution Binom\((p - s, F_0(t^*))\) where \( s = |S| \), denote \( X = X_p := |\hat{S}(t^*) \setminus S|/|S| \), and we have

\[
\mu := \mathbb{E}[X] = \frac{(p - s)F_0(t^*)}{s}, \quad \text{and} \quad \text{Var}(X) = \frac{(p - s)F_0(t^*)F_0(t^*)}{s^2} \leq \mu/s.
\]

Therefore for any \( M > 0 \), we have, by Chebyshev’s inequality,

\[
\mathbb{P}[X < M] \leq \mathbb{P}[|X - \mu| > \mu - M] \leq \frac{\mu/s}{(\mu - M)^2} = \frac{1/(\mu s)}{(1 - M/\mu)^2}.
\] (B.30)

Now, from the expression of \( F_0(t^*) \) in (B.29), we obtain

\[
\mu = (p^\beta - 1)F_0(t^*) \sim \frac{2^{1-\nu/2}}{\Gamma(\nu/2)} (2q \log p)^{\nu/2 - 1} p^{\beta - q}.
\]

Since \( \tau < \beta \), we can pick \( q \) such that \( \tau < q < \beta \). In turn, we have \( \mu \to \infty \), as \( p \to \infty \). Therefore the last expression in (B.30) converges to 0, and we conclude that \( X \to \infty \) in probability, and hence

\[
\frac{|\hat{S}(t^*) \setminus S|}{|\hat{S}(t^*) \setminus S| + |S|} = \frac{X}{X + 1} \to 1 \quad \text{in probability.} \quad \text{(B.31)}
\]

On the other hand, we show that with the same choice of \( u = t^* \),

\[
\frac{|S \setminus \hat{S}(t^*)|}{|S|} \to 1 \quad \text{in probability.} \quad \text{(B.32)}
\]

By the stochastic monotonicity of chi-square distributions (Lemma B.2), the probability of missed detection for each signal is lower bounded by \( \mathbb{P}[\chi^2(\lambda_i) \leq t^*] \geq F_\tau(t^*) \). Therefore, \( |S \setminus \hat{S}(t^*)| \geq \text{Binom}(s, F_\tau(t^*)) \), and it suffices to show that \( F_\tau(t^*) \) converges to 1. This is indeed the case, since

\[
F_\tau(t^*) = \mathbb{P}[Z_1^2 + \ldots + Z_\nu^2 + 2\sqrt{2\tau \log p}Z_\nu + 2\tau \log p \leq 2q \log p] \\
\geq \mathbb{P}[Z_1^2 + \ldots + Z_\nu^2 \leq (q - \tau) \log p, 2\sqrt{2\tau \log p}Z_\nu \leq (q - \tau) \log p],
\]

and both events in the last line have probability going to 1 as \( p \to \infty \). The necessary condition is shown.

We now turn to the sufficient condition. That is, when \( \tau > \beta \), the Benjamini-Hochberg procedure with slowly vanishing FDR levels achieves asymptotic approximate support recovery.

The proof proceeds in two steps. We first make the connection between power of the BH procedure and stochastic ordering of the alternatives. It is formalized in the following lemma, which could be of independent interest. This result, though natural, seems new.

**Lemma B.4** (Monotonicity of the BH procedure). Compare Alternatives 1 and 2 where we have \( p \) independent observations \( x(i), i \in \{1, \ldots, p\} \),

1. the \( p - s \) coordinates in the null part have common distribution \( F_0 \), and the \( s \) signals have alternative distributions \( F_i^1 \), \( i \in S \), respectively.
2. the \( p - s \) coordinates in the null part have common distribution \( F_0 \), and the \( s \) signals have alternative distributions \( F_i^2 \), \( i \in S \), respectively, where

\[
F_i^1(t) \leq F_i^2(t), \quad \text{for all } t \in \mathbb{R}, \text{ and for all } i \in S.
\]
If we apply the BH procedure at the same nominal level of FDR $\alpha$, then the FNR under Alternative 2 is bounded above by the FNR under Alternative 1.

Loosely put, the power of the BH procedure is monotone increasing with respect to the stochastic ordering of the alternatives.

**Proof of Lemma B.4.** We first re-express the BH procedure in a different form. Recall that on observing $x(i)$, $i \in \{1, \ldots, p\}$, the BH procedure is the thresholding procedure with threshold set at $x_{i^*}$, where $i^* := \max\{i | F_0(x(i)) \leq \alpha i/p\}$, and $x[1] \geq \ldots \geq x[p]$ are the order statistics.

Let $\hat{G}$ denote the empirical survival function

$$\hat{G}(t) = \frac{1}{p} \sum_{i \in [p]} 1\{x(i) \geq t\}. \quad (B.33)$$

By the definition, we know that $\hat{G}(x[i]) = i/p$. Therefore, by the definition of $i^*$, we have

$$F_0(x[i]) > \alpha \hat{G}(x[i]) = \alpha i/p \quad \text{for all } i > i^*.$$  

Since $\hat{G}$ is constant on $(x_{i^*+1}, x_{i^*}]$, the fact that $F_0(x[i^*]) \leq \alpha \hat{G}(x[i^*])$ and $F_0(x_{i^*+1}) > \alpha \hat{G}(x_{i^*+1})$ implies that $\alpha \hat{G}$ and $F_0$ must “intersect” on the interval by continuity of $F_0$. We denote this “intersection” as

$$\tau = \inf\{t | F_0(t) \leq \alpha \hat{G}(t)\}. \quad (B.34)$$

Note that $\tau$ cannot be equal to $x_{i^*+1}$ since $F_0$ is càdlàg. Since there is no observation in $[\tau, x_{i^*}]$, we can write the BH procedure as the thresholding procedure with threshold set at $\tau$.

Now, denote the observations under Alternatives 1 and 2 as $x_1(i)$ and $x_2(i)$. Since $x_2(i)$ stochastically dominates $x_1(i)$ for all $i \in \{1, \ldots, p\}$, there exists a coupling $(\tilde{x}_1, \tilde{x}_2)$ of $x_1$ and $x_2$ such that $\tilde{x}_1(i) \leq \tilde{x}_2(i)$ a.s. for all $i$. We will replace $\tilde{x}_1$ and $\tilde{x}_2$ with $x_1$ and $x_2$ in what follows. Since we will compare the FNR’s, i.e., expectations with respect to the marginals of $x$’s in the last step, this replacement does not affect the conclusions. To simplify notation, we still write $x_1$ and $x_2$ in place of $\tilde{x}_1$ and $\tilde{x}_2$.

Let $\hat{G}_k$ be the empirical survival function under Alternative $k$, i.e.,

$$\hat{G}_k(t) = \frac{1}{p} \sum_{i \in [p]} 1\{x_k(i) \geq t\}, \quad k \in \{1, 2\}. \quad (B.35)$$

We define the BH thresholds $\tau_1$ and $\tau_2$ by replacing $\hat{G}$ in (B.34) with $\hat{G}_1$ and $\hat{G}_2$, respectively. Denote the set estimates of signal support $\hat{S}_k = \{i | x_k(i) \geq \tau_k\}$ by the BH procedure. We claim that

$$\tau_2 \leq \tau_1 \quad \text{with probability 1.} \quad (B.36)$$

Indeed, by definition of the empirical survival function (B.35) and the fact that $x_1(i) \leq x_2(i)$ almost surely for all $i$, we have $\hat{G}_1(t) \leq \hat{G}_2(t)$ for all $t$. Hence, $F_0(t) \leq \alpha \hat{G}_1(t)$ implies $F_0(t) \leq \alpha \hat{G}_2(t)$, and Relation (B.36) follows from the definition of $\tau$ in (B.34).

Finally, when $\tau_2 \leq \tau_1$, we have $\tau_2 \leq \tau_1 \leq x_1(i) \leq x_2(i)$ with probability 1 for all $i \in \hat{S}_1$. Therefore, it follows that $\hat{S}_1 \subseteq \hat{S}_2$ and hence $|S \setminus \hat{S}_2| \leq |S \setminus \hat{S}_1|$ almost surely. The conclusion in Lemma B.4 follows from the last inequality.

Lemma B.4 allows us to reduce the analysis of alternatives with unequal signal sizes to alternatives with equal signal sizes. The structure for the rest of the proof for the sufficient condition follows that of Theorem 2 in [2].
Proof of sufficient condition in Theorem 3.3. The FDR vanishes by our choice of \( \alpha \) and the FDR-controlling property of the BH procedure. It only remains to show that FNR also vanishes.

To do so we compare the FNR under the alternative specified in Theorem 3.3 to one with all of the signal sizes equal to \( \Delta \). Let \( x(i) \) be vectors of independent observations with \( p - s \) nulls having \( \chi^2_\nu(0) \) distributions, and \( s \) signals having \( \chi^2_\nu(\Delta) \) distributions. By Lemma B.4, it suffices to show that the FNR under the BH procedure in this setting vanishes.

Let \( \hat{G} \) denote the empirical survival function as in (B.33). Define the empirical survival functions for the null part and signal part

\[
\hat{W}_{\text{null}}(t) = \frac{1}{p - s} \sum_{i \in \mathcal{S}} \text{1}\{x(i) \geq t\}, \quad \hat{W}_{\text{signal}}(t) = \frac{1}{s} \sum_{i \in \mathcal{S}} \text{1}\{x(i) \geq t\},
\]

(B.37)

where \( s = |\mathcal{S}| \), so that

\[
\hat{G}(t) = \frac{p - s}{p} \hat{W}_{\text{null}}(t) + \frac{s}{p} \hat{W}_{\text{signal}}(t).
\]

We need the following result to describe the deviations of the empirical distributions.

Lemma B.5 (Theorem 1 of Eicker [12]). Let \( Z_1, \ldots, Z_k \) be iid with continuous survival function \( Q \). Let \( \hat{Q}_k \) denote their empirical survival function and define \( \xi_k = \sqrt{2 \log \log (k)/k} \) for \( k \geq 3 \). Then

\[
\frac{1}{\xi_k} \sup_{z} \frac{|\hat{Q}_k(z) - Q(z)|}{\sqrt{Q(z)(1 - Q(z))}} \to 1,
\]

in probability as \( k \to \infty \). In particular,

\[
\hat{Q}_k(z) = Q(z) + O_P \left( \xi_k \sqrt{Q(z)(1 - Q(z))} \right),
\]

uniformly in \( z \).

Apply Lemma B.5 to \( \hat{G} \), we obtain \( \hat{G}(t) = G(t) + \hat{R}(t) \). where

\[
G(t) = \frac{p - s}{p} F_0(t) + \frac{s}{p} F_a(t), \quad (B.38)
\]

where \( F_0 \) and \( F_a \) are the survival functions of \( \chi^2_\nu(0) \) and \( \chi^2_\nu(\Delta) \) respectively, and

\[
\hat{R}(t) = O_P \left( \xi_p \sqrt{F_0(t)F_0(t)} + \frac{s}{p} \xi_s \sqrt{F_a(t)F_a(t)} \right), \quad (B.39)
\]

uniformly in \( t \).

Recall (see proof of Lemma B.4) that the BH procedure is the thresholding procedure with threshold set at \( \tau \) (defined in (B.34)). The NDP may also be re-written as

\[
\text{NDP} = \frac{|\mathcal{S} \setminus \hat{\mathcal{S}}|}{|\mathcal{S}|} = \frac{1}{s} \sum_{i \in \mathcal{S}} \text{1}\{x(i) < \tau\} = 1 - \hat{W}_{\text{signal}}(\tau),
\]

so that it suffices to show that

\[
\hat{W}_{\text{signal}}(\tau) \to 1 \quad \text{(B.40)}
\]

in probability. Applying Lemma B.5 to \( \hat{W}_{\text{signal}} \), we know that

\[
\hat{W}_{\text{signal}}(\tau) = F_a(\tau) + O_P \left( \xi_s \sqrt{F_a(\tau)F_a(\tau)} \right) = F_a(\tau) + o_P(1).
\]
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So it suffices to show that $F_u(\tau) \to 0$ in probability. Now let $t^* = 2q \log(p)$ for some $q$ such that $\beta < q < r$. We have

$$F_u(t^*) = P[\chi^2_2(\Delta) \leq t^*] \leq P \left[ 2\sqrt{\Delta}Z_{\nu} \leq t^* - \Delta \right]$$

$$= P \left[ Z_{\nu} \leq \frac{t^* - \sqrt{\Delta}}{2\sqrt{\Delta}} \right] = P \left[ Z_{\nu} \leq \frac{q - p}{2\sqrt{\log p}} \right] \to 0. \quad (B.41)$$

Hence in order to show (B.40), it suffices to show

$$P[\tau \leq t^*] \to 1. \quad (B.42)$$

By (B.38), the mean of the empirical process $\hat{G}$ evaluated at $t^*$ is

$$G(t^*) = \frac{p - a}{p} F_0(t^*) + \frac{a}{p} F_u(t^*). \quad (B.43)$$

The first term, using Relation (B.29), is asymptotic to $p^{-q}L(p)$, where $L(p)$ is the logarithmic term in $p$. The second term, since $F_u(t^*) \to 1$ by Relation (B.41), is asymptotic to $p^{-\beta}$. Therefore, $G(t^*) \sim p^{-q}L(p) + p^{-\beta} \sim p^{-\beta}$, since $p^{\beta - q}L(p) \to 0$ where $q > \beta$.

The fluctuation of the empirical process at $t^*$, by Relation (B.39), is

$$\hat{R}(t^*) = O_P \left( \xi_p \sqrt{F_0(t^*)} F_0(t^*) + \frac{s}{p} \xi_s \sqrt{F_u(t^*)} F_u(t^*) \right)$$

$$= O_P \left( \xi_p \sqrt{F_0(t^*)} + o_P (p^{-\beta}) \right).$$

By (B.29) and the expression for $\xi_p$, the first term is $O_P \left( p^{-(q+1)/2}L(p) \right)$ where $L(p)$ is a poly-logarithmic term in $p$. Since $\beta < \min\{q,1\}$, we have $\beta < (q + 1)/2$, and hence $\hat{R}(t^*) = o_P(p^{-\beta})$.

Putting the mean and the fluctuation of $\hat{G}(t^*)$ together, we obtain

$$\hat{G}(t^*) = G(t^*) + \hat{R}(t^*) \sim_P G(t^*) \sim p^{-\beta},$$

and therefore, together with (B.29), we have

$$\hat{F}_0(t^*)/\hat{G}(t^*) = p^{\beta - q}L(p)(1 + o_P(1)),$$

which is eventually smaller than the FDR level $\alpha$ by the assumption (3.1) and the fact that $\beta < q$. That is,

$$P \left[ \hat{F}_0(t^*)/\hat{G}(t^*) < \alpha \right] \to 1.$$

By definition of $\tau$ (recall (B.34)), this implies that $\tau \leq t^*$ with probability tending to 1, and (B.42) is shown. The proof for the sufficient condition is complete.

### B.5 Proof of Theorems 3.2 and 3.4

Proof of Theorem 3.2 uses ideas from both the proof of Theorem 3.1 and that of Theorem 3.3, and is substantially shorter.

**Proof of Theorem 3.2.** We first show the sufficient condition. Vanishing FWER is guaranteed by the properties of the procedures, as discussed in the proof of Theorem 3.1, and we only need to show that FNR also goes to zero. As in the proof of Theorem 3.2, it suffices to show that

$$NDP = 1 - \hat{W}_{signal}(t_p) \to 0.$$
where $t_p$ is the threshold of Bonferroni’s procedure.

Since $\tau > \tilde{g}(\beta) = 1$, we can pick $q$ such that $1 < q < \tau$. Let $t^* = 2q \log p$, we have $t_p < t^*$ for large $p$ as in the proof of Theorem 3.1. Therefore for large $p$, we have

$$\tilde{W}_{\text{signal}}(t_p) \geq \tilde{W}_{\text{signal}}(t^*) \geq F_a(t^*) + o_P(1),$$

where the last inequality follows from the stochastic monotonicity of the chi-square family, and Lemma B.5. Indeed, $F_a(t^*) \to 0$ by (B.41) and our choice of $q < \tau$. The proof of the sufficient condition is complete.

Proof of the necessary condition follows a similar structure to that of Theorem 3.3. That is, we show that $\text{FWER} + \text{FNR}$ has liminf at least 1 by working with the lower bound

$$\text{FWER}(\mathcal{R}) + \text{FNR}(\mathcal{R}) \geq \mathbb{P}\left[ \max_{i \in S^e} x(i) > u \right] \wedge \mathbb{E}\left[ \frac{|S \setminus \hat{S}(u)|}{|S|} \right],$$

which holds for any thresholding procedure $\mathcal{R}$ and for arbitrary $u \in \mathbb{R}$. By the assumption that $\tau < \tilde{g}(\beta) = 1$, we can pick $q > 0$ such that $\sqrt{\tau} - \sqrt{1 - \beta} > \sqrt{q}$, so we can pick $q > \beta$, where $\tau$ is the threshold for the BH procedure.

By the assumption that $\tau > \tilde{h}(\beta) = (\sqrt{\beta} + \sqrt{1 - \beta})^2$, we have $\sqrt{\tau} - \sqrt{1 - \beta} > \sqrt{\beta}$, so we can pick $q > 0$, such that

$$\sqrt{\tau} - \sqrt{1 - \beta} > \sqrt{q} > \sqrt{\beta}. \quad (B.48)$$

Let $t^* = 2q \log p$, we claim that

$$\mathbb{P}\left[ \tau \leq t^* \right] \to 1. \quad (B.49)$$

Indeed, by our choice of $q > \tau$, (B.49) follows in the same way that (B.42) did. With this $t^*$, we have

$$\mathbb{P}\left[ \min_{i \in S} x(i) \geq \tau \right] \to 1, \quad (B.47)$$

where $\tau$ is the threshold for the BH procedure.

By the assumption that $\tau > \tilde{h}(\beta) = (\sqrt{\beta} + \sqrt{1 - \beta})^2$, we have $\sqrt{\tau} - \sqrt{1 - \beta} > \sqrt{q}$, so we can pick $q > 0$, such that

$$\sqrt{\tau} - \sqrt{1 - \beta} > \sqrt{q} > \sqrt{\beta}. \quad (B.48)$$

Let $t^* = 2q \log p$, we claim that

$$\mathbb{P}\left[ \tau \leq t^* \right] \to 1. \quad (B.49)$$

Indeed, by our choice of $q > \beta$, (B.49) follows in the same way that (B.42) did. With this $t^*$, we have

$$\mathbb{P}\left[ \min_{i \in S} x(i) \geq \tau \right] \geq \mathbb{P}\left[ \min_{i \in S} x(i) \geq t^*, t^* \geq \tau \right]. \quad (B.50)$$

However, by our choice of $\sqrt{q} < \sqrt{\tau} - \sqrt{1 - \beta}$, the probability of the first event on the right-hand side of (B.50) also goes to 1 according to (B.13) and (B.14). Together with (B.49), this proves (B.47), and completes proof of the sufficient condition.

The necessary condition follows from the lower bound

$$\text{FDR}(\mathcal{R}) + \text{FWNR}(\mathcal{R}) \geq \mathbb{E}\left[ \frac{|\hat{S}(u) \setminus S|}{|\hat{S}(u) \setminus S| + |S|} \right] \wedge \mathbb{P}\left[ \min_{i \in S} x(i) < u \right],$$

which holds for any thresholding procedure $\mathcal{R}$ and for arbitrary $u \in \mathbb{R}$. 33
By the assumption that $r < \tilde{h}(\beta) = (\sqrt{\beta} + \sqrt{1 - \beta})^2$, we can pick a constant $q > 0$, such that
\[
\sqrt{r} - \sqrt{1 - \beta} < \sqrt{q} < \sqrt{\beta}.
\] (B.52)
Let also $u = t^* = 2q \log p$. By our choice of $q < \beta$, we know from (B.31) that the first term on the right-hand-side of (B.51) converges to 1. It remains to show that the second term in (B.51) also converges to 1.

For the second term in (B.51), dividing through by $2 \log p$, we obtain
\[
\mathbb{P}\left[ \min_{i \in S} x(i) < t^* \right] = \mathbb{P}\left[ \frac{m_s}{2 \log p} < q \right].
\] (B.53)
Similar to (B.17), we have
\[
\frac{m_s}{2 \log p} \overset{d}{\leq} \min_{i \in S} \frac{Z_{i}^2(i) + \ldots + Z_{\nu-1}^2(i)}{2 \log p} + \frac{(Z_\nu(i) + \sqrt{\Delta})^2}{2 \log p}.
\] (B.54)
Define $i^\dagger = i_{p}^\dagger$ to be the index minimizing the second term in (B.54), i.e.,
\[
i^\dagger := \arg \min_{i \in S} f_p(Z_\nu(i)),
\] (B.55)
where $f_p(x) := (x + \sqrt{\Delta})^2/(2 \log p)$.

Since $\sqrt{q} > \sqrt{r} - \sqrt{1 - \beta}$ and $q > 0$, we have $\frac{\sqrt{r} - \sqrt{q}}{\sqrt{1 - \beta}} < 1$. Also, since
\[
\frac{\sqrt{r} + \sqrt{q}}{\sqrt{1 - \beta}} > 0, \quad \text{and} \quad \frac{\sqrt{r} - \sqrt{q}}{\sqrt{1 - \beta}} < \frac{\sqrt{r} + \sqrt{q}}{\sqrt{1 - \beta}},
\]
we can further pick a constant $\beta_0 \in (0, 1]$ such that
\[
\frac{\sqrt{r} - \sqrt{q}}{\sqrt{1 - \beta}} < \sqrt{\beta_0} < \frac{\sqrt{r} + \sqrt{q}}{\sqrt{1 - \beta}}.
\] (B.56)
Let $Z_{[1]} \leq Z_{[2]} \leq \ldots \leq Z_{[s]}$ be the order statistics of $\{Z_\nu(i)\}_{i \in S}$ and define $k = \lfloor s^{1 - \beta_0} \rfloor$. Applying Lemma B.6 (stated below), we obtain
\[
\frac{Z_{[k]}}{\sqrt{2 \log p}} = \frac{Z_{[k]}^*}{\sqrt{2 \log p}} - \sqrt{\beta_0(1 - \beta)} \quad \text{in probability.}
\] (B.57)
Since we know (by solving a quadratic inequality) that
\[
f_p(x) < q \iff \frac{x}{\sqrt{2 \log p}} \in \left( -\frac{\sqrt{r} + \sqrt{q}}{\sqrt{1 - \beta}}, -\frac{\sqrt{r} - \sqrt{q}}{\sqrt{1 - \beta}} \right),
\] (B.58)
combining (B.56), (B.57), and (B.58), it follows that
\[
\mathbb{P}\left[ f_p(Z_\nu(i^\dagger)) < q \right] \geq \mathbb{P}\left[ f_p(Z_{[k]}) < q \right] \to 1.
\]
Finally, using (B.24), we conclude that
\[
\mathbb{P}\left[ \min_{i \in S} x(i) < t^* \right] = \mathbb{P}\left[ \frac{m_s}{2 \log p} < q \right] \geq \mathbb{P}\left[ \alpha(1) + f_p(Z_\nu(i^\dagger)) < q \right] \to 1.
\]
Therefore, the two terms on the right-hand-side of (B.51) both converge 1. This completes the proof of the necessary condition. \qed
It only remains to justify (B.57).

**Lemma B.6** (Relative stability of order statistics). *Let $Z_{[1]} \leq \ldots \leq Z_{[s]}$ be the order statistics of $s$ iid standard Gaussian random variables. Let $\beta_0 \in (0, 1]$ and define $k = \lceil s^{1 - \beta_0} \rceil$, then we have*

$$\frac{Z_{[k]}}{\sqrt{2 \log s}} \rightarrow -\sqrt{\beta_0} \text{ in probability.} \quad (B.59)$$

**Proof of Lemma B.6.** Using the Renyi representation for order statistics, we write

$$Z_{[i]} = \Phi^{-1}(U_{[i]}), \quad \text{(B.60)}$$

where $U_{[i]}$ is the $i^{\text{th}}$ (smallest) order statistic of $s$ independent uniform random variables over $(0, 1)$. Since $U_{[i]}$ has a Beta($i, s + 1 - i$) distribution, with mean and standard deviation,

$$\mathbb{E}[U_{[k]}] = k/(s + 1) \sim s^{1 - \beta_0} = \beta_0, \quad \text{and} \quad \text{sd}(U_{[k]}) = \frac{1}{s + 1} \sqrt{\frac{k(s + 1 - k)}{s + 2}} \sim s^{-1 + \frac{1}{2}},$$

we obtain by Chebyshev’s inequality

$$P [s^{-\beta_0}(1 - \epsilon) < U_{[k]} < s^{-\beta_0}(1 + \epsilon)] \rightarrow 1,$$

where $\epsilon$ is an arbitrary positive constant. This implies, by representation (B.60),

$$P [\Phi^{-1}(s^{-\beta_0}(1 - \epsilon)) < Z_{[k]} < \Phi^{-1}(s^{-\beta_0}(1 + \epsilon))] \rightarrow 1. \quad (B.61)$$

Using the expression for standard Gaussian quantiles (see, e.g., Proposition 1.1. in [14]), we know that

$$\Phi^{-1}(s^{-\beta_0}(1 - \epsilon)) \sim -\sqrt{2 \log(s^{\beta_0}/(1 - \epsilon))}$$

$$= \sim -\sqrt{2(\beta_0 \log s - \log(1 - \epsilon))} \sim -\sqrt{2\beta_0 \log s},$$

and similarly $\Phi^{-1}(s^{-\beta_0}(1 + \epsilon)) \sim -\sqrt{2\beta_0 \log s}$. Since both ends of the interval in (B.61) are asymptotic to $-\sqrt{2\beta_0 \log s}$, the desired conclusion follows.

**B.6 Proof of Theorems 5.1 and 5.2**

Proof of Theorem 5.1 is analogous to that of Theorem 3.2.

**Proof of Theorem 5.1.** We first show the sufficient condition. Similar to the proof of Theorem Theorem 3.2, it suffices to show that

$$\text{NDP} = 1 - \hat{W}_\text{signal}(t_p) \rightarrow 0, \quad (B.62)$$

where $t_p$ is the threshold of Bonferroni’s procedure.

By the expression for normal quantiles, we know that

$$t_p = F^{-1}(1 - \alpha/p) \sim (2 \log p - 2 \log \alpha)^{1/2} \sim (2 \log p)^{1/2}.$$

where the last asymptotic equivalence follows from our choice of $\alpha$ and (B.11). Since $r > \bar{g}(\beta) = 1$, we can pick $q$ such that $1 < q < \frac{r}{2}$. Let $t^* = \sqrt{2q \log p}$, we know that $t_p < t^*_p$ for large $p$. Therefore for large $p$, we have

$$\hat{W}_\text{signal}(t_p) \geq \hat{W}_\text{signal}(t^*) \geq F_{\alpha}(t^*) + o_P(1),$$

and similarly for $t_p$. Therefore, for large $p$, we have

$$\text{NDP} \rightarrow 0.$$
where \( F_a \) is the survival function of \( N(\sqrt{2r \log p}, 1) \); the last inequality follows from the stochastic monotonicity of the Gaussian location family, and Lemma B.5. Indeed, by our choice of \( q < r \), we obtain
\[
F_a(t^*) = \Phi\left( \frac{\sqrt{2(q - r) \log p}}{t^*} \right) \to 0,
\]
and (B.62) is shown. This completes the proof of the sufficient condition.

The proof of the necessary condition, again, follows similar structure as in the proof of Theorem 3.3, and uses the lower bound
\[
\text{FWER}(R) + \text{FNR}(R) \geq \mathbb{P} \left[ \max_{i \in S^c} x(i) > u \right] \land \mathbb{E} \left[ |S \setminus \hat{S}(u)| \right], \tag{B.63}
\]
which holds for any arbitrary thresholding procedure \( R \) and arbitrary real \( u \in \mathbb{R} \). By the assumption that \( \tau < \tilde{g}(\beta) = 1 \), we can pick \( q \) such that \( r < q < 1 \) and let \( u = t^* = \sqrt{2q \log p} \) in (B.63). By relative stability of iid Gaussian random variables (see, e.g., [14]), we have
\[
\mathbb{P} \left[ \max_{i \in S^c} x(i) > t^* \right] \to 1, \tag{B.64}
\]
since the first fraction in (B.64) converges to 1, while the second converges to \( q < 1 \). Therefore, the first term on the right-hand side of (B.63) converges to 1.

On the other hand, by the stochastic monotonicity of Gaussian location family, the probability of missed detection for each signal is lower bounded by
\[
\mathbb{P} \left[ Z + \mu(i) \leq t^* \right] \geq F_{\tilde{\pi}}(t^*),
\]
where \( Z \) is a standard Gaussian r.v., and \( F_{\tilde{\pi}} \) is the cdf of \( N(\sqrt{2Q \log p}, 1) \). Therefore, \( |S \setminus \hat{S}(t^*)| \geq \text{Binom}(s, F_{\tilde{\pi}}(t^*)) \), and it suffices to show that \( F_{\tilde{\pi}}(t^*) \) converges to 1. Indeed,
\[
F_{\tilde{\pi}}(t^*) = \Phi\left( \frac{\sqrt{2(q - \tau) \log p}}{t^*} \right) \to 1,
\]
by our choice of \( q > \tau \). Hence both quantities in the minimum on the right-hand side of (B.63) converge to 1 in the limit, and the necessary condition is shown. \( \square \)

Proof of Theorem 5.2. We first show the sufficient condition. As in the proof of Theorem 3.4, we only need to show that with a specific choice of \( t^* = \sqrt{2q \log p} \) where
\[
\sqrt{q} = \sqrt{1 - \beta} > \sqrt{q} > \sqrt{\beta}, \tag{B.65}
\]
we have both
\[
\mathbb{P} [\tau \leq t^*] \to 1, \tag{B.66}
\]
and
\[
\mathbb{P} \left[ \min_{i \in S} x(i) \geq t^* \right] \to 1, \tag{B.67}
\]
so that
\[
\mathbb{P} \left[ \min_{i \in S} x(i) \geq \tau \right] \geq \mathbb{P} \left[ \min_{i \in S} x(i) \geq t^*, t^* \geq \tau \right] \to 1.
\]
Relation (B.66) follows in very much the same way (B.49) did on page 33, the only difference being how the tail estimates for (B.43) is derived. In the Gaussian model, we have
\[
G(t^*) = \frac{p - s}{p} \Phi(t^*) + \frac{s}{p} \Phi(t^* - \sqrt{2Q \log p}) \\
\sim \frac{\phi(t^*)}{t^*} + p^{-\beta} \sim L(p)p^{-q} + p^{-\beta} \sim p^{\beta},
\]
where the last asymptotic equivalence follows from our choice of \( q > \beta \).

Relation (B.67) follows since
\[
\frac{\min_{i \in S} x(i)}{\sqrt{2 \log p}} = \frac{\min_{i \in S} x(i)}{\sqrt{2 \log p}} \to -\sqrt{1-\beta} + \sqrt{\beta},
\]
by relative stability of iid Gaussians. On the other hand, \( t^*/\sqrt{2 \log p} = \sqrt{q} < \sqrt{\beta} - \sqrt{1-\beta} \), by our choice of \( q \).

The necessary condition, again, follows from the lower bound
\[
\text{FDR}(R) + \text{FWNR}(R) \geq \mathbb{E} \left[ \frac{|\mathcal{S}(u) \setminus S|}{|\mathcal{S}(u) \setminus S| + |S|} \right] \wedge \mathbb{P} \left[ \min_{i \in S} x(i) < u \right],
\]  \hspace{1cm} \text{(B.68)}

which holds for any thresholding procedure \( R \) and for arbitrary \( u \in \mathbb{R} \). In particular, we show that both terms in the minimum in (B.68) converge to 1 when we set \( u = t^* = \sqrt{2q \log p} \) where
\[
\sqrt{\beta} - \sqrt{1-\beta} < \sqrt{q} < \sqrt{\beta}.
\]  \hspace{1cm} \text{(B.69)}

On the one hand, we have,
\[
\frac{\min_{i \in S} x(i)}{\sqrt{2 \log p}} \overset{d}{\leq} \frac{\min_{i \in S} x(i) + \sqrt{2 \log p}}{\sqrt{2 \log p}} \to \sqrt{\beta} - \sqrt{1-\beta},
\]
by relative stability of iid Gaussians. On the other hand, \( t^*/\sqrt{2 \log p} = \sqrt{q} > \sqrt{\beta} - \sqrt{1-\beta} \) by our choice of \( q \); this shows that the second term on the right-hand side of (B.68) converges to 1.

Observe that \(|\mathcal{S}(t^*) \setminus S|\) has distribution \( \text{Binom}(p - s, \Phi(t^*)) \), and define \( X = X_p := |\mathcal{S}(t^*) \setminus S|/|S| \), we obtain,
\[
\mu := \mathbb{E}[X] = (p^\beta - 1)\Phi(t^*) \sim (p^\beta - 1)\frac{\phi(t^*)}{t^*}
\sim \frac{1}{\sqrt{2\pi}} (2q \log p)^{-1/2} p^{\beta-q} \to \infty,
\]
where the divergence follows from our choice of \( q < \beta \). Using again Relations (B.30) and (B.31), we conclude that the first term on the right-hand side of (B.68) also converges to 1. This completes the proof of the necessary condition. \( \square \)

### B.7 Signal sizes and odds ratios in 2-by-2 contingency tables

**Proof of Proposition 4.1 and Corollary 4.1.** We parametrize the 2-by-2 multinomial distribution with the parameter \( \delta \),
\[
\mu_{11} = \phi_1 \theta_1 + \delta, \quad \mu_{12} = \phi_1 \theta_2 - \delta, \quad \mu_{21} = \phi_2 \theta_1 - \delta, \quad \mu_{22} = \phi_2 \theta_2 + \delta.
\]  \hspace{1cm} \text{(B.70)}

By relabelling of categories, we may assume \( 0 < \theta_1, \phi_1 \leq 1/2 \) without loss of generality. Note that \( \delta \) must lie within the range \([\delta_{\text{min}}, \delta_{\text{max}}] \), where
\[
\delta_{\text{min}} := \max\{-\phi_1 \theta_1, -\phi_2 \theta_2, \phi_1 \theta_2 - 1, \phi_2 \theta_1 - 1\} = -\phi_1 \theta_1,
\]
and
\[
\delta_{\text{max}} := \min\{1 - \phi_1 \theta_1, 1 - \phi_2 \theta_2, \phi_1 \theta_2, \phi_2 \theta_1\} = \min\{\phi_1 \theta_2, \phi_2 \theta_1\},
\]
in order for \( \mu_{ij} \geq 0 \) for all \( i, j \in \{1, 2\} \). Under this parametrization, Relation (4.1) then becomes
\[
R = \frac{\mu_{11} \mu_{22}}{\mu_{12} \mu_{21}} = \frac{\phi_1 \theta_1 \phi_2 \theta_2 + \delta (\phi_1 \theta_1 + \phi_2 \theta_2) + \delta^2}{\phi_1 \theta_1 \phi_2 \theta_2 - \delta (\phi_1 \theta_2 + \phi_2 \theta_1) + \delta^2},
\]  \hspace{1cm} \text{(B.71)}
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which is one-to-one and increasing in $\delta$ on $(\delta_{\text{min}}, \delta_{\text{max}})$. Equation (4.3) becomes

$$w^2 = \frac{2}{\phi_1} \sum_{i=1}^{2} \sum_{j=1}^{2} (\mu_{ij} - \phi_i \theta_j)^2 = \delta^2 \sum_{i} \sum_{j} \frac{1}{\phi_i \theta_j} = \frac{\delta^2}{\phi_1 \theta_1 \phi_2 \theta_2}, \tag{B.72}$$

Solving for $\delta$ in (B.71), and plugging into the expression for signal size (B.72) yields Relation (4.4). Corollary 4.1 follows from the fact that $w^2(\delta)$ is decreasing on $[\delta_{\text{min}}, 0)$, increasing on $(0, \delta_{\text{max}}]$, with limits

$$\lim_{d \to \delta_{\text{min}}} w^2(\delta) = \frac{\phi_1 \theta_1}{\phi_2 \theta_2}, \quad \text{and} \quad \lim_{d \to \delta_{\text{max}}} w^2(\delta) = \min \left\{ \frac{\phi_1 \theta_1}{\phi_2 \theta_2}, \frac{\phi_2 \theta_1}{\phi_1 \theta_2} \right\}.$$

The other three cases ($1/2 \leq \theta_1, \phi_1 \leq 1; 0 < \theta_1 \leq 1/2 \leq \phi_1 \leq 1$; and $0 \leq \phi_1 \leq 1/2 \leq \theta_1 \leq 1$) may be obtained similarly, or by appealing to the symmetry of the problem.

**Proof of Corollary 4.3.** Using the parametrization in (B.70) and in Corollary 4.2, we solve for $\delta$ in (B.71) to obtain

$$\delta = \frac{\phi_1 f R}{f R + 1 - f} - \left( \frac{\phi_1 f R}{f R + 1 - f} + f(1 - \phi_1) \right) \phi_1 = \frac{f(1 - f)\phi_1(1 - \phi_1)(R - 1)}{f R + 1 - f}. \tag{B.73}$$

Substituting (B.73) into the expression (B.72), after some simplification, yields

$$w^2 = \frac{f(1 - f)\phi_1(1 - \phi_1)(R - 1)^2}{|\phi_1 R + (1 - \phi_1)D| \phi_1 + (1 - \phi_1)D}, \tag{B.74}$$

where $D = f R + 1 - f > 0$. Therefore, the derivative of (B.74) with respect to $\phi_1$ is

$$\frac{dw^2}{d\phi_1} = \frac{f(1 - f)(R - 1)^2}{|\phi_1 R + (1 - \phi_1)D|^2 \phi_1 + (1 - \phi_1)D} \left[ (D^2 - R)\phi_1^2 - 2D^2\phi_1 + D^2 \right]. \tag{B.75}$$

Further, we obtain the second derivative with respect to $\phi_1$,

$$\frac{d^2 w^2}{d\phi_1^2} = h(R, f) \left[ (\phi_1 - 1)D^2 - \phi_1 R \right], \tag{B.76}$$

where $h$ is some function of $(R, f)$ taking on strictly positive values.

Since $[ (\phi_1 - 1)D^2 - \phi_1 R ] < 0$, the second derivative (B.76) must be strictly negative on $[0, 1]$. This implies that the first derivative (B.75) is strictly decreasing on $[0, 1]$. Since the first derivative (B.75) is strictly positive at $\phi_1 = 0$, and strictly negative at $\phi_1 = 1$, it must have a unique zero between 0 and 1, and hence, the solution to $(D^2 - R)\phi_1^2 - 2D^2\phi_1 + D^2 = 0$ in the interval $(0, 1)$ must be the maximizer of (B.74) — when $D^2 - R > 0$, the smaller of the two roots maximizes (B.74), and when $D^2 - R < 0$, it is the larger of the two. They share the same expression $D/(D + \sqrt{R})$, which coincides with (4.7). Finally, when $D^2 = R$, the only root $\phi_1^* = 1/2$, which also coincides with (4.7), is the maximizer of (B.74).
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