RI/MOM renormalization of the quasi-PDF in lattice regularization
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We analyze the lattice spacing dependence for the pion unpolarized matrix element of a quark bilinear operator with Wilson link (quasi-PDF operator) in the rest frame, using 13 lattice spacings ranging from 0.032 fm to 0.121 fm. We compare results for three different fermion actions with or without good chiral symmetry on dynamical gauge ensembles from three collaborations. This investigation is motivated by the fact that the gauge link generates an $1/a$ divergence, the cancelation of which in many ratios can be numerically tricky. Indeed, our results show that this cancelation deteriorates with decreasing lattice spacing, and that the RI/MOM method leaves a linearly divergent residue for quasi-PDFs. We also show that in the Landau gauge the interaction between the Wilson link and the external state results in a linear divergence which depends on the discretized fermion action.

I. INTRODUCTION

Parton Distribution Functions (PDFs) play a key role for most processes in high energy and hadron physics, ranging, e.g., from the search for New Physics to the detailed analysis of nucleon properties. Therefore, it is one of the most important tasks of lattice QCD to determine PDFs by first principle theory calculations. While the calculation of PDF Mellin moments, which determine PDFs by first principle theory calculations, is one of the most important tasks of lattice QCD to be quite successful. For example, iso-vector unpolarized PDFs have been calculated using different types of gauge and fermion actions down to the physical pion mass [2–4]. A crucial topic which was not yet studied in great detail is the continuum extrapolation of quasi-PDFs. Among the different suggested approaches, the quasi-PDF method based on Large Momentum Effective Theory (LaMET) [1] has been widely used, because it is relatively direct and has no model dependence and proved to be quite successful. For example, iso-vector unpolarized PDFs have been calculated using different types of gauge and fermion actions down to the physical pion mass [2–4]. A crucial topic which was not yet studied in great detail is the continuum extrapolation of quasi-PDFs. Controlling the continuum limit is already usually the main challenge for practice lattice calculations of Mellin moments of PDFs. Because quasi-PDFs are far more delicate objects one has to expect that for them this task will be even more demanding, especially in combination with RI/MOM renormalization. At the same time, taking the continuum limit is indispensable for obtaining physical results, and therefore, intensifying such studies is the next logical step in the further development of the LaMET approach.

LaMET starts from the quasi-PDF operator $O_T(z) = \bar{\psi}(0) U(z) \psi(z)$ with spatial gauge link $U(0,z) = \exp(-ig \int_0^z dz' A(z'))$, and connects its renormalized nucleon matrix element to PDFs through factorization theorems [1, 5–8]. However, the bare $O_T(z)$ in lattice regularizations contains an $1/a$ term

$$ O_T(z) = \Gamma(1 + g^2(\gamma \log(p^2 a^2) - m_1 z/a) + .......) $$

at 1-loop level [9] with lattice spacing $a$, and can deviate from its tree level value exponentially at either large $z$ or small $a$ when higher order effects are summed over. Thus, non-perturbative renormalization with accurate cancelation on the linear divergence is essential for the quasi-PDF, to ensure the existence of a finite continuum limit.

Studies in the continuum [10, 13] suggest that the quasi-PDF operator is multiplicatively renormalizable and that the linear divergence just comes from the Wilson link and is independent of the external quark or hadron state. Therefore, RI/MOM renormalization [13] is believed to be a good candidate to remove the linear divergence [9, 13, 15, 19]. However, an accurate non-perturbative examination of this cancellation in lattice regularization is still missing.
To close this gap, we study the RI/MOM renormalized pion quasi-PDF matrix element in the rest frame, for 13 lattice spacings ranging from 0.032 fm to 0.12 fm using different quark and gluon actions. Our results show that the cancelation deteriorates with decreasing lattice spacing, and that the RI/MOM method leaves a linearly divergent residue for quasi-PDFs. We also show that in the Landau gauge the interaction between the Wilson link and the external state results in a linear divergence which depends on the discretized fermion action.

II. NUMERICAL SETUP

When we consider the quasi-PDF nucleon matrix element in the moving frame, the gap δm between the ground and first excited state decreases with increasing momentum, requiring a large source/sink separation t_{sep} to eliminate excited state contaminations. At the same time, the signal to noise ratio also decreases exponentially with t_{sep}, reducing our ability to identify the lattice spacing dependence from data.

Using the pion rest frame can, therefore, be the better choice as it avoids this problem. It is known that the first excited state of the pion lies higher than 1 GeV, and that the signal to noise ratio is almost independent of choice as it avoids this problem. It is known that the spacing dependence from data.

In RI/MOM renormalization, we define the renormalization constant as [20], where

\[ O_{\pi}(z) = \langle \pi|O_{\gamma_i}(z)|\pi \rangle \]

with high accuracy:

\[ R_{\pi}(T/2, t, z; a) = \frac{\langle O_{\pi}(T/2) \Theta_{\pi,z,T}(z) + O_{\pi}(z; (z, T-t))O_{\pi}^\dagger(0) \rangle}{\langle O_{\pi}(T/2)O_{\pi}^\dagger(0) \rangle} = h_{\pi,z} + O(e^{-\delta a T}) + O(e^{-\delta m(T/2-t)}) + O(e^{-\delta m T/2}), \]

where the denominator includes both forward and backward two point functions. These are needed because of the possibility to loop around the lattice in the temporal direction for periodic boundary conditions.

In RI/MOM renormalization, we define the renormalization constant as [20],

\[ Z_{\gamma_i}(z, \mu) = \frac{Z_{\gamma_i}(\mu)}{\text{Tr}[\gamma_i q(p)|O_{\gamma_i}(z)|q(p)]}, \]

where [q(p)] is the off-shell quark state with external momentum p, and Z_{\gamma_i} is defined from the pion matrix element of a local vector current,

\[ Z_{\gamma_i}(\mu) = \frac{\text{Tr}[\gamma_i q(p)|O_{\gamma_i}(0)|q(p)]}{\langle h_{\pi,\gamma_i}(0) \rangle}. \]

When the Landau gauge fixed volume (V) source [10] is used in the calculation, the statistical uncertainty is suppressed by a factor 1/\sqrt{V} compared to the point source case. Note that the Z_{\gamma_i} definition used here is exactly the same as \( Z_{\gamma_i} = 1 + \frac{\text{Tr}[\gamma_i q(p)|O_{\gamma_i}(z)|q(p)]}{\langle h_{\pi,\gamma_i}(0) \rangle} \) from the quark propagator in dimensional regularization [21], but the discretization error is much smaller than for \( Z_{\gamma_i} \) in lattice regularization as shown in Ref. [22].

We can apply \( Z_{\gamma_i} \) to the bare pion matrix element \( h_{\pi,\gamma_i}(z) \) to obtain the non-perturbatively renormalized and normalized matrix element at a given RI/MOM scale \( \mu \),

\[ h_{\pi,\gamma_i}(z, \mu) = Z_{\gamma_i}(z, \mu)h_{\pi,\gamma_i}(z). \]

In order to check if the linear divergence is related to the fermion action, we compare results for two kinds of fermion actions in this work: the clover (CL) and overlap (OV) actions. The clover action is computationally relatively cheap and widely used in quasi-pdf calculations, while the overlap action is much more expensive but conserves chiral symmetry.

The clover fermion action is

\[ S_{\text{ov}} = \sum_{x,y} \bar{\psi}(x)D_w(m_w; x, y)\psi(y), \]

\[ D_w(m_w; x, y) = 1 - \frac{\gamma}{2}U(x, z + \hat{n}_\mu)\delta_{x+y,\hat{n}_\mu} + \frac{1 + \gamma}{2}U(x, z - \hat{n}_\mu)\delta_{x+y,\hat{n}_\mu} - \frac{4}{a}m_w \delta_{x,y}, \]

with an additional “clover” term,

\[ S_{\text{cl}} = S_{\text{ov}} + \alpha_{sw} \sum_{x} \bar{\psi}(x)\sigma_{\mu\nu}F_{\mu\nu}(x)\delta_{x,y}\psi(y), \]

where \( \hat{n}_\mu \) is the unit vector along the \( \mu \) direction, \( m_w - m_{\text{cri}} \) is the multiplicatively renormalizable bare quark mass, and \( m_{\text{cri}} \) is the value of the bare quark mass for which the pion mass vanishes. \( m_{\text{cri}} \) is \( O(1/a) \) at leading order for the Wilson action and always negative. It can be reduced to \( O(1/a^2) \) (but usually still negative) with a clover coefficient \( \alpha_{sw} = 1 + O(a) \). It can be further suppressed by applying gauge link smearing and/or fine-tuning of \( \alpha_{sw} \).

To eliminate \( m_{\text{cri}} \) exactly one can use chiral fermions which satisfies the Ginsburg-Wilson relation \( D_{ov} \gamma_5 + \gamma_5 D_{ov} = \frac{2}{\rho} D_{ov} \gamma_5 D_{ov} \). For example, Refs. [24,27] define overlap fermion by

\[ S_{\text{ov}} = \sum_{x,y} \bar{\psi}(x)D_{ov}(x, y)\psi(y), \]

\[ D_{ov} = \rho \left( 1 + \frac{D_w(-\rho)}{\sqrt{D_w(-\rho)D_w(\rho)}} \right), \]

where \( -\rho \) should be smaller than \( m_{\text{cri}} \), to make \( D_{ov} \) to be the same as the standard Dirac operator in the continuum limit. The chiral fermion propagator is defined by \( D_{ov} \),

\[ \frac{1}{D_c + m_{ov}^2} = \frac{1}{D_{ov} + m_{ov}^2} = \frac{1 - \frac{1}{2\rho} D_{ov}}{1 - \frac{1}{2\rho} D_{ov}}. \]
where $D_c$ satisfies the relation $D_c\gamma_5 + \gamma_5 D_c = 0$. Then, $m_q \rightarrow 0$ make the pion mass vanish without any fine-tuning.

III. RESULTS

We use three sets of ensembles:

(i) $N_f = 2 + 1 + 1$ highly improved staggered fermions (HISQ) and one-loop Symanzik improved gauge fields from the MILC Collaboration [28] at five lattice spacings (MILC12–MILC03).

(ii) $N_f = 2 + 1$ domain wall fermions (DWF) and Iwasaki gauge fields from the RBC/UKQCD collaboration [29] at three lattice spacings (RBC11–RBC06).

(iii) $N_f = 2 + 1$ clover fermions and Luescher-Weisz (equivalent to Symanzik) gauge fields from the CLS collaboration [30] at five lattice spacings (CLS10–CLS04).

For the MILC/RBC gauge configurations we apply 1-step HYP smearing [31]. For the overlap fermions we use $\rho = 1.5/a$ and we use two clover coefficients: one is the tadpole improved tree level coefficient $c_{sw}$ which is very close to one after the configuration is HYP smeared (CL), and the other is $c_{sw} \sim 1.3$ which gives a critical quark mass $m_q^{\text{crit}}$ around zero (tuned-CL). The bare overlap quark mass $m_q^{\text{sw}}a$ is roughly proportional to the lattice spacing if we require the pion mass to be around $310 \text{ MeV}$, but $m_q^{\text{sw}}a$ is always negative with $c_{sw} \sim 1$ unless we enlarge $c_{sw}$ to $\sim 1.3$. For the CLS configuration, we simply use the unitary setup (without any smearing of the action) in the clover fermion calculations. Since most of the CLS ensembles use the open boundary condition except CLS10, we just use the 1/3 of the time slices in the middle of the lattice to avoid lattice artifacts for the volume source used for the RI/MOM renormalization constants.

FIG. 1. The bare ratios $R_\pi(T/2, t, z; a)$ defined in Eq. (2) for the pion using overlap (OV) fermions on HISQ sea ensembles at different lattice spacings. There are clear plateaus in the region $t - T/4 \in [-1,1] \text{ fm}$.

FIG. 2. The ratios between the pion matrix element $h_{\pi,\gamma_\ell}(z)$ using clover (CL) fermions and overlap (OV) fermions, on the HISQ sea ensembles at different lattice spacings. The ratios are consistent with 1 within 2 $\sigma$ at all lattice spacings.

We start with the pion matrix element and the MILC ensemble using the overlap action, to demonstrate the elimination of excited state contaminations. As shown in Fig. 1, the bare ratio $R_\pi(T/2, t, z \simeq 0.36 \text{ fm}; a)$ defined in Eq. (2) is independent of $t$ in the region $t - T/4 \in [-1,1] \text{ fm}$. Thus we average $R_\pi(T/2, t, z; a)$ in the region $t \in [T/8,3T/8]$ to get a precise estimate of the ground state matrix elements. We can also see that the ratio becomes exponentially smaller at smaller lattice spacings. Non-perturbative renormalization is essential to recover a reasonable continuum limit. A similar figure for the clover case can be found in our related work [32] which uses the same data sets. It is worth emphasizing that if we take the ratio between the pion matrix elements $h_{\pi,\gamma_\ell}(z)$ obtained using the clover fermion and overlap fermion, then the ratio is consistent with 1 within 2 $\sigma$, or in other words with at most 3% difference for all $z < 1.0 \text{ fm}$ as shown in Fig. 2. This agrees with the previous impression that the linear divergence is independent of the discretized fermion action.

Based on a symmetry analysis and 1-loop calculation, we can decompose the amputated Green’s function $A_{\gamma_\ell}(z, p) \equiv \langle q(p)|O_{\gamma_\ell}(z)|q(p)\rangle$ into the following Lorentz structures:

$$A_{\gamma_\ell}(z, p) = \tilde{F}_t(z, p)\gamma_\ell + \tilde{F}_z(z, p)\{\gamma_z z\}p_t + \tilde{F}_p(z, p)\frac{p\gamma_\ell}{p^2}. \quad (10)$$

This is equivalent to what was proposed in Ref. [20] but the form Eq. (10) is more natural to avoid $p_t$ to appear in a denominator. When $z = 0$, the $\tilde{F}_t$ term vanishes and Eq. (10) becomes a matrix element of the local operator $\bar{q}\gamma_\ell q$. Both, the $\tilde{F}_z$ and $\tilde{F}_p$ terms vanish when $p_t = 0$.

At the same time, setting $p_z = 0$ leads to a vanishing imaginary part of $\tilde{F}_t$, as shown in the 1-loop calculations [19,20]. Since $h_{\pi,\gamma_\ell}(z)$ is real in the rest frame, using the RI/MOM momentum with $p_z = p_t = 0$ is the op-
![Image of a page from a document]
FIG. 3. The real part of the relative mixing between $O_{\gamma_{t}}(z)$ and $O_{\gamma_{t}}(z)$, using clover fermions on the HISQ sea ensemble with $a=0.121$ fm. The upper panel shows the $O_{\gamma_{t}}$ matrix element with a $\Gamma \neq \gamma_{t}$ projector, and the lower panel shows the $O_{\gamma_{t}}$ matrix element with a $\gamma_{t}$ projector. In all cases the results are consistent with zero within less than 0.1% statistical uncertainty.

FIG. 4. The $z$-dependent ratio $R_{RI/MOM}(z, \mu, \mu')$ defined in Eq. (11) with $\mu \approx 3$ GeV and $\mu' \approx 1.8$ GeV (upper panel), and also $R_{RI/MOM}(z, \mu, \mu'')$ with $\mu'' = 0$ GeV (lower panel) using the given valence action and lattice spacing on the HISQ sea ensembles. The results with clover (CL) and overlap (OV) actions converge to the same continuum limit.

B. RI/MOM renormalized pion matrix element with the Clover action

In the clover fermion case, the RI/MOM renormalized $h_{\pi, \gamma_{t}}(z, a)$ can have a very strong lattice spacing dependence. Since the lattice spacing dependence becomes systematically stronger for smaller lattice spacings and increases exponentially with $z$, it is probably also due to a residual linear divergence term. We also modified the clover coefficient by $\sim 20\%$ to reduce the critical quark mass to $|m_{cri}| \leq 0.02$. However, the lattice spacing dependence is not affected by this tuning (see the colored bands in Fig. 8). We also repeated the calculation with twisted-mass fermions on MILC ensembles at $a=0.057$ fm. The result agrees with that for clover fermions and obviously differs from that for overlap ones.

Since $m_{cri}$ is very sensitive to whether the gauge configuration used in the clover fermion action is HYP smeared, and the clover on HISQ setup can suffer from $O(a)$ mixed action effects, we also studied the unitary clover fermion case using CLS ensembles. In the upper panel of Fig. 9
FIG. 5. The normalization factor $Z_{\gamma_t}(0,\mu)$, which contains both $\alpha_s$ and also $a^2$ corrections as shown in Ref. [33]. The lines correspond to the renormalization factors with the $O(a^2)$ correction subtracted.

we show the results without any HYP smearing for either the fermion action or Wilson link. The situation improved somewhat at larger lattice spacing but the results at given $z$ still increase with $1/a$ except for the largest lattice spacing where discretization error are probably large. We also repeated the calculation with HYP smeared Wilson links, and found the residual linear divergence to be much more obvious because the signal has smaller error bars.

It is natural to guess that the residual linear divergence is stronger in the clover fermion case than in the overlap case because of chiral symmetry breaking effects. Since the operator product expansion of $O_{\gamma_t}(z, a)$ can include trace terms like $\bar{\psi}\gamma_t D^2\psi$ and additional linear divergences from the Wilson, clover and/or residual mass terms, there are even several effects which can add up to produce a significant residual linear divergence.

FIG. 6. The RI/MOM renormalized pion matrix element of the vector current, using overlap (OV) fermions on DWF sea ensembles. The data points correspond to the cases with 1-step of the HYP smearing, and the bands are the results without HYP smearing of the Wilson link.

FIG. 7. The RI/MOM renormalized pion matrix element of the vector current, using overlap (OV) fermions on HISQ sea ensembles and using a Wilson link without HYP smearing (upper panel) and with 1-step of HYP smearing (lower panel). The residual linear divergences in both cases are pronounced and similar.

IV. POSSIBLE ORIGIN OF THE RESIDUAL LINEAR DIVERGENCE

In Ref. [32], the Lattice Parton Collaboration parameterized the linear divergence as

$$\ln M(z, a) = \frac{kz}{\ln[a\Lambda_{QCD}]} + \ldots$$  \hspace{1cm} (12)$$

where $M$ can be either the RI/MOM renormalization constant $Z$ or the pion matrix element $h$, and used our data to extract the linear divergence coefficients $k$ in different cases. As in Table IV-V of Ref. [32] for the HYP smeared Wilson link, the $k$ is in the range $k \in [0.49, 0.52]$ for the bare pion matrix elements with different valence and sea actions using $\Lambda_{QCD} = 0.39$ GeV, but the $k$ in $Z$ is 0.55 for overlap fermions and $\sim 0.63$ for clover fermions, on HISQ sea ensembles. The value of $k$ in the RI/MOM renormalized pion matrix element is $\sim 0.05$ and 0.13 for the overlap and clover fermion cases respectively, and much smaller than that in the bare pion matrix elements.
According to the lattice perturbative theory calculation \[15\], the linear divergence just comes from the Wilson link and is independent of the external quark state at the 1-loop level. This suggests that if there is any external state (like a quark state using different actions or the pion state) dependence in the quasi-PDF matrix element, it can only come from 2-loop or even higher level contributions, which is consistent with our observation as the residual linear divergence left after the cancelation is only at the 20% level.

We guess that the Landau gauge fixing we used for the quark matrix element introduces an additional linear divergence. As the Wilson link can have a gauge dependent logarithmic divergence at 1-loop level \[15\], we would expect it to introduce sub-leading linear divergences at higher loop levels. Thus we considered the ratio between the Wilson link in Coulomb and Landau gauge, and show the results in Fig. \[10\]. The curves seem to converge at small lattice spacings, which indicates that the linear divergence of the Wilson link is independent from the gauge fixing condition, at least for the Landau or Coulomb ones.
small lattice spacings, which suggests that the linear divergence of the Wilson link itself is unlikely to be gauge dependent, at least for Coulomb and Landau gauge fixing.

We also checked the correlation between the Wilson line and external states, by considering the following correlation

$$C_{US}(z) = \frac{1}{12} \text{Tr}\left((U(z,0)^{-1}U(z,0)S(p))^{-1}\right),$$

(13)

where $S(p) = \sum_x S(0, x) e^{ipx}$ is the momentum projected quark propagator. In the practical calculation we averaged over the reference points of all three expectation values in the right hand side of Eq. (13) independently to improve statistics. If the linear divergence only comes from the Wilson link and is independent of the external state, then $C_{US}(z)$ has to be free of any linear divergence, as confirmed by the 1-loop lattice perturbative theory calculation [13]. However, as shown in Fig. 11 for the clover (upper panel) and overlap fermion (lower panel) on HISQ sea ensembles with 1-step of the HYP smearing of the link, we find the linear divergences to exist in both, the clover and overlap case. It is, however, much smaller in the latter. This is similar to what we saw for the RI/MOM renormalized pion quasi-PDF matrix element. However, since a similar test cannot be done for the Coulomb gauge due to the residual gauge degree of freedom along the temporal direction, we cannot yet verify whether the residual linear divergence we saw in $h^{U}_{\pi, \gamma}(z)$ and $C_{US}(z)$ are gauge dependent or not.

We also checked the correlation between the Wilson line and the clover fermion (upper panel) and overlap fermion (lower panel) external states, on MILC ensembles in Landau gauge. The linear divergence is obvious for both fermion actions while that in the overlap fermion case is much smaller.

FIG. 11. The value of $C_{US}(z)$ defined in Eq. (13) for the subtracted correlation between the 1-step HYP smeared Wilson link and the clover fermion (upper panel) and overlap fermion (lower panel) external states, on MILC ensembles in Landau gauge. The linear divergence is obvious for both fermion actions while that in the overlap fermion case is much smaller.

FIG. 12. The pion quasi-PDF matrix element renormalized by the Coulomb gauge fixed Wilson line, using the overlap fermion on HISQ ensembles.

Eventually we consider the ratio

$$h^{U\gamma}_{\pi, \gamma}(z) = \frac{h^{U}_{\pi, \gamma}(z)}{\frac{1}{3} \text{Tr}(U)},$$

(14)

with the Wilson link in the Coulomb gauge, to test whether the linear divergence for the hadron matrix element is exactly the same as that for the Wilson link. As seen in Fig. 12 $h^{U\gamma}_{\pi, \gamma}(z)$ also has a similar lattice spacing and $z$ dependence pattern as we observed for $h^{U}_{\pi, \gamma}(z)$ and $C_{US}(z)$. This suggests that the linear divergence for the pion quasi-PDF matrix element is also not exactly the same as that of the Wilson line itself. Since we have shown that the linear divergence in the pion matrix element is independent of the fermion action (Fig. 2), and that in the Wilson line it is insensitive to whether one chooses Landau or Coulomb gauge fixing (Fig. 10), we will skip the discussion on the other combinations.

V. SUMMARY

In this contribution we study systematically the continuum limit for quasi-PDFs with RI/MOM renormalization in the LaMET approach. We compare results for a variety of valence and sea quark fermion actions and
lattice set-ups. We find that the traditional RI/MOM method cannot eliminate the characteristic linear divergences of quasi-PDFs completely, and that the remnants of this linear divergence blow up with decreasing lattice spacing. Obviously this greatly complicates control of the continuum limit.

We make a number of observations which can prove useful to clarify the origin of these remnants and develop strategies to cope with them:

The RI/MOM renormalized pion matrix elements in the rest frame include residual linear divergences from certain higher loop effects, so, higher loop calculation in lattice perturbation theory is needed.

Simulations with chiral fermions (overlap or domain-wall) are much less affected than those with clover fermions, so, chiral symmetry seems to play an important role.

Since the renormalization of operators should be frame independent, we believe that this conclusion should also apply to all quasi-PDF calculations in a moving frame. For a quasi-PDF calculation using an ensemble with \( a = 0.09 \) fm and clover fermions, we estimate the systematic bias to be \( \sim 5\% \) based on the correction at \( z \sim 1.0 \) fm which is smaller than kinds of the systematic uncertainties in the practical quasi-PDF calculation; but it should increase to more than \( 50\% \) at \( a = 0.03 \) fm. Thus, removal of the residual linear divergence is crucial to obtain a meaningful continuum limit. For overlap fermions the corresponding bias could be \( 10\% \) at \( 0.03 \) fm which might still be acceptable compared to other sources of uncertainty, but the fundamental problem is the same.

We believe that similar checks should be done for all LaMET calculations using bi-linear operators with Wilson link, e.g., quasi-PDFs, quasi-DAs, quasi-TMDs and so on. Comparison to calculations with large momentum for the nucleon suggests that the proposed check just requires the calculation of \( \mathcal{O}(200) \) propagators on each ensemble, while providing essential information to avoid possible misinterpretations of the results obtained, which is obviously a very well justified investment. For the pseudo-PDFs for which a ratio of hadron matrix elements is used for renormalization, it is also essential to verify that the linear divergence is indeed completely canceled, independent of all details of the specific simulation, e.g., of the momenta used.

The outcome of many such tests should allow to better understand the origin of these residues and should provide clues for how to remove them systematically \cite{32}. Let us stress that these residues become only sizable at small lattice spacings and that it is highly probable that the results obtained for not so fine lattices extrapolate smoothly to the continuum. So, existing results stay valid. However, the ultimate goal must be full control of the continuum limit and, therefore, this problem has to get solved.

The perturbative and non-perturbative study in lattice regularization beyond the 1-loop level is also essential, as a residual linear divergence is forbidden at the 1-loop level. We also confirmed the following expectations:

1) The linear divergences in the pion quasi-PDF matrix element with different fermion actions (overlap and clover) are the same. Combining with the consistency of the pion and nucleon matrix element shown in Ref. \cite{32}, we conclude that the linear divergences in different hadrons are the same, regardless of the fermions we use.

2) The linear divergence in the Wilson link is indeed gauge independent up to certain lattice artifacts, based on our calculation in the Coulomb and Landau gauges.

3) There is a residual linear divergence due to the gluon exchange between the external state and the Wilson line, which is absent at 1-loop level. Such a linear divergence is action-dependent for a quark state in the Landau gauge, while it is action-independent in the hadron state.
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The expression for the amputated Green’s function reads

\[ \Lambda_{\gamma_t}(z,p) = \tilde{F}_t(z,p)\gamma_t + \tilde{F}_z(z,p)\{\gamma_z z\} p_t + \tilde{F}_p(z,p) \frac{p_t p}{p^2}. \quad (15) \]
The renormalization constant we use for the main discussion, with the projector \( \gamma_t \) (the minimum projection defined in \cite{20}), just includes the \( \tilde{F}_t \) term. However, for the p-slash projector \( \slashed{p}/p_t \) we have,

\[
Z_p = \frac{Z_q(\mu)}{(\tilde{F}_t(z, p) + \tilde{F}_z(z, p)p_z + \tilde{F}_p(z, p)p^2 = -\mu^2)},
\]

which includes the contributions from not only the \( \tilde{F}_t \) term but also the \( \tilde{F}_z/p \) terms. If the linear divergences in all three terms are exactly the same and independent of \( p_z \), then the choice of the projector is irrelevant for the linear divergence cancellation. However, as shown in this contribution, the numerical verification is still valuable. With the momentum \( 2\pi(5, 5, 0)/L \) using the operator \( O_{\gamma_t}(z) \), the contributions from both \( \tilde{F}_z/p \) and the \( p_z \) dependence are absent since \( p_z = p_t = 0 \); but thanks to the rotational symmetry of the Euclidean 4-D lattice, we can consider operators like \( O_{\gamma_x}(x) \), \( O_{\gamma_y}(y) \) and \( O_{\gamma_z}(z) \), to obtain the necessary information to extract \( \tilde{F}_z/p \). With fixed \( z \) and \( p^2 \), we can extract \( \tilde{F}_{t/z/p} \) as function of \( p_z = k \) from the following conditions,

\[
\begin{align*}
\text{Tr}[\gamma_t A_{\gamma_t}]_{p=(k,k,0,0)} & = \tilde{F}_t(0), \\
\text{Tr}[\gamma_x A_{\gamma_x}]_{p=(k,0,0,k)} & = \frac{1}{2} \tilde{F}_p(0), \\
\text{Tr}[\gamma_y A_{\gamma_y}]_{p=(k,0,0,k)} & = \frac{1}{2} \tilde{F}_p(0), \\
\text{Tr}[\gamma_z A_{\gamma_z}]_{p=(0,0,k,k)} & = \frac{1}{2} \tilde{F}_p(0), \\
\text{Tr}[\gamma_x A_{\gamma_x}]_{p=(0,0,k,k)} & = \frac{1}{2} \tilde{F}_p(0), \\
\text{Tr}[\gamma_z A_{\gamma_z}]_{p=(0,0,k,k)} & = \frac{1}{2} \tilde{F}_p(0).
\end{align*}
\]

First of all, Fig. 13 shows the ratio \( \tilde{F}_t(k; z)/\tilde{F}_t(0; z) \) using overlap and clover fermions on HISQ sea ensembles. The darker data points show the real part and the lighter ones show the imaginary part.

Then we turn to the p-slash term \( \tilde{F}_p \) with \( p_z = 0 \). In the upper left panel of Fig. 14, we can see that the real part of \( \tilde{F}_p(0; z)/\tilde{F}_t(0; z) \) for overlap fermions converges at small lattice spacing when \( z \leq 0.4 \) fm, while discretization errors lead to deviations at larger lattice spacings. At large \( z \), it seems that the discretization error becomes much smaller and then the values for different lattice spacings approach one another, while for the smallest lattice spacing there are obvious deviations. Since \( \tilde{F}_p(0; z) \) is more than an order of magnitude smaller than \( \tilde{F}_t(0; z) \), it is understandable that discretization errors can have a larger impact and that its competition with the linear divergence can generate a complicated lattice spacing dependence. Comparing to the overlap fermion case, the clover fermion case shown in the upper right panel can be explained similarly: the linear divergence effect in the clover case is much larger as suggested by the lattice spacing dependence at large \( z \), and, therefore, the remnant linear divergent pattern is also visible at small \( z \).
FIG. 14. The $\tilde{F}_p(0; z)$ with zero momentum along the Wilson link (upper panels), and that with momentum $k = 10\pi / L$ (lower panels), normalized by $\tilde{F}_t(0; z)$, using the same simulation setup as Fig. 13.

The cases with $p_z \neq 0$ are much more complicated, for both overlap and clover fermions as is shown in the lower two panels of Fig. 14. The same arguments about the competition between the linear divergence and discretization errors also apply here.

The last part is the $z p_t \tilde{F}_z(0; z)$ term which can be understood using similar arguments. As shown in the upper panels of Fig. 13 for the $p_z = 0$ case, the values are about 30% of $F_t$ and then the linear divergence dominates the lattice spacing dependence; but for $p_z \neq 0$, shown in the lower panel, the values are much smaller ($\sim 10\%$ of $F_t$) and then both linear divergence and discretization error contribute equally to the lattice spacing dependence.

Thus, using the RI/MOM renormalization constant defined in Eq. (16) with the p-slash projection, will introduce an additional lattice spacing dependence due to the linear divergence and discretization errors, which can result in a complicated continuum extrapolation.

Eventually, in Fig. 16, we show the RI/MOM renormalized pion matrix elements $h^r_{\pi, \gamma t}(z)$ with the p-slash projection and $p = 2\pi (0, 0, 5, 5) / L$, for both overlap fermions (upper left panel) or clover fermions (upper right panel) on HISQ sea ensembles. The cases with the minimum projection (the $\gamma_t$ projector with $p_z = p_t = 0$) are also presented in the two lower panels for comparison. As in the left two panels, the difference between $h^r_{\pi, \gamma t}(z)$ at the smallest and largest lattice spacing with the p-slash projection is much larger than that for the minimum projection and overlap fermions. Thus, it is not surprising that the clover case can behave even worse, as is illustrated in the right two panels. While the real part of $h^r_{\pi, \gamma t}(z)$ using the p-slash projection is somehow similar for different lattice spacings when $z < 0.8$ fm, the imaginary part shows an obvious linear divergence remnant which cannot be removed by perturbative matching.
FIG. 15. Similar to Fig. 14 but for the $\tilde{F}_p(0; z)$ case.
FIG. 16. The RI/MOM renormalized pion matrix elements $h^r_{\pi,\gamma^t}(z)$ using the overlap (OV, upper left panel) or clover (CL, upper right panel) fermion on HISQ sea ensembles. The cases using the minimum projection are also shown in two lower panels for comparison. The darker data points correspond to the real parts and lighter ones are the imaginary parts. It is funny that the lattice spacing dependence of $h^r_{\pi,\gamma^t}(z)$ with the p-slash projection in the clover fermion case is majorly moved to the imaginary part.