Abstract—Signals of opportunity (SOPs) are a promising technique that can be used for relative positioning in areas where global navigation satellite system (GNSS) information is unreliable or unavailable. This technique processes features of the various signals transmitted over a broad wireless spectrum to enable a receiver to position itself in space. This work examines the frequency selection problem in order to achieve fast and accurate positioning using only the received signal strength (RSS) of the surrounding signals. Starting with a prior belief, the problem of searching for a frequency band that best matches a predicted location trajectory is investigated. To maximize the accuracy of the position estimate, a ranking-and-selection problem is mathematically formulated. A knowledge-gradient (KG) algorithm from optimal learning theory is proposed that uses correlations in the Bayesian prior beliefs of the frequency band values to dramatically reduce the algorithm’s processing time. The technique is experimentally tested for a practical scenario of an unmanned aerial vehicle (UAV) moving around a GPS-denied environment, with obtained results demonstrating its validity and practical applicability.

Index Terms—Signals of opportunity; relative positioning; vehicle tracking; adaptive learning.

I. INTRODUCTION

When GNSS signals are not available, various techniques have been proposed for localization, including the usage of inertial navigation systems (INS) [3], light and range sensor measurements [4], RSS measurements [5], [6], LIDAR measurements [7], information from cellular signals [8], signals of opportunity (SOPs) [9]–[11], as well as a wide-range of fused information from several of the aforementioned sources.

This work considers SOPs to calculate relative position information [9]–[11], as SOPs are readily available and with adequate signal strength (e.g., radio, television, and cellular signals) [3], [12]–[14] that can be used by vehicles to navigate, especially in GNSS-challenged environments. The focus of this work is on relative positioning with the use of SOPs and inertial measurement unit (IMU) information, in areas with unreliable or not available GNSS data.

In general, there is an extended range of real-world positioning problems where decisions are made under uncertainty and the goal is to reduce this uncertainty as much as possible. One way to accomplish this is via the gathering of as much information as possible concerning the system under investigation. One of the greatest challenges, however, is that the process of accumulating information can be very time-consuming and computationally expensive, motivating the need for conducting information gathering intelligently and efficiently [1], [2]. Thus, in this work, the aim is to explore how to achieve positioning and navigation using SOPs in an online (real-time) fashion by choosing the frequency spectrum to use for positioning (utilizing an algorithm to select the frequencies (FSA)) so as to decrease the system’s computational time. The ranking-and-selection problem can be utilized to model mathematically the problem at hand, i.e., to choose which frequency bands to evaluate. Further, to solve this problem, the knowledge gradient (KG) can be utilized to rank and select the best alternative frequency bands using Bayesian beliefs [15]. However, the conventional implementation of a KG algorithm requires large processing and storage requirements that can render it not appropriate for a real-time implementation.

In the state of the art on different KG techniques, relatively few have focused on developing efficient online algorithms utilizing the KG approach and there are currently no works on efficient real-time KG-based algorithms for localization purposes. For other applications, such as in drug discovery, [16] utilized the KG algorithm for selecting molecular compounds. That work investigated the computational complexity of the algorithm for that particular problem and the algorithm’s performance was validated using simulations. Moreover, the work in [17] employed a Bayesian learning strategy that dealt with experiments in the energy storage sector, calculating radial basis function approximations in order to solve the parameter estimation problem.

This work examines the performance of an online KG approach for SOP-based positioning (with regards to localization accuracy and system computational time), where the beliefs about the best alternative frequency bands are computed either using linear or non-linear models. The structure of these models is utilized in order to develop computational improvements to the relative positioning system (RPS) algorithm that we previously proposed in [18] (i.e., to develop the RPS+FSA technique). In comparison to the RPS approach in [18], the RPS+FSA algorithm manipulates the beliefs on the model parameters. Thus, since position estimation requires a large number of frequency band features, the proposed technique’s (RPS+FSA) contributions are the memory and computational requirements reduction while also it enables the KG algorithm to be utilized in cases with large datasets, allowing the calculation of vehicle position estimates in real-time.

An initial description of the frequency selection algorithm was presented in [19]. This work significantly extends the description of the RPS+FSA algorithm and includes a number...
of experiments to ascertain how frequency selection affects the online performance of the positioning algorithm. It is demonstrated that when the number of frequency bands is large, the RPS+FSA can significantly improve the computational time, thus enabling the usage of such a technique in an real-time practical positioning scenario. In terms of baseline comparisons, the performance of RPS+FSA is compared against the measured GPS+IMU information (i.e., the ground truth) in a (real-life) practical scenario, demonstrating that the trajectory of a UAV that is computed based on SOPs in conjunction with the FSA closely matches the recorded ground truth trajectory.

In the rest of the paper, the system model’s description is included in Sec. II while Sec. III elaborates on the KG-based extensions on RPS for frequency selection purposes. The experimental results are presented in Sec. IV while Sec. V offers concluding remarks, including future research directions.

II. SYSTEM MODEL

An online positioning algorithm is developed that selects the best alternative frequency bands out of $M$ alternatives and clusters them into a total of $I$ virtual transmitters that are used for the positioning of a receiver. The process is repeated over a sequence of $N$ frequency band sweeps that are required for navigating a vehicle across a specified area. The random variable $\Theta_i$, characterizing the $i$-th alternative frequency band distribution at the $n$-th spectrum sweep has an unknown mean $\mu_i$, known variance $\lambda$, and covariance matrix $\Sigma_i$ capturing the correlation between adjacent frequency bands ($\Theta_i \sim N(\mu_i, \Sigma_i)$). The set of random variables characterizing all $M$ bands for the $n$-th spectrum sweep are included in column vector $\Theta$ defined as $(\Theta_1, ..., \Theta_M)^T$.

$N$ sampling decisions, $x_0, x_1, ..., x_{N-1}$ are considered (one per sweep) and each measurement decision selects an alternative from set $[1, ..., M]$ for testing purposes. The sample observation $y_n$ is calculated and a number of iterations are required to learn the $\Theta$ values.

Throughout the experiments, a sequence of samples are observed and their identities (decisions) are created by the sequence $x_0, x_1, ..., x_{N-1}$. Thus, the posterior distribution of $\Theta_{n+1}$ is approximated by a normal distribution with mean $\mu_{n+1}$ and covariance $\Sigma_{n+1}$.

In this work, an approximate value $p_n$ of the vehicle’s position is obtained using a process of multitination (Sec. II-A) and filtering (Sec. II-B), while frequency band selection using the KG policy is used to speed-up the process (Sec. II-C).

A. Positioning Model

For the vehicle positioning problem considered in this work, a set of unknown transmitters $T_i$ are assumed that are allocated a subset of $M$ frequency bands, as well as a single receiver $R$ located onboard the vehicle that sweeps the wireless frequency spectrum to collect received signal strength (RSS) measurements from various transmission bands (Fig. 1). The RSS measurements can present notable variances caused by various phenomena such as fading and multipath, potentially leading to erroneous calculations of the distance. In order to tackle this problem, a large number of spectrum sweeps are collected and a path-loss model is employed.

Let $p \in \mathbb{R}^2$ denote the receiver’s unknown location in the 2D plane, and $q_i \in \mathbb{R}^2$ denote the $i$-th transmitter’s ($T_i$) unknown location in the 2D plane, with $i = 1, ..., I$. To compute distance measurements, the log-distance path-loss (PL) model is employed:

$$P_L = P_{TdBM} - P_{RdBM} = P_{L0} - 10n_{PL}\log_{10}\left(\frac{d}{d_0}\right) + X_G$$

(1)

with $P_{TdBM}$ and $P_{RdBM}$ denoting the power (in dBm) at the transmitter and receiver, respectively, $P_{L0}$ denoting the RSS at distance $d_0$ (i.e., the reference distance - 1 km in this case), $n_{PL}$ denoting the path loss exponent, and $X_G$ denoting the log-normal shadowing term (modeled as a normal Gaussian variable with zero mean). Subsequently, to calculate $P_{L0}$ utilizing the free-space path-loss model:

$$P_{L0} = 20\log_{10}(d_0) + 20\log_{10}(f_c) + 20\log_{10}\left(\frac{4\pi}{c_{vel}}\right)$$

(2)

with $f_c$ being the central frequency (in MHz) and $c_{vel}$ the speed of light. The aforementioned PL model is able to capture phenomena such as fading and multipath [20] that are affecting the RSS measurements, while $n_{PL}$ (i.e., the path-loss exponent) is governed by environmental conditions (e.g., in urban areas $n_{PL} = 2.7 - 3.5$).

Localization tries to determine an estimate of a node’s position, applying range-based techniques such as trilateration or multilateration [21], [22], [23]. The transmitter-receiver distances are required for estimating the position of the moving vehicle, applying a range-based technique and utilizing the transmitters’ estimated locations before the GNSS information was lost. The reader should note that the assumption in this work is that each transmitter emits information in a circle, with radius equal to the distance to the receiver, enabling the localization of the unknown node (i.e., at the intersection of these circles). Specifically, the transmit-receiver distance (on a plane) is given by:

$$d_i = \sqrt{(p(1) - q(1))^2 + (p(2) - q(2))^2}$$

(3)

where $p(1)$ and $p(2)$ are the position estimates of the UAV agent’s receiver in the two dimensions and $q(1), q(2)$ are the 2D coordinates of the $i$-th transmitter.
It should be noted that the relative position of the receiver can be calculated without having prior information about the exact transmitter locations. Instead, the initial location of the transmitters can be set to any arbitrary value and the relative receiver position can be calculated thereafter based on the RSS values collected. To calculate the estimated transmitter-receiver distances an overdetermined system (no unique solution) is utilized, linearized as \( A \hat{p} = b \) with:

\[
A = 2 \begin{bmatrix}
(q_{1}(1) - q_{1}(2)) & (q_{2}(1) - q_{2}(2)) \\
(q_{1}(1) - q_{1}(3)) & (q_{2}(1) - q_{2}(3)) \\
\vdots & \vdots \\
(q_{1}(1) - q_{1}(n)) & (q_{2}(1) - q_{2}(n))
\end{bmatrix},
\]

\[
b = \begin{bmatrix}
q_{1}^{2}(1) - q_{1}^{2}(2) + q_{2}^{2}(1) - q_{2}^{2}(2) + d_{1}^{2} - d_{2}^{2} \\
q_{1}^{2}(1) - q_{1}^{2}(3) + q_{2}^{2}(1) - q_{2}^{2}(3) + d_{1}^{2} - d_{1}^{2} \\
\vdots \\
q_{1}^{2}(1) - q_{1}^{2}(n) + q_{2}^{2}(1) - q_{2}^{2}(n) + d_{1}^{2} - d_{1}^{2}
\end{bmatrix}.
\]

To solve this linearized system the least square (LSQ) method is utilized \([24, 25]\), providing the best (approximated) solution:

\[
e = A \hat{p} - b
\]

\[
\hat{p} = (A^\top A)^{-1}(A^\top b).
\]

### B. Extended Kalman Filter

To further improve on the position estimates, an extended Kalman filter (EKF) is further employed. Using the RSS values as well as the on-board IMU measurements of the vehicle’s state at time \( n \), the state at time \( n + 1 \) can be estimated \([5, 24, 26, 27]\). Prediction, which is the initial step, includes the \( \hat{p}_{n+1} \), state transition matrix \( F \), and error covariance \( \hat{P}_{n+1} \). Subsequently, the measurement update step calculates the Kalman gain \( K \) and the next error covariance matrix \( \hat{P}^+ \) as well as the next state \( \hat{p}^+ \):

\[
\hat{P}_{n+1} = FP_{n}F^\top + Q
\]

\[
K = \hat{P}_{n+1}H^\top(\hat{H}_{n+1}H^\top + R)^{-1}
\]

\[
\hat{p}^+_{n+1} = \hat{p}_{n} + K(z_{n+1} - H \hat{p}_{n+1})
\]

\[
\hat{P}^+ = (I - KH)\hat{P}_{n+1}
\]

with \( z_{n+1} \) denoting the relative measurements, \( H \) the measurement matrix, \( R \) the matrix consisting of the variances of the process noise vector, and \( Q \) the covariance matrix.

### C. Frequency Selection Algorithm

The EKF position estimate \( \hat{p}_{n} \) at time \( n \) is then used for optimized frequency selection at sweep \( n + 1 \). Let \( \gamma_{i} \) denote the contribution of \( T_{i} \) and \( \theta \) denote a vector of weights with random initial values trying to converge to the \( \mu_{n} \)’s value best estimate. Then, a linear model of the position estimate is given by:

\[
y_{m}^{n} = \theta_{0}^{n} + X^{n}_{1}\theta_{1}^{n} + X^{n}_{2}\theta_{2}^{n} + \ldots + X^{n}_{i}\theta_{i}^{n} + \epsilon_{m}^{n}.
\]

Since each transmitter consists of a subset of all \( M \) frequency bands, then the model can be rewritten based on the features given by the measured signal strengths \( RSS_{1}^{n}, ..., RSS_{m}^{n} \) as:

\[
y_{m}^{n} = \theta_{0}^{n} + RSS_{1}^{n}\theta_{1}^{n} + RSS_{2}^{n}\theta_{2}^{n} + \ldots + RSS_{m}^{n}\theta_{m}^{n} + \epsilon_{m}^{n}.
\]

Hereafter, an independent normal prior distribution on \( \theta \) and RSS is assumed. Then, the mean of our belief at time \( n = 0 \) of alternative \( m \) is \( \mu_{n}^{0} \) and the covariance \( \Sigma_{m}^{0} \). The knowledge-gradient factor \( v_{KG,n}^{m} \) captures the incremental value obtained from measuring a specific alternative \( m \) as follows:

\[
v_{KG,n}^{m} = \max_{x}E_{n}[\max_{m}(\mu_{n+1}^{m} - \max_{m}\mu_{n}^{m})].
\]

The posterior distribution \( \mu_{n+1}^{m} \) is computed after each decision \( x \) is made based on our prior distribution with parameters \( \mu_{n}^{m} \) and \( \Sigma_{m}^{n} \) as follows:

\[
\mu_{n+1}^{m} = \mu_{n}^{m} + \frac{\gamma_{m}^{n+1} - \mu_{x}^{n}\Sigma_{n}\epsilon_{x}}{\lambda_{x} + \Sigma_{x}^{n}}
\]

\[
\Sigma_{n+1}^{m} = \Sigma_{n}^{m} + \frac{\Sigma_{n}\epsilon_{x}\Sigma_{n}^{\top}}{\lambda_{x} + \Sigma_{x}^{n}}
\]

where \( \epsilon_{x} \) is a column \( M \)-vector with a value 1 at index \( x \), while the remaining values are zeros. Also, utilizing Eqs. \([16, 17]\), the variance can be measured as \( \hat{\sigma}^{2} = \frac{\Sigma_{x}^{n}\epsilon_{x}\Sigma_{n}^{\top}\Sigma_{x}^{n}}{\lambda_{x} + \Sigma_{x}^{n}} \).

Given a random variable \( Z_{n+1}^{x} = \frac{\gamma_{m}^{n+1} - \mu_{x}^{n}}{\sqrt{\lambda_{x} + \Sigma_{x}^{n}}} \), then the realization of the next position estimate \( \mu_{n+1}^{m} \) can be computed as \( \mu_{n+1}^{m} = \mu_{n}^{m} + \lambda Z_{n+1}^{x} \). Thus, the decision \( x \) on which frequency bands to sense at time \( n \) can be computed as:

\[
\arg\max_{x}[E_{n}[\max_{m}\mu_{n+1}^{m}] - \max_{m}\mu_{n}^{m}] = \arg\max(h(\mu_{n}^{m}, \hat{\sigma}^{2})).
\]

Here, \( h(\mu_{n}^{m}, \hat{\sigma}^{2}) \) is defined as \( E_{n}[\max_{m}(\mu_{n}^{m} + w_{m}Z)] \), where \( g \) and \( w \) are dimensional \( M \) vectors with \( g = \mu_{n}^{m} \) and \( w = \hat{\sigma}^{2} \).

To understand the calculation in Eq. \([18]\) assume a vector of consecutive choices \( c \). Initially, the \( w \) vector values are sorted so that \( w_{1} < w_{2} < \ldots < w_{M} \) and lines \( g_{m} + w_{m}c_{m} \) are created, giving rise to:

\[
c_{m} = \frac{g_{m} - g_{m+1}}{w_{m+1} - w_{m}}.
\]

A range of \( c \) values is calculated at each iteration, with a specific choice dominating. Thus, if \( c_{m+1} < c_{m} \), then the value is removed from the set until reaching the dominant choice. The computation of the choice sequence \( c \) subsequently leads to the computation of the KG value:

\[
v_{KG}^{m} = h(g, w) = \log \sum_{i=1}^{M-1} (w_{m+1} - w_{m})f(|c_{m}|)
\]

where the function \( f \) is given by \( f(c) = \Phi(c) + \phi(c) \) where \( \Phi \) denotes the normal cumulative distribution function and \( \phi \) denotes the normal density. Then, \( v_{KG}^{m} \) is used to find the alternative \( x \) values at each sample iteration and to compute the best alternative \( x^{*} \) over a number of \( N \) measurements.

Regarding the KG’s online learning computation, a recursive estimation variant can be realized as \( \mu_{x}^{m+1} = \mu_{x}^{m} + (N - \ldots) \).
$n) v^K_{n}$. In this non-stationary policy, frequency band selection decisions are made based on the knowledge state as well as the belief in measuring the various alternatives at an arbitrary instance $n$.

III. KG-BASED RPS EXTENSIONS

Several variations to the online KG computations can be made to further improve accuracy and reduce the computational complexity. In the following sections, three such extensions are described.

A. KG Algorithm for Correlated Beliefs (KGCB) on Attributes

To further reduce complexity in computing the KG-values a recursive expression is elaborated hereafter that is considerably more efficient than the case where $\mu^m_n$ and $\Sigma^m_n$ are maintained. Let the belief of $\Theta$ be expressed as follows:

$$ \Theta \sim N(X^n \theta^0, X^n C^m_n (X^n)^\top) $$

with mean $\theta^0$ and covariance matrix $C^m_n$. The parameters of the prior distribution are denoted as $\mu^m_n = X \theta^0$ and $\Sigma^m_n = X^n C^0_m (X^n)^\top$. Similarly, $\mu^m_n$ and $\Sigma^m_n$ are the mean and covariance following $n$ measurements and the posterior belief distribution results in a multivariate normal distribution. Let $\tilde{x}^n$ denote a column-vector with ones/zeros expressing the frequency band alternatives at an arbitrary instance $n$. The updated KG equations can then be expressed as follows:

$$ \theta^{n+1} = \theta^n + \frac{\tilde{e}^{n+1} C^m_n x_n}{\gamma_n} \tag{21} $$

$$ \tilde{e}^{n+1} = y^{n+1}_m - (X^n \theta^0)^\top \tilde{x}^n \tag{22} $$

$$ \gamma_n = \lambda + (\tilde{x}^n)^\top C^m_n \tilde{x}^n \tag{23} $$

$$ C^{m+1}_n = C^m_n - \frac{1}{\gamma_n} (C^m_n \tilde{x}^n (\tilde{x}^n)^\top C^m_n) \tag{24} $$

When the number of attributes is large, the recursive expressions for $\theta^0$ and $\Sigma^m_n$ are easier to maintain, since the dimensions of $\Sigma^m_n$ grow exponentially with the number of attributes. Utilizing the $\Sigma^m_n$ and $\mu^m_n$ obtained from the updated KG equations the $\tilde{e}^{n}$ can then be computed as $\tilde{e}^n = \Sigma^m_n / \sqrt{\lambda_x + \Sigma^m_{xx}}$ and can be used in the KG factor for alternative band $x$, i.e., $v^{KG} = h(\mu^m_n, \tilde{e}^n)$, with $\Sigma^m_n = X^n C^m_n (X^n)^\top$.

This approach significantly improves on the general KG algorithm because it calculates only a column vector $\Sigma^m_n$ in comparison with the full $\Sigma^n$ matrix. Thus, for $x$ dimensions with $M_x$ alternatives, the computational complexity reduces from $O(M^2 \log M)$ to $O(M^2 \log M_x)$.

B. KGCB Utilizing a Non-linear Model

To further improve on the position accuracy, a non-linear model in the KG factor calculations can be employed to better capture the relationship of the correlated beliefs. Hereafter, instead of the linear relationship in Eq. (13), a quadratic function is employed as follows:

$$ v^{KG,n} = \max_x [\max_m J^{n+1}_m] - \max_m \mu^m_n \tag{25} $$

$$ J^m_n = f(X)^n \theta^0 + \epsilon^0. \tag{26} $$

Let $f(X)^n$ be a vector of RSS values containing the information extracted from the relative transmitter $T_i$ and $J$ the resulting observation at time $n$. This posterior distribution is multivariate normal, having $J^m_n$ (i.e., $m$ alternative observations at each time $n$) and $\Sigma^m_n = f(X)^n C^m_n (f(X)^n)^\top$. Under this assumption, there exist a $\theta^n$ and $C^m_n$ denoted with the following recursive expressions:

$$ \tilde{e}^{n+1} = \tilde{e}^n + \frac{J^{n+1}_m - f(X)^n \theta^n}{\lambda_x + f(X)^n C^m_n f(X)^n} C^m_n f(X)^n \tilde{e}^n \tag{27} $$

$$ \tilde{e}^{n+1} = \tilde{e}^n + \frac{1}{\lambda_x + f(X)^n C^m_n f(X)^n} C^m_n f(X)^n (f(X)^n)^\top C^m_n. \tag{28} $$

Then, to calculate the KG value it suffices to compute $J^m_n$ and $\tilde{e}^n$ employing $h(J^m_n, \tilde{e}^n)$. Thus, the algorithm described above uses the KG concept (with the computational steps being to a great extent the same) with the non-linear model utilized for the computation of the mean and covariance values used in the KG value equation (i.e., Eq. (25)).

C. Subset Policy (SP)

To further reduce the processing time needed to compute the best choices that can maximize the position performance, a subset policy is also considered. A new set of alternatives of the vector $\mu^m_n$ is created utilizing Monte Carlo sampling which includes the most promising $K$ alternatives (e.g., in terms of RSS information) at time $n$. The reduced distribution ($R$) of the remaining alternatives consists of $\mu^{R,n}_m$ and $C^{K,n}_m$. Then the KG algorithm runs using these new parameters. Thus, since $K$ is much smaller than the $M$ alternatives, the computational cost is reduced to $O(K^2 \log K)$.

IV. PERFORMANCE ANALYSIS

To evaluate the performance of the RPS+FSA system and its variants, a real setup is considered using an unmanned aerial vehicle equipped with: (1) all the onboard sensors (logging GPS and IMU measurements), (2) a software defined radio (SDR) to conduct frequency sweeps and to collect SOP RSS values (0 – 3000 MHz), (3) an Nvidia Jetson Nano to process the data, execute the RPS+FSA algorithms and provide position estimates. The overall implementation is shown in Fig. 1 and was utilized for 60 outdoor experiments conducted in a suburban area (university campus) at a constant altitude of 50m. In the results depicted below, the performance of RPS+FSA is analyzed and compared with the UAV’s GPS
information fused with the IMU information that is used as the ground truth, collected over a period of 20 minutes. A full sweep to the $M$ frequency bands occurs $U$ number of times and the RPS+FSA technique uses the best alternatives bands for positioning at an arbitrary instance in time.

Figure 3 depicts the $x$-coordinate GPS+IMU positions (in red), and the position estimates obtained by the online KGCB algorithms (linear model (in blue) and non-linear model (in green)) for different values of $U$, while the estimate error $\hat{e}$ for the $x$-coordinates (for the non-linear and linear models) is shown in Fig. 4. Note that the $y$-coordinate error values follow the same pattern and thus are omitted due to space limitations.

As shown in Fig. 3, by frequently revisiting all frequency bands (i.e., higher $U$ values) the algorithm is able to better track the vehicle movement over time. In addition, both the linear and non-linear KGCB models achieve adequate performance. Further, as shown in Fig. 4 the error observed using the linear model reaches up to 20m in some cases, while the non-linear model is able to reduce the error considerably (on average), as the non-linear parameter estimation manages to better approximate the weights and thus achieve better performance results compared to its linear counterpart.

Furthermore, the performance of the subset policy is evaluated in comparison to the full algorithm execution. As expected, the computational time is significantly reduced (Fig. 5a), with the estimation error $\hat{e}_z$ (Fig. 5d) also further reducing when SP is employed, as compared to the results in Fig. 4 since now only the subset of most useful frequency bands are employed. In addition, and as observed previously, the non-linear model that also utilizes the SP achieves better performance results compared to the linear model.

Finally, Fig. 6 illustrates the vehicle trajectory recorded by GPS+IMU, overlayed by the RPS+FSA trajectories with and without SP. As demonstrated by these trajectories, RPS+FSA manages to accurately follow the GPS+IMU recorded values, while also doing this efficiently and fast (i.e., in real time).

V. CONCLUSION

In this work, a method for accurate and fast positioning is described and evaluated (RPS+FSA), that adaptively chooses a sequence of frequency bands in an online fashion considering RSS values extracted from SOPs and IMU measurements. The problem of choosing which frequency bands to consider is formulated in such a way so as to minimize the positioning error, while also reducing computational time and memory requirements. The algorithm used for calculating the frequency bands that maximize the accuracy of relative localization ($x$−$y$ coordinates) can be efficiently implemented in scenarios with large RSS datasets. This is demonstrated in an experimental set-up of a practical real-world scenario, that showed that utilizing this method can achieve high positioning accuracy in real time.

Extensions to this work include fusion of position estimates using information from RGB and TOF cameras, as well as considering distributed techniques with multiple agents that are collaborating with each other for localization purposes.
Fig. 5: (a) Computational time and (b) Estimation error $\hat{e}_x$ (in meters) of the $x$-coordinates for the KGCB algos. with and without SP.

Fig. 6: Trajectory comparisons while employing GPS+IMU and the different variants of RPS+FSA.
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