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Abstract

Randomized Smoothing (RS) is a promising method for obtaining robustness certificates by evaluating a base model under noise. In this work we: (i) theoretically motivate why ensembles are a particularly suitable choice as base models for RS, and (ii) empirically confirm this choice, obtaining state of the art results in multiple settings. The key insight of our work is that the reduced variance of ensembles over the perturbations introduced in RS leads to significantly more consistent classifications for a given input, in turn leading to substantially increased certifiable radii for difficult samples. We also introduce key optimizations which enable an up to 50-fold decrease in sample complexity of RS, thus drastically reducing its computational overhead. Experimentally, we show that ensembles of only 3 to 10 classifiers consistently improve on the strongest single model with respect to their average certified radius (ACR) by 5% to 21% on both CIFAR-10 and ImageNet. On the latter, we achieve a state-of-the-art ACR of 1.11. We release all code and models required to reproduce our results upon publication.

1 Introduction

Modern deep neural networks are successfully applied to an ever-increasing range of applications, but while they often achieve excellent accuracy on the data distribution they were trained on, they have been shown to be very sensitive to slightly perturbed inputs, called adversarial examples [1, 2]. This limits their applicability to safety-critical domains. Heuristic defenses against this vulnerability have been shown to be breakable [3, 4] highlighting the need for provable robustness guarantees.

A promising method providing such guarantees for large networks is randomized smoothing (RS) [5]. The core idea is to provide probabilistic robustness guarantees with arbitrarily high confidence by adding noise to the input of a base classifier and computing the expected classification over the perturbed inputs using Monte Carlo sampling. The key to obtaining high robust accuracies is a base classifier with low variance with respect to these perturbations that remains consistently accurate even under high levels of noise. Existing works use different regularization and loss terms to encourage such behavior [6, 8], but are ultimately all limited by the bias-variance trade-off of individual models. We show first theoretically and then empirically how ensembles can be constructed to significantly reduce this variance component and thereby increase certified radii for individual samples and consequently certified accuracy across the whole dataset.

Ensembles are a well-known tool for reducing classifier variance at the cost of increased computational cost [9]. However, in the face of modern architectures [10, 11] allowing the stable training of large models, they have been considered computationally inefficient. Yet, recent work [12] shows ensembles to be more efficient than single monolithic networks in many regimes. In light of this, we develop a theoretical framework analyzing this variance reducing property of ensembles under the perturbations introduced by RS. Further, we show how this reduced variance can significantly
increase the prediction probability of the majority class leading to much larger certified radii than evaluating more perturbations with an individual model.

Certification with RS is computationally costly as the base classifier has to be evaluated many thousand times. To avoid exacerbating these costs by using ensembles as base models, we develop two techniques: (i) an adaptive sampling scheme for RS, which certifies samples for predetermined certification radii in stages reducing the mean certification time up to 50-fold and (ii) a special aggregation mechanism for ensembles which only evaluates the full ensemble on challenging samples, for which there is no consensus between a predefined subset of the constituting models.

Main Contributions Our key contributions are:

- A novel, theoretically motivated and statistically sound soft-ensemble scheme for randomized smoothing, reducing perturbation variance and increasing certified radii (§4 and §5).
- A data-dependent adaptive sampling scheme for RS that reduces the sample complexity for predetermined certification radii in a statistically sound manner (§6).
- An extensive evaluation, examining the effects and interactions of ensemble size, training method, and perturbation size. We obtain state-of-the-art results on ImageNet and CIFAR10 for a wide range of settings, including denoised smoothing (§7).

2 Related Work

Adversarial Robustness Following the discovery of adversarial examples [1, 2], defenses aiming to robustify networks were proposed [13, 14]. Particularly relevant to this work are approaches that certify or enforce robustness properties. We consider probabilistic and deterministic approaches.

Deterministic certification methods compute the reachable set for given input specifications using convex relaxations [15–23], mixed integer linear programming [24], semidefinite programming [25, 26], or satisfiability modulo theories [27, 28], to reason about properties of the output. To obtain networks amenable to such approaches, specialized training methods have been proposed [22, 29–32].

Probabilistic certification [5, 33, 34] introduces noise to the classification process to obtain probabilistic robustness guarantees, allowing the certification of larger models than deterministic methods. We review Cohen et al. [5], which has been extended in numerous ways [35–44], in §3 and associated training methods [6–8, 45] in App. D.3.

Ensembles have been extensively analysed with respect to different aggregation methods [46, 47], diversification [48], and the reduction of generalization errors [49, 50]. Randomized Smoothing and ensembles were first combined in Liu et al. [51] as ensembles of smoothed classifiers. However, the method does not retain strong certificates for individual inputs, thus we consider the work to be in a different setting from ours. We discuss this in App. A. While similar at first glance, Qin et al. [52] randomly sample models to ensemble, evaluating them under noise to obtain an empirical defense against adversarial attacks. They, however, do not provide robustness guarantees.

3 Randomized Smoothing

In this section, we review the relevant background on Randomized Smoothing (RS) as introduced in Cohen et al. [5]. We let \( f : \mathbb{R}^d \mapsto \mathbb{R}^m \) denote a base classifier that takes an \( d \)-dimensional input and produces \( m \) numerical scores (logits), one for each class. Further, we let \( F(x) := \arg \max_q f_q(x) \) denote a function \( \mathbb{R}^d \mapsto [1, \ldots, m] \) that directly outputs the class with the highest score.

For a random variable \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \) we define a smoothed classifier \( G : \mathbb{R}^d \mapsto [1, \ldots, m] \) as

\[
G(x) := \arg \max_c \mathcal{P}_{\epsilon \sim \mathcal{N}(0, \sigma^2 I)}(F(x + \epsilon) = c).
\]

This classifier \( G \) is then robust to adversarial perturbations as follows:

**Theorem 3.1** (From [5]). Let \( c_A \in [1, \ldots, m] \), \( p_A, p_B \in [0, 1] \). If

\[
P_\epsilon(F(x + \epsilon) = c_A) \geq p_A \geq p_B \geq \max_{c \neq c_A} P_\epsilon(F(x + \epsilon) = c),
\]

then \( G(x + \delta) = c_A \) for all \( \delta \) satisfying \( ||\delta||_2 \leq R \) with \( R := \frac{\sigma}{\sqrt{2}} (\Phi^{-1}(p_A) - \Phi^{-1}(p_B)) \).
Here, given \( x \), if an attacker selects \( x' \) from \( \{ x + \eta \ | \ | \eta |_2 \leq \delta \} \), then showing \( R \geq \delta \) in Theorem 3.1 certifies that \( G(x) = G(x') \).

Computing the exact probabilities \( P_{\Gamma}(F(x + \epsilon) = \Gamma) \) is generally intractable. Thus, to allow practical application, Certify \[5\] (see Algorithm 1) utilizes sampling: \( n_0 \) samples to determine the majority class, then \( n \) samples to compute a lower bound \( p_A \) with confidence \( 1 - \alpha \) via the Clopper-Pearson lemma \[53\]. If \( p_A > 0.5 \), we set \( p_B = 1 - p_A \) and obtain radius \( R = \sigma \Phi^{-1}(p_A) \) via Theorem 3.1 else we abstain (return \( \odot \)). To obtain high certified radii, the base model \( F \) must be trained to cope with the added Gaussian noise \( \epsilon \). To achieve this, several training methods \[5,8,45\], discussed in App. D.3 have been introduced.

4 Randomized Smoothing for Ensemble Classifiers

In this section, we extend the methods discussed in \[3\] from single models to ensembles before delving into the theoretical analysis in \[5\] and an efficient evaluation strategy in \[4\].

For a set of \( k \) classifiers \( \{ f^l : \mathbb{R}^d \rightarrow \mathbb{R}^m \}_{l=1}^k \), we construct an ensemble \( \bar{f} \) via weighted aggregation, \( \bar{f}(x) = \sum_{l=1}^k w^l \gamma (f^l(x)) \), where \( w^l \) are the weights and \( \gamma : \mathbb{R}^m \rightarrow \mathbb{R}^m \) is a post-processing function. Soft-voting (where \( \gamma \) denotes identity) and equal weights \( w^l = \frac{1}{k} \) perform experimentally well (see App. E.3.1) while mathematically simple. Thus, we consider averaging of the logits:

\[
\bar{f}(x) = \frac{1}{k} \sum_{l=1}^k f^l(x) \tag{2}
\]

The ensemble \( \bar{f} \), and its corresponding hard-classifier \( \bar{F}(x) := \arg \max_q \bar{f}_q(x) \), can be used without further modification as base classifiers for RS. In the following section, we will show that the ensemble has reduced variance with respect to the perturbations \( \epsilon \), and thus will predict the majority class \( \hat{c}_A \) more often, increasing both the true majority class probability \( p_A \) and its lower confidence bound \( \hat{p}_A \), key for increasing the certified radius as per Theorem 3.1.

While not required for the theoretical analysis we assume all \( k \) classifiers to use identical architecture, hyperparameters and training loss function. We find that different random seeds and the training methods introduced in App. D.3 produce sufficiently diverse classifiers of similar performance.

**K-consensus Aggregation** To reduce both inference and certification times, we can adapt the ensemble aggregation process to return an output early when there is consensus. Concretely, we first order the classifiers in an ensemble by their accuracy (under noisy inputs) on a holdout dataset. Then, when evaluating \( \bar{f} \), we query classifiers in this order. If the first \( K \) individual classifiers agree on the predicted class, we perform soft-voting on these and return the result without evaluating the remaining classifiers. Especially for large ensembles, this approach can significantly reduce inference time without hampering performance, as the ratio \( \frac{k}{n} \) can be large.

We note that (i) similar approaches for only evaluating part of an ensemble have been proposed \[47,54,55\], and (ii) that the approach does not affect the mathematical guarantees of RS.

5 Variance Reduction via Ensembles for Randomized Smoothing

We now show why ensembles \( \bar{f} \) (cf. Eq. (2)) are well-suited as base classifiers for RS. To this end, we first model the output of \( \bar{f} \) and an individual \( f^l \) as general distributions characterized by their mean and variance. Then, we assume Gaussian distributions and instantiate them with estimated parameters, illustrating the variance reduction on an ensemble of \( \text{ResNet20} \). Doing so allows us to understand and predict the observed performance gains. For this analysis, we ignore \( K \)-consensus aggregation. We defer algebraic derivations between the steps shown in this section to App. B.
We observe that both variance components go towards their corresponding correlation coefficients with RS, the first step is to determine the majority class. Without loss of generality, we will in the following assume, that it has been determined to index $c$ to be multivariate Gaussian, it follows $\mathbb{E}[z_i] = c_1 - c_i$ and thereby the certified radius as per Theorem 3.1. We thereby obtain the following variance:

$$\text{Var}[\bar{z}_i] = \frac{k + 2\binom{k}{2}\zeta_p}{k^2} \left( \sigma^2_p + \sigma^2_c - 2\rho_p,1\sigma_p,1\sigma_c,1 \right) + \frac{k + 2\binom{k}{2}\zeta_c}{k^2} \left( \sigma^2_c + \sigma^2_c - 2\rho_c,1\sigma_c,1\sigma_c,1 \right).$$

### Ensemble

Now, we construct an ensemble of $k$ of these classifiers. We use soft-voting (cf. Eq. (2)) to compute the ensemble output $\bar{y} = \frac{1}{k} \sum_{l=1}^k y^l$ and then the corresponding classification margins $\bar{z}_i = y_1 - y_i$. By the linearity of expectation $\mathbb{E}[\bar{z}_i] = \mathbb{E}[z_i] = c_1 - c_i$. We assume $y^p_i$ and $y^l_i$ to be correlated with $\zeta_p \Sigma_p$ for classifiers $i \neq j$ and similarly model the correlation of $y^p_c$ and $y^l_c$ with $\zeta_c \Sigma_c$. We thereby obtain the following variance:

$$\text{Var}[\bar{z}_i] = \frac{k + 2\binom{k}{2}\zeta_p}{k^2} \left( \sigma^2_p + \sigma^2_p - 2\rho_p,1\sigma_p,1\sigma_p,1 \right) + \frac{k + 2\binom{k}{2}\zeta_c}{k^2} \left( \sigma^2_c + \sigma^2_c - 2\rho_c,1\sigma_c,1\sigma_c,1 \right).$$

### Variance Reduction

We can split $\text{Var}[\bar{z}_i]$ into the components associated with the perturbation effect $\sigma^2_p(k)$ and the clean prediction $\sigma^2_c(k)$, both as functions of the ensemble size $k$. We now compare these variance terms independently to the corresponding terms of an individual classifier dropping the subscripts $c$ and $p$ from $\sigma^2_p(k)/\sigma^2_p(1)$ and $\sigma^2_c(k)/\sigma^2_c(1)$ as they follow the same structure:

$$\frac{\sigma^2(k)}{\sigma^2(1)} = \frac{(1 + \zeta(k - 1))(\sigma^2 + \sigma^2 - 2\rho_1,1\sigma_1,1)}{k(\sigma^2 + \sigma^2 - 2\rho_1,1\sigma_1,1)} = \frac{1 + \zeta(k - 1)}{k} \xrightarrow{k \to \infty} \zeta.$$

We observe that both variance components go towards their corresponding correlation coefficients $\zeta_p$ and $\zeta_c$ as ensemble size grows, highlighting the importance of diverse classifiers.

Especially for samples that are near a decision boundary, this variance reduction will lead to much more consistent predictions, in turn significantly increasing the lower confidence bound on the success probability and thereby the certified radius as per Theorem 3.1.

### Gaussian Perturbation Error

By assuming all $y^p_i$ and $y^l_i$ to be multivariate Gaussian, it follows that all random variables derived above are also multivariate Gaussian with the respective mean and (co)variance. Theoretically, this follows from Gaussian perturbations for a locally linear model for $y^p_i$.
The probability density is given by
\begin{equation}
    p_1 := \mathcal{P}(\tilde{F}(x + \epsilon) = 1) = \mathcal{P}(\zeta_i > 0 : \forall 2 \leq i \leq m) = \int_{\zeta_1, \ldots, \zeta_m > 0, \forall 2 \leq i \leq m} \mathcal{P}(\tilde{Z} \sim N(\bar{\mu}, \bar{\Sigma})(\tilde{Z} = \zeta)) \, d\zeta. \tag{3}
\end{equation}

Knowing this probability, \( p_1 \), of predicting a noisy sample as majority class, we can calculate a probability distribution over the certifiable radii reported by CERTIFY (up to choosing an incorrect majority class \( \hat{c}_A \)) for a given confidence level \( \alpha \), sample number \( n \) and perturbation variance \( \sigma^2 \) as:

\begin{equation}
    \mathcal{P}(R = \sigma, \Phi^{-1}(p_1(n_1, n, \alpha))) = \mathcal{B}(n_1, n, p_1), \quad \text{for } R > 0 \tag{4}
\end{equation}

with the probability \( \mathcal{B}(s, r, p) \) of drawing \( s \) successes in \( r \) trials from a Binomial distribution with success probability \( p \), and the lower confidence bound \( p(s, r, \alpha) \) to the success probability of a Bernoulli experiment given \( s \) successes in \( r \) trials with confidence \( \alpha \) according to the Clopper-Pearson interval [3]. We now replace the free parameters, \( c, \Sigma_c, \Sigma_p, \zeta_c, \zeta_p \), in these formulas with estimates from a real ensemble to show the modeling fit.

**Empirical Analysis**

To instantiate our theoretical analysis, we consider an ensemble of up to \( k = 50 \) GAUSSIAN trained ResNet20 (for details see [4]) at \( \sigma_c = 0.25 \). We estimate \( c \) and \( \Sigma_c \) as the mean and covariance of the output on a randomly chosen sample \( x \). Subtracting the clean outputs from those for the perturbed samples and enforcing zero mean, we estimate the covariance matrix \( \Sigma_p \). We determine \( \zeta_c \) and \( \zeta_p \) by computing all pairwise covariances between all logits of two classifiers and computing the median ratio between the obtained inter-classifier covariance with the intra-classifier covariance. We observe \( \zeta_c \approx 0 \) and \( \zeta_p \approx 0.82 (\pm 0.048 \text{ standard error}) \). We note that \( \zeta_c \approx 0 \) implies that our models can be treated as independent conditioned on a fixed input.

Plugging these estimates into our model, under the Gaussian assumption, we observe a significant decrease in the variance of the classification margin to the runner up class (see Fig. [4](a)). The majority class success probability (see Eq. [5]) for an individual perturbation is effectively equal to the area under the corresponding curve on the right hand side of the decision threshold \( z = 0 \), and increases significantly as variance decreases with ensemble size (see Fig. [4](b)). This increase in turn translates into much larger expected certified radii (see Fig. [4](c)) for a given number of sampled perturbations (here \( n = 10^3 \)) via Eq. [6]. In contrast, sampling more perturbations will, in the limit, only recover the true success probability. In our example, going from one classifier to an ensemble of 50 increases the expected certified radius by 191% while increasing the number of perturbations drawn for a single model only yields a 28% increase (see Fig. [4](c)). These effects are strongest close to the decision boundary (\( p_A \ll 1 \)) where small increases in \( p_A \) impact the certified radius more than the number of samples \( n \).

As illustrated Fig. [4] this reverses if \( p_A \approx 1 \) already for an individual classifier.
Algorithm 2 Adaptive Sampling

1: function CERTIFYADP(F, σ, x, n₀, {nᵢ}ⱼ, s, α, β, r)
2: cts₀ ← SAMPLEUNDERNOISE(F, x, n₀, σ)
3: ℵₐ ← top index in cts₀
4: for i ← 1 to s do
5: cts ← SAMPLEUNDERNOISE(F, x, nᵢ, σ)
6: pₐ ← LOWERCONFBD(cts[ℵₐ], nᵢ, 1 - 2⁻ᵣ)
7: if σ ⦃φ⁻¹(pₐ) ⦄ ≥ r then return ℵₐ
8: pₐ ← UPPERCONFBD(cts[ℵₐ], nᵢ, 1 - β⁻ᵣ⁻¹)
9: if σ ⦃φ⁻¹(pₐ) ⦄ < r then return ⊙
10: return ⊙

6 Adaptive Sampling for Certification Time Reduction

We now propose an adaptive sampling scheme for certification with RS. We assume a target certification radius r and aim to show R ≥ r via Theorem 3.1. Instead of invoking CERTIFY (see Algorithm 1) with a large n, we can use CERTIFYADP (see Algorithm 2). After choosing the majority class ℵₐ as in CERTIFY, CERTIFYADP performs an s ≥ 1 step procedure: At step i, we evaluate nᵢ fresh samples and, depending on these, either certify radius r, abort certification, or continue. After s steps, we abstain. The following theorem summarizes the key properties of the algorithm:

Theorem 6.1. For α, β ∈ [0, 1], s ∈ ℤ⁺, n₁ < ··· < nₛ, CERTIFYADP:

1. returns ℵₐ if at least 1 - α confident that G is robust with radius at least r.
2. returns ⊙ before stage s only if at least 1 - β confident that G is not robust at radius r.
3. for nₛ ≥ ⌈n(1 - logₐ(s))⌉ has maximum certifiable radii at least as large as CERTIFY for n.

We provide a proof in App. C. For well-chosen parameters, this allows certifying radius r with, in expectation, significantly fewer evaluations of F than CERTIFY as often nᵢ ⪯ n samples are sufficient to certify or show that certification will not be successful. At the same time, due to (3), the ability to certify large radii (compared to CERTIFY) is not sacrificed. For an example see Fig. 3.

7 Experimental Evaluation

We now evaluate the proposed methods on the CIFAR10 [56] and ImageNet [57] datasets considering two key metrics in line with prior work: (i) the certified accuracy at predetermined radii r and (ii) the average certified radius (ACR). We show, that on both datasets all ensembles outperform their strongest constituting model, obtaining state-of-the-art results. On CIFAR10, we demonstrate, that ensembles of 5 smaller networks (ResNet20) typically outperform one larger network (ResNet110) with fewer total parameters. Further, using adaptive sampling and K-Consensus aggregation speeds up certification up to 50-fold for ensembles and up to 30-fold for individual models.

Experimental Setup We evaluate our approach on CIFAR10 with ensembles of ResNet20 and ResNet110 and on ImageNet with ensembles of ResNet50 [10] implemented in PyTorch [58] running on 1 and 2 GeForce RTX 2080 Ti respectively. Due to the significant computational cost of CERTIFY, we follow previous work [5] and evaluate every 20ᵗʰ image of the CIFAR10 test set and every 100ᵗʰ of the ImageNet test set [5] (500 samples total). We train models with GAUSSIAN [5] as well as CONSISTENCY [8] methods and utilize pretrained MACER [7] and SMOOTHADV [6] models. More details are provided in App. D4. If not declared differently, we use n₀ = 100, n = 100'000, α = 0.001, no CERTIFYADP or K-consensus and evaluate and train with the same σₑ.

Results on CIFAR10 We analyze the impact of ensemble size for ResNet20 and ResNet110, trained with GAUSSIAN and CONSISTENCY on CIFAR10, comparing ACR and certified accuracy at r = 0.25 and r = 0.75 in Fig. 4. Across all settings, we initially see significant improvements with increasing ensemble size before observing diminishing returns. For all training methods and architectures, we observe a stronger improvement at large radii, where larger pₐ are required for certification, which agrees well with our theoretical observations made in [5]. For more detailed results see App. E3.
Table 1: CIFAR10 average certified radius (ACR) and certified accuracy at different radii for ensembles of $k$ models ($k = 1$ are individual models) at $\sigma_e = 0.5$. Larger is better.

| Training | Architecture | $k$ | ACR | Radius $r$ |
|----------|--------------|-----|-----|------------|
|          |              |     |     | 0.0 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 |
| Gaussian | ResNet110    | 1   | 0.535 | 65.8 | 54.2 | 42.2 | 32.4 | 22.0 | 14.8 | 10.8 | 6.6 |
|          |              | 10  | 0.648 | **69.0** | **60.4** | **49.8** | 40.0 | 29.8 | 19.8 | 15.0 | 9.6 |
|          | ResNet20     | 5   | 0.615 | 67.6 | 58.4 | 47.4 | 38.8 | 27.4 | 19.8 | 13.2 | 7.0 |
|          |              | 50  | 0.630 | 67.2 | 59.4 | 48.6 | 39.2 | 29.0 | 21.6 | 14.6 | 8.2 |
| Consistency | ResNet110  | 1   | 0.708 | 63.2 | 54.8 | 48.8 | 42.0 | 36.0 | 29.8 | 22.4 | 16.4 |
|          |              | 10  | 0.756 | **65.0** | **59.0** | **49.4** | **44.8** | 38.6 | 32.0 | 26.2 | 19.8 |
|          | ResNet20     | 5   | 0.723 | 62.2 | 55.0 | 48.6 | 42.6 | 36.4 | 29.8 | 23.4 | 20.6 |
|          |              | 50  | 0.729 | 61.6 | 55.8 | 49.2 | 43.0 | 37.8 | 30.6 | 24.2 | 20.0 |
| MACER    | ResNet110    | 1   | 0.686 | 62.4 | 54.4 | 48.2 | 40.2 | 33.2 | 26.8 | 19.8 | 13.0 |
|          | ResNet110    | 3   | 0.725 | 57.4 | 50.6 | 45.8 | 42.4 | 37.6 | 32.2 | 27.8 | 22.0 |
|          | ResNet110    | 3   | 0.742 | 53.8 | 49.0 | 46.2 | 43.2 | 39.8 | 34.4 | 29.8 | 25.8 |

In Table 1 we compare ensembles of 10 ResNet110 and 5 or 50 ResNet20 against individual networks at $\sigma_e = 0.5$, w.r.t. average certified radius (ACR) and certified accuracy at various radii, also visualized in Fig. 5. For additional results on $\sigma_e = 0.25$ and $\sigma_e = 1.0$ see App. E.1. We consistently observe that ensembles outperform their constituting models or even models with more total parameters. Ensembles of 5 ResNet20 outperform single ResNet110, while the expected diminishing returns in variance reduction lead to 10 ResNet110 outperforming 50 ResNet20. We observe particularly significant improvements on GAUSSIAN trained models, which are not explicitly regularized for consistent predictions, reaching ACR increases of up to 21.1% (ResNet110) and achieve a new state-of-the-art ACR of 0.756 for $\sigma_e = 0.5$ using an ensemble of 10 CONSISTENCY trained ResNet110.

Results on ImageNet In Table 3 we compare ensembles of 3 ResNet50 with individual models trained using CONSISTENCY, GAUSSIAN, and SMOOTHED training at $\sigma_e = 1.0$, w.r.t. ACR and certified accuracy, visualizing these results in Fig. 6. We observe similar trends to CIFAR10, with ensembles outperforming their constituting models and the ensemble of 3 CONSISTENCY trained ResNet50 obtaining a new state-of-the-art ACR of 1.11. We present more detailed results in App. E.2.

$K$-Consensus Aggregation In Table 2 we compare certification time reduction and ACR for ensembles of 10 ResNet110 and 50 ResNet20 trained using CONSISTENCY across different $K$. KCR denotes the percentage of inputs for which only $K$ classifiers where evaluated. Even when using only $K = 2$ we already obtain 81% and 70% of the ACR improvement obtainable by always evaluating the full ensemble ($k = 10$ and $k = 50$) respectively. The more conservative $K = 10$ for ResNet20 still reduces certification times by a factor of 2 without loosing accuracy. See App. E.3 for more detail.
Adaptive Sampling  We now evaluate the effectiveness of CERTIFYADP first in isolation on individual models and then in conjunction with K-Consensus aggregation on ensembles using \( \beta = 0.0001 \). In Table 3 we show the effect of applying CERTIFYADP for different sampling count sets, certification radii and training methods to an individual ResNet110 on CIFAR10 at \( \sigma_e = 0.25 \), providing extended results in App. E.5. We compare ASR\(_j\), the portion of samples returned in stage \( j \) and SampleRF and TimeRF, the factor by which sample complexity and certification time are reduced. We generally observe larger speed ups for smaller radii (up to a factor 28 at \( r = 0.25 \)). There, certification only requires small \( p_A \), which can be obtained even with few samples. For large radii (w.r.t \( \sigma_e \)), higher \( p_A \) have to be shown requiring more samples even at true success rates of \( p_A = 1 \), and the first phase only yields early abstentions. This dynamic also explains why the higher success probabilities of CONSISTENCY trained networks lead to larger speed-ups at small radii while at large radii, the lower success probability of GAUSSIAN trained networks allow for more samples to be rejected early. We find \( n_j = \{1^{0000}, 10^{0000}, 125^{0000}\} \) performs well across many different settings.

In Table 4 we consider the combination of CERTIFYADP and K-Consensus aggregation on ensembles of 10 CONSISTENCY trained ResNet110 at \( \sigma_e = 0.25 \). We obtain up to 50-fold certification speed ups and 45-fold sample complexity reductions, while generally not incurring any accuracy penalties. For some radii, this makes certifying an ensemble with CERTIFYADP just as fast as certifying an individual model with CERTIFY. Comparing the sample complexity reduction factor of individual CONSISTENCY trained models (e.g., 30.17 for an at \( r = 0.25 \)), with that of an ensemble of 10 models (46.17, see Table 5), we observe that the adaptive sampling mechanism is particularly effective for ensembles, as their lower variance makes early decisions more likely. We observe that K-Consensus aggregation and adaptive sampling complement each other well: As the certification radius \( r \) increases and significantly more perturbations have to be evaluated as more samples pass on to the later stages of CERTIFYADP, KCR also rises making these evaluations cheaper. K-Consensus aggregation is more likely to trigger in this setting, as only samples with true underlying success probability close to the high required success probability reach the later phases before being certified or abstained from.

Both techniques are also applicable to ImageNet but due to the small ensemble size of just \( k = 3 \) we chose to just use adaptive sampling and obtain up to 27-fold certification speed ups, making the evaluation of the full ensemble almost 10 times faster at some radii, than a standard certification of an individual model. See App. E.5 for more detailed results.

Table 3: ImageNet average certified radius (ACR) and certified accuracy at different radii for ensembles of \( k \) ResNet50 (\( k = 1 \) are individual models) at \( \sigma_e = 1.0 \). Larger is better.

| Training | \( k \) | ACR | Radius r |
|----------|-------|-----|---------|
|          | 1     | 0.875 | 0.00   |
| GAUSSIAN | 1     | 1.022 | 0.50   |
|          | 3     | 1.108 | 1.00   |
| CONSISTENCY | 1 | 1.011 | 1.50   |
| SMOOTHADV | 1     | 1.008 | 2.00   |
| MACER †  | 1     | 0.875 | 3.00   | 3.50   |

\( \sigma_e = 0.25 \)

Table 4: ImageNet average certified radius (ACR) and certified accuracy at different radii for ensembles of \( k \) ResNet110 (\( k = 1 \) are individual models) at \( \sigma_e = 1.0 \). Larger is better.

| Training | \( k \) | ACR | Radius r |
|----------|-------|-----|---------|
|          | 1     | 0.875 | 0.00   |
| GAUSSIAN | 1     | 1.022 | 0.50   |
|          | 3     | 1.108 | 1.00   |
| CONSISTENCY | 1 | 1.011 | 1.50   |
| SMOOTHADV | 1     | 1.008 | 2.00   |
| MACER †  | 1     | 0.875 | 3.00   | 3.50   |

\( \sigma_e = 1.0 \)

1 As reported by Zhao et al. [2].
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Table 4: Adaptive sampling for different \(\{n_j\}\) on CIFAR10 at \(\sigma_e = 0.25\). SampleRF and TimeRF are the reduction factors in comparison to standard sampling with \(n = 100’000\) (larger is better). ASR\(_j\) is the portion of certification attempts returned in phase \(j\).

| Radius | Training \(\{n_j\}\) | acc\(_{\text{test}}\) [%] | ASR\(_1\) [%] | ASR\(_2\) [%] | ASR\(_3\) [%] | SampleRF | TimeRF |
|--------|---------------------|------------------|--------------|--------------|--------------|-----------|--------|
| 0.25   | GAUSSIAN 1’000, 115’000 | 60.0 | 92.6 | 7.4 | - | 10.50 | 10.72 |
|        | GAUSSIAN 1’000, 10’000, 125’000 | 60.2 | 97.6 | 2.4 | - | 7.93  | 8.04  |
|        | GAUSSIAN 1’000, 10’000, 125’000 | 60.2 | 90.6 | 6.0 | 3.4 | 17.09 | 16.37 |
| 0.75   | GAUSSIAN 1’000, 10’000, 125’000 | 66.0 | 95.8 | 2.6 | 1.6 | 30.17 | 28.30 |
|        | GAUSSIAN 1’000, 10’000, 125’000 | 30.6 | 61.2 | 28.6 | 10.2 | 6.13  | 5.82  |

Table 5: Adaptive sampling \(\{\{n_j\}\}\) and \(K\)-Consensus agg. \((K = 6)\) on CIFAR10 for 10 CONSISTENCY ResNet110. SampleRF and TimeRF are the reduction factors in comparison to standard sampling with \(n = 100’000\) (larger is better). ASR\(_j\) is the % of certification attempts returned in phase \(j\). KCR is the % of inputs for which only \(K\) classifiers were evaluated.

| Radius \(\sigma_e\) | acc\(_{\text{test}}\) [%] | ASR\(_1\) [%] | ASR\(_2\) [%] | ASR\(_3\) [%] | SampleRF KCR [%] | TimeRF |
|-------------------|------------------|--------------|--------------|--------------|-----------------|--------|
| 0.25 0.25          | 70.4 | 95.8 | 3.6 | 0.6 | 46.17 | 50.7 | 50.3 |
| 0.50 0.25          | 60.4 | 90.8 | 6.2 | 3.0 | 18.61 | 55.2 | 20.4 |
| 0.75 0.25          | 52.0 | 36.4 | 55.4 | 8.2 | 6.16 | 84.8 | 7.9 |
| 1.00 0.50          | 38.6 | 89.2 | 7.2 | 3.6 | 16.11 | 73.4 | 20.0 |
| 1.25 0.50          | 32.2 | 54.4 | 40.4 | 5.2 | 8.95 | 89.7 | 12.2 |
| 1.50 0.50          | 26.2 | 60.2 | 31.4 | 8.4 | 6.98 | 95.5 | 9.9 |

Denoised Smoothing We show the general applicability of our ensembling approach, by applying it to the setting of denoised smoothing [45]. We consider 4 pretrained denoisers and combine them with a single standard ResNet110 (see App. D.3 for details). Comparing the strongest resulting model with an ensemble of all 4 at \(\sigma_e = 0.25\), we observe an 17\% ACR improvement. Training strong denoisers with current methods is challenging. However, based on these results we are confident that advances in denoiser training combined with ensembles can present an efficient way to obtain strong provable models.

Limitations Despite our significant improvements, certification and inference costs for RS remain high and are exacerbated by ensembles of smaller ones at lower total parameter count, training the diverse ensembles of large networks we use to obtain the new state-of-the-art results is computationally expensive. Further, for the ensembling approach to work well, networks have to be sufficiently diverse.

Table 6: Denoised smoothing ensembles on CIFAR10 at \(\sigma_e = 0.25\).

| Radius \(k\) \(r\) | ACR       |
|-------------------|-----------|
| 0.25 0.25 0.50 0.75 | 76.4 56.6 36.8 19.2 |
| 0.445 75.2 62.2 45.8 29.0 |

8 Conclusion

We propose a theoretically motivated and statistically sound approach to construct low variance base classifiers for Randomized Smoothing by ensembling. We show theoretically and empirically why this approach significantly increases certified accuracy resulting in state-of-the-art results. To offset the computational overhead of ensembles, we develop a generally applicable adaptive sampling mechanism, reducing certification costs up to 50-fold for predetermined radii and an ensemble aggregation mechanism, complementing it and reducing evaluation costs on its own up to 6-fold.

9 Societal Impact

Most machine learning techniques can be applied both in societally positive and negative ways. Techniques to increase the certified robustness of models do not change this, but only make the underlying models more robust, again allowing beneficial and malicious applications, e.g., more robust medical models versus more robust weaponized AI. As our contributions improve certified accuracy, certification radii and inference speed both of these facets of robust AI are amplified. Furthermore, while we achieve state-of-the-art results, these do not yet extend to realistic perturbations. Malicious actors may aim to convince regulators that methods such as the proposed approach are sufficient to provide guarantees for general real-world threat scenarios, leading to insufficient safeguards.
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A Comparison to Liu et al. [51]

Liu et al. [51] introduce Smoothed Weighted Ensembling (SWEEN), which are weighted ensembles of smoothed base models. They focus on deriving optimal ensemble weights for generalization rather than on analyzing the particularities of ensembles in the RS setting. As they do not consider multiple testing correction and the confidence of the applied Monte Carlo sampling they obtain statements about empirical, distributional robustness of their classifiers, rather than individual certificates with high confidence. Due to this difference in setting we do not compare numerically.

B Mathematical Derivation of Variance Reduction for Ensembles

In this section, we present the algebraic derivations for §5, skipped in the main part due to space constraints.

Individual Classifier In §5 define \( f^i(x) =: y^i \in \mathbb{R}^m \) as the sum of two random variables \( y^i = y^i_p + y^i_c \).

The behaviour on a specific clean sample \( x \) is modeled by \( y^i_c \) with mean \( c \in \mathbb{R}^m \), the expectation of the logits for this sample over the randomization in the training process, and corresponding covariance \( \Sigma_c \):

\[
\mathbb{E}[y^i_c] = c \\
\text{Cov}[y^i_c] = \Sigma_c = \begin{bmatrix}
\sigma^2_{c,1} & \cdots & \rho_{c,1m}\sigma_{c,1}\sigma_{c,m} \\
\vdots & \ddots & \vdots \\
\rho_{c,m1}\sigma_{c,m}\sigma_{c,1} & \cdots & \sigma^2_{c,m}
\end{bmatrix}
\]

We note that: (i) we omit the lower triangular part of covariance matrices due to symmetry, (ii) \( c \) and \( \Sigma_c \) are constant across the different \( f^i \) for a fixed \( x \) and (iii) that due to (ii) and our modelling assumptions all means, (co)variances and probabilities are conditioned on \( x \), e.g., \( \mathbb{E}[y^i_c] = \mathbb{E}[y^i_c | x] = c \). However, as we define all random variables only for a fixed \( x \) we omit this.

Similarly, we model the impact of the perturbations \( \epsilon \) introduced during RS by \( y^i_p \) with mean zero and covariance \( \Sigma_p \):

\[
\mathbb{E}[y^i_p] = 0 \\
\text{Cov}[y^i_p] = \Sigma_p = \begin{bmatrix}
\sigma^2_{p,1} & \cdots & \rho_{p,1m}\sigma_{p,1}\sigma_{p,m} \\
\vdots & \ddots & \vdots \\
\rho_{p,m1}\sigma_{p,m}\sigma_{p,1} & \cdots & \sigma^2_{p,m}
\end{bmatrix}
\]

That is, we assume \( c^i \) to be the expected classification a model learns for the clean sample while the covariances \( \Sigma_c \) and \( \Sigma_p \) encode the stochasticity of the training process and perturbations respectively. As \( y^i_p \) models the local behaviour under small perturbations and \( y^i_c \) models the global training effects, we assume them to be independent:

\[
\mathbb{E}[y^i] = c \\
\text{Cov}[y^i] = \Sigma = \Sigma_c + \Sigma_p = \begin{bmatrix}
\sigma^2_{p,1} + \sigma^2_{c,1} & \cdots & \rho_{p,1m}\sigma_{p,1}\sigma_{c,m} + \rho_{c,1m}\sigma_{c,1}\sigma_{c,m} \\
\vdots & \ddots & \vdots \\
\rho_{p,m1}\sigma_{p,m}\sigma_{c,1} + \rho_{c,m1}\sigma_{c,m}\sigma_{c,1} & \cdots & \sigma^2_{p,m} + \sigma^2_{c,m}
\end{bmatrix}
\]

The classifier prediction \( \text{arg max}_q y_q \) is determined by the differences between logits. We call the difference between the target logit and others the classification margin. During certification with RS, the first step is to determine the majority class. Without loss of generality, we will in the following assume, that it has been determined to index 1 leading to the classification margin, \( z_i = y_1 - y_i \). If \( z_i > 0 \) for all \( i \neq 1 \), the majority class logit \( y_1 \) is larger than those of all other classes \( y_i \). We define \( z := [z_2, \ldots, z_n]^T \), skipping the margin of \( y_1 \) to itself. Under the above assumptions, the statistics of the classification margin for a single classifier are:

\[
\mathbb{E}[z_i] = c_1 - c_i \\
\text{Var}[z_i] = \sigma^2_{p,1} + \sigma^2_{c,1} + \sigma^2_{c,i} - 2\rho_{p,1i}\sigma_{p,1}\sigma_{p,i} - 2\rho_{c,1i}\sigma_{c,1}\sigma_{c,i}
\]
Ensemble Now, we construct an ensemble of \( k \) of these classifiers. Using soft-voting (cf. Eq. (2)) to compute the ensemble output \( \hat{y} = \frac{1}{k} \sum_{d=1}^{k} y^d \). We assume the \( y^d_i \) and \( y^d_j \) to be correlated with \( \zeta_p \Sigma_p \) for classifiers \( i \neq j \) and similarly model the correlation of \( y^c_i \) with \( \zeta_c \Sigma_c \) for \( \zeta_p, \zeta_c \in [-1, 1] \). Letting \( y^* := [y^T_1, ..., y^T_k]^T \) denote the concatenation of the logit vectors of all classifiers we assemble their joint covariance matrix in a block-wise manner from the classifier individual covariance matrices as:

\[
\text{Cov}[y^*] = \Sigma^* = \begin{bmatrix} \Sigma_p + \Sigma_c & \cdots & \zeta_p \Sigma_p + \zeta_c \Sigma_c \\ \vdots & \ddots & \vdots \\ \zeta_p \Sigma_p + \zeta_c \Sigma_c & \cdots & \Sigma_p + \Sigma_c \end{bmatrix}
\]

We then write the corresponding classification margins \( z_i = \hat{y}_1 - \hat{y}_i \), or in vector notation \( \bar{z} := [z_2, ..., z_n]^T \), again skipping the margin of \( \hat{y}_1 \) to itself. By linearity of expectation we obtain \( \mathbb{E}[\bar{z}_i] = c_1 - c_i \) or equivalently

\[
\mathbb{E}[\bar{z}] = \bar{\mu} = \left( \begin{array}{c} c_1 \\ \vdots \\ c_1 \end{array} \right) - c(2:n).
\]

We define the ensemble difference matrix \( D \in \mathbb{R}^{m-1 \times nk} \) with elements \( d_{i,j} \) such that \( \bar{z} = Dy^* \):

\[
D_{ij} = \begin{cases} \frac{1}{k}, & \text{if } j \mod n = 1 \\ \frac{1}{k^2}, & \text{else if } j \mod n = i \mod n, \quad j \in [1, ..., nk], i \in [2, ..., n]. \\ 0, & \text{else} \end{cases}
\]

This allows us to write the covariance matrix of the ensemble classification margins

\[
\text{Cov}[\bar{z}] = \bar{\Sigma} = D \Sigma^* D^T.
\]

Now we can evaluate its diagonal elements or use the multinomial theorem and rule on the variance of correlated sums to obtain the variance of individual terms:

\[
\text{Var}[\bar{z}_i] = \frac{k + 2 \binom{k}{2} \zeta_p}{k^2} \sigma^2_{p,1} + \sigma^2_{p,i} - 2 \rho_{p,1i} \sigma_{p,1} \sigma_{p,i} + \frac{k + 2 \binom{k}{2} \zeta_c}{k^2} \sigma^2_{c,1} + \sigma^2_{c,i} - 2 \rho_{c,1i} \sigma_{c,1} \sigma_{c,i}.
\]

Variance Reduction We can split \( \text{Var}[\bar{z}_i] \) into the components associated with the perturbation effect \( \sigma^2_p(k) \) and the clean prediction \( \sigma^2_c(k) \), all as functions of the ensemble element number \( k \).

Now, we analyze these variance components independently, by normalizing them with the corresponding components of an individual classifier:

\[
\frac{\sigma^2_p(k)}{\sigma^2_p(1)} = \frac{1 + \zeta_p(k-1)) (\sigma^2_{p,1} + \sigma^2_{p,i} - 2 \rho_{p,1i} \sigma_{p,1} \sigma_{p,i})}{k (\sigma^2_{p,1} + \sigma^2_{p,i} - 2 \rho_{p,1i} \sigma_{p,1} \sigma_{p,i})} \xrightarrow{k \to \infty} \zeta_p
\]

\[
\frac{\sigma^2_c(k)}{\sigma^2_c(1)} = \frac{1 + \zeta_c(k-1)) (\sigma^2_{c,1} + \sigma^2_{c,i} - 2 \rho_{c,1i} \sigma_{c,1} \sigma_{c,i})}{k (\sigma^2_{c,1} + \sigma^2_{c,i} - 2 \rho_{c,1i} \sigma_{c,1} \sigma_{c,i})} \xrightarrow{k \to \infty} \zeta_c
\]

We observe that both variance components go towards their corresponding correlation coefficients \( \zeta_p \) and \( \zeta_c \) as ensemble size grows, highlighting the importance of diverse classifiers.

Especially for samples that are near a decision boundary, this variance reduction will lead to much more consistent predictions, in turn significantly increasing the lower confidence bound \( \underline{z} \) and thereby the certified radius as per Theorem 3.1.

Gaussian Perturbation Error To calculate the improvement in success probability and consequently certified radius, we assume that both \( y^p \) and \( y^c \) follow multivariate normal distributions with \( y^p_i \sim \mathcal{N}(0, \Sigma_p) \) and \( y^c_i \sim \mathcal{N}(c, \Sigma_c) \). As input perturbations follow a multivariate normal distributions such a distribution of \( y^p \) follows directly for a (locally) linear model. We obtain a joint distribution of all logits according to \( y^* \sim \mathcal{N}(c, \Sigma^*) \) with \( \Sigma^* \). As the classification margins of our ensemble can be described as a linear function of these logits, they also follow normal distribution, with the parameters derived above:

\[
\bar{z} \sim \mathcal{N} (\mu, \bar{\Sigma})
\]
As $\bar{z}_i > 0, \forall 2 \leq i \leq m$ corresponds to positive classification margins, and hence the prediction of majority class 1, we can integrate the corresponding probability density function over the positive quadrant in which $\bar{z} > 0$ holds to obtain the probability of an ensemble of $k$ classifiers predicting the majority class 1:

$$p_1 = \mathcal{P}(\bar{F}(x + e) = 1) = \mathcal{P}(\bar{z}_i > 0 : \forall 2 \leq i \leq m) = \int_{\bar{z}_i > 0, \forall 2 \leq i \leq m} \mathcal{P}_{\bar{Z} \sim N(\mu, \Sigma)}(\bar{Z} = \bar{z}) \, dz.$$

We evaluate this expression numerically, using Monte Carlo Integration with $10^7$ samples. Based on the thus obtained success probability of an individual perturbed sample to be classified as majority class, we can calculate a probability distribution over the certifiable radii for a given smoothing parameter set consisting of confidence level $\alpha$, perturbation sample number $n$, and perturbation variance $\sigma^2$ as:

$$\mathcal{P}(R = \sigma, \Phi^{-1}(p_1(n_1, n, \alpha))) = \mathcal{B}(n_1, n, p_1)$$

with the probability $\mathcal{B}(s, r, p)$ of drawing $s$ successes in $r$ trials from a Binomial distribution with success probability $p$, and the lower confidence bound $p(s, r, \alpha)$ to the success probability of a Bernoulli experiment given $s$ successes in $r$ trials with confidence $\alpha$ according to the Clopper-Pearson interval [53].

C Proof of Theorem 6.1

We first restate the theorem:

**Theorem (Theorem 6.1 restated).** For $\alpha, \beta \in [0, 1], s \in \mathbb{N}^+, n_1 < \cdots < n_s$, **CERTIFYADP**:

1. returns $\hat{c}_A$ if at least $1 - \alpha$ confident that $G$ is robust with radius at least $r$.
2. returns $\varnothing$ before stage $s$ only if at least $1 - \beta$ confident that $G$ is not robust at radius $r$.
3. for $n_s \geq \lceil n(1 - \log_\alpha(s)) \rceil$ has maximum certifiable radii at least as large as **CERTIFY** for $n$.

**Proof.** We show statements 1, 2, and 3 individually.

**Proof of 1.** If a phase in **CERTIFYADP** returns $\hat{c}_A$, then via theorem 3.1 $G$ will be not robust with probability at most $\alpha/s$. Via Bonferroni correction [59], if **CERTIFYADP** returns $\hat{c}_A$, then $G$ is robust with radius at least $r$ with confidence $1 - s(\alpha/s) = 1 - \alpha$.

**Proof of 2.** If **CERTIFYADP** returns $\varnothing$ in phase $s$, we have $\overline{p_A} < p'_A = \Phi(r/\sigma_e)$ the minimum success probability for certification at $r$. By the definition of the UPPERCONFIDENCEBOUND the true success probability of $G$ will be $p_A \leq \overline{p_A}$ with confidence at least $\beta/(s - 1)$. Hence, if phase $j$ returns $\varnothing$, $G$ will be none-robust at radius $r$ with confidence $1 - \beta/(s - 1)$. Again with Bonferroni correction [59], the overall probability that $G$ is robust at $r$ despite **CERTIFYADP** abstaining early is at most $(s - 1)(\beta/(s - 1)) = \beta$.

**Proof of 3.** Finally, to prove the last part, we assume $\text{cnts}[\hat{c}_A] = n$, yielding the largest certifiable radii for any given $n$ and $\alpha$. Now, the largest radius provable via Theorem 3.1 with $n$ samples at $\alpha$ is $\alpha^{1/n} [5]$. Similarly, for $n_s$ samples at $\alpha/s$, it is $\left(\frac{s}{2}\right)^{\frac{1}{n_s}}$. Then we have the following equivalences:

$$\left(\frac{s}{2}\right)^{\frac{1}{n_s}} = \left(\frac{s}{2}\right)^{\frac{1}{n_s}} \Leftrightarrow \alpha^{n_s} = \left(\frac{s}{2}\right)^{n} \Leftrightarrow n_s \log \alpha = n(\log \alpha - \log s) \Leftrightarrow n_s = n(1 - n \log_\alpha(s))$$

Hence, if we choose $n_s = \lceil n(1 - \log_\alpha(s)) \rceil$, then we can certify at least the same maximum radius with $n_s$ samples at $\alpha/s$ as with $n$ samples at $\alpha$. Thus, overall, we can certify the same maximum radius at $\alpha$. 

\[\square\]
D Experimental Details

In this section, we provide greater detail on the datasets, architectures, and training and evaluation methods used for our experiments.

D.1 Dataset Details

We use the CIFAR10 and ImageNet datasets in our experiments.

CIFAR10 \cite{cifar10} (MIT License) contains 50,000 training and 10,000 test set images partitioned into 10 classes. We evaluate every $20^{th}$ image of the test set starting with index 0 (0, 20, 40, ..., 9980) in our experiments.

ImageNet \cite{imagenet} contain 1,287,167 training and 50,000 validation images, partitioned into 1000 classes. We evaluate every $100^{th}$ image of the validation set starting with index 0 (0, 100, 200, ..., 49900) in our experiments.

D.2 Architecture Details

We use different versions of ResNet \cite{resnet} for our experiments. Concretely, we evaluate ensembles of ResNet20 and ResNet110 on CIFAR10 and ensembles of ResNet50 on ImageNet.

ResNet110 has about 6.35 times as many parameters as ResNet20 (see Table 7). ResNet50 instantiated for ImageNet has substantially more parameters than ResNet110 instantiated for CIFAR10, because of the significantly larger input dimension of ImageNet samples.

D.3 Training Methods

To obtain high certified radii via RS, the base model $F$ must be trained to cope with the added Gaussian noise $\epsilon$. To this end, Cohen et al. \cite{gaussian} propose data augmentation with Gaussian noise during training, referred to as GAUSSIAN in the following. Building on this Salman et al. \cite{smoothadv} suggest SMOOTHADV, a combination of adversarial training \cite{pgd, carlini, madry} with this data augmentation. (Here we always consider the PGD version.) While improving accuracy, this training procedure is computationally expensive. MACER \cite{macer}, achieves similar performance with a cheaper training procedure, adding a loss term directly optimizing a surrogate certification radius. Jeong and Shin \cite{consistency}, called CONSISTENCY, in the following, replace this term by a more easily optimizable loss, further decreasing training time and improving performance. Depending on the setting, the current state-of-the-art results are either achieved by SMOOTHADV, MACER, CONSISTENCY or a combination thereof.

Further, Salman et al. \cite{denoised} present denoised smoothing, where the base classifier $f = h \circ f'$ is the composition of a denoiser $h$ that removes the Gaussian noise from the input and an underlying classifier $f'$ that is not specially adapted to Gaussian noise, e.g., accessed via an API.

D.4 Training Details

All models are implemented in PyTorch \cite{pytorch} (customized BSD licence).

For GAUSSIAN training (No license specified), we use the published code by Cohen et al. \cite{gaussian}. For each network, we chose a different random seed otherwise using identical parameters. Overall, we trained 50 ResNet20 and 10 ResNet110 for each $\sigma_{\epsilon} \in \{0.25, 0.5, 1.0\}$. The ImageNet results, we have taken from their GitHub.

For CONSISTENCY training (MIT License), we use the code published by Jeong and Shin \cite{consistency} and CONSISTENCY instantiation built on GAUSSIAN training. Similarly to GAUSSIAN, we use a different random seed and otherwise identical parameters. We chose the parameters reported to yield the largest ACR by Jeong and Shin \cite{consistency} for any given $\sigma_{\epsilon}$. In detail, for CIFAR10 we generally use $\eta = 0.5$, using $\lambda = 20$ for $\sigma_{\epsilon} = 0.25$ and $\lambda = 10$ for $\sigma_{\epsilon} = 0.5$ and $\sigma_{\epsilon} = 1.0$ (all for both ResNet20 and ResNet110). In this way, we train 50 ResNet20 and 10 ResNet110 for each $\sigma_{\epsilon} \in \{0.25, 0.5, 1.0\}$. For ImageNet, we use $\eta = 0.1$ and $\lambda = 5$ training only models at $\sigma_{\epsilon} = 1.0$. 

| Dataset | Architecture | Parameter count |
|---------|--------------|-----------------|
| CIFAR10 | ResNet20     | 272,474         |
|         | ResNet110    | 1,730,714       |
| ImageNet| ResNet50     | 25,557,032      |
Table 8: Reference training times for individual models on GeForce RTX2080 Ti

| Dataset | Training | Architecture | #GPUs | time per Epoch [s] | total time [h] |
|---------|----------|--------------|-------|-------------------|---------------|
| CIFAR10 | GAUSSIAN | ResNet110    | 1     | 41.8              | 1.74          |
|         |          | ResNet20     | 1     | 9.6               | 0.40          |
|         | CONSISTENCY | ResNet110  | 1     | 79.5              | 3.31          |
|         |          | ResNet20     | 1     | 18.5              | 0.77          |
|         | SMOOTHADV | ResNet110    | 1     | 660               | 27.5          |
| ImageNet | CONSISTENCY | ResNet50    | 4     | 3420              | 85            |

For SMOOTHADV training (MIT License) we use the PGD based instantiation of the code published by Salman et al. [6]. Note that due to the long training times, we only train SMOOTHADV models ourselves for CIFAR10 at $\sigma = 1.0$, because in that case the performance discrepancies between the best and other published models were too large to construct effective ensembles. The individual models, we train, only differ by random seed, all using PGD attacks with $T = 10$ steps, an $\epsilon = 512/255$, 10 epochs of warm-up, and $m_{train} = 2$ noise terms per sample during training.

We use the same training schedule and optimizer for all models, i.e. stochastic gradient descent with Nesterov momentum (weight = 0.9, no dampening), with an $\ell_2$ weight decay of 0.0001. For CIFAR10, we use a batch size of 256 and an initial learning rate of 0.1 reducing it by a factor of 10 every 50 epochs and training for a total of 150 epochs.

For ImageNet, we use the same settings, only reducing the total epoch number to 90, and decreasing the learning rate every 30 epochs.

All single MACER (No license specified) and SMOOTHADV (MIT License) (except CIFAR10 at $\sigma = 1.0$) trained models are taken directly from Zhai et al. [7] and Salman et al. [6], respectively.

For our experiments on denoised smoothing, we use the 4 white box denoisers with DNCNN-WIDE architecture trained with learning schedules 1, 3, 4, and 5 for STAB ResNet110, and the ResNet110 trained on unperturbed samples for 90 epochs from Salman et al. [45] (MIT License).

To rank the single models for CIFAR10, we have evaluated them on a disjunct hold-out portion of the CIFAR10 test set. Concretely, we use the test images with indices 1, 21, 41, ..., 9981 to rank the single models for both GAUSSIAN and CONSISTENCY trained models. The performance of individual models values we report are those of the models with the best score on this validation set for CIFAR10 and the best score on the test set for ImageNet (favouring individual models in this setting). For ensembles of size $k < 10$ and $k < 50$ for ResNet110 and ResNet20 respectively, we ensemble the $k$ models according to their performance on the holdout set. We note, that other combinations might yield stronger ensembles, but an exhaustive search of all combinatorially many possibilities is computationally infeasible.

CIFAR10 models were trained on single GeForce RTX 2080 Ti and ImageNet models on quadruple 2080 Tis. We report the epoch-wise and total training times for individual models in Table 8 (when trained sequentially one at a time).

D.5 Experiment Timings

To evaluate the ensembles of ResNet20 and ResNet110 on CIFAR10, we use single GeForce RTX 2080 Ti and to evaluate ensembles of ResNet50 on ImageNet we use double 2080 Tis.

For both datasets, 500 samples are evaluated per experiment as discussed in App. D.1. Below we list the time required for certification using CERTIFY and no $K$-Consensus aggregation:

- ResNet110 on CIFAR10 (1 GPU): 4.12h per single model; 41.2h per ensemble of 10
- ResNet20 on CIFAR10 (1 GPU): 0.825h per single model; 41.3h per ensemble of 50
- ResNet50 on ImageNet (2 GPUs): 8.75h per single model; 26.2h per ensemble of 3

The timing for different ensemble sizes scales linearly between full size and individual model timings. The time required for certification using CERTIFYADP and/or $K$-Consensus aggregation can be obtained by dividing the timings reported above with the speed-up factor TimeRF reported for the corresponding experiments.
Table 9: Average certified radius (ACR) and certified accuracy at various radii for ensembles of $k$ models ($k = 1$ are single models) on CIFAR10. Larger is better.

| $\sigma_r$ | Training | Architecture | $k$ | ACR | Radius r | 0.0 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50 |
|-----------|----------|--------------|-----|-----|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.25      | Gaussian | ResNet110    | 1   | 0.540 | 77.6 | 60.0 | 45.6 | 30.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 10  | 0.541 | 83.4 | 70.6 | 55.4 | 42.0 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet110    | 5   | 0.500 | 80.2 | 65.4 | 50.4 | 36.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 50  | 0.517 | 80.4 | 68.6 | 52.8 | 38.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 0.50      | Consistency | ResNet110        | 1   | 0.546 | 76.5 | 65.8 | 57.2 | 46.4 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 10  | 0.583 | 76.8 | 70.4 | 60.4 | 51.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet110    | 5   | 0.528 | 71.8 | 64.2 | 55.6 | 45.2 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 50  | 0.547 | 73.0 | 65.4 | 57.6 | 47.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 1.00      | MACER | ResNet110    | 1   | 0.518 | 77.4 | 69.0 | 52.6 | 39.4 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 10  | 0.546 | 73.6 | 66.8 | 57.2 | 46.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           | SMOOTHADV | ResNet110    | 10  | 0.648 | 69.0 | 60.4 | 49.8 | 39.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet110    | 5   | 0.534 | 65.2 | 55.0 | 43.0 | 33.0 | 22.4 | 16.2 | 9.6  | 5.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 50  | 0.615 | 67.6 | 58.4 | 47.4 | 38.8 | 27.4 | 19.8 | 13.2 | 7.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 1.25      | MACER | ResNet110    | 10  | 0.708 | 63.2 | 54.8 | 48.8 | 42.0 | 36.0 | 29.8 | 22.4 | 16.4 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 5   | 0.715 | 60.5 | 59.9 | 49.4 | 44.8 | 38.6 | 32.0 | 26.2 | 19.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 1.50      | MACER | ResNet110    | 1   | 0.691 | 62.6 | 55.2 | 47.4 | 41.8 | 34.6 | 28.4 | 21.8 | 16.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|           |          | ResNet20     | 5   | 0.723 | 62.2 | 55.0 | 48.6 | 42.6 | 36.4 | 29.8 | 23.4 | 20.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 1.75      | MACER | ResNet110    | 10  | 0.729 | 61.6 | 55.8 | 49.2 | 43.0 | 37.8 | 30.6 | 24.2 | 20.0 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 2.00      | MACER | ResNet110    | 5   | 0.742 | 63.8 | 49.0 | 46.2 | 43.2 | 39.8 | 34.4 | 29.8 | 25.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| 2.25      | MACER | ResNet110    | 10  | 0.855 | 44.8 | 40.6 | 38.2 | 35.6 | 32.6 | 29.2 | 25.8 | 22.0 | 19.8 | 15.8 | 14.8 |

E Additional Experiments

In the following, we present numerous additional experiments and more detailed results for some of the experiments presented in section 7.

E.1 Additional Results on CIFAR10

In this section, we present more experimental results on CIFAR10. Concretely, Table 10 presents the performance of ensembles of ResNet20 ($k \in \{1, 5, 50\}$) and ResNet110 ($k \in \{1, 10\}$) trained using a range of methods for $\sigma_r = 0.25$, $\sigma_r = 0.5$, and $\sigma_r = 1.0$. We again consistently observe that ensembles significantly outperform their constituting models, leading to a new state-of-the-art both in ACR and at most radii at $\sigma_r = 0.25$, $\sigma_r = 0.5$, and $\sigma_r = 1.0$.

E.2 Additional Results on ImageNet

In Table 11 we provide more detailed results on ImageNet for ensembles of ResNet50 at $\sigma_r = 1.0$. In particular, we include the performance of all individual classifiers which constitute the ensemble, where $k = 3$ combines all three and $k = 2$ the first two for Consistency and the last two for SMOOTHADV. Note that the SMOOTHADV models are taken directly from Salman et al. [6] and
Table 10: Average certified radius (ACR) and the certified accuracy at various radii on ImageNet for ensembles of \(k\) ResNet50 \((k = 1\) are single models) at \(\sigma_c = 1.0\). Larger is better.

| Training | \(k\) | ACR | Radius \(r\) | 0.0 | 0.50 | 1.00 | 1.50 | 2.00 | 2.50 | 3.00 | 3.50 |
|----------|------|-----|--------------|-----|-----|-----|-----|-----|-----|-----|-----|
| CONSISTENCY | 1 | 1.022 | 43.2 | 39.8 | 35.0 | 29.4 | 24.4 | 22.2 | 16.6 | 13.4 |
| | 1 | 0.990 | 42.0 | 37.2 | 34.4 | 29.6 | 24.8 | 20.2 | 16.0 | 13.4 |
| | 1 | 1.006 | 41.6 | 38.6 | 35.2 | 29.6 | 25.4 | 21.2 | 17.6 | 13.8 |
| | 2 | 1.086 | 44.8 | 41.0 | 36.6 | 32.4 | 27.4 | 22.4 | 19.4 | 15.6 |
| | 3 | 1.108 | 44.6 | 40.2 | 37.2 | 34.0 | 28.6 | 23.2 | 20.2 | 16.4 |
| SMOOTHADV | 1 | 1.011 | 40.6 | 38.6 | 33.8 | 29.8 | 25.6 | 20.6 | 18.0 | 14.4 |
| | 1 | 1.002 | 39.4 | 35.4 | 32.0 | 29.2 | 25.6 | 22.2 | 20.0 | 16.4 |
| | 1 | 0.927 | 32.0 | 30.8 | 28.6 | 26.0 | 23.6 | 21.0 | 19.2 | 18.6 |
| | 2 | 1.022 | 37.4 | 33.4 | 31.4 | 29.4 | 26.6 | 23.8 | 21.0 | 18.6 |
| | 3 | 1.065 | 38.6 | 36.0 | 34.0 | 30.0 | 27.6 | 24.6 | 21.2 | 18.8 |
| GAUSSIAN | 1 | 0.875 | 43.6 | 37.8 | 32.6 | 26.0 | 19.4 | 14.8 | 12.2 | 9.0 |

were trained with a different \(\epsilon\) parameter (256, 512, and 1024). We observe that if there is a large discrepancy between model performance at some radii (e.g., the SMOOTHADV models at small radii), then the ensemble might perform worse than the strongest constituting model. Overall and when performance is homogenous, however, ensembles once again obtain significant performance increases over individual models, yielding state-of-the-art ACR and accuracy at every radius.

E.3 Additional Ensemble Experiments

In this section, we present a range of experiments on different aggregation approaches, the effect of ensemble size, and the variability of our results.

E.3.1 Aggregation Approaches

We experiment with various instantiations of the general aggregation approach described in §4. In particular, we consider soft-voting, hard-voting, soft-voting after softmax, and weighted soft-voting.

**Soft-voting** We simply average the logits to obtain

\[
\bar{f}(x) = \frac{1}{k} \sum_{l=1}^{k} f_l(x).
\]

**Hard-voting** We process the outputs of single models with the post-processing function \(\gamma_{HV}(y_l) = 1_{j=\arg\max_i (y_l^i)}\) that provides a one-hot encoding of the \(\arg\max\) of \(f_l(x)\), before averaging to obtain

\[
\bar{f}(x) = \frac{1}{k} \sum_{l=1}^{k} 1_{j=\arg\max_{i} (f_l(x)^i)}.
\]

**Soft-voting after softmax** We process the outputs of the single models, by applying the softmax function as post-processing function \(\gamma_{softmax}\) to obtain

\[
\bar{f}(x) = \frac{1}{k} \sum_{l=1}^{k} \frac{\exp(f_l(x))}{\sum_i \exp(f_l(x)^i)}.
\]

**Weighted soft-voting** We consider soft-voting with a classifier-wise weights \(w_l\) learned on a separate holdout set and obtain

\[
\bar{f}(x) = \frac{1}{k} \sum_{l=1}^{k} w_l f_l(x).
\]

We compare these approaches in Table 11 and observe that the two soft-voting schemes perform very similarly and outperform the other approaches. We decide to use soft-voting without softmax for its conceptual simplicity for all other experiments.
Table 11: Comparison of various aggregation methods for ensembles of 10 ResNet110 at $\sigma_e = 0.25$ on CIFAR10. Larger is better.

| Training | Aggregation method | ACR | Radius r |
|----------|--------------------|-----|----------|
|          |                    |     | 0.00  | 0.25  | 0.50  | 0.75  |
| GAUSSIAN | soft-voting        | 0.541 | 83.4 | 70.6 | 55.4 | 42.0 |
|          | hard-voting        | 0.529 | 83.8 | 69.4 | 53.2 | 40.6 |
|          | soft-voting after softmax | 0.540 | 84.0 | 70.8 | 55.2 | 41.8 |
|          | weighted soft-voting | 0.538 | 83.4 | 70.4 | 54.6 | 41.8 |
| CONSISTENCY | soft-voting       | 0.583 | 76.8 | 70.4 | 60.4 | 51.6 |
|          | hard-voting        | 0.574 | 77.2 | 69.6 | 60.0 | 50.6 |
|          | soft-voting after softmax | 0.584 | 77.0 | 70.4 | 60.6 | 51.8 |
|          | weighted soft-voting | 0.579 | 76.4 | 70.6 | 59.6 | 51.2 |

Table 12: Effect of ensemble size $k$ on ACR and certified accuracy at different radii, for GAUSSIAN and CONSISTENCY trained ResNet20. Larger is better.

| Training | $\sigma_e$ | $k$ | ACR | Radius r |
|----------|-----------|----|-----|----------|
|          |           |    |     | 0.00  | 0.25  | 0.50  | 0.75  | 1.00  | 1.25  | 1.50  | 1.75  | 2.00  | 2.25  | 2.50  |
| GAUSSIAN | 0.25      | 1  | 0.434 | 77.4 | 63.4 | 43.6 | 26.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 3  | 0.486 | 79.6 | 66.0 | 49.6 | 34.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 5  | 0.500 | 80.2 | 65.4 | 50.4 | 36.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 10 | 0.510 | 80.4 | 67.4 | 51.8 | 37.4 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 50 | 0.517 | 80.4 | 68.6 | 52.8 | 38.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| CONSISTENCY | 1.0      | 1  | 0.538 | 48.0 | 41.2 | 35.0 | 26.6 | 17.8 | 14.8 | 12.0 | 9.0  | 5.6  | 3.4  |
|          |           | 3  | 0.579 | 49.2 | 42.8 | 36.4 | 30.2 | 23.0 | 18.8 | 15.6 | 13.0 | 10.8 | 7.4  |
|          |           | 5  | 0.590 | 49.2 | 42.8 | 37.0 | 30.4 | 23.6 | 19.0 | 16.2 | 13.6 | 11.0 | 9.2  |
|          |           | 10 | 0.592 | 49.2 | 42.8 | 37.0 | 30.4 | 23.6 | 19.0 | 16.2 | 13.6 | 11.0 | 9.2  |
|          |           | 50 | 0.597 | 49.6 | 43.0 | 37.4 | 30.4 | 23.6 | 18.6 | 15.8 | 13.6 | 11.2 | 9.0  |
|          | 0.5       | 1  | 0.528 | 71.8 | 64.2 | 55.6 | 45.2 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 3  | 0.544 | 73.2 | 65.2 | 57.6 | 47.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 5  | 0.547 | 73.0 | 65.4 | 57.6 | 47.6 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 10 | 0.547 | 72.2 | 65.0 | 57.4 | 48.8 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          |           | 50 | 0.551 | 73.0 | 64.8 | 57.0 | 50.2 | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
|          | 1.0       | 1  | 0.757 | 43.6 | 39.8 | 34.8 | 30.8 | 27.6 | 24.6 | 22.6 | 19.4 | 17.4 | 15.4 |
|          |           | 3  | 0.777 | 44.2 | 39.6 | 36.8 | 31.8 | 28.4 | 25.0 | 22.4 | 19.8 | 17.6 | 15.6 |
|          |           | 5  | 0.779 | 43.4 | 40.0 | 35.6 | 32.2 | 28.0 | 24.8 | 22.2 | 20.4 | 17.4 | 15.8 |
|          |           | 10 | 0.784 | 44.4 | 40.6 | 36.4 | 32.2 | 29.2 | 24.2 | 22.2 | 20.4 | 17.6 | 16.0 |
|          |           | 50 | 0.788 | 45.2 | 40.6 | 36.4 | 32.4 | 28.2 | 24.6 | 22.0 | 20.2 | 17.8 | 16.0 |

E.3.2 Ensemble Size

In Table 12, we present extended results on the effect of ensemble size for different training methods, and $\sigma_e$. Generally, we observe that ensembles of size 3 and 5 already significantly improve over the performance of a single model, while further increasing the ensemble size mostly leads to marginal gains. This aligns well with our theory from §5.

E.3.3 Variability of Results

In Table 13, we report mean and standard deviation of ACR and certified accuracy for 50 GAUSSIAN and CONSISTENCY trained ResNet20 with different random seeds, either combined to 10 ensembles with $k = 5$ or evaluated individually. Generally, we observe a notably smaller standard deviation of the ensembles compared to individual models. We visualize this in Fig. 7, where we show the $\pm 3\sigma$ region.

E.4 Additional K-Consensus Experiments

In Table 14 we present a more detailed version of Table 2. We emphasize that for $K = 5$ and $K = 10$ for ResNet110 and ResNet20, respectively, we achieve the same ACR as with the full ensemble, while reducing the certification time by a factor of 1.50 and 2.01, respectively.
Table 13: Mean and standard deviation of ACR and certified accuracy for CIFAR10 at various radii for 50 ResNet20 with different random seeds either evaluated as 10 ensembles with $k = 5$ or as individual models at $\sigma_\epsilon = 0.25$.

| Training  | $k$ | ACR         | Radius $r$ |
|-----------|-----|-------------|------------|
|           |     |             | 0.25 | 0.50 | 0.75 |   |
| GAUSSIAN  | 1   | 0.4350 ± 0.0046 | 61.08 ± 1.08 | 43.74 ± 0.86 | 27.58 ± 0.88 |   |
|           | 5   | 0.4994 ± 0.0025 | 66.58 ± 0.62 | 51.04 ± 0.76 | 36.38 ± 0.42 |   |
| CONSISTENCY | 1  | 0.5202 ± 0.0049 | 63.57 ± 0.86 | 54.22 ± 1.03 | 44.30 ± 0.89 |   |
|           | 5   | 0.5445 ± 0.0017 | 64.90 ± 0.66 | 56.86 ± 0.49 | 47.94 ± 0.68 |   |

Table 14: Effect of $K$-Consensus aggregation on CONSISTENCY trained ensembles of 10 ResNet110 and 50 ResNet20 on CIFAR10 at $\sigma_\epsilon = 0.25$.

| Architecture | $K$ | ACR | Radius $r$ | TimeRF | KCR [%] |
|--------------|-----|-----|------------|--------|---------|
| ResNet110    | 2   | 0.576 | 77.2 | 70.2 | 60.0 | 50.4 | 3.25 | 85.8 |
|              | 3   | 0.581 | 77.0 | 70.0 | 60.6 | 51.6 | 2.29 | 79.7 |
|              | 5   | 0.583 | 76.8 | 70.4 | 60.4 | 51.6 | 1.59 | 74.2 |
|              | 10  | 0.583 | 76.8 | 70.4 | 60.4 | 51.6 | 1.00 | 0.0  |
| ResNet20     | 2   | 0.544 | 72.2 | 65.2 | 57.0 | 48.4 | 6.50 | 87.7 |
|              | 3   | 0.549 | 72.6 | 65.0 | 57.4 | 50.0 | 4.41 | 82.4 |
|              | 5   | 0.550 | 72.8 | 65.0 | 57.0 | 50.2 | 2.99 | 76.4 |
|              | 10  | 0.551 | 73.0 | 64.8 | 57.0 | 50.2 | 2.01 | 69.8 |
|              | 50  | 0.551 | 73.0 | 64.8 | 57.0 | 50.2 | 1.00 | 0.0  |

E.5 Additional Adaptive Sampling Experiments

Adaptive sampling for ensembles on CIFAR10 For comparison with Table 5, where we show the combined effect of $K$-Consensus aggregation and adaptive sampling, we show the results for just applying adaptive sampling to the same setting in Table 15 using $\{n_j\} = \{1'000, 10'000, 125'000\}$, $\sigma_\epsilon = 0.25$, and ensembles of 10 CONSISTENCY trained ResNet110. We observe that the speed-ups for small radii are comparable to applying both $K$-Consensus aggregation and adaptive sampling, as only few samples have to be evaluated. The additional benefit due to $K$-Consensus aggregation grows, as the later certification stages are entered more often for larger radii, highlighting the complementary nature of the two methods. Note that for radius $r = 0.75$, 1’000 samples are never sufficient for certification, but can still yield early abstentions.

Adaptive sampling and $K$-consensus In Table 16 we show the effect of adaptive sampling and $K$-Consensus aggregation for GAUSSIAN trained ResNet110 on CIFAR10, analogously to Table 5 (for CONSISTENCY trained models). We confirm our previous observation that the sample reduction is most prominent for small radii (for a given $\sigma_\epsilon$) while KCR increases with radius.

Adaptive sampling for ImageNet ensembles In Table 17 we demonstrate the applicability of our adaptive sampling approach to ensembles of ResNet50 on ImageNet. In particular, we achieve sampling reduction factors of up to 30 without incurring an accuracy penalty. For a fixed $\sigma_\epsilon$, we empirically observe larger speed-ups at smaller radii. This effect however depends on the underlying distribution of success probabilities and would be expected to invert for a model that has true success probabilities close to $p_A \approx 0.5$ for most samples.

Effect of sampling stage sizes Additionally, in table 18 we investigate how the choice of the number of phases, and the number of samples in each phase influence the sampling gain for various radii and models. We observe that as few as 100 samples can be sufficient to certify or abstain from up to 80% of samples, making schedules with many phases attractive. However, when the true success probability is close to the one required for certification a large number of samples is required to obtain sufficiently tight confidence bounds on the success probability to decide either way. This leads to many samples being discarded for schedules with many phases. Additionally, the higher per
Table 15: Effect of adaptive sampling with \( \{n_j\} = \{1'000, 10'000, 125'000\} \) for ensembles of 10 CONSISTENCY trained ResNet110 on ImageNet at \( \sigma_e = 0.25 \). ASA\(_j\) and ASC\(_j\) are the percentages of samples abstained from and certified in phase \( j \), respectively.

| Radius | acc\(_{\text{cert}}\) [%] | ASA\(_1\) | ASC\(_1\) | ASA\(_2\) | ASC\(_2\) | ASA\(_3\) | ASC\(_3\) | SampleRF | TimeRF |
|--------|-----------------|---------|---------|---------|---------|---------|---------|----------|--------|
| 0.25   | 70.4            | 15.2    | 80.6    | 0.6     | 3.0     | 0.6     | 0.0     | **46.17** | **43.29** |
| 0.50   | 60.4            | 26.0    | 64.8    | 4.2     | 2.0     | 2.0     | 1.0     | 18.61    | 17.27  |
| 0.75   | 52.0            | 36.4    | 0.0     | 3.6     | 51.4    | 3.4     | 5.2     | 5.99     | 5.49   |

Phase confidence required due to Bonferroni correction requires more samples to be drawn to be able to obtain the same maximum lower confidence bound to the success probability. This latter effect becomes especially pronounced for larger radii, where higher success probabilities are required.

Table 16: Adaptive sampling with \( \{n_j\} = \{1'000, 10'000, 125'000\} \) and \( K \)-consensus early stopping with \( K = 6 \) on CIFAR10 with an ensemble of 10 GAUSSIAN trained ResNet110. Sample and time gain are the reduction factor in comparison to standard sampling with \( n = 100'000 \) (larger is better). ASR\(_j\) is the percentage of samples returned in phase \( j \). KCR is the percentage of samples for which only \( K \) classifiers were evaluated.

| Radius | \( \sigma_e \) | acc\(_{\text{cert}}\) [%] | ASR\(_1\) | ASR\(_2\) | ASR\(_3\) | SampleRF | KCR | TimeRF |
|--------|----------------|-----------------|---------|---------|---------|----------|-----|--------|
| 0.25   | 0.25           | 70.6            | 93.4    | 5.2     | 1.4     | **30.30** | 35.6| 31.2   |
| 0.50   | 0.25           | 55.6            | 90.2    | 6.8     | 3.0     | 18.43    | 57.3| 21.1   |
| 0.75   | 0.25           | 41.8            | 49.6    | 42.2    | 8.2     | 6.64     | 86.8| 8.9    |
| 1.00   | 0.50           | 30.2            | 84.8    | 11.4    | 3.8     | 14.64    | 74.6| 18.2   |
| 1.25   | 1.00           | 20.2            | 91.0    | 6.2     | 2.8     | 19.51    | 65.3| 23.3   |
| 1.50   | 1.00           | 16.6            | 92.6    | 6.0     | 1.4     | 29.65    | 69.8| 36.4   |
| 1.75   | 1.00           | 13.8            | 94.0    | 4.2     | 1.8     | 26.98    | 76.4| 34.5   |
| 2.00   | 1.00           | 11.4            | 93.8    | 4.4     | 1.8     | 26.85    | 79.6| 34.9   |
| 2.25   | 1.00           | 9.4             | 90.4    | 7.6     | 2.0     | 23.48    | 84.5| 11.5   |
| 2.50   | 1.00           | 6.4             | 88.4    | 7.4     | 4.2     | 14.35    | **89.9**| 20.4 |

|
We compare multiple sampling count progressions $n_j = \{1'500, 15'000, 125'000\}$ for $r \leq 3.0$ and $n_j = \{3'000, 30'000, 125'000\}$, respectively. SampleRF and TimeRF are the reduction factor in comparison certification with CERTIFY with $n = 100'000$. ASC$_j$ is the percentage of samples returned in phase $j$.

Table 17: Adaptive sampling for individual ResNet110

| Radius | acc cert [%] | ASR$_1$ | ASR$_2$ | ASR$_3$ | SampleRF | TimeRF |
|--------|--------------|---------|---------|---------|-----------|--------|
| 0.50   | 40.2         | 93.8    | 4.4     | 1.8     | 22.66     | 20.7   |
| 1.00   | 37.2         | 95.0    | 4.0     | 1.0     | 29.66     | 27.5   |
| 1.50   | 34.0         | 93.0    | 5.6     | 1.4     | 24.50     | 22.4   |
| 2.00   | 28.6         | 89.8    | 8.6     | 1.6     | 21.13     | 19.3   |
| 2.50   | 23.0         | 86.4    | 10.6    | 3.0     | 14.86     | 13.4   |
| 3.00   | 19.8         | 70.0    | 25.6    | 4.4     | 9.54      | 8.6    |
| 3.50   | 16.4         | 74.8    | 3.4     | 21.8    | 3.27      | 2.6    |

Table 18: Effect of adaptive sampling for individual ResNet110 on CIFAR10 at $\sigma_r = 0.25$. ASC$_j$ and ASR$_j$ are the percentages of samples abstained from and certified in phase $j$, respectively. We compare multiple sampling count progressions $\{n_j\}$. More concretely, schedule $2_1$ considers $\{1'000, 115'000\}$, $2_2$ considers $\{10'000, 115'000\}$, $3_1$ considers $\{1'000, 10'000, 125'000\}$, $3_2$ considers $\{2000, 15000, 125'000\}$, $5_1$ considers $\{1'000, 4'000, 16'000, 64'000, 130'000\}$ and $5_2$ considers $\{100, 1'000, 5'000, 25'000, 130'000\}$.

| $\sigma_r$ | Training Schedule | acc cert [%] | ASR$_1$ | ASR$_2$ | ASR$_3$ | SampleRF | TimeRF |
|------------|--------------------|--------------|---------|---------|---------|-----------|--------|
| 0.25       | GAUSSIAN           | 2$_1$ 60.0   | 30.4    | 62.2    | 4.4     | 3.0       | -       | -      | 10.50 | 10.72 |
|            |                    | 2$_2$ 60.2   | 33.8    | 63.8    | 0.8     | 1.6       | -       | -      | 7.93  | 8.04  |
|            |                    | 3$_1$ 60.2   | 29.6    | 61.0    | 3.4     | 2.6       | 1.6     | 1.8    | 17.09 | 16.37 |
|            |                    | 3$_2$ 60.0   | 31.6    | 62.0    | 2.0     | 2.0       | 1.2     | 1.2    | 17.96 | 16.92 |
|            |                    | 5$_1$ 60.2   | 29.2    | 61.2    | 2.8     | 1.6       | 1.6     | 1.2    | 0.8   | 0.2   | 0.4   | 28.12 | 20.65 |
|            |                    | 5$_2$ 60.0   | 19.8    | 53.2    | 10.6    | 7.8       | 2.0     | 1.2    | 0.8   | 1.4   | 1.2   | 22.56 | 17.25 |
| 0.75       | GAUSSIAN           | 2$_1$ 60.0   | 20.6    | 75.4    | 2.8     | 1.2       | -       | -      | -     | 17.69 | 17.60 |
|            |                    | 2$_2$ 60.0   | 22.2    | 76.2    | 1.2     | 0.4       | -       | -      | -     | 3.50  | 8.44  |
|            |                    | 3$_1$ 60.0   | 20.4    | 75.4    | 2.0     | 0.6       | 1.0     | 0.6    | -     | -     | 30.17 | 28.30 |
|            |                    | 3$_2$ 60.0   | 21.4    | 75.4    | 1.0     | 0.8       | 1.0     | 0.6    | -     | -     | 24.68 | 23.00 |
|            |                    | 5$_1$ 60.0   | 20.2    | 74.8    | 1.4     | 0.6       | 0.6     | 0.8    | 0.8   | 0.2   | 0.4   | 36.09 | 26.89 |
|            |                    | 5$_2$ 60.0   | 12.8    | 68.4    | 8.0     | 6.2       | 1.2     | 1.2    | 0.6   | 0.4   | 0.8   | 4.43  | 33.73 |
| 0.75       | CONSISTENCY        | 2$_1$ 30.6   | 59.8    | 0.0     | 9.6      | 30.6      | -       | -      | -     | 2.13  | 2.18  |
|            |                    | 2$_2$ 30.4   | 65.0    | 24.6    | 4.4     | 6.0       | -       | -      | -     | 4.76  | 4.70  |
|            |                    | 3$_1$ 30.4   | 61.2    | 0.0     | 3.8      | 24.8     | 4.2     | 6.0    | -     | -     | 6.13  | 5.82  |
|            |                    | 3$_2$ 30.6   | 61.2    | 0.0     | 4.2      | 27.6     | 3.8     | 3.2    | -     | -     | 6.74  | 6.19  |
|            |                    | 5$_1$ 30.6   | 59.6    | 0.0     | 4.0      | 0.0      | 2.8      | 26.8   | 1.2   | 3.4   | 1.6   | 0.6   | 8.78  | 6.15  |
|            |                    | 5$_2$ 30.6   | 48.2    | 0.0     | 11.4     | 0.0      | 3.8      | 0.0    | 3.2   | 29.0  | 2.6   | 1.8   | 7.04  | 5.45  |
| 0.75       | CONSISTENCY        | 2$_1$ 46.4   | 41.2    | 0.0     | 9.6      | 49.2      | -       | -      | -     | 1.47  | 1.47  |
|            |                    | 2$_2$ 46.4   | 46.6    | 45.6    | 4.2      | 5.6       | -       | -      | -     | 4.91  | 4.72  |
|            |                    | 3$_1$ 46.2   | 40.6    | 0.0     | 5.8      | 44.0     | 4.6      | 5.0    | -     | -     | 5.72  | 5.27  |
|            |                    | 3$_2$ 46.6   | 43.2    | 0.0     | 4.4      | 45.0     | 3.0      | 4.4    | -     | -     | 5.68  | 5.08  |
|            |                    | 5$_1$ 46.6   | 40.6    | 0.0     | 4.0      | 0.0      | 3.0      | 45.0   | 1.2   | 4.2   | 1.8   | 0.2   | 6.95  | 4.97  |
|            |                    | 5$_2$ 46.2   | 32.6    | 0.0     | 8.6      | 0.0      | 4.2      | 0.0    | 2.4   | 46.4  | 3.2   | 2.6   | 4.96  | 3.88  |