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Abstract
Due to the pervasive diffusion of personal mobile and IoT devices, many “smart environments” (e.g., smart cities and smart factories) will be, generators of huge amounts of data. Currently, analysis of this data is typically achieved through centralised cloud-based services. However, according to many studies, this approach may present significant issues from the standpoint of data ownership, as well as wireless network capacity. In this paper, we exploit the fog computing paradigm to move computation close to where data is produced. We exploit a well-known distributed machine learning framework (Hypothesis Transfer Learning), and perform data analytics on mobile nodes passing by IoT devices, in addition to fog gateways at the edge of the network infrastructure. We analyse the performance of different configurations of the distributed learning framework, in terms of (i) accuracy obtained in the learning task and (ii) energy spent to send data between the involved nodes. Specifically, we consider reference wireless technologies for communication between the different types of nodes we consider, e.g. LTE, Nb-IoT, 802.15.4, 802.11, etc. Our results show that collecting data through the mobile nodes and executing the distributed analytics using short-range communication technologies, such as 802.15.4 and 802.11, allows to strongly reduce the energy consumption of the system up to 94% with a loss in accuracy w.r.t. a centralised cloud solution up to 2%.
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1. Introduction
There is a unanimous consensus in the research and industry communities about the fact that IoT applications will account for a large share of the mobile data generated in the Internet [1]. Many reference market analyses (e.g. [2]), show that the adoption of IoT technologies will result in a huge economic impact in many sectors, well beyond ICT alone. As most of the value of IoT applications will come from the analysis of the data generated by IoT devices, the research area of IoT data analysis and management is a very exciting one.

The common trend in many current architectures [3] is to transfer IoT data from the physical locations where they are generated to some global cloud platform, where knowledge is extracted from raw data and used to support IoT applications. This is the case, among others, of the ETSI M2M architecture [4]. However, there are concerns whether this approach will be sustainable in the long run. The projections of the growth of the number of deployed IoT devices are exponential over the next years [2]. Mobile data traffic will grow at a compound annual growth rate (CAGR) of 47 percent from 2016 to 2021, reaching 49.0 Exabytes per month by 2021 [1]. Together with data generated by personal users’ devices, this is likely to make the amount of data generated at the edge of the network huge, making it impractical or simply impossible to transfer them to a remote cloud platform at reasonable costs. In addition, data might also have
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privacy and confidentiality constraints, which might make it impossible to transfer them to third parties such as global cloud platform operators. For example, in the manufacturing domain, data analytics is one of the cornerstones of the Industry 4.0 or Industrial Internet \cite{5} concepts. However, most of the time industries will not be willing to move their data to some external cloud provider infrastructure, due to confidentiality reasons. On the other hand, they might not have the competencies and resources to build and manage a private cloud platform. Moreover, real-time delay constraints might require that data elaboration or storage is performed at the edge, i.e., close to where it is needed, rather than in remote data centres. Last but not least, as we show in this paper, sending data from IoT devices to remote data centres might result in very high energy consumption, even using wireless technologies designed for low power devices, such as NB-IoT. These trends and needs push towards a decentralisation of cloud platforms towards the edge of the network, where the paradigms of Edge computing, such as Fog \cite{6}, Mobile Edge Computing \cite{7} and Cloudlets\cite{8}, can address these problems.

In this paper, we follow this approach and study the behaviour of a distributed learning solution based on Hypothesis Transfer Learning (HTL). In general, with HTL, instead of training a model on the whole training set in a centralised way, multiple parallel models are trained on disjoint subsets, and then the partial models are combined to obtain a single final model. We already have successfully applied HTL to the case of distributed learning in IoT environments in \cite{9} and \cite{10}, where we have presented an activity recognition solution, where we have shown that such solution is able to drastically cut the network traffic required to perform the learning task, with an affordable reduction of accuracy with respect to a conventional solution where data is transferred on a global cloud platform.

Contrarily to \cite{9, 10}, in this paper we consider that data, generated by IoT devices, need to be moved either to an edge gateway (and possibly to the cloud) or to a number of mobile nodes passing by the IoT devices. Both the gateway and the mobile nodes take the role of Data Collectors, and HTL is used to compute and exchange partial models between them. The main focus of this paper is on evaluating the interplay between the configuration of the distributed learning scheme and the involved network costs. This primarily depends on the assumptions about the spatio-temporal distribution of the nodes, and on the transmission costs for the various considered technologies. Specifically, we consider realistic wireless technologies for the communication between the nodes involved in the scenario, and we study the performance of different configurations of the HTL process in terms of the trade-off between the energy saving obtained by keeping data at the edge (and thus using short-range instead of long-range wireless technologies), and the loss of accuracy of the HTL scheme with respect to a conventional centralised learning scheme that can work on the entire set of data generated by all IoT devices. We compare different HTL configurations between them, and with a centralised solution where all data are sent to a remote cloud platform for processing. We compare different strategies of data collection, i.e. we go from the centralised solution in which data is collected by the edge server through cellular communication to using exclusively mobile nodes, in which devices collect all the data and perform the learning. We consider the most relevant wireless communication technologies, i.e., NB-IoT, LTE, 802.15.4 and 802.11. Precisely, we assume that IoT devices communicate with an edge gateway through energy saving cellular technologies (NB-IoT) and with mobile nodes using 802.15.4. Moreover, Mobile devices can communicate with each other through 802.11 and with the edge gateway using LTE.

This paper extends \cite{11}, as we take into account and evaluate in detail the impact of the specific wireless technologies used for communication, and we also consider the case where mobile nodes may lose data from IoT devices (while in \cite{11} data collectors are only static nodes).

Changing the dataset would change the accuracy of our distributed learning scheme with respect to a centralised solution, which is something we have analysed extensively in \cite{1, 2, 3} considering multiple datasets. However, for the specific focus of this paper, we think that focusing on one dataset already would be enough, as, thanks to our prior results, we can expect qualitatively similar results when the same analysis is performed on other datasets. We clarified this point in Section 1 of the paper.

To test the considered alternatives in a realistic setting, we selected a dataset related to an environmental monitoring application.\footnote{Precisely, the learning problem we consider is to learn a classifier able to predict the...} Precisely, the learning problem we consider is to learn a classifier able to predict the
type of trees covering a delimited area of forest. We simulate an iterative data collection process interleaved by sessions of distributed learning on the newly collected data. However, for the specific focus of this paper, we think that focusing on one dataset already would be enough, as, thanks to our prior results, we can expect qualitatively similar results when the same analysis is performed on other datasets.

Our results show that it is possible to save up to 94% of energy in the system (mostly related to the data collection part) without relying on the edge servers with up to 2% of accuracy degradation with respect to a centralised cloud-based solution. Moreover, the computational burden of part of our solution can be significantly reduced with a negligible impact in terms of accuracy performance.

The rest of the paper is organised as follows. Section 2 presents related work. In Section 3 we introduce the problem and the reference scenario we consider in the paper. Section 4 describes the HTL-based distributed learning solutions used in our experiments. Sections 5 describes the dataset and the performance metrics we used to perform the analysis presented in Section 6. In Section 7 we discuss the computational complexity of our solution. Finally, Section 8 concludes the paper.

2. Related work

The distributed learning problem can be approached in many different ways. One typical approach is represented by the so-called “ensemble methods” such as bagging, boosting and mixtures of experts [12, 13, 14, 15]. Typically, these methods randomly split a dataset into smaller portions and allocate them to different classifiers that are independently trained. The individual classifiers are subsequently aggregated, sometimes after an additional training phase or with other techniques based on feedbacks coming from the training phase. Although these approaches are very powerful, they assume that the training set is available to a single coordinating processor.

Another very promising set of powerful solutions able to process huge amounts of data is represented by deep learning techniques [16, 17, 18]. These techniques are nowadays widely used to solve many complex tasks. Differently from our solution, these approaches do not target knowledge extraction where data have privacy constraints, or when network overhead should be minimised.

Other works propose fully distributed and decentralized learning algorithms. To the best of our knowledge, the more relevant with respect to our reference scenario are the following. In [19] authors present a distributed version of Support Vector Machine (SVM). Authors of [20] propose a distributed learning algorithm for arbitrarily connected machines. Another similar solution presented in [21] propose two distributed learning algorithms for random functional link networks. Both are iterative solutions that in order to converge to a model have to repeatedly exchange their partial models’ parameters.

Other approaches that are closer, at least in terms of methodology to the one proposed in this paper include [22], where the authors propose a framework called Federated Learning whose purpose is to accomplish a distributed learning task on several mobile devices without exporting data from them. Briefly, in their approach, they train a neural network by executing the learning algorithm on each device and collecting in a centralised fashion the updates of the model. It proves to be very effective but, differently from our paper, they do not take into account aspects related to the amount of traffic generated by the learning task.

Approaches based on distributed learning are emerging in the pervasive networking literature, e.g., to address the activity recognition problem. For example, in [23, 24] several transfer learning-based approaches exploiting deep learning solutions are applied to the activity recognition problem. However, their main focus is on finding the most effective way to transfer layers of a neural network in order to exploit that knowledge to ease the training in other similar domains.

Finally, in [25] we have proposed an analytical solution that exploits a reference gradient-based learning algorithm (i.e. SVRG) to identify the optimal trade-off between accuracy and network overhead. Precisely, in that we find the optimal operating point of data aggregation on the nodes that guarantee a certain target model accuracy. Differently, in this paper, we consider an approach based on the Hypothesis Transfer
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Learning framework in which entire models are moved between nodes instead of single updates of a single model, computed in separate locations.

The purpose of all these solutions is to learn a model whose accuracy performance is close, or at least comparable, with a centralized algorithm with access to the complete dataset. Although the accuracy is a crucial evaluation term for such kind of solutions, also the energy consumption triggered by those algorithms is fundamental, if we consider a network constrained scenarios like the IoT. In particular, in this paper, we are interested in evaluating the behaviour of the Hypothesis Transfer Learning framework in a context where realistic network related constraints are imposed.

3. Problem statement and system assumptions

![Reference scenario](image)

In this section we describe the reference scenario we consider in this paper, as shown in Figure 1. We assume a wide area that has been disseminated with several types of IoT devices, such as temperature sensors, humidity sensors, etc. These sensors are battery powered and they have limited computational and storage capacity. Since they are resource constrained, all the data they collect from the environment has to be transmitted to other more capable devices, in order to be processed. In this paper, we consider a slotted data collection process, that is, the sensors sense the environment and store the data for a fixed amount of time. At the end of a generic slot, they must transmit the data (within a certain deadline) in order to clean their memory and make room for the next session of data collection. In our scenario, the sensors have two ways for transmitting the collected data. In the first one, if a mobile device, that from now on we will call SmartMule (SM), is in the communication range of the sensors, it collects data from them through a short-range wireless technology. Note that a SmartMule can be any kind of mobile device capable to collect, process and analyse data, e.g. an SM can be a drone equipped with a chip-set appropriate for processing data, or a smart-phone, according to the specific sensing problem. The second one is used when no SM has come in the communication range of the device by the stated deadline. In that case a long range transmission occurs in order to send data to an edge server (ES) located at the edge of the network. For simplicity, we will term both SMs and ES as Data Collectors (DC). From a technological point of view, for long range transmissions, sensors can use one of the energy saving cellular technologies, e.g. NB-IoT [26], while for short/medium range transmissions they exploit a communication protocol based on the IEEE 802.15.4 standard, e.g. Zigbee [27]. Figure 1a shows the data collection possibilities, through short range technologies (dashed lines) or long range ones (dotted lines).
At the end of each collection session, all DCs collaboratively learn a model (through HTL) based on the newly acquired data. This model is used to update the model elaborated until the previous time slot. Therefore, over time DCs elaborate a model, which is incrementally refined through the data collected after each collection slot.\textsuperscript{2} It is worth noting that in this scenario data has not a locality constraint, i.e. once arrived on the first SM, it can be further aggregated on other SMs or even on the ES, according to the data management policy associated to the learning process. We assume that data can either be elaborated directly on the DC which collect them from the IoT devices, or can be exchanged and grouped at a smaller number of DCs, which are the sole responsible for computing the model. This allows us to have flexibility on the number of DCs, and on the locations where models are elaborated. We will study the impact of this configuration parameters in Section \textsuperscript{6}. In our scenario, we consider that devices can communicate with each others in two ways. One way is through cellular technology such as LTE or LTE/A. In this case we are assuming that SMs are far from each others (long range communication). Conversely if the devices are close enough, they can communicate through a short/medium range technology, such as WiFi or Bluetooth.\textsuperscript{3}

In order to make our scenario more realistic we consider that the number of SMs roaming in the area for collecting data may vary from slot to slot. In addition, not only the number of SMs but also the amount of data they collect might be different from each other. To this end, the number of SMs present in the area during a single collection session is drawn from a Poisson distribution. In addition, we consider that SMs have a different mobility patterns in the sense that some SM may have the chance to visit a greater number of sensors than others, leading to an uneven amount of data collected on DCs. Specifically, we model the number of data collected by DCs during a session with a Zipf distribution. In order to allocate data to DCs we use the following procedure. To each DC in the area we assign an ID which also corresponds to a ranking value from 1 to N, where 1 is the highest ranking and N is the lowest one (note that N is the total number of DCs in the area, drawn from the Poisson distribution). According to the Zipf’s law each ranking value has a different probability of being drawn, therefore, in order to assign data to DCs, for each datum we randomly draw one of the N DCs’ IDs. The result of such process is that the distribution of data on DCs is unbalanced, i.e. the number of data on each device and their internal distribution is not uniform. Moreover, we assume that the data collected by DCs are homogeneous, i.e., all the sensors positioned across several separate physical locations, collect data (possibly in separate time instants) belonging to the same generating phenomenon. Therefore, although mules in separate collection windows might have only a partial view of the all available data, in the long run they have access, on average, to all the available information, either in form of raw data or in form of aggregate partial models.

In this paper the learning task that all the DCs have to solve in a collaborative and distributed way is a classification problem. Specifically, we assume that each data partition located on a DC is a training set used to train a local classifier. The features of the local classifiers are exchanged with all the other DCs and used by each of the them to refine their own local classifier. These refined models are finally aggregated all together in order to combine their knowledge into a single “global” model, which is the one updated after each session. We point out that the model we learn from data is a linear classifier, that is the one of the simplest and the most lightweight models that can be learnt in terms of number of parameters. Nevertheless, its simplicity does not affect the generality of our analysis, because selecting a different model would affect only the quantity of data exchanged between DCs and not the ranking of the several configurations that we present in the rest of the paper. Our purpose is to evaluate the performance of such system both in term of accuracy of the model learnt and the associated cost, defined as the energy spent for the wireless communications.\textsuperscript{4} Precisely, our aim is

\textsuperscript{2}The main assumption here is that the time between consecutive batches should be significantly longer than the time required to train the model based on the data in each batch. If this is not the case, the entire approach considered in the paper would not be useful, as the model would be constantly "behind schedule" with respect to data generation rate. In such cases, either the application would downgrade its sampling rate, or mules should be improved in order to compute more quickly. However, this would be a dimensioning problem that is beyond the aim of this paper.

\textsuperscript{3}The concept of “close enough” may vary depending on the specific technology considered.

\textsuperscript{4}In this paper we do not include in our analysis the energy count used for the computation. We consider it as an orthogonal problem that deserves a dedicated study because it depends on many factors such as, among others, the specifics of the reference computational architecture.
to evaluate the impact that the considered communication technologies have on the cost of each part such system and to identify, depending on the specific operational conditions of the system, what are the most energy efficient configurations of the HTL algorithm in terms of where data has to be moved across DCs, for a certain target accuracy of the model.

4. Distributed Learning through Hypothesis Transfer Learning

In this section we briefly describe the distributed learning solution we use in this paper, based on the Hypothesis Learning Framework (HTL).

HTL methods are machine learning algorithms through which it is possible to exploit the knowledge acquired by a model $m_1$ trained on a certain set of data $D_1$ to ease the training phase of a model $m_2$, trained on a set of data $D_2$, different from $D_1$. The purpose is to improve the accuracy of $m_2$ using the knowledge contained in $m_1$.

This kind of solution is typically used in situations in which the size of $D_2$ is much smaller than the size of $D_1$. In fact in these situations, without a technique such as HTL, the accuracy of $m_2$ would be strongly affected by the small amount of data available to train the model.

In this paper, in order to perform the analysis described in Section 3, we exploit the distributed learning solution proposed in [9, 10] whose core learning mechanism is based on GreedyTL, i.e. one of the reference solutions in the HTL literature [28]. Note that we do not provide all the mathematical details of GreedyTL. The interested reader should refer to the original paper [28]. Instead, we describe the key points of two distributed learning procedures. The first one is the distributed learning solution proposed in [9, 10], that here we adapt to the scenario presented in Section 3. The second one is a modified version of the former, where the key difference is that the second scheme significantly reduces the amount of data exchanged between the DCs, as we explain in the following of the section.

From now on the first scheme is called All-to-all HTL (A2AHTL), while the second one StarHTL (SHTL). The basic assumption, that is valid for both A2AHTL and SHTL, is that each of the $L$ DCs holds a local set of data $D_i$, with $i = 1, \ldots, L$ and each $D_i$ is different from the others, i.e. $D_i \cap D_j = \emptyset, \forall i, j = 1, \ldots, L$ with $i \neq j$. Note that, the local datasets differ from each others not only for the content but also in terms of size, i.e. $|D_i| \neq |D_j|, \forall i, j = 1, \ldots, N$ with $i \neq j$.

**All-to-all HTL**

We present now the A2AHTL scheme, fully described in [9, 10], and summarised here for the reader’s convenience. The A2AHTL solution is composed by 5 steps that are performed by each DC. We refer to Algorithm 1.

**Step 0.** (lines 1-5) In the first step each DC trains a classifier on its local data. At this step there is not a unique choice for the learning algorithm to be used, it mostly depends on the specifics of the problem at hand. In this paper we use a Support Vector Machine, one of the most well known machine learning approaches. We selected it because of its good performance and simplicity for the purpose of the learning task considered in this paper. Note that if the learning task changes, the only difference would be the amount of data exchanged between nodes, while all the rest of the algorithmic details will remain the same. After this first learning step, each DC $l_i$ holds a model $m_i^{(0)}$.

**Step 1.** (lines 6-8) After Step 0, each DC $l_i$ sends its model $m_i^{(0)}$ to all the other DCs. At the end of this phase each DC holds $L$ SVM classifiers, each one trained on different data.

**Step 2.** (line 9) Each DC performs a second learning phase on the same local data, using the GreedyTL algorithm. In this step, the purpose of GreedyTL is to train a classifier that includes the knowledge contained in the models $m_i^{(0)}$ sent by all the other DCs. Precisely, GreedyTL solves an optimisation problem in order to find the linear combination of models $m_i^{(0)}$ which maximises that prediction accuracy with respect to the local dataset. At the end of this step each DC has a new classifier $m_i^{(1)}$ that is the output of the GreedyTL algorithm.
Step 3. (line 10) After the second learning phase, there is another synchronization phase where all models are sent to a unique DC, which can be any of the involved DCs.

Step 4. (lines 11-14) The DC that receives all the models as per step 3 aggregates all of them into a single model $m^{(2)}$. In this paper we calculate the average model $m^{(2)} = \frac{1}{L} \sum_{l=1}^{L} m_l^{(1)}$. In this paper we can calculate the average of the models because assume that all the DCs learn the same type of model (i.e. in this case a linear classifier). Note that depending on the specific type of models selected for the learning process it might not be possible to average the models’ parameters. Therefore, in such case a different aggregation strategy needs to be adopted. Moreover, once computed the final average model, all the partial models computed at step 1 and held by each DC are no longer useful and can be removed in order to save storage.

Algorithm 1 All-to-all HTL

1: Let be $L$ the number of data locations
2: Let be $l_i$ the ID of the $i$-th location and $l_c$ the ID of the current location $c$.
3: Let be $m^{(j)}_{l_i}$ the local model at step $j$
4: Let be $X_{c}, y_c$ the training pattern and training labels for location $l_c$, respectively
5: $m^{(0)}_{l_c} = \text{TrainBaseLearner}(X_{c}, y_c)$
6: SendModelToAll($m^{(0)}_{l_c}$)
7: $M = \text{ReceiveBaseModels}();$
8: $M \leftarrow M \cup \{m^{(0)}_{l_c}\}$
9: $m^{(1)}_{l_c} = \text{GreedyTL}(X_{c}, y_c, M)$
10: SendModelToCenter($m^{(1)}_{l_c}$)
11: if IsCenter($c$) then
12: $H = \text{ReceiveGTLModels}()$
13: $H \leftarrow H^{gtl} \cup \{m^{(1)}_{l_c}\}$
14: $m^{(2)} = \text{CombineModels}(H)$
15: end if

Star HTL

The StarHTL solution is a simple variation of the previous one. It is meant for those situations where the amount of data at each DC is strongly unbalanced. For example, a typical case is when the size of the local dataset at many DC is very small (e.g. even less than the size of the model to be learnt) and there is one DC that holds the majority of the data. In this case, we can save network resources by reducing the amount of models to send over the network as explained hereafter. For the sake of clarity we refer to Algorithm 2

Step 0. (lines 1-5) This step is unchanged w.r.t. A2AHTL. Each DC computes the model on its local data. After this first learning step, each DC $l_i$ holds a model $m^{(0)}_{l_i}$.

Step 1. (lines 7-9) Election of the “centralDC”. During this step all the DCs exchange with the others a previously selected index that will be used to elect the central node. In this paper we used, as index, the standard Information Entropy, defined as follows:

$$ H = - \sum_{k \in K} p(k) \log |K| (p(k)) $$

where $K$ is the set of labels and $|K|$ is the total number of labels in the learning problem at hand. Precisely, each DC computes the entropy on its local dataset and the DC with maximum entropy is the one selected to be the central DC. In this way we are selecting as centre the one with more information in its local dataset, that is, the one that is likely to train a more accurate $m^{(1)}$ model.
Step 2. (line 16) All the DCs, apart from the one selected to be the centre, send their $m^{(0)}$ models to the centre DC.

Step 3. (lines 10-13) The centre DC is the only one that performs the second learning phase on its data using GreedyTL. At the end of this Step, the central DC has a new model $m^{(1)}$ built on its local data and aggregating the knowledge coming from the other models.

**Algorithm 2 Star HTL**

1: Let be $L$ the number of data locations
2: Let be $l_i$ the ID of the i-th location and $l_c$ the ID of the current location $c$.
3: Let be $m^{(j)}$ the local model at step $j$
4: Let be $X_{c}, y_{c}$ the training pattern and training labels for location $l_c$, respectively
5: $m^{(0)}_{l_c} = TrainBaseLearner(X_{c}, y_{c})$
6: $i = ComputeCenterIndex()$
7: $SendIndexToAll(i)$
8: $clId = ReceiveAndSelectCenter()$
9: $SendCenterIdToAll(cid)$
10: if IsCenter($c$) then
11:   $M = ReceiveBaseModels()$
12:   $M \leftarrow M \cup \{m^{(0)}_{l_c}\}$
13:   $m^{(1)}_{l_c} = GreedyTL(X_{c}, y_{c}, M)$
14: else
15:   $SendModelToCenter(m^{(0)}_{l_c})$
16: end if

It is clear that StartHTL generates less traffic than A2AHTL, as (i) models $m^{(0)}$ are not sent to all DCs, and (ii) there is no second synchronisation phase. Clearly, this might be paid in terms of lower accuracy.

5. Experimental setting

In this section we describe the dataset we used to perform our analysis and the indexes we used to measure the performance of the system in the considered scenarios.

5.1. Dataset Description

The dataset we consider in this paper is connected to the forest cover type prediction problem (Cov-Type [5]). It is a publicly available dataset that contains 581012 observations. Each observation is a vector of 54 features containing both cartographic and soil information, corresponding to a $30 \times 30 m$ area of forest. The learning task is to use this information to predict what is the main kind of tree covering the area. The dataset contains 7 classes. Since the number of observations for each class is not the same between classes, we performed a sub-sampling of the classes in order to remove such unbalancing. Thus, the final dataset contains 19229 points ($\approx 2700$ points per class). We used 80% of the dataset as training set and remaining 20% for test.

5.2. Performance Metrics

In this paper we are interested in evaluating i) the energy used to transmit data or models between IoT devices and DCs, and between DCs, in order to complete the learning task, and ii) the accuracy of the model learnt through the distributed learning process. Note that we focus only on the energy used by devices for transmitting and receiving data or models using wireless technologies. We do not include in the energy

---

[5] Dataset available at https://archive.ics.uci.edu/ml/datasets/Covertype
Table 1: Nominal technical specifications of the considered wireless technologies

| Wireless Tech. | Tx P.(mW) | Uplink (Mbps) | Rx P.(mW) | Downlink (Mbps) |
|----------------|-----------|---------------|-----------|----------------|
| 4G [29]        | 2100      | 75            | 2100      | 35             |
| NB-IoT [30]    | 199       | 0.2           | 199.52    | 0.2            |
| IEEE 802.15.4 [31] | 3        | 0.12          | 3         | 0.12           |
| IEEE 802.11g [32] | 1080     | 48            | 740       | 48             |

count the energy spent by the edge server for transmitting and receiving data. Conversely we include the one used by devices for transmitting and receiving data to and from the edge server. The rational is that in this paper we are interested in analysing the impact of such system on battery powered devices.

In this paper, we use a simplified model in which, given a certain wireless technology, the specific power for transmitting and receiving data at a fixed data rate is constant for all the nodes in the network. We calculate the energy used for all the communications (both for transmitting and receiving data) as follows:

\[ E = P \times t \]  

where \( P \) is the power, expressed in mW, for transmitting or receiving data and \( t \) is the duration, expressed in seconds, of the transmission. The duration of the transmission is calculated as follows

\[ t = B/S \]

where \( B \) is the uplink (or downlink) data rate expressed in bit per second (bps) and \( S \) is the number of bits to be transmitted.

Note that \( P \) and \( B \) depend on the characteristics of the specific network technology. The ones considered in this papers are reported in Table 1. These are averages taken from reference papers found in the literature [29, 30, 31, 32].

The overall energy used in the system for a session of data collection is the following:

\[ E_S = E_C + E_L \]  

where \( E_C \) is the sum of the energy used by the sensors to transmit data to the SmartMules or to the Edge server, while \( E_L \) is the energy used by the SmartMules during the distributed learning process.

In this paper, in order to evaluate the prediction performance of our system we use the well known F-measure [33]. The F-measure is a common aggregate index mostly used to evaluate the performance of a content retrieval system or a classifier. We use it because it provides a more precise description of the performance of our system with respect to the simple accuracy index defined as the number of correct predictions divided by the total number of predictions made. Precisely, through the F-measure we are able to summarize in one single index the performance expressed by the Precision and Recall indexes. The F-measure is defined as the harmonic mean between the precision index and the recall index, hereafter defined. Note that in this paper all the performance indexes are location-wise, i.e. they always refer to performance obtained by models trained in each separate location \( l \).

The precision (or specificity) index is defined as the number of correct predictions divided by the total number of predictions made. More formally:

\[ p_l = \frac{1}{n_t} \sum_{i=1}^{n_t} I(y_i, \hat{y}_i) \]  

with

\[ I(y_i, \hat{y}_i) = \begin{cases} 1 & \text{if } y_i = \hat{y}_i \\ 0 & \text{otherwise} \end{cases} \]

where \( \hat{y} \) is the predicted class of the \( i \)-th pattern \( x_i \) and \( y_i \) is its true class and \( n \) is the number of elements in the test set.
The recall (or sensitivity) index is defined as the number of correct predictions for a specific class divided by the number of the patterns that belong to that specific class, averaged over all classes. More formally:

\[ r_l = \frac{1}{|C|} \sum_{c \in C} \frac{1}{n_{l,c}} \sum_{i=1}^{n_{l,c}} I(y_{c,i}, \hat{y}_{c,i}) \]  

(4)

Finally the F-measure is defined as follows:

\[ F_1 = 2 \cdot \frac{p_l \cdot r_l}{p_l + r_l} \]  

(5)

This measure takes values in the range \([0, 1]\), where 0 stands for the worst prediction performance and 1 to the best one.

6. Results

We present now the results of our analysis. We recall that our interest is to identify through simulation how to configure the learning process such that, given a minimum target loss of accuracy (with respect to a centralised solution), the total amount of energy used to transfer data to the devices involved in the learning process is minimised. All the results we present hereafter are average values over 10 simulations. Confidence intervals, which we computed with a 95% confidence level, are very tight, therefore we do not show them, to improve the clarity of the plots.

Before presenting the results we provide the details that are shared by all the scenarios we analysed in this paper. As we explained in Section 3, we are considering a process of data collection through time. The process is divided in 100 time windows. In our simulations in each window are collected 100 observations, each one containing 54 features (the number of features is dataset dependent). At the end of each collection window, a learning phase takes place. The learning phase can be either distributed or centralised, depending on where the data has been sent. If all the data has been sent to the edge server, the learning phase will be centralised, while if the data is partially on the edge and partially (or totally) on the mules, the learning phase will be done using an HTL approach. Remember that regarding the last two cases, the learning algorithm is iterative and this is reasonable, as those nodes are sensing devices with limited storage, which typically have to flush their storage after a while. We remark that, although the specific dataset we use for evaluation the dynamic over time is slowly varying, we might expect that in cases where such a dynamic is quicker and data sensed in different time windows could not be that correlated, the learning performance would be different. However, we think that the results shown in the paper for the initial time slots provide indications of the performance obtained in these cases, where limited or no prior knowledge can be carried over between time slots. Remember that according to the scenario described in Section 3 in each collection interval, the number of mules that have collected data is a realisation of a random variable distributed according to a Poisson distribution of rate \( \lambda \), while the number of data on each of such mules is distributed according to a Zipf law of parameter \( \alpha \). Specifically, we consider \( \lambda = 7 \) and \( \alpha = 1.5 \). We chose these parameters in order to simulate a scenario in which the data collection process is highly unbalanced, i.e. few SMs hold the vast majority of the data.

6.1. Benchmark Scenario: All data on the Edge Server

Let us now present the analysis of the scenario that we use as benchmark during the rest of the paper. Precisely our benchmark is a scenario in which there are no mules in the area during the entire collection process. Therefore, for each collection session, all the data is sent to the edge server through NB-IoT, a cellular technology specifically designed for IoT devices. On the edge server, for each collection window the model is updated according to the new data. Results are shown in Figure 2. In terms of accuracy the final F1-value that we obtain using a linear classification model is 0.63\(^6\). In absolute terms is not a particularly 

\(^6\)This final value corresponds to a centralised training session on the entire dataset.
high value but is the best we can obtain from a linear model applied to this problem. However in this paper we are not interested in finding the best model that fits the data, but we are interested in analysing if through a distributed learning approach based on HTL it is possible to save resources while obtaining performance comparable to the one obtained executing the learning in a centralised fashion. Regarding the energy consumed for transmitting all the data using a NB-IoT we found a final value of 34477 mJ that, for the rest of the paper we will use as benchmark in all the considered scenarios. Note that the values of accuracy and energy reported at the end of the collection process are equivalent to those obtained by the best performing centralised algorithm (in this case SVM) having access to the complete dataset.

![Graph](image1)
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**Figure 2:** Accuracy and cumulative energy cost for the edge only solution using NB-IoT

6.2. Scenario 1: Partial data on Edge

In this scenario we want to evaluate if it is possible to save resources limiting the amount of data that is transmitted to the edge. To this end, we analysed three separate cases in which we progressively decrease the amount of data sent to the edge server. Specifically we are simulating a scenario in which the SMs present in the area are able to collect only a portion of all the data produced by the sensors and the remaining one must be transmitted to edge in order to not be wasted. In this way, we are simulating a situation where no SMs are in proximity of some of the IoT nodes, thus the latter have to transmit their data to the Edge Server. In this scenario the IoT sensors use IEEE 802.15.4 for transmitting data to mules and if no mules are present, they use NB-IoT for sending data to the ES. Regarding the learning phase, in this scenario we present the performance accuracy obtained with StarHTL. We discuss only this method because in this specific scenario both of them obtain the same accuracy and StarHTL is lighter in terms of energy consumption. In this scenario, the SMs that are involved in the learning process communicate with each other and with the ES using 4G technology, i.e., we are allowing long range communications between the SMs.

As far as the energy consumption in concerned, we can see from Figure 3 that collecting data through mules and sending the remaining data to the edge has the effect of saving energy resources. The reason of this is the fact that the transmission power of NB-IoT is greater than the one of 802.15.4, i.e. the former is 199 mW while the latter is 3mW. This makes NB-IoT more expensive than 802.15.4. It might look surprising that a technology like NB-IoT, which is designed to be energy efficient, turns out to be so energy hungry in our case. However, this is due to the fact that NB-IoT is designed having in mind short and infrequent transmissions. Our results show that it might not address IoT applications in general, as in cases where significant amount of data have to be transferred from IoT devices, it becomes energy hungry (at least, with respect to short-range technologies). Therefore, introducing a short/medium range technology such as 802.15.4 for data collection is beneficial for the entire system. This is even more evident looking at Figure 4b-c, which shows that, when the amount of data sent through NB-IoT becomes significant, the great part of the energy consumed for transmission is due to the data collection process. Conversely, the energy spent for the learning process and the short range data collection are comparable. However, looking
Figure 3: Accuracy and cumulative energy cost for different percentages of data on edge.

Figure 4: Composition of the energy consumption for the tree scenarios.

at Figure 4 we see that the data collection (which is done through IEEE 802.15.4 and NB-IoT) is more energy expensive than then the learning process (which is done through 4G), although, in absolute terms 4G is far more expensive that IEEE 802.15.4. The main reason for this behaviour is that StarHTL generates a very limited amount of traffic, proving it to be a very efficient and effective distributed learning solution. In fact in every scenario StarHTL is able to obtain an accuracy performance very close to the centralised one, i.e. the error with respect to the centralised solution is \( \lesssim 2\% \). Note that this value is computed on the F1-score values obtained in the interval from the 50th to the 100th collection window, i.e. this interval is the one where the learning process converges.

In table 2 we report the values of the energy consumed and the corresponding gain with respect to the Edge-only configuration, when a different amount of data is collected by mules instead of the edge server. Reducing the amount of data transmitted provides a saving of energy up to 89%.

| Scenario           | Energy (mJ) | Gain (%) | F-Measure | Acc. Loss |
|--------------------|-------------|----------|------------|-----------|
| Only Edge          | 34477       | 0        | 0.63       | 0%        |
| 50% on Edge Server | 20047       | 42%      | 0.61       | 2%        |
| 15% on Edge Server | 7736        | 77%      | 0.61       | 2%        |
| 3% on Edge Server  | 3749        | 89%      | 0.61       | 2%        |

Table 2: Energy consumption and accuracy with different amount of data collected on the mules

6.3. Scenario 2: No data on edge server

From the previous results we found that not only it is more convenient from the energy consumption point of view limiting the amount of data to transmit on the edge server but it also allows to obtain learning performance comparable with a centralised solution. In this section we want to further stress this idea,
completely removing the collection of data on the edge and assuming that all the data is collected by the SMs. The scenario at hand is the very same of the one considered before, i.e. the SMs receive through 802.15.4 all the data coming from the IoT sensors and after each collection window a learning session is performed. In this section, we compare the performance of the two learning mechanisms presented in Section 4, namely A2AHTL and StarHTL.

![Figure 5: Accuracy for A2AHTL and SHTL compared to the EdgeOnly solution, when no data is sent to the Edge. Initial data distribution is Zipf.](image)

Looking at Figure 5 we note that in this case, the loss of accuracy of both the HTL approaches passes from $\sim 2\%$ of error to the $\sim 5\%$ for A2AHTL and $\sim 6\%$ for SHTL. This can be explained considering how data is distributed across the mules. We recall that according to the Zipf distribution, there is one mule with the vast majority of data (in this case one mule holds 55% of the data) while the others have the rest. Therefore in this scenario, although the number of mules in the area is on average 7, many of them hold just a very little portion of the existing data for each collection window. The immediate effect of this strong unbalancing is that the mules with few data observation will build inaccurate models and, since they are the majority, they do not positively contribute to the overall learning process. This is specially true for the SHTL approach, where only the mule designated as centre is the one that performs the retraining using the models from the other mules. In A2AHTL instead, the retraining is done by all the SMs, meaning that each of them uses the knowledge of the others to build the second model, and this has the effect of mitigating the problem arisen with SHTL.

Let us now look at Table 3 that contains the values of energy used by the collection and the learning processes. Regarding the latter, we compare two wireless technologies, i.e. 4G and IEEE 802.11g. Our aim is to investigate if the usage of short range wireless technology contributes to a further reduction of the energy consumption in comparison with the usage of the 4G technology. We used IEEE 802.11g instead of the newer version of the protocol (i.e. IEEE 802.11n) because it is still the most diffused one. Before commenting the results it is important to specify that changing from 4G to Wifi, imposes us to modify the communication scheme between the SMs. In fact, we assume a star topology where one of the SMs acts as Access Point, initializing the wireless network to which all the other mules will connect and use to communicate. This is the configuration, for example, of WiFi Direct, which needs one device to act as Access Point for the others [34, 35].

From the energy consumption point of view, looking at the first two rows (4G case) of Table 3 we see that using only the mules instead of using a combination of edge and mules for data collection and processing, further limits the costs. In fact, looking at the energy used by the two approaches we notice that SHTL is a more preferable choice the it is more energy efficient, i.e. we save 93% of energy w.r.t. the Edge Only solution, and the loss in accuracy with respect to A2AHTL is contained. In fact, compared to A2AHTL, SHTL is just 1% less accurate with respect to the centralised solution.

Considering the WiFi case, looking at the third and fourth row of Table 3 we notice the benefit of using
IEEE 802.11g in combination with SHTL. In fact in the A2AHTL case, we notice that the energy spent for the learning process increases w.r.t. the one used by 4G. We justify this result by recalling that although IEEE 802.11g uses less transmission power, it has half of the downlink data rate of 4G. Moreover with the star topology managed directly by the mules, the number of transmissions made by battery powered devices increases. Conversely, for SHTL is even more convenient using IEEE 802.11g instead of 4G. The reason is that SHTL limits the number of models to be sent by the mules, i.e. we recall that in A2AHTL each model is sent to all the others while in SHTL only to the mule acting as centre. In light of this results we can state that in these settings if the mules have the possibility to communicate with each other using a short/medium range wireless technology such as IEEE 802.11g, it is possible to save up to 94% of energy with respect to the Edge Only solution, with a loss in accuracy in the range of 6%. Interestingly, the configuration of the HTL framework may play a significant role: if the loss of accuracy of SHTL with WiFi (the most energy efficient configuration) is not acceptable, then it is better to switch to 4G for communication between the mules, as A2AHTL with WiFi is less energy efficient than both HTL versions with 4G.

One aspect that affected the results obtained in the scenarios considered so far is that some of the SMs collected too few observations. Therefore, for these specific nodes, it would be more energy efficient to transmit data (which are few) instead of the local model. To cope with this problem, we adopt a very simple heuristic that is based on the idea that it is better to send models only when the amount of local data is above a given threshold. In our case the threshold is set to twice the size of the model. The mules that have an amount of local data below the threshold, aggregate their data on one of them until the condition is satisfied. Only the node that receives the data takes part to the learning process. In this specific case, after having applied this rule, the number of nodes involved in the distributed learning process passes from 7 to 3.

Our heuristic is very simple, but it proves to be effective in terms of accuracy. In fact, looking at Figure 6 we see that the accuracy is improves with respect to the HTL configuration without aggregation. Specifically, SHTL is 3% less accurate than the centralised solution while A2AHTL is only 2% less accurate. It is worth noting that we obtained the very same loss of accuracy obtained in the Scenario 1 without accumulating data on the Edge Server. Moreover, regarding the energy used to obtain such results we notice that, SHTL is always more energy efficient and also in this case, using WiFi instead of 4G proves to be beneficial, i.e. 94% of energy saved using WiFi and 93% using 4G. Also, note that in this case we avoid the increase of energy consumption of A2AHTL with WiFi, thus making using WiFi always more energy efficient than using 4G.

### Table 3: Performance when all data is collected by the SMs.

| Algo            | Cum. En. (mJ) | Data Coll. (mJ) | Learning En. (mJ) | Gain (%) |
|-----------------|---------------|-----------------|-------------------|----------|
| A2AHTL - 4G     | 2789          | 1728            | 1061              | 91%      |
| SHTL - 4G       | 2513          | 1728            | 785               | 93%      |
| A2AHTL - wifi   | 5184          | 1728            | 3456              | 89%      |
| SHTL - wifi     | 2066          | 1728            | 338               | 94%      |

### Table 4: Performance when all data is collected by the SMs with data aggregation.

| Algo            | Cum. En. (mJ) | Coll. En. (mJ) | Learn. En. (mJ) | Gain (%) |
|-----------------|---------------|----------------|-----------------|----------|
| A2AHTL - 4G     | 2957          | 1728           | 1229            | 91%      |
| SHTL - 4G       | 2849          | 1728           | 785             | 92%      |
| A2AHTL - wifi   | 2700          | 1728           | 1028            | 92%      |
| SHTL - wifi     | 2211          | 1728           | 483             | 94%      |

### 6.4. Scenario 3: No data on the Edge Server. Uniform initial data distribution.

So far we presented results considering that the distribution of data collected by SMs is strongly unbalanced. Now we investigate if the conclusions drawn for the Scenario 2 are still valid when we impose a different initial distribution of data between the mules. To this end, we consider a data collection scenario...
where each mule collects almost the same amount of data. Precisely, the amount of data that each mule collects, in this scenario is uniformly distributed, i.e. the amount of data per mule is in the range of 14%. Note that the main difference with the previous scenario is that in this case there is not a single mule with more data than the others. Here, we performed the very same analysis done in Scenarios 1 and 2. In Figure 7, the accuracy performance of both A2AHTL and SHTL, without data aggregation, are shown. Differently from the accuracy results presented in Scenario 2, we notice a degradation of performance, i.e. the loss in accuracy w.r.t. the centralised solution is in the range of 7% and 8% for A2AHTL and SHTL, respectively. This result is mainly due to the amount of data present at each SM. In fact since each of the SM has a very limited amount of local data (i.e. only 14 observations each) the initial models build at Step 0 of both A2AHTL and SHTL procedure under-fit the data, i.e. the models are not enough representative of the data on which they are built. Therefore the combination of these models results in a loosely accurate one. Instead, looking in Table 6 we notice the very same behaviour observed in Scenario 2, that is, SHTL is more energy efficient than A2AHTL and the wireless technology that allows to save more resources, between the ones considered in this paper, is IEEE 802.11g.

In order to evaluate if it is possible to reduce the loss of accuracy observed in the previous set of results, we apply also in this scenario the data aggregation heuristic, in order to increment the amount of data used by each mule to execute the distributed learning process. In this case, after the data aggregation process, the average number of nodes involved in the learning process passes from 7 to 3. Looking at Figure 8 which
shows the accuracy for both learning approaches, we see that SHTL obtains the best performance, reducing the loss of accuracy to 3% (see Table 5). Also in this final case, the data aggregation heuristic proves to be beneficial for improving the accuracy but, like in the previous case, at a marginal increment in terms of energy cost.

Figure 8: Accuracy for A2AHTL and SHTL with "data aggregation heuristic" compared to EdgeOnly solution. Uniform initial data distribution.

Table 5: Performance when all data is collected by the SMs. Uniform distribution.

| Algo       | Cum. En. (mJ) | Data Coll. (mJ) | Learning En. (mJ) | Gain (%) |
|------------|---------------|-----------------|-------------------|----------|
| A2AHTL - 4G | 3350          | 1728            | 1622              | 90%      |
| SHTL - 4G  | 2753          | 1728            | 1025              | 92%      |
| A2AHTL - wifi | 6676         | 1728            | 4948              | 80%      |
| SHTL - wifi | 2169          | 1728            | 441               | 94%      |

Table 6: Performance when all data is collected by the SMs. Uniform distribution with data aggregation.

| Algo       | Cum. En. (mJ) | Data Coll. (mJ) | Learning En. (mJ) | Gain (%) |
|------------|---------------|-----------------|-------------------|----------|
| A2AHTL - 4G | 3517          | 1728            | 1789              | 90%      |
| SHTL - 4G  | 3235          | 1728            | 1507              | 91%      |
| A2AHTL - wifi | 3885         | 1728            | 2157              | 89%      |
| SHTL - wifi | 2377          | 1728            | 649               | 93%      |

7. Computational Complexity

Training a model could be computationally intensive and this might strongly affect the resource budget of battery powered devices. Specifically, the energy consumption related to computation depends primarily on the computational complexity of the part of the learning algorithm executed by mules. It would also depend on the specifics of the hardware and processing architecture of the mules, which would be dependent on the particular nodes used. Therefore, it is interesting to analyse the computational impact that our distributed learning procedure might have on such kind of devices. To make the analysis more general, we have (i) analysed the complexity of the algorithm implemented at the mules, and (ii) analysed the loss of accuracy when we reduce this complexity. Specifically, the complexity of the algorithm executed by mules, which is a function of the number of data points used for re-training the local models. We then analyse,
via simulation, the impact on accuracy of reducing the number of data points. We show that the loss of accuracy is very little, even in case of a drastic reduction of the number of data points used. This shows that it is possible to significantly limit the energy spent in computation without losing significantly in terms of accuracy.

In our solution the two main computational demanding blocks are i) the training of the base model (in our case a linear SVM) and ii) the re-training using the GreedyTL algorithm. As shown in [36] the computational complexity to train a linear SVM is $O(N^2)$, where $N$ is the size of the dataset. In our scenario we recall that the $i$-th SM holds a portion of size $n_i$ of the entire dataset, i.e., $N = \sum_{i=1}^{m} n_i$, where $m$ is the total number of SMs, thus the computational effort, related to the SVM step, of the $i$-th device is $O(n_i^2)$. This means that system-wise the computational complexity is $O(\sum_{i=1}^{m} n_i^2)$. This is by far less than $O(N^2)$, because it holds that: $\sum_{i=1}^{m} n_i^2 < (\sum_{i=1}^{m} n_i)^2$. Regarding GTL, for a single device, the complexity for training a model includes i) the complexity for executing the $m-1$ source models, which in case of a linear model is $O(n)$ and ii) the complexity for building the model which is, according to [37] $O(n^2)$. Therefore, the overall device-wise complexity is quadratic on the number of local data held by a device and, system-wise, it is $O(\sum_{i=1}^{m} n_i^2)$.

It is important to note that in our solution the SVM training can be considered as part of the problem definition, i.e., a design choice imposed to satisfy a constraint of the system. This means that, depending on the type of scenario, it could be replaced by another learning solution, with different computational requirements. Conversely, we analyse how the computational complexity of our solution changes when varying the configuration of GTL. Interestingly, as also shown in [28], one key feature of GreedyTL is that it proves to be very effective even when the amount of local data is small. This, can be exploited to significantly reduce the computational burden needed for training the model. For example, in [28, 37] is shown that less than 10 data points per class are enough to train successfully a model. Therefore, as we show in the rest of this section, it is possible to control the impact of GreedyTL on the overall computational effort at a small cost in terms of accuracy.

To this end, we performed a set of simulations in which we incrementally decrease the number of data points per class provided to GTL. Precisely, we are interested in the relation between the number of data points used for the training (i.e., the operating computational complexity) and the accuracy obtained by the learning process.

In the following we present the results for all the cases considered in the paper, namely StarHTL and A2AHTL applied to Scenario 2 and 3. In all the considered scenarios, for each collection window there are 7 SMs (the same value used in the rest of the paper) and we evaluated both StarHTL and A2AHTL in which GreedyTL is trained using a random sample of size 2, 5, 10 data points, for each class. This quantities in the case of Scenario 3 (i.e., uniform data distribution) are equivalent to using, on average, the 15%, 40%, 75% of the data collected by each node, respectively. Conversely, since in Scenario 2 the data distribution is Zipf, such quantities are different from SM to SM. For the sake of clarity we reported in Table 7 the average percentages of local data used by each device during training. Note that SM1 is the device with more data and SM7 is the one with less data for each collection window.

![Table 7: Percentage of local data used by each device corresponding to the sub-sample sizes for Scenario 2.](image-url)

In Figures 9 and 10 we report the accuracy results obtained for the Scenarios 2 and 3. Each curve represents the accuracy of our approaches for different size of random samples used to train GreedyTL. As we can see, all the curves for both approaches are very close to each other. For the sake of comparison, we include in the plots also the accuracy curve obtained using all the local data to train GreedyTL (i.e., these curves are the same presented in the previous sections). Confidence intervals (95% level of confidence) have been computed but not shown they are too tight and would degrade the readability of the plots. In both
scenarios we see that with SHTL the curves are very close to each other and most importantly, they are close to the one in which GreedyTL has been trained with all the local data. This means that we can obtain, as far as accuracy is concerned, the same results at a lower computational cost. Conversely, A2AHTL appears to be less robust than SHTL. In fact, with \( n = 2 \) in both scenarios the performance are inferior to the one corresponding to \( n = 5, 10 \). The reason is that, for some SMs, 2 data points per class are not enough to identify which source models are really informative.

To have a quantitative estimation of the performance degradation induced by the amount of data used, in Tables 8 and 9 we report the mean accuracy values for all the approaches and sample sizes considered so far and we compare them with the values reported in Sections 6.3 and 6.4. In the settings of Scenario 2 (i.e., where the data collection process in unbalanced and few mule hold the vast majority of data) GreedyTL allows us to limit the amount of data used in the learning process losing up to 2% of accuracy with respect to using all the data present in the local datasets. In Scenario 3, where data in uniformly distributed among mules, the loss of accuracy obtained by limiting the number of data observation used in the retraining phase is 3%. These results show empirically that, although at a relatively small cost, the proposed solutions can be, within certain limit, tuned to fit the computational requirements that might be imposed by a specific scenario.

| Algo.   | \( n=2 \) | \( n=5 \) | \( n=10 \) | \( n=\text{All} \) |
|---------|------------|------------|------------|------------------|
| A2AHTL  | 7%         | 6%         | 6%         | 5%               |
| StarHTL | 7%         | 7%         | 7%         | 6%               |

Table 8: Loss of accuracy compared to EdgeOnly for A2AHTL and StarHTL at different size of data used for retraining in Scenario 2 settings.

| Algo.   | \( n=2 \) | \( n=5 \) | \( n=10 \) | \( n=\text{All} \) |
|---------|------------|------------|------------|------------------|
| A2AHTL  | 10%        | 8%         | 8%         | 7%               |
| StarHTL | 10%        | 8%         | 8%         | 8%               |

Table 9: Loss of accuracy compared to EdgeOnly for A2AHTL and StarHTL at different size of data used for GreedyTL training in Scenario 3 settings.

![Figure 9: Accuracy for different sizes of sample used by the re-training part. Zipf distribution of data on SMs.](image)

8. Conclusions

In this paper we analysed the trade-off between accuracy and the energy consumed for collecting data from IoT sensors and performing a distributed learning task on such data. We identified through simulations
how to configure the learning process in order to reach a target loss of accuracy with respect to a centralised solution, minimising the amount of energy used to transfer data to the nodes involved in the learning process. Our results show that, according to the network technologies we take into consideration it is possible to strongly limit the usage of cellular data transmission in favour of short-range wireless technologies. In fact, being able to manage the data collection (and aggregation) between mobile devices, in such a way that they can collect enough data, proved to be the solution that allows us to save up to 94% of energy resources (compared to sending all the data using a low energy cellular technology such as NB-IoT) and to obtain a model with accuracy comparable with a centralised cloud based solution, i.e. with only up to 2% of loss of accuracy. Additionally, our approach is robust enough such that we can significantly control and reduce the computational impact of part our solution at a negligible cost in terms of accuracy (up to 3% with respect to the plain version).
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