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Abstract

Hierarchical abstractions, also known as options – a type of temporally extended action (Sutton et al., 1999) that enables a reinforcement learning agent to plan at a higher level, abstracting away from the lower-level details. In this work, we learn reusable options whose parameters can vary, encouraging different behaviors, based on the current situation. In principle, these behaviors can include vigor, defence or even risk-averseness. These are some examples of what we refer to in the broader context as Situational Awareness (SA). We incorporate SA, in the form of vigor, into hierarchical RL by defining and learning situationally aware options in a Probabilistic Goal Semi-Markov Decision Process (PG-SMDP). This is achieved using our Situationally Aware oPtions (SAP) policy gradient algorithm which comes with a theoretical convergence guarantee. We learn reusable options in different scenarios in a RoboCup soccer domain (i.e., winning/losing). These options learn to execute with different levels of vigor resulting in human-like behaviours such as ‘time-wasting’ in the winning scenario. We show the potential of the agent to exit bad local optima using reusable options in RoboCup. Finally, using SAP, the agent mitigates feature-based model misspecification in a Bottomless Pit of Death domain.

1 Introduction

Hierarchical-Reinforcement Learning (H-RL) is an RL paradigm that utilizes hierarchical abstractions to solve tasks. This enables an agent to abstract away from the lower-level details and focus more on solving the task at hand. Hierarchical abstractions have been utilized to naturally model many real-world problems in machine learning and, more specifically, in RL. This includes high-level controllers in robotics (Peters & Schaal, 2008; Hagras et al., 2004; da Silva et al., 2012), strategies (such as attack and defend) in RoboCup soccer (Bai et al., 2015) and video games (Mann, 2015), as
As high-level sub-tasks in search and rescue missions (Liu & Nejat, 2015). In RL, hierarchical abstractions are typically referred to as skills, (da Silva et al., 2012), Temporally Extended Actions (TEAs), options (Sutton et al. 1999) or macro-actions, (Hauskrecht 1998). We will use the term option to refer to hierarchical abstractions from here on in. H-RL is important as it utilizes options to both speed up the convergence rate in RL planning algorithms (Mann & Mannor, 2013; Precup & Sutton 1997; Mankowitz et al. 2014) as well as mitigating model misspecification (Mankowitz et al. 2016a; Bacon & Precup 2015). While many forms of model misspecification exist in RL (White III & El-Diab 1994; Givan et al. 1997; Nilim & El Ghaoui 2005), we focus on feature-based model misspecification which is defined as having a limited, sub-optimal feature set (e.g., due to limited memory resources or sub-optimal feature selection) leading to sub-optimal performance.

An important factor missing in H-RL is Situational Awareness (SA). We refer to SA as the ability of an option to be reused in different scenarios and vary its behavior according to an awareness criterion. Some examples of awareness criteria include (1) Vigor (i.e., force), e.g., an autonomous vehicle is transporting a passenger to a meeting. The agent varies its driving option’s level of vigor (for example, increasing/decreasing acceleration) depending on whether the passenger is late/early for his/her meeting; (2) Defence, e.g., an agent is in a dangerous scenario. It has an escape option that can vary its fight-or-flight response depending on the level of danger it is in. (3) Risk, e.g., an agent is buying and selling stocks. Its trading strategy (option) is risk-averse or risk-seeking depending on the current stock market situation and the performance so far in the trading year.

SA can be viewed as being analogous to the level of dopamine in the human brain affecting a human’s behavioural responses (Pessiglione et al. 2006). Here, increasing or decreasing the level of dopamine results in complex behaviours that liberate or inhibit the action selection capabilities of the human respectively. This includes controlling the level of vigor, (Salamone et al. 2016; Niv et al. 2007), defence (Dayan 2012; Lloyd & Dayan 2016; Wenzel et al. 2014) and risk-awareness (Clark & Dagher 2014) with which the actions are executed.

In principle, our work has the potential to model a multitude of behaviours. Examples include defence, aggression, risk-awareness and robustness. However, in this paper our focus is on the vigor awareness criterion. Vigor is defined as the strength, force or rate with which an action (option) is executed (Niv et al. 2007). Therefore, we refer to SA from here on in as (but not limited to) the ability of a reusable option to vary its level of vigor based on the current task that the agent is trying to solve. SA can be dependent on time, space, endogenous factors (internal state) and exogenous factors. In this work, we focus on time-based SA.

**Example Reusable Skill: Pass ball to team-mate**

| Attack when losing | Keep possession when winning |
|--------------------|-----------------------------|
| Shoot              | Goal                        |
| Long, highly vigorous passes | Short, less vigorous passes |

Figure 1: Time-based SA - Blue players are on the same team: (a) Playing attacking soccer when losing a game and time is running out; (b) Keeping possession and time-wasting when winning the game and time is running out.

**Time-based SA:** Consider a soccer game composed of complicated strategies (options), such as attack and defend, which are utilized based on the status of the game. Consider a team losing by one goal to zero with ten minutes remaining. Here, the team needs to play attacking, highly vigorous soccer such as dribbling opponents, making long, risky passes as well as shooting from distance to try
and score goals and win the game (Figure 1a). On the other hand, if the team is winning by one goal to zero with ten minutes remaining, the team needs to ‘waste time’ by maintaining possession and playing less vigorous, defensive football (e.g., less dribbling, shorter passes) to prevent the opponent from gaining the ball and scoring goals (Figure 1b). In both scenarios the team has the same objective which is to score more goals than their opponent once time runs out (i.e. win the game). In this example, time-based SA enables the agent to reuse options such as dribbling and passing across both scenarios, and simply vary each option’s level of vigor (e.g., passing strength) based on the amount of time remaining in the task.

Our main idea in this chapter is that a simple way to add SA to H-RL is by maximizing an objective that implicitly captures SA rather than the regular expected return formulation. Previous works have utilized similar objectives, for the purpose of learning risk-aware as well as aggressive policies, in a non-hierarchical setting (Avila-Godoy & Fernández-Gaucherand, 1998; Tamar et al., 2015a,b; Leibo et al., 2017). Our framework enables an agent, for the first time, to solve a task by incorporating SA into a H-RL objective by learning reusable options with varying levels of SA (see Table 1). In addition, these reusable SA options can be shown to mitigate feature-based model misspecification.

To induce SA behavior, we incorporate an awareness parameter (in our case a vigor parameter) into each option. We propose an algorithm that optimizes a SA H-RL objective by learning the awareness parameters (for each option) and the hierarchical RL policy (i.e., inter-option policy) simultaneously in separate parallel threads as shown in Figure 2. The system receives as input the state, which may include time, space, endogenous or exogenous factors. The resulting learning procedure yields a situationally aware hierarchical RL policy where the awareness parameters control the vigor of the options and therefore implicitly control the vigor of the hierarchical policy. This optimization approach has been previously utilized to encourage risk and safety behaviours in non-hierarchical settings which include autonomous driving (Kuindersma et al., 2013; Newman & Lead, 2007).

In general, many different types of objectives exist that can capture this notion in RL (Borkar, 2001; Tamar et al., 2012; Chow et al., 2015; Xu & Mannor, 2011). One example SA RL objective that we use in this work is that of a Probabilistic Goal Markov Decision Process (PG-MDP) (Xu & Mannor, 2011). We define a Probabilistic Goal Semi-Markov Decision Process (PG-SMDP) which naturally models our hierarchical setting. We optimize the PG-SMDP objective using our Situationally Aware Option algorithm (SAP) by learning the awareness parameters and the hierarchical policy in separate parallel processes. This yields a SA hierarchical policy with learned SA Options (SAOs).
We reuse the exact same options in different scenarios and SAP learns to vary their levels of vigor to solve the relevant task. We show that the learned SASs exhibit interesting human-like behaviours such as *time-wasting* in a soccer game. However, we do acknowledge that human behaviours are far more complex than those shown in the paper. We also show in our experiments that these options can be used to exit bad local optima as well as overcome feature-based model misspecification, in contrast to the regular expected return formulation.

**Main Contributions:** (1) Extending H-RL to incorporate SA by defining a PG-SMDP (2) The development of the Situationally Aware oPtions algorithm (SAP) which optimizes a H-RL SA objective and learns SA Options (SAOs). (3) Theorem 1 which derives a policy gradient update rule for learning SA options and inter-option policy parameters in a PG-SMDP. Theorem 2 which proves that SAP converges to a locally optimal solution. (4) Experiments in the RoboCup domain that exhibit an agent’s ability to reuse options while utilizing SAP to vary the options’ levels of vigor to solve different soccer scenarios (i.e., winning/losing). (5) Experiments in RoboCup where SAP enables the agent to exit bad local optimal due to sub-optimal reward shaping. In a Bottomless Pit of Death (BPoD) domain SAP shows the ability of the agent to mitigate feature-based model misspecification. Both of these experiments are compared to regular expected return policy gradient baselines.

## 2 Background

### Semi-Markov Decision Process (SMDP)

[Sutton et al. (1999)]: A Semi-Markov Decision Process can be defined by the 5-tuple $\langle S, O, P, R, \gamma \rangle$, where $S$ is a set of states, $O$ is a set of options, $P$ is a transition probability function, $\gamma \in [0, 1]$ is the discount factor and $R$ is a bounded reward function. We assume that the rewards we receive at each timestep are bounded between $[0, R_{\text{max}}]$. Therefore $R$ forms a mapping from $S \times O \rightarrow [0, R_{\text{max}}]$ and represents the expected discounted sum of rewards that are received from executing option $o \in O$ from state $s \in S$. The inter-option policy $\mu : S \rightarrow \Delta_O$ maps states to a probability distribution over options. The goal in an SMDP is to find the optimal inter-option policy $\mu^*$ that maximizes the value function $V^\mu(s) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t r_t | s, \mu\right]$.

This represents the expected return of following the inter-option policy $\mu$ from state $s$. The optimal policy $\mu^*$ determines the best action to take for a given state and generates the optimal value function $V^{\mu^*}(s)$.

### Option, Skill and Macro-Action

[Sutton et al. (1999) da Silva et al. (2012)]: An RL option, skill or macro action $o$ is defined as the 3-tuple $o = \langle I, \pi_o, \beta(s) \rangle$ where $I$ is a set of initiation states from which an option can be initialized or executed; $\pi_o$ is the intra-option policy, which determines the option’s behaviour, and is parameterized by $\theta \in \mathbb{R}^n$; The termination probability $\beta(s)$ determines the probability of the option terminating when in state $s$.

### Probabilistic Goal MDP (PG-MDP)

[Xu & Mannor (2011)]: In some problem domains, optimizing objectives other than the expected return, may be more appropriate. In particular, objectives that maximize the probability of success, and not just the expected outcome, are natural objectives in domains such as finance and operations research, but also in game-playing, such as soccer. The PG-MDP is an extension of the MDP that accounts for such an objective. In a PG-MDP, the goal is to learn a policy $\pi$ that maximizes the probability that some performance threshold will be attained. That is, it aims to maximize $\mathbb{P}(\eta_{\pi} \geq \zeta)$ where $\eta_{\pi}$ is a random variable representing the total reward of the MDP under the policy $\pi$. The parameter $\zeta \in \mathbb{R}$ is a user-defined performance threshold.

---

**Table 1: Comparison of approaches to SAP**

|                    | Maximizes a hierarchical SA RL objective | Learns RL options | Learns Reusable RL with SA | Learns Reusable RL Options with SA | Mitigate feature-based model misspecification |
|--------------------|-----------------------------------------|-------------------|---------------------------|-----------------------------------|---------------------------------------------|
| SAP (this paper)   | ✓                                       | ✓                 | ✓                         | ✓                                 | ✓                                           |
| [Mankowitz et al. (2016b)] | ×                                       | ✓                 | ×                         | ×                                 | ×                                           |
| [Mankowitz et al. (2016a)] | ×                                       | ✓                 | ×                         | ×                                 | ×                                           |
| [Bacon & Precup (2015)]     | ×                                       | ✓                 | ×                         | ×                                 | ×                                           |
| [da Silva et al. (2012)] | ×                                       | ✓                 | ✓                         | ×                                 | ×                                           |
**Policy Gradient** (Peters & Schaal 2006): In continuous as well as high-dimensional MDPs, it is computationally inefficient to learn a policy that determines an action to perform for any given state. Policies therefore need to be generalizable, where the policy will choose the same or similar action to perform when in nearby states. In order to achieve this generalization, a policy is parameterized using techniques such as Linear Function Approximation (LFA) (which we use in this work) (Sutton & Barto 1998). A popular technique to learning the parameters for these parameterized policies is the policy gradient method. Let $J(\pi_\theta) = \int \tau P(\tau \mid \theta) R(\tau \mid \theta) d\tau$ denote the expected return of the policy parametrized by $\theta$, where $\tau$ is a trajectory of $T$ timesteps $\langle s_1, o_1, a_1, r_1, s_2 \cdots, s_T \rangle$; $P(\tau \mid \theta)$ is the probability of a trajectory and $R(\tau \mid \theta)$ is defined as the total reward of the trajectory. Policy gradient uses sampling to estimate the gradient $\nabla_\theta J(\pi_\theta)$ and then updates the parameters using a stochastic gradient ascent update rule $\theta_{t+1} = \theta_t + \epsilon \nabla_\theta J(\pi_\theta)$ where $\epsilon$ denotes a positive step size.

### 3 Probabilistic Goal SMDP (PG-SMDP)

In this work we focus on solving problems in which the agent must maximize its probability of success for solving a given task in a limited amount of time. A natural model for such problems is the PG-MDP framework described above. However, we are interested in complex problems that require some hierarchical reasoning, and therefore propose to extend PG-MDPs to incorporate options, leading to a PG-SMDP model. We now derive an equivalent PG-SMDP with an augmented state space and option set $O$ that can easily be utilized with policy gradient algorithms.

We assume that we are given a set of options $O = \{o_i | i = 1, 2, \cdots, n\}$, where $o_j = \langle I_j, \pi_j, \beta_j(s) \rangle$ and inter-option policy $\mu(o \mid s) \rightarrow \Delta O$ which chooses an option to execute given the current state $s \in S$.

We wish to maximize the probability that the total accumulated reward, $\sum_{t=0}^T r_t$, attained during the execution of the inter-option policy $\mu$, passes the pre-defined performance objective threshold $\zeta \in \mathbb{R}$ within $T$ timesteps. This takes the form of the PG-SMDP objective defined in Equation 1:

$$\max_{\mu} \mathbb{P} \left( \sum_{t=0}^T r_t \geq \zeta \mid \mu \right).$$

In order to solve this PG-SMDP using traditional RL techniques, we augment the state space with the total accumulated reward (Xu & Mannor 2011) to create an equivalent augmented PG-SMDP. We will show the important developments of this formulation for reader clarity. This will enable us to utilize traditional RL techniques in order to maximize the probability of surpassing the performance threshold $\zeta$, given a set of options $O$, within $T$ timesteps. First note that maximizing the probability can be formulated as an expectation as shown in Equation 2:

$$\max_{\mu} \mathbb{E} \left[ \sum_{t=0}^T r_t, o_t \geq \zeta \right] = \max_{\mu} \mathbb{E} \left[ \mathbb{I} \left( \sum_{t=0}^T r_t, o_t \geq \zeta \right) \right],$$

where $\mathbb{I}(\cdot)$ is the indicator function. This expectation still contains a constraint. We now formulate an equivalent augmented PG-SMDP that incorporates the $\zeta$ constraint into the reward function. Define an augmented state $z = \{s, \eta\}$ where $s \in S$ is the original state space and $\eta = \sum_{t=0}^K r(s_t, o_t)$ is the accumulated reward up until current time $K$. We can then define the transition probabilities in terms of the augmented state $z$ as $P(z' \mid z, o) = \{\{s', \eta + r(s, o)\} \mid P(s' \mid s, o)\}$. The reward function for this augmented state is then defined as:

$$\tilde{r}(z, o) = \begin{cases} 0, & t < T \\ 0, & t = T, \eta < \zeta \\ 1, & t = T, \eta \geq \zeta \end{cases}$$

Together, the transition probabilities and the reward function forms an equivalent PG-SMDP with an augmented state space $z \in Z$. The new, equivalent PG-SMDP objective is shown in Equation 3. This formulation learns an inter-option policy $\mu$ that maximizes the probability that the total accumulated
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where
T is the length of the trajectory. To incorporate the two-tiered policy into this trajectory, we define an awareness trajectory
τ = (zt, ot, cω, r, zt+1)T
where at each timestep, we draw an AP cω, corresponding to the SAO ot that was selected. We can therefore define the probability of a trajectory as
Pα,Ω(τ) = P(z0) P(z1|z0, α, c1)P(z1|c1, z2, c2)P(zt+1|zt, c1, c2)P(zt+1|zt+1, c1, c2)
where
P(z0) is the initial state distribution; P(zt+1|zt, c1, c2) is the transition probability of moving from state zt to state zt+1 given that a SAO ot was executed with AP c1; and
P(zt+1|zt, c1, c2) is the two-tiered selection policy. Using this notion, we now derive the gradient update rules for α and Ω as shown in Theorem 4.

5.1 Inter-option policy and AD Update Rules
We define the expected reward for following a policy μα,Ω as
J(μα,Ω) = ∫ P(τ|α, Ω)R(τ)dτ.
Taking the derivative of this objective with respect to α and Ω, using the well-known likelihood trick (Peters & Schaal 2008), leads to the gradient update rules in Theorem 4. The full derivation can be found in the supplementary material.
Theorem 1. Suppose that we are maximizing the Policy Gradient (PG) objective \( J(\mu, \Omega) = \int P(\tau|\alpha, \Omega) R(\tau) d\tau \) using awareness trajectories, generated by the two-tiered option selection policy \( \mu_{\Omega\alpha}(\alpha|x_{t})\mu_{\tau_{t+1}^{\alpha}}(\epsilon_{t}|z_{t}) \), then the gradient update rules for the inter-option policy parameters \( \alpha \in \mathbb{R}^{d} \) and the AD parameters \( \Omega \in \mathbb{R}^{|N||m|} \) are defined in Equations 6 and 7 respectively.

\[
\nabla_{\alpha} J(\mu, \Omega) = \left( \sum_{h=0}^{H} \nabla \log \mu_{\alpha}(\theta_{h}|z_{h}) \right) \left( \sum_{j=0}^{H} \gamma^{j} r_{j} \right)
\]

(6)

\[
\nabla_{\Omega} J(\mu, \Omega) = \left( \sum_{h=0}^{H} \nabla \log \mu_{\Omega}^{h}(c_{h}|z_{h}) \right) \left( \sum_{j=0}^{H} \gamma^{j} r_{j} \right)
\]

(7)

\( H \) is the trajectory length and \( < \cdot, \cdot > \) is an average over trajectories as in standard PG.

Given the gradient update rules, we can derive an algorithm for learning both the inter-option parameters \( \alpha \) and the continuous AD parameters \( \Omega \) for the \( N \) SAOs. SAP learns these parameters by two timescale stochastic approximation, as shown in Algorithm 1 and converges to a locally optimal solution as is proven in Theorem 2. The convergence proof is based on standard two-timescale stochastic approximation convergence arguments (Borkar, 1997) and is found in the supplementary material.

Theorem 2. (SAP Convergence.) Suppose we are optimizing the expected return \( J(\mu_{\Omega\alpha}) = \int P(\tau|\alpha, \Omega) R(\tau) d\tau \) for any arbitrary SAP policy \( \mu_{\Omega\alpha} \) where \( \alpha \in \mathbb{R}^{d} \) and \( \Omega \in \mathbb{R}^{|N||m|} \) are the inter-option policy and AD parameters respectively. Then, for step sizes sequences \( \{a_{k}\}_{k=0}^{\infty}, \{b_{k}\}_{k=0}^{\infty} \) that satisfy the conditions \( \sum_{k} a_{k} = \infty, \sum_{k} b_{k} = \infty, \sum_{k} a_{k}^{2} < \infty, \sum_{k} b_{k}^{2} < \infty \) and \( b_{k} > a_{k} \), SAP iterates converge a.s \( \alpha_{k} \rightarrow \alpha^{*}, \Omega_{k} \rightarrow \lambda(\alpha^{*}) \) as \( k \rightarrow \infty \) to the countable set of locally optimal points of \( J(\mu_{\Omega\alpha}) \).

Algorithm 1 SAP Algorithm

Require: \( \mu_{\alpha, \Omega} \)

1: repeat
2: Sample trajectory \( \tau \) using \( \mu_{\alpha_{k}, \Omega_{k}} \)
3: Calculate \( \nabla_{\alpha} J(\mu_{\alpha_{k}, \Omega_{k}}) \) and \( \nabla_{\Omega} J(\mu_{\alpha_{k}, \Omega_{k}}) \)
4: \( \alpha_{k+1} \rightarrow \alpha_{k} + a_{k} \nabla_{\alpha} J(\mu_{\alpha_{k}, \Omega_{k}}) \)
5: \( \Omega_{k+1} \rightarrow \Omega_{k} + b_{k} \nabla_{\Omega} J(\mu_{\alpha_{k}, \Omega_{k}}) \)
6: \( \alpha_{k} = \alpha_{k+1}, \Omega_{k} = \Omega_{k+1} \)
7: until convergence

\( \triangleright \) Arbitrary inter-option policy

\( \triangleright \) steptsize \( b_{k} > a_{k} \)

6 Experiments

The experiments were performed in (1) a RoboCup 2D soccer simulation domain (Akiyama & Nakashima, 2014), a well-known benchmark for many AI challenges and (2) a novel Bottomless Pit of Death domain (BPoD). In the experiments, we demonstrate the ability of the agent to learn to reuse options with varying levels of vigor (SAOs), inducing different behaviours such as ‘time-wasting’, by optimizing the PG-SMDP objective using SAP. In addition, we show in RoboCup (i) the potential for SAP to exit bad local optima as a result of sub-optimal reward shaping. In the BPoD domain, we show (ii) the agent’s ability to utilize SA to mitigate feature-based model misspecification. In (i) and (ii) SAP is compared to policy gradient algorithms that maximize a regular Expected Return (ER) SMDP objective.

6.1 RoboCup Offense (RO) Domain

This domain consists of two teams on a soccer field where the striker (the yellow agent) needs to score against a goalkeeper (purple circle) as shown in Figure 3. The striker has \( T = 150 \) timesteps (length of the episode) to try and score a goal. State space - \( (x, y, \eta) \) where \( (x, y) \) is the continuous

https://github.com/mhauskn/HFO
In a scenario where a team is losing and time is running out, the team refers to the average number of goals (mean $\text{Goals}$) to induce different, situation-specific behaviours with varying levels of vigor. For all of the scenarios, the performance threshold and get in a position to shoot for goal as seen in Figure 3.

Agent learns the AP $\text{c}_D$ for the Dribble option. We focus on learning the dribbling power AP $\text{c}_{wD}$ for the Dribble option that controls how hard the agent kicks the ball (i.e., the level of vigor with which the agent dribbles). Data: SAP is trained over 3 independent trials with 20,000 episodes per trial. Learning Algorithm and features - The learning algorithm is an Actor Critic Policy Gradient (AC-PG) version of SAP. The inter-option policy $\mu$ is represented by a Gumbel’s distribution with Fourier Features (Konidaris & Osentoski, 2008). The AD is represented as a normal distribution $\phi(s) \sim N(\phi(s)^T \omega_w, \nu)$. Here, $\phi(s) = [1, x_{agent}, y_{agent}, \eta, \text{distGoal}]$ where $(x_{agent}, y_{agent})$ is the agent’s location and $\text{distGoal}$ is the distance of the agent to the goal. Rewards - Engineering of the reward in RL is common practice for the RoboCup domain (Hausknecht & Stone, 2015; Bai et al., 2015). The rewards for both of the RoboCup scenarios have been engineered based on logical soccer strategies. The striker gets small positive rewards for dribbling outside the box $r_{D, \text{far}}$ and shooting when inside or near the box $r_{S, \text{near}}$. Negative rewards come about when the striker dribbles inside the box, $r_{D, \text{near}}$, or shoots from far, $r_{S, \text{far}}$, as the striker has a smaller probability of scoring (Yiannakos & Armatas, 2006). The striker also gets a small positive reward for moving towards the ball $r_M$. There is also a game score reward, $r_{\text{score}}$, received at each timestep, that is positive if winning and negative if losing or drawing. PG-SMDP Setup (for SAP): The rewards $\tilde{r} = 1$ if $\eta > \zeta$ at the end of each episode, otherwise the reward is 0 at each timestep (see Equation 3). SMDP Setup (for ER): In the expected return setting, there is no performance threshold $\zeta$ and the regular rewards are utilized at each timestep.

6.1.1 Learning Situationally Aware options

In the experiments to follow, we show that learning the inter-option policy and AD parameters using SAP to optimize a PG-SMDP objective can bring about SAOs that exhibit time-based SA. We provide the agent with two different soccer situations: (1) The agent is losing the game $0 - 1$, and (2) winning the game $1 - 0$. Similar results are obtained for different scores (e.g., $2 - 0$ and $0 - 2$ etc. and have therefore been omitted). In each scenario, the same options are reused, but SAP learns to modify the AD parameters (and therefore the APs) to induce different, situation-specific behaviours with varying levels of vigor. For all of the scenarios, the performance threshold $\zeta$ is set to a constant value ($\zeta = 1.0$ $a$-priori. Throughout the RoboCup experiments, we will refer to Table 2. In the table, Goals refers to the average number of goals (mean±std) scored per 100 episodes. Out of Time refers to the average number of times the agent failed to score a goal and ran out of time. Avg Reward is the average reward attained by the agent and Episode Length refers to the average length (number of timesteps) of each episode.

SA in a Losing Scenario: In a scenario where a team is losing and time is running out, the team needs to play aggressive, attacking soccer to try and score goals. The agent is placed in a losing scenario where the score is $0 - 1$ to the opposition with 150 timesteps remaining. Using SAP the agent learns the AP $\text{c}_{wD}$ for the Dribble option. The agent learns to perform an aggressive, highly vigorous Dribble by kicking the ball with significant power to make quick progress along the pitch and get in a position to shoot for goal as seen in Figure 3. The average AP value for the Dribble...
SAO is 100 (max value 150, min value 0). The AP is state dependent, causing the agent to initially dribble with great vigor when near the half-way line and then decrease the dribble power when approaching the goal to prevent losing possession to the goalkeeper. This is seen from the learned dribble AP’s vigor color gradient superimposed onto the RO domain in Figure 3. The color gradient varies from powerful, highly vigorous kicks (in red) to softer, less vigorous kicks (in blue). Once the agent is near the goal, it executes the option Shoot (Figure 3(i)). The average episode length is $70.0 \pm 1.0$ (mean±std) as seen in Table 2, and the average number of goals scored over 100 evaluation episodes is $74.3 \pm 6.5$. In addition, the keeper captures the ball on average $21 \pm 5.29$ times indicating that the striker is playing aggressive, highly vigorous football and is consistently shooting for goal. In addition, the average reward is consistently higher than the $\zeta$ threshold.

**SA in a Winning Scenario:** When winning a game with little time remaining, a natural strategy is to hold onto the ball and *run-out-the-clock* ("time-wasting") so as to prevent the opposing team from gaining possession and possibly scoring a goal. The agent is placed in a scenario where it is winning the game $1 - 0$. SAP reuses the *same* Dribble option as in the losing scenario but learns a conservative, less vigorous AP which causes the agent to run-out-the-clock. In this case, the agent learns to slowly dribble its way up the pitch, collecting the dribble from far rewards $r_{D,\text{far}}$ in the process as seen in Figure 3(ii). Once the agent crosses the performance threshold, it stands on the ball, and *wastes time* by executing the $M$ option, whilst continuing to collect the positive score rewards $r_{\text{score}}$ and the positive $r_M$ rewards. This strategy causes the agent to take the largest amount of time on average ($142.3 \pm 1.5$ steps in Table 2) to complete each episode (time wasting) and as a result only scores $1.3 \pm 0.6$ goals. However, the ball is almost never captured by the opponent ($7.3 \pm 0.6$ times on average), since the agent is playing less vigorous, more conservative football. A Video of the agent’s behavior in each of these scenarios is available online.

**Exiting bad local optima using SAP:** In the losing scenario, we noticed that the SAOs have the potential to overcome bad local optima due to sub-optimal reward shaping. We compared SAP, which optimizes a PG-SMDP objective, to an AC-PG Expected Return (ER) algorithm which maximizes a regular SMMDP objective (i.e., utilizes the regular rewards to learn a goal-scoring policy). As seen in Figure 3(i), the ER striker (light blue circle) does not learn to score goals, instead choosing to collect the positive rewards $r_{\text{D,\text{far}}}$ and $r_M$. This causes the ER agent to execute $D$ until it settles on the $M$ option and stands on the ball. As seen in Table 2, the ER agent only manages to score $1.7 \pm 1.2$ goals on average and has a low average reward $-0.3 \pm 0.1$, well below the $\zeta$ threshold. This behaviour is plausible since policy gradient algorithms tend to converge to local optima very quickly in practice. Collecting $r_{D,\text{far}}$ and $r_M$ is not enough for the SAP agent (yellow circle in Figure 3(ii)) to pass its performance threshold $\zeta$, since there are also negative game score rewards $r_{\text{score}}$ attained at each timestep in the losing scenario. This forces the SAP agent to search for additional rewards such as a goal-scoring reward. As seen in Table 2, the SAP agent learns to score goals ($74 \pm 6.5$), and achieves average reward well above the $\zeta$ performance threshold. As a result it avoids falling into the bad local optima unlike the ER simulation.

Table 2: Performance of the trained SAP and ER policies in the winning/losing scenarios averaged over 100 evaluation episodes.

|                   | SAP Winning | SAP Losing | ER Losing |
|-------------------|-------------|------------|-----------|
| Goals             | 1.3±0.6     | 74.3±6.5   | 1.7±1.2   |
| Out of Time       | 90.3±1.5    | 1.0±1.7    | 47.0±3.6  |
| Avg Reward        | 3.9±1.1     | 6.3±0.2    | -0.3±0.1  |
| Episode Length    | 142.3±1.5   | 70.0±1.0   | 107.3±3.8 |

6.2 Bottomless Pit of Death Domain

The Bottomless Pit of Death (BPoD) domain contains two rooms, separated by a dividing wall as shown in Figure 3(i). Above the wall is a bottomless pit of death (black square). There is a wind factor in this domain that pushes the agent in an easterly direction, as shown by the arrow, with random velocity. The agent (red ball) needs to circumnavigate both the wall and the pit to reach the goal location (blue square). **State space** - $\langle x, y, \eta \rangle$ where $\langle x, y \rangle$ is the location of the agent. **Options**

[https://youtu.be/2T_jYFka17k](https://youtu.be/2T_jYFka17k)
Figure 4: (a) The BPoD Domain. (ii) The options (white arrows) and options partitions (red and green regions indicating where the options operate) learned using the ASAP algorithm. (b) (i) The policy representation is not rich enough to solve the task. (ii) Options mitigate the misspecification by duplicating the policy. (c) (i) Given the wind factor, an agent starting near the wall, will ultimately get forced into the bottomless pit. (ii) Mitigating the misspecification may be possible by learning SASs. (d) (i) The $X$ and $Y$ locations where the AD parameters are evaluated. (ii) The learned AD mean values for the $X$ and $Y$ locations.

- Options are represented as a probability distribution over four primitive actions (i.e., North, South, East, West), independent of the state. Data - 10 independent trials of 100,000 episodes were run for each experiment. Rewards - The agent receives negative rewards ($-1$) for colliding with the wall and after each timestep. A large negative reward ($-10$) is attained if the agent falls into the bottomless pit. A positive reward ($+100$) is received if the agent reaches the goal location. Learning Algorithm and features - The learning algorithm for the APs is an AC-PG version of SAP. The inter-option policy $\mu$ and the options are initialized using the Adaptive Skills, Adaptive Partitions (ASAP) (Mankowitz et al., 2016b) SMDP algorithm. The Awareness Distribution (AD) is represented as a normal distribution $\phi_{w_{oi}} \sim \mathcal{N}(\phi(s)^T w_{oi}, V)$ with a fixed variance $V$. Here, $\phi(s)$ are state dependent features $[1, x, y, x^2, y^2, \eta]$ where $(x, y)$ represent the agent’s location. PG-SMDP Setup (for SAP): The reward threshold $\zeta = 50$ is set a-priori. The agent receives a reward of $\tilde{r} = 0$ at each timestep and a $\tilde{r} = 1$ if $\eta > \zeta$ by the end of each episode (see Equation 3). SMDP Setup (for ER): No $\zeta$ threshold and the regular rewards are utilized at each timestep.

Figure 5: (a) The average cumulative reward performance of SAP compared to the regular ASAP algorithm. (b) The average number of goals reached.

6.2.1 Feature-based Model Misspecification

In the experiments to follow, we will provide an example in the BPoD domain where SAOs learned using SAP can be used to mitigate feature-based model misspecification. Consider Figure 4 (i). Given the limited policy representation of a probability distribution over actions which are independent of the state, the agent is unable to circumnavigate the obstacle and reach the goal region resulting in feature-based model misspecification. Numerous works (Mankowitz et al., 2016a,b; Bacon & Precup, 2015) have shown that options are necessary to mitigate this form of misspecification. This is achieved by duplicating the policy representation and generating multiple options that, collectively, can solve the task as seen in Figure 4 (ii). The red region is where the option move up and to the right operates and the blue region is where the option move down and to the goal operates.

However, even though options may produce a reasonable policy, it is still possible to end up with a misspecified model. If the agent starts in a location near the bottom of the domain on the left side of
the wall (Figure 4(i)), then the agent will ultimately get forced into the pit due to the wind factor. This misspecification can be mitigated by learning SAOs.

**Learning Options:** First, we initialize the options, given the limited feature representation, using ASAP. This algorithm learned a set of options (the superimposed white arrows in Figure 4(ii) for visualization purposes) and option partitions (the red and green regions in Figure 4(ii), which define where the options operate). ASAP attempts to mitigate the feature-based model misspecification. However, if the agent is evaluated from the location in Figure 4(i) (the red ball), the agent is forced into the pit by the wind factor and a misspecification is still present. To solve this problem, we reuse the same options and incorporate a vigor AP into each option to form SAOs. We will show that learning the AP for each option enables the agent to mitigate this misspecification.

**Learning Situationally-Aware Options:** A single AP is added to each option’s move East primitive action. The AP takes problem-specific values in the range $[-0.05, 0.05]$. The AP can either increase the magnitude (and therefore the vigor) of the agent’s movement in the Easterly direction by applying a positive value. Alternatively, it can decrease, or even change the direction of the agent’s movement for negative values. The hope is that SAP learns AP’s in the left partition that generate a less vigorous East action (Figure 4(ii)), causing the agent to avoid the pit. In the right partition, the AP should have larger positive values to drive the agent with great vigor towards the goal.

After learning the AP using SAP, the agent’s average performance was evaluated for 1000 episodes over 10 independent trials. Figure 4(ii), plots the learned means of the AD parameters, from which the APs are sampled, at two specific locations X and Y (Figure 4(i)). As can be seen in the graph, the mean AD value at location X is significantly lower, causing it to generate, on average, more negative AP values which inhibit the move East action and helps the agent avoid the pit. On the other hand, the mean AD value at location Y is larger, causing the agent to vigorously approach the goal location. This causes the agent to mitigate the feature-based misspecification. SAP is compared to the average performance of the ASAP algorithm (which optimizes a regular ER SMDP objective). Figure 5 indicates that SAP generates higher average cumulative reward compared to the regular ASAP agent. In addition, the SAP agent reaches the goal on average 132 times compared to only 13 using ASAP (Figure 5).

7 Discussion

We have defined a PG-SMDP which provides a natural objective for incorporating SA into hierarchical RL. We have introduced Situational Awareness Options (SAOs) — a type of parameterized temporally extended action (Sutton et al., 1999) with an additional Awareness Parameter (AP). We show that the same options can be reused in different scenarios to induce varying behaviours (e.g., time-wasting) based on the AP’s level of vigor. We have developed the Situationally Aware oPtions algorithm (SAP) which learns both the inter-option policy that chooses SAOs to execute, as well as learning the APs for each SAO with convergence guarantees. We show the learned behaviours of the SAOs in a time dependent RoboCup soccer scenario and the Bottomless Pit of Death domain. SAP has shown the potential to exit bad local optima due to sub-optimal reward shaping as well as mitigate feature-based model misspecification. In this work, we focus on the vigor awareness criterion. However, in principle, many other objectives can be incorporated into this framework that produce behaviours which include defence, aggression, risk and robustness (Avila-Godoy & Fernández-Gaucherand, 1998). Extensions of this work include optimizing a PG-MDP performance threshold for each SAO as well as utilizing SA in lifelong learning problems (Thrun & Mitchell, 1995; Brunskill & Li, 2014). It is also possible to implement the SAP policy as a Deep Network (Mnih, 2015).

It has been argued that it is possible to model time-based SA using the regular expected utility by (1) performing reward shaping or (2) augmenting the state space with time. Automatically learning a SA strategy and determine when to use it, cannot be encoded into the reward function in a general, non-heuristic manner and is subjective at most. In addition, the expected return has been shown to be inadequate for modelling SA behaviors such as risk (the most famous example being from Kahneman & Tversky, 1979). Augmenting the state space with time is both computationally inefficient and the Markovian assumption may not necessarily hold.
References

Akiyama, Hidehisa and Nakashima, Tomoharu. Helios base: An open source package for the robocup soccer 2d simulation. In RoboCup 2013: Robot World Cup XVII, pp. 528–535. Springer, 2014.

Avila-Godoy, Guadalupe and Fernández-Gaucherand, Emmanuel. Controlled markov chains with exponential risk-sensitive criteria: modularity, structured policies and applications. In Decision and Control, 1998. Proceedings of the 37th IEEE Conference on, volume 1, pp. 778–783. IEEE, 1998.

Bacon, Pierre-Luc and Precup, Doina. The option-critic architecture. In NIPS Deep Reinforcement Learning Workshop, 2015.

Bai, Aijun, Wu, Feng, and Chen, Xiaoping. Online planning for large markov decision processes with hierarchical decomposition. ACM Transactions on Intelligent Systems and Technology (TIST), 6(4):45, 2015.

Borkar, Vivek S. Stochastic approximation with two time scales. Systems & Control Letters, 29(5):291–294, 1997.

Borkar, Vivek S. A sensitivity formula for risk-sensitive cost and the actor–critic algorithm. Systems & Control Letters, 44(5):339–346, 2001.

Brunskill, Emma and Li, Lihong. Pac-inspired option discovery in lifelong reinforcement learning. In Proceedings of the 31st International Conference on Machine Learning (ICML-14), 2014.

Chow, Yinlam, Tamar, Aviv, Mannor, Shie, and Pavone, Marco. Risk-sensitive and robust decision-making: a cva optimization approach. In Advances in Neural Information Processing Systems, pp. 1522–1530, 2015.

Clark, Crystal A and Dagher, Alain. The role of dopamine in risk taking: a specific look at parkinson’s disease and gambling. Frontiers in behavioral neuroscience, 8, 2014.

da Silva, B.C., Konidaris, G.D., and Barto, A.G. Learning parameterized skills. In ICML, 2012.

Dayan, Peter. Instrumental vigour in punishment and reward. European Journal of Neuroscience, 35 (7):1152–1168, 2012.

Givan, Robert, Leach, Sonia, and Dean, Thomas. Bounded parameter markov decision processes. In European Conference on Planning, pp. 234–246. Springer, 1997.

Hagras, Hani et al. A hierarchical type-2 fuzzy logic control architecture for autonomous mobile robots. Fuzzy Systems, IEEE Transactions on, 12(4):524–539, 2004.

Hausknecht, Matthew and Stone, Peter. Deep reinforcement learning in parameterized action space. arXiv preprint arXiv:1511.04143, 2015.

Hauskrecht, Milos. Planning with macro-actions: Effect of initial value function estimate on convergence rate of value iteration. Technical report, Brown University, 1998.

Kahneman, Daniel and Tversky, Amos. Prospect theory: An analysis of decision under risk. Econometrica: Journal of the econometric society, pp. 263–291, 1979.

Konidaris, George and Osentoski, Sarah. Value function approximation in reinforcement learning using the fourier basis. 2008.

Kuindersma, Scott R, Grupen, Roderic A, and Barto, Andrew G. Variable risk control via stochastic optimization. The International Journal of Robotics Research, 32(7):806–825, 2013.

Leibo, Joel Z, Zambaldi, Vinicius, Lanctot, Marc, Marecki, Janusz, and Graepel, Thore. Multi-agent reinforcement learning in sequential social dilemmas. 2017.

Liu, Yugang and Nejat, Goldie. Multirobot cooperative learning for semiautonomous control in urban search and rescue applications. Journal of Field Robotics, 2015.
Lloyd, Kevin and Dayan, Peter. Safety out of control: dopamine and defence. *Behavioral and Brain Functions*, 12(1):15, 2016.

Mankowitz, Daniel J, Mann, Timothy A, and Mannor, Shie. Time regularized interrupting options. *International Conference on Machine Learning*, 2014.

Mankowitz, Daniel J., Mann, Timothy A., and Mannor, Shie. Adaptive Skills, Adaptive Partitions (ASAP). *Neural Information Processing Systems (NIPS)*, 2016a. URL http://arxiv.org/abs/1602.03351

Mankowitz, Daniel J., Mann, Timothy A., and Mannor, Shie. Iterative Hierarchical Optimization for Misspecified Problems (IHOMP). *arXiv preprint arXiv:1602.03348*, 2016b. URL http://arxiv.org/abs/1602.03348

Mann, Timothy A, Mankowitz Daniel J. Mannor Shie. Learning when to switch between skills in a high dimensional domain. *AAAI-2015 Workshop on Learning for General Competency in Video Games*, 2015.

Mann, Timothy A. and Mannor, Shie. The advantage of planning with options. In *Proceedings of the First Annual Conference on Reinforcement Learning and Decision Making (RLDM)*, 2013.

Mnih, Volodymyr et. al. Human-level control through deep reinforcement learning. *Nature*, 518 (7540):529–533, 2015.

Newman, Wyatt and Lead, Team. Team case and the 2007 darpa urban challenge. *Submitted to DARPA for site visit*, 2007.

Nilim, Arnab and El Ghaoui, Laurent. Robust control of markov decision processes with uncertain transition matrices. *Operations Research*, 53(5):780–798, 2005.

Niv, Yael, Daw, Nathaniel D, Joel, Daphna, and Dayan, Peter. Tonic dopamine: opportunity costs and the control of response vigor. *Psychopharmacology*, 191(3):507–520, 2007.

Pessiglione, Mathias, Seymour, Ben, Flandin, Guillaume, Dolan, Raymond J, and Frith, Chris D. Dopamine-dependent prediction errors underpin reward-seeking behaviour in humans. *Nature*, 442(7106):1042–1045, 2006.

Peters, Jan and Schaal, Stefan. Policy gradient methods for robotics. In *Intelligent Robots and Systems, 2006 IEEE*, pp. 2219–2225. IEEE, 2006.

Peters, Jan and Schaal, Stefan. Reinforcement learning of motor skills with policy gradients. *Neural Networks*, 21:682–691, 2008.

Precup, Doina and Sutton, Richard S. Multi-time models for temporally abstract planning. In *Advances in Neural Information Processing Systems 10 (Proceedings of NIPS’97)*, 1997.

Salamone, John D, Yohn, Samantha E, López-Cruz, Laura, San Miguel, Noemí, and Correa, Mercè. Activational and effort-related aspects of motivation: neural mechanisms and implications for psychopathology. *Brain*, 139(5):1325–1347, 2016.

Sutton, Richard and Barto, Andrew. *Reinforcement Learning: An Introduction*. MIT Press, 1998.

Sutton, Richard S, Precup, Doina, and Singh, Satinder. Between MDPs and semi-MDPs: A framework for temporal abstraction in reinforcement learning. *Artificial Intelligence*, 112(1), August 1999.

Tamar, Aviv, Castro, Dotan D, and Mannor, Shie. Policy gradients with variance related risk criteria. In *Proceedings of the 29th International Conference on Machine Learning (ICML-12)*, pp. 935–942, 2012.

Tamar, Aviv, Chow, Yinlam, Ghavamzadeh, Mohammad, and Mannor, Shie. Policy gradient for coherent risk measures. *arXiv preprint arXiv:1502.03919*, 2015a.

Tamar, Aviv, Glassner, Yonatan, and Shie, Mannor. Optimizing the cvar via sampling. *Conference on Artificial Intelligence (AAAI)*, 2015b.
Thrun, Sebastian and Mitchell, Tom M. *Lifelong robot learning*. Springer, 1995.

Wenzel, Jennifer M, Rauscher, Noah A, Cheer, Joseph F, and Oleson, Erik B. A role for phasic dopamine release within the nucleus accumbens in encoding aversion: a review of the neurochemical literature. *ACS chemical neuroscience*, 6(1):16–26, 2014.

White III, Chelsea C and Eldeib, Hany K. Markov decision processes with imprecise transition probabilities. *Operations Research*, 42(4):739–749, 1994.

Xu, Huan and Mannor, Shie. Probabilistic goal markov decision processes. In *Proceedings of the Twenty-Second international joint conference on Artificial Intelligence-Volume Volume Three*, pp. 2046–2052. AAAI Press, 2011.

Yiannakos, A and Armatas, V. Evaluation of the goal scoring patterns in european championship in portugal 2004. *International Journal of Performance Analysis in Sport*, 6(1):178–188, 2006.