A ONE-PHASE STEFAN PROBLEM WITH NON-LINEAR DIFFUSION FROM HIGHLY COMPETING TWO-SPECIES PARTICLE SYSTEMS

KOHEI HAYASHI

Abstract. We consider an interacting particle system with two species under strong competition dynamics between the two species. Then, through the hydrodynamic limit procedure for the microscopic model, we derive a one-phase Stefan type free boundary problem with non-linear diffusion, letting the competition rate divergent. Non-linearity of diffusion comes from a zero-range dynamics for one species while we impose the other species to weakly diffuse according to the Kawasaki dynamics for technical reasons, which macroscopically corresponds to the vanishing viscosity method.

1. Introduction

Consider two types of species under high competition. As the reaction rate between the two species tends to infinity, they would be spatially segregated and interface appears as boundary of their moving territories. As a mathematical problem, such a limiting procedure is called the spatial-segregation limit and was originally formulated in [9] and [3] as follows. For any positive number $K$, consider a pair of non-negative solutions $(u_K, v_K)$ of the reaction-diffusion system

\[
\begin{align*}
\partial_t u &= d_1 \Delta u - Kuv \\
\partial_t v &= d_2 \Delta v - Kuv
\end{align*}
\]

(1.1)

with some additional constraints (usually with Neumann boundary condition on a bounded domain). The spatial dimension is arbitrary in the sequel. Here $d_1 > 0$ and $d_2 \geq 0$ are diffusion coefficients. As the competition rate $K$ tends to infinity, solutions $(u_K, v_K)$ converges to some $(u, v)$ which satisfies $uv \equiv 0$, in addition, $u$ and $v$ satisfies heat equations with diffusion coefficient $d_1$ and $d_2$, respectively, on their moving domains. In other words, the solutions of (1.1) are spatially segregated, asymptotically as the competition rate tends to infinity, and interface governed by a free boundary problem appears. Alternatively, since the above formulation is concerned with a singular limit for reaction terms, it is also called the fast-reaction limit in some literature. In [9], the authors treated the case with $d_2 = 0$ and derived a free boundary problem called a one-phase Stefan problem. After that, [3] proved that when $d_2 > 0$, a pair of solutions $(u_K, v_K)$ converges to a solution of a two-phase Stefan problem under Neumann boundary condition and [2] treated the problem under inhomogeneous Dirichlet boundary condition. All the above results consider the singular limit problem for balanced reaction terms, namely when the reaction terms of the reaction-diffusion system coincide up to some constant. For the singular limit problem under unbalanced reaction, [11] studied the case when $d_2 = 0$ and the reaction terms are given by monomials with various exponents. They derived three kinds of liming behavior as the competition rates tend to infinity. At present, few results for unbalanced reaction are known other than this. To other direction, [10] studied the spatial-segregation limit with a...
The presence of non-linear diffusion. They considered the reaction-diffusion system of the form

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta \varphi(u) - Kuv, \\
\frac{\partial v}{\partial t} &= -Kuv
\end{align*}
\]  

(1.2)

under an inhomogeneous Dirichlet boundary condition and studied the limiting behavior as the reaction rate \( K \) tends to infinity. Here \( \varphi \) is an increasing function. The limiting equation becomes the following one-phase Stefan problem.

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta \varphi(u) \quad \text{in} \quad \{ u > 0 \}, \\
\frac{\partial v}{\partial t} &= v|_{t=0} \quad \text{in} \quad \{ v > 0 \}.
\end{align*}
\]  

(1.3)

The paper [10] introduced the notion of weak solutions in order that the limiting problem makes sense allowing even degenerate diffusion, namely when the derivative of the increasing function \( \varphi \) degenerates at zero.

Recently, [5] considered an interacting particle system as a microscopic counterpart of the above high competition dynamics corresponding to the system (1.1) with \( d_1, d_2 > 0 \) and derived the two-phase free boundary problem by which the asymptotic interface is governed, directly from the microscopic model through a scaling limit called the hydrodynamic limit. They considered two-species exclusion processes where the same kind of particles can not stay at the same site and two different kinds of particles coexisting at the same site are killed with rate \( K(N) \), which diverges as the scaling parameter \( N \) tends to infinity. For the case where competition between two species is unbalanced, [8] considered two-species exclusion processes which macroscopically correspond to the reaction-diffusion systems studied in [11] and derived the three kinds of interface behavior directly from the particle systems through the hydrodynamic limit. In the model of [8], one species has no diffusion dynamics even microscopically, which asserts the diffusion coefficient of macroscopic density, say \( v \), of that kind of particles exactly equals to zero. For another kind of research concerning singular limit for interacting particle systems, [7] considered a one-species exclusion process with creation and annihilation dynamics whose hydrodynamic limit equation becomes the Cahn-Hilliard equation with a double-well potential (Allen-Cahn type equation) and they studied a fast-reaction limit problem when the reaction rate diverges depending on the scaling parameter of the microscopic model. Among all these microscopic models, the diffusion dynamics is commonly the Kawasaki process, that is, the dynamics of many independent simple random walks under an exclusive restriction, which deduces linear diffusion in hydrodynamic equations.

The aim of this paper is to derive a Stefan type moving boundary problem with possibly non-linear diffusion (1.3) by scaling limits for microscopic systems. For that purpose, we consider a zero-range process which admit the arbitrary finite number of particles to exist at one site, for which each particle jumps to neighboring sites with a rate depending only on the number of particles at that site. Then one can show that there exists a function \( \varphi \) which is naturally determined by jump rates of microscopic particles satisfying some conditions, especially a linear growth condition (see (LG) below) for technical reasons. In this paper, we consider a two-species model on the general dimensional torus with competition which macroscopically corresponds to the reaction-diffusion system (1.2), as in [10], to derive the problem (1.3) by letting the competition rate to be divergent asymptotically as the scaling parameter tends to infinity. As a microscopic counterpart of this one-phase model, it is natural to consider interacting particle systems with two components, say type-1 and type-2 particles, where only type-1 particles diffuse according to the zero-range dynamics while type-2 particles do not move at all. However, treatment of such a situation is technically difficult since for two-species systems, spectral gap estimates, which play an important role to prove hydrodynamic limits, fail to hold unless both types of particles diffuse. To overcome this and prove the hydrodynamic limit in our model, we consider weak diffusion dynamics for type-2 particles. Moreover, since the non-compactness of configuration spaces makes the problem more technically difficult, we impose an exclusion rule
to type-2 particles and let them diffuse according to Kawasaki dynamics with asymptotically negligible diffusion. This macroscopically corresponds to the vanishing viscosity method in PDE theory as follows. We let $\varepsilon$ be the diffusion coefficient of type-2 particles. If $\varepsilon$ and $K$ is independent of the scaling parameter, then the system of hydrodynamic limit equations becomes

$$
\begin{align*}
\partial_t u &= \Delta \varphi(u) - Kuv \\
\partial_t v &= \varepsilon \Delta v - Kuv
\end{align*}
$$

for some non-negative increasing function $\varphi$ determined by the zero-range jump rate of type-1 particles. Here $u$ and $v$ are macroscopic density of type-1 and type-2 particles, respectively. Taking the limit as $K \to \infty$ and $\varepsilon \to 0$ in the above system, we can derive a quasi-linear free-boundary problem as in [10] noting the existence of a viscosity term does not affect the limiting problem when the reaction rate tends to infinity. What we consider in this paper is to assume $\varepsilon = \varepsilon(N)$ vanishes and $K = K(N)$ diverges as the scaling parameter $N$ tends to infinity and derive the limiting free-boundary problem directly from our microscopic model.

Finally, we summarize the organization of this paper here. In Section 2, we give the precise description of our microscopic model and state the main result. Our main result is to derive a one-phase free-boundary problem with non-linear diffusion (1.3) directly from the zero-range-Kawasaki process with existence of singular competition and slow diffusion for type-2 particles.

In Section 3, we give a strategy to prove the main theorem stated in Section 2. The proof is based on Yau’s relative entropy method which is introduced in [10]. Then in Section 4, we show that our microscopic density profile is close to macroscopic densities whose time evolution is governed by a semi-discretized system of our hydrodynamic limit equation. This probabilistic procedure is crucial for the proof of the main theorem and it is shown assuming the multi-variable Boltzmann-Gibbs principle. In Section 5, we give some a priori estimates for the semi-discretized system. Then in Section 6, we give the proof of our Boltzmann-Gibbs principle for multi-variable functions. Finally in Section 7, we show a convergence result for the semi-discretized macroscopic system to the Stefan problem with non-linear diffusion (1.3), which completes the proof of the main result combining with the probabilistic part given in Section 4.

2. Model and main result

2.1. Microscopic model. Throughout this paper, we write $\mathbb{N} = \{1, 2, \ldots\}$, $\mathbb{Z}_+ = \{0, 1, \ldots\}$ and $\mathbb{R}_+ = [0, \infty)$. Let $T^d_N \cong \{1, 2, \ldots, N\}^d$ and $T^d = [0, 1]^d$ be $d$-dimensional discrete and continuous tori and let $\mathcal{X}_N = \mathcal{X}_N^1 \times \mathcal{X}_N^2 := \mathbb{Z}^d_N \times \{0, 1\}^d$ be a configuration space. An element $\eta = (\eta_1, \eta_2) \in \mathcal{X}_N$ with $\eta_i = \{\eta_i(x)\}_{x \in T^d_N}$ for $i = 1, 2$ denotes configuration of our two-species particle system with exclusion rules for type-2 particles. Namely, $\eta_1(x) = k \in \mathbb{Z}_+$ means there are $k$ type-1 particles on a site $x \in T^d_N$, and $\eta_2(x) = 1$ means there exists a type-2 particle on the site. For each $i = 1, 2$, $\eta_i(x) = 0$ means there is no type-$i$ particle on the site $x$. First we define an operator which governs the diffusion dynamics. For type-1 particles, we consider a zero-range operator $L_Z$ with jump rate $g : \mathbb{Z}_+ \to \mathbb{R}_+$ satisfying $g(0) = 0$ and $g(k) > 0$ for $k \geq 1$, and an operator $L_K$ which corresponds to the Kawasaki process for type-2 particles, which are defined by

$$
L_Z f(\eta_1, \eta_2) = \sum_{x, y \in T^d_N, |x - y| = 1} g(\eta_1(x))[f(\eta_1^{x, y}, \eta_2) - f(\eta_1, \eta_2)],
$$

$$
L_K f(\eta_1, \eta_2) = \sum_{x, y \in T^d_N, |x - y| = 1} \eta_2(x)(1 - \eta_2(y))[f(\eta_1, \eta_2^{x, y}) - f(\eta_1, \eta_2)].
$$

for every \( f : \mathcal{X}_N \to \mathbb{R} \). Here for each \( \sigma \in \mathcal{X}^1_N \) or \( \mathcal{X}^2_N \), \( \sigma^{x,y} \) denotes the configuration after a particle on a site \( x \) moves to a site \( y \), which is defined by

\[
\sigma^{x,y}(z) = \begin{cases} 
\sigma(y) - 1 & \text{if } z = x, \\
\sigma(y) + 1 & \text{if } z = y, \\
\sigma(z) & \text{otherwise.}
\end{cases}
\]

Note that looking the form of the Kawasaki generator neither jump from an empty site nor jump to an occupied site occur. Throughout this paper, we impose the following Lipschitz and linear growth conditions on the jump rate of zero-range process \( g : \mathbb{Z}_+ \to \mathbb{R}_+ \).

- **(LIP)** \( \sup_{k \geq 0} |g(k + 1) - g(k)| < \infty \).
- **(LG)** There exist constants \( C > 0, r_1 > 0 \) and \( r_2 \in \mathbb{N} \) such that \( g(k) \leq Ck \) and \( g(k + r_2) - g(k) \geq r_1 \) for every \( k \in \mathbb{N} \).

Next we define a family of reference measures which are parametrized by density of each kind of particles. First, for given constant \( \alpha \geq 0 \), let \( \mathcal{P}_{1,\alpha} \) be a probability measure on \( \mathbb{Z}_+ \) given by

\[
\mathcal{P}_{1,\alpha}(k) = \frac{1}{Z_\alpha} \frac{\alpha^k}{g(k)!}, \quad Z_\alpha = \sum_{k=0}^{\infty} \frac{\alpha^k}{g(k)!}
\]

where \( g(k)! = g(1) \cdots g(k) \) for \( k \geq 1 \) and \( g(0)! = 1 \). Note that under the condition \( \text{(LG)} \), the radius of convergence of \( Z_\alpha \) becomes infinity so that the measure \( \mathcal{P}_{1,\alpha} \) is well-defined for all \( \alpha \geq 0 \). Moreover, through a similar manner in \([3]\), there exists a unique function \( \varphi : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \rho = \mathcal{E}_{\mathcal{P}_{1,\varphi}(\rho)}[\eta_1(x)] \) for each \( \rho \geq 0 \). This is possible under our assumption \( \text{(LG)} \) and this determines a possibly non-linear smooth function \( \varphi \) associated with the jump rate \( g \).

Hereafter we simply write \( \nu_{1,\rho} := \mathcal{P}_{1,\varphi(\rho)} \). Note that an easy computation yields \( \varphi'(\rho) = \varphi(\rho)/\text{Var}_{\nu_\rho}[\eta_1(x)] \) so that the function \( \varphi \) is increasing on \( \mathbb{R}_+ \). Moreover, noting an expression \( \rho(\varphi) = \varphi(d/d\rho) \log Z_\varphi \), we have \( \varphi'(0) = 1/(d\rho/d\varphi)(0) \geq c_0 \) for some constant \( c_0 > 0 \). We extend \( \nu_{1,u} \) as a product measure \( \nu_{1,u} = \prod_{x \in \mathbb{T}_N^d} \nu_{1,u(x)} \) for every \( u = \{u(x)\}_{x \in \mathbb{T}_N^d} \) such that \( u(x) \geq 0 \) for each \( x \in \mathbb{T}_N^d \). On the other hand, for any \( v = \{v(x)\} \in [0,1]^\mathbb{T}_N^d \), let \( \nu_{2,v} \) be a product Bernoulli measure on \( \mathcal{X}_N^2 = \{0,1\}^\mathbb{T}_N^d \) whose marginals are given by \( \nu_{2,v}(\eta_2(x) = 1) = v(x) \) for every \( x \in \mathbb{T}_N^d \). Finally, we define a spatially inhomogeneous product measure \( \nu_{u,v} \) on \( \mathcal{X}_N = \mathcal{X}_N^1 \times \mathcal{X}_N^2 \) by \( \nu_{u,v} := \nu_{1,u} \otimes \nu_{2,v} \) for each \( u = \{u(x)\}_{x \in \mathbb{T}_N^d}, v = \{v(x)\}_{x \in \mathbb{T}_N^d} \) with \( u(x) \geq 0 \) and \( 0 \leq v(x) \leq 1 \) for every \( x \in \mathbb{T}_N^d \). Throughout this paper, we fix a jump rate \( g \) of the zero-range process satisfying the assumption \( \text{(LG)} \).

Next we define the Glauber operator \( L_G \) by

\[
L_G f(\eta_1, \eta_2) = \sum_{x \in \mathbb{T}_N^d} \eta_1(x) \eta_2(x) [f(\eta_1^{x,-}, \eta_2^{x,-}) - f(\eta_1, \eta_2)]
\]

where for each \( \sigma \in \mathbb{Z}_+^{\mathbb{T}_N^d} \) or \( \{0,1\}^{\mathbb{T}_N^d} \) the transition \( \sigma \mapsto \sigma^{x,-} \) decreases the number of corresponding type of particles on a site \( x \in \mathbb{T}_N^d \) if possible, which is defined by

\[
\sigma^{x,-}(z) = \begin{cases} 
\sigma(x) - 1 & \text{if } z = x, \\
\sigma(z) & \text{otherwise.}
\end{cases}
\]

Here we also note that the above killing action occurs only when there is at least each of one particle for both of two types on a site \( x \) since otherwise we have \( \eta_1(x) \eta_2(x) = 0 \). Let \( K = K(N) \) and \( \varepsilon = \varepsilon(N) \) be parameters which satisfy the following bounds as the scaling parameter \( N \) tends to infinity.

- **(B1)** \( K = K(N) \) diverges as \( N \) tends to infinity satisfying \( 1 \leq K(N) \leq (\delta_1 \log(\delta_2 \log N))^{1/2} \) with \( \delta_1, \delta_2 > 0 \) small enough.
(B2) $\varepsilon = \varepsilon(N)$ vanishes as $N$ tends to infinity satisfying $\varepsilon(N) \geq N^{-\alpha_\varepsilon}$ for some small constant $\alpha_\varepsilon > 0$.

Then, let $\{\eta_t^N = (\eta_{t,t}^N, \eta_{i,t}^N)\}_{t \geq 0}$ be a $\mathcal{X}$-valued Markov process with generator $L_N = N^2 L_Z + \varepsilon(N) L_K + K(N) L_G$ and initial distribution $\mu_0^N$ on $\mathcal{X}$ which is constructed on some probability space $(\Omega^N, \mathcal{F}^N, \mathbb{P}^N_{\mu_0^N})$. When the initial distribution $\mu_0^N$ is clear from the context, we omit the dependence on it. We denote the expectation with respect to $\mathbb{P}^N_{\mu_0^N}$ (or $\mathbb{P}^N$) by $\mathbb{E}^N_{\mu_0^N}$ (or $\mathbb{E}^N$).

**Remark 2.1.** A reason why we introduced the weak diffusion for type-2 particles with intensity $\varepsilon(N)$ is mainly for using spectral gap estimates to prove the Boltzmann-Gibbs principle, which will be explained later (see Section 6). The slower the parameter $\varepsilon(N)$ decays, the easier the proof of the Boltzmann-Gibbs principle becomes. We can find that the above polynomial decay is enough for that. The bound for the reaction rate $K(N)$ is also needed for our strategy of proof.

Now we state some assumptions on the initial distribution $\mu_0^N$. For that purpose, we prepare some notations. For two probability measures $\nu$ and $\mu$ on $\mathcal{X}$, define relative entropy of $\mu$ with respect to $\nu$ by

$$H(\mu||\nu) = \int_{\mathcal{X}} \frac{d\mu}{d\nu} \log \frac{d\mu}{d\nu} d\nu$$

if $\mu$ is absolutely continuous with respect to $\nu$, and otherwise we let $H(\mu||\nu) = \infty$. Moreover, we define the discrete gradient $\nabla^N$ by $\nabla^N = \{\partial_1^N, \ldots, \partial_d^N\}$ with $\partial_j^N u(x) = N(u(x + e_j) - u(x))$ for any $j = 1, \ldots, d$ and any $u = \{u(x)\}_{x \in \mathbb{T}_N^d}$. Then we assume that there exist functions $u_0^N, v_0^N$ on $\mathbb{T}_N^d$ and functions $u_0, v_0$ on $\mathbb{T}^d$ such that the following conditions hold.

(A1) There exist constants $C_0, C_1 > 0$, $M_u \geq 0$ and $0 \leq M_v < 1$ such that

$$e^{-C_1 K(N)} \leq u_0^N(x) \leq M_u, \quad |\nabla^N u_0^N(x)| \leq C_0 K(N), \quad |\partial_i^N \partial_j^N u_0^N(x)| \leq C_0 K(N)^3$$

$$e^{-C_1 K(N)} \leq v_0^N(x) \leq M_v, \quad |\nabla^N v_0^N(x)| \leq C_0 e^{-1/2 K(N)}$$

for every $x \in \mathbb{T}_N^d$ and $i, j = 1, \ldots, d$.

(A2) For the product measure $v_0^N = \nu(u_0^N, v_0^N) \in \mathcal{P}(\mathcal{X})$ with weight $(u_0^N, v_0^N)$ in the assumption (A1), the initial distribution $\mu_0^N \in \mathcal{P}(\mathcal{X})$ satisfies $H(\mu_0^N||v_0^N) = O(N^{d-\delta_0})$ for some small positive constant $\delta_0$ as $N$ tends to infinity, that is, there exists a positive constant $C$ such that $H(\mu_0^N||v_0^N) \leq C N^{d-\delta_0}$ for every sufficiently large $N$.

(A3) $u_0, v_0 \in L^2(\mathbb{T}^d)$ and $u_0^N \to u_0$ and $v_0^N \to v_0$ weakly in $L^2(\mathbb{T}^d)$ as $N$ tends to infinity.

**Remark 2.2.** As discussed in [S] there exists non-trivial macroscopic initial functions $u_0$ and $v_0$ and macroscopic approximating sequences $\{u_0^N\}_{N \in \mathbb{N}}$ and $\{v_0^N\}_{N \in \mathbb{N}}$ satisfying the above assumptions (A1), (A2) and (A3) (though [S] imposed a restriction only for the first derivative growth, we can construct an example in a similar way).

2.2. Main result. We define empirical measures associated with the Markov process $\{\eta_t^N : t \in [0, T]\}$ by

$$\pi_{i,t}^N(d\theta) = N^{-d} \sum_{x \in \mathbb{T}_N^d} \eta_{x,t}^N(\delta_{x/N}(d\theta), \quad i = 1, 2.$$  

Here $\delta$ stands for the Dirac delta measure on $\mathbb{T}^d$. We write $\langle \pi_{i,t}^N, \psi \rangle = \langle \langle \pi_{i,t}^N, \psi_1 \rangle, \langle \pi_{1,t}^N, \psi_2 \rangle \rangle$ with $\langle \pi_{i,t}^N, \psi \rangle = \int_{\mathbb{T}^d} \psi(\theta) \pi_{i,t}^N(d\theta)$ for every $\psi = (\psi_1, \psi_2) \in C(\mathbb{T}^d, \mathbb{R}^2)$. To state the main theorem in this paper, we introduce the notion of weak solution of the following Stefan problem.

$$\begin{cases} 
\partial_t w = \Delta \mathcal{D}_\varphi(w) & \text{in } Q_T, \\
w(0, \cdot) = u_0 - v_0 & \text{on } \mathbb{T}^d
\end{cases}$$

(2.1)

where $\mathcal{D}_\varphi$ is a function on $\mathbb{R}$ defined by $\mathcal{D}_\varphi(s) = \varphi(s) 1_{[0, \infty)}(s)$ and $Q_T := [0, T] \times \mathbb{T}^d$. 

Definition 2.1. A function $w \in L^{\infty}(Q_T)$ is called a weak solution of the problem \eqref{eq:2.1} with initial function $w_0 \in L^{\infty}(\mathbb{T}^d)$ if the following conditions (i) and (ii) hold.

(i) $\varphi(w_+) \in L^2(0,T; H^1(\mathbb{T}^d))$.

(ii) For every $T > 0$, the function $w$ satisfies an integral identity

$$
\int_{\mathbb{T}^d} w_0(\theta) \psi(0,\theta) d\theta + \int_0^T \int_{\mathbb{T}^d} \left( w_+ \partial_t \psi - \nabla \varphi(w_+) \cdot \nabla \psi \right) (t,\theta) d\theta dt = 0 \tag{2.2}
$$

for any test function $\psi \in L^2(0,T; H^1(\mathbb{T}^d))$ such that $\psi(T,\cdot) \equiv 0$.

Let $w$ be a weak solution of the problem \eqref{eq:2.1} and suppose functions $u := w_+$ and $v := w_-$ satisfy $\text{supp}(u(t,\cdot)) \cap \text{supp}(v(t,\cdot)) = \phi$, and the closure of the region $\text{supp}(u(t,\cdot)) \cup \text{supp}(v(t,\cdot))$ is $\mathbb{T}^d$ for every $t \in [0,T]$. Here $w_+ = \max\{w,0\}$ and $w_- = \max\{-w,0\}$ are positive and negative part of $w$, respectively. Moreover we define

$$
\Omega^u := \bigcup_{t \in (0,T)} \{t\} \times \Omega^u(t), \quad \Omega^v := \bigcup_{t \in (0,T)} \{t\} \times \Omega^v(t), \quad \Gamma := \bigcup_{t \in (0,T)} \{t\} \times \Gamma(t)
$$

for $\Omega^u(t) := \{u(t,\cdot) > 0\}$, $\Omega^v(t) := \{v(t,\cdot) > 0\}$ and $\Gamma(t) := \partial \Omega^u(t) = \partial \Omega^v(t)$. If $u$ is smooth in $\Omega^u(t)$ and $\Gamma(t)$ is smooth, then we have the following strong form of one-phase Stefan problem.

\[
\begin{align*}
\partial_t u &= \Delta \varphi(u) & \text{in } \Omega^u, \\
v &= v_0 & \text{in } \Omega^v, \\
u &= 0 & \text{on } \Gamma, \\
u(0,\cdot) &= u_0(\cdot), & v(0,\cdot) &= v_0(\cdot) & \text{on } \mathbb{T}^d.
\end{align*}
\]

Using the above notion of weak solutions, our main theorem can be stated as follows.

Theorem 2.1. Assume initial functions $u_0^N, v_0^N$ and $u_0$ and $v_0$ satisfy (A1), (A2) and (A3), and assume the scaling parameters $K = K(N)$ and $\varepsilon = \varepsilon(N)$ satisfy (B1) and (B2). Then there exist non-negative functions $u$ and $v$ on $Q_T$ such that $u(t,\cdot)v(t,\cdot) = 0$ a.e. on $\mathbb{T}^d$ for each $t \in (0,T]$, and for every $\psi \in C^\infty(\mathbb{T}^d; \mathbb{R}^2)$ and $\varepsilon > 0$ we have

$$
\lim_{N \to \infty} \mathbb{P}^N_{h_0^N} \left( \left| \int_0^T \langle \pi^N_t, \psi(t,\cdot) \rangle - \langle u(t,\cdot), v(t,\cdot) \rangle, \psi(t,\cdot) \rangle_{L^2(\mathbb{T}^d; \mathbb{R}^2)} \right| dt > \varepsilon \right) = 0.
$$

Moreover, $w := u - v$ is a unique weak solution of the Stefan problem \eqref{eq:2.1}. In particular, the spatially segregated functions $u$ and $v$ are uniquely determined from the function $w$.

3. Strategy of proof

3.1. Yau’s relative entropy method. In this section, we give the proof of the main theorem (Theorem 2.1) based on Yau’s relative entropy method which is introduced in [10]. We first concern a probability part which asserts that at any give time, the microscopic density profile is close to the macroscopic one in the sense of relative entropy (see Theorem 3.1 below). Let $u_N^N = \{u_N^N(t,x)\}_{t \in [0,T], x \in \mathbb{T}^d}$, $v_N^N = \{v_N^N(t,x)\}_{t \in [0,T], x \in \mathbb{T}^d}$ be a pair of solutions of the following semi-discretized reaction-diffusion system.

\[
\begin{align*}
\partial_t u_N^N(t,x) &= \Delta u_N^N(t,x) - K(N)u_N^N(t,x)v_N^N(t,x) & \text{in } (0,T) \times \mathbb{T}^d, \\
\partial_t v_N^N(t,x) &= \varepsilon(N) \Delta v_N^N(t,x) - K(N)u_N^N(t,x)v_N^N(t,x) & \text{in } (0,T) \times \mathbb{T}^d, \\
u_N^N(0,x) &= u_0^N(x), & v_N^N(0,x) &= v_0^N(x) & \text{on } \mathbb{T}^d
\end{align*}
\]

with initial functions $u_0^N$ and $v_0^N$ on $\mathbb{T}^d$ satisfying the assumptions (A1), (A2) and (A3). Here, $\Delta^N$ is the discrete Laplacian defined by

$$
\Delta^N u(x) = N^2 \sum_{1 \leq j \leq d} \left[ u(x + e_j) + u(x - e_j) - 2u(x) \right]
$$

where $e_j$ is the $j$th standard basis vector.
Lemma 3.3. For any $u = \{u(x)\}_{x \in \mathbb{T}_N^d}$ where $\{e_j\}_{j=1,...,d}$ is the normal basis on $\mathbb{Z}^d$. Let $\nu_i^N = \nu((u_i^N(t),v_i^N(t)))$ be the spatially inhomogeneous product measure on the configuration space $X_N$ with $u_i^N(t) = \{u_i^N(t,x)\}_{x \in \mathbb{T}_N^d}$ and $v_i^N(t) = \{v_i^N(t,x)\}_{x \in \mathbb{T}_N^d}$, and let $\mu_i^N$ be the probability law of $\eta_i^N = (\eta_i^N(t),\eta_i^N(t))$ on $X_N$. According to a comparison argument we give in Section 4 (see Lemma 5.2), we can show that the semi-discretized solutions $u_i^N$ and $v_i^N$ take values in $\mathbb{R}_+$ and $[0,1]$, respectively, which makes the product measure $\nu_i^N$ well-defined. Then we can show the following key estimate which states the microscopic measure $\mu_i^N$ is asymptotically close to the measure $\nu_i^N$.

Theorem 3.1. Assume (A1), (A3), (B1) and (B2). Let $u \in L^\infty(0,T;H^1(\mathbb{T}^d))$, $v \in L^\infty(0,T;L^2(\mathbb{T}^d))$, $0 \leq u \leq M_u$, $0 \leq v \leq M_v$ and $uv = 0$ a.e. in $Q_T$, $v^N \to v$ strongly in $L^2(Q_T)$ and a.e. in $Q_T$, $v^N \to v$ weakly in $L^2(Q_T)$ as $N$ tends to infinity. Moreover, $w := u - v$ is a unique weak solution of the problem (2.1) with initial function $u_0 - v_0$.

Theorem 3.1 and Theorem 3.2 will be proved in Section 4 and Section 7, respectively.

3.2. Proof of Theorem 3.1. Once Theorem 3.1 and Theorem 3.2 are proved, we can show the main theorem as follows. Let $u_i^N$ and $v_i^N$ be the functions on $Q_T = [0,T] \times \mathbb{T}^d$ defined by (3.2). For any $\varepsilon > 0$ and any smooth function $\psi \in C^\infty(\mathbb{T}^d)$, let us define

$$A_i = A_i(\psi,\varepsilon) := \{\eta \in X_N; \langle \pi_i^N, \psi \rangle - \langle u_i^N(t,\cdot), \psi \rangle_{L^2(\mathbb{T}^d)} > \varepsilon\},$$

$$A_2 = A_2(\psi,\varepsilon) := \{\eta \in X_N; \langle \pi_2^N, \psi \rangle - \langle v_i^N(t,\cdot), \psi \rangle_{L^2(\mathbb{T}^d)} > \varepsilon\}.$$

Then, as a corollary of the entropy inequality, we get

$$\mu_i^N(A_i) \leq \frac{\log 2 + H(\mu_i^N|\nu_i^N)}{\log(1 + 1/\nu_i^N(A_i))}, \quad i = 1, 2.$$

The next result is a direct consequence of the exponential Markov inequality.

Lemma 3.3. For any $\psi \in C^\infty(\mathbb{T}^d)$ and $\varepsilon > 0$, there exists a positive constant $C = C(\varepsilon, \|\psi\|_{L^\infty(\mathbb{T}^d)})$ such that

$$\nu_i^N(A_i(\psi,\varepsilon)) \leq \exp(-CN^d).$$

In particular, the above estimate holds uniformly in $\{\psi; \|\psi\|_{L^\infty(\mathbb{T}^d)} < M\}$ for every $M > 0$. 

Hence we finish the proof since \( \tilde{\varepsilon} \) is non-negative function the entropy production. First we define a Dirichlet energy for our diffusion dynamics. For any \( H_i \) for each \( \varepsilon \), the other hand, the integrand in the first term can be bounded above by

\[
\int_0^T \left\langle (u^N(t, \cdot) - u(t, \cdot), v^N(t, \cdot) - v(t, \cdot)), \psi(t, \cdot) \right\rangle_{L^2(T^d)} dt.
\]

We can see that these two terms vanish as \( N \) tends to infinity. Indeed, since \( u^N \sim u \) and \( v^N \sim v \) weakly in \( L^2(Q_T) \) by Theorem 3.2 the second term in (3.3) vanishes as \( N \) tends to infinity. On the other hand, the integrand in the first term can be bounded above by

\[
E_{\mu^N_t} \left[ \left| \left\langle \pi^N_t, \psi \right\rangle - \left\langle (u^N(t, \cdot), v^N(t, \cdot)), \psi(t, \cdot) \right\rangle_{L^2(T^d)} \right| \right] \leq \bar{\varepsilon}
\]

for any \( \bar{\varepsilon} > 0 \). We will see in forthcoming sections, we have

\[
\sup_{N \in \mathbb{N}} E_{\mu^N_t} \left[ \left| \left\langle \pi^N_t, \psi \right\rangle - \left\langle (u^N(t, \cdot), v^N(t, \cdot)), \psi(t, \cdot) \right\rangle_{L^2(T^d)} \right| \right] \leq C \| \psi \|_{\infty}
\]

by Lemma 5.1 and \( \sup_{N \in \mathbb{N}} \| \langle (u^N, v^N), \psi \rangle \| \leq \| \psi \|_{\infty}(M_u \vee M_v) \) by Lemma 5.2. Since \( \lim_{N \to \infty} \mu^N_t(A_i) = 0 \) for each \( i = 1, 2 \) as we proved in the above, the first term in (3.4) vanishes as \( N \) goes to infinity. Hence we finish the proof since \( \bar{\varepsilon} \) was arbitrary.

4. Proof of Theorem 3.1

In this section, we give the proof of Theorem 3.1 as a probabilistic problem. For that purpose, we estimate the derivative of the relative entropy \( H(\mu^N_t | \nu^N_t) \) in time argument which is called the entropy production. First we define a Dirichlet energy for our diffusion dynamics. For any non-negative function \( f \) and probability measure \( \nu \) on the configuration \( \mathcal{X}_N \), define

\[
D_Z(f; \nu) := \frac{1}{2} \sum_{x \in \mathcal{T}_N} \sum_{1 \leq j \leq d} \int_{\mathcal{X}_N} g(\eta_1(x)) \left[ f(\eta_1, \eta_2) - f(\eta_1, \eta_2) \right]^2 d\nu(\eta_1, \eta_2),
\]

\[
D_K(f; \nu) := \frac{1}{2} \sum_{x \in \mathcal{T}_N} \sum_{1 \leq j \leq d} \int_{\mathcal{X}_N} \eta_2(x)(1 - \eta_2(y)) \left[ f(\eta_1, \eta_2) \right]^2 d\nu(\eta_1, \eta_2)
\]

where \( \{e_j\}_{j=1}^{d} \) is the normal basis of \( \mathbb{Z}^d \). Then define \( D = 2N^2D_Z + 2\varepsilon(N)N^2D_K \). We have the following estimate of the entropy production.

**Proposition 4.1** (Yau’s inequality, [12]). For any probability measures \( \{\nu_t\}_{t \geq 0} \) and \( m \) on \( \mathcal{X}_N \) which are differentiable in \( t \) and full-supported, we have

\[
\frac{d}{dt} H(\mu^N_t | \nu_t) \leq -2N^2 D \left( \int_{\mathcal{X}_N} \left| \frac{d\mu^N_t}{d\nu_t}; \nu_t \right| \right) + \int_{\mathcal{X}_N} (L^*_{m} \psi_t - \partial_t \log \psi_t) d\mu^N_t
\]

where \( L^*_{m} \psi_t \) is the adjoint operator of \( L_N \) on \( L^2(\nu_t) \) and \( \psi_t := d\mu_t/dm \).

The main ingredients of this section is given as follows.

**Theorem 4.2.** Assume the same conditions as in Theorem 3.1. Define \( f^N_t := d\mu^N_t / d\nu^N_t \) and \( \psi^N_t := d\nu^N_t / dm \) where \( m \) is an arbitrary full-supported probability measure on \( \mathcal{X}_N \). Then there
exist constants $C > 0$ and small $\varepsilon_0 > 0$ such that
\[
\int_0^T \int_{\mathcal{X}^N} (L_N^{s,u} 1 - \partial_t \log \psi_t^N) d\mu_t^N dt \leq \int_0^T \varepsilon N^2 D K (\sqrt{f_t^N; \psi_t^N}) dt + CK^3 e^{CK^2} \int_0^T H(\mu_t^N | \nu_t^N) dt + O(K^4 e^{CK^2} N^{d-\varepsilon_0})
\]
as $N$ tends to infinity.

Now combining the above main estimate and Yau’s inequality (Proposition \ref{prop:Yau}) with $\nu_t = \nu_t^N$ and $\psi_t = \psi_t^N = dv_t^N/d\nu_t^N$, we can give the proof of the probabilistic part (Theorem \ref{thm:main}).

**Proof of Theorem \ref{thm:main}** We apply Yau’s inequality with $\nu_t = \nu_t^N$ integrated over $[0, t]$. Then, the time integral of the Dirichlet energy corresponding to Kawasaki dynamics appearing in the right-hand side of the estimate given in Theorem \ref{thm:main} can be absorbed into the total Dirichlet energy with negative sign in Yau’s inequality. Therefore, there exists a positive constant $C$ such that
\[
H(\mu_t^N | \nu_t^N) \leq H(\mu_0^N | \nu_0^N) + CK^3 e^{CK^2} \int_0^t H(\mu_s^N | \nu_s^N) ds + O(K^4 e^{CK^2} N^{d-\varepsilon_0})
\]
as $N$ tends to infinity. By applying Gronwall’s inequality, noting $H(\mu_0^N | \nu_0^N) = O(N^{d-\delta_0})$ by the assumption (A2), there exists a positive constant $C = C(T)$ such that
\[
H(\mu_t^N | \nu_t^N) \leq (H(\mu_0^N | \nu_0^N) + O(K^4 e^{CK^2} N^{d-\varepsilon_0})) e^{CK^3 e^{CK^2}}
\]
for every $t \in [0, T]$. Now we take $K = K(N)$ so that $K^2 \leq \delta_1 \log(\delta_2 \log N)$ with $\delta_1, \delta_2 > 0$ satisfying $\delta_1 \leq 1$ and $\delta_2 \leq (\delta_0 \wedge \varepsilon_0)/2$ by assumption (H). Then we have $e^{C(T \vee 1)K^2} \leq \delta_2 \log N$ so that $H(\mu_t^N | \nu_t^N) = O(N^{d-(\delta_0 \wedge \varepsilon_0)/2})$, which is the desired assertion in Theorem \ref{thm:main}.

Hence our task is now to show the main estimate Theorem \ref{thm:main}.

In this subsection, we see that one can linearize some terms in the integrand $L_N^{s,u} 1 - \partial_t \log \psi_t^N$ with the help of so called the ‘multi-variable Boltzmann-Gibbs principle’ and give the proof of Theorem \ref{thm:main}. To see that, fix an arbitrary local function $h$ on $\mathcal{X}$ with support in a finite square box $\Lambda_h \subset \mathbb{T}_N^d$ and parameter $\beta = (\beta_1, \beta_2)$ with $\beta_1 \geq 0$ and $0 \leq \beta_2 \leq 1$. We write
\[
\tilde{h}(\beta) := E_{\nu_\beta}[h].
\]
Assume that there exists a positive constant $C$ such that
\[
|h(\eta)| \leq C \sum_{y \in \Lambda_h} (g_1(y, \eta_2(y)) \eta_1(y) + g_2(y, \eta_2(y)))
\]
for every $\eta = (\eta_1, \eta_2) \in \mathcal{X}$ where $g_1(y, \eta_2)$ and $g_2(y, \eta_2)$ are polynomials of $\{\eta_2(z); z \in \Lambda_h\}$ for each $y \in \Lambda_h$. Given such a local function $h$, the Boltzmann-Gibbs principle enables us to extract the “linear part” of $h$. To see that, we define a residual function $R : \mathbb{T}_N^d \times \mathcal{X}_N^d \times \mathcal{X}_N^d \rightarrow \mathbb{R}$ of $h$ by
\[
R(x, \eta_1, \eta_2) := \tau_x h(\eta_1, \eta_2) - \tilde{h}(u^N(t, x), v^N(t, x)) - \partial_1 \tilde{h}(u^N(t, x), v^N(t, x))(\eta_1(x) - u^N(t, x)) - \partial_2 \tilde{h}(u^N(t, x), v^N(t, x))(\eta_2(x) - v^N(t, x))
\]
where $u^N$ and $v^N$ are solutions to the semi-discretized reaction-diffusion system \ref{eq:semi} and $\partial_i$ denotes the derivative with respect to the $i$-th component $(i = 1, 2)$ for every differentiable function on $\mathbb{R}^2$. In the sequel, we omit the dependence on configuration and simply write as $R(x) = R(x, \eta_1, \eta_2)$. The multi-variable Boltzmann-Gibbs principle is stated as follows.
Proof of Theorem 4.2. First we introduce rescaled variables

\[ \omega_{1,x} := \frac{\eta_1(x) - u^N(t, x)}{\chi_1(u^N(t, x))}, \quad \omega_{2,x} := \frac{\eta_2(x) - v^N(t, x)}{\chi_2(v^N(t, x))} \]

where \( \chi_1(\rho_1) = \text{Var}_{\rho_1} [\eta_1(0)] = \varphi(\rho_1)/\varphi'(\rho_1) \) and \( \chi_2(\rho_2) = \text{Var}_{\rho_2} [\eta_2(0)] = \rho_2(1 - \rho_2) \) for every \( \rho_1 \geq 0 \) and \( 0 \leq \rho_2 \leq 1 \). The Boltzmann-Gibbs principle enables us to extract leading terms, and to rewrite the integrand \( L^*_{N^+} 1 - \partial_t \log \psi^N_t \) into a linear combination of \( \omega \), asymptotically as \( N \) tends to infinity. As one can easily verify, the integrand can be calculated as

\[
L^*_{N^+} 1 - \partial_t \log \psi^N_t = \sum_{x \in \mathbb{T}^d_N} \frac{\Delta^N \varphi(u^N(t, x))}{\varphi(u^N(t, x))} \left( g(\eta_1(x)) - \varphi(u^N(t, x)) \right) \\
- \frac{\varepsilon N^2}{2} \sum_{x,y \in \mathbb{T}^d_N; |x-y|=1} \left( v^N(t, x) - v^N(t, y) \right)^2 \omega_{2,x} \omega_{2,y} + \varepsilon \sum_{x \in \mathbb{T}^d_N} \Delta^N v^N(t, x) \omega_{2,x} \\
+ K \sum_{x \in \mathbb{T}^d_N} \left( (\eta_1(x) + 1) \frac{\varphi(u^N(t, x))}{g(\eta_1(x) + 1)} (1 - \eta_2(x)) \frac{v^N(t, x)}{1 - v^N(t, x)} - \eta_1(x) \eta_2(x) \right) \\
- \sum_{x \in \mathbb{T}^d_N} \partial_t u^N(t, x) \omega_{1,x} - \sum_{x \in \mathbb{T}^d_N} \partial_t v^N(t, x) \omega_{2,x}.
\]

In this identity, we let possibly non-linear terms in \( \omega \) as

\[
I_1 := \sum_{x \in \mathbb{T}^d_N} \frac{\Delta^N \varphi(u^N(t, x))}{\varphi(u^N(t, x))} \left( g(\eta_1(x)) - \varphi(u^N(t, x)) \right) \\
I_2 := -\frac{\varepsilon N^2}{2} \sum_{x,y \in \mathbb{T}^d_N; |x-y|=1} \left( v^N(t, x) - v^N(t, y) \right)^2 \omega_{2,x} \omega_{2,y} \\
I_3 := K \sum_{x \in \mathbb{T}^d_N} \left( (\eta_1(x) + 1) \frac{\varphi(u^N(t, x))}{g(\eta_1(x) + 1)} \frac{v^N(t, x)}{1 - v^N(t, x)} - \eta_1(x) \right) \eta_2(x).
\]

We apply the multi-variable Boltzmann-Gibbs principle (Theorem 4.3) to replace them by linear combination of rescaled variables \( \omega_1 \) and \( \omega_2 \). First, for \( I_1 \) let \( \tilde{h}(\eta) = g(\eta_1(x)) - \varphi(u^N(t, x)) \). Then we have \( \tilde{h}(\beta) = \varphi(\beta) - \varphi(u^N(t, x)) \) as \( \tilde{g}(\beta) = E_{\nu^N} [g] = \varphi(\beta) \), which implies \( \tilde{h}(u^N(t, x), v^N(t, x)) = 0 \), \( \partial_0 \tilde{h}(u^N(t, x), v^N(t, x)) = \varphi'(u^N(t, x)) \) and \( \partial_0 \tilde{h}(u^N(t, x), v^N(t, x)) = 0 \). Therefore, by the Boltzmann-Gibbs principle applied to this local function \( h \), there exists a positive constant \( C \) and
so that
\[
\mathbb{E}_{\tilde{\nu}_t}^N \left[ \int_0^T \sum_{x \in \mathbb{T}_N^d} \{g(\eta_t(x)) - \varphi(u^N(t, x)) - \varphi'(u^N(t, x))(\eta_t(x) - u^N(t, x)) \} dt \right]
\]
\[
\leq C \int_0^T H(\mu_t^N | \nu_t^N) dt + O(KN^{d-\varepsilon_0}).
\]
as \(N\) tends to infinity. Hence we can approximate \(I_1\) by \(\tilde{I}_1 := \sum_{x \in \mathbb{T}_N^d} \Delta^N \varphi(u^N(t, x))\omega_{1,x}\) as
\[
\mathbb{E}_{\tilde{\nu}_t}^N \left[ \int_0^T (I_1 - \tilde{I}_1) dt \right] \leq CK^3 e^{CK^2} \int_0^T H(\mu_t^N | \nu_t^N) dt + O(K^4 e^{CK^2} N^{d-\varepsilon_0})
\]
noting that the coefficient \(\Delta^N \varphi(u^N(t, x))/\varphi(u^N(t, x))\) has order \(O(K^3 e^{CK^2})\) in view of the \(L_\infty\)-estimate for second order discrete derivatives given in Lemma 5.7 and the lower bound \(\varphi(u^N(t, x))^{-1} \leq Ce^{CK}\) by Lemma 5.2.

Next we show that \(I_3\) can be decomposed into a linear part plus some residual term which can be quantitatively estimated. To see that, we take a local function \(h\) as the summand appearing in the definition of \(I_3\). Then, since \(\eta_1\) and \(\eta_2\) are independent under our reference measure \(\nu_\beta\) for any \(\beta = (\beta_1, \beta_2)\), we calculate as
\[
\tilde{h}(\beta) = \left( \frac{\varphi(u^N(t, x))}{Z_{\beta_1}} \frac{v^N(t, x)}{1 - v^N(t, x)} \sum_{k=0}^{\infty} \frac{(\varphi(\beta_1))^{k}}{g(k + 1) g(k)!} \right) (1 - \beta_1 \beta_2) - \beta_1 \beta_2
\]
so that \(\tilde{h}(u^N(t, x), v^N(t, x)) = 0\). Moreover, the above explicit calculation of \(\tilde{h}(\beta)\) enables us to obtain
\[
\partial_1 \tilde{h}(u^N(t, x), v^N(t, x)) = - \frac{\varphi'(u^N(t, x))}{\varphi(u^N(t, x))} u^N(t, x) v^N(t, x),
\]
\[
\partial_2 \tilde{h}(u^N(t, x), v^N(t, x)) = - \frac{v^N(t, x)}{1 - v^N(t, x)}.
\]
Therefore, applying the Boltzmann-Gibbs principle again for this local function \(h\), there exists a positive constant \(C\) such that
\[
\mathbb{E}_{\tilde{\nu}_t}^N \left[ \int_0^T (I_3 - \tilde{I}_3) dt \right] \leq C \int_0^T KH(\mu_t^N | \nu_t^N) dt + O(K^2 N^{d-\varepsilon_0})
\]
as \(N\) tends to infinity where \(\tilde{I}_3\) is defined by
\[
\tilde{I}_3 = -K \sum_{x \in \mathbb{T}_N^d} u^N(t, x) v^N(t, x) \omega_{1,x} - K \sum_{x \in \mathbb{T}_N^d} u^N(t, x) v^N(t, x) \omega_{2,x}.
\]
By this line, replace \(I_1\) (resp. \(I_3\)) by \(\tilde{I}_1\) (resp. \(\tilde{I}_3\)) and sum up all terms in (1.2) to see that linear terms in rescaled variables \(\omega_1\) and \(\omega_2\) cancel by virtue of the semi-discretized reaction-diffusion system (5.1).

Finally we conduct a replacement procedure for \(I_2\). If we apply the Boltzmann-Gibbs principle also for \(I_2\), which is a two-point correlation of \(\omega_2\), then we can replace it by a linear combination of \(\omega_2\). This object is expected to be asymptotically small since each \(\omega_{2,x}\) is mean-zero under the local equilibrium state. To replace \(I_2\) exactly by zero for convenience for PDE part, we use the following Lemma 5.4. Note that the object to be replaced here is \(K^2 \sum_{|x-y|=1} \omega_{2,x} \omega_{2,y}\) since we have a gradient estimate \(|\nabla^N v^N(t, x)| = O(\varepsilon^{-1/2} K)\) as \(N\) tends to infinity by Lemma 5.8 while in [7] the diffusion coefficient \(\varepsilon\) for \(v\) is a constant which is independent of the scaling parameter \(N\).
Lemma 4.4. Assume (A1), (B1) and (H2). Then for every $\alpha > 0$ and small $\kappa > 0$, there exist $C = C(\alpha) > 0$ and some small $\varepsilon_0 > 0$ such that

$$E_{\mu^N} \left[ K^2 \sum_{x,y \in \mathbb{T}_N^d, \|x-y\|=1} \omega_{2,x} \omega_{2,y} \right] \leq \alpha N^2 D_K(\sqrt{f^N_{t^*}}; \nu^N_{t^*}) + CK^2 H(\mu^N_{t^*} | \nu^N_{t^*}) + O(N^{d-\varepsilon_0})$$

as $N$ tends to infinity.

Now we apply this result for $I_2$ to obtain

$$E_{\mu^N} [I_2] \leq \varepsilon N^2 D_K(\sqrt{f^N_{t^*}}; \nu^N_{t^*}) + CK^2 H(\mu^N_{t^*} | \nu^N_{t^*}) + O(N^{d-\varepsilon_0})$$

for some small $\varepsilon_0 > 0$.

\[ \Box \]

4.1. Proof of Lemma 4.4. In this subsection, we prove Lemma 4.4. The key idea of the proof is similar to previous researches ([7, 5 and 8]) so we only give a sketch here. Define

$$V := K^2 \sum_{x \in \mathbb{T}_N^d} \omega_{2,x} \omega_{2,x+\epsilon_i}, \quad V^\ell := K^2 \sum_{x \in \mathbb{T}_N^d} \left( \omega_{2,x} \omega_{2,x+\epsilon_i,\ell} \right)$$

for each $i = 1, \ldots, d$. Here $\{\epsilon_j\}_{j=1,\ldots,d}$ is the normal basis of $\mathbb{Z}^d$ and we defined

$$\overrightarrow{G}_{x,\ell} := \frac{1}{|\Lambda^+_\ell|} \sum_{y \in \Lambda^+_\ell} G_{x-y}, \quad \overrightarrow{G}_{x,\ell} := \frac{1}{|\Lambda^+_\ell|} \sum_{y \in \Lambda^+_\ell} G_{x+y}$$

for $G = \{G_x\}_{x \in \mathbb{T}_N^d}$ with $\Lambda^+_\ell := [0, \ell - 1]^d \cap \mathbb{Z}^d$. We omit the dependence on $i$ for simplicity. One can estimate the cost to replace $V$ by its local average $V^\ell$ as follows.

Lemma 4.5. Assume (A1), (B1) and (H2). We choose $\ell = N^{1/d-\kappa/d}$ when $d \geq 2$ and $\ell = N^{1/2-\kappa}$ when $d = 1$ with $\kappa > 0$ sufficiently small. Then for any $\alpha > 0$ there exists some $C = C(\alpha, \kappa) > 0$ such that

$$E_{\mu^N} [V - V^\ell] \leq \alpha N^2 D_K(\sqrt{f^N_{t^*}}; \nu^N_{t^*}) + C \left( H(\mu^N_{t^*} | \nu^N_{t^*}) + N^{d-1+\kappa} \right)$$

when $d \geq 2$. When $d = 1$, we have the same estimate with the last term $N^{d-1+\kappa}$ replaced by $N^{1/2+\kappa}$.

To give a proof of Lemma 4.5, we introduce the notion of flows on graph.

Definition 4.1. Let $G = (V, E)$ be a finite graph where $V$ is a set of all vertices and $E$ is the set of all edges. For two probability measures $p, q$ on $V$, we call $\Phi = \{\Phi(x, y)\}_{\{x, y\} \in E}$ a flow on $G$ connecting $p$ and $q$ if it satisfies:

- $\Phi(y, x) = -\Phi(x, y)$ for all $\{x, y\} \in E$,
- $\sum_{z \in V} \Phi(x, z) = p(x) - q(x)$ holds for all $x \in V$.

In the sequel, we regard any finite subset in $\mathbb{Z}^d$ as a graph where the set of all bonds means the set of all pair of two points in that set such that the Euclidean distance between them is 1. The next result is a key ingredient.

Proposition 4.6 (Flow lemma, [12]). Let $\delta_0$ be the Dirac measure on $\mathbb{Z}^d$ with mass 1 on $0 \in \mathbb{Z}^d$ and let $p_{t^*}$ be the uniform probability measure on $\mathbb{Z}^d$ with mass on $\Lambda_t^+$ defined by $p_{t^*}(x) = |\Lambda_t^+|^{-1} \chi_{\Lambda_t^+}(x)$. Moreover, let $q_{t^*}$ be the probability measure on $\mathbb{Z}^d$ defined by $q_{t^*} = \delta_0$.
and \( \omega \eta \) under the transformation \( h \) that \( f \) by the flow lemma (Proposition 4.6) and the lower bound of for every \( x \) independent of \( N \). Proof of Lemma 4.5. Recalling the representation of Lemma 4.7. Assume (A1) and let \( \Lambda \) positive constant \( \ell \). We next bound the summand in (4.3) with the help of the above result. 

\[
\sum_{x \in \Lambda^+_{2d}} \sum_{1 \leq j \leq d} \Phi^j(x, x + e_j)^2 \leq C_d g_d(\ell), \quad g_d(\ell) = \begin{cases} \ell & \text{if } d = 1, \vspace{1ex} \\
 \log \ell & \text{if } d = 2, \vspace{1ex} \\
 1 & \text{otherwise.} \end{cases}
\]

Taking a flow connecting \( \delta_0 \) and \( q_\ell \), a careful calculation (see [5] or [8]) enables us to write

\[
V - V^\ell = K^2 \sum_{1 \leq j \leq d} h_{x,j}^j(\omega_{1,x} - \omega_{1,x+e_j})
\]

where \( h_{x,j}^j = \sum_{y \in \Lambda^+_{2d}} \omega_{2,x-y}(\eta_1, \eta_2)\Phi^j(y, y + e_j) \). Note here that \( h_{x,j}^j \) is invariant under the transformation \( \eta_i \mapsto \eta_i^{x,x+e_j} \) for any \( y \in \Lambda^+_{2d} \) and \( j = 1, \ldots, d \). Moreover, since \( \omega_{2,x} \) and \( \omega_{2,x+e_j} \) with \( x \neq y \) has average zero under \( \nu_t^N \), there exists a positive constant \( C \) which is independent of \( N \) such that

\[
E_{\nu_t^N}[h_{x,j}^j] = 0, \quad \text{Var}_{\nu_t^N}[h_{x,j}^j] \leq C g_d(\ell) e^{2C_t K}
\]

by the flow lemma (Proposition 4.6) and the lower bound of \( u^N \) according to Lemma 5.2.

**Lemma 4.7.** Assume (A1) and let \( f \) be any density with respect to \( \nu_t^N \). Then we have

\[
\int_{\mathcal{X}_N} h_{x,j}^j(\omega_{2,x+e_j} - \omega_{2,x}) f d\nu_t^N = \int_{\mathcal{X}_N} h_{x,j}^j \frac{\eta_1 z}{\chi_2(v(t,x))} \left[ f(\eta_1 x + e_j^+) - f(\eta_1) \right] d\nu_t^N + R_{x,j} \quad (4.4)
\]

for every \( x \in \mathbb{T}_N^d \) and \( j = 1, \ldots, d \). Moreover, the error term \( R_{x,j} \) is bounded as

\[
|R_{x,j}| \leq C e^{3C_t K} |v^N(t,x) - v^N(t,x + e_j)| \int_{\mathcal{X}_N} |h_{x,j}^j(\eta)| d\nu_t^N. \quad (4.5)
\]

We next bound the summand in (4.3) with the help of the above results. \( D_K(f; \nu) = \sum_{x \in \mathbb{T}_N^d} \sum_{j=1}^d \mathcal{D}_{K,x,x+e_j}(f; \nu) \).

**Lemma 4.8.** Assume (A1) and let \( f \) be any density with respect to \( \nu_t^N \). Then there exists a positive constant \( C \) such that for every \( \beta > 0, \ x \in \mathbb{T}_N^d \) and \( j = 1, \ldots, d \),

\[
\int_{\mathcal{X}_N} h_{x,j}^j(\omega_{2,x} - \omega_{2,x+e_j}) f d\nu_t^N \leq \beta D_K(f; \nu_t^N)(\sqrt{f; \nu_t^N}) + \frac{C}{\beta} e^{3C_t K} \int_{\mathcal{X}_N} (h_{x,j}^j)^2 f d\nu_t^N + R_{x,j}
\]

and each error term \( R_{x,j} \) satisfies the bound (4.4). Here,

\[
\mathcal{D}_{K,x,x+e_j}(f; \nu) := \frac{1}{2} \int_{\mathcal{X}_N} \left[ f(\eta_1^{x,x+e_j}) - f(\eta_1, \eta_2) \right]^2 d\nu(\eta)
\]

**Proof of Lemma 4.7.** Recalling the representation of \( V - V^\ell \) in (4.3), we estimate

\[
E_{\nu_t^N}[V - V^\ell] = K^2 \sum_{1 \leq j \leq d} \int_{\mathcal{X}_N} h_{x,j}^j(\omega_{2,x} - \omega_{2,x+e_j}) f_i^N d\nu_t^N.
\]

We apply Lemma 4.8 for \( f = f_i^N = d\mu_t^N / d\nu_t^N \), taking \( \beta = \alpha N^2 K^{-2} \) with \( \alpha > 0 \). Then the above quantity is bounded above by

\[
\frac{\alpha N^2}{\nu_t^N} \sum_{1 \leq j \leq d} \sum_{x \in \mathbb{T}_N^d} \int_{\mathcal{X}_N} (h_{x,j}^j)^2 d\nu_t^N + K^2 \sum_{1 \leq j \leq d} \sum_{x \in \mathbb{T}_N^d} R_{x,j}.
\]
Recall that the residual term $R_{x,j}$ has the bound (4.5) for every $x \in \mathbb{T}_N^d$ and $j = 1, \ldots, d$. Since $|v^N(t, x) - v^N(t, x + e_j)| \leq C \varepsilon^{-1/2}KN^{-1}$ by the gradient estimate given in Lemma 5.6, estimating $|h_x^{\ell,j}| \leq 1 + (h_x^{\ell,j})^2$, we have

$$K^2|R_{1,x,j}| \leq C \varepsilon^{-1/2}K^3N^{-1}e^{3C_1K}\int_{X_N} (1 + (h_x^{\ell,j})^2) d\mu_t^N$$

for every $x \in \mathbb{T}_N^d$ and $j = 1, \ldots, d$. Therefore, the expectation with respect to $\mu^N$ of $V - V^\ell$ is bounded above by

$$\alpha \varepsilon N^2 D_K(\sqrt{f_i^N}; \nu_t^N) + C \varepsilon^{-1} K^4 N^{-1} e^{3C_1K} \sum_{1 \leq j \leq d} \sum_{x \in T_N^d} \int_{X_N} (h_x^{\ell,j})^2 d\mu_t^N + C \varepsilon^{-1/2} K^3 e^{3C_1K} N^{d-1}$$

with some positive constant $C = C(\alpha)$. For the second term, noting that the random variables $\{h_x^{\ell,j}\}$ are $(2\ell - 1)$-dependent, we decompose the summation $\sum_{x \in T_N^d}$ into $\sum_{y \in \Lambda_+^d} \sum_{z \in (4\ell)\mathbb{T}_N^d \cap \mathbb{T}_N^d}$ and then apply the entropy inequality. Then we have

$$\sum_{x \in T_N^d} \int_{X_N} (h_x^{\ell,j})^2 d\mu_t^N \leq \gamma^{-1} \sum_{y \in \Lambda_+^d} \left( H(\mu_t^N | \nu_t^N) + \log \int_{X_N} \prod_{z \in (4\ell)\mathbb{T}_N^d \cap \mathbb{T}_N^d} e^{\gamma(h_x^{\ell,j})^2} d\nu_t^N \right)$$

$$= \gamma^{-1} (2\ell)^d \left( H(\mu_t^N | \nu_t^N) + \sum_{z \in (4\ell)\mathbb{T}_N^d \cap \mathbb{T}_N^d} \log \int_{X_N} e^{\gamma(h_x^{\ell,j})^2} d\nu_t^N \right)$$

for every $\gamma > 0$. Moreover, recall here that by the flow lemma stated in Proposition 4.6 we can estimate the variance of $h_x^{\ell,j}$ as

$$\sigma^2 := \sup_{x \in \mathbb{T}_N^d, j = 1, \ldots, d} \text{Var}_{\mu_t^N}[h_x^{\ell,j}] \leq C_d g_d(\ell)e^{2C_1K}$$

with $g_d(\ell)$ in Proposition 4.6. Therefore, applying the concentration inequality,

$$\log \int_{X_N} e^{\gamma(h_x^{\ell,j})^2} d\nu_t^N \leq 2$$

for every $0 < \gamma \leq C_0 \sigma^{-2}$. Hence, choosing $\gamma^{-1} = C_0^{-1} C_d g_d(\ell)e^{2C_1K}$, we can see that $E_{\mu_t^N}[V - V^\ell]$ is bounded above by

$$\alpha \varepsilon N^2 D_K(\sqrt{f_i^N}; \nu_t^N) + C \varepsilon^{-1} K^4 g_d(\ell)K^4 e^{5C_1K} N^{-1} \left( H(\mu_t^N | \nu_t^N) + N^d \ell^{-d} \right) + C \varepsilon^{-1/2} K^3 e^{3C_1K} N^{d-1}.$$ 

Now recall that the assumptions (H1) and (H2) assured the growth rate of $K$ and $\varepsilon^{-1}$ was suppressed by a monomial of $N$ with a sufficiently small exponent. In particular, divergent elements in the above display along the parameters $K$ and $\varepsilon^{-1}$ can be absorbed into $N$ in the denominators so that we may treat $K$ and $\varepsilon^{-1}$ as if they were constants independent of $N$. Hence we complete the proof by choosing $\ell = N^{1/d-\kappa/d}$ when $d \geq 2$ and $\ell = N^{1/2-\kappa}$ when $d = 1$. \hfill \Box

**Lemma 4.9.** Choose $\ell = N^{1/d-\kappa/d}$ when $d \geq 2$ and $\ell = N^{1/2-\kappa}$ when $d = 1$. For any $\kappa > 0$, there exists a positive constant $C$ such that

$$E_{\mu_t^N}[V^\ell] \leq C K^2 \left( H(\mu_t^N | \nu_t^N) + N^{d-1+\kappa} \right)$$

when $d \geq 2$. When $d = 1$, the last term on the right hand side of the above is replaced by $N^{1/2+\kappa}$.\hfill
5. Several estimates for the reaction-diffusion system (3.1)

**Lemma 5.1** (Comparison principle). Let \( \varphi \) be a differentiable non-decreasing function on \( \mathbb{R} \) and let \( (t,u) \mapsto f(t,x,u) \) be a \( C^1 \)-smooth function on \([0,T] \times \mathbb{R}^d \) for every \( x \in \mathbb{T}_N^d \). Let \( u^N = \{u^N(t,x)\}_{t \geq 0, x \in \mathbb{T}_N^d} \) be a solution of

\[
\partial_t u^N(t,x) = \Delta^N \varphi(u^N(t,x)) + f(t,x,u^N(t))
\]

and let \( u^N_+ \) (resp. \( u^N_- \)) be super- (resp. sub-) solution of (5.1), namely, \( u^N_+ \) (resp. \( u^N_- \)) satisfies the equation (5.1) with “\( \geq \)” (resp. “\( \leq \)” ) instead of the equality. Assume that \( u^N_+(0,x) \geq u^N(t,x) \) (resp. \( u^N_-(0,x) \leq u^N(t,x) \)) holds for every \( x \in \mathbb{T}_N^d \). Then we have that \( u^N_+(t,x) \geq u^N(t,x) \) (resp. \( u^N_-(t,x) \leq u^N(t,x) \)) holds for every \( t \in [0,T] \) and \( x \in \mathbb{T}_N^d \).

The proof is intuitively given as follows. We may only consider super-solutions since sub-solutions can be treated in the same way. Suppose there exists some point \((t_0,x_0)\) such that \( u^N_+(t_0,x_0) = u^N(t_0,x_0) \). Then, since \( u^N_+ \) is a super-solution of (5.1) and \( \varphi \) is an increasing function, we have

\[
\partial_t (u^N_+ - u^N)(t_0,x_0) \\
\geq \Delta^N (\varphi(u^N_+) - \varphi(u^N))(t_0,x_0) + (f(t_0,x_0,u^N_+(t_0)) - f(t_0,x_0,u^N(t_0))) \\
= \sum_{j=1}^{2d} (\varphi(u^N_+) - \varphi(u^N))(t_0,x_0 + e_j) \geq 0
\]

where we set \( e_{j+d} = -e_j \) for every \( j = 1, \ldots, d \). The above estimate implies that \( u^N_+ - u^N \) is positively drifted at the point \((t_0,x_0)\) and thus the solution \( u^N \) will not be able to exceed the super-solution \( u^N_+ \) for any time \( t \in [0,T] \).

**Proof of Lemma 5.1.** We show the assertion only for super-solutions since sub-solutions can be treated similarly. Let \( u^N_+ \) be a super-solution of (3.1) satisfying \( u^N_+(0,x) \geq u^N(0,x) \) for every \( x \in \mathbb{T}_N^d \). Then, by definition of super-solution, \( u^N_+ \) satisfies

\[
\partial_t \pi^N(t,x) \geq \Delta^N \varphi(u^N)(t,x) + f(t,x,u^N(t))
\]

for every \( t \in [0,T] \) and \( x \in \mathbb{T}_N^d \). Then subtracting (5.1) on the above display to get

\[
\partial_t (u^N_+ - u^N)(t,x) \geq \Delta^N (u^N_+ - u^N)(t,x) + \tilde{f}(t,x,u^N(t)) (u^N_+ - u^N)(t,x).
\]

Here, \( \tilde{f} = f(t,x,u^N_+(t),u^N(t)) \) is defined by

\[
\tilde{f}(t,x,u^N_+(t),u^N(t)) = \begin{cases} \\
\frac{f(t,x,u^N_+(t)) - f(t,x,u^N(t))}{u^N_+(t) - u^N(t)} & \text{if } u^N_+(t,x) \neq u^N(t,x), \\
\frac{\partial f}{\partial u}(t,x,u) \bigg|_{u=u^N(t)} & \text{if } u^N_+(t,x) = u^N(t,x).
\end{cases}
\]

Let \( M := \sup_{(t,x) \in [0,T] \times \mathbb{T}_N^d} |\tilde{f}(t,x,u^N_+(t),u^N(t))| \) and let \( w^N(t,x) \) be a function defined by

\[
w^N(t,x) = (u^N_+(t,x) - u^N(t,x)) e^{Mt} + 2\varepsilon - \varepsilon e^{-t}
\]

for any \( \varepsilon > 0 \). Note here that such \( M < \infty \) exists since \( u^N_+(t,x) \) and \( u^N(t,x) \) are both continuous in \( t \) for every \( x \in \mathbb{T}_N^d \). Moreover, by the assumption for the initial function we have \( w^N(0,x) > 0 \) for every \( x \in \mathbb{T}_N^d \). In the sequel, we prove \( w^N(t,x) \geq 0 \) in \([0,T] \times \mathbb{T}_N^d \) by showing contradiction. Suppose there exists a point \((t_0,x_0) \in (0,T) \times \mathbb{T}_N^d \) such that \( w^N(t_0,x_0) = 0 \) for the first time and \( w^N(t,x) > 0 \) for every \( t \in [0,t_0] \) and \( x \in \mathbb{T}_N^d \). Then, since \((t_0,x_0)\) attains minimum of \( w^N \) in \([0,t_0] \times \mathbb{T}_N^d \), we have \( \partial_t w^N(t_0,x_0) \leq 0 \) and \( \Delta^N w^N(t_0,x_0) = \Delta^N (u^N_+ - u^N)(t_0,x_0) e^{Mt_0} \geq 0 \). In particular, since \( \varphi(u^N_+(t_0,x_0)) - \varphi(u^N(t_0,x_0)) = \varphi(\hat{u})(u^N_+ - u^N)(t_0,x_0) \) for some \( \hat{u} \) between
\(u^N(t_0, x_0)\) and \(u^N(t, x_0)\) by the mean-value theorem, recalling the definition of the discrete Laplacian \(\Delta^N\) and that \(\varphi\) is non-decreasing, we deduce \(\Delta^N (\varphi(u^N_+(t_0, x_0)) - \varphi(u^N(t_0, x_0))) e^{Mt_0} \geq 0\). Therefore, we have
\[
\partial_t u^N(t_0, x_0) - \Delta^N (\varphi(u^N_+(t_0, x_0)) - \varphi(u^N(t_0, x_0))) e^{Mt_0} \leq 0. \tag{5.3}
\]
On the other hand, letting \(\tilde{u}^N := u^N_+ - u^N\), we have
\[
\partial_t \tilde{u}^N(t_0, x_0) - \Delta^N (\varphi(u^N_+(t_0, x_0)) - \varphi(u^N(t_0, x_0)))
= \left( \partial_t \tilde{u}^N(t_0, x_0) + M\tilde{u}^N(t_0, x_0) \right) e^{Mt_0} + \varepsilon e^{-t_0} - \left( \varphi(u^N_+(t_0, x_0)) - \varphi(u^N(t_0, x_0)) \right) e^{Mt_0}
\geq \left( - \tilde{f}(t_0, x_0, \varepsilon u^N(t_0, x_0) + M \tilde{u}^N(t_0, x_0) e^{Mt_0} + \varepsilon e^{-t_0}
\right.
\]
since \(u^N_+\) is a super-solution. However, recalling the definition of \(M\), the last quantity is bounded from below by a strictly positive constant, which is contradiction to \([5.3]\). Therefore, we have \(w^N \geq 0\) in \([0, T] \times \mathbb{T}_N^d\) so that \(u^N_+(t, x) - u^N(t, x) \geq \varepsilon(e^{-t} - 2)e^{-Mt}\) for every \((t, x) \in [0, T] \times \mathbb{T}_N^d\).

Since \(\varepsilon > 0\) was taken arbitrary, we complete the proof by letting \(\varepsilon\) tends to zero. \(\Box\)

In the sequel, let \(u^N\) and \(v^N\) be a solution of semi-discretized system \([3.1]\). Applying the above comparison theorem, get the following uniform estimates for values of \(u^N\) and \(v^N\) which is independent of \(N\).

**Lemma 5.2.** Assume there exist constants \(C_1 > 0\), \(M_u \geq 0\) and 0 \(\leq M_v \leq 1\) such that
\[
e^{-C_1 K} \leq u^N(0, x) \leq M_u, \quad e^{-C_1 K} \leq v^N(0, x) \leq M_v
\]
for every \(x \in \mathbb{T}_N^d\). Then, there exists a constant \(C = C(C_1, T) > 0\) such that
\[
e^{-C^2 K} \leq u^N(t, x) \leq M_u, \quad e^{-C^2 K} \leq v^N(t, x) \leq M_v
\]
for every \(t \in [0, T]\) and \(x \in \mathbb{T}_N^d\). In particular, \((u^N, v^N)\) takes values in \(\mathbb{R}_+ \times [0, 1]\).

**Proof.** This can be done due to the comparison theorem given above. First, we can easily see that the zero-function is a sub-solution for both equations of the system \([3.1]\) so that we may assume \(u^N\) and \(v^N\) are non-negative. Then, we see that the constant function \(M_u\) (resp. \(M_v\)) is a super-solution for the first (resp. second) equation of the system \([3.1]\) and the upper bound is thus proved. Next we show the lower bound. Let us define \(\overline{u}^N(t, x) = e^{-C_1 K} e^{-M_u Kt}\) and \(\overline{v}^N(t, x) = e^{-C_1 K} e^{-M_v Kt}\). Then by the assumption, we have \(u^N(0, x) \geq \overline{u}^N(0, x) = e^{-C_1 K}\) and \(v^N(0, x) \geq \overline{v}^N(0, x) = e^{-C_1 K}\) for every \(x \in \mathbb{T}_N^d\). Moreover, since \(\overline{u}^N\) and \(\overline{v}^N\) are spatially homogeneous, we have
\[
\partial_t \overline{u}^N(t, x) = \Delta^N \varphi(\overline{u}^N(t, x)) - K M_u \overline{u}^N(t, x) \leq \Delta^N \varphi(\overline{u}^N(t, x)) - K v^N(t, x) \overline{u}^N(t, x),
\]
\[
\partial_t \overline{v}^N(t, x) = \varepsilon \Delta^N \overline{u}^N(t, x) - K M_v \overline{u}^N(t, x) \leq \varepsilon \Delta^N \overline{u}^N(t, x) - K u^N(t, x) \overline{u}^N(t, x)
\]
for every \(t \in [0, T]\) and \(x \in \mathbb{T}_N^d\) noting \(u^N\) and \(v^N\) stay non-negative. Therefore, \(\overline{u}^N\) and \(\overline{v}^N\) are sub-solutions and thus we obtain the desired lower bound again by the comparison principle (Theorem \([3.1]\)). \(\Box\)

**Lemma 5.3.** We have that
\[
\sup_{N \in \mathbb{N}} \int_0^T \frac{1}{N^d} \sum_{x \in \mathbb{T}_N^d} K(N) u^N(t, x) v^N(t, x) dt \leq M_u.
\]

**Proof.** From the first equation of \([3.1]\), integrating over \(t \in [0, T]\) and \(x \in \mathbb{T}_N^d\), to represent the integration of reaction term by terms which are independent of \(K(N)\). Since summation over \(x \in \mathbb{T}_N^d\) of \(\Delta^N u^N(t, x)\) vanishes and the term involving time derivative becomes an integration on the boundary, the proof is obvious in view of the uniform boundedness of \(u^N\) (Lemma \([5.2]\)). \(\Box\)
Recall for every \( \ell \in \mathbb{N} \) we denote \( \Lambda_\ell := [-\ell, \ell]^d \cap \mathbb{Z}^d \) the centered rectangle with length \( 2\ell + 1 \) and we write its volume as \( |\Lambda_\ell| = (2\ell + 1)^d \). We have the following energy estimates for semi-discretized solutions \( u^N \) and \( v^N \).

**Lemma 5.4.** Assume \( u^N \) and \( v^N \) are bounded non-negative solution of (3.1). Then there exists a positive constant \( C \) such that

\[
\int_0^T \sum_{x \in \mathbb{T}_N^d} |\nabla^N u^N(t,x)|^2 dt \leq CN^d, \quad \int_0^T \sum_{x \in \mathbb{T}_N^d} \varepsilon(N)|\nabla^N v^N(t,x)|^2 dt \leq CN^d.
\]

Moreover, we have

\[
\int_0^T \sum_{x \in \mathbb{T}_N^d} \left( \frac{1}{|\Lambda_\ell|} \sum_{z \in \Lambda_x} (u^N(t,x+z) - u^N(t,x))^2 \right) dt \leq CN^{d-2}e^2.
\]

**Proof.** According to the first equation of the semi-discretized reaction-diffusion system (3.1), the summation by parts formula gives

\[
\frac{1}{2} \frac{\partial}{\partial t} \sum_{x \in \mathbb{T}_N^d} u^N(t,x)^2 = \sum_{x \in \mathbb{T}_N^d} u^N(t,x) (\Delta^N \varphi(u^N(t,x)) - Ku^N(t,x)v^N(t,x))
\]

\[
= \sum_{x \in \mathbb{T}_N^d} \left( -\nabla^N u^N(t,x) : \nabla^N \varphi(u^N(t,x)) - Ku^N(t,x) v^N(t,x) \right)
\]

\[
\leq -c_0 \sum_{x \in \mathbb{T}_N^d} |\nabla^N u^N(t,x)|^2
\]

with \( c_0 > 0 \). Here in the last estimate we used the mean-value theorem (note here that the function \( \varphi \) is assumed to be differentiable and non-decreasing) and dropped the second term in the penultimate line. Therefore, noting the boundedness of \( u^N \), integrate over time argument \( t \in [0,T] \) to get the desired energy estimate. The assertion for \( v^N \) can be shown similarly.

On the other hand, by Jensen’s inequality we have

\[
\left( \frac{1}{|\Lambda_\ell|} \sum_{z \in \Lambda_x} (u^N(t,z) - u^N(t,x))^2 \right)^{\frac{1}{2}} \leq \frac{1}{|\Lambda_\ell|} \sum_{z \in \Lambda_x} (u^N(t,z) - u^N(t,x))^2.
\]

For every \( z \in \mathbb{T}_N^d \), we can take a shortest path \( y_0, \ldots, y_{|z|} \) from 0 to \( z \), namely, \( y_0 = 0, \ y_i = z \) and \( |y_{i+1} - y_i| = 1 \) for each \( i = 0, \ldots, |z| - 1 \). Then, decompose \( u^N(t,x+z) - u^N(t,x) = [u^N(t,x+y) - u^N(t,x)] \) and use \( (a_1 + \cdots + a_n)^2 \leq n(a_1^2 + \cdots + a_n^2) \) to conclude

\[
N^2 \sum_{x \in \mathbb{T}_N^d} \sum_{z \in \Lambda_x} (u^N(t,x+z) - u^N(t,x))^2 \leq \sum_{x \in \mathbb{T}_N^d} \sum_{z \in \Lambda_x} \sum_{i=0}^{|z|-1} |\nabla^N u^N(t,x+y_i)|^2
\]

\[
= \sum_{z \in \Lambda_x} |z|^2 \sum_{x \in \mathbb{T}_N^d} |\nabla^N u^N(t,x)|^2.
\]

Now integrating over \( t \in [0,T] \) and using the first assertion which is proved in the above, the last quantity is bounded above by \( C\ell^{d+2}N^d \) for some \( C > 0 \). Hence, dividing by \( (2\ell + 1)^d \), we get the second assertion and complete the proof.

Next we give some \( L^\infty \)-estimates for discrete gradient for \( u^N \) and \( v^N \). To see that, it is crucial to estimate discrete derivatives of the fundamental solution of divergence operators corresponding to \( u^N \) and \( v^N \), for which the next result by \([3]\) is applicable.
Proposition 5.5 ([4]). Let $p(t, x, y)$ be the fundamental solution corresponding to a symmetric, uniform elliptic divergence operator $L$ on $\mathbb{Z}^d$. Then there exist positive constants $C$ and $c$ such that

$$|\nabla^N p(t, x, y)| \leq C N(t \vee 1)^{-1/2} p(ct, x, y)$$

for every $t > 0$ and $x, y \in \mathbb{T}_N^d$.

Then, as indicated in [7] or [5], letting $p^N(t, x, y)$ be the fundamental solution corresponding to a symmetric, uniform elliptic divergence operator $L^N$ on $\mathbb{T}_N^d$, we have $p^N(t, x, y) = \sum_{k \in \mathbb{N}^d} N^2 p(N^2 t, x, y + k)$ for every $t \geq 0$ and $x, y \in \mathbb{T}_N^d$. Therefore, applying the result by [4] (Proposition 5.5), we obtain an estimate

$$|\nabla^N p^N(t, x, y)| \leq C t^{-1/2} p^N(ct, x, y). \quad (5.4)$$

Now by applying this $L^\infty$-estimate for discrete gradient of the fundamental solution, we can also estimate discrete derivatives of $u^N$ and $v^N$. The proof is similar to [6], which concerns a fast-reaction limit problem for one-species model.

Lemma 5.6. There exists a positive constant $C$ such that

$$|\nabla^N u^N(t, x)| \leq K(C_0 + Ct^{1/2})$$

for every $t \in [0, T]$ and $x \in \mathbb{T}_N^d$ provided the assertion holds at time $t = 0$.

Proof. First we take $j$-th discrete derivative $\partial^N_j$ to the first equation of (3.1) to deduce

$$\partial_t \partial^N_j u^N(t, x) = \Delta^N \partial^N_j \varphi(u^N(t, x)) - K \partial^N_j (u^N(t, x)v^N(t, x)). \quad (5.5)$$

The first term in the right-hand side of the last identity can further be calculated as

$$\begin{align*}
\Delta^N \partial^N_j \varphi(u^N(t, x)) \\
= N \nabla^N \cdot \tau_\epsilon \nabla^N \left( \varphi(u^N(t, x + e_j)) - \varphi(u^N(t, x)) \right) \\
= N^2 \nabla^N \cdot \left( \left( \varphi(u^N(t, x + e_j)) - \varphi(u^N(t, x + e_j - e_i)) \right) - \left( \varphi(u^N(t, x)) - \varphi(u^N(t, x - e_i)) \right) \right) \\
= N^2 \nabla^N \cdot \left( \nabla^N \varphi(u^N(t, x + e_j)) - \nabla^N \varphi(u^N(t, x)) \right)
\end{align*}$$

However, by Taylor’s theorem, there exist $u_1$ between $u^N(t, x + e_j)$ and $u^N(t, x)$, and $u_2$ between $u^N(t, x + e_j - e_i)$ and $u^N(t, x)$ such that

$$\begin{align*}
\varphi(u^N(t, x + e_j)) - \varphi(u^N(t, x + e_j - e_i)) \\
= \partial_j \varphi(u^N(t, x))(u^N(t, x + e_j) - u^N(t, x + e_j - e_i)) \\
+ \frac{\varphi''(u_1)}{2}(u^N(t, x + e_j) - u^N(t, x))^2 \\
+ \frac{\varphi''(u_2)}{2}(u^N(t, x + e_j - e_i) - u^N(t, x))^2.
\end{align*}$$

Similarly, we also have an expansion

$$\begin{align*}
\varphi(u^N(t, x)) - \varphi(u^N(t, x - e_i)) \\
= \partial_j \varphi(u^N(t, x))(u^N(t, x) - u^N(t, x - e_i)) \\
+ \frac{\varphi''(u_1)}{2}(u^N(t, x) - u^N(t, x - e_i))^2.
\end{align*}$$

for some $u_3$ between $u^N(t, x - e_i)$ and $u^N(t, x)$. Hence we can rewrite (5.5) as

$$\partial_t \partial^N_j u^N(t, x) = L^N \partial^N_j u^N(t, x) + R^N_j(t, x) - K \partial^N_j (u^N(t, x)v^N(t, x)) \quad (5.6)$$

where $L^N_1$ is a second order discrete divergence operator defined by

$$L^N_1 w(x) = \nabla^N \cdot \nabla^N \nabla^N \varphi(u^N(t, x)) \tau_\epsilon \nabla^N w(x)$$

for any real-valued function $w$ on the configuration space $X_N$. Regarding $u^N$ as a given function in the above definition, we can easily see that the operator $L^N_1$ is a symmetric, non-positive linear functional on $\mathcal{E}^2(\mathbb{T}_N^d)$. Therefore, there exists a fundamental solution corresponding to
the operator $\mathcal{L}^N$ on $\mathbb{T}_N^d$, which is denoted by $p^N_1(t,x,y)$. Hence we apply Duhamel’s principle to the above identity (5.6) to obtain

$$
\partial^N_j u^N(t,x) = \sum_{y \in \mathbb{T}_N^d} p^N_1(t,x,y) \partial^N_j u^N(0,x) + \int_0^t \sum_{y \in \mathbb{T}_N^d} p^N_1(t-s,x,y) R^N_{\mathcal{L}}(s,y) ds
$$

for every $j = 1, \ldots, d$. Recall here that $R^N_{\mathcal{L}}$ is a divergence form of quadratic function of $u^N$ and also note that the third term in the last identity is a divergence form. Therefore, integration by parts combining with an estimate (5.4) for $p^N$ and the uniform boundedness of $u^N$ and $v^N$ given in Lemma 5.2 enables us to deduce

$$
\|\nabla^N u^N(t,\cdot)\|_{L^\infty} \leq C \|\nabla^N u^N(0,\cdot)\|_{L^\infty} + C \int_0^t (t-s)^{-1/2} \|\nabla^N u^N(s,\cdot)\|_{L^2} ds
$$

for some positive constant $C$. Now let $m(t) := \sup_{0 \leq s \leq t} \sup_{x \in \mathbb{T}_N^d} |\nabla^N u^N(s,x)|$. Then combining with the assumption for $\nabla^N u^N(0,x)$, there exists a constant $C > 0$ such that

$$
m(t) \leq C \sqrt{m(t)^2 + CK}
$$

for every $t \in [0,T]$. By solving this quadratic inequality, we have

$$
m(t) \leq \frac{1 - \sqrt{1 - 4C^2K\sqrt{t}}}{2C \sqrt{t}}
$$

provided $t \leq t_\ast := (4C^2K)^{-2}$ where the other inequality can be rejected due to an estimate around $t = 0$ by the assumption for the initial value $m(0)$ and the continuity of $t \mapsto m(t)$. Since the right-hand side of the last estimate is increasing in time $t$, we obtain $m(t) \leq 2CK$ for every $t \leq t_\ast$.

On the other hand, we derive an estimate for the other range $(t_\ast,T]$ of the interval $[0,T]$. To see that, one can notice that the non-linear diffusion operator $\Delta^N \varphi(\cdot)$ can be regarded as a linear Laplacian. Indeed, we have for any real-valued function $u$ on $\mathbb{T}_N^d$ that

$$
\Delta^N \varphi(u(x)) = \nabla^N \cdot \tau_{-e} \nabla^N \varphi(u(x)) = \nabla^N \cdot \tau_{-e} (\varphi'(x,e_j;u) \partial^N_j u(x))_{j=1,\ldots,d}
$$

where $\tau_{-e}$ denotes the shift to the direction $(-1,\ldots,-1) \in \mathbb{R}^d$ acting on any $d$-dimensional vectors, and $\varphi'(x,e_j;u)$ is defined by

$$
\varphi'(x,e_j;u) = \begin{cases} 
    \frac{\varphi(u(x + e_j)) - \varphi(u(x))}{u(x + e_j) - u(x)} & \text{if } u(x + e_j) \neq u(x), \\
    \varphi'(u(x)) & \text{if } u(x + e_j) = u(x).
\end{cases}
$$

Now let $\mathcal{L}^N_2$ be a second order discrete divergence operator defined by

$$
\mathcal{L}^N_2 w(x) = \nabla^N \cdot \tau_{-e} (\varphi'(x,e_j;u^N(t)) \partial^N_j w(x))_{j=1,\ldots,d}
$$

for every real-valued function $w$ on the configuration space $\mathcal{X}_N$. Similarly for the operator $\mathcal{L}_1^N$ given above, the operator $\mathcal{L}^N$ is a symmetric, non-positive linear functional on $\ell^2(\mathbb{T}_N^d)$ when $u^N$ is regarded as a given function. Therefore, there exists a fundamental solution $p^N_2(t,x,y)$ corresponding to the operator $\mathcal{L}^N_2$ satisfying an derivative estimate (5.1). By virtue of Duhamel’s principle applied to the first equation of the discrete reaction-diffusion system (3.1), we thus obtain

$$
u^N(t,x) = \sum_{y \in \mathbb{T}_N^d} p^N_2(t,x,y) u^N(0,y) - K \int_0^t \sum_{y \in \mathbb{T}_N^d} p^N_2(t-s,x,y) u^N(s,y) v^N(s,y) ds.$$


Then, take the discrete derivative to \( j \)-th direction and use Lemma 5.5 to get obtain
\[
|\nabla^N u^N(t,x)| \leq Ct^{-1/2} + CK^{1/2}
\]
for some positive constant \( C \), which holds true for every \( t \in (0,T) \). In particular, we have \( |\nabla^N u^N(t,x)| \leq CK \) for every \( t \geq t_* \) and thus we complete the proof by combining with the above estimate which holds for small time \( t \leq t_* \).

Moreover, we have an \( L^\infty \)-estimate for second order discrete derivatives in the next Lemma 5.7. This is needed to estimate \( \Delta^N \varphi(u^N(t,x)) \) when applying the Boltzmann-Gibbs principle for a possibly non-linear term which comes from the zero-range generator. The proof of Lemma 5.7 can be done analogously in [6]. Since it is complicated and the main idea is similar to that of Lemma 5.6, we omit the proof here.

**Lemma 5.7.** There exists a positive constant \( C \) such that
\[
|\nabla^N(\nabla^N u^N(t,x))| \leq CK^3 e^{CK^2} t
\]
for every \( t \in [0,T] \) and \( x \in T_N^d \) provided the assertion holds at time \( t = 0 \). In particular, there exists a positive constant \( C = C(T) \) such that
\[
|\Delta^N \varphi(u^N(t,x))| \leq CK^3 e^{CK^2}
\]
for every \( t \in [0,T] \) and \( x \in T_N^d \).

In the proof of the \( L^\infty \)-estimate for first order derivatives given in Lemma 5.6, we used Duhamel’s principle twice. This is because the fundamental solution \( p^N(t,x,y) \) may not have the symmetry in spatial variables \( x \) and \( y \) in general. Indeed, since the heat kernel generated by usual Laplacian is symmetric in spatial variables, we can deduce an \( L^\infty \)-estimate by applying Duhamel’s principle directly in the second equation of (3.1) for \( v^N \) as follows.

**Lemma 5.8.** There exists a positive constant \( C \) such that
\[
|\nabla^N v^N(t,x)| \leq \varepsilon^{-1/2} K(C_0 + Ct^{1/2})
\]
for every \( t \in [0,T] \) and \( x \in T_N^d \) provided the assertion holds at time \( t = 0 \).

**Proof.** Let \( p^N_0(t,x,y) \) be the heat kernel corresponding to the discrete Laplacian \( \Delta^N \) on \( T_N^d \), satisfying the derivative estimate given in Proposition 5.5. By applying Duhamel’s principle to the second equation of (3.1), we have
\[
v^N(t,x) = \sum_{y \in T_N^d} v^N(0,y)p^N_0(\varepsilon t,x,y) - K \int_0^t \sum_{y \in T_N^d} u^N(s,y)v^N(s,y)p^N_0(\varepsilon(t-s),x,y) ds
\]
for every \( t \in [0,T] \) and \( x \in T_N^d \). Then, taking the discrete gradient for both sides to conclude that
\[
|\nabla^N v^N(t,x)| \leq \sum_{y \in T_N^d} |\nabla^N v^N(0,y)p^N_0(\varepsilon t,x,y) + CK \int_0^t \sum_{y \in T_N^d} |\nabla^N p^N_0(\varepsilon(t-s),x,y)| ds.
\]
Here we used the symmetry of the discrete heat kernel \( p^N_0 \) in spatial arguments to estimate the first term, while the second estimate can be deduced by the uniform boundedness of \( u^N \) and \( v^N \) (Lemma 5.2). Hence we complete the proof in view of the assumption and the derivative estimate 5.4. \( \square \)
6. The multi-variable Boltzmann-Gibbs principle

In this section, we prove the multi-variable Boltzmann-Gibbs principle (Theorem 4.3), which is a crucial estimate to replace a multi-variable local function by a linear combination of rescaled variables $\omega_1$ and $\omega_2$. First we give the proof of the Boltzmann-Gibbs principle with some main ingredients at hand which are to be proved in forthcoming subsections. Several estimates for truncation (Lemmas 6.6 and 6.7) and main estimates for residual terms (Lemmas 6.8, 6.11 and 6.12) to prove the Boltzmann-Gibbs principle are given in Subsection 6.3 and 6.4 respectively. In the sequel, we fix a local function $h$ with support in a finite square box $\Lambda_h \subseteq \mathbb{T}_N^d$ satisfying the bound (4.1). Recall here that for this local function $h$ we defined its residual term $R(x) = R(x, \eta)$ by

$$R(x) = \tau_x h(\eta_1, \eta_2) - \tilde{h}(u^N(t, x), v^N(t, x)) - \partial_x \tilde{h}(u^N(t, x), v^N(t, x)) \eta_1(x) - u^N(t, x)) - \partial_x \tilde{h}(u^N(t, x), v^N(t, x)) \eta_2(x) - v^N(t, x)).$$

Throughout this section, we denote by $\eta_i^f(x) = |\Lambda_i|^{-1} \sum_{z \in \Lambda_i} \eta_i(x + z)$ local averages in a box with width $\ell \in \mathbb{N}$ for each $i = 1, 2$ and $x \in \mathbb{T}_N^d$. Moreover, let

$$y_1(x) := \frac{1}{|\Lambda_1|} \sum_{z \in \Lambda_1} (\eta_1(x + z) - u^N(t, x)), \quad y_2(x) := \frac{1}{|\Lambda_2|} \sum_{z \in \Lambda_2} (\eta_2(x + z) - v^N(t, x))$$

and let

$$\tilde{y}_1(x) := \frac{1}{|\Lambda_1|} \sum_{z \in \Lambda_1} (\eta_1(x + z) - u^N(t, x + z)), \quad \tilde{y}_2(x) := \frac{1}{|\Lambda_2|} \sum_{z \in \Lambda_2} (\eta_2(x + z) - v^N(t, x + z))$$

be scaled local averages around a site $x \in \mathbb{T}_N^d$. We write $y(x) = (y_1(x), y_2(x))$ and $\tilde{y}(x) = (\tilde{y}_1(x), \tilde{y}_2(x))$, and we define their norms by $|y(x)| = |y_1(x)| + |y_2(x)|$ and $|\tilde{y}(x)| = |\tilde{y}_1(x)| + |\tilde{y}_2(x)|$, for every $x \in \mathbb{T}_N^d$. We first give the proof of our Boltzmann-Gibbs principle.

**Proof of Theorem 4.3.** First we conduct a truncation procedure which enables us to focus on bounded type-1 configuration where there are finite numbers of particles on each site. By Lemma 6.6 and 6.8 we have

$$E_{\mu_N} \left[ \sum_{x \in \mathbb{T}_N^d} R(x) \right] \leq E_{\mu_N} \left[ \sum_{x \in \mathbb{T}_N^d} R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} \right] + CN^d A^{-1}$$

$$\leq E_{\mu_N} \left[ \sum_{x \in \mathbb{T}_N^d} R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} \mathbf{1}_{\{\eta_i^f(x) \leq B\}} \right] + \frac{CN^d}{A} + \frac{CA^2N^d}{B}$$

Now we decompose the summand in the last quantity as $R_1 + R_2 + R_3$ where

$$R_1(x) = (R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} - E_{\nu_i} [R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} | y_1^f(x), y_2^f(x)]) \mathbf{1}_{\{\eta_i^f(x) \leq B\}},$$

$$R_2(x) = E_{\nu_i} [R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} | y_1^f(x), y_2^f(x)] \mathbf{1}_{\{\eta_i^f(x) \leq B\}} 1_{\{|y(x)| \leq \delta\}},$$

$$R_3(x) = E_{\nu_i} [R(x) \mathbf{1}_{\{\sum_{z \in \Lambda_h} \eta_i(x + z) \leq A\}} | y_1^f(x), y_2^f(x)] \mathbf{1}_{\{\eta_i^f(x) \leq B\}} 1_{\{|y(x)| > \delta\}}$$

with a sufficiently small positive constant $\delta$. In forthcoming subsections, we give quantitative estimates for $R_1$, $R_2$ and $R_3$ in Lemma 6.8, 6.11 and 6.12 respectively. Combining these
estimates altogether, there exists a positive constant $C = C(\delta)$ such that

$$E^N \left[ \int_0^T \sum_{x \in \mathbb{T}_N^d} R(x) dt \right] \leq \int_0^T CH(\mu_i^N | \nu_i^N) dt + CA^{-1}ND + CAB^{-1}N^d + C\gamma_1^{-1}K N^d$$

$$+ C(N/\ell)^d e^{-\varepsilon_\ell t} + C(N/\ell)^d + CT d^d e^{-\varepsilon_\ell^2}A^2$$

$$+ C\delta^d N^{-2} e^{-1}(B + 1) + C\delta^d A^{-1}e^{C_1K}$$

where $A = N^{\alpha_A}$, $B = N^{\alpha_B}$, $\gamma_1 = N^{\alpha_{\gamma_1}}$, $\ell = N^{\alpha_\ell}$ with positive integers $\alpha_A$, $\alpha_B$, $\alpha_{\gamma_1}$ and $\alpha_\ell$ satisfying $\alpha_\varepsilon + \alpha_A + \alpha_{\gamma_1} + (d + 2)\alpha_\ell - 2 < 0$. Taking $B = A^2$ for convenience, the above display can further be bounded by

$$\int_0^T CH(\mu_i^N | \nu_i^N) dt + CA^{-1}ND + C\gamma_1^{-1}K N^d + C(N/\ell)^d + C\delta^d N^{-2} e^{-1}(B + 1) + C\delta^d A^{-1}e^{C_1K}$$

for sufficiently large $N$. Now we fix indices by $\varepsilon_0 = \alpha_\varepsilon = \alpha_A = \alpha_{\gamma_1} = d\alpha_\ell = 2 - (\alpha_\varepsilon + 2\alpha_A + (d + 2)\alpha_\ell + \alpha_{\gamma_1})$ so that we may take $\varepsilon_0 = d/(3d + 1)$. Therefore, we obtain

$$E^N \left[ \int_0^T \sum_{x \in \mathbb{T}_N^d} R(x) dt \right] \leq \int_0^T CH(\mu_i^N | \nu_i^N) dt + O(N^{d-\varepsilon_0})$$

and thus we complete the proof of the Boltzmann-Gibbs principle (Theorem 4.3). \qed

### 6.1. Preliminary estimates.

**Lemma 6.1.** Assume $H(\mu_0^N | \nu_0^N) = O(N^d)$ as $N$ tends to infinity. Then we have

$$E_{\mu_i^N} \left[ \sum_{x \in \mathbb{T}_N^d} (\eta_1(x) + \eta_2(x)) \right] = O(N^d).$$

**Proof.** Since creation of new particles does not occur in our dynamics, applying the entropy inequality, we obtain for each $i = 1, 2$

$$E_{\mu_i^N} \left[ \sum_{x \in \mathbb{T}_N^d} \eta_i(x) \right] \leq E_{\nu_0^N} \left[ \sum_{x \in \mathbb{T}_N^d} \eta_i(x) \right] \leq \gamma^{-1} H(\mu_0^N | \nu_0^N) + \gamma^{-1} \log E_{\nu_0^N} \left[ e^{\gamma \sum_{x} \eta_i(x)} \right]$$

$$\leq \gamma^{-1} H(\mu_0^N | \nu_0^N) + \gamma^{-1} N^d \max_{x \in \mathbb{T}_N^d} \log E_{\nu_0^N} \left[ e^{\gamma \eta_i(x)} \right]$$

for every positive $\gamma$. However, since both zero-range processes have uniform exponential moment with sufficiently small $\gamma$ with respect to equilibrium measures, the second term in the right-hand side of the above display has order $O(N^d)$. Thus we complete the proof recalling the assumption $H(\mu_0^N | \nu_0^N) = O(N^d)$. \qed

**Lemma 6.2.** For every $\gamma > 0$, $\beta = (\beta_1, \beta_2) \in (0, \infty) \times (0, 1)$ and $t \geq 0$, we have

$$H(\mu_1^N | \nu_\beta) = H(\mu_i^N | \nu_\beta^N) + O(N^d)$$

as $N$ tends to infinity. In particular, $H(\mu_0^N | \nu_\beta) = O(N^d)$ if $H(\mu_0^N | \nu_0^N) = O(N^d)$.

**Proof.** By definition of relative entropy, we have

$$H(\mu_1^N | \nu_\beta) = H(\mu_i^N | \nu_\beta^N) + \int_{\mathbb{T}_N^d} \log \frac{d\nu_1^N}{d\nu_\beta} d\mu_i^N.$$ 

Moreover, noting uniform boundedness of $u^N$ and $v^N$ by Lemma 5.2 and that the partition function $Z_{\rho_1} = \sum_{k \in \mathbb{Z}_+} \varphi(\rho_1)^k/g(k)!$ and $\varphi(\rho_1)$ are increasing in $\rho_1 \geq 0$, we have for every $k \in \mathbb{Z}_+$

$$\frac{d\nu_1^N}{d\nu_\beta}(\eta_1(x) = k) = \frac{Z_{\beta_1}}{Z_{u^N(t,x)}} \frac{\varphi(u_1^N(t,x))^k}{\varphi(\beta_1)^k} \leq \frac{Z_{\beta_1}}{Z_{e^{-C_1K}} \varphi(\beta_1)^k}.$$
However, our zero-range jump rate $g$ satisfies $g(k) \geq Ck$ by the assumption (LG), we have $Z_{\rho_1} \geq \sum_{k \in \mathbb{Z}_+} (\varphi(\rho_1)/C)^k/k! = e^{\varphi(\rho_1)/C} \geq 1$ for every $\rho_1 \geq 0$. Therefore, we obtain
\[
\log \frac{d\nu_{\beta}^N}{d\beta} \leq N^d \log Z_{\beta_1} + \log \frac{\varphi(M)}{\varphi(\beta_1)} E_{\mu_N^1} \left[ \sum_{x \in \mathbb{T}_N} \eta_1(x) \right] = O(N^d)
\]
as $N$ tends to infinity, noting $E_{\mu_N^1} \left[ \sum_{x} \eta_1(x) \right] = O(N^d)$ by Lemma 6.1. For type-2 configuration, on the other hand, we have a uniform bound
\[
\frac{d\nu_{\beta}^N}{d\beta} (\eta_2(x)) = \frac{\nu^N(t, x)}{\beta_2} \eta_2(x) + \frac{1 - \nu^N(t, x)}{1 - \beta_2} (1 - \eta_2(x)) \leq C
\]
so that $E_{\mu_N^1} [\log \frac{d\nu_{\beta}^N}{d\beta}]$ has order $O(N^d)$ and thus we complete the proof. \qed

6.2. Spectral gap estimates. Next we give some preliminary results for spectral gaps. Before that, we introduce the restriction of zero-range and Kawasaki processes on single component as follows. Let $L^0_Z$ and $L^0_K$ be generators corresponding to zero-range and Kawasaki dynamics with one species, respectively. Namely, for any $f: \mathcal{X}_N^1 \rightarrow \mathbb{R}$ the zero-range generator $L^0_Z$ acts as
\[
L^0_Z f(\eta_1) = \sum_{x,y \in \mathbb{T}_N, |x-y|=1} g(\eta_1(x))[f(\eta_1^{x,y}) - f(\eta_1)],
\]
while the Kawasaki generator $L^0_K$ acts for any $f: \mathcal{X}_N^2 \rightarrow \mathbb{R}$ as
\[
L^0_K f(\eta_2) = \sum_{x,y \in \mathbb{T}_N, |x-y|=1} \eta_2(x)(1 - \eta_2(y))[f(\eta_2^{x,y}) - f(\eta_2)].
\]
For each $\ell \in \mathbb{Z}_+$, let $\Lambda_\ell = [-\ell, \ell]^d \cap \mathbb{Z}^d$ and let $L^0_{Z,\ell}$ and $L^0_{K,\ell}$ be restriction of $L^0_Z$ and $L^0_K$ on $\Lambda_\ell$, respectively, defined by
\[
L^0_{Z,\ell} f(\eta_1) = \sum_{x,y \in \Lambda_\ell, |x-y|=1} g(\eta_1(x))[f(\eta_1^{x,y}) - f(\eta_1)],
\]
and
\[
L^0_{K,\ell} f(\eta_2) = \sum_{x,y \in \Lambda_\ell, |x-y|=1} \eta_2(x)(1 - \eta_2(y))[f(\eta_2^{x,y}) - f(\eta_2)].
\]

Given a weight $u = \{u(x) : x \in \Lambda_\ell\} \in \mathbb{R}_{>0}^{\Lambda_\ell}$, we denote the restriction on $\Lambda_\ell$ of the product measure $\nu_{1,u}$ by $\nu_{1,u,\ell}$. When the weight is spatially homogeneous, i.e. $u(x) = \beta_1$ for every $x \in \Lambda_\ell$, we write $\nu_{1,u,\ell} = \nu_{1,\beta_1,\ell}$ with abuse of notation. When there are $j_1$ ($j_1 \in \mathbb{Z}_+$) type-1 particles on $\Lambda_\ell$, the canonical measure $\nu_{1,\beta_1,\ell,j_1} = \nu_{1,\beta_1,\ell}(\cdot | \sum_{x \in \Lambda_\ell} \eta_1(x) = j_1)$, which is in fact independent of $\beta_1$, is invariant for a process generated by $L^0_{Z,\ell,\ell}$. Similarly, for every $j_2 \in \mathbb{Z}_+$ and $\beta_2 \in [0, 1]$, a measure $\nu_{2,\beta_2,\ell,j_2} = \nu_{2,\beta_2,\ell}(\cdot | \sum_{x \in \Lambda_\ell} \eta_2(x) = j_2)$ is defined and it turns out to be invariant under the dynamics generated by $L^0_{K,\ell,\ell}$. Hereafter we denote by $L^0_{Z,\ell,j_1}$ (resp. $L^0_{K,\ell,j_2}$) the zero-range (resp. Kawasaki) generator acting on every real-valued functions on type-1 (resp. type-2) configurations such that the total numbers of type-1 (resp. type-2) particles is $j_1$ (resp. $j_2$).

Proposition 6.3 (\cite{13}). Assume the jump rate $g$ satisfies (LG). Then there exists a positive constant $C$ such that the zero-range generator $L^0_{Z,\ell,j}$ satisfies a spectral gap estimate with intensity $\gamma^{-1}_1 \geq C\ell^{-2}$ for every $\ell, j \in \mathbb{Z}_+$, that is, $\text{Var}_{\nu_{1,\beta_1,\ell,j}}[f] \leq \gamma_1 \langle f, -L^0_{Z,\ell,j} f \rangle_{L^2(\nu_{1,\beta_1,\ell,j})}$ for every real-valued function $f$ on the configuration space of the zero-range generator $L^0_{Z,\ell,j}$.
Proposition 6.4 (15). There exists a positive constant $C$ such that the Kawasaki generator $L_{K,\ell,j}^0$ satisfies a spectral gap estimate with intensity $\gamma_2^{-1} \geq C\ell^{-2}$ for every $\ell, j \in \mathbb{Z}_+$, that is, $\Var_{\nu_2,\beta_2,\ell,j} (f) \leq \gamma_2 (f, -L_{K,\ell,j}^0 f)_{L^2(\nu_2)}$ for every real-valued function $f$ on the configuration space of the Kawasaki generator $L_{K,\ell,j}^0$.

Note that when the small parameter $\varepsilon(N)$ tends to zero, the spectral gap for our Kawasaki dynamics diverges. Since our diffusion dynamics generated by $N^2L_Z + \varepsilon(N)L_K$ is governed by both zero-range dynamics for type-1 particles and Kawasaki dynamics for type-2 particles, we get a spectral gap estimate by combining the above result for Kawasaki and zero-range dynamics.

Lemma 6.5. We fix any $\ell \in \mathbb{Z}_+$ and $(j_1, j_2) \in \mathbb{Z}_+^2$. Let $\gamma_1$ be a spectral gap for the zero-range generator $L^0_{Z,\ell,j_1}$ and let $\gamma_2$ be a spectral gap for the Kawasaki generator $L^0_{K,\ell,j_2}$. Then, the generator $L_{Z,\ell,j_1} + \varepsilon L_{K,\ell,j_2}$ satisfies a spectral gap estimate with intensity $(2\gamma_1 + 2\varepsilon^{-1}\gamma_2)^{-1}$.

Proof. We take an arbitrary function $f : X_N \to \mathbb{R}$. We abbreviate the parameter $\beta = (\beta_1, \beta_2)$ and $\ell \in \mathbb{N}$ here, and recall that our reference measure has a product form $\nu = \nu_1 \otimes \nu_2$ with this convention. By an elementary inequality $(a + b)^2 \leq 2a^2 + 2b^2$ for $a, b \in \mathbb{R}$, we have

$$\Var_{\nu_1,\beta_1,\ell,j_1} (f) \leq 2E_{\nu_1} (f - E_{\nu_1} [f])^2 + 2E_{\nu_1} (E_{\nu_1} [f] - E_{\nu_1,\beta_1} (f))^2.$$

Since the zero-range generator satisfies a spectral gap estimate with intensity $\gamma_1^{-1}$, the first term in the above display can be bounded above by

$$2\gamma_1 E_{\nu_2,j_2} (f, -L_{Z,\ell,j_1} f)_{L^2(\nu_1,\beta_1)} = 2\gamma_1 \langle f, -L_{Z,\ell,j_1} f \rangle_{L^2(\nu_1,\beta_1)}.$$

On the other hand, due to a spectral gap estimate for Kawasaki dynamics, the second term can be bounded above by

$$2\varepsilon^{-1}\gamma_2 (E_{\nu_1} [f] - \varepsilon L_{K,\ell,j_2} f)_{L^2(\nu_2,\beta_2)} \leq 2\varepsilon^{-1}\gamma_2 \langle f, -\varepsilon L_{K,\ell,j_2} f \rangle_{L^2(\nu_2,\beta_2)}.$$

Here in the last estimate we used Jensen’s inequality noting the Dirichlet energy for Kawasaki dynamics $f \mapsto \langle f, -L_{K,\ell,j_2} f \rangle_{L^2(\nu_2)}$ is a convex functional which can be deduced from convexity of quadratic functions. Hence we obtain the desired spectral gap estimate for total generator $L_{Z,\ell,j_1} + \varepsilon L_{K,\ell,j_2}$ and complete the proof.

We write $L_{Z,\ell,x,j_1} := L_{Z,\ell,x,j_1} \tau_z$ and $L_{K,\ell,x,j_1} := L_{K,\ell,x,j_1} \tau_z$ where $\{\tau_z : z \in \mathbb{Z}_d\}$ is a shift acting for any real-valued function $f$ on $X_N$ as $\tau_z f (\cdot) = f (\tau_z \cdot)$ where $\tau_z \eta (z) = \eta (x + z)$ for every $\eta \in \mathcal{X}_N$. Note here that spectral gap is not affected by spatial shifts since our dynamics is translation-invariant. Hence for any $\ell \in \mathbb{Z}_+$, $x \in \mathbb{T}_N^d$ and $(j_1, j_2) \in \mathbb{Z}_+^2$, due to the above lemmas, we see that our diffusion dynamics generated by $L_{Z,\ell,x,j_1} + \varepsilon L_{K,\ell,x,j_2}$ has a spectral gap with intensity

$$(2\gamma_1 + 2\varepsilon^{-1}\gamma_2)^{-1} \geq C (\ell^2 + \varepsilon^{-1}\ell^2)^{-1} \geq C \varepsilon \ell^{-2}$$

for sufficiently small $\varepsilon = \varepsilon (N)$.

6.3. Truncation estimates.

Lemma 6.6. Let $A = A_N = N^{\alpha_A}$ where $\alpha_A$ is a positive constant. Then there exists a positive constant $C$ such that

$$E_{\mu_N} \left[ \sum_{x \in \mathbb{T}_N^d} |R(x)| 1_{\{ \sum_{x \in \mathbb{A}_N} \eta (x + z) > A \}} \right] \leq C N^d A^{-1}$$

for sufficiently large $N$. 

Proof. By the entropy inequality with any positive constant \( \gamma \), we can bound the left-hand side of the assertion as

\[
E_{\mu^N_t} \left[ \sum_x |R(x)1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) > A\}} \right] \\
\leq \gamma^{-1} H(\mu^N_t | \nu^N_t) + \gamma^{-1} \log E_{\nu^N_t} \left[ e^{\gamma \sum_x |R(x)1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) > A\}}} \right] \\
\leq \gamma^{-1} H(\mu^N_t | \nu^N_t) + \gamma^{-1} |\Lambda_h|^{-1} \sum_x \log E_{\nu^N_t} \left[ e^{\gamma |\Lambda_h||R(x)1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) > A\}}} \right] \\
= \gamma^{-1} H(\mu^N_t | \nu^N_t) + \gamma^{-1} |\Lambda_h|^{-1} \sum_x \log \left( 1 - \nu^N_t \sum_{y \in \Lambda_h} \eta_1(x+y) > A \right) + E_{\nu^N_t} \left[ e^{\gamma |\Lambda_h||R(x)1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) > A\}}} \right]
\]

where in the second estimate we decomposed \( T^d_N \) into \( |\Lambda_h| \) regular sublattices \( \{ \tau(z) | |\Lambda_h|^{1/d} / |\mathbb{Z}|^d, z \in \Lambda_h \} \) and applied Hölder’s inequality. Furthermore, using an elementary inequality \( \log(1 + x) \leq x \) for \( x \geq 0 \) and then Markov’s inequality, the second term in the last display can be bounded from above by

\[
\gamma^{-1} |\Lambda_h|A^{-1} \sum_{x \in \mathbb{T}_N^d} E_{\nu^N_t} \left[ \sum_{y \in \Lambda_h} \eta_1(x+y)e^{\gamma |\Lambda_h||R(x)|} \right].
\]

However, since \( \sup_x E_{\nu^N_t} \left[ \sum_{y \in \Lambda_h} \eta_1(x+y)e^{\gamma |\Lambda_h||R(x)|} \right] \) stays finite for sufficiently small \( \gamma \) which is independent of \( N \), the last quantity has order \( O(N^dA^{-1}) \) and thus we complete the proof. \( \Box \)

Lemma 6.7. Let \( B = B_N = N^{\alpha_B} \) with a positive constant \( \alpha_B \) and let \( \ell \) be a positive integer. Then there exists a positive constant \( C \) such that

\[
E_{\mu^N_t} \left[ \sum_{x \in \mathbb{T}_N^d} |R(x)|1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) \leq A\}} 1_{\{\eta_1(x) > B\}} \right] \leq CN^dAB^{-1}
\]

for sufficiently large \( N \).

Proof. Since the local function \( h \) satisfies the bound \( (11) \), we see that \( |R(x)|1_{\{\sum_{y \in \Lambda_h} \eta_1(x+y) \leq A\}} \) has order \( O(A) \) as \( N \) tends to infinity. Therefore, applying Markov’s inequality to the indicator function \( 1_{\{\eta_1(x) > B\}} \), the left-hand side of the assertion can be bounded from above by

\[
CAB^{-1}E_{\mu^N_t} \left[ \sum_{x \in \mathbb{T}_N^d} \eta_1(x) \right]
\]

with some positive constant \( C \). However, noting an identity \( \sum_x \eta_1(x) = \sum_x \eta_1(x) \), Lemma 6.1 for the total number of particles finishes the proof. \( \Box \)

6.4. Main estimates.

6.4.1. Estimate of \( R_1 \). First we give an quantitative estimate for \( R_1 \) by using a spectral gap estimate.

Lemma 6.8. Assume \( H(\mu_0^N | \nu_0^N) = O(N^d) \). Let \( \ell = N^{\alpha_\ell} \) and \( \gamma_1 = N^{\gamma_1} \) for positive constants \( \alpha_\ell \) and \( \alpha_{\gamma_1} \). Suppose \( \alpha_\ell + \alpha_A + \alpha_{\gamma_1} + (d+2)\alpha_\ell - 2 < 0 \) holds true. Then we have

\[
E^{\mathbb{N}} \left[ \left| \int_0^T \sum_{x \in \mathbb{T}_N^d} R_1(x)dt \right| \right] \leq C\gamma_1^{-1}KN^d + C\epsilon^{-1}\gamma_1\ell^{d+2}A^2N^{d-2}.
\]
Proof. Applying the entropy inequality, we have that
\[ E_N \left[ \int_0^T \sum_{x \in \mathbb{T}_h} R_1(x) dt \right] \leq \gamma_1^{-1} H(\mu_0^N | \nu_\beta) + \gamma_1^{-1} \log E_{\nu_\beta} [e^{\gamma_1 \int_0^T \sum_{x} R_1(x) dt}] \]
for any positive constant \( \gamma_1 \). Since \( H(\mu_0^N | \nu_\beta) = O(KN^d) \) provided \( H(\mu_0^N | \nu_0^N) = O(N^d) \) by Lemma \([12]\), only the second term is concerned. According to an elementary estimate according to the assumption for any positive constant \( h \) where \( 26K. HAYASHI \)

\[ \text{Proof.} \]
Applying the entropy inequality, we have that
\[ \text{The first two terms in the last display are non-negative and the third term has order } \gamma_1^{-1} \text{D}_N(\sqrt{h}) \text{ with respect to the probability measure } \nu_\beta \text{ and a symmetric quadratic form } \text{D}_N \text{ is defined by} \]
\[ \text{D}_N(f) := \langle f, -L_N f \rangle_{L^2(\nu_\beta)} = \langle f, -S_N f \rangle_{L^2(\nu_\beta)}, \quad S_N = (L_N + \text{D}_N^{\nu_\beta})/2 \]
for every real-valued functions \( f \) on \( \mathcal{X}_N \). Hereafter we fix an arbitrary non-negative function \( f \) on \( \mathcal{X}_N \) such that \( f^2 \) is density with respect to \( \nu_\beta \) to bound the supremum in \((6.1)\). Since our dynamics is a superposition of diffusion and reaction dynamics, \( \text{D}_N \) is decomposed into sum of three terms \( N^2 \text{D}_Z + \varepsilon(N)N^2 \text{D}_K + K(N) \text{D}_G \) where

\[ \text{D}_Z(f) := \langle f, -L_Z f \rangle_{L^2(\nu_\beta)} = \frac{1}{2} \sum_{x,y \in \mathbb{T}_h; |x-y|=1} E_{\nu_\beta} [g_1(\eta_x)(f(\eta_1^{x,y}, \eta_2) - f(\eta_1, \eta_2))^2], \]
\[ \text{D}_K(f) := \langle f, -L_Z f \rangle_{L^2(\nu_\beta)} = \frac{1}{2} \sum_{x,y \in \mathbb{T}_h; |x-y|=1} E_{\nu_\beta} [(f(\eta_1, \eta_2^{x,y}) - f(\eta_1, \eta_2))^2], \]
and \( \text{D}_G(f) := \langle f, -L_G f \rangle_{L^2(\nu_\beta)} \) can be calculated as

\[ \text{D}_G(f) = -\sum_x E_{\nu_\beta} [\eta_1(x) \eta_2(x)(f(\eta_1, \eta_2)(f(\eta_1^{x,-}, \eta_2) - f(\eta_1, \eta_2)))] \]
\[ = \sum_x E_{\nu_\beta} [\eta_1(x) \eta_2(x)(f(\eta_1^{x,-}, \eta_2) - f(\eta_1, \eta_2))^2] \]
\[ + \sum_x E_{\nu_\beta} [\eta_1(x) \eta_2(x)f(\eta_1^{x,-}, \eta_2)] \]
\[ - \sum_x \phi(\beta_1) \frac{\beta_2}{g(\eta_1(x) + 1) \beta_1} \frac{\beta_2}{1 - \beta_2}. \]

The first two terms in the last display are non-negative and the third term has order \( O(N^d) \) according to the assumption \((\text{LG})\), noting \( f^2 \) is density with respect to \( \nu_\beta \). Therefore, the supremum in \((6.1)\) is bounded above by

\[ \sup_h \left\{ \left( \int_0^T \sum_{x} R_1(x, h) \right)_{L^2(\nu_\beta)} - \gamma_1^{-1} N^2 (\text{D}_Z(\sqrt{h}) + \varepsilon \text{D}_K(\sqrt{h})) \right\} + CKN^d \gamma_1^{-1} \]
where again the supremum is taken over all densities \( h \) with respect to an equilibrium measure \( \nu_\beta \).
To analyze further, let $L_{Z,\ell,x}$ and $L_{K,\ell,x}$ be the zero-range and the Kawasaki generators restricted on a block $\Lambda_{\ell,x} = x + [-\ell, \ell]^d \cap \mathbb{Z}^d$, which are defined by

$$L_{Z,\ell,x} f(\eta_1, \eta_2) = \sum_{y,z \in \Lambda_{\ell,x}, |y-z| = 1} g(\eta_1(y)) [f(\eta_1^{yz}, \eta_2) - f(\eta_1, \eta_2)],$$

$$L_{K,\ell,x} f(\eta_1, \eta_2) = \sum_{y,z \in \Lambda_{\ell,x}, |y-z| = 1} \eta_2(y) (1 - \eta_2(z)) [f(\eta_1, \eta_2^{yz}) - f(\eta_1, \eta_2)].$$

for every real-valued functions $f$ on $\mathcal{X}_N$. Then, the associated Dirichlet energy $D_{Z,\ell,x} (f; \nu_\beta) = \langle f, -L_{Z,\ell,x} f \rangle_{L^2(\nu_\beta)}$ and $D_{K,\ell,x} (f; \nu_\beta) = \langle f, -L_{K,\ell,x} f \rangle_{L^2(\nu_\beta)}$ become to be

$$D_{Z,\ell,x} (f; \nu_\beta) = \frac{1}{2} \sum_{y,z \in \Lambda_{\ell,x}, |y-z| = 1} E_{\nu_\beta} [g(\eta_1(y)) (f(\eta_1^{yz}, \eta_2) - f(\eta_1, \eta_2))^2],$$

$$D_{K,\ell,x} (f; \nu_\beta) = \frac{1}{2} \sum_{y,z \in \Lambda_{\ell,x}, |y-z| = 1} E_{\nu_\beta} [\eta_2(y) (1 - \eta_2(z)) (f(\eta_1, \eta_2^{yz}) - f(\eta_1, \eta_2))^2].$$

Here we denote by $\mathcal{D} := \mathcal{D}_Z + \varepsilon \mathcal{D}_K$ the Dirichlet energy corresponding to our diffusion dynamics and we define $\mathcal{D}_{\ell,x} := \mathcal{D}_{Z,\ell,x} + \varepsilon \mathcal{D}_{K,\ell,x}$. Counting the overlaps, we observe

$$\sum_{x \in \mathbb{T}^d_N} \mathcal{D}_{\ell,x} (f; \nu_\beta) = (2\ell + 1)^d \mathcal{D} (f; \nu_\beta)$$

for every $\ell \in \mathbb{N}$. Therefore, the supremum in (6.2) can be bounded from above by

$$\sum_{x \in \mathbb{T}^d_N} \sup_h \left\{ \langle R_1(x), h \rangle_{L^2(\nu_\beta)}^2 \mathcal{D}_{\ell,x} (\sqrt{h}; \nu_\beta) \right\}$$

for every $\ell \in \mathbb{N}$. By conditioning on the number of particles on $\Lambda_{\ell,x}$, and dividing and multiplying by $E_{\nu_\beta} [ h \sum_{z \in \Lambda_{\ell,x}} \eta_1(z) = j_1, \sum_{z \in \Lambda_{\ell,x}} \eta_2(x) = j_2 ]$, the supremum in the last quantity is further bounded from above by

$$\sup_{j \leq \lceil B(2\ell + 1)^d \rceil} \sup_h \left\{ \langle R_1(x), h \rangle_{L^2(\nu_{x,j_1,j_2})}^2 \mathcal{D}_{\ell,x,j_1,j_2} (\sqrt{h}) \right\}.$$

Here the supremum is taken over all densities $h$ with respect to $\nu_{x,j_1,j_2}$. Furthermore, according to the Rayleigh estimate given in [13] (Theorem 1.1 in Appendix 3), the last display is less than or equal to

$$\gamma_1 N^{-2} (2\ell + 1)^d \frac{\langle R_1(x), (-L_{Z,\ell,x} - \varepsilon L_{K,\ell,x})^{-1} R_1(x) \rangle_{\nu_{x,j_1,j_2}}}{1 - 2 \| R_1(x) \|_{L^\infty} \gamma_1 N^{-2} (2\ell + 1)^d \text{gap}(\ell, j_1, j_2)^{-1}} \tag{6.3}$$

for every $\ell \in \mathbb{N}$, $x \in \mathbb{T}^d_N$ and $j \in \mathbb{N}$ such that $j_1 \leq B(2\ell + 1)^d$. Here, $\text{gap}(\ell, x) = (2\gamma_1 + 2\varepsilon^{-1} \gamma_2)^{-1}$ denotes a spectral gap of $L_{Z,\ell,x} + \varepsilon L_{K,\ell,x}$ acting on any test functions on $\{ \eta \in \mathbb{Z}_+^{\Lambda_{\ell,x}} \times \{ 0, 1 \}^{\Lambda_{\ell,x}} : \sum_{x \in \Lambda_{\ell,x}} \eta_1(x) = j_1, \sum_{x \in \Lambda_{\ell,x}} \eta_2(x) = j_2 \}$ (see Lemma 6.5). Moreover, $\mathcal{H}^d$-norm in the numerator of (6.3) can be estimated as

$$\langle R_1(x), (-L_{Z,\ell,x} - \varepsilon L_{K,\ell,x})^{-1} R_1(x) \rangle_{\nu_{x,j_1,j_2}} \leq \text{gap}(\ell, j_1, j_2)^{-1} \| R_1(x) \|_{L^\infty}^2 \leq C \text{gap}(\ell, j_1, j_2)^{-1} A^2$$

noting $\| R_1(x) \|_{L^\infty} = O(A)$ by definition. As a consequence of Lemma 6.5, we have $\text{gap}(\ell, j_1, j_2)^{-1} \leq C \varepsilon^{-1} \ell^2$. Now we choose indices in order that $\alpha_A + \alpha_A + \alpha_{\gamma_1} + (d + 2) \alpha_{\varepsilon} = 0 \leq 0$ holds. Then

$$\| R_1(x) \|_{L^\infty} \geq \gamma_1 (2\ell + 1)^d N^{-2} \text{gap}(\ell, j_1, j_2)^{-1} \leq C \gamma_1 \ell^d \text{gap}(\ell, j_1, j_2)^{-1} N^{-2} = o_N(1)$$

as $N$ tends to infinity so that the denominator in (6.3) is bounded from below by a positive constant which is independent of $N$. Hence the display (6.3) can be bounded from above by $Ce^{-1} \gamma_1 N^{-2} \ell^d + 2 A^2$ and combining all the above estimates we complete the proof. \( \square \)
6.4.2. Estimate of \( R_2 \). We give an estimate for \( R_2 = R_2(x) \).

**Lemma 6.9.** There exists a positive constant \( C \) such that

\[
|E_{\nu_N}[R(x)1_{\{\sum_{z\in\Lambda_h} \eta_1(x+z) \leq A\}}|\eta_1^i(x), \eta_2^i(x)]| \leq C|\eta(x)|^2 1_{\{|\eta(x)| \leq \delta\}} + C\ell^{-d} + CA^{-1}e^{C_1K}
\]

holds true for every \( x \in \mathbb{T}_N^d \).

**Proof.** With the help of the equivalence of ensembles (Corollary A.1. in [13]), when \( |\eta(x)| \leq \delta \) we have

\[
|E_{\nu_N}[R(x)1_{\{\sum_{z\in\Lambda_h} \eta_1(x+z) \leq A\}}|\eta_1^i(x), \eta_2^i(x)]| \leq |E_{\nu_N}[R(x)1_{\{\sum_{z\in\Lambda_h} \eta_1(x+z) \leq A\}}]| + C\ell^{-d}.
\]

Recall here that the measure \( \nu_{(\eta_1^i(x),\eta_2^i(x))} \) is a product measure with spatially homogeneous weight \( (\eta_1^i(x), \eta_2^i(x)) \). We choose ‘chemical potentials’ \( \lambda_1 = \lambda_1(y_1(x)) \) and \( \lambda_2 = \lambda_2(y_2(x)) \) by

\[
\frac{E_{\nu_N}(uN(x),vN(x))}{E_{\nu_N}(uN(x),vN(x))} = uN(t, x) + y_1(x),
\]

\[
\frac{E_{\nu_N}(uN(x),vN(x))}{E_{\nu_N}(uN(x),vN(x))} = vN(t, x) + y_2(x).
\]

Then for each \( i = 1, 2 \), one can notice \( dy_i(x) / d\lambda_i \geq 0 \) so that there is a one-to-one correspondence between \( y_i \) and \( \lambda_i \). In particular, we have \( y_1(x)|_{\lambda_i=0} = 0 \) by definition, which deduces \( \lambda_i(0) = 0 \) for each \( i = 1, 2 \). Moreover, we see that

\[
\lambda_i'(0) = \frac{d\lambda_i}{dy_i(x)}(0) = E_{\nu_N}(uN(x),vN(x))[|\eta_1(x) - uN(t, x)|^2]^{-1}
\]

and similarly for type-2 configuration. In particular, we have \( \lambda_1'(0) = \chi_1(uN(t, x))^{-1} \) and \( \lambda_2'(0) = \chi_2(uN(t, x))^{-1} \) where \( \chi_1(p_1) = \varphi(p_1)/\varphi'(p_1) \) \((p_1 \geq 0)\) and \( \chi_2(p_2) = p_2(1 - p_2) \) \((0 \leq p_2 \leq 1)\) are incompressibility for zero-range and exclusion processes, respectively. Let \( b(x) = R(x)1_{\{\sum_{z\in\Lambda_h} \eta_1(x+z) \leq A\}} \). Then, a direct computation shows

\[
\frac{\partial}{\partial y_1(x)} E_{\nu_N}(uN(x),vN(x)) b(x) \bigg|_{y(x)=0} = E_{\nu_N} b(x)(\eta_1(x) - uN(t, x))/\chi_1(uN(t, x)),
\]

\[
\frac{\partial}{\partial y_2(x)} E_{\nu_N}(uN(x),vN(x)) b(x) \bigg|_{y(x)=0} = E_{\nu_N} b(x)(\eta_2(x) - vN(t, x))/\chi_2(uN(t, x)).
\]

Now the Taylor expansion around \( y(x) = (0, 0) \) enables us to write

\[
E_{\nu_N}(uN(x),vN(x)) b(x) = E_{\nu_N}(uN(x),vN(x)) b(x) + \frac{\partial}{\partial y_1(x)} E_{\nu_N}(uN(x),vN(x)) b(x) \bigg|_{y(x)=0} y_1(x) + \frac{\partial}{\partial y_2(x)} E_{\nu_N}(uN(x),vN(x)) b(x) \bigg|_{y(x)=0} y_2(x) + C(\delta)|y(x)|^2.
\]

In the sequel, we estimate the expectations appearing in the last display to finish the proof. For the first term, since \( R(x) \) has mean zero with respect to \( \nu_N \) for every \( x \in \mathbb{T}_N^d \), we can easily see that there exists a positive constant \( C \) such that

\[
|E_{\nu_N}(uN(x),vN(x)) b(x)| = | - E_{\nu_N}(uN(x),vN(x)) \big[R(x)1_{\{\sum_{z\in\Lambda_h} \eta_1(x+z) \leq A\}}\big] - A^{-1} E_{\nu_N}(uN(x),vN(x)) \big[R(x) \sum_{z\in\Lambda_h} \eta_1(x+z)\big]| \leq CA^{-1}
\]
where we used Markov’s inequality in the penultimate estimate, and the last estimate can be deduced since moments of any order is bounded uniformly in $N$. On the other hand, due to a similar calculation given above, we have

$$\left| \frac{\partial}{\partial y_1} E_{\mu_1^N(u^N(t,x))} \left[ b(x) \right] \right|_{y=0} = \left| \frac{\partial}{\partial y_1} E_{\nu_{(u^N(t,x),v^N(t,x))}} \left[ R(x) \sum_{z \in \Lambda_h} \eta_1(x+z) \right] \right|_{y=0} \leq A^{-1} \chi_1(u^N(t,x))^{-1} \left| E_{\nu_{(u^N(t,x),v^N(t,x))}} \left[ R(x) \sum_{z \in \Lambda_h} \eta_1(x+z) \eta_1(x - u^N(t,x)) \right] \right|.$$

However, since $\chi_1(u^N(t,x))^{-1} = \varphi'(u^N(t,x))/\varphi(u^N(t,x)) \leq C e^{C_1 K}$ in view of the uniform lower bound for $u^N$ by Lemma 5.2, the last display can be bounded by $C A^{-1} e^{C_1 K}$. Similarly for type-2 configuration, we obtain

$$\left| \frac{\partial}{\partial y_1} E_{\nu_{(u^N(t,x),v^N(t,x))}} \left[ b(x) \right] \right|_{y=0} = O(A^{-1} e^{C_1 K})$$

and thus we complete the proof.

\[ \square \]

**Lemma 6.10.** There exists a positive constant $C$ such that for sufficiently small positive constants $\gamma_2$ and $\delta$ we have

$$\sup_{\ell \in \mathbb{N}} E_{\mu_1^N}[\gamma^{(2\ell+1)}+|\bar{y}(x)|^2 \mathbf{1}_{\{|\bar{y}(x)| \leq \delta\}}] < C.$$  

Since type-2 particles satisfy the exclusion rule, recalling $|\bar{y}(x)| = |\bar{y}_1(x)| + |\bar{y}_2(x)|$ and $\mathbf{1}_{\{|\bar{y}(x)| \leq \delta\}} \leq \mathbf{1}_{\{|\bar{y}_1(x)| \leq \delta\}}$ for each $x \in \mathbb{T}_N^4$, it suffices to show the assertion only for type-1 configuration. However, such a result for single species model is already proved in [6] so that we omit the proof here. With these lemmas at hand, we can estimate $R_2$ as follows.

**Lemma 6.11.** There exists a positive constant $C$ such that

$$\int_0^T E_{\mu_1^N} \left[ \sum_{x \in \mathbb{T}_N^4} R_2(x) \right] dt \leq \int_0^T C H (\mu_1^N \nu_1^N) dt + C N^d \ell^{-d} + C \varepsilon^{-1} N^d \ell^2 + C N^d A^{-1} e^{C_1 K}.$$

**Proof.** According to Lemma 6.9 we have

$$|R_2(x)| \leq C |\bar{y}(x)|^2 \mathbf{1}_{\{|\bar{y}(x)| \leq \delta\}} + C \ell^{-d} + C A^{-1} e^{C_1 K}.$$

Here recall the definition of scaled local averages $y(x)$ and $\bar{y}(x)$ given at the beginning of this section. By an elementary inequality $(a + b)^2 \leq 2a^2 + 2b^2$ for every $a, b \in \mathbb{R}$, we have that

$$y_1(x)^2 \leq 2 \bar{y}_1(x)^2 + 2 \left( \frac{1}{|A_\ell|} \sum_{z \in A_\ell} (u^N(t, x + z) - u^N(t, x)) \right)^2,$$

$$y_2(x)^2 \leq 2 \bar{y}_2(x)^2 + 2 \left( \frac{1}{|A_\ell|} \sum_{z \in A_\ell} (v^N(t, x + z) - v^N(t, x)) \right)^2$$

for every $x \in \mathbb{T}_N^4$. Therefore, the energy estimate (Lemma 5.4) enables us to estimate

$$\int_0^T E_{\mu_1^N} \left[ \sum_{x \in \mathbb{T}_N^4} y(x)^2 \mathbf{1}_{\{|y(x)| \leq \delta\}} \right] dt \leq C \varepsilon^{-1} N^d \ell^2 + 2 \int_0^T E_{\mu_1^N} \left[ \sum_{x \in \mathbb{T}_N^4} \bar{y}(x)^2 \mathbf{1}_{\{|\bar{y}(x)| \leq \delta\}} \right] dt.$$
Now our task is to bound the second term in the last display. For that purpose, it is convenient to replace $y(x)$ in the indicator function $1_{\{|y(x)| \leq \delta\}}$ by $\tilde{y}(x)$ as

$$1_{\{|y(x)| \leq \delta\}} = 1_{\{|y(x)| \leq \delta\}} \left(1_{\{|\tilde{y}(x)| \leq 2\delta\}} + 1_{\{|\tilde{y}(x)| > 2\delta\}} \right)$$

$$\leq 1 + 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}}$$

$$\leq 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}} \left(1_{\{|y(x)| \leq \delta\}} + 1_{\{|y(x)| > 2\delta\}} \right)$$

$$= 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}}.$$

In particular, we have

$$\tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}} \leq 2 \left( y(x)^2 + (y(x) - \tilde{y}(x))^2 \right) 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}}$$

$$\leq 2\delta^2 1_{\{|\tilde{y}(x)| > 2\delta\}} + 2(y(x) - \tilde{y}(x))^2$$

$$\leq 4(y(x) - \tilde{y}(x))^2$$

where we used Markov’s inequality for the last line. Therefore, according to the energy estimate given in Lemma [5.11], we deduce for some positive constant $C$ that

$$\int_0^T \sum_{x \in \mathbb{T}^d_N} E_{\mu^N} \left[ \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq \delta\}} 1_{\{|\tilde{y}(x)| > 2\delta\}} \right] dt \leq C \varepsilon^{-1} N^{d-2} \ell^2.$$

On the other hand, applying the entropy inequality, we have

$$\sum_{x \in \mathbb{T}^d_N} E_{\nu^N} \left[ \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq \delta\}} \right] \leq \gamma^{-1} H(\mu^N_{\nu^N}) + \gamma^{-1} \log E_{\nu^N} \left[ e^{\gamma \sum_x \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq 2\delta\}}} \right]$$

$$\leq \gamma^{-1} H(\mu^N_{\nu^N}) + \gamma^{-1} \varepsilon^{-d} \sum_{x \in \mathbb{T}^d_N} \log E_{\nu^N} \left[ e^{\gamma \ell^d \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq 2\delta\}}} \right]$$

for every positive constant $\gamma$. However, we have that

$$\log E_{\nu^N} \left[ e^{\gamma \ell^d \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq 2\delta\}}} \right] \leq \log \left( 1 + E_{\nu^N} \left[ e^{\gamma \ell^d \tilde{y}(x)^2 1_{\{|\tilde{y}(x)| \leq 2\delta\}}} \right] \right)$$

is bounded uniformly in $\ell \in \mathbb{N}$ by Lemma [6.10] for small $\gamma$, $\delta$. Since $\gamma$ can be taken as a constant independent of $\ell$ and $N$, we obtain the assertion and complete the proof.

6.4.3. Estimate of $R_3$. Finally we are concerned with $R_3$.

**Lemma 6.12.** For a small positive constant $\gamma_3$, we have

$$\mathbb{E} \left[ \left| \int_0^T \sum_{x \in \mathbb{T}^d_N} R_3(x) dt \right| \right] \leq \gamma_3^{-1} \int_0^T H(\mu^N_{\nu^N}) dt + \frac{C \varepsilon^{-1} B N^{d-2} \ell^2}{\delta^2} + C N^d \frac{B N^{d-2} \ell^2}{\gamma_3^{d+2}} e^{-c_1 \ell^d}.$$

**Proof.** First one can easily see that there exists a positive constant $C = C(|\Lambda_h|)$ such that

$$E_{\nu^N} \left[ |R(x)| 1_{\{y \in \Lambda_h \}} \right] \leq C \sum_{y \in \Lambda_h} (g_1(y, \eta^N_1(x)) \eta^N_1(x) + g_2(y, \eta^N_2(x)))$$

where $g_i(y, \eta^N_i(x)) (i = 1, 2)$ denote polynomials of $\eta^N_i(x)$ obtained by substituting $\eta^N_i(x)$ into all argument $\{\eta^N_i(z) : z \in \Lambda_h \}$ and in the second line we used the uniform boundedness of $u^N$ and $v^N$ (Lemma 5.2) to replace $\eta^N_1(x)$ by $\eta_1(x)$. Moreover, in view of Lemma 5.2, noting $g_1(y)$ and $g_2(y)$ are polynomials of $\{\eta_2(z) : z \in \Lambda_h \}$, which are uniformly bounded, we see that there exists a positive constant $C$ such that

$$\sup_{x \in \mathbb{T}^d_N} \left| (g_1(y, \eta^N_1(x)) \eta^N_1(x) + g_2(y, \eta^N_2(x))) \right| \leq C(B + 1) \leq CB$$

Now
for sufficiently large $N$.

Now we decompose
\[
y(x) = \tilde{y}(x) + \frac{1}{|A|} \sum_{z \in A_x} (u^N(t, x + z) - u^N(t, x)) + \frac{1}{|A|} \sum_{z \in A_x} (v^N(t, x + z) - v^N(t, x)).
\]

Then with the help of Markov’s inequality, we have
\[
\int_0^T \sum_{x \in \mathbb{T}_N^d} E_{\mu^N} \left[ \sum_{y \in \mathbb{Y}} (g_1(y, \eta_2^N(x))\tilde{y}(x) + g_2(y, \eta_2^N(x))) 1_{\{\eta_1^N(x) \leq B\}} 1_{\{y(x) > \delta\}} \right] dt
\leq \int_0^T \sum_{x \in \mathbb{T}_N^d} E_{\mu^N} \left[ \sum_{y \in \mathbb{Y}} (g_1(y, \eta_2^N(x))\tilde{y}(x) + g_2(y, \eta_2^N(x))) 1_{\{\eta_1^N(x) \leq B\}} 1_{\{y(x) > \delta/2\}} \right] dt
+ \frac{CB}{\delta^2} \int_0^T \sum_{x \in \mathbb{T}_N^d} \left( \frac{1}{(2\ell + 1)^d} \sum_{z \in A_t} (u^N(t, z) - u^N(t, x)) \right)^2 dt
+ \frac{CB}{\delta^2} \int_0^T \sum_{x \in \mathbb{T}_N^d} \left( \frac{1}{(2\ell + 1)^d} \sum_{z \in A_t} (v^N(t, z) - v^N(t, x)) \right)^2 dt
\leq C(1 + 2\delta^{-1}) \int_0^T E_{\nu^N} \left[ \sum_{x \in \mathbb{T}_N^d} |\tilde{y}(x)| 1_{\{\tilde{y}(x) > \delta/2\}} \right] dt + \frac{C\varepsilon^{-1}BN^d - 2\ell^2}{\delta^2}
\]

where we used the above decomposition in the penultimate estimate, and for the last line we noted the uniform energy estimate given in Lemma 5.3.

In the sequel, we estimate the first term in the last display in a similar way as in [6]. First, applying the entropy inequality, the integrand of the first term in the last line is bounded from above by
\[
\gamma_3^{-1} H(\mu^N | \nu^N) + \frac{1}{\gamma_3(2\ell + 1)^d} \sum_{x \in \mathbb{T}_N^d} \log \left( 1 - \nu^N(|\tilde{y}(x)| > \delta/2) + E_{\nu^N}[e^{\gamma_3(2\ell + 1)^d|\tilde{y}(x)|} 1_{\{|\tilde{y}(x)| > \delta/2\}}] \right). \tag{6.4}
\]

By the Schwarz inequality, we have
\[
E_{\nu^N}[e^{\gamma_3(2\ell + 1)^d|\tilde{y}(x)|} 1_{\{|\tilde{y}(x)| > \delta/2\}}] \leq E_{\nu^N}[e^{2\gamma_3(2\ell + 1)^d|\tilde{y}(x)|}]^{1/2} \cdot \nu^N(|\tilde{y}(x)| > \delta/2)^{1/2}.
\]

Now we fix an arbitrary positive constant $s$. Then by an elementary inequality $e^{x} \leq e^{-x} + e^x$ and Markov’s inequality we have
\[
\nu^N(|\tilde{y}(x)| > \delta) \leq E_{\nu^N}[e^{s\tilde{y}(x)x}]e^{-s\ell\delta} + E_{\nu^N}[e^{-s\tilde{y}(x)x}]e^{-s\ell\delta}
\leq \left( \prod_{|z| \leq \ell} E_{\nu^N}[e^{s(\eta_1(x+z)-u(x+z))}] + \prod_{|z| \leq \ell} E_{\nu^N}[e^{-s(\eta_1(x+z)-u(x+z))}] \right) e^{-s\ell\delta}.
\]

Moreover, since the reference measure $\nu^N$ has any finite moment, we can expand
\[
\log E_{\nu^N}[e^{s(\eta_1(x)-u(x))}] = s^2 \sigma^2 + o(s^2)
\]
as $s \to 0$. Note here that $\sigma^2$ is bounded uniformly in $N$ in view of Lemma 5.2. Therefore, by taking $s = \varepsilon \delta$ with $\varepsilon > 0$ small, we have
\[
\nu^N(|\tilde{y}(x)| > \delta) \leq 2 \prod_{|z| \leq \ell} e^{2\varepsilon^2(s^2/2)} e^{-s\ell\delta} \leq e^{-c\ell \delta}
\]
for every \( x \in \mathbb{T}_N^d \). The same tail estimate of \( \tilde{y}_2 \) holds and thus we have \( \nu_2^N(\tilde{y}_2(x)) > \delta/2 \) \( \leq 2e^{-\delta t} \) for some positive constant \( c \).

On the other hand, noting the uniform boundedness of \( u^N \) by Lemma [5.2] to see that
\[
E_{\nu}^N[e^{2\gamma_3(2\ell+1)^d}||y(t,x)||] = \prod_{z \in \Lambda_{t,x}} E_{\nu}^N[e^{2\gamma_3||y_2(t,z)||}]E_{\nu}^N[e^{2\gamma_3||y_2(t,z)||}] \leq Ce^{2\gamma_3(M_\nu^N)^{(2\ell+1)^d}} \prod_{z \in \Lambda_{t,x}} E_{\nu}^N[e^{2\gamma_3\eta^N(z)}].
\]
for every \( x \in \mathbb{T}_N^d \). Since the zero-range jump rate \( g \) satisfies a sub-linear growth by the assumption (LG) so that the partition function can be bounded as
\[
Z_{\nu^N(t,z)} = \sum_{k \geq 0} \frac{\varphi(u^N(t,x))^k}{g(k)!} \geq \sum_{k \geq 0} \frac{(\varphi(M_{\nu}))^k}{e^k k!} = e^{\varphi(M_{\nu})/C} \geq 1.
\]
Therefore, we can bound the exponential moment for type-1 configuration as
\[
E_{\nu}^N[e^{2\gamma_3\eta^N(z)}] = \frac{1}{Z_{\nu^N(t,z)}} \sum_{k \geq 0} e^{2\gamma_3k} \frac{\varphi(u^N(t,z))^k}{g(k)!} \leq \sum_{k \geq 0} \left( Ce^{2\gamma_3\varphi(M_{\nu})} \right)^k \leq C,
\]
which stays finite for every \( z \in \Lambda_{t,x} \). Here in the penultimate estimate we used the bound \( g(k) \geq Ck \) due to the assumption (LG). Combining all estimates obtained in the above, now we can finish the proof. Indeed, using an elementary inequality \( \log(1 + x) \leq x \) for \( x \geq 0 \) and taking \( \gamma_3 \) sufficiently small, [3.3] can be bounded above by
\[
\gamma_3^{-1}H(\mu_1^N, \nu_2^N) + C\gamma_3^{-1} \ell^{-d} N^d e^{-c_1 \ell^d}
\]
for some positive constant \( c_1 = c_1(\delta, \varepsilon, \gamma_3) \) and thus we complete the proof. \( \square \)

7. Convergence Results for Semi-Discretized System [3.1]

In this section we give a proof of Theorem [3.2]. Throughout this section, let \( u^N \) and \( v^N \) be a solution of the system [3.1] with initial functions satisfying the assumptions (A1) and (A3) which are extended on \( \mathbb{T}_N^d \) by [3.2]. First we show the uniqueness of the problem (2.1) in a similar way as [10].

**Lemma 7.1.** The problem (2.1) has at most one solution.

**Proof.** Let \( w_1, w_2 \in L^\infty(Q_T) \) be two solutions of the problem (2.1) with a common initial function. Subtracting the weak forms of \( w_1 \) and \( w_2 \) with each other, we have
\[
-\int_{Q_T} (w_1 - w_2) \psi \, dt + \int_{Q_T} (\nabla D_\varphi(w_1) - \nabla D_\varphi(w_2)) \cdot \nabla \psi \, dt = 0 \tag{7.1}
\]
where the function \( D_\varphi \) is defined by \( D_\varphi(s) = \varphi(s)1_{[0,\infty)} \), which is non-decreasing on \( \mathbb{R} \). Now we take a test function \( \psi \) defined by
\[
\psi(t, \theta) = \int_t^T (D_\varphi(w_1) - D_\varphi(w_2))(\tau, \theta) \, d\tau
\]
in (7.1). Then, noting a simple relation \( f(t) \cdot \int_t^T f(\tau) \, d\tau = -\frac{1}{2} \frac{d}{dt} \left[ \int_t^T f(\tau)^2 \right]^2 \) for any vector-valued continuous function \( f \), the identity (7.1) becomes
\[
\int_{Q_T} (w_1 - w_2)(D_\varphi(w_1) - D_\varphi(w_2)) \, dt \, d\theta + \frac{1}{2} \int_{Q_T} \left[ \int_0^T \nabla (D_\varphi(w_1) - D_\varphi(w_2)) \, dt \right]^2 \, d\theta = 0.
\]
Here, the first term of the left-hand side of the last display stays non-negative since the function \( D_\varphi \) is non-decreasing on \( \mathbb{R} \) so that it becomes to be zero. Hence we have \( w_1 = w_2 \) and complete the proof. \( \square \)
Next we show the compactness of the discretized solutions $u^N$ and $v^N$.

**Lemma 7.2.** The sequence $\{u^N(t,\theta)\}_{N \in \mathbb{N}}$ is relatively compact in $L^p(\mathbb{T}_T)$ for any $p \geq 2$.

**Proof.** By the Fréchet-Kolmogorov theorem ([1], Theorem IV.25 and Corollary IV.26), it suffices to show that there exists a positive constant $C$ such that

$$\int_0^{T-\tau} \int_{\mathbb{T}_d} |u^N(t,\theta) - u^N(t,\theta)|^p d\theta dt \leq C\tau,$$

$$\int_0^T \int_{\mathbb{T}_d} |u^N(t,\theta + \alpha) - u^N(t,\theta)|^p d\theta dt \leq C|\alpha|$$

for all $p \geq 2$, $\tau \in (0, T)$ and $\alpha \in \mathbb{R}^d$ sufficiently small.

First we show the equi-continuity along spatial direction with exponent $p = 1$. Once the case when $p = 1$ is proved, then we obtain the assertion for any exponent $p \geq 1$ according to the uniform boundedness of $u^N$ (Lemma 5.4). Change of variables enables us to restrict our cases for non-negative $\alpha$. In this case, we observe

$$\int_{\mathbb{T}_d} |u^N(t,\theta + n/N) - u^N(t,\theta)| d\theta dt \leq \frac{n}{N} \int_{\mathbb{T}_d} |\nabla u^N(t,\theta)| d\theta dt,$$

$$\int_{\mathbb{T}_d} |u^N(t,\theta + 1/rN) - u^N(t,\theta)| d\theta dt \leq \frac{1}{rN} \int_{\mathbb{T}_d} |\nabla u^N(t,\theta)| d\theta dt$$

for every $t \in [0, T]$, $n \in \mathbb{Z}_+$ and $r \geq 1$. Combining these two estimates and applying them for $\alpha = n/rN$ with $n = \lfloor \alpha N \rfloor$ and $r = \lceil \alpha N \rceil/\alpha N$ to obtain

$$\int_{\mathbb{T}_d} |u^N(t,\theta + \alpha) - u^N(t,\theta)| d\theta dt \leq \alpha \int_{\mathbb{T}_d} |\nabla u^N(t,\theta)| d\theta dt \leq \alpha|\nabla u^N|_{L^2(\mathbb{T}_T)}$$

for every $t \in [0, T]$ and $\alpha \geq 0$ where in the last estimate we used Hölder’s inequality. According to the uniform energy estimate Lemma 5.3, we obtain the equi-continuity in spatial variables for any index $p \geq 1$. In particular, the second assertion holds for any $p \geq 2$.

Similarly, we next prove the equi-continuity in time only for the case $p = 2$. We remark here that when $1 \leq p < 2$ another exponent for $\tau$ is needed so that we restrict our cases only for $p \geq 2$. The integral appearing in the left hand side of the first estimate for $p = 2$ is equal to

$$\int_0^{T-\tau} \int_{\mathbb{T}_d} \left( \int_0^\tau \partial_t u^N(t+\theta,s) d\theta \right) \left( u^N(t+\tau,\theta) - u^N(t,\theta) \right) d\theta dt.$$

However, using the first equation of (3.3) for the integrand and integrating by parts, this quantity can be estimated from above by

$$\int_0^{\tau} \left( \int_0^{T-\tau} \int_{\mathbb{T}_d} |\nabla \varphi(u^N(t+\theta,s))|^2 d\theta d\tau \right)^{1/2} \left( \int_0^{T-\tau} \int_{\mathbb{T}_d} |\nabla u^N(t+\tau,\theta)|^2 d\theta d\tau \right)^{1/2} ds$$

$$+ \int_0^{\tau} \left( \int_0^{T-\tau} \int_{\mathbb{T}_d} |\nabla \varphi(u^N(t+\theta,s))|^2 d\theta d\tau \right)^{1/2} \left( \int_0^{T-\tau} \int_{\mathbb{T}_d} |\nabla u^N(t,\theta)|^2 d\theta d\tau \right)^{1/2} ds$$

$$+ 2K \int_0^{\tau} \int_0^{T-\tau} \int_{\mathbb{T}_d} u^N(t+s,x)u^N(t+s,x) d\theta d\tau ds,$$

where we used Schwarz’s inequality to estimate the first and the second terms. Furthermore, note here that the mean-value theorem enables us to write $\partial_j^N \varphi(u^N(t,x)) = \varphi'((\tilde{u}_j)) \partial_j^N u^N(t,x)$ with some $\tilde{u}_j$ between $u^N(t,x + ej)$ and $u^N(t,x)$ for every $j = 1, \ldots, d$, $t \in [0, T]$ and $x \in \mathbb{T}_N$. Since $u^N$ takes values in a finite interval, the first and the second terms in the above display can be estimated by the $L^2$-energy of $\nabla u^N$. The third term can also be estimated by $\tau$ in view of Lemma 5.3. By this line, we could bound the above sum of three terms by $\tau$ with some positive constant and the desired estimate was proved. \qed
Moreover, we have the following weak compactness of the sequence \( \{v^N\} \). The next result is obvious since any bounded sequence of a reflective Banach space has a weakly convergent subsequence and the functions \( v^N \) have a uniform bound in \( N \) and so do their \( L^p \)-norms for \( p > 1 \).

**Lemma 7.3.** The sequence \( \{v^N(t, \theta)\}_{N \in \mathbb{N}} \) is weakly pre-compact in \( L^p(Q_T) \) for any \( p > 1 \). Namely, there exists a subsequence \( (N_k) \) and \( v \in L^p(Q_T) \) such that \( v^N \rightharpoonup v \) weakly in \( L^p(Q_T) \).

Now we give a proof of Theorem 3.2.

**Proof of Theorem 3.2.** For any \( p > 1 \), by Lemma 7.2 the sequence \( \{u^N(t, \theta)\}_{N \in \mathbb{N}} \) is strongly precompact in \( L^p(Q_T) \), while by Lemma 7.3 \( \{v^N(t, \theta)\}_{N \in \mathbb{N}} \) is weakly precompact in \( L^p(Q_T) \). Therefore, there exist a subsequence \( \{N_k\} \) and functions \( u, v \in L^p(Q_T) \) such that

\[
u^{N_k} \rightharpoonup u \text{ strongly in } L^p(Q_T), \quad v^{N_k} \rightharpoonup v \text{ weakly in } L^p(Q_T)\]

for any \( p > 1 \). In particular, by taking further subsequences if necessary (which again denoted by \( N_k \)), we see that \( u^{N_k} \rightharpoonup u \) a.e. in \( Q_T \), which clearly take values in \([0, M_0] \times [0, M_1] \). We show the function \( u \) belongs to \( L^2(0, T; H^1(\mathbb{T}^d)) \). For any test function \( \psi \in C^\infty(\mathbb{T}^d), \ j = 1, \ldots, d \) and \( t \in [0, T] \), we have

\[
\int_{\mathbb{T}^d} u^N(t, \theta) \partial_j^N \psi(t, \theta) d\theta = - \int_{\mathbb{T}^d} \psi(t, \theta) \partial_j^N u^N(t, \theta) d\theta
\]

where \( \partial_j^N \) is the discrete partial derivative on \( j \)-th direction defined by \( \partial_j^N G(\theta) = N[G(\theta + \frac{\theta_j}{N}) - G(\theta)] \) for every continuous functions \( G \) on \( \mathbb{T}^d \). Taking limit along \( (N_k) \) on the above identity, we see that \( \partial_j^N u^N \) converges to the \( j \)-th partial derivative \( \partial_j u \) in distributional sense for every \( j = 1, \ldots, d \). Moreover, since \( L^2(\mathbb{T}^d) \)-norm of the discrete derivative \( \partial_j^N u^N(t, \cdot) \) is bounded above by some constant independent of \( N \) in view of Lemma 5.4, \( \partial_j u(t, \cdot) \) belongs to \( L^2(\mathbb{T}^d) \) for every \( j = 1, \ldots, d \) and thus we obtain \( u \in L^2(0, T; H^1(\mathbb{T}^d)) \). Moreover, by the second equation of (3.3), we have

\[
\int \int_{Q_T} u^N(t, \theta) v^N(t, \theta) d\theta dt \leq \frac{1}{K}
\]

for every \( N \in \mathbb{N} \). Since \( u^{N_k} \rightharpoonup u \) strongly in \( L^2(Q_T) \) and \( v^{N_k} \rightharpoonup v \) weakly in \( L^2(Q_T) \) as \( k \) tends to infinity, their product \( u^{N_k} v^{N_k} \) converges strongly in \( L^1(Q_T) \) to \( uv \). Therefore, taking limit along \( (N_k) \) on the above bound, we get \( w = 0 \) a.e. in \( Q_T \).

Next we let \( w^N := u^N - v^N \) and we denote its extension as a simple function on \( \mathbb{T}^d \) (see (3.2)) by the same notation. Note here that it is already shown that the sequence \( \{w^N\} \) on \( Q_T \) converges weakly in \( L^2(Q_T) \) to some \( w \) along the subsequence \( (N_k) \). We show any limit point \( w \) satisfies (2.2). For that purpose, we subtract the two equations in (3.1) with each other to cancel singular reaction terms. Let \( \psi \) be an arbitrary smooth function with compact support on \( Q_T \) satisfying \( \psi(T, \cdot) \equiv 0 \) on \( \mathbb{T}^d \). Then, for every \( t \in [0, T] \) and \( \theta = (\theta_j)_{j=1,\ldots,d} \in \mathbb{T}^d \), we multiply \( \psi(t, \theta) \prod_{j=1}^d \frac{1}{\frac{\varphi}{\varphi} - \frac{\varphi}{\varphi} + \frac{\varphi}{\varphi} + \frac{\varphi}{\varphi}}(\alpha_j) \) and sum up over \( x \in \mathbb{T}_N^d \) to obtain

\[
\partial_t w^N(t, \theta) \psi(t, \theta) = \sum_{x \in \mathbb{T}_N^d} \Delta^N(\varphi(x(t, x)) - \varepsilon(N)v^N(t, x)) \prod_{1 \leq j \leq d} \frac{1}{\frac{\varphi}{\varphi} - \frac{\varphi}{\varphi} + \frac{\varphi}{\varphi} + \frac{\varphi}{\varphi}}(\alpha_j) \psi(t, \theta).
\]
Then we integrate over \((t, \theta) \in Q_T\) to get an identity
\[
\int_{Q_T} w^N(0, \theta)\psi(0, \theta)d\theta - \int_{Q_T} w^N(t, \theta)\psi(t, \theta)d\theta dt
= \int_{Q_T} \left( \sum_{x \in T_N^c} \varphi(u^N(t, x)) \prod_{1 \leq j \leq d} 1\left[\frac{x_j}{\sqrt{N}} \pm \frac{\varepsilon}{\sqrt{N}} + \frac{1}{\sqrt{N}}\right](\theta_j) \right) \Delta^N \psi(t, \theta)d\theta dt
\]
(7.2)
due to the integration by parts formula where we defined \(\nabla_{t,\theta}\) and \(\Delta^N\) side of (7.2) is absolutely bounded by
\[
since the indicator functions are disjoint. On the other hand, the second term in the right-hand side of (7.2) is absolutely bounded by
\[
\left( \int_{Q_T} \varepsilon(N)|\nabla^N v^N|^2d\theta dt \right)^{1/2} \left( \int_{Q_T} \varepsilon(N)|\nabla^N \psi|^2d\theta dt \right)^{1/2},
\]
which vanishes as \(N\) tends to infinity due to the energy estimate (Lemma 5.4). Now recalling the functions \(\{w^N(t, \theta)\}_{N \in \mathbb{N}}\) is relatively compact according to Lemma 7.2 we take the limit of scaling parameters along the subsequence \((N_k)\). Then we obtain the desired weak form (2.2) for every \(\psi \in H^1(Q_T)\) such that \(\psi(T, \cdot) \equiv 0\) noting the space of smooth functions on \(Q_T\) with compact support is dense in \(H^1(Q_T)\). Finally, the uniqueness of the problem (2.1) assures that the above convergence holds without taking any subsequence and thus we complete the proof.

\[\square\]
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