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M. Mahdian∗¹ and H. Davoodi Yeganeh†¹

¹Faculty of Physics, Theoretical and astrophysics department, University of Tabriz, 51665-163 Tabriz, Iran

Abstract

Optimal measurement is required to obtain the quantum and classical correlations of a quantum state, and the crucial difficulty is how to acquire the maximal information about one system by measuring the other part; in other words, getting the maximum information corresponds to preparing the best measurement operators. Within a general setup, we designed a variational hybrid quantum-classical (VHQC) algorithm to achieve classical and quantum correlations for system states under the Noisy-Intermediate Scale Quantum (NISQ) technology. To employ, first, we map the density matrix to the vector representation, which displays it in a doubled Hilbert space, and it’s converted to a pure state. Then we apply the measurement operators to a part of the subsystem and use variational principle and a classical optimization for the determination of the amount of correlation. We numerically test the performance of our algorithm at finding a correlation of some density matrices, and the output of our algorithm is compatible with the exact calculation.
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1 Introduction

Quantum measurement is one of the most fundamental concepts of quantum mechanics that allows us to obtain the required information from the system [1]. Hence, for gaining maximum information about the system, the best measurements (i.e., optimal measurements) should be used. On the other hand, finding the best measurements is one of the significant challenges in quantum computing. Optimal measurements have been used in many contexts, such as quantum discrimination [2], quantum entanglement [3–5], quantum teleportation [6], and superdense coding [7], also in the calculation of quantum correlation [1,8–12].

We know that quantum correlations play a very critical role in quantum information and computation. Quantities such as entanglement and quantum discord are used for measuring them. Obtaining and calculating correlations, whether quantum or classical, in physical systems, can help us to understand these systems more deeply. In computing correlations, measurements are performed on the system to gain correlation information and it is necessary again best measurements are employed [11,13–21].

Quantum entanglement, which is one of the most important features of quantum mechanics, and is widely used in quantum computing and information. It is often considered a criterion for quantum correlations. And based on that, quantum states can be divided into two categories; separable and entangled states. It was introduced independently in [22,23], that entanglement is not the only type of quantum correlation, and there are separable states that have a quantum correlation. These quantum correlations, which are measured by quantum discord, may speed up some operations compared to their classical counterparts, so it’s an important role in quantum information.

Quantum correlations and discord have received a great deal of attention in recent years, and numerous articles have been published on them [24,25]. Quantum discord reduces to entanglement for pure states but has non-zero values for some mixed separable states. For mixed quantum states, it’s defined as the difference in the total amount of correlation. Calculation of quantum discord is based on the minimization procedure on all possible measurements [26,28] on the subsystems, and thus, it is somewhat difficult to calculate even numerically.

Physical systems that can be represented mathematically by a density matrix and quantum correlations are encoded in this formulation. When the size of the system grows, it is complicated to determine the quantum corre-
lation, in particular quantum discord, either analytically or computationally. Therefore, quantum discord has been calculated only for a somewhat limited set of two-qubit quantum states and is still an open problem for higher dimensions of quantum density matrices. In the particular case, quantum discord derives explicit expressions for X-states and some bipartite quantum systems [16,29,31] also an analytical solution obtained for quantum discord for $d \otimes 2$ systems [32] and have been investigated a class of two-qubit state with parallel nonzero Bloch vectors [33].

Classical computers fail to efficiently simulate quantum systems with complex many-body interactions due to the exponential growth of variables for characterizing these systems, so the quantum simulation was proposed to solve such an exponential explosion problem using a controllable quantum system [34–36]. Many quantum algorithms are used for quantum computing which will require many quantum resources and error correction, and due to the limiting their and technology today, usefulness soon [37].

Among the different approaches to quantum computing, NISQ devices, which include relatively low-depth quantum circuits by hybrid variational quantum-classical algorithms, have recently received a lot of attention. Hybrid algorithms have been designed in a way that uses resources such as quantum and classical to solve problems specific optimization tasks that are not accessible to traditional classical computers [38–52]. One of the most important advantages of this method is that it requires a small number of qubits (containing from 10 to $10^3$ of qubits) to run with high gate fidelity and not fault-tolerant error correction [37]. Also, these algorithms have been introduced for other applications such as finding ground and excited states [38,43,53] and simulation system dynamics [51,52,54,55].

In this paper, we design the variational hybrid quantum-classical algorithm for calculating quantum and classical correlations. In this algorithm, using vector representation, the density matrix is mapped to a vector until performs unitary operations on pure states on NISQ devices. In the first step, we directly encoding the quantum state $|\rho\rangle$ on the initial state $|0\rangle$ by using quantum circuits $U(x,y,z)$, which can include some rotations around axes $(x,y,z)$, $|\rho\rangle = U(x,y,z)|0\rangle$. Then, we prepare the trial state $|\Psi(\vec{\theta})\rangle$ by by applying a sequence of parametrised measurement gates $R(\vec{\theta})$ on one of subsystems to quantum states $|\rho\rangle$. In the next step, by minimization entropy via gradient descent methods on the classical computer, the best measurements are obtainable to determine the classical and quantum correlation (details
are given in section 3). We then numerically test the performance of our algorithm at finding classical and quantum correlation of some quantum states. The output of our algorithm is compatible with the results of analytical calculations.

The paper is structured as follows. In Sec.2 we describe quantum discord. In Sec.3 we introduce the VHQC algorithm that is used for calculation classical and quantum correlation. The performance of our algorithm to some density matrix will then be discussed in section 4, and Finally, Sec.5 gives the conclusions.

2 Quantum discord

In classical information theory, for two sets of random variables $A$ and $B$ with the probabilities of occurrence $\{p\}$ and $\{q\}$ respectively, the mutual information represents the correlation of variables $A$ and $B$ and is written as follows:

$$I(A : B) = H(A) + H(B) - H(A, B),$$

where, $H(A) = -\sum_i p(a_i) \log(p(a_i))$ and $H(B) = -\sum_i q(b_i) \log(q(b_i))$ are known as the Shannon entropy of the random variables $A$ and $B$ and $p(x_i)$ is the probability of variable $x_i$. $H(A : B) = -\sum_{ij} p(a_i,b_j) \log p(a_i,b_j)$ is joint Shannon entropy and $p_{a_i,b_j}$ is the joint probability of variables $a_i$ and $b_j$. On the other hand, according to the definition of conditional entropy $H(A|B) = H(A,B) - H(B)$ which indicates the information gained about the subsystem $A$ by measuring the subsystem $B$, an alternative version of the mutual information can also be written as follows:

$$J(A : B) = H(A) - H(A|B).$$

Note that, two expressions of mutual information, Eq.(1) and Eq.(2) are equivalent in classic information theory but in the quantum regime, they can be different from each other. In quantum information, we use the density matrix, and von Neumann entropy instead of the classical probability distributions and Shannon entropy, respectively, and the measure of the total correlations in a composite system $AB$ is given by the quantum mutual information as:

$$\mathcal{I}(\rho^{AB}) = S(\rho^A) + S(\rho^B) - S(\rho^{AB}),$$

where, $S(\rho)$ is the von Neumann entropy of the density matrix $\rho$.
where $S(\rho) = -Tr(\rho \log \rho)$ is the von Neumann entropy of state $\rho$. We suppose $A$ and $B$ share a quantum state $\rho^{AB} \in H_A \otimes H_B$ and $\rho^A = Tr_B(\rho^{AB})$ and $\rho^B = Tr_A(\rho^{AB})$ are the reduced density matrix of subsystem $A$ and subsystem $B$, respectively.

Another definition of Equation Eq.(2) in quantum information is associated with the measurements we make on one of the subsystems.

$$J(\rho^{AB}) := \{S(\rho^A) - S(\rho^{AB}|\{\Pi^j_B\})\}. \quad (4)$$

Which, defines the maximum amount of information that can be obtained from subsystem $A$ by measuring on subsystem $B$, and this definition is not symmetric. Also, $\{\Pi^j_B\}$ denotes a probability operator-valued measure (POVM) which describes a generalized measurement, and subscript $B$ indicates that the measurement is performed only on subsystem $B$.

$$S(\rho^{AB}|\{\Pi^j_B\}) := \sum_j p_j S(\rho_A|\{\Pi^j_B\}) = \sum_j p_j S(\rho_j), \quad (5)$$

and the reduced density matrix after the measurement is

$$\rho_j = \frac{1}{p_j} (I \otimes \Pi^j_B) \rho^{AB} (I \otimes \Pi^j_B), \quad (6)$$

where $I$ is identity operator and

$$p_j = Tr[(I \otimes \Pi^j_B) \rho^{AB} (I \otimes \Pi^j_B)]. \quad (7)$$

which is the measurement probability for the $j$th projector.

Then the classical correlations are defined as the upper bound of $J(\rho^{AB})$ and can be written according to the measurements on the subsystem $B$ as follows:

$$C(\rho) := \sup_{\{\Pi^j_B\}} [J(\rho^{AB})] = S(\rho^A) - \min_{\{\Pi^j_B\}} [S(\rho^{AB}|\{\Pi^j_B\})]. \quad (8)$$

which minimum is done on all possible measurements $\{\Pi^j_B\}$. Quantum discord is the difference of the total amount of correlation $I(\rho)$ and the classical correlation defined by

$$QD(\rho) := I(\rho) - C(\rho). \quad (9)$$
2.1 SU(N) algebra and density matrix

As we know, any Hermitian operator and density matrix on N-dimensional Hilbert space can be written according to SU(N) algebra generators. Here, we consider \( \lambda_i, \ i = 1, 2, ..., N^2 - 1 \) as the generators of \( SU(N) \) that satisfy \( Tr(\lambda_i \lambda_j) = 2\delta_{ij} \) and \( Tr(\lambda_i) = 0 \) which can be obtained by defining a set of \( N \) projection operators as \( P_{jk} = |j\rangle\langle k| \). So we make \( N^2 - 1 \) operators as follows:

\[
U_{jk} = P_{jk} + P_{kj}, \quad V_{jk} = -i(P_{jk} - P_{kj}), \quad W_l = \sqrt{\frac{2}{l(l+1)}}(P_l + ... + P_l - lP_{l+1,l+1}), \quad 1 \leq j < k \leq N \quad 1 \leq l \leq N - 1
\]

and the set of the generators is given by

\[
\{\lambda_i\} = \{U_{jk}\} \cup \{V_{jk}\} \cup \{W_l\}, \quad i = 1, 2, ..., N^2 - 1
\]

By using this set of bases, the bipartite density matrix \( \rho^{AB} \) on \( mn \)-dimensional Hilbert \( H^A_m \otimes H^B_n \) space can be written as

\[
\rho_{AB} = \frac{1}{mn}(I_m \otimes I_n + \sum_i \alpha_i \lambda_i \otimes I_n + \sum_j I \otimes \beta_j \lambda_j + \sum_{i,j} m_{ij} \lambda_i \otimes \lambda_j), \quad (14)
\]

where \( I \) is identity matrix and \( \alpha_i, \beta_j \) and \( m_{ij} \) are defined as

\[
\alpha_i = \frac{1}{2n} Tr(\rho^{AB} \lambda_i \otimes I_n), \quad \beta_j = \frac{1}{2m} Tr(\rho^{AB} I_m \otimes \lambda_j), \quad m_{ij} = \frac{1}{4} Tr(\rho^{AB} \lambda_i \otimes \lambda_j).
\]

Here, for example, we consider a two-qubit system state to evaluate quantum discord, therefore by using Eq.(14) a general two-qubit state can be written as

\[
\rho_{AB} = \frac{1}{4}(I \otimes I + \sum_{i=3}^3 \alpha_i \sigma_i \otimes I + \sum_{j=1}^3 I \otimes \beta_j \sigma_j + \sum_{i,j=1}^3 m_{ij} \sigma_i \otimes \sigma_j), \quad (16)
\]

where, \( \{\sigma_i\}_{i=3}^3 \) are the Pauli matrices, \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \) and \( \beta = (\beta_1, \beta_2, \beta_3) \) are vector parameters of the subsystems A and B, respectively, and \( m_{ij} \) are real
numbers. By using of singular value decomposition theorem, we can write matrix \( M = \{m_{ij}\} \) as \( M = UDV^T \), where \( U \) is an orthogonal matrix, \( D \) is an diagonal matrix and \( V \) is an orthogonal matrix. Moreover under local unitary transformation of the form \((U_1 \otimes U_2) \rho_{AB} (U_1^\dagger \otimes U_2^\dagger)\) with \( U_1, U_2 \in SU(2) \), and rewrite Eq.(16) as

\[
\rho_{AB} = \frac{1}{4}(I \otimes I + \sum_{i=3}^{3} \alpha_i \sigma_i \otimes I + \sum_{j=1}^{3} I \otimes \beta_j \sigma_j + \sum_{j=1}^{3} \omega_j \sigma_j \otimes \sigma_j). \tag{17}
\]

Which is the general form of the two qubits density matrix. For simplicity, we consider the following simplified family of states

\[
\rho_{AB} = \frac{1}{4}(I \otimes I + \sum_{j=1}^{3} \omega_j \sigma_j \otimes \sigma_j). \tag{18}
\]

To evaluate, quantum discord \( QD(\rho) \) we need to evaluate \( I(\rho) \) and \( C(\rho) \). After some calculation, we obtain

\[
I(\rho) = 2 + \sum_{i=0}^{3} \nu_i \log_2 \nu_i, \tag{19}
\]

where \( \nu_i \)'s are eigenvalues of the density matrix . To evaluate \( C(\rho) \), we need to perform the local measurements on part \( B \) of the subsystem. By considering projection measurements as \( \{|j\rangle \langle j| : j = 0, 1 \} \), any von Neumann measurement can be written as \( \{|j\rangle \langle j| : j = 0, 1 \} \). Here, \( V \in SU(2) \) can be written as \( V = rI + iy\vec{\sigma} \) with \( r \in \mathbb{R} \), \( y = (y_1, y_2, y_3) \in \mathbb{R}^3 \) and \( r^2 + y_1^2 + y_2^2 + y_3^2 = 1 \). After the measurement the density matrix of \( \rho_{AB} \) transforme to the Eq.(6) and we have

\[
\rho_0 = \frac{1}{p_0}(I \otimes \Pi_B^0) \cdot \frac{1}{4}(I \otimes I + \sum_{j=1}^{3} \omega_j \sigma_j \otimes \sigma_j). (I \otimes \Pi_B^0) \tag{20}
\]

\[
\rho_1 = \frac{1}{p_1}(I \otimes \Pi_B^1) \cdot \frac{1}{4}(I \otimes I + \sum_{j=1}^{3} \omega_j \sigma_j \otimes \sigma_j). (I \otimes \Pi_B^1)
\]

and we have

\[
\rho_0 = \frac{1}{2}(I + \sum_{i=1}^{3} \omega_i z_i \sigma_i) \otimes (V |0\rangle \langle 0| V^\dagger)
\]

\[
\rho_1 = \frac{1}{2}(I - \sum_{i=1}^{3} \omega_i z_i \sigma_i) \otimes (V |1\rangle \langle 1| V^\dagger), \tag{21}
\]

where, \( z_1 = 2(-ry_2 + y_1 y_3) \), \( z_2 = 2(r y_2 + y_2 y_3) \), \( z_3 = \omega_3 = r^2 + y_2^2 - y_1^2 - y_2^2 \). So, we have;

\[
S(\rho_0) = S(\rho_1) = -\frac{1-\xi}{2} \log_2 \frac{1-\xi}{2} - \frac{1+\xi}{2} \log_2 \frac{1+\xi}{2}, \tag{22}
\]
and
\[ S(\rho_{AB} | \{\Pi^j_B\}) = p_0 S(\rho_0) + p_1 S(\rho_1) = -\frac{1 - \xi}{2} \log_2 \frac{1 - \xi}{2} - \frac{1 + \xi}{2} \log_2 \frac{1 + \xi}{2}, \tag{23} \]

where \( p_0 = p_1 = 1/2 \) and \( \xi(r, y_1, y_2, y_3) = \sqrt{\sum_{i=1}^{3} |\omega_i z_i|^2} \). Using Eq.8, the classical correlation can be calculated as follows:
\[ C(\rho) := S(\rho^A) - \min_{\{\Pi^j_B(r,y_1,y_2,y_3)\}} \left\{ -\frac{1 - \xi}{2} \log_2 \frac{1 - \xi}{2} - \frac{1 + \xi}{2} \log_2 \frac{1 + \xi}{2} \right\}, \tag{24} \]

We see that \( S(\rho_{AB} | \{\Pi^j_B\}) \) depends on the set of von Neumann measurements and minimization is take over on all possible measurements or on a set of parameters \((r, y_1, y_2, y_3)\).

Therefore, for quantum discord, it must be possible to obtain the best measurement, which is described in terms of parameters, analytically or numerically. However, in this particular case for density matrix of 16, these parameters can be found by analytical methods \([16,29,31,33]\).

As can be seen, the most crucial step in calculating quantum discord is to obtain conditional entropy \( S(\rho_{AB} | \{\Pi^j_B\}) \) and when the size of the system grows, it is complicated to determine. So, we introduce a new quantum algorithm to quantify classical and quantum correlation for calculating quantum correlations, which the details will be explained in the next section.

### 3 Quantum algorithm to quantify correlation

As mentioned, when the size of the system grows, it is complicated to quantify the quantum discord, either analytically or computationally. Therefore, we introduce an algorithm VHQC, in which computations are divided between quantum and classical resources. According to the equations Eq.(4) - Eq.(9), we need to minimize conditional entropy as a cost function. For this purpose, we represent the density matrix in the column form, \( \rho \rightarrow |\rho\rangle \) and \( \Pi \rho \Pi \rightarrow \Pi \otimes \Pi^T |\rho\rangle \) and generate an trial state, \( |\Psi(\tilde{\theta})\rangle \), on a quantum processor by the action of a series of parameterized quantum measurements \( R(\tilde{\theta}) \) and \( \tilde{\theta} = (\theta_1, \theta_2, ...) \). The measurements are made by the Pauli matrices and then performed on \( |\Psi(\tilde{\theta})\rangle \) and the expected value of these matrices is calculated. Then, the conditional entropy with initial guess parameter \( \tilde{\theta}_0 \) calculated and fed to a classical minimization routine (e.g. gradient descent or Newton’s
A schematic of our algorithm is shown in Fig. [1]. In the first layer, the initial state is prepared by using one and two-qubit gates. In the second layer, parametric measurement \(R(\vec{\theta})\) are applied to one of the subsystems. It is then calculated entropy in the third layer after the measurement. Finally, in the last layer in a classical computer, we optimize the entropy-based on the previous results and propose new parameter values to improve the quantum measurement. By repeating these steps, the optimal parameter values are obtained to minimize the entropy.

Figure 1: A schematic of VHQC algorithm to quantify the quantum discord

For the preparation of the density matrix, we map the density matrix to a pure state using a doubled number of qubits as \(|\rho\rangle \in \mathcal{H} \otimes \mathcal{H}\).

\[
\rho = \sum_{ij} \rho_{ij} |i\rangle \langle j| \rightarrow |\rho\rangle = \sum_{ij} \frac{\rho_{ij}}{\sqrt{\sum_{ij} |\rho_{ij}|^2}} |i\rangle_p \otimes |j\rangle_A, \tag{25}
\]

where \(|i\rangle_p\) and \(|j\rangle_A\) are physical and ancillary qubits respectively [46]. In general form, we rewrite the unitary operators as a function of \(\{\theta_i\}\)

\[
R(\vec{\theta}) = R(\theta_1, \theta_2, ... \theta_i, ... \theta_N) = R(\theta_1)R(\theta_2)...R(\theta_i)...R(\theta_N), \tag{26}
\]

Each of the unitary measurement operators \(R(\theta_i)\) is dependent on only one parameter and in terms of Hermitian operators \(\{\Lambda_i\}\):

\[
R(\theta_i) = exp(-i\theta_i \Lambda_i) = exp(-i \sum_j \theta_i s_{i,j} \sigma_{i,j}), \tag{27}
\]
and $\Lambda_i = \sum_j s_{i,j} \hat{\sigma}_{i,j}$ where $\hat{\sigma}_{i,j}$ are Pauli operators. The measurements that we consider in this article are of the Von Neumann measurement type, which includes a set of one-dimensional projection operators with sum up to the identity $\sum_j \Pi^j_B = I$. Projection operators $\{\Pi^j_B\}$ describe a von Neumann measurement for one of the subsystems only. In general, operators $\{\Pi^j_B\}$ may be defined as a variational form

$$\Pi^j_B \equiv R(\theta^j)$$

(28)

In the next step, a von Neumann measurement applies to one of the subsystems only that is defined in Eq.(28). These parameter gates can be implemented using single-qubit gates in the quantum circuit. These two-step implement in a quantum computer, based on the measurement results in a quantum computer, the classical computer computes new parameters by using optimization methods and sent to the quantum computer. The last three steps are repeated until quantity $S(\rho_{AB}|\{\Pi^j_B\})$ converges.

### 3.1 Optimization via Gradient Descent

Within the context of hybrid quantum-classical algorithms, gradient descent optimizers require measuring the expectation values of parameterized quantities in quantum circuits. Here to use a gradient-based approach for our algorithm, we can write the cost function as:

$$S(\rho_{AB}|\{\Pi^j_B(\tilde{\theta})\}) := \sum_j p_j S(\rho_j(\tilde{\theta})),$$

(29)

where $\tilde{\theta}$ is variational parameters and the partial derivative of this cost function with respect to $\tilde{\theta}$ is

$$\frac{\partial S(\rho_{AB}|\{\Pi^j_B(\tilde{\theta})\})}{\partial \tilde{\theta}} = \sum_j p_j \{-Tr(\frac{\partial \rho_j(\tilde{\theta})}{\partial \tilde{\theta}} \log_2 \rho_j(\tilde{\theta}) + \frac{\partial \rho_j(\tilde{\theta})}{\partial \tilde{\theta}})\}. $$

(30)

Therefore, using Eq.(30) for parameters $y_k$ ($k = 1, 2, 3$) and $r$, we can evaluate the gradient descent of $S(\rho_{AB}|\{\Pi^j_B(\tilde{\theta})\})$ directly and use a iteration as follows

$$\theta^{(t+1)}_k = \theta^{(t)}_k - \eta \sum_j p_j \{-Tr(\frac{\partial \rho_j(\tilde{\theta})}{\partial \theta_k} \log_2 \rho_j + \frac{\partial \rho_j(\tilde{\theta})}{\partial \theta_k})\};$$
to minimize the cost function.

Let us now outline the main steps in our algorithm to calculate quantum discord:
(i) we prepare the density matrix $|\rho\rangle$ on the quantum computer.
(ii) Then, we apply the von Neumann measurement to one of the subsystems according to initial parameters, and then measure the entropy values.
(iii) we use the gradient-descent based method to optimize parameters and then determine the new values of parameters.
(iv) Iterate this procedure until convergence in the value of the parameters and find the best measurement based on minimum entropy.

4 Numerical examples

We simulate our algorithm on the family of states $\rho = \frac{1}{4}(I + \sum_{j=1}^{3} c_j \sigma_j \otimes \sigma_j)$, where $c_j$ are real constants and $\sigma_j$ are Pauli matrix’s. These state’s in general form called X-state and quantum discord derive explicitly expressions for them [16,29]. In the first example, we consider the Werner state [57]

$$\rho = a|\psi^+\rangle\langle\psi^+| + \frac{1-a}{4}I$$

(31)

where $|\psi^+\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle)$ is an entangled bell state and $0 \leq a \leq 1$. The output of the VHQC algorithm compared it to exact quantum discord and classical correlation as shown in Fig.2.
Figure 2: Quantum discord and classical correlation by exact (blue dash line) values and our algorithm (orange dot) over a range of parameters \( \{a\} \) for Werner state Eq. (31). The error of our method is less than \( 5 \times 10^{-6} \) for all parameters \( \{a\} \).

In the second example we consider the state

\[
\rho = \frac{1}{3}[(1 - a)|00\rangle\langle 00| + |\psi^+\rangle\langle \psi^+| + a|11\rangle\langle 11|]
\]

(32)

where \( |\psi^+\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle) \) is an entangled bell state and \( 0 < a \leq 1 \). Similar to the previous example output of VHQC algorithm compared it to exact quantum discord and classical correlation as shown in Fig. [3].
Figure 3: Quantum discord and classical correlation by exact (blue line) values and our algorithm (orange dot) over a range of parameters \( \{a\} \) for state Eq. (32). Error of our method is less than \( \approx 10^{-8} \) for all parameters \( \{a\} \).

Also, we propose a schematic of our VHQC algorithm used in the previous two examples shown in Fig. [4]. Dash box connecting to employ hybrid algorithm on a quantum computer.
Figure 4: A schematic of our VHQC that applied for examples. U stands for general operators \( \{B_j\} \), M stands for measurement, S stands for entropy, and O is used for the optimization of parameters in classical computers. Operations inside the dashed box are implemented in quantum computers.

In the last example let us consider a random state discussed in Ref. [58]

\[
\rho = \begin{pmatrix}
0.437 & 0.126 + 0.197i & 0.0271 - 0.0258i & -0.247 + 0.0997i \\
0.126 - 0.197i & 0.154 & -0.0115 - 0.0187i & -0.0315 + 0.170i \\
0.0271 + 0.0258i & -0.0115 + 0.0187i & 0.0370 & 0.00219 - 0.0367i \\
-0.247 - 0.0997i & -0.0315 - 0.170i & 0.00219 + 0.0367i & 0.372
\end{pmatrix}
\]  

we then perform a projective measurement on subsystem B and using the VHQC algorithm, the minimum of conditional entropy was obtained as 0.24 which is compatible with the value obtained for conditional entropy in Ref. [33].

5 Conclusions

We have proposed a VHQC quantum algorithm under NISQ devices to find the best measurement operator and then calculated the classical and correlations of a quantum system. We used the density matrix-vector to prepare the states, and then we were able to measure the quantum discord using the classical optimization method. We then numerically have tested the performance of our algorithm at finding quantum correlations of families of some quantum mixed states. The results of our algorithm have compatible with the exact calculation.
**Appendix I**

Python code for measuring the expectation values of parameterized quantities in quantum circuit.

```python
from qutip import *
import numpy as np
from numpy import *
from math import *
from random import *
from scipy.optimize import *
from scipy import optimize
import random

""
Within the context of hybrid quantum-classical algorithms, gradient descent optimizers require measuring the expectation values of parameterized quantities in quantum circuits. Here to used a gradient-based approach for our algorithm.
""

""
define basis of two qubit system
""
ket0 = basis(2,0)
ket1 = basis(2,1)
ket00 = tensor(ket0,ket0); ket01 = tensor(ket0,ket1);
ket10 = tensor(ket1,ket0); ket11 = tensor(ket1,ket1);

angle = np.linspace(0.0, 2*np.pi, 100)

""
define von Neumann measurement
""
def R(theta,n_x,n_y,n_z):
    r=(cos(theta/2)-1j*n_z*sin(theta/2))*ket0*ket0.dag() -
    -(1j*(n_x-1j*n_y)*sin(theta/2))*ket0*ket1.dag() -
    -(1j*(n_x+1j*n_y)*sin(theta/2))*ket1*ket0.dag()
```

15
(\cos(\theta/2)+1j*n_z*\sin(\theta/2)) * \text{ket1*ket1.dag()}
return r

def B1(\theta,n_x,n_y,n_z):
b1=(\cos(\theta/2)^2 + n_z^2*\sin(\theta/2)^2) * \text{ket0*ket0.dag()}
+(1j*(n_x-1j*n_y)*\sin(\theta/2)*\cos(\theta/2)
-1j*n_z*\sin(\theta/2)) * \text{ket0*ket1.dag()}
-(1j*(n_x+1j*n_y)*\sin(\theta/2)*\cos(\theta/2)
+1j*n_z*\sin(\theta/2)) * \text{ket1*ket0.dag()}
+((n_x^2+n_y^2)*\sin(\theta/2)^2)*\text{ket1*ket1.dag()}
return b1

def B2(\theta,n_x,n_y,n_z):
b2=(\cos(\theta/2)^2 + n_z^2*\sin(\theta/2)^2) * \text{ket1*ket1.dag()}
-(1j*(n_x-1j*n_y)*\sin(\theta/2)*\cos(\theta/2)
-1j*n_z*\sin(\theta/2)) * \text{ket0*ket1.dag()}
+(1j*(n_x+1j*n_y)*\sin(\theta/2)*\cos(\theta/2)
+1j*n_z*\sin(\theta/2)) * \text{ket1*ket0.dag()}
+((n_x^2+n_y^2)*\sin(\theta/2)^2)*\text{ket0*ket0.dag()}
return b2

""
define density matrix, Here for simplicity, we set a=1"
"
rho=0.25*\text{ket00*ket00.dag() + 0.25*ket00*ket11.dag()}
+0.25*ket01*ket01.dag() +0.25*ket01*ket10.dag()
+0.25*ket10*ket01.dag() +0.25*ket10*ket10.dag()
+0.25*ket11*ket00.dag() +0.25*ket11*ket11.dag()

""
parametric states""

def P1(\theta,n_x,n_y,n_z):
p1=1/(\text{tensor(qeye(2),B1(\theta,n_x,n_y,n_z))}.tr() * \text{tensor(qeye(2),B1(\theta,n_x,n_y,n_z))})*\rho*\text{tensor(qeye(2),B1(\theta,n_x,n_y,n_z))}
return p1
def P2(theta, n_x, n_y, n_z):
    p2 = 1/(tensor(qeye(2), B2(theta, n_x, n_y, n_z))).tr() * tensor(qeye(2), B2(theta, n_x, n_y, n_z)) * rho * tensor(qeye(2), B2(theta, n_x, n_y, n_z))
    return p2

'define conditional entropy'
def S(theta, n_x, n_y, n_z):
    p1 = 1/(tensor(qeye(2), B1(theta, n_x, n_y, n_z))).tr() * tensor(qeye(2), B1(theta, n_x, n_y, n_z)) * rho * tensor(qeye(2), B1(theta, n_x, n_y, n_z))

    p2 = 1/(tensor(qeye(2), B2(theta, n_x, n_y, n_z))).tr() * tensor(qeye(2), B2(theta, n_x, n_y, n_z)) * rho * tensor(qeye(2), B2(theta, n_x, n_y, n_z))

    s = 1/(tensor(qeye(2), B1(theta, n_x, n_y, n_z))).tr() * entropy_vn(p1) + 1/(tensor(qeye(2), B2(theta, n_x, n_y, n_z))).tr() * entropy_vn(p2)
    return s

'Optimization step'
list3 = []
list4 = []
list5 = []

for i in range(100):
    t = uniform(0, 1)
    y = uniform(0, 1)
    z = uniform(0, 1)
    if t**2 + y**2 + z**2 == 1:
        continue
    list3.append(t)
    list4.append(y)
    list5.append(z)

for theta, n_x, n_y, n_z in zip(angle, list3, list4, list5):
    initial_guess = [0, 0, 0, 0]
    res = minimize(S, initial_guess, method='Nelder-Mead', options={'xtol': 1e-8, 'disp': True})
    print(res.x)
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