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Large collections of coupled, heterogeneous agents can manifest complex dynamical behavior presenting difficulties for simulation and analysis. However, if the collective dynamics lie on a low-dimensional manifold then the original agent-based model may be approximated with a simplified surrogate model on and near the low-dimensional space where the dynamics live. Analytically identifying such simplified models can be challenging or impossible, but here we present a data-driven coarse-graining methodology for discovering such reduced models. We consider two types of reduced models: globally-based models which use global information and predict dynamics using information from the whole ensemble, and locally-based models that use local information, that is, information from just a subset of agents close (close in heterogeneity space, not physical space) to an agent, to predict the dynamics of an agent. For both approaches we are able to learn laws governing the behavior of the reduced system on the low-dimensional manifold directly from time series of states from the agent-based system. These laws take the form of either a system of ordinary differential equations (ODEs), for the globally-based approach, or a partial differential equation (PDE) in the locally-based case. For each technique we employ a specialized artificial neural network integrator that has been templated on an Euler time stepper (i.e. a ResNet) to learn the laws of the reduced model. As part of our methodology, we utilize the proper orthogonal decomposition (POD) to identify the low-dimensional space of the dynamics. Our globally-based technique uses the resulting POD basis to define a set of coordinates for the agent states in this space, and then seeks to learn the time evolution of these coordinates as a system of ODEs. For the locally-based technique, we propose a methodology for learning a partial differential equation representation of the agents; the PDE law depends on the state variables and partial derivatives of the state variables with respect to the model heterogeneities. We require that the state variables are smooth with respect to the model heterogeneities, which permits us to cast the discrete agent-based problem as a continuous one in heterogeneity space. The agents in such a representation bear similarity to the discretization points used in typical finite element/volume methods. As an illustration of the efficacy of our techniques, we consider a simplified coupled neuron model for rhythmic oscillations in the pre-Bötzinger complex and demonstrate how our data-driven surrogate models are able to produce dynamics comparable to the dynamics of the full system. A nontrivial conclusion is that the dynamics can be equally well reproduced by an all-to-all coupled as well as by a locally coupled model of the same agents.

Interacting agents can be used to model a diverse class of dynamic behaviors; they are typically comprised of a collection of individual agents, a set of rules or laws governing the interactions of the agents, and an interaction topology that links the agents together. The interactions may be deterministic or stochastic in nature and could be based on simple heuristics or detailed rules. The versatility of agent-based models has contributed to their broad appeal across disciplines such as disease outbreaks and response, city parking, the modeling of urban sprawl, the assessment of the impacts of shared autonomous vehicles, finance, social interaction, and the evaluation of changes in flood risk caused by climate change to name a few. This paper discusses alternative, data-driven ways to obtain reduced models of the agent behavior.

I. INTRODUCTION

It is well-known that even simplistic agents can, through their interactions engender complex behaviors; the process is sometimes referred to as emergence, as the behaviors “emerge” from the interactions among the agent. The high-dimensionality of the agent system can impede simulation and analysis. Historically, it has been a challenge to find reduced descriptions of these complex systems, a process known as coarse-graining, and this remains an open area of research in complex system analysis. Coarse-grained descriptions strive to find new variables with which to summarize the collective dynamics of the agents, such as the momentum and density fields used in fluid mechanics or concentrations, temperatures and pressures in thermodynamics. These coarse variables can then be used to construct simplified reduced order surrogate models of the dynamics, typically as systems
of ordinary or partial differential equations, to facilitate simulation and analysis. The coarse variables themselves may be derived analytically, such as in kinetic theory and statistical mechanics, defined empirically, or found through a variety of data-driven techniques including proper orthogonal decomposition (POD), POD-Galerkin, deep manifold Galerkin, and manifold learning techniques.

In the case of coupled oscillator models, the coarse variables may take the form of a set of order parameters which provides a global or macroscopic description of the dynamics, for instance the level of clustering of the oscillators. If an order parameter description is insufficient, one may instead consider a description in terms of continuous fields, such as the oscillator density distribution. If the dynamics exhibit an underlying low-dimensional structure, such as an inertial manifold, then it may be possible to derive the evolution equations of the order parameter(s) or the field(s) analytically. A major drawback of the analytical approach is that it is typically limited to special cases and requires considerable effort and insight, if it is possible at all (see for a review of analytical mean-field reductions). As an alternative to the analytical approach, we instead propose a data-driven methodology for identifying approximations of the temporal evolution of the reduced dynamics with machine learning (ML) techniques, specifically artificial neural networks. Such a methodology offers a generalized approach to coarse-graining agent-based systems that could be utilized when analytical techniques are infeasible or unavailable.

Data-driven nonlinear system identification is an established field that is currently experiencing a resurgence of interest in the literature, particularly with regards to the data-driven identification and solution of partial differential equations. With regards to agent-based systems, data-driven techniques for learning both interaction laws as well as order parameters from system trajectories have been demonstrated. In this paper we endeavor to extend these data-driven model reduction techniques to coupled agent-based systems with a focus on coupled oscillator systems in particular. We consider systems with regions of low-dimensional dynamics, for example inertial manifolds, and seek to identify reduced order surrogate models of the dynamics in these regions in a data-driven way. For this purpose we propose two approaches, one global in nature and the other local.

Both of our approaches take advantage (one crucially, the other only for filtering) of the proper orthogonal decomposition technique (POD) to define the low-dimensional manifold on which our surrogate models operate from time series of agent states. Our global approach uses the POD basis to construct a set of coordinates for this low-dimensional manifold and then learns the system of ordinary differential equations governing the temporal evolution of these coordinates with a neural network integrator (in effect, a ResNet). This type of model reduction bears a resemblance to our previous coarse-graining work with polynomial chaos basis functions (instead of PODs, for the spatial description).

For our local approach we treat the state variable(s) of the agents as continuous field(s) defined over the agents’ heterogeneities; here the agents act as discretization points of the field(s). We learn the temporal evolution of the field(s) as a partial differential equation written in terms of the partial derivatives of the field(s) with respect to the heterogeneities. Here, we use the POD basis to define a filter for the high wavenumber components of the solution, in order to prevent the learned dynamics from leaving the low-dimensional space in which the true dynamics live. During integration of the learned PDE this filter provides stability to the solution and can be viewed as analogous to the concept of hyperviscosity used in computational fluid dynamics simulations. For each of these approaches the reduced order surrogate model describes the dynamics on and near the underlying low-dimensional manifold of the original system dynamics, which permits the reduced models to be used for coarse-grained simulation and analysis tasks, potentially providing a new understanding of the original system and its dynamics.

The remainder of this paper is organized as follows. In Section II A we introduce a simplified model of coupled Hodgkin-Huxley neurons which serves as our example agent-based system with which we demonstrate our model reduction methodology. In Section II B we describe our neural network integrator architecture, followed by the method of proper orthogonal decomposition in Section II C. Our globally-based model reduction technique is presented in Section III with Section III D discussing techniques for reconstructing the dynamics of higher POD modes. Section IV focuses on our locally-based model reduction technique where we learn an effective partial differential equation representation of a coupled oscillator model. We show how such a model can be constructed from subsampled data in Section IV C. Finally, we conclude with a summary of our results and a brief discussion in Section V.

II. BACKGROUND

The goal of this paper is to provide a data-driven framework for both globally and locally-based model reductions of interacting agent-based problems. In this section, we introduce our example system and describe the data-driven techniques that are employed for the model reduction methodology.

A. A Simplified Hodgkin-Huxley Model

We consider a simplified model for the rhythmic oscillations of the bursting neurons found in the pre-Bötzinger complex. This particular model is a cutdown version of the realistic model proposed by Butera et al. and describes the slow transitions between the windows of bursting and quiescence. It involves a membrane potential $V_i$, and a channel state $h_i$, related to the inactivation of persistent sodium, for each neuron $i$. The time evolution of each neuron is governed
by the following ordinary differential equations

\[
\begin{align*}
C_i \frac{dV_i}{dt} &= -g_{Na}(V_i - V_{Na}) - g_l(V_i - V_l) + I^i_{syn} + I^i_{app}, \\
\frac{dh_i}{dt} &= \frac{h_i(V_i) - h_i}{\tau(V_i)},
\end{align*}
\]

for \( i = 1, \ldots, N \). The neurons are coupled through a synaptic current \( I^i_{syn} \) with a symmetric adjacency matrix \( A \),

\[
I^i_{syn} = \frac{g_{syn}(V_{syn} - V_i)}{N} \sum_{j=1}^{N} A_{ij} s(V_j).
\]

The membrane potential \( V_i \) incorporates both a persistent sodium current, with parameters \( g_{Na} \) and \( V_{Na} \), and a passive leakage current, parametrized by \( g_l \) and \( V_l \), represented by the first and second terms of the right hand side of the membrane potential equation Eq. 1, respectively. The synaptic communication acts through the function \( s \), while the functions \( \tau, h, m \) are standard functions used in the Hodgkin-Huxley formalism:

\[
\begin{align*}
s(V) &= \frac{1}{1 + \exp(-(V + 40)/5)}, \\
\tau(V) &= \frac{1}{\varepsilon \cosh((V + 44)/12)}, \\
h_m(V) &= \frac{1}{1 + \exp((V + 44)/6)}, \\
m(V) &= \frac{1}{1 + \exp(-(V + 37)/6)}.
\end{align*}
\]

We consider an all-to-all coupled network of \( N = 128 \) oscillators (although the particular network topology is not crucial for the success of our methodology) that includes self coupling, \( A_{ij} = 1 \forall i, j \), and select model parameters of: \( C = 0.21, g_{Na} = 2.8, V_{Na} = 50, g_l = 2.4, V_l = -65, g_{syn} = 0.3, V_{syn} = 0, \) and \( \varepsilon = 0.1 \). It has been observed that with these parameters, this coupling, and the applied currents \( I^i_{app} \) uniformly distributed over the interval \([15, 24]\) the oscillators synchronize, and eventually settle on a limit cycle solution after an initial transient. However, due to the heterogeneity present in \( I^i_{app} \), the oscillators trace out unique orbits in \((V, h)\) phase space (Fig. 1(a)). Furthermore, on the limit cycle the values of \( V_i \) and \( h_i \) smoothly vary with the heterogeneity \( I^i_{app} \) as depicted by Fig. 1(b, c). This allows us to consider \( V \) and \( h \) as functions of the heterogeneity on and near the limit cycle (Fig. 2). As we will show, the smoothness of the state variables with respect to the heterogeneity combined with the low-dimensionality of the limit cycle behavior allows us to achieve both global and local model reductions.

B. Neural Network Based Integrator

Renowned for their expressiveness and generality, artificial neural networks have become a standard part of nonlinear modeling with widespread use throughout areas as varied as medical, hyperspectral, and general image classification, regression, social media bot detection, sentence modeling, etc. On the dynamical systems front, neural networks have been utilized for the accurate approximation of functions and their derivatives, system identification and control, and modeling. Myriad neural network architectures have been studied including feedforward networks, recurrent networks, multistep networks, long short-term memory networks, and physics informed/guided network along with specialized training techniques, such as gradient norm clipping.

We utilize a neural network inspired by (tempolated on) an explicit integration scheme architecture to deduce the system dynamic evolution laws from discrete time series data. This approach has been successfully applied to both ordinary differential equations (ODEs) and partial differential equations (PDEs) that have been discretized through a method of lines approach. This method works by approximating the time derivative of the system with a feedforward neural network, which is then incorporated into a larger network templated on an integrator. An example of this approach with an Euler scheme is illustrated in Fig. 3(a, b) for ODEs and PDEs respectively. These neural network integrators are trained by providing input-output pairs, consisting of points \((u(t), u(t + \Delta t))\) for ODEs or profiles \(((u(x, t), v(x, t)), (u(x, t + \Delta t), v(x, t + \Delta t)))\) for PDEs, where \( x \) is the spatial coordinate(s) of the time-dependent profiles (as we will later show the heterogeneities of the model form the “space”). By training an integrator to accurately produce the output as a function of the input, part of the network, the neural sub-network, learns an approximation of the time derivative of the system. This sub-network is a surrogate model which can be easily evaluated on out-of-sample states and, after training, can be provided to typical time stepper algorithms to produce an approximation of the system flow that closely matches the ground truth. Careful consideration of both the template and the time step \( \Delta t \) of the neural network integrator is important to ensure a meaningful approximation. The length of the time step directly affects the accuracy of the learned time derivative, and should ideally be selected short enough to provide an accurate approximation of the dynamics, while the choice of the integration template determines the accuracy order. This is because the sub-network of the integrator learns a time derivative that matches the training flow when integrated using the integration scheme of the selected template. As such, when possible, a scheme should be selected based on its suitability for the particular dynamics of the problem.

While the ODE and PDE neural network integrators have many similarities, they also have two main differences, the first of which is the type of inputs on which they operate. In the ODE case, Fig. 3(a), the inputs take the form of a vector of states \( u(t) \), while for the PDE version, Fig. 3(b), the input states are profiles over the spatial domain \( u(x, t) \) (here one-dimensional for the single heterogeneity \( I^i_{app} \)) and their spatial partial derivatives \( u_t(x, t), u_{xx}(x, t) \), etc. These spatial partial derivatives can be estimated by any standard technique,
FIG. 1. Plots of temporal snapshots of selected \((V, h)\) profiles consisting of 128 oscillators over the limit cycle solution of the system. Each of the snapshots of the system states is colored and the colors are shared between the figures to highlight the behavior over time. The profiles are presented three ways: (A) as profiles in \((V, h)\) space with a subset of the oscillators highlighted with diamonds and their corresponding trajectories included in grey, (B) as \(V\) profiles over the \(I_{\text{app}}\) domain, (C) and as \(h\) profiles over the \(I_{\text{app}}\) domain.

FIG. 2. Spacetime plots of the state variables \((V, h)\) over the \(I_{\text{app}}\) domain, colored by the respective state variable.

such as finite differences or spectral methods, with the choice ultimately being problem dependent. One of the challenges of the use of spatial partial derivatives for the PDE model is the selection of the features (i.e. how many spatial derivatives should be included in the model). Fortunately, there are a variety of feature selection techniques available for this purpose, such as Gaussian process regression with automatic relevance determination (ARD), and diffusion map based methods.

The second difference lies in the hidden layers and output layers used for the sub-network contained in each neural network integrator. The objective of the ODE sub-network is to predict the time derivatives as a function of all of the states (ODE variables), a multivariate regression problem that fits the classical description of a fully connected neural network. Thus, the hidden layers for the ODE integrator are composed of a dense layer followed by a batch normalization layer to aid training, and a ReLU activation. For the output layer we simply use a dense layer with a linear activation. The PDE sub-network has a similar objective to the ODE network, but vastly different inputs. Here the inputs consist of profiles of the state variables and their respective spatial partial derivatives. Because the goal of the PDE network is to learn a PDE that is valid over the entire domain, the sub-network must learn the same function for each input profile and for each point of the profile (the output of the function can vary over the different inputs, but the function itself must be the same). This problem exhibits similarities to image recognition problems, which use convolutional kernels to encode translationally invariant features. Building on this idea, we construct the hidden layers of the PDE integrator with a one-dimensional convolutional layer with a kernel size of one followed by a batch normalization and a ReLU activation. This construction builds the translational invariance requirement of the PDE into the model while taking advantage of highly optimized image processing libraries (we note that this construction is formally equivalent to looping over the input points with a dense network). For the output layer we use a final one-dimensional convolutional layer with a kernel size of one and a linear activation. To the best of our knowledge this technique was first used for approximating nonlinear PDEs by our group in 1998 following the original shift-invariant neural network pattern recognition architecture and before the term “convolutional neural networks" became established. The expressiveness of the ODE (PDE) integrator can be increased through the addition of more hidden layers and/or additional neurons (filters) in each dense (convolutional) layer. In the following sections, we utilize these neural network integrators to learn ODE and PDE approximations of the dynamics of our coupled neuron model Eq. 1 near and on its limit cycle.

C. Proper Orthogonal Decomposition (POD) and Filtering

Invented by Karl Pearson in 1901 and further refined by Hotelling in 1933, the principal component analysis method and its analogs go by many names, such as the proper orthogonal decomposition method, Karhunen-Loève transform/decomposition, and singular value decomposition. The principal component analysis method defines an orthogonal linear transformation that results in a new coordinate system such that the new coordinates are uncorrelated and ranked in order of decreasing variance. This method is particularly valuable when most of the variation of the transformed data is
due to variations in only a few of the new coordinates. When this is the case, the dimensionality of the original data set can be reduced by keeping only a limited number of the new coordinates.

1. Covariance Method

One method for computing the PCA transformation is through the eigendecomposition of the covariance matrix of the data. Consider a vector \( \mathbf{X} \in \mathbb{R}^p \) consisting of \( p \) coordinates \((x_1, \ldots, x_p)\), where each coordinate is a feature. For \( N \) such samples we define the \( p \times N \) observation matrix as \([X_1 \cdots X_N]\). In order to prepare the data for principal component analysis, the observation matrix must be put into mean-deviation form.

The sample mean of the observation vectors is defined as

\[
M = \frac{1}{N}(X_1 + \cdots + X_N). \tag{7}
\]

Subtracting the sample mean from each observation vector centers the data around the origin and produces an observation matrix with zero sample mean. For \( i = 1, \ldots, N \) let

\[
\hat{X}_i = X_i - M. \tag{8}
\]

Then the \( p \times N \) matrix \( B \) is the mean-deviation form of the observation matrix,

\[
B = [\hat{X}_1 \cdots \hat{X}_N]. \tag{9}
\]

We define the \( p \times p \) covariance matrix \( S \) as

\[
S = \frac{1}{N-1}BB^T. \tag{10}
\]

The normalized eigenvectors of \( S \) are the principal components of the data and define the orthogonal transformation according to

\[
Y = P^T \hat{X}, \tag{11}
\]

where \( Y \) is the \( p \times n \) matrix of new coordinates and \( P = [u_1 \cdots u_p] \) is the matrix of eigenvectors \( u_1, \ldots, u_p \) (the principal components) of \( S \). The PCA transformation preserves the variance of the data set with the variance of \( y_i \) given by the corresponding eigenvalue \( \lambda_i \). The quotient \( \lambda_i / \sum \lambda_i \) measures the fraction of the total variance explained by \( y_i \) and provides a method for determining the important coordinates for dimensionality reduction.

2. POD Filtering

The dimensionality reduction properties of the PCA transform make it amenable to use as a data filter. We begin by considering a data set \( \hat{X} \) in mean-deviation form for which we have the principal components \( P \). We transform the data set into the PCA/POD coordinates \( Y \) according to transformation Eq. (11). We then select a reduced set of the PCA coordinates \( y_1, \ldots, y_j, j < p \), to retain (the first \( j \) columns of \( Y \)), as one would do for dimensionality reduction, and zero out the values of the remaining coordinates \( y_{j+1}, \ldots, y_p \) (columns of \( Y \)), producing \( Y_{\text{reduced}} \). Finally, we transform the reduced data back to the original coordinates with the inverse transform and define the result of this process as the POD filtered.
data $\bar{X}$,

$$\bar{X} = PY_{\text{reduced}}. \tag{12}$$

The POD filter removes the contributions of the higher POD/PCA modes from the data leaving low-dimensional data in the original data space. In the following sections we make use of this filter to confine dynamical data to a low-dimensional subspace.

III. A GLOBAL ML APPROACH TO SPATIOTEMPORAL MODELING

In this section we introduce a methodology for what we refer to as a globally-based model reduction technique. This technique utilizes the proper orthogonal decomposition method to derive a set of POD modes $\{u_j(l^t_{\text{app}}) \in \mathbb{R}^2 | i = 1, \ldots, N, j = 1, \ldots, 2N\}$, which is used to transform the original system of $N$ coupled oscillators (indexed by $i$) each with 2 states $(V, h)$ into an equivalent system of the $2N$ coefficients $c_j(t)$ of the POD mode representation of the states,

$$(V(l^t_{\text{app}}, t), h(l^t_{\text{app}}, t)) = \sum_{j=1}^{2N} c_j(t) u_j(l^t_{\text{app}}). \tag{13}$$

The behavior of this new system is described by a, possibly nonlinear, system of ODEs

$$\frac{dc}{dt} = f(c(t)). \tag{14}$$

This system governs the time evolution of the POD coordinates $c(t)$, the coefficients of the POD decomposition of the oscillator states, which can be learned through the artificial neural network integrator technique described in Section II B. To the best of our knowledge, the first time this approach was used to identify spatially distributed dynamical systems from (experimental) spatiotemporal data was by our group in 1993.

If the original system features low-dimensional dynamics, then the dimensionality of the transformed system can be reduced by discarding all but a select few of the POD coordinates, where the exact number to retain depends on the dimensionality of the dynamics and the desired level of accuracy of the reduced model. This technique acts globally in the sense that the resulting laws of the reduced system depend on the entire ensemble of oscillators, more precisely on the POD mode decomposition of their profiles, and thus the evaluation of a future state requires global information about the current state.

There is an important distinction to make. If the number of POD modes retained is sufficient to completely span the spatiotemporal data, then this approach “learns” the POD-Galerkin equation right-hand-side. If, however, the number of POD modes retained is not enough to accurately span the data, but enough to parameterize the system’s inertial manifold (in the spirit of what Foias and coworkers called “determining modes,” then what is learned is an approximate inertial form. This has been discussed, for example, in 1993.

A. An Illustrative Example: Coupled Neuron Model

We consider the simplified coupled neuron model described in Section II A as an example of a biological coupled-agent model with low-dimensional behavior and use it to showcase our model reduction methodology described above. We study a system of $N = 128$ oscillators with heterogeneity $l_{\text{app}}$ uniformly distributed over $[15, 24]$, and the coupling and model parameters described in Section II A. This system is integrated in time with Scipy’s Runge-Kutta integrator (the RK45 solver of the integrate.solve_ivp library) until it converges to the limit cycle solution depicted in Fig. 1 at which point we collect 5000 time snapshots of the dynamics. Each snapshot is an element of $\mathbb{R}^{256}$ and is formed by concatenating the 128 $V_j$ values of the oscillators to the corresponding 128 $h_j$-values at a given time. We select the times such that the snapshots cover the entire limit cycle (Fig. 4). As these snapshots serve to define the low-dimensional dynamics of the system it is important to have enough to adequately sample the low-dimensional manifold.

B. Finding the POD Modes

Before applying the proper orthogonal decomposition transformation, we normalize the snapshot data on a per dimension basis by subtracting the mean and dividing by the standard deviation in order to remove the influence of the differences in scale between the two state variables (see, for example, the axes in Fig. 4). The POD transformation produces an equivalent system defined in terms of the coordinates of the POD modes, which together form a basis for the ambient 256-dimensional space. Because this high-dimensional
system is intrinsically low-dimensional in the vicinity of the limit cycle its behavior can be adequately approximated with only a few of the POD modes. As Fig. 3(a) depicts, the fraction of the total variance of the data explained by a reduced set of POD modes increases rapidly with additional modes and plateaus at 4 modes, which are sufficient to explain 99% of the variance of the original data. The first 8 POD modes themselves are plotted over the oscillator heterogeneity $I_{app}$ in Fig. 3(b), which illustrates that higher modes correspond to higher wavenumber dynamics.

While the high wavenumber modes only account for a small fraction of the variance of the data, they are nonetheless required for a highly accurate representation of the system states. As we illustrate in Fig. 6, 8 POD modes are needed for an accurate reproduction of states on the limit cycle. Nevertheless, this transformation furnishes an 8-dimensional reduction of the original 256-dimensional system.

C. Learning the POD ODEs

We consider 8 POD modes as sufficient for our desired accuracy and seek to learn laws governing their time evolution. These laws will take the form of a system of 8 ODEs with one ODE for each POD coordinate. To this end we construct an artificial neural network integrator based on an Euler time stepper (Fig. 3(a)). This neural network takes states and produces new states at time $t + \Delta t$. By training this network to accurately reproduce a state at a later time $t + \Delta t$ from an initial state $c(t)$, part of the network learns an approximation for the time derivative of the system, and hence the law governing the time evolution of the system.

We seek to apply this method to the POD system, but need input-output pairs of data $(c(t), c(t + \Delta t))$ to train the neural network. As we desire stability not only on, but also near the limit cycle, we perturb points off the limit cycle and collect pairs of data from long trajectories as they are attracted back to the limit cycle under the true system dynamics (Eq. 1). Consider the set of 5000 snapshots used to compute the POD modes, depicted in Fig. 4. We apply the POD transformation to these points to produce a set of initial points in POD space. In order to sample this space, we add uniformly randomly distributed perturbations over $-\text{std}(\text{POD}_i)/2, \text{std}(\text{POD}_i)/2$ to these points for each of the 8 POD modes that we plan to retain, where $\text{std}(\text{POD}_i)$ is the standard deviation of POD coordinate $i$ over the set of 5000 initial points, yielding the set of perturbed points illustrated in Fig. 7. Each of these 5000 perturbed points is then transformed back to $(V, h)$ profiles and integrated forward in time from $t = 0$ to $t = 5$ to produce a trajectory which is sampled at 500 evenly spaced times (see Fig. 7). This process results in a set of 2,500,000 initial $(V, h)$ snapshots, which are each integrated for $\Delta t = 10^{-4}$ to produce final snapshots. The time step, $\Delta t$, was selected small enough to ensure an accurate approximation of the time derivative from the flow data. Transforming these initial and final $(V, h)$ profiles to POD space and discarding all but the first 8 modes results in a set of initial points $c(t)$ and final points $c(t + \Delta t)$, which together makeup the training data set.

We use Tensorflow to construct our neural network, which consists of 11 hidden layers each comprised of a dense layer with 128 neurons followed by a batch normalization layer and a ReLU activation non-linearity. The dense layer kernels are initialized with a uniform Glorot initializer and the biases are initialized to zero. A weighted mean squared error loss is used to compare the predicted output $\hat{c}(t + \Delta t)$ to the ground truth $c(t + \Delta t)$, where the weight accounts for differences in scale between the output coordinates. The weight is defined as $1/\text{std}(c)$, where the standard deviation is computed over each dimension of the training data separately. The network is trained with Tensorflow’s Adam optimizer for 250 epochs with 10% of the training data (the training trajectories) set aside as validation data to verify that overfitting has not occurred. The hyperparameters of the network were tuned through trial and error.

As a comparison between the reduced system and the full system, we pick a point on the limit cycle and integrate forward in time with both the neural network approximation of the time derivative (in POD space) and the full model equations (Eq. 1) (in $(V, h)$ space) using Scipy’s Runge-Kutta integrator. In order to compare the full system to the reduced approximation meaningfully, we project the full system states onto the 8 POD modes used for the low-dimensional approximation to produce time series of each of the 8 POD coordinates. These time series are compared in Fig. 8 which depicts near perfect agreement between the coarse-grained approximation and the full system on these 8 modes. The phase portraits shown in Fig. 9 similarly illustrate close agreement between the learned dynamics and the true dynamics on these 8 modes and furthermore suggest that the learned system exhibits a limit cycle that lies close to the limit cycle of the full system.

Finally, we briefly address the stability of the POD approximation. Some degree of stability is already demonstrated by the fact that the POD system is stable under integration and exhibits limit cycle behavior that closely resembles the full system. However, we further illustrate the stability of the learned system by integrating 100 trajectories from initial points that have been randomly selected from the starting points of the data collection trajectories used in the generation of the training data set (the first point of one of the red trajectories seen in Fig. 7). The result of this experiment is depicted in Fig. 10 where we plot the perturbed trajectories in POD space alongside the long-term behavior of the neural network approximation and the full system. The perturbed trajectories in black are observed to be attracted to the neural network approximation of the limit cycle in red, which closely matches the truth in blue.

D. An Approximate Inertial Form: Reconstructing Higher POD Modes

Even in cases where the number of POD modes retained is fewer than required to span the space of the spatiotemporal data, it may still be the case that the modes parametrize the
FIG. 5. (A) The total variance explained by the POD modes as a function of the number of modes retained. The amount of additional variance captured by each mode greatly decreases after the second mode and reaches a plateau by the fourth. (B) The first 8 POD modes computed from the time snapshot data. The modes are separated into a $V$ (colored in blue) and $h$ (colored in orange) part and are plotted with respect to the oscillator heterogeneity $I_{app}$.

FIG. 6. A comparison between different filtered versions of the limit cycle states. The absolute error between the data filtered to 4 POD modes and the truth exhibits noticeable deviations as well as fluctuations that are not present in the truth. Filtering with 8 POD modes greatly diminishes the magnitude of the errors.
FIG. 7. Depictions of phase portraits of the first 8 POD modes; the initial points corresponding to the limit cycle and their perturbations are shown in blue and orange respectively. The perturbed points were generated by adding uniformly randomly distributed noise over the interval \([-\text{std}(\text{POD}_i)/2, \text{std}(\text{POD}_i)/2]\) for each POD coordinate \(i\). A subset of the data collection trajectories are illustrated in red, with the 500 sample points gathered along each of these trajectories marked by red dots. In the higher modes, the trajectories experience large excursions before being attracted back to the limit cycle.

FIG. 8. Time series of the 8 POD coordinates corresponding to the integration of a shared initial condition with both the full system (solid blue line) and the low-dimensional neural network derived approximation (dashed red line).

FIG. 9. Phase portraits of the long-term behavior of the 8 POD modes corresponding to the neural network system (dashed red line) and the full system (solid blue line). These plots were created by integrating both systems for multiple cycles, to ensure convergence to their respective limit cycles, and plotting the final cycle of each.

FIG. 10. Phase portraits of the 8 POD modes for the approximate neural network system (dashed red line) and the full system (solid blue line). The 100 black curves correspond to trajectories of points that have been perturbed off of the limit cycle and integrated forward in time. The black curves experience large excursions, particularly for the higher POD modes, but are eventually attracted to the limit cycle (see the higher concentration of black curves near the limit cycle approximation in red).
low-dimensional dynamics. If this is the case, then the temporal dynamics of the higher modes can be learned as functions of the lower modes and only the behavior of the leading modes must be learned as part of a reduced model. Such a reduction is called an approximate inertial form. Due to the low-dimensional limit cycle behavior of the Hodgkin-Huxley system, we suspect that it admits an approximate inertial form and so retain only 4 POD modes, fewer than the 8 previously used for an accurate approximation of the system, and attempt to learn the behavior of modes 5-8 as a function of these 4.

To do this, we use a dense neural network to approximate the function from the lower modes (1-4) to the higher modes (5-8). We train this network on limit cycle data of POD modes 1-4 and provide the corresponding 5-8 mode behavior as targets with a mean square error loss. After training, we check the accuracy of the fit by providing time series of POD modes 1-4 on the limit cycle as input, the first 4 modes of the truth shown in Fig. 8, and use the neural network to predict the corresponding time series for modes 5-8. The predicted time series for modes 5-8 are illustrated in Fig. 11 and are comparable to those pictured in Fig. 8, demonstrating that the dynamics of this system admit an approximate inertial form reduction and can be parametrized with only 4 POD modes.

IV. A LOCAL ML APPROACH TO SPATIOTEMPORAL MODELING

In this section we introduce a methodology for a locally-based model reduction technique that seeks to discover a PDE representation of the Hodgkin-Huxley coupled oscillator system. Specifically, we consider PDEs that depend on the system states and spatial partial derivatives of the states according to,

\[
\frac{\partial u}{\partial t} = f(u, \frac{\partial u}{\partial x}, \ldots, \frac{\partial u^n}{\partial x^n}).
\]

(15)

Where the spatial variable \(x\) is the heterogeneity of the model, \(I_{\text{app}}\), for the Hodgkin-Huxley system. Such a representation is inherently local as the time derivative at any given point only depends on points in a neighborhood around the point (i.e. through finite differences) and thus information in a neighborhood is sufficient to predict a future state. In the following section we demonstrate how such systems can be identified with an artificial neural network integrator in a data-driven way. At this point one may ask how we can hope to learn the behavior of a globally coupled system with only local information. The idea here is that much in the same way that time delays can be used to reconstruct dynamical systems, e.g. Takens’ embedding theorem, the spatial derivatives provide observers with which to reconstruct the dynamics on the underlying low-dimensional manifold.

A. Finding a Reduced Space

We consider the same system studied in Section III and collect 2000 time snapshots of the dynamics on the low-dimensional limit cycle, each an element of \(\mathbb{R}^{256}\). We now face the challenge of generating training data for this system. Unlike in the ODE example where each coordinate could be perturbed individually, our data for the PDE consists of profiles over space, which are in general infinite dimensional. However, because we know a priori that the dynamics of this system are low-dimensional, we use the proper orthogonal decomposition technique to filter the dynamics to a low-dimensional space. Following the same procedure as before,
we normalize the snapshot data on a per dimension basis by subtracting the mean and dividing by the standard deviation and then applying the POD dimensionality reduction technique to the normalized data. As we remarked in Section III, we must keep 8 POD modes for a faithful reproduction of the original system dynamics. The POD modes provide a basis for the profiles in the reduced 8-dimensional function space and afford a set of coordinates with which to perturb the profiles.

We generate 2000 uniformly randomly distributed perturbations over \([-\text{std}(\text{POD}_i)/2, \text{std}(\text{POD}_i)/2]\) for each of the 8 POD coordinates \(i\) to produce a set of perturbed points that sample the low-dimensional POD space, similar to the one illustrated in Fig. 7. We map our 2000 time snapshots into the full 256-dimensional POD space and then add these perturbations before mapping back to the \((V, h)\) space (where the Hodgkin-Huxley system is defined) and integrating forward in time from \(t = 0\) to \(t = 5\). By mapping to the full POD space instead of the reduced 8-dimensional space to add our perturbations we retain the higher mode information and ensure that the system is only perturbed in these 8 POD coordinates and not additionally by the loss of the higher modes. We sample these trajectories at 500 evenly spaced times to create a set of 1,000,000 initial points \((V(l_{\text{app}},t), h(l_{\text{app}},t))\) for our neural network integrator. We compute the final points \((V(l_{\text{app}},t+\Delta t), h(l_{\text{app}},t+\Delta t))\) by integrating each initial point for \(\Delta t = 10^{-4}\). Finally, we filter both the initial and final points down to the 8-dimensional POD space to produce the training data set.

B. Learning a PDE

We use Tensorflow to build our neural network integrator, which consists of 4 hidden layers each with a one-dimensional convolutional layer with kernel width one and 128 filters followed by a batch normalization layer and a ReLU activation. The kernels of the convolutional layers are initialized with a uniform Glorot initializer and the biases are initialized to zero. We use a weighted mean squared error between the predicted states \((\hat{V}(l_{\text{app}},t+\Delta t), \hat{h}(l_{\text{app}},t+\Delta t))\) and the true states \((V(l_{\text{app}},t+\Delta t), h(l_{\text{app}},t+\Delta t))\) for the loss, where the weight accounts for the difference in scale between the two variables. A major difference between the neural ODE integrator and the neural PDE integrator is the inclusion of spatial partial derivatives in the PDE integrator. As part of the neural PDE integrator, we include a finite difference layer that computes the spatial partial derivatives of the input states using fourth order accurate centered difference formulas. The maximum order of spatial derivatives to include in the network is a hyperparameter of the model, however we found through experimentation that including up to fifth order derivatives for both \(V\) and \(h\) is sufficient.

A side effect of using centered differences is that their evaluation requires a neighborhood around each point; this in turn limits the time derivatives predicted by the neural network integrator to a reduced region lying inside the interior of the domain of the input. This restriction does not present an issue during training as the network can be trained with any profiles that sufficiently sample the space, even those corresponding to patches of data that are disjoint in both space and time. However, it does appear in the solution of the PDE and is suggestive of the requirement of additional information to define a well-posed PDE. Typically a set of both initial conditions and boundary conditions are required to define a well-posed PDE, so this naturally leads to the question: what should the boundary conditions of a coupled oscillator derived PDE be? Our answer to this question is to set aside portions of ground truth on the edges of the domain. These “corridors of truth” pin the edges of the profiles to prescribed values providing a set of boundary conditions that when combined with initial conditions serve to define a well-posed PDE. We select the corridors wide enough to provide a neighborhood sufficient for the computation of finite difference spatial partial derivatives in the interior region between the corridors.

We train the neural PDE integrator with Tensorflow’s Adam optimizer for 120 epochs, setting aside 10% of the training data as validation to check for overfitting. To assess the quality of our PDE approximation, we select a common initial condition on the limit cycle and integrate both our learned PDE and the detailed ODEs forward in time. Because our neural network has only seen states in the reduced 8 POD mode space, and thus can only make reasonable predictions for these states, it is necessary to filter both the initial condition and the solution after each integration step to this reduced space. Performing the integration produces the space-time plots illustrated in Fig. 12, where the boundary conditions provided during integration (the “corridors of truth”) are delineated with red lines. As depicted in Fig. 12, the dynamics of the learned model display close agreement with those from the detailed model.

C. Subsampling the Domain

In Section V, we found a PDE representation of a simplified Hodgkin–Huxley system where we used the oscillators as the discretization points of the PDE. One of the benefits of a PDE description of a coupled agent-based system is that the discretization points used to solve the PDE do not have to correspond to the agents (here oscillators). Instead, one could subsample the system onto a coarse grid (where the space is defined by the heterogeneities of the system) and use a sparse set of points to both solve and learn a PDE with the only requirement being that the grid is fine enough to provide accurate approximations of the spatial and temporal partial derivatives. Frequently, it is difficult or impossible to reduce the populations of agent-based systems either due to the smaller systems not retaining the properties of the larger systems or because such a reduction is unknown/unavailable. In these cases, a coarse grid PDE surrogate model offers a comparatively straightforward and well understood alternative that could provide a significant reduction in computational complexity, especially for very large systems, and expedite simulation and analysis.

Here we investigate such a subsampling approach and con-
Consider the system studied in Section IV A, but with $N = 255$ oscillators instead of the 128 studied earlier. We assign the oscillators equally spaced $I_{app}$ values over the $[15, 24]$ interval, and use model parameters identical to the smaller set. We generate the perturbations and training data with an equivalent process to the one used in Section IV A and then subsample the training data by selecting every other oscillator as a discretization point of our PDE, as depicted in Fig. 13. This process results in a set of 1,000,000 input-output pairs, each point a profile in $\mathbb{R}^{256}$, similar to the 128 oscillator system. We select this particular subsampling because we already know that 128 grid points is enough to compute accurate spatial partial derivatives for this system and the use of every other oscillator simplifies the subsampling procedure. In the case of resampled grids that do not align with the agents, interpolation techniques can be used to carry out the resampling.

We train a neural network with 4 hidden layers as described in Section IV B and compare the results of the subsampled PDE to the detailed system by integrating trajectories from each approach starting from a shared initial condition on the limit cycle. For the detailed system, we integrate the 255 oscillator system with the ODEs, subsample the results to every other oscillator, and apply the 8 POD mode filter. For the PDE system we use the same filtering and boundary conditions as in Section IV B where we provide corridors of truth on the edges of the domain as boundary conditions and filter the initial condition as well as the states after each integration step. By filtering both approaches, we compare the dynamics on the 8 POD mode manifold and provide an equal comparison of the techniques. The results of this comparison are illustrated in Fig. 14 which shows that the subsampled PDE can accurately model the behavior of the detailed system.
V. DISCUSSION

The dynamics of large, coupled agent-based systems live in high-dimensional spaces and can produce complex dynamics that are computationally expensive to simulate and difficult to analyze. If the collective dynamics suggest the existence of low-dimensional behavior, then it may be possible to derive analytically coarse-grained surrogate models that are valid on the inertial manifold of the dynamics. However, such analytical model reductions are rarely available and when they are, they are often ad hoc in nature and require great insight and rumination. To address this deficiency we proposed a set of data-driven model reduction approaches for coupled systems including both a globally-based and a locally-based technique. We demonstrated the efficacy of our model reduction methodology through a series of examples based on a simplified Hodgkin-Huxley model.

For the globally-based method we showed how the proper orthogonal decomposition method could be leveraged to derive a set of coarse variables, the POD mode amplitudes, from time series of dynamical data. We then used a neural network integrator to successfully learn the ODEs governing the temporal evolution of the set of POD modes. We illustrated learning both the “POD-Galerkin” version of the equations, and the “nonlinear Galerkin” version; in the latter only the leading, “determining POD mode” amplitude dynamics are learned - an approximate inertial manifold and the remaining, higher POD mode amplitudes are recovered as functions of the lower, determining ones. Comparisons between the reduced POD model(s) and the full system revealed an excellent reproduction of the Hodgkin-Huxley dynamics affirming the quality of the surrogate model. In our locally-based approach we sought to learn a PDE representation of the coupled Hodgkin-Huxley system based on the spatial partial derivatives of the oscillator states with respect to their heterogeneities. We showed how such a model could be learned from time series of data with a neural network integrator and used the POD method to filter the dynamics to a low-dimensional space to facilitate training as well as to generate the training data perturbations. Our resulting PDE exhibited excellent agreement with the dynamics of the detailed system. One advantage of a PDE description of an agent-based model over the detailed model is that the PDE can be solved with fewer discretization points than there are agents in the system. We showcased this approach with a larger system of Hodgkin-Huxley oscillators and found that the resulting PDE dynamics closely matched the detailed system.

In order to apply our PDE methodology we require that the states of the agents are smooth functions of the model heterogeneities and that the dynamics lie in a low-dimensional space. One of the limitations of this approach is that the heterogeneities provide the coordinates of the PDE and therefore must be known. This is not always possible and furthermore the known coordinates may not be minimal for the specific problem (i.e. there may be lower dimensional sets of coordinates that parametrize the dynamics and which are themselves functions/combinations of the higher dimensional heterogeneities). In related work we show how data-driven manifold learning techniques can be used to identify emergent, parsimonious coordinates from dynamical data that are suited to our PDE learning methodology.

In Section IV B we learned a PDE representation of the coupled Hodgkin-Huxley system where we provided the states and their spatial partial derivatives as input features to the model. However, there is no reason why the input features of the model must be spatial partial derivatives: in principle we could have considered using arbitrary functions of the states as inputs. The concept of finding input features that are tailored to the specific system has been a topic of interest among the dynamical systems community with approaches such as the analytically derived holistic discretization techniques able to provide bespoke finite difference stencils when the PDEs are known. In the case of data-driven system identification, recent work has explored the use of learnable finite difference stencils and made connections between the forms of the stencils and standard finite difference formulas. We believe that these techniques could be adapted to our PDE methodology enabling greater accuracy and improved generality.

There are several extensions to this work that would be of interest. Firstly, we only considered an all-to-all coupled network, so the neural network “learned” the structure of this network, which is trivial in this case. Consider a ring of identical oscillators each coupled to a fixed number of neighbors on either side. Such networks are known to support synchronized “twisted” states in which oscillators have the same frequency but not the same phases. If the neural network was trained on these types of solutions, would it learn the underlying structure of the network that produced those dynamics, or some other structure, equally capable of fitting/reproducing the data?

Secondly, in the example considered the oscillators synchronized so that the state of an oscillator is a smooth function of the model heterogeneity. However, for many networks such synchrony does not occur, but the distribution of the state of an oscillator is a smooth function of the model heterogeneity. In such cases it would be interesting to learn the dynamics governing the lowest few moments of these distributions. If the dynamics are such that the Ott-Antonsen ansatz is applicable, the distribution is completely specified by a single complex number, so it would suffice to learn the dynamics of this quantity, assuming it was a smooth function of the network’s heterogeneity. In the works Refs. it is assumed that the relevant heterogeneity is the degrees (both in-degree and out-degree) of an oscillator, but in some cases it can be shown analytically that only the in-degree is relevant, while in other cases both degrees are relevant. Our recently developed manifold learning techniques should allow one to discover this automatically in these and more complex networks, and to determine whether other structural features of networks determine their dynamics.
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