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ABSTRACT
Extreme learning machine (ELM) is a novel single-hidden layer feedforward neural network to obtain fast learning speed by randomly initializing weights and deviations. Due to its extremely fast learning speed, it has been widely used in training of massive data in recent years. In order to adapt to the real network environment, based on the ELM, we propose an improved particle swarm optimized online regularized extreme learning machine (IPSO-IRELM) intrusion detection algorithm model. First, the model replaces the traditional batch learning with sequential learning by dynamically adapting the new data obtained in the training network instead of training all collected samples in an offline manner; second, we improve the particle swarm optimization algorithm and compare it with typical improved algorithms to prove its effectiveness; finally, to solve the random initialization problem of IRELM, we use IPSO to optimize the initial weights and deviations of IRELM to improve the classification ability of IRELM. The experimental results show that IPSO-IRELM algorithm has better generalization ability, which not only improves the accuracy of intrusion detection, but also has certain recognition ability for minority class samples.
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I. INTRODUCTION
The widespread use of information technology and the emergence and development of cyberspace have greatly contributed to economic and social prosperity and progress, but at the same time brought new security risks and challenges. Network intrusion detection system is the first step of network security situation awareness and an important part of comprehensive network security defense, which perceives whether there are behaviors and signs of network intrusion by analyzing various traffic data of key nodes in the network, so as to be fully prepared for network defense [1]. Traditional network intrusion detection systems build models based on pattern matching methods [2], [3], collecting attack samples first and then training all collected samples in an offline manner, which has an inherent drawback of not detecting emerging types of attacks and lacks adaptiveness and scalability. With the development of network automation and intelligence, new types of adaptive and dynamically scalable intrusion detection systems have emerged [4], [5]. With the advantages of adaptive, self-learning, self-organization, better fault tolerance and the ability to perform massively parallel computation and nonlinear mapping, neural networks are very suitable for variable intrusion detection systems [6]. Moreover, the most important thing in switching from offline learning to online learning is the time problem [7], if the learning time is too long, the online intrusion detection system will have the problem of not being able to detect the attack in time, which leads to the system paralysis. Therefore, this paper uses the extreme learning machine (ELM) with fast learning characteristics as the basis.

Extreme learning machine [8] is a typical classification algorithm in machine learning, characterized by randomly selected input layer weights and hidden layer deviations.
It is based on a single hidden layer feedforward neural network and computationally resolves the output layer weights according to Moore-Penrose generalized inverse matrix theory, and thus has the advantages of few training parameters, fast learning speed, and strong generalization ability. Its good generalization performance and extremely fast learning speed have been successfully applied to many real-world problems [9], [10]. However, ELM is vulnerable to the interference of outlier sample points during training, which affects the classification accuracy of the model. Therefore, Jose’ et al. [11] proposed a regularized extreme learning machine (RELM) based on ELM. RELM considers the structural error while solving the least squares error, which effectively avoids the overfitting problem caused by the excessive number of hidden layers and can further improve the classification. Although RELM solves the overfitting problem compared to ELM, RELM also has some problems, such as the selection of the appropriate regularization factor is random and time-consuming. Several scholars have also studied the improvement of RELM; to automatically select a satisfactory regularization factor, Zhang et al. [12] proposed an adaptive RELM with a function instead of a regularization factor; Gautam et al. [13] proposed an ELM with a regularization kernel, used a single-class ELM classifier based on the regularization kernel to detect outliers, and extended it to adaptive online learning, whose experimental results show that the classifier has faster learning capability and is more suitable for real-time anomaly detection; reference [14] proposed a new binary grey wolf optimization-regularized extreme learning machine wrapper; reference [15] used adaptive whale optimization algorithm (AWOA) to determine the input weights and hidden layer deviations of ELM; Kumar et al. [16] and Zhi et al. [17] proposed biogeography-based extreme learning machine (BBO-ELM) model and a GAPSO-Enhanced ELM method respectively. They also compared them with genetic algorithm (GA)-based ELM, and particle swarm optimization (PSO)-based ELM, to verify the effectiveness of the proposed methods. Kanimozi and Singaravel [18] and Wang et al. [19] have combined PSO with ELM and applied it to different scenarios, both of which have yielded good results. However, the improved RELM, if used directly for intrusion detection, still uses batch learning and trains all samples obtained once, and subsequently does not learn new knowledge and still fails to detect new attacks in the network.

To address this problem, this paper continues to propose an online regularized ELM (IRELM) based on RELM, which has the ability of dynamic sequential learning and adaptively learns the constant flow of traffic in the network for intrusion detection; meanwhile, we improve the PSO algorithm to reduce the probability of falling into local extremum points, which in turn better optimizes IRELM. In summary, IPSO-IRELM has better classification performance in all experiments. The research in this paper will improve the adaptiveness and expandability of the intrusion detection system.

The main contributions of this paper are as follows:
1. Proposing an online regularized ELM based on the RELM, which dynamically trains the added data instead of the traditional batch learning.
2. Adding a perturbation mechanism to PSO, and the improved PSO is compared with other improved classical PSO to prove its effectiveness.
3. IPSO optimizes the initial weights and deviations of IRELM to avoid the impact of randomly generated initial weights and biases on the final results.

The complete model is used in intrusion detection and the model has better recognition capability.

The remainder of this paper is organized as follows.

In Section II, we present the current studies related to our work and summarize the parameters used by others’ techniques and the limitations in Table 1. In Section III, we describe the IPSO-IRELM algorithm in detail. In Section IV, we derive the comparison results between IPSO-IRELM and other algorithms on the UCI dataset, NSL-KDD binary classification dataset, NSL-KDD multivariate classification dataset, and UNSW-NB15 multivariate classification dataset. In Section V, we summarize the research of this paper and point out the next research directions afterwards.

II. RELATED WORK

The RELM is proposed mainly to solve the problem that the standard ELM is affected by outlier points resulting in low generalization ability and lack of stability [20]. Regularization is essentially a structural risk minimization strategy that adds a regularization term representing the complexity of the model to the empirical risk. The standard mathematical model of RELM is represented as follows:

$$\min \frac{1}{2} \|\beta\|^2_p + C \|\xi\|^2_q$$

where $\sigma_1 > 0$, $\sigma_2 > 0$; $p, q = 0, \frac{1}{2}, 1, 2, \ldots$, $+\infty$; $\| \cdot \|_p$ is the $L_p$ norm of the vector or matrix; $\|\beta\|^2_p$ is the regularization term, indicating the complexity of the model; $\|\xi\|^2_q$ is the total error of training and represents the empirical risk; $C$ is a regularization parameter to balance the empirical risk and model complexity. When $\sigma_1 = \sigma_2 = 2$, (1) is a quadratic programming problem under the equation constraint. When the regularization term is the $L_2$ norm and $L_1$ norm of the parameter vector, it is called ridge regression ($L_2$ regularization) and LASSO ($L_1$ regularization), respectively, which are the two most typical regularization methods. Deng et al. [21] studied $L_2$ RELM with hidden layer neurons as Sigmoid functions, and proposed the Unweighted RELM and Weighted RELM (WRELM) algorithms for the presence of noise in the dataset. WRELM uses weighted least squares to calculate the output weights, which has some noise anti-interference ability, but the training process adds the process of calculating the weights of errors, which leads to increased time consumption when the training data is large. Huang et al. [22] proposed Semi-Supervised ELM (SS-ELM) and Unsupervised
ELM (US-ELM) algorithms based on stream regularization theory to deal with the relationship between unlabeled samples, which greatly extended the applicability of ELM. Yu and Sun [23] proposed a Sparse coding ELM algorithm (ScELM), which uses a sparse coding technique instead of random mapping to map the input feature vector to the hidden layer to improve the classification accuracy. An optimization method based on gradient projection and $L_2$ norm is used in the coding stage, while the output weights are derived by the Lagrange multiplier method. Zhao et al. [24] proposed the Robust ELM algorithm (RRELM) by introducing both the deviation and variance of the model into the objective function for optimization and keeping the $L_2$ penalty term constant. RRELM considers both the variance and deviation of the model and seeks to achieve the best compromise between them to enhance the network generalization performance and robustness. For the classification problem of imbalanced data, Xiao et al. [25] proposed the Class-specific Cost Regulation ELM algorithm (CCR-ELM), which achieves a compromise between the number of misclassified samples and the generalization ability of the model by applying different penalty factors to misclassified samples of different classes. However, since the number of hidden layer nodes, positive and negative sample weights, and kernel parameters in CCR-ELM have a large impact on the performance of the model, how to develop a more effective method to determine these parameters needs to be further investigated.

To address the problem that the input weights and hidden layer deviations of ELM are randomly generated, some scholars have also optimized the network structure of ELM. Zhu et al. [26] introduced differential evolution to ELM and proposed an Evolutionary ELM algorithm (E-ELM), which uses differential variation and crossover operators with simple structure and searches for optimal input weights and hidden layer deviations according to the dynamic adjustment of the population to obtain a more compact network structure. Xu and Shu [27] used the good global search ability of particle swarm optimization to solve the pathological problem of the hidden layer matrix when ELM fails by limiting the parity of the output weights of ELM, while sacrificing the bias of the solution to solve the overfitting problem, thus improving the overall generalization ability [29]. However, RELM still suffers from the generic problem of ELM, where random input weights and hidden layer deviations can be potentially unreliable and unstable, affecting the classification performance. Therefore, we use the improved classical PSO algorithm for the initialization of RELM, and combine it with the actual situation by replacing the batch learning idea with the sequential learning idea, so that the matrix multiplication and inverse decomposition in the output weight calculation process are gradually updated, while adding various mechanisms to reduce the computational load and maintain the efficiency of RELM.

### III. IPSO-IRELM ALGORITHM

The idea of RELM is to solve the pathological problem of the hidden layer matrix when ELM fails by limiting the parity of the output weights of ELM, while sacrificing the bias of the solution to solve the overfitting problem, thus improving the overall generalization ability [29]. However, RELM still suffers from the generic problem of ELM, where random input weights and hidden layer deviations can be potentially unreliable and unstable, affecting the classification performance. Therefore, we use the improved classical PSO algorithm for the initialization of RELM, and combine it with the actual situation by replacing the batch learning idea with the sequential learning idea, so that the matrix multiplication and inverse decomposition in the output weight calculation process are gradually updated, while adding various mechanisms to reduce the computational load and maintain the efficiency of RELM.

#### A. IRELM BASED ON SEQUENTIAL LEARNING

IRELM adds a regularization parameter to ELM to adjust the coefficient $\beta$. The objective function is as follows:

$$\min \|H\beta - T\|^2 + \frac{1}{C} \|\beta\|^2$$

(2)

where $H$ is the hidden layer output matrix; $\beta$ is the output weight matrix; $T$ is the objective matrix. Therefore, the output weight can be expressed as:

$$\beta = H^T T = (H^T H + \frac{I}{C})^{-1} H^T T$$

$$= H^T (H H^T + \frac{I}{C})^{-1} T$$

(3)

When the input data size $n$ is less than the number of neurons in the hidden layer $L$, because the dimension of $(H H^T + \frac{L}{C})^{-1}$ is $n \times n$ and the dimension of $(H^T H + \frac{I}{C})^{-1}$ is $L \times L$. Therefore, when $n < L$, the IRELM is constructed by $H^T (H H^T + \frac{L}{C})^{-1} T$.

Define a recursive hidden layer output matrix $H_k$, where $k$ is 0 or any positive integer, representing the number of sequential updates in the matrix. Assuming that the first
TABLE 1. Comparison of various improved ELM models.

| Model          | Core Ideas                      | Regularization methods | Feature Mapping | Robustness | Evaluation datasets | Defects                        |
|----------------|--------------------------------|------------------------|-----------------|------------|---------------------|-------------------------------|
| WRELM          | Structural risk                | $L_1$                  | Sigmoid         | √          | “SimC”              | Too long training time        |
| SS-ELM         | Weighted residuals            | $L_2$                  | Sigmoid         | √          | Benchmark           | 5 semi-supervised             |
| US-ELM         | Graph embedding                | Manifold               | Sigmoid         | √          | 19 UCI              | Increased algorithm complexity|
| ScELM          | Sparse coding                 |                        | Sigmoid         | √          | 8 classified         | Less robustness               |
| RRELM          | Gradient projection            |                        | Sigmod Fourier  | √          | 5 UCI               | Inability to handle large data sets efficiently |
| CCR-ELM        | Deviation variance            |                        | Gaussian        | √          | 2 UCI               | The parameters of the model have too much influence on the performance |
| E-ELM          | Loss penalty for              |                        |                 |            |                     |                               |
|                | misclassified samples         |                        |                 |            |                     |                               |
| PSO-ELM        | Differential evolution        |                        |                 |            |                     |                               |
| PSO-IRELM      | Improved particle             |                        |                 |            |                     |                               |
|                | swarm optimization            |                        |                 |            |                     |                               |
|                | Online Learning               |                        |                 |            |                     |                               |

Therefore, the output weight matrix $\beta_0$ is:

$$\beta_0 = H_0K_0^{-1}T_0$$

(5)

When $\gamma N_1$ number of new samples arrives, $\gamma N_1 = 1, 2, 3, \ldots$, the new hidden layer output matrix $H_1$ becomes:

$$H_1 = \begin{bmatrix} H_0 \\ \gamma H_1 \end{bmatrix}$$

(6)

where $\gamma H_1$ is the $\gamma$ number of output matrix. Similarly, according to (3), the inverse matrix $K_1^{-1}$ can be constructed as:

$$K_1^{-1} = (H_1H_1^T + \frac{I}{C})^{-1}$$

$$= \begin{bmatrix} H_0H_0^T + \frac{I}{C} & H_0\gamma H_1^T \\ \gamma H_1H_0^T & \gamma H_1\gamma H_1^T + \frac{I}{C} \end{bmatrix}^{-1}$$

(7)

Therefore, the output weight matrix can be expressed as $\beta_1 = H_1K_1^{-1}T_1$. With the successive arrival of block data, the update of $K$ and $\beta$ can be implemented in Algorithm 1.

With the continuous learning, the dimension of $K$ becomes larger and larger. When $n > L$, the speed advantage brought by $(HH^T + \frac{I}{C})^{-1}$ disappears. Therefore, the update scheme is changed to $(H^T H + \frac{I}{C})^{-1}$. Assuming that $n \geq L$ in step $m$, $K_{m+1}$ can be expressed as:

$$K_{m+1}^{-1} = (H_{m+1}^TH_{m+1} + \frac{I}{C})^{-1}$$

(8)

where:

$$H_{m+1} = \begin{bmatrix} H_m \\ \gamma H_{m+1} \end{bmatrix}$$

(9)

When new data is input in Step $i + 1$ and $i > m$, then $H_{i+1}$ is:

$$H_{i+1} = \begin{bmatrix} H_i \\ \gamma H_{i+1} \end{bmatrix}$$

(10)

Algorithm 1 IRELM Update Formula When $n < L$

1. Input the first batch of samples;
2. $K_0^{-1} = (H_0H_0^T + \frac{I}{C})^{-1}$ if necessary;
3. Assuming that $n \geq L$ in step $i = 1 : m - 1$

$$S_{i+1} = \gamma H_{i+1}\gamma H_{i+1}^T + \frac{I}{C} = \gamma H_{i+1}H_{i+1}^TK_i^{-1}H_i\gamma H_i^T$$

$$A = K_i^{-1} + \gamma H_{i+1}\gamma H_{i+1}^TK_i^{-1}H_i\gamma H_i^T$$

$$B = -K_i^{-1}H_i\gamma H_iH_{i+1}^TK_i^{-1}$$

$$C = -S_{i+1}H_iH_i^TK_i^{-1}$$

$$D = S_{i+1}$$

$$K_{i+1}^{-1} = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

$$\beta_{i+1} = H_{i+1}K_i^{-1}T_{i+1}$$

(11)

Therefore, the inverse matrix $K_{i+1}^{-1}$ can be calculated as follows:

$$K_{i+1}^{-1} = (H_{i+1}^TH_{i+1} + \frac{I}{C})^{-1}$$

(11)

When $n > L$, the sequential updating formula of IRELM can be implemented according to Algorithm 2. According to Algorithm 1 and Algorithm 2, the advantages of IRELM are as follows:

1. Dimension reduction of inverse matrix. In RELM, the process that consumes the most computing power is the calculation of $(H^T H)^{-1}$ and $K^{-1}$. In IRELM’s updating scheme, the dimension of inverse matrix $S_{i+1}$ is only $\gamma N_i \times \gamma N_i$, which is far less than $L \times L$, avoiding the most complex part of RELM.
Algorithm 2 IRELM Update Formula When \( n > L \)
1. Connect Algorithm 1;
2. Assuming that \( n \geq L \) in step;
3. \( H_{m+1} = \left[ H_m \gamma H_{m+1} \right] \);
4. \( K_{m+1} = (H_{m+1}^T H_{m+1} + \frac{I}{\tau})^{-1} \);
5. \( i = m + 1 \);
6. while No termination do
   \[
   H_{i+1} = \left[ H_i \gamma H_{i+1} \right];
   K_{i+1} = K_i^{-1} - K_i^{-1} \gamma H_{i+1}^T (I + \gamma H_{i+1} K_i^{-1} \gamma H_{i+1}^T) K_i^{-1} \gamma H_{i+1}^T;
   \beta_i = H_i + K_{i+1} (H_i + K_i); \]
   \( i = i + 1 \);
end

2. Calculate the value of \( \beta \) if necessary. The calculation of \( \beta_{i+1} \) value does not depend on the previous value, so it needs to be updated when necessary, and does not need to be updated when unnecessary, which reduces the calculation cost.
3. The batch learning is replaced by sequential learning, which is more suitable for the actual situation, not only maintains the generalization ability of RELM, but also maintains the efficiency of the algorithm.

B. DESIGN PSO ALGORITHM
Particle swarm optimization [30] is one of the classic heuristic algorithms, and its main idea comes from the predatory behavior of a flock of birds. The core is to make use of the information sharing of individuals in the group so that the movement of the whole group has an evolutionary process from disorder to order in the problem solving space, so as to get the optimal solution of the problem. Suppose that there is a group of particles in a \( D \)-dimensional search space, and each particle has an initial velocity \( v_k \), initial position \( s_k \) and fitness value \( g_k \). In each iteration, each particle constantly updates its own velocity and position. At the same time, the fitness value is used to determine the optimal position \( p_k \) of the updated individual and the optimal position \( p_g \) of the population. Assuming that the optimal position is the initial position of particles in the first iteration, the update formula of the velocity and position of particles in the population are as follows:

\[
\begin{align*}
    v_{k}(u+1) &= z v_k(u) + c_1 r_1 (p_{kd}(u) - s_k(u)) + c_2 r_2 (p_{gd}(u) - s_k(u)) \\
    s_{kd}(u+1) &= s_k(u) + v_{kd}(u+1) \\
    s_{gd}(u+1) &= s_k(u) + v_{gd}(u+1)
\end{align*}
\]

where \( k \) represents the \( k \)th particle in the population; \( u \) represents the current iteration times; \( z \) is the inertia factor, whose value is nonnegative. When \( z \) is large, the global search ability is strong; when \( z \) is small, the global search ability becomes weak; \( c_1 \) and \( c_2 \) are the individual learning factors and social learning factors of particles, whose values are nonnegative constants; \( r_1 \) and \( r_2 \) are independent random numbers in the range of \([0,1]\).

In order to make the parameters of PSO adjust adaptively with the number of iterations, many scholars have proposed a variety of autonomous particle swarm optimization algorithms, which effectively balance the global and local search ability of particles, but still cannot solve the defect that particles are easy to fall into local optimum. Therefore, this paper proposes a Cauchy-Gaussian mutation strategy to make the particles which fall into local optimum get rid of stagnation and continue to search. Secondly, according to Clerc’s idea of shrinkage factor [31], only use a global contraction factor to replace other adaptive parameters. The improved particle velocity update formula and Cauchy-Gaussian mutation strategy are as follows:

\[
\begin{align*}
    v_{kd}(u+1) &= K[v_k(u) + c_1 r_1 (p_{kd}(u) - s_k(u))] + c_2 r_2 (p_{gd}(u) - s_k(u)) \\
    K &= \frac{2}{2 - \varphi - \sqrt{\varphi^2 - 4\varphi}} \\
    \varphi &= c_1 + c_2, \quad \varphi > 4 \\
    s_{kd}(u) &= s_k(u) \times \left[1 + \lambda_1 \text{cauchy}(0, \sigma^2) + \lambda_2 \text{Gauss}(0, \sigma^2)\right],
\end{align*}
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the mutation factors; \( \sigma \) is the mutation step size, \( \sigma \) is usually set to 1 or 2;

\[
\sigma = \begin{cases} 
1, & \text{if } f(s_{best}) < f(s_{kd}(u)) \\
\exp \left( \frac{f(s_{best}) - f(s_{kd}(u))}{|f(s_{best})|} \right), & \text{otherwise}
\end{cases}
\]

where \( s_{best} \) is the optimal individual position; \( x_{kd}(u) \) represents the position of the optimal individual after mutation;
σ² is the standard deviation; λ₁ and λ₂ are the dynamic parameters of adaptive adjustment. In the search process, λ₁ is larger in the initial stage, and then gradually decreases, so that the algorithm can explore in a larger range with a larger mutation step; λ₂ is increasing, which is conducive to the algorithm to search the near optimal solution.

IPSO pseudo code is as follows:

**TABLE 2. Updating strategies.**

| Algorithm | Updating formula |
|-----------|------------------|
| PSO       | 2                |
| MPSO      | (-2.05/T) + 2.5  |
| TACPSO    | 0.5 exp(2πiN)   |
| AGPSO1    | 2                |
| Group1    | (-2.05/T) + 2.5  |
| Group2    | (-2.05/T) + 2.5  |
| Group3    | (-2.05/T) + 2.5  |
| Group4    | (-2.05/T) + 2.5  |
| AGPSO2    | 2                |
| Group1    | 1.95 + 2(2πiN)^2 |
| Group2    | 1.95 + 2(2πiN)^2 |
| Group3    | 1.95 + 2(2πiN)^2 |
| Group4    | 1.95 + 2(2πiN)^2 |

**C. INTRUSION DETECTION ALGORITHM BASED ON IPSO-IRELM**

Based on the above analysis and derivation, we introduce IPSO into IRELM algorithm and establish an intrusion detection model based on IPSO-IRELM. The role of IPSO is to find a group of particle swarm positions with the best fitness function, and assign them to the optimal initial weight and deviation of IRELM after the iteration to establish an intrusion detection model. The model description is shown in the Fig.1:

**IV. EXPERIMENTAL RESULTS**

**A. PARAMETER SETTING**

Experiment 1: The parameters of classic PSO and its derivative algorithms (MPSO [32], TACPSO [33], AGPSO [34]) compared with IPSO are as follows:

Among them, MPSO is to incorporate an asymmetric time-varying acceleration coefficients adjusting strategy, which maintains the balance between global and local search with the great advantages of convergence property and robustness compared with basic PSO algorithm; In TACPSO, random velocities are added to reinitialize the velocities of particles in order to avoid searching for particles with zero
velocity prematurely. Also, to enhance early exploration and later exploitation, exponential time-varying acceleration coefficients are introduced, and the algorithm has a better probability of finding the global optimum and the average optimum than other algorithms; The main idea of the AGPSO algorithm is inspired by the diversity of individuals in bird or insect flocks, using different functions with different slopes, curvatures and intercept points to tune the social and cognitive parameters of the particle swarm algorithm in order to endow the particles with behaviors different from those of the natural population, further alleviating the problem of getting stuck in local minima and slow convergence of high-dimensional problems. The MPSO, TACPSO and AGPSO were chosen for comparison because these three improvement methods are more classical and more effective.

When doing the experiment, the number of particles is set to 30; the number of iterations is 1000. Take the average of 50 runs of the experiment.

**Experiment 2-4:** The parameters of the IRELM neural network model are: 41—39—1, and the number of iterations is 100. The model parameters of IRELM are determined by the two-classification experiment of GA-IRELM. First, set the number of hidden layer nodes to 10, 20, 30, 40, and 50 respectively. The experimental results show that the model with 40 hidden layer units has the best detection accuracy. Then set the number of hidden layer nodes to 36, 37, 38, 39, 40, 41, 42. The results show that the model with 39 hidden layer units has the best detection accuracy. When the number of hidden layer nodes is increased from 39 to 42, the accuracy of intrusion detection decreases. Keeping the hidden layer nodes unchanged, increasing the number of iterations will only cause overfitting and fluctuate the detection efficiency of the model.

## B. IRELM BASED ON SEQUENTIAL LEARNING

**Experiment 1:** We choose 13 benchmark functions for testing, among which F1-F7 are single-peak benchmark functions, and F8-F13 are multimodal benchmark functions [35].

**Experiment 2:** The UCI data sets [36] are as follows:

| Table 4. UCI datasets details. |
|-------------------------------|
| Dataset | Dimension | Category | Total sample | Test sample |
| Iris    | 4         | 3        | 150          | 30          |
| wine    | 13        | 3        | 178          | 89          |

**Experiment 3:** The NSL-KDD data set [37] is as follows:

| Table 5. NSL-KDD classification situation. |
|-------------------------------------------|
| Dataset | Normal | DoS | U2R | R2L | Probe |
| Training set | 13449 | 9234 | 11  | 209 | 2289 |
| Test set    | 9711  | 7458 | 200 | 2754| 2421 |
high-dimensional benchmark function, and other improved PSOs are slightly inferior.

**D. UCI DATA SET EXPERIMENTAL RESULTS**

In order to verify the effectiveness of the proposed algorithm on the real classification data set, IPSO-IRELM was compared with PSO-IRELM, GA-IRELM, IRELM and RELM on the UCI data set. The performance evaluation indexes of each algorithm are listed in Table. 11-13, and the detection results of each algorithm are given in Fig.3. It can be seen intuitively from Fig.3 that whether it is the Iris data set or the Wine data set, the predicted value of IPSO-IRELM coincides perfectly with the true value, and the classification accuracy rate reaches 100%. It can be seen from Table. 11-13 that the performance evaluation indicators of other comparison algorithms are better, but not as good as IPSO-IRELM. This is because the two selected data sets are balanced data sets, so the detection results are better. IPSO-IRELM has the best performance evaluation index, which indicates that IPSO has better optimization ability than PSO and GA algorithm, and the necessity of introducing IPSO into IRELM; it also verifies that IPSO-IRELM algorithm has better classification performance. Therefore, it is further used in network intrusion detection to verify the feasibility of IPSO-IRELM.
FIGURE 2. Convergence curve.
TABLE 7. The experimental results of single peak when dim = 30.

| F   | PSO  | MPSO | ACPSP1 | ACPSP2 | ACPSP3 | TACPSO | IPCO  |
|-----|------|------|--------|--------|--------|--------|-------|
| F1  | 5.963e-02 | 3.362e-07 | 2.716e-06 | 1.520e-07 | 1.961e-07 | 1.242e-07 | 1.4878e-17 |
| F2  | 3.107e-01 | 3.501e-03 | 6.784e-03 | 5.361e-03 | 5.872e-03 | 2.434e-04 | 4.5503e-12 |
| F3  | 1.930e-01 | 9.023e-03 | 2.591e-02 | 2.596e-02 | 8.084e-05 | 8.848e-04 | 2.3702e-11 |
| F4  | 4.115e-01 | 2.034e-02 | 9.698e-04 | 9.173e-04 | 9.426e-04 | 1.185e-03 | 2.1913e-06 |
| F5  | 9.315e-02 | 2.426e-01 | 1.889e-00 | 1.817e-00 | 2.238e-00 | 9.323e-02 | 1.4186e-02 |
| F6  | 3.600e-01 | 1.414e-01 | 3.852e-01 | 3.720e-01 | 4.646e-00 | 2.750e-00 | 3.4066e-02 |
| F7  | 2.667e-01 | 3.404e-02 | 9.834e-01 | 9.559e-01 | 9.257e-01 | 2.342e-01 | 4.2874e-01 |

TABLE 8. The experimental results of multimodal when dim = 30.

| F   | PSO  | MPSO | ACPSP1 | ACPSP2 | ACPSP3 | TACPSO | IPCO  |
|-----|------|------|--------|--------|--------|--------|-------|
| F8  | -9.926e+03 | -1.019e+04 | -1.079e+04 | -1.069e+04 | -1.126e+04 | -1.049e+04 | -8.619e+03 |
| F9  | -6.215e-03 | -8.784e-03 | -9.618e-03 | -9.685e-03 | -9.876e-03 | -9.808e-03 | -5.872e-03 |
| F10 | 5.602e-01 | 5.173e-01 | 2.784e-01 | 2.687e+01 | 2.984e-01 | 3.581e-01 | 2.7859e-01 |
| F11 | 1.123e+02 | 1.216e+02 | 5.732e+01 | 6.812e+01 | 6.147e+01 | 7.159e-01 | 5.939e-01 |
| F12 | 2.792e+01 | 2.553e+01 | 1.844e+01 | 1.968e+01 | 1.768e+01 | 1.909e+01 | 1.617e+01 |
| F13 | 2.024e+01 | 1.979e+03 | 3.840e+01 | 3.340e+01 | 1.994e+01 | 9.606e-04 | 1.3559e-02 |

TABLE 9. The experimental results of single peak when dim = 300.

| F   | PSO  | MPSO | ACPSP1 | ACPSP2 | ACPSP3 | TACPSO | IPCO  |
|-----|------|------|--------|--------|--------|--------|-------|
| F1  | 1.714e+03 | 2.333e+05 | 8.130e+04 | 6.299e+04 | 4.723e+04 | 6.937e+04 | 2.632e+03 |
| F2  | 2.042e+03 | 2.835e+05 | 1.057e+05 | 9.556e+04 | 7.217e+04 | 9.422e+04 | 4.123e+03 |
| F3  | 6.161e+02 | 2.594e+02 | 1.159e+02 | 1.413e+04 | 1.394e+04 | 9.092e+03 | 8.877e+02 |
| F4  | 6.192e+02 | 9.999e+02 | 7.052e+02 | 6.112e+02 | 7.267e+02 | 4.954e+02 | 3.732e+02 |
| F5  | 4.440e+04 | 6.592e+05 | 8.092e+02 | 7.989e+02 | 7.989e+02 | 2.132e+02 | 4.828e+02 |
| F6  | 2.450e+07 | 1.107e+01 | 2.071e+01 | 9.696e+01 | 1.301e+01 | 6.153e+01 | 2.473e+01 |
| F7  | 5.954e+02 | 1.189e+02 | 6.957e+01 | 9.664e+01 | 1.359e+01 | 7.461e+01 | 4.894e+01 |
| F8  | 2.040e+02 | 2.590e+02 | 1.353e+01 | 1.358e+01 | 1.358e+01 | 1.358e+01 | 1.358e+01 |
| F9  | 1.028e-01 | 1.121e+02 | 1.537e+01 | 7.076e+01 | 6.762e+01 | 7.697e+01 | 7.1812e-02 |

E. NSL-KDD DATA SET 2-ELEMENT CLASSIFICATION

We merged the four types of attacks in the NSL-KDD dataset into Abnormal and denoted as 2 and Normal as 1. The experiment changed from a multi-classification problem to a two-element classification problem. The experimental results of each algorithm are shown in Table. 14 and Table. 15. Fig.4 is a comparison diagram of the confusion matrix

VOLUME 9, 2021
TABLE 10. The experimental results of multimodal when \( \text{dim} = 300. \)

|    | F    | PSO     | MPSO    | AGPSO1  | AGPSO2  | AGPSO3  | TACPSO | IPSO     |
|----|------|---------|---------|---------|---------|---------|--------|----------|
| F8 | MINBEST | -7.747e+04 | -5.741e+04 | -6.335e+04 | -5.968e+04 | -6.460e+04 | -6.058e+04 | -6.305e+04 |
|   | MEANBEST | -6.079e+04 | -4.715e+04 | -5.691e+04 | -5.384e+04 | -5.627e+04 | -5.474e+04 | -4.174e+04 |
|   | STDDBEST | 1.453e+04  | 4.378e+03  | 3.186e+03  | 3.036e+03  | 3.208e+03  | 2.840e+03  | 1.613e+03  |
| F9 | MINBEST | 3.929e+03  | 2.602e+03  | 1.770e+03  | 1.737e+03  | 1.557e+03  | 1.848e+03  | 1.830e+03  |
|   | MEANBEST | 4.381e+03  | 2.939e+03  | 2.072e+03  | 2.011e+03  | 1.886e+03  | 2.046e+03  | 2.123e+03  |
|   | STDDBEST | 2.317e+02  | 1.358e+02  | 1.218e+02  | 1.016e+02  | 1.281e+02  | 8.993e+01  | 1.443e+02  |
| F10| MINBEST | 9.641e+00  | 1.965e+01  | 1.766e+01  | 1.738e+01  | 1.796e+01  | 1.625e+01  | 1.187e+01  |
|    | MEANBEST | 1.011e+01  | 1.987e+01  | 1.828e+01  | 1.814e+01  | 1.842e+01  | 1.717e+01  | 1.306e+01  |
|    | STDDBEST | 2.054e-01  | 8.005e-02  | 2.500e-01  | 3.416e-01  | 1.831e-01  | 4.230e-01  | 8.181e-01  |
| F11| MINBEST | 1.465e+00  | 2.010e+03  | 7.955e+02  | 6.149e+02  | 4.167e+02  | 6.714e+02  | 4.210e+00  |
|    | MEANBEST | 1.572e+00  | 2.576e+03  | 9.548e+02  | 8.584e+02  | 6.494e+02  | 8.598e+02  | 9.870e+00  |
|    | STDDBEST | 4.824e-02  | 2.226e+02  | 1.149e+02  | 1.529e+02  | 1.046e+02  | 9.997e+01  | 4.628e+00  |
| F12| MINBEST | 1.330e+03  | 5.900e+08  | 8.855e+06  | 1.384e+07  | 5.626e+06  | 1.737e+07  | 2.260e+01  |
|    | MEANBEST | 1.612e+04  | 1.293e+09  | 2.944e+07  | 3.707e+07  | 1.704e+07  | 4.468e+07  | 4.559e+02  |
|    | STDDBEST | 1.254e+04  | 4.168e+08  | 1.477e+07  | 2.247e+07  | 1.003e+07  | 1.528e+07  | 1.299e+03  |
| F13| MINBEST | 1.996e+05  | 1.786e+09  | 8.407e+07  | 8.575e+07  | 3.000e+07  | 9.071e+07  | 3.008e+04  |
|    | MEANBEST | 4.483e+05  | 2.866e+09  | 1.605e+08  | 1.777e+08  | 9.507e+07  | 2.165e+08  | 5.285e+05  |
|    | STDDBEST | 1.378e+05  | 6.145e+08  | 4.900e+07  | 9.348e+07  | 3.568e+07  | 5.733e+07  | 4.675e+05  |

FIGURE 3. The detection results of each algorithm on UCI datasets.

TABLE 11. Accuracy of each algorithm on UCI dataset (%).

| Dataset | Algorithm | RELM | IRELM | GA-IRELM | PSO-IRELM | IPSO-IRELM |
|---------|-----------|------|-------|----------|-----------|------------|
| Iris    | Accuracy  | 86.6667 | 90.0000 | 90.0000  | 100.0000  | 100.0000   |
| Wine    | Accuracy  | 91.0112 | 95.2584 | 98.8800  | 98.8800   | 100.0000   |

and ROC curve of the binary classification results. From Table. 14, compared with other algorithms, IPSO-IRELM has the highest accuracy rate of up to 91.13%, but the NSL-KDD data set is an unbalanced data set. Therefore, in addition to the accuracy rate, the precision, the true positive rate (TPR), the false positive rate (FPR), the F-score, and the area under curve (AUC) are used to evaluate the classification [39]. It can be seen from Table. 15 that for category 1, the TPR
of SVM, ELM, RELM, IRELM, and GA-IRELM is better, reaching more than 97%, while the TPR of PSO-IRELM and IPSO-IRELM is a little worse. This is because the first five algorithms misjudge a large amount of attack data as normal data, so for category 2, their TPR is very low compared to IPSO-IRELM, and IPSO-IRELM’s TPR can reach 94.24%.

### TABLE 12. Performance evaluation index of each algorithm on Iris dataset.

| Algorithm | Category | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|----------|--------------|--------|--------|-------------|-------|
| RELM      | 1        | 100.0        | 90.00  | 0.000  | 94.74       | 0.9500|
|           | 2        | 75.00        | 90.00  | 15.00  | 81.82       | 0.8750|
|           | 3        | 88.89        | 80.00  | 5.000  | 84.21       | 0.8750|
| IRELM     | 1        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 2        | 88.89        | 80.00  | 5.000  | 84.21       | 0.8750|
|           | 3        | 81.82        | 90.00  | 10.00  | 85.71       | 0.9000|
| GA-IRELM  | 1        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 2        | 100.0        | 70.00  | 0.000  | 82.35       | 0.8500|
|           | 3        | 76.92        | 100.0  | 15.00  | 86.96       | 0.9250|
| PSO-IRELM | 1        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 2        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 3        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|

### TABLE 13. Performance evaluation index of each algorithm on wine dataset.

| Algorithm | Category | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|----------|--------------|--------|--------|-------------|-------|
| RELM      | 1        | 87.10        | 95.10  | 6.670  | 90.00       | 0.9322|
|           | 2        | 93.55        | 82.86  | 3.700  | 87.88       | 0.8958|
|           | 3        | 92.59        | 100.0  | 3.130  | 96.15       | 0.9844|
| IRELM     | 1        | 87.88        | 100.0  | 6.670  | 93.55       | 0.9667|
|           | 2        | 100.0        | 82.86  | 0.000  | 90.63       | 0.9143|
|           | 3        | 92.59        | 100.0  | 3.130  | 96.15       | 0.9844|
| GA-IRELM  | 1        | 100.0        | 96.55  | 0.000  | 98.25       | 0.9828|
|           | 2        | 97.22        | 100.0  | 1.850  | 98.59       | 0.9907|
|           | 3        | 96.67        | 100.0  | 1.670  | 98.31       | 0.9917|
| PSO-IRELM | 1        | 100.0        | 97.14  | 0.000  | 98.55       | 0.9857|
|           | 2        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 3        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
| IPSO-IRELM| 1        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 2        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|
|           | 3        | 100.0        | 100.0  | 0.000  | 100.0       | 1.0000|

### TABLE 14. Accuracy of each algorithm on NSL-KDD dataset (%).

| Algorithm     | SVM | ELM | RELM | IRELM | GA-IRELM | PSO-IRELM | IPSO-IRELM |
|---------------|-----|-----|------|-------|----------|-----------|------------|
| Accuracy      | 76.2331 | 76.1489 | 79.3249 | 81.0814 | 83.7200 | 86.9200 | 91.1300 |

### TABLE 15. Performance evaluation index of each algorithm on NSL-KDD dataset.

| Algorithm | Category | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|----------|--------------|--------|--------|-------------|-------|
| SVM       | 1        | 64.89        | 97.66  | 39.98  | 77.97       | 0.7884|
|           | 2        | 97.14        | 60.02  | 2.340  | 74.19       | 0.7884|
| ELM       | 1        | 64.84        | 97.50  | 40.01  | 77.88       | 0.7875|
|           | 2        | 96.94        | 59.99  | 2.500  | 74.12       | 0.7875|
| RELM      | 1        | 68.25        | 97.22  | 34.22  | 80.20       | 0.8150|
|           | 2        | 96.90        | 65.78  | 2.780  | 78.37       | 0.8150|
| IRELM     | 1        | 70.21        | 97.43  | 31.29  | 81.86       | 0.8307|
|           | 2        | 97.24        | 68.71  | 2.570  | 80.53       | 0.8307|
| GA-IRELM  | 1        | 73.57        | 97.09  | 26.39  | 83.71       | 0.8535|
|           | 2        | 97.09        | 73.61  | 2.910  | 83.73       | 0.8535|
| PSO-IRELM | 1        | 84.31        | 85.57  | 12.05  | 84.93       | 0.8667|
|           | 2        | 88.96        | 87.95  | 14.43  | 88.45       | 0.8667|
| IPSO-IRELM| 1        | 91.96        | 87.03  | 5.760  | 89.42       | 0.9063|
|           | 2        | 90.56        | 94.24  | 12.97  | 92.37       | 0.9063|
Looking at the F-score and AUC, IPSO-IRELM is the best. In terms of precision, for category 2, IPSO-IRELM is a bit worse than other algorithms, but the difference is not big.

The confusion matrix is used to summarize the records in the data set according to the actual results and prediction results to realize visualization. As can be seen from Fig.4, IPSO-IRELM has the best performance in predicting category 2. At the time, the value corresponding to the second quadrant is the largest, which also corresponds to the TPR value of IPSO-IRELM corresponding to category 2 in Table. 15. ROC curve is a curve reflecting the relationship between TPR and FPR. The curve divides the graph into two parts, and the part below the curve is expressed as AUC, which is used to illustrate the accuracy of prediction. It can be seen from Fig.4 that the AUC of IPSO-IRELM is the highest in both category 1 and category 2, which fully indicates the excellent performance of IPSO-IRELM and verifies that IPSO-IRELM has better binary classification detection effect than other algorithms. Overall, IPSO-IRELM has the best performance.

F. NSL-KDD DATA SET MULTIVARIATE CLASSIFICATION EXPERIMENT RESULTS

Divide Normal, Dos, Probe, U2R, and R2L into five categories, denoted as 1, 2, 3, 4, and 5 respectively. The experiment has changed from two classifications to multiple classifications. The experimental results are shown in Table. 16-21. The confusion matrix and ROC curve diagram of multiclass classification are given in Fig.5.

From Table. 16, IPSO-IRELM has the highest accuracy rate of 85.58%. Since the NSL-KDD multi-classification data set is still an unbalanced data set, the intrusion detection...
TABLE 18. Performance evaluation index of each algorithm on Dos.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|--------------|--------|--------|-------------|-------|
| SVM       | 95.63        | 72.11  | 12.93  | 82.22       | 0.7959|
| ELM       | 96.59        | 79.06  | 13.89  | 86.95       | 0.8258|
| RELM      | 90.30        | 82.53  | 16.68  | 86.24       | 0.8293|
| IRELM     | 90.67        | 83.75  | 14.92  | 87.07       | 0.8441|
| GA-IRELM  | 82.79        | 72.49  | 25.48  | 77.29       | 0.7350|
| PSO-IRELM | 95.26        | 81.86  | 21.96  | 88.05       | 0.7995|
| IPSO-IRELM| 95.65        | 88.11  | 21.37  | 91.72       | 0.8337|

TABLE 19. Performance evaluation index of each algorithm on probe.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|--------------|--------|--------|-------------|-------|
| SVM       | 81.08        | 66.21  | 28.08  | 72.90       | 0.6907|
| ELM       | 77.30        | 66.25  | 31.37  | 71.35       | 0.6744|
| RELM      | 74.54        | 62.99  | 33.18  | 64.87       | 0.6491|
| IRELM     | 76.53        | 56.30  | 33.92  | 63.16       | 0.6119|
| GA-IRELM  | 55.15        | 67.04  | 27.97  | 60.51       | 0.6954|
| PSO-IRELM | 59.19        | 84.96  | 32.66  | 69.78       | 0.7615|
| IPSO-IRELM| 69.64        | 87.15  | 34.33  | 77.42       | 0.7641|

TABLE 20. Performance evaluation index of each algorithm on U2R.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|--------------|--------|--------|-------------|-------|
| SVM       | NaN          | 0.00   | 0.00   | NaN         | 0.5000|
| ELM       | 16.67        | 1.00   | 0.0089509 | 1.890 | 0.5050|
| RELM      | 55.56        | 2.50   | 0.0044755 | 4.780 | 0.5125|
| IRELM     | NaN          | 0.00   | 0.0044755 | NaN   | 0.5000|
| GA-IRELM  | NaN          | 0.00   | 0.00   | NaN         | 0.5000|
| PSO-IRELM | NaN          | 0.00   | 0.00   | NaN         | 0.5000|
| IPSO-IRELM| 76.92        | 5.00   | 0.0044755 | 9.390 | 0.5250|

TABLE 21. Performance evaluation index of each algorithm on R2L.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC   |
|-----------|--------------|--------|--------|-------------|-------|
| SVM       | NaN          | 0.00   | 0.00   | NaN         | 0.5000|
| ELM       | 59.11        | 4.850  | 0.035371 | 8.930 | 0.5240|
| RELM      | 73.48        | 8.750  | 0.030318 | 15.64 | 0.5436|
| IRELM     | 32.85        | 4.970  | 0.070743 | 8.640 | 0.5245|
| GA-IRELM  | NaN          | 0.00   | 0.00   | NaN         | 0.5000|
| PSO-IRELM | 25.00        | 0.036311 | 0.015159 | 0.072516 | 0.5001|
| IPSO-IRELM| 94.71        | 7.810  | 0.030318 | 14.42 | 0.5389|

capabilities of each algorithm are further analyzed in terms of precision, TPR, FPR, F-score and AUC.

It can be seen from Table. 17 that for the Normal type data, the TPR of each algorithm is better, all above 97%. For other performance indicators, the precision, FPR, F-score and AUC of IPSO-IRELM are the highest among the comparison algorithms, indicating that IPSO-IRELM has better classification performance for Normal type data.

It can be seen from Table. 18 that for DOS data, IPSO-IRELM has the highest precision, TPR and F-score, but FPR is a little worse than SVM, ELM, RELM and IRELM. This is because in IPSO-IRELM, other types of data are predicted to have too many DOS data, resulting in slightly poor FPR. For AUC, IPSO-IRELM is second only to IRELM. In general, IPSO-IRELM has a strong ability to identify DOS type attacks.

From Table. 19, for Probe type data, the TPR of IPSO-IRELM is the highest, but the FPR is also the highest. This is because in addition to the better detection ability of IPSO-IRELM for Probe type data, other types of data will also be mistakenly detected as Probe type data, resulting in the highest FPR and low precision, but the F-score and AUC are still the highest.

It can be seen from Table. 20 that for U2R data, there are only 11 training data and 200 test data, so SVM, ELM, RELM, IRELM, GA-IRELM and PSO-IRELM all have poor recognition effect for U2R data. Although the TPR of IPSO-IRELM is only 5%, it is still the best, and the F-score and AUC are also the highest, with an precision rate of 76.92%, which other algorithms cannot do, indicating that IPSO-IRELM also has a certain ability to detect a few types of data, but it needs to be improved.
From Table 21, for R2L type data, SVM and GA-IRELM still cannot recognize R2L data because it is still a minority type of data. Other algorithms have recognition capabilities, but they are still not prominent. IPSO-IRELM’s TPR, F-score and AUC are second only to RELM, but the precision rate is higher than RELM. This is because RELM recognizes that other types of data are more R2L data during classification, which leads to a higher TPR than IPSO-IRELM, but the accuracy rate is not as good as IPSO-IRELM.

Through the analysis of Table 17-21, we can conclude that in the multivariate classification problem, it is not only necessary to consider some performance indicators. When the TPR conflicts with the precision rate, the comparison between models is relatively complicated. The F-score just reconciles the TPR and precision rate. In Table 17-21, the F value is better, indicating that IPSO-IRELM has a better classification effect than other algorithms.

In the analysis of Table 17-21, we found that when the classification error occurs, only looking at the precision rate and TPR can potentially see which category is more, which category is less. We do not know how many types of specific errors are classified into. Therefore, we still use the confusion matrix to show the difference of the data with its color difference, brightness, etc., which is easy to understand. The dark area indicates that the true value and the predicted value overlap more, and the light area is the opposite. It can be seen from Fig.5 that the dark areas of the first three categories of each algorithm are concentrated on the diagonal, and the latter two categories are concentrated on the lower left corner, which is caused by the imbalance of the data. Because the latter two types of data are too small, the algorithm’s recognition ability is not sufficient for high-level recognition, which leads to the recognition result tends to the category 1. From the comparison between the algorithms, for category 1, the classification accuracy of each algorithm is not much different. For category 2 and category 3, the good classification performance of the IPSO-IRELM algorithm is reflected, which is the best among all the comparison algorithms. As for the minority categories 4 and 5, IPSO-IRELM also has a certain recognition ability, while the recognition ability of other algorithms is basically zero.

The ROC curve has a huge advantage. When the distribution of positive and negative samples changes, its shape can remain basically unchanged. Therefore, the ROC curve can reduce the interference caused by different test sets and more objectively measure the performance of the model itself. It can be seen from Fig.5 that IPSO-IRELM has the best AUC for Normal, Dos, Probe and U2R. For R2L type, it is second only to RELM with a difference of 0.00472.

In summary, on the UCI balanced data set, the performance of IPSO-IRELM is better than that of IRELM and the traditional RELM algorithm, which shows the necessity of the improved method. On the NSL-KDD binary classification and multivariate classification data sets, it is also verified that the IPSO-IRELM algorithm has better classification performance.

**G. UNSW-NB15 DATA SET MULTIVARIATE CLASSIFICATION EXPERIMENT RESULTS**

The UNSW-NB15 dataset contains new patterns of modern network features with nine types of attacks, so this paper also uses the UNSW-NB15 dataset to verify whether the proposed
TABLE 22. Accuracy of different algorithms (%) and time(s).

| Algorithm       | SVM | ELM | RELM | IRELM | GA-IRELM | PSO-IRELM | IPSO-IRELM |
|-----------------|-----|-----|------|-------|----------|-----------|------------|
| Accuracy (%)    | 68.84 | 70.29 | 70.28 | 70.30 | 83.49    | 84.56     | 88.53      |
| Time (s)        | 6096 | 263 | 251  | 220   | 474      | 452       | 436        |

TABLE 23. Performance evaluation index of each algorithm on normal.

| Algorithm       | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC    |
|-----------------|--------------|--------|--------|-------------|--------|
| SVM             | 99.66        | 60.56  | 0.470  | 75.17       | 0.8005 |
| ELM             | 95.33        | 65.21  | 2.610  | 77.45       | 0.8130 |
| RELM            | 95.31        | 65.21  | 2.620  | 77.44       | 0.8130 |
| IRELM           | 95.35        | 65.20  | 2.660  | 77.45       | 0.8130 |
| GA-IRELM        | 85.19        | 72.30  | 10.26  | 78.22       | 0.8102 |
| PSO-IRELM       | 92.59        | 67.46  | 4.410  | 78.05       | 0.8153 |
| IPSO-IRELM      | 91.58        | 77.01  | 5.780  | 83.67       | 0.8562 |

TABLE 24. Performance evaluation index of each algorithm on Dos.

| Algorithm       | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC    |
|-----------------|--------------|--------|--------|-------------|--------|
| SVM             | 48.15        | 2.230  | 0      | 4.250       | 0.5111 |
| ELM             | 29.03        | 7.040  | 1.66e-02 | 11.34     | 0.5351 |
| RELM            | 29.00        | 7.040  | 1.66e-02 | 11.33     | 0.5351 |
| IRELM           | 29.24        | 6.990  | 1.53e-02 | 11.29     | 0.5349 |
| GA-IRELM        | 32.73        | 0.440  | 3.83e-03 | 0.870     | 0.5022 |
| PSO-IRELM       | 33.73        | 4.160  | 0      | 7.400       | 0.5208 |
| IPSO-IRELM      | 31.25        | 2.690  | 0      | 4.950       | 0.5135 |

TABLE 25. Performance evaluation index of each algorithm on exploits.

| Algorithm       | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC    |
|-----------------|--------------|--------|--------|-------------|--------|
| SVM             | 50.67        | 87.28  | 2.760  | 64.12       | 0.9226 |
| ELM             | 54.36        | 85.80  | 1.890  | 66.55       | 0.9196 |
| RELM            | 54.26        | 85.82  | 1.890  | 66.48       | 0.9196 |
| IRELM           | 54.32        | 85.91  | 1.890  | 66.56       | 0.9201 |
| GA-IRELM        | 27.02        | 74.01  | 13.94  | 39.59       | 0.8064 |
| PSO-IRELM       | 49.77        | 83.29  | 3.500  | 62.31       | 0.8990 |
| IPSO-IRELM      | 46.48        | 84.15  | 4.420  | 59.89       | 0.8987 |

TABLE 26. Performance evaluation index of each algorithm on fuzzers.

| Algorithm       | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC    |
|-----------------|--------------|--------|--------|-------------|--------|
| SVM             | 23.51        | 69.76  | 14.88  | 35.16       | 0.7744 |
| ELM             | 23.65        | 56.40  | 12.50  | 33.33       | 0.7195 |
| RELM            | 23.61        | 56.14  | 12.51  | 33.24       | 0.7182 |
| IRELM           | 23.65        | 56.38  | 12.51  | 33.32       | 0.7194 |
| GA-IRELM        | 22.68        | 2.010  | 0.240  | 3.700       | 0.5089 |
| PSO-IRELM       | 19.31        | 55.30  | 12.20  | 28.26       | 0.7155 |
| IPSO-IRELM      | 24.51        | 43.68  | 6.440  | 31.40       | 0.6862 |

From Table 22, it is concluded that IPSO-IRELM has the highest accuracy rate of 88.53%. Also, IRELM has the shortest training time, which indicates that IRELM is more efficient. The training time of IPSO-IRELM increases due to the optimization of IPSO, but it does not increase compared with GA-IRELM and PSO-IRELM, which indicates that our improvement of PSO does not increase its complexity. Similarly, since the UNSW-NB15 multiclassification dataset is also an imbalanced dataset, the intrusion detection capability of each algorithm is further analyzed in terms of precision, TPR, FPR, F-score, and AUC.

From Fig.6, a portion of the Dos data is mistaken for exp; a portion of the fuzzers data is mistaken for exploits.

algorithm can have a better classification effect in the current network environment. Since the UNSW-NB15 dataset is also a non-equilibrium dataset, neither the proposed algorithm nor the comparison algorithms can identify the four attacks: Analysis, Backdoor, shellcode and Worms in the experiment, so the final experimental results are shown in Table. 22-28 and Fig.6.
TABLE 27. Performance evaluation index of each algorithm on generic.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC  |
|-----------|--------------|--------|--------|-------------|------|
| SVM       | 99.79        | 96.24  | 1.58e-03 | 97.98       | 0.9812 |
| ELM       | 99.81        | 96.29  | 1.58e-03 | 98.01       | 0.9814 |
| RELM      | 99.81        | 96.29  | 1.58e-03 | 98.01       | 0.9814 |
| IRELM     | 99.81        | 96.29  | 1.58e-03 | 98.01       | 0.9814 |
| GA-IRELM  | 91.64        | 96.27  | 0.220   | 93.90        | 0.9803 |
| PSO-IRELM | 98.47        | 96.24  | 4.57e-02 | 97.34        | 0.9810 |
| IPSO-IRELM| 98.86        | 96.24  | 3.94e-04 | 97.54        | 0.9810 |

TABLE 28. Performance evaluation index of each algorithm on reconnaissance.

| Algorithm | Precision(%) | TPR(%) | FPR(%) | F-score (%) | AUC  |
|-----------|--------------|--------|--------|-------------|------|
| SVM       | 50.37        | 59.18  | 1.580   | 54.42       | 0.7880 |
| ELM       | 41.45        | 66.10  | 2.260   | 50.95       | 0.8192 |
| RELM      | 41.45        | 66.16  | 2.260   | 50.97       | 0.8195 |
| IRELM     | 41.50        | 66.08  | 2.260   | 50.98       | 0.8191 |
| PSO-IRELM | 5.260        | 2.86e-02 | 0.00    | 5.69e-02    | 0.5001 |
| IPSO-IRELM| 25.35        | 3.150  | 0.270   | 5.600       | 0.5144 |

FIGURE 6. UNSW-NB15 dataset multiple classification confusion matrix.

and a portion of the Normal data is mistaken for Fuzzers in the final classification results obtained by all algorithms, which leads to the low precision rates in Table. 24-26. For Generic data, as in Table. 27, each algorithm can detect it well, but IPSO-IRELM has the smallest FPR, indicating that IPSO-IRELM can detect Generic while not mistaking Generic for other classes. For Normal data, as shown in Table. 23, the TPR, F-value and AUC of IPSO-IRELM are the highest, which indicates that IPSO-IRELM has better classification performance for Normal data. In summary,
IPS0-IRELM not only has the highest accuracy rate, but also the training time does not increase. Although some classifications are not recognized for the UNSW-NB15 dataset, it has the best classification results for the remaining six classifications, indicating that IPS0-IRELM still has better classification ability in modern network environments as well.

V. CONCLUSION

We propose an IPS0-IRELM intrusion detection model, which overcomes the shortcomings of offline learning of traditional intrusion detection models. It uses sequential learning to classify the types of attacks in the network, and jointly optimizes the initial weights and deviations of IRELM through improved particle swarms. The experimental results show that IPS0-IRELM has obvious advantages in all evaluation indicators, no matter on the UCI balance data set or the NSL-KDD intrusion detection data set, or the UNSW-NB15 data set, which contains many new types of attacks. The next step will be to study how to have a higher recognition rate for minority samples on unbalanced data sets, and apply the IPS0-IRELM algorithm to actual dynamic intrusion detection networks to test its classification effect in the real environment.
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