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Abstract

Edge computing has become increasingly popular across many domains and enterprises. However, given the locality constraint of edges (i.e., only close-by edges are useful), multiplexing diverse workloads becomes challenging. This results in poor resource utilization in edge resources that are provisioned for peak demand. A simple way to allow multiplexing is through micro-data centers, that bring computation close to the users while supporting diverse workloads throughout the data, along with edges. In this paper, we argue for a hybrid approach of dedicated edge resources within an enterprise and on demand resources in micro-data centers that are shared across entities. We show that this hybrid approach is an effective and cost-efficient way for scaling workloads and removes the need for over-provisioning dedicated resources per enterprise. Moreover, compared to a scaling approach that uses only the edges across enterprises, micro-data centers also form a trusted third party that can maintain important quality of service guarantees such as data privacy, security, and availability.

1 Introduction

Edge computing—which pushes computation from the cloud closer to the end user—has recently piqued significant interest. The paradigm has several advantages including reducing end-to-end latency, providing continuous service despite intermittent connectivity to the cloud, reducing network bandwidth consumption, and reducing the monetary cost of using cloud services [8, 9, 14, 23, 24, 26, 25, 27]. As a result, the edge has become a good fit for a wide variety of domains, such as the Internet of Things (IoT), video processing, online gaming, or augmented/virtual reality [7, 8, 27, 60, 33, 34].

Most application workloads are dynamic with diurnal, weekly, seasonal (e.g., holidays), or occasional (e.g., sports event) peaks and drops. As an example, Figure 1 shows workload patterns from four real-world activities (coffee purchases, food purchases, nightlife and shopping). The figure is taken from [17]. As another example, Figure 2 shows the network traffic from IoT devices on a smart college campus on a single representative day. This figure is taken from [28]. Dynamic patterns are particularly more severe at the edge given its locality constraints. Edges only serve applications within a vicinity. Thus, they lose the luxury of aggregating data globally (in a single data-center) and potentially masking some of the variation.

Many of these patterns are predictable, enabling application developers to plan ahead and scale accordingly. However, due to limited application diversity within an enterprise, the potential for multiplexing will be poor. For instance, a university and the traffic monitoring system in a city may each have their own set of edges. Since each entity will have a relatively smaller number of edges (compared to a data-center), and less diversity among its workloads, e.g., the peak for most applications in a university is 9am to 5pm, and traffic related application are at rush hour, the potential for multiplexing within each enterprise is poor. Therefore, developers have a choice—either to observe degraded performance at peak times or over-provision resources for the peak (which wastes resource during low load). While the former choice is untenable, the latter can be expensive.

We argue for the need of a hybrid approach of dedicated resources within an enterprise and on demand resources in micro-data centers (MDCs) that are shared across entities. This hybrid approach brings the benefits of multiplexing, as on the cloud, closer to the edge. Along with scalability, it also enables fast testing and development of edge applications without needing to provision new edges, and allows fault tolerance until new edge devices can be permanently added (which can be a lengthy process).

However, providing on demand scaling at the edge has many challenges and complexities due to the nature of
the new environment. Dedicated over-provisioned resources provide the guarantee that not only are there resources available at the peak, but that they are also in an acceptable proximity and locality of the users. An on-demand scalability approach through MDCs should be able to guarantee resources while satisfying locality constraints. To do so, resources should be provisioned ahead of time in a locality and in a demand-aware fashion.

Moreover, on demand scaling should also be cost-effective for both the enterprises using it and the MDC provider. The provider takes advantage of the fact that even though an enterprise individually has poor multiplexing, combining workloads with diverse peaks from multiple entities provides efficient multiplexing. Conversely, enterprises require certain guarantees such as availability, which translates to dedicating resources at the provider. Although stringent guarantees entail higher costs, having a pricing model that can motivate more entities to use MDCs and in turn, increase diversity and utilization is crucial. The benefit of on demand scaling at peak loads should outweigh buying individual resources, but should not come at a loss for providers.

In this work, we propose Bené, a shared MDC infrastructure that provides on demand scalability on the edge. Bené consists of a shared pool of dedicated resources, that can be used across multiple enterprises. Bené manages the pool of resources end-to-end from capacity planning, constructing pricing models, to scheduling resources for incoming demands and actually assigning and monitoring resources. Bené plans the capacity of each MDC in a location-aware manner, using the historical demands of each location.

Bené provides two levels of resource guarantees: a) reserved allocations which are guaranteed resources similar to leased resources for a predefined time-frame with a fixed price, e.g., 2 units at 4pm – 6pm everyday, and b) real-time allocations which are allocated in real-time based on current availability and dynamic pricing based on demand. Reserved resources provide similar guarantees to dedicated resources and real-time resources help increase overall utilization of the system, making it a cost-effective solution for the provider.

The contribution of this paper includes describing an infrastructure based on MDCs that can be used to scale the edge cheaply and on-demand. Section 2 describes the high-level design of Bené, a simple pricing model, and its scheduler. Section 3 discusses related work in the area and Section 4 describes possible future directions. We conclude with Section 5.

2 Design

Figure 3 shows the high level pipeline that comprises Bené. As resource requests come in from enterprises, they are stored in a database and can be later used for capacity planning for the edge (Section 2.1). More ur-
The resource provisioning module is responsible for calculating a price for a user’s resource request and for developing a scheduling plan to service the request.

Bené allows two kinds of requests: reservations and real-time requests. Both requests contain the number of instances required, the specifications of the instances in terms of resources, the time frame for the request, and the expected latency and throughput service level objectives. Each instance requested can be a VM/container and we will refer to them as slots from now on. We assume that a user does not specify objectives that are unreasonable: for example, a system may never be able to support a latency of less than 1 ms.

Reservation requests can be taught of as a lease on the resource. Reservations are made in advance by an enterprise, which increases the chances of resources being available so the request can be serviced. The request must come sufficiently in advance (currently set to 15 min in Bené) for it to be considered a reservation. This time is necessary to make scheduling decisions and prepare slots to start jobs on time. Bené maintains a free list of resources, for every time unit (15-min intervals in practice). For each time unit, the free list records which slots in the MDC are available for use. When a reservation comes in, Bené uses the free list to assign the request appropriate slots based on the given requirements and then updates the free list.

Real-time requests are allowed in Bené to increase resource utilization (for the provider) and utilize the unused time slots. However, real-time request are scheduled in a best-effort manner. Customers run the risk that no resources may be available to service real-time requests.

### Pricing

Bene’s pricing structure is similar to pricing structures in the cloud with dedicated resources and spot instance [1][2]. Bené settles on a defined price per slot based on the amount of the resources it provides and the number of them that are available. These defined prices are used to calculate how much the user is charged for a reservation. Similar to the pricing of dedicated instances in AWS, these instances have higher prices as they are guaranteed to be available to the user for the entire duration of their job.

However, Bené reduces the prices of instances that are unused in real-time, and uses these prices to charge real-time requests. This increases revenue as it encourages customers to make more real-time requests. However, before a real-time request is scheduled, the customer is told that the resources might be taken away at a given
Thus, the price that a customer is charged can be calculated by:

\[ \text{Charge} = \text{Price Rate} \times \text{Number of Containers} \times \text{Container Type} \times \text{Occupancy Duration} \]

Scheduling: The scheduler runs periodically (every 15 mins), makes a note of the jobs that must be stopped in the next time interval and creates a schedule for the jobs that have to be started.

When requests come in, the request handler ensures that slots of the required kind are available for the requested duration. However, the scheduler ensures that slots are scheduled in the most efficient way, i.e., its goal is to pack slots onto machines to minimize fragmentation and increase resource utilization. To be able to do so, Bené uses the scheduling algorithm from Rayon [10]. Rayon is a good choice for the system because it allows us to change the current resource reservation on the cluster quickly and still create a close to optimal solution.

2.3 Deployer

The deployer receives a schedule and accordingly, closes down the containers that are at the end of their jobs, cleans up state, ships the binaries for the new jobs to their respective slots, and starts containers there. This allows new jobs to start exactly on time. Customers are also allowed access to their containers before the starting time so they can update their applications with the correct endpoints.

The deployer’s most important job is to detect failures in the MDC, and report the failure to the scheduler. As an MDC is relatively small, the deployer adopts a simple approach of pinging the slots at regular intervals to make sure that they are available. Once a failure is detected, the deployer informs the scheduler and attempts to restart the slot. If the attempt fails, then it fetches the new schedule to re-provision a container for the job. The pricing module is updated accordingly about the loss of service for the given duration. It is possible that no containers might be available to re-provision the job, in which case, a slot for a real-time request can be pre-empted. If there are no real-time requests running on the cluster, then the customer is informed accordingly and the price charged is updated.

3 Related Work

3.1 Quality of Service at the Edge

Quality of service metrics such as availability and performance are crucial to meet the low-latency service level objectives of the applications running on the edge. [29] surveys edge computing and claims that availability on the edge is highly variable, an attribute inherited from peer-to-peer architectures. [20] surveys existing paradigms including cloud computing and concludes analytically that building a reliable edge computing environment is difficult but feasible, but does not propose solutions to any of the challenges described.

In terms of performance, [21] describes a simple analytical model to measure the amount of excess capacity in a given edge deployment that is able to meet a given latency threshold while sustaining the probability of a single failure. Several works exist that use the edge to improve the performance of their applications e.g. Cachier [13] is a system that uses the edge as an efficient cache for image recognition applications and uses dynamic load balancing between the edge and the cloud to provide the low latency responses. Similarly, [7] describes how video analytics is the killer app for the edge, as the paradigm is very effective for returning low latency responses, while using little bandwidth. [12] describes the tradeoff between power consumption and transmission delay in a geo-distributed deployment. The work formulates and solves a workload allocation problem which suggests the optimal workload allocations between fog and cloud towards the minimal power consumption with the constrained service delay.

3.2 Resource Allocation on the Edge

Related work has considered the problem of task allocation to different kinds of edge deployments. iFogSim [18] is a simulator that models IoT and fog environments and can measure the impact of resource management techniques in terms of latency, network congestion, energy consumption, and cost. [32] solves a linear programming, and a faster low-complexity heuristic to find a good allocation of jobs onto heterogeneous machines in different cloudlets. [15] uses software-defined networking to manage accessibility to edge resources, while addressing network events such as traffic overload and failures that can affect quality of service. [3] proposes a framework that considers the problem of high user churn rate and manages resources accordingly.

3.3 Scalability in other paradigms

As much as scalability is essential for supporting the workloads of our times, it is not easy to achieve in prac-
tice. Even though a data center allows cheaper multiplexing, it is difficult to maximizing its utilization at all times [16]. A large body of work has considered the problem of applications that can scale to several thousand machines e.g. [6][22][4][31][19]. An essential problem is partitioning state efficiently, and if required, keeping it synchronized with other replicated instances: solutions range from efficient state partitioning [5] to expressing computation in a way that does not require synchronization [11].

4 Discussion & Future Work

MDCs as opposed to other approaches: Alternate solutions to MDCs include building shared resource pools of unused resources owned by individual enterprises. This allows enterprises to purchase specialized dedicated resources. However, a few problems can pose hurdles in forming a platform from these resources. For example, enterprises can be reluctant about sending their data to another enterprise for privacy reasons. In addition, the application would have to support re-routing of requests: if a resource fails at an enterprise and another resource is provisioned on the premises of another enterprises, users have to be informed that they must now contact the other enterprise. Fault tolerance through overprovisioning is significantly easier to do within an MDC.

Capacity Planning: Setting up an MDC allows load to be shared cheaply but comes with a large initial investment. Administrators can optimize the number and capacities of MDCs to minimize the initial cost while trying to provide service in as large an area as possible. The first aspect to consider is the number of MDCs in a region: while it is cheaper to set up a single MDC, having multiple MDCs provides availability in the face of large-scale failures due to natural disasters or accidents. If failures are unlikely, a single MDC can be responsible for a single region.

Additionally, the size of a region that an MDC can cater to is worth exploring. This depends on several factors such as the population density in the region, the workload experienced, the stringency of the service level objectives and the extent to which the MDC can be scaled up or out.

Resource Provisioning: Setting up dedicated edges can be enticing for enterprises that have very specific resource demands. For example, they may require specialized hardware for machine learning or applications of cryptocurrency. It would be useful to perform a survey of the kinds of resources users require and provision accordingly. Providing specialized resources of course comes at the cost of less opportunity for multiplexing in case other users do not have the same resource demands, and less revenue for Bené.

5 Conclusion

In this paper, we showed that a hybrid approach of dedicated edges and on-demand micro-data centers form the most viable solution for scaling in a cost-effective manner at the edge, while preserving important quality of service properties such as security and availability.
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