Investigation of the cutting fluid’s flow and its thermomechanical effect on the cutting zone based on fluid–structure interaction (FSI) simulation
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Abstract
Cutting fluids are an important part of today’s metal cutting processes, especially when machining aerospace alloys. They offer the possibility to extend tool life and improve cutting performance. However, the equipment and handling of cutting fluids also raises manufacturing costs. To reduce the negative impact of the high cost of cutting fluids, cooling systems and strategies are constantly being optimized. In most existing works, the influences of different cooling strategies on the relevant process state variables, such as tool wear, cutting forces, chip breakage, etc., are empirically investigated. Due to the limitations of experimental methods, analysis and modeling of the working mechanism has so far only been carried out at a relatively abstract level. For a better understanding of the mechanism of cutting fluids, a thermal coupled two-dimensional simulation approach for the orthogonal cutting process was developed in this work. This approach is based on the Coupled Eulerian Lagrangian (CEL) method and provides a detailed investigation of the cutting fluid’s impact on chip formation and tool temperature. For model validation, cutting tests were conducted on a broaching machine. The simulation resolved the fluid behavior in the cutting area and showed the distribution of convective cooling on the tool surface. This work demonstrates the potential of CEL-based cutting fluid simulation, but also pointed out the shortcomings of this method.
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Nomenclature

| Symbol | Unit | Definition |
|--------|------|------------|
| A      | MPa | Yield stress at \( \varepsilon_0 \) and \( T_0 \) |
| \( A_c \) | \( m^2 \) | Surface area where the heat transfer takes place |
| B      |     | Factor of strain hardening |
| C      |     | Factor of strain-rate hardening |
| \( D_{\text{nozzle}} \) | mm | Nozzle diameter |
| h      | \( W/(m^2 \cdot K) \) | Heat transfer coefficient |
| \( h_p \) | mm | Uncut chip thickness |
| k      | \( kg/(s^3 \cdot K) \) | Thermal contact conductance coefficient |
| m      |     | Index of temperature |
| n      |     | Index of strain hardening |
| \( \dot{Q}_{\text{conv}} \) | J/s | Heat dissipation by convective cooling |
| \( \dot{Q}_s \) | J/s | Heat generation at the contact surface between tool and workpiece |

\( \dot{Q}_{\text{tool}} \) J/s | Heat flow from the tool-chip interface into the cutting tool |

\( T \) °C | Temperature |
\( T_0 \) °C | Room temperature |
\( T_{\text{fluid}} \) °C | Temperature of cutting fluid |
\( T_m \) °C | Melting temperature |
\( T_{\text{tool}} \) °C | Tool temperature on the workpiece tool contact surface |
\( T_{\text{wall}} \) °C | Tool surface temperature |
\( T_{\text{wp}} \) °C | Workpiece temperature on the workpiece tool contact surface |
\( T_f \) °C | Reference temperature of friction |
\( V_{\text{CF}} \) l/min | Flow rate of the cutting fluid |
\( \varepsilon \) | – | Equivalent plastic strain |
| \( \varepsilon_0 \) | s\(^{-1} \) | Plastic strain rate |
| \( \varepsilon_f \) | s\(^{-1} \) | Reference plastic strain rate |
| \( \mu \) | – | Fracture strain |
| \( \mu_0 \) | – | Friction coefficient |
| \( \sigma \) | MPa | Flow stress |
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\[ \sigma_{eq} \quad \text{MPa} \quad \text{Equivalent stress} \]
\[ \sigma_m \quad \text{MPa} \quad \text{Mean stress} \]

**Abbreviations**

- **CAD**: Computer Aided Design
- **CFD**: Computational Fluid Dynamics
- **CEL**: Coupled Eulerian–Lagrangian
- **FEM**: Finite Element Method
- **FSI**: Fluid–Structure Interaction
- **VOF**: Volume Of Fluid

1 **Introduction**

Cutting fluids are widely used in the manufacturing process for cooling, lubricating the cutting area, reducing tool wear, removing chips to improve productivity and surface quality. Particularly in the machining of heat-resistant aerospace alloys, such as Inconel 718, the use of cutting fluids plays an important role in increasing tool life due to the extreme thermal and mechanical tool loading. Despite its advantages, wet cutting has been criticized for economic and ecological reasons since the early 1990s. Surveys in the German automotive industry revealed that the cost of manufacturing parts related to the cutting fluid was several times higher than the cost of tools [1]. The proper use of cutting fluids therefore has an essential impact on the economics of the manufacturing process.

In the last few decades, the effect of cutting fluids on different processes has been extensively researched. Sørby and Tønnessen [2] studied the effect of flank and rake surface cooling at different nozzle diameters and observed no significant advantage of combined flank and rake face cooling compared with only rake face cooling. In contrast, Diniz et al. [3] observed in turning tests that the longest tool life was achieved when the cutting fluid is either applied to both rake and flank face or only to the flank face with low flow rates. The results of these two specific cases showed that the conclusions drawn from one cutting condition are not directly transferable to other processes or materials. Therefore, cooling strategies must be specifically tailored to the cutting conditions to maximize their efficiency. To achieve this goal, it is essential to understand the mechanism of thermomechanical effects of cutting fluids.

As the experimental methods for cutting fluid investigation had reached their limits due to the restricted accessibility in the machining process, numerical simulations have been increasingly used. The pioneering work was started in 1996 by Li [4], who extended the finite element (FE) chip formation simulation to define a convective heat transfer model for chip and tool surfaces. The results showed that overhead jet cooling was more effective than flank face cooling with respect to a lower tool temperature. Courbon et al. [5] further developed the model and analyzed not only the thermal loads, but also the mechanical effect of the cutting fluid. The results revealed that high-pressure rake face cooling had a significant effect on the chip contact length and the cutting force, but no effect on the chip curvature. Both Li’s and Courbon’s studies based on pure FE simulation. The flow behavior thereby was not described in full detail, so that their results can only be used for qualitative, but not for quantitative studies.

With the later development of computational fluid dynamics (CFD), a more accurate simulation of the flow field could be achieved. The development of CFD-based cutting fluid simulation can be divided into three stages, as shown in Fig. 1. In the first stage, pure CFD simulations were performed to investigate the relationship between the tool geometry and the local flow velocity, without considering chip formation and heat generation in the process. The efficiency of the cutting fluid can be improved by modifying the tool shape to promote local flow rate. Fallenstein and Aurich [6] presented a thermal coupled simulation approach to investigate heat flux between tool and cutting fluid in drilling. The authors assumed a constant tool temperature and evaluated the cooling efficiency of different cooling conditions. The results revealed that the cooling effect can be improved if the distance between...
the cooling nozzles is reduced. Beer et al. [7] improved the flank face design of a carbide twist drill based on CFD analysis and achieved a tool life improvement of about 50%. Fang [8] used CFD to investigate the effect of adding cooling channels to the tool flank face. The simulation and experimental results showed that the tool life can be doubled with the flank surface cooling channel.

Although cutting fluid simulations are widely used in the analysis of machining processes, it is still a challenge to quantitatively model the thermomechanical effects of cutting fluids. This is not only due to the complexity of the fluid itself, but also to the changes in the geometric boundaries during machining. Both chip formation and tool movement change the solid boundaries of the flow field and thus affect the flow state. Therefore, to achieve better accuracy, FE cutting simulation was combined with CFD in the further development. Klocke et al. [9] presented a numerical model based on the Coupled Eulerian–Lagrangian (CEL) method. This method can calculate the mechanical effects of cutting fluids on chip formation and the thermal effects of tool temperature in one simulation environment. Helmig et al. [10] presented an interface program to combine the chip formation simulation with the CFD. The results indicated the formation of a flow stagnation zone in the cutting zone, which reduced the cooling effect. Oezkaya and Iovkov [11] linked the FE chip formation simulation of the twist drilling to the thermal CFD. The results showed that even small chips can cause a large reduction in flow rate in the cutting zone, which can shorten tool life and lead to poor chip evacuation. This approach significantly improved the accuracy of the simulation as it considers the realistic chip shape and heat source distribution.

Based on the results of Klocke et al. [9], CEL-based cutting fluid simulation were further developed in this work. The innovation of this paper is in two aspects: In the first part, a standard approach for combining cutting fluid simulation and chip formation simulation based on coupled Euler-Lagrange methods is developed and a validation process has been presented. Based on the simulation results, the formation of the stagnation zone of cutting fluid in the cutting area and the distribution of convection cooling on the tool rake face were investigated. In the following section, the working principle of CEL is presented first. Section 3 introduces the experimental setup for the validation test. The empirical data were used as a data base to validate the model parameters. The subsequent analysis of the experimental and simulation results reveals the thermomechanical effects of the cutting fluid. Finally, the advantages and disadvantages of the CEL method are summarized.

2 Numerical model

The simulation approach in this paper can be divided into three steps. In the first step, the material models were validated by means of the measured cutting forces. A calibrated material model played a decisive role in the subsequent thermal analysis, since in the simulation, 90% of the mechanical energy converted into heat [12], so that the definition of heat source related directly to the cutting forces. In the second step, the heat transfer coefficient between the workpiece and the tool was assumed to be constant and was verified with a single-point measurement of the tool temperature. Finally, the effects of the cutting fluid were simulated using a thermal coupled CEL model.

2.1 Simulation of specific cutting forces

The CEL model used for the cutting simulation is a feature of the commercial software ABAQUS (Version 6.14). Figure 2 shows the setup of the boundary conditions. The CEL model consisted of two simulation domains: Eulerian and Lagrangian Domain. The Eulerian domain defined the workpiece and the cutting fluid with the volume fraction. The Lagrangian domain discretized the cutting tool. Tool was considered as an ideal rigid body and therefore the simulation ignored tool wear and tool deformation. The thermal interaction between the tool and the workpiece was defined by the contact heat transfer coefficient and that between the solid and the cutting fluid as perfect thermal contact.

The model simulated the transient procedure. Each time step was divided into two sub-steps. First, a Lagrangian step calculated the motion of the chip and cutting fluid and the interaction between the different parts. Then, a remap step transformed the results from the Lagrangian mesh into the spatially fixed Eulerian mesh [13]. This method avoided mesh distortions and numerical instabilities at large deformations and was therefore suitable for cutting simulations. Since the remap process resulted in a loss of precision, the grid in the cutting area must be sufficiently fine to ensure the accuracy of the calculations. Based on the sensitivity test, the grid size of the cutting area was defined as 6 μm. The mesh consisted of structured hexahedral elements to avoid stress singularity and improve computational performance.

In the cutting process, workpieces are subjected to high temperatures and large strain rates. For modeling the plasticity of the workpiece, the Johnson-Cook constitutive model was utilized. The Johnson-Cook model is one of the most commonly used material model for cutting simulations [14]. Its mathematical expression is shown in Eq. 1 [15].

$$\sigma = (A + B \cdot \varepsilon^n) \cdot \left(1 + C \cdot \ln \left(\frac{\varepsilon}{\varepsilon_0}\right)\right) \cdot \left(1 - \left(\frac{T - T_0}{T_m - T_0}\right)^m\right)$$ (1)
The materials investigated in this work were AISI 1045 and Inconel 718. AISI 1045 is a medium carbon steel commonly used for automotive parts and hand tools. Although this material can in principle be processed dry due to its good machinability, it was chosen because it has already been studied in many research projects and relevant material data and models are available [16]. The nickel-base alloy Inconel 718, in contrast, is a high-temperature material that is almost exclusively wet machined in practice. Therefore, the study of the working mechanism of cutting fluids in machining processes for industrial applications is of great importance.

The chips of Inconel 718 show a serrated shape, which is caused by adiabatic shear and damage-related crack initiation and propagation [17]. The simulation in this work used the Johnson Cook damage criterion to describe serrated chip formation. The mathematical expression was defined as follows [18].

$$\varepsilon_f = \left( D_1 + D_2 \cdot \exp \left( D_3 \cdot \frac{\sigma_m}{\sigma_y} \right) \right) \cdot \left[ 1 + D_4 \cdot \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \cdot \left[ 1 + D_5 \cdot \left( \frac{T - T_0}{T_m - T_0} \right)^{n_0} \right]$$

(2)

The friction was also defined in the cutting simulation, since it plays a decisive role for the deformation of the main shear zone, chip thickness, chip flow direction, cutting force and temperature [19]. The later simulation used the temperature-dependent friction model developed by Puls and Klocke et al. [20]. The coefficient of friction can be expressed as:

$$\mu = \begin{cases} \mu_0 & T < T_0 \\ \mu_0 \cdot \left(1 - \left( \frac{T - T_f}{T_m - T_f} \right)^{n_f} \right) & T \geq T_0 \end{cases}$$

(3)

The parameters of the friction model for the contact pairing of AISI 1045 and Inconel 718 with carbides were determined by Puls [20] in and by Seimann in [21]. The initial temperature condition of the model was defined as 25 °C. Since the upper and right boundaries of the tool were far away from the heat source and the cutting time was short, they were considered as isothermal boundaries. Table 1 summarizes the parameters of the material and friction models used in this work.

2.2 Determination of the thermal contact conductance

Under dry machining conditions, the heat flow into the tool equals the sum of the heat generated at the tool surface and the shear zones, the heat transfer between tool and workpiece, the heat radiation as well as the air convection. The heat losses due to radiation and convection by air are much lower than the heat transfer between tool and workpiece, therefore only the contact heat transfer between solid parts was considered in the simulation [23]. The heat flow from the tool-chip interface into the cutting tool can be defined as

$$\dot{Q}_{tool} = \dot{Q}_s + k \cdot A_c \cdot (T_{wp} - T_{tool})$$

(4)

where $\dot{Q}_s$ is the heat flow generated at the surface of the tool and $k$ the thermal contact conductance coefficient. The coefficient $k$ is a function of the material properties of the contact pair as well as the surface topology and the pressure between the contact surfaces [24]. In this work, $k$ is assumed to be constant. Its value depends on cutting conditions and was determined using the inverse method. First, the simulation calculated the tool temperature with an assumed $k$-value. The $k$-value was then adjusted by comparing the simulated tool temperature with the experimental data until satisfactory agreement was achieved.
Simulation of flow field and convective heat transfer

The Newton’s law defined the convective cooling as follows:

\[ Q_{\text{conv}} = h \cdot A \cdot (T_{\text{wall}} - T_{\text{fluid}}) \]  

(5)

The value of the heat transfer coefficient \( h \) depends on the flow behavior of the cutting fluid. The CEL method determines the flow behavior with the continuity, momentum, and energy equations. The cutting fluid was assumed to be an incompressible Newtonian fluid. Turbulence, liquid evaporation, and air–liquid interactions were neglected.

The initial fluid velocity in the cutting simulation corresponds to the velocity distribution of the cutting fluid jet before it reaches the cutting zone. The jet is slowed down by air resistance before it reaches the cutting zone. The velocity distribution of the cutting fluid jet could not be measured experimentally. In order to determine the velocity of the cutting fluid jet as accurately as possible, the development of the jet velocity was simulated in ANSYS Fluent using the VOF model. The inlet condition was set to \( \dot{V}_{CF} = 1.6 \text{ l/min} \), which matched the experimentally measured flow rate. The nozzle diameter of \( D_{\text{nozzle}} = 1.6 \text{ mm} \) corresponds to the tested tool holder. The simulation describes the turbulent flow with the standard \( k - \varepsilon \) model. Model parameters were Fluent default values. Figure 3 shows the fully developed pipe flow at the nozzle outlet and the velocity distribution of the cutting fluid jet.

The CEL model imported the velocity distribution at a distance of 10 mm from the nozzle outlet as the initial cutting fluid velocity. ABAQUS could define the velocity distribution using the analytical approach. The velocity profile was fitted with a normal distribution function and defined as an initial condition for the CEL model in ABAQUS. The mathematical expression of the setting was:

\[ v_{CF} = 211.2 \cdot e^{-5.95 \cdot y^2} + 755 \]  

(6)

The dotted curve in Fig. 3 is the analytical velocity distribution in ABAQUS, which is generally consistent with the CFD results.

All simulations were performed on a workstation with 16 processors. The workstation had a Xeon E5-2698 CPU with 2.2 GHz clock frequency and computer memory of 32 GB. The average simulation time of a millisecond process is about 30 hours for Inconel 718 and about 20 hours for AISI 1045.

Experimental procedure

The following subsections explain the experimental setup, the properties of the tools and workpieces. The sensors used and the parameter combination are also outlined.

3.1 Workpiece materials and cutting fluid

To create a database for the model validation, orthogonal cutting tests were performed with Inconel 718 and AISI 1045. The Inconel 718 specimens had a shape of

| Table 1 Parameters of the material and friction models |
|-----------------------------------------------|-----------------------------------------------|
| Johnson Cook material constitutive model of Inconel 718 [22] | Johnson Cook material constitutive model of AISI 1045 [16] |
| A                  | B                  | C                  | m                  | n                  | Tm [°C] | T0 [°C] | \( \dot{\varepsilon}_0 \) |
| [MPa]              | [MPa]              | –                  | –                  | –                  | –       | –       | –                   |
| 1200               | 1284               | 0.006              | 1.2               | 0.54               | 1800    | 25      | \( 10^{-3} \)       |
| D1                 | D2                 | D3                 | D4                 | D5 |
| 0.04               | 1.2                | -1.45              | 0.04               | 0.89 |
| A                  | B                  | C                  | m                  | n                  | Tm [°C] | T0 [°C] | \( \dot{\varepsilon}_0 \) |
| [MPa]              | [MPa]              | –                  | –                  | –                  | –       | –       | –                   |
| 553.1              | 600.8              | 0.0134             | 1                  | 0.234              | 1460    | 20      | 1                   |
| \( \mu_0 \)         | \( m_f \)           | \( T_f \)           | \( \mu_0 \)         | \( m_f \)           | \( T_f \)           |
| –                  | –                  | \[°C\]             | –                  | –                  | \[°C\]             |
| 0.46               | 2.4                | 200                | 0.7                | 0.35               | 600     |
Table 2 shows a comparison of the physical properties of the Inconel 718 and the AISI 1045. The hardness was measured at various points on the workpiece and the other values came from the supplier’s specification.

Compared to AISI 1045, Inconel 718 has lower thermal conductivity, which leads to heat build-up in the cutting zone and thus to higher cutting temperatures and thermally induced tool wear. Furthermore Inconel 718 retains its hardness even at high temperatures, resulting in higher mechanical tool loads. The cutting fluid used in the investigation was Variocut B 9 from Castrol. It was an oily, water insoluble liquid with a kinematic viscosity of $\nu_{CF} = 11 \text{ mm}^2 \cdot \text{s}^{-1}$ and a density of $\rho_{CF} = 870 \text{ kg} \cdot \text{m}^{-3}$ respectively. Since the manufacturer did not provide the thermal properties, the later simulation used the textbook-defined parameters. The heat capacity of the cutting fluid was $C_{CF} = 1950 \text{ J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}$ and the thermal conductivity was $k_{CF} = 0.13 \text{ W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}$ [25]. The sound speed in the fluid used for the Mie-Grüneisen equation amounted $c_S = 1450 \text{ m} \cdot \text{s}^{-1}$.

| Material properties of workpiece samples (at 20 °C) |
|-----------------------------------------------|
| Workpiece materials | Inconel 718 | AISI 1045 |
| Hardness | $425 \pm 3 \text{ HV}30$ | $170 \pm 1 \text{ HV}30$ |
| Thermal conductivity $k$ [W/mK] | 10.3 | 48 |
| Heat capacity $C$ [J/(kg·K)] | 440.5 | 470 |
| Density $\rho$ [kg/m$^3$] | 8220 | 7820 |
| Young modulus $E$ [GPa] | 217 | 214 |
3.2 Cutting tools

The cutting tools used in the tests were tailor-made by Sandvik Coromant from H13A carbide. Unlike mass-produced tools, this grooving tool has no coating and no chip-breaker. The tool has a rake angle of $\gamma = 12^\circ$ and a clearance angle of $\alpha = 3^\circ$. All cutting-edge roundings were measured with the Micro CAD optical measuring system from LMI Technologies and lay in the range of $R = 5 \pm 0.2 \ \mu m$. During the cutting test, the tool temperature was measured by means of transmitting the infrared radiation through a glass fiber to a ratio pyrometer. To fix the glass fiber, all tools were drilled with electric discharge machining. Figure 5 shows the dimension and position of the measuring hole.

The tool holder used was QS-LF123H20C-2525E from Sandvik Coromant. It had an inner channel for both rake face and flank face cooling. As this work investigated only the rake face cooling, the flank face channel was welded. The cutting fluid nozzle had a diameter of $D_{\text{nozzle}} = 1.6 \ \text{mm}$. The nozzle exit was about $L = 10 \ \text{mm}$ distant from the tool tip. The horizontal inclination of the nozzle measured $\theta = 11.3^\circ$, as shown in Fig. 5.

3.3 Experimental set-up and procedure

The cutting tests were conducted on a vertical broaching machine type RASX 8x2200x600M from the company Forst Technologie GmbH. Figure 6 shows the experimental setup. During the tests, the workpiece specimen was clamped on the broaching slide and moved at a constant speed from top to bottom against the cutting tool. The tool holder was mounted on the worktable and was attached to the Kistler dynamometer model Z21289. The dynamometer measured the cutting force $F_c$ and the thrust force $F_t$ during the test with a sampling rate of 5000 Hz. To obtain the steady state cutting force, the average value of the measurement after 0.04 seconds was used. Figure 7 shows the measured signal and the evaluation range of the cutting force components.

During the machining process the tool temperature was measured with the two-color ratio pyrometer model FIRE-1 from en2Aix. The advantages of two-color ratio pyrometers lie in the high time resolution (up to 500 kHz sampling rate) and independence from the emissivity of the measuring surface. The measuring range of the pyrometer used in this work is 200 - 1200 $^\circ \text{C}$. Outside the measurement range, the signal displayed only random noise. At the end of the cutting time, the tool temperature did not yet reach the steady state. Therefore, the transient tool temperature was simulated and compared with the measured temperature at the end of the cutting time. Table 3 summarizes the investigated process parameters. The cutting time is derived from the cutting speed and the workpiece length. Each test was performed three times with a new cutter to minimize the influence of tool wear and ensure statistical significance.
Each parameter combination was investigated under 5 bar cutting fluid conditions and dry respectively. The pressure is commonly used in practice for flood cooling. The machine tool supplied the cutting fluid with a built-in centrifugal pump and regulated the pressure with a bypass valve attached to the supply hose. An IFM SBU 625 flow sensor and an IFM PT5502 pressure sensor were installed to monitor the flow condition. Since it was not possible to collect the chip when cutting fluid was supplied, no chip shape analysis was performed.

4 Results and discussion

The following sections present the simulation and experimental results for Inconel 718 and AISI 1045, respectively. The simulation results were analyzed from three aspects.

4.1 Results of Inconel 718

Figure 8 shows a comparison of the experimental and simulated cutting forces during the cutting of Inconel 718. For $h_c = 75$ and 125 $\mu$m, the difference in cutting forces between dry and wet machining was very small. The simulated cutting forces are slightly higher than the measurements. This is due to the overestimation of the cooling effect in the

| Workpiece | Cutting speed $v_c$ [m/min] | Uncut chip thickness $h_c$ [$\mu$m] | Cutting time $t$ [s] |
|-----------|----------------------------|------------------------------------|--------------------|
| Inconel 718 | 50                           | 75                                 | 0.144              |
| Inconel 718 | 50                           | 125                                | 0.144              |
| Inconel 718 | 50                           | 175                                | 0.144              |
| Inconel 718 | 70                           | 75                                 | 0.103              |
| Inconel 718 | 70                           | 125                                | 0.103              |
| Inconel 718 | 70                           | 175                                | 0.103              |
| AISI 1045  | 150                          | 100                                | 0.052              |
| AISI 1045  | 150                          | 200                                | 0.052              |
| AISI 1045  | 150                          | 300                                | 0.052              |
| AISI 1045  | 120                          | 100                                | 0.065              |
| AISI 1045  | 120                          | 200                                | 0.065              |
| AISI 1045  | 120                          | 300                                | 0.065              |

The first aspect was the distribution of the temperature field and the streamline of the cutting fluid. This provided information about the flow conditions. Second, a comparison of the cutting force and tool temperature showed the accuracy of the calibrated cutting model. Finally, the convective heat transfer coefficient indicated the distribution of the cooling effect on the tool rake face.
simulation, which is explained in the later thermal analysis. At \( h_s = 175 \) \( \mu \)m and \( v_c = 50 \) m/min, significant cutting force fluctuations were observed. The reason for this was tool wear due to the high thermal-mechanical load, even though new tools were used for each cut. When the cutting speed was increased, both the experimental and simulated cutting forces decreased slightly. This is due to the fact that the cutting process generates more heat and the stiffness of the workpiece decreases due to the thermal softening.

The measured thrust force increased slightly with increasing uncut chip thickness at a cutting speed of \( v_c = 50 \) m/min. At \( v_c = 70 \) m/min, the thrust force barely varied with the uncut chip thickness. The influence of the cutting fluid on the thrust force was not evident under the investigated cutting conditions. The simulated thrust deviated strongly from the experiments. One possible reason is that the thrust force is strongly influenced by tool wear. A small amount of wear occurred in the process but was not accounted for.
in the simulation [26]. Since the direction of thrust is perpendicular to the direction of cut, it did not contribute to the process heat and thus had no effect on the following thermal analysis.

Figure 9 shows the result of the simulated flow field. The streamline indicates the direction of the cutting fluid flow and the color indicates the velocity. The dark blue and purple colors shows the area where the fluid velocity was closed to zero. This area is called the stagnation zone. The stagnation zone appeared not only in the cutting area, but extended up to about 3 mm along the tool rake face. The size of the stationary zone was similar under different cutting conditions. In general, the stagnation zone reflects the cutting fluid jet and hinders the penetration of the fluid into the cutting area. It worked like a barrier and reduced the mechanical effect of the cutting fluid on the chip formation. Above the stagnation zone, the fluid accelerates along the rake face and the workpiece surface to several meters per second, eventually reaching about \( v_{CF} = 15 \) m/s. Since the high-speed flow was outside the cutting area, it does not contribute to convection cooling.

In the stationary zone, the flow formed various small vortices. The size of the vortices varied with the shape of the chip and the cutting speed. At lower uncut chip thickness, the bottom of the chip was completely in the stagnation zone, and no vortex formed at the front of the chip. As the uncut chip thickness increased, the radius of the chip became larger and more vortices occurred due to the large variations in the local fluid velocity at the front of the chip.

A comparison of the measured and simulated tool temperatures can be seen in Fig. 10. The measurement point is located 0.3 mm below the rake face as outlined in Sect. 3.1. With increasing uncut chip thickness, the cutting forces and heat generation became higher, and the tool temperature increased. Comparing the tool temperature at different cutting speeds reveals that a higher cutting speed caused an increase in tool temperature.

Under the influence of the cutting fluid, the measured tool temperature generally decreased. The lower the uncut chip thickness was, the higher the cooling effect of the cutting fluid was. This is because at lower uncut chip thickness, the curvature of the chip increased and the contact area between the tool and the chip became less, allowing the cutting fluid to enter the zone closer to the tool tip. At different cutting speeds, there was no significant difference in the cooling effect. The chip movement speed has apparently no effect on the cooling efficiency under the investigated conditions.

The simulated tool temperature in dry condition fits well with the experiment, but in wet condition was severely underestimated. Figure 11 shows the heat flux from the tool into the cutting fluid along the rake face. The heat flux first increased steeply to a peak value and then gradually dropped off. This is because the temperature difference between the tool and the cutting fluid was greatest near the cutting area and more heat was removed by the cutting fluid. The position of the highest heat flux varies with the uncut chip thickness and the cutting speed. As the uncut chip thickness increases, the distance between the highest heat flux and the tool tip becomes larger.

Based on the heat flux, the convective heat transfer coefficient can be derived with the equation:

\[
h_{conv} = \frac{\dot{q}_{cool}}{T_{tool} - T_{CF}} \tag{7}
\]

The heat transfer coefficient results in Fig. 11 show a similar course to the heat flux. As the uncut chip thickness increased, the position of the maximum heat transfer coefficient moved away from the tool tip and became smaller in magnitude. The curves in the descending region, unlike the heat flux, nearly coincide for different uncut chip thicknesses. It is evident that the convective heat transfer coefficient is not only influenced by the fluid–solid temperature difference, but also related to the cutting conditions. For

---

Fig. 10  Tool temperature for Inconel 718 cutting from experiments and simulations under wet and dry conditions at the measuring point (0.3 mm to the rake face)
different cutting parameters, the cooling efficiency of the same cooling supply strategy was different.

The simulation results show the distribution of convective heat transfer. However, it cannot be determined quantitatively. The CEL method cannot accurately calculate the boundary layer flow. Figure 12 shows a comparison of the near-wall flow of the CEL model with the typical turbulent and laminar boundary flow simulated by CFD. The right side of the figure shows the flow velocity vector distribution in the cutting area. It revealed that the boundary layer on the Eulerian solid surface was completely neglected. The near-wall velocity was equal to the free stream velocity. On Lagrangian solid surfaces, the normal behavior was defined as hard contact and tangential behavior as frictionless. There was no kinetic energy loss in the boundary layer. The flow velocity had an irregular distribution. The magnitude was significantly higher than that of the free stream, which caused the overestimation of the cooling effect.

4.2 Results of AISI 1045

In this section, only three cutting parameters are analyzed. The other parameters were not measurable due to the low tool temperature and are therefore not considered. Figure 13 shows the streamline of the cutting fluid and the temperature of the solid part from the AISI 1045 simulation.

Although the chip shape of AISI 1045 was significantly different from that of Inconel 718, the area of the stagnation zone was similar. As the chip approached the brim of the stagnation zone, the high-speed fluid acted on the chip backside and pressed the chip flat.

Figure 14 shows the comparison of measured and simulated cutting force components. The measuring data
revealed that at $v_c = 150 \text{ m/min}$ and $h = 300 \mu\text{m}$, the cutting force decreased slightly under cutting fluid. For the other cutting conditions, the cutting fluid had barely any influence on the cutting force. The thrust force was significantly underestimated, comparable in the simulation of Inconel 718.

The measured and simulated tool temperatures are presented in Fig. 15. It is noticeable that the temperature near the cutting edges has increased slightly under the cutting fluid effect. One possible reason is that the cooling effect of the cutting fluid reduced the thermal softening of the workpiece and thus caused a wear-related cutting edge modification. This effect was also observed in the research results of [27]. The effect of wear on the heat distribution in the cutting area was not studied in detail in this work, partly due to the limitations of the experimental sample and partly due to the fact that new tools were used in the experiments and thus the effect of wear was neglected. Nevertheless, this topic is of great interest for future research.

The simulated results for dry cutting were consistent with the measured values, but the temperature with cutting fluid was underestimated. The main reason was the inaccurate solution of the boundary layer, which was discussed in Sect. 4.1. Figure 16 indicates the heat flux from the tool to the cutting fluid and the heat transfer coefficient on the tool rake face. In general, no heat flux occurred below a tool tip distance of 0.2 mm. Afterwards a fast increase with following peak is visible, which finally falls off again. This is because near the cutting area, the tool temperature was higher and the temperature difference with the fluid was large, so the heat flux increased steeply. Before reaching maximum heat flux, the cooling effect was poor due to the small volume of cutting fluid and slow flow rate in the tool-chip interface. After the maximum, the heat flux gradually decreased because the temperature difference became smaller.

The effect of cutting conditions on the cooling efficiency can be observed by comparing the heat fluxes under different cutting conditions. The cutting parameters mainly
influenced the position and magnitude of the maximum heat flux. As the uncut chip thickness increased, the contact length between the tool and the chip became longer, and the peak of the curve shifted away from the tool tip. At different cutting speeds, the location of maximum heat flux was the same but differed with magnitude. The heat transfer coefficient showed a similar course as the heat flux and reached the peak at the same position. In contrast to the heat flux, the heat transfer coefficient decreased slowly after the maximum. It settled then at a relative stable value. The reason for this is that the flow velocity of the cutting fluid in the stagnation zone was small and uniform, so that the heat transfer coefficient remained at a nearly constant value. The general trend of the heat transfer coefficient shows that the maximum value appeared at different positions for different cutting conditions but had the same magnitude. And they fell to an identical level within 0.5 mm distance from the cutting edge. This trend was consistent with the results of Inconel 718.

**5 Conclusions and outlook**

The aim of this work was to further develop the CEL-based cutting fluid simulation. With the new models, convective cooling at the tool rake face was investigated. The experimental analysis and simulations led to the following conclusions:

- The flood cooling creates a stationary zone of material flow in the cutting area. This stagnation zone occurred not only between the chip and the tool but distributed along the tool rake face by about 3 mm from the tool tip. It hindered the cutting fluid from acting directly on the tool-chip interface, thus reduced cooling effect.
- Simulation of heat flux and heat transfer coefficient on the tool rake face revealed that the distribution of convective heat transfer coefficient was similar for different cutting parameters, and its maximum and steady values were not affected by the cutting parameters.
- The CEL method overestimates the convective cooling because the flow velocity in the boundary layer was not modeled with sufficient accuracy. Therefore, the convective heat transfer coefficient must be determined by further research and applied in the CEL simulation.

In future studies, more cutting conditions will be investigated to confirm the regularity of the convective heat transfer coefficient distribution found in this work. Furthermore, the two-dimensional approach is not applicable to high-pressure cooling, because the side flow is not negligible under high-pressure conditions. Therefore, in future work, the CEL model should be extended to 3D so that it can be widely used for different cooling conditions. In addition, the results of orthogonal cutting can also be applied to complicated processes such as milling by combining them with engagement simulation [28].
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