Abstract: There has been an increasing concern of rising temperatures as cities continue to expand and intensify. Urban warming is having significant impacts on the environment that are far beyond city limits. Understanding the development pattern of the urban heat island (UHI) effect is crucial for making action plans to mitigate urban warming. In this study, we combine multitemporal satellite imagery, spatial autocorrelation indices, and statistical analysis into a spatiotemporal study of the surface UHI effect in the Boise-Meridian metropolitan area. A continuous landscape modeling perspective was taken to quantitatively depict the abundance and spatial configuration of green vegetation and built-up areas at a landscape scale. We aim to (1) evaluate the variations in the land surface temperatures (LST) along the urban–rural gradients of Boise for multiple years, (2) identify the relationships of the LST variations with the land cover variables quantified using the spatial autocorrelation indices, and (3) analyze the changing climate in Boise in conjunction with its urbanization pattern over the last two decades. Results show that the region experienced a significant increase in the LST along with a great expansion of urban areas at the cost of agriculture. The warming effect of built-up areas was greater than the cooling effect of green vegetation, suggesting an urgent need for increasing greenspace in the city. Statistical analyses show that clustered vegetation and dispersed built-up features are beneficial for reducing the LST. Our study presents a spatiotemporal framework for analyzing the surface UHI effect from multiple angles. Scientific findings from this study can help make informed policies against urban warming via optimal planning of urban land cover.
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A growing number of literature has focused on the UHI, in particular the land surface temperature (LST), in relation to the land cover characteristics [2–5]. The cooling effect from green vegetation is widely recognized while impervious surfaces including roads, parking lots, and pavements tend to increase the LST in cities [4–7]. More recent literature has focused on the relationships between the spatial configuration of land cover patches and LST [8–10]. They found that not only the proportion of land cover features affects the LST, their shape, size, diversity, and spatial arrangement also play an important role [11–14].

There is a heavy reliance on the landscape metrics to characterize the land composition and spatial configuration of land cover patches [8,13,15,16]. Despite a wide adoption of landscape metrics in a variety of fields, there are some caveats associated with the use of landscape metrics in UHI studies [17,18]. Since landscape metrics follow a patch-mosaic paradigm, the input to the program is a discrete land use land cover (LULC) map that is prepared beforehand. The variations in the spectral signatures within the discrete LULC classes are largely overlooked [12]. Further, the errors and uncertainties created in the categorization process not only exist in the classified LULC map but likely propagate into the results of the landscape pattern analysis [19]. An alternative route is to take on the continuous landscape modeling perspective. The continuous landscape modeling approach focuses on the combination of satellite image-derived biophysical variables and local indicators of spatial association [17,20]. This approach permits the assessment of feature abundance and spatial configuration at a local scale while preserving many spatial details as possible in the original spectral signatures [17]. Moreover, it is capable of depicting gradual landscape changes at a per-pixel level [19]. Current literature shows great potential of using the continuous models in vegetation mapping [21], forest modeling [20], and analysis of urban landscape dynamics [19].

Thermal remote sensing provides long-term and repeated monitoring of the Earth’s surface with global spatial coverage and varying degrees of spatial details. It provides a useful tool for studying long-term LST changes. Cross-sectional evaluations of the LST focus on a single snapshot of the LST in time. Since the LST varies both spatially and temporally, a multidirectional and multitemporal approach can offer a better understanding of the LST patterns in the context of rapid urbanization and population explosion.

This paper presents a spatiotemporal UHI study utilizing multitemporal Landsat images, local indicators of spatial association, and urban–rural gradient analysis. Our research objectives are to (1) evaluate the spatiotemporal variations in the LST along the urban–rural gradients of the Boise-Meridian metropolitan area from 2001 to 2013, (2) identify the relationships of the LST variations with the changing land cover patterns represented using the spatial indicators, and (3) determine the linkage between the changing climate in Boise and its urbanization pattern in search of proper adaptation and mitigation strategies.

2. Materials and Methods

2.1. Study Area

Our study focuses on the Boise-Meridian metropolitan region with a total population of more than 236,000 in 2017 [22] (Figure 1). Located in Southwestern Idaho, this region is characterized by a semi-arid climate. The annual temperature ranges from −4.4 to 33.9 °C with an average high and low temperature above 27.8 °C and below 8.3 °C, respectively [23]. On average, Boise has 206 sunny days per year with an average rainfall of 13 inches. The LULC types in the region include residential, commercial, agriculture, grassland, pasture, water, and open soil. This area has experienced rapid urban growth over the last three decades. With a dramatic influx of population since the 1990s, a large amount of agricultural land has been converted into urban, causing significant changes in the land cover pattern [24].
The images were acquired at summertime during dry seasons to minimize the climate and phenological variations. We used the normalized difference vegetation index (NDVI) and normalized difference built-up index (NDBI) to represent the abundance of green vegetation and built-up areas, respectively (Equation (1)). The NDVI is widely used to extract green vegetation biomass and has applications in a variety of fields including LULC change [25], agriculture mapping [26], UHI studies [27], and phenological studies [28]. The NDBI also has widespread evidence supporting its effectiveness in identifying built-up areas [29–31]. Both indices were computed based on the spectral reflectance maps created for the three years.

\[
\text{NDVI} = \frac{\rho(\text{NIR}) - \rho(R)}{\rho(\text{NIR}) + \rho(R)} \quad \text{(1)}
\]

\[
\text{NDBI} = \frac{\rho(\text{MIR}) - \rho(\text{NIR})}{\rho(\text{MIR}) + \rho(\text{NIR})} \quad \text{(2)}
\]

2.3. LST Retrieval

Thermal bands of the Landsat TM and OLI/TRS images were used to retrieve the LST using the single-channel algorithm [32]. The top-of-atmosphere radiance was first converted to the brightness temperature \(T_s\)

\[
T_s = \frac{K_2}{\ln\left(\frac{K_1}{T_s^*} + 1\right)} \quad \text{(3)}
\]

\[
L_A = G_{res} \cdot \text{DN} + B_{res} \quad \text{(4)}
\]

where \(T_s\) is the brightness temperature, and \(K_1\) and \(K_2\) are calibration constants. \(L_A\) is the at-sensor spectral radiance calculated from Equation (4). DN is the digital number of each pixel. \(G_{res}\) and \(B_{res}\) are the band-specific rescaling gain and bias factor, respectively.

The value of the land surface emissivity \(\varepsilon\) is obtained from

\[
\varepsilon = \varepsilon_v P_v + \varepsilon_b(1 + P_v) + C \quad \text{(5)}
\]
\[
C = (1 - \varepsilon_s) \cdot \varepsilon_v \cdot P' \cdot (1 - P_v)
\]

\[
P_v = \left( \frac{\text{NDVI} - \text{NDVI}_{\min}}{\text{NDVI}_{\max} - \text{NDVI}_{\min}} \right)^2
\]

where \( \varepsilon_v \) and \( \varepsilon_s \) are the default emissivity values for vegetation (0.99) and soil (0.96) [33]. \( C \) was used to calibrate the cavity and \( P' \) is the geometrical factor (0.55). \( P_v \) denotes the proportion of vegetation in each pixel. The value of \( P_v \) was determined based on the NDVI score of the focal pixel and the maximum and minimum NDVI scores of the map.

Finally, the LST is given by

\[
\text{LST} = \gamma \left[ \varepsilon^{-1} \left( \psi_1 \cdot L_{\lambda} + \psi_2 \right) + \psi_3 \right] + \delta
\]

where \( L_{\lambda} \) and \( \varepsilon \) are the spectral radiance and the land surface emissivity obtained from Equations (4) and (5) respectively. \( \psi_1, \psi_2, \) and \( \psi_3 \) are the atmospheric functions to correct for atmospheric effects. \( \tau \) is the atmosphere transmissivity, and \( L^\downarrow \) and \( L^\uparrow \) are the down-welling and up-welling atmospheric radiance respectively. The values of \( \tau, L^\downarrow, \) and \( L^\uparrow \) were obtained from the atmospheric correction parameter calculator [34]. The values of \( \gamma \) and \( \delta \) are given by

\[
\gamma = \left\{ \frac{C_2 \cdot L_{\lambda}}{T_s^2} \left[ \frac{\lambda^4 \cdot L_{\lambda}}{C_1} + \frac{1}{\lambda} \right] \right\}^{-1}
\]

\[
\delta = -\gamma \cdot L_{\lambda} + T_s
\]

where \( C_1 \) and \( C_2 \) are Planck’s constants \( (C_1 = 1.191 \times 10^8 \text{ W} \cdot \mu\text{m}^2 \cdot \text{m}^2 \cdot \text{sr}^{-1} \) and \( C_2 = 1.43877 \times 10^4 \mu\text{m} \cdot \text{K} \). \( \lambda \) is the wavelength of the specific thermal band. The retrieval of the LST was performed in ArcMap 10.6.

2.4. Urban–Rural Gradient Analysis

The transect based method provides a long-range directional assessment of the development pattern and allows more flexibility in capturing uneven urban growth characteristics [35]. It was chosen over other sampling strategies in accordance with the unique growth pattern of the Boise metropolitan area (see detailed discussion in Section 4.3).

We created multiple LST profiles along the urban–rural gradients to understand the spatial variations in the LST across the region. Starting from the center of the city, we created an array of grids that extends towards the edges of the city along four different directions: north–south, west–east, northeast–southwest, and northwest–southeast. The size of the grid was determined as 270 m × 270 m based on prior studies and a series of trial-and-error tests [36]. We extracted the mean LST for each grid and created the LST profiles along the four urban–rural transects for three years.

2.5. Spatial Pattern Analysis

The land composition and spatial configuration of land cover features are key determinants of the LST. While land composition focuses on the abundance and diversity of land cover features, spatial configuration refers to the position, orientation, and spatial arrangement of land cover patches [18]. Considering the drawback of the landscape metrics described previously, we hereby adopted a continuous landscape modeling approach to characterize the abundance and spatial configuration of land cover features respectively.

Spatial autocorrelation indices were used to quantify landscape patterns. We used the Getis-Ord G to represent land cover abundance as it measures the degree of local concentration for a variable of interest. The Getis-Ord G is defined as the ratio of the sum of attributes within a predefined
neighborhood to the sum of attributes of all the observations in the study area [37]. The Getis-Ord G statistic for a pixel at location \( i \) is given by:

\[
G_i^*(d) = \frac{\sum_j w_{ij}(d)x_j}{\sum_j x_j}
\]  

where \( x_j \) is the attribute value at location \( j \). \( w_{ij}(d) \) is a binary spatial weights matrix, which defines the neighborhood of the focal pixel. The radius distance \( d \) was set as 150 m following a number of prior studies using the Getis statistic for the same purposes [17,19,36,38]. The spatial weights matrix was row-standardized for computation and interpretation. Assuming a normal distribution, the Getis statistic was further standardized by subtracting the expectation from the original value and dividing it by the standard deviation. A high value of \( G \) indicates a spatial clustering of high scores and a low value of \( G \) indicates a spatial clustering of low scores. Both the high and low values are respective to the mean value of the image. The \( G \) statistic was calculated using the NDVI and NDBI maps to represent the abundance of green vegetation and built-up areas respectively (Figure S1).

The degree of spatial clustering is another important spatial character. We used another spatial autocorrelation index—the local Moran’s I to quantify this property [39]. The local Moran’s I denotes the extent of spatial clustering of similar values around the observation \( i \):

\[
I_i(d) = \frac{n(x_i - \bar{x})}{\sum_i (x_i - \bar{x})^2} \sum_j w_{ij}(d)(x_j - \bar{x})
\]  

where \( x_i \) is the attribute value at location \( i \). \( n \) and \( \bar{x} \) are the total number of pixels and the mean pixel value of the image. The same spatial weights matrix specified in the \( G \) statistic was used here with the same radius distance. Unlike the \( G \) statistic, the local Moran’s I can differentiate a spatially clustered pattern from a spatially dispersed pattern. Specifically, a high, positive local Moran’s I score indicates a highly clustered spatial pattern, while a low, negative local Moran’s I score indicates a highly dispersed spatial pattern. The attribute values used to calculate the local Moran’s I are not as relevant because it is the different spatial arrangement patterns that yield different Moran’s I scores. That said, although the NDVI maps were used to calculate the local Moran’s I, the output maps were not an indicator of vegetation clustering only, but rather the spatial clustering of all land cover features in the region (Figure S1). Note that the local Moran’s I is particularly effective in identifying the spatial pattern of extreme (high or low) values, making it highly sensitive for evaluating the patterns of green vegetation and built-up features.

2.6. Statistical Analysis

A total of 500 random samples were selected for the statistical analysis. We performed the Spearman’s correlation analysis to understand the relationship between the LST and the three spatial autocorrelation indices—\( G \) of NDVI, \( G \) of NDBI, and local Moran’s I of NDVI. Next, we created pairwise scatterplots to further examine the nature and direction of the relationships. The scatterplots coupled with formal statistical tests collectively determined the final set of predictor variables to enter the multiple regression models.

Spatial dependence exists in any kind of modeling of spatial observations. Regardless of the form of spatial dependence (spatial lag/error dependence), the regularity conditions of the conventional ordinary least squares (OLS) estimation are no longer valid, leading to biased and/or inefficient estimation. Instead of the OLS, the spatial autoregressive models were employed to correct for the spatial dependence among the observations. A specification search was first conducted to determine the form of spatial dependence. Next, the corresponding spatial autoregressive model was specified and fit to obtain the parameter estimates. The Akaike information criterion (AIC) score for both the
spatial and linear models was computed. We also reported the pseudo $R^2$, which is the squared correlation between the predicted and observed scores on the dependent variable.

We obtained the LULC maps from the national land cover database (NLCD) to understand the linkage of the LST variations with the urbanization pattern in the region (Figure 2). For each LULC type, we calculated the area change and rate of change from 2001 to 2013. The mean LST for the three years was also extracted for major LULC types.

![Figure 2. Land use land cover (LULC) maps of the Boise-Meridian metropolitan area for 2001, 2008, and 2013.](image)

3. Results

3.1. Spatiotemporal Patterns of the LST

Figure 3 shows the LST maps of the Boise-Meridian metropolitan area in 2001, 2008, and 2013. There was a significant increase in the LST over the whole study area. The average LST increased from
35.6 °C in 2001 to 38.5 °C in 2008, and to 45.8 °C in 2013. Aside from an overall elevation of the LST, dramatic temperature increases were observed for several particular areas including most developed areas, croplands, and herbaceous and shrub/scrub areas in East Boise.

Figure 3. Land surface temperature (LST) maps of the Boise-Meridian metropolitan area in 2001, 2008, and 2013.

3.2. LST Profiles along Urban–Rural Transects

Figure 4 shows the LST profiles along the urban–rural transects. Regardless of the direction of the transect, all profiles suggested a continuously increasing LST from 2001 to 2013. There was a larger LST increase from 2008 to 2013 than that from 2001 to 2008, indicating a greater warming rate in more recent years. Note that the LST profiles along the diagonals were more volatile than those along the horizontal and vertical directions. This might be due to a diversity of LULC types that diagonal gradients traversed (e.g., agriculture, urban, and herbaceous) compared to the horizontal and vertical profiles (mainly urban). In spite of the volatility, we noticed an overall increasing pattern in the diagonal LST profiles, which again might be associated with the varying LULC types along the
gradients. From northwest to southeast (southwest to northeast), the land use type changed from agriculture to developed areas, and to desert landscapes, signifying a gradual temperature increase. The horizontal and vertical profiles were stable across the gradient. There was a rise at the end of the profiles possibly due to a LULC change from urban to desert.

Figure 4. Multidirectional and multitemporal LST profiles along the urban–rural gradients.

3.3. Bivariate Relationship between LST and Spatial Autocorrelation Variables

Table 1 shows the Spearman’s correlation of LST with the three spatial autocorrelation indices for 2001, 2008, and 2013. All correlations were statistically significant except for the one with the local Moran’s I for 2001. A strong negative relationship existed between the LST and G of NDVI, and the relationship became stronger over time. In contrast, a positive correlation existed between the LST and G of NDBI with a slight increase over the 13 years. There was a significantly negative relationship between the LST and local Moran’s I in 2008 and 2013, but the correlation was much weaker compared with the other two indices.

Table 1. Spearman’s rho between LST and the spatial autocorrelation indices for 2001, 2008, and 2013.

| Year | G of NDVI | G of NDBI | Local Moran’s I |
|------|-----------|-----------|-----------------|
| 2001 | −0.807 *  | 0.767 *   | −0.075          |
| 2008 | −0.833 *  | 0.779 *   | −0.152 *        |
| 2013 | −0.837 *  | 0.786 *   | −0.135 *        |

* p < 0.05.

Since the use of correlation alone may not be able to identify the relationships correctly, bivariate scatterplots were created to better understand the nature and strength of the relationships. Figure 5 shows the scatterplots of the LST with the three spatial autocorrelation indices for the three years. A strong negative linear relationship was identified between the LST and G of NDVI (Figure 5a–c). The relationship was stronger over time based on the size of the regression coefficient. All three models achieved a good fit with the $R^2$ greater than 0.6.
Consistent with the correlation analysis, there was a strong positive relationship between the LST and G of NDBI (Figure 5d–f). Again, the relationship became stronger over time indicated by the increasing regression coefficient. Like the G of NDVI, the G of NDBI was a good predictor of the LST with the $R^2$ greater than 0.65.

The scatterplots of the LST with the local Moran’s I of NDVI showed interesting patterns, which were not revealed by the Spearman’s correlations (Figure 5g–i). For all years, the relationship deviated from a strictly monotonic pattern, and both the first- and second-order models failed to trace the pattern well. There appeared to be a negative relationship for the samples with the local Moran’s I score greater than 2. This indicates that for land cover features exhibiting a higher level of spatial clustering, the degree of clustering might be negatively related to the LST. This statement, however, is tied to the type and abundance of the land cover features, warranting a multiple regression analysis.

3.4. Impacts of Spatial Autocorrelation Indices on the LST

The Lagrange multiplier (LM) test was first employed to determine the form of spatial dependence. In all three years, the Moran’s I score was statistically significant indicating the existence of spatial effects among the observations (results not shown here). Based on the specification search [40], a spatial error specification was determined to be appropriate for all three models.

Table 2 shows the parameter estimation and diagnostics for the spatial error models. We reported the original regression coefficient along with the standard error and statistical significance for each estimation. The standardized coefficient was also calculated to evaluate the relative contribution of each predictor variable to the LST. The variance inflation factor (VIF) for the three models were all below 5 indicating that multicollinearity was not a major concern and that the estimated coefficients...
were quite stable. The spatial models provided a very good fit for the data as shown by the pseudo $R^2$ scores ($\geq 0.7$). Compared to the conventional OLS regression, the spatial models achieved a better prediction accuracy with lower AIC scores.

Table 2. Parameter estimation and diagnostics for the spatial error model for 2001, 2008, and 2013.

| Year | Coefficient | Std Error | Standardized Coefficient | VIF |
|------|-------------|-----------|--------------------------|-----|
| 2001 | G of NDVI   | −0.16 *   | −0.317                   | 4.496 |
|      | G of NDBI  | 0.294 *   | 0.524                    | 4.431 |
|      | Local Moran’s I of NDVI | 0.121 | 0.113 | −0.04 | 1.313 |
|      | AIC: 2185.6 (AIC for OLS: 2219.9) Pseudo $R^2$: 0.7 |
| 2008 | G of NDVI   | −0.181 *  | −0.317                   | 4.165 |
|      | G of NDBI  | 0.316 *   | 0.524                    | 3.83 |
|      | Local Moran’s I of NDVI | −0.394 * | 0.09 | −0.043 | 1.298 |
|      | AIC: 2177.6 (AIC for OLS: 2188.1) Pseudo $R^2$: 0.77 |
| 2013 | G of NDVI   | −0.24 *   | −0.369                   | 4.766 |
|      | G of NDBI  | 0.319 *   | 0.457                    | 4.286 |
|      | Local Moran’s I of NDVI | −0.278 * | 0.105 | −0.062 | 1.358 |
|      | AIC: 2253.4 (AIC for OLS: 2286.6) Pseudo $R^2$: 0.78 |

* $p < 0.05$.

Based on the results, all three spatial autocorrelation indices were related to the LST, and the relationships were statistically significant except for the one with the local Moran’s I in 2001. The negative relationships between the LST and G of NDVI persisted after controlling for the other variables, so did the significantly positive association with the G of NDBI, which grew over time. Consistent with the correlation analysis, the local Moran’s I was negatively associated with the LST in 2008 and 2013. Based on the standardized coefficients, the G of NDBI had a greater impact (positive) on the LST than the G of NDVI (negative). In spite of the significant relationships with the local Moran’s I, its impact on the LST was minimal after controlling for the other two indices.

4. Discussion

4.1. Changing Climate in Boise

Like many other cities across the globe, Boise has experienced a dramatic temperature increase over the last few decades. According to a national study of temperature change from 1970 to 2018, Boise was ranked as the 13th fastest-warming city in the US [41]. The heating trend has significant impacts on the social, ecological, and environmental conditions in the region. Based on the climate risk assessment conducted by the Langdon Group and the University of Idaho, the frequency of heat stress days with moderate risk will increase from 16 days (historical baseline) to 66 days each summer by 2050 [42]. This is going to have an adverse impact on the population susceptible to heat-related diseases. A moderate drought is projected to occur every two years by the mid-21st century, compared with one in four years now. In addition, the frequency of exceptional drought will increase from one in every 12 years now to one in every three or four years. Further, the odds of very large wildfires in the region will increase by 400% by 2050, suggesting great potential and concerns for chronic air-quality issues within the Treasure Valley.
Our results indicate a major rise in the surface temperatures from 2001 to 2013. The mean LST in the region had increased by 2.9 °C from 2001 to 2008, and by 7.3 °C from 2008 to 2013, resulting in a total of a 10.2 °C increase over the 13 years. There is a greater rate of temperature increase for more recent years than a decade ago, and the trend is consistent for all land use types in the region. The warming trend is evident across the whole study area, but more prominent warming is seen in developed medium and high intensity areas, hay/pasture, and desert lands in East Boise.

4.2. The Interacting Effect of Land Cover Abundance and Spatial Pattern on the LST

While the type and composition of land cover features are key determinants of the LST, the landscape pattern offers additional insight on useful strategies for heat island mitigation. To further explore how the landscape pattern changes with different levels of land cover abundance, we created scatterplots of the local Moran’s I with G of NDVI and G of NDBI respectively (Figure 6). Interestingly, although the local Moran’s I was not a very strong predictor for the variations in LST, there was a concave quadratic relationship of the local Moran’s I with both the Getis variables for all three years. A possible interpretation is that at a lower level of spatial concentration, an increase in the quantity of land cover (increased Getis) results in a higher degree of landscape fragmentation (decreased local Moran’s I). When the quantity of land cover exceeds a critical point, a continued increase in the land cover abundance will cause the land cover features to cluster (increased local Moran’s I). For both vegetation and built-up areas, the critical point is met when the Getis score approximates zero. Since the Getis was standardized with respect to the mean value, a critical point is reached when the degree of land cover concentration approximates the region average.

![Figure 6. Scatterplots of the local Moran’s I with G of NDVI (a–c) and G of NDBI (d–f) for the three years.](image-url)

Given the findings above, we speculated that the land cover abundance and spatial pattern should be linked to the LST in an interactive manner. Our hypothesis is that the local Moran’s I is statistically associated with the LST with a moderating effect from the Getis variable. In other words, the relationship of the LST with the local Moran’s I varies for different Getis scores. To test this hypothesis, we performed a hierarchical multiple regression and conducted an F test to evaluate the existence of an interaction effect of the local Moran’s I and G of NDVI on the LST. To alleviate multicollinearity, all the predictors were centered by subtracting the mean from the original value. We performed the analysis for three years and the results were reported for 2013 only.
Test results show that adding the interaction term results in a 0.009 change of the R square and a 20.449 change of the F value. The change was statistically significant at the 0.05 level, indicating that the interaction effect from the local Moran’s I and G of NDVI accounted for a significant amount of variance in the LST above and beyond the first-order effect.

To better understand the interacting effect, we created an interaction plot of the predicted LST against the local Moran’s I, using the G of NDVI as the moderating variable (Figure 7). The samples were divided into two subgroups based on the G of NDVI scores: group 1 (blue) has a G of NDVI above 0 and group 2 (orange) has a G of NDVI below 0. The G of NDVI serves as a proxy of a specific land composition scenario. For example, when the G of NDVI is less than 0, the level of vegetation concentration is below the region average, and vice versa. A regression line was fit for each subgroup.

![Interaction plot of predicted LST with the local Moran’s I for 2013.](image)

Figure 7. Interaction plot of predicted LST with the local Moran’s I for 2013.

According to Figure 7, the samples were divided into two distinct groups based on the G of the NDVI score. There was a negative relationship of the predicted LST with the local Moran’s I for the subgroup with the G of NDVI above zero. The relationship turned positive for the subgroup with the G of NDVI below zero. Both relationships were statistically significant and the subgroup with the G of NDVI above zero achieved a better model fit ($R^2 > 0.8$) than the other subgroup ($R^2 > 0.4$).

The plot revealed interesting findings regarding optimal landscape designs to cool the city. When the green vegetation abundance is above the region average (G of NDVI > 0), a clustered spatial arrangement is more desirable than a dispersed pattern. This applies to areas such as low intensity developed lands, developed open space, cultivated crops, and hay/pasture. In these areas, planning clumped greenspace is more effective for lowering the surface temperatures. This finding is in line with several previous studies focusing on the spatial arrangement of green vegetation for cooling [8,12,19,43]. A few of these studies, however, have considered the moderating effect of land cover abundance on the relationship between landscape patterns and LST.

When the abundance of green vegetation is below the region average (G of NDVI < 0), the local Moran’s I was positively related to the LST, suggesting that a dispersed landscape pattern is desirable for cooling. Specific land use types in this category include medium to high intensity developed areas, herbaceous, and shrub/scrub. Due to the low coverage of green vegetation, these areas tend to be warmer than the rest of the region. A dispersed spatial arrangement of buildings, for example, could help cool down some of the hottest areas such as those surrounding the Boise airport and downtown Boise. A similar result was reported in a case study in Phoenix, AZ that when controlling for the fraction, clustered paved surfaces result in an aggregate warming effect [14]. This finding was corroborated in a more recent study for Bangkok, Jakarta, and Manila, in which a positive correlation
was found between the LST and an aggregation index of impervious surfaces, suggesting a warming (cooling) effect from clustered (dispersed) impervious surfaces [44].

4.3. Urbanization Impacts on the Spatiotemporal Pattern of LST

The Boise-Meridian metropolitan area originally developed along the railroads running across the cities. Railroads attracted commerce and industry to the region in the late 19th and early 20th centuries, which fundamentally affected the growth patterns of the urban areas. Figure 8 shows a satellite image of the region in 2013 together with the railroads and a three-kilometer (two-block distance) buffer along the railroads. Of all the developed areas in the study area, the railroad buffer contains 80% of the high intensity developed areas and 70% of the medium intensity developed areas. From 2001 to 2013, 71.1% of the area increase in the high intensity developed areas occurred in the buffer. This indicates that the urban development occurred mostly along the railroads within a two-block buffer distance.

![Satellite image of the Boise-Meridian metropolitan area in 2013 showing the urban development along the railroads.](image)

To analyze the urbanization pattern by LULC type, we created the bar charts showing the area and rate of change for major LULC types in the region (Figure 9). There was a continued growth in the urban areas and a continued decline in the agricultural lands. About 13% of cultivated crops and 5% of hay/pasture were converted into urban. Although the high intensity developed areas took the least land proportion in 2001, its area increased by 66.2% from 2001 to 2013, followed by medium intensity (30.8%) and low intensity developed areas (7.1%).

To better understand the impact of the LULC change on the LST, we created a bar chart showing the mean LST by the LULC type (Figure 10). Consistent across all the LULC types, there was an ever-increasing trend in the LST from 2001 to 2013, with a greater LST increase from 2008 to 2013. The LULC type with the highest LST was the high intensity developed areas, followed by medium and low intensity developed areas, and developed open space. By 2013, the mean LST in all developed areas had reached 44.8 °C and the mean LST in the high intensity developed areas were as high as 48.4 °C.
To better understand the impact of the LULC change on the LST, we created a bar chart showing the mean LST by the LULC type (Figure 10). Consistent across all the LULC types, there was an ever-increasing trend in the LST from 2001 to 2013, with a greater LST increase from 2008 to 2013. The LULC type with the highest LST was the high intensity developed areas, followed by medium and low intensity developed areas, and developed open space. By 2013, the mean LST in all developed areas had reached 44.8 °C and the mean LST in the high intensity developed areas were as high as 48.4 °C.

Figure 9. (a) LULC area for 2001, 2008, and 2013 and (b) rate of change by the LULC type.

Figure 10. Mean LST by the major LULC type in Boise.
5. Conclusions

The changing climate has been a major concern as cities continue to expand and intensify. Understanding the trajectories of climate change provides a first step for addressing the key issues city residents are facing in the context of urban warming. Our study presented a spatiotemporal study of the UHI effect in the Boise-Meridian metropolitan area. We employed multitemporal satellite imagery, spatial autocorrelation indices, and statistical analysis to evaluate the changes in the surface temperatures and linked them with the LULC change in Boise from 2001 to 2013.

Results show that even for medium-sized cities like Boise, the urban warming effect had been phenomenal with an average LST increase of 10.2 °C from 2001 to 2013. The warming was confirmed for all the LULC types even for agriculture and open water. Along with the warming there was a major land conversion from agricultural lands into developed areas. Over the 13 years, the area of high intensity developed lands had increased by 66.2% at the cost of a 13% decline in cultivated agriculture.

Our statistical analyses identified a cooling effect from green vegetation and a warming effect from built-up areas, both of which had intensified over time. We found that the warming effect from the built-up features outweighed the cooling effect from the green vegetation. As many agricultural lands are being converted into developed areas during the urbanization, increasing greenspace is among the top priorities for combating the heat. In 2019, a new platform named Boise Climate Now was introduced by the city of Boise to make action plans to mitigate urban warming [42]. A number of action plans were proposed in this platform among which protecting and preserving green and open space was listed as a key target for Boise. In addition to lowering the surface temperatures, increasing vegetation cover such as trees and grass brings many other benefits to the city, including reduced greenhouse gas emissions, better air quality, reduced exposure to the sunlight, and lower energy use.

Our study confirmed the impact of a landscape pattern on the LST, with evidence supporting the additional cooling effect from a clustered spatial pattern of green vegetation. In areas with low vegetation cover, however, a dispersed arrangement of built-up features was more desirable for cooling.

Some other strategies may help mitigate the surface UHI effect. For example, the use of cool roofs and green roofs can help offset the warming effect from urban expansion. Installation of solar panels on roofs has become increasingly popular currently and has been implemented in quite a few cities in the US. The use of solar panels not only lowers greenhouse gas emissions but also helps reduce the solar radiation being absorbed by urban materials, which is the culprit for nighttime UHI.
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