Competing Risks Step-Stress Model with Lagged Effect under Gompertz Distribution

Yuan Ma and Wenhao Gui *

Department of Mathematics, Beijing Jiaotong University, Beijing 100044, China; 19271013@bjtu.edu.cn
* Correspondence: whgui@bjtu.edu.cn

Abstract: In many survival analysis studies, the failure of a product may be attributed to one of several competing risks. In addition, if survival time is long, researchers can adopt accelerated life tests, causing devices to fail more quickly. One popular type of accelerated life tests is the step-stress test, and in this test, the stress level changes at a predetermined point time. The manner that stress levels change abruptly and increase discontinuously has been studied extensively. This paper considers a more realistic situation where the effect of stress increases cannot be achieved all at once, but with a lag time, and we propose a step-stress model consisting of two independent competing risks with a lag period in which the failure time caused by different risks at different stress levels obey Gompertz distribution, and the range of lag period is predetermined. The unknown parameters are estimated by maximum likelihood estimation and least squares estimation. For comparison, asymptotic confidence intervals and percentile bootstrap confidence intervals are constructed. By using Monte-Carlo simulations, we obtain the means and mean square errors of the maximum likelihood estimates and the least squares estimates, as well as the mean lengths and coverage rates of the two confidence intervals, which show the performance of various methods. Finally, in order to illustrate the model and proposed methods, we analyze a dataset from a solar energy experiment.
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1. Introduction

In many survival analysis studies, the cause of failure of a product is not determined by a single risk, but by one of several competing risks. With continuous improvements in manufacturing design and technology, modern products have become more reliable and durable. In order to obtain more information regarding the lifetime of products, accelerated life tests (ALT) are taken. ALT is the process of exposing products to higher-than-normal stress conditions, causing products to fail faster than at normal stress levels. Therefore, ALT is an important means of obtaining useful information about product reliability under test time constraints. A widely used accelerated life test is the step-stress test in which the stress level begins to increase at a predetermined point. Ref. [1] considered the step-stress cumulative exposure model with time constraints when the life distributions of different risk factors are independent exponential distributions. The exact sampling distributions of maximum likelihood estimators were derived. The confidence intervals were constructed using exact distributions, asymptotic distributions, bootstrap method and Bayesian posterior distribution. Ref. [2] discussed estimation of parameters with truncated normal distribution under step-stress ALT and type-II censoring scheme. Maximum likelihood estimates were performed. The asymptotic confidence intervals were established. Bayesian estimators for three loss functions were studied. The optimal truncation schemes under different criteria were obtained. Ref. [3] presented the step-stress model with lagged effect and assumed that every test unit follows Weibull distribution. The unknown parameters were estimated by maximum likelihood method and least
square method. Bayesian estimation was further discussed. Ref. [4] proposed a step-stress model for two competing risks with a linear lag period. The lifetime under each of these independent risks follows Weibull distribution. The maximum likelihood estimates asymptotic confidence intervals and percentile bootstrap confidence intervals, and the bias-corrected and accelerated percentile bootstrap confidence intervals were obtained.

1.1. Competing Risks Model

In the analysis of reliability, test units are often exposed to multiple potentially fatal risk factors and their failures are related to one of these factors. Competing risks analysis is the reliability analysis in the existence of other risk factors and has been widely studied in the fields of medicine, actuarial science and biostatistics. In a competing risks model, the observations of a test unit are often in a binary format, that is, the lifetime and the cause of the failure. The multiple causes of test unit failure can be independent or dependent. Ref. [5] studied the competing risks model of progressive hybrid censoring scheme under Gompertz distribution. They derived the maximum likelihood estimates of the parameters and obtained the confidence intervals of the model using the asymptotic approximation theory and Bootstrap method. As mentioned in Refs. [6,7], without any knowledge of the covariates, it is not feasible to test the hypothesis about whether the risks are independent. Competing risk models with independent competing risks have been extensively studied. Ref. [8] studied Bayesian analysis under Weibull distribution of progressively censored independent competing risks data. When the common shape parameters are already known, Bayesian estimators of scale parameters have closed formal expressions. When the common shape parameters are unknown, MCMC samples are used to compute Bayesian estimates and maximum posterior density confidence intervals. Ref. [9] considered step-stress ALT under type-I truncation when different risk factors obey independent generalized exponential distributions. Under the cumulative exposure model, point estimates of different parameters were derived by the maximum likelihood method. By using asymptotic distribution and parameter bootstrap method, the construction of parameter confidence intervals was discussed. For other articles in this area, see Refs. [10–12], etc.

1.2. Step-Stress Accelerated Life Tests

Three main stress-increasing schemes are used for ALT: constant stress, progressive stress, and step-stress. Constant stress accelerated life test means that every test unit is exposed to a constant selected stress level until the test cell fails or the test is completed. Progressive stress accelerated life test allows stress levels to increase consistently. The step-stress accelerated life test is intermediate between constant stress ALT and progressive stress ALT. Since it allows stress levels to increase at some scheduled point time, this ensures that the step-stress accelerated life test is flexible and adjustable. Step-stress ALT are widely concerned in reliability analysis. A key assumption in accelerated life tests is the cumulative exposure model (CEM). The cumulative exposure model was first proposed in Ref. [13]. The cumulative exposure model essentially provides the cumulative distribution function of lifetime. The cumulative risk model links the distribution of one stress level to the distribution of the next level, regardless of how the failure accumulated. By now, CEM has been studied extensively. Ref. [14] proposed a multi-step-stress ALT programming method with independent competition risks under a cumulative exposure model. Ref. [15] used Bayesian method to optimize step-stress accelerated life tests. Other works on CEM include Refs. [16–18], etc.

The hazard function of lifetime at the stress change point is discontinuous under cumulative exposure model, which means that the impact of changes in stress levels is instantaneous. Thus, a cumulative exposure model may not be reasonable in real life. Ref. [19] proposed a new step-stress model, cumulative risk model (CRM), to improve the cumulative exposure model by establishing a continuous hazard function. The cumulative risk model assumes that there is a lag period before stress changes completely. Moreover,
the authors also indicated that as the lagged period is small and proceeds to zero, CEM can be obtained as a limit case of CRM where lifetime distribution follows the exponential distribution. Now, the more realistic CRM is more concerned. Ref. [20] considered statistical inferences of cumulative risk model under competing risks when the lifetime of each test unit under different risks follows exponential distribution.

1.3. Gompertz Distribution

Although the exponential distributions have many attractive features, assuming a constant hazard function may not always be more realistic in practice. Despite the fact that the Weibull distribution with two parameters is widely used in the survival and reliability literature and provides great flexibility in modeling the hazard function for step-stress tests, the hazard function is not guaranteed to be constantly increasing and may not always be reliable in step-stress accelerated tests. The Gompertz distribution model is a common model used in reliability and life testing and has two parameters, similarly to Weibull distribution. Furthermore, the Gompertz distribution can degenerate to an exponential distribution; thus, it has the superior properties of exponential distribution. Moreover, its hazard function is an increasing function, which is consistent with the conditions of stress increase in step-stress accelerated tests.

Gompertz distribution is a popular one of the popular distributions to model lifetime data with shape parameter and scale parameter. As Ref. [21] noted, Gompertz distribution was first proposed in 1825. It is widely used in financial data, bioanalytical experiments, actuarial problems, graduating age-specific mortality rates, and preparing life tables. Ref. [22] provided a theoretical justification that allows it to be employed in cases of accretionary growth. They also summarized the features and the application of Gompertz distribution. Ref. [23] proposed a Gompertz curve-fitting process, and its benefits include, without knowing the value for forecasting, the stability of the sensitivity of saturation over the sample period. Ref. [24] established an accurate confidence interval and an accurate joint confidence region for the parameters of the Gompertz distribution. Ref. [25] discussed the lifetime problem under the step-stress ALT of two independent risks with Gompertz life distribution. In Ref. [26], the failure time of a product was analyzed by using a constant stress ALT with two independent competitive risks under Gompertz distribution.

The probability density function (PDF) (see Figure 1) of Gompertz distribution with shape parameter $\beta$ and scale parameter $\lambda$ is as follows.

$$f(x; \beta, \lambda) = \beta \times \exp\left\{ \lambda x - \frac{\beta}{\lambda} \times [\exp(\lambda x) - 1]\right\}, x > 0. \quad (1)$$

The cumulative distribution function (CDF) (see Figure 2) is obtained from the following expression.

$$F(x; \beta, \lambda) = 1 - \exp\left\{ -\frac{\beta}{\lambda} \times [\exp(\lambda x) - 1]\right\}, x > 0. \quad (2)$$

The corresponding hazard function is shown below.

$$h(x; \beta, \lambda) = \beta \times \exp(\lambda x), x > 0. \quad (3)$$

The hazard function of Gompertz distribution is increasing. When $\lambda$ tends to 0, the Gompertz distribution degenerates to the exponential distribution with mean $\frac{1}{\beta}$. 
Continuous hazard functions reflect the impact of changes in stress levels more realistically; thus, CRM has many applications in survival analysis and solves the major limitation of existing models. The Gompertz distribution has a natural advantage in CRM modeling due to its own nature. In this paper, the Gompertz distribution is first used in CRM modeling, which provides a new method of exploring the step-stress model and addresses the main limitations of existing models.

In this paper, we study the point estimations and interval estimations of a class of step-stress models with competing risks and lagged effect based on Gompertz distribution when different competing risks are independent of each other. We make inferences using Gompertz distributions with different scale parameters and different shape parameters. The organization of the rest of the article is as follows. In Section 2, the cumulative risk model of step-stress ALT with two independent risks is described. The risk function, cumulative risk function, cumulative distribution function, and probability density function under different risk factors are deducted. In Section 3, the maximum likelihood estimates of parameters are evaluated by the Newton–Raphson method. In Section 4, the least square method is used to obtain the estimates of the parameters. In Section 5, the observed Fisher information matrix is presented. Asymptotic intervals are constructed. In Section 6, we use the percentile bootstrap method to construct confidence intervals. In Section 7, by a large number of Monte-Carlo simulations, we compare and assess the performance of estimations and confidence intervals. In Section 8, a real dataset was analyzed to illustrate the effectiveness...
of estimation methods. Section 9 summarizes the entire article and discusses future work in this area.

2. Model Description

Investigating step-stress ALT with \( n \) test units, all of the units come from homogeneous groups. In the initial period, all units are affected by stress level \( s_1 \). At a predetermined time \( \tau_1 \), the stress level begins to increase. The improvement in stress level is fully realized at \( \tau_2 \) and the stress level proceeds up to \( s_2 \). \( \delta = \tau_2 - \tau_1 \) is known as the lag period. When \( \delta = \tau_2 - \tau_1 \rightarrow 0 \), which means \( \tau_1 = \tau_2 \), CRM converges to the CEM, and the proof can be found in Appendix A.

In real situations, the lifetime of every experimental unit is often affected by several factors. This paper considers that the lifetime of every unit is affected by two risks. The data are recorded as \( \{(X_{ij}, C_i, I_i) : i = 1, 2, \cdots, n\} \), where \( X_{ij} = t_i > 0 \) represents failure time, \( C_i = 1(2) \) represents failure cause and \( I_i \) represents the stress level of the \( i \)-th unit,

\[
I_i = \begin{cases} 
1 & 0 < t_i < \tau_1, \\
2 & \tau_1 \leq t_i < \tau_2, \\
3 & \tau_2 \leq t_i. 
\end{cases}
\]

We denote \((0, \tau_1), [\tau_1, \tau_2)\) and \([\tau_2, +\infty)\) as interval 1, interval 2 and interval 3, respectively. \( n_{jk} \) is the total number of units that fail resulting from the \( j \)-th risk within time interval \( k \) \((k = 1, 2, 3)\). \( n_{\bullet k} \) is the total number of units that fail within time interval \( k \) \((k = 1, 2, 3)\). \( n_{\bullet \bullet} \) is the total number of units that fail resulting from the \( j \)-th risk in the entire time range. Considering lagged effect and two potential risks of failure, there is \( n_{1\bullet} + n_{2\bullet} = n_{1\bullet} + n_{2\bullet} + n_{3\bullet} = n \), where \( n \) is the number of all units observed in the test. Ref. [25] argued that shape parameters are related to risk factors and scale parameters are related to stress levels. All shape parameters and scale parameters are greater than zero. A similar assumption is used in this article. \( \beta_1 \) and \( \beta_2 \) are associated with risk factors. \( \lambda_1 \) and \( \lambda_2 \) are associated with stress levels.

We assume that the hazard functions in the cumulative risk model of step-stress ALT increase linearly during the lag period, and Ref. [4] made the same assumption. By using the CRM of step-stress ALT, we obtained the hazard function \( h_j(t) \) under the Gompertz distribution of the \( j \)-th risk factor for \( j = 1, 2 \).

\[
h_j(t) = \begin{cases} 
\beta_j \times e^{\lambda_1 t} & 0 < t < \tau_1, \\
a_j + b_j t & \tau_1 \leq t < \tau_2, \\
\beta_j \times e^{\lambda_2 t} & \tau_2 \leq t.
\end{cases}
\] (4)

In order to obtain a continuous hazard function over the life span, \( a_j \) and \( b_j \) should satisfy the following conditions.

\[
\beta_j \times e^{\lambda_1 \tau_1} = a_j + b_j \tau_1 \\
\beta_j \times e^{\lambda_2 \tau_2} = a_j + b_j \tau_2
\] (5)

The cumulative hazard function \( H_j(t) \) for the \( j \)-th failure cause under CRM of step-stress ALT with two risks is as follows.
The cumulative distribution function (CDF) $G_j(t)$ of the lifetime for the $j$-th failure cause is as follows.

$$
H_j(t) = \begin{cases} 
\frac{\beta_j t_1}{\ln(a_j + b_j t_1) - \ln \beta_j} \left[ \left( \frac{a_j + b_j t_1}{\beta_j} \right)^{\frac{1}{\tau_1}} - 1 \right] & 0 < t < \tau_1, \\
\frac{(a_j + b_j t_1 - \beta_j) \tau_1}{\ln(a_j + b_j t_1) - \ln \beta_j} + a_j(t - \tau_1) + \frac{b_j}{2} \left( \tau_1^2 - \tau_1 t \right) & \tau_1 \leq t < \tau_2, \\
\frac{\beta_j \tau_2}{\ln(a_j + b_j \tau_2) - \ln \beta_j} \left[ \left( \frac{a_j + b_j \tau_2}{\beta_j} \right)^{\frac{1}{\tau_2}} - \frac{a_j + b_j \tau_2}{\beta_j} \right] & \tau_2 \leq t.
\end{cases}
$$

(6)

$$
G_j(t) = \begin{cases} 
1 - \exp \left\{ - \frac{\beta_j t_1}{\ln(a_j + b_j t_1) - \ln \beta_j} \left[ \left( \frac{a_j + b_j t_1}{\beta_j} \right)^{\frac{1}{\tau_1}} - 1 \right] \right\}, & 0 < t < \tau_1, \\
1 - \exp \left\{ - \frac{(a_j + b_j t_1 - \beta_j) \tau_1}{\ln(a_j + b_j t_1) - \ln \beta_j} - a_j(t - \tau_1) - \frac{b_j}{2} \left( \tau_1^2 - \tau_1 t \right) \right\} & \tau_1 \leq t < \tau_2, \\
1 - \exp \left\{ - \frac{(a_j + b_j t_1 - \beta_j) \tau_1}{\ln(a_j + b_j t_1) - \ln \beta_j} - a_j(t - \tau_1) - \frac{b_j}{2} \left( \tau_1^2 - \tau_1 t \right) \right\} \\
\times \exp \left\{ - \frac{\beta_j \tau_2}{\ln(a_j + b_j \tau_2) - \ln \beta_j} \left[ \left( \frac{a_j + b_j \tau_2}{\beta_j} \right)^{\frac{1}{\tau_2}} - \frac{a_j + b_j \tau_2}{\beta_j} \right] \right\} & \tau_2 \leq t.
\end{cases}
$$

(7)

The probability density function (PDF) $g_j(t)$ of the lifetime for the $j$-th failure cause is as follows.

$$
g_j(t) = \begin{cases} 
\beta_j \left( \frac{a_j + b_j t_1}{\beta_j} \right)^{\frac{1}{\tau_1}} \exp \left\{ - \frac{\beta_j t_1}{\ln(a_j + b_j t_1) - \ln \beta_j} \left[ \left( \frac{a_j + b_j t_1}{\beta_j} \right)^{\frac{1}{\tau_1}} - 1 \right] \right\} & 0 < t < \tau_1, \\
(a_j + b_j t) \exp \left\{ - \frac{(a_j + b_j t_1 - \beta_j) \tau_1}{\ln(a_j + b_j t_1) - \ln \beta_j} - a_j(t - \tau_1) - \frac{b_j}{2} \left( \tau_1^2 - \tau_1 t \right) \right\} & \tau_1 \leq t < \tau_2, \\
\beta_j \left( \frac{a_j + b_j \tau_2}{\beta_j} \right)^{\frac{1}{\tau_2}} \exp \left\{ - \frac{(a_j + b_j \tau_1 - \beta_j) \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} - a_j(\tau_2 - \tau_1) - \frac{b_j}{2} \left( \tau_2^2 - \tau_2 \tau_1 \right) \right\} \\
\times \exp \left\{ - \frac{\beta_j \tau_2}{\ln(a_j + b_j \tau_2) - \ln \beta_j} \left[ \left( \frac{a_j + b_j \tau_2}{\beta_j} \right)^{\frac{1}{\tau_2}} - \frac{a_j + b_j \tau_2}{\beta_j} \right] \right\} & \tau_2 \leq t.
\end{cases}
$$

(8)
Considering two independent competing factors, the cumulative distribution function \( F_X(t) \) of lifetime is shown below.

\[
F_X(t) = 1 - [(1 - G_1(t))(1 - G_2(t))] = 1 - \exp[-(H_1(t) + H_2(t))]. \tag{9}
\]

The PDF of lifetime \( f_X(t) \) is described by the following expression.

\[
f_X(t) = \frac{dF_X(t)}{dt} = (h_1(t) + h_2(t)) \exp[-(H_1(t) + H_2(t))]. \tag{10}
\]

The joint probability density function \( f_{X,C}(t,j) \) of lifetime and failure cause, with two independent competing risks, is as shown below.

\[
f_{X,C}(t,j) = g_j(t)(1 - G_{3-j}(t)). \tag{11}
\]

The explicit expressions of \( F_X(t) \), \( f_X(t) \) and \( f_{X,C}(t,j) \) are provided in Appendix B.

### 3. Maximum Likelihood Estimation

Maximum likelihood estimation (MLE) is one of the most extensively used methods for parameter estimation. In this section, we reparameterize the parameters according to the continuity of the hazard functions, apply the new parameters to the maximum likelihood function and obtain point estimates of the new parameters.

By (11), the likelihood function \( L \) is as follows:

\[
L((a_1, a_2, b_1, b_2, \beta_1, \beta_2)|((t_i, c_i))) = \frac{n}{\prod_{i=1}^{n} f(t_i, c_i)} = \frac{n}{\prod_{i=1}^{2} f(t_i, c_i)^{I(c_i=j)}}
\]

\[
= \frac{n}{\prod_{i=1}^{2} f(t_i, c_i)^{I(c_i=j)}} \prod_{i=2}^{2} f(t_i, c_i)^{I(c_i=j)} \prod_{i=3}^{2} f(t_i, c_i)^{I(c_i=j)}, \tag{12}
\]

where \( I(c_i = j) \) is an indicator function.

The corresponding log-likelihood function \( l \) is the following.

\[
l = \ln L(a_1, a_2, b_1, b_2, \beta_1, \beta_2)|((t_i, c_i))
\]

\[
= n_1 \ln \beta_1 + n_2 \ln \beta_2 - n_{a2} \ln(\tau_2 - \tau_1) - (n_{a2} + n_{a3}) (\beta_1 + \beta_2) \frac{\tau_1}{\ln(\frac{a_j + b_j \tau_1}{\beta_j})} \left[ \frac{a_j + b_j \tau_1}{\beta_j} \right] - 1
\]

\[
+ \frac{1}{\tau_1} \ln \left( \frac{a_j + b_j \tau_1}{\beta_j} \right) \sum_{i=1}^{t_i = 2} \ln \left( \frac{(a_j + b_j \tau_1)}{\beta_j} + (t_i - \tau_1) \left( \frac{a_j + b_j \tau_1}{\beta_j} \right) \right)
\]

\[
+ \frac{1}{\tau_2} \ln \left( \frac{a_j + b_j \tau_2}{\beta_j} \right) \sum_{i=3}^{t_i = 2} \ln \left( \frac{\tau_2}{\ln(\frac{a_j + b_j \tau_2}{\beta_j})} \left( \frac{a_j + b_j \tau_2}{\beta_j} \right) - \frac{a_j + b_j \tau_2}{\beta_j} \right)
\]

\[
- (\beta_1 + \beta_2) \sum_{i=2}^{t_i = 2} \left[ \frac{a_j (t_i - \tau_1)}{\beta_j} + \frac{b_j (t_i^2 - \tau_1^2)}{2 \beta_j} \right] - (\beta_1 + \beta_2) \sum_{i=1}^{t_i = 3} \left[ \frac{\tau_1}{\ln(\frac{a_j + b_j \tau_1}{\beta_j})} \left( \frac{a_j + b_j \tau_1}{\beta_j} \right) - \frac{a_j + b_j \tau_1}{\beta_j} \right]
\]

\[
- (\beta_1 + \beta_2) n_{a3} \left[ \frac{a_j (t_2 - \tau_1) + b_j (t_2^2 - \tau_1^2)}{2 \beta_j} \right]. \tag{13}
\]

**Reparameterization**

Continuity conditions in (5) are used to reparameterize original model terms. New parameters are applied to the maximum likelihood function. This form renders the function simpler when performing subsequent calculations and simulations.

Express the function \( l \) using \( \beta_1, \beta_2, \lambda_1 \) and \( \lambda_2 \).
\[ l = n_1 \ln \beta_1 + n_2 \ln \beta_2 + \lambda_1 \sum_{i=1}^{n_1} t_i + \sum_{i=2}^{n_2} \ln \left[ (\tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}) + (e^{\lambda_2 t_i} - e^{\lambda_1 t_i}) t_i \right] \\
+ \lambda_2 \sum_{i=3}^{n_3} t_i - n_2 \ln(\tau_2 - \tau_1) - (\beta_1 + \beta_2) \sum_{i=1}^{n_1} e^{\lambda_1 t_i} - 1 \\
- (\beta_1 + \beta_2) \sum_{i=2}^{n_2} \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \frac{\tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}}{\tau_2 - \tau_1} (t_i - \tau_1) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{2} \left( \frac{t_i^2 - \tau_1^2}{2} \right) \\
- (\beta_1 + \beta_2) \sum_{i=3}^{n_3} \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i} + (e^{\lambda_2 t_i} - e^{\lambda_1 t_i}) \left( \frac{t_i + \tau_2}{2} \right) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\lambda_2} \right]. \tag{14} \\
\]

In order to obtain estimates of \( \beta_1, \beta_2, \lambda_1, \lambda_2 \), the partial derivatives of log-likelihood function for \( \beta_1, \beta_2, \lambda_1, \lambda_2 \) are set to 0. Based on that, we have the following four equations. The concrete equations are provided in Appendix C. 

\[
\frac{\partial l}{\partial \beta_1} = 0, \quad \frac{\partial l}{\partial \beta_2} = 0, \quad \frac{\partial l}{\partial \lambda_1} = 0, \quad \frac{\partial l}{\partial \lambda_2} = 0. \tag{15}
\]

By solving these equations, we can obtain the maximum likelihood estimates \( \hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2 \) of four parameters. The log-likelihood function can be maximized when the estimates are used as parameters. However, these equations are highly nonlinear, and it is not feasible to obtain analytical solutions. In order to solve this problem, numerical techniques are indispensable. The Newton–Raphson method is used to obtain maximum likelihood estimates of \( \hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2 \), and the Newton–Raphson method can be implemented by R software.

4. Least Squares Estimation

In this section, we provide least squares estimation (LSE) to estimate \( \beta_1 \) and \( \beta_2 \) when \( \lambda_1, \lambda_2 \) are known. Since \( a_1, a_2, b_1 \) and \( b_2 \) can be expressed in terms of \( \beta_1, \beta_2, \lambda_1, \lambda_2 \), estimates of \( a_1, a_2, b_1 \) and \( b_2 \) can also be obtained by using this method.

From Equation (5), \( a_j \) and \( b_j \) can be expressed as follows.

\[
a_j = \beta_j \times \frac{\tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}}{\tau_2 - \tau_1}, \tag{16}
\]

\[
b_j = \beta_j \times \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\tau_2 - \tau_1}.
\]

The cumulative hazard function \( H(t) \) of lifetime under the two competing risks is shown below:

\[
H(t) = -\ln(S(t)) = -\ln[(1 - G_1(t))(1 - G_2(t))] = -\ln(1 - G_1(t)) - \ln(1 - G_2(t))
= H_1(t) + H_2(t) = D(t)(\beta_1 + \beta_2), \tag{17}
\]

where \( S(t) \) is the cumulative survival function of lifetime under two independent competing risks, \( S(t) = 1 - F_X(t) \), and \( D(t) \) is denoted as follows.

\[
D(t) = \left\{ \begin{array}{ll}
\frac{e^{\lambda_1 t} - 1}{\lambda_1} & 0 < t < \tau_1, \\
\frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \frac{\tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}}{\tau_2 - \tau_1} (t - \tau_1) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{2} \left( \frac{t^2 - \tau_1^2}{2} \right) & \tau_1 \leq t < \tau_2, \\
\frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \frac{\tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i} + \left( e^{\lambda_2 t_i} - e^{\lambda_1 t_i} \right) \left( \frac{\tau_1 + \tau_2}{2} \right) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\lambda_2}}{\lambda_2} & \tau_2 \leq t.
\end{array} \right. \tag{18}
\]
The empirical cumulative risk function $\hat{H}(t_i)$ can be derived from the empirical survival function $\hat{S}(t_i)$.

$$\hat{H}(t_i) = -\ln(\hat{S}(t_i)) = -\ln\left(\frac{n-i+0.01}{n}\right), i = 1, 2, \ldots, n.$$ (19)

We note that, under CRM, the cumulative risk function is linear for $\beta_1$ and $\beta_2$ when $\lambda_1$ and $\lambda_2$ are fixed. Therefore, the estimates of $\beta_1$ and $\beta_2$ can be obtained by minimizing $H(t_i)$ and $\hat{H}(t_i)$.

The squares distance function $f(\beta_1, \beta_2 || \lambda_1, \lambda_2)$ is as follows.

$$f(\beta_1, \beta_2 || \lambda_1, \lambda_2) = \sum_{i=1}^{n} [H(t_i) - \hat{H}(t_i)]^2.$$ (20)

From Equations (17) and (19), the expression of function (20) is as follows.

$$f(\beta_1, \beta_2 || \lambda_1, \lambda_2) = \sum_{i=1}^{n} [H(t_i) - \hat{H}(t_i)]^2 + \sum_{i=2}^{n} [H(t_i) - \hat{H}(t_i)]^2 + \sum_{i=3}^{n} [H(t_i) - \hat{H}(t_i)]^2$$

$$= \sum_{i=1}^{n} [D(t_i)(\beta_1 + \beta_2) - \hat{H}(t_i)]^2.$$ (21)

In order to obtain estimates $\hat{\beta}_1$ and $\hat{\beta}_2$, the derivatives of the squares distance function for $\beta_1$ and $\beta_2$ are set to zero. By solving these equations, the least squares estimates $\hat{\beta}_1$ and $\hat{\beta}_2$ are obtained. The squares distance function is minimized when the estimates are used as parameters.

$$\hat{\beta}_1 + \hat{\beta}_2 = \frac{\sum_{i=1}^{n} D(t_i)\hat{H}(t_i)}{\sum_{i=1}^{n} D(t_i)^2}.$$ (22)

In order to obtain the respective estimates of $\beta_1$ and $\beta_2$, we note that the relationship between $\beta_1$ and $\beta_2$ as follows:

$$P(c = 1) = \int_{0}^{+\infty} f_{X,C}(t, 1)dt = \int_{0}^{+\infty} s_1(t)(1 - G_2(t))dt = \int_{0}^{+\infty} h_1(t)e^{-(H_1(t) + H_2(t))}dt$$

$$= \int_{0}^{+\infty} \beta_1 D'(t)e^{-D(t)(\beta_1 + \beta_2)} = \frac{\beta_1}{\beta_1 + \beta_2},$$ (23)

where $P(c = 1)$ indicates the probability that failure is due to risk factor 1. $D'(t)$ indicates the derivative of $D(t)$.

$$\frac{n_{1\bullet}}{n} \approx P(c = 1) = \frac{\beta_1}{\beta_1 + \beta_2}.$$ (24)

Apply (24) to function (22), the least squares estimates of $\beta_1, \beta_2, a_j$ and $b_j$ for given $\lambda_1$ and $\lambda_2$ can be obtained as follows.

$$\hat{\beta}_1 = \frac{n_{1\bullet}}{n} \frac{\sum_{i=1}^{n} D(t_i)\hat{H}(t_i)}{\sum_{i=1}^{n} D(t_i)^2},$$

$$\hat{\beta}_2 = \frac{n_{2\bullet}}{n} \frac{\sum_{i=1}^{n} D(t_i)\hat{H}(t_i)}{\sum_{i=1}^{n} D(t_i)^2},$$

$$a_j = \hat{b}_j \times \frac{\tau_2 e^{\lambda_1 \tau_1} - \tau_1 e^{\lambda_2 \tau_2}}{\tau_2 - \tau_1},$$

$$\hat{a}_j = \hat{b}_j \times \frac{e^{\lambda_2 \tau_2} - e^{\lambda_1 \tau_1}}{\tau_2 - \tau_1}.$$ (25)

If $\lambda_1$ and $\lambda_2$ are known in advance, LSE is directly used to obtain the estimates of $a_1, a_2, b_1, b_2, \beta_1$ and $\beta_2$. If $\lambda_1$ and $\lambda_2$ are not known quantities, the estimates of $\lambda_1$ and $\lambda_2$ can
be derived by MLE, and the obtained estimates are used as the true values of $\lambda_1$ and $\lambda_2$. Afterwards, we use LSE to obtain the estimates of $a_1, a_2, b_1, b_2, \hat{\beta}_1$ and $\hat{\beta}_2$.

5. Asymptotic Confidence Intervals

As the sample size increases, maximum likelihood estimators have asymptotic normality and the distributions of the estimators approach normal distributions. The means of the normal distributions are the true values of the parameters. The variance–covariance matrix is acquired by inverting Fisher information matrix. Moreover, as the sample size becomes large, the biases of the estimators tend to 0, and the variances reach Cramer–Rao lower bounds. Maximum likelihood estimators are asymptotically unbiased and efficient. In this part, using these properties of maximum likelihood estimation, we obtain the asymptotic intervals of $\beta_1, \beta_2, \lambda_1$ and $\lambda_2$.

Observed Fisher Information Matrix

For constructing the asymptotic intervals of $\beta_1, \beta_2, \lambda_1$ and $\lambda_2$, the asymptotic variance–covariance matrix of the four parameters is discussed by the inversion of the observed Fisher information matrix.

Fisher information matrix $I(\beta_1, \beta_2, \lambda_1, \lambda_2)$ can be calculated by taking the expectation of the negative second derivative of the log-likelihood function.

$$I(\beta_1, \beta_2, \lambda_1, \lambda_2) = -E \begin{bmatrix} \frac{\partial^2 l}{\partial \beta_1^2} & \frac{\partial^2 l}{\partial \beta_1 \partial \lambda_1} & \frac{\partial^2 l}{\partial \beta_1 \partial \lambda_2} & \frac{\partial^2 l}{\partial \beta_1 \partial \beta_2} \\ \frac{\partial^2 l}{\partial \beta_2 \partial \beta_1} & \frac{\partial^2 l}{\partial \beta_2^2} & \frac{\partial^2 l}{\partial \beta_2 \partial \lambda_1} & \frac{\partial^2 l}{\partial \beta_2 \partial \lambda_2} \\ \frac{\partial^2 l}{\partial \lambda_1 \partial \beta_1} & \frac{\partial^2 l}{\partial \lambda_1 \partial \beta_2} & \frac{\partial^2 l}{\partial \lambda_1^2} & \frac{\partial^2 l}{\partial \lambda_1 \partial \lambda_2} \\ \frac{\partial^2 l}{\partial \lambda_2 \partial \beta_1} & \frac{\partial^2 l}{\partial \lambda_2 \partial \beta_2} & \frac{\partial^2 l}{\partial \lambda_2 \partial \lambda_1} & \frac{\partial^2 l}{\partial \lambda_2^2} \end{bmatrix}. \tag{26}$$

It is not feasible to obtain Fisher information matrix $I$ by calculating the expectation of the second derivative. By substituting $\hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1$ and $\hat{\lambda}_2$ for $\beta_1, \beta_2, \lambda_1$ and $\lambda_2$, the elements of the observed Fisher information matrix $I_o$ can be used to approximate the elements in (26). The elements of the observed Fisher information matrix are presented in Appendix D.

$$I_o = I(\hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2) = \begin{bmatrix} A_{11} & A_{12} & A_{13} & A_{14} \\ A_{21} & A_{22} & A_{23} & A_{24} \\ A_{31} & A_{32} & A_{33} & A_{34} \\ A_{41} & A_{42} & A_{43} & A_{44} \end{bmatrix}. \tag{27}$$

By inverting the matrix in (27), the variance–covariance matrix of $\beta_1, \beta_2, \lambda_1$ and $\lambda_2$ is obtained.

$$\text{Cov}(\hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2) = \begin{bmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} & \sigma_{24} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} & \sigma_{34} \\ \sigma_{41} & \sigma_{42} & \sigma_{43} & \sigma_{44} \end{bmatrix} = I(\hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2)^{-1}. \tag{28}$$

Let $V = (\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{44}), \theta = (\beta_1, \beta_2, \lambda_1, \lambda_2)$, and $\hat{\theta} = (\hat{\beta}_1, \hat{\beta}_2, \hat{\lambda}_1, \hat{\lambda}_2)$.

Under the regularity condition, $\hat{\theta}$ is asymptotically unbiased for $\theta$, and $\frac{\hat{\theta} - \theta}{\sqrt{V}}$ asymptotically follow the standard normal distributions. Thus, $\frac{\hat{\theta} - \theta}{\sqrt{V}}$ is used as a pivotal quantity for $\theta$. Since the parameters to be estimated are non-negative, the lower bounds of the confidence intervals must be greater than zero.

The two-sided $100(1 - \alpha)\%$ asymptotic confidence interval (ACI) is described as follows:

$$\left( \max \left\{ 0, \hat{\theta} - U_{n/2}V \right\}, \hat{\theta} + U_{n/2}V \right), \tag{29}$$
where \( U_{\alpha/2} \) is the upper \( \frac{\alpha}{2} \)-th quantile of the standard normal distribution.

6. Percentile Bootstrap Confidence Intervals

Bootstrap method is an effective tool for constructing confidence intervals via re-sampling, and the percentile bootstrap (Boot-p) method is commonly used. This section presents the construction of the percentile bootstrap confidence intervals utilizing simulated data. The algorithms of simulating sample data and generating Boot-p confidence intervals are demonstrated as follows, and the expression of coverage rates is given.

Algorithm 1 provides a method to simulate failure time by considering two competing risks. For each of the two risks, failure times \( X_{i1} \) and \( X_{i2} \) are simulated. Since only the shortest lifetimes are observed in the analysis of competing risks, the shortest times of \( X_{i1} \) and \( X_{i2} \) and the associated cause of failure are recorded. The specific algorithm is shown below.

**Algorithm 1: Simulating sample data.**

Step 1: Generate two independent random variables with identical uniform distribution from 0 to 1, and generate two sets produced by those two random variables, whose capacity is \( n \).

Step 2: Calculate the CDFs in (7) at \( t = \tau_1 \) and \( t = \tau_2 \). Invert the CDFs of the two causes to generate failure time.

Step 3: Determine the minimum time of failure generated in Step 2 for each unit and the cause of failure. Denote the failure time as \((T_i, C_i)\), \( i = 1, 2 \cdots, n \). If a certain dataset satisfies \([n_{11} = 0\) and \(n_{12} = 0\) or \(n_{13} = 0\)] or \([n_{21} = 0\) and \(n_{22} = 0\) or \(n_{23} = 0\)], discard this dataset and generate a new one.

The percentile bootstrap is a resampling method. Its details are described in Ref. [27]. With Algorithm 2, the percentile bootstrap intervals (BPI) under the step-stress ALT taking into account lagged effects and two competing risks are constructed.

**Algorithm 2: Generating Boot-p confidence intervals.**

Step 1: Calculate \( \hat{\theta} \), the MLEs of \( \theta \) from the original sample, through the optimization of (14).

Step 2: Using the estimates \( \hat{\theta} \) as Algorithm 1, generate a new dataset of size \( n \), denoting it as \((T_i^*, C_i^*)\), \( i = 1, 2 \cdots, n \).

Step 3: Estimate MLEs \( \hat{\theta}^* \) as Step 1, based on \((T_i^*, C_i^*)\).

Step 4: Set the amount of simulation \( N_{\text{boot}} \) times beforehand. Repeat Steps 2–3 \( N_{\text{boot}} \) times, obtaining a total of \( N_{\text{boot}} \hat{\theta}^* \) s.

Step 5: Sort each element of \( N_{\text{boot}} \hat{\theta}^* \) s separately. Taking \( \hat{\lambda}_1^* \) as an example, the Boot-p confidence interval at 100(1 – \( \alpha \))% coverage rate of \( \lambda_1 \) is expressed in the following. The Boot-p confidence intervals of other parameters are gained in the same way:

\[
\left( \hat{\lambda}_1 \left( N_{\text{boot}} \times \frac{\alpha}{2} \right)^{\frac{1}{n}}, \hat{\lambda}_1 \left( N_{\text{boot}} \times \frac{2-\alpha}{2} \right)^{\frac{1}{n}} \right)
\]

In order to calculate coverage rates, set the number of repetitions \( N_{\text{CI}} \) and run steps 1–5 for \( N_{\text{CI}} \) times. The coverage rates of Boot-p confidence intervals are calculated by computing the proportion of true values falling into the confidence intervals. Here, we calculate the coverage rate of \( \lambda_1 \) as an example:
\[
CR_{\lambda_1} = \frac{\sum_{i=1}^{N_{CI}} 1 \left( \hat{\lambda}_{1i}^{(L)} \leq \lambda_1 \leq \hat{\lambda}_{1i}^{(U)} \right)}{N_{CI}},
\]

where \( I \left( \hat{\lambda}_{1i}^{(L)} \leq \lambda_1 \leq \hat{\lambda}_{1i}^{(U)} \right) \) is an indicator function, and \( \hat{\lambda}_{1i}^{(L)} = \hat{\lambda}_{1i}^{(N_{boot} \times \frac{1}{2})} \), \( \hat{\lambda}_{1i}^{(U)} = \hat{\lambda}_{1i}^{(N_{boot} \times \frac{2}{2})} \).

7. Numerical Study

This section uses Monte-Carlo simulations to evaluate the properties of MLE and LSE and ACI and BPI. Here, the R software is used for calculations and simulations. We predetermined four sets of true values for simulation, and the true values are set as follows:

- True Values I: \( \tau_1 = 3, \tau_2 = 6, \beta_1 = 0.2, \beta_2 = 0.1, \lambda_1 = 1/10, \lambda_2 = 1/5; \)
- True Values II: \( \tau_1 = 3, \tau_2 = 6, \beta_1 = 0.15, \beta_2 = 0.1, \lambda_1 = 1/10, \lambda_2 = 1/5; \)
- True Values III: \( \tau_1 = 4, \tau_2 = 6, \beta_1 = 0.2, \beta_2 = 0.1, \lambda_1 = 1/10, \lambda_2 = 1/5; \)
- True Values IV: \( \tau_1 = 4, \tau_2 = 6, \beta_1 = 0.15, \beta_2 = 0.1, \lambda_1 = 1/10, \lambda_2 = 1/5. \)

The means and mean square errors (MSE) demonstrate the performance of MLE and LSE. Four sets of data are predetermined as true values using Algorithm 1 to generate random numbers under different true values as samples. When using maximum likelihood estimation, estimates of the unknown parameters based on the samples are obtained by using the \texttt{optim} command in R software. When using LSE, \( \lambda_1 \) and \( \lambda_2 \) are considered as known and are the corresponding predefined true values. Due to the randomness of the simulation, sampling is repeated \( n = 1000 \) times, and the average value is taken as the final value. We also calculated the mean square error. Tables 1–4 report the means and mean square errors of the maximum likelihood estimates and the least square estimates for different true values.

For interval estimation, the performance of asymptotic confidence intervals and percentile bootstrap confidence intervals is demonstrated by the mean interval lengths (ML) and coverage rates (CR). For ACI, maximum likelihood estimates and the variance–covariance matrix were used to obtain asymptotic confidence intervals. The sampling is repeated \( n = 1000 \) times to calculate the mean interval lengths and the coverage rates of the asymptotic confidence intervals. For BPI, due to a large number of iterations of the Boot-p algorithm, it is time costly to perform too much repetitive sampling in practical applications. In this paper, we show the ML and CR of Boot-p confidence intervals with repeated sampling \( n = 100 \). Tables 5 and 6 report ML and CR of asymptotic confidence intervals and Boot-p confidence intervals at 95% confidence level and 99% confidence level respectively under True Value I. Tables 7 and 8 report ML and CR of asymptotic confidence intervals and Boot-p confidence intervals at 95% confidence level and 99% confidence level respectively under True Value II. Tables 9 and 10 report ML and CR of asymptotic confidence intervals and Boot-p confidence intervals at 95% confidence level and 99% confidence level respectively under True Value III. Tables 11 and 12 report ML and CR of asymptotic confidence intervals and Boot-p confidence intervals at 95% confidence level and 99% confidence level respectively under True Value IV.
Table 1. The point estimation results using MLE and LSE under True Value I.

| n  | Method | Mean $\hat{\beta}_1$ | MSE $\hat{\beta}_1$ | Mean $\hat{\beta}_2$ | MSE $\hat{\beta}_2$ | Mean $\lambda_1$ | MSE $\lambda_1$ | Mean $\lambda_2$ | MSE $\lambda_2$ |
|----|--------|-----------------------|---------------------|-----------------------|---------------------|-----------------|-----------------|-----------------|-----------------|
| 25 | MLE    | 0.2143                | 0.3863              | 0.1105                | 0.1411              | 0.0814          | 2.7785          | 0.2360          | 0.5084          |
| 50 | MLE    | 0.2056                | 0.0904              | 0.1027                | 0.0270              | 0.0919          | 0.6740          | 0.218           | 0.1191          |
| 75 | MLE    | 0.2057                | 0.0409              | 0.1021                | 0.0126              | 0.0956          | 0.3001          | 0.2100          | 0.0471          |
| 100| MLE    | 0.2022                | 0.0209              | 0.1016                | 0.0070              | 0.0992          | 0.1564          | 0.2090          | 0.0274          |
| 200| MLE    | 0.2025                | 0.0060              | 0.1006                | 0.0019              | 0.0999          | 0.0419          | 0.2026          | 0.0064          |
| 500| MLE    | 0.1996                | 0.0009              | 0.1030                | 0.0003              | 0.1018          | 0.0064          | 0.2029          | 0.0011          |
| 25 | LSE    | 0.2790                | 0.4634              | 0.1427                | 0.1825              | -               | -               | -               | -               |
| 50 | LSE    | 0.2469                | 0.0832              | 0.1207                | 0.0269              | -               | -               | -               | -               |
| 75 | LSE    | 0.2330                | 0.0300              | 0.1169                | 0.0116              | -               | -               | -               | -               |
| 100| LSE    | 0.2255                | 0.0144              | 0.1129                | 0.0057              | -               | -               | -               | -               |
| 200| LSE    | 0.2139                | 0.0031              | 0.1079                | 0.0012              | -               | -               | -               | -               |
| 500| LSE    | 0.2071                | 0.0004              | 0.1034                | 0.0002              | -               | -               | -               | -               |

Table 2. The point estimation results using MLE and LSE under True Value II.

| n  | Method | Mean $\hat{\beta}_1$ | MSE $\hat{\beta}_1$ | Mean $\hat{\beta}_2$ | MSE $\hat{\beta}_2$ | Mean $\lambda_1$ | MSE $\lambda_1$ | Mean $\lambda_2$ | MSE $\lambda_2$ |
|----|--------|-----------------------|---------------------|-----------------------|---------------------|-----------------|-----------------|-----------------|-----------------|
| 25 | MLE    | 0.1602                | 0.2761              | 0.1084                | 0.1470              | 0.0997          | 3.0812          | 0.2319          | 0.4705          |
| 50 | MLE    | 0.1557                | 0.0595              | 0.1032                | 0.0279              | 0.0956          | 0.6963          | 0.2155          | 0.0984          |
| 75 | MLE    | 0.1534                | 0.0266              | 0.1025                | 0.0129              | 0.0989          | 0.3072          | 0.2096          | 0.0419          |
| 100| MLE    | 0.1529                | 0.0154              | 0.1018                | 0.0075              | 0.0986          | 0.1866          | 0.2075          | 0.0227          |
| 200| MLE    | 0.1498                | 0.0039              | 0.1003                | 0.0019              | 0.1032          | 0.0455          | 0.2044          | 0.0064          |
| 500| MLE    | 0.1504                | 0.0006              | 0.1000                | 0.0003              | 0.1018          | 0.0072          | 0.2018          | 0.0010          |
| 25 | LSE    | 0.2111                | 0.2879              | 0.1393                | 0.1498              | -               | -               | -               | -               |
| 50 | LSE    | 0.1846                | 0.0502              | 0.1221                | 0.0265              | -               | -               | -               | -               |
| 75 | LSE    | 0.1740                | 0.0178              | 0.1167                | 0.0101              | -               | -               | -               | -               |
| 100| LSE    | 0.1685                | 0.0085              | 0.1118                | 0.0047              | -               | -               | -               | -               |
| 200| LSE    | 0.1614                | 0.0019              | 0.1077                | 0.0010              | -               | -               | -               | -               |
| 500| LSE    | 0.1550                | 0.0002              | 0.1036                | 0.0001              | -               | -               | -               | -               |

Table 3. The point estimation results using MLE and LSE under True Value III.

| n  | Method | Mean $\hat{\beta}_1$ | MSE $\hat{\beta}_1$ | Mean $\hat{\beta}_2$ | MSE $\hat{\beta}_2$ | Mean $\lambda_1$ | MSE $\lambda_1$ | Mean $\lambda_2$ | MSE $\lambda_2$ |
|----|--------|-----------------------|---------------------|-----------------------|---------------------|-----------------|-----------------|-----------------|-----------------|
| 25 | MLE    | 0.2147                | 0.3684              | 0.1074                | 0.1125              | 0.0944          | 1.4507          | 0.2536          | 0.8353          |
| 50 | MLE    | 0.2044                | 0.0784              | 0.1025                | 0.0274              | 0.1056          | 0.364           | 0.2243          | 0.1428          |
| 75 | MLE    | 0.2049                | 0.0323              | 0.1026                | 0.0110              | 0.0938          | 0.1554          | 0.2137          | 0.0494          |
| 100| MLE    | 0.2021                | 0.0180              | 0.1003                | 0.0060              | 0.1024          | 0.0862          | 0.2096          | 0.0281          |
| 200| MLE    | 0.2011                | 0.0048              | 0.1008                | 0.0014              | 0.0999          | 0.0225          | 0.204           | 0.0069          |
| 500| MLE    | 0.1994                | 0.0007              | 0.0998                | 0.0002              | 0.1036          | 0.0033          | 0.2032          | 0.0011          |
| 25 | LSE    | 0.2786                | 0.4464              | 0.1388                | 0.1561              | -               | -               | -               | -               |
| 50 | LSE    | 0.2475                | 0.0877              | 0.1236                | 0.0299              | -               | -               | -               | -               |
| 75 | LSE    | 0.2340                | 0.0326              | 0.1160                | 0.0110              | -               | -               | -               | -               |
| 100| LSE    | 0.2255                | 0.0142              | 0.1116                | 0.0049              | -               | -               | -               | -               |
| 200| LSE    | 0.2144                | 0.0031              | 0.1079                | 0.0012              | -               | -               | -               | -               |
| 500| LSE    | 0.2068                | 0.0004              | 0.1037                | 0.0002              | -               | -               | -               | -               |
Table 4. The point estimation results using MLE and LSE under True Value IV.

| $n$  | Method | $\hat{\beta}_1$ | MSE | $\hat{\beta}_2$ | MSE | $\hat{\lambda}_1$ | MSE | $\hat{\lambda}_2$ | MSE |
|------|--------|-----------------|-----|-----------------|-----|-----------------|-----|-----------------|-----|
| 25   | MLE    | 0.1609          | 0.2258 | 0.1059          | 0.1241 | 0.0941          | 1.7293 | 0.2321          | 0.4815 |
| 50   | MLE    | 0.1546          | 0.0497 | 0.1036          | 0.0269 | 0.0966          | 0.3905 | 0.2189          | 0.1031 |
| 75   | MLE    | 0.1521          | 0.0217 | 0.1010          | 0.0109 | 0.1042          | 0.1714 | 0.2088          | 0.0407 |
| 100  | MLE    | 0.1513          | 0.0130 | 0.1002          | 0.0059 | 0.1027          | 0.0994 | 0.2090          | 0.0235 |
| 200  | MLE    | 0.1511          | 0.0028 | 0.1006          | 0.0015 | 0.0999          | 0.0218 | 0.2032          | 0.0054 |
| 500  | MLE    | 0.1507          | 0.0005 | 0.1001          | 0.0002 | 0.1001          | 0.0036 | 0.2007          | 0.0009 |
| 25   | LSE    | 0.2101          | 0.2658 | 0.1357          | 0.1262 |              |      |              |      |
| 50   | LSE    | 0.1839          | 0.0457 | 0.1227          | 0.0266 |              |      |              |      |
| 75   | LSE    | 0.1762          | 0.0196 | 0.1171          | 0.0110 |              |      |              |      |
| 100  | LSE    | 0.1690          | 0.0083 | 0.1133          | 0.0055 |              |      |              |      |
| 200  | LSE    | 0.1615          | 0.0020 | 0.1068          | 0.0010 |              |      |              |      |
| 500  | LSE    | 0.1550          | 0.0002 | 0.1034          | 0.0001 |              |      |              |      |

Table 5. Mean lengths and coverage rates using ACI and BPI at 95% CL under True Value I.

| $n$  | $\beta_1$ | $\beta_2$ | $\lambda_1$ | $\lambda_2$ | $\beta_1$ | $\beta_2$ | $\lambda_1$ | $\lambda_2$ |
|------|------------|------------|------------|------------|------------|------------|------------|------------|
| 25   | ML         | 0.3763     | 0.2148     | 0.3875     | 0.2246     | 1.0749     | 0.441      |
|      | CR         | 0.919      | 0.900      | 0.967      | 0.955      | 0.940      | 0.930      | 0.960      | 0.930      |
| 50   | ML         | 0.2515     | 0.1428     | 0.4348     | 0.2773     | 0.2602     | 0.1485     | 0.7106     | 0.2788     |
|      | CR         | 0.916      | 0.919      | 0.949      | 0.945      | 0.950      | 0.930      | 0.940      | 0.900      |
| 75   | ML         | 0.1990     | 0.1140     | 0.3705     | 0.2267     | 0.1092     | 0.1146     | 0.5619     | 0.2280     |
|      | CR         | 0.918      | 0.914      | 0.946      | 0.935      | 0.930      | 0.900      | 0.890      | 0.890      |
| 100  | ML         | 0.1683     | 0.0969     | 0.3400     | 0.1965     | 0.1074     | 0.1034     | 0.4875     | 0.1914     |
|      | CR         | 0.926      | 0.927      | 0.947      | 0.944      | 0.920      | 0.930      | 0.920      | 0.920      |
| 200  | ML         | 0.1171     | 0.0679     | 0.2589     | 0.1368     | 0.1251     | 0.0710     | 0.3357     | 0.1336     |
|      | CR         | 0.908      | 0.925      | 0.940      | 0.939      | 0.890      | 0.920      | 0.900      | 0.890      |
| 500  | ML         | 0.0732     | 0.0424     | 0.1882     | 0.0858     | 0.0793     | 0.0445     | 0.2134     | 0.0850     |
|      | CR         | 0.921      | 0.919      | 0.935      | 0.947      | 0.920      | 0.920      | 0.940      | 0.910      |

Table 6. Mean lengths and coverage rates using ACI and BPI at 99% CL under True Value I.

| $n$  | $\beta_1$ | $\beta_2$ | $\lambda_1$ | $\lambda_2$ | $\beta_1$ | $\beta_2$ | $\lambda_1$ | $\lambda_2$ |
|------|------------|------------|------------|------------|------------|------------|------------|------------|
| 25   | ML         | 0.4878     | 0.2627     | 0.7621     | 0.4873     | 0.5035     | 0.3088     | 1.3450     | 0.6192     |
|      | CR         | 0.953      | 0.947      | 0.995      | 0.987      | 0.990      | 0.990      | 0.990      | 0.990      |
| 50   | ML         | 0.3266     | 0.1875     | 0.5572     | 0.3573     | 0.3280     | 0.1930     | 0.8833     | 0.3533     |
|      | CR         | 0.958      | 0.948      | 0.989      | 0.982      | 0.980      | 0.970      | 0.990      | 0.910      |
| 75   | ML         | 0.2603     | 0.1494     | 0.4667     | 0.2938     | 0.2584     | 0.1463     | 0.7103     | 0.2837     |
|      | CR         | 0.960      | 0.967      | 0.985      | 0.987      | 0.990      | 0.980      | 0.980      | 0.960      |
| 100  | ML         | 0.2217     | 0.1277     | 0.4166     | 0.2552     | 0.2287     | 0.1297     | 0.6993     | 0.2412     |
|      | CR         | 0.968      | 0.962      | 0.986      | 0.990      | 0.970      | 0.980      | 0.940      | 0.970      |
| 200  | ML         | 0.1541     | 0.0893     | 0.3239     | 0.1802     | 0.1535     | 0.0885     | 0.4266     | 0.1666     |
|      | CR         | 0.980      | 0.972      | 0.991      | 0.991      | 0.990      | 0.990      | 0.970      | 0.980      |
| 500  | ML         | 0.0964     | 0.0560     | 0.2331     | 0.1129     | 0.0948     | 0.0537     | 0.2643     | 0.1055     |
|      | CR         | 0.978      | 0.977      | 0.981      | 0.989      | 0.960      | 0.980      | 0.990      | 0.940      |
Table 7. Mean lengths and coverage rates using ACI and BPI at 95% CL under True Value II.

| n  |  β₁   |  β₂   |  λ₁   |  λ₂   |  β₁   |  β₂   |  λ₁   |  λ₂   |
|----|-------|-------|-------|-------|-------|-------|-------|-------|
| 25 | 0.2932 | 0.2063 | 0.6154 | 0.3649 | 0.2939 | 0.2088 | 1.1576 | 0.4343 |
| CR | 0.884  | 0.872  | 0.948  | 0.953  | 0.940  | 0.910  | 0.920  | 0.860  |
| 50 | 0.1898 | 0.1365 | 0.4529 | 0.2554 | 0.2095 | 0.1516 | 0.7386 | 0.2706 |
| CR | 0.901  | 0.886  | 0.946  | 0.933  | 0.920  | 0.910  | 0.940  | 0.860  |
| 75 | 0.1520 | 0.1093 | 0.3750 | 0.2054 | 0.1666 | 0.1194 | 0.5989 | 0.2185 |
| CR | 0.891  | 0.882  | 0.927  | 0.936  | 0.900  | 0.870  | 0.890  | 0.870  |
| 100| 0.1305 | 0.0947 | 0.3360 | 0.1766 | 0.1439 | 0.100  | 0.5087 | 0.1845 |
| CR | 0.900  | 0.929  | 0.946  | 0.940  | 0.930  | 0.880  | 0.940  | 0.900  |
| 200| 0.0962 | 0.0655 | 0.2636 | 0.1235 | 0.1016 | 0.0717 | 0.3600 | 0.1280 |
| CR | 0.899  | 0.909  | 0.955  | 0.928  | 0.940  | 0.920  | 0.930  | 0.960  |
| 500| 0.0561 | 0.0407 | 0.1926 | 0.0776 | 0.0624 | 0.0447 | 0.2174 | 0.0808 |
| CR | 0.898  | 0.929  | 0.949  | 0.921  | 0.830  | 0.880  | 0.840  | 0.920  |

Table 8. Mean lengths and coverage rates using ACI and BPI at 99% CL under True Value II.

| n  |  β₁   |  β₂   |  λ₁   |  λ₂   |  β₁   |  β₂   |  λ₁   |  λ₂   |
|----|-------|-------|-------|-------|-------|-------|-------|-------|
| 25 | 0.3480 | 0.2493 | 0.8025 | 0.4654 | 0.4076 | 0.3106 | 1.4590 | 0.5345 |
| CR | 0.923  | 0.923  | 0.988  | 0.992  | 0.980  | 0.970  | 0.990  | 0.960  |
| 50 | 0.2531 | 0.1856 | 0.5643 | 0.3300 | 0.2740 | 0.1944 | 0.9555 | 0.3341 |
| CR | 0.946  | 0.947  | 0.991  | 0.980  | 0.980  | 0.970  | 0.990  | 0.980  |
| 75 | 0.1978 | 0.1428 | 0.4837 | 0.2702 | 0.2132 | 0.1465 | 0.7447 | 0.2644 |
| CR | 0.946  | 0.947  | 0.982  | 0.984  | 0.980  | 0.970  | 0.970  | 0.970  |
| 100| 0.1702 | 0.1234 | 0.4256 | 0.2319 | 0.1817 | 0.1278 | 0.6482 | 0.2303 |
| CR | 0.964  | 0.969  | 0.985  | 0.986  | 0.970  | 0.970  | 0.970  | 0.980  |
| 200| 0.1183 | 0.0856 | 0.3259 | 0.1622 | 0.1259 | 0.0878 | 0.4430 | 0.1591 |
| CR | 0.962  | 0.965  | 0.983  | 0.983  | 0.980  | 0.970  | 0.990  | 0.960  |
| 500| 0.0742 | 0.0537 | 0.2365 | 0.1019 | 0.0788 | 0.0558 | 0.2729 | 0.0999 |
| CR | 0.967  | 0.971  | 0.985  | 0.977  | 0.990  | 0.970  | 0.990  | 0.980  |

Table 9. Mean lengths and coverage rates using ACI and BPI at 95% CL under True Value III.

| n  |  β₁   |  β₂   |  λ₁   |  λ₂   |  β₁   |  β₂   |  λ₁   |  λ₂   |
|----|-------|-------|-------|-------|-------|-------|-------|-------|
| 25 | 0.3460 | 0.2002 | 0.4717 | 0.4029 | 0.3506 | 0.2050 | 0.7708 | 0.5258 |
| CR | 0.918  | 0.913  | 0.964  | 0.908  | 0.930  | 0.950  | 0.950  | 0.900  |
| 50 | 0.2255 | 0.1335 | 0.3541 | 0.2902 | 0.2407 | 0.1356 | 0.5237 | 0.3177 |
| CR | 0.911  | 0.915  | 0.941  | 0.924  | 0.940  | 0.970  | 0.950  | 0.870  |
| 75 | 0.1781 | 0.1053 | 0.3039 | 0.2340 | 0.1898 | 0.1086 | 0.4163 | 0.2433 |
| CR | 0.909  | 0.914  | 0.957  | 0.939  | 0.930  | 0.930  | 0.950  | 0.920  |
| 100| 0.1532 | 0.0905 | 0.2737 | 0.2031 | 0.1599 | 0.095  | 0.3504 | 0.2084 |
| CR | 0.928  | 0.931  | 0.948  | 0.945  | 0.930  | 0.910  | 0.900  | 0.860  |
| 200| 0.1054 | 0.0628 | 0.2183 | 0.1421 | 0.1121 | 0.0649 | 0.2517 | 0.1414 |
| CR | 0.913  | 0.939  | 0.958  | 0.945  | 0.930  | 0.960  | 0.960  | 0.850  |
| 500| 0.0664 | 0.0396 | 0.1548 | 0.0885 | 0.0711 | 0.0410 | 0.1574 | 0.0882 |
| CR | 0.934  | 0.925  | 0.958  | 0.940  | 0.910  | 0.940  | 0.950  | 0.910  |
### Table 10. Mean lengths and coverage rates using ACI and BPI at 99% CL under True Value III.

| n  | β₁   | β₂   | λ₁   | λ₂   | β₁   | β₂   | λ₁   | λ₂   |
|----|------|------|------|------|------|------|------|------|
| 25 | 0.4282 | 0.2345 | 0.6052 | 0.5061 | 0.435 | 0.2608 | 0.9794 | 0.8264 |
| CR | 0.946 | 0.948 | 0.992 | 0.972 | 0.990 | 0.980 | 0.970 | 0.960 |
| 50 | 0.2943 | 0.1748 | 0.4453 | 0.3710 | 0.3042 | 0.1749 | 0.6585 | 0.4182 |
| CR | 0.962 | 0.959 | 0.986 | 0.975 | 0.990 | 0.960 | 0.960 | 0.970 |
| 75 | 0.2333 | 0.1393 | 0.3790 | 0.3058 | 0.2378 | 0.1407 | 0.5167 | 0.3052 |
| CR | 0.967 | 0.966 | 0.993 | 0.981 | 0.980 | 0.970 | 0.990 | 0.930 |
| 100 | 0.1994 | 0.0829 | 0.2659 | 0.1857 | 0.1591 | 0.0818 | 0.3073 | 0.1760 |
| CR | 0.961 | 0.963 | 0.987 | 0.984 | 0.970 | 0.980 | 0.990 | 0.920 |
| 200 | 0.1390 | 0.0829 | 0.2659 | 0.1857 | 0.1591 | 0.0818 | 0.3073 | 0.1760 |
| CR | 0.972 | 0.975 | 0.992 | 0.982 | 0.970 | 0.960 | 0.980 | 0.980 |
| 500 | 0.0870 | 0.0518 | 0.1958 | 0.1167 | 0.0889 | 0.0511 | 0.1991 | 0.1089 |
| CR | 0.975 | 0.976 | 0.988 | 0.986 | 0.990 | 0.990 | 0.970 | 0.960 |

### Table 11. Mean lengths and coverage rates using ACI and BPI at 95% CL under True Value IV.

| n  | β₁   | β₂   | λ₁   | λ₂   | β₁   | β₂   | λ₁   | λ₂   |
|----|------|------|------|------|------|------|------|------|
| 25 | 0.2581 | 0.1836 | 0.4853 | 0.3637 | 0.2666 | 0.1930 | 0.7941 | 0.4553 |
| CR | 0.876 | 0.878 | 0.954 | 0.923 | 0.910 | 0.930 | 0.920 | 0.880 |
| 50 | 0.1683 | 0.1233 | 0.3614 | 0.2525 | 0.1908 | 0.1379 | 0.5403 | 0.2726 |
| CR | 0.900 | 0.890 | 0.944 | 0.937 | 0.940 | 0.900 | 0.940 | 0.860 |
| 75 | 0.1363 | 0.0998 | 0.3071 | 0.2041 | 0.1461 | 0.1056 | 0.4299 | 0.2176 |
| CR | 0.896 | 0.895 | 0.944 | 0.936 | 0.900 | 0.850 | 0.890 | 0.900 |
| 100 | 0.1164 | 0.0862 | 0.2797 | 0.1771 | 0.1276 | 0.0936 | 0.3647 | 0.1813 |
| CR | 0.885 | 0.909 | 0.944 | 0.917 | 0.920 | 0.930 | 0.930 | 0.930 |
| 200 | 0.0812 | 0.0600 | 0.2162 | 0.1222 | 0.0907 | 0.0633 | 0.2574 | 0.1278 |
| CR | 0.898 | 0.909 | 0.949 | 0.928 | 0.940 | 0.890 | 0.940 | 0.940 |
| 500 | 0.0508 | 0.0376 | 0.1566 | 0.0770 | 0.0575 | 0.0422 | 0.1614 | 0.0791 |
| CR | 0.912 | 0.925 | 0.959 | 0.934 | 0.920 | 0.960 | 0.920 | 0.920 |

### Table 12. Mean lengths and coverage rates using ACI and BPI at 99% CL under True Value IV.

| n  | β₁   | β₂   | λ₁   | λ₂   | β₁   | β₂   | λ₁   | λ₂   |
|----|------|------|------|------|------|------|------|------|
| 25 | 0.3255 | 0.2279 | 0.6141 | 0.4543 | 0.3657 | 0.2598 | 1.0396 | 0.6015 |
| CR | 0.921 | 0.916 | 0.991 | 0.983 | 0.980 | 0.960 | 0.950 | 0.950 |
| 50 | 0.2202 | 0.1621 | 0.4557 | 0.3293 | 0.2443 | 0.1688 | 0.6703 | 0.3427 |
| CR | 0.953 | 0.961 | 0.990 | 0.988 | 0.960 | 0.990 | 0.950 | 0.920 |
| 75 | 0.1802 | 0.1309 | 0.3809 | 0.2683 | 0.1923 | 0.1375 | 0.5264 | 0.2747 |
| CR | 0.952 | 0.964 | 0.989 | 0.990 | 0.990 | 0.990 | 0.980 | 0.980 |
| 100 | 0.1520 | 0.1115 | 0.3479 | 0.2313 | 0.1614 | 0.1153 | 0.4646 | 0.2291 |
| CR | 0.953 | 0.953 | 0.980 | 0.986 | 0.950 | 0.990 | 0.950 | 0.960 |
| 200 | 0.1064 | 0.0785 | 0.2701 | 0.1616 | 0.1139 | 0.0814 | 0.3183 | 0.1587 |
| CR | 0.964 | 0.967 | 0.993 | 0.987 | 0.980 | 0.980 | 0.980 | 0.950 |
| 500 | 0.0667 | 0.0492 | 0.1974 | 0.1013 | 0.0709 | 0.0506 | 0.1963 | 0.0992 |
| CR | 0.973 | 0.971 | 0.990 | 0.980 | 0.970 | 0.970 | 0.990 | 0.950 |

From Tables 1–4, the following conclusions can be drawn. Taking β₁ as an example, the estimates using MLE and LSE at different sample sizes n under the True Value I are shown in Figures 3 and 4.

1. With an increased sample size n, the estimates of both MLE and LSE converge to true values, and the mean square errors gradually reduce and tend to zero.
(2) From the perspective of mean value and mean square error, there is no significant difference between the mean square error of MLE and LSE. However, the maximum likelihood estimates are much closer to the true value than the least squares estimates. This is because the least square method minimizes the sum of the squares of the distances between the observed and estimated points. On the other hand, the maximum likelihood estimation is intended for maximizing the probability of drawing observations from the model. The purpose of the least square estimation method is to obtain the parameters that make the model best fit the sample data. When using LSE in the case of small samples, it produces large errors, which is consistent with simulation results.

(3) For different true values, there is no significant difference in the fitting effect. Moreover, the mean squared errors of $\lambda_1$ and $\lambda_2$ are significantly larger than the MSEs of $\hat{\beta}_1$ and $\hat{\beta}_2$, which means that the simulation errors of $\beta_1$ and $\beta_2$ are smaller under the same conditions.

Figure 3. Trace plot of MLE for $\beta_1$.

Figure 4. Trace plot of LSE for $\beta_1$. 
The following conclusions can be drawn from Tables 5–12.

1. With an increasing sample size $n$, the mean interval lengths of ACI and BPI become slimmer, and the coverage rates of asymptotic credible intervals and Boot-p credible intervals are very close to $\text{CL}(1 - \alpha)\%$.

2. For ACI, there is no significant difference in the average interval lengths and no significant difference in coverage for different truth values. The same is true for BPI.

3. For the same true values, the coverage rates of $\hat{\lambda}_1$ and $\hat{\lambda}_2$ are almost the same in asymptotic confidence intervals. Moreover, $\hat{\lambda}_1$ and $\hat{\lambda}_2$ have significantly greater coverage rates than $\hat{\beta}_1$ and $\hat{\beta}_2$. In the Boot-p interval, there is no significant difference in the coverage of $\hat{\lambda}_1$, $\hat{\lambda}_2$, $\hat{\beta}_1$ and $\hat{\beta}_2$. The simulation results also show that Boot-p confidence intervals have stable coverage rates and narrow average interval lengths at $N_{CI} = 100$.

The performance of the coverage rates of confidence intervals can be represented by the following formula:

$$\text{CR}_{ACI}(\lambda_1, \lambda_2) > \text{CR}_{BPI}(\lambda_1, \lambda_2) \approx \text{CR}_{BPI}(\beta_1, \beta_2) > \text{CR}_{ACI}(\beta_1, \beta_2),$$

where “$>$” indicates a higher coverage rate under the same conditions and “$\approx$” indicates a similar coverage rate under the same conditions.

8. Real Data Analysis

In this section, a real dataset is used to illustrate the proposed methods. This dataset is also used in Ref. [9]. It has two main failure risks (capacitor failure and controller failure). The stress element is temperature, and the stress level is in the range of 293 K to 353 K, $s_1 = 293$ K, $s_2 = 353$ K and $s_0 = 273$ K in the standard state. K is the unit of temperature Kelvin. This dataset came from a lifetime test of solar lighting installations. The original dataset defines a sudden stress increase at $t = 5$. We assume that the two risk factors are independent at arbitrary constant temperature and the stress change time point is 4.7–5.2 (hundred hours). In the dataset, the total number of solar lighting devices tested $n = 31$ and the specific data are shown in Table 13. The proposed model was used to evaluate the reliability of solar lighting equipment.

| Stress Level S1 | Lagged | Stress Level S1 |
|-----------------|--------|-----------------|
| Failure Time    | Failure Factor | Failure Time    | Failure Factor | Failure Time    | Failure Factor |
| 0.140           | 1      | 4.892           | 2               | 5.238           | 1               |
| 0.783           | 2      | 5.002           | 1               | 5.244           | 1               |
| 1.324           | 2      | 5.022           | 2               | 5.247           | 1               |
| 1.582           | 1      | 5.082           | 2               | 5.305           | 1               |
| 1.716           | 2      | 5.112           | 1               | 5.337           | 2               |
| 1.794           | 2      | 5.147           | 1               | 5.407           | 1               |
| 1.883           | 2      | 5.408           | 1               | 5.408           | 2               |
| 2.293           | 2      | 5.445           | 1               | 5.445           | 1               |
| 2.660           | 2      | 5.483           | 1               | 5.483           | 1               |
| 2.674           | 2      | 5.717           | 2               | 5.717           | 2               |
| 2.725           |        |                 |                 |                 |                 |
| 3.085           | 2      |                 |                 |                 |                 |
| 3.942           | 2      |                 |                 |                 |                 |
| 4.396           | 2      |                 |                 |                 |                 |
| 4.612           | 1      |                 |                 |                 |                 |

From this dataset, we have $n_{11} = 3$, $n_{12} = 3$, $n_{13} = 7$, $n_{21} = 12$, $n_{22} = 3$ and $n_{23} = 3$. The maximum likelihood estimation is carried out according to experimental data, and least square estimation is carried out using $\lambda_1$ and $\lambda_2$ obtained from the maximum likelihood estimation. The estimation results are shown in Table 14.
Table 14. Estimation results using MLE and LSE.

|        | $\beta_1$ | $\beta_2$ | $\lambda_1$ | $\lambda_2$ |
|--------|-----------|-----------|--------------|--------------|
| MLE    | 0.0404    | 0.056     | 0.1332       | 0.6631       |
| LSE    | 0.0534    | 0.074     | -            | -            |

In order to show that the Gompertz distribution has good properties in solving such models, we make statistical inferences using the same methods when the lifetime distribution obeys the exponential distribution under the proposed model and assumptions. Moreover, we compare the results under Gompertz distribution and exponential distribution. Part C of Section 1 states that Gompertz distribution with two parameters degenerates to the exponential distribution with one parameter, as scale parameter $\lambda$ tends to zero. Thus, by making $\lambda_1$ and $\lambda_2$ equal to 0.001, the distribution is considered to obey exponential distribution. The density curves of simulated and real data using MLE and LSE based on the Gompertz and exponential distributions are shown in Figures 5 and 6.

Figure 5. Density curves of simulated and real data using MLE.

Figure 6. Density curves of simulated and real data using LSE.
Based on the real dataset, the results of ACI and BPI at 90%, 95% and 99% confidence levels are shown in Table 15.

| Parameter | CL  | Asymptotic Confidence Interval | Boot-p Confidence Interval |
|-----------|-----|--------------------------------|---------------------------|
| $\beta_1$ | 90% | (0.0137, 0.0671)               | (0.0102, 0.0932)          |
|           | 95% | (0.0086, 0.0723)               | (0.0091, 0.0966)          |
|           | 99% | (0.0000, 0.0823)               | (0.0077, 0.1011)          |
| $\beta_2$ | 90% | (0.0215, 0.0904)               | (0.0154, 0.1279)          |
|           | 95% | (0.0149, 0.0970)               | (0.0128, 0.1335)          |
|           | 99% | (0.0020, 0.1099)               | (0.0149, 0.1744)          |
| $\lambda_1$ | 90% | (0.0000, 0.4201) | (−0.2373, 0.5100) |
|           | 95% | (0.0000, 0.4751)               | (−0.2593, 0.5993)         |
|           | 99% | (0.0000, 0.5825)               | (−0.6138, 0.5202)         |
| $\lambda_2$ | 90% | (0.5309, 0.7953)               | (0.4952, 0.8991)          |
|           | 95% | (0.5056, 0.8206)               | (0.4896, 0.9065)          |
|           | 99% | (0.4561, 0.8701)               | (0.4880, 0.9180)          |

By examining the fitting curves of maximum likelihood estimation and least square estimation, it was observed that the fitting effect of the two point estimation methods is satisfactory, the lengths of the ACI and BPI are approximately equal and the two point estimation values fall into the range of the confidence intervals.

9. Discussion

In this paper, we assume that the hazard function of the lag period is only related to the stress level and is linear with time. If the assumption about the lag period being linear does not hold. The lag period and the subsequent time will be modeled mistakenly. In practice, an assessment of model can help researchers determine if the chosen method is appropriate. Thus, we need to test the hypothesis about the lag period. For nuisance factors, they are classified into three categories in Ref. [28] as uncontrollable and unknown, uncontrollable and known and controllable and known. For the uncontrollable and unknown nuisance factors, randomization is used by increasing the sample size of the experiment to eliminate the effect. For the uncontrollable and known nuisance factors, it is handled by calculating the covariance. For controllable and known nuisance factors, blocks are conducted for experiments. Considering hypothesis tests where the lags are modeled as linear, Ref. [29] suggested performing repeated counting and sensitivity analysis to assess the impact of these different inputs.

In our study, all cases can benefit from independently modeling competing risks, except for the strong dependencies between risks. In many cases where dependencies between risks are not considered, reliable conclusions can be drawn, and tedious calculations can be eliminated, which is important in engineering and in practical applications. In practice, some causes do not always satisfy this independence assumption. Considering the dependence structure between competing risks, binary or multivariate distributions can be used to describe the dependence between failure causes. For example, Refs. [30–32] used Marshall–Olkin type distribution, Moran–Downton exponential distribution and copula models, respectively, to describe this binary or multivariate relationship. In subsequent studies, we will also carefully consider the impact on this model when risk factors are not independent.

10. Conclusions

The cumulative risk model more realistically reflects the impact of stress changes and addresses the main constraint of existing models. The Gompertz distribution model is a common model used in reliability and life testing and has two parameters and has many satisfactory properties. Taking into account competing risks, the Gompertz cumulative risk
model is an extremely flexible step-stress model and is suitable for many applications in survivability analysis.

In this paper, the parameters estimation problems of the step-stress ALT model considering lagged effect and competing risks are studied. The maximum likelihood method and least squares method are used to determine point estimates. The Newton–Raphson algorithm was used to solve the nonlinear equations. The asymptotic confidence intervals and percentile bootstrap confidence intervals are constructed. From the numerical simulation, it can be observed that, with an increased sample size \( n \), the estimates of both maximum likelihood estimation and least squares estimation converge to the true values, and the mean square errors gradually reduce and tend to zero. Moreover, the maximum likelihood estimates are much closer to the true value than the least squares estimates. In interval estimation, with an increasing sample size \( n \), the mean interval lengths of asymptotic confidence intervals and Boot-p confidence intervals become slimmer, and the coverage rates are very close to confidence level \( (1 - \alpha)\% \). It is also shown that asymptotic confidence intervals have higher coverage rates when estimating \( \lambda_1, \lambda_2 \), and Boot-p confidence intervals have higher coverage rates when estimating \( \beta_1, \beta_2 \). The simulation results also suggest that the Boot-p confidence intervals have stable coverage rates and narrow average interval lengths for small samples. The model proposed in this paper has been shown to be valuable by simulation in estimating parameters. On the basis of theoretical results, the analysis of the real data was carried out to illustrate this model.

Step-stress models with lagged effect and competing risks are more practical and useful in practical survival analysis and deserve further investigation. In this paper, step-stress accelerated life tests with two stress levels and two risks are considered, which can be extended to models with diverse stress levels and various failure risks. For the next research study, we can further explore this in the case where risk factors are not independent and can also research different stress parameters under different competing risks and propose different truncation methods.
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Appendix A

By using CRM, all units are affected by stress level \( s_1 \) in the initial period. At a predetermined time \( \tau_1 \), the stress level begins to increase. The improvement in stress level is fully realized at \( \tau_2 \) and the stress level is up to \( s_2 \). The hazard function \( h_j(t) \) under the Gompertz distribution of the \( j \)-th risk factor can be obtained as follows.

\[
 h_j(t) = \begin{cases} 
 \beta_j e^{\lambda_1 t} & 0 < t < \tau_1, \\
 a_j + b_j t & \tau_1 \leq t < \tau_2, \\
 \beta_j e^{\lambda_2 t} & \tau_2 \leq t. 
\end{cases}
\]
The cumulative hazard function under the proposed CRM model is as follows.

\[
H_j(t) = \begin{cases} 
\frac{\beta_j}{\lambda_1} (e^{\lambda_1 t} - 1) & 0 < t < \tau_1, \\
\frac{\beta_j}{\lambda_1} (e^{\lambda_1 t} - 1) + a_j(t - \tau_1) + \frac{b_j}{2} (t^2 - \tau_1^2) & \tau_1 \leq t < \tau_2, \\
\frac{\beta_j}{\lambda_1} (e^{\lambda_1 t} - 1) + a_j(\tau_2 - \tau_1) + \frac{b_j}{2} (t^2 - \tau_1^2) + \frac{\beta_j}{\lambda_2} (e^{\lambda_2 t} - e^{\lambda_2 \tau_2}) & \tau_2 \leq t.
\end{cases}
\]

With the CEM, the stress level at the initial stage is \(s_1\). At a predetermined time \(\tau\), stress level increases to \(s_2\). The hazard function \(h_j^*(t)\) for the \(j\)-th risk factor under the Gompertz distribution is as follows.

\[
h_j^*(t) = \begin{cases} 
\beta_j \times e^{\lambda_1 t} & 0 < t < \tau, \\
\beta_j \times e^{\lambda_2 t} & \tau \leq t.
\end{cases}
\]

If we assume that the cumulative hazard functions are constant at the stress levels \(s_1\) and \(s_2\), the cumulative hazard function \(H_j^*(t)\) for CEM is as follows.

\[
H_j^*(t) = \begin{cases} 
\frac{\beta_j}{\lambda_1} (e^{\lambda_1 t} - 1) & 0 < t < \tau, \\
\frac{\beta_j}{\lambda_1} (e^{\lambda_1 \tau_1} - 1) + \frac{\beta_j}{\lambda_2} (e^{\lambda_2 t} - e^{\lambda_2 \tau_2}) & \tau \leq t.
\end{cases}
\]

If we let \(\delta = \tau_2 - \tau_1 \to 0\), which means \(\tau_1 = \tau_2\), we can observe that CRM converges to the CEM by comparing the hazard function and the cumulative hazard function.

**Appendix B**

The CDF of lifetime \(F_X(t)\) considering two independent competing factors is as follows.

\[
F_X(t) = \begin{cases} 
1 - \exp\left\{-\frac{(\beta_1 + \beta_2) \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left[\left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{1}{\tau_1}} - 1\right]\right\} & 0 < t < \tau_1, \\
1 - \exp\left\{-\frac{(\beta_1 + \beta_2) \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left[\left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{1}{\tau_1}} - 1\right]\right\} \times \exp\left\{-(a_1 + a_2)(t - \tau_1) - \frac{(b_1 + b_2)}{2} (t^2 - \tau_1^2)\right\} & \tau_1 \leq t < \tau_2, \\
1 - \exp\left\{-\frac{(\beta_1 + \beta_2) \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left[\left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{1}{\tau_1}} - 1\right]\right\} \times \exp\left\{-(a_1 + a_2)(\tau_2 - \tau_1) - \frac{(b_1 + b_2)}{2} (t^2 - \tau_1^2)\right\} \times \exp\left\{-\frac{(\beta_1 + \beta_2) \tau_2}{\ln(a_j + b_j \tau_2) - \ln \beta_j} \left[\left(\frac{a_j + b_j \tau_2}{\beta_j}\right)^{\frac{1}{\tau_2}} - \frac{a_j + b_j \tau_2}{\beta_j}\right]\right\} & \tau_2 \leq t.
\end{cases}
\]
The probability density function $f_X(t)$ of lifetime under the two independent competing factors is as follows.

\[
\begin{align*}
    f_X(t) &= \begin{cases} 
    \left(\beta_1 + \beta_2\right) \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} \exp \left\{ - \left(\frac{\beta_1 + \beta_2}{\beta_j}\right) \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} & 0 < t < \tau_1, \\
    \left(\beta_1 + \beta_2\right) \left(\frac{a_j + b_j \tau_2}{\beta_j}\right)^{\frac{\tau_2}{\beta_1}} \exp \left\{ - \left(\frac{\beta_1 + \beta_2}{\beta_j}\right) \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} & \tau_1 \leq t < \tau_2, \\
    \left(\beta_1 + \beta_2\right) \left(\frac{a_j + b_j \tau_3}{\beta_j}\right)^{\frac{\tau_3}{\beta_1}} \exp \left\{ - \left(\frac{\beta_1 + \beta_2}{\beta_j}\right) \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} & \tau_2 \leq t. 
    \end{cases}
\end{align*}
\]

Considering two independent competing risks, the joint probability density function $f_{X,C}(t,j)$ of lifetime and failure cause is as follows.

\[
\begin{align*}
    f_{X,C}(t,j) &= \begin{cases} 
    \beta_j \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} \exp \left\{ - \frac{\beta_j \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} \beta_j \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} \exp \left\{ - \frac{\beta_j \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} & 0 < t < \tau_1, \\
    \left(\frac{a_j + b_j \tau_3}{\beta_j}\right)^{\frac{\tau_3}{\beta_1}} \exp \left\{ - \frac{\beta_3-j \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_3-j} \left(\frac{a_j + b_j \tau_1}{\beta_3-j}\right)^{\frac{\tau_1}{\beta_3-j}} - 1 \right\} \beta_j \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} \exp \left\{ - \frac{\beta_j \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_j} \left(\frac{a_j + b_j \tau_1}{\beta_j}\right)^{\frac{\tau_1}{\beta_1}} - 1 \right\} & \tau_1 \leq t < \tau_2, \\
    \left(\frac{a_j + b_j \tau_3}{\beta_j}\right)^{\frac{\tau_3}{\beta_1}} \exp \left\{ - \frac{\beta_3-j \tau_1}{\ln(a_j + b_j \tau_1) - \ln \beta_3-j} \left(\frac{a_j + b_j \tau_1}{\beta_3-j}\right)^{\frac{\tau_1}{\beta_3-j}} - 1 \right\} & \tau_2 \leq t. 
    \end{cases}
\end{align*}
\]
Appendix C

The concrete equations about MLEs are as follows.

\[
\frac{\partial l}{\partial \beta_1} = \frac{n_1}{\beta_1} - \sum_{i=1}^{n_1} \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} - \sum_{i=2}^{n_1} \left[ \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \frac{te^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}}{\tau_2 - \tau_1} (t_i - \tau_1) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\tau_2 - \tau_1} \left( \frac{t_i^2 - t_1^2}{2} \right) \right] \\
- \sum_{i=3}^{n_1} \left[ \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i} (\frac{t_i + t_2}{2}) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\lambda_2} \left( \frac{t_i^2 - t_1^2}{2} \right) \right] = 0,
\]

\[
\frac{\partial l}{\partial \beta_2} = \frac{n_2}{\beta_2} - \sum_{i=1}^{n_2} \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} - \sum_{i=2}^{n_2} \left[ \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \frac{te^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i}}{\tau_2 - \tau_1} (t_i - \tau_1) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\tau_2 - \tau_1} \left( \frac{t_i^2 - t_1^2}{2} \right) \right] \\
- \sum_{i=3}^{n_2} \left[ \frac{e^{\lambda_1 t_i} - 1}{\lambda_1} + \tau_2 e^{\lambda_1 t_i} - \tau_1 e^{\lambda_2 t_i} (\frac{t_i + t_2}{2}) + \frac{e^{\lambda_2 t_i} - e^{\lambda_1 t_i}}{\lambda_2} \left( \frac{t_i^2 - t_1^2}{2} \right) \right] = 0,
\]

\[
\frac{\partial l}{\partial \lambda_1} = \sum_{i=1}^{n_1} \left[ \frac{t_i + \sum_{j=2}^{n_1} \left( \frac{(t_j - t_i) \lambda_1 e^{\lambda_1 t_j} - \lambda_1 e^{\lambda_1 t_i}}{\lambda_1^2} + \frac{\tau_1 \tau_2 (t_j - t_1) e^{\lambda_1 t_j} - \lambda_1 e^{\lambda_1 t_i}}{\tau_2 - \tau_1} \right) \right] \\
- (\beta_1 + \beta_2) \sum_{i=1}^{n_1} \left[ \frac{\lambda_1 e^{\lambda_1 t_i} - e^{\lambda_1 t_i} + 1}{\lambda_1^2} + \frac{\tau_1 \tau_2 (t_i - \tau_1) e^{\lambda_1 t_i} - \lambda_1 e^{\lambda_1 t_i}}{\tau_2 - \tau_1} \right] = 0,
\]

\[
\frac{\partial l}{\partial \lambda_2} = \sum_{i=1}^{n_2} \left[ \frac{t_i + \sum_{j=2}^{n_2} \left( \frac{(t_j - t_i) \lambda_2 e^{\lambda_2 t_j} - \lambda_2 e^{\lambda_2 t_i}}{\lambda_2^2} + \frac{\tau_1 \tau_2 (t_j - t_1) e^{\lambda_2 t_j} - \lambda_2 e^{\lambda_2 t_i}}{\tau_2 - \tau_1} \right) \right] \\
- (\beta_1 + \beta_2) \sum_{i=1}^{n_2} \left[ \frac{\tau_1 \tau_2 (t_i - \tau_1) e^{\lambda_2 t_i} + \tau_2 \left( \frac{t_i^2 - t_1^2}{2} \right) e^{\lambda_2 t_i}}{\tau_2 - \tau_1} \right] \\
- (\beta_1 + \beta_2) \sum_{i=3}^{n_2} \left[ \frac{(\lambda_2 t_i - 1) e^{\lambda_2 t_i} - (\lambda_2 t_2 - 1) e^{\lambda_2 t_2}}{\lambda_2^2} + \tau_1 \tau_2 e^{\lambda_2 t_i} + \tau_2 e^{\lambda_2 t_i} \frac{\tau_1 + t_2}{2} \right] = 0.
\]
Appendix D

The elements of the observed Fisher information matrix are shown below.

\[ A_{11} = \frac{n_{1*}}{\beta_1^2}, \quad A_{22} = \frac{n_{2*}}{\beta_2^2}, \quad A_{12} = A_{21} = 0, \]

\[ A_{13} = (n_{1*} + n_{3*}) \left( \frac{t_1 \lambda_1 e^{\lambda_1 t_1} - e^{\lambda_1 t_1} + 1}{\lambda_1^2} + n_{3*} \left( \frac{t_1 t_2 e^{\lambda_1 t_1} - t_1 e^{\lambda_1 t_1} t_1 + t_2}{2} \right) + \sum_{i=1} \frac{t_i \lambda_1 e^{\lambda_1 t_1} - e^{\lambda_1 t_i} + 1}{\lambda_i^2} \right) + \sum_{i=2} \left( \frac{t_1 t_2 (t_i - t_1) e^{\lambda_1 t_1} - t_1 (t_i^2 - t_1^2) e^{\lambda_1 t_1}}{2(t_2 - t_1)} \right) = A_{31} = A_{23} = A_{32}, \]

\[ A_{14} = \sum_{i=2} \left( \frac{t_1 t_2 (t_i - t_1) e^{\lambda_2 t_2} + t_2 e^{\lambda_2 t_2} t_1 + t_2}{2} \right) = A_{41} = A_{24} = A_{42}, \]

\[ A_{33} = \sum_{i=2} \left( \frac{t_1^2 (t_i - t_1) (t_2 - t_i) e^{\lambda_1 t_1} + (t_i - t_1) e^{\lambda_2 t_2}}{t_2 - t_1} \right) + (\beta_1 + \beta_2) \sum_{i=1} \left( \frac{t_i^2 \lambda_1^2 - 2t_i \lambda_1 + 2) e^{\lambda_1 t_i} - 2}{\lambda_i^2} \right) + \left( \frac{t_1^2 \lambda_1^2 - 2t_1 \lambda_1 + 2) e^{\lambda_1 t_1} - 2}{\lambda_1^2} \right) + n_{3*} \left( \frac{t_1^2 \lambda_1^2 - 2t_1 \lambda_1 + 2) e^{\lambda_1 t_1} - 2}{\lambda_1^2} \right), \]

\[ A_{34} = \sum_{i=2} \left( \frac{t_1 t_2 (t_i - t_1) (t_2 - t_i) e^{\lambda_1 t_1} + (t_i - t_1) e^{\lambda_2 t_2}}{t_2 - t_1} \right), \]

\[ A_{44} = \sum_{i=2} \left( \frac{t_1^2 (t_i - t_1) (t_2 - t_i) e^{\lambda_1 t_1} + (t_i - t_1) e^{\lambda_2 t_2}}{t_2 - t_1} \right) + (\beta_1 + \beta_2) \sum_{i=2} \left( \frac{t_1 t_2 (t_i - t_1) e^{\lambda_2 t_2} + t_2 \left( \frac{t_i^2 - t_i^2}{(t_2 - t_1)} \right) \right) + \left( \frac{t_i^2 \lambda_2^2 - 2t_i \lambda_2 + 2) e^{\lambda_2 t_i} - (t_i^2 \lambda_2^2 - 2t_2 \lambda_2 + 2) e^{\lambda_2 t_2}}{2(t_2 - t_1)} \right) + (\beta_1 + \beta_2) \sum_{i=3} \left( \frac{t_i^2 \lambda_2^2 - 2t_i \lambda_2 + 2) e^{\lambda_2 t_i} - (t_i^2 \lambda_2^2 - 2t_2 \lambda_2 + 2) e^{\lambda_2 t_2}}{2(t_2 - t_1)} \right). \]

References

1. Han, D.; Balakrishnan, N. Inference for a simple step-stress model with competing risks from the exponential distribution under time constraint. *Comput. Stat. Data Anal.* **2010**, *54*, 2066–2081. [CrossRef]
2. Aljohani, H.M.; Alfar, N.M. Estimations with step-stress partially accelerated life tests for competing risks Burr XII lifetime model under type-II censored data. *Alex. Eng. J.* **2020**, *59*, 1171–1180. [CrossRef]
3. Kannan, N.; Kundu, D. Weibull Step-Stress Model with a Lagged Effect. *Am. J. Math. Manag. Sci.* **2018**, *37*, 33–50. [CrossRef]
4. Beltrani, J. Weibull lagged effect step-stress model with competing risks. *Commun. Stat.—Theory Methods* **2016**, *46*, 5419–5442. [CrossRef]
5. Wu, M.; Shi, Y. Statistical analysis of dependent competing risks model from Gompertz distribution under progressively hybrid censoring. *SpringerPlus* **2016**, *5*, 1745.
6. Crowder, M.J. On the identifiability crises in competing risks analysis. *Scand. J. Stat.* **1991**, *18*, 223–233.
7. Kalbfleisch, J.D.; Prentice, R.L. *The Statistical Analysis of Failure Time Data*; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 2002.
8. Kundu, D.; Pradhan, B. Bayesian analysis of progressively censored competing risks data. *Sankhya B* **2011**, *73*, 276–296. [CrossRef]
9. Han, D.; Kundu, D. Inference for a Step-Stress Model with Competing Risks for Failure From the Generalized Exponential Distribution Under Type-I Censoring. *IEEE Trans. Reliab.* **2015**, *64*, 31–43. [CrossRef]
10. Pascual, F.G. Accelerated Life Test Planning with Independent Weibull Competing Risks. *IEEE Trans. Reliab.* **2008**, *57*, 435–444. [CrossRef]
11. Zhang, L.F.; Xie, M.; Tang, L.C. Robust Regression using Probability Plots for Estimating the Weibull Shape Parameter. *Qual. Reliab. Eng. Int.* **2006**, *22*, 905–917. [CrossRef]
12. Maller, R.A.; Xian, Z. Analysis of parametric models for competing risks data. *Stat. Sin.* **2002**, *12*, 725–750.
13. Sedyakin, N.M. On one physical principle in reliability theory. Tech. Cybernetics 1966, 3, 80–87.
14. Xiao, L.; Wei, S.Q. Modeling and Planning of Step-Stress Accelerated Life Tests with Independent Competing Risks. IEEE Trans. Reliab. 2011, 60, 712–720.
15. Yuan, T.; Liu, X.; Kuo, W. Planning Simple Step-Stress Accelerated Life Tests Using Bayesian Methods. IEEE Trans. Reliab. 2012, 61, 254–263. [CrossRef]
16. Nelson, W. Accelerated Life Testing - Step-Stress Models and Data Analyses. IEEE Trans. Reliab. 1980, 29, 103–108. [CrossRef]
17. Kateri, M.; Kamps, U. Inference in step-stress models based on failure rates. Stat. Pap. 2014, 56, 639–660. [CrossRef]
18. Kundu, D.; Ganguly, A. Analysis of Step-Stress Models: Existing Results and Some Recent Developments; Elsevier Science: San Diego, CA, USA, 2017.
19. Kannan, N.; Kundu, D.; Balakrishnan, N. Chapter Advances in Degradation Modeling. In Survival Models for Step-Stress Experiments with Lagged Effects; Birkhäuser: Boston, MA, USA, 2010; pp. 355–369.
20. Beltrani, J. Exponential competing risk step-stress model with lagged effect. Int. J. Math. Stat. 2015, 16, 1–16.
21. Valkovics, J. The Gompertz distribution and its applications. Genus 1992, 48, 15–28.
22. Makany, R. A Theoretical Basis for Gompertz’S Curve. Biom. J. 1991, 33, 121–128. [CrossRef]
23. Franses, P.H. Fitting a Gompertz Curve. J. Oper. Res. Soc. 1994, 45, 109–113. [CrossRef]
24. Chen, Z. Parameter Estimation of the Gompertz Population. Biom. J. 1997, 39, 117–124. [CrossRef]
25. Almarashi, A.; Abd-Elmougod, G. Accelerated competing risks model from Gompertz lifetime distributions with type-II censoring scheme. Therm. Sci. 2020, 24, 165–175. [CrossRef]
26. Alghamdi, A.S. Partially Accelerated Model for Analyzing Competing Risks Data from Gompertz Population under Type-I Generalized Hybrid Censoring Scheme. Complexity 2021, 2021, 1–12. [CrossRef]
27. Efron, B.; Tibshirani, R.J. An Introduction To The Bootstrap. J. Am. Stat. Assoc. 1993, 89, 436.
28. Montgomery, D.C. Design and Analysis of Experiments; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 1976.
29. Escobar, L.A.; Meeker, W.Q. A Review of Accelerated Test Models. Stat. Sci. 2006, 21, 552–577. [CrossRef]
30. Kundu, D.; Dey, A.K. Estimating the parameters of the Marshall-Olkin bivariate Weibull distribution by EM algorithm. Comput. Stat. Data Anal. 2009, 53, 956–965. [CrossRef]
31. Iliopoulos, G. Estimation of parametric functions in Downton’s bivariate exponential distribution. J. Stat. Plan. Inference 2003, 117, 169–184. [CrossRef]
32. Wu, M.; Shi, Y.; Zhang, C. Statistical analysis of dependent competing risks model in accelerated life testing under progressively hybrid censoring using copula function. Commun. Stat. Simul. Comput. 2015, 4, 4004–4017. [CrossRef]