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Abstract

We consider weak solutions \( v : U \times (0, T) \rightarrow \mathbb{R}^m \) of the nonlinear parabolic system

\[
D\psi(v_t) = \text{div} F(Dv),
\]

where \( \psi \) and \( F \) are convex functions. This is a prototype for more general doubly nonlinear evolutions which arise in the study of structural properties of materials. Under the assumption that the second derivatives of \( F \) are Hölder continuous, we show that \( D^2v \) and \( v_t \) are locally Hölder continuous except for possibly on a lower dimensional subset of \( U \times (0, T) \). Our approach relies on two integral identities, decay of the local space-time energy of solutions, and fractional time derivative estimates for \( D^2v \) and \( v_t \).

1. Introduction

A doubly nonlinear evolution is a flow that typically involves a nonlinearity in the time derivative of a particular quantity of interest. Such flows arise in the study of phase transitions [3,4,9,34], models for fracture and crack fronts [17,24,29], and hysteresis effects in materials [27,35]. In the very simplest modeling scenarios, the flows in question consist of systems of nonlinear PDE. To date, there have been many important results on the existence [1,2,7,8,28] and on the large time behavior of solutions to these systems [22,23,26,32]. On the other hand, there are very few results involving the regularity or smoothness properties of such solutions. This is the topic of this paper.

In what follows, we will consider solutions \( v : U \times (0, T) \rightarrow \mathbb{R}^m \) of the system of PDE

\[
D\psi(v_t) = \text{div} F(Dv),
\]
where $U \subset \mathbb{R}^n$ is a bounded domain with smooth boundary and $T > 0$. Here $\psi : \mathbb{R}^m \to \mathbb{R}$ and $F : \mathbb{M}^{m \times n} \to \mathbb{R}$ are convex functions and $\mathbb{M}^{m \times n}$ is the space of $m \times n$ matrices with real entries. We may write $v = (v^1, \ldots, v^m)$ in terms of its $m$ component functions $v^i = v^i(x, t)$; this allows us to conveniently express the time derivative $v_t = (v_t^i) \in \mathbb{R}^m$ and spatial gradient matrix of $Dv = (v^i_{x_j}) \in \mathbb{M}^{m \times n}$ of $v$.

Considering $\psi$ as a function of $w = (w^i) \in \mathbb{R}^m$ and $F$ as a function of $M = (M^i_j) \in \mathbb{M}^{m \times n}$ also allows us to write

$$D\psi = (\psi_{w^1}, \ldots, \psi_{w^m}) \in \mathbb{R}^m \quad \text{and} \quad DF = \begin{pmatrix} F_{M^1_1} \ldots F_{M^1_m} \\ \vdots \\ F_{M^m_1} \ldots F_{M^m_m} \end{pmatrix} \in \mathbb{M}^{m \times n}.$$ 

With this notation, the system (1.1) can be expressed as the system of $m$ equations

$$\psi_{w^i}(v_t) = \sum_{j=1}^n \left( F_{M^i_j}(Dv) \right)_{x_j} = \sum_{j=1}^m \sum_{k=1}^n F_{M^i_j M_k^j}(Dv)v_{x_k x_j}^k$$

for each $i = 1, \ldots, m$. In particular, as $D\psi$ is in general nonlinear, we may interpret the system (1.1) as a type of fully nonlinear system of parabolic PDE.

Unless otherwise noted, we will always suppose

$$\psi \in C^2(\mathbb{R}^m) \quad \text{and} \quad F \in C^2(\mathbb{M}^{m \times n}).$$

Another standing assumption will be that there are $\theta, \lambda, \Theta, \Lambda > 0$ for which

$$\theta |w_1 - w_2|^2 \leq (D\psi(w_1) - D\psi(w_2)) \cdot (w_1 - w_2) \leq \Theta |w_1 - w_2|^2$$

(1.2)

for each $w_1, w_2 \in \mathbb{R}^m$ and

$$\lambda |M_1 - M_2|^2 \leq (DF(M_1) - DF(M_2)) \cdot (M_1 - M_2) \leq \Lambda |M_1 - M_2|^2$$

(1.3)

for each $M_1, M_2 \in \mathbb{M}^{m \times n}$. Here $M \cdot N := \text{tr}(M^t N)$ and $|M| := (M \cdot M)^{1/2}$ for each $M, N \in \mathbb{M}^{m \times n}$. In particular, $\psi$ and $F$ will always assumed to be uniformly convex and to grow quadratically.

For now, we will postpone providing definitions of a weak solution (Definition 3.1), the Hessian of mapping (equation 3.4) and parabolic Hausdorff measure (Definition 5.5) until later in this work. We only emphasize here that a weak solution is a solution for which (1.1) holds in an integral sense and has integrability properties as determined by natural identities satisfied by any smooth solution of (1.1). The main assertion of this paper is as follows and contends that that every weak solution $v$ of (1.1) is a classical solution except for possibly on a lower dimensional subset of $U \times (0, T)$:

**Theorem 1.** Assume $v$ is a weak solution of (1.1) in $U \times (0, T)$ and define

$$\mathcal{O} := \{(x, t) \in U \times (0, T) : D^2v \text{ and } v_t \text{ are Hölder continuous in a neighborhood of } (x, t)\}.$$
Further suppose that each of the second derivatives of $F$ are Hölder continuous. Then there is a $\beta \in (0, 1]$ such that
$$P^{n+2-2\beta}(U \times (0, T) \setminus O) = 0.$$  

It is reasonable to wonder if the conclusion of Theorem 1 is sharp. While we do not offer a precise estimate on the parabolic Hausdorff dimension of $U \times (0, T) \setminus O$, we do know that weak solutions can have singularities. Even in the stationary case, weak solutions $u : U \to \mathbb{R}^m$ of
$$-\text{div}(DF(Du)) = 0$$
will not in general be $C^1$ at every point in $U$ \cite{11, 20, 25}. Theorem 1 has also been previously verified for the gradient flow system
$$v_t = \text{div}F(Dv),$$
which corresponds to (1.1) when $\psi(w) = \frac{1}{2}|w|^2$ \cite{6}. We remark that this result has recently been refined \cite{13, 14}, where it was established that $P^{n-\delta}(U \times (0, T) \setminus O) = 0$ for some $\delta > 0$.

In a previous study \cite{22}, we analyzed the system
$$D\psi(v_t) = \Delta v.$$  
(1.4)
This corresponds to the particular case of (1.1) with $F(M) = \frac{1}{2}|M|^2$. We showed that if a weak solution $v$ satisfies
$$\int_0^T \int_U |Dv_t|^2 dx \, dt < \infty,$$
then $D^2v$ and $v_t$ are Hölder continuous in a neighborhood of almost every point in $U \times (0, T)$.

In this paper, we will incorporate the integrability $Dv_t \in L^2_{\text{loc}}(U \times (0, T); \mathbb{M}^{m \times n})$ into the definition of weak solution and also show that we can always construct such a weak solution (“Appendix A”). Then we will improve our previous regularity result for (1.4) by obtaining a local regularity condition for solutions of the system (1.1) and then showing that this local regularity condition holds on a lower dimensional set as measured by parabolic Hausdorff measure. The keys to our enhanced insight are a local energy decay property described in Lemma 5.1 and fractional time derivative estimates for $v_t$ (4.1) and $D^2v$ (4.6); these results largely rely on the assumption that the second derivatives of $F$ are Hölder continuous.

Let us also briefly remark on the case of the scalar equation
$$\psi'(v_t) = \text{div}DF(Dv),$$  
(1.5)
which corresponds to (1.1) when $m = 1$. Here $v : U \times (0, T) \to \mathbb{R}$, $\psi \in C^2(\mathbb{R})$ and $F \in C^2(\mathbb{R}^n)$. Using the Legendre transform of $\psi$, we may write (1.5) as the fully nonlinear parabolic equation
$$v_t = (\psi^*)'(D^2F(Dv) \cdot D^2v).$$
We suspect that if $D^2F$ is Hölder continuous, then $D^2v$ and $v_t$ are (everywhere) Hölder continuous. We plan to investigate this possibility in a future study.

Lastly, we remark that equation (1.1) is known as a doubly nonlinear parabolic system of the second type. A doubly nonlinear parabolic system of the first type is of the form

$$\partial_t (D\psi (v)) = \text{div} DF(Dv).$$

This terminology likely originated in the monograph [34]. The essential difference between (1.1) and (1.6) is that (1.1) is fully nonlinear while (1.6) is quasilinear. Nevertheless, solutions of both systems exhibit partial regularity. We recently showed that for a weak solution $v$ of (1.6), $Dv$ is locally Hölder continuous except for possibly at points confined to a lower dimensional subset of $U \times (0, T)$ [21].

2. Two Identities

Our first goal is to derive two integral identities. The first identity will be obtained by multiplying both sides of (1.1) by $\phi v_t$ and integrating by parts; here $\phi \in C_\infty_c(U \times (0, T))$. Likewise, the second identity is essentially derived by multiplying (1.1) by $\phi v_{tt}$ and then integrating by parts. We emphasize that in this section we will only consider classical solutions, and in the following section, we will prove these identities for appropriately defined weak solutions.

**Proposition 2.1.** Assume $\phi \in C_\infty_c(U \times (0, T))$ and $v \in C_\infty(U \times (0, T); \mathbb{R}^m)$ is a solution of (1.1). Then

$$\frac{d}{dt} \int_U \phi F(Dv)dx + \int_U \phi D\psi (v_t) \cdot v_t dx = \int_U (F(Dv)\phi_t - v_t \cdot DF(Dv)D\phi) dx$$

(2.1)

for each $t \in (0, T)$.

**Proof.** By direct computation, we have

$$\frac{d}{dt} \int_U \phi F(Dv)dx = \int_U (\phi_t F(Dv) + \phi DF(Dv) \cdot Dv_t) \ dx$$

$$= \int_U (\phi_t F(Dv) - \text{div}(\phi DF(Dv)) \cdot v_t) \ dx$$

$$= \int_U (\phi_t F(Dv) - DF(Dv)D\phi \cdot v_t - \phi D\psi (v_t) \cdot v_t) \ dx.$$  

Let us now assume

$$\psi(0) = |D\psi(0)| = F(O) = |DF(O)| = 0.$$  

(2.2)

Here $O$ is the $m \times n$ matrix of zeros. This assumption can be made without loss of generality. Note that we can choose $a \in \mathbb{R}^n$ such that $\inf_{\mathbb{R}^n} \psi = \psi(a)$, and set $\tilde{\psi}(w) := \psi(w + a) - \psi(a)$ and $\tilde{F}(M) := F(M) - (F(O) + DF(O) \cdot M)$. Then $\tilde{v} := v - at$ satisfies

$$D\tilde{\psi}(\tilde{v}_t) = \text{div} \tilde{F}(D\tilde{v}).$$  

(2.3)
and $\tilde{\psi}$ and $\tilde{F}$ satisfy (1.2), (1.3) and (2.2). Moreover, if $\tilde{v}$ is a classical solution of (2.3), then $v$ is a classical solution of (1.1).

It now follows from (1.2) that

$$
\begin{align*}
\frac{1}{\theta}|w|^2 &\leq \psi(w) \leq \frac{1}{\Theta}|w|^2 \\
\frac{1}{\theta}|w|^2 &\leq D\psi(w) \cdot w - \psi(w) \leq \frac{1}{\Theta}|w|^2 \\
\theta|w|^2 &\leq D\psi(w) \cdot w \leq \Theta|w|^2
\end{align*}
$$

(2.4)

and from (1.3) that

$$
\begin{align*}
\frac{1}{\lambda}|M|^2 &\leq F(M) \leq \frac{1}{\Lambda}|M|^2 \\
\frac{1}{\lambda}|w|^2 &\leq DF(M) \cdot M - F(M) \leq \frac{1}{\Lambda}|M|^2 \\
\lambda|M|^2 &\leq DF(M) \cdot M \leq \Lambda|M|^2 \\
\lambda|M| &\leq |DF(M)| \leq \Lambda|M|.
\end{align*}
$$

(2.5)

We will make use of these simplifications to derive a useful estimate on smooth solutions of (1.1).

**Corollary 2.2.** Assume $\eta \in C^\infty_c(U \times (0, T))$ with $\eta \geq 0$ and $v \in C^\infty(U \times (0, T); \mathbb{R}^m)$ is a solution of (1.1). Then there is a constant $C$ depending only on $\theta, \lambda, \Theta$, and $\Lambda$ such that

$$
\max_{0 \leq t \leq T} \int_U \eta^2|Dv|^2\,dx + \int_0^T \int_U \eta^2|\nabla v|^2\,dx\,dt \leq C \int_0^T \int_U (\eta|\nabla \eta| + |D\eta|^2)|Dv|^2\,dx\,dt.
$$

(2.6)

**Proof.** Choose $\phi = \eta^2$ in (2.1). Employing (1.2), (2.4) and (2.5) and integrating (2.1) over the interval $[0, t]$ gives

$$
\frac{\lambda}{2} \int_U \eta(x, t)^2|Dv(x, t)|^2\,dx + \theta \int_0^t \int_U \eta^2|\nabla v|^2\,dx\,ds
$$

$$
\leq \int_U \eta(x, t)^2 F(Dv(x, t))\,dx + \int_0^t \int_U \eta^2 D\psi(\nabla v) \cdot \nabla v\,dx\,ds
$$

$$
= \int_0^t \int_U (F(Dv)2\eta\nabla v - \nabla v \cdot DF(Dv)2\eta\nabla \eta)\,dx\,ds
$$

$$
\leq \int_0^t \int_U (\Lambda|Dv|^2\eta|\nabla v| - \nabla v \cdot DF(Dv)2\eta\nabla \eta)\,dx\,ds
$$

$$
\leq \int_0^t \int_U (\Lambda|Dv|^2\eta|\nabla v| + \eta|\nabla v| \cdot 2\Lambda|Dv||\nabla \eta|)\,dx\,ds
$$

$$
= \int_0^t \int_U \left(\Lambda|Dv|^2\eta|\nabla v| + \sqrt{\theta}\eta|\nabla v| \cdot \frac{2\Lambda}{\sqrt{\theta}}|Dv||\nabla \eta|\right)\,dx\,ds
$$
\[
\leq \Lambda \left(1 + \frac{2\Lambda}{\theta}\right) \int_0^t \int_U \left(\eta|\eta_t| + |D\eta|^2\right) |Dv|^2 \, dx \, ds
+ \frac{\theta}{2} \int_0^t \int_U \eta^2 |v_t|^2 \, dx \, ds.
\]

Consequently, the assertion holds with
\[
C = \frac{\Lambda \left(1 + \frac{2\Lambda}{\theta}\right)}{\frac{1}{2} \min\{\theta, \lambda\}}.
\]

\[\square\]

We have one more identity to derive, which involves the second derivatives of \(F\). Let \(S^2(M^{m \times n})\) denote the space of symmetric bilinear forms on \(M^{m \times n} \times M^{m \times n}\). We define \(D^2 F(M) \in S^2(M^{m \times n})\), the Hessian of \(F\) at \(M\), as
\[
D^2 F(M) : M^{m \times n} \times M^{m \times n} \rightarrow \mathbb{R}; (\xi, \zeta) \mapsto \sum_{j, k=1}^n \sum_{i, l=1}^m F_{j M_i M_k^l}(M) \xi^i_j \zeta^i_k.
\]

For \(\xi \in M^{m \times n}\), we also define \(D^2 F(M)\xi : M^{m \times n} \rightarrow \mathbb{R}\) as the linear form \(\zeta \mapsto D^2 F(M)(\xi, \zeta)\). Also note that we can re-express (1.3) as
\[
\lambda |\xi|^2 \leq D^2 F(M)(\xi, \xi) \leq \Lambda |\xi|^2 \quad (M, \xi \in M^{m \times n}).
\]

Using this definition, we have the following identity for smooth solutions of (1.1):

**Proposition 2.3.** Let \(\psi^*\) denote the Legendre transform of \(\psi\). Assume \(\phi \in C^\infty_c(U \times (0, T))\) and \(v \in C^\infty(U \times (0, T); \mathbb{R}^m)\) is a solution of (1.1). Then
\[
\frac{d}{dt} \int_U \phi \psi^*(D\psi(v_t)) \, dx + \int_U \phi D^2 F(Dv)(Dv_t, Dv_t) \, dx
= \int_U \left(\psi^*(D\psi(v_t))\phi_t - v_t \cdot D^2 F(Dv)Dv_t, D\phi\right) \, dx
\]
for each \(t \in (0, T)\).

**Proof.** Recall that \(D\psi^*\) and \(D\psi\) are inverse mappings of \(\mathbb{R}^n\). We can use this fact and differentiate equation (1.1) in time to get
\[
\frac{d}{dt} \int_U \phi \psi^*(D\psi(v_t)) \, dx
= \int_U \left(\phi_t \psi^*(D\psi(v_t)) + \phi v_t \cdot \partial_t(D\psi(v_t))\right) \, dx
= \int_U \left(\phi_t \psi^*(D\psi(v_t)) + \phi v_t \cdot \partial_t(\text{div}(DF(Dv)))\right) \, dx
= \int_U \left(\phi_t \psi^*(D\psi(v_t)) + \phi v_t \cdot (D^2 F(Dv)Dv_t)\right) \, dx
= \int_U \left(\phi_t \psi^*(D\psi(v_t)) - v_t \cdot D^2 F(Dv)Dv_t, D\phi\right) \, dx.
\]

\[\square\]
Corollary 2.4. Assume $\eta \in C^\infty_c(U \times (0, T))$ with $\eta \geq 0$ and $v \in C^\infty(U \times (0, T); \mathbb{R}^m)$ is a solution of (1.1). Then there is a constant $C$ depending only on $\theta, \lambda, \Theta_1, \Lambda_1$ such that
\[
\max_{0 \leq t \leq T} \int_U \eta^2 |v_t|^2 \, dx + \int_0^T \int_U \eta^2 |Dv_t|^2 \, dx \, dt \\
\leq C \int_0^T \int_U \left( \eta|\eta_t| + |D\eta|^2 \right) |v_t|^2 \, dx \, dt.
\]

Proof. We will choose $\phi = \eta^2$ in (2.8). Observe,
\[
\frac{\theta}{2} \int_U \eta(x, t)^2 |v_t(x, t)|^2 \, dx + \lambda \int_0^t \int_U \eta^2 |Dv_t|^2 \, dx \, ds \\
\leq \int_U \eta(x, t)^2 \psi^* (D\psi(v_t(x, t))) \, dx \\
+ \int_0^t \int_U \eta^2 D^2 F(Dv)(Dv_t, Dv_t) \, dx \, ds \\
= \int_0^t \int_U \left( \psi^* (D\psi(v_t))2\eta_t - v_t \cdot D^2 F(Dv)Dv_t2\eta D\eta \right) \, dx \, ds \\
\leq \int_0^t \int_U \left( \Theta |v_t|^2 |\eta_t| + |v_t|\Lambda |Dv_t||2\eta||D\eta| \right) \, dx \, ds \\
= \int_0^t \int_U \left( \Theta |v_t|^2 |\eta_t| + \frac{2\Lambda}{\sqrt{\lambda}} |v_t||D\eta| \cdot \sqrt{\lambda}|Dv_t| \right) \, dx \, ds \\
= \left( \Theta + \frac{2\Lambda^2}{\lambda} \right) \int_0^t \int_U \left( \eta|\eta_t| + |D\eta|^2 \right) |v_t|^2 \, dx \, ds + \frac{\lambda}{2} \int_0^t \int_U \eta^2 |Dv_t|^2 \, dx \, ds.
\]
Thus we can take
\[
C = \frac{\Theta + \frac{2\Lambda^2}{\lambda}}{\frac{\theta}{2}} \min\{\theta, \lambda\}.
\]

\[
\Box
\]

3. Weak Solutions

The estimates (2.6) and (2.9) lead us to the following definition of a weak solution of (1.1). Note carefully that we will make this definition for $\psi$ and $F$ that are only assumed to be continuously differentiable because this is the minimal regularity the definition requires. Otherwise (and aside from Proposition 4.6 below) we will assume that $\psi$ and $F$ are twice continuously differentiable.

Definition 3.1. Let $\psi \in C^1(\mathbb{R}^m)$ and $F \in C^1(M^{m \times n})$. A mapping $v \in L^2_{\text{loc}}(U \times (0, T); \mathbb{R}^m)$ is a weak solution of (1.1) on $U \times (0, T)$ if it satisfies
\[
\begin{align*}
Dv & \in L^\infty_{\text{loc}}((0, T); L^2_{\text{loc}}(U; \mathbb{M}^{m \times n})) \\
v_t & \in L^\infty_{\text{loc}}((0, T); L^2_{\text{loc}}(U; \mathbb{R}^m)) \\
Dv_t & \in L^2_{\text{loc}}(U \times (0, T); \mathbb{M}^{m \times n})
\end{align*}
\] (3.1)

and

\[
\int_U D\psi(v_t(x, t)) \cdot w(x) \, dx + \int_U DF(Dv(x, t)) \cdot Dw(x) \, dx = 0
\] (3.2)

for all \( w \in H^1_0(U; \mathbb{R}^m) \) and almost every \( t \in (0, T) \).

Recall that for an open subset \( V \subset \mathbb{R}^n \), the Sobolev space \( H^1_0(V; \mathbb{R}^m) \) is defined as the closure of \( C_c^\infty(V; \mathbb{R}^m) \) in the norm

\[
\|u\|_{H^1_0(V; \mathbb{R}^m)} := \left( \int_V |Du|^2 \, dx \right)^{1/2}.
\]

Moreover, its continuous dual space is \( H^{-1}(V; \mathbb{R}^m) := (H^1_0(V; \mathbb{R}^m))^* \). Also recall that for a given Hilbert space \( H \),

\[
AC^2([t_0, t_1]; H)
\]
is the space of paths \( \gamma : [t_0, t_1] \to H \) that are differentiable almost everywhere with \( \dot{\gamma} \in L^2([t_0, t_1]; H) \). In particular, these paths are absolutely continuous and the fundamental theorem of calculus holds for such paths (Remark 1.1.3 [1]).

Our first of several results involving the integrability and continuity properties of weak solutions is as follows. In this and subsequent assertions, we will identify equivalence classes of integrable mappings with their continuous representatives whenever it is possible to do so.

**Proposition 3.2.** Assume \( v \) is a weak solution of (1.1). Suppose \([t_0, t_1] \subset (0, T)\) and \( V \subset U \) is open. Then \( v \in AC^2([t_0, t_1]; H^1(V; \mathbb{R}^m)) \) and \( D\psi(v_t) \in AC^2([t_0, t_1]; H^{-1}(V; \mathbb{R}^m)) \).

**Proof.** As \( v_t \in L^2([t_0, t_1]; L^2(V; \mathbb{R}^m)) \), \( v \in AC^2([t_0, t_1]; L^2(V; \mathbb{R}^m)) \); and since \( Dv_t \in L^2([t_0, t_1]; L^2(V; \mathbb{M}^{m \times n})) \), \( Dv \in AC^2([t_0, t_1]; L^2(V; \mathbb{M}^{m \times n})) \). It follows that \( v \in AC^2([t_0, t_1]; H^1(V; \mathbb{R}^m)) \). Moreover, in view of (3.2),

\[
\|D\psi(v_t(\cdot, t)) - D\psi(v_t(\cdot, s))\|_{H^{-1}(V; \mathbb{R}^m)} \\
\leq \|DF(Dv(\cdot, t)) - DF(Dv(\cdot, s))\|_{L^2(V; \mathbb{M}^{m \times n})} \\
\leq \Lambda \|Dv(\cdot, t) - Dv(\cdot, s)\|_{L^2(V; \mathbb{M}^{m \times n})}.
\] (3.3)

Thus, \( D\psi(v_t) : [t_0, t_1] \to H^{-1}(V; \mathbb{R}^m) \) is absolutely continuous as asserted. \( \square \)
Employing regularity results for elliptic PDE, we can deduce that the third spatial derivatives of weak solutions are locally square integrable in space and time. To this end, we will denote $\mathcal{S}^2(\mathbb{R}^n; \mathbb{R}^m)$ for symmetric bilinear mappings from $(\mathbb{R}^n)^2 \to \mathbb{R}^m$. For $V \subset U$ open and $u \in H^2(V; \mathbb{R}^m)$, $\mathcal{D}^2 u \in L^2(V; \mathcal{S}^2(\mathbb{R}^n; \mathbb{R}^m))$ is defined as

$$D^2 u(x)(z^1, z^2) := \sum_{i,j=1}^n u_{x_i x_j}(x) z^1_i z^2_j \quad (x \in V, z^1, z^2 \in \mathbb{R}^n) \quad (3.4)$$

Here, of course, $u_{x_i x_j} \in L^2(V; \mathbb{R}^m)$ is a weak second partial derivative of $u$ for each $i, j = 1, \ldots, n$. We will also write

$$|D^2 u|^2 := \sum_{i,j=1}^n |u_{x_i x_j}|^2.$$ 

We can just as easily define $D^3 u \in L^2(V; \mathcal{S}^3(\mathbb{R}^n; \mathbb{R}^m))$ in terms of the weak partial derivatives $u_{x_i x_j x_k}$ for any mapping $u \in H^3(V; \mathbb{R}^m)$. Here $\mathcal{S}^3(\mathbb{R}^n; \mathbb{R}^m)$ is the space of trilinear mappings on $(\mathbb{R}^n)^3$ with values in $\mathbb{R}^m$.

**Proposition 3.3.** Assume $v$ is a weak solution of (1.1) on $U \times (0, T)$. Then

(i) $D^2 v \in L^\infty_{loc}((0, T); L^2_{loc}(U; \mathcal{S}^2(\mathbb{R}^n; \mathbb{R}^m))).$ \quad (3.5)

In particular, equation (1.1) holds almost everywhere in $U \times (0, T)$, so

(ii) $D^3 v \in L^2_{loc}(U \times (0, T); \mathcal{S}^3(\mathbb{R}^n; \mathbb{R}^m)).$

**Proof.** (i) By (3.2),

$$D\psi(v(\cdot, t)) = \text{div} DF(Dv(\cdot, t))$$ \quad (3.6)

weakly in $U$ for almost every $t \in (0, T)$. Now let $V, W \subset U$ be open with $V \subset W \subset U$. As $v(\cdot, t)$ satisfies (3.6), the associated $W^2_{2,2,2}(U)$ estimates (Proposition 8.6 in [18] or Theorem 1, Section 8.3 of [15]) for uniformly elliptic Euler–Lagrange equations imply $D^2 v(\cdot, t) \in L^2(V; \mathcal{S}^2(\mathbb{R}^n; \mathbb{R}^m))$ and

$$\int_V |D^2 v(x, t)|^2 \, dx \leq C \int_W \left( |D\psi(v(\cdot, t))|^2 + |Dv(x, t)|^2 \right) \, dx \leq C \int_W \left( \Lambda^2 |v_t(x, t)|^2 + |Dv(x, t)|^2 \right) \, dx$$ \quad (3.7)

for almost every $t \in (0, T)$. Here $C$ is a constant that is independent of $v$. The assertion (3.5) now follows from recalling (3.1) and taking the essential supremum in the above inequality locally in time.

Now that we have also established (3.5), we can integrate by parts in (3.2) to get

$$\int_U [D\psi(v_t(x, t)) - \text{div}(DF(Dv(x, t)))] \cdot w(x) \, dx = 0.$$
for all \( w \in H_0^1(U; \mathbb{R}^m) \) and almost every time \( t \in (0, T) \). Thus \( D\psi(v_t) = \text{div} D\psi(Dv) \) almost everywhere in \( U \times (0, T) \).

(ii) For almost every time \( t \in (0, T) \), we again recall that (3.6) holds. We also have that \( Dv_t \in L^2_{\text{loc}}(U \times (0, T); M^{m \times n}) \). Using difference quotients (as defined in Chapter 4 of [18] or Chapter 5 of [15]), we can differentiate (3.6) with respect to \( x_i \) and show that

\[
D^2\psi(v_t(\cdot, t))v_{t,x_i}(\cdot, t) = \text{div} \left[ D^2 F(Dv(\cdot, t))Dv_{x_i}(\cdot, t) \right]
\]

holds weakly in \( U \) for almost every \( t \in (0, T) \) and each \( i = 1, \ldots, n \). It also follows that \( v_{x_i}(\cdot, t) \in H^2_{\text{loc}}(U; \mathbb{R}^m) \) for almost every \( t \in (0, T) \) and

\[
\int_V |D^2v_{x_i}(x,t)|^2 \, dx \leq C \int_W \left( |D^2\psi(v_t(x,t))v_{t,x_i}(x,t)|^2 + |Dv_{x_i}(x,t)|^2 \right) \, dx
\]

\[
\leq C \int_W \left( \Lambda^2 |Dv_t(x,t)|^2 + |D^2v(x,t)|^2 \right) \, dx. \quad (3.8)
\]

The assertion follows by integrating this inequality locally in time. \( \square \)

We can now establish an improved higher space-time integrability of \( D^2v \) and \( v_t \).

**Corollary 3.4.** Assume \( v \) is a weak solution of (1.1) on \( U \times (0, T) \). There exists an exponent \( p > 2 \) such that

\[
D^2v \in L^p_{\text{loc}}(U \times (0, T); S^2(\mathbb{R}^n; \mathbb{R}^m)) \quad (3.9)
\]

and

\[
v_t \in L^p_{\text{loc}}(U \times (0, T); \mathbb{R}^m).\]

**Proof.** By the interpolation of the Lebesgue spaces and the Gagliardo-Nirenberg-Sobolev inequality, we have the inclusion

\[
L^\infty_{\text{loc}}((0, T); L^2_{\text{loc}}(U)) \cap L^2_{\text{loc}}((0, T); H^1_{\text{loc}}(U)) \subset L^{2+\frac{2}{n}}_{\text{loc}}(U \times (0, T))
\]

for \( n \geq 3 \). For \( n = 2 \), we also have

\[
L^\infty_{\text{loc}}((0, T); L^2_{\text{loc}}(U)) \cap L^2_{\text{loc}}((0, T); H^1_{\text{loc}}(U)) \subset L^q_{\text{loc}}(U \times (0, T))
\]

for each \( 1 \leq q < 2 + \frac{4}{n} = 4 \). See Corollary 3.4 of [21] and Lemma 5.3 of [14]. For \( n = 1 \), let us suppose that

\[
w \in L^\infty_{\text{loc}}((0, T); L^2_{\text{loc}}(U)) \cap L^2_{\text{loc}}((0, T); H^1_{\text{loc}}(U)),
\]

\( V \subset U \) is an interval, and \([t_0, t_1] \in (0, T) \). We have

\[
w(x,t) = w(y,t) + \int_y^x w_x(z,t) \, dz
\]
for \( x, y \in V \) and almost every \( t \in [t_0, t_1] \). It then follows that
\[
 w(x, t)^2 \leq 2 \left( w(y, t)^2 + |V| \int_V w_x(z, t)^2 \, dz \right).
\]
Integrating over \( y \in V \) gives
\[
 |V|w(x, t)^2 \leq 2 \left( \int_V w(y, t)^2 \, dy + |V|^2 \int_V w_x(z, t)^2 \, dz \right).
\]
Therefore, \( w \in L^2([t_0, t_1]; L^\infty(V)) \). Combining with the fact that \( w \in L^\infty([t_0, t_1]; L^2(V)) \) gives
\[
 \int_{t_0}^{t_1} \int_V w(x, t)^4 \, dx \, dt = \int_{t_0}^{t_1} \int_V w(x, t)^2 w(x, t)^2 \, dx \, dt
\]
\[
 \leq \int_{t_0}^{t_1} |w(\cdot, t)|^2_{L^\infty(V; \mathbb{R}^m)} \left( \int_V w(x, t)^2 \, dx \right) \, dt
\]
\[
 \leq \left( \int_{t_0}^{t_1} |w(\cdot, t)|^2_{L^\infty(V; \mathbb{R}^m)} \, dt \right) \left( \operatorname{ess \ sup}_{t \in [t_0, t_1]} \int_V w(x, t)^2 \, dx \right)
\[
 < \infty.
\]
Thus, \( w \in L^4_{\text{loc}}(U \times (0, T)) \).

Therefore, for every \( n \geq 1 \),
\[
 L^\infty((0, T); L^2_{\text{loc}}(U)) \cap L^2_{\text{loc}}((0, T); H^1_{\text{loc}}(U)) \subset L^p_{\text{loc}}(U \times (0, T))
\]
for some \( p > 2 \). The claim follows as our arguments apply to \( w = v^i_j \) by (3.1) and to \( w = v^i_{x_j x_k} \) by Proposition 3.3 for each \( i = 1, \ldots, m \) and \( j, k = 1, \ldots, n \). \( \square \)

Now we will show that the various identities and estimates we derived for smooth solutions actually hold for weak solutions.

**Proposition 3.5.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \) and \( \phi \in C^\infty_c(U \times (0, T)) \). Then \( (0, T) \mapsto \int_U F(Dv(x, t)) \phi(x, t) \, dx \) is absolutely continuous and (2.1) holds for almost every \( t \in (0, T) \).

**Proof.** 1. Let \( u \in L^\infty_c(U) \) be nonnegative and suppose \( u \) is supported in an open set \( V \subset U \) with smooth boundary. For \( w \in L^2(V; \mathbb{R}^m) \), we define
\[
 \Phi(w) := \begin{cases} 
 \int_V u F(Dw) \, dx, & w \in H^1(V; \mathbb{R}^m) \\
 +\infty, & \text{otherwise}.
\end{cases}
\]
Note that \( \Phi \) is convex, lower-semicontinuous and proper. If \( w \in H^2(V; \mathbb{R}^m) \), then it is routine to compute
\[
 \partial \Phi(w) := \left\{ \xi \in L^2(V; \mathbb{R}^m) : \Phi(u) \geq \Phi(w) \right\}
\]
\[
 + \int_V \xi \cdot (u - w) \, dx \quad \text{all } u \in L^2(V; \mathbb{R}^m)
\]
\[
 = \{ -\operatorname{div}(u DF(Dw)) \}. 
\]
In this case, we write

\[ |\partial \Phi| (w) := \| - \text{div}(uDF(Dw)) \|_{L^2(V; \mathbb{R}^m)}. \]

2. Recall that a weak solution \( v \) is absolutely continuous with values in \( L^2(V; \mathbb{R}^m) \). By the \( H^2_{\text{loc}} \) estimate (3.5), we have

\[ \| \partial \Phi | (v) \cdot \| v \|_{L^2(V; \mathbb{R}^m)} = \| - \text{div}(uDF(Dv)) \|_{L^2(V; \mathbb{R}^m)} \cdot \| v \|_{L^2(V; \mathbb{R}^m)} \in L^1_{\text{loc}}(0, T). \]

In view of Proposition 1.4.4 and Remark 1.4.6 [1], \( \Phi \circ v \) is locally absolutely continuous on \((0, T)\). By the chain rule (Remark 1.4.6 [1]) and the weak solution condition (3.2),

\[
\frac{d}{dt} \Phi \circ v (\cdot, t) = \frac{d}{dt} \int_V u(x) F(Dv(x, t)) \, dx \\
= \frac{d}{dt} \int_U u(x) F(Dv(x, t)) \, dx \\
= \int_U u(x) DF(Dv(x, t)) \cdot Dv_t(x, t) \, dx \\
= - \int_U \text{div}(u(x) DF(Dv(x, t))) \cdot v_t(x, t) \, dx \\
= - \int_U (DF(Dv(x, t)) Du(x) \cdot v_t(x, t) \\
+ u(x) D\psi (v_t(x, t)) \cdot v_t(x, t)) \, dx
\]

for almost every \( t \in (0, T) \). As a result,

\[
\int_U u(x) F(Dv(x, t)) \, dx = \int_U u(x) F(Dv(x, s)) \, dx \\
- \int_s^t \int_U (DF(Dv) Du \cdot v_t + u D\psi (v_t) \cdot v_t) \, dx \, d\tau
\]

(3.10)

for \( 0 < s \leq t < T \).

3. Now suppose \( u \in C_c^\infty (U) \) is not necessarily nonnegative. Let \( u^\varepsilon = \eta^\varepsilon \ast u \) denote the standard mollification of \( u \ (\varepsilon > 0) \). Recall that \( \eta \in C_c^\infty (B_1(0)) \) is a nonnegative, radial function that satisfies \( \int_{B_1(0)} \eta(z) \, dz = 1 \) and \( \eta^\varepsilon := \varepsilon^{-n} \eta(\cdot / \varepsilon) \). It is routine to check that for all \( \varepsilon > 0 \) sufficiently small, \( u^\varepsilon \in C_c^\infty (U) \) and that \( u^\varepsilon \to u \) in \( C^1_{\text{loc}}(U) \) as \( \varepsilon \to 0^+ \). Decomposing \( u \) into its positive and negative parts \( u = u^+ - u^- \), we have \( u^\varepsilon = (u^+)\varepsilon - (u^-)\varepsilon \). In particular, \( (u^\pm)\varepsilon \in C_c^\infty (U) \) are both nonnegative. Therefore, (3.11) holds for \( u = (u^\pm)\varepsilon \). Subtracting identity (3.11) with \( u = (u^-)\varepsilon \) from the same identity (3.11) with \( u = (u^+)\varepsilon \) gives

\[
\int_U u^\varepsilon (x) F(Dv(x, t)) \, dx = \int_U u^\varepsilon (x) F(Dv(x, s)) \, dx \\
- \int_s^t \int_U (DF(Dv) Du^\varepsilon \cdot v_t + u^\varepsilon D\psi (v_t) \cdot v_t) \, dx \, d\tau.
\]

(3.11)
Sending \( \varepsilon \to 0^+ \) allows us to conclude (3.11) without any sign restriction on \( u \).

4. Let us define \( f(t) := \int_U F(Dv(x,t))\phi(x,t) \, dx \) and suppose \( h \neq 0 \). Note

\[
\frac{f(t+h) - f(t)}{h} = \int_U \frac{F(Dv(x,t+h))\phi(x,t+h) - F(Dv(x,t))\phi(x,t)}{h} \, dx
\]

By parts 2 and 3 above,

\[
\lim_{h \to 0} \int_U \phi(x,t) \left[ \frac{F(Dv(x,t+h)) - F(Dv(x,t))}{h} \right] \, dx
\]

for almost every \( t \in (0, T) \). In view of the continuity of \( Dv \) (as detailed in Proposition 3.2), we also have

\[
\lim_{h \to 0} \int_U F(Dv(x,t+h)) \left[ \frac{\phi(x,t+h) - \phi(x,t)}{h} \right] \, dx = \int_U F(Dv(x,t))\phi_t(x,t) \, dx
\]

for every \( t \in (0, T) \). Combining these limits completes a proof that (2.1) holds for almost every \( t \in (0, T) \). Finally, we note that if (2.1) holds then \( f \) is absolutely continuous as each term in (2.1) aside from the time derivative belongs to \( L^1[0, T] \).

\[ \square \]

**Corollary 3.6.** Every weak solution of (1.1) on \( U \times (0, T) \) satisfies the local energy estimate (2.6).

Let us now proceed to establishing the identity (2.8) for weak solutions. This identity combined with the local boundedness of \( \psi_t : (0, T) \to L^2(V; \mathbb{R}^m) \) will actually allow us to verify that \( D\psi(v_t) \) is strongly continuous with values in \( L^2(V; \mathbb{R}^m) \). We also remind the reader that \( \psi^* \) is the Legendre transform of \( \psi \).

**Proposition 3.7.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \) and \( \phi \in C_c^\infty(U \times (0, T)) \). Then \( (0, T) \ni t \mapsto \int_U \psi^*(D\psi(v_t(x)))\phi(x,t) \, dx \) is locally absolutely continuous and (2.8) holds for almost every \( t \in (0, T) \).

**Proof.** 1. Suppose \( u \in C_c^\infty(U) \) is nonnegative and choose an open \( V \subset U \) such that \( u \) is supported in \( V \). Let us also define

\[
\Psi(w) := \begin{cases} \int_V u \psi^*(w) \, dx, & w \in L^2(V; \mathbb{R}^m) \\ +\infty, & \text{otherwise} \end{cases}
\]
for each $w \in H^{-1}(V; \mathbb{R}^m)$. Observe that $\Psi$ is convex, lower-semicontinuous and proper. A routine computation shows that if $D\psi^*(w) \in H^1(V; \mathbb{R}^m)$ then

$$\partial \psi(w) := \left\{ \xi \in H^1_0(V; \mathbb{R}^m) : \psi(u) \geq \psi(w) + \langle \xi, u - w \rangle \right\}$$

for all $u \in H^{-1}(V; \mathbb{R}^m)$

$$= \{ uD\psi^*(w) \},$$

where $\langle \cdot, \cdot \rangle$ is the pairing between $H^1_0(V; \mathbb{R}^m)$ and $H^{-1}(V; \mathbb{R}^m)$. In this case, we will write

$$|\partial \psi|(w) := \| uD\psi^*(w) \|_{H^1_0(V; \mathbb{R}^m)}.$$ (3.12)

2. By Proposition 3.2, $D\psi(v_t) \in AC^2([t_0, t_1]; H^{-1}(V; \mathbb{R}^m))$. We also have by the weak solution condition (3.2) that for every $u \in H^1_0(V; \mathbb{R}^m)$ and almost every $t \in (0, T)$

$$\langle u, \partial_t D\psi(v_t(\cdot, t)) \rangle = \frac{d}{dt} \langle u, D\psi(v_t(\cdot, t)) \rangle$$

$$= \frac{d}{dt} \int_V D\psi(v_t(x, t)) \cdot u(x) \, dx$$

$$= \frac{d}{dt} \int_U D\psi(v_t(x, t)) \cdot u(x) \, dx$$

$$= -\frac{d}{dt} \int_U Df(Dv(x, t)) \cdot Du(x) \, dx$$

$$= -\int_U D^2f(Dv(x, t))(Dv_t(x, t), Du(x)) \, dx.$$

The last equality above can be justified by employing the Lipschitz continuity of $Df$ and using that $Dv : (0, T) \to L^2(V; \mathbb{M}^{m \times n})$ is locally absolutely continuous; we leave the details to the reader.

It follows from this computation (and also from inequality (3.3)) that

$$\| \partial_t D\psi(v_t) \|_{H^{-1}(V; \mathbb{R}^m)} \leq \Lambda \| Du \|_{L^2(V; \mathbb{M}^{m \times n})}.$$ Combining with (3.12) gives

$$\| \partial \psi(D\psi(v_t)) \cdot \partial_t D\psi(v_t) \|_{H^{-1}(V; \mathbb{R}^m)}$$

$$\leq \Lambda \| u v_t \|_{H^1_0(V; \mathbb{R}^m)} \cdot \| Dv_t \|_{L^2(V; \mathbb{M}^{m \times n})} \in L^1_{loc}(0, T).$$

Consequently, $\Psi \circ (D\psi(v_t))$ is absolutely continuous (Remark 1.4.6 of [1]); and by the chain rule,

$$\frac{d}{dt} \Psi(D\psi(v_t(\cdot, t))) = \frac{d}{dt} \int_V u(x)\psi^*(D\psi(v_t(x, t))) \, dx$$

$$= \frac{d}{dt} \int_U u(x)\psi^*(D\psi(v_t(x, t))) \, dx$$

$$= \langle u v_t(\cdot, t), \partial_t D\psi(v_t(\cdot, t)) \rangle$$

$$= -\int_U D^2f(Dv(x, t))(Dv_t(x, t), Du(x)v_t(x, t)) \, dx.$$
verify that complete this proof as we did in part 4 of the previous proposition, provided we by arguing similar to how we did in part 3 of the previous proposition. We may also select a time \( \tau \) (Assume weakly continuous.

\[
\left[ \frac{\partial}{\partial t} \int_U u(x)\psi(t)(D\psi_D(v_t(x,t))) \right. \left. dx \right] = -\int_U u(x)D^2F(Dv(x,t))(Dv_t(x,t), Dv_t(x,t)) \, dx \\
- \int_U v_t(x,t) \cdot D^2F(Dv(x,t))Dv_t(x,t) Du(x) \, dx.
\]

In summary, for nonnegative \( u \in C_\infty^c(U) \), we have

\[
\frac{d}{dt} \int_U u(x)\psi^*(D\psi(v_t(x,t))) \, dx = -\int_U u(x)D^2F(Dv(x,t))(Dv_t(x,t), Dv_t(x,t)) \, dx \\
- \int_U v_t(x,t) \cdot D^2F(Dv(x,t))Dv_t(x,t) Du(x) \, dx.
\]

(3.13)

3. We can establish formula (3.13) for any \( u \in C_\infty^c(U) \) without sign restriction by arguing similar to how we did in part 3 of the previous proposition. We may also complete this proof as we did in part 4 of the previous proposition, provided we verify that \( D\psi(v_t) : [t_0, t_1] \to L^2(V; R^m) \) is continuous for any open \( V \subset U \) and \( [t_0, t_1] \subset (0, T) \). We will first show that \( D\psi(v_t) : [t_0, t_1] \to L^2(V; R^m) \) is weakly continuous.

To this end, let us choose an open set \( W \) such that \( V \subset W \subset U \). Now select \( u \in C_\infty^c(U) \) with \( 0 \leq u \leq 1 \), \( u \equiv 1 \) on \( V \) and \( u \) supported in \( W \). Let us also select a time \( \tau \in [t_0, t_1] \) for which \( v_t(\cdot, \tau) \in L^2(W; R^m) \); such a time \( \tau \) exists as \( v_t \in L^2([t_0, t_1]; L^2(W, R^m)) \). By (2.4) and (3.13),

\[
\frac{\theta}{2} \int_W |v_t(x,\tau)|^2 \, dx \leq \int_W \psi^*(D\psi(v_t(x,\tau))) \, dx \\
\leq \int_W u(x)\psi^*(D\psi(v_t(x,\tau))) \, dx \\
= \int_W u(x)\psi^*(D\psi(v_t(x,\tau))) \, dx + \\
- \int_{\tau}^{t_1} \int_W (D^2F(Dv)(Dv_t, Dv_t) + v_t \cdot D^2F(Dv)Dv_t Du) \, dx \, ds \\
\leq \frac{\Theta}{2} \int_W |v_t(\cdot,\tau)|^2 \, dx + \lambda \int_{t_0}^{t_1} \int_W |Dv_t|^2 \, dx \, ds + |v_t||Dv_t||Du|
\]

for each \( t \in [\tau, t_1] \). We can derive a similar estimate for \( t \in [t_0, \tau] \), and in view of (3.1), we may conclude that \( \int_W |v_t(x,\tau)|^2 \, dx \) is uniformly bounded in \( t \in [t_0, t_1] \).

Recall that \( D\psi(v_t) : [t_0, t_1] \to H^{-1}(V; R^m) \) is continuous by Proposition 3.2. Assume \( (s_k)_{k \in \mathbb{N}} \subset [t_0, t_1] \) and \( s_k \to t \in [t_0, t_1] \) as \( k \to \infty \). As \( |D\psi(v_t(\cdot, s_k))| \leq \Theta|v_t(\cdot, s_k)|, \) \( \{D\psi(v_t(\cdot, s_k))\}_{k \in \mathbb{N}} \subset L^2(V; R^m) \) is bounded, so there is a subsequence \( \{D\psi(v_t(\cdot, s_j))\}_{j \in \mathbb{N}} \) that converges weakly to some \( u \) in \( L^2(V; R^m) \). Since \( D\psi(v_t(\cdot, s_k)) \to D\psi(v_t(\cdot, t)) \) in \( H^{-1}(V; R^m) \), it must be that \( u = D\psi(v_t(\cdot, t)) \),
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and as this limit is independent of the subsequence, \( D\psi(v_t(\cdot, s_k)) \rightarrow D\psi(v_t(\cdot, t)) \) in \( L^2(V; \mathbb{R}^m) \). Clearly this argument extends to any bounded domain within \( U \), so we actually have that \( D\psi(v_t) : [t_0, t_1] \rightarrow L^2(W; \mathbb{R}^m) \) is weakly continuous.

By the uniform convexity of \( \psi^* \),

\[
\int_W u(x)\psi^*(D\psi(v_t(x, s))) \, dx \\
\geq \int_W u(x)\psi^*(D\psi(v_t(x, t))) \, dx \\
+ \int_W u(x)v_t(x, t) \cdot (D\psi(v_t(x, s)) - D\psi(v_t(x, t))) \, dx \\
+ \frac{1}{2\Theta} \int_V |D\psi(v_t(x, s)) - D\psi(v_t(x, t))|^2 \, dx
\]

for each \( t, s \in [t_0, t_1] \). We can then use (3.13) and the weak continuity of \( D\psi(v_t) \) to get

\[
\lim_{s \to t} \int_V |D\psi(v_t(x, s)) - D\psi(v_t(x, t))|^2 \, dx = 0.
\]

As a result, we can now proceed as we did in part 4 of the previous proposition to verify \( (0, T) \rightarrow \int_U \psi^*(D\psi(v_t(x, t))) \phi(x, t) \, dx \) is locally absolutely continuous and (2.8) holds for almost every \( t \in (0, T) \). We leave the details to the reader. \( \square \)

**Corollary 3.8.** Every weak solution of (1.1) on \( U \times (0, T) \) satisfies the local energy estimate (2.9).

**Corollary 3.9.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \). Suppose \([t_0, t_1] \subset (0, T) \) and \( V \subset\subset U \) is open. Then \( v_t : [t_0, t_1] \rightarrow L^2(V; \mathbb{R}^m) \) is continuous.

**Proof.** In part 3 of the previous proposition, we established that \( D\psi(v_t) : [t_0, t_1] \rightarrow L^2(V; \mathbb{R}^m) \) is continuous. In view of (1.3),

\[
\int_V |v_t(x, t) - v_t(x, s)|^2 \, dx \leq \frac{1}{\delta^2} \int_V |D\psi(v_t(x, t)) - D\psi(v_t(x, s))|^2 \, dx.
\]

As a result, \( v_t : [t_0, t_1] \rightarrow L^2(V; \mathbb{R}^m) \) is necessarily continuous. \( \square \)

### 4. Fractional Time Differentiability

We seek to strengthen our integrability and continuity assertions obtained in the previous section. In particular, we will derive some averaged continuity estimates for \( v_t : [t_0, t_1] \rightarrow L^2(V; \mathbb{R}^m) \) and \( D^2v : [t_0, t_1] \rightarrow L^2(V; S^2(\mathbb{R}^n, \mathbb{R}^m)) \), where \([t_0, t_1] \subset (0, T) \) and \( V \subset\subset U \). As we shall see, these estimates imply a certain fractional time differentiability of these mappings. As an application, we will use these estimates to derive compactness properties of solutions which play a crucial role in our proof of Theorem 1.
Proposition 4.1. Assume \( v \) is a weak solution of \((1.1)\) in \( U \times (0, T) \), and let \( p > 2 \) be the exponent in Corollary 3.4. For each open \( V \subset U \) and \([t_0, t_1] \subset (0, T)\), there is a constant \( C \) such that
\[
\int_{t_0}^{t_1} \int_{V} |v_t(x, t + h) - v_t(x, t)|^2 \, dx \, dt \leq C|h|^{\frac{1}{2} - \frac{1}{p}}
\]
for \( 0 < |h| < \frac{1}{2} \min\{1, t_0, T - t_1\} \).

Proof. Assume \( u \in C^\infty_c(U) \) is nonnegative and \( u \equiv 1 \) in \( V \). Let us also initially suppose \( 0 < h < \frac{1}{2} \min\{1, t_0, T - t_1\} \). By (3.13), we have
\[
\int_{U} u(x) \psi^* (D\psi(v_t(x, t + h))) \, dx = \int_{U} u(x) \psi^* (D\psi(v_t(x, t))) \, dx
\]
\[
- \int_{t}^{t+h} \int_{U} \left( u D^2 F(Dv)(Dv_t, Dv_t) + v_t \cdot D^2 F(Dv) Dv_t Dv \right) \, dx \, dt
\]
\[
\leq \int_{U} u(x) \psi^* (D\psi(v_t(x, t))) \, dx - \int_{t}^{t+h} \int_{U} v_t \cdot D^2 F(Dv) Dv_t Dv \, dx \, dt.
\]
Using the uniform convexity of \( \psi^* \), we also have
\[
- \int_{t}^{t+h} \int_{U} v_t \cdot D^2 F(Dv) Dv_t Dv \, dx \, dt
\]
\[
\geq \int_{U} u(x) \left[ \psi^* (D\psi(v_t(x, t + h))) - \psi^* (D\psi(v_t(x, t))) \right] \, dx
\]
\[
\geq \int_{U} u(x) v_t(x, t) \cdot (D\psi(v_t(x, t + h)) - D\psi(v_t(x, t))) \, dx
\]
\[
+ \frac{1}{2} \int_{U} u(x) |D\psi(v_t(x, t + h)) - D\psi(v_t(x, t))|^2 \, dx
\]
\[
\geq \int_{U} (D F(Dv(x, t + h)) - D F(Dv(x, t))) \cdot D(u(x)v_t(x, t)) \, dx
\]
\[
+ \frac{1}{2} \int_{V} |D\psi(v_t(x, t + h)) - D\psi(v_t(x, t))|^2 \, dx.
\]
Notice that
\[
\left| \int_{U} (D F(Dv(x, t + h)) - D F(Dv(x, t))) \cdot D(u(x)v_t(x, t)) \, dx \right|
\]
\[
\leq \left( \int_{U} |D F(Dv(x, t + h)) - D F(Dv(x, t))|^2 \, dx \right)^{1/2} \left( \int_{U} |D(uv_t)|^2 \, dx \right)^{1/2}
\]
\[
\leq \Lambda \left( \int_{U} |Dv(x, t + h) - Dv(x, t)|^2 \, dx \right)^{1/2} \left( \int_{U} |D(uv_t)|^2 \, dx \right)^{1/2}
\]
\[
\leq \Lambda h^{1/2} \left( \int_{t}^{t+h} \int_{U} |Dv_t|^2 \, dx \, ds \right)^{1/2} \left( \int_{U} |Dv_t|^2 \, dx \right)^{1/2}
\]
\[
\leq \Lambda h^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_{U} |Dv_t|^2 \, dx \, ds \right)^{1/2} \left( \int_{U} |Dv_t|^2 \, dx \right)^{1/2}.
\]
Consequently,

\[
\int_{t_0}^{t_1} \left| \int_U \left( DF(Dv(x, t + h)) - DF(Dv(x, t)) \right) \cdot D(u(x)v_t(x, t)) \, dx \right| \, dt \\
\leq \Lambda h^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_U |Dv_t|^2 \, dx \, ds \right)^{1/2} \\
\int_{t_0}^{t_1} \left( \int_U |v_t \otimes Du + uDv_t|^2 \, dx \right)^{1/2} \, dt \\
\leq \Lambda (t_1 - t_0)^{1/2} h^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_U |Dv_t|^2 \, dx \, ds \right)^{1/2} \left( \int_{t_0}^{t_1} \int_U |v_t \otimes Du \\
+ uDv_t|^2 \, dx \, dt \right)^{1/2}.
\]

Here \( v_t \otimes Du \) is the matrix value mapping with \( i, j \)th component function \( v^i_t u_{xj} \).

By Proposition 3.3 and Corollary 3.4, \(|v_t||Dv_t| \in L^{2p/p+2}_{\text{loc}}(U \times (0, T))\). As a result,

\[
\int_{t_0}^{t+h} \int_U v_t \cdot D^2 F(Dv)Dv_t Du \, dx \, dt \\
\leq \Lambda \left( \int_{t_0}^{(t_1 + T)/2} \int_U (|Du||v_t||Dv_t|)^{2p/p+2} \, dx \, ds \right)^{1/2} \left( |V|h \right)^{1 - \frac{1}{p}} \\
\leq \Lambda \left( \int_{t_0}^{(t_1 + T)/2} \int_U (|Du||v_t||Dv_t|)^{2p/p+2} \, dx \, ds \right)^{1/2} \left( |V|h \right)^{1 - \frac{1}{p}}.
\]

Moreover,

\[
\int_{t_0}^{t_1} \int_{t_0}^{t+h} \int_U v_t \cdot D^2 F(Dv)Dv_t Du \, dx \, dt \\
\leq \Lambda (t_1 - t_0) \left( \int_{t_0}^{(t_1 + T)/2} \int_U (|Du||v_t||Dv_t|)^{2p/p+2} \, dx \, ds \right)^{1/2} \left( |V|h \right)^{1 - \frac{1}{p}}.
\]

Putting all of these inequalities together gives us

\[
\int_{t_0}^{t_1} \int_V |v_t(x, t + h) - v_t(x, t)|^2 \, dx \, dt \\
\leq \frac{1}{\theta^2} \int_{t_0}^{t_1} \int_V |D\psi(v_t(x, t + h)) - D\psi(v_t(x, t))|^2 \, dx \, dt \\
\leq \frac{2\Theta \Lambda}{\theta^2} \left\{ (t_1 - t_0)^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_U |Dv_t|^2 \, dx \, ds \right)^{1/2} \left( \int_{t_0}^{t_1} \int_U |v_t \otimes Du \right)\right\}.
\]
\[ + u |Dv_t| dx dr \right)^{1/2} + (t_1 - t_0) \left( \int_{t_0}^{(t_1 + T)/2} \int_{U} (|Du||Dv_t|)^{2p/(p + 2)} dx dr \right)^{\frac{1}{2} + \frac{1}{p}} |V|^{\frac{1}{2} - \frac{1}{p}} h^{\frac{1}{2} - \frac{1}{p}}. \]  

(4.2)

A similar argument can be employed to establish (4.1) for \( h < 0 \), as well. \qed

We have the following consequence of the preceding proposition which asserts that \( v_t \) is fractionally time differentiable as exhibited in (4.3) below. We will omit a proof as this has been previously established (Proposition 3.4 [13] or Proposition 2.19 of [14]).

**Corollary 4.2.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \) and \( p > 2 \) is the exponent in (3.9). For each open \( V \subset U \), \( [t_0, t_1] \in (0, T) \), and

\[ \beta \in \left( 0, \frac{1}{2} - \frac{1}{p} \right), \]

there is constant \( A = A(p, \beta, t_0, t_1, V) > 0 \) such that

\[ \int_{t_0}^{t_1} \int_{t_0}^{t_1} \int_{V} \frac{|v_t(x, t) - v_t(x, s)|^2}{|t-s|^{1+\beta}} dx dt ds \leq A \left( C + \|v_t\|_{L^2(V \times [t_0, t_1])}^2 \right). \]  

(4.3)

Here \( C \) is the constant in (4.1).

Now let us move on to establishing an analogous fractional time differentiability of \( D^2v \). One of the hypotheses of the following assertion (and of Theorem 1) is that

\[ D^2F \in C^\alpha \left( \mathbb{M}^{m \times n}, S^2 \left( \mathbb{M}^{m \times n} \right) \right) \]  

(4.4)

for some \( \alpha \in (0, 1) \). The reason we have decided to discuss this assumption prior to the statement is to emphasize that (4.4) also holds with any Hölder exponent less that or equal to \( \alpha \), as well. This claim follows as \( D^2F \) is uniformly bounded (recall (2.7)). Therefore, we can suppose without any loss of generality that (4.4) holds for an exponent \( \alpha \in (0, 1] \) that additionally satisfies

\[ \alpha \left( \frac{p}{p-2} \right) \leq 2. \]  

(4.5)

Here \( p > 2 \) is the exponent in Corollary 3.4.

**Proposition 4.3.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \) and that \( F \) satisfies (4.4). For each open \( V \subset U \) and \( [t_0, t_1] \in (0, T) \), there is a constant \( C \) such that

\[ \int_{t_0}^{t_1} \int_{V} |D^2v(x, t + h) - D^2v(x, t)|^2 dx dt \leq C |h|^\frac{2}{\alpha} \]  

(4.6)

for \( 0 < |h| < \frac{1}{2} \min\{1, t_0, T - t_1\} \).
\textbf{Proof.} First let $h \in (0, \frac{1}{2} \min \{1, t_0, T - t_1\})$ and assume $u \in C_c^\infty (U)$ with $0 \leq u \leq 1$ and $u \equiv 1$ in $V$. In the computations below, we will omit the spatial variable of $v$ and its derivatives.

1. Suppose $i \in \{1, \ldots, n\}$. By the uniform convexity of $M \mapsto \frac{1}{2} D^2 F(Dv(t))(M, M)$ for each $t \in (0, T)$,

$$
\int_U u \left[ \frac{1}{2} D^2 F(Dv(t))(Dv_{x_i} (t + h), Dv_{x_i} (t + h)) \\
- \frac{1}{2} D^2 F(Dv(t))(Dv_{x_i} (t), Dv_{x_i} (t)) \right] \, dx
\geq \int_U u D^2 F(Dv(t))(Dv_{x_i} (t), Dv_{x_i} (t + h) - Dv_{x_i} (t)) \, dx
+ \frac{\lambda}{2} \int_U u |Dv_{x_i}(t + h) - Dv_{x_i}(t)|^2 \, dx
\geq - \int_U \text{div} \left( u D^2 F(Dv(t)) Dv_{x_i} (t) \right) \cdot (v_{x_i} (t + h) - v_{x_i} (t)) \, dx
+ \frac{\lambda}{2} \int_U u |Dv_{x_i}(t + h) - Dv_{x_i}(t)|^2 \, dx
\geq - \int_U \left( D^2 F(Dv(t)) Dv_{x_i} (t) Du + u \partial_{x_i} D\psi(v_t(t)) \right) \cdot (v_{x_i} (t + h) - v_{x_i} (t)) \, dx
+ \frac{\lambda}{2} \int_V |Dv_{x_i}(t + h) - Dv_{x_i}(t)|^2 \, dx
\geq - \int_U \left( D^2 F(Dv(t)) Dv_{x_i} (t) Du + u D^2 \psi(v_t(t)) v_{x_i} (t) \right) \cdot (v_{x_i} (t + h) - v_{x_i} (t)) \, dx
+ \frac{\lambda}{2} \int_V |Dv_{x_i}(t + h) - Dv_{x_i}(t)|^2 \, dx.
$$

Also observe that the same inequality holds with $t$ and $t + h$ reversed. Adding these inequalities together gives

$$
\lambda \int_V |Dv_{x_i}(t + h) - Dv_{x_i}(t)|^2 \, dx
\leq \int_U \left( D^2 F(Dv(t)) Dv_{x_i} (t) Du + u D^2 \psi(v_t(t)) v_{x_i} (t) \right) \cdot (v_{x_i} (t + h) - v_{x_i} (t)) \, dx
+ \int_U \left( D^2 F(Dv(t + h)) Dv_{x_i} (t + h) Du + u D^2 \psi(v_t(t + h)) v_{x_i} (t + h) \right) \cdot (v_{x_i} (t) - v_{x_i} (t + h)) \, dx
+ \frac{1}{2} \int_U u \left( D^2 F(Dv(t) - D^2 F(Dv(t + h)) \right) (Dv_{x_i} (t + h), Dv_{x_i} (t + h)) \, dx
+ \frac{1}{2} \int_U u \left( D^2 F(Dv(t + h)) - D^2 F(Dv(t)) \right) (Dv_{x_i} (t), Dv_{x_i} (t)) \, dx.
$$
2. Observe

\[
\begin{align*}
\int_U \left( D^2 F(Dv(t)) Dv_{x_i}(t) Du + u D^2 \psi(v_i(t))v_{x_i}(t) \right) \cdot (v_{x_i}(t + h) - v_{x_i}(t)) \, dx \\
= \int_V \left( D^2 F(Dv(t)) Dv_{x_i}(t) Du + u D^2 \psi(v_i(t))v_{x_i}(t) \right) \cdot (v_{x_i}(t + h) - v_{x_i}(t)) \, dx \\
\leq \left( \int_V |D^2 F(Dv(t)) Dv_{x_i}(t) Du + u D^2 \psi(v_i(t))v_{x_i}(t)|^2 \, dx \right)^{1/2} \left( \int_V |v_{x_i}(t + h) - v_{x_i}(t)|^2 \, dx \right)^{1/2} \\
= \left( 2 \int_V \Lambda^2 |Du|^2 |D^2 v(t)|^2 + \Theta^2 u^2 |Dv_i(t)|^2 \, dx \right)^{1/2} \left( \int_V |Dv(t + h) - Dv(t)|^2 \, dx \right)^{1/2} \\
\leq \left( 2 \int_V \Lambda^2 |Du|^2 |D^2 v(t)|^2 + \Theta^2 u^2 |Dv_i(t)|^2 \, dx \right)^{1/2} \\
\times \left( \int_V \int_{t}^{t+h} |Dv_i(s)|^2 \, ds \, dx \cdot h \right)^{1/2} \\
\leq \sqrt{2} \left( \int_V \Lambda^2 |Du|^2 |D^2 v(t)|^2 + \Theta^2 u^2 |Dv_i(t)|^2 \, dx \right)^{1/2} \\
\times \left( \int_{t_0}^{(t_1 + T)/2} \int_V |Dv_i|^2 \, dx \, ds \right)^{1/2} h^{1/2}.
\end{align*}
\]

As a result,

\[
\left| \int_{t_0}^{t_1} \int_U \left( D^2 F(Dv(t)) Dv_{x_i}(t) Du + u D^2 \psi(v_i(t))v_{x_i}(t) \right) \cdot (v_{x_i}(t + h) - v_{x_i}(t)) \, dx \, dt \right|
\leq (2h)^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_V |Dv_i|^2 \, dx \, ds \right)^{1/2} \int_{t_0}^{t_1} \left( \int_V \Lambda^2 |Du|^2 |D^2 v(t)|^2 \\
+ \Theta^2 u^2 |Dv_i(t)|^2 \, dx \right)^{1/2} \, dt
\leq (2h)^{1/2} \left( \int_{t_0}^{(t_1 + T)/2} \int_V |Dv_i|^2 \, dx \, ds \right)^{1/2}
\times \left( \int_{t_0}^{t_1} \int_V \Lambda^2 |Du|^2 |D^2 v(t)|^2 + \Theta^2 u^2 |Dv_i(t)|^2 \, dx \, dt \right)^{1/2} (t_1 - t_0)^{1/2}.
\]

Likewise, we find
\[ \left| \int_{t_0}^{t_1} \int_U \left( D^2 F(D\mathbf{v}(t+h))D\mathbf{v}_{x_i}(t+h)Du + uD^2 \psi(v(t+h))v_{x_i}(t+h) \right) \cdot (v_{x_i}(t) - v_{x_i}(t+h)) \, dx \, dt \right| \]

\[ \leq (2h)^{1/2} \left( \int_{t_0}^{(t_1+T)/2} \int_V |Dv_t|^2 \, dx \, ds \right)^{1/2} \]

\[ \times \left( \int_{t_0}^{t_1} \int_V \Lambda^2 |Du|^2 |D^2 \mathbf{v}(t+h)|^2 + \Theta^2 u^2 |Dv_t(t+h)|^2 \, dx \, dt \right)^{1/2} (t_1 - t_0)^{1/2} \]

\[ \leq (2h)^{1/2} \left( \int_{t_0}^{(t_1+T)/2} \int_V |Dv_t|^2 \, dx \, ds \right)^{1/2} \]

\[ \times \left( \int_{t_0}^{(t_1+T)/2} \int_V \Lambda^2 |Du|^2 |D^2 \mathbf{v}(s)|^2 + \Theta^2 u^2 |Dv_t(s)|^2 \, dx \, ds \right)^{1/2} (t_1 - t_0)^{1/2} \].

3. Recall that we may assume (4.5). With this assumption, we can again apply Hölder’s inequality to get

\[ \int_U u \left( D^2 F(D\mathbf{v}(t)) - D^2 F(D\mathbf{v}(t+h)) \right) (D\mathbf{v}_{x_i}(t+h), D\mathbf{v}_{x_j}(t+h)) \, dx \]

\[ \leq \int_U u \left| D^2 F(D\mathbf{v}(t)) - D^2 F(D\mathbf{v}(t+h)) \right| |D\mathbf{v}_{x_i}(t+h)|^2 \, dx \]

\[ \leq \left( \int_U u \left| D^2 F(D\mathbf{v}(t)) - D^2 F(D\mathbf{v}(t+h)) \right|^p \frac{p}{p-2} \, dx \right)^{1-2/p} \]

\[ \times \left( \int_U |D\mathbf{v}_{x_i}(t+h)|^p \, dx \right)^{2/p} \]

\[ \leq C \left( \int_U u |D\mathbf{v}(t) - D\mathbf{v}(t+h)|^\alpha \left( \frac{p}{p-2} \right) \, dx \right)^{1-2/p} \left( \int_U |D\mathbf{v}_{x_i}(t+h)|^p \, dx \right)^{2/p} \]

\[ \leq C \left( \int_U u |D\mathbf{v}(t) - D\mathbf{v}(t+h)|^2 \, dx \right)^{\alpha/2} \left[ V \right]^{\frac{p-2}{p} - \frac{\alpha}{2}} \left( \int_U |D\mathbf{v}_{x_i}(t+h)|^p \, dx \right)^{2/p} \]

\[ \leq C \left( \int_U u |D\mathbf{v}(t) - D\mathbf{v}(t+h)|^2 \, dx \right)^{\alpha/2} \left[ h \frac{q}{2} \right]^{\alpha/2} \left[ V \right]^{\frac{p-2}{p} - \frac{\alpha}{2}} \left( \int_U |D^2 \mathbf{v}(t+h)|^p \, dx \right)^{2/p} \]

In particular,

\[ \int_{t_0}^{t_1} \int_U u \left( D^2 F(D\mathbf{v}(t)) - D^2 F(D\mathbf{v}(t+h)) \right) D\mathbf{v}_{x_i}(t+h) \cdot D\mathbf{v}_{x_j}(t+h) \, dx \, dt \]

\[ \leq C \left( \int_{t_0}^{(t_1+T)/2} \int_U u |Dv_t|^2 \, dx \, ds \right)^{\alpha/2} \left[ h \frac{q}{2} \right]^{\alpha/2} \left[ V \right]^{\frac{p-2}{p} - \frac{\alpha}{2}} \]
\[ \times \int_{t_0}^{t_1} \left( \int_{U} u |D^2 v(t + h)|^p \, dx \right)^{2/p} \, dt \]
\[ \leq C \left( \int_{t_0}^{(t_1 + T)/2} \left( \int_{U} u |Dv_i|^2 \, dx \right)^{\alpha/2} \right)^{\alpha/2} h^{\frac{\alpha}{2}} |V|^{\frac{p-2}{p} - \frac{\alpha}{2}} \]
\[ \times \left( \int_{t_0}^{(t_1 + T)/2} \int_{U} u |Dv|^2 \, dx \, ds \right)^{2/p} \, \alpha \left( t_1 - t_0 \right)^{1 - 2/p} \]

Analogously,
\[ \int_{t_0}^{t_1} \int_{U} u \left( D^2 F(Dv(t + h)) - D^2 F(Dv(t)) \right) Dv_{x_i}(t) \cdot Dv_{x_i}(t) \, dx \, ds \]
\[ \leq C \left( \int_{t_0}^{(t_1 + T)/2} \left( \int_{U} u |Dv_i|^2 \, dx \right)^{\alpha/2} \right)^{\alpha/2} h^{\frac{\alpha}{2}} |V|^{\frac{p-2}{p} - \frac{\alpha}{2}} \]
\[ \times \left( \int_{t_0}^{(t_1 + T)/2} \int_{U} u |Dv|^p \, dx \, ds \right)^{2/p} \, \alpha \left( t_1 - t_0 \right)^{1 - 2/p}. \]

4. Putting all of these estimates together we find a constant \( C_+ \) independent of \( h \) such that
\[ \int_{t_0}^{t_1} \int_{V} \left| D^2 v(x, t + h) - D^2 v(x, t) \right|^2 \, dx \leq C_+ h^\frac{\alpha}{2}. \]

This bound clearly implies (4.6) for \( h \in (0, \frac{1}{2} \min\{1, t_0, T - t_1\}) \). It is also not difficult to see how to use the ideas above to justify (4.6) for \( h \in (-\frac{1}{2} \min\{1, t_0, T - t_1\}, 0) \). We leave the details to the reader. \( \square \)

A direct consequence of the preceding proposition is that \( D^2 v \) is fractionally differentiable in time as exhibited in (4.7) below.

**Corollary 4.4.** Assume \( v \) is a weak solution of (1.1) in \( U \times (0, T) \) and \( F \) satisfies (4.4) for some \( \alpha \in (0, 1] \). For each open \( V \subset U \), \( [t_0, t_1] \in (0, T), \) and
\[ \beta \in \left( 0, \frac{\alpha}{2} \right), \]
there is constant \( A = A(p, \alpha, \beta, t_0, t_1, V) > 0 \) such that
\[ \int_{t_0}^{t_1} \int_{t_0}^{t_1} \int_{V} \left| \frac{D^2 v(x, t) - D^2 v(x, s)}{|t - s|^{1+\beta}} \right|^2 \, dx \, dt \, ds \leq A \left( C + \| D^2 v \|^2_{L^2(V \times [t_0, t_1])} \right). \]

(4.7)

Here \( C \) is the constant in (4.1).
It turns out that we can use these fractional time derivative estimates to investigate compactness properties of weak solutions. To this end, we will make use of the following compactness theorem due to J. Simon:

**Theorem.** (Theorem 1 of [33]) Let $X$ be a Banach space over $\mathbb{R}$ with norm $\| \cdot \|$ and $p \in [1, \infty)$. Suppose $\{f^k\}_{k \in \mathbb{N}} \subset L^p([t_0, t_1]; X)$ with

$$\left\{ \int_{s_0}^{s_1} f^k(t) \, dt \right\}_{k \in \mathbb{N}}$$

relatively compact in $X$ for all $t_0 < s_0 \leq s_1 < t_1$ and

$$\lim_{h \to 0^+} \sup_{k \in \mathbb{N}} \int_{t_0}^{t_1-h} \left\| f^k(t + h) - f^k(t) \right\|^p dt = 0.$$

Then there is a subsequence $\{f^{k_j}\}_{j \in \mathbb{N}}$ and $f \in L^p([t_0, t_1]; X)$ such that $f^{k_j} \to f$ in $L^p([t_0, t_1]; X)$.

**Remark 4.5.** Theorem 1 of [33] also asserts the following generalization of the Arzelá-Ascoli criterion. That is, suppose $\{f^k\}_{k \in \mathbb{N}} \subset C([t_0, t_1]; X)$ with

$$\left\{ \int_{s_0}^{s_1} f^k(t) \, dt \right\}_{k \in \mathbb{N}}$$

relatively compact in $X$ for all $t_0 < s_0 \leq s_1 < t_1$ and

$$\lim_{h \to 0^+} \sup_{k \in \mathbb{N}} \left\{ \max_{t_0 \leq t \leq t_1 - h} \left\| f^k(t + h) - f^k(t) \right\| \right\} = 0.$$

Then there is a subsequence $\{f^{k_j}\}_{j \in \mathbb{N}}$ and $f \in C([t_0, t_1]; X)$ such that $f^{k_j} \to f$ in $C([t_0, t_1]; X)$.

Our central compactness result is

**Proposition 4.6.** Assume $\psi^k \in C^2(\mathbb{R}^m)$ and $F^k \in C^2(\mathbb{M}^{m \times n})$ satisfy (1.2), (1.3) and (2.2) for each $k \in \mathbb{N}$. Further suppose $\{v^k\}_{k \in \mathbb{N}}$ is a sequence of weak solutions of

$$D\psi^k(v^k_t) = \text{div} F^k(Dv^k)$$

in $U \times (0, T)$ such that

$$\sup_{k \in \mathbb{N}} \int_0^T \int_U \left( |v^k|^2 + |Dv^k|^2 + |v^k_t|^2 \right) \, dx \, dt < \infty. \quad (4.8)$$

Then there is $\psi \in C^1(\mathbb{R}^m)$ and $F \in C^1(\mathbb{M}^{m \times n})$ satisfying (1.2), (1.3) and (2.2), a subsequence $\{v^{k_j}\}_{j \in \mathbb{N}}$, and a weak solution $v$ of

$$D\psi(v_t) = \text{div} F(Dv)$$
in $U \times (0, T)$ such that for each $[t_0, t_1] \subset (0, T)$ and open $V \subset U$

$$v^{kj} \to v \text{ in } \left\{ C([t_0, t_1]; H^1(V; \mathbb{R}^m)) \right.$$ \left. \frac{}{L^2([t_0, t_1]; H^2(V; \mathbb{R}^m))} \right\}$$

and

$$v_t^{kj} \to v_t \text{ in } L^2([t_0, t_1]; L^2(V; \mathbb{R}^m)).$$

**Proof.** 1. By assumption, we have

$$\left| D\psi^k(z_1) - D\psi^k(z_2) \right| \leq \Theta |z_1 - z_2| \quad (z_1, z_2 \in \mathbb{R}^m)$$

for each $k \in \mathbb{N}$. Since $|D\psi^k(0)| = 0$ (by (2.2)), the sequence $(D\psi^k)_{k \in \mathbb{N}}$ is both equicontinuous and locally uniformly bounded on $\mathbb{R}^m$. By the Arzelà-Ascoli Theorem, there is a subsequence $(\psi^{kj})_{j \in \mathbb{N}}$ and $\psi \in C^1(\mathbb{R}^m)$ such that $\psi^{kj} \to \psi$ and $D\psi^{kj} \to D\psi$ locally uniformly on $\mathbb{R}^m$. Moreover, $\psi$ satisfies (1.2). Analogously, there is a subsequence $(F^{kj})_{j \in \mathbb{N}}$ and $F \in C^1(\mathbb{M}^{m \times n})$ for which $F^{kj} \to F$ and $DF^{kj} \to DF$ locally uniformly on $\mathbb{M}^{m \times n}$ and $F$ satisfies (1.3), as well. Clearly, $\psi$ and $F$ additionally satisfy (2.2).

We also have by (4.8) and Rellich compactness that there is $v \in H^1(U \times (0, T); \mathbb{R}^m)$ and a subsequence $(v^{kj})_{j \in \mathbb{N}}$ such that

$$\left\{ \begin{array}{l}
v^{kj} \to v \quad \text{in } L^2(U \times (0, T); \mathbb{R}^m) \\
Dv^{kj} \to Dv \quad \text{in } L^2(U \times (0, T); \mathbb{M}^{m \times n}) \\
v_t^{kj} \to v_t \quad \text{in } L^2(U \times (0, T); \mathbb{R}^m). 
\end{array} \right.$$  

We will now proceed to strengthen these convergence assertions and then show that $v$ is a weak solution as claimed. Each convergence assertion will follow from Simon’s theorem.

2. We will first argue that $v^k : [0, T] \to L^2(U; \mathbb{R}^m)$ converges uniformly. Suppose $(s_0, s_1) \subset [0, T]$, and set

$$w^k(x) := \int_{s_0}^{s_1} v^k(x, t) \, dt \quad (x \in U)$$

for $k \in \mathbb{N}$. In view of (4.8), $(w^k)_{k \in \mathbb{N}}$ is bounded in $H^1(U; \mathbb{R}^m)$ and is thus precompact in $L^2(U; \mathbb{R}^m)$. Note also that for $h$ sufficiently small,

$$\int_U |v^k(x, t + h) - v^k(x, t)|^2 \, dx = \int_U \int_t^{t+h} |v^k_t(x, s)| \, ds \, dx \leq h \int_t^{t+h} \int_U |v^k_t|^2 \, dx \, ds$$

$$\leq h \left( \int_0^T \int_U |v^k_t|^2 \, dx \, ds \right).$$
Thus
\[
\lim_{h \to 0} \sup_{k \in \mathbb{N}} \left\{ \max_{0 \leq t \leq T-h} \int_U \left| \mathbf{v}^k(x, t + h) - \mathbf{v}^k(x, t) \right|^2 \, dx \right\} = 0.
\]

By Simon’s theorem, there is a subsequence \(\{\mathbf{v}^{k_j}\}_{j \in \mathbb{N}}\) converging to \(\mathbf{v}\) in \(C([0, T]; L^2(U; \mathbb{R}^m))\).

3. Let us now argue that a subsequence of \(D\mathbf{v}^k : [t_0, t_1] \to L^2(V; \mathbb{M}^{m \times n})\) converges uniformly. Let \((s_0, s_1) \subset [t_0, t_1]\) and define
\[
\xi^k(x) := \int_{s_0}^{s_1} D\mathbf{v}^k(x, t) \, dt \quad (x \in V)
\]
for \(k \in \mathbb{N}\). Since \(\partial U\) is smooth, we may assume without loss of generality that \(\partial V\) is smooth; or else we can select an open \(W \subset \subset U\) and \(\partial W\) smooth and verify \(D\mathbf{v}^k : [t_0, t_1] \to L^2(W; \mathbb{M}^{m \times n})\) converges uniformly. With this assumption and the estimate (3.7), we have that \(\{\xi^k\}_{k \in \mathbb{N}}\) is bounded in \(H^1(V; \mathbb{M}^{m \times n})\) and is thus precompact in \(L^2(V; \mathbb{M}^{m \times n})\).

We also have
\[
\int_{t_0}^{t_1} \int_V \left| D\mathbf{v}^k \right|^2 \, dx \, ds \leq C \quad (k \in \mathbb{N}),
\]
for some \(C\), by inequality (2.9). Therefore, for \(h\) sufficiently small and \(t \in [t_0, t_1 - h]\),
\[
\int_V \left| D\mathbf{v}^k(x, t + h) - D\mathbf{v}^k(x, t) \right|^2 \, dx \leq h \int_{t}^{t+h} \int_V \left| D\mathbf{v}^k \right|^2 \, dx \, ds \\
\leq h \left( \int_{t_0}^{t_1} \int_V \left| D\mathbf{v}^k \right|^2 \, dx \, ds \right) \\
\leq Ch.
\]
In view of Simon’s theorem, there is a subsequence \(\{D\mathbf{v}^{k_j}\}_{j \in \mathbb{N}}\) converging to \(D\mathbf{v}\) in \(C([0, T]; L^2(V; \mathbb{M}^{m \times n}))\). So we conclude that there is a subsequence (not relabeled) for which \(\mathbf{v}^{k_j} \rightarrow \mathbf{v}\) in \(C([t_0, t_1]; H^1(V; \mathbb{R}^m))\).

4. We can also prove that (a subsequence of) \(\mathbf{v}^{k_j}\) converges to \(\mathbf{v}\) in \(L^2([t_0, t_1]; L^2(V; \mathbb{R}^m))\) using similar computations as above. Indeed, in view of (4.2), we can find a constant \(C\) independent of \(k \in \mathbb{N}\) such that
\[
\int_{t_0}^{t_1-h} \int_V \left| \mathbf{v}^k_t(x, t + h) - \mathbf{v}^k_t(x, t) \right|^2 \, dx \, dt \leq Ch^{\frac{1}{2} - \frac{1}{p}}
\]
for all $h > 0$ small enough. Moreover, for each $(s_0, s_1) \subset [t_0, t_1]$, the sequence of functions
\[ w^k(x) := \int_{s_0}^{s_1} v^k_t(x, t) \, dt \]
is bounded in $H^1(V; \mathbb{R}^m)$ by (4.8) and (4.9). So $v^k_t$ converges to $v_t$ in $L^2([t_0, t_1]; L^2(V; \mathbb{R}^m))$ by Simon’s theorem. In an analogous fashion, we can use the $H_{loc}^3$ estimate (3.8) and the fractional time derivative bound (4.6) to conclude that $D^2 v^k_t$ converges to $D^2 v$ in $L^2([t_0, t_1]; L^2(V; S^2(\mathbb{R}^n; \mathbb{R}^m)))$. We leave the details to the reader.

5. Finally, we need to argue that $v$ is a weak solution of (1.1). To this end, it suffices to show that (3.2) holds. Of course, we have
\[ \int_U D\psi^{k_j} (v^{k_j}_t(x, t)) \cdot w(x) \, dx + \int_U D F^{k_j} (Dv^{k_j}_t(x, t)) \cdot Dw(x) \, dx = 0 \tag{4.10} \]
for each $j \in \mathbb{N}$, $t \in (0, T)$ and $w \in H^1_0(U; \mathbb{R}^m)$. Passing to a further subsequence if necessary, we may assume that $v^{k_j}_t(\cdot, t)$ converges to $v_t(\cdot, t)$ almost everywhere in $U$ for almost every $t \in (0, T)$. By the local uniform convergence of $D\psi^{k_j}$ to $D\psi$, we have $D\psi^{k_j}(v^{k_j}_t(\cdot, t)) \to D\psi(v_t(\cdot, t))$ almost everywhere in $U$ for almost every $t \in (0, T)$.

Since
\[ \left| D\psi^{k_j} (v^{k_j}_t(\cdot, t)) \right| \leq \Theta \left| v^{k_j}_t(\cdot, t) \right|, \]
we can apply a standard variant of Lebesgue’s dominated convergence theorem (Theorem 4, section 1.3 of [16]) to deduce
\[ \lim_{j \to \infty} \int_U D\psi^{k_j} (v^{k_j}_t(x, t)) \cdot w(x) \, dx = \int_U D\psi(v_t(x, t)) \cdot w(x) \, dx \]
for almost every $t \in (0, T)$. Likewise, we may we conclude
\[ \lim_{j \to \infty} \int_U D F^{k_j} (Dv^{k_j}_t(x, t)) \cdot Dw(x) \, dx = \int_U D F(Dv(x, t)) \cdot Dw(x) \, dx \]
for every $t \in (0, T)$. Therefore, we may pass to the limit as $j \to \infty$ in (4.10) and conclude that $v$ is indeed a weak solution of (1.1). \[ \square \]

5. Partial Regularity

We now proceed to proving Theorem 1. Consequently, we will assume throughout this section that $D^2 F$ is Hölder continuous with exponent $\alpha \in (0, 1]$ as in (4.4). We will first use Proposition 4.6 to verify a decay property of a quantity that measures the local energy of weak solutions. Then we will iterate this decay property to derive a criterion for local Hölder continuity of weak solutions. Our final task will be to estimate the parabolic Hausdorff dimension (Definition 5.5 below) of the set of points where this criterion for local Hölder continuity may fail.
We will denote a parabolic cylinder of radius $r > 0$ centered at $(x, t)$ as

$$Q_r(x, t) := B_r(x) \times \left( t - r^2/2, t + r^2/2 \right)$$

and the average of a mapping $w$ over $Q_r = Q_r(x, t)$ as

$$w_{Q_r} = \iint_{Q_r} w := \frac{1}{|Q_r|} \int_{Q_r} w(y, s) \, dy \, ds.$$ 

For a given weak solution $v$, quantity that will be of great utility to us is the local space–time energy

$$E(x, t, r) := \iint_{Q_r} |v_t - (v_t)_{Q_r}|^2 \, dy \, ds + \iint_{Q_r} \left| \frac{Dv - (Dv)_{Q_r} - (D^2v)_{Q_r} (y - x)}{r} \right|^2 \, dy \, ds + \iint_{Q_r} \left| D^2v - (D^2v)_{Q_r} \right|^2 \, dy \, ds,$$

which is defined for $Q_r = Q_r(x, t) \subset U \times (0, T)$ and $r > 0$. Here, $y \mapsto (D^2v)_{Q_r}(y - x)$ is the $m \times n$ matrix valued mapping with $i, j$th component function $y \mapsto (Dv^i)_{Q_r} \cdot (y - x)$.

An important decay property of $E$ is as follows:

**Lemma 5.1.** Let $L > 0$ and $\gamma \in (0, \alpha)$. There are $\varepsilon, \rho, \vartheta \in \left(0, \left(\frac{1}{2}\right)^{1/\alpha}\right)$ such that if

$$\begin{aligned}
Q_r := Q_r(x, t) \subset U \times (0, T), \quad r < \rho \\
|(v_t)_{Q_r}|, \quad |(Dv)_{Q_r}|, \quad \left| (D^2v)_{Q_r} \right| \leq L \\
E(x, t, r) \leq \varepsilon^2,
\end{aligned}$$

then

$$E(x, t, \vartheta r) \leq \frac{1}{2} E(x, t, r) \quad \text{or} \quad E(x, t, r) \leq Lr^{2\gamma}.$$ 

**Proof.** 1. If not, there are $L_0 > 0, \gamma_0 \in (0, \alpha)$ and sequences $(x_k, t_k) \in U \times (0, T)$, $r_k \to 0$, $\varepsilon_k \to 0$, $\vartheta_k \equiv \vartheta \in \left(0, \left(\frac{1}{2}\right)^{1/\alpha}\right)$ (chosen below) such that

$$\begin{aligned}
Q_{r_k} := Q_{r_k}(x_k, t_k) \subset U \times (0, T) \\
|(v_t)_{Q_{r_k}}|, \quad |(Dv)_{Q_{r_k}}|, \quad \left| (D^2v)_{Q_{r_k}} \right| \leq L_0 \\
E(x_k, t_k, r_k) = \varepsilon_k^2,
\end{aligned}$$
while
\[ E(x_k, t_k, \partial_k r_k) > \frac{1}{2} \partial_k^2 E_k \quad \text{and} \quad \partial_k^2 > L_0 r_k^2 \gamma_0. \] (5.1)

For each \( k \in \mathbb{N} \) and \((y, s) \in Q_1 := Q_1(0, 0)\), define
\[
\tilde{v}^k(y, s) := \frac{v(x_k + r_k y, t_k + r_k^2 s) - (v)_{Q_k} - (v_t)_{Q_k} r_k^2 s - (Dv)_{Q_k} r_k y - \frac{1}{2} (D^2v)_{Q_k} r_k^2 (y, y) - (D^2v)_{Q_k} r_k^2 (y, y)}{\varepsilon k r_k^2}.
\]

and
\[
v^k(y, s) := \tilde{v}^k(y, s) - \left( \tilde{v}^k \right)_{Q_1}.
\]

Note that since \( E(x_k, t_k, r_k) = \varepsilon k^2 \),
\[
\iint_{Q_1} \left( |v^k|^2 + \left| Dv^k \right|^2 + \left| D^2v^k \right|^2 \right) dy ds = 1.
\] (5.2)

As \((v^k)_{Q_1} = 0\), (5.2) implies a uniform bound on \( \iint_{Q_1} |v^k|^2 dy ds \) by Poincaré’s inequality for \( H^1(Q_1; \mathbb{R}^m) \) mappings with zero average.

2. Direct computation also shows that
\[
D\psi \left( a_k + \varepsilon_k v^k \right) = \frac{1}{r_k} \text{div} D\left( \xi_k + r_k N_k y + \varepsilon_k r_k Dv^k \right)
\]
weakly in \( Q_1 \). The sequences
\[
a_k := (v_t)_{Q_k}, \quad \xi_k := (Dv)_{Q_k}, \quad N_k := \left( D^2v \right)_{Q_k}
\]
are all bounded, so without loss of generality we may assume that \( a_k \to a \in \mathbb{R}^m \), \( \xi_k \to \xi \in \mathbb{M}^{m \times n} \) and \( N_k \to N \in S^2(\mathbb{R}^n, \mathbb{R}^m) \). We may also write
\[
\frac{D\psi \left( a_k + \varepsilon_k v^k \right) - D\psi (a_k)}{\varepsilon_k} = \text{div} \left[ \frac{D\left( \xi_k + r_k N_k y + \varepsilon_k r_k Dv^k \right) - D\left( \xi_k + r_k N_k y \right)}{\varepsilon k r_k} \right] + \frac{D^2\left( \xi_k + r_k N_k y \right) \cdot N_k - D\psi (a_k)}{\varepsilon_k}.
\]

Here \( y \mapsto D^2\left( \xi_k + r_k N_k y \right) \cdot N_k \) is the \( \mathbb{R}^m \) valued mapping with \( i \)th component function
\[
y \mapsto \sum_{r=1}^m \sum_{j, l=1}^n F_{M_j^r M_{l^r}}(\xi_k + r_k N_k y)(v^r_{j, l})_{Q_k}
\]
\((i = 1, \ldots, m)\).
Therefore,

\[ D\psi^k(v^k_s) = \text{div} \left[ D_M F^k(Dv^k, y) \right] + f_k(y), \quad (5.3) \]

where

\[
\begin{aligned}
\psi^k(w) &:= \frac{\psi(ak + \varepsilon_kw) - \psi(ak) - D\psi(ak) \cdot \varepsilon_kw}{\varepsilon_k^2} \\
F^k(M, y) &:= \frac{F(\xi_k + r_kN_ky + \varepsilon_kr_kM) - F(\xi_k + r_kN_ky) - DF(\xi_k + r_kN_ky) \cdot \varepsilon_kr_kM}{(\varepsilon_kr_k)^2} \\
f^k(y) &:= \frac{D^2 F(\xi_k + r_kN_ky) \cdot N_k - D\psi(ak)}{\varepsilon_k}.
\end{aligned}
\]

3. Combining the Hölder continuity of \( D^2F \) (4.4) and (5.1),

\[
|f^k(y_1) - f^k(y_2)| = \frac{1}{\varepsilon_k} \left| \left( D^2 F(\xi_k + r_kN_ky_1) - D^2 F(\xi_k + r_kN_ky_2) \right) \cdot N_k \right| \\
\leq \frac{|N_k|}{\varepsilon_k} \left| D^2 F(\xi_k + r_kN_ky_1) - D^2 F(\xi_k + r_kN_ky_2) \right| \\
\leq \frac{|N_k|^{1\alpha r_k^\alpha}}{\varepsilon_k} |y_1 - y_2|^{\alpha} \\
\leq \frac{|N_k|^{1\alpha r_k^\alpha - \gamma_0}}{\sqrt{L_0}} |y_1 - y_2|^{\alpha}
\]

for each \( y_1, y_2 \in B_1 \). Therefore, \( f^k \in C^\alpha(B_1; \mathbb{R}^m) \) is uniformly equicontinuous. In view of (5.3), we can choose \( \phi \in C^\infty_c(Q_1) \) be nonnegative with \( \int\int_{Q_1} \phi \, dyds = 1 \) to get

\[
\begin{aligned}
f_k(0) &= \int\int_{Q_1} f_k(0) \phi \, dyds \\
&= \int\int_{Q_1} (f_k - f_k(0)) \phi \, dyds + \int\int_{Q_1} f_k \phi \, dyds \\
&= O(r_k^{\alpha - \gamma_0}) + \int\int_{Q_1} \frac{D\psi(ak + \varepsilon_kv^k_s) - D\psi(ak)}{\varepsilon_k} \phi \, dyds \\
&\quad + \int\int_{Q_1} \frac{DF(\xi_k + r_kN_ky + \varepsilon_kr_kDv^k) - DF(\xi_k + r_kN_ky)}{\varepsilon_kr_k} \cdot D\phi \, dyds.
\end{aligned}
\]

We can now employ (5.2) to find
\[ |f_k(0)| \leq O \left( r_k^{ \alpha - \gamma_0} \right) + \Theta \iint_{Q_1} |v^k_s| |\phi| \, dyds + \Lambda \iint_{Q_1} |Dv^k| |D\phi| \, dyds \]
\[ \leq O \left( r_k^{ \alpha - \gamma_0} \right) + \max\{\Theta, \Lambda\} \left( \iint_{Q_1} \left( |v^k_s|^2 + |Dv^k|^2 \right) \, dyds \right)^{1/2} \times \left( \iint_{Q_1} \left( |\phi|^2 + |D\phi|^2 \right) \, dyds \right)^{1/2} \]
\[ \leq O \left( r_k^{ \alpha - \gamma_0} \right) + \max\{\Theta, \Lambda\} |Q_1|^{1/2} \left( \iint_{Q_1} \left( |\phi|^2 + |D\phi|^2 \right) \, dyds \right)^{1/2}. \] (5.4)

Consequently, \( f_k \) is also uniformly pointwise bounded and thus converges (up to a subsequence) locally uniformly to a fixed vector \( \beta \in \mathbb{R}^m \) which satisfies
\[ |\beta| \leq \max\{\Theta, \Lambda\} |Q_1|^{1/2} \left( \iint_{Q_1} \left( |\phi|^2 + |D\phi|^2 \right) \, dyds \right)^{1/2}. \]

Observe that \( \psi^k \) and \( F^k (\cdot, y) \) satisfy the hypotheses of Proposition 4.6 for each \( y \in B_1 \). Using the same ideas to prove this proposition, we can conclude that there is a subsequence \( \left( v^{kj} \right)_{j \in \mathbb{N}} \) and mapping \( w \) such that
\[ v^{kj} \rightarrow w \text{ in } \begin{cases} C \left( [-\frac{1}{2} R^2, \frac{1}{2} R^2] ; H^1(B_R; \mathbb{R}^m) \right) \\ L^2 \left( [-\frac{1}{2} R^2, \frac{1}{2} R^2] ; H^2(B_R; \mathbb{R}^m) \right) \end{cases} \]

and
\[ v^{kj}_s \rightarrow w_s \text{ in } L^2 \left( -\left( 1/2 \right) R^2, (1/2) R^2 \right] ; L^2 (B_R; \mathbb{R}^m) \]
for each \( R \in (0, 1) \). Moreover, \( w \) is a weak solution of the linear PDE
\[ D^2 \psi(a) w_s = \text{div} \left( D^2 F(\xi) Dw \right) + \beta \]
in \( Q_1 \).

4. Using (5.2) and (5.4), it can be shown that there is a constant \( C_1 = C_1(m, n, \theta, \Theta, \lambda, \Lambda) \) such that
\[ \iint_{Q_0} |w_s - (w_s)_{Q_0}|^2 \, dyds + \iint_{Q_0} \left| Dw - (Dw)_{Q_0} - \left( D^2 w \right)_{Q_0} y \right|^2 \, dyds \]
\[ \leq \iint_{Q_0} \left| D^2 w - (D^2 w)_{Q_0} \right|^2 \, dyds \leq C_1 \theta^2 \]
for every \( \theta \in (0, 1/2) \); see part 3 of the proof of Lemma 4.1 in [21] for a detailed verification of this fact. We now select \( \vartheta_k \equiv \vartheta \in \left( 0, \left( \frac{1}{2} \right)^{1/\alpha} \right) \) so small that \( C_1 \theta^2 \leq 1/4 \). The strong convergence of \( v^{kj} \rightarrow w \) alluded to above gives
\[ \iint_{Q_0} \left| v^{kj}_s - (v^{kj}_s)_{Q_0} \right|^2 \, dyds + \iint_{Q_0} \left| Dw^{kj} - (Dw^{kj})_{Q_0} - \left( D^2 w^{kj} \right)_{Q_0} y \right|^2 \, dyds \]
\[ \leq \iint_{Q_0} \left| D^2 w^{kj} - \left( D^2 w^{kj} \right)_{Q_0} \right|^2 \, dyds \leq \frac{3}{8} \]
for all \( j \in \mathbb{N} \) sufficiently large. It is routine to check that this inequality is equivalent to

\[
E \left( x_{k_j}, t_{k_j}, \vartheta_{k_j}, r_{k_j} \right) \leq \frac{3}{8} \varepsilon_{k_j}^2
\]

for all \( j \in \mathbb{N} \) sufficiently large, which contradicts (5.1) for \( k = k_j \). \( \square \)

Let us also recall a basic fact about the general decay of local energy.

**Lemma 5.2.** Let \( v \) be a weak solution in \( U \times (0, T) \) and \( Q_r(x, t) \subset U \times (0, T) \). Then

\[
E(x, t, \vartheta r) \leq \frac{12}{\vartheta^{2(n+3)}} E(x, t, r)
\]

for each \( \vartheta \in (0, 1] \).

**Proof.** We will derive two basic inequalities and apply them to \( E(x, t, \vartheta r) \). For convenience, we will write \( Q_r \) for \( Q_r(x, t) \) and \( Q_{\vartheta r} \) for \( Q_{\vartheta r}(x, t) \).

1. Let \( f \in L^2_{\text{loc}}((0, T); H^1_{\text{loc}}(U)) \). Note

\[
\left( \iint_{Q_{\vartheta r}} |f - (f)_{Q_{\vartheta r}}|^2 \, dyds \right)^{1/2} 
\leq \left( \iint_{Q_{r}} |f - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2} + |(f)_{Q_{r}} - (f)_{Q_{\vartheta r}}| 
\leq \frac{1}{\vartheta^{n/2+1}} \left( \iint_{Q_{r}} |f - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2} + \iint_{Q_{\vartheta r}} |f - (f)_{Q_{r}}| \, dyds \right| 
\leq \frac{1}{\vartheta^{n/2+1}} \left( \iint_{Q_{r}} |f - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2} + \left( \iint_{Q_{\vartheta r}} |f - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2} 
\leq \frac{2}{\vartheta^{n/2+1}} \left( \iint_{Q_{r}} |f - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2}. \tag{5.6}
\]

Consequently,

\[
\iint_{Q_{\vartheta r}} |f - (f)_{Q_{\vartheta r}}|^2 \, dyds \leq \frac{4}{\vartheta^{n+2}} \iint_{Q_{r}} |f - (f)_{Q_{r}}|^2 \, dyds. \tag{5.7}
\]

2. Observe that the function \( (y, s) \mapsto f(y, s) - (Df)_{Q_{\vartheta r}}(y - x) \) has the same average of \( f \) on any cylinder centered at \( (x, t) \). By (5.6),

\[
\left( \iint_{Q_{\vartheta r}} |f - (f)_{Q_{\vartheta r}} - (Df)_{Q_{\vartheta r}}(y - x)|^2 \, dyds \right)^{1/2}
\leq \frac{2}{\vartheta^{n/2+1}} \left( \iint_{Q_{r}} |f - (Df)_{Q_{\vartheta r}}(y - x)| - (f)_{Q_{r}}|^2 \, dyds \right)^{1/2}
\]
\[
\leq \frac{2}{\theta^{n/2+1}} \left( \iint_{Q_r} |f - (f)_{Q, \theta r} - (Df)_{Q, \theta r} (y - x)|^2 \, dy \, ds \right)^{1/2} \\
\leq \frac{2}{\theta^{n/2+1}} \left( \iint_{Q_r} |f - (f)_{Q, r} - (Df)_{Q, r} (y - x)|^2 \, dy \, ds \right)^{1/2} \\
+ \frac{2}{\theta^{n/2+1}} r |(Df)_{Q, r} - (Df)_{Q, \theta r}| \\\n\leq \frac{2}{\theta^{n/2+1}} \left( \iint_{Q_r} |f - (f)_{Q, r} - (Df)_{Q, r} (y - x)|^2 \, dy \, ds \right)^{1/2} \\
+ \frac{2}{\theta^{n/2+1}} r \left( \iint_{Q_r} |Df - (Df)_{Q, r}|^2 \, dy \, ds \right)^{1/2} \\
\leq \frac{2}{\theta^{n+2}} \left[ \left( \iint_{Q_r} |f - (f)_{Q, r} - (Df)_{Q, r} (y - x)|^2 \, dy \, ds \right)^{1/2} \\
+ r \left( \iint_{Q_r} |Df - (Df)_{Q, r}|^2 \, dy \, ds \right)^{1/2} \right].
\]

As a result,
\[
\iint_{Q_{\theta r}} \frac{|f - (f)_{Q, \theta r} - (Df)_{Q, \theta r} (y - x)|}{\theta r}^2 \, dy \, ds \\
\leq \frac{8}{\theta^{2(n+3)}} \left( \iint_{Q_r} \frac{|f - (f)_{Q, r} - (Df)_{Q, r} (y - x)|}{r}^2 \, dy \, ds \\
+ \iint_{Q_r} |Df - (Df)_{Q, r}|^2 \, dy \, ds \right). 
\] (5.8)

3. Let us write \( v = (v^1, \ldots, v^m) \). The conclusion follows upon substituting \( f = v^i \) and \( f = v^i_{x_j} \) and summing over \( i = 1, \ldots, m \) and \( j, k = 1, \ldots, n \) in (5.7) and letting \( f = v^i_{x_j} \) in (5.8) and summing over \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). \( \square \)

**Corollary 5.3.** Let \( L > 0 \) and \( \gamma \in (\frac{1}{2} \alpha, \alpha) \), select \( \varepsilon, \rho, \theta \in \left( 0, \left( \frac{1}{2} \right)^{1/\alpha} \right) \) as in Lemma 5.1, and define

\[
\varepsilon_1 := \min \left\{ \varepsilon, \frac{\theta^{n/2+1} L}{8} \right\}, \quad \rho_1 := \min \left\{ \rho, \left( \frac{\theta^{2(n+3)} L}{24L \varepsilon_1^2} \right)^{\frac{1}{\gamma}} \right\}.
\]

If

\[
Q_r := Q_r(x, t) \subset U \times (0, T), \ r < \rho_1 \\\n|f|_{Q_r}, |(Df)_{Q_r}|, |(D^2 f)_{Q_r}| < \frac{1}{2} L \\
E(x, t, r) < \varepsilon_1^2,
\]

(5.9)
then

\[ |(v_t)_{Q_{\vartheta r^k}}|, |(Dv)_{Q_{\vartheta r^k}}|, \left| \left( D^2v \right)_{Q_{\vartheta r^k}} \right| \leq L \]  \hspace{1cm} (5.10)

and

\[ E \left( x, t, \vartheta r^k \right) \leq \frac{1}{2^k \varepsilon_1^2} \]  \hspace{1cm} (5.11)

for all \( k \in \mathbb{N} \).

**Proof.** We will prove the claim by induction on \( k \), let us first study the case \( k = 1 \).

We have

\[ |(v_t)_{Q_{\vartheta r^1}}| \leq |(v_t)_{Q_{\vartheta r}} - (v_t)_r| + |(v_t)_r| \]

\[ \leq \frac{1}{\vartheta^{n/2+1}} \left( \iint_{Q_r} |v_t - (v_t)_r|^2 \, dy \, ds \right)^{1/2} + \frac{1}{2} L \]

\[ \leq \frac{1}{\vartheta^{n/2+1}} E(x, t, r)^{1/2} + \frac{1}{2} L \]

\[ \leq \frac{1}{\vartheta^{n/2+1}} \varepsilon_1 + \frac{1}{2} L \]

\[ \leq L. \]

Similarly, we can conclude that \( |(Dv)_{Q_{\vartheta r^1}}| \leq L \) and \( |(D^2v)_{Q_{\vartheta r^1}}| \leq L \). This proves (5.10) for \( k = 1 \).

By Lemma 5.1, we have either

\[ E(x, t, \vartheta r) \leq \frac{1}{2} \varepsilon_1^2 \] or \[ E(x, t, r) \leq L \rho^{2\gamma}. \]

In the case of the latter, we apply Lemma 5.2 to get

\[ E(x, t, \vartheta r) \leq \frac{12}{\vartheta^{2(n+3)}} E(x, t, r) \]

\[ \leq \frac{12}{\vartheta^{2(n+3)}} L \rho^{2\gamma} \]

\[ \leq \frac{12}{\vartheta^{2(n+3)}} L \rho_1^{2\gamma} \]

\[ \leq \frac{1}{2} \varepsilon_1^2. \]

Thus we have deduced (5.10) for \( k = 1 \).

Now let us assume (5.10) and (5.11) hold for \( k = 1, \ldots, j \geq 1 \). Generalizing our computation above gives

\[ |(v_t)_{Q_{\vartheta r^{j+1}}}| \leq \sum_{k=1}^{j+1} |(v_t)_{Q_{\vartheta r^k}} - (v_t)_{Q_{\vartheta r^{k-1}}}| + |(v_t)_r| \]

\[ \leq \frac{1}{\vartheta^{n/2+1}} \sum_{k=1}^{j+1} E(x, t, \vartheta^{k-1} r)^{1/2} + \frac{1}{2} L \]
\[
\leq \frac{1}{\varrho^{n/2+1}} \sum_{k=1}^{j+1} \frac{\varepsilon_1}{\sqrt{2}^{k-1}} + \frac{1}{2} L
\]
\[
\leq \frac{\varepsilon_1}{\varrho^{n/2+1}} \sum_{k=1}^{\infty} \left( \frac{3}{4} \right)^{k-1} + \frac{1}{2} L
\]
\[
\leq \frac{4\varepsilon_1}{\varrho^{n/2+1}} + \frac{1}{2} L
\]
\[
\leq L.
\]
Likewise, we have \(|(D\mathbf{v})_{Q_{\varrho^j+1}}| \leq L\) and \(|(D^2\mathbf{v})_{Q_{\varrho^j+1}}| \leq L\). So we have established (5.10) for \(j + 1\).

By the induction hypothesis, \(E(x, t, \varrho^j r) \leq \frac{1}{2^2} \varepsilon_1^2 \leq \varepsilon^2\). In particular, we have verified the hypotheses of Lemma 5.1 at scale \(\varrho^j r\). Therefore,

\[
E(x, t, \varrho^j r) \leq \frac{1}{2} E \left( x, t, \varrho^j r \right)
\]

or

\[
E \left( x, t, \varrho^j r \right) \leq L \left( \varrho^j r \right)^{2\gamma}.
\]

In the case of the former,

\[
E \left( x, t, \varrho^{j+1} r \right) \leq \frac{1}{2^2} \varepsilon_1^2 = \frac{\varepsilon_1^2}{2^{j+1}},
\]

as desired.

Let us now consider the latter scenario. Observe that since \(\gamma > \frac{\alpha}{2}\),

\[
0 < \varrho < \left( \frac{1}{2} \right)^{\frac{1}{\alpha}} < \left( \frac{1}{2} \right)^{\frac{1}{2\gamma}}.
\]

(5.12)

In view of Lemma 5.2 and (5.12),

\[
E \left( x, t, \varrho^{j+1} r \right) = E \left( x, t, \varrho \left( \varrho^j r \right) \right)
\]

\[
\leq \frac{12}{\varrho^{2(n+3)}} E \left( x, t, \varrho^j r \right)
\]

\[
\leq \frac{12}{\varrho^{2(n+3)}} \left( \varrho^j r \right)^{2\gamma}
\]

\[
\leq \frac{12}{\varrho^{2(n+3)}} L \rho^2_{\gamma} \cdot \left( \varrho^2 \right)^j
\]

\[
\leq \frac{12}{\varrho^{2(n+3)}} L \rho^2_{\gamma} \cdot \frac{1}{2^j}
\]

\[
\leq \frac{\varepsilon_1^2}{2^j} \cdot \frac{1}{2^j}
\]

\[
= \frac{\varepsilon_1^2}{2^{2j+1}}.
\]

Therefore, in either scenario, we have verified (5.11) for \(j + 1\). \(\Box\)
The above iteration yields the following criterion for local Hölder continuity:

**Corollary 5.4.** Assume \( v \) is a weak solution of \((1.1)\) in \( U \times (0, T) \). Let \( L > 0 \), \( \gamma \in (\frac{1}{2} \alpha, \alpha) \) and suppose there are \((x, t) \in U \times (0, T)\) and \( r > 0 \) as in \((5.9)\). Then there exist \( C \geq 0 \), \( r_1 \in (0, r) \), \( \mu \in (0, \gamma) \) and a neighborhood \( O \subset U \times (0, T) \) of \((x, t)\) such that

\[
E(y, s, R) \leq CR^{2\mu} , \quad R \in (0, r_1) , \quad (y, s) \in O .
\]

In particular, \( v_t \) and \( D^2v \) are Hölder continuous in a neighborhood of \((x, t)\).

**Proof.** Let \( R \in (0, r) \) and choose \( k \in \mathbb{N} \) such that \( \vartheta^{k+1} r < R \leq \vartheta^k r \). We can derive

\[
E(x, t, R) \leq \frac{12}{\vartheta^{2(n+3)}} E(x, t, \vartheta^k r) ,
\]

similarly to how we derived \((5.5)\). See also Corollary 4.3 of [21] and Corollary 4.9 of [22] for related estimates. In view of Corollary 5.3,

\[
E(x, t, R) \leq \frac{12}{\vartheta^{2(n+3)}} \frac{\varepsilon^2}{2^n} = \frac{24\varepsilon^2}{\vartheta^{2(n+3)}} e^{-(k+1) \log 2} \leq \frac{24\varepsilon^2}{\vartheta^{2(n+3)}} \left( \frac{R}{r} \right)^{\frac{\ln(1/2)}{\ln \vartheta}} .
\]

Also note that \((5.12)\) implies \( \mu := \frac{1}{2} \frac{\ln(1/2)}{\ln \vartheta} < \frac{\alpha}{2} < \gamma \).

Observe that \((v_t)_{Q_r(y, s)}, (Dv)_{Q_r(y, s)}, (D^2v)_{Q_r(y, s)}\) and \(E(y, s, \tau)\) are all continuous functions of \((y, s) \in U \times (0, T)\) and \( \tau > 0 \). Therefore, there exists an interval \((r_1, r_2)\) containing \( r \) and a neighborhood \( O \) of \((x, t)\) such that \((5.9)\) holds for all \((y, s) \in O\) and \( \rho \in (r_1, r_2) \). As a result, we may perform the same calculation above to find

\[
E(y, s, R) \leq \frac{24\varepsilon^2}{\vartheta^{2(n+3)}} \left( \frac{R}{r_1} \right)^{\frac{\ln(1/2)}{\ln \vartheta}}
\]

for \((y, s) \in O\) and \( R \in (0, r_1) \). Finally, the Hölder continuity of \( v_t \) and \( D^2v \) in a neighborhood of \((x, t)\) follows directly from Campanato’s criterion [5,10]. \( \square \)

In order to complete the proof of Theorem 1, we only need to estimate the dimension of the set of points which either \( v_t \) or \( D^2v \) fails to be Hölder continuous. We will express our results in terms of parabolic Hausdorff measure, so let us recall the definition.

**Definition 5.5.** For \( G \subset \mathbb{R}^n \times \mathbb{R}, s \in [0, n+2], \delta > 0 \), set

\[
\mathcal{P}_s^\delta(G) := \inf \left\{ \sum_{i \in \mathbb{N}} r_i^s : G \subset \bigcup_{i \in \mathbb{N}} Q_{r_i}(x_i, t_i), \ r_i \leq \delta \right\} .
\]

The \( s \)-dimensional parabolic Hausdorff measure of \( G \) is defined

\[
\mathcal{P}(G) := \sup_{\delta > 0} \mathcal{P}_s^\delta(G) .
\]

Moreover, the parabolic Hausdorff dimension of \( G \) is the number

\[
\dim_{\mathcal{P}}(G) := \inf \left\{ s \geq 0 : \mathcal{P}(G) = 0 \right\} .
\]
We note that $P^n_s$ is an outer measure on $\mathbb{R}^n \times \mathbb{R}$ for each $s \in [0, n + 2]$ and it is easy to check that Lebesgue outer measure on $\mathbb{R}^{n+1}$ is absolutely continuous with respect to $P^{n+2}$. General Hausdorff measure (as detailed in [15, 31]) is well studied and many important properties have been discovered. We will only make use of one fact regarding functions that are fractionally differentiable as described in the following lemma. A close variant of the following lemma can be found in Proposition 3.3 of [13], and it can also be verified using Theorem 3 in section 2.4.3 of [15], Proposition 2.7 of [19], or Lemma 4.2 in [30], so we will not provide a proof of it.

**Lemma 5.6.** Let $\kappa \in (0, 1)$. Suppose $w \in L^2_{loc}(U \times (0, T))$ satisfies

$$
\int_{t_0}^{t_1} \int_V \int_{V'} \frac{|w(x, t) - w(y, t)|^2}{|x - y|^{n+2\kappa}} \, dx \, dy \, dt
+ \int_{t_0}^{t_1} \int_{t_0}^{t_1} \int_V \frac{|w(x, t) - w(x, s)|^2}{|t - s|^{1+\kappa}} \, dx \, dt \, ds < \infty
$$

(5.13)

for each open $V \subset U$ and interval $[t_0, t_1] \subset (0, T)$. Then

$$
\dim_P \left( \left\{ (x, t) \in U \times (0, T) : \limsup_{r \to 0^+} \iint_{Q_r(x, t)} |w - (w)_{Q_r(x, t)}|^2 \, dy \, ds > 0 \right\} \right)
\leq n + 2 - 2\kappa
$$

and

$$
\dim_P \left( \left\{ (x, t) \in U \times (0, T) : \limsup_{r \to 0^+} |(w)_{Q_r(x, t)}| = +\infty \right\} \right) \leq n + 2 - 2\kappa.
$$

Before proceeding to a proof of Theorem 1, we will need a technical lemma.

**Lemma 5.7.** Assume $v$ is a weak solution of (1.1) on $U \times (0, T)$. There is a constant $C$ depending only on $\theta, \lambda, \Theta$, and $\Lambda$ such that

$$
\iint_{Q_{2r}(x, t)} |Dv_t|^2 \, dy \, ds \leq \frac{C}{r^2} \iint_{Q_{2r}(x, t)} |v_t - (v_t)_{Q_{2r}(x, t)}|^2 \, dy \, ds
$$

(5.14)

whenever $Q_{2r}(x, t) \subset U \times (0, T)$.

**Proof.** Fix $c \in \mathbb{R}^m$ and $\phi \in C^\infty_c(U \times (0, T))$. As we derived (2.8), we find

$$
\frac{d}{dt} \int_U \phi(Dv_t) \cdot (v_t - c) - \psi(v_t + \psi(c)) \, dx + \int_U \phi D^2 F(Dv) (Dv_t, Dv_t) \, dx
= \int_U \left( (D\psi(v_t)) \cdot (v_t - c) - \psi(v_t) + \psi(c) \phi_t - (v_t - c) \cdot D^2 F(Dv) Dv_t D\phi \right) \, dx
$$

for almost every $t \in (0, T)$. Selecting $\phi = \eta^2$ for $\eta \geq 0$ gives the inequality

$$
\max_{0 \leq t \leq T} |v_t - c|^2 \, dx + \int_0^T \int_U \eta^2 |Dv_t|^2 \, dx \, dt
\leq C_1 \int_0^T \int_U \left( \eta |\eta_t| + |D\eta|^2 \right) |v_t - c|^2 \, dx \, dt.
$$
Here $C_1$ only depends on $\theta$, $\lambda$, $\Theta$ and $\Lambda$.

In order to conclude, we pick $c = (v_t)_{Q_{2r}(x,t)}$ and choose $\eta$ to satisfy $\eta(y, \tau) = \eta_0(y) \cdot \eta_1(\tau)$, where

\[
\begin{cases}
\eta_0 \in C_{c}^{\infty} (\mathbb{R}^n) \\
0 \leq \eta_0 \leq 1 \\
\eta_0 \equiv 1 \text{ in } B_r(x) \\
\eta_0 \equiv 0 \text{ in } \mathbb{R}^n \setminus B_{2r}(x) \\
|D\eta_0| \leq 2/r 
\end{cases}
\quad \text{and} \quad
\begin{cases}
\eta_1 \in C_{c}^{\infty} (\mathbb{R}) \\
0 \leq \eta_1 \leq 1 \\
\eta_1 \equiv 1 \text{ in } (t-r^2/2, t+r^2/2) \\
\eta_1 \equiv 0 \text{ in } \mathbb{R} \setminus (t-2r^2, t+2r^2) \\
|\partial_{\tau} \eta_1| \leq 2/r^2.
\end{cases}
\]

We only need to substitute this choice in (5.15) to conclude (5.14). \hfill \square

**Proof of Theorem 1.** Our goal is to show $\mathcal{P}^{n+2-2\beta}(U \times (0, T) \setminus \mathcal{O}) = 0$ for some $\beta \in (0, 1)$ where

$$
\mathcal{O} := \{(x, t) \in U \times (0, T) : D^2v \text{ and } v_t \text{ are Hölder continuous in a neighborhood of } (x, t)\}.
$$

To this end, we choose $\beta, \varepsilon > 0$ to satisfy

$$
\beta + \varepsilon < \min \left\{ \frac{\alpha}{2}, \frac{1}{p} - \frac{1}{2} \right\}.
$$

Here $p > 2$ is from Corollaries 3.4 and 4.2 and $\alpha$ is a Hölder exponent for $D^2F$ that we considered in Corollary 4.4. By Corollary 5.4,

$$
U \times (0, T) \setminus \mathcal{O} \subset G_1 \cup G_2 \cup G_3 \cup G_4
$$

where

\[
\begin{align*}
G_1 & := \{(x, t) \in U \times (0, T) : \lim \sup_{r \to 0^+} E(x, t, r) > 0 \} \\
G_2 & := \{(x, t) \in U \times (0, T) : \lim \sup_{r \to 0^+} |(v_t)_{Q_{r}(x,t)}| = +\infty \} \\
G_3 & := \{(x, t) \in U \times (0, T) : \lim \sup_{r \to 0^+} |(Dv)_{Q_{r}(x,t)}| = +\infty \} \\
G_4 & := \{(x, t) \in U \times (0, T) : \lim \sup_{r \to 0^+} |(D^2v)_{Q_{r}(x,t)}| = +\infty \}.
\end{align*}
\]

It suffices to show $\mathcal{P}^{n+2-2\beta}(G_i) = 0$ for $i = 1, 2, 3, 4$.

Let us recall Poincaré’s inequality on the cylinder $Q_{r}(x, t) \subset U \times (0, T)$

$$
\iint_{Q_{r}} |w - (w)_{Q_{r}}|^2 \, dy ds \leq C_0 \left\{ r^4 \iint_{Q_{r}} |w_t|^2 \, dy ds + r^2 \iint_{Q_{r}} |Dw|^2 \, dy ds \right\}
$$

for $w \in H^1(U \times (0, T); \mathbb{R}^m)$. Here $C_0$ is a constant independent of $w$. Choosing

$$
w = v_{x_t} - (v_{x_t})_{Q_{r}} - (Dv_{x_t})_{Q_{r}}(y - x),
$$
summing over $i = 1, \ldots, m$ and dividing by $r^2$ gives
\[ E(x, t, r) \leq (1 + C_0) \left\{ \iint_{Q_r} |v_t - (v_t)_Q|^2 \, dyds + r^2 \iint_{Q_r} |Dv_t|^2 \, dyds \right. \\
\left. + \iint_{Q_r} \left| D^2v - (D^2v)_Q \right|^2 \, dyds \right\}. \tag{5.16} \]

Using (5.14), we can take the limit superior of both sides of (5.16) to get
\[ \limsup_{r \to 0^+} E(x, t, r) \leq (C_0 + 1) \left( C_0 + 1 \right) \limsup_{r \to 0^+} \iint_{Q_r} |v_t - (v_t)_Q|^2 \, dyds \]
\[ + (C_0 + 1) \limsup_{r \to 0^+} \iint_{Q_r} \left| D^2v - (D^2v)_Q \right|^2 \, dyds \]
for any $(x, t) \in U \times (0, T)$. Therefore, $G_1 \subset G_5 \cup G_6$ where
\[ G_5 := \left\{ (x, t) \in U \times (0, T) : \limsup_{r \to 0^+} \iint_{Q_r(x, t)} |v_t - (v_t)_Q(x, t)|^2 \, dyds > 0 \right\} \]
and
\[ G_6 := \left\{ (x, t) \in U \times (0, T) : \limsup_{r \to 0^+} \iint_{Q_r(x, t)} \left| D^2v - (D^2v)_Q(x, t) \right|^2 \, dyds > 0 \right\}. \]

Since $Dv_t \in L^2_{\text{loc}}(U \times (0, T); M_{m \times m})$ and $v_t$ satisfies (4.3), the components of $v_t$ satisfy (5.13) for $\kappa = \beta + \epsilon$. Here we are using the fact that $H^{1}_{\text{loc}}(U) \subset H^{\sigma}_{\text{loc}}(U)$ ($0 < \sigma < 1$) (Proposition 2.2 of [12]). Lemma 5.6 then implies
\[ \dim_{\mathcal{P}}(G_5) \leq n + 2 - 2(\beta + \epsilon) \quad \text{and} \quad \dim_{\mathcal{P}}(G_2) \leq n + 2 - 2(\beta + \epsilon). \]
It follows that $\mathcal{P}^{n+2-2\beta}(G_5) = \mathcal{P}^{n+2-2\beta}(G_2) = 0$. Likewise, we can make use of the integrability $D^3v \in L^2_{\text{loc}}(U \times (0, T); S^3(\mathbb{R}^n; \mathbb{R}^m))$ and fractional time differentiability (4.6) to show that $v^i_{x_j x_k}$ satisfies (5.13) for $\kappa = \beta + \epsilon$. Using Lemma 5.6, we have $\mathcal{P}^{n+2-2\beta}(G_6) = \mathcal{P}^{n+2-2\beta}(G_4) = 0$. Hence, $\mathcal{P}^{n+2-2\beta}(G_1) = 0$, as well. The conclusion $\mathcal{P}^{n+2-2\beta}(G_3) = 0$ follows similarly as $v^i_{x_j}$ satisfies (5.13) for every $\kappa \in (0, 1)$ and $i = 1, \ldots, m$, $j = 1, \ldots, n$. \(\square\)

**A The Dirichlet Problem**

In this appendix, we consider the following initial value problem: for a given $g : U \to \mathbb{R}^m$, find a solution $v : U \times [0, T) \to \mathbb{R}^m$ of
\[
\begin{align*}
D\psi(v_t) &= \text{div}DF(Dv), & & \text{in } U \times (0, T) \\
\psi &= 0, & & \text{on } \partial U \times [0, T) \\
v &= g, & & \text{on } U \times \{0\}. 
\end{align*}
\tag{A.1}
\]

It has been shown that this initial value problem has a solution, which is known to satisfy a global estimate of the type (2.6). Our goal here is to show that there exists
a weak solution that additionally satisfies inequality (2.9). Applying Theorem 1, we will also be able to conclude that this weak solution is in fact partially regular. For any smooth solution \( v \), we have

\[
\frac{d}{dt} \int_U F(Dv) \, dx = - \int_U D\psi(v_t) \cdot v_t \, dx. \tag{A.2}
\]

It then follows that

\[
\int_0^T \int_U |v_t|^2 \, dx \, ds + \max_{0 \leq t \leq T} \int_U |Dv(x, t)|^2 \, dx \leq C \int_U |Dg|^2 \, dx. \tag{A.3}
\]

The constant \( C \) only depends on \( \theta, \Theta, \lambda, \) and \( \Lambda \).

We also have

\[
\frac{d}{dt} \int_U \psi^*(D\psi(v_t)) \, dx = - \int_U D^2F(Dv)(Dv_t, Dv_t) \, dx. \tag{A.4}
\]

We can multiply this identity with \( f \in C^\infty_0(0, T) \) that satisfies \( 0 \leq f \leq 1 \), \( |f'| \leq 2/d \) and \( f(t) = 1 \) for \( t \in [d, T - d] \) for some \( d \in (0, T/2) \); integrating the resulting equality over \( (0, T) \), we find there is constant \( C \) such that

\[
\max_{d \leq t \leq T - d} \int_U |v_t(x, t)|^2 \, dx + \int_d^{T - d} \int_U |Dv_t|^2 \, dx \, ds \leq C \int_U |Dg|^2 \, dx. \tag{A.5}
\]

Here \( C \) only depends on \( \theta, \Theta, \lambda, \) and \( \Lambda \). This bound along with (A.3) gives us an idea of what type of integrability can be expected from a weak solution. In particular, we have following definition.

**Definition A.1.** Suppose \( g \in H^1(U; \mathbb{R}^m) \). A weak solution \( v \) of (A.1) satisfies

\( (i) \)

\[
v \in L^\infty((0, T); H^1_0(U; \mathbb{R}^m)), \tag{A.6}
\]

\[
v_t \in L^\infty_\text{loc}((0, T); L^2(U; \mathbb{R}^m)) \cap L^2(U \times (0, T); \mathbb{R}^m), \tag{A.7}
\]

and

\[
Dv_t \in L^2_\text{loc}(U \times (0, T); \mathbb{R}^{m \times n}), \tag{A.8}
\]

\( (ii) \) the weak solution condition (3.2) and \( (iii) \)

\[
v(\cdot, 0) = g. \tag{A.9}
\]

**Remark A.2.** The integrability (A.6) and (A.7) imply that \( v : [0, T) \rightarrow L^2(U; \mathbb{R}^m) \) is continuous. Thus, we have no problem setting (A.9).

We will now provide an approach to verifying the existence of a weak solution as defined above. To this end, we will employ the implicit time scheme: \( N \in \mathbb{N} \), \( \tau := T/N \), \( v^0 = g \)

\[
\begin{cases}
D\psi \left( \frac{v^k - v^{k-1}}{\tau} \right) = \text{div} F(Dv^k), & \text{in } U \\
v^k = 0, & \text{on } \partial U
\end{cases} \tag{A.10}
\]
for \( k = 1, \ldots, N \). Here (A.10) holds in the weak sense: for \( k = 1, \ldots, N \),
\[
\int_U D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right) \cdot w \, dx + \int_U DF\left(Dv^k\right) \cdot Dw \, dx = 0 \quad (A.11)
\]
for each \( w \in H^1_0(U; \mathbb{R}^m) \). We now present two fundamental identities for this discrete scheme that are inspired by (A.2) and (A.4).

**Proposition A.3.** Let \( \{v^1, \ldots, v^N\} \) be a solution sequence of (A.10). Then
\[
\int_U D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right) \cdot (v^k - v^{k-1}) \, dx + \int_U F\left(Dv^k\right) \, dx \leq \int_U F\left(Dv^{k-1}\right) \, dx
\]
for \( k = 1, \ldots, N \) and
\[
\int_U \left(DF\left(Dv^k\right) - DF\left(Dv^{k-1}\right)\right) \cdot (Dv^k - Dv^{k-1}) \, dx + \tau \int_U \psi^*\left(D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right)\right) \, dx \leq \tau \int_U \psi^*\left(D\psi\left(\frac{v^{k-1} - v^{k-2}}{\tau}\right)\right) \, dx
\]
\( k = 2, \ldots, N \).

**Proof.** Choosing \( w = v^k - v^{k-1} \) in (A.11) and using the convexity of \( F \) gives (A.12). Let us now focus on (A.13). In view of (A.11),
\[
\int_U \left(DF\left(Dv^k\right) - DF\left(Dv^{k-1}\right)\right) \cdot (Dv^k - Dv^{k-1}) \, dx
\]
\[
= \int_U DF\left(Dv^k\right) \cdot D(v^k - v^{k-1}) \, dx
\]
\[
- \int_U DF\left(Dv^{k-1}\right) \cdot D(v^k - v^{k-1}) \, dx
\]
\[
= - \int_U D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right) \cdot (v^k - v^{k-1}) \, dx
\]
\[
+ \int_U D\psi\left(\frac{v^{k-1} - v^{k-2}}{\tau}\right) \cdot (v^k - v^{k-1}) \, dx.
\]
The claim follows once we notice
\[
\int_U \left[D\psi\left(\frac{v^{k-1} - v^{k-2}}{\tau}\right) - D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right)\right] \cdot (v^k - v^{k-1}) \, dx
\]
\[
= \tau \int_U \left[D\psi\left(\frac{v^{k-1} - v^{k-2}}{\tau}\right) - D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right)\right]
\]
\[
\cdot D\psi^*\left(D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right)\right) \, dx
\]
\[
\leq \tau \int_U \left[\psi^*\left(D\psi\left(\frac{v^{k-1} - v^{k-2}}{\tau}\right)\right) - \psi^*\left(D\psi\left(\frac{v^k - v^{k-1}}{\tau}\right)\right)\right] \, dx.
\]
The inequality here follows by the convexity of \( \psi^* \). \( \square \)
Let us denote $\tau_k = k\tau$ for $k = 0, \ldots, N$. For a given $d \in (0, T/2)$, we will also use the notation $d \leq \tau_k \leq T - d$ to denote the collection of natural numbers

$$\{k \in \mathbb{N} : d \leq \tau_k \leq T - d\}.$$ 

Below, we present two estimates that are discrete analogs of (A.3) and (A.5).

**Corollary A.4.** Let $\{v^1, \ldots, v^N\}$ be a solution sequence of (A.10) and $d \in (0, T/2)$. There is a constant $C$ depending only on $\theta, \Theta, \lambda, \Lambda$ such that

$$\sum_{k=1}^{N} \int_U \left| \frac{v^k - v^{k-1}}{\tau} \right|^2 dx + \max_{1 \leq k \leq N} \int_U \left| Dv^k \right|^2 dx \leq C \int_U \left| Dg \right|^2 dx \quad (A.14)$$

and

$$\sum_{d \leq \tau_k \leq T - d} \int_U \left| \frac{Dv^k - Dv^{k-1}}{\tau} \right|^2 dx + \max_{d \leq \tau_k \leq T - d} \int_U \left| \frac{v^{k-1} - v^{k-2}}{\tau} \right|^2 dx \leq \frac{C}{d} \int_U \left| Dg \right|^2 dx \quad (A.15)$$

for all $N$ sufficiently large.

**Proof.** Summing (A.12) over $k = 1, \ldots, j \leq N$ gives

$$\sum_{k=1}^{j} \int_U D\psi \left( \frac{v^k - v^{k-1}}{\tau} \right) \cdot (v^k - v^{k-1}) dx + \max_{1 \leq k \leq j} \int_U F(Dv^k) dx \leq \int_U F(Dg) dx.$$ 

Our assumptions on the convexity of $\psi$ and $F$ now immediately imply (A.14).

Let us now consider (A.15). Choose $f \in C^\infty_c(0, T)$ with $0 \leq f \leq 1$, $f(t) = 1$ for $t \in [d, T - d]$ and $|f'| \leq 2/d$. Multiplying (A.13) by $f(\tau_k)$ and summing over $k = 2, \ldots, j \leq N$ gives

$$\sum_{k=2}^{j} f(\tau_k) \int_U \left( DF \left( Dv^k \right) - DF \left( Dv^{k-1} \right) \right) \cdot \left( Dv^k - Dv^{k-1} \right) dx$$

$$\leq \tau \sum_{k=2}^{j} f(\tau_k) \int_U \left[ \psi^* \left( D\psi \left( \frac{v^{k-1} - v^{k-2}}{\tau} \right) \right) - \psi^* \left( D\psi \left( \frac{v^{k-2} - v^{k-1}}{\tau} \right) \right) \right] dx.$$
Now let $N$ be so large that $f(t) = 0$ for $t \in [0, \tau_2] = [0, 2T/N]$. Summing by parts, we have

$$
\tau \sum_{k=2}^{j} f(\tau_k) \int_{U} \left[ \psi^* \left( D\psi \left( \frac{v^{k-1} - v^{k-2}}{\tau} \right) \right) - \psi^* \left( D\psi \left( \frac{v^{k} - v^{k-1}}{\tau} \right) \right) \right] \, dx
$$

$$
= - \left[ \tau f(\tau_j) \int_{U} \psi^* \left( D\psi \left( \frac{v^{j-1} - v^{j-2}}{\tau} \right) \right) \, dx
- \tau f(\tau_2) \int_{U} \psi^* \left( D\psi \left( \frac{v^{1} - v^{0}}{\tau} \right) \right) \, dx \right]
+ \tau \sum_{k=2}^{j} (f(\tau_k) - f(\tau_{k-1})) \int_{U} \psi^* \left( D\psi \left( \frac{v^{k-1} - v^{k-2}}{\tau} \right) \right) \, dx
= \tau \sum_{k=2}^{j} (f(\tau_k) - f(\tau_{k-1})) \int_{U} \psi^* \left( D\psi \left( \frac{v^{k-1} - v^{k-2}}{\tau} \right) \right) \, dx
- \tau f(\tau_j) \int_{U} \psi^* \left( D\psi \left( \frac{v^{j-1} - v^{j-2}}{\tau} \right) \right) \, dx.
$$

Therefore,

$$
\sum_{k=2}^{j} f(\tau_k) \int_{U} \left( D F \left( Dv^k \right) - D F \left( Dv^{k-1} \right) \right) \cdot \frac{Dv^k - Dv^{k-1}}{\tau} \, dx
+ f(\tau_j) \int_{U} \psi^* \left( D\psi \left( \frac{v^{j-1} - v^{j-2}}{\tau} \right) \right) \, dx \leq \sum_{k=2}^{j} (f(\tau_k)
- f(\tau_{k-1})) \int_{U} \psi^* \left( D\psi \left( \frac{v^{k-1} - v^{k-2}}{\tau} \right) \right) \, dx
$$

$$
j = 2, \ldots, N.\text{ From our convexity assumptions on } \psi \text{ and } F \text{ and the assumption that } |f'| \leq 2/d.
$$

$$
\frac{\lambda}{d} \sum_{k=1}^{N} f(\tau_k) \int_{U} \frac{|Dv^k - Dv^{k-1}|^2}{\tau} \, dx + \theta \max_{1 \leq k \leq N} f(\tau_k) \int_{U} \frac{|v^{k-1} - v^{k-2}|^2}{\tau} \, dx
\leq \sum_{k=1}^{N} \int_{U} \frac{|v^{k} - v^{k-1}|^2}{\tau} \, dx.
$$

Since $f(\tau_k) = 1$ whenever $d \leq \tau_k \leq T-d$, we are able to conclude (A.15) provided

$$
\sum_{k=1}^{N} \int_{U} |v^{k} - v^{k-1}|^2 /\tau \, dx \leq C \int_{U} |Dg|^2 \, dx, \text{ which holds from (A.14)}. \quad \square
$$

Let us now see how the estimates (A.14) and (A.15) can be used to show the existence of a weak solution of (A.1). First, we define

$$
\begin{align*}
\begin{cases}
v_N(x, t) = g(x), & t = 0 \\
v_N(x, t) = v^k(x), & t \in (\tau_{k-1}, \tau_k)
\end{cases}
\end{align*}
$$
and
\[ u_N(x, t) = v^{k-1}(x) + \frac{t - \tau_{k-1}}{\tau} (v^k(x) - v^{k-1}(x)), \quad t \in [\tau_{k-1}, \tau_k]. \]

Observe by (A.11), we have that for all \( t \in [0, T]\setminus{\tau_0, \tau_1, \ldots, \tau_N} \) and \( w \in H_0^1(U; \mathbb{R}^m) \)
\[ \int_U D\psi \left( \partial_t u_N(x, t) \right) \cdot w(x) \, dx + \int_U D F(Dv_N(x, t)) \cdot Dw(x) \, dx = 0. \]

By inequality (A.14) and a few routine manipulations, we also have
\[ \sup_{N \in \mathbb{N}} \left\{ \int_0^T \int_U |\partial_t u_N|^2 \, dx \, dt + \max_{0 \leq t \leq T} \int_U \left( |Dv_N(x, t)|^2 + |Du_N(x, t)|^2 \right) \, dx \right\} < \infty. \]

Using this uniform bound and ideas given in the proof of Proposition 4.6, it can be shown (see for example [2, 8, 28, 34]) that there is a mapping \( v \in C([0, T]; L^2(U; \mathbb{R}^m)) \) and a sequence \( N_j \to \infty \) for which
\[ u_{N_j}, v_{N_j} \to v \text{ in } L^2([0, T]; H_0^1(U; \mathbb{R}^m)) \cap C([0, T]; L^2(U; \mathbb{R}^m)) \]
and
\[ \partial_t u_{N_j} \to \partial_t v \text{ in } L^2(U \times [0, T]; \mathbb{R}^m). \]

Moreover, \( v \) satisfies the weak solution condition (3.2).

All that remains to be verified is that \( v \) satisfies the integrability (A.7) and (A.8). Fortunately, we have (A.15) at our disposal. For each \( d \in (0, T/2) \), this estimate implies that the sequence
\[ \max_{d \leq t \leq T-d} \int_U |\partial_t u_N(x, t)|^2 \, dx + \int_d^{T-d} \int_U |\partial_t Du_N(x, t)|^2 \, dx \, dt \]
is bounded for all sufficiently large \( N \in \mathbb{N} \). From this boundedness property, we immediately have that that \( v \) satisfies (A.7). We also have upon passing to a further subsequence if necessary that \( \partial_t Du_{N_j} \rightharpoonup \xi \) in \( L^2(U \times [d, T-d]; \mathbb{M}^{m \times n}) \). Note for \( \Psi \in C_c^\infty(U \times (d, T-d); \mathbb{R}^m) \)
\[ \int_d^{T-d} \int_U \xi \Psi \, dx \, dt = \lim_{j \to \infty} \int_d^{T-d} \int_U (\partial_t Du_{N_j}) \Psi \, dx \, dt \]
\[ = - \lim_{j \to \infty} \int_d^{T-d} \int_U Du_{N_j} \Psi_t \, dx \, dt \]
\[ = - \int_d^{T-d} \int_U Dv \Psi_t \, dx \, dt. \]

As a result, \( Dv_t|_{U \times [d, T-d]} = \xi \). It follows that \( Dv_t \in L^2_{loc}(U \times (0, T); \mathbb{M}^{m \times n}) \).
Therefore, we conclude the existence of a weak solution of (A.1) as defined in Definition A.1.

**Proposition A.5.** There exists a weak solution of (A.1).
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