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Abstract—Koopman operator theory has been gaining momentum for model extraction, planning, and control of data-driven robotic systems. The Koopman operator's ability to extract dynamics from data depends heavily on the selection of an appropriate dictionary of lifting functions. In this paper we propose ACD-EDMD, a new method for Analytical Construction of Dictionaries of appropriate lifting functions for a range of data-driven Koopman operator based nonlinear robotic systems. The key insight of this work is that information about fundamental topological spaces of the nonlinear system (such as its configuration space and workspace) can be exploited to steer the construction of Hermite polynomial-based lifting functions. We show that the proposed method leads to dictionaries that are simple to implement while enjoying provable completeness and convergence guarantees when observables are weighted bounded. We evaluate ACD-EDMD using a range of diverse nonlinear robotic systems in both simulated and physical hardware experimentation (a wheeled mobile robot, a two-revolute-joint robotic arm, and a soft robotic leg). Results reveal that our method leads to dictionaries that enable high-accuracy prediction and control of micro-aerial vehicles [6], dynamics estimation for trajectory control of a tail-actuated robotic fish [5], trajectory control of micro-aerial vehicles [6], dynamics estimation for a spherical robot [7], model extraction for a simulated lunar lander system [8], as well as model extraction and control for soft robotic arms [9]–[12] and underwater soft robots [13].

A critical challenge inherent to all methods employing Koopman operator theory is the choice of a proper set of lifting functions (typically called the dictionary). The lifting functions are crucial because they serve as the basis to construct an infinite-dimensional linear approximation of a (nonlinear) system’s state evolution. Poor choice of the lifting function can significantly impact the estimation accuracy of the Koopman operator and the higher-dimensional linearized dynamics. This paper presents a new method to analytically construct dictionaries of lifting functions for Koopman operator based data-driven nonlinear robotic systems.

Existing works regarding construction of dictionaries for Koopman operator based systems fall under four main directions. 1) The first one is empirically [14]. For example, Legendre polynomials can make the observation matrix be block diagonal. Hermite polynomials are best suited to problems where data are normally distributed, and radial basis functions are effective for systems with complex geometry [15], [16]. However, empirical approaches can be time- and effort-demanding and cannot guarantee generalization to and efficiency in new cases. 2) Another direction is to rely on machine learning to derive the dictionary [17]–[19]. While such methods have stronger generalization capacity, they require significant tuning (e.g., in the case of neural networks the number of layers, number of units per layer, etc.), and large amounts of training data. The latter can in practice pose a significant challenge in robotics applications where data are in principle small. 3) A third direction is when the original model has a special structure or some underlying fundamental model is known (or assumed). For example, elementary functions can be used to map a system to an equivalent polynomial form via Lie derivatives [20]. However, algorithms of that nature require the original system to be a linear combination of elementary functions. Another instance is to analyze the geometric relation between a system model and its Koopman operator to obtain a dictionary [21]. Although model-based methods of that spirit can be useful in controller design and dimension reduction, they cannot offer model identification. The latter is useful as uncertainty can affect robot behavior to the extent that an otherwise well-tuned model is no longer representative of the underlying interaction dynamics between the robot and its underlying environment [22], [23]. 4) A fourth approach is to compare and optimize over multiple sets of lifting functions to find a proper basis set [12], but still the question of how to select the sets to begin with in an efficient manner remains. Different from existing related methods, our proposed ap-
proach exploits the fact that robotic systems have certain characteristic properties that can be acquired without knowledge of their exact dynamical models. Properties considered herein are the system’s configuration space, and its workspace. These properties reveal fundamental information about system states and dynamics, and can provide intuition on how to select lifting functions required for Koopman operator approximation.

In this paper we propose ACD-EDMD, a general and analytical methodology to formalize the construction of lifting functions based on such system characteristic properties. We show how fundamental topological spaces and Cartesian products thereof can be mapped to a basis of Hermite polynomials and Kronecker products thereof which serve as the dictionary of lifting functions. We further show that the resulting dictionary is complete and leads to an estimated Koopman operator with provable guarantees of convergence to the true one, in the limit and provided that the observables are weighted bounded. At the same time the resulting dictionary is simple to implement.

We evaluate the efficacy of our proposed method using a series of simulated and hardware experiments. We consider a differential drive robot in both simulation and physical experimentation, and a rigid robotic arm comprising two revolute joints in simulation. In these cases we use the configuration space of the robots. The method can also apply to soft robots (whereby their configuration space is ill-defined), by considering their workspace instead. Physical experimentation using a soft robotic leg that can bend and extend confirms that our approach can apply uniformly across rigid and soft robots, and further demonstrates its practical utility. Results obtained by ACD-EDMD are also compared against other nonlinear dynamics identification approaches in terms of prediction accuracy and training time, to demonstrate our method’s efficacy.

II. PRELIMINARY TECHNICAL BACKGROUND

A. Koopman Operator Theory and Extended Dynamic Mode Decomposition (EDMD)

In Koopman operator theory [24], the infinite-dimensional linear operator governs the evolution of observables $g(x_t)$; the nonlinear evolving operator $f$ of the original system is represented by Koopman modes, eigenvalues and eigenfunctions. We use Koopman operator theory and EDMD to extract the nonlinear system dynamics from data. The relevant background is introduced in this section.

Consider the nonlinear system $x_{t+1} = f(x_t)$, where $x \in \mathbb{R}^n$. The propagation law of observables with the Koopman operator $K : \mathcal{F} \rightarrow \mathcal{F}$ is $Kg(x_t) = g(f(x_t))$. Then, decomposing the full state observable [14] $g(x) = x$ with $N$ Koopman modes $v_n$, eigenvalues $\lambda_n$, and eigenfunctions $\psi_n$, we obtain

$$x_{t+1} = g(f(x_t)) = Kg(x_t) \rightarrow x_{t+1} = \sum_{n=1}^{N} v_n \lambda_n \psi_n(x_t) .$$

(1)

Given snapshots of state measurements $X = [x_1, x_2, \ldots, x_M, x_{M+1}]$, the Koopman operator $K$ can be approximated from the observations via EDMD, which generates a finite dimensional approximation $\hat{K} : \mathcal{F}_N \rightarrow \mathcal{F}_N$ of the Koopman operator $K : \mathcal{F} \rightarrow \mathcal{F}$. It employs a dictionary of functions to lift state variables to a space where observable dynamics is approximately linear.

One of the most critical steps is to choose a proper dictionary for lifting the original states, $D = \text{span} \{\psi_1, \psi_2, \ldots, \psi_N\}$. If we set the vector-valued dictionary as $\Psi(x_m) = [\psi_1(x_m), \ldots, \psi_N(x_m)]$, the Koopman operator can be approximated by minimizing the total residual between snapshots, i.e.

$$J = \frac{1}{2} \sum_{m=1}^{M} (\Psi(x_{m+1}) - \Psi(x_m) \hat{K})^2 .$$

(2)

The least-squares problem can be solved by truncated singular value decomposition, yielding

$$\hat{K} \triangleq \hat{G}^\dagger \hat{A}, \text{ where } \begin{cases} \hat{G} = \frac{1}{M} \sum_{m=1}^{M} \Psi^*_n \Psi_m, \\ \hat{A} = \frac{1}{M} \sum_{m=1}^{M} \Psi^*_m \Psi_{m+1}, \end{cases}$$

(3)

with $\dagger$ denoting the pseudoinverse, and $T$ and $*$ denoting transpose and conjugate transpose operations, respectively.

With $\hat{K}$ via (3), we obtain

$$\begin{cases} v_n = (w_n B)^T, \\ \lambda_n \xi_n = \hat{K} \xi_n, \\ \varphi_n = \Psi \xi_n , \end{cases}$$

(4)

where $\xi_n$ is the $n$-th eigenvector, $v_n$ is the $n$-th left eigenvector of $\hat{K}$ scaled so $w_n \xi_n = 1$, and $B$ is the matrix of appropriate weighting vectors so that $x = (\Psi B)^T$ [14]. Now we can describe the evolution of the original nonlinear system using the estimated Koopman operator by plugging expressions (4) back to (1). Control inputs can be readily incorporated to the definition of $\Psi$ as an augmented state [25].

B. EDMD with Dictionary Learning (EDMD-DL)

For high-dimensional and highly nonlinear systems, machine learning methods can help make selections on lifting functions [26]. In this method, the lifting functions $\Psi$ are trained and represented by an artificial neural network. Thus, EDMD is coupled with the trainable dictionary.

In EDMD-DL [26], given data measurements $X$ the dictionary vector $\Psi(x_m)$ is parameterized by a universal function approximator, i.e. $\Psi(x) = \Psi(x; \theta)$ for $\theta \in \Theta$ to be varied. Then, a feedforward 3-layer neural network is designed to approximate $\Psi$ that solves the minimization problem (2) as

$$\Psi(x) = W_{\text{out}} h_3 + b_{\text{out}}$$

$$h_{k+1} = \tanh(W_k h_k + b_k), \ k = 0, 1, 2 .$$

The set of all trainable parameters is $\theta = \{W_{\text{out}}, b_{\text{out}}, \{W_k, b_k\}_{k=0}^2\}$. By iterating over two steps: (1) fix $\theta$, optimize $K$ as a least-square problem; then (2) fix $K$, optimize $\theta$ as a standard machine learning problem, the dynamics can be estimated until convergence.

C. Sparse Identification of Nonlinear Dynamical Systems (SINDy)

SINDy [27] has been proposed for extracting governing equations of nonlinear systems from data. The method considers that only a few important terms govern the dynamics of an underlying model and uses sparse regression to determine
the fewest terms required to accurately illustrate the system’s state evolution based on observed (time-varying) data series.

Letting the system be $\dot{x}_t = f(x_t)$, where $f(x_t)$ represents the dynamic constraints that describe propagation rules and is to be identified by data, snapshots of states $x_t$ and their derivatives $\dot{x}_t$ are collected or estimated and arranged into two data matrices $X$, $\dot{X}$. Then, a library $\Theta(X)$ consisting of candidate nonlinear functions of the column of $X$ is designed. Entries in this matrix of nonlinearities can be chosen with significant freedom. One example consists of constant, polynomial and trigonometric terms [27], i.e.

$$\Theta(X) = [1 \ X \ X^2 \ \sin(X) \ \cos(X)]$$

(5)

A sparse regression problem to calculate the sparse vectors of coefficients $\Xi = [\xi_1, \xi_2, \ldots, \xi_M]$ is setup as $\dot{X} = \Theta(X)\Xi$. Once $\Xi$ has been determined, the system can be approximated as $\dot{x} = f(x) = \Xi^T(\Theta(x^T))^T$. The process can also be extended to include inputs [28].

D. Convergence of the EDMD operator

It has been shown that as $M \to \infty$ the operator $K_{N,M}$ converges to $K_N$, the orthogonal projection of $K$ on the subspace spanned by the lifting functions [29]. That result has been extended to analyze the convergence of $K_N$ to the actual Koopman operator $K$ [30]. In Remark 1 below we list an important result from [30], which we build upon in our own theoretical analysis presented next in Section III.

Remark 1: (Adapted from [30]) If 1) the Koopman operator $K$ is bounded; 2) the lifting functions $\psi_1, \ldots, \psi_N$ are selected from an orthonormal basis of $F$, then the sequence of operators $K_N$ converges to $K$ as $N \to \infty$.

Thus, if the chosen dictionary of lifting functions satisfies the above two conditions, the EDMD-estimated operator converges to the actual one.

E. Property of Hermite Polynomials

Hermite functions serve as an orthonormal basis (complete orthonorm set) for the Hilbert space [31], [32], which is useful in our theoretical analysis. Remark 2 below elaborates.

Remark 2: Hermite polynomials form an orthogonal basis of the Hilbert space of functions $g(x)$ satisfying $\int_{-\infty}^{\infty} |g(x)|^2 w(x) dx < \infty$, in which the inner product is given by the integral $\langle g_1, g_2 \rangle = \int_{-\infty}^{\infty} g_1(x) g_2(x) w(x) dx$, including the Gaussian weight function $w(x)$.

III. DICTIONARY CONSTRUCTION

In this section we present our main technical result. The key insight is that fundamental topological spaces and Cartesian products thereof can be mapped to a basis of Hermite polynomials and Kronecker products thereof. The latter produces the dictionary of lifting functions, which, as we show in the following, enjoys provable convergence guarantees of estimated Koopman operator to the true one when the observables are weighted bounded. Fundamental topological spaces in the context of robotics include the robot’s configuration space and its workspace.

Fig. 1. Illustration of our proposed method pipeline. Thin arrows indicate the computing sequence and the thick arrows represent how to map fundamental topological spaces to lifting functions. Hermite polynomials establish lifting functions for lower-dimensional spaces that work as the ‘operand.’ The dictionary of higher-dimensional spaces is formed as the Kronecker product (the ‘operation’) of sets of Hermite polynomials.

A. Analytical Construction of Lifting Functions for Fundamental Topological Spaces

The Euclidean space $\mathbb{E}^n$ is very frequently used in the context of robotics. We use the Hermite polynomials to construct the basis functions.1 The Hermite polynomials form an orthogonal basis of the Euclidean space (or the Hilbert for higher dimensions). Non-Euclidean spaces which are often employed include the circle $S^1$, the sphere $S^n$, and the torus $T^n$. We elect to represent non-Euclidean spaces by an implicit parameterization of unit complex numbers so that the explicit variables are mapped to a higher dimensional space, e.g., an angle $\theta \in S^1$ will be mapped to $[\sin(\theta), \cos(\theta)] \in \mathbb{E}^2$. Doing so enables use of Hermite polynomials for a range of both Euclidean and non-Euclidean spaces.

Higher-dimensional spaces can be expressed as the Cartesian product of lower-dimensional spaces that contains the union of these spaces. For topological spaces constructed as the Cartesian product, we compute the Kronecker product of the lifting functions of the lower-dimensional spaces as the dictionary for the higher-dimensional space. The Kronecker product can be viewed as a form of vectorization (or flattening) of the outer product so it contains the results of all the elements multiplied from the two sets.

We first construct the lifting functions for the state, $D(x)$; some examples of lifting functions are listed in Table I. Note that we have considered zero- and first-order Hermite

1There are two different definitions of Hermite polynomials [34], the “probabilist’s” and the “physicist’s.” We consider the “probabilist’s” Hermite polynomial; yet, the same analysis applies to the “physicist’s” version too.
polynomials (denoted by $H^0$ and $H^1$, respectively) but ACD-EDMD may apply when considering higher-order terms as well; investigating this direction is part of future work. For clarity, we set $H_1(x) = [H^0(x), H^1(x)]$. For the control input, $D(u)$ is computed by the zero- and first-order Hermite polynomials and Kronecker products thereof similarly to the $\mathbb{R}^n$ cases for states as in Table I.

Having computed $D(x)$ and $D(u)$, the complete dictionary is then formed as the Kronecker product between lifting functions for states and inputs, i.e. $D = \text{kron}(D(x), D(u))$ (see Fig. 1).

**B. Theoretical Analysis of ACD-EDMD**

The lifting functions comprising dictionary $D$ are Kronecker products of Hermite polynomials in a single dimension. This set of basis functions is simple to implement, and conceptually related to approximating the Koopman eigenfunctions with a Taylor expansion [14]. Furthermore, because they are orthogonal with respect to Gaussian weights, the matrix $G$ in (3) will be diagonal if the data are drawn from a normal distribution, which can be beneficial numerically. 

The Hermite polynomials also form a complete orthogonal basis of the Hilbert space of the weights with exponential decay, i.e. the linear span of the basis is dense [34]. We can approximate the Koopman operator $\mathcal{K}$ with arbitrarily high accuracy by using sufficiently large number of terms of the basis functions when the observables are weighted bounded in the Euclidean (Hilbert) space. In other words, the EDMD operator using the proposed dictionary enjoys provable boundedness in the Euclidean (Hilbert) space. In other words, the EDMD operator using the proposed dictionary enjoys provable boundedness in the Euclidean (Hilbert) space.

**IV. Experimental Evaluation**

We evaluate the efficacy of our proposed analytical method to generate lifting functions for Koopman operator based nonlinear robotic systems using a series of both simulated and hardware experiments. We consider a differential drive robot (ROSbot 2.0) in both simulation and physical experimentation, a rigid robotic arm comprising two revolute joints in simulation, and a soft robotic leg [35] that can bend and extend in physical experimentation. Results from ACD-EDMD are compared against those attained by other related methods introduced in Section II: 1) Classical EDMD with dictionary that contains the direct sum of Hermite polynomials of up to second-order terms in all states; 2) EDMD-DL with 25 dictionary outputs (includes one constant non-trainable map, the coordinate projection non-trainable maps and the rest trainable lifting functions); 3) SINDy with nonlinear functions introduced in (5) solved with least absolute shrinkage and selection operator (LASSO) [36].

**A. Differential Drive Robot - Simulation**

The differential drive robot model is

$$
\begin{align*}
    \dot{x} &= \frac{r}{2}(\omega_r + \omega_l) \cos(\phi) \\
    \dot{y} &= \frac{r}{2}(\omega_r + \omega_l) \sin(\phi) \\
    \dot{\phi} &= \frac{L}{2}(\omega_l - \omega_r)
\end{align*}
$$

where parameters $r = 0.062$ m and $L = 0.228$ m match those of the physical ROSbot 2.0 (Fig. 2). The control input is $u = $
\( [\omega_r, \omega_l] \), with \( \omega_r \) and \( \omega_l \) being the angular velocities of the right and left wheel, respectively. The state vector contains position \( \{x, y\} \) and orientation \( \phi \).

The configuration of the chassis of the differential drive robot model is the Cartesian product of two points and a circle, i.e. \( \mathbb{R}^2 \times \mathbb{S}^1 \). We first map the orientation \( \phi \) to the implicit parameterization \( \{ \sin \phi, \cos \phi \} \). Then, the dictionary of lifting functions is constructed as the Kronecker product of Hermite polynomials of the four variables \( \{x, y, \sin \phi, \cos \phi \} \) of up to first order terms (as shown in Table I).

For operator learning we simulate 100 trajectories each lasting for 50 sec with sampling rate \( T = 0.1 \text{s} \). To construct the training data, we input a random signal to (7) that is sampled from the normal distribution \( u \sim \mathcal{N}(0, 1)^T, 9^2 I_{2 \times 2} \). The covariance magnitude is selected so as to decrease chances of generating control inputs that would be unattainable by the robot or damage it, or could lead to damage to, the physical robot. The learned operator is validated by picking random input signals of length \( L = 50 \) sampled from the same normal distribution as in the training set. We calculate the Mean Squared Error (MSE) between predicted (superscript \( \hat{\cdot} \)) and true (superscript \( \cdot \)) states per \( \text{MSE} = \frac{1}{L} \sum_{t=1}^{L} \left\| [p^t, \dot{p}^t] - [\hat{p}^t, \dot{\hat{p}}^t] \right\|^2 \). The MSE of the validation set is very low, \( \text{MSE} = [0.0097 \text{ mm}, 0.0000 \text{ mm}, 0.0013 \text{ rad}] \).

We then evaluate the learned operator’s generalization capacity by testing with input \( u = [12.1369, 6.7310] \text{ rad/sec} \). This input is designed to make the robot follow a counter-clockwise circular trajectory (starting from the origin). The predicted (by our method) and true (via (7)) states are shown in Fig. 3. Comparison results with other approaches are listed in Table II. Results indicate that the model learned from the Koopman operator via ACD-EDMD is able to predict a trajectory very distinct from what it was trained on with very small error. In contrast, the direct combination of Hermite polynomials leads to large errors, while EDMD-DL and SINDy can achieve small errors (though still much larger than ACD-EDMD) but require much longer training times.

### B. Experiments with the Physical ROSbot 2.0 Robot

Next, we move on with evaluating the learned operator’s generalization capacity by testing with actual experimental data from the physical robot. Note that the dictionary is the same as in the simulated case above, constructed on the basis of random inputs using (7). The training dataset is captured based on a random chattering linear velocity and angular velocity input signals for 10 continuous trials. We consider two evaluation cases; **Case 1**: predicting the same counter-clockwise circular trajectory as above; and **Case 2**: predicting a sharp turn trajectory. We wish to highlight that both trajectories are very distinct from what the learned operator has been trained upon, and contain noise (e.g., the effect of unmodeled dynamics such as friction) which is also not captured by training using the nominal model (7).

![Fig. 2. ROSbot 2.0 (left) and the differential drive robot (right).](image)

![Fig. 3. Results from testing ACD-EDMD’s generalization capacity in making a simulated differential-drive robot follow a circular trajectory using random-input-signal simulated training data.](image)

### Table II

**Comparative Results in Simulated Differential Drive Robot**

| Method          | MSE [mm; mm; rad] | Training Time [sec] |
|-----------------|-------------------|---------------------|
| Hermite Polynomials | [291.063; 110.825; 0] | 2.94               |
| EDMD-DL         | [71.616; 1.119; 0.0624] | 2080.11            |
| SINDy           | [1.495; 1.729; 0] | 2631.00            |
| ACD-EDMD (ours) | [0.035; 0; 0.006] | 1.97               |

The true states (obtained by remote-controlling the physical robot\(^4\)) and the predicted states (obtained by our method using logged control inputs from the experiment) are shown in Fig. 4. Results indicate that the model learned from the Koopman operator using random-input simulated data is able to predict **experimental trajectories**, which are also very distinct from the training dataset, with very small error (Case 1 MSE = [0.0008 m, 0.0011 m, 0.0211 rad]; Case 2 MSE = [0.0016 mm, 0.0154 mm, 0.0011 rad]). There exist some small discrepancies in the circular trajectory (Case 1, top panels in Fig. 4), but overall results predicted using our proposed method capture accurately experimentally the observed trajectories.

### C. Two Revolute Joint (2R) Rigid Robotic Arm - Simulation

We further evaluate our method by testing with a topologically distinct from the wheeled robot system; a 2R rigid robotic arm. The input signal contains the joint torques, that is \( \tau = [\tau_1, \tau_2] \). The state vector contains the joint angles \( \theta = [\theta_1, \theta_2] \) and their first derivatives (joint angular velocities) \( \dot{\theta} = [\dot{\theta}_1, \dot{\theta}_2] \). The Lagrangian method [37] yields \( M(\theta) = \begin{bmatrix}
m_1 L_1^2 + m_2 (L_1^2 + 2L_1 L_2 \cos \theta_2 + L_2^2) & m_2 (L_1 L_2 \cos \theta_2 + L_2^2) \\
m_2 (L_1 L_2 \cos \theta_2 + L_2^2) & m_2 L_2^2 
\end{bmatrix} \), and

\[
c(\theta, \dot{\theta}) = \begin{bmatrix}
-m_2 L_1 L_2 \sin \theta_2 (2\dot{\theta}_1 \dot{\theta}_2 + \dot{\theta}_2^2) \\
m_2 L_1 L_2 \dot{\theta}_1^2 \sin \theta_2
\end{bmatrix},
\]

\(^4\)Experimental data were collected using a motion capture camera system.
The MSE between predicted (superscript \( p \)) and true (subscript \( t \)) states per \( \text{MSE} = \frac{L_a}{L_p} \sum_{i=1}^{L_p} (\theta^p_i - \theta^t_i)^2 \). The MSE of the validation set is very low, \( \text{MSE} = [0.0003 \text{ rad}, 0.0009 \text{ rad}] \).

We then evaluate the learned operator’s generalization capacity by testing with input \( \tau = [-1,0] \) Nm. This input is designed to make the arm’s end-effector follow a clockwise circular trajectory (from a horizontal to a vertical configuration in the fourth quadrant). The predicted (by our method) and true (via (8)) states are shown in Fig. 5. Comparison results are illustrated in Table III. Results indicate that the model learned via ACD-EDMD is able to predict a trajectory very distinct from what it was trained on with very small error. While EDMD with Hermite polynomials requires the shortest time (approximately half of ACD-EDMD but same order of magnitude) it leads to larger (over one order of magnitude) errors in \( \theta_2 \). In contrast, EDMD-DL and SINDy produce smaller errors but at the expense of increasing the training time for more than two orders of magnitude.

\[
g(\theta) = \begin{bmatrix} (m_1 + m_2)L_1g \cos \theta_1 + m_2gL_2 \cos(\theta_1 + \theta_2) \\ m_2gL_2 \cos(\theta_1 + \theta_2) \end{bmatrix},
\]

then the forward dynamics is given by

\[
\dot{\theta} = M^{-1}(\tau - c(\theta, \dot{\theta}) - g(\theta)).
\]  

(8)

The configuration space of the 2R arm is the 2-D torus and is homeomorphic to the Cartesian product of two circles, i.e. \( \mathbb{T}^2 = \mathbb{S}^1 \times \mathbb{S}^1 \). We first express the two joint angles as the unit complex number, that is \( \theta_1 \mapsto \{\sin \theta_1, \cos \theta_1\} \), and \( \theta_2 \mapsto \{\sin \theta_2, \cos \theta_2\} \). Then, the dictionary of lifting functions is constructed as the Kronecker product of Hermite polynomials of the four variables \( \{\sin \theta_1, \cos \theta_1, \sin \theta_2, \cos \theta_2\} \) of up to first order terms (as shown in Table I).

For operator learning we simulate 100 trajectories each lasting for 2 sec with sampling rate \( T_s = 0.01 \) sec; thus, each trajectory time series has length \( L_a = 200 \). To construct the training data, we input a random signal to (8), sampled from the standard normal distribution (i.e. \( \tau \sim \mathcal{N}(0,0)^T, I_{2 \times 2} \)).

The learned operator is validated by picking random input (time series) signals of length \( L_a = 100 \) sampled from the standard normal distribution as in the training set. We calculate the MSE between predicted (superscript \( p \)) and true (superscript \( t \)) states per \( \text{MSE} = \frac{L_a}{L_p} \sum_{i=1}^{L_p} ((\theta^p_i, \theta^p_2) - (\theta^t_i, \theta^t_2))^2 \). The MSE of the validation set is very low, \( \text{MSE} = [0.0015, 0.0036] \).

### D. Experiments with a Soft Robotic Leg

Lastly yet importantly, we turn our attention to soft robotic systems. In contrast to rigid robotic systems whereby their configuration space can be uniquely determined, soft robotic systems do not possess such property. However, the workspace of a soft robot can be determined uniquely and hence we propose employing the workspace topology in the case of soft robotic systems.

The soft robotic system we consider is a soft pneumatic robotic leg [35]. The leg comprises of 1) the bending part, and 2) the extension part (Fig. 6). When the two parts are simultaneously pressurized, the leg both bends and extends. Pressurization is controlled by two DC 12V 2-way normally closed electric solenoid air valves, one for bending \( \{|u_1|\} \) and one for extension \( \{|u_2|\} \). Two vacuum pumps are utilized for input (+) and exhaust (-). A motion capture camera system is used to collect position data \( \{y, z\} \) of the tip of the soft leg. The workspace of the tip is \( \mathbb{R}^2 \), and we observe both \( y \) and \( z \). Hence, the dictionary to be used in ACD-EDMD is formed as the Kronecker product of \( H_1(y) \) and \( H_1(z) \).

We adopt a two-pronged training and evaluation method. First, we conduct individual tests for the two parts by setting one input at zero. Then, we pressurize/depressurize both bending and extension parts to mimic a foot path [35]. In training, a
constant voltage input signal is given to the valves that control active leg parts. Each signal lasts for 2 sec; training inputs for different tests are listed in Table IV. Note that in Case 3 we train the system with both positive and negative listed values. Collected data are post-processed by a moving-average filter with window length of 5.

**TABLE IV**

| Training Inputs for the Soft Robotic Leg Experiments |
|-----------------------------------------------------|
| Case 1: Individual test for bending part u₁ = +[3.12, 3.01, 3.64, 5.92, 7.97] V |
| Case 2: Individual test for extension part u₂ = [0.00, 0.00, 0.00, 0.00, 0.00] V |
| Case 3: Test on the whole robot leg | u₁ = [(3.85, 4.55), (3.85, 12.03), (4.63, 4.63), (6.16, 6.16), (9.30, 9.30), (11.24, 4.55), (11.24, 12.03)] V |

We evaluate ACD-EDMD’s generalization capacity in three cases. In Cases 1 and 2, the input signal is a combination of two constant voltages (not used in training) each lasting for 1 sec. Case 1 testing input (bending part) is u₁ = 4.30 V for 1 sec followed by u₁ = 3.19 V for another 1 sec, while u₂ = 0 V for 2 sec. In Case 2 (extension part) the input sequence is u₁ = 0 V for 2 sec, while u₂ = 3.22 V for 1 sec and u₂ = 3.61 V for the following 1 sec.

**TABLE V**

| Comparative Results in Soft Robotic Leg Experiments |
|-----------------------------------------------------|
| Method                          | MSE [mm; mm] | Training Time [sec] |
|---------------------------------|--------------|--------------------|
| Hermite Polynomials            | [96.357; 2.940] | 0.11               |
| EDMD-DL                         | [0.095; 0.013] | 151.19             |
| SINDy                           | [0.507; 0.216] | 2.77               |
| ACD-EDMD (ours)                 | [0.464; 0.616] | 0.08               |

**V. Conclusions**

The main scientific premise in this paper is that robotic systems exhibit certain characteristic properties which can be exploited to inform selection and design of appropriate lifting functions for use in the context of modeling and control of data-driven Koopman operator based robotic systems. Selection of an appropriate set of lifting functions directly affects the Koopman operator’s ability to extract dynamics from data, and to-date several successful approaches using Koopman operator theory in the context of robotics employ empirically-selected lifting functions.

In this paper we provide an analytical way to design lifting functions based on fundamental topological spaces for robots (i.e. their configuration space if rigid and their workspace if soft) using products of Hermite polynomials. Our proposed method, termed ACD-EDMD, is simple to implement and enjoys provable guarantees of completeness and convergence when the observables are weighted bounded Evaluation results using a range of diverse robotic systems and tested both in simulation and via physical hardware experiments reveal that our proposed method can generalize well and predict accurately the robot’s state evolution. This finding is persistently observed especially in rigid robots, and even when testing the method’s generalization capacity in very different cases. An example is the wheeled robot learning to follow specific patterns (e.g., a circular trajectory) while trained on (simulated) random-input-signal trajectories.
Comparison with other related dynamics identification methods indicates that ACD-EDMD can achieve high prediction accuracy and low training times in all tested cases. Prediction accuracy is overall much higher than the baseline method of using directly EDMD with a sum of Hermite polynomials, on par to SINDy and in some cases higher than EDMD-DL (although the latter requires manual tuning of hyper-parameters to perform well). Training time is overall on par to the baseline case and at least two orders of magnitude faster than SINDy and two-four orders of magnitude faster than EDMD-DL. The fast training times of ACD-EDMD, compared with its high accuracy, make it beneficial for implementation in physical robots and toward online Koopman-based modeling and control architectures.

Promising results obtained herein lay the foundations to study higher-dimensional problems in future work. We demonstrated that Kronecker products of Hermite polynomials of up to first order terms can work well in the planar problems considered herein. Future work will investigate the trade-offs of including higher-order Hermite polynomial terms for prediction in 2.5D and 3D robotics problems.
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