Primary measurement method for the characterisation of impedance standard in the mΩ range
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Abstract
Impedance standards having impedance values in the low mΩ range, with non-zero reactances, and operable with alternating current-currents of a few Amps and up to a few kHz are needed for appropriate impedance meter calibration. These challenging operation parameters are most relevant for electrochemical impedance spectroscopy of high energy Li-ion battery cells. We present a primary measurement method that can be used for the characterisation of respective impedance standards traceable to the SI. Basically, two calibrated high precision DC voltage meters are used to sample the voltages across a characterised reference resistor and the impedance standard under test, while both are excited with the same ac current. The measured voltages are fitted with sin waves and the complex impedance value is calculated from the amplitudes and phase difference of the voltage curves. We present the measurement results of a test impedance in mΩ range, including a full uncertainty budget. Moduli of the measured impedances are compared with those of another method that has been presented recently. The results are equivalent up to 1 kHz and within a relative expanded uncertainty of around 0.47%.
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1. Introduction
Electrochemical impedance spectroscopy (EIS) is often used to characterize the performance of Li-ion battery (LIB) cells [1]. LIB cells used in electromobility applications usually have low impedance values in the mΩ range and below. Currently, there are no impedance standards available the assigned values of which are traceable to the International System of Units (SI). As a consequence, the metrological comparability [2] of results measured with different impedance meters is questionable in this range. Moreover, impedances of LIB cells usually show significant reactances, while calibration is usually performed only with resistors, ignoring varying phase angles. These shortcomings in the calibration of impedance spectrometers introduce significant uncertainties to the measured impedances [3]. Therefore, establishing traceability of impedance measurements results to the SI through well characterised impedance standards is a prerequisite for accurate impedance measurements of LIBs.
In order to improve traceability of impedance results in the full complex plane, a few impedance bridges and impedance standards have recently been developed [4–7]. Results of comparison of electrical impedance standards have recently been reported in the framework of the AIMQute project [8]. That comparison, which is the first of its kind, involves a standard impedance angle with a phase angle of ±30° and ±60° and, and a magnitude ranging from about 100 Ω to 1 MΩ. An automated impedance simulator, called iSimulator, which is capable of simulating the impedance of an impedance standard [9] has been developed to calibrate LCR-meters over the full complex plane in the frequency range from 50 Hz to 20 kHz and in the impedance range from 1 Ω to 10 MΩ. Impedance measurements of an RC element in series to a resistor have been demonstrated in the mΩ range and in a frequency range up to 10 kHz using effective voltage and current measurements [10] that are traceable to the SI. That technique however can only be used in conjunction with this specific circuitry, assuming negligible interfering impedances [11]. Some progress is currently made within the EMPIR project ‘LiBforSecUse’ to develop and establish low impedance standards [3], which fit well into the scope this work. 

We demonstrate a primary measurement set-up that can be used to measure impedances with arbitrary phase angles, in the range of a few mΩ, frequencies up to 1 kHz, and with currents of a few amperes, which are the operation parameters typically needed for EIS of LIBs. Basically, the set-up consists of two synchronised, high precision digital voltmeters and a high precision, low-inductance alternating current (AC)-resistor. The voltmeters, the resistor and the external trigger used for the synchronisation are each calibrated traceable to the SI. Thus, the measured impedances are likewise traceable to the SI. We will further provide a full uncertainty budget of the measurement results aiming at a target of 1% relative standard uncertainty. This target uncertainty is sufficient for impedance-based characterisation of LIBs, since uncertainties introduced by the battery are assumed to be significantly larger [1]. However, impedance standards (e.g. current shunts or reactance standards) and their characterisation might strive for smaller uncertainties [11].

In a first section we will describe the measurement set-up. In the second section we will discuss the uncertainty contributions to the measurement. Finally, we demonstrate the results of an impedance measurement of an RC element and compare them with the results of a measurement using the method of [10].

2. Reference spectrometer or low impedance measurements

2.1. Electrical impedance

The electrical impedance extends the concept of an ohmic resistance to AC circuits, describing not only the relation between the voltage and current amplitudes, but also their phase difference [12]. Therefore, if a sinusoidal voltage $v(t)$ is applied to a passive, electric element or circuit, thereby generating a linear current response $i(t)$, or vice versa, the impedance $Z$ is expressed as the ratio of both electric signals:

$$v(t) = V \cos(2\pi ft + \varphi_v) = \text{Real} \left( V e^{j2\pi ft} \right)$$

(1)

$$i(t) = I \cos(2\pi ft + \varphi_i) = \text{Real} \left( I e^{j2\pi ft} \right)$$

(2)

$V$ and $I$ are the voltage and current amplitudes, $\varphi_v$ and $\varphi_i$ are the respective phases, $j$ is the imaginary unit, and $f$ is the frequency. AC voltages and currents are usually denoted as complex phasors, basically omitting the frequency dependency:

$$I = I e^{j\varphi_i}$$

(3)

$$V = V e^{j\varphi_v}.$$  

(4)

Thus, the impedance is given as:

$$Z = \frac{V}{I} = \frac{V}{I} e^{j(\varphi_v - \varphi_i)} = \sqrt{\frac{V}{I}} e^{j\phi} = |Z| \cdot e^{j\phi}$$

$$= |Z| \cdot \cos(\varphi) + j |Z| \cdot \sin(\varphi) = Z' + jZ''.$$  

(5)

Equation (5) also denotes various representations of $Z$ that are often used. $|Z|$ is the modulus of the impedance and $\varphi = \varphi_v - \varphi_i$ is the phase difference between the voltage and the current. Note that $|Z|$ and $\varphi$ depend on frequency, since the linear frequency response of the current, i.e. its amplitude and phase, to an impressed voltage (and vice versa) depends on frequency. It must be emphasized that linearity between the excitation signal and the response is a fundamental prerequisite for the impedance concept. Electrochemical systems, i.e. LIBs, are actually non-linear. However, provided the amplitude of the excitation signal is small enough, which should be experimentally verified, they can be approximately considered linear.

LIBs are designed to have small internal resistances to minimize thermal power loss. High energy cells with capacities of up to some tens of Ah have impedances in the low mΩ range and below. The frequency ranges related to the time constants of the most relevant electrochemical processes reach from the low mHz range up to some kHz, depending on the electrochemical and geometrical properties of the cell [1].

2.2. Basic concept of the impedance measurement set-up

The basic concept of the impedance measurement set-up is outlined in figure 1. It consists of two high precision digital multimeters (DMM), a high precision reference resistor, an external trigger and a programmable current generator.

A sin-wave current $i_{th}(t)$ is impressed on the reference resistor (Precision AC Current Shunt Fluke A40B) and the device under test (DUT). The reference resistor is a high precision, coaxial current shunt to minimize inductive interference [13]. The wires connecting the current source to the resistor and the DUT are twisted as good as possible to minimize measurement errors through inductive coupling. The voltages are measured in 4T (four terminal) setups.
$i_m(t)$ is measured by the voltage drop $v_{\text{ref}}(t)$ across the reference resistor with a Keysight 3458A (DMM1), which provides appropriate accuracy for the sampling of low-frequency voltages [14–16]:

$$i_m(t) = \frac{v_{\text{ref}}(t)}{R_{\text{ref}}}.$$  

(6)

$R_{\text{ref}}$ is the DC value of the reference resistor. The sin-wave current is generated using a programmable generator and a linear amplifier. The voltage drop $v_{\text{DUT}}(t)$ across the device under test (DUT) is measured with a second Keysight 3458A (DMM2). An external trigger Keysight 33500 pulse generator is used to trigger both DMMs to synchronize the time axis of both measurements. The time axis is given by the trigger frequency. The signal amplitudes $V_{\text{ref}}, V_{\text{DUT}}$ and the phase difference $\varphi$ are subsequently determined by fitting sine curves into the measured voltage data. Using equation (5) the impedance $Z_{\text{DUT}}$ of the DUT is then calculated from:

$$Z_{\text{DUT}} = \frac{V_{\text{DUT}}R_{\text{ref}}}{V_{\text{ref}}} e^{i\varphi}.$$  

(7)

2.3. Traceability of the measured impedance

Only if measurement results are linked to a common reference, preferably the SI, through a documented unbroken calibration chain, meaning they are ‘traceable’ to that reference, their quantity values are measured on the same scale. Only such measurement results can reasonably be compared with each other, meaning they are ‘metrologically comparable’ [2].

Fundamentally, all impedance spectrometers measure the voltage and the current signals applied to the DUT, and their phase difference, even though the technical realisation can be quite different. In any case, traceability of the individual quantities cannot easily be accomplished with commercial impedance meters since they are not accessible for the user. Therefore, such spectrometers must be calibrated with adequate impedance standards, the impedance values of which must be determined by other means.

This can be achieved with the spectrometer described above. Looking at equation (7) it is obvious that the four input quantities $V_{\text{ref}}, V_{\text{DUT}}, R_{\text{ref}}$ and $\varphi$ measured with our set-up must be linked to SI standards to establish SI traceability for impedance measurements. These quantities are measured independently. Thus, SI traceability of the impedance $Z_{\text{DUT}}$ can easily be established through the calibration of the individual measurement devices with respect to SI voltage, resistance and, regarding measurement frequency, time standards. These calibrations have been conducted at the respective departments of the national metrology institute of Germany, the Physikalisch-Technische Bundesanstalt (PTB).

2.4. Measurement procedure and parameters

Data acquisition and processing algorithms applied to obtain the measurement results have been implemented in LabView. The sampling mode to measure $v_{\text{ref}}(t)$ and $v_{\text{DUT}}(t)$ was set to the DCV mode of the DMMs to digitize the sinusoidal voltages. The amplitude of the current generator was set to about 2 A so that the voltage amplitude $V_{\text{ref}}$ at the reference resistor (80 m$\Omega$) was about 160 mV. The sine wave frequencies ranged from about 1 Hz to 3 kHz with ten logarithmic steps per decade.

The measurement of the sinusoidal signal by a DMM at a given frequency is illustrated in figure 2. Each individual voltage measuring point was started by an external trigger. The voltage was then measured for an integration time $t_{\text{int}}$. In DCV mode, the integration time can be set by the user. Due to technical limitations the resolution of the A/D converter is determined by the integration time, which, in turn, determines the maximal sampling trigger frequency and vice versa. We have calculated the optimal integration times according to:

$$t_{\text{int}} = 0.9342t_s - 9 \mu s.$$  

(8)

from the specifications of the manufacturer. $t_s$ is described below.

The DMM has continuously been triggered with the set trigger frequency $f_{\text{trig}}$ until a number $N$ of trigger-pulses have been applied to obtain $N$ voltage measurements of the sine signal.

---

Figure 1. Outline of the spectrometer set-up for impedance measurement.
3. Measurement uncertainties

The measurement uncertainty of $Z_{\text{DUT}}$ is calculated according to GUM [18]. The uncertainty budget is based on equation (7). Thus, the main sources of uncertainty to the input quantities,

- amplitude of the sin-voltages of the reference resistor $V_{\text{ref}}$,  
- amplitude of the sin-voltages of the DUT $V_{\text{DUT}}$,  
- phase difference $\phi$ between both sin-voltages,  
- value of the reference resistor, $R_{\text{ref}}$,  

must be investigated. In the following, we will discuss the uncertainty contributions to each input quantity step by step.

3.1. Amplitudes $V_{\text{ref}}$ and $V_{\text{DUT}}$

3.1.1. Calibration of DMM. The DMMs have been calibrated at PTB. Calibration results of DMM1 and DMM2 are shown in table 1, which indicate the deviation $\Delta V_{\text{cal}}$ (third column) from the reference value (second column) and the expanded uncertainty of the deviation $U(\Delta V_{\text{cal}})$ (forth column). We have corrected the amplitudes $V_{\text{ref, fit}}$ and $V_{\text{DUT, fit}}$ for the deviation, applying:

$$V_{\text{ref}} = V_{\text{ref, fit}} - \Delta V_{\text{cal}} \quad (10a)$$

$$u^2(V_{\text{ref}}) = u^2(V_{\text{ref, fit}}) + u(\Delta V_{\text{cal}})^2. \quad (10b)$$

The correction of $V_{\text{DUT, fit}}$ and its uncertainty is calculated accordingly.

3.1.2. Long term instability. The uncertainty $u_{\text{ls}}$ of the voltage measurement increases over time due to a small unpredictable drift of the instrument. Table 2 quantifies the effect. The values are determined from [19]. The time refers to the period $t$ elapsed after last calibration. $U_{\Delta}$ (in table 2) is the voltage reference value. We have assumed a linear dependence on time to estimate this uncertainty contribution.

$$u_{\text{ls}}(t, \text{in range } U_{\Delta}) = a(\text{in range } U_{\Delta})t + \text{Const (in range } U_{\Delta}) \quad (11)$$

where $a$ and Const have been calculated from a linear interpolation of the values given in table 2.

3.1.3. Gain error. As mentioned, the maximal sampling frequency, $f_{\text{samp}}(\text{max})$, depends on the integration time and on the resolution of the A/D converter of the DMM and affects the gain error. Thus, the uncertainty budget must consider the gain error, depending on the selected settings. Table 3 shows the correlation [20].

3.1.4. Fitting uncertainty. The uncertainty of the fit, $u_{\text{fit}}$, is represented by the residuals of the fit calculated by the mean

\[ u_{\text{fit}} \]

2.5. Data processing

The Levenberg–Marquardt algorithm was applied to fit the sampling data of the sinusoidal voltages. The measured sine-waves can be described as:

$$v_{\text{fit, ref}}(t) = A_{\text{ref}} \cos(2\pi f_{\text{ref}}t + \phi_{\text{ref}}) + D_{\text{ref}} \quad (9a)$$

$$v_{\text{fit, DUT}}(t) = A_{\text{DUT}} \cos(2\pi f_{\text{DUT}}t + \phi_{\text{DUT}}) + D_{\text{DUT}}. \quad (9b)$$

Thus, the fitting was conducted by a four-parameter, nonlinear curve fitting algorithm to the measured data sets $(t_i, v_{\text{ref}}(t_i))$ and $(t_i, v_{\text{DUT}}(t_i))$, respectively, according to the IEEE Standard 1057-2017 [17]. $v_{\text{ref, fit}}, f_{\text{ref, fit}}$, and $\phi_{\text{ref, fit}}$ are calculated from $A_{\text{ref}}, B_{\text{ref}}, C_{\text{ref}},$ and $D_{\text{ref}}$. $C_{\text{DUT}}, D_{\text{DUT}}, f_{\text{DUT, fit}}$, and $\phi_{\text{DUT, fit}}$ are calculated from $A_{\text{DUT}}, B_{\text{DUT}}, C_{\text{DUT}},$ and $D_{\text{DUT}}$.

The measurement procedure includes a number of uncertainties to be considered. They will be discussed in the next section.

Figure 2. The measurement of the sinusoidal signal by a DMM.
Table 1. Results from DMM 1 and 2 (3458 A DCV) calibration certificate with expanded Unc ($k = 2$).

| Reference voltage (DMM 1) | Measured value | Deviation $\Delta V_{cal}$ | Uncertainty $u(\Delta V_{cal})$ |
|---------------------------|----------------|-----------------------------|--------------------------------|
| 0.100 000 V               | 0.099 9998 V   | −0.000 0002 V               | 1.4 $\mu$V                    |
| 100 mV                    | 9.998 55 mV    | −0.001 45 mV                | 0.73 $\mu$V                   |

Table 2. Values used to estimate the uncertainty contribution due to long term instability.

| Range/U_z | Basic accuracy | 90 d $\mu$V$^{-1}$ | 1 year $\mu$V$^{-1}$ |
|-----------|---------------|-------------------|---------------------|
|           | $a$           | Const             | $a$                 | Const               |
| 100 mV    | 5.0           | 3.0               | 9.0                 | 3.0                 |
| 1 V       | 4.6           | 0.3               | 8.0                 | 0.3                 |

Table 3. Gain error and its dependence on the resolution of A/D converter, maximum sampling frequency and integration time.

| Integration time $t_{10}$/ms | Resolution of A/D converter/bits | Maximum sampling frequency $f_{trig}$ (max)/Hz | Gain error $a$/ppm | Gain error $\mu$/ppm |
|-------------------------------|---------------------------------|---------------------------------------------|--------------------|---------------------|
| 0.012                         | 18                              | 41 666                                      | 30                 |                     |
| 0.2                           | 21                              | 4416                                        | 16                 |                     |
| 2                             | 21                              | 493                                         | 2.2                |                     |
| 20                            | 25                              | 50                                          | 0.5                |                     |

square error (MSE) between the best nonlinear fit and the sampling data:

$$u_{fit}^2 = \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (v_i - v_{fit})^2. \tag{12}$$

$v_i$ is the measured value $v(t_i)$ at the time $t_i$ and $v_{fit}$ is the corresponding value of the fitted sin voltage function according to equation (9). The uncertainty results mainly from noise present in the measured voltages and spurious components which might be present in the input signal [17]. Figure 3 shows exemplarily the moduli of the residuals for a measurement of a 100 Hz voltage signal of a test impedance (resistance in series to an RC element, see section 4.1), measured with both DMMs. The test impedance was in the order of 1 m$\Omega$ and the applied current was around 2 A. There is a small dependence of the residuals on voltage that can be seen from the sinusoidal (≈250 Hz) like shape of the residuals. Its origine could not be identified.

Table 4 shows quantity values of $u_{fit}$ exemplarily at some frequencies for the voltage amplitudes of the reference resistor ($V_{ref}$) and of the test impedance ($V_{DUT}$) mentioned above. The uncertainty increases slightly with frequency for the reference resistor but shows no significant dependence on frequency for the DUT.

Table 5 summarizes the uncertainty contributions exemplarily for the voltage amplitudes of the test impedance according to section 4.1 at 100 Hz. The major contributions result from fitting the signals. The overall combined standard uncertainty of the voltage amplitude is 2.2 $\mu$V.

Table 6 indicates the combined uncertainties for the amplitudes of the reference resistor and the DUT for various frequencies. The uncertainties increase slightly with frequency.

3.2. Phase difference $\varphi$

The main uncertainty contributions to the phase difference are:

(a) fitting of $v_{ref} (t)$ and $v_{DUT} (t)$,

(b) synchronisation error.

3.2.1. Fitting. The uncertainty of the fitting not only effects the voltage amplitude as described above, but also the derived phase difference. To estimate the uncertainty contribution for the phases of $v_{ref} (t)$ and $v_{DUT} (t)$ we have measured seven sweeps for each voltage signal and calculated the standard deviation of the phases derived from fits to each sweep. Since this procedure is quite time consuming, it has been conducted only once and this uncertainty contribution has been assigned to each subsequent measurement. The results are shown in table 7 for various frequencies.

3.2.2. Synchronisation. Synchronisation of the DMM devices is required to assign the same time axis to both voltage
measurements which is necessary to determine their phase difference.

To estimate the uncertainty contribution due to an erroneous synchronisation, a synchronisation test was carried out. To this end, both DMMs have been connected in parallel to a test impedance (see section 4.1). An AC current (2 A) has been impressed on the test impedance. Both DMMs have measured the AC voltage at the same time (40 samples per sine wave, 400 samples corresponding to ten sine waves). Afterwards, the DMMs have been switched and the measurement has been repeated. The uncertainty of the synchronisation has been estimated from the phase differences of the measured AC signals. The synchronisation test has been conducted at different frequencies (1, 10, 100 Hz and 1 kHz) to assess the dependence of the uncertainty on frequency. Additionally, the synchronisation test has been conducted with the reference resistor.

Table 8 shows the results of the synchronisation test for different frequencies of the voltage signal. The results are expressed in terms of the relative phase differences between the corresponding AC sin-voltage curves. The column on the right-hand side of the table shows the relative standard uncertainty \( u_{\text{sync}} \) assigned to synchronisation errors. The relative phase differences of the reference resistor \( R_{\text{ref}} \) have higher values than the values of the test impedance, so, \( u_{\text{sync}} \) values are calculated from the relative phase difference data of \( R_{\text{ref}} \). They have been estimated from the various results (DMMs switched). The synchronisation error is significantly larger at larger frequencies.

Table 9 summarizes the uncertainty contributions exemplarily for the phase difference measurement of the test impedance at 100 Hz. The major contributions result from fitting \( v_{\text{DUT}}(t) \) and the \( v_{\text{ref}}(t) \) with respect to table 4 for various frequency. It can be seen that the uncertainty increases with increasing frequency.

### 3.3. Reference resistor

The reference resistor has been calibrated by PTB with a DC current. The corresponding uncertainty is shown in Table 11.
The main uncertainty contribution results from the frequency-dependence of the resistance value. It is expressed as the relative deviation of the modulus of the measured impedance at frequency \( f \) from the calibrated DC value \( R_{DC} \):

\[
|Z(f)|_{AC} = R_{DC} \partial R(f) + 1
\]

(13)

With

\[
\partial R(f) = \frac{|Z(f)|_{AC} - R_{DC}}{R_{DC}}.
\]

(14)

Another source of uncertainty is the stability of the device over time between annual calibrations. The approximate 1 year stability is 18 \( \mu \Omega \ \Omega^{-1} \) [13]. Thus, the combined standard uncertainty of an 80 \( \Omega \) reference resistor is around 2.2 \( \mu \Omega \) in the frequency range of interest, if calibration uncertainty at DC, uncertainty of \( \partial R(f) \) and stability are considered.

3.4. Contact resistances and wiring

The effect of contact resistances can be neglected due to the four terminal connection with separate voltage and current leads. What is remaining, are erroneous voltages, which are induced into the voltage leads due to the mutual inductance between potential and current leads. These can be estimated by a mock up of the current path inside a Li-ion prismatic cell. To achieve this, a dummy cell has been constructed, where the current and voltage paths are realized by separated but running in parallel conductors (see figure 4). The impedance \( Z_{dummy}(f) \) is measured replacing the DUT by this dummy cell. It results mainly from the mutual inductance of the dummy cell and the measurement wires, and can thus be subtracted from the measured impedance results \( Z_{DUT, meas}(f) \) to correct for mutual inductance:

\[
Z_{DUT}(f) = Z_{DUT, meas}(f) - Z_{dummy}(f).
\]

(15)

We have also considered an uncertainty contribution \( u(Z_{dummy}) \) assigned to the correction, which we assume is dominated by the noise of the measurement. The uncertainty of the correction is 0.86 \( \mu \Omega \).

Inductive effects cannot completely be eliminated in the challenging \( \Omega \) range and can lead to significant uncertainties of the measured impedances with increasing frequency. The remaining uncertainty contributions due to induction are difficult to be quantified. For the time being, we have limited our investigation to the frequency range where the impedance spectrum of a resistor shows no frequency dependence, assuming that the remaining inductive uncertainty contributions are significantly smaller in that frequency range compared to the other uncertainty contributions. It should be noted that uncertainties due to capacitive stray effects are negligible in the frequency range of interest here.

3.5. Frequency

The uncertainties of measured \( Z_{DUT} \) values do not explicitly depend on frequency since the terms depending on frequency explicitly cancel in the ratio of equation (7). However, impedances of a specific DUT depend implicitly on frequency through the frequency dependences of the voltage amplitudes and phase differences. Thus, the uncertainty of the fitted sinusoidal frequency \( f_{fit} \) must be calculated and the dependence of the impedance of a specific DUT on frequency must be determined to estimate the effect of frequency uncertainty on the impedance of a specific DUT.

The uncertainty of \( f_{fit} \) was determined by progressing the uncertainty of the trigger frequency. To this end, the deviation \( \Delta f_{set} \) of the set value, \( f_{set} \), from the actual frequency of the trigger pulses of the external clock is needed. The actual trigger frequency is given by \( f_{set} = f_{set} - \Delta f_{set} \). \( f_{set} \) was given by the calibration certificate. No uncertainty was assigned to \( f_{set} \) since it is a set value. Using straightforward uncertainty calculation, it can be shown that
Note that $f_{\text{fit}}$ is linked to the trigger frequency, since the latter establishes the time axis of the sin-waves (also see figure 2). $u(f_{\text{fit}})/f_{\text{fit}}$ is in the order of $10^{-6}$. It must also be noted that the differences of the fitted frequencies of the current and voltage signals were negligible since both signals were strongly correlated (same circuit, simultaneously measured with the same trigger signal).

Finally, a linear relation $\Delta Z_{\text{DUT}}(f)/\Delta f$ was established piecewise after the measurement of a spectrum. These values were used to estimate the sensitivity coefficients and the uncertainty contribution of the frequency to the uncertainties of the frequency:

$$u_f(Z_{\text{DUT}}) = \frac{\Delta Z_{\text{DUT}}(f)}{\Delta f} u(f_{\text{fit}}).$$

This investigation can basically be applied to any representation of $Z_{\text{DUT}}$ (modulus/phase, real/imaginary). Table 12 shows exemplary uncertainty contributions of the frequency to the uncertainty of the modulus of the impedance.

### 3.6. Combined uncertainty of $Z_{\text{DUT}}$

The measurement function to calculate $Z_{\text{DUT}}$ is given by equation (7). Thus, assuming an infinite number of degrees of freedom for each uncertainty contribution, the expanded (95%) uncertainty of the modulus of $Z_{\text{DUT}}$ is given by:

$$U_c(|Z_{\text{DUT}}|) = 2 \sqrt{u(V_{\text{ref}}) \left( \frac{R_{\text{ref}}}{V_{\text{ref}}} \right)^2 + u(R_{\text{ref}}) \left( \frac{R_{\text{ref}}}{V_{\text{ref}}} \right)^2 + u(V_{\text{DUT}}) \left( \frac{R_{\text{ref}}}{V_{\text{ref}}} \right)^2 + u^2(|Z_{\text{DUT}}|) .}$$

The expanded uncertainty of the phase difference is given by:

$$U_c(\varphi_{\text{DUT}}) = 2 \sqrt{u^2(\varphi_{\text{fit}}) + u^2(\varphi_{\text{sync}}) + u^2(|\varphi_{\text{DUT}}|).}$$

Table 13 shows exemplarily the uncertainties of a passive test impedance at various frequencies. The uncertainty value increases with increasing frequency. At the highest frequency that can be achieved, the impedance uncertainty value is 0.0106 mΩ, or 0.47%, respectively. The test impedance and the measurement results will be discussed in more detail in the next section.

Finally, table 14 shows the individual contributions of the input quantities of equations (18) and (19) to the uncertainty of the $|Z_{\text{DUT}}|$, $\varphi_{\text{DUT}}$ at selected frequencies. The values correspond to the individual terms of equations (18) and (19). The major contribution to $|Z_{\text{DUT}}|$ results from $u(V_{\text{DUT}})$, which mainly results from fitting. Likewise, the major contribution to $\varphi_{\text{DUT}}$ also results from signal fitting of $V_{\text{DUT}}$. Thus, measures to reduce noise would be a promising means to reduce the uncertainty of the measurement.

### 4. Characterisation of a passive low impedance reference standard

#### 4.1. Test impedance

In this section, the characterisation of a passive test impedance is presented. The test impedance is designed such that its impedance spectrum reflects typical features of a low impedance battery cell and can be operated with currents and voltages similar to impedance measurements of high energy cells. It includes a resistor $R_2$ to represent the serial resistances of current collectors, electrolyte and contact resistances.
should be constant over the whole frequency range. Likewise, this can particularly be seen in the spectrum of the critical frequency $1/f_0$ with increasing high frequencies. The minimum of the modulus and the phases of the impedances for all three configurations up to about 100 Hz, which is indicated by the vertical line. The modulus of each of the configurations was measured to 3 kHz. Figure 5 shows the schematic diagram of the test impedance and the nominal values of its components.

### 4.2. Characterisation of the test impedance

The test impedance is designed such that its components can be measured individually. Impedance spectra of three configurations have been measured: $R_2$, $R_1||C_1$ and the total impedance of $R_2 + R_1||C_1$. The frequency range was from 1 Hz to 3 kHz. Figure 6 shows the measured spectra in terms of the moduli and the phases of the impedances for all three configurations (Bode-plots). Uncertainties are not shown in this figure since they cannot reasonably be resolved on this scale.

The spectra show the expected behavior qualitatively for each of the configurations up to about 100 Hz, which is indicated by the vertical line. The modulus of $R_2$ is a constant and the corresponding phase is zero. The modulus of the $R_1||C_1$ configuration is $R_1$ at low frequencies and decreases towards zero with increasing high frequencies. The minimum of the phase is around 50 Hz, which does, however, not correspond to the critical frequency $1/f_0 C_1 \approx 20$ Hz. At low frequencies, $R_1$ and $R_2$ contribute to the $R_2 + R_1||C_1$ configuration and approaches $R_2$ at higher frequencies.

The spectra start to show increasing deviations from the expected behavior above 100 Hz due to inductive contributions. This can particularly be seen in the spectrum of $R_2$ which should be constant over the whole frequency range. Likewise, the $R_2 + R_1||C_1$ configuration should approach a purely resistive behavior with zero phase at high frequencies while the $R_1||C_1$ becomes a pure $C$ at high frequencies with $-90^\circ$ phase. Hence, the simple equivalent circuit shown in figure is not adequate, since we have real components with lead resistances and inductances. In fact, the actual equivalent circuit needs not to be known to characterise the test impedance. Such unknown parasitic impedances can be accepted as a part of the test impedance if they are stable. As we will demonstrate in the next section, there is reasonable evidence that the induction causing the distortion must indeed be associated to the test impedance rather than to the reference spectrometer and the lead wires.

### 5. Comparison with an alternative method

The validation of the reference spectrometer has been performed by comparing the results of the test impedance with the impedance measurement system used in [10] which is based on the measurement of effective voltages and currents.
5.2. Comparison results

Both methods, the impedance spectrometer described above and the effective voltage/current method, have been used to measure the test impedance (figure 7). The results are presented in the figure 7. It shows a plot of the differences of the moduli of a passive impedance standard that has to be characterised as a primary reference for impedance spectrometers. However, the effective voltage/current methods can only be used to provide correct phase information for such a impedance standard if parasitic impedances can be neglected and the assumed equivalent circuit is adequate. Otherwise, as in the present case, the derived values for the circuit elements are erroneous. Therefore, it must be assumed that the value of $C_1$ shown in figure 5, which results from the application of the effective voltage and current measurement procedure, is erroneous. This also explains the deviation of the calculated critical frequency and that derived from figure 6. The presented reference spectrometer overcomes this problem, since a measured impedance spectrum (i.e. moduli and phases) does not require specific knowledge of the circuitry of the impedance standard. In fact, parasitic effects can be accepted as long as they are part of the impedance standard and do not change over time.

6. Summary and outlook

We have presented a reference spectrometer that can be used as a primary measurement method to characterise impedance standards in the low mΩ range with AC currents of a few Amps and up to one kHz. These operation parameters are most relevant for electrochemical impedance spectroscopy of high energy Li-ion cells, which are used for electric vehicles. We have further presented a comprehensive uncertainty budget of respective impedance measurements. The expanded uncertainty (95% coverage level) of the moduli increases from around 1 to 6 µΩ, and of the phase from around 0.001° to 0.1° between 1 Hz and 1 kHz. The major contributions to the uncertainty of both quantities result from fitting the sin-signals. Measures to reduce noise could decrease the uncertainty. The spectrometer showed good equivalence up to 1 kHz when compared with an alternative method, that is based on effective voltage and current measurements. It is however better suited to assign correct phases to the test impedance.

Currently, the spectrometer can only be applied to passive reference resistances that have no voltage bias. However, impedance spectroscopy of Li-ion cells necessarily includes the application of an adequate voltage bias to compensate the cell voltage. Therefore, impedance standards should also include a voltage bias for appropriate impedance meter calibration. The reference spectrometer will be developed further in a future project to be applicable to respective impedance standards.
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