Transition rates, survival probabilities, and quality of bias from time-dependent biased simulations
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Simulations with an adaptive time-dependent bias, such as metadynamics, enable an efficient exploration of the conformational space of a system. However, the dynamic information of the system is altered by the bias. With infrequent metadynamics it is possible to recover the transition rate of crossing a barrier, if the collective variables are ideal and there is no bias deposition near the transition state. Unfortunately, for simulations of complex molecules, these conditions are not always fulfilled. To overcome these limitations, and inspired by single-molecule force spectroscopy, we developed a method based on Kramers’ theory for calculating the barrier-crossing rate when a time-dependent bias is added to the system. We assess the quality of the bias parameter by measuring how efficiently the bias accelerates the transitions compared to ideal behavior. We present approximate analytical expressions of the survival probability that accurately reproduce the barrier-crossing time statistics, and enable the extraction of the unbiased transition rate even for challenging cases, where previous methods fail.

Kinetic rate constants are of fundamental importance by quantifying the speed of interconversion between metastable states in the description of physical phenomena. From protein folding to nucleation, the estimation of the transition rates allows us to understand the time scales of the events and the mechanistic implications. However, obtaining rate coefficients for rare events is not a trivial task. Computer-assisted methods have gained relevance in recent decades to predict kinetic properties [1–4]. Among these methods, molecular dynamics (MD) simulations have been widely used to study the thermodynamic and kinetic behavior of molecular systems [5–7]. Processes such as protein folding or ligand binding have been successfully studied by means of MD simulations [8–13]. However, MD has the limitation that the time scales of many rare events are not accessible by standard simulations, even using powerful supercomputers [14–16].

Enhanced sampling methods in combination with MD simulations have become useful alternatives for studying events that occur at long timescales [17]. These methods have been developed to accelerate the sampling of the conformational space, typically characterized by rugged landscapes and high energy barriers [18]. Among these methods, metadynamics [19] (MetaD), is an enhanced-sampling technique where the conformational search is accelerated by adding a history-dependent bias potential to the force-field. The biasing potential is a function of collective transition rates, survival probabilities, and quality of bias from time-dependent biased simulations
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Kinetic rate constants are of fundamental importance by quantifying the speed of interconversion between metastable states in the description of physical phenomena. From protein folding to nucleation, the estimation of the transition rates allows us to understand the time scales of the events and the mechanistic implications. However, obtaining rate coefficients for rare events is not a trivial task. Computer-assisted methods have gained relevance in recent decades to predict kinetic properties [1–4]. Among these methods, molecular dynamics (MD) simulations have been widely used to study the thermodynamic and kinetic behavior of molecular systems [5–7]. Processes such as protein folding or ligand binding have been successfully studied by means of MD simulations [8–13]. However, MD has the limitation that the time scales of many rare events are not accessible by standard simulations, even using powerful supercomputers [14–16].

Enhanced sampling methods in combination with MD simulations have become useful alternatives for studying events that occur at long timescales [17]. These methods have been developed to accelerate the sampling of the conformational space, typically characterized by rugged landscapes and high energy barriers [18]. Among these methods, metadynamics [19] (MetaD), is an enhanced-sampling technique where the conformational search is accelerated by adding a history-dependent bias potential to the force-field. The biasing potential is a function of collective variables (CVs) chosen to describe the degrees of freedom considered most relevant to the transition mechanism [19, 20]. MetaD has the advantage that, for a converged simulation and appropriate CVs [21], it is possible to directly recover the free energy profile of the system from the MetaD bias [22]. However, a disadvantage of MetaD, as well as other enhanced sampling methods, is that information about the dynamics of the simulated system is corrupted, due to the sampling acceleration [21]. Therefore, it may seem impossible to extract quantitative rate information from such simulations.

Nevertheless, several methods have been developed to estimate rate coefficients from enhanced-sampling simulations [15, 23–25]. Some involve the calculation of diffusion coefficients and the construction of Markov State Models [26–34]. Among these methods infrequent metadynamics [28] (iMetaD), has been widely used in recent years [35–42]. iMetaD is based on the transition state theory, and employs an acceleration factor [43, 44] extracted from MetaD simulations. The main idea is to deposit bias infrequently so that no bias is deposited in the region of the transition state. In this way the dynamics of the TS region is not corrupted [28], and it is possible to correct the escape times from a state. In addition to the slow biasing frequency, this approach also requires a small set of CVs that determine the relevant states and pathways of the system [15]. When these conditions are satisfied, the distribution of escape times follows a Poisson behavior [45]. The reliability of the distribution of the rescaled escape times obtained with iMetaD
### FIG. 1. Kramer’s time-dependent barrier-crossing rate for biased simulations.

(a) Schematic representation of the escape from a bottom-well with a time-dependent bias. \( \gamma V_{MB}(t) \) measures the effective contribution of the added bias toward lowering the effective barrier. (b) Examples of \( V_{MB}(t) \) for frequent and infrequent bias-deposition times. The results are, for the double-well potential example, \( V_{MB}(t) \) along \( y \) with bias-deposition times \( d_i = 1 \) (orange), \( 5 \) (green), and \( 20 \) (blue) \((\times 10^3)\) steps averaged over multiple runs.

is tested using the Kolmogorov-Smirnov test (KS), which compares the cumulative distribution function (CDF) of the rescaled (escape) times to that theoretically expected \([45]\). Despite the usefulness of this, a major limitation is that it relies on ideal CVs, where the bias potential is zero at all the dividing surfaces \([46, 47]\). Modifications of iMetaD have thus been proposed \([48, 49]\). However, these methods do not directly compute the time-dependent rate or survival probably due to the bias.

Here, we take inspiration from dynamic force spectroscopy experiments, where a bias is ramped up with time similar to the simulations with a dynamic bias. For these experiments, accurate kinetic predictions of the force-dependent rates and transition probabilities \([50–52]\) have been derived. By considering the biasing potential analogous to an external force, we introduce a physical model of barrier-crossing events in time-dependent biased simulations for computing directly the transition statistics. The major advantages are that one can extract the unbiased rate and, at the same time, assess the quality of the CVs in terms of their contribution to the bias acceleration.

For diffusive dynamics, and high barriers, Kramer’s theory \([53, 54]\) is used to calculate the rate (i.e., inverse of mean residence time) to cross a barrier along a coordinate

\[
k_0 = k_{pre} e^{-\beta \Delta G_0^f}, \tag{1}
\]

where \( \Delta G_0^f \) is the barrier height (Fig. 1a), \( \beta = 1/k_B T \) is the inverse temperature, and \( k_{pre} \) is the pre-exponential factor that depends on the diffusion coefficient, shape of the bottom-well and barrier-top.

In MetaD short-range repulsive functions are deposited at regular time intervals within a low-dimensional CV space. Over time, the bias fills the well. This reduces the effective barrier experienced by the system which is thus crossed more rapidly. To describe this reduction of the barrier height, we use the time-dependent maximum bias (MB) averaged over multiple runs

\[
V_{MB}(t) = \frac{1}{R} \sum_{r} \max_{t' \in [0,t]} V_B^f(t'), \tag{2}
\]

where \( V_B^f(t) \) is the instantaneous bias at time \( t \) for simulation run \( r \), and \( R \) is the total number of runs. \( V_{MB}(t) \) is the average maximum height of the biasing potential (i.e., the level of bias added to the bottom-well) up to time \( t \). In the case of an ideal CV, \( \Delta G_0^f - V_{MB}(t) \) would be the effective time-dependent barrier experienced by the biased system.

\( V_{MB}(t) \) depends on the shape of the potential surface, the bias-deposition time (\( d_i \)), and bias-deposition height, among others. In Fig. 1b, we present some examples of \( V_{MB}(t) \) for several \( d_i \). The blue line shows the case for which iMetaD is valid. We will compute directly the statistics for barrier-crossing times from biased simulations, covering a wider range of \( V_{MB}(t) \), by explicitly taking into account their time dependence.

Assuming a quasi-adiabatic bias deposition, we apply Kramer’s theory over the potential presented in Fig. 1a, to calculate the time-dependent rate of escape due to the bias acceleration

\[
k(t) = k_{pre} e^{-\beta \Delta G_0^f + \beta \gamma V_{MB}(t)} = k_0 e^{\beta \gamma V_{MB}(t)}, \tag{3}
\]

where \( k_0 \) is the intrinsic rate (Eq. 1), and we are assuming that \( k_{pre} \) does not change due to the bias.

We introduce \( \gamma \in [0,1] \) as an additional parameter that measures how much of the bias contributes to the acceleration. For ideal CVs, i.e., where the added bias acts along the direction of the true transition and helps to lower the effective barrier, we expect \( \gamma = 1 \). By contrast, we expect \( \gamma = 0 \) for poorly chosen CVs, i.e., where the bias acts in directions orthogonal to the transition. We illustrate this behavior of \( \gamma \) for a cusp-like harmonic double-well potential (shown in Supplementary Text Eq. 1) where parameter \( a \) controls the separation between the wells along \( x \), i.e., the quality of the \( x \) CV. If \( a \approx 0 \), \( x \) is a poor coordinate because the wells are not separated when projecting along this direction. In this case, if we bias along \( x \), we show that \( \gamma \approx 2a \) (and therefore \( \gamma \to 0 \)). In contrast, for this potential, when biasing along the good CV \( y \), \( \gamma = 1 \) is derived. Therefore, \( \gamma \) is not simply an ad hoc bias factor, but it measures a physical property that can be related to the quality of the CV.

Using Kramer’s Time-Dependent Rate (KTR), from Eq. 3, we calculate the survival probability by adapting the methods used for the analysis of single-molecule force spectroscopy experiments \([50]\),

\[
S(t) = \exp \left( -\int_0^t k(t') dt' \right) = \exp \left( -k_0 \int_0^t e^{\beta \gamma V_{MB}(t')} dt' \right). \tag{4}
\]

The survival probability depends on \( V_{MB}(t) \). For example, if the bias presents a logarithmic time dependence, \( V_{MB}(t) = a \log(1+bt) \) (e.g., orange line in Fig. 1b), then the survival probability is

\[
S(t) = \exp \left( \frac{k_0}{b(\beta \gamma a+1)} \right) \left( 1 - (1+bt)^{\beta \gamma a+1} \right). \tag{5}
\]
In the Supplementary Text, the analytic expression for a linear time-dependent bias is presented. For more general $V_{MB}(t)$, we can solve Eq. 4 numerically.

Let us assume that there are $M + N$ independent biased simulations that start from the well bottom where $M$ cross the barrier and $N$ remain in the basin. By monitoring $V_B(t)$ over the runs, we can calculate $V_{MB}(t)$ (Fig. 1b), and use it to calculate $S(t)$ (Eq. 4). The transition rate $k_0$ and $\gamma$ can be extracted in two manners: (i) by calculating the cumulative distribution function (CDF) using the simulation barrier-crossing times (without rescaling) and fitting the CDF using $1 - S(t)$, or (ii) by maximizing the likelihood function

$$
\mathcal{L} = \prod_{i \in \text{events}} \frac{dS(t)}{dt} \bigg|_{t=t_i} \prod_{j \in \text{non-events}} S(t_j),
$$

where $i$ and $j$ account for events and non-events, respectively, $t_i$ is the escape time observed in the biased simulation $i$, and $t_j$ is the total simulation time for run $j$ that did not transition. To validate the statistics of the simulation barrier-crossing times, bootstrap analysis and KS-tests can be performed using the CDF (see the Supplementary Text).

To study the effect of the CVs, we first tested the theory on a 2D double-well potential (Fig. 2a). We ran MetaD Monte Carlo simulations over a good CV ($y$) or a poor CV ($x$) (see the Supplementary Text for details) having a wide range of bias-deposition times. We started 100 simulations from the lower well and counted a transition when the system reached the top well. Fig. 1b shows examples of the average $V_{MB}(t)$ over the runs biased along $y$. In Fig. 2b, we show the CDFs for the simulation-jump times and their fits using $1 - S(t)$ (from Eq. 4) for both coordinates and the different bias-deposition times. These results show that $x$ is a poor coordinate because it does not accelerate as much the barrier-crossing events. However, in all cases there is good agreement between the theoretical and empirical CDFs. In Supplementary Fig. 1, we show CDFs for the rescaled times using iMetaD (see the Supplementary Text) together with their theoretical fits. We find that along the good CV $y$ this method works well. However, along the poor CV $x$ with frequent bias-deposition times iMetaD fails because its underlying assumptions do not hold [45]. In Fig. 2c, we present the extracted rates from numerical integration of Eq. 4 with maximum likelihood (Eq. 6) and compare them to those extracted with iMetaD by rescaling the times. We find that the KTR method estimates accurate unbiased rates, even for the challenging cases of fast deposition times and poor reaction coordinates. We note that for some of these cases (empty squares in Fig. 2c) the iMetaD KS-test fails, indicating that the iMetaD estimate should not be used (see Supplementary Fig. 1). Interestingly, our KTR theory enables extracting information about the quality of the biased CVs. Fig. 2d shows the extracted $\gamma$ as a function of the bias-deposition time for both coordinates. As expected, biasing along the poor CV leads to a lower $\gamma$.

These results indicate that the KTR method is able to extract accurate unbiased rates and assess the quality of a CV.

We now apply the KTR theory to study ligand unbinding from all-atom MD simulations. CDK2 is a kinase with abundant structural and pharmacological information available [55]. Due to its important role in the cell cycle, CDK2 has been considered a potential target for anticancer drugs [56]. We studied the unbinding of ligand 03K (ZINC13580440), starting from PDB structure 4EK5.

We used well-tempered metadynamics [57] that modulates the height of the bias as the simulation progresses. A global view of the protein-ligand complex and its interactions is shown in Fig. 3a. We estimated the rate ($k_0$) for the ligand unbinding using three sets of MetaD simulations with 50 replicas each of 10, 40 and 300 ns and
FIG. 3. CDK2-ligand unbinding biased simulations. (a) Global view of the protein and binding pocket. We highlight the residues that interact with the ligand inside the binding pocket. (b) CDK2-ligand unbinding trajectories in five example trajectories (Δt = 10 ps). The solvation state of the ligand (top) and the distance between the center of mass of the ligand and the center of mass of the binding pocket (bottom) are shown as a function of time. (c) Representative snapshots of the different metastable states in the path to unbinding. We follow the crystallographic contacts between the ligand and the binding pocket to define the metastable states. The arrows show the location of the snapshots along the trajectory. i) Bound state: the crystallographic pose and crystallographic contacts are shown. ii) and iii) Before complete unbinding, two intermediate states are formed, where the ligand presents some interactions with residues within the active site. iv) Unbound state: the crystallographic contacts approach to zero, and the ligand is fully solvated with no interactions inside the binding site. For our analysis, we defined the unbound state when the crystallographic-contacts CV is < 0.01.

bias-deposition time of 1, 10 and 100 ps, respectively (see the Supplementary Text for details). We biased two CVs which caused the ligand to unbind during the simulations in most cases. The CV1 (w) tracks the solvation state of the ligand and CV2 (d) the distance between the center of mass of the ligand and the pocket (see the Supplementary Text). In Fig. 3b, we show representative examples of these CVs as a function of time for five trajectories using a bias deposition time of 10 ps. To clearly identify the states, we monitor an additional CV: the number of crystallographic contacts, c, (see the Supplementary Text), without adding bias to it (Fig. 3c). When the main interactions between the ligand and the pocket are broken, the crystallographic contacts approach zero. In our analysis, we considered a transition on the final dissociation event, i.e., when CV c (measuring the fraction of crystallographic contacts) is less than 0.01. However, note that the unbinding of the ligand from CDK2 involves several intermediate states before the unbound state is reached (Fig. 3c).

We found that, for all simulation setups, the time dependence of the average maximum bias $V_{MB}(t)$ was well fitted to a logarithmic function $f(t) = a \log(1 + bt)$ (see Supplementary Fig. 2). This allowed us to use the analytic expression of $S(t)$ in Eq. 5 (with fitted parameters $a$ and $b$ fixed) to extract $\gamma$ and $k_0$, and to perform KS-tests against the analytic $S(t)$ (Eq. 5). In Fig. 4a, we show the empirical CDFs for the simulation barrier-crossing times for the different setups together with the fits of the KTR formalism. The estimated $\gamma$ and $k_0$, and their errors (extracted from bootstrap analysis of the passed KS-trials) are shown in Supplementary Fig. 3. As expected, $\gamma$ increases for slower deposition times; however, even for the best case its median is around 0.78, indicating that the bias setup and CVs are not perfect. In comparison to the experimental rate $k_{exp} = 0.26 \pm 0.05 \text{s}^{-1}$[58], the extracted rates approach the experimental one as the quality of bias increases. For the longest bias-deposition

FIG. 4. Barrier-crossing statistics of CDK2-ligand unbinding. (a) CDF of the simulation barrier-crossing (jump) times for the well-tempered metadynamics simulations for different bias-deposition times (1ps (red), 10ps (orange) and 100ps (blue)). The solid lines show the fits of the KTR method using the analytical $S(t)$ from Eq. 5, starting from the same initial conditions to search for the optimal parameters. The extracted rate $k_0$ and quality of bias $\gamma$ are shown with the same color scheme. The KS-tests pass for all bias-deposition time setups. (b) CDF of the iMetaD rescaled times from the same simulations. Attempted fits are shown as solid lines, together with extracted rates. For these cases the KS-test fails.
time, the estimate is $k_0 = 0.14 \pm 0.03 s^{-1}$, which is on the same order of magnitude as the experiment. We consider this a successful result since we are using simulations of maximum length 300 ns to estimate a value that is on the order of seconds. Moreover, the KTR method proves extremely valuable when predicting the underlying statistics of barrier-crossing times in comparison to attempted CDF-fits using the iMetaD rescaled times (Fig. 4b) [28, 45].

Inspired by the methods from the force spectroscopy community [50–52] that calculate barrier-crossing rates induced by forces acting on single molecules, in this work, we used Kramers’ theory to calculate the time-dependent transition rates and survival probabilities from time-dependent biased simulations. Here, we have used examples from MetaD simulations, however, the KTR method is general for any time-dependent biased simulation along some CVs, such as, adaptive biasing force [59, 60], adiabatic bias MD [61, 62], adaptively biased MD [63, 64], among others. Importantly, our method not only enables estimating the unbiased intrinsic rate but also provides a measure for the effectiveness of the added bias to accelerate the transition (related to the quality of the CVs). This overcomes severe limitations encountered with previous approaches where the bias had to be deposited very infrequently over ideal CVs.

There are several points of the KTR theory that can be improved in future work. For example, there could be cases where multiple values of $k_0$ and $\gamma$ fit equally well the CDFs, and additional restrictions over these parameters might be required. Automatized methods to determine when the barrier-crossing occurs might be helpful. Moreover, Kramers’ high-barrier approximation or the quasi-adiabatic assumption might breakdown for extremely large biases or deposition times. A generalization to multiple-basins and dimensions would also be useful.
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I. SUPPLEMENTARY TEXT

A. Rate-acceleration factor: quality of bias $\gamma$

Consider the diffusive escape from a 2D double-well potential over a cusp-like barrier. The potential is given by

$$V(x, y) = \begin{cases} \frac{y^2}{2} + \frac{(x-ay)^2}{2}, & \text{for } y \leq 1, \\ -\infty, & \text{for } y > 1. \end{cases}$$  \hspace{1cm} (1)

The minimum of the potential well is at $x = y = 0$, and the barrier for escape at $x = a$ and $y = 1$. The barrier height is $\Delta G_0^i = \frac{1}{2}$. We consider diffusion on this potential with a uniform and isotropic diffusion coefficient at an inverse temperature $\beta \gg 1$, i.e., in the high-barrier limit. Then, for $a \approx 0$, $y$ is a good CV because it reports on the approach to the barrier, whereas $x$ is a poor CV because it reports on motions orthogonal to the escape over the barrier.

Now, consider that metadynamics is performed with $x$ as the chosen CV. We assume that bias deposition is very slow such that we have quasi-equilibrium conditions. Then, metadynamics flattens the potential of mean force (PMF) along $x$ up to a preset level $\Delta G$. The PMF along $x$ is defined as

$$e^{-\beta g(x)} = \int_{-\infty}^{1} dy e^{-\beta V(x, y)} ,$$  \hspace{1cm} (2)

up to an additive constant, chosen such that the minimum is at a PMF value of zero. For small $a$ and $x$, the PMF along $x$ can be approximated as

$$g(x) \approx \frac{x^2}{2(1 + a^2)} .$$  \hspace{1cm} (3)

For a given metadynamics bias level $\Delta G$, the bias acts on the range $|x| < \sqrt{2(1 + a^2)} \Delta G$. The combined potential including the metadynamics bias is then

$$U(x, y|\Delta G) = \begin{cases} V(x, y) - g(x), & \text{for } |x| < \sqrt{2(1 + a^2)} \Delta G \\ V(x, y) - \Delta G, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (4)

The potential $U(x, y)$ has a minimum in the bound well for $|a| < 1/\sqrt{2\Delta G - 1}$. The minimum is located at $x = \sqrt{2(1 + a^2)} \Delta G$ and $y = a \sqrt{2\Delta G/(1 + a^2)}$. The lowest energy barrier to escape on the combined potential is located at $x = \sqrt{2(1 + a^2)} \Delta G$ and $y = 1$. For $|a| < 1/\sqrt{2\Delta G - 1}$, the height of the barrier on the potential $U(x, y)$ including the metadynamics bias is

$$\Delta G^i = \frac{1 + a(a - \sqrt{8(1 + a^2)\Delta G + 2a\Delta G})}{2} .$$  \hspace{1cm} (5)

Now if metadynamics has reached a level of $\Delta G = \Delta G^i = 1/2$, i.e., the level of the barrier in the potential $V(x, y)$, the potential well is nominally filled. However, as the above calculation shows, for $|a| < 1/\sqrt{2\Delta G - 1}$ a barrier $\Delta G^i_0$ remains. For small $a$ and $\Delta G = \Delta G^i_0 = 1/2$, the height of this remaining barrier is

$$\Delta G^i \approx \frac{1}{2} - a .$$  \hspace{1cm} (6)

If one now uses the Kramers’ approximation for the rate of escape from the potential well without bias (Eq. 1 Main Text),

$$k_0 = k_{\text{pre}} e^{-\beta \Delta G^i_0} ,$$

and with a bias potential filled up along $x$ to a height of $\Delta G = \Delta G^i_0$, then the rate accelerates to

$$k_{\text{meta}} = k_{\text{pre}} e^{-\beta \Delta G^i} \approx k_{\text{pre}} e^{-\beta \Delta G^i_0(1-2a)} .$$  \hspace{1cm} (7)

This means that we have not gotten the full boost from metadynamics. In the Main Text, we correct for this reduced boost by the factor $\gamma$. For the problem here, this factor is obtained from

$$k_{\text{meta}} \approx k_{\text{pre}} e^{-\beta \Delta G^i_0(1-2a)} = k_{\text{pre}} e^{-\beta \Delta G^i_0(1-\gamma)} .$$  \hspace{1cm} (8)

Therefore, for the escape from this double well and $a \approx 0$, the quality of bias is thus

$$\gamma \approx 2a .$$  \hspace{1cm} (9)

In other words, for $a \rightarrow 0$, when $x$ is orthogonal to the escape flux, we have no acceleration from metadynamics, and from $0 < a \ll 1$, we have only a much smaller acceleration than what would be achieved by biasing along a well-chosen CV.

If instead $y$ is chosen as the CV, metadynamics flattens the PMF along $y$. The PMF along $y$ is given, up to a constant, by

$$G(y) = \frac{y^2}{2} .$$  \hspace{1cm} (10)

The combined potential is

$$U(x, y|\Delta G) = \begin{cases} V(x, y) - G(y), & \text{for } |y| < \sqrt{2\Delta G} \\ V(x, y) - \Delta G, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (11)

For $\Delta G = \Delta G^i_0 = 1/2$, the barrier to the exit at $x = a$ and $y = 1$ vanishes. Therefore, the choice of $y$ as a CV results in a boost factor $\gamma = 1$ for all values of $a$.

B. Analytical $S(t)$ for a linear time-dependent bias

Assuming a linear time dependence of the bias $V_{\text{MB}}(t) = at$, and using Eq. 4. (Main Text), we derived the following analytical expression for the survival probability

$$S(t) = \exp \left( \frac{k}{\beta \gamma a} (1 - e^{\beta \gamma a t}) \right) ,$$  \hspace{1cm} (12)

where $\gamma$ and $k$ are the quality of bias and intrinsic transition rate, respectively.
C. Maximization of the likelihood function

Combining the expressions of the likelihood from Eq. 6 (Main Text) and the survival function from Eq. 4 (Main Text), we obtain an expression for the log-likelihood

$$\ln L(k_0, \gamma) = -k_0 \sum_{i=1}^{M+N} \int_0^{t_i} e^{\beta \gamma V_{MB}(t')} dt' + M \ln k_0 + \sum_{i \in \text{events}} \beta \gamma V_{MB}(t_i) ,$$

(13)

where $M$ is the number of events and $N$ the number of non-events. Our aim is to extract parameters $k_0^*$ and $\gamma^*$ that maximize this function. The derivative with respect to $k_0$ of the log-likelihood is

$$\frac{\partial}{\partial k_0} \ln L(k_0, \gamma) = - \sum_{i=1}^{M+N} \int_0^{t_i} e^{\beta \gamma V_{MB}(t')} dt' + \frac{M}{k_0}.$$  

(14)

To solve for the optimal intrinsic rate, we set the previous derivative to zero, and find it as a function of $\gamma$

$$k_0^*(\gamma) = \sum_{i=1}^{M+N} \int_0^{t_i} e^{\beta \gamma V_{MB}(t')} dt'.$$

(15)

Using this function, we search for the optimal parameters $\gamma^*$ and $k_0^*(\gamma^*)$ through numerical maximization of $\ln L(k_0^*(\gamma), \gamma)$. 

D. Rate from iMetaD

In MetaD, the kinetic rates of the system are altered in a complex way because of the acceleration due to the time-dependent bias, constructed as a sum of repulsive Gaussian-shaped functions deposited at regular time intervals within a low-dimensional CV space. Different approaches have been designed to recover unbiased kinetic rates from MetaD using Markov state models [27, 31]. iMetaD, proposed by Tiwary and Parrinello [28], is a simple and commonly applied approach that starts by repeating a series of identical MetaD simulations where Gaussians are deposited relatively slowly, in order to reduce the probability of biasing the transition state region. Under these conditions, ideas from Grubmüller [43] and Voter [44] based on TST are exploited to recover the unbiased dynamics of the system by rescaling the simulation time with an acceleration factor correcting for the bias. In practice, we rescale the times from MetaD by $\exp(-t/\tau)$. The Kolmogorov-Smirnov test (KS-test) is a non-parametric test that enables comparing the similarity between one-dimensional probability distributions.

In iMetaD, the reliability of the rescaled escape (residence) times is quantitatively assessed by comparing their empirical cumulative distribution function (ECDF) to the theoretical cumulative distribution function (TCDF) of a homogeneous Poisson process using a two-sample KS test [45]. A $p$-value threshold of 0.05 is typically used [45]. The ECDF is fitted to the TCDF of a homogeneous Poisson process, $P(t) = 1 - \exp(-t/\tau)$. Following Salvalaglio et al. [45], a TCDF is built from a large number of sample times (e.g., $10^6$) randomly generated according to $P(t)$. Then, a two-sample KS test is applied to assess the similarity between ECDF and TCDF, with the null hypothesis that the two sampled distributions share the same underlying distribution. If the $p$-value from the KS-test is higher than 0.05, ignoring the fact that $\tau$ has been fitted, then the null hypothesis is accepted and a Poissonian process is considered appropriate to describe the statistics of the process. The rate coefficient is then calculated as the inverse of the average time from the fit of the ECDF, $k_{iMetaD} = 1/\tau$.

Contrast, the KTR method does not rescale the times and therefore, is not constrained to assume Poissonian statistics. When the analytical form of $V_{MB}(t)$ is known (e.g., linear or logarithmic time-dependency), the survival probability $(S(t))$ can be extracted from Eq. 4 (Main Text), and the TCDF is given by $1 - S(t)$. One can perform the KS-test as described above using the new TCDFs and comparing it to the ECDF of the simulation-jump times, extracting a $p$-value that indicates if the KS-test passed or not.

We adapted a Matlab code provided by Salvalaglio et al. [45] to python3.6 for the calculation of $\tau$ using iMetaD and the KS-test (for both methods, iMetaD and KTR). The histograms of the CDFs are built using the number of bins equal the total number of simulations (this was tested empirically to obtain the best fits of the CDF for the 2D system). We use logarithmic scale to create the histograms for iMetaD and a linear scale for KTR.

F. Practical considerations

Bootstrap analysis:
To estimate the errors of the extracted parameters, we performed a bootstrapping analysis. The number of bootstrapping samples is 100 for all systems. We use the distributions of each parameter from the bootstrap samples to estimate its error (Fig. 2, Fig. 4a and, SI Fig. 3).

Code availability:
The codes to fit analytically or numerically $V_{MB}(t)$
and the survival probabilities are available on GitHub: https://github.com/kpalaciorodr/KTR

G. 2D double-well potential

To analyse the dependence of the results on the quality of the CVs, we used a 2D double-well potential \( U(x) = -k_BT \ln \left( e^{-20(x^2-0.15)^2} + 0.05 + e^{-20(y^2-0.15)^2} \right) \) (similar to that in ref. 65). For this potential, the projection of the free energy surface along the \( x \) coordinate leads to an underestimation of the barrier between the wells, while the projection along the \( y \) coordinate represents faithfully the underlying 2D barrier of around \( 8 \, k_BT \) (see Fig. 2a). The Monte Carlo (MC) step was performed randomly from a uniform distribution for each CV in the range [-0.005, 0.005] around the current point inside a grid between -0.4 and 1.4 for \( x \) and \( y \). These trial moves were accepted according to the Metropolis criterion. A bias height of 0.04 and a bias width of 0.04 were used. To assess the effect of the CV, the simulations were performed adding bias only along a single coordinate (i.e., either the \( x \) or \( y \) coordinate, in independent simulations). The bias deposition time was varied and 100 simulations were launched for each CV. To obtain the reference rate coefficient \( k_{\text{unbias}} \) for the double-well potential, we performed 1000 unbiased runs with 3 × 10^7 MC steps. We calculated \( k_{\text{unbias}} = M/(\sum_i t_i + \sum_j t_j) \) where \( M \) is the total number of events, \( t_i \) is the escape time observed in run \( i \), and \( t_j \) is the total simulation time for run \( j \) that did not have a transition (for the unbiased case around 30% of non-events).

H. CDK2-ligand unbinding simulations:

Well-tempered MetaD simulations [57] were carried out using the GROMACS 2019.4 program [66, 67] patched with PLUMED 2.5.3 [68]. The complex was solvated with a cubic water box, centered at the geometric center of the complex with at least 2.0 nm between any two periodic images. The AMBER99SB-ILDN [69] force field was used to model the system with the TIP3P water model [70]. The ligand was parameterized using antechamber [71] with GAFF [72]. The parameters found were converted into GROMACS format using ACPYPE [73]. A minimization was done with the steepest descent algorithm and stopped when the maximum force was \( \leq 1000 \, \text{kJ/mol-nm} \). Periodic boundary conditions were considered. We used the leapfrog algorithm to propagate the equations of motion and the nonbonding interactions were calculated using a PME scheme with a 1.0 nm cutoff for the part in real space. We performed a 100 ps equilibration in an NVT ensemble using the velocity rescaling thermostat [74] followed by a 100 ps equilibration in an NPT ensemble using Parrinello-Rahman barostat [75] with a time step of 2 fs. The MD production was performed without restrains, with a time step of 2 fs in an NPT ensemble at 300.15 K and 1 atm.

We chose two CVs for the well-tempered MetaD simulations. The first CV was the solvation state of the ligand \( (w) \), calculated as the coordination number between two groups

\[
w = \sum_{i \in A} \sum_{j \in B} w_{ij},
\]

with

\[
w_{ij} = 1 - \left( \frac{r_{ij} - d_0}{r_0} \right)^n + 1 - \left( \frac{r_{ij} - d_0}{r_0} \right)^m,
\]

where \( d_0 = 0, r_0 = 0.3, n = 6 \) and \( m = 10 \). In the sum of Eq. 17, group A is the center of mass (COM) of the ligand and group B are the oxygen atoms of all water molecules at a distance shorter than 5 Å from the pocket. The second CV was the distance between binding pocket and ligand \( (d) \). We define \( d \) as the distance between the COM of the heavy atoms in the ligand and the COM of the \( \alpha \)-carbons in the binding pocket, i.e., at a distance of 5 Å from the ligand in the binding pose.

Well-tempered MetaD [57] is performed with an initial Gaussian height of 1.5 kJ/mol. The width \( (\sigma) \) of the Gaussians was \( \sigma_w = 0.13 \) and \( \sigma_d = 0.02 \) nm, for the \( w \) and \( d \) CVs, respectively. We used a bias factor of 15. We performed independent simulations where Gaussians were deposited every 1, 10 and 100 ps with total simulation time of 10, 40 and 300 ns, respectively. 50 simulations per Gaussian deposition time were performed.

To monitor the escape of the ligand from the binding pocket, we followed (without biasing it) the evolution of an additional CV, the crystallographic contacts \( (c) \). Using \( c \) we can distinguish easily between the bound and unbound state of the ligand. To define \( c \) we use an equation analogous to Eq. 18, involving the atoms responsible for the main interactions between the ligand and the binding pocket, i.e., group A are the nitrogen atoms of the ligand that form hydrogen bonds – in the binding pose – with the atoms in the group B: O-Glu81, O-Leu83 and O-Gln85. These interactions are shown in Fig. 3a (Main Text).
II. SUPPLEMENTARY FIGURES

FIG. 1. CDFs of rescaled times and fits to Poisson distributions along x and y. CDFs of the rescaled barrier-crossing (jump) times from iMetaD. Runs with bias along x (bottom) or y (top) for different bias-deposition times ($d_t$). Red to blue points go from frequent to infrequent $d_t$. Fits to the respective Poisson distribution are shown as solid lines [45].

FIG. 2. Fits of $V_{MB}(t)$ for the CDK2-ligand unbinding simulations using a logarithmic function. Time-dependent maximum bias $V_{MB}(t)$ (see Main Text Eq. 2) for the CDK2-ligand unbinding simulations. Solid lines show the fits to a logarithmic function $f(t, a, b) = a \log(1 + bt)$. The fit for the longest bias-deposition time was up to 200ns.

FIG. 3. Extracted parameters from CDK2-ligand unbinding simulations using the KTR theory. (top) Quality of bias $\gamma$ and (bottom) transition rate $k_0$ extracted using the KTR method for the CDK2-ligand unbinding simulations with different bias-deposition times. The results show the median, and credible interval calculated at 25% and 75% for the distribution of trials that passed the KS-test from bootstrap analysis (which were more than 50% of the trials for all cases). The experimental value of the transition rate is shown as a dashed black line.