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Abstract

In this work we investigate the variation of the online kernelized ridge regression algorithm in the setting of $d-$dimensional adversarial nonparametric regression. We derive the regret upper bounds on the classes of Sobolev spaces $W^\beta_p(X)$, $p \geq 2$, $\beta > \frac{d}{p}$. The upper bounds are supported by the minimax regret analysis, which reveals that in the cases $\beta > \frac{d}{2}$ or $p = \infty$ these rates are (essentially) optimal. Finally, we compare the performance of the kernelized ridge regression forecaster to the known non-parametric forecasters in terms of the regret rates and their computational complexity as well as to the excess risk rates in the setting of statistical (i.i.d.) nonparametric regression.

1. Introduction

We consider the online least-squares regression framework (Cesa-Bianchi and Lugosi, 2006) as a game between the environment and the learner where the task is to sequentially predict the environment’s output $y_t$ given the current input $x_t$ and the observed history $\{(x_i, y_i)\}_{i=1}^{t-1}$. Specifically, let $\mathcal{X} \subset \mathbb{R}^d$ be an input space, $\mathcal{Y} \subset \mathbb{R}$ a label space, and $\mathcal{Y} \subset \mathbb{R}$ a target space. Before the game starts, the environment secretly produces a sequence of input-output pairs $(x_1, y_1), (x_2, y_2), \ldots$ in $\mathcal{X} \times \mathcal{Y}$ over some (possibly infinite) time horizon.

At each round $t \geq 1$, the environment first reveals an input $x_t \in \mathcal{X}$; the learner predicts $\hat{y}_t \in \mathcal{Y}$ based on past information $(x_1, y_1), \ldots, (x_{t-1}, y_{t-1}) \in \mathcal{X} \times \mathcal{Y}$ and on the current input $x_t$, which is considered the estimate of the true label $y_t \in \mathcal{Y}$. The true label $y_t$ is then revealed, the learner suffers the squared loss $(y_t - \hat{y}_t)^2$ and round $t + 1$ starts. The problem is to design an algorithm
which minimizes the learner’s cumulative regret

\[ R_n(\mathcal{F}) := \sup_{f \in \mathcal{F}} R_n(f), \quad \text{where} \quad R_n(f) := \sum_{t=1}^{n} (y_t - \hat{y}_t)^2 - \sum_{t=1}^{n} (y_t - f(x_t))^2, \quad (1) \]

over \( n \geq 1 \) rounds with respect to the best fixed prediction rule from some reference functional class \( \mathcal{F} \subset \mathbb{R}^\mathcal{X} \).

Unlike in the standard statistical learning framework where the data stream is assumed to be generated from some underlying stochastic process, usually with an independent noise component in the setting of adversarial online learning no stochastic assumption on the nature of the dataset \( \{x_s, y_s\}_{s=1}^{T} \) is posed. The problem of online learning with arbitrary (adversarial) data goes back to the work of Foster (1991). A lot of theoretical research has been done since then for parametric models (see example Azoury and Warmuth, 2001; Cesa-Bianchi, 1999; Vovk, 1998). The amount of data and the complexity of current machine learning problems have led the community to explore the more general problem of online-learning with methods based on nonparametric decision rules and with the reference classes being bounded functional sets of continuous functions (see ex. Vovk (2006a), Rakhlin and Sridharan (2014)). Much effort has been devoted to the regret analysis with respect to functional classes that include Sobolev spaces (Rakhlin and Sridharan, 2014; Rakhlin et al., 2014; Vovk, 2006a, 2007). Surprisingly, only a few explicit algorithms have been designed to address the regression problem (Vovk, 2006a,b, 2007; Gaillard and Gerchinovitz, 2015). While having optimal (or close to optimal) regret rates, they have the disadvantage of either being computationally intractable or of providing suboptimal regret upper bounds (see Table for computational complexities of some known algorithms 1). For more details on previous work, we refer the reader to Section 5.

In this work we consider the framework of online adversarial regression over the benchmark classes \( \mathcal{F} \) being the bounded balls of continuous representatives in Sobolev spaces ((see e.g., Adams and Fournier, 2003)) \( W^{\beta}_{p}(\mathcal{X}) \), \( p \geq 2 \) and \( \beta \geq \frac{d}{p} \).

The problem is of interest since, to date, the computationally efficient algorithm ((see e.g., Jézéquel et al., 2019)) which achieves the optimal regret rates is provided in the case when the underlying Sobolev ball is included in a Sobolev RKHS. The latter corresponds to the case when \( \beta > \frac{d}{2} \) and \( p = 2 \).

**Overview of the main results and outline of the paper** The aim of this paper is to provide a deeper analysis of the regret achieved a version of online kernel ridge regression algorithm, Kernel Aggregating Algorithm Regression, (KAAR, see Gammerman et al. (2004)). In particular the key contribution is the analysis of the robustness of the KAAR which returns an element in RKHS while competing against a function from Sobolev class which does not belong to a RKHS. We notice that (on the contrary to many known nonparametric schemes, see for example Rakhlin and Sridharan (2014), Vovk (2007)) this algorithm is computationally tractable. Comparison of the performance of KAAR to the known procedures (both in regret rates and computational efficiency) is summarized in Table 1. Furthermore, we also prove lower bounds for minimax regret (which is defined as the infimum over all admissible strategies of a supremum of all data-sequences), which assures that KAAR reaches optimal or close to optimal (up to an arbitrary small polynomial factor in the number of rounds) regret rates on bounded balls of Sobolev spaces \( W^{\beta}_{p}(\mathcal{X}) \) with \( p \geq 2 \) and \( \beta > \frac{d}{2} \) or when \( p = \infty \).
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| KAAR (4) | Rakhlin and Sridharan (2014) | Gaillard and Gerchinovitz (2015) | EWA by Vovk (2006a) |
|---|---|---|---|
| Regret | Cost | Regret | Cost | Cost \(d = 1, p = \infty\) | Regret | Cost |
| \(\beta > \frac{d}{2}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | Non constructive | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n)\) | \(\poly(n)\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n) + nd\) |
| \(\frac{d}{2} < \beta \leq \frac{d}{2}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | Non constructive | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n)\) | \(n^{\beta\left(\frac{3}{2\beta + d}\right)}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n) + nd\) |
| \(p = \infty, \beta \leq \frac{d}{2}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | Non constructive | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n)\) | \(n^{\beta\left(\frac{3}{2\beta + d}\right)}\) | \(n^{1 - \frac{d}{2\beta + d}}\) | \(\exp(n) + nd\) |

Table 1: Regret rates and time complexity of KAAR (4) (new upper bounds from this paper are highlighted in blue) and the existing algorithms for online nonparametric regression.

More precisely, the result is threefold. On the one hand, our analysis recovers the classical result for Sobolev spaces, i.e. when \(\beta > d/2\) and \(p \geq 2\). In particular, we show in Theorem 4 that on the classes of continuous functions which belong to Sobolev RKHS of smoothness \(\beta\), KAAR (with properly chosen regularization parameter) achieves the optimal regret upper bound,

\[ R_n(\mathcal{F}) \lesssim n^{1 - \frac{2\beta}{2\beta + d}} \log n. \]

On the other hand, we consider the more challenging scenario when \(1/2 \geq \frac{\beta}{d} > 1/p\) which corresponds to the benchmark functional classes that cannot be embedded into a RKHS and that have smaller smoothness. We will refer to this case as the hard-learning scenario. In Theorem 6 we prove that in such a scenario with \(\mathcal{F} = B_{W_p^\beta(\mathcal{X})}(0, R)\) the regret of KAAR is upper-bounded by

\[ R_n(\mathcal{F}) \lesssim n^{1 - \frac{\beta}{d} \frac{p - \frac{d}{2}}{p - 2}} \log n. \]

In particular, when \(p = \infty\), the regret upper bound is of order \(O(n^{1 - \frac{\beta}{d} + \varepsilon} \log n)\). The latter bound is proven to be essentially optimal (up to a constant \(\varepsilon\) that can be made arbitrary small) by the corresponding lower bound for minimax regret in Section 4 for the lower bounds. Optimal regret upper bounds on the classes of bounded Hölder balls were previously derived with polynomial-time algorithms for \(d = 1\) Gaillard and Gerchinovitz (2015). The case \(d \geq 1\) and \(\beta = 1\) was also analyzed for Lipschitz and semi-Lipschitz losses in Cesa-Bianchi et al. (2017). Notice that throughout the paper we do not consider the case of Sobolev spaces with \(\frac{\beta}{d} \leq 1/p\). In the latter case the existence of continuous representatives for equivalence classes in \(W_p^\beta(\mathcal{X})\) is not guaranteed.

In Figure 1, we plot the regions of the \((1/p, \frac{\beta}{d})\)-plane corresponding to the different regret cases where we obtain either the optimal rate or a suboptimal rate, but improved with respect to classical discretization algorithms in the nonparametric framework (see Vovk (2006a)). Note that the smaller \(\beta/d\) and \(p\) are, the harder the problem is. Additional graphs comparing the regret of KAAR with the regret of EWA (see Vovk (1998)) are available in Appendix G.

To complete the analysis of the KAAR in the setting of online nonparametric regression over Sobolev spaces, we use the general results of Rakhlin and Sridharan (2014), derive sharp bound

1. In terms of its upper bound.
2. Gaillard and Gerchinovitz (2015) only provide an efficient version of their algorithm for Sobolev spaces with \(p = \infty\), \(d = 1\) and \(\beta \geq 1/2\). Their efficient algorithm can however be extended for any \(\beta \in (0, 1/2)\) with a polynomial time complexity.
3. The notation \(\lesssim\) denotes an approximate inequality which includes multiplicative constants which depend on \(\mathcal{F}\) and \(\mathcal{X}\).
Figure 1: (Left) Different regions in the \((\frac{1}{p}, \frac{\beta}{d})\)-plane for which our new regret bound for KAAR: [light green] is optimal (i.e., \(\beta > \frac{d}{2} \) or \(p = \infty\)); [dark green] improves the bound of EWA by Vovk (2006b); [blue] is worse than the bound of EWA; [red] is linear in \(n\) (i.e, \(\beta \leq \frac{d}{p}\)). (Right) Hardness of the problem in the \((\frac{1}{p}, \frac{\beta}{d})\) plane on the fat-shattering dimension and establish corresponding lower bounds for the minimax regret. More precisely, we prove that any admissible algorithm suffers at least regret of order \(n^{1-2\beta/(2\beta+d)}\) in the smooth case \(\beta > \frac{d}{2}\), and \(n^{1-\frac{\beta d}{2}}\) when \(\beta \leq \frac{d}{2}\). In particular, this implies that KAAR achieves optimal regret rates when \(\beta > \frac{d}{2}\) or \(p = \infty\). The regret analysis of KAAR on the classes of bounded classes of continuous functions in Sobolev spaces \(W_p^\beta(X)\), \(p \geq 2\) as well as lower bounds for the minimax regret for the classes of bounded balls in Sobolev spaces \(W_p^\beta(X)\) are summarized in Table 2.

| Upper bound of KAAR                  | Lower bound for minimax regret |
|-------------------------------------|-------------------------------|
| \(\beta > \frac{d}{2}\)            | \(n^{1-\frac{\beta d}{2}} + \varepsilon \log(n)\) | \(n^{1-\frac{\beta d}{2}}\) |
| \(\frac{d}{p} \leq \beta \leq \frac{d}{2}\) | \(n^{1-\frac{\beta d}{2}} + \varepsilon \log(n)\) | \(n^{1-\frac{\beta d}{2}}\) |
| \(p = \infty, \beta \leq \frac{d}{2}\) | \(n^{1-\frac{\beta d}{2}} + \varepsilon \log(n)\) | \(n^{1-\frac{\beta d}{2}}\) |

Table 2: Regret upper bounds of KAAR and the corresponding lower bound on the classes of bounded subsets of \(W_p^\beta(X)\), \(\beta \in \mathbb{R}, p \geq 2\). Here \(\varepsilon > 0\) is an arbitrary small number.

The outline of the rest of the paper is as follows. In Section 2, we fix the notation and recall the definition of Sobolev spaces, reproducing kernel Hilbert spaces (RKHS) and their data-sample based effective dimension. Furthermore, we describe KAAR therein. In Section 3, we provide our regret upper bounds for KAAR and in Section 4 we present the corresponding lower bounds. Finally, in Section 5, we make more detailed comparisons with existing work both in the adversarial online regression setting and in the standard statistical framework with i.i.d. observations. We
discuss the optimality of the rates, compare it to the excess risk analysis in the statistical case and comment on the aspect of computational complexity by showing that KAAR is superior to the known nonparametric schemes in terms of runtime and storage complexities. All the proofs as well as technical details on Sobolev spaces and kernels are given in the Appendices.

2. Notation and background

2.1 Kernels and effective dimension

We recall below some notations on reproducing kernel Hilbert Spaces (RKHS). An in-depth survey on this topic can be found in Smola and Schölkopf (2002) and Steinwart and Cristmann (2008). A Hilbert space of functions $\mathcal{H} := \{ f : \mathcal{X} \mapsto \mathbb{R} \}$ equipped with an inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ is called RKHS if for every $x \in \mathcal{X}$ the evaluation functional $\delta_x(f) := f(x)$ is continuous in $f$. Furthermore, we say that function $k(\cdot, \cdot) : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$ is a kernel function, which is used in the proofs) is given in Appendix A. We denote also $\mathcal{H}_k := \{ k(x, \cdot) \in \mathcal{H} \}$ for every $x \in \mathcal{X}$ (i.e. the so-called reproducing property holds). In this case we write $\mathcal{H}_k$ to denote the RKHS generated by kernel $k(\cdot, \cdot)$ and say that kernel $k(\cdot, \cdot)$ is a reproducing kernel of $\mathcal{H}_k$. Denote also $\lambda_j(K_n)$ to be the $j$-th largest eigenvalue of the matrix $K_n$. We give below the definition of the effective dimension, which measures the complexity of the underlying RKHS based on a given data sample. It plays a key role in our regret analysis of KAAR.

Definition 1 (Effective dimension) Let $k : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$ be a kernel function, $\mathcal{D}_n = \{ x_i \}_{i=1}^n \in \mathcal{X}^n$ be a sequence of inputs and $\tau > 0$. The effective dimension associated with the sample $\mathcal{D}_n$, the kernel $k$ and a scale parameter $\tau$ is defined as

$$d_{\text{eff}}^n(\tau) := \text{Tr} \left( (K_n + \tau I)^{-1} K_n \right) = \sum_{j=1}^n \frac{\lambda_j(K_n)}{\lambda_j(K_n) + \tau},$$

where $I : \mathbb{R}^n \mapsto \mathbb{R}^n$ is the identity matrix and $K_n$ is the kernel matrix associated to the kernel $k$.

In statistical learning, it has been shown (Zhang (2005), Rudi et al. (2015), and Blanchard and Muecke (2017)) that the effective dimension characterizes the generalization error of kernel-based algorithms. This is a decreasing function of the scale parameter $\tau$ and $d_{\text{eff}}^n(\tau) \to 0$ when $\tau \to \infty$. On the other side, as $\tau \to 0$, it converges to the rank of $K_n$, which can be interpreted as the "physical" dimension of the points $(k_{x_i})_{1 \leq i \leq n}$. Additional definitions and related notations on kernels (which are used in the proofs) are given in Appendix A.

2.2 Sobolev Spaces

Let $\beta \in \mathbb{N}_*$, $2 \leq p < \infty$ and $\mathcal{X} := [-1, 1]^d$, where we use standard notation for $\mathbb{N} := \{0, 1, 2, \ldots \}, \mathbb{N}_* := \{1, 2, \ldots \}$. We denote by $L_p(\mathcal{X})$ the space of equivalence classes of $p$-integrable functions with respect to the Lebesgue measure $\lambda$ on the Borel $\sigma$-algebra $\mathcal{B}(\mathcal{X})$ and by $[f]_\lambda$ the $\lambda$-equivalence class to some function $f : \mathcal{X} \mapsto \mathbb{R}$. We denote $|\gamma|_1 := \sum_{i=1}^n |\gamma_i|$ for $\gamma \in \mathbb{N}^d$ and we write $D^\gamma f$ for the multidimensional weak derivative (see section 5.2.1, page 242 in Evans (1998)) of the
function $f : \mathcal{X} \mapsto \mathbb{R}$ of order $\gamma \in \mathbb{N}^d$. We denote by $C^m(\mathcal{X})$ the space of all $m$-times differentiable functions $f$ with multidimensional derivative $D^\gamma f$ ($\|\gamma\|_1 \leq m$, $\gamma \in \mathbb{N}^d$) that are continuous on $\mathcal{X}$ and let $C(\mathcal{X})$ denotes the standard space of continuous functions equipped with the norm $\|f\|_{C(\mathcal{X})} = \max_{x \in \mathcal{X}} |f(x)|$ (we write it simply $\|f\|$ when no confusion can arise). For the normed space $(\mathcal{G}, \| \cdot \|)$ we use $B_{\mathcal{G}}(x, R)$ and $\overline{B}_{\mathcal{G}}(x, R)$ to denote respectively the open and the closed ball of radius $R$ centered at the point $x$.

We recall that the Sobolev space (see Chapter 3 in Adams and Fournier (2003)) $W^\beta_p(\mathcal{X})$ is the space of all equivalence classes of functions $[f]_\lambda \in L^p(\mathcal{X})$ such that

$$
\|f\|_{W^\beta_p(\mathcal{X})} \equiv \begin{cases} \left( \sum_{|\gamma|_1 \leq \beta} \|D^\gamma f\|^p_{L^p(\mathcal{X})} \right)^{\frac{1}{p}} & \text{if } p < \infty \\
\sup_{|\gamma|_1 \leq \beta} \|D^\gamma f\|_{L^\infty(\mathcal{X})} & \text{if } p = \infty
\end{cases}
$$

is finite.

The notion of Sobolev spaces is then extended to the case of any real $\beta > 0$ (see Appendix B for the details) by means of the Gagliardo semi-norms. In the case $p = 2$ it can be shown to be equivalent to the known approach of fractional Sobolev spaces defined via Fourier transform.

**Sobolev Reproducing Kernel Hilbert Spaces.** We recall here known results on embedding characteristics of fractional Sobolev spaces, which are essential in our analysis. Let $s \in \mathbb{R}_+$ and consider the Sobolev space $W^\alpha_2(\mathcal{X})$ with $\mathcal{X} \subset \mathbb{R}^d$. It is a separable Hilbert space (see Chapter 7 in Schaback (2007)) with the inner product $\langle f, g \rangle = \int \sum_{|\gamma|_1 \leq s} \langle D^\gamma f, D^\gamma g \rangle_{L^2(\mathcal{X})}$. By Sobolev Embedding Theorem (see Theorem 7.34 in Adams and Fournier (2003) for the case $s \in \mathbb{R}_+$, $s > d/2$) we have that $W^\alpha_2(\mathcal{X}) \hookrightarrow C(\mathcal{X})$. The latter embedding is to be understood in the sense that there exists $C_1 > 0$, such that each equivalence class has a unique element $f \in C(\mathcal{X})$ such that $\|f\|_{C(\mathcal{X})} \leq C_1 \|f\|_{W^\alpha_2(\mathcal{X})}$. We refer to the set of continuous representatives of all equivalence classes in $W^\alpha_2(\mathcal{X})$ as to **Sobolev RKHS** and denote it as $W^s(\mathcal{X})$. It can be shown (see paragraph 7.5 and Theorem 7.13 in Schaback (2007)) that $W^s(\mathcal{X})$ is indeed a RKHS. Furthermore (see part (c)Theorem 7.34) when $p \geq 2$, $W^s_p(\mathcal{X})$ is embedded into the space of continuous functions $C(\mathcal{X})$ if $s > d/p$ while if $s < d/2$ is not (and not embeddable into) a RKHS.

Furthermore, (see Chapter 7 in Schaback (2007)), Sobolev RKHS $W^s(\mathcal{X})$ is generated by the translation invariant kernel, which is a restriction to $\mathcal{X}$ of the kernel $k_s$ of $W^s(\mathbb{R}^d)$ (see also Corollary 10.48 on page 170 in Wendlandt (2005)). It is a continuous, bounded and measurable kernel (see general Lemma 4.28 and 4.25 in Steinwart and Cristmann (2008)) which is defined for all $x, x' \in \mathcal{X}$ by

$$
k(x, x') := \frac{2^{1-s}}{\Gamma(s)} \|x - x'\|^{\frac{d}{2} - \frac{d}{2}} K_{\frac{d}{2} - s}(\|x - x'\|),
$$

where $K_{\alpha}(\cdot)$ is a modified Bessel function of the second kind (see Chapter 5.1 in Wendlandt (2005) for more details on Bessel function). Alternatively, the kernel function $k(\cdot)$ of Sobolev RKHS $W^s(\mathcal{X})$ can be described by its Fourier transform, which equals $\mathcal{F}(k)(\omega) = (1 + |\omega|\frac{d}{2})^{-s}$.

We refer the reader to the Chapters 10-11 in Wendlandt (2005) as well as to Novak et al. (2017) for more details on the kernel functions of Sobolev RKHS.
2.3 KAAR

In this work, we analyse the regret achieved by KAAR (Gammerman et al. (2004)), over the (Sobolev) RKHS $W^s(\mathcal{X})$. The regret is measured with respect to the benchmark classes of bounded Sobolev balls $W^\beta_p(\mathcal{X})$ which may have different regularity, i.e. we consider the case when $\beta \neq s$.

**Remark 2** We remark that the right-hand-side of (4) depends on the input $x_t$, so while $\hat{f}_t \in W^s(\mathcal{X})$, the prediction function $x_t \mapsto \hat{f}_{\tau,t}(x_t)$ is a measurable function which in general not necessarily belongs to the space $W^\beta_2(\mathcal{X})$, thus the prediction map not necessarily belongs to the benchmark class against which the algorithm is competing with. This corresponds to the so-called case of improper learning (see more details in (Rakhlin et al., 2015; Hazan et al., 2018)). Furthermore, a sequential version of kernel ridge regression was considered by Zhidanov and Kalnishkan (2010). It removes the term $f^2(x_t)$ in the r.h.s. of (4) and clips the prediction, by forecasting $\hat{y}_t^M := \hat{y}_t := \min(\max(-M, \hat{f}_{\tau,t}(x_t)), M)$, where $\hat{f}_t$ is the solution to the Problem 4 without $f^2(x_t)$ term. In the case of nonlinear estimator KAAR, for the clipped version of the KAAR forecaster $\hat{y}_t^M$.

**Parameters:** $d \geq 1$, $s > d/2$, and $\tau > 0$

**Initialization:** define $k(\cdot, \cdot)$ as in (3);

while $t \geq 1$ do
observe $x_t \in \mathcal{X}$;
\[ \tilde{y}_t := (y_1, \ldots, y_{t-1}, 0)^\top; \]
\[ \tilde{k}(x_t) := (k(x_1, x_t), \ldots, k(x_{t-1}, x_t), k(x_t, x_t)); \]
\[ K_t := (k(x_i, x_j))_{1 \leq i, j \leq t}; \]
forecast $\tilde{y}_t := \tilde{y}_t^\top (K_t + \tau I_t)^{-1} \tilde{k}(x_t)$;
observe $y_t$;
end

**Algorithm 1:** KAAR (Gammerman et al., 2004) on Sobolev RKHS

KAAR (see Algorithm 1) was first introduced in the case of adversarial sequential linear regression by Vovk (2001) and Azoury and Warmuth (2001); further it was analyzed in Cesa-Bianchi and Lugosi (2006), Rakhlin and Sridharan (2014), Gaillard et al. (2019) and applied to concrete forecasting problems including electricity (Devaine et al., 2013), air quality (Mallet et al., 2009) and exchange rate (Amat et al., 2018) forecasting. It was extended to the case of general reproducing Hilbert spaces in Gammerman et al. (2004), while Jézéquel et al. (2019) provide a variation of the algorithm with the same regret and reduced computational complexity. In the case of Sobolev spaces, KAAR (Alg. 1) reads as follows. Let $\tau > 0$, $s > d/2$ at round $t \geq 1$; KAAR predicts $\tilde{y}_t := \hat{f}_{\tau,t}(x_t)$, where

\[ \hat{f}_{\tau,t} := \text{Arg Min}_{f \in W^s(\mathcal{X})} \left\{ \sum_{j=1}^{t-1} (y_j - f(x_j))^2 + \tau \| f \|^2_{W^\beta_2(\mathcal{X})} + f^2(x_t) \right\}. \tag{4} \]

The prediction $\tilde{y}_t = \hat{f}_{\tau,t}(x_t)$ can be computed in the closed form by Algorithm 1 in $O(n^3 + n^2 d)$ operations (see Section 5.3 for details on the computational complexity). This improves computational complexity over other known nonparametric online regression algorithms, which achieve optimal regret with respect to Sobolev spaces in dimension $d$.
since for every \( y_t \in [-M, M] \) we have \( (y_t - \hat{y}_t^M)^2 \leq (y_t - \hat{y}_t)^2 \) so the upper bound regret analysis for KAAR can directly be applied to its clipped version.

We emphasize that throughout the paper \( \beta \) and \( p \) refer to the parameters of the benchmark Sobolev space and \( s > d/2 \) refers to the smoothness parameter of RKHS \( W^s(\mathcal{X}) \) used in KAAR.

3. Main results: Upper bound on the regret of KAAR on the classes of Sobolev balls.

In this section, we present regret upper bounds of KAAR on the reference classes of bounded balls in \( W^\beta_p(\mathcal{X}) \), \( \beta > \frac{d}{p} \). By Sobolev embedding Theorem (see Adams and Fournier (2003) Theorem 7.34 or, say, Equation 10 on page 60 in Edmunds and Triebel (1996)), condition \( \beta > \frac{d}{p} \) implies that every equivalence class in \( W^\beta_p(\mathcal{X}) \) has a continuous representative. In our analysis under \( R_n\left(B_{W^\beta_p(\mathcal{X})}(0, R)\right) \) we always understand regret with respect to the correspondent ball of continuous representatives bounded in the norm of the space \( W^\beta_p(\mathcal{X}) \) (Adams and Fournier, 2003).

We consider the framework of online adversarial regression with the label space \( \mathcal{Y} := [-M, M] \), target space \( \hat{\mathcal{Y}} \subset \mathbb{R} \), the input space being \( \mathcal{X} = [-1, 1]^d \) and the reference class \( F := B_{W^\beta_p(\mathcal{X})}(0, R) \) being an open ball in Sobolev space \( W^\beta_p(\mathcal{X}) \) of radius \( R > 0 \) with \( d \in \mathbb{N}_*, \beta \in \mathbb{R}_+ \) and \( p \geq 2 \), where we use standard notation for \( \mathbb{N}_* = \{1, 2, \ldots\} \). We remark that the assumption on the input space is given for simplicity and can be weakened to any bounded domain in \( \mathbb{R}^d \) with Lipschitz boundary (see Chapter 4 in Adams and Fournier (2003) on more details on Lipschitz boundaries).

3.1 Key preliminary result and the upper bound on the effective dimension.

We start by recalling a general upper bound on the regret of KAAR on the bounded balls of the general separable RKHS in terms of the effective dimension. It is a direct extension of the upper bound of KAAR in Vovk (2001); Azoury and Warmuth (2001) from finite dimensional linear regression to kernel regression and can be retrieved from Theorem 2 in Gammerman et al. (2004) (see also Proposition 1 and 2 in Jézéquel et al. (2019) for the next statement) for the case of Sobolev RKHS, as the underlying kernel function is continuous. The regret of KAAR on any \( f \in W^2(\mathcal{X}) \) is upper-bounded as

\[
R_n(f) \leq \tau \|f\|^2_{W^2(\mathcal{X})} + M^2 \left(1 + \log \left(1 + \frac{n\kappa^2}{\tau}\right)\right) d_{\text{eff}}^n(\tau),
\]

where \( \kappa > 0 \) is such that \( \sup_x k(x, x) \leq \kappa^2 \) and \( d_{\text{eff}}^n(\tau) \) is the effective dimension as given in Definition 1. The regret bound (5) will be used as a starting point to prove different upper bounds in the next subsection.

To apply the equation above, in the next theorem we provide a bound on the effective dimension for the Sobolev space \( W^s(\mathcal{X}) \).

**Theorem 3 (Upper bound for the effective dimension of Sobolev RKHS)** Let \( \varepsilon \in (0, 1/4) \), \( d \geq 1 \), \( n > \log_2(d) \) and \( s > d/2 \). Consider the Sobolev RKHS \( W^s(\mathcal{X}) \) with \( \mathcal{X} := [-1, 1]^d \). For any sequence of inputs \( x_1, \ldots, x_n \in \mathcal{X} \), the effective dimension \( d_{\text{eff}}(\tau) \) is upper-bounded as

\[
d_{\text{eff}}^n(\tau) \leq C \left(\left(\frac{n}{\tau}\right)^{\frac{d}{2s} + \varepsilon_1} + 1\right),
\]

where \( C \) is a constant.
where $\varepsilon_1 = d\varepsilon/s^2$, and $C^4$ is a constant which depends on $d, s, R, K, M, \mathcal{X}, \varepsilon$, but is independent of $n$. Furthermore, if $s \in \mathbb{N}_s$, then $\varepsilon = 0$.

The proof of this statement is presented in Appendix C. It is based on some known properties of low rank projections in Sobolev spaces which are recalled in Appendix B.

### 3.2 Regret upper bound for the Sobolev RKHS ($\frac{\beta}{d} > \frac{1}{2}$)

Notice that when $p \geq 2$ and $\beta \geq d/2$ we have $W^\beta_p(\mathcal{X}) \subseteq W^2_2(\mathcal{X})$ and (by Sobolev embedding Theorem) $W^\beta_p(\mathcal{X}) \hookrightarrow C(\mathcal{X})$. The space of continuous representatives of $W^\beta_p(\mathcal{X})$ is a closed subspace thus it is a RKHS (since it is a subspace of $W^\beta(\mathcal{X})$ which is RKHS). Using KAAR with $s = \beta$ and putting the upper bound for the effective dimension of $W^\beta(\mathcal{X})$ into the regret upper bound (5) with the proper choice of the parameter $\tau := \tau_n$, we obtain the following result.

**Theorem 4** Let $\mathcal{X} := [-1, 1]^d$, $\beta \in (\frac{d}{2}, +\infty)$, $p \geq 2$, $M > 0$, and $n > \log_2(d)$, $n \in \mathbb{N}$. Then for any dataset sample $\{x_t, y_t\}_{t=1}^n \in (\mathcal{X} \times \mathcal{Y})^n$, any $\varepsilon > 0$ regret of the KAAR with

$$s = \beta, \quad \tau_n := n^{\frac{s}{2d+s}},$$

on the benchmark class $\mathcal{F} := B_{W^\beta_p(\mathcal{X})}(0, R)$ satisfies the following upper bound

$$\frac{R_n(\mathcal{F})}{n} \leq Cn^{-\frac{2\beta}{2d+s}} + \varepsilon \log(n),$$

where constant $C$ may depend on $d, s, R, K, M, \mathcal{X}$, and $\varepsilon$, but not on $n$.

Proof of Theorem 4 is given in Appendix E

**Remark 5** In the lower-bound section we prove that the upper bound of Theorem 4 matches the minimax optimal for $\beta > d/2$ on the class of bounded Sobolev balls (modulo a constant $\varepsilon$ in the exponent that can be made arbitrarily small and logarithmic term in the number of observations). This rate was achieved by Rakhlin and Sridharan (2014) by a non-constructive procedure. An explicit forecaster has been proposed in Gaillard and Gerchinovitz (2015); it can be calculated efficiently when $p = \infty$ and $d = 1$ and in general has exponential time and storage complexity. We believe that Theorem 4 is the first (essentially) optimal regret upper bound for the classes of bounded balls in Sobolev spaces $W^\beta_p(\mathcal{X})$ with $d \geq 1$, $\beta > \frac{d}{2}$, and $p \geq 2$ that is achieved by a computationally efficient procedure.

### 3.3 Regret upper bound over Sobolev spaces when $\frac{d}{p} < \beta \leq \frac{d}{2}, p \geq 2$.

In this part we consider KAAR over the benchmark classes of bounded balls $W^\beta_p(\mathcal{X})$ when $\frac{d}{p} < \beta \leq \frac{d}{2}, p > 2$ and refer to this case as to "hard learning" scenario. When $\frac{\beta}{d} \leq \frac{1}{2}$ the Sobolev space $W^\beta_p(\mathcal{X})$ is not included into any Sobolev reproducing kernel Hilbert space so using KAAR in this case we need to control the error due to using the element $\widehat{f_t} \in W^s(\mathcal{X})$ when competing
against any function from $W_p^\beta(\mathcal{X})$. In this case the regret analysis can be decomposed into two parts: approximation of any function $f \in W_p^\beta(\mathcal{X})$ by some element $f_\varepsilon \in W^s(\mathcal{X})$ and regret of KAAR with respect to bounded balls in $W^s(\mathcal{X})$. Intuitively, the smaller the approximation error between $f$ and $f_\varepsilon$, the larger the norm of the approximation function $f_\varepsilon$ should be, which implies the larger regret upper bound of KAAR with respect to $f_\varepsilon$ (see bound (5)). Therefore, in this case one has to control a trade-off between the approximation error of $f \in W_p^\beta(\mathcal{X})$ by means of some $f_\varepsilon \in W^s(\mathcal{X})$ and the regret suffered with respect to $f_\varepsilon$. We have the following result.

**Theorem 6** Let $\mathcal{X} = [-1, 1]^d$, $p > 2$, $\beta \in \mathbb{R}_+$, $d/p < \beta \leq d/2$, $M > 0$, $\varepsilon > 0$, $n \geq \log_2 d$ and $\{ (x_t, y_t) \}_{t=1}^n \in (\mathcal{X} \times [-M, M])^n$ be arbitrary sequence of observations. Then by choosing $s = \frac{d}{2} + \varepsilon$ and

$$\tau_n = n \frac{d(1-p^{-1})-\beta'}{(d-2p^{-1})}$$

where $\beta' = \beta - \varepsilon$ is sufficiently close to $\beta$ decision rule 1 of KAAR satisfies the following regret upper bound

$$R_n(\mathcal{F}) \leq Cn^{1-\frac{\beta'}{p}-\frac{d}{2p}+\varepsilon \theta} \log(n),$$

where $\mathcal{F} = B_{W_p^\beta(\mathcal{X})}(0, R)$, and $R > 0$. Constant $C$ depends on $d, s, R, \beta, M, \mathcal{X}$, and $\varepsilon$, but not on $n$ and constant $\theta = \frac{p}{(p-2)d}$.

The proof of the Theorem is given in Appendix E. The Theorem and its implications are discussed in Section 5. Here we want just to provide two remarks that help to interpret the result.

**Remark 7** In the proof we provide the regret upper bound for any choice $s > \frac{d}{2}$, however the rate for $\frac{d}{p} \leq \beta \leq \frac{d}{2}$ is minimized by the choice $s = \frac{d}{2}$ as small as possible. Therefore in this situation we choose $s := \frac{d}{2} + \varepsilon$ with an arbitrary small $\varepsilon > 0$. Furthermore the result of Theorem 6 is of asymptotic nature as it includes condition $n \geq n_0$, where $n_0$ depends exponentially on $d$. To the best of our knowledge this dependence is unavoidable when using techniques which we use in this work.

**Remark 8** Notice that in an interesting particular case of Theorem 6 when $p = \infty$ and $\beta \in \mathbb{R}_+$ the space $W_p^\beta(\mathcal{X})$ corresponds to functions with derivatives up to order $[\beta]$ bounded in supremum norm and $[\beta]$th derivatives are Hölder continuous of order $\alpha \in (0, 1)$ (Adams and Fournier, 2003). Then the regret of Theorem 6 leads to a regret upper bound of order $O(n^{1-\frac{d}{2}+\varepsilon} \log n)$. This upper bound is optimal on the class $W_p^\beta(\mathcal{X})$, up to a negligible factor $\varepsilon$ that can be made arbitrary small (see Section 4).

### 4. Lower bounds

In this section, we present lower-bounds on the regret of any algorithm on the bounded closed balls in Sobolev spaces $W_p^\beta(\mathcal{X})$ with $\beta > d/p, p \geq 2$. We define the minimax regret for the problem of online nonparametric regression on the functional class $\mathcal{F}$ as

$$\tilde{R}_n(\mathcal{F}) := \inf_{\mathcal{A}} \sup_{(x_s, y_s)_{1 \leq s \leq n} \in (\mathcal{X} \times \mathbb{Y})^n} R_n(\mathcal{F}),$$

(6)
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where $A = (A_s)_{s \geq 1}$ is any admissible forecasting rule, i.e. such that at time $t \in \mathbb{N}$ outputs a prediction $\hat{y}_t \in \hat{Y}$ based on past predictions $(\hat{y}_s)_{s \leq t-1}$ and data-sample $(\{x_s, y_s\}_{s \leq t-1} \cup x_t)$. More formally, we assume $A$ is such that the map $A_t: (\hat{Y}_{t-1} \times (X \times Y)^{t-1} \times X) \mapsto \hat{Y}$ is measurable and call such algorithm admissible. The most important element of this technical assumption is that the forecaster cannot use the future outcomes for making current decisions. Notice that in this setting we consider the oblivious adversary meaning that all outputs $(x_t, y_t)_{t \geq 1}$ are fixed in advance.

With this notation we have the following result.

**Theorem 9** Let $M > 0$, $p \geq 1$, $\beta > d/p$ and $X := [-1, 1]^d$ as before. Consider the problem of online adversarial nonparametric regression with $y_t \in [-M, M]$ over the benchmark class $F := B^{W^{\beta p}}_{W^{\beta p}}(X)$ $(0, M)$. Then minimax regret from Equation (6) is lower-bounded as

$\tilde{R}_n(F) \geq \begin{cases} C_1 n^{1-\frac{\beta}{p}} & \text{if } \beta \leq \frac{d}{2} \\ C_2 n^{1-\frac{2\beta}{2\beta+d}} & \text{if } \beta > \frac{d}{2} \end{cases}$

where $C_1$ and $C_2$ are constants which depend on $M$, $X$, $d$, $\beta$, and $p$, but are independent of $n$.

The proof is based on the general minimax lower bounds of Rakhlin and Sridharan (2014) and is given in Appendix F.

| $\beta > \frac{d}{2}$ | $\frac{d}{p} < \beta \leq \frac{d}{2}$ | $p = \infty, \beta \leq \frac{d}{2}$ |
|------------------------|----------------------------------|----------------------------------|
| $n^{-\frac{2\beta}{2\beta+d}}$ | $n^{-\frac{d}{2}}$ | $n^{-\frac{d}{2}}$ |
| $n^{-\frac{\beta}{p}}$  | $n^{\frac{d}{2}}$  | $n^{\frac{d}{2}}$  |

Table 3: Best known regret and excess risk upper and lower bounds on the classes of Sobolev balls. Results achieved by KAAR are highlighted with blue color.

**Remark 10** In Table (3) we compare the best known lower and upper regret bounds on the classes of (continuous representatives) of Sobolev balls in the settings of adversarial online regression to the correspondent bounds for the excess risk in the statistical i.i.d. scenario. Interestingly, on the classes of Sobolev balls in spaces $W^{\beta p}_p(X)$, $\beta \geq \frac{d}{2}$ and Hölder balls $W^{\beta}_\infty(X)$ rates for the (normalized) regret and for the excess risk are optimal and archived by the regularized empirical risk minimization procedure (for example by regularized least squares estimators in the statistical learning scenario, see Fischer and Steinwart (2017)) and KAAR as shown in this work.

5. Discussion

In this part we compare regret rates of KAAR with the existing algorithms in the adversarial online nonparametric regression in terms of regret bounds and computational complexity. Furthermore we compare the regret bounds to the excess risk bounds for the known algorithmic schemes in the statistical least-squares regression scenario. We point out on interesting consequences for the gap in the rate which arises due to adversarial data.
5.1 General comparison to the setting of statistical nonparametric regression

To unify settings we always consider the normalized regret of class $\mathcal{F}$, $n^{-1} R_n(\mathcal{F})$. In the setting of statistical learning we assume a sample $\mathcal{D}_n = ((x_i, y_i))_{i=1}^n$ is generated independently from the distribution $\nu_{x,y}$ of a pair of random variables $X, Y$ over a probability space $(\mathcal{X} \times \mathcal{Y}, \mathcal{B}(\mathcal{X} \times \mathcal{Y}), \nu)$ and let $f_{\mathcal{D}_n} : \mathcal{X} \mapsto \mathcal{Y}$ be some data-dependent estimator of the output $y$. Denote $\nu(\cdot|x)$ to be a regular conditional probability distribution of $Y$ given $\{X = x\}$ and $\mu$ to be the $X-$marginal of $\nu$. In statistical nonparametric regression scenario the performance measure of data-dependent estimator $f_{\mathcal{D}_n}$ is controlled through the excess risk $\mathcal{E}(f_{\mathcal{D}}) = \inf_{f \in \mathcal{F}} \mathcal{E}(f)$, where $\mathcal{E}(f) = \mathbb{E}\left[(Y - f(X))^2\right]$. If $\mathcal{F}$ is dense in $L_2(\mathcal{X}, \mathcal{B}(\mathcal{X}), \mu)$ the latter is equivalent to $\|f_{\nu} - f_D\|_{L_2(\mathcal{X}, \mathcal{B}(\mathcal{X}), \mu)}$, where $f_{\nu}(x)$ is for $\mu$—almost all $x$ is a version of conditional expectation of $y$ with respect to $\nu(\cdot|x)$. For comparison we consider data-dependent estimators with values in a Sobolev RKHS $\mathcal{H} := W^\beta(\mathcal{X})$ and assume that $f_{\nu} \in \mathcal{F} \subset W^\beta(\mathcal{X}, \mu)$ but in general that $f_{\nu} \notin \mathcal{H}$. We denote $W^\beta(\mathcal{X}, \mu)$ for the Sobolev space with respect to the measure $\mu$. To avoid technical difficulties with threatening weak-derivatives with respect to arbitrary Borel measure, we assume $\mu$ to have upper and lower bounded Radon-Nikodym derivative with respect to Lebesgue measure over $\mathcal{X}$. In this case $W^\beta(\mathcal{X}, \mu)$ is equivalent to the standard Sobolev space $W^\beta_p(\mathcal{X})$. If other is not stated, the focus will be on the excess risk upper bounds in high probability, namely under $\|f_{\mathcal{D}_n} - f_{\nu}\|_{L_2(\mathcal{X}, \mathcal{B}(\mathcal{X}), \mu)} \leq C(\delta) \psi(n)$ we understand inequality which holds with probability at least $1 - \exp(-\delta)$ for some $\delta > 0$, where $\psi(\cdot) : \mathbb{R}_+ \mapsto \mathbb{R}_+$ and $\psi(\cdot) : \mathbb{R}_+ \mapsto \mathbb{R}_+$ are some functions. We consider $\mathcal{X} = [-1, 1]^d$ as before, however all the subsequent results in the statistical regression scenario can be reformulated for any bounded subset of $\mathbb{R}^d$ with Lipschitz boundary.

We start with the case, in which $f_{\nu} \in \mathcal{F} \subset \mathcal{H}$, $\mathcal{H}$ is the Sobolev RKHS. Theorem 1 in Caponetto and E.De.Vito (2006) implies (by taking $b = \frac{2\beta}{d}$ and $c = 1$ therein) that for $\mathcal{H} = W^\beta(\mathcal{X})$, $\beta > \frac{d}{2}$, $f_{\nu} \in B_{W^\beta_p(\mathcal{X}, \mu)}(0, 1)$ and $f_{\mathcal{D}_n} \in \mathcal{H}$ being a regularized least-squares estimator, we obtain that it holds $\|f_{\mathcal{D}_n} - f_{\nu}\|_{L_2(\mathcal{X}, \mu)} \leq C n^{-\frac{2\beta}{d} + \varepsilon}$ which is the optimal rate in the setting of nonparametric regression (see Tsybakov (2009) and Györfi (2002) for matching lower bounds). Under the same conditions, optimal excess risk rates on $B_{W^\beta_p(\mathcal{X}, \mu)}(0, 1)$ can be deduced from Corollary 6 in Lin and Cevher (2018) using the decision rule based on the spectral kernel algorithms or stochastic gradient descent. It follows that the regret rates of KAAR on classes $W^\beta_2(\mathcal{X})$ essentially match (disregarding arbitrary small polynomial factor) the optimal known rates for the excess risk in the i.i.d. scenario on classes $W^\beta_2(\mathcal{X}, \mu)$.

The setting in which the underlying RKHS is a subspace of reference class of regular functions is studied in several works. In the particular case of $\mathcal{H} := H_\gamma(\mathcal{X})$ being a Gaussian RKHS over $\mathcal{X}$, $f_{\nu}(\cdot) \in W^\beta_2(\mathcal{X}) \cap L_\infty(\mathcal{X})$, $\beta \in \mathbb{R}_+$, Corollary 2 in Eberts and Steinwart (2011) implies that the Gaussian kernel ridge regression estimator with the proper choice of both regularization parameter $\lambda$ and band-width $\gamma$ achieves essentially optimal rates for excess risk of order $n^{-\frac{2\beta}{2d + \varepsilon}}$ when $\beta > \frac{d}{2}$, $\varepsilon > 0$. This rate hold when $\beta \leq \frac{d}{2}$ under additional condition $\gamma = [M, M]$ (which implies $\nu$—a.s. boundedness of $f_{\nu}$ that is not ensured unless $\beta > \frac{d}{2}$) however in this case it remains to be unknown whether the given rate is optimal on the given classes.

In the case $f_{\nu} \in W^\beta_2(\mathcal{X})$ (i.e. it has partial derivatives of order up to $|\beta|$, and every partial derivative of order $|\beta| - \varepsilon$ is $\beta$ Hölder continuous) when $\beta \leq \frac{d}{2}$, excess risk upper bound of order $n^{-\frac{2\beta}{2d + \varepsilon}}$ in the statistical i.i.d. scenario is essentially optimal (see Chapter 3.2, Theorem 3.2
in Györfi (2002) for a lower minimax rate of convergence which implies the lower bound). This rate is better in comparison to the normalized regret rate of KAAR \( n^{-\frac{d}{2}+\varepsilon} \) which in its turn is essentially optimal in the adversarial Sobolev Regression setting.

The latter two facts uncover an interesting consequence, namely that the gap between the optimal rates for regret in the setting of adversarial regression and the excess risk in the statistical setting on classes of bounded balls in \( W_2^\beta(X) \) is due purely to the adversarial nature of the data.

If \( f_\nu \in W_2^\beta(X, \mu) \) Corollary 6 in Steinwart et al. (2019) and their discussion afterwards implies that excess risk upper bounds of kernel ridge-regression least squares estimator based on the Sobolev kernel of finite smoothness \( s \geq \beta > \frac{d}{2} \) are of order \( n^{-\frac{2\beta}{2d+\delta}} \) and thus optimal. Notice that in this case we do not need to know the smoothness parameter \( \beta \) but only the (possibly crude) upper bound \( s \). Similarly, Theorem 1 and Example 2 in Pillaud-Vivien et al. (2018) imply the excess risk rates (in expectation) for the stochastic gradient descent estimator with values in Sobolev space \( W^s(X) \) over the class \( W_2^\beta(X, \mu), \frac{d}{2} < \beta < s \). They are optimal under an additional assumption \( s - \beta \geq \frac{d}{2} \). Corollary 4.4 in Lin et al. (2020) implies risk upper bound for a general spectral kernel decision rule of order \( n^{-\frac{2\beta}{2d+\delta}} \) where parameter \( \zeta \) is the power of the so-called source condition (see Engl et al. (2000) also see Blanchard et al. (2007) for the statistical perspective) and \( \gamma \) is the decay rate of effective dimension. Adapting this to the case of Sobolev regression over the space \( W_2^\beta(X) \) with decision rules valued in \( W^s(X) \) we get \( \zeta = \frac{\beta}{2s} \) and \( \gamma = \frac{d}{2s}, \beta \leq \frac{d}{2}, s - \beta > \frac{d}{2} \). If \( s > d \) we have the excess risk upper bound of order \( n^{-\frac{\delta}{2}} \) which is worse than the rate \( n^{-\frac{2\beta}{2d+\delta}} \). If \( \frac{d}{2} < s \leq d \) the excess risk upper rate is \( n^{-\frac{2\beta}{2d+\delta}} \) when \( s - \beta \geq \frac{d}{2} \) and \( n^{-\frac{d}{2}} \) when \( 0 < \beta < s - \frac{d}{2} \). In the latter case, on the classes of Hölder balls, the rate is better then the lower bound on the minimax regret, being worth then \( n^{-\frac{2\beta}{2d+\delta}} \) achieved, as stated above, by, for example, regularized least squares estimator with Gaussian kernels. In the worse case scenario \( (\beta < \frac{d}{2}, \beta + \frac{d}{2} < s) \) one also observes the gap between upper rates for the excess risk in the statistical learning scenario achieved by general spectral regularization methods \( (n^{-\beta/s}) \) and the lower bounds for the minimax regret \( (n^{-\beta/2}) \) in the online regression setting.

A broader analysis of the quantity \( f_{DN} - f_\nu \) in the norms of the interpolation Hilbert spaces (which in its particular case uncovers the excess risk rates) which ranges between \( H \) and \( L_2(X) \) for the kernel ridge-regression estimator is given in Fischer and Steinwart (2017). Corollary 4.1 therein and inclusion between Sobolev spaces allow to deduce the excess risk upper bounds of order \( n^{-\frac{2\beta}{2d+\delta}+\varepsilon} \) for \( f_\nu \in W_2^\beta(X), \beta > 0, p \geq 2 \). If \( \frac{\beta}{d} \in \left(\frac{1}{p}, \frac{1}{2}\right] \) and \( p \geq 2 \) then the aforementioned excess risk rates are better then the regret upper bounds obtained by KAAR on the same classes. To the best of our knowledge, the best known lower bounds in probability on the excess risk on the classes of balls in the Sobolev spaces are of order \( n^{-\frac{1}{2}} \) (see Corollary 4.2 in Fischer and Steinwart (2017) with \( t = 0 \), \( f_\nu \in W_2^\beta(X) \subset W_2^\beta(X) \) and notice that \( f_\nu \) is bounded on \( X \) by Sobolev embedding and Bolzano-Weierstrass theorem).

5.2 Comparison in the setting of adversarial nonparametric regression.

Previous works on online nonparametric regression and optimal rates. The setting of online nonparametric regression is definitely not new. The standard idea is to use an \( \varepsilon \)-net of the bounded functional space and exploit the exponential weighted average (EWA) forecaster for a finite class of experts which will be the element of the \( \varepsilon \)-net (see Chapter 1 in the monograph Cesa-Bianchi and
Lugosi (2006) for the finite EWA and Vovk (2006a) for its application in the nonparametric case). This leads to the regret rate of order $n^{d/(d+2)}$, which were known to be suboptimal in the case $\beta > \frac{d}{2}$.

Minimax regret analysis in terms of (sequential) entropy growth rates of the underlying functional classes was provided by Rakhlin and Sridharan (2014). In particular, the optimal rates of order $n^{d/(d+2)}$ (up to a logarithmic terms) when the reference class is Sobolev RKHS ($\beta > \frac{d}{2}$) and of order $n^{1-\epsilon}$ on the classes of H"older balls (which correspond to classes $P_{W_\infty}(\mathcal{X})(0, R)$) can be achieved by using the generic forecaster with Rademacher complexity as a relaxation (for more details see Example 2, Theorems 2.3 and Section 6 in Rakhlin and Sridharan (2014)). Although the relaxation procedure ensures minimax optimality, it is not constructive in general. An explicit forecaster, which designs an algorithm based on a multi-scale exponential weighted average algorithm (called Chaining EWA), has been provided in Gaillard and Gerchinovitz (2015). The latter achieves an optimal rate when competing against functional classes of uniformly bounded functions which have certain (sharp) growth condition on the sequential entropy (see Rakhlin and Sridharan (2014)). This condition implies optimal rates, for example on classes where sequential entropy is of order of metric entropy (which holds for example if for Sobolev classes $W^{\beta}(\mathcal{X})$).

Chaining EWA has been shown to be computationally efficient on the class of H"older balls ($p = \infty$) with $d = 1$. In general, the Chaining EWA forecaster is computationally prohibitive (as it has exponential time complexity in the number of rounds). Vovk (2006b) analyzes the regret when competing against a general reproducing kernel Hilbert space defined on an arbitrary set $\mathcal{X} \subset \mathbb{R}$ and proves in this case the existence of an algorithm (which is based on the so-called idea of defensive forecasting and requires the knowledge of the feature kernel map) with the regret of order $O(\sqrt{n})$ over unit balls within the general reproducing Hilbert space. Vovk (2007) extends the analysis to the more general framework of Banach spaces, which is described through the decay rate of the so-called modulus of convexity of the underlying Banach space (originally introduced by Clarkson (1936)). As a particular example it includes Sobolev spaces where the parameter $p$ of the modulus of convexity being the parameter of the $p$-th from the definition of $W^{\beta}(\mathcal{X})$.

We notice that all aforementioned approaches have the disadvantage of either having suboptimal regret bounds or having (in general) the prohibitive computational complexity.

**Comparison with Exponential Weighted Average (EWA) forecaster.** The idea of using of the EWA forecaster in the nonparametric setting over bounded benchmark functional class $\mathcal{W}$ is to consider the $\varepsilon$- net $\mathcal{W}_\varepsilon$ of the smallest cardinality:

$$\mathcal{W}_\varepsilon \subset \mathcal{W}, \mathcal{W}_\varepsilon = \min_K \{f_1, f_2, \ldots, f_K : \forall f \in \mathcal{W} \exists i \in \{1, \ldots, K\}, s.t. \|f - f_i\|_\infty \leq \varepsilon\}$$

and to use the (finite) EWA forecaster (see Cesa-Bianchi and Lugosi (2006)) on the set $\mathcal{W}_\varepsilon$. It was introduced in Vovk (2006a) (see also discussions in Rakhlin and Sridharan (2014) and Gaillard and Gerchinovitz (2015)) and leads to the composed regret upper bound of order $n \varepsilon + \log(N_\varepsilon(\mathcal{F}, \mathcal{W}))$, where the last term is the metric entropy of class $\mathcal{F}$ on scale $\varepsilon$. It is known (see Edmunds and Triebel (1996)) that for the benchmark class of Sobolev spaces $W^{\beta}_p(\mathcal{X})$ (with $p \geq 2$ and $\beta > d/p$), metric entropy is of order $\varepsilon^{-\beta}$. Balancing the terms by a proper choice of $\varepsilon$, it results in an upper bound of order $n^{d/(\beta + d)}$ (see also Corollary 8 in Vovk (2006b)). As is illustrated in Figure 1 in the $(\frac{\beta}{d}, p)$ plane, regret upper-bounds of KAAR are smaller than that of EWA as soon as $\frac{\beta}{d}$ is large enough. More precisely, EWA outperforms KAAR when $\frac{\beta}{d} \in [\frac{1}{p}, \frac{1}{p} + \frac{1}{2p} - 1]$. The latter is not surprising since KAAR, which outputs prediction rules in Sobolev RKHS (i.e. functions of sufficiently high
regularity), performs worse on the when competing against functions of small regularity. EWA does not have this drawback, as it acts through the space discretization.

In the case \( p \geq 2 \) and \( \frac{\beta}{d} \leq \frac{1}{p} \) it is generally not true that there exists a continuous representative for each equivalence class in \( W^\beta_p(\mathcal{X}) \). In the case of additional continuity assumption (i.e. considering bounded balls in \( W^\beta_p(\mathcal{X}) \cap C(\mathcal{X}) \) as a benchmark class instead) the best (known) upper bound for minimax regret (and thus for regret itself) is of order \( n^{1-\frac{1}{p}} \) (see Example 2 in Rakhlin and Sridharan (2014)). It is achieved by a non-constructive algorithm based on the notion of relaxation of sequential Rademacher complexity. Notice that EWA can be also applied over classes \( B_{W_p^0(\mathcal{X}) \cap C(\mathcal{X})} \), \( (0,1) \), \( \beta > 0 \); here it provides the same rate \( n^{\frac{d}{p}+\frac{\beta}{d}} \) which is worth than \( n^{1-\frac{1}{p}} \).

**Comparison with defensive forecaster by Vovk (2007).** Vovk (2007) describes the algorithms that are based on the defensive forecasting schemes in general Banach spaces. The benchmark classes are irregular but continuous functions, particularly including Sobolev spaces. By transferring the results given in Equations (6) and (11) in Vovk (2007) to the setting of this work, defensive forecaster BBK29 (see pages 19–20 in Vovk (2007)) achieves for a unit ball \( \mathcal{F} = B_{W_p^0(\mathcal{X})}(0,1) \) the following regret bound

\[
R_n(\mathcal{F}) \leq \begin{cases} 
C n^{1-\frac{\beta}{d}+\varepsilon} & \text{if } p = \infty \\
C n^{1-\frac{1}{p}} & \text{if } 2 \leq p < \infty \text{ and } \frac{d}{p} \leq \beta.
\end{cases}
\]

Therefore, in the first case, which corresponds to Hölder balls in \( W^\beta_\infty(\mathcal{X}) \) and \( 0 < \beta \leq 1 \), we recover the same rate as Theorem 6 but for the range \( \beta > 0 \). The rate is optimal, as stated in Theorem 9. In the second case \( (p \geq 2 \text{ and } \frac{d}{p} < \beta < 1) \), the upper bounds provided by Theorem 6 (if \( \beta > \frac{d}{p} \)) or Theorem 4 (if \( d = 1 \) and \( \beta > 1/2 \)) are always better then the correspondent bounds of Vovk (2007).

### 5.3 Computational complexity

Here we consider an optimal computational scheme for KAAR and compare its costs with those of the known nonparametric algorithms (in terms of both runtime and storage complexity).

Recall that KAAR for any \( x_t \in \mathcal{X}, (x_s, y_s)_{s \leq t-1} \in (\mathcal{X} \times \mathcal{Y})^{t-1} \) computes

\[
\hat{y}_t = \hat{f}_{\tau,t}(x_t) = \langle \hat{f}_{\tau,t}, k(x_t) \rangle_{\mathcal{H}_k} = \sum_{s=1}^{t} k(x_t, x_s)c_s,
\]

where \( c \in \mathbb{R}^t, c = (K_t + \tau I)^{-1} \hat{y}_t, \hat{y}_t^\top = (Y_{t-1}^\top, 0) \) and \( K_t = (k(x_i, x_j))_{i,j \leq t} \) is the kernel matrix at step \( t \). A naive way to compute the value of KAAR at the input \( x_t \) is by computing the inverse of matrix \( K_t + \tau I_t \). This requires \( \mathcal{O}(t^3) \) iterations in round \( t \) and implies \( \mathcal{O}(n^4) \) cumulative time complexity over \( n \) rounds. The letter can be improved by using the Cholesky decomposition and the rank-one update of the kernel matrix. Namely, we use the approach as in Algorithm 1 (see Rudi et al. (2015)) for general RKHS. More precisely, at time \( t \) we compute the Cholesky decomposition \( R_{t-1} R_{t-1}^\top = K_t + \tau I_t \); next, we denote the following quantities

\[
b_t := (k(x_t, x_1), \ldots, k(x_t, x_{t-1})) \quad \alpha_t := K_{t-1}^\top b_t + \tau b_t \quad \gamma_t := a_t^\top a_t + \tau k(x_t, x_t) \quad g_t := \sqrt{1 + \gamma_t},
\]

where \( a_t := c_t - \tau_{t-1} b_t, b_t := a_t^\top a_t, c_t := a_t + \tau k(x_t, x_t) \).
and \( u_t = (\frac{\alpha_t}{1+g_t}, g_t), v_t = (\frac{\alpha_t}{1+g_t}, -1) \). Using this, we compute an update of \( R_t \):

\[
R_t := \begin{pmatrix} R_{t-1} & 0 \\ 0 & 0 \end{pmatrix}, R_t := \text{CHOLUPDATE}(R_t, u_t, '+'), R_t := \text{CHOLUPDATE}(R_t, v_t, '-')
\]

and calculate the solution’s coefficients \( c_t = R_t^{-1}(R_t^T)^{-1}K_t\tilde{y}_t \). Notice that the procedure \( \text{CHOLUPDATE} (R, a, ' + ') \) returns the upper triangular Cholesky factor of \( R + a^\top a \), whereas \( \text{CHOLUPDATE} (R, a, ' - ') \) returns the upper triangular update of \( R - a^\top a \). At round \( t (t \leq n) \) its computational cost is at most \( O(t^2) \). Taking into the account that at the end we compute kernel matrix \( \tilde{K}_n = (k(x_i, x_j))_{i,j \leq n} \) for a \( d \)-dimensional input \( x_t \), which adds \( dn^2 \) to the total computational complexity we obtain, that the total computational costs is of the order of \( O(n^3 + n^2d) \) operations. The latter complexity can be further improved when \( \beta > d/(2\sqrt{2} - 2) \) (which implies \( \beta > d/2 \)) to \( O(n^{1+\frac{d/\beta}{1+(d/2\beta)^2}}) \) by using Nyström projection (Jézéquel et al., 2019) while retaining the optimal regret. In particular, it converges to linear runtime complexity when \( \beta \to \infty \). Jézéquel et al. (2019) also provides additional improvements to the complexity if features \( x_t \) are revealed to the learner beforehand.

As was mentioned before, most existing work in online nonparametric regression on Sobolev spaces (in particular (Rakhlin and Sridharan, 2014; Vovk, 2006a,b, 2007)) does not provide efficient (i.e., polynomial in time) algorithms. Work by Rakhlin and Sridharan (2014) provides an optimal minimax analysis; however, they do not develop constructive procedures. More precisely, they require knowledge of the (tight) upper bounds for the so-called relaxations. To obtain the latter ones, in general, one must compute the offset Rademacher complexity, which is numerically infeasible. The approach of using EWA in nonparametric setting (Vovk (2006a)) has non-optimal rates and suffers from prohibitive computational complexity because it must update the weights of the experts in the \( \epsilon \)-net. For Sobolev balls its size is of order \( O(\exp(n)) \) (given that the number of experts scales as \( \mathcal{N}(\mathcal{F}) \) with \( \log \mathcal{N}(\mathcal{F}) \) being the metric entropy of the class \( \mathcal{F} \), which is polynomial in the number of rounds) so that the total time complexity will be \( O(\exp(n + nd)) \) (where \( nd \) comes from the aggregation of observations \( x_t \in X \subset \mathbb{R}^d \) over \( n \) rounds). The defensive forecasting approaches by (Vovk, 2006b, 2007) require the knowledge of the so-called Banach feature map, which is typically inaccessible in the computational design of the algorithm.

To the best of our knowledge, the only algorithm that addresses the problem of computational cost in online nonparametric regression is the Chaining EWA forecaster (Gaillard and Gerchinovitz (2015)). On class \( W_\beta^r(X) \) with \( \beta = r + \alpha, \alpha \in (0, 1], r \in \mathbb{N}_* \), the Chaining EWA forecaster can be efficiently implemented through piecewise polynomial approximation —see Lemma 12 and Appendix C in Gaillard and Gerchinovitz (2015). Its time and storage total complexities are of order:

Storage: \( O(n^{2r+4+\frac{d(r-1)+1}{2r+1}} \log(n)) \), Time: \( O(n^{(r+1)(2+\frac{d/\beta}{2r+1})} \log(n)) \).

Notice that storage complexity of KAAR is \( O(n^2) \) and it is uniformly better for any \( \beta = r + \alpha > 0 \) than of Chaining EWA. Furthermore, its time complexity is better for all \( \beta \geq 1 \) (and worth for \( 0 < \beta < 1 \)) than that of the efficient implementation of the Chaining EWA. As was mentioned in Gaillard and Gerchinovitz (2015), in most of the cases the direct implementation of the Chaining EWA forecaster requires \( \exp(dpoly(n)) \) time (due to the exponentially many updates of the expert’s coefficients).
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Appendices

Appendix A. Notation on kernels and linear operators over reproducing kernel Hilbert spaces

We complete Section 2.1 by providing additional notations on kernels that are used in the proofs. We consider kernel methods that choose forecaster $\hat{f}_t$ in a reproducing kernel Hilbert space $\mathcal{H}_k$ which is associated with a reproducing kernel $k : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$. The prediction rule $f_t$ at round then forecasts $\hat{f}_t(x_t) = \langle f_t, k_{x_t} \rangle_{\mathcal{H}_k}$. We use the following notations, which are common in the setting of kernel learning.

Integral and covariance operators

Let $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ be a measurable space and $\mu$ be some measure on a Borel $\sigma$-algebra $\mathcal{B}(\mathcal{X})$. We define $S : \mathcal{H}_k \mapsto L_2(\mathcal{X}, \mu)$ to be the restriction operator of a function $f \in \mathcal{H}_k$ to its equivalence class in $L_2(\mathcal{X}, \mu)$. We drop the dependence of $S$ on the measure $\mu$ to simplify the notation. The correspondent adjoint $S^* : L_2(\mathcal{X}, \mu) \mapsto \mathcal{H}_k$ is then well-defined and has the form $S^* f = \int_{x \in \mathcal{X}} f(x) k_x d\mu(x)$ for any $f \in L_2(\mathcal{X}, \mu)$. We define the (kernel) integral operator $L = SS^* : L_2(\mathcal{X}, \mu) \mapsto L_2(\mathcal{X}, \mu)$ such that for any $f \in L_2(\mathcal{X}, \mu)$ we have for $\mu$ almost all $x \in \mathcal{X}$

$$L(f)(x) = \int_{z \in \mathcal{X}} k(x, z) f(z) d\mu(z). \quad (7)$$

The (kernel) covariance operator $T = S^* S : \mathcal{H}_k \mapsto \mathcal{H}_k$ is defined as

$$T = \int_{x \in \mathcal{X}} k_x \otimes k_x d\mu(x). \quad (8)$$

It is known (see e.g. Theorem 2.2 and Theorem 2.3 in Blanchard et al. (2007)) that the operators $T$ and $L$ are both positive, self-adjoint and trace-class operators. Moreover, they have the same non-zero spectrum.

Evaluation and empirical covariance operators

Analogous to the population case, based on the data sequence $(x_s, y_s)_{1 \leq s \leq t}$ for each $t \in \{1, \ldots, n\}$, we define the evaluation operator $S_t f : \mathcal{H}_k \mapsto \mathbb{R}^t$, such that for any $j \in \{1, \ldots, t\}$

$$(S_t f)_j = \langle f, k_{x_j} \rangle = f(x_j).$$

Let $S_t^* : \mathbb{R}^t \mapsto \mathcal{H}_k$ be the corresponding adjoint. Then, for any $y \in \mathbb{R}^t$

$$S_t^* y = \sum_{i=1}^t y_i k_{x_i}.$$ 

Note that the kernel matrix $K_t := (k(x_i, x_j))_{1 \leq i, j \leq t}$ satisfies $K_t = S_t S_t^*$. We also define $T_t : \mathcal{H}_k \mapsto \mathcal{H}_k$ the empirical covariance operator for $t \geq 1$ as

$$T_t := S_t^* S_t = \sum_{i=1}^t k_{x_i} \otimes k_{x_i}.$$
For any \( f \in \mathcal{H}_k \), \( T_t f = \sum_{i=1}^{\ell_t} k_{x_i} \langle k_{x_i}, f \rangle = \sum_{i=1}^{\ell_t} f(x_i) k_{x_i} \). For a given \( \tau > 0 \), we define the regularized covariance operator \( A_t = T_t + \tau I \), where \( I : \mathcal{H}_k \to \mathcal{H}_k \) is the identity operator. Finally, we call \( \lambda_j(A) \) the \( j \)-th largest eigenvalue of the operator \( A \) (i.e. \( \lambda_1(A) \geq \lambda_2(A) \ldots \geq \lambda_n(A) \geq \ldots \)). It is worth pointing out that both \( T_t \) and \( K_t \) are positive semi-definite for all \( t \in \{1, 2, \ldots, n\} \). Since the kernel \( k(\cdot, \cdot) \) is bounded, \( T_t \) is a trace class operator. In other words, \( T_t \) is a compact operator for which a trace may be defined; i.e., in some orthonormal basis \( (\phi_k)_{k \in \mathbb{N}_*} \), the trace \( \| T_t \|_1 := \text{Tr} |A| := \sum_k \langle (T_t^* T_t)^{1/2} \phi_k, \phi_k \rangle = \sum_k \sqrt{\lambda_k(T_t^* T_t)} \) is finite. With a slight abuse of notation, we write \( S_n f = (f(x_i))_{i=1}^n \) for any function \( f : \mathcal{X} \mapsto \mathbb{R} \) and dataset \( \{x_s\}_{s \geq 1} \).

**Appendix B. Preliminary results on Sobolev spaces**

In this part, we recall known results on Sobolev spaces that will be useful for our analysis. We refer the curious reader to *Adams and Fournier* (2003) for an extensive survey on Sobolev spaces and to *Di Nezza et al.* (2012) for the specific case of non-integer exponents.

**B.1 Definition and notation**

Let here \( \mathcal{X} \subset \mathbb{R}^d \) and denote \( L_p(\mathcal{X}) \) for the equivalence class of \( p \)-integrable functions with respect to the Lebesque measure \( \lambda \) on \( \mathcal{X} \). We recall the definition of Sobolev spaces \( W_p^r(\mathcal{X}) \) when \( r \geq 0 \) is an integer.

**Definition of Sobolev spaces with integer** \( r \in \mathbb{N}_* \). We recall (see Section 2.2) that the Sobolev spaces \( W_p^r(\mathcal{X}) \) and \( W_p^\infty(\mathcal{X}) \) are the vector spaces of equivalence classes of functions defined as:

\[
W_p^r(\mathcal{X}) := \left\{ f : \mathcal{X} \to \mathbb{R} \text{ s.t. } \|f\|_{W_p^r(\mathcal{X})} := \left( \sum_{|\gamma| \leq r} \|D^\gamma f\|_{L_p(\mathcal{X})}^p \right)^{\frac{1}{p}} < \infty \right\},
\]

and

\[
W_p^\infty(\mathcal{X}) := \left\{ f : \mathcal{X} \to \mathbb{R} \text{ s.t. } \|f\|_{W_p^\infty(\mathcal{X})} := \sup_{|\gamma| \leq r} \|D^\gamma f\|_{L_\infty(\mathcal{X})} < \infty \right\}.
\]

We also define the Sobolev semi-norm \( |f|_{W_p^j(\mathcal{X})} := \sum_{|\gamma| = j} \|D^\gamma f\|_{L_p(\mathcal{X})} \).

**Definition of Sobolev spaces with non-integer smoothness exponent** \( \beta \). Let \( \beta \in \mathbb{R}_+^* \); for our proposes we write \( \beta = r + \sigma \) with \( r \in \mathbb{N}_0 \) and \( \sigma \in (0, 1) \). Let \( u : \mathcal{X} \mapsto \mathbb{R} \) be some fixed measurable function. We define the map \( \varphi_u : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R} \cup \{\infty\} \) such that for \( 1 \leq p < \infty \) and all \( (x, y) \in \mathcal{X} \times \mathcal{X} \):

\[
\varphi_u(x, y) = \frac{|u(x) - u(y)|}{\|x - y\|^{\frac{p}{2} + \sigma}},
\]

and denote

\[
\tilde{W}_p^{r, \sigma}(\mathcal{X}) := \{u \in L_p(\mathcal{X}) : \|\varphi_u\|_{L_p(\mathcal{X} \times \mathcal{X})} < \infty\}.
\]

The space \( \tilde{W}_p^{r, \sigma}(\mathcal{X}) \) equipped with the norm \( \|u\|_{\tilde{W}_p^{r, \sigma}(\mathcal{X})} := \left( \|u\|_{L_p(\mathcal{X})} + \|\varphi_u\|_{L_p(\mathcal{X} \times \mathcal{X})}^{\frac{1}{p}} \right)^{\frac{1}{p}} \) can be shown to be a Banach space. With this notation, Sobolev space \( W_p^{\beta}(\mathcal{X}), \beta = r + \sigma \) can be defined
as
\[ W^\beta_p(\mathcal{X}) := \{ u \in W^p_\gamma(\mathcal{X}) : D^\gamma u \in \tilde{W}^\sigma_p(\mathcal{X}) \text{ for any } \gamma \in \mathbb{N}^d \text{ such that } |\gamma|_1 = r \}. \tag{9} \]

Equipped with the norm
\[ \| u \|_{W^\beta_p(\mathcal{X})} := \left( \| u \|_{W^p_\gamma(\mathcal{X})}^p + \sum_{\gamma:|\gamma| = r} \| D^\gamma u \|_{\tilde{W}^\sigma_p(\mathcal{X})}^p \right)^{\frac{1}{p}}, \tag{10} \]
it becomes Banach space. In the case \( \beta = m \in \mathbb{N}_+ \), it matches the definition of the Sobolev space \( W^m_p(\mathcal{X}) \) (up to a re-scaling of the norm). If \( m = 0 \) (i.e. \( r = \sigma \in [0,1) \)), we find that \( W^m_p(\mathcal{X}) = L^p(\mathcal{X}) \) so that the norm in \( W^\beta_p(\mathcal{X}) \) is given by
\[ \| u \|_{W^\beta_p(\mathcal{X})} = \| u \|_{\tilde{W}^\sigma_p(\mathcal{X})} := \left( \| u \|_{L^p(\mathcal{X})} + \| \varphi u \|_{L^p(\mathcal{X} \times \mathcal{X})} \right)^{\frac{1}{p}}. \tag{11} \]

In accordance with above definition of the class \( W^\beta_p(\mathcal{X}) \), for any \( \beta = r + \sigma, \sigma \in [0,1) \) we set
\[ \tilde{W}^\sigma_\infty(\mathcal{X}) := \{ u \in L_\infty(\mathcal{X}) : \sup_{x,y \in \mathcal{X},x \neq y} \frac{|u(x) - u(y)|}{\| x - y \|_2^{\sigma}} \leq \infty \}. \tag{12} \]

Now, for \( \beta = r + \sigma \in \mathbb{R} \) the Sobolev space \( W^\beta_\infty(\mathcal{X}) \) can be defined as a functional space
\[ W^\beta_\infty(\mathcal{X}) := \{ u \in W^m_\infty(\mathcal{X}) : D^\gamma u \in \tilde{W}^\sigma_\infty(\mathcal{X}) \text{ for any } \gamma \text{ such that } |\gamma|_1 = r \}, \tag{13} \]
equipped with a norm
\[ \| u \|_{W^\beta_\infty(\mathcal{X})} := \max \{ \| u \|_{W^m_\infty(\mathcal{X})} : \max_{|\gamma|_1 = r} \| D^\gamma u \|_{\tilde{W}^\sigma_\infty(\mathcal{X})} \} \tag{14} \]

### B.2 Approximation properties of the Sobolev spaces.

We recall that \( W^s(\mathcal{X}) \) is a Sobolev RKHS, a space of continuous representatives from equivalence classes of functions from the Sobolev space \( W^s_2(\mathcal{X}) \) provided \( s > \frac{d}{2} \). The goal of this section is to control the regret with respect to a ball in an arbitrary Sobolev space \( W^\beta_p(\mathcal{X}) \) with \( p \geq 2 \) and \( \beta \neq s \).

To do so, we need to control the approximation error of \( f \in W^\beta_p(\mathcal{X}) \) by the elements from some subset \( \mathcal{G} \subset W^s_2(\mathcal{X}) \) uniformly over \( f \in W^\beta_p(\mathcal{X}) \). This can be achieved by considering the subset of the band limited functions (see ex. Narcowich et al. (2004), which is in \( W^s_2(\mathcal{X}) \) for any \( s > 0 \). Namely, for \( \sigma \in \mathbb{R}_+ \setminus \{0\} \) we define \( B_\sigma \) to be
\[ B_\sigma := \{ f \in L^2(\mathbb{R}^d) \cap C_\infty(\mathbb{R}^d) : \text{supp}(\mathcal{F}(f)) \subset B(0,\sigma) \}, \tag{15} \]
where we denote \( \mathcal{F}(f) \) for the Fourier transform of \( f \) and recall that \( B(0,\sigma) \) is an open ball in \( \mathbb{R}^d \) with radius \( \sigma \).

The next result is the consequence of Proposition 3.7 in Narcowich and Ward (2004) (see also the proof of Lemma 3.7 in Narcowich et al. (2004)). To be able to apply the aforementioned Proposition we need to extend functions \( f : \mathcal{X} \mapsto \mathbb{R}, f \in W^s(\mathcal{X}) \) to functions \( \tilde{f} : \mathbb{R}^d \mapsto \mathbb{R} \) such that \( \tilde{f} \in W^s(\mathbb{R}^d) \). By Stein’s Extension Theorem (see Stein (1970), page. 181) because \( \mathcal{X} \) is a bounded Lipschitz domain there exists a linear operator \( \mathcal{C} : W^s(\mathcal{X}) \mapsto W^s(\mathbb{R}^d) \) which is continuous (i.e. since it is linear we have \( \| \mathcal{C} f \|_{W^s_2(\mathbb{R}^d)} \leq \tilde{C} \| f \|_{W^s_2(\mathcal{X})} \). For this operator \( \mathcal{C} \), every \( f \in W^s(\mathcal{X}) \)
and \( g_\sigma \in B_\sigma \) by definition of the norm in \( W^s_2(\mathcal{X}) \) we have \( \| f - g_\sigma \|_{W^s_2(\mathcal{X})} \leq \| \mathcal{C} f - g_\sigma \|_{W^s_2(\mathbb{R}^d)} \).

Applying Lemma 3.7 in Narcowich et al. (2004) to \( \mathcal{C} f \in W^s(\mathbb{R}^d) \), and using the argument as in the proof of Theorem 3.8 in Narcowich et al. (2004) for \( g_\sigma \) given by Lemma 3.7, we have

\[
\| f - g_\sigma \|_{W^s_2(\mathbb{R}^d)} \leq c \sigma^{-s} \| g_\sigma \|_{W^s_2(\mathbb{R}^d)}
\]

and

\[
\| g_\sigma \|_{W^s_2(\mathbb{X})} \leq \| g_\sigma \|_{W^s_2(\mathbb{R}^d)} \leq c_2 \| \mathcal{C} f \|_{W^s_2(\mathbb{R}^d)} \leq c_3 \| f \|_{W^s_2(\mathbb{X})}.
\]

Thus we obtain the following statement.

**Proposition 11** Let \( s \geq r \geq 0 \). For every \( f \in W^s_2(\mathcal{X}), \sigma > 0 \) there exists a function \( g_\sigma \in B_\sigma \) and constants \( C_0 \) and \( C_1 \) which are independent of \( \sigma \) such that

\[
\| f - g_\sigma \|_{W^s_2(\mathcal{X})} \leq C_0 \sigma^{-s} \| f \|_{W^s_2(\mathcal{X})} \quad \text{and} \quad \| g_\sigma \|_{W^s_2(\mathcal{X})} \leq C_1 \sigma^{-s} \| f \|_{W^s_2(\mathcal{X})}.
\]

We now state an upper-bound of \( \| f \|_{W^s_{p_1}(\mathcal{X})} \) when \( f \) belongs to the intermediate Sobolev spaces \( W^s_{p_1}(\mathcal{X}) \) and \( W^s_{p_2}(\mathcal{X}) \) for some \( p_1, p_2, s_1, s_2 \). This result is a Gagliardo-Nirenberg–type inequality and follows from the result originally stated in Theorem 1 in Brezis and Mironescu (2018).

**Proposition 12 (Theorem 1, Brezis and Mironescu (2018))** Let \( \mathcal{X} \subseteq \mathbb{R}^d \) be a Lipschitz bounded domain. Let \( 0 \leq r, s_1, s_2 < \infty \) and \( 1 \leq p_1, p_2, p \leq \infty \) be real numbers such that there exists \( \theta \in (0, 1) \) with

\[
r = \theta s_1 + (1 - \theta) s_2 \quad \text{and} \quad 1 = \frac{\theta}{p_1} + \frac{1 - \theta}{p_2}.
\]

Let \( A := \{(s_1, s_2, p_1, p_2) \mid s_2 \in \mathbb{N}_+, p_2 = 1, s_2 - s_1 \leq 1 - \frac{1}{p_1}\} \). If \( (s_1, s_2, p_1, p_2) \notin A \), then there exists a constant \( C > 0 \) which depends on \( s_1, s_2, p_1, p_2, \theta \) and \( \mathcal{X} \) such that

\[
\| f \|_{W^s_{p}(\mathcal{X})} \leq C \| f \|_{W^{s_1}_{p_1}(\mathcal{X})} \| f \|_{W^{s_2}_{p_2}(\mathcal{X})}^{1 - \theta},
\]

for all \( f \in W^{s_1}_{p_1}(\mathcal{X}) \cap W^{s_2}_{p_2}(\mathcal{X}) \).

In the next corollary we state two particular cases of Proposition 12 that will prove useful.

**Corollary 13** For the domain \( \mathcal{X} = [-1, 1]^d \) and any \( \varepsilon > 0 \), all \( p \geq 2 \) and \( \beta > d/p \) there exists a constant \( C > 0 \) depending on \( p, d, \varepsilon \) and \( \beta \) such that

\[
\| g \|_{W^d_{p}^{d+\varepsilon}(\mathcal{X})} \leq C \| g \|_{W^d_{p}^{d+\varepsilon}(\mathcal{X})}^{\frac{d}{p} + \frac{\varepsilon}{d}} \| g \|_{L^p(\mathcal{X})}^{1 - \frac{d}{p} - \frac{\varepsilon}{d}}, \tag{16}
\]

for all function \( g \in W^d_{p}(\mathcal{X}) \). Furthermore, for all \( \beta > 0, p \geq 2 \) and \( \varepsilon > 0 \), there exists a constant \( C > 0 \) depending on \( \beta, p, d, \) and \( \varepsilon \) such that

\[
\| g \|_{W^d_{2}^{d+\varepsilon}(\mathcal{X})} \leq C \| g \|_{W^d_{2}^{d+\varepsilon}(\mathcal{X})}^{\frac{d+2\varepsilon}{p}} \| g \|_{L^2(\mathcal{X})}^{1 - \frac{d+2\varepsilon}{p}}, \tag{17}
\]

for any function \( g \in W^d_{2}(\mathcal{X}) \).
Proof First, notice that $\mathcal{X} = [-1, 1]^d$ is a Lipschitz bounded domain. The first inequality is obtained by choosing $p_1 = p_2 = p \geq 1$, $r = d/p + \epsilon$, $s_1 = \beta$, and $s_2 = 0$ in Proposition 12; checking that $(s_1 , s_2 , p_1 , p_2) \notin A$; and noting that for any $\beta > 0$ we have $W_2^\beta (\mathcal{X}) \cap L_2 (\mathcal{X}) = W_2^\beta (\mathcal{X})$. The second inequality stems from the choice $p = p_1 = p_2 = 2$ (note that this is for the $p$ in the Proposition which is different from the $p$ in the inequality), $s_2 = 0$, $s_1 = \beta p$ and noting the inclusion $W_2^\beta (\mathcal{X}) \subset W_2^{\beta p} (\mathcal{X}) \subseteq W_2^{\beta p/2} (\mathcal{X}) = L_2 (\mathcal{X}) \cap W_2^{\beta p/2} (\mathcal{X})$ which holds true since $p \geq 2$. 

B.3 Results from interpolation theory on Sobolev spaces

To provide a sharp upper bound on the effective dimension (Proposition 3), we also need the following general interpolation result on Sobolev spaces (stated in Theorem 3.8 in Narcowich et al. (2004)). Recall (see Wendlandt (2005), p.172 ) that the fill distance of a set of points $Z \subset \mathcal{X}$ is defined as $h_{Z,\mathcal{X}} := \sup_{x \in \mathcal{X}} \inf_{z \in Z} \| x - z \|_2$. 

Proposition 14 (Theorem 3.8 in Narcowich et al. (2004)) Suppose $\Phi : \mathbb{R}^d \to \mathbb{R}$ to be a positive definite function such that its Fourier transform $\mathcal{F}(\Phi)$ satisfies

$$c_1 (1 + \| \omega \|_2^2)^{-q} \leq \mathcal{F}(\Phi)(\omega) \leq c_2 (1 + \| \omega \|_2^2)^{-q}$$

(18)

where $q \geq s \geq r \geq 0$ and $c_1, c_2$ are some constants. Assume that $\mathcal{X} \subset \mathbb{R}^d$ is bounded domain, has Lipschitz boundary and satisfies the interior cone condition (see Chapter 4 in Adams and Fournier (2003)) with parameters $(\varphi , R_0)$. Let $k = \lceil q \rceil$ and $Z \subset \mathcal{X}$ be such that its mesh norm $h := h_{Z,\mathcal{X}}$ satisfies

$$h_{Z,\mathcal{X}} \leq k^{-2} Q(\varphi) R_0 , \text{ where } Q(\varphi) := \frac{\sin(\varphi) \sin(\theta)}{8(1 + \sin(\theta))(1 + \sin(\varphi))}$$

(19)

and $\theta = 2 \arcsin\left(\sin(\varphi)/(4(1 + \sin(\varphi)))\right)$. If $f \in W_2^s (\mathcal{X})$ then there exists a function $v \in \text{span}\{ \Phi(-x), x_j \in Z \}$ such that for every real $0 \leq r \leq s$

$$\| f - v \|_{W_2^r (\mathcal{X})} \leq C h_{Z,\mathcal{X}}^r \| f \|_{W_2^s (\mathcal{X})} ,$$

(20)

where $C$ is some constant independent of $h_{Z,\mathcal{X}}$ and $f$.

Let us now instantiate the above Proposition to the specific cases we are interested in by choosing $\mathcal{X}$, $\Phi$, $Z$, and $r$. Let $T \in \mathbb{N}$ be fixed; set $\mathcal{X} := [-1, 1]^d$, $\Phi$ being the feature map of Sobolev RKHS $W^s (\mathbb{R}^d)$. In this case (see 3.1 in Narcowich et al. (2004)) $\Phi$ satisfies decay rate from Equation (18) with $q = s$. Choose $Z$ to be the set of points of size $T$ such that $h_{Z,\mathcal{X}} \leq T^{-\frac{1}{2}}$ (the latter means that there exists constant $C > 0$ such that $h_{Z,\mathcal{X}} \leq C T^{-\frac{1}{2}}$). To control when then condition 19 is fulfilled, we first notice that $\mathcal{X}$ is star-shaped (see Definition 11.25 in Wendlandt (2005), also Proposition 2.1 of Narcowich et al. (2004) ); it includes $\ell_2$ ball centered at origin with radius $r = 1$ and can be included in the $\ell_2$ ball centered at 0 of radius $2\sqrt{d}$. Thus, by Proposition 2.1 in Narcowich et al. (2004), we obtain that $\mathcal{X}$ satisfies interior cone condition with the radius $R_0 = 1$ and angle $\varphi = 2 \arcsin\frac{1}{2\sqrt{d}}$. A straightforward calculation shows that in this case

$$Q(\varphi) = Q(u(\varphi)) = \frac{u}{8} \left( 1 - \frac{8}{8 + u \sqrt{16 - u^2}} \right) = \left( \frac{u}{8} \right)^2 \frac{\sqrt{16 - u^2}}{1 + \frac{u}{8} \sqrt{16 - u^2}}$$
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where \( u := \frac{\sin \varphi}{1 + \sin \varphi} = \frac{\sqrt{4d-1}}{2d + \sqrt{4d-1}} \). Notice that in this case we have that \( \frac{1}{8\sqrt{d}} \leq u \leq \frac{1}{2\sqrt{d}} \). We can easily check this by simple inequalities:

\[
u = \frac{\sqrt{4d-1}}{2d + \sqrt{4d-1}} \geq \frac{4d - 1}{4d} \geq \frac{1}{8\sqrt{d}},\]

and from the other side

\[
u \leq \frac{4d - 1}{\sqrt{4d-1}} = \frac{1}{\sqrt{4d-1}} \leq \frac{1}{2\sqrt{d}}.\]

From these conditions we deduce \( Q(u) \geq \frac{1}{2^{1/3}} \). Because \( h_{Z,X} = \sup_{x \in X} \inf_{z \in Z} \|x - z\|_2 \lesssim T^{-\frac{1}{2}}, \) to satisfy condition (19) we need to have \( T \geq \left( \frac{k^2}{Q(u)} \right)^{\frac{d}{s}} \) where we take \( k = \lfloor s \rfloor \) and \( R_0 = 1 \). Notice that the choice \( T \geq \left( 4096s^2d \right)^{\frac{d}{s}} \) ensures the last condition, therefore in order to satisfy condition (19) the size \( T \) of the grid \( Z \) should be of order \( (s^2d)^{\frac{d}{s}} \). Recall (see Wendlandt (2005)) that the kernel \( k(\cdot) \) of the Sobolev space \( W^s(\mathbb{R}^d) \) can be represented by means of Bessel functions of second kind as:

\[
k(x_1, x_2) = \frac{2^{1-s}}{\Gamma(s)} \|x_1 - x_2\|_2^{s-\frac{d}{2}} K_{\frac{d}{2}-s}(\|x_1 - x_2\|_2)
\]

(21)

Notice that by Corollary 10.13 in Wendlandt (2005) the norm \( \|\cdot\|_{W^s(\mathbb{R}^d)} \) is equivalent to \( \|\cdot\|_{W^s_2(\mathbb{R}^d)} \). By Theorem 7.13 in Schaback (2007) (see also Corollary 10.48 on p. 170 in Wendlandt (2005)) a restriction of RKHS \( W^s(\mathbb{R}^d) \) to the domain \( X := [-1, 1]^d \) is itself a RKHS \( W^s(X) \) such that it is continuously embedded into \( W^s_2(X) \) and its kernel \( k_1 \) is a restriction of kernel \( k \) to the space \( X \). Thus, we can always consider \( W^s(X) \) as a RKHS with reproducing kernel \( k_1(\cdot) \) obtained by the restriction of the kernel \( k(\cdot) \) given by (21) to the domain \( X \). Notice that it can be written as \( k_1(x_1, x_2) = \Phi_1(x_1 - x_2) \) and since \( \Phi_1(\cdot) \) satisfies Assumption 18 so also \( \Phi_1(\cdot) \).

Then, applying Proposition 14 twice, with \( r = 0 \) and \( r = s \) and the above choices of \( X, \Phi \) and \( Z \) entails the following corollary.

**Corollary 15** Let \( X := [-1, 1]^d, s > d/2 \) and \( Z \subset X^T \) be a set of points such that fill distance \( h_{Z,X} \lesssim T^{-\frac{1}{2}}, T \geq T_0 \), \( T_0 = (4096s^2d)^{\frac{d}{s}} \). Then, for any \( f \in W^s(X) \), there exists \( \hat{f} \in \text{span}\{k(x, \cdot), x \in Z\} \), such that

\[
\|f - \hat{f}\|_{L^2(X)} \leq C_1 T^{-\frac{s}{2}} \|f\|_{W^s_2(X)}, \quad \|f - \hat{f}\|_{W^s_2(X)} \leq C_2 \|f\|_{W^s_2(X)},
\]

and \( \hat{f}(x) = f(x) \) for any \( x \in Z \), where the constants \( C_1 \) and \( C_2 \) depend on \( d \) and \( s \) but are independent of the set \( Z \) and function \( f \).

The latter proposition together with Gagliardo-Nierenberg inequality yield the following approximation result of functions \( f \in W^s(X) \) by low ranked projections \( Pf \).

**Lemma 16 (Projection approximation)** Let \( X := [-1, 1]^d, s > d/2, T > T_0, T_0 \) is given as in Lemma 15 and \( Z \subset X^T \) be a set of points \( T \) points \( \{x_1, \ldots, x_T\} \) such that the fill distance
Theorem \[ h_{Z,X} \lesssim T^{-\frac{1}{d}} \text{ and } P_Z : W^s(\mathcal{X}) \to W^s(\mathcal{X}) \text{ be the orthogonal projection on } \text{span}\{k_x : x \in \mathcal{Z}\}. \] Then, for any \( f \in W^s(\mathcal{X}) \) and for any \( \varepsilon > 0 \)

\[ \| f - P_Z f \|_{L_\infty(\mathcal{X})} = \sup_{x \in \mathcal{X}} |f(x) - (P_Z f)(x)| \leq C T^{-\frac{\varepsilon}{d} + \frac{1}{2}} \| f \|_{W^s(\mathcal{X})}, \]

where \( C \) is a constant independent of \( f \) and \( T \). Furthermore, if \( s \in \mathbb{N}_+ \) then Equation (22) holds with \( \varepsilon = 0 \).

**Proof** Let \( f \in W^s(\mathcal{X}) \) and \( \varepsilon > 0 \). The first inequality follows from inclusion \( f - P_Z f \in W^s(\mathcal{X}) \subset C(\mathcal{X}) \) when \( s > \frac{d}{2} \). Define

\[ \hat{f}_Z := \text{Arg Min}_{g \in \text{span}\{k_x, x \in \mathcal{Z}\}} \| f - g \|_{W^s(\mathcal{X})}^2. \]

Because \( W^s(\mathcal{X}) \) is a Hilbert space, \( \hat{f}_Z = P_Z f \in W^s(\mathcal{X}) \). Furthermore, through reproducing property in RKHS \( W^s(\mathcal{X}) \) and from the definition of an orthogonal projector, we have for any \( x \in \mathcal{Z} \) that \( P_Z f(x) = \langle P_Z f, k_x \rangle = \langle f, P_Z k_x \rangle = \langle f, k_x \rangle = f(x) \). By using the Sobolev embedding Theorem between the spaces \( W^{d/2+\varepsilon}(\mathcal{X}) \) and \( L_\infty(\mathcal{X}) \) (Equation 9 on page 60 in Edmunds and Triebel (1996), applied with \( s_1 = d/2 + \varepsilon, s_2 = 0, n = d, p_1 = 2, \) and \( p_2 = \infty \)), and by using Gagliardo-Nirenberg Inequality (16), we get

\[ \| f - P_Z f \|_{L_\infty(\mathcal{X})} \leq C_1 \| f - P_Z f \|_{W^{d/2+\varepsilon}(\mathcal{X})} \]

\[ \leq C_2 \| f - P_Z f \|_{W^{d/2+\varepsilon}(\mathcal{X})} \| f - P_Z f \|_{L_2(\mathcal{X})}^{1 - \frac{d}{2} - \frac{\varepsilon}{2}} \]

\[ \leq C_3 \left( \| f - P_Z f \|_{W^{d/2}(\mathcal{X})} \right)^{d/2 + \varepsilon} \| f \|_{W^{d/2}(\mathcal{X})}^{1 - \frac{d}{2} - \frac{\varepsilon}{2}} \]

\[ \leq C_4 T^{-\frac{\varepsilon}{d} + \frac{1}{2} + \frac{\varepsilon}{2}} \| f \|_{W^{d/2}(\mathcal{X})}, \]

where the constants \( C_1, C_2, C_3, \) and \( C_4 \) are independent of \( f \) and \( T \). Finally in the specific case \( s \in \mathbb{N} \) we directly apply Corollary 11.33 from Wendlandt (2005) with \( m = 0, \tau = s, q = \infty \) to \( f - P_Z f \) and obtain directly bound (22) with \( \varepsilon = 0 \). \( \blacksquare \)

**Appendix C. Proof of Theorem. 3. Upper bound on the effective dimension of the Sobolev RKHS**

Notice that the effective dimension can be rewritten as:

\[ d_{eff}^n(\tau) = \text{Tr} (T_n + \tau I)^{-1} T_n, \]

where \( T_n \) - (empirical covariance operator. We provide below some auxiliary results that control the tail of the trace of the kernel integral operator. These results are provided in Lemmata 2,3 by Pagliana et al. (2020) and are just formulated here for completeness of the narrative.

**Lemma 17** Let \( \mathcal{H}_k \) be some RKHS over domain \( \mathcal{X} \subseteq \mathbb{R}^d \) with continuous reproducing kernel \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). Let \( A : \mathcal{H}_k \to \mathcal{H}_k \) be a bounded linear operator and \( A^* \) be its adjoint. Then

\[ \sup_{x \in \mathcal{X}} \| Ak_x \|_{\mathcal{H}_k}^2 \leq \sup_{\| f \|_{\mathcal{H}_k} \leq 1} \| A^* f \|_{L_\infty(\mathcal{X})}^2. \]
**Lemma 18** Let $\mathcal{H}_k$ be some RKHS over domain $\mathcal{X} \subseteq \mathbb{R}^d$ with reproducing kernel $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ and $\mu$ be any $\sigma$–finite measure on $\mathcal{X}$. Let $\ell \in \mathbb{N}_+$ and $P : \mathcal{H}_k \mapsto \mathcal{H}_k$ be a projection operator with rank less than or equal to $\ell \in \mathbb{N}_+$. Then

$$\sum_{t > \ell} \lambda_t(L) \leq \int_{\mathcal{X}} \|(I - P)k_x\|_{\mathcal{H}_k}^2 d\mu(x) \leq \sup_{x \in \mathcal{X}} \|(I - P)k_x\|_{\mathcal{H}_k}^2,$$

where $L : L_2(\mathcal{X},\mu) \mapsto L_2(\mathcal{X},\mu)$ is the kernel integral operator as defined in Equation (7) and $\lambda_t(L)$ are its $t$-th eigenvalues.

Notice that the effective dimension upper bound for the Sobolev RKHS can be also recovered from a more general result of Lemma 4 in Pagliana et al. (2020) when taking scale $\gamma = n^{\frac{1}{2r-d}}$ therein. We provide here the proof for completeness.

**Proof of Theorem 3.** Let $s > d/2$, $t \geq T_0$. By Lemma 16 for the orthogonal projector $P$ on the set of $t$ points $Z = \{x_1, \ldots, x_t\} \in \mathcal{X}^t$ such that fill distance $h_{Z, \mathcal{X}} \lesssim t^{-\frac{3}{2}}$ for any $\varepsilon' \in \mathbb{R}_+$ holds

$$\sup_{\|f\|_{W^s(\mathcal{X})} \leq 1} \|f - Pf\|_{L_\infty(\mathcal{X})} \leq Ct^{-\frac{s'}{4} + \frac{1}{2}},$$

where $s' = s - \varepsilon'$ and $C$ is a constant that depends on $\mathcal{X}, d, s, \varepsilon$, but not on $t$. Applying Lemma 17 with $A = I - P$ we obtain:

$$\sup_{x \in \mathcal{X}} \|(I - P)k_x\|_{\mathcal{H}_k} \leq Ct^{-\frac{s'}{4} + \frac{1}{2}}.$$

Let $\{x_i\}_{i \geq 1}$ be the sequence of inputs in $\mathcal{X}$. Then with the choice $\mu := (1/n) \sum_{i=1}^n \delta_{x_i}$, the kernel integral operator $L$ equals $K_n/n$; combining Lemma 18 with the last inequality yields

$$\sum_{t > \ell} \lambda_t(K_n/n) \leq \frac{1}{n} \sum_{i=1}^n \|(I - P)k_{x_i}\|_{\mathcal{H}_k}^2 \leq \sup_{x \in \mathcal{X}} \|(I - P)k_x\|_{\mathcal{H}_k}^2 \leq Ct^{-\frac{s'}{4} + \frac{1}{2}}. \quad (24)$$

From the definition of the effective dimension (see Def. 1), we have

$$d_{eff}^n(\tau) := \sum_{j=1}^n \frac{\lambda_j(K_n)}{\lambda_j(K_n) + \tau} \leq \sum_{j=1}^t \frac{\lambda_j(K_n)}{\lambda_j(K_n) + \tau} + \tau^{-1} \sum_{j \geq t} \lambda_j(K_n), \quad (25)$$

where we used that since since $K_n$ is positive semidefinite, $\lambda_j(K_n) \geq 0$ for all $j \geq 1$. Furthermore, $\lambda_j(K_n)/(\lambda_j(K_n) + \tau) \leq 1$ for all $j \geq 1$, which implies

$$\sum_{j=1}^t \frac{\lambda_j(K_n)}{\lambda_j(K_n) + \tau} \leq t.$$

By homogeneity of the eigenvalues we have $\lambda_j(K_n) = n\lambda_j(K_n)/n$, and therefore

$$\tau^{-1} \sum_{j \geq t} \lambda_j(K_n) = n\tau^{-1} \sum_{j \geq t} \lambda_j(K_n)/n.$$
Combining the last two inequalities with Inequalities (24) and (25), we upper bound the effective dimension as
\[ d_{eff}^{n}(\tau) \leq t + Cn\tau^{-1}t^{-2\varepsilon/d+1}. \]
Choosing \( t \) to balance the terms in the above equation, i.e. \( t = n \frac{d}{2s'} \tau^{-\frac{s'}{2}} \), we get
\[ d_{eff}^{n}(\tau) \leq C_1 \left( \frac{n}{\tau} \right)^{\frac{d}{2s'}} = C_1 \left( \frac{n}{\tau} \right)^{\frac{d}{2(s'-\varepsilon)}}. \]

Then assuming \( \varepsilon' < s/2 \), and using \( \frac{1}{1-x} \leq 1 + 2x \) for \( 0 \leq x \leq 1/2 \), we have
\[ d_{eff}^{n}(\tau) \leq C_1 \left( \frac{n}{\tau} \right)^{\frac{d}{2s'}} \left( 1 + \frac{2\varepsilon'}{s} \right) = C_1 \left( \frac{n}{\tau} \right)^{\frac{d}{2s'} + \varepsilon} \leq C_1 \left( \frac{n}{\tau} \right)^{\frac{d}{2s'} + \frac{2\varepsilon'}{s}}. \]

For any \( \varepsilon \in (0, 1) \), the choice \( \varepsilon' = \varepsilon s'/2 \) concludes the proof in the case \( s \in \mathbb{R} \).

Finally, to satisfy condition \( t \geq T_0 \) it is sufficient to have \( n, \tau \) such that \( n\tau \geq CT_0^{\frac{2\varepsilon'}{s}} \). The latter can be alleviated by additional additive constant in the final bound. The result for \( s \in \mathbb{R}_+ \) follows. Lastly, the result implies also the particular case with \( s \in \mathbb{N} \) by taking \( \varepsilon = 0 \).

**Appendix D. Proof of Theorem 4**

**Proof** Recall that KAAR, when competing against some function \( f \) in an arbitrary RKHS \( \mathcal{H}_k \) with a bounded reproducing kernel, attains the general regret upper bound as given in Equation (5). Plugging in the bound on the effective dimension of Theorem 3 with \( \mathcal{H}_k = W^s(\mathcal{X}) \) into the regret upper bound (5) gives
\[ R_n(F) \leq \tau \| f \|_{\mathcal{H}_k}^2 + M^2 C_1 \left( 1 + \log \left( 1 + \frac{n\kappa_2^2}{\tau} \right) \right) \left( C(n\tau^{-1}) \frac{d}{2s} + \varepsilon \right), \]
for any \( \varepsilon > 0 \). Balancing the first and second terms in order to minimize the right hand size (by choosing an appropriate value of \( \tau \)), i.e. by setting \( \tau := n^{\frac{d}{2s+\varepsilon}} \) we have
\[ R_n(F) \leq Cn^{\frac{d}{2s+\varepsilon}} \log(n), \]
where a constant \( C \) depends only on \( d, s, R, M, \mathcal{X} \) and does not depend on \( n \).

**Appendix E. Proof of Theorem 6**

We start by introducing a general lemma for the regret of KAAR when competing against continuous function and then proceed with the proof of the main theorem.

**Lemma 19** Let \( f \in C(\mathcal{X}) \) and \( g \in \mathcal{H}_k \). Assume that \((x_i)_{i=1}^{n} \in \mathcal{X}^n\) and \( y_i \in [-M, M] \), for some \( M > 0 \). Then the regret of algorithm (4) when competing against function \( f \) is bounded by
\[ R_n(f) \leq \tau \| g \|_{\mathcal{H}_k}^2 + M^2 \left( 1 + \log \left( 1 + \frac{n\| k \|_{L_{\infty}(\mathcal{X})}^2}{\tau} \right) \right) d_{eff}^n(\tau) + 2n \| f - g \|_{L_{\infty}(\mathcal{X})}(M + \| g \|_{L_{\infty}(\mathcal{X})}) \]
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Proof Let \( \varepsilon \in (0,1) \) and let \( g \in \mathcal{H}_k \) be some function which is to be chosen later. Denote by \( v \) the vector \( v = (f(x_1), \ldots, f(x_n)) \in \mathbb{R}^n \) and \( w = S_ng = (g(x_1), \ldots, g(x_n)) \in \mathbb{R}^n \). We can decompose the regret in the following way:

\[
R_n(f) = \|Y_n - \hat{Y}_n\|^2 - \|Y_n - v\|^2 \\
= \|Y_n - \hat{Y}_n\|^2 - \|Y_n - w\|^2 - \|v - w\|^2 + 2\langle Y_n - w, v - w \rangle \\
\leq \|Y_n - \hat{Y}_n\|^2 - \|Y_n - w\|^2 + 2\langle Y_n - w, v - w \rangle \\
\leq R_n(g) + 2\langle Y_n - w, v - w \rangle.
\]  
(27)

Applying the regret upper bound (5) to the element \( g \) we get:

\[
R_n(g) \leq \tau\|g\|^2_{\mathcal{H}_k} + M^2 \left( 1 + \log \left( 1 + \frac{n\|k\|^2_{\infty}}{\tau} \right) \right) d_{eff}^n(\tau),
\]

where we recall that \( d_{eff}^n(\tau) \) is the effective dimension of the RKHS \( \mathcal{H}_k \) with respect to the sample \( \mathcal{D} \subset \mathcal{X}^n \). For the second term on the right hand side in inequality (27) we have:

\[
\langle Y_n - w, v - w \rangle \leq \sum_{t=1}^n |(y_t - g(x_t))(f(x_t) - g(x_t))| \\
\leq \sum_{t=1}^n (|y_t| + |g(x_t)|)|f(x_t) - g(x_t)| \\
\leq n\|f - g\|_{L_\infty(\mathcal{X})}(M + \|g\|_{L_\infty(\mathcal{X})})
\]  
(28)

Putting together the aforementioned bounds we obtain our final result.  

Proof of Theorem 6.

Let \( \sigma > 0 \) be some fixed bandwidth. By Proposition 11 for any function \( f \in W^\beta_p(\mathcal{X}) \subset W^\beta_2(\mathcal{X}) \), \( p \geq 2 \) and \( \sigma > 0 \) there exists \( f_\sigma \in B_\sigma \) such that for \( 0 \leq r \leq \beta \) we have:

\[
\|f - f_\sigma\|_{L_2(\mathcal{X})} \leq C_1\sigma^{-\beta}\|f\|_{W^\beta_2(\mathcal{X})}, \quad \|f_\sigma\|_{W^\beta_2(\mathcal{X})} \leq C_2\sigma^{(r-\beta)}\|f\|_{W^\beta_2(\mathcal{X})}.
\]  
(29)

Since \( f \in W^\beta_p(\mathcal{X}) \) and \( p \geq 2 \) so the inclusion implies that we have \( \|f\|_{W^\beta_2(\mathcal{X})} \leq C\|f\|_{W^\beta_p(\mathcal{X})} \) with some constant \( C \).

Let \( \varepsilon_1 > 0 \) be any positive number. Applying Sobolev embedding Theorem (see Equation (9)) on page 60 in Edmunds and Triebel (1996) with \( s_1 = d/2 + \varepsilon_1, s_2 = 0, n = d, p_1 = 2, \) and \( p_2 = \infty \), Proposition 12 for a function \( f - f_\sigma \in W^\beta_2(\mathcal{X}) \) and the fact that for \( p \geq 2 \) \( W^\beta_p(\mathcal{X}) \subset W^\beta_2(\mathcal{X}) \), \( W^\beta_p(\mathcal{X}) \subset W^\beta_2(\mathcal{X}) \) we get
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Thus, plugging (32) in the Equation (30) we deduce:

\[ \| f - f_\sigma \|_{L_\infty(\mathcal{X})} \leq C_1 \| f - f_\sigma \|_{W_2^{\beta + \epsilon_1}(\mathcal{X})} \]

\[ \leq C_2 \| f - f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \]  

\[ \leq C_4 \| f - f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \left( \sigma^{-\beta} \| f \|_{W_2^{\beta}(\mathcal{X})} \right)^{1 - \frac{d + 2\epsilon_1}{np}} \]  

\[ \leq C_5 \| f - f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \sigma^{-\beta + \frac{d}{p} + \frac{2\epsilon_1}{p}} \| f \|_{W_2^{\beta}(\mathcal{X})} \],

\[ \text{by Inclusion (30)} \]

with a constant $C_5$ which does not depend on $f$, $f_\sigma$ or $\sigma$. Since $f_\sigma$ satisfies (29) we obtain for any $r \in \mathbb{R}_+$, $r \geq \beta$:

\[ \| f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \leq C_1 \sigma^{(r-\beta)} \| f \|_{W_2^{\beta}(\mathcal{X})} \leq C_2 \sigma^{(r-\beta)} \| f \|_{W_2^{\beta}(\mathcal{X})}, \]

\[ \text{where we obtain the second inequality by inclusion of the Sobolev spaces } (W_2^{\beta}(\mathcal{X}) \subset W_2^{\beta}(\mathcal{X})) \text{ and the constant } C_2 \text{ depends only on } \mathcal{X}, d, \beta \text{ but not } \sigma. \]

Notice that by the triangle inequality and (31) with $r = \beta$ we have:

\[ \| f - f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \leq \| f \|_{W_2^{\beta}(\mathcal{X})} + \| f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \leq \left( 1 + C_1^{\frac{1}{p}} \right) \| f \|_{W_2^{\beta}(\mathcal{X})}. \]

Thus, plugging (32) in the Equation (30) we deduce:

\[ \| f - f_\sigma \|_{L_\infty(\mathcal{X})} \leq C_5 \sigma^{-\beta + \frac{d}{p} + \epsilon_1} \| f \|_{W_2^{\beta}(\mathcal{X})}, \]

\[ \text{Note also that by using (31) with } r = s \geq \beta \text{ we have:} \]

\[ \| f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \leq C_1 \sigma^{(s-\beta)} \| f \|_{W_2^{\beta}(\mathcal{X})} \leq C_2 \sigma^{(s-\beta)} \| f \|_{W_2^{\beta}(\mathcal{X})}, \]

\[ \text{where the last inequality holds since } W_2^{\beta}(\mathcal{X}) \subset W_2^{\beta}(\mathcal{X}). \]

Note that $f_\sigma$ as in Proposition (11) is of limited bandwidth and is continuous on $\mathcal{X}$, therefore $\| f_\sigma \|_{L_\infty(\mathcal{X})} = \| f_\sigma \|_{C(\mathcal{X})}$. Now since $f \in W_2^{\beta}(\mathcal{X})$ and $\beta > \frac{d}{p}$, so by Sobolev Embedding Theorem $f \in C(\mathcal{X})$; for the $f_\sigma$ chosen as in Proposition (11) we have

\[ \| f_\sigma \|_{L_\infty(\mathcal{X})} \leq \| f_\sigma \|_{W_2^{\beta}(\mathcal{X})} \leq C_1^{1/p} \| f \|_{W_2^{\beta}(\mathcal{X})}, \]

where the last step is true due to (31).

Lemma 19 with $g = f_\sigma \in C(\mathcal{X})$, $\mathcal{H}_k = W^s(\mathcal{X})$ implies that for any $f \in W_2^{\beta}(\mathcal{X})$ it holds:

\[ R_n(f) \leq \tau \| f_\sigma \|_{W_2^{\beta}(\mathcal{X})}^2 + M^2 \log \left( e + \frac{en\|k\|_\infty^2}{\tau} \right) d_{eff}^n(\tau) \]

\[ + 2n \| f - f_\sigma \|_{L_\infty(\mathcal{X})} (M + \| f_\sigma \|_{L_\infty(\mathcal{X})}). \]

\[ (35) \]
Denote $\varepsilon = \sigma^{-1}$, $s' = s - \varepsilon_1, \beta' = \beta - \varepsilon_1$. By plugging (33), (34), and the bound for $d_{eff}(\tau)$ from Theorem 3 in (35) while noticing that $s' - \beta' = s - \beta$ we obtain for any $f$:

$$R_n(f) \leq \tilde{C}_1 \tau \varepsilon^{-2}(s' - \beta') \|f\|_{W^\beta_p(X)}^2 + \tilde{C}_2 n^2 (1 + \log \left( \frac{n}{\varepsilon \|f\|_{W^\beta_p(X)}} \right) ) \left( \frac{d}{2} \tau - \frac{d}{2^d} \right)$$

$$+ \tilde{C}_3 n^2 \varepsilon^{d/p} \|f\|_{W^\beta_p(X)} \left( M + \|f\|_{W^\beta_p(X)} \right)$$

where $\tilde{C}_1, \tilde{C}_2, \tilde{C}_3$ are constants depend on $d, \beta, s, d$, but not $n, M, \tau, \varepsilon, f$. By setting

$$\varepsilon = n^{-\frac{2s}{2s'}(\beta + d - d(p)} - d(\beta + d(p))}, \quad \tau = n \varepsilon^{2s' - \beta' - d/p} = n^{-\frac{2s' \beta'}{2s'}(\beta + d - d(p)) - d(\beta + d(p))}$$

and noticing that with such choice of $\tau, \varepsilon$ for any $f \in F$ we have $R_n(f) \leq C \tau \varepsilon^{-2}(s' - \beta') = n \varepsilon^{d - d/p}$ we obtain for all $f \in F := \{ f \in W^\beta_p(X) : \|f\|_{W^\beta_p(X)} \leq R \}$

$$R_n(F) = \sup_{f \in F} R_n(f) \leq C n^{-\frac{2s' \beta'}{(\beta + d - d(p)) + d(\beta + d(p))}} = C n^{-\frac{\beta' p - d}{(\beta' + d) - d(p - 2)}}$$

where $C$ depends on $d, \beta, s, d, R, M, X$, but not $n$. Now to obtain the final claim we choose $s = \frac{d}{2} + \varepsilon_1$ thus $s' = \frac{d}{2}$ and we have: $1 - \frac{\beta' p - d}{(\beta' + d) - d(p - 2)} = 1 - \frac{\beta' p - d}{d(p - 2)} + \frac{\varepsilon_1 p}{d(p - 2)}$, from which the final claim follows.

Appendix F. Proof of the lower bounds (Theorem 9)

To prove the lower bounds, we use the notion of the sequential fat-shattering dimension (see Definition 12 in Rakhlin and Sridharan (2014)). Recall (see Rakhlin et al. (2014)) that a $\mathcal{Z}$-valued tree $\mathbf{z}$ of depth $n$ is a complete rooted binary tree with nodes labeled by the elements of the set $\mathcal{Z}$. More rigorously, $\mathbf{z}$ is a set of labeling functions $(\mathbf{z}_1, \ldots, \mathbf{z}_n)$ such that $\mathbf{z}_t : \{-1, 1\}^{t-1} \rightarrow \mathcal{Z}$ for every $t \leq n$. For any $\varepsilon \in \{-1, 1\}^n$, we denote $\{\mathbf{z}_t(\varepsilon) : t \leq n\}$ to be the label of the node at the level $t$, which is obtained by following the path $\varepsilon$.

**Definition 20 (Fat-shattering dimension, see Definition 7 in Rakhlin et al. (2014))** Let $\gamma > 0$. An $\mathcal{X}$-valued tree $\mathbf{x}$ of depth $d$ is said to be $\gamma$-shattered by $\mathcal{F} = \{ f : \mathcal{X} \rightarrow \mathbb{R} \}$ if there exists an $\mathbb{R}$-valued tree $\mathbf{s}$ of depth $d$ such that

$$\forall \varepsilon \in \{-1, 1\}^d, \quad \exists f^\varepsilon \in \mathcal{F}, \quad s.t. \quad \varepsilon_t(f^\varepsilon(x_t(\varepsilon)) - s_t(\varepsilon)) \geq \frac{\gamma}{2},$$

for all $t \in \{1, \ldots, d\}$. The tree $\mathbf{s}$ is called a witness. The largest $d$ such that there exists a $\gamma$-shattered tree $\mathbf{x}$ is called the (sequential) fat-shattering dimension of $\mathcal{F}$ and is denoted by $\text{fat}_{\gamma}(\mathcal{F})$.

If the last inequality becomes equality, we say that the tree $\mathbf{x}$ is exactly shattered by the elements of $\mathcal{F}$ or (alternatively) that class $\mathcal{F}$ exactly shatters the tree $\mathbf{x}$. We recall also the notion of sequential covering numbers and the sequential entropy of class $\mathcal{F}$. 
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Definition 21 A set \( V \) of \( \mathbb{R} \)-valued trees of depth \( n \) forms a \( \gamma \)-cover (with respect to the \( \ell_q \) norm, \( 1 \leq q < \infty \)) of a function class \( \mathcal{F} \subset \mathbb{R}^X \) on a given \( X \)-valued tree \( x \) of depth \( d \) if

\[
\forall f \in \mathcal{F}, \forall \varepsilon \in \{\pm 1\}^d, \exists \nu \in V, \text{ s.t. } \left( \frac{1}{n} \sum_{t=1}^{d} |f(x_t(\varepsilon)) - \nu_t(\varepsilon)|^{q} \right)^{1/q} \leq \gamma.
\]

In the case \( q = \infty \), we have that \(|f(x_t(\varepsilon)) - \nu_t(\varepsilon)| \leq \gamma \) for all \( t \in \{1,\ldots,d\} \). The size of the smallest \( \gamma \)-cover of a tree \( x \) is denoted by \( \mathcal{N}_q(\gamma, \mathcal{F}, x) \); and \( \mathcal{N}_q(\gamma, \mathcal{F}, d) = \sup_x \mathcal{N}(\gamma, \mathcal{F}, x) \) where the last supremum is taken over all trees of depth \( d \). Finally, the sequential entropy of class \( \mathcal{F} \) is \( \sup_x \log \mathcal{N}_q(\gamma, \mathcal{F}, x) \).

To derive the main results of Theorem 9, we use the following consequences of Lemmata 14,15 in Section 5, Rakhlin and Sridharan (2014).

Lemma 22 (Variant of Lemma 14 in Rakhlin and Sridharan (2014)) Let \( n \in \mathbb{N}_x, \gamma = [-M, M] \) and \( \mathcal{F} \subset \{ f : \mathcal{X} \to [-M/4, M/4] \} \) for some \( M > 0 \). If \( \gamma > 0 \) such that \( n \leq \text{fat}_\gamma(\mathcal{F}) \) then

\[
\tilde{R}_n(\mathcal{F}) \geq \frac{M}{4} n \gamma.
\]

Proof Since, \( \gamma > 0 \) such that \( n \leq \text{fat}_\gamma(\mathcal{F}) \), by definition of the fat-shattering dimension there exists an \( \mathcal{X} \)-valued tree \( x \) of depth \( n \) (and a witness of shattering \( \mu \)), which is shatterd by the elements of \( \mathcal{F} \). Further proof follows the same lines as in the original argument of Lemma 14 of Rakhlin and Sridharan (2014) with the tree \( x \), witness of shattering \( \mu, \beta := \gamma \) and functions (as well as witness of shattering bounded in \([-\frac{M}{4}, \frac{M}{4}]\) instead of \([-1, 1]\)) therein.

Lemma 23 (Variant of Lemma 15 in Rakhlin and Sridharan (2014)) Let \( n \in \mathbb{N}_x, \gamma > 0 \), and \( \mathcal{F}' \) be a class of functions from \( \mathcal{X} \) to \([-M/4, M/4]\) which exactly \( \gamma \)-shatters some tree \( x \) of depth \( \text{fat}_\gamma(\mathcal{F}') < n \). Then the minimax regret with respect to \( \mathcal{F}' \) is lower-bounded as

\[
\tilde{R}_n(\mathcal{F}') \geq \frac{M}{4} C \left( 2 \sqrt{2} \gamma \sqrt{n \text{fat}_\gamma(\mathcal{F}') - n \gamma^2} \right).
\] (36)

Proof The lemma is proved in the same way as Lemma 15 in Rakhlin and Sridharan (2014), by noting that since \( \mathcal{F}' \) exactly shatters \( x \), we can consider \( \mathcal{F} = \mathcal{F}' \) in the original proof. The argument follows then the same lines by noticing that the target functional class is a subset of \( \{ f : \mathcal{X} \to [-\frac{M}{4}, \frac{M}{4}] \} \) (instead of \( \{ f : \mathcal{X} \to [-1, 1] \} \) as in the original argument).

To prove the lower bounds, we provide a tight control of \( \text{fat}_\gamma(\mathcal{F}) \) (in terms of the scale \( \gamma \), while constants may depend on the range \( \gamma, d, \beta \)) for \( \mathcal{F} \) being the bounded ball in Sobolev space \( W_p^\beta(\mathcal{X}) \).

We recall the notion of sequential Rademacher complexity (see Rakhlin and Sridharan (2014)):

\[
\mathcal{R}_n(\mathcal{F}) = \sup_x \mathbb{E}_\varepsilon \left[ n^{-1} \sup_{f \in \mathcal{F}} \sum_{t=1}^{n} \varepsilon_t f(x_t(\varepsilon)) \right],
\]

where \( \mathbb{E}_\varepsilon[\cdot] \) denotes the expectation under the product measure \( \mathbb{P} = \left( \frac{1}{2} \delta_{1} + \frac{1}{2} \delta_{1} \right)^{\otimes n} \), the supremum is over all \( \mathcal{X} \)-valued trees of depth \( n \). Firstly we provide an auxiliary Lemma which provides an upper bound of the fat-shattering dimension of the Sobolev ball \( B_{W_p^\beta(\mathcal{X})}(0, 1) \).
**Lemma 24** Let \( n \in \mathbb{N}, n \geq 1, M > 0 \) and let \( \mathcal{F} := B_{W^\beta_p}(x)(0, M/4) \), \( p \geq 2 \). For the fat-shattering dimension \( \text{fat}_\gamma(\mathcal{F}) \) on the scale \( \gamma > 0 \) when \( \beta \neq \frac{d}{2} \) it holds

\[
\text{fat}_\gamma(\mathcal{F}) \leq \max\{\tilde{C}_1 \gamma^{-\frac{d}{2n}}, 1\},
\]

where \( C_1 \) is some constant which depends on \( \beta, d, M \) but not on \( \gamma \). In the case \( \frac{d}{2} = 1/2 \) we have

\[
\text{fat}_\gamma(\mathcal{F}) \leq \max\{\tilde{C}_2 \left(\frac{\gamma}{\log(\gamma)}\right)^{-2}, 1\},
\]

where \( C_2 \) is some constant which depends on \( \beta, d, M \) but not on \( \gamma \).

**Proof of Lemma 24** Following from Definition (20), if \( x \) of depth \( n \) is \( \gamma \)-shattered by the elements of \( \mathcal{F} \), then \( n \leq \text{fat}_\gamma(\mathcal{F}) \). For an arbitrary functional class \( \mathcal{F} \) from the definition of the fat-shattering dimension for any \( \gamma > 0 \) such that \( \text{fat}_\gamma(\mathcal{F}) > n \) we have that \( \mathcal{R}_n(\mathcal{F}) \geq \frac{\gamma}{2} \) (one readily checks this by considering Rademacher complexity over the set of \( n \) shattered points). Therefore, \( \mathcal{R}_n(\mathcal{F}) \geq \sup\{\frac{\gamma}{2} : \text{fat}_\gamma(\mathcal{F}) > n\} \), which is equivalent to \( \text{fat}_\gamma(\mathcal{F}) \leq \min\{n : \mathcal{R}_n(\mathcal{F}) \leq \frac{\gamma}{2}\} \). By Proposition 1 and Definition 3 in Rakhlin et al. (2014) for all \( c \in \mathbb{R} \), we have \( \mathcal{R}_n(cF) = |c|\mathcal{R}_n(F) \), where \( cF = \{ cf : f \in \mathcal{F} \} \). Taking \( c = \frac{4}{M} \), we have for \( \mathcal{F}' = B_{W^{\beta}_{\infty}(x)}(0, M/4) \) that \( \mathcal{R}_n(\mathcal{F}') = \frac{M}{4}\mathcal{R}_n(\mathcal{F}) \), where \( \mathcal{F} = B_{W^{\beta}_{\infty}(x)}(0, 1) \). From the definition of \( \|\|_{W^{\beta}_{\infty}(x)} \), it follows that if \( f \in B_{W^{\beta}_{\infty}(x)}(0, 1) \), then \( \max_{x \in X} |f(x)| \leq 1 \). By Theorem 3 in Rakhlin et al. (2014) we have for any functional class \( \mathcal{F} \subset [-1, 1]^X \)

\[
\mathcal{R}_n(\mathcal{F}) \leq \sup_x \inf_{\rho \in (0,1)} \left( 4\rho + \frac{12}{\sqrt{n}} \int_{\rho}^{1} \sqrt{\log_2 \mathcal{N}_2(\delta, \mathcal{F}, x)} \, d\delta \right).
\]

It is straightforward to check that for any tree \( \mathbf{z} \) it holds that

\[
\mathcal{N}_2(\gamma, \mathcal{F}, \mathbf{z}) \leq \mathcal{N}_\infty(\gamma, \mathcal{F}, \mathbf{z}).
\]

Furthermore, if \( \mathcal{N}_\infty(\mathcal{F}, \gamma) \) is a metric entropy of class \( \mathcal{F} \) on scale \( \gamma > 0 \), then it is easy to check that for any tree \( \mathbf{z} \) of depth \( d \geq 1 \) and any scale \( \gamma > 0 \), \( \mathcal{N}_\infty(\gamma, \mathcal{F}, \mathbf{z}) \leq \mathcal{N}_\infty(\gamma, \mathcal{F}) \). Indeed, this follows trivially by taking for any tree \( \mathbf{z} \) witness \( v(\cdot) = g(\mathbf{z}(\cdot)) \), where \( g(\cdot) \) is the element of \( \gamma \)-net such that \( \|f - g\|_\infty \leq \gamma \). Furthermore, for \( \mathcal{F} = B_{W^{\beta}_{\infty}(x)}(0, 1), \beta > d/p \) the metric entropy of \( \mathcal{F} \) on the scale \( \delta \) is (up to some constant \( C \) which does not depend on \( \delta \)) upper bounded by \( \delta^{-\frac{d}{2}} \). The latter bound is a well-known result and it can be deduced from the general result for Besov spaces stated in Theorem 3.5 in Edmunds and Triebel (1996) (see also Equation (38) on page 19 in Vovk (2006)). Thus, using Equations (37) and (38), the fact that metric entropy uniformly bounds sequential entropy, properties of Rademacher complexity (see Lemma 3 in Rakhlin et al. (2015)) and the upper bound on the metric entropy of the Sobolev ball \( \mathcal{F} = B_{W^{\beta}_{\infty}(x)}(0, M/4) \), we get

\[
\mathcal{R}_n(\mathcal{F}) = \frac{M}{4}\mathcal{R}_n\left(\frac{4}{M} B_{W^{\beta}_{\infty}}(0, M/4)\right) \leq \frac{M}{4}\mathcal{R}_n\left(B_{W^{\beta}_{\infty}(x)}(0, 1)\right)
\]

\[
\leq \frac{M}{4} \inf_{\rho \in [0,1]} \left( 4\rho + \frac{12C}{\sqrt{n}} \int_{\rho}^{1} \delta^{-\frac{d}{2}} \, d\delta \right) \leq C_1 \inf_{\rho \in [0,1]} \left( 4\rho + \frac{12}{\sqrt{n}} \int_{\rho}^{1} \delta^{-\frac{d}{2}} \, d\delta \right),
\]

It is straightforward to check that for any tree \( \mathbf{z} \) it holds that

\[
\mathcal{N}_2(\gamma, \mathcal{F}, \mathbf{z}) \leq \mathcal{N}_\infty(\gamma, \mathcal{F}, \mathbf{z}).
\]
where we use \( C_1 = \frac{1}{M} \max \{1, C\} \) for completeness. Notice that if \( \beta > \frac{d}{2} \), then integral \( \int_0^1 t^{-\frac{d}{\beta}} \, dt \) is finite, thus in this case in (39) we can take \( \rho = 0 \), which implies \( \mathcal{R}_n(F) \leq \frac{12C_1}{\sqrt{n}} \frac{1}{1 - \frac{1}{2\beta}} \). When \( \beta < \frac{d}{2} \), then the choice \( \rho = \rho_{\text{min}} = (9n^{-1})^{\frac{2}{3}} \) leads to the bound \( \mathcal{R}_n(F) \leq 12C_1n^{-\frac{\beta}{2}} \frac{1}{1 - \frac{1}{2\beta}} \). Finally, in the case when \( \beta = \frac{d}{2} \) with the choice \( \rho = \frac{3}{\sqrt{m}} \), one gets \( \mathcal{R}_n(F) \leq 6C_1 \ln(n) \frac{1}{\sqrt{m}} \).

Thus we obtain

\[
\mathcal{R}_n(F) \leq 12C_1K n^{-\left(\frac{\beta}{2}\right)^{\frac{3}{2}}},
\]

(40)

where in Equation (40) \( K = \frac{1}{1 - (\frac{\beta}{d})^{\frac{3}{2}}} \) if \( \beta \neq \frac{d}{2} \) otherwise \( K = \frac{\ln(n)}{2} \). If \( \frac{\beta}{d} \neq \frac{1}{2} \) then we have

\[
\text{fat}_\gamma(G) \leq \text{fat}_\gamma(F) \leq \min \{ n : \mathcal{R}_n(F) \leq \frac{\gamma}{2} \} \\
\leq \min \left\{ n : 12C_1K n^{-\left(\frac{\beta}{2}\right)^{\frac{3}{2}}} \leq \frac{\gamma}{2} \right\} \\
\leq \left[ \left( \frac{\gamma}{24C_1K} \right)^{\left(\frac{\beta}{d}\right)^{\frac{3}{2}}} \right] \\
\leq \max \{ C_2 \gamma^{-\left(\frac{\beta}{d}\right)^{\frac{3}{2}}} , 1 \},
\]

with \( C_2 = 2 \cdot (24C_1K)^{\gamma^{-\left(\frac{\beta}{d}\right)^{\frac{3}{2}}}} \). In the case, when \( \frac{\beta}{d} = \frac{1}{2} \) we have that by any \( n \geq \left[ \left( \frac{\gamma/24C_1}{\log(\gamma/24C_1)} \right)^{-2} \right] \) ensures that \( \frac{6C_1 \ln(n)}{\sqrt{n}} \leq \frac{\gamma}{2} \), from which we deduce \( \text{fat}_\gamma(G) \leq \max \{ C_2 \left( \frac{\gamma}{\log(\gamma)} \right)^{-2} , 1 \} \).

To derive the first statement of Theorem 9 we construct a class \( G \subset B_{W^\beta_{\mu}(X)}(0, M) \) which satisfies Lemmata 22 and 23 and deduce the final bound for the minimax regret \( \tilde{R}_n(B_{W^\beta_{\mu}(X)}(0, M)) \) by inclusion argument.

**Class construction.** We provide a class construction, taking inspiration from the nonparametric regression in the statistical learning scenario (see, for example, Theorem 3.2 in Györfi (2002)). Recall that \( X = [-1, 1]^d \); for a given \( n \in \mathbb{N} \) denote \( b := n^{-\frac{1}{d}} \). Consider the following set of half–open intervals

\[
A = \{ A_t = [-1 + \ell b, -1 + (\ell + 1)b], 0 \leq \ell \leq \lfloor 2n^{1/d} \rfloor - 1 \},
\]

and let \( P = A^d \) be its \( d \)-th power. Let \( I := \{0, \ldots, \lfloor 2n^{\frac{d}{3}} \rfloor - 1\}^d \), \( N = |I| = \lfloor 2n^{\frac{d}{3}} \rfloor^d \) and \( \pi : I \mapsto \{1, \ldots, N\} \) be a function which maps an element \( k \in I \) to its index in the lexicographic order among the elements in \( I \). Because lexicographic order is a total order, we have that \( \pi(\cdot) \) is a bijection. For each \( k \in I := \{0, \ldots, \lfloor 2n^{\frac{d}{3}} \rfloor - 1\}^d \) such that \( \pi(k) = j \), we denote \( B_j = \prod_{i=1}^d [-1 + k_i b, -1 + (k_i + 1)b] \). Notice that \( \bigcup_{j=1}^N B_j \subset X \) and for \( i \neq j \) obviously \( B_i \cap B_j = \emptyset \).

For a cube \( B_t \), \( t \in \{1, \ldots, N\} \) we denote \( \alpha_t \in \mathbb{R}^d \) to be its center. One can show explicitly that \( \alpha_t = \left( b\left(\frac{1}{d} + \left(\pi^{-1}(t)\right)_d\right) - 1, \ldots, b\left(\frac{1}{d} + \left(\pi^{-1}(t)\right)_d\right) - 1\right) \). Consider the following set of functions:

\[
\mathcal{F}_{\beta,d,n} = \left\{ f : f(x) = \frac{Mn^{-\frac{\beta}{d}}}{4\|g\|_{W^\beta_{\mu}(X)}} \sum_{t=1}^N c_t g_{n,t}(x), c_j \in \{-1, 1\} \right\},
\]

(41)
where \( g_{n,t}(x) = g\left(n^{\frac{3}{2}}(x - a_t)\right) \), and \( g \) such that \( g(x) = \frac{1}{2} \left( 1 - \sigma\left(\frac{\|x\|_2^2 - a^2}{c^2 - a^2}\right) \right) \), \( c = \frac{1}{2} \), \( a = \frac{1}{4} \) and \( \sigma(t) = \frac{h(t)}{n(t) + h(1 - t)} \), \( h(t) = e^{-1/t^2}1_{t > 0} \) for \( t \in \mathbb{R}, x \in \mathbb{R}^d \). We need the following Lemma, which shows that the functional class \( F_{\beta,d,n} \) defined by Equation (41) is included in the ball of the space \( W^\beta_{r} \).

**Lemma 25** Let \( \beta > 0, d \geq 1, n \in \mathbb{N} \); consider \( N := [2n^{\frac{1}{2}}]^d \) and the class \( F_{\beta,d,n} \), as defined in (41). It holds that

\[
F_{\beta,d,n} \subset B_{L^\infty(X)} \left(0, \frac{M}{4}\right).
\]

Moreover, a stronger inclusion holds, namely, that

\[
F_{\beta,d,n} \subset B_{W^\infty_{\beta}} \left(0, \frac{M}{4}\right).
\]

**Proof** First, notice that \( g(0) = \frac{1}{2} \left( 1 - \sigma\left(-\frac{a^2}{c^2 - a^2}\right) \right) \). Because \( t_0 := -\frac{a^2}{c^2 - a^2} < 0 \), \( h(t_0) = 0 \) and consequently \( \sigma(t_0) = 0 \) from which we have \( g(0) = \frac{1}{2} \left( 1 - \sigma(t_0) \right) = \frac{1}{2} \). For a cube \( B_j \), if \( x \notin B_j \), then we have \( g_{n,j}(x) = 0 \). Indeed, as \( x \notin B_j \), for \( a_j \) center of \( B_j \) holds \( \max_{i \leq d} |x(i) - a_j(i)| \geq n^{\frac{3}{2}} \). Therefore, because \( \|n^{\frac{1}{2}}(x(i) - a_j(i))\|_2 \geq n^{\frac{1}{2}} \max_{i \leq d} |x - a_j| \geq \frac{1}{2} \) and because \( g(\cdot) \), as constructed above is a mollifier from \( \mathbb{R}^d \) to \( \mathbb{R} \) with non-zero support on \( B_{\mathbb{R}^d}(0, 1/2) \) (see paragraph 13 in Loring (2011)), we have \( g_{n,j}(x) = g\left(n^{\frac{1}{2}}(x - a_j)\right) = 0 \). From the definition of the norm in the functional class \( W^\beta_{r} \), it follows that for any \( x \in X \) we have \( \|g(x)\|_r \leq \|g\|_{L^\infty(X)} \leq \|g\|_{W^\infty_{\beta}(X)} \). Furthermore, for any element \( f \in F_{\beta,d,n} \), for any \( x \in X \setminus \cup_{k=1}^{N} B_k \) we have \( f(x) = 0 \). If \( x \in \cup_{k=1}^{N} B_k \), then there exists some cube \( B_j \) with \( x \in B_j \). Thus we get

\[
|f(x)| = \left| \frac{Mn^{-\frac{\beta}{2}}}{4\|g\|_{W^\infty_{\beta}(X)}} \sum_{t=1}^{N} c_{j} g_{n,t}(x) \right| \leq \frac{Mn^{-\frac{\beta}{2}}}{4\|g\|_{W^\infty_{\beta}(X)}} \|g_{n,j}(x)\|_{L^\infty(X)} \leq \frac{M}{4},
\]

so that \( F_{\beta,d,n} \subset B_{L^\infty(X)} \left(0, \frac{M}{4}\right) \) and the first part of the claim is proved. Let \( \beta = m + \sigma \). For every \( r \leq m, r \in \mathbb{N} \) and \( x \in X \), we notice that if \( x \in X \setminus \cup_{k=1}^{N} B_k \), then because it is a finite linear combination of mollifiers we have \( D^r f(x) = 0 \). By a chain rule for every \( f \in F_{\beta,d,n} \) \( x \in X \),

\[
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\( k \leq N \) such that \( x \in B_j \):

\[
\sup_{x \in \mathcal{X}} |D^k f(x)| = \sup_{B_j \in \mathcal{P}} \sup_{x \in B_j} |D^k f(x)|
\]

\[
= \sup_{B_j \in \mathcal{P}} \sup_{x \in B_j} \frac{M}{4\|g\|_{W^\delta(X)}} |D^k n^{-\frac{\alpha}{2}} g_{n,j}(x)|
\]

\[
= \sup_{B_j \in \mathcal{P}} \sup_{x \in B_j} \frac{Mn^{-\frac{\alpha}{2}}}{4\|g\|_{W^\delta(X)}} |D^k g\left(n^{\frac{1}{2}}(x - a_j)\right)|
\]

\[
= \frac{M}{4\|g\|_{W^\delta(X)}} \sup_{B_j \in \mathcal{P}} \sup_{x \in B_j} |D^k g(x)|
\]

\[
\leq \frac{M}{4\|g\|_{W^\delta(X)}} \sup_{x \in \mathcal{X}} |D^k g(x)| = \frac{M}{4} \|D^k g\|_{L^\infty(X)} \leq \frac{M}{4}
\]

Consider \( D^\gamma f \) of a function \( f \in \mathcal{F}_{\beta,d,n} \). For some \( 1 \leq j \leq N \) we have for any \( x, z, \in \overline{B_j} \) (here \( \overline{B_j} = B_j \cup \partial B_j \)) it holds

\[
\frac{|D^\gamma f(x) - D^\gamma f(z)|}{\|x - z\|^\gamma} = \frac{Mn^{-\frac{\alpha}{2}}}{4\|g\|_{W^\delta(X)}} \frac{|D^\gamma g_{n,j}(x) - D^\gamma g_{n,j}(z)|}{\|x - z\|^\gamma}
\]

\[
= \frac{Mn^{-\frac{\alpha}{2}}}{4\|g\|_{W^\delta(X)}} \frac{|D^\gamma g\left(n^{\frac{1}{2}}(x - a_j)\right) - D^\gamma g\left(n^{\frac{1}{2}}(z - a_j)\right)|}{\|x - z\|^\gamma}
\]

\[
= \frac{Mn^{-\frac{\alpha}{2}}}{4\|g\|_{W^\delta(X)}} \frac{\left|D^\gamma g(\bar{x}) \frac{\partial^\gamma}{\partial x_1 \ldots \partial x_d} n^{\frac{1}{2}}(x - a_j) - D^\gamma g(\bar{z}) \frac{\partial^\gamma}{\partial z_1 \ldots \partial z_d} n^{\frac{1}{2}}(z - a_j)\right|}{\|x - z\|^\gamma}
\]

\[
\leq \frac{Mn^{-\frac{\alpha}{2}}}{4\|g\|_{W^\delta(X)}} \sup_{x, z \in \mathcal{X}, x \neq z} \frac{|D^\gamma g(x) - D^\gamma g(z)|}{\|x - z\|^\gamma}
\]

\[
= \frac{M}{4} \|g\|_{W^\delta(X)} \sup_{x, z \in \mathcal{X}, x \neq z} \frac{|D^\gamma g(x) - D^\gamma g(z)|}{\|x - z\|^\gamma} \leq \frac{M}{4}
\]

Furthermore, if \( B_j, B_k \in \mathcal{P} \) are two different cubes then for \( x \in \overline{B_j} \) and \( z \in \overline{B_k} \) consider elements \( \bar{x} \in \partial B_j \) and \( \bar{z} \in \partial B_k \), which lie on the line between \( x \) and \( z \). Notice that if \( \overline{B_j} \) and \( \overline{B_k} \) have common \( d - 1 \) hyperplane (i.e., they are the neighbour cells) then \( \bar{x} = \bar{z} \). In all cases, it follows
If for any pair \((x, z) \in X^2, x \neq z\) one element (without losing of generality let it be \(z\)) does not belong to the union of the cubes \(D\) that in this case \(\mathcal{B}(\beta, d, n) := 0\) and the boundary of the closest cube to the point \(z\), which is the intersection of the segment \([x, z]\) and the boundary of the closest cube to the point \(z\), we set \(\|z - x\| = 1\) and the boundary of the closest cube to the point \(z\). Notice that in this case \(D^\gamma f(z) = D^\gamma f(\bar{z}) = 0\) by construction of \(f\) and \(\|x - z\| \geq \|x - \bar{z}\|\). Applying aforementioned analysis to a pair \((x, \bar{z})\) which lies in some (different) cubes \(B_{j, B_k}\), we get

\[
\frac{|D^\gamma f(x) - D^\gamma f(\bar{z})|}{\|x - z\|^\sigma} \leq \frac{|D^\gamma f(x) - D^\gamma f(\bar{z})|}{\|x - \bar{z}\|^\sigma} \leq \frac{M}{4}.
\]

Finally, case \((x, z) \in X^2, x \neq z\) where none of the points belong to the union of the cubes, is trivial.

Considering these cases together we have \(\sup_{x, y \in X, x \neq y} \frac{|D^\gamma f(x) - D^\gamma f(y)|}{\|x - y\|^\sigma} \leq \frac{M}{4}\) for any \(f \in \mathcal{F}_{\beta, d, n}\). Therefore, \(\mathcal{F}_{\beta, d, n} \subset B_{W_{\infty}^\beta(X)}(0, \frac{M}{4})\). 

**Proof of Theorem 9.** For \(n \geq 1\) consider the functional class \(\mathcal{F}_{\beta, d, n}\) as given by Equation 41. Consider a \(\mathcal{X}\)–valued tree \(\mathbf{x}\) of depth \(N := [2n \frac{\beta}{d}]d\) constructed as follows: for any \(\varepsilon \in \{-1, 1\}^N\), any \(t \leq N\) we set \(x_t(\varepsilon) = a_t\), where \(a_t\) is the center of the correspondent cube. Now, for any \(\varepsilon \in \{-1, 1\}^n\) consider \(f^\varepsilon(\cdot) \in \mathcal{F}_{\beta, d, n}\) where \(\mathcal{F}_{\beta, d, n}\) as in (41) and \(f^\varepsilon(x) = \frac{M}{4\|g\|_{W_{\infty}^\beta(X)}} \sum_{j=1}^{N} \varepsilon_j n^{-\frac{\beta}{d}} g_{n,j}(x)\). Then for the tree \(\mathbf{x}\), for every \(\varepsilon \in \{-1, 1\}^N, 1 \leq t \leq N\) and a real-valued (witness of shattering) \(s_t(\cdot) := 0\), we have
\[\varepsilon_t(f^e(x_t(\varepsilon)) - s_t(\varepsilon)) = \varepsilon_t f^e(x_t) = \frac{M}{4\|g\|_{W_{\infty}^\beta(X)}} \sum_{j=1}^{N} \varepsilon_j n^{-\frac{\beta}{d}} g_{n,j}(a_t) = \frac{M}{4\|g\|_{W_{\infty}^\beta(X)}} n^{-\frac{\beta}{d}} g(a_t) \]

(42)

where \(C_{M,g} := \frac{M}{4\|g\|_{W_{\infty}^\beta(X)}}\). Thus, class \(\mathcal{F}_{\beta,d,n}\) with \(\bar{\gamma} = \bar{\gamma}(n) := C_{M,g} n^{-\frac{\beta}{d}}\) (exactly) shatters the tree \(X\). Notice that \(N = \left[2n^\frac{1}{d}\right]^d \leq 2^d n\); from the other side we have \(N \geq \left(n^\frac{1}{d}\right)^d \geq n\). Thus, from the definition of fat-shattering dimension, it follows,

\[\text{fat}_{\bar{\gamma}}(\mathcal{F}_{\beta,d,n}) \geq N \geq n.\]

(43)

All conditions of Lemma 22 are fulfilled for the class \(\mathcal{F}_{\beta,d,n}\); by Lemma 25 \(\mathcal{F}_{\beta,d,n} \subset B_{W_{\infty}^\beta}(0, \frac{M}{4})\). Applying Lemma 22 to the class \(\mathcal{F}_{\beta,d,n}\), using Lemma 25 and simple inclusion \(B_{W_{\infty}^\beta}(0, \frac{M}{4}) \subset B_{W_{\mu}^\beta}(0, M)\), we obtain for the Sobolev ball \(\mathcal{F} := B_{W_{\mu}^\beta}(0, M)\)

\[\tilde{R}_n(\mathcal{F}) \geq \tilde{R}_n(\mathcal{F}_{\beta,d,n}) \geq \frac{M}{4} n \bar{\gamma} \geq \frac{M^2}{16\|g\|_{W_{\infty}^\beta(X)}} n^{1-\frac{\beta}{d}},\]

so that the case \(\frac{d}{p} < \beta \leq \frac{d}{2}\) is proved.

To prove the second bound, notice that by Lemma (25) for any \(n \in \mathbb{N}_+, \mathcal{F}_{\beta,d,n} \subset B_{W_{\infty}^\beta}(0, \frac{M}{4})\), which implies that \(\text{fat}_{\gamma}(B_{W_{\infty}^\beta}(0, \frac{M}{4})) \geq \text{fat}_{\gamma}(\mathcal{F}_{\beta,d,n})\). In particular, this holds if we choose \(n_0 := \lceil \left(\frac{\gamma}{C_{M,g}}\right)^{-\frac{d}{\beta}} \vee 1 \rceil\), then \(n_0 < \left(\frac{\gamma}{C_{M,g}}\right)^{-\frac{d}{\beta}} \vee 1\), which is equivalent to \(C_{M,g} n_0^{-\frac{\beta}{d}} \leq \gamma\). Notice that if \(\gamma_1 < \gamma_2\) then \(\text{fat}_{\gamma_1}(\mathcal{F}) \geq \text{fat}_{\gamma_2}(\mathcal{F})\). Applying the first property to the classes \(B_{W_{\infty}^\beta}(0, \frac{M}{4})\) and \(\mathcal{F}_{\beta,d,n_0}\) on the scale \(\gamma\) and the second property for the class \(\mathcal{F}_{\beta,d,n_0}\) on the scales \(\gamma\) and \(C_{M,g} n_0^{-\frac{\beta}{d}}\) we consequently get

\[\text{fat}_{\gamma}(B_{W_{\infty}^\beta}(0, \frac{M}{4})) \geq \text{fat}_{\gamma}(\mathcal{F}_{\beta,d,n_0}) \geq \text{fat}_{C_{M,g} n_0^{-\frac{\beta}{d}}(\mathcal{F}_{\beta,d,n_0})} \geq n_0.\]

(44)

Finally, because \(n_0 \geq 1\), so by using elementary \(\lceil a \rceil \geq \frac{a}{2}\) we have \(n_0 \geq \frac{1}{2} \left(\frac{\gamma}{C_{M,g}}\right)^{-\frac{d}{\beta}} \vee 1\); therefore,

\[\text{fat}_{\gamma}(B_{W_{\infty}^\beta}(0, M/4)) \geq \text{fat}_{\gamma}(\mathcal{F}_{\beta,d,n_0}) \geq \frac{1}{2} \left(\frac{\gamma}{C_{M,g}}\right)^{-\frac{d}{\beta}} \vee 1\].

Choose \(\gamma := C_{M,g}^{-\frac{d}{\beta}} n^{-\frac{d}{\beta}}\), \(n_0 := \lceil \left(\frac{\gamma}{C_{M,g}}\right)^{-\frac{d}{\beta}} \rceil\), where \(C_1\) is a constant as in Lemma 24 and \(C_{M,g}\) is a constant as in Equation (42). For \(\beta > \frac{d}{2}\), we have by inclusion and by Lemma 24...
that for any $n$ with the choice of $\gamma$ as before it holds: $\text{fat}_n(F_{\beta,d,n}) \leq \text{fat}_n(B_{W_{\infty}^\beta}(X)(0,\frac{M}{4})) \leq \tilde{C}n^{\frac{2\beta}{2\beta+d}} < \tilde{C}n$. Furthermore, as for any $n \in \mathbb{N}$, $B_{W_{\infty}^\beta}(X)(0,\frac{M}{4}) \supset F_{\beta,d,n}$, which implies $R_n(B_{W_{\infty}^\beta}(X)(0,\frac{M}{4})) \geq R_n(F_{\beta,d,n})$. Thus, applying Lemma 23 to the class $F_{\beta,d,n}$ with any $n$ and $\gamma, n_0$ as above, we obtain:

$$\tilde{R}_n(F_{\beta,d,n_0}) \geq C\gamma \sqrt{n}(2\sqrt{2} \sqrt{\text{fat}_n(F_{\beta,d,n_0})} - \sqrt{n})$$

$$\geq Cn^{-\frac{\beta}{2\beta+d}} \sqrt{n}(2C_{M,g}^d n^{\frac{d}{2(2\beta+d)}} - C_{M,g} \frac{1}{2} - \frac{\beta}{2\beta+d})$$

$$\geq \tilde{C}_1 n^{-\frac{\beta}{2\beta+d} + \frac{1}{4} + \frac{d}{2(2\beta+d)}} = \tilde{C}_1 n^{\frac{d}{2\beta+d}},$$

where $C_1$ is some constant independent of $n$. Now, the final bound for $\beta < \frac{d}{2}$ follows from the inclusion $F_{\beta,d,n_0} \subset B_{W_{\infty}^\beta}(0,\frac{M}{4}) \subset B_{W_p^\beta}(X)(0,\frac{M}{4})$ which implies $\tilde{R}_n(B_{W_{\infty}^\beta}(X)(0, M)) \geq \tilde{R}_n(B_{W_p^\beta}(X)(0, M)) \geq \tilde{R}_n(F_{\beta,d,n_0})$. \hfill \blacksquare

### Appendix G. Regret rates comparison

Here we provide a short comparison of the exponents of theoretical regret rates between KAAR (4) and EWA (Vovk (2006a)). One can check that when $\frac{\beta}{d} < \frac{\sqrt{1+4p}-1}{2p}$, EWA provides better rate then KAAR given by (4) with $s = \frac{d}{2} + \epsilon$, $\epsilon > 0$ and $n_0$ chosen as in the Theorem 6. For a fixed pair $(\beta, d)$ this means that with increasing regularity of the function $f$ in terms of its integral $p$–norm, KAAR estimates its behaviour better then EWA for larger range of possible values $(\beta, d)$. This effect is illustrated in Figure 2.

![Figure 2: Exponent of the regret in the case $W_p^\beta(X)$, $\frac{1}{p} < \frac{\beta}{d} \leq \frac{1}{2}$, $p = 4, 20, 120.\)