Convergence of the age structure of general schemes of population processes
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1. Introduction

A branching process is used to model a system of particles where each particle has a random lifespan and gives birth to a random number of offspring at some point during lifetime or at death. Classical frameworks of branching process include the Galton-Watson process in discrete time and the Bellman-Harris branching process in continuous time. In the Bellman-Harris framework, particles, independently of each other and with the same law, live for a random length of time and reproduce at death a random number of offspring. In this paper, we consider a much more general framework introduced by Jagers and Klebaner ([13], [14]).

Consider a population of size \( z \) with ages \( (a_1, a_2, \ldots, a_z) \). This age structure can be represented by the measure \( A = \sum_{i=1}^{z} \delta_{a_i} \) on \( B \), the Borel \( \sigma \)-field of \( \mathbb{R} \), where \( \delta_{a} \) denotes the Dirac measure at \( a \). In particular, for a measurable set \( B \), \( A(B) \) represents the number of individuals with ages in \( B \). While the size of the population at time \( t \) in the Bellman-Harris process is not Markov, the measure-valued process of ages is. The Markov property remains even when the life span and reproduction of individuals are allowed to depend on the whole population.

We allow reproduction and death to depend on not only the individual’s age and the size of the population, but also the entire age structure of the population. In particular, as given in the examples in Section 7, the reproduction and death could depend on
the age, the population size, as well as other demographic features, through a so-called demographic kernel. We allow also the parameters to depend on some parameter $K$, which could play the role of the carrying capacity of the habitat ([14]). Multiple offspring during life and at death is possible, to have a rather general model. We are interested in the approximations when $K$ is large.

Similar questions have been answered in [18] and [19] under the Galton-Watson setting, where the reproduction of each particle depends on the carrying capacity, but is otherwise independent and identically distributed conditionally on the carrying capacity and the size of the population. Oelschläger [26] also answered a similar question in the context of birth-death processes, deriving a Law of Large Numbers (LLN) and a Central Limit Theorem (CLT) for the empirical processes of age-structured populations as the population size tends to infinity.

Tran [27] (also [28] and [7]) obtained a LLN and a CLT for a population model structured by traits and ages (not just the physical age). He generalises the standard model by including the possibility of trait mutations and interactions (through a kernel) among individuals, while keeping the dependence of the reproduction on just the state (traits and ages) of that individual. In contrast, we allow the births and deaths to depend on the age structure of the whole population. Kaspi and Ramanan ([16] and [17]) obtained LLN and CLT for measure-valued queuing processes, which inspired this paper.

Convergence of measure-valued processes has been studied in various settings over the last decades. This has been done also in the context of population or particle systems, either giving results of the type of LLN only (e.g. [4], [22], [23]), or together with CLT (e.g. [3], [20], [21], [26], [27]).

The LLN for our model, given in [8], shows that under suitable assumptions on the parameters, the sequence of measure-valued processes $A^K = A^K / K$ converges as $K \to \infty$ to a deterministic process $\bar{A}$ in the Skorokhod space $D(\mathbb{R}_+, \mathcal{M}_+(\mathbb{R}_+))$, where $\mathcal{M}_+(\mathbb{R}_+)$ is the space of finite positive measures on $\mathbb{R}_+$, with its weak topology. The limiting process is identified as the weak form of a generalised McKendrick-von Foerster Equation. In this paper, we establish the CLT (see Theorem 8) for the age structure, that is, the convergence of $Z^K = \sqrt{K}(\bar{A}^K - \bar{A})$ in an appropriate space, and identify the limit. In the limit (CLT), Fréchet derivatives of the rate functions naturally appear. They replace the ordinary derivatives in the density-dependent case where dependence is on the total mass of the measure. Our CLT yields new results even in the classical case of constant parameters.

As usual, to establish convergence we show tightness and uniqueness of the limit. The tightness is proved by using the Sobolev embedding approach and Aldous-Rebolledo tightness criteria, the method used in Bansaye et. al. [3], Meleard [21], and Tran [27]. Since $Z^K$ is a signed measure-valued process, and the space of signed measures with the topology of weak convergence is not metrizable ([3], [21], [29]), we embed the space of signed measures in suitable Sobolev spaces (which are also Hilbert spaces), and apply Sobolev embedding techniques with some Hilbertian properties.

While the Sobolev embedding technique has been much used (e.g. [3], [4], [21]) since being introduced by Metivier [23], and there are seminal papers in the field such as [3] and [17], our approach has a number of differences. We set up evolution equations for
a branching process, fusing branching and stochastic analysis. This is done by using the Ulam-Harris representation. A simplifying technical feature of our model is that we can work on the bounded domain $T^* := [0, T + a^*]$, where $a^*$ is the age of the oldest individual alive at time $0$ and we consider a finite time horizon $T = [0, T]$. (Thus, $T + a^*$ is an upper bound to the age of the oldest individual alive at time $T$.) This boundedness of domain avoids the use of weighted Sobolev spaces (see page 4).

Section 2 sets up the model and gives a semimartingale representation to the process, with the proofs of some details postponed till Section 4. Main results are stated in Section 3, with the proof of the CLT in Section 5 and the proofs of further results in Section 6. Section 7 ends the paper with some examples.

Throughout this paper, we use $c$ with and without subscript to denote constants that may be different from line to line, but all independent of $K$. $\mathbb{N}$ stands for the set of natural numbers and $\mathbb{N}_0$ for the set of non-negative integers. For a Borel (positive or signed) measure $\mu$ on $E$ and a measurable function $f$ on $E$, we write $(f, \mu) = \int_E f(x)\mu(dx)$. The Skorokhod space $D(T, M)$ consists of all càdlàg functions from $T$ to $M$. We will take $M$ to be a space of measures (for LLN) and the dual of a suitable Sobolev space of functions (for CLT).

2. Evolution equation and semimartingale decomposition

In this section we set up the model and derive a semimartingale decomposition of the branching model, but leave the technical proofs to Section 4.

We shall adopt the classical, well-known in branching (e.g. [9]), Ulam-Harris labelling, as presented in [11] and developed in [12]. We use the set

$$I = \bigcup_{n=1}^{\infty} \mathbb{N}^n$$

to denote all possible individuals; $\mathbb{N}$ corresponds to the possible individuals of the starting generation, $\mathbb{N}^2$ corresponds to the possible individuals of the second generation, and so forth. We allow an arbitrary finite number of individuals at the start of the process at time $t = 0$. The individuals in the first (starting) generation are labelled $1, 2, 3, \ldots$. For each individual $y \in I$, the children of $y$ are consecutively labelled $y_1, y_2, y_3, \ldots$ as they are born. Here $yi$ is the concatenated vector of the coordinates of $y \in I$ and $i \in \mathbb{N}$.

We assume that the age of each individual increases at rate 1 until the individual dies. Upon death it may split into a random number of offspring. During its lifetime the individual may give birth to a random number of offspring. The offspring generated in both situations are referred to as the children of the individual, and both situations are considered as births.

We denote by $\tau_y, \lambda_y$ and $\sigma_y = \tau_y + \lambda_y$ respectively the time of birth, the life span and the death time of individual $y$. In particular, the maternal age for the birth of the $j$th
child (during lifetime or by splitting at death) of individual \( y \) is \( \tau_{y} - \tau_{y_j} \). Also, if \( y \) has precisely \( n \) children, then
\[
\tau_{y} < \tau_{y_1} \leq \ldots \leq \tau_{y_n} \leq \sigma_{y} \text{ and } \tau_{y(n+1)} = \infty.
\]

The population starts from an initial age distribution \( A_{0} \) with mass one at given ages \( x_{1}, x_{2}, \ldots, x_{(1,A_{0})} \) and the population size \((1, A_{0})\) is assumed to be finite. Put \( \tau_{i} = -x_{i}, \ i = 1, 2, \ldots, (1,A_{0}) \) for the birth times of these ancestors (first generation).

The age distribution \( A_{t} \) at time \( t \geq 0 \) allocs a unit weight to the age \((t - \tau_{y})\) of each individual \((y \in I)\) that is alive at time \( t \),
\[
A_{t} = \sum_{y \in I} \mathbf{1}_{\tau_{y} < t < \sigma_{y}} \delta_{t - \tau_{y}}.
\]
(1)

For each \( t \), \( A_{t} \) is a finite discrete measure on \( \mathbb{R}_{+} \), in particular, \( A_{t} \in \mathcal{M}_{+}(\mathbb{R}_{+}) \), and the collection \( (A_{t})_{t \geq 0} \) is known as the age structure process of the population.

Two processes that determine the evolution of population are the way the individuals enter and the way they exit. Denote by \( B_{t} \) the number of individuals born by time \( t \), and by \( D_{t} \) the number of individuals who died by time \( t \) and whose life span was \( x \) or less, then
\[
B_{t} = \sum_{y \in I} \mathbf{1}_{\tau_{y} \leq t}, \quad D_{t} = \sum_{y \in I} \mathbf{1}_{\lambda_{y} \leq x, \sigma_{y} \leq t}.
\]

Before we give the fundamental equation for the evolution of the population, we make an important observation (which allows us to work on a bounded time interval and to avoid using weighted Sobolev spaces).

Recall that \( a^{*} \) is the age of the oldest individual in the starting generation, that is,
\[
a^{*} = \inf\{x > 0 : A_{0}(\{x, \infty\}) = 0\}.
\]

Since we look at the convergence on a finite time interval \([0, T]\), the age of any individual at time \( t \leq T \) will not be more than \( T + a^{*} \), thus the support of \( A_{t} \) is contained in \([0, T + a^{*}]\). Henceforth denote by \( T^{*} = T + a^{*} \).

While our focus is indeed on functions of a single variable, the proof of the CLT requires a semimartingale decomposition for functions of two variables. Consequently, we consider test functions of two variables \( f(x, t) \) whose domain is limited to the bounded rectangle \( \mathbb{T}^{*} \times \mathbb{T} \), where \( \mathbb{T}^{*} = [0, T^{*}] \) is the age space and \( \mathbb{T} = [0, T] \) is the time space. In what follows, we will also write \( f_{t}(x) \) to mean \( f(x, t) \) and use the two notations interchangeably.

We have the following basic equation, with proof in Section 4.

**Proposition 1.** For any \( f \in C^{1,1}(\mathbb{T}^{*} \times \mathbb{T}) \) and \( t \in \mathbb{T} \), the age structure process \( A \) satisfies
\[
(f_{t}, A_{t}) = (f_{0}, A_{0}) + \int_{0}^{t} (\partial_{1} f_{s} + \partial_{2} f_{s}, A_{s}) ds
+ \int_{[0,t]} f(0,s) B(ds) - \int_{\mathbb{T}^{*} \times [0,t]} f(x,s) D(dx, ds). \quad (2)
\]
To arrive at compensators for the two processes in the RHS of (2), we assume the existence of birth and death rates, dependent on the age and also upon the population age structure (cf. [13]). The number of births by time $t$ consists of births by living mothers and births by splitting, $B = \ddot{B} + \dot{B}$. An individual aged $x$ at time $t$ gives birth at rate $b_A(x)$ and dies at rate $h_A(x)$, allowing for multiple births.

Denote the random variables $\tilde{\xi}_A(x)$ and $\tilde{\xi}_A(x)$ the number of children at a bearing of a living individual aged $x$ at time $t$ and at splitting (i.e. death), respectively. Let $\tilde{m}_A(x) = E[\tilde{\xi}_A(x)|A_t]$ and $\tilde{m}_A(x) = E[\tilde{\xi}_A(x)|A_t]$. Thus the mean intensity of births of an individual aged $x$ at time $t$ is $\tilde{m}_A(x)b_A(x) + \tilde{m}_A(x)h_A(x)$. We also denote the conditional second moment of the number of children at a bearing of a living individual aged $x$ at time $t$ by $\tilde{\nu}_A(x)$, and similarly the conditional second moment of the number of children at splitting by $\tilde{\nu}_A(x)$.

The compensators of the birth and death terms in (2) are given by the following results, with proof in Section 4.

**Proposition 2.** For every $f \in C(T^* \times T)$ and $t \in T$,

$$\int_0^t (f(s) h_A, A_s)ds, \quad \int_0^t f_s(0)(b_A, \tilde{m}_A, A_s)ds, \quad \text{and} \quad \int_0^t f_s(0)(h_A, \tilde{m}_A, A_s)ds$$

are the compensators of

$$\int_{T^* \times [0,t]} f(x,s)D(dx,ds), \quad \int_{[0,t]} f(0,s)\ddot{B}(ds), \quad \text{and} \quad \int_{[0,t]} f(0,s)\dot{B}(ds)$$

respectively.

Having found the compensators we identify the relevant martingales. The proof of the following proposition is standard and is therefore omitted.

**Proposition 3.** The following processes are martingales

$$M_{D,f}(t) := \int_{T^* \times [0,t]} f(x,s)D(dx,ds) - \int_0^t (f_s h_A, A_s)ds$$

$$M_{\ddot{B},f}(t) := \int_{[0,t]} f(0,s)\ddot{B}(ds) - \int_0^t f_s(0)(b_A, \tilde{m}_A, A_s)ds$$

$$M_{\dot{B},f}(t) := \int_{[0,t]} f(0,s)\dot{B}(ds) - \int_0^t f_s(0)(h_A, \tilde{m}_A, A_s)ds$$

with predictable quadratic variations

$$\langle M_{D,f} \rangle_t = \int_0^t (f_s^2 h_A, A_s)ds, \quad \langle M_{\ddot{B},f} \rangle_t = \int_0^t f_s^2(0)(b_A, \tilde{\nu}_A, A_s)ds,$$

$$\langle M_{\dot{B},f} \rangle_t = \int_0^t f_s^2(0)(h_A, \tilde{\nu}_A, A_s)ds.$$
We combine the rates \( n = b\tilde{n} + h\hat{m} \) and \( w = b\tilde{v} + h\hat{v} \), and also the martingales. From the basic equation (2) we obtain the following semimartingale decomposition, with proof in Section 4.

**Proposition 4.** For \( t \in \mathbb{T} \) and \( f \in C^{1,1}(\mathbb{T}^* \times \mathbb{T}) \),

\[
(f_t, A_t) = (f_0, A_0) + \int_0^t (L_{A_s} f_s, A_s) ds + M^f_t,
\]

where

\[
L_{A} f(x, s) = \partial_1 f(x, s) + \partial_2 f(x, s) - f(x, s) h_{A_s} + f(0, s)n_{A_s}
\]

and \( M^f_t \) is a locally-square-integrable martingale with predictable quadratic variation

\[
\langle M^f \rangle_t = \int_0^t (f^2_s(0) w_{A_s} + h_{A_s} f^2_s - 2 h_{A_s} M_{A_s} f_s, A_s) ds.
\]

**Remark 5.** The predictable quadratic covariation of the martingale with two test functions can also be obtained. For \( f, g \in C(\mathbb{T}^* \times \mathbb{T}) \) and \( t \in \mathbb{T} \),

\[
\langle M^f, M^g \rangle_t = \int_0^t (f_s(0) g_s(0) w_{A_s} + h_{A_s} f_s g_s - h_{A_s} M_{A_s} f_s, A_s ) ds.
\]

In particular, taking \( f \) as a function of the first variable \( x \) only, we recover Equation (2.6) of [13], stated again here for completeness.

**Corollary 6.** For \( t \in \mathbb{T} \) and \( f \in C^{1}(\mathbb{T}^*) \),

\[
(f_t, A_t) = (f_0, A_0) + \int_0^t (L_{A_s} f_s, A_s) ds + M^f_t,
\]

where

\[
L_{A} f = f' - h_{A} f + f(0)n_{A}
\]

and \( M^f_t \) is a locally-square-integrable martingale with predictable quadratic variation

\[
\langle M^f \rangle_t = \int_0^t (f^2_s(0) w_{A_s} + h_{A_s} f^2_s - 2 h_{A_s} M_{A_s} f_s, A_s) ds.
\]

3. A Central Limit Theorem

We now look at the case of a branching process dependent on some (large) index \( K; K \) may, for example, represent the population carrying capacity, a threshold below which the process is supercritical and above which it is subcritical. The notion of carrying capacity plays a great role in biological population dynamics. The interest is to approximate such a process for large \( K \). This leads to consider a family of branching processes indexed by
K. All objects introduced in the previous sections will now carry the extra label \( K \): \( A^K, b^K, h^K \) etc. The qualifiers \(^^\wedge\) and \(^\wedge\) (of \( m \) and \( v \)) will be dropped in any statement that refers to either qualifier.

Throughout the remainder of the paper, we make one simplifying (and reasonable) assumption in that the ages of all individuals in all starting generations are bounded. We denote (with a slight abuse of notation) by \( a^* \) “the age of the oldest individual” at \( t = 0 \):

\[
a^* := \sup_{K \geq 1} \{ \inf \{ x > 0 : A^K_0((x, \infty)) = 0 \} \} < \infty.
\]

As before, \( T^* = [0, T^*] \) with \( T^* = T + a^* \). For each \( K, A^K = (A^K_t)_{t \in T} \) is a càdlàg positive measure-valued process on \( T^* \), i.e. \( (A^K_t)_{t \in T} \in \mathcal{D}(T, \mathcal{M}(T^*)) \). Without loss of generality, we assume that \( A^K_0 \) is deterministic.

As we shall focus on situations where \( \bar{A}^K := A^K/K \) converges to a non-degenerate limit, a new parametrisation of the intensities is needed, one that involves \( \bar{A}^K \) rather than \( A^K \) itself.

We have, immediately from Equation (5), the following evolution of \( \bar{A}^K \):

\[
(f, \bar{A}^K) = (f, \bar{A}^K_0) + \int_0^t (L_{\bar{A}^K} f, \bar{A}^K) ds + \frac{1}{K} M^{f,K}_t,
\]

where

\[
L_{\bar{A}^K} f = f' - h^K_{\bar{A}} f + f(0) n^K_{\bar{A}}
\]

and \( M^{f,K}_t \) is a martingale. A similar representation with functions of two variables is also used later in proofs.

### 3.1. The Law of Large Numbers

The LLN was established in [8] under the following conditions, referred to as smooth demography:

(C0) The model parameters \( b, h, m \) and \( v \) are uniformly bounded, that is, \( \sup_{K,A,x} b^K(x) < \infty \), et cetera. Note that the supremum with respect to \( A \) is taken over \( A \in \mathcal{M}_+(T^*) \).

(C1) The model parameters \( b, h \) and \( m \) are normed uniformly Lipschitz in the following sense: there is a \( c > 0 \) such that for all \( K \geq 1, ||b^K_A - b^K_B||_x \leq c||A - B|| \), where \( ||\mu|| := \sup_{||f||_x \leq 1, f \text{ continuous}} ||(f, \mu)||; \) the same applies to \( h \) and \( m \).

(C2) The limit (pointwise in \( A \) and uniform in \( x \)) \( \lim b^K_A =: b^\infty_A \) exists; the same applies to \( \lim h^K_A =: h^\infty_A \) and \( \lim m^K_A =: m^\infty_A \).

(C3) \( A^K_0 \Rightarrow A^\infty_0, \sup_K(1, A^K_0) < \infty \).

We remark that in [8], the Prokhorov metric is used for (C1). However, since we shall work in spaces \( C^{-j} \) and \( W^{-j} \) (see Section 3.3) for the CLT, it is more natural to use the norms in these spaces. In our context, the norm \( ||\cdot|| \) coincides with \( ||\cdot||_{C^{-j}} \) defined in Section 3.3. It can be shown that the LLN remains valid with this (C1).
**Theorem 7** ([8]). Under the smooth demography condition, as $K \to \infty$, $\bar{A}^K$ converges weakly in the Skorokhod space $\mathbb{D}(\mathbb{T},\mathcal{M}_*(\mathbb{T}^*))$ to the limiting process $\bar{A}$, which is deterministic and satisfies, for $f \in C^1(\mathbb{T}^*)$ and $t \in \mathbb{T}$,

$$(f, \bar{A}_t) = (f, \bar{A}_0) + \int_0^t (L^K_{\bar{A}_s} f, \bar{A}_s) ds,$$  

where $L^K_{\bar{A}} f = f' - h^K_{\bar{A}} f + f(0) n^K_{\bar{A}}$ and $n^K_{\bar{A}} = b^\infty_{\bar{A}} m^\infty_{\bar{A}} + h^\infty_{\bar{A}} m^\infty_{\bar{A}}$.

It follows by the Monotone Class Theorem (e.g. [6, I.22.1]) that (9) also holds for test functions of two variables, $f \in C^{1,1}(\mathbb{T}^* \times \mathbb{T})$, and $t \in \mathbb{T}$. This fact will be used later in the representation of the fluctuation process.

As remarked in [8], if $\bar{A}_0$ has a density, then $\bar{A}_t$ has a density; call it $a(x,t)$. In such case, Equation (9) is the weak form of the McKendrick-von Foerster equation for the density:

$$\left(\frac{\partial}{\partial x} + \frac{\partial}{\partial t}\right) a(x,t) = -a(x,t) h^K_{\bar{A}}(x), \quad a(0,t) = \int_0^{t+a^*} n^K_{\bar{A}_t}(x)a(x,t)dx.$$

### 3.2. The fluctuation process $Z^K$

For each $t$ and $K$, $Z^K_t := \sqrt{K}(\bar{A}^K_t - \bar{A}_t)$ is a finite signed measure that, in view of (7) and (9), can be represented as

$$(f, Z^K_t) = (f, Z^K_0) + \sqrt{K} \int_0^t \left( L^K_{\bar{A}^K_s} f - L^K_{\bar{A}_s} f, \bar{A}_s \right) ds + \int_0^t \left( L^K_{\bar{A}^K_s} f, Z^K_s \right) ds + \tilde{M}^{f,K}_t, \quad (10)$$

where $\tilde{M}^{f,K}_t = M^{f,K}_t / \sqrt{K}$ is a martingale with predictable quadratic variation

$$\langle \tilde{M}^{f,K}_t \rangle_t = \int_0^t \left( f^2(0) w^K_{\bar{A}^K} + h^K_{\bar{A}^K} f^2 - 2 f(0) h^K_{\bar{A}^K} \tilde{m}_{\bar{A}^K} f, \bar{A}_s \right) ds.$$

### 3.3. Relevant spaces and embeddings

Let $C^j(\mathbb{T}^*)$, $j \in \mathbb{N}_0$, denote the space of continuous functions on $\mathbb{T}^*$ with continuous derivatives up to order $j$. Since $\mathbb{T}^*$ is a bounded domain, the functions in $C^j(\mathbb{T}^*)$ as well as their $j$ derivatives are bounded with the norm

$$\|f\|_{C^j(\mathbb{T}^*)} = \max_{0 \leq i \leq j} \sup_{x \in \mathbb{T}^*} |f^{(i)}(x)|.$$

The Sobolev space $W^j(\mathbb{T}^*)$ is the closure of $C^{\infty}(\mathbb{T}^*)$ with respect to the norm

$$\|f\|_{W^j(\mathbb{T}^*)} = \left( \sum_{i=0}^j \int_{\mathbb{T}^*} (f^{(i)}(x))^2 dx \right)^{1/2},$$
where $f^{(i)}$ is the (weak) derivative of $f$ (see e.g. [1]). The space $W^j(T^*)$ is a Hilbert space with inner product $(f,g)_{W^j(T^*)} = \sum_{i=0}^{j} \int_{T^*} f^{(i)}(x)g^{(i)}(x)dx$.

For the rest of this paper, we assume, unless otherwise specified, that functions are defined on the domain $T^*$ and suppress the label $T^*$; e.g. $W^j$ means $W^j(T^*)$.

The following embeddings hold:

$$C^j \hookrightarrow W^j, \quad W^{j+1} \hookrightarrow C^j \quad \text{and} \quad W^{j+1} \hookrightarrow_{H.S.} W^j,$$

where H.S. stands for Hilbert-Schmidt embedding. Let $C^{-j}(T^*)$ and $W^{-j}(T^*)$ denote the dual spaces of, respectively $C^j(T^*)$ and $W^j(T^*)$. Then,

$$W^{-j} \hookrightarrow C^{-j}, \quad C^{-j} \hookrightarrow W^{-(j+1)} \quad \text{and} \quad W^{-j} \hookrightarrow_{H.S.} W^{-(j+1)}.$$

In particular, we have

$$C^{-0} \hookrightarrow C^{-1} \hookrightarrow W^{-2} \hookrightarrow_{H.S.} W^{-3} \hookrightarrow_{H.S.} W^{-4}.$$

As a signed measure, $Z_t^K$ belongs to $C^{-0}$ for each $t$ and $K$. To make use of representation (10), we consider the process $Z_t^K$ as a process taking values in $C^{-1}$. The technicality in establishing Aldous’ tightness condition ((B) of Lemma 12) requires the embedding $C^{-1} \hookrightarrow W^{-2} \hookrightarrow W^{-3} \hookrightarrow W^{-4}$. In particular, with $C^{-1} \hookrightarrow W^{-2}$, the boundedness of $E[\|Z_t^K\|_{W^{-2}}]$ is obtained (Proposition 14), which is used to obtain the boundedness of $E[\sup_{t \leq T} \|Z_t^K\|_{W^{-1}}]$ (Proposition 21), which is in turn used to establish the Aldous tightness criterion of $Z^K$ in $D(T,W^{-4})$ (Proposition 22). The Hilbert-Schmidt embedding $W^{-2} \hookrightarrow_{H.S.} W^{-4}$ is used to identify a compact set in order to establish coordinate tightness ((A) of Lemma 12).

We shall use the following general results, the proofs of which are standard and therefore omitted. For any $f \in C^j$ and $g \in W^j$, $j \in \mathbb{N}_0$,

$$\|fg\|_{W^j} \leq c\|f\|_{C^j}\|g\|_{W^j}, \quad (11)$$

Let $(p_l^j)_{l \geq 1}$ denote a complete orthonormal basis of $W^j$, $j \in \mathbb{N}$. Then, for any $x_1 \in T^*$ and $x_2 \in T^*$,

$$\left| \sum_{l \geq 1} p_l^j(x_1)p_l^j(x_2) \right| \leq c. \quad (12)$$

### 3.4. Statement of the Central Limit Theorem

Further to (C0)-(C3), we shall make the following assumptions.

(A0) Conditions (C1) and (C2) hold also for $v$.

(A1) $\Xi := \sup_{x,A,K} \hat{\xi}_A^K(x) \vee \sup_{x,A,K} \hat{\xi}_A^K(x)$ is in $L^2$. 


(A2) The reproduction parameters $b_K^A(x)$, $h_K^A(x)$ and $m_K^A(x)$ and their limits (in the sense of (C2)) are in $C^4$, in the argument $x$, with convergence in $C^4$. Moreover, $\sqrt{K}\sup_A ||b_K^A - b_K^A||_{\infty} \to 0$ as $K \to \infty$, $\sup_{K,A} ||b_K^A||_{C^4} < \infty$ and $\sup_A ||b_K^A||_{C^4} < \infty$; similarly for parameters $h$ and $m$.

(A3) The limiting parameters (as functions of $A$) are Fréchet differentiable at every $A$. Namely, for every $A_0$, there exists a continuous linear operator $\partial_A b_{A_0}^A: W^{-4} \to L_{\infty}$ such that

$$
\lim_{|B|_{W^{-4}} \to 0} \frac{1}{||B||_{W^{-4}}} ||b_{A_0+B}^A - b_{A_0}^A - \partial_A b_{A_0}^A(B)||_{\infty} = 0.
$$

Moreover, $\sup_{A_0} ||\partial_A b_{A_0}^A||_{L_4} \leq c$, where $L_4^{-4} = L(W^{-4}, L_{\infty})$ denotes the space of continuous linear mappings from $W^{-4}$ to $L_{\infty}$. The same applies to parameters $h^\infty$ and $m^\infty$.

(A4) $Z_0^K$ converges to $Z_0^\infty$ in $W^{-4}$ and $\sup_K ||Z_0^K||_{W^{-2}} < \infty$.

**Theorem 8.** Assume (A0)–(A4) in addition to the smooth demography condition (C0)–(C3). Then, as $K \to \infty$, the process $(Z_t^K)_{t \in \mathbb{T}}$ converges weakly in $\mathcal{D}(\mathbb{T}, W^{-4})$ to the process $(Z_t)_{t \in \mathbb{T}}$ that satisfies the equation, for $f \in W^d$,

$$
(f, Z_t) = (f, Z_0) + \int_0^t (-\partial_A h_{\tilde{A}_s}^A(Z_s)f + f(0)\partial_A n_{\tilde{A}_s}^A(Z_s), \tilde{A}_s)ds + \int_0^t (f' - h_{\tilde{A}_s}^A f + f(0)n_{\tilde{A}_s}^A, Z_s)ds + \tilde{M}_t^{f,\infty} \tag{13}
$$

where $n_{\tilde{A}_s}^A = b_{\tilde{A}_s}^A m_{\tilde{A}_s}^A + h_{\tilde{A}_s}^A \tilde{m}_{\tilde{A}_s}^A$ and $\tilde{M}_t^{f,\infty}$ is a continuous Gaussian martingale with predictable quadratic variation

$$
\langle \tilde{M}_t^{f,\infty} \rangle_t = \int_0^t \left( f'^2(0)w_{\tilde{A}_s}^A + h_{\tilde{A}_s}^A f^2 - 2f(0)h_{\tilde{A}_s}^A \tilde{m}_{\tilde{A}_s}^A, f, \tilde{A}_s \right) ds,
$$

with $w_{\tilde{A}_s}^A = b_{\tilde{A}_s}^A \tilde{m}_{\tilde{A}_s}^A + h_{\tilde{A}_s}^A \tilde{c}_{\tilde{A}_s}^A$.

**Corollary 9 (SPDE).** The limiting process $(Z_t)_{t \in \mathbb{T}}$ satisfies the following SPDE:

$$
dZ_t(dx) = -\partial_A h_{\tilde{A}_t}^A(Z_t)(x)\tilde{A}_t(dx)dt + (\partial_A n_{\tilde{A}_t}^A(Z_t), \tilde{A}_t)dt\delta_0(dx)$$

$$
- (Z_t)'(dx)dt - h_{\tilde{A}_t}^A(x)Z_t(dx)dt + (n_{\tilde{A}_t}^A, Z_t)dt\delta_0(dx) + d\tilde{M}_t^{f,\infty}(dx),
$$

where $\tilde{M}^{f,\infty}$ is a Gaussian martingale measure such that $(f, \tilde{M}_t^{f,\infty}) = \tilde{M}_t^{f,\infty}$, and $(Z_t)'$ is defined by $(f, (Z_t)'(dx)) = -f'(x, Z_t)$.

**Proposition 10.** Suppose that $\partial_A h_{A_0}^A(B)(x)$ has the form $\int g^h(A_0, x, y)B(dy)$ for some $g^h(A, x, \cdot) \in W^4$ with $\sup_{A,x} ||g^h(A, x, \cdot)||_{W^4} < \infty$, and similarly $\partial_A n_{A_0}^A(B)(x)$ is of the form $\int g^n(A_0, x, y)B(dy)$ for some $g^n(A, x, \cdot) \in W^4$ with $\sup_{A,x} ||g^n(A, x, \cdot)||_{W^4} < \infty$. Then, $\nu_t: f \mapsto \mathbb{E}[(f, Z_t)]$ is a signed measure.

The proofs of Corollary 9 and Proposition 10 is postponed to Section 6.
4. Proofs of Propositions 1, 2 and 4

Proof of Proposition 1. Note that \( (f_t, A_t) = \sum_{y \in I} f(t - \tau_y, t) 1_{\tau_y \leq t < \sigma_y} \). Let \( g(t) = f(t - \tau_y, t) \), then \( g'(t) = \partial_1 f(t - \tau_y, t) + \partial_2 f(t - \tau_y, t) \) and

\[
g(t)1_{\tau_y \leq t < \sigma_y} - g(0)1_{\tau_y < 0} = \int_0^t g'(s)1_{\tau_y \leq s < \sigma_y} ds + g(\tau_y)1_{0 \leq \tau_y < t} - g(\sigma_y)1_{\sigma_y \leq t}.
\]

Summing over \( y \), we get (2). \( \square \)

Proof of Proposition 2. Let \( H^f_t = \int_0^t (f_t, h_{A_y, A_y}) ds \) and \( Q^f(t) = \int_{T^x \times [0, t]} f(x, s) D(dx, ds) \).

By the very definition of death rate, and the convention that all rates vanish for negative arguments, \( 1_{\tau_y \leq t - \delta} h_{A_y}(s - \tau_y) ds \) is a martingale. That is, for any bounded function \( g \),

\[
E[g(\sigma_y)1_{\sigma_y > t} | F_t] = \int_t^\infty g(s)E[h_{A_y}(s - \tau_y)1_{\sigma_y > s} | F_t] ds,
\]

where \( F = \{ F_t \} \) is the natural filtration of the age structure process \( A \). Equivalently,

\[
P(\sigma_y \in ds \cap (t, +\infty) | F_t) = 1_{(t, +\infty)}(s)E[h_{A_y}(s - \tau_y)1_{\sigma_y > s} | F_t] ds.
\]

In particular

\[
\lim_{\delta \downarrow 0} \frac{1}{\delta} P(t < \sigma_y \leq t + \delta | F_t) = h_{A_y}(t - \tau_y)1_{\sigma_y > t}.
\]

Now, \( Q^f_t = \sum_{y \in I} 1_{\tau_y \leq t} h(\lambda_y, \sigma_y) \) is adapted to the filtration \( F \) and for any \( u > 0 \),

\[
E[Q^f_{t+u} | F_t] = Q^f_t + \sum_{y \in I} E[f(\sigma_y - \tau_y, \sigma_y)1_{t < \sigma_y \leq t+u} | F_t]
\]

\[
= Q^f_t + \sum_{y \in I} \int_t^{t+u} E[f(s - \tau_y, s)h_{A_y}(s - \tau_y)1_{\sigma_y > s} | F_t] ds;
\]

and similarly, \( H^f_t \) is adapted to \( F \), continuous and

\[
E[H^f_{t+u} | F_t] = H^f_t + \sum_{y \in I} E \left[ \int_t^{t+u} f(s - \tau_y, s)h_{A_y}(s - \tau_y)1_{\tau_y < s < \sigma_y} ds | F_t \right].
\]

Hence, \( H^f \) is the compensator of \( Q^f \), viewing that \( h_{A_y}(s - \tau_y) = 0 \) for \( s < \tau_y \).

The proof for other compensators follows from the fact that \( \int_0^t (h_{A_y, \tilde{m}_{A_y}, A_y}) ds \) and \( \int_0^t (h_{A_y, \tilde{m}_{A_y}, A_y}) ds \) are compensators for \( \tilde{B} \) and \( \tilde{B} \). \( \square \)

Proof of Proposition 4. It remains to prove (4). Note that \( M^f_t = M_{\tilde{B}, f}(t) + M_{\tilde{B}, f}(t) - M_{D, f}(t) \), and that the martingales \( M_{D, f}, M_{\tilde{B}, f} \) and \( M_{\tilde{B}, f} \) are purely discontinuous. Since \( M_{\tilde{B}, f} \) and \( M_{\tilde{B}, f} \) do not jump together, \( [M_{\tilde{B}, f}, M_{\tilde{B}, f}]_t \) and thus \( \{M_{\tilde{B}, f}, M_{\tilde{B}, f}\}_t \) are zero.
Similarly for $M_{D,f}$ and $M_{B,f}$, giving $\langle M_{D,f}, M_{B,f} \rangle_t = 0$. However, $M_{D,f}$ and $M_{B,f}$ jump together when there is a birth by splitting with $\Delta M_{D,f}(t) = \sum_{y \in I} f(y, t) 1_{\sigma_y = t}$ and $\Delta M_{B,f}(t) = \sum_{y \in I} f(y, t) 1_{\sigma_y = t}$. Therefore,

$$\langle M_{D,f}, M_{B,f} \rangle_t = \sum_{s \leq t, y \in I} f(0, s) f(y, s) 1_{\sigma_y = s} \sum_{i \in N} 1_{\tau_i = s}$$

and its compensator

$$\langle M_{D,f}, M_{B,f} \rangle_t = \int_0^t f_s(0) (f_s h_A, \tilde{m}_A, A_s) ds.$$ 

Thus, $\langle M_t \rangle_t = \langle M_{B,f} \rangle_t + \langle M_{B,f} \rangle_t + \langle M_{D,f} \rangle_t - 2\langle M_{D,f}, M_{B,f} \rangle_t$, and we have (4). $\square$

5. Proof of the Central Limit Theorem

We establish the tightness of the sequence $Z^K$, and show the uniqueness of the limit.

5.1. Tightness of $Z^K$

First we prove a result for the tightness of $W^{-j}$-valued processes in the Skorokhod space $\mathbb{D}(T, W^{-j})$, which we will apply to $Z^K_t$ with $j = 4$.

**Theorem 11.** Suppose $(\mu^K)_{K \geq 1}$ is a sequence of $W^{-j}$-valued càdlàg processes. Assume that the dynamics of $\mu^K$ are given by

$$(f, \mu^K_t) = (f, \mu^K_0) + \int_0^t \Lambda^K_t f ds + \tilde{M}^{f,K}_t,$$

where $\tilde{M}^{f,K}_t$ is a martingale with predictable quadratic variation of the form

$$\langle \tilde{M}^{f,K}_t \rangle_t = \int_0^t \Gamma^K_t f ds,$$

and $\Lambda^K$ and $\Gamma^K_t$ are functionals on $W^j$. The sequence $(\mu^K)_{K \geq 1}$ is tight in $\mathbb{D}(T, W^{-j})$ if the following conditions are satisfied:

(T1) There exists $i < j$ such that for all $t \in T,$

$$\sup_{K \geq 1} \mathbb{E} \left[ \|\mu^K_t \|_{W^{-i}} \right] < \infty.$$

(T2) There exists $K_0 \geq 1$ such that

$$\sup_{K \geq K_0} \mathbb{E} \left[ \sup_{t \leq T} \|\Lambda^K_t \|_{W^{-j}} \right] \leq c_T,$$  \hspace{1cm} (i)

$$\sup_{K \geq K_0} \mathbb{E} \left[ \sup_{t \leq T} \left| \sum_{i \geq 1} \Gamma^K_t p_i^j \right| \right] \leq c_T.$$  \hspace{1cm} (ii)
Proof of Theorem 11. Note that, for \( i < j \), \( W^{-i} \xrightarrow{H.S.} W^{-j} \), thus, the closed ball \( B_{W^{-i}}(R) := \{ \mu \in W^{-i} : ||\mu||_{W^{-i}} \leq R \} \) is compact in \( W^{-j} \). Also, 
\[
\mathbb{P}(\mu_t^K \notin B_{W^{-i}}(R)) = \mathbb{P}(||\mu_t^K||_{W^{-i}} > R) \leq \frac{1}{R} \mathbb{E}[||\mu_t^K||_{W^{-i}}].
\]
Therefore, if (T1) holds, there exists a compact set \( \mathcal{C}_e \) such that \( \mathbb{P}(\mu_t^K \notin \mathcal{C}_e) < \epsilon \) for all \( K \), which in turn implies (A).

Next, we show that (T2) implies (B). Since \( \mu^K \) has the form \( \mu_t^K = V_t^K + \tilde{M}_t^K \), it remains to show (B) for \( V_t^K \) and predictable quadratic variation \( \langle \langle \tilde{M}_t^K \rangle \rangle_t \) where \( \langle \langle \tilde{M}_t^K \rangle \rangle_t \) is defined such that \( \langle ||\tilde{M}_t^K||_{W^{-j}}^2 - \langle \langle \tilde{M}_t^K \rangle \rangle_t \rangle_t \in T \) is a martingale.

To obtain (B) for \( V_t^K \), observe that by (14)
\[
||f, V_{(\tau^K + \zeta) \wedge T} - V_{\tau^K}|| \leq \int_{\tau^K}^{(\tau^K + \zeta) \wedge T} \Lambda^K_s f ds \\
\leq \int_{\tau^K}^{(\tau^K + \zeta) \wedge T} ||\Lambda^K_s||_{W^{-j}} ||f||_{W^{-j}} ds.
\]
Hence
\[
||V_{(\tau^K + \zeta) \wedge T} - V_{\tau^K}||_{W^{-j}} \leq \int_{\tau^K}^{(\tau^K + \zeta) \wedge T} ||\Lambda^K_s||_{W^{-j}} ds \\
= \int_0^\zeta ||\Lambda^K_{(\tau^K + s) \wedge T}||_{W^{-j}} ds \leq \delta \sup_{t \in T} ||\Lambda^K_t||_{W^{-j}}.
\]
(B) now follows from condition (T2)(i) by Markov’s inequality.

Write \( p_{t}^i \) for \( p_{t}^i \). Since \( ||\tilde{M}_t^K||_{W^{-j}}^2 = \sum_{i \geq 1} (\tilde{M}_{t^i}^{p_{t}^i,K})^2 \) by the Riesz Representation Theorem and Parseval’s Identity, we have \( \langle \langle \tilde{M}_t^K \rangle \rangle_t = \sum_{i \geq 1} \langle \tilde{M}_{t^i}^{p_{t}^i,K} \rangle_t \). To obtain (B) for
\[ \langle \langle \tilde{M}^K \rangle \rangle_t \text{, by (15), we have} \]

\[
|\langle \langle \tilde{M}^K \rangle \rangle_{(\tau^K + \zeta) \wedge T} - \langle \langle \tilde{M}^K \rangle \rangle_{\tau^K}| = \left| \sum_{l \geq 1} \langle \langle \tilde{M}^p_i,K \rangle \rangle_{(\tau^K + \zeta) \wedge T} - \sum_{l \geq 1} \langle \langle \tilde{M}^p_i,K \rangle \rangle_{\tau^K} \right|
\]

\[
= \left| \sum_{l \geq 1} \int_{\tau^K}^{(\tau^K + \zeta) \wedge T} \Gamma^K_{\tau^K} p_l ds \right| = \left| \sum_{l \geq 1} \int_{0}^{T} \Gamma^K_{(\tau^K + s)} \wedge T p_l ds \right|
\]

and taking expectation,

\[
\mathbb{E}\left[|\langle \langle \tilde{M}^K \rangle \rangle_{(\tau^K + \zeta) \wedge T} - \langle \langle \tilde{M}^K \rangle \rangle_{\tau^K}|\right] \leq \int_{0}^{T} \mathbb{E}\left[\left| \sum_{l \geq 1} \Gamma^K_{(\tau^K + s)} \wedge T p_l \right|\right] ds \leq \delta \mathbb{E}\left[\sup_{t \leq T} \left| \sum_{l \geq 1} \Gamma^K_{l} p_l \right|\right].
\]

(B) now follows from condition (T2)(ii) by Markov’s inequality.

The rest of the proof consists of checking conditions (T1) and (T2) in space \( W^{-4} \). The proof is involved and requires somewhat different representations for \( Z^K_t \), and is split into sections.

### 5.2. Representation for \( Z^K_t \)

As representation (10) involves the unbounded derivative operator \( (f \to f') \), we extend (10) to functions of two variables \( f(x, s) \equiv f_s(x) \) and apply the extension to the special case \( f(x, s) = \phi(x + t - s) \) (for some fixed \( t \) and some function \( \phi \)). This results in the removal of the derivative operator.

From (7) and (9), we have, for test function of two variables \( f \in C^{1,1}(\mathbb{T}^* \times \mathbb{T}) \) and \( t \in \mathbb{T} \),

\[
(f_t, Z^K_t) = (f_0, Z^K_0) + \sqrt{K} \int_{0}^{t} \left( - (h^K_{A_K} - h^K_{A^\zeta}) f_s + f_s(0)(n^K_{A_K} - n^K_{A^\zeta}) , \hat{A}_s \right) ds
\]

\[
+ \int_{0}^{t} \left( \hat{f}_3 f_s + \hat{f}_2 f_s - h^K_{A^\zeta} f_s + f_s(0) n^K_{A^\zeta} , Z^K_s \right) ds + \tilde{M}^{f,K}_t,
\]

where \( \tilde{M}^{f,K}_t \) is a martingale with predictable quadratic variation

\[
\langle \tilde{M}^{f,K} \rangle_t = \int_{0}^{t} \left( f_s^2(0) w^K_{A_K} + h^K_{A^\zeta} f_s^2 - 2 f_s(0) h^K_{A^\zeta} \hat{m}^{K}_{A_K} f_s, \hat{A}^{K}_s \right) ds.
\]

As explained above, applying (16) to

\[ f(x, s) = \phi(x + t - s) =: \Theta_{t-s} \phi(x) \]
(for a fixed $t$) makes the term $\tilde{c}_1 f(x, s) + \tilde{c}_2 f(x, s)$ vanish.

Next, we obtain a representation for the corresponding martingale $\tilde{M}_t^f$. Define the measure $M_t$ as

$$M_t(dx) = \delta_0(dx) \left( \tilde{B}([0, t]) - \int_0^t (b_{A_x} \hat{m}_{A_x}, A_x) ds \right) + \delta_0(dx) \left( \tilde{B}([0, t]) - \int_0^t (h_{A_x} \hat{m}_{A_x}, A_x) ds \right) - \left( \sum_{y \in I} \delta_{\lambda_y} (dx) 1_{\sigma_y \leq t} - \int_0^t A^b_t(dx) ds \right),$$

where

$$A^b_t(dx) = \sum_{y \in I} \delta_{t^{-}\tau_y} (dx) h_{A_x}(x) 1_{\tau_y \leq t < \sigma_y}.$$  

By direct calculations, it can be seen that the martingale $\tilde{M}_t^f$ in (5) is precisely the integral of $f$ with respect to $M_t$, i.e. $\tilde{M}_t^f = (f, M_t)$. It is easy to extend the definition of the integral to functions of two variables $f \in C(T^* \times T)$ so that $\int_0^t (f_s, dM_s)$ coincides with $\tilde{M}_t^f$ in (3). Indeed, since $((g, M_t))_{t \in T}$ is a martingale for any $g \in C(T^*)$, for any $\varphi \in C(T)$, the integral $\int_0^t \varphi(s) d(g, M_s)$, $t \in T$, is a well-defined martingale with predictable quadratic variation

$$\left< \int_0^t \varphi(s) d(g, M_s) \right>_t = \int_0^t \varphi^2(s) (g^2(0)w_{A_x} + h_{A_x}g^2 - 2g(0)h_{A_x} \hat{m}_{A_x}g, A_x) ds.$$ 

Write $\int_0^t (\varphi(s)g, dM_s)$ for $\int_0^t \varphi(s) d(g, M_s)$. The extension to an arbitrary $f \in C(T^* \times T)$ is obtained by the usual application of the Monotone Class Theorem (e.g. [6, I.22.1]).

Let $M^K = \frac{1}{\sqrt{K}} M^K$. Since, for a fixed $t \in T$, the function $f(x, s) = \Theta_{t-s} \phi(x)$ satisfies $f(x, t) = \phi(x)$, (16) reduces to (19) below.

**Corollary 13.** For $\phi \in C^1$ and $t \in T$,

$$(\phi, Z^K_t) = (\Theta_0 \phi, Z^K_0) + \sqrt{K} \int_0^t \left( - (h^K_{A_x} - h^\varphi_{A_x}) \Theta_{t-s} \phi + \Theta_{t-s} \phi(0) (n^K_{A_x} - n^\varphi_{A_x}), A_x \right) ds 
$$

$$+ \int_0^t \left( - h^K_{A_x} \Theta_{t-s} \phi + \Theta_{t-s} \phi(0) n^K_{A_x}, Z^K_s \right) ds + \int_0^t (\Theta_{t-s} \phi, d\tilde{M}^K_s).$$

The main step in proving tightness is the following bound.
5.3. Boundedness of $\mathbb{E}[\|Z_t^K\|_{W^{-2}}]$

Proposition 14.

$$\sup_{t \leq T} \sup_{K \geq 1} \mathbb{E}[\|Z_t^K\|_{W^{-2}}] < \infty.$$ 

We remark that Proposition 14 remains true with the norm taken in $C^{-1}$. However, for the ease of presentation (as we work with spaces $W$ mostly throughout the paper), we prove the result for $W^{-2}$, which is sufficient for our purpose. The proof is done using representation (19) with $\phi \in W^2$. Each term on the RHS is dealt with separately using successive bounds.

First, we need to overcome the fact that the functions $\phi$ and $\theta_t \phi$ are defined on different domains, $T^* = [0, T^*]$ and $[0, T^* - t]$, respectively. The following lemma constructs an extension of $\theta_t \phi$ to $T^*$ in a way that controls the norm.

Lemma 15. Let $\phi \in W^j$ for some $j \in \mathbb{N}$ and $t \in T$ be fixed. There exists a function $\psi : T^* \rightarrow \mathbb{R}$ such that $\psi(x) = \phi(x + t)$ for $x \in [0, T^* - t]$, and $\psi \in W^j$ with $\|\psi\|_{W^j} \leq c\|\phi\|_{W^j}$, where $c$ is a constant that depends on $T^*$ and $j$, but independent of $\phi$.

Proof. Take $\psi$ such that $\psi(x) = \phi(x + t)$ for $x \in [0, T^* - t]$, and $\psi^{(j-1)}(x) = \phi^{(j-1)}(2(T^* - t) - x + t)$ for $x \in (T^* - t, T^*)$. That is, $\psi$ is extended by reflecting the $(j-1)$th derivative along $x = T^* - t$. Then, $\psi^{(i)}$ is continuous for $i = 0, 1, \ldots, j - 1$. Note that $\psi^{(j)}$ does not exist at $x = T^* - t$, unless $\phi^{(j)}(T^*) = 0$.

It remains to show that $\|\psi\|_{W^j} \leq c\|\phi\|_{W^j}$. For $i = j - 1, j$,

$$\int_{T^*} \psi^{(i)}(x)^2 \, dx = \int_{T^* - t}^{T^*} \psi^{(i)}(x)^2 \, dx + \int_{T^* - t}^{T^*} \psi^{(i)}(x)^2 \, dx$$

$$= \int_{T^* - t}^{T^*} \phi^{(i)}(x)^2 \, dx + \int_{T^* - t}^{T^*} \phi^{(i)}(2(T^* - t) - x + t)^2 \, dx.$$ 

For $i = 0, 1, \ldots, j - 2$,

$$\int_{T^*} \psi^{(i)}(x)^2 \, dx = \int_{T^* - t}^{T^*} \psi^{(i)}(x)^2 \, dx + \int_{T^* - t}^{T^*} \psi^{(i)}(x)^2 \, dx$$

$$= \int_{T^* - t}^{T^*} \phi^{(i)}(x)^2 \, dx + \int_{T^* - t}^{T^*} \psi^{(i)}(x)^2 \, dx.$$ 

For the last integral, note that for $x \in (T^* - t, T^*)$,

$$\psi^{(i)}(x) = \psi^{(i)}(T^* - t) + \int_{T^* - t}^{x} \psi^{(i+1)}(y) \, dy$$

$$= \phi^{(i)}(T^*) + \int_{T^* - t}^{x} \psi^{(i+1)}(y) \, dy.$$
which can be obtained recursively and be expressed in terms of $\phi$. Finally, as $\phi \in W^j$, we have $\phi \in C^{j-1}$ and $\|\phi\|_{C^{j-1}} = \max_{0 \leq i < j-1} \sup_{t \in T^*} |\phi^{(i)}(x)| < \infty$. Thus, with $\|\phi\|_{C^{j-1}} \leq \|\phi\|_{W^j}$ and that $T^*$ is a bounded interval, we can bound $\|\psi\|_{W^j}$ in terms of $T^*$ and $\|\phi\|_{W^j}$ and write $\|\psi\|_{W^j} \leq c \|\phi\|_{W^j}$. \hfill $\Box$

In the sequel, $\Theta_t\phi$ will refer to its own extension to $T^*$. We immediately get the following inequalities:

$$\|\Theta_t\phi\|_{W^j} \leq c \|\phi\|_{W^j}, \quad \text{and for any } x \in T^*, \|\Theta_t\phi(x)\| \leq c \|\phi\|_{W^j}. \quad (20)$$

Next, we give some bounds that are useful in proving Proposition 14.

**Proposition 16.** Suppose (A2) and (A3) hold. Then, for $t \in T$ and for all $x \in T^*$,

$$\sqrt{K} |h_{\Lambda_t}^K - h_{\Lambda_t}^\infty| (x) \leq c (1 + \|Z_t^K\|_{W^{-1}})$$

and

$$\sqrt{K} |n_{\Lambda_t}^K - n_{\Lambda_t}^\infty| (x) \leq c (1 + \|Z_t^K\|_{W^{-1}}).$$

**Proof.** We prove only the first inequality, as the second is similar. By the triangle inequality,

$$|h_{\Lambda_t}^K - h_{\Lambda_t}^\infty| (x) \leq \|h_{\Lambda_t}^K - h_{\Lambda_t}^\infty\|_{\infty} + \|h_{\Lambda_t}^\infty - h_{\Lambda_t}^\infty - \partial_A h_{\Lambda_t}^\infty (\tilde{\Lambda}_t^K - \tilde{\Lambda}_t)\|_{\infty} + \|\partial_A h_{\Lambda_t}^\infty\|_{L^{-1}} \|\tilde{\Lambda}_t^K - \tilde{\Lambda}_t\|_{W^{-4}}.$$

Multiplying by $\sqrt{K}$ and with some manipulation, we have

$$\sqrt{K} |h_{\Lambda_t}^K - h_{\Lambda_t}^\infty| (x) \leq \sqrt{K} \sup_A \|h_{\Lambda_t}^K - h_{\Lambda_t}^\infty\|_{\infty} + \frac{\|Z_t^K\|_{W^{-1}}}{\|A_t^K - A_t\|_{W^{-4}}} \|h_{\Lambda_t}^\infty - h_{\Lambda_t}^\infty - \partial_A h_{\Lambda_t}^\infty (\tilde{\Lambda}_t^K - \tilde{\Lambda}_t)\|_{\infty} + c_1 \|Z_t^K\|_{W^{-1}},$$

where the bound in the last term is due to (A3). It then follows by (A2) and (A3) that $\sqrt{K} |h_{\Lambda_t}^K - h_{\Lambda_t}^\infty| (x) \leq c_2 + c_3 \|Z_t^K\|_{W^{-1}}$. \hfill $\Box$

The following result follows immediately from Proposition 16.

**Proposition 17.** Suppose (A2) and (A3) hold. For any $f \in W^j$, $j \in \mathbb{N}$, and $t \in T$,

$$\sup_{x \in T^*} |\sqrt{K} (L_{\Lambda_t}^K - L_{\Lambda_t}^\infty) f|(x) \leq c (1 + \|Z_t^K\|_{W^{-1}}) \|f\|_{W^j}.$$

As the operator $L_{\Lambda_t}^K$ maps $W^j$ into $W^{j-1}$, we introduce $\hat{L}_{\Lambda_t}^K f = -h_{\Lambda_t}^K f + f(0)n_{\Lambda_t}^K$, so that $L_{\Lambda_t}^K f = f' + \hat{L}_{\Lambda_t}^K f$, and let $L_{\Lambda}^{j,k} = L(W^j, W^k)$, the space of linear operators from $W^j$ to $W^k$. 


Proposition 18. Suppose \((A2)\) holds. Then,

\[
\sup_{K, A} \|\hat{L}^K_A\|_{L^{j,j}, 1} \leq c, \quad j \leq 3; \\
\sup_{K, A} \|L^K_A\|_{L^{j,j-1}, 1} \leq c, \quad 2 \leq j \leq 4.
\]

**Proof.** For \(f \in W^j\), using triangle inequality and (11),

\[
\|\hat{L}^K_A f\|_{W^j} \leq \|h^K_A\|_{C^1} \|f\|_{W^j} + \|L^K_A\|_{W^j} \leq c_1 \|f\|_{W^j}
\]
due to embedding and \((A2)\). Thus, (i) follows. For (ii),

\[
\|L^K_A f\|_{W^{j-1}} = \|f\|_{W^{j-1}} + \|\hat{L}^K_A f\|_{W^{j-1}} \leq \|f\|_{W^j} + c_1 \|f\|_{W^j} \leq c_2 \|f\|_{W^j},
\]
by (i) and embedding. Thus, (ii) follows. \(\square\)

Recall also the following bounds, obtained in [8]:

\[
(1, \bar{A}) \leq (1, \bar{A}_0) e^{ct},
\]
\[
E[(1, \bar{A}^K_t)] \leq (1, \bar{A}_0^K) e^{ct}.
\]

**Proof of Proposition 14.** Let \(\phi \in W^2\). We bound each term on the RHS of (19), and use repeatedly (20). For the first term,

\[
|\langle \Theta_t \phi, Z_0^K \rangle| \leq \|\Theta_t \phi\|_{W^2} |Z_0^K|_{W^{-2}} \leq c_1 \|\phi\|_{W^2} |Z_0^K|_{W^{-2}}.
\]

For the second term, with Proposition 17,

\[
\sqrt{K} \int_0^t ((L^K_{\bar{A}_s} - L^K_{\hat{A}_s}) \Theta_{t-s} \phi, \bar{A}_s) ds \leq c_2 \int_0^t (1 + |Z^K_s|_{W^{-1}}) \|\Theta_{t-s} \phi\|_{W^2} (1, \bar{A}_s) ds \\
\leq c_3 \|\phi\|_{W^2} (1, \bar{A}_0) e^{ct} \int_0^t (1 + |Z^K_s|_{W^{-2}}) ds
\]
by (21) and the embedding \(W^{-2} \rightarrow W^{-4}\). For the third term, by Proposition 18(i),

\[
\left| \int_0^t (-\hat{L}^K_{\bar{A}_s} \Theta_{t-s} \phi, Z^K_s) ds \right| \leq c_5 \int_0^t |\hat{L}^K_{\bar{A}_s} \Theta_{t-s} \phi|_{W^2} |Z^K_s|_{W^{-2}} ds \\
\leq c_5 \int_0^t |\hat{L}^K_{\bar{A}_s}|_{L^{2,2}} |\Theta_{t-s} \phi|_{W^2} |Z^K_s|_{W^{-2}} ds \leq c_6 \|\phi\|_{W^2} \int_0^t |Z^K_s|_{W^{-2}} ds.
\]
For the forth term, we write \(\int_0^t \Theta_t \phi, d\hat{M}_s^K\) for the map \(f \rightarrow \int_0^t (\Theta_t f, d\hat{M}_s^K)\). Then,

\[
\left| \int_0^t (\Theta_{t-s} \phi, d\hat{M}_s^K) \right| \leq \|\phi\|_{W^2} \int_0^t \left| (\Theta_t \phi, d\hat{M}_s^K) \right|_{W^{-2}}.
\]
Note that \( \{ \int_0^t (\Theta_{t-s} f, d\hat{M}_s^K) \}_{t \in T} \) is not a martingale, but for each fixed \( t \), \( \{ \int_0^t (\Theta_{t-s} f, d\hat{M}_s^K) \}_{s \in T} \) is. Let \( t \in T \) be fixed. For \( r \leq t \), by the Riesz Representation Theorem and Parseval’s Identity,

\[
E \left[ \left\| \int_0^t \Theta_{t-s}^* d\hat{M}_s^K \right\|^2_{W^{-2}} \right] = E \left[ \sum_{l=1}^r \left( \int_0^t (\Theta_{t-s} \hat{p}_l^K, d\hat{M}_s^K) \right)^2 \right] = \sum_{l=1}^r E \left[ \int_0^t (\Theta_{t-s} \hat{p}_l^K, d\hat{M}_s^K) \right] \]

It then follows from (12), (C0) and (22) that this quantity is bounded by \( c_T(1, \hat{A}_0^K) e^{c_{\pi} t} \).

Taking \( r = t \), we have

\[
E \left[ \left\| \int_0^t \Theta_{t-s}^* d\hat{M}_s^K \right\|^2_{W^{-2}} \right] \leq c_T(1, \hat{A}_0^K) e^{c_{\pi} t} t. \tag{23}
\]

Now, putting all together with triangle inequality,

\[
|p(Z^K_t)| \leq c_9 \left\{ \left\| \phi \right\|_{W^2} \left| Z^K_0 \right|_{W^{-2}} + \left\| \phi \right\|_{W^2} (1, \hat{A}_0) e^{c_{\pi} t} \int_0^t (1 + \left| Z^K_s \right|_{W^{-2}}) d\phi \right\}
\]

This gives a bound to \( \left| Z^K_t \right|_{W^{-2}} \). Taking expectation and using (23), we have, for \( t \leq T \),

\[
E[\left| Z^K_t \right|_{W^{-2}}] \leq c_{10} \left\{ \left| Z^K_0 \right|_{W^{-2}} + (1, \hat{A}_0) e^{c_{\pi} t} t \right\}
\]

It follows by Gronwall’s inequality that

\[
E[\left| Z^K_t \right|_{W^{-2}}] \leq c_{10} \left\{ \left| Z^K_0 \right|_{W^{-2}} + (1, \hat{A}_0) e^{c_{\pi} T} T + (1, \hat{A}_0)^{1/2} e^{c_{\pi} T^{1/2}} \right\} e^{c_{10}(1 + (1, \hat{A}_0) e^{c_{\pi} T})}.
\]

Finally, taking supremum over \( t \) and \( K \), this quantity is finite due to (A4) and (C3). \( \square \)

### 5.4. Proof of tightness

It remains to check the tightness condition (T2), as (T1) holds by Proposition 14. The conditions (i) and (ii) are verified in a few steps. Proceeding from Theorem 11, we let

\[
\Lambda^K_t f = \sqrt{K} (L^K_{\hat{A}_t} - L^K_{\hat{A}_t}, f, \hat{A}_t) + (L^K_{\hat{A}_t} f, Z^K_t)
\]

and

\[
\Gamma^K_t f = (f^2(0) w^K_{\hat{A}_t} + h^K_{\hat{A}_t} f^2 - 2 f(0) h^K_{\hat{A}_t} \hat{m}^{K}_{\hat{A}_t} f, \hat{A}_t).
\]
Proposition 19. Let \( j \in \{3, 4\} \). For \( f \in W^j \),
\[
|A^K_t f| \leq c_1 ||f||_{W^j} (1 + (1, \tilde{A}_0) e^{c_2 t}) (1 + ||Z^K_t||_{W^{(j-1)}}).
\]

**Proof.** For \( f \in W^j \), we have \( L^K_{A^K_t} f \in W^{j-1} \) and
\[
|A^K_t f| \leq |\sqrt{K} ((L^K_{A^K_t} - L^K_{A_0}) f, \tilde{A}_t)| + |(L^K_{A^K_t} f, Z^K_t)|
\]
\[
\leq (||\sqrt{K}(L^K_{A^K_t} - L^K_{A_0}) f||_{L^{(j-1)}} ||f||_{W^j} ||Z^K_t||_{W^{(j-1)}})
\]
\[
\leq c_1 (1 + ||Z^K_t||_{W^{(j-1)}}) ||f||_{W^j} (1, \tilde{A}_t) + c_2 ||f||_{W^j} ||Z^K_t||_{W^{(j-1)}}
\]
due to Propositions 17 and 18. Then, by (21) and the embedding \( W^{(j-1)} \hookrightarrow W^{-j} \),
\[
|A^K_t f| \leq c_3 (1 + ||Z^K_t||_{W^{(j-1)}}) ||f||_{W^j} (1, \tilde{A}_0) e^{c_2 t} + c_2 ||f||_{W^j} ||Z^K_t||_{W^{(j-1)}}.
\]
The statement now follows by simple algebra. \( \square \)

Proposition 20.
\[
\left| \sum_{l \geq 1} T^K_{l, t} p^l \right| \leq c_1 (1, \tilde{A}^K_t).
\]

**Proof.** This follows directly from (C0) and (12). \( \square \)

Proposition 21.
\[
\sup_{K \geq 1} E \left[ \sup_{t \leq T} ||Z^K_t||_{W^{-3}} \right] < \infty.
\]

**Proof.** Let \( f \in W^3 \). Using Proposition 19, we have
\[
|(f, Z^K_t)| \leq ||f||_{W^3} ||Z^K_t||_{W^{-3}}
\]
\[
+ c_1 ||f||_{W^3} (1 + (1, \tilde{A}_0) e^{c_2 t}) \int_0^t (1 + ||Z^K_s||_{W^{-2}}) ds + ||f||_{W^3} ||\tilde{M}^K_t||_{W^{-3}}.
\]
This gives a bound to \( ||Z^K_t||_{W^{-3}} \) and consequently,
\[
\sup_{t \leq T} ||Z^K_t||_{W^{-3}} \leq ||Z^K_0||_{W^{-3}}
\]
\[
+ c_1 (1 + (1, \tilde{A}_0) e^{c_2 T}) \int_0^T (1 + ||Z^K_s||_{W^{-2}}) ds + \sup_{t \leq T} ||\tilde{M}^K_t||_{W^{-3}}. \quad (24)
\]

Now, by the Riesz Representation Theorem and Parseval’s Identity, we have
\[
E \left[ \sup_{t \leq T} ||\tilde{M}^K_t||^2_{W^{-3}} \right] = E \left[ \sup_{t \leq T} \sum_{l \geq 1} (\tilde{M}^{p^2, K}_t)^2 \right]
\]
\[
\leq E \left[ \sum_{l \geq 1} (\sup_{t \leq T} (\tilde{M}^{p^2, K}_t)^2) \right] \leq 4 \sum_{l \geq 1} E \left[ (\tilde{M}^{p^2, K}_t)^2 \right] \]
using Doob’s inequality. It then follows by Proposition 20 and inequality (22) that
\[ E \left[ \sup_{t \leq T} \| \tilde{M}_t^K \|_{W^{-3}}^2 \right] \leq 4 \sum_{l \geq 1} E \left[ \int_0^T \Gamma_t^K p_l^2 \, ds \right] \leq c_3 (1, \bar{A}_0^K) e^{c_3 T} T. \]

Therefore, taking expectation in (24), we obtain
\[ E \left[ \sup_{t \leq T} \| Z_t^K \|_{W^{-3}} \right] \leq c_7 \left\{ \| Z_0^K \|_{W^{-3}} + (1 + (1, \bar{A}_0) e^{c_2 T}) \int_0^T \left( 1 + E[\| Z_s^K \|_{W^{-3}}] \right) ds + (1, \bar{A}_0^K)^{1/2} e^{c_3 T^{1/2}} \right\}. \] (25)

Noting that \( E[\| Z_s^K \|_{W^{-3}}] \) is bounded by Proposition 14, and using (A4) and (C3), complete the proof. \( \square \)

**Proposition 22.** Conditions (i) and (ii) of (T2) hold for \( W^{-4} \), namely
\[ \sup_{K \geq 1} E \left[ \sup_{t \leq T} \| \Lambda_t^K \|_{W^{-4}} \right] \leq c, \] (i)
\[ \sup_{K \geq 1} E \left[ \sup_{t \leq T} \sum_{l \geq 1} \Gamma_t^K p_l^1 \right] \leq c. \] (ii)

**Proof.** From Proposition 19 with \( j = 4 \), we have
\[ \| \Lambda_t^K \|_{W^{-4}} \leq c_1 (1 + (1, \bar{A}_0) e^{c_2 T}) \left( 1 + \| Z_t^K \|_{W^{-3}} \right). \]

Taking supremum over \( t \leq T \) and expectation, we have
\[ E \left[ \sup_{t \leq T} \| \Lambda_t^K \|_{W^{-4}} \right] \leq c_1 (1 + (1, \bar{A}_0) e^{c_2 T}) \left( 1 + E \left[ \sup_{t \leq T} \| Z_t^K \|_{W^{-3}} \right] \right), \]
which is bounded in \( K \) by Proposition 21. Thus, condition (i) holds.

Now we verify condition (ii). From Proposition 20,
\[ E \left[ \sup_{t \leq T} \left| \sum_{l \geq 1} \Gamma_t^K p_l^1 \right| \right] \leq c_9 E \left[ \sup_{t \leq T} (1, \bar{A}_t^K) \right]. \]

But,
\[ (1, \bar{A}_t^K) \leq (1, \bar{A}_0^K) + c_4 \int_0^t (1, \bar{A}_s^K) ds + \frac{1}{\sqrt{K}} \tilde{M}_t^{1,K} \]
and for \( S \leq T \),
\[ E \left[ \sup_{t \leq S} (1, \bar{A}_t^K) \right] \leq (1, \bar{A}_0^K) + c_4 \int_0^S E \left[ \sup_{u \leq s} (1, \bar{A}_u^K) \right] ds + \frac{1}{\sqrt{K}} E \left[ \sup_{t \leq T} \tilde{M}_t^{1,K} \right]. \]
It follows by Gronwall’s inequality that
\[
E \left[ \sup_{t \leq T} (1, \bar{A}_t^K) \right] \leq \left\{ (1, \bar{A}_0^K) + \frac{1}{\sqrt{K}} E \left[ \sup_{t \leq T} (\bar{M}_t^{1,K}) \right] \right\} e^{c_4 T},
\]
where by Doob’s inequality,
\[
E \left[ \sup_{t \leq T} (\bar{M}_t^{1,K}) \right]^2 \leq E \left[ \sup_{t \leq T} (\bar{M}_t^{1,K})^2 \right] \leq 4E[\langle \bar{M}^{1,K} \rangle_T] \leq c_5 (1, \bar{A}_0^K) e^{c_6 T}.
\]
Therefore, condition (ii) follows, using (C3).

**Corollary 23.** Both sequences \( Z^K \) and \( \tilde{M}^K \) are tight in \( \mathbb{D}(\mathbb{T}, W^{-4}) \).

### 5.5. C-tightness of \( Z^K \) and \( \tilde{M}^K \)

It can be further shown that \( Z^K \) and \( \tilde{M}^K \) are C-tight, that is, the two sequences are tight and all limit points of the sequences are continuous.

**Proposition 24.** The sequence \( Z^K \) is C-tight and all limit points of \( Z^K \) are elements of \( C(\mathbb{T}, W^{-4}) \).

**Proof.** We have established that \( Z^K \) is tight, it remains to show that (see e.g. [10, Proposition VI 3.26(iii)]), for all \( u \in \mathbb{T} \) and \( \epsilon > 0 \),
\[
\lim_{K \to \infty} \mathbb{P} \left( \sup_{t \in u} \| \Delta Z^K_t \|_{W^{-4}} > \epsilon \right) = 0.
\]
Observe that \( Z^K \) jumps when \( A^K \) jumps, which occurs when there is a birth or a death. Thus, for \( f \in W^4 \), we have
\[
\| (f, \Delta Z^K) \| = \| (f, Z^K_t - Z^K_{t^-}) \| = \frac{1}{\sqrt{K}} \| (f, A^K_t - A^K_{t^-}) \|
\leq \frac{1}{\sqrt{K}} \max \left\{ \sup_{x \in \mathbb{T}^*} | \ell^K A^K(x) f(0) |, \sup_{x \in \mathbb{T}^*} | \ell^K A^K(x) f(0) - f(x) | \right\}
\leq \frac{1}{\sqrt{K}} \| f \|_{W^4}(1 + \Xi)
\]
by (A1), giving \( \| \Delta Z^K_t \|_{W^{-4}} \leq \frac{1}{\sqrt{K}} (1 + \Xi) \). Hence,
\[
\mathbb{P} \left( \sup_{t \in u} \| \Delta Z^K_t \|_{W^{-4}} > \epsilon \right) \leq \frac{1}{\epsilon} E \left[ \sup_{t \in u} \| Z^K_t \|_{W^{-4}} \right] \leq \frac{1}{\epsilon} \frac{1}{\sqrt{K}} (1 + \mathbb{E}[\Xi]),
\]
which converges to zero as \( K \) tends to infinity.

**Corollary 25.** The sequence of martingales \( \tilde{M}^K \) is C-tight and all limit points of \( \tilde{M}^K \) are elements of \( C(\mathbb{T}, W^{-4}) \).

**Proof.** As \( Z^K \) and \( \tilde{M}^K \) have the same discontinuities, \( \Delta Z^K_t = \Delta \tilde{M}^K_t \) and it follows that \( \tilde{M}^K \) satisfies the conditions of being C-tight.
5.6. Convergence of $\tilde{M}^K$ and $Z^K$

Proposition 26. The sequence $\tilde{M}^K$ convergences weakly to $\tilde{M}^\infty$ such that for any $f \in W^4$, $M^f_t \equiv (f, \tilde{M}_t^\infty)$, $t \in \mathbb{T}$, is a continuous Gaussian martingale with predictable quadratic variation

$$\langle M^f \rangle_t = \int_0^t \left( f^2(0) w_{A_s}^2 + h_{A_s}^2 f^2 - 2f(0) h_{A_s}^2 \hat{m}_{A_s} f, A_s \right) ds. \quad (26)$$

Proof. Let $f \in W^4$. Recall from the proof of Proposition 24 that

$$\sup_{s \leq t} |\Delta \tilde{M}_s^{f,K}|^2 = \sup_{s \leq t} |\Delta (f, Z_s^K)|^2 \leq \frac{1}{K} ||f||^2_{W^4} \cdot (1 + \Xi)^2.$$

Thus,

$$\sup_{K \geq 1} \mathbb{E} \left[ \sup_{s \leq t} |\Delta \tilde{M}_s^{f,K}|^2 \right] \leq \sup_{K \geq 1} \mathbb{E} \left[ \frac{1}{K} ||f||^2_{W^4} \cdot (1 + \Xi)^2 \right],$$

which is finite by (A1). Therefore, $\sup_{s \leq t} |\Delta \tilde{M}_s^{f,K}|$ is uniformly integrable and converges to zero in probability for all $t \in \mathbb{T}$. All limit points of $\tilde{M}_t^{f,K}$ are continuous (from Corollary 25) and $\langle \tilde{M}_t^{f,K} \rangle_t$ converges to (26). By [10, Theorem VIII 3.12(iv)] $\tilde{M}^{f,K}$ converges to a continuous martingale $\tilde{M}^{f,\infty}$ with predictable quadratic variation in (26). The limiting process is Gaussian as the predictable quadratic variation is deterministic.

Tightness of $\tilde{M}^K$ implies that there exists a subsequence that converges. Suppose $M$ and $N$ both are accumulation points of $\tilde{M}^K$. Then, we have $(f, M) = M^f = (f, N)$ for every $f \in W^4$, and thus, we must have $M = N$ in $W^{-1}$. Therefore, we can conclude that $\tilde{M}^K$ converges to $M$, where $\tilde{M}^\infty$ is defined such that $(f, \tilde{M}^\infty) = M^f$ for every $f \in W^4$. \qed

Proposition 27. Every limit point $Z$ of the sequence $Z^K$ satisfies, for $\phi \in W^4$ and $t \in \mathbb{T}$,

$$(\phi, Z_t) = (\Theta_t \phi, Z_0) + \int_0^t \left( - \partial_A h_{A_s}^\infty (Z_s) \Theta_{t-s} \phi + \Theta_{t-s} \phi(0) \partial_A n_{A_s}^\infty (Z_s), A_s \right) ds$$

$$+ \int_0^t \left( - h_{A_s}^\infty \Theta_{t-s} \phi + \Theta_{t-s} \phi(0) n_{A_s}^\infty (Z_s), A_s \right) ds + \int_0^t (\Theta_{t-s} \phi, d\tilde{M}_s^\infty). \quad (27)$$
Proof. First, we show that $\sqrt{K}(h_{A_s}^K - h_{A_s}^\infty)$ converges to $\partial_A h_{A_s}^\infty(Z_s)$:

$$\sqrt{K}(h_{A_s}^K - h_{A_s}^\infty) - \partial_A h_{A_s}^\infty(Z_s)$$

$$\leq \sqrt{K} |h_{A_s}^K - h_{A_s}^\infty| + \sqrt{K} |h_{A_s}^K - h_{A_s}^\infty - \partial_A h_{A_s}^\infty(\tilde{A}_s^K - \tilde{A}_s)|$$

$$+ |\partial_A h_{A_s}^\infty(Z_s^K) - \partial_A h_{A_s}^\infty(Z_s)|$$

$$\leq \sqrt{K} \sup_A ||h_A^K - h_A^\infty|| + \frac{||Z_s^K||_{W^{-4}}}{||A_s^K - A_s||_{W^{-4}}} ||h_{A_s}^K - h_{A_s}^\infty - \partial_A h_{A_s}^\infty(\tilde{A}_s^K - \tilde{A}_s)||_{C^4}$$

$$+ ||\partial_A h_{A_s}^\infty||_{L^{-4}} ||Z_s^K - Z_s||_{W^{-4}},$$

which converges to zero as $K$ tends to infinity; the first term by (A2), the second by the definition of Fréchet derivative (A3), and the last term due to $Z_s$ being a limit. Similarly, $\sqrt{K}(n_{A_s}^K - n_{A_s}^\infty)$ converges to $\partial_A n_{A_s}^\infty(Z_s)$. Thus,

$$\sqrt{K} \int_0^t (- (h_{A_s}^K - h_{A_s}^\infty)\Theta_{t-s} + \Theta_{t-s}\phi(0)(n_{A_s}^K - n_{A_s}^\infty), \tilde{A}_s) ds$$

$$\to \sqrt{K} \int_0^t (- \partial_A h_{A_s}^\infty(Z_s)\Theta_{t-s} + \Theta_{t-s}\phi(0)\partial_A n_{A_s}^\infty(Z_s), \tilde{A}_s) ds$$

by dominated convergence theorem.

Next, we show that $\int_0^t (- h_{A_s}^K \Theta_{t-s} + \Theta_{t-s}\phi(0)n_{A_s}^K, Z_s^K) ds$ converges to $\int_0^t (- h_{A_s}^\infty \Theta_{t-s} + \Theta_{t-s}\phi(0)n_{A_s}^\infty, Z_s) ds$. Using a similar argument as for Proposition 18(i), with (A2),

$$\int_0^t (- h_{A_s}^K \Theta_{t-s} + \Theta_{t-s}\phi(0)n_{A_s}^K, Z_s^K) ds - \int_0^t (- h_{A_s}^\infty \Theta_{t-s} + \Theta_{t-s}\phi(0)n_{A_s}^\infty, Z_s) ds$$

$$\leq \int_0^t || (h_{A_s}^K - h_{A_s}^\infty)\Theta_{t-s} + \Theta_{t-s}\phi(0)(n_{A_s}^K - n_{A_s}^\infty)||_{W^4} ||Z_s^K||_{W^{-4}} ds$$

$$+ \int_0^t || \partial_A h_{A_s}^\infty \Theta_{t-s} + \Theta_{t-s}\phi(0)n_{A_s}^\infty||_{W^4} ||Z_s^K - Z_s||_{W^{-4}} ds$$

$$\leq \int_0^t c_1 ||\phi||_{W^4} (||h_{A_s}^K - h_{A_s}^\infty||_{C^4} + ||n_{A_s}^K - n_{A_s}^\infty||_{W^4}) ||Z_s^K||_{W^{-4}} ds$$

$$+ \int_0^t c_2 ||\phi||_{W^4} (||h_{A_s}^\infty||_{C^4} + ||n_{A_s}^\infty||_{W^4}) ||Z_s^K - Z_s||_{W^{-4}} ds,$$

which converges to 0 as $K \to \infty$.

Together with the convergence of $Z_0^K$ in (A4) and the convergence of $\tilde{M}^K$ established in Proposition 26, the proof is complete.

It remains to show the uniqueness of the solution to Equation (27).

Proposition 28. Suppose that $Z$ and $Y$ both are solutions to Equation (27) in Proposition 27 with $Z_0 = Y_0$, then $Z = Y$. 

Proof. First, note that Proposition 18(i) remains true if $\hat{L}^K_A$ is replaced with $\hat{L}^\infty_A : f \mapsto -h^\infty_{A} f + f(0)n^\infty_A$, for $j \leq 4$, due to (A2). Now, let $\phi \in W^4$ and $t \in T$, by triangle inequality, we have

\begin{align*}
|\langle \phi, Z_t - Y_t \rangle| &\leq \int_0^t \left( |\partial_A h^\infty_A (Z_s - Y_s)| \right) \Theta_{t-s} \phi | + |\Theta_{t-s} \phi(0)| \left| \partial_A n^\infty_A (Z_s - Y_s) \right| \hat{A}_s \right) ds \\
&\quad + \int_0^t | - h^\infty_A \Theta_{t-s} \phi + \Theta_{t-s} \phi(0) n^\infty_A |_{W^4} | Z_s - Y_s |_{W^{-4}} ds \\
&\leq \int_0^t c_1 |\phi|_{W^4} \left( |\partial_A h^\infty_A |_{L^{-4}} + |\partial_A n^\infty_A |_{L^{-4}} \right) | Z_s - Y_s |_{W^{-4}} (1, \hat{A}_s) ds \\
&\quad + \int_0^t |\hat{L}^\infty_A |_{L^{-4}} |\Theta_{t-s} \phi|_{W^4} | Z_s - Y_s |_{W^{-4}} ds \\
&\leq c_2 |\phi|_{W^4} \left( 1 + (1, \hat{A}_0 ) e^{c_3 T} \right) \int_0^t | Z_s - y_s |_{W^{-4}} ds.
\end{align*}

Thus,

$$|Z_t - Y_t|_{W^{-4}} \leq c_2 \left( 1 + (1, \hat{A}_0 ) e^{c_3 T} \right) \int_0^t | Z_s - y_s |_{W^{-4}} ds.$$ 

It then follows by Gronwall’s inequality that $|Z_t - Y_t|_{W^{-4}} = 0$. Therefore, $Z_t = Y_t$. \hfill \Box

Lastly, we note that Equation (27) is the same as Equation (13). This is straightforward and the proof is omitted.

Proposition 29. The limiting process $Z$ satisfies Equation (13), for any $f \in W^4$ and $t \in T$.

6. Proofs of Corollary 9 and Proposition 10

Proof of Corollary 9. The SPDE representation follows by direct calculation. To establish that $(\tilde{M}^A)_t, f$ is Gaussian, we use the Cramér-Wold device, by showing that for all $f_1, \ldots, f_n$ in $W^4$, $(\tilde{M}^{f_1,x}_t, \ldots, \tilde{M}^{f_n,x}_t)_{t \geq 0}$ is Gaussian. This is equivalent to showing that for all $\alpha_1, \ldots, \alpha_n \geq 0$, $(\alpha_1 \tilde{M}^{f_1,x}_t + \cdots + \alpha_n \tilde{M}^{f_n,x}_t)_{t \in T}$ is Gaussian, which is true observing that $\alpha_1 \tilde{M}^{f_1,x}_t + \cdots + \alpha_n \tilde{M}^{f_n,x}_t = \tilde{M}^{(\alpha_1 f_1 + \cdots + \alpha_n f_n), x}_t$. \hfill \Box

Proof of Proposition 10. From representation (27), we obtain, for $\phi \in W^4$,

\begin{align*}
\mathbb{E}[\langle \phi, Z_t \rangle] &= (\Theta_t \phi, Z_0) \\
&\quad + \int_0^t \left( - \mathbb{E} \left[ \int g^h (\hat{A}_s, x, y) Z_s (dy) \right] \Theta_{t-s} \phi(x) + \phi(t-s) \mathbb{E} \left[ \int g^A (\hat{A}_s, x, y) Z_s (dy) \right] \right) \hat{A}_s (dx) ds \\
&\quad + \int_0^t \mathbb{E} \left[ \left( - h^\infty_A \Theta_{t-s} \phi + \phi(t-s) n^\infty_A, Z_s \right) \right] ds
\end{align*}
as $E\left[\sum_{i=1}^{n}(\Theta_{t-s},\phi, d\hat{M}_{t}^{n})\right] = 0$. Defining $\nu_{t}: f \mapsto E[(f, Z_{t})]$, the above becomes

$(\phi, \nu_{t}) = (\Theta_{t} \phi, \nu_{0})$

$$+ \int_{0}^{t} \int \left( - \int g^{h}(\bar{A}_{s}, x, y) \nu_{s}(dy) \Theta_{t-s} \phi(x) + \phi(t-s) \int g^{n}(\bar{A}_{s}, x, y) \nu_{s}(dy) \right) \bar{A}_{s}(dx)ds$$

$$+ \int_{0}^{t} \left( - h_{\bar{A}_{s}}^\nu \Theta_{t-s} \phi + \phi(t-s) n_{\bar{A}_{s}}^\nu, \nu_{s} \right) ds.$$  \hspace{1cm} (28)

Using (20), (21) and (A2), we have

$$|\phi, \nu_{t}| \leq ||\phi||_{W^{4}}||\nu_{0}||_{W^{-4}}$$

$$+ c_{1}||\phi||_{W^{4}} \left( \sup_{A, x} ||g^{h}(A, x, \cdot)||_{W^{4}} + \sup_{A, x} ||g^{n}(A, x, \cdot)||_{W^{4}} \right) (1, A_{0}) e^{c_{2}t} \int_{0}^{t} ||\nu_{s}||_{W^{-4}}ds$$

$$+ c_{3}||\phi||_{W^{4}} \int_{0}^{t} ||\nu_{s}||_{W^{-4}}ds,$$

which gives, by Gronwall’s inequality, $||\nu_{t}||_{W^{-4}} \leq c_{T}||\nu_{0}||_{W^{-4}}$.

Now, let $(\phi_{k})_{k}$ be a sequence of functions in $C^{\infty}$ that converges to $\phi \in C^{0}$. By dominated convergence theorem, (28) holds for $\phi \in C^{0}$. Moreover, $\nu : C^{0} \to \mathbb{R}$ is a bounded linear operator. Therefore, $\nu_{t}$ can be seen as an element in $C^{0}$, that is, it is a signed measure. □

### 7. Example: parameters that are essentially linear

In this section, we give some examples of the reproduction parameters that satisfy the assumptions that we imposed for the LLN and CLT. Suppose the reproduction parameters are of the form $q^{R}_{k}(x) = q(x, 1, A^{k}), \int g(x, y) A^{k}(dy)$, where $q$ could be any of $b, h, m, v$; and $g : T^{*} \times T^{*} \to \mathbb{R}$ and $q : T^{*} \times \mathbb{R}^{+} \times \mathbb{R} \to \mathbb{R}$. We shall refer to the function $g$ as a demography kernel. Suppose that:

1. The function $g$ is element of $C^{4,4}$.
2. The functions $b, h, m$ are elements of $C^{4,1,4}$; and for $q = b, h, m$,
   
   (a) sup $\frac{c_{2}q(x, y, z)}{x, y, z} < \infty$;

   (b) sup $(1 + y)^{k}\frac{c_{2}^{j}q(x, y, z)}{x, y, z} < \infty$ for $j = 0, 1, \ldots, 4 - k$ and $k = 0, 1, 2, 3, 4$,

   where $c_{2}^{j}$ denotes the $j$th order partial derivative with respect to the $i$th variable.
3. The function $v$ is bounded and Lipschitz in the second and the third variables, uniformly in the first variable, i.e.

$$\sup_{x} |v(x, y_{1}, z_{1}) - v(x, y_{2}, z_{2})| \leq c(|y_{1} - y_{2}| + |z_{1} - z_{2}|).$$
Then, together with assumptions (C3), (A1) and (A4), the LLN and CLT hold with
\[ q^*_x(x) = q(x, (1, \bar{A}), \int g(x, y) \bar{A}(dy)) \]
and
\[ \bar{q}(x, (1, A_0), \int g(x, y) A_0(dy)) (1, B) \]
\[ + \bar{q}_3 g(x, (1, A_0), \int g(x, y), A_0(dy)) \int g(x, y)B(dy). \]

It also follows from Proposition 10 that \( \nu_t : f \mapsto \mathbb{E}[(f, Z_t)] \) is a measure and satisfies the following equation, with \( x_t := (1, \bar{A}_t) \):
\[ (f, \nu_t) = (f, \nu_0) \]
\[ + \int_0^t \left\{ (1, \nu_s) \left( f(0) \bar{c}_2 n(x, x_s, \int g(x, y) \bar{A}_s(dy)) - \bar{c}_2 h(x, x_s, \int g(x, y) \bar{A}_s(dy)) f(x) \right) \bar{A}_s(dx) \right. \]
\[ + \left. \left( f(0) \bar{c}_3 n(x, x_s, \int g(x, y) \bar{A}_s(dy)) - \bar{c}_3 h(x, x_s, \int g(x, y) \bar{A}_s(dy)) f(x) \right) \int g(x, y) \nu_s(dy) \bar{A}_s(dx) \right\} ds \]
\[ + \int_0^t \left( f'(x) - h(x, x_s, \int g(x, y) \bar{A}_s(dy)) f(x) + f(0) n(x, x_s, \int g(x, y) \bar{A}_s(dy)) \right) \nu_s(dx) ds. \]

In what follows, we consider a few special cases. We will also see that when \( q^*_{A^K}(x) \) is a function of \((1, \bar{A}^K)\) only, or is a constant, an explicit expression for the density of the measure \( \mathbb{E}[Z_t] \) can be computed.

### 7.1. Special case

Suppose that the reproduction parameters are of the form \( \bar{q}(x, \frac{g(x, y) \bar{A}^K(dy)}{1 + (1, \bar{A}^K)}) \), where \( \bar{q} : \mathbb{T}^* \times \mathbb{R} \to \mathbb{R} \) and \( g \in C^{4,4} \). In other words, we take \( q(x, y, z) = \bar{q}(x, \frac{g(x, y)}{1 + g(x, y)}) \). Conditions (2) and (3) on \( q \) above then reduce to \( \bar{q} \in C^{4,4} \) with

(a) \( \sup_{x,u} |u \bar{c}_2 \bar{q}(x, u)| < \infty \), for \( \bar{q} = b, h, m, v \)

(b) \( \sup_{x,u} |\partial_j \bar{c}_2^k \bar{q}(x, u)| < \infty \), for \( j = 0, 1, \ldots, 4 - k, k = 0, 1, 2, 3, 4 \) and \( \bar{q} = b, h, m \).

Note that (a) implies the Lipschitz condition. Moreover,
\[ \bar{c}_A q^*_{A^0}(B)(x) = \bar{c}_2 \bar{q} \left( x, \frac{\int g(x, y) A_0(dy)}{1 + (1, A_0)} \right) \frac{(1 + (1, A_0)) \int g(x, y) B(dy) - (1, B) \int g(x, y) A_0(dy)}{(1 + (1, A_0))^2}, \]
and the measure $\nu_t : f \mapsto \mathbb{E}[f, Z_t]$ satisfies the following equation with $x_t := (1, \bar{A}_t)$:

$$(f, \nu_t) = (f, \nu_0) + \int_0^t \left( \frac{(1 + x_s) \int g(x, y) \nu_s(dy) - (1, \nu_s) \int g(x, y) \bar{A}_s(dy)}{(1 + x_s)^2} \right) \times \int \left( f(0) \bar{c}_2 n(x, \frac{\int g(x, y) \bar{A}_s(dy)}{1 + x_s}) - \bar{c}_2 h(x, \frac{\int g(x, y) \bar{A}_s(dy)}{1 + x_s}) f(x) \right) \bar{A}_s(dx) ds + \int_0^t \int \left( f'(x) - h(x, x_s) f(x) + f(0) n(x, x_s) \right) \nu_s(dx) ds.$$

### 7.2. Age-and-density-dependent case

Suppose that the parameters are of the form $\bar{q}(x, (1, \bar{A}^K))$, $\bar{q} : \mathbb{T}^* \times \mathbb{R}_+ \to \mathbb{R}$, that is, $q(x, y, z) = \bar{q}(x, y)$. Then, the conditions on $q$ reduce to $\bar{q} \in C_{\bar{q}}^{4,1}$ with

(a) $\sup_{x,y} |\bar{c}_2 \bar{q}(x, y)| < \infty$, for $\bar{q} = b, h, m, v$,

(b) $\sup_{x,y} |\bar{c}_1 \bar{q}(x, y)| < \infty$, for $k = 0, 1, 2, 3, 4$ and $\bar{q} = b, h, m$,

and we have $\bar{c}_A^2 \bar{q}^{x_0} (B) = \bar{c}_A^2 \bar{q}(x, (1, A_0))(1, B)$. With $x_t := (1, \bar{A}_t)$, the measure $\nu_t : f \mapsto \mathbb{E}[f, Z_t]$ satisfies

$$(f, \nu_t) = (f, \nu_0) + \int_0^t (1, \nu_s) \int \left( f(0) \bar{c}_2 n(x, x_s) - \bar{c}_2 h(x, x_s) f(x) \right) \bar{A}_s(dx) ds + \int_0^t \int \left( f'(x) - h(x, x_s) f(x) + f(0) n(x, x_s) \right) \nu_s(dx) ds.$$

### 7.3. Density-dependent case

Suppose that the reproduction parameters are of the form $\bar{q}(1, A^K)$, where $\bar{q} : \mathbb{R}_+ \to \mathbb{R}$. We remark that this case can be seen as that given by Ethier and Kurtz [5], Chapter 11, Theorem 2.1 and 2.3, with $\beta(t) = x_b(t) \tilde{p}(t) + x_h(t) \tilde{p}(t)$, where $\tilde{p}^x$ and $\tilde{p}^z$ denotes the probability mass functions of $\xi_x$ and $\xi_z$.

Then, the conditions on $\bar{q}$ further reduce to $\bar{q} \in C_{\bar{q}}^4$ and $\bar{c}_A^2 \bar{q}^{x_0} (x) = \bar{q}'((1, A_0))(1, B)$. Moreover, the measure $\mathbb{E}[Z_t]$ has a density if $\mathbb{E}[Z_0]$ does. Indeed, with $x_t := (1, \bar{A}_t)$,

$$(f, Z_t) = (f, Z_0) + \int_0^t (-h'(x_s))(1, Z_s)f + f(0)n'(x_s)(1, Z_s) \bar{A}_s ds + \int_0^t (f' - h(x_s)f + f(0)n(x_s), Z_s) ds + \tilde{M}^{f, x, i}.$$
Taking $f_\lambda(x) = e^{\lambda x}$ and writing $\tilde{M}^\lambda_t$ for the martingale, we have

\[
(f_\lambda, Z_t) = (f_\lambda, Z_0) + \int_0^t \left( (n(x_s) + n'(x_s)x_s - h'(x_s)(f_\lambda, \tilde{A}_s)) (1, Z_s) \right) ds \\
+ \int_0^t \left( \lambda - h(x_s) \right) (f_\lambda, Z_s) ds + \tilde{M}^\lambda_t. \tag{29}
\]

Taking expectation and letting $\phi(s, \lambda) = n(x_s) + n'(x_s)x_s - h'(x_s)(f_\lambda, \tilde{A}_s)$ and $\psi(s, \lambda) = \lambda - h(x_s)$,

\[
\mathbb{E}[(f_\lambda, Z_t)] = \mathbb{E}[(f_\lambda, Z_0)] + \int_0^t \phi(s, \lambda) \mathbb{E}[(1, Z_s)] ds + \int_0^t \psi(s, \lambda) \mathbb{E}[(f_\lambda, Z_s)] ds.
\]

Solving this gives

\[
\mathbb{E}[(f_\lambda, Z_t)] = e^{\int_0^t \phi(s, \lambda) ds} \left\{ \mathbb{E}[(f_\lambda, Z_0)] + \mathbb{E}[(1, Z_0)] \int_0^t \phi(s, \lambda) e^{\int_0^s (\psi(r, 0) - \psi(r, \lambda) + \phi(r, 0)) ds} dr \right\},
\]

which reduces to

\[
\mathbb{E}[(f_\lambda, Z_t)] = e^{\lambda t - \int_0^t h(x_s) ds} \left\{ \mathbb{E}[(f_\lambda, Z_0)] + \mathbb{E}[(1, Z_0)] \int_0^t \phi(s, \lambda) e^{\int_0^s (\psi(r, 0) - \psi(r, \lambda) + \phi(r, 0)) ds} dr \right\}.
\]

Inverting the transform, we obtain an expression for the density. Suppose that $\mathbb{E}[Z_0]$ has density $\tilde{\gamma}_0(x)$, then $\mathbb{E}[Z_t]$ has density $\tilde{\gamma}_t(x)$ and

\[
\tilde{\gamma}_t(x) = e^{-\int_0^t h(x_s) ds} \left\{ \tilde{\gamma}_0(x - t) \mathbf{1}_{x > t} + \mathbb{E}[(1, Z_0)] \right\} \left\{ n(x_{t-x}) + n'(x_{t-x})x_{t-x} \right\} e^{\int_0^t (n(x_s) + n'(x_s)x_s - h'(x_s)) ds} \mathbf{1}_{x \leq t} \left\{ - \int_0^t h'(x_s) e^{\int_0^s (n(x_r) + n'(x_r)x_r - h'(x_r)) dr} a(x - t + s, t) ds \right\},
\]

where $a(x, t)$ is the density of $\tilde{A}_t$.

In fact, we can solve (29) and obtain

\[
(f_\lambda, Z_t) = e^{\int_0^t (\lambda - h(x_s)) ds} (f_\lambda, Z_0) + \int_0^t e^{\int_s^t (\lambda - h(x_u)) du} \left( \phi(s, \lambda)(1, Z_s) ds + d\tilde{M}^\lambda_s \right).
\]

Note that

\[
(1, Z_t) = e^{\int_0^t \phi(s) ds} (1, Z_0) + e^{\int_0^t \phi(r) dr} \int_0^t e^{-\int_s^t \phi(r) dr} a(x - t + s, t) ds.
\]
with $\varphi(s) = n(x_s) - h(x_s) + \langle n'(x_s) - h'(x_s) \rangle x_s$. Thus,

$$(f_\lambda, Z_t) = e^{\lambda t} e^{\langle \lambda - h(x_s) \rangle ds} (f_\lambda, Z_0)
+ \int_0^t e^{\lambda s} e^{\langle \lambda - h(x_s) \rangle ds} \left( \phi(s, \lambda) \left( e^{\int_0^s \varphi(r) dr} (1, Z_0) + e^{\int_0^s \varphi(r) dr} \int_0^s e^{-\int_0^r \varphi(t) dt} d\bar{M}_s \right) ds + d\bar{M}_s \right)$$

with

$$\langle \bar{M}_0, \bar{M}_t \rangle = \int_0^t \left( w(x_s)x_s - h(x_s)\bar{m}(x_s)x_s + h(x_s)(1 - \bar{m}(x_s)) (f_\lambda, \bar{A}_s) \right) ds.$$

We can also write the SPDE of $Z$:

$$dZ_t = \left( (n(x_t) + n'(x_t)x_t) (1, Z_t) - h(x_t)Z_t - h'(x_t)(1, Z_t)\bar{A}_t - (Z_t)' \right) dt + d\bar{M}_t,$$

with

$$\langle \bar{M}_t^{f, x} \rangle_t = \int_0^t \left( f^2(0)w(x_t) + h(x_t)f^2 - 2f(0)h(x_t)\bar{m}(x_t)f, \bar{A}_s \right) ds$$

$$= f^2(0)w(x_t) \int_0^t x_s ds + h(x_t) \int_0^t (f^2, \bar{A}_s) ds - 2f(0)h(x_t)\bar{m}(x_t) \int_0^t (f, \bar{A}_s) ds,$$

and $x_t = x_0 e^{\int_0^t (n(x_s) - h(x_s)) ds}$.

### 7.4. Classical case

Assume constant parameters $b$, $h$, $m$ and $v$, then, for a test function $f$,

$$(f, Z_t) = (f, Z_0) + \int_0^t (f' - hf + f(0)n, Z_s) ds + \bar{M}_t^{f, x}.$$ 

Taking $f_\lambda(x) = e^{\lambda x}$ and writing $\bar{M}_s^x$ for the martingale, we have

$$(f_\lambda, Z_t) = (f_\lambda, Z_0) + (\lambda - h) \int_0^t (f_\lambda, Z_s) ds + n \int_0^t (1, Z_s) ds + \bar{M}_t^x \tag{30}$$

with $\langle \bar{M}_t^\lambda \rangle_t = \int_0^t (w + hf_2 - 2h\bar{m}f_\lambda, \bar{A}_s) ds$. Taking expectation and solving it, we obtain

$$\mathbb{E}[(f_\lambda, Z_t)] = e^{-ht} \left( e^{\lambda t} \mathbb{E}[(f_\lambda, Z_0)] + \frac{n}{n - \lambda} (e^{nt} - e^{\lambda t}) \mathbb{E}[(1, Z_0)] \right).$$

Suppose that $\mathbb{E}[Z_0]$ has density $\tilde{\zeta}_0(x)$, then $\mathbb{E}[Z_t]$ has density $\tilde{\zeta}_t(x)$ and

$$\tilde{\zeta}_t(x) = e^{-ht} \tilde{\zeta}_0(x - t) 1_{x > t} + n \mathbb{E}[(1, Z_0)] e^{(n-h)t} e^{-nt} 1_{x < t}.$$
In fact, (30) can also be solved to obtain
\[
(f_\lambda, Z_t) = e^{(\lambda-h)t}(f_\lambda, Z_0) + \int_0^t e^{(\lambda-h)(t-s)} \left[ n(1, Z_s) ds + d\hat{M}_s^\lambda \right].
\]
With \((1, Z_t) = e^{(n-h)t}(1, Z_0) + \int_0^t e^{(n-h)(t-s)} d\hat{M}_s^0\), we can write
\[
(f_\lambda, Z_t) = e^{(\lambda-h)t}(f_\lambda, Z_0) + \int_0^t e^{(\lambda-h)(t-s)} \left[ ne^{(n-h)s}(1, Z_0) + \int_0^s e^{-(n-h)r} d\hat{M}_r^0 \right] ds + d\hat{M}_s^\lambda
\]
\[
= e^{(\lambda-h)t}(f_\lambda, Z_0) + \frac{n}{n-\lambda} (1, Z_0)(e^{(n-h)t} - e^{(\lambda-h)t})
\]
\[
+ ne^{(\lambda-h)t} \int_0^t e^{(n-h)s} \int_0^s e^{-(n-h)r} d\hat{M}_r^0 ds + \int_0^t e^{(\lambda-h)(t-s)} d\hat{M}_s^\lambda.
\]
where
\[
\langle \hat{M}^0, \hat{M}^\lambda \rangle_t = \int_0^t (w - h\bar{m} + h(1 - \bar{m})f_\lambda, \bar{A}_s) ds.
\]
The SPDE of \(Z\) is
\[
dZ_t(dx) = \left( n(1, Z_t)\delta_0(dx) - hZ_t(dx) - (Z_t)'(dx) \right) dt + d\hat{M}_t^Z(dx)
\]
with
\[
\langle \hat{M}^{f,x} \rangle_t = f^2(0) \frac{w}{n-h}(1, \bar{A}_0) (e^{(n-h)t} - 1) + h \int_0^t f^2(\bar{A}_s) ds - 2f(0)h\bar{m} \int_0^t f(\bar{A}_s) ds.
\]
In the case where the density exists,
\[
\langle \hat{M}^{f,x} \rangle_t = f^2(0) \frac{w}{n-h}(e^{(n-h)t} - 1) \int a_0(x) dx
\]
\[
+ h \int_0^t \int f^2(x)a(x,s)dxds - 2f(0)h\bar{m} \int_0^t f(x)a(x,s)dxds,
\]
where
\[
a(x,t) = \begin{cases} a(0, t-x)e^{-hx}, & x \leq t \\ a(0, t)e^{-ht}, & x > t \end{cases}
\]
with \(a(0, t) = n \int a(x,t) dx\) and \(a(x,0) = a_0(x)\). In particular,
\[
\langle \hat{M}^{1,x} \rangle_t = \frac{w + h - 2h\bar{m}}{n-h}(1, \bar{A}_0)(e^{(n-h)t} - 1).
\]

**Acknowledgements**

This research was supported by the Australian Research Council Grant DP150103588. The authors are grateful to the anonymous referees for their valuable comments that led to an improvement of the paper.
References

[1] Adams, R.A. and Fournier, J.J.F. (2003). Sobolev Spaces, 2nd ed. Elsevier.
[2] Aldous, D. (1978). Stopping times and tightness. The Annals of Probability 6(2), 335–340.
[3] Bansaye, V., Delmas, J., Marsalle, L. and Tran, V.C. (2011). Limit theorems for Markov processes indexed by continuous time Galton-Watson trees. The Annals of Applied Probability 21(6), 2263–2314.
[4] Borde-Boussion, A.-M. (1990). Stochastic demographic models: Age of a population. Stochastic Processes and their Application 35, 279–291.
[5] Ethier, S.N. and Kurtz, T.G. (2005). Markov Processes: Characterization and convergence. John Wiley & Sons.
[6] Dellacherie, C. and Meyer, P.A. (1978). Probabilities and Potential. North-Holland.
[7] Ferrière, R. and Tran, V.C. (2009). Stochastic and deterministic models for age-structured populations with genetically variable traits. ESAIM: Proceedings, EDP Sciences 27, 289–310.
[8] Hamza, K., Jagers, P. and Klebaner, F.C. (2013). The age structure of population-dependent general branching processes in environments with a high carrying capacity. Proceedings of the Steklov Institute of Mathematics 282, 90–105.
[9] Harris, T.E. (1963). The Theory of Branching Processes. Springer.
[10] Jacod, J. and Shiryaev, A.N. (2003). Limit Theorems for Stochastic Processes, 2nd ed. Springer.
[11] Jagers, P. (1975). Branching Processes with Biological Applications. Wiley. Chichester.
[12] Jagers, P. (1989). General branching processes as Markov fields. Stochastic Processes and their Applications 32, 183–242.
[13] Jagers, P. and Klebaner, F.C. (2000). Population-size-dependent and age-dependent branching processes. Stochastic Processes and Their Applications 87, 235–254.
[14] Jagers, P. and Klebaner, F.C. (2011). Population-size-dependent, age-structured branching processes linger around their carrying capacity. Journal of Applied Probability 48, 249–260.
[15] Joffe, A. and Metivier, M. (1986). Weak convergence of sequences of semimartingales with applications to multitype branching processes. Advances in Applied Probability 18, 20–65.
[16] Kaspi, H. and Ramanan, K. (2011). Law of large numbers limits for many-server queues. The Annals of Applied Probability 21(1), 33–114.
[17] Kaspi, H. and K. Ramanan, K. (2013). SPDE limits of many-server queues. The Annals of Applied Probability 23(1), 145–229.
[18] Klebaner, F.C. (1993). Population-dependent branching processes with a threshold. Stochastic Processes and Their Applications 46, 115–127.
[19] Klebaner, F.C. and Nerman, O. (1994). Autoregressive approximation in branching processes with a threshold. Stochastic Processes and Their Applications 51, 1–7.
[20] Li, Z. (2011). Measure-Valued Branching Markov Processes. Springer.
[21] Meleard, S. (1998). Convergence of the fluctuations for interacting diffusions with
jumps associated with Boltzmann equations. *Stochastics and Stochastic Reports* 63, 195–225.

[22] Meleard, S. and Tran, V.C. (2012). Slow and fast scales for superprocess limits of age-structured populations. *Stochastic Processes and Their Applications* 122, 250–276.

[23] Metivier, M. (1987). Weak convergence of measure valued processes using Sobolev-imbedding techniques. *Lecture Notes in Mathematics* 1236, 172–183. Springer, Berlin.

[24] Mitoma, I. (1983). On the sample continuity of $S^\nu$-processes. *Journal of the Mathematical Society of Japan* 35(4), 629–636.

[25] Mitoma, I. (1983). Tightness of probability on $C([0,1];S')$ and $D([0,1];S')$. *The Annals of Probability* 11(4), 989–999.

[26] Oelschläger, K. (1990). Limit theorem for age-structures populations. *The Annals of Probability* 18(1), 290–318.

[27] Tran, V.C. (2006). *Modèles particulaires stochastiques pour des problèmes d’évolution adaptative et pour l’approximation de solutions statistiques*. PhD thesis, Université Paris X - Nanterre.

[28] Tran, V.C. (2008). Large population limit and time behaviour of a stochastic particle model describing an age-structured population. *ESAIM: Probability and Statistics* 12, 345–386.

[29] Varadarajan, V.S. (1958). Weak convergence of measures on separable metric spaces. *Sankhya: The Indian Journal of Statistics*, 19(1/2), pp. 15–22.

[30] Walsh, J.B. (1986). An Introduction to stochastic partial differential equations. In *École d’Été Probabilités de Saint-Flour XIV. Lecture Notes in Mathematics* 1180, 265–439. Springer, Berlin.