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Abstract—The most common technique for generating B-mode ultrasound (US) images is delay and sum (DAS) beamforming, where the signals received at the transducer array are sampled before an appropriate delay is applied. This necessitates sampling rates exceeding the Nyquist rate and the use of a large number of antenna elements to ensure sufficient image quality. Recently we proposed methods to reduce the sampling rate and the array size relying on image recovery using iterative algorithms, based on compressed sensing (CS) and the finite rate of innovation (FRI) frameworks. Iterative algorithms typically require a large number of iterations, making them difficult to use in real-time. Here, we propose a reconstruction method from sub-Nyquist samples in the time and spatial domain, that is based on unfolding the ISTA algorithm, resulting in an efficient and interpretable deep network. The inputs to our network are the Nyquist samples in the time and spatial domain, that is based on unfolding the ISTA algorithm, resulting in an efficient and interpretable deep network. The inputs to our network are the subsampled beamformed signals after summation and delay in the frequency domain, requiring only a subset of the US signal to be stored for recovery. Our method allows reducing the number of array elements, sampling rate, and computational time while ensuring high quality imaging performance. Using in vivo data we demonstrate that the proposed method yields high-quality images while reducing the data volume traditionally used up to 36 times. In terms of image resolution and contrast, our technique outperforms previously suggested methods as well as DAS and minimum-variance (MV) beamforming, paving the way to real-time applicable recovery methods.
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I. INTRODUCTION

MEDICAL ultrasound (US) imaging has become the method of choice in a variety of clinical cases, due to its non-radiating and non-invasive nature while being of low cost compared to other medical imaging modalities. In classic US imaging, an output image is built line by line, by transmitting from an array of transducer elements a series of acoustic pulses along a narrow beam. While propagating through the tissue, the pulses are scattered after encountering acoustic impedance perturbations, resulting in echoes that are detected by the same transducer array. The collected data is then processed digitally resulting in an image line, in a method referred to as beamforming [1]. The beamforming process involves applying an appropriate time delay to the received signals and subsequently averaging them, resulting in a B-mode US image.

Having a relatively low computational load, the most widely used method for beamforming is delay and sum (DAS) [2, 3]. In DAS the delays are implemented digitally after the data is sampled. However, to avoid artifacts and to obtain fine time delay resolution, US signals are traditionally sampled at a rate 4 to 10 times higher than their actual Nyquist rate [4], which is the rate required for perfect reconstruction of the beamformed US signal [5]. These high rates result in a huge amount of data that needs to be stored and processed.

Generating high-resolution US images typically requires that the beam-pattern of the beamformer will consist of a narrow main lobe and low sidelobes [6]. To this end, adaptive beamforming methods, such as minimum variance (MV), can be used [7]. Although MV offers better image resolution, its computational cost is relatively high and increases the data volume. Therefore in clinical scenarios, where real-time imaging is required, the method of choice is DAS beamforming, leading to decreased image quality. Another possible approach for achieving high-resolution US images is considering larger transducer arrays, with more receiving elements, while keeping the pitch below half the wavelength to avoid grating sidelobes [8]. However, a large set of receiving channels, each consisting of high rate samplers, leads to an enormous amount of data to store and process. Therefore, it is of great importance to consider an US imaging method that will generate high-quality images out of partial data, sampled at a low rate.

To reduce the data size, easing the high computational load, but yet reconstructing high quality US images, several techniques have been studied recently. The authors in [9], [10] consider the translation of the process of time alignment to the frequency domain. They showed that DAS beamforming can be implemented equivalently in the Fourier domain, leading to a method called frequency domain beamforming (FDBF). Based on FDBF they considered sub-Nyquist sampling while reconstructing the signals using compressed sensing (CS) techniques [11] based on the finite rate of innovation (FRI) structure of the beamformed signal [12].

Other approaches for reducing the number of receiving elements were studied in the literature. These methods consider the usage of sparse arrays [13–16] where some of the elements are removed. In [17], a technique for reducing the data size using a sparse array with a new beamforming method called convolutional beamforming algorithm (COBA) is presented. Cohen et al. showed that by choosing an array that satisfies appropriate conditions, the achieved beampattern of the virtual array, based on the array’s sum co-array [13–20], is equivalent to the full uniform linear array (ULA). Thus, using a subset of array elements, whose sum co-array is the full ULA, results in better resolution and contrast using fewer
receiving elements.

In [21], [22], we combined the ideas of spatial and sampling rate reduction. High-quality US images were produced by sampling the signals below their Nyquist rate, using a sparse set of array elements, in a method called compressed frequency domain COBA (CFCOBA). For reconstructing the signals, the FRI structure of the convolutionally beamformed signal was exploited [21], leading to recovery of the signal based on solving an optimization problem using CS techniques and iterative algorithms.

Many other works, inspired by the impressive performance of deep learning [23], in a variety of fields including medical imaging [24], combined the ideas of deep learning with US imaging [25]. To the best of our knowledge, all previously suggested deep learning-based methods in US imaging use and store full channel data of all transmitting elements, leading to an enormous size of information to store. In addition, general deep networks for US imaging are traditionally more complex as they need to process high-dimensional tensors. In [26] for example, the authors combined MV beamforming with deep learning for contrast improvement. Their idea is to use an ensemble of networks, operating over sub-bands in the frequency domain, before or after computing the adaptive weights. The authors in [27] considered applying adaptive weights which are calculated using a deep network, with a fully connected deep neural network. In [28], the authors used temporally and spatially sub-sampled data for generating high-quality US images using a deep neural network that is based on a UNet architecture [29]. However, they reached only an 11-fold reduction in data size. Moreover, their recovery method required the storage of the diluted data from all of the channels, while in practice, as we will show, only a subset of the Fourier coefficients of the beamformed signal itself, after the summation over the elements, is needed, leading to further reduction of the data size.

Our main goal in this work is to present an efficient recovery method of a beamformed signal from a small subset of its samples, based on a deep unfolded neural network. The proposed method, as opposed to other complicated deep learning approaches for beamforming, consists of fast and efficient training and testing steps since only a small fraction of the samples of the beamformed signal needs to be stored for training the network and for full image recovery. Namely, while previous works needed data from all receiving channels we suggest using subsamples of the beamformed signal. Furthermore, the suggested technique for recovery is based on a relatively small pre-trained deep network, leading to much faster reconstruction when compared to iterative approaches.

We begin by introducing the model of the beamformed signal which follows an FRI structure, and formulate a recovery problem from the sub-sampled beamformed signal. In previous works, the problem was solved using CS techniques with iterative NESTA [30], [31]. Here, we present a deep network architecture, based on learned ISTA (LISTA) [32], [33], which unrolls the iterative ISTA algorithm [34]. The unrolling approach was shown to be successful with super-resolution in US [25]. The basic architecture of our network is the same, namely, cascading several iterations of ISTA, resulting in a deep network. However, we slightly modified the network, by adding a layer for final recovery. In addition, we changed the training process to better fit the characteristics of the US signal, by choosing an appropriate loss function that is different than standard mean-squared-error (MSE), traditionally used for LISTA. In our method, channel data is acquired using a sparse set of array elements each sampled below its effective Nyquist rate. The input to our network is the subsamples of the beamformed signal after delay is applied in the frequency domain following [10]. The signals are then summed according to FDBF or CFCOBA, resulting in the input to our network. We train our network with DAS beamformed targets, where training is performed for each image line separately. Despite the data size reduction that reaches 36-times fewer data and the simplification of the training process compared to other deep learning-based approaches, our network consists of only 30 layers that are only half the iterations needed for reconstruction in an iterative manner using NESTA which incorporates more complex steps. Specifically, we present recovery in computation time of $O(n)$ achieving a reduction of the order of square root the operations needed for recovery in NESTA, $O(n^2)$. Moreover, our method shows higher robustness to data size shrinkage by yielding better results in cases of higher data size reduction. Thus, our approach offers much faster and higher quality imaging than those of the existing methods.

The rest of the paper is organized as follows. Section [II] discusses several previously proposed beamforming methods. Section [III] reviews methods for beamformed signal recovery from sub-sampled data based on iterative algorithms and algorithm unrolling. In Section [IV] we present our method and discuss its properties. The performance of the suggested technique is validated in Section [V] using phantom and in vivo scans. The paper is concluded in Section [VI].

II. ULTRASOUND BEAMFORMING TECHNIQUES

Using multiple transducer elements for transmission and reception of acoustic pulses, an US image is built for each direction $\theta$, line by line. In transmission, a pulse is transmitted by each element in the array, where the pulses are delayed and scaled so that their sum creates a directional beam propagating at a certain direction through the tissue. The real-time computational complexity in the transmission is negligible since the relevant parameters per angle are calculated offline and saved in tables. On the other hand, the beamforming in reception is more challenging. A line in the image is formed by dynamically delaying the signals received at each element of the array and then averaging them, which leads to signal-to-noise-ration (SNR) enhancement. Here, we describe both the standard beamforming method and techniques that allow a reduction in the number of samples required for imaging.

A. Time Domain Beamforming

Consider a uniform linear array $U$ comprised of $M$ transducer elements aligned along the x-axis. Let $m_0$ be the reference element, at the origin, and $\delta_m$ denote the distance between $m_0$ and the $m$th element. At $t = 0$, a pulse is
transmitted by each transducer element, resulting in a beam propagating at direction $\theta$ through the tissue, with the speed of sound in the tissue, $c$. Reflectors in the tissue cause echoes that are received by all array elements at times that depend on their location. Let $\phi_m(t)$ be the received signal at the $m$th element. The process of beamforming involves averaging the signals received by different array elements while applying appropriate time shifts for alignment due to the differences in arrival time. The delay that needs to be applied is defined by the geometry of the imaging setup. The aligned signal, $\hat{\phi}_m(t; \theta)$, results from applying an appropriate delay to $\phi_m(t)$, and aligning it to $m_0$ [9, 35]:

$$
\hat{\phi}_m(t; \theta) = \phi_m(t_m(\theta, \theta)),
$$

$$
\tau_m = \frac{1}{2}(t + \sqrt{t^2 - 4(\delta_m/c)^2} \sin \theta + 4(\delta_m/c)^2).
$$

(1)

These signals are then averaged to form the beamformed signal for direction $\theta$:

$$
\Phi_{DAS}(t; \theta) = \frac{1}{M} \sum_{m=1}^{M} \hat{\phi}_m(t; \theta).
$$

(2)

DAS beamforming is performed digitally. To achieve delays on the order of nanoseconds, the required sampling rate is on the order of hundreds of megahertz [36], a requirement that is not feasible. Therefore, US signals are sampled at lower rates, on the order of tens of megahertz and fine delay resolution is obtained by digital interpolation. However, these lower rates are still much higher than the Nyquist rate of the signal, which is defined by twice its’ bandwidth [4]. In general, a well-known rule of thumb is that the sampling rate of the signal should be 4 to 10 times the transducer central frequency. These sampling rates lead to a huge amount of data that needs to be stored and processed.

**B. Frequency Domain Beamforming**

To reduce the required sampling rate, applying the delay in the frequency domain was presented in [10]. In addition, it was shown that using a small number of Fourier coefficients of the received signal, beamforming can be performed efficiently. Let $c[k]$ denote the $k$th Fourier series coefficient of $\Phi(t; \theta)$ and let $\hat{c}_m[k]$ be the $k$th Fourier series coefficient of $\hat{\phi}_m(t; \theta)$. Then,

$$
c[k] = \frac{1}{M} \sum_{m=1}^{M} \hat{c}_m[k],
$$

(3)

where $\hat{c}_m[k]$ is obtained by calculating

$$
\hat{c}_m[k] = \frac{1}{T} \int_{0}^{T} I_{[0, T_B(\theta)]}(t) \hat{\phi}_m(t; \theta) e^{-2\pi j k t} dt.
$$

(4)

The indicator function, $I_{[0, T_B(\theta)]}$, is equal to 1 when $a \leq t < b$. Here $T_B(\theta) < T$ is defined in [9] and $T$ is the pulse penetration depth, the beam is supported on $[0, T_B(\theta))$.

Following [9] and [10], one can write the Fourier coefficients of the delayed signal as

$$
\hat{c}_m[k] = \sum_{n=-\infty}^{\infty} c_m[k - n]Q_{k,m; \theta}[n],
$$

(5)

where $c_m[k]$ are the Fourier coefficients of the received signal in the $m$th channel before the delay is applied. The variables $Q_{k,m; \theta}[n]$ are the Fourier coefficients of a distortion function, determined solely by the geometry of the imaging setup and can be computed offline once and stored in memory. The delay in the frequency domain is obtained by using the Fourier coefficients of the distortion function. The decay properties of $\{Q_{k,m; \theta}[n]\}$ and the fact that most of the energy of this set is centered around the DC component lead to the option of replacing the summation in (5) with a relatively small finite summation. Thus, assuming that $\{Q_{k,m; \theta}[n]\}$ decays rapidly for $n < -N_1$, $n > N_2$ where $N_1, N_2 \in \mathbb{N}$, leads to

$$
\hat{c}_m[k] = \sum_{n=-N_1}^{N_2} c_m[k - n]Q_{k,m; \theta}[n].
$$

(6)

Combining (6) and (3) leads to FDBF:

$$
c[k] = \frac{1}{M} \sum_{m=1}^{M} \sum_{n=-N_1}^{N_2} c_m[k - n]Q_{k,m; \theta}[n],
$$

(7)

With appropriate zero padding and applying an inverse Fourier transform to $\{c[k]\}$, the time domain beamformed signal is obtained.

The main advantage of FDBF is that only the nonzero Fourier coefficients of the received signal are required. Those coefficients are obtained from sub-Nyquist samples of the signal at each receiving element, leading to significant reduction in the sampling rate. To obtain the sub-Nyquist samples of the signal, we follow the mechanism proposed and discussed in [12, 37]. The output is sampled at its effective Nyquist rate and the required Fourier coefficients are the Fourier transform of the output, using these coefficients, the beamformed signal is recovered as will be discussed in Section [10].

**C. Convolutional Beamforming**

Using a sparse set of array elements, following COBA, [17], [19], can lead to substantial data reduction, while producing images at least as good as those obtained with DAS. As was shown in [17], using COBA, one can achieve the effective beampattern as would have been obtained using the sum of the output of the given array of transducers [38].

The beamformed signal in COBA is

$$
\Phi_{COBA}(p; \theta) = \sum_{n=-(N-1)}^{N-1} \sum_{m=-(N-1)}^{N-1} u_m(p; \theta)u_m(p; \theta),
$$

(8)

where

$$
u_m(p; \theta) = e^{i\varphi_m(p; \theta)}\sqrt{|\hat{\phi}_m(p; \theta)|},
$$

(9)

with $\hat{\phi}_m(p; \theta)$ denotes the $p$th sample of the delayed signal at channel $m$, sampled at sampling intervals $T_a = \frac{1}{f_a}$, with $\varphi_m(p, \theta)$ and $|\phi_m(p, \theta)|$ being its phase and the magnitude, respectively. Applying (9), ensures that the product of COBA will have the same order of the received signal. An equivalent form of (8) is

$$
\Phi_{COBA}(p; \theta) = \sum_{n=-(N-1)}^{N-1} s_n(p; \theta),
$$

(10)
where

\[ s_n(p; \theta) = \sum_{i,j \in U, i+j=n} u_i(p; \theta)u_j(p; \theta), \]

with \( n = -2(N-1), \ldots, 2(N-1) \). Therefore, the vector \( s \),
can be calculated by applying lateral convolution on \( u \) with itself, after zero padding it to length \( 2|M|-1 \), i.e. the entries, \( s_n \), can be calculated by

\[ s(p; \theta) = u(p; \theta) * u(p; \theta), \]

where \( * \) stands for the lateral convolution.

The beampattern of DAS beamforming is given by

\[ H_{DAS}(\theta) = \sum_{n=-\infty}^{\infty} \exp \left( -j\omega_0 \frac{\delta_n \sin \theta}{c} \right), \]

where \( \omega_0 \) is the central frequency of the transducer and \( \delta \) being the distance between two adjacent array elements such that \( \delta_n = n\delta \). Following [17] and based on [8] we see that \( H_{COBA} = H_{DAS}H_{DAS} \), and it can be written as a single polynomial

\[ H_{COBA}(\theta) = \sum_{n=-2(N-1)}^{2(N-1)} a_n \exp \left( -j\omega_0 \frac{\delta_n \sin \theta}{c} \right), \]

where \( a_n \) are intrinsic apodization weights given by \( a = \mathbb{I}_M * \mathbb{I}_M \). Here \( \mathbb{I}_M \) is a binary vector whose \( m \)th entry is 1 if \( m \in M \).

The beampattern given by (14) is equivalent to that of a DAS beamformer, using the sum co-array of the original ULA, \( U \). Due to the fact that effectively the array used for imaging is bigger, improved imaging performance is obtained. Therefore, [17] suggested using a sparse array, given by the original array after removing several elements, for generating a desired beamformer beampattern, in a method called sparse COBA (SCOB). The use of fractal arrays [39–43] was discussed in [19]. The geometry of such arrays is given by

\[ W_0 = 0, \]
\[ W_{r+1} = \bigcup_{n \in \mathbb{G}} (W_r + nL^*), \quad r \in \mathbb{N}, \]

where \( r \) is the array order, \( \mathbb{G} \) is the generator array in fractal terminology, and \( \min(\mathbb{G}) = 0 \). The factor \( L \) is given by \( L = 2\max(\mathbb{G}) + 1 \), and is referred to as the translation factor. This choice of geometry, leads to the resulting array \( W \) which after applying convolutional beamforming provides an effective beampattern with better image resolution and contrast.

**D. Compressed Frequency Domain Convolutional Beamforming**

Further reduction of the data volume was discussed in [21], where both time and spatial dilution are applied. The method is referred to as CFCOBA, and it combines the ideas of FDBF and SCOB using a fractal array geometry. In that way, the main advantages of both FDBF and SCOB are obtained, and the beamformed signal is recovered from only a partial set of samples, acquired by a sparse set of array elements while preserving the same image quality.

Following the steps in [21], let \( N_{sN} \) be the number of samples acquired by sub-Nyquist sampling of the received signal [12]. The compressed frequency domain signal is defined by

\[ \hat{\Phi}(n_s)_{CFCOBA} = \sum_{n \in \mathbb{U}} \phi_m(n_s)\hat{\phi}_m(n_s), \]

where \( n_s = 0, \ldots, N_{sN} - 1 \), \( N_{sN} < |\mu| \) are the discrete time samples, and \( \phi_m(n_s) \), \( \hat{\phi}_m(n_s) \) are the delayed signals at channels \( m \) and \( n \) respectively, with the delay applied in the frequency domain. Based on the derivations in [21], by calculating the Fourier series coefficients of both sides of (19) a relation between the sub-sampled Fourier coefficients of the received signal and the Fourier coefficients of the convolutionally beamformed signal is given by

\[ \hat{c}_k|_{CFCOBA} = N_{sN} \sum_{l \in \mathbb{U}} \sum_{m, n \in \mathbb{U}} c_m[p]c_l[q], \]

where the last equation is obtained by setting \( q = k - p \), and \( c_m[p], c_l[q] \) the Fourier coefficients at channels \( m, l \), are calculated by (9).

To efficiently calculate the relation in (17), it was shown in [21], that due to the linear operations in the temporal dimension, the relation between the Fourier coefficients of the received signals and those of the convolutionally beamformed signal is given by

\[ \hat{c}_k|_{CFCOBA} = N_{sN} \sum_{l \in S_{\hat{U}}} (\hat{c}_s \ast \hat{c}_l)[k], \]

where \( \hat{U} \) is a sparse array based on a sparse set of elements from the ULA, \( U \), that was previously defined, and \( S_{\hat{U}} \) is its corresponding sum co-array [38]. The calculation in (18) denotes a two-dimensional convolution operation, one over the temporal dimension and one over the spatial dimension. The calculation is made efficiently using IFFT and appropriate zero padding based on the convolution theorem.

In [21], the FRI structure of the convolutionally beamformed signal was proven, and it was shown that it consists of time-shifted replicas of the square of the known transmitted pulse. This leads to the possibility of reconstructing the signal based on a portion of its Fourier coefficients.

In the next section, we discuss a possible iterative recovery approach of the sub-sampled signal in both methods, FDBF and CFCOBA.

**E. Compressed Sensing Recovery for Further Reduction**

When sampling below the effective Nyquist rate of the signal, applying IFFT is insufficient. In [10], CS techniques were suggested to fully recover the signal, based on its FRI structure. We follow here the steps in [10] but the same steps are performed in [21], using the square of the known transmitted pulse.

According to [9], a beamformed signal obeys an FRI model, which means that it can be written as a sum of shifted
replicas of the known transmitted pulse, \( h(t) \), with unknown amplitudes and delays
\[
\hat{\Phi}(t) = \sum_{s=1}^{S} a_s g(t - t_s).
\] (19)

Here \( S \) is the number of scattering elements in the tissue in a certain direction \( \theta \), and \( \{a_s\}, \{t_s\} \) are the unknown amplitudes of the reflections and the times at which the reflection from the \( s \)th scatterer arrived at the receiving element, respectively. Based on the FRI model and the known pulse shape, the beamformed signal is completely defined by 2\( S \) parameters. For a duration \( T \), the Fourier series expansion of (19) can be written as
\[
\hat{c}[k] = \frac{1}{T} \int_{0}^{T} \sum_{s=1}^{S} a_s h(t - t_s) e^{j(2\pi/\tau)kt} \, dt
\] (20)

\[
= H \left( \frac{2\pi k}{T} \right) \sum_{s=1}^{S} a_s e^{-j(2\pi/\tau)kt_s},
\]

where \( \hat{c}[k] \) are the Fourier coefficients of the beamformed signal, and \( H(\omega) \) is the continuous time Fourier transform of \( h(t) \). Writing (20) in matrix form results in
\[
\hat{c} = HV a,
\] (21)

where \( \hat{c} \) is a vector of length \( |\mu| \) with \( \{\hat{c}[k]\}_{k \in \mu} \) as its entries, \( H \) is a diagonal matrix of size \( |\mu| \times |\mu| \) with \( H(\frac{2\pi k}{T}) \) on its diagonal, \( V \) is a Fourier matrix of size \( |\mu| \times S \) with \((k,s)\)th element \( e^{-j(2\pi/\tau)kt_s} \), and \( a \) is a vector of size \( S \) with the amplitudes, \( \{a_s\} \), as its entries. If the set \( k \) is comprised of consecutive indices, then the matrix \( V \) holds a Vandermonde form, and has full column rank as long as \( |\mu| > S \) and the time delays \( t_s \neq t_{s'}, \forall s \neq s' \). Moreover, if \( |\mu| > 2S \) than this problem can be solved for the unknown delays and amplitudes using methods such as annihilating filter [44].

In practice, the recovery problem is solved using CS methods. By quantizing the delays with step \( T_s = \frac{T}{s} \), such that \( t_s = q_s T_s \), where \( f_s \) is the sampling rate for traditional DAS beamforming, and letting \( N = \left\lfloor \frac{T}{T_s} \right\rfloor \), the Fourier coefficients can be written as
\[
\hat{c}[k] = H \left( \frac{2\pi k}{T} \right) \sum_{s=0}^{N-1} \tilde{a}_s e^{-j(2\pi/\tau)Nks},
\] (22)

The vector \( \tilde{a} \) of length \( N \) is defined as
\[
\tilde{a}_s = \begin{cases} a_s, & \text{if } s = q_s, \\ 0, & \text{else.} \end{cases}
\] (23)

The recovery problem then reduces to determining the \( S \)-sparse vector \( \tilde{b} \) from
\[
\hat{c} = HD\tilde{a} = A\tilde{a},
\] (24)

where \( D \) is a \( |\mu| \times N \) matrix, formed by taking the set \( \mu \) of rows from an \( N \times N \) FFT matrix. By choosing \( |\mu| \geq CL(\log N)^k \) rows uniformly at random for some constant \( C > 0 \), the matrix \( A \) obeys the RIP with high probability [45]. The proposed formulation has a standard CS structure.

In practice, due to speckle, the coefficient vector \( a \), defined in (23), is only approximately sparse. To reconstruct \( a \) the \( l_1 \) norm is used, leading to
\[
\min_{\tilde{a}} \|\tilde{a}\|_1 \quad s.t \quad \|A\tilde{a} - \hat{c}\|_2 \leq \epsilon,
\] (25)

with \( \epsilon \) being an appropriate noise level. This optimization problem can be solved using various known techniques, such as interior-point methods [46] or iterative shrinkage techniques [34], [47]. For solving this problem, in [10], Chernyakova et al. suggested to use the NESTA algorithm [20], [31]. This algorithm was shown to be highly suitable for a compressible signal with high dynamic range, which is true in the case of US signals. However, applying NESTA to signals sampled at very low rates leading to a small number of samples fails to fully recover the signal and artifacts, such as high granularity, are present in the resulting image. Moreover, NESTA’s computational complexity is relatively high compared to other iterative algorithms, such as ISTA. As will be discussed in Section III-A, ISTA consists of only 2 matrix multiplications, and a non-linear operation per iteration; one iteration of NESTA includes more than twice the operations in ISTA, making it less efficient. In addition, in Section V, we estimate the computational load for NESTA and compare it to the proposed method. For easing the computational load one may suggest using ISTA for recovering the signal, however, as depicted in Fig. [4], even after a relatively high number of 100 iterations, the algorithm fails to recover the beamformed signal, and many artifacts are present in the image.

To overcome the difficulties of recovering the signal from a very small set of samples and the computational load, we next propose a deep unfolded recovery. In Section V, we show that for several reduction factors in data size, ranging from 8 to 36 fold dilution, the proposed method performs better than previously suggested iterative algorithms in terms of image quality such as resolution and contrast. Moreover, the suggested technique is more efficient than the iterative techniques, and requires only 30 layers of a deep network for recovering the beamformed signal. Lastly, when comparing our method to traditional end-to-end DNN’s, which typically require storing the full channel data prior to delay and sum, in our method we suggest storing only a small set of samples of the beamformed signal, leading to a big reduction in data size.

III. MODEL BASED RECOVERY VIA A DEEP UNFOLDED NETWORK

Iterative algorithms that take into account the structure and the model of the beamformed signal, such as ISTA and NESTA, are widely used in US imaging. These algorithms run iteratively until a certain threshold condition is met. However, they suffer from high computational load as well as artifacts and low image quality when the number of samples is very low. By unfolding the iterations of these algorithms as deep network layers, in a method that is referred to as algorithm unfolding or algorithm unrolling [25], [32], [33], the quality of the recovery is enhanced. In this section, we briefly present the ISTA algorithm for sparse recovery and discuss a possible
Fig. 1. In-vivo images produced with: (a) DAS - 1920 samples, (b) FDBF + ISTA recovery - 130 samples, 100 iterations, (c) FDBF + NESTA recovery - 130 samples, 60 iterations.

Fig. 2. Block diagram of the $k$th iteration of the standard ISTA algorithm.

way of cascading its iteration to a deep network resulting in LISTA. The network proposes the usage of an architecture dedicated to sparse recovery, which is consisted of a relatively small number of layers compared to the number of iterations needed for ISTA and NESTA \[25\].

A. Iterative Shrinkage Threshold Algorithm

The ISTA algorithm is a widely used algorithm for sparse inference. The convex optimization problem presented in (25), can be written in an equivalent form as

$$\min_{x} \frac{1}{2} \|y - Ax\|^2_2 + \lambda \|x\|_1,$$

for a given input vector $y \in \mathbb{C}^n$, where $A \in \mathbb{C}^{n \times m}$, with $m \geq n$, is the measurement matrix and $x \in \mathbb{C}^m$ is the sparse code representation based on the measurement matrix $A$, and $\lambda$ is a regularization parameter that controls the sparseness of the solution. The block diagram of ISTA is presented in Fig. 2. The main part of ISTA is recursively iterating until convergence, leading to iterations:

$$x^{k+1} = S_\lambda(W_ex + W_tx^k)), \quad x^0 = 0,$$

where $x^{k+1}, x^k$ describe the $k$th iteration approximation for $x$, $W_e = \mu A^T$, and $W_t = I - \mu W^T W$ with step size $\mu$, and $S_\lambda$ is a soft thresholding operator with vector of threshold $\lambda$.

B. Learned Iterative Shrinkage Threshold Algorithm

To overcome the disadvantages of the iterative algorithms, such as high computational load and the difficulty of recovering the signal from a small number of samples, one can unfold the algorithm’s iterations into network layers, with each layer replacing the standard algorithm iteration. Unfolding was found to be beneficial in cases when the measurement matrix is not known exactly, which can be the case in US imaging when the scanning depth is changed \[32\], and was also shown to be useful in super-resolution tasks \[25\].

Learned ISTA, LISTA, is based on the ISTA algorithm whose iteration is depicted in Fig. 2. The iteration can be easily converted into a single deep network layer since it comprises a series of analytic operations (summation, matrix-vector multiplication, and soft-thresholding), which are of the same nature as basic operations of a deep neural network. Therefore, executing $K$ iterations of ISTA can be converted to a network of $K$ such cascaded layers. In the unfolded network of LISTA, each layer $k$ of the network consists of trainable convolutions, $W^k_e$, and $W^k_t$ and a trainable shrinkage parameter $\lambda_k$, corresponding to the threshold in ISTA. The block diagram of LISTA is shown in Fig. 3, within the dashed yellow rectangle.

Training is performed with a sequence of input vectors, $y^1, ..., y^N \in \mathbb{R}^n$ and their corresponding ground-truths sparse codes $\tilde{x}^1, ..., \tilde{x}^N$. The training process is done by feeding an input, $y^i$, $i \in 1, ..., N$ to the network and retrieving its corresponding predicted sparse code, $\hat{x}^i(y^i; W_t, W_e, \lambda)$. The output is then compared to the ground-truth sparse code, $\tilde{x}^i$, using a loss function

$$L(W_t, W_e, \lambda) = \frac{1}{N} \sum_{i=1}^{N} ||\hat{x}^i(y^i; W_t, W_e, \lambda) - \tilde{x}^i||_2^2.$$ (28)

Training is performed through loss minimization, using standard methods such as stochastic gradient descent \[48\] to learn the weights $W^k_e, W^k_t, \lambda_k$ for each layer. After training is completed, the predicted sparse code is obtained by inserting an input from a dataset different from the training set.
As the final conversion between the sparse code, generated by (24), and the output layer. The new output layer is designed to act as the DAS target’s positive and negative parts.

IV. LISTA FOR SUB-SAMPLED ULTRASOUND IMAGE RECONSTRUCTION

Here we discuss the recovery of the beamformed signal, from a sparse set of its Fourier coefficients. Since the signal is sampled below the Nyquist rate, it suffers from aliasing in the time domain, after applying inverse Fourier transform. Our goal is to determine the recovered beamformed signal from the sub-sampled signal using a deep network. Our output is a high-quality B-mode US image, consisting of recovered image lines, one for each \( \theta \), the propagating direction.

A. Problem Formulation

In Section II-E, we have seen that a beamformed signal obeys an FRI model, therefore its recovery from a subset of Fourier coefficients is reduced to determining a sparse vector from (24). Here we suggest solving (24) in the time domain using LISTA. Therefore, the Fourier coefficients are first transformed back to the time domain, leading to

\[
\Phi = G \tilde{a}.
\]  

(29)

Here, \( \Phi \in \mathbb{R}^{N_{st}} \) is a vector of samples of the beamformed signal, whose Fourier coefficients are the sub-sampled coefficients, \( G \in \mathbb{R}^{N_{st} \times N_{st}} \) is a known convolution matrix with time samples of the known transmitted pulse as its entries, and \( \tilde{a} \in \mathbb{R}^{N_{st}} \) is the \( L \)-sparse vector such that \( N_{st} \gg L \). We insert the vector \( \Phi \) to LISTA, as the input \( y \) and result in \( \hat{x} \) which is the predicted beamformed signal.

B. Network Architecture

The main goal of our deep unfolded network is to recover the beamformed signal from the transmitted pulse, namely it mimics \( G \) in (29). The second change is choosing the soft-thresholding layer, \( S_{\lambda_k} \), to be of the form \([49]\):

\[
S_{\lambda_k}(x) = \frac{x}{1 + e^{-|x|/\lambda_k}},
\]  

(30)

where \( \lambda_k \) is learned and is different in each layer \( k \in \{0, \ldots, K\} \) of the network. This term was chosen after empirically yielding good results.

The rest of the network consists of 1-D operations designed to replace ISTA, cascaded to overall 30 layers of a deep network. Similarly to LISTA presented in previous sections, the learned parameters are weights of the convolution layers \( W_e^k \), and \( W_i^k \), which are of size \( 5 \times 1 \) and a shrinkage parameter \( \lambda_k \) as described in (30). Therefore, the output of the network is \( \hat{\Phi}(\Phi; W_i, W_e, \lambda) \).

C. Data Sub-Sampling and Pre-Processing

We evaluated our method on three different datasets. Prior to training and testing, the data is transferred through a pre-processing pipeline consists of several steps. Two of the datasets consist of temporal sub-sampled data using the Xampling mechanism, \([12]\), with different reduction factors. The third dataset consists of spatial reduction as well, following \([17]\), \([19]\), \([21]\). The subsampled Fourier coefficients are calculated as previously described in Section II-E for the first two datasets, and following Section II-D for the third dataset. After calculating the Fourier coefficients, each dataset is transformed back to the time domain, by restoring its negative side spectrum, and zero padding with appropriate zero-vector size, to maintain the same temporal resolution in time as the DAS beamformed signal. Finally, applying inverse Fourier transform results in the sub-sampled signal in the time domain, which is the input to our proposed network, described in the previous section.

D. Loss Function

In US imaging, the data is characterized by high dynamic range, and is typically being compressed after beamforming for generating the final image. Therefore, we follow \([27]\), \([28]\), and replace the MSE function used for LISTA traditionally, \([28]\), and use signed-mean-squared-logarithmic-error (SMSLE) as the loss function, given by

\[
L_{\text{SMSLE}}(W_i, W_e, \lambda) = \frac{1}{2} || \log_{10}(\hat{\Phi}_+^{\text{LISTA}}) - \log_{10}(\hat{\Phi}_+^{\text{DAS}}) ||^2 + \frac{1}{2} || \log_{10}(\hat{\Phi}_-^{\text{LISTA}}) - \log_{10}(\hat{\Phi}_-^{\text{DAS}}) ||^2
\]  

(31)

where \( \hat{\Phi}_+^{\text{LISTA}}, \hat{\Phi}_-^{\text{LISTA}} \) are the positive and the negative parts of the network’s prediction respectively, and \( \hat{\Phi}_+^{\text{DAS}}, \hat{\Phi}_-^{\text{DAS}} \) are the DAS target’s positive and negative parts.
V. Evaluation Results

In this section we evaluate our results both quantitatively and visually. For quantitative evaluation of our model we discuss its benefits compared to standard DAS and iterative techniques. For evaluating axial and lateral resolution Full-Width-at-Half-Maxima (FWHM) is calculated over phantom scan and in-vivo data.

For contrast evaluation, contrast-to-noise-ratio (CNR) is calculated. CNR is evaluated from two regions in each image, the cyst mimicking part and it’s background. The value is calculated after envelope detection and log-compression, and is given by

\[
CNR = 20 \log_{10} \left( \frac{|\mu_c - \mu_b|}{\sqrt{\sigma_c^2 + \sigma_b^2}} \right).
\]

Here \(\mu_b, \mu_c, \sigma_b, \sigma_c\) denote the means and the STD of the cyst and the background, respectively.

The proposed method was evaluated using in-vivo data from healthy volunteers for training and testing. The set for testing included tissue-mimicking phantoms Gammex 403GSLE and 404GSLE, as well as different body parts, such as bladder, kidney, and liver.

The acquisition was performed using the Verasonics Vantage 256 System, using the 64-elements phased array transducer P4-2v. The frequency response of this probe is centered at 2.72 MHz, and a sampling rate of 10.8 MHz was used, leading to 1920 samples per image line. Two temporally sub-sampled datasets were generated from it, using the Xampling mechanism, and one dataset of both temporal and spatial dilution. In the first, 230 samples out of 1920 were used per image line, leading to an 8-fold reduction in data size. In the second dataset, only 130 samples were used, leading to a 15-fold reduction in the volume of the data. The third dataset was generated by diluting both time and space data, based on the fractal array geometry, where a generator array \(G = \{0, 1\}\) with array order 4 was taken, leading to 15 elements, and 230 samples at each, resulting in a 36-fold total reduction.

Data from two healthy volunteers is used for training, and data from a third volunteer is used for testing. The training data consists of 72 frames of bladders, each consists of 128 image lines of size 1920. The testing is applied to a wide range of datasets, based on the Adam optimizer, reaching convergence in less than 120 epochs. The initial learning rate was \(1e^{-3}\), and the learning rate was set to decrease each time the loss is not improved over few epochs, to make sure the minimum is reached and not skipped due to high step size. The input vector size to the network was 1920 \(\times\) 1 as described previously. The initialization of the weights was based on the Glorot Uniform initialization.

| Table II CNR Evaluation |
|--------------------------|
| Beamforming technique | Phantom data | in-vivo data | axial | lateral | axial | lateral |
| DAS 1920 samples, 64 elements | 3.66 | 5.01 | 3.2 | 4.5 |
| MV 1920 samples, 64 elements | 2.77 | 4.06 | 2.54 | 4.2 |
| NESTA 230 samples, 64 elements | 4.89 | 5.65 | 4.82 | 5.56 |
| NESTA 130 samples, 64 elements | 5.6 | 5.57 | 6 | 5.8 |
| NESTA 230 samples, 15 elements | 4.89 | 5.65 | 3.6 | 4.6 |
| LISTA 230 samples, 64 elements | 3.37 | 4.38 | 4.38 | 5.37 |
| LISTA 130 samples, 64 elements | 8.51 | 7.36 | 9.5 | 7.9 |
| LISTA 230 samples, 15 elements | 1.92 | 2.77 | 1.43 | 2.4 |

To demonstrate the performance of the proposed reconstruction method, we compare it quantitatively to DAS and NESTA, the iterative algorithm used in previous works.

Table I shows a quantitative evaluation of the lateral and axial resolution, of the compared reconstruction methods. The resolution is calculated from the in-vivo scans and averaged over the three organs and for phantom scan data. The results were estimated by computing FWHM for each lateral and axial cut per frame, and respectively averaging the results. For 230 samples at 64 channels, LISTA recovery outperforms NESTA. The recovery for 130 samples using the full ULA, resulted in slightly worse resolution than produced by NESTA, but NESTA caused high granularity in the resulting image. The evaluated resolution of the proposed method over the third dataset is much better than that produced by NESTA, DAS and it is actually better than MV beamforming.

In Table II quantitative evaluation of CNR for a tissue-mimicking phantom scan is evaluated. As can be seen, in all cases our method outperforms NESTA. In addition, the second dataset reconstructed using NESTA leads to the lowest CNR, which indicates that contrast between noise the signal of interest almost does not exist. These results indicate that our method is much more robust to a reduction both in sampling rate and in the number of acquiring channels than NESTA reconstruction. The resulting images from the phantom scans are presented in Fig. for visually better examining the results, zoomed-in images are given in Fig. While in (a)-(c) all three options depict approximately the same visual quality. Comparing (d) and (e) should be done more carefully, one may claim that (e) exhibits worse resolution with regards to (d), however, there are two major disadvantages in the latter. First, due to the relatively high reduction in the number of samples per image line, the recovered image shows high granularity, combined with the second drawback, which is low contrast, as calculated and can be seen, earns it difficult to notice actual
Fig. 4. Phantom images produced with: (a) DAS - 1920 samples, (b) FDBF + NESTA recovery - 230 samples, (c) FDBF + LISTA recovery - 230 samples, (d) FDBF + NESTA recovery - 130 samples, (e) FDBF + LISTA recovery - 130 samples, (f) CFCOBA + NESTA recovery - 230 samples, 15 channels, (g) CFCOBA + LISTA recovery - 230 samples, 15 channels. The regions used for calculating CNR are marked with orange circles in (a). The top region denotes the cyst and the bottom the background. In (b) the yellow rectangle marks the zoomed in region in Fig. 5.

Fig. 5. Zoom-in phantom images produced with: (a) DAS - 1920 samples, (b) FDBF + NESTA recovery - 230 samples, (c) FDBF + LISTA recovery - 230 samples, (d) FDBF + NESTA recovery - 130 samples, (e) FDBF + LISTA recovery - 130 samples, (f) CFCOBA + NESTA recovery - 230 samples, 15 channels, (g) CFCOBA + LISTA recovery - 230 samples, 15 channels.

reflectors that are easily seen in (e). Lastly, in (f)-(g), both contrast and resolution are visually proved to be much better in (g).

Images produced from *in-vivo* scan data are presented in Fig. 6. It can be seen that the proposed method, over the first dataset of 230 samples yields results that are visually better than those produced with DAS or NESTA. Moreover, in the case of 130 samples per image line, the proposed method outperforms NESTA. The image reconstructed using NESTA suffers from high granularity that results from the high dilution factor and can be considered as an artifact. In addition, testing the proposed method over the spatially and temporally diluted data presents better image contrast in comparison to NESTA and DAS, a result that agrees with previously calculated CNR.

Finally, in addition to the visual and quantitative improvement of our method, we also managed to ease the computational load compared to the iterative approach used in previous works. While NESTA is an iterative process, our method is based on a pre-trained network that mimics ISTA, a relatively simple algorithm, with weights that are saved before reconstruction, leading to real-time applicable recovery technique since no complicated matrix operations need to be done. Moreover, our method offers a network of only 30 layers, whilst NESTA iterates over 60 times until convergence and produces results not as good when compared to the proposed method. For emphasizing the total easing in computation complexity of our method we look into an estimation of the total operations in each of the methods. The NESTA algorithm includes several matrix multiplications in each iteration, leading to an overall complexity of over $O(n^2)$, for a given input vector of size $n$ and several lower complexity operations. In LISTA each layer includes 2 convolutions with a kernel of size $5 \times 1$ and nonlinear operation, leading to the computational complexity of $O(n)$. This combined with the fact that each iteration of NESTA consists of more operations than the iterative version of ISTA, leads to a highly efficient implementation of US image reconstruction from sub-Nyquist samples of the signal. These results validate that recovery
of the beamformed signal using LISTA is done much more efficiently without degrading image quality compared to the iterative approach of NESTA.

VI. CONCLUSION

In this paper, we presented a deep unfolding based reconstruction method, for high-quality images, from temporally and spatially sub-sampled channel data based on the Xampling mechanism. We extended the proposed methods in [10], [27], and showed that based on the FRI model of the US signal it can be recovered using a deep network that mimics the iterations of ISTA.

Our network consists of only 30 folds, leading to an efficient implementation, using a loss function that better fits the studied field of US than traditionally used MSE. After training the network on a dataset of only in-vivo bladders, we validated our approach and tested it on phantom channel data and several in-vivo scans different from bladders, demonstrating the high versatility of our network. The proposed method produced high-quality results both in quantitative and visual terms while using 36 times less data. The output of our technique be recovered using a deep network that mimics the iterations and showed that based on the FRI model of the US signal it can be recovered using a deep network that mimics the iterations of ISTA.

These results prove that our method can be easily plugged into previously suggested schemes, for recovery from sub-Nyquist sampling and sparse arrays, while improving image quality and using an efficient deep neural network instead of iterative algorithms.
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Fig. 6. *In-vivo* images produced with: (a) DAS - 1920 samples, (b) FDBF + NESTA recovery - 230 samples, (c) FDBF + LISTA recovery - 230 samples, (d) FDBF + NESTA recovery - 130 samples, (e) FDBF + LISTA recovery - 130 samples, (f) CFCOBA + NESTA recovery - 230 samples, 15 channels, (g) CFCOBA + LISTA recovery - 230 samples, 15 channels.