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Abstract

Measurement of uncertainty of predictions from machine learning methods is important across scientific domains and applications. We present, to our knowledge, the first such technique that quantifies the uncertainty of predictions from a classifier and accounts for both the classifier’s belief and performance. We prove that our method provides an accurate estimate of the probability that the outputs of two neural networks are correct by showing an expected calibration error of less than 0.2% on a binary classifier, and less than 3% on a semantic segmentation network with extreme class imbalance. We empirically show that the uncertainty returned by our method is an accurate measurement of the probability that the classifier’s prediction is correct and, therefore has broad utility in uncertainty propagation.

1. Introduction

Many scientific tasks can be augmented with the predictive power of neural networks [1, 2, 3, 4], however a consensus does not exist on best practices to quantifying the uncertainty in decisions and results stemming from these neural networks [5, 6]. Scientific rigor and subsequent justification of decisions requires proper uncertainty justification; this applies across fields such as nuclear science (as is presented as an example in this work) [3], medical diagnostics [7], or forensics [8].

As we will show in subsequent sections, no modern uncertainty quantification method can provide all of the desiderata of physical scientists’ and other analysis consumers. Variational methods require increased computational cost compared to traditional inference, and often are not statistically calibrated: we show that the reported uncertainty of common variational methods is indicative of the fragility of a model to perturbation, not a quantification of the uncertainty of the model with respect to the ground truth. Architecturally based methods require stipulations on the model architectures possible, and often have less expressive power because they are parametric. Finally, no method can incorporate both the model’s internal uncertainty about its predictions, and the uncertainty apparent from the model’s performance on a validation set, regardless of its internal confidence.

We present two novelties in this work. The first is an interpretation of the requirements of an uncertainty estimate for neural network predictions to incorporate performance, the second is a method to realize all of these requirements. Our method is simple, and quantifies the uncertainty of any classifier with continuous real number output (such as the logits layer of neural networks) by statistically calibrating that quantification compared to the ground truth. While the classifier may be considered parametric, our uncertainty quantification is non-parametric and thus exhibits high expressive power. The method benefits from variational methods to increase the number of samples upon which it can be calibrated, but does not require them. The method connects the model’s internal confidence mechanism with the model’s empirical performance, which has a side benefit of correcting neural network’s often cited “overconfidence” problem [9]. While the method is more computationally costly than training a neural network without uncertainty quantification, it is a constant cost addition applied after training, unlike the linear cost addition (with respect to the number of training iterations) added by other variational methods.

We present in the following sections a survey of
existing quantification methods and point out benefits of each. We describe the gap between current variational inference methods and the desired useful and calibrated uncertainty. Then, we formally present our method. Subsequently, we provide an example of our method on a toy problem: that of a binary classifier trained on a balanced data set. We then apply our method to semantic segmentation of micrographs of Lithium Aluminate, an application important in nuclear science; this example shows the method’s capability to perform on multiclass classification as well as an unbalanced data set. We conclude with a summary of this methodology and discussion on future work.

1.1. Relevant literature

The lack of uncertainty quantification is an oft cited [6] detriment to deep learning, due to deep learning’s “black box” nature. That weakness has lead to a sizeable literature in uncertainty quantification (UQ) for neural networks (NN). In our review, we found that methods for UQ are split into two main subclasses: uncertainty aware neural network architectures, such as Bayesian neural networks [10, 11, 12]; and variational uncertainty quantification, as in Bayesian SegNets [13, 5]. We focus on the second subclass because of its flexibility: one can theoretically apply it to any architecture of neural network. We also note that, while modifications of architectures to quantify uncertainty by design have achieved notable results, the statistics underlying continuous prediction scores is a still-developing field. Both the continuous Bernoulli distribution [14] and continuous categorical distributions [15] were unpublished at the time of the design of Bayesian neural networks.

While high level discussions of UQ have helped inspire this work [16], our method is conceptually most similar to the “Learn by Calibrating” (LbC) method [17]. Our application, and initial investigations, were most similar to Bayesian SegNet (BSN) [13], although our method eventually diverged from their method, due to the ambiguous calibration of BSN.

1.2. Variational inference is not enough

The BSN and similar variational inference methods quantify uncertainty by using Monte Carlo Dropout layers in the neural network during both training and inference. This layer adds variance into the output of the neural network. Kendall et al. published a popular strategy for variational inference, which we discuss and compare our method to in this section. They suggest performing several “trials” with the same inputs and recording the distribution of the output predictions. The variance of those outputs is computed and then used as the uncertainty of the prediction. We found that this variance does not provide a well calibrated estimate of uncertainty. While it is not specified, this variance is then often used with the assumption of normality. We show that the raw neural network outputs, standardized by the variance, do not form a normal distribution around their true value, and that confusion between classes in the model inflates that variance because of “peaks” in the standardized neural network output distribution. This is shown in fig. 1 for the imbalanced classification (semantic segmentation) problem described in section 3.2.

More fundamentally, in the multiple class case, it is ambiguous what the variance in a score means. If the value in dimension 0 has mean 0.9 and standard deviation 0.46, it is unclear whether a prediction one standard deviation away from the mean corresponds to all of that score moving to a single other class (which would result in a change of the argmax class prediction), or spread throughout all other classes (which would not result in a change of the argmax class prediction). Nor is this variance rigorously connected to the ground truth.

Instead, we desire a technique that, given a neural network and an input datum, provides a predicted probability of the prediction being correct.
We point out that this desired method must necessarily be connected to the model’s performance, as well as its internal belief; this is where we diverge from other methods. We define the model’s belief to be that which others measure: the magnitude and variance of a network’s raw score given each input. We define the model’s performance to be the accuracy with which its predictions match the true class. For a two-class case, it is clear that a model which predicts $[0.9, 0.1]$ is more confident in its prediction of class 0 than one which predicts $[0.51, 0.49]$. This does not evaluate the probability of that prediction being correct.

An (admittedly pathological) thought experiment of switching the labels after training illustrates that measuring the model’s belief can be completely divorced from the model’s performance. Drawing from other computational sciences, we posit that current uncertainty quantification techniques are more similar to “verification” or “perturbation analyses” [18], in that they measure values proportional to the likelihood that a classifier’s true prediction is the same as the current prediction, given the same input many times, regardless whether that prediction is the same as the ground truth or not. For physical sciences, a measurement akin to “validation” is more useful, therefore we believe the uncertainty of a model should be related to the likelihood that a classifier’s prediction is the true value. Therefore, we connect the uncertainty prediction to both the model’s belief and performance. We now formalize this method in section 2.

2. Calibration

Our calibration method is conceptually simple. We view the output of the neural network (whether logits or softmax) for some classification as a point in space, and simply compare the density of correct and all classifications local to that point in space. The formalization of that procedure follows.

We have a $d$ class classifier $y = f(x)$ where $y \in \mathbb{R}^d$. We also know the true classification of a validation set $c_{val}$ given inputs $x_{val}$. We desire to know $y_{val} = f(x_{val})$, the predicted class labels of the inputs, and $p_{val}$, the probability that the predicted class is correct.

Knowing $y_{val}$, we can determine the discrete predicted class $c_{val}$ using the argmax function. Now, we separate $y_{val}$ into partitions where the predictions were correct, $y_{correct}$, by comparing $c_{val}$ and $C_{val}$.

While neural networks often display overconfidence in their predictions [9], the likelihood of a prediction being correct has been empirically shown to be related to the maximum value of the score. We take this as axiomatic to build the rest of our arguments. We posit that the neural network will predict similar scores for similar data points and that those similar data points have similar likelihood of being of the same class. Therefore, we calculate the local density of correct scores and compare that to the density of all scores local to that point in order to generate an estimate of the current prediction’s probability of being correct. Formally, we posit that the scores $y_{val}$ are a random variate with distribution $Y$ such that $y \sim Y$. We measure the probability density of that distribution with some density estimate, $\rho$.

With the density estimates described above, the probability density

$$\rho_c(y) \equiv \rho_{Y}(y|c_{val} = C_{val})$$

and

$$\rho_a(y) \equiv \rho_{Y}(y)$$

for correct and the overall density, respectively. We can calculate the overall probability of being correct, given score $y_{new}$, as

$$p(y_{new}) = \frac{\rho_c(y_{new})}{\rho_a(y_{new})}$$

We note several interesting points.

- Our method does not require variational inference, although it does require enough data to enable an accurate density estimate in a space with $d$ dimensions. Our method is compatible with variational inference, which we discuss below.
- Our method can be used no matter the training status of the neural network. In fact, we show below that it provides calibrated estimates even when the model is poorly trained.
- Density estimation can always be performed in $d$ dimensions. When the output of the neural network is modified by a softmax layer, the density estimation can be performed in $d - 1$ dimensions, as any vector undergoing the softmax operation subsequently exists on a simplex in $d$ dimensions, which is reducible to $d - 1$
dimensions. We have noticed no difference in calibration between the two methods.

- This method requires careful use of validation data. In general, we desire that any evaluation of the calibration be performed on data that was used neither to train the network nor to calculate the density estimate. In our tests, we split our validation set into a “val-train” set upon which we estimate the densities, and “val-val” set which is only used for evaluation.

**A note on variational inference.** While using variational methods to obtain probabilistic outputs from the neural network (such as ensembles or dropout) is possible, they are not required. They could be used to increase the numbers of unique predictions to fill out the density estimate, or to combine multiple trials in a Bayesian framework. Given trials \( T \) returning \( y_t \) for a single input \( x \), we can combine the trials in a frequentist or Bayesian framework. For each pixel \( x \) and its set of trials \( y_t \) for \( t \in [1 \ldots T] \), we first must generate a hypothesis for the class of that pixel. We do so by taking the argument of the maximum value of the sum of probabilities for that class, i.e.

\[
H(x) = \arg\max_{c \in [1 \ldots d]} \left[ \sum_{t=1}^{T} p(y_t | c_t) \right].
\]  

(4)

Given that hypothesis, we can now combine the probabilities that the evidence from a given trial matches the class hypothesis. We define the probability of a trial matching the hypothesis as

\[
p_H(y_t) \equiv \begin{cases} 
p(y_t) & \text{if } c_t = H(x) \\
1 - p(y_t) & \text{otherwise.} \end{cases}
\]  

(5)

Then, we can combine those probabilities. We note that each variational trial is dependent, especially in the case of dropout, so using the product of these probabilities (as one would with independent trials) is inappropriate. Instead, we can combine these trials using the geometric mean (following [19]) in a frequentist framework. This leads to

\[
p_{T,\text{freq}}(x|H) = \sqrt[\prod_{t=1}^{T} p_H(x)}. 
\]  

(6)

We can also use a Bayesian framework. To do so, we can define some prior, \( \bar{p} \), either equally weighting all classes, or weighting by some known prevalence of the hypothesis class. For the equal weighting case, \( \bar{p} = \frac{1}{d} \). Then, we can combine these trials using the likelihood ratio. The likelihood ratio is the ratio of the probability of the hypothesis being true given the evidence to the probability of the hypothesis being untrue given the evidence. Since \( p_H \) is the probability of the prediction being correct, given input \( x \), the likelihood ratio is then

\[
LR = \frac{p(H|x)}{p(\neg H|x)} = \frac{p_H(x)}{1 - p_H(x)}. 
\]  

(7)

We can manipulate Bayes rule such that it can be written

\[
p(H|x) = \frac{p(x|H)p(H)}{p(x|H)p(H) + p(x|\neg H)p(\neg H)}, 
\]  

(8)

where \( \neg \) denotes the not operator. Dividing through by the term \( p(y(H)p(H) \) and multiplying the top and bottom by \( LR \), we find the update rule for a new trial is

\[
p_{T,\text{Bayes}}(x_t|H) = \frac{LR}{LR + \left( \frac{1}{p_{t-1}} - 1 \right)}. 
\]  

(9)

where \( t \in [1 \ldots T] \) and \( p_0 = \bar{p} \) [20]. This recurrence relation can be used to calculate \( p_{T,\text{Bayes}} \).

With this method now formalized, we illustrate the method on two experiments. The first, a toy problem, shows the method and its performance on a binary classifier with balanced classes. The second shows the method on semantic segmentation data, which has five different classes with extreme class imbalance, and on which we also perform variational trials.

### 3. Experiments

#### 3.1. Balanced, Binary Classification

We begin our experiments with a toy problem, wherein we train a classifier to determine from which of two, normal distributions a point has been drawn.

**Data.** We generate a data set by first choosing a class of the set \( C \in \{ 0, 1 \} \) with equal probability. This class acts as the class label. Then, the value of that point is drawn from a normal distribution such that \( x \sim \mathcal{N}(\mu = 3C, \sigma = 1) \).
Method. We train a multilayer perceptron to classify a point $x$ according to its class label $C$, providing the prediction $y$. The multilayer perceptron that we build is comprised of two linear layers. The first expands the input into 16 nodes and is followed by rectified linear unit activation [21]. The second constricts from 16 nodes to 2 output nodes, and is followed by softmax activation. This guarantees that the output is between zero and unity for each class.

We train the multilayer perceptron using the Adam [22] optimizer and minimizing the mean squared error (MSE) loss between the targets $C$ and predictions $y$.

We then perform calibration on a validation set as described above, using a histogram of 100 bins to estimate the densities $\rho$. We evaluate our calibration by first creating a density estimation and calculating our “Calibrated Score”, $p$ from eq. (3) on a new and completely unseen validation set (“val-val set”). We can also, for each histogram bin, retrieve the predicted labels $c$ and true labels $C$, and compute the true accuracy of those predictions. If our calibration is successful, that true accuracy should be equal to the “Calibrated Score” ($p$).

Results. Our calibration method works well for this binary classifier. We show in fig. 2 results for two checkpoints of our model, before and after training. Through each stage of training, our calibrated score is very close to the true accuracy for that histogram bin, in fact none of the differences between true accuracy and calibrated score are higher than $10^{-2}$. A common measure of calibration, the Expected Calibration Error (ECE) [24] is also very small, below $2 \times 10^{-3}$ throughout training.

In fact, because of the simplicity of this toy model, we can investigate the predictions and calibrated score against the true underlying probability distribution. We can easily determine the ratio between the probability density of a single class and the marginal probability density over all classes given an input $x$. A classifier cannot possibly predict with calibrated score above that ratio, because that is a measure of the ambiguity of the classification task. In this toy problem, the maximum ratio of a single class divided by the overall marginal

\[ \text{Categorical cross entropy is often used for classification, however we use MSE in this case to contend with label ambiguity due to the underlying distributions overlapping, which is akin to label noise. MSE has been shown to be robust to label noise [23].} \]

Figure 2: Results on training and calibrating a binary classifier. The scores (raw predicted outputs from a multilayer perceptron) as shown in row 1, the comparison of our calibrated score and the true accuracy of samples is shown in row 2, and the residuals between true accuracy and calibrated scores are shown in row 3. The columns show different stages of training, varying from untrained to fully trained. Our classifier is within 1% of perfectly calibrated in all cases.
Figure 3: Probability density of two different classes given an input \( x \), shown on the top panel. The classes overlap near \( x = 1.5 \). The maximum possible probability of determining from which class an input originates is shown in the bottom panel as \( p_{\text{max}} \), and our calibrated score, \( p_{\text{ours}} \), is very close to \( p_{\text{max}} \). The raw output of the classifier is not calibrated well, shown as \( p_{\text{raw}} \).

density should be close to one for all inputs \( x \), except close to 1.5, where the probability of \( x \) coming from each of class 1 and 2 becomes close to 0.5. We show this in fig. 3, where the gray line shows the maximum possible calibrated score. We see that the calibrated scores from our trained model and method match that line to within a mean absolute percentage difference (MAPD) of 0.1%. This shows that the model is accurate in its predictions, and that our calibration is returning calibration scores very close to the actual ambiguity in the data set. We also show, in the red line, the raw neural network outputs given \( x \), showing that these are not calibrated well.

Comparison to existing methods. In the case of a general classifier, with no stipulations on architectural choices (such as the simple MLP we defined above), we are aware of no technique but ours to calculate the probability of predictions being correct. If we modify our choice of architecture by adding a dropout layer to the network, we can calculate the uncertainty in the model’s predictions using a traditional variational inference technique [13], which we call the baseline method.

In this framework, the variance of the raw neural network output over many trials is computed and used as the uncertainty. While this is ambiguous regarding how that uncertainty relates to the probability that the prediction is correct, in the two class case, we can make some assumptions to generate this probability. Note that we cannot convert this variance to a probability in any but the two-class case. Assuming that the raw neural network output is normally distributed, we can calculate the probability that a new sample would predict the same class as the current hypothesis. First, we compute the sample mean \( \mu \) and variance \( \sigma \) given many trials of the classifier. Then, the hypothesis is simply whether \( \mu \) is greater than the threshold (0.5 for a softmax classifier). The probability of that trial, \( p_t \), is given by

\[
p_t(y_t) = \begin{cases} 1.0 - \phi(0.5|\mu, \sigma) & \text{for } H = 1 \\ \phi(0.5|\mu, \sigma) & \text{for } H = 0 \end{cases} \quad (10)
\]

where \( \phi \) is the cumulative density function of a normal distribution. These trials can be combined by eq. (6). This does not take into account the performance of the model, simply the model’s belief in its own predictions. Previous frameworks have no way to perform the former.

To compare, we trained an MLP model of the same architecture as above, with the addition of a monte carlo dropout layer with dropout probability of 20% after the input layer. This model had reduced performance, compared to the above, even after twice the training effort (its accuracy was 87.6%, whereas without dropout the accuracy is 94.2%). We then computed the probabilities of the prediction being correct using our framework and frequentist trial combination, using eq. (5) and eq. (6). We computed the probabilities using the baseline method and eq. (10) and eq. (6). We show the calibrated probabilities in fig. 4, showing that our method is much closer to the maximum possible probability of being correct (a MAPD of 6.5% compared to 23.0%). We also show that, because the baseline method does not account for the performance of the model at all, it sometimes violated the maximum possible probability of being correct.

Overall, this investigation shows three benefits of our method compared to those in the literature, especially variational inference methods. Our method does not require any architecture, and therefore may be used on the best performing model, whereas others stipulate architecture designs which may affect performance. Our method calibrates to the model’s belief and performance, and therefore can-
not violate the ambiguity of the task itself, whereas other methods take no account of the performance of the model. And finally, our method can be extended to multiple classes, whereas we are aware of no other variational methods that allow for the calculation of probabilities in the multinomial sense.

3.2. Semantic segmentation of lithium aluminate micrographs

More difficult classification problems can also be attended with this technique. In this section, we show its use on an extremely imbalanced semantic segmentation problem. This problem also is truly multinomial, having 5 different classes possible.

Previous work trained a SegNet model to perform semantic segmentation on micrographs of LiAlO$_2$ [3]. This model returns an image which is the size of the input image in width and height, but consists of five channels, corresponding to each possible class in the image (Grain, Grain Boundary, Void, Impurity, and Precipitate).

In order to calculate eq. (3) in a 5 class classification, we will need to estimate the density of correct and incorrect examples in 5 dimensions. In order to do so, we need to cover the 5 dimensional space so we use variational inference of our semantic segmentation model to generate predicted values $y$ with more diversity. We do this following the Bayesian SegNet technique laid out in [13].

We enable Dropout layers in $f$ during both training and inferences. This makes our segmentation model probabilistic, i.e., two different inferences of the model will generate different predictions. We denote these separate inference steps “trials”. We use the calibration method described in section 3.1 to provide an estimate calibrated to the model’s internal belief and its performance on validation data.

In practice, we found that, due to the high dimensional nature of our problem (5 classes), a histogram was not appropriate as a density estimator [25], and instead a k-Nearest Neighbors density estimator performed better [26]. We also found a weighted density estimate was required, as our majority class was ~ 200 times more prevalent in the data set than the least prevalent of the minority classes.

The dropout layers in $f$ allow us to probe the model’s belief of a prediction, and each of these trials constitutes new evidence for the probability of a prediction’s correctness. We can now combine this evidence following the frequentist or Bayesian methods from section 2. To avoid floating point arithmetic problems, we cast the product of all trial probabilities as the sum of logarithms. We truncate possible values of the sum of logarithms to their relevant limits for floating 32-bit computation. Finally, we can perform division by the number of trials and take the exponent to determine the probability estimate $\rho(y)$. Thus, the probability estimate is defined by

$$p_T(y) = \exp \left( \frac{1}{T} \sum_{t=1}^{T} \log(p(y_t)) \right)$$  \hspace{1cm} (11)

This is exactly equal to the equation in eq. (6), but safer from overflow and underflow errors when computing using floating point data types.

3.3. Results

To evaluate the performance of this estimate, we evaluate $f$ 25 times on 40 separate input images from our validation set. We then separate 8 images for use a val-val set for our calibration method ($V$), leaving the other 32 for our density estimate ($D$). We build KDTrees for every pixel in $D$, separated into different KDTrees for those which are correctly predicted and all predictions. We use a k-Nearest Neighbors density estimator as in [26]

$$\rho_y \approx \rho_{kNN}(x) = \frac{\sum_{i=1}^{k} i d_i(x)}{n V_5 \sum_{i=1}^{k} d_i(x)}$$  \hspace{1cm} (12)

where $V_5$ is the volume of a 5-dimensional unit sphere, $n$ is the total number of points in the data set.
Figure 5: Segmentation of an input image with calibrated score displayed as transparency. More transparent (whiter) areas are less certain in the classification of their pixels’ class.

set, and $d_i(x)$ is the distance from point $x$ to its $i$-th neighbor. We use $k = 25$, as it performs well empirically while keeping computational effort reasonable. Higher numbers of $k$ would provide a better density estimate at the cost of computation time for the calibration.

With the density estimates $\rho_c$ and $\rho_a$, we can calculate the probability $p$ for each pixel in $V$. The utility of this probability can be seen in fig. 5, where we show segmentation of different classes with the attendant uncertainty. While we have no way to evaluate the true uncertainty in this segmentation task, the calibrated uncertainty shows that the model is uncertain around the boundaries between two classes, as expected.

We can evaluate the calibration performance in the same way as the binary calibration example, by comparing the calibrated score to accuracy of samples with similar calibrated scores. We show results of this evaluation in fig. 6, where the sample accuracy of samples with similar calibrated scores are plotted, and the residuals between the sample accuracy and calibrated scores. The expected calibration here is again very small, just over 2%, showing that the calibration has been very successful.

4. Conclusion

We have developed a novel and flexible method for generating calibrated predictions from any classifier which returns a continuous value. This method uses predictions and labels from the data set to generate a comparison of the probability density of correct predictions to the probability density of total predictions. This ratio, we show, is the probability that a new prediction will be correct given that the new data is from the same distribution as training and validation data. We also describe the best practices for combining multiple trials into one prediction using variational inference and our framework.

This method outperforms other neural network uncertainty quantification methods because of its explicit calibration of both the classifier’s belief and performance. We have shown the success of this calibration method to less than 1% expected calibration error on a balanced, binary classification problem. Further, we showed less than 3% expected calibration error on an extremely imbalanced semantic segmentation problem for labeling phases from lithium aluminate micrographs, the phase structure of which is an important question in nuclear science.

While this method is immediately applicable to many existing classifiers, we believe that extensions to 1) understand how to propagate this uncertainty through post-classifier analysis, and 2) explorations of methods for performing this calibration in a differentiable way during neural network training would be fruitful.
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