Empowering Things with Intelligence: A Survey of the Progress, Challenges, and Opportunities in Artificial Intelligence of Things

Jing Zhang, Member, IEEE, and Dacheng Tao, Fellow, IEEE

Abstract—In the Internet of Things (IoT) era, billions of sensors and devices collect and process data from the environment, transmit them to cloud centers, and receive feedback via the internet for connectivity and perception. However, transmitting massive amounts of heterogeneous data, perceiving complex environments from these data, and then making smart decisions in a timely manner are difficult. Artificial intelligence (AI), especially deep learning, is now a proven success in various areas including computer vision, speech recognition, and natural language processing. AI introduced into the IoT heralds the era of artificial intelligence of things (AIoT). This paper presents a comprehensive survey on AIoT to show how AI can empower the IoT to make it faster, smarter, greener, and safer. Specifically, we briefly present the AIoT architecture in the context of cloud computing, fog computing, and edge computing. Then, we present progress in AI research for IoT from four perspectives: perceiving, learning, reasoning, and behaving. Next, we summarize some promising applications of AIoT that are likely to profoundly reshape our world. Finally, we highlight the challenges facing AIoT and some potential research opportunities.

Index Terms—Internet of Things, Artificial Intelligence, Deep Learning, Cloud/Fog/Edge Computing, Security, Privacy, Sensors, Biometric Recognition, 3D, Speech Recognition, Machine Translation, Causal Reasoning, Human-Machine Interaction, smart city, aged care, smart agriculture, smart grids.

I. INTRODUCTION

THE Internet of Things (IoT), a term originally coined by Kevin Ashton at MIT’s Auto-ID Center [1], refers to a global intelligent network that enables cyber-physical interactions by connecting numerous things with the capacity to perceive, compute, execute, and communicate with the internet; process and exchange information between things, data centers, and users; and deliver various smart services [2], [3]. From the radio-frequency identification (RFID) devices developed in the late 1990s to modern smart things including cameras, lights, bicycles, electricity meters, and wearable devices, the IoT has developed rapidly over the last twenty years in parallel with advances in networking technologies including Bluetooth, Wi-Fi, and long-term evolution (LTE). The IoT represents a key infrastructure for supporting various applications [4], e.g., smart homes [5], [6], smart transportation [7], [8], smart grids [9], and smart healthcare [10], [11]. According to McKinsey’s report [12], the IoT sector will contribute $2.7 to $6.2 trillion to the global economy by 2025.

A typical IoT architecture has three layers [13]: a perception layer, a network layer, and an application layer. The perception layer lies at the bottom of the IoT architecture and consists of various sensors, actuators, and devices that function to collect data and transmit them to the upper layers. The network layer lies at the center of the IoT architecture and comprises different networks (e.g., local area networks (LANs), cellular networks, the internet) and devices (e.g., hubs, routers, gateways) enabled by various communication technologies such as Bluetooth, Wi-Fi, LTE, and fifth-generation mobile networks (5G). The application layer is the top IoT layer and it is powered by cloud computing platforms, offering customized services to users, e.g., data storage and analysis. In conventional IoT solutions, data collected from sensors are transmitted to the cloud computing platform through the networks for further processing and analysis before delivering the results/commands to end devices/actuators.

However, this centralized architecture faces significant challenges in the context of the massive numbers of sensors used across various applications. Based on reports from Cisco [14] and IDC [15], 50 billion devices will be IoT connected by 2025, generating 79.4 zettabytes of data. Transmitting this huge amount of data requires massive bandwidth, and cloud processing and sending the results back to end devices leads to high latency. To address this issue, “fog computing”, coined by Cisco [16], aims to bring storage, computation, and networking capacity to the edge of the network (e.g., to distributed fog nodes such as routers) in proximity to the devices. Fog computing offers the advantages of low latency and high computational capacity for IoT applications [17], [18]. “Edge computing” has also recently been proposed by further deploying computing capacity on edge devices in proximity to sensors and actuators [19], [20]. Note that the terms fog computing and edge computing are interchangeable in some literature [21], [19] or the fog is treated as a part of the broader concept of edge computing [22]. For clarity, here we treat them as different concepts, i.e., fog computing at the network side and edge computing at the thing side. Edge computing can process and analyze data on premises and make decisions instantly, thereby benefiting latency-sensitive IoT applications. The processed data from different devices can then be aggregated at the fog node or cloud center for...
The last few years have witnessed a renaissance in artificial intelligence (AI) assisted by deep learning. Deep neural networks (DNNs) have been widely used in many areas and have achieved excellent performance in many applications including speech recognition [24], face recognition [25], image classification [26], object detection [27], semantic segmentation [28], natural language processing [29], benefiting from their powerful capacity to feature learn and end-to-end model (Figure 1(b)). Moreover, with modern computational devices, e.g., graphics processing units (GPUs) and tensor processing units (TPUs), DNNs can efficiently and automatically discover discriminative feature representations from large-scale labeled or unlabeled datasets in a supervised or unsupervised manner [30]. Deploying DNNs into cloud platforms, fog nodes, and edge devices in IoT systems enables the construction of an intelligent hybrid computing architecture capable of leveraging the power of deep learning to process massive quantities of data and extract structured semantic information with low latency. Therefore, advances in deep learning have paved a clear way for improving the perceiving ability of IoT systems with large numbers of heterogeneous sensors.

Although an IoT’s perception system is a critical component of the architecture, simply adapting to and interacting with the dynamic and complex world is insufficient. For example, edge cases exist in the real world that may not be seen in the training set nor defined in the label set, resulting in degeneration of a pre-trained model. Another example is in industry, where the operating modes of machines may drift or change due to fatigue or wear and tear. Consequently, models trained for the initial mode cannot adapt to this variation, leading to a performance loss. These issues are related to some well-known machine learning research topics including few-shot learning [31], zero-shot learning [32], meta-learning [33], unsupervised learning [34], semi-supervised learning [35], transfer learning [36], and domain adaptation [37], [38]. Deep learning has facilitated progress in these areas, suggesting that deep learning can be similarly leveraged to improve IoT system learning. Furthermore, to interact with the environment and humans, an IoT system should be able to reason and behave. For example, a man parks his car in a parking lot every morning and leaves regularly on these days. Therefore, a smart parking system may infer that he probably works every morning and leaves regularly on these days. Therefore, model training are separate, without joint optimization.

### Table I

| Sensor Type | Scalar | Vector | Multimedia |
|-------------|--------|--------|------------|
| Sensors     | altimeter, ammeter, hygro meter, light meter, manometers, ohmmeter, tachometer, thermometer, voltmeter | anemometer, microphone, accelerometer, camera, lidar, CT/MRI/ultrasound, gyroscope, sound scanner |
| Data Type   | scalar | vector | 2/3/4D tensor |
| Applications| A.C.E.G.H.I.T | A.C.G.I.T | A.C.E.G.H.I.S.T |

The schematic paradigm of (a) classical machine learning methods and (b) deep learning.

According to Cisco’s white paper [43], 99.4% of physical objects are still unconnected. Advanced communication technologies such as Wi-Fi 6 (IEEE 802.11ax standard) and 5G and AI technologies will enable mass connection. This heralds the era of the artificial intelligence of things (AIoT), where AI encounters IoT. Both academia and industry have invested heavily in AIoT, and various AIoT applications have now been developed, providing services and creating value. Therefore, here we performed a survey of this emerging area to demonstrate how AI technologies empower things with intelligence and enhance applications.

### A. Contributions of this Survey

There are several excellent existing surveys on IoT covering different perspectives, a detailed discussion and comparison of which is provided below. Here we specifically focus on AIoT...
and provide an overview of research advances, potential challenges, and future research directions through a comprehensive literature review and detailed discussion. The contributions of this survey can be summarized as follows:

• We discuss AIoT system architecture in the context of cloud computing, fog computing, and edge computing.
• We present progress in AI research for IoT, applying a new taxonomy: perceiving, learning, reasoning, and behaving.
• We summarize some promising applications of AIoT and discuss enabling AI technologies.
• We highlight challenges in AIoT and some potential research opportunities.

B. Relationship to Related Surveys

We first review existing surveys related to IoT and contrast them with our work. Since the IoT is related to many topics such as computing architectures, networking technologies, applications, security, and privacy, surveys have tended to focus on one or some of these topics. For example, Atzori et al. [44] described the IoT paradigm from three perspectives: “things”-oriented, “internet”-oriented, and “semantic”-oriented, corresponding to sensors and devices, networks, and data processing and analysis, respectively. They reviewed enabling technologies and IoT applications in different domains and also analyzed some remaining challenges with respect to security and privacy. In [45], Whitmore et al. presented a comprehensive survey on IoT and identified recent trends and challenges. We review the other surveys according to the specific topic covered.

1) Architecture: In [46], several typical IoT architectures were reviewed including software-defined network-based architectures, the MobilityFirst architecture, and the CloudThings architecture. They argued that future IoT architectures should be scalable, flexible, interoperable, energy efficient, and secure, such that the IoT system can integrate and handle huge numbers of connected devices. [13] discussed two typical architectures: the three-layer architecture (i.e., with a perception layer, network layer, and application layer) and the service-oriented architecture. For the IoT computing architecture, integrating cloud computing [47] with fog/edge computing [13] has attracted increasing attention. [17], [20] provided a detailed review of fog computing and edge computing for IoT. Since we focus on AI-empowered IoT, we are also interested in the cloud/fog/edge computing architectures of IoT systems, especially those tailored for deep learning. More detail will be presented in Section IV.

2) Networking Technologies: Connecting massive numbers of things to data centers and transmitting data at scale relies on various networking technologies. In [48], Verma et al. presented a comprehensive survey of network methodologies including data center networks, hyper-converged networks, massively-parallel mining networks, and edge analytics networks, which support real-time analytics of massive IoT data. Wireless sensor networks have also been widely used in IoT to monitor physical or environmental conditions [49]. The recently developed 5G mobile networks can provide very high data rates at extremely low latency and a manifold increase in base station capacity. 5G is expected to boost the number of connected things and drive the growth of IoT applications [50]. Due to the massive numbers of sensors and network traffic, resource management in IoT networks has become a topic of interest, with advanced deep learning technologies showing promising results [51]. Although we also focus on deep learning for IoT, we are more interested in its role in IoT data processing rather than networking, which is therefore beyond the scope of this survey.

3) Data Processing: Massive sensor data must be processed to extract useful information before being used for further analysis and decision-making. Data mining and machine learning approaches have been used for IoT data processing and analysis [52], [53]. Moreover, the context of IoT sensors can provide auxiliary information to help understand sensor data. Therefore, various context-aware computing methods have been proposed for IoT [54]. There has recently been rapid progress in deep learning, with these positive effects also impacting IoT data processing, e.g., streaming data analysis [55], mobile multimedia processing [56], manufacturing inspection [57], and health monitoring. By contrast, we conduct this survey on deep learning for IoT data processing using a new taxonomy, i.e., how deep learning improves the ability of IoT systems to perceive, learn, reason, and behave. Since deep learning is itself a rapidly developing area, our survey covers the latest progress in deep learning in various IoT application domains.

4) Security and Privacy: Massive user data are collected via ubiquitous connected sensors, which may be transmitted and stored in the cloud through IoT networks. These data may contain some biometric information such as faces, voice, or fingerprints. Cyberattacks on IoT systems may result in data leakage, so data security and privacy have become a critical concern in IoT applications [18]. Recently, access control [58] and trust management [59] approaches have been reviewed to protect the security and privacy of IoT. We also analyze this issue and review progress advanced by AI, such as federated learning [60].

5) Applications: Almost all surveys refer to various IoT application domains including smart cities [61], smart homes [60], smart healthcare [62], smart agriculture [63], and smart industry [4]. Furthermore, IoT applications based on specific things, e.g., the Internet of Vehicles (IoV) [1] and Internet of Video Things (IoVT) [23] have also been rapidly developed. We also summarize some promising applications of AIoT and demonstrate how AI enables them to be faster, smarter, greener, and safer.

C. Organization

The organization of this paper is shown in Figure 2. We first discuss AIoT computing architecture in Section II. Then, we present a comprehensive survey of enabling AI technologies for AIoT in Section III followed by a summary of AIoT applications in Section IV. The challenges faced by AIoT and research opportunities are discussed in Section V followed by conclusions in Section VI.
II. Architecture

In this section, we discuss the architecture for AIoT applications. Similar to [13], we also adopt a tri-tier architecture but from the perspective of computing. For simplicity, we term the three layers as the cloud/fog/edge computing layer, as shown in Figure 3. The edge computing layer may function like the perception layer in [13] and smart visual sensing block in [23]. It also supports control and execution over sensors and actuators. Thereby, this layer aims to empower AIoT systems with the ability to perceive and behave. The fog computing layer is embodied in the fog nodes within the networks, like hubs, routers, gateways. The cloud computing layer supports various application services, functioning similarly to the application layer [13] and intelligent integration block in [23]. The fog and cloud computing layers mainly aim to empower AIoT systems with the ability of learning and reasoning since they can access massive amounts of data and have vast computation resources. It is noteworthy that the edge things and fog nodes are always distributed while the cloud is centralized in the AIoT network topology.

A. Tri-tier Computing Architecture

1) Cloud Computing Layer: The cloud enables AIoT enterprises to use computing resources virtually via the Internet instead of building their physical infrastructure on premises. It can provide flexible, scalable, and reliable resources including computation, storage, and network for enabling various AIoT applications. Typically, real-time data streams from massive distributed sensors and devices are transmitted to the remote cloud center through the Internet, where they are further integrated, processed, and stored. With the off-the-shelf deep learning tools and scalable computing hardware, it is easy to set up the production environment on the cloud, where deep neural networks are trained and deployed to process the massive amounts of data. An important feature of cloud computing is that it provides elastic computing resources in the pay-as-you-go way, which is useful for the AIoT services with fluctuant traffic loads. Another feature is that it can leverage all the data from the registered devices in an AIoT application, which is useful for training deep models with better representation and generalization ability.

2) Fog Computing Layer: Fog computing brings storage, computation, and networking capacity to the edge of the network that is in the proximity of devices. The facilities or infrastructures that provide fog computing service are called fog nodes, e.g., routers, switches, gateways, wireless access points. Although functioning similarly to cloud computing, fog computing offers a key advantage, i.e., low latency, since it is closer to devices. Besides, fog computing can provide continuity of service without the need for the Internet, which is important for specific AIoT applications with an unstable Internet connection, e.g., in agriculture, mining, and shipping domains. The other advantage of fog computing is the protection of data security and privacy since data can be held within the LAN. Fog nodes are better suited for deploying DNNs rather than training since they are designed to store data from local devices, which are incomplete compared with those on the cloud. Nevertheless, model training can still be scheduled on fog nodes by leveraging federated learning [60].

3) Edge Computing Layer: The term of edge computing is interchangeable with fog computing in some literature [21], [19] or denotes a broader concept that the fog can be treated as...
a part of it [23]. Nevertheless, we treat them as different concepts for clarity in this paper. Specifically, we distinguish them based on their locations within the LAN, i.e., fog computing at the network side and edge computing at the thing side. In this sense, edge computing refers to deploying computing capacity on edge devices in proximity to sensors and actuators. A great advantage of edge computing over fog and cloud computing is the reduction of latency and network bandwidth since it can process data into compact structured information on-site before transmission, which is especially useful for AIoT applications using multimedia sensors. However, due to its limited computation capacity, only lightweight DNNs can run on edge devices. Therefore, research topics including neural network architecture design or search for mobile setting and network pruning/compression/quantization have attracted increasing attention recently.

In practice, it is common to deploy multiple different models into cloud platforms, fog nodes, and edge devices in an AIoT system to build an intelligent hybrid computing architecture. By intelligently offloading part of the computation workload from edge devices to the fog nodes and cloud, it is expected to achieve low latency while leveraging deep learning capacities for processing massive amounts of data. For example, a lightweight model can be deployed on edge devices to detect cars in a video stream. It can act as a trigger to transmit keyframes to fog nodes or the cloud for further processing.

B. Hardware and Software

1) Hardware: While GPU is initially developed for accelerating image rendering on display devices, the general-purpose GPU turns the massive computational power of its shader pipeline into general-purpose computing power (e.g., for massive vector operations), which has sparked the deep learning revolution along with DNN and big data. Lots of operations in the neural network such as convolution can be computed in parallel on GPU, significantly reducing the training and inference time. Recently, an application-specific integrated circuit (ASIC) named TPU is designed by Google specifically for neural network machine learning. Besides, Field-Programmable Gate Arrays (FPGA) have also been used for DNN acceleration due to their low power consumption and high throughput. Several machine learning processors have also been developed for fog and edge computing, e.g., Google Edge TPU and NVIDIA Jetson Nano.

2) Software: Researchers and engineers must design, implement, train, and deploy DNNs easily and quickly. To this end, different open-source deep learning frameworks have been developed, from the beginners like Caffe[1] and MatConvNet[2] to the popular TensorFlow[3] and PyTorch[4]. MatConvNet is a MATLAB toolbox for implementing Convolutional Neural Networks (CNNs). Caffe is implemented in C++ with Python and Matlab interfaces and well-known for its speed but does not support distributed computation and mobile deployment. Caffe2 improves it accordingly, which has been later merged into PyTorch. The features like dynamic computation graphs and automatic computation of gradients in TensorFlow and PyTorch have made them easy to use and popular. They also support for deploying models into mobile devices by enabling model compression/quantization and hardware acceleration. Porting models among different frameworks is necessary and useful. The Open Neural Network Exchange (ONNX)[5] offers this feature by defining an open format built to represent machine learning models, which has been supported by TensorFlow and PyTorch. There are other deep learning frameworks like MXNet[6], Theano[7], PaddlePaddle[8] and neural network inference computing framework for mobile devices like ncnn[9].

III. PROGRESS REVIEW OF AI FOR IOT

In this section, we comprehensively review the progress of enabling AI technologies for AIoT applications, especially deep learning. We conduct the survey by applying a new taxonomy, i.e., how deep learning improves the ability of AIoT systems for perceiving, learning, reasoning, and behaving. To prevent it from being a survey on deep learning, we carefully select the topics and technologies that are closely related to and useful for various AIoT applications. Moreover, we only outline the trend of the research progress and highlight state-of-the-art technologies rather than diving into the details. We specifically discuss their potentials for AIoT applications. We hope this survey can draw an overall picture of AI technologies for AIoT and provide insights into their utility.

A. Perceiving

Empowering things with the perceiving ability, i.e., understanding the environment using various sensors, is fundamental for AIoT systems. In this part, we will focus on several related topics as diagrammed in Figure 4.

First, we present a review of the progress in generic scene understanding including image classification, object detection, and tracking, semantic segmentation, and text spotting.

1) Image Classification: Image classification refers to recognizing the category of an image. Classical machine learning methods based on hand-crafted features have been surpassed by DNNs [26] on large-scale benchmark datasets like ImageNet [30], sparking a wave of research on the architecture of DNNs. From AlexNet [26] to ResNet [64], more and more advanced network architectures have been devised by leveraging stacked 3×3 convolutional layer for reducing network parameters and increasing network depth, 1×1 convolutional layer for feature dimension reduction, residual connections for preventing gradient vanishing and increasing network capacity, and dense connections for reusing features from previous layers as shown in Figure 5. A brief summary of representative deep CNNs is listed in Table II. As can be seen, with the increase of network depth and the number of parameters,
the representation capacity also increases, leading to lower top1 classification error on the ImageNet dataset. Besides, the architecture of the network matters. Even with fewer model parameters and computational complexity, the recently proposed networks such as ResNet and DenseNet outperform previous ones such as VGGNet. Lightweight networks are appealing to AIoT applications where DNNs are deployed on edge devices. Recently, some computationally efficient networks like MobileNet have been proposed by leveraging depth-wise convolutions [65], point-wise convolutions [66], or binary operations [67]. Besides, network compression such as pruning and quantization can be used to obtain lightweight models from heavy models, which will be reviewed in Section III-A17 Image recognition can be very useful in many AIoT applications, such as smart education tools or toys, which help and teach children to explore the world with cameras. Besides, some popular applications in smartphones also benefit from the advances in this area for recognizing flowers and birds, and food items and calories.

2) Object Detection: Generic object detection refers to recognizing the category and location of an object, which is used as a prepositive step for many downstream tasks including face recognition, person re-identification, pose estimation, behavior analysis, and human-machine interaction. The methods for object detection from images have been revolutionized by DNNs. State-of-the-art methods can be categorized into two groups: two-stage methods and one-stage methods. The former follows a typical “proposal→detection” paradigm [27], while the latter directly evaluates all the potential object candidates and outputs the detection results [68]. Recently, one-stage anchor-free detectors have been proposed by representing object location using points or regions rather than anchors [69], achieving a better trade-off between speed and accuracy, which is appealing to AIoT applications that require onboard detection. Detection of specific category of objects such as pedestrian, car, traffic-sign, and the license plate has been widely studied, which are useful for improving the perceiving ability of AIoT systems for traffic and public safety surveillance and autonomous driving [70]. Besides, object detection is a crucial technique for video data structuring in many AIoT systems using visual sensors, which aims to extract and organize compact structured semantic information from video data for further retrieval, verification, statistics, and analysis at low transmission, storage, and computation cost.

**Table II**

| Network  | Year  | Depth | Param. (M) | Comp. (G) | top1-err |
|----------|-------|-------|------------|-----------|----------|
| AlexNet  | 2012  | 8     | 61.10      | 0.72      | 43.45    |
| VGGNet   | 2014  | 11    | 132.86     | 7.63      | 30.98    |
|          | 13    | 133.05| 11.34      | 30.07     |          |
|          | 16    | 138.36| 15.5       | 28.41     |          |
|          | 19    | 143.67| 19.67      | 27.62     |          |
| GoogLeNet| 2014  | 22    | 6.62       | 1.51      | 30.22    |
| Inception v3 | 2015 | 48    | 27.16      | 2.85      | 22.55    |
| ResNet   | 2015  | 18    | 11.69      | 1.82      | 30.24    |
|          | 34    | 21.80 | 3.68       | 26.70     |          |
|          | 50    | 25.56 | 4.12       | 23.85     |          |
|          | 101   | 44.55 | 7.85       | 22.63     |          |
|          | 152   | 60.19 | 11.58      | 21.69     |          |
| DenseNet | 2016  | 121   | 7.98       | 2.88      | 23.35    |
|          | 169   | 14.15 | 3.42       | 24.00     |          |
|          | 201   | 20.01 | 4.37       | 22.80     |          |
|          | 161   | 28.68 | 7.82       | 22.35     |          |
3) **Object Tracking**: Classical object tracking methods include generative and discriminative methods where the former ones try to search the most similar regions to the target and the latter ones leverage both foreground target and background context information to train an online discriminative classifier \[71\]. Later, different deep learning methods have been proposed to improve the classical methods by learning multi-resolution deep features \[72\], end-to-end representation learning \[73\], and leveraging siamese networks \[74\]. Object trackers usually run much faster than object detectors, which can be deployed on edge devices of AIoT applications such as video surveillance and autonomous driving for object trajectory generation and motion prediction. One possible solution is to leverage the hybrid computation architecture (see Section II-A) by deploying object tracker on edge devices while deploying object detectors on the fog nodes or cloud, i.e., tracking across all frames while detecting only on keyframes. In this way, only keyframes and the compact structured detection results should be transmitted via the network, thereby reducing the network bandwidth and processing latency.

4) **Semantic Segmentation**: Semantic segmentation refers to predicting pixel-level category label for an image. The fully CNN with an encoder-decoder structure has become the de facto paradigm for semantic segmentation \[75\], \[76\], since it can learn discriminative and multi-resolution features through cascaded convolution blocks while preserving spatial correspondence. Many deep models have been proposed to improve the representation capacity and prediction accuracy from the following three aspects: context embedding, resolution enlarging, and boundary refinement. Efficient modules are proposed to exploit context information and learn more representative feature representations such as global context pooling module in the ParseNet \[77\], atrous spatial pyramid pooling in the DeepLab models \[78\], and the pyramid pooling module in the PSPNet \[79\]. Enlarging the resolution of feature maps is beneficial for improving prediction accuracy, especially for small objects. Typical techniques include using the deconvolutional layer, unpooling layer, and dilated convolutional layer. Boundary refinement aims to obtain sharp boundaries between different categories in the segmentation map, which can be achieved by using conditional random field as the post-processing technique on the predicted probability maps \[80\].

Instance segmentation refers to detecting foreground objects as well as obtaining their masks. A well-known baseline model is Mask R-CNN which adopts an extra branch for object mask prediction in parallel with the existing one for bounding box regression \[79\]. Its performance can be improved further by exploiting and enhancing the feature hierarchy of deep convolutional networks \[81\], employing non-local attention \[82\], and leveraging the reciprocal relationship between detection and segmentation via hybrid task cascade \[83\]. Panoptic segmentation refers to simultaneously segmenting the masks of foreground objects as well as background stuff \[84\], i.e., unifying both the semantic segmentation and instance segmentation tasks. A simple but strong baseline model is proposed in \[84\], which adds a semantic segmentation branch into the Mask R-CNN framework and uses a shared feature pyramid network backbone \[85\]. Semantic segmentation in many sub-areas such as medical image segmentation \[85\], road detection \[85\], and human parsing \[86\], are useful in various AIoT applications. For example, it can be used to recognize the dense pixel-level drivable area and traffic participants like cars and pedestrians, which can be further combined with 3D measure information to get a comprehensive understanding of the driving context and make smart driving decisions accordingly. Moreover, obtaining the foreground mask or body parts matters for many AIoT applications, e.g., video editing for entertainment and computational advertising, virtual try-on, and augmented/virtual reality (AR/VR). Besides, the structured semantic mask is also useful for semantic-aware efficient and adaptive video coding.

5) **Text Spotting**: Text spotting is a composite task including text detection and recognition. Although text detection is related to generic object detection, it is a different and challenging problem: 1) while generic objects have regular shapes, text may be in variable length and shape depending on the number of characters and their orientation; 2) the appearance of same text may change significantly due to fonts, styles as well as background context. Deep learning has advanced this area by learning more representative feature \[87\], devising better representation of text proposals \[88\], and using large-scale synthetic dataset \[89\]. Recently, end-to-end modeling of text detection and recognition has achieved impressive performance \[90\], \[91\]. Each sub-task can benefit from the other by leveraging more supervisory signals and learning a shared feature representation. Moreover, rather than
recognizing text at the character level, recognizing text at the word or sentence level can benefit from the word dictionary and language model. Specifically, the idea of sequence-to-sequence modeling and connectionist temporal classification (CTC) [92] from the areas of speech recognition and machine translation has also been explored. Since the text is very common in real-world scenes, e.g., traffic sign, nameplate, information board, text spotting can serve as a useful tool in many AIoT applications for “reading” text information from scene images, e.g., live camera translator for education, reading assistant for the visually impaired [93], optical character recognition (OCR) for automatic document analysis, store nameplate recognition for self-localization and navigation. The representative benchmark datasets in the areas related to generic scene understanding are summarized in Table III.

Next, we present a review of the progress in human-centric perceiving including biometric recognition such as face/fingerprint/iris recognition, person re-identification, pose/gesture/action estimation, and crowd density estimation.

6) Biometric Recognition: Biometric recognition based on face, fingerprint, or iris, is a long-standing research topic. We first review the progress in face recognition. There are usually four key stages in a face recognition system, i.e., face detection, face alignment, face representation, and face classification/verification. Face detection, as a specific sub-area of object detection, benefits from the recent success of deep learning in generic object detection. Nevertheless, special effort should be made to address the following challenges, i.e., vast scale variance, severe imbalance of positive and negative proposals, profile and front face, occlusion, and motion blur. One of the most famous classical methods is the Viola-Jones algorithm, which sets up the fundamental face detection framework [94]. The idea of using cascade classifiers inspires many deep learning methods such as cascade CNN [95].

Recently, jointly modeling face detection with other auxiliary tasks including face alignment, pose estimation, and gender classification, can achieve improved performance, owing to the extra abundant supervisory signals for learning a shared discriminative feature representation [96], [97]. Note that the all-in-one model is appealing to some AIoT application where the extra abundant supervisory signals for learning a shared discriminative and compact face embedding [99]. Face recognition is one of the most widely used perceiving techniques for identity verification and access control in various AIoT applications, e.g., smart cities and smart homes. Associating the facial identity with one’s accounts can create vast business value, e.g., mobile payment, membership development and promotion, fast track in smart retail. Regarding the number of people to be recognized and privacy concerns, either offline or online solutions can be used, where models are deployed on edge devices, fog nodes, or cloud centers [100], [101]. A recent research topic related to practical face recognition applications is liveness detection and spoof detection. Different methods have been proposed based on action imitation, speech collaboration, and multi-modal sensors [102].

Face alignment, a.k.a. facial landmark detection aims to detect facial landmarks from a face image, which is useful for front face alignment and face recognition. Typically, face landmark detectors are trained and deployed in a cascade manner that a shape increment is learned and used to update the current estimate at each level [98]. Face landmark detectors are usually lightweight and run very fast, which are very useful for latency-sensitive AIoT applications.

For face recognition, significant progress has been achieved in the last decade, mainly owing to deep representation learning and metric learning. The milestone work in [25] propose to learn discriminative deep bottleneck features using classification and verification losses. Nevertheless, they face a challenge to scale to orders of magnitude larger datasets with more identities. To address this issue, a representation learning method using triplet loss is proposed to directly learn discriminative and compact face embedding [99]. Face recognition is one of the most widely used perceiving techniques for identity verification and access control in various AIoT applications, e.g., smart cities and smart homes. Associating the facial identity with one’s accounts can create vast business value, e.g., mobile payment, membership development and promotion, fast track in smart retail. Regarding the number of people to be recognized and privacy concerns, either offline or online solutions can be used, where models are deployed on edge devices, fog nodes, or cloud centers [100], [101]. A recent research topic related to practical face recognition applications is liveness detection and spoof detection. Different methods have been proposed based on action imitation, speech collaboration, and multi-modal sensors [102].

In addition to face recognition, iris, fingerprint, and palmprint recognition have also been studied for a long period and are widely used in practical AIoT applications. Compared with fingerprint, palmprint has abundant features and can be captured using common built-in cameras of mobile phones rather than sensitive sensors. Typically, a palmprint recognition system is composed of a palmprint image acquisition system, a palmprint region of interest (ROI) extraction module, a feature extraction module, and a feature matching module for recog-
Human pose estimation, a.k.a. human keypoint detection, is more challenging due to the variations in the uncontrolled environment, e.g., viewpoint, resolution, clothing, and background context. To address these challenges, different methods have been proposed [110] including deep metric learning based on various losses, integration of local features and context, multi-task learning based on extra attribute annotations, and using human pose and parsing mask as guidance. Recently, generative adversarial networks (GAN) have been used to generate style-transferred images for bridging the domain gap between different datasets [111]. Person re-identification has vast potential for AIoT applications such as smart security in an uncontrolled and non-contact environment, where other biometric recognition techniques are not applicable. Although extra efforts are needed to build practical person re-identification systems, one can leverage the idea of human-in-the-loop artificial intelligence to achieve high performance with low labor effort. For example, the person re-identification model can be used for initial proposal ranking and filtering, then human experts are involved to make final decisions.

7) Person Re-Identification: Person re-identification, as a sub-area of image retrieval, refers to recognizing an individual captured in disjoint camera views. In contrast to face recognition in a controlled environment, person re-identification is more challenging due to the variations in the uncontrolled environment, e.g., viewpoint, resolution, clothing, and background context. To address these challenges, different methods have been proposed [110] including deep metric learning based on various losses, integration of local features and context, multi-task learning based on extra attribute annotations, and using human pose and parsing mask as guidance. Recently, generative adversarial networks (GAN) have been used to generate style-transferred images for bridging the domain gap between different datasets [111]. Person re-identification has vast potential for AIoT applications such as smart security in an uncontrolled and non-contact environment, where other biometric recognition techniques are not applicable. Although extra efforts are needed to build practical person re-identification systems, one can leverage the idea of human-in-the-loop artificial intelligence to achieve high performance with low labor effort. For example, the person re-identification model can be used for initial proposal ranking and filtering, then human experts are involved to make final decisions.

8) Human Pose Estimation and Gesture/Action Recognition: Human pose estimation, a.k.a. human keypoint detection refers to detecting body joints from a single image. There are two groups of human pose estimation methods, i.e., top-down methods and bottom-up methods. The former consists of two stages including person detection and keypoint detection, while the latter directly detects all keypoints from the image and associates them with corresponding person instances. Although top-down methods still dominate the leaderboard of public benchmark datasets like MS COCO [9], they are usually slower than bottom-up methods [112]. Recent progress in this area can be summarized in the following aspects: 1) learning better feature representation from stronger backbone network, multi-scale feature fusion, or context modeling [113]; 2) effective training strategy including online hard keypoint mining, hard negative person detection mining, and harvesting extra data [114]; 3) sub-pixel representation or post-processing techniques [107]. [114]. Recently, dealing with pose estimation in crowd scenes with severe occlusions also attracts much attention. The other related topic is 3D human pose estimation from a single image or multi-view images [115], aiming to estimate the 3D coordinate of each keypoint rather than the 2D coordinate on the image plane.

Once we detect the human keypoints for each frame given a video clip, the skeleton sequence for each person instance can be obtained, from which we can recognize the action. This process is known as skeleton-based action recognition. To model the long-term temporal dependencies and dynamics as well as spatial structures within the skeleton sequence, different neural networks have been exploited for action recognition such as the deep recurrent neural network (RNN) [116], CNN [117], deep graph convolutional networks (GCN) [118]. Besides, since some joints may be more relevant to specific actions than others, attention mechanism has been used to automatically discover informative joints and emphasize their importance for action recognition [119]. Estimation of human pose and recognition of action can be very useful in many real-world AIoT scenarios, such as rehabilitation exercises monitoring and assessment [120], dangerous behavior monitoring [121], and human-machine interaction (HMI).

Hand gesture recognition is also a hot research topic and has many practical applications such as HMI and sign language recognition. Different sensors can be used in AIoT systems for gesture recognition, such as millimeter-wave radar and visual sensors like RGB camera, depth camera, and event camera [122], [123], [124]. Nevertheless, due to the prevalence of cameras and great progress in deep learning and computer vision, visual hand gesture recognition has the vast potential, which can be categorized into two groups, i.e., static ones and dynamic ones. The former aims to match the gesture in a single image to some predefined gestures, while the latter tries to recognize the dynamic gesture from an image sequence, which is more useful. Usually, there are three phases in dynamic hand gesture recognition, i.e., hand detection, hand tracking, and gesture recognition. While hand detection and tracking can benefit from recent progress in generic object detection and tracking as described in Section II-A2 and III-A3, hand gesture recognition can also borrow useful ideas from the area of action recognition, e.g., exploiting RNN and 3D CNN to capture the gesture dynamics from image sequences. Hand gesture recognition can be very useful for interactions with things in AIoT systems, e.g., non-contact control of television and car infotainment system, and communication with the speech and hearing impaired [125].

9) Crowd Counting: In the video surveillance scenario, it is necessary to count the crowd in both indoor and outdoor areas and prevent crowd congestion and accident. For practical AIoT applications with crowd counting ability, Wi-FI, Bluetooth,
Fig. 6. Demonstration of AI techniques for generic scene understanding, human-centric perceiving and 3D perceiving. (a) A frame from the video “Walking Next to People”\(^{11}\). (b) The processed result by using different perceiving methods, i.e., semantic segmentation \[^{[85]}\]; object detection \[^{[106]}\]; text spotting \[^{[91]}\]; human parsing \[^{[86]}\]; human pose estimation \[^{[107]}\]; face detection, alignment, and facial attribute analysis \[^{[96]}\], \[^{[108]}\]; depth estimation \[^{[109]}\].

| Area                  | Dataset                  | Link                                                   | Volume | Label Type |
|-----------------------|--------------------------|--------------------------------------------------------|--------|------------|
| Face Recognition      | FFHQ                     | https://github.com/NVlabs/ffhq-dataset                | 70k    | ID         |
|                       | FDDDB                    | http://vis-www.cs.umass.edu/fddb/                     | 2,845  | BBox       |
|                       | YouTube Faces DB         | https://www.cs.tau.ac.il/~wolff/yfaces/               | 3,425  | BBox       |
| Fingerprint Recognition| FVC2000                  | http://bias.cs.umbro.id/fvc2000/databases.asp        | 3,520  | ID         |
|                       | LivDet Databases         | http://jduvet.org/registration.php                    | 11k    | ID         |
| Iris Recognition      | LivDet Databases         | http://jduvet.org/registration.php                    | 7,223  | ID         |
|                       | IrisDisease              | http://jduvet.org/registration.php                    | 2,996  | ID         |
| Person Re-ID          | Market-1501              | http://zheng-lab.cecs.anu.edu.au/Project/project_reid.html | 1,501  | ID, BBox   |
|                       | DukeMTMC-ReID            | https://github.com/sxzrt/DukeMTMC-reID_evaluation    | 1,404  | ID, BBox   |
|                       | CUHK03                   | https://www.ee.cuhk.edu.hk/~xgwang/CUHK_identification.html | 1,360  | ID, BBox   |
| Pose Estimation       | COCO                     | https://cocodataset.org/#keypoints-2020               | 200k   | Keypoints  |
|                       | MPII                     | http://human-pose.mpi-inf.mpg.de/                     | 25k    | Keypoints  |
|                       | DensePose-COCO           | http://densepose.org/                                 | 50k    | Keypoints  |
| Gesture Recognition   | DVS128                   | https://www.research.ibm.com/dvsGesture/              | 1,342  | Category   |
|                       | MS-ASL                   | https://www.microsoft.com/en-us/research/project/ms-asl/ | 25k    | Category   |
| Action Recognition    | UCF101                   | https://www.crvc.ucr.edu/data/UCF101.php             | 13,320 | Category   |
|                       | ActivityNet              | http://activity-net.org/                              | 19,994 | Category   |
| Crowd Counting        | NWPU-Crowd               | https://gfy3053.github.io/NWPU-Crowd-Sample-Code/     | 5,109  | Dots, BBox |
|                       | JHU-CROWD++              | http://www.crowd-counting.com/                       | 4,372  | Dots, BBox |
|                       | UCF-QNRF                 | https://www.crvc.ucr.edu/data/ucf-qnrf/               | 1,535  | Dots       |

In the following, we review several topics related to 3D perceiving including depth estimation, localization, and simultaneous localization and mapping (SLAM).

10) Depth Estimation/Localization/SLAM: Estimating depth using cameras is a long-standing research topic \[^{[129]}\], \[^{[130]}\], \[^{[131]}\], \[^{[109]}\]. In real-world AoT applications, there can be several configurations such as the monocular camera, stereo camera, multi-view camera system. Recently, depth estimation from monocular video together with camera pose estimation has attracted a lot of attention. In contrast to traditional matching and optimization-based methods, current research on this topic mainly focuses on deep learning in an unsupervised or self-supervised way \[^{[132]}\]. Nevertheless, they construct the self-supervisory signals based on the
re-projection photometric loss w.r.t. depth and camera pose derived from the well-defined multi-view geometry, which is similar to the matching error or photometric error terms in the traditional optimization objective. Although CNN has powerful representation capacity, special effort has to be made to address the challenges including occlusions and dynamic objects, as well as the scale issue (per-frame ambiguity and temporally inconsistent).

The aforementioned camera pose estimation is also related to visual odometry (VO) and visual-inertial odometry (VIO) \cite{133, 134}, which aim to calculate sequential camera poses of an agent based on the camera and Inertial Measurement Unit (IMU) sensors. VO and VIO are always used at the front-end in a SLAM system, where the back-end refers to the nonlinear optimization of the pose graph, aiming to obtain globally consistent and drift-free pose estimation results. In traditional methods like ORB-SLAM \cite{135}, the front-end and back-end are two separate modules. Recently, a differentiable architecture named neural graph optimizer is proposed for global pose graph optimization \cite{136}. Together with a local pose estimation model, it achieves a complete end-to-end neural network solution for SLAM.

Depth estimation, pose estimation, VO/VIO, and SLAM constitute the important 3D perceiving ability of AIoT, which could be very useful in smart transportation \cite{137}, smart industry \cite{138}, smart agriculture \cite{139, 140, 141}, smart cities and homes \cite{142, 143, 144}. For example, deploying multiple cameras at different viewpoints, one can construct a multi-view system for depth estimation and object or scene 3D reconstruction. In the autonomous driving scenario, depth estimation can be integrated into the object detection module and road detection module for forward collision warning. Besides, SLAM can be used for lane departure warning, lane-keeping, high-precision map construction and update \cite{137}. Other use cases may include self-localization and navigation for the agricultural robot, sweeper robot, service robot, and unmanned aerial vehicle \cite{139, 138, 140}. The representative benchmark datasets in the areas of 3D perceiving are summarized in Table V.

Due to sensor quality and imaging conditions, the captured image may need to be pre-processed to enhance illumination, increase contrast, and rectify distortions before being used in the aforementioned visual perception tasks. In the following, we briefly review the recent progress in the area of image enhancement as well as image rectification and stitching.

11) Image Enhancement: Image enhancement is a task-oriented task that refers to enhancing specific property of a given image, such as illumination, contrast, sharpness. Images captured in a low-light environment are in low visibility and difficult to see details due to insufficient incident light or underexposure. An image can be decomposed into the reflectance map and illumination map based on the Retinex theory \cite{145}. Then, the illumination map can be enhanced, thereby balancing the overall illumination of the original low-light image. However, it is a typical ill-posed problem to obtain the reflectance and illumination from a single image. To address this issue, different prior-based or learning-based low-light enhancement methods have been proposed in recent literature. For example, Cai et al. propose the first deep CNN model for image dehazing, which outperforms traditional illumination map to refine the initial estimation \cite{146}. While a piece-wise smoothness constraint is used in \cite{147}. Since low-light images usually contain noises that will be amplified after enhancement, some robust Retinex models have been proposed to account for noise and estimate reflectance, illumination, and noise simultaneously \cite{147, 148}.

Images captured in a haze environment are in low contrast due to the haze attenuation and scattering effects. Recovering the clear image from a single hazy input is also an ill-posed problem, which can be addressed by both prior-based and learning-based methods \cite{149, 150, 151}. For example, He et al. propose a dark channel prior to estimate the haze transmission efficiently \cite{149}. Cai et al. propose the first deep CNN model for image dehazing, which outperforms traditional prior-based methods by leveraging the powerful representation capacity of CNNs \cite{150}. Recently, Zhao et al. propose a real-world benchmark to evaluate dehazing methods according to visibility and realness \cite{152}. When images are captured in the low-light and haze environment, it comes to the more challenging case, i.e., nighttime image dehazing. Similarly, some methods have been proposed based on either statistical priors or deep learning, e.g., maximum reflectance prior \cite{153}, glow separation \cite{154}, and ND-Net \cite{155}.

12) Image Rectification and Stitching: Wide Field-of-View (FOV) cameras such as fisheye cameras have been widely used in different AIoT applications, e.g., video surveillance and autonomous driving since they can capture a larger scene area than narrow FOV cameras. However, the captured images contain distortions since they break the perspective transformation assumption. To facilitate downstream tasks, the distorted image should be rectified beforehand. The rectification methods can be categorized as camera calibration-based methods and distortion model-based methods. The former calibrate the intrinsic and extrinsic parameters of cameras and then rectify the distorted image by following perspective transformation. The

| Area               | Dataset                  | Link                                                                 | Volume | Label Type |
|--------------------|--------------------------|----------------------------------------------------------------------|--------|------------|
| Depth Estimation   | KITTI                    | http://www.cvlibs.net/datasets/kitti/eval_depth.php                  | 93k    | Depth Maps |
|                    | NYU Depth Dataset V2     | https://cs.nyu.edu/~silberman/datasets/nyu_depth_v2.html             | 1,449  | Depth Maps |
|                    | Make3D                   | http://make3d.cs.cornell.edu/data.html#object                        | 534    | Depth Maps |
| SLAM               | KITTI                    | http://www.cvlibs.net/datasets/kitti/eval_odometry.php               | 22     | Poses      |
|                    | EUROC MAV Dataset        | https://projects.asl.ethz.ch/datasets/doku.php?id=kmavvisualinertialdatasets | 12     | Poses      |
|                    | TUM Visual-Inertial      | https://vision.in.tum.de/data/datasets/visual-inertial-dataset        | 43     | Poses      |
widespread use and is a non-contact method. The former directly estimate the distortion parameters of a distortion model and map the distorted image to the rectified image based on it accordingly. Different geometric cues have been exploited for formulating the optimization constraints in optimization-based methods or loss functions in learning-based methods [157], such as lines and vanishing points. Given two or more fisheye cameras with calibrated parameters, a panorama image can be obtained from their images by image stitching. For example, Liu et al. propose an online camera pose optimization method for the surround view system [158], which is composed of several fisheye cameras around the vehicle. The surround view system can capture a 360° view around the vehicle, which is useful in IoV for the advanced driver assistant system and crowd-sourcing high-precision map update.

In addition to the above reviewed visual perception methods, we then present a brief review of auditory perception, specifically speech perception. We include two topics in the following part, i.e., speech recognition and speaker verification.

13) Speech Recognition: Speech recognition, a.k.a automatic speech recognition (ASR), is a sub-field of computational linguistics that aims to recognizing and translating spoken language into text automatically. Traditional ASR models are based on hand-crafted features like cepstral coefficient and Hidden Markov Model (HMM) [159], which have been revolutionized by the deep neural network for end-to-end modeling without the need of domain knowledge for feature engineering, HMM design, as well as explicit dependency assumption. For example, RNN, especially Long Short-Term Memory (LSTM), is used to model the long-range dependencies in the speech sequence and decode the text sequentially [24]. However, for one thing, extra effort is needed to pre-segment training sequences so that the classification loss can be calculated at each point in the sequence independently, for another, RNN processes data in a sequential manner, which is parallel-unfriendly. To address the first issue, the connectionist temporal classification is proposed by directly maximizing the probabilities of the correct label sequence in a differentiable way [92]. To mitigate the other issue, the Transformer architecture is devised using scaled dot-product attention and multi-head attention [160].

Recently, real-time ASR systems have been developed either using on-device computing or in a cloud-assisted manner [161], [162]. ASR is very useful in many AIoT applications since speech is one of the most important non-contact interaction modes. For example, ASR can be used in the smart input system [163], automatic transcription system, smart voice assistant [164], [165], computer-assisted speech rehabilitation and language teaching [166]. The computing paradigm could be on-device edge computing (e.g., off-line mode of smart voice assistant), fog computing with a powerful computing device and sound pickup system (e.g., automatic transcription system for conferences), as well as the cloud computing with acceptable latency (e.g., on-line mode of smart voice assistant). Besides, some related techniques for music and humming recognition and birdsong recognition could be useful to empower AIoT systems for music retrieval and recommendation and wild bird conservation.

14) Speaker Recognition: While face recognition aims to recognize an individual through one’s unique facial patterns, speaker recognition achieves the same goal using one’s voice characteristics. A speaker recognition system is composed of three modules, i.e., speech acquisition and production, liveness detection and recognition, and pattern matching and classification [167]. Previously speaker recognition methods are dominated by the i-vector representation and probabilistic linear discriminant analysis framework [168], where i-vector refers to extracting low-dimensional speaker embeddings from sufficient statistics. Recently, several end-to-end deep speaker recognition models have been devised [169], achieving better performance than i-vector baselines. Similar to the techniques in face recognition, speaker recognition also benefits from the advances in deep metric learning, i.e., leveraging the contrastive loss or triplet loss to learn discriminative speaker embeddings from large-scale datasets. Speaker recognition is one of the important means for identity identification, which has many applications in various AIoT domains, for example, automatic transcription system for multi-person meetings, personalized recommendation by smart voice assistants [170], and audio forensics [171]. Besides, speaker recognition can be integrated with face recognition for access control. The representative benchmark datasets in the areas related to auditory perception are summarized in Table VI.

Next, we present a review of the progress in natural language processing (taking machine translation as an example) and multimedia and multi-modal analysis.

15) Machine Translation: Machine translation (MT) is also a sub-field of computational linguistics that aims to translate text from one language to another automatically. Neural machine translation (NMT) based on deep learning has made rapid progress in recent years, outperforming the traditional statistical MT methods or example-based MT methods by

### Table VI

| Area              | Dataset | Link                                                                 | Volume            | Label Type   |
|-------------------|---------|----------------------------------------------------------------------|-------------------|--------------|
| Speech Recognition| CHiME-3 | [http://spandh.dcs.shef.ac.uk/chimechallenge/chime2015/](http://spandh.dcs.shef.ac.uk/chimechallenge/chime2015/) | 14,658 utterances | Text, ID     |
|                   | VoxCeleb| [http://www.robots.ox.ac.uk/~vgg/data/voceleb/](http://www.robots.ox.ac.uk/~vgg/data/voceleb/) | 1M utterances     | Text, BBox, Attributes |
|                   | TIMIT APCSC | [https://catalog.ldc.upenn.edu/LDC09S1](https://catalog.ldc.upenn.edu/LDC09S1) | 630 speakers      | Text, ID     |
| Speaker Verification| VoxCeleb| [http://www.robots.ox.ac.uk/~vgg/data/voceleb/](http://www.robots.ox.ac.uk/~vgg/data/voceleb/) | 1M utterances     | Text, BBox, Attributes |
|                   | TIMIT APCSC | [https://catalog.ldc.upenn.edu/LDC09S1](https://catalog.ldc.upenn.edu/LDC09S1) | 630 speakers      | Text, ID     |
|                   | Common Voice | [https://commonvoice.mozilla.org/en/datasets](https://commonvoice.mozilla.org/en/datasets) | 61,528 voices     | ID, Attributes |
leveraging the powerful representation capacity and large-scale training data. The prevalent architecture for NMT is the encoder-decoder [172]. Later, attention mechanism is used to attend to all source words (i.e., global attention) or only part of them (i.e., local attention) when decoding at each step of RNN [173], [174], [175]. Attention can be useful for learning context features related to the target and achieve joint alignment and translation, showing better performance for long sentences. Unsupervised representation learning has shown promising performance for many down-stream language tasks by learning context-aware and informative embeddings, e.g., BERT [29]. Recently, unsupervised NMT has also been studied, which could be trained on monolingual corpora. For example, leveraging BERT as contextual embedding has been proved useful for NMT by borrowing informative context from the pre-trained model [176]. Together with speech recognition and speech synthesis, MT can be extended to translation speech from one language to another, which is very useful in many AIoT applications such as language education [166], automatic translation and transcription, and multilingual customer service (e.g., subway broadcast).

16) Multimedia and Multi-modal Analysis: With the rapid growth of multimedia content (e.g., text, audio, image, and video) created in various Internet platforms, understanding the content becomes a hot research topic. Recent studies on cross-media matching and retrieval try to align both domains semantically by leveraging deep learning, especially adversarial learning [177]. However, the modality-exclusive information impedes representation learning. To address this issue, disentangled representation learning has been proposed [178], which tries to maximize the mutual information between feature embeddings from different modalities and separate modality-exclusive features from them. Image/video captioning and text-to-image generation are two generative tasks related to cross-modal matching, where captioning refers to generating a piece of text description for a given image or video [179] while text-to-image generation aims to generate a realistic image that matches the given text description [180].

In addition to the aforementioned multimedia content, there are other modalities of data that are also useful for scene understanding, e.g., depth image, Lidar point cloud, thermal infrared image. By using them with RGB images as input, cross-modal perceiving has attracted increasing attention in real-world applications, e.g., scene parsing for autonomous driving [181], [185], object detection and tracking in low-light scenarios [182], [183], and action recognition [184]. There are three ways of fusing multi-modal data, i.e., at the input level [181], at the feature level [185], [186], [187], [182], [183], and at the output level [184], respectively. Among them, fusing multi-modal data at the feature level is most prevalent, which can be further categorized into three groups, i.e., early fusion [186], late fusion [185], and fusion at multiple levels [185]. For example, a multi-branch group fusion module is proposed to fuse features from RGB and thermal infrared images at different levels in [182], since the semantic information and visual details differ at different levels. Besides, the authors in [185] leverage the residual learning idea to fuse the multi-level RGB image features and Lidar features via a residual structure in a cascaded manner.

Multi-media generation and cross-modal analysis are useful in some AIoT applications, e.g., television program retrieval/recommendation based on speech description [165], automatic (personalized) item description generation in e-commerce, a teaching assistant in education, multimedia content understanding and responding in a chatbot, nighttime object detection and tracking for smart security, and action recognition for rehabilitation monitoring and assessment. Another research topic that is close to AIoT is multimedia coding, which has also been advanced by deep learning [187]. It is noteworthy that a novel idea named video coding for machines is proposed recently [188], which attempts to bridge the gap between feature coding for machine vision and video coding for human vision. It can facilitate down-stream tasks given the compact coded features as well as support human-in-the-loop inspection and intervention, therefore having vast potential for supporting many AIoT applications. The representative benchmark datasets in the areas related to natural language processing and multimedia analysis are summarized in Table VII.

In the end, we briefly review the progress in network compression and neural architecture search (NAS).

17) Network Compression and NAS: Network compression is an effective technique to improve the efficiency of DNNs for AIoT applications with limited computational budgets. It mainly included four kinds of techniques, i.e., network pruning, network quantization, low-rank factorization, and
knowledge distillation. Typically, network pruning consists of three stages: 1) training a large network; 2) pruning the network according to a certain criterion; and 3) retraining the pruned network. Network pruning can be carried out at different levels of granularity, e.g., weight pruning, neuron pruning, filter pruning, and channel pruning based on the magnitude of weights or responses calculated by $L_1/L_2$ norm $\|\|$. Network quantization compresses the original network by reducing the number of bits required for each weight, which significantly reduces memory use and float point operations with a slight loss of accuracy. Usually, uniform precision quantization is adopted inside the whole network, where all layers share the same bit-width. Recently, a mixed-precision model quantization method has been proposed by leveraging the power of NAS $\|\|$, where different bit-widths are assigned to different layers/channels. For other techniques, we recommend the comprehensive review in $\|\|$. Instead of manually designing the network, NAS aims to automatically search the architecture from a predefined search space $\|\|$. Most NAS methods fall into three categories, i.e., evolutionary methods, reinforcement learning-based methods, and gradient-based methods. Evolutionary methods need to train a population of neural network architectures, which are then evolved with recombination and mutation operations. Reinforcement learning-based methods model the architecture generation process as a Markov decision process, treat the validation accuracy of the sampled network architecture as the reward and update the architecture generation model (e.g., RNN controller) via RL algorithms. The above two kinds of methods require rewards/fitness from the sampled neural architecture, which usually leads to a prohibitive computational cost. By contrast, gradient-based methods adopt a continuous relaxation of the architecture representation. Therefore, the optimization of neural architecture can be conducted in a continuous space using gradient descent, which is orders of magnitude faster.

### B. Learning

Since the real world is dynamic and complex, using a fixed model in AIoT systems can not adapt to the variations, probably leading to a performance loss. Thereby, empowering things with learning ability is important for AIoT so that it can update and evolve in response to the variations. Here, we briefly review the progress in several sub-areas of machine learning as diagrammed in Figure 7.

**First, we review some research topics in machine learning, where none or few data/annotations from the target task are available, i.e., unsupervised learning (USL), semi-supervised learning (SSL), transfer learning (TL), domain adaptation (DA), few-shot learning (FSL), and zero-shot learning (ZSL).**

1) **Unsupervised/Semi-supervised Learning:** Deep unsupervised learning refers to learning from data without annotations based on deep neural networks, e.g., deep autoencoders, deep belief networks, and GAN, which can models the probability distribution of data. Recently, various GAN models have been proposed which can generate high-resolution and visually realistic images from random vectors. Accordingly, the models are expected to have learned a high-level understanding of the semantics of training data. For example, the recent BigBiGAN model can learn discriminative visual representation with good transferring performance on down-stream tasks, by devising an encoder to learn an inverse mapping from data to the latent space $\|\|$. Another hot research sub-area is self-supervised learning, which learns discriminative visual representation by solving predefined pretext tasks $\|\|$. For example, the recently proposed SimCLR method defines a context-based contrasting task for self-supervised learning $\|\|$, obtaining comparable performance as fully supervised models.

Semi-supervised learning refers to learning from both labeled and unlabeled data $\|\|$. Usually, the amount of unlabeled data is much larger than that of labeled data. Recent studies adopt a teacher-student training paradigm, i.e., pseudo-labels are generated by the teacher model on the unlabeled dataset, which is then combined with the labeled data and used to train or finetune the student model. For example, an iterative training scheme is proposed in $\|\|$, where the trained student model is used as the teacher model at the subsequent training round. The method outperforms the fully supervised counterpart on ImageNet by a large margin.

Since annotating large-scale data can be prohibitively expensive and time-consuming, USL and SSL can be useful for continually improving models in AIoT systems by harvesting the large-scale unlabeled data collected by massive numbers of sensors $\|\|$. Besides, the multi-modal data from heterogeneous sensors (e.g., RGB/infrared/depth camera, IMU, Lidar, microphone) can be used to design cross modal-based pretext tasks (e.g., by leveraging audio-visual correspondence and ego-motion) and free semantic label-based pretext task (e.g., by leveraging depth estimation and semantic segmentation) for self-supervised learning $\|\|$.  

2) **Transfer Learning and Domain Adaptation:** Transfer learning is a sub-field of machine learning, aiming to address the learning problem of a target task without sufficient training data by transferring the learned knowledge from a source related task $\|\|$. Note that different from the aforementioned semi-supervised learning where labeled and unlabeled data are usually drawn from the same distribution, transfer learning does not require the data distributions of the source and the target domains to be identical. For example, it has been almost the de facto practice to fine-tune the models pre-trained on ImageNet in different down-stream tasks, e.g., object detection and semantic segmentation, for faster convergence and
better generalization. In a recent study [36], a computational taxonomic map is discovered for transfer learning between twenty-six visual tasks, providing valuable empirical insights, e.g., what tasks transfer well to other target tasks, and how to reuse supervision among related tasks to reduce the demand for labeled data while achieving same performance.

Domain adaptation is also a long-standing research topic related to transfer learning, which aims to learn a model from one or multiple source domains that performs well on the target domain for the same task (Figure 8). When there are no annotations available in the target domain, this problem is also known as unsupervised domain adaptation (UDA). Visual domain adaptation methods try to learn domain-invariant representations by matching the distributions between source and target domains at the appearance level, feature level, or output level, thereby reducing the domain shift. Domain adaptation has been used in many computer vision tasks including classification, object detection, and especially semantic segmentation [37], where obtaining the dense pixel-level annotations in the target domain is costly and time-consuming. Recently, a mobile domain adaptation framework is proposed for edge computing in AIoT [38] by knowledge distillation from the teacher model on the server to the student model on the edge device.

In real-world AIoT systems, there are always many related tasks involved, e.g., object detection and tracking, and semantic segmentation in video surveillance. Therefore, finding the transfer learning dependencies across these tasks and leveraging such prior knowledge to learn better models, are of practical value for AIoT [199], [200], [201], [202]. Domain adaptation could be useful for AIoT applications when deploying models to new scenarios or new working modes of machines [128], [203], [204], [205], [206], e.g., “synthetic→real”, “daytime→nighttime” or “clear→rainy”.

3) Few-/Zero-shot Learning: Few-shot learning, as an application of meta-learning (i.e., learning to learn), aims to learn from only a few samples with annotations [31]. Prior knowledge can be leveraged to facilitate addressing the unreliable empirical risk minimizer issue in FSL due to the small few-shot training set. For example, prior knowledge can be used to augment training data by transforming samples from the training set, or an extra weakly labeled/unlabeled dataset, or extra similar datasets. Besides, it can also be used to constrain hypothesis space and alter the search strategy in hypothesis space. In real-world AIoT applications, there are always some rare cases that need to be recognized by AI models, e.g., a car collision, cyber attack, machine fault. However, the collection and annotation of large-scale such cases are usually very difficult. Thereby, FSL can be used to learn suitable models in these scenarios [207].

Zero-shot learning refers to learning a model with good generalization ability that can recognize unseen samples, whose classes have not been seen previously. Usually, auxiliary semantic information is provided to describe both seen and unseen classes, e.g., attributes-based description, text-based description. Thereby, each category can be represented as a feature vector in the attribute space or lexical space (a.k.a. semantic space). In some cases, the semantic space is a given learned semantic space, e.g., label embedding space or text-embedding space, where semantically similar classes are embedded as nearby vectors. Therefore, ZSL can be formulated as learning a mapping from the data space to the semantic space [32]. ZSL can be useful in some AIoT application scenarios. For example, in fault diagnosis [207], some specific types of faults may occur in the future and should be recognized, but no training instances belonging to them have ever been collected previously. In other cases, classes may change over time or new classes may emerge, e.g., electric bicycle and tricar, where ZSL can be leveraged to adapt to the variations.

Then, we review another two learning topics related to AIoT, i.e., reinforcement learning (RL) and federated learning (FL).

4) Reinforcement Learning: As one of the three basic learning paradigms along with supervised learning and unsupervised learning, reinforcement learning aims to learn a policy model for an agent through interactions with the environment, such that it can maximize the cumulative reward. Recently, rapid progress has been made by incorporating deep learning in RL (i.e., DRL) [209]. DNN has a strong representation capacity for learning compact and discriminative feature representation from the high-dimensional image and video data, which enables RL to deal with previously intractable problems.
Empowering AIoT with such reasoning abilities is important for making smart and explainable decisions. In this part, we present the review on two related topics, i.e., knowledge graph and reasoning, as well as causal reasoning.

1) Knowledge Graph and Reasoning: Knowledge graph (KG) is an efficient structured way to represent knowledge in a graph, where nodes represent entities, and edges represent relations (a.k.a. facts) in the forms of triples, i.e., (head entity, relation, tail entity). Some well-known KGs such as WordNet, Freebase, YAGO, NELL have been constructed and used in many applications via knowledge reasoning. Knowledge reasoning refers to inferring new knowledge based on the existing knowledge, e.g., identification and removal of erroneous knowledge, adding missing knowledge, answering questions, and drawing conclusions. Classical knowledge reasoning methods are based on rules, including first-order predicate logic rules, probability rules, ontology languages, and path rules. Recently, knowledge graph embedding based methods have attracted significant attention, aiming to embed the entities and relations in a KG into continuous vector spaces such that the reasoning can be done by leveraging translational distance models and semantic matching models.

Knowledge reasoning is useful for many down-stream tasks which can be categorized into in-KG and out-of-KG. In-KG applications include graph refinement (e.g., completion and error detection), triple/entity classification, and entity resolution. Out-of-KG applications include relation extraction, question answering, and recommendation, which are related to specific AIoT scenarios, such as network forensics analysis in smart security, smart assistants in smart healthcare and smart security, smart assistants in smart healthcare and smart security, smart assistants in smart healthcare and smart security. Moreover, DRL can be integrated into the FL framework for privacy-preserving learning.

5) Federated Learning: Federated learning was initially proposed to address the learning problem in which datasets are distributed across multiple devices and not allowed to be leaked to others. Different data owners collaboratively train a model, whose performance is expected to match the performance of the model directly trained on the union of all data. The architecture of FL usually consists of a central server (or collaborator) and many distributed client devices. Gradients are computed in each client using its own data and aggregated (or concatenated) in the server, and then sent back to clients to update their models. FL offers a general learning framework to use massive distributed and isolated data while preserving data security and privacy, which is particularly appealing to AIoT applications in the context of edge computing. For example, FL can be used to improve the perceiving and learning ability of AIoT devices such as connected vehicles for autonomous driving and wearable devices for health monitoring.

C. Reasoning

In our real-world, there is much knowledge carried by web information, medical records, financial transactions, etc., which can be used to reason the answer to a question or infer patient cohorts. We humans have the ability of causal reasoning such as causal inference and causal discovery. Empowering AIoT with such reasoning abilities is important for making smart and explainable decisions. In this part, we present the review on two related topics, i.e., knowledge graph and reasoning, as well as causal reasoning.

1) Knowledge Graph and Reasoning: Knowledge graph (KG) is an efficient structured way to represent knowledge in a graph, where nodes represent entities, and edges represent relations (a.k.a. facts) in the forms of triples, i.e., (head entity, relation, tail entity). Some well-known KGs such as WordNet, Freebase, YAGO, NELL have been constructed and used in many applications via knowledge reasoning. Knowledge reasoning refers to inferring new knowledge based on the existing knowledge, e.g., identification and removal of erroneous knowledge, adding missing knowledge, answering questions, and drawing conclusions. Classical knowledge reasoning methods are based on rules, including first-order predicate logic rules, probability rules, ontology languages, and path rules. Recently, knowledge graph embedding based methods have attracted significant attention, aiming to embed the entities and relations in a KG into continuous vector spaces such that the reasoning can be done by leveraging translational distance models and semantic matching models.

Knowledge reasoning is useful for many down-stream tasks which can be categorized into in-KG and out-of-KG. In-KG applications include graph refinement (e.g., completion and error detection), triple/entity classification, and entity resolution. Out-of-KG applications include relation extraction, question answering, and recommendation, which are related to specific AIoT scenarios, such as network forensics analysis in smart security, smart assistants in smart healthcare and smart security, smart assistants in smart healthcare and smart security. Moreover, DRL can be integrated into the FL framework for privacy-preserving learning.

2) Causal Reasoning: Causality refers to the generic relationship between an effect and the cause, where the cause partly gives rise to the effect and the effect partly depends on the cause. Causal reasoning includes the topics of causal inference that aims to estimate the causal effect and causal discovery that aims to find causal relations. One classical way of reasoning causality is via randomized controlled trial by evaluating the outcomes from the treatment group and control group, which is however costly and time-consuming. Recently, learning causality from observational data has attracted much attention. There are two well-known causal models used for learning causality, i.e., the structural causal models and the potential outcome framework (a.k.a. Rubin Causal Model). Different representation learning, multi-task learning, and meta-learning methods have been proposed for causal reasoning.
inference under the potential outcome framework.

Causal reasoning is useful in many AIoT applications such as online recommendation in smart e-learning [230], fault analysis in smart grids [231], and driving safety in smart transportation [233]. Moreover, causal inference can be used to unfold the “black-box” decision process of DNNs to address the interpretability issue, including model-based interpretation methods [232] and example-based interpretation methods [233]. They are crucial for building explainable AIoT systems based DNNs, which have been widely used in many perceiving tasks as described in Section III-A.

D. Behaving

The behaving ability is also very important for AIoT systems passively responding to environment variations and raised requests, or actively exploring the unknown. Thereby, in this part, we present a brief review of two topics related to behaving in AIoT, i.e., control and interaction.

1) Control: The term of control here refers to controlling sensors and actuators in an AIoT system to transform the current system state to the target. The system state can be measured by sensors or calculated based on the perceiving methods described in Section III-A. The target state can be calculated based on predefined rules or determined by a decision model. The control algorithms are task-oriented and specifically designed in different AIoT systems regarding their physical structures and sensors. For example, there are two kinds of control in autonomous driving systems, i.e., lateral control (steering) for autonomic turning and lane-keeping, and longitudinal control (brake and throttle) for autonomous braking and forward collision avoidance. Multi-robot systems have been used in many AIoT applications such as smart logistics and precision agriculture, where decentralized control methods and coordination strategies are proposed for achieving and maintaining formations. Recently, deep reinforcement learning has been used for autonomous robot control, e.g., self-driving vehicle [203], [199], medical robot [213], mobile service robot. In the public safety or traffic video surveillance scenarios, the active cameras can change its orientation and focal length by pan-tilt-zoom control to track and focus on specific targets [234], [235].

2) Interaction: Real-world AIoT systems may interact with humans and the environment in different ways, which can be categorized into three groups: 1) using input and output devices for communication, e.g., keyboard, mouse, touch screen, microphone, and headset. 2) using mechanical arms for gripping and moving items, e.g., humanoid robots and industrial robots; 3) using gazing for moving and transportation, e.g., wheels of mobile robots. In the first category, AIoT systems may communicate with humans via multimedia, such as text, speech, image, and video. For example, AIoT systems can send a message to user-end or edge devices and display it on the screen as a reminder or a response to the user query. The message may contain text, audio, and video, which can be pre-recorded or searched from the database. Besides, the content can also be automatically created according to the user request. For example, in the dialogue system of a smart home assistant, the user may send 1) a picture or video to the assistant for generating a text description about it, which is related to image and video captioning [179]; 2) a keyword to the assistant for writing a poem [236]; 3) a piece of text description or a sketch to the assistant for creating an image [180], [237]; 4) lyrics and score to the assistant for composing a piece of music [238]. Speech is another way for AIoT systems communicating with humans, which is enabled by speech synthesis [42], e.g., in question-answering system [163] and multilingual translator [166]. Moreover, AIoT systems can create virtual 3D objects or scenes and render them on the AR/VR glasses or headsets. Human can interact with the virtual objects in the virtual environment or real objects in the augmented real environment.

In the second group, a service robot in the smart home scenario may use its arms with flexible joints to grip a cup and fill it with water for elderly people. Besides, robot arms in the scenario of the industrial internet of things (IIoT), can be used for assembling in industrial product lines [138]. Note that human-robot interaction is a long-standing research topic that special efforts have been made in task planning and programming [239], safe interaction [138], and imitation learning [240]. Recently, the idea of a digital twin has been proposed for the smart factory, various human interactions are enabled such as question-answering and voice control [227], [163]. In the third group, due to the simple kinematics, wheel-based mobile robots are widely used for SLAM and navigation to explore and interact with the unknown environment [139], [137]. Note that there may be several interactive ways in an AIoT system upon the usage scenarios and devices.

IV. AIoT APPLICATIONS

As reviewed in Section III, the progress of AI shows a great potential to empower the connected things in AIoT systems with the ability for perceiving, learning, reasoning, and behaving. The resulting AIoT systems will have a huge impact on the economic sectors and our living environments, such as security, transportation, healthcare, education, industry, energy, agriculture, as well as our homes and cities. In this part, we showcase some promising applications of AIoT in these areas (Figure 11) and demonstrate how will AI enable the AIoT systems to be faster, smarter, greener, and safer.

A. Smart Security

The goal of smart security is to ensure the security of our physical world and cyberspace, which can be achieved with the help of various AIoT systems. One of the most important features of them is human-centric perceiving, which can recognize the identities of individuals and analyze their behaviors to prevent illegal activities. For example, face recognition systems have been deployed in building entrance, railway station, and airport, enabled by cloud/fog computing [100] or edge computing [101]. Despite their utility, one major concern is data security and privacy preservation. Recently, a lightweight solution is proposed in [241] by block-based logic transformation, which not only reduces feature size but also preserves the original feature, therefore appealing to resource-limited AIoT devices and resistant to potential attacks. Beyond the biometric
features from the face, fingerprint, and iris for recognition, spatial and temporal human body features (e.g., shape and gait) are leveraged for person re-identification, which aims to recognize individuals and trace their trajectories in multiple cameras. However, deploying the technique in a real-world scenario faces the domain shift challenge arisen from camera view differences (e.g., viewpoint, illumination, resolution). To address it, Zhang et al. propose a style translation-based method for cross-domain person re-identification in camera sensor networks [206], which can reduce domain shift and learn domain-invariant features. Besides, recognizing identities of human-related objects, e.g., vehicle license plate recognition [242], is also useful for tracing human trajectory. Moreover, to capture salient and high-resolution humans and vehicles, active cameras can be used in AIoT systems by adjusting the orientation and focal length according to target location [234], [235]. Beyond the aforementioned techniques for individual analysis, estimating the crowd density and monitoring the crowd flow is also very important for public safety [128], e.g., avoid deadly accidents of trampling and crushing of pedestrians. Some AIoT applications in different domains are summarized in Table VIII according to the enabling AI technologies.

B. Smart Transportation

Smart transportation enabled by AIoT covers traffic participants (e.g., smart internet of vehicles [250]), traffic infrastructures [257], and industry applications (e.g., smart connected logistics [258]). Among them, the self-driving car is a typical example empowered by AI, which integrates various perceiving, learning, reasoning, and behaving abilities together. The self-driving system should perceive the driving environment, such as detecting road [85], traffic-sign [259], pedestrian [260], and car [261], estimating the intention of cars and pedestrians and predicting their trajectories [244], [245]. Besides, it should also measure the pose and location of landmarks (e.g., traffic-signs) for SLAM [137]. Based on them, the self-driving system can determine its driving policy and interact with other traffic participants. Recently, deep reinforcement learning is leveraged to learn driving policy directly from visual input (e.g., front-view images). However, carrying out the training in the real-world is unaffordable. To address the issue, both domain adaptation [203] and transfer learning methods [199] are proposed by leveraging virtual 3D game engines.

AIoT can also enable in-car driver monitoring and interactions with the infortainment system. Monitoring dangerous driver behaviors is crucial for preventing traffic accidents. To this end, a mobile application is developed in [121] for detecting dangerous driving behaviors, e.g., distraction and drowsiness. It leverages multi-model data for behavior detection including images for face state detection (e.g., eyes openness and head yaw angles), motion data from IMU sensors for estimating vehicle location and speed, light level for estimating lighting conditions, and speech data for speech state detection (e.g., speech rate and loudness). Moreover, the research in [231] shows that identifying the causal factors of driving fatigue can be used for triggering corresponding countermeasures. For example, sleep-related fatigue is resistant to most interventions while task-related fatigue (e.g., distraction) can be counteracted effectively. Recently, AI interaction techniques such as gesture and speech recognition have been used for non-contact control in the in-car infotainment system [165]. The study in [164] shows that voice control allows drivers to keep watching out-car environment and demands lower mental load. By contrast, handheld controls may distract driver’s attention and require higher mental demand, probably leading to dangerous driving behaviors.

C. Smart Healthcare

AIoT systems for smart healthcare cover several phases including monitoring, examination, surgery, and rehabilitation. For monitoring, both wearable devices with motion sensors [262] and cameras [263] can be used for human activity recognition. Using motion sensors like accelerometer, human activities can be recognized from time-series motion data based on a CNN model. Recently, a mobile robot with a camera is used for human activity recognition, where the control policy is obtained using deep reinforcement learning by maximizing the recognition accuracy while minimizing its energy consumption. Note that the recognition module can be deployed in the edge devices or in the fog nodes depending on the model size and computational demand, which can be connected to the smart healthcare systems in community healthcare centers or hospitals. For examination, deep learning has been used for medical image understanding such as 3D-landmark detection in CT scans [212] and semantic segmentation [75]. Usually, these models are deployed on the private cloud of the hospital due to their high computational cost and the privacy concern. Recently, deep reinforcement learning has been used to control the surgical robot [213] for multilateral cutting in 2d orthotropic gauze. Furthermore, AIoT systems can be useful for various rehabilitation monitoring and assessment [120], e.g., stroke rehabilitation and ankles rehabilitation.
TABLE VIII
AIoT applications empowered by different AI technologies.

| Perceiving | Learning | Reasoning | Behaving |
|------------|----------|-----------|----------|
| Smart Security | object detection/tracking [234], [235], [236], text-spotting [242], biometric recognition [100], [179], [233], [241], [171], person re-identification [206], pose/gesture/action recognition [221], crown counting [126], [128], speech/speaker recognition [170], [171] | TL [128], DA [128], [206], KG reasoning [24] | control [234], [235], interaction [243] |
| Smart Transportation | pose/gesture/action recognition [243], [245], [212], object detection/tracking [245], [121], [137], semantic segmentation [203], [85], 3D [235], [213], [85], [137], text-spotting [242], speech/speaker recognition [164], [165], multimedia [165] | TL [203], [199], DA [203], RL [203], [199], FL [199], causal reasoning [231] | control [203], [199], interaction [251], [165], [164], [244], control [245], [121], [137] |
| Smart Healthcare | object detection [120], [232], [213], pose/gesture/action recognition [120], 3D [113], multimedia [145] | SSL [197], RL [213], [213], KG reasoning [239] | control [213], interaction [166] |
| Smart Education | image classification [207], pose/gesture/action recognition [175], [240], text-spotting [246], speech/speaker recognition [166], machine translation [166] | DA [204], ZSL [208], RL [214], [214], speech/speaker recognition [165] | control [138], [227], [227] |
| Smart Industry | classification [208], object detection/tracking [138], 3D [249] | SSL [249], [106], TL [200], RL [219], semantic segmentation [202], [141], [139], [140], [141], [251] | control [248], interaction [249] |
| Smart Grids | object detection/tracking [139], [201], [140], [141], counting [202], [141], [205], semantic segmentation [202], [141], 3D [139], [140], [141], [251] | TL [201], [202], DA [203], RL [217], [218], [218], KG reasoning [225] | control [217], interaction [139], [140] |
| Smart Agriculture | object detection/tracking [8], text spotting [93], pose/gesture/action recognition [124], biometric recognition [176], speech/speaker recognition [170], [161], [162], 3D [252], [142], [143], [145] | TL [253], [249], [249], KG reasoning [254] | control [255], interaction [252], [254], control [252], [142], [143], [144] |

Via the connected 3D AR/VR devices, therapists can assess the rehabilitation and make better treatments accordingly, which is helpful for patients in rural or distant areas. Recently, online healthcare services or medical assistant robots can offer convenient information-query and auxiliary diagnosis services. For example, a hierarchial attention network is proposed to make explainable and accurate answers by exploiting the structural, linguistics, and visual information within a multi-modal medical knowledge graph [39].

D. Smart Education

AI technologies can empower AoIT things to help children and students recognize new species, learn native or foreign languages, choose personalized learning resources, and help those with visual impairments learn through interactions. For example, a weight imprinting-based few-shot learning method is proposed in [207], which can be used in edge devices to recognize new bird and animal species with only a few labeled samples. In [246], Raspberry Pi is used to build a smart classroom by leveraging hand gesture recognition and text recognition technologies. This AoIT system enables to control Raspberry Pi to capture the lecture notes in blackboard/whiteboard via static hand gesture, recognize the text in the image (e.g., numbers, characters, symbols), and convert them into an editable format, which is then saved in private cloud and shared to students for further editing or collaboration via the desktop application. A speech-to-speech multilingual translation system on mobile devices are proposed in [166], which includes three modules, i.e., speech recognition, language translation, and text-to-speech synthesis. It can work in offline mode and offers grammatical information that is useful for language learners. Recently, many mobile translator products have been released in CES 2020, which can translate tens of languages, benefiting from the advances of AI technologies like deep learning. As a complement of on-campus learning, online learning via Massive Open Online Course (MOOC) platforms (e.g., Coursera) has become very popular. Learners watch the courses via their end-devices connected to the cloud. Recommending courses from massive numbers of candidates could be helpful for personalized learning. To this end, deep reinforcement learning-based [41] and rule-based [226] recommendation methods have been proposed. Besides, helping children with visual impairments in education also matters. For example, multi-sensory interactive maps are designed [247], which can help children to acquire skills via interactions, e.g., touching, listening, tasting, and scenting.

E. Smart Industry

Digital Twin, i.e., a mirror digital representation of a physical system, has demonstrated great value for smart factories in Industry 4.0, e.g., monitoring the manufacturing process, diagnosing the fault, and preventing downtime. AoIT can be a critical part of implementing digital twins where the connected sensors and actuators can collect real-time data from production lines and send them to the digital twin running in the
cloud (Figure 12). Moreover, AI technologies can enable an intelligent analysis of data and help to make smart decisions. Recently, a service-oriented digital twin model is proposed in [163], which uses an ontology-oriented knowledge structure to represent the knowledge about the manufacturing system from the sensing data. It also designs a vocal interaction system for knowledge retrieval based on speech recognition and text-to-speech synthesis. In [227], a knowledge graph-based digital twin model is introduced which is composed of four parts, i.e., feature extraction, ontology creation, knowledge graph generation, and semantic relation extraction. It can extract and infer knowledge from large scale production line data and enhance manufacturing process management via semantic relation reasoning. Real-time scheduling (RTS) in the smart factory is another hot research topic. In [214], a reinforcement learning-based RTS model is proposed, which can incrementally update and maintain the knowledge base in RTS during operations to respond to shop floor environment change.

A typical example of AIoT application in the smart industry is the Printed Circuit Board (PCB) manufacturing. There are three scenarios that are related to AIoT systems with different sensors and devices, i.e., manufacturing, visual defect inspection, and machine fault diagnosis. First, industrial robots have been widely used in the production line of smart factories, e.g., for drilling and grasping. AI technologies can be used to improve their functionalities. For example, Bousmalis et al. propose a deep robotic grasping model named GraspGAN [254], which bridges the domain gap between synthetic images and real-world ones via the pixel-level image translation and a feature-level domain classifier. To increase the safety, speed, and accuracy of autonomous picking and palletizing, Krug et al. propose a novel grasp representation scheme allowing redundancy in the gripper pose placement [138]. Second, PCB defect inspection carried out by workers manually is laborious and time-consuming. Recently, deep learning-based methods have been proposed for automatic real-time visual defect inspection [264]. Third, it is important to predict and diagnose machine faults from sensor data to reduce PCB defects, thereby increasing production efficiency and reducing losses. Although the digital twin system provides a useful mirror virtual environment for creating and testing new equipment and models, it is still challenging to fast adapt the trained model or control policy to the physical world. Thereby, more efforts should be made in the areas of domain adaptation, transfer learning, and mete-learning. Besides, since it is difficult to collect and annotate edge samples in the industrial context, zero-/few-shot learning is also worth further study. In addition, causal analysis of the product defects based on data and knowledge is also of practical importance.

F. Smart Grids

AIoT in the smart grids can be used for grid fault diagnosis, load monitoring and scheduling, and cyber-attack detection. For example, unmanned aerial vehicles (UAVs) connected to the control center via the cellular network are used for damage classification and estimation of power distribution poles [248]. The captured image by UAVs is sent back to the cloud and processed by a CNN model to predict falling damage extent and fire damage extent. Besides, some “industrial stethoscopes” are designed to recognize and localize fault sound sources in visual scenes via cameras and multiple microphones, where the algorithm can run on edge devices for real-time monitoring. Recently, a two-stream network with an attention mechanism is proposed to directly localize a sound source in images [249]. AI technologies have also advanced fault diagnosis. For example, a convolutional sparse autoencoder-based unsupervised learning method has been proposed for power transmission line fault diagnosis based on voltage and current signals [250]. It can detect faults within 7 ms latency, which is appealing to real-world applications. Besides, knowledge representation [228] and causal relationship discovery [250] are also explored for power grid fault diagnosis and impact causal analysis. For load monitoring and electric vehicle charging scheduling, transfer learning [200] and deep reinforcement learning [215] methods are proposed. Furthermore, to preserve the privacy of the households while intelligently managing their load scheduling, a distributed deep reinforcement learning method is proposed inspired by the idea of federated learning [216], where the action networks are located at distributed households and the critic network is located at an aggregator from a trusted third party. The security concern about the smart grids under cyber-attacks has attracted much attention. Recently, a semi-supervised deep learning method is proposed based on autoencoder and generative adversarial networks, which can effectively detect false data injection attacks in smart grids.

G. Smart Agriculture

Recently, the concept of precision agriculture becomes popular, referring to observing, measuring, and responding to crop variability through sensors, autonomous agricultural machines, and geographic information systems, which can be achieved by AIoT in smart agriculture. For example, crop counting and yield estimation is an important topic of precision agriculture [202]. [141]. UVAs are used for capturing images of crops and fruits and sending them to the cloud for further counting [202]. Note that accumulating the counting results across image frames does not lead to the total yield since fruits are double-counted in adjacent frames. To address this issue, a detection-tracking-counting based method is proposed [141]
which can reject outliers and double-counted fruits. UAVs can also be used for continuous crop monitoring by capturing crop field images over time and temporally aligning them [251]. The path planning [149] and self-localization and navigation [139] abilities of UAVs are critical to complete the above tasks, which have been studied in the agricultural scenario. For plant grow control, an AoIoT system is set up in a tomato greenhouse [217], which is composed of a wireless sensor network and cloud computing center empowered by AI technologies. Deep reinforcement learning is used for obtaining the optimal control policy on the illumination, nutrition, and ventilation conditions in the greenhouse. For crop management and pest/disease control, agricultural knowledge retrieval and answering system will be helpful. To this end, an agricultural knowledge graph, namely AgriKG [225], is automatically constructed by leveraging NLP and deep learning techniques.

H. Smart Cities/Homes/Buildings

Smart cities/homes/buildings AoIoT is related to those in the aforementioned smart sectors and can be empowered by similar AI technologies. For example, 1) continuous speaker authentication [170] in smart home voice assistants by integrating body-surface vibration signals with speech signal, is related to smart security (Section IV-A); 2) human-machine interaction systems (e.g., control television) based on hand gesture recognition [122], [124] in smart homes, share the similar techniques for traffic sign language recognition in smart transportation (Section IV-B) and sign language recognition in smart education (Section IV-D). Recently, an event-based gesture recognition system is proposed by using dynamic vision sensors and a neurosynaptic event-based processor [124], which can identify gestures with a low latency energy consumption; 3) visual-navigation systems for the visually impaired [123], [143], [144], share some basic features like localization, obstacle recognition, path planning of SLAM for autonomous driving in smart transportation and smart agriculture (Section IV-B and Section IV-C), but also have some differences. For example, these systems usually contain some feedback modules (e.g., via vibration or speech) specifically designed for the visually impaired; 4) sound visualization systems for the hearing impaired are related to the industrial stethoscopes for localizing fault sound sources in the grid (Section IV-F), but also offer different features. For example, the gender of speakers, sound types, loudness, sound directions are displayed as indicator icons [252], specifically designed for the hearing impaired; 5) the energy management and optimization systems in smart buildings [255], [253] can be regarded as the extension of smart grids AoIoT (Section IV-F).

V. CHALLENGES AND OPPORTUNITIES

A. Challenges

1) Multi-modal Heterogeneous Data Processing, Transmission, and Storage: AoIoT systems contain massive numbers of heterogeneous sensors that generate a large data stream of different formats, sizes, and timestamps, thereby significantly challenging further processing, transmission, and storage. An efficient coding scheme can be used to reduce network bandwidth and transmission latency. For example, the video coding scheme for machines [188] is promising for facilitating downstream computer vision tasks and requires further study. The AI perceiving technologies mentioned in Section III-A could be used to extract compact and structural representations from the data, which would be transmission and storage friendly. However, the structural representation is task-oriented and should be calculated at the network edge to minimize bandwidth and latency, which represents another challenge.

2) Deep Learning on Edge Devices: Deploying deep CNN models on edge devices is crucial for real-time data stream processing and low latency in AoIoT systems. However, edge devices are limited by their limited computational and storage resources. Thereby, how to design or automatically search lightweight, computationally efficient, and hardware-friendly DNN architectures is of practical value but still remains challenging. Moreover, network pruning, compression, and quantization are also worth further exploring.

3) Computational Scheduling in the AoIoT Architecture: As described in Section III-A, a typical AoIoT architecture contains heterogeneous computing resources including cloud centers, fog nodes, and edge devices. In real-world AoIoT systems, some intense computation may be needed to offload to the fog node or cloud center from the edge devices, thereby creating a computational scheduling challenge. Specifically, when scheduling computation across different resources, the following factors should be taken into account: data type and volume, network bandwidth, processing latency, performance accuracy, energy consumption, and data security and privacy in each specific application scenario. Moreover, a dynamic adaptive scheduling strategy would deal with unbalanced data flow and user demands over time.

4) Big and Small Data for Deep Learning in AoIoT: Big data generated from massive numbers of sensors are ubiquitous in AoIoT systems, with huge potential for deep learning. As reviewed in Section III-A, deep supervised learning methods have achieved remarkable success for perceiving in different areas due to large-scale labeled data. However, most AoIoT data are unlabeled, and labeling them would be both time and financially expensive. Although there has been rapid progress in unsupervised learning, especially self-supervised learning [34], [265], [194], future efforts are expected to further leverage AoIoT data, especially multi-modal data. Furthermore, given the small scale of labeled data, transfer learning, semi-supervised learning, and few-shot learning in the AoIoT context might provide solutions to challenges from new classes, rare cases, and state drifting of devices.

5) Data Monopoly: In the AI era, data provide a valuable resource for creating new products and improving services. AoIoT companies collect and exploit massive data, thereby leading to new opportunities for data collection and exploitation. This positive loop could lead to a data monopoly, i.e., vast proprietary data protected by established interests that cannot be accessed by other entities. Consequently, new competitors face a de facto barrier to market entry, and a data monopoly becomes a real threat to free-market competition.

6) Data Security and Privacy: Due to sensors being ubiquitous in smart homes, hospitals, and cities, vast biometric
data (e.g., face image, voice, action, pulse, imaging data, etc.) of AIoT users or informed and uninformed participants may be collected. This raises important concerns with regards to data security and privacy. Who owns these data? How long will these data be retained? How will these data be used? Legislation is important in response to these concerns, a good example being the General Data Protection Regulation (GDPR) [26] enforced by the European Union, which gives individuals control over their personal data. Controllers and processors of personal data must take appropriate measures to protect data security and privacy.

7) Growing Energy Consumption in Data Centers: According to [260], electricity use by communication technologies is expected to account for 21% of global total usage, with data centers contributing more than 1/3 to this. Therefore, enhancing energy efficiency in data centers is required for a sustainable future. For example, some data centers are located in cold climates to take advantage of air cooling. Other solutions include water cooling and immersing servers in a non-conductive oil or mineral bath. Workload analysis, task scheduling, and virtual machine consolidation have also been studied to improve power efficiency in data centers [264], [268]. The rapidly growing number of cloud centers mirrors the rapid growth in AIoT applications. Consequently, more efforts should continue to be made to address energy consumption in data centers.

B. Opportunities

1) Built-in Neural Processing Capacity for Edge Devices: Many edge devices are equipped with specialized chips (e.g., GPUs in smartphones and intelligent cameras) to accelerate neural network processing. Consequently, building neural processing capacity into edge devices is very useful for AIoT applications. First, it reduces processing latency and network bandwidth consumption. Since the sensing data can be processed on-site, only a small amount of processed data needs to be transmitted. Second, it can protect data security and privacy. For example, for biometric verification, registered user biometric data could be stored with encryption on local hardware, with only the built-in verification capacity on the edge devices exposed to the applications, thereby reducing the risk of data leakage. Third, it enables distributed and asymmetric model training. A federated learning framework can be used to train models on distributed edge devices by leveraging their local sensor data. Moreover, some groups of devices may choose different model updating policies than others depending on their usage scenarios.

2) Event-based Sensors and Neuromorphic Processors: Traditional camera sensors continually generate dense data once opened, which are further fed into deep CNNs for further GPU processing. Generally, all the pixels are used in the calculation, resulting in high computational costs. Recently, event-based sensors and neuromorphic processors have been proposed [124]. For example, event-based cameras only record pixels that change in brightness, thereby reducing redundant data generation and transmission. Event-based neuromorphic processors can operate on sparse and asynchronous event streams directly, avoiding dense and redundant computations on regular sensing data like GPUs. These can be used in many AIoT applications such as gesture/action recognition with low power consumption and latency.

3) Deep Learning from the Virtual to the Real: In embodied AI, it is difficult and/or costly to train models in the real world, e.g., autonomous driving, robot arm control, and robot navigation. 3D virtual platforms that mimic real-world scenarios have been proposed such as Voyage Deepdrive [13], OpenAI gym [14], and Habitat [15] which are very useful for cost-effectively training deep learning models, especially for deep reinforcement learning. Nevertheless, the critical issue of domain shift between the virtual and physical environments must be addressed before deploying the trained model into real-world scenarios. Recently, transfer learning and domain adaptation have attracted significant attention to address this issue in the setting of both unsupervised learning and reinforcement learning.

4) Data and Knowledge Integration for Perceiving, Learning, Reasoning, and Behaving: Deep learning model performance is largely determined by large-scale training data. However, humans learn new concepts based not only on data but on prior knowledge. Likewise, prior knowledge can be very useful for training deep learning models in a data-efficient way. For example, attribute-based class description enables zero-shot learning for new concepts via attribute transfer. Another example is knowledge graphs, which represent structural relationships between entities. Knowledge can be extracted from unstructured data to build knowledge graphs, learn knowledge-embedding representations, and for reasoning. Integrated with deep learning (e.g., graph neural networks), this is a useful approach in many areas such as question and answer systems and fault/disease diagnosis, opening up promising research avenues towards human-level cognition intelligence. Therefore, data and knowledge integration are important for improving the perceiving, learning, reasoning, and behavior of AIoT.

5) Privacy-preserving Deep Learning: Deep learning requires large-scale data generated by different things from different users in the context of AIoT. Individuals may worry about data security and privacy if data are transmitted to and stored in the cloud. To alleviate these concerns, privacy-preserving deep learning has attracted attention from both the deep learning and information security communities. The recently proposed federated learning framework (please refer to Section III-B5) is a representative and promising solution that allows data to be stored locally in distributed devices. Homomorphic encryption [269] has been used in federated learning to prevent data leakage to the server.

VI. CONCLUSION

Here we present a comprehensive survey of AIoT, covering AIoT computing architectures; AI technologies for empowering IoT with perceiving, learning, reasoning, and behaving
abilities; promising AIoT applications; and the challenges and opportunities facing AIoT research. The three-tier computing architecture of AIoT provides different computing resources for deep learning whilst also posing new challenges, e.g., in the design and search of lightweight models and computation scheduling within the three-tier architecture. Deep learning has rapidly progressed in many perceiving areas and enables many AIoT applications. Nevertheless, more effort should be made to improve edge intelligence. In the context of unsupervised learning and other machine learning topics like reinforcement learning, deep learning has attracted an increasing amount of attention and is useful for further improving the intelligence of AIoT systems to handle dynamic and complex environments. Moreover, reasoning based on knowledge graphs and causal analysis is a challenging but active research area, having the potential to enable AIoT systems to approach human-level cognitive intelligence. To respond to the dynamic environment, AIoT behaves via control and interaction, where deep learning has demonstrated its value in improving control accuracy and enabling multi-modal interactions. In the future, empowered by rapidly developing AI technologies, many fast, smart, green, and safe AIoT applications are expected to deeply reshape our world.
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