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Abstract

Through the lens of information-theoretic reductions, we examine a reductions approach to fair optimization and learning where a black-box optimizer is used to learn a fair model for classification or regression. Quantifying the complexity, both statistically and computationally, of making such models satisfy the rigorous definition of differential privacy is our end goal. We resolve a few open questions and show applicability to fair machine learning, hypothesis testing, and to optimizing non-standard measures of classification loss. Furthermore, our sample complexity bounds are tight amongst all strategies that jointly minimize a composition of functions.

The reductions approach to fair optimization can be abstracted as the constrained group-objective optimization problem where we aim to optimize an objective that is a function of losses of individual groups, subject to some constraints. We give the first polynomial-time algorithms to solve the problem with \((\epsilon, 0)\) or \((\epsilon, \delta)\) differential privacy guarantees when defined on a convex decision set (for example, the \(\ell_p\) unit ball) with convex constraints and losses. Accompanying information-theoretic lower bounds for the problem are presented. In addition, compared to a previous method for ensuring differential privacy subject to a relaxed form of the equalized odds fairness constraint, the \((\epsilon, \delta)\)-differentially private algorithm we present provides asymptotically better sample complexity guarantees, resulting in an exponential improvement in certain parameter regimes. We introduce a class of bounded divergence linear optimizers, which could be of independent interest, and specialize to pure and approximate differential privacy.
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1 Introduction

Algorithmic fairness, accountability, and transparency of computer systems have become salient sub-fields of study within computer science. The incorporation of such values has led to the development of new models to make existing and state-of-the-art systems more conscious of societal constraints. But some of these new models do not adhere to other ethical standards. A standard of utmost importance is the need to ensure the privacy of the individuals that constitute the data used to create the models.

Differential privacy has become a gold standard of (individual-level) privacy in machine learning and data analysis [Dwork et al., 2006]. The adoption of this privacy definition by the U.S. Census Bureau [Abowd, 2018] and major tech companies [Cormode et al., 2018] is evidence of its impact. Possibilities and implementations of reconstruction and inference attacks clearly show the relevance of differential privacy [Dinur and Nissim, 2003, Consortium et al., 2009, Choromanski and Malkin, 2012, Shokri et al., 2017, Garfinkel et al., 2018, Carlin et al., 2019]. Algorithmic fairness is also an increasingly important requirement for deployed systems, that results in various statistical trade-offs [Kleinberg et al., 2017, 2020, Friedler et al., 2021]. While the literature on differential privacy is guided by (slight variants of) a singular information-theoretic definition, the fairness literature is burgeoning without much clarity on what definitions are suitable for certain tasks. In this work, we provide a generic way to minimize group-fairness objectives by reducing to minimizing linear objectives. Given the worst-case nature of differential privacy, the best estimator for natural objectives – such as the least squares objective – depends on the properties of the dataset [Shefet, 2019, Komarova and Nekipelov, 2020]. As a consequence, the major advantage of the reductions approach is to use existing machinery for differentially private solvers to solve more general fairness objectives. However, what is the cost (both statistically and computationally) of this reductions approach? We aim to answer this question via the lens of information-theoretic reductions [Brassard et al., 1986, Bennett et al., 1995], using tools from Lagrangian Duality, Optimization, and Differential Privacy.

Our focus is on a reductions approach to fair optimization and learning where a black-box optimizer is used to learn a fair model for classification or regression [Agarwal et al., 2018, Alabi et al., 2018]. We explore the creation of such fair models that adhere to differential privacy guarantees. This approach leads to applications other than algorithmic fairness. We consider two main suites of use cases: the first is for optimizing convex performance measures of the confusion matrix (such as those derived from the $G$-mean and $H$-mean); the second is for satisfying statistical definitions of algorithmic fairness (such as equalized odds, demographic parity, and the Gini index of inequality). We abstract the reductions approach to fair optimization as the constrained group-objective optimization problem where we aim to optimize an objective that is a function of losses of individual groups, subject to some constraints. We present two differentially private algorithms: an $(\epsilon, 0)$ exponential sampling algorithm and an $(\epsilon, \delta)$ algorithm that uses an approximate linear optimizer to incrementally move toward the best decision. The privacy and utility guarantees of these empirical risk minimization algorithms are presented. Compared to a previous method for ensuring differential privacy subject to a relaxed form of the equalized odds fairness constraint, the $(\epsilon, \delta)$-differentially private algorithm provides asymptotically better sample complexity guarantees. The technique of using a bounded divergence linear optimizer oracle to achieve strong guarantees

In this paper, we only consider group-fair definitions but our framework can potentially be extended to individual fairness notions [Dwork et al., 2012].
of privacy/security and utility might be applicable to other problems not considered in this paper. Finally, we show an algorithm-agnostic information-theoretic lower bound on the excess risk (or equivalently, the sample complexity) of any solution to the problem of \((\epsilon,0)\) or \((\epsilon,\delta)\) private constrained group-objective optimization.

The focus of our work is on differentially private optimization via empirical risk minimization. Generalization guarantees can be obtained by taking a large enough sample of the population and of subgroups of the population. Another option is to consider the complexity (via VC dimension, for example) of the hypothesis class to be learned or the stability properties of the differentially private algorithms since we know that stability implies generalization [McAllester 1999, 2003, Dwork et al. 2015, Feldman and Vondrak 2019]. We do not state any generalization guarantees in this paper but will motivate our work on empirical risk minimization in the context of the eventual goal of machine learning – generalization to unseen examples [Chervonenkis and Vapnik 1971, Valiant 1984, Littlestone 1987, Blumer et al. 1989, Ehrenfeucht et al. 1989, Linial et al. 1991, Bousquet and Elisseeff 2000, Koltchinskii and Panchenko 2000, Vapnik 2000, Zhang 2006]. The reason for this viewpoint and discussion is that differentially private algorithms exhibit (provable) stability properties that imply generalization. Our framework, via our notational and definitional setup, is amenable to analyses for stability properties.

Notation Setup and Example Usage Suppose we have a dataset \(D\) of size \(n\) consisting of i.i.d. draws from an unknown distribution \(\mathcal{D}\). For example, we could have \(D = \{(x_i, a_i, y_i)\}_{i=1}^n\) that consists of non-sensitive features \(x_1, \ldots, x_n \in \mathcal{X}\) of individuals, their corresponding sensitive attribute \(a_1, \ldots, a_n \in \mathcal{A}\), and their assigned labels/values (depending on if the resulting task is for classification, regression, etc.) \(y_1, \ldots, y_n \in \mathcal{Y}\). Let \(\mathcal{C}_P\) be a decision set (e.g., corresponding to a set of \(P\)-dimensional decision vectors, a set of classifiers that each can be represented by \(P\) real numbers, a set of all possible weights that can be used to represent a specific neural network architecture) where \(\mathcal{C}_P \subseteq \{c : (\mathcal{X} \times \mathcal{A}) \to \mathcal{Y}\}\) or \(\mathcal{C}_P \subseteq \{c : \mathcal{X} \to \mathcal{Y}\}\). We use \(\mathcal{C}_P\) to mean that the decisions in \(\mathcal{C}_P\) can be represented with at most \(P\) real numbers whether \(\mathcal{C}_P\) consists of classifiers or regression coefficient vectors. That is, the resulting parameter space lives in \(\mathbb{R}^P\). For example, for a set of classifiers \(\mathcal{C}_P\) consisting of single-dimensional thresholds, we have \(\text{VC}(\mathcal{C}_P) = P = 1\). As another example, for \(P > 1\), let \(L_P = \{c_{w,b} : w \in \mathbb{R}^{P-1}, b \in \mathbb{R}\}\) where \(c_{w,b}(x) = \langle w, x \rangle + b\). Then \(L_P\) is parameterized by \(w \in \mathbb{R}^{P-1}, b \in \mathbb{R}\). For regression, \(\mathcal{C}_P\) corresponds to the hypothesis class \(L_P\) we wish to learn. For binary classification, \(\mathcal{C}_P\) would correspond to the class of functions that result from the composition \(\mathcal{C}_P = \text{sign} \circ L_P\). For both the regression and classification problems in the aforementioned example, the hypotheses are parameterized by a \(P\)-dimensional vector. To apply differential privacy, it is important to know the hypothesis class we wish to learn since our statistical and computational guarantees must necessarily depend on properties of the class we wish to learn [De 2012].

A goal could be to obtain a decision from \(\mathcal{C}_P\) that can be used to classify an unseen \((x_{n+1}, a_{n+1}) \in (\mathcal{X} \times \mathcal{A})\) or \(x_{n+1} \in \mathcal{X}\). Typically, the approach is to find a (provably optimal) predictor from the decision set \(\mathcal{C}_P\) via empirical risk minimization and show that this predictor generalizes to unseen examples. Suppose there are at most \(K\) groups to which any example \((x, a, y) \sim \mathcal{D}\) can belong to. For any decision \(c \in \mathcal{C}_P\), we define a loss function \(\ell : \mathcal{C}_P \times (\mathcal{X} \times \mathcal{A} \times \mathcal{Y})^n \to [0, 1]^K\) to be

\[
\ell(c, D) = (\ell_1(c, D), \ldots, \ell_K(c, D)),
\]
with $\ell_k(c, D) \in [0, 1]$ for each $k \in [K]$. In addition, we also define the itemized (per example) loss function $\ell : C_P \times (X \times A \times Y) \to [0, 1]^K$ so that the loss on the dataset $D$ will be the average of the itemized losses on each example for any decision $c \in C_P$ i.e., $\ell(c, D) = \frac{1}{n} \sum_{i=1}^{n} \ell(c, D_i)$. We assume that $K \leq P$ and that in most cases (as exemplified by our use cases) we have $K \ll P$. For example, although a specific neural network architecture might have $P = 1000$ weight parameters, $K = 20$ would be the maximum number of group statistics (i.e., false positive rate for each racial or ethnic category) computed on the examples fed to the neural network. In our model, $K$ is not necessarily equal to $|A|$. For example, this could happen when $K$, the number of statistics computed for all groups, is larger than $|A|$, the number of protected attributes. For any decision $c \in C_P$, we let $\ell_k(c, D)$ correspond to a context-specific or application-specific loss for individuals that belong to group $k \in [K]$. We assume that for any group $k \in [K]$, the loss $\ell_k(c, D)$ is an average loss of the form $\ell_k(c, D) = \frac{1}{n} \sum_{i=1}^{n} \ell_k(c, D_i)$. So $\ell_k(c, D)$ applies to the items in group $k \in [K]$ where $\ell_k(c, D_i)$ is the loss of $c$ on item $D_i = (x_i, a_i, y_i)$. We denote the induced loss set on dataset $D$ as $\ell(C_P, D) = \{\ell(c, D) : c \in C_P\} \subseteq [0, 1]^K$. The iterative linear optimization based private algorithm presented in this paper assumes that $\ell(C_P, D)$ is compact and that we have access to an oracle that approximately optimizes linear functions on $\ell(C_P, D)$. The exponential sampling algorithm assumes we have an approach to sampling from the decision set $C_P$ which we assume to be convex and to live in at most $P$ dimensions. If $\ell$ is convex, this algorithm is guaranteed to be computationally efficient (i.e., runtime polynomial in $P, K, n$). If $\ell$ is not convex, we cannot make such guarantees of computational efficiency but can still make statistical efficiency guarantees. In that case, we assume that the Vapnik–Chervonenkis (VC) dimension of $C_P (= VC(C_P))$ is finite and that $C_P$ is a concept class ($Y = \{0, 1\}$ or $Y = \{-1, +1\}$). For any dataset $D$, we can write the dataset as $D = (D_X, D_Y, D_A) = (D_X, D_Y, D_A)$ where $D_X \in (X \times Y)^n, D_X \in X^n, D_Y \in Y^n$ represents the insensitive attributes and $D_A \in A^n$ represents the sensitive attributes. The main goal of our work is to guarantee differential privacy with respect to the sensitive attribute. But if $C_P$ is of finite size or $\ell$ is convex, we can guarantee the privacy of the insensitive attributes as well.

**Definitions**

We now summarize the main definitions that we employ.

**Definition 1.1** (Chaudhuri and Hsu [2011], Jagielski et al. [2018]). An algorithm $M : (X \times A \times Y)^n \to \mathcal{R}$ is $(\epsilon, \delta)$-differentially private in the sensitive attributes if for all $D_X \in (X, Y)^n$ and for all neighboring $D_A \sim D_A' \in A^n$ and all $T \subseteq \mathcal{R}$, we have

$$\mathbb{P}[M(D_X, D_A) \in T] \leq e^\epsilon \cdot \mathbb{P}[M(D_X, D_A') \in T] + \delta.$$ 

The probability is over the coin flips of the algorithm $M$.

Now, let $C_P(D_X)$ be the set of all possible labellings induced on $D_X$ by $C_P$. i.e., $C_P(D_X) = \{(c(x_1), \ldots, c(x_n)) : c \in C_P\}$. Then by Sauer’s Lemma, $|C_P(D_X)| \leq O(n^{VC(C_P)})$ [Shalev-Shwartz and Ben-David [2014]]. In this paper, we will use $C_P(D_X)$ as the range of the exponential mechanism so that even if $C_P$ is infinite, assuming that its VC dimension is finite, we can obtain empirical risk bounds in terms of $VC(C_P)$. We require that the sensitive attribute be excluded from the domain of functions in $C_P$.

For any $c \in C_P$, the true population loss on group $k$ is $\ell_k(c) = \mathbb{E}_{D \sim D^n} [\ell_k(c, D)]$ and the true population loss for all groups is $\ell(c) = (\ell_1(c), \ldots, \ell_K(c))$. The goal of constrained group-objective

---

2Sometimes known as the Sauer–Shelah Lemma.

3An assumption also made in Jagielski et al. [2018].
optimization is to minimize the error function \( f(\ell(c)) \) subject to the constraint \( g(\ell(c)) \leq 0 \) where \( f, g : [0, 1]^K \rightarrow \mathbb{R} \) are context-specific or application-specific functions specified by the data curator.

Our differential privacy guarantees will be with respect to the centralized model where a central and trusted curator holds the data (as opposed to the local or federated model for differentially private computation). We now define constrained group-objective optimization and private constrained group-objective optimization.

**Definition 1.2 (Constrained Group-Objective Optimization: CGOO(CP, n, K, f, g, \ell, D, \alpha)).** Let \( f : [0, 1]^K \rightarrow \mathbb{R} \) be a function we wish to minimize subject to a constraint function \( g : [0, 1]^K \rightarrow \mathbb{R} \). Specifically, for any excess risk parameter \( \alpha > 0 \), decision set \( CP \), and any dataset \( D \) of size \( n \), we wish to obtain a decision \( \hat{c} \in CP \) such that

1. \( f(\ell(\hat{c}, D)) \leq \min_{c \in CP : g(\ell(c, D)) \leq 0} f(\ell(c, D)) + \alpha \),
2. \( g(\ell(\hat{c}, D)) \leq \alpha \).

Any deterministic or randomized procedure that takes input \( D \) and returns a decision \( \hat{c} \in CP \) that satisfies the two conditions above is a constrained group-objective optimization algorithm that solves the problem specified by CGOO(CP, n, K, f, g, \ell, D, \alpha).

Definition 1.2 is implicit in the work of Alabi et al. [2018]. This optimization problem differs from ordinary constrained optimization since we are optimizing with respect to functions of group statistics (e.g., true positives, false positives for examples in a group) instead of individual examples. In addition, there are two functions: \( f \) which is used to control the error as a function of the group statistics and \( g \) which can be used to control the deviations of the group statistics from one another. In later sections, we show specific formulations of optimization problems in terms of Definition 1.2. A private constrained group-objective optimization problem is a constrained group-objective optimization problem where the resulting decision \( \hat{c} \in CP \) is optimized in a differentially private manner. i.e., satisfying \((\epsilon, 0)\) or \((\epsilon, \delta)\)-differential privacy or some other notion of data privacy.

We note that Definition 1.2 is a special case of the more general multi-objective optimization problem, where we usually have multiple, sometimes an exponential number of, optimal solutions (forming a pareto-optimal set).\(^4\)

In this paper, the algorithms we present assume that the functions \( f, g \) are convex and \( O(1) \)-Lipschitz.\(^5\) In addition, the Frank-Wolfe based algorithm (in the appendix) assumes that the gradients of \( f, g \) are Lipschitz\(^6\) Our main novel contribution is an \((\epsilon, \delta)\)-differentially private algorithm for solving the constrained group-objective optimization problem and accompanying techniques in the quest for data privacy. This algorithm essentially implements a differentially private linear optimization oracle (LOPT\(_{\epsilon, \delta}\) satisfying \((\epsilon, \delta)\)-differential privacy) to solve linear subproblems approximately in each timestep. The non-private version of this oracle is LOPT which, although not equivalent to the statistical query model, can be used to simulate such queries [Kearns, 1998]. The specifications of LOPT and LOPT\(_{\epsilon, \delta}\) are in Definitions 1.3 and 1.4. In Section 7, we introduce a more general class of bounded divergence linear optimizers that includes both LOPT

---

\(^4\)See Marler and Arora [2004] for a survey on multi-objective optimization.
\(^5\)In the remainder of this paper, we use Lipschitz to mean \( O(1) \)-Lipschitz in the output parameter space \( CP \).
\(^6\)Sometimes referred to as the \( \beta \)-smooth property.
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Figure 1: Approximate Linear Optimizer Oracles LOPT and LOPT\(_{\epsilon, \delta}\)

But for clarity of exposition, our results will be cast in terms of LOPT, LOPT\(_{\epsilon, 0}\), or LOPT\(_{\epsilon, \delta}\).

**Definition 1.3** (LOPT). LOPT is an oracle for solving linear subproblems approximately. Let \(W \subseteq \mathbb{R}^K\) (or \(W \subseteq \mathbb{R}_{\geq 0}^K\)) be a set of weight vectors. Then for any weight vector \(w \in W\), if \(\hat{c} = \text{LOPT}(\mathcal{C}_P, \ell, w, D, \tau)\), then

\[
 w \cdot \ell(\hat{c}, D) \leq \min_{c \in \mathcal{C}_P} w \cdot \ell(c, D) + \tau \|w\|,
\]

where \(\mathcal{C}_P\) is the decision set, \(D\) is the dataset of size \(n\), and \(\tau\) is the tolerance parameter of the oracle.

In Definition 1.3, we also consider restrictions to non-negative vectors since as noted in [Kakade et al., 2009, Alabi et al., 2018], many natural approximation algorithms can only handle non-negative weight vectors.

**Definition 1.4** (LOPT\(_{\epsilon, \delta}\), LOPT\(_{\epsilon, \delta}^\theta\)). LOPT\(_{\epsilon, \delta}\) is an \((\epsilon, \delta)\)-differentially private oracle for solving linear subproblems approximately. Let \(W \subseteq \mathbb{R}^K\) (or \(W \subseteq \mathbb{R}_{\geq 0}^K\)) be a set of weight vectors. Then for any weight vector \(w \in W\):

1. If \(\tilde{c} = \text{LOPT}_{\epsilon, \delta}(\mathcal{C}_P, \ell, w, D, \tau)\), then \(w \cdot \ell(\tilde{c}, D) \leq \min_{c \in \mathcal{C}_P} w \cdot \ell(c, D) + \tau \|w\|\),

2. \(\forall c \in \mathcal{C}_P, \mathbb{P}[\text{LOPT}_{\epsilon, \delta}(\mathcal{C}_P, \ell, w, D, \tau) = c] \leq e^\epsilon \cdot \mathbb{P}[\text{LOPT}_{\epsilon, \delta}(\mathcal{C}_P, \ell, w, D', \tau) = c] + \delta\),

for any neighboring datasets \(D, D'\) of size \(n\) where \(\tau\) is the tolerance parameter of the oracle. The probability is over the coin flips of the oracle.

When item 1 holds with probability \(\geq 1 - \theta\), we term this oracle LOPT\(_{\epsilon, \delta}^\theta\). We sometimes use LOPT\(_{\epsilon, \delta}\) and LOPT\(_{\epsilon, \delta}^\theta\) interchangeably when it is clear from context that the linear subproblems are solved with high probability.

We provide a generic implementation of LOPT\(_{\epsilon, \delta}\) based on the exponential mechanism. In the case where \(\ell\) is convex, we use the computationally efficient convex exponential sampling and stochastic gradient descent techniques of [Bassily et al., 2014] for pure and approximate differential privacy, respectively. When \(\ell\) is not convex, we use the generic exponential mechanism to sample from \(\mathcal{C}_P\).

As Figure 1 illustrates, LOPT\(_{\epsilon, \delta}\) could be implemented via a number of approaches depending on the specification of the loss function \(\ell\). For example, in the case where \(\ell\) is convex and \(\mathcal{C}_P\) lies in [Kakade et al., 2009, Alabi et al., 2018], many natural approximation algorithms can only handle non-negative weight vectors.

\(\epsilon\)-differential privacy can be cast as a constraint on the max divergence between two random variables. Similarly, Rénýi differential privacy can be cast as a constraint on the Rénýi divergence [Mironov, 2017].
the $\ell_2$ unit ball, we can provide an implementation of a computationally efficient $\text{LOPT}_{\epsilon,\delta}$ based on the private stochastic gradient descent algorithm of Bassily et al. [2014] and use this oracle to, for example, solve weighted least squares regression [Sheffet, 2019]. If $\ell$ is not convex, we could use more generic implementations of the exponential mechanism. Without privacy considerations, $\text{LOPT}$ can be implemented via the use of an approximate LP or MIP solver or via a vanilla stochastic gradient descent [Bubeck, 2015]. The implementation of $\text{LOPT}$, $\text{LOPT}_{\epsilon,\delta}$ will depend on the decision set $C_P$ and its accompanying loss function $\ell$. In Alabi et al. [2018], the existence of $\text{LOPT}$ is assumed and used to solve the CGOO problem non-privately. We shall also follow a similar route: assume the existence of $\text{LOPT}_{\epsilon,\delta}$ but, in addition, we will provide a generic implementation of the private oracle so that we may obtain utility guarantees.

In Section 8, we show applications of our work to two main suites of uses cases. The first is for optimizing convex performance measures of the confusion matrix (such as those derived from the $G$-mean and $H$-mean); the second is for satisfying statistical definitions of algorithmic fairness (such as equalized odds, demographic parity, and Gini index of inequality).

1.1 Summary of Results

We proceed to state and interpret informal versions of some of our main theorems and corollaries. Through the lens of information-theoretic reductions, we show the following:

1. **Algorithms**: Present two generic differentially private algorithms to solve this problem – an $(\epsilon, 0)$ exponential sampling algorithm and an $(\epsilon, \delta)$ algorithm that uses an approximate linear optimizer to incrementally move toward the best decision.

2. **Improvements on Sample Complexity Upper Bound**: Compared to a previous method for ensuring differential privacy subject to a relaxed form of the equalized odds fairness constraint, the $(\epsilon, \delta)$-differentially private algorithm we present provides asymptotically better sample complexity guarantees, resulting in an exponential improvement in certain parameter regimes.

3. **First Polynomial-Time Algorithms**: Give the first polynomial-time algorithms to solve the problem with $(\epsilon, 0)$ or $(\epsilon, \delta)$ differential privacy guarantees when defined on a convex decision set (for example, the $\ell_P$ unit ball) with convex constraints and losses.

4. **Bounded Divergence Linear Optimizer Primitive**: Introduce a class of bounded divergence linear optimizers and specialize to pure and approximate differential privacy. The technique of using bounded divergence linear optimizers to simultaneously achieve privacy/security (and/or other constraints) and utility might be applicable to other problems not considered in this paper.

5. **Lower Bounds**: Finally, we show an algorithm-agnostic information-theoretic lower bound on the excess risk (or equivalently, the sample complexity) of any solution to the problem of $(\epsilon, 0)$ or $(\epsilon, \delta)$ differentially private constrained group-objective optimization.

Unlike in Bassily et al. [2014], the sample complexity upper bounds for convex $\ell, f, g$ scale as $O(1/\alpha^2)$ rather than $O(1/\alpha)$ because of the way we apply Lagrangian Duality. We essentially compose functions $f, g$ into $h = f + \max(0, g) \cdot O(\sqrt{K}/\alpha)$. As a result, to minimize $h$ to within $O(\alpha)$, we need to minimize $g$ to within $O(\alpha^2/\sqrt{K})$. As a consequence, our results are tight (with respect
to the accuracy parameter $\alpha$) amongst all strategies that compose functions. In addition, when using differential privacy, the dependence on $P$ or $\text{VC}(C_P)$ is necessary because our methods sample from $P$-dimensional decision sets (while $K$ is the ambient dimension due to function composition).

**Theorem (Informal) 1.5.** Suppose we are given any constrained group-objective optimization problem (Definition 1.2) where $f$ and $g$ are convex, Lipschitz functions and we wish to obtain a decision $\tilde{c} \in C_P$ in a differentially private manner.

If $\ell$ is a convex function and $f, g$ are non-decreasing, then let $n_0 = O\left(\frac{K^3}{\epsilon\alpha^2}\right)$. If not, let $n_0 = \tilde{O}\left(\frac{K\text{VC}(C_P)}{\epsilon\alpha^2}\right)$. Then there exists $n_0$ such that for all $n \geq n_0$ and privacy parameter $\epsilon > 0$ there is an $\epsilon$-differentially private algorithm that, with probability at least $9/10$, returns a decision $\tilde{c} \in C_P$ that solves the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem. The algorithm is guaranteed to be computationally efficient in the case where $\ell$ is convex and $f, g$ are non-decreasing.

Theorem 1.5 (more informal version of Theorem 5.2) shows that we can use the exponential mechanism to solve the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem although an explicit mechanism to sample from the set $C_P$ is not provided. This method provides a pure $\epsilon$-differentially private algorithm to solve the problem. The problem is easier and guaranteed to be computationally efficient when $\ell$ is convex and $f, g$ are non-decreasing because it results in an efficient construction of a LOPT$_{\epsilon,\delta}$ oracle with polynomial runtime in $P, K, n$. If not, we use the generic exponential mechanism and do not provide any computational efficiency guarantees.

**Theorem (Informal) 1.6.** Suppose we are given any constrained group-objective optimization problem (Definition 1.2) where $f, g$ are convex, Lipschitz functions. Then for any $\alpha > 0$, there exists an algorithm that after $T = O\left(\frac{K^4}{\alpha^2}\right)$ calls to LOPT will, with probability at least $9/10$, return a decision $\tilde{c} \in C_P$ that solves the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem.

**Theorem (Informal) 1.7.** Suppose we are given any constrained group-objective optimization problem (Definition 1.2) where $f$ and $g$ are convex, Lipschitz functions and we wish to obtain a decision $\tilde{c} \in C_P$ in a differentially private manner.

Then for any privacy parameters $\epsilon, \delta \in (0, 1]$, there exists an $(\epsilon, \delta)$-differentially private linear optimization based algorithm for which there is a setting of $\epsilon', \delta' \in (0, 1]$ such that after $T = O\left(\frac{K^4}{\alpha^2}\right)$ calls to LOPT$_{\epsilon',\delta'}$, with probability at least $9/10$, the algorithm returns a decision $\tilde{c} \in C_P$ that solves the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem.

Theorem 1.6 (more informal version of Theorem 5.5) shows that for any accuracy parameter $\alpha > 0$, we can, after $T = \text{poly}(K, 1/\alpha)$ calls to a linear optimization oracle, solve the constrained group-objective optimization problem to within $\alpha$, with high probability, provided that $f, g$ are convex, Lipschitz functions. For this theorem, we require access to LOPT in each iteration. We note that [Alabi et al., 2018] also achieved this theorem but we reprove it here more generally (so it is more amenable to use in our later proofs involving the additional constraint of data privacy).

Theorem 1.7 (more informal version of Theorem 5.9), with privacy guarantees, still relies on calls to a linear optimization oracle albeit its private counterpart LOPT$_{\epsilon,\delta}$. One way to interpret Theorems 1.6 and 1.7 is that if the non-private oracle is replaced with the private oracle, we can still solve the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem via the use of advanced composition [Dwork et al., 2010]. What remains is to show the existence and construction of the oracle LOPT$_{\epsilon,\delta}$ and provide utility guarantees for certain constructions.
Theorem (Informal) 1.8. For any privacy parameter $\epsilon > 0$, there is an implementation of $\text{LOPT}_{\epsilon,0}$ based on the exponential mechanism.

For any $\tau > 0, \theta \in (0,1]$, if $\ell$ is convex and $W$ is restricted to non-negative vectors, set $n_0 = \tilde{O}(x_{\tau\theta}(P + \log \frac{1}{\theta}))$ and if not set $n_0 = \tilde{O}(\frac{K^4}{\epsilon^4} (VC(C_P) + \log \frac{1}{\theta}) \log \frac{1}{\delta})$. Then there exists $n_0$ such that for all $n \geq n_0$, we can solve the $\text{LOPT}_{\epsilon,0}^\theta(C_P, \ell, w, D, \tau)$ problem.

Theorem 1.8 (more informal version of Theorem 5.10) shows a generic construction of the $\text{LOPT}_{\epsilon,0}^\theta$ oracle. Armed with this, we provide Corollary 1.9.

Corollary (Informal) 1.9. Suppose we are given any constrained group-objective optimization problem (Definition 1.2) where $f$ and $g$ are convex, Lipschitz functions and we wish to obtain a decision $\hat{c} \in C_P$ in a differentially private manner.

For any privacy parameters $\epsilon, \delta \in (0,1]$, there exists an $(\epsilon, \delta)$-differentially private algorithm that solves the $\text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha)$ problem. If $\ell$ is convex and $f, g$ are non-decreasing, set $n_0 = \tilde{O}\left(\frac{K^3}{\epsilon \alpha^4}\right)$. If not, set $n_0 = \tilde{O}\left(\frac{K^3 \cdot VC(C_P)}{\epsilon \alpha^4}\right)$. Then there exists $n_0$ such that for all $n \geq n_0$, with probability at least $9/10$, the algorithm will return a decision $\hat{c} \in C_P$ that solves the $\text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha)$ problem. The algorithm uses an $\text{LOPT}_{\epsilon,0}$ oracle implemented via the exponential mechanism.

In some ways, the statistical and computational complexity we obtain in Corollary 1.9 is worst-case since we implement the $\text{LOPT}_{\epsilon,0}$ oracle via the exponential mechanism. For specific problems (e.g., ordinary least squares on the $\ell_2$ ball), there are more computationally efficient implementations of the $\text{LOPT}_{\epsilon,\delta}$ oracle as we shall see in Section 1.8. We show asymptotic convergence guarantees so that the excess risk goes to 0 as $n \to \infty$. For ease of exposition, the sample complexity guarantees of Theorems 1.7, 1.8, and 1.9 are in terms of $\tilde{O}(\cdot)$ which hides polylogarithmic factors (including the polylogarithmic dependence on $\frac{1}{\delta}$). We ignore these polylogarithmic factors to obtain cleaner statements.

Theorem (Informal) 1.10. Suppose we are given a constrained group-objective optimization problem (Definition 1.2) where $f$ and $g$ are convex functions. Let $\epsilon > 0$. Then for every $\epsilon$-differentially private algorithm, there exists a dataset $D = \{x_1, \ldots, x_n\}$ drawn from the $\ell_2$ unit ball such that, with probability at least $1/2$, in order to solve the problem $\text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha)$ we need sample size $n \geq \Omega\left(\frac{K}{\epsilon \alpha}\right)$.

Theorem (Informal) 1.11. Suppose we are given a constrained group-objective optimization problem (Definition 1.2) where $f$ and $g$ are convex functions. Let $\epsilon > 0, \delta = o\left(\frac{1}{n}\right)$. Then for every $(\epsilon, \delta)$-differentially private algorithm, there exists a dataset $D = \{x_1, \ldots, x_n\}$ drawn from the $\ell_2$ unit ball such that, with probability at least $1/3$, in order to solve the problem $\text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha)$ we need sample size $n \geq \Omega\left(\frac{\sqrt{K}}{\epsilon \delta}\right)$.

Theorems 1.10 and 1.11 (more informal versions of Theorems 6.1 and 6.2) show lower bounds on the sample complexity for solving the constrained group-objective optimization problem in a differentially private manner. The lower bounds for achieving (pure) $\epsilon$ and (approximate) $(\epsilon, \delta)$-differential privacy to solve the $\text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha)$ problem differs from the upper bounds (from Theorems 1.5 and 1.7). Note that this gap is a direct result of the way we minimize $f$ subject to the constraint of $g$ by jointly minimizing a composition of these functions. As a consequence, our results are optimal amongst all such strategies that jointly minimize a composition of these functions.
We note that [Jagielski et al., 2018] considered the problem of differentially private fair learning in which they present a reductions approach to fair learning but the oracle-based algorithms they provide are specific modifications of those provided by [Agarwal et al. 2018]. The algorithm is an exponentiated gradient algorithm for fair classification that uses a cost-sensitive classification oracle solver in each iteration, which is only applied to the equalized odds definition. We show an approach that applies to more than one definition. Moreover, the algorithms in our paper results in asymptotically better sample complexity guarantees than previous work although under different underlying oracle assumptions and for a smoothed version of the equalized odds definition.

We hope that the generality of our approaches and techniques here will lead to applications in myriad domains.

1.2 Techniques

We introduce a class of bounded divergence linear optimizers (see Section 7) to simultaneously achieve strong privacy guarantees and solve constrained group-objective optimization problems (Definition 1.2). These linear optimizers can be used to solve general multi-objective problems with one or more divergence constraints. For simplicity and clarity of exposition, we specialize this linear optimizer to $(\epsilon, 0)$ and $(\epsilon, \delta)$-differential privacy.

Based on the exponential mechanism, we provide an $(\epsilon, 0)$-differentially private algorithm to solve the CGOO problem. In the case where $\ell$ is convex, we use the computationally efficient sampling technique of [Bassily et al. 2014] to sample from $C_P$. Our CGOO algorithms rely on the simple observation that if we are given two functions $f, g : [0, 1]^K \rightarrow \mathbb{R}$ and aim to minimize the function $f$ subject to the constraint $g$ we could minimize them jointly via a “new” function. Specifically, we define the function $h : [0, 1]^K \rightarrow \mathbb{R}$ where $h(x) = f(x) + G \cdot \max(0, g(x))$ for all $x \in [0, 1]^K$ for some setting of $G > 0$. Then we could optimize $h$ with privacy in mind. The $(\epsilon, \delta)$-differentially private algorithm, in each iteration, relies on calls to the private oracle $\text{LOPT}_{\epsilon, \delta}$. And to optimize both $f$ and $g$ to within $\alpha$ we can set $G = O(\sqrt{\frac{K}{\alpha}})$ (for large enough sample size $n$).

Note that this differentially private algorithm is a first-order iterative optimization algorithm that relies on access to the gradient oracles $\nabla f, \nabla g$. Optimization with respect to these gradient oracles is done in a private manner while weighting $\nabla g$ by a multiplicative factor of $G$. The strategy of differentially private optimization of a function subject to one or more constraints can be applied to other situations. The weighting of gradients non-privately to solve the CGOO($C_P$, $n$, $K$, $f$, $g$, $\ell$, $D$, $\alpha$) problem was done by [Alabi et al. 2018] but without privacy considerations. The technique of using the private oracle $\text{LOPT}_{\epsilon, \delta}$ (or an alternative from the class of bounded divergence linear optimizers) to solve an overall convex (or non-convex) optimization problem, with or without other constraints, might be applicable to other scenarios.

It is known that differentially private iterative algorithms use the crucial property of (advanced) composition of differential privacy [Dwork et al. 2010, Dwork and Roth 2014] which come in a variety of forms. The iterative algorithms we provide exploit this property. The lower bounds we provide for empirical risk minimization are modified versions of the ones provided by [Bassily et al. 2014].

1.3 Applications

In computer science, showing that one problem can be reduced to another is a staple of proofs, to obtain lower or upper bounds on complexity measures. [Karp 1972], famously, showed that there
Method | Desired Guarantees
--- | ---
ℓ₀ | Sparsity, Basis Selection
ℓ₁ | Robustness to Outliers, Transfer of Compressed Sensing Techniques
ℓ₂ | Standard (and Faster) Convergence Rates, Allows (Provable) use of SGD Based Methods

Table 1: Comparing properties of ℓ₀, ℓ₁, ℓ₂ minimization

is a many-to-one reduction from the Boolean Satisfiability problem to 21 graph-theoretical and combinatorial problems. Karp showed that, as a consequence, these 21 problems are NP-complete.

This approach of using reductions can also be applied to problems that are not necessarily combinatorial in nature. We, essentially, reduce a few problems to solving bounded-divergence linear subproblems (see Section 7).

After using Lagrangian duality to create objectives that satisfy one or more sub-criteria, we can rely on calls to standard optimizers. The choice of the underlying optimizer depends on the desired properties we want to satisfy. See Table 1 for examples. The use of robust differentially private estimators (e.g., ℓ₁ objectives) could provide better utility [Dwork and Lei, 2009].

In Section 8, we expand on the breadth of our applications from optimizing convex measures of the confusion matrix to satisfying certain definitions from the algorithmic fairness literature. The linear optimization based algorithm we provide can only be applied to convex, Lipschitz functions f, g. In the appendix, we provide a Frank-Wolfe based algorithm that also requires Lipschitz gradients. However, we note that even if f, g are not convex or smooth there exist surrogate convex functions and standard smoothing techniques that can be applied (e.g., see Moreau-Yosida regularization [Nesterov, 2005] and correspondences between f-divergences and surrogate loss functions [Bartlett et al., 2006, Nguyen et al., 2005, 2009]). First, we show how to apply our work to the problem of weighted least squares regression. Then, we show how to satisfy a relaxed form of the Equalized Odds fairness definition while returning accurate classifiers on training data. Finally, we apply our results to the problem of hypothesis testing.

1.3.1 Case Study: Reduction to Ordinary Least Squares with Subgroup Weights

We have stated approaches to solving the CGOO(CP, n, K, f, g, ℓ, D, α) problem using a generic construction of LOPTϵ,δ oracles via the exponential mechanism which is not guaranteed to be computationally efficient. Now we proceed to show that for the specific problem of ordinary least squares (which admits a convex loss), we get an efficient LOPTϵ,δ.

Let B²P represent the unit ball in P dimensions i.e., B²P = {x ∈ R²P : ||x||₂ = 1}. Suppose we are given n > 1 input points x₁, ..., xₙ from B²P each belonging to one of [K] groups encoded through a function d : B²P → [K] (i.e., private function known to the data curator). Each data point xᵢ has a corresponding output point yᵢ ∈ [0, 1].

Given a weight vector w ∈ [0, 1][K], the goal is to output a c ∈ B²P such that the empirical average squared loss

\[
\frac{1}{n} \sum_{k \in [K]} \sum_{i=1}^{n} w_k \cdot \ell_k(c, x_i, y_i) = \frac{1}{n} \sum_{k \in [K]} \sum_{i=1}^{n} w_k \cdot 1[d(x_i) = k] \cdot ((c, x_i) - y_i)^2
\]

is minimized. To proceed, a naive method is to translate each xᵢ ∈ B²P into ˜xᵢ ∈ B²PK where xᵢ
Corollary (Informal) 1.12. There exists a polynomial-time $(\epsilon, \delta)$-differentially private algorithm that, with probability at least 9/10, returns a decision $\hat{c} \in \mathcal{C}_p$ that solves the $\text{CGOO}(\mathcal{C}_p, n, K, f, g, \ell, D, \alpha)$ problem when applied to solve ordinary least squares. We proceed to state an informal corollary that illustrates how to use our theorems to satisfy certain definitions from the algorithmic fairness literature. The corollary serves to compare the method in this paper to that of Jagielski et al. [2018] in satisfying both privacy and fairness.

\section{Case Study: Satisfying Equalized Odds}

We have discussed how to obtain efficient oracles for $\text{LOPT}, \text{LOPT}_{\epsilon, \delta}$. But how do different implementations of $\text{LOPT}, \text{LOPT}_{\epsilon, \delta}$ perform (relative to one another) for the weighted least squares regression problem? And how can we use these $\text{LOPT}, \text{LOPT}_{\epsilon, \delta}$ oracles to solve the CGOO problem? Agarwal et al. [2019] study fair regression via reduction-based algorithms, an approach that can be instantiated in the CGOO framework. The weighted linear regression problem can be solved differentially privately as shown in Sheffet [2019]. We defer the study of this problem in detail (with specific applications to regression) to future work.

\begin{definition}[$(\alpha$-Equalized Odds) Jagielski et al. [2018].] Let $X, A, Y$ be random variables representing the non-sensitive features, the sensitive attribute, and the label assigned to an individual, respectively.

Given a dataset of examples $D = \{(\mathbf{x}_i, a_i, y_i)\}_{i=1}^n \in (X, A, \{0, 1\})^n$ of size $n$, we say a classifier $c \in \mathcal{C}_p$ satisfies $\alpha$-Equalized Odds if

\begin{equation}
\max_{a, a' \in A} \{\max(\|\hat{F}_Pa - \hat{F}_{Pa'}\|, \|\hat{T}_Pa - \hat{T}_{Pa'}\|) \leq \alpha
\end{equation}

where $\hat{F}_Pa, \hat{T}_Pa$ are empirical estimates of $FPa(a) = P_{(x, a, y)}[c(x) = 1|A = a, y = 0], TPa(c) = P_{(x, a, y)}[c(x) = 1|A = a, y = 1]$ respectively on dataset $D$. \footnote{Since the data points lie in the $l_2$ ball, a projection operator is $\Pi(x) = x/\|x\|$.}

\footnote{Although their methods could probably be applied to other statistical fairness definitions as well.}

\footnote{$FPa(c)$ is usually referred to as the false positive rate on attribute $A = a$. Likewise, $FNa(c)$ and $TPa(c)$ are the false negative and true positive rates on attribute $A = a$ respectively.}
We say a classifier satisfies $\alpha$-Smoothed Equalized Odds if the smoothed version of Equation $[1]$ is satisfied (i.e., when the maximum and absolute functions in Equation $[1]$ are replaced with smoothed versions $[11]$ or using the Moreau-Yosida regularization technique).

For concreteness, we provide a specific smoothed version of $\alpha$-equalized odds in Definition 1.14.

**Definition 1.14 ($\alpha, \eta$)-Smoothed Equalized Odds.** Let $X, A, Y$ be random variables representing the non-sensitive features, the sensitive attribute, and the label assigned to an individual, respectively.

Given a dataset of examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n \in (X, A, \{0, 1\})^n$ of size $n$, we say a classifier $c \in \mathcal{C}_P$ satisfies ($\alpha, \eta$) Equalized Odds if the constraint function

$$g(\hat{F}_P, \hat{F}N, \hat{T}P) = \max_{a, a' \in A} \{\max(|\hat{F}_P - \hat{F}_P|, |\hat{T}P - \hat{T}P|)| - \alpha$$

is less than or equal to 0. ($\hat{F}_P, \hat{F}N, \hat{T}P)$ corresponds to the $3|A|$ empirical estimates of the false positives, false negatives, and true positives for the $|A|$ groups. ($\hat{F}_P, \hat{T}P$) are used to enforce the equalized odds constraint while ($\hat{F}_P, \hat{F}N$) are used to compute the error of the classifier. We use the smooth maximum function $\text{smax}^\eta(y_1, \ldots, y_n) = \frac{\sum_{i=1}^n y_i e^{\eta y_i} \bigg[\text{Lange et al., 2014}\bigg]}{\sum_{i=1}^n e^{\eta y_i}}$ as a replacement for the non-smooth maximum function. As $\eta \to \infty$, $\text{smax}^\eta \to \max$.

Note that the solutions that satisfy Definition 1.13 might differ from the ones that satisfy Definition 1.14 because of the cost of smoothing parameterized by $\eta$. Also, the gradient of $\text{smax}^\eta$ is given by $\nabla_y \text{smax}^\eta(y_1, \ldots, y_n) = \frac{e^{\eta y_i} \sum_{j=1}^n [1 + \eta(y_i - \text{smax}^\eta(y_1, \ldots, y_n))]}}{\sum_{i=1}^n e^{\eta y_i}}$.

**Corollary (Informal) 1.15.** For any privacy parameters $\epsilon, \delta \in (0, 1]$, suppose we have a dataset of examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n$ of size $n$ where $x_i \in X, y_i \in \{0, 1\}$, $a_i \in A$, for all $i \in [n]$. Assume that there exists at least one decision in $\mathcal{C}_P$ (with finite VC dimension of at most $\text{VC}(\mathcal{C}_P)$) that satisfies ($\alpha, \eta$)-Smoothed Equalized Odds (by Definition 1.14) for some $\eta > 0$.

Then there exists $n_0 = \tilde{O}\left(\frac{|A|^3 \text{VC}(\mathcal{C}_P)}{\epsilon^\alpha \delta}\right)$ such that for all $n \geq n_0$, given access to a LOPT$_{\epsilon, \delta}$ oracle, we can, with probability at least $9/10$, obtain a decision $\tilde{c} \in \mathcal{C}_P$ satisfying ($\alpha, \eta$)-smoothed equalized odds that is within $\alpha$ away from the most accurate classifier.

We provide the proof for Corollary 1.15 as Corollary 8.9 in Section 8. Corollary 1.15 uses Theorem 5.9 as the base theorem. In comparison, in the regime where, in their formulation, $\min_{a, y} \tilde{q}_{a,y} \leq \alpha^{1+r}/2$ for any $r > 0$ (see Section C in the Appendix for more details), their methods can solve the CGOO($\mathcal{C}_P, n, K, f, g, \ell, D, \alpha$) problem using sample complexity $\tilde{O}\left(\frac{|A|^3 \text{VC}(\mathcal{C}_P)}{\epsilon^\alpha \delta}\right)$.

In Section C we state their main theorem (Theorem C.1) and a corollary (Corollary C.2) showing the sample complexity required for their algorithm to solve the CGOO($\mathcal{C}_P, n, K, f, g, \ell, D, \alpha$) problem when applied to the Equalized Odds fairness definition. On the other hand, Corollary 1.15 results in sample size $\tilde{O}\left(\frac{|A|^3 \text{VC}(\mathcal{C}_P)}{\epsilon^\alpha \delta}\right)$. As a result, by Corollary 1.15 the linear optimization based algorithm for Theorem 5.9 performs better for all $r > 0$ and $|A| < 1/\alpha^r$ (in terms of asymptotic sample complexity for the accuracy parameter $\alpha > 0$) than the DP-oracle-learner (which uses a private version of a cost-sensitive classification oracle CSC($\mathcal{C}_P$) in each iteration of their algorithm) of Jagielski et al. 2018. Comparing the results of Jagielski et al. 2018 to Corollary 1.15 we see

\[\text{For example, the smooth maximum function is a smooth approximation to the maximum function.}\]

\[\text{\[9\] \hat{a}_{a,y} \text{ is an empirical estimate for } p[A = a, Y = y] \text{ where } y \in \{0, 1\} \text{ and } a \in A. \text{ A small } \min_{a,y} \hat{a}_{a,y} \text{ results when the sample size for a particular attribute is small.}\]
that our results hold under different oracle assumptions and for a smoothed version of the equalized odds constraint. As a result, the comparison is not as direct as we would like.

1.3.3 Case Study: Privately Selecting Powerful Statistical Tests

Essentially, any problem that can be simulated via the use of a confusion matrix (i.e., empirical estimates of Type I, II error) can be solved using our framework.

Our results can also be applied to hypothesis testing to, for example, select high-power test statistics. A hypothesis is simple if it completely specifies the data distribution. The hypothesis \( H_i : \theta \in \Omega_i \) is simple when \(|\Omega_i| = 1\). Let \( Y \) be the observed data. For such simple hypothesis, let \( p_0, p_1 \) denote densities of \( Y \) under \( H_0 \) (the null hypothesis) and \( H_1 \) (the alternative) respectively. When both \( H_0, H_1 \) are simple then the Neyman-Pearson lemma completely characterizes all tests on the competing hypothesis via the likelihood ratio \( L(y) = \frac{p_1(y)}{p_0(y)} \) [Keener, 2010]. For any \( y \), let \( p_0(y), p_1(y) \) denote the density of \( y \) under \( H_0 \) and \( H_1 \) respectively. Analogues of the Neyman-Pearson lemma have been studied in the differential privacy literature [Kairouz et al., 2017, Canonne et al., 2019].

The power function for a simple test function \( \phi \) (that returns the probability of rejecting the null hypothesis) has two possible values:

\[
\alpha = \gamma_0 = \mathbb{E}_0 \phi = \int \phi(y) p_0(y) dy, \quad \gamma_1 = \mathbb{E}_1 \phi = \int \phi(y) p_1(y) dy,
\]

where the level is \( \alpha \) should be as close to zero as possible and \( \gamma_1 \) should be close to one. The goal would be to maximize \( \gamma_1 \) among all tests \( \phi \) with \( \alpha = \mathbb{E}_0 \phi \). This is a constrained maximization problem, for which our work shows the existence of oracle-efficient differentially private (empirical risk) solvers for a fixed dataset \( Y \). See the informal Corollary 1.17 which follows from the formal Corollary 5.11 statement.

**Proposition 1.16** (Neyman-Pearson Lemma [Neyman et al., 1933]). Given any level \( \alpha = \mathbb{E}_0 \phi \in [0, 1] \), there exists a likelihood ratio test \( \phi_\alpha \) with level \( \alpha \) and any likelihood ratio test with level \( \alpha \) maximizes \( \mathbb{E}_1 \phi \) among all tests with level at most \( \alpha \).

**Corollary (Informal) 1.17.** There exists an oracle-efficient \((\epsilon, \delta)\)-differentially private algorithm that, with probability at least \( 9/10 \), returns a test statistic with target significance level \( \alpha \in (0, 1] \) and is \( \alpha \) away from the most powerful test statistic.

We defer the explicit construction of such algorithms (for privately selecting high-power test statistics) to future work.

2 Related Work

Below we briefly specify a few other works related to the material presented in this paper.

**Adversarial Prediction:** Adversarial prediction (via Lagrangian duality, for example) for multi-objective optimization is the main workhorse of most algorithmic fairness frameworks [Freund and Schapire, 1997, Wang et al., 2015]. Multi-objective adversarial prediction builds off of work of mathematicians David Blackwell (Blackwell’s Approachability Theorem [Blackwell, 1956]) and James Hannan [Hannan, 1957]. See [Cesa-Bianchi and Lugosi, 2006] for a survey on learning and games.
Alghamdi et al. [2020] define a model projection framework which can be viewed via the lens of Lagrangian duality but do not analyze the computational efficiency of their solutions. We aim to delineate the computational efficiency of such information-theoretic problems.

**Reductions Approach to Fair Classification and Regression:** Agarwal et al. [2018] explore the problem of using black-box optimizers to minimize group-fair convex objectives subject to constraint functions. Alabi et al. [2018] extend this work to handle any Lipschitz-continuous group objective of losses given oracle access to an approximate linear optimizer in time polynomial in the inverse of the accuracy parameter. Furthermore, they extend their results to learning using a polynomial number of examples and access to an agnostic learner. Our definition of the constrained group-objective optimization problem is inspired by the work and results of Alabi et al. [2018]. Additionally, Narasimhan et al. [2015], Narasimhan [2018], Hiranandani et al. [2019] explore optimizing convex objectives of the confusion matrix (such as those derived from $G$-mean, $H$-mean typically used for class-imbalanced problems) and fractional-convex functions of the confusion matrix (such as $F_1$ measure used in text retrieval).

In this paper, we consider some of the use cases explored by previous works but also add on the additional constraint of data privacy, an important constraint given that fairness is often imposed with respect to the sensitive attributes of data subjects.

**Private Empirical Risk Minimization:** Differentially private empirical risk minimization in the convex setting has been considered in a variety of settings [Chaudhuri et al., 2011, Kifer et al., 2012, Bassily et al., 2014, Talwar et al., 2014, 2015, Steinke and Ullman, 2015, Wang et al., 2018, Iyengar et al., 2019] with algorithm-specific upper and algorithm-agnostic lower bounds provided in some cases. We largely build upon these works.

**Private Fair Learning:** Jagielski et al. [2018] initiate the study of differentially private fair learning but only consider the equalized odds definition in the reductions approach to fair learning. Ekstrand et al. [2018] discuss an agenda for subproblems that should be considered when trying to achieve data privacy for fair learning. Last, Kilbertus et al. [2018] study how to learn models that are fair by encrypting sensitive attributes and using secure multiparty computation.

### 3 Preliminaries and Notation

Here we introduce preliminaries and notation that might be useful to parse through later sections.

#### 3.1 Differential Privacy

For the definitions below, for any two datasets $D, D' \in \mathcal{Z}^n$, we use $D \sim D'$ to mean that $D$ and $D'$ are neighboring datasets that differ in exactly one row.

**Definition 3.1** ((Pure) $\epsilon$-Differential Privacy [Dwork et al., 2006]). For any $\epsilon \geq 0$, we say that a (randomized) mechanism $\mathcal{M} : \mathcal{Z}^n \rightarrow \mathcal{R}$ is $\epsilon$-differentially private if for every two neighboring datasets $D \sim D' \in \mathcal{Z}^n$, we have that

$$\forall T \subseteq \mathcal{R}, \mathbb{P}[\mathcal{M}(D) \in T] \leq e^\epsilon \cdot \mathbb{P}[\mathcal{M}(D') \in T].$$

We usually take $\epsilon$ to be small but not cryptographically small. For example, typically we set $\epsilon \in [0.1, 1]$. The smaller $\epsilon$ is, the more privacy is guaranteed.
Definition 3.2 ((Approximate) \((\epsilon,\delta)\)-Differential Privacy). For any \(\epsilon \geq 0, \delta \in [0, 1]\), we say that a (randomized) mechanism \(M : \mathbb{Z}^n \rightarrow \mathcal{R}\) is \((\epsilon,\delta)\)-differentially private if for every two neighboring datasets \(D \sim D' \in \mathbb{Z}^n\), we have that

\[
\forall T \subseteq \mathcal{R}, \mathbb{P}[M(D) \in T] \leq e^{\epsilon} \cdot \mathbb{P}[M(D') \in T] + \delta.
\]

We insist that \(\delta\) be cryptographically negligible i.e., \(\delta \leq n^{-\omega(1)}\). The value \(\delta\) can be interpreted as an upper-bound on the probability of a catastrophic event (such as publishing the entire dataset) [Vadhan, 2017]. \((\epsilon,\delta)\)-differential privacy can also be interpreted as “(pure) \(\epsilon\)-differential privacy with probability at least \(1 - \delta\).” The smaller \(\epsilon\) and \(\delta\) are, the more privacy is guaranteed.

Definition 3.3 (\(\ell_1\)-sensitivity of a function). The \(\ell_1\) sensitivity of a function \(f : \mathbb{Z}^n \rightarrow \mathbb{R}^K\) is

\[
\Delta_1(f) = \max_{D, D' \in \mathbb{Z}^n : D \sim D'} \|f(D) - f(D')\|_1,
\]

where \(D \sim D' \in \mathbb{Z}^n\) are neighboring datasets.

Definition 3.4 (\(\ell_2\)-sensitivity of a function). The \(\ell_2\) sensitivity of a function \(f : \mathbb{Z}^n \rightarrow \mathbb{R}^K\) is

\[
\Delta_2(f) = \max_{D, D' \in \mathbb{Z}^n : D \sim D'} \|f(D) - f(D')\|_2,
\]

where \(D \sim D' \in \mathbb{Z}^n\) are neighboring datasets.

Theorem 3.5 (Exponential Mechanism [McSherry and Talwar, 2007]). For any privacy parameter \(\epsilon > 0\) and any given loss function \(h : \mathcal{C}_P \times \mathbb{Z}^n \rightarrow \mathbb{R}\) and database \(D \in \mathbb{Z}^n\), the Exponential mechanism outputs \(c \in \mathcal{C}_P\) with probability proportional to

\[
\exp\left(-\epsilon \cdot \frac{h(c, D) - h(c, D')}{2\Delta h}\right).
\]

is the sensitivity of the loss function \(h\).

Theorem 3.6 (Privacy-Utility Tradeoffs of Exponential Mechanism [McSherry and Talwar, 2007]). For any database \(D \in \mathbb{Z}^n\), let \(c^* = \arg\min_{c \in \mathcal{C}_P} h(c, D)\) and \(\tilde{c}_\epsilon \in \mathcal{C}_P\) be the output of the Exponential Mechanism satisfying \(\epsilon\)-differential privacy. Then with probability at least \(1 - \rho\),

\[
|h(\tilde{c}_\epsilon, D) - h(c^*, D)| \leq \log \left(\frac{\lvert\mathcal{C}_P\rvert}{\rho}\right) \left(\frac{2\Delta h}{\epsilon}\right).
\]

Lemma 3.7 (Post-Processing [Dwork et al., 2006]). Let \(M : \mathbb{Z}^n \rightarrow \mathcal{R}\) be an \((\epsilon,\delta)\)-differentially private algorithm and \(f : \mathcal{R} \rightarrow \mathcal{T}\) be any (randomized) function. Then \(f \circ M : \mathbb{Z}^n \rightarrow \mathcal{T}\) is an \((\epsilon,\delta)\)-differentially private algorithm.

The exponential mechanism will be used as the main building block for our differentially private algorithms for constrained group-objective optimization. The Laplace and Gaussian mechanisms [Dwork and Roth, 2014, Dwork et al., 2006] are often used when the goal is to output estimates to a query (e.g., the mean, sum, or median) while the Exponential mechanism is used when the goal is to output an object (e.g., a regression coefficient vector or classifier) with minimum loss (or maximum utility).
3.2 Convexity, Smoothness, and Optimization Oracles

Definition 3.8 (Convex Set). A set $V \subset \mathbb{R}^m$ is a convex set if it contains all of its line segments. That is, $V$ is convex iff

$$\forall (x, y, \gamma) \in V \times V \times [0,1], (1 - \gamma)x + \gamma y \in V.$$ 

Definition 3.9 (Convex Function). A function $f : V \rightarrow \mathbb{R}$ is a convex function if it always lies below its chords. That is, $f$ is convex iff

$$\forall (x, y, \gamma) \in V \times V \times [0,1], f((1 - \gamma)x + \gamma y) \leq (1 - \gamma)f(x) + \gamma f(y).$$

Definition 3.10 (Subgradients). Let $V \subset \mathbb{R}^m$ and define a function $f : V \rightarrow \mathbb{R}$. Then we say that $g \in \mathbb{R}^m$ is a subgradient of $f$ at $x \in V$ if for any $y \in V$ we have that

$$f(x) - f(y) \leq g^T(x - y).$$

We denote $\partial f(x)$ as the set of subgradients of the function $f$ at $x \in V$.

Definition 3.11 (Lipschitz Function). Let $V \subset \mathbb{R}^m$. A function $f : V \rightarrow \mathbb{R}$ is $L$-Lipschitz on $V$ if for all $x, y \in V$, we have

$$|f(x) - f(y)| \leq L\|x - y\|.$$ 

Definition 3.12 ($\beta$-Smooth Function). Let $V \subset \mathbb{R}^m$. A function $f : V \rightarrow \mathbb{R}$ is $\beta$-smooth if the gradient $\nabla f$ is $\beta$-Lipschitz. That is, for all $x, y \in V$,

$$\|\nabla f(x) - \nabla f(y)\| \leq \beta \cdot \|x - y\|.$$ 

Note that if $f$ is twice-differentiable then $f$ being $\beta$-smooth is equivalent to the eigenvalues of its HESSians being smaller than $\beta$.

For our iterative algorithms, we assume access to a linear optimizer oracle that can solve subproblems of the form

$$y_t \in \arg\min_{y \in V} w^T y$$

whether exactly or approximately for any $w \in V \subset \mathbb{R}^m$. We previously defined non-private and private approximate linear optimizer oracles $LOPT, LOPT_{\epsilon, \delta}$. We will assume the existence of LOPT and provide a generic construction of its private counterpart.

The overall convex optimization problem will be converted into a series of linear subproblems. A key property of the use of linear optimizers in the (vanilla) Frank-Wolfe algorithm is that the projection step of projected gradient descent algorithms is replaced with a linear optimization step over the set $V$. In some cases, solving linear optimization subproblems will be simpler and more computationally efficient to solve than projections into some feasible set.

4 Constrained Group-Objective Optimization via Weighting

In this section, we present a key lemma and corollary that will be crucial to the algorithms we will present in this paper. The iterative linear optimization based algorithms will solve the constrained
implies that

Let $\alpha > 0$. That is, for every $c \in C_P$, if $c \in \Delta(\{c_i\}_{i=1}^T)$ then $c \in C_P$. For any $i \in [T]$, $c$ will predict $c_i(x)$ with probability $w_i$ where $\sum_{i=1}^T w_i = 1$. We also assume that we can return randomized decisions defined over $\Delta(C_P)$.

Having settled on a reductionist optimization problem (Definition 1.2), the goal will be to obtain a decision $\hat{c} \in C_P$ for which

$$\mathbb{E}[f(\ell(\hat{c}, D))] \leq f(\ell(c^*, D)) + \alpha, \quad \mathbb{E}[g(\ell(\hat{c}, D))] \leq \alpha$$

w.p. $\geq 1 - \rho$, $\rho \in (0, 1)$, $f(\ell(\hat{c}, D)) \leq f(\ell(c^*, D)) + \alpha$, $g(\ell(\hat{c}, D)) \leq \alpha$ \hspace{1cm} (3)

where $f, g : [0, 1]^K \rightarrow \mathbb{R}$ are functions for which $c^* \in \text{argmin}_{c \in C_P : g(\ell(c, D)) \leq 0} f(\ell(c, D)) + \alpha$ is the best decision (according to $f(\cdot)$) that satisfies the constraint function $g(\cdot)$ and $D$ is a fixed dataset of size $n$. The expectation or the high probability bound is over the random coins of the algorithm that chooses $\hat{c}$.

To reach the guarantee in Equation (3), we rely on the following key lemma and corollary which results in a weighted private gradient optimization strategy when the additional constraint of privacy is added in the case of the first-order optimization algorithms. For this strategy, we essentially optimize two functions simultaneously while ensuring privacy by weighting the gradients of the functions $f$ and $g$. As a consequence, in the case of the use of output perturbation, the standard deviation of the noise distribution used to ensure privacy will also scale with the weights applied to the gradients of $f$ and $g$.

**Lemma 4.1.** For any Lipschitz continuous functions $f, g : [0, 1]^K \rightarrow \mathbb{R}$, suppose that there exists $y \in [0, 1]^K$ such that $g(y) \leq 0$.

For any $G > 0$, define the function $h : [0, 1]^K \rightarrow \mathbb{R}$ as follows: $h(x) = f(x) + G \cdot \max(0, g(x))$ for any $x \in [0, 1]^K$. Then for all $x' \in [0, 1]^K$, $\alpha > 0$ such that $h(x') \leq \min_{x \in [0, 1]^K} h(x) + \alpha$, we are guaranteed that

$$f(x') \leq \min_{x \in [0, 1]^K, g(x) \leq 0} f(x) + \alpha, \quad g(x') \leq \frac{\alpha + L_f \sqrt{K}}{G}$$

where $L_f$ is the Lipschitz constant for the function $f$.

**Proof.** Let $\alpha > 0$ and $G > 0$. Then for all $x' \in [0, 1]^K$ such that $h(x') \leq \min_{x \in [0, 1]^K} h(x) + \alpha$,

$$h(x') = f(x') + G \cdot \max(0, g(x')) \leq \min_{x \in [0, 1]^K, g(x) \leq 0} f(x) + \alpha$$

implies that

1. $f(x') \leq \min_{x \in [0, 1]^K, g(x) \leq 0} f(x) + \alpha$;
2. $g(x') \leq \frac{\alpha + L_f \sqrt{K}}{G}$ since by the definition of Lipschitz constants we have $\max_{x, x' \in [0, 1]^K} f(x) - f(x') \leq L_f ||x - x'|| \leq L_f \sqrt{K}$ since $x, x' \in [0, 1]^K$ by definition.
Corollary 4.2. Define \( h(x) = f(x) + \frac{\alpha + L_f \sqrt{K}}{\alpha} \max(0, g(x)) \) for all \( x \in [0, 1]^K \). Then for all \( x' \in [0, 1]^K, \alpha > 0 \) such that \( h(x') \leq \min_{x \in [0, 1]^K} h(x) + \alpha \), we are guaranteed that
\[
\begin{align*}
    f(x') &\leq \min_{x \in [0, 1]^K : g(x) \leq 0} f(x) + \alpha, \\
    g(x') &\leq \alpha.
\end{align*}
\]

Proof. The corollary follows from Lemma 4.1 by setting \( G = \frac{\alpha + L_f \sqrt{K}}{\alpha} \).

Since \( f, g \) are Lipschitz continuous and for all \( c \in C_P \) and datasets \( D \) of size \( n, \ell(c, D) \in [0, 1]^K \) (by Definition), we know that using Corollary 4.2 we can achieve Equation (3). This will be key to our constrained group-objective optimization algorithms both in the privacy-preserving and the non-privacy-preserving cases.

We will go on to show a linear optimization based algorithm to achieve the guarantee in Equation (3) both with and without privacy guarantees. But first we will present an exponential sampling \((\epsilon, 0)-differential privacy in the computation of the decision \( \tilde{c} \in C_P \) both with and without privacy guarantees. But first we will present an exponential sampling \((\epsilon, 0)-differential privacy algorithm that directly applies Lemma 4.1.

5 Algorithms for Private Constrained Group-Objective Optimization

We present algorithms to solve the constrained group-objective optimization problem \( \text{CGOO}(C_P, n, K, f, g, \ell, D, \alpha) \). To simplify analysis and notation, we assume that both functions \( f \) and \( g \) are 1-Lipschitz functions (i.e., their Lipschitz constants are \( L_f = L_g = 1 \)). For general \( L_f \)-Lipschitz function \( f \) and \( L_g \)-Lipschitz function \( g \), we can run the algorithms on \( f/L_f \) and \( g/L_g \) with accuracy parameter \( \alpha/\max{L_f, L_g} \).

In this section, our goal is to use an algorithmic approach to privately obtain a decision \( \tilde{c} \in C_P \) satisfying the guarantee given in Equation (3). The privacy and utility guarantees will be in terms of a high probability bound rather than an expectation bound. The randomness will be taken over the random coins of the algorithm. We will go on to analyze the effects of imposing the additional constraint of \((\epsilon, 0)\) or \((\epsilon, \delta)\)-differential privacy in the computation of the decision \( \tilde{c} \in C_P \) that will be returned by the empirical risk minimization algorithms. Upper and lower bounds for the oracle complexity of solving this problem will be presented.

For the iterative algorithms, we assume that we have oracle access to the convex functions \( f, g : [0, 1]^K \rightarrow \mathbb{R} \) and their corresponding gradient oracles \( \nabla f, \nabla g : [0, 1]^K \rightarrow \mathbb{R}^K \) and upper bound the oracle complexity of obtaining \( \tilde{c} \in C_P \) in a privacy-preserving manner. We note that even if \( f \) and \( g \) are not convex and smooth, there exists techniques for smoothing the functions (e.g., see Moreau-Yosida regularization [Nesterov 2005] and other techniques in Manning et al. [2008]).

Key to the definition of differential privacy is a notion of adjacency (or neighboring) of datasets i.e., datasets that differ in one row. Let \( D, D' \) be neighboring datasets of size \( n \). We will use the relation between \( D, D' \) to obtain better noise parameters to ensure differential privacy. Samples from the Laplace, Exponential, or Normal distribution are often used to perturb the output of a function (or gradient of a function) to ensure privacy. The standard deviation of the noise distribution from which the samples are drawn will decrease as \( n \rightarrow \infty \). Suppose that \( \beta_f, \beta_g \) are the smoothness parameters of the functions \( f \) and \( g \) and \( L_f, L_g \) are the Lipschitz constants of \( f \) and \( g \), then for any setting of \( G \rightarrow 0 \), we can define the function \( h : [0, 1]^K \rightarrow \mathbb{R} \) as follows: \( h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D))) \) for any \( c \in C_P \) and dataset \( D \). Then for any neighboring datasets
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for any setting of $O$ since $f,g$ average of losses over $D,D'$, respectively. And let Lemma 5.1. Let $L_f, L_g$ be the Lipschitz constants of the functions $f : [0, 1]^K \rightarrow \mathbb{R}$ and $g : [0, 1]^K \rightarrow \mathbb{R}$ respectively. And let $\beta_f, \beta_g$ be the Lipschitz constants of their gradients $\nabla f, \nabla g$ respectively. Then for any setting of $G > 0$, define $h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D)))$. For any neighboring datasets $D, D'$ and $c \in C_P$, we have $\|\nabla h(\ell(c, D)) - \nabla h(\ell(c, D'))\| \leq (\beta_f + G \cdot \beta_g) \frac{\sqrt{K}}{n}$ and $|h(\ell(c, D)) - h(\ell(c, D'))| \leq (L_f + G \cdot L_g) \frac{\sqrt{K}}{n}$ since $D, D'$ are neighboring datasets and $\ell(c, D), \ell(c, D') \in [0, 1]^K$.

Proof. We proceed to use the definitions of $f, g$ and $\ell$. Also, recall that we defined $\ell(c, D)$ as an average of losses over $D$ i.e., $\ell(c, D) = \frac{1}{n} \sum_{i=1}^{n} \ell(c, D_i)$. Then

$$\|\nabla h(\ell(c, D)) - \nabla h(\ell(c, D'))\| \leq (\beta_f + G \cdot \beta_g) \|\ell(c, D) - \ell(c, D')\| \leq (\beta_f + G \cdot \beta_g) \frac{\sqrt{K}}{n},$$

since $f,g$ are $\beta_f$-smooth, $\beta_g$-smooth respectively. Further,

$$|h(\ell(c, D)) - h(\ell(c, D'))| \leq (L_f + G \cdot L_g) \|\ell(c, D) - \ell(c, D')\| \leq (L_f + G \cdot L_g) \frac{\sqrt{K}}{n},$$

since $f,g$ are $L_f$-Lipschitz, $L_g$-Lipschitz respectively. \hfill \Box

Now we go on to present procedures to obtain a decision $\tilde{c} \in C_P$ that solves the constrained group-objective optimization problem (Definition 1.2) with and without privacy. Along with the algorithms, we will present oracle complexity upper bounds on the excess risk (or equivalently, the sample complexity) for these procedures.

5.1 Exponential Sampling

Without the use of an optimization oracle (for a specific implementation of the exponential mechanism), the following is a generic exponential mechanism to solve the constrained group-objective convex optimization problem with privacy. This method assumes we have an oracle to sample from the set $C_P$ — assumed to be convex — with a certain probability.

Theorem 5.2. Suppose we are given convex 1-Lipschitz functions $f, g : [0, 1]^K \rightarrow \mathbb{R}$, loss function $\ell : C_P \times (X \times A \times Y)^n \rightarrow [0, 1]^K$, privacy parameter $\epsilon > 0$, and $C_P$ (with finite VC dimension $\text{VC}(C_P)$ and resulting parameter space in $\mathbb{R}^P$).

If $\ell$ is a convex function and $f, g$ are non-decreasing, then let $n_0 = O(\frac{K \cdot P}{\epsilon \alpha^2})$. If not, let $n_0 = \tilde{O}(\frac{K \cdot \text{VC}(C_P)}{\epsilon \alpha})$. Then there exists $n_0$ such that for all $n \geq n_0$ and $\epsilon > 0$ if we set $G = O(\frac{\sqrt{K}}{\alpha})$, Algorithm 5 is an $\epsilon$-differentially private algorithm that, with probability at least 9/10, returns a decision $\tilde{c} \in C_P$ with the following guarantee:

$$f(\ell(\tilde{c}, D)) \leq f(\ell(c^*, D)) + \alpha, \quad g(\ell(\tilde{c}, D)) \leq \alpha,$$

where $c^* \in \text{argmin}_{c \in C_P : g(\ell(c, D)) \leq 0} f(\ell(c, D))$ is the best decision in the feasible decision set $C_P$, given dataset $D$ of size $n$.

The algorithm is guaranteed to be computationally efficient in the case where $\ell$ is convex and $f, g$ are non-decreasing.
Proof. The proof of privacy follows from a direct application of the Exponential Mechanism (see Theorem 3.5) with loss function

\[ h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D))), \]

defined for any \( c \in C_P \) and dataset \( D \). By Lemma 5.1, the sensitivity of this function is at most \( \sqrt{K(1+G)} n \).

First, let us consider the case where \( \ell \) is convex and \( f, g \) are non-decreasing. If we naively applied the exponential mechanism utility analysis, we will get a dependence on the size of either \( C_P \) (the decision set) or \( \ell(C_P, D) \) (see Theorem 3.6). In order to avoid this we will rely on a “peeling” argument of convex optimization already analyzed by Bassily et al. [2014]. This argument allows us to get rid of the extra logarithmic factor on the size of the set \( C_P \) (which could be infinite). Even though their results are written in expectation, we use the high probability version which gives that with probability at least 9/10,

\[ h(\ell(\tilde{c}, D)) - h(\ell(c^*, D)) = O \left( \frac{P \sqrt{K(1+G)}}{en} \right) \]

by Corollary 5.3 since the sensitivity of \( h \) is at most \( \frac{\sqrt{K(1+G)}}{n} \) (by Lemma 5.1).

By Corollary 4.2 to optimize both \( f, g \) to within \( \alpha \), we set \( G = O(\sqrt{K} \alpha) \). As a result, we obtain that there exists \( n_0 = O \left( \frac{K \alpha}{\epsilon^2} \right) \) such that for all \( n \geq n_0 \), we can apply Corollary 4.2 to obtain the guarantees stated in the theorem.

Now, if \( \ell \) is not convex or \( f, g \) are not non-decreasing, we rely on the generic guarantees of the exponential mechanism (see Theorem 3.6) where we use that by Sauer’s Lemma, the range of the exponential mechanism is bounded by \( |C_P(D_X)| \leq O(n^{\text{VC}(C_P)}) \) where \( \text{VC}(C_P) \) is the VC dimension of \( C_P \). The VC dimension bound allows us to essentially replace the \( P \) in the sample complexity with \( \text{VC}(C_P) \) (up to polylogarithmic factors).

\[ \text{Corollary 5.3. There exists an } (\epsilon, 0)\text{-differentially private exponential sampling based convex optimization algorithm (Algorithm 2 in Bassily et al. [2014]) that for any convex, non-decreasing function } h : [0,1]^K \to \mathbb{R} \text{ and convex loss function } \ell : C_P \times (X \times A \times Y)^n \to [0,1]^K \text{ outputs a decision } \tilde{c} \in C_P \text{ such that for all } \theta > 0, \]

\[ \mathbb{P} \left[ h(\ell(\tilde{c}, D)) - h(\ell(c^*, D)) \geq \frac{8 \Delta}{\epsilon} ((P + 1) \log 3 + \theta) \right] \leq e^{-\theta} \]

where \( c^* \in \text{argmin}_{c \in C_P} h(\ell(c, D)) \) and \( \Delta \) is an upper bound on the sensitivity of \( h \circ \ell \).

This theorem holds when \( C_P \) is a convex set.

Proof. Follows from the high-probability version of Theorem 3.2 in Bassily et al. [2014] (stated as Theorem 5.4) since \( \ell \) is convex and \( h \) is convex, non-decreasing so that \( h \circ \ell \) is also convex.

\[ \text{Theorem 5.4. Let } k : C_P \times (X \times A \times Y)^n \to \mathbb{R} \text{ be any convex, } K\text{-Lipschitz function we wish to minimize and } C_P \text{ be a convex decision set. Then there exists an } (\epsilon, 0)\text{-differentially private algorithm} \]
that runs in time polynomial in $n, P$ and outputs $\tilde{c}$ such that for any $\theta > 0$ and $D \in (X \times A \times Y)^n$,

$$
\mathbb{P} \left[ \sum_{i=1}^{n} k(\tilde{c}, D) - \sum_{i=1}^{n} k(c^*, D) \geq \frac{8\Delta(K)}{\epsilon} \left( (P + 1) \log 3 + \theta \right) \right] \leq e^{-\theta},
$$

where $c^* \in \argmin_{c \in C_P} \sum_{i=1}^{n} k(c, D)$ and $\Delta(K)$, a function of $K$, is an upper bound on the sensitivity of the function $k$.

**Proof.** Follows from the w.h.p. version of Theorem 3.2 in [Bassily et al., 2014].

---

**Algorithm 1:** Exponential Sampling for Constrained Group-Objective Optimization.

1. **Input:** $\ell, f, g, D \in (X \times A \times Y)^n, C_P, G, \epsilon$
2. Set $h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D)))$
3. Sample $\tilde{c} \in C_P$ with probability $\propto \exp \left( -\epsilon \cdot n \cdot h(\ell(c, D)) / \sqrt{K(1+G)} \right)$
4. return $\tilde{c}$

In later sections, we will show that the sample complexity to solve constrained group objective optimization is lower-bounded by $n = \Omega \left( \frac{K}{\alpha^2} \right)$ for (pure) $\epsilon$-differential privacy (with probability at least 1/2). As a result, there is a multiplicative gap of $O\left( \frac{P}{\alpha^2} \right)$ or $\tilde{O}\left( \frac{\text{VC}(C_P)}{\alpha^2} \right)$ between the upper bound and lower bound. This gap is a direct result of the way we minimize $f$ subject to the constraint of $g$ by jointly minimizing a composition of these functions. We note that our results are optimal amongst all such strategies that jointly minimize a composition of these functions.

### 5.2 Linear Optimization Based Algorithm without Privacy

In this section, we essentially achieve the same guarantees as in [Alabi et al., 2018] when $f, g$ are both convex and Lipschitz-continuous (see Observation 6 of that paper). We note that the main theorem in this section is stated and derived in a more general way than [Alabi et al., 2018] so that privacy constraints can be more readily added to the formulation.

As in [Alabi et al., 2018], we assume the existence of an approximate linear optimizer oracle $\text{LOPT}$. We will translate $\text{LOPT}$ with additive error $\tau$ into a $\beta$-multiplicative approximation algorithm and then apply Theorem 5.6. We essentially use the $\text{LOPT}$ oracle to solve the constrained group-objective optimization problem. The specification of the $\text{LOPT}$ oracle is in Definition 1.3.

**Theorem 5.5.** Suppose we are given convex 1-Lipschitz functions $f, g : [0, 1]^K \to \mathbb{R}$, loss function $\ell : C_P \times (X \times A \times Y)^n \to [0, 1]^K$. Then assuming we have access to an approximate linear optimizer oracle $\text{LOPT}$ (Definition 1.3), after $T = O\left( \frac{K^4}{\alpha^2} \right)$ calls to $\text{LOPT}$, with probability at least 9/10, we will obtain a decision $\hat{c} \in C_P$ with the following guarantee:

$$
f(\ell(\hat{c}, D)) \leq f(\ell(c^*, D)) + \alpha, \quad g(\ell(\hat{c}, D)) \leq \alpha,$$

for any $\alpha \in (0, 1]$ where $c^* \in \argmin_{c \in C_P : g(\ell(c, D)) \leq 0} f(\ell(c, D))$ is the best decision in the feasible set $C_P$, given dataset $D$ of size $n$ such that $\ell(C_P, D) \subseteq [0, 1]^K$ is compact.
Proof. Given the functions \( f, g \), we can define the “new” function \( h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D))) \) for any \( c \in C_P \) and dataset \( D \) of size \( n \). Since \( f, g \) are 1-Lipschitz and convex we know that \( \|\nabla f(\ell(c, D))\|, \|\nabla g(\ell(c, D))\| \leq 1 \), which implies that \( \|\nabla h(\ell(c, D))\| \leq 1 + G \) for all \( c, D \).

Now we proceed to do some setup in order to apply Theorem 5.6. Let \( \mathcal{W} = \left\{ \frac{2}{3} \right\} \times \left[ -\frac{1}{3K}, \frac{1}{3K} \right]^K \). Note that \( \|w\| \leq 1 \) for all \( w \in \mathcal{W} \).\(^\footnote{As noted in [Kakade et al., 2009; Alabi et al., 2018], even in the case where \( \mathcal{W} \) is restricted to consist of only non-negative vectors, our arguments still follow through by replacing \( \mathcal{W} = \left\{ \frac{2}{3} \right\} \times \left[ -\frac{1}{3K}, \frac{1}{3K} \right]^K \) with \( \mathcal{W} = \left\{ \frac{2}{3} \right\} \times [0, \frac{1}{3K}]^K \).}

Define \( \Phi(c, D) = (1, \ell(c, D)) \) so that \( \|\Phi(c, D)\| \leq \sqrt{1 + K} \) and \( \Phi(c, D) \cdot w \leq 1 \) for all \( c \in C_P \) and datasets \( D \). As required by [Kakade et al., 2009], we assume that \( \ell(C_P, D) \) is compact so that \( \Phi(C_P, D) \) is also compact.

We have to convert the approximate linear optimizer oracle into a \( \beta \)-approximation algorithm \( A : \mathcal{W} \rightarrow C_P \). Define \( A(w) = A(2/3, w') = \text{LOPT}(C_P, \ell, w, D, \tau) \) where \( w' \in \mathbb{R}^K \) are the last \( K \) coordinates of \( w \in \mathcal{W} \). Now we use that \( \Phi(c, D) \cdot w = \frac{2}{3} + \ell(c, D) \cdot w' \geq \frac{1}{3} \) for any \( w \in \mathcal{W} \) to conclude that for any dataset \( D \),

\[
\Phi(A(w), D) \cdot w \leq \min_{c \in C_P} \left( \frac{2}{3} + \ell(c, D) \cdot w' \right) + \tau \|w'\| \leq (1 + 3\tau\|w'\|) \min_{c \in C_P} \left( \frac{2}{3} + \ell(c, D) \cdot w' \right) .
\]

And note that since \( \|w'\| \leq 1/3 \), \( A \) is a \( \beta \) approximation algorithm where \( \beta = 1 + \tau \).

Now we can apply Algorithm 3.1 of [Kakade et al., 2009] to the following sequence: \( w_1 = \left( \frac{1}{3}, 0, \ldots, 0 \right) \), \( w_{t+1} = \left( \frac{2}{3} + \nabla h(\ell(c_t, D)) \right) \) where \( c_t \) is the decision output in the \( t \)-th iteration of Algorithm 3.1 in [Kakade et al., 2009]. In iteration 1, \( c_1 \) is chosen arbitrarily. Note that for all \( t \in [T], w_t \in \mathcal{W} \). Then we output \( \hat{c} = \text{Unif}\{\{c_1, \ldots, c_T\}\} \). If \( c^* \) is the best decision in \( C_P \), by Theorem 5.6 we have

\[
\frac{1}{T} \sum_{t=1}^{T} \Phi(c_t, D) \cdot w_t \leq (\beta + 2) \sqrt{\frac{1 + K}{T}} + \beta \frac{1}{T} \sum_{t=1}^{T} \Phi(c^*, D) \cdot w_t .
\]

And since \( \frac{1}{T} \sum_{t=1}^{T} \Phi(c^*, D) \cdot w_t \leq 1 \) and \( (1 + K)/T \leq 1 \) we have that

\[
\frac{1}{T} \sum_{t=1}^{T} (\Phi(c_t, D) - \Phi(c^*, D)) \cdot w_t \leq (\beta + 2) \sqrt{\frac{1 + K}{T}} + \beta - 1 = (3 + \tau) \sqrt{\frac{1 + K}{T}} + \tau .
\]

Then by the convexity of \( f \) and the definitions of \( \Phi \) and \( w_t \) we have

\[
\frac{1}{T} \sum_{t=1}^{T} (\Phi(c_t, D) - \Phi(c^*, D)) \cdot w_t = \frac{1}{3K(1 + G)T} \sum_{t=1}^{T} (\ell(c_t, D) - \ell(c^*, D)) \cdot \nabla h(\ell(c_t, D)) \quad (4)
\]

\[
\geq \frac{1}{3K(1 + G)T} \sum_{t=1}^{T} h(\ell(c_t, D)) - h(\ell(c^*, D)) \quad (5)
\]

so that for \( \tau = \frac{\alpha}{6K(1 + G)} \) and \( T \geq \frac{36(1 + K)K^2(1 + G)^2(3 + \alpha)^2}{\alpha^2} \) we have

\[
\mathbb{E}[h(\ell(\hat{c}, D)) - h(\ell(c^*, D))] \leq 3K(1 + G) \left( 3 + \tau \right) \sqrt{\frac{1 + K}{T}} + \tau \leq \alpha .
\]

By Markov’s inequality we have that with probability at least 9/10, \( h(\ell(\hat{c}, D)) - h(\ell(c^*, D)) \leq \alpha \).
after \( T = O(K^3(1 + G)^2) \) iterations. Then by Corollary 4.2 we can set \( G = \frac{2 + \sqrt{K}}{\alpha} \) and obtain that after \( T = O \left( \frac{K^4}{\alpha^2} \right) \) iterations, \( f(\ell(\hat{c}, D)) - f(\ell(c^*, D)) \leq \alpha \) and \( g(\ell(\hat{c}, D)) \leq \alpha \).

\[ \square \]

**Theorem 5.6** (Restatement of Theorem 3.2 in [Kakade et al., 2009]). Consider a \((K + 1)\)-dimensional online linear optimization problem with feasible set \( C_P \) and mapping \( \Phi : C_P \times (X \times A \times Y)^n \rightarrow \mathbb{R}^{K+1} \). Let \( A \) be an \( \beta \)-approximation algorithm and take \( R, W, \gamma \geq 0 \) such that \( \|\Phi(A(w), D)\| \leq \gamma \) and \( \|w\| \leq W \) for all \( w \in W \).

For any \( w_1, w_2, \ldots, w_T \in W \) and any \( T \geq 1 \) with learning parameter \( \frac{(\beta+1)R}{W\sqrt{T}} \), approximate projection tolerance parameter \( \frac{(\beta+1)R^2}{4(\beta+2)^2T} \), Algorithm 3.1 in [Kakade et al., 2009] achieves expected \( \beta \)-regret of at most

\[
\mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} h(c_t, w_t) \right] - \beta \min_{c \in C_P} \frac{1}{T} \sum_{t=1}^{T} h(c, w_t) \leq \frac{(\beta + 2)RW}{\sqrt{T}}.
\]

where \( h : C_P \times W \rightarrow [0, 1] \) is the cost function defined as \( h(c, w) = \Phi(c, D) \cdot w \) for any dataset \( D = \{ (x_i, a_i, y_i) \}_{i=1}^{n} \in (X \times A \times Y)^n \), \( w \in W, c \in C_P \).

On each period, Algorithm 3.1 in [Kakade et al., 2009] makes at most \( 4(\beta + 2)^2T \) calls to \( A \) and \( \Phi \). The algorithm also handles the case where \( W \) is restricted to contain only non-negative vectors.

**Remark 5.7.** Note that all we require out of the use of Theorem 5.6 is a no-regret optimization algorithm that can use an approximation algorithm (in our case, an approximate linear optimizer). We have chosen to use [Kakade et al., 2009] but could have used other alternatives that achieve the same result [Kalai and Vempala, 2003, Hazan, 2016].

To use Theorem 5.6 to minimize any convex function \( h : [0, 1]^K \rightarrow \mathbb{R} \) with \( \|\nabla h(\ell(c, D))\| \leq (1+G) \) (for all \( c \in C_P \) and dataset \( D \)), we will set \( \Phi(c, D) = (1, \ell(c, D)) \) and \( W = \{ \frac{2}{3} \} \times \left[ -\frac{1}{3K}, \frac{1}{3K} \right]^K \) (or \( W = \{ \frac{2}{3} \} \times [0, \frac{1}{3K}]^K \) where in each iteration \( t \geq 2 \), \( c_t \) will be chosen by Algorithm 3.1 in [Kakade et al., 2009] and \( w_t \) will be \( (\frac{k}{3}, \frac{1}{3K(1+\gamma)}) \). Note that when \( T = O(\frac{1}{\beta^2}) \), Algorithm 3.1 in [Kakade et al., 2009] makes at most \( O(1) \) calls to the approximation algorithm (our linear optimization oracle in this case) in each period. The crux of the use of Theorem 5.6 in this paper is to translate LOPT (Definition 1.3)14 with additive error \( \tau \) into a \((1+\tau)\)-multiplicative approximation algorithm and then directly apply Theorem 5.6.

### 5.3 Linear Optimization Based Algorithm with Privacy

In this section we show that there exists an \((\epsilon, \delta)\)-differentially private algorithm for the constrained group-objective optimization problem. Given a large-enough sample of size \( n \), this algorithm will produce empirical risk bounds that go to 0 as \( n \rightarrow \infty \).

In the previous section, we assumed access to an approximate linear optimization oracle to incrementally solve our overall convex problem. Inspired by this approach, we will first assume access to a differentially private version of this oracle LOPT\(_{\epsilon, \delta} \) and subsequently provide an implementation of this private oracle based on the exponential mechanism.

\[ \text{For the private algorithms provided in [Jagielski et al., 2018], a differentially private cost-sensitive classification oracle is assumed.} \]
Algorithm 2 is a differentially private algorithm for solving the constrained group-objective optimization problem by replacing the non-private linear optimizer oracle in Algorithm 4 with a private version.

**Algorithm 2:** $(\epsilon, \delta)$-private algorithm using $\text{LOPT}_{\epsilon', \delta'}$ oracle.

**Input:** $\text{LOPT}_{\epsilon', \delta'}, T, \ell, \nabla f, \nabla g, D \in (X \times A \times Y)^n, G, \tau, \epsilon, \delta$

1. Arbitrarily select decision $c \in C_P$ as $\tilde{c}_1$
2. if $\text{LOPT}_{\epsilon', \delta'}$ only for pure DP then
3. \[ \delta' = 0, \epsilon' = \frac{\epsilon}{2\sqrt{2T \log (1/\delta)}} \]
4. else
5. \[ \delta' = \frac{\delta}{2T}, \epsilon' = \frac{\epsilon}{2\sqrt{2T \log (2/\delta')}} \]
6. for $t = 1, \ldots, T - 1$ do
7. \[ r_t(\tilde{c}_t, D) = \nabla f(\ell(c, D)) + 1[g(\ell(c, D)) \geq 0] \nabla g(\ell(c, D)) \]
8. \[ \tilde{c}_{t+1} = \text{LOPT}_{\epsilon', \delta'}(C_P, \ell, r_t(\tilde{c}_t, D), D, \tau) \]
9. return $\tilde{c} = \text{Unif}(\{\tilde{c}_1, \ldots, \tilde{c}_T\})$

**Lemma 5.8.** For privacy parameters $\epsilon, \delta \in (0, 1]$, Algorithm 2 is $(\epsilon, \delta)$-differentially private.

**Proof.** The proof of privacy follows from the advanced composition result (see Lemma A.4) since if $\delta > 0$ we set $\epsilon' = \frac{\epsilon}{2\sqrt{2T \log (1/\delta')}}$ where $\delta' = \frac{\delta}{2T}$ or can set $\epsilon' = \frac{\epsilon}{2\sqrt{2T \log (2/\delta')}}$. Then since in each iteration $t \in [T]$ we satisfy $(\epsilon', \delta')$-differential privacy, we must have that the overall algorithm is $(\epsilon, \delta)$-differentially private.

Algorithm 2 is an oracle-efficient algorithm that relies on access to $\text{LOPT}_{\epsilon', \delta'}$. $\nabla f(\ell(c, D)), \nabla g(\ell(c, D))$ are $K \times 1$ column vectors representing the gradients of $f$ and $g$, respectively. These quantities are used to compute $\nabla h(\ell(c, D))$, fed as a weight vector to $\text{LOPT}_{\epsilon', \delta'}$. Assuming such an oracle has the same utility guarantees as its non-private counterpart, we obtain the utility guarantees of Theorem 5.9. In Theorem 5.10, we provide a generic implementation of such a private oracle based on exponential sampling and provide utility guarantees for this implementation.

**Theorem 5.9.** Suppose we are given convex 1-Lipschitz functions $f, g : [0, 1]^K \rightarrow \mathbb{R}$ and loss function $\ell : C_P \times (X \times A \times Y)^n \rightarrow [0, 1]^K$. Given access to a differentially private approximate linear optimizer oracle $\text{LOPT}_{\epsilon, \delta}$ (Definition 1.4), after $T = O\left(\frac{K^4}{\alpha^2}\right)$ calls to $\text{LOPT}_{\epsilon, \delta}$, with probability at least 9/10, we will obtain a decision $\tilde{c} \in C_P$ with the following guarantee:

$$f(\ell(\tilde{c}, D)) \leq f(\ell(c^*, D)) + \alpha, \quad g(\ell(\tilde{c}, D)) \leq \alpha,$$

for any $\alpha \in (0, 1]$ and privacy parameters $\epsilon, \delta \in (0, 1]$ where $c^* \in \text{argmin}_{c \in C_P : g(\ell(c, D)) \leq 0} f(\ell(c, D))$ is the best decision in the feasible set $C_P$, given dataset $D$ of size $n$ such that $\ell(C_P, D) \subset [0, 1]^K$ is compact.
Proof. This theorem follows from the privacy proof of Lemma 5.8 for Algorithm 2 and the utility guarantees of the non-private LOPT oracle given in Theorem 5.5.

Now, we proceed to show the existence of a LOPT_{ε,δ} oracle based on the exponential mechanism. This is a generic implementation of such a private oracle that can be used to solve the constrained group-objective optimization problem. The oracle is efficient when ℓ is convex and W consists of only non-negative vectors.

**Theorem 5.10.** For any privacy parameter ε > 0, there is an implementation of the LOPT_{ε,0} oracle (Definition 1.4) based on the exponential mechanism.

For any τ > 0, θ ∈ (0,1], if ℓ is convex and W is restricted to only non-negative vectors, set n₀ = O((√K/(ετ) + log(1/δ))). Then there exists n₀ such that for all n ≥ n₀ and for any fixed w ∈ W, if c = LOPT_{ε,0}(C_P, ℓ, w, D, τ) then we have the following utility guarantee:

\[ P\left[ w \cdot ℓ(c, D) \leq \min_{c \in S_P} w \cdot ℓ(c, D) + \tau \|w\| \right] \geq 1 - θ. \]

Proof. First, let us consider the case where ℓ is convex and W only has non-negative vectors. Then this result follows from the use of the (ε,0)-differentially private exponential sampling convex optimization algorithm.

By Theorem 3.2 in \cite{Bassily et al., 2014}, we have that for a fixed non-negative w ∈ W and dataset D and for all a > 0, we have

\[ P\left[ w \cdot ℓ(c, D) - w \cdot ℓ(c^*, D) \geq \frac{8\|w\|√K}{εn}((P + 1) log 3 + a) \right] \leq e^{-a}, \]

where c* ∈ argmin_{c ∈ S_P} ℓ(c, D) since the sensitivity of w · ℓ(c, D) is at most \|w\|√K/εn by Cauchy-Schwarz (Lemma A.2) and ℓ(c, D) = \frac{1}{n} \sum_{i=1}^{n} ℓ(c, D_i).

Rearranging the terms, we get that when n₀ = \frac{8√K}{ετ}((P + 1) log 3 + log(1/δ)) and for any larger sizes, we get the desired guarantees. If ℓ is not convex, we rely on the generic utility guarantees of the exponential mechanism (see Theorem 3.6). By Sauer’s Lemma, the range of the exponential mechanism is bounded by |S_P(D, K)| ≤ O(n^{VC(C_P)}) where VC(C_P) is the VC dimension of C_P.

Armed with the construction of LOPT_{ε,0} based on the exponential mechanism, we proceed to show Corollary 5.11.

**Corollary 5.11.** Suppose we are given convex 1-Lipschitz functions f, g : [0,1]^K → ℝ, loss function ℓ : C_P × (X × A × Y)^n → [0,1]^K, and C_P (with finite VC dimension VC(C_P) and resulting parameter space in ℝ^P).

If ℓ is convex and f, g are non-decreasing, set n₀ = O\left(\frac{4^{K^2}P}{ε^2α^2} \right). If not, set n₀ = O\left(\frac{4^{K^4}VC(C_P)}{ε^2α^2} \right).

For any privacy parameters ε, δ ∈ (0,1], given access to an exponential mechanism based differentially private oracle LOPT_{ε,0} (Definition 1.4), there exists an (ε,δ)-differentially private algorithm and an n₀ such that for all n ≥ n₀, with probability at least 9/10, we will obtain a decision ̂c ∈ C_P with the following guarantee:

\[ f(ℓ( ̂c, D )) ≤ f(ℓ(c^*, D )) + α, \quad g(ℓ( ̂c, D )) ≤ α, \]
for any \( \alpha \in (0, 1] \) and privacy parameters \( \epsilon, \delta \in (0, 1] \) where \( c^* = \arg\min_{c \in \mathcal{C}_P} g(\ell(c, D)) \leq 0 \) \( f(\ell(c, D)) \) is the best decision in the convex feasible set \( \mathcal{C}_P \), given dataset \( D \) of size \( n \).

Proof. This follows from Lemma 5.10 and the use of composition in Algorithm 2.

First, let us consider the case where \( \ell \) is convex and \( f, g \) are non-decreasing. By Lemma 5.10, we could set \( \tau = \widetilde{O}\left(\frac{\sqrt{K}}{n} \cdot (P + \log 10)\right) \) since \( \nabla f, \nabla g \) will be non-negative vectors. By the union bound and the use of advanced composition in Algorithm 2, we can set \( \tau = \widetilde{O}\left(\frac{\sqrt{K}}{n} \cdot \sqrt{T \log(1/\delta)} \cdot (P + \log 10T)\right) \).

Then by Theorem 5.5, we could set \( \tau = \widetilde{O}\left(\frac{\sqrt{K}}{n} \cdot \sqrt{K} \cdot \sqrt{P} \log(1/\delta) \cdot (P + \log 10T)\right) \) where \( G = \widetilde{O}\left(\frac{\sqrt{K}}{n} \right) \). Equating these two, we get that \( n = \tilde{O}\left(\frac{K^4}{\epsilon n^2}\right) \) if we set \( T = O(\frac{K^4}{\epsilon n^2}) \) as done for Theorem 5.5.

If \( \ell \) is not convex, then we essentially replace \( \ell_2 \) with \( \ell_\infty \) in the above steps and replace \( O\left(\frac{\sqrt{K}}{n} \cdot \sqrt{K} \cdot \sqrt{P} \log(1/\delta) \cdot (P + \log 10T)\right) \) with \( O\left(\frac{\sqrt{K}}{n} \cdot \sqrt{K} \cdot \sqrt{P} \log(1/\delta) \cdot (P + \log 10T)\right) \) where the generic utility guarantees of the exponential mechanism. This completes the proof.

In later sections, we will show that the sample complexity to solve constrained group objective optimization is lower-bounded by \( n = \Omega\left(\frac{\sqrt{K}}{\epsilon n^2}\right) \) for (approximate) \( (\epsilon, \delta) \)-differentially private algorithms respectively.

6 Lower Bounds for Private Constrained Group-Objective Optimization

We now proceed to show excess risk lower bounds for private constrained group-objective optimization. Note that since these bounds are a function of the dataset size \( n \), these results are equivalent to a lower bound on the sample complexity required to solve the problem.

We ask: over the randomness of any \((\epsilon, 0)\) or \((\epsilon, \delta)\)-differentially private mechanism, for a fixed dataset \( D \) of size \( n \), what is a lower bound for the accuracy of the mechanism that solves the constrained group-objective optimization problem?

We show a lower bound on the excess risk for decision set \( \mathcal{C}_P = B_2^K = \{ c \in \mathbb{R}^K : \| c \|_2 = 1 \} \) assuming the dataset is also drawn from \( B_2^K \). That is, we consider the case where the decisions and datasets lie in the unit ball with \( \ell_2 \) norm. We show that for all \( n, K \in \mathbb{N} \) and \( \epsilon > 0 \) there exists a dataset \( D = \{ x_1 \} \subseteq B_2^K \) for which there is a constrained group-objective optimization problem with functions \( f, g \) such that both \( f \) and \( g \) will have excess risk lower bounds of \( \alpha \geq \Omega\left(\frac{K}{\epsilon n^2}\right) \) and \( \alpha \geq \Omega\left(\frac{\sqrt{K}}{\epsilon n^2}\right) \) for any \( (\epsilon, 0), (\epsilon, \delta) \)-differentially private algorithms respectively.

6.1 \((\epsilon, 0)\) Lower Bound

**Theorem 6.1.** Let \( n, K \in \mathbb{N}, \epsilon > 0 \) and \( \alpha \in (0, 1] \). For every \( \epsilon \)-differentially private algorithm \( M \) that produces a decision \( \hat{c} \in \mathcal{C}_P \) such that

\[
\frac{f(\ell(\hat{c}, D))}{\min_{c \in \mathcal{C}_P} g(\ell(c, D))} \leq \alpha,
\]

there is a dataset \( D = \{ x_1, \ldots, x_n \} \subseteq B_2^K \) such that, with probability at least \( 1/2 \), we must have \( \alpha \geq \Omega\left(\frac{K}{\epsilon n^2}\right) \) (or equivalently, \( n \geq \Omega\left(\frac{K}{\epsilon \alpha^2}\right) \)) where \( f, g \) are Lipschitz, smooth functions defined as follows:

\[
f(\ell(c, D)) = -\frac{1}{n} \sum_{i=1}^{n} \langle c, x_i \rangle, \quad g(\ell(c, D)) = f(\ell(c, D)) + \frac{1}{n} \| \sum_{i=1}^{n} x_i \|.
\]
for all $c \in B_2^K$.

Proof. The major idea in the proof is to reduce to the problem of optimizing 1-way marginals (a standard method for lower bounding the accuracy of differentially private mechanisms).

We have defined $f$ as $f(\ell(c, D)) = -\frac{1}{n} \sum_{i=1}^n (c, x_i)$ which has minimum $c^* = \frac{1}{n} \sum_{i=1}^n x_i$ by Lemma 6.3. We defined $g$ as $g(\ell(c, D)) = f(\ell(c, D)) + \frac{1}{n} \|\sum_{i=1}^n x_i\| = f(\ell(c, D)) - f(\ell(c^*, D))$ which has minimum $c^*$ so that the constraint $g(\ell(c^*, D)) \leq 0$ is satisfied.

Now by Lemma 6.4, we have that $f(\ell(c, D)) - f(\ell(c^*, D)) = \frac{\|\sum_{i=1}^n x_i\|}{2n}\|c - c^*\|^2$. Now we invoke Lemma 6.5. If $\hat{c}$ is the output of any $\epsilon$-differentially private mechanism $M$ then we must have that $\|c - c^*\| = \Omega(1)$. Suppose not. Then that would imply that we can construct a new mechanism $M'$ that outputs $\hat{c} : \frac{\|\sum_{i=1}^n x_i\|}{n}$ which would contradict Lemma 6.5. As a result, $\|c - c^*\| = \Omega(1)$ so that $f(\ell(\hat{c}, D)) - f(\ell(c^*, D)) = \Omega(\frac{K}{en})$ for the output $\hat{c}$ of any $\epsilon$ differentially private mechanism.

$\square$

6.2 $(\epsilon, \delta)$ Lower Bound

Theorem 6.2. Let $n, K \in \mathbb{N}, \epsilon > 0, \alpha \in (0, 1]$, and $\delta = o(\frac{1}{n})$. For every $(\epsilon, \delta)$-differentially private algorithm $M$ that produces a decision $\hat{c} \in C_P$ such that

$$f(\ell(\hat{c}, D)) \leq \min_{c \in C_P : g(\ell(c, D)) \leq 0} f(\ell(c, D)) + \alpha, \quad g(\ell(\hat{c}, D)) \leq \alpha,$$

there is a dataset $D = \{x_1, \ldots, x_n\} \subseteq B_2^K$ such that, with probability at least 1/3, we must have $\alpha \geq \Omega\left(\frac{\sqrt{K}}{en}\right)$ (or equivalently, $n \geq \Omega\left(\frac{\sqrt{K}}{\epsilon \alpha}\right)$) where $f, g$ are Lipschitz, smooth functions defined as follows:

$$f(\ell(c, D)) = -\frac{1}{n} \sum_{i=1}^n (c, x_i), \quad g(\ell(c, D)) = f(\ell(c, D)) + \frac{1}{n} \|\sum_{i=1}^n x_i\|.$$

for all $c \in B_2^K$.

Proof. We follow the steps of the proof for Theorem 6.1 but invoke the lower bound for 1-way marginals in the approximate differential privacy case (and not the pure case).

Again, the way we have defined $f$, by Lemma 6.4, we have that $f(\ell(c, D)) - f(\ell(c^*, D)) = \frac{\|\sum_{i=1}^n x_i\|}{2n}\|c - c^*\|^2$. Now we invoke Lemma 6.6.

If $\hat{c}$ is the output of any $(\epsilon, \delta)$-differentially private mechanism $M$ then we must have that $\|c - c^*\| = \Omega(1)$. Suppose not. Then that would imply that we can construct a new mechanism $M'$ that outputs $\hat{c} : \frac{\|\sum_{i=1}^n x_i\|}{n}$ which would contradict Lemma 6.6. As a result, $\|c - c^*\| = \Omega(1)$ so that $f(\ell(\hat{c}, D)) - f(\ell(c^*, D)) = \Omega(\frac{\sqrt{K}}{en})$ for the output $\hat{c}$ of any $(\epsilon, \delta)$-differentially private mechanism.

$\square$

6.3 Helper Lemmas

Lemma 6.3. Let $c^* = \arg\min_{c : \|c\| \geq 1} -\frac{1}{n} \sum_{i=1}^n (c, x_i)$ where $x_i \in B_2^K$ for all $i \in [n]$, then $c^* = \frac{1}{n} \sum_{i=1}^n x_i$.

Proof. Note that for any $c \in B_2^K$ we have $\|c, \sum_{i=1}^n x_i\| \leq \|c\| \|\sum_{i=1}^n x_i\| = \|\sum_{i=1}^n x_i\|$ by Cauchy-Schwarz and this is tight when $c = \frac{\sum_{i=1}^n x_i}{\|\sum_{i=1}^n x_i\|}$ or $c = -\frac{\sum_{i=1}^n x_i}{\|\sum_{i=1}^n x_i\|}$. As a result, the minimum of
Lemma 6.4. Let \( f(\ell(c, D)) = -\frac{1}{n} \sum_{i=1}^{n} \langle c, x_i \rangle \) where \( c, x_i \in B_2^K \) for all \( i \in [n] \), then
\[
\|f(\ell(c, D)) - f(\ell(c^*, D))\| = \frac{\|\sum_{i=1}^{n} x_i\|}{2n} \|c - c^*\|^2
\]
for any \( c \in B_2^K \) and \( c^* = \frac{\sum_{i=1}^{n} x_i}{\|\sum_{i=1}^{n} x_i\|} \).

Proof. We have that
\[
f(\ell(c, D)) - f(\ell(c^*, D)) = \frac{1}{n} \sum_{i=1}^{n} (\langle c^*, x_i \rangle - \langle c, x_i \rangle)
\]
\[
= \frac{1}{n} \left( \langle c^*, \sum_{i=1}^{n} x_i \rangle - \langle c, \sum_{i=1}^{n} x_i \rangle \right)
\]
\[
= \frac{1}{n} \left( \|\sum_{i=1}^{n} x_i\| - \langle c, \sum_{i=1}^{n} x_i \rangle \right)
\]
\[
= \frac{\|\sum_{i=1}^{n} x_i\|}{\|c\|} (1 - \langle c, c^* \rangle)
\]
\[
= \frac{n}{2n} \|c - c^*\|^2
\]
where we have used that \( \|c - c^*\|^2 = \|c\|^2 + \|c^*\|^2 - 2\langle c, c^* \rangle = 2 - 2\langle c, c^* \rangle \) and \( c^* = \frac{\sum_{i=1}^{n} x_i}{\|\sum_{i=1}^{n} x_i\|} \).

We now state lower bound lemmas for 1-way marginals. Lemma 6.5 shows the lower bound for 1-way marginals for \( \epsilon \)-differentially private algorithms and Lemma 6.6 is for \( (\epsilon, \delta) \)-differentially private algorithms.

Lemma 6.5 (Part 1 of Lemma 5.1 in [Bassily et al., 2014]). Let \( n, K \in \mathbb{N} \) and \( \epsilon > 0 \). There exists a number \( M = \Omega(\min(n, \frac{K}{\epsilon})) \) such that for every \( \epsilon \)-differentially private algorithm \( \mathcal{M} \) there is a dataset \( D = \{x_1, \ldots, x_n\} \subseteq B_2^K \) with \( \|\sum_{i=1}^{n} x_i\|_2 \in [M - 1, M + 1] \) such that, with probability at least \( 1/2 \) (over the randomness of the algorithm), we have
\[
\|\mathcal{M}(D) - q(D)\|_2 = \Omega(\min(1, \frac{K}{\epsilon n})),
\]
where \( q(D) = \frac{1}{n} \sum_{i=1}^{n} x_i \).

Lemma 6.6 (Part 2 of Lemma 5.1 in [Bassily et al., 2014]). Let \( n, K \in \mathbb{N}, \epsilon > 0 \), and \( \delta = o(\frac{1}{n}) \). There is a number \( M = \Omega(\min(n, \frac{\sqrt{K}}{\epsilon})) \) such that for every \( (\epsilon, \delta) \)-differentially private algorithm \( \mathcal{M} \), there is a dataset \( D = \{x_1, \ldots, x_n\} \subseteq B_2^K \) with \( \|\sum_{i=1}^{n} x_i\|_2 \in [M - 1, M + 1] \) such that, with probability at least \( 1/3 \) (over the randomness of the algorithm), we have
\[
\|\mathcal{M}(D) - q(D)\|_2 = \Omega(\min(1, \frac{\sqrt{K}}{\epsilon n})),
\]
where \( q(D) = \frac{1}{n} \sum_{i=1}^{n} x_i \).
7 Bounded Divergence Linear Optimizers

We introduce a class of bounded divergence linear optimizers. [Cuff and Yu 2016] explore various definitions of differential privacy through the lens of mutual information constraints. In a similar vein, we introduce some information-theoretic definitions of linear optimizers based on the divergence between two random variables.

These oracles can be used in multi-objective applications that do not necessarily apply to algorithmic fairness. For example, [Ball et al. 2020] show how to lift “hardness” through bounded mutual information reductions (i.e., potentially lossy reductions). In some cases, these reductions might need to optimize more than one loss function or constraint (e.g., optimizing both language or code length and the regularity of code words).

It is known that $\epsilon$-differential privacy can be cast as a max divergence bound. Similar to how min-entropy is a worst-case analog of Shannon Entropy, the max divergence is a worst-case analog of KL-divergence [Vadhan 2017]. In fact, it turns out that most relaxations of differential privacy can be cast as a bound on an information-theoretic divergence. We use this insight to provide the following definitions for bounded divergence linear optimizer oracles (LOPT$_{\epsilon,0}$, LOPT$_{\epsilon,\delta}$, RLOPT$_{\epsilon,\phi}$).

The randomness is over the coin flips of these oracles.

**Definition 7.1 (LOPT$_{\epsilon,0}$).** Let $W \subseteq \mathbb{R}^K$ (or $W \subseteq \mathbb{R}^K_{\geq 0}$) be a set of weight vectors. Then for any weight vector $w \in W$ and for all $z, z' \in Z^n$ that differ in one row:

1. If $\tilde{c} = \text{LOPT}_{\epsilon,0}(C_P, \ell, w, z, \tau)$, then $w \cdot \ell(\tilde{c}, z) \leq \min_{c \in C_P} w \cdot \ell(c, z) + \tau \|w\|$, 
2. $D_{\infty}(\text{LOPT}_{\epsilon,0}(C_P, \ell, w, z, \tau)) \parallel \text{LOPT}_{\epsilon,0}(C_P, \ell, w, z', \tau)) \leq \epsilon$, 
3. $D_{\infty}(\text{LOPT}_{\epsilon,0}(C_P, \ell, w, z', \tau)) \parallel \text{LOPT}_{\epsilon,0}(C_P, \ell, w, z, \tau)) \leq \epsilon$,

where $D_{\infty}(Y \parallel Z) = \max_{S \subseteq \text{supp}(Y)} \left[ \ln \frac{P[Y \in S]}{P[Z \in S]} \right]$ is the max divergence between random variables $Y$ and $Z$ with the same support.

**Definition 7.2 (LOPT$_{\epsilon,\delta}$).** Let $W \subseteq \mathbb{R}^K$ (or $W \subseteq \mathbb{R}^K_{\geq 0}$) be a set of weight vectors. Then for any weight vector $w \in W$ and for all $z, z' \in Z^n$ that differ in one row:

1. If $\tilde{c} = \text{LOPT}_{\epsilon,\delta}(C_P, \ell, w, z, \tau)$, then $w \cdot \ell(\tilde{c}, z) \leq \min_{c \in C_P} w \cdot \ell(c, z) + \tau \|w\|$, 
2. $D_{\infty}(\text{LOPT}_{\epsilon,\delta}(C_P, \ell, w, z, \tau)) \parallel \text{LOPT}_{\epsilon,\delta}(C_P, \ell, w, z', \tau)) \leq \epsilon$, 
3. $D_{\infty}(\text{LOPT}_{\epsilon,\delta}(C_P, \ell, w, z', \tau)) \parallel \text{LOPT}_{\epsilon,\delta}(C_P, \ell, w, z, \tau)) \leq \epsilon$,

where $D_{\infty}(Y \parallel Z) = \max_{S \subseteq \text{supp}(Y)} \left[ \ln \frac{P[Y \in S]}{P[Z \in S]} \right] + \delta$ is the smoothed max divergence between random variables $Y$ and $Z$ with the same support.

**Definition 7.3 (RLOPT$_{\epsilon,\phi}$).** Let $W \subseteq \mathbb{R}^K$ (or $W \subseteq \mathbb{R}^K_{\geq 0}$) be a set of weight vectors. Then for any weight vector $w \in W$ and for all $z, z' \in Z^n$ that differ in one row:

1. If $\tilde{c} = \text{RLOPT}_{\epsilon,\phi}(C_P, \ell, w, z, \tau)$, then $w \cdot \ell(\tilde{c}, z) \leq \min_{c \in C_P} w \cdot \ell(c, z) + \tau \|w\|$, 
2. $D_{\phi}(\text{RLOPT}_{\epsilon,\phi}(C_P, \ell, w, z, \tau)) \parallel \text{RLOPT}_{\epsilon,\phi}(C_P, \ell, w, z', \tau)) \leq \epsilon$, 
3. $D_{\phi}(\text{RLOPT}_{\epsilon,\phi}(C_P, \ell, w, z', \tau)) \parallel \text{RLOPT}_{\epsilon,\phi}(C_P, \ell, w, z, \tau)) \leq \epsilon$,
where $D_\phi(Y\|Z)$ is the $\phi$-Rényi divergence of order $\phi > 1$ between random variables $Y$ and $Z$ defined as $D_\phi(Y\|Z) = \frac{1}{\phi - 1} \ln \mathbb{E}_{x \sim Z} \left( \frac{Y(x)}{Z(x)} \right)^\phi$.

Definitions 7.1 and 7.2 are approximate linear optimizers that satisfy pure and approximate differential privacy respectively. Definition 7.3 is an analog for Rényi differential privacy [Mironov, 2017]. As $\phi \to 1$, the Rényi divergence is equal to the Kullback-Leibler divergence (relative entropy) and as $\phi \to \infty$, the Rényi divergence is the max-divergence.

Remark 7.4. $(\epsilon, \delta)$-differential privacy allows for use of advanced composition and a tighter analyses for the composition of $(\epsilon, 0)$-differentially private mechanisms. And the Rényi differential privacy, amongst many advantages, allows for simpler analysis and use of the Gaussian Mechanism. In this paper, we mainly use LOPT$_{\epsilon,0}$, LOPT$_{\epsilon,\delta}$ for our results. We can also extend this framework to handle general $f$-divergences [Sason and Verdú, 2016].

8 Reductions Approach to Optimization and Learning

The reductions approach in machine learning [Langford et al., 2006, Beygelzimer et al., 2009] has been widely studied and applied in different scenarios. Applications to ranking, regression, classification, and importance-weighted classification are particularly well-known. The crux of the reductions approach to optimization and learning is to use the machinery – both theory and practice – of solutions to one machine learning problem in order to solve another learning problem by reducing one problem to another.

A concrete example of the use of the reductions approach is by Agarwal et al. [2018]. The authors present a systematic approach to reduce the problem of fair classification to cost-sensitive classification problems. We will first review applications of the reductions approach to optimization and learning and then explain how to make this approach differentially private through the linear optimization based algorithm presented in this paper.

Furthermore, we will focus on the problem of empirical risk minimization where we are given a finite-sized training sample from an unknown distribution and will optimize with respect to this finite sample. Generalization guarantees can be derived based on draws of a large enough sample from the distribution (or knowledge of the complexity of the hypothesis class to be learned) and knowledge of proportion of the population belonging to a specific subgroup. We do not focus on generalization in this paper but rather on the problem of empirical risk minimization.

First, we discuss how the reductions approach can be applied to optimize convex measures of the confusion matrix and then discuss how it can be applied to a few other definitions from the algorithmic fairness literature.

8.1 Convex Measures of Confusion Matrix

**Definition 8.1 (Confusion Matrix).** The confusion matrix (sometimes referred to as the contingency table) $C^\mu[h] \in [0, 1]^{L \times L}$ of an hypothesis $h$ with respect to a distribution $\mu$ over examples is defined as

$$C^\mu_{pq}[h] = C^\mu_{pq} \circ h = \mathbb{P}_{x,y \sim \mu} [y = p, h(x) = q].$$

We shall sometimes refer to $C^\mu[h]$ as $C[h]$ or $C$. $L$ is the number of possible labellings that $h(x)$ or $y$ can be for any example $(x, y) \sim \mu$.  

15Which can also be estimated from a large enough sample drawn from the distribution.
Our algorithms in this paper to solve the problem of constrained group-objective optimization assume that our functions $f$ and $g$ are convex functions of the loss vectors. The performance measures $G$-mean and $H$-mean are both concave functions of the confusion matrix \cite{Narasimhan2018}. As a result, their negatives are convex.

Example 8.2 ($G$-mean). The **$G$-mean** performance measure is used to measure the quality of both multi-class and binary classifiers in settings of severe class imbalance. It is defined as

$$G\text{Mean}(C) = \left( \prod_{i=1}^{L} \frac{C_{ii}}{\sum_{j=1}^{L} C_{ij}} \right)^{1/L},$$

for some confusion matrix $C = C^\mu[h]$ defined on distribution $\mu$ and hypothesis $h$.

Example 8.3 ($H$-mean). The **$H$-mean** performance measure is defined as

$$H\text{Mean}(C) = L \left( \sum_{i=1}^{L} \frac{\sum_{j=1}^{L} C_{ji}}{C_{ii}} \right)^{-1},$$

for some confusion matrix $C = C^\mu[h]$ defined on distribution $\mu$ and hypothesis $h$.

Since we do not have access to the true confusion matrix $C^\mu[h]$ which requires access to the distribution $\mu$ itself – not just finite samples – we must rely on empirical estimates of $C^D[h]$ as follows:

$$\hat{C}_D^{pq}[h] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}[y_i = p, h(x_i) = q],$$

where $D \sim \mu^n$ is a finite sample of size $n$ and $h$ is an hypothesis. We term $\hat{C}^D$, the empirical confusion matrix.

Note that the empirical confusion matrix $\hat{C}_D[h] \in (0,1]^{L \times L}$ can be written in terms of constrained group-objective optimization as follows. For a finite sample $D = \{(x_i, y_i)\}_{i=1}^{n}$, we define the loss vector $\ell(h, D) \in (0,1]^K$ where $K = L^2$ as

$$\ell_k(h, D) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}[y_i = p \land h(x_i) = q], \quad k = L \cdot (p-1) + q,$$

for any $k \in [L^2]$ so that $\hat{C}_D^{pq}[h]$ can be mapped to the specific entry $\ell_k(h, D)$. In other words, for any $i \in [n]$ and hypothesis $h$, $(x_i, y_i)$ belongs to group $pq \in [L^2]$ iff $\mathbb{1}[y_i = p \land h(x_i) = q]$ is 1.

Note that the entries of $\hat{C}^D$ are defined in terms of the 0-1 loss which is non-convex and thus hard to optimize. As such, we could instead use a “smoothed” versions of this loss. For example, the hinge loss is a convex surrogate loss and the “smoothed” hinge loss is a convex and smooth loss \cite{Rehme2005}. Also, the $G$-mean, $H$-mean (as defined above) are concave measures so we can optimize with respect to their negatives (which are convex).

In Figure 2, we show how the G-mean and H-mean performance measures behave as the number of classes/labellings $L$ increases. In Figure 2a, each entry of the confusion matrix has the same weight i.e., $C_{ij} = C_{ji}$ for all $i, j \in [L]$. In Figure 2b, the weight in each entry decreases geometrically. Specifically, from one entry to the next, there is a multiplicative decrease of a factor of $1/3$. In both cases, we require that the sum of the entries of the confusion matrix is 1. In both figures, the
H-mean performance measure is larger than the G-mean. We see from Figure 2a that the G-mean decreases faster than the H-mean when the confusion matrix is balanced. From Figure 2b, we see that the H-mean increases faster than the G-mean decreases when the confusion matrix is severely unbalanced.\footnote{These figures are a simple illustration of the behavior of H-mean and G-mean and are not meant to provide conclusive evidence of the behavior of these performance measures.}

Using Corollary 5.11, one could, for example, minimize average error subject to $G$-mean or $H$-mean constraints.

### 8.2 Algorithmic Fairness Definitions

In this section, we discuss how certain statistical definitions from the algorithmic fairness literature can be written in terms of constrained group-objective optimization. The first two – equalized odds and demographic parity – are used for ensuring some notion of fairness in classification and the third – Gini index of inequality – can be used for income analysis of inequality amongst subgroups of a population.

For the first two definitions, the setup is as follows: The goal is to learn an accurate classifier $h : \mathcal{X} \rightarrow \{0, 1\}$ from some family of classifiers (e.g., decision trees, neural networks, or polynomial threshold functions) while satisfying some definition of statistical fairness. We assume that we are given training examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n \in (\mathcal{X}, \mathcal{A}, \mathcal{Y})^n$ typically representing $n$ individuals drawn i.i.d. over the joint distribution $(x, a, y) \sim \mu$. For each $i \in [n]$, $x_i \in \mathcal{X}$ is the features of individual $i$, $a_i \in \mathcal{A}$ is the protected attribute of the individual (e.g., race or gender), $y_i \in \mathcal{Y}$ is the label. Using constrained group-objective optimization, the chosen hypothesis $h$ need not have access to nor knowledge of the protected attribute $A$ during testing or deployment.

**Definition 8.4** (Equalized Odds \cite{Hardt2016}). A classifier $h$ satisfies **Equalized Odds** under a distribution over $(x, a, y)$ if $h(X)$, its prediction, is conditionally independent of the protected attribute $A$ given the label $Y$.

In notation, we have that for all $a \in \mathcal{A}, \hat{y} \in \mathcal{Y}, x \in \mathcal{X}$

$$
P_{(x,a,y) \sim \mu}[h(x) = \hat{y}|A = a, Y = y] = P[h(x) = \hat{y}|Y = y].$$
Definition 8.5 (Demographic Parity [Agarwal et al., 2018]). A classifier $h$ satisfies Demographic Parity under a distribution over $(x, a, y)$ if $h(X)$, its prediction, is statistically independent of the protected attribute $A$.

In notation, we have that for all $a \in A, \hat{y} \in \mathcal{Y}$

$$P_{(x,a,y)\sim \mu}[h(x) = \hat{y}|A = a] = P \{h(x) = \hat{y}\}.$$ 

For optimization purposes, we often cannot satisfy either equalized odds or demographic parity exactly so we must instead pursue relaxations of equalized odds and demographic parity. For example, [Jagielski et al., 2018] pursue $\gamma$ Equalized Odds which is defined in Definition 8.7, stated in terms of false positives and false negatives of a hypothesis $h$.

Definition 8.6 (Gini Index of Inequality [Busa-Fekete et al., 2017]). Suppose there are $K$ subgroups in a population of individuals earning income. The Gini Index of Inequality is given by

$$I(l) = \frac{\sum_{i,j} |l_i - l_j|}{2n \sum_i l_i} \in [0,1],$$

where $l \in [0,1]^K$ and $l_i$ could represent the percentile average income of individuals in subgroup $i$.

The Gini index is not convex but quasi-convex which means that its level sets are convex. For any given $\theta \in [0,1]$, $I(l) \leq \theta$ is equivalent to

$$\sum_{i,j} |l_i - l_j| - 2n\theta \sum l_i \leq 0,$$

which is a convex constraint [Alabi et al., 2018].

Definition 8.6 makes no distributional assumptions on the loss vector $l \in [0,1]^K$.

[Agarwal et al., 2018] show how to convert the empirical risk minimization problem for satisfying either demographic parity or equalized odds into the following problem:

$$\min_{h \in \Delta} \hat{\epsilon}_r(h) \quad \text{s.t.} \quad M \hat{\mu}(h) \leq \hat{c}$$ \hspace{1cm} (11)$$

where the matrix $M \in \mathbb{R}^{|K| \times |\mathcal{J}|}$ and the vector $\hat{c} \in \mathbb{R}^{|\mathcal{J}|}$ specify linear constraints for the problem and $\hat{\mu}(h) \in \mathbb{R}^{|\mathcal{J}|}$ is a vector of conditional moments taken over the the distribution on $(\mathcal{X}, A, \mathcal{Y})$.

To convert into the form of constrained group-objective optimization, we set $f(\ell(h,D)) = \hat{\epsilon}_r(h)$ and $g(\ell(h,D)) = (M \hat{\mu}(h) - \hat{c}) \cdot 1$ where $1$ is the all-ones vector or $g(\ell(h,D)) = \max_{i \in [K]} (M \hat{\mu}(h) - \hat{c})_i$. We leave out details of how to convert the definition of Demographic Parity and Equalized Odds into Equation (11) as this is already done in Section 2 (termed “Problem Formulation”) in [Agarwal et al., 2018]. Last, for the Gini index of inequality, we can convert into constrained group-objective optimization by setting the constraint function $g$ to $g(l) = \sum_{i,j} |l_i - l_j| - 2n\theta \sum l_i \leq 0$ for some $\theta \in [0,1]$ and setting $f(l) = -\sum l_i$ for all $l \in [0,1]^K$.

We note here that $K$, the number of groups, is not a constant and could vary depending on the context, application, and matters of intersectionality [Buolamwini and Gebru, 2018, Hébert-Johnson et al., 2018].
8.2.1 Satisfying Equalized Odds

Now, we show how to satisfy approximate notions of equalized odds while respecting differential privacy constraints.

Definition 8.7 ($\alpha$-Equalized Odds [Jagielski et al., 2018]). Let $X, A, Y$ be random variables representing the non-sensitive features, the sensitive attribute, and the label assigned to an individual, respectively.

Given a dataset of examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n \in (X, A, \{0, 1\})^n$ of size $n$, we say a classifier $c \in C_P$ satisfies $\alpha$ Equalized Odds if

$$\max_{a,a'\in A} \{\max(|FP_a - FP_{a'}|, |TP_a - TP_{a'}|) \} \leq \alpha$$

where $FP_a, TP_a$ are empirical estimates of $FP_a(c) = \mathbb{P}_{(x,y,a)}[c(x) = 1 | A = a, y = 0], TP_a(c) = \mathbb{P}_{(x,y,a)}[c(x) = 1 | A = a, y = 1]$ respectively on dataset $D$.

We say a classifier satisfies $\alpha$-Smoothed Equalized Odds if the smoothed version of Equation (13) is satisfied (i.e., when the maximum and absolute functions in Equation (13) are replaced with smooth versions or using the Moreau-Yosida regularization technique).

For concreteness, we provide a specific smoothed version of $\alpha$-equalized odds in Definition 8.8.

Definition 8.8 ($(\alpha, \eta)$-Smoothed Equalized Odds). Let $X, A, Y$ be random variables representing the non-sensitive features, the sensitive attribute, and the label assigned to an individual, respectively.

Given a dataset of examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n \in (X, A, \{0, 1\})^n$ of size $n$, we say a classifier $c \in C_P$ satisfies $(\alpha, \eta)$ Equalized Odds if the constraint function

$$g(\hat{FP}, \hat{FN}, \hat{TP}) = \max_{a,a'\in A} \{\max(|FP_a - FP_{a'}|, |TP_a - TP_{a'}|) \} - \alpha$$

is less than or equal to $\eta$. $(\hat{FP}, \hat{FN}, \hat{TP})$ corresponds to the $3|A|$ empirical estimates of the false positives, false negatives, and true positives for the $|A|$ groups. $(\hat{FP}, \hat{TP})$ are used to enforce the equalized odds constraint while $(\hat{FN}, \hat{TP})$ are used to compute the error of the classifier. We use the smooth maximum function $\max^\eta(y_1, \ldots, y_n) = \sum_{i=1}^n \eta e^{\eta y_i}$ (Lange et al., 2014). As $\eta \to \infty$, $\max^\eta \to \max$.

Corollary 8.9. For any privacy parameters $\epsilon, \delta \in (0, 1]$, suppose we have a dataset of examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n$ of size $n$ where $x_i \in X, y_i \in \{0, 1\}, a_i \in A$, for all $i \in [n]$. Assume that there exists at least one decision in $C_P$ (with $VC$ dimension $VC(C_P)$ in parametric space $\mathbb{R}^P$) that satisfies $(\alpha, \eta)$-Smoothed Equalized Odds (by Definition 8.7) for some $\eta > 0$.

Then there exists $n_0 = \tilde{O} \left( \frac{|A|^4 VC(C_P)}{\epsilon \alpha^3} \right)$ such that for all $n \geq n_0$, with probability at least $9/10$, we can obtain a decision $\tilde{c} \in C_P$ satisfying $(\alpha, \eta)$-smoothed equalized odds and that is within $\alpha$ away from the most accurate classifier.

---

$FP_a(c)$ is usually referred to as the false positive rate on attribute $A = a$. Likewise, $FN_a(c)$ and $TP_a(c)$ are the false negative and true positive rates on attribute $A = a$ respectively.

For example, the smooth maximum function is a smooth approximation to the maximum function.
Proof. For any classifier $c \in \mathcal{C}_P$ we set the loss vector of $c$ on $D$ to

$$\ell(c, D) = (\ell_1(c, D), \ldots, \ell_K(c, D)),$$

with $K = 3|\mathcal{A}|$ where

$$\ell_1(c, D) = \hat{FP}_1, \ldots, \ell_{|\mathcal{A}|}(c, D) = \hat{FP}_{|\mathcal{A}|},$$

$$\ell_{|\mathcal{A}|+1}(c, D) = \ell_{|\mathcal{A}|+1}(c, D) = \hat{TP}_{|\mathcal{A}|},$$

and

$$\ell_{2|\mathcal{A}|+1}(c, D) = \hat{FN}_1, \ldots, \ell_{3|\mathcal{A}|}(c, D) = \hat{FN}_{|\mathcal{A}|}.$$

Then the empirical error of any classifier $c \in \mathcal{C}_P$ is $f(\ell(c, D)) = \sum_{a \in \mathcal{A}} \hat{FP}_a + \hat{FN}_a$ (the sum of the false positives and false negatives) and the $\alpha$-equalized odds is enforced via

$$g(\ell(c, D)) = \max_{a, a' \in \mathcal{A}} \{\max(|\hat{FP}_a - \hat{FP}_{a'}|, |\hat{TP}_a - \hat{TP}_{a'})|\} - \alpha,$$

so that $g(\ell(c, D)) \leq 0$ for all classifiers $c \in \mathcal{C}_P$ that satisfy $\alpha$-equalized odds. We use a smoothed version of $g(\ell(c, D))$ (i.e., replace the maximum and absolute functions in that equation with the smooth approximations of those functions or using the Moreau-Yosida regularization technique).

Now, assuming there exists at least one choice $c \in \mathcal{C}_P$ such that $g(\ell(c, D)) \leq 0$, we can just directly apply Corollary 5.11 to $f, g$ to obtain the desired corollary.

Corollary 8.9 results in sample size $\tilde{O} \left( \frac{|\mathcal{A}|^3 \text{VC}(\mathcal{C}_P)}{\epsilon \alpha^3} \right)$. As a result, the linear optimization based algorithm for Theorem 5.9 performs better (in terms of asymptotic sample complexity) than the DP-oracle-learner of Jagielski et al. 2018 which requires sample size $\tilde{O} \left( \frac{|\mathcal{A}|^3 \text{VC}(\mathcal{C}_P)}{\epsilon \alpha^3} \right)$ for any $r > 0$ provided that $\min_{a, y} \{\hat{q}_{ay}\} \leq |a|^{1+\epsilon}/2$ where $\hat{q}_{ay}$ is the empirical estimate of $\mathbb{P}[A = a, Y = y]$.

Example 8.10. Suppose we have two groups and can obtain empirical estimates of the false positive, false negative, and true positive rates of these groups for any $c \in \mathcal{C}_P$ and fixed dataset of labeled examples $D = \{(x_i, a_i, y_i)\}_{i=1}^n \in (X \times \{1, 2\} \times \{0, 1\})^n$. The goal is to perform binary classification under $(\alpha, \eta)$ equalized odds constraints. We let $\mathcal{C}_P$ be the set of single-parametric threshold classifiers over the reals so that $\text{VC}(\mathcal{C}_P) = 1$. The loss vector is

$$\ell(c, D) = (FP_1(c, D), FP_2(c, D), FN_1(c, D), FN_2(c, D), TP_1(c, D), TP_2(c, D)).$$

The “error” function $f$ can be computed as the linear function $f(\ell(c, D)) = \hat{FP}_1(c, D) + \hat{FP}_2(c, D) + \hat{FN}_1(c, D) + \hat{FN}_2(c, D)$ and so is Lipschitz, smooth.

Now, define a smooth approximation to the max function as $\text{smax}^\eta(y_1, \ldots, y_n) = \sum_{i=1}^n y_i e^{\eta y_i}$. Then if for all decisions $c \in \mathcal{C}_P$ and for a fixed $\eta, D$, $\text{smax}^\eta(|\hat{FP}_1(c, D) - \hat{FP}_2(c, D)|), |\hat{TP}_1(c, D) - \hat{TP}_2(c, D)|)$ is $1$-Lipschitz, we can apply Corollary 8.9 to obtain the desired guarantees.

More generally, the possible empirical rates for any given dataset depends on how complex the
The decision set $C_P$ could represent all possible parameterizations of a specific neural network architecture, all possible weights for a polynomial threshold function to be used for classification, or a constant separator threshold defined over the reals.

Remark 8.11. We have shown how to apply our methods to satisfy certain statistical definitions of algorithmic fairness and some convex performance measures of the confusion matrix. There are potentially other use cases we have not explored that we leave for future work.

9 Conclusion

In this paper, we have explored the problem of private fair optimization via a reductions approach. We provided an $(\epsilon,0)$-differentially private exponential sampling algorithm and an $(\epsilon,\delta)$-differentially private linear optimization based algorithm as a solution. As a side-effect perhaps, we introduce a class of bounded divergence linear optimizers, which could be useful for solving more general (Lipschitz-continuous) multi-objective problems. We also provide a lower bound on the excess risk (or equivalently, on the sample complexity) for any $\epsilon$ or $(\epsilon,\delta)$-differentially private algorithm that solves the constrained group-objective optimization problem.

Our framework can also be used to solve model projection [Alghamdi et al., 2020] for certain constraint sets constructed via linear inequalities. Constructively showing connections between the model projection problem (for certain $f$-divergences) and linear optimizers with divergence constraints is left to future work. Furthermore, linear optimizers share the same form as a Rectified Linear Unit (ReLU) used in deep learning. Showing constructive equivalences, especially by delineating time/accuracy tradeoffs [Goel et al., 2019], is left to future work.
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A Some Inequalities and Advanced Composition Result

Lemma A.1 (Markov’s Inequality). Let $Z$ be a non-negative random variable. Then for all $a \geq 0$,

$$
P[Z \geq a] \leq \frac{E[Z]}{a},$$

where $E[Z] = \int_{x=0}^{\infty} P[Z \geq x]dx$.

Lemma A.2 (Cauchy-Schwarz Inequality). For any two vectors $\mathbf{u}, \mathbf{v}$ of an inner product space we have that

$$|\langle \mathbf{u}, \mathbf{v} \rangle| \leq ||\mathbf{u}|| ||\mathbf{v}||.$$

Lemma A.3 (Jensen’s Inequality). For any $t \in [0,1]$ and convex function $f : \mathcal{X} \rightarrow \mathbb{R}$, the following holds:

$$f(t \mathbf{x}_1 + (1-t) \mathbf{x}_2) \leq tf(\mathbf{x}_1) + (1-t)f(\mathbf{x}_2),$$

for any $\mathbf{x}_1, \mathbf{x}_2 \in \mathcal{X}$.

Lemma A.4 (Advanced Composition (Dwork et al. [2010])). For all $\epsilon, \delta, \bar{\delta} \geq 0$, the class of $(\epsilon, \delta)$-differentially private mechanisms results in $(\bar{\epsilon}, k\delta + \bar{\delta})$-differential privacy under $k$-fold adaptive composition for:

$$\bar{\epsilon} = \epsilon \sqrt{2k \log(1/\bar{\delta})} + k\epsilon(e^\epsilon - 1).$$

A corollary of Lemma A.4 states that we can set $\epsilon = \frac{\bar{\epsilon}}{2\sqrt{2k \log(1/\bar{\delta})}}$ to ensure $(\bar{\epsilon}, k\delta + \bar{\delta})$ differential privacy overall for target privacy parameters $\bar{\epsilon} \in (0,1), \delta \in (0,1]$. 
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B Projection-Free Convex Optimization using Frank-Wolfe

In previous sections, we presented linear optimization based algorithms to solve the constrained group-objective optimization problem with and without privacy. In this section, we present another linear optimization based algorithm that is an adaptation of the Frank-Wolfe projection-free algorithm. Algorithm 3 is the Frank-Wolfe algorithm presented in [Jaggi, 2013] which allows for use of approximate linear optimizers to solve the subproblems in each iteration \( t \in [T] \). The original version of Frank-Wolfe only allowed for exact linear optimizers.

Lemma B.2 presents the convergence guarantees of the algorithm after \( k \) iterations in terms of the curvature constant of the function \( h : \mathbb{R}^K \rightarrow \mathbb{R} \) to be optimized (see Definition B.1) and the accuracy of the linear optimizer oracle. We will rely on a modified version of Algorithm 3 to solve the constrained group-objective optimization problem (Definition 1.2).

The execution of Algorithm 3 in each iteration relies on the availability of an approximate linear oracle of the form \( \min_{s \in C} \langle s, \nabla h(y(t)) \rangle \). In [Alabi et al., 2018], the authors provide an algorithm that can optimize any Lipschitz-continuous function \( h : \mathbb{R}^K \rightarrow \mathbb{R} \) using an approximate linear optimizer as an oracle solver.

Algorithm 3: Frank-Wolfe algorithm [Jaggi, 2013]

1. Let \( y^{(0)} \in C \)
2. for \( t = 0, \ldots, T \) do
3. \hspace{0.5cm} Let \( \gamma = \frac{2}{t+2} \)
4. \hspace{0.5cm} Find \( s \in C \) s.t. \( \langle s, \nabla h(y(t)) \rangle \leq \min_{s \in C} \langle s, \nabla h(y(t)) \rangle + \frac{1}{2} \rho \gamma C_h \)
5. \hspace{0.5cm} Update \( y^{(t+1)} = (1 - \gamma) y^{(t)} + \gamma s \)

For the results in this paper that rely on solving approximate linear subproblems, \( y^{(t)} \) in Algorithm 3 would correspond to the \( K \)-dimensional loss vector \( \ell(c, D) \in [0, 1]^K \) defined for a decision \( c \in C_P \) on dataset \( D \) of size \( n \).

Definition B.1. The curvature constant \( C_h \) of a convex and differentiable function \( h : \mathbb{R}^K \rightarrow \mathbb{R} \), with respect to a compact domain \( C \) is defined as

\[
C_h = \sup_{x,s \in C, \gamma \in [0,1], y=x+\gamma(s-x)} \frac{2}{\gamma^2} \left( h(y) - h(x) - \langle y - x, \nabla h(x) \rangle \right),
\]

where \( \nabla h \) is the gradient of the function \( h \).

Lemma B.2. Let \( h : C \rightarrow \mathbb{R} \) be any convex function, then using the Frank-Wolfe algorithm (Algorithm 3), we have that for any \( t \geq 1 \) and iterates \( y^{(t)} \),

\[
h(y^{(t)}) - h(y^*) \leq \frac{2C_h}{t+2} (1 + \rho),
\]

where \( y^* \in \arg\min_{y \in C} h(y) \), \( \rho \geq 0 \) is the accuracy to which the internal linear subproblems are solved, and \( C_h \) is the curvature constant of the function \( h \).

Lemma B.3. Let \( h \) be a convex and differentiable Lipschitz-continuous function with gradient \( \nabla h \)
and then “moves” towards $c_{t+1}$. Suppose we are given convex, smooth functions $f, g : [0, 1]^K \to \mathbb{R}$ w.r.t. some norm $\| \cdot \|$ over domain $\mathcal{C}$. If $\nabla h$ has Lipschitz constant $\beta_h > 0$, then

$$C_h \leq \text{diam}(\mathcal{C})^2 \beta_h,$$

where $\text{diam}_{\| \cdot \|}(\mathcal{C})$ is the diameter of $\mathcal{C}$.

Now we describe how to solve constrained group objective optimization using the Frank-Wolfe algorithm as opposed to the algorithm of Alabi et al. [2018].

### B.1 Frank-Wolfe Algorithm for Constrained Group-Objective Optimization

In this section, we present a projection-free algorithm based on Frank-Wolfe that solves the constrained group-objective optimization problem without privacy considerations.

In each iteration $t \in [T]$, Algorithm 4 solves the following linear sub-problem

$$c_{t+1} = \arg\min_{c \in \mathcal{C}_P} \langle \nabla f(\ell(c_t, D)) + G \cdot 1[g(\ell(c_t, D)) \geq 0] \cdot \nabla g(\ell(c_t, D)), \ell(c, D) \rangle,$$

and then “moves” towards $c_{t+1}$ by a multiplicative factor of $\frac{2}{t+2}$. We show that after $T = O\left(\frac{K \sqrt{K}}{\alpha^2} \log \frac{K \sqrt{K}}{\alpha^2}\right)$ iterations we will get a decision $\hat{c}$ that is within $\alpha$ (in terms of $f, g$) of the optimal decision $c^* \in \arg\min_{c \in \mathcal{C}_P : g(\ell(c, D)) \leq 0} f(\ell(c, D))$. The function Unif($\{c_1, \ldots, c_T\}$) returns $\hat{c}$ that predicts with decision $c_1$ with probability $\frac{1}{T}$ for any $i \in [T]$.

**Algorithm 4:** Frank-Wolfe algorithm for Constrained Group-Objective Convex Optimization.

1. **Input:** $\arg\min_{c \in \mathcal{C}_P} f(\cdot, \cdot), T, \ell, \nabla f, \nabla g, D \in (\mathcal{X} \times \mathcal{A} \times \mathcal{Y})^n, G$
2. Pick any decision $c \in \mathcal{C}_P$ as $c_1$ with $l_1(D) = \ell(c, D)$
3. for $t = 1, \ldots, T - 1$ do
4. $c_{t+1} = \arg\min_{c \in \mathcal{C}_P} \langle \ell(c, D), (\nabla f(\ell(c_t, D)) + G \cdot 1[g(\ell(c_t, D)) \geq 0] \cdot \nabla g(\ell(c_t, D)) \rangle$
5. $l_{t+1}(D) = \left(1 - \frac{2}{t+2}\right) l_t(D) + \frac{2}{t+2} \ell(c_{t+1}, D)$
6. return $\hat{c} = \text{Unif} \{c_1, \ldots, c_T\}$

**Lemma B.4.** Suppose we are given convex, smooth functions $f, g : [0, 1]^K \to \mathbb{R}$ and loss function $\ell : \mathcal{C}_P \times (\mathcal{X} \times \mathcal{A} \times \mathcal{Y})^n \to [0, 1]^K$. Then for any setting of $G > 0, T \geq 3$, Algorithm 4 returns a decision $\hat{c} \in \mathcal{C}_P$ with the following guarantee:

$$\mathbb{E}[f(\ell(\hat{c}, D))] \leq f(\ell(c^*, D)) + \frac{2K(\beta_f + \beta_g)}{T} \log T, \quad \mathbb{E}[g(\ell(\hat{c}, D))] \leq \frac{2K(\beta_f + \beta_g)}{T} \log T \cdot \frac{1}{G} \sqrt{K},$$

where $c^* \in \arg\min_{c \in \mathcal{C}_P : g(\ell(c, D)) \leq 0} f(\ell(c, D))$ is the best decision in the feasible set $\mathcal{C}_P$, $D$ is a dataset of size $n$, $\beta_f$ is the smoothness parameter of the function $f$ and $\beta_g$ is the smoothness parameter of the function $g$. This result holds assuming access to a linear optimizer oracle.
\textbf{Proof.} The intuition is to optimize w.r.t. a “new” convex, smooth function \( h(\ell(c, D)) = f(\ell(c, D)) + G \cdot \max(0, g(\ell(c, D))) \) for any \( c \in \mathcal{C}_P \) and dataset \( D \). We rely on the primal convergence guarantees of the Frank-Wolfe algorithm. By Lemma \textcolor{red}{[B.2]} we have that in iteration \( t \geq 1 \), the following holds:

\[
h(\ell(c_t, D)) \leq h(\ell(c^*, D)) + \frac{2C_h}{t+2},
\]

where \( C_h \) is the curvature constant of \( h \). And by Lemma \textcolor{red}{[B.3]} we have \( C_h \leq K(\beta_f + G\beta_g) \) where \( (\beta_f + G\beta_g) \) is the smoothness parameter of the function \( h \). As a result we have that \( h(\ell(c_t, D)) \leq h(\ell(c^*, D)) + \frac{2K(\beta_f + G\beta_g)}{t+2} \).

Then by Jensen’s inequality (Lemma \textcolor{red}{[A.3]} and convexity of \( h \circ \ell \), we have

\[
\mathbb{E}_{\ell \sim \{c_t\}_{t=1}^T}[h(\ell(c, D))] \leq \frac{1}{T} \sum_{t=1}^T h(\ell(c_t, D)) \leq h(\ell(c^*, D)) + \frac{2K(\beta_f + G\beta_g)}{T} \left( \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \ldots + \frac{1}{T+2} \right) \leq h(\ell(c^*, D)) + \frac{2K(\beta_f + G\beta_g)\log T}{T}
\]

where we used that the harmonic number \( H_T \) is upper bounded by \( \log T + 1 \) and that \( \frac{1}{T+1} + \frac{1}{T+2} < 1/2 \) for \( T \geq 3 \).

We apply Lemma \textcolor{red}{[4.1]} to obtain that \( \mathbb{E}[f(\ell(\hat{c}, D))] \leq f(\ell(c^*, D)) + \frac{2K(\beta_f + G\beta_g)\log T}{T} \) and \( \mathbb{E}[g(\ell(\hat{c}, D))] \leq \frac{2K(\beta_f + G\beta_g)\log T}{T} \cdot \frac{1}{\alpha} + \frac{1}{c_0} \).

\textbf{Corollary B.5.} Suppose we are given convex, smooth functions \( f, g : [0,1]^K \rightarrow \mathbb{R} \) and loss function \( \ell : \mathcal{C}_P \times (\mathcal{X} \times \mathcal{A} \times \mathcal{Y})^n \rightarrow [0,1]^K \). Let \( \beta_f, \beta_g \) be the Lipschitz constants of the gradients of \( f, g \) respectively. Then for any setting of \( T \geq 3, \alpha > 0 \), Algorithm 4 returns a decision \( \hat{c} \in \mathcal{C}_P \) with the following guarantee:

\[
\mathbb{E}[f(\ell(\hat{c}, D))] \leq f(\ell(c^*, D)) + \alpha, \quad \text{and} \quad \mathbb{E}[g(\ell(\hat{c}, D))] \leq \alpha,
\]

provided that \( G \geq \frac{\alpha + \sqrt{K}}{\alpha} \) and \( T \geq 2K(\beta_f + G\beta_g)\alpha\log \frac{2K(\beta_f + G\beta_g)}{\alpha} \) where \( c^* \in \arg\min_{c \in \mathcal{C}_P} g(\ell(c, D)) \leq 0 f(\ell(c, D)) \) is the best decision in the feasible set \( \mathcal{C}_P \), \( D \) is a dataset of size \( n \), \( \beta_f \) is the smoothness parameter of the function \( f \) and \( \beta_g \) is the smoothness parameter of the function \( g \). This result holds assuming access to a linear optimizer oracle.

\textbf{Proof.} The corollary follows by applying Lemmas \textcolor{red}{[4.2]} and \textcolor{red}{[B.4]} where we set \( G \geq \frac{\alpha + \sqrt{K}}{\alpha} \) and

\[
T \geq 2K(\beta_f + G\beta_g)\log \frac{2K(\beta_f + G\beta_g)}{\alpha}
\]

in Algorithm 4. \( \square \)

We adapted the Frank-Wolfe algorithm to solve the constrained group-objective optimization problem (via calls to a linear optimizer). Given the versatility of (stochastic) gradient descent, we could also solve the problem via the use of gradient descent. For example, Theorem 3.7 from \textcolor{red}{[Bubeck2015]} gives guarantees for projected gradient descent optimization of convex, smooth
functions. And Theorem 2 from Shamir and Zhang [2013] gives guarantees for convex (but not necessarily smooth) functions.

C Using a Private Cost Sensitive Classification Oracle CSC

Agarwal et al. [2018] present an exponentiated gradient algorithm for fair classification. Jagielski et al. [2018] essentially modify this algorithm, making it differentially private, and term the new algorithm DP-oracle-learner. DP-oracle-learner satisfies \((\epsilon, \delta)\)-differential privacy relying on a private cost sensitive classification oracle CSC\(_{\epsilon}\) in each iteration where \(\epsilon' = \frac{\epsilon}{4\sqrt{T\log(1/\delta)}}\) and \(H\) is the hypothesis class to be learned.

DP-oracle-learner solves the \(\gamma\)-fair empirical risk minimization (ERM) problem given by:

\[
\min_{Q \in \Delta(H)} \max_{\lambda \in \Lambda} L(Q, \lambda) = \hat{\epsilon}(Q) + \lambda^T \hat{r}(Q),
\]

where \(\hat{F}_{P_a}(Q), \hat{T}_{P_a}(Q)\) are empirical estimates of \(F_{P_a}(Q) = \mathbb{P}_{(x,y,a)}[Q(x) = 1|A = a, y = 0],\)
\(T_{P_a}(Q) = \mathbb{P}_{(x,y,a)}[Q(x) = 1|A = a, y = 1]\) respectively and group 0 is used as an anchor. \(A\) is the set of labels for all protected/sensitive attributes and \(A\) is the random variable over \(A\).

Agarwal et al. [2018] solve the following specific Lagrangian min-max problem:

\[
\min_{Q \in \Delta(H)} \max_{\lambda \in \Lambda} L(Q, \lambda) = \epsilon(\hat{Q}) + \lambda^T \hat{r}(\hat{Q}),
\]

where \(\Delta(H)\) is the set of all randomized classifiers that can be obtained by hypotheses in \(H\), \(\hat{r}(Q)\) is a vector representing the fairness violations of the classifier \(Q\) across all groups, \(\lambda \in \Lambda = \{\lambda : \|\lambda\|_1 \leq B\}\), and the bound \(B\) is chosen to ensure convergence.

Now we state a main theorem from Jagielski et al. [2018].

**Theorem C.1** (Theorem 4.4 from Jagielski et al. [2018]). Let \((\hat{Q}, \hat{\lambda})\) be the output of DP-oracle-learner, an (\(\epsilon, \delta\))-differentially private algorithm, in Jagielski et al. [2018] and let \(Q^*\) be a solution to the non-private \(\gamma\)-fair ERM problem (see above definition). Then with probability at least 0.99,

\[
\epsilon(\hat{Q}) \leq \epsilon(\hat{Q}) + 2\nu,
\]

and for all \(a \neq 0\),

\[
\Delta F_{P_a}(\hat{Q}) \leq \gamma + \frac{1 + 2\nu}{B},
\]

\[
\Delta T_{P_a}(\hat{Q}) \leq \gamma + \frac{1 + 2\nu}{B},
\]

where \(\nu = \hat{O}\left(\frac{B}{\min_{a,y} \hat{q}_{ay}} \sqrt{\frac{|A| \cdot \text{VC}(H)}{n}}\right)\), \(n\) is the number of training examples \(\{(x_i, a_i, y_i)\}_{i=1}^n\) fed to the Algorithm, \(\text{VC}(H)\) is the VC dimension of \(H\), and \(\hat{q}_{ay}\) is an empirical estimate for \(\mathbb{P}[A = a, Y = y]\).

As is done in their paper, to get rid of the algorithmic-specific dependence on the bound \(B\) (for example, in Theorem 4.6 of their paper), we set \(B = |A|\).
Corollary C.2. Let $(\hat{Q}, \hat{\lambda})$ be the output of Algorithm 3, an $(\epsilon, \delta)$-differentially private algorithm, in [Jagielski et al., 2018] and let $Q^*$ be a solution to the non-private $\alpha$-fair ERM problem (see above definition) where $\min_{a,y}\{\hat{q}_{ay}\} \leq \alpha(1+r)/2$ for any $r > 0$. Then with probability at least 9/10, in order to solve the ERM problem with classifier error $\alpha = (\hat{\text{err}}(\hat{Q}) - \hat{\text{err}}(Q^*))$ and maximum fairness violation of $\alpha = \max_{a \in A} \max(\Delta \hat{\text{FP}}_a(\hat{Q}), \Delta \hat{\text{TP}}_a(\hat{Q}))$, we could use training examples of size

$$n = \tilde{O}\left(\frac{|A|^3 \cdot \text{VC}(\mathcal{H})}{\epsilon \alpha^{3+r}}\right).$$

Proof. Set $\min_{a,y}\{\hat{q}_{ay}\} \leq \alpha(1+r)/2$ in Theorem C.1

Corollary C.2 is obtained directly from Theorem C.1 by solving for $n$ in terms of the excess risk and will be used as the point of comparison to compare our work to the work of [Jagielski et al. 2018] for solving the $\alpha$-fair ERM problem (for the Equalized Odds problem) with classifier error of $\alpha$ with probability at least 9/10. Further note that $K = O(|A|)$ is the number of groups (in terminology used in other parts of this paper). A result of this corollary is that to solve the CGOO($C_P, n, K, f, g, \ell, D, \alpha$) problem when the constraint is to satisfy $\alpha$-equalized odds, we need sample size $n = \tilde{O}\left(\frac{|A|^3 \cdot \text{VC}(\mathcal{H})}{\epsilon \alpha^{3+r}}\right)$. In comparison, using a generic implementation of the private oracle $\text{LOPT}_{\epsilon, \delta}$, we need sample size $n = \tilde{O}\left(\frac{|A|^3 \cdot \text{VC}(\mathcal{H})}{\epsilon \alpha^{3+r}}\right)$ which is asymptotically better (in terms of the accuracy parameter $\alpha > 0$) for all $r > 0$.

Note that according to Assumption C.1 in [Jagielski et al. 2018], the CSC($\mathcal{H}$) oracle and its private counterpart are often implemented via learning heuristics.