ON KHINTCHINE TYPE INEQUALITIES FOR PAIRWISE INDEPENDENT RADIEMACHER RANDOM VARIABLES
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Abstract. We consider Khintchine type inequalities on the $p$-th moments of vectors of $N$ pairwise independent Rademacher random variables. We establish that an analogue of Khintchine’s inequality cannot hold in this setting with a constant that is independent of $N$; in fact, we prove that the best constant one can hope for is at least $N^{1/2-1/p}$. Furthermore, we show that this estimate is sharp for exchangeable vectors when $p = 4$. As a fortunate consequence of our work, we obtain similar results for 3-wise independent vectors.

2010 Classification: 46B06, 60E15
Keywords: Khintchine inequality, Rademacher random variables, $k$-wise independent random variables.

1. Introduction

Khintchine’s inequality is a moment inequality with many important applications in probability and analysis (see [3, 5, 6, 7, 9] among others). It states that the $L_p$ norm of weighted independent Rademacher random variables is controlled by their $L_2$ norm; a precise statement follows. We say that $\varepsilon_0$ is a Rademacher random variable if $P(\varepsilon_0 = 1) = P(\varepsilon_0 = -1) = \frac{1}{2}$. Let $\varepsilon_i$, $i \leq N$, be independent copies of $\varepsilon_0$ and $a \in \mathbb{R}^N$. Khintchine’s inequality (see e.g. Theorem 2.3.1 in [6] or Theorem 12.3.1 in [3]) states that for any $p \geq 2$ one has

$$
\left( \mathbb{E} \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^p \right)^{\frac{1}{p}} \leq C(p) \|a\|_2 = C(p) \left( \mathbb{E} \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^2 \right)^{\frac{1}{2}}.
$$

Note that the constant $C(p)$ does not depend on $N$. It is natural to ask whether the independence condition can be relaxed; indeed, random vectors with dependent coordinates arise in many problems in probability and analysis (see e.g. [4] and the references therein). In this short paper, we are interested in what can be said when the independence assumption on the coordinates is relaxed to pairwise (or, more generally, $k$-wise) independence.

Definition 1.1. We call an $N$-tuple $\varepsilon = \{\varepsilon_i\}_{i \geq 1}$ of Rademacher random variables a Rademacher vector. For a fixed non-negative integer $k$, a Rademacher vector is called $k$-wise independent if any subset $\{\varepsilon_{i_1}, \varepsilon_{i_2}, \ldots, \varepsilon_{i_k}\}$ of length $k$ is mutually independent.

When $k = 2$ in the preceding definition, we will often use the terminology pairwise independent in place of 2-wise independent. As it will be useful in what follows, we note that instead of random variables, it is equivalent to consider probability
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measures $P$ on the set $\{-1,1\}^N$, where $P = \text{law}(\varepsilon)$. The condition that $\varepsilon$ is a Rademacher vector is then equivalent to the condition that the projections $\text{law}(\varepsilon_i)$ of $P$ onto each copy of $\{-1,1\}$ is equal to $P_1 := \frac{1}{2}[\delta_{-1} + \delta_1]$. The $k$-wise independence condition is equivalent to the condition that the projections $\text{law}(\varepsilon_1, \ldots, \varepsilon_k)$ of $P$ onto each $k$-fold product $\{-1,1\}^k$ is product measure $\otimes^k P_1$.

In general, sequences of $k$-wise independent random variables, for $k \geq 2$, share some of the properties of the mutually independent ones, including the second Borel-Cantelli lemma and the strong law of large numbers (see e.g. \cite{1}). Other properties of mutually independent sequences, such as the central limit theorem, fail to carry over to the pairwise independent setting, however. For more on pairwise independent sequences and their construction, see, for example \cite{2, 10, 11}.

Our goal is to determine whether Khintchine’s inequality holds for $k$-wise independent Rademacher random variables, and, if not, to understand how badly it fails. More precisely, if we define

$$
C(N, p, k) = \sup_{a \in \mathbb{R}^N, ||a||_2 = 1, \varepsilon \text{ is a } k\text{-wise independent Rademacher vector}} \left( \mathbb{E} \left[ \sum_{i=1}^{N} a_i \varepsilon_i \right]^p \right)^{1/p},
$$

then the questions we are interested in can be formulated as:

1. Is $C(N, p, k)$ bounded as $N \to \infty$, for a fixed $p$ and $k$?
2. If not, what is the growth rate of $C(N, p, k)$?

Note that the $C(N, p, k)$ form a monotone decreasing sequence in $k$, as the $k$-dependence constraint becomes more and more stringent as $k$ increases. We define $C(N, p, \infty)$ to be the best constant in Khintchine’s inequality (for independent random variables):

$$
C(N, p, \infty) = \sup_{a \in \mathbb{R}^N, ||a||_2 = 1} \left( \mathbb{E} \left[ \sum_{i=1}^{N} a_i \varepsilon_i \right]^p \right)^{1/p},
$$

where the $\varepsilon_i$ are mutually independent Rademacher random variables. Note that, as mutual independence implies $k$-wise independent for any $k$, we have $C(N, p, k) \geq C(N, p, \infty)$. In this notation, the classical Khintchine inequality means that $C(N, p, \infty)$ is bounded as $N$ goes to $\infty$ for each fixed $p$.

Some properties of $C(N, p, k)$ are easily discerned. By an application of Holder’s inequality, we get, for any Rademacher $\varepsilon$ and any $a$,

$$
\left( \mathbb{E} \left[ \sum_{i=1}^{N} a_i \varepsilon_i \right]^p \right)^{1/p} \leq \sqrt{N} ||a||_2
$$

and so we have

$$
C(N, p, k) \leq \sqrt{N}.
$$

In fact, for a random vector with $\text{law}(\varepsilon) = \frac{1}{2}[\delta_{1,1,1, \ldots} + \delta_{-1,-1,-1, \ldots}]$, we get equality in (3). This $\varepsilon$ is 1-wise independent, which simply means that it has Rademacher marginals and so we have $C(N, p, 1) = \sqrt{N}$. Clearly, this vector is not pairwise independent, however, and so it provides no further information on $C(N, p, k)$ for $k \geq 2$. 

(2) $C(N, p, k) = \sup_{a \in \mathbb{R}^N, ||a||_2 = 1, \varepsilon \text{ is a } k\text{-wise independent Rademacher vector}} \left( \mathbb{E} \left[ \sum_{i=1}^{N} a_i \varepsilon_i \right]^p \right)^{1/p}$
Let us also mention that, when \( p \) is an even integer, and \( k \geq p \), it is actually a straightforward calculation to show that \( C(N, p, k) = C(N, p, \infty) \approx 1 \) is independent of \( k \) (that is, Khintchine’s inequality for \( k \)-wise independent random variables holds with the same constant as in the independence case). This seems to be a “folklore” result, which is well known to experts, but we were unable to find a suitable reference.

In this paper, we focus on the \( k = 2 \) case. We prove that for \( p \geq 2 \) and \( N \) even, 
\[
C(N, p, 2) \geq N^{1/2 - 1/p},
\]
providing a negative answer to the first question above. Moreover, if we define \( C_\varepsilon(N, p, k) \) as in [2], but with the supremum restricted to exchangeable Rademacher vectors \( \varepsilon \), and consider the \( p = 4 \) case, we prove that 
\[
C_\varepsilon(N, 4, 2) = N^{1/2 - 1/4} = N^{1/4}.
\]

As a fortunate consequence of our work here, we obtain analogous results for \( k = 3 \). Understanding the \( k \geq 4 \) case remains an interesting open question.

2. Estimates on \( C(N, p, 2) \)

The following Theorem provides a negative answer to the first question in the introduction when \( k = 2 \), and provides some information about the second question in the same case.

**Theorem 2.1.** Let \( N = 2n \) be even and set \( a = (1, 1, ..., 1) \in \mathbb{R}^N \). Then, for all \( p \geq 2 \),

\[
\sup_{\varepsilon \text{ is a } k \text{-wise independent Rademacher vector}} \left( \mathbb{E} \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^{p} \right)^{1/p} = N^{1/2 - 1/p} \|a\|_2
\]

Consequently, 
\[
C(N, p, k) \geq N^{1/2 - 1/p}.
\]

**Proof.** We explicitly construct a pairwise independent Rademacher vector \( \varepsilon = (\varepsilon_1, ..., \varepsilon_N) \) for which we get equality in [4], and then show that this maximizes the left hand side over the set of all such vectors. To do this, we will define the probability measure \( P = \text{law}(\varepsilon) \).

We define 
\[
P = \frac{1}{N} P_a + \frac{N-1}{N} P_b
\]
where \( P_a = \frac{1}{2} \left[ \delta_{1,1,1,\ldots,1} + \delta_{-1,-1,-1,\ldots,-1} \right] \) is uniform measure on the two points \((1,1,1,\ldots,1),(-1,-1,-1,\ldots,-1)\) \( \in \{-1,1\}^N \) and \( P_b \) is uniform measure on the set of all points with an equal number of 1’s and -1’s; that is, points which are permutations of \( \{1,1,\ldots,1,-1,-1,\ldots,-1\} \). We first verify that this is pairwise independent probability measure; that is, that it’s twofold marginals are \( \frac{1}{4}(\delta_{1,1} + \delta_{1,-1} + \delta_{-1,1} + \delta_{-1,-1}) \). By symmetry between the coordinates, it suffices to verify this fact for the projection \( P_2 \) on the first two copies of \( \{-1,1\} \).

To see this, we have
\[
P_2(1,1) = \frac{1}{N} P_a(1,1,1,\ldots,1) + \frac{N-1}{N} P_b(\varepsilon : (\varepsilon_1, \varepsilon_2) = (1,1))
\]

Now, \( P_a(1,1,1,\ldots,1) = \frac{1}{2} \), and it is easy to see that 
\[
P_b(\varepsilon : (\varepsilon_1, \varepsilon_2) = (1,1)) = \frac{N/2 - 1}{2(N-1)},
\]

implying
\[
P_2(1,1) = \frac{1}{2N} + \frac{(N-1)(N/2-1)}{2N(N-1)} = \frac{1}{4}.
\]
Similar calculations imply $P_2(1, -1) = P_2(-1, 1) = P_2(-1, -1) = \frac{1}{4}$, and so $P$ is pairwise independent.

Now, letting $\varepsilon = (\varepsilon_1, ... \varepsilon_N)$ be a random variable with law $P$, and noting that $|\sum_{i=1}^N \varepsilon_i|^p$ is 0 for points in the support of $P_b$ and $N$ for points in the support of $P_a$, we have

$$E \left| \sum_{i=1}^N \varepsilon_i \right|^p = \frac{1}{N} N^p = N^{p-1}$$

Noting that $||a||_2 = \sqrt{N}$, it follows that

$$\left[ E \left| \sum_{i=1}^N \varepsilon_i \right|^p \right]^{1/p} = N^{1-1/p} = \sqrt{N} N^{1/2 - 1/p} = ||a||_2 N^{1/2 - 1/p}$$

It remains to show that the $\varepsilon$ we have constructed is optimal in (4). Define the functions $u : \{1, -1\}^2 \to \mathbb{R}$ by

$$u(1, 1) = u(-1, -1) = N^p / \binom{N}{2}$$

and

$$u(1, -1) = u(-1, 1) = -\frac{N-2}{N} u(1, 1) = -\frac{(N-2) N^{p-1}}{\binom{N}{2}}.$$  

We will show that for any $(\varepsilon_1, \ldots, \varepsilon_N) \in \{1, -1\}^N$, we have

$$\left| \sum_{i=1}^N \varepsilon_i \right|^p \leq \sum_{i<j}^N u(\varepsilon_i, \varepsilon_j) \tag{5}$$

with equality only on the points in the support of $P$; that is, at $(1, 1, ..., 1), (-1, -1, ..., -1)$ and permutations of $\{(1, 1, ..., 1, -1, -1, ..., -1)\}$.  

For $(\varepsilon_1, \ldots, \varepsilon_N) \in \{1, -1\}^N$, let $n$ be the number of $\varepsilon_i$‘s which are equal to positive 1.  The inequality (5) which we are attempting to establish is equivalent to

$$|n - (N-n)|^p \leq \binom{n}{2} u(1, 1) + \binom{N-n}{2} u(-1, -1) + n(N-n) u(1, -1)$$

or

$$|2n - N|^p \leq \left[ \binom{n}{2} + \binom{N-n}{2} - n(N-n) \frac{N-2}{N} \right] u(1, 1)$$

$$= \left[ \frac{n(n-1)}{2} + \frac{(N-n)(N-n-1)}{2} - n(N-n) \frac{N-2}{N} \right] \frac{2 N^p}{N(N-1)}$$

Now, a straightforward calculation shows that the right hand side is equal to $|\frac{2n - N}{N}|^2$.  As clearly $0 \leq n \leq N$, we have that $|\frac{2n - N}{N}| \leq 1$.  As $p \geq 2$, we
then clearly have $|\frac{2n-N}{N}|^p \leq |\frac{2n-N}{N}|^2$, with equality only when $2n-N=0, N$ or $-N$. That is, we have equality precisely when $n=0, \frac{N}{2}$ or $N$, which correspond exactly to points in the support of $P$. This establishes (5), with equality only when $\epsilon$ is in the support of $P$.

Now note that by (5) for any pairwise independent Rademacher vector $\tilde{\epsilon}$ on $\{-1,1\}^N$, we have

$$E \left| \sum_{i=1}^N \tilde{\epsilon}_i \right|^p \leq E \left( \sum_{i \leq j} u(\tilde{\epsilon}_i, \tilde{\epsilon}_j) \right) = \sum_{i \leq j} E(u(\tilde{\epsilon}_i, \tilde{\epsilon}_j)).$$

But the right hand side is constant on the set of pairwise independent Rademacher vectors, as it depends only on the twofold vectors $(\tilde{\epsilon}_i, \tilde{\epsilon}_j)$. As we have equality in (5) $P$ almost surely, for the particular sequence $\epsilon$ with law $(\epsilon)$, we get

$$E \left| \sum_{i=1}^N \epsilon_i \right|^p = E \left( u(\epsilon_i, \epsilon_j) \right),$$

and therefore,

$$E \left| \sum_{i=1}^N \tilde{\epsilon}_i \right|^p \leq E \left| \sum_{i=1}^N \epsilon_i \right|^p$$

completing the proof.

Remark 2.2. It is worth mentioning that the linear program (4) is reminiscent of a discrete version of the multi-marginal optimal transport problem (see [8] and the references therein). The difference is that here, the twofold marginals $P_2 = \text{law}(\epsilon_i, \epsilon_j)$ are prescribed, rather than the marginal $P_1 = \text{law}(\epsilon_i)$. Moreover, the function $u$ that shows up in the proof can be interpreted in terms of the dual program, which is to minimize

$$E \left( \sum_{i \neq j} u_{ij}(\epsilon_i, \epsilon_j) \right)$$

over all collections of functions $u_{ij} : \{-1,1\}^2 \to \mathbb{R}$, for $1 \leq i \neq j \leq N$, which satisfy the constraint

$$\sum_{i \neq j} u_{ij}(\epsilon_i, \epsilon_j) \geq \left| \sum_{i=1}^N \epsilon_i \right|^p$$

for all $\epsilon = (\epsilon_1, \ldots, \epsilon_N) \in \{-1,1\}^N$. The minimizing functions for this dual program are exactly $u_{ij} = u$ for all $i,j$, where $u$ is as in the proof above.

Next, we turn our attention to the second question in the introduction, and try to determine the precise behaviour of $C(N, p, k)$. For this, we study only the $k = 2, p = 4$ case, and restrict our attention to exchangeable Rademacher vectors.

Lemma 2.3. For any $a \in \mathbb{R}^N$ with $||a||_2 = 1$ and any pairwise independent, exchangeable $\epsilon$, we have
\[ \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) \leq \max \left\{ \mathbb{E} \left( \left| \sum_{i=1}^{N} \frac{1}{\sqrt{N}} \varepsilon_i \right|^4 \right), \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) \right\} \]

where \( \varepsilon \) denotes an independent Rademacher vector.

**Proof.** We assume, without loss of generality, that \( a_i \geq 0 \) for each \( i \). After expanding the power, and noting that the Rademacher condition implies \( \varepsilon_i^2 = 1 \) almost surely, the pairwise independence condition implies

\[
\begin{align*}
\mathbb{E}(\varepsilon_i \varepsilon_j \varepsilon_k) &= \mathbb{E}(\varepsilon_i \varepsilon_j) = \mathbb{E}(\varepsilon_i \varepsilon_j \varepsilon_k^2) \\
\mathbb{E}(\varepsilon_i \varepsilon_j^3) &= \mathbb{E}(\varepsilon_i \varepsilon_j) \\
\mathbb{E}(\varepsilon_i^2 \varepsilon_j^2) &= \mathbb{E}(\varepsilon_i^2 \varepsilon_j) \\
\mathbb{E}(\varepsilon_i^4) &= \mathbb{E}(\varepsilon_i^4).
\end{align*}
\]

Therefore, we have

\[ \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) = \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) + \sum_{i,j,k,l \text{ distinct}} a_i a_j a_k a_l \mathbb{E} (\varepsilon_i \varepsilon_j \varepsilon_k \varepsilon_l) \]

By exchangeability, \( \mathbb{E} (\varepsilon_i \varepsilon_j \varepsilon_k \varepsilon_l) \) is independent of \( i, j, k, l \); denoting \( \mathbb{E} (\varepsilon_i \varepsilon_j \varepsilon_k \varepsilon_l) := c \), this gives us

\[ \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) = \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) + c \sum_{i,j,k,l \text{ distinct}} a_i a_j a_k a_l. \]

Now, if \( c \leq 0 \), the above is less than \( \mathbb{E} \left( \left| \sum_{i=1}^{N} a_i \varepsilon_i \right|^4 \right) \), and the proof is complete. If, on the other hand, \( c \geq 0 \), we have, by Maclaurin’s inequality,

\[
\sum_{i,j,k,l \text{ distinct}} a_i a_j a_k a_l \leq 4! \left( \frac{N}{4} \right)^2 \left[ \frac{1}{2!} \left( \frac{N}{2} \right) \sum_{i \neq j} a_i a_j \right]^2 \leq 4! \left( \frac{N}{4} \right)^2 \left[ \frac{1}{4} \left( \frac{N}{2} \right) \sum_{i \neq j} (a_i^2 + a_j^2) \right]^2 \leq 24 \left( \frac{N}{4} \right)^2 \left[ \frac{1}{4} \left( \frac{N}{2} \right) 2(N-1)||a||_2 \right]^2 \]

\[ = 24 \left( \frac{N}{4} \right)^2 \frac{1}{N^2}. \]

We have equality when all of the \( a_i = \frac{1}{\sqrt{N}} \). Note that this implies that

\[ \mathbb{E} \left( \left| \sum_{i=1}^{N} \frac{1}{\sqrt{N}} \varepsilon_i \right|^4 \right) = \mathbb{E} \left( \left| \sum_{i=1}^{N} \frac{1}{\sqrt{N}} \varepsilon_i \right|^4 \right) + c 24 \left( \frac{N}{4} \right)^2 \frac{1}{N^2} \]
Now, it is well known that $\mathbb{E}\left(\sum_{i=1}^{N} a_i \bar{\epsilon}_i \right)^4 \leq \mathbb{E}\left(\sum_{i=1}^{N} \frac{1}{\sqrt{N}} \epsilon_i \right)^4$, and so plugging this and (8) into (7), we have

$$\mathbb{E}\left(\sum_{i=1}^{N} a_i \bar{\epsilon}_i \right)^4 \leq \mathbb{E}\left(\sum_{i=1}^{N} \frac{1}{\sqrt{N}} \epsilon_i \right)^4 + c24\left(\frac{N}{4}\right)^{1/2}$$

(10)

$$= \mathbb{E}\left(\sum_{i=1}^{N} \frac{1}{\sqrt{N}} \epsilon_i \right)^4,$$

(11)

where the last line follows from (9). This completes the proof. \(\square\)

Theorem 2.1, the classical Khintchine inequality, and the preceding lemma now imply the following variant of Khintchine’s inequality, for $p = 4$ and pairwise independent, exchangeable Rademacher random vectors.

**Corollary 2.4.** We have $C_e(N, 4, 2) = N^{1/4}$. In particular, for any $a \in \mathbb{R}^N$ and any pairwise independent exchangeable Rademacher vector $\epsilon$, we have

$$\left(\mathbb{E}\left(\sum_{i=1}^{N} a_i \epsilon_i \right)^4\right)^{1/4} \leq N^{1/4}||a||_2.$$

**Remark 2.5.** It is straightforward to verify that the measure $P = \text{law}(\epsilon)$ derived in Theorem is in fact 3-wise independent, and thus we immediately obtain analogues of the preceding results for $k = 3$:

$$C(N, p, 3) \geq N^{1/2-1/p}$$

and

$$C_e(N, 4, 3) = N^{1/4}.$$

**Remark 2.6.** Generally speaking, one can identify exchangeable, $k$-wise independent random variables $x_1, \ldots, x_N$ on $\mathbb{R}$ having equal fixed marginals $P_1 = \text{law}(x_i)$ with permutation symmetric probability measures $P = \text{law}(x_1, \ldots, x_N)$ on $\mathbb{R}^N$ whose $k$-fold marginals are $\otimes^k P_1$. The set of measures satisfying these constraints is a convex set, and identifying the set of extremal points, or vertices, of this set is an interesting and nontrivial question.

It is easy to see upon inspection of the proof of Theorem 2.1 that the measure $\text{law}(\epsilon)$ we construct is the unique maximizer of the linear functional $\text{law}(\epsilon) \mapsto \mathbb{E}(\sum_{i=1}^{N} \epsilon_i)$ on the convex set of symmetric, pairwise independent Rademacher probability measures. As a consequence of this proof, we have therefore identified an extremal point of this set.
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