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Abstract
We study a mutually enriching connection between response time analysis in real-time systems and the mixing set problem. Thereby generalizing over known results we present a new approach to the computation of response times in fixed-priority uniprocessor real-time scheduling. We even allow that the tasks are delayed by some period-constrained release jitter. By studying a dual problem formulation of the decision problem as an integer linear program we show that worst-case response times can be computed by algorithmically exploiting a conditional reduction to an instance of the mixing set problem. In the important case of harmonic periods our new technique admits a near-quadratic algorithm to the exact computation of worst-case response times. We show that generally, a smaller utilization leads to more efficient algorithms even in fixed-priority scheduling. Worst-case response times can be understood as least fixed points to non-trivial fixed point equations and as such, our approach may also be used to solve suitable fixed point problems. Furthermore, we show that our technique can be reversed to solve the mixing set problem by computing worst-case response times to associated real-time scheduling task systems. Finally, we also apply our optimization technique to solve 4-block integer programs with simple objective functions.
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Figure 1 An example instance $T = \{ \tau_1, \tau_2, \tau_3 \}$ with $\tau_1 = (15, d_1, 65, 8)$, $\tau_2 = (7, d_2, 30, 5)$, $\tau_3 = (13, d_3, 50, 25)$ and the resulting FP schedule. The arrows indicate the release times of the jobs and the colors distinguish between jobs of different tasks.

Introduction

We consider fixed-priority uniprocessor real-time task scheduling with constrained deadlines and task release jitters in the sporadic task model [1] which is a common model to analyze real-time task systems.

Model

A sporadic task system $T = \{ \tau_1, \ldots, \tau_n \}$ is a set of sporadic tasks $\tau_i$ which are given as a quadruple of non-negative integers $\tau_i = (c_i, d_i, p_i, \eta_i)$ where $c_i$ represents the task’s worst-case execution time, $d_i$ its relative deadline, $p_i$ its period, and $\eta_i$ its release jitter. The task $\tau_i$ generates an infinite sequence of jobs. Each job has an execution time of at most $c_i \geq 1$ time units and a deadline exactly $d_i$ time units after its arrival time, where $c_i \leq d_i \leq p_i$. The jobs of the task are considered to arrive separated in time by at least $p_i \geq 1$ time units. However, a job is not ready for execution until it is released. The time difference between the arrival time and the release time is called release jitter. Hence, in jitter-free systems the jobs are released in the moment they arrive, i.e. arrival time equals release time. The release jitter $\eta_i$ of the task is the maximum time difference between the arrival times and the release times over all jobs of $\tau_i$. Naturally, one can assume that $\eta_i \leq d_i - c_i \leq p_i - c_i$.

The task system $T$ has harmonic periods iff $p_i \geq p_j$ implies that $p_i/p_j \in \mathbb{Z}$ for all tasks $\tau_i, \tau_j$. The utilization of a task $\tau_i$ is the quantity $c_i/p_i$ and the utilization of the task set $T$ is $\sum_{i \leq n} c_i/p_i$. The common assumption is that $\sum_{i \leq n} c_i/p_i \leq 1$ as otherwise there are job sequences of $T$ which can not be scheduled by any algorithm. We refer to this utilization bound as the schedulability utilization bound. However, a necessary utilization bound is $\sum_{i \leq n} c_i/p_i < 1$ as otherwise there is no solution for worst-case response times at all. We refer to this bound as the general utilization bound.

Fixed-Priority Scheduling

In fixed-priority (FP) scheduling (or static-priority scheduling) the tasks are considered to have a predefined order of prioritization. A task $\tau_i$ has a larger priority than a task $\tau_j$ if and only if $i < j$. An FP schedule preempts jobs according to these priorities; in more detail, a running job is preempted on the release of a job of task of a higher priority to schedule the new job instead (see Figure 1 for an example). The task system is called schedulable when no job can ever miss its deadline. Of course one may try to find a good prioritization for a set of tasks. However, the more typical problem is to analyze a task system with a given prioritization which is what we do in this paper.

Two important special cases of FP scheduling are deadline monotonic (DM) scheduling
[2, 3] and rate monotonic (rm) scheduling [4, 5, 6]. In dm scheduling earlier deadlines imply larger priorities while in rm scheduling smaller periods imply larger priorities. Both are equal if the deadline of each task is equal to its period.

**Response Time Analysis and Schedulability Testing**

The response time of a task is the maximum time difference between the release of a job and its completion. In a worst-case scenario we refer to them as worst-case response times and these may be used to decide the schedulability of a system. Since task release jitters intensify the complexity of worst-case response times and schedulability testing as well as other types of analysis, they are often assumed to be zero, i.e. $\eta_i = 0$ for all $i \leq n$. As pointed out by Liu and Layland [5], in such jitter-free systems the critical instant occurs when the jobs of all tasks $\tau_i$ are released simultaneously. See also synchronous arrival sequence (sas) [7, 8]. Therefore, without release jitters the worst-case response time of task $\tau_j$ is the earliest point in time $r_j$ where

$$r_j \geq c_j + \sum_{i=1}^{j-1} c_i \left\lceil \frac{(r_j + \eta_i)}{p_i} \right\rceil.$$

This inequality models the situation that all jobs are released at time 0. If $r_j \leq d_j$, then task $\tau_j$ completes its job on time which means that task $\tau_j$ is schedulable. If $r_j \leq d_j$ for all tasks $\tau_j$, then the task system $T$ is schedulable using the given priorities.

In this paper we consider systems with release jitters. Audsley et al. [9] and Tindell et al. [10] have discussed the release jitter problem in detail (see also [11, 12, 13, 14, 15]). Their work leads to the following understanding of worst-case response times in systems with task release jitters. The worst-case response time of task $\tau_j$ is the earliest point in time $r_j$ where

$$r_j \geq c_j + \sum_{i=1}^{j-1} c_i \left\lceil \frac{(r_j + \eta_i)}{p_i} \right\rceil.$$

The task is schedulable if $r_j \leq d_j - \eta_j$ and the task set $T$ is schedulable if $r_j \leq d_j - \eta_j$ for all tasks $\tau_j$. Without loss of generality we can assume that the execution requirement of each job of a task $\tau_i$ always equals the task’s worst-case execution time $c_i$. Also we can assume that the $i$-th job of a task $\tau_j$ is released in the time interval $[(i-1)p_j, (i-1)p_j + \eta_j]$ and its due time is $(i-1)p_j + d_j$. Furthermore, we may restrict our interest to the response time $r_n$ of the last task $\tau_n$:

$$r_n = \min \left\{ t \mid t \geq c_n + \sum_{i<n} c_i \left\lceil \frac{(t + \eta_i)}{p_i} \right\rceil, t \in \mathbb{Z}_{\geq 0} \right\}.$$  \hspace{1cm} (1)

We refer to the problem of the computation of $r_n$ as response time computation (RTC).

For fp scheduling, RTC is NP-hard in general due to Eisenbrand and Rothvoß [16] even for $\eta = 0$ and it is even hard to approximate within a constant factor. However, for jitter-free task systems with harmonic periods it is polynomial which is a great result by Bonifaci et al. [17] and it may even be computed in near-linear time, cf. Nguyen et al. [18].

The computation of response times in real-time systems is often treated as a fixed point problem, where one aims for the least fixed point to the fixed point equation $\Phi(t) = t$ where $\Phi(t) = c_n + \sum_{i<n} c_i \left\lceil \frac{(t + \eta_i)}{p_i} \right\rceil$. The computation of least fixed points (e.g. [19, 20]) is an important topic in order theory and logic with many applications, for example in denotational semantics. As such, the new approach which we present in this paper may also be used to find least fixed points of suitable fixed point problems.
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| RTC       | harmonic periods          | arbitrary periods                                      |
|-----------|---------------------------|-------------------------------------------------------|
| \( \eta_i \leq p_i \) | \( \mathcal{O}(n^2 \log p_{\text{max}}) \)* | \( \mathcal{O}(n \log(n + p_{\text{max}})) \)* |
| \( \eta_i = 0 \)            | \( \mathcal{O}(n \log(n + p_{\text{max}})) \) [17], \( \mathcal{O}(n \log n) \) [18] | \( \mathcal{O}(T_M \log p_{\text{max}}) \)* |

| **Mixing Set** | harmonic capacities | arbitrary capacities |
|-----------------|----------------------|----------------------|
| \( b_i \in \mathbb{Z} \) | \( \mathcal{O}(n^2) \) [26] | \( \mathcal{O}(n \log(n + \beta)) \)* |
| \( b_i = \beta \geq \text{lcm}_{j \leq n} a_j \) | \( \mathcal{O}(n \log(n + \beta)) \)* | \( \mathcal{O}(T_R \log \beta) \)* |

Table 1 Overview of algorithmic results for RTC and **Mixing Set**. Here \( S < (\sum_{i<n} c_i)/(1 - U) \) for utilization \( U = \sum_{i<n} c_i/p_i \) is an upper bound on the value of \( s \) in any optimal solution for a certain instance of **Mixing Set**, and \( T_M \) and \( T_R \) are upper bounds on the time required to solve an instance of **Mixing Set** or RTC, respectively.

**Mixing Set**

In the **Mixing Set** problem one is given capacities \( a \in \mathbb{Q}^n \) and a right-hand side \( b \in \mathbb{Q}^n \) and the goal is to find a solution \((s, x) \in \mathbb{R}_{\geq 0} \times \mathbb{Z}^n \) which optimizes a linear objective function while satisfying the following system of inequalities:

\[
\begin{align*}
  s + a_i x_i &\geq b_i \quad \forall i \in \{1, \ldots, n\}
\end{align*}
\]

The problem is NP-hard due to Eisenbrand and Rothvoß [21]. However, it can be solved in polynomial time in the case of unit capacities [22, 23] or harmonic capacities [24] (see also [25, 26] for simpler approaches). The **Mixing Set** problem plays an important role in production planning (in particular lot-sizing [27]).

**Related Work**

In the early '70s it was independently shown by Liu and Layland [5] and Serlin [6], that a set of \( n \) implicit-deadline (i.e. \( d_i = p_i \)) synchronous periodic tasks is always schedulable in RM scheduling if the task’s total utilization is bounded by \( n(2^{1/n} - 1) \) which is \( \ln(2) \approx 0.69 \) for \( n \to \infty \). Recently, this seminal result was complemented by Ekberg [4] who proved that \( \ln(2) \) is in fact the boundary between polynomial and NP-hard schedulability testing; the FP schedulability problem is NP-hard even if it is restricted to task sets with RM priorities and utilization-bounded from above by any constant truly larger than \( \ln(2) \).

The Liu and Layland problem was investigated further for example by Kubiak [28] who solved it via bottleneck just-in-time sequencing and Józefowska et al. [29] who studied apportionment divisor methods.

Baruah [30] introduced the idea of ILP-tractability of schedulability analysis problems and in fact, our results prove tractability in his sense.

As mentioned earlier, Eisenbrand and Rothvoß proved hardness results for both RTC [16] and the **Mixing Set** problem [21]; in more detail, they proved reductions from directed diophantine approximation to these problems but they did not give any reductions from them or between them, which is what we have found.

**Our Contribution**

Here we summarize our results.
We present a simple dualization technique which allows to solve inequality-constrained optimization problems in a binary search by consecutively solving a dual formulation of the associated decision problem (see Section 2.1).

(b) **Response Times**
1. We establish new bounds for worst-case response times in FP real-time task systems with period-constrained task release jitter (see Section 2.3).
2. We present a conditional Karp reduction from RTC to the MIXING SET problem (see Section 3.1). We show how it can be used to derive a bunch of algorithmic results for both problems (see Table 1 for an overview).
3. For the important case of harmonic periods we prove a Cook reduction from RTC to MIXING SET (see Section 3.2).
4. We can even cope with the general case of arbitrary periods. Especially, we give a Turing reduction from RTC to MIXING SET and we study the dependence of the running times on the utilization (see Section 3.3).

(c) **MIXING SET** We can reverse our methodology to solve the MIXING SET problem by computing worst-case response times for associated real-time task systems (see Section 4).

(d) **4-block Programs** Finally, we show how the dualization technique can be applied to solve certain 4-block integer programs (see Section 5) which are NP-hard to approximate to any constant factor (see Appendix A).

**RTC for Task Systems with Harmonic Periods**
We want to highlight our result for harmonic periods, as it gives an efficient algorithm to a well-studied case of a long-standing problem. On the one hand, the release jitter problem was studied for about 30 years now (e.g. [9, 10, 31, 32, 12]), and also harmonic periods have been studied (e.g. [33, 17, 34, 18]) but on the other hand and to the best of our knowledge, there was no polynomial-time algorithm known before. Also remark that FP scheduling supercedes the generality of DM and RM scheduling and in fact, we never rely on their properties. In the following we give a brief overview about our algorithm for harmonic periods.

▶ **Theorem 1.** For systems with task release jitters and harmonic periods, the worst-case response time $r_n$ can be computed in time $O(n^2 \log p_{\text{max}})$.

We consider the decision problem $r_n \leq k$ for which we present a conditional Karp reduction to the MIXING SET problem in constant time. The reduction is conditional in the sense that it works for large values of $k$ only, i.e. $k \geq S$ for some value $S$ which bounds the value of the variable $s$ in any optimal solution to the arising instances of MIXING SET. However, we show that $S$ can be bounded by the worst-case response time $r_n'$ for the simplified instance without release jitters and as this response time itself is a lower bound of $r_n$, i.e. $r_n' \leq r_n$, this suffices to run a binary search for $r_n$ by solving instances of MIXING SET. Together, this yields a Cook reduction to MIXING SET.

**Notation**
We define $[n] = \{z \in \mathbb{Z} \mid 1 \leq z \leq n\}$ to denote the set of the first $n$ natural numbers. Given a vector $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$ we denote the largest or smallest entry in $v$ by $v_{\text{max}} = \max_{i \leq n} v_i$ or $v_{\text{min}} = \min_{i \leq n} v_i$, respectively. For positive integers $z_1, \ldots, z_n$ let $\text{lcm}_{i \leq n} z_i$ denote the least common multiple of the numbers $z_1, \ldots, z_n$. For sizes $a, b$ we write $a \leq \gamma b$ to denote the decision problem to decide whether $a \leq b$ is true or not, i.e. the correct answer to $a \leq \gamma b$ is YES if $a \leq b$ and NO otherwise. In the same manner we define $a \geq \gamma b$. 

Whenever we specify the computation time of an algorithm in $O$-notation, we quantify its total number of arithmetic operations on numbers from the input. With $\log = \log_2$ we always refer to the binary logarithm.

2 Preliminaries

Here we introduce a dualization technique for optimization problems. Also we show first insights about the Mixing Set problem and present some handy bounds for response times in real-time systems.

2.1 A Dualization Technique

We present a simple optimization technique by studying a dual formulation of the associated decision problem. Consider a general optimization problem as follows. Let $X$ be a set and let $f : X \rightarrow \mathbb{Z}$ and $g : X \rightarrow \mathbb{R}$ be two computable functions and we seek to minimize $f(x)$ over all $x \in X$ while $g(x) \geq b$ for some right-hand side $b \in \mathbb{R}$ and other constraints $G(x)$ have to be satisfied, i.e. we aim to compute

$$\sigma = \min \{ f(x) \mid g(x) \geq b, G(x), x \in X \}.$$ 

For an integer $k$ it holds that $\sigma \leq k$ if and only if

$$\max \{ g(x) \mid f(x) \leq k, G(x), x \in X \} \geq b. \quad (2)$$

Hence, if we can bound $\sigma$ to an interval $[\ell, u]$ and have an algorithm to decide (2) in at most time $T$ for each $k \in [\ell, u]$, then we can compute $\sigma$ in time $O(T \log(u - \ell))$ by using a binary search for the smallest feasible $k$ in $[\ell,u]$. At first glance this does not help a lot, as we have replaced one optimization problem by another. However, if $f$ is a function of low complexity, then in order to decide (2) we can try to utilize an algorithm for $\max \{ g(x) \mid G(x), x \in X \}$ with respect to the simple additional constraint $f(x) \leq \kappa$ (which is of low complexity). Remark that the approach may be adapted to approximate $\sigma$ for a function $f : X \rightarrow \mathbb{R}$ as well. However, in this paper we only care about integer-valued objectives. We apply this technique in Sections 3 and 5.

2.2 Mixing Set

Although Mixing Set can be solved in more general settings, for the scope of this paper we will always assume that $a \in \mathbb{Z}_{\geq 1}^n$ and $b \in \mathbb{Z}^n$. In more detail, given capacities $a \in \mathbb{Z}_{\geq 1}^n$, a right-hand side $b \in \mathbb{Z}^n$, and weights $w \in \mathbb{Z}_{\geq 0}^n$ (and $w_0 \in \mathbb{Z}_{\geq 0}$) we consider the following minimization problem:

$$\min \{ w_0 s + \sum_{i \leq n} w_i x_i \mid s + a_i x_i \geq b_i \forall i \in [n], s \in \mathbb{Z}_{\geq 0}, x \in \mathbb{Z}^n \} \quad \text{(Mix)}$$

Formally, this is not a Mixing Set problem, since $s \in \mathbb{Z}_{\geq 0}$ is required to be an integer instead of a real number. However, due to the integrality of all other numbers the relaxation to $s \in \mathbb{R}_{\geq 0}$ admits just the same set of optimal solutions. From [26] (or [24, 25]) we can derive the following theorem:

▶ Theorem 2 ([26]). For harmonic capacities, (Mix) can be computed in time $O(n^2)$.

Given a value for $s$ it is obvious that $x_i = \lceil (b_i - s)/a_i \rceil$ for all $i \leq n$ leads to an optimal completion of $s$ to a solution $(s, x)$ to (Mix). The solution $(s, x)$ might not be optimal
overall but the choice of $x$ is optimal with respect to $s$. Therefore, given a solution $(s, x)$ we will assume that $x_i = \lceil (b_i - s)/a_i \rceil$. Furthermore, we will write $x_i(s) = \lceil (b_i - s)/a_i \rceil$ (and $x(s) = (x_1(s), \ldots, x_n(s))$) to denote the dependency of variable $x_i$ on $s$. Remark that by adding/subtracting the least common multiple $m = \text{lcm}_{i \leq n} a_j$ to/from $s$ the value $x_i(s)$ is shifted by $m/a_i$ in the sense that

$$x_i(s \pm m) = \left\lceil \frac{b_i - s \mp m}{a_i} \right\rceil = \left\lceil \frac{b_i - s}{a_i} \mp \frac{m}{a_i} \right\rceil = x_i(s) \mp \frac{m}{a_i}$$

for all $i \leq n$. We will depend on an upper bound on the value of $s$ in optimal solutions to (Mix). Therefore, the following observations will be important.

**Observation 3.** If $\sum_{i \leq n} \frac{w_i}{a_i} > w_0$, then (Mix) is unbounded.

**Proof.** Let $m = \text{lcm}_{i \leq n} a_i$. For any feasible solution $(s, x)$ we get another feasible solution by adding a multiple of $m$ to $s$. In particular it holds that

$$w_0(s + m) + \sum_{i \leq n} w_i x_i(s + m) = w_0(s + m) + \sum_{i \leq n} w_i x_i(s) - \sum_{i \leq n} \frac{m}{a_i} = w_0 s + \sum_{i \leq n} w_i x_i(s) + m \left( w_0 - \sum_{i \leq n} \frac{w_i}{a_i} \right)$$

and that means that solution $(s', x(s'))$ with $s' = s + m > s$ will be a truly better solution than $(s, x)$ if $\sum_{i \leq n} \frac{w_i}{a_i} > w_0$. ▶

Hence, we assume that $\sum_{i \leq n} \frac{w_i}{a_i} \leq w_0$ in general.

**Observation 4.** There is an optimal solution to (Mix) with $s < \text{lcm}_{i \leq n} a_i$.

**Proof.** Let $m = \text{lcm}_{i \leq n} a_i$ and let $(s, x)$ be an optimal solution with $s \geq m$. We find

$$w_0(s - m) + \sum_{i \leq n} w_i x_i(s - m) = w_0 s + \sum_{i \leq n} w_i x_i(s) - m \left( w_0 - \sum_{i \leq n} \frac{w_i}{a_i} \right) \leq w_0 s + \sum_{i \leq n} w_i x_i(s).$$

Hence, $(s' = s - m, x' = x(s'))$ is an optimal solution too. Iterate this argument to find an optimal solution with $s$ smaller than $m$. ▶

By using an analog contradiction proof it is easy to see that any optimal solution will hold $s < \text{lcm}_{i \leq n} a_i$ if $\sum_{i \leq n} \frac{w_i}{a_i}$ is truly smaller than $w_0$. We will use this strengthening:

**Observation 5.** If $\sum_{i \leq n} \frac{w_i}{a_i} < w_0$, then any optimal solution to (Mix) holds $s < \text{lcm}_{i \leq n} a_i$.

In Appendix B we show that this bound on $s$ is tight in general.

### 2.3 Response Time Bounds

First of all, we refine the utilization bound $\sum_{i < n} c_i/p_i < 1$. In general it holds that

$$\sum_{i < n} \frac{c_i}{p_i} \leq 1 - \frac{1}{\text{lcm}_{i < n} p_i}. \quad (3)$$

To see this, let $m = \text{lcm}_{i < n} p_i$. From $\sum_{i < n} c_i/p_i < 1$ it follows that $m \cdot \sum_{i < n} c_i/p_i < m$ and both sides of this inequality are integers which implies that $m \cdot \sum_{i < n} c_i/p_i \leq m - 1$ and division by $m$ yields the claim.

For the sake of completeness we give some simple bounds to worst-case response times for both the presence and absence of task release jitters. We start with the former case. We also refer to the recent results [12, 13, 14, 15] which give better/comparable bounds.
Lemma 6. It holds that \( \ell \leq r_n \leq u = \min \{ u_1, u_2 \} \) where

\[
\ell = c_n + \sum_{i<n} \frac{c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}}, \quad u_1 = \ell + \sum_{i<n} \frac{c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}}, \quad u_2 = \left[ \frac{\sum_{i\leq n} c_i}{(1 - \sum_{i<n} \frac{c_i}{p_i}) \text{lcm}_{i<n} p_i} \right] \text{lcm}_{i<n} p_i.
\]

Proof. By dropping the roundings it is easy to see that

\[
r_n = c_n + \sum_{i<n} \left[ \frac{r_n + \eta_i}{p_i} \right] \geq c_n + r_n \frac{c_i}{p_i} + \sum_{i<n} \frac{\eta_i}{p_i} \left( \frac{c_i}{p_i} \right)\]

which directly implies the lower bound \( \ell \). To prove the former upper bound \( u_1 \) we see that

\[
r_n = c_n + \sum_{i<n} \left[ \frac{r_n + \eta_i}{p_i} \right] c_i \leq c_n + \sum_{i<n} \left( \frac{r_n + \eta_i}{p_i} + 1 \right) c_i
\]

and rearrangement yields

\[
r_n \leq \ell + \sum_{i<n} \frac{c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}} = u_1.
\]

To confirm the latter upper bound \( u_2 \) we can argue that \( u_2 \geq (\sum_{i\leq n} c_i)/(1 - \sum_{i<n} c_i/p_i) \) which implies that \( \sum_{i\leq n} c_i \leq u_2(1 - \sum_{i<n} c_i/p_i) \) and we observe

\[
c_n + \sum_{i<n} \left[ \frac{u_2 + \eta_i}{p_i} \right] c_i = c_n + \sum_{i<n} \left( \frac{u_2}{p_i} + \frac{\eta_i}{p_i} \right) c_i \quad \text{lcm property}
\]

\[
\leq c_n + \sum_{i<n} \left( \frac{u_2}{p_i} + 1 \right) c_i
\]

\[
= u_2 \sum_{i<n} \frac{c_i}{p_i} + \sum_{i<n} c_i
\]

\[
\leq u_2 \sum_{i<n} \frac{c_i}{p_i} + u_2 \left( 1 - \sum_{i<n} \frac{c_i}{p_i} \right) = u_2
\]

which proves the claim.

In the following we will bound the size of the interval \([\ell, u]\).

Lemma 7. By using only the general utilization bound it follows that \( u - \ell \leq p_{\text{max}}^n \). With the schedulability utilization bound it follows that \( u - \ell \leq p_{\text{max}}^n \) and even \( u \leq 2p_{\text{max}}^n \).

Proof. Using the general utilization bound (3), i.e. \( \sum_{i<n} c_i/p_i \leq 1 - 1/\text{lcm}_{i<n} p_i \), it follows that \( \sum_{i<n} c_i \leq p_{\text{max}} \sum_{i<n} c_i/p_i < p_{\text{max}} \) and

\[
u_1 - \ell = \sum_{i<n} \frac{c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}} \leq \left( \text{lcm}_{i<n} p_i \right) \sum_{i<n} c_i \leq \left( \text{lcm}_{i<n} p_i \right) p_{\text{max}} \leq p_{\text{max}}^n.
\]

Assume that \( \sum_{i\leq n} c_i/p_i \leq 1 \) which implies that \( 1/(1 - \sum_{i<n} c_i/p_i) \leq p_n/c_n \). Since \( \sum_{i\leq n} c_i \leq p_{\text{max}} \sum_{i\leq n} c_i/p_i \leq p_{\text{max}} \) we have

\[
u_1 - \ell = \sum_{i<n} \frac{c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}} \leq \frac{p_n}{c_n} \sum_{i<n} c_i \leq \frac{p_n}{c_n} p_{\text{max}} \leq p_{\text{max}}^2
\]

and by also using the definition of \( \ell \) it follows that

\[
u_1 = \sum_{i<n} \frac{c_i + \sum_{i<n} \frac{\eta_i}{p_i} c_i}{1 - \sum_{i<n} \frac{c_i}{p_i}} \leq \frac{p_n}{c_n} \left( p_{\text{max}} + \sum_{i<n} c_i \right) \leq \frac{p_n}{c_n} \cdot 2p_{\text{max}} \leq 2p_{\text{max}}^2
\]

and that proves the claim.
In the case of jitter-free systems, i.e. $\eta = 0$, the bounds simplify a lot. Then the tight upper bound is $P = \text{lcm}_{i \leq n} p_i$; in fact, the upper bound of $c_n \cdot P$, which was given by Bonifaci et al. [17, Lemma 1], can be improved to $P$. The proof is short:

- **Lemma 8.** If $\eta = 0$, then $c_n/(1 - \sum_{i<n} \frac{c_i}{p_i}) \leq r_n \leq P$.

  **Proof.** The lower bound is implied by Lemma 6. For the upper bound see that

  $$c_n + \sum_{i<n} \left[ \frac{P}{p_i} \right] c_i = c_n + P \sum_{i<n} \frac{c_i}{p_i} = p_n \frac{c_n}{p_n} + P \sum_{i<n} \frac{c_i}{p_i} \leq P \sum_{i=1}^n \frac{c_i}{p_i} \leq P$$

  which proves the claim.

### 3 Response Time Computation

We introduce generalized problem formulations as follows. For an integer $\gamma \geq 1$ we aim to compute the general response time

$$\mathcal{R}(\gamma) = \min \{ t \mid t \geq \gamma + \sum_{i<n} c_i \left[ \frac{t + \eta}{p_i} \right], t \in \mathbb{Z}_{\geq 0} \} \tag{4}$$

or the response time for the simplified instance without release jitters

$$\mathcal{R}_0(\gamma) = \min \{ t \mid t \geq \gamma + \sum_{i<n} c_i \left[ \frac{t}{p_i} \right], t \in \mathbb{Z}_{\geq 0} \} \tag{5}$$

Obviously, $r_n = \mathcal{R}(c_n)$ is the worst-case response time of task $r_n$ and $r'_n = \mathcal{R}_0(c_n)$ is the worst-case response time for the simplified instance without release jitters.

#### 3.1 A Conditional Karp Reduction

In the following we apply the dualization technique of Section 2.1 to RTC. Apparently, (4) may also be stated using the following formulation as an integer linear program:

$$\mathcal{R}(\gamma) = \min \{ t \mid t \geq \gamma + \sum_{i<n} c_i x_i, p_i x_i \geq t + \eta \forall i < n, t \in \mathbb{Z}_{\geq 0}, x \in \mathbb{Z}^{n-1} \} \tag{R}$$

Let $u$ be the upper bound of Lemma 6 and let $k \in [u]$. One can readily verify that the associated decision problem $\mathcal{R}(\gamma) \leq \gamma k$ may be decided by answering $\mathcal{R}(k) \geq \gamma$ where

$$\mathcal{R}(k) = \max \{ t - \sum_{i<n} c_i x_i \mid t \leq k, p_i x_i \geq t + \eta \forall i < n, t \in \mathbb{Z}_{\geq 0}, x \in \mathbb{Z}^{n-1} \} \tag{R}$$

Let $S$ be the smallest upper bound on the value of $s$ in any optimal solution to the following instance of **Mixing Set**:

$$M(k) = \min \{ s + \sum_{i<n} c_i x_i \mid s + p_i x_i \geq k + \eta \forall i < n, s \in \mathbb{Z}_{\geq 0}, x \in \mathbb{Z}^{n-1} \} \tag{M}$$

We will prove that, if $k \geq S$ holds true, then $\mathcal{R}(k) = k - M(k)$. Hence, if $k$ is large enough, i.e. $k \geq S$, we can decide $\mathcal{R}(\gamma) \leq \gamma k$ by using the following equivalence:

$$\mathcal{R}(\gamma) \leq k \iff \mathcal{R}(k) \geq \gamma \iff k - M(k) \geq \gamma \iff M(k) \leq k - \gamma \tag{6}$$

Thus, we get the following first result.

- **Theorem 9.** Let $\gamma \in \mathbb{Z}_{\geq 1}$. If $k \geq S$, then there is a reduction from $\mathcal{R}(\gamma) \leq \gamma k$ to $M(k) \leq k - \gamma$ in constant time.
In the case of harmonic periods we get harmonic capacities in the instances of MIXING SET which implies an efficient decision algorithm. However, without further insights we can decide $R(\gamma) \leq k$ only for large values of $k$.

If $k \geq S$ holds, remark that optimal solutions to (M) also do hold $x \in \mathbb{Z}_{\geq 0}$, since $s \leq S \leq k$ which implies $x_i = \lfloor (k - s + \eta_i)/p_i \rfloor \geq \lfloor \eta_i/p_i \rfloor \geq 0$ for all $i < n$. By using Observation 5 it holds that $S \leq \text{lcm}_{i<n} p_i$, since $\sum_{i<n} \frac{c_i}{p_i} \leq \sum_{i<n} \frac{c_i}{p_i} < 1$.

Lemma 10. If $k \geq S$, then $\overline{R}(k) = k - M(k)$.

Proof. Let $(t, x)$ be an optimal solution to (\overline{R}) with objective value $k - \sigma$ for some value $\sigma$. We know that $0 \leq t \leq k$. Then by setting $s = k - t \geq 0$ we see that $(s, x)$ is a solution to (M) since $s + p_i x_i = k - t + p_i x_i \geq k - t + \eta_i = k + \eta_i$. Its objective value is

$$s + \sum_{i<n} c_i x_i = k - t + \sum_{i<n} c_i x_i = k - \left( t - \sum_{i<n} c_i x_i \right) = \sigma.$$ 

Vice-versa, let $(s, x)$ be an optimal solution to (M) with objective value $\sigma$. We know that $0 \leq s \leq S \leq k$. Hence, by setting $t = k - s \geq 0$ we see that $(t, x)$ is a solution to (\overline{R}) since $t + \eta_i = k - s + \eta_i = k + \eta_i - s \leq s + p_i x_i - s = p_i x_i$ and $t = k - s \leq k$. Its objective value is

$$t - \sum_{i<n} c_i x_i = k - s - \sum_{i<n} c_i x_i = k - \left( s + \sum_{i<n} c_i x_i \right) = k - \sigma$$

and that proves the claim.

The power of Lemma 10 crucially depends on the size of $S$. Fortunately, for the concrete formulation (M) we can do better than Observation 5. In fact, $S$ can be bounded by the worst-case response time of the simplified instance without release jitters, i.e. $R_0(\gamma)$; the following Lemma will be of great benefit, especially for the case of harmonic periods.

Lemma 11. It is true that $S \leq R_0(\gamma) - \gamma$.

Proof. Let $S' = R_0(\gamma) - \gamma + 1$, define $f(s) = s + \sum_{i<n} c_i x_i(s)$ as the objective function of $M(k)$, and let $s \geq S'$ be a solution to $M(k)$. By the definition of $R_0(\gamma)$, the response time for the simplified instance without release jitters (5), we have

$$\sum_{i<n} c_i \left[ \frac{R_0(\gamma)}{p_i} \right] \leq R_0(\gamma) - \gamma \quad (7)$$

which we use together with $\gamma \geq 1$ to show that

$$\sum_{i<n} c_i \left[ \frac{S'}{p_i} \right] = \sum_{i<n} c_i \left[ \frac{R_0(\gamma) - \gamma + 1}{p_i} \right] \leq \sum_{i<n} c_i \left[ \frac{R_0(\gamma)}{p_i} \right] \leq R_0(\gamma) - \gamma < S' \quad (8)$$

and finally, we can conclude that

$$f(s - S') = s - S' + \sum_{i<n} c_i \left[ \frac{k + \eta_i - s + S'}{p_i} \right]$$

$$\leq s - S' + \sum_{i<n} c_i \left( \left[ \frac{k + \eta_i - s}{p_i} \right] + \left[ \frac{S'}{p_i} \right] \right)$$

$$= f(s) - S' + \sum_{i<n} c_i \left[ \frac{S'}{p_i} \right] < f(s) \quad \text{for } S' < S.$$
which reveals \( s' = s - S' \) as a truly better solution to \( M(k) \). Thus, any optimal solution has to be truly smaller than \( S' \) which proves the claim.

Before presenting our algorithms we want to mention a last ingredient, which simply says that task release jitters make worst-case response times worse. The argument is simple:

\[
\gamma + \sum_{i<n} c_i \left\lfloor \frac{R(\gamma)}{p_i} \right\rfloor \leq c_n + \sum_{i<n} c_i \left\lfloor \frac{R(\gamma) + \eta_i}{p_i} \right\rfloor \leq R(\gamma)
\]

The former inequality is trivial as we only increase the numerators and the latter is the defining inequality of the worst-case response time \( R(\gamma) \). Together they say that \( R(\gamma) \) is a solution for the jitter-free case as well. Thus, we find that

\[
R_0(\gamma) \leq R(\gamma).
\]

### 3.2 Harmonic Periods

Here we assume harmonic periods, i.e. \( p_i \geq p_j \) implies \( p_i/p_j \in \mathbb{Z} \) for all \( i, j \leq n \). At this point we are already suited with all the necessary tools to state our algorithm for harmonic periods. Together, they allow for the following simple algorithm\(^1\).

| Algorithm 1 Harmony |
|---------------------|
| 1: Compute \( R_0(c_n) \), the response time for the simplified instance without release jitters |
| 2: \( L \leftarrow R_0(c_n) \) |
| 3: \( R \leftarrow u \) |
| 4: while \( L \neq R \) do |
| 5: \( k \leftarrow \left\lfloor (L + R)/2 \right\rfloor \) |
| 6: if \( M(k) \leq k - c_n \) then \( R \leftarrow k \) else \( L \leftarrow k + 1 \) |
| 7: return \( R \) |

Now we are ready to give the proof to Theorem 1.

**Proof of Theorem 1.** The first step of Algorithm 1 is to compute \( R_0(c_n) \) and as the periods are harmonic this can be done in at most \( O(n \log(n + p_{\text{max}})) \) operations by applying Bonifaci et al. [17] or Nguyen et al. [18]. The choice of \( R_0(c_n) \) as the lower bound \( L \) is reasonable due to (9). In each iteration of the subsequent binary search we know that

\[
\begin{align*}
k &\geq L & \text{Def.} \; k \\
&= R_0(c_n) & \text{Def.} \; L \\
&\geq R_0(c_n) - c_n & c_n \geq 1 \\
&\geq S & \text{Lemma 11}
\end{align*}
\]

which sets us in the position to apply Theorem 9, i.e. to use the equivalence (6) to decide whether \( r_n = R(c_n) \leq k \) by solving an appropriate instance of \textit{Mixing Set} which we do in

\(^1\) A previous version of this paper presented a much more involved approach to prove polynomiality for harmonic periods; in fact, it is Lemma 11 that allows us to achieve this much simpler and faster algorithm
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line 6 of Algorithm 1. Each instance can be solved in time $O(n^2)$ by using Theorem 2. In total we get a running time of at most

$$O(n \log (n + p_{\text{max}})) + O(n^2 \log (u - R_0(e_n)))$$

$$\leq O(n \log (n + p_{\text{max}})) + O(n^2 \log p_{\text{max}})$$

Lemma 7

which ends the proof.

3.3 Arbitrary Periods

The following theorem reveals a first simple algorithm to compute worst-case response times for general periods in exponential time.

**Theorem 12.** The worst-case response time $r_n$ can be computed in time $O(n \cdot \text{lcm}_{i<n} p_i)$.

**Proof.** Let $m = \text{lcm}_{i<n} p_i$ and $w(t) = c_n + \sum_{i<n} c_i \left\lfloor \frac{m}{p_i} \right\rfloor$. Then there is a remainder $\rho \in \{0, \ldots, m - 1 \}$ and some $\lambda \in \mathbb{Z}_{\geq 0}$ such that $r_n = \rho + \lambda m$. We find that

$$\rho + \lambda m = r_n = w(r_n) = w(\rho + \lambda m) = w(\rho) + \lambda m \cdot \sum_{i<n} c_i$$

and thus, $\lambda = (w(\rho) - \rho) / (1 - \sum_{i<n} \frac{c_i}{p_i}) \cdot m$ can be computed in time $O(n)$ for a given $\rho$. Hence, we can compute $r_n$ by simply trying each $\rho$ in $\{0, \ldots, m - 1 \}$ and compute $\lambda$ for this choice to find the smallest sum $\rho + \lambda m$ for which the computed $\lambda$ is a non-negative integer. This yields a total running time of $O(n \cdot m)$. However, by using our reduction we can prove a Turing reduction as follows.

**Theorem 13.** The response time $r_n$ can be computed in time $O(\max(S_n, T_M \log p_{\text{max}})) \leq O(S_n \log p_{\text{max}})$ where $S$ is a global upper bound on variable $s$ in any optimal solution to (M) and $T_M$ is a global upper bound on the time required to compute (M).

**Proof of Theorem 13.** We may run an algorithm as follows. First decide $R(\gamma) \leq S$. If the answer is YES, then try out all candidates $t \in [S - 1]$ in time $O(Sn)$, i.e. we check whether $t$ is a solution to (1). If this reveals a feasible solution, return the smallest. Otherwise $r_n = S$. If the answer is NO, then it holds that $r_n > S$. From Lemma 7 we know that $u - \ell \leq p_{\text{max}}^2$ and thus, a subsequent binary search in $[\ell, u]$ leads to a total running time of $O(\max(S_n, T_M \log (u - \ell))) \leq O(\max(S_n, T_M \log p_{\text{max}}))$. For example we can bound $T_M$ as follows. We can compute $M(k)$ in time $O(Sn)$ by simply trying solution $(s, x(s))$ for each $s \in [0, S)$. Hence, $T_M \leq O(Sn)$ and this gives a total running time of $O(Sn \log p_{\text{max}})$.

In the case without task release jitter, i.e. $\eta_i = 0$ for all $i < n$, we can even prove an unconditional Karp reduction as follows. For $\eta = 0$ we get the following form of (M):

$$M_{\eta=0}(k) = \min \{ s + \sum_{i<n} c_i x_i \mid s + p_i x_i \geq k \forall i < n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^{n-1} \} \quad (M_{\eta=0})$$

In this case we can show that $S \leq k$. Apparently, $(s = k, x = 0)$ is always a solution to $(M_{\eta=0})$ since $s + p_i x_i = k$. It has the objective value $s + \sum_{i<n} c_i x_i = k$. Any solution $(s, x)$ to $(M_{\eta=0})$ with $s > k$ has an objective value truly larger than $k$, since

$$s + \sum_{i<n} c_i x_i(s) = s + \sum_{i<n} c_i \left\lfloor \frac{k-s}{p_i} \right\rfloor \geq s + (k-s) \cdot \sum_{i<n} c_i \left\lfloor \frac{1}{p_i} \right\rfloor \geq s + (k-s) > s + (k-s) \cdot 1 = k.$$
Hence, any optimal solution \((s, x)\) to \((M_{=0})\) holds \(s \leq k\) which implies that \(S \leq k\).

Therefore, \(\overline{R}(k) = k - M(k)\) is directly implied. Thus, we can use a binary search to compute \(r_n\) in time \(O(T_M \log p_{\max})\) where \(T_M\) is a global upper bound on the time required to compute \(M(k)\). This yields the following result.

\[\boxed{\text{Theorem 14.} \text{ If } \eta = 0, \text{ then } r_n \text{ can be computed in time } O(T_M \log p_{\max}) \text{ where } T_M \text{ is a global upper bound on the time required to compute } (M).}\]

### Small Utilization

Similar to \(rm\) scheduling (cf. \([5, 6]\)) the complexity of RTC decreases with a smaller utilization also for \(FP\) scheduling. Let \(U = \sum_{i<n} c_i / p_i\) denote the utilization.

\[\boxed{\text{Lemma 15.} \text{ In general it holds that } S < (\sum_{i<n} c_i) / (1 - U).}\]

**Proof.** Let \(S' = (\sum_{i<n} c_i) / (1 - U)\), define \(f(s) = s + \sum_{i<n} c_i x_i(s)\) as the objective function of \(M(k)\), and assume that \(s \geq S'\) is a solution to \(M(k)\). Then

\[
f(s - S') = s - S' + \sum_{i<n} c_i \left[\frac{k + \eta_i - s + S'}{p_i}\right] \\
\leq s - S' + \sum_{i<n} c_i \left(\left\lfloor \frac{k + \eta_i - s}{p_i} \right\rfloor + \frac{S'}{p_i} \right) \\
= f(s) - S' + \sum_{i<n} c_i \left\lfloor \frac{S'}{p_i} \right\rfloor < f(s) - S' + \sum_{i<n} c_i \left(\frac{S'}{p_i} + 1\right) = f(s)
\]

reveals \(s' = s - S'\) as a truly better solution to \(M(k)\). \(\blacklozenge\)

With the schedulability utilization bound this immediately assures that \(S\) is pseudo-polynomial and using the general utilization bound only it suffices for example that \(U \leq 1 - \frac{1}{p_{\max}} O(1)\).

Since \(u_1 - \ell = (\sum_{i<n} c_i) / (1 - U)\) this also implies a pseudo-polynomial algorithm by simply guessing the right value in the interval \([\ell, u]\). However, especially if \(r_n > S\) our algorithm may be faster.

### 4 Mixing Set

Our technique can be reversed to solve the \textit{Mixing Set} problem by computing worst-case response times. This allows us to make efficient approaches to RTC applicable to solve \textit{Mixing Set}. We simply do a substitution in \((6)\) (substitute \(k \mapsto k' + \gamma\), \(\gamma \mapsto \beta - k'\), \(k' \mapsto k\) in this order) to achieve the following corollary.

\[\boxed{\text{Corollary 16.} \text{ Let } k \geq 0, \text{ and } \beta \geq S. \text{ Then } M(\beta) \leq k \text{ if and only if } R(\beta - k) \leq \beta.}\]

With the reverse reduction we can improve the running time for general capacities, if the entries of the right-hand side \(b\) are large and close to \(b_{\min}\):

\[\boxed{\text{Lemma 17.} \text{ Given capacities } a \in \mathbb{Z}_{\geq 1}^n, \text{ a right-hand side } b \in \mathbb{Z}^n \text{ which holds that } \text{lcm}_{j \leq n} a_j \leq b_i \leq b_{\min} + a_i \text{ for all } i \leq n, \text{ and weights } w \in \mathbb{Z}_{\geq 0}^n, \text{ one can compute}}\]

\[
\min \{ s + \sum_{i \leq n} w_i x_i \mid s + a_i x_i \geq b_i \forall i \leq n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n \} \quad (M_b)
\]

\(\text{in time } O(T_\overline{R} \log b_{\max})\) where \(T_\overline{R}\) is a global bound on the time required to compute \(\overline{R}\).
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Proof. Choose $\beta = b_{\min}$ and $\eta_i = b_i - b_{\min}$ for all $i \in [n]$. We get $\beta \geq \text{lcm}_{i \leq n} a_i \geq S$ and $0 \leq \eta_i \leq a_i$ for all $i \leq n$. This implies $b_i = \beta + \eta_i$ and thus, we can write $(M_k)$ as

$$\min \{ s + \sum_{i \leq n} w_i x_i \mid s + a_i x_i \geq \beta + \eta_i \forall i \leq n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n \}.$$

Now, we use Corollary 16 to start a binary search for the optimal $k$. We know that $R(\beta - k)$ can be computed in time $T_R$ and the objective value of our MIXING SET instance is upper bounded by $b_{\max}$ (since $(s = b_{\max}, x = 0)$ is always a solution with objective value $b_{\max}$) which implies a total running time of $O(T_R \log b_{\max})$.

In fact, Lemma 17 implicitly solves the general case. We use it to prove the following.

**Theorem 18.** Given capacities $a \in \mathbb{Z}_{\geq 1}^n$, a right-hand side $b \in \mathbb{Z}^n$, and weights $w \in \mathbb{Z}_{\geq 0}^n$, one can compute

$$\min \{ s + \sum_{i \leq n} w_i x_i \mid s + a_i x_i \geq b_i \forall i \leq n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n \} \quad (M_k)$$

in time $O(n + T_R \log b_{\max})$ where $T_R$ is a global bound on the time required to compute $(R)$.

Proof. Let $m = \text{lcm}_{i \leq n} a_i$. We define a new right-hand side $b' \in \mathbb{Z}^n$ by $b'_i = b_i + \lfloor (m - b_i)/a_i \rfloor a_i$ for each $i \leq n$. It is easy to see that $m \leq b'_i \leq m + a_i \leq b_{\min} + a_i$ for all $i \leq n$. Also, we have

$$\min \{ s + \sum_{i \leq n} w_i x_i \mid s + a_i x_i \geq b'_i \forall i \leq n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n \} = \min \{ s + \sum_{i \leq n} w_i \left[ \frac{b'_i - s}{a_i} \right] \mid s \in \mathbb{Z}_{\geq 0} \}$$

$$= \sum_{i \leq n} w_i \left[ \frac{m - b_i}{a_i} \right] + \min \{ s + \sum_{i \leq n} w_i \left[ \frac{b_i - s}{a_i} \right] \mid s \in \mathbb{Z}_{\geq 0} \}$$

$$= \sum_{i \leq n} w_i \left[ \frac{m - b_i}{a_i} \right] + (M_k)$$

where we applied

$$\left[ \frac{b'_i - s}{a_i} \right] = \left[ \frac{b_i + \lfloor (m - b_i)/a_i \rfloor a_i - s}{a_i} \right] = \left[ \frac{m - b_i}{a_i} \right] + \left[ \frac{b_i - s}{a_i} \right].$$

Hence, we can solve the system for $b'$ with Lemma 17 and subtract $\sum_{i \leq n} w_i [(m - b_i)/a_i]$ to obtain the optimal value. This gives the desired running time.

Now, we aim to identify the instances of MIXING SET which may be solved by using our reversed reduction in combination with efficient algorithms for the computation of worst-case response times. By turning to harmonic periods $p_i$ and using Corollary 16 again, we can apply Nguyen et al. [18] to compute

$$\min \{ s + \sum_{i \leq n} c_i x_i \mid s + p_i x_i \geq \beta \forall i < n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n-1 \}$$

in time $O(n \log n + n \log \beta)$ for any $\beta \geq \max_{i < n} p_i$ by computing the response times

$$\min \{ t \mid t \geq \beta - k + \sum_{i < n} \left[ \frac{t}{p_i} \right] c_i, \ t \in \mathbb{Z}_{\geq 0} \}$$

in a binary search for the smallest feasible $k$. It suffices to search in the interval $[0, \beta]$ since $(s = \beta, x = 0)$ is always a solution with value $\beta$. Remark that the usual running time to solve instances of MIXING SET with harmonic capacities is $O(n^2)$. In a more classical formulation this yields the following theorem.
Theorem 19. Given harmonic capacities \( a \in \mathbb{Z}_{\geq 1}^{n} \), a right-hand side value \( \beta \geq a_{\text{max}} \), and weights \( w \in \mathbb{Z}_{\geq 0}^{n} \), one can compute

\[
\min \left\{ s + \sum_{i \leq n} w_{i}x_{i} \mid s + a_{i}x_{i} \geq \beta \forall i \leq n, \ s \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^{n} \right\} \quad (M_{\beta})
\]

in time \( O(n \log n + n \log \beta) \leq O(n \log(n + \beta)) \).

The algorithm of Nguyen et al. runs in linear time \( O(n) \) after an initial sorting step in time \( O(n \log n) \) to sort the tasks by their periods. As we seek to apply the algorithm multiple times, we can save the time to sort by only doing it once.

However, for arbitrary capacities and the special case \( b_{i} = \beta \) for all \( i \leq n \) and \( \beta \geq \text{lcm}_{j \leq n} a_j \) we can also derive the following corollary from Lemma 17.

Corollary 20. Given capacities \( a \in \mathbb{Z}_{\geq 1}^{n} \), a right-hand side value \( \beta \geq \text{lcm}_{i \leq n} a_i \), and weights \( w \in \mathbb{Z}_{\geq 0}^{n} \), one can compute \( (M_{\beta}) \) in time \( O(T_{x} \log \beta) \) where \( T_{x} \) is a global upper bound on the time required to compute \( (3) \).

5 Block-Structured Integer Programming

Block-structured integer programming has received major interest in the recent past. Namely, the three most important lines of research are \( n \)-fold integer programming, 2-stage stochastic integer programming, and 4-block integer programming \([35, 36, 37, 38]\). The last one is the most general but also the least understood flavor of block-structured integer programs. In this section we will consider 4-block integer programs with only one coupling constraint inequality. Furthermore, we consider a simpler objective function which addresses at most two bricks. From Appendix A it follows that this problem is still hard to approximate to any constant factor. In fact, the literature on 4-block integer programs is not unified in its formal presentation. Here we consider 4-block integer programs as follows.

Consider matrices \( A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}, C_{1}, \ldots, C_{n} \), and \( D \) such that \( A_{i} \in \mathbb{Z}^{r \times t}, B_{i} \in \mathbb{Z}^{r \times s}, \) and \( C_{i} \in \mathbb{Z}^{q \times t} \) for all \( i \in [n] \) and \( D \in \mathbb{Z}^{q \times s} \). We aim to compute

\[
\min \{ w^\top x \mid Bx = b, \ 0 \leq x \leq u, \ x \in \mathbb{Z}^{s + nt} \} \quad (10)
\]

where

\[
B = \begin{pmatrix}
D & C_{1} & \cdots & C_{n} \\
B_{1} & A_{1} & & \\
& \ddots & \ddots & \\
& & B_{n} & A_{n}
\end{pmatrix}
\]

We use the notion of bricks to refer to different areas of \( w \) and \( x \). For each \( i \in \{1, \ldots, n\} \) let \( w^{(i)} = (w_{i-1}t+1, \ldots, w_{it}) \) and \( x^{(i)} = (x_{(i-1)t+1}, \ldots, x_{it}) \) denote the \( i \)-th bricks of \( w \) and \( x \). Furthermore, let \( w^{(0)} = (w_{1}, \ldots, w_{n}) \) and \( x^{(0)} = (x_{1}, \ldots, x_{s}) \) denote the 0-th bricks of \( w \) and \( x \).

In the following we assume that there is exactly one coupling constraint inequality and that there is a \( j \in [n] \) such that \( w^{(i)} = 0 \) for all \( i \in [n] \setminus \{j\} \). In other words, the objective function addresses exactly two bricks of the solution and at least one of them is the first brick. Let \( a \in \mathbb{Z}^{s + nt} \) denote the first row of \( B \). We aim to compute

\[
\tau = \min \{ w^\top x \mid a^\top x \geq b_0, \ B^\top x = b, \ 0 \leq x \leq u, \ x \in \mathbb{Z}^{s + nt} \} \quad (11)
\]
where
\[
B' = \begin{pmatrix}
C_1 & B_1 \\
\vdots & \ddots \\
C_n & B_n
\end{pmatrix}.
\]

For the decision problem \( \tau \leq k \) we get the following dual variant:
\[
\max \{ a^\top x \mid w^\top x \leq k, \quad B'x = b, \quad 0 \leq x \leq u, \quad x \in \mathbb{Z}^{s+nt} \} \geq b_0
\]

We introduce a slack variable \( y \geq 0 \) to replace inequality \( w^\top x \leq k \) with equation \( w^\top x + y = k \) and by placing this equation on top of the \( j \)-th block matrices we get a new matrix
\[
B'' = \begin{pmatrix}
C_1 & B_1 \\
\vdots & \ddots \\
C_j & B_j \\
\vdots & \ddots \\
C_n & B_n
\end{pmatrix}
\]

where \( \pi^{(0)} = (w^{(0)})^\top \) and \( \pi^{(j)} = (w^{(j)})^\top \). Finally, we arrive at the 2-stage stochastic integer program
\[
\max \{ a^\top x \mid B''x = b', \quad 0 \leq x \leq u, \quad x \in \mathbb{Z}^{s+nt}, \quad y \in \mathbb{Z} \geq 0 \} \quad (12)
\]

where \( b' \) is the modified right-hand side with value \( k \). Use, for example, [39] to solve it.

\( \blacktriangleright \) **Theorem 21.** Program (11) can be solved in time \( \mathcal{O}(T_{(12)} \cdot \log(2H)) \) where \( T_{(12)} \) is a global upper bound on the time to solve (12) and \( H \) is an upper bound on the abs. objective value of an optimal solution to (11).

Using the state-of-the-art algorithm for 2-stage stochastic integer programming by Cslovjecsek et al. [39] we can bound \( T_{(12)} \leq 2^{2\Delta} \mathcal{O}(st \log(2H)) \cdot \log\mathcal{O}(st) n \) by using parallel computation where \( \Delta = \max \{ \|B\|_\infty, \|w\|_\infty \} \) is the largest absolute value of the entries in \( B \) and \( w \). To give a simple bound on \( H \) one can use standard arguments (e.g. [40, Theorem 13.5]) to show that \( \log(2H) \leq \mathcal{O}(\log(st \|w\|_1 \|b\|_\infty) + (nr + q) \log((nr + q)\|A\|_\infty)) \).

### 6 Conclusion

To the best of our knowledge the presented connection between RTC and Mixing Set was unknown before. In the case of harmonic periods we derived a simple and efficient algorithm to solve RTC in polynomial time even in the presence of task release jitters.

There are several avenues for future work. Although our results generalize over existing work (e.g. [17, 18]) there is more space for generalization. For example, the relaxation to arbitrary deadlines (e.g. [41, 42, 12, 14]), which potentially exceed their task's period, is an exciting direction.

Various authors of previous results where concerned about the investigation of fixed point iterations for which they proved convergence (e.g. [9, 10, 11, 12]). However, to the best of our knowledge they do not give worst-case bounds for the actual running time, i.e. the number of steps to arrive at the smallest fixed point. Therefore, it remains as an interesting question how our algorithms compete in practice.

Another avenue is to ask for new complexity results. Ekberg [4] did not consider task release jitters. Therefore, a natural question is: Where are the utilization borders between polynomial and NP-hard schedulability testing in the presence of task release jitters?
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A Hardness of Approximation of 4-Block IPs

Eisenbrand and Rothvoß [16] proved that worst-case response times cannot be approximated to a constant factor, unless \( P = NP \), even if the task system is jitter-free and has a total utilization truly smaller than \( 1 \). Here we reduce RTC to a 4-block integer linear program. The worst-case response time of a task system without jitters is

\[
r_n = \min \{ t \mid t \geq c_n + \sum_{i<n} \left\lceil \frac{t}{p_i} \right\rceil c_i, \ t \in \mathbb{Z}_{\geq 0} \}
\]

which may be restated as an integer linear program:

\[
r_n = \min \{ t \mid t \geq c_n + \sum_{i<n} x_i c_i, \ p_i x_i \geq t \ \forall i \in [n-1], \ t \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^{n-1} \}.
\]

Thus, we can introduce a 4-block matrix \( A \in \mathbb{Z}^{n \times n} \) and a right-hand side \( b \in \mathbb{Z}^{n \geq 0} \) leading to

\[
r_n = \min \{ t \mid A x \geq b, \ t \in \mathbb{Z}_{\geq 0}, \ x \in \mathbb{Z}^n \}
\]

where

\[
A = \begin{pmatrix} 1 & -c_1 & \cdots & -c_{n-1} \\ -1 & p_1 & \cdots & p_{n-1} \\ \vdots & \ddots & \ddots & \vdots \\ -1 & & & -1 \end{pmatrix} \quad \text{and} \quad b = \begin{pmatrix} c_n \\ 0 \\ \vdots \\ 0 \end{pmatrix}.
\]

As \( p_i x_i \geq t \geq 0 \) and \( p_i \geq 1 \) imply that \( x_i \geq 0 \) this leads to the following formulation as a 4-block integer program:

\[
r_n = \min \{ x_1 \mid A x \geq b, \ x \geq 0, \ x \in \mathbb{Z}^n \}
\]

Therefore, it is NP-hard to approximate 4-block ILPs to a constant factor, even if all block matrices have size \( 1 \times 1 \), all constraints are inequalities, the objective function addresses the first variable only, the variables are unbounded, and the right-hand side has at most one non-zero entry.

B The Bound of Observation 4 is Tight for General Instances

Here we prove that for optimal solutions to general instances of MIXING SET the value \( \text{lcm}_{i \leq n} a_i - 1 \) is indeed the best upper bound on \( s \). Given an arbitrary number \( n \in \mathbb{Z}_{\geq 2} \) we define an instance of MIXING SET by \( w_i = 2^i, \ a_i = n \cdot 2^i, \) and \( b_i = n \cdot 2^n - 1 \) for all \( i \in [n] \). Remark that \( \text{lcm}_{i \leq n} a_i = a_n = n \cdot 2^n \) and \( \sum_{i \leq n} w_i/a_i = \sum_{i \leq n} 1/n = 1 \). We get the objective function

\[
f(s) = s + \sum_{i \leq n} w_i \left[ \frac{b_i - s}{a_i} \right] = s + \sum_{i \leq n} 2^i \left[ \frac{n \cdot 2^n - 1 - s}{n \cdot 2^i} \right].
\]

First consider \( 0 \leq s \leq n \cdot 2^n - 2 \). We have \( 1 \leq n \cdot 2^n - 1 - s \leq n \cdot 2^n - 1 \) and at least for \( i = n \) this yields

\[
\left[ \frac{n \cdot 2^n - 1 - s}{n \cdot 2^n} \right] = 1 > \frac{n \cdot 2^n - 1 - s}{n \cdot 2^n}.
\]
which implies that

\[ f(s) = s + \sum_{i \leq n} 2^i \left\lceil \frac{n \cdot 2^n - 1 - s}{n \cdot 2^i} \right\rceil > s + \sum_{i \leq n} \frac{n \cdot 2^n - 1 - s}{n} = \sum_{i \leq n} \frac{n \cdot 2^n - 1}{n} = n \cdot 2^n - 1 \]

and from the integrality of both sides it follows that \( f(s) \geq n \cdot 2^n \). However, for \( s = n \cdot 2^n - 1 \) we have

\[ f(s) = s + \sum_{i \leq n} 2^i \left\lfloor \frac{n \cdot 2^n - 1 - s}{n \cdot 2^i} \right\rfloor = n \cdot 2^n - 1 < n \cdot 2^n \]

which reveals \( \text{lcm}_{i \leq n} a_i - 1 \) as the smallest optimal solution.