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Abstract

We study property testing of properties that are definable in first-order logic (FO) in the bounded-degree graph and relational structure models. We show that any FO property that is defined by a formula with quantifier prefix $\exists^*\forall^*$ is testable (i.e., testable with constant query complexity), while there exists an FO property that is expressible by a formula with quantifier prefix $\forall^*\exists^*$ that is not testable. In the dense graph model, a similar picture is long known (Alon, Fisher, Krivelevich, Szegedy, Combinatoria 2000), despite the very different nature of the two models. In particular, we obtain our lower bound by a first-order formula that defines a class of bounded-degree expanders, based on zig-zag products of graphs. We expect this to be of independent interest.

We then prove testability of some first-order properties that speak about isomorphism types of neighbourhoods, including testability of 1-neighbourhood-freeness, and $r$-neighbourhood-freeness under a mild assumption on the degrees.
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1 Introduction

Graph property testing is a framework for studying sampling-based algorithms that solve a relaxation of classical decision problems on graphs. Given a graph $G$ and a property $P$ (e.g., triangle-freeness), the goal of a property testing algorithm, called a property tester, is to distinguish if a graph satisfies $P$ or is far from satisfying $P$, where the definition of far depends on the model.

The general notion of property testing was first proposed by Rubinfeld and Sudan [RS96], with the motivation for the study of program checking. Goldreich, Goldwasser and Ron [GGR98] then introduced the property testing for combinatorial objects and graphs. They formalized the dense graph model for testing graph properties, in which the algorithm can query if any pair of vertices of the input graph $G$ with $n$ vertices are adjacent or not, and the goal is to distinguish, with probability at least $2/3$, the case of $G$ satisfying a property $P$ from the case that one has to modify (delete or insert) more than $\varepsilon n^2$ edges to make it satisfy $P$, for any specified proximity parameter $\varepsilon \in (0, 1]$.

A property $P$ is called testable (in the dense graph model), if it can be tested with constant query complexity, i.e., the number of queries made by the tester is bounded by a function of $\varepsilon$ and is independent of the size of the input graph. Since [GGR98], much effort has been made on the testability of graph properties in this model, culminating in the work by Alon et al. [AFNS09], who showed that a property is testable if and only if it can be reduced to testing for a finite number of regular partitions.

Since Goldreich and Ron’s seminal work [GR02] introducing property testing on bounded-degree graphs, much attention has been paid to property testing in sparse graphs. Nevertheless, our understanding of testability of properties in such graphs is still limited. In the bounded-degree graph model [GR02], the algorithm has oracle access to the input graph $G$ with maximum degree $d$, which is assumed to be a constant, and is allowed to perform neighbour queries to the oracle. That is, for any specified vertex $v$ and index $i \leq d$, the oracle returns the $i$-th neighbour of $v$ if it exists or a special symbol $\perp$ otherwise in constant time. A graph $G$ with $n$ vertices is called $\varepsilon$-far from satisfying a property $P$, if one needs to modify more than $\varepsilon dn$ edges to make it satisfy $P$. The goal now becomes to distinguish, with probability at least $2/3$, if $G$ satisfies a property $P$ or is $\varepsilon$-far from satisfying $P$, for any specified proximity parameter $\varepsilon \in (0, 1]$. Again, a property $P$ is testable in the bounded-degree model, if it can be tested with constant query complexity, where the constant can depend on $\varepsilon, d$ while being independent of $n$. So far, it is known that some properties are testable, including subgraph-freeness, $k$-edge connectivity, cycle-freeness, being Eulerian, degree-regularity [GR02], minor-freeness [RSS10, HKNO09, KSS19], hyperfinite properties [NS13], $k$-vertex connectivity [YI12, FNS+20], and subdivision-freeness [KY13].

In this paper, we study the testability of properties definable in first-order logic (FO) in the bounded-degree graph model. Recall that formulas of first-order logic on graphs are built from predicates for the edge relation and equality, using Boolean connectives $\lor, \land, \neg$ and universal and existential quantifiers $\forall, \exists$, where the variables represent graph vertices. First-order logic can e.g. express subgraph-freeness (i.e., no isomorphic copy of some fixed graph $H$ appears as a subgraph) and subgraph containment (i.e., an isomorphic copy of some fixed $H$ appears as a subgraph). Note however, that there are constant-query testable properties, such as connectivity and cycle-freeness, that cannot be expressed in first-order logic. We study the question of which first-order properties are testable in the bounded-degree graph model. Our study extends to the bounded-degree relational structure model [AH18], while we focus on the classes of relational structures with binary relations, i.e., edge-coloured directed graphs. In this model for relational structures, one can perform neighbour queries for each edge colour class, querying for both in- and out-neighbours via edges in that class. This model is natural in the context of relational databases, where each (edge-)relation is given by a list of the tuples it contains.
We consider the testability of first-order properties in the bounded degree model according to quantifier alternation, inspired by a similar study for dense graphs by Alon et al. [AFKS00]. On relational structures of bounded degree over a fixed finite signature, we have the following simple observation: Any first-order property definable by a sentence without quantifier alternations is testable. This means the sentence either consists of a quantifier prefix of the form $\exists^*$ (any finite number of existential quantifications), followed by a quantifier-free formula, or it consists of a quantifier prefix of the form $\forall^*$ (any finite number of universal quantifications), followed by a quantifier-free formula. Basically, every property of the form $\exists^*$ is testable because the structure required by the quantifier free part of the formula can be planted with a small number of tuple modifications if the input structure is large enough (depending on the formula), and we can use an exact algorithm to determine the answer in constant time otherwise. Every property of the form $\forall^*$ is testable because a formula of the form $\forall \bar{x} \varphi(\bar{x})$, where $\varphi$ is quantifier free, is logically equivalent to a formula of the form $\neg \exists \bar{x} \psi(\bar{x})$, where $\psi$ is quantifier free. Testing $\neg \exists \bar{x} \psi(\bar{x})$ then amounts to testing for the absence of a finite number of induced substructures, which can be done similar to testing subgraph freeness [GR02]. The testability of a property becomes less clear if it is defined by a sentence with quantifier alternations. Formally, we let $\Pi_2$ (resp. $\Sigma_2$) denote the set of properties that can be expressed by a formula in the $\forall \exists^*$-prefix (resp. $\exists \forall^*$-prefix) class. We obtain the following.

Every first-order property in $\Sigma_2$ is testable in the bounded-degree model (Theorem 5.1). On the other hand, there is a first-order property in $\Pi_2$, that is not testable in the bounded-degree model (Theorem 4.8).

The theorems that we refer to in the above statement are for relational structures, while we also give a lower bound on graphs (Theorem 4.9), so the statement also holds when restricted to FO on graphs. Interestingly, the above dividing line is the same as for FO properties in dense graph model [AFKS00], despite the very different nature of the two models. Our proof uses a number of new proof techniques, combining graph theory, combinatorics and logic.

We remark that our lower bound, i.e., the existence of a property in $\Pi_2$ that is not testable, is somewhat astonishing (on an intuitive level) due to the following two reasons. Firstly, it is proven by constructing a first-order definable class of structures that encode a class of expander graphs, which highlights that FO is surprisingly expressive on bounded degree graphs, despite its locality [Han65, Gai82, RFV95]. Secondly, it is known that property testing algorithms in the bounded-degree model proceed by sampling vertices from the input graph and exploring their local neighbourhoods, and FO can only express ‘local’ properties, while our lower bound shows that this is not sufficient for testability. We elaborate this in more details in the following. On one hand, Hanf’s Theorem [Han65] gives insight into first-order logic on graphs of bounded degree and implies a strong normal form, called Hanf Normal Form (HNF) in [BK12], which we briefly sketch. For a graph $G$ of maximum degree $d$ and a vertex $x$ in $G$, the neighbourhood of fixed radius $r$ around $x$ in $G$ can be described by a first-order formula $\tau_r(x)$, up to isomorphism. A Hanf sentence is a first-order sentence of the form ‘there are at least $\ell$ vertices $x$ of neighbourhood (isomorphism) type $\tau_r(x)$’. A first-order sentence is in HNF, if it is a Boolean combination of Hanf sentences. By Hanf’s Theorem, every first-order sentence is equivalent to a sentence in HNF on bounded-degree graphs [Han65, RFV95, EF95]. Note that Hanf sentences only speak about local neighbourhoods. Hence this theorem gives evidence that first-order logic can only express local properties. On the other hand, if a property is constant-query testable in the bounded-degree graph model, then it can be tested by approximating the distribution of local neighbourhoods (see [CPS16] and [GR11]). That is, a constant-query tester can essentially only test properties that are close to being defined...
by a distribution of local neighbourhoods. For these reasons\footnote{1}, a priori, it could be true that every property that can be expressed in first-order logic is testable in the bounded degree model. Indeed, the validity of this statement was raised as an open question in [AH18]. However, our lower bound gives a negative answer to this question.

Motivated by our above results, we further study testability of graph properties described through Hanf sentences or negated Hanf sentences, which are first-order properties that speak about isomorphism types of neighbourhoods. Given a bounded degree graph, an $r$-ball around a vertex $x$ is the neighbourhood of radius $r$ around $x$ in the graph. We call the isomorphism types of $r$-balls $r$-types. We consider two basic such properties, called $\tau$-neighbourhood regularity and $\tau$-neighbourhood-freeness, that correspond to “all vertices have $r$-type $\tau$” and “no vertex has $r$-type $\tau$”, respectively. (Neighbourhood-regularity can be seen as a generalisation of degree-regularity, which is known to be testable [Gol17].) As we show in Lemma 6.1, there exist 1-types $\tau, \tau'$ such that neither $\tau$-neighbourhood-freeness nor $\tau'$-neighbourhood regularity can be defined by a formula in $\Sigma_2$. Thus, our previous tester for $\Sigma_2$ cannot be applied to these properties. We give constant-query testers for them under certain conditions on $\tau$ (Theorem 6.3, Theorem 6.4, Theorem 6.5). Both $\tau$-neighbourhood-freeness and $\tau$-neighbourhood regularity can be defined by formulas in $\Pi_2$ for any neighbourhood type $\tau$. Thus, our results imply that there are properties defined by formulas in $\Pi_2 \setminus \Sigma_2$ which are testable.

**Our techniques** To show that every property $P$ defined by a formula $\phi$ in $\Sigma_2$ (i.e. of the form $\exists^*\forall^*$) is testable, we show that $P$ is equivalent to the union of properties $P_i$, each of which is ‘indistinguishable’ from a property $Q_i$ that is defined by a formula of form $\forall^*$. Here the indistinguishability means we can transform any structure satisfying $P_i$, into a structure satisfying $Q_i$ by modifying a small fraction of the tuples of the structure and vice versa. This allows us to reduce the problem of testing $P$ to testing properties defined by $\forall^*$ formulas. Then the testability of $P$ follows, as any property of the form $\forall^*$ is testable and testable properties are closed under union [Gol17]. The main challenge here is to deal with the interactions between existentially quantified variables and universally quantified variables. Intuitively, the degree bound limits the structure that can be imposed by the universally quantified variables. Using this, we are able to deal with the existential variables together with these interactions by ‘planting’ a required constant size substructure in such a way, that we are only a constant number of modifications ‘away’ from a formula of the form $\forall^*$.

Complementing this, we use Hanf’s theorem to observe that every FO property on degree-regular structures is in $\Pi_2$ (see Lemma 4.6). Thus to prove that there exists a property defined by a formula in $\Pi_2$ which is not testable, it suffices to show the existence of an FO property that is not testable and degree-regular. For the latter, we note that it suffices to construct a formula $\phi$, that defines a class of relational structures with binary relations only (edge-coloured directed graphs) whose underlying undirected graphs are expander graphs. To see this, we use an earlier result that if a property is constant-query testable, then the distance between the local (constant-size) neighbourhood distributions of a relational structure $A$ satisfying the property $\phi$ and a relational structure $B$ that is $\varepsilon$-far from having the property must be relatively large (see [AH18], which in turn is built upon the so-called “canonical testers” for bounded-degree graphs in [CPS16, GR11]). We then exploit a result of Alon (see Proposition 19.10 in [Lov12]), that the neighbourhood distribution of an arbitrarily large relational structure $A$ can be approximated by the neighbourhood distribution of a structure $\mathcal{H}$ of small constant size. Thus, for any $A$ in $\phi$, by

\footnote{1Furthermore, previously, typical FO properties are all known to be testable, including degree-regularity for a fixed given degree, containing a $k$-clique and a dominating set of size $k$ for fixed $k$ (which are trivially testable), and the aforementioned subgraph-freeness and subgraph containment (see e.g. [Gol17]).}
taking the union of “many” disjoint copies of the “small” structure $H$, we obtain another structure $B$ such that the local neighbourhood distributions of $A$ and $B$ have small distance. If the underlying undirected graphs of the structures in $\varphi$ are expander graphs, it immediately follows that $B$ is far from the property defined by the formula $\varphi$, from which we can conclude that the property $\varphi$ is not testable. We remark that for simple undirected graphs, it was known before that any property that only consists of expander graphs is not testable [FPS19].

Now we construct a formula $\varphi$, that defines a class of relational structures with binary relations only whose underlying undirected graphs are expander graphs, arising from the zig-zag product by Reingold, Vadhan and Wigderson [RVW02]. For expressibility in FO, we hybridise the zig-zag construction of expanders with a tree structure. Roughly speaking, we start with a small graph $H$, which is a good expander, and the formula $\varphi$ expresses that each model looks like a rooted $k$-ary tree (for a suitable fixed $k$), where level 0 consists of the root only, level 1 contains $G_1 := H^2$, and level $i$ contains the zig-zag product of $G_{i-1}^2$ with $H$. The class of trees is not definable in FO. However, we achieve that every finite model of our formula is connected and looks like a $k$-ary tree with the desired graphs on the levels. This structure is obtained by a recursive ‘copying-inflating’ mechanism, to mimic the expander construction locally between consecutive levels. For this we use a constant number of edge-colours, one set of colours for the edges of the tree, and another for the edges of the ‘level’ graphs $G_i$. On the way, many technicalities need to be tackled, such as encoding the zig-zag construction into the local copying mechanism (and achieving the right degrees), and finally proving connectivity. We then show that the underlying undirected graphs of the models of $\varphi$ are expander graphs. Finally, we extend this construction to simple undirected graphs, by using carefully designed gadgets to encode the different edge-colours and maintain degree regularity.

To give our testers for $\tau$-neighbourhood regularity and $\tau$-neighbourhood-freeness, we show that if a graph $G$ is $\varepsilon$-far from having the property, it contains a linear fraction of constant-size neighbourhoods certifying that $G$ does not satisfy the property. Such a statement may be intuitively true, but it is tricky to prove. Assume we want to test for $\tau$-freeness, for some fixed $\tau$-neighbourhood type $\tau$, and assume a graph $G$ has one vertex $x$ with forbidden neighbourhood of type $\tau$. Changing the $\tau$-neighbourhood of $x$ by edge modifications, in order to remove $\tau$, might introduce new forbidden neighbourhoods around vertices close to $x$, triggering a ‘chain reaction’ of necessary modifications. This means that a graph might be $\varepsilon$-far from being $\tau$-free, but we do not see it by sampling constantly many neighbourhoods in the graph. Such a subtle difficulty has already been observed for testing degree-regularity (see Claim 8.5.1 in [Gol17]). We show that under appropriate assumptions, such a ‘chain reaction’ can be bypassed by carefully fixing the neighbourhood of $x$ without changing the neighbourhood type of the vertices surrounding $x$. Though fairly simple, it provides non-trivial analysis, handling the subtle difficulty of relating local distance to global distance without triggering a ‘chain reaction’.

Other related work  Besides the aforementioned works on testing properties with constant query complexity in bounded-degree graph model, Goldreich and Ron [GR11] have obtained a characterisation for a class of properties that are testable by a constant-query proximity-oblivious tester in bounded-degree graphs (and dense graphs). Such class is a rather restricted subset of the class of all constant-query testable properties. Fichtenberger et al. [FPS19] showed that every testable property is either finite or contains an infinite hyperfinite subproperty (see Definition 4.11). Ito et al. [KN19] gave characterizations of one-sided error (constant-query) testable monotone graph properties, and one-sided error testable hereditary graph properties in the bounded-degree (directed
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2When the context is clear, we use “model” to indicate that a structure satisfies some formula. This should not be confused with the names for our computational models, e.g., the bound-degree model.
and undirected) graph model.

In the bounded-degree graph model, there are also properties (e.g. bipartiteness, expansion, $k$-clusterability) that require $\Omega(\sqrt{n})$ queries, and properties (e.g. 3-colorability) that require $\Omega(n)$ queries. We refer the reader to Goldreich’s recent book \cite{Gol17}.

Property testing on relational structures was recently motivated by the application in databases. Besides the aforementioned work \cite{AH18}, Chen and Yoshida \cite{CY19} recently studied the testability of relational database queries for each relational structure in the framework of property testing.

Further discussions and open problems The question whether first-order definable properties are testable with a sublinear number of queries (e.g. $\sqrt{n}$) in the bounded-degree model is left open.

We believe it is natural to study the problem of testing properties of neighbourhood types. Firstly, our previous results can be seen as an indication that quantifier prefix classes are perhaps less suitable when searching for a dividing line between testable and non-testable first-order properties in the bounded-degree model. Since subgraph-freeness and subgraph containment are testable, Hanf’s normal form suggests studying testability of Hanf sentences and their negations, i.e. neighborhood properties, as a next step. Secondly, studying such properties helps us gain more insights on which properties that are defined by distributions of neighbourhood types are testable, which is crucial to solve one of the most important open questions in this area, namely to characterise the combinatorial structure of testable properties in the bounded-degree model.

Furthermore, we remark that our testers for neighbourhood properties have one-sided error, i.e. the testers always accept the graphs that satisfy the property. We note that in contrast to subgraph-freeness and induced subgraph-freeness, the properties $\tau$-neighbourhood regularity and $\tau$-neighbourhood-freeness are neither monotone nor hereditary, which are properties that are closed under edge deletion and closed under vertex deletion, respectively. As we mentioned before, Ito et al. \cite{IKN19} recently characterized one-sided error (constant-query) testable monotone and hereditary graph properties in the bounded-degree (directed and undirected) graph model. In order to give a full characterization of one-sided error testable properties in the bounded-degree graph model, it is important to take a step beyond monotone and hereditary graph properties.

Structure of the paper Section 2 contains the preliminaries, including logic, property testing and the zig-zag construction of expander graphs. In Section 3 we construct the FO formula $\varphi$ and prove properties of its models. In Section 4, we prove that there is a $\Pi_2$-property that is not testable, by proving that the property $P_\varphi$ defined by $\varphi$ on bounded-degree structures is not constant-query testable. We also provide a $\Pi_2$-property of simple, undirected graphs that is non-testable. In Section 5, we show that all $\Sigma_2$ properties are testable. In Section 6 we give positive results for some first-order properties that speak about isomorphism types of neighbourhoods. We conclude in Section 7.

2 Preliminaries

We give some basics of graphs, relational structures and first-order logic in Appendix A. We use standard definitions and notation unless otherwise specified.

2.1 The bounded-degree relational structure model

Let $\sigma = \{R_1, \ldots, R_\ell\}$ be a relational signature. The degree of an element $a \in A$ denoted by $\deg_A(a)$ is defined to be the number of tuples in $A$ containing $a$. We define the degree of $A$ denoted by
deg(\mathcal{A}) to be the maximum degree of its elements. For any \( d \in \mathbb{N} \) we let \( C_d \) be the class of all \( \sigma \)-structures of bounded degree \( d \). Let us remark that deg(\mathcal{A}) and the degree of the Gaifman graph of \( \mathcal{A} \) only differ by at most a constant factor (cf. e.g. [DG07]), so the definitions are equivalent in the sense that the same classes have bounded degree. A property \( P \) on any class of structures \( C \) is a subset \( P \subseteq C \) of structures that is closed under isomorphism. We say that a structure \( \mathcal{A} \in C \) has property \( P \) if \( \mathcal{A} \in P \). On \( C_d \), every FO-sentence \( \varphi \) defines a property \( P_\varphi \subseteq C_d \), where \( P_\varphi = \{ \mathcal{A} \in C_d \mid \mathcal{A} \models \varphi \} \).

We describe the model for bounded-degree relational structures as defined in [AH18]. This extends the bounded-degree model for undirected graphs introduced in [GR02] and conforms with the bidirectional model of [CPS16].

An algorithm that processes a \( \sigma \)-structure \( \mathcal{A} \in C_d \) does not obtain an encoding of \( \mathcal{A} \) as a bit string in the usual way. Instead, we assume that the algorithm receives the number \( n \) of elements of \( \mathcal{A} \), and that the elements of \( \mathcal{A} \) are numbered \( 1, 2, \ldots, n \). In addition, the algorithm has direct access to \( \mathcal{A} \) using an oracle which answers neighbour queries in \( \mathcal{A} \) in constant time. That is, the oracle accepts queries of the form \((i,j,k)\), for \( i \in \{1,\ldots,n\}, j \in \{1,\ldots,\ell\} \) and \( k \in \{1,\ldots,d\} \), to which it responds with the \( k \)-th tuple in \( R_j^A \) containing \( i \), or with \( \perp \) if \( i \) is contained in less than \( k \) tuples.

The running time of the algorithm is defined as usual, i.e. with respect to the size of the structure \( n \). We assume a uniform cost model, i.e. we assume that all basic arithmetic operations including random sampling can be performed in constant time, regardless of the size of the numbers involved.

**Distance.** For two \( \sigma \)-structures \( \mathcal{A} \) and \( \mathcal{B} \), both of size \( n \), \( \text{dist}(\mathcal{A},\mathcal{B}) \) denotes the minimum number of tuples that have to be modified (i.e. inserted or removed) in \( \mathcal{A} \) and \( \mathcal{B} \) to make \( \mathcal{A} \) and \( \mathcal{B} \) isomorphic. For \( \epsilon \in (0,1] \), we say \( \mathcal{A} \) and \( \mathcal{B} \), both of size \( n \) and with degree bound \( d \), are \( \epsilon \)-close if \( \text{dist}(\mathcal{A},\mathcal{B}) \leq \epsilon dn \). If \( \mathcal{A},\mathcal{B} \) are not \( \epsilon \)-close, then they are \( \epsilon \)-far. Note that in particular, \( \mathcal{A} \) and \( \mathcal{B} \) are \( \epsilon \)-far if their size differs. A \( \sigma \)-structure is \( \epsilon \)-close to a property \( P \) if \( \mathcal{A} \) is \( \epsilon \)-close to some \( \mathcal{B} \in P \). Otherwise, \( \mathcal{A} \) is \( \epsilon \)-far from \( P \).

**Definition 2.1 (\( \epsilon \)-tester).** Let \( P \subseteq C_d \) be a property and \( \epsilon \in (0,1] \). An \( \epsilon \)-tester for \( P \) is a probabilistic algorithm with oracle access to an input \( \mathcal{A} \in C_d \) and auxiliary input \( n := |A| \). The algorithm does the following.

1. If \( \mathcal{A} \in P \), then the \( \epsilon \)-tester accepts with probability at least \( 2/3 \).
2. If \( \mathcal{A} \) is \( \epsilon \)-far from \( P \), then the \( \epsilon \)-tester rejects with probability at least \( 2/3 \).

The query complexity of an \( \epsilon \)-tester is the maximum number of oracle queries made. A property \( P \) is testable, if for each \( \epsilon \in (0,1] \) and each \( n \), there is an \( \epsilon \)-tester for \( P \cap \{ \mathcal{A} \in C_d \mid |A| = n \} \) on inputs from \( \{ \mathcal{A} \in C_d \mid |A| = n \} \) with constant query complexity, i.e. the query complexity is independent of \( n \). A property \( P \) is uniformly testable, if for each \( \epsilon \in (0,1] \) there is an \( \epsilon \)-tester for \( P \), that has constant query complexity. Note that this tester should work for all \( n \).

### 2.2 Quantifier alternations of first-order formulas

Let \( \sigma = \{ R_1, \ldots, R_\ell \} \) be any relational structure and \( C_d \) the set of \( \sigma \)-structure of bounded degree \( d \). First-order formulas can be classified by counting the number of alternations between existential and universal quantifiers in the prenex normal form of the formula. Let \( i \in \mathbb{N}_{>0} \). A formula that is equivalent to a formula in prenex normal form with \( i - 1 \) quantifier alternations is said to be in \( \Sigma_i \), if the prenex normal form begins with \( \exists \), and is said to be in \( \Pi_i \), if the prenex normal form begins with \( \forall \). A formula that can be equivalently rewritten into both \( \Sigma_i \) and \( \Pi_i \) is said to be in \( \Delta_i \).
Example 2.2 (Substructure freeness). Let $B$ be a $\sigma$-structure, and let $d \in \mathbb{N}$. The property

$$P := \{A \in C_d \mid A \text{ does not contain } B \text{ as substructure}\}$$

is in $\Pi_1$ and is uniformly testable on $C_d$ with constant running time.

As we discussed in the introduction, every FO property in $\Sigma_1$ or $\Pi_1$, i.e., without quantifier alternation, is testable.

2.3 Expansion and the zig-zag product

In this section we recall a construction of a class of expanders introduced in [RVW02]. This construction uses undirected graphs with parallel edges and self-loops. We therefore encode a graph $G$ as a triple $(G, E, f)$ where $V$ is a finite sets of vertices, $E$ is a finite set of edges, and $f$ is the incidence map from $E$ to the set $\{x \subseteq V \mid 1 \leq |S| \leq 2\}$.

Let $G = (V, E, f)$ be an undirected $D$-regular graph on $N$ vertices and $I$ be a set of size $D$. Then a rotation map of $G$ is a function $\text{ROT}_G : V \times I \rightarrow V \times I$ such that for every two not necessarily different vertices $u, v \in V$

$$|\{(i, j) \in I \times I \mid \text{ROT}_G(u, i) = (v, j)\}| = |\{e \in E \mid f(e) = \{u, v\}\}|$$

and $\text{ROT}_G$ is self inverse, i.e. $\text{ROT}_G(\text{ROT}_G(v, i)) = (v, i)$ for all $v \in V, i \in I$. A rotation map is a representation of a graph that additionally for every vertex $v$ fixes an order on all edges incident to $v$. We let the normalised adjacency matrix $M$ of $G$ be define by

$$M_{u,v} := \frac{1}{D} \cdot |\{e \mid f(e) = \{u, v\}\}|.$$

Let $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq -1$ denote the eigenvalues of $M$. Since $M$ is real and symmetric and all columns sum up to 1, all its eigenvalues are in the real interval $[-1, 1]$. We let $\lambda(G) := \max\{|\lambda_2|, |\lambda_N|\}$. Note that these notions do not depend on the rotation map. We say that a graph is an $(N, D, \lambda)$-graph, if $G$ has $N$ vertices, is $D$-regular and $\lambda(G) \leq \lambda$. We will use the following lemma.

Lemma 2.3 ([HLW06]). The graph $G$ is connected if and only if $\lambda_2 < 1$. Furthermore, if $G$ is connected, then $G$ is bipartite if and only if $\lambda_N = -1$.

For any subsets $S, T \subseteq V$ let $\langle S, T \rangle_G := \{e \in E \mid f(e) \cap S \neq \emptyset, f(e) \cap T \neq \emptyset\}$ be the set of edges crossing $S$ and $T$.

Definition 2.4. For any set $S \subseteq V$, we let $h(S) := \frac{|\langle S, S \rangle_G|}{|S|}$ be the expansion of $S$. We let $h(G)$ be the expansion ratio of $G$ defined by $h(G) := \min_{S \subseteq V \mid |S| \leq N/2} h(S)$.

For any constant $\epsilon > 0$ we call a sequence $\{G_m\}_{m \in \mathbb{N}_{>0}}$ of graphs of increasing number of vertices a family of $\epsilon$-expanders, if $h(G_m) \geq \epsilon$ for all $m \in \mathbb{N}_{>0}$. There exists the following connection between $h(G)$ and $\lambda(G)$.

Theorem 2.5 ([Dod84, AMS8]). Let $G$ be a $D$-regular graph. Then $h(G) \geq D(1 - \lambda(G))/2$.

This implies that for a sequence of graphs $\{G_m\}_{m \in \mathbb{N}_{>0}}$ of increasing number of vertices, if there is a constant $\epsilon < 1$ such that $\lambda(G_m) \leq \epsilon$ for all $m \in \mathbb{N}_{>0}$, then the sequence $\{G_m\}_{m \in \mathbb{N}_{>0}}$ is a family of $D(1 - \epsilon)/2$-expanders.
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Definition 2.8. Let \( G \) be a \( D \)-regular graph on \( N \) vertices with rotation map \( \text{ROT}_G \) and \( I \) a set of size \( D \). Then the square of \( G \), denoted by \( G^2 \), is a \( D^2 \)-regular graph on \( N \) vertices with rotation map \( \text{ROT}_{G^2}(u,(k_1,k_2)) := (v, (\ell_2,\ell_1)) \), where

\[
\text{ROT}_G(u,k_1) = (v, \ell_1) \quad \text{and} \quad \text{ROT}_G(v,k_2) = (w, \ell_2),
\]
and \( u,v,w \in V \), \( k_1,k_2,\ell_1,\ell_2 \in I \).

Squaring a graph \( G \) corresponds to squaring the adjacency matrix of \( G \). Note here that if \( G \) is bipartite then \( G^2 \) is not connected, which can be easily explained by using Lemma 2.3.

Lemma 2.7 ([RVW02]). If \( G \) is a \((N,D,\lambda)\)-graph then \( G^2 \) is a \((N,D^2,\lambda^2)\)-graph.

Definition 2.8. Let \( G_1 = (V_1,E_1,f_1) \) be a \( D_1 \)-regular graph on \( N_1 \) vertices, \( I_1 \) a set of size \( D_1 \) and \( \text{ROT}_{G_1} : V_1 \times I_1 \to V_1 \times I_1 \) a rotation map of \( G_1 \). Let \( G_2 = (I_1,E_2,f_2) \) be a \( D_2 \)-regular graph, let \( I_2 \) be a set of size \( D_2 \) and \( \text{ROT}_{G_2} : I_1 \times I_2 \to I_1 \times I_2 \) be a rotation map of \( G_2 \). Then the zig-zag product of \( G_1 \) and \( G_2 \), denoted by \( G_1 \otimes G_2 \), is the \( D_2 \)-regular graph on \( V_1 \times I_1 \) with rotation map given by

\[
\text{ROT}_{G_1 \otimes G_2}((v,k),(i,j)) := ((w,\ell),(j',i')) \quad \text{where}
\]

\[
\text{ROT}_{G_1}(v,k) = (w,\ell), \quad \text{and} \quad \text{ROT}_{G_2}(\ell',j) = (\ell,j'),
\]
and \( v,w \in V_1, k, k', \ell, \ell' \in I_1, i,i', j,j' \in I_2 \).

The zig-zag product \( G_1 \otimes G_2 \) can be seen as the result of the following construction. First pick some numbering of the vertices of \( G_2 \). Then replace every vertex in \( G_1 \) by a copy of \( G_2 \) where we colour edges from \( G_1 \), say, red, and edges from \( G_2 \) blue. We do this in such a way that the \( i \)-th edge in \( G_1 \) of a vertex \( v \) will be incident to vertex \( i \) of the to-\( v \)-corresponding-copy of \( G_2 \). Then for every red edge \((v,w)\) and for every tuple \((i,j)\) \in \( I_2 \times I_2 \) we add an edge to the zig-zag product \( G_1 \otimes G_2 \) connecting \( v' \) and \( w' \) where \( v' \) is the vertex reached from \( v \) by taking its \( i \)-th blue edge and \( w' \) can be reached from \( w \) by taking its \( j \)-th blue edge. Figure 1 shows an example, where in the graph on the right hand side we show the 4 edges that are added to the zig-zag product for the highlighted edge of the graph on the left hand side.

Theorem 2.9 ([RVW02]). If \( G_1 \) is an \((N_1,D_1,\lambda_1)\)-graph and \( G_2 \) is a \((D_1,D_2,\lambda_2)\)-graph then \( G_1 \otimes G_2 \) is a \((N_1 \cdot D_1,D_2^2,g(\lambda_1,\lambda_2))\)-graph, where

\[
g(\lambda_1,\lambda_2) = \frac{1}{2}(1-\lambda_2^2)\lambda_1 + \frac{1}{2}\sqrt{(1-\lambda_2^2)^2\lambda_1 + 4\lambda_2^2}.
\]

This function has the following properties.

1. If both \( \lambda_1 < 1 \) and \( \lambda_2 < 1 \) then \( g(\lambda_1,\lambda_2) < 1 \).
2. \( g(\lambda_1, \lambda_2) < \lambda_1 + \lambda_2 \).

**Definition 2.10** ([HLW06]). Let \( D \) be a sufficiently large prime power (e.g. \( D = 2^{16} \)). Let \( H \) be a \((D^4, D, 1/4)\) expander (explicit constructions for \( H \) exist, cf. [RW02]). We define \( \{G_m\}_{m \in \mathbb{N}_0} \) by

\[
G_1 := H^2, \quad G_m := G_{m-1} \ast H \text{ for } m > 1.
\]

**Proposition 2.11** ([HLW06]). For every \( m \in \mathbb{N}_0 \), the graph \( G_m \) is a \((D^4m, D^2, 1/2)\)-graph.

In the next section we will use the following lemma whose proof is deferred to Appendix B.

**Lemma 2.12.** Let \( G \) be a \( D \)-regular graph and \( S \) be the vertices of a connected component of \( G^2 \). Then \( \lambda(G^2[S]) < 1 \).

### 3 A class of expanders definable in FO

In this section we define a formula such that the underlying graphs of its models are expanders. We start with a high-level description of the formula. Let \( \{G_m\}_{m \in \mathbb{N}_0} \) be as in Definition 2.10. Loosely speaking, each model of our formula is a structure which consists of the disjoint union of \( G_1, \ldots, G_n \) for some \( n \in \mathbb{N}_0 \) with some underlying tree structure connecting \( G_{m-1} \) to \( G_m \) for all \( m \in \{2, \ldots, n\} \). For illustration see Figure 2. The tree structure enables us to encode the recursive construction of the sequence \( \{G_m\}_{m \in \mathbb{N}_0} \) in FO. The tree structure is a \( D^4 \)-ary tree, that is used to connect a vertex \( v \) of \( G_{m-1} \) to every vertex of the copy of \( H \) which will replace \( v \) in \( G_m \). We use \( D^4 \) relations \( \{F_k\}_{k \in ([D]^2)^2} \) to enforce an ordering on the \( D^4 \) children of each vertex. We use additional relations to encode rotation maps. For \( i, j \in [D]^2 \) let \( E_{i,j} \) be a binary relation. For every pair \( i, j \in [D]^2 \) we represent an edge \( \{v, w\} \) in \( G_m \) by the two tuples \( (v, w) \in E_{i,j}^A \) and \( (w, v) \in E_{j,i}^A \). This allows us to encode the relationship \( \text{ROT}_{G_m}(v, i) = (w, j) \) in first-order logic using the formula ‘\( E_{i,j}(v, w) \)’.

We use auxiliary relations \( R \) and \( L_k \) for \( k \in ([D]^2)^2 \), to force the models to be degree regular. The relation \( R \) contains the tuple \( (r, r) \) for the root \( r \) of the tree, and \( L_k \) will contain the tuple \( (v, v) \) for every leaf \( v \) of the tree.

We now give the precise definition of the formula. We use \([n] := \{0, 1, \ldots, n-1\} \) for \( n \in \mathbb{N} \). Let

\[
\sigma := \{E_{i,j}\}_{i, j \in [D]^2}, \{F_k\}_{k \in ([D]^2)^2}, R, \{L_k\}_{k \in ([D]^2)^2},
\]

where \( E_{i,j}, F_k, R \) and \( L_k \) are binary relation symbols for \( i, j \in [D]^2 \) and \( k \in ([D]^2)^2 \). For convenience we let \( E := \bigcup_{i, j \in [D]^2} E_{i,j} \) and \( F := \bigcup_{k \in ([D]^2)^2} F_k \) which can be reversed by replacing formulas of...
the form \( E(x, y) \) by \( \bigvee_{i,j \in [D]^2} E_{i,j}(x, y) \) and formulas of the form \( F(x, y) \) by \( \bigvee_{k \in ([D]^2)^2} F_k(x, y) \) below. We use the following formula to identify the root \( \varphi_{\text{root}}(x) := \forall y \neg F(y, x) \).

We now define a formula \( \varphi_{\text{tree}} \), which expresses that the model restricted to the relation \( F \) locally looks like a \( D^4 \)-ary tree. More precisely, the formula defines that the structure has exactly one root, that every other vertex has exactly one parent and every vertex has either no children or exactly one child for each of the \( D^4 \) relations \( F_k \). It also defines the self-loops used to make the structure degree regular.

\[
\varphi_{\text{tree}} := \exists x \varphi_{\text{root}}(x) \land \forall x \left( \left( \varphi_{\text{root}}(x) \land R(x, x) \right) \lor \left( \exists y F(x, y) \land \exists y R(x, y) \land \exists y R(y, x) \right) \right) \land
\forall x \left( \left[ \neg \exists y F(x, x) \land \bigwedge_{k \in ([D]^2)^2} L_k(x, x) \right] \lor \left[ \neg \exists y \bigvee_{k \in ([D]^2)^2} \left( L_k(x, y) \lor L_k(y, x) \right) \right] \land \bigwedge_{k \in ([D]^2)^2} \exists y \big( x \neq y_k \land F_k(x, y_k) \land \bigwedge_{k' \in ([D]^2)^2, k' \neq k} \neg F_{k'}(x, y_k) \big) \land \forall y \big( y \neq y_k \to \neg F_k(x, y) \big) \right) \right).
\]

The formula \( \varphi_{\text{rotationMap}} \) will define the properties the relations in \( E \) need to have in order to encode rotation maps of \( D^2 \)-regular graphs. For this we make sure that the edge colours encode a map, i.e. for any pair of a vertex \( x \) and index \( i \in [D]^2 \) there is only one pair of vertex \( y \) and index \( j \in [D]^2 \) such that \( E_{i,j}(x, y) \) holds and that the map is self inverse, i.e. if \( E_{i,j}(x, y) \) then \( E_{j,i}(y, x) \).

\[
\varphi_{\text{rotationMap}} := \forall x \forall y \left( \bigwedge_{i,j \in [D]^2} \left( E_{i,j}(x, y) \to E_{j,i}(y, x) \right) \right) \land \forall x \left( \bigwedge_{i \in [D]^2} \left( \bigvee_{j \in [D]^2} \left( \exists y E_{i,j}(x, y) \land \bigwedge_{j' \in [D]^2, j' \neq j} \neg \exists y E_{i,j'}(x, y) \right) \right) \right)
\]

We now define a formula \( \varphi_{\text{base}} \) which expresses that the root \( r \) of the tree has a self-loop \((r, r)\) in each relation \( E_{i,j} \) and that the \( D^2 \) children of the root form \( G_1 \). Let \( H \) be the \((D^4, D, 1/4)\)-graph from Definition \( \underline{14} \). We assume that \( H \) has vertex set \([D]^2\). We then identify vertex \( k \in ([D]^2)^2 \) with the element \( y \) such that \((x, y) \in F_k^4 \) for the root \( x \). Let \( \text{ROT}_H : ([D]^2)^2 \times [D] \to ([D]^2)^2 \times [D] \) be any rotation map of \( H \). Fixing a rotation map for \( H \) fixes the rotation map for \( H^2 \). Recall that \( G_1 := H^2 \). We can define \( G_1 \) by a conjunction over all edges of \( G_1 \).

\[
\varphi_{\text{base}} := \forall x \left( \varphi_{\text{root}}(x) \to \left[ \bigwedge_{i,j \in [D]^2} \left( E_{i,j}(x, x) \land \neg \exists y E_{i,j}(x, y) \right) \land \bigwedge_{k,l \in ([D]^2)^2} \exists y \exists y' \left( F(k, x, y) \land F(l, x, y') \land E_{i,j}(y, y') \right) \right) \right)
\]

We will now define a formula \( \varphi_{\text{recursion}} \) which will ensure that level \( m \) of the tree contains \( G_m \). Recall that \( G_m := G_{m-1} \circledast H \). We therefore express that if there is a path of length two between two vertices \( x, z \) then for every pair \( i, j \in [D] \) there is an edge connecting the corresponding children of \( x \) and \( z \) according to the definition of the zig-zag product. Here it is important that \( x \) and \( z \) either both have no children in the underlying tree structure or they both have children. This will also be encoded in the formula.

\[
\varphi_{\text{recursion}} := \forall x \forall z \left( \neg \exists y F(x, y) \land \neg \exists y F(z, y) \right) \lor \bigwedge_{k_1, k_2 \in [D]^2} \left( \exists y \left[ E_{k_1', k_2'}(x, y) \land E_{k_1', k_2'}(y, z) \right] \to \right)
\]
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more convenient in particular for using results from [RVW02]. However the Gaifman graph can be
the notion of an underlying graph here instead of the Gaifman graph (see Appendix A.3), and it is
labelled by

\[ \exists x' \exists z'[F_k(x, x') \land F_\ell(z, z') \land E_{(i,j),(j',i')}(x', z')] \]

We finally let \( \varphi_\otimes := \varphi_{\text{tree}} \land \varphi_{\text{rotationMap}} \land \varphi_{\text{base}} \land \varphi_{\text{recursion}} \). This concludes defining the formula.

Let \( d := 2D^2 + D^4 + 1 \). Note that any model of \( \varphi_\otimes \) is a structure from \( C_d \).

To each model \( \mathcal{A} \) of \( \varphi_\otimes \) we will associate an undirected graph \( U(\mathcal{A}) \) with vertex set \( A \). For
every tuple in each of the relations of \( \mathcal{A} \), the graph \( U(\mathcal{A}) \) will have an edge. We will define
\( U(\mathcal{A}) \) by a rotation map, which extends the rotation map encoded by the relation \( E \). For this
let \( I := \{0\} \cup ([D]^2)^2 \cup [D]^2 \) be an index set. Formally, we define the underlying graph \( U(\mathcal{A}) \)
of a model \( \mathcal{A} \) of \( \varphi_\otimes \) to be the undirected graph with vertex set \( A \) given by the rotation map
\( \text{ROT}_{U(\mathcal{A})} : A \times I \to A \times I \) defined by

\[
\text{ROT}_{U(\mathcal{A})}(v, i) :=
\begin{cases}
(v, 0) & \text{if } i = 0 \text{ and } (v, v) \in R^A \\
(w, j) & \text{if } i = 0 \text{ and } (w, v) \in F^A_j \\
(w, 0) & \text{if } i \in ([D]^2)^2 \text{ and } (w, w) \in F^A_i \\
(v, i) & \text{if } i \in ([D]^2)^2 \text{ and } (v, v) \in L^A_i \\
(w, j) & \text{if } i \in [D]^2 \text{ and } (v, w) \in E^A_{i,j}.
\end{cases}
\]

We can understand this rotation map as labelling the edges incident to a vertex \( v \) as follows:
\( (v, v) \in R^A \) or \( (w, v) \in F^A_k \) respectively is labelled by \( 0 \), \( (v, w) \in F^A_k \) or \( (v, v) \in L^A_k \) respectively is labelled by \( k \) and \( (v, w) \in E^A_{i,j} \) is labelled by \( i \). Note that \( U(\mathcal{A}) \) is \((D^2 + D^4 + 1)\)-regular. We chose
the notion of an underlying graph here instead of the Gaifman graph (see Appendix A.3), and it is
more convenient in particular for using results from [RVW02]. However the Gaifman graph can be
obtained from the underlying graph by ignoring self-loops and multiple edges. We use \( \mathcal{A} \models \varphi \)
to denote that \( \mathcal{A} \) is a model of an FO sentence \( \varphi \) (see Appendix A.2) and we show the following.

**Theorem 3.1.** There is an \( \epsilon > 0 \) such that the class \( \{ U(\mathcal{A}) \mid \mathcal{A} \models \varphi_\otimes \} \) is a family of \( \epsilon \)-expanders.

In the rest of this section, we give the proof of Theorem 3.1.

Let \( \mathcal{A} \) be a model of \( \varphi_\otimes \). Let \( \mathcal{A}|F := (A, (F^A_k)_{k \in ([D]^2)^2}) \) be an \( \{(F^A_k)_{k \in ([D]^2)^2}\} \)-structure. Recall
that we denote the Gaifman graph of \( \mathcal{A}|F \) by \( G(\mathcal{A}|F) \). Let \( \mathcal{A}|E \) be the \( \{(E^A_{i,j})_{i,j \in [D]^2}\} \)-structure
\( (A, (E^A_{i,j})_{i,j \in [D]^2}) \). We further define the underlying graph \( U(\mathcal{A}|E) \) of \( \mathcal{A}|E \) as the undirected graph
specified by the rotation map \( \text{ROT}_{U(\mathcal{A}|E)} \) defined by \( \text{ROT}_{U(\mathcal{A}|E)}(v, i) := (w, j) \) if \((v, w) \in E^A_{i,j} \). This is well defined as \( \mathcal{A} \models \varphi_{\text{rotationMap}} \). We use the substructures \( G(\mathcal{A}|F) \) and \( U(\mathcal{A}|E) \) to express
the structural properties of models of \( \varphi_\otimes \). More precisely we want to prove that \( G(\mathcal{A}|F) \) is a
rooted complete tree and \( U(\mathcal{A}|E) \) is the disjoint union of the expanders \( G_1, \ldots, G_n \) for some \( n \in \mathbb{N} \)
(Lemma 3.3). To prove this we use two technical lemmas (Lemma 3.2 and Lemma 3.3). Lemma 3.2
intuitively shows that the children in \( G(\mathcal{A}|F) \) of each connected part of \( U(\mathcal{A}|E) \) form the zig-zag
product with \( H \) of the square of the connected part. Lemma 3.3 shows that \( G(\mathcal{A}|F) \) is connected.
To prove Theorem 3.1 we use that a tree with an expander on each level has good expansion.
Loosely speaking, this is true because cutting the tree ‘horizontally’ takes many edge deletions
and for cutting the tree ‘vertically’ we cut many expanders. We define isomorphism for undirected
graphs with parallel edges and self-loops in the usual way (see Appendix A.1), and we use \( G_1 \cong G_2 \)
to denote that \( G_1 \) is isomorphic to \( G_2 \).
Lemma 3.2. Let $A$ be a model of $\varphi_\otimes$ and assume $S$ is the set of all vertices belonging to a connected component of $(U(A|E))^2$ not containing the root and let $S' := \{ w \in A \mid (v, w) \in F^{A}, v \in S \}$. If $S' \neq \emptyset$ then $U(A|E)[S']$ is a connected component of $U(A|E)$ and $U(A|E)[S'] \cong ((U(A|E))^2[S]) \otimes H$.

We use connected components of $(U(A|E))^2$, as the square of a connected component of $U(A|E)$ may not be connected, in which case the zig-zag product with $H$ of the square of the connected component cannot be connected.

Proof of Lemma 3.2. Assume that $S' \neq \emptyset$. We first show that $U(A|E)[S'] \cong ((U(A|E))^2[S]) \otimes H$. For this we use the following two claims.

Claim 3.3. If $\text{ROT}_{U(A|E))^2[S]}(w, (i, j)) = ((u, k), (j', i'))$ for some $u, w \in S$, $k, \ell \in ([D]^2)^2$, $i, j, i', j' \in [D]$ then there is $v \in S$ such that $(v, u) \in E_{k_1, k_2}^{A}$ and $(v, w) \in E_{\ell_1, \ell_2}^{A}$ where $\text{ROT}_H(k, i) = ((k_1', k_2'), i')$ and $\text{ROT}_H(\ell, j') = (\ell', j')$.

Proof. By the assumption that $\text{ROT}_{U(A|E))^2[S]}(u, (i, j)) = ((w, \ell), (j', i'))$ and the definition of the zig-zag product, we have that $\text{ROT}_{U(A|E))^2[S]}(u, (k_1', k_2')) = ((w, \ell_1'), (i'))$ for $\text{ROT}_H(k, i) = ((k_1', k_2'), i')$ and $\text{ROT}_H(\ell, j') = (\ell', j')$.

Since $\text{ROT}_{U(A|E))^2[S]}$ is equal to $\text{ROT}_{(U(A|E))^2}$ restricted to elements of the set $S$, we have that $\text{ROT}_{U(A|E))^2[S]}(u, (k_1', k_2')) = ((w, \ell_1'), (i'))$. Then by definition of squaring $\text{ROT}_{U(A|E))^2}(u, (k_1', k_2')) = (w, (\ell_2, \ell_1'))$ implies that there is $v$ such that $\text{ROT}_{U(A|E)}(u, k_1') = (v, \ell_1')$ and $\text{ROT}_{U(A|E)}(v, k_2') = (w, \ell_2)$.

Claim 3.4. If $(u, v) \in E_{k_1, k_2}^{A}$ and $(v, w) \in E_{\ell_1, \ell_2}^{A}$ for some $u, v, w \in A$, $k_1, k_2, \ell_1, \ell_2 \in ([D]^2)^2$ and there is $u' \in A$ with $(u, u') \in F^{A}$ then there is $w' \in A$ such that $(w, w') \in F^{A}$. Furthermore for any $i, j, i', j' \in [D]$ there are $\tilde{u}, \tilde{w} \in A$, $k, \ell \in ([D]^2)^2$ such that $(\tilde{u}, \tilde{w}) \in E_{(i,j),(j',i')}^{A}$ for $(u, \tilde{u}) \in F_{k}^{A}$ and $(w, \tilde{w}) \in F_{\ell}^{A}$ where $\text{ROT}_H(k, i) = ((k_1', k_2'), i')$ and $\text{ROT}_H(\ell, j') = (\ell', j')$.

Proof. We only use that $A \models \varphi_{\text{recursion}}$. Since $\varphi_{\text{recursion}}$ has the form $\forall x \forall z \forall \psi(x, z)$ we know that $A \models \psi(u, w)$. Since $(u, u') \in F^{A}$ we have $A \models \neg \exists y F(x, y) \land \neg \exists y F(z, y)(u, w)$. Since $A \models \exists y [E_{k_1, k_2}^{A}(x, y) \land E_{\ell_1, \ell_2}^{A}(y, z)](u, w)$.

$A \models \bigwedge_{i, j, i', j' \in [D], k, \ell \in ([D]^2)^2, \text{ROT}_H(k, i) = ((k_1', k_2'), i'), \text{ROT}_H(\ell, j') = (\ell', j')} \exists x' \exists z' [F_k(x, x') \land F_{\ell}(z, z') \land E_{(i,j),(j',i')}(x', z')](u, w)$.

Since this conjunction is not empty this implies that there exists an element $w'$ such that $(w, w') \in F^{A}$.

We will argue that for every element $w \in S$ there is a $w' \in S'$ such that $(w, w') \in F^{A}$. For this pick any $u' \in S'$. Let $u \in S$ be the element such that $(u, u') \in F^{A}$. By combining Lemma 2.12 and Theorem 2.9 and Lemma 2.3 it follows that $((G|E)^2[S]) \otimes H$ is connected. Therefore, there is a path $(u_0', \ldots, u_m')$ in $((G|E)^2[S]) \otimes H$ from $u_0' = (u, (k_1', k_2'))$ to $u_m' = (w, (\ell_1', \ell_2'))$ for some $k_1, k_2, \ell_1, \ell_2 \in ([D]^2)^2$. By Claim 3.3, there is a path $(u_0, v_0, u_1, v_1, \ldots, u_{m-1}, v_{m-1}, u_m)$ in $G|E$ from $u_0 = u$ to $u_m = w$. By inductively using Claim 3.3 on the path we find $w'$ such that $(w, w') \in F^{A}$.

Combining this with $A \models \varphi_{\text{recursion}}$ implies that the map $f : S \times ([D]^2)^2 \to S'$, given by $f(v, k) = u$ if $(v, u) \in F^{A}_{k}$, is well defined. Furthermore, by Claim 3.3 and Claim 3.4, we have that if $\text{ROT}_{U(A|E))^2[S]}(u, (i, j)) = ((w, \ell), (j', i'))$ then $\text{ROT}_{U(A|E))[S']}(f((u, k), (i, j))) = f((w, \ell), (j', i'))$. 
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This proves that $f$ maps each edge in $((U(A|E))\circ[S])\otimes H$ injectively to an edge in $U(A|E)[S']$. Then the map $f$ together with the corresponding edge map is an isomorphism from $((U(A|E))\circ[S])\otimes H$ to $U(A|E)$ as both are $D^2$-regular.

Moreover, $U(A|E)[S'] \cong ((U(A|E))\circ[S])\otimes H$ implies that $U(A|E)[S']$ is connected and $D^2$-regular. Since $A \models \varphi_{\text{rotationMap}}$ enforces that $U(A|E)$ is $D^2$-regular, no vertex $v \in S'$ can have neighbours which are not in $S'$ and therefore $U(A|E)[S']$ is a connected component of $U(A|E)$.

Lemma 3.5. Let $A \in C_d$ be a model of $\varphi(\otimes)$. Then $G(A|F)$ is connected.

Proof. Assume that this is false and $G(A|F)$ has more than one connected component. Since $A \models \varphi_{\text{tree}}$ there is exactly one element $v$ such that $A \models \varphi_{\text{root}}(v)$. Therefore we can pick $G'$ to be a connected component of $G(A|F)$ which does not contain $v$. First we prove the following claim.

Claim 3.6. $G'$ contains a cycle $(c_0, \ldots, c_{\ell-1})$ and for every vertex $v$ of $G'$ there is exactly one path $(p_0, \ldots, p_m)$ in $G'$ with $p_0 = v$, $p_m$ on the cycle and $p_i$ not on the cycle for all $i \in [m]$.

Proof. Let $v_0$ be any vertex in $G'$ and let $S_0 = \{v_0\}$. We will now recursively define $v_i$ to be the vertex of $G'$ such that $(v_i, v_{i-1}) \in F^A$. Such a vertex always exists and is unique by choice of $G'$. We also let $S_i := S_{i-1} \cup \{v_i\}$. Since $A$ is finite the chain $S_0 \subseteq S_1 \subseteq \cdots \subseteq S_i \subseteq \cdots$ must become stationary at some point. Let $i \in \mathbb{N}$ be the minimum index such that $S_{i-1} = S_i$ and let $j < i$ be such that $v_i = v_j$. Then $(v_i, v_{i-1}, \ldots, v_{j+1}, v_j)$ is a cycle in $G'$ as by construction $(v_k, v_{k-1}) \in F^A$ which implies that $(v_k, v_{k-1})$ is an edge in the Gaifman graph $G(A|F)$. Let $C = \{c_0, \ldots, c_{\ell-1}\}$ be the vertices of the cycle. Since $G'$ is connected such a path always exists. So let us argue that such a path is unique. Assume there are two different such path $(p_0, \ldots, p_m)$ and $(p'_0, \ldots, p'_m)$ and assume that $p_m = c_i$ and $p'_m = c_j$. Let $k \leq \min\{m, m'\}$ be the minimum index such that $p_k \neq p'_k$. Such an index must exist as the paths are different and as $p_0 = p'_0 = v$ we also know that $k \geq 1$. Since $A \models \varphi_{\text{tree}}$ for every vertex $w$ of $G'$ there can only be one vertex $w'$ of $G'$ such that $(w', w) \in F^A$. As $p_{m-1} \notin C$ and $(c_{(i-1)\mod \ell}, p_m) \in F^A$ this means that $(p_m, p_{m-1}) \in F^A$. Applying the argument inductively we get that $(p_k, p_{k-1}) \in F^A$. The same argument works for the path $(p_0, \ldots, p_m)$ and therefore $(p_k, p_{k-1}) \in F^A$. By the choice of $k$ we know that $p_{k-1} = p'_k$ and $p_k \neq p'_k$ which contradicts $A \models \varphi_{\text{tree}}$.

Let $S_0$ be the vertex set of the connected component of $U(A|E)$ with $c_0 \in S_0$. Note that $S_0$ might not be contained in $G'$. Let $V$ be the set of vertices of $G'$.

We now recursively define the infinite sequence of sets $S_i := \{w \in A \mid (v, w) \in F^A, v \in S_{i-1}\}$ for every $i \in \mathbb{N}_0$. Let $m_i := \max_{w \in S_i \cap V} \min_{j \in \{0, \ldots, \ell-1\}} \{\text{dist}(c_j, v)\}$ and let $v_i \in S_i \cap V$ be a vertex of distance $m_i$ from $C$ in $G'$. Note here that $m_i$ is well defined as $c_{i \mod \ell} \in S_i$.

Claim 3.7. $U(A|E)[S_i] = (U(A|E)[S_{i-1}])^2 \otimes H$.

Proof. We show the stronger statement of $U(A|E)[S_i]$ is a connected component of $U(A|E)$ and $(U(A|E)[S_i])^2 \otimes H = U(A|E)[S_{i+1}]$ and $\lambda(U(A|E)[S_i]) < 1$ for $i \in \mathbb{N}$ by induction.

$U(A|E)[S_0]$ is a connected component of $U(A|E)$ by choice of $S_0$. Let $\hat{S} := \{w \in A \mid (w, v) \in F^A, v \in S_0\}$. Note that $S_0$ can not contain the root as the root is a connected component of $U(A|E)$ on its own. Therefore $S_0 \subseteq \{w \in A \mid (w, v) \in F^A, v \in \hat{S}\}$. The graph $(U(A|E))^2[\hat{S}]$ must be a connected component of $(U(A|E))^2$ because otherwise Lemma 3.2 would contradict $U(A|E)[S_0]$ being a connected component of $U(A|E)$. Then by Lemma 2.12 $\lambda(U(A|E))^2[\hat{S}] < 1$. But by Lemma 3.2 $U(A|E)[S_0] = ((U(A|E))^2[\hat{S}]) \otimes H$. Then Theorem 2.3 and $\lambda(H) < 1$ ensure that $\lambda(U(A|E)[S_0]) < 1$. 
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For $i > 1$ by induction $\lambda(U(A_{|E}|[S_{i-1}])) < 1$ which implies by Lemma 2.7 and Lemma 2.3 that $(U(A_{|E}|[S_{i-1}]))^2$ is a connected component of $(U(A_{|E}|))^2$ and that $(U(A_{|E}|[S_{i-1}]))^2 = (A_{|E}|[S_{i-1}])^2$. Since $c_{modf} \in S_i$ by Lemma 3.3 $U(A_{|E}|[S_i])$ is a connected component of $U(A_{|E}|)$ and $U(A_{|E}|[S_i]) = (U(A_{|E}|[S_{i-1}]))^2 \otimes H$. Furthermore this proves $\lambda(U(A_{|E}|)[S_i]) < 1$ using Lemma 2.7 and Theorem 2.9.

Claim 3.8. For every $v \in S_i$ there is $w$ such that $(v, w) \in F^A$.

Proof. By Claim 3.7 $U(A_{|E}|[S_{i+1}]) = (U(A_{|E}|[S_i]))^2 \otimes H$. This means that by definition of squaring and the zig-zag product we know that $|S_{i+1}| = D^4 \cdot |S_i|$. But because in addition $A \models \varphi_{tree}$ we know that every element $v \in S_i$ will contribute to no more then $D^4$ elements to $S_{i+1}$. This means by construction of $S_{i+1}$ that for every element in $S_i$ there must be $w \in A$ such that $(v, w) \in F^A$.

Therefore there is $w_i$ in $G'$ such that $(v_i, w_i) \in F^A$. Let $(u_0, \ldots, u_{m_i})$ be the path in $G'$ from $u_0 = v_i$ to $u_{m_i} \in C$. Then $(w_i, u_0, \ldots, u_{m_i})$ is a path in $G'$ from $w_i$ to $C$. Since $w_i \in S_{i+1}$ by construction, Claim 3.6 implies that $m_{i+1} \geq m_i + 1$. Therefore $m_i \geq i + m_0$ inductively. But this yields a contradiction, because $\ell + m_0 \leq m_\ell = m_0$ and the length of the cycle $\ell > 0$. See Figure 3 for an illustration. Therefore $G(A_{|F})$ must be connected.

Lemma 3.9. Let $A \in C_d$ be a (finite) model of $\varphi_\Box$. Then $|A| = \sum_{m=0}^{n} D^{4m}$ for some $n \in \mathbb{N}$, $G(A_{|F})$ is a $D^4$-ary complete rooted tree, where the root is the unique element $v \in A$ for which $\varphi_{root}(v)$, and $U(A_{|E}|[T_m]) \cong G_m$ where $G_m$ is defined Definition 2.14 and $T_m$ is the set of vertices of distance $m$ to $v$ in the tree $G(A_{|F})$ for any $m \in \{1, \ldots, n\}$. Furthermore for every $n \in \mathbb{N}$ there is a model of $\varphi_\Box$ of size $\sum_{m=0}^{n} D^{4m}$.

Proof. Lemma 3.3 combined with $A \models \varphi_{tree}$ proves that $G(A_{|F})$ is a rooted tree. Let $n$ be the greatest distance of any vertex in $G(A_{|E}|)$ to the root and let $T_m$ be the vertices of distance $m$ to the root for $m \leq n$. Then $U(A_{|E}|[T_1]) \cong G_1$ because $A \models \varphi_{base}$. Since $\lambda(G_m) < 1$ for every $m \in \mathbb{N}_{>0}$ we can use Lemma 3.2 to prove by induction that $U(A_{|E}|[T_{m}]) \cong G_m$ for every $m \in \{1, \ldots, n\}$. Since $G_m$ has $D^{4m}$ vertices this proves that $A$ has $\sum_{m=0}^{n} D^{4m}$ vertices.
Proof of Theorem 3.1. We will prove that for $\epsilon = D^2/12$ the claimed is true. Let $\mathcal{A}$ be the model of $\varphi_\Box$ of size $\sum_{m=0}^n D^{4m}$ and $S \subseteq \mathcal{A}$ with $|S| \leq (\sum_{m=0}^n D^{4m})/2$. Let $T_m$ be the vertices of distance $m$ to the root of the tree $G(\mathcal{A}|_F)$ and let $S_m := T_m \cap S$.

We can assume that $S > 1$ as every vertex has degree at least $\epsilon$. Let us first assume that $|S_m| \leq D^{4m}/2$ for all $m \in [n]$. Then because $G_m$ is an $D^2/4$-expander (this follows directly from Theorem 2.5 as $\lambda(G_m) \geq 1/2$) and $U(\mathcal{A}|_F)|T_m| \cong G_m$ we know that

$$|(S, \overline{S})_{U(\mathcal{A})}| \geq \sum_{m=1}^n \frac{D^2}{4} |S_m| \geq \frac{D^2}{12} \sum_{m=0}^n |S_m| = \frac{D^2}{12} |S|.$$ 

Now assume the opposite and choose $m'$ to be the largest index such that $|S_{m'}| > D^{4m'}/2$. We will use the following claim.

Claim 3.10. $\sum_{m=0}^{\bar{m}-1} |T_m| \leq \frac{1}{q}|T_{\bar{m}}|$ for all $\bar{m} \leq n$.

Proof. Inductively, we argue that $\sum_{m=0}^{\bar{m}-1} |T_m| = \sum_{m=0}^{\bar{m}-2} |T_m| + |T_{\bar{m}-1}| \leq \frac{1}{q}(3|T_{\bar{m}-1}|) \leq \frac{1}{q}|T_{\bar{m}}|$. $\square$

Claim 3.10 implies that $\frac{3}{4} : |T_n| \geq \frac{1}{q} |T_n| + \frac{1}{q} \sum_{m=0}^{n-1} |T_m| = \frac{1}{q} |A| \geq |S| \geq |S_n|$. In the case that $m' = n$, this implies

$$|(S, \overline{S})_{U(\mathcal{A})}| \geq \frac{D^2}{4} |T_n| - |S_n| \geq \frac{D^2}{16} |T_n| \geq \frac{D^2}{12} |S|.$$

Assume now that $m' < n$. Since $S$ is the disjoint union of all $S_m$ we know that the set $(S, \overline{S})_{U(\mathcal{A})}$ contains the disjoint sets $(S_m, T_m \setminus S_m)_{U(\mathcal{A})}$, $(T_m \setminus S_m, T_m')_{U(\mathcal{A})}$ and $(S_{m'}, T_{m'+1} \setminus S_{m'+1})_{U(\mathcal{A})}$ for all $m' < m \leq n$. Since every vertex in $T_m$ has $D^4$ neighbours in $T_{m+1}$ and on the other hand every vertex in $T_{m'+1}$ has one neighbour in $T_m$ we know that $|(S_{m'}, T_{m'+1} \setminus S_{m'+1})_{U(\mathcal{A})}| = |(S_{m'}, T_{m'+1})_{U(\mathcal{A})}| - |(S_{m'}, S_{m'+1})_{U(\mathcal{A})}| \geq D^4 |S_{m'}| - |S_{m'+1}| \geq D^4 |S_{m'}| - D^{4m'}/2$. Since additionally $|T_{m'}|/2 \geq |T_m \setminus S_m| = D^{4m'} - |S_{m'}|$ and $G_m$ is an $D^2/4$-expander for every $m$ we get

$$|(S, \overline{S})_{U(\mathcal{A})}| \geq \sum_{m>m'} \frac{D^2}{4} |S_m| + \frac{D^2}{4} |T_m \setminus S_m' + D^4 (|S_{m'}| - \frac{D^{4m'}}{2})$$

$$\geq \frac{D^2}{4} \sum_{m>m'} |S_m| + \frac{D^2}{8} |S_{m'}| + \frac{D^2}{8} \left( \frac{1}{2} |T_{m'}| \right)$$

Claim 3.10 implies $\frac{D^2}{4} \sum_{m>m'} |S_m| + \frac{D^2}{8} |S_{m'}| + \frac{D^2}{8} \sum_{m<m'} |T_m| \geq |S_{m'}| \geq \frac{D^2}{12} |S|$. $\square$

4 On the non-testability of a $\Pi_2$-property

In this section we that there exists an FO property on relational structures in $\Pi_2$ that is not testable. To do so, we first prove that the property $P_{\varphi_\Box}$ defined by the formula $\varphi_\Box$ in Section 3 is not testable. Later we prove that $\varphi_\Box$ is in $\Pi_2$. Finally, we extends our non-testability result to simple graphs.
Non-testability of $P_{\varphi(\boxtimes)}$. Recall that $r$-types are the isomorphism class of $r$-balls and that restricted to the class $C_d$ there are finitely many $r$-types. Let $\tau_1, \ldots, \tau_t$ be a list of all $r$-types of bounded degree $d$. We let $\rho_{A,r}$ be the $r$-type distribution of $A$, i.e.

$$\rho_{A,r}(X) := \frac{\sum_{\tau \in X} \{a \in A \mid N(a)^d_r \in \tau\}}{|A|}$$

for any $X \subseteq \{\tau_1, \ldots, \tau_t\}$. For two $\sigma$-structures $A$ and $B$ we define the sampling distance of depth $r$ as $\delta_\sigma^r(A,B) := \sup_{X \subseteq \{\tau_1, \ldots, \tau_t\}}|\rho_{A,r}(X) - \rho_{B,r}(X)|$. Then the sampling distance of $A$ and $B$ is defined as $\delta_\sigma(A,B) := \sum_{r=0}^\infty \frac{1}{2^r} \cdot \delta_\sigma^r(A,B)$.

The following theorem was proven for simple graphs and easily extends to $\sigma$-structures.

**Theorem 4.1 ([Lov12]).** For every $\lambda > 0$ there is a positive integer $n_0$ such that for every $\sigma$-structure $A \in C_d$ there is a $\sigma$-structure $\mathcal{H} \in C_d$ such that $|H| \leq n_0$ and $\delta_\sigma(A, \mathcal{H}) \leq \lambda$.

We make use of the following definition of local properties.

**Definition 4.2.** Let $\epsilon \in (0,1]$. A property $P \subseteq C_d$ is $\epsilon$-local on $C_d$ if there are numbers $r := r(\epsilon) \in \mathbb{N}$, $\lambda := \lambda(\epsilon) > 0$ and $n_0 := n_0(\epsilon) \in \mathbb{N}$ such that for any $\sigma$-structure $A \in P$ and $B \in C_d$ both on $n \geq n_0$ vertices, if $\sum_{t=1}^{t} |\rho_{A,r}(\{\tau_1\}) - \rho_{B,r}(\{\tau_1\})| < \lambda$ then $B$ is $\epsilon$-close to $P$, where $\tau_1, \ldots, \tau_t$ is a list of all $r$-types of bounded degree $d$. The property $P$ is local on $C_d$ if it is $\epsilon$-local on $C_d$ for every $\epsilon \in (0,1]$.

The following theorem relating testable properties and local properties was proven in [AH18].

**Theorem 4.3 ([AH18]).** For every property $P \subseteq C_d$, $P$ is testable if and only if $P$ is local on $C_d$.

We let $P_{\boxtimes} := P_{\varphi(\boxtimes)}$ for the formula $\varphi(\boxtimes)$ from Section 3. We also let $\sigma$ and $d$ be as defined in Section 3.

**Theorem 4.4.** $P_{\boxtimes}$ is not testable on $C_d$.

**Proof.** We prove non-locality for $P_{\boxtimes}$ and get non-testability with Theorem 4.3. Let $\epsilon := 1/(144D^2)$ and let $r \in \mathbb{N}$, $\lambda > 0$ and $n_0 \in \mathbb{N}$ be arbitrary. We set $\lambda' := \lambda/(t^2+1)$, where $\tau_1, \ldots, \tau_t$ are all $r$-types of bounded degree $d$, and let $n'_0$ be the positive integer from Theorem 4.4 corresponding to $\lambda'$. We now pick $n \in \mathbb{N}$ such that $n = \sum_{i=0}^{k} D^{4i}$ for some $k \in \mathbb{N}$, $n \geq 4n_0$ and $n \geq 4(n'_0/\lambda)$. Let $A \in C_d$ be a model of $\varphi(\boxtimes)$ on $n$ vertices. By Theorem 4.1 there is a structure $\mathcal{H} \in C_d$ on $m \leq n'_0$ vertices such that $\delta_\sigma(A, \mathcal{H}) \leq \lambda$. Let $B$ be the structure consisting of $\lfloor n/m \rfloor$ copies of $\mathcal{H}$ and $n$ mod $m$ isolated vertices. Note that we picked $B$ such that $|A| = |B|$.

We will first argue that $B$ is in fact $\epsilon$-far from having the property $P_{\boxtimes}$. First we rename the elements from $B$ in such a way that $A = B$ and the number $\sum_{R \in \sigma} |\hat{R}^A \Delta \hat{R}^B|$ of edge modifications to turn $A$ and $B$ into the same structure is minimal. Pick a partition $A = B = S \sqcup S'$ in such a way that $S \times S' \cap \hat{R}^B = \emptyset$, $S' \times S \cap \hat{R}^B = \emptyset$ for any $\hat{R} \in \sigma$ and $|S| - |S'|$ minimal among all such partitions. Assume that $|S| \leq |S'|$. Since the connected components in $B$ are of size $\leq m$ we know that $|S| - |S'| \leq m$ because otherwise we can get a partition $B = T \sqcup T'$ with $|T| - |T'| < |S| - |S'|$ by picking a connected component of $B$ whose elements are contained in $S'$ and moving them from $S'$ to $S$. Since $|S| \leq |S'|$ and $m \leq n/4$ we know that $n/4 \leq |S| \leq n/2$. This implies that

$$\sum_{R \in \sigma} |\hat{R}^A \Delta \hat{R}^B| \geq |(S, S')_{U(A)}| \geq |S| \cdot h(A)$$
Therefore $\mathcal{B}$ is $\epsilon$-far from being in $P_{\Sigma}$. But the neighbourhood distributions of $\mathcal{A}$ and $\mathcal{B}$ are similar as the following shows, proving that $P_{\Sigma}$ is not local.

\[
\sum_{i=1}^{t} |\rho_{A,r}(\{\tau_i\}) - \rho_{B,r}(\{\tau_i\})| \\
= \sum_{i=1}^{t} |\rho_{A,r}(\{\tau_i\}) - \frac{n \mod m}{n} \cdot \rho_{K_1,r}(\{\tau_i\}) - \frac{n}{m} \cdot \frac{m}{n} \cdot \rho_{H,r}(\{\tau_i\})| \\
\leq \sum_{i=1}^{t} |\rho_{A,r}(\{\tau_i\}) - \rho_{H,r}(\{\tau_i\})| + \sum_{i=1}^{t} \left| \frac{n \mod m}{n} \cdot \rho_{K_1,r}(\{\tau_i\}) \right| \\
+ \sum_{i=1}^{t} |\rho_{H,r}(\{\tau_i\}) - \frac{n}{m} \cdot \frac{m}{n} \cdot \rho_{H,r}(\{\tau_i\})| \\
\leq \sum_{i=1}^{t} |\rho_{A,r}(\{\tau_i\}) - \rho_{H,r}(\{\tau_i\})| + 2m \cdot \frac{n}{m} \\
\leq t \cdot \sup_{X \subseteq \mathcal{B}} |\rho_{A,r}(X) - \rho_{H,r}(X)| + 2m \cdot \frac{n}{m} \\
\leq t \cdot 2^r \cdot \delta_{\circ}(\mathcal{A},\mathcal{H}) + \frac{2m \cdot n}{m} \leq \frac{\lambda}{2} + \frac{\lambda}{2} = \lambda.
\]

The last inequality holds by choice of $\lambda$' and Theorem 4.1. \hfill \Box

**Every FO property on degree-regular structures is in $\Pi_2$.** We first give the following definition.

**Definition 4.5.** A Hanf sentence $\exists x \cdot \varphi(x)$ is short for

\[
\exists x_1 \ldots x_m ( \bigwedge_{1 \leq i,j \leq m, i \neq j} x_i \neq x_j \land \bigwedge_{1 \leq i \leq m} \varphi(x_i)),
\]

and $\varphi(x_i)$ can be expressed by an $\exists^* \forall$-formula where the existential quantifiers ensure the existence of the desired $r$-neighbourhood with all tuples in relations / not in relations as required by $\tau$, and the universal quantifier is used to express that there are no other elements in the $r$-neighbourhood of $x_i$.

Note that by definition, any Hanf sentence is in $\Sigma_2$. We now show the following lemma.

**Lemma 4.6.** Let $d \in \mathbb{N}$ and let $\varphi$ be an FO sentence. If every model of $\varphi$ is $d$-regular, then $\varphi$ is $d$-equivalent to a $\Pi_2$ sentence.

**Proof.** Before we begin, let us define an $r$-type $\tau$ to be $d$-regular, if for all structures $\mathcal{A}$ and all elements $a \in A$ of $r$-type $\tau$, every $b \in A$ with $\text{dist}(a, b) < r$ has $\deg_{\mathcal{A}}(b) = d$.

We first prove the following claim.
Claim 4.7. Let $d \in \mathbb{N}$, let $\varphi$ be an FO sentence, and let $\psi$ be in HNF with $\psi \equiv_d \varphi$ such that $\psi$ is in DNF, where the literals are Hanf sentences or negated Hanf sentences. Furthermore, assume that the neighbourhood types in all (positive) Hanf sentences of $\psi$ are $d$-regular. Then $\varphi$ is in $\Pi_2$.

Proof. Assume $\psi$ is of the form $\exists \exists^m x \varphi_\tau(x)$, where $\tau$ is $d$-regular. As in Definition 4.5, we may assume $\varphi_\tau(x_i)$ is an $\exists^*\forall$-formula, which is a conjunction of an $\exists^*$-formula $\varphi_{\tau_i}(x_i)$ (expressing that $x$ has an ‘induced sub-neighbourhood’ of type $\tau$) and a universal formula saying that there are no further elements in the neighbourhood. We now have that $\psi \equiv_d \exists \exists^m x \varphi_\tau(x)$. To see this, let $A \models \exists \exists^m x \varphi_\tau(x)$ and $\deg(A) \leq d$. Then $A \models \exists \exists^m x \varphi_\tau(x)$ because $\tau$ is $d$-regular. The converse is obvious.

If $\psi$ is of the form $\neg \exists \exists^m x \varphi_\tau(x)$, where $\varphi_\tau(x_i)$ is an $\exists^*\forall$-formula, then $\neg \exists \exists^m x \varphi_\tau(x)$ is equivalent to a formula in $\Pi_2$. Since $\Pi_2$ is closed under disjunction and conjunction, this proves the claim. \qed

Now the proof follows from Claim 4.7, because if $\varphi$ only has $d$-regular models, then there is a formula $\psi \equiv \varphi$ satisfying the assumptions of the claim. \qed

Existence of a non-testable $\Pi_2$-property. With Lemma 4.6 and Theorem 4.4, we are ready to prove the following theorem.

Theorem 4.8. There are degree bounds $d \in \mathbb{N}$ such that there exists a property on $C_d$ definable by a formula in $\Pi_2$ that is not testable.

Proof. Pick $d = 2D^2 + D^4 + 1$ for any large prime power $D$. Then using the construction from [RVW02] we can find a $(D^4, D, 1/4)$-graph $H$. By Theorem 4.4 using this base expander $H$ for the construction of the formula $\varphi_2$ we get a property which is not testable on $C_d$. Since all models of $\varphi_2$ are $d$-regular by construction, Lemma 4.6 gives us that $\varphi_2$ is $d$-equivalent to a formula in $\Pi_2$. \qed

4.1 Extension to simple (undirected) graphs

By our previous argument, to show the existence of a non-testable $\Pi_2$-property for simple graphs, i.e. undirected graphs without parallel edges and without self-loops, it suffices to construct a non-testable FO graph property. To do so, we carefully translate the edge-coloured directed graphs of our previous example in Section 3 to simple graphs. We encode $\sigma$-structures by representing each type of directed edge by a constant size graph gadget, maintaining the degree regularity. We then translate the formula $\varphi_2$ into a formula $\psi_2$. We obtain a class of simple expanders, that is defined by an FO sentence, and obtain the analogous Theorem.

Theorem 4.9. There exists $d \in \mathbb{N}$ and an FO property of simple graphs of bounded degree $d$ that is not testable.

In the rest of this section, we prove the above theorem.

Construction of a family of graphs. Let $d$ be as defined in Section 3. Let $G^d(u, v)$ be the graph with vertex set $\{u, v, u_0, \ldots, u_{d-2}\}$ and edge set $\{\{w, u_i\}, \{v, u_i\}, \{u_i, u_j\} \mid i, j \in [d-2], i \neq j\}$. Let $H^d(u, v)$ be the graph with vertex set $\{u, v, u'_j, v'_j, u_i, v_i \mid i \in \left[\left[\frac{d-1}{2}\right]\right], j \in \left[\left[\frac{d-1}{2}\right]\right]\}$ and edge set

\begin{align*}
\{\{u, u_i\}, \{v, v_i\}, \{u_i, v_i\} \mid i \in \left[\left[\frac{d-1}{2}\right]\right]\}\cup \\
\{\{u, u'_j\}, \{v, v'_j\}, \{u'_j, v'_j\} \mid j \in \left[\left[\frac{d-1}{2}\right]\right]\}\cup \\
\end{align*}
Finally let $P_{\ell,p}^{d}(u_0, v_\ell)$ be the graph consisting of $\ell$ copies $G^d(u_0, v_0), \ldots, G^d(u_{p-1}, v_{p-1}), G^d(u_{p+1}, v_{p+1}), \ldots, G^d(u_\ell, v_\ell)$, one copy $H^d(u_\ell, v_p)$ and additional edges $\{v_i, u_{i+1}\}$ for each $i \in [\ell]$. Note that $P_{\ell,p}^{d}(u_0, v_\ell)$ has $\ell \cdot (d + 1) + 2d$ vertices, the vertices $u_0$ and $v_\ell$ have degree $d - 1$ and every other vertex has degree $d$, see Figure 4 for an example.

Let $A \in P_{\ell_p}^{d}$ and let $\ell = 2 \cdot (3D^4 + 1)$. We obtain an undirected graph $G = (V, E)$ from $A$ using the following steps.

1. For every $i_0, i_1, i_2, i_3 \in [D]$ we define $p = 2D^4 + \sum_{k=0}^{3} k \cdot D^k$ and replace every edge $(x, y) \in E^{A}_{(i_0, i_1), (i_2, i_3)}$ by $P_{\ell,p}^{d}(u_0, v_\ell)$ and additional edges $\{x, u_0\}$ and $\{v_\ell, y\}$. Here all vertices of $P_{\ell,p}^{d}(u_0, v_\ell)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $E^{A}_{(i_0, i_1), (i_2, i_3)}$-arrow with end-vertices $x$ and $y$.

2. For every $i_0, i_1, i_2, i_3 \in [D]$ we define $p = 2D^4 + \sum_{k=0}^{3} k \cdot D^k$ and replace every edge $(x, y) \in E^{A}_{(i_0, i_1), (i_2, i_3)}$ by $P_{\ell,p}^{d}(u_0, v_\ell)$ and additional edges $\{x, u_0\}$ and $\{v_\ell, y\}$. Here all vertices of $P_{\ell,p}^{d}(u_0, v_\ell)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $F^{A}_{(i_0, i_1), (i_2, i_3)}$-arrow with end-vertices $x$ and $y$.

3. For every $i_0, i_1, i_2, i_3 \in [D]$ we define $p = 2D^4 + \sum_{k=0}^{3} k \cdot D^k$ and replace every edge $(x, y) \in E^{A}_{(i_0, i_1), (i_2, i_3)}$ by $P_{\ell,p}^{d}(u_0, v_\ell)$ and additional edges $\{x, u_0\}$ and $\{v_\ell, y\}$. Here all vertices of $P_{\ell,p}^{d}(u_0, v_\ell)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $L^{A}_{(i_0, i_1), (i_2, i_3)}$-arrow with end-vertices $x$ and $y$.

4. We define $p = 3D^4$ and replace every edge $(x, y) \in R^A$ by $P_{\ell,p}^{d}(u_0, v_\ell)$ and additional edges $\{x, u_0\}$ and $\{v_\ell, y\}$. Here all vertices of $P_{\ell,p}^{d}(u_0, v_\ell)$ are pairwise distinct and new, and we call them auxiliary vertices. Call this gadget graph an $R$-arrow with end-vertices $x$ and $y$.

All vertices, that are not auxiliary, are called original vertices. Note that from the location $p$ of the gadget $H^d(v_0, v_p)$ uniquely encodes the colour of the original directed coloured edge. Also note that each arrow defined above has a direction as the gadget $H^d(v_0, v_p)$ is always located in the first half of the path $P_{\ell,p}^{d}(u_0, v_\ell)$. The following is easy to observe from the construction.
Remark. For every \( x \in V \), \( x \) is an original vertex iff \( x \) is contained in no triangle.

We let \( \delta(x) \) be a formula in the language of undirected graphs, saying ‘\( x \) is an original vertex’, which is easy to do by Remark \([3]\). We now translate the formula \( \varphi \) into a formula \( \psi \) in the language of undirected graphs using the following first-order formulas \( \alpha^E, \alpha^R \) and \( \alpha^k \). Let \( \alpha^E_i(x,y) \) say ‘\( x \) and \( y \) are the end-vertices of an induced \( E_{i,j} \)-arrow’ for \( i,j \in [D]^2 \), similarly, let \( \alpha^k_{i,j}(x,y) \) say ‘\( x \) and \( y \) are the end-vertices of an induced \( F_k \)-arrow’ for \( k \in ([D]^2)^2 \). Furthermore let \( \alpha^R_{i,j}(x,y) \) say ‘\( x \) and \( y \) are the end-vertices of an induced \( L_k \)-arrow’ for \( k \in ([D]^2)^2 \) and \( \alpha^R(x,y) \) say ‘\( x \) and \( y \) are the end-vertices of an induced \( R \)-arrow’. Given \( \varphi \), formula \( \psi \) is obtained as follows. In \( \varphi \) we replace each expression \( E_{i,j}(x,y) \) by \( \alpha^E_{i,j}(x,y) \), each \( F_k(x,y) \) by \( \alpha^k_{i,j}(x,y) \), each \( L_k(x,y) \) by \( \alpha^R_{i,j}(x,y) \) and each \( R(x,y) \) by \( \alpha^R(x,y) \). In addition, we relativise all quantifiers to the original vertices (replacing every expression of the form \( \exists x \chi \) by \( \exists x (\delta(x) \land \chi) \) and every expression of the form \( \forall x \chi \) by \( \forall x (\delta(x) \rightarrow \chi) \)). Let \( P_\psi := \{ G \in C_d \mid G \models \psi \} \).

**Lemma 4.10.** The models of \( \psi \) are a family of \( \xi \)-expanders, for some constant \( \xi > 0 \).

**Proof.** Let \( G = (V,E) \) be a model of \( \psi \) and let \( A \) be the corresponding model of \( \varphi \). Let \( S \subseteq V \) such that \( |S| \leq \frac{|V|}{2} \). Let \( V_{\text{original}} \sqcup V_{\text{auxiliary}} = V \) be the partition of \( V \) into original and auxiliary vertices. Let \( S_{\text{original}} := V_{\text{original}} \cap S \) and \( S_{\text{auxiliary}} := V_{\text{auxiliary}} \cap S \).

First note that by the above definitions every directed coloured edge in \( A \) corresponds to a constant number \( c^D := 2 \cdot (3D^4 + 1) \cdot ((d + 1) + 2d) \) of auxiliary vertices in \( V_{\text{auxiliary}} \), where \( d = 2D^2 + D^4 + 1 \).

Assume \( |S_{\text{original}}| > \frac{2}{dc^D} \cdot |S| \). Then there are \( |S| - |S_{\text{original}}| < \frac{dc^D - 2}{2} \cdot |S_{\text{original}}| \) vertices in \( S_{\text{auxiliary}} \). This implies that at least \( d|S_{\text{original}}| - 2 \cdot \frac{dc^D - 2}{2} \cdot |S_{\text{original}}| \) of the arrows incident to a vertex in \( S_{\text{original}} \) contribute at least one edge to \( \langle S, V \setminus S \rangle_G \) and therefore

\[
\langle S, V \setminus S \rangle_G \geq d|S_{\text{original}}| - \frac{dc^D - 2}{2} \cdot |S_{\text{original}}| \\
= \frac{2}{c^D} \cdot |S_{\text{original}}| \geq \frac{4d}{c^D} |S|
\]

Assume \( \frac{1}{2dc^D} |S| < |S_{\text{original}}| \leq \frac{2}{dc^D} \cdot |S| \). Let \( \epsilon = \frac{d^2}{12} \) as defined in the proof of Theorem \([3]\). Since each edge in the underlying graph \( U(A) \) corresponds to exactly one arrow in \( G \) we get that \( \langle S, V \setminus S \rangle_G \geq \langle S_{\text{original}}, V_{\text{original}} \setminus S_{\text{original}} \rangle_{U(A)} \). Since \( A \) is \( d \)-regular and every edge gets replaced by \( c_D \) auxiliary vertices we get \( |V| = (1 + \frac{dc^D}{2})|A| \). Then

\[
|S_{\text{original}}| \leq \frac{2}{dc^D} \cdot |S| \leq \frac{1}{dc^D} \cdot |V| = \frac{2 + dc^D}{2dc^D} |A|
\]

and \( |A \setminus S_{\text{original}}| \geq (\frac{2dc^D}{2} + dc^D) |S_{\text{original}}| \). Then from Theorem \([3]\) we directly get

\[
\langle S, V \setminus S \rangle_G \geq \langle S_{\text{original}}, V_{\text{original}} \setminus S_{\text{original}} \rangle_{U(A)} = \epsilon \min\{ |S_{\text{original}}|, |A \setminus S_{\text{original}}| \} \geq \epsilon \min\{ \frac{1}{2dc^D}, \frac{dc^D}{2 + dc^D} \} |S|.
\]

Now assume \( |S_{\text{original}}| \leq \frac{1}{dc^D} \cdot |S| \). Therefore there are \( |S| - |S_{\text{original}}| \geq |S| - \frac{1}{2dc^D} \cdot |S| \) in \( S_{\text{auxiliary}} \). Of these at least \( \frac{2dc^D - 1}{2dc^D} \cdot |S| - |S_{\text{original}}| c_D \geq \frac{2dc^D - 1 - c_D}{2dc^D} \) vertices in \( S_{\text{auxiliary}} \) that are not...
in a connected component with any element from $S_{\text{original}}$ in the graph $G[S]$. Since any connected component of $G[S]$ with no vertices in $S_{\text{original}}$ contains at most $c_d$ vertices, we get that

$$\langle S, V \setminus S \rangle_G \geq \frac{2dc_D - c_D - 1}{2dc_D^2} |S|.$$ 

By setting $\xi = \min\{\frac{2dc_D - c_D - 1}{2dc_D}, \epsilon, \frac{\epsilon}{2c_D + dc_D c_d^2} \} > 0$ we proved the claimed. \hfill $\square$

One can then prove that the property $P_{\psi(\overline{2})}$ is not testable by using analogous arguments as in the proof of Theorem 4.4. In the following, we present a slightly different proof using a result from [FPS19]. We first introduce a definition of “hyperfinite graphs”.

**Definition 4.11.** Let $\epsilon \in (0, 1]$ and $k \geq 1$. A graph $G$ with maximum degree bounded by $d$ is called $(\epsilon,k)$-hyperfinite if one can remove at most $\epsilon dV$ edges from $G$ so that each connected component of the resulting graph has at most $k$ vertices. For a function $\rho : (0,1] \rightarrow \mathbb{N}^+$, a graph $G$ is called $\rho$-hyperfinite if $G$ is $(\epsilon,\rho(\epsilon))$-hyperfinite for every $\epsilon > 0$. A set (or property) $\Pi$ of graphs is called $\rho$-hyperfinite if every graph in $\Pi$ is $\rho$-hyperfinite. A set (or property) $\Pi$ of graphs is called hyperfinite if it is $\rho$-hyperfinite for some function $\rho$.

Now we recall that a graph property is a set of graphs that is invariant under graph isomorphism. A subproperty of a property $P$ is a subset of graphs in $P$ that is also invariant under graph isomorphism.

**Lemma 4.12** (Corollary 1.1 in [FPS19]). Let $C_d$ be the class of graphs of bounded maximum degree $d$. Let $P \subseteq C_d$ be a property that does not contain an infinite hyperfinite subproperty, and let $P' \subseteq C_d$ be arbitrary property such that $P \cap P'$ is an infinite set. Then $P \cap P'$ is not testable.

Now we are ready to finish the proof of Theorem 4.9.

**Proof of Theorem 4.9.** We show that the property $P_{\psi(\overline{2})}$ does not contain an infinite hyperfinite subproperty. If this is true, then by applying Lemma 4.12 with $P = P_{\psi(\overline{2})}$ and $P' = C_d$, we have that $P_{\psi(\overline{2})}$ is not testable. This will then finish the proof of Theorem 4.9.

Suppose towards contradiction that $P_{\psi(\overline{2})}$ contains an infinite hyperfinite subproperty. That is, there exists an infinite subset $Q \subseteq P_{\psi(\overline{2})}$ and a function $\rho : (0,1] \rightarrow \mathbb{N}$ such that $Q$ is $(\epsilon,\rho(\epsilon))$-hyperfinite for every $\epsilon > 0$. That is, for any graph $G = (V,E) \in Q$, for any $\epsilon > 0$, we can remove $\epsilon dV$ edges from $G$ so that each connected component of the resulting graph has at most $\rho(\epsilon)$ vertices. Now let $\epsilon$ be an arbitrarily small constant such that $\rho(\epsilon) \ll |V|$ and that $\epsilon \leq \frac{\xi}{1000}$, where $\xi$ is the constant from Lemma 4.10. Let $V_1, V_2, \ldots$ be a vertex partitioning of $V$ such that $|V_i| \leq \rho(\epsilon)$ and the number of edges crossing different parts is at most $\epsilon dV$. Let $S$ be a vertex subset that is a union of the first $j$ parts $V_1, \ldots, V_{j}$ such that $|\bigcup_{i \leq j-1} V_i| < \frac{|V|}{2}$ and $|\bigcup_{i \leq j} V_i| \geq \frac{|V|}{2}$. Note that such a set always exists as $|V_i| \leq \rho(\epsilon) \ll |V|$ and furthermore, $|S| = |\bigcup_{i \leq j} V_i| < |V|$. Now on one hand, $|\langle S, \overline{S} \rangle|$ is at most the number of edges crossing different parts and thus at most $\epsilon d|V|$. On the other hand, since $G \in P_{\psi(\overline{2})}$, $G$ is a $\xi$-expander for some constant $\xi$ from Lemma 4.10. Thus, $|\langle S, \overline{S} \rangle| \geq \xi \frac{|V|}{2} > \epsilon d|V|$, which is a contradiction by our setting of $\epsilon$. Therefore, $P_{\psi(\overline{2})}$ does not contain an infinite hyperfinite subproperty. This finishes the proof of the theorem. $\square$
5 On the testability of all $\Sigma_2$-properties

In this section we let $\sigma = \{R_1, \ldots, R_m\}$ be any relational structures and $C_d$ the set of $\sigma$-structure of bounded degree $d$. We prove the following.

**Theorem 5.1.** Every first-order property defined by a $\sigma$-sentence in $\Sigma_2$ is testable in the bounded-degree model.

We adapt the notion of indistinguishability of [AFKS00] from the dense model to the bounded degree model.

**Definition 5.2.** Two properties $P, Q \subseteq C_d$ are called indistinguishable if for every $\epsilon \in (0, 1)$ there exists $N = N(\epsilon)$ such that for every structure $A \in P$ with $|A| > N$ there is a structure $\tilde{A} \in Q$ with the same universe, that is $\epsilon$-close to $A$; and for every $B \in Q$ with $|B| > N$ there is a structure $\tilde{B} \in P$ with the same universe, that is $\epsilon$-close to $B$.

The following lemma follows from the definitions, and is similar to [AFKS00], though we make use of the canonical testers for bounded degree graphs ([CPS16, GR11]).

**Lemma 5.3.** If $P, Q \subseteq C_d$ are indistinguishable properties, then $P$ is testable on $C_d$ if and only if $Q$ is testable on $C_d$.

**Proof.** We show that if $P$ is testable, then $Q$ is also testable. The other direction follows by the same argument. Let $\epsilon > 0$. Since $P$ is testable, there exists an $\epsilon/2$-tester for $P$ with success probability at least $\frac{\epsilon}{2}$. Furthermore, we can assume that the tester (called canonical tester) behaves as follows (see [CPS16, GR11]): it first uniformly samples a constant number of elements, then explores the union of $r$-balls around all sampled elements for some constant $r > 0$, and makes deterministic decision whether to accept, based on an isomorphic copy of the explored substructure. Let $C = C(\frac{\epsilon}{2}, d)$ denote the number of queries the tester made on the input structure. By repeating this tester and taking the majority, we can have a tester $T$ with $c_1 \cdot C$ queries and success probability at least $\frac{5}{6}$ for some integer $c_1 > 0$.

Let $N$ be a number such that if a structure $B$ with $n > N$ elements satisfies $Q$, then there exists a $\tilde{B} \in P$ with the same universe such that $\text{dist}(B, \tilde{B}) \leq \min\{\frac{\epsilon}{2}, \frac{1}{\sqrt{c_2C_d^d}}\}dn$ for some large constant $c_2 > 0$. Now we give an $\epsilon$-tester for $Q$. If the input structure $\tilde{B}$ has size at most $N$, we can query the whole input to decide if it satisfies $Q$ or not. If its size is larger than $N$, then we use the aforementioned $\frac{\epsilon}{2}$-tester for $P$ with success probability at least $\frac{5}{6}$. If $B$ satisfies $Q$, then there exists $\tilde{B} \in P$ that differs from $B$ in no more than $1/(c_2C_d^{C_d^d})dn$ places. Since the algorithm samples at most $c_1 \cdot C$ elements and queries the $r$-balls around all these sampled elements, for $r < C$, we have that with probability at least $1 - \frac{1}{6}$, the algorithm does not query any part where $B$ and $\tilde{B}$ differ, and thus its output is correct with probability at least $\frac{5}{6} - \frac{1}{6} = \frac{2}{3}$. If $B$ is $\epsilon$-far from satisfying $Q$ then it is $\frac{\epsilon}{2}$-far from satisfying $P$ and with probability at least $\frac{5}{6} > \frac{2}{3}$, the algorithm will reject $\tilde{B}$. Thus $Q$ is also testable. \qed

**High-level idea of proof of Theorem 5.1.** Let $\varphi \in \Sigma_2$. We prove that the property defined by $\varphi$ can be written as the union of properties, each of which is defined by another formula $\varphi'$ in $\Sigma_2$ where the structure induced by the existentially quantified variables is a fixed structure $M$. With some further simplification of $\varphi'$, we obtain a formula $\varphi''$ in $\Sigma_2$ which expresses that the structure has to have $M$ as an induced substructure and every set of elements of fixed size $\ell$ has to induce some structure from a set of structures $\mathcal{B}$, and depending on the structure from $\mathcal{B}$ a set of $\ell$ elements induces there might be some connections to the elements of $M$. We now define a
formula $\psi$ in $\Pi_1$ such that the property defined by $\psi$ is indistinguishable from the property defined by $\varphi''$ in the sense that we can transform any structure satisfying $\psi$, into a structure satisfying $\varphi''$ by modifying no more than a small fraction of the tuples and vice versa. The intuition behind this is that every structure satisfying $\varphi$ can be made to satisfy $\psi$ by removing the structure $M$ while on the other hand for every structure which satisfies $\psi$ we can plant the structure $M$ to make it satisfy $\varphi''$. Since it is a priori unclear how the existential and universal quantified variables interact, we have to define $\psi$ very carefully. Here it is important to note that the existence of occurrences of structures in $\mathfrak{B}$ forces an interaction with $M$ to be limited because of the degree bound. Thus such structures can not be allowed to occur for models of $\psi$, as herein the number of occurrences can not be limited in any way. Since properties defined by a formula in $\Pi_1$ are testable, this implies with the indistinguishability of $\psi$ and $\varphi''$ that the property defined by $\varphi''$ is testable. Furthermore by the fact that testable properties are closed under union \cite{Gol17}, we reach the conclusion that any property defined by a formula in $\Sigma_2$ is testable.

Especially we will not directly give a tester for the property $P_\varphi$ but decompose $\varphi$ into simpler cases. However, every simplification of $\varphi$ used is computable, and the proof below yields a construction of an $\epsilon$-tester for $P_\varphi$ for every $\epsilon \in (0, 1)$ and every $\varphi \in \Sigma_2$.

For the full proof of Theorem 5.1, we use the following definition.

**Definition 5.4.** Let $A$ be a $\sigma$-structure with $A = \{a_1, \ldots, a_t\}$. Let $\vec{z} = (z_1, \ldots, z_i)$ be a tuple of variables. Then we define $t^A(\vec{z})$ as follows.

$$t^A(\vec{z}) := \bigwedge_{R \in \sigma} \left( \bigwedge_{(a_1, \ldots, a_{i \tau(R)}) \in R^A} R(z_1, \ldots, z_{i \tau(R)}) \land \bigwedge_{(a_1, \ldots, a_{i \tau(R)}) \in A^\tau(R) \setminus R^A} \neg R(z_1, \ldots, z_{i \tau(R)}) \right) \land \bigwedge_{i,j \in [t], \ i \neq j} (\neg z_i = z_j).$$

Note that for every $\sigma$-structure $A'$ and $\vec{a} = (a_1', \ldots, a_t') \in (A')^t$ we have that $A' \models t^A(\vec{a})$ if and only if $a_i \mapsto a_i'$, $i \in \{1, \ldots, t\}$ is an isomorphism from $A$ to $A'[\{a_1', \ldots, a_t'\}]$. In particular, if $A' \models t^A(\vec{a})$, then $\{a_1', \ldots, a_t'\}$ induces a substructure isomorphic to $A$ in $A'$.

**Proof of Theorem 5.1.** Let $\varphi$ be any $\sigma$-sentence in $\Sigma_2$. Therefore we can assume that $\varphi$ is of the form $\varphi = \exists \vec{x} \forall \vec{y} \chi(\vec{x}, \vec{y})$ where $\vec{x} = (x_1, \ldots, x_k)$ is a tuple of $k \in \mathbb{N}$ variables, $\vec{y} = y_1, \ldots, y_\ell$ is a tuple of $\ell \in \mathbb{N}$ variables and $\chi(\vec{x}, \vec{y})$ is a quantifier free formula. We can further assume that $\chi(\vec{x}, \vec{y})$ is in disjunctive normal form, and that

$$\varphi = \exists \vec{x} \forall \vec{y} \bigvee_{i \in I} \left( \alpha^i(\vec{x}) \land \beta^i(\vec{y}) \land \text{pos}^i(\vec{x}, \vec{y}) \land \text{neg}^i(\vec{x}, \vec{y}) \right), \quad \text{(2)}$$

where $\alpha^i(\vec{x})$ is a conjunction of literals only containing variables from $\vec{x}$, $\beta^i(\vec{y})$ is a conjunction of literals only containing variables in $\vec{y}$, $\text{neg}^i(\vec{x}, \vec{y})$ is a conjunction of negated atomic formulas containing both variables from $\vec{x}$ and $\vec{y}$ and $\text{pos}^i(\vec{x}, \vec{y})$ is a conjunction of atomic formulas containing both variables from $\vec{x}$ and $\vec{y}$. Now note that if an expression '$x_j = y_{j'}$' appears in a conjunctive clause, then we can replace every occurrence of $y_{j'}$ by $x_j$ in that clause, which will result in an equivalent formula.

We now write the formula $\varphi$ given in (2) as a disjunction over all possible structures in $C_d$ the existentially quantified variables could enforce. Since the elements realising the existentially
quantified variables will have a certain structure, it is natural to decomposed the formula in this way.

Let \( \mathfrak{M} \subseteq C_d \) be a set of models of \( \varphi \), such that every model \( A \in C_d \) of \( \varphi \) contains an isomorphic copy of some \( M \in \mathfrak{M} \) as an induced substructure, and \( \mathfrak{M} \) is minimal with this property.

**Claim 5.5.** Every \( M \in \mathfrak{M} \) has at most \( k \) elements.

**Proof.** Assume there is \( M \in \mathfrak{M} \) with \( |M| > k \). Since every structure in \( \mathfrak{M} \) is a model of \( \varphi \) there must be a tuple \( \overline{a} = (a_1, \ldots, a_k) \in M^k \) such that \( M \models \forall \overline{y} \bigvee_{i \in I} \left( \alpha^i(\overline{y}) \land \beta^i(\overline{y}) \land \neg \text{pos}^i(\overline{y}) \land \neg \text{neg}^i(\overline{y}) \right) \).

This implies that for every tuple \( \overline{b} \in M^k \) we have \( M \models \bigvee_{i \in I} \left( \alpha^i(\overline{b}) \land \beta^i(\overline{b}) \land \neg \text{pos}^i(\overline{b}) \land \neg \text{neg}^i(\overline{b}) \right) \).

Furthermore, since \( \{a_1, \ldots, a_k\}^f \subseteq M^f \) we have that \( M\{\{a_1, \ldots, a_k\}\} \models \forall \overline{y} \bigvee_{i \in I} \left( \alpha^i(\overline{y}) \land \beta^i(\overline{y}) \land \neg \text{pos}^i(\overline{y}) \land \neg \text{neg}^i(\overline{y}) \right) \). This means that \( M\{\{a_1, \ldots, a_k\}\} \models \varphi \). Hence by definition, \( \mathfrak{M} \) contains an induced substructure \( M' \) of \( M\{\{a_1, \ldots, a_k\}\} \). But then \( M' \) is an induced substructure of \( M \) with strictly fewer elements than \( M \), a contradiction to the definition of \( \mathfrak{M} \).

Therefore \( \mathfrak{M} \) is finite. For \( \mathfrak{M} \in \mathfrak{M} \) let \( J_M := \{ j \in I \mid M \models \alpha^j(\overline{m}) \} \) for some \( \overline{m} \in M^f \} \subseteq I \).

**Claim 5.6.** We have \( \varphi \equiv_d \forall \mathfrak{M} \in \mathfrak{M} \left( \exists \overline{x} \forall \overline{y} \left[ \nu(\overline{x}) \land \bigvee_{j \in J_M} \left( \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \right] \right) \).

**Proof.** Let \( A \in C_d \) be a model of \( \varphi \). Then there is a tuple \( \overline{a} = (a_1, \ldots, a_k) \in A^k \) such that \( A \models \forall \overline{y} \chi(\overline{x}, \overline{y}) \). Since \( \{a_1, \ldots, a_k\}^f \subseteq A^f \) this implies that \( A\{\{a_1, \ldots, a_k\}\} \models \forall \overline{y} \chi(\overline{x}, \overline{y}) \) and hence \( A\{\{a_1, \ldots, a_k\}\} \models \varphi \). In addition, we may assume that we picked \( \overline{a} \) in such a way that for any tuple \( \overline{a}' = (a'_1, \ldots, a'_k) \in \{a_1, \ldots, a_k\}^k \) with \( \{a'_1, \ldots, a'_k\} \subseteq \{a_1, \ldots, a_k\} \) we have that \( A \models \neg \forall \overline{y} \chi(\overline{x}, \overline{y}) \).

The reason is that if for some tuple \( \overline{a} \) this is not the case then we just replace \( \overline{a} \) by \( \overline{a}' \) and so on until this property holds). Hence \( A\{\{a_1, \ldots, a_k\}\} \) cannot have a proper induced substructure in \( \mathfrak{M} \), and it follows that there is \( M \in \mathfrak{M} \) such that \( M \models A\{\{a_1, \ldots, a_k\}\} \). By choice of \( J_M \) we get

\[
A \models \bigvee_{M \in \mathfrak{M}} \left( \exists \overline{x} \forall \overline{y} \left[ \nu(\overline{x}) \land \bigvee_{j \in J_M} \left( \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \right] \right).
\]

To prove the other direction, we now let the structure \( A \in C_d \) be a model of the formula \( \bigvee_{M \in \mathfrak{M}} \left( \exists \overline{x} \forall \overline{y} \left[ \nu(\overline{x}) \land \bigvee_{j \in J_M} \left( \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \right] \right) \). Consequently there is \( M \in \mathfrak{M} \) and \( \overline{a} \in A^k \) such that \( A \models \forall \overline{y} \left[ \nu(\overline{x}) \land \bigvee_{j \in J_M} \left( \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \right] \). By choice of \( J_M \) this implies \( A \models \forall \overline{y} \bigvee_{j \in J_M} \left( \alpha^j(\overline{x}) \land \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \) and hence \( A \models \varphi \).

Since the union of finitely many testable properties is testable (see e.g. [Gol17]), it is sufficient to show that the property \( P_\varphi \) where \( \varphi \) is of the form

\[
\varphi = \exists \overline{x} \forall \overline{y} \chi(\overline{x}, \overline{y}), \quad \text{where} \quad \chi(\overline{x}, \overline{y}) = \left[ \nu(\overline{x}) \land \bigvee_{j \in J_M} \left( \beta^j(\overline{y}) \land \text{pos}^j(\overline{y}) \land \text{neg}^j(\overline{y}) \right) \right],
\]

for some \( M \in \mathfrak{M} \) is testable. In the following, we will enforce that for every conjunctive clause of the big disjunction of \( \chi \), the universally quantified variables induce a specific substructure.

For \( j \in J_M \) let \( S_j \subseteq C_d \) be a maximal set of pairwise non-isomorphic structures \( H \) such that \( H \models \beta^j(\overline{b}) \) for some \( \overline{b} = (b_1, \ldots, b_k) \in H^k \) with \( \{b_1, \ldots, b_k\} = H \).
Claim 5.7. We have $\varphi \equiv_d \exists \overline{x} \forall y \left[ \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(y) \land \nu^j(\overline{x}, y) \land \neg \nu^j(\overline{x}, y) \right) \right]$. 

Proof. Let $A \in C_d$ and $\overline{y} = (a_1, \ldots, a_k) \in A^k$. First assume that $A \models \forall y \chi(\overline{x}, y)$. Hence for any tuple $\overline{b} \in A^k$ there is an index $j \in J_M$ such that $A \models \beta^j(\overline{b}) \land \nu^j(\overline{x}, \overline{b}) \land \neg \nu^j(\overline{x}, \overline{b})$. Then $A \models \beta^j(\overline{b})$ implies that $A[\{b_1, \ldots, b_k\}] \cong H$ for some $H \in \mathcal{S}_j$. Hence $A \models \nu^H(\overline{b})$ and $A \models \left[ \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(\overline{y}) \land \nu^j(\overline{x}, \overline{y}) \land \neg \nu^j(\overline{x}, \overline{y}) \right) \right]$. 

For the other direction, we let $A \models \forall y \left[ \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(\overline{y}) \land \nu^j(\overline{x}, \overline{y}) \land \neg \nu^j(\overline{x}, \overline{y}) \right) \right]$. Then for every tuple $\overline{b} \in A^k$ there is an index $j \in J_M$ and $H \in \mathcal{S}_j$ such that $A \models \beta^j(\overline{b}) \land \nu^j(\overline{x}, \overline{b}) \land \neg \nu^j(\overline{x}, \overline{b})$. Therefore $A[\{b_1, \ldots, b_k\}] \cong H$ and we know that $A \models \beta^j(\overline{b})$. Therefore $A \models \beta^j(\overline{b}) \land \nu^j(\overline{x}, \overline{b}) \land \neg \nu^j(\overline{x}, \overline{b})$ and since this is true for any $\overline{b} \in A^k$ we get $A \models \varphi$. 

Thus, it suffices to assume that 

$$\varphi = \exists \overline{x} \forall y \chi(\overline{x}, y), \text{ where } \chi(\overline{x}, y) := \left[ \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(y) \land \nu^j(\overline{x}, y) \land \neg \nu^j(\overline{x}, y) \right) \right]$$

for some $M \in \mathfrak{M}$. 

Next we will define a universally quantified formula $\psi$ and show that $P^\psi$ is indistinguishable from the property $P^\varphi$. To do so we will need the two claims below. Intuitively, Claim 5.8 says that models of $\varphi$ of bounded degree do not have many ‘interactions’ between existential and universal variables – only a constant number of tuples in relations combine both types of variables. Note that for a structure $A$ and tuples $\overline{x} \in A^k$, $\overline{b} = (b_1, \ldots, b_k) \in A^k$ the condition $A \models \iota^H(\overline{b}) \land \nu^j(\overline{x}, \overline{b}) \land \neg \nu^j(\overline{x}, \overline{b})$ can force an element of $\overline{b}$ to be in a tuple (of a relation of $A$) with an element of $\overline{x}$, even if $\nu^j(\overline{x}, \overline{y})$ only contains literals of the form $x_i = y_i$. (For example, it may be the case that for some tuple $\overline{b} \in \{b_1, \ldots, b_k\}^k$, every clause $\iota^H(y) \land \nu^j(x, y) \land \neg \nu^j(x, y)$ for which $A \models \iota^H(\overline{y}) \land \nu^j(\overline{x}, \overline{y}) \land \neg \nu^j(\overline{x}, \overline{y})$ enforces a tuple to contain some element of $\overline{b}$ and some element of $\overline{x}$.) We will now define a set $J$ to pick out the clauses that do not enforce a tuple to contain both an element from $\overline{x}$ and $\overline{b}$. Note that we still allow elements from $\overline{b}$ to be amongst the elements in $\overline{x}$. In Claim 5.8 we show that for every $A \in C_d$, $\overline{x} \in A^k$ for which $A \models \forall y \chi(\overline{x}, y)$ there are only a constant number of tuples $\overline{b} \in A^k$ that only satisfy clauses which enforce a tuple to contain both an element from $\overline{x}$ and from $\overline{b}$. 

Let $j \in \mathcal{M}$, $H \in \mathcal{S}_j$ and $\overline{b} = (b_1, \ldots, b_k) \in H^k$ such that $A \models \iota^H(\overline{b})$. We define the set $P_j, H := \{ h_i \mid i \in \{1, \ldots, \ell \}, \nu^j(\overline{x}, \overline{y}) \text{ does not contain } y_i = x_{i'} \text{ for any } i' \in \{1, \ldots, \ell \} \}$. Now we let $J \subseteq J_M \times C_d$ be the set of pairs $(j, H)$, with $H \in \mathcal{S}_j$ with the following two properties. Firstly $\nu^j(\overline{x}, \overline{y})$ only contains literals of the form $x_{i'} = y_i$ for some $i \in \{1, \ldots, \ell \}$, $i' \in \{1, \ldots, k \}$. Secondly the disjoint union $\mathcal{M} \cup H[P_j, H] \models \varphi$. $J$ now precisely specifies the clauses that can be satisfied by a structure $A$ and tuple $\overline{x} \in A^k$ and $\overline{b} \in J^k$ where $A$ does not contain any tuples both containing elements from $\overline{x}$ and from $\overline{b}$. 

Claim 5.8. Let $A \in C_d$ and $\overline{x} = (a_1, \ldots, a_k) \in A^k$. If $A \models \forall y \chi(\overline{x}, y)$ then there are at most $k \cdot d$ tuples $\overline{b} \in A^k$ such that $A \models \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(y) \land \nu^j(\overline{x}, y) \land \neg \nu^j(\overline{x}, y) \right)$. 

Proof. Since $A \models \forall y \chi(\overline{x}, y)$, it holds that $A \models \forall y \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(y) \land \nu^j(\overline{x}, y) \land \neg \nu^j(\overline{x}, y) \right)$ by Equation(1). Now let $B := \{ \overline{b} \in A^k \mid A \not\models \nu^M(\overline{x}) \land \bigvee_{\nu \in \mu_j, j \in J_M} \left( \iota^H(y) \land \nu^j(\overline{x}, y) \land \neg \nu^j(\overline{x}, y) \right) \} \subseteq A^k$. Then every $\overline{b} \in B$ adds at least one to $\sum_{i=1}^k \deg_A(a_i)$. Since $A \in C_d$ implies that $\sum_{i=1}^k \deg_A(a_i) \leq k \cdot d$ we get that $|B| \leq k \cdot d$. 

\[25\]
Claim 5.9. Let \( \psi \) be a formula of the form \( \psi = \forall \underline{v} \exists \underline{u} \bigwedge_{i \in I} c_i(\underline{v}) \) where \( \underline{v} = (z_1, \ldots, z_t) \) is a tuple of variables and \( c_i \) is a conjunction of literals. Let \( A \subseteq C_d \) with \( |A| > d \cdot \text{ar}(\sigma) \cdot t \) and let \( b \in A \) be an arbitrary element. Let \( A \models \psi \) and let \( A' \) be obtained from \( A \) by ‘isolating’ \( b \), i.e. by deleting all tuples containing \( b \) from \( R_A^\sigma \) for every \( R \in \sigma \). Then \( A' \models \psi \).

Proof. First note that \( A' \models \bigvee_{i \in I} c_i(\underline{v}) \) for any tuple \( \underline{v} = (a_1, \ldots, a_t) \in (A \setminus \{b\})^t \) as no tuple over the set of elements \( \{a_1, \ldots, a_t\} \) has been deleted. Let \( \underline{v} = (a_1, \ldots, a_t) \in A^t \) be a tuple containing \( b \). Pick \( b' \in A \) such that dist\(A(a_j, b') > 1 \) for every \( j \in \{1, \ldots, t\} \). Such an element exists as \( |A| > d \cdot \text{ar}(R_i)^t \). Let \( \underline{v}' = (a_1, \ldots, a_t) \) be the tuple obtained from \( \underline{v} \) by replacing any occurrence of \( b \) by \( b' \). Hence \( a_j \to a_j' \) defines an isomorphism from \( A'[\{a_1, \ldots, a_t\}] \) to \( A[\{a_1', \ldots, a_t'\}] \) since \( b \) is an isolated element in \( A[\{a_1, \ldots, a_t\}] \) and \( b' \) is an isolated element in \( A[\{a_1', \ldots, a_t'\}] \). Since \( A \models \bigvee_{i \in I} c_i(\underline{v}') \), it follows that \( A' \models \bigvee_{i \in I} c_i(\underline{v}) \). \( \square \)

Let \( J' \subseteq J \) be the set of all pairs \((j, H)\) for which \( \text{pos}^\ell(\underline{v}, \underline{w}) \) is the empty conjunction. \( J' \) contains \((j, H)\) for which we want to use \( \nu^H(\underline{v}) \) to define the formula \( \psi \).

Claim 5.10. The property \( P_{\varphi} \) with \( \varphi \) as in (4) is indistinguishable from the property \( P_\psi \) where \( \psi := \bigwedge_{(j, H) \in J} \nu^H(\underline{v}) \).

Proof. Let \( \epsilon > 0 \) and \( N(\epsilon) = N := \frac{(k+2\ell \cdot \text{ar}(R))}{\epsilon} \) and \( A \subseteq C_d \) be any structure with \( |A| > N \).

First assume that \( A \models \varphi \). The strategy is to isolate any element \( b \) by deleting all tuples containing \( b \) which is contained in a tuple \( \overline{b} \in A^t \) such that \( A \not\models \bigvee_{(j, H) \in J'} \nu^H(\overline{b}) \). This will result in a structure which is \( \epsilon \)-close to \( A \) and a model of \( \psi \).

Let \( \overline{v} \in A^k \) be a tuple such that \( A \models \bigwedge_{j \in J} \nu^H(\underline{v}) \). Let \( B \subseteq A^t \) be the set of tuples \( \overline{v} \in A^t \) such that \( A \not\models \bigvee_{(j, H) \in J} \nu^H(\overline{b}) \wedge \text{pos}^\ell(\overline{v}, \overline{w}) \wedge \text{neg}^\ell(\overline{v}, \overline{w}) \). Then \( |B| \leq \ell \cdot \text{d} \cdot \text{ar}(R) \) by Claim 5.8. Hence the structure \( A' \) obtained from \( A \) by deleting all tuples containing an element of \( C := \{a_1, \ldots, a_k, b_1, \ldots, b_t | (b_1, \ldots, b_t) \subseteq B \} \) is \( \epsilon \)-close to \( A \). Since \( A \models \bigwedge_{j \in J} \nu(\overline{v}) \) implies \( A \models \bigwedge_{j \in J} \nu^H(\overline{v}) \) by Claim 5.9. we know that \( A' \models \bigwedge_{j \in J} \nu^H(\overline{v}) \).

For any tuple \( \overline{b} = (b_1, \ldots, b_t) \in (A \setminus \{C\})^t \) we have by definition of \( J' \) that \( A \models \nu^H(\overline{b}) \) for some \((j, H) \in J' \). Furthermore \( A[\{b_1, \ldots, b_t\}] = A'[\{b_1, \ldots, b_t\}] \) and hence \( A' \models \bigvee_{(j, H) \in J'} \nu^H(\overline{b}) \). Let \( \overline{v} = (b_1, \ldots, b_t) \in A^t \) be any tuple containing element from \( C \) and let \( c_1, \ldots, c_t \in C \) be those elements. Pick \( t \) elements \( c_1', \ldots, c_t' \in A \setminus \{C\} \) such that dist\(A(a_i, c_i') > 1 \) and dist\( \sigma(c_i', b_i) > 1 \) for suitable \( i, i' \). This is possible as \( |A| > (k + 2\ell) \cdot \text{d} \cdot \text{ar}(R) \) which guarantees the existence of \( k + 2\ell \) elements of pairwise distance 1. Let \( \overline{b} = (b_1', \ldots, b_t') \) be the vector obtained from \( \overline{v} \) by replacing \( c_i' \) with \( b_i' \). Since \( \overline{b} \in A^t \) must be \((j', H') \in J_s \) such that \( A \models \nu^H(\overline{b}) \wedge \text{pos}^\ell(\overline{v}, \overline{w}) \wedge \text{neg}^\ell(\overline{v}, \overline{w}) \). By choice of \( c_1', \ldots, c_t' \) we have that \( \text{pos}^\ell(\overline{v}, \overline{w}) \) must be the empty conjunction and hence \((j', H') \in J' \). Since additionally \( b_1 \to b_1' \) defines an isomorphism of \( A[\{b_1, \ldots, b_t\}] \) and \( A'[\{b_1, \ldots, b_t\}] \) this implies that \( A' \models \bigvee_{(j, H) \in J} \nu^H(\overline{b}) \) for all \( \overline{b} \in A^t \) and hence \( A' \models \psi \).

Now we prove the other direction. Let \( A \models \psi \) with \( |A| > N \). The idea here is to plant the structure \( M \) somewhere in \( A \). While this takes less then an \( \epsilon \)-fraction of edge modifications the resulting structure will be a model of \( \psi \).

Take any set \( B \subseteq A \) of \( |M| \) elements. Let \( A' \) be the structure obtained from \( A \) by deleting all edges incident to any element contained in \( B \). Let \( A'' \) be the structure obtained from \( A' \) by adding all tuples such that the structure induced by \( B \) is isomorphic to \( M \). This takes no more then \( 2\ell \cdot \text{d} \cdot \text{ar}(R) < \epsilon \cdot \text{d} \cdot |A| \) edge modifications. Let \( \overline{v} \in B^k \) be such that \( A \models \nu^M(\overline{v}) \). By Claim 5.9 we get \( A' \models \psi \). Therefore pick any tuple \( \overline{v} = (b_1, \ldots, b_t) \in (A \setminus B)^t \). Since by construction we have
that all $b_i$'s are of distance at least one from $\overline{\mathbf{a}}$ we have that $A'' \models \bigvee_{(j, H) \in J'} (i^H(\overline{\mathbf{b}}) \land \neg \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}))$. By choice of $M$ we also know that $A'' \models \bigvee_{j \in J_M} \left( i^H(\overline{\mathbf{b}}) \land \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}) \right)$ for all $\overline{\mathbf{b}} \in B'$. Therefore pick $\overline{\mathbf{b}} = (b_1, \ldots, b_\ell)$ containing both elements from $B$ and from $A \setminus B$. Now pick a tuple $\overline{\mathbf{b}} = (b'_1, \ldots, b'_\ell) \in (A \setminus B)^\ell$ that equals $\overline{\mathbf{b}}$ in all positions containing an element from $A \setminus B$. As noted before there is $(j, H) \in J'$ such that $A'' \models (i^H(\overline{\mathbf{b}}) \land \neg \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}))$. By the definition of $J, J'$ this means that $A''\models (i^H(\overline{\mathbf{b}}) \land \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}))$. Since $\overline{\mathbf{b}} \in \{a_1, \ldots, a_\ell, b'_1 \ldots b'_\ell\}^\ell$ this implies $A''\models (i^H(\overline{\mathbf{b}}) \land \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}))$. Then $A'' \models \bigvee_{j \in J_M} (i^H(\overline{\mathbf{b}}) \land \rho^j(\overline{\mathbf{a}}, \overline{\mathbf{b}}))$ and hence $A'' \models \psi$. □

Since $\psi \in \Pi_1$ we have that $P_\psi$ is testable, and hence $P_\psi$ is testable by Claim 5.10 □

6 Testing properties of neighbourhoods

In this section we only consider simple graphs, i.e. undirected graphs without self-loops and without parallel edges, and for any $d \in \mathbb{N}$ let $C_d$ be the class of simple graphs of bounded degree $d$. We view simple graphs as structures over the signature $\sigma_{graph} : = \{E\}$, where $E$ encodes a binary, symmetric and irreflexive relation. This allows transferring the notions from Section 2 to graphs.

Let $r \geq 1$ and let $\tau$ be an $r$-type and let $\varphi_\tau(x)$ be a FO formula saying that $x$ has $r$-type $\tau$. We say that a graph $G$ is $\tau$-neighbourhood regular, if $G \models \forall x \varphi_\tau(x)$. We say that a graph $G$ is $\tau$-neighbourhood free, if $G \models \neg \exists x \varphi_\tau(x)$. Let $\tau_1, \ldots, \tau_\ell$ be a list of all $r$-types in $C_d$. If $F \subseteq \{\tau_1, \ldots, \tau_\ell\}$ we say that $G$ is $F$-free, if $G$ is $\tau$-neighbourhood free for all $\tau \in F$.

Observe that both $\tau$-neighbourhood-freeness and $\tau$-neighbourhood regularity can be defined by formulas in $\Pi_2$ for any neighbourhood type $\tau$. Hence the next Lemma shows that there exist neighbourhood properties that are in $\Pi_2$, but not in $\Sigma_2$.

**Lemma 6.1.** There exist $1$-types $\tau, \tau'$ such that neither $\tau$-neighbourhood freeness nor $\tau'$-neighbourhood regularity can be defined by a formula in $\Sigma_2$.

Note that the above lemma implies that we cannot simply invoke the testers for testing $\Sigma_2$ properties from Theorem 5.1 to test these two properties.

**Proof of Lemma 6.1.** For $n \in \mathbb{N}$, let $C_n$ be the cycle graph with vertex set $[n] : = \{0, 1, \ldots, n - 1\}$. Let $P_{n-1}$ be the path graph with vertex set $[n - 1]$. We first show the following claim.

**Claim 6.2.** Let $\varphi$ be any sentence in $\Sigma_2$. If $C_n \models \varphi$ then $P_{n-1} \models \varphi$ for any $n > \max\{k, \ell\}$.

**Proof.** Since $\varphi$ is a sentence in $\Sigma_2$. We can write it as $\varphi = \exists \overline{x} \forall \overline{y} \chi(\overline{x}, \overline{y})$ where $\overline{x} = (x_1, \ldots, x_k)$, $\overline{y} = (y_1, \ldots, y_l)$ are tuples of variables and $\chi(\overline{x}, \overline{y})$ is a quantifier free formula.

Assume on the contrary that for some $n > \max\{k, \ell\}$, it holds that $C_n \models \varphi$, while $P_{n-1} \not\models \varphi$. Since $C_n \models \varphi$ there are $k$ vertices $v_1, \ldots, v_k$ in $C_n$ such that $C_n \models \forall \overline{y} \chi((v_1, \ldots, v_k), \overline{y})$. Since $n > k$, there exists at least one vertex $i \in [n]$ that is not amongst $v_1, \ldots, v_k$. Let $v'_j := (v_j + n - 1 - i) \mod n$ be a vertex of $P_{n-1}$. Since $P_{n-1} \not\models \varphi$ and $v'_j \in [n - 1]$, we have that $P_{n-1} \not\models \forall \overline{y} \chi((v'_1, \ldots, v'_k), \overline{y})$. Hence there must be vertices $w'_1, \ldots, w'_\ell$ in $P_{n-1}$ such that $P_{n-1} \not\models \chi((v'_1, \ldots, v'_k), (w'_1, \ldots, w'_\ell))$. Now let $w_j := (w'_j + i + 1) \mod n$. Then $v_j \mapsto v'_j$ and $w_j \mapsto w'_j$ defines an isomorphism from $C_n\{v_1, \ldots, v_k, w_1, \ldots, w_\ell\}$ and $P_{n-1}\{v'_1, \ldots, v'_k, w'_1, \ldots, w'_\ell\}$. Hence $C_n \not\models \chi((v_1, \ldots, v_k), (w_1, \ldots, w_\ell))$ which contradicts that $C_n \models \varphi$. □
Now we let $\tau$ be the 1-neighbourhood type saying that the center vertex $x$ has exactly one neighbour. Let $\tau'$ be the 1-neighbourhood type saying that the center vertex has two non-adjacent vertices. Since $C_n$ is $\tau$-neighbourhood free and $\tau'$-neighbourhood regular, while $P_{n-1}$ is neither, the statement of the lemma follows from Claim 6.2.

Now we state our main algorithmic results in this section. The first result shows that if $\tau$ is an $r$-type with degree smaller than the degree bound of the class of graphs, then the $\tau$-neighbourhood-freeness is testable.

**Theorem 6.3.** Let $\tau$ be an $r$-type, where $r \geq 1$. If $\tau \subseteq C_{d'}$ and $d' < d$, then $\tau$-neighbourhood freeness is uniformly testable on the class $C_d$ with constant running time.

The second result shows if $\tau$ is a 1-type, then $\tau$-neighbourhood-freeness is testable.

**Theorem 6.4.** For every 1-type $\tau$, $\tau$-neighbourhood freeness is uniformly testable on the class $C_d$ with constant time.

The third result says that $\tau$-neighbourhood regularity is testable for every 1-type $\tau$ consisting of cliques, which only overlap in the centre vertex.

**Theorem 6.5.** Let $\tau$ be a 1-type such that vertex a having 1-type $\tau$ in $B$ implies that $B \setminus \{a\}$ is a union of disjoint cliques for every 1-ball $B$ with centre $a$. Then $\tau$-neighbourhood regularity is uniformly testable on $C_d$ in constant time.

By previous discussions, the above theorems imply that there are formulas in $\Pi_2 \setminus \Sigma_2$ which are testable.

### 6.1 Proofs of Theorem 6.3, 6.4 and 6.5

We use the algorithm `ESTIMATEFREQUENCIES_{r,s}`, that, given access to a graph $G \in C_d$, samples a set $S$ of $s$ vertices of $G$ uniformly and independently and explores their $r$-balls. The algorithm returns the distribution vector $\bar{v}$ of length $t$ of the $r$-types of this sample, i.e. $\bar{v}_i = |\{v \in S \mid N^G_r(v) \in \tau_i\}|/s$.

**Lemma 6.6** (Lemma 5.1 in [NS13]). Let $\lambda \in (0,1]$, $r \in \mathbb{N}$ and $G \in C_d$ with $n$ vertices. Let $s \geq (t^2/\lambda^2)\ln(t + 40)$. Then the vector $\bar{v}$ returned by `ESTIMATEFREQUENCIES_{r,s}(G)` satisfies $\sum_{i=1}^t |p_G(r,\{\tau_i\}) - \bar{v}_i| \leq \lambda$ with probability at least $19/20$.

The following Lemma provides a framework that will be used in Theorems 6.3, 6.4 and 6.5.

**Lemma 6.7.** Let $F$ be a finite set of $r$-types of bounded maximum degree $d$ and let $P \subseteq C_d$ be the set of all graphs being $F$-free. Let $M \subseteq N$ be a decidable set such that $G = (V,E) \in P$ implies that $|V| \notin M$. Let $f_M : N \rightarrow N$ be a function such that $M$ can be decided in time $f_M$. Assume for every $\epsilon \in (0,1]$ there exist $\lambda := \lambda(\epsilon) \in (0,1]$ and $n_0 := n_0(r,\epsilon) \in \mathbb{N}$ such that every graph $G \in C_d$ on $n \geq n_0$, $n \notin M$ vertices, which is $\epsilon$-far from $P$, contains more than $\lambda n$ elements $v$ with $N^G_r(v) \in \tau \in F$. Then $P$ is uniformly testable on $C_d$ in time $O(f_M)$.

**Proof.** Consider the following probabilistic algorithm $T$, which is given direct access to a graph $G \in C_d$ and gets the number of vertices $n$ as input. Let $s = (t^2/\lambda^2)\ln(t + 40)$.

1. Reject if $n \in M$.
2. If $n < n_0$: use a precomputed table to decide exactly if $G \in P$.  
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3. Otherwise run $\text{EstimateFrequencies}_{r,ε}(G)$ to get $\tilde{v}$ satisfying $\sum_{i=1}^{t} |ρ_{G,r}(\{τ_i\}) - \tilde{v}_i| ≤ λ$ with probability at least $19/20$.

4. Reject $G$ if $\sum_{τ_i∈F} \tilde{v}_i > 0$. Accept otherwise.

The query complexity of $T$ is clearly constant, since $s$ is constant and the number of vertices in any $r$-neighbourhood is bounded by $d^{r+1} + 1$ for graphs in $C_d$. The running time of the first step is $f_M(n)$ and for the other steps it is constant.

To prove that $T$ is an $ε$-tester, first assume that $G ∈ P$. Then $n / m$ and $N_{G}^{C} ∈ τ / F$ for all vertices $v$. Hence $\sum_{τ_i∈F} \tilde{v}_i = 0$ and $T$ accepts $G$. Now consider that $G$ is $ε$-far from $P$. If $n / m$ then $G$ is rejected in the first step. Hence let $n / m$, and assume $\sum_{i=1}^{t} |ρ_{G,r}(\{τ_i\}) - \tilde{v}_i| ≤ λ$, which occurs with probability at least $19/20 ≥ 2/3$. Then

$$\sum_{τ_i∈F} \tilde{v}_i = \sum_{τ_i∈F} ρ_{G,r}(\{τ_i\}) - \sum_{τ_i∈F} (ρ_{G,r}(\{τ_i\}) - \tilde{v}_i) > λ - \sum_{τ_i∈F} |ρ_{G,r}(\{τ_i\}) - \tilde{v}_i| ≥ 0,$$

where the first inequality holds by the assumption that in graphs that are $ε$-far from $P$ there are more then $λn$ vertices of type in $F$ made in Lemma 6.7. Hence $T$ rejects $G$.

To illustrate the use of the set $M$ in Lemma 6.7, let $P$ be the property of being $K_4$-neighbourhood regular. Let $G_m$ be the graph consisting of $m$ disjoint copies of $K_4$ and one isolated vertex. First note that $G_m$ contains $4m + 1$ vertices. Being $K_4$-regular implies that every vertex has degree 3. But because every graph contains an even number of vertices of odd degree, $G_m$ cannot be made $K_4$-neighbourhood regular by edge modifications. Therefore $G_m$ is $ε$-far from $P$. But for $m \rightarrow ∞$ the probability of sampling the isolated vertex in $G_m$ tends to 0 meaning that with high probability the tester with $M = ∅$ will accept $G_m$. We will show in Theorem 6.5 that $P$ is testable if we set $M = N \setminus \{4m | m ∈ N\}$.

**Lemma 6.8.** For $r ≥ 1$ let $τ$ be an $r$-type. Let $B$ be an $r$-ball with constant $a$ of type $τ$. Let $d < d$ and assume that $N_{r-1}^{B}a$ contains a vertex $b$ with $deg_B(b) = d$ and that $deg_B(v) ≠ d + 1$ for all vertices $v$ in $N_{r-1}^{B}a$. Let $ε ∈ (0, 1]$ be fixed, $n_0 = 2d^2/ε$ and $λ = ɛd/(14(1 + d^{2r+1}))$. Then every graph $G ∈ C_d$ on $n ≥ n_0$ vertices which is $ε$-far from being $τ$-neighbourhood free contains more than $λn$ vertices of $r$-type $τ$.

**Proof.** We proceed by contraposition. Assume $G ∈ C_d$ is a graph on $n ≥ n_0$ vertices containing no more than $λn$ vertices of $r$-type $τ$.

**Case** $d = 0$, $d = 1$. In this case the tester additionally rejects if $n$ is odd. When $n$ is even we add an edge between any pair of vertices of degree 0, obtaining a graph $G'$ which is $λn ≤ ɛdn$ close to $G$.

**Case** $d = 0$, $d > 1$. Then we add one edge to every pair of vertices of degree 0. If there is only one vertex $v$ of degree 0 left, we add an edge from $v$ to any other vertex of degree $< d$. If there is no such vertex then there must be vertex $u$ contained in two edges and we replace one edge $\{u, w\}$ by $\{v, w\}$. We obtain $G'$ which is $2λn ≤ ɛdn$ close to $G$.

**Case** $d = 1$. We add edges between pairs of degree 1 vertices. If there are two left, connected by an edge, we delete that edge. If there is only one vertex $v$ of degree 1 left, then there is another vertex $w$ of odd degree. By removing an edge $\{u, w\}$ and adding $\{v, w\}$ we get that $deg_G(v), deg_w ≥ 1$. We obtain $G'$ which is $2λn ≤ ɛdn$ close to $G$.
Case \( \tilde{d} \geq 2 \). Let us pick a set \( \{v_i, \ldots, v_k\} \) of \( k \leq \lambda n \) vertices of degree \( \tilde{d} \) such that for every vertex \( v \) of \( r \)-type \( \tau \) there is an index \( 1 \leq i \leq k \) with \( v_i \in N_{r-1}^G(v) \). We will distinguish the following two cases.

First assume that there are less than \( \lambda n \) vertices of degree \( \tilde{d} \), of pairwise distance greater than \( 2r \) and of distance greater than \( 2r \) from \( \{v_1, \ldots, v_k\} \). Then there are less than \( 2\lambda n(1 + \tilde{d}^2r^2) \) vertices of degree \( \tilde{d} \) in total. Let \( G' \) be a graph obtained from \( G \) by the following modifications. For every vertex \( v \) of degree \( \tilde{d} \) we pick edges \( \{v, v_1\}, \{v, v_2\}, \{w, u'\}, \{u, u'\} \) such that \( v, w, u \) have pairwise distance at least 3. We delete the edges \( \{v, v_1\}, \{v, v_2\}, \{w, w'\}, \{u, u'\} \) and insert the edges \( \{v_1, w\}, \{v_2, u\}, \{w', u'\} \), reducing the degree of \( v \) while maintaining the degrees of all other vertices. The resulting graph has no vertex of degree \( \tilde{d} \). Note that if such edges do not exist at any point during the iteration the graph contains no more than \( 2d^3 \leq \epsilon dn \) edges, and we delete them all resulting in a graph with no vertex of degree \( \tilde{d} \). In total we did no more than \( 7 \cdot 2\lambda n(1 + \tilde{d}^2r^2) \leq \epsilon dn \) edge modifications which implies that \( G' \) is \( \epsilon \)-close to \( G \). In addition, \( G' \) is \( \tau \)-neighbourhood free, because a neighbourhood of type \( \tau \) would imply having a vertex of degree \( \tilde{d} \).

Now assume that there are at least \( \lambda n \) vertices of degree \( \tilde{d} \), of pairwise distance greater than \( 2r \) and of distance greater than \( 2r \) from \( \{v_1, \ldots, v_k\} \). Let \( \{v_i', \ldots, v_k'\} \) be a set of vertices of degree \( \tilde{d} \) such that \( \text{dist}_G(v_i, v_j') > 2r \) for all \( 1 \leq i, j \leq k \) and \( \text{dist}(v_i', v_j') > 2r \) for all \( 1 \leq i < j \leq k \). Let \( G' \) be the graph obtained from \( G \) by inserting the edges \( \{v_i, v_j'\} \). First note that this takes no more than \( \lambda n \leq \epsilon dn \) edge modifications which implies that \( G \) is \( \epsilon \)-close to \( G' \). Further assume that \( v' \) is a vertex in \( G' \) of \( r \)-type \( \tau \). By choice of the set \( \{v_1, \ldots, v_k\} \) we altered the isomorphism type of each vertex of type \( \tau \) in \( G \). Therefore \( N_r^G(v') \neq N_r^{G'}(v') \). Therefore \( N_r^{G'}(v') \) contains an inserted edges \( \{v_i, v_j'\} \). We will first prove that either \( \text{dist}_{G'}(v', v_i) < r \) or \( \text{dist}_{G'}(v', v_j') < r \). Assume that this is not the case. Then there is a path \( P = (v_i = w_1, w_2, \ldots, w_k, v_j') = (v_i, w_1, \ldots, w_{r-1}, v_j') \) such that \( w_j \neq v_i \) and \( w_j \neq v_j' \) for all \( 1 \leq j < r \). Let \( -r \leq j < r \) be the largest index such that \( w_j \in \{v_1, \ldots, v_k, v_1', \ldots, v_k'\} \). Then the path \( (w_j, \ldots, w_r = v_j') \) is a path in \( G \) of length \( \leq 2r \), which contradicts the choice of \( v_1, \ldots, v_k, v_1', \ldots, v_k' \). Since \( \deg_{G'}(v_i) = \deg_{G'}(v_j') = \tilde{d} + 1 \), this implies that \( N_r^{G'}(v_i) \) contains a vertex of degree \( \tilde{d} + 1 \), which contradicts that \( v' \) has \( r \)-type \( \tau \). Hence \( G' \) is \( \tau \)-neighbourhood free.

**Lemma 6.9.** For \( r \geq 1 \) let \( \tau \) be an \( r \)-type. Let \( B \) be an \( r \)-ball with constant \( a \) of type \( \tau \). Assume \( \deg_B(v) = d \) for all vertices \( v \in N_{r-1}^B(a) \). Let \( \epsilon \in (0, 1] \) be fixed and let \( \lambda = \epsilon \). Then every graph \( G \in C_d \) on \( n \geq 1 \) vertices which is \( \epsilon \)-far from being \( \tau \)-neighbourhood free contains more than \( \lambda n \) vertices of \( r \)-type \( \tau \).

**Proof.** If \( d = 0 \), then the Lemma holds. Hence we can assume that \( B \) is not just an isolated vertex. We proceed by contraposition. Assume \( G = (V, E) \in C_d \) is a graph on \( n \geq 1 \) vertices containing no more than \( \lambda n \) vertices \( v \) of \( r \)-type \( \tau \). Let \( G' \) be the graph obtained from \( G \) by isolating all vertices \( v \) of \( r \)-type \( \tau \). First note that \( G' \) is \( \epsilon \)-close to \( G \) since we did no more than \( d \lambda n \leq \epsilon dn \) edge modifications. Now assume that \( v' \) is a vertex of \( r \)-type \( \tau \). Since we isolated all vertices having \( r \)-type \( \tau \) we know that \( N_r^G(v') = N_r^{G'}(v') \). Therefore there must be a vertex \( v \) in \( N_r^G(v') \) such that \( v \) has type \( \tau \), because otherwise the \( r \)-ball of \( v' \) could not witness any of the edge modifications. This means that there is a path \( (v' = v_0, v_1, \ldots, v_{k-1}, v_k = v) \) of length \( k \leq r \) in \( G \). Now pick the maximum index \( i \) such that \( \text{dist}_{G'}(v', v_i) < \infty \). First observe that because \( v = v_i \) is isolated in \( G' \) we get that \( i < k \) and therefore \( \text{dist}_{G'}(v', v_i) < r \). Since \( \text{dist}_{G'}(v', v_{i+1}) = \infty \) by construction and \( \{v_i, v_{i+1}\} \in E \), we get \( \deg_{N_r^{G'}}(v_i) = \deg_{G'}(v_i) < \deg_G(v_i) \leq d \). Since \( N_r^G(v_i) \in \tau \) this yields a contradiction to our previous assumption that all vertices in \( N_{r-1}^{B(a)} \) have degree \( d \). Hence the graph \( G' \) can not contain a vertex \( v' \) of \( r \)-type \( \tau \) and is therefore \( \tau \)-neighbourhood free.

The next Lemma follows from Lemmas 6.3 and 6.8 for \( r = 1 \), since the 0-ball has one vertex.
Lemma 6.10. Let \( \tau \) be a 1-type. Let \( \epsilon \in (0, 1] \) be fixed, \( n_0 = 2d^2/\epsilon \) and \( \lambda = cd/(14(1 + d^3)) \). Then every graph \( G \in C_d \) on \( n \geq n_0 \) vertices which is \( \epsilon \)-far from being \( \tau \)-neighbourhood free contains more than \( \lambda n \) vertices of 1-type \( \tau \).

Lemma 6.7 with \( F = \{ \tau \} \) and \( M = \emptyset \) combined with Lemma 6.8 prove Theorem 6.3. Theorem 6.4 follows from Lemma 6.7 with \( F = \{ \tau \} \), or \( F = \emptyset \) in the case that \( d \) is not a degree bound for \( \tau \), and Lemma 6.10.

Proof of Theorem 6.3. We prove \( P \) to be the property of being \( \tau \)-neighbourhood regular and let \( K \) be the set of maximal cliques in \( G = (V, E) \). Let us define the function \( \text{maxcl}^G : V \times \mathbb{N} \to \mathbb{N} \) where \( \text{maxcl}^G(v, i) := |\{ K \in K^G \mid |K| = i, v \in K \}| \) is the number of maximal \( i \)-cliques containing \( v \).

Claim 6.11. If \( G = (V, E) \in P \) then \( \text{maxcl}^B(a, i) \cdot n \equiv 0 \mod i \).

Proof. First note that \( G \in P \) implies that \( N^G_1(v) \in \tau \) for all \( v \in V \). Then \( \text{maxcl}^B(a, i) = \text{maxcl}^G(v, i) \) for all \( v \in V \) and \( \text{maxcl}^B(a, i) \cdot n = \sum_{v \in V} \text{maxcl}^G(v, i) = |\{ K \in K^G \mid |K| = i \}| \cdot i \equiv 0 \mod i \).

Let \( M := \{ n \in \mathbb{N} \mid \text{there is } 1 \leq i \leq d \text{ such that } \text{maxcl}^B(a, i) \cdot n \not\equiv 0 \mod i \} \). Note that deciding whether \( n \in M \) only requires standard arithmetic operations.

Claim 6.12. For \( \epsilon \in (0, 1] \) let \( \lambda = \epsilon/(20d^6) \) and \( n_0 = 20d^8 \). Then any graph \( G \in C_d \) on \( n \geq n_0 \), \( n \not\in M \) vertices, which is \( \epsilon \)-far from \( P \), contains more than \( \lambda n \) vertices \( v \) with 1-type \( \tau \).

Proof. We proceed by contraposition. Let \( G = (V, E) \in C_d \) be a graph on \( n \geq n_0 \), \( n \not\in M \) vertices and assume that \( G \) contains \( \leq \lambda n \) vertices of 1-type \( \tau \). We will now discribe an algorithmic procedure which takes \( < edn \) edge modifications and transforms \( G \) into a graph \( G^{(4)} \in P \), which will prove the claim.

Let \( \tilde{E}^{(1)} := \{ e \in E \mid \text{there are distinct } K, K' \in K^G, \ |K \cap K'| > 1, e \subseteq K \} \). Let \( G^{(1)} \) be the graph \( G^{(1)} = (V, E^{(1)}) \), where \( E^{(1)} = E \setminus \tilde{E}^{(1)} \). First note that \( G^{(1)} \) has no distinct maximal cliques \( K, K' \) with \( |K \cap K'| > 1 \). Furthermore

\[
|\tilde{E}^{(1)}| \leq \left( \frac{d}{2} \right) \cdot |\{ K \in K^G \mid \text{exists } K' \in K^G, |K \cap K'| > 1 \}| \leq \frac{d^3 \lambda n}{2},
\]

where the second inequality holds because every \( K \in K^G \) such that there is \( K' \in K^G \) with \( |K \cap K'| > 1 \) and \( K \neq K' \) must contain one of the \( \lambda n \) vertices \( v \) of 1-type \( \tau \) and there are \( \leq d \lambda n \) maximal cliques containing such a vertex. In addition, the removal of the edges in \( \tilde{E}^{(1)} \) will affect no more than \( d^4 \lambda n \) vertices since there are no more than \( d^3 \lambda n \) vertices contained within an edge of \( \tilde{E}^{(1)} \), each of their 1-neighbourhoods contains \( d \) vertices and any vertex, whose 1-neighbourhood is affected, must be of distance 1 to one of the vertices contained in an edge in \( \tilde{E}^{(1)} \). Hence \( G^{(1)} \) contains \( \leq (d^4 + 1) \lambda n < 2d^4 \lambda n \) vertices \( v \) of 1-type \( \tau \).

Note that in \( G^{(1)} \) for all vertices \( v \) the graph \( N^G_1(v) \setminus \{ v \} \) is a disjoint union of cliques but there might be \( K \in K^{G^{(1)}} \) such that \( \text{maxcl}^B(a, |K|) = 0 \). We define the edge set \( \tilde{E}^{(2)} := \{ e \in E^{(1)} \mid \text{exists } K \in K^{G^{(1)}}, e \subseteq K, \text{maxcl}^B(a, |K|) = 0 \} \) and let \( G^{(2)} \) be the graph \( G^{(2)} = (V, E^{(2)}) \), where \( E^{(2)} = E^{(1)} \setminus \tilde{E}^{(2)} \). Furthermore

\[
|\tilde{E}^{(2)}| \leq d \cdot |\{ v \mid \text{exists } K \in K^{G^{(1)}}, v \in K, \text{maxcl}^B(a, |K|) = 0 \}| \leq d \cdot 2d^4 \lambda n,
\]
where the first inequality holds because every clique in \( G^{(1)} \) has size \( \leq d \) and the second because \( \mathcal{N}^{(1)}(v) \notin \tau \) for every \( v \in \{v \mid \exists K \in \mathcal{K}^{(1)}, v \in K, \text{maxcl}^B(a, |K|) = 0 \} \).

Note that \( \text{maxcl}^B(a, |K|) \neq 0 \) for all \( K \in \mathcal{K}^{(2)} \), but there might be \( v \in V \) and \( i \leq d \) with \( \text{maxcl}^B(a, i) \neq \text{maxcl}^{G^{(2)}}(v, i) \). Moreover, note that because \( n \geq n_0 \) there are at least \( 2d \) 4-balls in \( G^{(2)} \) which are completely disjoint from the 4-balls of any vertex \( v \) of 1-type \( \tau \). \( G^{(3)} \) will also have this property. Let \( G^{(3)} = (V, E^{(3)}) \) be the graph obtained from \( G \) by the following operations. For every pair \( v, v' \) such that there is \( i \leq d \) with \( \text{maxcl}^B(a, i) > \text{maxcl}^{G^{(2)}}(v, i) \) and \( \text{maxcl}^B(a, i) < \text{maxcl}^{G^{(2)}}(v', i) \), let \( w \) be a vertex of type \( \tau \) which has at least distance 4 to \( v \) and \( v' \). Let \( K' = \{v_1', \ldots, v_{i-1}', v_i'\} \in \mathcal{K}^{(2)} \) and \( K = \{v_1, \ldots, v_{i-1}, w\} \in \mathcal{K}^{G^{(2)}} \). Delete the edges \( \{v', v_j'\}, \{w, v_j\} \mid j \in [i-1] \) and add the edges \( \{v, v_j\}, \{w, v_j'\} \mid j \in [i-1] \). Note that the vertices \( v_1, \ldots, v_{i-1}, v_1', \ldots, v_{i-1}' \) are still contained in the same number of cliques as before, while \( v \) is contained in one additional \( i \)-clique and \( v' \) is contained in one less.

Note that in \( G^{(3)} \) either \( \text{maxcl}^B(a, i) \geq \text{maxcl}^{G^{(3)}}(v, i) \) for all \( v \) or \( \text{maxcl}^B(a, i) \leq \text{maxcl}^{G^{(3)}}(v, i) \) for all \( v \) for every \( i \in [d] \). Let \( G^{(4)} \) be the graph obtained from \( G^{(3)} \) by the following operations. For every \( i \) such that there is a vertex \( v \) with \( \text{maxcl}^B(a, i) < \text{maxcl}^{G^{(3)}}(v, i) \), we pick \( i \) not necessarily distinct vertices \( v_1, \ldots, v_i \) with \( \text{maxcl}^B(a, i) < \text{maxcl}^{G^{(3)}}(v_j, i) \) for \( 1 \leq j \leq i \). Note that this is possible because \( \sum_{v \in V(G^{(3)})} \text{maxcl}^{G^{(3)}}(v, i) \equiv 0 \mod i \) and \( \text{maxcl}^B(a, i) \cdot n \equiv 0 \mod i \) by assumption \( n \notin M \) and hence we have \( \sum_{v \in E(V)} (\text{maxcl}^{G^{(3)}}(v, i) - \text{maxcl}^B(a, i)) \equiv 0 \mod i \). Let \( K_j \in \mathcal{K}^{G^{(3)}} \) such that \( v_j \in K_j \) for every \( 1 \leq j \leq i \). Let \( K = \{v_1, \ldots, v_i\} \in \mathcal{K}^{G^{(3)}} \) such that the distance between any pair \( v_j, w_k \) is at least 4. Remove the set of edges \( \{v_j, v_j', \{w_j, v_j\} \mid v \in K_j, j, k \in [i] \} \) and add the set of edges \( \{w_j, v_j\} \mid v \in K_j, j \in [i] \}. \) Note that this reduces the number of maximal \( i \)-cliques \( v_1, \ldots, v_i \) are in one by one, while leaving the number of cliques \( w_1, \ldots, w_i \) are in the same. Similarly, for every \( i \) such that there is a vertex \( v \) with \( \text{maxcl}^B(a, i) > \text{maxcl}^{G^{(3)}}(v, i) \) we pick \( i \) not necessarily distinct vertices \( v_1, \ldots, v_i \) with \( \text{maxcl}^B(a, i) > \text{maxcl}^{G^{(3)}}(v_j, i) \) for \( j \in [i] \). Let \( w_1, \ldots, w_i \) be vertices with \( \text{maxcl}^B(a, i) = \text{maxcl}^{G^{(3)}}(w_j, i) \) such that \( v_1, \ldots, w_j, \ldots, w_i \) are pairwise of distance at least 4. Let \( K_j \in \mathcal{K}^{G^{(3)}} \) with \( w_j \in K_j \) for \( j \in [i] \). Remove the set of edges \( \{w_j, v_i\} \mid w \in K_j, 1 \leq j \leq i \} \) and add the set of edges \( \{v_j, w\} \{w_j, w_k\} \mid w \in K_j, j, k \in [i] \} \). Note that this adds one to the number of \( i \)-cliques \( v_1, \ldots, v_i \) are in, while leaving the number of \( i \)-cliques \( w_1, \ldots, w_i \) are in the same.

By construction \( G^{(4)} \in P \). The number of edge modifications in total is \( |E^{(1)}| + |E^{(2)}| \) plus the number of modifications it takes to transform \( G^{(2)} \) into \( G^{(4)} \). First note that \( \sum_{i=3}^d \sum_{v \in V} \text{maxcl}^D(a, i) - \text{maxcl}^{G^{(2)}}(v, i) \leq 2d \cdot 2d^4 \lambda n \) since every of the \( 2d^4 \lambda n \) vertices \( v \) in \( G^{(2)} \) of 1-type \( \tau \) can contribute at most \( 2d \) to the sum above. Since transforming \( G^{(2)} \) into \( G^{(4)} \) we proceed greedily, meaning we reduce the number \( \sum_{i=3}^d \sum_{v \in V} \text{maxcl}^D(a, i) - \text{maxcl}^{G^{(2)}}(v, i) \) by at least one in every step, and every such reduction takes a maximum of \( 4d^2 \) edge modifications in total we need less than

\[
|E^{(1)}| + |E^{(2)}| + 4d^2 \cdot 2d \cdot 2d^4 \lambda n \leq 20d^7 \lambda n = \epsilon dn
\]

edge modifications.

Let \( F := \{\tau' \mid \tau \text{ is a 1-type }, \tau \neq \tau' \} \). Note that \( |F| \leq t < \infty \), where equality occurs when \( B \notin C_d \). Then Claim 6.12 combined with Lemma 6.7 for \( M \) and \( F \) defined as above proves the Theorem.
7 Conclusion

We studied testability of properties definable in first-order logic in the bounded-degree model of property testing for graphs and relational structures, where testability of a property means if it is testable with constant query complexity. We showed that all properties in $\Sigma_2$ are testable (Theorem 5.1), and we complemented this by exhibiting a property in $\Pi_2$ that is not testable (Theorem 4.8).

Similar results were obtained in the dense graph model in [AFKS00], albeit with very different methods. Indeed, non-testability of first-order logic in the bounded-degree model is somewhat unexpected: Testing algorithms proceed by sampling vertices and then exploring their local neighbourhoods, and it is well-known that first-order logic can only express ‘local’ properties. On graphs and structures of bounded degree this is witnessed by Hanf’s strong normal form of first-order logic [Han65], which is built around the absence and presence of different isomorphism types of local neighbourhoods. However, our negative result shows that locality of first-order logic is not sufficient for testability. This also answers an open question from [AH18].

We obtained our non-testable properties by encoding the zig-zag construction of bounded degree expanders into first-order logic on relational structures (Theorem 4.4) and then extending this to undirected graphs (Theorem 4.9). We believe that this will be of independent interest.

Finally, we took an approach suggested by Hanf’s normal form, and we proved testability of some first-order properties that speak about isomorphism types of neighbourhoods, including testability of 1-neighbourhood-freeness, and $r$-neighbourhood-freeness under a mild assumption on the degrees (Theorem 6.3, Theorem 6.4, and Theorem 6.5). In particular, these theorems imply that there are properties defined by formulas in $\Pi_2 \setminus \Sigma_2$ which are testable. Moreover, these properties are neither monotone nor hereditary, so they are an interesting example towards the remote goal of a full characterisation of the testable properties in the bounded-degree model.
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Appendix

A  Basics of graphs and first-order logic

We let \( \mathbb{N} \) denote the set of natural numbers including 0, and \( \mathbb{N}_{>0} := \mathbb{N} \setminus \{0\} \). For \( n \in \mathbb{N} \) we let \([n] := \{0, 1, \ldots, n-1\}\) denote the set of the first \( n \) natural numbers. For a set \( S \) and \( k \in \mathbb{N} \) we denote the Cartesian product \( S \times \cdots \times S \) of \( k \) copies of \( S \) by \( S^k \). We use \([S]^2\) to denote the set of all two-element subsets of \( S \), and we denote the disjoint union of sets by \( \sqcup \).

A.1 Undirected graphs

Unless otherwise specified we allow graphs to have self-loops and parallel edges. We represent an undirected graph \( G \) as a triple \((V, E, f)\), where \( V \) is the set of vertices, \( E \) is the set of edges and \( f : E \to V \cup [V]^2 \) is the incidence map. An isomorphism from \( G_1 = (V_1, E_1, f_1) \) to \( G_2 = (V_2, E_2, f_2) \) is a pair of bijective maps \((h_V, h_E)\), where \( h_V : V_1 \to V_2 \) and \( h_E : E_1 \to E_2 \), such that \( h_V(f_1(v)) = f_2(h_E(e)) \) for any \( e \in E_1 \), where \( h_V(V) := \{h_V(v) \mid v \in V\} \) for any set \( V \subseteq V_1 \). Undirected graphs without self-loops and parallel edges are called simple. For a simple graph \( G \), we also use the notation \( G = (V, E) \), where \( V \) is the vertex set and \( E \subseteq [V]^2 \). The degree \( \deg_G(v) \) of a vertex \( v \) in a graph \( G \) is the number of edges to which \( v \) is incident. In particular, self-loops contribute one to the degree. We will say that a graph \( G \) is \( d \)-regular for some \( d \in \mathbb{N} \) if every vertex in \( G \) has degree \( d \). We specify paths in graphs by tuples of vertices. The length of a path on \( n \) vertices is \( n-1 \). We define the distance between two vertices \( v \) and \( w \) in a graph \( G \), denoted \( \text{dist}_G(v, w) \), as the length of a shortest path from \( v \) to \( w \) or \( \infty \) if there is no path from \( v \) to \( w \) in \( G \). Any subset \( S \subseteq V \) of vertices induces a graph \( G[S] := (S, \{e \in E \mid f(e) \in S \cup [S]^2\}, f|_S) \). A connected component of \( G \) is a graph induced by a maximal set \( S \), such that each pair \( v, w \in S \) has finite distance in \( G \). A graph is connected if it has only one connected component. We refer the reader to [Die12] for the basic notions of graph theory.

We also consider rooted undirected trees. By specifying a root we can uniquely direct the edges away from the root. This allows us to use the terminology of children and parents for undirected rooted trees. We call a tree \( k \)-ary if every vertex has either none or exactly \( k \) children and we call it complete if, for every \( i \in \mathbb{N} \), there are either exactly \( k^i \) or no vertices of distance \( i \) to the root of the tree.

A.2 Relational structures and first-order logic

We will briefly introduce structures and first-order logic and point the reader to [EP93] for a more detailed introduction. A signature is a finite set \( \sigma = \{R_1, \ldots, R_\ell, c_1, \ldots, c_m\} \) of relation symbols \( R_i \) and constant symbols \( c_j \). Every relation symbol \( R_i \) has an arity \( \text{ar}(R_i) \in \mathbb{N}_{>0} \). A \( \sigma \)-structure is a tuple \( A = (A, R_1^A, \ldots, R_\ell^A, c_1^A, \ldots, c_m^A) \), where \( A \) is a finite set, called the universe of \( A \), \( R_i^A \subseteq A^{\text{ar}(R_i)} \) is an \( \text{ar}(R_i) \)-ary relation on \( A \) and \( c_j^A \in A \). For a signature \( \sigma \) and a \( \sigma \)-structure \( A \) we call \(|A|\) the size of \( A \). Two \( \sigma \)-structures \( A \) and \( B \) are isomorphic if there is a bijective map from \( A \) to \( B \) that preserves all relations and constants. If a signature \( \sigma \) contains no constant symbols we call \( \sigma \) a relational signature and \( \sigma \)-structures relational structures. Note that if \( \sigma = \{E_1, \ldots, E_\ell\} \) is a signature where each \( E_i \) is a binary relation symbol, then \( \sigma \)-structures are directed graphs with at most \( \ell \) edge-colours.

In the following we let \( \sigma \) be a relational signature. For a \( \sigma \)-structure \( A \) and a subset \( B \subseteq A \), we let \( A[B] \) denote the substructure of \( A \) induced by \( B \), i.e. \( A[B] \) has universe \( B \) and \( R^{A[B]} := R^A \cap B^{\text{ar}(R)} \) for all \( R \in \sigma \). A structure \( B \) is a substructure of \( A \) if \( B = A[B] \) for some \( B \subseteq A \). The degree of
an element $a \in A$ denoted by $\deg_A(a)$ is defined to be the number of tuples in $A$ containing $a$. We define the degree of $A$ denoted by $\deg(A)$ to be the maximum degree of its elements. For any $d \in \mathbb{N}$ we let $C_d$ be the class of all $\sigma$-structures of bounded degree $d$. This notion of degree follows [AH85]. We say that $A$ is $d$-regular, if $\deg_A(a) = d$ for every element $a \in A$.

The set $\mathrm{FO}[\sigma]$ of all first-order formulas over $\sigma$ is recursively built from atomic formulas '\(x = y' and 'R_i(x_1, \ldots, x_{ar(R)})', for $R \in \sigma$ and variables $x, y, x_1, \ldots, x_{ar(R)}$, and is closed under Boolean connectives $\neg, \land$ and $\lor$ and existential ($\exists$) and universal ($\forall$) quantification over elements of the structure. We let $\mathrm{FO} := \bigcup_{\sigma \text{ signature}} \mathrm{FO}[\sigma]$. We use $\exists^m x \varphi$ and $\exists^m x \varphi$, respectively as a shortcut for the FO formula expressing that the number of witnesses $x$ satisfying $\varphi$ is at least $m$ (exactly $m$, respectively). We say that a variable occurs freely in an FO formula if at least one of its occurrences is not bound by any quantifier. We use $\varphi(x_1, \ldots, x_k)$ to express that the set of variables which occur freely in the FO formula $\varphi$ is a subset of $\{x_1, \ldots, x_k\}$. For a formula $\varphi(x_1, \ldots, x_k)$, a $\sigma$-structure $A$ and $a_1, \ldots, a_k \in A$ we write $A \models \varphi(a_1, \ldots, a_k)$ if $\varphi$ evaluates to true after assigning $a_i$ to $x_i$, for $1 \leq i \leq k$. A sentence of FO is a formula with no free variables. For an FO sentence $\varphi$ we say that $A$ is a model of $\varphi$ if $A \models \varphi$.

### A.3 Hanf normal form and $d$-regular structures

The Gaifman graph of a $\sigma$-structure $A$ is the simple, undirected graph $G(A) = (A, E)$, where $\{x, y\} \in E$, if there is an $R \in \sigma$ and a tuple $\bar{b} = (b_1, \ldots, b_{ar(R)}) \in R^A$, such that $x = b_j$ and $y = b_k$ for some $1 \leq j, k \leq ar(R)$ with $j \neq k$. We use $G(A)$ to apply graph theoretic notions to relational structures. For two elements $a, b \in A$ we define the distance between $a$ and $b$ in $A$ as $\mathrm{dist}_A(a, b) := \mathrm{dist}_{G(A)}(a, b)$. For $r \in \mathbb{N}$ and $a \in A$, the $r$-neighbourhood of $a$ is the set $N^A_r(a) := \{b \in A : \mathrm{dist}_A(a, b) \leq r\}$.

If $c$ is a constant symbol with $c \notin \sigma$, we let $\sigma_c := \sigma \cup \{c\}$. For $r \in \mathbb{N}$ and $a \in A$, the $r$-ball around $a$ is defined as the $\sigma_c$-structure $N^A_r(a) := (A[N^A_r(a)], a)$, and $a$ is called the centre of $N^A_r(a)$. In general we call a $\sigma_c$-structure $B$ an $r$-ball, if $B \cong N^A_r(c^B)$. We call the isomorphism classes of $r$-balls $r$-types. For an $r$-type $\tau$ and an element $a \in A$ we say that $a$ has $(r, \tau)$-type $\tau$ if $N^A_r(a) \models \tau$. Observe that for fixed $r, d \in \mathbb{N}$, there are only finitely many $r$-types in structures in $C_d$. Moreover, given such an $r$-type $\tau$, there is a formula $\varphi_\tau(x)$ such that for every $\sigma$-structure $A$ and for every $a \in A$, $A \models \varphi_\tau(a)$ iff $N^A_r(a) \models \tau$. A Hanf-sentence is a sentence of the form $\exists^m x \varphi_\tau(x)$, for some $m \in \mathbb{N}_{>0}$, where $\tau$ is an $r$-type. Here $r$ is the locality radius of the Hanf-sentence. An FO sentence is in Hanf normal form, if it is a Boolean combination\(^4\) of Hanf sentences. Two formulas $\varphi(x)$ and $\psi(x)$ of signature $\sigma$ are called $d$-equivalent, if they are equivalent on $C_d$, i.e. for all $A \in C_d$ and $\bar{a} \in A^{|\bar{a}|}$ with $|\bar{a}| = |\bar{x}|$ we have $A \models \varphi(\bar{a})$ iff $A \models \psi(\bar{a})$. Hanf’s locality theorem for first-order logic [Han65] implies the following.

**Theorem A.1** (Hanf [Han65]). Let $d \in \mathbb{N}$. Every sentence of first-order logic is $d$-equivalent to a sentence in Hanf normal form.

### B Deferred Proofs from Section 2.3

**Proof of Lemma 2.12.** Let $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$ be the eigenvalues of $G^2[S]$. Since $G^2[S]$ is connected, Lemma 2.13 implies that $\lambda_1 > \lambda_2$. Now assume that $-1$ is an eigenvalue of $G^2[S]$ with eigenvector $\overline{v}$. Then the vector $\overline{v'}$ defined by $\overline{v'}_v = \overline{v}_v$ for all $v \in S$ and $\overline{v'}_v = 0$ otherwise is the eigenvector for eigenvalue $-1$ of the graph $G^2$. But $G^2$ can not have a negative eigenvalue as every eigenvalue of $G^2$ is a square of a real number. Therefore $\lambda_1 \neq \lambda_N$ and $\lambda(G^2[S]) < 1$ as claimed. \[\square\]

\(^4\)By Boolean combination we always mean finite Boolean combination.