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Entrophy production characterizes irreversibility. This viewpoint allows us to consider the thermodynamic uncertainty relation, which states that a higher precision can be achieved at the cost of higher entropy production, as a relation between precision and irreversibility. Considering the original and perturbed dynamics, we show that the precision of an arbitrary counting observable in continuous measurement of quantum Markov processes is bounded from below by Loschmidt echo between the two dynamics, representing the irreversibility of quantum dynamics. When considering particular perturbed dynamics, our relation leads to several thermodynamic uncertainty relations, indicating that our relation provides a unified perspective on classical and quantum thermodynamic uncertainty relations.

Introduction.—Thermodynamic uncertainty relation (TUR) [1–17] (see [18] for a review) gives a universal relation between precision and thermodynamic cost. It states that 

\[ \frac{\langle J^2 \rangle}{\langle J \rangle^2} \geq 2/\langle \sigma \rangle, \]

where \( \langle \rangle \) are the mean and standard deviation, respectively, of a current observable \( J \). The uncertainty relation between precision and thermodynamic cost. It indicates that a higher precision can be achieved at the cost of higher entropy production. The entropy production quantifies the irreversibility of a system. Let \( \mathcal{P}_F(\Gamma) \) be the probability for observing a trajectory \( \Gamma \) in the forward process, and \( \mathcal{P}_R(\Gamma) \) be the probability for observing a time-reversed trajectory \( \Gamma \) in the reversed process. Then, the entropy production is defined by a log-ratio between \( \mathcal{P}_F(\Gamma) \) and \( \mathcal{P}_R(\Gamma) \) [Fig. 1(a)]:

\[ \langle \sigma \rangle = D[\mathcal{P}_F(\Gamma)] / D[\mathcal{P}_R(\Gamma)] \equiv \ln[\mathcal{P}_F(\Gamma)/\mathcal{P}_R(\Gamma)], \]

where \( D[\bullet] \) denotes the relative entropy. This relation suggests that TUR is a consequence of irreversibility, i.e., the larger the extent of irreversibility, the higher the precision of a thermodynamic machine.

In Newtonian dynamics, despite microscopic reversibility, irreversibility emerges due to the chaotic nature of many-body systems. For chaotic systems, even considering reversed dynamics by reversing the sign of the momenta, an infinitely small perturbation applied to the state yields an exponential divergence from the original reversed dynamics, indicating the infeasibility of such reversed dynamics. Thus, the extent of irreversibility can be evaluated through the extent of chaos, which is often quantified by the Lyapunov exponent in classical dynamics. The Loschmidt echo [19–21] is an indicator for the effect of small perturbations applied to the Hamiltonian in quantum systems. It can be viewed as a quantum analog of the Lyapunov exponent. Consider an isolated quantum system. Given an initial pure state \( |\Psi(0)\rangle \), with Hamiltonian \( H \) and perturbed Hamiltonian \( H_\tau \), the Loschmidt echo \( \eta \) is defined as follows:

\[ \eta \equiv |\langle \Psi(0) | e^{iH_\tau} e^{-iH_\tau} | \Psi(0) \rangle|^2. \tag{1} \]

Equation (1) evaluates the fidelity between two states, \( e^{-iH_\tau} |\Psi(0)\rangle \) and \( e^{-iH_\tau} |\Psi(0)\rangle \), at time \( t = \tau \), where \( \tau > 0 \) [Fig. 1(b)]. These states are generated through the forward time evolution induced by \( H \) and \( H_\tau \), respectively. Alternatively, Eq. (1) can be viewed as the fidelity between \( |\Psi(0)\rangle \) and \( e^{iH_\tau} e^{-iH_\tau} |\Psi(0)\rangle \) at \( t = 0 \), where the latter state is obtained by applying the forward time evolution by \( H \) and the subsequent reversed-time evolution by \( H_\tau \) to \( |\Psi(0)\rangle \) [Fig. 1(c)]. The second interpretation gives a natural extension to classical irreversibility. In this Letter, we show that the precision of any counting observable in the continuous measurement of quantum Markov processes is bounded from below by the Loschmidt echo. This relation can be viewed as a quantum extension of classical TURs. Notably, the obtained quantum TUR holds for any continuous measurement, which has not been achieved for previous quantum TURs [22–33]. When we consider empty dynamics for the perturbed dynamics, the main result appears to be reminiscent of a bound obtained in Ref. [30], whereas the bound in this Letter provides a tighter bound for a classical limit. Moreover, when we consider time-scaled perturbed dynamics, the main result reduces to the bound reported in Ref. [28], which covers a classical TUR comprising the dynamical activity [6]. Our result provides a unified perspective on classical and quantum TURs.

Results.—We consider a quantum Markov process described by a Lindblad equation [34, 35]. Let \( \rho_S(t) \) be a density operator at time \( t \) in the principal system \( S \). The time evolution of \( \rho_S(t) \) is governed by

\[ \dot{\rho}_S = \mathcal{L} \rho_S \equiv -i[H_S, \rho_S] + \sum_{m=1}^{M} \mathcal{D}(\rho_S, L_m), \tag{2} \]

where \( \mathcal{L} \) is the time derivative, \( \mathcal{L} \) is a Lindblad superoperator, \( H_S \) is a Hamiltonian, \( \mathcal{D}(\rho_S, L) \equiv L \rho_S L^\dagger - \{L^\dagger L, \rho_S\}/2 \) is a dissipator, and \( L_m \) (\( 1 \leq m \leq M \) with \( M \) being the number of \( L_m \)) is the \( m \)th jump operator (\( \bullet \) and \( \bullet \) denote the commutator and anticommutator, respectively). Note that \( H_S \) is different from the total Hamiltonian \( H \), which induces unitary time
FIG. 1. Quantification of irreversibility. (a) Entropy production \(\sigma\) in classical Markov processes, defined by a log-ratio between \(\mathcal{P}_F(\Gamma)\), the probability for observing a trajectory \(\Gamma\) in the forward process, and \(\mathcal{P}_R(\hat{\Gamma})\), the probability for observing a time-reversed trajectory \(\hat{\Gamma}\) in the reversed process. (b) Loschmidt echo \(\eta\) in quantum dynamics, which is the fidelity between two states, \(e^{-iH_{\tau}}|\Psi(0)\rangle\) and \(e^{-iH_{\tau}}|\Psi(0)\rangle\) at \(t = \tau\). These states are obtained through forward time evolution induced by \(H\) and \(H_e\), respectively. (c) An interpretation of the Loschmidt echo \(\eta\) as the fidelity between two states, \(|\Psi(0)\rangle\) and \(e^{iH_{\tau}}e^{-iH_{\tau}}|\Psi(0)\rangle\), at \(t = 0\). The latter state is obtained through forward time evolution by \(H\) and the subsequent reversed-time evolution by \(H_e\).

evolution in the total system. For a sufficiently small time interval \(\Delta t\), Eq. (2) admits the Kraus representation \(\rho_S(t + \Delta t) = \sum_{m=0}^M V_m \rho_S(t)V_m^\dagger\), where

\[
V_0 \equiv \mathbb{I}_S - i\Delta t H S - \frac{1}{2} \Delta t \sum_{m=1}^M L_m^\dagger L_m,
\]

\[
V_m \equiv \sqrt{\Delta t} L_m (1 \leq m \leq M).
\]

Here, \(\mathbb{I}_S\) denotes the identity operator in \(S\) (the other identity operators are defined similarly). \(V_0\) corresponds to no jump and \(V_m\) \((1 \leq m \leq M)\) to the \(m\)th jump within the interval \([t, t + \Delta t]\). \(V_m\) satisfies the completeness relation \(\sum_{m=1}^M V_m^\dagger V_m = \mathbb{I}_S\). \(V_m\), defined in Eqs. (3) and (4) are not the only operators consistent with Eq. (2). There are infinitely many operators that can induce the same time evolution.

Using the input-output formalism \([36–39]\), employed in studying TURs in a quantum domain \([28, 30]\), we describe the time evolution generated by the Kraus operators \([\text{Eqs. (3) and (4)}]\) as interactions between the principal system \(S\) and environment \(E\). Let \(t = 0\) and \(t = \tau\) be the initial and final times of time evolution, respectively. We discretize the time interval \([0, \tau]\) by dividing it into \(N\) intervals, where \(N\) is a sufficiently large natural number; in addition, we define \(\Delta t \equiv \tau/N\) and \(t_k \equiv \Delta t k\) \((t_0 = 0\) and \(t_N = \tau)\). Here, the orthonormal basis of \(E\) is assumed to be \(|m_{N-1},\ldots,m_1,m_0\rangle\) \((m_k \in \{0,1,\ldots,M-1,M\}\), where a subspace \(|m_k\rangle\) interacts with \(S\) through a unitary operator \(U_{tk}\) during an interval \([t_k,t_{k+1}]\) [Fig. 2]. When the initial states of \(S\) and \(E\) are \(|\psi_S\rangle\) and \(|0_{N-1},\ldots,0_1,0_0\rangle\), respectively, the composite state at \(t = \tau\) is

\[
|\Psi(\tau)\rangle = U_{t_{N-1}}\cdots U_{t_0} |\psi_S\rangle \otimes |0_{N-1},\ldots,0_0\rangle
= \sum_m V_{m_{N-1}} \cdots V_{m_0} |\psi_S\rangle \otimes |m_{N-1},\ldots,m_0\rangle.
\]

Calculating \(\text{Tr}_E[|\Psi(\tau)\rangle \langle \Psi(\tau)|]\) for \(\Delta t \to 0\), we recover the original Lindblad equation of Eq. (2). This input-output formalism is referred to as the repeated interaction model in quantum thermodynamics \([40–42]\), which was recently used to derive quantum TURs \([43, 44]\). Importantly, the input-output formalism assumes that the environment is pure so that the time-evolved state in \(S + E\) is pure [Eq. (5)], which enables the following calculation. Continuous measurement \([45, 46]\) through the environment corresponds to environmental measurement at the final time. When we measure the environment at \(t = \tau\) through a set of projectors \(|\{m\}\rangle \langle m|\) with \(|m\rangle \equiv |m_{N-1},\ldots,m_1,m_0\rangle\), we obtain a realization of \(m\), and the principal system is projected to \(V_{m_{N-1}} \cdots V_{m_0} |\psi_S\rangle\) (note that this is unnormalized). Thus, \(m\) comprises a measurement record of continuous measurement. Since the evolution of \(V_{m_{N-1}} \cdots V_{m_0} |\psi_S\rangle\) is stochastic depending on the measurement record, it is referred to as a quantum trajectory, which can be described by the stochastic Schrödinger equation \([47]\). Figure 2 presents an example of continuous measurement in the input-output formalism for \(M = 1\) (i.e., a single jump operator) with \(N = 4\). After the measurement with the set of projectors \(|\{m\}\rangle \langle m|\) \(m\), suppose we obtain \(|1_0,0_2,0_1,0_0\rangle\), where 1s denote the detection of jumps. Then, two jump events occurred in the principal system \(S\) in two intervals \([t_0,t_1]\) and \([t_3,t_4]\). Let us define the counting observable \(C\) that counts and weights jump events in a quantum trajectory. We define \(C\) by an Hermitian operator on \(E\), which admits the following eigendecomposition:

\[
C = \sum_m g(m) |m\rangle \langle m| = \sum_c c \Upsilon(c),
\]

where \(\Upsilon(c) \equiv \sum_{m : g(m) = c} |m\rangle \langle m|\) and we assume \(g(0) = 0\) with \(0 \equiv |0_{N-1},\ldots,0_1,0_0\rangle\). A set \(\{\Upsilon(c)\}_c\) comprises a projection-valued measure. \(g(m)\) in Eq. (6) counts and weights jumps in a measurement record \(m\). The condition \(g(0) = 0\) implies that the counting observable should vanish when there are no jump events, which constitutes a minimum assumption for the counting observable \([30]\).
For instance, \( g(m) \) is typically expressed as follows:

\[
g(m) = \sum_{k=0}^{N-1} C_{mk},
\]

where \([C_0, C_1, ..., C_M]\) with \(C_0 = 0\) is a real projection vector specifying the weight of each jump (recall \(n_k \in \{0, 1, ..., M - 1, M\}\)). For instance, in Fig. 2 with the weight vector \([C_0, C_1] = [0, 1]\), \(g(m)\) in Eq. (7) simply counts the number of jumps in \(m\) to yield \(g(m) = 2\) for \(m = [13, 0_2, 0_1, 1_0]\). The probability distributions of the counting observable are \(P(c) \equiv \langle \Psi|\mathbb{S} \otimes \mathcal{Y}(c)|\Psi\rangle \) and \(P_s(c) \equiv \langle \Psi_s|\mathbb{S} \otimes \mathcal{Y}(c)|\Psi_s\rangle\). The mean and standard deviation are \(\langle C \rangle \equiv \langle \Psi|\mathbb{S} \otimes \mathbb{C}|\Psi\rangle = \sum_c c P(c)\) and \([\mathbb{C}] \equiv \sqrt{\langle C^2 \rangle - \langle C \rangle^2}\), respectively (quantities with a subscript \(*\) should be evaluated for \(\Psi_s\) instead of \(\Psi\)).

The Lindblad equation of Eq. (2) covers classical stochastic processes. Consider a classical Markov chain with \(N_s\) states. Such classical states can be represented quantum mechanically by an orthonormal basis \(\{|b_1\rangle, |b_2\rangle, ..., |b_{N_s}\rangle\}\). Classical Markov chains can be emulated by setting \(H_S = 0\), \(L_{ji} = \sqrt{\gamma_{ji}}|b_j\rangle\langle b_i|\), and \(\rho_S(t) = \sum_i p_i(t) |b_i\rangle\langle b_i|\), where \(\gamma_{ji}\) is a transition rate from \(|b_i\rangle\) to \(|b_j\rangle\), and \(p_i(t)\) is the probability of being \(|b_i\rangle\) at time \(t\). \(C\) with Eq. (7) is a reminiscent of the counting observable in the classical stochastic thermodynamics, which is defined by \(\sum_{j \neq i} C_{ji} N_{ji}\) with \(N_{ji}\) being the number of transitions from \(|b_i\rangle\) to \(|b_j\rangle\) in \([0, \tau]\), and \(C_{ji} \in \mathbb{R}\) being its weight. The current observable, which is an observable of interest in the conventional TUR [1, 2], additionally assumes asymmetry \(C_{ji} = -C_{ij}\).

The Loschmidt echo considers the fidelity between the original \(\Psi\) and perturbed state \(\Psi_s\) [Eq. (1)]. Let \(H_{*S}\) and \(L_{*,m}\) \((1 \leq m \leq M)\) be the perturbed Hamiltonian and jump operators, respectively, in Eqs. (3) and (4). We define the Kraus operators of the perturbed dynamics \(V_{*,m}\) by Eqs. (3) and (4), where \(H_S\) and \(L_{m}\) should be replaced with \(H_{*S}\) and \(L_{*,m}\), respectively. Similar to Eq. (5), the composite state of the perturbed dynamics at \(t = \tau\) is given by

\[
|\Psi_s(\tau)\rangle = \sum_m V_{*,mN-1} \cdots V_{*,m0} |\Psi_S\rangle \otimes |m_{N-1}, ..., m_0\rangle.
\]

Calculating the Loschmidt echo \(|\langle \Psi_s|\Psi\rangle|^2\) for Eqs. (5) and (8) is not an easy task since the composite state \(|\Psi(\tau)\rangle\) or \(|\Psi_s(\tau)\rangle\), comprising the principal system and environment, is generally inaccessible. For continuous measurement, the Loschmidt echo can be explicitly calculated after Refs. [37, 49]. Note that \(|\langle \Psi_s|\Psi(t)\rangle| = \mathrm{Tr}_{SE} \|\langle \Psi|\Psi(t)\rangle\| = |\langle \Psi|\rho(t)\rangle|\) where \(\phi(t) \equiv \mathrm{Tr}_{SE}[\langle \Psi|\Psi(t)\rangle|\Psi_s(\bullet)\rangle]\). Thus, using Eqs. (5) and (8), \(\phi\) satisfies a two-sided Lindblad equation [37, 49]:

\[
\dot{\rho} \equiv K \phi + i[H_S \phi + iH_{*S} + \sum_m L_m \phi L_{*,m} - \frac{1}{2} \sum_m [L_m^\dagger L_{*,m}^\dagger + \phi L_{*,m}^\dagger L_{*,m}],
\]

where \(K\) is a super-operator. Note that \(\phi\) does not preserve the trace, i.e., \(\mathrm{Tr}[\phi(t)] \neq 1\) in general. By solving the two-sided Lindblad equation, we obtain \(\phi(\tau) = e^{K \tau} \rho_S(0)\), where \(\rho_S(0) = |\psi_S\rangle\langle \psi_S|\) is the initial density operator of the Lindblad dynamics [50]. The Loschmidt echo \(\eta\) is expressed by \(\eta = \langle \Psi_s|e^{K \tau} \rho_S(0)|\psi_S\rangle\) [50]. Important, \(\eta\) can be specified by quantities of \(S\) alone \((H_S, L_m, H_{*,S}, \text{ and } L_{*,m})\). Moreover, the Loschmidt echo \(|\langle \Psi_s|\Psi\rangle|^2\) can be obtained via the consideration of an ancillary qubit [49], which is a natural extension of the approach used to experimentally measure the Loschmidt echo in closed quantum dynamics. The above calculations assumed an initially pure state; however, a generalization to an initially mixed state case is straightforward [47].

Next, we relate the precision of the counting observable with the Loschmidt echo \(\eta\). Let \(F\) be an arbitrary Hermitian operator on \(|\Psi\rangle\) and \(|\Psi_s\rangle\). \(F\) admits the eigen-decomposition \(F = \sum_{z \in \mathcal{Z}} z \Lambda(z)\), where \(\mathcal{Z}\) and \(\Lambda(z)\) represent a set of distinct eigenvalues of \(F\) and a projector corresponding to \(z\), respectively. By using the projector \(\Lambda(z)\), the fidelity is bounded from above by

\[
|\langle \Psi_s|\Psi\rangle| \leq \sum_{z \in \mathcal{Z}} |\langle \Psi_s|\Lambda(z)|\Psi\rangle| \leq \sum_{z \in \mathcal{Z}} \sqrt{P(z)} \sqrt{P_s(z)}
\]

\[
= 1 - H^2(P, P_s),
\]

where \(P(z) \equiv \langle \Psi|\Lambda(z)|\Psi\rangle\), \(P_s(z) \equiv \langle \Psi_s|\Lambda(z)|\Psi_s\rangle\), and \(H^2(\bullet, \bullet)\) is the Hellinger distance. The first inequality used the triangle inequality, where the equality holds if and only if the direction of \(\langle \Psi_s|\Lambda(z)|\Psi\rangle\) in the complex plane is the same for all \(z\). The second inequality used the Cauchy–Schwarz inequality, where the equality holds if and only if \(\Lambda(z)\) \(\propto \Lambda(z)|\Psi\rangle\) for all \(z\). The Hellinger distance is defined as follows:

\[
H^2(P, P_s) = \frac{1}{2} \sum_{z \in \mathcal{Z}} \left( \sqrt{P(z)} - \sqrt{P_s(z)} \right)^2,
\]

where \(0 \leq H^2(P, P_s) \leq 1\). The Hellinger distance has a lower bound, given the mean and variance [51–53]. We use a tighter lower bound re-
cently derived in Ref. [53, 54] (see Ref. [47] for a brief explanation):
\[ \mathcal{H}^2(P, P_\star) \geq 1 - \left( \frac{\langle F \rangle - \langle F \rangle_\star}{\|[F]\| + \|[F]\_\star\|} \right)^2 + 1 \] ^{-\frac{1}{2}}, \tag{10} 

where \( \langle F \rangle \equiv \langle \Psi | F | \Psi \rangle = \sum_{z \in \mathbb{Z}} zP(z) \) and \( ||F|| \) is the norm of \( F \) (quantities with a subscript \( \star \) should be evaluated for \( |\Psi\rangle \) instead of \( |\Psi\rangle \)). The equality of Eq. (10) holds if and only if \( P(z) \) and \( P_\star(z) \) are defined on a set consisting of two points. Substituting Eq. (10) into Eq. (9), we obtain
\[ \left( \frac{[C] + [C]\_\star}{(C) - (C)\_\star} \right)^2 \geq \frac{1}{|TrS[e^{\mathcal{K} \tau} \rho_0]|^{-2} - 1}, \tag{11} \]

Note that a similar relation, which is looser than Eq. (11), was derived in Ref. [55]. Because \( F \) is arbitrary, by taking \( F = I_S \otimes C = \sum_c c(I_S \otimes \Upsilon(c)) \) in Eq. (11), where \( C \) is the counting observable defined in Eq. (6), we obtain
\[ \left( \frac{[C] + [C]\_\star}{(C) - (C)\_\star} \right)^2 \geq \frac{1}{|TrS[e^{\mathcal{K} \tau} \rho_0]|^{-2} - 1}, \tag{12} \]

which is the main result of this Letter. The left-hand side of Eq. (12) concerns the counting observable \( C \), whereas the right-hand side can be calculated as \( H_S, H_{S\_\star}, L_m, L_{\_\star m}, \) and \( \rho_0(0) \). The left-hand side of Eq. (12) can be identified as a similarity between two distributions, \( \mathbb{P}(c) \) and \( \mathbb{P}\_\star(c) \), when \( (C) - (C)\_\star \) is sufficiently large. Equation (12) shows that the precision of counting observables improves when the extent of irreversibility increases, which qualitatively agrees with the classical TURs [1, 2]. Classical TURs have a lower bound based on the entropy production that characterizes the irreversibility of classical Markov processes. Equation (12) is reminiscent of a hysteretic TUR [56], which considers an observable of two processes. Similarly, Eq. (12) includes the mean and variance of two dynamics, the original and perturbed dynamics. The Kraus operators \( V_m \) in Eqs. (3) and (4) are not unique: a different Kraus operator corresponds to a different continuous measurement. We can show that Eq. (12) still holds for any continuous measurement (unraveling) [47]. Let us mention the equality condition of Eq. (12). The equality of Eq. (12) requires the following three conditions: \( \langle \Psi | I_S \otimes \Upsilon(c) | \Psi \rangle \) has the same direction in the complex plane for all \( c \), \( (I_S \otimes \Upsilon(c)) | \Psi \rangle \propto (I_S \otimes \Upsilon(c)) | \Psi \rangle \) for all \( c \), and \( \mathbb{P}(c) \) and \( \mathbb{P}\_\star(c) \) are defined on a set comprising two points. For instance, an observable that simply counts the number of jumps satisfies the last condition for sufficiently short \( \tau \), in which the observable takes either 0 (no jump event) or 1 (one jump event). We perform simulation analysis for Eqs. (12) and numerically verify the bounds (see Ref. [47]). At this point, the condition \( g(0) = 0 \) was not used; however, it hereafter plays an important role when considering particular perturbed dynamics.

We consider a specific case of the empty perturbed dynamics in Eq. (12), i.e., \( H_{S \_ \star} = 0 \) and \( L_{\_ \star m} = 0 \) for all \( m \). Then, the composite state of the perturbed dynamics at \( t = \tau \) becomes \( |\Psi_{S\_\star}(\tau)\rangle = |\psi_S \rangle \otimes |0_{x\_\_1}, \cdots, 0_0\rangle \), which is unchanged from the initial state. In this case, the Loschmidt echo is \( \eta = |\langle \Psi(0) | \Psi(\tau) \rangle|^2 \). Since \( C \) in Eq. (6) assumes \( g(0) = 0 \), \( \langle C \rangle_\star = 0 \) and \( ||C|| = 0 \) for the empty dynamics. Equation (12) becomes
\[ \frac{||C||^2}{\langle C \rangle^2} \geq \frac{1}{|TrS[e^{-iH_{\_\star} \tau} \rho_0]|^{-2} - 1}, \tag{13} \]

where \( H_{\_\star} \equiv H_S - (i/2) \sum_m L_m^\dagger L_m \) is the effective Hamiltonian (note that \( H_{\_\star} \) is non-Hermitian). Note that Eq. (13) requires continuous measurement that corresponds to Eqs. (3) and (4) [47], whereas Eq. (12) holds for an arbitrary continuous measurement. The bound of Eq. (13) is similar to that obtained in Ref. [30]:
\[ \frac{||C||^2}{\langle C \rangle^2} \geq \frac{1}{TrS[e^{-iH_{\_\star} \tau} \rho_0 e^{iH_{\_\star} \tau}] - 1}, \tag{14} \]

In the short time limit \( \tau \rightarrow 0 \), Eqs. (13) and (14) reduce to the same bound \( \frac{||C||^2}{\langle C \rangle^2} \geq \frac{1}{TrS[\sum_m L_m^\dagger L_m \rho_0(0)]} \), where the denominator corresponds to the dynamical activity [57] in classical Markov processes. Using the quantum-to-classical mapping explained above, we can obtain a classical limit of Eq. (13) as follows:
\[ \frac{||C||^2}{\langle C \rangle^2} \geq \frac{1}{\left( \sum_i p_i(0) \sqrt{\sum_{i(x)} \gamma_{i(x)}} \right)^{-2}} - 1, \tag{15} \]

Similarly, the classical limit of Eq. (14) is
\[ \frac{||C||^2}{\langle C \rangle^2} \geq \frac{1}{\sum_i e^{-\sum_{i(x)} \gamma_{i(x)} p_i(0)}} - 1, \tag{16} \]

where \( e^{-\sum_{i(x)} \gamma_{i(x)}} \) in Eqs. (15) and (16) corresponds to the probability of no jump within \([0, \tau]\) starting from \(|b_i\rangle\), which is an experimentally measurable quantity. By using Jensen’s inequality, we can show that Eq. (15) provides a tighter lower bound than Eq. (16). Contrariwise, when the system approaches the closed quantum dynamics, the lower bound of Eq. (14) becomes tighter than that of Eq. (13) (please see Ref. [47] for details).

So far, we have considered the empty perturbed dynamics. We now consider a different perturbed dynamics in Eq. (12), a time-scaled perturbed dynamics. This case is specified by \( H_{S \_\star} = (1 + \varepsilon) H_S \) and \( L_{\_ \_ \star m} = \sqrt{1 + \varepsilon} L_m \) for all \( m \), where \( \varepsilon \in \mathbb{R} \) is an infinitesimally small parameter. The Lindblad equation of Eq. (2) for the perturbed dynamics becomes \( \dot{\rho}_S = (1 + \varepsilon) L \rho_S \), which is identical
to the original dynamics, except for its time scale. Assume that this Lindblad equation converges to a steady-state density operator. Moreover, we perform a continuous measurement corresponding to Eqs. (3) and (4) assuming the condition of Eq. (7) for the counting observable. Then, for $\tau \to \infty$, according to Ref. [58], the mean and variance of the perturbed dynamics satisfy $\langle C \rangle_\tau = \langle 1 + \varepsilon \rangle \langle C \rangle$ and $\langle C^2 \rangle_\tau = \langle 1 + \varepsilon \rangle \langle C \rangle^2$ [47]. This scaling relation is intuitive; since the time scale of the perturbed dynamics is $1 + \varepsilon$ times faster (when $\varepsilon > 0$), jump events occur $1 + \varepsilon$ times more frequently within the fixed time interval $[0, \tau]$ for $\tau \to \infty$. However, this scaling relation does not necessarily hold with a different continuous measurement. The left-hand side of Eq. (12) becomes $(1 + \sqrt{1 + \varepsilon^2}) \langle C \rangle^2 / \langle \varepsilon^2 \rangle$ since $\langle \Psi(\tau) \rangle$ depends on $\varepsilon$, we may write $\langle \Psi(\tau; \varepsilon) \rangle = \langle \Psi(\tau; \varepsilon = 0) \rangle$ because $\varepsilon = 0$ case reduces to the original dynamics. Therefore, a classical TUR comprising dynamical relations for the continuous measurement through the quantum Cramér–Rao inequality [28] through the quantum Cramér–Rao inequality [28] through the quantum Cramér–Rao inequality [28] through the quantum Cramér–Rao inequality [28].

Equation (18) rederives a quantum TUR obtained in Ref. [28] through quantum Cramér–Rao inequality [60–63]. In Ref. [28], $\mathcal{F}(\tau)$ was explicitly evaluated and shown to reduce to dynamical activity in the classical limit. $\mathcal{F}(\tau)$ linearly depends on $\tau$, which contrasts with Eq. (13). Therefore, a classical TUR comprising dynamical activity [6] can be derived as a particular case of Eq. (12). Since Eqs. (19) and (13) depend on $\tau$ linearly and exponentially, respectively, Eq. (18) is tighter than Eq. (13). However, Eq. (13) requires fewer assumptions on the dynamics and observable; Eq. (13) holds for arbitrary dynamics and for counting observables satisfying $g(0) = 0$, whereas Eq. (18) is valid only for steady-state dynamics ($\tau \to \infty$) and for the counting observable, which satisfies the additional assumption given in Eq. (7). The relative entropy between two nearby probability distributions yields the Fisher information, which plays a fundamental role in classical stochastic thermodynamics [10, 64–66]. Contrariwise, the quantum relative entropy between two nearby density operators does not yield the quantum Fisher information [67], but the fidelity does [Eq. (17)], which indicates that not the quantum relative entropy, but the Loschmidt echo, provides a unified perspective on classical and quantum TURs.

Conclusion.—In this Letter, we obtained a relation between the Loschmidt echo and the precision of continuous measurement in quantum Markov processes, which can be viewed as a quantum generalization of classical TURs. Since the relations derived in this Letter exploited the advantage of general quantum bounds, which holds for general Hermitian operators, we can obtain other thermodynamic relations for the continuous measurement through our approach. Indeed, in our follow-up paper [68], we obtain a TUR for quantum first passage processes using the same technique. Moreover, because Eq. (12) shows that the upper bound of the Loschmidt echo $\langle |\Psi(\tau; \varepsilon) \rangle^2 \rangle$ can be obtained from the continuous measurement, a possible application of Eq. (12) is related to thermodynamic inference, which is actively studied in classical TURs [69–72].
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This supplementary material describes the calculations introduced in the main text. Equation and figure numbers are prefixed with S (e.g., Eq. (S1) or Fig. S1). Numbers without this prefix (e.g., Eq. (1) or Fig. 1) refer to items in the main text.

S1. LIouvILLE SPACE REPRESENTATION

The Lindblad equation describes the time evolution of a density operator \( \rho_S \) in a Hilbert space; it can be equivalently described in a Liouville space. Here, we introduce the Liouville space representation according to Ref. [1]. Given an orthonormal basis \( |i\rangle \) in \( S \), the density operator is

\[
\rho_S = \sum_{i,j} \rho_{ij} |i\rangle \langle j|.
\]

We introduce a vectorization of \( \rho_S \) by

\[
\text{vec}(\rho_S) \equiv \sum_{i,j} \rho_{ij} |j\rangle \otimes |i\rangle.
\]

Note that \( \text{vec}(\rho_S) \) belongs to a Liouville space. Using the vectorization, we can express the two-sided Lindblad equation in a Liouville space. The two-sided Lindblad equation, introduced in the main text, is given by

\[
\dot{\phi} = \mathcal{K}\phi \equiv -iH_S\phi + \sum_m L_m \phi L_m^\dagger + \frac{1}{2} \left( \sum_m [L_m^\dagger L_m + L_m L_m^\dagger] - \frac{1}{2} \right),
\]

where \( H_S \) and \( L_m \) represent the Hamiltonian and jump operators of the original dynamics, respectively; \( H_{*,S} \) and \( L_{*,m} \) represent the Hamiltonian and jump operator in perturbed dynamics. We assumed that there are \( M \) jump operators \( \{L_1, L_2, \ldots, L_M\} \). The Liouville representation of Eq. (S3) is expressed as follows:

\[
\frac{d}{dt} \text{vec}(\phi) = \hat{\mathcal{K}} \text{vec}(\phi),
\]

where \( \hat{\mathcal{K}} \) is defined by

\[
\hat{\mathcal{K}} \equiv -i \left[ H_S \otimes I_S - H_{*,S}^\dagger \otimes I_S \right] + \sum_m \left[ L_{*,m}^\dagger \otimes L_m - \frac{1}{2} I_S \otimes L_m^\dagger L_m - \frac{1}{2} (L_{*,m}^\dagger L_{*,m})^\dagger \otimes I_S \right],
\]

with \( * \) and \( \dagger \) denoting the complex conjugate and the transpose, respectively. Since Eq. (S4) is a simple linear differential equation, its solution is given by

\[
\text{vec}(\phi(\tau)) = e^{\hat{\mathcal{K}}\tau} \text{vec}(\rho_S(0)),
\]

which is abbreviated as \( \phi(\tau) = e^{\hat{\mathcal{K}}\tau} \rho_S(0) \) in the main text.

In the main text, we consider a case where the perturbed dynamics is empty, i.e., \( H_{*,S} = 0 \) and \( L_{*,m} = 0 \) for all \( m \). Here, Eq. (S3) becomes

\[
\dot{\phi} = \left[ -iH_S - \frac{1}{2} \sum_m L_m^\dagger L_m \right] \phi,
\]

which is a simple linear differential equation. Thus, the solution of Eq. (S7) can be represented in a Hilbert space as follows:

\[
\phi(\tau) = e^{[-iH_S - \frac{1}{2} \sum_m L_m^\dagger L_m] \tau} \rho_S(0).
\]
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S2. MIXED STATE CASE

In the main text, we consider a two-sided Lindblad equation for initially pure states. Here, we consider a two-sided Lindblad equation for an initially mixed state.

Let \( \rho_S \) be the initial mixed state in \( S \). We consider an ancilla \( A \) that purifies \( \rho_S \). Let \( |\tilde{\psi}_{SA}\rangle \) in \( S + A \) be a purification of \( \rho_S \):

\[
\rho_S = \text{Tr}_A \left[ |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \right].
\]  

(S9)

We want to define the time evolution on a pure state in \( S + A \). We define the following Kraus operators on \( S + A \):

\[
\tilde{V}_m \equiv V_m \otimes I_A \quad (0 \leq m \leq M),
\]

where \( V_m \) is defined in Eqs. (3) and (4). By applying \( \tilde{V}_m \) to the purified state \( |\tilde{\psi}_{SA}\rangle \) and tracing the ancilla \( A \), we obtain

\[
\text{Tr}_A \left[ \sum_{m=0}^{M} \tilde{V}_m |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \tilde{V}_m^\dagger \right] = \sum_{m=0}^{M} V_m \text{Tr}_A \left[ |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \right] V_m^\dagger
\]

indicating that \( \tilde{V}_m \) induces a consistent time evolution for \( \rho_S \) in \( S \). Using \( \tilde{V}_m \) defined in Eq. (S10), similar to Eq. (5), a pure state in \( S + A + E \) at \( t = \tau \) is represented by

\[
|\tilde{\Psi}(\tau)\rangle = \sum_m \tilde{V}_{m_{N-1}} \cdots \tilde{V}_{m_0} |\tilde{\psi}_{SA}\rangle \otimes |m_{N-1}, \ldots, m_0\rangle.
\]  

(S12)

As stated in the main text, \( m = [m_{N-1}, \ldots, m_1, m_0] \) is a measurement record of the observation of the environment \( E \) with projector \( \{m\} \langle m| \rangle_m \). For \( |\tilde{\Psi}(\tau)\rangle \), we calculate the probability of obtaining \( m \):

\[
P(m_{N-1}, \ldots, m_0) = \langle \tilde{\Psi}(\tau)| I_S \otimes I_A \otimes |m_{N-1}, \ldots, m_0\rangle \langle m_{N-1}, \ldots, m_0| \tilde{\Psi}(\tau)\rangle
\]

\[
= \langle \tilde{\psi}_{SA}| \tilde{V}_{m_0}^\dagger \cdots \tilde{V}_{m_{N-1}}^\dagger |\tilde{\psi}_{SA}\rangle
\]

\[
= \text{Tr}_S \left[ |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \tilde{V}_{m_0}^\dagger \cdots \tilde{V}_{m_{N-1}}^\dagger \right]
\]

\[
= \text{Tr}_S \left[ V_{m_{N-1}} \cdots V_{m_0} \text{Tr}_A \left[ |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \right] V_{m_0}^\dagger \cdots V_{m_{N-1}}^\dagger \right]
\]

(S13)

Thus, statistics of \( m \) obtained by quantum trajectories induced by \( \tilde{V}_m \) with an initially mixed state \( \rho_S \) are identical to the measurement on \( |\tilde{\Psi}(\tau)\rangle \) by \( I_S \otimes I_A \otimes C \), where \( C \) is the counting observable defined in Eq. (6).

Similarly, we introduce the Kraus operators \( \tilde{V}_{*,m} \), representing perturbed dynamics:

\[
\tilde{V}_{*,m} \equiv V_{*,m} \otimes I_A \quad (0 \leq m \leq M),
\]  

(S14)

where \( V_{*,m} \) is defined in the main text. Similar to Eq. (S12), the pure state of the conjugate dynamics in \( S + A + E \) at \( t = \tau \) is expressed as follows:

\[
|\tilde{\Psi}_*(\tau)\rangle = \sum_m \tilde{V}_{*,m_{N-1}} \cdots \tilde{V}_{*,m_0} |\tilde{\psi}_{SA}\rangle \otimes |m_{N-1}, \ldots, m_0\rangle.
\]  

(S15)

As stated in the main text, we can compute the fidelity as follows:

\[
\langle \tilde{\Psi}_*(\tau)| \tilde{\Psi}(\tau)\rangle = \text{Tr}_{SAE} \left[ |\tilde{\Psi}(\tau)\rangle \langle \tilde{\Psi}(\tau)\rangle \right]
\]

\[
= \text{Tr}_S \left[ \sum_m \tilde{V}_{m_{N-1}} \cdots \tilde{V}_{m_0} |\tilde{\psi}_{SA}\rangle \langle \tilde{\psi}_{SA}| \tilde{V}_{*,m_0}^\dagger \cdots \tilde{V}_{*,m_{N-1}}^\dagger \right]
\]

\[
= \text{Tr}_S \left[ \sum_m V_{m_{N-1}} \cdots V_{m_0} \rho_S V_{*,m_0}^\dagger \cdots V_{*,m_{N-1}}^\dagger \right].
\]  

(S16)
The last line of Eq. (S16) gives a two-sided Lindblad equation with initial state $\rho_S$.

### S3. MEASUREMENT OPERATOR ON THE ENVIRONMENT

The Kraus operator $V_m$ in Eqs. (3) and (4) is not unique. Let $B$ be a unitary matrix. Any Kraus operator $Y_m$ defined by

$$Y_n = \sum_m B_{nm} V_m,$$

(S17)

gives the same time evolution as $V_m$, i.e., $\sum_m V_m \rho_S V_m^\dagger = \sum_m Y_m \rho_S Y_m^\dagger$. A different Kraus operator corresponds to a different measurement on the environment $E$. The basis of the $k$th environmental subspace is $|m_k\rangle$, where $m_k \in \{0,1,\ldots,M\}$. In this section, we use $|m\rangle$ to denote the subspace $|m_k\rangle$. The Kraus operator of Eqs. (3) and (4) corresponds to a measurement with basis $|m\rangle$ for each environmental subspace. Let us consider the basis $|\alpha\rangle$, representing a basis different from $|m\rangle$. $|\alpha\rangle$ is related to $|\alpha\rangle$ through

$$|\alpha\rangle = \sum_m A_{m\alpha} |m\rangle,$$

(S18)

where $A$ is a unitary operator. Direct calculation shows that the unitary operator $A$ satisfies $A = B^\dagger$, indicating that the unitary freedom in the Kraus operator corresponds to that in the measurement basis. Using $|\alpha\rangle$ and $Y_n$, Eq. (5) becomes

$$|\Psi(\tau)\rangle = \sum_{\alpha} Y_{\alpha_{N-1}} \cdots Y_{\alpha_0} |\psi_S\rangle \otimes |\alpha_{N-1},\ldots,\alpha_0\rangle,$$

(S19)

where $\alpha = [\alpha_{N-1},\ldots,\alpha_1,\alpha_0]$. In the main text, we consider the counting observable defined in Eq. (6) and a measurement on the environment by the set of projectors $\{|m\rangle \langle m|\}_m$. Here, we obtain a realization of $m$, and the principal system is projected to $V_{m_{N-1}} \cdots V_{m_0} |\psi\rangle$. Similarly, we can employ a different set of projectors $\{ |\alpha\rangle \langle \alpha| \}_\alpha$ for the environmental measurement. Using $|\alpha\rangle \langle \alpha|$, we obtain a realization of $\alpha$, and the principal system is projected to $Y_{\alpha_{N-1}} \cdots Y_{\alpha_0} |\psi\rangle$. We can consider an Hermitian observable on the environment, which is expressed by

$$\tilde{C} = \sum_\alpha \tilde{g}(\alpha) |\alpha\rangle \langle \alpha|,$$

(S20)

where $\tilde{g}(\alpha)$ is an arbitrary function of $\alpha$. Since $\langle \Psi|\Psi\rangle$ does not depend on the environmental basis, Eq. (12) should also hold for $\tilde{C}$:

$$\left(\frac{\|\tilde{C}\| + \|\tilde{C}\|_*}{\|\tilde{C}\|_*} - 1\right)^2 \geq \frac{1}{|\text{Tr}_S [e^{-iH_{\text{eff}} \tau} \rho_S(0)]|^{-2} - 1}.$$

(S21)

$|\alpha\rangle$ can be an arbitrary orthonormal basis in the environment, indicating that the main result of Eq. (12) holds for any continuous measurement.

In the main text, we consider the specific case of $H_{*,S}=0$ and $L_{*,m}=0$ for all $m$. Here, the composite state of the conjugate dynamics at $t=\tau$ is $|\Psi_*(\tau)\rangle = |\psi_S\rangle \otimes |0_{N-1},\ldots,0_0\rangle$, which is unchanged from the initial state. The counting observable $C$ of Eq. (6) satisfies

$$\langle C \rangle_* = \langle \Psi_*(\tau) | C | \Psi_*(\tau) \rangle = 0,$$

(S22)

$$\langle C^2 \rangle_* = \langle \Psi_*(\tau) | C | C | \Psi_*(\tau) \rangle = 0,$$

(S23)

leading Eq. (12) to Eq. (13). For $\tilde{C}$ defined in Eq. (S20), we obtain

$$\langle \tilde{C} \rangle_* = \langle \Psi_*(\tau) | \tilde{C} | \Psi_*(\tau) \rangle \neq 0,$$

(S24)

$$\langle \tilde{C}^2 \rangle_* = \langle \Psi_*(\tau) | \tilde{C} \tilde{C} | \Psi_*(\tau) \rangle \neq 0.$$

(S25)

Equations (S24) and (S25) show that

$$\frac{\|\tilde{C}\|^2}{\|\tilde{C}\|_*^2} = \frac{1}{|\text{Tr}_S [e^{-iH_{\text{eff}} \tau} \rho_S(0)]|^{-2} - 1},$$

(S26)

where $H_{\text{eff}} \equiv H_S - \frac{i}{\hbar} \sum_m L_m^\dagger L_m$. Thus, Eq. (13) depends on how we perform continuous measurement.
FIG. S1. Sequential measurement induced by $V$ at each step. We sequentially apply $V_m$ and record the output $m_i$.

S4. TIME-SCALED PERTURBED DYNAMICS

In the main text, we consider the following perturbed operators:

$$H_{S,m} = (1 + \varepsilon)H_S, \quad L_{S,m} = \sqrt{1 + \varepsilon}L_m,$$

where $\varepsilon \in \mathbb{R}$ is an infinitesimally small parameter. As mentioned in the main text, the Lindblad equation of Eq. (S27) becomes $\dot{\rho}_S = (1 + \varepsilon)\mathcal{L}\rho_S$ [cf. Eq. (2)], which is identical to the original dynamics, except for its time scale.

We will show the following scaling relations from Eq. (S27), which hold for $\tau \to \infty$.

$$\langle C \rangle_{S,m} = (1 + \varepsilon)\langle C \rangle_S,$$

$$\|C\|_{S,m}^2 = (1 + \varepsilon)\|C\|_S^2.$$

The Kraus representation is given by

$$V(\bullet) \equiv \sum_{m=0}^M V_m \cdot V_m^\dagger.$$

Continuous measurement can be identified as a sequential measurement induced by Eq. (S30). Suppose we sequentially perform a selective measurement $N$ times as shown in Fig. S1. Then, we obtain $m \equiv [m_0, m_1, \ldots, m_{N-1}] (m_k \in \{0, 1, \ldots, M\})$, which corresponds to a record of continuous measurement. Let us consider the following average:

$$S_N \equiv \frac{1}{N} \sum_{k=0}^{N-1} C_{m_k},$$

where $[C_0, C_1, \ldots, C_M]$ is a projection vector specifying the weight of each jump (see the main text). References [2, 3] showed that $S_N$ of the sequential measurement satisfies the following scaling for $N \to \infty$:

$$\langle S_N \rangle = O(N^0), \quad \|S_N\|^2 = \langle S_N^2 \rangle - \langle S_N \rangle^2 = O(N^{-1}).$$

Relations of Eq. (S32) indicate that, for $N \to \infty$, $S_N$ scales as if $m$ were independent and identically distributed. Indeed, Refs. [2, 3] showed that $S_N$ satisfies the central limit theorem for $N \to \infty$. The counting observable, defined in Eq. (6) in the main text, is

$$C = \sum_m g(m) |m\rangle \langle m|,$$

where $g(\mathbf{0}) = 0$ with $\mathbf{0} \equiv [0_{N-1}, 0_1, 0_0]$. When considering the time-scaled perturbed dynamics, we specifically consider [Eq. (7)]

$$g(m) = \sum_{k=0}^{N-1} C_{m_k},$$

which satisfies $g(\mathbf{0}) = 0$. Because $\tau = N\Delta t$, for $\tau \to \infty$, the counting observable with Eq. (S34) scales as

$$\langle C \rangle = \left\langle \sum_{k=0}^{N-1} C_{m_k} \right\rangle = O(\tau), \quad \|C\|^2 = \left\langle \left( \sum_{k=0}^{N-1} C_{m_k} \right)^2 \right\rangle - \langle C \rangle^2 = O(\tau).$$
which follows from Eq. (S32). Note that, for finite \( \tau \), Eq. (S35) does not hold in general. As shown in the main text, the Kraus operators are given by [Eqs. (3) and (4)]

\[
V_0 = \mathbb{I}_S - i \Delta t H_S - \frac{1}{2} \Delta t \sum_{m=1}^{M} L^\dagger_m L_m, \\
V_m = \sqrt{\Delta t} L_m \quad (1 \leq m \leq M).
\]

Therefore, the Kraus operators of the perturbed dynamics are

\[
V_{*,0} = \mathbb{I}_S - i \Delta t H_{*,0} - \frac{1}{2} \Delta t \sum_{m=1}^{M} L^\dagger_{*,m} L_{*,m} = \mathbb{I}_S - i \Delta t' H_S - \frac{1}{2} \Delta t' \sum_{m=1}^{M} L^\dagger_m L_m, \\
V_{*,m} = \sqrt{\Delta t} L_{*,m} = \sqrt{\Delta t'} L_m \quad (1 \leq m \leq M),
\]

where we defined \( t' \equiv (1 + \varepsilon) t \). Equation (S38) and (S39) show that the perturbed dynamics is identical to the original dynamics induced by Eqs. (S36) and (S37), except that the end time is \( \tau \) for the original dynamics, whereas \( (1 + \varepsilon) \tau = N \Delta t' = N (1 + \varepsilon) \Delta t \) for the perturbed dynamics. Therefore, from Eq. (S35), we obtain the scaling relation shown in Eqs. (S28) and (S29).

### S5. COMPARISON OF LOWER BOUNDS

In the main text, we derived [Eq. (13)]

\[
\frac{|C|^2}{\langle C \rangle^2} \geq \frac{1}{\text{Tr}_S \left[ e^{-i H_{\text{eff}} t} \rho_S(0) \right]^2 - 1}.
\]

(S40)

Meanwhile, in Ref. [4], we showed the following similar result:

\[
\frac{|C|^2}{\langle C \rangle^2} \geq \frac{1}{\text{Tr}_S \left[ e^{-i H_{\text{eff}} t} \rho_S(0) e^{i H_{\text{eff}} t} \right] - 1}.
\]

(S41)

We now compare the tightness of Eqs. (S40) and (S41).

As mentioned in the main text, the Lindblad equation [Eq. (2)] covers classical stochastic processes. A classical Markov chain with \( N_S \) states can be represented quantum mechanically by an orthonormal basis \( \{ |b_1 \rangle, |b_2 \rangle, \ldots, |b_{N_S} \rangle \} \).

Classical Markov chains can be emulated by setting \( H_S = 0, L_{ji} = \sqrt{\gamma_{ji}} |b_j \rangle \langle b_i| \), and \( \rho_S(t) = \sum_i p_i(t) |b_i \rangle \langle b_i| \), where \( \gamma_{ji} \) is a transition rate from \( |b_i \rangle \) to \( |b_j \rangle \), and \( p_i(t) \) is the probability of being \( |b_i \rangle \) at time \( t \). The denominator of Eq. (S40) becomes

\[
|\text{Tr}_S \left[ e^{-i H_{\text{eff}} t} \rho_S(0) \right]|^{-2} = |\text{Tr}_S \left[ e^{-i \sum_i L_m^\dagger L_m} \rho_S(0) \right]|^{-2} = \left( \sum_i e^{-i \sum_j \gamma_{ji} p_i(0)} \right)^{-2}.
\]

(S42)

The denominator of Eq. (S41) becomes

\[
\text{Tr}_S \left[ e^{-i H_{\text{eff}} t} \rho_S(0) e^{i H_{\text{eff}} t} \right] = \text{Tr}_S \left[ e^{i \sum_i L_m L_m^\dagger} \rho_S(0) \right] = \text{Tr}_S \left[ \sum_i e^{i \sum_j \gamma_{ji} |b_j \rangle \langle b_i|} \sum_j p_j(0) |b_j \rangle \langle b_j| \right] = \sum_i e^{i \sum_j \gamma_{ji} p_i(0)}.
\]

(S43)

According to Jensen’s inequality, Eqs. (S42) and (S43) satisfy the following inequality:

\[
\left( \sum_i e^{-i \sum_j \gamma_{ji} p_i} \right)^{-2} \leq \sum_i e^{i \sum_j \gamma_{ji} p_i},
\]

(S44)
FIG. S2. Quantum trajectories generated by different measurement bases for a two-level atom driven by a laser field (see Section S6 for details). Trajectories are generated by (a) $\zeta = 0$ (corresponding to the measurement basis $\{|0\rangle, |1\rangle\}$) and (b) $\zeta = 1$. The upper panels describe the detection of jump events, and the lower panels show the population of the excited state $\rho_{ee} \equiv \langle \epsilon_e | \rho_S | \epsilon_e \rangle$ as a function of $t$.

which indicates that Eq. (S40) yields a tighter lower bound than Eq. (S41) does for the classical limit.

Next, we consider a quantum limit that $H_S \neq 0$ and $L_m = 0$. Because the fidelity is always not larger than 1, the denominator of Eq. (S40) is

$$|\text{Tr} \left[ e^{-iH_{\text{eff}}^\tau} \rho_S(0) \right]|^{-2} = |\text{Tr} \left[ e^{-iH_S^\tau} \rho_S(0) \right]|^{-2} \geq 1.$$  

(S45)

The denominator of Eq. (S41) becomes

$$\text{Tr} \left[ e^{-iH_{\text{eff}}^\tau} \rho_S(0) e^{iH_{\text{eff}}^\tau} \right] = \text{Tr} \left[ \rho_S(0) \right] = 1.$$  

(S46)

From Eqs. (S45) and (S46), Eq. (S41) yields a tighter lower bound than Eq. (S40) does for the quantum limit.

In summary, when the system is close to a classical Markov process, the main result of this Letter provides a tighter bound. Meanwhile, when the system is near a closed quantum system, the bound of Ref. [4] is tighter.

S6. NUMERICAL SIMULATION

A. Model

We employ a two-level atom driven by a classical laser field. As stated in the main text, the Lindblad equation of the system is specified by

$$H_S = \Delta |\epsilon_e \rangle \langle \epsilon_e | + \frac{\Omega}{2} (|\epsilon_e \rangle \langle \epsilon_g | + |\epsilon_g \rangle \langle \epsilon_e |),$$

(S47)

$$L = \sqrt{\kappa} |\epsilon_g \rangle \langle \epsilon_e |,$$

(S48)

where $|\epsilon_g \rangle$ and $|\epsilon_e \rangle$ denote the ground and excited states, respectively; $\Delta$, $\Omega$, and $\kappa$ are model parameters. The Kraus operators [Eqs. (3) and (4)] are

$$V_0 = \mathbb{I}_S - i \Delta t H_S - \frac{1}{2} \Delta t L^\dagger L,$$

(S49)

$$V_1 = \sqrt{\Delta t} L,$$

(S50)
FIG. S3. Precision \((\langle |C|^2 \rangle_\zeta + \langle |C| \rangle_\zeta)^2/(\langle |C| \rangle_\zeta^2)\) as a function of \((\eta^{-1} - 1)^{-1}\) for random realizations, where \(\eta = |\text{Tr}_S[\kappa^\tau \rho_S(0)]|^2\). Random realizations are plotted by circles and the lower bound by the dashed lines. Random realizations are calculated with (a) fixed continuous measurement \(V_m\) and (b) random continuous measurement \(Y_m\) by randomly sampling \(\zeta\) from \([\zeta | \in [0,0.1,0.0]\). In (a) and (b), the parameter ranges are \(\Delta \in [0.1,3.0]\), \(\Omega \in [0.1,3.0]\), and \(\kappa \in [0.1,3.0]\) for each dynamics, and \(\tau \in [0.1,1.0]\).

where \(V_0\) and \(V_1\) correspond to no detection and detection of a jump event within \(\Delta t\), respectively. \(V_0\) and \(V_1\) correspond to the measurement basis of \(|0\rangle, |1\rangle\). Quantum trajectories generated by Eqs. (S49) and (S50) can be described by the following stochastic Schrödinger equation:

\[
d\sigma = -i[H_S, \sigma]dt + \sigma \text{Tr}_S [L\rho_S L^\dagger] dt - \frac{\{L, \rho_S\}}{2} dt + \left( - \frac{L\rho_S L^\dagger}{\text{Tr}_S[L\rho_S L^\dagger]} - \rho_S \right) dN, \tag{S51}
\]

where \(dN\) is a noise increment; \(dN = 1\) when a jump event (photon) is detected within \(dt\), and is 0 otherwise. The conditional expectation of \(dN\) is given by \((dN(t)) = \text{Tr}_S[L \rho(t) L^\dagger] dt\), where \(\rho(t)\) is a solution of Eq. (S51).

As shown in Eq. (S21), the main result [Eq. (12)] holds for arbitrary measurements on \(E\). As stated in the main text, the Lindblad equation is invariant under the following transformation:

\[
H_S \rightarrow H_S - i\frac{1}{2}(\zeta L - \zeta L^\dagger),
\]

\[
L \rightarrow L + \zeta I_S, \tag{S52}
\]

where \(\zeta \in \mathbb{C}\) can be an arbitrary value. Substituting Eqs. (S52) and (S53) into Eqs. (S49) and (S50), the corresponding Kraus operator is given by

\[
Y_0 = I_S - i\Delta t \left[ H_S - \frac{i}{2}(\zeta L - \zeta L^\dagger) \right] - \frac{1}{2} \Delta t \left( L^\dagger + \zeta^* \right) (L + \zeta)
= I_S - i\Delta t H_S - \zeta^* L \Delta t - \frac{1}{2} \Delta t \left( L^\dagger L + |\zeta|^2 \right), \tag{S54}
\]

\[
Y_1 = \sqrt{\Delta t} (L + \zeta I_S), \tag{S55}
\]

where \(Y_0\) and \(Y_1\) correspond to no detection and detection of a jump event, respectively. \(Y_0\) and \(Y_1\) [Eqs. (S54) and (S55)] and \(V_0\) and \(V_1\) [Eqs. (S49) and (S50)] are related through a unitary transformation shown in Eq. (S17), where \(B\) is given by

\[
B = \begin{bmatrix}
-\frac{1}{2} |\zeta|^2 \Delta t + 1 & -\sqrt{\Delta t} \zeta^* \\
\sqrt{\Delta t} \zeta & -\frac{1}{2} |\zeta|^2 \Delta t + 1
\end{bmatrix}. \tag{S56}
\]

We have shown that the measurement basis is transformed through Eq. (S18), where \(A = B^\dagger\). Since Eq. (S56) shows that we can specify \(B\) through \(\zeta\) alone, we can change the measurement basis by changing \(\zeta\). Figure S2 shows trajectories generated by (a) \(\zeta = 0\) and (b) \(\zeta = 1\). As explained above, the trajectories of Fig. S2(a) and (b) use different measurement bases. Although the trajectories of Fig. S2(a) and (b) are different, both cases reduce to the same dynamics on average.
B. Simulation of Eq. (12)

We conduct a numerical simulation to verify Eq. (12). Equation (12) considers two dynamics, the original and its perturbed dynamics. For each dynamics, we randomly select the model parameters $\Delta$, $\Omega$, and $\kappa$ (i.e., six model parameters in total). The time $\tau$ is randomly sampled (see the caption of Fig. S3 for the parameter ranges), and the initial density operator $\rho_S$ is randomly determined. For the selected parameters and density operator, we generate different quantum trajectories and calculate $\langle |C| + |C\rangle_s^2/(|C| - |C\rangle_s^2 \rangle$. In Fig. S3(a), we plot $\langle |C| + |C\rangle_s^2/(|C| - |C\rangle_s^2 \rangle$ as a function of $(\eta^{-1} - 1)^{-1}$ with $\eta = |Tr_S[e^{r\tau}\rho_S(0)]|^2$ (which is the right-hand side of Eq. (12)) by circles, where the dashed line denotes the lower bound. All circles are located above the line, verifying Eq. (12) for the driven two-level atom system.

As denoted above, Eq. (12) should hold for any continuous measurement (any unraveling). Besides, we conduct a numerical simulation for different continuous measurements. First, we randomly determine $\eta$ to change the continuous measurement. Then, we follow the same procedure as in Fig. S3(a). In Fig. S3(b), we plot $\langle |C| + |C\rangle_s^2/(|C| - |C\rangle_s^2 \rangle$ as a function of $(\eta^{-1} - 1)^{-1}$ with $\eta = |Tr_S[e^{r\tau}\rho_S(0)]|^2$ by circles, where the dashed line denotes the lower bound of Eq. (12). All circles are above the line, verifying Eq. (12) for different continuous measurements.

S7. DERIVATION OF LOWER BOUND OF HELLINGER DISTANCE

For convenience, we briefly explain the derivation of the lower bound of the Hellinger distance in Ref. [5]. For the detailed derivation, see the original paper [5].

Let $P(x)$ and $Q(x)$ be probability distributions defined on a discrete set $x \in \{x_1, x_2, \ldots, x_N\}$, where $x_i \in \mathbb{R}$, $x_i \neq x_j$ for $i \neq j$, and $\mathcal{N}$ is the number of elements in the set. The Hellinger distance between $P(x)$ and $Q(x)$ is defined by

$$H^2(P, Q) = \frac{1}{2} \sum_{x \in \{x_1, x_2, \ldots, x_N\}} \left( \sqrt{P(x) - Q(x)} \right)^2 = 1 - \sum_{x \in \{x_1, x_2, \ldots, x_N\}} \sqrt{P(x)Q(x)}. \quad (S57)$$

We will obtain the lower bound for the Hellinger distance, given the means and variances of $P(x)$ and $Q(x)$. Let $\mu_P$ and $\mu_Q$ be the means of $P(x)$ and $Q(x)$, respectively, and $\sigma^2_P$ and $\sigma^2_Q$ be variances of $P(x)$ and $Q(x)$, respectively.

We first consider a case of $\mathcal{N} = 2$, i.e., $P(x)$ and $Q(x)$ are defined on only two points $\{x_1, x_2\}$. Given the means ($\mu_P$ and $\mu_Q$) and variances ($\sigma^2_P$ and $\sigma^2_Q$), $(x_1, x_2, p_1, p_2, q_1, q_2)$, where $p_1 \equiv P(x_1)$, $p_2 \equiv P(x_2)$, $q_1 \equiv Q(x_1)$, and $q_2 \equiv Q(x_2)$, can be obtained by solving the following algebraic equation:

$$\mu_P = x_1 p_1 + x_2 p_2, \quad \sigma^2_P = x_1^2 p_1 + x_2^2 p_2 - \mu^2_P, \quad 1 = p_1 + p_2, \quad (S58)$$

$$\mu_Q = x_1 q_1 + x_2 q_2, \quad \sigma^2_Q = x_1^2 q_1 + x_2^2 q_2 - \mu^2_Q, \quad 1 = q_1 + q_2. \quad (S59)$$

The solution $(x_1, x_2, p_1, p_2, q_1, q_2)$ of Eqs. (S58) and (S59), which is unique, except for the apparent symmetry $(x_1 \leftrightarrow x_2, p_1 \leftrightarrow p_2, q_1 \leftrightarrow q_2)$, is given by

$$x_1 = \mu_P + \frac{p_2 \sigma^2_P}{p_1}, \quad x_2 = \mu_P - \frac{p_1 \sigma^2_P}{p_2}, \quad p_1 = \frac{1}{2} + \frac{b + a^2}{4ac}, \quad p_2 = 1 - p_1, \quad q_1 = \frac{1}{2} + \frac{b - a^2}{4ac}, \quad q_2 = 1 - q_1, \quad (S60)$$

where $a$, $b$, and $c$ are defined by

$$a \equiv \mu_P - \mu_Q, \quad b \equiv \sigma^2_Q - \sigma^2_P, \quad c \equiv \frac{1}{2|a|} \sqrt{a^4 + b^2 + 2a^2(\sigma^2_P + \sigma^2_Q)}. \quad (S61)$$

Substituting the solution of Eq. (S60) into Eq. (S57), the Hellinger distance for $\mathcal{N} = 2$ becomes

$$H^2(P, Q) = h^2(\mu_P, \mu_Q, \sigma_P, \sigma_Q), \quad (S62)$$

where

$$h^2(\mu_P, \mu_Q, \sigma_P, \sigma_Q) \equiv 1 - \left( \frac{(\mu_P - \mu_Q)^2}{(\sigma_P + \sigma_Q)^2} \right)^{-\frac{1}{2}}. \quad (S63)$$

Therefore, for $\mathcal{N} = 2$, the Hellinger distance is uniquely specified, given the means ($\mu_P$ and $\mu_Q$) and variances ($\sigma^2_P$ and $\sigma^2_Q$).
Next, we consider a case of $\mathfrak{N} > 2$. We define auxiliary variables $r_i \in \mathbb{R}$ and $s_i \in \mathbb{R}$, which satisfy
\[
P(x_i) = r_i^2, \quad Q(x_i) = s_i^2, \quad (i = 1, 2, \ldots, \mathfrak{N}).
\] (S64)

Here, owing to the normalization of $P(x)$ and $Q(x)$, $r_i$ and $s_i$ should satisfy
\[
\sum_{i=1}^{\mathfrak{N}} r_i^2 = 1, \quad \sum_{i=1}^{\mathfrak{N}} s_i^2 = 1.
\] (S65)

Given the means ($\mu_P$ and $\mu_Q$) and variances ($\sigma_P^2$ and $\sigma_Q^2$), $(x_i)_{i=1}^{\mathfrak{N}}$, $(r_i)_{i=1}^{\mathfrak{N}}$, and $(s_i)_{i=1}^{\mathfrak{N}}$ should satisfy the following constraint:
\[
\sum_{i=1}^{\mathfrak{N}} x_i r_i^2 - \mu_P = 0, \quad \sum_{i=1}^{\mathfrak{N}} x_i s_i^2 - \mu_Q = 0, \quad \sum_{i=1}^{\mathfrak{N}} x_i r_i^2 - \mu_P^2 - \sigma_P^2 = 0, \quad \sum_{i=1}^{\mathfrak{N}} x_i s_i^2 - \mu_Q^2 - \sigma_Q^2 = 0.
\] (S66)

According to the second expression of the Hellinger distance in Eq. (S57), minimizing the Hellinger distance is identical to maximizing $\sum_{i=1}^{\mathfrak{N}} r_i s_i$, under the constraints of Eqs. (S65) and (S66). This constrained optimization can be solved through the method of Lagrange multiplier. Let us introduce the following Lagrangian:
\[
\mathcal{L} = \sum_{i=1}^{\mathfrak{N}} r_i s_i + \lambda_1 \left( \sum_{i=1}^{\mathfrak{N}} r_i^2 - 1 \right) + \lambda_2 \left( \sum_{i=1}^{\mathfrak{N}} s_i^2 - 1 \right) + \lambda_3 \left( \sum_{i=1}^{\mathfrak{N}} x_i r_i^2 - \mu_P \right) + \lambda_4 \left( \sum_{i=1}^{\mathfrak{N}} x_i s_i^2 - \mu_Q \right) + \lambda_5 \left( \sum_{i=1}^{\mathfrak{N}} x_i r_i^2 - \mu_P^2 - \sigma_P^2 \right) + \lambda_6 \left( \sum_{i=1}^{\mathfrak{N}} x_i s_i^2 - \mu_Q^2 - \sigma_Q^2 \right),
\] (S67)

where $\lambda_i$ are Lagrange multipliers for the constraints of Eqs. (S65) and (S66). Optimal solutions $(x_i)_{i=1}^{\mathfrak{N}}$, $(r_i)_{i=1}^{\mathfrak{N}}$, and $(s_i)_{i=1}^{\mathfrak{N}}$, which give the minimum of the Hellinger distance, can be obtained by solving
\[
\frac{\partial \mathcal{L}}{\partial r_i} = s_i + \lambda_1 \left( 2r_i + 2\lambda_3 x_i + 2\lambda_5 x_i^2 \right) = 0,
\] (S68)
\[
\frac{\partial \mathcal{L}}{\partial s_i} = r_i + \lambda_2 \left( 2s_i + 2\lambda_4 x_i + 2\lambda_6 x_i^2 \right) = 0,
\] (S69)
\[
\frac{\partial \mathcal{L}}{\partial x_i} = \lambda_3 x_i + \lambda_4 s_i^2 + 2\lambda_5 x_i r_i^2 + 2\lambda_6 x_i s_i^2 = 0,
\] (S70)

for all $i = 1, 2, \ldots, \mathfrak{N}$. Combining Eqs. (S68) and (S69) yields
\[
\mathfrak{g}(x_i) \equiv \left( 2\lambda_1 + 2\lambda_3 x_i + 2\lambda_5 x_i^2 \right) \left( 2\lambda_2 + 2\lambda_4 x_i + 2\lambda_6 x_i^2 \right) - 1 = 0 \quad (i = 1, 2, \ldots, \mathfrak{N}).
\] (S71)

Moreover, by subtracting a term Eqs. (S68) multiplied by $r_i$ from a term (S69) multiplied by $s_i$, and substituting Eq. (S70) into the resulting equation, the derivative of $\mathfrak{g}(x_i)$ vanishes:
\[
\frac{d}{dx_i} \mathfrak{g}(x_i) = 16x^3\lambda_5 \lambda_6 + 12x^2 \lambda_3 \lambda_6 + 12x^2 \lambda_4 \lambda_5 + 8x \lambda_1 \lambda_6 + 8x \lambda_2 \lambda_5 + 8x \lambda_3 \lambda_4 + 4\lambda_1 \lambda_4 + 4\lambda_2 \lambda_3 = 0 \quad (i = 1, 2, \ldots, \mathfrak{N}).
\] (S72)

From Eq. (S71), there are at most four solutions with respect to $x_i$ in $\mathfrak{g}(x_i) = 0$ since it is a quartic function of $x_i$. However, owing to Eq. (S72), each solution degenerates, indicating that there are at most two distinct solutions in $\mathfrak{g}(x_i) = 0$. When there is only one solution, the variance vanishes. Therefore, when considering only $\sigma_P > 0$ and $\sigma_Q > 0$, $\mathfrak{g}(x_i) = 0$ has two distinct solutions (vanishing variance cases were handled in the original paper [5]). This result indicates that, when we minimize the Hellinger distance, given the means ($\mu_P$ and $\mu_Q$) and variances ($\sigma_P^2$ and $\sigma_Q^2$), the case of $\mathfrak{N} = 2$ gives the lower bound for the Hellinger distance. Because the case of $\mathfrak{N} = 2$ has been derived in Eq. (S62), the following relation gives the lower bound for the Hellinger distance for arbitrary $\mathfrak{N} \geq 2$:
\[
\mathcal{H}^2(P, Q) \leq h^2(\mu_P, \mu_Q, \sigma_P, \sigma_Q).
\] (S73)

Moreover, the equality of Eqs. (S73) and (S63) is attained if and only if $P(x)$ and $Q(x)$ are defined on two points ($\mathfrak{N} = 2$).
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