Layered CMOS SPADs for Low Noise Detection of Charged Particles
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This paper reports the characterization of SPAD arrays fabricated in a 150 nm CMOS technology in view of applications to the detection of charged particles. The test vehicle contains SPADs with different active area and operated with different quenching techniques, either passive or active. The set of devices under test (DUTs) consists of single-tier chips, about 30 mm² in area, with dual-tier structures where two chips are face-to-face bump bonded to each other. In the dual-layer structure obtained in this way, the coincidence signal between overlapping SPAD pairs is read out, with a beneficial impact on the dark count noise performance. The DUT characterization was mainly focused on studying the breakdown voltage in the single-layer arrays and the dark count rate (DCR), measured in different working conditions, in both the single- and the dual-layer structures. Comparison between the DCR performance of the two configurations clearly emphasizes the advantage of the coincidence readout architecture.
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1 INTRODUCTION

In applications at the next generation linear colliders and B-factories, the need for accurate vertex measurements will call for highly granular and light detectors (typically less than 0.1% of the radiation length), to be placed very close to the beam interaction regions. In order to comply with these low material budget requirements, during the last 2 decades new detector technologies have been considered. Most of the investigated approaches are based on the integration of the front-end electronics and the sensitive part in the same substrate. This is the case of monolithic active pixel sensors (MAPS), fabricated in different flavors of CMOS technologies [1–4], leveraging their small intrinsic capacitance to achieve fully satisfactory noise performance despite their relatively small active region thickness.

The features of single photon avalanche diodes, or SPADs, mainly used to capture faint optical signals in applications such as optical ranging, fluorescence lifetime imaging, positron emission tomography and Raman spectroscopy [5–8], might also be beneficially exploited for charged particle tracking. As opposed to PIN diodes, providing a signal proportional to the incident radiant power, SPADs can take advantage of a huge internal gain, with no need for pre-amplification (therefore reducing power dissipation), and high spatial and time resolution. Moreover, the amount of detector material can be kept to a minimum, as the sensitive volume of a SPAD is limited to the very thin depleted region around the pn junction. Use of a CMOS technology for the fabrication of the sensor lends itself naturally to monolithically integrating the processing electronics and the sensing element in a common substrate. On the other hand, noise performance of SPADs, usually represented...
through the dark count rate (DCR) parameter, can jeopardize their capabilities as charged particle detectors. Vertical integration of two SPAD layers has been proposed as a DCR mitigation strategy [9]. More recently, in the frame of the APIX2/ASAP collaboration, funded by the Italian Institute for Nuclear Physics (INFN), the first prototype of a two-tier SPAD detector, providing a coincidence signal when a particle simultaneously strikes two overlapping sensors and significantly reducing the DCR, was successfully tested [10]. While radiation resistance in SPADs is in general poor, with non negligible increase in DCR already at 1 MeV neutron equivalent fluences in the order of $10^9 \text{cm}^{-2}$ in devices with a 200 $\mu\text{m}^3$ active volume [11], the coincidence signal approach is expected to mitigate the effect of the radiation susceptibility of the individual layer on the radiation tolerance performance of the bi-layered system.

This paper presents the characterization of SPAD arrays, targeting charged particle tracking in low rate, relatively clean environments, such as the experiments at the future linear colliders [12]. The DUT was fabricated in the same 150 nm CMOS technology (6 metal and one polysilicon layers) as the above mentioned prototype, and is available both in a single-layer configuration and in a dual-layer configuration for coincidence measurements. While published data on the characterization of the dual-tier prototype refer to a p-well/deep n-well SPAD structure, in this paper for the first time measurement results relevant to bi-layered SPADs with p+/n-well structure are discussed [13]. Adoption of this latter structure, as a more promising candidate for applications to charged particle detection, is mostly motivated by its better performance in terms of crosstalk rejection. This was demonstrated through a comprehensive measurement campaign carried out on the two kinds of SPAD [14]. The better properties of the p+/n-well device can be explained with the fact that the shallow trench isolations surrounding the sensor do a better job of shielding photons emitted by the shallower p+/n-well junction (which are responsible for optical crosstalk) than in the case of the deeper p-well/deep n-well structure. As a consequence of crosstalk phenomena, when all the pixels in an array are enabled (as in the real application), DCR is shown to increase much more significantly in p-well/deep n-well than in p+/n-well SPADs, to the extent that possible differences in terms of afterpulsing performance become uninfluential. Crosstalk effects are also expected to increase with the cell size and fill factor, which were both made larger in the DUTs discussed in this paper as compared to the prototype SPAD arrays [13, 14]. This further substantiates the choice of moving to the p+/n-well sensor. Other device features, like the spectral response, were not taken into account in the SPAD selection process, as of minor importance for charged particle detection applications. It is also worth emphasizing that, as compared to the prototype, the arrays tested in this work include a much larger number of pixels, therefore yielding statistically more reliable data. In addition, the chips under test include SPADs with different active area and operated with different quenching techniques, either passive or active. The results presented in this work are mainly focused on the study of the breakdown voltage and its uniformity in the single layer arrays and of the dark count rate, measured in different working conditions, in both single- and dual-layer structures. In particular, the DCR in dual-layer SPAD assemblies is found to comply with the statistical model accounting for the coincidence between random avalanche signals. The comparison between the DCR performance of the two configurations emphasizes the advantage of the coincidence readout over the standard, single-tier architecture.

## 2 MATERIALS AND METHODS

This section provides a description of the devices under test (DUTs) and of their operation. Also, the measurement setup used for their characterization is presented and discussed.

### 2.1 Device Under Test

#### 2.1.1 Chip Description

The bi-layered SPAD arrays characterized in this work were obtained by means of the vertical interconnection of two virtually identical chips, called SON and FATHER respectively, each including monolithically integrated CMOS SPADs. Vertical interconnection is achieved through micro bump bonding techniques, guaranteeing close to 100% yield at a pitch of 50 $\mu\text{m}$ (which is the minimum pitch used for the DUTs discussed in this paper) [15]. The SON and FATHER chips have different size, 5.4 mm × 5 mm and 6 mm × 5 mm respectively. The two chips are 150 $\mu\text{m}$ thick. Tests have been performed in the past on single layer, CMOS SPAD arrays with a 25 $\mu\text{m}$ thick substrate [14], from the same foundry as the DUT in
the present work. Substrate thickness was found to mainly affect optical crosstalk between SPADs, with the effect getting more significant as the thickness decreases. However, for the vertical assembly of dice thinner than 150 μm, a careful study of the mechanical stability and robustness of the system needs to be carried out. Once the two chips have been assembled, all the signals for circuit configuration, together with the reference and supply voltages, are provided to the two chips through the pads of the FATHER layer. Output signals are made available at the FATHER chip pads as well. The need for accessing the FATHER chip pads after assembly is the reason for the different size of the two dice, in particular for the FATHER chip pads after assembly. The tests presented in the following were performed on four samples overall: three single layer chips (2 FATHERS, FATHER1 and FATHER2, and one SON) and one dual-layer structure. The four sub-arrays can be biased separately, in such a way that each sub-array can be characterized with minimum possible interference from the other sub-arrays. A cross section of the SPAD used in all of the four sub-arrays is shown in Figure 3. The SPAD, as anticipated, is based on a p+/n-well junction, with an active volume about 1 μm thick. Isolation from the substrate is obtained by means of a deep n-well (N-iso in the figure), which allows the chip die to be thinned down to a few micron without undermining the sensor functionality [13]. The guard ring is implemented by blocking the n-well, at the border of the junction, with a lowly p-doped ring surrounding the active area, in order to avoid premature edge breakdown [16].

The tests presented in the following were performed on four samples overall: three single layer chips (2 FATHERS, FATHER1 and FATHER2, and one SON) and one dual-layer structure.

2.1.2 SPAD Array and Readout Circuit Operation

SPAD sensors can be individually selected to be enabled or read out. Cells can be selected by means of a set of column (CSRx) and row shift registers (RSRx), located around the four sub-arrays, as illustrated in Figure 3A. The four sub-arrays can be easily identified in the chip layout view, shown in Figure 3B. Each shift register is provided with two input signals, INITx (x = 0,1,2,3,4), used for register initialization, and CKx (x = 0,1,2,3,4), used for column or row selection. As an additional feature, implemented only in the RSR1 register through the CONF signal, six rows in a-1 and three in a-3 can be simultaneously addressed. This results in eight clock pulses being sufficient to scan all the rows in the a-1 and a-3 arrays and enabling, for those arrays, a parallel readout mode. While the cells are enabled
individually (or in groups of eight, in the case of a-1 and a-3 in parallel configuration), cell disabling is the result of a global command acting on all the cells in the chip simultaneously.

Together with the SPAD sensing element, each pixel in the sub-arrays also integrates some simple circuits providing a logic pulse with selectable duration to set a local 1-bit memory (a-1, a-3 and a-4) or to increment by one unit the content of a 10-bit register (a-2).

**Figure 5A** shows the front-end circuit with passive quenching network used in SPADs located in a-1, a-2, a-3 and in part of a-4 on the FATHER chip. In the SON chip, the output of the monostable circuit is directly connected to the pixel memory, with no AND gate in between. All the transistors used in the circuit (including those implementing the logic gates and the monostable block) are core devices, working at $\text{VDD} = 1.8 \text{ V}$, with the exception of $M_1$, $M_2$ and $M_3$, which are thick gate oxide transistors operated at $3.3 \text{ V}$, generally employed in input/output (I/O) circuits. Use of I/O transistors makes it possible to extend the range of values of the SPAD excess voltage $V_{EX}$ (defined as the SPAD bias voltage $V_{SPAD}$ minus the breakdown voltage $V_{BD}$) to slightly more than $3.3 \text{ V}$.
The PIXEL_EN signal, provided by a local programmable latch, is used to control the switch M2 and enable the monostable input. When an avalanche is triggered, transistor M1 switches on and quenches the SPAD current, eventually re-arming the sensor [17]. The voltage pulse at the SPAD anode is the signal to be processed by the circuit. Transistor M3 is used to clip the anode signal to the 1.8 V limit set for core devices. It is followed by a cascaded pair of inverters, the first one featuring a switching threshold around 1 V. This sets to about 1 V the minimum excess voltage needed for a signal to reach the edge-sensitive, monostable block. Depending on the controlling bits S0 and S1, the duration $\Delta t$ of the signal at the output of the monostable circuit can be nominally set to 400 ps, 750 ps or 2 ns or operated in transparent mode, i.e., with the output node shorted to the input node. In this case, the duration of the pulse at the monostable output corresponds to the time during which the signal from the clipping transistor exceeds the switching threshold of inverter N1. The AND2 gate output provides the coincidence signal between the FATHER and SON layers of the sensor, once the two chips have been assembled. As anticipated, the FATHER chip (and the SON chip as well) can be characterized also in a single-layer configuration. In this case, the M5 pull-up transistor shorts one of the two inputs of AND2 to VDD, therefore making the gate transparent to the signal coming from the monostable (apart from a negligible delay possibly introduced by the gate itself). The signal at the gate output is in the end latched into the local memory cell, or used to increment the content of a counter in the case of the pixels in a-2. The M4 pull-up transistor, controlled by the active low, TESTB signal, is used to emulate a signal coming from the SPAD and check the channel functionality. In order to test the channel with the TESTB signal, the pixel must be enabled and the SPAD operated below the breakdown voltage, so to guarantee that no avalanche can be generated.

Figure 5B shows the front-end circuit with active quenching network for pixels in part of the a-4 array, again in the case of the FATHER chip. In the corresponding SPADs on the SON layer, the output of the monostable directly drives the local 1-bit memory cell. This circuit consists of the front-end with passive quenching network of Figure 5A with the addition of a few blocks, in a red color in Figure 5B, implementing an active quenching technique. The main purpose of active quenching methods is that of mitigating afterpulsing phenomena [18] in avalanche diodes by controlling the hold-off time of the sensor. After-pulsing may render the SPAD unable to detect a true signal for some time after an avalanche and increase the false alarm rate. In applications to charged particle tracking, either effect might unacceptably degrade the detection efficiency. Note anyway that
the 1 μs resolution of the measurement system used for the tests, based on an STM32F051 microcontroller (see next section), is not small enough for an assessment, in the investigated devices, of after-pulsing phenomena, typically taking place on a much shorter time scale. Therefore, no evaluation of after-pulsing rejection capabilities could be carried out in this work for the SPADs with active quenching network. In the circuit in Figure 5B, a signal from the SPAD exceeding the threshold set by inverter N1 will trigger the monostable2 circuit. If TESTB = 1 (recall that TESTB is active low), the signal from monostable2, logically inverted by the NOR gate, will keep the SPAD below its breakdown voltage by keeping the transistor switch M6 closed. The hold-off time will depend on the duration Δt′ of the signal at the monostable2 stage output. Δt′, set by means of the SPOFF0 and SPOFF1 bits, can range from 70 to 130 ns in steps of 20 ns. The falling edge of the signal at the output of the monostable2 circuit in turn triggers the monostable3 block, whose output signal, controlling the gate of the M7 transistor, helps restore the SPAD operation after the hold-off interval.

2.2 Measurement Setup
In this paper, a set of three FATHER and SON chips in a single layer configuration and a dual layer chip have been characterized in terms of DCR. DCR measurements were also used to extract information about breakdown voltage for SPADs in single chips. A schematic representation of the measurement setup is shown in Figure 6. The DUT carrier is soldered on a daughterboard, which in turn is mounted on a motherboard. In this way, different DUTs can be tested using a single motherboard. This pair of PCBs serves as an interface between the DUT and the external instrumentation for device powering, biasing, configuration and probing. A PC, running the whole setup through a MATLAB® script, communicates with an STM32F051 microcontroller through a bluetooth connection, and with an Agilent E3631A power supply unit, biasing the SPAD sensors, by means of a GPIB interface. In this way, the system can automatically perform a full DCR characterization of an entire chip with no need for any external action before the process has been completed. By changing the voltage generated by the power supply unit, DCR measurements can be repeated at different SPAD excess voltage. All of the analysis is carried out offline in the Matlab environment.

3 RESULTS
As anticipated, the measurements shown in this paper have been performed both on single-layer and dual-layer SPAD arrays. DUT characterization has been carried out at a temperature of 25°C, with fluctuations of ±0.5°C around this value.

Figure 7 shows the dark count rate as a function of the voltage applied to the SPAD cathode, V_{SPAD}, for three different pixels from the a-1 array in a single-layer FATHER chip. The DCR
counts were accumulated in an integration time of a few hundred of ms. The front-end channel, which, for sensors in the $a$-1 array (and in $a$-3 array as well) is the circuit in Figure 5A, can detect an avalanche pulse only when the cathode voltage exceeds the SPAD breakdown voltage plus the threshold voltage of inverter $N_1$, set by design to about 1 V. The same is true for the front-end circuit in Figure 5B. This provides a justification for the step-like shape of the curves.

Based on the above considerations, for each pixel, the breakdown voltage has been extracted by subtracting the $N_1$ inverter threshold voltage from the voltage at which the DCR vs $V_{SPAD}$ curve abruptly increases from zero. Figure 8 provides an example of breakdown voltage extraction from one of the curves in Figure 7. Figures 9A–D show the breakdown voltage distribution, for pixels from $a$-1, $a$-3 and $a$-4 arrays in two FATHER and one SON single-layer chips. In the figures, the average value of the distributions and the relevant standard deviation are also indicated. On the Y axis, the percentage of pixels in each bin is indicated instead of the number of pixels, in such a way that results from sets with significantly different number of samples could be represented in the same figure. This is the case of Figure 9C, displaying histograms relevant to $a$-3 pixels (1728 samples) and $a$-4 pixels with active quenching network (42 samples). As shown in the figures, remarkably different values of breakdown voltage were found among the DUTs, from 16.6 to 18.4 V, although much smaller variations were detected among different arrays in the same chip. In the different distributions, the standard deviation, ranging from 10 to 30 mV, is comparable with that already measured in SPADs with similar structure and fabricated with the same technology as the devices tested in this work [10]. Monte Carlo simulations indicate that the switching threshold of the $N_1$ inverter is distributed around the nominal 1 V value with a standard deviation below 4 mV, therefore negligibly affecting the breakdown voltage measurements.

Figure 10 shows the DCR cumulative distribution for SPADs from different array structures in single-layer FATHER and SON chips. For all the curves in the figure, the DCR was measured at an excess voltage of 1.7 V, the excess voltage being here defined, for each array, as the difference between the voltage applied to the SPAD cathode and the average value of the breakdown voltage. In the case of the SPAD cells with active quenching network (belonging to the $a$-4 array), the hold-off time was 70 ns. The staircase-like shape of the relevant distribution is due to the relatively small number of samples (as already mentioned, 42) available in the $a$-4 array. The cumulative distribution curves cover approximately a couple of decades in DCR values. In the figure, between brackets, the median value of the DCR is also indicated. As expected, very small values, as compared to those in Figure 7, were detected, ranging from about 0.21 Hz (about 60 $\mu$Hz/$\mu$m$^2$) at $V_{SPAD} = 20$ V to 0.75 Hz (about 210 $\mu$Hz/$\mu$m$^2$) in the sensors with the largest active area (the SPADs in the $a$-1 arrays).

Figure 11 shows the coincidence DCR cumulative distributions for pixels from an $a$-1 array in a bi-layered chip. The distributions were obtained for different values of the SPAD bias voltage, from 20 to 21 V with 200 mV steps. The coincidence window, i.e., the duration of the signal at the output of the monostable block in the front-end circuit of Figure 5A, was 2 ns. The median DCR relevant to each curve is also indicated between brackets in the figure. As expected, very small values, as compared to those in Figure 7, were detected, ranging from about 0.21 Hz (about 60 $\mu$Hz/$\mu$m$^2$) at $V_{SPAD} = 20$ V to 0.75 Hz (about 210 $\mu$Hz/$\mu$m$^2$) at $V_{SPAD} = 21$ V. The distributions cover more than three orders of magnitude in DCR. A relatively long integration time, amounting to 30 s, was used for measuring the DCR in dual-layer devices, to compensate for the extremely small noise rate. Notwithstanding, a set of pixels was found not to produce any
noise count during the measurement. This is testified to by the fact that all of the curves, with the exception of the one obtained for $V_{SPAD} = 21 \text{ V}$, start at a non zero percentage of pixels with a DCR of 0.033 Hz, the minimum DCR that can be detected with an integration time of 30 s. This behavior, very likely, is not due to device malfunctioning, but simply to statistical effects and to the very low DCR, as one might infer from the fact that the fraction of non-firing pixels decreases as the SPAD bias voltage is increased.

**FIGURE 9** Breakdown voltage distribution for pixels from three a-1 structures (figures (A),(B)) and for pixels from a-3 and a-4 structures (figures (C),(D)) in single-layer FATHER and SON chips.

**FIGURE 10** DCR cumulative distribution curves for pixels from different array structures in different single-layer samples.

**FIGURE 11** Coincidence DCR cumulative distribution curves for pixels from an a-1 structure in a dual-layer sample. The curves were obtained for different values of the bias voltage applied to the SPADs. The coincidence window duration is 2 ns.
In the distribution acquired at $V_{\text{SPAD}} = 21$ V, an integration time of 300 s was used for a set of pixels featuring very low rates or producing no hit at all when characterized with the 30 s integration interval. With this longer integration time, more than 99.5% of the pixels were found to provide at least one noise count.

Figures 12A–C show the coincidence DCR cumulative distribution for pixels from an a-1, an a-3 and an a-4 array in a bi-layered sample, taken at $V_{\text{SPAD}} = 21$ V. In each of the three figures four curves are shown, each obtained by setting the monostable block in the front-end circuit to one of the four available configurations. In transparent mode, with the voltage VB at the gate of the quenching transistor M1 set to 900 mV (the same value as in all the measurements), different values were extracted from simulations for the duration of the signal at the output of inverter N2 and, therefore, at the output of the monostable stage, in the three arrays. In particular, the relatively large difference between SPADs in array a-3 (3.6 ns window duration) and those in the other two arrays (around 9 to 10 ns window duration) has to be ascribed mostly to the different active area, resulting in a difference in the intrinsic SPAD capacitance and in the time required to discharge it during the quenching phase. As for the curves in Figure 11, also here a fraction of the pixels did not produce any noise count within the 30 s integration interval used for DCR measurements. At any given coincidence window, this fraction is larger in the case of the measurements performed on the a-3 array (Figure 12B), comprised of SPADs with smaller active area than those in arrays a-1 and a-4. The distribution at a 2 ns coincidence window in Figure 12A is the same as the one shown in Figure 11 for $V_{\text{SPAD}} = 21$ V, with a set of pixels characterized with an integration time of 300 s. The staircase-like appearance of the distributions in Figure 12C, as already remarked on above, is to be ascribed to the limited set of SPADs with active quenching available in the a-4 array.

4 DISCUSSION

The random occurrence of avalanche current pulses in a PN silicon junction biased above the breakdown voltage, which defines the DCR performance of a SPAD sensor, is mainly ruled by trap-assisted thermal generation of non-equilibrium carriers in the depleted layer. Direct thermal generation in the bulk of minority carriers diffusing to the avalanche multiplication region usually provides a negligibly small contribution to the overall dark count rate [19]. Band-to-band tunneling mechanisms may come into play for large enough electric field strength in the depleted region [20]. DCR also tends to grow with the excess voltage, due to the increase in the avalanche triggering probability and to field-enhanced generation mechanisms [21, 22]. This is in agreement with the results shown in the previous section, where an overall monotonic increase with the voltage applied to the SPAD cathode is always detected, both in individual SPAD characterization (Figure 7) and in cumulative distribution measurements in single and dual-layer devices (Figures 10–12). In the case of a sensor made up by two spatially overlapping and interconnected SPADs, set up to produce a coincidence signal, the probability of two random avalanche events taking place in the two SPADs within a time window $\Delta t$ can be reasonably expected to be much smaller than the avalanche probability in the individual device, provided that $\Delta t$ is short enough. The very low DCR values detected in the dual-layer DUTs and shown in Figures 11 and 12 are consistent with the results discussed in a previous paper published by some of the authors of the present work [10], although data in that paper refer, as already mentioned in the introduction, to bi-layered SPADs based on a p-well/deep n-well junction, different from the
one considered here. The smaller DCR values presented in that paper are compatible with the smaller active area of the devices under test (45 µm × 43 µm) and with the lower temperature (20°C or below) at which the measurements were taken.

Application of the statistical rules for compound probabilities and independent probabilities [23] leads for the coincidence dark count rate $DCR_c$ to the equation

$$DCR_c = 2 \cdot DCR_1 \cdot DCR_2 \cdot \Delta t,$$

where $DCR_1$ and $DCR_2$ are the dark counts relevant to the SPADs on one and the other layer respectively. From Eq. 1, one can estimate the expected coincidence DCR in a bi-layer structure based on DCR measurement in single-layer devices.

**Figure 13** shows the DCR cumulative distribution for SPADs from $a$-1 arrays in a SON and a FATHER chip. The two curves were obtained at a SPAD bias voltage of 18.4 V. SPADs in the two chips were therefore biased at the same voltage, as in the case they were bonded together to form a dual-layer sensor, although this choice results in a different excess voltage for the pixels on the two dice (featuring two different average breakdown voltages, see **Figure 9**). Again in **Figure 13**, an estimate of the coincidence DCR distribution, obtained from the two sets of DCR measurements leading to the two single-layer curves, is displayed (dashed line with triangle markers). A coincidence window duration of 2 ns was considered. In order to construct the estimated distribution, SPADs from the $a$-1 array in the SON chip were randomly paired with SPADs from the $a$-1 array in the FATHER chip. This pairing operation was repeated on the entire arrays several times in a series of Monte Carlo runs, yielding a set of curves with negligible difference among each other. From this set, the curve in the figure has been selected as a representative element. For the sake of comparison, the coincidence DCR cumulative distribution measured for SPADs from an $a$-1 array in a dual-layer structure is also shown in **Figure 13**. The cumulative distribution displayed here is the one taken at a bias voltage of 20 V and with a coincidence window of 2 ns, already shown in **Figure 11**. No preliminary breakdown voltage measurement was performed on the two chips making up the dual layer structure. However, the agreement between the estimated curve, obtained, as already mentioned, from SPADs biased at 18.4 V, and the one resulting from the dual-layer structure characterization, with SPAD biased at 20 V, may be an indication of the fact that at least one of the two chips in the assembled sensor features a larger breakdown voltage than the two single-layer chips. This is compatible with the experimental data shown in **Figure 9**, where SPADs from the $a$-1 and $a$-3 arrays in one of the FATHER chips exhibit an average breakdown voltage in excess of 18 V. This has to be compared to the 16 and 16.7 V average breakdown voltage exhibited by $a$-1 arrays in the SON and the FATHER1 chips respectively.

In **Figure 14**, the median coincidence DCR, extracted from the curves of **Figures 12A–C**, is plotted as a function of $\Delta t$. The dashed lines represent the best linear fit of the data points, symbolized through empty circle, square and triangle markers. Median DCR is found to scale fairly well with the duration of the coincidence window, in particular for the SPADs in arrays $a$-1 and $a$-3. In the case of array $a$-4, the less good agreement with the linear law may be related to the smaller number of samples in the considered set.

Corner simulations were also performed on the front-end circuit to evaluate the effect of process, bias voltage and
temperature variations on the duration of the signal at the monostable output and, as a consequence, on the coincidence DCR. All possible combinations of the following corners were considered:

- process corners: typical, slow nmos/slow pmos (ss), slow nmos/fast pmos (sf), fast nmos/fast pmos (ff), fast nmos/slow pmos (fs);
- temperature corners: 25°C (typical), –20°, 80°C;
- bias voltage: 1.8 V (typical), 1.8 V + 10%, 1.8 V –10%.

Pretty large variations around the signal duration obtained in typical conditions, \( \Delta t_{\text{typ}} \) (447, 761 and 2,206 ps in three of the four available settings for the monostable), were found, with a maximum value, around \( \Delta t_{\text{typ}} +80\% \), in the corner ss/80°C/1.8 V – 10% and a minimum value, about \( \Delta t_{\text{typ}} -35\% \), in the corner ff/–20°C/1.8 V + 10%. It may be reasonably expected that DCR changes linearly with the change in the monostable pulse width, for which evidence is provided also by data in Figure 14. Such PVT related variations can actually be considered negligible, if one compares them to the more than three orders of magnitude spread in DCR observed in the tested arrays. Note anyway that, in the case of temperature variations, the direct effect of temperature on the DCR is much more significant than the one from temperature induced changes in the monostable pulse width. The influence of random mismatch on the coincidence window width was also investigated through Monte Carlo simulations. For a nominal signal width of 400 ps (the value from simulations in typical conditions being actually 447 ps, as mentioned above), the standard deviation of the signal duration distribution across pixels was found to be 2.8 ps, therefore definitely negligible.

To conclude, this work has reported on the characterization of SPADs fabricated in a commercial 150 nm CMOS technology. The chips have been designed to be assembled into a dual-layer structure for coincidence measurements. As compared to previously published data.

- for the first time results from the test of a bi-layered SPAD based on a p+n-well junction are presented,
- availability of larger SPAD arrays, with a number of cells well in excess of \( 10^4 \), is leveraged to improve the reliability of the statistical parameters extracted from the measurements,
- a more complete characterization of the bi-layer, coincidence approach is achieved through the evaluation of SPADs with different active area and based on different quenching architectures.

Both single-layer and dual-layer devices were characterized from the standpoint of breakdown voltage and dark count rate. The measurement results are consistent with the DCR performance improvement expected from the dual-layer architecture and are comparable with the performance of dual-tier SPADs with p-well/deep n-well structure. Possible advantages that this approach can ensure in terms of tolerance to ionizing and non-ionizing radiation might be worth investigating. The study of radiation-induced effects in single- and dual-tier devices may also shed some light on the mechanism underlying DCR performance degradation in irradiated SPADs. Finally, DCR tests at different temperatures are being planned, together with the design of a faster, FPGA-based measurement setup for full characterization of the cells with active-quenching network.
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