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Abstract

Deep neural networks tend to be vulnerable to adversarial perturbations, which by adding to a natural image can fool a respective model with high confidence. Recently, the existence of image-agnostic perturbations, also known as universal adversarial perturbations (UAPs), were discovered. However, existing UAPs still lack a sufficiently high fooling rate, when being applied to an unknown target model. In this paper, we propose a novel deep learning technique for generating more transferable UAPs. We utilize a perturbation generator and some given pretrained networks so-called source models to generate UAPs using the ImageNet dataset. Due to the similar feature representation of various model architectures in the first layer, we propose a loss formulation that focuses on the adversarial energy only in the respective first layer of the source models. This supports the transferability of our generated UAPs to any other target model. We further empirically analyze our generated UAPs and demonstrate that these perturbations generalize very well towards different target models. Surpassing the current state of the art in both, fooling rate and model-transferability, we can show the superiority of our proposed approach. Using our generated non-targeted UAPs, we obtain an average fooling rate of 93.36% on the source models (state of the art: 82.16%). Generating our UAPs on the deep ResNet-152, we obtain about a 12% absolute fooling rate advantage vs. cutting-edge methods on VGG-16 and VGG-19 target models.

Introduction

Approaches relying on deep neural networks (DNNs) lead the benchmarks across several computer vision disciplines, including image classification (Ma et al. 2020), object detection (Zhao et al. 2020), and image segmentation (Poudel, Liwicki, and Cipolla 2019). Nonetheless, while showing superior performance on clean data, DNNs have been shown to be significantly vulnerable to small but maliciously structured perturbations to the input, known as adversarial perturbations. Several hypotheses have been made to explain the existence of adversarial perturbations, such as poor regularization (Szegedy et al. 2014), model linearity (Goodfellow, Shlens, and Szegedy 2015), texture biased architectures (Geirhos et al. 2018), the shortage of training data (Shamir et al. 2019), and absence of well-generalizing features (Ilyas et al. 2019). With regard to these hypotheses, different approaches for creating adversarial perturbations have been introduced (Moosavi-Dezfooli, Fawzi, and Frossard 2016, Zhao et al. 2019; Zhao, Liu, and Larson 2020).

Adversarial perturbations in computer vision tasks can be divided into two types, image-dependent perturbations and image-agnostic perturbations, the latter also known as universal adversarial perturbations (UAPs). Image-dependent perturbations intrinsically depend on data samples and are usually estimated by solving an optimization problem (Bastani et al. 2016) or using iterative/non-iterative gradient descent algorithms (Goodfellow, Shlens, and Szegedy 2015). Consequently, finding an adversarial perturbation for a new image involves solving a new image-dependent optimization problem from scratch. In return, UAPs are more generalizable perturbations that by adding to any image taken from a specific dataset lead to the deception of an underlying network in almost all cases.

Besides various algorithms for creating UAPs, generative models based on DNNs have also received more attention lately (Mopuri, Uppala, and Radhakrishnan 2018, Song et al. 2018). Some researchers proposed the use of generative adversarial networks (GANs) (Goodfellow et al. 2014) in combination with adversarial training to increase the robustness of a DNN to adversarial examples (Xiao et al. 2019). However, combination of fooling and discriminative losses in typical GANs training, led to sub-optimal results in the case of generating adversarial perturbations. It persuaded researchers to train only a generative model through a single well behaved optimization to carry out adversarial attacks (Poursaeed et al. 2018, Reddy Mopuri et al. 2018).

In this paper, we also leverage training a generative model for producing UAPs. In general, adversarial attacks can be categorized into white-box and black-box attacks. In the white-box setting, the parameters as well as the architecture of a model are accessible for a potential attacker. In the black-box setting, a potential attacker is neither able to access the model parameters nor the model architecture and thus has to rely on a good guess. It is of special interest to create adversarial examples that are able to not only fool one specific network, but also several other networks as well, that are trained on the same dataset. The ability of an adversarial example to be able to fool more than one network is often referred to as its transferability (Papernot, McDaniel, and Goodfellow 2016). Several approaches have been suggested for enhancing the
transferability of black-box attacks (Wu et al. 2018; Li et al. 2020). In this paper, we also aim at increasing the transferability of universal adversarial perturbations. Our contributions are as follows:

First, we provide some analysis on the similarity of extracted feature maps, from the first activation layer in various different state-of-the-art architectures, using the structural similarity (SSIM) index.

Second, in consequence, we propose a new loss function in which the fast feature fool loss (Mopuri, Ganeshan, and Radhakrishnan 2019), focusing on the first layer only, is combined with the cross-entropy loss to train a generator using a source model. The aim is to generate UAPs with a high model transferability.

Finally, we conduct targeted and non-targeted attacks on the ImageNet (Russakovsky et al. 2015) dataset, showing the effectiveness of our proposed approach in terms of fooling rate and model transferability. When compared to other data-driven and data-independent attacks, our proposed method achieves the highest fooling rate as well as a better transferability across different models on the ImageNet dataset.

Background

The field of adversarial deep learning investigates different approaches for attacking on networks and defending against adversarial attacks (Jan et al. 2019). In general, adversarial attacks aim at perturbing clean data by adding an adversarial perturbation to it. In this section, we introduce our mathematical notations, two general types of adversarial perturbations, as well as the concept of transferability in this field.

Basic Mathematical Notations

Let $T$ be the target model under attack, which is a deep neural network with frozen parameters, pretrained on an image dataset $\mathcal{X}^{\text{train}}$ and infered on another dataset $\mathcal{X}^{\text{test}}$. In addition, we define the source model $S$ as a pretrained model for which an adversarial perturbation $r$ is generated with the use of a generator model $G$. We define $z$ as a random variable sampled from a distribution, which is fed to the generator $G$ to produce a perturbation $r = G(z)$. Let $x \in [0, 1]^{H \times W \times C}$ be a normalized clean image with height $H$, width $W$, and $C = 3$ color channels as dimensions, taken from any clean image set $\mathcal{X}^{\text{train}}$ or $\mathcal{X}^{\text{test}}$. Each image $x$ is tagged with a ground truth label $m \in \mathcal{M} = \{1, 2, ..., M\}$. We define $y$ as the network prediction for the input image $x$, i.e., in training phase $y = S(x)$ and in test phase $y = T(x)$, with the output vector $y = (y_{\mu})$ and $m = \arg \max_{\mu \in \mathcal{M}} y_{\mu}$. Let $\mathcal{X}^{\text{adv}}_{S}$ denote the adversarial space for the model $S$, i.e., $x^{\text{adv}} \in \mathcal{X}^{\text{adv}}_{S}$, where $x^{\text{adv}} = x + r$ is an adversarial example. In a similar way, $\mathcal{X}^{\text{adv}}_{T}$ represents the adversarial space of the model $T$. When $S(x^{\text{adv}}) = (y_{\mu})$, the desired network output in non-targeted attack is $m = \arg \max_{\mu \in \mathcal{M}} y_{\mu} \neq m$, whereas in targeted attacks it is $m = m^{*} \neq m$, with target class $m^{*}$. In order to have a quasi-imperceptible perturbation when added to clean images, we define $\|r\|_{p} \leq \epsilon$, with $\epsilon$ being the supremum of a respective $p$-norm $\| \cdot \|_{p}$. Also, let $J$ stand for a loss function.

Image-dependent Adversarial Perturbations

From the time researchers have demonstrated the existence of adversarial perturbations (Szegedy et al. 2013), different attacks have been introduced to craft adversarial examples more effectively and efficiently (Zhao et al. 2019). Most common attacks are gradient-based methods, where typically an already trained model is used to craft adversarial examples based on the gradient with respect to the input using a loss function. Goodfellow et al. (2014) introduced the fast gradient sign method (FGSM), which is one of the most popular adversarial attacks. FGSM is defined as

$$x^{\text{adv}} = x + r = x + \beta \cdot \text{sign}(\nabla_{x} J(S(x), y)),$$

where $\beta$ is a hyperparameter controlling the infinity norm of the underlying adversarial example, $y = S(x)$ is the output of the source model $S$ utilized for producing adversarial examples, $y = (y_{\mu})$ is the one-hot encoding of the ground truth label $m$ for image $x$, while $\nabla_{x} J(\cdot)$ are the gradients with respect to the input under the loss function $J(\cdot)$. Iterative FGSM (Kurakin, Goodfellow, and Bengio 2017) iteratively applies FGSM with a small step size, while momentum FGSM (Dong et al. 2018) utilizes a momentum-based optimization algorithm for stronger adversarial attacks. Besides, Su et al. (2019) presented an algorithm that efficiently locates one pixel (or a small set of pixels) to be perturbed for creating an adversarial example, without using any gradient information. The drawback of this method is the high computational complexity due to the dependence on data pixels.

For improving the model robustness against adversarial attacks, researchers reported encouraging results by including adversarial examples during the training phase, known as adversarial training (Szegedy et al. 2014; Tramer and Boneh 2019; Dai et al. 2020). Adv-GAN and Noise-GAN, networks which build upon GANs for generating and optimizing adversarial training, were also introduced (Xiao et al. 2019; Hashemi and Mozaffari 2019). Moreover, several methods including detecting adversarial attacks (Tian, Yang, and Cai 2018; Yang et al. 2020), pre-processing approaches (Prakash et al. 2018; Ding, Wang, and Lin 2019), and utilizing teaching-student frameworks (Bär et al. 2019) have been proposed for defending against attacks.

Universal Adversarial Perturbations

Image-agnostic perturbations, known as universal adversarial perturbations (UAPs), were firstly introduced by Moosavi-Dezfooli et al. (2017). They proposed an iterative algorithm to generate UAPs to fool a classifier on a specific dataset. They also provided an analytical analysis of the decision boundary in DNNs based on geometry and proved the existence of small UAPs (Moosavi-Dezfooli et al. 2018). Khrulkov et al. (2018) proposed to compute the singular vectors of the Jacobian matrices of a DNN’s hidden layers to obtain UAPs. Hayes et al. (2018) focused on generative models that can be trained for generating perturbations, while Poursaeed et al. (2018) introduced the generative adversarial perturbation (GAP) algorithm for transforming random perturbations drawn from a uniform distribution to adversarial perturbations in order to conduct targeted and non-targeted attacks in classification and segmentation tasks.
Contrary to previous papers, Mopuri et al. (2019) introduced fast feature fool (FFF), a data-independent algorithm for producing non-targeted UAPs. In FFF, a new loss function is defined to inject maximal adversarial energy into each layer of a network as

\[
J_{\text{FFF}}(r) = \sum_{\ell=1}^{L} J_{\ell}(r) \quad \text{with} \quad J_{\ell}(r) = -\log(||A_{\ell}(r)||_2),
\]

where \(A_{\ell}(r)\) is the mean of all feature maps of the \(\ell\)-th layer (after the activation function in layer \(\ell\)), when only the UAP \(r\) is fed into the model. The proposed FFF algorithm starts with a random \(r\) and is then iteratively optimized. For mitigating the absence of data in producing UAPs, Mopuri et al. (2018) introduced class impressions (CIs), which are reconstructed images that are obtained via simple optimization from the source model. After finding multiple CIs in the input space for each target class, they trained a generator to create adversarial perturbations. By using this method, they managed to reduce the performance gap between the data-driven and data-independent approaches to craft UAPs.

Several approaches have been proposed for defending against universal perturbations. Mummadi et al. (Mummadi, Brox, and Metzen 2019) have shown that adversarial training is surprisingly effective in defending against UAPs. Some countermeasures define a distribution over such adversarial perturbations for a secure deep neural network.
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Figure 1: Our proposed approach to generate UAPs for non-targeted and targeted attacks.

**Transferability**

The transferability of adversarial examples across different models has been studied experimentally and theoretically (Tramèr et al. 2017; Phan et al. 2020). Goodfellow et al. (2015) demonstrated that adversarial changes happen in large, contiguous areas in data rather than being thrown loosely into little image regions. Therefore, estimating the size of these adversarial subspaces is relevant to the transferability issue. Another perspective about transferability lies in the similarity of decision boundaries. Learning substitute models, approximating the decision boundaries of target models, is one famous approach to attack an unknown model (Papernot et al. 2016). Wu et al. (2020) considered neural networks with skip connections and found that using more gradients from the skip connections rather than the residual modules, allows the attacker to craft more transferable adversarial examples. Wei et al. (2018) manipulated the feature maps extracted by a separate feature network, beside a generative adversarial network to create more transferable image-dependant perturbations. Also, Li et al. (2020) introduced a virtual model known as Ghost network to apply feature-level perturbations to an existing model to create a large set of diverse models. They showed Ghost networks, together with the coupled ensemble strategy, improve the transferability of existing techniques. In addition, Wu et al. (2018) empirically investigated the dependence of adversarial transferability to model-specific attributes, including model capacity, architecture, and test accuracy. They demonstrated that fooling rates heavily depend on the similarity of the source model and target model architectures. In this paper, we make use of the similarity of low-level extracted features in the initial layers of several models to improve the transferability of generated UAPs.

**Method**

At the core of our method there is an adversarial perturbation generator which employs a pretrained network as the source model \(S\) to generate universal adversarial perturbations for
conducting targeted and non-targeted attacks. Our proposed method builds upon the network proposed by Poursaeed et al. (2018). Our goal is to find a perturbation \( \mathbf{r} \) which is able to not only fool the source model \( S \) on a set of images \( \mathcal{X}^{\text{train}} \) or \( \mathcal{X}^{\text{test}} \), respectively, but the perturbation \( \mathbf{r} \) should also be effective on target models \( T \), for which \( T \neq S \) holds.

### Generating Universal Adversarial Perturbations

Figure 1 illustrates the architecture of our model for generating UAPs. A multi-dimensional input \( \mathbf{z} \in [0,1]^{\mathbb{H} \times \mathbb{W} \times \mathbb{C}} \) sampled from a uniform distribution is fed to the perturbation generator \( \mathcal{G} \). The network \( \mathcal{G} \) outputs the adversarial perturbation \( \mathbf{r} \), which is bounded according to a \( p \)-norm. We follow (Poursaeed et al. 2018) and bound the perturbation by multiplying the generator network raw output \( \mathcal{G}'(\mathbf{z}) \) with \( \min(1, \frac{\mathbf{r}}{\|\mathcal{G}'(\mathbf{z})\|_p}) \) to obtain a scaled UAP \( \mathbf{r} \). In the training phase, the resulting adversarial perturbation \( \mathbf{r} \) is added to a natural image \( \mathbf{x} \in \mathcal{X}^{\text{train}} \) and clipped to a valid range of RGB image pixel values to create an adversarial example \( \mathbf{x}^{\text{adv}} \). The generated adversarial example is then fed to a source model \( S \) to compute the cross-entropy loss \( J_{\text{CE}} \) as well as the first layer’s fast feature fool loss \( J_{\text{FFF}} \), see (3). For training the network \( \mathcal{G} \), depending on targeted or non-targeted attacks, the process differs as follows.

#### Non-targeted Perturbations

In this case, we want to fool the network \( S \) so that its prediction \( \hat{m} \) differs from the ground truth \( m \). In the simplest possible way, we can define the negative cross-entropy as the fooling loss for non-targeted attacks. To increase the transferability of the produced UAPs across models, we seek for similarities between different pretrained models. We selected VGG-16, VGG-19 (Simonyan and Zisserman 2015), ResNet-18, and ResNet-152 (He et al. 2016), all pretrained on ImageNet (Russakovsky et al. 2015), as state-of-the-art DNN classifiers to explore their learned feature maps. Figure 2 shows the mean of feature representations \( \mathcal{A}_\ell(x) \) of these pretrained classifiers computed for layer \( \ell = 1 \) up to \( \ell = 6 \) (after activation function) for a randomly selected input image \( x \). Also, Table 1 shows the similarity between these mean feature maps \( \mathcal{A}_\ell(x) \) in terms of structural similarity (SSIM) (Wang et al. 2004) as the evaluation criteria. SSIM is applied to measure the perceptual difference between low and high level feature maps, where the ImageNet validation set (Russakovsky et al. 2015) has been used as networks inputs. As this analysis shows, the mean of the extracted feature maps in the first layers of these classifiers are more similar to each other and the deeper they get, the less similar they become. We thus hypothesize that by applying the fast feature fool loss only to the first layer of the source model, with the aim of injecting high adversarial energy into the first layer of the source model \( S \) during training of the perturbation generator \( \mathcal{G} \), the transferability of generated UAPs increases. Then, we define the generator fooling loss for our non-targeted attacks as

\[
J_{\text{adv, non-targeted}} = \alpha \cdot (- J_{\text{CE}}(S(\mathbf{x}^{\text{adv}}, \overline{y}))) + (1-\alpha) \cdot J_{\text{FFF}}(\mathbf{x}^{\text{adv}}),
\]

where \( J_{\text{CE}} \) denotes the cross-entropy loss, and \( \overline{y} = (\overline{y}_\mu) \) is the one-hot encoding of the ground truth label \( m \) for image \( x \), and \( \mu \) being the class index. Also, \( J_{\text{FFF}}(\mathbf{x}^{\text{adv}}) \) is the fast feature fool loss of layer \( \ell = 1 \), when \( \mathbf{x}^{\text{adv}} \) is fed to the network \( S \) resulting in \( y = S(\mathbf{x}^{\text{adv}}) \). The cross-entropy loss is obtained by

\[
J_{\text{CE}}(y, \overline{y}) = - \sum_{\mu \in \mathcal{M}} \overline{y}_\mu \log(y_\mu),
\]

where \( y = (y_\mu) \) is the output vector of the network \( S \) with the predictions for each class \( \mu \). Then, we utilize the Adam optimizer (Kingma and Ba 2015) to increase the loss through a stochastic optimization.

#### Targeted Perturbations

Unlike to non-targeted attacks, the goal of a targeted one is \( S(x^{\text{adv}}) = \hat{m} \) with \( \hat{m} = \arg \max_{\mu \in \mathcal{M}} y_\mu \) and \( \hat{m} \neq m \), where \( \hat{m} \) is the adversarial target label to be outputted by the attacked DNN, while \( m \) still denotes the ground truth. Hence, the attacker aims to decrease the cross-entropy loss with respect to a target \( \hat{m} \) until the source model \( S \) predicts the selected target class with high confidence. Also, we add the fast feature fool loss in the first

| Layer (\( \ell \)) | VGG-19 | VGG-19 | VGG-19 | VGG-19 | VGG-19 |
|-------------------|--------|--------|--------|--------|--------|
| 1                 | 0.94   | 0.85   | 0.77   | 0.72   | 0.77   |
| 2                 | 0.29   | 0.15   | 0.06   | 0.01   | 0.00   |
| 3                 | 0.57   | 0.17   | 0.07   | 0.05   | 0.01   |
| 4                 |        |        |        |        |        |
| 5                 |        |        |        |        |        |
| 6                 |        |        |        |        |        |

Figure 2: The layer-wise mean of feature representations \( \mathcal{A}_\ell(x) \) within different pretrained classifiers, computed for the first six layers for an input image \( x \).
Table 2: Tuning the hyperparameter $\alpha$ in our non-targeted attack. The adversarial perturbation is bounded by $L_\infty(r) \leq \epsilon = 10$. Results are reported on a 2nd training set. The best fooling rates (%) are printed in boldface.

| $\alpha$ | Source Model $S$ = Target Model $T$ |
|----------|-------------------------------------|
|          | VGG | VGG | ResNet | ResNet | Avg     |
| 0        | 8.52 | 8.29 | 7.24   | 4.04   | 7.02   |
| 0.6      | 90.49 | 93.48 | 88.93  | 84.41  | 89.32  |
| 0.7      | **95.20** | **93.79** | 89.16  | 87.05  | **91.30** |
| 0.8      | 90.03 | 93.24 | 89.07  | 89.91  | 90.56  |
| 0.9      | 95.13 | 92.14 | 88.34  | 89.37  | 91.24  |
| 1        | 92.87 | 71.88 | 88.88  | 85.34  | 84.74  |

Table 3: Fooling rates (%) of our proposed non-targeted UAPs for various target classifiers pretrained on ImageNet. Results are reported on the ImageNet validation set. In these experiments, the source model $S$ is the same as the target model $T$. We report results for two $L_p$ norms, namely $L_2(r) \leq \epsilon = 2000$ and $L_\infty(r) \leq \epsilon = 10$.

| $p$ | $\epsilon$ | $\alpha$ | Source Model $S$ = Target Model $T$ |
|-----|-------------|----------|-------------------------------------|
|     |             |          | VGG | VGG | ResNet | ResNet | Avg     |
| 2   | 2000        | 0.7      | 96.57 | 94.99 | 91.85  | 88.73  |
| $\infty$ | 10          | 0.7      | 95.70 | 94.00 | 90.46  | 90.40  |

layer to boost the transferability of the targeted generated UAP, resulting in our generator fooling loss for targeted attacks as

$$J^{adv, targeted} = \alpha \cdot J^{CE}(S(x^{adv}), \hat{y}) + (1 - \alpha) \cdot J^{FF}(x^{adv}),$$

(5)

where $\hat{y}$ is the one-hot encoding of the target label $\hat{y} \neq y$.

Experimental Results

In this section, we present our experimental setup and analyze the effectiveness of our fooling method on state-of-the-art classifiers trained on ImageNet. In particular, we used VGG-16, VGG-19 (Simonyan and Zisserman 2015), ResNet-18, and ResNet-152 (He et al. 2016) as target classifiers $T$. For all our experiments, a UAP is computed for a set of 10,000 images taken from the ImageNet training set (i.e., 10 images per class) and the results are reported on the ImageNet validation set (50,000 images).

There are several design options regarding the architecture choices for the generator $G$ and the source model $S$. For our generator, we follow (Zhu et al. 2017) and (Poursaeed et al. 2018) and choose the ResNet generator from (Johnson, Alahi, and Fei-Fei 2016), which consists of some convolution layers for downsampling, followed by some residual blocks before performing upsampling using transposed convolutions. In the case of the source model $S$, we utilize the same pretrained classifiers as for the target model $T$, i.e., VGG-16, VGG-19, ResNet-18, and ResNet-152.

Non-targeted Universal Perturbations

In this section, we consider the target model $T$ to be equal to the source model $S$ used for optimizing the generator $G$, which we refer to as the white-box setting. Similar to existing approaches (Moosavi-Dezfooli et al. 2017; Poursaeed et al. 2018; Mopuri, Ganeshan, and Radhakrishnan 2019; Mopuri, Uppala, and Radhakrishnan 2018), we use the fooling rate as our metric to assess the performance of our crafted UAPs. In the case of non-targeted attacks, it is the percentage of input images for which $T(x^{adv}) \neq T(x)$ holds. According to Figure 1, we train our model with the non-targeted adversarial loss function (3). For tuning the hyperparameter $\alpha$, the weight of our novel adversarial loss components, we utilized another set of 10,000 images taken from the ImageNet training set which is different from our training dataset. Table 2 shows that the best $\alpha$ for non-targeted attacks, on average over all model topologies, is $\alpha = 0.7$. Results on the ImageNet validation set for two different norms are given in Table 3. The maximum permissible $L_p$ norm of the perturbations for $p = 2$ and $p = \infty$ is set to be $\epsilon = 2000$ and $\epsilon = 10$, respectively. As authors in (Moosavi-Dezfooli et al. 2017) pointed out, these values are selected to acquire a perturbation whose norm is remarkably smaller than the average image norms in the ImageNet dataset to obtain quasi-imperceptible adversarial examples. The results in Table 3 show that the proposed method is successful in the white-box setting. All reported fooling rate numbers are above 90%. To illustrate that our adversarial examples are quasi-imperceptible to humans, we show some visual examples of generated UAPs as well as the adversarial and original images in Figure 5.

Targeted Universal Perturbations

In this section, we applied the targeted fooling loss function defined in (5) again with $\alpha = 0.7$ for training the generator in Figure 1. In targeted attacks, we calculate top-1 target accuracy, the ratio of adversarial examples which are classified as the desired target, as the attack success rate. Figure 4 depicts two examples of our targeted UAPs, some original images and respective adversarial examples. In these experiments, the top-1 target accuracy on the validation set for the target class $\hat{m} = 8$ ("hen") and $\hat{m} = 805$ ("soccer ball"), are 74.65% and 76.75%, respectively, which underlines the effectiveness of our approach. Also, for assessing the generalization power of our proposed method across different target classes and comparison with targeted UAPs generated by the state-of-the-art GAP (Poursaeed et al. 2018), we used 10 randomly sampled classes. The resulting average top-1 target accuracy, when the adversarial perturbation is bounded by $L_\infty(r) \leq \epsilon = 10$, is 66.57%, which is a significantly higher number than 52.0%, that was reported for GAP (Poursaeed et al. 2018).

Transferability of Non-targeted UAPs

To further investigate the performance of our generated UAPs, we analyze their transferability across different mod-
Figure 3: Examples of our non-targeted UAPs and adversarial examples. In (a) the universal adversarial perturbation is given on the left and 8 different adversarial examples are shown on the right, where the $L_2$ norm of the adversarial perturbation is bounded by $\epsilon = 2000$, i.e., $L_2(r) \leq 2000$; in (b) the respective original images are shown, whereas in (c) the $L_\infty$ norm of the adversarial perturbation is bounded by $\epsilon = 10$, i.e., $L_\infty(r) \leq 10$, $\alpha = 0.7$. In these experiments, both the source model $S$ and the target model $T$ are VGG-16 (Simonyan and Zisserman 2015).

Table 4: Fooling rates (%) of various non-targeted UAP methods on various target classifiers trained on ImageNet. Our method is compared with other state-of-the-art methods. In these experiments, the source model is the same as the target model. The result of other attacks are reported from the respective paper. $^+$For comparison reasons, the average of our method leaves out the ResNet-18 model results. Best results are printed in boldface.

| $p$ | $\epsilon$ | Method | $S = T$ | Avg$^+$ |
|-----|-----|--------|--------|--------|
|     |     |        | VGG 16 | VGG 19 | ResNet 18 | ResNet 152 |        |
|     |     |        |        |        |        |        |        |
| 10  | 10  | UAP    | 78.30  | 77.80  | -       | 84.00  | 80.03  |
| 10  | 10  | GAP    | 83.70  | 80.10  | -       | 82.70  | 82.16  |
|     |     | Ours   | 95.70  | 94.00  | 90.46   | 90.40  | 93.36  |
|     |     |        |        |        |        |        |        |
| 2   | 2000| UAP    | 90.30  | 84.50  | -       | 88.50  | 87.76  |
|     |     | GAP    | 93.90  | 94.90  | -       | 79.50  | 89.43  |
|     |     | Ours   | 96.57  | 94.99  | 91.85   | 88.73  | 93.43  |

For this purpose, we craft a universal adversarial perturbation using the source model $S$, and feed it into a target model $T \neq S$. Table 5 presents fooling rates for the proposed UAPs crafted for multiple pretrained models $S$, across four different classifiers $T$. For each source architecture $S$ (first column), we compute a UAP and report the fooling rates on the same (main diagonal) and on all other networks $T$. It can be observed that the proposed non-targeted UAPs are generalizing very well across different architectures. The perturbation computed for ResNet-152 (as the source model $S$), has an average fooling rate of 81.53% on all other target models in Table 5.

Comparison with Other Methods
We compare our proposed approach in generating non-targeted UAPs with state-of-the-art methods in this field of research, i.e., fast feature fool (FFF) (Mopuri, Ganeshan, and Radhakrishnan 2019), class impressions (CI) (Mopuri, Uppala, and Radhakrishnan 2018), universal adversarial perturbation (UAP) (Moosavi-Dezfooli et al. 2017), and generative adversarial perturbation (GAP) (Poursaeed et al. 2018). The results are shown in Table 4. In these experiments, the source model $S$ and the target model $T$ are the same. Our proposed approach achieves a new state-of-the-art performance on all models on both $L_p$ norms, being on average 4% absolute better in fooling rate with the $L_2$ norm, and even 11% absolute better with the $L_\infty$ norm. Also, we compare the transferability of our produced UAPs to the same methods as before. The results for these experiments are shown in Table 5, where VGG-16 and ResNet-152 are used as the source model in Table 5a and Table 5b, respectively. It turns out to be advisable to choose a deep network as source model (ResNet-152), since our performance on the unseen VGG-16 and VGG-19 target models is about 12% absolute better than earlier state of the art ($L_\infty$ norm).

Conclusions
In this paper, we have presented a new effective method to generate targeted and non-targeted universal adversarial perturbations (UAPs) in both white-box and black-box settings. Our proposed method shows new state-of-the-art fooling
Figure 4: Examples of our targeted UAPs and adversarial examples. Four different samples of original images are given on the left, the targeted UAP is shown in the middle and their respective adversarial examples are shown on the right. The target label in (a) is "hen", and in (b) is "soccer ball". In these experiments, both the source model $S$ and the target model $T$ are VGG-16 [Simonyan and Zisserman 2015], with $L_\infty(r) \leq 10$, $\alpha = 0.7$.

Table 5: Transferability of our proposed non-targeted UAPs. The percentages indicate the fooling rates (%). The generator is trained to fool the source model (rows), and it is tested on the target model (columns). The adversarial perturbation is bounded by $L_\infty(r) \leq \epsilon = 10$, $\alpha = 0.7$. The average is computed without the white-box attacks (main diagonal).

Table 6: Transferability of our proposed non-targeted UAPs compared to other methods. The UAP is bounded by $L_\infty(r) \leq \epsilon = 10$. Values of our method are taken from Table 5. *Note that the results are reported from the respective paper. Best results are printed in boldface.

rate performance for non-targeted UAPs on different classifiers. Additionally, our non-targeted UAPs show a significantly higher transferability across models when compared to other methods, given that we generated UAPs on the deepest network in the investigation. This is achieved by incorporating an additional loss term during training, which aims at increasing the activation of the first layer of the source model. Extending the proposed method to other tasks such as semantic segmentation will be subject of future research.
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