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A B S T R A C T

The coronavirus disease, named COVID-19, has become the largest global public health crisis since it started in early 2020. CT imaging has been used as a complementary tool to assist early screening, especially for the rapid identification of COVID-19 cases from community acquired pneumonia (CAP) cases. The main challenge in early screening is how to model the confusing cases in the COVID-19 and CAP groups, with very similar clinical manifestations and imaging features. To tackle this challenge, we propose an Uncertainty Vertex-weighted Hypergraph Learning (UVHL) method to identify COVID-19 from CAP using CT images. In particular, multiple types of features (including regional features and radiomics features) are first extracted from CT image for each case. Then, the relationship among different cases is formulated by a hypergraph structure, with each case represented as a vertex in the hypergraph. The uncertainty of each vertex is further computed with an uncertainty score measurement and used as a weight in the hypergraph. Finally, a learning process of the vertex-weighted hypergraph is used to predict whether a new testing case belongs to COVID-19 or not. Experiments on a large multi-center pneumonia dataset, consisting of 2148 COVID-19 cases and 1182 CAP cases from five hospitals, are conducted to evaluate the prediction accuracy of the proposed method. Results demonstrate the effectiveness and robustness of our proposed method on the identification of COVID-19 in comparison to state-of-the-art methods.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

The coronavirus disease pandemic, named COVID-19, has become the largest global public health crisis since late 2019. COVID-19 was caused by a kind of savagely contagious virus, and could lead to acute respiratory distress and multiple organ failure (Chen et al., 2020; Holshue et al., 2020; Li et al., 2020a,b; Wang et al., 2020a).

The latest guideline, published by the Chinese government (the trial sixth version) (General Office of National Health Committee et al., 2020), declares that the diagnosis of COVID-19 must be confirmed by the reverse transcription polymerase chain reaction (RT-PCR) or gene sequencing for respiratory or blood specimens. Recent studies (Fang et al., 2020; Gozes et al., 2020; Xie et al., 2020) have investigated the sensitivity of non-contrast chest CT, and demonstrated that, recognizing either diffusion or focal ground-glass opacities as the disease characteristics in CT is a reliable and efficient approach. More specifically, the bilateral and peripheral ground-class and consolidative pulmonary opacities in CT are the typical features of COVID-19 symptoms, and the greater
severity of the disease with increasing time from onset symptoms shows larger lung involvement and more linear opacities, a.k.a. the “crazy-paving” pattern and the “reverse halo” sign (Xie et al., 2020; Bernheim et al., 2020). However, these image features are similar between COVID-19 and other types of pneumonia, which brings difficulty for its differential diagnosis (Li et al., 2020a; Bai et al., 2020). For example, GGO refers to an area of increased attenuation in the lung with preserved bronchial and vascular markings. It is a non-specific sign with a wide etiology, such as infection, chronic interstitial disease, and acute alveolar disease. Consolidation on CT scans refers to a pattern that appears as a homogeneous increase in lung parenchymal attenuation that obscures the margins of vessels and airway walls, which could be caused by pneumonia. Studies proposed that in COVID-19, these abnormalities tend to have bilateral peripheral involvement in multiple lobes, and may progress to “crazy paving” patterns in a later stage (Bernheim et al., 2020; Pan et al., 2020). In this work, we extracted features from lung lobe and pulmonary segments to reflect the distribution differences of infections, which was proven to be an efficient way for COVID-19 differential diagnosis.

To reduce the workload in diagnosing COVID-19, plenty of machine learning and deep learning-based studies have been conducted (Gozes et al., 2020; Li et al., 2020a; Narin et al., 2020; Zhang et al., 2020; Shan et al., 2020). As shown in a recent review article, methods such as U-Net (Ronneberger et al., 2015) were used to segment the infections, and methods such as Radiomics (Shi et al., 2020; Wang et al., 2020b) or ResNet (Li et al., 2020a) were used to extract features for disease diagnosis. However, most studies have a limited number of participants, and methods were evaluated on single-center data, where its generalizability to other datasets is not sufficiently evaluated. To be clinically meaningful, there are two major challenges: (1) Noisy data, due to the large variations of data collected in an emergent situation, such as using different reconstruction kernels and CT manufactures, along with possible patient movements; (2) Confusing cases, due to similar radiological appearance of COVID-19 and other pneumonia, especially in the early stage. Therefore, how to handle these challenges is the key for successful application of computed-aided COVID-19 diagnosis methods (Fig. 1).

Accordingly, in this work, we propose an uncertainty based learning framework, called Uncertainty Vertex-weighted Hypergraph Learning (UVHL), to identify COVID-19 from CAP with CT images. The most essential task is to exploit the latent relationship among various COVID-19 cases and CAP cases, and then make a prediction for a new testing case, i.e., whether belonging to COVID-19 or not. The proposed framework employs a vertex-weighted hypergraph structure to formulate data correlation among different cases. The module of “uncertainty score measurement” is used to generate two metrics, i.e., (1) noisy data aleatoric uncertainty and (2) the model's inability epistemic uncertainty. Then, the proposed UVHL conducts learning on the hypergraph structure to make a prediction for the new testing case, by simultaneously (a) incorporating the uncertainty values of measured data to relieve the misleading patterns from noisy low-quality data and (b) allocating more attention to the nodes distributing around the classifying interface in the latent representation space. Another advantage of the proposed framework is its flexibility in utilizing multi-modal data/features when available. We apply our proposed method to a large dataset, with 2148 COVID-19 cases and 1182 CAP cases. The experimental results show that our proposed method can achieve a satisfactory accuracy of 90% for identification of COVID-19 from CAP.

The main contributions of this paper are summarized as follows:

- We propose to formulate data correlation among all COVID-19 and CAP cases using hypergraph, for exploring high-order relationship using multi-type CT features (such as regional features and radiomics features).
- We propose an uncertainty vertex-weighted strategy to relieve the influence of noisy (CT) data collected from suspected COVID-19 patients in emergent situation.
- We have demonstrated better prediction accuracy in the task of identifying COVID-19 from CAP, and have also shown how different types of CT features perform in this task.

2. Related work

In this section, we briefly review recent works on diagnosing COVID-19 and introduce current studies on hypergraph learning.

2.1. AI-based COVID-19 diagnosis

As introduced in Zu et al. (2020), COVID-19 patients could be divided into mild, moderate, severe and critically ill stages, according to the severity of disease development. In the mild stage, the pneumonia symptom is difficult to be observed from CT images for a suspected patient. With the development of the disease, ground-glass opacity (GGO), increased crazy-paving pattern, and consolidation can be observed (Li and Xia, 2020). When it becomes a serious situation, the symptom will deteriorate and also the gradual resolution of consolidation could be observed in CT images.

In the very early studies, several statistics-based methods (Chen et al., 2020; Li et al., 2020b; Wang et al., 2020a) are proposed to develop automatic detection and patient monitoring methods for diagnosis of COVID-19. However, only simple data statistics is employed in these methods, which limits the capability of diagnosing suspected patients when facing the challenge of noisy data and confusing cases.

To further improve the prediction accuracy, a group of AI-based methods (Narin et al., 2020; Shan et al., 2020; Gozes et al., 2020) are proposed in the following. In Bernheim et al. (2020); Shan et al. (2020); Tang et al. (2020), reliable representations from CT are learned to represent the symptom of COVID-19. The correlation between chest CT and RT-PCR testing has also been
investigated in COVID-19 (Ai et al., 2020; Fang et al., 2020; Xie et al., 2020). Gozes et al. (2020) introduce an AI-based automatic CT image analysis tool for detection, quantification, and tracking of coronavirus.

Although there have been plenty of works on AI-assisted COVID-19 diagnosis tools, the identification of COVID-19 from CAP has not fully investigated, which has become an important issue recently. In this task, Bai et al. (2020) investigate the prediction accuracy of radiologists in differentiating COVID-19 from CAP based on CT features and demonstrate the radiologists are capable of distinguishing with moderate to high accuracy. Ouyang et al. (2020) propose a dual-sampling attention network, including an attention module with a 3D convolutional network (CNN), to classify the regions of infected lesions into COVID-19 or typical viral pneumonia. Another issue is the correlation among the COVID-19 cases and the CAP cases, which is important to identify the category of a new testing case, i.e., the focus of this paper.

2.2. Preliminary on hypergraph learning

Hypergraph learning has been widely applied in many tasks, such as identifying non-random structure in structural connectivity of the cortical microcircuits (Doptko et al., 2016), identifying high-order brain connectome biomarkers for disease diagnosis (Zu et al., 2016), and studying the co-relationships between functional and structural connectome data (Munsell et al., 2016), where multiview information from multiple atlases can also be used (Jia et al., 2012; Shi et al., 2010). Hypergraph learning was first introduced in Zhou et al. (2007), in which each node represents one case, each hyperedge captures the correlation between each pair of nodes, and the learning process is conducted on a hypergraph as a propagation process. By this method, the transductive inference on hypergraph aims to minimize the label differences between vertices that are connected by more and stronger hyperedges. Then, the hypergraph learning is conducted as a label propagation process on the hypergraph to obtain the label projection matrix (Liu et al., 2017), or as a spectral clustering (Li and Milenkovic, 2017).

Other applications of hypergraph learning include video object segmentation (Huang et al., 2009), images ranking (Huang et al., 2010), and landmark retrieval (Zhu et al., 2015). Hypergraph learning has the advantage of modeling high-order correlation modeling, but the reliability of different vertices on the hypergraph, also important to conduct accurate learning, has not been well investigated.

3. Materials and preprocessing

In this section, we first introduce materials used in this work and image preprocessing steps. Then, multi-type features, including regional features and radiomics features from CT images are extracted.

3.1. Dataset

In this study, a total of 3330 CT images were collected, including 2148 from COVID-19 patients and the rest 1182 from CAP patients. These images were provided by the Ruijin Hospital of Shanghai Jiao Tong University, Tongji Hospital of Huazhong University of Science and Technology, China-Japan Union Hospital of Jilin University, Hangzhou First People's Hospital of Zhejiang University, Shanghai Public Health Clinical Center of Fudan University and Sichuan University West China Hospital. All the COVID-19 cases were confirmed as positive by RT-PCR and acquired from Jan. 9, 2020 to Feb. 14, 2020. CAP images were obtained from Jul. 30, 2018 to Feb. 22, 2020. The CT scanners used in this study include uCT 780 from UIH, Optima CT520, Discovery CT750, Light-Speed 16 from GE, Aquilion ONE from Toshiba, SOMATOM Force from Siemens, and SCENARIA from Hitachi. The CT protocol here includes: 120 kV, reconstructed CT thickness ranging from 0.625 to 2 mm, and breath-hold at full inspiration. All images were de-identified before sending for analysis. This study was approved by the Institutional Review Board of participating institutes. Written informed consent was waived due to retrospective nature of the study.

4. The method

In this section, we introduce our proposed Uncertainty Vertex-weighted Hypergraph Learning (UVHL) method for COVID-19 identification. Fig. 2 shows in the framework of our proposed method, which is composed of three steps, i.e., (1) “Data Uncertainty Measurement”, (2) “Uncertainty-vertex Hypergraph modeling” and (3) “Uncertainty-vertex Hypergraph Learning”, respectively.

4.1. Data uncertainty measurement

As introduced before, the data quality may suffer from the unstable, noisy nature caused in the emergent situation. To overcome this limitation, it is important to identify the reliability of different cases during the learning processing. In this step, a data uncertainty measurement process is conducted to generate uncertainty scores for all cases used in the learning processing. Here, two types of uncertainty factors are calculated in our method.

a. Aleatoric Uncertainty. The data is abnormal, noisy or collected by mistake with low quality.

b. Epistemic Uncertainty. The features of these cases lie around the decision boundary that makes the distinguishing model under a serious challenge.

We will introduce how to calculate these uncertainty scores in details as below.

4.1.1. Aleatoric uncertainty

The aleatoric uncertainty represents the quality of data (Gal and Ghahramani, 2016; Kendall and Gal, 2017), based on the comparison of data distributions. The objective is to estimate the parameters $\Theta$ in the uncertainty measuring model that minimizes the Kullback-Leibler (KL) divergence (Van Erven and Harremos, 2014; Hershey and Olsen, 2007; Moreno et al., 2004) between true distribution $p_\Theta(x)$ (provided by the label of data) and predicted distribution $p_\Theta(x)$ (the output of the uncertainty measuring model)
over \(N\) training samples \(x_i\):

\[
\hat{\Theta} = \arg \min_\Theta \frac{1}{N} \sum_{i=1}^{N} D_{KL}(P_y(x_i) || P_\Theta(x_i))
\]

(1)

Hence, the loss function can be defined as KL-Divergence:

\[
L(\Theta) = D_{KL}(P_y(x) || P_\Theta(x))
\]

\[
= \int P_y(x) \log P_\Theta(x) dx - \int P_\Theta(x) \log P_y(x) dx
\]

\[
= - \log \left( \frac{\sigma_\Theta \sqrt{2\pi}}{2}\exp\left(\frac{-1}{2 \sigma_\Theta^2}(\mu - \bar{x})^2\right)\right) - H(P_\Theta(x))
\]

(2)

\[
= \frac{C_{\text{CE}}(y, \hat{y}(x))}{2} + \log \left( \frac{\sigma_\Theta^2}{2}\right) + \log(2\pi) - H(P_\Theta(x))
\]

where \(\bar{x}\) denotes \((x^+ - x^-)\), i.e., the difference between positive cases and negative cases, both of which are the output before the last softmax layer in the model. Theoretically, \(\bar{x}\) should follow a Gaussian distribution and target is \(\mu\). Note that \((\mu - \bar{x})^2\) could be replaced by any loss function and we adopt the Cross-Entropy, \(C_{\text{CE}}(y, \hat{y}(x))\), where \(\hat{y}(x) = \text{softmax}(\bar{x})\) is designed to make the gradient of back propagation changing smoothly (Nix and Weigend, 1994; Le et al., 2005). \(x \in \mathbb{R}^{|\mathbb{B}|}\) denotes the embedded feature vector of each patient and \(y \in \mathbb{R}^2\) is the corresponding label. \(f_{\Theta}(x) = \text{softmax}(\bar{x})\) is the corresponding label. To avoid the potential division by zero, we replace \(\log(\sigma_\Theta^2)\) by \(\alpha_{\hat{\Theta}}(x)\). Therefore, \(\alpha_{\hat{\Theta}} : \mathbb{R}^{|\mathbb{B}|} \rightarrow \mathbb{R}^1\) can be used to predict the uncertainty score for each case.

Note that \(\log(2\pi)/2\) and \(H(P_\Theta(x))\) are redundant for optimization. Therefore, for \(N\) samples, we can rewrite the loss function as Eq. 3:

\[
L(\Theta) = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{1}{2} \exp(-\alpha_{\hat{\Theta}}(x_i)) C_{\text{CE}}(y_i, \hat{y}(x_i)) + \frac{1}{2} \sigma_{\hat{\Theta}}^2(x_i) \right]
\]

(3)

If the Cross-Entropy between the predicted \(y_{\Theta}(x_i)\) and true label \(y_i\) is quite large, the model tends to predict a higher \(\alpha_{\hat{\Theta}}(x_i)\) to make inputs with high uncertainty having a smaller effect on the loss. Thus, low quality data will be allocated a higher \(\alpha_{\hat{\Theta}}(x_i)\) in the model. This allows the network to learn to attenuate the effect from erroneous labels, thus becoming more robust to noisy data.

In our task, we denote \(\lambda_\Theta(x_i)\) as aleatoric uncertainty to identify low quality data, as defined in Eq. 4:

\[
\lambda_\Theta(x_i) = \sigma_{\hat{\Theta}}^2(x_i) = \exp(\alpha_{\hat{\Theta}}(x_i))
\]

(4)

4.1.2. Epistemic uncertainty

Epistemic uncertainty refers to the model’s inability for accurate and precise prediction. To compute this measurement, we use the dropout variation inference, which is a widely adopted practical approach for approximate inference (Gal and Ghahramani, 2016). The Monte Carlo estimation method is referred as MC dropout. Our approximate predictive distribution is given by Eq. 5:

\[
q(y^*|x^*) = \int p(y^*|x^*, \omega)q(\omega) d\omega
\]

(5)

where \(\omega = [W_1]^L\) is a set of random variables for a model with \(L\) layers. \(x^*\) and \(y^*\) denote the input and the corresponding output of any MC dropout model, respectively. The effect of our MC dropout can be attributed to impose a Gaussian distribution on each layer during the test stage. In detail, the multi-layer perception neural network (MLP) model can be trained with dropout. But different from the conventional settings, these dropout layers are kept open during the testing stage. Each case is predicted for \(K\) times, and the epistemic uncertainty for this case can be calculated using the variance of these \(K\) values.

The predicted mean for one case can be obtained by Eq. 6:

\[
E(q(y^*|x^*))(y^*) \approx \frac{1}{K} \sum_{k=1}^{K} \hat{y}(x^*, \omega^k)
\]

(6)

or more specifically by Eq. 7 in our task:

\[
E(f_{\hat{\Theta}}(x_i)) \approx \frac{1}{K} \sum_{k=1}^{K} f_{\hat{\Theta}}(\omega^k)(x_i)
\]

(7)

The epistemic uncertainty can be approximated as Kendall and Gal (2017) in Eq. 8, which is the variance of \(K\) repetitions:

\[
\sigma(f_{\hat{\Theta}}(x_i)) \approx \frac{1}{K} \sum_{k=1}^{K} f_{\hat{\Theta}}(\omega^k)(x_i)^T f_{\hat{\Theta}}(\omega^k)(x_i)
\]

\[
- E(f_{\hat{\Theta}}(\omega^k)(x_i))^T E(f_{\hat{\Theta}}(\omega^k)(x_i))
\]

where \(i\) denotes the \(i_{th}\) sample and \(k\) denotes the \(k_{th}\) test with dropout.
Combined with aleatoric uncertainty introduced before, our proposed uncertainty is calculated as:

$$\mathcal{U}_i = \sigma \left( \frac{\mathcal{W}_i - \mu_e}{\sigma_e} \right)$$  \hspace{1cm} (10)

In the end of this step, by leveraging the uncertainty, the quality of data is measured and also the weighted vertices are generated accordingly.

### 4.2. Uncertainty-vertex hypergraph construction

To identify the COVID-19 cases, it is important to exploit the data correlation. Here, the hypergraph structure is employed to model the relationship among the known training COVID-19 cases, the known training CAP cases, and the unknown testing cases.

In the hypergraph, each vertex represents one case, and there are totally $n$ vertices according to the number of cases involved. Given the two types of features, i.e., the regional features and radiomics features, two groups of hyperedges are generated to build the connections among these cases. For the regional features, each time one vertex (case) is selected as the centroid, and its $k$ nearest neighbors (cases) are selected to be connected by one hyperedge. This process repeats until all vertices have been selected once. Then, a group of hyperedges based on the regional feature can be generated. The same process is performed for the radiomics feature, which generates another group of hyperedges. These two groups of hyperedges are concatenated to build the final hypergraph.

Different from conventional hypergraph, the uncertainty-vertex hypergraph not only cares about features and the label of each vertex, but also considers the uncertainty $\mathcal{U}_i$ of each vertex. In this way, these more reliable vertices could contribute more during the learning process, and vice versa. Here, $\mathcal{V}$ is the vertex set, $\mathcal{E}$ is the hyperedges set, and $\mathcal{W}$ is the pre-defined vectors of hyperedge weights. Besides these, $\mathbf{U}$ denotes the uncertainty matrix for all vertices. Therefore, our uncertainty-vertex hypergraph can be written as $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W}, \mathbf{U})$. Leveraging vertex weights $\mathbf{U}$, an incidence matrix $\mathbf{H}$ is then generated to represent the relationship among different vertices.

$$\mathbf{H}(\mathcal{V}_i, \mathcal{E}_p) = \begin{cases} \mathcal{U}_i, & \mathcal{V}_i \in \mathcal{E}_p \\ 0, & \mathcal{V}_i \notin \mathcal{E}_p \end{cases}$$  \hspace{1cm} (11)

In the end of this stage, the uncertainty-vertex-weighted hypergraph is constructed to represent the correlation among all cases.

### 4.3. Uncertainty-vertex hypergraph learning

As shown in Fig. 3, compared with the conventional hypergraph learning method, the proposed UVHL structure considers the uncertainty of each vertex individually and the learning process is conducted on an unequal space. The learning task on the uncertainty-vertex hypergraph can be formulated as:

$$\mathcal{Q}_U(F) = \arg \min_F \{ \Omega(F) + \lambda \mathcal{R}_{\text{emp}}(F) \}$$  \hspace{1cm} (12)

More specifically, the smoothness regularizer function $\Omega(\cdot)$ and the empirical loss term $\mathcal{R}_{\text{emp}}(\cdot)$ can be, respectively, rewritten as follows:

$$\Omega(F, \mathbf{V}, \mathbf{E}, \mathbf{W}) = tr(F^\top (\mathbf{U}^\top - \mathbf{U}^\top \mathbf{U}_1 \mathbf{U}) F)$$

$$\mathcal{R}_{\text{emp}}(F, \mathbf{U}) = \sum_{k=1}^{K} \| F(:, k) - Y(:, k) \|^2$$  \hspace{1cm} (13)

where $F(:, k)$ is the $k_{th}$ column of $F$ and $\mathbf{U}_1 = \mathbf{D}_p \frac{1}{2} \mathbf{H} \mathbf{D}_p \frac{1}{2}$. The uncertainty vertex-weighted hypergraph loss function $\mathcal{R}_{\text{emp}}(\cdot)$ can be further rewritten as:

$$\mathcal{R}_{\text{emp}}(F, \mathbf{U}) = tr(F^\top \mathbf{U}^\top \mathbf{U} F + \mathbf{Y}^\top \mathbf{U} \mathbf{Y} - 2F^\top \mathbf{U} \mathbf{Y})$$  \hspace{1cm} (14)

Therefore, the target label matrix $\mathbf{F}$ can be obtained as:

$$\mathbf{F} = \lambda (\mathbf{U}^\top - \mathbf{U}^\top \mathbf{U}_1 \mathbf{U} + \lambda \mathbf{U}^\top \mathbf{U})^{-1} \mathbf{U}^\top \mathbf{U} \mathbf{Y}$$  \hspace{1cm} (15)

With the generated label matrix $\mathbf{F} \in \mathbb{R}^{n \times K}$ ($K = 2$ in our task), the new coming testing case can be identified as COVID-19 or CAP accordingly.

### 5. Experiments

#### 5.1. Evaluation metrics

In our experiments, six criteria are employed to evaluate the COVID-19 prediction accuracy, and the definition of the confusion matrix is shown in Table 1.

1. **Accuracy (ACC):** ACC measures the proportion of samples that are correctly classified.
   
   $$\text{ACC} = \frac{T_P + T_N}{T_P + T_N + F_P + F_N}$$

2. **Sensitivity (SEN):** SEN measures the proportion of actual positives that are correctly identified as such. This metric is also
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Fig. 3. Besides the hyperedge weights, the uncertainty-vertex hypergraph contains the uncertainty score of each vertex.

| Table 1 | The definition of the confusion matrix for COVID-19 identification. |
|---------|---------------------------------------------------------------|
|          | Classify as COVID-19 | Classify as CAP |
| COVID-19 | True Positive (TP) | False Negative (FN) |
| CAP      | False Positive (FP) | True Negative (TN) |
called as “recall”, reflecting the misdiagnose proportion. In actual medical diagnostic application scenarios, this evaluation metric is more critical.

\[
SEN = \frac{TP}{TP + FN}
\]

3. Specificity (SPEC): SPEC measures the proportion of actual negatives that are correctly identified as such. It stands for the omission diagnose rate.

\[
SPEC = \frac{TN}{TN + FP}
\]

4. Balance (BAC): BAC is the mean value of SEN and SPEC.

\[
BAC = \frac{SEN + SPEC}{2}
\]

5. Positive Predictive Value (PPV): PPV measures the proportion of detected positives that are true positive.

\[
PPV = \frac{TP}{TP + FP}
\]

6. Negative Predictive Value (NPV): NPV measures the proportion of detected negatives that are true negative.

\[
NPV = \frac{TN}{TN + FN}
\]

5.2. Compared methods

The following popular classification approaches are used for comparison:

- Support Vector Machine (SVM) (Cortes and Vapnik, 1995): It is a non-probabilistic linear classifier, used to perform supervised learning. It selects a group of the training data as support vectors to determine the boundary that divides different categories apart as unambiguously as possible.
- Multilayer Perceptron (MLP) Neural Network (Thimm and Fiesler, 1997; Orhan et al., 2011): As the fundamental feed-forward artificial neural network, MLP can be utilized to perform binary classification with the cross-entropy as the loss function.
- Inductive Hypergraph Learning (iHL) (Zhang et al., 2018): In iHL, all available features are combined into one single feature, and then a projection is learned on the hypergraph structure, which is used to conduct classification task on the pneumonia instances. This model learns the high-order representations from the training set and is evaluated in the testing set.
- Transductive Hypergraph Learning (tHL) (Zhou et al., 2007): The transductive learning on hypergraph is conducted to learn the label matrix. Both the training data and all testing data are employed in the hypergraph structure, yet leading to the commonly used semi-supervised learning approach.

5.3. Implementation

In our experiments, the whole dataset consists of 2148 COVID-19 cases and 1182 CAP cases.

We randomly divide them into 10 subsets and perform 10-fold cross-validation, in which 9 subsets are used for training and the rest one is used for testing each time. The data splitting process repeats 10 times, and the mean and standard deviation of all 10 runs are reported as the final result for comparison. All features are normalized into [0,1] in the training dataset, and the offset mean and variance are applied to the testing dataset for data normalization, respectively.

All the training data were used for generating the uncertainty measuring model as well as the uncertainty score \( i_k \) simultaneously. During the construction of hypergraph in UVHL, K nearest neighbors are connected for each vertex when generating hyper-edges. We note that it is important to generate a suitable hypergraph structure for representation learning. However, how to select the best \( K \) value in this procedure is difficult. A large \( K \) will lead to high dissimilarity inside the hyperedge, while a small \( K \) may not be informative enough to the overall hypergraph structure. To select a suitable \( K \), we adopt the following strategy. First, a pool of candidate \( K \) values is set as \([2, 3, \ldots, 20]\) in our experiments. Given a set of training data and corresponding testing data, we further split the training data into 10 folds. The 10-fold cross-validation is conducted on the training data, where different \( K \) are used. We then collect the prediction accuracy of different \( K \) on the training data, and the \( K \) with the best prediction accuracy is used for testing. In this way, the selection of \( K \) can be fully automatic and optimized.

5.4. Results and discussions

Experimental results are demonstrated in Fig. 4, and the detailed mean value and the significance of the \( t \)-test between UVHL and other methods are listed in Table 2. From these results, we have the following observations:

1. Our proposed method UVHL achieves the most reliable prediction accuracy among all metrics. Compared with SVM and MLP, our approach obtains better prediction accuracy (i.e., 6.79% and 6.03% relative improvement in terms of ACC, respectively), demonstrating that the hypergraph based approach has the effective ability to tackle the pneumonia identification task.
2. Compared with other hypergraph based methods, i.e., inductive hypergraph learning (iHL) (Zhang et al., 2018) and transductive hypergraph learning (tHL) (Zhou et al., 2007), our approach achieves relative gains of 5.47% and 3.82% in terms of ACC, respectively.
3. Besides the better sensitivity value, our proposed UVHL method achieves much higher specificity value compared with all other methods. This indicates that our proposed method can not only have high recall of COVID-19 patients but also be effective on filtering CAP patients, which is quite useful in practice.

5.5. Data uncertainty study

To evaluate the effectiveness of our proposed data uncertainty method, we further conduct ablation experiments to compare variants of the data uncertainty measurement procedure. First, we remove the uncertainty measurement procedure and treat all cases equally. Second, the SVM-based uncertainty score is calculated, instead of that of using MLP. Then, the two uncertainty measurements are used individually for comparison. Experimental results are reported in Table 3, from which we can have the following observations:
1. Compared with the method without uncertainty, i.e., with equal weights, all the other methods with uncertainty can achieve better prediction accuracy.

2. The method with uncertainty from SVM performs worse than that of using MLP. It indicates that MLP has better identification effectiveness compared with SVM on uncertainty measurement.

3. Compared with the case of using aleatoric uncertainty and epistemic uncertainty individually, the use of both uncertainties, i.e., the proposed method, achieves the best prediction accuracy, which demonstrates the effectiveness of our proposed data uncertainty strategy.

5.6. Analysis on feature types

In this study, there are two types of features from CT, i.e., regional features and radiomics features. Here, we evaluate the effectiveness of these two features on the task of COVID-19 identification. We have conducted experiments with our proposed method using each feature individually. Experimental comparison is demonstrated in Table 4. Our method using regional feature has higher sensitivity, while the specificity is relatively lower, compared with the cases of using radiomics features. These results indicate that regional feature is better in finding the true positive COVID-19 cases, while radiomics features have the advantage of identifying CAP cases. When using both types of features in our proposed method, the prediction accuracy becomes stable, along with both increasing sensitivity and specificity, as shown in the last row of Table 4. This observation demonstrates that our proposed method has the ability of jointly utilizing multi-type features and achieve better prediction accuracy.

5.7. Analysis on confounding factors

There are many confounding vital factors in this classification task, such as gender, age, image parameters, etc. In this study, we conduct sub-group analysis experiments on gender, age, and image slickness, since these are the most widely adopted sub-grouping methods. As shown in Table 5, we can observe that the distributions of gender, age, and slice thickness are similar in each of two groups. For each factor, we compute the accuracy of our method on testing data and compare them with each other via paired t-test. The prediction accuracy in male and elder are slightly higher, with 2% and 1% in accuracy, respectively. Also, the images with thinner slice thickness (≤ 1 mm) shows slightly higher prediction accuracy than other images with slice thickness between 1mm and 2mm, which is reasonable as thinner slice images provide more detailed information.

5.8. Analysis on few labeled data

As the large-scale labeled data for COVID-19 is expensive and maybe infeasible in emergent situations, how these methods per-

---

Table 3
Experimental comparison on the data uncertainty measurement. For the “proposed uncertainty,” we compute its accuracy on testing data, and compare them with other settings via paired t-test to generate the \( p \)-values. \( \dagger \) denotes significance level is reached as \( p \)-value < 0.05.

| Weighting strategy          | ACC    | SEN    | SPEC   | BAC    | PPV    | NPV    |
|-----------------------------|--------|--------|--------|--------|--------|--------|
| 1 Equal Weight              | 0.85586| 0.88426| 0.80342| 0.84384| 0.89252| 0.789912|
| 2 Support Vectors           | 0.730666| 0.87021| 0.84442| 0.85731| 0.90983| 0.78137|
| 3 Aleatoric Uncertainty     | 0.87387| 0.918919| 0.78378| 0.85135| 0.89474| 0.82857|
| 4 Epistemic Uncertainty     | 0.88589| 0.90741| 0.84615| 0.87678| 0.91589| 0.83193|
| 5 Proposed Uncertainty      | 0.89790| 0.93260| 0.84000| 0.88635| 0.90654| 0.88235|

Table 4
Experimental comparison on different feature types and their combination. For the “both” feature type, we compute its accuracy on testing data, and compare them with each other via paired t-test to generate the \( p \)-values. \( \dagger \) denotes significance level is reached as \( p \)-value < 0.05.

| Feature types    | ACC    | SEN    | SPEC   | BAC    | PPV    | NPV    |
|------------------|--------|--------|--------|--------|--------|--------|
| Regional         | 0.85886| 0.90323| 0.77586| 0.83954| 0.88288| 0.81081|
| Radiomics        | 0.85946| 0.86982| 0.84182| 0.85582| 0.90889| 0.78012|
| Both             | 0.89790| 0.93260| 0.84000| 0.88635| 0.90654| 0.88235|
form with very limited labeled data is an important issue. It should be noted that we have not included MLP, as MLP performs very badly when having very few training data. To do that, we investigate how the compared methods work with respect to a small scale of labeled data from 10 to 100 for COVID-19 and CAP respectively. In these experiments, 100 cases for each category are selected as the validation data. The training data selection process repeats 10 times and the average prediction accuracy is calculated for comparison. Experimental results are shown in Fig. 5. As shown in these results, we can observe that SVM performs inferior in all settings when given just very few labeled data, and the hypergraph based methods perform the best. We can also observe that our proposed method, i.e., UVHL, can achieve very stable prediction accuracy when only a few labeled data are available, which justifies the effectiveness of our proposed method in these difficult situations.

6. Conclusion

In this paper, we propose an uncertainty vertex-weighted hypergraph learning method to identify COVID-19 from CAP using CT images. Confronting the challenging issues from noisy data and confusing cases with similar clinical manifestations and imaging features, our proposed method employs a hypergraph structure to formulate the data correlation among the known COVID-19 cases, the known as CAP cases, and the testing cases. Through this method, two types of CT image features (including regional features and radiomics features) are extracted for patient representation. To overcome the limitations of the noisy data, a data uncertainty measurement process is conducted to measure the uncertainty of each training case. Finally, a vertex-weighted hypergraph learning process is used to predict whether a new case is COVID-19 or CAP. We have conducted experiments on a large multi-center pneumonia dataset, including 2148 COVID-19 cases and 1182 CAP cases from 5 hospitals, and the experimental results demonstrate the effectiveness of our proposed method on identification of COVID-19 in comparison to the existing state-of-the-art methods.

In future work, the effectiveness of each individual feature should be fully investigated. Regarding the limited data and possible evolution of COVID-19, it is important to explore small sample learning methods as well as transfer learning techniques on this difficult task of identifying COVID-19.

Declaration of Competing Interest

The authors declare the following financial interests/personal relationships which may be considered as potential competing interests:

F.S., Y.W., Y.S., M.H., Yaozong G., and D.S. are employees of Shanghai United Imaging Intelligence Co., Ltd. The company has no role in designing and performing the surveillances and analyzing and interpreting the data. All other authors report no conflicts of interest relevant to this article.

CRediT authorship contribution statement

**Donglin Di**: Methodology, Formal analysis, Validation, Software, Writing - original draft. **Feng Shi**: Methodology, Investigation, Writing - review & editing. **Fuhua Yan**: Data curation, Resources, Investigation. **Liming Xia**: Data curation, Resources, Investigation. **Zhanhao Mo**: Data curation, Resources, Investigation. **Zhongxiang Ding**: Data curation, Resources, Investigation. **Fei Shan**: Data curation, Resources, Investigation. **Sun**: Data curation, Resources, Investigation. **Bin Song**: Data curation, Resources, Investigation. **Shengrui Li**: Software, Validation, Writing - original draft. **Ying Wei**: Methodology, Data curation, Investigation. **Ying Shao**: Methodology, Data curation, Investigation. **Miaofei Han**: Methodology, Data curation, Investigation. **Yue Gao**: Software, Validation, Investigation. **He Sui**: Data curation, Resources, Investigation. **Yaozong Gao**: Conceptualization, Writing - review & editing, Supervision. **Dinggang Shen**: Conceptualization, Writing - review & editing, Project administration.
This work was supported in part by the National Natural Science Funds of China (61671267, 61871337), Beijing Natural Science Foundation (4182022), National Key Research and Development Program of China (2018YFC0116400), Wuhan Science and technology program (Grant no.2018060401011326), Hubei Provincial Novel Pneumonia Emergency Science and Technology Project (2020FCAO21), Huazhong University of Science and Technology Novel Coronavirus Pneumonia Emergency Science and Technology Project (2020kfyXGYJ014 ).

References

Ai T., Yang, Z., Hou, H., Zhan, C., Chen, C., Lv, W., Tao, Q., Sun, Z., Xia, L. 2020. Correlation of chest CT and RT-PCR testing in coronavirus disease 2019 (COVID-19) in China: a report of 1014 cases. Radiology 2020642.

Bai, H.X., Hsieh, B., Xiong, Z., Halsey, K., Choi, J.W., Tran, T.M.L., Pan, L., Shi, L.-B., Wang, D.-C., Mei, J., et al. 2020. Performance of radiologists in differentiating COVID-19 from viral pneumonia on chest CT. Radiology 200823.

Bernheim, A., Mei, K., Huang, M., Yang, Y., Fayad, Z.A., Zhang, N., Diao, K., Lin, B., Zhu, X., Li, et al. 2020. Chest CT findings in coronavirus disease 19 (COVID-19): relationship to duration of infection. Radiology 200463.

Chen, N., Zhou, M., Dong, X., Qo, J., Gong, F., Han, Y., Qo, Y., Wang, J., Liu, Y., Wei, Y., et al. 2020. Epidemiological and clinical characteristics of 99 cases of 2019 novel coronavirus pneumonia in Wuhan, China: a descriptive study. Lancet 395 (10233), 507–513.

Cortes, C., Vapnik, V., 2005. Support-vector networks. Mach. Learn. 20 (3), 273–297.

Dokto, P., Hess, K., Levi, R., Nolte, M., Reimann, M., Scolamiero, M., Turner, K., Muller, E., Markram, H. Topological analysis of the connectome of digital reconstructions of neural microcircuits. arXiv preprint arXiv:16011558.

Fang, Y., Zhang, H., Xie, J., Lin, M., Ying, L., Pang, P., Ji, W. 2020. Sensitivity of chest CT for COVID-19: comparison to RT-PCR. Radiology 200432.

Gal, Y., Ghahramani, Z., 2016. Dropout as a Bayesian approximation: representing model uncertainty in deep learning. In: International Conference on Machine Learning. pp. 1050–1059.

General Office of National Health Committee, et al. 2020. Office of state administration of traditional Chinese medicine. Notice on the issuance of a programme for the diagnosis and treatment of novel coronavirus (2019-nCoV) infected pneumonia (trial sixth edition).

Gozes, O., Frid-Adar, M., Greenspan, H., Browning, P.O., Zhang, H., Ji, Y.R., Bernstein, A., Siegel, E. Rapid ai development cycle for the coronavirus (COVID-19) pandemic: Initial results for automated detection & patient monitoring using deep learning CT image analysis. arXiv preprint arXiv:2003.05037.

Hershey, J.R., Olsen, P.A., 2007. Approximating the Kullback Leibler divergence between Gaussian mixture models. In: 2007 IEEE International Conference on Acoustics, Speech and Signal Processing-ICASSP’07, 4. IEEE. pp. IV–317.

Holshue, M.L., DeBolt, C., Lindquist, S., Lofy, K.H., Wiensman, J., Bruce, H., Spitters, C., Ericson, K., Wilkerson, S., Tural, A., et al. 2020. First case of 2019 novel coronavirus in the United States. New Engl. J. Med. 382, 929–936.

Huang, Y., Liu, Q., Metaxas, D., 2009. 3d video object segmentation by hypergraph cut. In: 2009 IEEE Conference on Computer Vision and Pattern Recognition. IEEE, pp. 1738–1745.

Huang, Y., Liu, Q., Zhang, S., Metaxas, D.N., 2010. Image retrieval via probabilistic hypergraph ranking. In: 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition. IEEE, pp. 3316–3323.

Jia, H., Yap, P.-T., Shen, D., 2012. Iterative multi-atlas-based multi-image segmentation with tree-based registration. NeuroImage 59 (1), 422–430.

Kendall, A., Gal, Y., 2017. What uncertainties do we need in Bayesian deep learning for computer vision? In: Advances in Neural Information Processing Systems, pp. 5574–5584.

Le Q.V., Smola, A.J., Canu, S. 2005. Heteroscedastic gaussian process regression. In: Proceedings of the 22nd International Conference on Machine Learning, pp. 489–496.

Li, L., Qin, L., Xu, Z., Yin, Y., Wang, X., Kong, B., Bai, J., Lu, Y., Fang, Z., Song, Q., et al. 2020a. Artificial intelligence distinguishes COVID-19 from community acquired pneumonia on chest CT. Radiology 200905.

Li, P., Milenkovic, O., 2017. Inhomogeneous hypergraph clustering with applications. In: Advances in Neural Information Processing Systems, pp. 2308–2318.

Li, Q., Guan, X., Wu, P., Wang, X., Zhou, L., Tong, Y., Ren, K., Leung, K.S., Lau, E.H., Wong, J.Y., et al. 2020b. Early transmission dynamics in Wuhan, China, of novel coronavirus–infected pneumonia. New Engl. J. Med. 382, 1199–1207.