Quantum mean centering for block-encoding-based quantum algorithm

Hai-Ling Liu 1,2, Chao-Hua Yu 3, Lin-Chun Wan 4, Su-Juan Qin 1, Fei Gao 1† and Qiao-Yan Wen 1
1 State Key Laboratory of Networking and Switching Technology, Beijing University of Posts and Telecommunications, Beijing 100876, China
2 State Key Laboratory of Cryptology, P.O. Box 5159, Beijing, 100878, China
3 School of Information Management, Jiangxi University of Finance and Economics, Nanchang 330032, China and
4 School of Computer and Information Science, Southwest University, Chongqing 400715, China
(Dated: August 17, 2022)

Mean Centering (MC) is an important data preprocessing technique, which has a wide range of applications in data mining, machine learning, and multivariate statistical analysis. When the data set is large, this process will be time-consuming. In this paper, we propose an efficient quantum MC algorithm based on the block-encoding technique, which enables the existing quantum algorithms to get rid of the assumption that the original data set has been classically mean-centered. Specifically, we first adopt the strategy that MC can be achieved by multiplying by the centering matrix $C$, i.e., removing the row means, column means and row-column means of the original data matrix $X$ can be expressed as $XC$, $CX$ and $CXC$, respectively. This allows many classical problems involving MC, such as Principal Component Analysis (PCA), to directly solve the matrix algebra problems related to $XC$, $CX$ or $CXC$. Next, we can employ the block-encoding technique to realize MC. To achieve it, we first show how to construct the block-encoding of the centering matrix $C$, and then further obtain the block-encodings of $XC$, $CX$ and $CXC$. Finally, we describe one by one how to apply our MC algorithm to PCA and other algorithms.

I. INTRODUCTION

Quantum computing surpasses classical computing by taking advantage of the unique properties of superposition and entanglement in quantum mechanics, providing polynomial and even exponential speedups for specific problems, such as factoring integers [11], unstructured database searching [2], Hamiltonian simulation [3–6], linear algebra [7–9], the subset sum problem [10], regression [11–13], classification [14–16], clustering [17], correlation filter [18]. Since its inception, quantum computing has become a booming research field. An introduction to more quantum algorithms can be seen in Refs. [19–21].

Mean Centering (MC) (also called zero centered or mean subtraction) [21–22] is the act of subtracting a variable’s mean from all observations on that variable in the data set such that the variable’s new mean is zero. It is an important data preprocessing technique, which has a wide range of applications in data mining, machine learning, and multivariate statistical analysis. For example, in Principal Component Analysis (PCA), to better describe the direction of the principal components [21–23], it is necessary to perform eigen-decomposition on the mean-centered covariance matrix.

Driven by the progress in quantum computing, some quantum algorithms with significant acceleration compared with classical counterparts have been proposed to solve the classical problems involving MC, such as the well-known quantum PCA [24], quantum Linear Discriminant Analysis (LDA) [25]. However, these quantum algorithms assume that the original data set has been classically mean-centered. In fact, MC is not a simple process, and its complexity is $O(n^3)$, where $n$ comes from the size of the original data matrix $X \in \mathbb{R}^{n \times n}$. When the data set is large, this process will still be time-consuming. Therefore, it is meaningful to design an efficient quantum MC algorithm and study its application in PCA, LDA and other algorithms.

In Ref. [26], Li et al. adopted quantum inner product estimation algorithm [27] and quantum multiply-adder [28] to realize the MC process of the original data set and successfully applied it to Discriminative Canonical Correlation Analysis (DCCA) [29]. However, when Li et al.’s algorithm is applied to the classical problems involving MC, such as PCA, DCCA, these quantum algorithms rely on a strong assumption that at least half of the entries in the mean-centered data matrix have an absolute value greater than $m_0$, where $m_0 > 0$ is a constant. This limits the scope of application of the algorithm. In addition, Li et al.’s algorithm perform the quantum inner product estimation algorithm [27] to compute the mean value of the original data set, which makes the quantum algorithm highly dependent on the inverse of the error $\epsilon$. For example, the dependence of quantum DCCA [26] is $1/\epsilon^3$. Therefore, an efficient quantum MC algorithm that does not require the above strong assumption and is more suitable for algorithms such as PCA, DCCA needs to be designed.

In this work, we propose an efficient quantum MC algorithm, which can get rid of the above strong assumption, and we successfully applied it to PCA, LDA, Canonical Correlation Analysis (CCA) [30], DCCA, Ordinary Least Squares (OLS) [31], etc. Specifically, we first adopt the strategy that the MC process of the original data can be achieved by multiplying by the centering matrix $C$ [31–32], that is, removing the row means, col-
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umn means and row-column means of the original data matrix \( X \) can be expressed as \( XC \), \( CX \) and \( CXC \), respectively. This allows many classical problems involving MC, such as PCA, LDA, to directly solve the matrix algebra problems related to \( XC \), \( CX \) or \( CXC \). Next, we can employ the block-encoding technique \( [6, 33, 34] \) which has been successfully applied in quantum regression \( [34] \), quantum classification \( [35] \) and other algorithms to realize MC. The core of our entire algorithm is to construct the block-encoding of the mean-centered data matrix. To achieve it, we first show how to construct the block-encoding of \( C \), and then further obtain the block-encodings of \( XC \), \( CX \) and \( CXC \) respectively. Finally, we describe one by one how to apply our quantum MC algorithm to PCA, LDA, and other algorithms. It is worth noting that our algorithm obtains the block encoding of the mean-centered data matrix, which makes our algorithm more suitable for algorithms involving matrix algebra problems, such as multidimensional scaling \( [38] \), kernel machine learning \( [32, 39] \), and extreme learning machine \( [40] \).

The remainder of the paper is organized as follows. In Sec. [II] we give a brief overview of the process of mean centering on the original data. In Sec. [III] we propose a quantum mean centering algorithm based on the block-encoding technique. In Sec. [IV] we present some applications of our quantum algorithm, such as PCA, LDA. Finally, we present our conclusion in Sec. [V]

II. REVIEW OF MEAN CENTERING

Given an original data matrix \( X = (x_1, x_2, \cdots, x_n) \in \mathbb{R}^{n \times n} \), it is shown as follows:
\[
X = \begin{bmatrix}
x_{11} & x_{21} & \cdots & x_{n1} \\
x_{12} & x_{22} & \cdots & x_{n2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1n} & x_{2n} & \cdots & x_{nn}
\end{bmatrix},
\]

then we can obtain the column means of \( X \):
\[
u = \left( \frac{x_{11} + \cdots + x_{1n}}{n}, \cdots, \frac{x_{n1} + \cdots + x_{nn}}{n} \right)^T
\equiv (\bar{x}_1, \cdots, \bar{x}_n)^T \in \mathbb{R}^n,
\]

and the row means of \( X \):
\[
v = \left( \frac{x_{11} + \cdots + x_{n1}}{n}, \cdots, \frac{x_{n1} + \cdots + x_{nn}}{n} \right)^T
\equiv (\bar{x}_1, \cdots, \bar{x}_n)^T \in \mathbb{R}^n.
\]

Next, we can perform MC on \( X \) to remove the column means, row means, and row-column means of \( X \), respectively. The specific form can be expressed as follows:
1. Remove the column means of \( X \): \( x_{ij} - \bar{x}_{\bullet j} \);
2. Remove the row means of \( X \): \( x_{ij} - \bar{x}_{\bullet i} \);
3. Remove the row-column means of \( X \): \( x_{ij} - \bar{x}_{\bullet i} - \bar{x}_{\bullet j} + \bar{x} \), where \( \bar{x} = (x_{11} + \cdots + x_{1n} + \cdots + x_{n1} + \cdots + x_{nn})/n^2 \) is the mean of all the entries of \( X \), \( i, j = 1, \cdots, n \).

To simplify the MC process of \( X \), scholars have found that it is achieved by projecting a matrix onto the column space orthogonal to the unit vector. Interestingly, this can be done by multiplying by the centering matrix \( C \in \mathbb{R}^{n \times n} \), \( [31, 32] \), which is defined as follows:
\[
C = \begin{bmatrix}
1 - \frac{1}{n} & -\frac{1}{n} & \cdots & -\frac{1}{n} \\
-\frac{1}{n} & 1 - \frac{1}{n} & \cdots & -\frac{1}{n} \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{n} & -\frac{1}{n} & \cdots & 1 - \frac{1}{n}
\end{bmatrix} = I - \frac{1}{n} e \cdot e^T,
\]

where \( e = (1, 1, \cdots, 1)^T \in \mathbb{R}^n \). It is worth noting that \( C \) has many important properties, which can be seen in Refs. \( [31, 32] \).

When \( X \) is pre-multiplied by \( C \), the column means of \( X \) can be removed:
\[
CX = \begin{bmatrix}
x_{11} - \bar{x}_{\bullet 1} & x_{21} - \bar{x}_{\bullet 1} & \cdots & x_{n1} - \bar{x}_{\bullet 1} \\
x_{12} - \bar{x}_{\bullet 1} & x_{22} - \bar{x}_{\bullet 2} & \cdots & x_{n2} - \bar{x}_{\bullet 2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1n} - \bar{x}_{\bullet 1} & x_{2n} - \bar{x}_{\bullet 2} & \cdots & x_{nn} - \bar{x}_{\bullet n}
\end{bmatrix}.
\]

When \( X \) is post-multiplied by \( C \), the row means of \( X \) can be removed:
\[
XC = \begin{bmatrix}
x_{11} - \bar{x}_{\bullet 1} & x_{21} - \bar{x}_{\bullet 1} & \cdots & x_{n1} - \bar{x}_{\bullet 1} \\
x_{12} - \bar{x}_{\bullet 1} & x_{22} - \bar{x}_{\bullet 2} & \cdots & x_{n2} - \bar{x}_{\bullet 2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1n} - \bar{x}_{\bullet 1} & x_{2n} - \bar{x}_{\bullet n} & \cdots & x_{nn} - \bar{x}_{\bullet n}
\end{bmatrix}.
\]

When \( X \) are both pre-multiplied by \( C \) and post-multiplied by \( C \), the row-column means of \( X \) can be removed:
\[
CXC = \begin{bmatrix}
x_{11} - \bar{x}_{\bullet 1} - \bar{x}_{\bullet 1} + \bar{x} & x_{12} - \bar{x}_{\bullet 1} - \bar{x}_{\bullet 2} + \bar{x} & \cdots & x_{1n} - \bar{x}_{\bullet 1} - \bar{x}_{\bullet n} + \bar{x} \\
x_{12} - \bar{x}_{\bullet 1} - \bar{x}_{\bullet 2} + \bar{x} & x_{22} - \bar{x}_{\bullet 2} - \bar{x}_{\bullet n} + \bar{x} & \cdots & x_{2n} - \bar{x}_{\bullet 2} - \bar{x}_{\bullet n} + \bar{x} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1n} - \bar{x}_{\bullet 1} - \bar{x}_{\bullet n} + \bar{x} & x_{2n} - \bar{x}_{\bullet n} - \bar{x}_{\bullet n} + \bar{x} & \cdots & x_{nn} - \bar{x}_{\bullet n} - \bar{x}_{\bullet n} + \bar{x}
\end{bmatrix}.
\]

The complexity of the MC process of \( X \) is \( O(n^2) \). This can be time-consuming when the original data set is large. And many classical algorithms, such as PCA, LDA, are related to the matrix algebra problems of \( XC \), \( CX \) or \( CXC \). Therefore, it is meaningful to design an efficient algorithm to realize MC.

III. A QUANTUM MEAN CENTERING ALGORITHM BASED ON BLOCK-ENCODING

In this section, we design an efficient quantum MC algorithm based on the block-encoding technique. The
key point of this algorithm is to construct the block-encodings of $XC$, $CX$ and $XCX$, respectively. To achieve it, we first construct the block-encodings of $C$ and $X$ respectively, and further obtain the block-encodings of $XC$, $CX$ and $XCX$, respectively.

A. Review of the block-encoding technique

In this section, we review the block-encoding technique which can be found in Refs. [6, 33, 34] for details.

**Definition 1** (Block-encoding [6]) Assume that $A$ is an $s$-qubits operator, $\alpha, \epsilon_A \in \mathbb{R}^+$, and $a \in \mathbb{N}$, then we say that the $(s + a)$-qubits unitary $U$ is an $(\alpha, a, \epsilon_A)$ block-encoding of $A$ if it satisfies

$$\| A - \alpha (\langle 0^\otimes a \otimes I \rangle U (\langle 0^\otimes a \otimes I \rangle) \| \leq \epsilon_A.$$  \hspace{1cm} (8)

Note that (1) when $A \in \mathbb{C}^{m \times n}$ where $n, m \leq 2^s$, we can construct an embedding matrix $A_{\epsilon} = \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{C}^{2^s \times 2^s}$;

(2) a unitary matrix is a $(1, 0, 0)$-block-encoding of itself, which we call a trivial block-encoding.

Subsequently, Andras Gilven et al. [33] showed how to implement the block-encoding of a linear combination of block-encoded operators and the product of block-encoded matrices respectively, as shown below:

**Definition 2** (State preparation pair [33]) Let $y \in \mathbb{C}^m$ and $\| y \|_1 \leq \beta$. The pair of unitaries $(P_L, P_R)$ is called an $(\beta, b, \epsilon_y)$-state-preparation-pair if $P_L |0^\otimes b \rangle = \sum_{j=1}^{2^b} c_j |j \rangle$ and $P_R |0^\otimes b \rangle = \sum_{j=1}^{2^b} d_j |j \rangle$ such that $\sum_{j=1}^{2^b} |\beta c_j d_j - y_j | \leq \epsilon_y$ and for all $j \in m + 1, \ldots, 2^b$, we have $c_j d_j = 0$.

**Lemma 1** (Linear combination of block-encoded matrices [33]) Let $A = \sum_{j=1}^{m} y_j A_j$ be an $s$-qubits operator and $\epsilon_A \in \mathbb{R}^+$. Assume that $(P_L, P_R)$ is an $(\beta, b, \epsilon_y)$-state-preparation-pair for $y \in \mathbb{C}^m$, $W = \sum_{j=1}^{m} |j \rangle \langle j| \otimes U_j + \left( (I - \sum_{j=1}^{m} |j \rangle \langle j| ) \otimes I \right)_{X}$ is an $(s + a + b)$-qubits unitary matrix such that for all $j \in 1, \ldots, m$, we have that $U_j$ is an $(\alpha, a, \epsilon_A)$-block-encoding of $A_j$. Then we can implement a $(\alpha \beta, a + b, \alpha \epsilon_y + \alpha \beta \epsilon_A)$-block-encoding of $A$, with a single use of $W, P_R$, and $P_L$.

**Lemma 2** (Product of block-encoded matrices [33]) If $U$ is an $(\alpha; a; \delta)$-block-encoding of an $s$-qubits operator $A$ that can be implemented in time $T_1$, and $V$ is an $(\beta; b; \epsilon)$-block-encoding of an $s$-qubits operator $B$ that can be implemented in time $T_2$, then $(I_b \otimes V)(I_a \otimes V)$ is an $(\alpha \beta; a + b; \alpha \epsilon + \beta \epsilon)$-block-encoding of $AB$ that can be implemented in time $O(T_1 + T_2)$.

More information about the block-encoding technique can be found in Refs. [6, 33, 34, 41]. This technique has been successfully applied to many algorithms, such as quantum linear system [6, 32], quantum regression [34], quantum classification [33].

In the following sections, we will introduce how to use the block-encoding technique to design quantum MC algorithm. For convenience, we define the base of the logarithm function as 2, which can be abbreviated as $\log_2$.

B. A quantum mean centering algorithm based on the block-encoding technique

The core of the whole quantum algorithm is to construct the block-encodings of $XC$, $CX$ and $XCX$, respectively. To achieve it, we first construct the block-encodings of $C$ and $X$ respectively.

We find that $C$ can be express as

$$C = \frac{1}{2} (I - H^\otimes \log n (2(0^\otimes \log n) \langle 0^\otimes \log n \rangle - I) H^\otimes \log n) \equiv \frac{1}{2} (I - U_c),$$

where $H$ is the Hadamard gate and $2(0^\otimes \log n) \langle 0^\otimes \log n \rangle - I$ is the conditional phase shift operator, which can be implemented using $O(\log n)$ quantum basic gates [33]. The quantum circuit of $U_c$ is shown in Fig. 1.

According to the definition of block-encoding, we can know that the unitary matrices $I$ and $U_c$ are an $(1, 0, 0)$-block-encoding of their own, which can be implemented with complexity $O(\log n)$. Thus, $C$ can be regarded as a linear combination of block-encoded operators.

Based on **Definition 2**, let $y_c = (\frac{1}{2}, -\frac{1}{2}) \in \mathbb{R}^2$ and $\| y_c \|_1 = \beta_c = 1$. And let $b_c = 1, c_j = d_j = \sqrt{y_c}, j = 1, 2$, we have $P_L = P_R = SH$, i.e., $SH|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle)$, where $S$ is a phase gate. Therefore, we can effectively construct an $(1, 1, 0)$-state-preparation-pair $(P_L, P_R)$ of $y_c$ that satisfies the requirements of **Definition 2**. According to **Lemma 1**, we can construct an $(1, 1, 0)$-block-encoding of $C$ with complexity $O(\log n)$.

For the block-encoding of $X$, here we use the following lemma to achieve:

**Lemma 3** (Implementing block-encoding from quantum data structure [6, 34]) If the data matrix $X \in \mathbb{R}^{n \times n}$ is stored in a quantum random access memory data structure [44], then there exist two unitary operators $U_M$ and $U_N$ that can be implemented in time $O(\text{poly log}(n, \epsilon))$ such that $U_M U_N$ is an $(\|X\|_F, \text{poly log}(n, \epsilon))$-block-encoding of $X$.
encoding of $X$, where

$$U_M : |i⟩|0⟩ \mapsto |i⟩|x_i⟩ = |i⟩\frac{1}{\|x_i\|} \sum_{j=1}^{n} x_{ij}|j⟩,$$

$$U_N : |0⟩|j⟩ \mapsto \frac{1}{\|X\|_F} \sum_{i=1}^{n} \|x_i\||i⟩|j⟩.$$  \hspace{1cm} (10)

Note that if $X \in \mathbb{C}^{n \times m}$ is also stored in the above data structure, then the unitary operator $U_M U_N$ is also an $(\|X\|_F, \log(m + n), \epsilon)$-block-encoding of an extended Hermitian matrix $\tilde{X} = X \otimes |0⟩⟨1| + X^\dagger \otimes |1⟩⟨0|$, which can be implemented in time $O(poly log(nm/\epsilon))$. A more detailed proof can be seen in Lemma 23 of Ref. [34]. In addition, if $X$ satisfies some specific conditions, such as $X$ is a sparse matrix or a purified density operator, we can also obtain the block-encoding of $X$ \[6, 33\].

According to the product of block-encoded matrices in Lemma 2, we can get an $(\|X\|_F, poly log n, \epsilon)$-block-encodings of $XC$, $CX$, $X|C⟩\langle X|$ with complexity $O(poly log(n/\epsilon))$, respectively.

Based on Refs. \[6, 33, 34\], we can solve the matrix algebra problems related to $XC$, $CX$ or $X|C⟩\langle X|$, such as matrix vector multiplication, and singular value estimation. Next, we will introduce the wide application of our quantum algorithm in PCA, LDA, and other algorithms.

IV. APPLICATIONS OF OUR QUANTUM MEAN CENTERING ALGORITHMS

The classical problems involving MC, such PCA, LDA, CCA, DCCA, and OLS, can be directly attributed to the matrix algebra problems related to $XC$, $CX$ or $X|C⟩\langle X|$. To solve matrix algebra problems efficiently, scholars have proposed a class of faster quantum algorithms based on the block-encoding framework \[6, 33, 34\]. The core of this quantum algorithm is to construct the block-encoding of a specific matrix. Next, we will introduce one by one how to use our quantum MC algorithm to construct the block-encoding of matrices in PCA, LDA, CCA, DCCA, and OLS.

A. PCA

PCA is the most common method for data dimension reduction, which can obtain low-dimensional data while maintaining the dispersion degree (variance) of original data as much as possible \[23\]. To better describe the direction of the principal components \[21, 23\], PCA performs eigendecomposition on the mean-centered covariance matrix to capture effective low-dimensional data. The existing quantum PCA algorithm \[24\] assumes that $X$ has been classically mean-centered. Here, we start from $X$ to design a quantum PCA algorithm to avoid the above strong assumption. The optimization problem in PCA is expressed as:

$$\max_{U_p} Tr(U_p^T S_t U_p), s.t., U_p^T U_p = I,$$  \hspace{1cm} (11)

where

$$S_t = \sum_{i=1}^{n} (x_i - v)(x_i - v)^T = XCX^T \in \mathbb{R}^{n \times n}$$  \hspace{1cm} (12)

is the total scatter matrix (or called the mean-centered covariance matrix), $v$ is the row mean of the total data points, and $U_p = [u_1, \cdots, u_d] \in \mathbb{R}^{n \times d} (1 < d \ll n)$ is the projection matrix whose columns $\{u_j\}_{j=1}^d$ are the principal component directions of PCA.

The above optimization problem of PCA can be reduced to solve the eigenproblem for $S_t$. Then the eigenvectors corresponding to the first $1 < d \ll n$ eigenvalues of $S_t$ are the principal component directions of PCA.

According to Lemma 2, we can obtain a unitary operator $Q$ is an $(\|X\|_F^2, poly log n, 2\epsilon\|X\|_F^2)$-block-encoding of $S_t$ that can be implemented in time $O(poly log(n/\epsilon))$. Then we can employ the optimal Hamiltonian simulation technique based on the block-encoding framework \[6, 33, 34\] and quantum phase estimation algorithm \[33\] to extract the eigeninformation of $S_t$, which takes $O([d], X\|X\|^2 poly log(n/\epsilon)/\epsilon)$ time complexity. Here, for convenience, let the error caused by using the phase estimation algorithm to estimate the eigenvalue be the same as the error caused by constructing the block-encoding of $X$, both of which are $\epsilon$.

B. LDA

LDA is a data dimensionality reduction algorithm involving data categories \[45\]. LDA has been shown to be more effective than PCA in dealing with classification problems, i.e., classification with reduced dimensionality data \[46, 47\]. The goal of LDA is to seek the optimal directions of projection on which the data points of different classes are far from each other while requiring data points of the same class to be close to each other. To achieve the above goal, the optimization problem in LDA can be expressed as follows:

$$\max_{U_l} Tr(U_l^T S_b U_l), s.t., U_l^T S_w U_l = I,$$  \hspace{1cm} (13)

where

$$S_b = \sum_{k=1}^{c} n_k (v_k - v)(v_k - v)^T \in \mathbb{R}^{n \times n}$$  \hspace{1cm} (14)

is the between-class scatter matrix,

$$S_w = \sum_{c} \sum_{k=1}^{n} (x_i^k - v_k)(x_i^k - v_k)^T \in \mathbb{R}^{n \times n}\hspace{1cm} (15)$$

is the within-class scatter matrix, where $n_k$ is the number of data points of the $k$th class, and $n = \sum_{k=1}^{c} n_k$ is the
total number of data points, $v_k$ is the row mean of the data points of the $k$th class, $x$ is the row mean of the total data points, $X^k$ is the $i$th data point of the $k$th class, $k = 1, \ldots, c$, $i = 1, \ldots, n$, and $U_l = [\mu_1, \ldots, \mu_d] \in \mathbb{R}^{n \times d}$ ($1 < d \ll n$) is the the projection matrix whose columns $\{\mu_j\}_{j=1}^d$ are the optimal projection directions of LDA.

In particular, $S_b$ can be considered as the summation of $S_i$ and $S_w$, i.e., $S_b = S_i + S_w$ [28], therefore the optimization problem in Eq. (13) can be written as

$$\max_{U_l} Tr(U_l^T S_l U_l), \text{s.t.}, U_l^T S_w U_l = I.$$  \hfill (16)

Hence, the optimal projection direction of LDA can be obtained by solving the generalized eigenvalue problem $(S_l; S_w)$. Here, we adopt a quantum algorithm based on the block-encoding technology to solve the generalized eigenvalue problem of $(S_l; S_w)$, as follows:

**Theorem 1** (Solve the generalized eigenvalue problem of $(A; B)$ based on the block-encoding technology [19]) Assume that $A$, $B$ are $n$-by-$n$ Hermitian matrices with $B$ positive definite. Let $U_A$ be an $(\alpha_A; \epsilon_A)$-block-encoding of $A$ that is implemented in time $O(T_A)$, and $U_B$ an $(\alpha_B; \epsilon_B)$-block-encoding of $B$ that is implemented in time $O(T_B)$. Denote $\kappa_B$ as the condition number of $B$, the generalized eigen-pairs of $Ax = \lambda Bx$ as $\{(\lambda_j, |E_j\rangle ) | j = 1, \ldots, n\}$. Given access to copies of the state $|E_j\rangle$ that is prepared in time $O(T_m)$, there is a quantum algorithm that returns a state proportional to $\sum_j \delta_j |E_j\rangle$, where $|\lambda_j - \lambda_i| \leq \epsilon$, in time

$$O\left(0.5^k T_m + \frac{\alpha_A \kappa_B 0.5}{\|B\|\epsilon} (T_A + \frac{\alpha_B \kappa_B}{\|B\|})\right).$$ \hfill (17)

A detailed proof of this theorem can be seen in Ref. [19]. Note that when $A$ and $B$ are non-Hermitian matrices, we can extend them to Hermitian matrices $A = A \otimes |1\rangle\langle 1| + \text{A}^\dagger \otimes |0\rangle\langle 0|$ and $B = B \otimes |1\rangle\langle 1| + \text{B}^\dagger \otimes |1\rangle\langle 1|$ respectively and when $B$ is non-positive definite, we get its pseudo-inverse. Therefore, the above theorem can be extended to the case where $A$ and $B$ are not Hermitian matrices with $B$ not positive definite.

The key to solving the generalized eigenvalue problem of $(S_l; S_w)$ by using **Theorem 1** is to construct the block-encodings of $S_l$ and $S_w$, respectively. As far as we know, we have obtained the block-encoding of $S_l$. Next we will construct the block-encoding of $S_w$.

We find that $S_w$ can also be expressed as

$$S_w = \sum_{k=1}^c X^k C^k (X^k)^T,$$ \hfill (18)

where $X^k = (x_1^k, \ldots, x_n^k)$ is the original data submatrix corresponding to each class, $C^k = I_{n_k \times n_k} - \frac{1}{n_k} u_k e_k^T \in \mathbb{R}^{n_k \times n_k}$ is the centering matrix corresponding to each class, $k = 1, 2, \ldots, c$. Thus $S_w$ can be viewed as a linear combination of block-encoded operators.

Let $y_w = (1, \ldots, 1) \in \mathbb{R}^c$ and $\|y_w\|_1 = \beta_w = c$. Let $b_c = \log c$, $c_j = d_j = 1$, $j = 1, \ldots, c$, we have $P_L = P_R = H \otimes \log c$, i.e., $H \otimes \log c(0|\log c) = \frac{1}{\sqrt{c}} \sum_{j=1}^c |j\rangle$. Therefore, we can effectively construct an $(c, \log c, 0)$-state-preparation-pair $(P_L, P_R)$ of $y_w$ that satisfies the requirements of **Definition 2**. According to **Lemma 1**, we can construct an $(c, \log c, 0)$-state-preparation-pair $(P_L, P_R)$ of $y_w$ that satisfies the requirements of **Definition 2**. According to **Lemma 1**, we can construct an $(c, \log c, 0)$-state-preparation-pair $(P_L, P_R)$ of $y_w$ that satisfies the requirements of **Definition 2**.

In short, we can solve the generalized eigenvalue problem $(S_l; S_w)$. Compared with quantum LDA [23], our quantum algorithm does not require a strong assumption that the elements and the norms of the column vector of $S_b$ and $S_w$ can be accessed efficiently, respectively.

**C. CCA**

PCA and LDA are dimensionality reduction techniques for one set of variable data, while CCA is one of the unsupervised feature extraction techniques widely used in data pairs of two groups of variables, aiming at finding the optimal projection vectors pair to maximize the correlation between the two groups of variables [35]. Finding the optimal projection vectors pair in CCA can be transformed into solving the following generalized eigenvalue problem $(H_x; H_y)$:

$$\begin{bmatrix}
(XCY^T)^T \\
(YCY^T)
\end{bmatrix}
\begin{bmatrix}
w_x \\
w_y
\end{bmatrix}
= \lambda
\begin{bmatrix}
(XCY^T) \\
(YCY^T)
\end{bmatrix}
\begin{bmatrix}
w_x \\
w_y
\end{bmatrix},$$ \hfill (19)

where $X \in \mathbb{R}^{n \times n}$ and $Y \in \mathbb{R}^{n \times n}$ are the original data matrices, $C \in \mathbb{R}^{n \times n}$ is the centering matrix, $w = (w_x, w_y)^T \in \mathbb{R}^{2n}$ is the projection vectors pair.

According to **Theorem 1**, the core of solving the generalized eigenvalue problem $(H_x; H_y)$ is still to construct the block-encodings of $H_x$ and $H_y$ respectively.

For the block-encoding of $H_x$, we first construct an $(\|X\|_F, \|Y\|_F, \text{poly log} n, \epsilon(\|X\|_F + \|Y\|_F))$-block-encoding of $XY^T$ with complexity $O(\text{poly log}(n/\epsilon))$, which is similar to $S_i$, where $\epsilon$ is generated by building the block-encodings of $X$ and $Y$. Then, according to **Proposition 10** of Ref. [41], we also can obtain an $(\|X\|_F, \|Y\|_F, \text{poly log} n, 2\epsilon(\|X\|_F + \|Y\|_F))$-block-encoding of $H_x$ with complexity $O(\text{poly log}(n/\epsilon))$ [41].

For the block-encoding of $H_y$, we also obtain the unitary operator $P$ that is an $(\|Y\|_F^2, \|Y\|_F, \text{poly log} n, 2\epsilon(\|X\|_F + \|Y\|_F))$-block-encoding of $XY^T$, which requires time complexity $O(\text{poly log}(n/\epsilon))$. Furthermore, we can also generate the unitary operator $|0\rangle\langle 0| \otimes Q + |1\rangle\langle 1| \otimes P$ which is an $(\text{max}\{\|X\|_F^2, \|Y\|_F^2\}, \|Y\|_F, \text{poly log} n, 2\epsilon \text{min}\{\|X\|_F, \|Y\|_F\})$-block-encoding of $H_y$, where $Q$ is the block-encoding of $S_i = XCY^T$ and it takes $O(\text{poly log}(n/\epsilon))$ time complexity.
In a word, we can also design a quantum algorithm to solve CCA.

D. DCCA

Although CCA can represent the information of two sets of data pairs to maximize the correlation between them, it ignores the difference between categories, which results in constraints on the performance of the algorithm. To solve the above problem, in 2008, Sun et al. proposed DCCA [29], aiming at finding the optimal projection vector pair to maximize the within-class correlations and minimize the between-class correlations by using the discriminant information of data points. Finding the optimal projection vector pair in DCCA can be transformed into solving the following generalized eigenvalue problems \((H_d; H_y)\):

\[
\begin{bmatrix}
(XCECY^T)^T & XCECY^T
\end{bmatrix}
\begin{bmatrix}
v_x \\
v_y
\end{bmatrix}
= \lambda
\begin{bmatrix}
XCX^T & YCY^T
\end{bmatrix}
\begin{bmatrix}
v_x \\
v_y
\end{bmatrix}
= H_d v = \lambda H_y v,
\]

where \(X \in \mathbb{R}^{n \times n}\) and \(Y \in \mathbb{R}^{n \times n}\) are the original data matrices, \(C \in \mathbb{R}^{n \times n}\) is the centering matrix, \(E = \text{diag}(e_{11}, e_{22}, \ldots, e_{nn}) \in \mathbb{R}^{n \times n}\) is the similarity matrix where \(e_{kk} = (1, 1, \ldots, 1)^T \in \mathbb{R}^{n_k}\), \(n_k\) is the number of data points of the \(k\)th class, and \(n = \sum_{k=1}^c n_k\) is the total number of data points, and \(v = (v_x, v_y)^T \in \mathbb{R}^{2n}\) is the pairwise projection vectors of DCCA.

Similarly, the core of solving the generalized eigenvalue problem \((H_d; H_y)\) is to still construct the block-encodings of \(H_d\) and \(H_y\) respectively. As far as we know, the block-encoding of \(H_y\) has been constructed. Next, we will show how to construct the block-encoding of \(H_d\).

According to the form of \(H_d\) and Proposition 10 of Ref. [31], we only need to construct the block-encoding of \(XCECY^T\), and it can be regarded as the product of block-encoded operators. We have constructed the block-encodings of \(X, C,\) and \(Y\), and then we will construct the block-encoding of \(E\).

Since \(E\) is a block diagonal matrix, we will construct the block-encodings of each diagonal block matrix \(e_{nk}e_{nk}^T\), \(k = 1, \ldots, c\). It is worth noting that \(e_{nk}e_{nk}^T = \sum_{j=1}^{nk} V_j\), where the unitary operator \(V_j = \sum_{j=1}^{nk} |(k-j)\mod n_k\rangle\langle k\rangle\) is a \((1, 0, 0)\)-block-encoding of itself, and the complexity is \(O(\text{poly}\log n)\). Similar to \(S_{nk}\), we can get the unitary operator \(U_{nk}\) that is an \((nk, \log n, 0)\)-block encoding of \(e_{nk}e_{nk}^T\) with time \(O(\text{poly}\log n)\), \(k = 1, \ldots, c\). Then we can get that the unitary operator \(\sum_{k=1}^c |k\rangle\langle k| \otimes U_{nk}\) is an \((\hat{n}, \text{poly}\log(nk), 0)\)-block encoding of \(E\), and the time complexity is \(O(\text{poly}\log(nk))\), where \(\hat{n} = \max_{k}(n_k)\).

According to Lemma 2, we can also produce an \((\hat{n}|X||F||Y||F, \log (cn), \hat{c}n|X||F| + |Y||F))\) block-encoding of \(XCECY^T\) with time complexity \(O(\text{poly}\log(cn/\epsilon))\). Similar to the method of \(H_y\), we can obtain an \((\tilde{n}|X||F||Y||F, \log (cn), 2\tilde{c}n|X||F| + |Y||F))\) block-encoding of \(H_y\) with complexity \(O(\text{poly}\log(cn/\epsilon))\).

Similarly, based on Theorem 1, we also designed a quantum algorithm to solve DCCA. Compared with Li et al.’s algorithm [26], our algorithm does not need to call quantum inner product estimation algorithm [27] twice to estimate the row mean of the original data set, which makes the inverse of the error dependence of our quantum DCCA algorithm drop from \(1/\epsilon^3\) to \(1/\epsilon\).

E. OLS

OLS is usually necessary to perform mean centering on the original data to alleviate “micro” multicollinearity problem [50, 51]. The purpose of OLS is to find model parameters to minimize the sum of square deviations of the data in the model function [37]. Specifically, given the data points set \(S = \{(x_i, y_i) | x_i \in \mathbb{R}^n, y_i \in \mathbb{R}\}_{i=1}^n\), the problem of OLS can be expressed as finding the parameters \(\hat{\beta} \in \mathbb{R}^n\) to minimize the following equation:

\[
\hat{\beta} = \arg\min_{\beta} ||XC\beta - y||^2,
\]

where \(X = (x_1, \ldots, x_n) \in \mathbb{R}^{n \times n}\) is the original data matrix, \(C \in \mathbb{R}^{n \times n}\) is the centering matrix, \(y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n\) is a vector. The above optimization problems has the following closed-form solution:

\[
\hat{\beta} = (X^T CX)^{-1} X^T Cy.
\]

Note that the above equation can be viewed as the product of the matrix \((X^T CX)^{-1} X^T C\) and the vector \(y\).

Combining with Theorem 34 in Ref. [31], we only need to replace the weight matrix \(W\) with \(C\) to solve OLS. The complexity of quantum OLS algorithm is \(O\left(\frac{e^{A\mu\kappa}}{\mu^{2n}}\right)\text{polylog}(n/\epsilon)\), where \(A = V^TX, \mu(A) = ||A||_F, \kappa_A\) is the condition number of \(A\). Similarly, our algorithm can be generalized to solve for weighted least squares and generalized least squares problems [31].

It is worth noting that our quantum algorithm obtains the block-encoding of the mean-centered data matrix, which makes our algorithm more suitable for algorithms involving matrix algebra problems, such as multidimensional scaling [38], kernel machine learning [32, 33], and extreme learning machine [40].

V. CONCLUSION

In this paper, we presented a quantum MC for block-encoding-based quantum algorithm. In particular, we first constructed the block-encoding of \(C\), and then further obtained the block-encodings of \(XC, CX\) and \(CXC\) respectively. Finally, our algorithm is successfully applied to PCA, LDA, CCA, DCCA and OLS, so that these
corresponding quantum algorithms can get rid of the assumption that the original data matrix has been classically mean-centered. Compared with Li et al.'s algorithm [20], our algorithm can not only get rid of a strong assumption mentioned in Sec. I, but also reduce the dependence of the algorithm on the inverse of the error $\epsilon$. For example, in DCCA, our algorithm makes the error dependence of quantum DCCA drop from $1/\epsilon^3$ to $1/\epsilon$.

It is worth noting that Li et al.'s algorithm produces a digital-encoded [22] quantum state that can access the elements of the mean-centered data matrix in parallel. This may have advantages in other studies in the future.

We found an interesting phenomenon that MC can be achieved by calculating the mean value first and then subtracting the corresponding mean value from the original data, or by multiplying the centering matrix with the original data matrix. The complexity of both classical algorithms is $O(n^2)$. Moreover, in many classical algorithms, such as PCA, the complexity of this process is often much smaller than the complexity of the algorithm itself, thus it is often ignored. However, for quantum algorithms, the strategy of multiplying the centering matrix with the original data matrix allows us to directly use the block-encoding technique to design the quantum MC algorithm. This makes this algorithm more suitable for algorithms involving matrix algebra problems, such as multidimensional scaling [38], kernel learning machine [32, 39], extreme learning machine [40]. This new phenomenon may shed some light on the work of quantum algorithms in other directions.
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