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Abstract: Optimization under uncertainty and risk is indispensable in many practical situations. Our paper addresses stability of optimization problems using composite risk functionals which are subjected to measure perturbations. Our main focus is the asymptotic behavior of data-driven formulations with empirical or smoothing estimators such as kernels or wavelets applied to some or to all functions of the compositions. We analyze the properties of the new estimators and we establish strong law of large numbers, consistency, and bias reduction potential under fairly general assumptions. Our results are germane to risk-averse optimization and to data science in general.
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1 Introduction

Optimization under uncertainty and risk is ubiquitous in practical situations. Multitude of papers in the area of machine learning, business, engineering, and other areas address the properties and the numerical approached to optimization under uncertainty and risk. Very frequently, the problem formulation uses observed or simulated data. Most of the existing literature deals with stochastic optimization problems of the following general structure:

\[
\min_{u \in U} \mathbb{E}[F(u, X)].
\]  

(1)

We call problems of this type risk-neutral. Here \(X\) is a random vector defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with realizations in \(\mathcal{X} \subseteq \mathbb{R}^m\) and with a finite \(p\) moment, \(p \geq 1\). We denote the set of all \(m\)-dimensional random vectors defined on \((\Omega, \mathcal{F}, \mathbb{P})\) with finite \(p\) moments by \(L_p(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^m)\). In (1), \(U\) is a nonempty closed subset of \(\mathbb{R}^n\), representing the feasible decisions. The objective function \(F: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}\) is assumed to be sufficiently regular for the expectation to be well defined and finite valued for all \(u \in U\).

While problems of form (1) are well investigated, our focus is placed on objective functions given by composite functionals of the following form:

\[
\varrho[u, X] = \mathbb{E} \left[ f_1(u, \mathbb{E}[f_2(u, \mathbb{E}[\ldots f_k(u, \mathbb{E}[f_{k+1}(u, X)], X)], X)], X) \ldots, X), X) \right],
\]  

(2)
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where $u$ is the decision vector and the random vector $X$ comprises the random data. The vector functions $f_j : \mathbb{R}^n \times \mathbb{R}^{m_0} \times \mathbb{R}^m \to \mathbb{R}^{m_{j-1}}$, $j = 1, \ldots, k$ with $m_0 = 1$ and $f_{k+1} : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{m_k}$ are assumed continuous with respect to the first argument. The probability measure induced by $X$ is denoted by $P$ and we assume throughout the paper that the functions $f_j$, $j = 1, \ldots, k + 1$ are $P$-integrable with respect to their last argument. The motivation for this structure comes from the fact that many coherent measures of risk may be cast in this form (c.f., [10]). Recall that coherent measures of risk are functionals $\varrho : \mathcal{L}_p((\Omega, \mathcal{F}, P); \mathbb{R}) \to \mathbb{R} \cup \{+\infty\} \cup \{-\infty\}$, which are monotonic with respect to the $\mathbb{P}$-a.s. order, convex, positively homogeneous, and satisfy $\varrho(X + c) = \varrho(X) + c$ for all $X \in \mathcal{L}_p((\Omega, \mathcal{F}, P); \mathbb{R})$ and all constants $c$ (see, e.g., [25, 35]). Of course, we can estimate statistically only law-invariant measures of risk but we still keep the commonly accepted notation of $\varrho[u, X]$ instead of $\varrho[u, P]$. Problems arising in machine learning deal with composite optimization as well (e.g., [1, 39]). The composite structure allows more general point of view and may be of interest in its own right.

Suppose a sample $X_1, X_2, \ldots, X_N$ of the random vector $X$ is available. The most popular approach to problem (1) is the sample average approximation (SAA), which suggests to solve the empirical counterpart of (1) by minimizing $\frac{1}{N} \sum_{i=1}^N F(u, X_i)$. It is well-known that the optimal value of the SAA problem suffers from a downward bias. Statistical inference for sample-based problems using expectations and other statistical risk functionals which are linear in probability or of classical character (e.g., moment estimation) are thoroughly investigated in the literature.

Our goals are to extend the theory of stability of stochastic optimization problems with respect to measure perturbation to the case of composite functions, as well as to address some of the questions arising in sample-based composite functional optimization. First, we establish two results about qualitative stability with respect to general measure perturbation for optimization problems with objectives of form (2). Further, we analyze the plug-in estimators and smoothed estimators with particular attention to kernel-based estimators. We identify conditions which allow us to establish consistency and strong law of large numbers for the optimal value and the optimal solutions of the sample-based problems. We also discuss the possibility to smooth only some parts of the composite functional. Finally, we analyze the bias of the empirical and the smoothed estimators in composite stochastic optimization problems. Special attention is paid to the risk-averse optimization problems, in which the composite functionals represent higher order coherent measures of risk.

While properties of smoothed estimators are widely investigated, their application to composite functionals in sample-based optimization problems brings new issues to the fore. We refer to the following work, which was essential to the developments of our analysis: [18, 30, 42, 46, 14, 17]. The empirical version of an optimization problem with composite objective is analyzed in [10], where central limit theorems have been established. Another study addressing compositions of similar type is presented in [15], where the asymptotics of certain specific composite problems are investigated. Related work is presented also in [21]. The study [28] focuses on non-convex problems of composite nature which arise in machine learning and analyzes their consistency. We refer to [31] and to [27] for a comprehensive review on the asymptotic behavior of stochastic optimization problems; see also [33, 24]. Pflug et al. (1998) [11]. Variance and bias reduction are discussed in the context of two-stage problem in [32]. Kernel estimators applied to the data in the context of stochastic programming are analyzed in [20, 8]. A detailed analysis of stochastic average approximation models and associate statistical inference for sample-based optimization is contained in [35, Chapter 5]. Statistical estimation of some measures of risk is discussed in [23, 22, 38, 9, 12, 44, 33, 29, 26].

In our earlier work [8], we have proposed smooth estimators for the sampled data in optimization problem of form (1). We have shown that the new formulations provide less biased estimation of the optimal value under certain assumptions while the standard error of the estimator remains controlled. These assumptions are satisfied for many problems arising in statistics and stochastic optimization such as regression models of various types, classification problems, portfolio optimization using average value-at-risk and others. Our experience with modern risk management problems shows that many of those problems exhibit
downward bias, which diminishes very slowly, in fact, slower than in problems of form (1). For composite functionals, the bias could still be significant at large sample sizes. As underestimating the riskiness in risk management might lead to substantial losses, it is of practical interest to reduce this bias. Realistic risk-averse decision problems usually depend on high-dimensional data, as well as high-dimensional decision vector \( u \), and therefore, the minimization itself is computationally very demanding. Hence applying bias-reduction methods such as jackknife or bootstrap (13) may be numerically very expensive.

Our paper is organized as follows. Section 2 contains stability results for the optimal value and the optimal solutions of problems with objectives of form (2), when the probability measure \( P \) is subjected to perturbations. Section 3 discusses statistical estimators of composite functionals and of the sample-based optimization problems. Consistency analysis is discussed for the empirical and the smooth estimators, which include kernel-based and wavelet-based estimators. Section 4 contains analysis of the bias and provides a comparison of the bias in empirical sample-based optimization and the bias in optimal value of the kernel-based and wavelet-based composite optimization problems. Section 5 discussed the application of our results to coherent measures of risk in portfolio optimization. Numerical experiments are reported in Section 6.

2 Stability of optimization problems with composite functionals with respect to measure perturbations

The main object of our study are the optimization problem of the following form:

\[
\vartheta = \min_{u \in U} \varrho[u, X],
\]

(3)

where \( \varrho[u, X] \) is defined in (2). The functions \( f_j, j = 1, \cdots, k \) are assumed continuous with respect to the first two arguments and \( f_{k+1} \) is assumed continuous with respect to the first argument. The set of optimal solutions in (3) is denoted by \( S \), e.g.,

\[
S = \{ u \in U : \varrho[u, X] = \vartheta \}.
\]

We assume throughout the paper that the set \( S \) is non-empty and bounded.

Example 1. Let the random returns of \( m \) securities be gathered in a random vector \( X \). Our portfolio is given by a vector \( u \) representing the allocation of the available capital \( K \). The set \( U \) stands for the restrictions on our potential allocations, e.g.,

\[
U = \{ u \in \mathbb{R}^m : \sum_{i=1}^{m} u_i = K, \ l_i \leq u_i \leq b_i \},
\]

where \( l_i \) and \( u_i \) are lower and upper bounds, respectively, for the investment in the \( i \)-th security. We optimize a combination of the mean return with its mean-semi-deviation of order \( p \geq 1 \) or with a higher order inverse measures of risk in order to determine our portfolio. For a random variable \( Y \), representing losses the mean-semi-deviation of order \( p \geq 1 \) has the form

\[
\varrho_1[Y] = \mathbb{E}[Y] + \kappa \left( \mathbb{E}[\left( \max\{0, \mathbb{E}[Y] - Y\}\right)^p] \right)^{\frac{1}{p}},
\]

where \( \kappa \in [0, 1] \). We define \( f_i : \mathbb{R}^m \times \mathbb{R} \times \mathbb{R}^m \rightarrow \mathbb{R}, i = 1, 2, \) and \( f_3 : \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R} \) as follows:

\[
f_1(u, \eta_1, x) = -\langle u, x \rangle + \kappa \eta_1^p, \quad f_2(u, \eta_2, x) = \left( \max\{0, \eta_2 - \langle u, x \rangle\}\right)^p, \quad f_3(u, x) = -\langle u, x \rangle.
\]
Then the portfolio optimization problem has the form
\[
\min_{u \in U} \mathbb{E} \left[ f_1(u, \mathbb{E}[f_2(u, \mathbb{E}[f_3(u, X)], X)], X) \right]
\]  
(4)

This problem reduces to (1) for \( p = 1 \) but cannot be represented as an expected value optimization when \( p > 1 \). We note that the problem has a unique solution for \( p > 1 \), and, hence, the assumption about \( S \) is satisfied.

Another choice of risk control in portfolio optimization is the use of inverse measures of risk. Those measures have the following structure:
\[
\varrho[Y] = \min_{z \in \mathbb{R}} \left\{ z + \frac{1}{\alpha} \mathbb{E}(\max(0, Y - z)^q) \right\}^{1/q}
\]

In a portfolio optimization problem, we minimize a convex combination of the higher order risk measure and the negative of the expected portfolio return. The functions \( f_1 : \mathbb{R}^{m+1} \times \mathbb{R}^2 \times \mathbb{R}^m \) and \( f_2 : \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}^2 \) are defined as follows:
\[
f_1(u, \eta, x) = (1 - \kappa) \eta_1 + \kappa (u_0 + \frac{1}{\alpha} \eta_2^{1/q}),
\]
\[
f_2(u, x) = \left( \frac{-\langle x, u \rangle}{\max(0, -\langle x, u \rangle - u_0)^q} \right),
\]

where \( \eta = (\eta_1, \eta_2) \). Here \( \kappa \in (0, 1) \) provides the weight of the risk measure in the objective. The new optimization problem has the form
\[
\min_{u \in U} \mathbb{E}\left[ f_1(u, \mathbb{E}[f_2(u, z, X)], X) \right].
\]  
(5)

Problem (5) also reduces to (1) for \( q = 1 \) but cannot be represented as an expected value optimization when \( q > 1 \). It also has a unique solution for \( q > 1 \). ■

We shall study stability of the composite objective, the optimal value, and the optimal solution of problem (3) when the measure \( P \) is subjected to perturbations which may be different at the different levels of nesting. The notation \( \mathcal{P}(\mathcal{X}) \) stands for the set of probability measures on \( \mathcal{X} \).

For two sets, \( A, B \subset \mathbb{R}^n \), the one-sided distance of \( A \) to \( B \) is defined as follows:
\[
d(A, B) = \sup_{x \in A} d(x, B) = \sup_{x \in A} \inf_{y \in B} \|x - y\|.
\]

The Pompeiu-Hausdorff distance between the sets is defined as
\[
D(A, B) = \max\{d(A, B), d(B, A)\}
\]
The following functions and sets will play a role in our discussion. For a measure \( Q \in \mathcal{P}(\mathcal{X}) \), we define
\[
\bar{f}_j^Q(u, \eta_j) = \int_{\mathcal{X}} f_j(u, \eta_j, x) Q(dx), \quad j = 1, \ldots, k
\]
\[
\bar{f}_{k+1}^Q(u) = \int_{\mathcal{X}} f_{k+1}(u, x) Q(dx)
\]  
(6)

We fix a sufficiently large compact set \( \mathcal{U} \) such that \( S \subset \mathcal{U} \subset U \). Further, we fix compact sets \( I_1 \subset \mathbb{R}^{m_1}, \ldots, I_k \subset \mathbb{R}^{m_k} \) such that \( f_{j+1}(\mathcal{U}, I_{j+1}) \subset \text{int}(I_j), \; j = 1, \ldots, k - 1 \), and \( f_{k+1}(\mathcal{U}) \subset \text{int}(I_k) \).
where \( \text{int}(I_j) \) stands for the interior of \( I_j \). Without loss of generality, we assume that \( \mathcal{U} \) and \( I_j, j = 1, \ldots \) are convex sets. We define the space:

\[
\mathcal{H} = C_1(\mathcal{U} \times I_1) \times C_{m_1}(\mathcal{U} \times I_2) \times \cdots \times C_{m_{k-1}}(\mathcal{U} \times I_k) \times C_{m_k}(\mathcal{U})
\]

where \( C_{m_j} \) is the space of \( \mathbb{R}^{m_j-1} \)-valued continuous function on \( \mathcal{U} \times I_j \), equipped with the supremum norm. The space \( \mathcal{H} \) is equipped with the product norm. We define \( I = I_1 \times I_2 \times \cdots \times I_k \) and \( d = m_0 + m_1 + \cdots + m_k \) (recall \( m_0 = 1 \)). For all \( u \in \mathcal{U} \) and for all \( \eta = (\eta_1, \ldots, \eta_k) \in I \) with \( \eta_j \in I_j \), \( j = 1, 2, \ldots, k \), we define

\[
\bar{f}(Q^j, Q^{k+1})(u, \eta) = (f_1(u, \eta_1), f_2(u, \eta_2), \ldots, f_k(u, \eta_k, \eta_{k+1}))(u, \eta_k, \eta_{k+1})
\]

\[
f(u, \eta, x) = (f_1(u, \eta_1, x), f_2(u, \eta_2, x), \ldots, f_k(u, \eta_k, x, f_{k+1}(u, x))
\]

If \( Q^j = Q \) for all \( j = 1, \ldots, k+1 \), we write \( \bar{f}^Q \).

Denoting the closed convex hull of \( \mathcal{X} \) by \( \text{conv}(\mathcal{X}) \), we define the following set of functions.

\[
\mathcal{F}_0 = \{ f_j(u, \eta_j, \cdot) : \text{conv}(\mathcal{X}) \to \mathbb{R}^{m_j-1}, f_{k+1}(u, \cdot) : \text{conv}(\mathcal{X}) \to \mathbb{R}^{m_k}, u \in \mathcal{U}, \eta_j \in I_j, j = 1, \ldots, k \}
\]

The set \( \mathcal{P}(\mathcal{X}) \) is equipped with the metric \( \beta_0(Q, \tilde{Q}) \), defined as follows:

\[
\beta_0(Q, \tilde{Q}) = \sup_{g \in \mathcal{F}_0} \left| \int_{\mathcal{X}} g(x) dQ(x) - \int_{\mathcal{X}} g(x) d\tilde{Q}(x) \right|
\]

Additionally, we introduce two other sets of functions. The set of all Lipschitz-continuous and bounded functions on \( \text{conv}(\mathcal{X}) \):

\[
\mathcal{F} = \{ g : \text{conv}(\mathcal{X}) \to \mathbb{R} : |g(x) - g(x')| \leq \|x - x'\|, \quad \forall x, x' \in \text{conv}(\mathcal{X}), \quad \sup_{x \in \text{conv}(\mathcal{X})} |g(x)| \leq 1 \}.
\]

Here \( \|x\| \) is the Euclidean norm in \( \mathbb{R}^m \). The respective metric \( \beta(Q, \tilde{Q}) \) on \( \mathcal{P}(\mathcal{X}) \) is defined as follows:

\[
\beta(Q, \tilde{Q}) = \sup_{g \in \mathcal{F}} \left| \int_{\mathcal{X}} g(x) dQ(x) - \int_{\mathcal{X}} g(x) d\tilde{Q}(x) \right|
\]

It is well-known that \( \beta(Q, \tilde{Q}) \) metrizes the weak convergence on \( \mathcal{P}(\mathcal{X}) \).

Given functions \( w_i : \mathbb{R}_+ \to \mathbb{R}_+, i = 1, \ldots, d \) such that \( \lim_{t \to 0} w_i(t) = w_i(0) = 0 \), we introduce the class of functions \( \mathcal{F} \) and the respective metric \( \beta \) as follows:

\[
\mathcal{F} = \{ f_i(u, \eta, \cdot) : \text{conv}(\mathcal{X}) \to \mathbb{R}, \quad u \in \mathcal{U}, \eta \in I, \quad i = 1, \ldots, d, :
\]

\[
|f_i(u, \eta, x) - f_i(u, \eta, x')| \leq w_i(||x - x'||), \quad \forall x, x' \in \text{conv}(\mathcal{X}), \quad i = 1, \ldots, d
\]

\[
\beta(Q, \tilde{Q}) = \sup_{g \in \mathcal{F}} \left| \int_{\mathcal{X}} g(x) Q(dx) - \int_{\mathcal{X}} g(x) \tilde{Q}(dx) \right|
\]

We note that \( \mathcal{F} \) consists of real-valued functions that admit a given modulus of continuity. Observe that \( \mathcal{F} \subset \mathcal{F} \) entails that every sequence of measures converging with respect to \( \beta \) also converges with respect to \( \beta \).

The set of all natural numbers is denoted by \( \mathbb{N} \). For a sequence of measures \( \{ Q^j_N \}, j = 1, \ldots, k+1 \), \( N \in \mathbb{N} \), the approximate (measure-perturbed) problems are defined as follows:

\[
\delta(Q^j_N, Q^{k+1}_N) = \min_{u \in \mathcal{U}} \delta(Q^j_N, Q^{k+1}_N)[u, X] \quad \text{where}
\]

\[
\delta(Q^j_N, Q^{k+1}_N)[u, X] = \frac{\delta^{Q^j_N}(u, f_{Q^j_N}^2(u), \ldots, f_{Q^j_N}^k(u), f_{Q^{k+1}_N}^k(u))}{\delta^{Q^j_N}(u, f_{Q^j_N}^2(u), \ldots, f_{Q^j_N}^k(u))}
\]

\[
S(Q^j_N, Q^{k+1}_N) = \{ u \in \mathcal{U} : \delta(Q^j_N, Q^{k+1}_N)[u, X] = \delta(Q^j_N, Q^{k+1}_N) \}.
\]
Assumption 2. Given a sequence of measures \( \{Q^j_N\} \), it holds \( S(Q^j_N \cdot Q^{k+1}_N) \subset \mathcal{U} \) for \( N \) large enough.

Theorem 3. Assume that the sequences of measures \( Q^j_N, j = 1, \ldots, k+1 \) are such that \( \lim_{N \to \infty} \beta(Q^j_N, \mathcal{P}) = 0 \) for all \( j = 1, \ldots, k+1 \) and let Assumption 1 be satisfied for this approximation sequence. Then \( \theta(Q^1_N \cdot Q^{k+1}_N) \to \theta \) for every \( u \in \mathcal{U} \), \( \theta(Q^1_N \cdot Q^{k+1}_N) \to \theta \), and \( \delta(S(Q^1_N \cdot Q^{k+1}_N), \mathcal{S}) \to 0 \). Additionally, if problem (3) has a unique solution \( \hat{u} \), then the Pompeiu–Hausdorff distance \( D(S(Q^1_N \cdot Q^{k+1}_N), \mathcal{S}) \) converges to zero.

Proof. We define the function \( h : \mathcal{U} \times I \to \mathbb{R}^d \) as follows.

\[
h(Q^1_N \cdot Q^{k+1}_N)(u, \eta) = \left( f_1^Q(u, \eta_1), f_2^Q(u, \eta_2), \ldots, f_k^Q(u, \eta_k), f_{k+1}^Q(u) \right)^\top
\]

We have \( \lim_{N \to \infty} \sup_{1 \leq j \leq k+1} \beta(Q^j_N, \mathcal{P}) = 0 \), which implies the uniform (w.r.to \( (u, \eta) \in \mathcal{U} \times I \)) convergence of \( h(Q^1_N \cdot Q^{k+1}_N)(u, \eta) \) to \( \bar{f} \), that is, the convergence of \( h(Q^1_N \cdot Q^{k+1}_N)(u, \eta) \) in the space \( \mathcal{H} \).

The continuity of the functions \( f_j, j = 1, \ldots, k \) with respect to their second argument implies the uniform (w.r.to \( u \in \mathcal{U} \)) convergence of the composition

\[
\theta(Q^1_N \cdot Q^{k+1}_N)(u, X) = f_1^Q\left( f_2^Q\left( f_3^Q\left( \ldots, f_k^Q\left( f_{k+1}^Q(u) \right) \ldots \right) \right) \right) \to \bar{f}.
\]

This shows the statement about the convergence of the composite risk functional for any fixed argument. Due to the assumptions, problems (3) and (8) have a non-empty solution sets for \( N \) sufficiently large and moreover the sets \( S(Q^1_N \cdot Q^{k+1}_N) \) are non-empty.

We define the functional \( \Psi : \mathcal{U} \times \mathcal{H} \to \mathbb{R} \) by setting

\[
\Psi(u, h) = h_1\left( u, h_2(u, \ldots, h_{k+1}(u)) \right)
\]

For a given parameter \( h \in \mathcal{H} \), we consider the optimization problem

\[
\min_{u \in \mathcal{U}} \Psi(u, h)
\]

and let \( S(h) \) stand for the set of optimal solutions of (10). Under our assumptions, we have

\[
\theta = \min_{u \in \mathcal{U}} \Psi(u, \bar{f}) \quad \text{and} \quad \theta(Q^1_N \cdot Q^{k+1}_N) = \min_{u \in \mathcal{U}} \Psi(u, h(Q^1_N \cdot Q^{k+1}_N)(u, \eta)).
\]

We apply [2] Theorem 4.2.2 for the parameter value \( h = \bar{f} \). Observe that \( \Psi(\cdot, \cdot) \) is continuous by the definition of \( \Psi \) and the compactness of \( \mathcal{U} \). Then the first two statements of [2] Theorem 4.2.2 imply that the mapping \( h \to \min_{u \in \mathcal{U}} \Psi(u, h) \) is continuous. Since \( h(Q^1_N \cdot Q^{k+1}_N) \to \bar{f} \), we conclude that \( \theta(Q^1_N \cdot Q^{k+1}_N) \to \theta \). Furthermore, statement (3) of [2] Theorem 4.2.2 holds as well, implying that the set-valued mapping \( h \mapsto S(h) \) is upper-semicontinuous at \( \bar{f} \). This means that \( d(S(h(Q^1_N \cdot Q^{k+1}_N)), S(\bar{f})) \to 0 \) when \( h(Q^1_N \cdot Q^{k+1}_N) \to \bar{f} \). Furthermore, when \( S(\bar{f}) \) contains only one element, \( \hat{u} \), then

\[
D(S(h(Q^1_N \cdot Q^{k+1}_N)), S(\bar{f})) = \sup_{u \in S(h(Q^1_N \cdot Q^{k+1}_N))} \| u - \hat{u} \| = d(S(h(Q^1_N \cdot Q^{k+1}_N)), S).
\]

Thus, we infer the last claim of the theorem.
Recall that the convergence \( d(S(h^{(Q_N)}_{j=1})), S(\tilde{P}) \xrightarrow{N \to \infty} 0 \) implies \( \limsup_{N \to \infty} S(h^{(Q_N)}_{j=1}) \subseteq S \), that is, all accumulation points of sequences \( u^N \in S(h^{(Q_N)}_{j=1}) \) belong to \( S \). Note that all such sequences have accumulation points due to the boundedness of \( S \).

**Theorem 4.** Assume that the sequence of measures \( Q^j_N, j = 1, \ldots k + 1 \) are such that \( Q^j_N \to P \) weakly as \( N \to \infty \) and Assumption 1 holds. Suppose one of the following conditions:

(a) the functions \( f_j(u, \eta_j, \cdot), j = 1, \ldots, k \) and \( f_{k+1}(u, \cdot) \) belong to \( \mathcal{F} \) for all \((u, \eta) \in U \times I\);

(b) the functions \( f_j(u, \eta_j, \cdot), j = 1, \ldots, k \) and \( f_{k+1}(u, \cdot) \) belong to \( \mathcal{F} \) and, additionally, the sequences of measures \( Q^j_N, j = 1, \ldots, k + 1 \) satisfy \( \lim_{N \to \infty} \int_X \|x\| \ Q^j_N(dx) = \int_X \|x\| \ P(dx) \) with all integrals being finite.

Then the conclusions of Theorem 3 hold.

**Proof.** We consider the case (a) first.

Since \( Q^j_N \to P \) weakly, we have \( \lim_{N \to \infty} \sup_{1 \leq j \leq k+1} \beta(Q^j_N, P) = 0 \). Since \( \mathcal{F}_0 \subseteq \mathcal{F} \), this implies \( \lim_{N \to \infty} \sup_{1 \leq j \leq k+1} \beta_0(Q^j_N, P) = 0 \). The claim follows by Theorem 3.

Now, we turn to the case of condition (b).

It is well known that if a real-valued function, which is defined on a convex subset of a metric space, admits a modulus of continuity \( \tilde{w} \), then \( \tilde{w} \) can be selected to be subadditive. Therefore, we shall assume without loss of generality that all functions \( w_\ell, \ell = 1, \ldots, d \) are subadditive. We define \( \tilde{w}(t) = \max_{1 \leq \ell \leq d} w_\ell(t) \) for all \( t \geq 0 \), which is a common modulus of continuity for all functions in \( \mathcal{F} \). The function \( \tilde{w}(\cdot) \) is subadditive as well. Indeed, for any \( 0 \leq s < t \), we have

\[
\tilde{w}(s + t) = \max_{1 \leq \ell \leq d} w_\ell(s + t) \leq \max_{1 \leq \ell \leq d} \left( w_\ell(s) + w_\ell(t) \right) \leq \max_{1 \leq \ell \leq d} w_\ell(s) + \max_{1 \leq \ell \leq d} w_\ell(t) = \tilde{w}(s) + \tilde{w}(t).
\]

Any subadditive modulus of continuity is continuous and has a sublinear growth, i.e., positive constants \( \alpha \) and \( \beta \) exist such that \( \tilde{w}(t) \leq \alpha t + \beta \) for all \( t \geq 0 \). Indeed, continuity follows from subadditivity and the continuity of \( w \) at 0. For any positive integer \( s \), we have \( \tilde{w}(s) \leq \tilde{w}(s - 1) + \tilde{w}(1) \leq \cdots s \tilde{w}(1) \). Then any \( r \geq 0 \) can be represented as a sum of an integer \( s \) and a number \( \alpha \in [0, 1) \). We obtain

\[
\tilde{w}(r) \leq \tilde{w}(s) + \tilde{w}(\alpha) \leq s \tilde{w}(1) + \tilde{w}(\alpha) \leq r \tilde{w}(1) + \sup_{0 \leq \ell \leq 1} \tilde{w}(t),
\]

which shows the claim with \( \alpha = \tilde{w}(1) \geq 0 \) and \( \beta = \sup_{0 \leq \ell \leq 1} \tilde{w}(t) \). This implies that for all pairs \((j, i) \) with \( j = 1, \ldots, k, i = 1, \ldots, m_j-1 \) the following relation holds

\[
\int_X |f_{j,i}(u, \eta_j, x)| Q_j(dx) \leq \int_X |f_{j,i}(u, \eta_j, x) - f_{j,1}(u, \eta_j, x)| Q_j(dx) + f_{j,i}(u, \eta_j, x) \\
\leq \int_X \tilde{w}(\|x - \bar{x}\|) Q_j(dx) + f_{j,i}(u, \eta_j, x) \\
\leq \int_X (\alpha \|x - \bar{x}\| + \beta) Q_j(dx) + f_{j,i}(u, \eta_j, x) \\
\leq \alpha \int_X \|x\| Q_j(dx) + \alpha \|\bar{x}\| + \beta + f_{j,i}(u, \eta_j, \bar{x}) < \infty.
\]

Here \( \bar{x} \in X \) is an arbitrary fixed point. Analogously, for all \( i = 1, \ldots, m_k \)

\[
\int_X |f_{k+1}(u, x)| Q_{k+1}(dx) \leq \alpha \int_X \|x\| Q_{k+1}(dx) + \alpha \|\bar{x}\| + \beta + f_{k+1,i}(u, \eta_j, \bar{x}) \leq \infty.
\]
The argument also shows that all functions in $\tilde{F}$ as well as $\bar{w}(\cdot)$ are bounded by the following function:

$$G(x) = \alpha \|x\| + b,$$

where $b = \alpha \|\bar{x}\| + \beta + \sup_{u, \eta, \bar{v} \in U, \eta \in U, i = 1, \ldots, d} f_i(u, \eta, \bar{x})$. Since $Q_i^N$ converge to $P$ for $j = 1, \ldots, k+1$, the set of measures $\{P, Q_i^N, N \in \mathbb{N}, j = 1, \ldots, k+1\}$ are uniformly tight by [5, Proposition 9.3.4]. Therefore, for every $\delta > 0$, let $K_\delta \subset \mathbb{R}^m$ be a compact set such that $P(K_\delta) \geq 1 - \delta$ and $Q_i^N(K_\delta) \geq 1 - \delta$ for all $N \in \mathbb{N}$. This means that

$$\lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \int_{\|x\| > r} b \cdot Q_i^N(dx) = 0.$$

Now, we obtain the following:

$$\lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \sup_{g \in \tilde{F}} \int_{\|x\| > r} |g(x)| \cdot Q_i^N(dx) \leq \lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \int_{\|x\| > r} \alpha \|x\| \cdot Q_i^N(dx) + \lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \int_{\|x\| > r} b \cdot Q_i^N(dx) = \lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \int_{\|x\| > r} \alpha \|x\| \cdot Q_i^N(dx)$$

Since $\lim_{N \to \infty} \int_{x \in X} \|x\| \cdot Q_i^N(dx) = \int_{x \in X} \|x\| \cdot P(dx)$ by assumption and $\lim_{N \to \infty} \int_{\|x\| \leq r} \|x\| \cdot Q_i^N(dx) = \int_{\|x\| \leq r} \|x\| \cdot P(dx)$ by the weak convergence of measures, we obtain

$$\lim_{N \to \infty} \int_{\|x\| > r} \|x\| \cdot Q_i^N(dx) = \int_{\|x\| > r} \|x\| \cdot P(dx)$$

for all $r$ such that $P(\|x\| = r) = 0$. Since $\lim_{r \to \infty} \int_{\|x\| > r} \alpha \|x\| \cdot P(dx) = 0$, we infer that $N_0 \in \mathbb{N}$ exists such that $\lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N > N_0} \alpha \|x\| \cdot Q_i^N(dx) = 0$. This implies

$$\lim_{r \to \infty} \sup_{j=1, \ldots, k+1, N \in \mathbb{N}} \int_{\|x\| > r} \alpha \|x\| \cdot Q_i^N(dx) = 0,$$

which entails that $\tilde{F}$ is a $P$-uniformity class and $\lim_{N \to \infty} \sup_{1 \leq j \leq k+1} \beta(Q_i^N, P) = 0$. Now, the claim of the theorem follows by the same line of arguments as in Theorem 3. \qed

3 Estimation of Composite Functionals

We shall consider several statistical estimators of the composite risk functional, the optimal value, and the optimal solution of problem (3). Given independent and identically distributed $X_1, X_2, \ldots$ realizations of $X, X = \{X_i\}_{i=1}^\infty$, the convergence for almost all is understood with respect to the product probability $P^\infty = P \times P \times \ldots$

3.1 Empirical estimators

The empirical estimator of the composite risk functional is the following

$$\sum_{i_0=1}^N \frac{1}{N} \left[ f_1(u) \sum_{i_1=1}^N \frac{1}{N} \left[ f_2(u) \sum_{i_2=1}^N \frac{1}{N} \left[ \cdots f_k(u, \sum_{i_k=1}^N \frac{1}{N} f_{k+1}(u, X_{i_k}), X_{i_{k-1}}) \right] \cdots, X_{i_1} \right] \right] \right] (11)$$
In our setting, it is not justified to speak about sample average approximation because the objective is not representable as the expected value of a single function. That is why we call problem \(\mathbf{3}\) for \(Q^j_N = P_N\) for all \(j = 1, \ldots k + 1\) empirical composite optimization problem. We emphasize that we use the entire sample for the estimation of each expected value at every level.

We show the consistency of the empirical estimators under weaker assumptions than those in the previous section. We use \(\hat{E}^{(N)}_E[u, X]\) for the empirical estimator in formula (11) and \(\vartheta^{(N)}_E\), and \(S^{(N)}_E\) for the corresponding optimal value and optimal solutions in problem \(\mathbf{8}\) when \(Q^j_N = P_N\).

**Proposition 5.** Suppose Assumption 1 holds for \(Q^j_N = P_N\) for all \(j = 1, \ldots k + 1\). Assume \(f_j(u, \eta_j, \cdot)\), \(j = 1, \ldots, k\), and \(f_{k+1}(u, \cdot)\) are uniformly bounded for all \(u \in \mathcal{U}\) and for all \(\eta_j \in I_j\) by a \(P\)-integrable function \(g_j : \mathbb{R}^m \to \mathbb{R}\), i.e., \(\|f_j(u, \eta_j, x)\| \leq g_j(x)\) and \(\|f_{k+1}(u, x)\| \leq g_{k+1}(x)\) for all \(x \in \mathcal{X}\). Then \(\vartheta^{(N)}_E[u, X] \xrightarrow{a.s.} \vartheta[u, X]\) for every \(u \in \mathcal{U}\), \(\vartheta^{(N)}_E \xrightarrow{a.s.} \vartheta\), and \(d(S^{(N)}_E, S) \xrightarrow{a.s.} 0\). Additionally, if problem \(\mathbf{8}\) has a unique solution \(\hat{u}\), then \(D(S^{(N)}_E, S) \xrightarrow{a.s.} 0\) as well.

**Proof.** We define a function \(g : \mathcal{X} \to \mathbb{R}\) by setting \(g(x) = \max\{g_1(x), \ldots, g_{k+1}(x)\}\) \(x \in \mathcal{X}\). It is an integrable function bounding uniformly the set of functions \(\mathcal{F}_0\), which entails that \(\mathcal{F}_0\) is a Glivenko-Cantelli class. We define the perturbation \(h^{PN}\) by setting \(h^{PN}_i = \frac{1}{N} \sum_{i=1}^N f_i(u, \eta, X_i)\) for all \(i = 1, \ldots, d\). We use \(h^{PN}\) as the perturbation defined in (9) and proceed with the same line of arguments as in the proof of Theorem \(\mathbf{3}\) with the additional invocation of the continuous mapping theorem.

Under these assumptions every solution of problem \(\mathbf{8}\) is a strongly consistent estimator of the true solution.

### 3.2 Smoothed estimators by convolutions

We consider the smoothed estimators that are obtained by applying a convolution with a measure \(\mu_N\) to the empirical measure \(P_N\) associated with the sample at hand. In [13], the notion of proper approximate convolutional identity is introduced. This is a sequence of measures \(\{\mu_N\}_{N=1}^\infty\), independent of \(P_N\), such that \(\mu_N\) converges weakly to the point mass \(\delta(0)\) when \(N \to \infty\) and for every \(a > 0\), \(\lim_{N \to \infty} |\mu_N|(\mathbb{R}^m \setminus [-a, a]^m) = 0\), with \(|\mu_N|\) denoting the total variation of \(\mu_N\).

We augment these conditions by assuming the following.

**Assumption 6.** The sequence of measures \(\{\mu_N\}\) are independent of \(P_N\), normalized \((\mu_N(\mathbb{R}^m) = 1)\), and satisfying

- \(\{\mu_N\}\) converges weakly to the point mass \(\delta(0)\) when \(N \to \infty\);
- \(\int_{\mathbb{R}^m} \|z\| d\mu_N(z)\) is finite and \(\lim_{r \to \infty} \lim_{N \to \infty} \int_{|z| > r} \|z\| d\mu_N(z) = 0\).

This assumption is satisfied, if for example all \(\mu_N\) have bounded support, or have densities \(d(z)\) with respect to the Lebesgue measure, with tails satisfying \(d(z) \leq 1/\|z\|^{1+\varepsilon}\) for some \(\varepsilon > 0\). The smooth estimator for the expectation of a function \(g : \mathbb{R}^m \to \mathbb{R}\) is defined as follows:

\[
[P_N * \mu_N]g(X) = \frac{1}{N} \sum_{i=1}^N \int_{\mathbb{R}^m} g(X_i + z) d\mu_N(z). \tag{12}
\]

A special case is given by a kernel estimator of form:

\[
\frac{1}{N h_N^m} \sum_{i=1}^N \int_{\mathbb{R}^m} g(x) K\left(\frac{x - X_i}{h_N}\right) dx,
\]
where \( K \) is a \( m \)-dimensional density function with respect to the Lebesgue measure and \( h_N > 0 \) is a smoothing parameter such that \( \lim_{N \to \infty} h_N = 0 \). We have \( d\mu_N(x) = \frac{1}{h_N}K\left(\frac{x}{h_N}\right)\,dx \).

The estimators \( \mu_N \) may take more general form than the kernel estimator just defined for illustration (cf. [37, 17]). We also do not need to apply the convolution to all levels of nesting but we always use all observations at every level of nesting.

When using kernels, we shall assume the following properties.

\( (k1) \) The kernel \( K \) of order \( s > 1 \) is a density function with respect to the Lebesgue measure satisfying
\[
\int_{\mathbb{R}^m} y_l^s K(y)\,dy = 0 \quad \text{for } l = 1, \ldots, m, \quad j = 1, \ldots, [s] \quad \text{with } [s] \text{ being the largest integer smaller than } s.
\]

\( (k2) \) The \( s \)-th order moment \( m_s(K) = \int_{\mathbb{R}^m} \|y\|^s K(y)\,dy \) is finite.

Under assumptions \((k1)-(k2)\), all moments \( m_\alpha(K) = \int_{\mathbb{R}^m} \|y\|^\alpha K(y)\,dy \) for all \( \alpha \in (0, s) \) are finite.

In order to avoid cluttering the notation, we shall omit the area of the integration when it does not lead to ambiguity. We use \( \vartheta^{(N)}_K, \vartheta^{(N)}_K[u, X] \), and \( S^{(N)}_K \), respectively, when the smoothed estimators use the same kernel for smoothing all functions in the composition. Similarly, we use \( \vartheta^{(N)}_E, \vartheta^{(N)}_E[u, X] \), and \( S^{(N)}_E \) when only sample averages are used.

We shall show that the strong law of large numbers holds for the smoothed estimators and for those of mixed nature under relatively mild assumptions. Assume that the functions \( f_j, j = 1, \ldots, k \) defining the problem belong to the set \( \mathcal{H} \). The index set \( J \subseteq \{1, 2, \ldots, k+1\} \) contains all indices of the functions in the composition, where smoothing is applied. We use the notation \( \vartheta^{(N)}_{\mu}[u, X] \) for the estimator, in which \( Q^{(N)}_j = P_N \ast \mu_N \) for \( j \in J \) and \( Q^{(N)}_j = P_N \) for \( j \in \{1, 2, \ldots, k+1\} \setminus J \). The corresponding optimal value and optimal solutions are denoted by \( \vartheta^{(N)}_{\mu}[u, X] \) and \( S^{(N)}_{\mu} \), respectively.

**Theorem 7.** Let an index set \( J \subseteq \{1, 2, \ldots, k+1\} \), and a sequence of measures \( \{\mu_N\} \) satisfying Assumption 2 be given. Assume the following conditions

- for \( j \in J \), the functions \( f_{j,i}(u, \eta_j, \cdot) \in \mathcal{H}, i = 1, \ldots, m_j \) for all \( (u, \eta_j) \in U \times I_j; \) if \( k+1 \in J \), then \( f_{k+1,i}(u, \cdot) \in \mathcal{H}, i = 1, \ldots, m_k \) for all \( u \in U \).

- for \( j \notin J \), \( f_j(u, \eta_j, \cdot) \) as well as \( f_{k+1}(u, \cdot) \) for \( k+1 \notin J \) are uniformly bounded for all \( (u, \eta) \in U \times I \) by a \( P \)-integrable function \( g : \mathbb{R}^m \to \mathbb{R} \);

Then \( \vartheta^{(N)}_{\mu}[u, X] \xrightarrow{a.s.} \vartheta[u, X] \) for every \( u \in U, \vartheta^{(N)}_{\mu} \xrightarrow{a.s.} \vartheta, \) and \( d(S^{(N)}_{\mu}[u, X], S) \xrightarrow{a.s.} 0 \). Additionally, if problem [3] has a unique solution, then \( D(S^{(N)}_{\mu}[u, X], S) \xrightarrow{a.s.} 0 \) as well.

**Proof.** It is sufficient to show that the empirical and the smoothed estimators converge uniformly to \( \tilde{F}^P(u, \eta) \) for all \( (u, \eta) \in U \times I \) for all functions \( f_j, j = 1, \ldots, k+1 \). Then the statement follows in the same way as in Theorem 3 using additionally the continuous mapping theorem. The perturbation function \( h^{(N)}_{\mu}(u, \eta) \) is defined as follows; its \( j \)-th component is given by

\[
[h^{(N)}_{\mu}]_j(u, \eta) = \begin{cases} 
\frac{1}{N} \sum_{i=1}^N f_j(u, \eta, X_i + z) d\mu_N(z) & \text{if } j \in J, j = 1, \ldots, k, \\
\frac{1}{N} \sum_{i=1}^N f_j(u, \eta, X_i) & \text{if } j \notin J, j = 1, \ldots, k, \\
\frac{1}{N} \sum_{i=1}^N f_{k+1}(u, X_i + z) d\mu_N(z) & \text{if } k+1 \in J, \\
\frac{1}{N} \sum_{i=1}^N f_{k+1}(u, X_i + z) & \text{if } k+1 \notin J.
\end{cases}
\tag{13}
\]

We cannot apply directly the results form [18] because we do not assume that the smoothed functions are \( \mu_N \)-essentially bounded.
The difference between \( h_{\mu}^{(N,J)}(u, \eta) \) and the expected value \( \bar{f}^P(u, \eta) \), can be bounded by the maximal difference of the respective components of these vector functions. The \( j \)-th component of the function difference \( \Delta_j^{(N)}(u, \eta) = [h_{\mu}^{(N,J)}(u, \eta) - \bar{f}^P(u, \eta)]_j \) is given by

\[
\Delta_j^{(N)}(u, \eta) = \begin{cases} 
\frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta, X_i + z) \, d\mu_N(z) - \bar{f}^P_j(u, \eta) & \text{if } j \in J, j = 1, \ldots, k, \\
\frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta, X_i) - \bar{f}^P_j(u, \eta) & \text{if } j \not\in J, j = 1, \ldots, k, \\
\frac{1}{N} \sum_{i=1}^{N} f_{k+1}(u, X_i + z) \, d\mu_N(z) - \bar{f}^P_{k+1}(u) & \text{if } k+1 \in J, \\
\frac{1}{N} \sum_{i=1}^{N} f_{k+1}(u, X_i) d\mu_N(z) - \bar{f}^P_{k+1}(u) & \text{if } k+1 \not\in J.
\end{cases}
\]

For \( j \not\in J \), we have \( \lim_{N \to \infty} \sup_{(u, \eta) \in \mathcal{U} \times I} \Delta_j^{(N)} = 0 \) as in Proposition 5. To show the convergence of \( \sup_{(u, \eta) \in \mathcal{U} \times I} \Delta_j^{(N)} \) for all \( j \in J \) we shall show that the assumptions of Theorem 4 are satisfied. We only need verify that \( \int_{\mathcal{X}} \|x\| \, \mu_N(dx) \xrightarrow{N \to \infty} \int_{\mathcal{X}} \|x\| \, P(dx) \). The following relations hold:

\[
\lim_{N \to \infty} \int \|z\| \, d\mu_N(z) = \lim_{N \to \infty} \int \|z\| \, d\mu_N(z) + \lim_{N \to \infty} \int \|z\| \, d\mu_N(z)
\]

\[
= \int \|z\| \, dP(z) + \lim_{N \to \infty} \int \|z\| \, d\mu_N(z).
\]

Letting \( r \to \infty \) and using Assumption 2, we obtain

\[
\lim_{N \to \infty} \int \|z\| \, d\mu_N(z) = \int \|z\| \, dP(z).
\]

We infer the uniform convergence of \( h_{\mu}^{(N,J)}(\cdot) \) to \( \bar{f}(\cdot) \). The statement follows by the same line of arguments as in the proof of Theorem 3 invoking additionally the continuous mapping theorem.

We observe that the assumptions of Theorem 7 are easier to verify using the kernel estimators.

\textbf{Corollary 8.} Assume that the kernel function \( K \) satisfies (k1)–(k2) and \( d\mu_N(x) = \frac{1}{h_N} K \left( \frac{x}{h_N} \right) \, dx \) with \( \lim_{N \to \infty} h_N = 0 \). Suppose the functions \( f_{j,i}(u, \eta_j, \cdot) \), for \( j \in J, i = 1, \ldots, m_{j-1} \) belong to \( \mathcal{F} \) for all \( (u, \eta_j) \in \mathcal{U} \times I_j \) and \( f_{k+1,i}(u, \cdot) \in \mathcal{F}, i = 1, \ldots, m_k \) for all \( u \in \mathcal{U} \). Then \( \varrho_{K}^{(N)}(u, X) \xrightarrow{a.s. \ N \to \infty} \varrho(u, X) \) for every \( u \in \mathcal{U} \), \( \varrho_{K}^{(N)} \xrightarrow{a.s. \ N \to \infty} \varrho \), and \( d(S_{K}^{(N)}), S) \xrightarrow{a.s. \ N \to \infty} 0 \). Additionally, if problem (3) has a unique solution, then \( D(S_{K}^{(N)}; S) \xrightarrow{a.s. \ N \to \infty} 0 \) as well.

\textbf{Proof.} We only need to show that Assumption 2 is satisfied for the sequence \( d\mu_N(x) = \frac{1}{h_N} K \left( \frac{x}{h_N} \right) \, dx \). Indeed, the weak convergence condition is shown in [18]. Additionally,

\[
\lim_{N \to \infty} \frac{1}{h_N} \int_{\|z\| > b} \|z\| K \left( \frac{z}{h_N} \right) \, dx = \lim_{N \to \infty} \int_{\|y\| > b} h_N y \|K(y)\, dy \leq \lim_{N \to \infty} h_N m_1(K) = 0,
\]

which completes the proof.

From a practical perspective, we may not have uniform modulus of continuity for the case of unbounded function but we still need to ensure consistency of the estimators. We shall show that \( \varrho_{\mu}^{(N,J)}(u, X) \) converges in probability to \( \varrho(u, X) \) (written \( \varrho^{(N,J)}(u, X) \xrightarrow{P \ N \to \infty} \varrho(u, X) \)) under mild conditions.
Theorem 9. Let an index set $J \subseteq \{1, 2, \ldots, k+1\}$, and a sequence of measures $\{\mu_N\}$ satisfying Assumption 2 be given. Assume that for $j = 1, \ldots, k$, $f_j(u, \eta_j, \cdot)$ and $f_{k+1}(u, \cdot)$ are continuous and uniformly bounded for all $u \in U$ and for all $\eta_j \in I_j$ by a $P$-integrable function $g_j : \mathbb{R}^m \to \mathbb{R}$. Then $\theta_{\mu}(u, X) \xrightarrow{P} 0$. Additionally, if problem (3) has a unique solution, then $D(S_{\mu}(N, J), S) \xrightarrow{P} 0$ as well.

Proof. We consider the vector function $h_{\mu}^{(N, J)}(\eta)$ defined in equation (13). We shall show that the probability for the difference between $h_{\mu}^{(N, J)}(u, \eta)$ and $\tilde{f}(u, \eta)$ to exceed a positive number $\varepsilon$ converges to zero when $N \to \infty$. We have

$$P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - \tilde{f}(u, \eta) \| \geq \varepsilon \right]$$

$$\leq P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N)}(u, \eta) - \tilde{f}(u, \eta) \| + \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \geq \varepsilon \right]$$

$$\leq P\left[ \max \left( \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N)}(u, \eta) - \tilde{f}(u, \eta) \|, \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \right) \geq \varepsilon/2 \right]$$

$$\leq P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N)}(u, \eta) - \tilde{f}(u, \eta) \| \geq \varepsilon/2 \right] + P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \geq \varepsilon/2 \right].$$

Due to Theorem 7 the first term at the right-hand side converges to zero whenever $N \to \infty$. We show the convergence of the second term. We use the fact that the set of measures $\{P, P_N, N = 1, 2, \ldots\}$ are uniformly tight, as well as the measures $\{\mu_N, N = 1, 2, \ldots\}$ by virtue of [5 Proposition 9.3.4]. For every $\delta > 0$, let $K_X^\delta \subset \mathbb{R}^m$ be a compact subset such that $P(K_X^\delta) \geq 1 - \delta$ and $P_N(K_X^\delta) \geq 1 - \delta$ for all $N \in \mathbb{N}$ and let $K_{\mu}^\delta \subset \mathbb{R}^m$ be a compact subset such that $\mu_N(K_{\mu}^\delta) \geq 1 - \delta$ for all $N \in \mathbb{N}.$ Without loss of generality, we may assume that both sets are convex. We set $K_{\delta} = K_{\mu}^\delta \times K_X^\delta$, we obtain the following estimate:

$$P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \geq \varepsilon/2 \right]$$

$$\leq P_{1_{K_{\delta}}} \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \geq \varepsilon/2 \right] + 2\delta$$

$$\leq \sum_{j \in J} P_{1_{K_{\delta}}} \sup_{(u, \eta_j) \in U \times I_j} \left\| \frac{1}{N} \sum_{i=1}^{N} \int f_j(u, \eta, X_i + z) - f_j(u, \eta, X_i) \, d\mu_N(z) \right\| \geq \varepsilon/2 \right] + 2\delta. \quad (14)$$

Since every continuous function is uniformly continuous on compact sets, for each of the norms in (14) with $j = 1, \ldots, k, j \in J$, we have $\| f_j(u, \eta, X_i + z) - f_j(u, \eta, X_i) \| \leq w_\delta^2(\| z \|)$. Taking $w_\delta(t) = \max_{j \in J} w_j(t)$, we obtain a common modulus of continuity. The following estimate holds for each term in the sum in (14):

$$\left\| \frac{1}{N} \sum_{i=1}^{N} \int f_j(u, \eta, X_i + z) - f_j(u, \eta, X_i) \, d\mu_N(z) \right\| \leq \frac{1}{N} \sum_{i=1}^{N} \int_{K_{\delta}} \| f_j(u, \eta, X_i + z) - f_j(u, \eta, X_i) \| \, d\mu_N(z) \leq \int_{K_{\delta}} w_\delta(\| z \|) \, d\mu_N(z).$$

Similar estimate is valid for the term involving $f_{k+1}$. Thus, we obtain

$$P\left[ \sup_{(u, \eta) \in U \times I} \| h_{\mu}^{(N, J)}(u, \eta) - h_{E}^{(N)}(u, \eta) \| \geq \varepsilon/2 \right] \leq \sum_{j \in J} P_{1_{K_{\delta}}} \int_{K_{\delta}} w_\delta(\| z \|) \, d\mu_N(z) \geq \varepsilon/2 \right] + 2\delta. \quad (15)$$
Notice that \( w_\delta(\|\cdot\|) \) can be chosen continuous on \( K_\delta \) by the arguments in the proof of Theorem 4. Therefore, \( \int_{K_\delta} w_\delta(\|z\|) \, d\mu_N(z) \) converges to zero, whenever \( N \to \infty \) by the weak convergence of \( \mu_N(z) \) and \( w_\delta(0) = 0 \). Thus, an \( N_\delta \) exists such that for \( N \geq N_\delta, \int_{K_\delta} w_\delta(\|z\|) \, d\mu_N(z) < \varepsilon/2 \). This together with (15) shows that for \( N \geq N_\delta \), we have

\[
P\left[ \sup_{(u,\eta) \in U \times I} \| h^{(N,J)}(\eta) - h^{(N)}(\eta) \| \geq \varepsilon/2 \right] \leq 2\delta.
\]

Letting \( \delta \downarrow 0 \), we infer the uniform convergence in probability of \( h^{(N,J)}(\cdot) \) to \( \bar{f}(\cdot) \). Since convergence in probability is preserved by continuous mappings, we obtain the convergence in probability of the composition. The remaining part of the proof follows the same line of arguments as the proof of Theorem 3 using, additionally, the preservation of convergence in probability under continuous mappings.

Our results relate to the work on random approximations presented in [40, 41], where the optimization problems do not involve composition but the feasible set may also be random and may be approximated based on sampled data.

### 3.3 Wavelet-based estimators

We consider one more estimator based on alternative generalized kernel construction that was originally proposed in [7] for the case \( m = 1 \) and was extended for arbitrary dimension in [3]. Assuming that the distribution \( P \) has a density, we define the following wavelet-based estimator for the density of \( P \):

\[
\tilde{d}_{N,j}(x) = \sum_{\ell \in \mathbb{Z}} 2^{-j/2} \frac{1}{N} \sum_{i=1}^{N} \phi(2^j X_i - \ell) \phi_j(x).
\]

(16)

Here the notation \( \mathbb{Z} \) stands for the set of integer numbers.

The function \( \phi_j \) is defined as

\[
\phi_j(x) = \begin{cases} 
1 + x & \text{for } -1 \leq x < 0, \\
1 - x & \text{for } 0 \leq x \leq 1, \\
0 & \text{otherwise.} 
\end{cases}
\]

(18)
A smoother, locally quadratic version of $\phi(x)$ is:

$$
\phi(x) = \begin{cases} 
0 & \text{if } |x| \geq 3/2, \\
0.5(1.5 + x)^2, & \text{if } -3/2 < x \leq -1/2, \\
1 + x - (x + 0.5)^2, & \text{if } -0.5 < x < 0.5, \\
0.5(1.5 - x)^2, & \text{if } 1/2 \leq x \leq 3/2.
\end{cases} 
$$

(19)

In fact, a whole family of such estimators could be suggested by varying the choice of $\phi$. They all have the advantage of being shape-preserving estimators of the density, meaning that the resulting estimator is non-negative and integrates to one. Other asymptotically equivalent modifications of $\tilde{d}_{N,j}(x)$ are available that could serve our purpose equally well but, admittedly, these modifications lack the simplicity of (16). It is important to notice that the wavelet expansion (16) is non-orthogonal in general. The shape-preservation property precludes an orthogonal wavelet expansion being a continuous function as discussed in [6] and in [7].

Several recommendations about the choice of the resolution level $j$ exist depending on the assumptions on the cumulative distribution function of $X$ and the reader can find a detailed discussion about those in [7] or [3]. For a large class of densities the choice $j \propto \log_2 N/5$ ensures consistency.

Substituting $\tilde{d}_{N,j}(x)$, we get the estimator

$$
\hat{\phi}^{(N)}_w = \min_{u \in \mathcal{U}} \int_{\mathcal{X}} f(u, x)\tilde{d}_{N,j}(x) \, dx = \min_{u \in \mathcal{U}} \frac{2^j}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} f(u, x)K(2^j X_i, 2^j x) \, dx,
$$

(20)

with the generalized kernel $K(y, x) = \sum_{\ell \in \mathbb{Z}} \phi(y - \ell)\phi(x - \ell)$.

The constructions described above are based on a function $\phi$ of one-dimensional argument. They generalize algorithmically without difficulty to the multivariate case as demonstrated in (14). This can be done by using tensor-product wavelets. As a demonstration, let us take the case of dimension $m = 2$. Then we have data vectors $X_i = (X_{i1}, X_{i2}), i = 1, \ldots, N$. For double indices $j = (j_1, j_2), \ell = (\ell_1, \ell_2)$ we define

$$
\{\phi_{j \ell}(x)\} = \{\phi_{j_1 \ell_1}(x_1)\}_{\ell_1 \in \mathbb{Z}} \{\phi_{j_2 \ell_2}(x_2)\}_{\ell_2 \in \mathbb{Z}}.
$$

Then for a fixed resolution level vector $j = (j_1, j_2)$ we have the density approximation at the mixed resolution level $j = (j_1, j_2)$ given as

$$
\tilde{d}_{N,j}(x) = \sum_{\ell_1 \in \mathbb{Z}} \sum_{\ell_2 \in \mathbb{Z}} \left[ \frac{1}{N} \sum_{i=1}^{N} \phi(2^{j_1} X_{i1} - \ell_1)\phi(2^{j_2} X_{i2} - \ell_2) \right] \phi(2^{j_1} x_1 - \ell_1)\phi(2^{j_2} x_2 - \ell_2).
$$

Very often we would choose $j_1 = j_2$ but this is not compulsory.

One should mention though that despite the easiness of the generalization for higher dimensions, the well-publicized curse of dimension is inherent to the estimation and the rates of convergence of the optimal bandwidth are significantly lower. For example, the optimal rate in the estimation of the density is $O(N^{-1/(4+m)})$ and it deteriorates quickly with the dimension $m$.

The estimators obtained using (20) have similar properties to the usual kernel-based estimators. To spare space, we will not discuss these in this paper. We can show that for a variety of densities the optimal compromise for the choice of $j$ is by achieved when equating the bias and variance terms which gives optimal order of $j^* \propto \log_2 N$, with $j^* = \log_2 N/5$ giving very good performance over a wide variety of density classes. Results that parallel our statements in Section 3 can be formulated by using the uniform limit theorems for linear wavelet density estimators that have been discussed in detail in [19]. Although our translates $\{\phi(-\ell)\}$ do not form an orthogonal system, the results of the cited paper cover the non-orthogonal case, too (see Remark 7 in particular). We omit consistency results here, however, we shall show in the next section that our wavelet-based risk estimators improve the negative bias of the empirical estimator.
4 Bias in composite optimization problems

As already mentioned, SAA suffers from downward bias. We can observe that problem (8) with $Q_J = P_N$ for certain compositions exhibits the same property, i.e., it underestimates the optimal value of problem (3). Consider the problem of the form

$$\vartheta = \min_{u \in U} f_1(u, \mathbb{E}[f_2(u, X)])$$

$$\vartheta^{(N)}_E = \min_{u \in U} f_1\left(u, \frac{1}{N} \sum_{i=1}^{N} f_2(u, X_i)\right)$$

where $U \subset \mathbb{R}^n$ is a nonempty compact set.

**Lemma 10.** If the function $f_1(u, \cdot)$ is concave for all $u \in U$, then $\mathbb{E}[\vartheta^{(N)}_E] \geq \vartheta$.

**Proof.** Let a $X_1, X_2, \ldots, X_N$ be a sample from the distribution of the random vector $X$. Using the concavity of $f_1$ with respect to the second argument, we apply Jensen’s inequality to obtain for all $u \in U$

$$f_1(u, \mathbb{E}[f_2^j(u, X)]) = f_1\left(u, \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} f_2(u, X_i)\right]\right) \geq \mathbb{E}\left[f_1\left(u, \frac{1}{N} \sum_{i=1}^{N} f_2(u, X_i)\right)\right].$$

Now, we use the fact that the minima of the functions follow the same relation. We obtain the following chain of inequalities:

$$\vartheta = \min_{u \in U} f_1(u, \mathbb{E}[f_2(u, X)]) \geq \min_{u \in U} \mathbb{E}\left[f_1\left(u, \frac{1}{N} \sum_{i=1}^{N} f_2(u, X_i)\right)\right]$$

$$\geq \mathbb{E}\min_{u \in U} f_1\left(u, \frac{1}{N} \sum_{i=1}^{N} f_2(u, X_i)\right) = \mathbb{E}[\vartheta^{(N)}_E].$$

Let us consider the portfolio optimization problem (4) by using inverse measures of risk. The function $f_1(u, z, \cdot)$ there is concave and Lemma 10 applies. This means that solving the portfolio optimization problem by empirical estimation will provide a biased estimation of the risk measure for the optimal portfolio by underestimating its riskiness. We shall show that the (partially) smoothed estimators improve the bias under certain conditions.

In what follows, we assume that a kernel $K$ satisfying (k1)-(k2) is used for smoothing.

**Theorem 11.** Given an index set $J \subset 1, \ldots, k + 1$, let $l = \max\{j : j \in J\}$. Assume that for all $j \in J$, the functions $f_j$ are convex with respect to the last argument and the functions $f_j(u, \cdot, x)$, $j = 1, \ldots, \ell - 1$ are monotonically non-decreasing. The following inequality is satisfied:

$$\vartheta^{(N)}_E[u, X] \leq \vartheta^{(N,J)}_K[u, X] \quad \text{a.s. for all } u \in U,$$

$$\vartheta^{(N)}_E \leq \vartheta^{(N,J)}_K \quad \text{a.s.}$$

**Proof.** Consider $j \in J$. We set $z = \frac{x - X_i}{h_N}$, $i = 1, \cdots, N$ and use (k1) and the Jensen’s inequality to obtain for all $i$ the following inequality:

$$\int f_j(u, \eta_j, x)K\left(\frac{x - X_i}{h_N}\right) \frac{1}{h_N} dz = \int f_j(u, \eta_j, X_i + h_N z)K(z) dz \geq f_j(u, \eta_j, X_i).$$
Taking the average, we get

\[
\frac{1}{N} \sum_{i=1}^{N} \int f_j(u, \eta_j, x) K\left(\frac{x - X_i}{h_N}\right) \frac{1}{h_N} dx \geq \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i).
\]

If \( j = k + 1 \), then the last argument is omitted. If \( j > 1 \), then the monotonicity of the function \( f_{j-1}(u, \cdot, x) \) entails the following a.s. inequality for all \( \eta_j \in I_j \):

\[
f_{j-1}\left(u, \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i), X\right) \geq f_{j-1}\left(u, \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i), X\right).
\]

We state inequality (22) for \( l-1 \) and repeat the argument for \( j \in J, j < l \) using the monotonicity assumption. We obtain

\[
\min_{u \in U} \vartheta^{(N,J)}[u, X] \geq \min_{u \in U} \vartheta^{(N)}[u, X]
\]

Therefore, \( \vartheta^{(N,J)} \geq \vartheta^{(N)} \) a.s. as stated.

Under the assumptions of the theorem, we have

\[
\mathbb{E}[\vartheta^{(N)}] - \vartheta \leq \mathbb{E}[\vartheta^{(N,J)}] - \vartheta.
\]

Therefore a negative bias of the empirical estimator can be improved.

We denote by \( \vartheta^{(N,J)}[u, X] \) the risk of the wavelet-based estimator of the risk and by \( \vartheta^{(N)} \) the wavelet-based estimator of the optimal value \( \vartheta \).

**Theorem 12.** Suppose the assumptions of Theorem 11 are satisfied. Also assume that the function \( \phi(\cdot) \) in the construction of the estimator \( \tilde{d}_{N,j} \) satisfies conditions (w1) and (w2) from Section 3.3. Then the following relations hold:

\[
\vartheta_{E}^{(N)}[u, X] \leq \vartheta_{w}^{(N,J)}[u, X] \text{ a.s. for all } u \in U,
\]

\[
\vartheta_{E}^{(N)} \leq \vartheta_{w}^{(N,J)} \text{ a.s.}
\]

**Proof.** Consider \( j \in J \). Fix \( u \in U \). For each \( i = 1, \ldots, N \) in the representation

\[
\int_{X} f_j(u, \eta_j, x) d_{N,j}(x) dx = \frac{2^{j^*}}{N} \sum_{i=1}^{N} \int_{X} f_j(u, \eta_j, x) K(2^{j^*} X_i, 2^{j^*} x) dx,
\]

we apply the subgradient inequality at \( X_i \). Let \( g_j^i \) be any subgradient of \( f_j(u, \eta_j, \cdot) \) at \( X_i \). We have \( f_j(u, \eta_j, x) \geq \)
\[
\frac{1}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} f_j(u, \eta_j, x) K(2^{j^*} X_i, 2^{j^*} x) dx \geq \frac{1}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} f_j(u, \eta_j, x) K(2^{j^*} X_i, 2^{j^*} x) dx + \frac{1}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} g^j_2(x - X_i) K(2^{j^*} X_i, 2^{j^*} x) dx
\]
\[
= \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i) \sum_{\ell \in \mathbb{Z}} \phi(2^{j^*} X_i - \ell) + \frac{1}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} g^j_2 \left[ \sum_{\ell \in \mathbb{Z}} 2^{j^*} (x - X_i) \phi(2^{j^*} x - \ell) \phi(2^{j^*} X_i - \ell) \right] dx. \quad (25)
\]

Under the Assumptions (w1)-(w2), we have obviously \( \sum_{\ell \in \mathbb{Z}} \phi(2^{j^*} X_i - \ell) = 1 \). Hence the right-hand side simplifies further, i.e.,

\[
\frac{1}{N} \sum_{i=1}^{N} \int_{\mathcal{X}} g^j_2 \left[ \sum_{\ell \in \mathbb{Z}} 2^{j^*} (x - X_i) \phi(2^{j^*} x - \ell) \phi(2^{j^*} X_i - \ell) \right] dx =
\]
\[
\frac{1}{N} \sum_{i=1}^{N} g^j_2 \left[ \sum_{\ell \in \mathbb{Z}} 2^{-j^*} \phi(2^{j^*} X_i - \ell) \int_{\mathcal{X}} \phi(2^{j^*} x - \ell) (2^{j^*} x \pm \ell) d(2^{j^*} x) \right] - X_i \sum_{\ell \in \mathbb{Z}} \int_{\mathcal{X}} \phi(2^{j^*} x - \ell) \phi(2^{j^*} X_i - \ell) d(2^{j^*} x - \ell) =
\]
\[
\frac{1}{N} \sum_{i=1}^{N} g^j_2 \left[ \sum_{\ell \in \mathbb{Z}} 2^{-j^*} \phi(2^{j^*} X_i - \ell) \ell - X_i \right] = 0. \quad (26)
\]

Therefore, we get that for each fixed \( u \),

\[
\int_{\mathcal{X}} f_j(u, \eta_j, x) d\tilde{N}_{j^*}(x) dx \geq \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, x).
\]

The remaining part of the proof follows precisely the same steps as in the proof of Theorem 11. If \( j = k + 1 \), then the last argument is omitted. If \( j > 1 \), then the monotonicity of the function \( f_{j-1}(u, \cdot, x) \) entails the following a.s. inequality for all \( \eta_j \in I_j \):

\[
f_{j-1} \left( u, \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i), X \right) \geq f_{j-1} \left( u, \frac{1}{N} \sum_{i=1}^{N} f_j(u, \eta_j, X_i), X \right). \quad (27)
\]

We state inequality (27) for \( l = 1 \) and repeat the argument for \( j \in J, j < l \) using the monotonicity assumption. We obtain \( \varrho_{w_j}^{(N,J)}[u, X] \geq \varrho_{E_j}^{(N)}[u, X] \), which is the first inequality in the statement. We also observe that the minimum values of the two functions at the right and left hand side of the last chain of inequalities, taken with respect to \( u \in U \), are related in the same way. Hence, we infer

\[
\varrho_{w_j}^{(N,J)} = \min_{u \in U} \varrho_{w_j}^{(N,J)}[u, X] \geq \min_{u \in U} \varrho_{E_j}^{(N)}[u, X] = \varrho_{E_j}^{(N)}
\]
as stated.
We analyse the case of \( \varepsilon > N \). Choosing the bandwidth small enough, we obtain the right-hand side of the inequality smaller than any fixed \( h \).

**Theorem 13.** Let a sample \( X_1, X_2, \ldots, X_N \) and an index set \( J \subset 1, \ldots, k + 1 \) be given. Suppose that for each \( j \in J \), the function \( f_j \) has a modulus of continuity \( w_j^0(\cdot) \) with respect to the last argument and the function \( f_{j-1}(u, \cdot, x) \), \( j > 1 \), has a modulus of continuity \( w_{j-1}^0(\cdot) \). Furthermore, assume that \( w_j^0(\| \cdot \|) \) and \( w_j^0(\| \cdot \|) \) do not depend on the arguments of the respective functions, and that they are integrable with respect to \( K \). Then for every positive \( \varepsilon \), a number \( h^*_N \) exists such that for all \( h \leq h^*_N \), it holds,

\[
\vartheta_K^{(N,J)}[u, X] \leq \vartheta_E^{(N)}[u, X] + \varepsilon \quad \text{a.s. for all } u \in U,
\]

\[
\vartheta_K^{(N,J)} \leq \vartheta_E^{(N)} + \varepsilon \quad \text{a.s.}
\]

If the moduli of continuity are of form \( w_j^0(t) = \ell_j(t^\alpha) \) and \( w_{j-1}^0(t) = \ell_{j-1}(t^{\beta_j}) \) with \( \beta_j \) less or equal to the order of the kernel \( K \), then positive constants \( \hat{L} \) and \( \alpha \) exist such that the following upper bound holds:

\[
\vartheta_K^{(N,J)}[u, X] \leq \vartheta_E^{(N)}[u, X] + Lh_{jN}^{\alpha} \quad \text{a.s. for all } u \in U,
\]

\[
\vartheta_K^{(N,J)} \leq \vartheta_E^{(N)} + Lh_{jN}^{\alpha} \quad \text{a.s.}
\]

**Proof.** Let \( l \) be the largest index in \( J \). If \( l = 1 \), then

\[
\sum_{i=1}^N \frac{1}{N} \int f_1(u, \eta_i, X_i + h_N z_i) \, K(z_i) \, dz_i - \sum_{i=1}^N \frac{1}{N} f_1(u, \eta_i, X_i)
\]

\[
= \sum_{i=1}^N \frac{1}{N} \int \left[ f_1(u, \eta_i, X_i + h_N z_i) - f_1(u, \eta_i, X_i) \right] \, K(z_i) \, dz_i \leq \int w_1^0(h_N \| z_i \|) K(z_i) \, dz_i.
\]

Choosing the bandwidth small enough, we obtain the right-hand side of the inequality smaller than any fixed number \( \varepsilon > 0 \).

We analyse the case of \( l > 1 \) and \( l - 1 \notin J \).

\[
\sum_{i=1}^N \frac{1}{N} f_{l-1} \left( u, \sum_{i_2=1}^N \frac{1}{N} \int f_i(u, X_{i_2} + h_N z_2) K(z_2) \, dz_2, X_{i_1} \right) - \sum_{i_1=1}^N \frac{1}{N} f_{l-1} \left( u, \frac{1}{N} \sum_{i_2=1}^N f_i(u, X_{i_2}), X_{i_1} \right)
\]

\[
\leq \sum_{i=1}^N \frac{1}{N} w_{l-1}^\eta \left( \left\| \frac{1}{N} \sum_{i_2=1}^N \int f_i(u, X_{i_2} + h_N z_2) K(z_2) \, dz_2 \right\| - \frac{1}{N} \sum_{i_2=1}^N f_i(u, X_{i_2}) \right) 
\]

\[
\leq w_{l-1}^\eta \left( \frac{1}{N} \sum_{i_2=1}^N \int w_1^\eta(h_N \| z_2 \|) K(z_2) \, dz_2 \right) = w_{l-1}^\eta \left( \int w_1^\eta(h_N \| z_2 \|) K(z_2) \, dz_2 \right).
\]

Choosing small bandwidth \( h_N \), we force \( w_1^\eta(h_N \| z_2 \|) \leq \varepsilon_1 \) small enough to imply \( w_{l-1}^\eta(\varepsilon_1) \leq \varepsilon \).
It remains to consider the case of $l > 1$ and $l - 1 \in J$. The following chain of inequalities holds:

$$
\sum_{i_1=1}^{N} \frac{1}{N} \int f_{l-1} \left( u, \sum_{i_2=1}^{N} \frac{1}{N} \int f_1(u, X_{i_2} + h_N z_2)K(z_2)dz_2, X_{i_1} + h_N z_1 \right) K(z_1)dz_1
\leq \sum_{i_1=1}^{N} \frac{1}{N} \int f_{l-1} \left( u, \sum_{i_2=1}^{N} \frac{1}{N} \int f_1(u, X_{i_2}, X_{i_1} + h_N z_1) \right) K(z_1)dz_1
$$

$$
\leq \int w_i^{\eta} \left( \int w_i^{\varphi} (h_N \| z_2 \|)K(z_2)dz_2 \right) K(z_1)dz_1 + \int w_i^{\eta} (h_N \| z_1 \|)K(z_1)dz_1
$$

Again, choosing the bandwidth small enough, we obtain the right-hand side of the inequality smaller than any fixed number $\epsilon > 0$.

Proceeding from $l$ to the smallest index in $J$ by the same line of arguments, we obtain the first part of the statements. Suppose now that $w_i^{\eta}(t) = \ell_1 t^{\alpha_1}$, $w_i^{\varphi}(t) = \ell_2 t^{\alpha_2}$ and $w_i^\gamma(t) = \ell_3 t^{\alpha_3}$. Without loss of generality, we may assume that $\ell_1 = \ell_2 = \ell_3 = \ell$. We obtain at the right-hand side of inequality (30) the following quantity:

$$
w_i^{\eta} \left( \int w_i^{\varphi} (h_N \| z_2 \|)K(z_2)dz_2 \right) + \int w_i^{\eta} (h_N \| z_1 \|)K(z_1)dz_1
$$

$$
= \ell \left( \ell h_N^{\alpha_2} m_{\alpha_2} (K) + \ell h_N^{\alpha_1} m_{\alpha_1} (K) \right)
$$

Assuming that $h_N < 1$, we obtain

$$
w_i^{\eta} \left( \int w_i^{\varphi} (h_N \| z_2 \|)K(z_2)dz_2 \right) + \int w_i^{\eta} (h_N \| z_1 \|)K(z_1)dz_1 \leq \ell h_N^{\alpha_2} m_{\alpha_2} (K) + \ell h_N^{\alpha_1} m_{\alpha_1} (K)
$$

Setting $L = \ell (\ell^{\alpha_2} m_{\alpha_2} (K) + m_{\alpha_1} (K))$, we obtain inequality (29) for the composite functional in the case
of two functions. Consequently,
\[ \min_{u \in U} \varrho^{(N,J)}_K[u, X] \leq \varrho^{(N,J)}_K[u_E, X] \leq \varrho^{(N)}_E[u_E, X] + Lh_N^\alpha \]
\[ = \min_{u \in U} \varrho^{(N)}_E[u, X] + Lh_N^\alpha \quad \text{a.s.} \]

We have observed that when the modulus of continuity is of Hölder form, then the upper bound has more explicit dependence on the sample size. Under the assumptions of Theorem 11 and Theorem 13 with Hölder modulus of continuity, the kernel estimator with sufficiently small bandwidth \( h_N \) is less biased than the empirical one, when the latter has negative bias.

**Theorem 14.** Under the assumptions of Theorem 11 and Theorem 13 with Hölder modulus of continuity, a positive number \( h_N^* \) exists, such that whenever \( h_N \in (0, h_N^*) \) the following relations holds with the constants \( L \) and \( \alpha \) from (29).

\[ |E[\varrho^{(N,J)}_E] - \varrho| \leq |E[\varrho^{(N)}_E] - \varrho|, \quad (31) \]
\[ |E[\varrho^{(N,J)}_K] - E[\varrho^{(N,J)}_K]| \leq E[|\varrho^{(N)}_E|] - E[|\varrho^{(N)}_E|] + Lh_N^\alpha, \quad (32) \]
\[ \left( E[|\varrho^{(N,J)}_K - \varrho^{(N,J)}_K|]^2 \right)^{\frac{1}{2}} \leq \left( E[(\varrho^{(N)}_E - E[\varrho^{(N)}_E]^2)^{\frac{1}{2}} + Lh_N^\alpha \right), \quad (33) \]
\[ \left( E\left[\left( \varrho^{(N,J)}_K - \varrho \right)^2 \right] \right)^{\frac{1}{2}} \leq \left( E\left[\left( \varrho^{(N)}_E - \varrho \right)^2 \right] \right)^{\frac{1}{2}} + Lh_N^\alpha. \quad (34) \]

**Proof.** If the empirical estimator \( \varrho^{(N)}_E \) has a bias \( b < 0 \), then for any \( \varepsilon \leq -2b \), we have
\[ b = E[\varrho^{(N)}_E] - \varrho \leq E[\varrho^{(N,J)}_K] - \varrho \leq E[\varrho^{(N)}_E] - \varrho - 2b = -b \]
Thus \( |E[\varrho^{(N,J)}_K] - \varrho| \leq |E[\varrho^{(N)}_E] - \varrho| \), showing (31). Recall the relations (29) and (21):
\[ \varrho^{(N)}_E \leq \varrho^{(N,J)}_K \leq \varrho^{(N)}_E + Lh_N^\alpha. \quad (35) \]
This entails additionally, \(-E[\varrho^{(N)}_E] - Lh_N^\alpha \leq -E[\varrho^{(N,J)}_K] \geq -E[\varrho^{(N)}_E] \). Adding the two relations together, we get
\[ \varrho^{(N)}_E - E[\varrho^{(N)}_E] - Lh_N^\alpha \leq \varrho^{(N,J)}_K - E[\varrho^{(N,J)}_K] \leq \varrho^{(N)}_E - E[\varrho^{(N)}_E] + Lh_N^\alpha. \quad (36) \]
We consider \( U = \varrho^{(N,J)}_K - E[\varrho^{(N,J)}_K] \) and \( V = \varrho^{(N)}_E - E[\varrho^{(N)}_E] \) and infer that
\[ E[\varrho^{(N,J)}_K] - E[\varrho^{(N,J)}_K] = E[U] \leq E|V| - U - V| \leq E|V| + Lh_N^\alpha \]
\[ = E[\varrho^{(N)}_E] - E[\varrho^{(N)}_E] + Lh_N^\alpha, \]
which proves inequality (32). Further, we consider \( U \) and \( V \) as random variables in \( \mathcal{L}_2 \). Using (36) again and the triangle inequality for the norm, we get
\[ \left( E[|\varrho^{(N,J)}_K - E[\varrho^{(N,J)}_K]|^2] \right)^{\frac{1}{2}} = \|U\|_{\mathcal{L}_2} \leq \|V\|_{\mathcal{L}_2} + \|U - V\|_{\mathcal{L}_2} \]
\[ \leq \|V\|_{\mathcal{L}_2} + Lh_N^\alpha = \left( E[(\varrho^{(N)}_E - E[\varrho^{(N)}_E])^2] \right)^{\frac{1}{2}} + Lh_N^\alpha. \]
This proves (33). Now, we turn to the upper bound on the error of the kernel estimator. Using inequalities (35), we get
\[ |\vartheta^{(N,J)}_K - \vartheta| \leq |\vartheta^{(N)}_E - \vartheta| + |\vartheta^{(N,J)}_K - \vartheta^{(N)}_E| \leq |\vartheta^{(N)}_E - \vartheta| + Lh_N^\alpha. \]

Denoting \( Y = |\vartheta^{(N,J)}_K - \vartheta| \) and \( W = |\vartheta^{(N)}_E - \vartheta| \), we view \( Y \) and \( W \) as two non-negative random variables in \( L_2 \). Recall that \( L_2 \) is a Banach lattice and therefore, the relation between \( Y \) and \( W \) entails the same relation between their \( L_2 \)-norms, i.e.,
\[ \left( \mathbb{E}[(\vartheta^{(N,J)}_K - \vartheta)^2] \right)^{\frac{1}{2}} = \|Y\|_{L_2} \leq \|W\|_{L_2} + Lh_N^\alpha = \left( \mathbb{E}[(\vartheta^{(N)}_E - \vartheta)^2] \right)^{\frac{1}{2}} + Lh_N^\alpha. \]

This shows (34) and completes the proof. \( \square \)

We note that the same results apply for the relations between \( \vartheta^{(N)}_E \) and \( \vartheta^{(N,J)}_K \), as defined in the beginning of this section.

## 5 Applications to measures of risk

We return to the examples discussed at the beginning of section 3. We have considered a mean-semi-deviation of order \( p \geq 1 \) and a higher order inverse measure of risk for a portfolio problem. We shall verify the applicability of our consistency results. Recall that the mean-semi-deviation portfolio optimization has the objective
\[ \varrho_1[u, X] = -\mathbb{E}[u^\top X] + \kappa \left[ \mathbb{E} \left( \max \{0, \mathbb{E}[u^\top X] - u^\top X\} \right) \right]^{\frac{1}{p}}, \]
where \( \kappa \in [0, 1] \) and the random vector \( X \) comprises the random returns of the potential investments. We have represented this measure as a composition of three functions:
\[ f_1(u, \eta_1, x) = -u^\top x + \kappa \eta_1^{\frac{1}{p}}, \quad f_2(u, \eta_2, x) = \left( \max \{0, \eta_2 - u^\top x\} \right)^p, \quad f_3(u, x) = u^\top x. \]

The empirical, the smoothed, and the kernel estimators are consistent because the assumptions of Theorem 9 are obviously satisfied.

In order to obtain strong consistency, or to verify the strong law of large numbers for the smoothed estimators, we need to discuss the uniform continuity assumption. The functions \( f_1 \), and \( f_3 \) have a modulus of continuity \( w(t) = c_1 t \), where \( c_1 \) is the maximum of the norm of \( u \in U \). Indeed,
\[ |f_1(u, \eta_1, x + z) - f_1(u, \eta_1, x)| = |u^\top z| \leq c_1 \|z\|, \]
where the last inequality is the Cauchy-Schwartz inequality. The modulus is independent of \( u \) and \( \eta_1 \) and it is \( K \)-integrable for any kernel \( K \), satisfying assumptions (k1) and (k2) with \( s > 1 \).

The function \( f_2(u, \eta_2, x) \) for \( p > 1 \) is continuously differentiable with respect to \( x \). We use the mean-value theorem with \( \zeta \in [0, 1] \) to obtain
\[ \left| \left( \max \{0, \eta_2 - \langle u, x + z \rangle\} \right)^p - \left( \max \{0, \eta_2 - \langle u, x \rangle\} \right)^p \right| = \left| \frac{\partial}{\partial x} f_2(u, \eta_2, x + \zeta z), z \right| \]
\[ \leq p \max |\eta_2 - \langle u, x + \zeta z \rangle|^{p-1} |\langle u, z \rangle| \]
\[ \leq p \max (|\eta_2| + \|u\| \|x + \zeta z\|)^{p-1} \|u\| \|z\| \]
\[ \leq pc_1 \max (1, (|c_2 + c_1 \|x\| + c_1 \|z\|)^{p-1}) \|z\|. \]
In the last inequality, we have used the compactness of $I_2$, denoting $c_2 = \max\{\eta_2; \eta_2 \in I_2\}$ The existence of the modulus of continuity is guaranteed when the second argument is in a compact set. We also see, that we need a kernel with finite $p$-moment in order to apply our results. Therefore, it may be useful to smooth only the first and the third function instead of all three functions.

In the case of $p = 1$, we have the same modulus of continuity for $f_2$ as for $f_1$ and $f_3$. Indeed,

$$\max\{0, \eta_2 - \langle u, x + z \rangle\} - \max\{0, \eta_2 - \langle u, x \rangle\} |\langle u, z \rangle| \leq c\|z\|.$$ 

Considering the inverse measures of risk $\varrho[Y] = \min_{z \in \mathbb{R}} \left\{ z + \frac{1}{\alpha} [\mathbb{E}(\max(0, Y - z)^q)]^{1/q} \right\}$, we note that similar analysis can be carried out as for the mean-semi-deviation model. In this case, the assumptions of Theorem 9 are satisfied while the strong consistency results are applicable for the bounded case. We conclude that the consistency results hold for risk-averse portfolio optimization using those risk measures.

Additionally, consider the bias when the portfolio problems (4) and (5) are based on sampled data. We have used the higher order measure of risk.

$$f_1(u, y) = u + \frac{1}{\alpha} y^{1/q}, \quad f_2(u, x) = [\max(0, x - u)]^q.$$ 

We recall the resulting plug-in estimator

$$\hat{\varrho}^{(N)}_E = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \frac{1}{N} \sum_{i=1}^N \max(0, X_i - u) \right]^{1/q} \right\}.$$ 

As shown in [10], the empirical estimator is asymptotically normally distributed. However, as discussed in this paper, it exhibits a pronounced downward bias. We have compared $\hat{\varrho}^{(N)}_E$ to the following two estimators:

$$\hat{\varrho}^{(N)}_K = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \frac{1}{N} \sum_{i=1}^N \int (\max(0, x - u))^q \frac{1}{h} K\left(\frac{x - X_i}{h}\right)dx \right]^{1/q} \right\}$$

$$\hat{\varrho}^{(N)}_W = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \int (\max(0, x - u))^q \tilde{d}_{N,j}(x)dx \right]^{1/q} \right\}.$$ 

6 Numerical Results

In our numerical study, we have used the higher order measure of risk.

$$\varrho[X] = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} [\mathbb{E}(\max(0, X - u)^q)]^{1/q} \right\},$$

with parameter $q = 2$ and $\alpha = 0.05$. The functions representing $\varrho$ are:

$$f_1(u, y) = u + \frac{1}{\alpha} y^{1/q}, \quad f_2(u, x) = [\max(0, x - u)]^q.$$ 

We have used the higher order measure of risk.

$$\hat{\varrho}^{(N)}_E = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \frac{1}{N} \sum_{i=1}^N \max(0, X_i - u) \right]^{1/q} \right\}.$$ 

As shown in [10], the empirical estimator is asymptotically normally distributed. However, as discussed in this paper, it exhibits a pronounced downward bias. We have compared $\hat{\varrho}^{(N)}_E$ to the following two estimators:

$$\hat{\varrho}^{(N)}_K = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \frac{1}{N} \sum_{i=1}^N \int (\max(0, x - u))^q \frac{1}{h} K\left(\frac{x - X_i}{h}\right)dx \right]^{1/q} \right\}$$

$$\hat{\varrho}^{(N)}_W = \min_{u \in \mathbb{R}} \left\{ u + \frac{1}{\alpha} \left[ \int (\max(0, x - u))^q \tilde{d}_{N,j}(x)dx \right]^{1/q} \right\}.$$
All across in the simulations below, we have estimated the bi as based on 500 simulations. For the wavelet estimator, we have experimented with both (13) and (19) forms of \( \phi \). Both of them are first order splines in the sense that they are only orthogonal to polynomials of degree one. For the kernel estimator, we have experimented with the Gaussian kernel, the uniform kernel \( K(x) = \frac{1}{2h} \) with support on \( |x| \leq h \), and the Epanechnikov kernel \( K(x) = \frac{3}{4}(1 - x^2) \) on the support: \( |x| \leq h \).

In the first series of experiments, we simulated observations from the normal distribution \( X \sim \mathcal{N}(10,3) \). We took \( \alpha = 0.05 \) and \( q = 2 \). The optimal \( u^* = 14.5048 \) is determined using numerical integration end the resulting “true” \( \vartheta_0 = 15.5163 \) as the value of the risk.

We use the bandwidth calculated according to the formula \( \hat{\sigma} N^{-\frac{1}{5}} \), where \( \hat{\sigma} \) is the estimated standard deviation of the data.

The numerical results for the kernel estimator are reported in the following tables.

| N  | kernel   | bias-kernel | variance-kernel | bias-plug-in | variance-plug-in |
|----|----------|-------------|-----------------|--------------|------------------|
| 100| Uniform  | -0.6095     | 0.5893          | -1.1896      | 0.5754           |
| 200| Uniform  | -0.3930     | 0.5132          | -0.7891      | 0.5350           |
| 500| Uniform  | -0.1655     | 0.3482          | -0.3236      | 0.4099           |
| 100| Epanechnikov  | -0.7254     | 0.5813          | -1.1896      | 0.5754           |
| 200| Epanechnikov  | -0.4852     | 0.5168          | -0.7891      | 0.5350           |
| 500| Epanechnikov  | -0.2164     | 0.3641          | -0.3236      | 0.4099           |
| 100| Gaussian  | -0.6095     | 0.5893          | -1.1896      | 0.5754           |
| 200| Gaussian  | -0.3930     | 0.5132          | -0.7891      | 0.5350           |
| 500| Gaussian  | -0.1655     | 0.3482          | -0.3236      | 0.4099           |

In our numerical experiments, we tried to check if using the wavelet-based estimator with the universal resolution level \( j^* = \log_2 N/5 \) offers a good solution. We have the following results:

| N  | bias-wavelet | variance-wavelet | bias-plug-in | variance-plug-in |
|----|--------------|-----------------|--------------|------------------|
| 100| -0.6430      | 0.6054          | -1.1668      | 0.6375           |
| 200| -0.3728      | 0.4879          | -0.7677      | 0.5382           |
| 500| -0.1016      | 0.2842          | -0.2996      | 0.3525           |

These outcomes also confirm that the results obtained by the kernel method and by the generalized kernel, the wavelet-based method, are very close.

In a second series of experiments, we used the \( t \) distribution with various degrees of freedom \( \nu \) such as 6, 8 and 60, with the data shifted to have the same mean of 10 as the normal simulated data before. The performance with respect to bias reduction was similar to the normal case. We present below the outcomes for the same parameters of the risk measure and some combinations of degrees of freedom and sample sizes. The variances of the \( t \)-distributed variables are finite and even smaller than the variance of the normal random variables before. However, the heavier tails of the \( t \) distribution in combination with the nonlinearity of the transformation defining the risk adversely affect the quality of the limiting normal approximation and as a consequence, a bias correction is welcome. It was pleasing to see that the same universal resolution level \( j^* = \log_2 N/5 \) that was used in the normal case did a very good job also in the case of the \( t \) distribution. As before, another pleasing aspect of the procedure was that the bias reduction was accompanied by a slight reduction of the variance, as well.
The results for the kernel estimator are reported in the following tables

| N  | df | bias-wavelet | variance-wavelet | bias-plug-in | variance-plug-in |
|----|----|--------------|------------------|--------------|------------------|
| 100| 6  | -1.6239      | 1.3681           | -2.1477      | 1.4114           |
| 200| 6  | -1.2090      | 1.4265           | -1.5892      | 1.4979           |
| 500| 6  | -0.5870      | 1.9387           | -0.7453      | 2.1290           |
| 100| 8  | -1.0266      | 0.9092           | -1.5532      | 0.9622           |
| 200| 8  | -0.6814      | 0.9434           | -1.0694      | 1.0175           |
| 500| 8  | -0.3029      | 1.0214           | -0.480       | 1.1519           |
| 100| 60 | -0.2176      | 0.2182           | -0.7692      | 0.2506           |
| 200| 60 | -0.0788      | 0.1745           | -0.5058      | 0.2171           |
| 500| 60 | 0.0490       | 0.0935           | -0.2092      | 0.1366           |

| N  | dg | kernel   | bias-kernel | variance-kernel | bias-plug-in | variance-plug-in |
|----|----|----------|-------------|-----------------|--------------|------------------|
| 100| 6  | Uniform  | -1.9800     | 1.3440          | -2.1343      | 1.3150           |
| 200| 6  | Uniform  | -1.4528     | 1.5973          | -1.5649      | 1.5886           |
| 500| 6  | Uniform  | -0.7694     | 1.6350          | -0.7952      | 1.6624           |
| 100| 8  | Uniform  | -1.4044     | 1.2057          | -1.5452      | 1.1805           |
| 200| 8  | Uniform  | -0.9433     | 1.2299          | -1.0468      | 1.2207           |
| 500| 8  | Uniform  | -0.4875     | 1.0281          | -0.5126      | 1.0460           |
| 100| 60 | Uniform  | -0.6193     | 0.2529          | -0.7367      | 0.2457           |
| 200| 60 | Uniform  | -0.3776     | 0.2168          | -0.4642      | 0.2158           |
| 500| 60 | Uniform  | -0.1513     | 0.1687          | -0.1789      | 0.1768           |

| N  | dg | kernel      | bias-kernel | variance-kernel | bias-plug-in | variance-plug-in |
|----|----|-------------|-------------|-----------------|--------------|------------------|
| 100| 6  | Epanechnikov| -2.0119     | 1.3370          | -2.1343      | 1.3150           |
| 200| 6  | Epanechnikov| -1.4790     | 1.5954          | -1.5649      | 1.5886           |
| 500| 6  | Epanechnikov| -0.7782     | 1.6435          | -0.7952      | 1.6624           |
| 100| 8  | Epanechnikov| -1.4336     | 1.1996          | -1.5452      | 1.1805           |
| 200| 8  | Epanechnikov| -0.9675     | 1.2299          | -1.0468      | 1.2207           |
| 500| 8  | Epanechnikov| -0.4960     | 1.0336          | -0.5126      | 1.0460           |
| 100| 60 | Epanechnikov| -0.6436     | 0.2510          | -0.7367      | 0.2457           |
| 200| 60 | Epanechnikov| -0.3979     | 0.2166          | -0.4642      | 0.2158           |
| 500| 60 | Epanechnikov| -0.1606     | 0.1710          | -0.1789      | 0.1768           |

### 7 Conclusion

In a summary, we have suggested a simple and computationally inexpensive procedure to reduce the slowly diminishing downward bias that plagues the solutions to modern risk management problems where the risk functional as a rule is a composite one. This procedure is of significant practical interest. Besides the theoretical backing of the risk reduction effect provided by our smoothed estimators, we have demonstrated the effect by comparing empirical sample-based optimization of composite functionals and kernel-based composite optimization. We also observed numerically the pleasant effect that the bias reduction is accompanied by a slight reduction of the variance of the risk estimator.
Our theoretical results indicate that, if the goal is to reduce the bias of the empirical estimator $\vartheta^{(N)}_E$ by replacing it with a kernel-based $\vartheta^{(N)}_K$ then under mild conditions on the order of the optimal bandwidth for the kernel-based estimator of $\vartheta$ coincides with the order of the optimal bandwidth for the kernel estimator of the density of the data if we assumed that one exists. Similarly, if we choose to use the generalized kernel-based estimator of $\vartheta$ for the same purpose then the order of the optimal resolution level coincides with the order of the optimal resolution level for the generalized kernel estimator of the density of the data.

The development of a parallel theory about the optimal with respect to the chosen kernel bandwidth is beyond the scope of this paper. Including the composition of functions in the search would result in a problem whose level of difficulty is higher than identifying the optimal bandwidth. We also point out to the discussion in [37, Section 1.2.4], which shows that the approach on determining optimal bandwidth for a fixed data density can be seriously criticized. For practical purposes, one can choose the bandwidth that is recommended for estimating the data density and plug it in the estimator $\vartheta^{(N)}_K$. Analogously, we can choose the optimal resolution level $j^*$ and plug it in the estimator $\vartheta^{(N)}_w$.

Many kernels and wavelet-based generalized kernels could be used to this end, with a variety of results presented in Section 7. The wavelet-based procedure has some advantages in that the suggested choice of resolution level seems to be universally valid (and hence more robust) for a large classes of distributions of $X$. The use of the other types of kernels requires more careful tailoring of the choice of the kernel bandwidth depending on the (typically unknown) distribution of $X$. In that sense using these kernels represents a less robust approach in comparison to the generalized wavelet kernel choice.
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