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This paper describes an approach to construct temporally shaped control pulses that drive a quantum system towards desired properties. A parametrization in terms of periodic functions with pre-defined frequencies permits to realize a smooth, typically simple shape of the pulses; their optimization can be performed based on a variational analysis with Floquet theory. As we show with selected specific examples, this approach permits to control the dynamics of interacting spins, such that gate operations and entanglement dynamics can be implemented with very high accuracy.
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Research on quantum mechanical systems is currently undergoing a process of substantial changes: whereas in the last decades the effort was mostly on the observation and description of quantum mechanical properties, currently the option to manipulate and control quantum systems is moving into focus. On the one hand, this is due to the technological advances that permit isolating quantum systems e.g. in ion traps [1, 2] or optical lattices [3], manipulating them coherently and letting quantum systems of different kinds interact with each other [4, 5]. On the other hand, there is the prospect to exploit intrinsically quantum mechanical properties to engineer devices with performance characteristics far beyond the classically achievable. Whereas secure communication [6] or teleportation [7] based on quantum protocols is well established by now and the possibility to simulate quantum mechanical many-body systems with quantum simulators [8, 9] is a growing field, new perspectives to exploit quantum mechanical coherence phenomena, for example in energy provision [10, 11], are just emerging.

Beyond the experimental capability to control quantum systems, any type of quantum engineering also needs appropriate theoretical tools that allow an experimentalist to extract optimal performance under given limitations of control, as typically imposed by power or frequency range of driving fields. Optimal control theory [12–15] provides elaborate and efficient schemes to identify e.g. shapes of laser or microwave pulses that drive a system towards desired properties. A particularly astonishing property of pulses designed by optimal control techniques is their robustness against experimental imperfections [16, 17]: for example inhomogeneous broadening in ensembles of quantum systems can be compensated essentially completely through suitably designed control pulses [18–20].

A disadvantage of these pulses is that they typically contain many frequency components; besides potential experimental challenges to generate such pulses, the complicated structure of these pulses renders it essentially impossible to understand why they result in their astonishing performance. In particular if we want to push the envelope to large many-body systems, the answer to the question of ‘why’ will become more and more important rather than the observation ‘that’ one can identify suitable pulses. The aim here is therefore to strive for an approach that permits to limit a pulse to given frequency components [21–24], resulting in rather simple pulse shapes.

The typical scenario of optimal control theory is dynamics induced by a system- or drift-Hamiltonian \( \mathcal{H}_D \) and an often time-dependent control Hamiltonian \( \mathcal{H}_C(t) \). The system Hamiltonian is assumed to be inaccessible to control, i.e. it contains no adjustable components, whereas the control Hamiltonian can be tailored in a time-dependent fashion. The central question of interest is to determine how the propagator \( \mathcal{U} \) induced by the time-dependent Hamiltonian \( \mathcal{H}(t) = \mathcal{H}_D + \mathcal{H}_C(t) \) changes if the control Hamiltonian is varied, since this provides the basis for an iterative improvement of \( \mathcal{H}_C(t) \) [12–14]. Typically, the time-dependence of the control Hamiltonian stems from the time-dependence of an externally applied control field, like a laser- or microwave field, so that \( \mathcal{H}_C(t) = \sum_i f_i(t) \mathbf{h}_i \), where the time-independent Hamiltonians \( \mathbf{h}_i \) describe the coupling of the system to the various control fields, and \( f_i(t) \) is the time-dependence of the amplitude of the corresponding field. The objects of interest thus are the functional derivatives \( \delta \mathcal{U}[f_i]/\delta f_i \).

In frequently employed control algorithms like Krotov [13] and GRAPE [14, 25] the time interval in which control is exerted is divided into many short sub-intervals and the time-dependence of control fields is described by step-like pulses that are constant within each sub-interval. Consequently, the time-evolution operator \( \mathcal{U} \) becomes a product of propagators for the individual sub-intervals that are induced by time-independent Hamiltonians, and the functional derivatives reduce to ordinary derivatives with respect to the fields’ amplitudes in the individual sub-intervals. These ordinary derivatives can be obtained rather efficiently, which results in the astonishing performance of Krotov and GRAPE. This decomposition of the control fields’ time-dependence in piecewise constant segments, however, often results in pulse-shapes that contain high-frequency components [21].

In this work, we will follow a parametrization of the control pulse in terms of Fourier modes [24–26]. By doing this, high-frequency components can be excluded by construction. We describe how the desired derivatives with respect to the control parameters can be obtained...
with Floquet theory, and demonstrate the performance of this approach for the control of spin interactions. In particular, the specific examples in Sec. [II] show that pulses with very few frequency components (typically less than ten) are sufficient to induce time-optimal gates or control entanglement dynamics with very high accuracy.

I. METHOD

In the following, we employ an expansion of the field amplitudes

\[ f_i(t) = \sum_j a_{ij} g_j(t) \]  

in periodic functions \( g_j(t) \) with a given periodicity \( T \). Since the period \( T \) can be chosen to coincide with the duration over which control is exerted, the assumption of periodicity does not result in any restriction in practice, but due to this periodicity Floquet theory \([13, 21, 27]\) can be invoked to determine the propagator \( \mathcal{U} \). According to Floquet’s theorem, the Schrödinger equation with a periodically time-dependent Hamiltonian with periodicity \( T \) has a complete set of solutions

\[ |\Psi_k(t)\rangle = e^{-i\varepsilon_k t} |\Phi_k(t)\rangle \]  

with the quasi-energies \( \varepsilon_k \) and periodically time-dependent state vectors \( |\Phi_k(t)\rangle = |\Phi_k(t + T)\rangle \), which are the eigenvalues and corresponding eigenstates of the Floquet operator \( \mathcal{K} = \mathcal{H} - i\partial_t \).

Due to their periodicity, the state vectors \( |\Phi_k(t)\rangle \) can be decomposed in a discrete Fourier series \( |\Phi_k(t)\rangle = \sum_\nu |\Phi_{k\nu}\rangle e^{i\nu t} \) with \( \Omega = 2\pi/T \). Introducing a state vector \( |\nu\rangle \) for the function \( e^{i\nu t} \) allows to express the time-derivative \( \partial_t \) through the number operator \( \hat{N} |\nu\rangle = \nu |\nu\rangle \), and the Floquet operator admits a matrix representation

\[ \mathcal{K} = \sum_\nu \mathcal{H}_\nu \otimes \pi_\nu + 1 \otimes \Omega \hat{N} , \]  

with raising operators \( \pi_\nu |\mu\rangle = |\nu + \mu\rangle \) and Fourier components \( \mathcal{H}_\nu = 1/T \int_0^T dt e^{-i\nu \Omega t} \mathcal{H}(t) \) of the Hamiltonian \( \mathcal{H}(t) \).

\( \mathcal{K} \) has a \( 2\pi/\Omega \)-periodic spectrum, and the eigenvalues \( \varepsilon_k \) and eigenvectors \( |\chi_k\rangle \) within one Brillouin zone, \( i.e. \) an interval of width \( 2\pi/T \), determine a complete set of solutions

\[ |\Psi_k(t)\rangle = \sum_\nu \langle \nu |\chi_k\rangle e^{i(\nu \Omega - \varepsilon_k) t} \]  

of the Schrödinger equation.

Together with the solutions given in Eq. (2) the propagator reads

\[ \mathcal{U}(t) = \sum_k |\Psi_k(t)\rangle \langle \Psi_k(0)| = \sum_k e^{-i\varepsilon_k t} |\Phi_k(t)\rangle \langle \Phi_k(0)| . \]  

Since \( \mathcal{U} \) is determined completely in terms of the eigen-system of \( \mathcal{K} \) via Eqs. (5) and (4), the desired derivatives of \( \mathcal{U} \) with respect to the control parameters \( a_{ij} \) are given by the corresponding derivatives of \( \varepsilon_k \) and \( |\chi_k\rangle \); these, in turn, are readily obtained from a perturbative analysis of \( \mathcal{K} \). As \( \mathcal{K} \) depends linearly on the control parameters \( a_{ij} \), the linear expansion

\[ \mathcal{K} = \mathcal{K}_0 + \sum_{ij} \mathcal{K}_{ij} (a_{ij} - a_{ij}^{(0)}) \]  

with \( \mathcal{K}_0 = \mathcal{K}|_{a_{ij}=a_{ij}^{(0)}} \) and \( \mathcal{K}_{ij} = \partial_{a_{ij}} \mathcal{K} \) is exact for any choice of \( a_{ij}^{(0)} \). The dependence of \( \varepsilon_k \) and \( |\chi_k\rangle \) on the control parameters \( a_{ij} \) can therefore be described by a series expansion with the small parameters \( a_{ij} - a_{ij}^{(0)} \), and the expansion coefficients in \( n \)-th order are given by the \( n \)-th order perturbative corrections with \( \mathcal{K}_0 \) as unperturbed operator and the perturbations \( \mathcal{K}_{ij} \). The explicit form of the derivatives reads

\[ \frac{\partial \varepsilon_k}{\partial a_{ij}} = \langle \chi_k | \mathcal{K}_{ij} | \chi_k \rangle , \quad \frac{\partial |\chi_k\rangle}{\partial a_{ij}} = -i \mathcal{K}_{ij} |\chi_k\rangle , \]  

\[ \frac{\partial^2 \varepsilon_k}{\partial a_{ij} \partial a_{pq}} = -\langle \chi_k | (\mathcal{K}_{ij} \mathcal{I}_{kpq} + \mathcal{I}_{kpq} \mathcal{K}_{ij}) | \chi_k \rangle , \]  

\[ \frac{\partial^2 |\chi_k\rangle}{\partial a_{ij} \partial a_{pq}} = (\mathcal{I}_{kij} \mathcal{I}_{kpq} + \mathcal{I}_{kpq} \mathcal{I}_{kij}) |\chi_k\rangle - \frac{1}{2} \langle \chi_k | (\mathcal{K}_{ij} \mathcal{I}_{kpq} + \mathcal{I}_{kpq} \mathcal{K}_{ij}) |\chi_k\rangle |\chi_k\rangle \]  

where \( |\chi_k\rangle \) is the eigenvector of \( \mathcal{K}_0 \) to the eigenvalue \( \varepsilon_k \), \( \mathcal{I}_{kij} \) is the pseudo-inverse of \( \mathcal{K}_0 - \varepsilon_k I \), \( i.e. \) the inverse restricted to the sub-space orthogonal to \( |\chi_k\rangle \), and \( \mathcal{T}_{kij} = \mathcal{K}_{ij} - \frac{\partial \varepsilon_k}{\partial a_{ij}} I \).

These derivatives determine the derivatives of the propagator \( \mathcal{U} \) and, in turn, of any target functional, \( i.e. \) property of the final state \( \rho(t_f) = \mathcal{U}(t_f) \rho(0) \mathcal{U}^\dagger(t_f) \) at a given final time \( t_f \) that is to be optimized. Similar to Krotov and GRAPE \([13, 14]\), this information can be used to improve a pulse sequence as parametrized by the \( a_{ij} \), and close-to-optimal pulses are obtained in an iterative manner.

The main goal of the present approach was to arrive at control pulses with a potentially narrow spectral range. Yet, the above expansion of a control sequence also yields various additional benefits:

- A control pulse is parametrized with comparatively few parameters; as shown below, pulses with less than 10 frequency components yield very satisfactory results, whereas conventional methods with piecewise constant functions typically require the optimization of several hundred or thousand parameters \([16, 17]\).

- Also higher order derivatives of \( \mathcal{U} \) with respect to the control fields can be obtained exactly, what improves convergence as compared to algorithms...
based on first derivatives only \cite{29,28}. The curvature is described by quadratically more scalars than the gradient, which makes its evaluation intrinsically more expensive, but due to the small number of control parameters in the present framework, accessing the exact curvature is certainly practical. If, however, this effort is to be avoided, the (scalar) curvature along a specific direction (typically the gradient) is also available in a perturbative analysis with a single perturbation \( \sum_{ij} b_{ij} K_{ij} \), where \( b_{ij} \) determines the direction along which the curvature is to be determined.

- Since the complete time-propagation operator is constructed, as opposed to its action on a predefined initial state, accessing non-linear target functionals \cite{29} hardly requires additional effort as compared to typical linear functionals like fidelity.

- Boundary conditions, such as smooth switching on and off of the pulses, can be realized easily through a suitable parametrization in Eq. (1).

- In order to find pulses which achieve a certain control goal in minimal time, we can use the duration of the pulse as a real control parameter, such that the algorithm searches for optimal solutions in the extended space of field amplitudes \( a_{ij} \) and pulse duration \( t_f \).

- Since all dynamics are given by time-dependent exponential functions, which can be integrated analytically, time-averaged target functionals can also be implemented without additional overhead. This permits, for example, to minimize the deviation from a desired dynamics over a finite time interval.

II. EXAMPLES

Having established our method, we will demonstrate its versatility by applying it to three selected problems from quantum information theory.

A. Entangling gates in minimal time

A fundamental task in quantum computation is to construct gates that entangle two spins \cite{30,32}. The unavoidable presence of decoherence makes it necessary to perform this operation in the shortest possible time. The easiest way to obtain time-optimal pulses is to let the algorithm find a solution with maximal entanglement for an initial pulse duration \( t_f = t_1 \) and then repeat for successively smaller times \( t_k < t_1 \) until a certain threshold of entanglement cannot be reached anymore \cite{32}. This method can be simplified significantly in the following way: Instead of iterating many times for different pulse durations, in the framework of our method, the duration \( t_f \) of the control pulse can be introduced as an additional control parameter, such that only a single optimization run is needed.

In our framework, as we want the control field to be switched on at \( t = 0 \) and switched off at \( t = t_f \) (\( f_i(0) = f_i(t_f) = 0 \)), we have to ensure that the zeros of the lowest frequency component \( \Omega \) coincide with the begin and the end of the control interval. This means that the product \( \Omega t_f \) has to be kept fixed, so that decreasing the pulse duration \( t_f \) implies an increase of the fundamental frequency \( \Omega \). If one takes trigonometric functions as the basis \( g_j(t) \) of the pulse, as we will do in this paper, one has \( \Omega t_f = \pi \). In order to incorporate this constraint, one eliminates \( t_f \) in Eq. (5) by \( t_f = \pi/\Omega \). The fact that \( \Omega \) is now used as an additional control parameter entails the following advantage: Since the Floquet operator \( U \) is linear in \( \Omega \), the derivatives of the propagator \( U \) with respect to \( \Omega \) can be obtained by using the same perturbation ansatz \cite{7} as for the control amplitudes \( a_{ij} \).

For the problem of creating time-optimal gates \( \mathcal{U}_d \), the target functional reads \( F = F_0 - F_p \). Here, \( F_0 = \text{Re}(\text{Tr}(U(t_f)|\mathcal{U}_d))/2 \) is the fidelity of the implemented gate, while \( F_p \) penalizes long pulse durations. The simplest choice for the penalty functional is \( F_p = pt_f \), where \( p \geq 0 \) is a parameter that decides on how strongly long pulse durations are penalized. If one chooses a strong penalty right from the beginning of the optimization, the algorithm tends to implement a fast gate but with very mediocre fidelity. For this reason, we started our algorithm with \( p = 0 \) and successively increased \( p \), as soon as \( F_0 \) exceeds a certain fidelity threshold \( F_{\text{thr}} \).

In the following, we consider the system Hamiltonian

\[
\mathcal{H}_0 = \frac{\omega_1}{2} \sigma_z^{(1)} + \frac{\omega_2}{2} \sigma_z^{(2)} + g_x \sigma_x^{(1)} \sigma_y^{(2)} + g_y \sigma_y^{(1)} \sigma_x^{(2)}
\]

with xx/yy-couplings of the spins and a (possibly small) splitting in z-direction, chosen at random. We assume control over the x- and y-component of both spins by the control Hamiltonian

\[
\mathcal{H}_c(t) = \sum_{k=x,y}^{j=1,2} \sum_{j=1,2} f_k^{(j)}(t) \sigma_k^{(j)}
\]

where the control pulse

\[
f_k^{(j)}(t) = \sum_{n=1}^{n_{\text{max}}} a_n^{(j,k)} \sin(\alpha \Omega t)
\]

contains \( n_{\text{max}} \) frequency components of a fundamental frequency \( \Omega \).

A general unitary gate \( \mathcal{U}_d \) acting on two qubits can be described up to local unitary transformations by only three parameters \cite{32}:

\[
\mathcal{U}(\alpha_x, \alpha_y, \alpha_z) = \exp\left( -i \sum_{k=x,y,z} \alpha_k \sigma_k^{(1)} \otimes \sigma_k^{(2)} \right)
\]
In order to test the performance of our algorithm, we implemented time-optimal gates that transform a product state into a maximally entangled state. Such maximally entangling gates are characterized by the inequalities $\alpha_x + \alpha_y \geq \pi/4$ and $\alpha_x + \alpha_y \leq \pi/4$ [34]. Fig. 1a) shows the time evolution of the fidelity $F_0$ for the controlled and uncontrolled system in the case where the maximally entangling gate $U_{(0.5,0.4,0.3)}$ is to be implemented in minimal time with a target fidelity of $F_{\text{thr}} = 1 - 10^{-4}$. As one can see, $n_{\text{max}} = 6$ Fourier components are sufficient to achieve a very good result with a fidelity of more than 99.99%. More frequency components do not yield substantially shorter pulse durations. 

![Figure 1: a) Logarithmic infidelity as a function of time for the implementation of the gate $U_{(0.5,0.4,0.3)}$ for $g_p = 5.40$ MHz, $g_p = 9.95$ MHz, $\omega_2 = 0.13$ MHz, $\omega_2 = 0.26$ MHz with (solid line) and without control (dashed line) in minimal time. Without control the gate can be realized with only modest fidelity. b) Typical run of the optimization routine to implement an entangling gate in minimal time. The time $t_f$ (solid line) is minimized, such that an operator fidelity (dashed line) of more than 99.99% is reached.]

The shortest time scale on which entanglement can be created is given by the intrinsic dynamics of the system. This time scale can be estimated by $\tau_{\text{char}} = \pi/(4g_{\text{max}})$, where $g_{\text{max}}$ is the largest coupling constant in the Hamiltonian [35]. In the example of Fig. 1a), we have $\tau_{\text{char}} \approx 0.08 \mu s$. This is comparable to the time scale $t_f = 0.11 \mu s$ of our control pulse, which suggests that we have found the time-optimal solution. As a rule of thumb, one can say that control takes the longer the better fidelities one wishes to achieve. However, the need for longer pulse durations scales only moderately with the desired fidelity, e.g. an increase of the fidelity from $F_0 = 1 - 10^{-4}$ to $F_0 = 1 - 10^{-6}$ only requires less than 2% more time.

Concerning the convergence of our algorithm, we see that it is not uncommon that the pulse duration is decreased too much in order to reach the initially specified target fidelity $F_{\text{thr}}$ (as it occurs in Fig. 1b) after 27 iteration steps). Nevertheless, in these cases the algorithm still finds the optimal solution by increasing the pulse duration again.

### B. Creating and maintaining entanglement

While it is relatively easy to transfer a system from a product state $|\Psi(0)\rangle = |\psi_1\rangle |\psi_2\rangle$ to a maximally entangled state $|\Psi_E\rangle$ at a given moment $t_f$ in time by using suitably tailored control pulses, it is often difficult to maintain high entanglement over a long time, since the intrinsic dynamics necessarily induces a decline of entanglement.

In order to avoid a sharp peak in entanglement and thus to maintain it over a longer time interval, one can minimize the curvature $|\partial^2 \mathcal{F}/\partial t^2|_{t=t_f}$ of an entanglement measure $\mathcal{F}$ at the moment $t_f$ in time when entanglement is needed. In this work, we used the tangle $C^2 = |\langle \Psi(t_f)| \sigma_y |\Psi^*(t_f)\rangle|^2$ [35] to measure entanglement. With our method, there is no need to approximate the derivatives of the propagator $U$ with respect to time (needed to calculate the curvature of $C^2$) using a method of finite differences, since Floquet theory permits us to compute it analytically as

$$\frac{\partial^m U}{\partial t^m} = - \sum_{k,\nu} (\nu \Omega - \varepsilon_k)^n \langle \nu | \chi_k \rangle \langle \Phi_k(0) | e^{i(\nu \Omega - \varepsilon_k) t} \rangle.$$  (12)

Similar to the problem in Sec. |1A| one can set up a target functional $F = F_0 - F_p$ with the tangle $F_0 = C^2$ as a measure of entanglement and a penalty functional $F_p = p (\partial^2 C^2/\partial t^2|_{t=t_f})^2$ with a non-negative parameter $p$ that penalizes a sharp peak of the tangle at $t = t_f$. It turned out that choosing a small value of $p$ (below we used $p = 10^{-4}$) for the whole iteration is sufficient to decrease the curvature by several orders of magnitude (practically to zero), while maintaining maximal the tangle at $t = t_f$.

In the following, we consider the system Hamiltonian [35] with control [10] and parametrization [1], the initial product state $|\Psi(0)\rangle$ is chosen at random. In the case displayed in Fig. 2 we used the state

$$|\Psi(0)\rangle = \prod_{k=1}^{N} \left( \cos \left( \frac{\theta_k}{2} \right) |0\rangle + e^{i\phi_k} \sin \left( \frac{\theta_k}{2} \right) |1\rangle \right)$$  (13)

with $\theta_1 = 1.59$, $\theta_2 = 2.10$, $\phi_1 = 5.23$, $\phi_2 = 0.57$ as the initial state. As one can see, the curvature of the tangle at the end of the control can be reduced significantly, in the present example from $10^2 (\mu s)^{-2}$ to $10^{-7} (\mu s)^{-2}$, by using a control pulse with only $n_{\text{max}} = 6$ frequency components. In the example for $t_f = 0.4 \mu s$, the pulse...
the evolution of entanglement around even further, at some point the time interval for which \( t_f \) seems to be fixed by the internal dynamics of the system and the attempt to reduce this curvature always results in a loss of fidelity. This fixed curvature can be explained by the restricted region in Hilbert space that the control can use in order to get from the state \( |\Psi(0)\rangle \) to the state \( |\Psi_E\rangle \). The constraint of arriving at a precise target state is simply too strong in order to vary a second quantity, in this case the curvature. The use of the tangle as the target functional, on the other hand, allows the control to explore a larger region of the Hilbert space, as there exists a large set of equally entangled states, which can be obtained from the target state \( |\Psi_E\rangle \) by local unitary operations.

C. Mediated interaction with inhomogeneous couplings

In solid-state systems the coupling between two spins is often too weak to entangle them, e.g. if dipole-dipole interaction is suppressed because of a large spatial separation of the spins. Nevertheless, an interaction can still be possible by using the indirect coupling via neighboring spins, as proposed for nitrogen-vacancy centers. With our method we can create entanglement between the end spins of a spin chain, even if the coupling strengths between the spins are only known up to a certain extent. Before discussing pulses that are robust against such variations in the coupling constants, we will first look at the creation of entanglement in the case that all couplings are known exactly.

We assume the Hamiltonian

\[
H_0 = \sum_{k=1}^{N} \frac{\omega_k}{2} \sigma_z^{(k)} + \sum_{k=1}^{N-1} \left( g_{x}^{(k)} \sigma_x^{(k)} \sigma_x^{(k+1)} + g_{y}^{(k)} \sigma_y^{(k)} \sigma_y^{(k+1)} \right)
\]  

(14)

to describe the spin chain and only control the end spins by the same Hamiltonian as in Eq. (9). The goal of entangling the end spins of the chain suggests to use an entanglement measure as the target functional. Unfortunately, the reduced state of the end spins is mixed and most entanglement measures (e.g. entanglement of formation) are non-analytic for mixed states. This non-analyticity would make the computation of the gradient of the target functional extremely expensive and unreliable. Therefore, we use as the target functional the lower bound

\[
\mathcal{F} = 2\text{Tr}(\rho_{1N}^2) - \text{Tr}(\rho_{1N}) - \text{Tr}(\rho_{1N}^2)
\]  

(15)

to describe the spin chain and only control the end spins. Here, \( \rho_{1N} \) is the reduced density matrix with respect to the end spins, \( \rho_1 \) and \( \rho_N \) are the reduced single spin density matrices of the end spins. This target functional is only quadratic in the states and permits us to compute all derivatives analytically.

Figure 2: Time evolution of the tangle \( C^2 \) for two interacting spins with \( g_x = 2.7 \text{ MHz}, \ g_y = 6.2 \text{ MHz}, \ \omega_1 = 0.3 \text{ MHz}, \ \omega_2 = 0.2 \text{ MHz} \). Without control (solid line) maximal entanglement can never be reached. The grey curves are obtained by maximizing the tangle at \( t_f = 0.2 \mu s \) (dotted curve) and \( t_f = 0.4 \mu s \) (dashed curve), respectively, by using a control pulse with \( n_{\text{max}} = 6 \) frequency components and fundamental frequency \( \Omega = \pi/t_f \). In black are depicted the corresponding curves that one gets if in addition the absolute curvature at \( t = t_f \) is minimized. The time interval for which the spins are highly entangled is considerably longer in these cases.
We tested our algorithm on chains of $N = 3$ and $N = 4$ spins with random couplings $g_{x,y}^{(k)}$ and splittings $\omega_k$ (see Fig. 3 a)), the separable initial states were also chosen at random ($\theta_1 = 1.39$, $\theta_2 = 1.28$, $\theta_3 = 0.71$, $\phi_1 = 6.03$, $\phi_2 = 0.95$, $\phi_3 = 5.30$ for $N = 3$ and $\theta_1 = 1.60$, $\theta_2 = 1.31$, $\theta_3 = 0.94$, $\theta_4 = 0.44$, $\phi_1 = 5.24$, $\phi_2 = 0.21$, $\phi_3 = 5.85$, $\phi_4 = 6.07$ for $N = 4$, according to the notation (28)). In these cases, a pulse with $n_{\text{max}} = 6$ frequency components is sufficient to entangle the end spins with a fidelity of at least $1 - 10^{-3}$, whereas only very little entanglement is generated without control.

In contrast to the above case, where the coupling constants were known exactly, experimentally they can only be measured with finite precision [41]. In order to estimate the loss of entanglement that results from an uncertainty in the coupling constants $g_{x,y}^{(k)}$, we applied the above pulses on spin chains whose coupling constants deviate by a certain error $\epsilon$ from the original coupling configuration and we calculated the resulting entanglement. The result for $N = 3$ is shown in Fig. 3 b), the error bars come from a test ensemble of 100 different coupling configurations. As one can see, entanglement is deteriorated significantly (by more than 20 %) if the coupling constants are only known up to 10 %. A way to avoid this problem is to maximize the target functional not only for one precise coupling configuration but to use as the target functional the averaged fidelity $\langle F \rangle_g$ for an ensemble of different coupling configurations $g = \{g_{x,y}^{(k)}\}_{k=1,..,N-1}$. This ensemble needs not to be large in order to yield very satisfactory results. As an example, we have optimized the averaged fidelity for an ensemble of only 10 coupling configurations in the case of $N = 3$ and then tested it on a larger ensemble of 100 configurations. This method leads to a big increase in entanglement, e.g. in the case of 10 % error from 78 to 96 %. Furthermore, the increase in control amplitude necessary to achieve this robustness is moderate: a factor of 2 for 10 % error, while for 5 % even a control amplitude comparable to the one without errors is sufficient.

**III. CONCLUSIONS**

Pulse shaping based on variational calculus with Floquet theory yields various advantages that promise to improve our capabilities to control quantum systems. Beyond the comparatively few parameters to be optimized and the resulting simple, smooth control pulses, in particular, the analytic dependence of the time-evolution operator on the variable “time” has proven very useful. As exemplified in Secs. II A and II B this property easily permits to minimize the duration of gate operations and to extend control targets from single points in time to finite time windows. This feature can, for example, also be employed to improve the decoupling of a system from its environment. In practice, system-environment interaction with resulting loss of coherence can not be eliminated completely, but a realistically targetable goal is a close-to-optimal revival of coherence after some finite time. The points in time where revivals occur, however, are changed through the application of control, so that targeting a revival at the point in time when it would have occurred without control may be unnecessarily difficult. Our framework, on the other hand, permits to leave this point in time a dynamical variable that is free to optimization. Since features like robustness against static noise that are common to typically employed control algorithms [42 43] can also easily be obtained, the present framework promises to be an attractive option to control quantum systems.
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