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Abstract

Various scholars have noted that the label “victim” frequently elicits connotations of stereotypical, passive femininity—especially when the crime entails rape or other forms of sexual violence. In three online experimental studies, British respondents were recruited to test whether written information about a sexual assault led observers to perceive the victim as more feminine in terms of character traits and facial appearance. Study 1 (n = 139) compared observers’ perceptions of a male victim to a man accused of sexual assault and a control condition. Study 2 (n = 165) was a conceptual replication, replacing the male with a female target. Study 3 (n = 278) extended Study 1 by adding a condition with a male victim of physical assault and another with a man who had engaged in consensual homosexual sex in order to assess whether feminizing effects were unique to victimization by sexual assault. Results revealed partial support for the feminization hypothesis. Male and female victims were consistently attributed fewer proscriptive masculine traits than target persons in other conditions, as well as more prescriptive feminine traits than target persons in the accused condition. Results for the feminization of facial features were inconsistent. We discuss potential implications of the results for sexual violence awareness-raising campaigns and understanding victims’ potential identity struggles.
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The term “victim” frequently elicits connotations of stereotypical, passive femininity—especially when the crime entails rape or other forms of sexual violence (Lamb 1999; Mardorossian 2014). Although male-male rape is gradually receiving more academic and societal attention, presentations of male rape are frequently limited to those occurring in a very specific context, such as against gay or prison populations (Cohen 2014; Javaid 2015a). Yet prevalence studies indicate that male sexual assault should not be dismissed as an extraordinary occurrence, or one merely confined to specific population groups. For instance, according to results from the National Intimate Partner and Sexual Violence Survey conducted by the Centers for Disease Control and Prevention in 2011 (Breiding 2014), 1.7% of men in the United States indicate they have been raped (compared to 19.3% of women), whereas 23.4% of men indicate they have experienced other forms of sexual assault (compared to 43.9% of women). Despite these figures (a presumably significant dark number), male victimization often remains depicted as exceptional or negligible.

The association of victimhood and sexual violence with (passive) femininity has been hypothesized to obstruct recognition of male victims of sexual assault and to potentially complicate the reaffirmation of victims’ own sense of (masculine) identity (Javaid 2016; Stemple and Meyer 2014). It is not without reason that several anti-rape campaigns have attempted to tackle the persistent myth that “real men can’t get raped” (e.g., the anti-rape advertising by SurvivorsUK “Real men get raped” in 2012; SurvivorsUK 2018, and the photography project “Project Unbreakable” set up by Grace Brown in 2011; Brown 2017). This myth is likely to be so tenacious because rape victimization is a doubly feminine phenomenon: (a) because it entails (interpersonal)
victimization, triggering associations of weakness and vulnerability traditionally associated with femininity and (b) because it forces the victim into a particular role within sexual relations that is typically allocated to the feminine party. Rape hence has been described as a gendering crime, that is, one that has the potential to feminize its victims (Marcus 1992; Mardorossian 2014).

The primary focus of the current paper is whether and how conceptions of gender roles that are subsumed within people’s ideas of sexual violence influence their perceptions of (male) victims. At this moment, a small number of experimental studies have investigated the influence of gender stereotypes on perceptions and evaluations of victims (Howard 1984a; Masser et al. 2010). However, very few experimental studies have been conducted that examine whether and how (sexual) victimization changes people’s gendered perceptions of a victim (but see, Howard 1984a). The studies presented in the current paper employed experimental designs to investigate whether information about sexual victimization causes observers to feminize the victim. We tested whether respondents ascribe more stereotypically feminine—and fewer stereotypically masculine—traits and facial features to a man (Studies 1 and 3) or woman (Study 2) when they learn that this person was a victim of a sexual assault. To assess whether this potential feminizing effect is specific to victimization through sexual violence, we also examined reactions to the separate components of victimization/interpersonal violence and homosexuality (Study 3).

Gender and Gendering

To be able to give meaning to the conception of rape as a potentially gendering crime, it is necessary to make a clear (yet simplified: see Ainsworth 2015) distinction between sex and gender. We reserve the term sex for the categories B and gender. We reserve the term sex for the categories B yet simplified: see Ainsworth 2015) distinction between sex has been described as a gendering that is typically allocated to the feminine party. Rape hence forces the victim into a particular role within sexual relations ability traditionally associated with femininity and (b) because victimization, triggering associations of weakness and vulnerability, emotionality, and passivity (Gilbert 2002) and stereotypical masculinity with notions of toughness, rationality, and action (Connell and Messerschmidt 2005). Broadly speaking, femininity and masculinity dichotomously map onto the domain of warmth, communion, or expressiveness, and onto the domain of competence, agency, or instrumentality, respectively (Abele and Wojciszke 2007).

Despite the persistent presence of gender stereotypes through time, studies have also shown that cultural values and circumstantial factors influence perceptions of gender (Cuddy et al. 2015). For instance, Koenig and Eagly (2014) demonstrated that the observed or expected (occupational) role of a social group influences the character traits people attribute to that group (also Eagly and Steffen 1984). Additionally, studies by Fiske et al. (2002) have shown that whereas housewives as a group are generally rated high in warmth but low in competence in accordance with traditional notions of women, feminists are rated as higher in competence but low in warmth. Hence, associations with particular occupations, studies, roles, etc. may make a person seem more feminine or masculine in the eyes of the perceiver, regardless of their assigned sex. These studies confirm that contextual factors can have a gendering function. Gendering “shows gender as an active ongoing process, rather than something that is ready-made and fixed” (Pilcher and Whelehain 2004, p. 59; see also Butler 1988). We call a phenomenon gendering when there is something inherent to our understanding of it that (re)produces distinctions between (passive) femininity and (active) masculinity (Mardorossian 2014). In the present article, we seek to provide more substance to the impression that victimization, particularly through sexualized violence, feminizes the victim. This idea has been broadly voiced in feminist scholarship, but has received relatively little consideration in social psychological (experimental) research.

Although the attention paid to the interplay between sexual violence and gendering processes in gender studies has thus far found little resonance in social scientific studies, the presumed function of feminization—normalization of a transgression—fits well within several major theories related to observers’ reactions to victims. First, Lerner (1980) coined the just world theory to explain why innocent sufferers are at times met with a (severe) lack of empathy. This author listed a number of coping strategies observers may (unconsciously)
employ to protect their inherent need to believe that people get what they deserve. Although he framed his theory in terms of justice (also Hafer 2000), it has more recently been posed that people’s ideas of deservingness may have more to do with what they normatively expect rather than what they think is ethically correct (Proulx et al. 2012). Following this interpretation of justice, feminization, alongside strategies of blaming the victim, may function to reaffirm one’s need to believe in a “normal” world. Second, this interpretation is congruent with system justification theory (Jost and Banaji 1994), which postulates that people have a strong need to justify their societal system even when it disadvantages them. Both theories concur that negative observer reactions to victims can be read as an effort to re-establish predictability—be it in the form of justice or the status quo (see also Proulx et al. 2012). In the case of sexual violence, the reaffirmation of normality—hence the diminishment of threat caused by transgression—may well be entangled with the reaffirmation and production of gendered stereotypes (Cohen 2014; Gavey 2005).

**Feminization through Sexual Violence**

Various authors have illuminated the gendering dimension of rape. The gendering effect of rape refers to the process of reinforcing and/or scripting gendered stereotypes: masculinizing the perpetrator and feminizing the victim (MacKinnon 1989; Sivakumaran 2005). Marcus (1992, p. 391) keenly summarized the implication of power in the social construction of gender and rape: “masculine power and feminine powerlessness neither simply precede nor cause rape; rather, rape is one of culture’s many modes of feminizing women.” Although Marcus here emphasized the female victim as subject, the feminizing effects of rape may be all the more apparent when the victim is a man. As stated by Bonthuys (2008, p. 255), “a man who is raped loses his masculine status and becomes, in terms of his sexual role, a woman—while the sexually subordinate status of a woman who is raped is thereby confirmed.”

A paper by Mulkey (2004) examining clinical group therapy with men who were victims of sexual violence illustrates the way in which participants experienced a loss of their masculinity and a subsequent need to build a new form of masculine identity. In fact, Mardorossian (2014) suggests approaching femininity and masculinity as structural positions of power, completely dissociated from biological sex. This approach facilitates the acknowledgment that sexual violence concerns constructed vulnerabilities and subordination rather than the female body per se (also Cahill 2000). The gendering effect of sexual violence is perhaps most blatantly illustrated in the context of male prisons, where victims may be forced to wear make-up and dress femininely (Gear and Ngubeni 2002), or in rape as a weapon of war (Bergoffen 2009; Skjelsbaek 2001). However, exclusively focusing on such contexts risks denying or normalizing occurrences of rape that are less “spectacular” and happen closer to home, such as those between intimates or acquaintances (Code 2009).

The sources we mentioned mostly originate from domains in, or intersecting with, gender studies. In social psychological research on perceptions of victims, Howard (1984a) is, to the best of our knowledge, the only researcher who has measured the feminizing effect of rape in an experimental study. Employing a vignette study, Howard found that respondents rated both male and female victims of rape as more feminine than they rated victims of robbery. She furthermore demonstrated that perceptions of femininity were associated with attributions of (characterological) blame. Howard’s study focused on the stereotypical “real” (stranger) rape, and hence she suggested that future studies should examine whether similar effects occur in response to acquaintance rape scenarios.

More recently, Papendick and Bohner (2017) demonstrated that even the use of the word “victim” led respondents to perceive a woman who had been raped as weaker, more passive, and more innocent compared to a female “survivor” of rape. Other experimental studies that touch on the gendered aspects of (sexual) victimization include studies that have demonstrated that respondents find feminine-looking victims less blameworthy than masculine-looking victims (Little and Terrance 2010) and victims who express stereotypically feminine emotions (i.e., fear and sadness) more credible than victims who express stereotypically masculine emotions such as anger (Bosma et al. 2018). Additionally, Masser et al. (2010) found that female victims who defy gender stereotypes in addition to victim stereotypes, are judged more negatively than female victims who adhere to a prescriptive feminine role. These studies tap into gendered dimensions of (sexual) victimization, but they have not directly measured whether and how victimization influences third-party perceptions of the (gendered) identity of the target person.

**The Current Study**

A likely cause of the lack of experimental research on the gendering effects of rape is the tendency in social psychological experiments to conflate social gender with sex. As noted by Butler (1994, pp. 5–6) regarding the relation of the concepts sex and gender: “that there are competing feminist views on how that tension ought to be formulated is clear, but few, if any, feminist texts proceed with a simple parenthetical conflation of the two.” Nevertheless, this is precisely what many social scientists do (most recently, Felson and Palmore 2018). Certainly, the more encompassing definitions of gender are difficult to capture as a factor in a simple experimental design. Yet understanding sex and gender as synonyms prevents researchers from getting a better grasp of the specific effects of gender stereotypes and of processes that can gender
In the current set of experiments, we aimed to investigate these gendering processes by testing whether sexual victimization, partially in comparison to non-sexual victimization and consensual sex, influences respondents’ perceptions of the character traits and facial features of the victim. We were primarily interested in whether (sexual) victimization itself changes third-party perceptions of a target person. This entailed distinguishing between the constructs of gender and sex, whereby gender was operationally defined through stereotypical masculine and feminine character traits, as well as average male and female facial features. Using the BSRI (Bem 1974), Prentice and Carranza (2002) demonstrate a distinction between groups of traits that are perceived as either prescriptive or prescriptive, as well as masculine or feminine. Prescriptive masculine traits, for example, are those traits that are considered generally desirable, but more expected in men than in women. Examples include competence and rationality. Masculine prescriptive traits, on the other hand, are traits that are considered generally undesirable, yet more normatively accepted in men than in women, such as domination or arrogance. We expected that attempts by observers to normalize rape victimization led them to ascribe more feminine traits and less masculine traits to the victim. Additionally, we expected that the feminization of victims also occurred in a more implicit manner, meaning that the process of feminization may occur, at least in part, without full awareness or full control of the observer. To test this point, we included a measure that was intended to indirectly measure whether respondents feminize the appearance of the victim. We hypothesized that feminization is a particular function of sexual victimization, rather than of either (homo)sexuality or interpersonal victimization independently.

In Study 1, the extent of feminization of a male student (including picture) described as (a) a victim of sexual assault was compared with (b) a male student accused of sexual assault or (c) a male student who did not describe any further. In Study 2, the same conditions were applied but with a female target person. In Study 3, a male target person was depicted once more, and two comparison conditions were added: (d) a victim of physical assault and (e) a male student who engaged in consensual sex with another male student. In all studies, feminization was measured in several ways. First, through prescriptive and prescriptive masculine and feminine traits; second, by an explicit question regarding how feminine or masculine the target person seemed; and third, by an implicit measure that involved selecting one of two morphed pictures. Through morphing the original picture of the target person, masculinized and feminized versions of the original photo were available (DeBruine and Jones 2017). Respondents were asked which of these two versions, in their opinion, most resembled the original picture of the target person. The gender of respondents was included as a predictor in Studies 2 and 3 because previous studies have indicated that men and women respond differently to victims of sexual violence (Grubb and Harrower 2008). Study 3 also included questions about respondents’ sexual orientation and experience with (sexual) victimization.

Participants in all studies rated the emotional expression in the picture of the target person. Respondents in Studies 2 and 3 additionally replied to an open-ended question regarding their expectations of what had occurred between the target person and the other student, and Study 3 included a final question about how close or distant respondents felt to the target person. These questions are not directly related to the formulated feminization hypothesis, and their results will be reported separately. Participants in each study were recruited via the online UK-based platform Prolific Academic. For every study, respondents’ eligibility criteria included a minimum age of 18 years, UK nationality, and non-participation in relevant previous studies conducted by the authors on the same platform. All studies were reviewed and approved by the relevant ethical review board before data collection. (The complete vignettes are available in the online supplement.)

**Study 1**

In Study 1, we tested the hypothesis that male victims of a sexual assault are perceived as more feminine than either persons accused of a sexual assault or control target persons.

**Method**

**Participants**

Using the calculation software G*Power (Faul et al. 2007), we determined the required sample size to be able to detect a medium effect among three conditions with a power of .70 at alpha level .05. This yielded a total required sample size of 129 respondents. Our initial sample size was 151, of which 12 were excluded because they had been allocated to one of the two experimental conditions but failed to answer the manipulation check correctly. The sample that remained consisted of 139 respondents of British nationality (105 women; $M_{age} = 35.8, \; SD_{age} = 10.5$, range = 18–65). Participants took approximately 5 min to complete the survey and were awarded £.50 for their participation.

**Procedure and Materials**

Participants were informed that in our study they would be asked to make an estimation of the personality of a target person based on a picture of that person. They were additionally warned that the study might include sexual and/or
potentially upsetting information. Participants consented to participate in the study by entering their prolific ID number following information about the study and before being able to continue to the experiment. Participants were randomly assigned to one of three conditions. All three conditions (one control; two experimental) included a picture of a young White man. In the control condition, participants were shown the picture without any further descriptions besides his name. In the experimental conditions, participants were additionally informed either that the depicted individual had been accused of or had become a victim of sexual assault during a party at his college.

Participants were asked to take a careful look at the photo and rate the man in the picture on 28 (randomized) traits. Additionally, participants were asked to what extent they thought the man in the picture expressed the following emotions: anger, sadness, disgust, fear, contempt, happiness, guilt, and shame. Afterwards, participants were asked to select one of two pictures (feminized vs. masculinized) that they thought more closely resembled the first picture they had seen. The placement of these pictures on the screen (left – right) was randomized: each featured on the left and the right half of the time. At the end of the questionnaire, respondents were asked to provide demographic information. Finally, respondents were asked what was indicated in the description attached to the picture they saw of Michael (accused of sexual assault; victim of sexual assault; nothing). This question served as a manipulation check.

**Vignettes** The vignettes included limited information about a student named Michael. In the victim condition:

Michael has become a victim of sexual assault during a fraternity party at his college. He has reported the incident to the University Board. Although the alleged perpetrator claims otherwise, Michael states that the sexual activity between them was not consensual. Michael explains that they had both had a lot to drink. He states that he told the alleged perpetrator "no" several times, but was too confused and scared to physically resist or start shouting.

In both victim and accused conditions, the gender of the other party (accused or victim respectively) remained unspecified. (For all vignettes used in the three studies, see the online supplement.)

**Feminization Versus Masculinization** The gendering effect of sexual assault was measured through the attribution of personality traits to the target person. A selection of six prescriptive masculine (i.e., decisive, self-reliant, high self-esteem, competent, disciplined, and rational; \(\alpha = .83\)) and six prescriptive feminine traits (i.e., controlling, cynical, self-righteous, arrogant, domineering, and insensitive; \(\alpha = .90\)), as well as six prescriptive feminine (i.e., warm, kind, sensitive to the needs of others, friendly, patient, and helpful; \(\alpha = .91\)) and six proscriptive feminine traits (i.e., child-like, naïve, overly emotional, weak, melodramatic, and gullible; \(\alpha = .80\)), was taken from Prentice and Carranza (2002). Each was rated on a 7-point scale ranging from 1 (not at all) to 7 (very). Responses across each set of six items were averaged so that higher scores indicated stronger endorsement of a trait dimension. Two additional explicit items were included that required respondents to rate how “feminine” and how “masculine” they perceived Michael to be.

**Morphed Pictures** As an implicit measure of feminization, participants were asked at the end of the survey to select the one of two pictures they thought more closely resembled the first picture they had seen of Michael. In fact, neither of the two pictures was the original picture to which participants had been exposed. Rather both pictures were 50% morphed versions that rendered the face either more masculine or more feminine. All pictures were taken from an open access image base (DeBruine and Jones 2017; credited to faceresearch.org; see the online supplement), and were tested in a pilot study (\(n = 69\)) on several features, including perceived age, attractiveness, and general impression. All but one of these respondents could identify which picture had been feminized.

**Results**

**Character Traits**

A one-way Multivariate Analysis of Covariance (MANCOVA) was conducted that included the dependent variables: prescriptive masculine traits, prescriptive feminine traits, proscriptive masculine traits, proscriptive feminine traits, and the two one-item ratings of how explicitly masculine and feminine the target person seemed. Because there was a vastly uneven distribution of male (\(n = 33\)) and female (\(n = 105\)) respondents, respondent gender was included as a control variable, but not as an independent variable in the MANCOVA. Cell sizes ranged from 42 to 51 participants. We used Dunnett’s (1985) tests with victim condition as the reference group to probe significant effects. Correlations and descriptive statistics are presented in Table 1, and group comparisons are displayed in Figs. 1 and 2.

There was a statistically significant overall multivariate main effect across the dependent variables for the experimental condition, \(F(12, 260) = 1.81, \ p = .046\), Wilks’ \(\Lambda = .85\), \(\eta_p^2 = .08\), but not for gender of respondents, \(F(6, 130) = 2.02, \ p = .068\), Wilks’ \(\Lambda = .92\), \(\eta_p^2 = .09\). Looking at the univariate effects, a significant main effect was found across experimental conditions on proscriptive masculine traits, \(F(2, 135) = 4.01, \ p = .020, \eta_p^2 = .06\), such that the male target in
the victim condition was regarded as less proscriptively masculine than both the control \((p = .034, 95\% CI [-.92, -.09])\) and accused \((p = .016, 95\% CI [-1.00, -.12])\) men. The main effect for prescriptive feminine traits was also significant, \(F(2, 135) = 4.65, p = .011, \eta^2_p = .06\), such that the victimized man was rated as significantly more prescriptively feminine than both the control \((p = .038, 95\% CI [.07, .85])\) and accused \((p = .008, 95\% CI [.19, 1.01])\) men. Furthermore, a significant effect of type of description was found on the explicit femininity rating, \(F(2, 135) = 3.86, p = .023, \eta^2_p = .05\), wherein the male victim was perceived to be more explicitly feminine than both the control \((p = .050, 95\% CI [.06, .99])\) and accused \((p = .024, CI [.14, 1.12])\) men. Thus our hypothesis was supported in that the victimized man was perceived, by both women and men, as less proscriptively masculine, more prescriptively feminine, and more explicitly feminine than the control or accused men.

No significant main effects were found on the dimensions of prescriptive masculine traits, \(F(2, 135) = .60, p = .550, \eta^2_p = .01\), and prescriptive feminine traits, \(F(2, 135) = 1.16, p = .316, \eta^2_p = .02\). Also, no significant effect was found for explicit masculinity ratings of the target person, \(F(2, 135) = 2.52, p = .084, \eta^2_p = .04\). Thus support for our hypotheses did not extend to perceptions of prescriptive masculinity, prescriptive femininity, or explicit ratings of masculinity.

Re-running the three significant analyses with the accused condition as reference group demonstrated there were no significant differences between the accused and the control condition (prescriptive masculinity: \(p = .886\); prescriptive femininity: \(p = .712\); and explicit femininity: \(p = .886\)). Although not related to our hypotheses, it is interesting that the accused male perpetrator was regarded no differently from the neutral control target across all six of our measures of masculinity and femininity.

### Manipulated Pictures

The Chi-square test of homogeneity indicated that the proportion of selected feminized pictures was not equal across conditions, \(\chi^2(2) = 7.89, p = .019, \phi_C = .24\). Respondents more frequently selected the feminized picture in the victim condition compared to the control condition, \(\chi^2(1) = 4.15, p = .016, \phi_C = .28\). In the control condition, 37.3\% \((n = 19)\) of respondents chose the feminized picture as the one more closely resembling the original picture, whereas in the victim condition, 65.2\% \((n = 30)\) of respondents chose the feminized picture.

### Table 1

Descriptive statistics and correlations of the feminization outcome variables, study 1

| Variables                  | Control  | Victim   | Accused  | Correlations     |
|----------------------------|----------|----------|----------|-----------------|
|                            | M (SD)   | M (SD)   | M (SD)   |                 |
| 1. Prescriptive masculinity | 4.30 (.94)  | 4.30 (.79)  | 4.13 (.88)  |                 |
| 2. Proscriptive masculinity| 3.97 (1.21)  | 3.46 (.92)  | 4.06 (.99)  |                 |
| 3. Prescriptive femininity  | 3.75 (1.14)  | 4.21 (.81)  | 3.61 (.89)  |                 |
| 4. Proscriptive femininity  | 3.09 (1.04)  | 3.30 (1.00)  | 3.06 (1.82)  |                 |
| 5. Explicit femininity      | 2.22 (1.21)  | 2.74 (1.27)  | 2.12 (1.92)  |                 |
| 6. Explicit masculinity     | 5.10 (1.15)  | 4.57 (1.21)  | 4.64 (1.48)  |                 |
| 7. Implicit femininity      | 1.37 (.49)  | 1.65 (.48)  | 1.45 (.50)  |                 |

\(n = 139\). Means with different subscripts in a row differed significantly \((p < .05)\)

* \(p < .05\). ** \(p < .01\)
picture. The comparison between the victim condition and the accused conditioned (45.2%, \( n = 19 \)) followed a similar pattern but was not significant (\( p = .095 \)).

**Study 2**

In the first study, extensive support was found for the hypothesis of victim feminization. Male victims were perceived as more feminine than target persons in other conditions on two of the four character trait dimensions. Their facial appearance was also reevaluated as more feminine compared to the control condition. A second study was conducted to assess whether similar feminization patterns could be found in response to female target persons. We suspected that processes of feminization would be more difficult to detect because respondents are likely to rate women as feminine regardless of victim status.

**Method**

**Participants**

Participants were recruited in the same way as in Study 1 by using the same selection criteria. Using G*Power, we determined our sample size to detect a small-to-medium effect (\( f^2 = .05 \)) between three conditions with a power of .70 at alpha level .05. This yielded a total required sample size of 159 respondents. The collected respondent sample consisted of 183 respondents, of which 18 people were excluded because they had been allocated to one of the two experimental conditions but failed the manipulation check. The sample that remained consisted of 165 respondents of British nationality (86 women; \( M_{age} = 36.2, SD = 12.6, range = 18–80 \)). Participants needed approximately 5 to 6 min to complete the survey and received £.70 for their participation.

**Procedure and Materials**

Study 2 was almost an exact duplication of Study 1, except that the current study used a picture of a White female target person named Melanie instead of a male target person. Additionally, one open question was added after the manipulation check in the two experimental conditions. Respondents were asked to describe what they imagined had happened during the sexual assault of which the target person was the accused or the (alleged) victim. Personality traits were again grouped under prescriptive masculine traits (Cronbach’s alpha in the present study = .86), prescriptive masculine traits (\( \alpha = .78 \)), prescriptive feminine traits (\( \alpha = .79 \)), or prescriptive feminine traits (\( \alpha = .93 \)).

**Results**

**Character Traits**

A two-way Multivariate Analysis of Variance (MANOVA) was conducted that included the dependent variables: prescriptive masculine traits, prescriptive feminine traits, prescriptive masculine traits, prescriptive feminine traits, and the two explicit one-item ratings femininity and masculinity. Type of description (condition) and respondent gender were included as independent variables, resulting in a \( 3 \times 2 \) between-subjects design, with cell sizes ranging from 18 to 31. Dunnett’s (1985) tests with victim condition as the reference group were used to probe significant effects. Correlations and descriptive statistics are presented in Table 2, and group comparisons are displayed in Figs. 1 and 2.

There was a statistically significant overall multivariate effect across the dependent variables for the experimental condition, \( F(12, 306) = 2.36, p = .006, \) Wilks’ \( \Lambda = .84, \eta_p^2 = .09 \), and for respondent gender, \( F(6, 153) = 2.24, p = .043, \) Wilks’ \( \Lambda = .92, \eta_p^2 = .08 \). The interaction effect between respondent gender and experimental condition was not statistically significant, \( F(12, 306) = .66, p = .786, \) Wilks’ \( \Lambda = .95, \eta_p^2 = .03 \).
Experimental Conditions

Looking at the univariate effects across experimental conditions, a significant main effect was found on proscriptive masculine traits, \( F(2, 158) = 9.87, p < .001, \eta^2 = .11 \), such that the female target in the victim condition was regarded as less proscriptively masculine than both the control (\( p = .038, 95\% \) CI \([- .88, - .02]\)) and the accused (\( p < .001, 95\% \) CI \([- .37, - .50]\)) women. The main effect for prescriptive feminine traits was also significant, \( F(2, 158) = 4.53, p = .012, \eta^2 = .05 \), such that the victimized woman was rated as significantly more prescriptively feminine than the accused woman (\( p = .003, 95\% \) CI \([- .22, 1.16]\)), although not significantly more than the female target in the control condition (\( p = .12 \)). Thus our hypothesis was partly supported in that male and female respondents perceived the victimized woman as less proscriptively masculine than both the control and accused women, as well as more prescriptively feminine compared to the female target in the accused condition.

No significant main effects were found on the dimensions of proscriptive masculine traits, \( F(2, 158) = 2.81, p = .063, \eta^2 = .03 \), and proscriptive feminine traits, \( F(2, 158) = 3.03, p = .051, \eta^2 = .04 \). Also, no significant main effects were found for ratings of explicit femininity, \( F(2, 158) = 1.91, p = .151, \eta^2 = .02 \), and ratings of explicit masculinity, \( F(2, 158) = 1.60, p = .205, \eta^2 = .02 \). Thus support for our hypotheses did not extend to perceptions of proscriptive masculinity, proscriptive femininity, or explicit ratings of femininity or masculinity.

Re-running the analysis with the accused condition as reference group demonstrated that a woman accused of sexual assault was also attributed more proscriptive masculine traits than the control condition (\( p = .019, 95\% \) CI \ [.07, .90\]). No differences between the accused condition and control condition were found on the dimension of prescriptive femininity (\( p = .226 \)). Results hence indicate that a woman accused of sexual assault is viewed as more proscriptively masculine than the other female targets.

Gender Differences

Looking at the univariate effects for gender of the respondent, a significant effect was found on proscriptive feminine traits, \( F(1, 158) = 4.87, p = .029, \eta^2 = .03 \), wherein male respondents generally attributed more proscriptive feminine traits (\( M = 3.32, SD = .87 \)) to target persons than female respondents did (\( M = 2.99, SD = .91, Cohen\’s d = .37 \)). No significant main effects were found on the dimensions of proscriptive masculine traits (\( p = .055 \)), prescriptive masculine traits (\( p = .275 \)), proscriptive feminine traits (\( p = .978 \)), or explicit femininity (\( p = .242 \)) and masculinity (\( p = .647 \)). Male respondents thus perceived female targets as more prescriptively feminine than female respondents did.

Manipulated Pictures

The Chi-square test of homogeneity indicated that respondents did not feminize the facial features of a victim compared to persons in the accused or control condition. The feminized picture was selected 51.7% (\( n = 31 \)) in the control condition, 50.0% (\( n = 28 \)) in the accused condition, and 59.2% (\( n = 29 \)) in the victim condition (\( p = .609 \)).

Study 3

In Studies 1 and 2, similar patterns of feminization were found between the victim with the control and accused condition on the trait dimensions of proscriptive masculinity and prescriptive femininity, although absolute feminization (i.e., significant differences between the victim and control condition) was more prominent in the study with male targets. The third study examined reactions toward a male target person (Michael) once more with the aim of investigating whether the feminization effects we had found were unique to sexual victimization. The purpose of this third study was thus to disentangle two components of sexual violence that potentially have a feminizing effect: becoming a victim of (an

\[ \text{Table 2} \]

Descriptive statistics and correlations of the feminization outcome variables, study 2

| Variables                | Control (M, SD) | Victim (M, SD) | Accused (M, SD) | Correlations |
|--------------------------|-----------------|----------------|-----------------|--------------|
|                          |                 |                 |                 | 1 2 3 4 5 6  |
| 1. Prescriptive masculinity | 4.62 (.90)     | 4.53 (.82)     | 4.28 (.62)     |              |
| 2. Proscriptive masculinity | 3.86 (1.10)    | 3.40 (1.18)    | 4.34 (.70)     | .04          |
| 3. Prescriptive femininity  | 3.93 (1.31)    | 4.31 (1.00)    | 3.62 (.86)     | .44** −.54** |
| 4. Proscriptive femininity  | 3.04 (1.03)    | 2.99 (.73)     | 3.40 (.85)     | −.23** .27** .08 − |
| 5. Explicit femininity    | 4.45 (1.43)    | 4.71 (1.43)    | 4.20 (1.20)    | .18* −.53** .60** .00 − |
| 6. Explicit masculinity   | 3.30 (1.56)    | 2.92 (1.38)    | 3.46 (1.33)    | −.06 .52** −.49** .015 −.68** − |
| 7. Implicit femininity    | 1.52 (.50)     | 1.58 (.50)     | 1.50 (.50)     | .05 −.18* .19* −.08 .17** −.13 |

\( n = 165 \). Means with different subscripts in a row differed significantly (\( p < .05 \))

\( * p < .05. ** p < .01 \)
interpersonal) crime and being involved in a homosexual act. Hence, the current study included the three conditions of the previous studies, as well as a condition where Michael states he has become a victim of physical assault and a condition in which Michael reportedly engaged in a one-night stand with another male student.

**Method**

**Participants**

Participants were recruited in the same way as in Studies 1 and 2 by using the same selection criteria. Using G*Power, the required sample size was calculated for detection of a small to medium effect ($t^2 = .05$) between five conditions with a power of .70 at alpha level .0021 (.05 divided by 24 total planned comparisons with the victim of sexual assault condition). This yielded a total required sample size of 262 respondents. The respondent sample initially consisted of 319 respondents, of which 28 people were excluded because of missing data and another 13 were excluded because they had been allocated to one of the four experimental conditions but failed the manipulation check. The sample that remained consisted of 278 respondents of British nationality (137 women; $M_{age} = 36.6, SD = 12.2, \text{range} = 18–72$). Of these respondents, 18 identified as gay, lesbian, or bisexual; 255 as heterosexual; and five preferred not to answer; 28.1% ($n = 78$) of the total sample confirmed that they or someone close to them had been a victim of (sexual or physical) violence. Participants needed approximately 8 to 10 min to complete the survey and received £1.00 for their participation.

**Procedure and Materials**

Study 3 was similar in design to Studies 1 and 2. This time, five conditions with a male protagonist were included: a control condition where hardly any information was given and four conditions where the protagonist Michael was described as either accused of sexual assault, a victim of sexual assault, a victim of physical assault, or having had a one-night stand with another man. In contrast to the previous studies, every experimental condition emphasized that the other party featured in the scenario was also a male student. In addition to the feminization-related questions, respondents were asked to describe what they imagined had happened during the sexual/physical assault of which the target person was the accused or the (alleged) victim. Two questions were included to collect data on sexual orientation and experiences of victimization. Personality traits were again grouped under proscriptive masculine traits (Cronbach’s alpha in the present study = .88), prescriptive masculine traits ($\alpha = .77$), proscriptive feminine traits ($\alpha = .86$), or prescriptive feminine traits ($\alpha = .91$).

**Results**

**Character Traits**

A two-way Multivariate Analysis of Variance (MANOVA) was conducted that included the dependent variables: prescriptive masculine traits, prescriptive feminine traits, proscriptive masculine traits, proscriptive feminine traits, and two one-item measures of explicit femininity and masculinity. Type of description (experimental condition) and respondent gender were included as independent variables, resulting in a $5 \times 2$ between-subjects design, with cell sizes ranging from 20 to 36. Neither victim experience nor sexual orientation had an independent effect, so no covariates were included in the final analysis. We again used Dunnett’s (1985) tests with victim condition as the reference group to probe significant effects. Correlations and descriptive statistics are presented in Table 3, and group comparisons are displayed in Figs. 1 and 2.

There was a statistically significant overall multivariate effect across the dependent variables for both the experimental condition, $F(24, 915) = 1.82$, $p = .010$, Wilks’ $\Lambda = .85$, $\eta_p^2 = .04$, and gender of respondents, $F(6, 262) = 3.68$, $p = .002$, Wilks’ $\Lambda = .92$, $\eta_p^2 = .08$. The interaction effect between respondent gender and experimental condition was not statistically significant, $F(24, 915) = 1.17$, $p = .258$, Wilks’ $\Lambda = .90$, $\eta_p^2 = .03$.

**Experimental Condition** Looking at the univariate effects, a significant main effect was found for the experimental condition on prescriptive masculine traits, $F(4, 267) = 4.98$, $p = .001$, $\eta_p^2 = .07$. Results showed that the male victim of sexual assault was regarded as less prescriptively masculine than the male victim of physical assault ($p = .014$, 95% CI $[-1.05, -.09]$) as well as the male targets in the consensual sex ($p = .021$, 95% CI $[-1.04, -.06]$), the control ($p = .035$, 95% CI $[-1.02, -.03]$) and the accused ($p < .001$, 95% CI $[-1.38, -.40]$) conditions. The main effect for prescriptive feminine traits was also significant, $F(4, 267) = 3.76$, $p = .005$, $\eta_p^2 = .05$, indicating that respondents rated victims of sexual assault as more prescriptively feminine than they did accused persons ($p = .001$, 95% CI $[.26, 1.16]$). No significant differences on the dimension of prescriptive femininity were found between perceptions of victims of sexual assault and victims of physical assault ($p = .073$), men engaged in consensual sex ($p = .778$), and the control condition ($p = .289$). Furthermore, a significant effect of type of description was found on prescriptive feminine traits, $F(4, 267) = 2.45$, $p = .046$, $\eta_p^2 = .04$. However, no significant differences were found between the victim condition and other groups (accused: $p = .760$; victim physical assault: $p = .854$; consensual sex: $p = .180$; control: $p = .780$). Hence, partial support for the hypothesis was found in that male victims of sexual assault were perceived as less prescriptively masculine than male
targets in all other conditions, as well as more prescriptively feminine than accused men.

No significant main effects were found for prescriptive masculinity ($p = .948$), explicit femininity ($p = .392$), or explicit masculinity ($p = .480$). Thus, support for our hypotheses did not extend to perceptions of prescriptive masculinity, proscriptive femininity, or explicit ratings of femininity and masculinity.

Re-running the three significant analyses with the accused condition as reference group demonstrated that the male target in this condition was also perceived as less prescriptively feminine ($p = .009$, $95\%$ CI $[-.98, -.11]$) and less proscriptively feminine ($p = .045$, $95\%$ CI $[.07, .96]$) than a man who had engaged in consensual sex with another man. No other significant differences were found between the accused condition and other groups on these two trait dimensions (prescriptive femininity: victim physical assault: $p = .288$; control: $p = .090$; proscriptive femininity: victim sexual assault: $p = .765$; victim physical assault: $p = .249$; control: $p = .100$). Also, no significant differences were found between the accused man and other conditions on proscriptive masculinity (victim physical assault: $p = .291$; consensual sex: $p = .236$; control: $p = .202$). As in Study 1, it is once more interesting to note that the alleged perpetrator of sexual assault against a male victim was not regarded differently from the other conditions (excluding the victim of sexual assault) on proscriptive masculine traits, although he was clearly perceived as less prescriptively and proscriptively feminine than a man who had engaged in consensual homosexual sex.

**Gender Differences** Looking at the univariate effects for gender of the respondent, a significant effect was found on proscriptive feminine traits, $F(1, 267) = 19.08$, $p < .001$, $\eta_p^2 = .07$, such that male respondents generally attributed more proscriptive feminine traits ($M = 3.47, SD = .96$) to target persons than female respondents did ($M = 2.99, SD = 1.02$), Cohen’s $d = .48$. Additionally, a significant effect was found on proscriptive masculine traits, $F(1, 267) = 5.22$, $p = .023$, $\eta_p^2 = .02$, wherein male respondents generally attributed more proscriptive masculine traits ($M = 3.84, SD = 1.08$) to the target person than female respondents did ($M = 3.58, SD = 1.06$, Cohen’s $d = .24$). Finally, a significant effect was found on explicit masculinity, $F(1, 267) = 3.96$, $p = .048$, $\eta_p^2 = .02$, indicating that male respondents rated the target person as less masculine ($M = 4.62, SD = 1.22$) than female respondents did ($M = 4.94, SD = 1.23$, Cohen’s $d = .26$). Hence, across conditions, male respondents generally viewed the male target somewhat more negatively than female respondents did.

**Manipulated Pictures**

The Chi-square test of homogeneity indicated that the proportion of selected feminized pictures was not equal across conditions, $\chi^2(4) = 10.80$, $p = .029$. Respondents selected the feminized picture $50.9\%$ ($n = 28$) in the accused condition, $50.8\%$ ($n = 30$) in the victim of physical assault condition, $27.8\%$ ($n = 15$) in the control condition, $30.8\%$ ($n = 16$) in the victim of sexual assault condition, and $39.7\%$ ($n = 23$) in the consensual sex condition. However, separate follow-up $2 \times 2$ Chi-square tests with Yates Continuity Correction indicated there were no significant differences between the picture selection of the victim of sexual assault compared to the other conditions (consensual sex: $p = .440$; physical assault: $p = .051$; control: $p = .901$; accused: $p = .055$).

**General Discussion**

The three studies we presented in the present paper examined whether the theoretically familiar reference to rape as a gendering crime finds empirical support when testing observers’ perceptions of male and female victims of sexual violence.
Specifically, we tested whether victims of sexual assault were attributed more stereotypically feminine and less stereotypically masculine traits compared to a control or accused condition and whether they were expected to possess more feminine facial features. To disentangle the potential independent effects of perceived homosexuality and victimization, Study 3 additionally included conditions featuring a victim of physical assault and a male student who engaged in consensual sex with another man.

Partial support for our main hypothesis was found because both male and female victims of sexual assault were feminized on two of four character trait dimensions. Male and female victims were consistently attributed less prescriptive masculine traits than target persons in other conditions and more prescriptive feminine traits than target persons in the accused condition. The same pattern of feminization was not found in reaction to victims of physical assault, although respondents did rate a man who had engaged in consensual homosexual sex higher on prescriptive and prescriptive femininity compared to the accused male target. The specification of the other party’s gender in the third study—contradicting the likely assumption that the male student was accused of sexually assaulting a woman—remarkably did not eliminate differences in feminization between the victim and accused condition, providing evidence that assumptions of homosexuality are not sufficient to explain feminization. This finding resonates with the suggestion that reactions of feminization are additionally intertwined with perceptions of (passive) victimhood. The results then lend some support to the hypothesis that sexual assault has a uniquely gendering effect (Quinn 2002), which cannot be ascribed to either interpersonal victimization or perceptions of homosexuality alone. On the other hand, no compelling evidence was found for theorizing that the perpetration of sexual violence simultaneously causes the (dominating) agent to be perceived as more masculine (Gilbert 2002; Mackinnon 1989).

It is notable that feminizing responses to the victim of sexual assault always occurred on the same two trait dimensions of prescriptive masculinity and prescriptive femininity, whereas no significant differences were found on the trait dimensions of prescriptive masculinity and prescriptive femininity. A plausible explanation for these findings is that feminization on the first two trait dimensions arguably entails a positive re-evaluation of the target person (e.g., assigning more warmth and less cynicism), whereas feminization on the latter trait dimensions entails a negative pattern of trait assignment (e.g., assigning more naivety and less competence to the target person). We speculate that respondents were unwilling to feminize a victim when they associated this with socially undesirable responses to victims. Alternatively, a possible methodological explanation for these findings is that the same character traits were employed across the three studies, risking the possibility that a different selection may have resulted in a different pattern of findings. Yet we find this explanation less plausible because we used a selection of traits not just representative of the BSRI (Bem 1974), but also of the competence-warmth (Fiske et al. 2002) and agency-communion (Abele and Wojciszke 2007) dichotomies.

In the second study, we found some support for victim feminization, as well as support for character derogation of the accused. Though not all main effects were significant, the alleged female perpetrator was ascribed more prescriptive masculine and feminine traits, as well as less prescriptive masculine and feminine traits, than the victim and/or control condition. On the other hand, in the studies with a male target, the feminization effect of victimization was more prominent than the derogation of someone accused of perpetrating violence. Indeed, in the first study—where respondents in all likelihood assumed the male student was accused of assaulting a woman—no differences were found between the accused student and the control condition at all. A comparison between these studies indicates that gender norms are likely to interact with expectations of a perpetrator as they do with victim stereotypes.

Using a more indirect measure of feminization that tapped into observers’ expectations of target persons’ facial appearance, the results of Study 1 were in accordance with our hypothesis that respondents are more likely to select the feminized picture when the target person was described as a victim. Post-hoc comparisons of Studies 2 and 3, on the other hand, were not significant. Finally, in the second and third study we found that male respondents are likely to evaluate target persons more negatively than female respondents do.

**Theoretical Implications**

Although the present findings seem to support the feminization-normalization hypothesis as a way of making sense of male rape (Doherty and Anderson 2004; Graham 2006), it is important to consider how this account relates to, and potentially improves upon, other explanations. First, it is conceivable that the current reactions by observers can be encompassed under a broader reaction of “othering” the victim. Placing a victim outside the realm of our own (moral) world can be one strategy to reduce the threat the victim poses to our sense of justice or control (Cohen 2014; Lerner 1980). Hence, it is possible that feminizing the male victim of sexual assault, and feminizing the male student who willingly engaged in sexual relations with another man, were strategies that labeled the target person as gay, and hence as potential “Other”—violating heteronormativity (Javaid 2015b). However, this reasoning does not explain the results that were found in relation to the female victim, who was feminized on the same dimensions as the male victim. Instead, the present results seem to suggest that reactions follow stereotypes of victimhood and femininity, and they may thus be interpreted
more specifically as an attempt of normalizing rather than othering. That is, by means of feminizing a (male or female) victim of sexual assault, the event is (re)interpreted in alignment with prescribed gender roles, normalizing the perceived victimization.

Kay et al. (2005) provide a second alternative explanation to the feminization hypothesis that suggests that respondents enhance victims on traits that are unrelated to their victimization, while derogating them on traits perceived as relevant to their victimization in order to justify the status quo. Our results are to a certain extent consistent with this view. We indeed found that the victim was enhanced in the eyes of the perceiver through the ascription of more positive feminine traits (e.g., warmth) and less negative masculine traits (e.g., arrogance). However, our results diverged from the victim enhancement-derogation hypothesis in two ways. First, victims were only enhanced in the specific direction of the feminine stereotype. So, although an alternative explanation might be that victims are evaluated more positively as a consequence of their victimization, this positive evaluation only pertained to the feminine domain (e.g., victims were not judged as more competent than others). Second, the complementary victim enhancement-derogation hypothesis suggests that victims in the current study would be derogated on dimensions that observers can associate with the victimization (Kay et al. 2005). This can entail a decrease in the attribution of prescriptive masculine traits, such as competence, or an increase in prescriptive feminine traits, such as naivety. However, although victims were not enhanced on these dimensions, they were also not derogated. Although our results do not entirely comply with the victim enhancement-derogation hypothesis, the strategy of feminization/normalization does fit relatively well within the system justification framework (Jost and Kay 2005).

The feminization hypothesis is thus not incompatible with strategies of othering and system justification (or just world) motives, but seems a specifically apt framework through which to consider social reactions to victims of sexual violence. It suggests that observers may wield gender stereotypes in order to normalize their perceptions of sexual violence.

**Implicit Feminization**

Whereas the feminization of sexual assault victims in character traits was a consistent finding across our studies, results of the implicit feminization measure pose a greater interpretative challenge. Study 1 largely led to results in accordance with our hypothesis, where male victims were more frequently implicitly feminized compared to control target persons. Although our results followed a similar pattern in Study 2, the differences were not significant. The reason for this may be that respondents are already quite likely to pick the feminized picture of a woman, leaving less room to differentiate between experimental conditions. Differences between conditions were also not statistically significant in Study 3, but these results seemed to follow a different pattern from the first two studies because the selection frequencies of the feminized picture were higher in the physical assault victim and accused person condition. More research is necessary for accurate interpretation of the different findings between studies and to refine implicit measurements of observer reactions.

**Observer Effects**

Finally, results of Studies 2 and 3 indicated that male respondents generally evaluated the target person less positively than female respondents did. A fair number of studies have likewise indicated that men are generally less empathic toward victims than women, but not many of those studies included control conditions of non-victimized target persons (for an overview, see Grubb and Harower 2008). In the current study, no significant multivariate effect for the interaction between experimental condition and gender of the respondent was found, indicating that some of the more unsympathetic reactions of male respondents toward victims may result from a less positive perception of others in general compared to female respondents (Felson and Palmore 2018). This is not to say that this bias is without indication of gender stereotyping because male respondents in the third study also rated male others as less masculine than female respondents did. Furthermore, Study 3 focused on a specific type of reaction, acknowledging the possibility that other types of (negative) reactions do interact with respondent gender. It is, for instance, conceivable that male respondents experience a greater distance between themselves and sexual assault victims and may hence feel less empathic toward them.

**Practice Implications**

In an age that is increasingly characterized by emphasis on victim inclusion, political correctness, and microaggressions (Campbell and Manning 2014), our findings provide insight into the more subtle ways in which third parties may react to a victim of sexual violence. Whereas Javaid (2015b, p. 275) concluded that “feminizing or gendering victimization is mostly seen within labels that are derogatory …, pussies, sissies … and so on,” respondents in the current study feminized the victim in ways that resulted in the attribution of more positive traits and less negative traits. This is not to say that such feminization is harmless because even “benevolent” feminization may effectively work to police gender borders and create skewed power relations (Quinn 2002). It is presumably precisely in (sub)cultures where sexual violence against men is more prevalent that qualities deemed desirable in women are depreciated or even abhorred in men, making rape a particularly powerful tool of domination. To evaluate a man as
warm in such a context may not be an act of benevolence at all, but indeed a (sugarcoated) devaluation of his character. Our results may facilitate the recognition of such feminizing reactions of third parties in daily life, although future research is needed to explore the relationships between (subtle/benevolent) feminization and more blatantly negative observer reactions such as victim blame and avoidance (Herbert and Dunkel-Schetter 1992).

The current findings do suggest that certain widespread misbeliefs about (male) sexual victimization cannot be confronted without also targeting gender stereotypes more broadly. Indeed, policymakers and anti-rape campaigners may wish to broaden the message that “real men can be raped” to include a deeper exploration and critique of our common expectations of what it means to be a “real man.” This seems particularly important in light of the fact that concerns over “real” masculinity play a role in male victims’ reluctance to seek support (Javaid 2016).

The present study finally highlights one of the complexities that can be experienced by male victims of sexual assault in particular (Mulkey 2004). Male victims who themselves struggle with an experienced loss of their identity may have an especially hard time regaining or reinventing a sense of their masculinity if their social surroundings are inclined to reactions of feminization (Clark 2014). Educators or counselors could use vignette studies with similar designs as described here to help confront others with their gendered expectations of victims.

**Limitations and Future Research**

The current study employed several fruitful ways to measure the feminizing effects of (sexual) victimization on observers’ perceptions. However, the current design also suffers from several limitations. First, the narrative we provided to our respondents contained both specific and limited information. In all vignettes, we spoke of a “sexual assault” or “physical assault” with only a few hints at what may have happened (e.g., the offender undressed the victim or beat the victim). Particularly in the case of a sexual assault of a woman versus the sexual assault of a man, interpretations of the respondents may have varied greatly. Indeed, answers to open questions show that whereas respondents usually expect penetrative sex in the case of a female victim, they more frequently mentioned “inappropriate touching” and similar misbehaviors when the victim was a man. A future vignette could strongly emphasize that someone was either uncontestably a rape victim or a perpetrator. There is also much research to be done concerning the specific circumstances in which observers are inclined to react in one way, such as by feminizing, versus another in response to a victim. We are currently complementing quantitative data with qualitative data to shed more light on how respondents employ stereotypes to fill in the gaps of different victimization stories.

Second, the use of morphed pictures in social psychological experimental designs, such as those we employed in our series of studies, requires further testing and development. This instrument is increasingly popular in (evolutionary) studies regarding mate preferences (e.g., Jones et al. 2018) and, more exceptionally, sexuality and sexism (e.g., Zheng and Zheng 2015). However, it is most frequently used to measure a preference of the respondent rather than as an indicator of the perception or evaluation of a target person. More pilot testing is needed with different faces to get a firmer grip of the extent to which gendered facial manipulation in itself influences perceptions (Sutherland et al. 2015). Additionally, it remains important to investigate the relations between this implicit measure and explicit observer evaluations of victims.

In future research it would finally be interesting to use vignettes in which both the victim and the perpetrator play a role, after which respondents make judgments about both parties. This taps into the relational aspect of victimization, where the moral transgression establishes both a moral agent and a moral patient (Gray and Wegner 2009). It may also give a clearer indication of the suggestion that sexual violence serves to simultaneously feminize or emasculate the victim and masculinize the perpetrator (Gilbert 2002).

**Conclusion**

According to Quinn (2002, p. 399), forms of sexual violence can be “mechanisms through which gendered boundaries are patrolled and evoked and by which deeply held identities are established” (emphasis added). The current findings lend empirical support to the notion that sexual violence has the potential to create feminized perceptions of victims, and they affirm the accuracy of the description of sexual violence/rape as a “gendering crime.” Whereas in gender studies scholars mostly refer to feminization as a mode or function of rape, from a social psychological perspective, we may best understand feminization as one potential effect of rape that results from (automatic) coping efforts to normalize a threat (Cohen 2014). Hence, we suggest that a comprehensive understanding of social reactions to rape victims requires acknowledging their intertwentainment with gender stereotypes.
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