A Multifeature Learning and Fusion Network for Facial Age Estimation
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Abstract: Age estimation from face images has attracted much attention due to its favorable and many real-world applications such as video surveillance and social networking. However, most existing studies usually learn a single kind of age feature and ignore other appearance features such as gender and race, which have a great influence on the age pattern. In this paper, we proposed a compact multifeature learning and fusion method for age estimation. Specifically, we first used three subnetworks to learn gender, race, and age information. Then, we fused these complementary features to further form more robust features for age estimation. Finally, we engineered a regression-ranking age-feature estimator to convert the fusion features into the exact age numbers. Experimental results on three benchmark databases demonstrated the effectiveness and efficiency of the proposed method on facial age estimation in comparison to previous state-of-the-art methods. Moreover, compared with previous state-of-the-art methods, our model was more compact with only a 20 MB memory overhead and is suitable for deployment on mobile or embedded devices for age estimation.
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1. Introduction

Age estimation is performed to identify a human’s age from face images, which has broad application scenarios in public areas. For example, when police search for criminals through video surveillance, they can quickly narrow the search range by using age estimation. So far, there have been a variety of methods proposed for age estimation [1,2]. Most existing facial age estimation systems usually consist of two key stages: age-feature learning and age-feature estimator. Age-feature learning aims to learn more age features from face images to make age information separable. Traditional age-feature-learning methods are based on hand-crafted features, such as the Local Binary Pattern (LBP) [3], the Histogram of Oriented Gradients (HOG) [4], and Biologically Inspired Features (BIF) [5]. However, these hand-crafted-based features require strong prior knowledge to engineer them by hand [6]. To address this limitation, deep-learning-based techniques have been proposed and have shown great success in age-feature learning in recent years [7,8]. For example, Yi et al. [7] proposed a multiscale framework to learn deep age features for age estimation. Wang et al. [8] developed an end-to-end learning approach to learn robust age features and achieved very competitive performance compared with hand-crafted-based methods. Due to this, the recent age-feature-learning studies mainly focus on deep-learning networks such as VGG-16 [9], AlexNet [10], and MobileNet [11].

On the one hand, although very competitive performance has been achieved, most state-of-the-art deep-learning networks are often bulky with more than 300 MB and not suitable to be adapted to platforms with limited memory such as mobile and embedded devices [12,13]. Thus, some studies are focused on designing compact deep-learning...
networks for age estimation, so that these deep-learning models can be embedded in small memory devices. For example, Yang et al. [12] adopted a two-stream CNN model to estimate age, and the model consumed around 1 MB. Niu et al. [14] proposed ORCNN with only 1.7 MB of consumption. These compact models sacrifice some performance for a smaller memory space.

On the other hand, it is widely observed that the information of race and gender is highly correlated with age features, which also exist in the form of pixels in facial images. For example, females usually look younger than males of similar ages when they are young and look older than males when they are old. Men have less of a beard or none when they are young, but they have more of a beard when they are old. On the contrary, no matter whether young or old, women never have a beard, as shown in Figure 1. However, most age-feature-learning approaches focus on learning a single kind of age feature and ignore other appearance features such as gender and race, which have a great influence on the age pattern [15]. Inspired by this, we utilized three compact subnetworks to learn multiple features from the same input image and fused these features to form more discriminative and robust features for age estimation.

Figure 1. Gender and race have some effects on aging patterns. For example, we can see that women do not have beards at any age and men grow beards as they become older.

For the age-feature estimator, it mainly converts the extracted age features into exact age numbers. In general, the age estimator can be considered as a classifier or a regressor. Representative classifier-based methods include Support Vector Machines (SVMs) [16], Random Forests (RFs) [17], and k Nearest Neighbors (k-NNs) [18]. Classifier-based methods equally treat different ages as independent classes, which ignores the inherent relationship of age labels. Therefore, the costs of classifying a young subject as a middle-aged subject and an old subject are the same. Due to this, many regression-based methods [1,9] were proposed to make use of the continuity of age labels. For example, Agustsson et al. [19] proposed a nonlinear regression network for age estimation. Geng et al. [20] proposed a CPNN algorithm to learn age-regression distributions. The regressor-based method oversimplifies the aging pattern to a linear model. However, the facial-aging pattern is generally a nonlinear problem and an extremely complex process, affected by many factors [21]. To avoid the problem of over linearization, some ranking-based methods have been proposed for age estimation [22,23], and these approaches treat the age label as an ordinal sequence. For example, Zhang et al. [24] proposed a paradigm for mapping multiple age comparisons into an age-distribution posterior for age estimation. Chen et al. [23] proposed a ranking-CNN model with a series of basic networks, and their binary outputs were aggregated for
the final age prediction. For ranking-based methods, features are learned independently in each age group to depict different aging patterns, which avoids the overlinearization problem of the regression-based model. However, most ranking-based methods are built on complex networks or ensembles of networks. These models are often bulky and not suitable to be adapted to platforms with limited memory and computation resources such as mobile and embedded devices.

In this paper, we proposed a new age-feature descriptor by exploring multiple types of appearance features and engineered a regression-ranking estimator for robust age estimation. Specifically, we first used three compact subnetworks to learn gender, race, and age information from the same input image. Then, we fused these complementary features to further form more discriminative and robust features. Finally, we used a regression-ranking-age estimator to predict the final age number based on the fusion features. Compared to the approaches based on ranking technology or regression technology, our proposed method could better utilize the order and continuity of age labels. Moreover, our model was more compact with only 20 MB of memory overhead. The experimental results showed the effectiveness and efficiency of the proposed method on facial-age estimation in comparison with previous state-of-the-art methods.

The main contributions of this paper can be summarized as follows:

• We proposed a compact multifeature-learning network for age estimation by learning and fusing the gender, race, and age information. By integrating these complementary features, more discriminative and robust age features could be obtained in the final feature descriptor;
• We engineered a regression-ranking estimator to convert the fusion features into exact age numbers, which could simultaneously make use of the continuity and the order of the age labels;
• We conducted extensive experiments on three widely used databases. The experimental results clearly showed that our proposed method could achieve a higher accuracy for age estimation than most state-of-the-art age-estimation methods.

The remainder of this paper is organized as follows. Section 2 reviews the related work. Section 3 shows the details of our proposed method. The experiments and results are illustrated in Section 4. Finally, we draw conclusions in Section 5.

2. Related Work

In this section, we briefly review three related works including age-feature learning, multifeature learning and fusion, and age-feature estimator.

2.1. Age-Feature Learning

Human age estimation has been studied extensively for over 20 years. One of the earliest age-estimation models can be traced back to [25], which extracted texture and appearance features from a small number of training samples. At that time, most age-estimation methods were based on the single-local features due to the limited number of training samples. Thus, most age-estimation methods were based on the single local features. For example, Guo et al. [5] extracted the biologically inspired features from facial images and then performed statistical learning for human-age estimation. Gao et al. [26] proposed a fuzzy LDA method using Gabor features for coarse-age classification. Gunay et al. [18] extracted local binary patterns for face descriptions, which were the fundamental properties of the local-image-texture and effective-texture features. Recently, deep learning has gained much success on age-feature learning. For example, Levi et al. [27] proposed a simple convolutional net architecture for age estimation and validated the performance of the deep-learning network on unconstrained facial images. In recent years, with the development of GPUs, CNN models with deep architectures have achieved breakthroughs on pattern recognition, and more and more age estimation models are based on CNNs. For example, Abdulnabi et al. [28] proposed a joint deep-learning network to perform multitask recognition including for gender, age, and skin. Huerta et al. [29] proposed a
deep-learning scheme for accurate age estimation based on the fusion features. In addition, to make the CNN model more effective, some new components were introduced such as Exponential Line Units (ELU) and Batch Normalization (BN). The ELU makes the model converge faster in training, and BN makes the model pay more attention to the global features instead of the local features, which make the generalization ability of the model stronger [30]. Based on the above results, we decided to integrate the CNN with the ELU and BN to improve the prediction accuracy. The details are presented in Section 3.

2.2. Multifeature Learning and Fusion

In the past, most age-estimation methods only considered a single age feature. Specifically, the target of these single-feature-based models was only the age class. Thus, single-feature-based models directly learn the abstract age features. However, the age feature is a complex feature that is affected by many factors such as gender and race. To learn the more discriminative and robust age features, there have been many multifeature-based methods proposed for age estimation [6,15], which extracted multiple types of information as the age-feature descriptors. For example, Antipovet et al. [31] presented a deep-learning model for age estimation by fusing the general and child-specialized features. Yaman et al. [32] proposed a multimodal age-estimation method by combining the ear and profile face. Yang et al. [12] utilized a two-stream model to learn and integrate different age features for age estimation. The extensive experimental result showed that the multifeature method obtained more discriminative and robust age features and achieved a better performance compared with other single-feature-based methods.

After obtaining multiple features, the fusion technology of multiple features also has an important influence on age estimation. Generally, there are three ways of feature fusion including intensity fusion, spatial fusion, and channel fusion [32]. In intensity fusion, the pixel value of each feature map is weighted and added. Therefore, multiple feature maps will eventually be integrated into one feature map. In spatial fusion, multiple feature maps are concatenated side-by-side. For example, the left half of the concatenated map is the gender map, and the middle part is the age map, while the right half includes the race map. In channel fusion, each feature map is concatenated along the channels. For example, the dimensions of gender, race, and age feature map are [224, 224, 1], after channel fusion, and the fusion feature map is [224, 224, 3]. Among these three ways, channel fusion is more suitable for the fusion of multiple features learned from a single image [12,32]. Different from most existing multifeature-learning methods that extracted multiple types of features from multimodel images [31,32], we simultaneously learned and fused multiple types from features from single-model face images for age estimation. Therefore, we decided to explore multifeature learning and channel fusion for age estimation.

2.3. Age-Feature Estimator

Given the age feature representation, the age estimator mainly converts the age features into exact age numbers. In the past, the age estimator was modeled as a classifier. For example, Zheng et al. [33] proposed a PCANet to estimate human age based on the softmax loss. Sounaya et al. [34] presented an autoencoder network to classify the age label based on unsupervised learning. Note the fact that the age label is a continuous value rather than a set of discrete classes [35]. Thus, to make use of the continuity of age labels, regression-based methods were proposed for age estimation in recent years. For example, Rothe et al. [1] first used the expected value on the softmax probabilities and then calculated the regression age. Zhang et al. [36] presented the age representation as a distribution over two discrete adjacent bins. To better exploit the ordinal relationship among age labels, a few ranking-based methods were proposed recently. For example, Xie et al. [22] proposed an ordinal-ensemble-learning network for age estimation. Chen et al. [23] proposed a ranking-CNN model that contained a series of basic CNNs, which converted the age-estimation problem into multiple binary classification tasks. In this work, we simultaneously used regression-and-ranking age-prediction schemes to engineer the age-feature estimator.
3. Proposed Method

In this section, we first present the overall framework of the proposed method. Then, we illustrate the multifeature learning and the regression-ranking estimator of the proposed method.

3.1. The Framework of the Proposed Method

On the one hand, the human age pattern is complicated and is easily affected by many factors, such as identity, gender, race, and extrinsic factors. However, most models focus on single-age-feature learning and ignore gender, race, and other age-related features. Due to this, we aimed to learn more robust age features by exploring the potential gender and race information from the same original images. On the other hand, most deep-learning-based age-estimation methods are built on complex networks or ensembles of networks, which require a large sample and memory to train the network. Thus, they are not suitable to be adapted to platforms with limited memory and computation resources such as mobile and embedded devices. To reduce the model size without sacrificing much accuracy, we first broke down the complex age problem into three simple feature-learning tasks. Then, we fused these age-related features in the fully connected layer and fed them into the age-feature estimator to predict the final age.

Figure 2 shows the basic idea of the proposed method, which mainly consisted of two parts: multifeature learning and fusion and regression-ranking estimator. In the first part, we firstly utilized Gender-Net, Age-Net, and Race-Net to learn multiple types of features from the same input image. Then, we fused the features in the full connection layer such that more discriminative and robust features could be obtained. In the second part, to simultaneously utilize the continuity and the order of age labels, we engineered the regression-ranking estimator to predict the final age based on the fusion features. In the following, we present the detailed procedures of the two parts of the proposed method.

![Figure 2. An overview of the proposed method. We first use three subnetworks to learn the gender, age, and race features from the same image. Then, we fuse these features and input the fusion features into the regression-rank estimator to predict the final age.](image)

3.2. Multiple Types of Features’ Learning and Fusion

To learn more discriminative and robust features, we first employed three subnetworks to learn the gender, age, and race information from the same input image, as shown in Figure 2. Each network was composed of 4 convolution blocks, and each convolution block included a convolutional layer, a nonlinear activation, a batch normalization, and a pooling layer. For the convolutional layer, it mainly learned the target feature from
the previous feature map and output a new feature map. Specifically, we respectively used 32 and 64 kernels with a size of 5 × 5, a stride of 1 pixel, and 0 padding for the first and second layers to learn the coarse features. Then, we used the following two layers to learn the subtle features, which respectively used 64 and 128 kernels with a size of 3 × 3, a stride of 1, and 1 padding. The outputs of the convolutions added an element-wise nonlinear activation function to normalize the front results. Without loss of generality, we used the ELU function as the nonlinear activation function to deactivate the output of the convolutional layer. For the batch normalization, it not only aimed to improve the learning of the local features, but also to improve the learning of the overall features [37].

To achieve the target, we used the subtractive and divisive normalization operations [35,38] to normalize each feature map. For the pooling layer, it mainly converted the feature map into a more representative feature-representation map with a smaller size scale. For example, after the pooling layer, the feature map [64, 64] was transformed into a feature-representation map [32, 32]. Although the size of the feature-representation map was smaller, it contained the main feature information, which was helpful to save computing resources and improve the accuracy of the feature recognition. In our experiments, we used the maximum pooling operation to generate the feature-representation map.

These three subnetworks took the same image with the gender, age, and race labels as the input. For example, \(I_i = \{\text{male}, 25, \text{white}\}\) represents a 25-year-old white man. For the gender and race attributes, we used one-hot coding [39] to encode these attributes, in which only one feature map was filled with one and others were filled with zero. For example, the output of the Gender-Net [1, 0] represents a male and [0, 1] a female. Through the learning procedure of the three subnetworks, the high-level-feature maps of gender, age, and race could be learning and recorded in the convolution layer. Then, we fused these feature maps and fed them into the full connection layer, so that more discriminative and robust age features could be obtained in the final feature descriptor. When the input features had more information, the age estimator would be more flexibility at predicting the age of people with different genders and races. Thus, the age-feature estimator could achieve a better generalization performance.

For the feature map fusion, we aimed to obtain an enhanced feature that was beneficial to the age-feature estimator. Specifically, let \(X_i^g, X_i^a, X_i^r \in \mathbb{R}^{1 \times w \times h}\) be the gender, age, and race feature maps, respectively, and \(\oplus\) denote the channel-connection operation; the new feature map \(\text{new feature map} = \left[\left[X_i^g\right], \left[X_i^a\right], \left[X_i^r\right]\right] \in \mathbb{R}^{3 \times w \times h}\) is formed and input into the regression-ranking-age estimator to predict the final age. In other words, we first broke down the complex task of age estimation into three simple subtasks. Then we separately learned the gender-specific, race-specific, and age-specific features. After that, we fused these complementary features to form the more discriminative and robust age features. Finally, we fed the fusion features into the age-feature estimator to predict the final age.

3.3. Regression and Ranking Estimator

Given the age-feature representation, the age estimator aimed to predict the age of the face in the image. Generally, the age estimator could be modeled as a regression model or a ranking model. Different from single-regression-based methods or single-ranking-based methods, we first engineered a regression-age estimator and a ranking-age estimator to simultaneously make use of the continuity and the order of the age labels. Then, we balanced the effects of continuity and the order of the age label and made a good tradeoff between them. Specifically, we used two fully connected layers to engineer the regression-age estimator and ranking-age estimator, respectively. The output of the regression-age estimator was the age probability \(\{p_i \in [0, 1] | i = 1, 2, \ldots, n\}\), and the output of the age-ranking estimator was the age ranking \(\{p_j \in [0, 1] | j = 1, 2, \ldots, n\}\). For the regression age, we computed the expected value as the age number, as follows:

\[
\text{regression age} = \sum_{i=1}^{n} p_i \times [1, 2, \ldots, a_n] \times [p_1, p_2, \ldots, p_n]^T,
\]
where $J_i$ is the age label and $P_i$ denotes the probability that the input image belongs to the age of $J_i$. For the ranking age, we first denoted the face image as $(I_i, Y_i)$, where $I_i$ is the $i$-th input image and $Y_i \in \{1, \ldots, 1, y, 0, \ldots, 0\}$ is the corresponding ranking-age label, which means that the age of the $i$-th input image is $y$. The age number can be computed as:

$$\text{ranking age} = \sum_{j=1}^{n} \left[ p_j > \mu \right], \quad (2)$$

where $\mu$ is the threshold value and $[\cdot]$ represents the true and false check operator, which outputs 1 when the internal condition is true, and 0 otherwise. It can be seen that age estimation was turned into a ranking problem by minimizing the binary ranking errors.

Age regression and age ranking respectively estimate the age from the age-continuity and age-order properties, such that they are complementary for the final age number estimation. After age regression and age ranking, we further forwarded them to a fully connected layer to estimate the final age as follows:

$$\text{age} = \alpha_1 \sum_{i=1}^{n} J_i * P_i + \alpha_2 \sum_{i=1}^{n} \left[ p_i > 0 \right], \quad (3)$$

where $\alpha_1$ and $\alpha_2$ are two parameters of the final fully connected layer to balance the effects of the continuity and order of the age label and make a good tradeoff between them.

### 4. Experimental Setup and Results

In this section, we conducted age-estimation experiments on the widely used MORPH2 [40], FG-NET [41], and LAP [42] datasets. Our method was implemented within the PyTorch framework. The parameters of the proposed networks were all initialized with the Xavier initialization, and Adam was used as the optimizer. The learning rate and batch size were empirically set to 0.001 and 16, respectively, and the RLRP algorithm was used to automatically adjust the learning rate. The experiments were performed on the same machine with a GTX 2060s graphics card (including 2176 CUDA cores), a i5-9600KF CPU, and a 32 GB RAM.

#### 4.1. Datasets and Preprocessing

MORPH2 is the most popular dataset for age estimation, which contains 55,134 face images of 13,617 subjects with the age ranging from 16 to 77. Among them, there are 77% face images from Africa, 19% from America, and the rest from Asia. FG-NET is a very recent database used for age estimation, which contains one-thousand two face images of eight-two individuals with the age ranging from zero to sixty-nine. All of them are from Europe and America. LAP contains 4691 face images, of which approximately 81% of the face images are from America, 11% are from Africa, and the rest are from Asia. Table 1 tabulates the information of three databases, as well as their experimental settings. The age distributions of the MORPH2, FG-NET, and LAP datasets are shown in Table 2. In addition, we employed the IMDB-WIKI database of 523,051 images to pretrain our proposed network.

| Datasets       | Instances | Training (80%) | Testing (20%) | Age Range  |
|----------------|-----------|----------------|--------------|------------|
| MORPH2 [40]   | 55,000    | 44,000         | 11,000       | 16–77      |
| FG-NET [41]   | 1002      | 800            | 200          | 0–69       |
| LAP [42]      | 4691      | 3612           | 1079         | 3–85       |
Table 2. Age distributions of the face images in the MORPH2, FG-NET, and LAP databases.

| Age Range | MORPH2 | FG-NET | LAP  |
|-----------|--------|--------|------|
| 0–19      | 7469   | 710    | 1246 |
| 20–39     | 31,682 | 223    | 4017 |
| 40–59     | 15,649 | 61     | 1436 |
| ≥60       | 334    | 8      | 310  |

As shown in Table 1, the training images of the FG-NET, MORPH II, and LAP databases are extremely insufficient. For example, FG-NET contains no more than eight-hundred training images, which is far from enough to train a deep-learning network. Although MORPH2 has 44,000 training samples, it is not enough for a deep model to reach convergence [10,43]. Therefore, increasing the training samples was necessary to improve the performance. To enlarge the sample sets, we first flipped each image to obtain two mirror-symmetric samples and then rotated them by \( \pm 5^\circ \) and \( \pm 10^\circ \). Moreover, we added Gaussian white noise with variances of 0.001, 0.005, 0.01, 0.015, and 0.02 on the original and the synthetic samples, so that each image was finally extended to 40 samples.

Figure 3 shows some samples from MORPH2, FG-NET and LAP. We can see that there was much noise in the facial images such as illumination variations and different postures. As pointed out by [44], illumination compensation and normalization have an important impact on facial attribute analysis. Therefore, we used DT-CWT [45] to normalize the illumination in the experiments. After that, all face images were first processed by a face detector [46], and a few nonface images were removed. Then, we used AAM [47] to align all faces, according to the eyes’ center and the upper lip. Finally, all face images were cropped into a size of 224 × 224 and then fed into the network. Some of the processed images are shown in Figure 4. From Figure 4, we can see that these images were well normalized in terms of illumination and posture. For example, the illumination of the images in the middle row of Figure 3 was relatively dark. After the illumination normalization, the illumination of these images increased. The face of the third row of Figure 3 was detected, and the pose was normalized according to the eyes’ center and the upper lip.
4.2. Evaluation Metrics

For the evaluation of the age estimation models, the Mean Absolute Error (MAE) is the most commonly used evaluation indicator, which represents the absolute average error between the predicted age and the true age. MAE is calculated as follows:

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y'_i - y_i|,$$  \hspace{1cm} (4)

where $y'_i$ and $y_i$ represent the predicted age and the true age, respectively, and $n$ is the total number of test samples. Obviously, a lower MAE value indicates a better performance of the model. On the contrary, a higher MAE value means a worse performance of the model.

The Cumulative Score (CS) is another important evaluation metric of the age-estimation model. We set the cumulative prediction accuracy as the error $\theta$, and $CS(\theta)$ can be calculated as follow:

$$CS(\theta) = \frac{N_{<\theta}}{n} \times 100\%,$$  \hspace{1cm} (5)

where $N_{<\theta}$ denotes the total number of test samples on which the error of age prediction was less than $\theta$. For example, we only counted the number of samples whose predicted age error was less than five if $\theta$ was set as five. Obviously, a higher $CS(\theta)$ value means a better performance of the model. On the contrary, a lower $CS(\theta)$ value means a worse performance of the model.

4.3. Comparisons with the State-of-the-Art

To validate the performance of our proposed multifeature-learning-and-fusion method, we compared our proposed method with different feature-based methods. The competing methods can be roughly categorized into two groups, single-feature-based methods and multifeature-based methods. The single-feature-based methods included DEX [1] and MS-FCL [6]. These single-feature-based methods only consider the age feature and ignore other age-related features such as race and gender. The multifeature-based methods included DCP [35] and CNN2ELM [10]. DCP focuses on exploring the influence of race factors on age estimation. CNN2ELM extracts the age, race, and gender features from multimodel images and fuses them for age estimation. Different from CNN2ELM, we simultaneously
learned and fused multiple types if features from the single-model face images for age estimation. For each dataset, eighty percent of the samples were used for training and the rest for testing. All models were pretrained with the IMDB-WIKI dataset. Table 3 tabulates the MAEs of different feature-based methods on the three databases.

Table 3. The MAEs of the different feature-based methods on the MORPH2, FG-NET, and LAP databases.

| Methods     | Feature          | MORPH2 | FG-NET | LAP  |
|-------------|------------------|--------|--------|------|
| DEX [1]     | Age              | 2.68   | 3.09   | 3.84 |
| MSFCL [6]   | Age              | 2.73   | 2.71   | -    |
| DCP [19]    | Age + Race       | 3.41   | 3.18   | 3.32 |
| CNN2ELM [15]| Age + Race + Gender | 2.61   | 2.68   | 2.72 |
| Ours        | Age + Race + Gender | 2.47   | 2.59   | 2.67 |

We can see that multifeature-based methods had better performance on age estimation than single-feature-based methods. This is because human age estimation is a complicated process that is easily affected by race and gender. The multifeature-based method learned different age-related features and fused them to form the more discriminative and robust age features. In addition, our proposed method consistently outperformed the two multifeature-based methods by achieving lower MAEs. This was because our proposed method simultaneously learned and fused multiple types of features from the same input image, which could provide more relevant age-related features. Moreover, we engineered a regression-ranking age-feature estimator, which could make better use of the continuity and order of the age label.

To validate the performance of our proposed regression-and-ranking-estimator method on age estimation, we compared it with four representative age-estimation methods including GA-DFL [9], DOEL [22], C3AE [36], and CNN2ELM [15]. To make a fair comparison with the state-of-the-art methods, we adopted the same experimental setting as the work in [1]. We first used the training samples to train our method. Then, we used the testing samples to validate the performance of our method and calculated the Mean Absolute Error (MAE) [1]. Table 4 tabulates the MAEs of the different methods on the three databases.

Table 4. The MAEs of the different estimator methods on the MORPH2, FG-NET, and LAP databases.

| Methods       | Estimator       | MORPH2 | FG-NET | LAP  |
|---------------|-----------------|--------|--------|------|
| GA-DFL [7]    | Ranking         | 3.25   | 3.93   | 3.37 |
| DOEL [22]     | Ranking         | 2.81   | 3.44   | 2.93 |
| C3AE [21]     | Regression      | 2.75   | 2.95   | 3.05 |
| CNN2ELM [10]  | Regression      | 2.61   | 2.68   | 2.72 |
| Ours          | Regression+Rank | 2.47   | 2.59   | 2.67 |

It can be seen that our proposed method consistently outperformed the four compared methods by achieving obviously lower MAEs. This was because the proposed method adaptively fused the regression-and-ranking-age estimator, which can fully utilize the continuity and the ordinal relationship of the age labels. Another possible reason was that our proposed method first used three subnetworks to learn the gender, race, and age information and then fused these complementary features, such that more discriminative and robust age features could be obtained in the final feature descriptor, which improved the performance of our proposed method on age estimation.

To better validate the effectiveness and efficiency of the proposed method, we compared it with a set of state-of-the-art deep-learning-based age-estimation methods. The competing methods can be roughly categorized into two groups, bulky models and compact models, based on their model sizes. The bulky models included DEX [1] and RankingCNN [23]. These bulky models pay more attention to performance, but at the expense of
bulky network models. Compact models included SSR-Net [12] and DenseNet [48], which emphasize a reduced memory footprint, but sacrifice the accuracy of the models. Table 5 reports the MAE values on MORPH2, FG-NET, and LAP for the set of state-of-the-art network models for age estimation, including both bulky and compact ones.

Table 5. The MAEs of the different size methods on the MORPH2, FG-NET, and LAP databases.

| Methods          | Model Size | MORPH2 | FG-NET | LAP  |
|------------------|------------|--------|--------|------|
| DEX [1]          | ≈500 MB    | 2.68   | 3.09   | 3.84 |
| RankingCNN [23]  | ≈2.2 GB    | 2.96   | 3.96   | 4.12 |
| SSR-Net [12]     | ≈1 MB      | 3.16   | 4.02   | 4.17 |
| DenseNet [48]    | ≈1 MB      | 5.05   | 5.68   | 5.87 |
| Ours             | ≈20 MB     | 2.47   | 2.59   | 2.67 |

Compared with the bulky models, our model not only had a relatively small size, but also achieved lower MAEs. This was because we first broke down the complex task of age estimation into three simple subtasks. Then we learned and fused the gender-specific, race-specific, and age-specific features, which provided more instructive age-related information than only learning the age features. Another possible reason was that bulky models often require a large number of samples to train the network; however, the sample of the age-related databases was still insufficient. For example, MORPH, the most popular age dataset, contains only 55,000 face images, which is not enough for the training of the bulky models. Therefore, the lack of samples limited the performance of large-scale models, but these samples were enough to train the compact models to achieve a good performance. Although IMDB-WIKI, the largest age-related face dataset, contains 523,051 face images, it contains too many wrong label samples such as no face or multiface images [10]. Therefore, it was not suitable for training the model directly. Compared with the compact models, our proposed method could make a good tradeoff when both accuracy and efficiency were concerned.

4.4. Ablation Analysis

As mentioned above, human aging is a complex process and is easily affected by race and gender. To better learn the complex age features, we first utilized Gender-Net, Race-Net, and Age-Net to learn the gender, race, and age features. Then, we fused these features to form more robust and discriminative features for age estimation. To evaluate the effectiveness of the multifeature learning on age estimation, we conducted the following comparative experiments by removing Gender-Net, or Race-Net, or both of them from our proposed method. Specifically, we took Age-Net (Anet) as the baseline, and we compared Gender-Net (Gnet) and Race-Net (Rnet) as Anet+Gnet, Anet+Rnet, and Anet+Gnet+Rnet (i.e., the proposed method), respectively.

Figure 5 shows the MAEs of the proposed methods with different combinations of subnetworks. CS is presented to show the performance of different combinations of subnetworks in Figure 6. It clearly shows that Anet+Gnet and Anet+Rnet consistently outperformed the baseline Anet, demonstrating the effectiveness of both the gender- and race-feature-learning procedures. Moreover, Anet+Gnet+Rnet (i.e., the proposed method) yielded the best result. This was because age estimation was significantly affected by race and gender according to the above analysis. For different targets (race, gender, and age), we used different subnetworks to extract different kinds of features and form more robust and discriminative features. This process improved the performance of age estimation and made our proposed method have lower MAEs and higher CS than the single-feature-based learning module. Therefore, the multifeature learning network could exploit more discriminative and robust age features than a single learning module for age estimation.
To further explore the role of Gnet and Rnet, we conducted experiments on different age groups. Figure 7 presents the prediction results of some samples of different age groups. We can see that the performance of Anet and Anet+Rnet+Gnet was similar when predicting the age of minors. The performance of Anet+Rnet+Gnet was better than single Anet at predicting the age of adults. This was because people of different genders or races have some differences in their aging patterns, and our proposed model could better utilize gender features, which could make the model more flexibility at predicting the age of people of different genders or races. For example, women do not have beards when they are minors or adults, and most men grow a beard in adulthood. Therefore, beards could be used to predict the age of men, but not women.

| True age: | Anet: | Anet+Rnet+Gnet: |
|-----------|-------|-----------------|
| 1         | 1.81  | 2.77            |
| 11        | 8.86  | 10.12           |
| 16        | 13.24 | 21.75           |

| True age: | Anet: | Anet+Rnet+Gnet: |
|-----------|-------|-----------------|
| 30        | 37.32 | 33.78           |
| 32        | 27.66 | 30.18           |
| 41        | 38.32 | 40.54           |
To validate the effectiveness of our regression-ranking-age estimator, we compared the regression estimator, ranking estimator, and regression-ranking estimator on the age estimation task, respectively. Specifically, for the regression estimator, we removed the ranking estimator and preserved only the regression-age estimator. In contrast, for the ranking estimator, we removed the regression estimator and preserved only the ranking-age estimator.

Figure 8 depicts the MAEs of the three different estimators on the three databases. CS is also presented to show the performance of different age estimators in Figure 9. We can see that our fusion estimator outperformed both the regression-only or ranking-only estimators. This was because our method benefited from not only continuous attributes of age, but also the additional ranking constraints. In addition, our proposed regression-ranking-fusion estimator could make a good tradeoff between the continuity and ordinal relationship of age for the age-feature estimator.

**Figure 8.** The MAEs of the proposed method based on different estimators.

**Figure 9.** The CS of the proposed method with different estimators.

5. Conclusions

In this paper, we proposed a compact multifeature-learning method for robust facial age estimation. Specifically, we first used three subnetworks to learn the gender, race, and age features from the same input image, and then, we fused these complementary features to form more discriminative and robust age features. To fully utilize the continuous and orderly property of age labels, we combined the regression and ranking loss to form a regression-ranking estimator for the final age prediction. In addition, our proposed model was very compact with only a 20 MB memory overhead and was suitable to be deployed on devices with limited memory. Experimental results on several benchmark datasets demonstrated that the proposed method achieved a very competitive age-estimation performance compared with the state-of-the-art methods. For future work, it could be an interesting direction to explore more types of age-related information such as working conditions to further improve the age estimation performance, and we will explore ways to make full use of the order and continuity of the age labels, such as using the RMSE loss function, and verify our model on different age groups to better validate the model.

**Author Contributions:** Y.D. and L.F. conceived of the presented idea and carried out the experiment. S.T., W.Z. and I.R. supervised the findings of this work. All authors discussed the results and contributed to the final manuscript and agreed to the published version of the manuscript.

**Funding:** This work was supported in part by the Research and Development Program of Guangdong Province under Grant 2020B010166006, in part by the Natural Science Foundation of Guangdong Province under Grant 2019A1515011811, in part by the Guangzhou Science and technology plan
Sensors 2021, 21, 4597

14 of 15

project under Grant 202002030110, and in part by the National Natural Science Foundation of China under Grant 61972102.

Data Availability Statement: No new data were created or analyzed in this study. Data sharing is not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Rasmus, R.; Radu, T.; Luc, V. Gool Deep expectation of real and apparent age from a single image without facial landmarks. Int. J. Comput. Vis. 2018, 126, 144–157.

2. Pei, W.; Dibeklioğlu, H.; Baltrusaitis, T.; Tax, D.M. Attended end-to-end architecture for age estimation from facial expression videos. IEEE Trans. Image Process. 2019, 29, 1972–1984. [CrossRef] [PubMed]

3. Ojala, T.; Pietikainen, M.; Maenpaa, T. Attended end-to-end architecture for age estimation from facial expression videos. IEEE Trans. Pattern Anal. Mach. Intell. 2002, 24, 971–987. [CrossRef]

4. Dalal, N.; Triggs, B. Histograms of oriented gradients for human detection. In Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, San Diego, CA, USA, 20–25 June 2005; Volume 1, pp. 886–893.

5. Guo, G.; Mu, G.; Fu, Y.; Huang, T.S. Human age estimation using bio-inspired features. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Miami, FL, USA, 20–25 June 2009; Volume 1, pp. 112–119.

6. Xia, M.; Zhang, X.; Weng, L.; Xu, Y. Multi-stage feature constraints learning for age estimation. IEEE Trans. Inf. Forensics Secur. 2020, 15, 2417–2428. [CrossRef]

7. Yi, D.; Lei, Z.; Li, S.Z. Age estimation by multi-scale convolutional network. In Asian Conference on Computer Vision; Springer: Cham, Switzerland, 2014; pp. 144–158.

8. Wang, X.; Guo, R.; Kambhamettu, C. Deeply-learned feature for age estimation. In Proceedings of the IEEE Winter Conference on Applications of Computer Vision, Waikoloa, HI, USA, 5–9 January 2015; pp. 534–541.

9. Liu, H.; Lu, J.; Feng, J.; Zhou, J. Group-aware deep feature learning for facial age estimation. Pattern Recognit. 2017, 66, 82–94. [CrossRef]

10. Tan, Z.; Wan, J.; Lei, Z.; Zhi, R.; Guo, G.; Li, S.Z. Efficient group-n encoding and decoding for facial age estimation. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 40, 2610–2623. [CrossRef] [PubMed]

11. Howard, A.G.; Zhu, M.; Chen, B.; Kalenichenko, D.; Wang, W.; Weyand, T.; Adam, H. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv 2017, arXiv:1704.04861.

12. Yang, T.Y.; Huang, Y.H.; Lin, Y.Y.; Hsiu, P.C.; Chuang, Y.Y. SSR-Net: A compact soft stagewise regression network for age estimation. Int. J. Conf. Artif. Intell. 2018, 5, 1078–1084.

13. Lunke, F.; Bob, Z.; Lin, Z.; Wei, J.; Jie, W.; Jigang, W. Learning compact multifeature codes for palmprint recognition from a single training image per palm. IEEE Trans. Multimed. 2020, 1–13. [CrossRef]

14. Niu, Z.; Zhou, M.; Wang, L.; Gao, X.; Hua, G. Ordinal regression with multiple output cnn for age estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 4920–4928.

15. Duan, M.; Li, K.; Li, K. An ensemble CNN2ELM for age estimation. IEEE Trans. Inf. Forensics Secur. 2017, 13, 758–772. [CrossRef]

16. Chen, P.H.; Lin, C.J.; Schölkopf, B. A tutorial on v-support vector machines. Appl. Stoch. Models Bus. Ind. 2005, 13, 111–136. [CrossRef]

17. Shen, W.; Guo, Y.; Wang, Y.; Zhao, K.; Wang, B.; Yuille, A.L. Deep differentiable random forests for age estimation. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 43, 404–419. [CrossRef] [PubMed]

18. Gunay, A.; Nabiye, V.V. Automatic age classification with LBP. In Proceedings of the IEEE International Symposium on Computer and Information Sciences, Istanbul, Turkey, 27–29 October 2018; pp. 1–4.

19. Agustsson, E.; Timofte, R.; Van Gool, L. Anchored regression networks applied to age estimation and super resolution. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 1643–1652.

20. Geng, X.; Yin, C.; Zhou, Z.H.; Yuille, A.L. Facial age estimation by learning from label distributions. IEEE Trans. Pattern Anal. Mach. Intell. 2013, 35, 2401–2412. [CrossRef]

21. Chang, C.C.; Lin, C.J. LIBSVM: A library for support vector machines. ACM Trans. Intell. Syst. Technol. 2011, 2, 1–27. [CrossRef]

22. Xie, J.C.; Pun, C.M. Deep and ordinal ensemble learning for human age estimation from facial images. IEEE Trans. Inf. Forensics Secur. 2020, 15, 2361–2374. [CrossRef]

23. Chen, S.; Zhang, C.; Dong, M.; Le, J.; Rao, M. Using ranking-cnn for age estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 5183–5192.

24. Zhang, Y.; Liu, L.; Li, C. Quantifying facial age by posterior of age comparisons. arXiv 2017, arXiv:1708.09687.

25. Lanitis, A.; Taylor, C.J.; Cootes, T.F. Toward automatic simulation of aging effects on face images. IEEE Trans. Pattern Anal. Mach. Intell. 2002, 24, 442–455. [CrossRef]

26. Gao, F.; Ai, H. Face age classification on consumer images with gabor feature and fuzzy lda method. In International Conference on Biometrics; Springer: Berlin/Heidelberg, Germany, 2009; pp. 132–141.

27. Levi, G.; Hassner, T. Age and gender classification using convolutional neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, Boston, MA, USA, 7–12 June 2015; pp. 34–42.
28. Abdulnabi, A.H.; Wang, G.; Lu, J.; Jia, K. Multi-task CNN model for attribute prediction. *IEEE Trans. Multimed.* 2015, 17, 1949–1959. [CrossRef]

29. Huerta, I.; Fernández, C.; Segura, C.; Hernandez, J.; Prati, A. A deep analysis on age estimation. *Pattern Recognit.* 2015, 68, 239–249. [CrossRef]

30. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. *Adv. Neural Inf. Process. Syst.* 2012, 25, 1097–1105. [CrossRef]

31. Antipov, G.; Baccouche, M.; Berrani, S.A.; Dugelay, J.L. Apparent age estimation from face images combining general and children-specialized deep-learning models. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, Las Vegas, NV, USA, 26 June–1 July 2016; pp. 96–104.

32. Yaman, D.; Irem Eyiokur, F.; Kemal Ekenel, H. Multimodal age and gender classification using ear and profile face images. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, Long Beach, CA, USA, 16–17 June 2019; pp. 2414–2421.

33. Zheng, D.; Du, J.; Fan, W.; Wang, J.; Zhai, C. Deep learning with PCANet for human age estimation. In *International Conference on Intelligent Computing*; Springer: Cham, Switzerland, 2016; pp. 300–310.

34. Zaghbani, S.; Boujneh, N.; Bouhlel, M.S. Age estimation using deep learning. *Comput. Electr. Eng.* 2018, 68, 337–347. [CrossRef]

35. Li, K.; Xing, J.; Su, C.; Hu, W.; Zhang, Y.; Maybank, S. Deep cost-sensitive and order-preserving feature learning for cross-population age estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–23 June 2018; pp. 399–408.

36. Zhang, C.; Liu, S.; Xu, X.; Zhu, C. C3AE: Exploring the limits of compact model for age estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June 2019; pp. 12587–12596.

37. Ioffe, S.; Szegedy, C. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In Proceedings of the 32nd International Conference on Machine Learning, Lille, France, 6–11 July 2015; pp. 448–456.

38. Lunke, F.; Bob, Z.; Yong, X.; Chunwei, T.; Rida, I.; David, Z. Jointly heterogeneous palmprint discriminant feature learning. In *IEEE Transactions on Neural Networks and Learning Systems*; IEEE: Piscataway, NJ, USA, 2021; pp. 1–12.

39. Liu, B.; Zhu, Y.; Fu, Z.; Melo, G.; Elgammal, A. Oogan: Disentangling gan with one-hot sampling and orthogonal regularization. In Proceedings of the AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; Volume 34, pp. 4836–4843.

40. Ricanek, K.; Tesafaye, T. Morph: A longitudinal image database of normal adult age-progression. In Proceedings of the International Conference on Automatic Face and Gesture Recognition, Southampton, UK, 10–12 April 2006; pp. 341–345.

41. Hsu, G.S.J.; Wu, H.Y.; Yap, M.H. A Comprehensive Study on Loss Functions for Cross-Factor Face Recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, Seattle, WA, USA, 14–19 June 2020; pp. 826–827.

42. Escalera, S.; Fabian, J.; Pardo, P.; Baró, X.; Gonzalez, J.; Escalante, H.J.; Guyon, I.A. Chalearn looking at people 2015: Apparent age and cultural event recognition datasets and results. In Proceedings of the IEEE International Conference on Computer Vision Workshops, Santiago, Chile, 7–13 December 2015; pp. 1–9.

43. Liu, X.; Li, S.; Kan, M.; Zhang, J.; Wu, S.; Liu, W.; Chen, X. Agenet: Deeply learned regressor and classifier for robust apparent age estimation. In Proceedings of the IEEE International Conference on Computer Vision Workshops, Santiago, Chile, 7–13 December 2015; pp. 16–24.

44. Lee, P.H.; Wu, S.W.; Hung, Y.P. Illumination compensation using oriented local histogram equalization and its application to face recognition. *IEEE Trans. Image Process.* 2012, 21, 4280–4289. [CrossRef] [PubMed]

45. Hu, H. Multiscale illumination normalization for face recognition using dual-tree complex wavelet transform in logarithm domain. *Comput. Vis. Image Underst.* 2011, 115, 1384–1394. [CrossRef]

46. Viola, P.; Jones, M. Rapid object detection using a boosted cascade of simple features. In Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, Kauai, HI, USA, 8–14 December 2001; Volume 1, pp. 511–518.

47. Cootes, T.F.; Kittipanya, P. Comparing variations on the active appearance model algorithm. In Proceedings of the British Machine Vision Conference, Cardiff, UK, 2–5 September 2002; pp. 1–10.

48. Huang, G.; Liu, Z.; Yan, L.; Weinberger, K.Q. Densely connected convolutional networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 4700–4708.