Bound on quantum scrambling with all-to-all interactions
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We prove bounds on operator growth and infinite temperature out-of-time-ordered correlators in many-body systems with $N$ spin-$\frac{1}{2}$ degrees of freedom which interact via two-body all-to-all interactions. Our results parametrically improve previous bounds, and sharply constrain when and how quantum simulators, including trapped ion crystals and cavity quantum electrodynamics, can study quantum gravity.

1. INTRODUCTION

In the past few years, the holographic correspondence between quantum many-body systems and quantum gravity in one more spacetime dimension \cite{1} has attracted intense interest. In particular, the realization that microscopic models including the Sachdev-Ye-Kitaev model \cite{2, 3, 4} might realize (aspects of) quantum gravity has set off a hunt for microscopic models that mimic quantum gravity, and might also be studied experimentally \cite{5, 6, 7, 8, 9}.

A key property of quantum black holes (and thus a theory of quantum gravity) is that they are fast scramblers \cite{12}. For our purposes, fast scrambling means that out-of-time-ordered correlators (OTOCs) exhibit exponential growth \cite{13}. In a theory of $N$ spin-$\frac{1}{2}$ degrees of freedom, we expect that for any $1 \leq i, j \leq N$,\hspace{1cm}

$$\langle [X_i(t), X_j]^2 \rangle \sim \frac{1}{N} e^{\lambda t}. \hspace{1cm} (1)$$

Here $X_i$, $Y_i$ and $Z_i$ denote the three Pauli matrices acting on spin $i$. The key feature of (1) is that $\lambda$ is independent of $N$, and so the OTOC (as we defined it) becomes of order 1 in a scrambling time
\hspace{1cm}

$$t_s \sim \log N. \hspace{1cm} (2)$$

(2) is believed to hold in all theories of quantum gravity, for (almost?) every pair of $i$ and $j$. Note that (2) serves as our (informal) definition of scrambling time.

The canonical Lieb-Robinson theorem \cite{14}, which says that quantum information spreads ballistically in a $d$-dimensional lattice, forbids fast scrambling in conventional lattice models. However, generalizations of the Lieb-Robinson bounds to spin systems defined on more abstract interaction graphs, including those with all-to-all interactions (each spin couples to each other spin), do suggest fast scrambling is permitted \cite{15, 16, 17}.

Happily, it is experimentally possible to realize the spatially non-local interactions required of a fast scrambler. As a simple example, we can realize the Hamiltonian

$$H = \frac{1}{N^\alpha} \sum_{i,j=1}^{N} J_{ij}(t) Z_i Z_j + \sum_{i=1}^{N} \sum_{a=1}^{3} h^a(t) X^a_i \hspace{1cm} (3)$$

in a trapped ion crystal \cite{18} (with expected exponent $\alpha = 1$). Hamiltonians with similar simple all-to-all interactions can be achieved in cavity quantum electrodynamics \cite{19, 20} (with $\alpha = 0$). Remarkably, in these platforms it is possible to measure certain kinds of OTOCs \cite{21, 22, 23}. Here $X^a_i = \{X_i, Y_i, Z_i\}$ is shorthand for the three Pauli matrices, and $\alpha$ is a free parameter governing the strength of the all-to-all interactions; we take $J_{ij}$ to scale independently of $N$. In the simplest experiments, all $J_{ij} = J$ are the same. If such a system can model a fast scrambler, it would allow for near-term experimental tests of aspects of quantum gravity.

Our goal is to rigorously address the extent to which (3), along with many generalizations, could realize a fast scrambler in an experiment. We will show that at infinite temperature, in this family of models (3),

$$t_s \gtrsim N^{\alpha - \frac{3}{2}}. \hspace{1cm} (4)$$

(We postpone the precise statement and its proof.) Hence it is impossible to have both fast scrambling (which requires $\alpha \leq \frac{1}{2}$) and extensivity of the energy spectrum ($\alpha \geq 1$), at least in the model with $J_{ij} = J$.

2. IMPLICATIONS

Our main result (4) is complementary to recent works \cite{24, 25} which have proposed studying fast scrambling in models of a similar form to (3). Our bound (4) is not incompatible with their key results, so long as $\alpha \leq \frac{1}{2}$ is taken. Whether such a small value of $\alpha$ has further interesting consequences or constraints on the many-body dynamics is an interesting open question. It is unclear whether this constraint is irrelevant for the faithful simulation of quantum gravity in an experiment, and whether or not such models can realize in a non-trivial way the temperature-dependent bound on OTOC growth conjectured in \cite{26}.
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Indeed, (4) has clear implications for how a quantum simulator, such as a trapped ion crystal, could be used for the experimental study of information scrambling and quantum gravity. Certainly we must take \( \alpha \leq \frac{1}{2} \) to realize fast scrambling. The only way for such a model to be thermodynamically extensive is for \( J_{ij} \) to be a matrix with order 1 entries and maximal eigenvalue \( N^{1/2} \). Heuristically this means that \( J_{ij} \) is a random matrix [27]. Unfortunately, such a regime is not yet realized in a coherent quantum simulation with hundreds of qubits. For example, focusing on trapped ion platforms, such a regime would require detuning the driving laser very far from the vibrational modes of the ion crystal [18], leading to very weak collective interactions.

The more practical alternative for experiments is to use the single-site fields in (3) to dephase the many-body wave function, leading to genuine quantum dynamics and scrambling. After all, since all Pauli \( Z \)s commute in (3), having single-site \( X \) and \( Y \) fields is mandatory to realizing chaos. The results of [25] suggest this approach may be feasible. However, the Hamiltonian must then be strongly time-dependent, meaning that no finite temperature physics may be realized. As the emergence of a semiclassical bulk geometry out of quantum dynamics critically relies on a low temperature compared to microscopic energy scales, many questions about quantum gravity may be inaccessible.

Our bound (4) is parametrically stronger than existing Lieb-Robinson bounds [15–17]. We derived it using a more general operator growth formalism developed in [28–31], which relies on the simple relation between OTOCs and operator size at infinite temperature [32–34]. The Lieb-Robinson bounds of [15–17] might be saturated by studying OTOCs prepared in finely tuned initial states (the infinite temperature ensemble measures the value of the correlator in a typical state). Indeed, [31] recently discovered that there are two separate notions of locality that arise in systems with power law interactions; it would not be surprising if a similar phenomenon arose in models with all-to-all interactions.

It is worth keeping in mind that “fast scrambling” is not necessarily the “fastest scrambling” in nature [16, 35]. It is possible to find models with \( N \)-independent scrambling times, which are certainly not holographically dual to quantum gravity. In the future, we hope to find further-refined probes of holography and quantum gravity to better discriminate between holographic and non-holographic models with non-local interactions.

3. FORMAL DISCUSSION

The remainder of this paper consists of the proof of (4). First, we make precise our assumptions and state a theorem; we conclude with its proof. We study quantum many-body systems consisting of \( N \) spin-\( \frac{1}{2} \) degrees of freedom. The spins are labeled by vertices \( v \) in the set \( V \). The Hilbert space \( \mathcal{H} \) is (isomorphic to) \( (\mathbb{C}^2)^{\otimes N} \). As above, \( X_i, Y_i \) and \( Z_i \) denote the Pauli matrices (normalized as \( X_i^2 = 1 \)) on spin \( i \) \((i \in V)\).

Let \( \mathcal{B} \) denote the set of Hermitian operators acting on \( \mathcal{H} \). It is spanned by products of Pauli matrices on every qubit, along with the identity:

\[
\mathcal{B} = \bigotimes_{i=1}^N B_i = \bigotimes_{i=1}^N \{1, X, Y, Z\}_i.
\]

We denote elements of \( \mathcal{B} \) by \( |\lambda\rangle \rangle \) – these are just like Dirac kets, but with a parentheses to emphasize the vector space is \( \mathcal{B} \), not \( \mathcal{H} \). The appropriate inner product on \( \mathcal{B} \) for studying infinite temperature chaos is

\[
\langle A|B \rangle = 2^{-N} \text{tr}(A^\dagger B).
\]

The basis vectors of (5) are orthonormal. Time translation on \( \mathcal{B} \) is generated by the Liouvillian

\[
\mathcal{L}(t) = i[\mathcal{H}(t), \cdot \cdot \cdot].
\]

(7)

\( \mathcal{L}(t) \) is an antisymmetric linear operator on \( \mathcal{B} \), and

\[
\frac{d}{dt} |\mathcal{O}(t)\rangle = \mathcal{L}(t)|\mathcal{O}(t)\rangle.
\]

(8)

Define the projection operation

\[
\mathbb{P}_i(\mathcal{O}) = |\mathcal{O}\rangle - \frac{1}{2} |1_i \otimes \text{tr}_i \mathcal{O}\rangle
\]

(9)

where \( \text{tr}_i \) denotes partial trace over qubit \( i \). This operation removes all products of Pauli matrices which include the identity on site \( i \). Clearly, the infinite temperature OTOC obeys

\[
|2^{-N} \text{tr} (\langle X_i(t), X_j \rangle^2)| = |2^{-N} \text{tr} (\langle \mathbb{P}_j X_i(t), X_j \rangle^2)|
\]

\[
\leq 4 \langle X_i(t)|\mathbb{P}_j|X_i(t)\rangle.
\]

(10)

This conclusion generalizes to allow for \( X_i \) and \( X_j \) to be any linear superposition of Paulis. For any subset \( S \subseteq V \) similarly define \( \mathbb{P}_S \) to be the projection onto all operators which have at least one non-identity Pauli on at least one vertex \( i \in S \).

Let \( 0 < a < 1 \) be an \( N \)-independent constant. We define the scrambling time as the smallest possible time \( t_s > 0 \) at which the projection in (10) is large:

\[
t_s = \inf_{t \in \mathbb{R}^+} \left\{ \sup_{\mathcal{O}_i \in \mathcal{B}_i} \sum_{j=1}^N \frac{(\mathcal{O}_i(t)|\mathbb{P}_j|\mathcal{O}_j(t))}{(\mathcal{O}_i|\mathcal{O}_j)} > aN \right\}.
\]

(11)

Our key conclusions do not depend on \( a \). The quantity in the sum above is called the average operator size [32–34].

Formally, we say that a graph \( \Lambda = (V, E) \) exists in \( d \) spatial dimensions (\( \Lambda \) is \( d \)-dimensional) when the following properties hold. Let \( N = |V| \) be the number of vertices. Pick any vertex \( v \in V \). Define \( S_D \) to be the set of all vertices that are a distance \( \leq D \) away from \( v \); namely, for any \( x \in S_D \) a path of at most \( D \) edges exists
from $v$ to $x$. We say $\Lambda$ is $d$-dimensional when there exist finite constants $0 < c_1, c_2 < \infty$ that are independent of $N$, such that for every $v$,

$$|S_D| \leq c_1 D^d,$$  \hspace{1cm} (12a)  

$$|S_D| - |S_{D-1}| \leq c_2 D^{d-1}.$$  \hspace{1cm} (12b)  

We are now ready to state our main result:

**Theorem 1.** Let $\Lambda = (V, E)$ be a $d$-dimensional lattice graph with $|V| = N$ vertices, such that each vertex in the graph has at most $k$ vertices, with $k$ finite and independent of $N$. Consider quantum dynamics on $\mathcal{H} = (\mathbb{C}^2)^N$ generated by

$$H(t) = \sum_{ij \in V} \frac{J_{ij}(t)}{N^\alpha} X_i^a X_j^b + \sum_{\{i,j\} \in E} K_{ij}(t) X_i^a X_j^b + \sum_{i \in V} h_i(t) X_i^a,$$  \hspace{1cm} (13)  

where $|J_{ij}(t)| \leq 1$ and $|K_{ij}(t)| \leq 1$. We employ Einstein summation convention on $a, b$ indices. Then there exists $0 < C < \infty$ such that if $\alpha < 1 + \frac{1}{d}$,

$$t_s > C N^{(2\alpha - 1)/(d+2)}.$$  \hspace{1cm} (14)  

In other words, for any $\alpha > \frac{1}{2}$, the Hamiltonian (13) is not a fast scrambler. For $\alpha \geq 1 + \frac{1}{d}$, $t_s > C N^{1/d}$ is not affected by the non-local interactions.

### 4. PROOF OF THE THEOREM

For notational simplicity, we assume below that $H(t)$ does not depend on time. However, the proof below immediately generalizes to the time-dependent case, which we “leave as an exercise to the reader”.

Choose any vertex $v \in V$, $D \in \mathbb{Z}^+$, and let $\tilde{S}_D$ denote the complement of $S_D$. Now let us define

$$H_{\leq D} := \sum_{\{i,j\} \subset S_D} K_{ij} X_i^a X_j^b + \sum_{i \in S_D} h_i(t) X_i^a,$$  \hspace{1cm} (15a)  

$$H_D := \sum_{i \in S_{D-1}, j \notin S_{D}} K_{ij} X_i^a X_j^b,$$  \hspace{1cm} (15b)  

$$H_{> D} := \sum_{\{i,j\} \subset S_D} K_{ij} X_i^a X_j^b + \sum_{i \in S_D} h_i(t) X_i^a,$$  \hspace{1cm} (15c)  

$$H_{< N L} := \left( \sum_{i \in S_D, j \notin S_D} J_{ij} X_i^a X_j^b \right) \frac{1}{N^\alpha},$$  \hspace{1cm} (15d)  

$$H_{> N L} := \sum_{\{i,j\} \subset S_D} J_{ij} X_i^a X_j^b.$$  \hspace{1cm} (15e)  

$H_{> D}$ and $H_{> N L}$ are the terms in the Hamiltonian that do not act on vertices in $S_D$; $H_{\leq D}$ acts entirely within $S_D$; $H_D$ and $H_{< N L}$ denote terms which connect $S_D$ and $\tilde{S}_D$. We define $\mathcal{L}_{<D}(t)$, etc., in the obvious way, using (7). Note that

$$H = H_{<D} + H_{>D} + H_{> NL} + H_{< NL}.$$  \hspace{1cm} (16)  

Following [28–31], we invoke the Duhamel identity

$$e^{\mathcal{L}_t} = e^{\mathcal{L}_{<D} t} + \int_0^t ds e^{\mathcal{L}_{<D}(t-s)} (\mathcal{L}_s - \mathcal{L}_{<D}) e^{\mathcal{L}_{<D}s}.$$  \hspace{1cm} (17)  

Let $|O_v|$ denote a (linear combination of) Paulus on vertex $v$ with $(O_v|O_v) = 1$. Since $|O_v(t)| = e^{\mathcal{L}_t}(O_v)$, we can apply (17). Now, how much of $|O_v(t)|$ has support in $\tilde{S}_D$? Observe that

$$E_{\tilde{S}_D}|O_v(t)\rangle = P_{\tilde{S}_D} \int_0^t ds e^{\mathcal{L}_{<D}(t-s)} (\mathcal{L}_s + \mathcal{L}_{< NL}) e^{\mathcal{L}_{<D}s} |O_v\rangle.$$  \hspace{1cm} (18)  

Since $e^{\mathcal{L}_t}$ and $e^{\mathcal{L}_{<D}t}$ are unitary transformations, they do not change the length of $|O_v|$ as measured by our inner product. Thus, we use the triangle inequality to obtain

$$\|E_{\tilde{S}_D}|O_v(t)\rangle\|_2 \leq \int_0^t ds \|e^{\mathcal{L}_{<D}s} |O_v\rangle\|_2 + \int_0^t ds \|e^{\mathcal{L}_{<NL} e^{\mathcal{L}_{<D}s}} |O_v\rangle\|_2.$$  \hspace{1cm} (19)  

where we have defined $\||O\|_2^2 = (O|O)$. The left hand side bounds the OTOC which controls the scrambling time.

We first bound the top line of (19):

**Lemma 2.** Let $Q_D$ denote the set of vertices exactly distance $D$ from $v$: $Q_D = S_D - S_{D-1}$. Then there exists $0 < \mu < \infty$ such that

$$\|P_{Q_D} e^{\mathcal{L}_{<D} t} |O_v\rangle\|_2 \leq e^{\mu t - D}.$$  \hspace{1cm} (20)  

***Proof.*** This is a well-known result [14]; the reader should feel free to skip. Still, we present an elegant proof of this lemma, of interest to specialists, using quantum walks [30, 31]. In one dimension a slightly improved version of this proof leads to stronger bounds than the provably optimal Lieb-Robinson-style bounds of [28, 36].

For notational convenience, we denote for the proof of this lemma $e^{\mathcal{L}_{<D}t} |O\rangle = |O(t)\rangle$. Define

$$F := \sum_{x \in S_D} b_x^d \mathbb{P}_x,$$  \hspace{1cm} (21)  

where $d_x$ denotes the distance from $v$ to $x$. Observe that

$$\frac{d}{dt} (O_v(t)|F|O_v(t)) = (O_v(t)||F, \mathcal{L}_{<D}|O_v(t))$$  \hspace{1cm} (22)  

and that it is easy to (crudely) bound the right hand side: denoting $\varphi_x(t) := \|\mathbb{P}_x |O_v(t)\rangle\|_2$, we find that (using...
If the assumptions of Theorem 1 hold, but \( |K_{ij}^{ab}| \leq 1 \)
\[
\frac{d}{dt} \langle O_v | F | O_v \rangle \leq \sum_{\{x,y\} \in S_D} \langle O_v | [b^d \mathcal{P}_x + b^d \mathcal{P}_y, \mathcal{L}_{xy}] | O_v \rangle
\]
\[
\leq 36 \sum_{\{x,y\} \in S_D} \varphi_x \varphi_y \left( b^d_x + b^d_y \right)
\]
\[
\leq 18 \sum_{\{x,y\} \in S_D} \left( b^{dx} + b^{dy} \right) \left( \varphi_x^2 + \varphi_y^2 \right)
\]
\[
\leq \langle O_v | F | O_v \rangle \times 18(1+b)k.
\] (23)

In the first line we have defined \( \mathcal{L}_{xy} = i[K_{xy}^{ab}X_x^a X_y^b] \); in the third line we have used that \( 2\varphi_x \varphi_y \leq \varphi_x^2 + \varphi_y^2 \); in the fourth line we have used that only nearest neighbor interactions on \( \Lambda \) are allowed by the local terms: if \( \{x, y\} \in E, |d_x - d_y| \leq 1 \). Therefore letting \( \mu = 9(1+b)k \),
\[
\langle O_v(t) | F | O_v(t) \rangle \leq e^{3\mu t}.
\] (24)

The final observation is that
\[
\langle O_v | \mathcal{P}_{Q_D} | O_v \rangle b^D \leq \sum_{x \in Q_D} \langle O_v | \mathcal{P}_x | O_v \rangle b^D \leq \langle O_v | F | O_v \rangle.
\] (25)

Combining (24) and (25) and setting \( b = e^2 \), we obtain (20).

This lemma then allows us to crudely (but easily!) bound the first line of (19) as follows:
\[
\int_0^t ds \| L_{D} e^{L_{D}s} | O_v \rangle \|_2 \leq 2t \| H_D \| \sup_{s \in [0,t]} \| \mathcal{P}_{Q_D} e^{L_{D}s} | O_v \rangle \|_2
\]
\[
\leq M t D^{d-1} e^{\mu t - D}. \] (26)

where \( \| H_D \| \) denotes the conventional operator norm (in this case, maximal eigenvalue) of \( H_D \) and \( M \) is an order 1 constant related to the degree of \( \Lambda \). Then, the second line of (19) is bounded simply:
\[
\int_0^t ds \| L_{NL} e^{L_{NL}s} | O_v \rangle \|_2 \leq t \sup_{s \in [0,t]} \| H_{NL} | O_v(s) \|_2
\]
\[
\leq 2t \| H_{NL} \|_2 \] (27)

where we have used the fact that \( O_v(s) \) has maximal eigenvalue 1 to simplify the calculation above. Then we observe that
\[
\| H_{NL} \|_2^2 = \left( \sum_{i \in S_D, j \notin S_D} + \sum_{\{i,j\} \in S_D} \right) \frac{(J_{ij}^{ab})^2}{N^{2\alpha}} \| X_i^a X_j^b \|_2^2
\]
\[
\leq 9 |S_D| N^{1-2\alpha}. \] (28)

Now let us combine (26), (27) and (28), evaluated at a value of \( D \) obeying
\[
D \geq 2\mu t + D_0. \] (29)

where \( D_0 \) will be chosen below. Using (12a), and when \( t \) is large, we conclude
\[
\| \mathcal{P}_{S_D} | O_v(t) \|_2 \leq \frac{Z'}{10} \sqrt{\epsilon_1} \max(2\mu t, D_0)^{d-1} e^{\mu t - D_0} + M' (2\mu t + D_0)^d e^{-\mu t - D_0} \] (30)

for finite constants \( Z' \) and \( M' \) independent of \( N \).

We now choose \( D_0 \) such that
\[
\sqrt{\frac{a}{8}} > e^{-D_0/2} \sup_{t \in \mathbb{R}^+} \frac{M'}{2\mu} (2\mu t + D_0)^d e^{-\mu t - D_0/2} \] (31)

Note that \( D_0 \) can be chosen independent of \( N \). To understand why we make this choice, we return to our definition of scrambling time. Suppose that we choose
\[
|S_D| < \frac{a N}{2}. \] (32)

At the scrambling time \( t = t_s \), by (11) and (32),
\[
\frac{a}{2} < \langle O_v(t_s) | \mathcal{P}_{S_D} | O_v(t_s) \rangle. \] (33)

Now, let us assume that at the scrambling time, \( t/N^{1/d} \rightarrow 0 \). In this case, we can always choose a \( D \) compatible with (29) and (32). Combining (30), (31), and (33), we obtain
\[
t_s^{1+d/2} > \sqrt{\frac{a}{8}} \frac{N^{\alpha - \frac{d}{2}}}{Z' \sqrt{\epsilon_1} (2\mu)^d}, \] (34)

which leads to (14) so long as \( \alpha < 1 + \frac{1}{d} \). If instead \( \alpha \geq 1 + \frac{1}{d} \), (34) implies that \( t_s \) scales faster \( N^{1/d} \), which violates our assumption that we could choose a \( D \) such that \( S_D \subset V \) while (34) holds.

**Corollary 3.** If the assumptions of Theorem 1 hold, but in addition \( K_{ij}^{ab}(t) = 0 \), then for some \( 0 < \alpha < \infty \),
\[
t_s(N) \geq CN^{\alpha - 1/2}. \] (35)

**Proof.** This is a simple extension of the proof of the main theorem. If \( K_{ij}^{ab} \) is independent of \( t \) (i.e. \( S_D \) contains only the starting vertex \( v \)). (30) reduces to its first term with \( |S_D| = 1 \). This implies (35). \( \square \)

## 5. Tightness of Bounds

We conclude by showing that the simplest of our bounds, Corollary 3, cannot be algebraically improved. While this is probably not surprising due to the existence of other fast scramblers such as [25], we present an illustrative and simple (not many-body chaotic) protocol that saturates (35).
Corollary 4. For $N$ sufficiently large, there exists a time-dependent $H(t)$, satisfying the assumptions of Corollary 3 with $\alpha > \frac{1}{2}$, along with

$$J_{ij}^{a}(t) = J_{ij}(t)\delta^{aZ}g^{bZ}$$

(36)

such that for any $\epsilon > 0$,

$$t_{s}(N) \leq KN^{\alpha + \epsilon - 1/2}$$

(37)

where $K$ is a finite constant that can depend on $\epsilon$.

Proof. We describe a simple protocol to grow large operators. We choose a $g = O(1)$ and $M = O(N)$ (to be specified more carefully later) such that

$$N \geq 1 + gM.$$  

(38)

Let $R_{1}, \ldots, R_{g}$ denote $g$ disjoint sets of vertices with $M$ elements. By (38) there exists another vertex (let’s call it 0) not in any of these sets.

For simplicity, we work in a basis of Pauli matrices \{1, $X^{+}, X^{-}, Z$\} on every site, where we define $\sqrt{2}X^{\pm} = X \pm iY$ (note the slightly unusual normalization). Our goal is to build a protocol that starts with $X_{0}^{+}$ and time evolves it into an operator with average size of order $M$. The protocol will work by first expanding the operator into set $R_{1}$ using two-body $ZZ$ couplings, then applying a rotation to convert all $Z$ in $R_{1}$ into $X$, then expanding into $R_{2}$ using $ZZ$ couplings, and so on. After $l$ steps, the size of the operator will scale as $C^{l}$ with high probability. To be precise, we say that an operator $O$ has size $s$ with probability $P_{s}$, where

$$P_{s} = (O|Q_{s}|O)$$

(39)

where $Q_{s}$ is a projection superoperator onto Pauli strings with exactly $s$ non-identity components. We will then show how to choose $g$ so that $C^{g} = M$ and (37) are both obeyed.

Let us now show how to achieve the goals outlined above, starting with the first step of the protocol. Let

$$U_{Z,1} = e^{-i2\tau Z_{0}Z_{R_{1}}}$$

(40)

where we have defined

$$X_{R_{1}}^{a} := \sum_{v \in R_{1}} X_{v}^{a}.$$  

(41)

A straightforward calculation (see e.g. [35]) shows that

$$U_{Z,1}^{\dagger}X_{0}^{+}U_{Z,1} = X_{0}^{+}e^{i\tau Z_{R_{1}}}.$$  

(42)

The probability that $U_{Z,1}^{\dagger}X_{0}^{+}U_{Z,1}$ has size 1 \(\leq s \leq M + 1\) after step 1 of the protocol is then

$$P_{s,1} = \binom{M}{s - 1}(\cos^{2}\tau)^{M-s-1}(\sin^{2}\tau)^{s+1}.$$  

(43)

The average size of the operator is

$$\sum_{s} sP_{s,1} = 1 + M \sin^{2}\tau.$$  

(44)

Since the distribution is binomial, fluctuations about the mean are of order $\sqrt{M}\sin\tau$ and if $\tau$ is sufficiently large, these fluctuations will be small. Let us define an $O(1)$ constants $c_{1,2}$ obeying $c_{1} < 1 < c_{2}$ such that

$$p_{0} := 2^{-1/2g} < \sum_{s=1+i}\frac{P_{s,1}}{2^{s}}.$$  

(45)

where

$$s_{1}^{*} := [c_{1}M\sin^{2}\tau].$$  

(46)

Most of the operator has size at least $s_{1}^{*} + 1$. So, if we define the projection

$$R_{1} := \sum_{s=1+i}Q_{s},$$  

(47)

then it suffices to keep track of only the operator $R_{1}U_{Z,1}^{\dagger}X_{0}^{+}U_{Z,1}$. Note also that there exists a finite constant $c_{3}$ such that the time it takes to run the unitary $U_{Z,1}$ by turning on only Ising couplings as given in (13) is given by

$$t_{Z} = c_{3}N^{\alpha}\tau.$$  

(48)

The next step of the protocol corresponds to rotating the Zs in (42) into $X = (X^{+} + X^{-})/\sqrt{2}$. We can do this in an $O(1)$ time $t_{X}$ using $H(t)$ in (13) by applying the unitary transformation

$$U_{Y,1} = e^{-i\frac{1}{2}Y_{R_{1}}}.$$  

(49)

Define the final operator to be

$$O_{1} = U_{Y,1}^{\dagger}U_{Z,1}^{\dagger}X_{0}^{+}U_{Z,1}U_{Y,1}$$  

(50)

After this step, the probability that a Pauli string has $l_{\pm}$ $X^{\pm}$ Pauli strings in $R_{1}$ is given as follows. Let

$$j = l_{+} - l_{-}$$  

(51)

denote the difference between the number of $X^{+}$ and $X^{-}$, and let $J_{j}$ project on to Pauli strings with this imbalance $j$. Then

$$(O_{1}|Q_{s}|J_{j}^{\dagger}Q_{s}|O_{1}) = (O_{1}|Q_{s}|O_{1})\left(\frac{1}{2} + \frac{s}{2}j\right)\frac{1}{2^{s}}.$$  

(52)

We define an $O(1)$ constant $c_{4}$ such that for any value of $s \geq [c_{1}M\sin^{2}\tau]$,

$$p_{0} < \sum_{j}^{\sqrt{c_{4}N}}\left(\frac{1}{2} + \frac{s}{2}j\right)\frac{1}{2^{s}}.$$  

(53)

Define the projector $K_{1}$ onto all Pauli strings with $s$ $X^{\pm}$ in $R_{1}$, such that $s > [c_{1}M\sin^{2}\tau]$ and with $|j| > c_{4}\sqrt{s}$. Then clearly,

$$||K_{1}|O_{1}||_{2} \geq p_{0}.$$  

(54)
For the remaining steps of the protocol, we choose the unitaries
\[ U_{Z,l} = e^{-i\frac{\pi}{L} Z_{R_{l-1}}} Z_{R_l}, \]  
\[ U_{Y,l} = e^{-i\frac{\pi}{L} Y_{R_l}}. \]

We define
\[ O_l := U_{Y,l}^\dagger U_{Z,l}^\dagger O_{l-1} U_{Z,l} U_{Y,l}. \]

The key observation is that \( O_l \) consists entirely of Pauli strings of identity, \( X^+ \) and \( X^- \), and that every single Pauli string in \( O_{l-1} \), in our \( \pm \) basis, evolves in an orthogonal subspace of operator space \( B \) relative to every other string during steps \( l, l+1, \ldots, g \). Therefore, we can easily recursively analyze the operator growth after every step of the protocol.

For example, when \( l = 2 \), we can analyze the evolution of the operator \( \mathbb{I}_j \mathbb{I}_s O_1 \) separately for each \( j \) and each \( s \). Upon doing so, we find that the probability for having size \( s_2 \) in domain \( R_2 \), with imbalance \( j_2 \) between \( X^+ \) and \( X^- \) in \( R_2 \), is given by
\[ P_{s_2,j}(j) = \left( \frac{M}{s_2} \right) \left( \cos^2(j \tau) \right)^{M-s_2} \left( \sin^2(j \tau) \right)^{s_2}. \]  

The answer only depends on \( j \), since for any operator \( A \)
\[ [Z_{R_1}, \mathbb{I}_j \mathbb{I}_s A] = 2i j \mathbb{I}_j \mathbb{I}_s A. \]

Now, we define the projector \( \mathbb{K}_2 \) onto all operators with at least \( s_2^* \) \( Z \)s in \( R_2 \) (and not more than \( c_2 s_2^* \), where
\[ s_2^* := M \sin^2 \left( \frac{4c_4 \sqrt{s_1}}{\pi g} \right) > \frac{4c_4^2 s_1}{\pi^2} \]

In deriving this formula, it was important that we could ignore zeros of \( \sin^2(j \tau) \) away from \( \tau = 0 \); we will confirm at the end of the proof that this is so. The distribution of \( j_2 \) after applying \( U_{Y,2} \) is given by the binomial formula, similar to (52). A straightforward generalization of the logic at step 1 tells us that
\[ \|K_2|O_2\|_2 \geq p_0^4 \]
where \( \mathbb{K}_2 \) projects onto all Pauli strings with at least \( s_2^* \), \( X^+ \) in \( R_2 \) and with imbalance of at least \( c_4 \sqrt{s_2^*} \).

Clearly this procedure extends to all \( l \). The minimal size after each step is
\[ s_l^* > \left( \frac{4c_4^2}{\pi^2} \right)^{l-1} (s_1^*)^l. \]

After \( g \) steps, we conclude that
\[ \sum_{i=1}^N (O_g | P_i | O_g) \geq \sum_{i=1}^N (O_g | K_2 | P_i | O_g) \geq s_g^* (O_g | K_2 | O_g) \]
\[ \geq s_g^* p_0^{2g} = \frac{s_g^*}{2}. \]

The total runtime of the protocol is
\[ t_s = g (t_Z + t_X). \]

It remains to fix \( g \) and \( \tau \) such that (37) holds. Since \( t_X \) is O(1) it suffices to choose \( g \) and \( \tau \) such that for some \( 0 < c_5 < \infty \)
\[ gc_3 N^\alpha \tau \leq KN^{\alpha+\epsilon-1/2}, \]
\[ c_5 M \leq s_g^*. \]

These inequalities hold if
\[ s_1^* = \frac{\pi^2}{4c_4^2} \left( \frac{4c_4^2 c_5 N}{\pi^2 g} \right)^{1/g} > \frac{4}{\pi^2} c_1 N^{g/\tau} \]
or, for a suitable \( 0 < c_6 < \infty \) that depends on \( g \),
\[ \tau = c_6 N^{-(g-1)/2g}. \]

Choosing \( g > 1/2\epsilon \), we satisfy (64).

The final thing to confirm is that the “imbalance” of \( X^+ \) and \( X^- \) is always so small that \( j \tau < 1 \) holds, except at the final step. Since \( j = \sqrt{s} \) with high probability, (65) and (66) confirm that this is so. In the final step, due to the binomial distribution of \( j \), there will be negligible concentration around \( j \tau/\pi \in \mathbb{Z} \), and the probability that the operator has size \( O(M) \) is finite.
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