Cosmic metal density evolution in neutral gas: insights from observations and cosmological simulations
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ABSTRACT

We contrast the latest observations of the cosmic metal density in neutral gas (ρ_{met, neu}) with three cosmological galaxy evolution simulations: L-GALAXIES 2020, TNG100, and EAGLE. We find that the fraction of total metals that are in neutral gas is < 40 per cent at 3 ≤ z ≤ 5 in these simulations, whereas observations of damped Lyman-α (DLA) systems suggest ≥ 85 per cent. In all three simulations, hot, low-density gas is also a major contributor to the cosmic metal budget, even at high redshift. By considering the evolution in cosmic SFR density (ρ_{SFR}), neutral gas density (ρ_{HI}), and mean gas-phase metallicity ([M/H]_{neu}), we determine two possible ways in which the absolute ρ_{met, neu} observed in DLAs at high redshift can be matched by simulations: (a) the ρ_{SFR} at z ≥ 3 is greater than inferred from current FUV observations, or (b) current high-redshift DLA metallicity samples have a higher mean host mass than the overall galaxy population. If the first is correct, TNG100 would match the ensemble data best, however there would be an outstanding tension between the currently observed ρ_{SFR} and ρ_{met, neu}. If the second is correct, L-GALAXIES 2020 would match the ensemble data best, but would require an increase in neutral gas mass inside subhaloes above z ~ 2.5. If neither is correct, EAGLE would match the ensemble data best, although at the expense of over-estimating [M/H]_{neu}. Modulo details related to numerical resolution and H\textsc{i} mass modelling in simulations, these incompatibilities highlight current tensions between key observed cosmic properties at high redshift.
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1 INTRODUCTION

The evolution of the cosmic metal density (ρ_{met}) and cosmic star-formation rate density (ρ_{SFR}) are key diagnostics for understanding galaxy evolution. Combined, they encode the relative significance of all the main physical processes driving galaxy evolution, including gas accretion, star formation, stellar evolution, metal enrichment, and outflows driven by supernovae (SNe) and active galactic nuclei (AGN).

Recently, observational studies of the metal content in and around galaxies have suggested that nearly all the metals in the Universe at z ≥ 2.5 reside in regions dominated by neutral gas (Péroux & Howk 2020, hereafter PH20). These regions have H\textsc{i} column densities of N(H\textsc{i}) > 2 × 10^{20} cm^{-2} and are probed in absorption against bright background sources as damped Lyman-α (DLA) systems. DLAs are expected to trace the cold and warm neutral medium within galaxies (Wolfe et al. 2005; Bird et al. 2014; Rahmati et al. 2015; Peeples et al. 2019), and do not suffer from the selection biases or metallicity calibration issues that hamper emission-based samples. An analysis of this DLA data by PH20 argues that the cosmic, dust-corrected, metal mass density in neutral gas (ρ_{met, neu}) is only a factor of a few lower than the total expected metal density in the Universe (ρ_{met,tot}) at z ~ 2.5, and constitutes ≥ 85 per cent at z ≥ 4. These estimates are higher than previously predicted from comparisons between DLAs and Lyman-break galaxies (LBGs) (Rafelski et al. 2014).

Such a result is perhaps surprising, given that the presence of strong galactic winds in highly-star-forming galaxies and AGN hosts at high redshift (e.g. Adelberger et al. 2003; Steidel et al. 2010; Bischetti et al. 2019; Sugahara et al. 2019; Ginolfi et al. 2020; Spilker et al. 2020) suggest an efficient removal of metals from galaxies. This material should enrich the circumgalactic medium (CGM) and intracluster medium (ICM) to high levels by z ~ 2 (e.g. Mushotzky & Loewenstein 1997; Tozzi et al. 2003; Balestra et al. 2007; Anderson et al. 2009; Baldi et al. 2012; McDonald et al. 2016), or at least be transferred to a hot, ionized phase, undetected by DLAs. The recent results on ρ_{met, neu} seem to be in tension with this scenario.

A precise census of the distribution of metals in the Universe at high redshift is difficult to obtain from current observations, as the full range of dominant contributors to the total metal budget have yet to be comprehensively measured (see PH20). Therefore, in this work, we turn to large-volume cosmological galaxy evolution simulations to assess the apportionment of metals in and around galaxies back to high redshift from a theoretical perspective. This allows us to determine under which conditions ρ_{met, neu} dominates the univer-
sal metal budget above $z \sim 2.5$, and what the consequences are for galaxy evolution in general. For this analysis, we compare observational data with predictions from the L-GALAXIES 2020 semi-analytic model (Henriques et al. 2020), the EAGLE hydrodynamical simulation (Schaye et al. 2015), and the TNG100 magnetohydrodynamical simulation (Pillepich et al. 2018b; Springel et al. 2018; Nelson et al. 2018a; Naiman et al. 2018; Marinacci et al. 2018).

This paper is organised as follows: In Section 2, we provide an overview of the observational data compiled and properties calculated by PH20 in order to form their analysis of metal densities. In Section 3, we present the four cosmological-scale galaxy evolution models used in this work: L-GALAXIES 2020 ‘default model’ (DM), L-GALAXIES 2020 ‘modified model’ (MM), EAGLE, and TNG100. In Section 4, we discuss our findings, including the evolution of the cosmic metal, H$_i$, and SFR densities, as well as neutral gas metallicities, in simulations and observations. In Section 5, we outline the prospects for future observations at high redshift. Finally, in Section 6 we provide a summary of our conclusions.

## 2 OBSERVATIONAL DATA

The so-called “missing metals problem” was originally posed some 20 years ago by Pettini (1999) and Pagel (1999) as an order of magnitude shortfall in the co-moving density of metals which have been measured compared with those expected to have been produced by the star formation activity seen in galaxies. At the time, when adding up all the metals which had been measured with some degree of confidence, findings showed that they accounted for no more than ~10 per cent of what was expected to have been produced and released by $z = 2.5$. Although, more recent studies suggest that this discrepancy is substantially reduced (e.g. Renzini 1998; Ferrara et al. 2005; Bouche et al. 2005, 2006, 2007; Shull et al. 2014).

With the goal of reappraising the missing metals problem, PH20 reviewed this census by making an assessment of the cosmic metal mass density continuously with look-back time. Comprehensive estimates for the metal mass present in stars, the intracluster medium (IcGM and ICM), highly and partially ionised gas (i.e. Lyman Limit Systems, LLS, and sub-DLAs), and neutral gas were made. Of particular interest for this study are the measurements made of the metal density in predominantly neutral gas as a function of redshift.

Absorption lines detected against bright background quasars offer the most compelling way to study the distribution, chemical properties, and metal mass budget of the dense gas in and around galaxies. In these quasar absorbers, the minimum gas density which can be made of the metal density in predominantly neutral gas as a function of redshift.

The key free parameters in L-GALAXIES 2020, such as the efficiency of conversion of H$_2$ into stars, the efficiency of supermassive black hole (SMBH) feeding, and others, are simultaneously calibrated following an MCMC formalism (Henriques et al. 2009, 2015) in order to match the observed stellar mass functions and red fractions at $z = 0$ and the observed H$_i$ mass function at $z = 0$. Further information on the baryonic physics implemented into L-GALAXIES 2020 can be found in the supplementary material. Following the method of Angulo & White (2010) and Angulo & Hilbert (2015), the L-GALAXIES 2020 cosmology was rescaled to that of the Planck

---

1. https://lgalaxiespublicrelease.github.io
2. https://lgalaxiespublicrelease.github.io/Hen20_doc.pdf
| Simulation   | Box size (Mpc/h)$^3$ | $m_{\text{min}}$ 10$^5$ M$_{\odot}$/h | $m_{\text{b}}$ 10$^8$ M$_{\odot}$/h | $h$ km/s/Mpc | Metal yields | SFR formula | SN feedback formula |
|-------------|---------------------|--------------------------------------|-----------------------------------|--------------|--------------|--------------|-------------------|
| L-GALAXIES 2020 | 96.1                | 7.7                                  | 1.2                                | 0.673        | M01          | T03          | P98               |
| EAGLE       | 67.8                | 6.7                                  | 1.2                                | 0.677        | M01          | T03          | P98               |
| TNG100      | 75.0                | 5.1                                  | 0.9                                | 0.677        | K10/D14/F14  | N97          | P98/K06           |

Table 1. The key parameters and equations defining the three simulations considered in this work. More detail is provided in the text in Section 3. The metal yield tables listed refer to the following works: Marigo (2001, M01); Thielemann et al. (2003, T03); Portinari et al. (1998, P98); Karakas (2010, K10); Doherty et al. (2014, D14); Fishlock et al. (2014, F14); Nomoto et al. (1997, N97); Kobayashi et al. (2006, K06). For L-GALAXIES 2020: $\alpha = 0.06$ is the H$_2$-to-stars conversion efficiency, $\Sigma_{\text{HI}}$ is the H$_2$ surface mass density, $t_{\text{dyn}} = R_{\text{cold}}/V_{\text{max}}$ is the gas disc dynamical time. $\eta_{\text{SN}} = 0.0149 M_\odot$ is the number of SNe per mass, $\epsilon_\text{SN} = 10^{51}$ erg is the energy released per SN, and $M_\text{fb}$ is the mass return rate by stellar winds and SNe (see Henriques et al. 2020). For EAGLE: $A = 1.515 \times 10^{-4} M_\odot$ yr/kpc$^3$ is the gas-to-stars conversion efficiency, $n = 1.4$ is the slope of the Kennicutt-Schmidt law (Kennicutt 1998), $\Sigma_{\text{gas}}$ is the surface mass density for gas above a given metallicity-dependent density threshold (Schaye et al. 2010), $\chi$ is the fraction of SN energy per mass used to drive galactic winds (Springel & Hernquist 2003), $\epsilon_{\text{SN}} = 10^{51}$ erg is the energy released per SN, and $M_\text{sfr}$ is the star formation rate (see Schaye et al. 2015). For TNG100: $\rho_\text{c}$ is the cold gas density above a threshold value, $\tau_\text{s}$ is the (density-dependent) star formation timescale, which is taken to be proportional to the local dynamical time of the gas, and $\epsilon_\text{w}$ is the specific energy available for wind generation, which is tied to the SN-II energy per mass of stars formed (Pillepich et al. 2018a).

3.2 EAGLE

The EAGLE simulation project$^3$ (Crain et al. 2015; Schaye et al. 2015) is a series of cosmological, hydrodynamical simulations, all run with a modified version of the GADGET-3 code (Springel et al. 2005). Here we exclusively use the largest volume ‘Ref-L100N1504’ simulation, which has a 67.8 h$^{-1}$ ~ 100 cMpc side-length box containing 2 x 1500$^3$ dark matter plus baryonic particles. As a result, the (initial) particle masses are 1.2 x 10$^8$ h$^{-1}$ M$_\odot$ and 6.6 x 10$^8$ h$^{-1}$ M$_\odot$, for gas and DM, respectively, while the collisionless gravitational softening length is fixed at 0.7 physical kpc at late times ($z < 2.8$). The EAGLE cosmology is based on that from the Planck 2013 survey, as described by Planck Collaboration et al. (2014a): $\Omega_{\Lambda,0} = 0.693$, $\Omega_{m,0} = 0.307$, $\Omega_{b,0} = 0.04825$, $\sigma_8 = 0.829$, $n_s = 0.9611$, $h = 0.6777$. The EAGLE model for galaxy formation physics includes a comprehensive description of the most important processes governing galaxy growth and evolution. This incorporates star formation, whereby gas above a (metallicity-dependent) threshold density is stochastically converted into stars; stellar evolution tracks the abundances of eleven individual elements, following massive and intermediate-mass stars; radiative cooling and heating are based on these individual elemental abundances, assuming photoionization equilibrium with an optically thin ionizing background radiation field (Wiersma et al. 2009); supermassive black holes are seeded in all sufficiently massive halos, and subsequently grow by accreting gas from their surroundings; stellar feedback as well as supermassive black hole feedback are both treated via a bursty thermal energy release (Dalla Vecchia & Schaye 2012).

3.3 TNG100

The IllustrisTNG project$^4$ (Naiman et al. 2018; Pillepich et al. 2018b; Nelson et al. 2018a; Marinacci et al. 2018; Springel et al. 2018) is a series of large-volume cosmological gravo-magnetohydrodynamics (MHD) simulations, run with a comprehensive model for the physics driving galaxy formation (Weinberger et al. 2017; Pillepich et al. 2018a). The TNG project encompasses three uniform volume boxes: TNG50, TNG100, and TNG300, all run with the exact same physical model, albeit at different numerical resolutions. Here we exclusively use the intermediate TNG100 run, as a compromise between the high-resolution TNG50 realization (Pillepich et al. 2019; Nelson et al. 2019b) and the large-volume TNG300 run. In particular, TNG100 includes 1820$^3$ dark matter particles, plus a roughly equal number of baryonic mass elements spanning gas, stars, and supermassive black holes, within a 75 h$^{-1}$ ~ 110 cMpc side-length box.

TNG100 has a baryon mass resolution of 9.4 x 10$^5$ h$^{-1}$ M$_\odot$, a DM mass resolution of 5.1 x 10$^8$ h$^{-1}$ M$_\odot$, a collisionless softening of 0.74 physical kpc at $z = 0$, and a minimum gas softening of 184 comoving parsecs. Its cosmology is taken from Planck 2015 data (Planck Collaboration 2016), adopting $\Omega_{\Lambda,0} = 0.6911$, $\Omega_{m,0} = 0.3089$, $\Omega_{b,0} = 0.0486$, $\sigma_8 = 0.8159$, $n_s = 0.9667$ and $h = 0.6774$. Halos and subhalos (galaxies) are identified with the SUBFIND algorithm (Springel et al. 2001), as in EAGLE.

TNG uses the AREPO code (Springel 2010) and includes a model for the key processes which regulate the formation of galaxies. Most importantly, feedback from both supernovae and massive black

$^3$ eagle.strw.leidenuniv.nl

$^4$ www.tng-project.org
holography (see Weinberger et al. 2017; Pillepich et al. 2018a, for details). The production of metals and the assumed stellar nucleosynthetic yields are taken from a combination of multiple stellar evolution codes, as shown in Table 1, noting that these yield tables differ from those in the original Illustris simulation (see Pillepich et al. 2018a).

3.4 Differences between the simulations

In addition to differing choices in the stellar yield sets used, the three simulations considered here also differ in the number of chemical elements tracked. Both L-Galaxies 2020 and EAGLE track 11 chemical elements: H, He, C, N, O, Ne, Mg, Si, S, Ca, Fe. The last nine of these (i.e. excluding H and He) constitute ~98% of the total metal mass in the photosphere of the Sun (Asplund et al. 2009), indicating that their sum provides a good approximation to the total metal mass. TNG100 only explicitly tracks 9 chemical elements: H, He, C, N, O, Ne, Mg, Si, Fe, the last seven of which constitute ~95% of the total metal mass in the Sun’s photosphere. However, this does not make a significant difference to abundances in TNG100, as the SN-II yields (which dominate the production of the most abundant metals) are also renormalised to match the total mass ejected from the Portinari et al. (1998) tables used in L-Galaxies 2020 and EAGLE (see Pillepich et al. 2018a). The SN feedback models in L-Galaxies 2020, EAGLE, and TNG100 also differ in a number of substantial ways. This impacts the metal enrichment of gas in and around galaxies. The efficiency with which SN feedback drives galactic outflows can be quantified by the mass density of the Universe at a certain density threshold that DLAs are unbiased tracers of neutral gas in the Universe. However, if this is not the case, these two calculations can differ, as discussed in Section 4.4. Previous works have argued that, when selecting DLAs from simulations along random sightlines, and modelling HI disc sizes and densities, the cosmic neutral gas density inferred is similar to that obtained by considering all HI in the simulation box (Berry et al. 2016; Di Gioia et al. 2020).

We highlight here that the cosmic mass densities given by equations 1 and 2 are essentially ‘normalised’ total metal masses. This is because the volume considered is always the total comoving volume of the Universe (explicitly in the case of Eqn. 1, and implicitly in the case of Eqn. 2). The actual volume filling fraction of any limit that DLAs are unbiased tracers of neutral gas in the Universe. Finally, these small differences in cosmological parameters assumed between the simulations should only have a negligible impact on their relative results (Angulo & White 2010; Guo et al. 2013; Henriques et al. 2015), especially when compared to differences in the implementation of baryonic physics.

4 RESULTS

4.1 Metal density evolution

In this section, we present the main focus of this work – a comparison between the cosmic metal density evolution from observations and the L-Galaxies 2020, EAGLE, and TNG100 simulations.

4.1.1 Measuring densities

For the simulations, metal densities are calculated at any given redshift as the total metal mass in that particular phase divided by the total comoving volume of the simulation box,

\[ \rho_{\text{met,tho}} = \frac{\sum M_{\text{metals}}}{V_{\text{tot}}} \]  

Observationally, neither \( \sum M_{\text{metals}} \) nor \( V_{\text{tot}} \) are readily measurable, so subtly different approaches are taken to infer metal densities. When estimating the total metal density in neutral gas, the following is used

\[ \rho_{\text{met,neu,obs}} = \rho_{\text{HI+He}} \cdot (M/H)_{\text{DLA}}, \]  

where \( \rho_{\text{HI+He}} \) is the universal baryon density of HII plus helium, as probed by statistical HI surveys at various redshifts (see PH20 and Section 4.3), and \( (M/H)_{\text{DLA}} \) is the HII-weighted mean metal-to-hydrogen mass ratio from DLAs (see PH20, section 3.4). Eqs. 1 and 2 return essentially the same result (modulo small differences between the mass of hydrogen, HI+He, and total neutral gas) in the limit that DLAs are unbiased tracers of neutral gas in the Universe. However, if this is not the case, these two calculations can differ, as discussed in Section 4.4. Previous works have argued that, when selecting DLAs from simulations along random sightlines, and modelling HI disc sizes and densities, the cosmic neutral gas density inferred is similar to that obtained by considering all HI in the simulation box (Berry et al. 2016; Di Gioia et al. 2020).

We highlight here that the cosmic mass densities given by equations Eqs. 1 and 2 are essentially ‘normalised’ total metal masses. This is because the volume considered is always the total comoving volume of the Universe (explicitly in the case of Eqn. 1, and implicitly in the case of Eqn. 2). The actual volume filling fraction of any particular phase does not enter the calculation. The equivalent, dimensionless quantity, \( \Omega = \rho/\rho_{\text{crit,0}} \), is therefore sometimes preferred in the literature, where \( \rho_{\text{crit,0}} = 3H_0^2/8\pi G = 1.36 \times 10^{-11} M_\odot \text{ cMpc}^{-3} \) is the critical mass density of the Universe at \( z = 0 \). This quantity is shown as the second y-axis in all relevant figures in this work.

The various baryonic phases are distinguished in different ways in the simulations. For L-Galaxies 2020, baryons within haloes are split into seven distinct components: SMBH, bulge stars, disc stars, halo stars, cold gas (i.e. ISM), hot gas (i.e. CGM), and an ejecta reservoir. The cold gas component within galaxies (which is tuned to reproduce the observed HII mass function at \( z = 0 \), see Henriques et al. 2020) is assumed to represent neutral gas in this work. For EAGLE and TNG100, gas particles/cells are assigned to phases according to their volumetric density. Density ranges have
been chosen to roughly replicate the column density designations given to DLAs, sub-DLAs, LLSs, and sub-LLSs in observations (see Fig. 1). Therefore, dense neutral gas is assumed to be represented by material with \( n_{\text{gas}} > 10^{-1.1} \text{ cm}^{-3} \). This corresponds to the threshold column density for DLAs of \( N(\text{H}i) = 10^{20.3} \text{ cm}^{-2} \) at \( z = 3 \) in the EAGLE precursor simulations studied by Rahmati et al. (2013) (see also PH20, fig. 1c). Because the relation between volumetric and column densities is not exact, a factor of 2 uncertainty (i.e. a range of thresholds from \( 10^{-1.6} \) to \( 10^{-1.0} \text{ cm}^{-3} \)) is accounted for in this work, matching the \( 1\sigma \) spread in \( n_{\text{gas}} \) found by Rahmati et al. (2013) at \( N(\text{H}i) = 10^{20.3} \text{ cm}^{-2} \). This uncertainty in EAGLE and TNG100 results is indicated by shaded regions in all relevant figures.

### 4.1.2 Apportionment of metals

Fig. 1 shows the cosmic metal density evolution for various phases in and around galaxies. Each panel shows results from a different simulation considered here (lines), with PH20 observational data shown in all panels (points).

At low redshift \( (z \lesssim 2.5) \), all four simulations reproduce the observed partition of metals among various phases reasonably well. For example, EAGLE and L-Galaxies 2020 (both the DM and MM) match the steep increase in \( \rho_{\text{met, neu}} \) observed from \( z \sim 0.75 \) to the present day (orange). EAGLE and TNG100 also roughly reproduce the normalisation of the metal density in neutral gas at \( z \sim 0.5 \) from DLAs (green), as well as the total gas metal density at \( z \sim 1 \) inferred from SED modelling of present-day galaxies (Bellstedt et al. 2020).

Importantly, the metals found in gas with \( n_{\text{gas}} \lesssim 10^{-2.4} \text{ cm}^{-3} \) in EAGLE and TNG100, or equivalently in the hot CGM in L-
Galaxies 2020, make up a significant fraction of the total metal budget (solid red lines). The dominance of this phase in the simulations highlights its importance when assessing the “missing metals problem”. Such material is roughly equivalent to sub-LLS gas with \( N(\text{H}) < 1.6 \times 10^{14} \text{ cm}^{-2} \) in observations, as traced by the Ly\( \alpha \) forest. The full complement of this low-density phase is difficult to measure observationally, especially at high redshift, so is not included in the observational data set shown in Fig. 1. However, the sub-component of this phase from the IGM+ICM at low-redshift is shown (red points). This can be compared to the dashed red lines from the simulations, which represents hot gas in within subhaloes of mass \( \log(M_{200}/M_\odot) \geq 13.0 \). In all three simulations, this sub-component has a relatively small contribution to the total low-density gas in the universe, which is predominantly found in the subhaloes of field galaxies. In TNG100, the dominant metal fraction is shared roughly equally between this low-density gas and stars, highlighting the large amount of metals locked-up in stars in that simulation.

At high redshift (\( z \geq 2.5 \)), the differences between the simulations and observations are more pronounced. For example, EAGLE appears to under-estimate \( \rho_{\text{met, neu}} \) by 0.27 dex at \( z \sim 4 \) compared to observations, whereas the L-GALAXIES 2020 DM and MM underestimate this much more significantly, by 0.49 dex and 0.82 dex, respectively. In turn, TNG100 is able to reasonably match the observed \( \rho_{\text{met, neu}} \) from DLAs at high redshift. However, in order to do this, the total metal budget (black line), is higher than that inferred from either observations or the other simulations considered here. The cause of this discrepancy is discussed in Section 4.2.

Overall, the observational claim that nearly all metals at high redshift are in neutral gas is not reproduced in any of the simulations. While DLA observations suggest that \( \sim 87 \) per cent of the total expected metal budget at \( z \sim 4 \) is in neutral gas, less than 40 per cent is in neutral gas in the simulations considered here at the same redshift (19 per cent for L-GALAXIES 2020 DM, 8 per cent for L-GALAXIES 2020 MM, 30 per cent for EAGLE, and 32 per cent for TNG100). Hot gas, and stars in the case of TNG100, also have a major contribution in the simulations. This material remains largely unobserved at these redshifts.

4.1.3 Biases in observations and simulations

When considering the accuracy of \( \rho_{\text{met, neu}} \) in observations, we note that the dust corrections applied to \( \langle M/H \rangle_{\text{DLA}} \) measurements are significant (up to \( \sim 0.5 \) dex for iron at high redshift), and can, in principle, lead to over-estimates. However, the dust correction technique utilised by De Cia et al. (2018) for this data set is relatively well constrained, relying on multiple metal absorption lines. This means that the dust corrections applied here are likely to be reliable. A lack of highly dust-obscured systems in the sample can also pose an issue, however this would lead to an under-estimate of \( \rho_{\text{met, neu}} \), rather than an over-estimate, therefore increasing the discrepancy between the observations and simulations. Dust is therefore unlikely to fully explain the discrepancy seen in Fig. 1.

When considering the accuracy of metal density measurements in simulations, we note that mass resolution limits could lead to inaccurate estimates for very low mass systems (see e.g. Di Gioia et al. 2020). However, the amount of metals residing within sub-resolution systems would have to be considerably under-estimated for this to fully account for the discrepancies seen in Fig. 1. Nonetheless, such mass resolution issues do significantly affect model H\( \alpha \) mass densities, as discussed in Section 4.3.

Finally, in contrast to the argument that model galaxies below a certain mass should contribute more metals, an alternative argument is that the observed DLA samples are only probing systems above a certain mass. We find that when limiting the minimum stellar mass assumed for DLA hosts in the simulations (and therefore using Eqn. 2 rather than Eqn. 1 to calculate \( \rho_{\text{met, neu}} \)), the correspondence with the observed \( \rho_{\text{met, neu}} \) from DLAs is much improved for L-GALAXIES 2020 MM (green dashed line in Fig. 1). We discuss this possibility and other complications in the estimation of \( \rho_{\text{met, neu}} \) from DLAs in Section 4.4.

In conclusion, we find that none of the cosmological simulations considered here agree with the observational finding that the majority of metals in the Universe at high redshift are in the neutral gas phase. Instead, all four simulations suggest that low-density hot gas also has a significant contribution. However, the absolute amount of metals observed in DLAs can be matched by simulations, but only under certain conditions outlined in the following sections.

4.2 Star formation rate density evolution

When assessing the metal densities seen at high redshift, it is important to also consider the evolution of the cosmic SFR density (\( \rho_{\text{SFR}} \)). This is because, to first order, \( \rho_{\text{SFR}} \) controls the rate of metal production in the Universe and the distribution of these metals throughout galaxies and their environments via outflows.

Fig. 2 shows the evolution of \( \rho_{\text{SFR}} \) for the four simulations considered here, along with two observational compilations from Madau & Dickinson (2014) (orange line) and Driver et al. (2018) (orange points). Both these studies incorporate data spanning rest-frame wavelengths from the far infrared (FIR, at lower redshifts) to the far ultraviolet (FUV). Comparing the observed \( \rho_{\text{SFR}} \) with theoretical models in this way is difficult, as many systematic uncertainties exist, including the importance of obscured star formation, biased galaxy samples, resolution effects, and cosmic variance. Nonetheless, we present here a face-value comparison, and discuss the complexities involved.

The L-GALAXIES 2020 DM and MM match the observed \( \rho_{\text{SFR}} \) shown in Fig. 2 quite well at high redshift, but over-estimate the total amount of star formation below \( z \sim 1 \) (when run on the MILLENNIUM-II). Conversely, EAGLE slightly over-estimates the observed \( \rho_{\text{SFR}} \) at \( z \gtrsim 5 \), but under-estimates it by over 0.2 dex at \( z \lesssim 2 \) (see also Furlong et al. 2015; Katsianis et al. 2017; Driver et al. 2018). TNG100 has comparable (or perhaps too low, Donnari et al. 2019) star formation rates at \( z \sim 2 \), and is also consistent with 3D-HST data at \( z \sim 1.5 \) (Nelson et al. 2021). However, TNG100 also shows the largest difference at high redshift, with significantly more star formation at \( 3 \lesssim z \lesssim 5 \) than inferred by Madau & Dickinson (2014) and Driver et al. (2018), and an earlier peak at \( z \sim 3 \) (see also Bellstedt et al. 2020; Zhao et al. 2020). Cosmic stellar mass densities, \( \rho_{*} \), are also higher than observed. This enhanced star formation relative to the other simulations at \( z \sim 3-5 \) is the cause of the higher metal densities seen in TNG100 in Fig. 1.

Furlong et al. (2015) discuss how a combination of burstier star formation and reduced AGN feedback efficiency would enable higher SFRs and therefore increased \( \rho_{\text{SFR}} \) in EAGLE, particularly around the peak of cosmic star formation at \( z \sim 2 \). However, we note that this could also lead to an over-estimate of \( \rho_{\text{met, neu}} \) compared to low-redshift DLA observations, which are already slightly exceeded by EAGLE (see Fig. 1). Similarly, a reduction in the star formation efficiency at high redshift in TNG100 (particularly in the progenitors of the most-massive galaxies by \( z = 0 \), see Bellstedt et al. 2020) would lead to a better agreement with current \( \rho_{\text{SFR}} \) inferences from FUV data, but would also cause a greater under-estimate of \( \rho_{\text{met, neu}} \) at high redshift.
Therefore, a comparison between Fig. 1 and Fig. 2 suggests an incompatibility between the currently observed $\rho_{\text{met, neu}}$ and $\rho_{\text{SFR}}$ from FIR-FUV data. This incompatibility is reminiscent of that noted between some $\rho_{\text{SFR}}$ and $\rho_*$ estimates, which is now largely understood (e.g. Wilkins et al. 2020; Leja et al. 2021). When assessing this incompatibility, we note that current observational determinations of $\rho_{\text{SFR}}$ using FUV data could underestimate the amount of star formation in the high-redshift Universe (e.g. Bellstedt et al. 2020; Asada et al. 2021). Significant uncertainties in $\rho_{\text{SFR}}$ are caused by limited sky coverage and the incompleteness of samples, which make large, uncertain extrapolations of the galaxy luminosity function necessary (e.g. Madau & Dickinson 2014; Katsianis et al. 2017). Dusty star-forming galaxies can also be missed when selecting and/or analysing galaxies at shorter wavelengths (e.g. Rowan-Robinson et al. 2016; Wang et al. 2019). Recent studies of ALMA data for a small number of systems from the MORA and ALPINE surveys suggest that such obscured star formation could contribute between 17 and 35 per cent of the total $\rho_{\text{SFR}}$ at $z \sim 5$ (e.g. Gruppioni et al. 2020; Zavala et al. 2021). Inferences from GRBs also suggest a higher $\rho_{\text{SFR}}$ at $z > 5$ (Kistler et al. 2009), and a recent study by Matthews et al. (2021) utilising radio data suggests a systematically higher $\rho_{\text{SFR}}$ at $z \lesssim 3.5$. Importantly, at $z \sim 4$, when TNG100 shows the biggest discrepancy with observations in Fig. 2, Katsianis et al. (2020) find that rest-frame UV data could under-predict SFRs in more massive galaxies by ~0.13 dex. Although, we note that other studies have shown that FIR-FUV measurements can instead over-estimate the true $\rho_{\text{SFR}}$ (e.g. Utomo et al. 2014; Katsianis et al. 2017; Leja et al. 2019; Katsianis et al. 2020).

A systematic bias in the observed $\rho_{\text{SFR}}$ will also affect the total expected metal density, $\rho_{\text{met, tot}}$ (black points in Fig. 1). PH20 determine this quantity by integrating the $\rho_{\text{SFR}}$ from Madau & Dickinson (2014) over time, assuming a fixed mass return fraction and metal yield. It is therefore sensitive not only to changes in stellar lifetimes, remnant masses, and metal yields with redshift, but also the accuracy of SFR measurements. Therefore, an increase in $\rho_{\text{SFR}}$ at $3 \lesssim z \lesssim 5$ would cause a corresponding increase in $\rho_{\text{met, tot}}$, reducing the fraction of total metals found in neutral gas. This would reduce the discrepancy between observations and simulations discussed in Section 4.1.

However, in addition to observational uncertainties, biases in simulations due to their limited resolution and volumes should also be considered (Schaye et al. 2010; Pillepich et al. 2018b). We find that the $\rho_{\text{SFR}}$ obtained from the larger TNG300 simulation is ~0.2 dex lower than seen in TNG100, bringing it into closer agreement with FIR-FUV observations at $z \sim 3$, although worse agreement below $z \sim 2$ (see also Zhao et al. 2020). Similarly, $\rho_{\text{SFR}}$ in L-GALAXIES 2020 when run on the larger MILLENNIUM-I simulation is lower than when run on MILLENNIUM-II (see also Henriques et al. 2020). These differences are predominantly due to lower resolution in the larger simulations, rather than cosmic variance issues in the smaller simulations (Genel et al. 2014; Zhao et al. 2020). Lower resolution leads to an under-abundance of low-mass galaxies, which in turn leads to an under-estimate of $\rho_{\text{HI}}$ and $\rho_{\text{SFR}}$. For example, Spinelli et al. (2020) find that haloes with $M_{\text{200c}} \lesssim 10^{11} M_\odot$ contribute the majority of $\rho_{\text{HI}}$ above $z \sim 2.5$ in GAEA (see also Lagos et al. 2014), and Villaescusa-Navarro et al. (2018) find an under-estimate in $\rho_{\text{HI}}$ at high redshift in TNG300 relative to TNG100. Likewise, $\rho_{\text{SFR}}$ in both ILLUSTRIS and EAGLE is dominated by lower-mass galaxies at high redshift (Genel et al. 2014; Katsianis et al. 2017).

We therefore conclude that one avenue for cosmological simulations to reproduce the observed $\rho_{\text{met, neu}}$ at high redshift is to produce stars (and therefore metals) at a higher rate than is expected from current FIR-FUV observations of $\rho_{\text{SFR}}$. This implies a tension between the currently-observed $\rho_{\text{met, neu}}$ and $\rho_{\text{SFR}}$, and highlights the importance of considering both properties when studying galaxy evolution.

### 4.3 Neutral gas density evolution

While the cosmic $\rho_{\text{SFR}}$ plays an important role in the intrinsic evolution of the metal density in neutral gas, measurements of $\rho_{\text{HI}}$ are equally important in its observational estimation via Eqn. 2. At $z \lesssim 0.4$, cosmic $\rho_{\text{HI}}$ is typically inferred via measurements of $\xi_{\text{HI}}$ from the 21-cm emission line. An HI mass function is then formed and integrated between reasonable limits to obtain $\rho_{\text{HI}}$. At $0.4 \lesssim z \lesssim 5.0$, measurements of the Lyman-α absorption line in the spectra of background quasars are used to determine the H I column density, $N_{\text{HI}}$. The column density distribution function (CDDF) can then be formed, from which $\rho_{\text{HI}}$ is derived in a similar way to that at lower redshifts. PH20 provide a linear fit to the redshift evolution of $\rho_{\text{HI}}$ obtained from a compilation of recent surveys utilising these two techniques, given by,

$$\rho_{\text{HI, obs}}(z) = \rho_{\text{crit},0} \times (1+z)^{0.57\pm0.04} \times (1/0.76) , \quad (3)$$

where the correction factor of 1/0.76 accounts for helium. The green points in Fig. 3 represent this fit, plotted at the discrete redshifts of the binned DLA data used in Sections 4.1 and 4.4. The recent analysis of Heintz et al. (2021), which utilises [Cii] emission line measurements and a [Cii] – H I conversion factor calibrated to GRB host galaxies, found a similar rate of increase in $\rho_{\text{HI}}$ with redshift above $z \sim 2$, with this trend flattening somewhat at $z \sim 5 – 6$.

For the L-GALAXIES 2020 models, the HI density shown in Fig. 3 is calculated from the total hydrogen mass in cold gas, $M_{\text{HI}}$, as,

$$\rho_{\text{HI, theo}} = \frac{\sum (1 - f_{\text{H}_2}) M_{\text{HI}}}{V_{\text{tot}}} , \quad (4)$$

where $V_{\text{tot}}$ is again the volume of the simulation box, and $f_{\text{H}_2}$.
is the molecular hydrogen fraction as calculated following the McKee & Krumholz (2010) gas partition formalism (see Henriques et al. 2020, section 2.2.3). For EAGLE, $\rho_{\text{HI}}$ is taken directly from a previous analysis by Rahmati et al. (2015). In that study, the equilibrium H\text{I} fraction in each gas particle is calculated by balancing the collisional and UVB photoionization rates (as parameterised by Haardt & Madau 2001) with the Case A recombination rate, assuming a temperature of $10^4$ K for star-forming gas and self shielding in denser regions (see Rahmati et al. 2013). For TNG100, cosmic $\rho_{\text{HI}}$ is taken from two complementary analyses by Villaescusa-Navarro et al. (2018) and Popping et al. (2019), which applied two different prescriptions for H\text{I} – H$_2$ gas partitioning. Villaescusa-Navarro et al. (2018) follow a similar prescription to Rahmati et al. (2015), but adopt the UVB model of Faucher-Giguère et al. (2009). Popping et al. (2019) instead first calculate the H$_2$ mass following the metallicity-dependent formalism of Gnedin & Kravtsov (2011), then remove this from the total neutral gas budget to obtain the H\text{I} mass. We highlight here that these recipes also account for the presence of H\text{I} in low-density, non-star-forming gas in EAGLE and TNG100. Such gas is not modelled in L-GALAXIES 2020, contributing to the significantly lower $\rho_{\text{HI}}$ predicted at high redshift in that simulation, as discussed below.

The trend of increasing $\rho_{\text{HI}}$ with increasing redshift seen in observations is well reproduced by EAGLE and TNG100, as is shown in previous works (e.g. Rahmati et al. 2015; Villaescusa-Navarro et al. 2018; Diemer et al. 2019). However, we note that the observed densities inferred from Lyman-\alpha absorption at higher redshift directly probe only dense DLA gas with $N_{\text{HI}} \geq 10^{20.3}$ cm$^{-2}$, with an extrapolation down to lower column densities required (typically down to $N_{\text{HI}} \sim 10^{12}$ cm$^{-2}$, see Zafar et al. 2013; Berg et al. 2019). Less than 40 per cent of the total H\text{I} mass is actually at DLA densities in TNG100, at all redshifts, and the evolution of this dense neutral gas is flatter than shown for all H\text{I} gas in Fig. 3 (see Hassan et al. 2020).

L-GALAXIES 2020 only reproduces the observed trend in $\rho_{\text{HI}}$ below $z \sim 1$, albeit with a higher normalisation than observations (while still matching the observed H\text{I} mass function from Zwaan et al. 2005 at $z = 0$, see Yates et al. 2021). Above $z \sim 2$, both L-GALAXIES 2020 models suggest a decrease in $\rho_{\text{HI}}$ with redshift, in contrast to...
observations. This discrepancy has also been seen in earlier versions of L-GALAXIES (Martindale et al. 2017), as well as the GAlFORM, SantaCruz, and GAEA semi-analytic models (Lagos et al. 2011; Berry et al. 2014; Spinelli et al. 2020), and the fiducial analytic model presented by Theuns (2021). These works suggest that this $\rho_{\text{HI}}$ deficit is due to a lack of adequate accounting for $\text{HI}$ in sub-resolution haloes and/or neutral gas outside galaxies. The modelling of the ultraviolet background (UVB) radiation and of $\text{H}_2$ could also play a role, although we note that the uniform UVB models adopted by the simulations considered here predict a similar evolution in the $\text{HI}$ photoionisation rate with redshift (see Faucher-Giguère 2020).

When considering $\text{HI}$ in sub-resolution haloes, we note that Di Gioia et al. (2020) utilised a halo occupation distribution (HOD) in GAEA to more accurately model the number and $\text{HI}$ content of such systems. We mimic this approach here for L-GALAXIES 2020, by taking model $\text{HI}$ measurements only from resolved subhaloes with masses above $M_{200} = 10^{9.2} M_\odot$ and adding a fixed contribution from lower-mass systems of $1.5 \times 10^{-5} \rho_{\text{crit}} M_\odot/\text{Mpc}^3$ at all redshifts (see Di Gioia et al. 2020, fig. 6b). This evolution is shown by the dotted green lines in the left-hand panels of Fig. 3. As found by Spinelli et al. (2020) and Di Gioia et al. (2020), this approach still under-estimates the $\text{HI}$ densities observed at $z \geq 3$. Indeed, the HOD-based prescription actually predicts lower cosmic $\text{HI}$ densities at high redshift than are obtained when including the $\text{HI}$ masses from sub-resolution haloes in L-GALAXIES 2020 (solid green lines). Di Gioia et al. (2020) found that an a posteriori increase in the $\text{HI}$ content of all galaxies by a factor of two was also required before $\rho_{\text{HI}}$ was significantly increased in GAEA. This suggests that corrections to the gas content of sub-resolution systems alone is not enough to resolve the discrepancy in $\text{HI}$ density seen between semi-analytic models and observations.

When considering $\text{HI}$ outside of galaxies, we note that Villaescusa-Navarro et al. (2018) find ~ 6 per cent of the cosmic $\text{HI}$ at $z = 3$ in TNG100 lies beyond the subhalo boundary, with this percentage increasing to 20 per cent at $z = 5$. Such a neutral intergalactic medium (IGM) is not modelled at all in semi-analytic models (see also Lagos et al. 2014; Xie et al. 2017). Therefore, we mimic the effect of including this IGM $\text{HI}$ gas, by adding its fraction as seen in TNG100 (see Villaescusa-Navarro et al. 2018, fig. 3) to that found inside galaxies in L-GALAXIES 2020. This adapted $\rho_{\text{HI}}$ evolution is shown by the dotted green lines in the left-hand panels of Fig. 3. While this correction does increase $\rho_{\text{HI}}$ in L-GALAXIES 2020, especially at higher redshift, it still falls short of that observed at $z \geq 3$. This indicates that larger $\text{HI}$ masses within resolved subhaloes are still required in semi-analytic models at high redshift.

This missing neutral gas should presumably lie in the outskirts of galaxies and/or in the inner CGM. We find that a substantial amount (~ 65 per cent) of the $\text{HI}$ gas within subhaloes in TNG100 lies beyond $2r_e$ at $z \geq 3$, where $r_e$ is the stellar half-mass radius (see Byrohl et al. 2021, for observable implications). A similar conclusion has been drawn for the EAGLE simulation by Garratt-Smithson et al. (2021), who find up to 50 per cent of $\text{HI}$ gas within massive subhaloes is in the CGM at $z = 2$. Likewise, Stevens et al. (2019) point to the importance of the CGM in TNG100 when comparing $\text{HI}$ masses to wide-aperture observations of the 21cm line at lower redshift.

Given this, we make a simple test to see if an ad hoc correction to the $\rho_{\text{HI}}$ within subhaloes in L-GALAXIES 2020 could also resolve the discrepancy in $\rho_{\text{met,neu}}$ at high $z$ in Fig. 1. We do this by assuming that the same deficit in HI seen between L-GALAXIES 2020 and observations in Fig. 3 is also present for metals, such that the mean cosmic cold gas metallicity in the simulation is unchanged. The adapted $\rho_{\text{met,neu}}$ evolution that this simple test produces is shown as green dotted lines in the left-hand panels of Fig. 1.

At $z \leq 2$, the lower $\rho_{\text{met,neu}}$ caused by this correction (due to the apparent excess of HI in the models) brings both the DM and MM into improved agreement with DLAs observations. At $z \geq 2$, this ad hoc correction also nicely improves agreement for L-GALAXIES 2020 DM. However, this version of the simulation is already known to over-estimate ISM metallicities in high-$z$ galaxies (see Yates et al. 2021). For L-GALAXIES 2020 MM, which reproduces ISM metallicities in high-$z$ galaxies well (see Section 4.4), $\rho_{\text{met}}$ remains too low compared to DLAs observations when assuming an unchanged mean cosmic cold gas metallicity. Instead, we find that a mean metallicity for the added gas of $12 + \log(O/H) \sim 8.45$ is required at $z \sim 4$ to fully resolve the $\rho_{\text{met,neu}}$ discrepancy seen, which is roughly the metallicity of galaxies with log$_{10}(M_*/M_\odot) = 10.5$ at that redshift in L-GALAXIES 2020 MM.

Such high-metallicity material would require a significant increase in $\rho_{\text{SFR}}$, and consequently $\rho_*$, at high redshift, which may bring L-GALAXIES 2020 into better agreement with TNG100 (although worse agreement with observations from Madau & Dickinson 2014). However, this outcome is far from certain, as an increase in cold gas mass would also necessitate changes to the rates of gas cooling, $\text{H}_2$ formation, and other processes in L-GALAXIES 2020. Clearly, further study of the implications (and physical motivations) for such a change in semi-analytic models is required before a more definitive statement can be made. Such an HI-based correction would also do little to resolve the smaller deficit in $\rho_{\text{met}}$ seen in EAGLE, which reproduces $\rho_{\text{HI}}$ reasonably well at high redshift.

We therefore conclude that a simple increase in the amount of neutral gas in or around galaxies in simulations is unlikely to provide a complete solution to the neutral gas metal discrepancy seen in Fig. 1. However, it is likely to be a contributing factor in the case of semi-analytic models, in combination with the other factors discussed in Section 4.4.

4.4 Neutral gas metallicity evolution

In addition to the neutral gas density discussed in Section 4.3, the mean neutral gas metallicity, $\langle [\text{M/H}]_{\text{neu}} \rangle$, also plays an important role in determining $\rho_{\text{met,neu}}$ in observations via Eqn. 2. Fig. 1 shows that the evolution in $\rho_{\text{met,neu}}$ as probed by DLAs is flatter than that seen in galaxy evolution simulations (and in observational $\rho_{\text{met,tot}}$ estimates, see also Rafelski et al. 2014). However, the corresponding evolution in $\langle [\text{M/H}]_{\text{neu}} \rangle$ for DLAs is actually steeper than seen in simulations and other ISM observations at fixed mass. For example, De Cia et al. (2018) find an evolution in $\langle [\text{M/H}]_{\text{neu}} \rangle$ of ~ 0.63 dex from $z \sim 3.2$ to 0.5 for their DLA sample. In contrast, estimates of the mean ISM oxygen abundance evolution at fixed mass from recent emission-line studies (using direct and indirect metallicity diagnostics) do not exceed ~ 0.38 dex across the same redshift interval (e.g. Izotov et al. 2015; Hunt et al. 2016; Sanders et al. 2016, 2021). Studies which also utilise GRB absorption-line metallicities at high redshift (which, like DLAs, should be unbiased in terms of host galaxy luminosity) also find similar results (e.g. Thöne et al. 2013; Graham et al. 2019; Yates et al. 2021). In several recent cosmological simulations, the evolution in the ISM oxygen abundance of star-forming galaxies at fixed mass is also found to be only 0.25 ~ 0.45 dex from $z \sim 3$ to 0 (see Yates et al. 2021 section 4.2, and references therein).

One possible explanation for this discrepancy is that the average mass of DLA host galaxies evolves with time. This may seem unlikely, as one of the main strengths of DLAs is that their detectability
is not biased towards brighter (i.e. more massive) systems at any particular redshift. Typical optical and UV sensitivities are also well below that required to detect the metal absorption lines seen in current DLA samples (see PH20, section 3.4). Nonetheless, the masses of DLA host galaxies are currently poorly constrained. For example, only ~ 5 of the 235 DLAs in the De Cia et al. (2018) sample have identified galaxy counterparts with measured stellar masses and impact parameters (Krogager et al. 2013; Fynbo et al. 2013; Christensen et al. 2014; Augustin et al. 2018; Rhodin et al. 2021).

Therefore, in this section we attempt to quantify a possible mass dependence of \([M/H]_{\text{neu}}\) measurements from a theoretical perspective. To do this, metallicities from the simulations are measured in an equivalent way to the DLA observations, by taking the log of the H\text{\textsubscript{i}}-weighted mean metal-to-hydrogen mass ratio in cold, dense gas,

\[
[M/H]_{\text{neu}} = \log_{10} \left( \frac{\sum (M_{\text{met}}/M_{\text{H}})}{\sum M_{\text{H}}} \right) - \log_{10} \left( \frac{M_{\text{met},\odot}}{M_{\text{H},\odot}} \right),
\]

with both model and observational values normalised to the solar photospheric value of \(M_{\text{met},\odot}/M_{\text{H},\odot} = 0.0181\) from Asplund et al. (2009). The total metal and hydrogen masses in the cold, dense gas of each model galaxy are used, such that \([M/H]_{\text{neu}}\) represents the cosmic average metallicity for galaxies. Weighting each galaxy’s contribution by their H\text{\textsubscript{i}} mass mitigates somewhat any differences in the fraction of star-forming galaxies among the various observational and model samples.

### 4.4.1 Metallicity evolution at fixed mass

Before comparing directly with DLA metallicities, we first show a comparison between simulations and the expected ISM metallicity evolution in star-forming emission-line galaxies (ELGs) as probed by composite spectra dominated by H\text{\textsubscript{i}} regions. Fig. 4 shows the evolution in \([M/H]_{\text{neu}}\) from L-GALAXIES 2020, EAGLE, and TNG100, as defined by Eqn. 5, for three, 1-dex-wide, fixed-mass bins (solid lines), alongside the evolution from a compilation of ELG samples by Hunt et al. (2016) (dark shaded regions). These observations were re-calibrated to the Pettini & Pagel (2004) N2 strong-line diagnostic, which returns good agreement with various direct metallicity mea-

Figure 4. Evolution of gas-phase metallicity in three fixed-mass bins (see legend). Observational results for ELGs from \(z = 0\) to 3.3 by Hunt et al. (2016) are shown as dark shaded regions. The mean, H\text{\textsubscript{i}}-weighted gas metallicities for model galaxies in the four simulations considered here are also shown. Light shaded regions represent the uncertainty in the DLA density threshold for EAGLE and TNG100 (see Section 4.1.1). All metallicities are normalised to the solar photospheric value of \(M_{\text{met},\odot}/M_{\text{H},\odot} = 0.0181\) from Asplund et al. (2009).
measurements at both low and high redshift (Andrews & Martini 2013; Yates et al. 2021). However, we acknowledge that other strong-line diagnostics predict higher metallicities at low redshift (e.g. Maiolino et al. 2008; Zahid et al. 2014).

The evolution in model H\textsc{i}-weighted neutral gas metallicities shown here is similar to that previously reported when using SFR-weighted methods and oxygen abundances in each of the simulations considered (see De Rossi et al. 2017 for EAGLE, Torrey et al. 2019 for TNG100, and Yates et al. 2021 for L-Galaxies 2020). Although, we note that plotting the average $\langle [\text{M/H}]_\text{neu} \rangle$ in 1-dex-wide mass bins here naturally leads to a slightly steeper evolution than would be seen for an exact fixed mass, due to the increasing contribution to cosmic metals (as well as cosmic H\textsc{i} and SFR, see Lagos et al. 2014; Genel et al. 2014; Spinelli et al. 2020) from higher-mass, more metal-rich galaxies over cosmic time, at least for systems below $\log_{10}(M_*/M_\odot) \sim 10.5$.

Fig. 4 shows that only L-Galaxies 2020 MM is able to reproduce the fixed-mass metallicity evolution for ELGs observed by Hunt et al. (2016) back to $z \sim 3.3$ (with the exception of the lowest-mass galaxies at the lowest redshifts). L-Galaxies 2020 DM returns no clear evolution in $\langle [\text{M/H}]_\text{neu} \rangle$ at all, due to an over-retention of newly-synthesised metals in the ISM at early times (see Yates et al. 2021). TNG100 returns a higher normalisation than observed by Hunt et al. (2016), and EAGLE has both a higher normalisation and steeper slope. Although, we note that the Recal-L025N0752 version of EAGLE returns lower metallicities in low-mass galaxies than the Ref-L010N1504 version used here, due to its stronger SN feedback (Schaye et al. 2015; De Rossi et al. 2017). We also find that, at high redshift, gas with $n_{\text{gas}} > 10^{-1.0} \text{cm}^{-3}$ in EAGLE (i.e. the upper limit of the uncertainty bands) appears to have much higher metallicity, by $\gtrsim 0.2$ dex, than gas with $n_{\text{gas}} > 10^{-1.3} \text{cm}^{-3}$ (solid lines), indicating a strong dependence of metallicity on gas density. This has also been identified in EAGLE by De Rossi et al. (2017) and Garratt-Smithson et al. (2021).

In general, low-mass galaxies are much more metal rich by $z = 0$ in EAGLE and TNG100 than in L-Galaxies 2020. The Ref-L010N1504 EAGLE simulation even predicts super-solar ISM metallicities in galaxies with masses as low as $\log_{10}(M_*/M_\odot) \sim 8$ at $z = 0$. This is predominantly due to differences in the SN feedback efficiency in these simulations. As discussed in Section 3.4, the reference EAGLE simulation shown here has relatively low SN feedback efficiency, leading to higher metallicities in lower-mass systems (Schaye et al. 2015; De Rossi et al. 2017). This provides reasonable agreement with older, indirect ISM metallicity measurements for ELGs at low redshift (e.g. Tremonti et al. 2004; Kobulnicky & Kewley 2004). On the other hand, the increased metal ejection efficiency from SNe in L-Galaxies 2020 MM leads to better agreement with more recent indirect and direct metallicity measurements (e.g. Hunt et al. 2016; Dopita et al. 2016; Yates et al. 2020).

Information on the gas-phase mass – metallicity relation ($M_{\text{Z}_R}$) at various redshifts is also obtainable from Fig. 4. For example, at $z \sim 3 - 4$, we can see that the $M_{\text{Z}_R}$ in L-Galaxies MM is steeper than that in EAGLE (i.e. the separation between the fixed-mass lines in Fig. 4 is greater), which in turn is steeper than that in TNG100. This ordering is reflective of the relative $\rho_{\text{met, neu}}$ in these simulations at these redshifts, as shown in Fig. 1, demonstrating the importance of the metal content in lower-mass galaxies. We further note that, for gas with $n_{\text{gas}} > 10^{-1.0} \text{cm}^{-3}$, the EAGLE $M_{\text{Z}_R}$ becomes as flat as that in TNG100 at $z \sim 3 - 4$, due to the significant presence of metals in the densest regions.

### 4.4.2 Mass dependencies in DLA host samples

Fig. 5 shows the observed evolution in H\textsc{i}-weighted $\langle [\text{M/H}]_\text{neu} \rangle$ for the De Cia et al. (2018) DLA sample (black circles) from $z \sim 5$ to 0. Solid lines denote the corresponding evolution for galaxies in the four simulations considered here, for three fixed lower-mass thresholds (see legend). A clear evolution in $\langle [\text{M/H}]_\text{neu} \rangle$ is seen, in contrast to earlier determinations using smaller samples and relatively undepleted metallicity indicators such as zinc (e.g. Vladilo et al. 2000).

When considering galaxies without any lower-mass threshold (red lines), the $\langle [\text{M/H}]_\text{neu} \rangle$ evolution seen in simulations is indeed steeper than seen at fixed mass in Fig. 4. This is due to the combination of the galaxy mass – metallicity relation and the natural increase over cosmic time of the mean mass of volume-limited galaxy samples in a $\Lambda$CDM cosmology.

In L-Galaxies 2020 MM, this evolution for all galaxies is close to that observed for DLAs, suggesting that current DLA samples might not have a significant mass bias compared to the overall galaxy population. However, we note again that L-Galaxies 2020 MM produces overly-enriched galaxies at high redshift and is therefore disfavoured for this particular analysis. In L-Galaxies 2020 MM, the evolution of $\langle [\text{M/H}]_\text{neu} \rangle$ for all galaxies is steeper than observed for DLAs. Given that this simulation matches the observed metallicity evolution in EAGLE at fixed mass (see Section 4.4.1), this suggests a shift in the mass distribution of DLA hosts with respect to the overall galaxy population at high redshift.

Dust corrections could also play a role, as these tend to be greater for metal-rich (i.e. lower-redshift) systems, thus influencing the slope of the observed $\langle [\text{M/H}]_\text{neu} \rangle$ evolution for DLAs (see Kroghag et al. 2019). However, the fact that the normalisation of $\langle [\text{M/H}]_\text{neu} \rangle$ in L-Galaxies 2020 MM is in good agreement with DLA observations at $z \lesssim 1$ suggests that over-estimated dust depletion corrections in metal-rich systems are not a main factor here.

The most straightforward way to model a shift in the mass distribution of galaxies at high redshift in simulations is to impose a redshift-invariant lower-mass limit (see also Dworkin et al. 2015). When doing this, Fig. 5 shows that the observed $\langle [\text{M/H}]_\text{neu} \rangle$ evolution from DLAs is best reproduced in L-Galaxies 2020 MM when only galaxies with masses above $\log_{10}(M_*/M_\odot) \sim 7.0 - 7.5$ are considered.

We note here that galaxies of mass below $\log_{10}(M_*/M_\odot) \sim 7.0$ live in DM subhalos with $M_{200} \sim 4 \times 10^7 h^{-1} M_\odot$ in the simulations considered here, comprising only $\sim 20$ DM particles. These systems are therefore at the resolution limit, and their baryonic properties are unlikely to be modelled accurately. Above $\log_{10}(M_*/M_\odot) \sim 8.0$, galaxies are hosted by subhalos with $M_{200} \gtrsim 1.3 \times 10^9 h^{-1} M_\odot$, containing $\gtrsim 100$ DM particles and are therefore substantially better resolved. The lower-mass limit for DLA host galaxies preferred by L-Galaxies 2020 MM is therefore at the boundary between well and poorly-resolved galaxies in these simulations. Its value is therefore open to some uncertainty and we have not attempted to determine it more precisely here.

Nonetheless, a lower-mass limit of $\log_{10}(M_*/M_\odot) \sim 7.5$ is consistent with recent determinations of DLA host masses in absorption-selected galaxy samples at $z = 2 - 3$ (e.g. Kroghag et al. 2020; Rhodin et al. 2021), although we note that such samples are biased towards metal-rich DLAs and therefore more massive systems. The lower limit determined from L-Galaxies 2020 MM is also in good agreement with the approximate stellar mass estimates obtained using the metallicity- and redshift-dependent relation of Moller et al. (2013). When assuming a conversion factor between emission-line-based and absorption-line-based metallicities of $C = 0.44_{-0.10}^{+0.07}$ from Chris-
Figure 5. Evolution of the mean, H\textsubscript{i}-weighted gas metallicity for DLAs (De Cia et al. 2018, black points) and the four simulations considered here. Solid lines represent the \([M/H]_\text{neu}\) evolution for model galaxies above a certain mass threshold (see legend). Light shaded regions represent the uncertainty in the DLA density threshold for EAGLE and TNG100 (see Section 4.1.1). All metallicities are normalised to the solar photospheric value of \(M_{\text{H,0}}/M_{\odot} = 0.0181\) from Asplund et al. (2009).

tensen et al. (2014), we find that 97 per cent of the DLA hosts in the De Cia et al. (2018) sample are expected to have stellar masses above \(\log_{10}(M_* / M_\odot) = 7.5\). The presence of a non-zero lower-mass limit and an increase in average mass over cosmic time is also consistent with the cross-correlation of DLAs and the Ly\textalpha forest (Pérez-Rafols et al. 2018).

In L-GALAXIES 2020 MM, a lower-mass limit of \(\log_{10}(M_* / M_\odot) = 7.5\) returns an evolution in the mean stellar mass of galaxies from \(z = 5\) to 0 of 1.26 dex, increasing from \(\log_{10}(M_* / M_\odot) = 8.13\) to 9.38. Due to the shape of the galaxy stellar mass function, the equivalent evolution in the median stellar mass is only 0.18 dex, increasing from \(\log_{10}(M_* / M_\odot) = 7.76\) to 7.94. The mean virial mass of subhaloes increases by 0.61 dex from \(\log(M_{200}/M_\odot) = 10.57\) to 11.18 over the same period.

At \(z = 3\), the mean virial mass of \(\log(M_{200}/M_\odot) = 10.74\) we find is in good agreement with the estimate of 10.78 determined by Krogager et al. (2020) from their DLA host galaxy modelling. Their model considers host galaxies down to \(\log_{10}(M_* / M_\odot) \sim 6.5\) at \(z = 2\), which is an order of magnitude lower than the limit preferred by L-GALAXIES 2020 MM. The good correspondence between the two models therefore further suggests that the lowest-mass systems do not contribute significantly to DLA samples, perhaps due to their lower gas cross-sections. Indeed, we find that at \(3 < z < 5\), where the discrepancy between observational and model \(\rho_{\text{met, neu}}\) estimates is greatest, galaxies with \(\log_{10}(M_* / M_\odot) \gtrsim 7.5\) strongly dominate the \(\rho_{\text{met, neu}}\) budget in all four simulations, and sub-DLAs are expected to have only a minor contribution (e.g. Berg et al. 2021). Our findings are also consistent with those of Erkal et al. (2012), who used a high-resolution hydrodynamical simulation to determine that hosts with \(\log(M_{200}/M_\odot) < 11\) provide the dominant contribution to DLA cross sections at all column densities at \(z = 3\). Importantly, a lower-mass limit of \(\log_{10}(M_* / M_\odot) \sim 7.5\) also brings L-GALAXIES 2020 MM into better agreement with the observed \(\rho_{\text{met, neu}}\) from DLAs in Fig. 1 (dashed green line). However, an additional discrepancy still remains. This is likely due to the residual deficit in neutral gas present in subhaloes at high redshift in L-GALAXIES 2020, as discussed in Section 4.3.

EAGLE and TNG100 both return higher metallicities than seen.
for DLAs at all redshifts, regardless of the lower-mass threshold assumed. This is particularly true for denser gas in EAGLE (upper limit of the uncertainty bands), and cannot be explained by differences among strong-emission-line metallicity diagnostics. This suggests that the higher $\rho_{\text{met},\text{neu}}$ at high redshift in EAGLE (see Fig. 1) could be partly due to an over-retention of metals in the dense ISM, at the expense of the partially-ionised gas phases. Whereas the higher $\rho_{\text{met},\text{neu}}$ seen in TNG100 may be due to an over-production of metals altogether (see Section 4.2).

### 4.4.3 Other factors affecting $\langle[M/H]\rangle_\text{neu}$ evolution

In addition to possible mass dependencies affecting the observed DLA metallicity evolution, a systematic evolution in ISM radial metallicity gradients could also play a role. However, observations of such gradients in galaxies back to $z \sim 2.5$ suggest there is little to no overall evolution, with star-forming galaxies typically having slightly negative gradients at all redshifts (e.g. Stott et al. 2014; Leethochawalit et al. 2016; Patricio et al. 2019; Curti et al. 2020; Gillman et al. 2021). A similarly mild evolution in ISM metallicity gradients at fixed mass in galaxy discs is found in galaxy evolution simulations (e.g. Gibson et al. 2013; Ma et al. 2017; Yates et al. 2021), although Hemler et al. (2020) find a somewhat stronger evolution in TNG50.

A systematic evolution in typical DLA impact parameters, $b$, could also affect the inferred $\langle[M/H]\rangle_\text{neu}$ evolution. This could be the case even without an evolution in typical ISM metallicity gradients, if DLAs also probe dense gas outside of galaxies. Indeed, Christensen et al. (2014) find a predicted decrease in the metallicity from the centre of host galaxies to the DLA itself of $-0.022^{+0.004}_{-0.006}$ dex/kpc, with Krogager et al. (2020) similarly finding $-0.019^{+0.008}_{-0.004}$ dex/kpc for $L^*$ galaxies. However, the offset this implies between $\langle[M/H]\rangle_\text{neu}$ measurements from DLAs and model galaxies is mitigated somewhat by the fact that the mean values calculated at each redshift are HI weighted, reducing the impact of DLAs with large $b$, as these systems tend to have lower HI column densities (see e.g. Krogager et al. 2017). In addition, we find that those few DLAs in the De Cia et al. (2018) sample which do have a large measured $b$ of $\gtrsim 12$ kpc (Christensen et al. 2014; Augustin et al. 2018) all have higher metallicities than the average for DLAs at their redshift. Cold, dense gas clumps observed in galactic outflows are expected to be relatively metal rich (Péroux et al. 2020), although dense accreting gas should have lower metallicities (e.g. Garratt-Smithson et al. 2021).

Finally, systematic differences between emission-based and absorption-based metallicity measurements could also affect the comparisons made between various ISM metallicity measurements in this section. As mentioned in Section 2, emission-based abundances from QSO-DLA host galaxies can differ from the absorption-based measurements by up to $\sim 0.6$ dex (Péroux et al. 2014; Rahmani et al. 2016). However, this difference includes an intrinsic contribution from any metallicity gradient present, as the QSO-DLAs used in those studies were offset from the central emission-line regions by $10 \sim 30$ kpc. Systems with smaller impact parameters, such as SBS 1543+593 with $b \sim 3$ kpc, instead return differences between absorption-based and emission-based metallicities of $\lesssim 0.1$ dex (Schulte-Ladbeck et al. 2004, 2005; Bowen et al. 2005). Likewise, measurements for the host galaxy of GRB121024A, where the emission- and absorption-line regions are expected to be roughly co-spatial, suggest a discrepancy of only $\sim 0.3$ dex (Frisi et al. 2015). Studies of the blue compact dwarf galaxy, I Zw 18, which compare absorption-based abundances from its HI regions with direct emission-based abundances from electron temperature measurements, also return a discrepancy of only $\sim 0.17$ dex (Aloisi et al. 2003; Lecavelier des Etangs et al. 2004; Péquignot 2008; Lebouteiller et al. 2013). Nonetheless, further investigation, particularly at higher redshifts, is required to better determine any systematic differences between emission-line and absorption-line techniques.

In conclusion, we find that the mean HI-weighted metallicity in galaxies at high redshift in the L-Galaxies 2020, EAGLE, and TNG100 simulations is sensitive to the minimum stellar mass of the population. Simulations can therefore be used in conjunction with the currently-observed $\langle[M/H]\rangle_\text{neu}$ evolution to constrain the mass distribution of DLA host galaxies at high redshift. A lower mass limit of $\log_{10}(M_*/M_\odot) \sim 7.5$ would reconcile the L-Galaxies 2020 MM with both observed DLA metallicities and $\rho_{\text{met},\text{neu}}$. However, such an assumption does not improve the correspondence between observations and EAGLE or TNG100. These simulations over-predict DLA metallicities, possible due to an over-retention of metals in very dense gas in EAGLE, and an over-production of metals in TNG100. Other biases in observational samples could also play a role, and future studies of DLA host galaxies will be invaluable for improving constraints (see Section 5).

## 5 FUTURE PROSPECTS

As mentioned in Section 1, the dominant contributors to the total metal budget, other than DLAs, have not been measured at higher redshifts. The hot phase in particular, which is mainly traceable in absorption through e.g. Ne viii in the UV (Frank et al. 2018; Burchett et al. 2019) and O vii and O viii in the X-ray (Nelson et al. 2018b), are presently limited to $z \lesssim 1.4$ (Ettori et al. 2015). Alternatives using novel techniques or metal transitions (e.g. Pettini & D'Odorico 1986; Anderson & Sunyaev 2016, 2018; Fresco et al. 2020) will likely play a role. Eventually, more robust measurements will have to await the next generation of X-ray facilities such as Athena (Nandra et al. 2013) and Lynx (The Lynx Team 2018).

At intermediate redshift, the census of metals in the Universe is still open. Ambitious surveys of order a million quasar spectra will provide a statistical sample of absorbers sufficient to obtain a definite picture of the metal content in baryons in the Universe over its entire lookback time. These efforts will rely on the availability of the next generation of multi-object spectrographs, e.g. 4MOST (de Jong et al. 2019), WEAVE (Dalton et al. 2012), and MSE (The MSE Science Team et al. 2019). Similarly, 21 cm measurements beyond $z \sim 1$ from e.g. the MeerKAT LADUMA survey (Blyth et al. 2016) will help determine to what extent, if at all, DLAs provide biased $\rho_{\text{HI}}$ estimates.

A more precise census of the star formation occurring in lower-mass galaxies at high redshift will also only be possible with the enhanced capabilities of JWST (Gardner et al. 2006). Instruments such as NIRCam and MIRI will allow SFRs to be measured for many faint galaxies at $z \sim 2.5$ and beyond, as well as providing additional photometry in the rest-frame NIR for galaxies at $z \gtrsim 4$, potentially helping to constrain stellar masses for high-redshift DLA hosts.

The unparalleled power of JWST/NIRSpec and VLT/BlueMUSE (Richard et al. 2019) will also enable a large number of precise gas-phase metallicity measurements in and around galaxies to be made at high redshift. These, along with detailed high-redshift metallicity calibrations from VLT/MOONS (Cirasuolo et al. 2020), will enable a much more detailed comparison between the metal density in DLA samples and that of the general star-forming galaxy population.

Finally, we highlight that the present study is concerned primarily with the cosmic metal density in the Universe, rather than the
metal content of DLAs specifically. The ideal way to study the latter in simulations would be to produce mock line-of-sight spectra and modelling a range of metal absorption lines from multiple metal ions such as Si, S, and Fe. Assuming the same parameters as in DLA observations (e.g. pixel resolution and signal-to-noise ratio) would also be important, because the column density of pixels along the line of sight and the damping wings are both needed to identify DLAs and compute their properties realistically. Some works have already adopted methods similar to this for selecting and analysing DLAs in simulations (e.g. Pontzen et al. 2008; Bird et al. 2014; Berry et al. 2016; Di Gioia et al. 2020; Hassan et al. 2020; Marra et al. 2021), and further effort in this direction would be invaluable as the focus of future work with galaxy evolution simulations.

### 6 CONCLUSIONS

In this work, we compare recent observational results on the cosmic density of metals, star formation, neutral gas, and metalicity with that found in four cosmological galaxy evolution simulations: EAGLE, TNG100, and two versions of L-GALAXIES 2020. This analysis allows us to investigate under what conditions the high $\rho_{\text{met, neu}}$ estimates observed in high-redshift DLAs are possible from a theoretical perspective. Our main findings are as follows:

- The fraction of all metals that are in neutral gas at $z \geq 3$ is lower in models than inferred from DLAs. Observations of DLAs at $z \approx 4$ suggest that $\rho_{\text{met, neu}}$ constitutes $\sim 87$ per cent of the total expected metal budget, when assuming the $\rho_{\text{gas}}$ from Madau & Dickinson (2014). In contrast, EAGLE, TNG100, and L-GALAXIES 2020 all suggest $< 40$ per cent at the same redshift (see Section 4.1).
- In EAGLE and both versions of L-GALAXIES 2020, the majority of metals at all redshifts are found in hot, low-density gas, despite the range of feedback efficiencies used in these simulations. This phase is particularly difficult to observe at high redshift, and plays an important role in accounting for the ‘missing metals problem’. In TNG100, the dominant contribution at $3 \leq z \leq 5$ is shared roughly equally between this low-density gas component, stars, and neutral gas (see Section 4.1).
- The absolute value of $\rho_{\text{met, neu}}$ measured from DLAs at high redshift is well reproduced by TNG100. However, in order to achieve this, a larger $\rho_{\text{gas}}$ than is observed from FUV observations is needed. This tension highlights a possible incompleteness between the currently observed $\rho_{\text{met, neu}}$ and $\rho_{\text{gas}}$ (see Section 4.2).
- The observed $\rho_{\text{HI}}$ at $z \geq 3$ is significantly underestimated by L-GALAXIES 2020, as has been seen in other semi-analytic models. This gas is most likely to be missing from the outskirts of resolved galaxies or the inner CGM, rather than from sub-resolution systems or the IGM. Accounting for this missing ISM material could help improve the correspondence between L-GALAXIES 2020 and the observed $\rho_{\text{met, neu}}$ from DLAs (see Section 4.3).
- The discrepancy in $\rho_{\text{met, neu}}$ between simulations and observations at high redshift could also be resolved if the mass distribution of DLA host galaxies is shifted to higher masses than the overall galaxy population. For example, when assuming a fixed lower-mass threshold of $\log_{10}(M_*/M_\odot) \sim 7.5$, the observed evolution in $\rho_{\text{met, neu}}$, $\rho_{\text{gas}}$, and $\langle (\text{M/H}) \rangle_{\text{neu}}$ are simultaneously reproduced by L-GALAXIES 2020 MM (see Section 4.4).
- Both EAGLE and TNG100 appear to over-predict ISM metallicities for ELGs and DLAs at all redshifts. This could be partly due to an over-retention of metals in the densest gas in EAGLE, and an over-production of metals altogether in TNG100 (see Section 4.4), although comparison to the redshift evolution of gas-phase metallicities is complicated by several systematic uncertainties.

We conclude that considering the simultaneous evolution of $\rho_{\text{met, neu}}$, $\rho_{\text{gas}}$, $\rho_{\text{HI}}$, and $\langle (\text{M/H}) \rangle_{\text{neu}}$ is crucial when trying to constrain the key physical processes driving galaxy evolution. Future observations of the metal content in hot, diffuse gas at high redshift, and of the host galaxy properties of DLAs, are also required to help break the degeneracies revealed between these key cosmic properties by cosmological galaxy formation simulations.
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The L-GALAXIES 2020 source code, as well as example output catalogues from the default and modified models, are publicly available at lgalaxiespublicrelease.github.io. Complete output catalogues for the L-GALAXIES 2020 default model are also available on the Millennium database (Lemson & Virgo Consortium 2006) at gavo.mpa-garching.mpg.de/Millennium/. The IllustrisTNG simulations are publicly available and accessible in their entirety at www.tng-project.org/data (Nelson et al. 2019a). The EAGLE simulation is publicly available (see McAlpine et al. 2016, for the original data release description).
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