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Abstract: Clustering, a traditional machine learning method, plays a significant role in data analysis. Most clustering algorithms depend on a predetermined exact number of clusters, whereas, in practice, clusters are usually unpredictable. Although the Elbow method is one of the most commonly used methods to discriminate the optimal cluster number, the discriminant of the number of clusters depends on the manual identification of the elbow points on the visualization curve. Thus, experienced analysts cannot clearly identify the elbow point from the plotted curve when the plotted curve is fairly smooth. To solve this problem, a new elbow point discriminant method is proposed to yield a statistical metric that estimates an optimal cluster number when clustering on a dataset. First, the average degree of distortion obtained by the Elbow method is normalized to the range of 0 to 10. Second, the normalized results are used to calculate the cosine of intersection angles between elbow points. Third, this calculated cosine of intersection angles and the arccosine theorem are used to compute the intersection angles between elbow points. Finally, the index of the above computed minimal intersection angles between elbow points is used as the estimated potential optimal cluster number. The experimental results based on simulated datasets and a well-known public dataset (Iris Dataset) demonstrated that the estimated optimal cluster number obtained by our newly proposed method is better than the widely used Silhouette method.
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1. Introduction

In terms of machine learning, clustering, as a common technique for statistical data analysis, has been widely used in a large number of fields, and holds an important status in unsupervised learning. Data analysts can use clustering to exploit the potential optimal cluster number for the analyzed dataset containing similar characteristics. The area of clustering has produced various implementations over the last decade. An exhaustive list refers to[1]. However, determining the optimal cluster number is always a difficult part, especially for a dataset with little prior knowledge. A fair percentage of the partitional clustering algorithm(e.g., K-means[2], K-medoids[3], and PAM[4]) need to specify the cluster number as the input parameter in advance of training. Hierarchical clustering(e.g., BIRCH[5], CURE[6], and ROCK[7]), and clustering algorithms based on fuzzy theory(e.g., FCM[8], FCS[9], and MM[10]), also have disadvantages in the number of clusters that need to be preset.

In addition, estimating the potential optimal cluster number for the analyzed dataset is a fundamental issue in clustering algorithms. With little prior information on the properties of a dataset, there are still a few methods to evaluate the potential optimal cluster number. As the oldest visual method for estimating the potential optimal cluster number for the analyzed dataset, the Elbow method[11; 12] usually needs to perform the K-means on the same dataset with a contiguous cluster number range:[1, L] (L is an integer greater than 1). Then, compute the sum of squared errors (SSE) for each user-specified cluster number k, plotting a curve of the SSE against each cluster number k. Finally, the experienced analysts estimate the optimum elbow point by analyzing the above-mentioned curve, that is, the optimum elbow point corresponds to the estimated potential optimal cluster number with high probability. However, when the relationship curve of the SSE against each value of k is a fairly smooth curve, the experienced analysts cannot clearly identify the ‘elbow’ from the plotted curve. That is, the Elbow method does not always work well to determine the optimal cluster number[13]. The cluster number obtained by using the Elbow method is a subjective result because it is a visual method[14], and does not provide a measurement metric to show which elbow point
is explicitly the optimum. To overcome these shortcomings of the Elbow method, a quantitative discriminant method is proposed to work out a straightforward value as the estimated potential optimal cluster number for the analyzed dataset. Our newly proposed method is based on the Elbow method\textsuperscript{[15]}, K-means++\textsuperscript{[16]}, MinMaxScaler \textsuperscript{[17]} for normalization, and cosine of interaction angle of elbow as criteria.

In the rest of the sections, a brief overview of the related work and our proposed method are introduced in Section 2. In Section 3, the simulated datasets and a common benchmark dataset are used to test and verify the validity of our newly proposed method. Finally, the conclusions are provided in Section 4.

2. Methods

2.1 Related Work

A major challenge is how to obtain the optimal cluster number in cluster analysis. The potential optimal cluster number needs to be provided in advance for the partitioning clustering algorithms, that is an important input parameter. In some cases, there is sufficient priori information about the dataset, so that the potential appropriate cluster number can be intuitively assigned to these partitioning clustering algorithms. However, in general, there is not enough priori information to determine an appropriate cluster number that can be specified in advance for the value of an important input parameter of these partitioning clustering algorithms. Therefore, it is necessary to estimate a potential optimal cluster number for the dataset to be analyzed. In the case of an unknown number of clusters, the first step is usually to specify a potential estimated range for the optimal cluster number in almost all methods to distinguish the optimal cluster number.

Many methods have been used to determine the cluster number of the analyzed dataset\textsuperscript{[18]}. The Elbow and Silhouette methods are the two state-of-the-art methods used to identify the correct cluster number in the dataset\textsuperscript{[19]}. The Elbow method\textsuperscript{[13]} is the oldest method to distinguish the potential optimal cluster number for the analyzed dataset, whose basic idea is to specify $K = 2$ as the initial optimal cluster number $K$, and then keeps increasing $K$ by step 1 to the maximal specified for the estimated potential optimal cluster number, and finally distinguish the potential optimal cluster number $K$ corresponding to the plateau. The optimal cluster number $K$ is distinguished by the fact that before reaching $K$, the cost rapidly decreases to the called cost peak value, and after
exceeding $K$, it continues to increase with the called cost peak value almost unchanged, as shown in Fig.1(a) with an explicit elbow point. Meanwhile, the optimal cluster number corresponding to the elbow point depends on the manmade selection. There is however a problem with the Elbow method in that the elbow point cannot be unambiguously distinguished by the experienced analysts when the plotted curve is fairly smooth, as shown in Fig.1(b), with an ambiguous elbow point.

The Silhouette method\cite{20, 21} is another well-known method with decent performance to estimate the potential optimal cluster number, which uses the average distance between one data point and others in the same cluster and the average distance among different clusters to score the clustering result. The metric of scoring of this method is named the silhouette coefficient ($S$), and $S$ is defined as $\frac{(b-a)}{\max(a,b)}$, where $a$ and $b$, represent the mean intra-cluster distance and the mean nearest-cluster distance, respectively. The interval of the $S$ values was $-1 \leq S \leq 1$. A value of $S$ closer to 1 indicates that a sample is better clustered, and if it is closer to -1, the sample should be categorized into another cluster. This method is preferable for estimating the potential optimal cluster number. Meanwhile, the silhouette index can evaluate the best number of clusters in most cases for many distinct scenarios\cite{22}.

Meanwhile, the gap statistic methods can be used to identify the optimal cluster number in the analyzed dataset. The gap statistic method \cite{23, 24} obtains the potential optimal cluster number through the following steps: it obtains the output of $K$-means,
compares the change in intra-cluster dispersion, and obtains the appropriate cluster number. Hierarchical agglomerative clustering (HAC[25]) usually performs the K-means N times, obtains the dendrogram, and obtains the potential optimal cluster number[26]. The v-fold cross-validation method [27] is an approach to estimate the most appropriate cluster number depending on the K-means[28] clustering algorithm or expectation maximum (EM). At the same time, there are some methods based on information criteria, which can also be used to score the most appropriate cluster number[29]. For example, the Akaike information criterion (AIC) or Bayesian information criterion (BIC) is used in the X-means clustering to discriminate the potential optimal cluster number for the analyzed dataset[30]. Rate distortion theory can be used to estimate the cluster number for a wide range of simulated and actual datasets, and the underlying structure can be identified, which is given a theoretical justification[4]. Smyth[31] presented a cross-validation approach to score the potential optimal cluster number depending on the cluster stability. This approach tends to repeatedly generate similar clusters for the dataset originating from the same data source. That is, this approach is stable for input randomization[14]. However, as mentioned above, when the elbow point is ambiguous, the Elbow method will become unreliable. To overcome the shortcomings of the Elbow method, we present a new method to calculate a clear metric to indicate the elbow point for the potential optimal cluster number.

2.2 Proposed Method

2.2.1 Principle

Given a dataset X with N points and K clusters, we define \( X = \{x_1, x_2, \cdots, x_N\} \) and, \( C = \{C_1, C_2, \cdots, C_K\} \) where \( C_i \) represents the ith individual cluster and \( K \leq N \). The centroids of K-clustering of X are defined as, \( \{\mu_1, \mu_2, \cdots, \mu_K\} \) where \( \mu_k = \frac{1}{|C_k|} \sum_{x \in C_k} x_i \), \( \mu_k \) is the centroids corresponding to the cluster \( C_k \), \( k \in \{1,2,\cdots,K\} \), and \( |C_k| \) represents the number of entries of the cluster \( C_k \).

Theoretically, data points in the same cluster should have maximum similarity, while data points in different clusters should have very different properties and/or features. Meanwhile, the similarity between different data objects is measured by the distance between them. In addition, the sum of the squared Euclidean distances (SSE) is one of
the most widely used cluster distance criteria to measure the sum of the square distance between each data point belonging to the same cluster and its cluster centroid \( \{\mu_1, \mu_2, \cdots, \mu_K\} \):

\[
SSE = \sum_{k=1}^{K} \sum_{x_i \in C_k} \| x_i - \mu_k \|^2
\]

The result of \( SSE \) divided by \( N \) is called the mean distortion (MD) of the dataset \( X \) of \( N \) points, given by

\[
MD_i = \frac{SSE}{N} = \frac{\sum_{k=1}^{K} \sum_{x_i \in C_k} \| x_i - \mu_k \|^2}{N}
\]

Note that \( MD_i \) represents the mean distortion of the dataset \( X \) of \( N \) points, which has \( i \) as the cluster number for the analyzed dataset \( X \). Meanwhile, the clustering error is usually quantified using \( SSE \). In addition, we transform each \( MD \) using the MinMaxScaler and scale each transformed value \( N_{(md)} \) to a given range[0-10], which is an empirical value. We consider the complete normalized \( SSE \) data space, \( N = \{n_1, n_2, \cdots, n_k\} \) where \( n_i \) has the definition:

\[
n_i = \frac{MD_i - MD_{(min)}}{MD_{(max)} - MD_{(min)}} \times 10
\]

For two given adjacent two-dimensional data points \( i \) and \( j \), where \( i, j \in [1, 2, \cdots, K] \); \( n \) and \( k \), represent the first dimension and the second dimension of the two-dimensional data point, respectively, and we can use formula (4) to calculate the Euclidean distance between them.

\[
E_{ij} = \sqrt{(n_i - n_j)^2 + (k_i - k_j)^2}
\]

Let us assume that the three adjacent two-dimensional data points \( i, j, k \in [1, 2, \cdots, K] \) create an angle \( \angle \alpha_j \), and we can obtain the value of the angle \( \angle \alpha_j \) using formula (5).

\[
\alpha_j = \arccos \frac{E_{ij}^2 + E_{jk}^2 - E_{kj}^2}{2E_{ij}E_{jk}}
\]

In the space of \( \alpha \in [\alpha_1, \alpha_2, \cdots, \alpha_{k-2}] \), we use the smallest \( \alpha \) indicating the optimum elbow point corresponding to the estimated potential optimal cluster number with high probability, and call the index of minimal \( \alpha \) as, \( K_{opt} \) which is considered as the estimated optimal cluster number for the analyzed dataset.
2.2.2 Implementation

For a given dataset $X$ with $N$ points, the estimated optimal cluster number is defined as $K_{opt}$. The first step is to initialize an estimated range of $K_{opt}$ as $[K_{min}, K_{max}]$. Note that the values of $K_{min}$ and $K_{max}$ are 1 and $\text{int}(\sqrt{N}) + 1$, respectively ($\text{int}(\cdot)$ means taking the integer portion). The second step is to compute the sum of squared errors (SSE) with formula (1), mean distortion by formula (2), and normalized value with formula (3), for each value of $k \in [K_{min}, K_{max}]$. The procedure is described in Algorithm 1.

We make additional comments about algorithm 1 as follows:

- Line 3: We take $k$ as the input parameters, fit the dataset $X$ to $K$-means++, and start training.
- Lines 4-5: After training, we assign the centroids and the related sub-clusters to $\mu$ and $C$.
- Lines 6-8: This is the computation of normalized mean distortion value for each value of $k$ and appending to $N_{(md)}$.

**Algorithm 1** computing the normalized value for each $k$

1: Initialize an empty list $N_{(md)} \leftarrow []$
2: for $k = K_{min} \rightarrow K_{max}$ do
3: $k, X \rightarrow k$-means++ and train
4: $\mu \leftarrow \{\mu_1, \mu_2, \ldots, \mu_k\}$
5: $C \leftarrow \{C_1, C_2, \ldots, C_k\}$
6: Compute $SSE$ based on $C$ and $\mu$ by the formula (1)
7: $MD = \frac{SSE}{N}$
8: Compute the normalized value $N_{(md)k}$ by the formula (3)
9: Append the $N_{(md)k}$ into $N_{(md)}$
10: end for
11: return $N_{(md)}$

Then, we can use formula (4) to calculate the Euclidean distance between two adjacent points, and find $K_{opt}$ with formula (5). The algorithm of our method can be described in detail in Algorithm 2.

The following additional comments can be made about algorithm 2:

- Line 2: For convenience of calculations, we zip $N_{(md)}$ and $[K_{min}, K_{max}]$, and form a list of two-dimensional data point pairs, $PL$, that is, $PL =$
\{(N_{md})_0, K_{min}\}, \{(N_{md})_1, K_{min} + 1\}, \cdots \}

- Lines 4-5: Considered that the three adjacent points, where the point \( P_i \) is \( \langle N_{md}, K_i \rangle \), \( P_j \) is \( \langle N_{md}, K_j \rangle \), and \( P_k \) is \( \langle N_{md}, K_k \rangle \).
- Lines 6-8: Compute the Euclidean distance between, \( P_i \), \( P_j \) and \( P_k \) and represented by \( a \), \( b \), and \( c \).
- Line 9: Compute the angle formed by every three adjacent two-dimensional data point pairs in \( PL \) using formula (5).
- Lines 10-13: Find the minimal angle (\( \alpha_{min} \)), and the index of optimal cluster number as \( K_{opt} \).

**Algorithm 2** estimating the potential optimal cluster number for the analyzed dataset

1: \( \alpha_{min} = \pi, K_{opt} = 0 \)
2: \( PL \leftarrow \text{zip the } N_{md} \text{ and } [K_{min}, K_{max}] \)
3: for \( i = 0 \rightarrow K_{max} - K_{min} - 2 \) do
4: \( j \leftarrow i + 1, k \leftarrow i + 2 \)
5: \( P_i \leftarrow PL[i], P_j \leftarrow PL[j], P_k \leftarrow PL[k] \)
6: \( a \leftarrow \text{Euclidean distance between } P_i \text{ and } P_j \)
7: \( b \leftarrow \text{Euclidean distance between } P_j \text{ and } P_k \)
8: \( c \leftarrow \text{Euclidean distance between } P_k \text{ and } P_i \)
9: \( \angle P_iP_jP_k = \alpha \leftarrow \arccos \frac{a^2 + b^2 - c^2}{2ab} \)
10: if \( \alpha < \alpha_{min} \) then
11: \( \alpha_{min} = \alpha \)
12: \( K_{opt} = j \)
13: end if
14: end for
15: return \( \alpha_{min}, K_{opt} \)

### 3. Results and Discussion

Four experiments were conducted to test and verify the validity of our proposed method on the test datasets, including two kinds of datasets: the simulated dataset and a public benchmark dataset with Iris Dataset. Experimental results based on these datasets are plotted in a figure with three subplots, namely, Scatter, Silhouette, and Proposed. Scatter
is the scatter plot of the experimental dataset, Silhouette is the plot of the silhouette coefficient score and the corresponding cluster number. The Proposed is a plot of the cluster number and the corresponding $\alpha$ produced by our proposed method.

The above-mentioned experiments were tested on a server with 12 Xeon CPUs E5-2620 v2 @ 2.10 GHz cores, 32 GB memory, 2TB hard disk, and 1 GeForce GTX TITAN X (rev a1). It ran the CentOS version 7.3.1611 (core) with the Python version 2.7.12, Anaconda version 4.2.0 (64-bit), the sklearn[32] version 0.16.0.

3.1 Simulated Datasets
The three simulated datasets followed a uniform distribution, the multivariate normal distribution, and mixed the uniform distribution and multivariate normal distribution.

The uniformly distributed dataset (Dataset1) has 2000 two-dimensional points attributed to 4 clusters. It is straightforward to exploit the function of Numpy, `numpy.random.uniform(low, high, size)`. Table 1 lists the parameters used by the uniform function.

| Cluster No | low | high | size |
|------------|-----|------|------|
| 1          | 0.5 | 1.5  | 500  |
| 2          | 2.5 | 3.5  | 500  |
| 3          | 4.5 | 5.5  | 500  |
| 4          | 6.5 | 7.5  | 500  |

The multivariate normal dataset (Dataset2) also includes 2000 two-dimensional points and 4 clusters, which are generated by the function of `numpy.random.multivariate_normal(mean, cov, size)`. The parameters used are listed in Table 2.

| Cluster No | mean          | cov                          | size |
|------------|---------------|------------------------------|------|
| 1          | [0.0, 0.0]    | [[1.0, 0.0], [0.0, 1.0]]    | 500  |
| 2          | [2.0, 2.0]    | [[1.0, 0.0], [0.0, 1.0]]    | 500  |
| 3          | [4.0, 4.0]    | [[1.0, 0.0], [0.0, 1.0]]    | 500  |
| 4          | [6.0, 6.0]    | [[1.0, 0.0], [0.0, 1.0]]    | 500  |

Dataset (Dataset3) mixed uniformly distributed and multivariate normal also includes
2000 two-dimensional points and four clusters (two clusters obeyed uniform distribution and two clusters obeyed uniform distribution and two multivariate distributions), which are generated by the function of `numpy.random.uniform` and `numpy.random.multivariate_normal`. The parameters of the two clusters obeyed uniform distribution are listed in Table 2 as Cluster Nos. 3 and 4. The parameters of the two multivariate distributions are listed in Table 2 as Cluster Nos. 1 and 2.

Because there are only four clusters in the aforementioned simulated datasets, we specify the estimated range of \( K_{opt} \) as \([1, 10]\). The execution times of the two methods based on Dataset1, Dataset2, and Dataset2 are listed in Table 3.

| Dataset | Execution time of Silhouette | Execution time of proposed method |
|---------|------------------------------|----------------------------------|
| Dataset1 | 0.974                        | 0.408                            |
| Dataset2 | 1.518                        | 0.950                            |
| Dataset3 | 1.361                        | 0.705                            |
| Dataset4 | 0.327                        | 0.308                            |
| Dataset5 | 0.348                        | 0.318                            |

The experimental results of the simulated dataset that followed a uniform distribution are plotted in Fig. 2. From the subplot of Silhouette in Fig. 2, we know that the estimated potential optimal cluster number obtained by the Silhouette method is four, which is consistent with the real cluster number and corresponds to the maximum of the silhouette score. In addition, as is evident from the subplot of the Proposed in Fig. 2, the obtained optimal cluster number corresponding to the minimum of the angle is four, which is also consistent with the real cluster number. Therefore, for a uniform distribution, the proposed method and Silhouette method can both obtain the optimal cluster number that is consistent with the real cluster number.
Fig. 2 Experimental results of the simulated Dataset1 obeyed uniform distribution with four clusters.

With respect to the multivariate normal distribution, the proposed method yields the same optimal cluster number. However, Silhouette method does not give the correct cluster number, as shown in Fig. 3. In addition, for the dataset with mixed uniform distribution and multivariate normal distribution, the proposed method yields the same optimal cluster number. However, Silhouette method does not give the correct cluster number for this case, as shown in Fig. 4.

Fig. 3 Experimental results of the simulated Dataset2 obeyed multivariate normal distribution with four clusters.
Experimental results of the simulated Dataset3 obeyed uniform and multivariate normal distribution with four clusters.

### 3.2 Common Benchmark Datasets

For the field of machine learning, Iris Dataset is perhaps the best known dataset as a common benchmark dataset. It is a multivariate dataset containing 150 instances with four features (sepal length, sepal width, petal length, and petal width) and three species (Iris Setosa, Iris Versicolour, and Iris Virginia). In this evaluation, we split the Iris dataset into two datasets, namely, the sepal and petal datasets. The sepal dataset (Dataset4) is comprised of sepal length and sepal width, and the petal dataset (Dataset5) is comprised of petal length and petal width. There are only three clusters in Iris. Therefore, we initialize the search range of $K_{opt}$ as $[1, 10]$.

On the two subsets of Iris, as we can see in Fig. 5 and Fig. 6, Silhouette method does not outline the maximal silhouette coefficient score indicating the optimal cluster number. Rather, the proposed method shows a clear minimum of the angle at index 3, which is consistent with the real cluster number in Iris. The execution times of the two methods based on Dataset4 and Dataset5 are listed in Table 3.
Therefore, as shown in the above case, the optimal cluster number obtained by the proposed method is consistent with the real cluster number contained in the dataset and shows better performance than the Silhouette method.

From Table 3, we know that the execution time of the proposed method is faster than the Silhouette method for the experimental dataset. Meanwhile, for the figures based on the experimental results, we know that the optimal cluster number obtained by the proposed method is more consistent with the real cluster number contained in the dataset than the Silhouette method.

4. Conclusions
The Elbow method can be one of the oldest methods to distinguish the potential optimal cluster number for the dataset to be analyzed, which is a visual method. Using the Elbow method, the estimated potential optimal cluster number for the analyzed dataset is somewhat subjective. This is because if there is a clear elbow in the line chart, then the elbow point corresponds to the estimated optimal cluster number with high probability, whereas, if there is no clear elbow in the line chart, then the Elbow method does not work well.

A new method for distinguishing the potential optimal or most appropriate cluster number used in the clustering algorithm is proposed in this paper. We exploited the interaction angle of the adjacent elbow point as a criterion to work out a discriminant elbow point. Experimental results demonstrate that the estimated potential optimal cluster number output by our newly proposed method is consistent with the real cluster number and better than the Silhouette method on the same experimental datasets.

The proposed method depends on the estimated range of the cluster number. For each estimated number of clusters, the entire dataset needs to be trained, which increases the computational cost. The clustering algorithm used in this study is $K$-means++, which is a centroid-based clustering algorithm. What seems certain is that our method can also be applied to other centroid-based clustering algorithms, such as $K$-means and $K$-medoids. However, for non-centroid-based clustering algorithms, this may not be the case. The focus of our future work will be to improve the performance and suitability of the proposed method to estimate the potential optimal cluster number.
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Figures

**Figure 1**
(a) A visual curve with an explicit elbow point. (b) A visual curve being fairly smooth with an ambiguous elbow point.

**Figure 2**
Experimental results of the simulated Dataset1 obeyed uniform distribution with four clusters.
Figure 3

Experimental results of the simulated Dataset2 obeyed multivariate normal distribution with four clusters.

Figure 4

Experimental results of the simulated Dataset3 obeyed uniform and multivariate normal distribution with four clusters.
Figure 5

Experimental results on three Iris species only with sepal length and sepal width.

Figure 6

Experimental results on three Iris species only with petal length and petal width.