Application of IIR Digital Filter with A New LMS Adaptive Algorithm
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Abstract. Any system will be inevitably disturbed by noise. The existence of noise affects the processing and application of real signals. How to effectively suppress and eliminate noise has always been a hot spot in the industrial field. In order to design a filter which can properly adjust its parameters according to different environments to obtain the optimal value, this paper designs an adaptive IIR digital filter, and studies as well as improves the adaptive algorithm. A new variable step size LMS algorithm based on multi-scale wavelet transform is proposed in this paper. The wavelet transform domain algorithm belongs to LMS transform domain algorithm and is a new time-frequency analysis method developed, so it has the characteristics of multi-resolution analysis. This adaptive IIR filter designed is applied to suppression and cancellation of noise, and simulation experiments are performed on the MATLAB software platform, so that better illustrating the superiority of this improved algorithm.

1. Introduction

Noise interference is everywhere. In engineering design, the signal will inevitably introduced into noise in the process of propagation. The existence of noise affects the processing and application of real signals. Therefore, the suppression and cancellation of noise has become an extremely important task in the digital signal processing.

In practical applications, it is frequently difficult to obtain complete knowledge about signal characteristics. Therefore, more and more attention has been paid to the application of adaptive filtering technology [1] to noise suppression and cancellation. Adaptive filter is a time-varying nonlinear filter. The complexity of optimization algorithm makes most of adaptive filtering to be digital filters. Most of adaptive filtering can satisfy the processing operations of the unknown parameters required, and use the feedback of error signal to improve the coefficients of filter, so as to better match the changing parameters.

The adaptive IIR filter is a recursive filter with an infinite impulse response, it has better performance than the adaptive FIR filter with the same number of coefficients [2], so an adaptive IIR digital filter is selected and designed in this paper.

The research of adaptive digital filtering algorithm has achieved fruitful results so far. The most widely used typical algorithm is the least mean square adaptive filtering [3~8] algorithm. However, it converges slowly and has low accuracy, which affects its tracking performance. Therefore, a variable step size LMS algorithm and a transform domain LMS algorithm are proposed.
The wavelet transform domain algorithm [9, 10] belongs to LMS transform domain algorithm. It has the characteristics of multi-resolution analysis. The algorithm firstly transforms the vector of the input signal into multi-scale space to reduce the correlation between the signals. And then, the adaptive update coefficient’s equation of LMS algorithm is used to update the coefficients, so as to implement the iteration. At the same time, using the Mallat fast algorithm, the amount of calculation becomes faster.

To suppress and eliminate noise [11], this paper proposes a new algorithm combining multi-scale wavelet transform and variable step size LMS to design an IIR adaptive digital filter.

2. Principle of adaptive digital filter

LMS algorithm [1] as an application of stochastic gradient descent method, it was pioneered by Widrow and Hoff. But this algorithm is generally applied to FIR filters. This paper will improve the classical LMS adaptive algorithm, so that its algorithm can adapt to design an IIR filter.

The update parameters adopt an adaptive IIR filter with output error mode, and its structure is shown in Fig.1, where x(n) is the input signal; d(n) is the reference output signal; y(n) is the output signal; and e(n) is the error signal, that is, the difference between the signal d(n) and the signal y(n). The function of adaptive algorithm minimizes the mean square value of e(n) by updating the weighted filter.

![Figure 1. IIR Filter structure](image)

When A(n, q) = 1, the filter becomes an FIR filter. In order to satisfy the stability of system and ensure the convergence of the algorithm, an approximate gradient algorithm, Pseudo-Linear Regression Algorithm [12], is used here.

\[
W(n) = [a_1(n), a_2(n), ..., a_{N-1}(n), b_0(n), b_1(n), ..., b_{M-1}(n)]^T
\]

\[
\phi(n) = [y(n-1), y(n-N+1), x(n-1), ..., x(n-M+1)]^T
\]

\[
e(n) = d(n) - y(n) = W^T(n)\phi(n)
\]

\[
R^{-1}(n+1) = \frac{1}{\lambda} [R^{-1}(n) - \frac{R^{-1}(n)\phi(n)\phi(n)^T R^{-1}(n)}{\lambda + \phi(n)^T R^{-1}(n) \phi(n)}]
\]

\[
W(n+1) = W(n) + \mu R^{-1}(n+1)\phi(n)e(n)
\]

W(n) is the tap coefficient vector of IIR filter; \(\phi(n)\) is the input signal; \(y(n)\) is the output signal; \(d(n)\) is the expected signal; \(e(n)\) is the error signal; and \(R(n)\) is the identity matrix in the iterative formula. In order to make the algorithm have better convergence effect, this paper replaces the fixed step size \(\mu\) with the variable step size factor \(\mu(n)\) in the LMS, and proposes a variable step size LMS algorithm based on the cosine function[13] by establishing the nonlinear function relationship between the step factor \(\mu\) and the error signal \(e\). Let \(y=-\cos|x|+1\), the function diagram is shown in Fig.2.
Figure 2. The picture of $y = -[\cos(|x|) + 1]$ function

It can be seen from Fig.2 that $y$ is a smooth nonlinear curve passing through the origin, and the independent variable $x$ changes relatively gently at the initial stage and close to zero, while the $y$ changes relatively rapidly with $x$ in the transition.

Replace $x$ with $e(n)$ and $y$ with $\mu(n)$, then $e(n)$ is a function of $\mu(n)$, which gives a new step factor:

$$\mu(n) = -\beta[\cos(\alpha|e(n)|) + 1] \quad (6)$$

$\lambda_{\text{max}}$ represents the maximum eigenvalue of the autocorrelation matrix of the input signal; $\beta$ is the parameter that controls the value range of step curve, and the value is positive, which affects the convergence speed of the algorithm; $\alpha$ is the parameter that controls the shape of the step curve when the error is close to zero.

The iteration formula for the new algorithm at this point is:

$$R^{-1}(n+1) = \frac{1}{\lambda_{\text{max}}} [R^{-1}(n) - \frac{R^{-1}(n) \phi(n) \phi(n)^T R^{-1}(n)}{\lambda_{\text{max}}} + \phi(n) \phi(n)^T] \quad (7)$$

$$W(n+1) = W(n) + \mu(n)R^{-1}(n+1)\phi(n)e(n) \quad (8)$$

3. Transform Domain LMS Algorithm Based on Wavelet Transform Styling

To improve the convergence and tracking speed of the LMS algorithm, the input signal can be decomposed into multi-scale space by wavelet transform to reduce the input signal’s eigenvalue of autocorrelation matrix [14].

For the IIR adaptive filtering structure, its output $y(n)$ is not only related to the input $x(n)$ at time $n$, but also related to the output, since it has a feedback loop. Including:

$$y(n) = \sum_{m=0}^{M-1} x(n-m)c(m) + \sum_{m=1}^{N-1} y(n-m)c(m) \quad (9)$$

In the above formula, $c(m)$ is the weight coefficient of filter, whose length is $(M+N-1)$. For an IIR filter, it can be expressed by wavelet and scaling function, where $J = \log_2 (M+N-1)$.

$$c_i(m) = \sum_{j=1}^{J} \sum_{k=\infty}^{\infty} w_{j,k} \psi_j^\alpha(m) + \sum_{l=0}^{\infty} v_{j,k} \phi_j^\alpha(m), i = 0, 1, ..., M+N-2 \quad (10)$$
Fig. 3 is a schematic diagram of Mallat wavelet decomposition. \( C_0 \) is the original signal vector, \( D_j \) \((j = 1, 2, ..., J)\) and \( C_j \) \((j = 1, 2, ..., J)\) respectively represent the detail signal and the approximating signal after wavelet decomposition.

The improved LMS algorithm based on multi-scale wavelet transform firstly is to transform \((M+N-1)\) discrete input signals \( \phi_{M+N-1}(n) \) into the wavelet domain for discrete orthogonal wavelet multi-scale decomposition. According to the Mallat algorithm, for discrete signals \( C_0 \) with length \( M+N-1 \), there is always decomposition as shown in Fig. 3. Where \( C_j \) and \( D_j \) are wavelet transform matrices composed respectively of conjugated orthogonal mirror low-pass filter \( \{h_k\} \) and high-pass filter \( \{g_k\} \). \( P \) is orthogonal wavelet matrix.

\[
\begin{align*}
D(n) &= P \phi(n) \\
P &= [G_0, G_1 H_0, G_2 H_1 H_0, ..., G_{J-1} H_{J-2} H_{J-1} H_{J-2} ..., H_1 H_0]^T
\end{align*}
\]

4. A New Variable Step Size LMS Adaptive Filtering Algorithm Based on Multiscale Wavelet Transform

In this paper, a new variable step size LMS algorithm based on multi-scale wavelet transform (MSWT-VS-LMS) is proposed by combining with the variable step size LMS algorithm and the transform domain LMS algorithm. The structure of this algorithm is shown in Fig. 4. The wavelet function uses Haar [10] wavelet. In this figure, \( \phi(n) \) is the input of the filter at time \( n \); \( \phi_0(n) \) is the input vector of \( \phi(n) \) delayed; \( D_j \) is the detail signal sequence after the signal sequence \( \phi_0 \) is decomposed by \( J \)-scale wavelet; \( \phi_J \) is the approximating signal sequence after the signal sequence is decomposed by \( J \)-scale wavelet; \( W_j \) is the adaptive filter weight vector of the detailed signal sequence after the \( J \)-time decomposition of the signal sequence \( \phi_0 \); \( U \) is the adaptive filter weight vector of the approximating signal sequence after the \( J \)-time decomposition of the signal sequence \( \phi_0 \); \( F_j \) represents the output of the \( j \)th adaptive filter at time \( n \).

It can be concluded that the new adaptive algorithm proposed in this paper:

Definition of vector:
\[ W(n) = [a_1(n), a_2(n), \ldots, a_{N-1}(n), b_0(n), b_1(n), \ldots, b_{M-1}(n)]^T \]  
(13)

\[ \varphi(n) = [y(n-1), \ldots, y(n-N+1), x(n-1), \ldots, x(n-M+1)]^T \]  
(14)

\[ D(n) = P\varphi(n) \]  
(15)

Initialization coefficient:
\[ W(n) = 0, \quad R(0) = \delta I \]  
(16)

Iterate, generate error signals and update the tap coefficients:
\[ W(n) = 0, \quad R(0) = \delta I \]  
(17)

\[ \mu(n) = -\beta [\cos(\alpha|e(n)|) + 1] \]  
(18)

\[ R^{-1}(n+1) = \frac{1}{\lambda} \left[ R^{-1}(n) - \frac{R^{-1}(n)\varphi(n)^\top R^{-1}(n)}{\mu(n)} + \frac{\varphi(n)^\top R^{-1}(n)\varphi(n)}{\mu(n)} \right] \]  
(19)

\[ W(n+1) = W(n) + \mu(n)R^{-1}(n+1)\varphi(n)e(n) \]  
(20)

5. Application simulation experiment
This paper mainly uses MATLAB to simulate the noise cancellation application in adaptive filtering. The advantages of the proposed new algorithm are verified by simulation analysis and comparison between the classical LMS algorithm and the proposed new algorithm in adaptive noise suppression and cancellation.

In the simulation, the original signal of \( y(n) = \sin(0.05\pi n) \) and the Gaussian white noise with an average value of 0 and a signal-to-noise ratio of 5dB are input to the IIR filter system. The number of simulations is \( g = 10 \), and the number of the input signal’s sampling points is \( n = 512 \); the order of time domain IIR tap filtering is 32; and in the variable step size formula (18), let \( \beta = 0.04 \), \( \alpha = 10 \); in the formula (19), let \( \lambda = 1.0004 \). The simulation results are shown in Fig.5 to Fig.8 below.

![Figure 5. The useful signal](image1)

![Figure 6. The useful signal](image2)
6. Conclusion
Filters play a significant role in many projects. The adaptive IIR digital filter is widely used as well, so it is necessary to improve its adaptive algorithm. This paper introduces the basic principles of adaptive IIR digital filter, the LMS algorithm for IIR structure, the variable step size LMS algorithm and the principle of wavelet transform. A new adaptive LMS algorithm designing an IIR filter is proposed to be used in noise suppression and cancellation systems. Finally, the classical LMS algorithm, the improved variable step size LMS algorithm based on wavelet transform for IIR filter is analyzed and applied to simulate the suppression and elimination of noise. Generally speaking, this adaptive algorithm has greatly improved the convergence speed, tracking speed and filtering effect.
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