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Abstract—In this paper, we present a cluster algorithm which is an improvement of the multi-objective clustering ensemble algorithm (MOCLE), which is denoted as IMOCLE for short. First, we introduce a new clustering objective function to measure the individual difference in the optimization process so as to remain the diversity of the population. Then, a clustering ensemble technique is applied to MOCLE to obtain more competitive individual. The proposed algorithm can also ensure good partitions not be eliminated. The performance of the proposed algorithm has been compared with MOCLE over a suit of gene datasets. The experimental results show that, the superiority of the proposed method in terms of capability found the optimum number of clusters, and accuracy.
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I. INTRODUCTION

The goal of cluster analysis is to discover the relations between given objects, and assign them to corresponding groups. Clustering algorithms have been widely used in solving real problems.

Most of the traditional cluster algorithms (e.g. partitional clustering) gets the clustering result by optimizing one or more different objective functions (clustering criterions). There are several problems that are needed to be solved for traditional clustering algorithms. The most obvious one is that there is not a precise definition of a cluster [1]. Different data sets have different structures, and there is not a definition of cluster for all kind of data. So different cluster criterions are proper for different shaped clusters [2]. For example, the widely used clustering algorithm k-means is biased towards spherically shaped clusters, because it mostly uses Euclidean metric for computing distance between points. Meanwhile, for a given clustering algorithm, it may lead to different results with different parameters. In other words, some algorithms are sensitive to their parameter settings [1] - [3]. Most of the time, we have no prior information to decide how parameters are selected.

For the first problem mentioned above, it is necessary to apply several different clustering criterions to describe the clusters. Multi-objective clustering algorithms which optimize several cluster criterions simultaneously are proposed. Many multi-objective optimization (MOO) clustering algorithms have been developed recently. In [4], Handl and Knowles proposed an MOO clustering algorithm, namely, MOCK, which can automatically detect the appropriate partitioning from a data set having either the hyperspherical shaped clusters or the well-separated clusters. In [5], a symmetry based multi-objective clustering technique (VAMOSA) is developed, which is based on the simulated annealing (SA) algorithm. Faceli and Marcilio have presented a multi-objective clustering algorithm which refers to both multi-objective methods and cluster ensemble techniques in the optimization process (MOCLE) [1]. Experiment results have shown that multi-objective clustering algorithms have obviously advantages over the algorithms optimizing one single cluster criterion.

For the second problem mentioned, one algorithm may result in different partitions with different parameters setting, clustering ensemble methods can be applied to get a combined partition from the partitions obtained with different parameter settings. Some work on combining multiple clustering algorithms can be found in [6-8]. The cluster-based similarity partitioning algorithm (CSPA) which is proposed in [9], is based on a co-association matrix, and METIS which is a software package for partitioning unstructured graphs and hyper-graph [10]. In the hyper-graph partitioning algorithm (HGPA) [9], the combination is dealt with as a problem of partitioning a hypergraph. In this hypergraph, the clusters of the base partitions are represented as hyperedges. The hypergraph is partitioned by cutting a minimal number of hyperedges [9, 11]. The meta-clustering algorithm (MCLA) algorithm is one of the most popular methods which is proposed in [9]. In MCLA, each cluster is represented by a hyper-edge, like HGPA. MCLA is composed of the following steps: (1) constructing the meta-graph, (2) partitioning the metagraph, and (3) computing cluster members.

Multi-objective clustering ensemble algorithm (MOCLE) is a novel multi-objective algorithm combined with cluster ensemble methods. In [9], MOCLE is applied to the clustering analysis of microarray data with cancer. In our study of the algorithm MOCLE, we have found that some good solutions sometimes will be eliminated in the optimization process, which is cause by the objective functions. Considering this, in order to improve the solutions obtained, we present a new objective function. The function refers to the diversity of the population in the optimization process. It does good to save the good solutions which are not well evaluated by cluster criterions, meanwhile, it can ensure a diverse population for the ensemble method applied.
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The remaining part of this paper is organized as follows: Section II introduces the background and related work. Section III describes the problems existed in MOCLE and presents our method of improving MOCLE. Section IV gives the experimental results. Section V concludes this paper.

II. BACKGROUND AND RELATED WORK

The aim of clustering algorithm is to infer properties of a given data set in an unsupervised way and divide the data objects into groups so that objects in the same group are more similar than ones in different groups [12, 13, 14]. The result of a clustering algorithm on a given data is a partition of the objects. Each object should be assigned to only one cluster.

A. Traditional cluster algorithms

There are two main different groups of traditional clustering algorithms: hierarchical clustering and partitional clustering. Hierarchical clustering algorithms are divided into two groups by different clustering steps. The first groups are called agglomerative clustering algorithms. These algorithms start with each objective as a cluster, and then similar clusters are grouped into one. The other groups start with all the objects as one clusters. Then the only one cluster is divided into smaller clusters. The clusters obtained are then divided recursively. Three well known hierarchical algorithms are: single linkage, complete linkage and average linkage [15, 16]. They differ from each other in their ways distance between two clusters is calculated. In complete linkage (CL), the distance inter-cluster distance is calculated by the farthest distance of a pair of points in two clusters. Different from CL, the average link age (AL) takes the average distance between all the objects in one cluster and all the objects in another cluster.

The most well known partitional cluster algorithm is the k-means algorithm, which is a partitional iterative algorithm that optimizes the function between clusters and their representatives using a pre-defined number of clusters [17][18]. A defect of the k-means algorithm is that is sensitive to the selection of the initial centroids [17]. Although the point mentioned above, it is still one of the most widely used algorithm for clustering for its easy implementation and high efficiency.

Recently, biological information process system has inspired natural computation such as evolutionary algorithm, immune computation, particle swarm algorithm and so on. It provides new solutions for clustering analysis. Especially, many clustering algorithms based on evolutionary computation have been proposed.

B. Multi-objective clustering and cluster ensemble

Traditional clustering algorithms, such as k-means [13], optimizes only one clustering criterion (e.g., compactness of the clusters) and are often very effective in this purpose. However, they fail for data in accordance to a different criterion. One alternative is to combine several clustering criterions to improve the quality of the final solution. Nowadays, there are two main approaches that address the use of multiple clustering criteria: cluster ensemble and the multi-objective clustering [1].

The application of multi-objective optimization techniques proves to be an alternative and promising direction [19]. MOO simultaneously optimize several different cluster criterions instead of one. MOO may get a better result than the algorithm that optimizes only one criterion. Many cluster criterions have been developed to find partitioning consisting of compact and well-separated clusters. MOO clustering algorithms result in a set of Pareto optimal solutions, none of which is better than another considering the criterions used.

The success of ensemble methods for supervised learning has motivated the development of ensemble methods for unsupervised learning[9].

The ensemble problems can be described as follows[9][20]. Let Z be a data set and let \( P = \{P_1, \ldots, P_k\} \) be a set of partitions on Z. partitions are obtained by applying different clustering algorithms or an algorithm with different parameter settings. The goal is to find a single partition based on the information contained in the set P.

A clustering ensemble algorithm contains two main parts . First, a set of partitions are obtained. These partitions are usually named ensemble members. Then, ensemble members are combined via a consensus function [11][21]. There are many ways acting as the consensus functions, such as methods based on co-association, graph partitioning, voting based methods and so on. The goal of an ensemble of clustering solutions is to find a consensus partition that optimally summarizes the ensemble and to obtain a clustering solution with improved accuracy and stability compared to the individual members of the ensemble [22]. Cluster ensemble methods seem to get better solutions than a single cluster algorithm for the datasets with complex structures. Different algorithms yield different clustering solutions. These results represent different structures of a data set. Cluster ensembles merge all these different structures into one using the information provided by the different structures different algorithms obtained. In order to get a good solution by using cluster ensemble method, two aspects of the partitions to be combined are need to be taken into account. First, partitions should have a high accuracy rate corresponding to the true cluster label. Second, partitions used in ensemble algorithms should be diverse. Many recent studies have been concentrated on the issue of constructing a set of accurate and diverse ensemble members (basic partitions).

C. The combination of multi-objective clustering algorithm and cluster ensemble

Recently, Faceli and Marcilio have presented a multi-objective clustering algorithm (MOCLE), which refers to both multi-objective methods and cluster ensemble techniques in the optimization process. The main steps of MOCLE are as follows: First, initial populations are obtained by applying several different clustering algorithms on a given data set. Then several objective functions are optimized in the evolution process with a special crossover which combines two parents using cluster ensemble technique. In the end, a set of solutions are obtained [11].
III. SOME PROBLEMS IN MOCLE AND OUR WORK

A. A brief introduction to MOCLE

In [11], MOCLE is applied to the cluster analysis of the gene expression data. Our improved method is an improved version of MOCLE, and we will have a simple introduction for MOCLE.

- Data transform

Date sets used in MOCLE are transformed in two widely used ways in clustering [23] [24]. One is based on the z-score formula (standardization) and the other (normalization) involves the use of the maximum and minimum values on the features of the data.

- Initial population

Four different algorithms are used to get initial population such as k-means, CL, AL, and SPC (spectral clustering).

The size of the initial population is related to the true cluster number of the dataset which is not used in the optimization process and just used in the obtaining of initial population to decide the size of the population. Initial population is generated with $K$ in the range $[c-2, c+2]$, where $c$ is the true cluster number of a given data set and $K$ is the cluster number applied to the four different algorithms to get the clustering result. If $c-2<2$, the minimum of the range is set to 2. For each $K$, four different algorithms AL, CL, KM and SPC are used to get the basic partitions. Each algorithm is implemented with two different proximity indices: Pearson correlation and Euclidean distance. For the Euclidean version, experiments are performed with the data set in three different ways: original data, standardized data and normalized data (data transformation is introduced above).

- String representation

In MOCLE, the strings are made up of integer numbers which represent the coordinates of the cluster label of a data point. For example, for the data set $X = \{x_1, x_2, x_3, x_4\}$, string $\{1, 2, 2, 3\}$ represents three clusters: $x_1$ belongs to cluster 1, $x_2$, and $x_3$ belong to cluster 2, $x_4$ belongs to cluster 3.

- Objective functions

The multi-objective algorithm applied in MOCLE is the non-dominated sorting genetic algorithm II (NSGAII) [25].

In MOCLE, two measures are used as objective functions: overall deviation and connectivity [1] [19] are applied. A version of connectivity is implemented with Pearson correlation. So there are three objective functions applied in MOCLE [11].

- Crossover and mutual operation

In MOCLE, cluster ensemble is applied to combine two parent partitions. First, two parents are selected by using binary tournament. $k_1^1$ and $k_2^1$ are the respective numbers of the two parents $\pi_1$ and $\pi_2$. The number of cluster $k$ in the resulting ensemble partition is randomly picked in the interval $[k_1^1, k_2^1]$. Then the ensemble algorithm is applied to the two parent partitions to get one offspring partition with $k$ clusters. With this operator, the partitions are combined in pairs, iteratively, during the evolution process [1].

The cluster ensemble algorithm applied in MOCLE is the meta-clustering algorithm (MCLA) [9].

MOCLE does not apply a mutation operator in order to restrict the search space to the base partitions and its combination.

The steps of MOCLE are executed until the iteration times reach as much as 50 for the solutions are not obviously improved

- Criterion of measuring the algorithm

To measure the success of the algorithm in recovering the true partition of the data sets, we use the corrected Rand (CR) [26] as MOCLE does. The value of CR is ranging from -1 to 1. The larger the CR is, the better the partition is.

B. Our work

We have given an introduction of MOCLE in details. In [11], many experiments have been done to show the advantages of the algorithm. MOCLE applies four different clustering algorithms to produce its initial population. It results in a diverse population. In our experiment, we have found that the best partitions obtained by the optimization process are not better than the best partition in the initial population for all the six data sets tested in [11], which can be also found in the experiment result shown in [11]. Take data set “Armstrong” for example, the best solution in the initial population is 0.7038 considering the value of CR, however, the best solution after optimization process becomes 0.5146.

We have found that the special crossover operator can produce some good partitions. But why the good partitions and those of best partition in the initial population do not exist in the final result? We think it is related to the objective functions. We also take “Armstrong” for example. Assuming that the best solution in the initial population exists in the final population, it will not be selected as the Pareto solution, because it is donated by other solutions. In other words, the three clustering objective functions applied in MOCLE are not so good to evaluate the good partitions. This may also lead to good solutions produced by the special crossover to be eliminated in the optimization process. This phenomenon is also tightly related to the data sets. The six data sets tested in MOCLE are gene expression data which have very high dimensions. Although filtered, the data are still very high in dimension. The ordinary clustering criterions sometimes can not describe the overall properties of data with high dimension. If we improve the objective functions, the problem may still exist.

In our study, in order to analyze the property of the whole population in the optimization process, we compare all the individuals to the true label of the tested data set. It is needed
to say that the true label is just used to analyze the population but it is not used in the optimization process. We have found that although some good partitions exist in the population in the optimization process, most of the partitions are not so good. That is to say if we calculate the similarity between one partition and the other partitions in the current population, and then obtain the average value. The result for the good partition must be small, because such partitions are just a small part of the population and they are not similar to the most partitions in the population. The average similarity for partitions that are not so good should be big, for they are most part of the population and more similar to each other. Meanwhile, the average similarity for very poor partitions is small. Motivated by this way of thinking, we present an objective function referring to the similarity of one partition to others. We call it similarity. Here we write it $Sim$ for short. The definition is as follows:

$$Sim(\pi_i) = \frac{1}{N} \sum_{j=1}^{N} S(\pi_i, \pi_j)$$

where $\pi_i$ is the partition to be evaluated. $S(\pi_i, \pi_j)$ is the agreement between the two partitions. We randomly select $n$ data to form the current population. Then we calculate the average agreement between the partition to be evaluated and the selected partitions. For the last results are measured by calculating CR between solution and the true cluster label of a given data set, here $S(\pi_i, \pi_j)$ is the value of CR between the partition $\pi_i$ and $\pi_j$. We randomly select $n$ partitions because those very poor partitions have the similar property with good partitions in similarity, which can increase the random possibility. Similarity reflects the similarity of one partition with others in the current population. Our goal is to minimize similarity. There are two aspects to explain the reasons. First, as mentioned above, the smaller value indicates that the partition may be a good partition corresponding to the true label of a given data set, since most of the partitions in the population are not good corresponding to the true label, and they are more similar to each other. If the other three cluster criterions can not evaluate the good partition very well, it is a good way to save the good partitions by calculating the value of similarity. Another intention we apply such an objective function is that it can ensure a diverse population. Since similarity reflects the agreement of a partition to some others, one partition with smaller similarity exists in a higher possibility. MOCLE applies a special crossover operator by using clustering ensemble method. A diversity population is needed to produce good partition by applying clustering ensemble methods. The other objective functions applied in the optimization process can ensure the “accuracy” of the partitions, and similarity ensures a diverse set of partitions. The “accuracy” and diverse partitions fulfill the requirement of the cluster ensemble algorithm applied.

Normally, clustering criterions reveal the structure property of a given data set or reflect the relations of data objects to their neighbor objects. Multi-objective clustering algorithms optimize several clustering criterions. The clustering criterions used in optimization process should contain not only ones reflect the inner property of one partition but also the criterions reflect the relation between different partitions. Similarity is such an objective function. It is a complement to ordinary cluster criterions.

In a word, we apply a new function objective function, namely, similarity, together with the three objective functions applied in MOCLE, which ensure good partitions in the optimization process.

IV. EXPERIMENT

A. Data sets

Eleven microarray data sets are included in our analysis. They were available in [27-37]. Most microarray data sets are not very large, but they are high in dimensionality. From Table 1, we can also find this phenomenon. The largest data set tested in our experiment is Yeoh which was also the largest one used in [11]. All the data sets are filtered as they are in [11]. As Table 1 illustrates, the first column is the name of the data sets, the second column is the number of objects, the third column is the number of classes (class), the fourth is the number of dimension($d$) and the last one is the dimensionality after feature selection (Filtered $d$).

| Data set     | n  | class | $d$    | Filtered $d$ |
|--------------|----|-------|--------|--------------|
| Armstrong [27]| 72 | 2     | 12582  | 1081         |
| Dyrsjot [28] | 40 | 3     | 7129   | 1203         |
| Chowdary [29]| 104| 2     | 22283  | 182          |
| Gordon [30]  | 181| 2     | 12533  | 1626         |
| Golub [31]   | 72 | 2     | 7129   | 1877         |
| West [32]    | 49 | 2     | 7129   | 1198         |
| Laiho [33]   | 37 | 2     | 22883  | 2202         |
| Chen [34]    | 179| 2     | 22699  | 85           |
| Alizadeh [35]| 42 | 2     | 4022   | 1095         |
| Bredel [36]  | 50 | 3     | 41472  | 1793         |
| Yeoh [37]    | 248| 6     | 12625  | 2526         |

From Table 1, we can see that the number of objects in each data set is not big. However, the data sets are all high in dimensionality. Although, all the data sets are filtered by feature selection, the dimension is still high.

B. Experiment parameter settings

All the parameter settings in our experiments are the same as the ones in the MOCLE including the size of the initial population, the number of nearest neighbors (or most correlated objects for the connectivity by correlation). To calculate the connectivity and connectivity with correlation was set to 5% of the number of objects in the data sets. To calculate the similarity we apply, 10% of the number of objects in the data sets is set to 5% of the number of objects in the data sets. To calculate the connectivity and connectivity with correlation was set to 5% of the number of objects in the data sets.
size of population in the optimization is changing, we have not shown the number to calculate the similarity.

Table 2. Parameter values for IMOCLE

| Data set   | s  | N  | k   | interval |
|------------|----|----|-----|----------|
| Armstrong  | 48 | 4  | 2,4 |          |
| Dyrskjot   | 48 | 6  | 2,4 |          |
| Chowdary   | 48 | 10 | 2,4 |          |
| Golub      | 64 | 4  | 2,5 |          |
| West       | 48 | 4  | 2,4 |          |
| Laiho      | 48 | 2  | 2,4 |          |
| Chen       | 48 | 9  | 2,4 |          |
| Alizadeh   | 48 | 3  | 2,4 |          |
| Bredel     | 64 | 3  | 2,4 |          |
| Yeoh       | 80 | 13 | 4,8 |          |

C. Result and discussion

The result is average results of 10 runs of MOCLE and IMOCLE. We calculate CR between each solution and the true label of the data set. Then we selected the largest CR. After that we calculate the mean and standard deviation of the CR of the partitions over the 10 runs.

- Best partitions in initial population

Like MOCLE, the perspective of the initial population is analyzed by calculating CR between each partition in the initial population and the true label of the tested given data set. Different from MOCLE, we just show the best CR in the initial population. The goal is to have a comparison to the best CR for MOCLE after the optimization process.

Now, let us focus our attention to the result obtained with the initial population. Table 3 illustrates the mean (M) and its standard deviation (SD) of the best CR in the initial population.

Table 3. CR for best partitions in the initial population

| Data set   | M         | SD         |
|------------|-----------|------------|
| Armstrong  | 0.7037    | 0.0000     |
| Dyrskjot   | 0.6114    | 0.0451     |
| Chowdary   | 0.9238    | 0.0000     |
| Gordon     | 0.9727    | 0.0000     |
| Golub      | 0.6522    | 0.0407     |
| West       | 0.5613    | 0.0000     |
| Laiho      | 0.5145    | 0.0000     |
| Chen       | 0.7116    | 0.0232     |
| Alizadeh   | 0.4269    | 0.0411     |
| Bredel     | 0.5342    | 0.0272     |
| Yeoh       | 0.4303    | 0.0354     |

From Table 3, although most of the data sets are high in dimensionality we can find that good solutions (CR>0.5) exist in the initial population for most of the data sets, such as Armstrong, Dyrskjot, Chowdary, Gordon, Golub, Laiho, Chen, Bredel and West. The best CR for the Gordon even reaches as much as 0.9727. The result shows that using different algorithms to get the basic partitions can result in some good solutions in the population.

- The result for MOCLE

Table 4 illustrates the mean (M) and standard deviation (SD) of the best CR and the corresponding cluster number K in MOCLE.

Table 4. Best CR for MOCLE

| Data set   | CR         | K         |
|------------|------------|-----------|
| Armstrong  | 0.5124     | 3.0       |
| Dyrskjot   | 0.4741     | 5.0       |
| Chowdary   | 0.9238     | 2.0       |
| Gordon     | 0.9766     | 2.0       |
| Golub      | 0.9724     | 2.0       |
| West       | 0.4523     | 3.2       |
| Laiho      | 0.3275     | 3.0       |
| Chen       | 0.5808     | 3.8       |
| Alizadeh   | 0.0630     | 3.3       |
| Bredel     | 0.6052     | 2.3       |
| Yeoh       | 0.1755     | 8.0       |

We compare the result of MOCLE with the best initial CR for the initial population (Table 3). As we highlight the better results by using boldface in Table 4. For Golub, Gordon and Bredel, and MOCLE can get partitions better than the best partitions in the initial population. This is because the objective functions applied are proper to evaluate the data set, and the special crossover MOCLE is applied can produce good partitions. For the remaining data sets, the best CR partition in the initial population is larger than the best CR for the MOCLE. That is to say, in most of the case MOCLE obtain the partitions that are not so good. In this case, the effect of the special crossover operator is decreased. The goal of the crossover operator is to find good partitions, there has been some good partitions existing in the initial population, however, good partitions like them do not exist in the solutions obtained by MOCLE, It indicates that even if good partitions are produced by the special crossover operator, they will be eliminated in the optimization process.

MOCLE find the large number of clusters for the most of the time. The reason may be mostly related to the evaluated criterions CR.

- The results for IMOCLE

Now, let us focus our attention to the result obtained by IMOCLE.

Table 5: Best CR for IMOCLE

| Data set   | CR         | K         |
|------------|------------|-----------|
| Armstrong  | 0.7496     | 2.4       |
| Dyrskjot   | 0.5839     | 4.5       |
| Chowdary   | 0.9258     | 2.0       |
| Gordon     | 0.8957     | 2.0       |
| Golub      | 0.9780     | 2.0       |
| West       | 0.5028     | 3.3       |
| Laiho      | 0.5196     | 2.6       |
| Chen       | 0.7081     | 2.9       |
| Alizadeh   | 0.3188     | 3.9       |
| Bredel     | 0.6040     | 2.1       |
| Yeoh       | 0.4051     | 6.4       |
First, we compare the result obtained by IMOCLE (Table 5) to the result obtained by MOCLE (Table 4). IMOCLE get a larger CR than MOCLE except Gordon and Bredel. The result illustrates the fact that IMOCLE have a better performance than MOCLE on obtaining good partitions.

We also compare the result in Table 5 with those of the best CR partition in the initial population (Table 3). For Armstrong, Chowdary, Golub, Laiho and Bredal, IMOCLE can obtain a larger CR than the best CR in the initial population for our application of the new objective function, similarity. For the rest data sets, IMOCLE still can not reach the largest CR value in the initial population as MOCLE, but the value are improved than MOCLE.

From what mentioned above, we can find that the result has been improved due to the application of the new objective function, for the objective function, similarity, can ensure good partitions exist in a high possibility and it can also do good to keep a more diversity population, which is very important for the application of clustering ensemble method.

D. Analysis of parameters

In IMOCLE, we apply a new objective function which is named similarity. In the optimization process, we randomly select \( n \) individuals to calculate the similarity of each partition. In our experiment, we set \( n \) to the 10% of the size of current population. We test the effect of the selection proportion through increasing selection proportion from 10% to 1 for the data sets: Armstrong and Chowdary

From Fig.1, we can find that the selection proportion has a great influence on the result obtained by IMOCLE for the Armstrong data set. When the selection proportion reaches 40%, the largest average CR is obtained. This may be mostly related to the number of good partitions existing in that current population in the optimization process. From Fig.2, we can find that although the select proportion has influence on the last result for the Chowdary data set, the value of CR (\([0.9238-0.9258]\)) floats not so heavily. When the selection proportion is 0.1(10%), the largest average CR is obtained. If we have a comparison between the two figures, we can get a conclusion that different selection proportion is needed to get the largest CR for different data sets. Up to now, we have not obtained the prior information to decide which selection proportion can lead to the best result, but what we are sure is that setting the parameter to 10% can get better result than MOCLE in most conditions. On another aspect, the smaller the selection proportion is, the less time is cost on calculating the objective function. In a word, 10% is a good choice to calculate the objective function, similarity.

V. CONCLUSION AND FUTURE WORK

In this paper, we present an improved method for the multi-objective clustering ensemble method. In the method, we apply a new objective function named similarity. To minimize the value of similarity have two aspects affecting the evolution process. First, it helps to save the good partitions that the other three clustering criterions can not evaluate very well. Second, it can ensure a diversity population in the optimization process. Since clustering ensemble method is applied in the algorithm, a diversity set of partitions are needed. Complementing each other, the four objective functions ensure that high quantity of the partitions in the optimization process.

Much work is needed to be done. Because of the application of the new objective function, similarity, the number of the Pareto solutions is increased. The reason is that the objective function keeps a diversity set of partitions. We have not shown the number of the Pareto solutions in the
paper, for our goal is to find as good partitions as possible. Further work on how to select a single solution from the Pareto solutions is needed. More work on the analysis of the parameters of the new objective function is also needed.
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