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Abstract—Large-scale multiobjective optimization problems (LSMOPs) are characterized as optimization problems involving hundreds or even thousands of decision variables and multiple conflicting objectives. To solve LSMOPs, some algorithms designed a variety of strategies to track Pareto-optimal solutions (POSs) by assuming that the distribution of POSs follows a low-dimensional manifold. However, traditional genetic operators for solving LSMOPs have some deficiencies in dealing with the manifold, which often results in poor diversity, local optima, and inefficient searches. In this work, a generative adversarial network (GAN)-based manifold interpolation framework is proposed to learn the manifold and generate high-quality solutions on the manifold, thereby improving the optimization performance of evolutionary algorithms. We compare the proposed approach with several state-of-the-art algorithms on various large-scale multiobjective benchmark functions. The experimental results demonstrate that significant improvements have been achieved by the proposed framework in solving LSMOPs.
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I. INTRODUCTION

MANY real-world optimization problems involve hundreds or even thousands of decision variables and multiple conflicting objectives, and such problems are called large-scale multiobjective optimization problems (LSMOPs) [1]–[4]. For example, in the design of telecommunication networks [5], thousands of variables, such as locations of network nodes, transmission capacity between nodes, and power allocations of nodes, are involved. These numerous decision variables determine the multiple objectives such as energy consumption, applicability, and stability of the network. It is challenging to find optimal solutions for this type of problems because the volume of the search space is exponentially related to the number of decision variables, and thus the curse of dimensionality [6] is exhibited. Therefore, a large-scale multiobjective optimization algorithm (LSMOA) should overcome this issue to search in the search space efficiently and effectively, and this ability is crucial to solving LSMOPs.

It is well-known that traditional genetic operators encounter low search efficiency when solving LSMOPs [7]–[9]. This is because the offspring reproduced by genetic operations are often located near their parents and cannot escape from the local optimum, which leads to the population to premature. As simulated binary crossover [10] exhibits excellent performance and has been widely used [7], [11], we take simulated binary crossover as an example here: the similarity between the offspring and their parents can be defined by a factor $\beta$, and the probability distribution of $\beta$ is shown in Fig. 1. When $\beta = 1$, the offspring is the same as the parent. When $\beta$ is further away from 1, the offspring are farther away from their parents. It can be seen the offspring are generated near the parents with a great probability.1 Furthermore, the above phenomenon is easy to happen in the context of LSMOPs, since the number of decision variables is large and the fitness landscape becomes more complicated, which contains more local optima needing to be escaped from.

Due to the complicated landscape of LSMOPs and the inefficiency of conventional genetic operators, research on embedding machine learning techniques into evolutionary algorithms for designing better LSMOAs is attracting increasing attention in the evolutionary computation and machine learning community. Gaussian process [12], covariance matrix [13], and generative adversarial network (GAN) [9] have been incorporated

1Although simulated binary crossover can adjust the distribution of $\beta$ to control the position of offspring via hyper-parameters, it is a difficult task to adjust the hyper-parameters adaptively.
with LSMOAs for learning the distributions of solutions and generating offspring. In addition, principal component analysis (PCA) [14], pattern mining [15], and unsupervised neural networks [16] have been used for reducing the dimension of LSMOPs. In the area of complex optimization problems, Liu et al. [17] designed a neural network to transfer optimization information and generate the population for dynamic optimization problems. Zhao and Guo [18] and Wang et al. [19] chose self-organizing mapping neural network and SVM as the surrogate, respectively, to select promising individuals during the evolutionary search. Wang and Jin [20] designed a random forest-assisted evolutionary algorithm for optimizing trauma systems. Also, some works incorporating machine learning models solved combinatorial optimization problems, e.g., Hopfield neural networks [21]–[23], reinforcement learning [24]–[26], and deep learning [27]–[29].

Inspired by the ability of machine learning models to learn high-dimensional features, our work uses a GAN to learn the characteristics of the decision space of LSMOPs and generates better offspring. To be specific, we use manifold interpolation via GAN to generate offspring candidates to escape from the local optima and approach the promising search area. Initially, GAN-LMEF uses non-dominated solutions to construct a series of approximate manifolds. Then, by adopting the proposed GAN-based large-scale multiobjective evolutionary framework (GAN-LMEF) is proposed. The difference between our proposed and GMOEA is that our work focuses on how to introduce uniformity and diversity to the population through interpolated offspring solutions locating on the manifold, such that the population can better escape from the local optimum so as to be appropriate for LSMOPs. In addition, our proposed selection strategy aims to select samples for better approximating the manifold.

We believe that the key factor for solving LSMOPs is to find an effective way to learn the manifold and generate offspring on this manifold, and GAN can be used as a powerful weapon to solve the issues. An intuitive idea is to learn the manifold and interpolate solutions along the manifold via GANs, as shown in Fig. 2. These interpolated offspring solutions fill gaps of the manifold and are uniformly distributed on the manifold, thereby leading the population to draw on the optimal area efficiently. Initially, GAN-LMEF uses non-dominated solutions to construct a series of approximate manifolds. Then, by adopting the proposed GAN-based interpolation method, various solutions are synthesized along manifolds. Next, the population is updated by a manifold selection mechanism. The above procedures are repeated until the termination conditions are met. The contributions of this work are summarized as follows.

1) The proposed framework uses a GAN as a powerful weapon to learn the characteristics of high-dimensional solutions and generate solutions along the manifold. These generative solutions are of high quality and can be helpful in the evolutionary process. The framework is not entirely dependent on the genetic operators to generate offspring but learns the distribution of high-dimensional solutions by modeling low-dimensional variables, which avoids the search of large-scale space directly. This provides a novel way to solve LSMOPs.

Fig. 1. Probability distribution of $\beta$ of simulated binary crossover [10].

Fig. 2. Interpolate solutions on the manifold.
2) Considering that the gaps on the manifold vary with the evolutionary process, three interpolation strategies are proposed to manipulate the low-dimensional latent variables, such that more diverse offspring can be generated.

3) In the selection process, we propose a manifold selection mechanism to predict whether a generative solution is excellent without evaluating objective functions, which can reduce evaluations and avoid many meaningless evaluations.

The rest of this article is organized as follows. Section II introduces the existing LSMOAs for LSMOPs, and GANs are briefly reviewed. Section III details the proposed algorithm for GAN-LMEF. In Section IV, the empirical results of GAN-LMEF and various state-of-the-art LSMOAs on LSMOPs are presented. Finally, conclusions are drawn in Section V.

II. PRELIMINARY STUDIES

A. Large-Scale Multiobjective Optimization

The mathematical form of LSMOPs is as follows:

\[
\min_{x \in \Omega} F(x) = (f_1(x), f_2(x), \ldots, f_m(x))
\]

where \(x = (x_1, x_2, \ldots, x_n)\) is the \(n\)-dimensional decision vector, and \(F = (f_1, f_2, \ldots, f_m)\) is the \(m\)-dimensional objective vector. It should be noted that the dimension of the decision vector \(n\) is greater than 100 [8], [36]. The goal of LSMOAs is to find the solutions for which all objectives are as small as possible. However, conflicts exist between multiple objectives, and one solution cannot satisfy the minimum of all objectives. Therefore, a trade-off method called Pareto dominance is introduced to compare these solutions. The set of all possible trade-off solutions is called the POS in the decision space and the Pareto-optimal front (POF) in the objective space.

Definition 1 (Decision Vector Domination): A decision vector \(x_1\) Pareto-dominates another vector \(x_2\) denoted by \(x_1 \succ x_2\), if and only if

\[
\begin{align*}
    f_i(x_1) &\leq f_i(x_2), & i = 1, \ldots, m, \\
    f_i(x_1) &< f_i(x_2), & i = 1, \ldots, m.
\end{align*}
\]

Definition 2 (Pareto-Optimal Set, POS): If a decision vector \(x^*\) satisfies

\[
\text{POS} = \{x^*| x \succ x^* \}
\]

then all \(x^*\) are called Pareto-optimal solutions, and the set of Pareto-optimal solutions is called the POS.

Definition 3 (Pareto-Optimal Front, POF): POF is the corresponding objective vector of the POS

\[
\text{POF} = \{y^*| y^* = F(x^*), x^* \in \text{POS} \}.
\]

B. Theory of the Manifold

The Karush–Kuhn–Tucker condition induces the POS of a continuous multiobjective problem to follow a continuous \((m - 1)\)-dimensional manifold in the decision space, and the theorem is given in detail in [30] and [31]. Suppose that the objectives \(f_i(x), i = 1, \ldots, m\) are continuous and differentiable at the POS \(x^*\), then \(\alpha = (\alpha_1, \ldots, \alpha_m)^T (||\alpha||_2 = 1)\) exists and satisfies

\[
\sum_{i=1}^{m} \alpha_i \nabla f_i(x^*) = 0.
\]

The points satisfying (4) are the Karush–Kuhn–Tucker points. Equation (4) has \(n + 1\) equality constraints and \(n + m\) variables \(x_1, \ldots, x_n, \alpha_1, \ldots, \alpha_m\). Thus, under certain smoothness conditions, the distribution of POS of a multiobjective problem is a continuous \((m - 1)\)-dimensional manifold. The test instances in the LSMOP benchmark [37] are continuous and differentiable and meet this basic theorem.

Using this manifold property as a guideline, some algorithms reproduce offspring via probabilistic models to approximate promising solutions’ area. Zhang et al. [38] modeled solutions as a \(k\)-piecewise low-dimensional manifold, and then sampled and selected solutions from the model to approximate the POS. Cheng et al. [12] learned the mapping from the objective space to the decision space by the Gaussian process, and then generated offspring via mapping by sampling the objective space. Compared with these manifold-learning-based methods, our proposed method has merits both in learning the manifold and generating offspring. First, neural networks exhibit strong power to handle high-dimensional features, which is beneficial for analyzing the decision space of LSMOPs [39]. Second, because GAN has the intrinsic ability to travel manifold, the proposed method can generate solutions with diversity by manipulating the low-dimensional latent variables and better escape from the local optimum, which is more efficient in solving LSMOPs.

C. Related Work

The existing LSMOAs can be roughly grouped into the following three categories [40], including decision variable grouping-based LSMOAs, decision space reduction-based LSMOAs, and novel search strategy-based LSMOAs.

Decision variable grouping-based LSMOAs divide the decision variables into several groups and then optimize each group of decision variables successively. Antonio and Coello [41] maintained several independent subpopulations. Each subpopulation is a subset of the equal-length decision variables obtained by variable grouping (e.g., random grouping, linear grouping, ordered grouping, or differential grouping). All the subpopulations work cooperatively to optimize the LSMOPs in a divide-and-conquer manner.

Zhang et al. [42] proposed a decision variable clustering-based large-scale evolutionary algorithm (LMEA). In LMEA, the decision variables are divided into two types using a clustering method. Then, for diversity-related variables and convergence-related variables, two different strategies are implemented to improve convergence and diversity.

Ma et al. [43] presented a multiobjective evolutionary algorithm based on decision variable analysis (MOEA/DVA). The LSMOP is decomposed into a number of simpler subproblems that are regarded as independent subpopulations to optimize. The disadvantage of decision variable analysis-based LSMOAs is that they may incorrectly identify the linkages between
decision variables to update solutions, which may lead to local optima [42].

However, decision variable grouping methods easily lead to excessive computational complexity due to the large-scale decision variables [44], and two related variables may be divided into different groups, which may lead to local optima [45].

Decision space reduction-based LSMOAs aim to convert large-scale problems into small-scale problems by dimensionality reduction techniques, and then conventional evolutionary algorithms solve the transformed problems. He et al. [46] introduced a generic framework called the large-scale multiobjective optimization framework (LSMOF). LSMOF reformulates the original LSMOP into a low-dimensional single-objective optimization problem with some direction vectors and weight variables, which aims at guiding the population toward the POS.

Zille et al. [47] proposed a weighted optimization framework (WOF) for solving LSMOPs. Decision variables are divided into many groups, and each group is assigned a weight variable. Then, in the same group, the weight variables are regarded as a subproblem of a subspace of the original decision space.

However, due to the information loss of the original search space caused by dimensionality reduction, the transformed problem is likely to lose the global optimal solutions.

Novel search strategy-based LSMOAs design reproduction operators and probability models for solving the LSMOPs directly. Tian et al. [8] used a competitive swarm optimizer to solve LSMOPs. The proposed LMOCSO suggests a two-stage strategy to update the positions of particles: a competitive mechanism is adopted to determine the particles to be updated, and the proposed updating strategy is used to update each particle.

GMOEA [9] used a GAN to generate offspring for solving multiobjective optimization problems. IM-MOEA [12] used the Gaussian process model to map the solutions from the objective space to the decision space and generated offspring. SparseEA [48] designed a new crossover operator and a new mutation operator for better searching the sparse optimal solutions by controlling the sparsity of the offspring.

A more comprehensive review of LSMOAs and LSMOPs can be referenced in [40].

D. Generative Adversarial Networks

GANs are generative models used to learn the characteristics of complicated real-world data. The basic structure of a GAN contains two neural nets: a discriminator and a generator. In addition to using generator neural nets to synthesize meaningful instances from prior distributions, a discriminator is trained to distinguish fake samples synthesized by the generator and real samples from the training dataset. The generator aims to learn the distribution of training instances and generate fake instances to deceive the discriminator. The discriminator consists of a classifier that can determine whether the input sample is a generative fake sample or a real sample. The training procedure culminates with a balance between the generator and the discriminator, i.e., the discriminator cannot make a better decision that determines whether a particular sample is fake or real. Compared with other generative models, GANs provide a novel and efficient framework for learning and generating data. Therefore, GANs have recently been successfully applied to many applications [9], [49]–[51].

To learn the distribution of the training data, the generator \( G \) takes the prior distribution of a random noise variable \( z \sim P_z \) as input to generate the data distribution \( P_G(z) \) approximating to the real data distribution \( P_{data}(x) \) and tries to make the difference between distributions of the generative data and true data as small as possible. In the existing GANs, Kullback–Leibler divergence [52], Jensen–Shannon divergence [53], and Wassertein distance [51] can be used to measure the difference between two probability distributions. The discriminator determines whether the input is generative fake instances or true instances, and the output probability of discriminator \( D_G(z) \) tends to 0 for fake instances, while it tends to 1 for true instances. Finally, the discriminator cannot distinguish whether the data belong to real samples or generative samples. The discriminator is updated by the stochastic gradient ascent method, and the generator is updated by the stochastic gradient descent method. The process of training is a game between the two neural networks, and the model eventually tends to the global optimum. The objective function of the game can be expressed as

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim P_{data}} \log(D(x)) + \mathbb{E}_{z \sim P_z} \log(1 - D(G(z))).
\]

From the perspective of the manifold, GANs have the ability to model low-dimensional manifolds. The real-world data follow a low-dimensional manifold [54], that is, the low-dimensional data can be considered as a compact representation of high-dimensional real data. In GAN, generator \( G \) models \( z \) to generate high-dimensional data (the dimension of \( z \) is generally smaller than that of the real data). Through generator \( G \), the mapping from low-dimensional data to high-dimensional data is learned, and \( z \) can be seen embedding on the manifold [55]. When this manifold is learned, the similarity Sim between two generated samples can be approximated as the Euclidean distance between their corresponding latent variables [32]

\[
\text{Sim}(G(z_1), G(z_2)) \approx ||z_1 - z_2||.
\]

Hence, interpolating \( z_1 \) and \( z_2 \) can produce uniform and smooth samples locating on the manifold. In such a way, we can use this manifold interpolation method to improve the uniformity and diversity of the population, thus helping the population escape from the local optima and better handling LSMOPs. This is why manifold interpolation strategy can be beneficial to solve LSMOPs.

III. PROPOSED FRAMEWORK

This work proposes a GAN-driven manifold interpolation method to address LSMOPs. The details of the proposed
algorithm, GAN-LMEF, are presented in this section. Briefly, GAN-LMEF consists of three subroutines: Procedure Computing Central Solutions, Procedure Manifold Interpolation, and Procedure Selection. In Fig. 3, we give a detailed illustration of the main loop in GAN-LMEF. The main purpose of Procedure Computing Central Solutions is to map non-dominated solutions into a manifold and find some representative non-dominated solutions on this manifold, called central solutions. In Procedure Manifold Interpolation, a GAN is used to interpolate offspring solutions between these central solutions. Procedure Selection selects promising solutions from the parental population and generative offspring to guide the future search.

The main scheme of the proposed GAN-LMEF is presented in Algorithm 1. The proposed manifold interpolation strategy should only be implemented in the early stage of the search to avoid the premature of population. Therefore, we allocate the first \( e \cdot e \) evaluations for the interpolation of solutions, where parameter \( e \) controls the number of iterations of interpolation and \( e \) is the maximum number of evaluations for solving the problem. When \( e \cdot e \) evaluations are used, the remaining \((1 - e) \cdot e\) evaluations are optimized by any population-based MOA. In every iteration of the main loop, the fast non-dominated sort [56] is used to distinguish the non-dominated solution set \( \mathcal{F} \). Next, the non-dominated solution set \( \mathcal{F} \) is inputted into Procedure Computing Central Solutions in which these non-dominated solutions are mapped into the \( m - 1 \)-dimensional manifold. These mapping solutions are clustered into several clusters, and a central solution \( C_i \) for each cluster is identified. Afterward, in Procedure Manifold Interpolation, a GAN is used to interpolate offspring \( Q \) between the central solutions \( C \). Finally, Procedure Selection selects promising solutions \( P \) from the parental population and interlopes offspring for the next round.

In Sections III-A–III-C, we will introduce the three main components: Procedure Computing Central Solutions, Procedure Manifold Interpolation, and Procedure Selection, respectively.

### A. Computing Central Solutions Procedure

Central solutions are the representatives on the manifold, and interpolating between these central solutions may yield better solutions. First, to obtain the manifold, the non-dominated solutions \( \mathcal{F} \) are mapped as the manifold data \( \phi(\mathcal{F}) \) by PCA. The mapped data \( \phi(\mathcal{F}) \) are clustered into \( k \) clusters by \( k \)-means. Each cluster is denoted as \( \phi(\mathcal{F})_i, i = 1, \ldots, k \), and in each cluster, a central solution is identified to represent the cluster. The central solution \( C_i \) for each cluster \( \phi(\mathcal{F})_i \) is defined as the solution with the minimum distance from \( \phi(C_i) \) to the centroid of the cluster calculated as

\[
C_i = \arg\min_x ||\phi(x) - \phi(\mathcal{F}_i)||. \tag{7}
\]

The centroid \( \phi(\mathcal{F}_i) \) of the cluster \( \phi(\mathcal{F})_i \) is

\[
\phi(\mathcal{F}_i) = \frac{\sum_{j=1}^{\#(\mathcal{F}_i)} \phi(\mathcal{F})_{i,j}}{\#(\mathcal{F}_i)} \tag{8}
\]

where \( \phi(\mathcal{F})_{i,j} \) represents the \( j \)th data in the cluster \( \phi(\mathcal{F})_i \).

The central solutions identified and the piecewise manifolds are shown in Fig. 3(b). The details of computing the central solutions are given in Procedure Computing Central Solutions.

### Algorithm 1 GAN-LMEF

**Input:** \( N \) (the population size), \( e \) (the proportion of interpolated solutions), MOA (a multiobjective optimization algorithm), \( F() \) (the LSMOP), \( k \) (the number of clusters), \( e \) (the maximum evaluations)

**Output:** \( P, O, S \) (the POS)

1. Set parameter \( e \) for controlling the number of iterations of interpolation;
2. Initialize population \( P \) randomly;
3. while Used evaluations \( \leq e \cdot e \) do
4. \( P' = \) Mating-Selection\((P)\);
5. \( P = P \cup \) Variation\((P')\);
6. \( \mathcal{F} = \) Fast-Non-Dominated-Sort\((P, F())\);
7. \( C = \) Computing-Central-Solutions\((\mathcal{F}, k)\);
8. \( Q = \) GAN-Manifold-Interpolation\((C, P, k)\);
9. \( O = \) Selection\((C, Q, \sigma)\);
10. end
11. \( P, O, S = \) MOA\((P, F()), (1 - e) \cdot e\);
12. return \( P, O, S \)

### Procedure (Computing Central Solutions)

**Input:** \( \mathcal{F} \) (the non-dominated set), \( k \) (the number of clusters)

**Output:** \( C \) (the central solutions)

1. \( C = \varnothing \);
2. Use PCA with \( \mathcal{F} \) to get the manifold \( \phi(\mathcal{F}) \);
3. Cluster \( \phi(\mathcal{F}) \) into \( k \) clusters using \( k \)-means;
4. for \( i = 1, \ldots, k \) do
5. Calculate central solution \( C_i \) for each cluster \( \phi(\mathcal{F})_i \) according to (7);
6. \( C = C \cup C_i \);
7. end
8. return \( C \)
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Fig. 4. Flowchart of the manifold interpolation model. Step 1. Train the GAN with non-dominated solutions \( F \) and noise variables \( z \). Step 2. Save the well-trained generator: \( G \). Step 3. Apply interpolation strategies to \( z \) and input these interpolating noise variables into the generator: \( G \). Step 4. Generate interpolating solutions \( Q \).

**Procedure (GAN Manifold Interpolation)**

| Input: C (the central solutions), \( F \) (the population), \( F(\cdot) \) (the LSMOP), \( k \) (the number of clusters) |
| Output: \( Q \) (the interpolation solutions) |
| Q = ∅; |
| \( F = \text{Fast-Non-Dominated-Sort}(P, F(\cdot)); \) |
| 3. Sample noise variables \( \{z\} \) from noise prior \( U(-1, 1); \) |
| 4. Train a GAN with \( F \) and \( \{z\} \), save its generator: \( G \); |
| 5. for \( i = 1, \ldots, k \) do |
| 6. Extract the corresponding variable \( z_{C_i} \) from \( \{z\} \) where \( G(z_{C_i}) = \hat{C}_i \); |
| 7. end |
| 8. //Interpolating between clusters; |
| 9. for \( i = 1, \ldots, k \) do |
| 10. for \( j = 1, \ldots, k \) and \( j \neq i \) do |
| 11. Interpolate the noise variable \( z_{ij} \) according to (9); |
| 12. \( Q = Q \cup G(z_{ij}); \) |
| 13. end |
| 14. end |
| 15. //Interpolating in the cluster; |
| 16. for \( i = 1, \ldots, k \) do |
| 17. for \( x_a, x_b \) in the \( k \)th cluster do |
| 18. Interpolate the noise variable \( z_{ab} \) according to (10); |
| 19. \( Q = Q \cup G(z_{ab}); \) |
| 20. end |
| 21. end |
| 22. //Perturbation interpolation; |
| 23. Add disturbance to noise variables \( \{z\} \) to generate variable \( \{z'\}; \) |
| 24. \( Q = Q \cup G(\hat{z}'); \) |
| 25. return \( Q \); |

**B. Manifold Interpolation Procedure**

The manifold interpolation will reproduce a number of offspring solutions that are distributed on the manifold and fill gaps of this manifold. These solutions can improve uniformity and diversity and are beneficial to the evolutionary process.

Before interpolating, a standard GAN is trained with non-dominated solutions \( F \) and latent variables \( \{z\} \sim U(-1, 1) \) to learn the manifold characteristics of solutions. After that, the well-trained generator: \( G \) and latent variables \( \{z\} \) are saved in the archive for later interpolation. In our work, three interpolation strategies are used: 1) interpolating between clusters; 2) interpolating in the cluster; and 3) perturbation interpolation.

1) **Interpolating Between Clusters**: This method is used to fill the gap between two clusters. Noise variables \( z_{C_i} \) are extracted from the archive, where \( z_{C_i} \) is the noise variable that generates the generative fake central solution \( \hat{C}_i \) (\( G(z_{C_i}) = \hat{C}_i \)). For every two noise variables \( z_{C_i} \) and \( z_{C_j} \) of fake central solutions, interpolating noise variables between them can be described as [57]

\[
z_{ij} = (1 - \alpha)z_{C_i} + \alpha z_{C_j}, \quad i, j = 1, \ldots, k, i \neq j \tag{9}
\]

where \( \alpha = l/n, l = 0, 1, \ldots, n \), and \( n \) represents the dimension of the decision variable. Because \( z_{ij} \) are gradual between \( z_{C_i} \) and \( z_{C_j} \), the generative solutions \( G(z_{ij}) \) generated by \( z_{ij} \) will also be gradual between the two clusters. For \( k \) clusters, the GAN will interpolate solutions between different central solutions, so it will interpolate \( k \times (k - 1)/2 \) times.

2) **Interpolating in the Cluster**: This method is used to fill gaps between individuals from the same cluster. The interpolating noise variables are described as

\[
z_{ab} = \frac{z_a + z_b}{2} \tag{10}
\]

where \( z_a \) and \( z_b \) are the noise variables that generate fake solutions \( x_a \) and \( x_b \), respectively, and \( x_a \) and \( x_b \) are from the same cluster. Similarly, these noise variables \( z_{ab} \) are inputted into the generator: \( G \). This interpolation method imitates the semantic operation for noise variables [58].

3) **Perturbation Interpolation**: This method is used to apply disturbance on a noise variable to explore the neighbor space of a corresponding solution. Perturbation interpolation adds Gaussian noise to a random dimension of a noise variable. These noise variables are also inputted into the generator: \( G \).

The details of the manifold interpolation are given in Procedure Manifold Interpolation, and an illustration of the manifold interpolation is shown in Fig. 4.

**C. Procedure of Selection**

In the selection procedure, high-quality solutions are identified from interpolated solutions’ set \( Q \) and used to update the population.
 due to having the two minimum MDs.

There is a huge number of generative solutions in \( Q \), and it is a waste of evaluations to calculate their objectives and determine whether a solution is high quality. To settle this issue, a manifold selection mechanism is proposed to select solutions that have the minimum distance to the manifold. The illustration of the manifold selection mechanism is shown in Fig. 5.

First, PCA is used with \( C \) and \( Q \) to obtain the mapping manifold data \( \phi(C) \) and \( \phi(Q) \), respectively. Next, the manifold distance (MD) from each mapping solution \( x \in \phi(Q) \) to the two nearest mapping central solutions \( \phi(C_i) \) and \( \phi(C_j) \) is computed

\[
MD(x) = ||x - \phi(C_i)||_2 + ||x - \phi(C_j)||_2.
\]

Then, top-\( \sigma \cdot |P| \) solutions that have the minimum MD are selected from \( Q \) and denoted as \( Q' \). The solutions in \( Q' \) are promising and can improve convergence or diversity because they are close to the existing piecewise manifolds or lie in the gap between piecewise manifolds. Finally, only solutions in \( Q' \) are evaluated and solutions \( x_i \in P \) are replaced with \( x_j \in Q' \), where \( x_j > x_i \). The new population \( P \) is regarded as a parental population for the next round.

Fig. 6 illustrates the selection process. The details of the selection are given in Procedure Selection.

D. Complexity Analysis

In this section, we present the time complexity analysis for each component of GAN-LMEF and give an overall time complexity.

For the Procedure Computing Central Solutions, the \( k \)-means algorithm requires \( O(k \cdot n \cdot N) \), and calculating the central solutions for each cluster requires \( O(N) \), where \( k \) is the number of clusters and \( n \) and \( N \) are the dimension of the decision variables and the size of the population, respectively.

For the Procedure Manifold Interpolating, the generator of the GAN contains a three-layer fully connected neural network [59], and the discriminator contains a three-layer fully connected neural network in which a sigmoid unit is used as the output layer. It takes \( O(\sum_{l=1}^{d} n_l \cdot N_{l-1} \cdot N^2_{l-2}) \) to execute the GAN once [60], where \( d \) is the depth of the neural networks, and \( n_l \) is the number of neurons in the \( l \)th layer. Interpolation of solutions between central solutions of clusters requires execution of the GAN \( k \ast (k-1)/2 \) times, and the total time complexity of executing the GAN in our work is \( O(k^2 \cdot (\sum_{l=1}^{d} n_l \cdot n_{l-1} \cdot N_{l-2}^2)) \). The time complexity of the Procedure GAN Manifold Interpolating is \( O(k \cdot n \cdot N) + O(N) + O(k^2 \cdot (\sum_{l=1}^{d} n_l \cdot n_{l-1} \cdot N_{l-2}^2)) = O(k^2 \cdot (\sum_{l=1}^{d} n_l \cdot n_{l-1} \cdot N_{l-2}^2)) \).

The time complexity of the Procedure Selection is \( O(N \cdot k) \).

Because \( k \) is a user-defined constant, the overall time complexity of GAN-LMEF is simplified as \( O(\sum_{l=1}^{d} n_l \cdot n_{l-1} \cdot N_{l-2}^2) \).

IV. EXPERIMENTS

A. Algorithms in Comparison and Test Problems

The proposed GAN-LMEF is compared against several popular algorithms including WOF [47], LSMOF [46], GMOEA [9], LMOCSO [8], LMEA [42], and RM-MEDA [38]. The parameters of the WOF, GMOEA, LMOCSO, RM-MEDA, and LMOCSO algorithms are set to defaults according to [61]. For a fair comparison, the training parameters and the structure of the GAN in GMOEA are the same as those in ours. The basic solvers of the proposed GAN-LMEF, WOF [47], and LSMOF [46] are unified as NSGA2 [62], MOEADDE [63], and CMOPSO [64], respectively, and we rename them according to the basic solver, e.g., GAN-NSGA2, WOF-NSGA2, and LSMOF-NSGA2.

The widely used large-scale multiobjective test problem LSMOP1-LSMOP9 [37] is used in our experiments. For all competitive comparisons, the number of objectives is set to 2 and the number of decision variables is set from 500 to 2000. For the ablation study, the number of objectives varies from 2 to 6, and the number of decision variables is fixed to 500.
B. Performance Indicators

In this study, the following metrics are used to evaluate the performance of the compared algorithms.
1) **Inverted Generational Distance (IGD)** [65]: The IGD is a metric for quantifying the convergence of the solutions obtained by a multiobjective optimization algorithm. When the IGD value is small, the convergence of the solution is improved.
2) **Schott’s Spacing (SP)** [66]: It measures the uniformity of the solutions found by the algorithm. The smaller the SP value, the more uniform the distribution of the solution obtained by the algorithm.

C. Parameter Settings

1) **Population Size**: The population size $N$ is set to 100 for all test instances.
2) **Termination Condition**: The number of maximum evaluations $e$ is set to 100,000 for all compared LSMOAs.
3) **The Structure of the GAN Is as Follows**: The number of nodes of the three-layer fully connected neural network in the generator is set to $m - 1$, $[n \neq 0.5]$, and $n$, respectively. The number of nodes of the fully connected neural network in the discriminator is set to $n$, $[n \neq 0.5]$, and 1, respectively.
4) **Parameters of GAN-LMEF**: The number of clusters $k$ is set to 3. The proportion of the introduced interpolated solutions $\sigma$ is set to 0.4. $\epsilon$ is set to 0.1. The learning rate of the GAN is set to 0.001, the epoch is set to 200, and the GAN is trained by full batch learning.

D. Performance on LSMOP Problems

The statistical results of the average IGD and SP values over ten runs can be found in Tables I and S-I (supplementary material), respectively. In the tables, (+), (=), and (−) indicate that GAN-NSGA2 is statistically significantly better, indifferent, or significantly worse than the compared algorithms, respectively, using the Wilcoxon test [67] (0.05 significance level).

As can be observed from Table I, it is obvious that the proposed GAN-NSGA2 exhibits better performance than the five compared algorithms for convergence. GAN-NSGA2 achieved 17 of the 27 best results, LSMOF-NSGA2 achieved 6 of the best results, GMOEA achieved 2 of the best results, and WOF-NSGA2 achieved 2 of the best results for IGD values. Specifically, GAN-NSGA2 performs better than NSGA2 and MOEADDE on LSMOP1, LSMOP2, LSMOP4, LSMOP5, and LSMOP9 under all decision variable settings but is slightly worse than LSMOF-NSGA2 on the LSMOP3 and LSMOP6 problems. GMOEA can obtain a set of well-converged solutions for the LSMOP7 problems with 1000 and 2000 decision variables. WOF-NSGA2 achieves better convergence over POE on LSMOP7 and LSMOP8 with 500 decision variables. It should be noted that the authors of LMOCSO and LMEA set larger evaluations for their comparisons. Therefore, for a fair comparison, we conducted additional experiments to compare LMOCSO and LMEA with our proposed algorithms with different basic solvers, where the number of evaluations is $n^* = 15000$ and $n$ is the number of decision variables. As can be seen from Table S-II, the proposed GAN-LMEF with basic solvers NSGA2 and MOEADDE (GAN-NSGA2 and GAN-MOEADDE) is still very competitive. The statistical results of SP values are presented in Table S-I. GAN-NSGA2 performs the best on 16 out of 27 test instances, followed by RM-MEDA with six best results, LMOCSO with four best results, and WOF-NSGA2 with one best result.

The above experimental results suggest that GAN-NSGA2 can obtain a set of solutions with good convergence and diversity for most test problems. However, GAN-NSGA2 is worse for IGD values on LSMOP3 and LSMOP6. This may be attributed to the fitness landscapes of LSMOP3 being the adoption of Rosenbrock’s function and Rastrigin’s function. LSMOP6 mixes Rosenbrock’s function and Ackley’s function [37]. The mix of separable and nonseparable functions leads to a complicated fitness landscape and increases the difficulty of learning characteristics, thus degenerating the performance of the interpolated solutions.

E. Ablation Study

In this section, we perform ablation experiments to demonstrate the effectiveness of applying the proposed framework to NSGA2, MOEADDE, and CMOPSO. In addition, we embed basic solvers into two popular frameworks for solving LSMOP, WOF, and LSMOF. Note that NSGA2, MOEADDE, and CMOPSO are not suitable for solving LSMOPs. The statistics of IGD values can be found in Table II.

As seen from Table II, GAN-NSGA2 (GAN-MOEADDE and GAN-CMOPSO) achieves significantly better IGD values than WOF-NSGA2 (WOF-MOEADDE and WOF-CMOPSO) and LSMOF-NSGA2 (LSMOF-MOEADDE and LSMOF-CMOPSO). Specifically, GAN-NSGA2 performs significantly better than WOF-NSGA2 in 17 out of 27 test functions and LSMOF-NSGA2 in 18 out of 27 test functions. GAN-NSGA2 has better IGD values than WOF-MOEADDE in 23 out of 27 test functions and LSMOF-MOEADDE in 19 out of 27 instances. GAN-CMOPSO obtains better IGD values than WOF-CMOPSO in 15 out of 27 instances and LSMOF-CMOPSO in 15 out of 27 functions. These pairwise comparisons have demonstrated the ability of our proposed GAN-LMEF framework in improving the performance of the existing MOAs on LSMOPs.

To verify the effectiveness of interpolation for latent noise variables $\epsilon$, we develop Ip-LMEF that directly uses the piecewise linear interpolation method to interpolate solutions between the decision variables of central solutions. Also, WOF$_{\sigma}$-LMEF is designed, which generates solutions via GAN but without interpolating noise variables. The experimental results are shown in Tables III, S-III, and S-IV.

As seen from Table III, GAN-NSGA2 achieves six of the nine best IGD values, while Ip-NSGA2 achieves three of the best results. For the optimizer MOEADDE, GAN-MOEADDE achieves six of the best results. For the basic solver CMOPSO, GAN-CMOPSO performs significantly better than Ip-CMOPSO, WOF$_{\sigma}$-CMOPSO, and CMOPSO in six out of nine instances. We also draw convergence profiles of
TABLE I
MEAN AND VARIANCE VALUES OF IGD METRIC OBTAINED BY THE COMPARED ALGORITHMS OVER LSMOP PROBLEMS

| Problem | Dec. | GAN-NSGA2 | WOP-NSGA2 | LAMF-NSGA2 | GAMA | LAMO-CE | LARBA | EMO-UCDA |
|---------|------|-----------|-----------|------------|------|---------|-------|----------|
| LSO-PP | 500  | 2.45±3.54(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |
|         | 1000 | 2.26±3.04(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |
| LSO-PP | 500  | 2.45±3.54(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |
|         | 1000 | 2.26±3.04(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |
| LSO-PP | 500  | 2.45±3.54(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |
|         | 1000 | 2.26±3.04(7.30) | 1.81±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.75(0.46) | 1.80±1.72(0.46) |

TABLE II
MEAN AND VARIANCE VALUES OF IGD METRIC OBTAINED BY THE COMPARED ALGORITHMS OVER LSMOP PROBLEMS

| Problem | Dec. | GAN-NSGA2 | WOP-NSGA2 | LAMF-NSGA2 | GAMA | LAMO-CE | LARBA | EMO-UCDA |
|---------|------|-----------|-----------|------------|------|---------|-------|----------|
| LSO-PP | 500  | 3.46±3.54(7.30) | 2.81±1.79(0.46) | 4.16±3.04(4.4) | 3.64±1.10(4.9) | 3.06±0.94(0.46) | 3.15±1.96(0.46) | 3.18±1.72(0.46) |
|         | 1000 | 5.27±3.04(7.30) | 6.28±1.79(0.46) | 7.46±3.04(4.4) | 6.36±1.10(4.9) | 5.06±0.94(0.46) | 5.15±1.96(0.46) | 5.18±1.72(0.46) |
| LSO-PP | 500  | 3.46±3.54(7.30) | 2.81±1.79(0.46) | 4.16±3.04(4.4) | 3.64±1.10(4.9) | 3.06±0.94(0.46) | 3.15±1.96(0.46) | 3.18±1.72(0.46) |
|         | 1000 | 5.27±3.04(7.30) | 6.28±1.79(0.46) | 7.46±3.04(4.4) | 6.36±1.10(4.9) | 5.06±0.94(0.46) | 5.15±1.96(0.46) | 5.18±1.72(0.46) |

TABLE III
MEAN AND VARIANCE VALUES OF IGD METRIC OBTAINED BY THE COMPARED ALGORITHMS OVER LSMOP PROBLEMS WHEN THE NUMBER OF DECISION VARIABLES IS 500

| Problem | Dec. | GAN-NSGA2 | WOP-NSGA2 | LAMF-NSGA2 | GAMA | LAMO-CE | LARBA | EMO-UCDA |
|---------|------|-----------|-----------|------------|------|---------|-------|----------|
| LSO-PP | 500  | 1.85§±3.54(7.30) | 1.32±1.79(0.46) | 1.73±3.04(4.4) | 1.46±1.10(4.9) | 1.86±0.94(0.46) | 1.65±1.96(0.46) | 1.59±1.72(0.46) |
|         | 1000 | 2.08±3.04(7.30) | 2.00±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.72(0.46) |
| LSO-PP | 500  | 1.85§±3.54(7.30) | 1.32±1.79(0.46) | 1.73±3.04(4.4) | 1.46±1.10(4.9) | 1.86±0.94(0.46) | 1.65±1.96(0.46) | 1.59±1.72(0.46) |
|         | 1000 | 2.08±3.04(7.30) | 2.00±1.79(0.46) | 3.16±3.04(4.4) | 1.58±1.10(4.9) | 2.06±0.94(0.46) | 1.80±1.96(0.46) | 1.59±1.72(0.46) |

IGD values obtained by GAN-NSGA2 and NSGA2 in Fig. 7. The convergence rate of GAN-NSGA2 is faster than that of NSGA2. As seen in the experimental results, incorporation of GAN into NSGA2 can greatly improve the quality and convergence speed of solutions in solving LSMOPs. These results confirm the effectiveness of our proposed interpolation method. The GAN learns the mapping relationship from the latent low-dimensional manifold space to the high-dimensional solutions, and interpolation of the latent variables z can generate high-quality solutions lying on the manifold.

F. Performance of Different Interpolation Strategies
To investigate the quality of solutions interpolated via different interpolation strategies, we record the number of different interpolated non-dominated solutions selected by the Procedure Selection during evolutionary optimization.

As shown in Fig. 8, interpolating between central solutions can produce much better individuals than the perturbation interpolation method and interpolating in the cluster method. This indicates that the gaps between clusters are always huge in solving LSMOPs, and the population lacks diversity and convergence during the entire evolutionary optimization.
Fig. 7. Convergence profiles of IGD values obtained by GAN-NSGA2 and NSGA2 on LSMOP problems with 500 decision variables.

Fig. 8. Number of selected non-dominated solutions which are interpolated by different strategies on LSMOP problems with 500 decision variables.

Therefore, interpolating between central solutions can produce more promising solutions.

G. Sensitivity Study

In GAN-LMEF, the parameters $k$ and $\epsilon$ decide the number of interpolated solutions and affect the performance. In this sensitivity study, the influence of $k$ and $\epsilon$ on the convergence of GAN-NSGA2 is investigated. Table IV shows IGD values obtained by different choices of $k$ and $\epsilon$ values for GAN-NSGA2 on the LSMOP benchmark. When $k$ increases from 2 to 3, IGD values improve in 18 out of 27 instances. When $\epsilon$ varies from 0.1 to 0.5, half of the instances in terms of IGD values become small, while half of the instances increase. Based on the experimental results, a larger $k$ value can generate more piecewise manifolds, thus interpolating many more solutions in the gaps. While the choice of parameter $\epsilon$ depends on the specific problem, it needs to be set carefully.

In addition, the influence of the proportion of interpolated solutions $\sigma$ and the first evaluations for interpolating $\cdot \cdot \epsilon$ are investigated, and the plots are shown in Fig. 9. We can observe that interpolating at the early evolution stage achieves better IGD values in most cases. This is because the proposed manifold interpolation model has a powerful ability of exploration. Besides, the parameter $\sigma$ is not significantly sensitive to the experimental results.

Mode collapse is a well-recognized and non-trivial problem in the realm of GAN, which means the generated samples are identical or very similar. To illustrate the quality of generated solutions, the dynamic behavior of the proposed...
Fig. 9. Influence of the proportion of interpolated solutions $\sigma$ and the first evaluations for interpolating $\epsilon$.

### TABLE IV

| Problem | $\epsilon$       | $\sigma$       | $\text{IGD}$ | $\text{var}$ |
|---------|------------------|----------------|--------------|--------------|
| LSMP1   | 0.1              | 0.4            | 0.06         | 0.67         |
| LSMP2   | 0.2              | 0.6            | 0.74         | 0.86         |
| LSMP3   | 0.3              | 0.8            | 0.74         | 0.86         |
| LSMP4   | 0.4              | 1.0            | 0.74         | 0.86         |
| LSMP5   | 0.5              | 1.2            | 0.74         | 0.86         |

Because POS can be represented in an $m-1$-dimensional manifold, the number of objectives $m$ can determine the complexity of the manifold, thus affecting the performance of interpolation. Therefore, we conduct the experiment concerning $m$, and the experimental results concerning the IGD metric are shown in Table V. GAN-NSGA2 achieves better IGD values in 12 out of 27 instances. However, we can immediately find that GAN-NSGA2 has more difficulty obtaining well-converged solutions on more objective functions because the manifold becomes more complicated and more difficult to learn.

### H. Discussion on Runtime

It is worth noting that the model-based evolutionary algorithms need extra computational resources to train the model. Therefore, it is necessary to discuss the runtime of the proposed GAN-LMEF. Fig. 12 presents the relationship between the number of decision variables and the wall-clock time of executing Lines 4–9 in Algorithm 1 once. The wall-clock time increases linearly with the number of decision variables. When the parameter $\epsilon$ is set to 0.1, $\sigma$ is 0.4, the population size $N$ is 100, and the total evaluations $e$ is set to 100,000, and there will be $(e \times \epsilon / (1 + \sigma) \times N) \approx 70$ times of process of executing Lines 4-9 in Algorithm 1. According to Fig. 12, we can see that the good performance of GAN-LMEF comes with a small price. We suggest to carefully tune these parameters according to the specific problem to meet the trade-off between the computation time and solution quality.

### I. Why GAN-LMEF Works?

During the past few decades, there are many crossover operators proposed. Among these operators, the simulated binary crossover exhibits excellent performance and has been widely used. However, as the fitness landscape becomes more complicated and contains more local optima, the offspring generated by simulated binary crossover is more difficult...
to escape from the local optimum. Therefore, we design a model-based approach to partially replace the genetic operators to reproduce offspring. We note that POS is distributed on the low-dimensional manifold, and the GAN can be used to learn the manifold. When the GAN is well-trained, GAN can automatically learn the manifold of data, and the similarity between two generated samples can be approximated as the Euclidean distance between their corresponding latent variables as shown in (6). Therefore, interpolating $z_1$ and $z_2$ can generate uniform samples locating on the manifold. In such a

---

**TABLE V**

| Problem   | GAN-SSGA | WAF-SSGA | LSMOF-SSGA | CGA | LibGA | LibMOEA | LibMARTA | KMI-MDA |
|-----------|----------|----------|------------|-----|-------|---------|----------|---------|
| LSMOP1    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP2    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP3    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP4    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP5    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP6    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP7    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP8    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |
| LSMOP9    | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) | 1.00(1.000) |

---

Fig. 10. SP values of the original population, generated population, and population being selected by Procedure Selection on LSMOP problems with 2000 decision variables.

Fig. 11. Number of non-dominated solutions being trained when the dimension of problems is 2000.

---
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way, individuals with uniformity and diversity are introduced, thus helping the population escape from the local optima and better handling LSMOPs.

V. CONCLUSION

This article has presented a GAN-based evolutionary search framework for solving LSMOPs, called GAN-LMEF. The aim of GAN-LMEF is to interpolate solutions on the manifold via a GAN to maintain the effective manifold. Based on the generative population, higher quality offspring are reproduced, thereby improving the evolutionary performance.

In the proposed GAN-LMEF, a GAN is used to learn various characteristics from the non-dominated solutions and generate a number of solutions by three different interpolation strategies. Then, a manifold selection mechanism selects promising solutions from the generative solutions for the next round. We integrated the proposed framework with NSGA2, MOEA/D, and CMOPO and evaluated their performances. The experimental results have demonstrated that the proposed GAN-LMEF is more competitive than several state-of-the-art LSMOAs.

Several possible directions may be taken for future work. For large-scale problems with complicated search spaces, such as constraints and disconnected Pareto-optimal regions, the proposed framework still has much room for improvement. In addition, a rich body of transfer techniques such as evolutionary transfer optimization and advanced machine learning can inspire further innovations in solving real-world applications with a large number of decision variables.
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