Text-based Person Search in Full Images via Semantic-Driven Proposal Generation
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ABSTRACT
Finding target persons in full scene images with a query of text description has important practical applications in intelligent video surveillance. However, different from the real-world scenarios where the bounding boxes are not available, existing text-based person retrieval methods mainly focus on the cross modal matching between the query text descriptions and the gallery of cropped pedestrian images. To close the gap, we study the problem of text-based person search in full images by proposing a new end-to-end learning framework which jointly optimize the pedestrian detection, identification and visual-semantic feature embedding tasks. To take full advantage of the query text, the semantic features are leveraged to instruct the Region Proposal Network to pay more attention to the text-described proposals. Besides, a cross-scale visual-semantic embedding mechanism is utilized to improve the performance. To validate the proposed method, we collect and annotate two large-scale benchmark datasets based on the widely adopted image-based person search datasets CUHK-SYSU and PRW. Comprehensive experiments are conducted on the two datasets and compared with the baseline methods, our method achieves the state-of-the-art performance.
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1 INTRODUCTION
Recently, image-based person reidentification [20, 27, 30, 32, 37, 38, 46, 48, 57] and person search [16, 18, 24, 33, 34, 41, 43, 45, 49, 53, 56] problems (Figure 1(a) and 1(b)), which aim at matching a specific person with a gallery of cropped pedestrian images or finding a target person in a gallery of full (whole scene) images, have been widely studied in the computer vision community as their great application values in cross camera tracking [4, 6–8, 11, 15, 40, 42, 47, 51, 52, 54], criminal investigation, person activity, intention analysis, etc. In many real-world scenarios, such as finding criminals/suspects, a query image of the target person can not always be easily obtained, while text descriptions given by witnesses are available. In such scenarios, it is necessary to develop the techniques for finding a target person with a given query text description.

Although the text-based person retrieval task (Figure 1(c)), which aims to match a given text query with a gallery of cropped person images, has been explored in recent years [2, 10, 13, 19, 21, 22, 31, 35, 36, 50]. However, there is still a step distance from the real-world scenarios as the bounding box annotations are unavailable and the query-described person needs to be searched in a gallery of full images. To close the gap, we study the text-based person search (Figure 1(d)) problem in this paper.
Note that it is straightforward to breaking down the problem into two independent tasks: person detection and text-based person retrieval. As an off-the-shelf person detector would unavoidably introduce misdetections and misalignments, it could not be optimal when taking the detection results as inputs of the second stage retrieval model. The performance comparison in Section 5 also demonstrates the necessity of developing end-to-end method.

In this paper, we propose a new end-to-end learning framework which integrates person detection, identification and image-text cross-modal matching and jointly optimizes the three tasks together. As shown in Figure 3, The detection network follows the Faster-RCNN pipeline, a Region Proposal Network (RPN) for person candidate generation is built on top of a Base-Net which is shared with the identification network. Alongside the conventional RPN which aims to output proposals according to the objectness scores, to pay more attention on the text-described proposals and filter out text-irrelevant ones, we propose a novel Semantic-Driven Region Proposal Net (SDRPN) where the RPN features are dynamically instructed by the semantic feature of the input text description. After obtaining the features of the proposals, the commonness and positions of the persons are supervised by the detection branch (Det-Net) with a Softmax classification loss and a regression loss, while the uniqueness of each person IDs are discriminated by enforcing the OIM loss [43] on top of the identification branch (ID-Net). Furthermore, the BERT language model [9] is utilized to extract the text features from sentence, sub-sentence and word-levels. And the visual features are extracted from global, regional and local scales via splitting and shuffling the proposal feature maps. The similarity scores of the proposal-text pairs can be computed with the help of cross attention mechanism to achieve a cross-scale visual-semantic feature matching. To validate the proposed method, we collect and annotate two large scale benchmarks for text-based person search based on the widely adopted person search datasets CUHK-SYSU [43] and PRW [53]. To eliminate ambiguity, we name the corresponding datasets as CUHK-SYSU-TBPS and PRW-TBPS, respectively. As the person datasets already have the annotations of person bounding-boxes and IDs, we merely need to annotate text descriptions for each person bounding-box. In total, we collect and annotate 54969 sentences for CUHK-SYSU-TBPS and PRW-TBPS datasets. The textual descriptions contain abundant noun phrases and various sentence structures. And we give a statistical analysis of the text description in both datasets. Extensive experiments are conducted on these two datasets and the results demonstrate the superiority of our proposed method. Compared with many baseline methods, the proposed method outperforms them by a large margin.

The main contribution of our paper is three-fold and can be summarized as:

- We make the first attempt to conduct text-based person search in full images, which has more practical application values than text-based person retrieval from cropped pedestrian images. To support this research direction, two benchmark datasets CUHK-SYSU-TBPS and PRW-TBPS with large scale full images and rich text annotations are collected and annotated.

- We propose a novel end-to-end learning framework where person detection, identification and image-text embedding tasks are jointly optimized together. And it is worth noting that a SDRPN module is devised aiming to care about text description-related person proposals. The proposed SDRPN can boost the final performance by 1.21% mAP, 1.86% Rank-1 on CUHK-SYSU-TBPS dataset, and 0.73% mAP, 1.11% Rank-1 on PRW-TBPS dataset.

- We conduct comprehensive experiments on the two datasets and compare our method with many baselines. The experimental results showed that our method outperforms baseline methods by a large margin and achieves state-of-the-art performances.

The rest of the paper is organized as follows: we briefly review related work of our paper in Section 2. Section 3 gives a statistical analysis of the collected datasets. In Section 4 we elaborate the proposed framework. The experimental results are reported and analyzed in Section 5. And we conclude the paper in Section 6.
2 RELATED WORK

In this section, we briefly review the related works from the following three aspects:

2.1 Person search

Person search is to localize and identify a target person in a gallery of full images other than cropped pedestrian images in ReID task. Some approaches [3, 44, 53] proposed to break down the problem into two separate tasks, pedestrian detection and person re-identification. Different from the two-stage methods, some works devoted their efforts to propose an end-to-end learning strategy [15, 33, 43] aiming to jointly optimize the detection and re-identification tasks. Xiao [43] firstly introduced an end-to-end person search network and proposed the Online Instance Matching (OIM) loss function for fast convergence. Han [15] proposed to refine the detection bounding boxes supervised by the re-identification training. Munjal [33] took full advantage of both the query and gallery images to jointly optimize detection and re-id network. Additionally, Liu [29] proposed Conv-LSTM based Neural Person Search Machines (NPSM) to perform the target person localization as an search area iterative shrinkage process. Chang [1] transformed the search problem into a conditional decision-making process and trained relational context-aware agents to learn the localization actions via reinforcement learning.

Different from the image based person search whose query is a cropped pedestrian image, in this work, we investigate the text-based person search problem which is much more challenging and able to meet the requirement of the scenarios where query image is not available in many situations.

2.2 Text-Based Person Retrieval

Considering that the image query is not always available in real-world scenes, Li [26] firstly introduced the text-based person retrieval task and collected a benchmark named CUHK-PEDES. Early methods about text-based person retrieval concentrate on global feature alignment, like [36, 50, 55], which employed universal feature extraction networks to extract global feature representations for images and descriptions and made efforts to design more proper objective functions for this task. Such as in [50], a cross-modal projection matching (CMPM) loss and a cross-modal projection classification (CMPC) loss were proposed for computing the similarity of image-text pair data. Meanwhile, there are also several methods [5, 25] employing local feature alignment to provide complementary information for global feature alignment. For example, Li [25] applied the spatial attention, which relates each word with corresponding image regions, to refine the global alignment in the stage-1 training. Recently, many methods [2, 14, 35] have applied global and local features of images and text descriptions to realize multi-scale matching and achieved better performance. Niu [35] proposed a Multi-granularity Image-text Alignment (MIA) module, including global-global, global-local and local-local alignment, and improved the accuracy of retrieval by multi-grained feature alignment between visual representations and textual representations. Although the multi-scale alignment provide supplement for global feature matching, the alignment for each scale is fixed. Gao [13] realized the need to align visual and textual clues across all scales and proposed cross-scale alignment for text-based person search. Text-based person retrieval has achieved great performance improvement in recent years, while the task setting still has a gap with the real-world scenarios. Therefore, in this paper, we study text-based person search in full images.

2.3 Variants of Region Proposal Network

Region proposal network (RPN) is a significant component in series of detection networks, and there are many studies making efforts to improve it in order to generate more accurate or task-relevant proposals. In order to produce high-quality proposals and improve detection performance, Wang [41] proposed Guided Anchoring Region Proposal Network, which learns to guide a sparse anchoring scheme and can be seamlessly integrated into proposal methods and detectors. Besides, [39] introduces Cascade RPN, which systematically address the limitation of the conventional RPN that heuristically defines the anchors and aligns the features to the anchors for improving the region-proposal quality and detection performance. To improve the generalization ability of neural networks for few-shot instance segmentation, Fan [12] proposed attention guided RPN in order to generate class-aware proposals by making full use of the guidance effect from the support set.

Inspired by the above works, in this paper, we propose a Semantic-Driven Region Proposal Network for text-based person search, which employs semantic information from the query text description to generate semantically similar proposals.

3 BENCHMARKS FOR TEXT-BASED PERSON SEARCH

Since there is no existing datasets for the task of text-based person search, we build new benchmarks for evaluating our method. Aiming at this task, the dataset need to include visual information of person bounding-box positions accompanied with person IDs and textual information of language descriptions. Therefore, based on the two widely adopted image-based person search datasets, CUHK-SYSU and PRW, which already contain person bounding-box and ID labels, we match each person box from train set and query set with text description and propose our Text-based Person Search benchmark CUHK-SYSU-TBPS and PRW-TBPS.

For CUHK-SYSU-TBPS, there are 11,206 scene images and 15,080 person boxes with 5532 different IDs in train set, while 2,900 person boxes in query set. And we collect corresponding text descriptions from existing person retrieval dataset CUHK-PEDES (train_query\&test_query), where each person box was labeled with two sentences. As for PRW-TBPS, there are 5,704 images and 14,897 boxes, with 483 different IDs in train set and 2,056 boxes in query set. And text descriptions of all person boxes were annotated, in which the boxes from the train set were labeled with one sentence, and the boxes from the query set were labeled twice independently. Here, we labeled the training person box once due to the fact that the large amount of repetition of person box share with the same ID, and the average number of each ID occurrence is ten times individuals than that in CUHK-SYSU-TBPS. Therefore, we believe one sentence of each box in PRW-TBPS dataset is capable of providing enough samples for each identity for training.
The goal of our end-to-end text-based person search task is to "detect" the right person matching with the text query. We propose SDRPN to filter out the irrelevant ones. Traditional RPN generates class-agnostic proposals for generic object detection. To take full advantage of the text query which contains full semantic information, we devise a Semantic-Driven RPN which leverages the semantic features from the text query to instruct the proposal generation process, aiming at paying more attention to those semantically more similar candidates with the text description. Specifically, inspired by the SENet [17], the semantic features are utilized to re-weight the Base-Net feature maps. As illustrated in Figure 3 (c), SDRPN includes a channel-wise attention mechanism to guide a standard RPN, generating the proposal boxes from the re-weighted image features.

In more detail, we use the semantic feature extracted from a BERT language model and unsqueeze it to $1 \times 1 \times C_2$. The resulted feature is denoted as $z$ and then we apply two fully connected layers $FC_1$ and $FC_2$ to squeeze and expand the feature $z$, from $C_2$ to $C_1/r$ then to $C_1$, to emphasize important signal correlations. Based upon the sigmoid activation $\sigma$, the resulted excitation $s$ is computed as follows.

$$s = FC_2(FC_1(z)) = \sigma(W_2\delta(W_1z)).$$

(1)

Then the excitation $s$ is applied to the BaseNet feature maps $X$ from a gallery image through channel-wise multiplication as follows:

$$\hat{X} = F_{scale}(X,s) = s \odot X$$

(2)

Note that SDRPN extracts proposals featuring at a text-similarity score and RPN pursues the standard objectness score. Therefore, as shown in Figure 3 (a), we use SDRPN in parallel with RPN when generating proposals by summing up the scores of corresponding anchor boxes to obtain better performance.

### 4.3 Proposal-Text Embedding

The proposal-text feature embedding module aims to learn a common space for both the visual and text modality. To improve the performance, a cross-scale alignment scheme is borrowed in the embedding process.

**Multi-Scale Visual Feature Extraction.** In visual path, proposal features will be represented in three scales from coarse to fine, namely as global-scale, region-scale and local-scale. As illustrated in Figure 3 (b), we take the output of ID-Net as the global-scale representations of the proposals. Further, to better focus on local features and reduce the influence of large receptive field of CNN, we do the split and shuffle operation on the RoI-Aligned proposal features, which equally partitions the feature map into several horizontal stripes, and these set of the partitioned stripes are randomly shuffled and re-concatenated. The re-concatenated feature maps then are passed through the ID-Net. After that, the output feature map of the region-scale branch is horizontally partitioned into $n$ stripes, each of which is further encoded as a region-scale feature corresponding to a certain region. Finally, a finer partition scheme is used to produce the local-scale features.

**Multi-Scale Semantic Feature Extraction.** As for the text path, we use the BERT language model to extract the semantic representation from three levels, namely sentence-level, sub sentence-level and word-level (Figure 3 (b)). We use the final hidden state of token [CLS], which is added at the beginning of the sentence, as the representation of the whole sentence. For the sub sentence-level,
sentences are separated by commas resulting in several shorter sub-sentences. And we attach the [CLS] token to the beginning of each sub-sentence, whose final hidden state is treated as the representation of each sub-sentence. While as for the word-level, each final hidden state of word is considered as the word-level representation.

**Proposal-Text cross scale alignment.** After proposal and text feature extraction, we obtain a set of three-scale visual and semantic features. We concatenate them to get the mixed visual features \( I = \{I_1, I_2, ..., I_m\} \) and mixed textual features \( T = \{T_1, T_2, ..., T_n\} \), where \( m \) and \( n \) corresponds to the \( m_{th} \) and \( n_{th} \) part. To get the cross attended features, fully connected layers are used to map the mixed visual features \( I \) to visual queries, keys and values, denoted by \( Q, K \) and \( V \) with weight matrix \( W_q, W_k \) and \( W_v \), respectively. And the mixed semantic features \( T \) are mapped to semantic queries, keys and values, denoted by \( Q', K' \) and \( V' \).

Firstly, the attended semantic feature \( A \) can be computed from the view of text-to-image attention mechanism as,

\[
A = \text{norm}(QK'^T) \odot V' \tag{3}
\]

Then we can obtain the relevance between the visual value and its corresponding semantic context by calculating the cosine similarity between \( V \) and \( A \),

\[
R = \cos(V \odot A) \tag{4}
\]

where \( R \) denotes the relevance scores. The similarity of text-to-image pair \( S \) is then computed by averaging all components of \( R \). Meanwhile, by alternating the semantic keys as queries and visual queries as keys respectively, and following the above procedure, the similarity of image-to-text pair denoted by \( S' \) can be computed.

Then, assuming that a mini-batch of \( B \) person boxes and captions are given, and all image-to-text pairs are constructed as \( \{(I_i, T_j), y_{i,j}\}_{i=1,j=1}^{B} \). Note that \( y_{i,j} = 1 \) if \( (I_i, T_j) \) is a matched pair, otherwise \( y_{i,j} = 0 \). To maximize similarities between the matched pairs and push away the unmatched pairs, KL divergence is enforced to diminish the modality discrepancy. Considering that the normalized similarities \( \tilde{S} \) can be treated as the predicted matching probability and the normalized label vector \( \tilde{y} \) can denote ground-truth label distribution.

\[
L_I = D_{KL}(\tilde{S}, \tilde{y})
\]

\[
L_T = D_{KL}(\tilde{S'}, \tilde{y'})
\]

Finally, the Cross-Scale Alignment Loss (CSAL) is calculated by,

\[
L_{CSAL} = L_I + L_T
\]

**Global matching.** Besides the cross scale alignment with mixed features, we additionally use CMPM loss and CMPC loss [50] to supervise the cross modal matching of the global-scale features. CMPM loss computes the matching probability of the proposal-text pair and CMPC is a variant of norm-softmax classification loss. We refer readers to [50] for more details about these two losses.

### 4.4 Overall Loss Function

The whole framework is trained via an end-to-end strategy and pursue the joint optimization of all the loss functions for each task. More specifically, the sub-network for person detection is
supervised with a classification loss \( L_{cls} \), a regression loss \( L_{reg} \), a RPN objectness loss \( L_{rpn_{cls}} \), and a RPN box regression loss \( L_{rpn_{reg}} \). While for the supervision of the identification network, the adopted loss function is the OIM loss \( L_{oim} \). To learn a common feature space for proposals and text descriptions, we adopt CMPM Loss \( L_{cmpm} \), CMPC Loss \( L_{cmpc} \), and cross-scale alignment loss \( L_{csal} \). Therefore, the overall loss function is formulated as:

\[
\begin{align*}
L &= \lambda_1 L_{rpn_{cls}} + \lambda_2 L_{rpn_{reg}} + \lambda_3 L_{cls} + \lambda_4 L_{reg} \\
&+ \lambda_5 L_{oim} + \lambda_6 L_{cmpm} + \lambda_7 L_{cmpc} + \lambda_8 L_{csal} \\
\end{align*}
\]  

(7)

where \( \lambda_1 - \lambda_8 \) are responsible for the relative loss importance.

### 4.5 Inference

During the inference time, the global text feature and global visual features are extracted to represent the textual query and candidate proposals. The text query features are extracted from the fine-tuned BERT model, while quantities of proposal features are obtained from the trained visual module of joint-optimized model after inputting corresponding gallery images. Then, we compute the cosine similarity between the query feature and proposal features to sort and rank the candidate bounding boxes.

### 5 EXPERIMENT

In this section, we report and analyze the experimental results on the collected datasets. Firstly, we describe the details of datasets and evaluation protocols as well as the implementation details. To verify the effectiveness of the proposed end-to-end approach, we investigate several two-stage solutions as baseline methods. In addition, we conduct ablation studies to analyze the influence of each component in our proposed method. Finally, both quantitative and qualitative results are exhibited.

#### 5.1 Datasets and Protocol

The collected datasets are built upon the two existing image-based person search datasets CUHK-SYSU and PRW. On CUHK-SYSU-TBPS, the testing set includes 2,900 query descriptions and 6,978 gallery images. For each query, different gallery sizes are set to assess the scaling ability of different models. We use the gallery size of 100 by default. As for PRW-TBPS, the testing set contains 2,057 query persons and each of them are to be searched in a gallery with 6,112 images.

### 5.2 Implementation Details

To measure the performance of text-based person search task, we adopt the widely adopted mean Average Precision (mAP) and Cumulative Matching Characteristics (CMC top-K) are used as standard metrics. However, different from the conventional retrieval tasks, a candidate in the ranking list would only be considered correct when its IoU with the ground truth bounding box is greater than 0.5.

#### 5.2.1 Implementation Details

We take ImageNet-pretrained ResNet-50 to initialize parameters of Base-Net and ID-Net. When obtaining the mixed visual features, the region branch splits the proposal feature map into two stripes equally and the local branch splits the feature map into three stripes equally. The dimension of the visual features at different scales is set to 768-d. For the text semantic feature extraction module, we use BERT-Base-Uncased model as the backbone, which is pretrained on a large corpus including Book Corpus and Wikipedia. The dimension of different scale textual features is also set to 768.

In RPN and SDRPN, we adopt the same anchors and adjust the anchor sizes to the objects in the dataset. We adopt scales \{8, 16, 32\} and aspect ratios \{1, 2\}. Non maximum Suppression (NMS) with a threshold of 0.7 is used to filter out redundant boxes and 2000 bounding boxes are left from original 12,000 bounding boxes after NMS. Then, we select top 4 proposals for each person identity from 2000 RoIs based on objectiveness score, and meanwhile the IoU of the selected proposals have to be bigger than a threshold of 0.5. During inference, we keep 300 boxes from 6000 bounding boxes and sent them into detection branch. In SDRPN, the reduction ratio \( r \) is set to 16. The loss function of SDRPN and RPN are both cross-entropy loss. Note that in SDRPN, anchor boxes that overlap with the text-relevant persons are marked as positives. While in the standard RPN, all persons in the image are positive samples.

The batch size is set to 4, and we use horizontally flipping as data augmentation. The model contains three groups of parameters, namely detection, identification and projection parameters. The detection parameters are optimized with SGD optimizer with momentum of 0.9, and identification and projection parameters adopt Adam optimizer. The learning rate of three groups parameters are set to 0.0001, 0.001, 0.0001 respectively, and the model is trained for 12 epochs in total. The hyper-parameters of each loss function are set to 1, except the one for CSAL loss which is set to 0.1.

### Table 1: Performance comparison of the baseline methods and the proposed method on CUHK-SYSU-TBPS and PRW-TBPS.

| Method       | CUHK-SYSU-TBPS | PRW-TBPS |
|--------------|---------------|----------|
|              | mAP(%) | top-1(%) | top-5(%) | top-10(%) | mAP(%) | top-1(%) | top-5(%) | top-10(%) |
| OIM+BiLSTM   | 23.48  | 17.41   | 38.48   | 49.21    | 4.58   | 6.66   | 16.33    | 22.99     |
| NAE+BiLSTM   | 26.91  | 20.97   | 42.31   | 52.31    | 3.60   | 6.42   | 15.41    | 22.46     |
| BSL+BiLSTM   | 43.39  | 36.59   | 62.03   | 72.66    | 8.52   | 14.44  | 30.68    | 39.77     |
| OIM+BERT     | 45.70  | 39.14   | 64.62   | 74.34    | 9.20   | 14.44  | 30.68    | 39.77     |
| Ours         | 50.36  | 49.34   | 74.48   | 82.14    | 11.93  | 21.63  | 42.54    | 52.99     |

The effectiveness of the proposed end-to-end approach is further demonstrated by the qualitative results and ablation analysis in Fig. 7.
Table 2: Performance comparison of different components in our method.

| BERT | Cross-scale Alignment | SDRPN | CUHK-SYSU-TBPS mAP(%) | top-1(%) | PRW-TBPS mAP(%) | top-1(%) |
|------|-----------------------|-------|-----------------------|---------|-----------------|---------|
| √    | ×                     | ×     | 48.77                 | 45.86   | 10.48           | 19.40   |
| √    | ✓                     | ×     | 49.15                 | 47.48   | 11.20           | 20.52   |
| √    | ✓                     | ✓     | 50.36                 | 49.34   | 11.93           | 21.63   |

Table 3: Performance comparison of two-stage methods and ours on PRW-TBPS dataset.

| Model | mAP | top-1% | top-5% | top-10% | inference time |
|-------|-----|--------|--------|---------|----------------|
| DETR+“CMPM+CMPC” | 1.01 | 1.65   | 6.91   | 15.47   | 0.19s          |
| Faster-RCNN+“CMPM+CMPC” | 1.03 | 2.14   | 8.17   | 12.84   | 0.21s          |
| Ours  | 11.93 | 21.63  | 42.54  | 52.99   | 0.98s          |

5.3 Compared Methods

Since there is no existing method specifically designed for text-based person search, we explore typical methods of related tasks and split the task into two parts, detection and text-image alignment, which are combined together as two-stage method to compared with our proposed one stage model.

Specifically, we take fully trained person search model to extract visual features of labeled person image. Also we use language model to extract textual features of language description. The distances between visual feature and text feature are measured under the supervision of CMPM and CMPC loss. During inference, the similarity between the query text and the detected person bounding boxes is calculated based on their embedded features.

The chosen person search method contains OIM [43], NAE [4], and BSL, which are all based on Faster-RCNN while the model architectures are different. In OIM, the box regression and region classification losses remain the same as in Faster-RCNN, with an additional identity classification loss as supervision. In contrast, NAE removes the original region classification branch and uses the embedding norm as the binary person/background classification confidence. BSL is the network used in our framework which is also evaluated as an image-based person search method. Different with OIM and NAE, BSL uses one convolution layer instead of identification net for detection branch, meanwhile the output feature of identification net is directly encoded as final feature vector for matching without further projection to reduce the feature dimension.

As for language model, BiLSTM and BERT are both used as text feature extractors. Notably, the number of hidden units of BiLSTM is set to 2048 when matching visual features extracted by BSL, otherwise the hidden units number is 256. While, for BERT, we use 1 × 1 convolution to adjust the shape of text features. All BiLSTM networks are trained for 150 epochs and BERT is trained with 50 epochs.

5.4 Quantitative and Qualitative Results

Comparison with baseline methods. Table 1 shows the results of our proposed framework and the compared two stage methods on both the datasets. On CUHK-SYSU-TBPS dataset, our method achieved 49.34% Rank-1 accuracy and 50.36% mAP, which is +8.51% Rank-1 and +1.97% mAP better than the superior compared method BSL+BERT. On the more challenging PRW-TBPS dataset, our method achieved 21.63% Rank-1 accuracy and 11.93% mAP, which is +4.81% Rank-1 and +1.23% mAP better than BSL+BERT method. As can be seen, our approach achieves state-of-the-art performances in terms of both mAP and CMC top-1 to 10 accuracies.

It can also be clearly seen from Table 1 that (1) When using BERT as the text feature extraction model, it brings significant improvement for our task compared with BiLSTM on both datasets. It indicates that BERT is more capable of encoding complex text.
descriptions into semantic feature vectors for joint alignment with visual features in a certain way. (2) BSL architecture is more suitable for the task compared with OIM and NAE, as about 1%-3% improvement can be obtained in terms of both CMC top-1 accuracy and mAP on both datasets. We infer that the usage of separate Det-Net and ID-Net for detection and identification, is better for person search model to obtain more accurate location of detection and more discriminative visual features. (3) The proposed end-to-end solution has clearly advantages as it can beat all the two-stage counterparts.

**Results over varying gallery sizes on CUHK-SYSU-TBPS.**

As shown in Figure 4, when the gallery size of CUHK-SYSU-TBPS is adjusted from 50, 500, 1000, 2000 to 4000, all of the methods degraded the performance while our method exhibits the consistent advantages compared with others.

**Component analysis.** We analyze three major components of our method, namely BERT, Cross-scale Alignment and SDRPN, by observing the performance improvement when progressively adding each component. The results are reported in Table V. The first row of Table V is a baseline one stage model which adopts BERT to extract text features with a standard RPN. CMPC and CMPM loss are used for training the model. Note that even the baseline one stage model outperforms the best two stage model. Then, we introduce cross-scale alignment for extracted mixed features and add CSAL loss for joint text-image embedding, which brings +1.62% and +1.12% performance improvement in terms of CMC top-1 accuracy on the two datasets. Based upon that, SDRPN when combined together with standard RPN as aforementioned improves the CMC top-1 accuracy by additional +1.86% and +1.11% on the two datasets, respectively.

We also compare the the two-stage methods, i.e., detection + text-based re-id with our end-to-end text-based person search method. For detection, we select two classical detection methods, Faster-RCNN and DeTR, to serve as the detection method. And we adopt a text-based re-id method “CMPC+CMPM”[50] as its complexity is more or less comparable with our method. The experimental results are shown in Table 3. Our end-to-end method is significantly better than the two-stage methods in performance, which outperform 10.8% in mAP and it shows the necessity of developing end-to-end person search methods.

To further verified whether the global feature and the mixed feature should be aligned separately using different losses, we replace CSAL with CMPM+CMPC to conduct the experiment, and we found that the final results is a little inferior as in Table IV, the origin setting is outperform the replacing setting about 2%.

To find the best hyper-parameter for the CSAL, We did the hyper-parameter experiments on $\lambda_8$. The specific experimental results are shown in Table V. The experiments shows that higher CSAL coefficient takes negative effect of the final results, which may be mainly due to the fact that the magnitude of CSAL loss itself is greater than the other two losses.

**Qualitative results.** Figure 5 illustrates some text-based person search results. The boxes with green lines represent correct search results, while the boxes with red lines denote failure results. The top 2 rows demonstrate successful cases where correct person boxes are within the top-3 retrieved full images. From these successful cases, we can observe that our method can spot the target person occurred with different angle and background in full scene images. Even though in some cases, like the second case of the middle row in Figure 5, the size of person box is relative small compared to the full scene images, it can also be correctly searched through a text description by our model. Meanwhile, in failure cases, some search results have some characteristics that partially fits the query description, such as the bottom-left case in Figure 5, the first two persons both wear black T-shirt and the third man carries a black backpack. And they all wear blue pants, which are very close to part of the query description.

### 6 CONCLUSION

In this paper, we investigate the problem of text-based person search in full scene images to meet the real-world scenarios where both the query image and the bounding boxes are not available. Specifically, instead of a straightforward two-stage method, we propose a new end-to-end learning framework which integrated the pedestrian detection, person identification and image-text cross-modal feature embedding tasks together and jointly optimize them to achieve better performance. To take full advantage of the query text description, we devise a Semantic-Driven Region Proposal Network where the proposal generation process is instructed to pay attention to those candidates which are more similar with the semantic features of the text description. Furthermore, a cross-scale visual-semantic feature matching mechanism is introduced to improve the final searching results. To validate the proposed approach, we collect and annotate two large scale text-based person search benchmark datasets named as CUHK-SYSU-TBPS and PRW-TBPS which are built on top of the widely adopted image-based person search datasets CUHK-SYSU and PRW, respectively. We conduct extensive experiments and the experimental results on the two datasets demonstrated that our proposed method achieved state-of-the-art performance compared with many classical baseline methods.
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