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**Additional information on the employed methodology**

For our studies we used the FHI-aims code \(^1\)-\(^4\) employing periodic boundary conditions. Following the results of convergence tests, we chose a 2×2×7 k-points grid. We primarily used the Perdew-Burke-Ernzerhof (PBE) functional \(^5\)\(^6\), which was coupled to a revised variant of the many-body dispersion correction.\(^7\) For the basis-set we employed the FHI-aims default settings, which are discussed in more detail below. Convergence criteria for the self-consistency cycle were set to the default values for changes in the charge density (10\(^{-5}\)), the total energy (10\(^{-6}\) eV), the forces (10\(^{-4}\) eV·Å\(^{-1}\)). To determine the occupation of the Kohn-Sham eigenstates a Gaussian broadening function with a width of σ = 0.01 eV was used. As the studied system contains Zn atoms, the atomic ZORA approximation was used \(^8\) to account for relativistic effects.

As generalized gradient functionals like PBE severely underestimate band gaps and also often produce somewhat too small band widths, the electronic structure of selected systems was recalculated using the hybrid Heyd-Scuseria-Ernzerhof (HSE06) exchange correlation functional \(^9\) with a screening parameter of omega=0.11 Bohr\(^{-1}\).\(^10\)

Local geometry optimizations were performed using the version of the Broyden-Fletcher-Shanno-Goldfarb optimization algorithm enhanced by the trust radius method \(^1\), with a tolerance threshold of 10\(^{-2}\) eV·Å\(^{-1}\). For the main systems (“paddle”, “zipper”, “distorted”, “pyrazine”, and “DABCO”), a unit-cell relaxation was performed simultaneously optimizing the unit-cell lengths and the atomic positions, but fixing the unit-cell vectors orthogonal to each other (i.e., enforcing an orthorhombic unit cell). For systems with artificially modified a\(^3\) lattice constants, only the atomic positions were relaxed. Plots of the MOF geometries were produced using OVITO \(^11\). Marvinsketch was used for drawing, chemical structures, ChemAxon (https://www.chemaxon.com)

**Employed basis sets**

The basis functions employed in the FHI-aims simulations have the format

\[
\Phi(r) = \frac{u(r)}{r} Y_{lm}(\Theta, \Phi)
\]
in spherical coordinates \((r, \Theta, \Phi)\) relative to a given atomic center. FHI-aims provides for every atomic species a preconstructed \textit{species_defaults} file. The used tight basis sets were not further adjusted.

**Table S1.** Basis functions that have been used for all calculations performed with FHI-aims\textsuperscript{12}. The abbreviations read as follows\textsuperscript{1}: \(X(nl, z)\), where \(X\) describes the type of basis function where H stands for hydrogen-like functions and ionic for a free-ion like radial function. The parameter \(n\) stands for the main/radial quantum number, \(l\) denotes the angular momentum quantum number (s, p, d, f, ...), and \(z\) denotes an effective nuclear charge, which scales the radial function in the defining Coulomb potential for the hydrogen-like function. In the case of free-ion like radial functions, \(z\) specifies the onset radius of the confining potential. If auto is specified instead of a numerical value, the default onset is used.

|         | H     | C     | N     | O     | Zn    |
|---------|-------|-------|-------|-------|-------|
| Minimal | valence | valence | valence | valence | valence |
|         | (1s, 1.0) | (2s, 2.0) | (2s, 2.0) | (2s, 2.0) | (4s, 2.0) |
| ion_occ | (1s, 0.5) | (2p, 2.0) | (2p, 3.0) | (2p, 4.0) | (3p, 6.0) |
| ion_occ | (2s, 2.0) | (2s, 1.0) | (2s, 1.0) | (2s, 1.0) | (3d, 10.0) |
| ion_occ | (2p, 2.0) | (2p, 2.0) | (2p, 3.0) | (2p, 3.0) | (4s, 6.0) |

|         | H(2s, 2.1) | H(2p, 1.7) | H(2p, 1.8) | H(2p, 1.8) | H(2p, 1.7) |
|---------|------------|------------|------------|------------|------------|
|         | H(2p, 3.5) | H(3d, 6)   | H(3d, 6.8) | H(3d, 7.6) | H(3s, 2.9) |
|         | H(2s, 4.9) | H(3s, 5.8) | H(3s, 6.4) | H(4p, 5.4) | H(4f, 7.8) |
|         |            |            |            |            | H(3d, 4.5) |

|         | H(1s, 0.85) | H(4f, 9.8) | H(4f, 10.8) | H(4f, 11.6) |
|---------|------------|------------|------------|------------|
|         | H(2p, 3.7) | H(3p, 5.2) | H(3p, 5.8) | H(3p, 6.2) |
|         | H(2s, 1.2) | H(3s, 4.3) | H(1s, 0.8) | H(3d, 5.6) |
|         | H(3d, 7.0) | H(5g, 14.4)| H(5g, 16)  | H(5g, 17.5) |
|         |            | H(3d, 6.2) | H(3d, 4.9) | H(1s, 0.75) |

**Additional data**

\textsuperscript{1} As described in the FHI-aims manual, version January 23, 2017.
Summary of the calculated key transport parameters

Table S2: PBE and HSE calculated effective masses and relative hopping mobilities for the “paddle”, “zipper”, “pyrazine”, and “DABCO” structures. For the structures containing the spacers suggested in this work, also the ratio between the effective mass of the parent “paddle” system and the effective mass for the “pyrazine” and “DABCO” structures is provided. The HSE06 values have been included to show that the discussed trends are hardly impacted by the employed functional.

| VB          |                | CB          |                |
|-------------|----------------|-------------|----------------|
|             | PBE            | HSE06       | PBE            | HSE06          |
| paddle      |                |             |                |                |
| m*/m₀       | 5.50$^§$       | 4.73        | 1.11$^§$       | 0.98           |
| zipper      |                |             |                |                |
| m*/m₀       | 23.7           | 18.7        | 1.26           | 1.03           |
| pyrazine    |                |             |                |                |
| m*/m₀       | 0.77           | 0.66        | 0.72$^§$       | 0.62$^§$       |
| m*ₚaddle/m* | 7.2            | 7.2         | 1.5            | 1.5            |
| µₜ/µₜₚaddle | 14.7           | 14.8        | 0.89           | 0.92           |
| DABCO       |                |             |                |                |
| m*/m₀       | 0.76           | 0.66        | 0.75           | 0.65           |
| m*ₚaddle/m* | 7.2            | 7.1         | 1.5            | 1.6            |
| µₜ/µₜₚaddle | 15.4           | 15.6        | 0.81           | 0.84           |

$^a$ these values have been obtained for the CB+1, as the states associated with the lowest unoccupied band in the pyrazine-containing MOF are localized on the pyrazines.

$^§$ these values are somewhat smaller than those reported in the Supporting Information of [13], which we primarily attribute to the different used vdW correction, which somewhat impacts the equilibrium distance and, thus, the slip for a specific value of aₕ (see below). Additionally, we here report m* parallel to aₕ at the Γ-point, while in [13] a thermal averaging has been performed.

Table S3. Comparison between the PBE and HSE06 calculated transfer integrals and bandwidths for the “paddle”, “pyrazine”, and “DABCO” structures. The four rightmost columns show the ratios between the values for “pyrazine” or “DABCO” structures and the parent “paddle” system.

| paddle: | pyrazine: | DABCO: | pyrazine/paddle | DABCO/paddle |
|---------|-----------|--------|-----------------|--------------|
|         | t/meV     | BW/eV  | t/meV           | BW/eV        | tₛₓ/meV     | BWₛₓ/eV | tₛₓ/meV | BWₛₓ/eV |
| VB      |           |        |                 |              |             |         |         |         |
| PBE     | -27.1     | 0.11   | -63.0           | 0.25         | 2.33        | 2.35    | 2.40    | 2.43    |
| HSE06   | -31.2     | 0.12   | -73.0           | 0.29         | 2.34        | 2.37    | 2.41    | 2.44    |
Lattice parameters of all fully optimized structures

**Table S4**: Lengths of the unit cell vectors for the different structures and polymorphs. Please note that all unit cells were forced to be orthorhombic. “Paddle” refers to the original structure proposed in [14], “zipper” to the lowest energy conformation in which linkers in $a_1$ and $a_2$ directions connect two different Zn atoms such that no paddlewheels are formed, “distorted” refers to the structure with distorted linkers in $a_2$ direction and tilted paddlewheels (see below), “pyrazine” and “DABCO” designate the structures with pyrazine and DABCO molecules acting as spacers and connecting neighboring paddlewheels (see Figure 4 c and d).

| structure/polymorph | $a_1$/Å | $a_2$/Å | $a_3$/Å |
|---------------------|---------|---------|---------|
| “paddle”            | 19.453  | 19.453  | 5.780   |
| “zipper”            | 18.924  | 18.922  | 6.093   |
| “distorted”          | 19.433  | 19.340  | 5.606   |
| “pyrazine”           | 19.772  | 19.693  | 9.528   |
| “DABCO”             | 19.715  | 19.715  | 9.466   |

Frontier band structures

Figure S1 contains the relevant band structures of all reported systems. Additionally the conduction bands (top panels) and an even larger number of bands (bottom panels). Many of the bands appear in nearly degenerate pairs, which is a consequence of the two pentacene stacks per unit cell. This near degeneracy will be discussed in more detail in the next section. For the “pyrazine” structure one also sees entirely flat bands (including the CB). These correspond to states fully localized on the pyrazines.
Figure S1. (a), Valence bands, (b) frontier bands, and (c) bands in the energetic vicinity of the frontier bands for the “paddle”, “pyrazine”, and “DABCO” structures of the pentacene-MOF in ΓZ. The three panels differ in the displayed energy window; (d), (e), (f) equivalent bands for the model systems as a function of the pentacene stacking distance.

Near degeneracy of the frontier bands

Figure S2 shows top views of isovalue plots of the Γ-point states of the frontier bands of the “paddle” parent system to illustrate the phase shifts between states in the four pentacene columns surrounding
a pore. In panel (b) it is indicated, whether the electronic coupling between neighboring columns is bonding (white arrows) or antibonding (green arrows). The energetic splitting between the two highest occupied bands amounts to ~4 meV, while that for the two lowest unoccupied bands is negligible. This can be understood from the same number of bonding and antibonding interactions in case of the CB and CB+1, while for the VB all interactions are antibonding and for the VB-1 they are all bonding.

Figure S2. Top views of isovalue plots of the Γ-point states of the frontier bands of the “paddle” parent system. Panel (b) shows the zoom into an individual pore. The green and white arrows denote
antibonding and bonding couplings between the \( \pi \)-lobes on neighboring molecules. The values of \( \Delta E \) are the splittings of the two frontier bands at the \( \Gamma \)-point.

**Highest occupied and lowest unoccupied molecular orbitals of pentacene**

![HOMO and LUMO plots](image)

**Figure S3.** Isovalue plots of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of pentacene illustrating the different number of nodes of the wavefunctions.

**Additional geometrical data**

![Graph showing tilt and a3](image)

**Figure S4:** Tilt angle of the pentacene planes relative to the \( a_1, a_2 \) plane as a function of the stacking distance (i.e., the value of \( a_3 \)) for the model system (open symbols) and for the “paddle”, “zipper”, “DABCO”, and “pyrazine” structures.

**Dependence of the transfer integral on the dimer distance**
Figure S5: Dependence of the transfer integral for a cofacial pentacene dimer (calculated by the “energy splitting in dimers” approach\textsuperscript{15} as 0.5 times the energetic splitting between the HOMO and the HOMO-1) as a function of the distance between the two molecules. The shaded region highlights the range of $\pi$-distances observed when varying the stacking distance. Here, it should, however, be noted that upon varying the stacking distance, the $\pi$-slip between the pentacene units changed as a function of the distance, which is not the case in the dimer considered in the current plot.

Dependence of the band gap on the stacking distance

Figure S6: Dependence of the band gap of the studied MOF systems on the stacking distance. The MOF containing the pyrazine spacer is not considered here, as in that system the conduction band is
localized on the pyrazine units. The displayed evolution appears rather complex. This is a consequence of the fact that the periods in the evolutions of the widths of the valence and conduction bands are different (see main text). In a simple single-particle picture like the one applied here (i.e., disregarding polarization and excitonic effects) the band gap is primarily reduced when the valence and conduction bands simultaneously display a large dispersion. The overall small value of the gap is a consequence of the many-electron self-interaction error not mitigated in generalized gradient functionals.

**Electronic states of the valence band for a stacking distance that maximizes the transfer integral**

*Figure S3*: Isovalue plots of the electronic states at the $\Gamma$ and at the $Z$ points for the valence band in one of the pentacene stacks of the structure in which the stacking distance has been artificially increased to 7.08 Å. The white and green arrows denote bonding and antibonding hybridizations between $\pi$-lobes on neighboring pentacenes. The yellow lines highlight the location of the pentacene backbones. The plot reveals that for the chosen stacking distance the $\Gamma$-point state is fully antibonding, while the $Z$-point state is fully bonding such that the band width is maximized.
Methodology- and conformation-related tests

Comparison between PBE and HSE06 band structure

As expected, using the HSE06 hybrid functional instead of PBE results in somewhat larger band widths and a significantly increased energy gap between the valence and a conduction band. This, however, does not at all affect the trends discussed in the current work, as shown in Table S2 and Table S3 included above.

Figure S8. Comparison between the PBE and HSE06 calculated frontier bands of the “paddle”, “pyrazine”, and “DABCO” structures of the MOFs in ΓZ direction, with (a) showing a zoom into the valence band region.
Polymorph structures of the pentacene containing MOFs

As described in the main manuscript, several polymorphs were found for the structure without spacers in the course of the geometry optimizations. These comprise the paddlewheel structure (best consistent with the experimental data) and the zipper structure shown in Figures 1d and 1e in the main manuscript. Additionally, we observed a structure in which the linkers in the $a_1$ direction were seriously distorted, as shown in Figure S9, which, however, resulted in a too small lattice parameter $a_3$ (of 5.61 Å) compared to the experiments ($a_3=5.8$ Å).

![Figure S9](image)

**Figure S9.** Geometry of the bent linkers of the “distorted” polymorph aligned along $a_1$ direction. The massively tilted nodes are highlighted by the dotted green lines.

Notably, despite the worse agreement with experiments regarding lattice parameter $a_3$, both the “distorted” and “zipper” structures came out lower in energy than the parent “paddle” polymorph, as shown in Figure S10.
Figure S10. Total energy of the “paddle”, “distorted” and “zipper” polymorphs as a function of lattice parameter $a_3$. For the lowest energy structures of each polymorph also the lattice parameters $a_1$, $a_2$, and $a_3$ were optimized (but keeping the angles between the lattice vectors fixed at 90°). The “distorted” polymorph was not stable for larger values of $a_3$ and considering that no individual paddlewheels exist in the “zipper” structure, for that polymorph only the data point of the equilibrium conformation is shown (which is the lowest energy structure we observed in all our calculations).

Impact of the used van der Waals correction and the polymorph on the structural parameters of the MOF

Figure S11 shows that especially the slip of neighboring $\pi$-planes and their tilt relative to the $a_1,a_2$ plane are very similar for the “paddle” and “distorted” polymorphs. The same applies to two selected “paddle” type structures for which the atomic positions were optimized using the TS$^{16}$ instead of the MBD-NL$^7$ van der Waals correction. As far as the normal distances of neighboring $\pi$-planes are concerned, they are somewhat larger in the “distorted” pentacene stacks and smaller in the TS-optimized ones, where the deviations from the regular “paddle” structures are typically only on the order of 0.1 Å. Only for the fully optimized “distorted” structure the increase in distance is somewhat larger (~0.25 Å).
**Figure S11.** Comparison of $a_3$-dependence of the slip of neighboring $\pi$-planes (a) and their $\pi$-distance (b), as well as the tilt angle of the pentacene units relative to the $a_3$, $a_2$ plane for the regular structure derived from the “paddle” polymorph and optimized with the MBD-NL van der Waals correction (regular), for the “distorted” polymorph also optimized with the MBD-NL correction, and for two “paddle” structures (for the $a_3$ values of the MBD-NL optimized equilibrium structure and for an $a_3$ value close to the maximum of the valence band widths) calculated employing the TS van der Waals correction. In the TS calculations, only the atomic positions have been optimized.
Figure S12 shows the impact of the modified geometries discussed above on the band widths and effective masses, where one sees that the “distorted” structures as well as the TS-optimized structures align well the original evolution, with somewhat larger deviations for the effective mass close to its divergence in the TS case. This is not really surprising considering that this parameter close to a zero-crossing of the band width displays an extreme dependence on the exact value of the slip and, thus, on how close the chosen geometry lies to the actual zero-crossing of the band with (i.e., the flat-band case).

**Figure S12.** Comparison of the evolution of the band width and effective mass for the valence (red) and conduction bands (blue) calculated for the model structure discussed in the main manuscript, for the “distorted” polymorph, and for the structures optimized with the TS correction discussed in detail in the previous paragraphs and figures.
Details on the tight-binding fits used to determine the transfer integrals

The general form of the tight-binding band structure for band I with one pentacene unit in the unit cell is:

$$\varepsilon_i(\mathbf{k}) = \varepsilon_{i,0} + \sum R_j \cdot t_{i,R_j} e^{i \mathbf{k} \cdot \mathbf{R}_j}$$

Here, \(\varepsilon_{i,0}\) corresponds to the center of band \(i\), the sum runs over the considered (nearest) neighbors and the \(t_{i,R_j}\) are the corresponding transfer integrals. This function is fitted to the DFT calculated band structure either for a self-consistent dense sampling of the entire 1. BZ (with 4x4x14 k-points), when fitting a 3D tight binding model, or to the band running in \(\Gamma Z\) direction for the 1D model considering only the electronic coupling between pentacene molecules within one pentacene stack.\(^\text{17}\) The latter has been done for determining all transfer integrals contained in the main manuscript, where only \(R_j\) equaling \(a_3\) and \(-a_3\) has been considered, forcing the corresponding two transfer integrals to be equal for symmetry reasons. The latter implies a cosine-type shape of the bands. This ansatz works very well for all bands with appreciable band dispersion, as will be shown for selected cases in the following. Subsequently, we will also discuss the impact of fitting a 3D tight binding model and show a few pathological cases (systems with very small band widths), in which also next nearest neighbor interactions need to be considered in order to properly reproduce the very weakly dispersing bands.
Table S5. Transfer integrals for the main structures and polymorphs of the MOF fitted by 1D tight-binding models. The transfer integrals for \( a_3 \) and \(-a_3\) as well as for \( 2a_3 \) and \(-2a_3\) were forced to be equal. For the two left columns only nearest neighbor transfer integrals were considered in the fits, while for the four rightmost columns also next-nearest neighbor transfer integrals were included as well.

| model       | \( a_3, -a_3 \)         | \( a_3, -a_3, 2a_3, -2a_3 \) |
|-------------|-------------------------|-----------------------------|
|             | \( t_{VB} / \text{meV} \) | \( t_{CB} / \text{meV} \)   | \( t_{VB} / \text{meV} \) | \( t_{CB} / \text{meV} \) |
| “paddle”    | -27.1                   | 104.8                       | -27.1                      | -0.89                      | 104.8 | 0.77 |
| “zipper”    | 4.8                     | 95.2                        | 4.8                        | -0.13                      | 95.2 | 2.2  |
| “pyracine”  | -63.0                   | 60.0                        | -63.0                      | -2.5                       | 60.0 | 0.59 |
| “DABCO”     | -65.0                   | 57.8                        | -65.0                      | -2.8                       | 57.8 | 0.34 |

![Graphs showing VB and CB bands for different models](image-url)
Figure S13. DFT calculated structures of the valence band (left) and the conduction band (right) for the “paddle”, “zipper”, “pyrazine” and “DABCO” conformations (solid red lines) and results of the 1D tight-binding fits (dashed black lines) using the ansatz described in the leftmost column.

The results contained in Table S5 show that for the systems considered there, 1D nearest neighbor tight-binding fits are sufficient with next-nearest neighbor values being above 1 meV only for the valence bands of the “pyrazine” and “DABCO” structures. This is consistent with the quality of the fits illustrated in Figure S13, where only for these two cases minor deviations between the DFT calculated
band structures and the tight-binding fits considering only nearest-neighbor interactions are observed. The data contained in Table S6 illustrate that the situation is very well described by the usually applied 1D tight binding models with transfer integrals in \( a_1 \) and \( a_2 \) directions being vanishingly small.

**Table S6.** Transfer integrals for the “paddle”, “zipper”, and “DABCO” systems obtained by fitting a 3D nearest neighbor tight-binding models. The transfer integrals for \( a_1 \) and \( -a_1 \), \( a_2 \) and \( -a_2 \), \( a_3 \) and \( -a_3 \) were forced to be equal.

|          | \( t_{V_B,a_1} \) / meV | \( t_{V_B,a_2} \) / meV | \( t_{V_B,a_3} \) / meV | \( t_{C_B,a_1} \) / meV | \( t_{C_B,a_2} \) / meV | \( t_{C_B,a_3} \) / meV |
|----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| “paddle” | 0.28                     | 0.31                     | -27.2                    | 0.12                     | 0.13                     | 104.7                    |
| “zipper” | -0.35                    | -0.35                    | 4.5                      | -0.07                    | -0.24                    | 96.2                     |
| “DABCO”  | -0.03                    | -0.02                    | -65.0                    | -0.11                    | -0.10                    | 57.8                     |

Only in cases in which the transfer integrals become particularly small, the bands deviate from a cosine-type shape and next-nearest neighbor transfer integrals become comparable to nearest neighbor ones due to a superexchange (i.e., nearest-neighbor mediated) type of coupling.\(^\text{17}\) This is illustrated for the cases in which such problems occur in Table S6 and Figure S14, where one should note the extremely small energy scales in the panels in Figure S14. Thus, these more complex cases are of no relevance for the discussion in the main manuscript as they correspond to essentially vanishing band widths and transfer integrals.

**Table S7.** Transfer integrals for the structures considered in Figure S14 fitted by 1D tight-binding models. The transfer integrals for \( a_3 \) and \( -a_3 \) as well as for \( 2a_3 \) and \( -2a_3 \) were forced to be equal. For the two left columns only nearest neighbor transfer integrals were considered in the fits, while for the four rightmost columns also next-nearest neighbor transfer integrals were included.

| distance / band | \( a_3 \), \(-a_3\) | \( a_3 \), \(-a_3\), \(2a_3\), \(-2a_3\) |
|-----------------|-------------------|----------------------------------|
|                 | \( t \) / meV     | \( t \) / meV                     |
| \( V_B 5.98 \) Å | -0.32             | -0.32                            |
| \( V_B 6.03 \) Å | 5.1               | 5.1                              |
| \( V_B 8.28 \) Å | 2.3               | 2.3                              |
| \( C_B 8.78 \) Å | 1.3               | 1.3                              |
Figure S14: Examples for geometries at which the nearest neighbor transfer integrals become so small that the band structure deviates from a cosine-type shape. The left panels show the situation including only nearest-neighbor couplings, while in the right panels also next nearest neighbor couplings are considered. The structures are derived from the “paddle” structure with artificially increased unit-cell sizes in the a3 direction (for details see main manuscript). The DFT calculated band structures are shown as solid red lines, while the dashed black lines denote the tight binding fits.
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