Classification Model C.45 on Determining the Quality of Customer Service in Bank BTN Pematangsiantar Branch
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Abstrak—This study aims to classify the quality of customer service at Bank BTN Pematangsiantar Branch. Data is obtained from the results of the customer questionnaire of Bank BTN Pematangsiantar Branch. Attributes used are 7, namely Age (C1), Job (C2), Old to Customer (C3), Tangible (C4), Reliability (C5), Assurance (C6), Responsiveness (C7). Moted used in this research is C4.5 Algorithm and assisted by Rapidminer software to make decision trees. From the results of the study, there were 5 rules for classification in determining the quality of customer service with 3 rules with satisfaction status and 2 rules with dissatisfied status. The C.45 algorithm can be used in the case of determining customer service quality of Bank BTN Pematangsiantar Branch with an accuracy of 77.78%. With this analysis, it is expected that Bank BTN can improve the quality of service to customer satisfaction.

1. Introduction

Customer satisfaction is very important in assessing the level of management and services provided by the bank to its customers [1]. Republic of Indonesia Law Number 10 of 1998 concerning Banking (Article 1 and 2) Bank is a business entity that collects funds from the public in the form of deposits and distributes them in the form of credit and/or other forms with the aim of improving the lives of many people.[2] The existence of banking services in the community is indeed more profitable, especially in the economic sector, where economic actors are more flexible in carrying out their economic activities to support survival. Banking service businesses in the community that promote good service in order to gain trust from the community as their customers will face various conditions or views that arise from the community as an expression of satisfaction or dissatisfaction with the services they receive from the bank they trust[3]. Many branches of computer science can solve complex problems. This is evidenced by several studies in the field of datamining [4][5–8][9][10], field of artificial neural networks [11–15], in the field of decision support systems [16–20][21].

The C4.5 algorithm is a widely used decision tree classification algorithm because it has the main advantages of other algorithms [9][22]. The C4.5 algorithm is the development of ID3 [23]. Some of the developments carried out in C4.5 are as follows, including overcoming missing values, being able to overcome continuous data, and training. The advantages of the C4.5 algorithm can produce decision trees that are easy to interpret, have an acceptable level of accuracy, are efficient in handling discrete type attributes and can handle discrete and numeric type attributes. In constructing a tree, the C4.5 algorithm reads the entire training data sample from storage and loads it into memory[24]. This is one of the weaknesses of the C4.5 algorithm in the "scalability" category. This algorithm can only be used if the training data can be stored as a whole and at the same time in memory. By using C.45 Algorithm the application of Data Mining will result in a process of determining the quality of customer service at Bank BTN Pematangsiantar Branch. Based on these data, the variables that will be used in the research are determined. The independent variables used are Tangible, Reliability, Assurance, Responsiveness.
While the response variable is satisfaction, namely customers who are satisfied and dissatisfied with the service of Bank BTN Pematangsiantar Branch.

2. Methodology

2.1. Data Mining

Data mining is the process of using large data sets to gather important hidden knowledge. It is divided into seven steps like data cleaning, data integration, data selection, data transformation, data mining, pattern evaluation and knowledge presentation[9]. Data mining is used for any kind of data, including database data, data warehouse data or transactional data[25].

2.2 Classification

Classification by decision tree, a classification that is very reliable as a means of classification and prediction. In general, a decision tree is a modeling picture of a subject that is composed of a series of decisions that provide a solution. Classification rules can be easily presented in easy language so that users can understand it, or in its database as Microsoft Excel, Microsoft Access and SQL. In some applications, and prediction accuracy of classification is important, for example, predict potential customers in the business market. There are various algorithms to build a decision tree, the most popular is the ID3 and C4.5[23].

2.3. C4.5 Algorithm

C4.5 algorithm is an algorithm to form a decision tree by counting the value of the gain, where the biggest gains are to be used as an initial node or the root node. C4.5 algorithms step in building a decision tree[26]. There are several steps in making a decision tree in the C4.5 algorithm, namely:

a) Prepare the training data. Training data is usually taken from historical data that had happened before or called past data and has been grouped into certain classes [22] [26].

b) Calculate the roots of a tree. The root will be taken from the attribute that will be selected, by calculating the gain value of each attribute, the highest gain value which will be the first root. Before calculating the gain value of an attribute, first, calculate the entropy value. To calculate the entropy value, the formula is used:

$$Entropy(S) = \sum_{i=1}^{n} - p_i \log_2 p_i$$

Information:

- $S$ = case set
- $n$ = number of partitions $S$
- $p_i$ = the proportion of $S_i$ to $S$

c) Calculate the Gain value using the equation:

$$Gain(S, A) = Entropy(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \cdot Entropy(S_i)$$

Information:

- $S$ = case set
- $A$ = feature
- $n$ = number of partition attributes $A$
- $|S_i|$ = The proportion of $S_i$ to $S$
- $|S|$ = number of cases in $S$

d) Repeat step 2 and step 3 until all records are partitioned

e) The decision tree partition process will stop when:

1. All records in N node get the same class.
2. There is no attribute in the record that is partitioned again. There are no records in an empty branch.

3. Result and Discussion

This study includes customers of Bank BTN Pematangsiantar Branch. The results of the recapitulated questionnaire can be seen in the following table:
| Alternative | A         | B             | C | D | E | F | G   | Response |
|-------------|-----------|---------------|---|---|---|---|-----|----------|
| A1          | Adult     | Private employees | CL | SB | SB | SB | C   | Satisfied |
| A2          | Adult     | Entrepreneur    | BR | B  | B  | B  | B   | Satisfied |
| A3          | Adult     | Private employees | BR | SB | B  | C  |     | Satisfied |
| A4          | Adult     | Entrepreneur    | L  | SB | B  | SB | SB  | Satisfied |
| A5          | Adult     | Private employees | BR | SB | B  | SB | B   | Satisfied |
| A6          | Adult     | Private employees | BR | SB | SB | SB | B   | Satisfied |
| A7          | Teenagers | Student        | BR | SB | B  | SB | SB  | Satisfied |
| A8          | Adult     | BUMN employee   | CL | SB | SB | SB | B   | Satisfied |
| A9          | Adult     | BUMN employee   | L  | SB | SB | SB | SB  | Satisfied |
| A10         | Adult     | Private employees | BR | SB | B  | B  | C   | Satisfied |
| A11         | Teenagers | Student        | BR | SB | B  | B  | B   | Satisfied |
| A12         | Adult     | Private employees | CL | B  | B  | B  | B   | Satisfied |
| A13         | Adult     | Entrepreneur    | BR | B  | B  | B  | B   | Satisfied |
| A14         | Adult     | Entrepreneur    | CL | B  | B  | B  | B   | Satisfied |
| A15         | Old       | BUMN employee   | L  | SB | SB | SB | B   | Satisfied |
| A16         | Adult     | BUMN employee   | CL | SB | SB | SB | SB  | Satisfied |
| A17         | Adult     | PNS            | CL | C  | B  | C  | B   | Satisfied |
| A18         | Adult     | Private employees | BR | C  | B  | C  | C   | Not satisfied |
| A19         | Old       | Private employees | CL | C  | C  | B  | C   | Not satisfied |
| A20         | Adult     | Student        | BR | B  | C  | C  | B   | Not satisfied |
| A21         | Teenagers | Student        | BR | B  | C  | C  | C   | Not satisfied |
| A22         | Adult     | Private employees | BR | C  | C  | C  | C   | Not satisfied |
| A23         | Adult     | Student        | BR | C  | B  | C  | B   | Not satisfied |
| A24         | Teenagers | Student        | CL | B  | SB | B  | SB  | Satisfied |
| A25         | Old       | BUMN employee   | L  | SB | B  | SB | B   | Satisfied |
| A26         | Teenagers | Student        | L  | SB | SB | SB | SB  | Satisfied |
| A27         | Adult     | PNS            | L  | B  | B  | B  | B   | Satisfied |
| A28         | Teenagers | Student        | BR | B  | B  | B  | B   | Satisfied |
| A29         | Teenagers | Student        | CL | B  | SB | B  | SB  | Satisfied |
| A30         | Old       | PNS            | L  | B  | B  | B  | B   | Satisfied |

Information:
A = Age          E = Reliability
B = Work         F = Assurance
C = Long Being a Customer   G = Responsiveness
D = Tangible

Preprocessing results obtained are then processed into the Decision tree using RapidMiner software to determine the classification of customer service quality determination [27]. Data that has been successfully imported is then processed into the Decision tree with the following data processing model [28]:

![Figure 1. Connection between Data and Decision Tree Models](image)

The results of data processing with the decision tree model, can be seen in Figure 2 as follows:
After the formation of rules/rules as many as 5 rules where there are 3 rules that are successfully classified as Satisfied, and the remaining rules after being classified are as many as 2 rules with Unsatisfactory values. The rules above prove that the C.45 algorithm can be applied in predicting the quality of service to customer satisfaction of Bank BTN Pematangsiantar Branch Office [28]. In research supported by the results of data processing using RapidMiner software, the accuracy of the C4.5 algorithm is 77.76%. To see the value of accuracy can be seen in Figure 4 below[29]:

| accuracy: 77.76% | true PUAS | true TIDAK PUAS | class precision |
|-----------------|-----------|----------------|-----------------|
| pred PUAS       | 7         | 2              | 77.76%          |
| pred TIDAK PUAS | 0         | 0              | 0.00%           |
| class recall    | 100.00%   | 0.00%          |                 |

**Figure 4.** Value of accuracy of the C4.5 algorithm

4. Conclusion

Based on the results and discussion it can be concluded that with the analysis in predicting the quality of service to customer satisfaction of Pematangsiantar Branch Stasse Savings Bank, the level of customer satisfaction at the Pematangsiantar Branch Savings Bank can be measured clearly. After analyzing in predicting the level of customer satisfaction with bank services to customers, in some aspects that become a benchmark, it is known that the reliability quality aspect is the most dominant of several aspects.
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