Optimal stopping for many connected components in a graph
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Abstract
We study a new optimal stopping problem: Let $G$ be a fixed graph with $n$ vertices which become active on-line in time, one by another, in a random order. The active part of $G$ is the subgraph induced by the active vertices. Find a stopping algorithm that maximizes the expected number of connected components of the active part of $G$. We prove that if $G$ is a $k$-tree, then there is no asymptotically better algorithm than “wait until $\frac{1}{k+1}$ fraction of vertices”. The maximum expected number of connected components is equal to

$$\left(\frac{k^k}{(k + 1)^{k+1}} + o(1)\right) n.$$ 
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1 | INTRODUCTION

Optimal stopping is an area of mathematics gathering problems of choosing a right time in order to maximize an expected reward. The difficulty of these problems comes from the fact that the algorithm can choose only the currently available reward. The algorithm has to make a decision knowing only the current reward and rewards that were possible in the past, while about the future rewards one knows at most their distribution.

Optimal stopping problems emerged as direct abstractions of real life questions, that is, why they can be found in several areas of applied mathematics, such as statistics, economics, and mathematical finance.

Probably the most famous optimal stopping problem is the “secretary problem”, see for example, [7]. Its first solution was published by Lindley [14], and the quickest complete solution is obtained by
applying the odds theorem of Bruss [3]. For a discussion of the historical background of the secretary problem as well as some modifications we refer the reader to Ferguson [4]. The problem has many generalizations into other combinatorial objects: orders [5, 6, 8, 12, 15, 16], direct graphs [1, 9, 10, 13, 17], and others.

Morayne and Sulkowska proposed a new natural optimal stopping problem:

Vertices of an unlabeled path of length n appear on-line, one by another, in a random order. At a time only the induced subgraph on vertices that came already is visible. Find a stopping algorithm that maximizes the expected number of connected components of the visible subgraph.

In this paper we consider a slight generalization of Morayne–Sulkowska model. We introduce three variants of the problem on a graph with growing amount of information a stopping algorithm gets during the game—starting from no information (blindness), via Morayne–Sulkowska model, up to full information. As it will turn out, on $k$-trees asymptotically there is no difference between the scores in all three variants. Here we introduce the problem in full detail and necessary notions.

Setting: Let $G$ be a fixed graph with $n$ vertices labeled $1, \ldots, n$ which become active on-line in time, one by another, in a random order (permutation) $\sigma \in S_n$. An edge of $G$ is active if both its endpoints are active, thus the active part of $G$ is the subgraph induced by the active vertices. Denote by $CC(\sigma, t)$ the number of connected components in the active part of $G$ at a time $t$ on a permutation $\sigma$—that is, the number of connected components in the induced subgraph $G[\{\sigma(1), \ldots, \sigma(t)\}] =: G(\sigma, t)$.

We consider stopping algorithms—algorithms $A$ that know $G$ in advance, on a permutation $\sigma$ get some information $\mathcal{I}(\sigma(1), \ldots, \sigma(t))$ about its active part on-line in $t$, and choose a stopping time $\tau(\sigma)$. Equivalently, a stopping time is a function $\tau$ such that: if $\mathcal{I}(\sigma(1), \ldots, \sigma(A(\sigma))) = \mathcal{I}(\tau(1), \ldots, \tau(A(\sigma)))$, then $\tau = A(\sigma)$.

Problem: Find a stopping algorithm $A$ that maximizes the expected value of the number of connected components, that is $CC(A) = \frac{1}{n!} \sum_{\sigma \in S_n} CC(\sigma, A(\sigma))$. Find this maximum expected value $\max_A CC(A)$.

Variants: What information about the active part of $G$ algorithm gets on-line:

(B) Blind—during the game the algorithm knows only the number of vertices that came already. In particular, the algorithm does not know which vertices are active, or how many connected components are there, etc.

(PI) Partial information—during the game the algorithm has some partial information about the active part. For example, if it is the current active part up to isomorphism, then it coincides with Morayne–Sulkowska model.

(FI) Full information—during the game the algorithm knows which vertices are active, so it knows everything that is possible. Of course, the algorithm does not know the order of vertices that are about to come.

Results: In Section 3 we prove, within the realm of graphs, that for a tree $G$:

(B) in the Blind variant (Theorem 3.1): the optimal algorithm $A$ is to “wait until half of vertices”, for which $CC(A) = \frac{1}{4} n + 1$.

(FI) in the Full information variant (Theorem 3.2): $\max_A CC(A) = \left(\frac{1}{4} + o(1)\right) n$.

A natural generalization of trees are $k$-trees. Recall that a graph $G$ is a $k$-tree if it is maximal (w.r.t. the inclusion of edges) graph with treewidth equal to $k$. In Section 4 we generalize the above results to $k$-trees. In particular, we reprove the case of trees, however using a more abstract approach. If $G$ is a $k$-tree, then:
(B) in the Blind variant (Theorem 4.1): an almost optimal algorithm $A$ is to “wait until $\frac{1}{k+1}$ fraction of vertices”, $CC(A) = \frac{k^k}{(k+1)^{k+1}} n \pm \frac{k+2}{e}$.

(FI) in the Full information variant (Theorem 4.3): $\max_A CC(A) = \left( \frac{k^k}{(k+1)^{k+1}} + o(1) \right) n$, this upper bound holds also for all maximal $k$-degenerate graphs.

To conclude—in all three variants of the optimal stopping problem maximizing the expected number of connected components (including Morayne–Sulkowska model) on a $k$-tree there is no asymptotically better algorithm than simply “wait until $\frac{1}{k+1}$ fraction of vertices”. This gives the maximum expected number of connected components

$$\left( \frac{k^k}{(k+1)^{k+1}} + o(1) \right) n.$$

Surprisingly, for $k$-trees when only asymptotics matter, full information does not give any advantage compared to blindness. However, this is not the case for all graphs—see Remark 4.4.

First, in Section 2 we show a general framework for an optimal algorithm on a graph in the full information variant.

2 | ARBITRARY GRAPHS

2.1 | Full information variant

It is reasonable not to stop whenever the expected gain of the next move is nonnegative.

**Proposition 2.1.** Let $G$ be an arbitrary graph. Suppose in $l$th step $G(\sigma, l)$ has exactly $c$ connected components $C_1, C_2, \ldots, C_c$. Denote by $N(C_i)$ the outside neighborhood of the component $C_i$ in $G$, that is the set of vertices in $V(G) \setminus C_i$ adjacent to a vertex from $C_i$. An optimal strategy does not stop whenever an inequality $n - l \geq |N(C_1)| + \cdots + |N(C_c)|$ holds.

**Proof.** Let $D_j$ denote the set of nonactive vertices that are in exactly $j$ of the neighborhoods $N(C_i)$, for $j = 1, \ldots, c$, and let $d_j$ be their cardinalities. Then, the number $c'$ of connected components after $(l+1)$th step increases by one $c' = c + 1$ if $(l+1)$th vertex in a permutation $\sigma$ is from the set of nonactive vertices and it does not belong to any neighborhood $N(C_i)$, that is, if it is from the set of cardinality

$$|N(G) \setminus (C_1 \cup \cdots \cup C_c)) \setminus (N(C_1) \cup \cdots \cup N(C_c))|$$

$$= |N(G) \setminus (C_1 \cup \cdots \cup C_c)| - |N(C_1) \cup \cdots \cup N(C_c)|$$

$$= n - l - |D_1| - \cdots - |D_c| = n - l - d_1 - \cdots - d_c.$$ 

The number $c'$ of connected components after $(l+1)$th step decreases exactly by $j - 1$ if $(l+1)$th vertex in a permutation $\sigma$ is from the set $D_j$. Thus, the expected number of connected components after $(l+1)$th step is equal to

$$\mathbb{E}(c') = c + \frac{1}{n-l} ((n - l - d_1 - \cdots - d_c) - d_2 - 2d_3 \cdots - (c-1)d_c)$$

$$= c + \frac{1}{n-l} ((n - l - d_1 - 2d_2 - \cdots - cd_c).$$
Thus,
\[
\mathbb{E}(c' - c) = \frac{1}{n - l} (n - l - (|N(C_1)| + \cdots + |N(C_r)|)),
\]
so it is profitable to make the next step if \( n - l \geq |N(C_1)| + \cdots + |N(C_r)| \).

It is tempting to guess that the inequality from proposition 2.1 describes an optimal algorithm. However, already on a tree it may happen that the expected gain of the next move is negative, but even though it is profitable to continue. This gives a warning that an exact description of an optimal algorithm could be out of reach.

**Remark 2.2.** Sometimes it is profitable to continue, even though the expected gain of the next step is negative—that is, when the inequality from Proposition 2.1 is opposite: \( n - l < |N(C_1)| + \cdots + |N(C_r)| \).

Consider a star with \( n + 1 \) leafs and one path of length \( n - 1 \) attached. Suppose that exactly all \( n + 1 \) leaves of the star are active. Then, the number of vertices which are about to come is \( n \), and the sum of sizes of neighborhoods is \( n + 1 \). However, still it is profitable to continue—consider the following continuation strategy: if the next vertex is not the center of the star then “stop”, otherwise (when the center of the star came) “take \( \frac{n-1}{2} \) more vertices”. The expected increase in the number of components of the continuation strategy is
\[
\frac{n-1}{n} \cdot 1 + \frac{1}{n} \left( -(n+1) + \frac{1}{4}(n-1) \right) \approx \frac{1}{4} > 0.
\]

### 3 | TREES

#### 3.1 | Blind variant

**Theorem 3.1.** Suppose \( G \) is a tree. An optimal strategy is to stop after \( l = \lfloor \frac{n+1}{2} \rfloor \) or \( \lceil \frac{n+1}{2} \rceil \) vertices. The maximum expected number of connected components satisfies
\[
\frac{1}{4} n < \max_A \text{CC}(A) < \frac{1}{4} n + 1.
\]

**Proof.** Suppose the algorithm stops after \( l(n) \) steps. Notice that the stopping function \( l \) depends only on \( n \), since the algorithm doesn’t have any other information. Denote by \( G[I], V[I], E[I], \) and \( \text{CC}[I] \) respectively random: active induced subgraph \( G(\sigma, I) \), its vertex set, its edges set, and its number of connected components, depending on a random permutation \( \sigma \in S_n \).

For any forest \( F \) we have \( \text{CC}(F) = |V(F)| - |E(F)| \). Thus, for forests \( G[I] \) we have \( \mathbb{E}(\text{CC}[I]) = \mathbb{E}(|V[I]|) - \mathbb{E}(|E[I]|) \). Clearly, \( |V[I]| = I \), so \( \mathbb{E}(|V[I]|) = I \).

\[
\mathbb{E}(|E[I]|) = \sum_{e \in E(G)} \mathbb{P}(e \in G[I]) = \sum_{v \in V(G)} \mathbb{P}(v, w \in G[I])
\]
\[
= \sum_{v \in V(G)} \frac{l(l-1)}{n(n-1)} = \frac{l(l-1)}{n}.
\]

Hence,
\[
\mathbb{E}(\text{CC}[I]) = I - \frac{l(l-1)}{n} = \frac{l(n-l+1)}{n}.
\]

It maximizes for integer \( l = \lfloor \frac{n+1}{2} \rfloor \) or \( \lceil \frac{n+1}{2} \rceil \), and then \( \frac{n}{4} < \mathbb{E}(|\text{CC}[I]|) < \frac{n}{4} + 1 \).
3.2 Full information variant

We prove that asymptotically there is no better algorithm than “wait until half of vertices”. Thus, the best result is \( \left( \frac{1}{4} + o(1) \right)n \) connected components. In particular, when only asymptotic constant matters full information does not give any advantage to the algorithm compared to blindness.

**Theorem 3.2.** For every \( \epsilon > 0 \) there exists an integer \( N_\epsilon \) such that if \( G \) is a tree with \( n \geq N_\epsilon \) vertices, then

\[
\max_A CC(A) \leq \left( \frac{1}{4} + \epsilon \right)n.
\]

We recall Janson’s inequality, which will be used in the proof.

**Theorem 3.3** (Janson [11]). Suppose a subset \( R \) is drawn randomly from a finite set \( V \) such that the inclusions of individual elements are independent. Let \( A \) be a family of subsets of \( V \). For every set \( A \in A \) consider a random variable \( X_A \) indicating whether \( A \subset R \). Denote \( X = \sum_{A \in A} X_A \). Then, for every \( 0 < \epsilon \leq 1 \)

\[
\mathbb{P}(X \leq (1 - \epsilon)\mathbb{E}X) \leq \exp\left( -\frac{1}{2} \frac{(\epsilon \mathbb{E}X)^2}{\mathbb{E}X + \sum_{(A, B) : A \neq B, A \cap B \neq \emptyset} \mathbb{E}X_A \mathbb{E}X_B} \right).
\]

First we prove a concentration lemma for forests with not too large maximum degree. Notice that this assumption is essential. For a star the assertion of the lemma is false.

**Lemma 3.4.** For every \( \epsilon > 0 \) there exists \( \delta_\epsilon > 0 \) and an integer \( M_\epsilon \) such that if \( G \) is a forest on \( n \geq M_\epsilon \) vertices with \( \beta n \) edges for some \( \beta \in [0, 1) \) and maximum degree at most \( \delta_\epsilon n \), then for every \( \alpha \in [0, 1] \) the probability that

\[
CC(G[\alpha n]) > (\alpha - \alpha^2 \beta)n + \frac{3\epsilon}{10}n
\]

is at most \( \frac{\epsilon^3}{2000} \).

**Proof.** Let \( G = (V, E) \) be a forest with \( n \) vertices and \( \beta n \) edges. When \( \alpha < \frac{3\epsilon}{10} \), or \( \beta n < \frac{\epsilon}{10} n \) the assertion is clear. Thus, \( \alpha \geq \frac{3\epsilon}{10} \) and \( \beta n \geq \frac{\epsilon}{10} n \).

We choose from \( V \) a subset \( S \) of \( \alpha n \) vertices at random, i.e. such that every set of \( \alpha n \) vertices is equally probable. We want to argue that the number of connected components of \( G[S] \) exceeds its expected value by a positive fraction only with a small probability.

We can make such a random choice of \( S \) by a following procedure:

1. draw subset \( R \) of \( V \) randomly, such that each vertex is taken independently with probability \( \alpha - \frac{\epsilon}{10} \),
2. if the size of \( R \) is not from the interval \( (\alpha - 2 \frac{\epsilon}{10})n, \alpha n \) resample \( R \),
3. if the size of \( R \) is from the interval \( (\alpha - 2 \frac{\epsilon}{10})n, \alpha n \) return as \( R' \).

Notice that \( \mathbb{E}|R| = (\alpha - \frac{\epsilon}{10})n \) and already from the binomial distribution it follows that the probability \( p = \mathbb{P}(|R| \in (\alpha - 2 \frac{\epsilon}{10})n, \alpha n) \) grows to 1 as \( n \) tends to infinity. In particular for sufficiently large \( n \) this probability is at least \( \frac{1}{2} \). Thus formally, for \( |R'| \in (\alpha - 2 \frac{\epsilon}{10})n, \alpha n \) the probability distribution of \( R' \) is equal to \( \frac{1}{p} \) times the probability distribution of \( R = R' \) in point 1.
4. add \(an - |R'| < 2 \frac{\varepsilon}{10} n \) vertices at random (such that every set is equally probable) to \(R'\) and return as \(S\).

Inclusions of individual elements in \(R\) (in point 1) are independent, so we may use Janson’s inequality (Theorem 3.3) for \(R\) and \(A = E\). Then, \(X\) is the number of edges in \(R\), \(\mathbb{E}X = \beta n(\alpha - \frac{\varepsilon}{10})^2\), and

\[
P\left( X \leq \left( 1 - \frac{\varepsilon}{10} \right) \mathbb{E}X \right) \leq \exp\left( -\frac{1}{2} \frac{(\frac{\varepsilon}{10})^2 \beta n(\alpha - \frac{\varepsilon}{10})^2}{2(\alpha - \frac{\varepsilon}{10})^2 + 2\delta_n n} \right) = \exp\left( -\frac{1}{2} \frac{(\frac{\varepsilon}{10})^2 (\alpha - \frac{\varepsilon}{10})^4 \beta n}{(\alpha - \frac{\varepsilon}{10})^2 + 2\delta_n n} \right) \leq \exp\left( -\frac{1}{2} \frac{(\frac{\varepsilon}{10})^2 (\alpha - \frac{\varepsilon}{10})^4 \varepsilon n}{(\alpha - \frac{\varepsilon}{10})^2 + 2\delta_n n} \right),
\]

so for sufficiently large \(n\) and small \(\delta_n\) this probability is smaller than \(\frac{\varepsilon^3}{4000}\). Hence, if \(X'\) is the number of edges in \(R'\), then \(P\left( X' \leq \left( 1 - \frac{\varepsilon}{10} \right) \mathbb{E}X \right) < \frac{\varepsilon^3}{p 4000} < \frac{\varepsilon^3}{2000}\). In other words, with probability greater than \(1 - \frac{\varepsilon^3}{2000}\) the number of connected components of \(G[S]\) is at most

\[
CC(G[S]) = |V(S)| - |E(S)| \leq |V(S)| - |E(R')| = an - |X'|
\]

\[\leq an - \left( 1 - \frac{\varepsilon}{10} \right) \mathbb{E}X = an - \left( 1 - \frac{\varepsilon}{10} \right) \beta n \left( \alpha - \frac{\varepsilon}{10} \right)^2
\]

\[\leq (\alpha - \alpha^2 \beta)n + \frac{3\varepsilon}{10} n,
\]
or, in other words, the number of components exceeds \((\alpha - \alpha^2 \beta)n + \frac{3\varepsilon}{10} n\) only with probability at most \(\frac{\varepsilon^3}{2000}\). 

We are ready to prove a part of the theorem for trees with not too large maximum degree. From this point let \(\delta_n\) be as in the statement of Lemma 3.4.

**Lemma 3.5.** For every \(\varepsilon > 0\) there exists an integer \(M'_\varepsilon\) such that if \(G\) is a tree with \(n \geq M'_\varepsilon\) vertices and the maximum degree at most \(\delta_n n\), then

\[
\max_A CC(A) \leq \left( \frac{1}{4} + \frac{8}{10 \varepsilon} \right) n.
\]

**Proof.** Fix \(\varepsilon > 0\) and a tree \(G\) with \(n\) vertices and maximum degree at most \(\delta_n n\). \(G\) satisfies the assumptions of Lemma 3.4 with \(\beta = 1 - \frac{1}{n}\). Suppose \(A_{opt}\) is an optimal algorithm—an algorithm that maximizes the expected value of the number of connected components at the stopping time. For every permutation \(\sigma \in S_n\) algorithm \(A_{opt}\) stops at some time \(A_{opt}(\sigma)\). We consider threshold \(an\) for every \(\alpha \in \{0, \frac{\varepsilon}{10}, \frac{2\varepsilon}{10}, \ldots, \frac{10\varepsilon}{10} \}\). Let \(S_\alpha\) be the set of all permutations \(\sigma\) such that \(A_{opt}(\sigma) \in [an, (\alpha + \frac{\varepsilon}{10})n]\). Notice that for \(\sigma \in S_\alpha\)

\[
CC(\sigma, A_{opt}(\sigma)) \leq CC(\sigma, an) + \frac{\varepsilon}{10} n,
\]

and by Lemma 3.4 except for “odd” events of small probability (we mean the ratio of the number of “odd” permutations to all permutations) it is bounded by

\[
\leq \left( \alpha - \alpha^2 \left( 1 - \frac{1}{n} \right) \right) n + \frac{3\varepsilon}{10} n + \frac{\varepsilon}{10} n \leq \frac{1}{4} n + 1 + \frac{4\varepsilon}{10} n.
\]
Indeed, the sum of degrees of all the remaining vertices (not among \(\alpha\)’s) is at most \((1 + \frac{10}{\varepsilon}) + 1 \cdot \frac{\varepsilon^2}{200} \leq \frac{2\varepsilon}{10}\) (the last inequality holds, because we can assume \(\varepsilon < 1\)) and the maximum number of connected components is at most \(n\). Hence,

\[
CC(A_{opt}) \leq \frac{1}{4}n + 1 + \frac{4\varepsilon}{10}n + \frac{2\varepsilon}{10} \cdot n \leq \left(\frac{1}{4} + \frac{8}{10}\varepsilon\right)n.
\]

Next we prove the theorem for “star-like” trees, that is for trees with at most one vertex of large degree. Recall that \(\delta_i\) is defined in Lemma 3.4.

**Lemma 3.6.** For every \(\varepsilon > 0\) there exists an integer \(M''\) such that if \(G\) is a tree with \(n \geq M''\) vertices, a fixed vertex \(v\) of arbitrary degree, and the maximum degree of remaining vertices at most \(\delta_v n\), then

\[
\max_A CC(A) \leq \left(\frac{1}{4} + \frac{8}{10}\varepsilon\right)n.
\]

**Proof.** Let \(H\) be a forest constructed from \(G\) by deleting edges incident to \(v\). Notice that \(H\) satisfies the assumptions of Lemma 3.4. Let \(\beta \in [0, 1]\) be such that \(|E(H)| = \beta n\).

Denote the neighborhood (or, the closed neighborhood together with a vertex) in \(G\) of the vertex \(v\) by \(N\) (and \(\overline{N}\) respectively). Clearly, \(|N| = (1 - \beta)n - 1\).

Suppose \(A_{opt}\) is an optimal algorithm for \(G\)—an algorithm that maximizes the expected number of connected components at the stopping time. Namely,

\[
\max_A CC(A) = CC(A_{opt}).
\]

Let \(A_{cut}^{opt}\) be the algorithm \(A_{opt}\) with an additional rule, that it stops at latest at a time \((1 - \frac{\varepsilon}{10})n\). Namely, \(A_{cut}^{opt}(\sigma) = \min\{A_{opt}(\sigma), (1 - \frac{\varepsilon}{10})n\}\). Clearly,

\[
CC(A_{opt}) \leq CC(A_{cut}^{opt}) + \frac{\varepsilon}{10}n.
\]

For every permutation \(\sigma \in S_n\) the algorithm \(A_{cut}^{opt}\) stops at some time \(A_{cut}^{opt}(\sigma)\). We consider thresholds (steps) \(an\) for every \(\alpha \in \{\frac{\varepsilon^2}{200}, 2\frac{\varepsilon^2}{200}, \ldots, \frac{200}{\varepsilon^2}\}\). Let \(S_a\) be the set of all permutations \(\sigma\) such that \(A_{cut}^{opt}(\sigma) \in [(\alpha - \frac{\varepsilon^2}{200})n, an]\). Let \(A_{step}\) be a step-algorithm made from \(A_{cut}^{opt}\)—an algorithm such that \(A_{step}(\sigma) = an\) for \(\sigma \in S_a\). Clearly, it is a stopping algorithm (\(A_{step}\) stops at a next step after \(A_{cut}^{opt}\) stops).

Notice that for any permutation \(\sigma \in S_a\) we have

\[
CC(\sigma, A_{cut}^{opt}(\sigma)) \leq \mathbb{E}_\tau CC(\tau, an) + \frac{\varepsilon}{10}n = \mathbb{E}_\tau CC(\tau, A_{step}(\tau)) + \frac{\varepsilon}{10}n,
\]

where the expected value is taken over all permutations \(\tau\) such that \(\sigma(i) = \tau(i)\) for \(i = 1, \ldots, A_{cut}^{opt}(\sigma)\). Indeed, the sum of degrees of all the remaining vertices (not among \(\sigma(1), \ldots, \sigma(A_{cut}(\sigma))\)) is at most \(2n\). The number of all the remaining vertices is at least \(\frac{\varepsilon}{10}n\). And, the number of vertices to come (from \(A_{cut}^{opt}(\sigma)\) to \(an\)) is at most \(\frac{\varepsilon^2}{200}n\). Thus, the average number of new connections that will appear (which is the decrease in the number of connected components) is at most

\[
2n \cdot \frac{\varepsilon^2}{200}n = \frac{\varepsilon}{10}n.
\]
Therefore, summing up these inequalities with right weights, we get just from the definition

\[ CC(A_{\text{cut}}) \leq CC(A_{\text{step}}) + \frac{\epsilon}{10} n. \]

Now, for every \( \sigma \in S_n \)

\[ CC_G(\sigma, A_{\text{step}}(\sigma)) = CC_G(\sigma, an) = CC_H(\sigma, an) - E(N)(\sigma, an), \]

where, \( CC_G, CC_H \) are numbers of connected components in graphs \( G, H \) respectively, and \( E(N)(\sigma, an) \) is the number of edges from \( G[N] \) between the first \( an \) vertices in the permutation \( \sigma \).

By a similar argument to the proof of Lemma 3.4 (but much simpler—Janson’s inequality can be replaced by Chebyshev’s inequality) one can show that

\[ E|N[an]| = (\alpha - \alpha^2 \beta)n - (\alpha(1 - \beta)n - \frac{\epsilon}{10} n) \text{IF} (v \in \sigma[an]) \]

\[ \leq (\alpha - \alpha^2 \beta)n + \frac{3\epsilon}{10} n - (\alpha(1 - \beta)n - \frac{\epsilon}{10} n) \text{IF} (v \in \sigma[an]) \]

where \( \text{IF} (v \in \sigma[an]) \) is a 0,1-function indicating whether \( v \in \{\sigma(1), \ldots, \sigma(an)\} \).

Hence, taking into account \( \frac{3\epsilon}{10} \) remaining cases (and that \( CC(\sigma, A_{\text{opt}}(\sigma)) \leq n \)) we get an inequality

\[ CC_G(A_{\text{step}}) \leq \max_{A} M_{\beta}(A) + \frac{6\epsilon}{10} n, \]

where \( \max_{A} M_{\beta}(A) \) is the maximum expected score of a stopping algorithm in the following “meta” game.

Let \( V \) be a set with \( n \) vertices, out of which \( v \) is distinguished. Elements of \( V \) become active on-line in time, one by another, in a random order (permutation) \( \sigma \in S_n \). The score of the game after \( an \) moves is given by the formula:

\[ (\alpha - \alpha^2 \beta)n - (\alpha(1 - \beta)n) \text{IF} (v \in \sigma[an]). \]

Observe that the only information an algorithm gets during the game (that was not present at the beginning of the game) is whether \( v \in \sigma[an] \). Therefore, the maximum score a stopping algorithm can achieve in the meta game is realized by the following strategy \( A_{a,\gamma} \) with parameters \( a, \gamma \):

- take exactly \( an \) vertices,
- if \( v \) appears, then take exactly \( \gamma n \) vertices in total.
The above strategies $A_{\alpha, \gamma}$ are too general in a sense that when $v$ comes as $i$th vertex, then it is already not possible to take $\gamma n$ vertices in total if $\gamma n < i$. However, when we are bounding the maximum score we are allowed to enlarge the set of strategies. On the other hand, these strategies are also a bit too specific, since the number of vertices a strategy takes could depend on the time when $v$ comes. But, since the time $v$ comes does not impact the score, all other strategies are just convex combinations of $A_{\alpha, \gamma}$ strategies.

The expected score of the algorithm $A_{\alpha, \gamma}$ is given by the formula

$$(1 - \alpha)(\alpha - \alpha^2 \beta)n + \alpha((\gamma - \gamma^2 \beta)n - \gamma(1 - \beta)n).$$

By Lemma 3.7 (proved below) we have

$$\max_A M_\beta(A) \leq \frac{1}{4} n.$$

Finally,

$$\max_A CC(A) = CC(A_{opt}) \leq CC(A_{opt}) + \frac{\epsilon}{10} n \leq CC(A_{step}) + \frac{2\epsilon}{10} n \leq \max_A M_\beta(A) + \frac{8\epsilon}{10} n \leq \left(\frac{1}{4} + \frac{8\epsilon}{10}\right) n.$$

Lemma 3.7. Let $\alpha, \beta, \gamma$ be variables from $[0, 1]$. The maximum of the function

$$\phi(\alpha, \beta, \gamma) = (1 - \alpha)(\alpha - \alpha^2 \beta) + \alpha((\gamma - \gamma^2 \beta) - \gamma(1 - \beta))$$

is $\frac{1}{4}$, and it is attained exactly for triples $(\alpha, \beta, \gamma) = \left(\frac{1}{2}, \beta, \frac{1}{2}\right), \left(\frac{1}{2}, 0, \gamma\right), \left(1, 1, \frac{1}{2}\right)$.

Proof. Simplify

$$\phi = (1 - \alpha)(\alpha - \alpha^2 \beta) + \alpha \beta(\gamma - \gamma^2).$$

The function $\gamma - \gamma^2$ maximizes for $\gamma = \frac{1}{2}$, then it attains value $\frac{1}{4}$. Thus, either $\alpha = 0$ and $\phi = 0$, or $\beta = 0$ and $\phi = (1 - \alpha)\alpha \leq \frac{1}{4}$ attaining the maximum value for $\left(\frac{1}{2}, 0, \gamma\right)$, or $\gamma = \frac{1}{2}$ and

$$\phi = (1 - \alpha)(\alpha - \alpha^2 \beta) + \frac{1}{4} \alpha \beta = \alpha - \alpha^2 \beta - \alpha^3 + \frac{1}{4} \alpha \beta.$$

Consider $\phi$ as a polynomial of degree 3 in $\alpha$ with positive leading coefficient $\beta$, and the derivative

$$\frac{d\phi}{d\alpha} = 1 - 2\alpha \beta - 2\alpha + 3\alpha^2 \beta + \frac{1}{4} \beta = \left(\alpha - \frac{1}{2}\right) \left(3\alpha \beta - \frac{1}{2} \beta - 2\right).$$

Notice that $\left(3\alpha \beta - \frac{1}{2} \beta - 2\right)$ for $\alpha = \frac{1}{2}$ has value $2\beta - 2 \leq 0$, thus the linear form $\left(3\alpha \beta - \frac{1}{2} \beta - 2\right)$ has a root $\alpha \geq \frac{1}{2}$.

A polynomial of degree 3 with positive leading coefficient attains its maximum on an interval, either at the smaller root of its derivative, or at the endpoints of the interval. We have
\[
\phi\left(0, \beta, \frac{1}{2}\right) = 0, \quad \phi\left(1, \beta, \frac{1}{2}\right) = \frac{1}{4} \beta, \quad \phi\left(\frac{1}{2}, \beta, \frac{1}{2}\right) = \frac{1}{4},
\]

thus \(\phi \leq \frac{1}{4}\) attaining the maximum value for \((\alpha, \beta, \gamma) = \left(\frac{1}{2}, \beta, \frac{1}{2}\right), \left(1, 1, \frac{1}{2}\right)\).

\[\blacksquare\]

**Proof of Theorem 3.2.** Fix \(\varepsilon > 0\) and a tree \(G\) with \(n\) vertices. Recall again that \(\delta_{\varepsilon}\) is defined so that the statement of Lemma 3.4 holds.

Let \(v_1, \ldots, v_k\) be all vertices in \(G\) of degree at least \(\delta_{\varepsilon} \frac{\varepsilon}{10} n\). Notice that \(k < \frac{20}{\varepsilon \delta_{\varepsilon}}\). For every edge \(e\) incident to \(v_i\) consider \(G\) as a rooted tree with \(v_i\) being the root. For every edge \(e\) incident to \(v_i\), if the subtree of \(G\) attached to the root by \(e\) has more than \(\delta_{\varepsilon} \frac{\varepsilon}{10} n\) vertices, add \(e\) to the set \(R\). The set \(R\) has at most \(k \cdot \frac{10}{\varepsilon \delta_{\varepsilon}} < \frac{20}{\varepsilon \delta_{\varepsilon}} \cdot \frac{10}{\varepsilon \delta_{\varepsilon}}\) edges in total (over all \(v_i\) and \(e\)).

Consider connected components \(H_1, \ldots, H_m\) of the graph obtained from \(G\) by removing edges from \(R\). No two vertices \(v_1, \ldots, v_k\) belong to the same component, so without loss of generality assume that \(v_i \in H_i\). Let \(H\) be a tree obtained from trees \(H_{k+1}, \ldots, H_m\) by joining them one by another with edges attached to their leaves (in order not to increase their maximum degree).

Consider \(H\). Its maximum degree is at most \(\delta_{\varepsilon} \frac{\varepsilon}{10} n\), as \(H\) does not contain any of vertices \(v_1, \ldots, v_k\). If \(|H| \geq \frac{\varepsilon}{10} n\), then \(H\) satisfies the assumptions of Lemma 3.5, and therefore

\[
\max_A CC_H(A) \leq \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) |H|.
\]

Otherwise, when \(|H| < \frac{\varepsilon}{10} n\), we have a bound \(\max_A CC_H(A) < \frac{\varepsilon}{10} n\). Hence, together

\[
\max_A CC_H(A) \leq \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) |H| + \frac{\varepsilon}{10} n.
\]

Consider \(H_i\) (for \(i = 1, \ldots, k\)). It contains a vertex \(v_i\) of degree at least \(\delta_{\varepsilon} \frac{\varepsilon}{10} n\) and degrees of the remaining vertices are at most \(\delta_{\varepsilon} \frac{\varepsilon}{10} n\). Hence \(H_i\) satisfies the assumptions of Lemma 3.6, and therefore

\[
\max_A CC_{H_i}(A) \leq \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) |H_i|.
\]

We have a bound

\[
\max_A CC_G(A) \leq \sum_{i=1}^k \max_A CC_{H_i}(A) + \max_A CC_{H_{k+1} \cup \ldots \cup H_m}(A)
\]

\[
\leq \sum_{i=1}^k \max_A CC_{H_i}(A) + \max_A CC_H(A) + |R|
\]

\[
\leq \sum_{i=1}^k \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) |H_i| + \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) |H| + \frac{\varepsilon}{10} n + |R|
\]

\[
= \left(\frac{1}{4} + \frac{8}{10} \varepsilon\right) n + \frac{\varepsilon}{10} n + |R| \leq \left(\frac{1}{4} + \varepsilon\right) n
\]

for sufficiently large \(n\).
4 | \textbf{k-TREES}

Recall that a graph \( G \) is \( k \)-degenerate if every induced subgraph of \( G \) has a vertex of degree at most \( k \). Equivalently, the coloring number of \( G \) is at most \( k + 1 \)—that is, there exists an ordering of vertices of \( G \) such that each vertex is joined to at most \( k \) vertices that are earlier in the ordering.

A graph \( G \) is maximal \( k \)-degenerate if, as its name says, it is maximal with respect to the inclusion of edges among \( k \)-degenerate graphs on a given vertex set. Equivalently, there exists an ordering \( v_1, \ldots, v_n \) of vertices of \( G \) such that the first \( k \) vertices form a clique \( K_k \), and each of the remaining vertices is joined to exactly \( k \) vertices that are earlier in the ordering. This ordering is not unique, however we fix one and consider maximal \( k \)-degenerate graphs as equipped with such an ordering. For a vertex \( v \) (not from the initial \( K_k \)) denote by \( M_v \) the set of exactly \( k \) neighbors that are earlier in the ordering, for vertices of the initial \( K_k \) we set \( M_v = \{ v_1, \ldots, v_{k-1} \} \).

A graph \( G \) is \( k \)-tree if it is maximal \( k \)-degenerate, and sets \( M_v \) are cliques. The notion of a \( k \)-tree is inseparably connected with another well-known graph parameter—treewidth. Namely, \( k \)-trees are exactly maximal (w.r.t. the inclusion of edges) graphs with treewidth equal to \( k \).

4.1 | Blind variant

**Theorem 4.1.** Suppose \( G \) is a \( k \)-tree with \( n \) vertices. An almost (up to a constant) optimal strategy is to stop after \( l = \frac{1}{k+1} n \) vertices. We have

\[
\frac{k^k}{(k+1)^{k+1}} n - \frac{(k+2)}{e} < CC \left[ \frac{1}{k+1} n \right] \leq \max_l CC[l] < \frac{k^k}{(k+1)^{k+1}} n + 1.
\]

**Proof.** The stopping function \( l \) can depend only on \( n \), since the algorithm does not have any other information. Suppose the algorithm stops after \( l(n) = an \) steps and \( F \) is the set of active vertices.

Suppose \( C \) is an induced subgraph of a \( k \)-tree \( G \), and \( C \) is connected. Observe that, since \( G \) is a \( k \)-tree, \( C \) has exactly one vertex \( v \) such that \( M_v \cap C = \emptyset \). Namely, \( v \) has to be the least vertex of \( C \) in the \( k \)-tree ordering. Hence, the number of connected components in an induced subgraph \( F \) of \( G \) is equal to the number of vertices \( v \) in \( F \) such that \( M_v \cap F = \emptyset \). For \( v \in V(G) \) let \( X_v \) be a random variable \( X_v = \mathbb{I}(v \in F \text{ and } M_v \cap F = \emptyset) \) for \( F \) a random subset of size \( l \). We have

\[
CC(F) = \sum_{v \in V(G)} X_v,
\]

\[
\mathbb{E}(CC[l]) = \sum_{v \in V(G)} \mathbb{E}(X_v).
\]

For a vertex \( v \) (not from the initial \( k \)-clique) we have

\[
\mathbb{E}(X_v) = \frac{n-l}{n} \cdot \frac{n-1}{n-1} \cdots \frac{n-1}{n-k+1} \cdot \frac{l}{n-k} \leq \frac{n-l}{n} \cdot \frac{n-1}{n} \cdots \frac{n-1}{n} \cdot \frac{l}{n-k}
\]

\[
= \left( \frac{n-an}{n} \right)^k \cdot \frac{an}{n-k} = (1-a)^k a \frac{n}{n-k}.
\]

Altogether, taking into account that on the first \( k \) vertices there is at most one connected component, we have a bound

\[
\mathbb{E}(CC[l]) = \sum_{v \in V(G)} \mathbb{E}(X_v) < 1 + (n-k)(1-a)^k a \frac{n}{n-k} = (1-a)^k an + 1.
\]
The function \( (1 – \alpha)^k \alpha \) maximizes for \( \alpha = \frac{1}{k+1} \), so
\[
\mathbb{E}(CC[l]) < \frac{k^n}{(k + 1)^{k+1}} n + 1.
\]

Now, consider \( l = \frac{1}{k+1} n \) (\( \alpha = \frac{1}{k+1} \)). We have
\[
\mathbb{E}(X_v) = \frac{n-l}{n} \cdot \frac{n-l-1}{n-1} \cdots \frac{n-l-k+1}{n-k+1} \cdot \frac{l}{n-k} \\
\geq \left( \frac{n-\alpha n}{n} \right)^k \cdot \frac{\alpha n}{n} \cdot \left( \frac{n-l-k}{n-l} \right)^k \\
= (1 – \alpha)^k \cdot \alpha \cdot \left( 1 – \frac{k+1}{n} \right)^k \\
\geq (1 – \alpha)^k \cdot \alpha \cdot \left( 1 – \frac{k(k+1)}{n} \right).
\]

Hence,
\[
CC \left[ \frac{1}{k+1} n \right] \geq (n - k)(1 – \alpha)^k \cdot \alpha \cdot \left( 1 – \frac{k(k+1)}{n} \right) \\
\geq \frac{k^n}{(k + 1)^{k+1}} n - \frac{(k + 2)k^{k+1}}{(k + 1)^{k+1}} \geq \frac{k^n}{(k + 1)^{k+1}} n - \frac{(k + 2)}{e}.
\]

4.2 Full information variant

We prove that for maximal \( k \)-degenerate graphs no algorithm scores asymptotically more than \( \left( \frac{k^n}{(k + 1)^{k+1}} + o(1) \right) n \) connected components. For \( k \)-trees this is exactly what a blind algorithm “wait until \( \frac{1}{k+1} \) fraction of vertices” gives. Hence, for \( k \)-trees full information does not give any asymptotic advantage compared to blindness.

The key part in the proof of the result for trees (Theorem 3.2) was to divide a tree into smaller trees with at most one vertex of large degree. But, maximal \( k \)-degenerate graphs or \( k \)-trees do not split that freely into smaller maximal \( k \)-degenerate graphs or \( k \)-trees. Therefore, in order to generalize maximal \( k \)-degenerate graphs to structure which can be easily divided into substructures, we introduce \( k \)-systems.

Let \( V \) be an \( n \)-element vertex set. By a \( k \)-system \( G \) we mean a set of pairs \( (v, M_v) \) such that \( v \in V \), \( M_v \) is a \( k \)-element subset of \( V \), \( v \notin M_v \), and every \( v \in V \) appears in at most one pair \( (v, M_v) \) in \( G \). The degree of a vertex \( v \in V \) in \( G \) is the number of sets \( M_w \) to which \( v \) belongs. The maximum degree of a \( k \)-system is the maximum degree of its vertices.

Notice that if \( G \) is a maximal \( k \)-degenerate graph, then the set of pairs
\[
\{(v, M_v) : v \in V(G) \setminus K_k \}
\]
is a \( k \)-system.

Suppose elements of the ground set \( V \) of a \( k \)-system \( G \) become active on-line in time, one by another, in a random order (permutation) \( \sigma \in S_n \). A pair \( (v, M_v) \) of \( G \) is a WV-pair exactly when \( v \) is
active and vertices of \( M_v \) are not active. Denote by \( WV_G(\sigma, t) \) the number of WV-pairs of \( G \) at a time \( t \) on a permutation \( \sigma \).

We begin with a key lemma, which splits \( k \)-systems like trees are split in the proof of Theorem 3.2, and which bounds the number of WV-pairs by an expression similar to the one from the proof of Lemma 3.6.

**Lemma 4.2.** Let \( k \) be a nonnegative integer. For every \( \varepsilon > 0 \) there exist numbers \( N_{k, \varepsilon}, c_k, d_k \) such that if \( n \geq N_{k, \varepsilon} \), then for every \( k \)-system \( G \) there exists a set of vertices \( D \subset V \) and a partition into \( k \)-systems

\[
D = \bigcup_{T \in D, |T| \leq k} G_T
\]

such that for \( (v, M_v) \in G_T \), inclusion \( T \subset M_v \) holds, and for every \( \alpha \in [0, 1] \)

\[
WV_G(\sigma, an) < \sum_{T \in D, |T| \leq k} \Pr(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{|T|} \alpha|G_T| + c_k \varepsilon n
\]

with probability greater than \( 1 - d_k \varepsilon \) (the ratio of \( \sigma \)'s for which the inequality holds).

One can interpret the lemma in a following way. \( \Delta \) is a set that contains all vertices of large degree. For \( T \subset D, |T| \leq k \) we have \( T \subset M_v \) for every \( (v, M_v) \in G_T \), and \( T \) is exactly the set of vertices which cause the most variability for \( WV_{G_T}(\sigma, an) \). Indeed, notice that if \( T \cap \sigma[an] \neq \emptyset \), then \( WV_{G_T}(\sigma, an) = 0 \). The lemma asserts that the behavior of \( WV_{G_T}(\sigma, an) \) with respect to the remaining vertices \( V \setminus T \) is predictable. Namely, the number of WV-pairs in the \( k \)-system \( G_T \) at any time \( an \) on almost any permutation is bounded from above by a formula depending only on \( \alpha \) and the size of \( G_T \) with an exception that presence/absence of vertices from \( T \) is taken into account. This formula reflects the expected number of WV-pairs in \( G_T \) at time \( an \) given an information if \( T \cap \sigma[an] = \emptyset \).

**Proof.** We prove the lemma by induction on \( k \).

For \( k = 0 \) the assertion with \( c_0 = d_0 = 1 \) reduces to the following statement—if an \( an \)-element subset \( S \) of \( V \) is taken at random, then

\[
\Pr(|G \cap S| < \alpha|G| + \varepsilon n) > 1 - \varepsilon,
\]

when \( n \) is large enough. This follows easily from Chebyshev’s inequality.

Suppose now that the lemma holds for all nonnegative integers less than \( k \). Fix \( k, \varepsilon \), and let \( H \) be an arbitrary \( k \)-system on the ground set \( V \) with the maximum degree at most \( \delta |H| \). We want to get a bound on \( WV_H(\sigma, an) \). Suppose that \( \alpha \geq 2\varepsilon \), and that \( an \)-element subset \( S \) of \( V \) is chosen at random, i.e. such that every set of \( an \) vertices is equally probable. Such a random choice of \( S \) can be done by a following procedure:

1. draw subset \( R \) of \( V \) randomly, such that each vertex is taken independently with probability \( \alpha - \varepsilon \),
2. if the size of \( R \) is not from the interval \( ((\alpha - 2\varepsilon)n, an) \) resample \( R \),
3. if the size of \( R \) is from the interval \( ((\alpha - 2\varepsilon)n, an) \) return as \( R' \).

Notice that already from the binomial distribution it follows that

\[
p = \Pr(|R| \in ((\alpha - 2\varepsilon)n, an)) \to_{n \to \infty} 1.
\]
In particular for sufficiently large \( n \) this probability is at least \( \frac{1}{2} \). Thus formally, for \( |R'| \in ((\alpha - 2\varepsilon)n, an) \) the probability distribution of \( R' \) is equal to \( \frac{1}{p} \) times the probability distribution of \( R = R' \) in point 1.

4. \( an - |R'| < 2\varepsilon n \) vertices at random (such that every set is equally probable) and return as \( S \).

Since inclusions of individual elements in \( R \) (in point 1) are independent, then so are in \( V \setminus R \). Thus, we may use Janson’s inequality (Theorem 3.3) for a random set \( V \setminus R \) twice—once with a multiset \( \mathcal{A}_1 = \{ M_v : (v, M_v) \in H \} \) and secondly with a set \( \mathcal{A}_2 = \{ \{ v \} \cup M_v : (v, M_v) \in H \} \).

In the first case, denote \( X_1 = \{ v : M_v \subset V \setminus R \} \), and \( x_1 = |X_1| \). We have \( \mathbb{E}x_1 = (1 - \alpha + \varepsilon)^k|H| \). We want to get a bound on \( \mathbb{P}((x_1 > (1 + \varepsilon^2)\mathbb{E}x_1)). \) Since \( \mathbb{E}(x_1 - \mathbb{E}x_1) = 0 \) we have inequalities

\[
\mathbb{P}(x_1 > (1 + \varepsilon^2)\mathbb{E}x_1) \cdot \varepsilon^2 \mathbb{E}x_1 \leq \int \max(x_1 - \mathbb{E}x_1, 0)
= \int -\min(x_1 - \mathbb{E}x_1, 0) \leq 1 \cdot \varepsilon^3 \mathbb{E}x_1 + \mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1) \cdot \mathbb{E}x_1,
\]

where the upper bound by \( \mathbb{E}x_1 \) for the second factor in the last summand is thanks to the fact that the random variable \( x_1 \) is nonnegative. Therefore,

\[
\mathbb{P}(x_1 > (1 + \varepsilon^2)\mathbb{E}x_1) \leq \frac{\varepsilon^3 + \mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1)}{\varepsilon^2} = \varepsilon + \frac{1}{\varepsilon^2} \mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1).
\]

Now, by Janson’s inequality (Theorem 3.3) we have that

\[
\mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1) \leq \exp\left(-\frac{1}{2} \frac{\mathbb{E}^6(x_1)^2 + \sum_{(A,B) \in \mathcal{A}_1^2 : A \neq B, B = \emptyset} \mathbb{E}X_A X_B}{\mathbb{E}x_1}\right).
\]

Notice that the number of pairs \( (A,B) \in \mathcal{A}_1^2 : A \neq B, A \cap B \neq \emptyset \) is at most \( \delta |H|^2 \). Moreover, \( \mathbb{E}X_A X_B \leq \mathbb{E}X_A = (1 - \alpha + \varepsilon)^k \). Thus,

\[
\mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1) \leq \exp\left(-\frac{1}{2} \frac{\mathbb{E}^6(1 - \alpha + \varepsilon)^{2k}|H|^2}{(1 - \alpha + \varepsilon)^2 (1 - \alpha + \varepsilon)^2 |H|^2} + \sum_{(A,B) \in \mathcal{A}_1^2 : A \neq B, B = \emptyset} \mathbb{E}X_A X_B\right)
\]

\[
= \exp\left(-\frac{1}{2} \frac{\varepsilon^6(1 - \alpha + \varepsilon)^k|H|^2}{1 + \delta |H|^2}\right) \leq \exp\left(-\frac{1}{2} \frac{\varepsilon^{6+k}}{1 + \delta |H|^2}\right).
\]

so for sufficiently large \( |H| \) and small \( \delta \) the probability \( \mathbb{P}(x_1 \leq (1 - \varepsilon^3) \mathbb{E}x_1) \) is smaller than \( \varepsilon^3 \), and as a consequence \( \mathbb{P}((x_1 > (1 + \varepsilon^2)\mathbb{E}x_1) \) is smaller than \( 2\varepsilon \).

In the second case, denote \( X_2 = \{ v : \{ v \} \cup M_v \subset V \setminus R \} \), and \( x_2 = |X_2| \). We have \( \mathbb{E}x_2 = (1 - \alpha + \varepsilon)^{k+1}|H| \). We want to get a bound on \( \mathbb{P}(x_2 < (1 - \varepsilon^2)\mathbb{E}x_2) \). By Janson’s inequality (Theorem 3.3) we have that

\[
\mathbb{P}(x_2 \leq (1 - \varepsilon^2) \mathbb{E}x_2) \leq \exp\left(-\frac{1}{2} \frac{\mathbb{E}^4(x_2)^2 + \sum_{(A,B) \in \mathcal{A}_1^2 : A \neq B, B = \emptyset} \mathbb{E}X_A X_B}{\mathbb{E}x_2}\right).
\]
Now, the number of pairs \((A, B) \in A^2_2 : A \neq B, A \cap B \neq \emptyset\) is at most \(|H|(\delta|H| + 1)\). Again, \(\mathbb{E}X_A X_B \leq \mathbb{E}X_A = (1 - \alpha + \varepsilon)^{k+1}\). Thus,

\[
\mathbb{P}(x_2 \leq (1 - \varepsilon^2) \mathbb{E}x_2) \leq \exp\left(-\frac{1}{2} \frac{\varepsilon^4(1 - \alpha + \varepsilon)^{2(k+1)|H|^2}}{1 - \alpha + \varepsilon)^{k+1}|H|(1 + \delta|H| + 1)}\right)
\]

so for sufficiently large \(|H|\) and small \(\delta\) the probability \(\mathbb{P}(x_2 \leq (1 - \varepsilon^2) \mathbb{E}x_2)\) is smaller than \(2\varepsilon\).

Denote by \(\delta_{k,\varepsilon}\) the value such that for every \(\delta < \delta_{k,\varepsilon}\) and sufficiently large \(|H|\) both probabilities are smaller than \(2\varepsilon\). Then, we have

\[
2\varepsilon + 2\varepsilon > \mathbb{P}((x_1 > (1 + \varepsilon^2)\mathbb{E}x_1) \cup (x_2 < (1 - \varepsilon^2)\mathbb{E}x_2))
\]

\[
\geq \mathbb{P}((x_1 > (1 + \varepsilon(\alpha - \varepsilon))\mathbb{E}x_1) + \mathbb{P}((x_2 < (1 - \varepsilon(\alpha - \varepsilon))\mathbb{E}x_2))
\]

\[
\geq \mathbb{P}((x_1 > (1 + \varepsilon(\alpha - \varepsilon))\mathbb{E}x_1) + \mathbb{P}((x_2 < (1 - \varepsilon(\alpha - \varepsilon))\mathbb{E}x_2))
\]

\[
= \mathbb{P}((x_1 - \mathbb{E}x_1) > \varepsilon(\alpha - \varepsilon)\mathbb{E}x_1) + \mathbb{P}((x_2 - \mathbb{E}x_2) > \varepsilon(\alpha - \varepsilon)\mathbb{E}x_2)
\]

\[
\geq \mathbb{P}((x_1 - \mathbb{E}x_1) \cup (x_2 - \mathbb{E}x_2) > 2\varepsilon(\alpha - \varepsilon)\mathbb{E}x_1)
\]

\[
= \mathbb{P}((x_1 - \mathbb{E}x_1) \cup (x_2 - \mathbb{E}x_2) > 2\varepsilon(\mathbb{E}x_1 - \mathbb{E}x_2))
\]

\[
= \mathbb{P}((x_1 - x_2) > 2\varepsilon((1 - \alpha + \varepsilon)^k - (1 - \alpha + \varepsilon)^{k+1})|H|)
\]

\[
\geq \mathbb{P}((x_1 - x_2) > 2\varepsilon(1 - \alpha + \varepsilon)^k|H| + 2k\varepsilon|H|).
\]

Notice that

\[
WV_H(R) = x_1 - x_2,
\]

therefore after adding at most \(2\varepsilon n\) vertices we get a bound

\[
WV_H(\sigma, an) < \alpha(1 - \alpha)^k|H| + 2k\varepsilon|H| + 2\varepsilon n \leq \alpha(1 - \alpha)^k|H| + (2k + 2)\varepsilon n
\]

with probability greater than \(1 - 8\varepsilon\) (the probability of failure is multiplied by \(-\frac{1}{p}\), so at most doubled because of the difference in distributions of \(R\) and \(R'\)). Now, when \(\alpha < 2\varepsilon\) we have that

\[
\mathbb{P}(|S| > 2an) < \varepsilon
\]

when \(n\) is large enough. Thus,

\[
WV_H(\sigma, an) \leq 2an < 4\varepsilon n
\]

with probability greater than \(1 - \varepsilon\).

Let \(G\) be a \(k\)-system. Let \(v_1, \ldots, v_l\) be all vertices in \(G\) of degree at least \(\varepsilon \delta_{k,\varepsilon} n\). Notice that \(l < \frac{k}{\varepsilon \delta_{k,\varepsilon}}\).

Define \(k\)-systems \(G_i\) inductively

\[
G_i = \{(v, M_v) \in G \setminus (G_1 \cup \cdots \cup G_{i-1}) : v_i \in M_v\},
\]

and \(H = G \setminus (G_1 \cup \cdots \cup G_l)\). Clearly, \(G = G_1 \cup \cdots \cup G_l \cup H\).
Notice that either $|H| \geq \varepsilon n$, so $H$ has maximum degree at most $\delta_{k, \varepsilon}|H|$, and the above bounds are satisfied for $H$. Or, otherwise $|H| < \varepsilon n$ and $WV_H(\sigma, an) < \varepsilon n$.

Observe that for every $G_i$ the following

$$G_i = \{(v, M_i \setminus \{v_i\}) : (v, M_i) \in G_i\}$$

is a $(k - 1)$-system. Moreover,

$$WV_{G_i}(\sigma, an) = \mathbb{P}(v_i \notin \sigma[an])WV_{\overline{G}_i}(\sigma, an).$$

Hence, from the inductive assumption we get $D_i \subset V$ and a partition

$$G_i = \bigsqcup_{T_i \subset D_i, |T_i| \leq k-1} G_{i[T_i]}$$

such that

$$WV_{\overline{G}_i}(\sigma, an) < \sum_{T_i \subset D_i, |T_i| \leq k-1} \mathbb{P}(T_i \cap \sigma[an] = \emptyset)(1 - \alpha)^{k-1-|T_i|a}|\overline{G}_{i[T_i]}| + c_{k-1} \varepsilon n$$

with probability greater than $1 - d_{k-1} \varepsilon$.

For $G$ define $D = \bigcup_{i=1}^l D_i \cup \{v_i\}$, and define $G_\emptyset = H$, and for $\emptyset \neq T \subset D$: $G_T \neq \emptyset$ only when $v_i \in T$ and $T_i = T \setminus \{v_i\} \subset D_i$ for some $i$, then

$$G_T = \{(v, M_v) \in G : (v, M_v \setminus \{v_i\}) \in \overline{G}_{i[T_i]}\}.$$

We are ready to show the inequality from the assertion

$$WV_G(\sigma, an) = \sum_{i=1}^l WV_{G_i}(\sigma, an) + WV_H(\sigma, an)$$

$$< \sum_{i=1}^l \sum_{T_i \subset D_i, |T_i| \leq k-1} \mathbb{P}(v_i \notin \sigma[an])\mathbb{P}(T_i \cap \sigma[an] = \emptyset)(1 - \alpha)^{k-1-|T_i|a}|\overline{G}_{i[T_i]}| + c_{k-1} \varepsilon n$$

$$+ \alpha(1 - \alpha)^k|H| + (2^k + 2)\varepsilon n$$

$$= \sum_{T \subset D, |T| \leq k} \mathbb{P}(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{k-1|T|a}|G_T| + \left(\frac{k}{\varepsilon} c_{k-1} + 2^k + 2\right) \varepsilon n$$

with probability greater than $1 - \left(\frac{k}{\varepsilon} d_{k-1} + 8\right) \varepsilon$. We get the inductive assertion with $c_k = \frac{k}{\varepsilon} c_{k-1} + 2^k + 2$ and $d_k = \frac{k}{\varepsilon} d_{k-1} + 8$.

\begin{theorem}
For every $\varepsilon > 0$ there exists an integer $N_\varepsilon$ such that if $G$ is a maximal $k$-degenerate graph with $n \geq N_\varepsilon$ vertices, then

$$\max_{A} CC(A) \leq \left(\frac{k^k}{(k+1)^{k+1}} + \varepsilon\right)n.$$
\end{theorem}
Proof. We begin with an easy observation which changes the object we study. Suppose $C$ is a connected induced subgraph of a maximal $k$-degenerate graph $G$. Observe that $C$ has at least one vertex $v$ such that $M_v \cap C = \emptyset$. We call such a vertex a witnessing vertex of the component. Indeed, the least vertex of $C$ in the maximal $k$-degenerate graph ordering has this property. Hence, the number of connected components in an induced subgraph $F$ of $G$ is less or equal to the number of witnessing vertices $v$ in $F$, that is $v \in F$ such that $M_v \cap F = \emptyset$.

We denote by $WV(\sigma, t)$ the number of witnessing vertices in the active part of $G$ at a time $t$ on a permutation $\sigma$—that is, the number of witnessing vertices in the induced subgraph $G(\sigma, t)$. Analogously to $CC$, $WV(A) = \frac{1}{n!} \sum_{\sigma \in S_n} WV(\sigma, A(\sigma))$ is the expected value of the number of witnessing vertices at the stopping time of a stopping algorithm $A$. Hence,

$$\max_A CC(A) \leq \max_A WV(A).$$

Suppose $A_{\text{opt}}$ is an optimal algorithm for $WV$ in $G$—an algorithm that maximizes the expected number of witnessing vertices at the stopping time. Namely,

$$\max_A WV(A) = WV(A_{\text{opt}}).$$

Let $A_{\text{cut}}^{\text{opt}}$ be the algorithm $A_{\text{opt}}$ with an additional rule, that it stops at latest at a time $(1 - \frac{\epsilon}{10})n$. Namely, $A_{\text{cut}}^{\text{opt}}(\sigma) = \min \{ A_{\text{opt}}(\sigma), (1 - \frac{\epsilon}{10})n \}$. Clearly,

$$WV(A_{\text{opt}}) \leq WV(A_{\text{cut}}^{\text{opt}}) + \frac{\epsilon}{10} n.$$ 

For every permutation $\sigma \in S_n$ the algorithm $A_{\text{cut}}^{\text{opt}}$ stops at some time $A_{\text{cut}}^{\text{opt}}(\sigma)$. We consider thresholds (steps) $an$ for every $n \in \{ \frac{\epsilon^2}{100k}, \frac{2 \epsilon^2}{100k}, \ldots, \frac{100k^2 \epsilon^2}{100k} \}$. Let $S_a$ be the set of all permutations $\sigma$ such that $A_{\text{cut}}^{\text{opt}}(\sigma) = (\sigma - \frac{\epsilon^2}{100k}, an)$. Let $A_{\text{step}}$ be a step-algorithm from $A_{\text{opt}}^{\text{cut}}$—an algorithm such that $A_{\text{step}}(\sigma) = an$ for $\sigma \in S_a$. Clearly, it is a stopping algorithm ($A_{\text{step}}$ stops at a next step after a stopping algorithm $A_{\text{cut}}^{\text{opt}}$ stops).

Notice that for any permutation $\sigma \in S_a$ we have

$$WV(\sigma, A_{\text{cut}}^{\text{opt}}(\sigma)) \leq \mathbb{E}_\tau WV(\tau, an) + \frac{2 \epsilon}{10} n = \mathbb{E}_\tau WV(\tau, A_{\text{step}}(\tau)) + \frac{2 \epsilon}{10} n,$$

where the expected value is taken over all permutations $\tau$ such that $\sigma(i) = \tau(i)$ for $i = 1, \ldots, A_{\text{cut}}^{\text{opt}}(\sigma)$. Indeed, the sum of degrees of all the remaining vertices (not among $\sigma(1), \ldots, \sigma(A_{\text{cut}}^{\text{opt}}(\sigma))$) is at most $2kn$. The number of all the remaining vertices is at least $\frac{\epsilon}{10} n$. And, the number of vertices to come (from $A_{\text{opt}}^{\text{cut}}(\sigma)$ to $an$) is at most $\frac{\epsilon^2}{100k} n$. Thus, average number of witnessing vertices $v$ that disappear (because a vertex in their set $M_v$ appears) is at most

$$2kn \cdot \frac{\epsilon^2}{100k} n = \frac{2 \epsilon}{10} n.$$ 

Therefore, summing up these inequalities with right weights, we get just from the definition

$$WV(A_{\text{cut}}^{\text{opt}}) \leq WV(A_{\text{step}}) + \frac{2 \epsilon}{10} n.$$
Consider $G$ as an obvious $k$-system, namely as a set of pairs $(v, M_v)$. Clearly, the number $WVG(\sigma, an)$ means the same when $G$ is a maximal $k$-degenerate graph, and when it is a $k$-system. By Lemma 4.2 applied for $\epsilon = \min\{\frac{\epsilon}{1000k^4}, \frac{\epsilon}{10}\}$ there exists a set of vertices $D$ in $G$ and a partition

$$G = \bigsqcup_{T \subset D, |T| \leq k} G_T$$

such that for $(v, M_v) \in G_T$, inclusion $T \subset M_v$ holds, and for every $\alpha \in [0, 1]$

$$WVG(\sigma, an) < \sum_{T \subset D, |T| \leq k} \mathbb{P}(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{k - |T|} a |G_T| + c_k \epsilon n$$

with probability of an “odd” event of failure at most $d_k \epsilon$. Therefore, with high probability (we mean the ratio of permutations $\sigma$ for which it is true), at least $1 - \frac{\epsilon}{10}$ (we exclude here over all considered thresholds (steps) $\alpha$ “odd” events),

$$WVG(\sigma, an) < \sum_{T \subset D, |T| \leq k} \mathbb{P}(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{k - |T|} a |G_T| + \frac{\epsilon}{10} n.$$ 

The algorithm $A_{\text{step}}$ is a stopping algorithm with values in our thresholds (steps). Hence, the above inequality holds for its stopping times. Taking into account $\frac{\epsilon}{10}$ remaining cases we get an inequality

$$WV(A_{\text{step}}) \leq \max_A \mathbb{M}(A) + \frac{2\epsilon}{10} n,$$

where $\max_A \mathbb{M}(A)$ is the maximum expected score of a stopping algorithm in the following “meta” game $\mathbb{M}$:

*Elements of an $n$-element set $V$ become active on-line in time, one by another, in a random order (permutation) $\sigma \in S_n$. The score after $an$ moves is given by the formula:

$$\sum_{T \subset D, |T| \leq k} \mathbb{P}(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{k - |T|} a |G_T|.$$*

Obviously, the score in the meta game $\mathbb{M}$ is bounded from above by a sum

$$\max_A \mathbb{M}(A) \leq \sum_{T \subset D, |T| \leq k} \max_A \mathbb{M}_T(A),$$

where $\mathbb{M}_T$ is an analogous meta game with the score after $an$ moves given by the formula:

$$\mathbb{P}(T \cap \sigma[an] = \emptyset)(1 - \alpha)^{k - |T|} a |G_T|.$$ 

Observe that the only information a stopping algorithm gets during the $\mathbb{M}_T$ game (that was not present at the beginning of the game, and that impacts the score) is whether $T \cap \sigma[an] \neq \emptyset$. However, when $T \cap \sigma[an] \neq \emptyset$, then the present and future scores are 0. Therefore, the maximum score a stopping algorithm can achieve in the meta game $\mathbb{M}_T$ is realized by the following strategy $A_\alpha$ with parameter $\alpha$:

- take exactly $an$ vertices.

The expected score of the algorithm $A_\alpha$ is given by the formula

$$(1 - \alpha)^{|T|}(1 - \alpha)^{k - |T|} a |G_T| = (1 - \alpha)^k a |G_T|,$$
which maximizes for \( \alpha = \frac{1}{k+1} \). So, the maximum expected score in the meta game \( M_T \) satisfies

\[
\max_A M_T(A) \leq \left( \frac{k^k}{(k+1)^{k+1}} \right) |G_T|.
\]

As a consequence, the score in the meta game \( M \) is at most

\[
\sum_{T \subset D, |T| \leq k} \left( \frac{k^k}{(k+1)^{k+1}} \right) |G_T| = \frac{k^k}{(k+1)^{k+1}} (n - k).
\]

Finally,

\[
\max_A CC(A) \leq \max_A WV(A) = WV(A_{opt}) \leq WV(A_{opt}) + \frac{\epsilon}{10} n
\]

\[
\leq WV(A_{step}) + \frac{2\epsilon}{10} n + \frac{\epsilon}{10} n = WV(A_{step}) + \frac{3\epsilon}{10} n
\]

\[
\leq \max_A M(A) + \frac{2\epsilon}{10} n + \frac{3\epsilon}{10} n \leq \left( \frac{k^k}{(k+1)^{k+1}} + \frac{5\epsilon}{10} \right) n.
\]

We proved that for \( k \)-trees there is no asymptotically better algorithm than wait until some number of vertices, that is asymptotically full information does not give any advantage compared to blindness. One could wonder if this is the case for all graphs. The answer is no.

**Remark 4.4.** There exist families of graphs \( \{G_n\}_{n \in \mathbb{N}} \) for which an optimal full information algorithm is asymptotically better than an optimal blind algorithm. That is,

\[
\liminf_{n \to \infty} \frac{\max_{A \rightarrow FL alg} CC_{G_n}(A)}{|G_n|} > \limsup_{n \to \infty} \frac{\max_{A \rightarrow B alg} CC_{G_n}(A)}{|G_n|}.
\]

A \( k \)-tree \( G \) is called a \( k \)-star if all vertices are joined to the initial clique \( K_k \), that is if for all vertices \( v \) (not from the initial \( K_k \)) \( M_v = K_k \). Clearly, in a \( k \)-star every vertex from the initial clique \( K_k \) is joined to every other vertex.

Consider a graph \( G \) constructed by joining by an edge a 2-star \( S_2 \) containing \( \frac{999}{1000} n \) vertices with a star \( S_1 \) containing \( \frac{1}{1000} n \) vertices. An almost optimal strategy:

- take exactly \( \frac{1}{3} n \) vertices,
- if at least one of the two vertices of the initial clique \( K_2 \) of \( S_2 \) arrives, then take exactly \( \frac{1}{2} n \) vertices in total.

In the first case we want to maximize the number of connected components in \( S_2 \). But, when a vertex of the initial clique \( K_2 \) comes, then there is only one connected component in \( S_2 \). Then, we start maximizing the number of connected components in \( S_1 \). There is no blind (fixed number of vertices stopping time) strategy asymptotically as good as this one.

**Remark 4.5.** Recently, it was shown [2] that when the maximum degree of a graph is very low, namely \( o(\sqrt{n}) \) (where \( n \) is the number of vertices the graph), then an optimal full information algorithm is asymptotically not better than an optimal blind algorithm.
5 | OPEN PROBLEMS

We know already an asymptotically best algorithm, however we still do not know an exact optimal stopping algorithm in the full information variant.

**Question 5.1.** How does an optimal stopping algorithm on a fixed tree behave?

It is natural to ask if we can get a better bound than in Theorem 3.2.

**Question 5.2.** Does there exist an integer $N$ such that if $G$ is a tree on $n$ vertices, then

$$\max_A CC_G(A) \leq \frac{1}{4}n + N?$$

Let $\mathcal{F}_k$ be a family of all maximal $k$-degenerate graphs. By Theorem 4.3 and Theorem 4.1 we have

$$\limsup_{G \in \mathcal{F}_k, |G| \to \infty} \frac{\max_A CC_G(A)}{|G|} = \frac{k^k}{(k + 1)^{k+1}}.$$

For $k$-trees we have equality $\limsup = \liminf$, but it is not hard to show a family of maximal $k$-degenerate graphs for which $\liminf$ is smaller.

**Question 5.3.** Determine the value

$$\liminf_{G \in \mathcal{F}_k, |G| \to \infty} \frac{\max_A CC_G(A)}{|G|}.$$

Another direction is to consider different classes of graphs. In our opinion it is natural to examine lattice graphs, ex. $d$-dimensional grids—they are almost maximal $d$-degenerate, but when $d \geq 2$ their tree-width is unbounded, so they are not subgraphs of $k$-trees (for any $k$).

**Question 5.4.** What is the maximum expected number of connected components a stopping algorithm can guarantee on a $d$-dimensional grid?

It is natural to examine triangulated planar graphs—they include 2-dimensional grids, and are 5-degenerate.

**Question 5.5.** What is the maximum expected number of connected components a stopping algorithm can guarantee on a triangulated planar graph?

We can also change the notion of connectivity and receive a different problem.

**Question 5.6.** Suppose edges of an $n$-clique $K_n$ become active on-line in time in a random order. Find a stopping algorithm that maximizes the expected number of 2-connected components in the active part. Find this maximum expected number.

ACKNOWLEDGEMENTS

We thank Małgorzata Sułkowska for stimulating discussions and helpful comments.
REFERENCES

1. F. Benevides and M. Sulkowska, Percolation and best-choice problem for powers of paths, J. Appl. Probab. 54 (2017), 343–362.
2. F. Benevides, M. Sulkowska, Maximizing the expected number of components in an online search of a graph, arXiv:2004.00938v1.
3. F. T. Bruss, Sum the odds to one and stop, Ann. Probab. 28 (2000), 1384–1391.
4. T. Ferguson, Who solved the secretary problem? Stat. Sci. 4 (1989), 282–296.
5. R. Freij and J. Wästlund, Partially ordered secretaries, Electron. Commun. Probab. 15 (2010), 504–507.
6. N. Georgiou, M. Kuchta, M. Morayne, and J. Niemiec, On a universal best choice algorithm for partially ordered sets, Random Structure Algorithm 32 (2008), 263–273.
7. J. Gilbert and F. Mosteller, Recognizing the maximum of a sequence, J. Am. Stat. Assoc. 61 (1966), 35–73.
8. A. V. Gnedin, Multicriteria extensions of the best choice problem: sequential selection without linear order, in Strategies for sequential search and selection in real time (Amherst, MA, 1990), Contemp. Math., Vol. 125, Amer. Math. Soc., Providence, RI, 1992, 153–172.
9. W. Goddard, E. Kubicka, and G. Kubicki, An efficient algorithm for stopping on a sink in a directed graph, Oper. Res. Lett. 41 (2013), 238–240.
10. A. Grzesik, M. Morayne, and M. Sulkowska, From directed path to linear order—The best choice problem for powers of directed path, SIAM J. Discrete Math. 29 (2015), 500–513.
11. S. Janson, Poisson approximation for large deviations, Random Structure Algorithm 1 (1990), 221–230.
12. J. Kozik, Dynamic threshold strategy for universal best choice problem, DMTCS Proceedings, in 21st International Meeting on Probabilistic, Combinatorial, and Asymptotic Methods in the Analysis of Algorithms, Discrete Math. Theor. Comput. Sci., Nancy, France, 2010, 439–452.
13. G. Kubicki and M. Morayne, Graph-theoretic generalization of the secretary problem: the directed path case, SIAM J. Discrete Math. 19 (2005), 622–632.
14. D. V. Lindley, Dynamic programming and decision theory, J. Appl. Stat. 10 (1961), 39–51.
15. M. Morayne, Partial-order analogue of the secretary problem: The binary tree case, Discrete Math. 184 (1998), 165–181.
16. J. Preater, The best-choice problem for partially ordered sets, Oper. Res. Lett. 25 (1999), 187–190.
17. M. Sulkowska, The best choice problem for upward directed graphs, Discrete Optim. 9 (2012), 200–204.

How to cite this article: Lasoń M. Optimal stopping for many connected components in a graph. Random Struct Alg. 2021;59:267–287. https://doi.org/10.1002/rsa.21000