Abstract—Linearized Reed–Solomon (LRS) codes are sum-rank metric codes that fulfill the Singleton bound with equality. In the two extreme cases of the sum-rank metric, they coincide with Reed–Solomon codes (Hamming metric) and Gabidulin codes (rank metric). List decoding in these extreme cases is well-studied, and the two code classes behave very differently in terms of list size, but nothing is known for the general case. In this paper, we derive a lower bound on the list size for LRS codes, which is, for a large class of LRS codes, exponential directly above the Johnson radius. Furthermore, we show that some families of linearized Reed–Solomon codes with constant numbers of blocks cannot be list decoded beyond the unique decoding radius.
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I. INTRODUCTION

The sum-rank metrics is a fairly recent family of metrics: two vectors of length $n$ are split into $\ell$ blocks each and their sum-rank distance is the sum of the rank distances of the block pairs. For $\ell = n$, this is simply the Hamming metric, while for $\ell = 1$ it is the rank metric. This family was introduced in 2010 [1], motivated by applications in multi-shot network coding. Other applications are distributed storage [2], other aspects of network coding [3], and space-time codes [4]. There are several code constructions and decoding algorithms for codes in the sum-rank metric [3], [5]–[15].

The class of linearized Reed–Solomon (LRS) codes were introduced in [10], and for a given sum-rank metric, there is a large family of LRS codes meeting the Singleton bound for that metric. When the sum-rank metric is actually the Hamming metric, the corresponding family of LRS codes is the well-known Reed–Solomon (RS) codes [16], and when it is the rank metric, the corresponding LRS codes are the Gabidulin codes [17]–[19]. Also the restriction on the number of blocks $\ell$ and the block size $\frac{\ell}{\ell}$ of an LRS code are a mix of the two extreme cases: If the code is defined over $\mathbb{F}_{q^m}$, where the rank is taken w.r.t. the subfield $q$, then LRS codes require $\ell < q$ and $\frac{\ell}{\ell} \leq m$.

The topic of this paper is the list size [20], [21] of LRS codes, which is the maximum number of codewords in a ball of given radius in the sum-rank metric (maximized over all possible centers of the ball). For the extreme cases of LRS codes, the combinatorial list decoding problem is well-studied:

RS codes in the Hamming metric ($\ell = n$) have a polynomial list size up to the relative decoding radius $J_R = 1 - \sqrt{R}$, where $R$ the rate, known as the Johnson radius [22]. Understanding the list size beyond $J_R$ is a long-standing open problem. We know that “most” RS codes allow list decoding beyond $J_R$ [23]. On the other hand, [24] and [25] showed that the list size is exponential below the channel capacity for RS codes whose dimension grows exponentially slower than the length.

For Gabidulin codes in the rank metric ($\ell = 1$), Wachter-Zeh [26] and Raviv–Wachter-Zeh [27] adapted the arguments of [24], [25] to show that all Gabidulin codes with $n = m$ has an exponential list-size starting from $J_R$, and that some have exponential list size already from half the minimum distance. For the latter result, they gave explicit constructions with fixed rates $\geq 0.2$.

A. Contributions

We basically extend the known list size results for Gabidulin codes in the rank metric to almost all LRS codes in the sum-rank metric.

More specifically, in Section III, we show that all LRS codes have exponential list size in $n$ above a specific radius. For LRS codes with $\ell \in o(n)$ and of smallest possible field extension $m = \frac{q}{\ell}$, this radius is the Johnson radius $J_R$. For certain families of LRS codes with $\ell \in \Theta(n)$, we also obtain a fixed relative decoding radius slightly beyond $J_R$. For RS codes $\ell = n$, our bound is the same as in [25].

In Section IV, we show that some families of LRS codes have exponential list size directly above half the minimum distance. For $\ell = 1, 2, \ldots$, the constructed families may have rates $\geq 0.2, 0.33, 0.33, 0.5, 0.2, 0.33, \ldots$, and asymptotically $\geq 1 - \Theta(1/\sqrt{\ell})$. This result extends [27] to LRS codes with a constant number of blocks $\ell$.

The results indicate that LRS codes in the studied parameter ranges behave similarly to Gabidulin codes ($\ell = 1$) in terms of list decodability. Fig. 1 illustrates some of the results for LRS codes with $m = \frac{n}{\ell}$.
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Figure 1. Illustration of the results for LRS codes with block size $\frac{\ell}{\ell} = m$, where $m$ is the extension degree of the underlying field extension.
II. PRELIMINARIES

Let $q$ be a prime power and $m$ be a positive integer. We denote by $\mathbb{F}_q$ the finite field of size $q$ and by $\mathbb{F}_q^m$ its extension field of degree $m$. We will make use of the fact that $\mathbb{F}_q^m$ is an $m$-dimensional $\mathbb{F}_q$-vector space, which means that the rank $\text{rk}_{\mathbb{F}_q}(x) := \dim_{\mathbb{F}_q}(x_1, \ldots, x_n)_{\mathbb{F}_q}$ of a vector $x \in \mathbb{F}_q^m$ is well-defined.

A. Sum-Rank Metric

Throughout this paper, let $\ell, \eta, n \in \mathbb{Z}_{>0}$ such that $n = \ell \eta$. We say that $n$ is the code length, $\ell$ is the number of blocks, and $\eta$ is the block size. Such a triple together with a finite field $\mathbb{F}_q^m$ induces a sum-rank metric defined as follows.

Definition 1. The ($\ell$-)sum-rank weight on $\mathbb{F}_q^m$ is defined as

$\text{wt}_{SR, \ell, q} : \mathbb{F}_q^m \to \mathbb{Z}_{\geq 0}, \quad x \mapsto \sum_{i=1}^{\ell} \text{rk}_{\mathbb{F}_q}(x_i),$

where we write $x = (x_1| x_2 | \cdots | x_{\ell})$ with $x_i \in \mathbb{F}_q^m$. Furthermore, the ($\ell$-)sum-rank distance is defined as

$d_{SR, \ell, q} : \mathbb{F}_q^m \times \mathbb{F}_q^m \to \mathbb{Z}_{\geq 0}, \quad (x_1, x_2) \mapsto \text{wt}_{SR, \ell, q}(x_1 - x_2).$

For $\ell = 1$, the sum-rank metric coincides with the rank metric and for $\ell = n$, it is the Hamming metric.

The ball with center $r \in \mathbb{F}_q^m$ and radius $\tau$ w.r.t. the $\ell$-sum-rank metric is defined as

$B_{r, \ell}(\tau) := \{ x \in \mathbb{F}_q^m : d_{SR, \ell, q}(x, r) \leq \tau \}.$

If $C \subseteq \mathbb{F}_q^m$ is a code (i.e., any subset of $\mathbb{F}_q^m$), and $\tau$ is any positive integer at most $n$, then the $\tau$-list size of $C$ (wrt. the $\ell$-sum-rank) is defined as

$L(C, \tau) := \max_{r \in C} | C \cap B_{r, \ell}(\tau) |.$

B. Conjugacy in a Finite Field

Let $\psi \in \text{Gal}(\mathbb{F}_q^m/\mathbb{F}_q)$ be an element of the Galois group of the field extension $\mathbb{F}_q^m/\mathbb{F}_q$. This means that $\psi = \phi_q^a$ is a power of the Frobenius automorphism $\phi_q : \mathbb{F}_q^m \to \mathbb{F}_q^m$, $a \mapsto a^q$. The fixed field $\mathbb{F}_q^m$ of $\psi$ is the set $\{ a \in \mathbb{F}_q^m : \psi(a) = a \}$. Note that $\mathbb{F}_q^m$ is indeed a field and $\mathbb{F}_q \subseteq \mathbb{F}_q^m \subseteq \mathbb{F}_q^m$. Further $\mathbb{F}_q^m = \mathbb{F}_q$ exactly when $\psi$ generates the group $\text{Gal}(\mathbb{F}_q^m/\mathbb{F}_q)$, which is exactly when $\psi = \phi_q^{a}$ for an $s$ satisfying $\gcd(m, s) = 1$. The norm map w.r.t. $\psi$ is the multiplicative homomorphism

$\mathbb{F}_q^m \to (\mathbb{F}_q^m)^*, \quad [a] \mapsto \prod_{i=0}^{[\mathbb{F}_q^m:\mathbb{F}_q]-1} \psi^i(a).$

We define conjugacy as follows:

Definition 2 ([28], [29]). Two elements $a, b \in \mathbb{F}_q^m$ are conjugates w.r.t. $\psi$ if they have the same norm $N_{\psi}(a) = N_{\psi}(b)$.

This defines an equivalence relation on $\mathbb{F}_q^m$ with $| \mathbb{F}_q^m | - 1$ conjugacy classes of size $\frac{q^m}{[\mathbb{F}_q^m:\mathbb{F}_q]-1}$ each. By Hilbert’s Theorem 90, then $a$ and $b$ are conjugates if and only if there is a $c \in \mathbb{F}_q^m$ such that $a = b\psi(c)c^{-1}$.

The norm, and hence also conjugacy, turns out to not depend on $\psi$ but only on $\mathbb{F}_q^m$. Throughout this paper, $\sigma \in \text{Gal}(\mathbb{F}_q^m/\mathbb{F}_q)$ will be chosen to have fixed field $\mathbb{F}_q$, in which case $N_{\sigma}(a) = N_{\sigma,(a)} = a^{q^m + \cdots + q^1 - 1}$, and conjugacy w.r.t. $\sigma$ is the commonly used notion of conjugacy for the extension $\mathbb{F}_q^m/\mathbb{F}_q$.

C. Skew Polynomials

Skew polynomials were first introduced by Ore in [30] in a quite general setting. In this paper, we use the following special case (in particular, we do not use derivations):

Definition 3. The ring of skew polynomials $\mathbb{F}_q^m[x; \sigma]$ is a set of formal polynomials

$\{ f = \sum_{i=0}^{d} f_i x^i : f_i \in \mathbb{F}_q^m, d \in \mathbb{Z}_{\geq 0} \}$

equipped with ordinary (component-wise) addition

$f + g = \sum_{i=0}^{\max(d, e)} (f_i + g_i)x^i$

and the multiplication rule

$x \cdot a = \sigma(a) \cdot x,$

extended to polynomials by associativity and distributivity.

Multiplication in $\mathbb{F}_q^m[x; \sigma]$ is non-commutative whenever $\sigma \neq \text{id}$. The degree of a skew polynomial is defined as

$\deg f := \begin{cases} \max\{i : f_i \neq 0\}, & \text{if } f \neq 0, \\ -\infty, & \text{otherwise.} \end{cases}$

For an integer $n$, we denote by $\mathbb{F}_q^m[x; \sigma]_n$ the set of skew polynomials of degree smaller than $n$.

D. Generalized Operator Evaluation

The codes studied in this paper are evaluation codes of skew polynomials, where the used evaluation map is the generalized operator evaluation [31], defined as follows. Let $f \in \mathbb{F}_q^m[x; \sigma]$ and $a \in \mathbb{F}_q^m$. Define

$\text{ev}_{a, \beta}(\cdot) : \mathbb{F}_q^m[x; \sigma] \to \mathbb{F}_q^m,$

$f \mapsto \left[ f(\beta)_{a_1}, \ldots, f(\beta)_{a_k} \left[ f(\beta_{a_1}a_1), \ldots, f(\beta_{a_k}a_k) \right] \right].$

We will use such an evaluation map only when $a$ and $\beta$ satisfy certain criteria, which we give a name:

Definition 4. A pair $(a, \beta) \in \mathbb{F}_q^m \times \mathbb{F}_q^m$ is said to be an evaluation pair (wrt. $\sigma$) if the elements of $a$ are in distinct conjugacy classes, and the elements of $\beta$ are linearly independent over $\mathbb{F}_q$.

The following is well-known.

Lemma 1 (Collection of results in [10], or [12, Proposition 1.3.7]). Let $(a, \beta) \in \mathbb{F}_q^m \times \mathbb{F}_q^m$ be an evaluation pair. Then,

- the restricted mapping $\text{ev}_{a, \beta}(\cdot)|_{\mathbb{F}_q^m[x; \sigma]_n}$ is bijective and
- we have for any non-zero $f \in \mathbb{F}_q^m[x; \sigma]_n$

$\text{wt}_{SR, \ell, q}(\text{ev}_{a, \beta}(f)) \geq n - \deg f.$


E. Linearized Reed–Solomon Codes

**Definition 5** ([10]). Consider $\ell, \eta, n$ which induces a sum rank metric on $F_q^{mn}$ such that $\eta \leq m$ and $\ell < q$, and $\sigma$ an automorphism of $F_q$ with fixed field $F_\sigma$. Let $1 \leq k \leq n$ be a dimension and fix an evaluation pair $(a, \beta) \in F_q^m \times F_q^m$. The corresponding linearized Reed–Solomon (LRS) code is defined by

$$c_{\text{LRS}}^{(a,\beta)}[n,k] := \{ ev_{a,\beta}(f) : f \in F_{q^m}[x;\sigma]_{<k} \}.$$

It is immediately clear from Lemma 1 that the minimum $\ell$-sum-rank distance of $c_{\text{LRS}}^{(a,\beta)}[n,k]$ is $d = n - k + 1$, which is the maximal possible due to a Singleton-analogue for the $\ell$-sum-rank distance [10, Proposition 34]. For $\ell = 1$, the codes coincide with Gabidulin codes [17]–[19] and for $\ell = n$, they are generalized Reed–Solomon codes [16].

**F. Number of Matrices of a Given Rank**

The number of matrices in $F_q^{m \times n}$ of rank $t \leq \max \{ \eta, m \}$ is given by [32]

$$\text{NM}_q(m, \eta, t) = \prod_{i=0}^{t-1} \left( q^{m-i} - q^{\eta-i} \right) / q^{i},$$

and we can bound it from below and above by [32], [33]

$$\gamma_q^{-1} q^{(m+\eta - t)} \leq \text{NM}_q(m, \eta, t) \leq q^t \gamma_q^{(m+\eta - t)},$$

where $\gamma_q := \prod_{i=1}^{\infty} (1 - q^{-i})$ is a constant depending only on $q$, which is monotonically decreasing in $q$ with a limit of 1, and e.g. $\gamma_2 \approx 3.463$, $\gamma_3 \approx 1.785$, and $\gamma_4 \approx 1.452$.

The number of vectors in $F_q^m$ of $\ell$-sum-rank weight $t$ is defined as $N_{q,\eta,m}(t,\ell)$, and we have

$$N_{q,\eta,m}(t,\ell) = \sum_{t \in T_{r,\ell,\mu}} \prod_{i=1}^{\ell} \text{NM}_q(m, \eta, t),$$

We make use of the following lower bound on $N_{q,\eta,m}(t,\ell)$.

**Lemma 2** ([33]). We have

$$N_{q,\eta,m}(t,\ell) \geq \begin{cases} q^{(m+\eta - t)} - t, & \ell \leq t, \\ q^{(m+\eta - t)} - \frac{1}{2} \gamma_q t, & \ell > t. \end{cases}$$

**III. LRS Codes with Exponential List Size Above the (Hamming) Johnson Radius**

Our list-size lower bounds are based on the following simple counting strategy, originally used in [24] for the Hamming metric and expounded in [25]:

**Lemma 3.** Consider $\ell, \eta, n$ which induces a sum rank metric on $F_q^{mn}$ such that $\eta \leq m$ and $\ell < q$, and $\sigma$ an automorphism of $F_q$ with fixed field $F_\sigma$ and $C = c_{\text{LRS}}^{(a,\beta)}[n,k]$ a linearized RS code. Let $\tau$ be a positive integer less than $d = n - k + 1$. Let $S \subseteq F_q^{mn}[x;\sigma]_{\leq n}$ be a set of polynomials such that each element’s $ev_{a,\beta}$-image has $\ell$-sum-rank weight at most $\tau$. Let $s \leq n - k$ be the number of monomials among $x^k, x^{k+1}, \ldots, x^{n-1}$ such that there is at least one element of $S$ with non-zero coefficient for that monomial. Then

$$\mathcal{L}(C, \tau) \geq \frac{|S|}{q^ms}.$$

**Proof.** Divide $S$ into disjoint subsets such that all polynomials in each subset have the same coefficients of degree $k, k+1, \ldots, n-1$. Note that there are at most $q^ms$ such subsets. Let $S' \subseteq S$ be such a subset of maximal cardinality. By the Pigeonhole principle, then $L := |S'| \geq |S|q^{-ms}$. Write $S' = \{ f_1, \ldots, f_L \}$, and set

$$r := ev_{a,\beta}(f_1), c_i := ev_{a,\beta}(f_i - f_1) \quad \forall i = 1, \ldots, L.$$

Then,

$$\text{d}_{SR,\ell,q}(r, c_i) = wt_{SR,\ell,q}(ev_{a,\beta}(f_i)) \leq \tau$$

by definition of $S$ and $\deg(f_i - f_1) < k$ since the $n - k$ top-most coefficients of the $f_i$ are the same. Hence,

$$c_1, \ldots, c_L \in C \cap B_{\tau,\ell}(r),$$

which proves the claim.

The game is now to construct sets $S$ such that the trade-off between $|S|$ and $s$ makes the value $|S|q^{-ms}$ as large as possible.

Our first bound is achieved by choosing $S$ to be all possible satisfactory polynomials:

**Theorem 4.** Let $\ell, m, n, \eta, k, d$ be valid parameters of a linearized RS code $C$ and $\tau < d$. Then

$$\mathcal{L}(C, \tau) \geq q^m + \tau(m+\eta) - 2 - mdU^{-1},$$

where $U = \gamma_q^\ell$ if $\ell \mid \tau$ and $U = (q^{1/4}\gamma_q)^\ell$ otherwise.

**Proof.** Consider the set $S$ of all linearized polynomials of degree less than $n$ such that their $ev_{a,\beta}$-image has $\ell$-sum-rank weight at most $\tau$. Since $ev_{a,\beta} : F_q^{mn}[x;\sigma]_{\leq n} \to F_q^{mn}$ is a bijection, we have

$$|S| = \sum_{t=0}^{\tau} N_{q,\eta,m}(t,\ell) \geq q^\tau(n+\eta-t)U^{-1},$$

where the lower bound holds due to Lemma 2. Apply Lemma 3 with $s = n - k$.

There are many ways this can be phrased as an asymptotic bound. We give three examples: the first very general, while the second two are more specific but have clear take-aways.

**Corollary 5.** Fix a prime power $q$ and some real number $\varepsilon > 0$, and an infinite subset $N \subseteq \mathbb{N}$. Let $\{ C_n \}_{n \in N}$ be a family of linearized RS codes such that $C_n$ has length $n$ over an extension field of $F_q$. For each such $n \in N$, choose a decoding radius $\tau$ greater or equal to

$$\frac{\ell m + n - 2 - \ell^2 (1 + \log_q(\gamma_q)) - \ell m(d - 1) - \varepsilon n}{2m},$$

where the code parameters correspond to the respective code $C_n$. Then $\mathcal{L}(C_n, \tau_n) \in \Omega(q^{m/\ell}).$

**Corollary 6.** Fix a rate $R$. In the context of Corollary 5, assume that $C_n$ has $k = \lfloor Rn \rfloor$ and $m = \eta = n/\ell$, and where $\ell \in o(n)$ holds for the family. Then there is a sequence of decoding radii $\tau_n$ such that $\tau_n/n \to 1 - \sqrt{R} + \varepsilon$ and $\mathcal{L}(C_n, \tau_n) \in \omega(q^{m/\ell}).$
Proof. Since $\ell \in \mathcal{O}(n)$, we may choose as $\tau_n$ the least integer greater than $n(1 - \sqrt{R} + \varepsilon)$ which is divisible by $\ell$. Then we may set $U = \gamma^q_0$ in Theorem 4, and observe $\log_q(\mathcal{L}(C_n, \tau_n))$:

$$\log_q(\mathcal{L}(C_n, \tau_n)) \geq \frac{1}{\tau}(n + 2\tau + \varepsilon - \tau - nd) - \ell \log_q(\gamma_q)$$

$$= \frac{\varepsilon}{\tau}(2(1 - \sqrt{R} + \varepsilon) - (1 - \sqrt{R} + \varepsilon)^2 - (1 - \sqrt{R})) - \ell \log_q(\gamma_q)$$

$$= \frac{\varepsilon}{\tau}(2(\sqrt{R} - \varepsilon) - \ell \log_q(\gamma_q))$$

Since $\ell \in \mathcal{O}(n)$ then $\frac{\varepsilon}{\tau} \rightarrow \infty$ and $\frac{\varepsilon}{\tau} \rightarrow 0$, and hence $\mathcal{L}(C_n, \tau_n) \in \omega(q^n)$.

Recall that $m = \eta$ is the minimal possible field extension for a linearized RS code. Then Corollary 6 implies that as long as $\ell$ does not grow as fast as $n$, the list size grows exponentially above the Johnson bound.

The following corollary shows that slightly beyond the Johnson bound, we may even conclude an exponential list size bound for most families of LRS codes where $\ell$ grows linearly in $n$ (i.e. very Hamming-like codes):

Corollary 7. Fix a rate $R$ and a constant $a \in [0; 1[$ such that $\zeta := a^2(1/4 + \log_q(\gamma_q)) < R$. In the context of Corollary 5, assume that $C_n$ has $k = \lceil Rn \rceil$ and $m = \eta = n/\ell$, and where $\ell < an$, and choose $\varepsilon > \sqrt{R} - \sqrt{\zeta} - \varepsilon \in \mathbb{R}_+$. Then there is a sequence of decoding radii $\tau_n$ such that $\tau_n/n \rightarrow 1 - \sqrt{R} + \varepsilon$ and $\mathcal{L}(C_n, \tau_n) \in \omega(\eta^n)$, for some real number $b > 1$.

Proof. We set $\eta = (q^{1/\gamma_q})^\eta = q^{\varepsilon\gamma_q/a^2}$ in Theorem 4 and observe $\log_q(\mathcal{L}(C_n, \tau_n))$:

$$\log_q(\mathcal{L}(C_n, \tau_n)) \geq \frac{1}{\gamma_q}(n + 2\gamma_q - \tau - nd) - \frac{\varepsilon}{\gamma_q}\gamma_q$$

$$\geq \frac{\varepsilon}{\gamma_q}(2\sqrt{R} - \varepsilon) - \frac{\varepsilon}{\gamma_q}\gamma_q$$

$$= \eta \frac{\varepsilon}{\gamma_q},$$

where $\delta := -\varepsilon^2 + 2\sqrt{R} - \zeta$. Then $\delta > 0$ is assured by the choice of $\varepsilon$. Choosing $b = q^{\varepsilon/\gamma_q}$ completes the proof.

IV. SOME LRS CODES CANNOT BE LIST DECODED AT ANY RADIUS

In the following, if $f \in \mathbb{F}_q^m[x; \sigma]$, then $\text{supp}(f)$ denotes the set of exponents for which $f$ has a non-zero monomial. E.g. if $f = x^3 + 3$, then $\text{supp}(f) = \{0, 3\}$.

A. Sparse Skew Polynomials

Definition 6. Consider $\ell, \eta, n$ which induces a sum rank metric on $\mathbb{F}_q^n$ such that $\eta \leq m$ and $\ell < q$, and $\sigma$ an automorphism of $\mathbb{F}_q$ with fixed field $\mathbb{F}_q$, and let $(a, \beta) \in \mathbb{F}_q^m \times \mathbb{F}_q^m$ be an evaluation pair. Let $0 \leq \tau \leq n$ be a decoding radius and let $g \in \mathbb{F}_q^\tau$ be a sparsity index. We define the set

$$\mathcal{R}^{(a, \beta)}_{\gamma}(\sigma, \tau) := \left\{ f \in \mathbb{F}_q^m[x; \sigma]_{\leq n} : \text{supp}(f) \subseteq \mathbb{Z}_m, \text{wt}_{\gamma}(\mathbb{F}_q^m, \text{ev}_{a, \beta})(\text{ev}_{a, \beta}) \leq \tau \right\}$$

Note that in the definition of $\mathcal{R}^{(a, \beta)}_{\gamma}(\sigma, \tau)$, then $\ell, \eta, n$ are indirectly specified by $a$ and $\beta$, and $q^m$ and $q$ through the domain resp. fixed field of $\sigma$. In the previous section, we already used Lemma 2 to show:

$$|\mathcal{R}^{(a, \beta)}_{\gamma}(\sigma, \tau)| = \sum_{i=0}^{\tau} \mathcal{N}_{\sigma, \gamma}(i, \ell),$$

and if $\ell \mid \tau$, then we can lower-bound this value by

$$|\mathcal{R}^{(a, \beta)}_{\gamma}(\sigma, \tau)| \geq q^{\tau(m + \eta - \omega)}.$$

(1)

In the following, we will use $g$ to be a divisor of $m$, and consider the automorphism $\sigma^g$, which we remark has fixed field $\mathbb{F}_q$.

Theorem 8. Let $\ell, \eta, n, m, \tau, a, \beta$ be chosen as in Definition 6 with the additional restrictions $\ell \mid \tau$, $g \mid m$, $m = \eta = m \mid \tau$, and $\beta$ of the form

$$\beta := [\alpha_1, \gamma_1, \ldots, \alpha_{\eta}, \gamma_{\eta}] \in \mathbb{F}_q^\eta,$$

Then, the $\beta_i$ are linearly independent over $\mathbb{F}_q$ and we have

$$|\mathcal{R}^{(a, \beta)}_{\gamma}(\sigma, \tau)| \geq q^{\tau(m + \eta - \omega)}.$$

Proof. Let $f \in \mathbb{F}_q^m[y; \sigma^g]$ have degree $< n/g$ and define $\tilde{f} \in \mathbb{F}_q^m[x; \sigma]_{< n}$ as

$$\tilde{f} := \sum_{i=0}^{\tau} f_i x^{g^i}.$$

Note that for any $a \in \mathbb{F}_q^a$, the evaluation map $f(\cdot)_{a}$ is $\mathbb{F}_q^\eta$-linear and the evaluation map $f(\cdot)_{a}$ is only $\mathbb{F}_q$-linear in general.

We need to show that we have

$$\text{wt}_{\gamma}(\mathbb{F}_q^m, \text{ev}_{a, \beta})(\tilde{f}) = g \cdot \text{wt}_{\gamma}(\mathbb{F}_q^m, \text{ev}_{a', \beta})(f)$$

for any $f \in \mathcal{R}^{(a', \beta)}_{\gamma}(\sigma^g, \tilde{f})$, where $a' \in \mathbb{F}_q^m$ is defined by

$$a_i' := \prod_{j=0}^{g-1} \sigma^j(a_i),$$

and that the $a_i'$ belong to distinct conjugacy classes of $\mathbb{F}_q^m$ w.r.t. $\mathbb{F}_q$. The latter claim is obvious by definition of conjugacy since

$$\mathcal{N}_{\sigma^g}(a_i') = \mathcal{N}_{\sigma}(a_i)$$

for all $i$.

We show that for any $i = 1, \ldots, \ell$, we have

$$\text{wt}_{\gamma}(\mathbb{F}_q^m, \text{ev}_{a, \beta})(\tilde{f}(\beta_i)) = \text{rk}_{\mathbb{F}_q} \left( \begin{array}{c} f(\alpha_1, \gamma_1)_{a_i}, \ldots, f(\alpha_1, \gamma_j)_{a_i} ; \tilde{f}(\alpha_1, \gamma_1)_{a_i} ; \ldots ; \tilde{f}(\alpha_\eta, \gamma_\eta)_{a_i} \end{array} \right)_{\mathbb{F}_q^g}$$

$$(i) \quad \text{and} \quad \text{rk}_{\mathbb{F}_q} \left( \begin{array}{c} f(\alpha_1, \gamma_1)_{a_i'} ; \ldots ; f(\alpha_\eta, \gamma_\eta)_{a_i'} \end{array} \right)_{\mathbb{F}_q^g}$$

$$(ii)$$

$$= \text{rk}_{\mathbb{F}_q} \left( \begin{array}{c} f(\alpha_1, \gamma_1)_{a_i'} ; \ldots ; f(\alpha_\eta, \gamma_\eta)_{a_i'} \end{array} \right)_{\mathbb{F}_q}$$

$$(i)$$

$$= \text{rk}_{\mathbb{F}_q} \left( \begin{array}{c} f(\alpha_1, \gamma_1)_{a_i} ; \ldots ; f(\alpha_\eta, \gamma_\eta)_{a_i} \end{array} \right)_{\mathbb{F}_q^g}$$

$$(ii)$$

$$= \text{rk}_{\mathbb{F}_q} \left( \begin{array}{c} f(\alpha_1, \gamma_1)_{a_i} ; \ldots ; f(\alpha_\eta, \gamma_\eta)_{a_i} \end{array} \right)_{\mathbb{F}_q}.$$
where (ii) follows by the linearity of \( f \) over \( \mathbb{F}_q^* \) and (i) holds since, for \( c \in \mathbb{F}_q^* \) and \( \alpha \in \mathbb{F}_q^* \), we have

\[
\tilde{f}(c)_a = \sum_{i=0}^{n/g-1} f_i \sigma^i(c) \prod_{j=0}^{n/g-1} \sigma^j(a) = \sum_{i=0}^{n/g-1} f_i \sigma^i(c) \prod_{j=0}^{n/g-1} \sigma^j(a) = f(c) \prod_{i=0}^{n/g-1} \sigma^i(a).
\]

In summary, we have

\[
\mathcal{R}_g^{(a,b)}(\sigma, \tau) = \left\{ \sum_{i=0}^{d} f_i x^i : \sum_{i=0}^{d} f_i x^i \in \mathcal{R}_1^{(a',b')}(\sigma, \frac{\tau}{g}) \right\}.
\]

Thus, the lower bound on \( |\mathcal{R}_g^{(a,b)}(q, \tau)| \) follows by Eq. (1) and the fact that \( \ell \mid \tau \).

**Corollary 9.** Assume the same setting as in Theorem 8 and choose \( k > n - 2\tau \). Let \( \mathcal{C} \) be the linearized RS code of parameters \([n, k, d,q^n, \eta, m, n, \ell, \beta]_q \), block size \( \eta \), number of blocks \( \ell \), and evaluation point vectors \( \alpha \) and \( \beta \). Then

\[
\mathcal{L}(\mathcal{C}, \tau) \geq q^{m+\frac{q}{2}}(n-m-\frac{\tau}{g})_{q^6 - \ell}.
\]

**Proof.** Combine Theorem 8 with Lemma 3, and note that the polynomials in \( \mathcal{R}_g^{(a,b)}(q, \tau) \) may only have up to \( \frac{2\tau}{g} \) non-zero monomials of degree \( k = n - 2\tau \) or higher.

**B. Families of LRS Codes with Exponential List Size Above the Unique Decoding Radius**

The following construction gives families of LRS codes with exponential list size directly above the unique decoding radius. For \( \ell = 1 \) (rank metric), the construction coincides with the example families constructed in [27, Section IV].

**Construction 10.** Fix \( \ell, C, D \in \mathbb{Z}_{\geq 0} \) with \( \ell < q \) and \( \ell \mid C \), and \( C > \max\{D^2, 2D\} \). Define a family of LRS codes \( \{\mathcal{C}_g\}_{g \in \mathbb{Z}_{\geq 0}, \ell \mid g} \) by choosing \( \mathcal{C}_g \) to have the code parameters

- \( n = Cg \)
- \( k = n - 2Dg + 1 \)
- \( m = \eta = \frac{Cg}{\ell} \)

and \( \alpha \in (\mathbb{F}_q^*)^\ell \) and \( \beta \in \mathbb{F}_q^\ell \) chosen in any way to satisfy Theorem 8.

The following theorem shows that the code families in Construction 10 an exponential list size directly above half the minimum distance \( \frac{n-k}{2} \).

**Theorem 11.** Let \( \ell, C, D \in \mathbb{Z}_{\geq 0} \), \( \{\mathcal{C}_g\}_{g \in \mathbb{Z}_{\geq 0}, \ell \mid g} \) be chosen as in Construction 10. Then,

1. For \( g \to \infty \), the rate of \( \mathcal{C}_g \) converges to

\[
R(\mathcal{C}_g) \to 1 - \frac{2D}{C} > 1 - \frac{1}{\sqrt{q}}.
\]

2. For \( g \to \infty \), we have

\[
\mathcal{L}(\mathcal{C}_g, \left\lfloor \frac{n-k}{2} \right\rfloor + 1) \in \Omega(q^c),
\]

where \( c \) is a positive constant that depends only on \( \ell, C, D \).

**Proof.** Ad 1): We have

\[
\frac{k}{\ell} = 1 - \frac{2D}{C} < 1 - \frac{2D}{C} < 1 - \frac{2D}{C}.
\]

The inequality follows by \( C \geq D^2 + 1 \).

Ad 2): First note that \( k > n - 2\tau \) with \( \tau := \left\lfloor \frac{n-k}{2} \right\rfloor + 1 = Dg \). Since by the choice of \( n, m, \eta, k, \ell, \alpha, \beta \), all conditions of Corollary 9 are fulfilled, then

\[
\mathcal{L}(\mathcal{C}_g, \tau) \geq q^{m+\frac{q}{2}}(n-m-\frac{\tau}{g})_{q^6 - \ell} = q^{m+\frac{q}{2}}(C-D^2)_{q^6 - \ell}.
\]

The claim follows due to \( q^{\frac{q}{2}}(C-D^2) \to 1 \), \( \ell \) being a constant, and \( C - D^2 > 0 \).

We can choose a family as in Construction 10 with a resulting rate \( R \) arbitrarily close to 1 by setting \( D = 1 \) and any positive multiple of \( \ell \) greater than 2. For \( \ell > 2 \), the least possible rate we can achieve is obtained by choosing \( C = \ell \) and \( D = \lfloor \sqrt{C-1} \rfloor \), resulting in \( R \approx 1 - \frac{\ell}{2} \). Table I shows the exact values of the smallest achievable rates for \( \ell \leq 20 \), as well as the corresponding constants \( C \) and \( D \).

![Table I: Minimal achievable rate by the code families in Construction 10, depending on the number of blocks \( \ell \), for small values of \( \ell \).](attachment:table1.png)

**References**

[1] R. W. Nóbrega and B. F. Uchoa-Filho, “Multishot Codes for Network Coding Using Rank-Metric Codes,” in 2010 Third IEEE International Workshop on Wireless Network Coding. IEEE, 2010.

[2] U. Martínez-Peñas and F. R. Kschischang, “Universal and dynamic locally repairable codes with maximal recoverability via sum-rank codes,” IEEE Transactions on Information Theory, 2019.

[3] ——, “Reliable and Secure Multishot Network Coding Using Linearized Reed-Solomon Codes,” IEEE Transactions on Information Theory, 2019.

[4] M. Shehadeh and F. R. Kschischang, “Rate-Diversity Optimal Multiblock Space-Time Codes via Sum-Rank Codes,” in IEEE International Symposium on Information Theory (ISIT), 2020.

[5] A. Wachter, V. R. Sidorenko, M. Bossert, and V. V. Zyablov, “On (Partial) Unit Memory Codes Based on Galudin Codes,” Problems of Information Transmission, vol. 47, no. 2, pp. 117–129, 2011.

[6] A. Wachter-Zeh and V. Sidorenko, “Rank Metric Convolutional Codes for Random Linear Network Coding,” in 2012 International Symposium on Network Coding (NetCod). IEEE, 2012, pp. 1–6.

[7] A. Wachter-Zeh, M. Stinner, and V. Sidorenko, “Convolutional codes in rank metric with application to random network coding,” IEEE Transactions on Information Theory, vol. 61, no. 6, pp. 3199–3213, 2015.

[8] D. Napp, R. Pinto, J. Rosenthal, and P. Vettori, “Med rank metric convolutional codes,” in 2017 IEEE International Symposium on Information Theory (ISIT). IEEE, 2017, pp. 2766–2770.

[9] —, “Fastest decoding of rank metric convolutional codes,” in 23rd International Symposium on Mathematical Theory of Networks and Systems, 2018.

[10] U. Martínez-Peñas, “Skew and Linearized Reed–Solomon Codes and Maximum Sum Rank Distance Codes Over Any Division Ring.” Journal of Algebra, vol. 504, pp. 587–612, 2018.

[11] D. Boucher, “An Algorithm for Decoding Skew Reed–Solomon Codes With Respect to the Skew Metric,” in Workshop on Coding and Cryptography, 2019.

[12] X. Caruso, “Residues of Skew Rational Functions and Linearized Goppa Codes,” arXiv preprint arXiv:1908.08430, 2019.
H. Bartz, T. Jekovits, S. Puchinger, and J. Rosenkilde, “Fast Decoding of Codes in the Rank, Subspace, and Sum-Rank Metric,” arXiv preprint arXiv:2005.09616, 2020.

U. Martínez-Perías, “Sum-Rank BCH Codes and Cyclic-Skew-Cyclic Codes,” 2020.

E. Byrne, H. Gluesing-Luerssen, and A. Ravagnani, “Fundamental Properties of Sum-Rank Metric Codes,” 2020.

I. S. Reed and G. Solomon, “Polynomial Codes over Certain Finite Fields,” Journal of the Society for Industrial and Applied Mathematics, vol. 8, no. 2, pp. 300–304, 1960.

P. Delsarte, “Bilinear Forms over a Finite Field with Applications to Coding Theory,” Journal of Combinatorial Theory, Series A, vol. 25, no. 3, pp. 226–241, 1978.

E. M. Gabidulin, “Theory of Codes with Maximum Rank Distance,” Problems of Information Transmission, vol. 21, no. 1, pp. 3–16, 1985.

R. M. Roth, “Maximum-Rank Array Codes and their Application to Crisscross Error Correction,” IEEE Transactions on Information Theory, vol. 37, no. 2, pp. 328–336, 1991.

P. Elias, “List Decoding for Noisy Channels,” 1957.

J. M. Wozencraft, “List Decoding,” Quarterly Progress Report, vol. 48, pp. 90–95, 1958.

S. M. Johnson, “A New Upper Bound for Error-Correcting Codes,” IEEE Transactions on Information Theory, vol. 46, pp. 203–207, 1962.

A. Rudra and M. Wootters, “Every List-Decodable Code for High Noise has Abundant Near-Optimal Rate Puncturings,” in Proceedings of the forty-sixth annual ACM symposium on Theory of computing, 2014, pp. 764–773.

J. Justesen and T. Hoholdt, “Bounds on List Decoding of MDS Codes,” IEEE Transactions on Information Theory, vol. 47, no. 4, pp. 1604–1609, 2001.

E. Ben-Sasson, S. Kopparty, and J. Radhakrishnan, “Subspace Polynomials and Limits to List Decoding of Reed–Solomon Codes,” IEEE Transactions on Information Theory, vol. 56, no. 1, pp. 113–120, 2009.

A. Wachter-Zeh, “Bounds on List Decoding of Rank-Metric Codes,” IEEE Transactions on Information Theory, vol. 59, no. 11, pp. 7268–7277, 2013.

T. Lam and A. Wachter-Zeh, “Some Gabidulin Codes Cannot be List Decoded Efficiently at Any Radius,” IEEE Transactions on Information Theory, vol. 62, no. 4, pp. 1605–1615, 2016.

T.-Y. Lam, A General Theory of Vandermonde Matrices. Center for Pure and Applied Mathematics, University of California, Berkeley, 1985.

T.-Y. Lam and A. Leroy, “Vandermonde and Wronskian Matrices Over Division Rings,” Journal of Algebra, vol. 119, no. 2, pp. 308–336, 1988.

Ø. Ore, “Theory of Non-Commutative Polynomials,” Annals of Mathematics, pp. 480–508, 1933.

A. Leroy, “Pseudolinear Transformations and Evaluation in Ore Extensions,” Bulletin of the Belgian Mathematical Society-Simon Stevin, vol. 2, no. 3, pp. 321–347, 1995.

T. Migler, K. E. Morrison, and M. Ogle, “Weight and Rank of Matrices over Finite Fields,” 2004.

C. Ott, S. Puchinger, and M. Bossert, “Bounds and Genericity of Sum-Rank-Metric Codes,” arXiv preprint arXiv:2102.02244, 2021.