Inter-team variability in game play under critical game scenarios: a study in high-level men’s volleyball using social network analysis

Abstract. Critical scenarios are highly relevant to match analysis because they contribute to a better understanding of performance and provide essential information about team evolution. The goal of this study was to investigate inter-team variability in high-level men’s volleyball during critical game scenarios (i.e., non-ideal setting conditions). Ten matches of the Men’s 2019 Volleyball Nations League Finals (Russia, USA, Poland, Brazil, Iran, France) were analyzed (n = 649 plays). Six independent Eigenvector Centrality networks were created (632 nodes; 3507 edges) using Social Network Analysis. When playing under critical scenarios the top two ranked teams differed in side-out attack. Specifically, the USA presented quick attacks, mainly in zone 4, using both the strong attack and exploration of the block. Conversely, Russia presented a game with high attack tempos and strong attacks. The USA and Russia also differed from Poland and Brazil in their approach to the game, the latter two teams using a varied attack (between strong, exploited, and directed attacks). After one error in attack, most teams presented a game style characterized by strong attacks, although Russia played using exploration of the block. The study shows teams competing at the same competitive level have differences in game patterns. The variability in approaches to the attack in critical scenarios (e.g., under non-ideal setting conditions and/or after consecutive attack errors) revealed that teams find different solutions for similar problems. Findings imply that match analysis should focus on exploring inter-team differences in gameplay while being cautious when interpreting aggregate data.
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Introduction

Performance analysis refers to the interpretation and analysis of performance indicators to optimize the training process and improve match outcomes (Mike Hughes, 2004). In turn, match analysis refers to the process of recording game actions, both individual and collective, in real performance contexts. Match analysis is valuable for extracting information about the behavior of teams and their opponents (Mike Hughes & Franks, 2008) and consequently can be used to examine variability in performance between teams. Inter-team variability refers to the differences that coexist with stability or regularity of performance within teams (Higham, Hopkins, Pyne, & Anson, 2014), and is a relevant theme in performance analysis and match analysis because it allows coaches to be better prepared to use approaches and tools to explore behaviors between teams (Sarmento et al., 2014). So far, the study of variability in performance analysis has mostly focused on physical and physiological responses (Dong, 2016; Hill-Haas, Coutts, Rowsell, & Dawson, 2008), but can be extended to the tactical aspects of performance.

Most investigations applying match analysis focus on...
average performance values (Castellano & Pic, 2019; Lorenzo-Martínez, Rey, & Padrón-Cabo, 2019), i.e., values that aggregate all teams or groups of teams. Models based on averages may be non-representative of reality because they do not capture how, or to what extent, individual performances differ from the group average (Grycz, Zahalka, Maly, Mala, & Hraska, 2015). Therefore, knowledge about inter-team variability remains incomplete with few studies. Analysis of inter-team variability is necessary because it provides a more rounded understanding of the complexities of high-level performance and, consequently, gives coaches important information on how physical, tactical-technical, and psychological performances differ (Gregson, Drust, Atkinson, & Salvo, 2010). Past studies focused on inter-team variability have mostly considered the differences between competitive levels (Méndez, Gonçalves, Santos, Ribeiro, & Travassos, 2019; Ramos, Coutinho, Silva, Davids, Guimarães, et al., 2017; Yi, Gómez, Liu, & Sampaio, 2019) and, to a much lesser extent, variability in performance within the same competitive level (Castelão, Garganta, Afonso, & Da Costa, 2015; Laporta et al., 2021).

Studies focused on variability at different competitive levels have shown, for example, differences in the game system and tactical behaviors of elite and non-elite volleyball teams (Ramos, Coutinho, Silva, Davids, Guimarães, et al., 2017). Specifically, in this study the best non-elite teams showed more unpredictability in their standards of play compared to the best of elite teams due to the greater balance between the elite teams. Research on football, a sport where teams share the same space/area, has studied the influence of interpersonal tasks and context variables on the game actions of teams competing in different championships (Méndez et al., 2019). Studies have uncovered how game actions influence game variables and performance in different teams competing in the same elite futsal competition (Yi et al., 2019). Studies considering variability within the same competitive level are far less common. Only two studies of inter-team game patterns of the same level were found (Castelão et al., 2015; Laporta et al., 2021). The first focused on the offensive actions of high-level football teams and the second aimed to understand the different game models existing at the same competitive level in volleyball. In a very recent study, Laporta et al. (2021) showed that: (i) all teams presented different game approaches, regarding setting conditions, serve, as well as attack zones and tempos; (ii) still, attack efficacy was not associated with the game model. The authors therefore exposed that there is a large range of distinct game approaches even within high-level teams. Coaches may therefore explore their teams’ features creatively, as there are various ways of achieving success. In summary, the match analysis literature on performance variability has mainly explored variability arising across competitive levels and/or gender-related differences, while inter-team variability within the same competitive level remains largely unexplored.

It is likely that not all game scenarios are equally suited to highlighting inter-team differences. Game scenarios reflect a set of variables and conditions that are functionally connected (Laporta, Afonso, Valongo, & Mesquita, 2019), and these scenarios can occur at critical or non-critical moments (Batista et al., 2019). We argue that scenarios with non-ideal game conditions are well suited for exploring the idiosyncrasies of each competitor. Non-ideal setting conditions in volleyball (i.e., where the team has a poor quality first touch and is consequently in a situation of high difficulty for the construction of the attack) offer one possible avenue for this analysis, as advocated by Laporta et al. (2021). Another possibility for this type of analysis in volleyball is when errors occur consecutive to the attack because this puts the team in a pressure situation, as supported in literature (Martins, Afonso, Coutinho, Fernandes, & Mesquita, 2021).

Social Network Analysis (SNA) is an appropriate tool for studying inter-team variability in match analysis because it offers an understanding of the interactions between relevant variables. Within SNA, interaction networks highlight the degree of relationships and specificity in the different game phases, helping to recognise the most influential game actions (Wäsche, Dickson, Woll, & Brandes, 2017). Although the most widely used measure in SNA is Degree Centrality, Eigenvector Centrality has the benefit of weighting direct connections based on their indirect connections (Bonacich, 2007). Research using SNA allows MA studies to explore the behaviours of individual players, but it is also possible to apply the same tools to analyse relationships between game actions, sequences, and game complexes, a strategy that has been successfully applied in the context of volleyball (Hurst et al., 2016; Laporta et al., 2019).

Thus, the goal of the present study was to investigate inter-team variability in critical game scenarios within the same competitive level — specifically in high-level men’s volleyball — using Social Network Analysis.
Material and methods

Participants

We analyzed all the games of the final phase of the men’s 2019 Volleyball Nations League (VNL), which comprised 6 teams (Russia, the United States, Poland, Brazil, Iran, and France) divided into two groups and ten matches (35 sets). A total of 649 plays under critical game scenarios were examined. We defined critical game scenarios as (a) attack actions under ideal or non-ideal setting conditions (giving major focus to non-ideal setting conditions) and after consecutive attack errors; and (b) critical moments are more decisive than non-critical moments, due to their weight at the time of play (Hughes, Landridge, & Dawkin, 1998; Sánchez-Moreno, Mesquita, Afonso, Millán-Sánchez, & Ureña, 2018); in this way the critical moment was defined as the attack from the second technical time-out (i.e., 16 points) onwards (from 1st to 4th sets), because it is a moment that usually triggers greater unbalanced between teams and because it was the last international competition that used technical time-outs (at 8 and 16 points) or after the tenth point (only in the 5th set) (Fernández-Echeverría et al., 2013; Marcelino, Mesquita, & Sampaio, 2011). We focus on outside hitters (OH) attack in position 4, the most requested position in volleyball (Millán-Sánchez et al., 2017), but also because each team as two OH playing, one near the setter and another away from the setter; this allows comparing the specificity within the role of OH. While we acknowledge that the opposite player is very relevant in many critical scenarios, there is only one opposite in the court at any given moment, and so no within-role comparisons are possible. Ethical approval for the study was given by the Ethics Committee at the Centre of Research, Education, Innovation, and Intervention in Sport of the University of Porto (09 2020 CEFFADE).

Measures

Table 1 presents the study variables. Volleyball is organized in seven co-dependent game complexes (Figure 1) with different game characteristics (Martins et al., 2021): Complex 0 (K0) or serve, Complex I (KI) or side-out, Complex II (KII) or side-out transition, Complex III (KIII) or transition, Complex IV (KIV) or attack coverage, Complex V (KV) or freeball, and Complex VI (KVI) or downball.

One of the tools used for methodological support was Data Volley (2019). It is systematically used in scientific articles in this area with very high inter-observer reliability values (0.82 – 1) being reported in the literature (Costa, Mesquita, Greco, Ferreira, & Moraes, 2011; Drikos, Ntzoufras, & Apostolidis, 2019; João & Pires, 2015; Lima, Palao, Moreira, & Clemente, 2019; Stamm, Stamm, Torilo, Thomson, & Jairus, 2016). Thus, Data Volley is now one of the most used tools and addressed in game analysis studies in volleyball. Two variables were considered for Complex 0. The first was type of serve (S), which had three categories (Martins et al., 2021): (i) power jump serve (PJS; with displacement and explosive jump and with ball rotation), (ii) standing serve (STS; no jump - serve in support), and (iii) jumping-float serve (JFLTS; no ball rotation and uniform trajectory). The second variable was serve efficacy (SE), which had five categories (Data Volley, 2019): (i) perfect – direct point ace (SE#), (ii) positive – one cannot see combined, only non-ideal setting conditions, usually only with the possibility of an attack (SE+), (iii) exclamatory – serve bulk but recovered (SE!), (iv) negative – the opponent receives the ball # and can attack in any way (SE-), and (v) error – point to opposite (SE=; net ball, out, foot foul).

For game complexes I to VI, several variables were analyzed: (1) Setting conditions, with four categories (Hurst et al., 2016): (i) all attack options available (SCA), (ii) quick game, but no combined moves available (SCB), (iii) only attackers from the ends or background court are available (SCC), and (iv) setting could not occur (SCNO); (2) Function of the attack player, with three categories (Millán-Sánchez et al., 2017): (i) outside hitter near setter (OHN), (ii) outside hitter away from setter (OHA), and (iii) attack of OH could not occur (FNCNO); (3) Attack zone/Combination (AZ/Comb), with five categories (Data Volley, 2019): (i) quick tempo in Z4 (CombX4), (ii) high tempo in Z4 (CombV4), (iii) quick tempo in Z2 (CombX2), (iv) high tempo in Z2 (CombV2), and (v) did not occur (CombNO); (4) Action preceding the attack (pa), with three categories: (i) receiving or defending (Awpa), (ii) no prior action –
without receiving or defending (Anpa), and (iii) did not occur (paNO); (5) **Type of attack (TpA)** had five categories (Data Volley, 2019): (i) strong attack (TpSA), (ii) directed attack (TpDA – major control of the attacker), (iii) tip (TpTip), (iv) exploration of the block (TpExpB – purposeful attack against the opposing block, making the ball reflect out of the court: from the side or the long of the court), and (v) did not occur (TpNO); (6) **Effect of previous attacks (pAE/pTE)** had six categories: no error (AaNOE), one previous error by the same attacker (1psAE), two previous errors by the same attacker (2psAE), one previous team error (1pTE), two previous team errors (2pTE) and loss of three consecutive points (Aa3PC); (7) **Distance of the attacker to the net (An)** had three categories: (i) close to the net, from the net until 2.5m (ACn), (ii) away from the net, from 2.5 m to end of court (AAn), and (iii) did not occur (AENO); (8) **Attack efficacy (AE)** had seven categories (Data Volley, 2019): perfect (AE#), positive (AE+), exclamatory (AE!), negative (AE-), poor (AE/), error (AE=), and attack efficacy did not occur (AENO); (9) **Block opposition (BOp)** had five categories from Data Volley (2019): (i) no block (B0 – without blockers), (ii) simple block (B1 – only one blocker), (iii) double block (B2 – two blockers), (iv) triple block (B3 – three blockers), and (v) block opposition did not occur (BOpNO).

### Design and Procedures

First, a spreadsheet was built in Microsoft Excel 2018 for Windows (Microsoft Office 365 ProPlus, EUA) including «Macros» buttons to catalog the necessary codes into the appropriate cells. Three of the authors were then trained to use this tool. Two reliability tests were performed during this training period (the first after four months of testing the instrument; the second after five months) to ensure consistency when applying the criteria, and to adjust the variables and categories where needed. During the months of training, weekly online sessions were held to respond to questions and to discuss arising issues. The first inter-reliability test was performed in an exploratory study of a play-off in the 2018/2019 Portuguese national championship (Martins et al., 2021). For all variables, Kappa values above 0.75 were obtained (ranging from .774 to .997). However, due to the size of the instrument, we reduced some variables to improve robustness and focus.

A second inter-observer reliability test was performed using two high-level women’s matches (one match from the quarterfinals of the 2018/2019 CEV Challenge Cup and another from the 2018/2019 final of the Brazilian Women’s Superliga, for a total of eight sets), with a total of 134 plays. All the variables had kappa values above 0.75 (Tabachnick & Fidell, 2007). The 11 variables included in the final version are presented in Table 1. A final test of inter-observer reliability was performed on 159 plays of two matches from the 2018/2019 final of the Brazilian Men’s Superliga, totaling nine sets. In this final test, all variables had kappa values above 0.75, which is considered acceptable (Tabachnick & Fidell, 2007). After this validation process, the tool was used with the present study sample to analyze videos of the matches, recorded in high definition (1080p) from the end of the court (with the camera positions slightly higher than the net).

### Statistical Analysis

After data collection, inter-and intra-observer reliability were assessed using 10% of the total sample — 65 plays — (Fleiss, Levin, & Paik, 2013). Kappa values for inter-observer reliability were greater than the threshold of 0.75 proposed by Tabachnick and Fidell (2007), ranging from .980 to .999. Subsequently, data were analyzed using SPSS for Windows (version 26, IBM®, USA). This included a descriptive analysis to identify potential errors, followed by the production of contingency tables to investigate data quality. In next step, SNA was used to analyse inter-team variability in

---

**Table 1.** Synthesis of variables and categories.

| Variables | Category/Description | Complex |
|-----------|----------------------|---------|
| Type of serve (S) | Power jump serve (PJS) | Jump-Float serve (JFLS) |
| Standing serve (STs) | Negative (STs-) |
| Serve efficacy (SE) | #: Perfect (SE#) |
| +: Positive (SE+) |
| =: Error (SE=) |
| -: Negative (SE-) |
| Attack type (TpA) | Strong attack (TpSA) |
| Directed attack (TpDA) | Exploration of the block (TpExpB) |
| Tip (TpTip) | Exploration of the block (TpExpB) |
| Zone/Combination (AZ/Comb) | No block (B0) |
| Double block (B2) | Triple block (B3) |
| Block opposition (BOp) | No Blockers (B0) |
| Single block (B1) | Double block (B2) |
| Function of the attack (FNC) |Outside attacker near setter (ACa) |
| Outside attacker far from setter (AAn) | Outside attacker far from setter (AAn) |
| Distance of the attacker (DAn) | Close to the net (ACn) |
| Away from the net, from 2.5 m to end of court (AAn) | Away from the net, from 2.5 m to end of court (AAn) |
| Drop block (DAn) | No block (B0) |
| Simple block (B1) | Double block (B2) |
| No prior action (Awpa) | No prior action (Awpa) |
| One previous same attacker error (2psAE) | One previous same attacker error (2psAE) |
| Two previous errors by the same attacker (2psAE) | Two previous errors by the same attacker (2psAE) |
| Error (AE=) | Error (AE=) |
| No error (AaNOE) | No error (AaNOE) |
| One previous same attacker error (1psAE) | One previous same attacker error (1psAE) |
| Two previous errors by the same attacker (2psAE) | Two previous errors by the same attacker (2psAE) |
| Attack efficacy (AE) | Perfect (AE#) |
| Positive (AE+) | Exclamatory (AE!) |
| Negative (AE-) | Poor (AE/) |
| Error (AE=) | Error (AE=) |
| Did not occur (AENO) | Did not occur (AENO) |
| Did not occur efficacy (AE) | Did not occur efficacy (AE) |
| Did not occur (DANNO) | Did not occur (DANNO) |

---
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critical game scenarios. In SNA, interaction networks analyse the level of connection and specificity in different game phases (Wäsche et al., 2017). SNA also captures networks of relationships, visually converted into nodes interconnected by edges (Borgatti, 2005). Edges are defined in units (number of connections), signifying heavier edges corresponding to a greater number of connections between two nodes (Laporta, Afonso, & Mesquita, 2018). While the most widely used measure in SNA is Degree Centrality (Gama et al., 2014; Laporta et al., 2021; Mclean, Salmon, Gorman, Stevens, & Solomon, 2018), Eigenvector Centrality has the advantage of also weighting direct connections based on their indirect connections (Bonacich, 2007).

Gephi® 0.9.2 software was used to create networks and analyse the connections and their weights using Eigenvector Centrality. The variables (game actions) were allocated into each game complex in sequence centered on the game events, with every game action recognized as a node. Direct and indirect connections between the nodes were calculated, using Gephi, and thus the weight of the variables and their influence in the game were calculated at critical game scenarios. The node sizes were engineered a value of 100 and 300, to offer good quality graphic variation. These values are an arbitrary and relative measure. Edges are described in units (number of connections), meaning thicker edges signify a greater number of links between two nodes (Laporta et al., 2018). For example, attack zone appears simultaneously with type of attack, so categories of the attack zone determine link with the attack type. Though, attack zone is headed by setting conditions and followed by block opposition, thus it results in new direct links to these two variables. Subsequently, Eigenvector Centrality offers a method for calculating the weight of indirect connections, such as attack zone and reception or defence. In sum, SNA can be used to demonstrate the complex dynamics of the game actions in critical game scenarios, within each game phase, and to highlight the decisive role of each node (Martins et al., 2021).

Results

A network for each team was created using Eigenvector Centrality to provide a map of interactions (Figure 2 – 4 and Table 2). In each network, complexes were defined by a specific color: K0 (blue), KI (red), KII (green), KIII (purple), KIV (yellow), KV (grey), and KVI (orange). In total, we counted 632 nodes (Russia: 96; United States: 107; Poland: 108; Iran: 102; France: 96; and Brazil: 121) and 3,507 edges (Russia: 714; United States: 495; Poland: 500; Iran: 671; France: 577; and Brazil: 550).

Figure 2. Eigenvector Centrality Networks of Russia (left) and USA (right). Terminology: On each node, the codes are represented by the name of the complex followed by the variable and its category. For example, KIISSA indicates that the action occurred in complex II, corresponding to the setting conditions, in case meaning ideal setting conditions, with four attack points. The codes for the different variables are: S – type of serve; SC – serve efficacy; SC – setting conditions; FNC – function of the attack player; Comb – attack zone/combinations; TpA – type of attack; AE – attack efficacy; p – action preceding the attack; pAE/pTE – effect of previous attacks; Ap – distance of the attacker to the net; and BOp – block opposition.

Russia typically used power-jump serves in K0, and mostly with control (both JFLTS and PJS). In KI, this team worked in ideal setting conditions. In this complex, Russia frequently requested the opposite (OPP) and OH, with a preference for the strong attack followed by the attack exploring the opposing block. After successive errors (from a player or team), Russia tended to seek a strong attack by the OH, regardless of the type of error. In KII, the block was mostly performed by two players. Setting was typically performed in SCB, with a high ball game in zones 4 and 2, requesting the OH and OPP, and favoring the strong attack. Of the remaining complexes, this team spent more time in KIV and always had ideal setting conditions, with the players at the extremities (mainly the OH) being the most requested, using a strong attack and exploration of the opposing block.

The United States mostly used the power-jump serve and did so with high efficacy. Like Russia, the USA had ideal setting conditions. However, unlike Russia, they tended to favor a quick game with the middle-blocker (MB). Under non-ideal setting conditions, the players at the extremities were the most requested, especially the OH, using a strong and exploited attack in the block. In KII and KIII, the trends differed. Specifically, the USA had a slower game (due to setting conditions), with the high ball at the extremities, and the use of the strong attack by the OH. In KIV, the setting conditions alternated between ideal and non-ideal. However, the OH was always requested, with a tendency for either the strong attack or exploration of the block. The OH was also requested in freeball to seek a strong attack.
Unlike the other teams, Poland had a high serve efficacy using mostly the jump-float serve. In KI, non-ideal setting conditions were prevalent. In these conditions, the extremities were requested with quick ball and high tempo. The prevailing type of attack was the strong attack alternating with the directed and tip attacks (notably distinct from the other teams). However, under ideal setting conditions, Poland searched for the MB. In KII, the block opposition was performed with two players and the setting conditions were mainly non-ideal, with a tendency for the attacker of Z4 to use high ball and a strong or exploited attack in the block. In KIII, this team used the OPP as a resource in alternation with the OH in a strong attack. Also, this team did not have any cover work throughout the competition. In KV, like all teams, the OH was the most requested player with ideal setting conditions, typically making a strong attack at the extremities, often against a simple block.

For Brazil, the power-jump serve was the most central throughout K0, with the second-best efficacy in this type of game action. In KI, this team had good setting conditions, like the USA. However, their centralities in the attack varied between the OPP and the OH, with a large fixation and some volume with the MB. Unlike other teams, Brazil frequently searched for the MB in SCC settings conditions. With non-ideal conditions, they often sought for the security player, OH. In all cases, the strong attack was the most sought after in the final part of the set. These strong attacks, mostly performed by the OH, were of high efficacy. In KII, Brazil transitioned to a double block under non-ideal setting conditions (SCB and SCC). In this complex, there was a tendency for OPP to operate in a network of three attackers, and the OH to operate in a network of two attackers. The strong attack was once again preferred, with continuing good efficacy. In KIII, the OH was the least sought-after player because of the ideal setting conditions, and most likely due to the characteristics of the team’s attackers. MB and OPP were used frequently in this complex in a strong attack. There was a low occurrence of KIV, and this typically involved the OH using a strong attack.

Iran used all the three major types of serve (JFLTS, PJS, STS) in K0, although JFLTS was the most common. Iran’s serve efficacy was higher than most other teams. In KI, Iran had more SCC conditions, and the players at the extremities played a stronger game, using high ball almost always with a strong attack. In KII, because of playing a game with SCA via the OPP, and a game with SCB and SCC via the OH, this OH behavior had additional control characteristics and volume. In KIII, the game features persisted from KII. In the remaining complexes (in KIV and KV) the setting conditions were ideal, with a tendency to look for the OH through a strong attack and with a quick game.

Like Iran, France only played in the group stage. This team had a low serve efficacy in the jump-float and power serve, meaning their opponents were able to play comfortably. In side-out, the setting conditions were playable (A and B), which made the quick play possible. As such, a strong attack on the extremities was the most sought after. In KII, non-ideal setting conditions were common. The MB was typically used in SCB conditions, while the OPP in the extremities was used in SCC conditions. The strong attack, and a game with high ball, were the most common, with the aim of giving volume and playing in the opponent’s error. The remaining complexes (KIII and KV) had low occurrence and mostly involved OH as an attacker with a high ball game and strong attack.

**Discussion**

In sports, the concept of inter-team variability in game patterns acknowledges that distinct teams may approach the game differently. Past match analysis-based research on inter-team variability has mostly focused...
| Complex | Variable | Values | United States | Poland | Brazil | France |
|---------|----------|--------|----------------|--------|--------|--------|
| 1 | 11.0 | 11.0 | 11.0 | 11.0 | 11.0 | 11.0 |
| 2 | 22.0 | 22.0 | 22.0 | 22.0 | 22.0 | 22.0 |
| 3 | 33.0 | 33.0 | 33.0 | 33.0 | 33.0 | 33.0 |
| 4 | 44.0 | 44.0 | 44.0 | 44.0 | 44.0 | 44.0 |
| 5 | 55.0 | 55.0 | 55.0 | 55.0 | 55.0 | 55.0 |
| 6 | 66.0 | 66.0 | 66.0 | 66.0 | 66.0 | 66.0 |
| 7 | 77.0 | 77.0 | 77.0 | 77.0 | 77.0 | 77.0 |
| 8 | 88.0 | 88.0 | 88.0 | 88.0 | 88.0 | 88.0 |
| 9 | 99.0 | 99.0 | 99.0 | 99.0 | 99.0 | 99.0 |

Table 2: Eigenvector Centrality values for each team complex.
on gender-based differences (Barkell et al., 2017; Lima et al., 2019), competitive level based differences (Méndez et al., 2019; Yi et al., 2019), or, to a lesser extent, variability in performance within the same competitive level (Castelão et al., 2015; Laporta et al., 2021). This is surprising because inter-team variability is inevitable: teams have their own identities, characteristics, and idiosyncrasies, meaning that within any competitive level there will numerous different ways to approach the game (Ramos, Coutinho, Silva, Davids, & Mesquita, 2017). Consequently, we aimed to examine this type of variability in high-level men’s volleyball during critical game scenarios (i.e., non-ideal setting conditions), using SNA through Eigenvector Centrality.

Our data showed that different teams had distinct ways of approaching the game during critical game scenarios (i.e., non-ideal setting conditions and/or after consecutive attack errors). First, there were differences between the top two ranked teams in side-out attack. Specifically, the USA presented quick attacks on the extremities (mainly zone 4) using both the strong attack and exploration of the block, while under the same conditions Russia presented a game with high attack tempos and strong attack. Second, there were differences in the approach to the game between the top two teams and those ranked third and fourth (Poland and Brazil, respectively) in all complexes, with both Poland and Brazil using varied attack options (between strong attacks, exploration of the block and directed). Third, after one consecutive error in attack, all teams presented a style of play using strong attacks, with only Russia exploring the opposing block (i.e., block-out).

Our findings support previous claims that even at the most elite level of performance the best-ranked teams do not approach the game in the same manner (Ramos, Coutinho, Silva, Davids, & Mesquita, 2017). Despite some similarities (e.g., the outside hitter was the most requested player in non-ideal setting conditions; the OH of all teams presented a greater centrality with the strong attack), the elite level teams considered in this study had notable differences in game patterns (e.g., the two best teams had different approaches, with the USA presenting quick attacks in zone 4, using both the strong attack and exploration of the block while Russia presented a game with strong attacks). Thus, our results are consistent with that studied elite men’s football (Liu, Gómez, Gonçalves, & Sampaio, 2016), in that they provide knowledge of performance differences between teams, translated through distinct game patterns. Furthermore, our results support the idea that there are differences between teams across the various competitive levels because most teams in our study presented a tendency toward strong attacks and few attempts to play in the opponent’s error, even after having committed consecutive attacks errors, which contrasts with what has been observed at lower competitive levels by Martins et al. (2021) using a similar protocol.

In addition to the differences observed within the same competitive level, some similarities in inter-team game patterns were also found during critical scenarios. The major similarities identified were: (i) the outside hitter was the most requested player with non-ideal setting conditions; (ii) overall, the OH of all teams presented a greater centrality with the strong attack; (iii) Brazil and Poland approached the game almost identically in terms of the variables that were analyzed in our study; (iv) both teams not qualifying for the semi-final (France and Iran) had a game model with weaker setting conditions; and (v) Iran, France and Russia had an approach characterized by a predominance of slow attack tempos and strong attacks, both in side-out and transition.

These results indicate that elite-level teams have some similarities in their approaches to the game, with some of these regularities being quite distinct from lower-level teams. However, as we have also shown, even amidst the very top-level teams there are important differences in game patterns, including in how teams approach their attack options when playing under critical game scenarios (e.g., under non-ideal setting conditions and/or after having committed consecutive attack errors). These results imply that forcing a team to adopt a certain game pattern simply because it is used by another team may be ill-advised. Indeed, doing so would reduce variability across teams and thus increase the predictability of performance at the highest competitive levels (Gréhaigne, Bouthier, & David, 1997). Therefore, match analysis should devote more resources to exploring inter-team variability within the same competitive level or inter-player variability in critical game scenarios.

In addition to these results, SNA again proved its value, allowing to analyze the variability between teams, capturing information from the whole system (team) in order to reveal important patterns (Passos et al., 2011). Due to its flexibility, SNA is a powerful and
versatile tool in the study of variability, affording an ecological view of the game and players (Chow, Davids, Hristovski, Araújo, & Passos, 2011; Davids, 2015; Silva, Duarte, Esteves, Travassos, & Vilar, 2016). Specifically, Eigenvector Centrality aimed to measure the influence of each vertex while weighting both direct and indirect connections (Borgatti, 2005), i.e., it provides a sense of how each node influences the system as a whole.

The coexistence of different game models at the highest levels of performance has consequences for the training process, and for the selection and identification of talents (Vargas et al., 2018); without acknowledging the scope of inter-team variability, naïve, overly simplistic performance models may result in an excessively standardized approach to the game, which will likely not fit many teams. Extending these results further, there may be space for an idiosyncratic approach to each specific OH, i.e., two OH within the same team may play differently. From the inception of the training process with young athletes, coaches should carefully consider the team features and the individual characteristics, building a dynamic and evolving game model that better promotes these idiosyncratic features, instead of attempting to force a generic performance model.

This study is not without limitations. Statistical methods only go so far, and a more thorough understanding of game performance probably requires the development of more refined variables. A stronger theoretical framework should also be developed, to guide the creation of future observation tools. Alternative statistical methods (i.e., multinomial logistic regression) could be used and compared to different SNA metrics, to provide an understanding of how and where these statistical tools differ. As for the practical implications, studies of this nature may directly influence the coaches’ behaviors and help them identify the differences and characteristics between the approaches and game models of the various teams of the same competitive level and thus better study the opponent, as opposed to the idea that at the same level of competition there is only one standardized approach between teams. In this vein, identifying inter-team differences and characteristics also allows coaches to make better decisions in their choices for competitive situations and development of training sessions.

Conclusions

The present study contributes to the match analysis literature by underlining the importance of studying inter-team variability in game patterns, particularly between teams competing at the same level. That is, the different match models between the teams, allow to find the main game patterns of each team, in order to develop a structure that identifies and defines the specific characteristics of each team (Barrero, Gutiérrez, & Prieto, 2021). Moreover, this study offers a comparative investigation of teams at the highest competitive level of men’s volleyball and a detailed perspective of the game patterns used by teams under pressure. Thus, our results indicate that the analysis of inter-team variability in performance is relevant because it presents a systemic, complex, and ecological perspective of the game.
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