High-fidelity imaging through multimode fibers via deep learning
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Abstract

Imaging through multimode fibers (MMFs) is a challenging task. Some approaches, e.g. transmission matrix or digital phase conjugation, have been developed to realize imaging through MMF. However, all these approaches seem sensitive to the external environment and the condition of MMF, such as the bent condition and the movement of the MMF. In this paper, we experimentally demonstrate the high-fidelity imaging through a bent MMF by the conventional neural network (CNN). Two methods (accuracy and Pearson correlation coefficient) are employed to evaluate the reconstructed image fidelity. We focus on studying the influence of MMF conditions on the reconstructed image fidelity, in which MMF for imaging is curled to different diameters. It is found that as an object passes through a small bent diameter of the MMF, the information of the object may loss, resulting in little decrease of the reconstructed image fidelity. We show that even if MMF is curled to a very small diameter (e.g. 5 cm), the reconstructed image fidelity is still good. This novel imaging systems may find applications in endoscopy, etc.

1. Introduction

Optical fibers have extensively been used in telecommunication systems and endoscopy [1–3]. For the endoscopic imaging, the multimode fibers (MMFs) are frequently implemented, due to that more independent spatial modes can be used for information transmission, and wide-field endoscopic imaging can be achieved [4–6]. As well known, when light field passes through MMF, at the exit port of the MMF, a random speckle pattern takes place due to the effects such as defects, bending, coupling and superposition between the modes etc [7–11]. Several approaches have been developed for re-focusing the speckle into a focal spot, or reconstruction of the original information. These techniques include wavefront shaping, digital phase conjugation, transmission matrix, etc [12–17]. For example, Choi and his co-researchers proposed the so-called lensless microendoscopy by a single multimode fiber for realizing scanner-free wide-field endoscopic imaging. However all these approaches seem to be sensitive to the external environment and the condition of MMF, such as the bending condition and the movement of the MMF. Especially, when a femtosecond (fs) laser instead of a continuous wave (CW) laser through a long GRIN MMF, a speckle pattern will become more complex, due to the modal dispersion among the various modes [6].

With the development of the new technique—deep learning (DL), DL has been proved to be an effective approach in a revival of applications related to imaging [16–20]. For instance, by using DL, one can recover the imaging of an object transmitted through MMF. Also, the convolutional neural network (CNN) as one kind of DL has found applications in imaging system, for reconstructing image as the object passing through scattering medium [15–22]. In contrast to conventional imaging technique, CNN can learn the forward operator and regularizer implicitly through training process without having prior knowledge of them. CNN requires a training process to construct a computational architecture, that accurately images the object
transmitted through MMF or scattering media. To train the CNN, a large number of matched input (images of original objects) and output (the transported raw images) pairs are needed to optimize the parameters of the neural network and build a suitable computation architecture.

In this paper, we investigate the image reconstruction from a speckle generated by passing the light field with phase-only-type objects information through MMF. Two methods (accuracy, and Pearson correlation coefficient (PCC)) are employed to evaluate the reconstructed image fidelity. It is found that high-fidelity imaging reconstruction is obtained. We also study the influence of bending of MMF on the imaging reconstruction fidelity, in which the MMF are bent to different diameter. It seems that the bending of MMF does affect the imaging reconstruction fidelity slightly.

2. Experimental setup

The optical experiment setup is illustrated in figure 1, the wavelength of the laser (Origami-10XP, One-five) is 1028 nm, the pulse width is 400 fs, and the repetition rate is 50 kHz. The laser beam expanded by the telescope system combined of two lenses $L_1$ and $L_2$ passes through a polarization plate to become a linearly polarized one. Then the laser beam illuminates the phase-type reflected spatial light modulator (SLM) (PLUTO-NIR-015), and reflected light from the SLM is then coupled into the input port of the GRIN MMF (M31L10, core diameter: 62.5 $\mu$m, cladding diameter: 125 $\mu$m, and NA = 0.275, THORLABS) by using a lens $L_3$ and an objective microscope ($O_1$). The output port of MMF is a speckle pattern, and is collected by another objective microscope ($O_2$) and subsequently recorded by a CCD (AVT PIKE, F421B). Here we use two different bending diameters of MMF, in which their diameters are (a) 20 cm, and (b) 5 cm, respectively. By using MMF of these two different bending diameters, we want to investigate the influence of the bending of MMF on the imaging fidelity.
Figure 2 illustrates how to generate a phase-only-type object from an SLM and its propagation through an MMF. Just as shown in figure 2(a), a laser beam is incident upon a phase-only-type SLM in which an object ‘7’ is imposed, and the reflected beam with object information seems different from the incident light beam. To train CNN, we need a lot of objects. Fortunately, a lot of objects can be available from datasets (MNITS handwritten digit [23] and Quickdraw Object [24] databases). As the reflected beam from SLM passes through MMF, the speckle pattern occurs at the output port of MMF. It is shown from figure 2(b) that the reflected beam with different phase objects are different, therefore speckle patterns generated from the light beams with different objects passing through MMF is certainly different. Based on trained CNN and the speckle pattern, one can reconstruct the image of the original object.

3. Method

The CNN is a common network structure in deep learning, including neural network with convolutional computation and deep structure. The CNN usually consists of a convolutional layer and a pooling layer. It is divided into supervised learning and unsupervised learning. Supervised learning trains samples with conceptual markers so as to learn outside the training sample set, while the unsupervised learning trains samples without markers are to discover the structure knowledge in training set. The network structure we used is a U-net [25], which is shown in figure 3. The U-net is a full CNN without a fully connection layer, which is often used for medical image segmentation. The network is mainly divided into two parts, being an encoder and a decoder. The U-net is consisted of 23 convolutional layers that each layer of convolution processing uses a $(3 \times 3)$ convolution kernel. Each convolution in the encoder is followed by a nonlinear activation function (ReLU) and a $(2 \times 2)$ maximum pooling operation with a stride of 2 for down-sampling, which doubles the number of feature channels during down-sampling. In the decoder process, the deconvolution technique is adopted, and thus the feature is deconvolution at each step. The convolution kernel of $(2 \times 2)$ is used to deconvolution so that the number of feature channels is halved, the size of the feature map is doubled, and then the relative feature layer of the encoder is performed. For preserving high frequency information, information at different spatial scales is transmitted through connections. Next, the convolution processing and activation functions are the same as those of the decoder.

CNN requires a training process to generate a computational architecture, so as to accurately reconstruct the images from the speckle patterns at the distal end of the MMF. Training of the CNN needs a large number of matched input (images of original objects) and output (the transported raw images, i.e. speckle patterns) pairs to optimize the parameters of the neural network and build a suitable computational architecture. In this paper, four sets of experiments are done, which are listed as follows:

Set 1: we take 12 000 speckle images of the digital objects (1–9), in which the length of MMF is 10 m, and bent diameter is 20 cm;
Set 2: we take 12 000 speckle images of the digital objects (1–9), in which the length of MMF is 10 m, and bent diameter is 5 cm;
Set 3: we take 12 000 speckle images of the graffiti objects 12 000, in which the length of MMF is 10 m, and bent diameter is 20 cm;
Set 4: we take 12 000 speckle images of the graffiti objects 12 000, in which the length of MMF is 10 m, and bent diameter is 5 cm.
Figure 4. (a) The accuracy for training process and validation process is a function of epoch, (b) The loss rate for training process and validation process is a function of epoch. In (a) and (b), the length of MMF is 10 m, and the curled diameter of the MMF is 20 cm. (c) The accuracy for training process and validation process is a function of epoch, (d) The loss rate for training process and validation process is a function of epoch. In (c) and (d), the length of MMF is 10 m, and the curled diameter of the MMF is 5 cm.

Four sets of data are sent to the CNN network for training, in which the parameters of the CNN network are chosen to be fixed. Based on the trained CNN, we can reconstruct the images from the speckles, due to that the relation between the reconstruction image and the speckle image has been built.

CNN is designed for achieving sparse images [17], however mean squared error (MSE) and mean absolute error (MAE) cannot be evaluated effectively on the sparse image [26], therefore we must introduce the cross-entropy as a network performance assessment-loss function, which is shown as follows [27]:

$$\text{Loss} = -\frac{1}{n} \sum_x (y \log(y^{(i)}))$$  \hspace{1cm} (1)$$

here $y$ represents the ground-truth image by the pixel value, $y^{(i)}$ is the pixel value of the predicted image, $x$ represents each pixel point, and $n$ is the total number of pixel points. In this paper, we calculate the loss function of every pixel point for evaluating the network performance. The CNN is trained in Huaqiao University processing with the GPU (NVIDIA, RTX 2080 SUPER) using Keras/Tensorflow.

In order to avoid over-fitting, the training sets are processed in 16 image batches for the reconstruction network. In general, an optimizer called as Adam optimizer, is used to optimize the deep convolution network for minimizing the loss function [28]. Additionally, the parameter of momentum is chosen to be 0.99 and the learning rate reaches $1 \times 10^{-4}$. It is found that the network can achieve optimal performance after 150 iterations.

4. Results and analysis

Figure 4 presents the accuracy and loss of the trained CNN as a function of epoch, showing the performance for achieving the reconstructed image of the input object (digital), in which the length of MMF is 10 m, and the curled diameters of MMF are 20 cm (figures 4(a) and (b)) and 5 cm (figures 4(c) and (d)), respectively. It is shown from figures 4(b) and (d) that with the increment of epoch, the loss of train and validation decreases to the value lower than 0.1. It is also shown from figures 4(a) and (c) that the accuracy of both train and validation increases to 0.981 (the curled diameter is 20 cm) and 0.971 (the curled diameter is 5 cm), respectively. This indicates that the smaller is the curled diameter of MMF, the lower is its accuracy. The reduced fidelity to the bending may attribute to that too small diameter of MMF results in the leak of
Figure 5. Image reconstruction of speckle images corresponding to digital and graffiti labels input to the MMF using CNNs. (a) Set 1: The MMF is curled to be diameter of 20 cm, and the input object is digital; Set 2: The MMF is curled to be diameter of 5 cm, and the input object is digital. (b) Set 3: The MMF is curled to be a diameter of 20 cm, and the input object is graffiti objects. Set 4: The MMF is curled to be a diameter of 5 cm, and the input object is graffiti objects (such as airplane, candle, cloud, glasses, and moon, etc). The length of MMF is 10 m. The yellow mark in the figures indicates the value of accuracy of reconstruction image. (c) The average accuracy of image for four sets of reconstructed images.

There are two methods for evaluating the reconstructed image fidelity. The first one is to compare the input object and the reconstructed image, by performing the pixel-by-pixel contrast. For simplicity, we call the parameter of this method for evaluating the reconstruction as accuracy of image \([29]\). The other is called as PCC. It is shown that these two methods can quantitatively represent the similarity between the input object and the reconstructed image \([30]\). It is commonly known that higher is parameter (accuracy or PCC), the better is the reconstructed image fidelity.

Now we employ the accuracy of image to evaluate the reconstructed image fidelity. In figures 5(a) and (b), we present a part of our results, in which the number in the third column is the accuracy of image. We find that the reconstructed image fidelity is very good, e.g. for the case that the curled diameter of MMF is 20 cm, the value of accuracy for all reconstructed digits is larger than 0.9. Specially for reconstructed image of the digit ‘5’, the value of accuracy reaches 0.9813. In the case that the MMF is curled to be the diameter of 5 cm, the accuracy value is still high. However, for some digits (e.g. ‘2’, and ‘6’), the values of accuracy are a little low, e.g. 0.8640, and 0.8893. The reason for that may attribute to the loss of information of input objects as the laser beam with information transmits through the MMF of the smaller diameter, due to leaking of the laser beam from the MMF. In figure 5(c), we give the average accuracy of image for four sets of reconstructed images. It is shown that for the same objects (e.g. digital, or graffiti), the smaller curled diameter of MMF is, the smaller is the average accuracy of image. It is also shown from figure 5(c) that, the smaller diameter (Set 2 and Set 4, the curled diameter is 5 cm) is, the bigger error is.

Now we shift to use PCC for evaluating the reconstructed image fidelity. Figure 6 plots the PCC values of the reconstructed image fidelity for Set 1 experiment and Set 2 experiment. Comparing to the evaluation
Figure 6. PCC values of reconstructing different digital. (a) The PCC average value for Set 1 experiment is 0.833; the PCC average value for Set 2 experiment is 0.731. Set 1 experiment: The curled diameter of MMF is 20 cm. Set 2 Experiment: The curled diameter of the MMF is 5 cm. The length of MMF is 10 m. (b) The PCC values for reconstructing some input objects, such as airplane, candle, cloud, glasses, and moon. The average PCC value for Set 3 experiment is 0.91, and the PCC average value for Set 4 experiment is 0.83. The length of MMF is 10 m. And in Set 1 and Set 3 experiment, the curled diameter of MMF is 20 cm. In Set 2 and Set 4 experiment, the curled diameter of the MMF is 5 cm.

parameter of image (the accuracy), the values of the PCC become smaller for evaluating the same reconstructed image. This means that for evaluating the reconstructed image fidelity by PCC or accuracy, the value of the PCC is smaller than that of the accuracy. The average PCC value of Set 1 experiment is about 0.833, and the average value of Set 2 experiment is about 0.731. This indicates that the reconstructed image fidelity is better for the larger curled diameter of the MMF. Figure 6(b) presents the PCC values for reconstructing some input objects, which we classified as Set 3 experiment and Set 4 experiment. As shown in Figure 6(b), the values of PCC are quite high. The average PCC value for Set 3 experiment and Set 4 experiment are 0.91 and 0.83, respectively. It is shown that the smaller curled diameter of MMF damages the image reconstruction performance.

5. Conclusion and expectation

In this paper, we have experimentally demonstrated the high-fidelity imaging through a bent MMF by the CNN. It have been shown that the trained CNN can reconstruct high-fidelity images from the speckle patterns. The influence of MMF conditions on reconstructed image fidelity was also studied, in which MMF for imaging was curled to different diameters. It was found that as an object passes through the MMF with a small bent diameter, the information of the object may loss, resulting in somewhat decrease of the reconstructed image fidelity. We also found that even if MMF was curled to a very small diameter (5 cm), the reconstructed image fidelity was still good. We only tested the fidelity of reconstructed image at the condition that the curled diameter of the fiber is 5 cm, and 20 cm, respectively. It can be expected that when the curled diameter of the fiber is larger than 20 cm, the fidelity of the reconstructed image is nearly unchanged. Moreover, how to design the CNN for keeping the high fidelity of reconstructed image even when the bending radius of fiber is very small seems important to the applications of this technique. Further work on improving the performance of the CNN will be done.

The laser source we used is an fs one, and its wavelength is 1028 nm. The absorption of MMF at this wavelength is suitable, therefore we use this laser to perform the experiment. Such laser does have a reduced temporal coherence, which may blur the speckle. Fortunately, the pulse width is not too short, about 400 fs, and the temporal coherence is reasonable to achieve clear speckle pattern as a object passing through MMF. It is certain that if we use a higher coherence laser source (such as a He-Ne laser), the speckle patterns are sure to be clearer, and the reconstruction image fidelity is expected to be larger.
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