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In weakly coupled BCS superconductors, only electrons within a tiny energy window around the Fermi energy, \( E_F \), form Cooper pairs. This may not be the case in strong coupling superconductors such as cuprates, FeSe, SrTiO\(_3\) or cold atom condensates where the pairing scale, \( E_B \), becomes comparable or even larger than \( E_F \). In cuprates, for example, a plausible candidate for the pseudogap state at low doping is a fluctuating pair density wave, but no microscopic model has yet been found which supports such a state. In this work, we write an analytically solvable model to examine pairing phases in the strongly coupled regime and in the presence of anisotropic interactions. Already for moderate coupling we find an unusual finite temperature phase, below an instability temperature \( T_i \), where local pair correlations have non-zero center-of-mass momentum but lack long-range order. At low temperature, this fluctuating pair density wave can condense either to a uniform \( d \)-wave superconductor or the widely postulated pair-density wave phase depending on the interaction strength. Our minimal model offers a unified microscopic framework to understand the emergence of both fluctuating and long range pair density waves in realistic systems.

Spatially uniform superconducting (SC) order formed from Cooper pairs with zero center-of-mass momentum is the energetically favored ground state in the conventional theory of Bardeen, Cooper and Schrieffer (BCS) \cite{BCS}. Equivalently, the SC instability is signaled by a divergence in the static pair-fluctuation propagator, \( L(q, \Omega = 0) \), at \( q = 0 \) once the pair instability temperature, \( T_i \), is achieved \cite{BCS}. On the other hand, a non-uniform order with non-zero center-of-mass momentum Cooper pair can occur when the divergence of the pair fluctuation propagator is shifted to non-zero \( q \). First proposed by Fulde and Farrell (FF) \cite{FF} and independently by Larkin and Ovchinnikov (LO) \cite{LO}, these solutions are stabilized in the presence of explicit time-reversal symmetry breaking from an external magnetic field. A modulated order parameter can also be realized in the presence of time-reversal symmetry where the spatial average of the gap vanishes. Termed pair-density waves (PDWs), these states are posited to exist in a variety of systems, including high-temperature cuprate superconductors (for a review, see Ref. \cite{Setty} and references therein).

While PDWs have been subject to much theoretical \cite{Fanfarillo,B5,Franz,Schmid,NEG,SCW,HEH,Chen,Fisher,Chung} and numerical \cite{Kivelson,DEPR,NEG} interest, a clear-cut analytically solvable model describing their origin from microscopic ingredients is lacking. From the experimental point of view, the interest for modulated pairing phases has been triggered by increasing experimental evidence for short-ranged PDW order in the underdoped region of the phase diagram of cuprates \cite{STM,STM2}. In particular, \cite{STM2} reported the first clear observation via scanning tunneling spectroscopy of a vortex-induced PDW in Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_8\) at low temperature. More recent STM experiments provide further evidence in favor of a short-range PDW coexisting with the \( d \)-wave superconductivity in the SC phase and evolving into a PDW state in the pseudogap region \cite{STM,STM2}. This phase is characterized by a gap at finite temperatures but lacks long-range order, and can be characterized as a “fluctuating pair density wave”, locally pinned by disorder. Such a state also provides an explanation for many other experimental signatures of the cuprates, including the existence of vestigial charge density wave order arising from partial melting of a PDW \cite{STM,STM2,STM3}. However, there is currently no microscopic model supporting this picture. Hence it is urgent to seek a unified framework that subsumes both fluctuating and long-range ordered PDW phases under a single paradigm by providing a concrete description of their origin.

In this Article, we show that a Fermi liquid subjected to a finite anisotropic interaction is unstable toward a modulated SC phase in the strong coupling limit. Whether this phase is a ‘fluctuating’ PDW (FPDW) or long-range order PDW is determined by temperature as well as the coupling strength defined by the ratio \( \alpha = E_B/E_F \), with \( E_F \) the Fermi energy and \( E_B \) the bound state energy for pair formation.

Our strategy is to solve the self-consistent gap equation for the homogeneous \( d \)-wave superconductor and analyze the momentum dependence of the SC fluctuations. The expansion of the static pair propagator \( L_0 \) in powers of momentum transfer \( q \), can reveal, in fact, critical fluctuations of Cooper pairs with finite center-of-mass momentum, that makes the homogeneous solution unstable towards a modulated SC phase. This is indeed what we find already at intermediate coupling \( \alpha \sim 0.7 \). The emergence of such a state is linked to the existence of fluctuating terms that lower the momentum rigidity of the Cooper pairs. These terms directly follow from the anisotropy of the pairing interaction that affects the momentum dependence of the pairing susceptibility already in the normal phase.

Our results are summarized in the phase diagram,
This page discusses the phase diagram for a $d$-wave superconductor. The instability temperature for the $d$-wave superconductor, $T_1$, defines the transition from a Fermi liquid to the SC state. At weak coupling the pairing state is a homogeneous $d$-wave superconductor (gold). Increasing $\alpha$ the system develops critical fluctuations at finite momentum and the $d$-wave SC state becomes unstable toward a non-homogeneous SC state (pink and purple regions). $T^*$ is the temperature at which the momentum rigidity parameter $c_2$ vanishes. The fluctuating PDW (pink) condenses below a coherence temperature $T_c$ into a long-range ordered state that can be an homogeneous $d$-wave SC state (gold) or a PDW (purple) depending on the coupling strength, schematically represented by a solid line. $T_c$ coincides with $T_1$ at weak coupling while at strong coupling it is expected that $T_c < T_1$ \cite{6}. Note that the actual instability temperature of the FPDW, $T_i$, is somewhat higher than $T_1$ (see Supplementary Material). Temperatures are renormalized by the energy range of the pairing, $\Lambda$ that is the largest energy scale of our model.

At weak coupling, $\alpha \ll 1$, the uniform $d$-wave paired state is the ground state; at larger $\alpha$ (strong coupling), SC fluctuations at finite momentum lead to two modulated pairing phases – the $T = 0$ PDW ground state and a higher temperature FPDW phase that condenses into a PDW ordered phase below a coherence temperature ($T_c$). As expected in the BCS limit, the instability temperature $T_i$ and the coherence temperature $T_c$ coincide at weak coupling, while they decouple in the strong coupling regime where we find well formed pairs with no coherence. We do not perform here any calculation of the coherence temperature inside the modulated phase, however in analogy with results obtained for homogeneous $s$-wave superconductors in the strong coupling limit \cite{8} we anticipate $T_c < T_1$ for $\alpha > 1$. The FPDW is found for temperature $T_c < T < T_1$ and it is characterized by pairs with finite momentum with no coherence. At $T = 0$, the ground state can be either the uniform $d$-wave solution or the long-range PDW depending on the value of $\alpha$. Hence our model captures two key experimentally postulated modulated Cooper phases – a FPDW and a long-range PDW – in a single unified scheme.

The mechanism we present in this paper predicts spatially modulated pairing phases for $\alpha = E_B/E_F > 1$, i.e. in strongly coupled electronic systems, with anisotropic interactions. Examples of low-density electronic materials include the Fe-based superconductor FeSe where quantum oscillations \cite{10} as well as transport and scanning tunneling spectroscopy \cite{11} show that both the electron and hole pockets are tiny with Fermi energies comparable or even smaller than the SC gap and for which we find several proposals of BCS-BEC cross-over physics in the literature \cite{42,44}. Other “mixed-band” superconductors such as O vacancy- or Nb-doped SrTiO$_3$ have one partially filled band with a large Fermi surface while the Fermi level intersects the other at or close to the band bottom \cite{45}. Even if these materials typically have more than one band close to or crossing the Fermi level, the results from our minimal model may eventually provide a suitable starting-point for the analysis of possible instabilities towards modulated pairing states in dilute multiorbital superconductors. Our results may also be relevant to the recent observation of superconductivity in twisted bilayer graphene \cite{46} where interactions can be large compared to the bandwidth leading to large inter-particle distances \cite{47} and hence possible strongly-coupled Cooper pairing.

The modulated phases we propose in this work, that include both the long-range ordered PDW as well as the FPDW at finite temperature, are distinct from earlier proposals in literature. Loder and coworkers \cite{11}, considered similar models characterized by nearest neighbor attractive interaction with $d$-wave symmetry and found Cooper pairing with finite center-of-mass momentum above a critical interaction strength. In Refs. \cite{11,20}, a modulated superconducting state is found in models which have correlated pair-hopping interactions. Other models that admit modulated SC ground states were proposed in the context of cold atoms \cite{10} where local interactions were considered in systems with multiple bands. Those references focused on the analysis of the long-range ordered state (mainly at zero temperature) without exploring the FPDW phase. The key contribution of our work is it provides an analytically tractable model where both fluctuating and long-range ordered PDWs can be explained under a single unified framework.

**MODEL**

Let’s consider a single band SC system. The kinetic part of the Hamiltonian reads $H_0 = \sum_{k\sigma} \xi_k c_{k\sigma}^\dagger c_{k\sigma}$, where $\xi_k = \epsilon_k - \mu$, $\mu$ is the chemical potential, $\epsilon_k = k^2/2m$ the parabolic dispersion and we further assume
The pairing interaction is given by

\[ H_I = -g \sum_q \theta_q^* \theta_q, \tag{1} \]

g is the constant SC coupling and \( \theta_q \) is defined as

\[ \theta_q = \sum_k f_{k,q} c_{-k+\frac{q}{2},\downarrow} c_{k+\frac{q}{2},\uparrow}. \tag{2} \]

where \( f_{k,q} = (h_{k-q/2} + h_{k+q/2})/2 \) is a form factor. In this work \( h_k \) can be any anisotropic form factor; we consider, e.g. \( h_k = (k_x^2 - k_y^2)/\Lambda \) with \( d \)-wave form. Our results do not depend qualitatively on the exact form of the anisotropy, provided it is strong enough, but they are distinct from the conventional \( s \)-wave case \( f_{k,q} = 1 \). Here \( \Lambda \) is the pairing energy scale.

We use the standard Hubbard-Stratonovich transformation to decouple the interaction term, Eq. (1) and to derive the effective action in term of the bosonic pairing field \( \Delta \) (for a detailed derivation see Supplemental Material).

In standard BCS superconductors, the mean-field value of the pairing field is defined by minimizing the action with respect to the homogeneous \( q = 0 \) value of \( \Delta \) and then solving this equation together with the one for the chemical potential. To study fluctuations of the pairing field around the mean-field value, we instead analyze the gaussian action obtained by retaining up to the second order in the fluctuating field with arbitrary momentum \( q \) given by

\[ S_G[\Delta_q] = \sum_q L^{-1}_q \Delta^2_q. \tag{3} \]

The static pairing susceptibility is explicitly given by

\[ L_q^{-1} = g^{-1} + \Pi_q, \]

where the particle-particle propagator reads

\[ \Pi_q = \frac{T}{V} \sum_{k\nu} \frac{(i\omega_n + \xi_{k+q}) (i\omega_n - \xi_k) - f_{k,0} f_{k+q,0} \Delta^2}{(\omega_n^2 + E_k^2)(\omega_n^2 + E_{k+q}^2)} f_{k,q}. \tag{4} \]

with \( E_k^2 = \xi_k^2 + f_{k,0}^2 \Delta^2 \). Here \( T \) is the temperature and \( V \) the volume. Note that since \( 2m = 1 \), energies have dimensions of 2-D \( V^{-1} \), and \( L^{-1}_q \) is therefore dimensionless.

The static susceptibility can be expanded in the hydrodynamic limit as

\[ L_q^{-1} = c_0 + c_2 q^2. \tag{5} \]

The instability temperature is defined as the highest temperature at which the susceptibility diverges, i.e. \( c_0 = g^{-1} + \Pi_0|_{T=T_c} = 0, \) as we assume that the minimum of the action, Eq. (4) is associated with the homogeneous order parameter. The coefficient \( c_2 = (\partial^2 L^{-1}_q/\partial q^2|_{q=0})/2 \) provides instead information about the momentum rigidity of the fluctuating Cooper pairs i.e. the energy needed to move the center-of-mass momentum of the Cooper pairs from zero to a finite value. A negative momentum rigidity, \( c_2 < 0 \), implies that finite momentum fluctuations can lower the energy of the system making the homogeneous SC solution unstable. This means that the highest temperature at which the pairing susceptibility, Eq. (5) diverges is actually associated to a critical mode with finite momentum.

In what follows we analyze the momentum-dependence of the static susceptibility, Eq. (5) looking for a sign change of the momentum rigidity parameter \( c_2 \) and using it as a proxy to identify possible spatially modulated SC regions in the phase diagram. It is worth noticing that \( c_2 \) is directly affected by the momentum properties of the pairing susceptibility i.e. the pairing symmetry. From Eq. (4) it is easy to verify that the anisotropy of the interactions affects the momentum dependence of the propagator not only in the SC phase via the symmetry of the SC order parameter, but also above the instability temperature \( T_i \) where \( \Delta = 0 \) due to the overall form factor \( f_{k,q}^2 \) at the numerator. This reflects in a strong momentum dependence of the contributions to the rigidity parameter depending on the symmetry of the pairing interaction. We discuss below how this affects the development of critical finite-momentum fluctuations.

**RESULTS AND DISCUSSION**

The mean-field analysis for the homogeneous \( d \)-wave superconductor is shown in Fig. 2. In panels (a)-(b) we report the self-consistent numerical mean-field solutions for the pairing function \( \Delta \) and the chemical potential \( \mu \) as a function of temperature \( T \) for three representative cases of the pairing strength \( \alpha = E_B/E_F = 0.5, 1.0, 2.0 \), where for simplicity the weak-coupling expression \( E_B = \Lambda e^{-2/g} \) is used at all \( \alpha \). In panels (c)-(d) we show the same mean-field results at \( T = T_c \) and \( T = 0 \) as a function of \( \alpha \). The change of sign of the chemical potential with increasing coupling strength is well-known from the BCS-BEC crossover problem [18,22]. In the weak-coupling regime, the pairs are loosely bound and we recover the BCS expression \( \mu \sim E_F \). As the interaction increases, all fermions strongly bind in pairs and \( \mu \) becomes negative and proportional to \( -E_B \). In both the weak and strong coupling limits, the curves are similar to those derived for \( s \)-wave superconductors in [22], showing that the \( d \)-wave symmetry of the pairing interaction does not affect the mean-field results qualitatively.

We first study the SC fluctuations above the instability temperature by analyze the static pairing susceptibility in the hydrodynamic limit, Eq. (5). The mass term \( c_0 \) is positive and vanishes as the temperature approaches the instability temperature as expected from a Ginzburg-Landau description of the transition.

The analysis of the momentum rigidity of the fluctuat-
FIG. 2: Mean-field results for the spatially homogeneous d-wave superconductor. (a,b) Self-consistent solutions of the pairing order parameter $\Delta(T)$ and the chemical potential $\mu(T)$ for three representative values of $\alpha$. Temperatures are normalized to the instability temperature $T_i$ defined as the temperature at which the static pairing susceptibility $L_{q=0}$ diverges, while $\Delta$ and $\mu$ are scaled with $\Lambda$. (c) Instability temperature $T_i$ and chemical potential $\mu_i \equiv \mu(T = T_i)$ as a function of $\alpha$. (d) $T = 0$ solutions: $\Delta_0 \equiv \Delta(T = 0)$ and chemical potential $\mu_0 \equiv \mu(T = 0)$ as a function of $\alpha$. For comparison we show also the results of the isotropic s-wave case in dashed lines. Computations are performed using $\Lambda = 11$, $E_F = 2.2$ in units of $2m = 1$.

FIG. 3: Coefficients of the momentum-expansion of the static susceptibility as a function of the coupling strength $\alpha = E_F/E_F$ at $T = T_i$. (a) The momentum rigidity $c_2(\alpha)$ for d-wave (solid line) and s-wave pairing interaction (dashed line). In the anisotropic d-wave case $c_2$ becomes negative at intermediate coupling, $\alpha \sim 0.7$ indicating that the homogeneous d-wave SC is unstable. Inset: $c_2(\mu_\lambda)$, the sign change of the momentum rigidity occurs around the same range in which $\mu_i$ turns from positive to negative values. The momentum rigidity for the isotropic s-wave case remains positive regardless the coupling strength. (b) $c_n(\alpha)$ coefficients, $n = 2, 4, 6$, for the d-wave pairing. The positive value of $c_6$ allows to recover the stability of the action. The computation of the higher order coefficients allows to define the finite momentum of the critical mode (see Fig. 3) and the relative instability temperature. We use here the same set of parameters of Fig. 2 and plot the results in dimensionless units i.e. $c_n \equiv c_n \Lambda^{n/2}$.

order in momentum

$$L_{\mathbf{q}}^{-1} = \sum_n c_n q^n, \quad \text{with} \quad c_n = \frac{1}{n} \left. \frac{\partial^n L_{\mathbf{q}}^{-1}}{\partial q^n} \right|_{q=0} (6)$$

We report the coefficients of the momentum expansion at $T_i$ in Fig. 3. Results are shown as a function of $\alpha$ for the coupling regime in which $c_2 \lesssim 0$. We need to expand the susceptibility up $n = 6$ to find $c_6 > 0$, since for our set of model parameters $c_4 < 0$ as in the conventional BCS case.

We analyze the momentum dependence of the static susceptibility at $T_i$ in Fig. 4 where we show the expansion of Eq. 6 up to sixth order for different values of $\alpha$. At the instability temperature, $c_6 = 0$ by definition and the minimum of the function is determined by the higher order coefficients. At weak coupling, where $c_2$ is large and positive, the minimum of $L_{\mathbf{q}}^{-1}$ is located at zero momentum. As the pairing interaction increases $c_2$ becomes small and eventually changes sign at $\alpha \sim 0.7$. Here, since $c_4 < 0$, the minimum shifts discontinuously to a finite momentum $\bar{Q}$, i.e. by increasing the interactions the modulated phase emerges at $T_i$ via a first order transition from the homogeneous d-wave SC solution, in analogy with the results found at $T = 0$ in [11]. The non-zero value of $\bar{Q}$ at $\alpha \sim 0.7$ signals the formation of the FPDW state with finite momentum pairing but no long range coherent order. Note that the finite order parameter jump $\bar{Q}$ is a non-universal quantity and depends on microscopic details of the chosen model, as is a
feature of any generic first order transition. The momentum characterizing the modulated phase shifts toward larger values increasing the coupling parameters. In the strong coupling regime, larger values increasing the coupling parameters. In the tum characterizing the modulated phase shifts toward a finite $\bar{Q}$ of order 1. Same set of parameters of Fig. 2.

The sign change of the momentum rigidity parameter discussed at $T = T_i$ can be traced down in temperature (dashed line in Fig. 1). At $T = 0$ the homogeneous $d$-wave state becomes unstable, now toward a PDW, for a slightly higher value of the coupling where the chemical potential $\mu$ also changes sign (see Fig. 2). The stability of the PDW phase requires expanding up to the sixth-order, $c_4 < 0$, $c_6 > 0$ as we show in the Supplementary Material.

The results of our numerical study are summarized in the phase diagram of Fig. 1. We characterized the SC region below $T_i$ by the sign of the momentum rigidity parameter (dashed line). The sign change of the $c_2$ coefficient at strong coupling signals the presence of critical SC fluctuations at finite momentum that make the $d$-wave homogeneous state unstable toward either an FPDW or PDW. The pink and purple regions indicate the FPDW and the long-range ordered PDW state at high and low temperatures respectively. We leave for future work the explicit calculation of the coherence temperature below which the FPDW condenses. The color gradient indicates approximately the expected $T_c(\alpha)$ behaviour based on previous analysis of the coherence energy scale for the homogeneous $s$-wave SC state [6].

Analytical calculations of the momentum rigidity can be easily performed within a simplified model in which the chemical potential is used as parameter. Both at $T_i$ and $T = 0$, we find qualitatively the same results discussed within the numerical study. In particular, within the analytical calculations sketched in the Supplementary Material, the momentum rigidity parameter follows the chemical potential behaviour, i.e. $c_2(\mu) < 0$ for $\mu < 0$. This relation is qualitatively in agreement with the numerical study performed computing self-consistently $\mu(\alpha)$, as one can see from the inset of Fig. 3(a).

The strategy implemented here to investigate how finite momentum fluctuations become critical at strong coupling is based on the analysis of the momentum rigidity parameter. This method presents two main advantages with respect to other theoretical approaches. On the hand, as already discussed, it allows us to explore the finite temperature regime and analyze the FPDW state. On the other hand, it provides a physical understanding of the importance of the anisotropy of the pairing interactions in the development of the modulated phase. As one can see in Eq. 3 the symmetry of the pairing interactions dramatically affects the momentum dependence of the propagator not only in the SC phase, but also in the normal one when $\Delta = 0$ due to the overall form factor $f^2_{k,q}$. This is reflected in a strong momentum dependence of the contribution to the momentum rigidity parameter. In fact, after performing analytically the Matsubara summation, the computation of the $c_2$ coefficient reduces to an integral over the Brillouin zone $c_2 = \frac{1}{V} \sum_k I_2(k)$.

The expression for $I_2$ is given in the Supplementary Material, but here we show in Fig. 5 2D maps of $I_2(k)$ for both $s$-wave and $d$-wave at $T = 0$ and $T = T_i$. In the isotropic $s$-wave case, the contributions to the momentum rigidity coming from different momenta, $I_2(k)$, are positive at any $(k_x, k_y)$. On the other hand, in the $d$-wave case the contributions to the momentum rigidity coming from the nodal regions are negative and dominate the overall sign of the $c_2$ coefficient.

**CONCLUSIONS**

A consistent explanation for the occurrence of both static and fluctuating Cooper pairs with finite momentum in the phase diagram of materials such as cuprates has been a long-standing problem. This is primarily because an identification of the microscopic ingredients driving such exotic pairing has been elusive. The results in this paper point toward a simple and unified framework that naturally promotes both fluctuating and static pair-density wave (FPDW and PDW) phases over their zero momentum counterparts. Fig. 4 summarizes the main conclusions of our work, supported not only by numerical evaluations but also transparent analytical estimates (see Supplemental Material). The two key ingredients resulting in a high temperature FPDW and low tem-

**FIG. 4:** Momentum dependence of the sixth order expansion of $L^{-1}$ at $T_i$ (dimensionless units). At weak coupling, $\alpha = 0.22$, we find the homogeneous $d$-wave SC. The momentum rigidity $c_2$ is large and positive, and the minimum of the inverse of the susceptibility is at $q = 0$. At intermediate coupling, $\alpha \sim 0.7$, $c_2$ vanishes and the minimum of $L^{-1}$ appears at a finite $\bar{Q}$ of order 1. Same set of parameters of Fig. 2.
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