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ABSTRACT

We present the first work-optimal polylogarithmic-depth parallel algorithm for the minimum cut problem on non-sparse graphs. For \( m \geq n^{1+c} \) for any constant \( c > 0 \), our algorithm requires \( O(m \log n) \) work and \( O(\log^3 n) \) depth and succeeds with high probability. Its work matches the best \( O(m \log n) \) runtime for sequential algorithms [MN STOC’20; GMW SOSA’21]. This improves the previous best work by Geissmann and Gianinnazi [SPAA’18] by a \( O(\log^3 n) \) factor, while matching the depth of their algorithm. To do this, we design a work-efficient approximation algorithm and parallelize the recent sequential algorithms [MN STOC’21; GMW SOSA’21] that exploit a connection between 2-respecting minimum cuts and 2-dimensional orthogonal range searching.
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1 INTRODUCTION

Computing the minimum cut, or min-cut, is a fundamental graph problem. Given a weighted undirected graph \( G = (V, E) \), a cut is a set of edges whose removal disconnects \( G \). The min-cut problem is to find the cut with minimum total edge weight. Throughout, we let \( n = |V| \) and \( m = |E| \). Unless stated otherwise, all algorithms are randomized and succeed with high probability.\(^1\)

In the sequential setting, nearly-linear time algorithms were known since the breakthrough work of Karger [22]. His algorithm requires \( O\left(\frac{m(\log^2 n)\log \log n}{\log \log m} + n \log^6 n\right) \) time. This bound has been recently improved to \( O\left(m(\log^2 n)/\log \log n + n \log^6 n\right) \) [11, 25]. By simplifying the framework of [25], this was improved to \( O(m(\log^2 n)/\epsilon + n^{1+2\epsilon}(\log^2 n)/\epsilon^2 + n \log^3 n) \) for any \( \epsilon > 0 \) [12]. For non-sparse input graphs, e.g. when \( m = n^{1+\Omega(1)} \), this bound is the best in the sequential setting. (Note that better bounds exist when the input graph is very sparse or is unweighted and simple [11, 15, 17]. These cases are relevant to our results.)\(^2\)

When it comes to parallel algorithms, no algorithm with nearly-linear work and polylogarithmic depth was known until the recent result by Geissmann and Gianinnazi [14], where they obtain an algorithm with \( O(m \log^2 n) \) work and \( O(\log^3 n) \) depth. The work of this algorithm is higher than that by Karger’s sequential algorithm by an \( O(\log n) \) factor, and it was left open in [14] whether a work-optimal algorithm with polylogarithmic depth exists.

Our results. We present the first work-optimal polylogarithmic-depth parallel algorithm for the minimum cut problem on non-sparse graphs. For any \( \epsilon \geq 1/\log n \), our algorithm requires \( O(\log^3 n) \) depth while its work is

\[
O\left(\frac{m \log n}{\epsilon} + \frac{n^{1+2\epsilon} \log^2 n}{\epsilon^2} + n \log^5 n\right).
\]

For non-sparse graphs \((m \geq cn \log^3 n \log \log n \text{ for some large constant } c)\), the work of our algorithm matches the best \( O(m(\log n)/\epsilon + n^{1+2\epsilon}(\log^2 n)/\epsilon^2 + n \log^3 n) \) runtime for sequential algorithms [12, 25].\(^3\) When \( m = n^{1+\Omega(1)} \), the work of our algorithm can be simplified to \( O(m \log n) \) and improves the previous best work by Geissmann and Gianinnazi [14] by an \( O(\log^3 n) \) factor while matching the depth of their algorithm.

Remark: Concurrently and independently from this paper, [2] recently achieved a parallel algorithm with \( O(\log^3 n) \) depth and \( O(m \log^2 n) \) work by parallelizing the sequential algorithm of [11]. The work of this algorithm is smaller than ours for sparse graphs \((m = O(n \log^2 n))\). This is work-optimal when \( m = O(n \log^2 n) \) (but not when \( m = \omega(n \log^2 n) \)). \(^4\)

Table 1 compares our result with other results. To achieve our result, one challenge is to first solve the problem approximately. This is crucial because all known nearly-linear time sequential algorithms require to compute the so-called skeleton and

\(^1\)We say that an algorithm succeeds with high probability (w.h.p.) if it outputs a correct answer with probability at least \( 1 - 1/n^c \) for an arbitrarily large constant \( c \).

\(^2\)For sparse input graphs, the best bound of \( O(m \log^2 n) \) is due to [11] (improving from Karger’s \( O(m \log^3 n) \) bound). For simple graphs, the best bounds are \( O(m \log n) \) and \( O(m + n \log^3 n) \) [15].

\(^3\)This is because \( m(\log n)/\epsilon + n^{1+2\epsilon}(\log^2 n)/\epsilon^2 \geq n \log^5 n \) when \( m \geq cn \log^3 n \log \log n \). Otherwise, \( m(\log n)/\epsilon \leq n \log^5 n \) implies that \( \epsilon \geq c(\log \log n)/\log(n) \). But then \( n^{1+2\epsilon}(\log^2 n)/\epsilon^2 \geq n^{1+2\epsilon} \log^2(n)/\log(n) \log(n) > n \log^5 n \) for large enough constant \( c \) (note that \( c < 1 \) since the claim is obvious otherwise). We thank Pawel Gawrychowski for the clarification of the bound in [13].

\(^4\)When \( m = n \log^2(n) \) for some growing function \( g \), we have \( \frac{m \log n}{\epsilon} \geq n^{1+2\epsilon} \log^2 n + n \log^3 n < m \log^2 n \) by setting \( \epsilon = c(\log \log(g(n)))/\log n \) for some constant \( c \).
to compute the skeleton we need an $O(1)$-approximate value of the min-cut. While a linear-time $(2 + \epsilon)$-approximation algorithm was known in the sequential setting [24], no $O(1)$-approximation algorithm that requires polylogarithmic depth and work less than the exact algorithm of [14] was known in the parallel setting. In this paper, we show a $O(1)$-approximation algorithm with $O(m \log n + n \log^{3} n)$ work and $O(\log^{2} n)$ depth. The algorithm can be modified to obtain a $(1 + \epsilon)$-approximation of the min-cut (for any small constant $\epsilon$) without any change in the performance guarantee. This algorithm might be of independent interest.

Another bottleneck in the previous parallel algorithm of [14] is solving the so-called two-respecting cut problem, where the randomized algorithm of [14] requires $O(m \log^{3} n)$ work and $O(\log^{2} n)$ depth. The work does not match the then-best time complexity of $O(m \log n)$ in the sequential setting [22]. In this paper, we obtain a work-optimal algorithm for this problem. Our algorithm is deterministic and requires $O(m/e + n^{2+2\epsilon} \log n)/e^2 + n \log n)$ work and $O(\log^{2} n)$ depth. Its work matches that by the sequential algorithm of [12, 25]. To do this, we parallelize the algorithm of [25] and its simplification in [12], which exploit a connection between the 2-respecting min-cut problem and 2-dimensional orthogonal range searching.

Organization. We review the necessary prerequisites in Section 2. In Section 3, we provide the parallel algorithm for approximating min-cut in a weighted graph. Finally, in Section 4 we design the parallel algorithm for computing the exact minimum cut in a weighted graph.

2 PRELIMINARIES

In this section, we introduce the model of computation and briefly state the main ideas of Karger’s [22] and Mukhopadhyay-Nanongkai’s (MN) [25] min-cut algorithms. Then we review two important concepts—graph skeletons and connectivity certificates—that are extremely useful for our algorithms.

2.1 Model of Computation

We use the work-depth model [5, 31] (also called work-span model [8] or work-time framework [18]) to design and analyze the performance of our algorithms. The work of an algorithm is defined as the total number of operations used, similar to the time complexity in the sequential RAM model. And the depth is the length of the longest sequence of dependent operations. We assume concurrent reads and writes are supported. By Brent’s scheduling theorem [6], an algorithm with work $W$ and depth $D$ takes $O(W/p + D)$ time when $p$ processors are available. A parallel algorithm is work-optimal if it performs the same number of operations—up to a constant—as the best known sequential algorithm for the same problem.

2.2 Karger’s Minimum Cut Algorithm

The basic idea behind Karger’s randomized algorithm is to exploit a connection between minimum cuts and greedy packings of spanning trees.

**Definition 2.1 (Greedy) tree packing.** Let $G = (V, E)$ be a weighted graph. A tree packing $\mathcal{S}$ of $G$ is a multiset of spanning trees of $G$, where each edge $e \in E$ is loaded with the total number of trees containing $e$. We say that $\mathcal{S} = \{T_1, \ldots, T_k\}$ is a greedy tree packing if each $T_i$ is a minimal spanning tree with respect to the loads induced by $\{T_1, \ldots, T_{i-1}\}$ and no edge has load greater than the weight of that edge.

Such a packing $\mathcal{S}$ of $G$ has the important property that the minimum cut in $G$ 2-respects (cuts at most 2 edges of) at least a constant fraction of the trees in $\mathcal{S}$. Therefore, if we try out trees from the packing and, for each of them, find the minimum cut that 2-respects it, we will eventually stumble upon the minimum cut of $G$. To make this efficient, Karger uses random sampling techniques to construct a sparse subgraph $H$ of $G$ on which a greedy tree packing can be computed in less time. The schematic description of the algorithm is given in Algorithm 2.2.

**Algorithm 2.2 Schematic of Karger’s algorithm.**

1. Find a sparse subgraph $H$ of $G$ that preserves the min-cut with arbitrary precision.
2. Find a tree packing $\mathcal{S}$ in $H$ of weight $O(\lambda') = O(\log n)$, such that w.h.p. the min-cut of $H$ 2-respects a tree in $\mathcal{S}$.
3. For each tree in the packing $\mathcal{S}$, find the smallest cut in $G$ that 2-respects the tree.

We refer to steps 1 and 2 from the schematic as the tree packing step, and to the problem of finding a 2-respecting min-cut in step 3 we refer as the cut-finding step.

2.3 MN’s 2-Respecting Min-Cut Algorithm

We now briefly describe the algorithm of Mukhopadhyay and Nanongkai for serving the cut-finding step.

Let $T$ be a spanning tree of the input graph $G$. The algorithm rests on the fact that the cut determined by tree edges $e$ and $f$ is unique, and consists of edges $(u,v) \in G$ such that exactly one of $e$ and $f$ belongs to the $uv$-path in $T$. Let $cut(e,f)$ denote the value of such cut for any pair $e,f \in T$.

Assume for now that $T$ is a path. In matrix terms, the minimum 2-respecting cut problem can be restated as finding the smallest element in the matrix $M$ of dimension $(n−1) \times (n−1)$ where the $(i,j)$-th entry of $M$ is determined by $M[i,j] = cut(e_i,e_j)$, with $e_i$ and $e_j$ the $i$-th and the $j$-th edges of $T$, respectively. A key insight of Mukhopadhyay and Nanongkai is in observing that the matrix $M$ satisfies a monotonicity property (see [25, Sec. 3.1] or [12, Sec. 3.2] for more details), which can be exploited to significantly reduce the number of entries to inspect when searching for the minimum entry of $M$—compared to $O(n^2)$ in the worst case.
This approach is generalized to handle any tree $T$ by decomposing it into a set $\mathcal{P}$ of edge-disjoint paths (see Section 4.1.1 for details)—each of which satisfies the same monotonicity property (when considering all other tree edges as collapsed). Observe that it can also happen that the two tree edges $e$ and $f$ with minimum value $cut(e, f)$ each belong to a different path in $\mathcal{P}$. Hence, the algorithm must also consider pairs of paths, of which there can be $O(n^2)$ many. But another significant contribution of Mukhopadhyay and Nanongkai is in observing that one does not need to consider every pair of paths $P, Q \in \mathcal{P}$. They show that inspecting only a small subset of path pairs—or so-called interested paths—suffices to find the minimum 2-respecting cut of $T$ in $G$. On a very high level, the algorithm can be summarized into three steps as shown in Algorithm 2.3.

**Algorithm 2.3** Schematic of MN’s algorithm.

1: Decompose $T$ into a set of edge-disjoint paths $\mathcal{P}$.
2: Compute the 2-respecting min-cut for single paths in $\mathcal{P}$.
3: Compute the 2-respecting min-cut among path-pairs.

In Section 4.1 we formally argue that each step of the algorithm can be parallelized with optimal work and low depth.

### 2.4 Graph Sparsification

In this section we review useful sparsification tools that are used in both our exact and approximation min-cut algorithms.

#### 2.4.1 Graph Skeletons

A skeleton is defined [20, 21] as a subgraph of $G$ on the same set of vertices, obtained by placing each edge $e \in G$ in the skeleton independently with probability $p$. If $G$ is weighted, a skeleton can be constructed by placing each edge $e \in G$ in the skeleton with weight drawn from the binomial distribution with probability $p$ and the number of trials the weight $w(e)$ in $G$.

An important result at the core of our algorithms is the following:

**Theorem 2.4** ([20, 21]). Let $G = (V, E)$ be a weighted graph with minimum cut $\lambda$ and let $p = 3(d+2)/\log n$, where $d \leq 1, \gamma \leq 1$ and both $e$ and $y$ are $\Theta(1)$. Then, a skeleton $H$ of $G$ constructed with probability $p$ satisfies the following properties with high probability:

1. The minimum cut in $H$ has value $\lambda'$ within $(1 \pm \varepsilon)$ times its expected value $\lambda$, which is $\lambda' = O(\log n/e^2)$.
2. The value of the minimum cut in $G$ corresponds (under the same vertex partition) to a $(1 \pm \varepsilon)$ times $\min H$.

In simpler terms, by sampling edges of $G$ with probability $p = O(\log n/\lambda)$, we obtain a graph $H$ where (i) the min-cut is $O(\log n)$, and (ii) the minimum cut of $G$ corresponds to (under the same vertex partition) $(1 \pm \varepsilon)$-times the minimum cut of $H$.

#### 2.4.2 Connectivity Certificates

A related concept of importance is the sparse $k$-connectivity certificate. We use this in our algorithms to bound the total size of a graph. Unlike a skeleton, where all cuts are approximately preserved, the $k$-connectivity certificate preserves cuts of values less than $k$ exactly, but cuts of a higher value are not preserved at all.

Definition 2.5. Given an unweighted graph $G = (V, E)$, a sparse $k$-connectivity certificate is a subgraph $H$ of $G$ with the properties:

1. $H$ has at most $kn$ edges, and
2. $H$ contains all edges crossing cuts of value $k$ or less.

Observe that the previous definition can be extended to weighted graphs if we replace an edge of weight $w$ with a set of $w$ unweighted edges with the same endpoints. Hence, the bound on size becomes a bound on the total weight of the remaining edges.

There is one simple algorithm by Nagamochi and Ibaraki [26, 27] which computes a sparse $k$-connectivity certificate of a graph $G$ by iteratively computing a spanning forest $k$ times on sub-graphs of $G$. One can easily extend this algorithm onto the parallel setting by using e.g. the $O(m+n)$ work and $O(\log n)$ depth randomized algorithm of [16] to find a spanning forest, from which the following bounds are obtained (see e.g. [23, Sec. 2.3] for more details).

**Theorem 2.6.** Given an undirected weighted graph $G = (V, E)$, a $k$-connectivity certificate can be found w.h.p. using $O(k(m+n))$ work and $O(k \log n)$ depth.

# 3 APPROXIMATING MIN-CUT

We prove the following theorem:

**Theorem 3.1.** An $(1 \pm \varepsilon)$-approximation of the minimum cut value of $G$ can be computed with work $O(m \log n + n \log^2 n)$ and depth $O(\log^3 n)$.

For simplicity of the exposition, we prove this theorem when $\varepsilon = 1/3$. However, it is not hard to adapt the proof for any small constant $\varepsilon$. Throughout this section, we switch between two representations of $G = (V, E)$: (i) as a weighted graph, and (ii) as an unweighted multigraph where we replace an edge $e = (u, v) \in E$ with weight $w(e)$ by $w(e)$ many unweighted copies of $e$ between the vertices $u$ and $v$. Whenever we use the term copies of an edge, we denote the unweighted multigraph representation, and for referring to the original edges of the weighted graph $G$, we use the term weighted edges. By sampling a weighted edge $e$ with probability $p$, we mean sampling each of the $w(e)$ many unweighted copies of $e$ with probability $p$ independently. We use the following version of a concentration bound.

**Lemma 3.2** (Concentration bound). Let $X_1, \cdots, X_k$ be iid boolean random variables and $X = \sum_i X_i$. Let us denote $\mathbb{E}[X] = \mu$. Then for any $\varepsilon \in (0, 1)$,

$$\Pr[X \notin (1 \pm \varepsilon)\mu] \leq 2 \cdot \exp(\mu \cdot \varepsilon^2 / 3)$$

Consider the following family of graphs generated from $G$ by repeated sub-sampling of the unweighted copies of the edges of $G$.

**Definition 3.3** (Sampled hierarchy). Let $G = (V, E)$ be a weighted graph with total edge weight $W$, and let $k$ is an integer such that $2^k = W$. For any $i \in \{0, \cdots, k\}$ define $G_i$ to be a subgraph of $G_{i-1}$ where $G_i$ includes every unweighted edge of $G_{i-1}$ independently with probability $1/2$. Also, define $G_0 = G$ viewed as an unweighted multigraph. We denote the family $\{G_i\}_{i=0}^k$ to be the sampled hierarchy of $G$.

For $G$ with min-cut value $\lambda$, if we sample edges with probability $p$, then with probability $1-o(1)$ we know that the resulting sampled
graph will have min-cut value in the range \( p\lambda(1 \pm \epsilon) \) (given that \( p\lambda = \Omega(\log n) \)). We define the skeleton sampling probability in the following way:

**Definition 3.4.** For a graph \( G = (V, E) \) with min-cut value \( \lambda \), define the skeleton sampling probability \( p_s = 100 \log n / \lambda \).

**Definition 3.5 (Skeleton layer).** Given a sampled hierarchy, we denote the skeleton layer as layer \( s \) such that \( 2^{-s} = p_s \).

Note that, at this point, we do not know that value of \( \lambda \) of \( G \), but we do know the following facts which follow from standard concentration argument (Lemma 3.2, setting \( \epsilon = 1/4 \) for Claim 3.6 and \( \epsilon = 1/5 \) and \( 1/3 \) respectively for Claim 3.7).

**Claim 3.6.** If we sample the edges of \( G \) with probability \( p_s \), then the value of the min-cut in \( G_s \) is between \([75 \log n, 125 \log n]\) w.h.p.

**Claim 3.7.** If we sample edges of \( G \) with probability at least \( 2p_s \), then the value of the min-cut in the sampled graph is at least \( 160 \log n \). Similarly, if we sample with probability at most \( p_s / 2 \), then the value of the min-cut in the sampled graph is at most \( 67 \log n \).

A word of caution regarding the proof of Claim 3.7: For really small sampling probability, we may need to use the additive form of concentration bound which says the following: For any \( \epsilon > 0 \),

\[
\Pr[X > \mu + \epsilon] \leq \exp(-2\epsilon^2/k),
\]

where we use the same notation as that in Lemma 3.2. Hence, if we can compute the min-cut value in every \( G_i \) in the sampled hierarchy, we can find out a \((1 \pm 1/4)\) approximation of the skeleton probability \( p_s \) and, thereby, a \((1 \pm 1/3)\)-approximation of \( \lambda \). In the rest of this section, we elaborate on how to find these min-cut values.

### 3.1 Computing Min-Cut in Sampled Hierarchy

Of course, computing minimum cut naively in each \( G_i \) is not work efficient. Towards designing an efficient algorithm, we first define the critical layer in the hierarchy for every weighted edge \( e \).

**Definition 3.8 (Critical layer).** For a weighted edge \( e \in E(G) \) with weight \( w(e) \), define the critical layer \( t_e \) in the sampled hierarchy w.r.t. the edge \( e \) as the largest integer such that

\[
\frac{w(e)}{2^{t_e}} \geq 500 \log n.
\]

Given the notion of the critical layer, we modify the sampled hierarchy in the following way:

**Definition 3.9 (Truncated hierarchy).** Given a graph \( G = (V, E) \) and its corresponding sampled hierarchy \( \{G_i\} \), we obtain the truncated hierarchy by removing all unweighted copies of any edge \( e \) other than what is already present in \( G_{t_e} \), from the layers \( G_i, i < t_e \). We denote this hierarchy as \( \{G_i^{\text{trunc}}\} \).

The intuition behind truncating the sampled hierarchy in this way is the following: In the graph \( G_s \) of the sampled hierarchy (where \( s \) is the skeleton layer), we know that the min-cut value is at most \( 125 \log n \) (Claim 3.6) and, hence, the number of unweighted copies of any weighted edge \( e \) participating in the min-cut of \( G_s \) is at most \( 125 \log n \). Hence it should not be a problem to remove any extra unweighted copies of \( e \) from the hierarchy as they are useless as long as the min-cut of \( G_s \) is concerned. We make this intuition concrete in the next section.

#### 3.1.1 Properties of the truncated hierarchy

First, we bound the number of unweighted copies of any edge \( e \) available in the truncated hierarchy. Note that, because of our definition of the critical layer, the expected number of copies of an edge \( e \) in layer \( t_e \) is \( 500 \log n \). The following claim follows from standard concentration argument (Lemma 3.2, by setting \( \epsilon = 1/5 \)).

**Claim 3.10.** The number of unweighted copies of any edge \( e \) in the critical layer \( t_e \) of the truncated hierarchy is between \([400 \log n, 600 \log n]\) with high probability.

Note that we need a guarantee that the min-cut in \( G_i^{\text{trunc}} \) is well separated from the min-cut values of \( G_i^{\text{trunc}} \)’s above and below the skeleton layer in order for us to find out where the skeleton layer is. The next three claims give us this guarantee.

**Claim 3.11.** For the skeleton layer, the value of the min-cut in \( G_i^{\text{trunc}} \) is \([75 \log n, 125 \log n]\) with high probability.

**Proof.** This follows from the facts that (i) in the sampled hierarchy \( \{G_i\} \), the value of the min-cut is \( G_i \) is in the same range (Claim 3.6), and (ii) for every edge \( e \) taking part in the min-cut, \( t_e < s \). This is because, for any such edge \( e \), the number of unweighted copies of \( e \) in the min-cut of \( G_s \) is at most \( 125 \log n \) w.h.p. whereas, in the critical layer \( t_e \), the number of such copies is at least \( 400 \log n \) w.h.p.

A similar argument also proves the following claim.

**Claim 3.12.** For layers \( i > s \), the value of the min-cut in \( G_i^{\text{trunc}} \) is at most \( 67 \log n \).

For layers numbered less than \( s \), we have to be careful because we may have removed edges in the truncated hierarchy. Nevertheless, we can prove the following claim which is enough for our purpose.

**Claim 3.13.** For layer \( i < s \), the value of the min-cut in \( G_i^{\text{trunc}} \) is at least \( 160 \log n \).

**Proof.** We can do an exactly similar argument for the layer \( s - 1 \) to conclude that the min-cut value in \( G_i^{\text{trunc}} \) is at least \( 160 \log n \). The claim follows from the fact that the min-cut value cannot decrease as \( G_i^{\text{trunc}} \subseteq G_i^{\text{trunc}} \) and the min-cut is a monotone function.

**Algorithm 3.14 Truncated (or Exclusive) Hierarchy Computation**

1. for every edge \( e \) in \( G \)
2. Compute the critical layer \( t_e \).
3. for \( i = 0 \) to \( k \)
4. for all edge \( e \) in \( G \) with \( t_e = i \)
5. Sample binomially from \( B(w(e), 2^{-i}) \). Let the value of the random variable be \( X \).
6. Include \( X \) many unweighted copies of \( e \) in \( G_i^{\text{trunc}} \).
7. if \( i > 0 \) then
8. Sample each edge of \( G_i^{\text{trunc}} \) with probability \( 1/2 \).
9. Set \( G_{i-1} = G_{i-1} \setminus G_i^{\text{trunc}} \).

3.1.2 Obtaining the truncated hierarchy.
Claim 3.15. The truncated hierarchy can be computed (by Algorithm 3.14) with at most $O(m \log n)$ work and $O(\log n)$ depth.

Proof. We assume that the random variables $X$ can be sampled from their corresponding binomial distribution in $O(\log n)$ work.\(^6\) For every edge $e$, we need to sample unweighted copies binomially in layer $\ell_e$. This requires $O(m \log n)$ amount of work across all layers of the truncated hierarchy. In addition, the total number of edges across the hierarchy is at most $O(m \log n)$. This is because, for each edge $e$ in $G_i$, at most $O(\log n)$ many unweighted copies are present across the hierarchy with high probability. Hence the total work is $O(m \log n)$. The depth of the computation is bounded by the depth of the hierarchy and the depth required to sample binomial random variables, which is $O(\log n)$.

3.1.3 Certificate hierarchy. Even after obtaining the truncated hierarchy, finding min-cut in every $G^{\text{trunc}}_i$ can turn out to be expensive. We get around this problem by constructing $O(\log n)$-cut certificate for each $G^{\text{trunc}}_i$ and finding min-cut on those certificates. This reduces the work to $O(n \log^2 n)$ as each such certificate has only $O(n \log n)$ many edges.

Definition 3.16 (Exclusive hierarchy). Given a truncated hierarchy $\{G^{\text{trunc}}_i\}_i$, we define the exclusive hierarchy $\{G_i\}_i$ as follows:

- $G_{k+1} = G^{\text{trunc}}_k$, and
- $G_i = G^{\text{trunc}}_i \setminus G^{\text{trunc}}_{i+1}$,

where $G \setminus H$ for two graphs $G$ and $H$ on the same set of vertices includes edges that are exclusively present in $G$ and are not in $H$.

The exclusive hierarchy can be computed while computing the truncated hierarchy at no extra cost (See Algorithm 3.14). For certificate construction, the main idea is to come up with certificate $H_i$ for each $G_i$ and use $\bigcup_{i \geq 1} H_i$ as a certificate for $G^{\text{trunc}}_i$. The following algorithm does exactly that with strict budgeting on the number of times a weighted edge $e$ participates in the certificate computation.

Algorithm 3.17 CERTIFICATE HIERARCHY COMPUTATION

1: for every weighted edge $e$ do
2: Initialize $\text{count}_e$ to $400 \log n$.
3: for $i = k$ to 0 do
4: Initialize $s\text{count} = 0$ and $H_i = \emptyset$.
5: while $s\text{count} \leq 200 \log n$ or $G_i \neq \emptyset$ do
6: Remove from $G_i$ all copies of any edge $e$ such that $\text{count}_e = 0$.
7: Find a spanning forest $F$ of $G_i$.
8: For every edge $e$ in $G_i$, set $\text{count}_e = \text{count}_e - 1$.
9: Set $G_{i+1} = G_i \setminus F$, $H_i = H_i \cup F$.

Algorithm 3.17 finds cut-certificates starting from $G_k$ and moving upward in the exclusive hierarchy. In the last iteration, it finds at most $200 \log n$ many spanning forests which are counted by the variable $s\text{count}$. Note that, for any weighted edge $e$, the associated value $\text{count}_e$ decreases in each spanning forest $F$ computation irrespective of whether any copy of $e$ is included in $F$ or not. The only way to stop the decrement of $\text{count}_e$ in any iteration $i$ is to include all unweighted copies of $e$ present in $G_i$ in the certificate $H_i$. This makes sure that each edge $e$ participates (and is not necessarily included) in at most $\text{count}_e$, many spanning forest computations.

Claim 3.18. For any $i$, $\bigcup_{j \geq i} H_i$ is a $200 \log n$-cut-certificate for $G_i$.

Proof. Consider any $i$ and let $C$ be a cut of value at most $200 \log n$ in $G_i$. We need to show that this cut is maintained in $\bigcup_{j \geq i} H_j$.

Consider any weighted edge $e \in C$ and its count, at the $i$-th iteration. If $\text{count}_e < 200 \log n$, then it means that $\bigcup_{j \geq i} H_j$ already contains $200 \log n$ unweighted edges from $C$. This can be argued in the following way: Consider any spanning forest $F$ in $\bigcup_{j \geq i} H_i$, computing which count decreased. Either $F$ includes an unweighted copy of $e$, or $F$ contains another unweighted edge crossing the cut $C$. In either case, $F$ contains at least 1 edge from $C$. Hence, each decrement of count corresponds to one unweighted edge crossing $C$ included in $\bigcup_{j \geq i} H_i$.

If, on the other hand, $\text{count}_e \geq 200 \log n$, then this edge is going to take part in all $200 \log n$ spanning forest computations in the $i$-th iteration. Hence $H_i$ will contain $200 \log n$ edges from $C$.

We next compute the work and depth requirement for computing the certificate hierarchy.

Claim 3.19. Given the hierarchy $G_i$, the certificates $\{H_i\}_i$ can be computed in work $O(m \log n)$ and depth $O(\log^3 n)$ whp.

Proof. By the design of the algorithm, each edge takes part in at most $400 \log n$ many layers in the certificate hierarchy, each amounting to $O(\log n)$ many spanning forest computation. We know that the depth required for computing a spanning forest is $O(\log n)$ [16].

3.1.4 Computing min-cut on cut certificates.

Claim 3.20. The total work needed to compute min-cut on $\bigcup_{j \geq i} H_i$ for all $i$ is at most $O(n \log^2 n)$ and the depth required is $O(\log^3 n)$.

Proof. First note that the number of edges in $\bigcup_{j \geq i} H_i$ for any $i$ is $O(n \log \log n)$. We can run either the the algorithm designed by [14] or the algorithm designed in Section 4 to obtain the requires work and depth. For the approximation of min-cut (which is required in both of these two algorithms), we can use the expected min-cut value in $G_i$. If we use the algorithm in Section 4 then, to compute $O(\log n)$ many min-cuts—one for each $\bigcup_{j \geq i} H_i$—the work required is $O(n \log^2 n)$ and the depth required is $O(\log^3 n)$ as we compute the $O(\log n)$ instances of min-cut parallelly. Using the algorithm of [14] gives worse dependence of poly log $n$ in terms of work, but the depth remains $O(\log^3 n)$.

4 exact min-cut

In this section, we present our exact parallel minimum cut algorithm. Following Karger’s framework, the outline of the solution consists of (1) finding a tree packing and (2) for each tree in the packing, find the corresponding 2-respecting min-cut. The tree computations in part (2) of the algorithm are independent of each other, hence they can be safely executed in parallel.
Let $W_{\text{pack}}(m, n)$ and $D_{\text{pack}}(m, n)$ be the work and depth needed to find an appropriate packing of $O(\log n)$ trees, and let $W_{\text{rsp}}(m, n)$ and $D_{\text{rsp}}(m, n)$ be the work and depth required to find a minimum 2-respecting cut of a spanning tree. The work and depth bounds of a parallel min-cut algorithm can be expressed as:

\[
W_{\text{cut}}(m, n) = O(W_{\text{pack}}(m, n) + W_{\text{rsp}}(m, n) \log n), \quad (1)
\]
\[
D_{\text{cut}}(m, n) = O(D_{\text{pack}}(m, n) + D_{\text{rsp}}(m, n)). \quad (2)
\]

In the following, we give parallel algorithms for both the tree-packing and 2-respecting steps. For the former, we consider our improved approximation algorithm of Section 3 in the context of Karger’s original packing procedure [22]. And for the latter, we rely on Mukhopadhyay and Nanongkai’s minimum 2-respecting algorithm [14, Lemma 7].

**Theorem 4.1.** The minimum cut in weighted graph can be computed w.h.p. using $W_{\text{cut}}(m, n) = O(m \log^5 n + n \log^2 n)$ work and $D_{\text{cut}}(m, n) = O(\log^3 n)$ depth.

In the following, we first describe how to achieve this for general (weighted) graphs (Sections 4.1 and 4.2). For non-sparse input graphs, in Section 4.3 we show how to further improve the work bound to $O(m \log n + n^{1+\epsilon})$.

### 4.1 Parallel 2-Respecting Min-Cut

We begin with the parallelization of Mukhopadhyay and Nanongkai’s simplified 2-respecting min-cut algorithm [12]. The approach follows the same structure as the sequential algorithm, except that we replace key data structures and subroutines with new parallel versions. Together, this gives an algorithm that is work-optimal with respect to its sequential counterpart and has low depth.

**Theorem 4.2.** Given a spanning tree $T$ of a graph $G$, the minimum cut that 2-respects $T$ can be found deterministically using $O(m \log m + n \log^2 n)$ work and $O(\log^2 n)$ depth.

We now describe how to implement each step of MN’s algorithm (recall schematic from Section 2.3) in parallel and obtain the claimed work and depth complexities. In the following, we call the query that asks for the value $\text{cut}(e, f)$ given tree edges $e$ and $f$ a cut query.

#### 4.1.1 Tree decomposition

The algorithm begins by partitioning the tree $T$ into a collection of edge-disjoint paths $\mathcal{P}$ with the following property:

**Property 4.3** (Path Partition). Any root-to-leaf path in $T$ intersects $O(\log n)$ paths in $\mathcal{P}$.

Geissmann and Gianinazzi give a parallel algorithm [14] to compute such decomposition (a so-called bough decomposition) which we can use as a black-box in our algorithm.

**Lemma 4.4** ([14, Lemma 7]). A tree with $n$ vertices can be decomposed w.h.p into a set of edge-disjoint paths $\mathcal{P}$ satisfying Property 4.3 using $O(n \log n)$ work and $O(\log^2 n)$ depth.

Next, we will need a data structure for the tree decomposition which, on a node query, provides the set of paths in $\mathcal{P}$ which intersect the root-to-leaf path ending at that node. For this we give the following lemma.

**Lemma 4.5.** Let $\mathcal{P}$ be a set of edge-disjoint paths obtained by bough decomposition of a tree $T$. Given a tree $T$ of $n$ nodes and root $r$, there is a data structure that can preprocess $T$ with $O(n \log n)$ work and $O(\log^2 n)$ depth, and supports the following operation using $O(\log n)$ work and depth:

- **Root-paths($u$):** given a node $u$, return an array of $O(\log n)$ disjoint paths $\mathcal{P}' \subseteq \mathcal{P}$, such that every path $p \in \mathcal{P}'$ belongs to the same path from the root of $T$ to node $u$.

**Proof.** We first show how to construct the data structure, and then analyze the query operation.

**Preprocessing.** We start by computing in parallel the postorder numbering of vertices in $T$ with linear work and $O(\log n)$ depth [18, Thm. 3.4]. This produces at each node $u$ the value $\text{post}(u)$ containing its rank in a postorder traversal of $T$. Next, we decompose tree $T$ in boughs, or paths, as in Lemma 4.4. This produces an array of arrays $A$, where the element $A[i]$ consists of the sequence of edges representing a bough in $T$, arbitrarily indexed by $i$. Let $e \in A[i]$, we create the value $\text{bough}(e) = i$ to let $e$ know which bough it belongs to. This can be done trivially in parallel for every edge and every bough in constant depth. The final step in the preprocessing is to sort the edges $e = (u, p(u))$ in each bough array $A[i]$ with respect to $\text{post}(p(u))$ in descending order, such that edges at shallower levels in $T$ appear first in the array. This takes $O(n \log n)$ work and $O(\log n)$ depth [7]. Note that $A[i][0]$ will contain the edge closest to the root in bough array $i$.

**Root-paths($u$).** Given a node $u$, we can find the desired boughs simply by walking up the tree from $u$ towards the root $r$, and keeping track of the boughs seen. Let $e = (u, p(u))$, where $p(u)$ denotes the parent of $u$. From the quantities defined during the construction, this can be done efficiently as follows:

1. Initialize $i = \text{bough}(e)$.
2. Set $\hat{e} = A[i][0]$ and append $i$ to the result list $L$.
3. If $\hat{e}$ is distinct from $r$, repeat step 2 with $i = \text{bough}(p(\hat{e}))$.
4. Return $L$.

**Analysis.** For preprocessing, the step with the highest cost is the tree decomposition of Theorem 4.4, which uses $O(n \log n)$ work and $O(\log^2 n)$ depth. All other steps are within the same work and depth bounds. The query algorithm performs only $O(1)$ work for each bough it finds on the way up from edge $e$ to the root of the tree. From Theorem 4.4, there can be at most $O(\log n)$ such paths, and the result follows.

After decomposing the tree, the edges $e, f \in T$ that minimize $\text{cut}(e, f)$ can be distributed within the same path $p \in \mathcal{P}$, or in two distinct paths $p, q \in \mathcal{P}$. We now explain how to solve both cases efficiently in parallel.

#### 4.1.2 Two edges in a single path

Let $p$ be a path in $\mathcal{P}$ of length $\ell$, and let $M_p$ be the $(\ell - 1) \times (\ell - 1)$ matrix defined by $M_p[i, j] = \text{cut}(e_i, e_j)$ with $e_i$ and $e_j$ the $i$-th and $j$-th edges of $p$. One key
contribution of MN is in observing that the matrix $M_p$ is a Partial
Monge matrix. That is, for any $i \neq j$, it holds that $M_p[i, j] - M_p[i, j+1] \geq M_p[i+1, j] - M_p[i, j+1]$. To find the minimum entry in the
matrix, MN give a divide-and-conquer algorithm that requires the
computation of only $O(t \log^3 t)$ many cut queries. This algorithm
can be shown to have a simple parallel implementation with optimal
$O(t \log^3 t \cdot wc(m))$ work and $O(d_c(m) \cdot \log t + \log^2 t)$ depth, where
$wc(m)$ and $d_c(m)$ are the work and depth required to compute a
single cut query (see [23] for details).

We can use instead an algorithm by Aggarwall et al. [1, Thm. 2.3]
that requires inspecting only $O(t \log t)$ many entries of a Partial
Monge matrix using $O(t \log t)$ depth. In Lemma 4.9 below, we show
that a single cut query can be computed with optimal $wc(m) =
O(t \log^2 n)$ work and $d_c(m) = O(t \log n)$ depth. Thus, we can find
the minimum cut determined by two edges of $p$ with $O(t \log^2 t \cdot
\log^2 n)$ work and $O(t \log t \cdot \log n)$ depth. Since paths in $P$ are edge-
disjoint, doing this for every path $p \in P$ in parallel telescopes to
the following bounds.

**Lemma 4.6.** Finding the minimum 2-respecting cut among all paths
$p \in P$ can be done in parallel with $O(n \log^3 n)$ work and $O(n \log^2 n)$
depth.

4.1.3 Two edges in distinct paths. Now we look at the case when the
tree edges $e, f \in T$ that minimize $cut(e, f)$ belong to different
paths $p, q \in P$ of combined length $t$.

First observe that collapsing tree edges $e' \not\in p \cup q$ produces a
residual graph with $p \cup q$ as its spanning tree, without changing
the cut values determined by one edge being in $p$ and another in
$q$. We could then run a similar algorithm to the previous section
and find the smallest 2-respecting cut which respects one edge in
$p$ and another in $q$. Doing this for every possible path-pair in
$P$ effectively serves to find the tree edges $e$ and $f$ that minimize
$cut(e, f)$—but is not efficient, as the number of possible path-pairs
is $O(n^2)$. Mukhopadhyay and Nanongkai solve this by showing
that one must only inspect a small subset of interested path pairs.
(See Figure 1 for an illustration of the notion of interest.)

**Definition 4.7** (Interest [12, 25]). Let $T_e$ denote the sub-tree of $T$
routed at the lower endpoint (furthest from the root) of $e$, and let
$w(T_e, T_f)$ be the total weight of edges between $T_e$ and $T_f$. In
particular, we denote $w(T_e) = w(T_e, T \setminus T_e)$. Then:

1. an edge $e \in T$ is said to be cross-interested in an edge $f \not\in T \setminus T_e$
   if $w(T_e) < 2w(T_e, T_f)$,
2. an edge $e \in T$ is said to be down-interested in an edge $f \in T_e$
   if $w(T_e) < 2w(T_f, T \setminus T_e)$,
3. an edge $e \in T$ is said to be interested in a path $p \in P$ if it is
cross-interested or down-interested in some edge of $p$,
4. two paths $p, q \in P$ are said to be an interested path pair if $p$
   has an edge interested in $q$ and vice versa.

**Claim 4.8** ([12, 25]). For any tree edge $e$:

1. all the edges that $e$ is cross-interested in consist of a single path
   in $T$ going down from the root of $T$ up to some node $ce$.
2. all the edges that $e$ is down-interested in consist of a single path
   in $T$ going down from $e$ up to some node $de$.

Observe that, from Property 4.3 and Claim 4.8, an edge is interested
in at most $O(t \log n)$ paths from $P$. Hence, the total number of
interested path pairs is $O(n \log n)$. Finding such a subset of paths is
one of the main insights of Gawrichowski, Mozes, and Wiemann’s
simplification [12] of the original MN’s algorithm. They do this
through a centroid decomposition of the tree $T$ which, for every edge
$e \in T$, serves to guide the search for the nodes $ce$ and $de$ that
delimit the paths on which an edge can be interested in. Once these
nodes have been identified, using the data structure of Lemma 4.5 one
may find all interested edge pairs.

Before looking at the parallel implementation of such procedure,
however, we give the following lemma to efficiently determine in
parallel whether an edge $e$ is interested in another edge $f$. This also
serves to compute $cut(e, f)$ with optimal work and low depth.

**Lemma 4.9.** Given a weighted graph $G = (V, E)$ and a spanning tree
$T$ of $G$, there exists a data structure that can be preprocessed in parallel
with $O(m \log m)$ work and $O(t \log n)$ depth, and given two edges $e$ and $f$,
$e \not\in f$, it can report the following with $O(\log^2 n)$ work and $O(\log n)$
depth: (1) the value $cut(e, f)$, (2) whether $e$ is cross-interested in $f$, and
(3) whether $e$ is down-interested in $f$.

**Proof.** Due to space limitations, the proof of this lemma is de-
ferred to the full version of the paper.

Finding interested path pairs. We now look at the parallel pro-
cedure to find the subset of interested path pairs. To begin, we
look at the definition of a centroid decomposition and its parallel
construction.

**Definition 4.10** (Centroid). Given a tree $T$, a node $v \in T$ is a
centroid if every connected component of $T \setminus \{v\}$ consists of at most
$|T|/2$ nodes.

Without loss of generality, we can assume that the input tree $T$
is a binary tree. Otherwise, simply replace a node of degree $d$ with
a binary tree of size $O(d)$, where internal edges have weight $\infty$
and edges incident to leaves preserve their original weight. It is easy to
see that this can be done in parallel with $O(d)$ work and $O(\log d)$
depth by constructing each tree in a bottom-up fashion.

**Definition 4.11** (Centroid decomposition). Given a tree $T$, its cen-
troid decomposition consists of another tree $T'$ defined recursively as follows:

---

See full version at https://arxiv.org/abs/2102.06565
• the root of $T'$ is a centroid of $T$.
• children of the root of $T'$ are centroids of the sub-trees that result from removing the centroid of $T$.

**Lemma 4.12.** The centroid decomposition of a tree $T$ of size $n$ can be computed in parallel with $O(n \log n)$ work and $O(\log n)$ depth.

**Proof.** First, we compute sub-tree sizes for each node $u \in T$. In parallel, this can be done with optimal $O(n)$ work and $O(\log n)$ depth [18, Thm. 3.4]. To find a centroid, we simply test each node for the centroid property independently in parallel. This can be done with $O(n)$ work and $O(1)$ depth, as each node reads the sub-tree sizes of at most 3 other nodes. Next, we aggregate the results in a bottom-up fashion and return any of the identified centroids. This requires $O(n)$ work and $O(\log n)$ depth. From recursing $O(\log n)$ times (in parallel) — with each level of the recursion taking $O(n)$ work and $O(\log n)$ depth — the overall complexity follows. □

As mentioned previously, to find the set of interested path pairs, we identify the nodes $c_e$ and $d_e$ for every edge $e \in T$.

**Claim 4.13.** For every edge $e \in T$, we can identify the nodes $c_e$ and $d_e$ in parallel using $O(n \log^2 n)$ work and $O(\log^2 n)$ depth.

**Proof.** Let $e'$ be a tree edge, and let $c$ be the centroid node of $T$. We obtain the node $c_e$ (resp. $d_e$) as follows: (1) for the (up to) three edges $e_1, e_2$, and $e_3$ incident to $e$, check if edge $e'$ is cross-interested (resp. down-interested) in each of them, (2) if $e'$ is interested in $e_i$, recurse on the subtree $T_{e_i}$ (3) else, return the current centroid node as $c_e$ (resp. $d_e$). The correctness of the algorithm rests on the correctness of Claim 4.8.

Using Lemma 4.9 we can check with $O(\log^2 n)$ work and $O(\log n)$ depth whether edge $e$ is interested in $e_1$, $e_2$ and $e_3$. And since the depth of the recursion is $O(\log n)$ (as we assume $T$ is binary), the procedure takes $O(\log^2 n)$ work and $O(\log^2 n)$ depth for a single edge $e$. Since we may use execute this algorithm independently in parallel for each edge, the main claim follows from multiplying the work by the number of edges $n$. □

Checking interested path pairs. For each pair of interested paths $p, q \in \mathcal{P}$, we want to determine the list $r = \{e_1, \ldots, e_p\}$ of edges of $p$ that are interested in $q$ and the list $s = \{f_1, \ldots, f_q\}$ of edges from $q$ that are interested in $p$. Observe that since the number of interested path pairs is only $O(n \log n)$, the total length of these lists is also $O(n \log n)$.

**Definition 4.14** (Interest tuples). For a tree edge $e \in p$ such that $p \in \mathcal{P}$, given its terminal nodes $c_e$ and $d_e$, we define its interest tuples $T_e$ as the list of tuples of the form $(p, q, e)$ such that $q \in \mathcal{P}$ belongs to the unique path from $c_e$ to the root of $T$, and likewise for $d_e$.

**Claim 4.15.** The list of interest tuples $\Gamma = \bigcup_{e \in T} T_e$ can be computed in parallel using $O(n \log n)$ work and $O(\log n)$ depth.

**Proof.** For an edge $e \in T$, given the nodes $c_e$ and $d_e$, we can identify the set of paths $P_e$ from $P$ that $e$ is cross- and down-interested in simply from issuing two Root-paths queries to the data structure of Lemma 4.5 with nodes $c_e$ and $d_e$. This requires $O(\log n)$ work and depth per edge. From issuing all $O(n)$ queries in parallel, we get the claimed complexity bounds. Preparing the interest tuple $(p, q, e)$ on each iteration accounts for only $O(1)$ time. □

**Lemma 4.16.** Given a sequence $\Gamma$ of $n$ tuples of the form $(A, B, x)$, with $A$ and $B$ drawn from a totally ordered set $S$, there exists a parallel algorithm that generates a sequence $F$ of tuples of the form $(A, \{x_1, \ldots, x_a\}, B, \{y_1, \ldots, y_b\})$ with $O(n \log n)$ work and $O(\log n)$ depth, such that for each $x_i$ the tuple $(A, B, x_i)$ appears in $\Gamma$, and for each $y_i$ the tuple $(B, A, y_i)$ appears in $\Gamma$.

**Proof.** Due to space limitations, we refer the reader to the proof of Lemma 4.16 in [23]. □

The application of Claim 4.15 together with Lemma 4.16 serves two purposes: (1) to identify the set of interested pairs, and (2) for each such pair $p, q \in \mathcal{P}$, to identify the lists $r$ and $s$ of edges that actively participate in the interest relation. Once we have a sequence of tuples $F$ as in Lemma 4.16, and thus, the set of all interested path pairs, we can proceed to find the $2$-respecting min-cut as follows.

Consider any tuple $(p, r, q, s) \in F$. Let $|r|$ and $|s|$ denote the sizes of lists $r$ and $s$, respectively, and let $\ell$ be the combined size of the two. Collapsing tree edges $e' \notin r \cup s$ produces a residual graph with $r \cup s$ as its spanning tree, without changing the cut values determined by one edge being in $p'$ and another in $q'$. Let $M_{pq}$ be the $(|r| - 1) \times (|s| - 1)$ matrix defined by $M_{pq}[i, j] = \text{cut}(e_i, e_j)$ where $e_i$ is the $i$-th edge of $r$ and $e_j$ the $j$-th edge of $s$. Similar to single-path case, Mukhopadhyay and Nanongkai observe that the matrix $M_{pq}$ is a Monge matrix (see e.g., [25, Claim 3.5] and [12, Lemma 2] for details). That is, it satisfies that $M_{pq}[i, j] - M_{pq}[i, j + 1] \geq M_{pq}[i + 1, j] - M_{pq}[i + 1, j + 1]$ for any $i, j$ (in contrast with $i \neq j$ for single paths).

A simplified variant of the divide-and-conquer algorithm discussed in Section 4.1.2 can be easily parallelized with optimal $O(\ell \log \ell \cdot \log^2 n)$ work and $O(\log \ell \cdot \log n)$ [23]. However, we can opt for an algorithm with better work and use the parallel (and randomized) algorithm of Raman and Vishkin [30] that inspects only a linear $O(\ell)$ number of entries of a Monge matrix with $O(\log \ell)$ depth. Now observe that each tuple $f \in F$ may be processed independently in parallel. Using Lemma 4.9 for each entry inspection, and the fact that the $\sum f$ over all interested pairs is $O(n \log n)$, we obtain the following parallel bounds.

**Lemma 4.17.** Finding the minimum $2$-respecting cut among all interested path pairs $p, q \in \mathcal{P}$ can be done in parallel with $O(n \log^3 n)$ work and $O(\log^2 n)$ depth.

Putting together the results of Lemmas 4.5, 4.6, 4.9 and 4.17 we obtain the parallel bounds stated in Theorem 4.2.

### 4.2 Parallel Tree Packing

Let $G = (V, E)$ be an undirected weighted graph. Karger already showed [22, Corollary 4.2] that computing an appropriate tree packing in parallel can be done with $O(m \log^3 n + n \log^3 n)$ work and $O(\log^3 n)$ depth. Using this result as a black box in Karger’s tree packing framework, along with Theorem 4.2, one can easily derive a randomized parallel min-cut algorithm that requires only $O(m \log^3 n + n \log^3 n)$ work and $O(\log^3 n)$ depth. This is already an

---

In Karger’s paper this result is stated in terms of parallel time and the number of processors that realize it.
improvement compared to Geissmann and Gianinazzi’s $O(m \log^4 n)$ work algorithm when $m = \Omega(n \log n)$. However, the algorithm is not work-optimal in any setting.

In this section we show that the work bound for packing an appropriate set of spanning trees can be improved in a $O(\log^2 n)$ factor. More precisely, we obtain the complexity claim of Theorem 4.1.

**Theorem 4.18.** Given a weighted graph $G = (V, E)$, we can compute a packing $S$ of $O(\log n)$ spanning trees (by weight) such that, w.h.p. the minimum cut $2$-respects at least one of the trees in $S$, using $O(m \log n + n \log^2 n)$ work and $O(\log^3 n)$ depth.

Plugging the bounds of Theorem 4.18 and Theorem 4.2 into equations (1) and (2) of Section 4, we obtain the complexity claim of Theorem 4.4.

Recall that Karger’s [22] tree packing step consists of two phases: (1) sparsifier phase, where we compute a skeleton graph $H$ of our input graph containing fewer edges; and (2) packing phase, where we find a set of size $O(\log n)$ (by weight) of appropriate spanning trees in $H$. The latter phase is a classical packing algorithm of Plotkin, Shmoys, and Tardos [29, 32, 33] and consists of a series of $O(\log^2 n)$ sequential minimum spanning tree (MST) computations. This algorithm can be easily parallelized with $O(n \log^3 n)$ work and $O(\log^3 n)$ depth from considering an appropriate MST parallel algorithm: e.g., Pettie and Ramachandran’s [28] $O(n)$ optimal work and $O(\log n)$ depth (randomized) algorithm. This leaves the sparsifier phase as the sole bottleneck for constructing an appropriate tree packing with better work complexity.

In the following, we assume that we have computed a constant factor underestimate $\lambda$ of the min-cut of $G$ via our approximation algorithm of Theorem 3.1. Simply find a $(1 \pm 1/3)$-approximation $\lambda'$ of the min-cut and set $\lambda = \lambda'/2$. This accounts for the additive $O(n \log^2 n)$ factor in the work bound of Theorem 4.18.

**4.2.1 Constructing Skeletons with Less Work.** Given a weighted graph $G = (V, E)$ with minimum cut $\lambda$, and an error parameter $\epsilon$, we are interested in finding a sparse subgraph $H = (V, E')$ on the same vertices that satisfies the following properties w.h.p.:

**Property 4.19.** $H$ has total weight $O(n \log n / \epsilon^2)$.

**Property 4.20.** The minimum cut in $H$ has value $\lambda' = O(\log n / \epsilon^2)$.

**Property 4.21.** the value of the min-cut in $G$ corresponds (under the same vertex partition) to a $(1 \pm \epsilon)$ times minimum cut of $H$.

In the sequential case, Karger constructs $H$ by (i) finding a sparse connectivity certificate $G'$ of $G$ with $O(n \log n)$ total weight, and then (ii) building the skeleton $H$ with bounded min-cut value $O(\log n)$. In parallel, however, this does not work as there is no parallel algorithm to construct a sparse connectivity certificate with complexity independent of the min-cut value $\lambda$. One way to remedy this parallel dependency on $\lambda$ is to first construct an appropriate skeleton of $G$ to reduce the effective minimum cut in the graph to $O(\log n)$, and then construct a sparse $k$-connectivity certificate with $k = O(\log n)$ to bound the total edge weight to $O(n \log n)$.

To make sampling efficient, we make the following simple observation (also appearing in [4]).

**Observation 4.22.** For a skeleton graph $H$ of $G$ satisfying Properties 4.20 and 4.21, the weight of each edge in $H$ need not be greater than the maximum size of the minimum cut in $H$, thus $O(\log n / \epsilon^2)$.

**Proof.** From Theorem 2.4, the min-cut in $H$ will be at most $O(1+\epsilon)$ times its expected value $\lambda = O(\log n / \epsilon^2)$ with high probability. Since edges with weight greater than $\lambda$ never cross the min-cut, capping their weight to a value greater than $\lambda$ but still $O(\log n / \epsilon^2)$—e.g., $[\epsilon + \lambda]$ for some constant $\epsilon \geq 2$—does not impact the minimum cut of $H$, and Properties 4.20 and 4.21 that only depend on such min-cut being approximately preserved, are still satisfied.

Recall that we can build the weighted skeleton $G'$ of a graph $G$ by letting edge $\epsilon$ in $G'$ have weight drawn from the binomial distribution with probability $p$ and the number of trials weight $w(\epsilon)$ from $G$. Using inverse transform sampling [9, 10] and Observation 4.22, we can avoid sampling values greater than the maximum size of the min-cut in $G'$, which is $O(\log n)$. Thus, the weight of each edge $e$ in $G'$ can be obtained using only $O(\log n)$ sequential work. From sampling independently in parallel for every $\epsilon \in G$, and then applying Theorem 2.6 for the certificate construction, we obtain the following lemma.

**Lemma 4.23.** Given a weighted graph $G = (V, E)$, an error parameter $\epsilon > 0$, and a constant underestimate of the min-cut $\lambda$, using $O(m \log n / \epsilon^2)$ work and $O(\log^3 n / \epsilon^2)$ depth, we can construct a sparse sub-graph graph $H = (V, E')$ satisfying properties 4.19, 4.20 and 4.21.

The correctness follows from using an appropriate underestimate $\lambda$ of the min-cut which, by Theorem 2.4, produces a skeleton graph satisfying properties 4.20 and 4.21. Property 4.19 is satisfied by the definition of sparse connectivity certificate.

**4.3 Work-Optimality for Dense Graphs**

In this section we further improve the work bound of Theorem 4.1 for non-sparse input graphs; that is, when $m = n^{1+\Omega(1)}$. We need the following 1- and 2-dimensional data structures:

**Lemma 4.24.** For any $\epsilon > 0$, given a set $S$ of $m$ weighted points in $[n]$, there is a parallel data structure that preprocesses $S$ with $O(m \log n)$ work and $O(\log n)$ depth, and reports the total weight of all points in any given interval $[x_1, x_2]$ in parallel with $O(n^\epsilon / \epsilon)$ work and $O(\log n)$ depth.

**Proof.** We first show how to construct the data structure, and then analyze the query operation.

**Preprocessing.** First we sort the points of $S$ in ascending order with $O(m)$ work and $O(\log n)$ depth using a parallel radix sort algorithm [5]. Next, we construct a complete tree $C$ on $S$ with degree $n^\epsilon$, where the leaves store the points of $S$ in sorted order, and every inner node $u$ stores the tuple $(\text{key}(u), \text{key}(u))$ where $u$ and $v$ are, respectively, the leftmost and rightmost leaf nodes in the sub-tree rooted at $u$. The tree can be constructed in parallel in a bottom-up (or up-sweep) fashion starting at the leaves using $O(n)$ work and $O(1/\epsilon) < O(\log n)$ depth.

Each internal node $u$ stores the value $W(u)$, consisting of the total weight of leaves in its sub-tree $C_u$. This can be computed in an up-sweep fashion with $O(n^\epsilon)$ work and $O(\epsilon \cdot \log n)$ depth. Hence, at each depth of the tree $C$, a total of $O(m)$ work and $O(\epsilon \cdot \log n)$.

---

10This is true because the degree $n^\epsilon$ must be greater than or equal to 2 to be valid, hence $\epsilon > 1/\log n$ and $1/\epsilon \leq \log n$. 

---
depth is done. And since there are a total of $O(1/\epsilon)$ levels in $C$, then the whole construction takes $O(m/\epsilon)$ work and $O(\log n)$ depth.

Query. For an internal node $u$, the idea is to inspect each of its $O(n^2)$ children independently in parallel and aggregate their weights in an up-sweep fashion. What we want is to identify the left $\mathcal{O}(n)$ children whose leaves (of their corresponding sub-trees) are not entirely contained in the interval $[x_1, x_2]$, and to sum the total weight contributed by each of the children in between them. This can be done with $O(n^2)$ work—as node $u$ has up to $O(n^2)$ children—and $O(\epsilon \cdot \log n)$ depth. Now, each level must be processed sequentially, and the tree $C$ has $O(1/\epsilon)$ depth. Hence, the total query work is $O(n^2/\epsilon)$ and the depth is $O(\log n)$. □

Lemma 4.25. For any $\epsilon > 0$, given $m \geq n$ weighted points in the $[n] \times [n]$ grid, we can construct with work $O(m/\epsilon)$ and depth $O(\log^2 n)$ a data structure that reports the total weight of all points in any given rectangle $[x_1, x_2] \times [y_1, y_2]$ with $O(n^2/\epsilon^2)$ work and $O(\log n)$ depth.

Proof. We show how to construct the data structure and then analyze the query operation.

Preprocessing. Similar to the standard 2-dimensional range tree data structure [3], we split our construction into two parts: (1) constructing a main, or first-level, $x$-coordinate tree $\mathcal{T}$ on $S$, and (2) at the second-level, constructing $y$-coordinate auxiliary array $A(u)$ and tree $T_{aux}(u)$ on the leaves spanned by the sub-tree rooted at $u$, for each internal node $u \in \mathcal{T}$.

(1) First level: We begin by sorting the points in $S$ in ascending order along their $x$-coordinates using a parallel radix sort algorithm [5] with $O(m)$ work and $O(\log n)$ depth. Next, we construct the complete $O(n^2)$-degree tree $\mathcal{T}$ in parallel as in the one-dimensional case using $O(m/\epsilon)$ work and $O(\log n)$ depth.

(2) Second level: We break this step into: (i) the construction of auxiliary arrays $A(u)$, and (ii) the construction of the auxiliary trees $T_{aux}(u)$, for each node $u \in \mathcal{T}$.

(a) Auxiliary arrays: For each node $u \in \mathcal{T}$, we want an array $A_{aux}(u)$ that contains the leaf elements of the sub-tree rooted at $u$ sorted by $y$-coordinate. For an internal node $v$, this can be obtained from combining the sorted arrays of its children $A(v)\mid w \in children(v)$. One way to do this is to use radix sort on the union of elements in such arrays. This takes linear work and logarithmic depth on the total size of the arrays. Now, observe that at any given level of $\mathcal{T}$ the total size of auxiliary arrays is $m$. Hence, processing the nodes at each level of the tree independently in parallel accounts for $O(m)$ work and $O(\log n)$ depth. And since there are $O(1/\epsilon)$ levels in the tree, then the construction of the auxiliary arrays requires total $O(m/\epsilon)$ work and $O(\log n/\epsilon) < O(\log^2 n)$ depth.

(b) Auxiliary trees: For each node $u \in \mathcal{T}$, we want to build a one-dimensional structure $T_{aux}(u)$ as in Lemma 4.24 for the leaf elements of the sub-tree rooted at $u$, sorted by $y$-coordinate. With the arrays $A_{aux}(u)$ from the previous step, it is easy to construct such trees in parallel by processing the nodes at each level of the main tree $\mathcal{T}$ simultaneously. From Lemma 4.24, a tree $T_{aux}(u)$ can be constructed with $O(|A_{aux}|)$ work and $O(\log |A_{aux}|)$ depth. And at each level of $\mathcal{T}$, a total of $O(m)$ work is performed, hence $O(m/\epsilon)$ overall. On the other hand, the total depth telescopes to $O(\log n/\epsilon)$, which we bound as $O(\log^2 n)$. □

Query. Consider a query rectangle $[x_1, x_2] \times [y_1, y_2]$. The query proceeds by searching for $x_1$ and $x_2$ in the main tree $\mathcal{T}$, and identify in the process the set $V_x$ of internal nodes $u$ whose corresponding leaves (determined by the sub-tree rooted at $u$) are entirely contained in the interval $[x_1, x_2]$ (and whose parent nodes do not have all their leaves in the interval). From this set, the 2-dimensional query is reduced to performing 1-dimensional queries (with the interval $[y_1, y_2]$) to the auxiliary structures $T_{aux}$ at each node in $V_x$, and adding up the results. Let $S(u)$ denote the leaf elements in the sub-tree rooted at $u$. Then we are interested in finding the set $V_x = \{v \in T | S(v) \cap [x_1, x_2] \}$, where $S(p(u)) \notin S \cap [x_1, x_2]$, where $p(u)$ denotes the parent node of $u$.

To find the set $V_x$ in parallel, we inspect each child of an internal node $u$ independently in parallel and test whether it is entirely contained in the interval $[x_1, x_2]$ or not. In an up-sweep fashion, we identify the “bounding” children such that all the children in between are fully contained in $[x_1, x_2]$, and we add such “bounded” children to $V_x$. This requires $O(n^2)$ work and $O(\epsilon \cdot \log n)$ depth. We then proceed the search recursively on the two “bounding” children performing the same work and depth per level of the tree, up until reaching the leaves of $\mathcal{T}$. Since there are $O(1/\epsilon)$ levels in the tree, we have total $O(n^2/\epsilon)$ work and $O(\log n)$ depth. Observe that at each level of the tree, at most $O(n^2)$ nodes are added to the set $V_x$, hence the set has cardinality at most $O(n^2/\epsilon)$.

Now, for each element on $V_x$, we perform a 1-dimensional query with the interval $[y_1, y_2]$ as in Lemma 4.24 and we aggregate (sum) the results in a bottom-up fashion. Performing the $O(n^2/\epsilon)$ one-dimensional queries takes total $O(n^2/\epsilon^2)$ work and $O(\log n)$ depth. And the final sum simply takes linear work and $O(\log n)$ depth, from which the claimed complexity follows. □

If we replace the parallel geometric data structure of Lemma 4.9 with the 2-dimensional data structure of Lemma 4.25 we obtain a parallel 2-respecting min-cut algorithm that has $O(m/\epsilon + n^{1+2\epsilon}(\log n)/\epsilon^2 + n \log n)$ work and $O(\log^3 n)$ depth. Plugging these bounds into equations (1) and (2), along with the bounds of Theorem 4.18, results in our main theorem.

Theorem 4.26. Given a weighted graph $G = (V, E)$ the minimum cut can be computed in parallel w.h.p. using $O(m(\log n)/\epsilon + n^{1+2\epsilon}(\log n)/\epsilon^2 + n \log n)$ work and $O(\log^3 n)$ depth, for any fixed $\epsilon > 0$.

By readjusting the parameter $\epsilon$ and suppressing constant scaling factors, we can obtain a work bound of $O(m \log n + n^{1+\epsilon})$ for any constant $\epsilon > c(\log \log n)/\log n$ for big enough $c$. If $m = n^{1+O(1)}$, this can be simplified to $O(m \log n)$ work.
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