A scalable laser system at 461 nm for laser cooling and trapping of Sr atoms
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Abstract
The realization of compact high-power narrow-linewidth laser sources in the visible range has been a long-standing interest for the atomic physics community, especially in the field of laser cooling and trapping of alkaline-earth and alkaline-earth-like atoms. We report a simple master-slave injection-locked laser system capable of generating 500 mW at 460.86 nm with a linewidth of 1.6 MHz to realize magneto-optical trapping of strontium atoms on the \(5s^2 \, ^1S_0 - 5s5p \, ^1P_1\) transition. The master laser used is an external cavity diode laser built with an anti-reflection coated laser diode in a Littrow configuration and the slave laser is built with a recently launched single mode high power GaN laser diode. We characterized the frequency noise, injection stability, spectral purity and relative intensity noise of the laser system. The reported laser system is used routinely to produce \(10^7\) strontium atoms at a temperature of 10 mK in a magneto-optical trap. The laser system offers a prominent alternative to the existing frequency-doubled laser systems in terms of cost, design flexibility, electrical power consumption, ease of scaling, intensity stability, and frequency tunability. The proposed system is also an effective solution for space-based experiments where a laser system’s size, weight, and electrical power consumption are crucial design parameters.

1 Introduction
Low-noise, high-power tunable laser sources are a fundamental and inevitable tool for the atomic physics community where a search for simple, easy to maintain, portable, and stable, compact laser systems has always been desired [1, 2]. The realization of laser sources led to the advent of ultracold atoms which in turn advanced various fields varying from high precision metrology [3–6] to quantum simulations [7]. For the new generation of frequency standards and atom interferometers, alkaline-earth atoms and alkaline-earth-like atoms such as Yb [8, 9], Ca [10], Sr[11], Hg[12], Mg [13] and Cd [14] have been considered as interesting species. These atoms are being actively studied due to the presence of peculiar features such as the presence of intercombination transitions that allow to reach ultra-low temperatures [15] and to realize optical lattice clocks [16]. Among these atoms, in recent years, Sr has gained considerable attention and not only allowed the realization of high precision optical clocks[17, 18], atom interferometers [19, 20] but opened the prospects of using it for gravitational wave detection[21] and dark matter exploration[22, 23]. Strontium is also being considered as a promising candidate for space-based experiments [24–26] and many other experiments involving the investigation of spin gravity couplings [27], standard model extensions[28] and dilaton models[29]. With a high interest in Sr, we continue to see efforts from the community in finding innovative and efficient methods to realize ultracold samples of Sr atoms [30, 31].

One of the challenges in addressing the laser cooling and trapping of the atoms mentioned above is the realization of compact, high-power, narrow-linewidth, single-mode stable laser sources in the visible (violet-blue region) range. Demand for stable laser sources in this wavelength range is not only limited to the cooling and trapping of the atoms mentioned earlier [32–34]. Often, such laser sources are not readily available and implemented using frequency
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conversion systems [14, 35–37]. While being complex, expensive and possibly requiring high maintenance, these options often imply aging effects [38, 39] and moderate-intensity noise [40, 41].

Thus, systems that can produce light directly from laser diodes may be preferable and are currently being implemented in some experiments. In the particular case of high-power laser systems at ≥ 461 nm, efforts have been taken to build these sources using single-mode diode lasers in combination with an amplifier chip in the master oscillator power amplifier (MOPA) configuration [42, 43]. However, these systems are yet to become commercially available. Besides the amplifier chip-based laser systems, optical-injection locked (OIL) laser systems [44] where a high-power laser (slave) is injected with a weaker well stabilized single-mode laser (master) are also being explored actively [41, 45, 46]. Injection locking [47] is a promising technique used for transferring the spectral purity of a master to a slave [48].

The power enhancement of an injection-locked system can be higher than if the same laser medium is operated as a linear amplifier (i.e., MOPA source). In previous studies, the required level of optical power (≥ 300 mW) at 461 nm in Sr experiments was derived using multiple slave lasers [49] in contrast to our system where we use a single diode to derive 500 mW of optical power. Low-power, manual injection locking of the slave, and poor fiber coupling efficiency limited the performance of earlier reported systems. Some recent studies have addressed the problem of manual injection locking by designing the injection locking schemes based on monitoring a Fabry-Perot (FP) cavity transmission [50]. A detailed study of such a laser system’s performance and lifetime is required as few experiments have adopted this relatively new technology in the violet-blue region. We point out that no reported results exist, to our knowledge, on the achievement of a magneto-optical-trap (MOT) with a single slave laser diode.

In this paper, we report a master-slave-based, narrow-linewidth (1.6 ± 0.6 MHz above 1 kHz) laser system capable of delivering ≈ 500 mW power at 460.86 nm with a relative intensity noise level of −124.5 dBc/Hz above 1 kHz. The slave diode used in our system is a recently launched single mode high power GaN laser diode (Nichia NDV4B16 [46, 51]). This laser diode features a peak wavelength of 458 nm and maximum output power of ≈ 500 mW. In literature, we found two recent papers which mentioned working with the same diode [45, 52]. In Ref. [52], the paper discusses the use of diode for upgrading the power of a Zeeman slower beam in their experiment. In Ref. [45], the authors presented the diode’s characterization and proposed to use it for the laser cooling and trapping of Sr. However the work does not present any information on the injection stability, relative intensity noise and frequency instability which are crucial parameters for the realization of a blue MOT. Experiments involving multiple injection-based systems such as those with limited master laser power or experiments with numerous atomic species would require robust injection locking schemes to avoid frequent manual injection of the slave during the experiment. However, the papers mentioned above do not discuss any active stabilization of the injection. Here, our work attempts to bridge this information gap with a systematic study of the system and adds to the previous work.

Section 2 presents a detailed description of the complete laser system and an active stabilization scheme for the injection locking. In section 3, we characterize the slave injection and discuss the performance of the laser system in the context of spectral purity, frequency tunability, and intensity noise. In Sect. 4, we demonstrate the capability of this laser system in realizing the first-stage cooling of Sr atoms on the 5s2 1S0 − 5s5p 3P1 transition (natural linewidth, $\Gamma = 2\pi \times 30.5$ MHz). In Sect. 5, we provide our conclusions and discuss future prospects.

2 Laser system

In this section, we describe the complete laser system used to derive various optical beams for spectroscopy, laser cooling, and probing of Sr atoms. The left panel of Fig. 1 shows the optical layout of an injection-locked laser system consisting of a master laser stabilized to a spectroscopic signal and a slave laser to derive light for cooling and trapping. A portion of the master laser output goes to the spectroscopy cell and another is fed into the slave as seed for the injection. The slave output is split into two parts to provide light for the Zeeman slower, MOT, probe and injection monitoring. The master laser is an external cavity diode laser (ECDL) system built in the Littrow configuration [53] using an anti-reflection coated laser diode (LD) (Nichia NDBA116T), an aspheric lens (Thorlabs C230TMD-A) and a holographic grating (Thorlabs GH13-18V). A thermistor (TDK B57861S0103F045) embedded in the laser diode holder monitors the diode temperature, a piezoelectric transducer (PZT) (Thorlabs AE0203D08F) attached to the grating is used to tune the wavelength of the laser, and a Peltier cooler (ETH-127-10-13-S-RS [51]) is used to tune the diode temperature. These components are housed in a closed aluminum box (W × L × H: 78 × 109 × 72 mm) to make the laser robust against air currents and temperature fluctuations. The LD is oriented so that the polarization of the light remains parallel to the grooves of the grating. The position of the collimating lens is optimized and fixed to reach a minimum lasing threshold current of 103 mA when the laser is operated at 460.86 nm and temperature stabilized at 19.5 °C. To drive and stabilize the ECDL, we use a home-built low noise current and temperature controller. The current controller has two channels; one of the channels...
provides stable DC current to the diode. Another channel is used to apply small, sinusoidal modulation to the DC setpoint. We observe a mode hop free tuning range of 7.1 GHz at 460.862 nm. The ECDL delivers \( \sim 30 \) mW of optical power when operated at 155 mA. The beam ellipticity and astigmatism are corrected through a combination of cylindrical lenses (\( f = 100 \) mm and \( f = 30 \) mm). After beam shaping, the output of the ECDL is directed through a 30 dB optical isolator and then split into two parts: (a) the first part is used for slave injection, (b) the second part is used for laser frequency stabilization. The frequency of the spectroscopy part is shifted by +146 MHz through a double pass in an AOM (AOM1). A spectroscopy cell is used to stabilize the frequency of the master laser 146 MHz below the \( 5s^2 1S_0 - 5s5p 1P_1 \) transition. This frequency shift keeps the laser output off-resonant, avoiding the heating and atom loss from the MOT due to scattered light reaching the atoms from the laser system. The shift of the laser output is achieved in a double pass configuration (AOM1) to decouple the beam pointing from the frequency shift, which is required if we need to address the cooling of other isotopes of Sr atoms. The spectroscopy beam is coupled to a polarization-maintaining (PM) fiber, which delivers nearly 600 \( \mu \)W of power to an independent small optical board hosting the Sr spectroscopy cell.

The slave laser used in our system is a high-power GaN laser diode (Nichia NDB4916E [51]). We realized the slave laser in a similar aluminum enclosure as the master, the only difference being the absence of a grating and the PZT in the system. The slave diode is mounted, and the temperature is stabilized in the same manner as the ECDL. An aspheric lens is used to collimate the laser diode output. The collimated elliptical mode of the slave (1:3 aspect ratio) is shaped into a nearly circular beam with a pair of cylindrical lenses (\( f = 100 \) mm and \( f = 30 \) mm). The injection/seed beam from the master laser is fed back to the slave through the side port of the optical isolator as shown in the left panel of Fig. 1. The output of the slave is passed through an optical isolator (OI) and then divided into two parts. The first part is passed through AOM2, where the first order shifts the frequency by +115 MHz and is coupled to a PM fiber with 65% coupling efficiency. The output of this fiber is sent to the optical table hosting the vacuum system to prepare the MOT beams, while the zeroth order is coupled to a scanning FP cavity to monitor the slave injection. The +115 MHz shift by AOM2 keeps the MOT beams \( \sim -30 \) MHz detuned from the \( 5s^2 1S_0 - 5s5p 1P_1 \) transition, which is experimentally found to be the optimal detuning for trapping strontium atoms. We monitor the quality of slave injection by detecting the transmission of the scanning Fabry-Perot (FP) cavity with a photodetector (PD3). Single-mode emission is attained by fine tuning the laser’s injection current. Nearly 22 mW power is used for preparing the MOT beams. The second part of the slave is sent through AOM3, where the first diffraction order shifts the laser frequency by -335 MHz and is coupled to a PM
fiber which is used for Zeeman slowing of the atomic beam. The $-335$ MHz shift is decided by the design of our Zeeman slower and the MOT capture velocity, which requires the Zeeman slowing beam to be $-481$ MHz detuned from the $S_{1\rightarrow0}-S_{5\rightarrow5}$ transition for the effective slowing of the atomic beam. The zeroth-order provides a probe beam used to image the cold atomic cloud. The beam is passed through AOM4 in a double pass configuration to shift the frequency by $+146$ MHz to reach the resonance of the AOM4 in a double pass configuration to shift the frequency to image the cold atomic cloud. The beam is passed through atomic beam. The zeroth-order provides a probe beam used to image the cold atomic cloud. The beam is passed through atomic beam. The zeroth-order provides a probe beam used to image the cold atomic cloud. The beam is passed through atomic beam. The zeroth-order provides a probe beam used to image the cold atomic cloud. The beam is passed through atomic beam. The zeroth-order provides a probe beam used to image the cold atomic cloud. 

The current required for stable injection may change over time due to the drift in the temperature of the slave diode and the alignment of the injection beam. To get rid of the frequent user intervention for the injection locking and to use a low seed power, we realized a feedback loop (servo 2) as shown in the right panel of Fig. 1 for active stabilization of injection. This scheme was previously used to increase the mode hop free tuning range of an ECDL and then it was implemented to stabilize the slave injection as discussed in Ref. [54, 55]. The error signal for injection locking is derived by modulating the slave current at 4.4 kHz and measuring the intensity noise of the slave with a 100 kHz bandwidth photodetector (PD2). By comparing the phase of the induced amplitude noise with the phase of the sinusoidal drive signal using a low-cost homebuilt lock-in amplifier, an error signal is derived and fed to a PI unit. The output of the PI unit acts on the slave current. In the lock-in amplifier unit, the PD signal is amplified and filtered using a narrow bandwidth photodetector (PD2) and fed to a mixer along with the reference signal (LO). The output of the mixer is sent to a low pass filter to derive the error signal. The error signal is used to lock the slave at the optimum current point by adjusting the DC offset. The working principle of the slave stabilization feedback loop can be understood in the following manner. The current modulation changes the carrier density and temperature of the laser diode, affecting the index of refraction and optical path length of the slave diode allowing for the internal cavity modes of the laser diode to shift. When the slave laser cavity supports an integer number of half-wavelengths of the seeding master, injection locking is attained. This condition is maintained by adjusting the diode’s internal cavity optical path length through the slave current. With the feedback applied, the slave can smoothly follow the master during its frequency scanning. For ordinary experiment runs the injection is usually stable over time spans of 5 hours and no active injection stabilization is required in this case. However, for longer experiment runs or when the master is scanned by more than a few hundred MHz, this stabilization method provides an advantage.

The error signal for long-term frequency stabilization of the master laser is produced by phase modulating the light going to the spectroscopy cell at 10 MHz with an electro-optical modulator (EOM) and demodulating the saturation absorption spectroscopy signal collected by a photodiode (PD1) with a mixer (Minicircuits ZAD-1+ [51]). The spectroscopy cell is a 65 cm-long heat pipe containing Sr in an argon environment. The cell is operated at 260 °C to produce an atomic vapor of Sr atoms in its central region. The ends of the heat pipe are terminated with water-cooled glass windows. The windows are protected against Sr vapor deposition by the argon as it prevents the Sr originating at the center from reaching the ends via collisions. The derived error signal is fed to the laser PZT via a proportional-integral unit (PI) (servo 1) to compensate low-frequency drift of the laser. The PZT can’t respond to high-frequency corrections, limiting the bandwidth of the servo. To overcome this, we implement a fast feedback channel acting on the laser current, making the system more robust against vibrations and acoustic noise. The linewidth of the ECDL is estimated to be $1.6 \pm 0.6$ MHz above a Fourier frequency of 1 kHz without the servo locking, determined from the power spectral density (PSD) of its frequency noise as shown in Fig. 2, using the side-of-fringe method [56]. To measure the frequency noise of the laser, a part of the master laser output is coupled to a temperature-stabilized cavity (finesse $\sim 300$, free spectral range (FSR) $\sim 1.43$ GHz). The cavity length is stabilized at half of the cavity resonance transmission peak value. Assuming that cavity length is stable on the time scales of these measurements, fluctuations in the transmission of the cavity around this locking point are

![Fig. 2 Frequency noise measurement. The trace (a) shows the frequency noise PSD of the master laser and trace (b) shows the background PSD estimated with a thermal light source incident onto the photodiode. The dashed trace indicates the flat frequency noise level $S_{\text{master}}(f) = 0.51 \times 10^6$ Hz$^2$/Hz above 1 kHz which is used to estimate the lorentzian linewidth of the master laser as $\pi S_{\text{master}}(f)$. The dotted black trace shows the 1/f frequency noise response of the laser.](image)
directly proportional to the laser’s frequency noise. The intensity noise of the cavity transmission is detected with a silicon PIN photodiode (Hamamatsu S5821-01) based on a low-noise and high-gain transimpedance amplifier photodetector. The photodetector signal is fed to a spectrum analyzer (Agilent 35670A [51]). The current noise of the laser driver is found to be the dominant source for the laser frequency noise which suggests that the laser linewidth can be reduced further with the help of a lower noise laser driver.

We use two independent power supply racks to power the master, slave and the locking electronics. We measured the power consumption of each unit to be nearly 45 W. Therefore the total power consumption of our system is less than 100 W which can be further optimised with better supplies, making it a favourable choice for the space-borne experiments. To draw a comparison, the power consumed by the current and temperature controls as well as the servo amplifier is 8 W.

3 Characterisation and performance of the slave emission

This section describes the characterization of the slave laser as a function of operating current and injection power and compares the spectral purity and intensity noise of the injected slave laser with that of the master laser.

3.1 Slave injection characterization

The current-power characteristic of the free-running slave diode stabilized at 20 °C is shown in Fig. 3A. The current-power characteristic was remeasured after one year to observe the aging of the diode. The figure shows a threshold current of 59 mA and a 1.346 ± 0.001 mW/mA slope efficiency above the threshold for the data recorded in October 2020 and a threshold current of 51 mA and a 1.199 ± 0.001 mW/mA slope efficiency above the threshold for the data recorded in January 2022. A low threshold and linear increase in the current above the threshold even after one year indicate the good working condition of the diode. However, nearly 11% decrease in the slope efficiency over a year would require the operational current of the slave diode to be increased in the subsequent years. We typically operated the slave at 300 mA to derive 324 mW of optical power with an optical injection of 2.4 mW at 460.862 nm for the experiment. The maximum current at which the diode can be operated is 600 mA and given a ~11% decrease in the slope efficiency every year, we infer a lifetime of the diode to be ~5 years, assuming that the degradation happen at a constant rate. Figure 3B shows the spectrum of the slave at different operational laser currents, measured through a home-built optical spectrum analyzer based on a diffraction grating. From the measured spectrum, the center wavelength, $\lambda_c$ and dispersion (width of the emission spectrum), $\Delta \lambda$ can be calculated as

![Fig. 3 Main properties of the free-running slave laser. A shows the optical power of the slave (T = 20 °C) as a function of current as monitored over a period of roughly one year to observe the aging of the slave laser. The filled circle (red) and the empty square (black) show the data recorded in October 2020 and January 2022 respectively. The solid (black) and dashed (red) line shows the fit (see text) to the respective data. We operate the slave close to 300 mA to get an output of 324 mW for Sr laser cooling and trapping. B shows the slave emission spectrum for different operating currents (71–200 mA). The legend indicates the slave operating current, center wavelength, and dispersion of the spectrum. The spectrum shifts towards a higher wavelength for a larger operating current (as shown by dashed-dotted red trace (71 mA), dashed blue trace (116 mA) and dotted black (200 mA) trace in the figure. The solid (green) curve shows the single-mode emission from the injected slave when operated at 200 mA. The dispersion of the injected slave spectrum is limited by the resolution of the spectrometer.](image-url)
\[
\lambda_c = \frac{\int \lambda P(\lambda) d\lambda}{\int P(\lambda) d\lambda}
\]
\[
\Delta \lambda = \sqrt{\frac{\int (\lambda - \lambda_c)^2 P(\lambda) d\lambda}{\int P(\lambda) d\lambda}}
\]

where \( P(\lambda) \) is the measured distribution. These relations correspond to the usual mean and standard deviation of the measured distribution. At 71 mA, the emission of the diode is observed to be dominant in the 458–459 nm region. At the same time, as it is operated at higher currents, the emission shifts towards higher wavelengths, as expected based on thermal effects. This feature helps us understand the slave behavior where we noticed that for a given seed power (\( \approx 1.1 \) mW), it was easier to inject the slave at higher operating currents. The seed power quoted in the paper refers to the power reaching the slave laser output.

When the frequency of an injected signal is tuned to the slave oscillation frequency the overall regenerative gain overtakes the intracavity losses and emission at the master frequency occurs. The electrical power consumption of the laser system can be reduced if the current diode’s temperature need not be stabilized far from room temperature to attain emission closer to the master emission wavelength. A good spatial mode overlap between the master and the slave can result in the slave injection, which can be easily observed at higher currents above 120 mA. Once the slave is injected, the injection can be further improved by fine-tuning the alignment near the injection point. For a given master frequency, injection can be achieved by adjusting the slave temperature, current, and injection (seed) power. We were able to achieve the injection by tuning the slave current for seed powers > 0.4 mW.

To understand the behavior of the slave laser and the quality of injection, we looked at the transmission of an optical cavity as shown in the inset of Fig. 4A. The plot shows the transmission of the cavity coupled with the slave output as a function of slave current for two different seed power. Given that the master frequency and cavity length are stable on the time scales of these measurements, the transmission of the cavity as a function of slave current around the injection point indicates a range of slave current for which robust and stable injection locking can be achieved. The slave current is scanned at a rate of 7 Hz with a triangular wave. The current interval, for which the transmission of the cavity remains constant, is referred to as the locking range where stable injection can be achieved. The curve shows an asymmetry about the flat window region, where we observe a gradual drop in the cavity transmission on the high-current side and a rapid decline on the low-current side. This asymmetry may arise from the combination of Joule heating of the laser cavity from diode current and heating from seed light resonance [50] or can be attributed to the linewidth enhancement factor [57]. To obtain stable injection locking, the difference in their frequencies \( \Delta \omega \) must lie within the locking range. Typical injection locking ranges are a few nanometers or less. The bounds of this locking range are defined as \( \Delta \omega_{\text{min}} \) and \( \Delta \omega_{\text{max}} \) given by

\[
\Delta \omega_{\text{min}} = -\kappa \sqrt{1 + \beta^2 \left( \frac{P_{\text{inj}}}{P_0} \right)^2}
\]

\[
\Delta \omega_{\text{max}} = \kappa \sqrt{\frac{P_{\text{inj}}}{P_0}}
\]

where \( P_0 \) and \( P_{\text{inj}} \) are the output powers of the slave and the master lasers, respectively. \( \beta \) is the linewidth enhancement factor [57].

**Fig. 4** Slave injection characterization: A shows the injection interval (range of slave current around the optimum injection set point (\( \approx 300 \) mA) for which the slave remains injected) as a function of seed power. Filled red circles are the data points, and the blue curve expresses the fitting function. Injection interval varies as \( \Delta \sqrt{P_{\text{inj}}} \) as discussed in section 3. The inset plot of (A) shows the transmission of a cavity (free spectral range = 1.43 GHz, finesse \( \approx 300 \) @ 461 nm) coupled with the slave output (\( \approx 60 \mu \)W) as a function of the slave current around the injection point for two different seed powers. Curve (a) for 4.0 mW and curve (b) for 0.9 mW. The injection interval is measured as the current interval for which the cavity transmission normalized by the peak power remains above 95%. (B) shows the injection interval as a function of slave current for a given seed power (2.5 mW).
factor which describes the amplitude-phase coupling (a phase change due to changes in the carrier density-dependent refractive index), $\kappa = \omega_r/2Q$ is the coupling coefficient that describes the rate at which the injected photons enter into the slave diode cavity, $\omega_r$ is the free-running slave carrier frequency, and $Q$ is the cavity quality factor. It can be seen that for low-Q lasers, the coupling coefficient would be higher and will provide a more extensive locking range and therefore make locking of such lasers easier. However, low $Q$ also leads to increased laser linewidth and reduced phase noise performance of the slave laser. An extreme case of $Q$ tending to zero would be the case of semiconductor optical amplifiers, amplifying any injected signal within the gain region.

A non-zero linewidth enhancement factor can lead to an asymmetric locking range as observed in our data (inset of Fig. 4A). The injection interval is measured as the current interval where the cavity transmission signal remains higher than a threshold value given by 95% of the maximum. While the observed asymmetric feature can be attributed to misalignment of the injection beam [58], it persists in a variety of situations, even for optimized alignment. The data in Fig. 4A, showing the injection interval as a function of seed power, is found to be in quantitative agreement with the predicted behavior where injection interval or locking range increases as $A \sqrt{P_{\text{inj}}}$ where $A$ is estimated to be $782 \pm 124 \mu A/\sqrt{\text{mW}}$. We also observed hysteresis in the shape of the spectral purity curve. The width of the injection interval is found to be smaller when measured with increasing current and broader when observed with decreasing current. We observe an increase in the injection interval with increasing current and a drop above 270 mA, suggesting the existence of an optimum current value for a given seed power (2.5 mW) as shown in Fig. 4B. During the operation of the slave, we noticed that it could be partially injected until $\approx 80$ mA and completely injected above 80 mA with seed powers $> 0.4$ mW. Regions of stable injection only exist in definite current regions. These regions are spaced by $\approx 20$ mA and are $\approx 0.05$–1 mA wide depending on the seed power or slave current as shown in Fig. 4. The specific location of these intervals depends on the temperature of the slave and the frequency difference between the master and the slave. The width of these modes depends on the operating current and the seed power. The slave can get out of injection in a few minutes if the injection interval is very narrow.

### 3.2 Scalability and tunability

As shown in Fig. 4A, an injection power of nearly 1 mW is sufficient to inject a single slave laser giving an excess to maximum of 500 mW of optical power. However, a single master laser can be easily used to inject multiple slaves (at least 6 in our case) simultaneously if one wishes to scale the optical power. We observed that the slave can be tuned over a range of 1.4 GHz with complete injection for a seed power of 2.4 mW. The tunability of the slave reduces as the injection power is reduced which can be compensated with the injection locking.

### 3.3 Spectral purity

Master-slave beatnote: to quantify the laser system’s spectral purity near the central emission peak, we measured the beatnote obtained by combining the master and slave laser beams. We record the beatnote between a reference beam (derived by frequency shifting the master laser by 146 MHz) and the slave laser using a spectrum analyzer (Agilent N9320A). The laser beams with the same polarization were combined on a nonpolarizing beam splitter and focused on an AC coupled 1.2 GHz bandwidth photodetector (ET-2030A [46, 51]). This measurement (master-slave) is compared with a reference measured between the master and the reference beam, while keeping the total power on the photodiode the same in both cases. Ideally, the beatnote between the master and the reference beam (master-master) should look like a delta function at 146 MHz. As shown in the left panel of Fig. 5, however, the beat signal with an offset frequency of 146 MHz has a finite width. The width can be associated with the optical path variation due to vibrations of optical elements, air currents in the path of the beams, and the finite full width at half maximum (FWHM = 158 ± 12 Hz) of the RF signal applied to the AOM that prepares the reference beam. We found the FWHM of the master-slave beatnote (183 ± 34 Hz) to be consistent with a master-master beatnote (172 ± 25 Hz) within the error bars. The measurement indicated the spectral purity of the injected slave to be indistinguishable from that of the master. We also recorded a beatnote spectrum with a higher resolution bandwidth (100 kHz) over a span of 50 MHz to compare the noise floor of the slave laser with the master as shown in the right panel of Fig. 5. The noise floor with 12 mW of injected power achieves the same performance as the master, while with a smaller injection power, an increase in the noise floor is barely observable.

Absorption spectroscopy: to exclude the possible presence of higher frequency components in the slave emission beyond the photodetector bandwidth (1.2 GHz), we investigate the absorption spectra of a Sr atomic beam recorded with the master and the injected slave lasers independently. A collimated beam of atoms is generated from a strontium oven [59]. The oven contains a Sr reservoir terminated by a nozzle (diameter 4 mm, length 8 mm), filled with 8 mm long and 200 µm wide, 120 stainless steel capillaries. The oven is hosted in a vacuum system and maintained at an
The equilibrium pressure of $10^{-8}$ mbar when operated at 450 °C.

A linearly polarized probe beam of nearly 250 μm waist is aligned orthogonal to the atomic beam. The frequency of the probe beam is varied around the $\text{^1S}_0 - \text{^1P}_1$ resonance, the absorption of the probe beam by the atomic beam is captured on a photodetector. Given the known isotope shift of $^{88}\text{Sr}$ and $^{86}\text{Sr}$, an error signal (dashed black curve in Fig. 6) from servo 1 is used to calibrate the time axis of the scan. The saturated absorption spectra recorded at 30 μW of probe powers with the master laser and the injection-locked slave laser are found to be in coincidence with each other within 6%. The solid black curve shows the fit to the absorption spectrum for the master laser.

To quantify our statement, we fit the observed data with the sum of two distributions corresponding to $^{88}\text{Sr}$ and $^{86}\text{Sr}$ (see appendix A) atoms. The fit to the data (absorption by the master) is shown in Fig. 6 as a solid black line. The relative peak absorption of the two spectra from the master and the slave are found to be in agreement with each other within 6%, confirming the spectral purity of the slave beyond the GHz range. The slave was operated at 300 mA and injected with 2.5 mW of power. The result confirms that the slave laser follows the master laser while keeping a single-mode emission, making the laser system tunable.

### 3.4 Intensity noise

To understand the optical power fluctuations of the slave, we investigated the relative intensity noise. We express the optical power of the laser as $P + \delta P(t)$ where $P$ is the average power and $\delta P$ is the fluctuating quantity with zero mean. The

![Fig. 5 Comparison of the spectral properties of the master and the slave lasers through a beatnote measurement. Left panel: beatnote of the reference beam with the injected slave (dashed black curve) and the master laser (solid red curve). The spectrum was recorded with a resolution bandwidth of 10 Hz over a span of 30 kHz. Right panel: beatnote with a higher resolution bandwidth (100 kHz) over a larger frequency span (50 MHz) to compare the spontaneous (background) emission of the diode at different seed power. The plot indicates that the slave beam (solid green trace) reflects the same spectral properties as the master (dashed black trace) laser without adding significant phase noise. The noise level is slightly higher with lower injection power, as shown by the dotted blue trace.](image1)

![Fig. 6 Absorption spectroscopy measurement. The single-pass absorption spectrum of atoms probed with the master laser (dotted orange line) and slave laser (dashed-dotted blue line) as a function of detuning to the $\text{^1S}_0 - \text{^1P}_1$ transition. An error signal (dashed black curve) from servo 1 is used to calibrate the time axis of the scan. The saturated absorption spectra recorded at 30 μW of probe powers with the master laser and the injection-locked slave laser are found to be in coincidence with each other within 6%. The solid black curve shows the fit to the absorption spectrum for the master laser.](image2)
relative intensity noise (RIN) can be expressed as $\delta P$ divided by the average power, which is statistically described by a single-sided power spectral density (PSD), $S_{\text{RIN}}(f)$ as

$$S_{\text{RIN}}(f) = \frac{2}{P^2} \int <\delta P(t)\delta P(t+\tau)> e^{-i2\pi f\tau} d\tau,$$

where $f$ is the Fourier frequency. We measured the intensity noise directly with a silicon PIN photodiode (Hamamatsu S1223-01) mounted on a low-noise and high-gain transimpedance amplifier with a sensitivity of 2.61 mV/µW. This photodetector signal is fed to a spectrum analyzer (Agilent 35670A [51]) and, accounting for the average photodetector voltage, the spectrum of intensity fluctuations is computed.

Figure 7 shows the RIN of the injected and non-injected slave laser at two operating currents. The spectrum of the injected slave laser at the operating current of 296 mA shows a constant noise level of $\approx -124.5$ dBc/Hz above 1 kHz. However, for the non-injected slave, the noise level is observed to be higher ($\approx -118.9$ dBc/Hz). It is also observed that the RIN of the slave laser decreases when operated at higher current. The background noise of the detector is measured to be $< -149$ dBc/Hz. A relative shot noise level can be calculated as $2hν/(QE \times P)$ where $ν$ is the frequency of the laser and $h$ is the Planck constant, $QE$, the quantum efficiency is 0.67 and the laser power $P = 383 \mu W$. The RIN levels of the injected slave are competitive with the levels achievable in frequency-doubled laser system.

### 4 Application of the laser system: magneto-optical trap

After investigating the spectral purity, tunability, and intensity noise of the injected slave, we used the laser system to implement a magneto-optical trap (MOT) for $^{88}$Sr atoms. This would place the ultimate bar on the performance of the laser system as a laser source’s relative intensity noise and frequency fluctuations are directly related to the trapped atom number fluctuations and temperature of the MOT. This section describes the experimental sequence to realize the MOT on the $^{1}S_0-^{3}P_1$ transition of strontium and its characterization. The vacuum system is composed of a compact atomic oven [59], an atomic beam shutter followed by a CF35 cube for transverse cooling, a bellows, an inline valve to stop the atomic beam flux without turning the oven off, a differential pumping tube, a Zeeman slower followed by an octagon science chamber, a CF63 four-way cross, two vacuum pumps, and the supporting parts. To maintain vacuum levels of $10^{-8}$ mbar in the oven side region, a 55 L/s ion pump (Agilent) is used. A vacuum level below $10^{-10}$ mbar in the science chamber is maintained by an ion-getter combination pump (Saes NEXTorr D500-S [51]). When the oven is operated at a temperature of 450 °C, it emits an atomic beam of Sr atoms with a divergence of $\approx 70$ mrad and most probable velocity of $\nu \approx 450$ m/s. These atoms are decelerated to $\approx 50$ m/s in a 30 cm long tapered solenoid by a counter-propagating Zeeman slower beam. The Zeeman slower beam is red detuned by 481 MHz from the resonance and uses 33 mW of optical power. Slowed atoms are collected by the MOT, formed by a pair of anti-Helmholtz coils and three pairs of circularly polarized counter-propagating laser beams. One of the laser beams is aligned along the axis of the anti-Helmholtz coil and the other two beams are aligned orthogonal to each other and to the axial beam. A total of 22 mW of power is used to prepare these three pairs of MOT beams. Each beam typically has $1/e^2$ radius of 5 mm with 4 mW of power in the axial beam and 6 mW each in the other two beams. The total intensity at the location of the atoms is estimated to be 81.5 mW/cm$^2$. At the center of the MOT chamber, a magnetic field gradient close to 45 G/cm is applied. About 2 mW of repumper beam at 497 nm, generated by frequency doubling an amplified 994 nm ECDL laser, are superimposed with one of the MOT beams to recycle the atoms lost to the $^{3}P_2$ metastable state [60, 61]. We characterize the loading of the blue MOT by collecting the fluorescence on a high-gain photodetector as shown in Fig. 8.
The loading curve can be fitted with an empirical equation 
\[ N(t) = R\tau (1 - e^{-t/\tau}) \]
where \( R \) is the MOT loading rate and \( \tau^{-1} \) is the loss rate. The typical MOT loading time and rate are estimated to be 106.6 ms and 1.2\times10^8 \text{atoms/s}.

Fig. 8 \(^{88}\text{Sr} \) MOT loading curve. The figure shows the number of atoms collected in the MOT as a function of time. The Zeeman slower beam, MOT beams and the repumper at 497 nm were kept continuously on the rise. The data (red trace) are fitted with the empirical equation \( N(t) = R\tau (1 - e^{-t/\tau}) \) (blue trace), where \( R \) is the MOT loading rate and \( \tau^{-1} \) is the loss rate. The typical MOT loading time and rate are estimated to be 106.6 ms and 1.2\times10^8 \text{atoms/s}.

Fig. 9 Temperature measurement of atoms in the MOT. Plot (a) shows the Gaussian width (red-filled circles) of the atomic cloud as a function of free fall time. The inset is the typical absorption image of the atomic cloud recorded with TOF= 400 \( \mu\)s, the color scale shows the optical density. The temperature estimated from the TOF measurement is found to be 9.7 ± 1.3 mK. Plot (b) shows the blue MOT fluorescence signal as a function of the 689 nm laser detuning from the resonance of the \(^1S_0(m = 0)\rightarrow^3P_1(m = 0)\) transition. The temperature of the corresponding free atomic cloud is estimated to be 11.1 ± 1.4 mK from the width of this spectrum. The solid blue curve is a Gaussian fit to the experimental data.

Due to a relatively large cloud size and high velocities of the atoms, the conventional method to optimize the MOT by monitoring the expansion of the cloud is not sensitive enough, and an alternative method as described in Ref. [62] can be adapted for the optimization. This method is based on illuminating a continuously-running MOT with 689 nm laser light, close to the resonance of the \(^1S_0(m = 0)\rightarrow^3P_1(m = 0)\) transition. The population transfer to the \(^3P_1\) state results in a frequency-dependent depletion of the MOT fluorescence signal that can be used to determine the cloud temperature. A typical spectrum, corresponding to the Doppler-sensitive \(^1S_0(m = 0)\rightarrow^3P_1(m = 0)\) transition can be seen in Fig. 9b. Excitation to the \( m = \pm 1 \) states is strongly affected by the MOT’s inhomogeneous field profile and therefore has to be discarded in this temperature.

\[
\sigma_x^2(t) = \sigma_x^2(0) + \frac{k_B T^2}{m},
\]
measurement. The atoms were illuminated with an intensity of 462 I_{\text{sat}}, where I_{\text{sat}} = 3 \, \mu W/cm^2 is the saturation intensity of the $^1S_0-^3P_1$ transition. This results in a power-broadened linewidth of 160 kHz corresponding to a 0.1 m/s velocity resolution. The measured Gaussian width of the fluorescence dip is $\delta \nu = 1.05$ MHz. Accounting for the fact that the velocity distribution here is measured for trapped atoms and using the equipartition theorem, the temperature of the corresponding free cloud can be estimated as $T = 2m_{\text{rms}}^2/k_B$.

Here $m$ is the atomic mass and $v_{\text{rms}}$ is the root-mean-square velocity of the trapped cloud, given by the Doppler shift as $\lambda \delta \nu$, with $\lambda = 689.45$ nm, the wavelength of the $^1S_0(m = 0)$ $^3P_1(m = 0)$ transition. This measurement yields a temperature $T = 11.1 \pm 1.4$ mK, consistent within one standard deviation with the TOF measurement.

By monitoring the absorption signal and relative amplitude of the side peaks, optimization of the MOT can be performed with respect to intensity, alignment, polarization, and detuning of the MOT beams. We aligned the MOT position with the magnetic field zero to achieve a symmetric and low-temperature atomic cloud. The temperature of the achieved MOT agrees with previously reported results and we thus conclude that the laser system is suitable for strontium precooling.

5 Conclusion

In conclusion, we have demonstrated a simple, scalable, tunable master-slave injection-locked laser system capable of generating 500 mW at 460.86 nm with a narrow linewidth of $\approx 1.6$ MHz and frequency tunability of 1.4 GHz. We carried out a detailed characterization of the laser system and implemented a simple active injection stabilization scheme. The laser system characterized via various measurements establishes the spectral purity of the injection-locked slave laser to be indistinguishable from that of the master. The relative intensity noise of the laser system was found to be competitive with typical frequency-doubled laser systems. The reported laser configuration consumes less than 100 W of electrical power with a room for improvement, making it a possible choice for space-borne experiments. We realized the first stage cooling and trapping of Sr atoms using the reported laser system. The reported laser system can guide in designing similar high-power laser sources at other wavelengths using appropriate master and slave diodes. For example, adapting this setup to the production of cold ytterbium samples using the recently launched high power laser diode (Nichia NDV4B16 [46, 51]) operated at 399 nm, appears straightforward with current technology. The laser system offers a prominent alternative to the existing frequency-doubled laser systems in terms of cost, design flexibility, electrical power consumption, ease of scaling, intensity stability, and frequency tunability. Over a period of one year, we see no significant aging effect on our system, predicting a $\sim 5$ year lifetime of our system.

Appendix A

Absorption spectroscopy

As reported in Ref. [63], due to the confinement from the capillaries, the velocity distribution of the thermal atomic beam can be represented as the probability density function

$$P(v, a) = \frac{|v| \exp(-v^2/v_0^2)\Gamma(-1/2, v^2a/v_0^2)}{2\sqrt{\pi/a} \left(\sqrt{a+1} - \sqrt{a}\right)v_0^2},$$

(5)

where $a = L^2/a^2$, $v_0 = \sqrt{3k_B T/m}$ is the most probable velocity, $L$ and $a$ are the length and diameter of the capillaries, respectively and $\Gamma(-1/2, v^2L^2/v_0^2a^2)$ is the incomplete gamma function.

We can then compute the expected absorption signal for a probe beam propagating orthogonal to the atomic beam direction. We use Beer's law for the ratio $I_t/I_0$ of transmitted to incident intensity,

$$\frac{I_t}{I_0} = e^{-n\sigma} \approx 1 - n\sigma,$$

(6)

where $n(x, y)$ is the 2D atom density in a plane perpendicular to the probe beam (propagating along $z$) and $\sigma = \sigma_0/(1 + I_0/I_{\text{sat}} + 4\Delta^2/\Gamma^2)$ is the absorption cross section, with $\sigma_0 = 3\lambda^2/2\pi$ and $\Delta$ is the detuning of the probe beam from resonance. The transmitted power of the probe beam is related to the transmitted intensity as $P_t = \int I_t(x, y)dx dy$. Using Eq. 6, the transmitted power can be written as

$$P_t = \int dx dy I_t(x, y) \left[1 - \int n'(x, y, v_z)\sigma(\Delta - kv_z)dv_z\right].$$

(7)

In this expression, $n'(x, y, v_z)$ is the number of atoms per area element $dx dy$ per velocity element $dv_z$. We make the assumption that, in the density, the $x$ and $y$ coordinates are independent of the velocity $v_z$ in the probe propagation direction. This is indeed generally true since a velocity $v_z$ will map into a position $z$ but will not change $x$ and $y$. As a result, we can write $n'(x, y, v_z) = n(x, y)n_0(v_z)$ where $n_0(v_z)$ is the number of atoms per unit velocity. Thus transmitted power can be expressed as
\[ P_t = P_0 - \int dx dy (x, y) I_0 (x, y) \int n_z (v_z) \sigma (\Delta - kv_z) dv_z , \]  
(8)

where \( n_z (v_z) \) is proportional to the velocity distribution of the atomic beam. This leads to an expression of the form

\[ P_0 - P_t = A \int P (v, a) \sigma (\Delta - kv_z) dv_z . \]  
(9)

This equation represents the inverted absorption profile of the atoms as a function of atomic velocity with a peak amplitude \( A \). The observed absorption spectroscopy signal as shown in Fig. 6 can be fitted with the sum of two such distributions corresponding to contributions from \(^{88}\text{Sr}\) and \(^{86}\text{Sr}\) atoms. The signal is fitted, keeping the amplitude of the two absorption peaks, the resonant frequency of \(^{86}\text{Sr}\) absorption peak, \( \alpha \), and a linear baseline of the signal as free parameters. To establish the spectral purity of the slave laser, we compare the absorption spectra obtained when probed with the master and the slave respectively. A good comparison is given by the amplitudes of the two signals. If \( A_m \) and \( A_s \) are the amplitudes of the \(^{88}\text{Sr}\) absorption peak for the master and the slave laser respectively and \( y_m \) and \( y_s \) are the corresponding offsets (indicating the incident power) as obtained by the fitting, then two lasers have the same spectrum if \( A_m/y_m = A_s/y_s \). If we call \( r_m = A_m/y_m \) and \( r_s = A_s/y_s \), then the fractional coincidence between the two spectra can be defined as \( |r_m - r_s| / (r_m + r_s) / 2 \) i.e. the difference in the absorption ratio normalized by the average value. The two spectra agree within 6%.
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