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ABSTRACT
The problem of learning threshold functions is a fundamental one in machine learning. Classical learning theory implies sample complexity of \( \Omega(\xi^{-1} \log(1/\beta)) \) (for generalization error \( \xi \) with confidence \( 1 - \beta \)). The private version of the problem, however, is more challenging and in particular, the sample complexity must depend on the size \( |X| \) of the domain. Progress on quantifying this dependence, via lower and upper bounds, was made in a line of works over the past decade. In this paper, we finally close the gap for approximate-DP and provide a nearly tight upper bound of \( \tilde{O}(\log^2 |X|) \), which matches a lower bound by Alon et al (that applies even with improper learning) and improves over a prior upper bound of \( \tilde{O}(\log^* |X|)^{1.5} \) by Kaplan et al. We also provide matching upper and lower bounds of \( \tilde{O}(2\log^* |X|) \) for the additive error of private quasi-concave optimization (a related and more general problem). Our improvement is achieved via the novel Reorder-Slice-Compute paradigm for private data analysis which we believe will have further applications.
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1 INTRODUCTION
Motivated by the large applicability of learning algorithms to settings involving personal individual information, Kasiviswanathan et al. [18] introduced the model of private learning as a combination of probably approximately correct (PAC) learning [22, 23] and differential privacy [10]. For our purposes, we can think of a (non-private) learner as an algorithm that operates on a training set containing labeled random examples (from some distribution over some domain \( X \)), and outputs a hypothesis \( h \) that misclassifies fresh examples with probability at most (say) \( \frac{1}{10} \). It is assumed that the “true” classification rule, which is unknown to the learner, is taken from a (known) class \( C \) of possible classification rules, where intuitively, learning becomes “harder” as the class \( C \) becomes “richer”. A private learner must achieve the same goal while guaranteeing that the choice of \( h \) preserves differential privacy of the training set. This means that the choice of \( h \) should not be significantly affected by any particular labeled example in the training set. Formally, the definition of differential privacy is as follows.

Definition 1 ([10]). Let \( \mathcal{A} : X^* \to Y \) be a randomized algorithm whose input is a dataset \( D \in X^* \). Algorithm \( \mathcal{A} \) is \((\epsilon, \delta)\)-differentially private (DP) if for any two datasets \( D, D' \) that differ on one point (such datasets are called neighboring) and for any outcome set \( F \subseteq Y \) it holds that \( \Pr[\mathcal{A}(D) \in F] \leq e^\epsilon \cdot \Pr[\mathcal{A}(D') \in F] + \delta \).

Since its inception, research on the private learning model has largely focused on understanding the amount of data that is needed in order to achieve both the privacy and the utility goals simultaneously (a.k.a. the sample complexity of private learning). The holy grail in this line of research is to come up with a (meaningful) combinatorial measure that given a class \( C \) characterizes the sample complexity of privately learning \( C \). However, after almost 15 years of intensive research, this question is still far from being well-understood. At a high level, works on the sample complexity of private learning can be partitioned into two meta approaches:

1. Deriving generic upper and lower bounds (as a function of the class \( C \)). This avenue has produced several fascinating results, that relate the sample complexity of private learning to the Littlestone dimension of the class \( C \), a combinatorial dimension that is known to characterize online learnability (non-privately) [1]. However, the resulting
2. Focusing on specific test-cases, squeezing them until the end to reveal structure. This avenue has produced several fascinating techniques that has found many applications, even beyond the scope of private learning. Arguably, the most well-studied test-case is that of one dimensional threshold functions, where the class $C$ contains all functions that evaluate to 1 on a prefix of the (totally ordered) domain $X$.\(^1\) Even though this class is trivial to learn without privacy considerations, in the private setting it is surprisingly complex. The sample complexity of privately learning threshold functions has been studied in a sequence of works \([2, 4, 6–9, 12, 16]\), producing many interesting tools and techniques that are applicable much more broadly.

In this work we present new tools and proof techniques that allow us to obtain a tight upper bound on the sample complexity of privately learning threshold functions (up to lower order terms). This concludes a long line of research on this problem. In addition, we present matching upper and lower bounds for the related problem of private quasi-concave optimization. Before presenting our new results, we survey some of the progress that has been made on these questions.

1.1 On Our Current Understanding of Privately Learning Threshold Functions

Early works on the sample complexity of private learning focused on the case where the privacy parameter $\delta$ is set to zero, known as the pure private setting. While this significantly limits the applicability of the model, the pure-private setting is often much easier to analyze. Indeed, already in the initial work on private learning, Kastisviswathanan et al. \([18]\) presented a generic bound of $O(\log |C|)$ on the sample complexity of learning a class $C$ with pure privacy.\(^2\) This implies an upper bound of $O(\log |X|)$ on the sample complexity of privately learning threshold functions over an ordered domain $X$ (because $|C| = |X|$ for this class). Beimel et al. \([4]\) presented a matching lower bound for proper pure-private learners (these are learners whose output hypothesis must itself be a threshold function). Feldman and Xiao \([12]\) then showed that this lower bound also holds for pure-private improper learners.

The sample complexity of privately learning thresholds in the more general setting, where $\delta$ is not restricted to be zero (known as approximate privacy), was studied by Beimel et al. \([6]\), who showed an improved upper bound of $O\left(\tilde{\Theta}\left(\log^* |X|\right)\right)$ on the sample complexity. This is a dramatic improvement in asymptotic terms over the pure-private sample complexity (which is $\Theta(\log |X|)$), coming tantalizingly close to the non-private sample complexity of this problem\(^3\). Interestingly, to obtain this result, Beimel et al. \([6]\) introduced a tool for privately optimizing quasi-concave functions (to be surveyed next), a generic tool which has since found many other applications. Bun et al. \([8]\) then presented a different approximate-private learner with improved sample complexity of $O\left(\tilde{\Theta}\left(\log^* |X|\right)\right)$, and another different construction with similar sample complexity was presented by \([7]\). Bun et al. \([8]\) also showed a lower bound of $\Omega(\log^* |X|)$ that holds for any (approximate) private proper-learner for thresholds. Alon et al. \([2]\) then proved a lower bound of $\Omega(\log^* |X|)$ that holds even for improper learners for thresholds. Finally, a recent work of Kaplan et al. \([16]\) presented an improved algorithm with sample complexity $O((\log^* |X|)^{1.5})$.

To summarize, our current understanding of the task of privately learning thresholds places its sample complexity somewhere between $\Omega(\log^* |X|)$ and $O((\log^* |X|)^{1.5})$.

1.2 Privately Optimizing Quasi-Concave Functions

Towards obtaining their upper bound for privately learning thresholds, Beimel et al. \([6]\) defined a family of optimization problems, called quasi-concave optimization problems. The possible solutions are ordered, and quasi-concavity means that if two solutions $x \leq z$ have quality of at least $q$, then any solution $x \leq y \leq z$ also has quality of at least $q$. The optimization goal is to find a solution with (approximately) maximal quality. Beimel et al. \([6]\) presented a private algorithm for optimizing such problems, guaranteeing additive error at most $\tilde{O}\left(8\log^* T\right)$, where $T$ is the number of possible solutions. They observed that the task of learning thresholds can be stated as a quasi-concave optimization problem, and that this yields a private algorithm for thresholds over a domain $X$ with sample complexity $O\left(\log^* |X|\right)$ since the work of Beimel et al. \([6]\), quasi-concave optimization was used as an important component for designing private algorithms for several other problems, including geometric problems \([5, 13]\), clustering \([11, 20]\), and privately learning halfspaces \([5, 17]\).

We stress that later works on privately learning thresholds (following \([6]\)) did not present improved tools for quasi-concave optimization (instead they worked directly on learning thresholds). As quasi-concave optimization generalizes the task of learning thresholds (properly), the lower bound of \([8]\) also yields a lower bound of $\Omega(\log^* T)$ on the additive error of private algorithms for quasi-concave optimization. That is, our current understanding of private quasi-concave optimization places its additive error somewhere between $\Omega(\log^* T)$ and $O\left(8\log^* T\right)$. An improved upper bound would imply improved algorithms for all of the aforementioned applications, and a stronger lower bound would mean an inherent limitation of the algorithmic techniques used in these papers.

1.3 Our Contributions

For all informal theorems presented in this section, readers can find their formal statements in the full version of our paper.

\(^1\)Let $X \subseteq \mathbb{R}$. A threshold function $f$ over $X$ is specified by an element $u \in X$ so that $f(x) = 1$ if $x \leq u$ and $f(x) = 0$ for $x > u$. In the corresponding learning problem, we are given a dataset containing labeled points from $X$ (sampled from some unknown distribution $\mathcal{D}$ over $X$ and labeled by some unknown threshold function $f$), and our goal is to output a hypothesis $h : X \to \{0, 1\}$ such that error$_D(h, f^*) = \mathbb{P}_{x \sim \mathcal{D}}[h(x) \neq f^*(x)]$ is small.

\(^2\)To simplify the exposition, in the introduction we omit the dependency of the sample complexity in the utility and privacy parameters.

\(^3\)For all informal theorems presented in this section, readers can find their formal statements in the full version of our paper.
Our main result is presenting a private algorithm for learning thresholds, with optimal sample complexity (up to lower order terms):

**Theorem 1.1 (Informal).** There is an approximate private algorithm for (properly) learning threshold functions over an ordered domain X with sample complexity $\tilde{O}(\log^* |X|)$.

This improves over the previous upper bound of $\tilde{O}((\log^* |X|)^{1.5})$ by [16], and matches the lower bound of $\Omega(\log |X|)$ by [2, 8] (up to lower order terms). This concludes a long line of research aimed at understanding the sample complexity of this basic problem. A key to our improvement is a novel paradigm, which we refer to as the Reorder-Slice-Compute paradigm (to be surveyed next), allowing us to simplify both the algorithm and the analysis of [16].

Inspired by our simplified algorithm for thresholds, we design a new algorithm for private quasi-concave optimization with an improved error of $\tilde{O}\left(2^{\log^* T}\right)$, a polynomial improvement over the previous upper bound of $\tilde{O}\left(8^{\log^* T}\right)$ by [6].

**Theorem 1.2 (Informal).** There exists an approximate-private algorithm for quasi-concave optimization with additive error $\tilde{O}(2^\log^* T)$, where $T$ is the number of possible solutions.

As we mentioned, this immediately translates to improved algorithms for all of the applications of private quasi-concave optimization. Given the long line of improvements made for the related task of privately learning thresholds (culminating in Theorem 1.1), one might guess that similar improvements could be achieved also for private quasi-concave optimization, hopefully reaching error linear or polynomial in $\log^* T$. Surprisingly, we show that this is not the case, and present the following tight lower bound (up to lower order terms).

**Theorem 1.3 (Informal).** Any approximate-private algorithm for quasi-concave optimization must have an additive error at least $\Omega(2^{\log^* T})$, where $T$ is the number of possible solutions.

We view this lower bound as having an important conceptual message, because private quasi-concave optimization is the main workhorse (or more precisely, the only known workhorse) for several important tasks, such as privately learning (discrete) halfspaces [5, 17]. As such, current bounds on the sample complexity of privately learning halfspaces are exponential in $\log^* |X|$, but it is conceivable that this can be improved to a polynomial or a linear dependency. The lower bound of Theorem 1.3 means that either this is not true, or that we need to come up with fundamentally new algorithmic tools in order to make progress w.r.t. halfspaces.

1.3.1 The Reorder-Slice-Compute paradigm. Towards obtaining our upper bounds, we introduce a simple, but powerful, paradigm which we call the Reorder-Slice-Compute (RSC) paradigm. For presenting this paradigm, let us consider the following algorithm (call it algorithm $B$) that is instantiated on an input dataset $D$, and then for $r \in \mathbb{N}$ rounds applies a DP algorithm on a "slice" of the dataset.

(1) Take an input dataset $D \in X^n$ containing $n$ points from some domain $X$.
(2) For round $i = 1, 2, \ldots, r$:
   (a) Obtain an integer $m_i$, an $((\epsilon, \delta)\text{-DP})$ algorithm $\mathcal{A}_i$ and an ordering $\prec^{(i)}$ over $X$.
   (b) $S_i \leftarrow$ the largest $m_i$ elements in $D$ under $\prec^{(i)}$.
   (c) $D \leftarrow D \setminus S_i$.
   (d) $r \leftarrow \mathcal{A}(S_i)$.
   (e) Output $r$.

As $B$ performs a total of $r$ applications of $((\epsilon, \delta)\text{-DP})$ algorithms, standard composition theorems for DP state that algorithm $B$ itself is $((r \sqrt{\epsilon \delta})\text{-DP})$. This analysis, however, seems wasteful at first glance, because each $\mathcal{A}_i$ is applied on a disjoint portion of the input dataset $D$. That is, the (incorrect) hope here is that we do not need to pay in composition since each data point from $D$ is "used only once". The failure point of this idea is that by deleting one point from the data, we can create a "domino effect" that effects (one by one) many of the sets $S_i$ throughout the execution. This is illustrated in the following example.

**Example 1.4.** Suppose that $X = \mathbb{N}$, and that $m_1 = \cdots = m_r = m$ (for some parameter $m$), and that all of the orderings $\prec^{(1)}, \ldots, \prec^{(r)}$ are the standard ordering of the natural numbers. Now consider the two neighboring datasets $D = \{1, 2, 3, 4, 5, \ldots, n\}$ and $D' = D \setminus \{1\}$. Then during the execution on $D$ we have that $S_1 = \{1, 2, \ldots, m\}$, $S_2 = \{m + 1, \ldots, 2m\}$, and so on, while during the execution on $D'$ we have that $S'_1 = \{2, \ldots, m + 1\}, S'_2 = \{m + 2, \ldots, 2m + 1\}$, and so on. That is, even though $D$ and $D'$ differ in only one point, and even though this point is "used only once", it generates differences in the output distribution of all of the iterations, and hence, does not allow us to avoid paying in composition.

A natural idea for trying to tackle this issue, which has been contemplated by several previous papers, is to add noise to the size of each slice [8, 16, 21]. Specifically, the modification is that in Step 2b of algorithm $B$ we let $S_i$ denote the largest ($m_i$ + Noise) elements (for some appropriate noise distribution), instead of the largest $m_i$ elements. The hope is that these noises would "mask" the domino effect mentioned above. Indeed, in Example 1.4, if during the first iteration of the execution on $D$ the noise is bigger by one than the corresponding noise during the execution on $D'$, then we would have that only $S_1$ and $S'_1$ differ by one point (the point 1), and after that the two executions continue identically. Thus, the hope is that by correctly "synchronizing" the noises between the two executions (such that only the size of the "correct" set $S_i$ gets modified by 1), we can make sure that only one iteration is effected, and so we would not need to apply composition arguments.

Although very intuitive, analyzing this idea is not straightforward. The subtle issue here is that it is not clear how to synchronize the noises between the two executions. In fact, this appeared in

---

3In this paper, we use the `add-one` definition for neighboring. Namely, we say $D$ and $D'$ are a pair of neighboring data sets if $D'$ can be obtained by adding or removing one item in $D$. 
Thus, all of

Furthermore, this issue (al-

As the Reorder-Slice-Compute paradigm looks generic, we hope

Let

Lemma 1.6.

A simulator

The privacy cost of the simulation is with respect to the leakage

The proof of this lemma is immediate. Nevertheless, embracing

1.3.2 A simulation-based proof technique. Towards analyzing our

Consider an algorithm \( \mathcal{A} \) whose input is a dataset, and suppose

De/f_inition 2.

Rather than directly designing

\( \mathcal{A} \) solves the interior point problem (IP) over a domain \( X \) with sample complexity \( n \) and failure probability \( \beta \) if for every dataset \( D \in X^n \),

where the probability is taken over the coins of \( \mathcal{A} \).

Note that this problem is trivial without privacy constraints (as

An algorithm \( \mathcal{A} \) solves the interior point problem (IP) over a domain \( X \) with sample complexity \( n \) and failure probability \( \beta \) if for every dataset \( D \in X^n \),

\[
\Pr[\min D \leq \mathcal{A}(D) \leq \max D] \geq 1 - \beta,
\]

The interior point problem \([8, 16]\). Rather than directly designing

An algorithm \( \mathcal{A} \) solves the interior point problem (IP) over a domain \( X \) with sample complexity \( n \) and failure probability \( \beta \) if for every dataset \( D \in X^n \),

\[
\Pr[\min D \leq \mathcal{A}(D) \leq \max D] \geq 1 - \beta,
\]

where the probability is taken over the coins of \( \mathcal{A} \).

Note that this problem is trivial without privacy constraints (as

We remark that the analysis of algorithm \( \mathcal{B} \) (with the noises) becomes significantly easier when all the orderings throughout the execution are the same (as in the setting of Example 1.4). The more general setting (with different orderings) is more challenging, and it is necessary for our applications. We refer the reader to [21] for a more elaborate discussion.

\footnote{This equivalence is very simple: Given a private algorithm for the IP problem, we can use it to learn thresholds by identifying an interior point of the input points that reside around the decision boundary. For the other direction, given an unlabeled dataset (an instance to the IP problem), sort it, label the first half of the points as 1 and the other half as 0, and use a private algorithm for thresholds in order to identify a decision boundary. This decision boundary is a valid output for the IP problem.}
The algorithm of [16]. Kaplan et al. [16] presented an algorithm, called TreeLog, for privately solving the IP problem. At a high level, TreeLog works by embedding the input elements from the domain $X$ in a smaller domain of size $\log |X|$, while guaranteeing that every interior point of the embedded elements can be (privately) translated into an interior point of the input elements. The algorithm is then applied recursively to identify an interior point of the embedded elements. TreeLog can be informally (and inaccurately) described as follows.

**Input:** Dataset $D \in X^n$ containing $n$ points from the ordered domain $X$.

1. Let $T$ be a binary tree with $|X|$ leaves, where every leaf is identified with an element of $X$.
2. For a trimming parameter $t \approx \frac{\log |X|}{3}$, let $D_{\text{left}}$ and $D_{\text{right}}$ denote the $t$ smallest and $t$ largest elements in $D$, respectively. Let $\hat{D} = D \setminus (D_{\text{left}} \cup D_{\text{right}})$.
3. Assign weights to the nodes of $T$, where the weight of a node $u$ is the number of input points (from $D$) that belong to the subtree of $T$ rooted at $u$.
4. Identify a path $\pi$ from the root of $T$ to a node $u_\pi$ with weight $t$ (in a very particular way).
5. Use the path $\pi$ to embed the input points in a domain of size $\log |X|$, where a point $x \in \hat{D}$ is mapped to the level of the tree $T$ at which it "falls off" the path $\pi$. That is, $x$ is mapped to the level of the last node $u$ in $\pi$ s.t. $x$ belongs to the subtree rooted at $u$. Points belonging to the subtree rooted at $u_\pi$ (the last node in $\pi$) are not embedded (there are $t$ such points).
6. Recursively identify an interior point $t^* \in \log |X|$ of the $(n-3t)$ embedded points.
7. Let $u^*$ be the node at level $t^*$ of $\pi$. Privately choose between the left-most and the right-most descendants of $u^*$; one of them is an interior point w.r.t. the dataset $D_{\text{left}} \cup D_{\text{right}}$.

To see that the algorithm returns an interior point, suppose that (by induction) the point $t^*$ from Step 6 is indeed an interior point of the embedded points. This means that at least one embedded point is smaller than $t^*$ and at least one embedded point is larger than $t^*$ (for simplicity we ignore here the case where these points might be equal to $t^*$). This means that at least one input point $x_{\text{before}} \in \hat{D}$ falls off the path $\pi$ before level $t^*$ and at least one input point $x_{\text{after}} \in \hat{D}$ falls off the path $\pi$ after level $t^*$. Observe that since $x_{\text{before}}$ falls off $\pi$ before level $t^*$, it does not belong to the subtree rooted at $u^*$ (the node at level $t^*$ of $\pi$). On the other hand, $x_{\text{after}}$ which falls off after level $t^*$ does belong to the subtree rooted at $u^*$. That is, the subtree rooted at $u^*$ contains some, but not all, of the input points (from $D$). Hence, either the left-most descendant of $u^*$, denoted as $u_{\text{left-most}}^*$, or its right-most descendant, $u_{\text{right-most}}^*$, must be an interior point of $\hat{D}$. As $D_{\text{left}} \cup D_{\text{right}}$ contains $t$ points which are bigger than any point in $\hat{D}$ as well as $t$ points which are smaller than any point in $\hat{D},$ we get that one of $u_{\text{left-most}}^*$ or $u_{\text{right-most}}^*$ is an "deep" interior point w.r.t. $D_{\text{left}} \cup D_{\text{right}}$(with at least $t$ points from each side of it). Choosing such a "deep" interior point (out of 2 choices) can be done using standard differentially private tools.

The privacy analysis of TreeLog is more challenging. The subtle point is that the path $\pi$ selected in Step 4 is itself highly non private. Nevertheless, [16] showed that TreeLog is differentially private. Informally, the idea is as follows. Fix two neighboring datasets $D$ and $D' = D \cup \{z\}$ and suppose that the same path $\pi$ is selected during both the execution on $D$ and the execution on $D'$. In that case, the embedded datasets generated by the two executions are neighboring, since except for the additional point $z$, all other points are embedded identically. If this is indeed the case, and assuming by induction that TreeLog (with one iteration less) is differentially private, then the recursive call in Step 6 satisfies privacy. The issue is that the path selected by TreeLog is data dependent and it could be very different during the two executions. Nevertheless, [16] showed that when this path is chosen correctly, then it still holds that neighboring datasets are mapped into neighboring embedded datasets, which suffices for the privacy analysis. Importantly, for this argument to go through, it is essential that we do not embed the "last" $t$ points that fall off the path $\pi$ (the points that belong to the subtree rooted at $u_\pi$).

As the domain size reduces logarithmically with each recursive call, after $\log^* |X|$ steps the domain size is constant, and the recursion ends. (This base case, where the domain size is constant, can be handled using standard DP tools.) So there are $\log^* |X|$ steps throughout the execution. Hence, to obtain $(\epsilon, \delta)$-DP overall, [16] applied composition theorems for DP and used a privacy parameter of $\approx \frac{\epsilon}{\log |X|}$ in every step. This means that we trim $\approx \sqrt{\log |X|}$ points with each iteration (in Steps 2 and 5) and we thus need at least $(\log^* |X|)^{1.5}$ input points in order to make it through to the end of the recursion.

Leveraging the RSC paradigm to obtain our upper bound. As an application of our RSC paradigm, we present a significantly improved analysis for algorithm TreeLog. Using the terminology of the RSC paradigm, we observe that each iteration of TreeLog cuts out three “slices” from the data: Two slices in Step 2 (the $t$ smallest and $t$ largest elements) and one slice in Step 5 (the last $t$ points along the path which are not embedded). We show that the algorithm can be written in terms of the RSC paradigm, where every slice is “used only once”. As a result, we get that it suffices to use a privacy parameter of (roughly) $\epsilon/\log \frac{1}{\delta}$ for each step of the recursion, while still ending up with $(\epsilon, \delta)$-DP overall. So now we only trim $\approx \frac{1}{\log^* |X|}$ points in each step, and hence $\approx \log^* |X|$ points suffice in order to make it till the end of the recursion.

We stress that this is non-trivial to do without the RSC paradigm. In particular, one of the challenges here is that the embedding used by TreeLog is not order preserving, and the input points are “shuffled” again and again throughout the execution. As a result, there is no a priori order by which we can define the slices throughout the execution. In fact, to make this work, we need to introduce several technical modifications to the TreeLog algorithm, and to generalize the RSC paradigm to support it.

1.3.4 Another application of the RSC paradigm: axis-aligned rectangles. We briefly describe another application of our RSC paradigm.

---

More accurately, the distributions on embedded datasets during the two executions are “close” in the sense that there is a coupling between neighboring embedded datasets which have similar probability mass.
Consider the class $C$ of all axis-aligned rectangles over a finite $d$-dimensional grid $X^d \subseteq \mathbb{R}^d$. A concept in this class could be thought of as the product of $d$ intervals, one on each axis. Recently, Sadigurschi and Stemmer [21] presented a private learner for this class with sample complexity $\tilde{O}(d \cdot \text{IP}(X))$, where IP($X$) is the sample complexity needed for privately solving the interior point problem over $X$. As a warmup toward presenting their algorithm, [21] considered the following simple algorithm for this problem.

**Input:** Dataset $D \in (X^d \times \{0, 1\})^n$ containing $n$ labeled points from $X^d$.

**Tool used:** An algorithm $\mathcal{A}$ for the IP problem over $X$ with sample complexity $m$.

1. Let $S \subseteq D$ denote set of all positively labeled points in $D$ (we assume that there are many such points, as otherwise the all-zero hypothesis is a good output).
2. For every axis $i \in [d]$: (a) Project the points in $S$ onto the $i$th axis.
   (b) Let $A_i$ and $B_i$ denote the smallest $(m + \text{Noise})$ and the largest $(m + \text{Noise})$ projected points, respectively, without their labels.
   (c) Let $a_i \leftarrow \mathcal{A}(A_i)$ and $b_i \leftarrow \mathcal{A}(B_i)$.
   (d) Delete from $S$ all points (with their labels) corresponding to $A_i$ and $B_i$.
3. Return the axis-aligned rectangle defined by the intervals $[a_i, b_i]$ at the different axes.

The utility analysis of this algorithm is straightforward. As for the privacy analysis, observe that there is a total of $2d$ applications of the interior point algorithm $\mathcal{A}$ throughout the execution. Hence, using composition theorems, it suffices to run algorithm $\mathcal{A}$ with a privacy parameter of roughly $\varepsilon/\sqrt{d}$. However, this would mean that $m$ (the sample complexity of $\mathcal{A}$) is at least $\sqrt{d}/\varepsilon$, and hence, each iteration deletes $\approx \sqrt{d}/\varepsilon$ points from the data and we need to begin with $|S| \gg d^{1.5}/\varepsilon$ input points. So this only results in an algorithm with sample complexity $\tilde{O}(d^{1.5} \cdot \text{IP}(X))$.

To overcome this, [21] designed a more complex algorithm with sample complexity linear in $d$. They leave open the possibility that a better analysis of the simple algorithm outlined above could also result in near optimal sample complexity. Indeed, this follows immediately from our RSC paradigm: Every iteration reorders the data points along a different axis, takes out a “slice”, and computes an interior point of this slice. Hence, by Theorem 1.5, it suffices to run $\mathcal{A}$ with a privacy parameter of $\approx \varepsilon/\log(\frac{1}{\delta})$, which avoids the unnecessary blowup of $\sqrt{d}$ in the sample complexity.

**Corollary 1.7.** There is an approximate private algorithm for (properly) learning axis-aligned rectangles over a finite $d$-dimensional grid $X^d \subseteq \mathbb{R}^d$ with sample complexity $\tilde{O}(d \cdot \log^* |X|)$.

### 1.3.5 Our results for quasi-concave optimization.

As we mentioned, Bun et al. [8] showed that privately learning thresholds is equivalent to privately solving the interior point problem. To obtain our results for quasi-concave optimization, we present a stronger equivalence in the context of quasi-concave optimization. More specifically, we show that private quasi-concave optimization is equivalent to solving the interior point problem with "amplified" privacy guarantees.\(^7\) We leverage these amplified privacy guarantees to strengthen the lower bound of [8] for the interior point problem, thereby obtaining our lower bound of $\Omega(2^{\log^* T})$ for privately optimizing quasi-concave functions. We also leverage this equivalence in the positive direction, and design a suitable variant of our DP algorithm for the IP problem (with "amplified" privacy guarantees), thereby obtaining our upper bound of $\tilde{O}(2^{\log^* T})$ for privately optimizing quasi-concave functions.

### 1.4 Concluding Remarks

In this work, we present a nearly-optimal algorithm for privately solving the interior point problem. As a result, we can get near-optimal sample complexity for private learning thresholds and a couple of other applications through the reduction presented in [8]. This includes, e.g., finding an approximate median of the data, releasing threshold queries, and learning distribution with respect to Kolmogorov distance. We also present nearly matching upper and lower bounds for the task of private quasi-concave optimization.

In particular, the lower bound suggests a natural limit of the current algorithmic techniques toward understanding private learning of discrete halfspaces.

Perhaps more importantly, we introduce new tools and ideas to obtain the aforementioned results. This includes the intriguing Reorder-Slice-Compute paradigm, as well as a simulation-based proof method to establish the privacy claim.

We find the simulation-based proof very useful in analyzing dynamic algorithms. At a high level, by fixing two adjacent data sets $D, D'$, the simulation-based proof allows us to zoom in on the computation and find out the most “privacy-leaking” steps with respect to this specific pair of data sets $D, D'$. Then, we argue the privacy of the algorithm by designing a communication protocol between a “simulator” and a “data holder”. We show that, knowing the true input is from the pair $\{D, D'\}$, the simulator only needs to know a little bit more about the input to simulate the algorithm faithfully. We quantify this “little bit” by bounding the information leaked to the simulator from the data holder. We hope this analysis method would inspire privacy proofs for more complex algorithms.

As our key application of this simulation-based proof method, we present and analyze the Reorder-Slice-Compute paradigm. The paradigm looks generic: it allows one to select a subset of data according to some desired ordering and perform computation on the selected items only. We can show a significant privacy saving if each item is only selected once. It is worth comparing the paradigm with the well-known privacy amplification by subsampling (PAS) technique (see, e.g. [3]), where one amplifies privacy by sampling a subset of data and performing computation on the sampled data only. Quantitatively, the privacy saving offered by RSC is strictly weaker: if the data set contains $n$ items, one can use slices of size $\approx \frac{n}{r}$ to perform $r$-DP computation with $r$ different groups of items, and the total privacy loss is $\tilde{O}(r)$. In contrast, by using PAS to sample $\frac{n}{r}$ items for each computation, one can perform a total of $O(r^2)$ computation and get overall privacy $\tilde{O}(r)$. However, RSC seems more versatile: it allows the data analyst to customize the data analysis procedure based on the ordering of individuals, which

---

\(^7\)It is not that the privacy parameters are amplified, rather the resulting algorithm for the interior point problem satisfies a stronger (stringent) variant of differential privacy.
may be highly-sensitive information. It is also highly adaptive: the ordering, as well as the algorithms one wants to run on the slices, do not need to be fixed in advance. We hope to see more applications of the RSC paradigm.

2 REORDER-SLICE-COMPUTE

In this section, we introduce a simplified form of the Reorder-Slice-Compute paradigm. We refer to the full version for the most general form of our algorithm.

Notation. For two reals $a, b \geq 0$, we write $a \approx b$ if $e^{-c}b \leq a \leq e^c b$. A dataset $D \in \mathbb{X}^n$ can be viewed as a multiset of elements from $X$. The private algorithms we consider are applied to the respective multiset. We refer to an ordered multiset as a list. We consider two multisets or two lists $D, D'$ adjacent, if and only if one of them (say, $D'$) can be obtained by inserting a single element into the other. We say that any deterministic mapping $E : \mathbb{X}^* \rightarrow \mathbb{X}^*$ from multisets to lists is adjacency preserving; if for every pair of adjacent data sets $D, D' \cup \{x\}$, $E(D)$ and $E(D')$ are equal or adjacent lists. To simplify the presentation, we will sometimes treat lists as multisets and apply set operations on both multisets and lists ($D \cup \{x\}$ is the multiset $D$ with the multiplicity of $x$ incremented by 1).

2.1 The Reorder-Slice-Compute Paradigm

Algorithm 1 (ReorderSliceCompute) describes our paradigm. The algorithm performs $\tau$ adaptively-chosen computations over disjoint slices of an input dataset $D$. Each computation $i \in [\tau]$ is specified by a tuple $(m_i, \mathcal{A}_i, E_i)$: an $(\epsilon, \delta)$-DP algorithm $\mathcal{A}_i$, a specified approximate slice size (number of elements) $m_i \in \mathbb{N}$, and an adjacency preserving mapping $E_i : \mathbb{X}^* \rightarrow \mathbb{X}^*$ from data sets to lists.

The algorithm includes an optional delayed-compute phase, which follows the slicing phase. The slices $(S_1, \ldots, S_{\tau})$ are kept internally. The algorithm then adaptively receives a slice number $i$ and an $(\epsilon, \delta)$-DP algorithm $\mathcal{A}_i$, and publishes $\mathcal{A}_i(S_i)$. Note that each slice is called at most once and the choice of the next slice and the selected algorithm may depend on results from prior slices.

We consider the total privacy cost of ReorderSliceCompute. Intuitively, we might hope for it to be close to $(\epsilon, \delta)$-DP, as each data element contributes to at most one slice. The slices, however, are selected from $D$ in an adaptive and dependent manner. We can bound the total privacy cost using DP composition, but this results in a factor of $\tau$ or $\sqrt{\tau}$ (with advanced composition) in the privacy cost. A surprisingly powerful tool is our following theorem that avoids such dependence on $\tau$.

**Theorem 2.1** (Privacy of ReorderSliceCompute). For every $\delta > 0$, Algorithm 1 is $(O(\epsilon \log(1/\delta), \delta + 2\tau\delta))$-DP.

---

Algorithm 1: Reorder-Slice-Compute (RSC)

| Input: | Dataset $D = \{x_1, \ldots, x_n\} \in \mathbb{X}^n$, Integer $\tau \geq 1$. Privacy parameters $0 < \epsilon, \delta < 1$. |
| Function SelectAndCompute($D, m, \mathcal{A}, E$): |
| $\hat{m} \leftarrow m + \text{Geom}(1 - e^{-\epsilon})$ // Geom$(p)$ denotes the geometric distribution with parameter $p$ |
| $S \leftarrow$ the first $\hat{m}$ elements in $E(D)$ |
| $D \leftarrow E(D) \setminus S$ |
| $r \leftarrow \mathcal{A}(S)$ |
| return $(D, S, r)$ |

**Program:**

// Slice and Compute Phase:

$D_0 \leftarrow D$

for $i = 1, \ldots, \tau$

Receive $(m_i, \mathcal{A}_i, E_i)$ where $m_i \in \mathbb{N}$, an $(\epsilon, \delta)$-DP algorithm $\mathcal{A}_i$, and an adjacency-preserving mapping $E_i : \mathbb{X}^* \rightarrow \mathbb{X}^*$ from multisets to lists

$(D_i, S_i, r_i) \leftarrow \text{SelectAndCompute}(D_{i-1}, m_i, \mathcal{A}_i, E_i)$

Publish $r_i$

// Delayed Compute Phase:

$I \leftarrow [\tau]$

while $I$ is not empty do

Receive $(i, \mathcal{A})$, where $i \in I$ and $\mathcal{A}$ is an $(\epsilon, \delta)$-DP algorithm

$I \leftarrow I \setminus \{i\}$

Publish $\mathcal{A}(S_i)$

---

We can consider an extension of ReorderSliceCompute where we allow for up to $k$ compute calls for each slice. The calls can be made at different points and adaptively, the only requirement is that they are made after the slice is finalized. Our analysis implies the following:

**Corollary 2.2** (Privacy of ReorderSliceCompute with $k$ computes per slice). For every $k \geq 1$ and $\delta > 0$, an extension of Algorithm 1 that allows for up to $k$ computations on each slice is $(O(\epsilon(k+\log(1/\delta)), \delta + 2\tau k\delta))$-DP.

We can also consider performing $k$ adaptive applications of ReorderSliceCompute. Interestingly, the factor of $\log(1/\delta)$ loss in privacy is incurred only once:

**Theorem 2.3** ($k$ adaptive applications of ReorderSliceCompute). For every $k \geq 1$ and $\delta > 0$, $k$ adaptive applications of Algorithm 1 are $(O(\epsilon(k+\log(1/\delta)), \delta + 2\tau k\delta))$-DP.

In the following we prove Theorem 2.1 (privacy analysis of Algorithm 1). We perform the privacy analysis using the simulation-based technique outlined in Section 13.3.2. In Section 2.2 we introduce a tool that we call the synchronization mapping, that facilitates the synchronization performed by the data holder. In Section 2.3 we describe the simulator $S$ and data holder $H$ and establish that the simulation faithfully follows Algorithm 1. In Section 2.4 we show
that the data holder satisfies the privacy bounds of Theorem 2.1. The proof of Theorem 2.1 then follows using Lemma 1.6.

The proof of Theorem 2.3 is a simple extension and is included in Subsection 2.5.

2.2 The Synchronization Mapping

We specify a pair of randomized mappings $R^b, b \in \{0, 1\}$ that are indexed by a state bit $b$ with the properties described in Lemma 2.4.

Notation. For a set $S, \Delta(S)$ denotes the set of all distributions supported on $S$. $\text{Geom}(p)$ denotes the geometric distribution with stopping parameter $p$. Formally, $\Pr[\text{Geom}(p) = k] = (1 - p)^k \cdot p$ for every $k \geq 0$.

Lemma 2.4 (Synchronization lemma). For every $\epsilon \in (0, 1)$, there are two randomized mappings $R^b, R^c : \mathbb{N} \to \Delta(\mathbb{N} \times \{0, 1\})$ such that the following statements hold.

1. For every $m \in \mathbb{N}$, $\text{supp}(R^b(m)) \subseteq \{(m, 0), (m, 1)\}$, and $\text{supp}(R^c(m)) \subseteq \{(0, m), (1, m)\}$.
2. $(R^b(\text{Geom}(1 - \epsilon^-)))$ and $(R^c(\text{Geom}(1 - \epsilon^-)))$ are $(\epsilon, 0)$-indistinguishable.
3. For both $b \in \{0, 1\}$, $\Pr[(a, b) \leftarrow R^b(\text{Geom}(1 - \epsilon^-))] = 1$.

Proof. We construct a sequence $(s_0, \ldots, s_{\epsilon}) \in \{0, 1\}$ as follows:

For every $\epsilon \geq 0$, it is easy to see that $t_i$ is non-increasing and $t_i \leq e^{-(i+1)\epsilon}$. Then, we set

$$R^b(0) = \begin{cases} (0, 0) \text{ w.p. } e^{-\epsilon} \\ (0, 1) \text{ w.p. } 1 - e^{-\epsilon} \end{cases}$$

and $R^b(1) = (0, 0)$ with probability one. For every $i \geq 1$, we explicitly set

$$R^b(i) = \begin{cases} (i, 0) \text{ w.p. } t_i \cdot e^{\epsilon} \\ (i, 1) \text{ w.p. } 1 - t_i \cdot e^{\epsilon} \end{cases}$$

and

$$R^c(i) = \begin{cases} (i, 0) \text{ w.p. } t_i \cdot e^{(i+1)\epsilon} \\ (i, 1) \text{ w.p. } 1 - t_i \cdot e^{(i+1)\epsilon} \end{cases}$$

Note in particular that $\Pr[R^b(0) = (0, 1)] = 1 - e^{-\epsilon} = 1 - t_0$.

Now we verify the validity of this construction. Obviously $R^b$ and $R^c$ satisfy Property 1. We verify Property 2 now. We first have

$$\Pr[R^b(\text{Geom}(1 - \epsilon^-)) = (0, 0)] = \Pr[R^c(\text{Geom}(1 - \epsilon^-)) = (0, 0)]$$

For every $i \geq 1$, we have

$$\Pr[R^b(\text{Geom}(1 - \epsilon^-)) = (i, 0)] = e^{-\epsilon} \cdot t_i e^{\epsilon} = \Pr[R^c(\text{Geom}(1 - \epsilon^-)) = (i, 0)]$$

Fix $i \geq 1$ and consider the output $(i, 1)$. We have

$$\Pr[R^b(\text{Geom}(1 - \epsilon^-)) = (i, 1)] = e^{-\epsilon} / \left(1 - t_i e^{(i+1)\epsilon}\right)$$

$$\Pr[R^c(\text{Geom}(1 - \epsilon^-)) = (i, 1)] = e^{-\epsilon} / \left(1 - t_i e^{(i+1)\epsilon}\right).$$

Let us consider $1 - t_i e^{\epsilon}$. If $t_i = 0$, then $1 - t_i e^{\epsilon} = 1$. Otherwise, $1 - t_i e^{\epsilon} = e^\epsilon - e^{-\epsilon}$. Combining both cases, we conclude that $1 - t_i e^{\epsilon} = \min(1, e^\epsilon - e^{-\epsilon})$. Similarly, we have $1 - t_{i+1} e^{(i+2)\epsilon} = \min(1, e^{(i+2)\epsilon} - e^{-\epsilon})$. Therefore, it is clear that

$$e^\epsilon - \min(1, e^\epsilon - e^{-\epsilon}) \leq (1 - t_i e^{\epsilon}) \leq \min(1, e^{(i+2)\epsilon} - e^{-\epsilon}).$$

We have fully verified Property 2. It remains to verify Property 3. Let $\gamma \geq 0$ be the minimum integer such that $t_\gamma = 0$. Note that for every input $m \geq \gamma$, with probability one, we have $R^b(m) = (m - b, 1)$ for both $b \in \{0, 1\}$. Therefore, it is sufficient to lower bound $\Pr[\text{Geom}(1 - \epsilon^-) = \gamma] = e^{-\epsilon \gamma}$. Since $\gamma$ is the minimum integer such that $t_\gamma = 0$, we have $t_{\gamma-1} = e^{-(\gamma-1)\epsilon} + e^{-\epsilon \gamma} > 0$, implying that $e^{-\epsilon \gamma} \geq \frac{1}{1 - e^{-\epsilon}} \geq 1$ as $\epsilon \leq 1$.}

2.3 The Simulator and Data Holder

We describe the simulator and the data holder and establish that the interaction is a faithful simulation of Algorithm 1 and hence satisfies the first condition of Lemma 1.6. To simplify presentation, we present the simulation for Algorithm 1 without the delayed compute phase, and then explain how the simulation and analysis can be extended to include delayed compute.

The simulator is described in Algorithm 2 and the data holder query response algorithm is described in Algorithm 3. The simulator receives as input two adjacent datasets $D, D' = D \cup \{x\}$. It then runs a simulation of Algorithm 1 and maintains internal state for both cases of the input dataset being $D$ (state $b = 0$) and the input dataset being $D' = D \cup \{x\}$ (state $b = 1$). The simulation is guaranteed to remain perfect only for the correct case $b$. The simulator initializes $D_0 \leftarrow D$ and updates the active elements $D_i \subseteq E_{i-1}(D_{i-1})$ and the applicable diff element $x$. The simulator maintains a status bit that is initially 0 (two cases are not synchronized) and at some point the status becomes and then remains 1 (two cases are synchronized). When the status bit is 0, internal states are maintained for both cases: The active elements for case $b = 0$ are $D_0$ and the active elements for case $b = 1$ are $D_1$ and one additional element $x$ (initially $x \in D' \setminus D$ but can get removed). When the status bit is 1, the internal state is only that of the true case (the active elements of the true case are $D_1$), there is no diff element maintained, and the simulation proceeds like Algorithm 1.

Until synchronization, the simulator slices the data set by emulating SelectAndCompute. When the slices are such that they are identical for both cases, that is, the $\ell_i$ prefix of $E_{i-1}(D_{i-1})$ is equal to the $\ell_i$ prefix of $E_{i-1}(D_{i-1} \cup \{x\})$, the computation does not depend on the state $b$ and the simulator performs it and reports the result $r$ without accessing the data holder. The set of active elements with the slice removed continue to differ by the one element $x'$ that is the difference of the multisets $E_{i-1}(D_{i-1} \cup \{x\})$ and $E_{i-1}(D_{i-1})$. If the slices for the two cases are different, then let $p$ be the first position of the list $E_{i-1}(D_{i-1} \cup \{x\})$ that does not have the same element as the same position of $E_{i-1}(D_{i-1})$. Note that we must have $\ell_i = \max\{p, \ell_i\}$. The slice for the case $b = 1$ includes an element $x'$ and the slice for $b = 0$ includes a different element $y$ at position $\ell_i$ of $E_{i-1}(D_{i-1})$. The data holder (Algorithm 3) therefore must be called to obtain a correct result $r$. The data holder redraws the slice size $\ell_i$ conditioned on it being at least $\max\{p, \ell_i\}$. This provides an
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**Algorithm 2: The Simulator**

| Input | A pair of adjacent datasets \( D, D' = D \cup \{x\} \). Integer \( \tau \geq 1 \). Privacy parameters \( \epsilon \in (0, 1), \delta > 0 \). |
|-------|----------------------------------------------------------------------------------------------------------|
| Program: | \[
D_0 \leftarrow D \\
\hat{x} \leftarrow x \\
\text{status} \leftarrow 0 \quad \text{// status} = 1 \text{ indicates two data sets have been \text{“synchronized”}}
\]
| for \( i = 1, \ldots, \tau \) do |
| | Receive \( m_i \in \mathbb{N} \), an \((\epsilon, \delta)\)-DP algorithm \( \mathcal{A}_i \), and an \( \text{adap} |
| | 
| | \[
\text{if (status} = 0) \land (E_i(D_{i-1}) \subseteq E_i(D_{i-1} \cup \{x\})) \text{ then}
\]
| | \[
// \text{Map} E \text{ eliminated the diff element}
\]
| | \[
\text{status} \leftarrow 1 \quad \text{// Synchronized}
\]
| | \[
(D_i, r) \leftarrow \text{SelectAndCompute}(D_{i-1}, m_i, \mathcal{A}_i, E_i)
\]
| else |
| | \[
\hat{m}_i \leftarrow m_i + \text{Geom}(1 - e^{-\epsilon})
\]
| | \[
x' \leftarrow E_i(D_{i-1} \cup \{x\}) \setminus E_i(D_{i-1}) \quad \text{// diff}
\]
| | \[
\text{element of mapped datasets}
\]
| | \[
p \leftarrow \text{the rank of} \ x' \text{ in} \ E_i(D_{i-1} \cup \{x\})
\]
| | \[
\text{if} \ \hat{m}_i < p \text{ then} \quad \text{// This round does not involve diff element}
\]
| | \[
S_i \leftarrow \text{the first} \ \hat{m}_i \text{ elements in} \ E_i(D_{i-1})
\]
| | \[
\text{// Slice} \ S_i \text{ is the same if selected}
\]
| | \[
\text{from} \ E_i(D_{i-1} \cup \{x\})
\]
| | \[
D_i \leftarrow E_i(D_{i-1} \cup \{x\})
\]
| | \[
x \leftarrow x'
\]
| | \[
r \leftarrow \mathcal{A}_i(S_i)
\]
| else |
| | \[
q \leftarrow \max(p, m_i)
\]
| | \[
(\hat{q}, \text{new}_\text{status}, r) \leftarrow \text{Query}(D_{i-1}, x, q, \mathcal{A}_i, E_i)) \quad \text{// Query the}
\]
| | \[
\text{data holder Algorithm 3 and receive a triple}
\]
| | \[
(\hat{q}, \text{new}_\text{status}, r) \in \mathbb{N} \times [0, 1) \times \mathcal{Y}
\]
| | \[
S \leftarrow \text{the first} \ \hat{q} \text{ elements in} \ E_i(D_{i-1})
\]
| | \[
\text{if} \ \text{new}_\text{status} = 0 \text{ then}
\]
| | \[
\text{// Synchronization failed}
\]
| | \[
x \leftarrow \text{the} \ \hat{q} \text{-th largest element in} \ E_i(D_{i-1})
\]
| | \[
D_i \leftarrow E_i(D_{i-1}) \setminus S
\]
| else |
| | \[
\text{// Successful synchronization}
\]
| | \[
D_i \leftarrow E_i(D_{i-1}) \setminus S
\]
| | \[
\text{status} \leftarrow 1
\]
| Publish | \( \tau \), status, \( x \)
| return | \( (D, r, \text{status}, x) \)

Having sampled \( \hat{m}_i \), Algorithm 3 selects the prefix of \( \hat{m}_i \) 
elements from either \( E_i(D_{i-1}) \) or \( E_i(D_{i-1} \cup \{x\}) \) (depending
on \( b \in \{0, 1\} \), and runs \( \mathcal{A} \) on the selected elements. This part simulates Algorithm 1 faithfully.

Finally, Algorithm 3 runs the synchronization mechanism and returns the triple \((\hat{q}, \hat{\beta}, r)\). Given this triple, we verify the validity of the update from \( D_{i-1} \) to \( D_i \). This is straightforward.

If \( b = 0 \), then it is always the case that \( \hat{m} = \hat{q} \), and note that Algorithm 2 always removes the first \( \hat{m} \) elements from \( E_i(D_{i-1}) \), no matter what new_status is.

If \( b = 1 \), then we have \( \hat{m} = \hat{q} + \text{new\_status} \). Depending on the value of new_status, there are two cases: if new_status = 1, then we update the data set from \( D_{i-1} \cup \{x\} \) to \( D_{i} \), where \( D_{i} \) is obtained by removing the first \( \hat{q} \) elements from \( E_i(D_{i-1}) \). Overall, this process removes \( \hat{q} + 1 \) elements. If new_status = 0, then we update the data set from \( D_{i-1} \cup \{x\} \) to \( D_{i} \cup \{y\} \) where \( y \) is the \( \hat{q} \)-th element in \( E_i(D_{i-1}) \). Over all this process removes the first \( \hat{q} + \hat{m} \) elements from \( E_i(D_{i-1} \cup \{x\}) \).

In summary, the first \((i-1)\)-rounds simulate Algorithm 1 perfectly, and the triple \((D_{i-1}, x, \text{status})\) is accurately maintained (in the aforementioned sense), we have shown that the \( i \)-th round of simulation is also perfect, and the triple is updated accurately. By induction, this shows that the simulator simulates all of the \( \tau \) rounds perfectly, as desired.

**Simulation with delayed compute.** We outline the modifications needed in the simulation when including the delayed compute phase. It is straightforward to verify that it remains a faithful simulation of ReorderSliceCompute with delayed compute.

The modified simulator performs two phases. The first is the slicing phase, that is the same as Algorithm 2 except that the modified simulator stores the slices \( S_i \) for steps \( i \) that did not require calls to the holder. It also keeps track of the set of steps \( J \) for which it called the data holder. Additionally, the calls to the data holder also specify the step number \( i \). In the second phase (delayed-compute) the simulator handles \( i \notin J \) by applying the provided algorithm to the stored \( S_i \) and publishes the result. When \( i \in J \), the simulator calls the data holder with the specified step number \( i \) and the provided algorithm.

The modified data holder (Algorithm 3) takes two types of calls, depending on which phase the simulator is in. The first phase calls correspond to the slicing. These calls are as described in Algorithm 3, except that: (1) we allow calls without computations (and results) and (2) the call includes the step number \( i \) and the data holder stores internally the applicable slice \( S_i \).

In the delayed-compute phase calls, the input to the data holder is \((i, \mathcal{A})\), where \( i \notin J \) is a step number for which it has \( S_i \) stored and \( \mathcal{A} \) an \((\epsilon, \delta)\)-DP. The holder publishes the output \( \mathcal{A}(S_i) \).

## 2.4 Simulation Privacy Analysis

The following two lemmas imply that the data holder satisfies the privacy bound stated in Theorem 2.1. They also imply the bound stated in Corollary 2.2 for the extension where we allow \( k \) \((\epsilon, \delta)\)-DP computations per slice.

**Lemma 2.6.** Each call by Algorithm 2 to Algorithm 3 in the first phase is \((3\epsilon, 2e^{2\delta})\)-DP and each call in the second phase is \((2\epsilon, 2e^{2\delta})\)-DP with respect to the private input \( b \in \{0, 1\} \).

**Proof.** On a query, the output of Algorithm 3 is a triple \((\hat{q}, \hat{\beta}, r)\). Note that the pair \((\hat{q}, \hat{\beta})\) does not depend on the result \( r \). It will be convenient for us to analyze the privacy cost by treating Algorithm 3 as first returning \((\hat{q}, \hat{\beta})\) and storing \( S \), and then at some later point, taking \( \mathcal{A} \) as input and computing and returning \( r \leftarrow \mathcal{A}(S) \).

Note that \((\hat{q}, \hat{\beta}) = (a + q, \beta)\) where \((a, \beta) \sim \mathcal{R}^\delta_{\mathcal{L}}(\text{Geom}(1 - e^{-r}))\). Therefore, by Property 2 in Lemma 2.4, the pair \((\hat{q}, \hat{\beta})\) is \((\epsilon, 0)\)-DP with respect to the private bit \( b \).

The algorithm chooses the set \( S \) depending on the private bit \( b \). In the following, we use \( S^b \) to denote the respective choice. Next, having learned \((\hat{q}, \hat{\beta})\), from the viewpoint of the simulator, she can deduce the following.

- If \( \beta = 0 \), the set \( S^b \) used in this query would be the first \( \hat{q} \) elements in \( E(D) \), or the first \( \hat{q} - 1 \) elements in \( E(D) \) plus the extra element \( \{x\} \), depending on whether \( b \) equals 0 or 1. Since \( S^0 \) and \( S^1 \) differ by at most two elements, the result \( r \sim \mathcal{A}(S^b) \) is \((2\epsilon, 2e^{2\delta})\)-DP w.r.t. \( b \).
- If \( \beta = 1 \), the set \( S^b \) would be the first \( \hat{q} \) elements in \( E(D) \), or the first \( \hat{q} - 1 \) elements plus the extra point \( \{x\} \), depending on the private bit \( b \). Since \( S^0 \) and \( S^1 \) differ by at most one element, the result \( r \sim \mathcal{A}(S^b) \) is \((\epsilon, \delta)\)-DP w.r.t. \( b \).

By the basic composition theorem, \((\hat{q}, \hat{\beta}, \hat{r}) = (3\epsilon, 2e^{2\delta})\)-DP w.r.t. the private bit \( b \).

Note that this holds also for the delayed-computes that are performed in the second phase and are applied to \( S^b \) that are \((2\epsilon, 2e^{2\delta})\)-DP.

**Lemma 2.7.** For every \( \hat{\delta} > 0 \), with probability \( 1 - \hat{\delta} \), Algorithm 2 makes at most \( O(\log(1/\hat{\delta})) \) queries to Algorithm 3.

**Proof.** It suffices to consider the number of calls made during the first phase. Each time the simulator calls Algorithm 3, with probability at least \( \frac{1}{2} \), Algorithm 3 responds a triple with \( \beta = 1 \). Further observe that once the simulator gets a triple with \( \beta = 1 \), she will never send query to Algorithm 3 again. Therefore, the
probability that the simulator sends more than \( w \in \mathbb{N} \) queries is at most \((5/6)^w\), as desired. \( \square \)

Combining Lemma 2.6 and 2.7 proves Theorem 2.1.

2.5 Analysis for \( k \) Adaptive Applications of Reorder-Slice-Compute

We outline the proof of Theorem 2.3. We follow the analysis as in the proof of Theorem 2.1. We apply the simulator for the \( k \) executions of ReorderSliceCompute. The privacy cost depends on the total number of calls to Algorithm 3 which we bound as follows:

**Lemma 2.8.** Let the random variable \( Z_k \) be the number of calls to Algorithm 3 in \( k \) executions of Algorithm 2. There is a constant \( c \) such that for all \( k \geq 1, \delta > 0, \Pr[Z_k \geq c \max(k, \ln(1/\delta))] \leq \delta. \)

**Proof.** The total number of calls to Algorithm 3 is dominated by the sum of \( k \) independent \( \text{Geom}(p) \) random variables with parameter \( p \geq 1/6 \). Using tail bounds on the sum of Geometric random variables [14], we obtain that for all \( \lambda \geq 1, \)

\[
\Pr[Z_k \geq \lambda k/p] \leq \exp(-k(\lambda - 1 - \ln \lambda)).
\]

Substituting \( n = \lambda k/p \) we obtain for \( n \geq 10k/p = \Omega(k) \):

\[
\Pr[Z_k \geq n] \leq \exp(-n/2). \quad \text{Therefore for some constant } c, \text{ for all } \delta > 0, \quad \Pr[Z_k \geq c \max(k, \ln(1/\delta))] \leq \delta. \quad \square
\]
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