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Abstract

We introduce a new class of numerical schemes which allow for low regularity approximations to the expectation $\mathbb{E}(\|u_k(t, v^\eta)\|^2)$, where $u_k$ denotes the $k$-th Fourier coefficient of the solution $u$ of the dispersive equation and $v^\eta(x)$ the associated random initial data. This quantity plays an important role in physics, in particular in the study of wave turbulence where one needs to adopt a statistical approach in order to obtain deep insight into the generic long-time behaviour of solutions to dispersive equations. Our new class of schemes is based on Wick’s theorem and Feynman diagrams together with a resonance based discretisation set in a more general context: we introduce a novel combinatorial structure called paired decorated forests which are two decorated trees whose decorations on the leaves come in pair. The character of the scheme draws its inspiration from the treatment of singular stochastic partial differential equations via Regularity Structures. In contrast to classical approaches, we do not discretize the PDE itself, but rather its expectation. This allows us to heavily exploit the optimal resonance structure and underlying gain in regularity on the finite dimensional (discrete) level.
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Introduction

We consider nonlinear dispersive equations

\[ i\partial_t u(t, x) + \mathcal{L}(\nabla)u(t, x) = |\nabla|^{\alpha} p(u(t, x), \pi(t, x)), \quad (t, x) \in \mathbb{R} \times \mathbb{T}^d \]  

(1.1)

with random initial data:

\[ u(0, x) = v^0(x) = \sum_{k \in \mathbb{Z}^d} v_k \eta_k e^{ikx}, \]  

(1.2)

where \( v_k = \overline{v_{-k}} \) and \((\eta_k)_{k \in \mathbb{Z}^d}\) is a family of standard complex Gaussian random variables satisfying

\[ \mathbb{E}(\eta_k \eta_{-\ell}) = \delta_{k, \ell}. \]

Namely, we require \( \eta_0 \) to be a real normalized centered Gaussian, and for \((\eta_k)_{k \in \mathbb{Z}^d}\) to be independent and to satisfy \( \eta_k = \eta_{-k} \). We first note that the above setting is for real initial conditions. In the complex case, we simply need to take \((\eta_k)_{k \in \mathbb{Z}^d}\) to be independent standard centered complex Gaussians which satisfy \( \mathbb{E}(\eta_k \overline{\eta_\ell}) = \delta_{k, \ell} \), and refer to the Remark 1.1. Working with Gaussian random variables allows us to use Wick’s formula for computing the second moment of \( u_k(\tau, v^\eta) \). Nevertheless, one can go beyond the Gaussian realm. For a discussion on the subject we refer to Remark 1.2.

Furthermore, we assume in (1.1) a polynomial nonlinearity \( p \). Moreover, we suppose that there exists a deterministic time \( T > 0 \) such that the structure of (1.1) implies at least almost-sure local wellposedness of the problem in an appropriate functional space on the finite time interval \([0, T]\). This is a non-trivial assumption since naturally the time of existence is random and not necessarily almost surely bounded from below by a positive time \( T \). We refer to the works on probabilistic Cauchy theory given for instance by [14, 15, 54, 24, 49, 17] in the case of nonlinear Schrödinger and wave equations. With the above assumption we have that the solution \( u \) admits up until time \( T \) a second moment restricted on the almost surely set of its definition. In order to keep notations simple, we will omit such a set in the sequel.

The differential operators \( \mathcal{L}(\nabla) \) and \( |\nabla|^{\alpha} \) shall cast in Fourier space into the form

\[ \mathcal{L}(\nabla)(k) = k^\sigma + \sum_{\gamma:|\gamma|<\sigma} a_\gamma \prod_j k_{\gamma_j}, \quad |\nabla|^{\alpha}(k) = \sum_{\gamma:|\gamma|<\sigma} \prod_{j=1}^d k_{\gamma_j} \]  

(1.3)
for some $\alpha \in \mathbb{R}$, $\sigma \in \mathbb{N}$, $\gamma \in \mathbb{Z}^d$ and $|\gamma| = \sum_i \gamma_i$, where for $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$ and $m = (m_1, \ldots, m_d) \in \mathbb{Z}^d$ we set

$$k^\sigma = k_1^\sigma + \ldots + k_d^\sigma, \quad k \cdot m = k_1 m_1 + \ldots + k_d m_d.$$ 

Concrete examples are discussed in Section \ref{sec:examples} including the cubic nonlinear Schrödinger (NLS) equation

$$i \partial_t u + \mathcal{L}(\nabla) u = |u|^2 u, \quad \mathcal{L}(\nabla) = \Delta, \quad \alpha = 0, \quad p(u, \bar{u}) = |u|^2 u \quad (1.4)$$

and the Korteweg–de Vries (KdV) equation

$$i \partial_t u + \mathcal{L}(\nabla) u = i \frac{1}{2} \partial_x u^2, \quad \mathcal{L}(\nabla) = i \partial_x^3, \quad \alpha = 1, \quad p(u, \bar{u}) = i \frac{1}{2} u^2. \quad (1.5)$$

Note that one could deal with non-polynomial nonlinearities, and work on more general domains than the periodic one, by combining the present work with the general framework established in \cite{Q}. Indeed, by introducing nested commutator structures the work \cite{Q} overcomes the necessity of periodic boundary conditions and polynomial nonlinearities, see also \cite{UULR}. One can use the iterated integrals produced in \cite{Q} and then proceed in Fourier space as in the present work. Doing all the computations in physical space will require a description of the second moment of the random initial data directly in physical space; however, such a randomisation is in general mostly described in Fourier space.

The aim of this paper is to introduce a new class of schemes which, by denoting by $\tau$ the time step, allows for a low regularity approximation to

$$\mathbb{E}(|u_k(t, v^\eta)|^2). \quad (1.6)$$

Here, $\mathbb{E}$ denotes the expectation and $u_k$ the $k$-th Fourier coefficient of the solution $u$ of (1.1) with corresponding initial data $v^\eta$ defined at equation (1.2). The quantity (1.6) plays an important role in physics, in particular in the study of wave turbulence. A fundamental question in the latter is to derive a rigorous justification of the wave kinetic equation (WKE), an equation which describes the effective dynamics of an interacting wave system in the thermodynamic limit. This yields deep insight into the generic long-time behaviour of solutions to dispersive equations. In order to derive this equation one starts with a random initial value and work on a large box of size $L$. Then under suitable scaling laws which depend on the strength $\mu$ of the non-linearity, and the size $L$ of the box, one can show that in the limit of large $L$ and small $\mu$ the effective dynamic of $\mathbb{E}(|u_k(t, v^\eta)|^2)$ is given by the WKE over sufficiently long time scales.

A rigorous derivation of the WKE for NLS is performed in \cite{RYL RXL T} via a diagrammatic expansion. A similar rigorous derivation result for a high dimensional ($d \geq 14$) discrete KdV-type equation was achieved in \cite{US} using also Feynman diagrams, in order to derive its associated wave kinetic equation at the kinetic time.
under a suitable scaling law. All these works are based on the iteration of Duhamel’s formula for (1.1):

\[ u(\tau, v^\eta) = e^{i\tau \mathcal{L}(\nabla)} v^\eta - i |\nabla|^\alpha e^{i\tau \mathcal{L}(\nabla)} \int_0^\tau e^{-i\xi \mathcal{L}(\nabla)} p(u(\xi, v^\eta), \bar{u}(\xi, v^\eta)) d\xi \] (1.7)

which in Fourier space cast into the form

\[ u_k(\tau, v^\eta) = e^{i\tau \mathcal{L}(\nabla)(k)} \eta_k v_k - i |\nabla|^\alpha(k) e^{i\tau \mathcal{L}(\nabla)(k)} \int_0^\tau e^{-i\xi \mathcal{L}(\nabla)(k)} p_k(u(\xi, v^\eta), \bar{u}(\xi, v^\eta)) d\xi, \] (1.8)

where \( p_k \) is given for \( p(u, \bar{u}) = |u|^2 u \) by

\[ p_k(u, \bar{u}) = \sum_{k = -k_1 + k_2 + k_3} \bar{u}_{k_1} u_{k_2} u_{k_3}. \]

Iterations of (1.8) produces a tree series, see also [27] [34] [33] where the series is made explicit for some specific equations. This expansion can also be described via random tensors introduced in [30]. From this tree series, one can compute \( \mathbb{E}(|u_k(\tau, v^\eta)|^2) \) using Wick’s theorem and Feynman diagrams [29] [28].

The theoretical works mentioned above on the study of wave turbulence, together with the idea of a resonance based discretisation [13], set the inspiration for this work. From an algebraic point of view we, however, have to work in a much more general context considering trees with more decorations than introduced in [13], with a new combinatorial structure called paired decorated forests. This will allow us to approximate a large class of dispersive PDEs with one general scheme, without the need of treating each and every equation separately.

In contrast to classical approaches, we do not discretize the PDE itself, but rather its expectation. This allows us to heavily exploit the optimal resonance structure and underlying gain in regularity on the discrete level. More precisely, the iteration of Duhamel’s formulation (1.7) of (1.1) can be expressed using decorated trees, see [13]. Namely, it follows from [13] Section 1.2 that the \( k \)-th Fourier coefficient of the approximated solution at order \( r \) is given by

\[ U^r_k(\tau, v^\eta) = \sum_{T \in \mathcal{T}_k^r} \frac{\mathcal{Y}^p(T)(v^\eta)}{S(T)} (\mathcal{IIT}(\tau)(\tau) \] (1.9)

where \( \mathcal{Y}^p(T) \) is a set of decorated trees which incorporate the frequency \( k \), \( S(T) \) is the symmetry factor associated to the tree \( T \), \( \mathcal{Y}^p(T) \) is the coefficient appearing in the iteration of Duhamel’s formulation and \( (\mathcal{IIT}(\tau) \) represents a Fourier iterated integral. The exponent \( p \) corresponds to the nonlinearity appearing in the right hand side of (1.1). The exponent \( r \) in \( \mathcal{T}_k^r \) means that we consider only trees of size at most \( r + 1 \), these are the trees corresponding to an iterated integral of depth at most \( r + 1 \). These quantities are described in detail in Section [4]. Generally speaking, the sum (1.9) is the truncation at order \( r \) of the infinite series describing formally the solution.
of (1.1). The low regularity scheme for (1.1) is then obtained by replacing each oscillatory integral \((\Pi T)(\tau)\) appearing in the finite sum (1.9) by a low regularity approximation that embeds the resonance structure into the numerical discretization. We will denote the latter low-regularity approximation operator by \(\Pi^{n,r}\). Here, \(r\) corresponds to the order of the discretization and \(n\) is the a priori regularity assumed on the initial data \(v^0\). Namely, we assume \(v^0 \in H^n\), where \(H^n\) is a Sobolev space. The general scheme then takes the form:

\[
U^r_k(\tau, v^0) = \sum_{T \in \mathcal{V}^r_k} \frac{\Psi^p(T)(v^0)}{S(T)} (\Pi^{n,r} T)(\tau).
\]

(1.10)

The local error structure for each approximated iterated integral is given by

\[
(\Pi T - \Pi^{n,r} T)(\tau) = O(\tau^{r+2L_{\text{low}}(T,n)}),
\]

(1.11)

where \(L_{\text{low}}\) involves only lower order derivatives. The form of the scheme draws its inspiration from the treatment of singular stochastic partial differential equations (SPDEs) via Regularity Structures in [55,37,10]. These decorated trees expansions are generalization of the B-series widely used for ordinary differential equations, we refer to [16,37,47]. In the end, one obtains an approximation of \(u\) under much lower regularity assumptions than classical methods (e.g., splitting methods, exponential integrators [20,32,37,58,56,43,44,47,57]) require, which in general introduce the local error

\[
O(\tau^{r+2L^r(T,n)}),
\]

(1.12)

involving the full high order differential operator \(L^r\). Indeed, we have that \(\mathcal{D}(L_{\text{low}}) \supset \mathcal{D}(L)\), meaning that the local error structure (1.11) allows us to deal with a rougher class of solutions than the classical error bound (1.12). The underlying idea behind these low-regularity approximations was initiated by the work of [52], and then generalized by [13,47] to higher order methods, allowing for approximations to large classes of equations. Although the error bound (1.11) derived here are formal, one can obtain rigorous low-regularity error bounds using a classical Sobolev space setting (see [55,24]), as well as sharp \(L^2\) error estimates by using discrete Strichartz estimates and discrete Bourgain spaces (see [19,50,57,56,40]). Let us mention that the local error analysis can be nicely understood via a Birkhoff factorisation of the character \(\Pi^{n,r}\) (see [13,8]) that involves a deformed Butcher-Connes-Kreimer coproduct (see [16,22,23,13,41]). In the present work, we give a recursive description with various Taylor remainders in Definition 3.5. This formulation is similar to [11] where the Birkhoff factorisation is not available. The Birkhoff factorisation can also be used in our work for a more precise description of the Taylor remainders. We also believe that it could have an impact on the general description of symmetries for low regularity schemes. For the moment, only symmetric and symplectic schemes have been work out by hand (see [13,46]). Lastly, we note that the scheme (1.10) has been generalized to non-polynomial nonlinearities and to
parabolic equations in [11] with the use of nested commutators first introduced in [55].

A natural route to obtain a low regularity approximation to $E(|u_k(\tau, v^n)|^2)$ would be to first compute the low regularity approximation $U_k^{n,r}(\tau, v^n)$ given in (1.10) to $u_k(\tau, v^n)$, and then to evaluate its expectation $E(|U_k^{n,r}(\tau, v^n)|^2)$ while removing the terms of higher order. By doing so, we would, however, ignore the enhanced resonance structure and gain in regularity introduced by applying the expectation $E$. In order to exploit the latter on the discrete level, we will directly compute a low regularity approximation to the second moment of $U_k^n$, where $U_k^n$ defined in (1.10) and is the truncation at order $r$ of the tree series describing $u_k$. Namely, we are interested in computing the following series:

$$V_k^n(\tau, v) = Q_{\leq r+1}E(|U_k^n(\tau, v^n)|^2)$$

$$= \sum_{F=T_1\cdot T_2 \in \mathcal{G}_r} m_F \frac{\bar{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v)}{S(T_1)S(T_2)} (\bar{\Pi}T_1)(\tau) (\Pi T_2)(\tau)$$

where $Q_{\leq r+1}$ keeps only the terms of order less than or equal to $r+1$, and $m_F$ is a combinatorial coefficient associated to $F$. Namely, $m_F$ counts the number of pairings that produce $F$. It remains to describe the set $\mathcal{G}_r$. For this purpose we introduce a new combinatorial structure called paired decorated forest which are two decorated trees whose decorations on the leaves come in pair. This pairing among the leaves come from the use of Wick’s theorem for products of Gaussian random variables that appear in the computation of $V_k^n$. Similar structures have been used in the theoretical analysis of dispersive PDEs [20, 28, 4, 53] as well as in stochastic differential equations and exotic B-series [41, 6]. The set $\mathcal{G}_r$ consists of all paired forests $F = T_1 \cdot T_2$ of size at most $r + 1$, meaning that the term $(\bar{\Pi}T_1)(\tau) (\Pi T_2)(\tau)$ contains at most $r + 1$ integrals in time. $T_1$ and $T_2$ are the two paired trees and $\cdot$ denotes the forest product. Further, in the above series we have used the following short hand notation:

$${\bar{\mathcal{Y}}}^p(T_1)(v) = \mathcal{Y}^p(T_1)(v), \quad (\bar{\Pi}T_1)(\tau) = (\bar{\Pi}T_1)(\tau),$$

which stands for the complex conjugate, and will be abundantly used throughout the remainder of this article. Notice that the above sum is not symmetric, meaning that both $(\bar{\Pi}T_1)(\tau) (\Pi T_2)(\tau)$ and $(\bar{\Pi}T_2)(\tau) (\Pi T_1)(\tau)$ appear when $T_1 \neq T_2$. We then proceed with the discretization in time of (1.13) as is done in (13); we replace $(\Pi T_1)(\tau)$ by their resonance based approximations $(\Pi^{n,r} T_1)$ which yields the following tree series:

$$V_k^{n,r}(\tau, v) = \sum_{F=T_1\cdot T_2 \in \mathcal{G}_r} m_F \frac{\bar{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v)}{S(T_1)S(T_2)} Q_{\leq r+1}(\Pi^{n,r} T_1 \Pi^{n,r} T_2)(\tau).$$

The local error structure is given by

$$(\bar{\Pi}T_1 \Pi T_2 - Q_{\leq r+1} \Pi^{n,r} T_1 \bar{\Pi}^{n,r} T_2)(\tau) = \mathcal{O}(\tau^{r+2} \mathcal{G}_r^{n,r}(T_1 \cdot T_2, n)).$$
The definition of $\mathcal{L}^\ell_{\text{reg}}(T_1 \cdot T_2, n)$ is, however, much more involved than in the work of [13]. Indeed, given that we consider decorated forests $F = T_1 \cdot T_2$, whose leaves (which encodes the frequency) come in pairs, we have that the same frequencies can appear in both the decorated tree $T_1$ and that of $T_2$. Hence, unlike in the work of [13], the set of frequencies appearing on the leaves of $T_1$ and $T_2$ are not disjoint, and in consequence a new framework needs to be considered. Moreover, since our calculations are made with these pairings $T_1 \cdot T_2$, cancellations appear when computing the variance (1.6) and the schemes obtained in this work are of simpler form than those obtained in the work of [13].

Our main result is the general class of schemes given by (1.14) together with the correct combinatorial structures on paired decorated forests, which yields a low-regularity approximation of (1.6). Our construction is based upon Wick’s formula (see Proposition 4.1) and is presented in Proposition 4.2. The local error structure (1.11) is then given in Theorem 4.3. Theorem 4.3 is heavily based on Theorem 3.6 which introduces a new recursive definition of $\mathcal{L}^\ell_{\text{reg}}(T_1 \cdot T_2, n)$ (see Definition 3.5) which differs from the one presented in [13].

The new scheme (1.14) is an attempt to implement the low regularity integrators introduced in [13] when randomness is introduced at the level of the initial data. We expect that the scheme described in [13] will be able to enhance the error structure of classical methods for (dispersive) stochastic PDEs (see, e.g. [5][26][45] and the references therein) for low regularity initial data where randomness is added via a stochastic forcing.

**Remark 1.1** Our assumption on the initial data in (1.2) enforces the initial data to be real. Our scheme is fairly general and works also beyond dispersive PDEs, such as for parabolic PDEs. In [28][29], the authors use a different assumption on the noise $(\eta_k)_{k \in \mathbb{Z}^d}$ which is a family of independent identically distributed complex random variables (centered standard Gaussian variables or uniform distributions on the unit circle) satisfying: For all $k, \ell \in \mathbb{Z}^d$

$$E(|\eta_k|^2) = 1, \quad E(\eta_k \eta_\ell) = 0.$$  

In the Gaussian case see also [21]. The second identity in the above simplifies a lot the interactions that need to be considered for building up the Feynman diagrams. Indeed, only the terms $E(\eta_k \eta_\ell)$ from Wick’s theorem are potentially non-zero. These terms are the easiest to treat requiring no extra regularity, (see Section 1.1 and (1.21) where the pairing $T_1 \cdot T_{1,1}$ is non longer possible, it is the pairing that asks more regularity in the discretisation, see (1.25)).

**Remark 1.2** In (1.13), the summation is performed on paired decorated forests of the form $T_1 \cdot T_2$. The fact that we have only two trees and not more correspond to the computation of the second moment. For the $p$-th moment, one will get $p$ paired decorated trees where the leaves will come in pairs. In both cases second moment or higher moments, one uses Wick’s theorem applied to product of Gaussian random variables for computing the pairings. One can potentially go beyond the Gaussian
realm by using cumulants for computing the moments of a given random variable. This was extensively used in the context of singular SPDEs (see [19] for a general convergence result of renormalised models and [25] [12] for recent works in the discrete setting). In our context, one can imagine to have trees where the leaves are split into different sets of cardinality bigger than two. The scheme will be robust to this case.

Before introducing our general framework we will in the next section illustrate our main idea on an example taken from NLS.

1.1 Example

Let us consider the equation:

\[ i\partial_t u + \Delta u = |u|^2 u, \quad u(0, x) = v_0(x) = \sum_{k \in \mathbb{Z}^d} v_k \eta_k e^{ikx} \]  

(1.16)

set on the \( d \) dimensional torus. We will discuss the approximation of \( \mathbb{E}(|u_k(\tau, v)|^2) \) to first order. We rewrite (1.16) using Duhamel’s formula:

\[ u(\tau, v^\eta) = e^{i\tau \Delta} v^\eta - i e^{i\tau \Delta} \int_0^\tau e^{-i\xi \Delta} (u(\xi, v^\eta)u(\xi, v^\eta)^2) d\xi. \]

One obtains the following equation for the Fourier coefficient \( u_k(\tau, v^\eta) \):

\[ u_k(\tau, v^\eta) = e^{-i\tau k^2} \eta_k v_k - \sum_{k_1, k_2, k_3 \in \mathbb{Z}^d \atop -k_1 + k_2 + k_3 = k} i e^{-i\tau k^2} \int_0^\tau e^{i\xi k^2} u_{k_1}(\xi, v^\eta) u_{k_2}(\xi, v^\eta) u_{k_3}(\xi, v^\eta) d\xi, \]

(1.17)

where the linear operator \( e^{i\tau \Delta} \) (resp. \( e^{-i\tau \Delta} \)) is sent to \( e^{-i\tau k^2} \) (resp. \( e^{i\tau k^2} \)) in Fourier space. The splitting of \( k \) into \( k_1, k_2, k_3 \) comes from the fact that moving to Fourier space, products become convolution products on the frequencies. We fix \( r = 0 \) and iterate (1.17) by replacing \( u_{k_j}(\tau, v^\eta) \) by

\[ u_{k_j}(\tau, v^\eta) = e^{-i\tau k_j^2} \eta_{k_j} v_{k_j} + \mathcal{O}(\tau), \]

with \( j \in \{1, 2, 3\} \). We obtain the following first order approximation of the \( k \)-th Fourier coefficient \( u_k(\tau, v^\eta) \):

\[ u_k(\tau, v^\eta) = e^{-i\tau k^2} \eta_k v_k - \sum_{k_1, k_2, k_3 \in \mathbb{Z}^d \atop -k_1 + k_2 + k_3 = k} i e^{-i\tau k^2} \int_0^\tau e^{i\xi k_1^2} (e^{i\xi k_2^2} \eta_k v_{k_1}) (e^{-i\xi k_2^2} \eta_{k_2} v_{k_2}) (e^{-i\xi k_3^2} \eta_{k_3} v_{k_3}) d\xi + \mathcal{O}(\tau^2). \]
We encode the above Duhamel iterates using the tree series (1.9). Namely, on the continuous level, from (1.9) we have

\[
U_k^0(\tau, v^n) = u_k^0(\tau, v^n) + u_k^1(\tau, v^n),
\]

\[
u_k^0(\tau, v^n) = \frac{\Psi^p(T_0)(v^n)}{S(T_0)}(\Pi T_0)(\tau),
\]

\[
u_k^1(\tau, v^n) = \sum_{k_1, k_2, k_3 \in \mathbb{Z}^d} \frac{\Psi^p(T_1)(v^n)}{S(T_1)}(\Pi T_1)(\tau),
\]

where

\[
T_0 = \begin{array}{c}
\bullet \\
\end{array}, T_1 = \begin{array}{c}
\bullet \bullet \\
\end{array}, S(T_0) = 1, S(T_1) = 2,
\]

\[
\Psi^p(T_0)(v^n) = \eta_k v_k, \quad \Psi^p(T_1)(v^n) = 2 \eta_k v_k v_{k_2} \eta_k v_{k_3} v_{k_3},
\]

\[(\Pi T_0)(\tau) = e^{-i \kappa^2}, \quad (\Pi T_1)(\tau) = -i e^{-i \kappa^2} \int_0^\tau e^{i \xi k^2} e^{i \xi k^2} e^{-i \xi k^2} d\xi.
\]

For the decorated trees written above, we have used the following coding: an edge $\left\langle\right.$ resp. $\mid\right.$ corresponds to a factor $e^{-i \kappa^2}$ (resp. $e^{i \kappa^2}$), while an edge $\left\mid\right.$ (resp. $\mid\right\rangle$), corresponds to an integral $-i \int_0^\tau e^{i \xi k^2} \ldots d\xi$ (resp. $-i \int_0^\tau e^{-i \xi k^2} \ldots d\xi$). The dash dotted line introduces a minus sign. The decorations on the leaves correspond to the frequencies that add up in the intern node with a minus sign if one faces a dash edge. In $T_1$, the two inner nodes are decorated by $k = -k_1 + k_2 + k_3$ where $-k_1$ comes from the edge $\left\langle$. The definition of the symmetry factor $S(T)$ and the coefficients $\Psi^p(T)$ are defined in Section (4). The symmetry factor corresponds to the number of internal symmetries of the tree taking the edge decorations into account but not the node decorations, which explains why $S(T_1) = 2$.

By construction, $U_k^0$ is a first order truncated approximation of $u_k$, and it follows from (1.18) that

\[
E(|U_k^0(\tau, v^n)|^2) = E\left(|u_k^0(\tau, v^n) + u_k^1(\tau, v^n)|^2\right)\left(u_k^0(\tau, v^n) + u_k^1(\tau, v^n)\right) = E(|u_k^0(\tau, v^n)|^2) + 2 Re\left(E(u_k^0(\tau, v^n)u_k^1(\tau, v^n)) + \mathcal{O}(\tau^2)\right).
\]

The main idea is then that we can express on the continuous level the above expansion using the tree series (1.13), and on the discrete level by the tree series (1.14). We show how this is done by detailing the computation of the term

\[
E(u_k^0(\tau, v^n)u_k^1(\tau, v^n))\quad \text{from (1.19) that we need to consider}
\]

\[
E\left(\Psi^p(T_0)(v^n)\Psi^p(T_1)(v^n)\right) = 2 \eta_k v_k v_{k_2} v_{k_3} \mathcal{E}(\eta_k \eta_k v_k v_{k_2} v_{k_3}).
\]
Further, we have,

\[
\mathbb{E}(\bar{\eta}_k \bar{\eta}_{k_1} \eta_{k_2} \eta_{k_3}) = \mathbb{E}(\bar{\eta}_k \bar{\eta}_{k_1})\mathbb{E}(\eta_{k_2} \eta_{k_3}) + \mathbb{E}(\bar{\eta}_k \eta_{k_2})\mathbb{E}(\eta_{k_1} \eta_{k_3}) \\
+ \mathbb{E}(\bar{\eta}_k \eta_{k_3})\mathbb{E}(\eta_{k_1} \eta_{k_2}) \\
= \delta_{k,k_1} \delta_{k_2,k_3} + \delta_{k,k_2} \delta_{k_1,k_3} + \delta_{k,k_3} \delta_{k_1,k_2}
\]

where we have used Wick’s formula (see Proposition 4.1) for products of Gaussian random variables. The different \( \delta \cdot \) correspond to different pairings and fix completely the frequencies on the leaves. We will introduce a new combinatorial object for describing these pairing called decorated paired forests. Below, we represent the various pairings coming from \( \mathbb{G}_{NQI} \) and \( \mathbb{H}_{NRQI} \): 

\[
T_0 = T_{1,0}, \quad T_{1,1} = T_{1,2} = T_{1,3} = \quad (1.21)
\]

where \( \bar{k}_1 = -k_1 \) and \( \cdot \) denotes the forest product. The \( F_i \) are decorated forests. One can observe that \( F_2 \) and \( F_3 \) are similar due to the symmetry of the decorated tree \( T_1 \). Hence, we only need to consider one of the decorated forests during the computations, we choose to consider \( F_2 \). Further, it follows in an analogous fashion from (1.18) and (1.19) that there is a single nontrivial pairing when computing \( \mathbb{E}[u^0_k(\tau, v^0)]^2 \), and that the decorated forest 

\[
F_0 = T_0 \cdot T_0
\]

encodes this pairing and consequently the term \( \mathbb{E}[u^0_k(\tau, v^0)]^2 \). Therefore, the set \( \mathbb{G}_{k}^0 \) is defined as:

\[
\mathbb{G}_{k}^0 = \{T_0 \cdot T_0, T_{0} \cdot T_{1,1}, T_{0} \cdot T_{1,2}, k_1 \in \mathbb{Z}^d\}.
\]

These decorated forests encode products of iterated integrals, where each iterated integral is encoded by a decorated tree of the form (1.21). Namely, we have

\[
(\Pi T_0)(\tau) (\Pi T_{1,1})(\tau) = e^{i\tau k^2} \left( -ie^{-i\tau k^2} \int_0^\tau e^{i\xi k^2} e^{i\xi k_1^2} e^{-i\xi k_2^2} d\xi \right) \\
= -i \int_0^\tau e^{2i\xi(k^2-k_1^2)} d\xi,
\]

\[
(\Pi T_0)(\tau) (\Pi T_{1,2})(\tau) = e^{i\tau k^2} \left( -ie^{-i\tau k^2} \int_0^\tau e^{i\xi k^2} e^{i\xi k_1^2} e^{-i\xi k_2^2} d\xi \right) \\
= -i \tau.
\]

One observes that for \( F_2 \), due to cancellations in the frequencies, one can perform exact integration in time, and no approximation step is required. The term which
requires to be approximated and which asks for some regularity on the initial data is the integral encoded by $F_1$. We now discuss how the approximations are made, and how it leads us to the tree series (1.14).

Let us first proceed by describing the idea behind the approximation of $\Pi T_1$. The main idea of the general resonance based scheme introduced in [13] is to split the frequencies in the integrand into the dominant and lower parts:

\[
\mathcal{L} = k^2 + k_1^2 - k_2^2 = \mathcal{L}_{\text{dom}} + \mathcal{L}_{\text{low}}
\]

such that (cf. (1.19))

\[
(\Pi T_1)(\tau) = -ie^{-i\tau k^2} \int_0^\tau e^{i\xi \mathcal{L}_{\text{dom}}} e^{i\xi \mathcal{L}_{\text{low}}} d\xi.
\]  

(1.23)

The idea of the splitting (1.22) lies in the observation that $k_1^2$ asks for two derivatives on the initial data while the cross-terms given in $\mathcal{L}_{\text{low}}$ require only one. Moreover, the term $e^{i\xi \mathcal{L}_{\text{dom}}}$ can be integrated out exactly and mapped back into physical space. In order to gain regularity, we will thus only Taylor-expand the lower order part $e^{i\xi \mathcal{L}_{\text{low}}}$ in (1.23) while integrating the dominant part $e^{i\xi \mathcal{L}_{\text{dom}}}$ exactly. This provides the following discretisation:

\[
(\Pi T_1)(\tau) = -ie^{-i\tau k^2} \int_0^\tau e^{2i\xi k_1^2} (1 + \mathcal{O}(\xi^{\mathcal{L}_{\text{low}}})) d\xi = (\Pi^{1,0} T_1)(\tau) + \mathcal{O}(\tau^2 \mathcal{L}_{\text{low}})
\]

where the index 0 correspond to the order of the approximation inside the time integral and the index 1 embeds that we ask a priori one derivative on the initial data. If we assume more regularity, such as for instance two derivatives, one can perform the full Taylor expansion and obtains:

\[
(\Pi T_1)(\tau) = (\Pi^{2,0} T_1)(\tau) + \mathcal{O}(\tau^2 \mathcal{L})
\]

(1.24)

We would like to proceed in the same manner for the approximation of $(\Pi T_{1,1})(\tau)$. However, we have to choose the splitting as follows:

\[
\mathcal{L} = 2k^2 - 2k_2^2, \quad \mathcal{L}_{\text{low}} = \mathcal{L}, \quad \mathcal{L}_{\text{dom}} = 0.
\]

This is due to the fact that $\frac{1}{k_2^2 - k_1^2}$ cannot be mapped back into Physical space and hence, we would recover a scheme which needs to be computed fully in Fourier space and where we could not make use of the Fast Fourier Transform (FFT). This would not allow for a practical implementation of the scheme and would lead to high computational and memory costs, in particular in higher spatial dimensions $d \geq 3$. 

\[\text{Introduction}\]
This motivates our choice of dominant and lower order parts and leads to the discretization

$$(\Pi T_{1,1})(\tau) = (\Pi^{1,0} T_{1,1})(\tau) + \mathcal{O}(\tau^2 L), \quad (\Pi^{1,0} T_{1,1})(\tau) = -i \tau e^{-ir k^2}. \quad (1.25)$$

The discretization (c.f. 1.14) is then given by:

$$\left(\Pi^{1,0} T_{0}\right)(\tau) \left(\Pi^{1,0} T_{1,j}\right)(\tau) = -i \tau.$$

The term

$$E(\bar{u}^0_k(\tau, v^n) u^1_k(\tau, v^n))$$

is then well approximated by

$$\frac{\mathcal{T}^p(T_0)(v^n)}{S(T_0)} \left( \sum_{k_1 \in \mathbb{Z}^d} \frac{\mathcal{T}^p(T_{1,1})(v^n)}{S(T_{1,1})} Q_{\leq 1}(\bar{\Pi} T_0)(\tau)(\Pi T_{1,1})(\tau) \right. + 2 \sum_{k_1 \in \mathbb{Z}^d} \frac{\mathcal{T}^p(T_{1,2})(v^n)}{S(T_{1,2})} Q_{\leq 1}(\bar{\Pi} T_0)(\tau)(\Pi T_{1,2})(\tau) \right)$$

$$\quad = -3i \tau |v_k|^2 \sum_{k_1 \in \mathbb{Z}^d} |v_{k_1}|^2$$

and introduces the following local error

$$\mathcal{O}(\tau^2 \sum_{k_1 \in \mathbb{Z}^d} (k^2 - k_1^2)|v_k|^2|v_{k_1}|^2).$$

We notice that a term of the form $k^2|v_k|^2$ corresponds (up to a sign) to the Fourier coefficient of $\nabla u \ast \nabla \bar{v}$ where $\ast$ is the space convolution, and $\bar{v}(x) = \bar{v}(-x)$. Therefore, in contrast to [13], a full Taylor expansion does not ask more than one derivative in space on the initial data. In fact, $T_0 \cdot T_{1,1}$ is the term in $G^1_k$ to compute which requires the most regularity on the initial data, namely a factor of $k^2$ for a first order approximation, and which corresponds in the end to only one derivative due to the previously mentioned convolution structure. In most of the examples in this paper, we end up by considering only full Taylor expansions, as is made in (1.25). This is however not always the case in a general setting. We give an example of a system of PDEs where a more careful resonance analysis (c.f. (1.23)) is needed to obtain an approximation at low regularity. Let us for instance consider the following system:

$$i \partial_t u + \Delta u = |u|^2 u, \quad u(0) = v_1,$$

$$\partial_t v + \partial_x^2 v = |u|^2 u, \quad v(0) = v_2.$$
Then depending on the value of $p$, we may need a resonance based approach. Iterating Duhamel’s formula, we get the following oscillatory integrals:

$$I = \int_0^\tau e^{-\xi (ik)^p} e^{-i\xi k_1^2} e^{i\xi k_2^2} e^{i\xi k_3^2} d\xi, \quad k = -k_1 + k_2 + k_3.$$ 

If we assume that $p \geq 3$, then $k^p$ is clearly the dominant term. Let us compare the local errors depending on the choice of approximation. Using a resonance based discretisation we obtain that

- **Resonance scheme**:

  $$I = \int_0^\tau e^{-\xi (ik)^p} d\xi + O(\xi^2 P_1), \quad P_1 = -k_1^2 + k_2^2 + k_3^2$$

  whereas a classical discretisation leads to

- **Classical integrators**:

  $$I = \xi + O(\xi^2 P_2), \quad P_2 = k^p - k_1^2 + k_2^2 + k_3^2.$$ 

As soon as $p \geq 3$, we ask for at least three derivatives on the initial data for a classical integrator (due to the error term $O(\xi^2 P_2)$) while only requiring two derivatives for the resonance based scheme (thanks to the improved local error term $O(\xi^2 P_1)$).

### 1.2 Outline of the paper

Let us give a short review of the content of this paper. In Section 2, we introduce the combinatorial structures needed for describing oscillatory integrals coming from the iteration of the Duhamel’s formula (1.8). We recall the framework introduced in [13] by first defining a suitable vector space of decorated trees $\hat{T}$ and decorated forests $\hat{H}$. Then, we consider approximated decorated trees and forest which carry an extra decoration $r$ at the root. It corresponds to the order of the approximation of the oscillatory integrals. The main novelty in this section are paired decorated forests which are specific decorated forests with extra constraints. They reflect the computation of the second moment of oscillatory integrals: pairing among the leaves of two trees correspond to the Wick formula applied to product of Gaussian random variables.

In Section 3, we construct the approximation of the iterated integrals given by the character $\Pi : \hat{H} \to \mathbb{C}$ (see (3.1)) through the character $\Pi^u : \hat{H} \to \mathbb{C}$ (see (1.2)) where $n$ is the a priori regularity assumed on the initial data $v$. The approximation $\Pi^n$ is given via a recursive construction involving the operator $\hat{H}$ given in Definition 3.1. In the definition, we are performing a full Taylor expansion which can be used in the examples mentioned in this paper. It also provides the optimal regularity. In the general case, the resonance approach could be needed. The local error analysis which is the error estimate on the difference between $\Pi$ and its approximation $\Pi^n$ is given in Theorem 3.6. It is computed via a recursive definition (see Definition 3.5) with Taylor remainders of $\Pi^n$ given in Lemma 3.4.
Let us mention that Definition 3.5 is more involved as the one given in [173], as the pairing among the leaves required to be more precise in the estimation of the local error.

In Section 4 we introduce truncated series of decorated trees that solve up to order $r$ equation (1.1). Then, we compute the second moment of this series in Proposition 4.2 by using Wick’s formula (see Proposition 4.1). This is where we rely on paired decorated forests for describing the new series obtained. From this series, we built another paired decorated forests series by replacing the character $\Pi$ by its approximation $\Pi_n$. Then, we can write the general scheme (4.3) based on the local error between $\Pi$ and $\Pi_n$ for each paired decorated forest that appears in the expansion of the scheme.

In Section 5 we illustrate our general framework on two fundamental examples: the nonlinear Schrodinger (NLS) and the Korteweg–de Vries (KdV) equation.
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2 Decorated tree based structures for oscillatory iterated integrals

In this section, we introduce the combinatorial structure for describing oscillatory integrals that stem from Duhamel’s formula (1.8). We follow the formalism of decorated trees given in [173] which has been used for a low regularity approximation of (1.1). In order to describe $E(|u_k(t, v^\eta)|^2)$ we need to introduce a new structure: paired decorated forests which are decorated forests in the sense of [173] satisfying extra constraints on the decorations that encode some pairings. These pairings are coming from the Wick formula used for computing $E(|u_k(t, v^\eta)|^2)$. Such paired structures have been used in wave turbulence theory in more specific set-ups (see [20][28][4][53]).

2.1 Decorated trees

We recall briefly the structure of decorated trees introduced in [173] Sec. 2. We assume a finite set $L$ and frequencies $k_1, \ldots, k_m \in \mathbb{Z}^d$. The set $L$ parametrizes a set of differential operators with constant coefficients, whose symbols are given by the polynomials $(P_l)_{l \in L}$. We define the set of decorated trees $\hat{T}$ as elements of the form $T_{n, o}^{\Delta} = (T, n, o, \epsilon)$ where
• $T$ is a non-planar rooted tree with root $\varrho_T$, node set $N_T$ and edge set $E_T$. We denote the leaves of $T$ by $L_T$. $T$ must also be a planted tree which means that there is only one edge connecting the root to the rest of the tree.

• the map $e : E_T \to \Sigma \times \{0, 1\}$ encodes edge decorations. The set $\{0, 1\}$ encodes the action of taking the conjugate, and determines the sign of the frequencies at the top of this edge. Namely, we have that 1 corresponds to a conjugate and to multiplying by $(-1)$ the frequency on the node above and adjacent to this edge.

• the map $n : N_T \setminus \{\varrho_T\} \to \mathbb{N}$ encodes node decorations. For every inner node $v$, this map encodes a monomial of the form $\xi^{n(v)}$ where $\xi$ is a time variable.

• the map $o : N_T \setminus \{\varrho_T\} \to \mathbb{Z}^d$ also encodes node decorations. These decorations are frequencies that satisfy for every inner node $u$:

$$(-1)^{p(e_u)}o(u) = \sum_{e = (u,v) \in E_T} (-1)^{p(e)}o(v) \quad (2.1)$$

where $e(e) = (e_0, p(e))$ and $e_u$ is the edge outgoing $u$ of the form $(v, u)$. From this definition, one can see that the node decorations at the leaves $(o(u))_{u \in L_T}$ determine the decoration of the inner nodes. One can call this identity Kirchoff’s law.

We assume that the node decorations at the leaves are linear combinations of the $k_i$ with coefficients in $\{-1, 0, 1\}$. In applications, the leaves decoration are either $k_i$ or $-k_i$, the term $-k_i$ is coming from a pairing with the Wick formula.

• we assume that the root of $T$ has no decoration.

When the node decoration $n$ is zero, we will denote the decorated trees $T^{n,o}_\ell$ as $T^o_\ell = (T, o, e)$. The set of decorated trees satisfying such a condition is denoted by $\hat{\mathcal{T}}_0$. We set $\hat{H}$ (resp. $\hat{H}_0$) the (unordered) forests composed of trees in $\hat{\mathcal{T}}$ (resp. $\hat{\mathcal{T}}_0$) with linear spans $\mathcal{H}$ and $\mathcal{H}_0$. The forest product is denoted by $\cdot$, the empty forest by $1$. Elements in $\hat{\mathcal{T}}$ are abstract representation of iterated time integrals and elements in $\hat{H}$ are product of them.

We now introduce how one can represent uniquely decorated trees by using symbolic notations. We denote by $\mathcal{J}_o$, an edge decorated by $o = (l, p) \in \Sigma \times \{0, 1\}$. We introduce the operator $\mathcal{J}_o(\lambda_{k}^\ell) : \mathcal{H} \to \mathcal{H}$ that merges all the roots of the trees composing the forest into one node decorated by $(\ell, k) \in \mathbb{N} \times \mathbb{Z}^d$. The new decorated tree is then grafted via an edge decorated by $o$ onto a new root with no decoration. If the condition (2.1) is not satisfied on the argument then $\mathcal{J}_o(\lambda_{k}^\ell)$ gives zero. If $\ell = 0$, then the term $\lambda_{k}^0$ is denoted by $\lambda_{k}$ as a short hand notation for $\lambda_{k0}^0$. We have choosen to put no decorations at the root in order to define the operator $\mathcal{J}_o(\lambda_{k}^\ell)$ that will assign the decoration $k$. For us, these decorated trees represent oscillatory iterated integrals and there is no need for having a decoration at the root for encoding them.

The forest product between $\mathcal{J}_{o_1}(\lambda_{k_1}^{\ell_1}F_1)$ and $\mathcal{J}_{o_2}(\lambda_{k_2}^{\ell_2}F_2)$ is given by:

$$\mathcal{J}_{o_1}(\lambda_{k_1}^{\ell_1}F_1)\mathcal{J}_{o_2}(\lambda_{k_2}^{\ell_2}F_2) := \mathcal{J}_{o_1}(\lambda_{k_1}^{\ell_1}F_1) \cdot \mathcal{J}_{o_2}(\lambda_{k_2}^{\ell_2}F_2).$$

Any decorated tree $T$ is uniquely represented as

$$T = \mathcal{J}_o(\lambda_k^\ell F), \quad F \in \hat{H}.$$
Given an iterated integral, its size is given by the number of integrations in time. Therefore, we suppose given a subset $\Sigma_+$ of $\Sigma$ that encodes edge decorations which correspond to time integrals that we have to approximate.

**Example 1** We illustrate the definitions introduced above with decorated trees coming from the NLS equation. We consider the following decorated tree:

$$T = \mathcal{I}_{(t_1,0)} \left( \lambda_k \mathcal{I}_{(t_2,0)}(\lambda_k \mathcal{I}_{(t_1,1)}(\lambda_k \mathcal{I}_{(t_1,0)}(\lambda_k \mathcal{I}_{(t_1,0)}(\lambda_k \mathcal{I}_{(t_1,0)}(\lambda_k \mathcal{I}_{(t_1,0)})))) \right),$$

where $k = -k_1 + k_2 + k_3$, $\Sigma = \{t_1, t_2\}$, $\Sigma_+ = \{t_2\}$, $P_{t_1}(\lambda) = -\lambda^2$ and $P_{t_2}(\lambda) = \lambda^2$.

For the graphical notation, we put the frequencies decorations only on the leaves that determine those on the inner nodes. An edge $| \ (\text{resp. } \rangle$ corresponds to a decoration $(t_1, 0)$ (resp. $(t_1, 1)$) and the operator associated is $e^{itP_{t_1}(k)} = e^{-itk^2}$ (resp. $e^{-itP_{t_2}(k)} = e^{itk^2}$), while an edge $| \ (\text{resp. } \rangle$ corresponds to a decoration $(t_2, 0)$ (resp. $(t_2, 1)$) associated to the integral $-i \int_0^\tau e^{it \xi P_{t_2}(k)} \cdots d\xi = -i \int_0^\tau e^{it \xi k^2} \cdots d\xi$. Therefore, $T$ is an abstract version of the following integral:

$$-ie^{-i\tau k^2} \int_0^\tau e^{it \xi k^2} e^{it \xi k^2} e^{-it \xi k^2} e^{-it \xi k^2} d\xi.$$

The next combinatorial structure, we recall from [13] is abstract versions of a discretization of an oscillatory integral. We denote by $\mathcal{T}$ the set of decorated trees $T_{\epsilon, r}^{n, n} = (T, n, o, e, r)$ where

- $T_{\epsilon, r}^{n, n} \in \mathcal{T}$
- The decoration of the root is given by $r \in \mathbb{Z}$, $r \geq -1$ such that

$$r + 1 \geq \deg(T_{\epsilon, r}^{n, n})$$

(2.2)

where $\deg$ is defined recursively by

$$\deg(1) = 0, \quad \deg(F_1 \cdot F_2) = \max(\deg(F_1), \deg(F_2)),$$

$$\deg(\mathcal{I}_{(t,p)}(\lambda_k F_1)) = \ell + 1_{\{t \in \Sigma_+\}} + \deg(F_1)$$

where $F_1, F_2$ are forests composed of trees in $\mathcal{T}$. The quantity $\deg(T_{\epsilon, r}^{n, n})$ is the maximum number of edges with type in $\Sigma_+$, corresponding to time integrations, and of node decorations $n$ lying on the same path from one leaf to the root. We call decorated trees in $\mathcal{T}$ approximated decorated trees. We allow in the definition of the approximated decorated trees a new decoration at the root $r$, which corresponds to the order of the approximation. We now define the symbol $\mathcal{F}_{\ell}(\lambda_k) : \mathcal{H} \to \mathcal{H}$, which plays the same role as the previously defined symbol $\mathcal{F}_{\ell}(\lambda_k^s)$, with the added adjacency of the decoration $r$ which constrains the time-approximations to be of
order $r$. We now define a projection operator $\mathcal{D}^r$ which depends on the order $r$ of the approximation and which is used during the construction of the numerical schemes in order to only retain the terms of order at most $r$. We define the map $\mathcal{D}^r : \hat{\mathcal{H}} \rightarrow \mathcal{H}$ which assigns to the root of a decorated tree a decoration $r$ and performs the projection along the identity (2.2). It is given by

$$\mathcal{D}^r(1) = 1_{\{0 \leq r+1\}}, \quad \mathcal{D}^r(\mathcal{F}_\sigma(\lambda_k^r F)) = \mathcal{F}_\sigma(\lambda_k^r F)$$

(2.3)

and we extend it multiplicatively to any forest in $\hat{\mathcal{H}}$.

**Example 2** We illustrate the action of the map $\mathcal{D}^r$ on the decorated tree $T$ introduced in Example 1. First, we notice that:

$$\deg(T) = 1, \quad \mathcal{D}^r(T) = 0, \quad r > 1.$$ 

Graphically, we just add $r$ at the root:

![Graphical representation of $\mathcal{D}^r(T)$](image)

$$\mathcal{D}^r(T) = r.$$ 

### 2.2 Paired decorated forests

Our aim is to discretise the second moment of $U_k^r(\tau, v^\eta)$ which can be expanded as a tree series. By applying the Wick product, one gets products of iterated integrals whose initial data $v^\eta$ are paired. At the level of the trees, this correspond to a pairing on the leaves. Therefore, one has to introduce a more rigid structure for encoding these new terms. We define $\hat{\mathcal{G}}$ as the set of paired decorated forests $F$ such that:

- $F$ is a forest containing solely two trees denoted by $T$ and $\bar{T}$.
- One has the following assumptions on the decoration $\sigma$:

$$(-1)^{p(e_{\varrho_T})}\sigma(u_T) = (-1)^{p(e_{\varrho_{\bar{T}}})}\sigma(u_{\bar{T}})$$

(2.4)

where $u_T$ (resp. $u_{\bar{T}}$) are the nodes in $T$ (resp. $\bar{T}$) connected to $\varrho_T$ (resp. $\varrho_{\bar{T}}$). The decoration $p(e_{\varrho_T})$ corresponds to the second decoration component on the edge $e_{\varrho_T}$ connecting the root $\varrho_T$ to $u_T$.

- For any leaf $u \in L_F$, there exists exactly one leaf $v \in L_F$ such that

$$(-1)^{p(e_{u})}\sigma(u) = (-1)^{p(e_{v})+1}\sigma(v), \quad \text{if } \{u, v\} \subset L_T \text{ or } \{u, v\} \subset L_{\bar{T}}$$

$$(-1)^{p(e_{u})}\sigma(u) = (-1)^{p(e_{v})}\sigma(v), \quad \text{otherwise}$$

(2.5)

where $e_u$ (resp. $e_v$) is the edge connecting $u$ (resp. $v$) to the rest of the tree, and $p(e) \in \{0, 1\}$ is the second component of the edge decoration associated to $e$. 
Approximated paired decorated forests $F$ are described by

$$F = \mathcal{D}^r(\bar{F}), \quad r \in \mathbb{Z}, \bar{F} \in \hat{G}.$$ 

We denote this set as $\mathcal{G}$ and by $\mathcal{G}_r^c$ decorated paired forests having at most $r$ edges with type in $\mathcal{L}_+$ and both sides of the identity $[2.4]$ are equal either to $k$ or $-k$.

**Example 3** We provide an example of paired decorated forests:

$$F = T_1 \cdot T_2, \quad T_1 = \circ, \quad T_2 = \circ \circ \circ \circ$$

Let $a$ denote the single leaf in the tree $T_1$, and let $\bar{u}, \bar{v}, v$ denote the leaves, from left to right, in the tree $T_2$. We have that $o(e_{\bar{a}}) = o(e_{\bar{v}}) = k$, and $o(e_{\bar{v}}) = k_1 = o(e_v)$. Moreover, $p(e_{\bar{a}}) = p(e_{\bar{v}}) = p(e_v) = 0$ and $p(e_{\bar{v}}) = 1$ since the edge $e_{\bar{v}}$ is a dotted brown edge, which encodes that the frequency is preceded by a negative sign. Hence, from $[2.5]$ we read:

$$(-1)^1 k_1 = (-1)^1 k_1, \quad (-1)^0 k = (-1)^0 k.$$ 

For the first condition $[2.4]$, one has $p(e_{\varrho T_1}) = 0$ and $p(e_{\varrho T_2}) = 0$. Therefore, one similarly obtains

$$(-1)^0 k = (-1)^0 k.$$ 

**Remark 2.1** In the above definition, paired decorated forests are formed of only two trees with pairings among the leaves. The pairings among the leaves reflect the computation of the second moment of products of Gaussian random variables, dictated by Wick’s theorem. One can easily generalise this definition depending on one needs. Indeed, first instead of computing second order moments, one can look at higher order moments, namely moments of order $2p$, and consider forests consisting of $2p$ trees. The pairing on the leaves between the $2p$ trees would follow the same condition $[2.4]$. Secondly, one can consider non-Gaussian random initial conditions together with the use of cumulants to compute second moments, see Remark $[1.2]$. In this case, the above definition can be replaced by pairings between bigger clusters of leaves and one has to change $[2.5]$ accordingly, by including more than two leaves.

### 3 Discretizing oscillatory iterated integrals

In this section, we recall the definition of the map $\Pi : \hat{H} \rightarrow \mathbb{C}$ that interprets decorated forests as oscillatory integrals and its low regularity discretization $\Pi^n$ introduced both in $[13]$. The main simplification in comparison to the resonance method exposed is the definition of $\mathcal{H}_{02}^{k,r}$ which is now performing the full Taylor expansion. This is due to the convolution structures observed in the computation.
of $\mathbb{E}(|u_k(\tau, e^\nu)|^2)$ (see remark 3.2). This will be enough for the examples treated in this paper but in general a resonance analysis could be needed. The local error analysis relies on the error introduced by the operator $\mathcal{K}_{k_2}$ via Lemma 3.4. This error is propagated through a recursive definition of the error namely $\mathcal{E}_{k_2}(F, n)$. This step is more involved in comparison to [13]. Indeed, the error introduced by the approximation of a product of iterated integrals needs a more careful treatment, see the new formulation in Definition 3.5.

We adopt in this section the following notations: an element of $L_+$ (resp. $L_+ \times \{0, 1\}$) is denoted by $t_2$ (resp. $a_2$) and an element of $L_+ \setminus L_+$ (resp. $L_+ \setminus L_+ \times \{0, 1\}$) is denoted by $t_1$ (resp. $a_1$). We define $\mathcal{C}$ as the space of functions of the form $z \mapsto \sum_j Q_j(z)e^{izP_j(k_1, ..., k_m)}$ where the $Q_j(z)$ are polynomials in $z$ and the $P_j$ are polynomials in $k_1, ..., k_n \in \mathbb{Z}^d$. The $Q_j$ may also depend on $k_1, ..., k_m$. Equipped with the pointwise product $\mathcal{C}$ is an algebra. Iterated integrals and their discretisation will be characters from decorated forests into $\mathcal{C}$. For a character $g : \mathcal{H} \to \mathcal{C}$, one has:

$$g(F \cdot \tilde{F}) = g(F)g(\tilde{F}), \quad F, \tilde{F} \in \mathcal{H}.$$ 

We define the character $\Pi : \mathcal{H} \to \mathcal{C}$ by

$$\Pi(F \cdot \tilde{F})(\tau) = (\Pi F)(\tau)(\Pi \tilde{F})(\tau),$$

$$\Pi(J_{a_1}(\lambda_1^F, F))(\tau) = e^{irP_{a_1}(k)}\tau^\ell (\Pi F)(\tau),$$

$$\Pi(J_{a_2}(\lambda_2^F, F))(\tau) = -i|\nabla^\alpha(k)| \int_0^\tau e^{ixP_{a_2}(k)}\xi^\ell (\Pi F)(\xi)d\xi,$$

where $F, \tilde{F} \in \mathcal{H}$. We have used the short hand notation $P_{a_1}$ given for $a_1 = (t_1, p_1)$ by:

$$P_{a_1}(k) = (-1)^{p_1}P_{t_1}((-1)^{p_1}k).$$

For the discretisation, we consider a new family of characters defined now on $\mathcal{H}$ and parametrized by $n \in \mathbb{N}$:

$$\Pi^n(F \cdot \tilde{F})(\tau) = (\Pi^n F)(\tau)(\Pi^n \tilde{F})(\tau), \quad (\Pi^n \lambda^F)(\tau) = \tau^\ell,$$

$$\left(\Pi^n J_{a_1}(\lambda_1^F, F)(\tau) = \tau^\ell e^{irP_{a_1}(k)}\left(\Pi^n P^{r-\ell}F\right)(\tau),$$

$$\Pi^n J_{a_2}(\lambda_2^F, F)(\tau) = \mathcal{K}_{k_2}^{k_2,r}\left(\Pi^n \lambda^F P^{r-\ell-1}(F), n\right)(\tau).$$

In the sequel, we will use the short hand notations:

$$\Pi^{n,r} = \Pi^n \mathcal{O}^r, \quad (\Pi T)(\tau) = (\Pi T)(\tau), \quad (\Pi^{n,r} T)(\tau) = (\Pi^{n,r} T)(\tau).$$

We provide the definition of the approximation operator $\mathcal{K}$ below, when one performs the full Taylor expansion of the oscillatory iterated integrals.
**Definition 3.1** Assume that $G : \xi \mapsto \xi^q e^{i\xi P(k_1, \ldots, k_m)}$ where $P$ is a polynomial in the frequencies $k_1, \ldots, k_m$ and let $o_2 = (t_2, p) \in \mathbb{S}_+ \times \{0, 1\}$ and $r \in \mathbb{N}$. Let $k$ be a linear map in $k_1, \ldots, k_m$ using coefficients in $\{-1, 0, 1\}$ we set

$$
\mathcal{K}^{k, r}(G, n)(\tau) = -i|\nabla|^q(k) \sum_{\ell \leq r - q} \frac{\tau^{\ell + q + 1}}{\ell!(\ell + q + 1)} (i P_{o_2}(k) + i P(k_1, \ldots, k_m))^{\ell} \tag{3.3}
$$

**Remark 3.2** The definition (3.3) for $\mathcal{K}$ is quite simple and encodes the approximation of the oscillatory integral

$$
-i|\nabla|^q(k) \int_0^\tau e^{i\xi P_{o_2}(k)} G(\xi) d\xi
$$

by a full Taylor expansion of the operator appearing in the integrand. This approximation does not require a careful resonance based analysis as was the case in [13] Def. 3.1. This is due to the fact that we are not approximating $u_k(\tau)$ but its second moment $\mathbb{E}(|u_k(\tau, v)|^2)$. Therefore, our local error terms involve products of two Fourier coefficients. This allows us to repartition half of the regularity on each of the Fourier coefficients, thereby obtaining a similar low-regularity local error structure as in [13] without requiring a more delicate analysis. Indeed, to each of the frequencies $k_1, \ldots, k_m$ we now consider terms of the form $v^2_k$, $|v_k|$ or $\bar{v}_k v_k$, instead of $v_k$ or $\bar{v}_k$. The new quadratic terms can be interpreted as convolutions or are better summable. In the case of the convolution, the two following terms ask for the same regularity:

$$
k^2 v^2_k \equiv \partial_x v \ast \partial_x v, \quad k v_k \equiv \partial_x v
$$

where $\ast$ is the spatial convolution. One can see the difference between the discretization presented here and the one in [13] by considering the following oscillatory integral coming from NLS:

$$
I = \int_0^\tau e^{-i\xi k_1^2} e^{-i\xi k_2^2} e^{i\xi k_3^2} d\xi, \quad k = -k_1 + k_2 + k_3.
$$

The idea of the resonance analysis is to split the integrand into the dominant and lower order parts (cf.[12, 22])

$$
\mathcal{L} = k_1^2 + k_2^2 - k_3^2 = \mathcal{L}_{dom} + \mathcal{L}_{low}
$$

$$
\mathcal{L}_{dom} = 2k_1^2, \quad \mathcal{L}_{low} = -k_1(k_2 + k_3) + k_2 k_3
$$

and to Taylor expand only the term of lower degree $e^{i\xi \mathcal{L}_{low}}$. This yields the following discretisation

$$
I = \int_0^\tau e^{-2i\xi k_1^2} (1 + \Theta(\xi P_1)) d\xi, \quad P_1 = k_1(k_2 + k_3) - k_2 k_3
$$
with
\[ I = \int_0^\tau e^{-2i\xi k^2} d\xi + \Theta(\tau^2 P_1). \]

In contrast, a full classical Taylor expansion gives
\[ I = \int_0^\tau e^{-2i\xi k^2} d\xi + O(\tau^2 P_2), \quad P_2 = -2k_1^2 + k_1(k_2 + k_3) - k_2k_3. \]

The difference between the two approximations is that the second one asks for two derivatives instead of one. In our setting, the latter is, however, absorbed by the convolution of initial data.

**Remark 3.3** For many equations, the main difference between resonance based and classical integrators lies in the gain of one derivative (at order one). Therefore, there is no need to carry out a resonance based discretization for \( E(|u_k(\tau, v)|^2) \) due to the improved resonance structure of the latter. Resonance based schemes are, however, needed if the gap between dominant and lower parts of the resonance is bigger. Then, the full definition [13, Def. 3.1] is required. This can happen when one looks at systems of dispersive PDEs as for instance system (1.26).

**Example 4** With the aid of (3.1), one can compute recursively the following oscillatory integrals arising in the cubic NLS equation (1.4)
\[
\begin{align*}
(\Pi^{(2,1)})_p(\tau) &= \Pi_0(\Pi^{(1,0)}(\lambda_k_2)) = e^{-i\tau k_2^2}, \\
(\Pi^{(2,1)})_p(\tau) &= \Pi_1(\Pi^{(1,1)}(\lambda_k_2)) = e^{i\tau k_1^2}, \\
(\Pi^{(2,1)})_p(\tau) &= \Pi_0(\Pi^{(1,1)}(\lambda_k_1)) = e^{i\tau(k_1^2-k_2^2-k_3^2)}, \\
(\Pi^{(2,1)})_p(\tau) &= -i \int_0^\tau e^{i\tau(-k_1+k_2+k_3)^2} e^{-i\tau(k_1^2-k_2^2-k_3^2)} d\tau.
\end{align*}
\]

For a second-order order approximation of the above integral, one has the following discretisation which in the end asks for two derivatives on the initial data,
\[
(\Pi^{(2,1)})_p(\tau) = -i\tau + 2\tau^2(k_1^2 - k_1(k_2 + k_3) + k_2k_3).
\]

We recall [13, Lemma 3.3] for a function \( G \) as given in Definition 3.1

**Lemma 3.4** We keep the notations of Definition 3.1. We suppose that \( q \leq r \) then one has
\[
-\bar{i}\nabla|^\alpha(k) \int_0^\tau \xi q e^{i\xi(P_{02}(k)+P_{k_1,...,k_m})} d\xi - \mathfrak{F}_{02}^k G_n(\tau) = \Theta(\tau^{r+2} R_{02,n}(G)).
\]
where $R_{o_2,n}^{k,r}(G)$ depends on $n$, $\alpha$ and the frequencies $k_1, \ldots, k_m$. When $\mathcal{F}_{o_2}^{k,r}$ performs a full Taylor expansion, it is given by

$$
(P_{o_2}(k) + P(k_1, \ldots, k_m))^{r+1} q k^\alpha.
$$

(3.4)

Otherwise, one considers the resonance analysis and decomposes $P_{o_2} + P$ into

$$P_{o_2} + P = \mathcal{L}_{\text{dom}} + \mathcal{L}_{\text{low}}$$

and one has

$$R_{o_2,n}^{k,r}(G) = k^n, \quad \bar{n} = \max(n, \alpha + \deg(\mathcal{F}_{\text{low}}^{r+1})).$$

We define inductively the term $(\Pi)_0$ on decorated forests:

$$\Pi(F \cdot F)_0 = (\Pi F)_0(\Pi F)_0, \quad \Pi(\mathcal{F}_{o_1}(\lambda_k F))_0 = (\Pi F)_0, \quad \Pi(\mathcal{F}_{o_2}(\lambda_k F))_0 = |\nabla|^{n}(k)(\Pi F)_0.$$  

For every decorated forest, there exists $c_F$ independent of the frequencies $k_1, \ldots, k_m$ such that:

$$|(|\Pi F|)((\tau))| \leq c_F \tau^{\hat{n}_+ + (F)(\Pi F)_0}$$

where $\hat{n}_+(F) = n_+(F) + \sum_{u \in N_F} n(u)$, $n_+(F)$ gives the number of edges with decoration $o_2 = (t_2, p_2)$ with $t_2 \in \mathbb{S}_+. \quad$ In the sequel, we will use the following notation: $\Pi^{n,r} = \Pi^n \mathcal{F}^r$. Given a decorated forest, we set $(\Pi^{n,r} F)_\ell$ to be the term of order $\tau^\ell$ in $(\Pi^{n,r} F)(\tau)$ in the sense that one has:

$$Q_{\leq r+1}(\Pi^{n,r} F)(\tau) = \sum_{\hat{n}_+(F) \leq \ell \leq r+1} (\Pi^{n,r} F)_\ell(\tau) \tau^\ell$$

where each $(\Pi^{n,r} F)_\ell(\tau)$ is bounded, by denoting the bound by $(\Pi^{n,r} F)_\ell$, we have $\forall \tau$, $(\Pi^{n,r} F)_\ell(\tau) \leq (\Pi^{r,n} F)_\ell$.

**Definition 3.5** Let $n \in \mathbb{N}$, $r \in \mathbb{Z}$. We recursively define $\mathcal{L}_{\text{low}}^r(\cdot, n)$ as

$$\mathcal{L}_{\text{low}}^r(F, n) = 1, \quad r < 0.$$  

Else

$$\mathcal{L}_{\text{low}}^r(1, n) = 1, \quad \mathcal{L}_{\text{low}}^r(\mathcal{F}_{o_1}(\lambda_k F), n) = \mathcal{L}_{\text{low}}^{r-\ell}(F, n)$$

$$\mathcal{L}_{\text{low}}^r(F_1 \cdot F_2, n) = (\Pi F_2)_0 \mathcal{L}_{\text{low}}^{r-\hat{n}_+(F_2)}(F_1, n) + \sum_{\ell \leq r+1 - \hat{n}_+(F_2)} (\Pi^{n,r-\hat{n}_+(F_2)} F_1) \mathcal{L}_{\text{low}}^{r-\ell}(F_2, n)$$

$$\mathcal{L}_{\text{low}}^r(\mathcal{F}_{o_2}(\lambda_k F), n) = k^\alpha \mathcal{L}_{\text{low}}^{r-\ell-1}(F, n) + R_{o_2,n}(\xi^{(\ell)}(\Pi^{n,r-\ell-1} F)(\xi)).$$
Example 5 We illustrate Definition [5,5] on the following paired trees stemming from the NLS equation:

\[ F_2 = T_1 \cdot T_2, \quad T_1 = \mathcal{F}_{\omega_1}(\lambda_k) = \oplus, \quad T_2 = \quad, \] (3.5)

where \( \bar{k} = -k \). We have,

\[ \mathcal{L}_{\text{low}}^0(T_1 \cdot T_2, 1) = (\Pi T_2)\mathcal{L}_{\text{low}}^{-1}(T_1, 1) + (\Pi^{1,-1}T_1)\mathcal{L}_{\text{low}}^0(T_2, 1), \] (3.6)

where \( \Pi^{1,-1} = \Pi^1 \mathcal{D}^{-1} = \Pi^1 \), \( (\Pi^{1,-1}T_1)_0 = e^{-irk^2} \), \( \mathcal{L}_{\text{low}}^{-1}(T_1, 1) = 1 \) and \( (\Pi T_2)_0 = 1 \). Next, we have

\[ \mathcal{L}_{\text{low}}^0(T_2, 1) = \mathcal{L}_{\text{low}}^0(G_2, 1) + R_{\omega_2,1}^0(\Pi^{1,-1}G_2), \]

with \( T_2 = \mathcal{F}_{\omega_1}(\lambda_k \mathcal{F}_{\omega_2}(\lambda_k G_2)) \), and \( G_2 = \mathcal{F}_{\omega_1}(\lambda_{-k} \mathcal{F}_{\omega_2}(\lambda_{-k_2} \mathcal{F}_{\omega_1}(\lambda_{k_2})). \) A quick computation allow to check that \( \mathcal{L}_{\text{low}}^0(G_2, 1) \) is bounded by

\[ \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{-1}), 1) + \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{-k_2}), 1) + \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{k_2}), 1) \]

and one has:

\[ \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{-1}), 1) = \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{-k_2}), 1) = \mathcal{L}_{\text{low}}^0(\mathcal{F}_{\omega_1}(\lambda_{k_2}), 1) = \mathcal{L}_{\text{low}}^0(1, 1) = 1. \]

As in [13] Thm. 3.17, we get the following error for our approximation under the assumption:

\[ Q_{\leq r+1} \Pi^{n,r} = Q_{\leq r+1} \Pi^{n,r'}, \quad r \leq r'. \] (3.7)

Theorem 3.6 For every forests \( F_1 \) and \( F_2 \), one has,

\[ (\Pi(F_1 \cdot F_2) - Q_{\leq r+1} \Pi^{n,r}(F_1 \cdot F_2))(\tau) = O(\tau^{r+2} \mathcal{L}_{\text{low}}^0(F_1 \cdot F_2, n)) \] (3.8)

where \( \Pi \) is defined in [3.1], \( \Pi^n \) is given in (3.2) and \( \Pi^{n,r} = \Pi^n \mathcal{D}^r \) satisfying (3.7).

Proof. The proof follows the same steps given in [13] Thm. 3.17. However, one has to be more precise for dealing with products as now frequencies \( k_1, \ldots, k_m \) can appear several times. We proceed with the following decomposition:

\[ \Pi(F_1 \cdot F_2)(\tau) - Q_{\leq r+1} \Pi^{n,r}(F_1 \cdot F_2)(\tau) = \left( \Pi F_1 - Q_{\leq r+1 - \tilde{n}_+(F_2)} \Pi^{n,r-\tilde{n}_+(F_2)} F_1 \right)(\tau) (\Pi F_2)(\tau) \]

\[ + Q_{\leq r+1 - \tilde{n}_+(F_2)} \left( \Pi^{n,r-\tilde{n}_+(F_2)} F_1 \right)(\tau) (\Pi F_2)(\tau) - Q_{\leq r+1} \Pi^{n,r}(F_1 \cdot F_2)(\tau) \]

\[ = \left( \Pi F_1 - Q_{\leq r+1 - \tilde{n}_+(F_2)} \Pi^{n,r-\tilde{n}_+(F_2)} F_1 \right)(\tau) (\Pi F_2)(\tau) \]
where the term we use mainly full Taylor expansions for describing the numerical scheme. In full generality, Assumption 3.7 does, however, not hold true (see also Remark 3.3) and one has to work with a two-parameter family in order to describe the local error. The identity (3.8) becomes:

$$(\Pi(F_1 \cdot F_2) - Q_{m \leq s} \Pi^{s,r}(F_1 \cdot F_2))(\tau) = \mathcal{O}(\tau^{r+2} L_{w}^{r,m}(F_1 \cdot F_2, n)), \quad m \leq r + 1$$
where $\mathcal{L}_{\text{low}}^{r,m}(F_1 \cdot F_2, n)$ can be defined in a recursive way as in Definition 3.5. The main change occurs in the approximation of a decorated tree given by Lemma 3.4. It is changed into

$$-i|\nabla|^\alpha(k) \int_0^\tau \xi^\ell e^{i\xi F_{\theta_2}(k)} (\Pi^{n,r-1-\ell} \mathcal{F})(\xi) d\xi - \mathcal{Q}_{\leq m} \mathcal{R}_{\theta_2}^{k,r,m} \xi^\ell (\Pi^{n,r-1-\ell} \mathcal{F})(\xi)(\tau)$$

$$= \mathcal{O}(\tau^{m+1} R_{\theta_2,n}(\xi^\ell (\Pi^{n,r-1-\ell} \mathcal{F})(\xi))) \text{ for } m \geq 0.$$

The new quantity $R_{\theta_2,n}^{k,r,m}$ is the new building block for recursively defining $\mathcal{L}_{\text{low}}^{r,m}$.

### 4 Low regularity scheme

The mild solution of \(1.1\) is given by Duhamel’s formula

$$u(\tau, v^\eta) = e^{i\tau \mathcal{F}(\nabla)} v^\eta - i|\nabla|^\alpha e^{i\tau \mathcal{F}(\nabla)} \int_0^\tau \mathcal{F}(u(\xi), \tilde{u}(\xi)) d\xi.$$

(4.1)

In the sequel, we will focus on nonlinearities of type

$$p(u, \tilde{u}) = u^{N} \tilde{u}^{M}.$$  

(4.2)

It has been proven in [T3, Prop. 4.3] that the following tree series expansion is the \(k\)-th Fourier coefficient of a solution of \(1.1\) up to order \(r + 1\):

$$U_k^r(\tau, v^\eta) = \sum_{T \in \mathcal{S}_0^r} \frac{\Upsilon^p(T)(v^\eta)}{S(T)} \Pi(T)(\tau)$$

(4.3)

where

- For a decorated tree $T_e = (T, e)$ with only edge decorations, we define the symmetry factor $S(T_e)$ inductively by $S(1) = 1$, while if $T$ is of the form

$$\prod_{i,j} \mathcal{I}(T_{i,j})^{\beta_{i,j}},$$

with $T_{i,j} \neq T_{i,\ell}$ for $j \neq \ell$, then

$$S(T) := \left(\prod_{i,j} S(T_{i,j})^{\beta_{i,j}!}\right).$$

(4.4)

We extend this definition to any tree $T_e^{n,\alpha}$ in $\mathcal{T}$ by setting:

$$S(T_e^{n,\alpha}) := S(T_e).$$

- Then, we define the map $\Upsilon^p(T)(v)$ for

$$T = \mathcal{I}_{(t_1, a)} \left(\lambda_k \mathcal{I}_{(t_2, a)} \cdots \mathcal{I}_{(t_n, 0)} (\lambda_{k_i} T_i) \prod_{j=1}^m \mathcal{I}_{(t_1, 1)} (\lambda_{k_j} \tilde{T}_j)\right), \quad a \in \{0, 1\}.$$
by

\[ \Upsilon^p(T)(v) := \partial_v \partial_{\bar{v}} p_0(v, \bar{v}) \prod_{i=1}^n \Upsilon^p(\mathcal{F}_{(t_i, 0)}(\lambda_k, T_i))(v) \prod_{j=1}^m \Upsilon^p(\mathcal{F}_{(t_i, 1)}(\lambda_{\tilde{k}} j))(v) \]  

and

\[ \Upsilon^p(\mathcal{F}_{(t_1, 0)}(\lambda_k))(v) := v_k, \quad \Upsilon^p(\mathcal{F}_{(t_1, 1)}(\lambda_k))(v) := \bar{v}_k. \]

Above, we have used the notation:

\[ p_0(v, \bar{v}) = p(v, \bar{v}), \quad p_1(v, \bar{v}) = \overline{p(v, \bar{v})}. \]

In the sequel, we will use the following short hand notation:

\[ \Upsilon^p(T)(v) = \bar{\Upsilon}^p(T)(v). \]

• We set

\[
\tilde{\mathcal{G}}_0(R) = \{ \mathcal{F}_{(t_1, 0)}(\lambda_k, \mathcal{F}_{(t_2, 0)}(\lambda_k \prod_{i=1}^N T_i \prod_{j=1}^M \tilde{T}_j), \mathcal{F}_{(t_1, 0)}(\lambda_k) \}
\]

\[
\tilde{\mathcal{G}}_0(R) = \{ \mathcal{F}_{(t_1, 1)}(\lambda_k, \mathcal{F}_{(t_2, 1)}(\lambda_k \prod_{i=1}^N T_i \prod_{j=1}^M \tilde{T}_j), \mathcal{F}_{(t_1, 1)}(\lambda_k) \}
\]

For a fixed \( k \in \mathbb{Z}^d \), we denote the set \( \tilde{\mathcal{G}}_0^k(R) \) (resp. \( \tilde{\mathcal{G}}_0^k(R) \)) as the subset of \( \tilde{\mathcal{G}}_0(R) \) (resp. \( \tilde{\mathcal{G}}_0(R) \)) whose decorated trees have decorations on the node connected to the root given by \( k \). For \( r \in \mathbb{Z} \), \( r \geq -1 \), we set:

\[ \tilde{\mathcal{G}}_0^{r,k}(R) = \{ T^a_e \in \tilde{\mathcal{G}}_0^k(R), n_+(T^a_e) \leq r + 1 \}. \]

In the previous space, we disregard iterated integrals which have more than \( r + 1 \) integrals and will be of order \( O((r^{-1})^2) \). We denote by \( \mathcal{G}_0^{r,k}(R) \subset \mathcal{G}_k^r \) the paired decorated forests \( F = T_1 \cdot T_2 \) such that \( T_1, T_2 \in \tilde{\mathcal{G}}_0^{r,k}(R) \) and \( n_+(F) \leq r + 1 \).

We want to compute the second moment of the truncated sum \( (4.3) \) and then provide a discretisation. Before doing so, let us recall Wick’s theorem on the higher order moments of Gaussian random variables that is needed.
Proposition 4.1 Let $I$ be a finite set and $(X_i)_{i \in I}$ a collection of centred jointly Gaussian random variables. Then

$$
\mathbb{E} \left( \prod_{i \in I} X_i \right) = \sum_{P \in \mathcal{P}(I)} \prod_{\{i,j\} \in P} \mathbb{E}(X_i X_j)
$$

where $\mathcal{P}(I)$ are partitions of $I$ with two elements of $I$ in each block of the partition.

Proposition 4.2 One has:

$$
Q_{t+1} \mathbb{E}(\mathcal{U}_k^\tau(v^n))^2 = \sum_{F=T_1, T_2 \in \mathcal{S}_0^{r_k}(R)} m_F \frac{\hat{\mathcal{Y}}^p(T_1)(v^n) \mathcal{Y}^p(T_2)(v^n)}{S(T_1)S(T_2)} (\Pi T_1)(\tau) (\Pi T_2)(\tau).
$$

where the $m_F$ belongs to $\mathbb{N}$.

Proof. We first notice that:

$$
\mathbb{E}(\mathcal{U}_k^\tau(v^n))^2 = \sum_{T_1, T_2 \in \mathcal{S}_0^{r_k}(R)} \mathbb{E}\left( \frac{\hat{\mathcal{Y}}^p(T_1)(v^n) \mathcal{Y}^p(T_2)(v^n)}{S(T_1)S(T_2)} \right) (\Pi T_1)(\tau) (\Pi T_2)(\tau).
$$

Now, we use the fact that for each decorated tree $T$, one has

$$
\mathcal{Y}^p(T)(v^n) = \mathcal{Y}^p(T)(v) \prod_{u \in L_T} \eta_{k_{d(u)}}^u
$$

where $\eta_{k_{d(u)}}^u$ is given by

$$
\eta_{k_{d(u)}}^u = \eta_{k_{d(u)}}, \quad \text{if } p(e_u) = 1, \quad \eta_{k_{d(u)}}^u = \eta_{k_{d(u)}}, \quad \text{if } p(e_u) = 0,
$$

where $p(e_u)$ is the second decoration on the edge $e_u$ connecting the leaf $u$ to the rest of the tree $T$. Then, using the Wick theorem, one gets:

$$
\mathbb{E}\left( \frac{\hat{\mathcal{Y}}^p(T_1)(v^n) \mathcal{Y}^p(T_2)(v^n)}{S(T_1)S(T_2)} \right) = \sum_{P \in \mathcal{P}(L_{T_1} \sqcup L_{T_2})} \prod_{\{u,v\} \in P} \mathbb{E}(\eta_{k_{d(u)}}^u \hat{\eta}_{k_{d(v)}}^v) \hat{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v).
$$

where

$$
\hat{\eta}_{k_{d(v)}}^v = \begin{cases} 
\eta_{k_{d(v)}}^v, & \text{if } v \in L_{T_1}, \\
\eta_{k_{d(v)}}^v, & \text{if } v \in L_{T_2},
\end{cases}
$$

We obtain

$$
\mathbb{E}(\hat{\eta}_{k_{d(u)}}^u \hat{\eta}_{k_{d(v)}}^v) = \begin{cases} 
\delta_{(-1)^{p(e_u)}p(e_u)+(-1)^{p(e_v)}p(e_v),0}, & \text{if } \{u,v\} \subset L_{T_1} \text{ or } \{u,v\} \subset L_{T_2}, \\
\delta_{(-1)^{p(e_u)+1}p(e_u)+(-1)^{p(e_v)}p(e_v),0}, & \text{otherwise}.
\end{cases}
$$
that fixes the condition. The map \( \delta_{\ell_1, \ell_2} \) is given by
\[
\delta_{\ell_1, \ell_2} = 1 \quad \text{if } \ell_1 + \ell_2 = 0, \text{ and } 0 \text{ otherwise.}
\]
The coefficients \( m_F \) reflects the number of pairings that can give the same \( F \) which allows us to conclude.

From Proposition 4.2, our general scheme is given by:
\[
V_k^{n,r}(\tau, v) = \sum_{F=T_1:T_2 \in \mathcal{G}_{n,k}(R)} m_F \frac{\tilde{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v)}{S(T_1)S(T_2)} \mathcal{Q}_{\leq r+1}(\Pi^{n,r}T_1 \Pi^{n,r}T_2)(\tau)
\]
The second moment of the \( k \)-th Fourier coefficient \( u_k \) of the solution of (4.1) is given by: \( V_k = \mathcal{E}(|u_k|^2) \).

**Theorem 4.3 (Local error)** The numerical scheme (4.8) with initial value \( v = u(0) \) approximates the exact second moment \( V_k(\tau, v) \) up to a local error of type
\[
V_k^{n,r}(\tau, v) - V_k(\tau, v) = \sum_{T_1:T_2 \in \mathcal{G}_{n,k}(R)} \Theta(\tau^{r+2} \mathcal{L}^r_{\text{low}}(T_1 \cdot T_2, n) \tilde{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v))
\]
for some polynomial \( \tilde{p}_k \) and \( 0 \leq t \leq \tau \) and where the operator \( \mathcal{L}^r_{\text{low}}(T_1 \cdot T_2, n) \), given in Definition 3.5, embeds the necessary regularity of the solution.

**Proof.** The second moment of the \( k \)-th Fourier coefficient of the solution up to order \( r \) is given by
\[
V_k^r(\tau, v) = \sum_{F=T_1:T_2 \in \mathcal{G}_{n,k}(R)} m_F \frac{\tilde{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v)}{S(T_1)S(T_2)} (\Pi T_1 \Pi T_2)(\tau)
\]
which satisfies
\[
V_k(\tau, v) - V_k^r(\tau, v) = \Theta(\tau^{r+2} |\nabla|^{(r+2)}(k) \mathcal{E}(\tilde{p}_k(u(t), v^n)))
\]
for some polynomial \( \tilde{p}_k \) and \( 0 \leq t \leq \tau \). Thanks to Theorem 3.6, we furthermore obtain that
\[
V_k^{n,r}(\tau, v) - V_k^r(\tau, v) = \sum_{F=T_1:T_2 \in \mathcal{G}_{n,k}(R)} m_F \frac{\tilde{\mathcal{Y}}^p(T_1)\mathcal{Y}^p(T_2)}{S(T_1)S(T_2)} (\Pi T_1 \Pi T_2 - \mathcal{Q}_{\leq r+1}(\Pi^{n,r}T_1 \Pi^{n,r}T_2))(\tau)
\]
\[
= \sum_{T_1:T_2 \in \mathcal{G}_{n,k}(R)} \Theta(\tau^{r+2} \mathcal{L}^r_{\text{low}}(T_1 \cdot T_2, n) \tilde{\mathcal{Y}}^p(T_1)(v) \mathcal{Y}^p(T_2)(v)).
\]
Next we write

$$V_{k}^{\eta,r}(\tau,v) - V_{k}(\tau,v) = V_{k}^{\eta,r}(\tau,v) - V_{k}^{r}(\tau,v) + V_{k}^{r}(\tau,v) - V_{k}(\tau,v)$$

where by the definition of $\mathcal{L}_{\omega}(T_{1} \cdot T_{2}, n)$ we easily see that the approximation error \(4.10\) is in general dominant compared to \(4.9\) (see KdV at order one for a counter-example in Section 5.2).

We note that generally the terms $\mathcal{L}_{\omega}(T_{1} \cdot T_{2}, n)$ are the leading terms in the local error analysis.

## 5 Applications

In this section we detail our general numerical scheme \(4.8\) together with its error analysis (see Theorem 4.3) on two concrete examples: The cubic Schrödinger equation (see Section 5.1) and the Korteweg–de Vries equation (see Section 5.2).

### 5.1 Nonlinear Schrödinger

As a first example let us consider the nonlinear Schrödinger (NLS) equation

$$i\partial_{t}u(t,x) + \Delta u(t,x) = |u(t,x)|^{2}u(t,x) \quad (t,x) \in \mathbb{R} \times \mathbb{T}^{d}$$

(5.1)

together with an initial condition of the form \(1.2\). The NLS equation (5.1) fits into the general form \(1.1\) with

$$\mathcal{L}(\nabla) = \Delta, \quad \alpha = 0, \quad \text{and} \quad p(u, \overline{u}) = |u|^{2}u.$$

We set $\mathcal{L} = \{t_{1}, t_{2}\}, P_{t_{1}} = -X^{2}$ and $P_{t_{2}} = X^{2}$. An edge decorated by $(t_{1}, 0)$ is denoted by $\downarrow$, while an edge decorated by $(t_{1}, 1)$ is denoted by $\uparrow$. Similarly, an edge decorated by $(t_{2}, 0)$ is denoted by $\downarrow$, and by $\uparrow$ an edge decorated by $(t_{2}, 1)$.

#### 5.1.1 First order scheme

We start by expanding the solution as a power series expansion generated by its Duhamel’s iterates (see \(1.7\)). For a first order approximation we have,

$$u(\tau, v^{\eta}) = u^{0}(\tau, v^{\eta}) + u^{1}(\tau, v^{\eta}) + O(\tau^{2}),$$

(5.2)

where $u^{m}(\tau, v^{\eta})$ denotes the $m$-th Duhamel iterate. Namely we have,

$$u^{0}(\tau, v^{\eta}) = e^{i\tau}\Delta v^{\eta}, \quad u^{1}(\tau, v^{\eta}) = e^{i\tau}\Delta \int_{0}^{\tau} e^{-i\zeta\Delta}\left(e^{i\zeta\Delta}v^{\eta}\right)^{2}\left(e^{-i\zeta\Delta}\overline{v^{\eta}}\right)d\zeta.$$

Using \(1.6\), one can expand the $k$-th Fourier coefficient of the above truncated solution \(5.2\), and of its conjugate, as a sum over all decorated ternary trees of size at most one. As such, using \(1.13\), we can express a first order truncated approximation of $\mathbb{E}(\tau k(\tau, v^{\eta})^{2})$ as a sum over paired couples of decorated trees.
We now explain how these pairings are made, and construct the set of paired couples $\mathcal{G}_k^0$.

For a first order approximation we fix $r = 0$, and wish to construct an approximation of $E(|u_k(\tau, \nu)|^2)$ with a local error of second order. We have

$$E(|u_k(\tau, \nu)|^2) = E\left(\left(u_k^0(\tau, \nu) + u_k^1(\tau, \nu)\right)^2\right) + O(\tau^2)$$

$$= E\left(|u_k^0(\tau, \nu)|^2\right) + 2Re\left(E\left(u_k^0(\tau, \nu)u_k^1(\tau, \nu)\right)\right) + O(\tau^2). \tag{5.3}$$

Each of the above terms involves expectations of products of Gaussians. Hence, their computations revolve around applications of Wick’s formula, which we have encoded using a decorated tree formalism at equation $\ref{HRN1}$. We start by dealing with the first term $E\left(u_k^0(\tau, \nu)u_k^1(\tau, \nu)\right)$. In order for this expectation not to be a trivial one we require the frequencies to be equal, namely, the couple of paired tree stemming from this pairing is

$$F_1 = T_1 \cdot T_1, \quad T_1 = \mathcal{F}_{(1,0)}(\lambda_k) = \bigcirc. \tag{5.4}$$

We now deal with the computation of the second term $E\left(u_k^0(\tau, \nu)u_k^1(\tau, \nu)\right)$. In this case, there are two possible pairings of the frequencies that satisfy equation $\ref{HRN1}$, and which yield a nontrivial computation of this second term. See the Example $\ref{11}$ for more details. The couple of paired trees stemming from these two pairings are:

$$F_2 = T_1 \cdot T_2, \quad T_2 = \bigcirc,$$  \tag{5.5}

where $\bar{k} = -k$ and in symbolic notation we have

$$T_2 = \mathcal{F}_{(1,0)}(\lambda_k) \mathcal{F}_{(1,1)}(\lambda_{-k}) \mathcal{F}_{(1,0)}(\lambda_{-k}) \mathcal{F}_{(1,0)}(\lambda_{k}). \tag{5.6}$$

Finally the third pairing to consider is,

$$F_3 = T_1 \cdot T_3, \quad T_3 = \bigcirc,$$  \tag{5.7}
where in symbolic notation we have,

\[ T_3 = \mathcal{J}_{(t_1,0)} \lambda_k \left( \mathcal{J}_{(t_2,0)}(\lambda_k \mathcal{J}_{(t_1,1)}(\lambda_k) \mathcal{J}_{(t_1,0)}(\lambda_k)) \right). \]

There is another possible pairing which is equivalent to \( F_3 \), and is given by,

\[ \tilde{F}_3 = T_1 \cdot T_3, \quad T_3 = . \]  

The above pairing will yield the same quantity to approximate as the pairing of \( F_3 \), since the resonance structure obtained through both pairings are identical: the resonance structure is zero. Hence, we only consider the paired decorated forest \( F_3 \).

We keep track of this by setting \( m_{F_3} = 2 \), while \( m_{F_1} = 1 = m_{F_2} \). In conclusion, the set of couples of paired decorated forests is given by

\[ \mathcal{G}_{0,k}^0 = \{ T_1 \cdot T_1, T_1 \cdot T_2, T_1 \cdot T_3 \} \]

We are now ready to introduce the first order low-regularity approximation to the second order moments of \( u_k(\tau,v^0) \), solution of \( \text{HUNQI} \) with initial data \( \text{HUNRI} \)

Corollary 5.1 At first order our general low regularity scheme (1.14) takes the form:

\[ V_k^{1,0}(\tau,v) = v_k u_k, \]

and is locally of order \( O(\tau^2 |\nabla| v) \). The above is the Fourier coefficient associated to the following scheme written in physical space:

\[ u_{\ell+1} = u_{\ell} * \tilde{u}_{\ell} \]

where \( \tilde{u}_{\ell}(x) = u_{\ell}(-x) \).

Remark 5.2 In order to prove convergence of the schemes presented in this article, one can make an analysis in the Sobolev spaces \( H^r, r \geq 0 \), and combine a stability argument with an analysis of the local error terms to conclude a global error bound on the numerical scheme. This global error analysis is out of scope for this paper, but can nevertheless be made by following for example the steps of [2].

Proof. We read from equation (1.14) that the first-order scheme has the general form,

\[ V_k^{1,0}(\tau,v) = \sum_{F=T \cdot \tilde{T} \in \mathcal{G}_{0,k}^0(R)} m_F \frac{\bar{\Upsilon}^p(T)(v) \Upsilon^p(\tilde{T})(v)}{S(T)S(\tilde{T})} \mathcal{Q}_{\leq 1} \left( (\Pi_{1,0}^1 T)(\Pi_{1,0}^1 \tilde{T}) \right)(\tau), \]
Furthermore, we have that,
\begin{equation}
\mathcal{Y}^p(T_1)(v) = v_k, \quad \mathcal{Y}^p(T_2)(v) = 2v_kv_k \overline{v_k} = \mathcal{Y}^p(T_3)(v), \quad \tag{5.12}
\end{equation}
\begin{equation}
S(T_1) = 1, \quad S(T_2) = 2 = S(T_3).
\end{equation}

Hence, the first-order scheme (5.11) takes the form
\begin{equation}
V_k^{1,0}(\tau, v) = v_k \overline{v_k} Q_{\leq 1}(\Pi^{1,0}(T_1))(\Pi^{1,0}(T_1))
\end{equation}
\begin{equation}
+ 2 Re \left( v_k \overline{v_k} \sum_{k_2 \in \mathbb{Z}^d} |v_{k_2}|^2 Q_{\leq 1} \left( \Pi^{1,0}(T_1)(\Pi^{1,0}(T_2) + 2\Pi^{1,0}(T_3)) \right)(\tau) \right).
\end{equation}

We are left to calculate the first-order approximations, encoded in the definition of the character \( \Pi^{1,0} \), of each of our decorated trees appearing in the couples defined in \( \mathcal{G}^{0,k}(R) \). From (5.4) and by Definition 3.2 given that \( P_{(1,0)}(k) = -k^2 \) and \( P_{(1,1)}(k) = k^2 \) we have,
\begin{equation}
(\Pi^{1,0}T_1)(\tau) = e^{irP_{(1,0)}(k)} = e^{-irk^2}, \quad (\Pi^{1,0}T_1)(\tau) = e^{irP_{(1,1)}(k)} = e^{irk^2}. \tag{5.14}
\end{equation}

Henceforth, for notational convenience we will denote \( o_1 = (t_1, 0), \overline{t_1} = (t_1, 1), \) and \( o_2 = (t_2, 0) \). Then again by Definition 3.2 and (5.6) it follows that,
\begin{equation}
(\Pi^{1,0}T_2)(\tau)
= e^{-irk^2}(\Pi^{1,0}J_{o_2}(\lambda_k J_{o_1}(-\lambda_k) J_{o_2}(-\lambda_{k_2}) J_{o_2}(\lambda_{k_2})))((\tau)
= e^{-irk^2} \mathcal{K}_{o_2}^{k,0}((\Pi^{n-1}J_{o_1}(-\lambda_{k_2})(\Pi^{n-1}J_{o_1}(-\lambda_{k_2})(\xi))\tag{5.15}
(\Pi^{n-1}J_{o_1}(\lambda_{k_2}))(\xi))((\tau)
= e^{-irk^2} \mathcal{K}_{o_2}^{k,0}(e^{i\xi(k^2-2k^2_2)}, 1)((\tau)
= -i\tau e^{-irk^2},
\end{equation}
where we applied Definition 3.1 with \( q = \ell = 0 \), \( P(k_1, \ldots, k_n) = k^2 - 2k_2^2 \), and \( P_{o_2}(k) = k^2 \). We note that the resonance structure obtain via this pairing is given by
\begin{equation}
P(k_1, \ldots, k_n) + P_{o_2}(k) = 2(k^2 - k_2^2). \tag{5.16}
\end{equation}

Similarly we have,
\begin{equation}
(\Pi^{1,0}T_3)(\tau) = e^{-irk^2}(\Pi^{1,0}J_{o_2}(\lambda_k J_{o_1}(\lambda_{k_2}) J_{o_2}(\lambda_{k_2}) J_{o_2}(\lambda_{k_2})))((\tau)
= e^{-irk^2} \mathcal{K}_{o_2}^{k,0}(e^{i\xi(k^2_2-k_2^2-k^2)}, 1)((\tau)
= -i\tau e^{-irk^2},
\end{equation}
where we notice that the resonance structure for the integral \( \Pi T_3 \) is zero:
\begin{equation}
P(k_1, \ldots, k_n) + P_{o_2}(k) = k^2 + (k^2_2 - k_2^2 - k^2) = 0. \tag{5.18}
\end{equation}
Hence exact integration takes place, and no approximation is necessary when applying the approximation operator $\mathscr{K}_{02}$ on the integral corresponding to $T_3$. Collecting the above computations, and plugging it in the expansion (5.13) yields the low-regularity scheme (5.9).

**Local Error:** It remains to show the first order local error bound: $\mathcal{O}(\tau^2 |\nabla|v)$. By Theorem 4.3 we have

$$V^n_k(\tau, v) - V_k(\tau, v) = \sum_{\tilde{T}, \tilde{T} \in \mathcal{E}^k_0(R)} \mathcal{O}(\tau^2 \mathcal{L}_\text{hom}^0(T \cdot \tilde{T}, 1) \tilde{\mathcal{Y}}^p(T)(v) \tilde{\mathcal{Y}}^p(\tilde{T})(v)).$$

We now calculate $\mathcal{L}_\text{hom}^0(T \cdot \tilde{T}, 1)$, for every pair $T \cdot \tilde{T} \in \mathcal{E}^k_0(R)$. First, we consider the pair $F_1 = T_1 \cdot T_1$, where we have $n_+(T_1) = 0$ and hence where no time discretization is necessary. By Definition 3.5 of $\mathcal{L}_\text{hom}^r$, we have

$$\mathcal{L}_\text{hom}^0(T_1 \cdot T_1, 1) = (\Pi T_1)_0 \mathcal{L}_\text{hom}^0(T_1, 1) + (\Pi I T_1)_0 \mathcal{L}_\text{hom}^0(T_1, 1) + (\Pi I T_1)_1 \mathcal{L}_\text{hom}^{-1}(T_1, 1),$$

(5.19)

where $\mathcal{L}_\text{hom}^0(T_1, 1) = \mathcal{L}_\text{hom}^{-1}(T_1, 1) = 1$. Furthermore, we have $(\Pi T_1)_0 = 1$ and $e^{-ik^2} = (\Pi I T_1)_0$, and finally $(\Pi I T_1)_1 = 0$ since $T_1$ corresponds to a term of only zero-th order. Hence, from (5.19) it follows that $\mathcal{L}_\text{hom}^0(T_1 \cdot T_1, 1) = 2e^{-ik^2}$ and as seen previously $\mathcal{Y}^p(T_1) = v_k$.

Next we consider the pair $F_2 = T_1 \cdot T_2$, where $n_+(T_2) = 1$. Again by Definition 3.5 of $\mathcal{L}_\text{hom}^r$, we have

$$\mathcal{L}_\text{hom}^0(T_1 \cdot T_2, 1) = (\Pi T_2)_0 \mathcal{L}_\text{hom}^0(T_1, 1) + (\Pi I T_1)_0 \mathcal{L}_\text{hom}^0(T_2, 1),$$

(5.20)

where $\Pi I T_1 = \Pi I \mathcal{L}^{-1} = \Pi I$, $(\Pi I T_1)_0 = e^{-ik^2}$, and $(\Pi T_2)_0 = 1$. Next, we have

$$\mathcal{L}_\text{hom}^0(T_2, 1) = \mathcal{L}_\text{hom}^0(G_2, 1) + R_{02,1}^k(\Pi G_2),$$

with $T_2 = \mathcal{J}_0(\lambda k_1 \mathcal{J}_2(\lambda k_2 G_2))$, and $G_2 = \mathcal{J}_0(\lambda k_1 \mathcal{J}_1(\lambda k_2 G_2))$. Given that we are performing a full Taylor approximation (3.1) of $\Pi T_2$, we have that the local error $R_{02,1}^k(\Pi G_2)$ is given by (3.4). Given the resonance factor (4.16) it follows that $R_{02,1}^k(\Pi G_2) = R_{02,1}^k(e^{i(k^2 - 2k^2)}) = 2(k^2 - k_2^2)$. Lastly, $\mathcal{L}_\text{hom}^0(G_2, 2) = 1$ consists of linear combinations involving the propagator $e^{\pm ik^2}$, and not of a polynomial of the frequencies $(k_1, ..., k_n)$. This is due to the fact that $G_2$ only consists of terms of zero-th order, and hence these computations are similar to those already made for $T_1 \cdot T_1$. Therefore, $\mathcal{L}_\text{hom}^0(T_2, 1) = \mathcal{O}(\sum k_{2} \in \mathbb{Z}^d |k^2 - k_2^2|)$, and by (5.20),

$$\mathcal{L}_\text{hom}^0(T_1 \cdot T_2, 1) \tilde{\mathcal{Y}}^p(T_1) \tilde{\mathcal{Y}}^p(T_2) = \mathcal{O}(\sum_{k_2 \in \mathbb{Z}^d} (k^2 - k_2^2) |\nabla|v_k |v_{k_2}|^2).$$

(5.21)

In physical space this yields an error of $\mathcal{O}(\tau^2 (\nabla v * \nabla \tilde{v}) ||v||^2_{L2} + (v * \tilde{v}) ||\nabla v||^2_{L2})$.

Finally, the computations for the pair $F_3 = T_1 \cdot T_3$ is a simpler case of the above analysis for the pair $F_2$. Indeed, with the pairing of $F_3$ the resonance factor (5.18) is zero and hence, no local error is induced by this term: exact integration takes place. Therefore, the local error is given by (5.33) in Fourier space, and in physical space asks for $\mathcal{O}(\tau ||\nabla|v|)$, namely requires only one spacial derivative on the initial data thanks to the use of convolutions.
5.1.2 Second order schemes

For a second order approximation we have,
\[
\mathbb{E}\left(|u_k(\tau, v^\eta)|^2\right) = \mathbb{E}\left(|u_k^0(\tau, v^\eta) + u_k^1(\tau, v^\eta) + u_k^2(\tau, v^\eta)|^2\right) + \mathcal{O}(\tau^3)
\]
\[
= \mathbb{E}\left(|u_k^0(\tau, v^\eta)|^2\right) + 2\Re\mathbb{E}\left(u_k^0(\tau, v^\eta)u_k^1(\tau, v^\eta)\right) + \mathcal{O}(\tau^3),
\]
where
\[
u^2(\tau, v^\eta) = -\int_0^\tau e^{i(\tau-\xi)\Delta} \left( \int_0^\xi e^{i(\xi-\xi_1)\Delta} \left( (e^{i\xi_1\Delta v^\eta})^2 (e^{-i\xi_1\Delta v^\eta}) \right) d\xi_1 
\]
\[
(2(e^{i\xi\Delta v^\eta})(e^{-i\xi\Delta v^\eta})) d\xi + \int_0^\tau e^{i(\tau-\xi)\Delta} \left( \int_0^\xi e^{-i(\xi-\xi_1)\Delta} (e^{-i\xi_1\Delta v^\eta})^2 (e^{i\xi_1\Delta v^\eta}) d\xi_1 \right) d\xi
\]
\[
:= u^{2,1}(\tau, v^\eta) + u^{2,2}(\tau, v^\eta),
\]
and where \(u^{2,1}(\tau, v^\eta)\) and \(u^{2,2}(\tau, v^\eta)\) are encoded by the following two decorated trees respectively:

![Decorated Trees](image)

Using Wick’s formula we can once again obtain the possible pairings which come at play when wanting to compute each of the above terms. This determines the set of decorated pair of trees \(\mathcal{G}_{0,1,k}(R)\), of size at most two, which we detail below.

From the previous Section 5.1.1 we have that the pair of decorated trees which encodes the first term \(\mathbb{E}(|u_k^0(\tau, v^\eta)|^2)\) is given by \(F_1 = T_1 \cdot T_1\), defined in (5.4). Similarly, we have that the second term \(\mathbb{E}[u_k^0(\tau, v^\eta)u_k^1(\tau, v^\eta)]\) is encoded by the pairings \(F_2 = T_1 \cdot T_2\) and \(F_3 = T_1 \cdot T_3\), defined in (5.5) and (5.7) respectively. Next, we consider the possible pairings we need to take into account for the computation of \(\mathbb{E}[u_k^0(\tau, v^\eta)u_k^2(\tau, v^\eta)]\), where \(u^2\) is the sum of two second order terms given in (5.22). We start by considering the different pairings between the frequencies of \(u^0\) and \(u^{2,1}\), those for \(u^{2,2}\) will then follow. We can classify the different pairings into five groups, which we call the (five) principal pairings. This classification is based upon two factors:

(a) first, whether the frequency pairing is made internally within the same layer/integral in the tree,
(b) secondly, whether the pairing is made between frequencies of the same or opposite sign.

We start by looking at the pairings which consist of at least one pairing of two frequencies made internally within the same integral. There are then two possibilities to consider, which depend on the sign of the frequency pairing. Namely, we have that a pairing between two frequencies of opposite sign will result in a null resonance factor, as was the case in (5.18) for \( F_3 \), and a pairing between two frequencies of the same sign will result in a resonance structure of the form (5.16), namely as a difference of the squares of the frequencies. Hence, there are solely four cases of pairings which we need to consider:

- **First**, the case when the pairings are all of opposite signs: \( \{k_1 = k_2, k_4 = k_5, k = k_3\} \cup \{k_1 = k_3, k_2 = k, k_4 = k_5\} \cup \{k_1 = k_2, k_3 = k_4, k = k_5\} \cup \{k_1 = k_3, k_2 = k_4, k = k_5\} \). Without loss of generality we take the first pairing in the union above as the representative of this class, which we include in the set \( \mathcal{G}_{0,k}^1(R) \):

\[
F_4 = T_1 \cdot T_4, \quad T_1 = \quad , \quad T_4 = \quad .
\]  

- **Secondly**, the case where frequencies of opposite signs are paired in the inner-integral (or tree), whereas frequencies of the same signs are paired in the outer-integral (or tree): \( \{k_1 = k_2, k_3 = -k_5, k = -k_4\}, \cup \{k_1 = k_3, k_2 = -k_5, k = -k_4\} \). We once again take the first pairing in the union above as the representative of this class, which we include in the set \( \mathcal{G}_{0,k}^1(R) \):

\[
F_5 = T_1 \cdot T_5, \quad T_1 = \quad , \quad T_5 = \quad .
\]

- **Thirdly**, the case where frequencies of the same signs are paired within the inner-integral (or tree), whereas frequencies of opposite signs are paired in the outer-integral (or tree): \( \{k_2 = -k_3, k = -k_1, k_4 = k_5\} \cup \{k_2 = -k_3, k_4 = -k_1, k = k_3\} \). We take the first pairing in the union above as the representative of this class:

\[
F_6 = T_1 \cdot T_6, \quad T_1 = \quad , \quad T_6 = \quad .
\]
Fourthly, we are left with the case where the internal pairings are of the same sign. The only pairing which corresponds to this case is given by:
\[ \{k_2 = -k_3, k_1 = k_5, k = -k_4 \} \]

Lastly, going back to point (a.) in the above we are left to consider pairings which are all external, meaning that there are no pairings of two frequencies made internally within the same integral. Hence, no simplification will be made at the level of the resonance structure of each of the integrals. This defines the last class to be considered. There are six possibilities of such pairings:
\[ \{k = -k_1, k_2 = k_4, k_3 = -k_5 \} \cup \{k = -k_1, k_2 = -k_5, k_3 = k_4 \} \cup \{k = k_2, k_1 = -k_4, k_3 = -k_5 \} \cup \{k = k_2, k_1 = k_5, k_3 = k_4 \} \cup \{k = k_3, k_2 = -k_5, k_1 = -k_4 \} \cup \{k = k_3, k_2 = k_4, k_1 = k_5 \} \]
We take the first pairing in the union above as the representative of this class:

Analogously, one can make the analysis for the pairings of \( u^0 \) and \( u^{2,2} \) to obtain that five representatives are given by: \( F_i = T_1 \cdot T_i \), for \( i \in \{9, \ldots, 13\} \), where

Finally, also using the same case analysis as made previously we can construct the possible pairings between \( \overline{u}^1 \) and \( u^1 \) in order to compute the last term \( \mathbb{E}(|u^1_4(\tau, v^0)|^2) \).

We have the same case figures as seen previously: six possible external pairings, four different possible pairings which are internal and of opposite signs, by symmetry
four possibilities of pairings which are internal and one of opposite and the other of the same signs, and finally one possible internal pairing of the same signs. A representative of each of the above four class is given by $F_i = \hat{T}_i \cdot T_i$, for $i \in \{14, \ldots, 17\}$, where

$$
\hat{T}_{14} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array}, \quad
T_{14} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array} = T_3, \quad
\hat{T}_{15} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array}, \quad
T_{15} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array} = T_2,$$

$$
\hat{T}_{16} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array}, \quad
T_{16} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array} = T_{15}, \quad
\hat{T}_{17} = \begin{array}{c}
\begin{array}{c}
\circ \circ \\
\circ \circ \\
\circ \circ
\end{array}
\end{array}.\quad
$$

We denote by $m_{F_i}$, $i \in \{4, 17\}$ the multiplicative constant representing the number of elements in the class who’s representative is $F_i$. Namely, it follows from the above analysis that

$$
m_{F_i} = 6, \text{ for } i \in \{8, 13, 17\},
m_{F_i} = 2, \text{ for } i \in \{5, 10, 6, 11\},
m_{F_i} = 1, \text{ for } i \in \{7, 12, 16\},
m_{F_i} = 4, \text{ for } i \in \{4, 9, 14, 15\}. \quad (5.24)
$$

In conclusion, we have that the set of representatives of approximated paired forests is given by: $\mathcal{G}_0^{1,k}(\mathcal{R}) = \{F_i\}_{i=1,\ldots,17}$. We now present a second order low-regularity approximation to the second order moments of $u_k(\tau, v^y)$, solution of (5.1) with initial data (1.2).

**Corollary 5.3** At second order our general low regularity scheme (1.14) takes the form:

$$
V_k^{2,1}(\tau, v) = v_k \bar{v}_k + 2\tau^2 v_k \bar{v}_k \left( |k|^2 \sum_{k_2 \in \mathbb{Z}^d} |v_{k_2}|^2 - \sum_{k_2 \in \mathbb{Z}^d} |k_2|^2 |v_{k_2}|^2 \right)
- 6\tau^2 \left( 6v_k \bar{v}_k \left( \sum_{k_2 \in \mathbb{Z}^d} |v_{k_2}|^2 \right)^2 - \sum_{k_1, k_2, k_3 \in \mathbb{Z}^d} |v_{k_1}|^2 |v_{k_2}|^2 |v_{k_3}|^2 \right) \quad (5.25)
$$

The scheme (5.25) is locally of order $O(\tau^3|\nabla|^2 v)$. The above is the Fourier coefficient associated to the following scheme written in physical space:

$$
u_{l}^{k+1} = u_{l}^{F} * \bar{u}_{l}^{F} + 2\tau^2 \left( \nabla u_{l}^{F} * \nabla \bar{u}_{l}^{F} \right)||u_{l}^{F}||_{L^2}^2
- (u_{l}^{F} * \bar{u}_{l}^{F})||\nabla u_{l}^{F}||_{L^2}^2 - 6\tau^2 \left( 6(u_{l}^{F} * \bar{u}_{l}^{F})||u_{l}^{F}||_{L^2}^2 - (u_{l}^{F} * \bar{u}_{l}^{F})^3 \right) \quad (5.26)
$$

where $\bar{u}_{l}^{F}(x) = u_{l}^{F}(-x)$. 

Remark 5.4 (Stabilisation technique) We note that in contrast to the first-order scheme (5.10), the second-order scheme (5.26) involves spatial derivatives on the numerical solution such as for instance in the term $\nabla u^\ell + \nabla \tilde{u}^\ell$. These derivatives cause instability in the discretisation. For practical implementations, one needs to stabilize the scheme in order for it to converge. Different approaches can be taken to stabilize the above scheme, which do not require a Courant-Friedrichs-Lewy (CFL) type condition on the step sizes. Here we propose an approach based on the a posteriori inclusion of well chosen filter functions. We refer to the works of [11,3] for more details regarding these questions of stability and of the suitable choice of filter functions used to yield stable schemes with optimal local error. We also refer to [37] for a general introduction to filter function in the case of oscillatory ordinary differential equations.

In this work we introduce the following filter function

$$\text{sinc}^2 \left( \frac{\tau}{2} |\nabla| \right)$$

which in Fourier space takes the form,

$$\Psi(i\tau |k|^2) = \text{sinc}^2 \left( \frac{\tau}{2} |k| \right) = \frac{1}{(i\tau^2 |k|^2)^2} \left( e^{i\tau^2 |k|^2/2} - e^{-i\tau^2 |k|^2/2} \right)^2. \quad (5.27)$$

In order to stabilise our scheme (5.26) we pre-multiply both critical terms in the second line of (5.30) with the filter function (5.27) in the corresponding frequencies $k$ and $k_2$ respectively. This yields the following stabilised version of (5.25)

$$V_k^{2,1}(\tau, v) = v_k \overline{v}_k$$

$$+ 2\tau^2\sum_{k_2 \in \mathbb{Z}^d} \left( \Psi(i\tau |k|^2) |k|^2 |v_{k_2}|^2 \sum_{k_2 \in \mathbb{Z}^d} \Psi(i\tau |k_2|^2) |k_2|^2 |v_{k_2}|^2 \right) \Psi(i\tau |k|^2) \tau |k| \leq 1 \quad \text{for all } k \in \mathbb{Z}^d$$

$$\Psi \text{ renders a stabilised version of the scheme (5.26) in physical space given by:}$$

$$u^{\ell+1} = u^\ell * \tilde{u}^\ell$$

$$- 2\tau \left( (e^{i\tau^2 |\nabla|^2/2} - e^{-i\tau^2 |\nabla|^2/2}) u^\ell * (e^{i\tau^2 |\nabla|^2/2} - e^{-i\tau^2 |\nabla|^2/2}) \tilde{u}^\ell \right) ||u^\ell||^2_{L^2}$$

$$- (u^\ell * \tilde{u}^\ell) \left( (e^{i\tau^2 |\nabla|^2/2} - e^{-i\tau^2 |\nabla|^2/2}) u^\ell \right) ||u^\ell||^2_{L^2}$$

$$- 6\tau^2 \left( 6(u^\ell * \tilde{u}^\ell) ||u^\ell||^4_{L^2} - (u^\ell * \tilde{u}^\ell)^3 \right).$$
Remark 5.5 (Practical implementation) In order to allow for a practical implementation of our schemes we want to be able to express the discretization both in physical and Fourier space. This allows us to use the Fast Fourier Transform (FFT) whose computational cost is of order $O(|K|^d \log(|K|^d))$, where $K$ denotes the highest frequency in the discretization and $d$ is the dimension. Namely, we compute the action of the filter functions on the solution in frequency space, while computing the product of functions in physical space.

Remark 5.6 In (5.26), the scheme $V^{n,r}_k$ is written in physical space. In fact, one can wonder if it is possible to get a general statement such as [13] Prop. 3.18 which shows that low regularity schemes can always be rewritten in physical space. It is not clear how to prove such a statement in full generality when exact integrations are performed instead of a full Taylor expansion. Indeed, the core of the proof [13] Prop. 3.18 relies on [13] Assumption 1 which is no longer true in our case: Frequencies on the leaves are no longer disjoint. We will have to be more cautious in the scheme and probably Taylor expand a bit more as exact integrations will not allow to move back to physical space. It is a challenging open question. In the case of the present work, we are mostly doing Taylor expansions. They guarantee that we are able to go back to physical space.

Proof. We are considering a second order scheme and hence, we enter the case where $r = 1$. Furthermore, we ask for two derivatives on the initial data and hence we take the regularity parameter $n$ to take on the value of 2. We read from equation (1.14) that the second-order scheme has the general form,

$$V^{2,1}_k(\tau, v) = \sum_{F=\tilde{T}_1, \tilde{T}_2 \in \mathcal{G}_0^{1,k}(R)} m_F \frac{\tilde{\Upsilon}^p(T_1)(v) \tilde{\Upsilon}^p(T_2)(v)}{S(T)S(T_2)}$$

(5.29)

where $\{m_F\}_{F \in \mathcal{G}_0^{1,k}(R)}$ are given in (5.24), and where in the same spirit of (5.12) we have that for all $i \in \{4, ..., 13\}$,

$$\Upsilon^p(T_i)(v) = 2\Upsilon^p(\mathcal{J}(t_i,1)(\lambda_{k_1}))(v)\Upsilon^p(T_3)(v)\Upsilon^p(\mathcal{J}(t_i,0)(\lambda_{k_4}))(v)$$

$$= 2\pi_k(2\pi_k v_k v_k) v_k$$

$$= 4|v_{k_4}|^2|v_{k_3}|^2 v_k$$

$$= \Upsilon^p(T_i)(v),$$

and for $i \in \{4, ..., 8\}$, $S(T_i) = 2$ while for $i \in \{9, ..., 13\}$, $S(T_i) = 4$. Furthermore, we have that for $i \in \{14, ..., 17\}$,

$$\tilde{\Upsilon}^p(T_i)(v)\Upsilon^p(T_i)(v) = 4|v_{k_1}|^2|v_{k_2}|^2|v_{k_3}|^2, \quad S(T_i)^2 = 4.$$
Hence, the second order scheme (5.29) takes the form
\[ V^{2,1}_k(\tau, v) = v_k \overline{v}_k + 2 \Re \left( v_k \overline{v}_k \sum_{\mathbf{k} \in \mathbb{Z}^d} |v_{k_3}|^2 \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_1)(\Pi^{2,1}(T_2) + 2\Pi^{2,1}(T_3)) \right)(\tau) \right) \]
\[ + 2 \Re \left( v_k \overline{v}_k \sum_{\mathbf{k}, \mathbf{k}' \in \mathbb{Z}^d} |v_{k_3}|^2 |v_{k_3'}|^2 \sum_{4 \leq i < j \leq 13} m_{F_i} \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_1)\Pi^{2,1}(T_j) \right)(\tau) \right) \]
\[ + \sum_{\mathbf{k}, \mathbf{k}' \in \mathbb{Z}^d} |v_{k_3}|^2 |v_{k_3'}|^2 \left( \sum_{14 \leq i \leq 16} m_{F_i} \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_i)\Pi^{2,1}(T_i) \right) \right)(\tau) \]
\[ + \sum_{\mathbf{k}, \mathbf{k}' \in \mathbb{Z}^d} |v_{k_3}|^2 |v_{k_3'}|^2 \left( \sum_{m_{F_i} \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_{17})\Pi^{2,1}(T_{17}) \right) \right)(\tau). \]

1. Computation of \( \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_1)(\Pi^{2,1}(T_2) + 2\Pi^{2,1}(T_3)) \right) \): We apply Definition 3.2 to each of the three decorated trees.

- Computation of \( \Pi^{2,1}(T_1) \): Given that (5.4) is a zero-th order term, as in (5.14) we have,

  \( \left( \overline{\Pi}^{2,1}(T_1) \right)(\tau) = e^{i\tau k^2} \).

- Computation of \( \Pi^{2,1}(T_2) \): It follows from the definition (5.5) and (5.6) of \( T_2 \) that,

  \[ (\Pi^{2,1}(T_2))(\tau) = e^{-i\tau k^2} \mathcal{K}^{2,1}_{\alpha_2} \left( (\Pi^{2,0} F_{\alpha_1}(\lambda_{-k})) \right)(\xi) \]
  \[ (\Pi^{2,0} F_{\alpha_1}(\lambda_{-k})) \left( (\Pi^{2,0} F_{\alpha_1}(\lambda_{k})) \right)(\xi) \]
  \[ = e^{-i\tau k^2} \mathcal{K}^{2,1}_{\alpha_2} \left( e^{i(\xi^2 - 2k_1^2)} \right) \]
  \[ = -i\tau e^{-i\tau k^2} + \tau^2 e^{-i\tau k^2} (k^2 - k_3^2), \]

  where we applied Definition 3.1 with \( \ell = 1 \). Namely, up to one additional order then made in (5.15) for the first order analysis.

- Computation of \( \Pi^{2,1}(T_3) \): As for the calculations made in (5.17), given that the resonance structure (5.18) of the integrand in \( \Pi(T_3) \) is zero it follows that,

  \[ (\Pi^{2,1}(T_3))(\tau) = -i\tau e^{-i\tau k^2}. \]

Hence, having only at most second order terms in the above calculations, \( \mathcal{Q}_{\leq 2} \) does not play a role and we have:

\[ \mathcal{Q}_{\leq 2} \left( \overline{\Pi}^{2,1}(T_1)(\Pi^{2,1}(T_2) + 2\Pi^{2,1}(T_3)) \right)(\tau) = \overline{\Pi}^{2,1}(T_1)(\Pi^{2,1}(T_2) + 2\Pi^{2,1}(T_3))(\tau) \]
\[ = -3i\tau + \tau^2(k^2 - k_1^2). \]

Given that we take the real part of the above approximation, only the second term in the above will contribute to the scheme.

2. Computation of \( Q_{\leq 2}(\Pi^{2,1}(T_i), \Pi^{2,1}(T_i)) \), for \( i \in \{4, \ldots, 13\} \):
   - Computation of \( (\Pi^{2,1}(T_i), \Pi^{2,1}(T_i)) \): We recall that \( T_3 \) is given by (5.23) and in symbolic notation we have,
   \[ T_3 = \mathcal{F}_o \left( \lambda_h \left( \mathcal{F}_o \left( \lambda_h \left( \mathcal{F}_o \left( \lambda_h \right) \right) \right) \right) \right), \]
   where \( T_3 \) is given in (5.7). Hence, it follows that
   \[
   (\Pi^{2,1}(T_i)) = e^{-i\tau k^2} \mathcal{K}_{p_2} \left( (\Pi^{2,0} \mathcal{F}_o (\lambda_{k_0}))(\xi) (\Pi^{2,0} \mathcal{F}_o (\lambda_{k_0}))(\xi) \right) (\tau)
   = e^{-i\tau \xi^2} \mathcal{K}_{p_2} \left( -i\xi e^{i\xi k^2} - \xi^2 \right) (\tau)
   = -\frac{\tau^2}{2} e^{-i\tau k^2},
   \]
   where in the second line we used that \( (\Pi^{2,0} \mathcal{F}_o (\lambda_{k_0}))(\xi) = -i\xi e^{-i\xi k^2} \), which comes from (5.17), obtained during the first order analysis. We note that when calculating \( \mathcal{K} \) in the last line, the resonance structure is as expected equal to zero.
   - Computation of \( \Pi^{2,1}(T_i) \), for \( i \in \{5, \ldots, 13\} \): These computations follow exactly the same line as in the above case. We have, \( (\Pi^{2,1} T_i)(\tau) = -\frac{\tau^2}{2} e^{-i\tau k^2} \).
   The only difference lies in the expression of the resonance factor which will either be of the form (5.16), be equal to zero (as was the case in the above), or finally in the case of an external pairing \((\Pi T_i), i \in \{8, 13\} \) of the form (1.22).
   Nevertheless, given that we can make the full Taylor approximation (3.1) when approximating the each integral, the approximation of \( \Pi^{2,1}(T_i), i \in \{4, \ldots, 13\} \) are the same, the difference lies in the local error produced.

Therefore, \( Q_{\leq 2}(\Pi^{2,1}(T_i), \Pi^{2,1}(T_i)) \) is given in (5.7).

3. Computation of \( Q_{\leq 2}(\Pi^{2,1}(T_i), \Pi^{2,1}(T_i)) \) for \( i \in \{14, \ldots, 17\} \):
   - Computation of \( \Pi^{2,1}(T_{14}) \Pi^{2,1}(T_{14}) \). Given that \( T_{14} \) has the same null resonance structure as \( T_3 \), it follows as in (5.32) that \( (\Pi^{2,1} T_{14})(\tau) = -i\tau e^{-i\tau k^2} \) and hence,
   \[
   (\Pi^{2,1} T_{14}) (\Pi^{2,1} T_{14})(\tau) = \tau^2.
   \]
   For the remaining computations the truncation operator \( Q_{\leq 2} \) will be essential to incorporate the terms of correct order into the scheme.
   - Computation of \( \Pi T_{15}(T_{15}), Q_{\leq 2}(\Pi^{2,1}(T_{15}), Q_{\leq 2}(\Pi^{2,1}(T_{15}), \Pi^{2,1}(T_{15}), \Pi^{2,1}(T_{15}))) \) and \( Q_{\leq 2}(\Pi^{2,1}(T_{17}), \Pi^{2,1}(T_{17})) \). First, we have that \( \Pi T_{15} \) and \( \Pi T_{16} \) have the same resonance structure as \( \Pi T_2 \), and hence following the calculations in (5.31) it follows that,
   \[
   (\Pi T_{15})(\tau) = (\Pi T_{16})(\tau) = -i\tau e^{-i\tau k^2} + \tau^2 e^{-i\tau k^2} (k^2 - k_1^2). \]
Furthermore, we have that \( \Pi(\tilde{T}_{15}) \) has a null resonance structure and hence it follows that \( (\Pi \tilde{T}_{15})(\tau) = i\tau e^{i\tau k^2} \) and,

\[
O_{r < 2}(\Pi^{2.1} \tilde{T}_{15} \Pi^{2.1} T_{15})(\tau) = O_{r < 2}(\tau^2 + i\tau^3(k^2 - k_1^2)) = \tau^2.
\]

Similarly, we have

\[
O_{r < 2}(\Pi^{2.1} \tilde{T}_{16} \Pi^{2.1} T_{16})(\tau) = \tau^2 = O_{r < 2}(\Pi^{2.1} \tilde{T}_{17} \Pi^{2.1} T_{17})(\tau),
\]

where the third and fourth order terms are truncated by the operator \( O \).

Plugging the results obtained in the above computations into (5.20), which is given in physical space by (5.26),

**Local Error:** It remains to show the claimed third order local error bound: \( O(\tau^3 |\nabla|^2 v) \). We follow along the same lines made for the first order local error analysis in Section 5.1.1. By Theorem 4.3 we have

\[
V_{2}^{2.1} (\tau, v) - V_{2} (\tau, v) = \sum_{T_1, T_2 \in \mathcal{G}_1^{1,k}(R)} O(\tau^3 \mathcal{L}_{\text{low}}^1 (T_1 \cdot T_2, 2) \tilde{Y}^p(T_1)(v) \tilde{Y}^p(T_2)(v)).
\]

We are left to calculate \( \mathcal{L}_{\text{low}}^1 (T_1 \cdot T_2, 2) \), for \( T_1 \cdot T_2 \in \mathcal{G}_1^{1,k}(R) \). We are interested in the integrals \( \Pi T \), \( \Pi \tilde{T} \) which have non-zero resonance structure, since oscillatory integrals who’s resonance structure is zero are integrated exactly, and hence do not contribute to the local error analysis of the scheme.

- **Computation of** \( \mathcal{L}_{\text{low}}^1 (T_1 \cdot T_2, 2) \), **where** \( \Pi T_2 \) **has the non-zero resonance structure** (5.16). Following the analysis made in (5.20) for this pairing we have,

\[
R_{\alpha_1}^{k,1}(\Pi^n G_2) = R_{\alpha_2}^{k,1}(e^{i\xi(k^2 - 2k_1^2)}) = (2(k^2 - k_1^2))^2,
\]

where we applied definition (3.4) up to an additional order. Therefore, it follows from the previously made steps (5.20) that

\[
\mathcal{L}_{\text{low}}^1 (T_1 \cdot T_2, 2) \tilde{Y}^p(T_1) \tilde{Y}^p(T_2) = O(\sum_{k_1 \in \mathbb{Z}^d} (k^2 - k_1^2)^2 |v_k| |v_k|^2). \quad (5.33)
\]

In physical space this yields an error of the form

\[
O\left(\tau^3 \left( (|\nabla|^2 v * |\nabla|^2 \tilde{v}|v||^2 \right) + (v * \tilde{v})|||\nabla|^2 v||^2 + (|\nabla|v * \nabla|\tilde{v}||v||^2 \right) \right). \quad (5.34)
\]

The computations for the remaining pairings \( F \in \mathcal{G}_0^{1,k}(R) \) can be made in an analogous fashion and can be shown to produce an error term of the form \( O(\tau^3 |\nabla|^2 v) \). In consequence, their approximation requires less regularity on the initial data than that for the above pairing \( T_1 \cdot T_2 \). We conclude from the above expression (5.34) that the local error in physical space is of the form \( O(\tau^3 |\nabla|^2 v) \), which requires two derivatives on the initial data.
Remark 5.7 Recently new low-regularity integrators ([31]) and resonance-based
discretisations ([33][40]) have been introduced, which preserve better the underlying
structure of the solution over long-times, and which exhibits improved error constants
at low-regularity. Encapsulating the idea behind the construction of these low-
regularity structure-preserving schemes into the general framework presented in
this article would be of interest in the future. This could yield better insight on the
long-time behaviour of the solution on a numerical level.

5.2 KdV

Let us next consider the Korteweg–de Vries (KdV) equation

$$\partial_t u + \partial_x^3 u = \frac{1}{2} \partial_x u^2, \quad (t, x) \in \mathbb{R} \times T$$  (5.35)

with a random initial value $u(0) = v$ of the form (1.2). The KdV equation (5.35)
fits into the general framework (1.1) with

$$\mathcal{L} (\nabla) = i \partial_x^3, \quad \alpha = 1, \quad \text{and} \quad p(u, \bar{u}) = p(u) = \frac{i}{2} u^2.$$  

One has $\mathcal{L} = \{t_1, t_2\}$, $P_{t_1} = -\lambda^3$ and $P_{t_2} = \lambda^3$. Then, we denoted by $\ominus$ an edge
decorated by $(t_1, 0)$ and by $\ominus$ an edge decorated by $(t_2, 0)$. The general framework (4.8)
derived in Section 4 builds the foundation of the first- and second-order schemes
presented below for the KdV equation (5.35).

Corollary 5.8 For the KdV equation (5.35) the general scheme (4.3) takes at first
order the form

$$u^{\ell+1} = u^{\ell} \ast \tilde{u}^{\ell}$$  (5.36)

with a local error of order $O\left(\tau^2 \partial_x u\right)$ and at second-order

$$u^{\ell+1} = u^{\ell} \ast \tilde{u}^{\ell} + \tau^2 \partial_x^2 (u^{\ell} \ast \tilde{u}^{\ell})^2$$
$$+ \frac{\tau^2}{2} \partial_x \left(u^{\ell} \ast \tilde{u}^{\ell}\right) \left( \sum_{k_1 \in \mathbb{Z}^d} k_1 |u^{\ell}|^2 \right) - \frac{\tau^2}{2} \left( \partial_x u^{\ell} \ast \tilde{u}^{\ell} \right) ((u_0^\prime)^2 + (\tilde{u}_0^\prime)^2)$$  (5.37)

with a local error of order $O\left(\tau^3 \partial_x^2 u\right)$, and where $\tilde{u}^{\ell}(x) = u^{\ell}(-x)$.

Remark 5.9 (Stability) In view of a practical implementation of the second order
scheme (5.37) for KdV, we address the need to stabilize the three terms in the above
scheme involving spatial derivatives on the numerical solution. As in the Remark
5.4 for the stabilisation of the second order scheme for NLS, we introduce three
filter functions which we premultiply in front of each of the last three critical term
appearing in the scheme (5.37). We introduce the following three filter functions in
Fourier space,

\[ \Psi_1(k) = \varphi_1(-i\tau |k|^2) = 1 - e^{-i\tau |k|^2}, \]
\[ \Psi_2(k, k_1) = \frac{1}{(i\tau \frac{3}{2} |k|)(i\tau \frac{5}{2} |k_1|)} \left( e^{i\tau \frac{3}{2} |k|/2} - e^{-i\tau \frac{1}{2} |k|/2} \right) \left( e^{i\tau \frac{1}{2} |k_1|/2} - e^{-i\tau \frac{1}{2} |k_1|/2} \right), \]
\[ \Psi_3(k) = \sin^2(\tau \frac{1}{2} |k|), \]

where \( \Psi_3(k) \) is the same filter function used for the stabilization of the second order scheme for NLS (see equation (5.27)). We have that

\[ \Psi_j(k) = 1 + \mathcal{O}(|k|^2), \quad |\Psi_j(k)| \leq 1, \quad j \in \{1, 3\}, \quad k \in \mathbb{Z}, \]
\[ \Psi_2(k, k_1) = 1 + \mathcal{O}(|k|^2 + |k_1|^2), \quad |\Psi_2(k, k_1)| \leq 1, \quad k, k_1 \in \mathbb{Z}. \]

Namely, these three filter functions preserve the low regularity error structure of \( \mathcal{O}(\tau \partial_x^2 u) \), and provides the following stabilized version of the scheme (5.37) which is given in physical space by,

\[ u^{\ell+1} = u^\ell \ast \tilde{u}^\ell - i\tau (e^{i\tau \partial_x^2} - 1)(u^\ell \ast \tilde{u}^\ell)^2 - \frac{\tau}{2} \left( e^{i\tau \frac{3}{2} \partial_x/2} - e^{-\frac{\tau}{2} \partial_x/2} \right) \left( \sum_{k_1 \in \mathbb{Z}^d} (e^{i\tau \frac{1}{2} |k_1|/2} - e^{-i\tau \frac{1}{2} |k_1|/2}) |u^\ell_{k_1}|^2 \right) \]
\[ \quad + \frac{\tau}{2} \left( e^{i\tau \frac{1}{2} \partial_x/2} - e^{-\frac{\tau}{2} \partial_x/2} u^\ell \ast (e^{i\tau \frac{1}{2} \partial_x/2} - e^{-\tau \frac{1}{2} \partial_x/2}) \tilde{u}^\ell \right) ((u^\ell_0)^2 + (\tilde{u}^\ell_0)^2). \]

**Proof.** We proceed as for the Nonlinear Schrödinger equation. The construction of the schemes is again based on the general framework (4.3). We consider for \( r = 0, 1 \) the expansion,

\[ V_k^{n,r}(\tau, u) = \sum_{E = T_1, T_2 \in \mathcal{G}^{n,k}(R)} \frac{\bar{T}_p(T_1)(v) \bar{T}_p(T_2)(v)}{S(T_1)S(T_2)} \bar{Q}_{\leq r+1}(\Pi^{n,r}T_1 \Pi^{n,r}T_2)(\tau). \]  

(5.38)

For the first-order scheme \((r = 0)\) we need only to consider the single paired decorated forest:

\[ \mathcal{G}^{0,k}(R) = \{ T_0 \cdot T_0 \}, \quad T_0 = \circ. \]

(5.39)

Indeed, we recall the first order expansion (5.3), where for the KdV equation we have,  

\[ u^0(\tau, v^0) = e^{-\tau \partial_x^3} v^0, \quad u^1(\tau, v^0) = e^{-\tau \partial_x^3} \int_0^\tau e^{\zeta \partial_x^3} \partial_x(e^{-\zeta \partial_x^3} v^0)^2 d\zeta. \]
Given that for the KdV equation the term \( E[u^0_k(\tau, v^n)u^1_k(\tau, v^n)] \) consists of a product of three Gaussians, we have that \( E[u^0_k(\tau, v^n)u^1_k(\tau, v^n)] \) is equal to zero. Hence, the only term to compute in the expansion (5.3) is
\[
E[u^0_k(\tau, v^n)u^0_k(\tau, v^n)],
\]
and the pairing to consider is (5.39).

A straightforward calculation yields,
\[
S(T_0) = 1, \quad \Upsilon^p(T_0)(v) = v_k, \quad m_{T_0} = 1,
\]
and
\[
(\Pi^{n,0}T_0)(\tau) = e^{-i\tau k^3}.
\]

In the end, the first order scheme takes on the simple form:
\[
V^{n,0}_k(\tau, v) = |v_k|^2.
\]

One can notice that the only approximation error made comes from the first-order truncation of the tree series (4.8). Namely, by noting that \( \alpha = 1 \), it follows from (4.9) that \( (V^{n,0}_k - \varphi_k)(\tau, v) = \mathcal{O}(\tau^2 k^2v_k). \) Therefore, in physical space the local error is of order \( \mathcal{O}(\tau^2(\partial_x v \ast \partial_x \tilde{v})) \), which solely requires one additional derivative on the initial data.

For a second order scheme, one has to compute more terms. The set of paired decorated forests is given by:
\[
\mathcal{G}^{1,k}_0(R) = \{T_0 \cdot T_0, T_1 \cdot T_1, T_0 \cdot T_1, T_0 \cdot T_2, T_0 \cdot T_3, k_i \in \mathbb{Z}^d\},
\]

\[
T_1 = , \quad T_2 = , \quad T_3 = .
\]

A straightforward computation gives:
\[
S(T_1) = 2, \quad S(T_2) = S(T_3) = 2, \quad \Upsilon^p(T_1)(v) = v_k v_{k_2},
\]
\[
\Upsilon^p(T_2)(v) = |v_{k_1}|^2 v_k, \quad \Upsilon^p(T_3)(v) = v_0^2 v_k
\]
\[
m_{T_1, T_1} = 2, \quad m_{T_0, T_2} = 1, \quad m_{T_0, T_3} = 2.
\]

Further, due to cancellations in the resonance, the integrals encoded by the trees \( T_2 \) and \( T_3 \) have a null resonance structure, and hence it follows that
\[
(\Pi^{n,1}T_0)(\tau) = e^{-i\tau k^3}, \quad (\Pi^{n,1}T_2)(\tau) = -\frac{\tau^2}{2} k_1 k e^{-i\tau k^3},
\]
\[
(\Pi^{n,1}T_3)(\tau) = -\frac{\tau^2}{2} k^2 k^3 e^{-i\tau k^3}.
\]
For the computation of \((\Pi^{n,1}T_1)(\tau)\), we proceed by a full Taylor expansion which yields
\[
(\Pi^{n,1}T_1)(\tau) = e^{-i\tau k^3}K_{(t_2,1)}\left(e^{i\xi(-k_1^3-k_2^3)}, n \right)(\tau)
= e^{-i\tau k^3}\left(i\tau k + \frac{3}{2}\tau^2 k_1 k_2 k^2\right),
\]
where we used the fact that the resonance structure is given by
\[
P_{(t_2,0)}(k) = k_3^3 - k_2^3 = k_3 - k_1^3 - k_2^3 = 3k_1 k_2(k_1 + k_2) = 3k_1 k_2 k.
\]
Then, by taking the product and making the truncation, we obtain:
\[
Q_{\leq 2}(\Pi^{n,1}T_1)(\tau) = Q_{\leq 2}\left((-i\tau k + \frac{3}{2}\tau^2 k_1 k_2 k^2)(i\tau k + \frac{3}{2}\tau^2 k_1 k_2 k^2)\right)
= \tau^2 k^2.
\]
The local error introduced is of order \(O(\tau^3 k^4)\) which corresponds to two derivatives due to the convolution structure. In the end, the scheme in Fourier space is given by:
\[
V_k^{n,1}(\tau, v) = \left|v_k\right|^2 + \tau^2 k^2 \sum_{k = k_1 + k_2} \left|v_{k_1}\right|^2 \left|v_{k_2}\right|^2
- \sum_{k_1 \in \mathbb{Z}^d} \frac{\tau^2}{2} k_1 k \left|v_{k_1}\right|^2 \left|v_{k}\right|^2
- \frac{\tau^2}{2} k^2 \left|v_{k}\right|^2 \left(v_0^2 + \tau_0^2\right).
\]
By writing the above scheme in physical space we recover the scheme \([5.37]\), which induces a local error of \(O(\tau^3 \partial^2_x v)\).
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