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Abstract—We propose a novel constrained reinforcement learning method for finding optimal policies in Markov Decision Processes while satisfying temporal logic constraints with a desired probability throughout the learning process. An automata-theoretic approach is proposed to ensure the probabilistic satisfaction of the constraint in each episode, which is different from penalizing violations to achieve constraint satisfaction after a sufficiently large number of episodes. The proposed approach is based on computing a lower bound on the probability of constraint satisfaction and adjusting the exploration behavior as needed. We present theoretical results on the probabilistic constraint satisfaction achieved by the proposed approach. We also numerically demonstrate the proposed idea in a drone scenario, where the constraint is to perform periodically arriving pick-up and delivery tasks and the objective is to fly over high-reward zones to simultaneously perform aerial monitoring.

I. INTRODUCTION

Reinforcement learning (RL) has been widely used to learn optimal control policies for Markov Decision Processes (MDPs) through trial and error [23]. When the system is also subject to constraints, traditional RL algorithms can be used to learn optimal feasible solutions after a sufficiently long amount of training by severely penalizing infeasible trajectories. However, this approach does not provide any formal guarantees on constraint satisfaction during the early stages of the learning process. Hence, this is not a viable approach for many real-life applications where the constraint violations during training may have severe consequences.

Safe reinforcement learning is the process of learning optimal policies while ensuring a reasonable performance or safety during the learning process [15]. One prominent way to achieve safe RL is modifying the exploration process so that the system selects actions while avoiding unsafe configurations. For example, prior information or transfer learning ideas can be used to reduce the time spent with random actions during exploration (e.g., [12], [1]), which typically do not have theoretical guarantees. Learning can also be achieved over a constrained MDP (e.g., [13]), where the goal is to maximize the expected sum of reward subject to the expected sum of cost being smaller than a threshold. Such works typically have theoretical guarantees such as bounded regret on the performance and constraint violation. Control-barrier functions or Hamilton-Jacobi methods can also be adopted to stay inside a safe region during learning (e.g., [11], [14]). In these approaches, safety is mainly understood as visiting “good states” and avoiding “bad states”. However, complex missions typically involve constraints on not only the current state but also the system’s trajectory. For example, suppose that a robot must visit first region A and then region B. Regions A and B may not be categorized as safe or unsafe, but visiting B before visiting A may imply a mission failure. Temporal logics (TL) [5] provide a powerful way of describing such complex spatial and temporal specifications. Some studies in the literature address the RL problem under TL constraints. For example, Linear Temporal Logic (LTL) constraints are considered in a model-free learning framework and maximum possible LTL constraint satisfaction is achieved in [17]. A reactive system called shield is proposed in [4] which corrects the chosen action if it causes the violation of an LTL specification.

In this paper, we introduce a reinforcement learning algorithm for maximizing the expected sum of rewards subject to the satisfaction of a TL constraint during the learning process with some desired probability. The decision-making of an agent is modeled as an MDP, and the constraint is expressed using a bounded TL which is encoded as a finite state automaton. We construct a time-product MDP and formulate the learning problem over the time-product MDP. We prove that the proposed learning algorithm enables the agent to satisfy the TL constraint in each episode with a probability greater than a desired threshold.

This paper differs from the existing works on RL under TL constraints (e.g., [17], [4]) as follows: 1) we consider bounded TL constraints with explicit time parameters, which are richer than LTL constraints, 2) we ensure that the probability of TL satisfaction in each episode of learning is not below a desired threshold, $P_{\text{des}}$. Note that this formulation is more flexible than enforcing the maximum probability of satisfaction (e.g., [17], [4]) since it allows the user to tune the performance by selecting $P_{\text{des}}$ based on the trade-off between risk (constraint violation) and efficiency (reward collection). To the best of our knowledge, this is the first study that addresses a constrained reinforcement learning problem, where the goal is to maximize expected reward while satisfying a bounded temporal logic constraint with a probability greater than a desired threshold throughout the learning process (even in the first episode).

II. PRELIMINARIES: TEMPORAL LOGIC

Temporal logic (TL) is a mathematical formalism to reason about the behavior of a system in terms of time. There are various TLs, and one way to categorize them is based on the length of words they can deal with. Let $AP$ be a set of atomic propositions each of which has a truth value. For example, let $A \in AP$ be an atomic proposition. One can say $A$ is true
if a drone is monitoring region A and it is false otherwise. A word is a sequence of elements from $\mathcal{AP}$. In this regard, there are TLs like Linear Temporal Logic (LTL) that can deal with words of infinite length. LTL is extensively used in various domains and has efficient off-the-shelf tools for verification and control synthesis (e.g., [16], [20]). While LTL can express a specification such as “eventually visit region A”, it cannot capture temporal properties with explicit time constraints (e.g., “eventually visit region A in 10 minutes”). Temporal logics such as Bounded Linear Temporal Logic ([18], [24]), Interval Temporal Logic [10], and Time Window Temporal Logic [26] deal with words of finite length to overcome this limitation. For most of the bounded TLs, satisfactory cases are called accepting words. The set of all accepting words is called the accepting language of the TL, which can be represented as a deterministic finite state automaton (FSA) $\mathcal{A} = (Q, q_{init}, 2^Q, \delta, F_{\mathcal{A}})$ where $Q$ is a finite set of states, $q_{init} \in Q$ is the initial state, $2^Q$ is the input alphabet, $\delta : Q \times 2^Q \rightarrow Q$ is the transition function, $F_{\mathcal{A}} \subseteq Q$ is the set of accepting states.

![Fig. 1. (a) The FSA of “eventually from time 1 to 3, visit A for 2 consecutive time steps”. $Q = \{q_{init}, q_0, q_1, q_2, q_3, q_4\}$, $\mathcal{AP} = \{A, \neg A\}$ where $\neg A$ refers to the negation of A, $\top$ is the true constant, $\delta(q_{init}, \top) = q_1$, $\delta(q_1, A) = q_2$, $\delta(q_1, \neg A) = q_4$, $\delta(q_2, A) = q_3$, $\delta(q_2, \neg A) = q_5$, $F_{\mathcal{A}} = \{q_3\}$. Note that each path that starts from $q_{init}$ and ends at $q_3$ represents an accepting word. (b) The modified FSA of “eventually from time 1 to $3+\tau$, visit A for 2 consecutive time steps” for all possible $\tau$.](image1)

Temporal relaxation can be defined for any bounded TL specification with explicit time parameters. For instance, consider a specification as “eventually from time 1 to 3, visit region A for 2 consecutive time steps”. Its temporally relaxed version will be “eventually from time 1 to $3+\tau$, visit region A for 2 consecutive time steps” where $\tau$ is a slack variable that can expand or shrink the time window. Such a temporal relaxation idea has been introduced for TWTL in [26], [3], and the authors also propose an algorithm that constructs an FSA encoding all the possible temporal relaxations of a formula. For example, Fig. 1 illustrates the FSAs of a bounded TL formula and its temporally relaxed version.

### III. Problem Statement

A. Motivation

We consider an MDP, $M = (S, A, \Delta_M, R)$, where $S$ is the state-space, $A$ is the set of actions, $\Delta_M : S \times A \times S \rightarrow [0, 1]$ is a probabilistic transition relation, and $R : S \times A \rightarrow \mathbb{R}$ is a reward function. Moreover, let $\mathcal{AP}$ be a set of atomic propositions, each of which has a truth value over the state-space. Let $I : S \rightarrow 2^\mathcal{AP}$ be a labeling function, which maps every $s \in S$ to the set of atomic propositions that are true when the system is in state $s$. An example of an MDP, a set of atomic propositions, and a labeling function is shown in Fig. 2.

Given an MDP, $\pi : S \rightarrow A$ is called a policy. A policy $\pi$ is stationary if it does not change over time. In traditional RL, the probabilistic transition relation $\Delta_M$ is assumed to be unknown, and the agent is required to find an optimal control policy $\pi^*$ that maximizes the expected sum of rewards, i.e., $E^\pi \left[ \sum_{k=0}^{\infty} r_{k+1} \right]$ or $E^\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{k+1} \right]$ where $r_t$ is the reward obtained at time $t$, and $\gamma \in (0, 1]$ is the discount factor. In the literature, various learning algorithms, e.g., Q-learning [27], were shown to find the optimal policy.

In many real-life problems, the agent may also have constraints that should be satisfied during learning. For example, some safety constraints can be enforced by redefining the state-space (e.g., $S' = S \setminus S_0$, where $S_0 \subset S$ is the set of unsafe states and learning over $S'$). However, not every constraint can be easily satisfied by removing the violating states from the state-space. In some cases, the agent may be required to follow a trajectory that satisfies a complex specification throughout the learning process. For instance, consider a drone whose primary task is achieving a pick up and delivery task arriving periodically. Moreover, the drone can have a secondary task of maximizing situational awareness via aerial monitoring (e.g., traffic, infrastructure, or environmental monitoring). In this scenario, the primary task can be considered as the constraint of the drone, and the secondary task can be formulated as an RL problem where the reward at each state represents the value of information that can be collected from the corresponding location. Overall, the objective becomes to learn a policy that maximizes the expected cumulative reward subject to the pick up and delivery constraint that should always be completed during the learning process.

Note that learning a policy to satisfy a TL specification can be achieved via RL (e.g., [2], [22], [8]). However, such methods do not guarantee the satisfaction of the TL specification throughout the learning process. This paper proposes a constrained RL algorithm with a probabilistic guarantee on the satisfaction of TL constraints in every episode of learning, which is different from learning to satisfy the constraints after sufficient training. Ensuring the desired probability of constraint satisfaction throughout learning has two critical advantages: 1) In the proposed approach, having a finite learning horizon may cause suboptimality but not infeasibility. 2) The proposed approach can be used to improve an initial policy during the mission while always maintaining feasibility, which is a crucial capability since violating the constraints may have severe consequences.

B. Temporal Logics As Constraints To Learning Problems

The FSA of a bounded TL specification allows the tracking of progress toward satisfaction by compactly encoding all the accepting words. However, RL problems are typically posed
in a stochastic setting where the actions may not always result in desired transitions that can lead to the violation of TL. Thus, a total FSA, which either accepts or rejects a word [9], is needed in learning problems to track both satisfying and violating cases. Alternatively, a temporal relaxation of the bounded TL can be used in learning problems since the backward edges in the FSA of a temporally relaxed formula also encode possible regression in the task satisfaction.

Furthermore, representing the transitions after the TL satisfaction is also important in learning problems because learning can continue if there is remaining time in the episode. To this end, a self loop needs to be added to the accepting state of the FSA (e.g., a self-loop to the state \( q_3 \) in Fig. 1(b)). Throughout this paper, when we say the FSA of a TL formula \( \phi \), we consider the FSA\(^1\) corresponding to the temporal relaxation of the formula, i.e., \( \phi(\tau) \), with a self-loop added to the accepting state. Now, we formally define the RL problem with constraint satisfaction during learning.

**Problem 1** Given an MDP \( M = (S,A,\Delta M,R) \) with unknown transition probability function \( \Delta M \) and unknown reward function \( R \), a set of atomic propositions \( A \), a labeling function \( l : S \rightarrow 2^A \), let \( \phi \) be a TL constraint that needs to be satisfied periodically during learning. Given a desired probability of satisfaction \( Pr_{des} \in [0,1] \), learn the optimal control policy

\[
\pi^* = \arg \max_{\pi} \left( \sum_{t=0}^{\infty} \gamma^t r_t \right)
\]

such that, in each episode \( j \) of the learning process,

\[
Pr(o(j(T)+1),o(j(T)+1),\ldots,o(j(T)+1+T) = \phi(\tau_j)) \geq Pr_{des}, \quad \forall j \geq 0
\]

where \( s_1 \) is the state at time 1, \( T = \| \phi(0) \| \) is the time bound of \( \phi \) with no relaxation, \( o(j(T)+1),o(j(T)+1+1),\ldots,o(j(T+1)+T) \) is an output word based on the state sequence \( s_0,s_1,s_2,\ldots,s_T \) over the MDP (e.g., \( o(j(T)+1) = l(s_{j(T+1)}) \)), \( \| \phi(\tau_j) \| \) is the time bound of the relaxed formula \( \phi(\tau_j) \), and \( \gamma \in (0,1] \) is the discount factor.

**IV. PROPOSED APPROACH**

Learning with TL objectives or constraints cannot be achieved over a standard MDP which contains only the agent’s current state. Suppose that an agent can move in both cardinal and ordinal directions on a grid as shown in Fig. 3. Let the task be “eventually visit A and then B”. Given the agent’s current state shown in triangle, it must learn to select 1) the action shown in green arrow if region A has not been visited yet, and 2) the action shown in red arrow if region A has been visited before. Overall, the agent needs to know both its current state and the task status to decide what to do next. An automaton constructed from the TL specification naturally keeps track of the task’s progress. Hence, a typical approach to encode both the state transitions over an MDP and the task progress is to construct a product MDP.

\[1\] An algorithm for the construction of the FSA for a temporally relaxed TWTTL can be found in [26].

\[2\] The time bound of \( \phi \) is the maximum time needed to satisfy it [26].

---

**Definition 1** (Product MDP) Given an MDP \( M = (S,A,\Delta M,R) \) with an FSA \( F \) and a product MDP is a tuple \( P = (S,F,a,\Delta F,R,F) \), where

- \( S = S \times Q \) is a finite set of states;
- \( P_{init} = S \times \{ q_{init} \} \subseteq S \) is the set of initial states;
- \( A \) is the set of actions;
- \( \Delta F : S \times A \times S \rightarrow [0,1] \) is the probabilistic transition relation such that for any two states, \( p = (s,q) \in S \) and \( p' = (s',q') \in S \), and any action \( a \in A \), \( \Delta F(p,a,p') = \Delta M(s,a,s') \) and \( \Delta F(q,a,q') = q' \);
- \( R : S \times A \rightarrow \mathbb{R} \) is the reward function such that \( R_F(p,a) = R(p,a) \) for \( p = (s,q) \in S \);
- \( F = (S \times F) \subseteq S \) is the set of accepting states.

In Problem [1] the time bound of the TL constraint \( \phi \) determines the episode length, and the remaining episode time is also critical to the optimal action selection. Again, consider the example in Fig. 3. This time, let “eventually visit A and then visit B” be a constraint during learning. If the agent shown in triangle has not satisfied this constraint yet and the episode has just started, it can either explore the environment by selecting an admissible action or make progress towards the satisfaction of the constraint by selecting the green arrow. Now, suppose that the agent is at the same state, the constraint has not been satisfied yet, but the episode is about to finish. In that case, the agent must pick the green arrow for constraint satisfaction. Overall, learning under a bounded TL constraint needs to be achieved over a space that encodes the physical state, the automaton state, and the remaining episode time.

**Definition 2** (Time-Product MDP) Given a product MDP \( P \) and a time set \( T = \{ 0,\ldots,T \} \), a time-product MDP is a tuple \( P_T = (P,F_T,F,a,\Delta F,R,F) \) where

- \( S_T = S \times T \) is a finite set of states;
- \( P_{init} = P_{init} \times \{ 0 \} \subseteq S_T \) is the set of initial states;
- \( A \) is the set of actions;
- \( \Delta F : S_T \times A \times S \rightarrow [0,1] \) is the probabilistic transition relation such that \( \Delta F(p',a,p'_{t+1}) = \Delta F(p_t,a,p) \) for an action \( a \) and two-time product MDP states \( p_t = (p_t,t) \in S_T \) and \( p'_{t+1} = (p_{t+1}+1) \in S_T \);
- \( R : S_T \times A \rightarrow \mathbb{R} \) is the reward function such that \( R_F(p',a) = R_F(p,a) \) and \( p' = (p,t) \in S_T \);
- \( F_T = (F_T \times T) \subseteq S_T \) is the set of accepting states.

In this paper, we propose a solution to Problem [1] by introducing a modified Q-learning algorithm which is executed over a time-product MDP and ensures probabilistic guarantees for TL constraint satisfaction while learning the...
optimal policy. The proposed algorithm is different than standard Q-learning in terms of the action selection at each state. In standard Q-learning, actions are selected based on only exploration-exploitation considerations. In our problem, we want to achieve probabilistic constraint satisfaction guarantees in each episode. To this end, we derive an equation that can evaluate the worst case probability of reaching an accepting state from the current state on the time-product MDP. In cases where the worst case satisfaction probability of the next state becomes smaller than the desired probability, an action is selected to minimize the distance to the accepting states. Before explaining the details of the algorithm, we make some mild assumptions and introduce a few definitions.

**Assumption 1** Given some $\varepsilon \in [0,1)$, for each state $s$ and action $a$ of the MDP, the states $s$ such that $\Delta_M(s,a,s') > 0$ and the states $s'$ such that $\Delta_M(s,a,s') \geq 1 - \varepsilon$ are known.

Note that Assumption 1 does not require knowing the actual transition probabilities. Instead, it only requires knowing which transitions are feasible and which of those feasible transitions are sufficiently likely to occur for each state-action pair. For example, for a mobile agent as in Fig. 3, suppose that each action (e.g., “move up”) results in moving to the desired cell with probability 0.9 or moving to one of the other adjacent cells with probability 0.1. While the actual values of these probabilities are unknown, some prior information (empirical data) may indicate that for each action the only transition that occurs with probability at least 0.7 ($\varepsilon = 0.3$) is moving to the desired cell.

**Definition 3 ($\varepsilon$-Stochastic Transition)** For any time-product MDP and $\varepsilon \in [0,1)$, we say that $(p_i^t, a, p_j^{t+1})$ is an $\varepsilon$-stochastic transition if the probability of such a transition is at least $1 - \varepsilon$, i.e., $\Delta_M(p_i^t, a, p_j^{t+1}) \geq 1 - \varepsilon$.

As per the definition of $\varepsilon$-stochastic transitions, a $0$-stochastic transition $(p_i^t, a, p_j^{t+1})$ is one that occurs with probability 1 if action $a$ is taken at state $p_i^t$. At the other extreme, as $\varepsilon$ approaches 1, any feasible transition $(p_i^t, a, p_j^{t+1})$ becomes an $\varepsilon$-stochastic transition. Next, we will define the distance under $\varepsilon$-stochastic transitions. Note that there exist similar distance definitions in the literature (e.g., [7], [25], [19]) for control synthesis problems. In this paper, we will use the distance under $\varepsilon$-stochastic transitions to derive a novel lower bound on the probability of reaching an accepting state within a desired time.

**Definition 4 (Distance under $\varepsilon$-Stochastic Transitions)** For any two time-product MDP states $p_i^t, p_j^{t+1} \in S_{\mathcal{P}}$ and $\varepsilon \in [0,1)$, the distance between these two states under $\varepsilon$-stochastic transitions is $\text{dist}^\varepsilon(p_i^t, p_j^{t+1}) = \Delta_M$ if there exists a path from $p_i^t$ to $p_j^{t+1}$ under $\varepsilon$-stochastic transitions. Also, for each $p_i^t \in S_{\mathcal{P}}$, $N_\varepsilon(p_i^t)$ denotes the neighborhood of $p_i^t = (p_i^t, t)$ under $\varepsilon$-stochastic transitions, i.e.,

$$N_\varepsilon(p_i^t) = \{(p_j, t+1) | \exists a \in A : \Delta_M(p_i^t, a, p_j) \geq 1 - \varepsilon\},$$

which is the set of time-product MDP states $p_j^{t+1}$ that can be reachable from $p_i^t$ in one time step, i.e., $\text{dist}^\varepsilon(p_i^t, p_j^{t+1}) = 1$.

Note that if two time-product MDP states $p_i^t$ and $p_j^{t+1}$ are disconnected, then $\text{dist}^\varepsilon(p_i^t, p_j^{t+1}) = \infty$. The distance of a time-product MDP state $p_i^t$ to the set $X \subseteq S_{\mathcal{P}}$ under $\varepsilon$-stochastic transitions is $d^\varepsilon(p_i^t, X) = \min_{p_j^{t+1} \in X} \text{dist}^\varepsilon(p_i^t, p_j^{t+1})$. In the following definition, we consider the set $X$ as the set of accepting states $F_{\mathcal{P}} \subseteq S_{\mathcal{P}}$, and $d^\varepsilon(p_i^t)$ will refer to the distance from $p_i^t$ to the set $F_{\mathcal{P}}$ under $\varepsilon$-stochastic transitions in the remainder of the paper.

**Definition 5 (Distance-To-$F_{\mathcal{P}}$)** For any state $p' \in S_{\mathcal{P}}$ of a time-product MDP, the distance of $p'$ to the set of accepting states $F_{\mathcal{P}}$ under $\varepsilon$-stochastic transitions is $d^\varepsilon(p') = \min_{p_i^t \in F_{\mathcal{P}}} \text{dist}^\varepsilon(p', p_i^t).$ (4)

**Assumption 2** The MDP and the FSA are such that any feasible transition on the resulting time-product MDP can increase the distance-to-$F_{\mathcal{P}}$ by at most one.

**Remark 1** We use Assumption 2 for the simplicity of the expressions derived in this paper; particularly the lower bound in (6). This assumption can be relaxed/removed and Alg. 1 can be modified accordingly to obtain similar guarantees on the constraint satisfaction. For example, the maximum increase in distance-to-$F_{\mathcal{P}}$ under the feasible transitions on the time-product MDP can be used to obtain a similar yet more conservative lower bound in (6). Accordingly, a variant of Alg. 1 can be designed to ensure the desired probability of constraint satisfaction without requiring Assumption 2.

**Definition 6 (Go-to-$F_{\mathcal{P}}$ Policy)** Given any time-product MDP and $\varepsilon \in [0,1)$, Go-to-$F_{\mathcal{P}}$, $\pi_{\text{GO}}^\varepsilon : S_{\mathcal{P}} \rightarrow A$, is a stationary policy over the time-product MDP $\mathcal{P}$ such that

$$\pi_{\text{GO}}^\varepsilon(p_i^t) = \arg\min_{a \in A} d_{\min}^\varepsilon(p_i^t, a),$$

where $d_{\min}^\varepsilon(p_i^t, a)$ is the smallest distance-to-$F_{\mathcal{P}}$ among the states that can be reached from $p_i^t$ via $a$ with probability at least $1 - \varepsilon$, i.e.,

$$d_{\min}^\varepsilon(p_i^t, a) = \min_{p_j^{t+1} : \Delta_M(p_i^t, a, p_j^{t+1}) \geq 1 - \varepsilon} d^\varepsilon(p_j^{t+1}).$$

**Lemma 1** For any $p' \in S_{\mathcal{P}}$ and integer $k \geq 0$, let

$$\Pr(p' \rightarrow F_{\mathcal{P}}; \pi_{\text{GO}}^\varepsilon)$$

be the probability of reaching the set of accepting states $F_{\mathcal{P}} \subseteq S_{\mathcal{P}}$ from $p'$ in the next $k$ time steps under the policy $\pi_{\text{GO}}^\varepsilon$. If $d^\varepsilon(p') < \infty$ for every $p' \in S_{\mathcal{P}}$, then

$$\Pr(p' \rightarrow F_{\mathcal{P}}; \pi_{\text{GO}}^\varepsilon) \geq \frac{k!}{(k-1)!} \varepsilon^{k-1} (1 - \varepsilon)^{k-i},$$

for every state $p' \in S_{\mathcal{P}}$ such that $k \geq d^\varepsilon(p')$.

**Proof:** If $d^\varepsilon(p') < \infty$ for every $p' \in S_{\mathcal{P}}$, then it is possible to reach the set of accepting states $F_{\mathcal{P}}$ from any state $p' \notin F_{\mathcal{P}}$ via a finite number of $\varepsilon$-stochastic transitions. For any such state $p' \notin F_{\mathcal{P}}$, the policy $\pi_{\text{GO}}^\varepsilon$ in (5) selects actions that drive the system to the set of accepting states over a shortest path under the $\varepsilon$-stochastic transitions. Accordingly, under $\pi_{\text{GO}}^\varepsilon$, each action reduces the distance to the set of accepting states by one with probability at least...
1 − \epsilon. In the remainder of proof, we refer to such transitions as “intended transitions”. Furthermore, due to Assumption 2, the distance to the set of accepting states can increase at most by one under any feasible transition that may happen with the remaining probability (“unintended transitions”). Note that observing at most \( i_{\text{max}} \) unintended transitions within the next \( k \leq i_{\text{max}} \) transitions ensures that the system reaches \( F_{\phi}^T \) as long as \( i_{\text{max}} \leq k - i_{\text{max}} - d^f(p') \), i.e., \( i_{\text{max}} \leq \frac{k - d^f(p')}{2} \). Moreover, for any \( i \leq i_{\text{max}} \) the number of all possible \( k \)-length sequences involving \( i \) unintended transitions and \( k - i \) intended transitions is \( \frac{k!}{(k-i)!} \). Accordingly, since each intended transition occurs with probability at least \( 1 - \epsilon \), for any \( i_{\text{max}} \leq k \), the probability of observing a sequence of \( k \) transitions involving at least \( k - i_{\text{max}} \) intended transitions (at most \( i_{\text{max}} \) unintended transitions) is lower bounded by

\[
\sum_{i=0}^{i_{\text{max}}} \frac{k!}{(k-i)!} \epsilon^i(1-\epsilon)^{k-i}.
\]

(7)

By setting \( i_{\text{max}} \) equal to the largest possible value ensuring convergence to \( F_{\phi}^T \), i.e., \( i_{\text{max}} = \left\lfloor \frac{k - d^f(p')}{2} \right\rfloor \), we obtain (6) for every \( p' \in S_F^A \) such that \( i_{\text{max}} \geq d^f(p') \).

In light of Lemma 1, we propose Alg. 1 for the construction of the TMDP and pruning of the feasible actions at each time-product MDP state. Overall, if an action taken at a time-product MDP state \( p' \) may result in a transition to another state \( r^{t+1} \) such that (6) does not hold for \( p^{t+1} \) or the remaining episode time is smaller than \( d^f(r^{t+1}) \), then Alg. 1 removes that action from the feasible action set of \( p' \).

Algorithm 1: Offline construction of the pruned time-product MDP

1: Create \( FSA \) of \( \Phi \), let \( \mathcal{P}(\Phi, AP, \delta, J_F) \);
2: Create product MDP, \( P \times \delta = \left\{ S_F^A, \mathcal{P}_{\text{init}}, \mathcal{A}_F, \mathcal{R}_F, \mathcal{F}_F \right\} \);
3: Create time-product MDP, \( \mathcal{G} = \mathcal{P} \times \delta \times T = \left\{ S_F^A, \mathcal{P}_{\text{init}}, \mathcal{A}_F, \Delta^T_S, \mathcal{R}_F, \mathcal{F}_F \right\} \);
4: Calculate the distance-to-\( F_{\phi} \), i.e., \( d^f(p') \) for all \( p' \in S_F^A \) based on (6);
5: Initialization: \( \text{Act}(p') = A \) for all \( p' \in S_F^A \);
6: for each non-accepting state \( p' \in S_F^A \) do
7: for each action \( a \in \text{Act}(p') \) and \( t \in \{0, \ldots, T-1\} \) do
8: \( N(p'[a]) = \{(r,t+1) \mid \Delta^T_S(p'[a], r) > 0\} \) (states reachable from \( p' \) under \( a \));
9: \( d_{\text{max}} = \max \{d^f(a)\} \);\( t + 1 \);\( \Delta^T_S(p'[a], r) \};
10: \( k = T - t \) (the remaining episode time);
11: \( i_{\text{max}} = \left\lfloor \frac{k - d_{\text{max}}}{2} \right\rfloor \);
12: if \( i_{\text{max}} < 0 \) or \( \sum_{i=0}^{i_{\text{max}}} \frac{k!}{(k-i)!} \epsilon^i(1-\epsilon)^{k-i} < \mathcal{P}_{\text{init}} \) do
13: \( \text{Act}(p'[a]) = \text{Act}(p'[a]) \);\( \{a\} \);
14: end if
15: end for
16: end for
17: \( \mathcal{G} = \left\{ S_F^A, \mathcal{P}_{\text{init}}, \mathcal{A}_F, \Delta^T_S, \mathcal{R}_F, \mathcal{F}_F \right\} \);

Algorithm 1 is executed offline and its inputs are MDP \( M \), the TL constraint \( \phi \), the desired probability of satisfaction \( \mathcal{P}_{\text{init}} \), episode length \( T \) calculated from the time bound of \( \phi \), and the algorithm parameter \( \epsilon \) which is a conservative bound of the motion uncertainty according to Assumption 1. Algorithm 1 starts with the construction of the FSA, then the product MDP, and then the time-product MDP (lines 1-3). For each time-product MDP state, the distance-to-\( F_{\phi}^T \) is calculated based on (4) (line 4). Then, the feasible action set \( \text{Act}(\cdot) \) at each time-product MDP state is initialized with, \( A \), the action set of MDP (line 5). Note that some actions in \( A \) at particular states should not be taken to ensure the TL satisfaction. For example, if the constraint has not been satisfied yet and the remaining episode time is small, then actions leading to progress to the satisfaction should be selected rather than doing random exploration. For this reason, lines 6-16 are executed to prune the action sets to ensure the probabilistic satisfaction of \( \phi \). At each non-accepting state \( p' \) and for each action \( a \) that can be taken at \( p' \), first the set of states that can be reached from \( p' \) under \( a \) are found (line 8). Then, the maximum distance-to-\( F_{\phi}^T \) is computed (line 9). This mainly captures the worst case (the furthest distance to the satisfaction) after taking \( a \). Line 10 computes the number of actions \( k \) that can be taken within the remaining episode time (including the current action selection). Line 11 calculates \( i_{\text{max}} \) based on \( k \) and \( d_{\text{max}} \). Note that if \( i_{\text{max}} < 0 \), then the distance-to-\( F_{\phi}^T \) is greater than the number of actions that can be taken in the next time step \( k-1 \), which means that there is no way to satisfy the constraint. Thus, the algorithm considers the worst case situation (increasing the distance to \( F_{\phi}^T \) by one) after taking action \( a \). If there is insufficient time to satisfy the constraint (\( i_{\text{max}} < 0 \) or the lower bound satisfaction probability (Lemma 1) at the worst case state is less than \( \mathcal{P}_{\text{init}} \), then \( a \) is pruned from \( \text{Act}(p') \) (line 13). After this pruning routine is done for each non-accepting state, the pruned time-product MDP is constructed in line 17.

Finally, we propose Alg. 2 which is a modified Q-learning algorithm executed over the pruned time-product MDP. For each time-product MDP state \( z \), if the feasible action set \( \text{Act}(z) \) is empty, then an action is selected according to the policy \( \pi_{\text{GO}} \) in order to do progress to the constraint satisfaction (line 5). If \( \text{Act}(z) \) is not empty, then an action is selected from \( \text{Act}(z) \) (line 7). The general steps for the \( \pi \)-updates are achieved in lines 9-12. When an episode ends, the next episode starts at the current physical state, but the automaton state and time are initialized as in line 14.

Algorithm 2: Probabilistically Guaranteed Constraint Satisfaction During Q-Learning

Input: Time-product MDP, \( \mathcal{G} \); \( \mathcal{P}_{\text{init}} \); \( \mathcal{A}_F \); \( \Delta^T_S \); \( \mathcal{R}_F \); \( \mathcal{F}_F \);

1: Initialize: Initial Q-table, \( \pi(z) = \left\{ \alpha_{\text{max}}(z) \right\} \) for all \( z \);
2: for \( j = 0 : N_{\text{episode}} \) do
3: for \( t = 0 : T-1 \) do
4: if \( \text{Act}(z) = \emptyset \) then
5: \( a = \alpha_{\text{max}}(z) \);
6: else
7: Select an action \( a \) from \( \text{Act}(z) \) via \( \epsilon \)-greedy or \( \pi \);
8: end if
9: Take action \( a \), observe the next state \( z' \) and reward \( r \);
10: \( Q(z,a) = (1 - \alpha_{\text{max}}(z)) Q(z,a) + \alpha_{\text{max}}(z) r + \gamma \max_{\text{Act}(z')} Q(z',a') \);
11: \( \pi(z) = \arg \max_{\text{Act}(z')} Q(z',a') \);
12: end for
13: end for
14: \( z = z' \);
15: end for

Theorem 1 (Constraint Satisfaction) Given an MDP and some \( \epsilon \in [0,1) \), let Assumptions 1 and 2 hold. Let \( T \) be the time bound of the TWTL constraint \( \phi \) that should be satisfied with a probability of at least \( \mathcal{P}_{\text{init}} \) in each episode. If the set
of initial states of the time-product MDP, i.e., $P^\mathcal{T}_{\text{init}}$, satisfies
\begin{equation}
\sum_{i=0}^{T-\epsilon(T)} \frac{T!}{(T-i)!} e^{1}\epsilon(1-e)^{T-i} \geq Pr_{\text{des}}, \forall z \in P^\mathcal{T}_{\text{init}},
\end{equation}
\[\text{then } \Pr \left( o(jT), o(jT+1), \ldots, o(jT+T) = \phi(t_j) \right) \geq Pr_{\text{des}} \text{ for all } j \geq 0, \text{ where } o(jT), o(jT+1), \ldots, o(jT+T) \text{ is the output word in episode } j.\]

Proof: There are in total $T$ actions to be taken in each episode of length $T$. Under Alg. 2, each action is taken either from the set $Act$ (line 7 of Alg. 2) or by following the policy $\pi_{GO}$ (line 5 of Alg. 2). Accordingly, such sequences of $T$ actions can be grouped into three disjoint sets: 1) sequences such that the last action taken at $T-1$ is selected from the set $Act$, 2) sequences such that the action at $T$ is selected from the set $Act$, and all the following actions are taken according to the policy $\pi_{GO}$ for some $t \in \{0, 1, \ldots, T-2\}$, 3) all the actions are taken according to the policy $\pi_{GO}$. These three sets are also illustrated in Fig. 4 as different cases. We will now show that the probability of constraint satisfaction is at least $Pr_{\text{des}}$ in each of these three cases.

Fig. 4. Possible sequences of actions generated in any episode via Alg. 2 are grouped into distinct sets based on whether the action at each time $t \in \{0, 1, \ldots, T-1\}$ is taken from the set $Act$ (line 7 of Alg. 2) or by following the policy $\pi_{GO}$ (line 5 of Alg. 2). The symbol * is used to allow for both possibilities, i.e., the action may be taken from $Act$ or via $\pi_{GO}$.

Case 1: Consider an arbitrary action sequence such that the last action taken at $T-1$ is selected from the set $Act$ according to line 7 of Alg. 2. This means that the system’s time-product MDP state at time $T-1$, $p^{T-1}$, was such that $Act(p^{T-1}) \neq \emptyset$. Note that $Act(p^{T-1})$ only contains actions for which the condition in line 12 of Alg. 1 is false (hence the pruning in line 13 is not executed). Accordingly, we will show that if the last action is taken from the set $Act(p^{T-1})$, then the system must reach an accepting state. We will prove this statement by contradiction: suppose that the last action $a \in Act(p^{T-1})$ but it results in a non-accepting state which has a positive finite distance $d'$ to the set of accepting states. By definition, the maximum distance to the accepting states that can result from taking action $a$ at state $p^{T-1}$, i.e., $d_{\text{max}}$ computed in line 9 of Alg. 1, satisfies $d_{\text{max}} \geq d' > 0$. Since the remaining episode time is $k = 1$, $i_{\text{max}}$ in line 11 of Alg. 1 becomes a negative number for any $d_{\text{max}} > 0$. If $i_{\text{max}} < 0$, then the condition in line 12 is true and the action $a$ must have been pruned from $Act(p^{T-1})$, which is a contradiction. Consequently, whenever Alg. 2 generates an action sequence as in Case 1, the system is surely at an accepting state at the end of that episode, which implies the satisfaction of the constraint.

Case 2: Consider an arbitrary action sequence such that for some $t \in \{0, 1, \ldots, T-2\}$, the action at time $t$ is selected from the set $Act(p^{t})$, and all the following actions (i.e., for all $t \in \{t+1, \ldots, T-1\}$) are taken according to the policy $\pi_{GO}$. Accordingly, taking any action $a' \in Act(p^t)$ at time $t$ ensures that $Pr(p^{t+1} \overset{T-t-1-\epsilon}{\Rightarrow} \mathcal{P}; \pi_{GO}) \geq Pr_{\text{des}}$, i.e., constantly following $\pi_{GO}$ in the remaining time steps would drive the system to the set of accepting states with probability at least $Pr_{\text{des}}$ (if this is not true, then line 12 would have been executed and $a'$ would have been pruned). Overall, this means that the probability of generating an accepting output word starting with a prefix $p^0, \ldots, p^t$ and then by purely following the policy $\pi_{GO}$ from $t'+1$ to $T-1$ is greater than $Pr_{\text{des}}$. Consequently, whenever Alg. 2 generates an action sequence as in Case 2, the system reaches an accepting state by the end of that episode with probability at least $Pr_{\text{des}}$.

Case 3: In this case, each action is taken according to the policy $\pi_{GO}$ for all $t = \{0, 1, \ldots, T-1\}$. In light of Lemma 1 if $\pi_{GO}$ is true, then $Pr(p^0 \overset{T}{\Rightarrow} \mathcal{P}; \pi_{GO}) \geq Pr_{\text{des}}$ for all $p^0 \in \mathcal{S}_{\text{init}}$, which means that the probability of reaching an accepting state (or satisfying the constraint) by purely following the policy $\pi_{GO}$ is at least $Pr_{\text{des}}$.

Cases 1, 2, 3 are disjoint and cover all the possible outcomes under Alg. 2. Since the probability of constraint satisfaction in each case is at least $Pr_{\text{des}}$, we conclude that the probability of constraint satisfaction is at least $Pr_{\text{des}}$ in each episode, i.e., $Pr(o(jT), o(jT+1), \ldots, o(jT+T) = \phi(t_j)) \geq Pr_{\text{des}}$ for all $j \geq 0$, where $o(jT), o(jT+1), \ldots, o(jT+T)$ is the output word in episode $j$.

Remark 2 (Optimality) Given a finite MDP using Q-learning, if each action is repetitively implemented in each state for infinite number of times and the learning rate $\alpha$ decays appropriately, then the Q-values converge to the optimal Q-values with probability 1 [27]. In this paper, we use Q-learning over a finite time-product-MDP (the update rule is in line 10 in Alg. 2), and the Q-values of the time-product-MDP states will converge to the optimal Q-values if line 10 in Alg. 2 is updated infinitely many times.

V. SIMULATION RESULTS

In this section, we present some case studies implemented on Python 2.7, and performed on a PC with an Intel i7-7700HQ CPU at 2.8 GHz processor and 16.0 GB RAM. In these case studies, we consider an agent moving over an $8 \times 8$ grid as shown in Fig. 5 and selecting actions from the set $A = \{N, NE, E, SE, S, SW, W, NW, Stay\}$. Under these actions, the agent can maintain its current position or move to any of the feasible neighboring cells (including those in the ordinal directions). Each action leads to the intended transition with probability 0.9 or to one of the other feasible transitions (selected uniformly at random) with probability 0.1. For example, if the agent takes the action NE, it moves to the neighboring cell in the direction NE with probability 0.9 or, with probability 0.1, it stays at its location or moves to a feasible neighboring cell in any of the other 7 directions.
We consider a scenario where the agent is required to periodically perform a pickup and delivery task while maximizing situational awareness by collecting measurements from the environment. Accordingly, the reward $r_i$ represents the value of monitoring the agent’s current position on the grid and the discount factor in $\gamma$ is selected as $\gamma = 0.95$. In Fig. 5(a) the light gray cells, the dark gray cell, and all the other cells yield a reward of 1, 10, and 0, respectively. The pickup and delivery task is encoded as a TWTL constraint: $[H^1 P]^{[0.20]} \land ([H^1 D_1]^{[0.20]} \lor [H^1 D_2]^{[0.20]}) \land [H^1 Base]^{[0.20]}$, which means that “go to the pickup location $P$ and stay there for 1 time step in the first 20 time steps and immediately after that go to one of the delivery locations, $D_1$ or $D_2$, and stay there for 1 time step within 20 time steps, and immediately after that go to Base and stay there for 1 time step within 20 time steps.”. Based on the time bound of this TWTL specification, the length of each episode is selected as 62 time steps.

We present our simulation results under five cases. The first three cases are performed to compare the performance under three different behaviors: 1) maximizing the expected reward under the TWTL constraint (proposed approach), 2) maximizing the expected reward without any constraint, and 3) learning to satisfy the TWTL formula. The fourth case is performed to demonstrate how the performance under the proposed approach changes when the desired probability of constraint satisfaction, $Pr_{des}$, increases or the probabilities of likely transitions are underestimated, i.e., Alg. 2 is executed in this scenario with some $\epsilon > 0.1$. Finally, the fifth case is performed to demonstrate the scalability of the proposed algorithm under varying sizes of the time-product MDP.

In Case 1, $Pr_{des}$ is chosen as 0.7 and Alg. 2 is executed by using $\epsilon = 0.1$ for 400000 episodes. The TWTL constraint is satisfied in 341060 episodes implying a success ratio $0.853 > Pr_{des} = 0.7$. The run time of the algorithm is 537.3 seconds. We show a sample trajectory after the first episode and 400000 episodes in Fig. 5(a) and (b), respectively. Note that the agent satisfies the constraint by delivering to $D_1$ in the first episode. However, the agent eventually learns that it can collect more rewards by delivering to $D_2$ instead of $D_1$.

In Case 2, we remove the TWTL constraint and demonstrate the performance when the agent follows the standard Q-learning. This case is simulated for 150000 episodes with a run time of 5 seconds. As shown in Fig. 5(c), the agent simply learns to quickly go to the highest reward zone.

In Case 3, we use the standard Q-learning to learn satisfying the desired TWTL task used in Case 1, without any consideration of the monitoring performance. To accomplish this, we assign rewards to the accepting states of the time-product MDP (the reward at any other state is zero). While the agent eventually learns to satisfy the TWTL constraint by following a shortest path as shown in Fig. 5(d), there is no guarantee on the constraint satisfaction in the early stages of learning. In this case, the constraint is satisfied in only 143312 episodes, which is 35.8% of the total number of episodes. The total run time for this case is 199.8 seconds.

In Case 4, we investigate how the parameters $\epsilon$ and $Pr_{des}$ influence the performance. To this end, the proposed algorithm is executed under varying values of $Pr_{des} = 0.5, 0.6, 0.7$ and $\epsilon = 0.1, 0.15, 0.2$. In this case, $\epsilon > 0.1$ indicates a conservative estimation of uncertainty. For example, for $\epsilon = 0.2$, the proposed algorithm assumes that the agent can move in its intended direction with a probability at least 0.8 whereas such transitions actually occur with probability 0.9. The results for Case 4 are depicted in Table 1. For a fixed $Pr_{des}$, we observe that increasing $\epsilon$ reduces collected reward and increases the probability of constraint satisfaction. This is due to the fact that overestimating the uncertainty makes the algorithm overly cautious in exploration and more inclined to first satisfy the TWTL constraint. Moreover, for a fixed $\epsilon$, increasing $Pr_{des}$ reduces the collected reward since the constraint becomes more restrictive.

In Case 5, we consider the same structure of the TWTL task but with different time windows, i.e., we create three scenarios considering the TWTL specification $[H^1 P]^{[0.4]} \land ([H^1 D_1]^{[0.4]} \lor [H^1 D_2]^{[0.4]}) \land [H^1 Base]^{[0.4]}$ with $k = 20, 30, 40$. In all scenarios, the product-MDPs have 154 states since the structure of the relaxed automaton is independent from the time windows. However, the sizes of the time-product MDPs vary since the lengths of episodes are determined by the time windows (62, 92, 122 time steps). The time-product MDPs have 9548, 14168, 18788 states for $k = 20, 30, 40$, respectively, and their offline construction took approximately 3.44, 8.65, 22.66 seconds. The algorithm parameters are selected as $\epsilon = 0.15$ and $Pr_{des} = 0.7$. The success ratios in these three scenarios are observed as 0.95, 0.97, 0.97 which are all greater than $Pr_{des} = 0.85$. This difference between the success ratios and $Pr_{des}$ is mainly due to the overestimation of uncertainty, i.e., $\epsilon = 0.15 > 0.1$. The average rewards in the last 5000 episodes are observed as 155.04, 361.99, 582.39, respectively. As the time window

![Fig. 5. A grid environment where yellow, green, blue, red cells respectively represent the base station, the pick-up region, the delivery regions, and the obstacles. The gray cells (darker shade indicates a higher reward) are the regions in which monitoring is rewarded. The black arrows denote some sample trajectories, which are learned in three cases with different goals: (a) proposed algorithm after the first episode, (b) proposed algorithm at the end of the learning, (c) only maximizing the expected reward, and (d) only satisfying the TWTL specification.](image-url)
of the TWTL task (hence the episode length) increases, the agent has more time in each episode to explore the environment so the collected reward increases.

VI. CONCLUSION

This paper proposes a constrained reinforcement learning algorithm for maximizing the expected sum of rewards in a Markov Decision Process (MDP) while satisfying a bounded temporal logic constraint in each episode with a desired probability. We represent the bounded temporal logic constraint as a finite state automaton. We then construct a time-product MDP and formulate a constrained reinforcement learning problem. We derive a lower bound on the probability of satisfying the constraint from each state of the time-product MDP in the remaining episode time. This lower bound is computed by using some limited knowledge on which transitions are sufficiently likely in the system. The proposed approach uses this lower bound to keep the probability of constraint satisfaction above the desired threshold by restricting the actions that can be taken during learning.

As a future direction, we plan to 1) explore how similar guarantees on the probability of satisfaction of temporal logic constraints during learning can be achieved by multi-agent systems in a distributed manner (e.g., [28], [6], [21]), and 2) extend our methods to dynamic environments, where the constraint satisfaction requires reaching the accepting states on a time-varying graph (time-product MDP) (e.g., [29]).
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