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Abstract: We compute the free energy and surface tension function for the five-vertex model, a model of non-intersecting monotone lattice paths on the grid in which each corner gets a weight \(r > 0\). We give a variational principle for limit shapes in this setting, and show that the resulting Euler–Lagrange equation can be integrated, giving limit shapes explicitly parameterized by analytic functions.

1. Introduction

A six-vertex configuration on \(\mathbb{Z}^2\) is an orientation of the edges of \(\mathbb{Z}^2\) with the property (called the ice rule) that each vertex has two outgoing edges and two incoming edges, as shown in Fig. 1. If we draw the subset of north- or west-going edges in such a configuration, then we obtain a figure in which each vertex is one of the types in Fig. 2. This subset of edges comprises a collection of edge-disjoint, non-crossing northwest-going lattice paths.

We associate an integer-valued function \(h\), called the height function, to a six-vertex configuration as follows. We define \(h\) on the set of faces of \(\mathbb{Z}^2\). If face \(f_2\) is immediately above or to the right of \(f_1\), then we require that \(h(f_2) - h(f_1)\) is equal to +1 if the edge between \(f_1\) and \(f_2\) is oriented North or West, and 0 otherwise. This condition defines \(h\) uniquely up to an additive constant; note that the northwest lattice paths are the contours of \(h\) (in other words, the paths separating consecutive values).

Given real numbers \(\epsilon_1, \ldots, \epsilon_6\) and a finite subgraph \(G = (V, E)\) of \(\mathbb{Z}^2\), we associate with each six-vertex configuration \(\sigma\) on \(G\) the Hamiltonian

\[
H(\sigma) = \sum_{v \in V} \epsilon_{\sigma_v},
\]

where \(\sigma\) is regarded as a map from \(V\) to \(\{1, 2, \ldots, 6\}\) which identifies the type of each vertex. We define the partition function \(Z(G) = \sum_{\sigma} e^{-H(\sigma)}\), where the sum is over
all six-vertex configurations $\sigma$. The **six-vertex model** on $G$ is the probability measure $P_G$ defined by

$$P_G(\sigma) = \frac{e^{-H(\sigma)}}{Z(G)}.$$ 

Equivalently, we may define the **vertex weights** $a_i = e^{-\epsilon_i}$ for $i = 1, 2, \ldots, 6$, in which case the probability of a configuration is proportional to the product of its vertex weights.

We consider the model with vertex weights

$$(a_1, \ldots, a_6) = (1, 0, 1, 1, r, r), \quad (1.1)$$

where $r$ is a positive real number. This is an $\epsilon_2 \to \infty$ limit of the six-vertex model. We can see in the context of Fig. 1 that setting $a_2 = 0$ corresponds to eliminating the intersections between the northwest-going lattice paths. Therefore, when $r = 1$, this model specializes to the monotone, non-intersecting lattice path (MNLP) model, or equivalently, the honeycomb dimer model. In the case $r = 1$ the model is determinantal, and the partition function may be computed using the Karlin–MacGregor–Lindström–Gessel–Viennot method [KM59, Lin73, GV89] or the Kasteleyn method [Kas67]. This method is not available for other values of $r$.

We will also consider the family of probabilities measures, indexed by $r > 0$ and $(X, Y) \in \mathbb{R}^2$, corresponding to the vertex weights

$$(a_1, \ldots, a_6) = \left(1, 0, e^X, e^Y, re^{\frac{X+Y}{2}}, r e^{\frac{X+Y}{2}}\right). \quad (1.2)$$

Physically, we say that these new weights are the result of applying an “electric field” $(X, Y)$ to the original weights (1.1); each vertical edge carries an extra weight $e^X$ and each horizontal edge an extra weight $e^Y$. This three-parameter family is sufficient to describe an arbitrary five-vertex model: given weights $(a_1, 0, a_3, a_4, a_5, a_6)$, we may normalize to set $a_1 = 1$ and replace $a_5$ and $a_6$ with their geometric mean. For the boundary conditions we consider (see below), the corresponding probability measure
Fig. 3. The five-vertex model with “boxed plane partition” boundary conditions and $r < 1$. The lattice paths start along the diagonal, southeast side on the hexagon and exit along the northwest side. In terms of the height function, these are Dirichlet boundary conditions: $h$ is zero along the lower and left boundaries, increasing linearly along the diagonal boundaries, and constant (equal to the side length of the hexagon) along the upper and right boundaries. Shown is the case $r = 0.6$ and $n = 200$. Compare with the exact limit shape of Fig. 15.

is unchanged by replacing $a_5$ and $a_6$ with their geometric mean, since the difference between the number of left turns and right turns is constant. (See however the discussion in the last paragraph of Sect. 2 below.)

Our goal is to study the limit shape of the height function $h$, for Dirichlet boundary conditions on $G$, see for example Figs. 3 and 24.

We will do this by computing a function $\sigma_r : \mathcal{N} \to \mathbb{R}$ called the surface tension of the model (see [KO07] for the $r = 1$ case), where $\mathcal{N}$ is the triangle with vertices at $(0, 0)$, $(0, 1)$, and $(1, 0)$. The function $\sigma$ defines a variational principle and thus a partial differential equation whose solution describes the limiting shape. The models (1.1) and (1.2) are connected: the surface tension $\sigma_r$ and the free energy $F(X, Y)$ of (1.2) are related by the Legendre transform [KO07]:

$$-\sigma_r(s, t) = \max \left\{ F(X, Y) - sX - tY : (X, Y) \in \mathbb{R}^2 \right\}.$$  

The six-vertex model has not been solved in full generality, but Sutherland, Yang, and Yang gave an explicit diagonalization (for finite system size) [SYY67] of the “transfer matrix”, based on earlier work by Lieb [Lie67]. It remains an important open problem to compute the asymptotics of the corresponding leading eigenvalue. The solution by Lieb, and indeed, applications of the Bethe Ansatz in many other settings rely on nonrigorous arguments at certain points. However the five-vertex model has a feature (an explicit form for the Bethe roots) that allows us to give a completely rigorous Bethe Ansatz argument.

The so-called free-fermionic case of the six-vertex model is the case $a_1a_2 - a_3a_4 + a_5a_6 = 0$. In this case the model is determinantal: edge probabilities are computed via
determinants, and the limit shape problem admits an exact solution. This was carried out in a sequence of papers [CKP01a,KOS06,KO06,KO07]. The underlying PDE in this case is equivalent to the complex Burgers equation \( \phi_x + \phi \phi_y = 0 \), and can be solved using the method of (complex) characteristics, see [KO07] and [GDS15]. This equation is also fundamental in random matrix theory and free probability. The equation analogous to \( \phi_x + \phi \phi_y = 0 \) in the context of the five-vertex model (the model with weights (1.1)) is a generalization of the complex Burgers equation: the Eq. (6.9). This equation is not amenable to the complex characteristics method. Nonetheless we will show how to find explicit solutions, parametrized by arbitrary analytic functions.

When \( r < 1 \) the surface tension \( \sigma_r(s,t) \) has the interesting feature of not being strictly convex on all of \( \mathcal{N} \); it is only strictly convex on a region \( \mathcal{N}^* \subset \mathcal{N} \) bounded by a certain hyperbola, see Fig. 10. On the complementary region \( \mathcal{N} \setminus \mathcal{N}^* \) the surface tension is linear. For the limit shape problem we consider here, this leads to pieces of the limit shape (called “neutral regions”) where the variational formalism gives no information. We conjecture that there is indeed no limit shape in these regions, and the height function remains random in the scaling limit. The part of the limit shape corresponding to slopes where \( \sigma \) is strictly convex is called the “repulsive” region. See Fig. 15 for an example.

In [RS18] is considered a setting in which, in the neutral region, the height satisfies a degenerate Euler–Lagrange equation, given by a variant of the Burgers’ equation (this posits that the height derivatives are constant along certain characteristic lines). A short calculation shows that this does not generally hold for the examples given in the current paper.

There have been a number of previous works on the five vertex model, see e.g. [Bog09,GS92,HWKK96]. However, to our knowledge none achieve an exact form for the free energy, nor discuss the limit shape problem. The Bethe equations we use for the five-vertex model are very similar to those for the asymmetric exclusion process, see e.g. [GS92,GM06]; in fact our calculation is inspired by those works.

1.1. Organization. The paper is organized as follows.

In Sect. 2 we discuss the variational principle for this model. The remaining sections deal with the explicit calculation of the surface tension and limit shapes. The calculations for \( r < 1 \) and \( r > 1 \) are very similar but different in some details, so we start with the \( r < 1 \) case, and redo the calculations for \( r > 1 \) in a later section (Sect. 8).

In Sect. 3 we use the Bethe Ansatz to compute the eigenvalues of the transfer matrix for fixed \( n, N, r, X, Y \). (This is valid for both \( r < 1 \) and \( r > 1 \).)

In Sect. 4 we compute (for \( r < 1 \)) the asymptotics of the leading eigenvalue \( \Lambda = \Lambda(r, n, N, X, Y) \). The rescaled limit, as \( n, N \to \infty \) with \( n/N \to s \), gives the “microcanonical” free energy \( F_m(s, Y) \) defined by

\[
F_m(s, Y) := \lim_{N \to \infty} \frac{1}{N} \log \Lambda - Xs. \tag{1.3}
\]

In Sect. 5 the (grandcanonical) free energy \( F(X, Y) \) is obtained by maximizing over all \( s \):

\[
F(X, Y) = \max_{s \in [0,1]} \{ F_m(s, Y) + Xs \}. \tag{1.4}
\]

We also compute the surface tension \( \sigma(s, t) \), its Legendre dual.

In Sect. 6 we write down the Euler–Lagrange equation for the surface tension minimizing function and reduce it to a first-order linear PDE. This PDE is solved in Sect. 7,
where we give the general solution parameterized by an arbitrary analytic function, and
give several examples.

In Sect. 8 we redo the above calculations in the case $r > 1$. In Sect. 9 we prove that
our computation gives the leading eigenvalue.

A note on notation. The calculations are complicated by an abundance of variables. We
review their definitions and dependencies here.

1. $r$, a positive, real constant, is the weight per corner of the lattice paths.
2. $X, Y$ are the “external field”: $e^X, e^Y$ are the weight per vertical, respectively hori-
tzontal, edge.
3. $s, t$ are slope variables: $s$ is the density of lattice paths per horizontal lattice spacing,
and $t$ is the density of lattice paths per vertical lattice spacing. They are also the $x$-
and $y$- derivatives of the expected height function.
4. $\mathcal{N}$ is the set of allowed slopes: $\mathcal{N}$ is the convex hull of $(0, 0), (1, 0), (0, 1)$.
5. $\mathcal{N}^*$ is the maximal subset of $\mathcal{N}$ on which $\sigma$ is strictly convex; see Fig. 10.
6. $N$ is the circumference of the cylinder.
7. $n$ is the number of particles on the cylinder. We take the limit $n, N \to \infty$ with
$n/N \to s$.
8. $w_0$, also called $w$ in Sect. 5 and onward. It is a complex number in the upper half
plane; it is determined by and determines $s$ and $Y$ (see Figs. 7 and 8). It serves as a “conformal coordinate”
for the model (we could equally well use $u_0$ or $\bar{z}_0$ as conformal coordinates).
9. For $r < 1$, $u_0 = 1 - (1 - r^2)\bar{w}_0$. Also called $u$ in Sect. 5 and onward. See Fig. 9.
For $r > 1$, $w_0 = 1 + (r^2 - 1)w_0$. In either case $R = |u_0|$.
10. $z_0$, also called $z$ in Sects. 5 and onward. Its complex conjugate $\bar{z}_0$ is the analog of $w_0$
under the symmetry interchanging $s$ and $t$; $z_0$ satisfies $1 - w - z + (1 - r^2)zw = 0$,
see Lemma 6.2. This holds for both $r < 1$ and $r > 1$.
11. $u^*$ is defined by $u^*u = r^2$.
12. For $r < 1$, $\theta$ is defined so that the argument of $w_0$ is $s\theta$; in other words, $\theta = \arg\left(\frac{w_0}{1-w_0}\right)$. See Fig. 8. For $r > 1$, $\pi - s\theta = \arg w_0$. See Fig. 18.

2. The Variational Principle

Let $U \subset \mathbb{R}^2$ be a piecewise smooth Jordan domain, and $u : \partial U \to \mathbb{R}$ continuous. We
say $u$ is feasible if there exists a Lipschitz function $h : U \to \mathbb{R}$ with boundary values
$h|_{\partial U} = u$ and gradient in $\mathcal{N}$, the convex hull of $(0, 0), (1, 0), (0, 1)$. We let $\Omega = \Omega(U, u)$
be the set of such $\mathcal{N}$-Lipschitz extensions of $u$.

For $\epsilon > 0$ let $\epsilon \mathbb{Z}^2$ be the graph $\mathbb{Z}^2$ scaled by $\epsilon$. Let $U_\epsilon \subset \epsilon \mathbb{Z}^2$
be the (largest connected) subgraph of $\epsilon \mathbb{Z}^2$ whose vertices are $U \cap \epsilon \mathbb{Z}^2$ and edges connect nearest
neighbors. Feasibility of $u$ guarantees the existence, for small enough $\epsilon$, of a five-
vertex configuration on $U_\epsilon$ whose associated height function $h : U_\epsilon^* \to \mathbb{Z}$ has scaled
boundary values $\epsilon h$ uniformly approximating $u$ (here $U_\epsilon^*$ is the dual graph). We let $\Omega_\epsilon = \Omega_\epsilon(U, u, h)$
be the set of all height functions (of five-vertex configurations) having the same boundary values as $h$. Note that the paths start at specified boundary vertices and along specified directions starting from these boundary vertices: these directions are
determined by the heights on the adjacent faces.

On $\Omega_\epsilon$ we define the probability measure $\mu_\epsilon = \mu_\epsilon(r)$ choosing a configuration
proportional to its weight, which is the product of its vertex weights. (The weight is
not defined at a boundary vertex, where a lattice path begins or ends; these vertices are
given weight 1, or equivalently, we take the product over weights of interior vertices.) Note that the weight of a configuration does not depend on \( X \) or \( Y \) since the number of horizontal and vertical edges of the paths is fixed by the boundary data. It does, however, depend on \( r \).

The following statement of the variational principle is due to [CKP01b], who originally applied it to the domino tiling model (and lozenge tiling model). Their proof applies identically to the five-vertex model, with several provisos. Firstly, the strict convexity of the surface tension function \( \sigma \) is essential to get uniqueness. In the \( r < 1 \) case here we lose strict convexity, and so get a weaker statement. Secondly, the explicit form of \( \sigma \) is different in our setting. Indeed, the explicit form of \( \sigma \) is the main contribution of the present paper. Finally, the argument of [CKP01b] relies on an a priori estimate given in [CEP96] (using Azuma’s inequality) for the height fluctuations for a domain with linear boundary conditions; this argument applies to general random tiling models and in particular also to the current setting.

**Theorem 2.1** ([CKP01b], Theorem 1.1). Take a piecewise smooth Jordan domain \( U \) and boundary height function \( u \) as above, satisfying the property that there is a feasible extension \( h \) having gradient in \( \mathcal{N} \). Then for any \( \delta > 0 \), with probability tending to 1 a rescaled \( \mu_{\epsilon} \)-random height \( \epsilon h \) will lie within \( \delta \) of the unique minimizer (if \( r > 1 \)) or one of the minimizers (if \( r < 1 \)) of the surface tension integral

\[
\iint_{U} \sigma(\nabla h) \, dx \, dy,
\]

where \( \sigma \) is given in Proposition 5.1 for \( r < 1 \) and 8.7) for \( r > 1 \).

For examples, see Fig. 15 for an \( r < 1 \) case and Fig. 24 for an \( r > 1 \) case.

Even though minimizers are not typically unique in the \( r < 1 \) case, convexity of \( \sigma \) implies that the set of all minimizers is a convex set (the average of two minimizers is also a minimizer), and moreover all minimizers \( h \) agree on the “repulsive” region where \( \nabla h \in \mathcal{N}^* \), that is, if \( h_1, h_2 \) are two minimizers and \( \nabla h_1 \in \mathcal{N}^* \) on a subregion \( U' \subset U \) then \( h_2 = h_1 \) on \( U' \). We call \( U' \) the repulsive region. See Figs. 15, 16 for the repulsive region for the “boxed plane partition” boundary conditions of Fig. 3, and see further discussion in Sect. 7.5.2.

**3. Bethe Ansatz Equations**

**3.1. Bethe ansatz for the five-vertex model.** Given \( X, Y, \) and \( r \) as described in Sect. 1 and another variable \( h > 0 \), following [Nol92] we define the six-vertex model vertex weights

\[
(a_1, \ldots, a_6) = (1, e^{-4h+X-Y}, e^X, e^Y, r e^{\frac{1}{2}(X+Y)}, r e^{\frac{1}{2}(X+Y)}).
\]

Taking \( h \to \infty \) yields (1.2). We also define the quantities

\[
2\Delta = \frac{a_1 a_2 + a_3 a_4 - a_5 a_6}{\sqrt{a_1 a_2 a_3 a_4}} = e^{2h+Y} (1 - r^2) + e^{-2h-Y}
\]

\[
H = e^{2h}.
\]

Consider the model (1.1) on the cylinder of height \( M \) and circumference \( N \), as shown in Fig. 4. The states of this model are specified by the vertical edges, since the horizontal
edges are uniquely determined by the requirement—implicit in the ice rule—that they connect up the vertical ones to form disjoint northwest-going paths from the bottom to the top of the cylinder.

The $2^N \times 2^N$ transfer matrix $T$ is indexed by configurations of edges in each row, with $T(x, y)$ defined to be the product of Boltzmann weights of the vertices in a circle around the cylinder, with the configuration $x$ in the row below and $y$ in the row above it, with the horizontal edges filled in as necessary. If $x$ and $y$ are such that no configuration of horizontal edges in the circle would comply with the ice rule, we set $T(x, y) = 0$. If $x$ and $y$ are both the empty configuration, then there are two valid configurations of horizontal edges between them, and in that case we define $T(x, y)$ to be the sum of the product of Boltzmann weights over each such configuration. The transfer matrix is related in a straightforward manner to the partition function via $Z = \text{trace} T^M$ [Bax16, Chapter 8]. Therefore, the $M \to \infty$ behavior of the partition function is governed by the largest eigenvalue $\Lambda = \Lambda_N$ of $T$. The limit $\lim_{N \to \infty} \frac{1}{N} \log \Lambda$ is the free energy. One could in principle get the same free energy from the simultaneous limit $M, N \to \infty$ of $\frac{1}{MN} \log Z$, see [DCGH+16] for a rigorous argument, but it is significantly easier to take first the $M \to \infty$ limit, then the $N \to \infty$ limit.

Since the number of vertical edges is constant from row to row, we may write $T$ in block diagonal form using $\binom{N}{n} \times \binom{N}{n}$ blocks $T_n = T_n(r, X, Y)$, which we define by restricting $T$ to configurations with $n$ vertical edges. For fixed $n$, the $X$-dependence of $T_n$ is simply due to a factor $e^{X_n}$, that is, $T_n$ is $e^{X_n}$ times a matrix independent of $X$. In the limit $N, n \to \infty$ with $n/N \to s$, we define the microcanonical free energy $F_m(s, Y)$ to be

$$F_m(s, Y) = -Xs + \lim_{N \to \infty} \frac{1}{N} \log \Lambda_n.$$
where \( \Lambda_n \) is the leading eigenvalue of \( T_n \). Subtracting \( Xs \) here removes the explicit dependence on \( X \). The leading eigenvalue of \( T \) for fixed \( N \) is obtained by maximizing over \( n \) the leading eigenvalue of \( T_n \). In the limit this corresponds to maximizing \( F_m(s, Y) + sX \) over \( s \), and we define the free energy \( F(X, Y) \) as in (1.4).

We can calculate the \( 1 \times 1 \) matrices \( T_0 \) and \( T_N \) quite simply. For example, \( T_0 \) is a \( 1 \times 1 \) matrix with entry \( a_1^n + a_4^n \), since the possibilities are that every vertex is type 1 or that every vertex is type 4. Therefore, its eigenvalue is
\[
a_1^n + a_4^n = 1 + e^{YN}.
\]
If there are \( N \) edges in each row, then every vertex must be of type 3. So the eigenvalue of \( T_N \) is
\[
a_3^n = e^{XN}.
\]
If \( n = 1 \), then we can associate with each configuration \( x \) the location \( k \) of the occupied edge. By the rotational symmetry of the model, \( T_1 \) is a circulant matrix, meaning that each row is obtained from the previous one by applying a one-entry circular shift. The eigenvalues of an \( N \times N \) circulant matrix are given by [Dav12]
\[
\lambda_j = c_0 + c_1 \omega_j^{-1} + c_2 \omega_j^{-2} + \cdots + c_{N-1} \omega_j^{-N+1} \quad (j = 0, \ldots, N - 1),
\]
where \( \omega_j = \exp(2\pi ij/N) \) is an \( N \)th root of unity and \( (c_0, \ldots, c_{N-1}) \) is the first row of the matrix. Substituting weights to find the entries, we get
\[
\lambda_j = e^X \left( 1 + r^2 \left( \frac{e^Y}{\omega_j} + \cdots + \frac{e^{(N-1)Y}}{\omega_j^{N-1}} \right) \right) = e^X \left( 1 + \frac{r^2 e^Y}{\omega_j - e^Y} + e^{YN} \frac{\omega_j r^2}{e^Y - \omega_j} \right).
\]
Now suppose \( n > 1 \). The **Bethe ansatz** is the idea to look for eigenvectors of \( T_n \) of the form
\[
f(k_1, \ldots, k_n) = \sum_{\pi \in S_n} A_{\pi} \xi_{\pi(1)}^{k_1} \cdots \xi_{\pi(n)}^{k_n}, \tag{3.1}
\]
where the sum is over the permutation group \( S_n \), the quantities \( A_{\pi}, \xi_1, \ldots, \xi_n \) are certain constants, and \( 1 \leq k_1 < k_2 < \cdots < k_n \leq N \) are the positions of the occupied edges. Substituting (3.1) into the eigenvector equation \( T_n f = \lambda f \), one finds that there exist coefficients \( A_{\pi} \) such that \( f \) is indeed an eigenvector if the values \( \xi_1, \ldots, \xi_n \) satisfy the **Bethe equations**, which are worked out in [Nol92] for arbitrary \( a_1, \ldots, a_6 \):
\[
\xi_i^n = (-1)^{n-1} \prod_{j=1}^n \frac{1 + H^2 \xi_i \xi_j - 2 \Delta H \xi_i}{1 + H^2 \xi_i \xi_j - 2 \Delta H \xi_j}. \tag{3.2}
\]
An underlying assumption that ensures that (3.1) is non-zero is that the solutions \( \xi_j \) to (3.2) have to be distinct. For the general 6-vertex model, this system of coupled polynomial equations is difficult to work with. Taking \( h \to \infty \), however, the Eq. (3.2) yield
\[
\xi_i^n = (-1)^{n-1} \prod_{j=1}^n \frac{1 - (1 - r^2) e^{Y} \xi_j^{-1}}{1 - (1 - r^2) e^{Y} \xi_i^{-1}}.
\]
or equivalently

\[ \zeta_i^{N-n} ((1 - r^2) e^Y - \zeta_i)^n = - \prod_{j=1}^{n} (1 - (1 - r^2)e^Y \zeta_j^{-1}). \] (3.3)

This system has an advantage over (3.2) since the right-hand side is symmetric in all \( \zeta_j \), and the left-hand side depends only on a single root \( \zeta_i \), so the system “decouples”: see the next section.

The eigenvalue corresponding to the eigenvector \( f \), expressed in terms of the corresponding solution of (3.3), is (see equation 2.6 in [Nol92])

\[ \Lambda := e^{XN} \left[ \prod_{j=1}^{n} \left( 1 + \frac{r^2 e^Y}{\zeta_j - e^Y} \right) + e^{YN} \prod_{j=1}^{n} \frac{r^2}{e^Y \zeta_j^{-1} - 1} \right]. \] (3.4)

It is an interesting and difficult problem to show that all eigenvectors of \( T_n \) have this form. However we are only concerned in this paper with the maximal eigenvalue; Sect. 9 below completes the proof that the above is a correct expression for the leading eigenvalue.

### 3.2. Leading eigenvalue.

We assume throughout the paper that \( r \neq 1 \). We are interested in the limit as \( n, N \to \infty \) of the solution of (3.3) and the eigenvalue (3.4) with edge density \( n/N \) tending to a constant \( 0 \leq s \leq 1 \). Define \( w_j = \frac{\zeta_j}{(1-r^2)e^Y} \). In terms of the \( w_j \)’s, the Bethe equations (3.3) become

\[ w_j^{N-n} (1 - w_j)^n = -((1 - r^2)e^Y)^{-N} \prod_{k=1}^{n} \frac{w_k - 1}{w_k}. \] (3.5)

Define \( \mathbf{w} := (w_1, \ldots, w_n) \). We define \( A(\mathbf{w}) \) to be the right-hand side of (3.5):

\[ A(\mathbf{w}) = -((1 - r^2)e^Y)^{-N} \prod_{k=1}^{n} \frac{w_k - 1}{w_k}. \] (3.6)

Since \( A(\mathbf{w}) \) is symmetric in the \( \{w_j\} \), we see that there is an equation of the form \( w_i^{N-n} (1 - w_i)^n = y \), where \( y \) is \( \mathbb{C} \), which is satisfied by \( w_j \) for all \( 1 \leq j \leq n \).

Curves \( C_{a,b,c} \) of the form \( a \log |w| + b \log |1 - w| = c \), where \( a \) and \( b \) are positive, are called Cassini ovals (see Fig. 5). Note that solutions of the equation \( w_i^{N-n} (1 - w_i)^n = y \) lie on the Cassini oval \( C_{a,b,c} \) with \( a = N - n, b = n \), and \( c = \log |y| \).

The eigenvalue (3.4) may be expressed in terms of the \( w_j \)’s as

\[ \Lambda = \Lambda(\mathbf{w}) = e^{XN} (1 - r^2)^n \left[ \prod_{j=1}^{n} \frac{1 - w_j}{1 - (1 - r^2) w_j} + e^{YN} \prod_{j=1}^{n} \frac{r^2 w_j}{1 - (1 - r^2) w_j} \right] \] (3.7)

\[ = e^{XN} (1 - r^2)^n e^{YN} \left[ 1 - (-1)^n yr^{-2n} (1 - r^2)^N \prod_{j=1}^{n} \frac{r^2 w_j}{1 - (1 - r^2) w_j} \right] \] (3.8)
where \( y = A(w) \) is given in (3.6).

Since \( \Lambda > 0 \) for the leading eigenvalue (by Perron-Frobenius), we may take the absolute value of the right-hand side.

\[
\Lambda = e^{Xn} |1 - r^2|^ne^YN \left| 1 - (-1)^n yr^{-2n}(1 - r^2)^N \right| \prod_{j=1}^{n} \frac{r^2|w_j|}{|1 - (1 - r^2)w_j|}. \tag{3.9}
\]

Our goal is to find \( \Lambda \) as a function of \( n, N \) and \( Y \). However due to the implicit nature of the equations, it is convenient to “work backwards” and start with \( n, N \) and \( y \) which define the Cassini oval. We will then reconstruct \( Y \) as a function of \( y \), and \textit{a posteriori} show that, for fixed \( n/N \), the map \( y \to Y \) is monotone bijective on the relevant ranges. For fixed \( N, n \) and \( r < 1 \), the quantities \( Y, y \) are in fact not monotonically related over their \textit{full} range, see Fig. 6. However for large \( N \) we will show (Lemma 4.2) that the relevant part of the range will be \( Y \leq -\log(1 - r^2) \), where Lemma 4.3 shows that \( Y \) and \( y \) are indeed monotonically related.

If \( r > 1 \), then \( y, Y \) are monotonically related over their full range, see discussion in Sect. 8.1.2.

3.3. Cassini oval properties. Define the polynomial

\[
p(w) = w^{N-n}(1 - w)^n. \tag{3.10}
\]

In the following lemma we record some basic facts about the level sets of \( p \) and \( |p| \).

Lemma 3.1. Equations of the form \( p(w) = y \) have the following properties:

(i) When \( |y| < \frac{n^n(N-n)^{N-n}}{N^N} \), the Cassini oval \( |p(w)| = |y| \) consists of two components—one of which surrounds the origin and the other of which surrounds \( 1 \in \mathbb{C} \)—and the equation \( p(w) = y \) has \( N - n \) solutions on the former and \( n \) solutions on the latter.

(ii) When \( |y| > \frac{n^n(N-n)^{N-n}}{N^N} \), the Cassini oval \( |p(w)| = |y| \) is a simple closed curve surrounding both \( 0 \) and \( 1 \), on which lie all \( N \) solutions of the equation \( p(w) = y \). The rightmost \( n \) roots are separated from the rest by the curve \( \frac{\arg(w)}{\arg(1/(1-w))} = \frac{n}{N-n} \).
(iii) Any circle centered at a point of \((-\infty, 0) \cap [1, \infty)\) intersects a Cassini oval in at most two points.

Proof. For the first parts of (i) and (ii), note that \(|w^{N-n}(1-w)^n|\) has two local minima, at 0 and 1, and one saddle point at any point of \(w\) where \(N-n \cdot \frac{n}{1-w} = 0\), that is, \(w = (N-n)/N\), where it has value \(\frac{n^N(N-n)^{n-n}}{N^n}\). The second part of (i) follows by continuity of the roots from the small \(y\) case. For the second part of (ii), note that the principal branch of the map \(w \mapsto w(N-n/n(z-1))\) on \(C \setminus (-\infty, 0)\) maps the roots of \(p(w) = y\) to the circle around 0 of radius \(|y|^{1/n}\), and it maps the right-most \(n\) roots to \(y^{1/n} e^{2\pi i j/n}\). If there is one component, the rightmost preimage of \(-|y|^{1/n}\) under this map is the intersection of the oval with the curve \(\frac{\text{arg}(w)}{\text{arg}(1/(1-w))} = \frac{n}{N-n}\).

For (iii), we first show that the oval and the circle intersect transversely at any nonreal point \(z\) of intersection. Suppose a circle is centered at \(z \in \mathbb{R}\) and consider the Cassini oval \(C_{\alpha, \beta, y}\). As \(z\) moves along the oval, we have (differentiating \(\alpha \log |z| + \beta \log |1-z|\) with respect to \(z\))

\[
\text{Re}\left[\left(\frac{\alpha}{z} - \frac{\beta}{1-z}\right) dz\right] = 0.
\]

At a point \(z\) of non-transversal intersection, we would have additionally \(\text{Re}\left[\frac{dz}{z-c}\right] = 0\).

These two equations would imply that \(dz = 0\) unless \(\alpha/z - \beta/1-z\) and \(1/(z-c)\) point in the same direction, that is, unless their ratio is real:

\[
\left(\frac{\alpha}{z} - \frac{\beta}{1-z}\right)(z-c) \in \mathbb{R}.
\]

However we claim that this quantity can be real (for \(z \not\in \mathbb{R}\)) only if \(c \in [0, 1]\). To see this, for real \(t\), note that the equation \(\left(\frac{\alpha}{z} - \frac{\beta}{1-z}\right)(z-c) - t = 0\) has two roots \(z_1, z_2\). The discriminant of this quadratic is

\[-4c\alpha(-t + \alpha + \beta) + (t - \alpha - c\alpha - c\beta)^2\]

which is minimized at \(t = \alpha - \alpha c + \beta c\) and takes value \(4\alpha\beta(-1 + c)c\) there, which is positive for \(c \not\in (0, 1)\). Thus \(z_1, z_2\) are real for \(c \not\in (0, 1)\).

Thus the oval and the circle intersect transversely at any nonreal point \(z\) of intersection. Fix the circle center \(c > 1\) and increase its radius \(t\) continuously from zero (the \(c < 0\) case is analogous). By the above, the number of intersection points with the oval only changes when the circle passes one of the real points of the oval. The increasing circle will first intersect the right-most point of the oval, which is closer to \(c\) than the other real points. If the oval has one component, the number of intersections only changes again when the circle passes through the left-most point of the oval, where the number of intersections drops to zero (if it went to up to four or more, increasing the radius further would lead to a tangency, contradicting the transversality). If the oval has two components, the next intersection of the circle is with the left real point of the right component, and the number of intersections with the circle then drops to zero, until the circle grows to hit the left component (at its right-most point). In all cases there are at most two intersections. \(\square\)
3.4. Consistency equations. Let’s consider the consistency equations \( p(w_j) = A(w) \), \( 1 \leq j \leq n \). If \( w \) is a solution to this system, then

\[
1 = \frac{A(w)}{p(w_j)} = \frac{1}{(1-r^2)e^r} \prod_{j=1}^{n} \frac{|w_j - 1|}{|w_j|} = \left( \frac{1}{|1-r^2|e^Y} \right)^N \prod_{j=1}^{n} |w_j|^{-N/n}. \]

Taking the logarithm of both sides and dividing by \( N \) gives the equation

\[
0 = - \log(|1 - r^2|e^Y) - \frac{1}{n} \sum_{j=1}^{n} \log |w_j|. \tag{3.11}
\]

Then (3.11) can be substituted into (3.9) to yield

\[
\Lambda(w) = e^{Xn}e^{Y(N-n)} \left| 1 - (-1)^n A(w)e^{-2n(1-r^2)} \right| \prod_{j=1}^{n} \left| 1 - (1-r^2)w_j \right|. \tag{3.12}
\]

We can see that, for fixed \( y = A(w) \), to maximize \( \Lambda \) we must minimize the moduli of \( 1 - (1-r^2)w_j \). If \( r < 1 \), this means (by part (iii) of the lemma) that \( \Lambda \) is maximized when \( w_1, \ldots, w_n \) are distinct roots of \( p(w) = y \) with maximal real part. When \( r > 1 \), \( \Lambda \) is maximized when \( w_1, \ldots, w_n \) are distinct roots of \( p(w) = y \) with minimal real part. We treat these two cases separately.

**Lemma 3.2.** Suppose the Cassini oval has one component. Then (for the maximal eigenvalue) \( y < 0 \).

**Proof.** We suppose \( r < 1 \). The case \( r > 1 \) is symmetric (changing ‘largest’ to ‘smallest’). By the uniqueness of the maximal eigenvalue, we must have \( y \in \mathbb{R} \); otherwise taking the \( n \) largest roots \( w_j \) for \( y \) and \( \bar{y} \) would give us two distinct complex conjugate leading eigenvectors. The roots \( w_j \) satisfy \( w_j^{(N-n)/n} (1 - w) = y^{1/n} \sigma \), where \( \sigma \) is an \( n \)th root of \( 1 \). If \( y > 0 \) and \( n \) is even, the root \( w \) of \( p(w) = y \) with largest real part is itself real, and the subsequent roots \( w_j \) of smaller real parts come in complex conjugate pairs; thus the \( 2j \)th and \( 2j + 1 \)st roots with largest real part have the same modulus, but we can’t pick an even number of these with largest modulus. This contradicts the unicity of the maximum eigenvalue. Similarly if \( y > 0 \) and \( n \) is odd, the largest roots are nonreal, and come in complex conjugate pairs. We can’t pick an odd number of these of maximal real part, again contradicting the unicity of the maximum eigenvalue. If \( y < 0 \), however, for \( n \) even the roots \( w \) with largest real part all come in complex conjugate pairs (as in Fig. 5), and for \( n \) odd the largest root is real and the remaining ones come in complex conjugate pairs, so there is a unique choice of \( n \) largest roots. \( \square \)

4. Maximal Eigenvalue: the \( r < 1 \) case

4.1. Large \( Y \) case. Let us first consider the case of large \( Y \), without fixing \( n \).

**Lemma 4.1.** Suppose that \( Y > X \) and \( Y \geq - \log(1 - r^2) \). Then the measure on configurations in the limit \( N \to \infty \) is supported on a single configuration consisting of all horizontal edges. Likewise if \( X > Y \) and \( X \geq - \log(1 - r^2) \), in the \( N \to \infty \) limit the system consists in a single configuration of all vertical edges.
Proof. Consider the model on a finite cylinder of circumference \( N \) and height \( M \), with free boundary conditions. Suppose some horizontal edge is not in the configuration. The vertex to its right either has an edge north out of it or does not have an edge east out of it (or both of these conditions happen). Likewise from a vertical edge in the configuration, its upper vertex has an edge north out of it or no edge east out of it. Starting from a missing horizontal edge on the bottom row of the cylinder we can make a NE lattice path of “defects” (referred to as steps below) consisting of these missing horizontal edges and present vertical edges, where we never take two consecutive vertical steps. A path of “defects” (referred to as steps below) consisting of these missing horizontal steps on the bottom row of the cylinder we can make a NE lattice starting from a horizontal non-edge on the bottom row, a defect path has length \( K \) and its upper vertex has an edge north out of it or no edge east out of it. Thus each such defect path will be exponentially suppressed: replacing each path with a path of non-defects increases the weight of a configuration by a quantity exponential in \( M \). In other words, for \( Y > - \log(1 - r^2) \) the entropic contribution of there being more defective configurations than the single all-horizontal configuration can be ignored and the non-defective configuration has exponentially greater weight than the sum of weights of all possible defective configurations having a given defect edge.

If a configuration has more than one defect path, we must take into account the change in weight when two defect paths share one or more vertices. At each vertex of intersection where two defect paths meet, the local contribution \( e^{-Y} + r^2 e^{X-Y} \) from the upper path is replaced by the single quantity \( e^{X-Y} \). Note that \( e^{X-Y} < 1 \); we can combine this factor with the factor \( e^{-Y} + r^2 e^{X-Y} \) from the lower path, giving the configuration a local combined contribution of \( (e^{-Y} + r^2 e^{X-Y}) < \lambda \) to the relative weight. In particular giving relative weight \( \lambda^{1/2} \) instead of \( \lambda \) to each horizontal step of each defect path, we can still upper bound the relative weight of multiple paths by the product of \( \lambda^{K/2} \) over each path.

In conclusion, the union of all configurations with one or more defect paths has exponentially (in \( M \)) small weight (and hence probability) compared with the weight of the all-horizontal configuration. \( \square \)

We now consider the case of \( n \) fixed, and where the Cassini oval has two components. By Lemma 3.1(ii), this occurs for small \( |y| \). Recall that when the Cassini oval has two components, the \( n \) roots of \( p(w) = y \) of maximal real part are exactly those on the component surrounding 1.

As discussed in Fig. 6, there are two possible situations. In the first, \( w_1, \ldots, w_n \) are the roots on the right-most component, that is, those of maximal real part. We will show that in this case \( Y \) tends to a fixed value in the limit \( N \to \infty \), namely, \( Y = - \log(1 - r^2) \). In the second case, \( y > 0 \), and \( w_1, \ldots, w_{n-1} \) are the right-most \( n - 1 \) roots on the right component, and \( w_n \) is the right-most root on the left component. In this case in the limit of large \( N \) \( Y \) tends likewise to

\[
Y = - \log(1 - r^2) + \log |w_n| - \log |w_n^*| \geq - \log(1 - r^2)
\]
Fig. 6. A plot of \(\text{sign}(y)|y|^{1/n}\) versus \(Y+\log(1-r^2)\) for \(N = 16, n = 5\) and \(r < 1\). At each black sample point there is an insert showing the corresponding roots \(w_j\) (blue) and other roots (yellow) of the Bethe equation \(p(w) = y\). Note that along the upper branch of the curve, a blue and yellow root have changed places, compared to the lower branch at the same \(y\) value. The upper branch consists of values of \(Y+\log(1-r^2)\) which are unobtainable using the \(n\) right-most roots, for any \(y\), but can be obtained by taking the \(n-1\) rightmost roots of the small component of the Cassini oval, and the right-most root of the left component.

where \(w_n^*\) is the left-most root on the right component. By Lemma 4.1 this second case is irrelevant, since for these values of \(Y\) the system is frozen. This solution of the Bethe equation does not correspond to the maximal eigenvalue.

Let us evaluate (3.11) in the first case. Let \(C_\rho\) be a circle around the origin of radius \(\rho\), where \(\rho\) is chosen so that one oval is enclosed and one is in the exterior. By Lemma 10.1,

\[
-\log((1-r^2)e^Y) = \frac{1}{n} \left( \frac{1}{2\pi} \int_0^{2\pi} \log |p(\rho e^{i\theta}) - y| d\theta - (N-n) \log \rho \right).
\]  (4.1)

Recall that \(|p(z)| = |y|\) for \(z\) on the Cassini oval. For large \(N, n\), the quantity \(|p(z)|\) is constant on the Cassini ovals \(C_{N-n,n,*}\) in the same family as \(|y|\) varies, but increases rapidly as \(|y|\) increases. In particular \(|p(\rho e^{i\theta})| \gg |y|\) on the circle \(C_\rho\), so the integrand is well approximated by \(\log |p(\rho e^{i\theta})|\). Plugging in \(p(w) = w^{N-n}(1-w)^n\) and ignoring the \(y\), the right-hand side vanishes to order \(o(1)\), giving \(-\log((1-r^2)e^Y) = o(1)\), or, \(Y = -\log(1-r^2) + o(1)\).

To compute the eigenvalue (3.12) we need to compute

\[
\prod_{i=1}^{n} \left(1 - (1-r^2)w_i\right). \tag{4.2}
\]

The map \(w \mapsto 1 - (1-r^2)w\) takes points of the oval outside of \(C_\rho\) to points \textit{inside} the disk \(C_R\) at 0 of radius \(R = |1 - (1-r^2)\rho|\).
In terms of the polynomial $p(w)$ these points are roots of the monic polynomial
\[(1 - r^2)^N \left( p \left( \frac{1 - u}{1 - r^2} \right) - y \right).
\]
Its constant coefficient is
\[c_0 = (1 - r^2)^N \left( p \left( \frac{1}{1 - r^2} \right) - y \right) = (-1)^n r^{2n} - y(1 - r^2)^N\]
which is (up to sign) the product of the $N$ roots.

Thus using Lemma 10.1 (with $u = Re^{i\phi}$) the log of the product in (4.2) is
\[
\log \left( \prod_{i=1}^{n} (1 - (1 - r^2)w_i) \right) = \log |c_0| + n \log R - \frac{1}{2\pi} \int_0^{2\pi} \log \left| (1 - r^2)^N \left( \frac{1 - u}{1 - r^2} \right)^{N-n} \left( \frac{r^2 - u}{1 - r^2} \right)^n \right| \, d\phi + o(N).
\]

Again $y$ is negligible, so this reduces to
\[
= \log |c_0| + n \log R - \frac{1}{2\pi} \int_0^{2\pi} (N - n) \log |1 - u| + n \log |r^2 - u| \, d\phi + o(N)
= \log |c_0| + o(N),
\]
where we used $r^2 < R < 1$ in the last equality.

Plugging in to (3.12) yields

**Proposition 4.2.** Fix $r < 1$ and suppose the Cassini oval has two components. Then as $n, N \to \infty$ with ratio tending to $s$, we necessarily have $Y = -\log(1 - r^2)$ and $\lim_{n \to \infty} \frac{1}{N} \log \Lambda = Y(1 - s) + Xs$.

4.3. Cassini oval one component case. Fix $y$, and define a positive number $\rho$ so that the circle $C_\rho$ of radius $\rho$ centered at the origin surrounds $N - n$ of the roots of $p(u) - y$ and passes through none of the roots. Define $w_0$ to be the intersection point in the upper half plane of $C_\rho$ and the Cassini oval $|p(w)| = |y|$. Then, applying Lemma 10.1 to (3.11), up to terms tending to zero as $N \to \infty$, (4.1) gives

\[- \log(|1 - r^2|e^y) = - \frac{N - n}{n} \log |w_0| + \frac{\arg w_0}{n\pi} \log |y| + \frac{1}{2\pi n} \int_{\arg w_0}^{2\pi - \arg w_0} \log |p(\rho e^{i\theta})| d\theta,
\]
and plugging in $p(w) = w^{N-n} (1 - w)^n$ and $|y| = |p(w_0)|$ and simplifying
\[- \log(|1 - r^2|e^y) = \frac{\arg w_0}{\pi} \log |1 - w_0| + \frac{1}{\pi} \Im Li(w_0).
\]

The right-hand side of (4.5) reoccurs many times later so we define the function
\[B(z) = \frac{1}{\pi} (\arg z \log |1 - z| + \Im Li(z)).
\]
See the appendix for some of its properties, as well as properties of the dilogarithm Li.

Note that as $w_0$ tends to a point in $(0, 1)$, the Cassini oval develops a pinch point, and $B(w_0)$ tends to 0, which is consistent with the two-component case.
Fig. 7. In blue/green, curves of the form \( \frac{(\arg w)}{(1-w)} = \frac{s}{1-s} \) for various values of \( s \in (0, 1) \). The orthogonal family of gray curves shown is a collection of level curves of \( B \).

4.4. Relating \( y \) to \( Y \), one component case. The point \( w_0 \) of the previous section plays an important role in the rest of the paper; it is a conformal coordinate for the model. Equation (4.5) relates \( Y \) to a certain function of \( w_0 \), which itself is defined from \( s = n/N \) and \( y \). We show in this section that \( w_0 \) (and hence \( y \)) can be determined from \( Y \) and \( s = n/N \), and conversely, \( w_0 \) determines \( Y \) and \( s = n/N \). Moreover \( y \) and \( Y \) are monotonically related.

Consider, for given \( n, N \), the triangles with vertices 0, 1, \( w \) with \( w \) in the upper half plane, which have angles at 0 and 1 with ratio \( \frac{n}{N-n} = \frac{s}{1-s} \). These points \( w \) form a curve in \( \mathbb{H} \). As \( 0 < s < 1 \) varies these curves foliate the upper half plane, see Fig. 7.

Given a point \( w \) on this curve, \( w \) lies on a unique Cassini oval \( \{ w : |w|^{N-n}|1-w|^n = y \} \) with the property that the number of roots of \( w^{N-n}(1-w)^n = y \) on the right side of the curve is \( n \) (see Lemma 3.1(ii)).

Thus for any \( w_0 \) in the upper half plane there is a corresponding choice of \( n/N \): we have

\[
\frac{s}{1-s} = \frac{n}{N-n} = \frac{\arg(w_0)}{\arg(1/(1-w_0))}.
\]

Conversely, given \( s = n/N \), there is a curve \( \frac{\arg(w)}{\arg(1/(1-w))} = \frac{s}{1-s} \), and on this curve the values of \( B(w) \) are monotone running from 0 (on the real axis in \([0, 1]\)) to infinity (the orthogonality of the \( B \) curves and the \( s \) curves follows from explicit differentiation). Thus \( w_0 \) is defined uniquely as a function of \( s, Y \). Conversely \( w_0 \) uniquely determines \( s, Y \). It is not hard to establish monotonicity of \( Y \) for large finite \( N, n \) as well:

**Lemma 4.3.** Suppose the Cassini oval has one component and is not at the pinch point, that is, is a simple smooth curve. For sufficiently large \( N, n \) and \( r < 1 \), \( Y \) is a monotone increasing function of \( |y| \).

**Proof.** Differentiating \( p(w) = y \) we have

\[
\left( N - n - \frac{nw}{1-w} \right) \frac{dw}{w} = \frac{dy}{y}
\]

which implies

\[
\frac{d \log |w|}{d \log y} = \Re \frac{1}{N - n - \frac{nw}{1-w}}.
\]
The map \( \psi(w) = w^{(N-n)/n}(1-w) \) maps the Bethe roots \( w_1, \ldots, w_n \) to the consecutive \( n \)th roots of \( y \). Let \( z = \psi(w) \). Then starting from (3.11),

\[
\frac{dY}{dy} = -\frac{1}{n} \sum_{j=1}^{n} \frac{dw_j}{w_j} = -\frac{dy}{yn} \sum_{j=1}^{n} \frac{1}{N - n - \frac{n w_j}{1-w_j}} \\
\approx -\frac{dy}{yn} \frac{n}{2\pi i} \int_{N - n - \frac{n w}{1-w}}^{w_0} \frac{dw}{w} \\
= -\frac{dy}{yn} \frac{1}{2\pi i} \int_{w_0}^{w_0} \frac{dw}{w} = -\frac{dy}{yn} \arg w_0 \pi.
\]

The approximation of the sum by the integral is valid for sufficiently large \( n \), and \( \arg w_0 > 0 \) as long as we are not at the pinch point. So with Lemma 3.2 it follows that \( \frac{dY}{dy} \) is always positive.

We define \( \theta \) so that the argument of \( w_0 \) is \( s\theta \), see Fig. 8.

### 4.5. The free energy, one component case.

We can start from (4.3). We can evaluate the integral as follows. For points \( u \) inside the image of the oval, the integrand is approximated by the quantity \( \log((1-r^2)^N|y|) \), and for points outside the integrand is approximated by

\[
\log \left| (1-r^2)^N p \left( \frac{1-u}{1-r^2} \right) \right| = \log(|1-u|^{N-n}|r^2-u|^{n}).
\]

The errors in these approximations are both \( o(1) \) as \( N \to \infty \) except when \( u \) is within \( o(1) \) of the oval; as such the errors contribute at most \( o(1) \) to the result. Setting

\[
u_0 = Re^{i\phi_0} = 1 - (1-r^2)\bar{w}_0
\]

we have that (4.3) is

\[
2n \log r + \log[1 - (-1)^n yr^{-2n}(1-r^2)^N] + n \log R - \frac{\phi_0}{\pi}(N \log(1-r^2) + \log |y|)
\]
\[-\frac{N + n}{2\pi} \int_{\phi_0}^{2\pi - \phi_0} \log |1 - u| \, d\phi - \frac{n}{2\pi} \int_{\phi_0}^{2\pi - \phi_0} \log \left| \frac{1}{r^2} - u \right| \, d\phi \]

and splitting up the $2n \log r$ term,

\[
= \log[1 - (-1)^n yr^{-2n}(1 - r^2)^N] + n \log R - \frac{\phi_0}{\pi} (-2n \log r + N \log(1 - r^2) + \log |y|)
\]

\[
= \log[1 - (-1)^n yr^{-2n}(1 - r^2)^N] + n \log R - \frac{\phi_0}{\pi} (-2n \log r + N \log(1 - r^2) + \log |y|)
\]

\[
= \frac{N - n}{\pi} \text{Im Li}(u_0) - \frac{n}{\pi} \text{Im Li}\left(\frac{u_0}{r^2}\right).
\]

Plugging in $\log |y| = (N - n) \log |w_0| + n \log |1 - w_0|$ yields

\[
= \log[1 - (-1)^n yr^{-2n}(1 - r^2)^N] + n \log R - \frac{\phi_0}{\pi} ((N - n) \log |(1 - r^2)w_0| + n \log \left|\frac{1 - r^2}{r^2}(1 - w_0)\right|)
\]

\[
= \frac{N - n}{\pi} \text{Im Li}(u_0) - \frac{n}{\pi} \text{Im Li}\left(\frac{u_0}{r^2}\right) = \log[1 - (-1)^n yr^{-2n}(1 - r^2)^N]
\]

\[
= \frac{(N - n)}{\pi} \phi_0 \log |1 - u_0| + \text{Im Li}(u_0)) - \frac{n}{\pi} \phi_0 \log \left|\frac{1 - u_0}{r^2}\right| + \text{Im Li}\left(\frac{u_0}{r^2}\right) + n \log R.
\]

Using (3.12) we get, in terms of the function $B(z)$ of (4.6),

\[
\lim_{N \to \infty} \frac{1}{N} \log \Lambda = sX + (1 - s)Y + 2s \log r + (1 - s)B(u_0) + sB\left(\frac{u_0}{r^2}\right) - s \log |u_0|.
\]

Using the identity $B(z) - \log |z| = B(1 - 1/z)$ with $z = u_0/r^2$ gives the microcanonical free energy (1.3) to be

\[
F_m(s, Y) = (1 - s)Y + (1 - s)B(u_0) + sB\left(1 - \frac{r^2}{u_0}\right).
\]

The calculation of the surface tension $\sigma(s, t)$ and free energy $F(X, Y)$, as discussed in (1.4), are performed in Sect. 5 below.

5. Legendre Transform, $r < 1$ Case

The surface tension $\sigma(s, t)$ satisfies

\[-\sigma(s, t) = F_m(s, Y) - Yt\]

where $t = \frac{dF_m}{dT}$.

Fixing $r, s$, we can parameterize $F_m(s, Y)$ explicitly in terms of $\theta$, where $s\theta = \pi - \arg(u_0 - 1)$, see Fig. 9. Then $Y$ is a function of $\theta$ given by (4.5).

Using $Y = -\log(1 - r^2) - B(u_0)$, we compute using (10.3)
Fig. 9. Given $r$ and the ratios $[s : t : 1 - s - t] \in \mathcal{N}^*$, there is a unique $u = u_0$ in the upper half plane satisfying the property that the angles indicated are in the ratio $[s : t : 1 - s - t]$.

\[
\frac{dY}{d\theta} = -\frac{dB(w_0)}{d\theta} = -s\theta \frac{d}{d\theta} \log |1 - w_0| - \frac{\theta}{\pi} \frac{d}{d\theta} \log |w_0|.
\]

Letting $\phi = \arg u_0$ we have

\[
\frac{dB(u_0)}{d\theta} = \frac{\phi}{\pi} \frac{d}{d\theta} \log |1 - u_0| + \frac{s\theta}{\pi} \frac{d}{d\theta} \log |u_0|,
\]

and

\[
\frac{dB(1 - r^2/u_0)}{d\theta} = \frac{\phi}{\pi} \frac{d}{d\theta} \log \left|\frac{u_0 - r^2}{u_0}\right| + \frac{(1 - s)\theta - \phi}{\pi} \frac{d}{d\theta} \log |r^2/u_0| = \frac{\phi}{\pi} \frac{d}{d\theta} \log |u_0 - r^2| - \frac{\theta}{\pi} \frac{d}{d\theta} \log |u_0|.
\]

Then

\[
\frac{dF_m(s, Y)}{d\theta} = (1 - s)\frac{dY}{d\theta} + (1 - s)\frac{dB(u_0)}{d\theta} + s\frac{dB(1 - r^2/u_0)}{d\theta} = (1 - s)\frac{dY}{d\theta} + (1 - s)\frac{\phi}{\pi} \frac{d}{d\theta} \log |1 - u_0| + \frac{s\phi}{\pi} \frac{d}{d\theta} \log |u_0 - r^2| = (1 - s)\frac{dY}{d\theta} + (1 - s)\frac{\phi}{\pi} \frac{d}{d\theta} \log \left|\frac{1 - u_0}{1 - r^2}\right| + \frac{s\phi}{\pi} \frac{d}{d\theta} \log \left|\frac{u_0 - r^2}{1 - r^2}\right| = (1 - s)\frac{dY}{d\theta} + \frac{\phi}{\pi} \left( (1 - s)\frac{d}{d\theta} \log |w_0| + s\frac{d}{d\theta} \log |1 - w_0| \right) = \left( 1 - s - \frac{\phi}{\theta} \right) \frac{dY}{d\theta}.
\]

Thus

\[
t = \frac{dF_m}{dY} = \frac{dF_m}{d\theta} \frac{d\theta}{dY} = 1 - s - \frac{\phi}{\theta},
\]

and so $\phi = (1 - s - t)\theta$.

Figure 9 illustrates the relationship between $s, t, u, r, \text{ and } \theta$. 
Fig. 10. The region $\mathcal{N}^*$ is bounded by the axes and the hyperbola $(\frac{1-r^2}{r^2})st + s + t - 1 = 0$ (shown here for $r = 0.6$)

Note that not all ratios $[s : t : 1 - s - t]$ are feasible: as $u_0$ ranges over the upper half plane, a short computation shows that the values $(s, t)$ range over the subset $\mathcal{N}^*$ of $\mathcal{N}$ bounded by the axes and the hyperbola

$$\left(\frac{1-r^2}{r^2}\right)st + s + t - 1 = 0,$$

see Fig. 10: the three intervals $u \in (1, \infty)$, $u \in (-\infty, 0)$, $u \in (0, r^2)$ map respectively to the vertices $(s, t) = (1, 0), (0, 0)$ and $(0, 1)$. For $r^2 < u < 1$, taking the limits as $\text{Im} \ u \to 0$ of the angle ratios, we have $s = \frac{u-r^2}{1-r^2}$ and $t = \frac{r^2(1-u)}{(1-r^2)u}$, which parameterizes the curved edge of $\mathcal{N}^*$. When $r \to 1$ this hyperbola degenerates to the line $s + t = 1$.

For $(s, t) \in \mathcal{N} \setminus \mathcal{N}^*$, there is not a unique Gibbs measure with slope $(s, t)$; see the discussion after Proposition 5.1 below.

Recalling that $u_0 = 1 - (1 - r^2)w_0$, we have determined the relation between $w_0$ and $(s, t)$. We already have the relation between $Y$ and $w_0$, which is

$$Y = -\log |1 - r^2| - B(w_0).$$

By symmetry

$$X = -\log |1 - r^2| - B(\bar{z}_0)$$

where $\bar{z}_0$ is defined as for $w_0$ but with the roles of $s$ and $t$ reversed.

Plugging in gives the surface tension and free energy:

**Proposition 5.1.** The surface tension is given by

$$\sigma(s, t) = (1 - s - t)(\log(1 - r^2) + B(w_0)) - (1 - s)B(u_0) - sB(1 - \frac{r^2}{u_0})$$

where $u_0$ is determined by $(s, t)$ implicitly as above, and $w_0 = (1 - \bar{u}_0)/(1 - r^2)$. The free energy is given by

$$F(X, Y) = -(1 - s)Y - (1 - s)B(u_0) - sB(1 - \frac{r^2}{u_0}) + sX.$$
A plot of $\sigma$ is shown in Fig. 11. A plot of the free energy $F(X, Y)$ is shown in Fig. 12. Since $\sigma$ is linear on $\mathcal{N} \setminus \mathcal{N}^*$, there is not a unique surface-tension-minimizing Gibbs measure of slope $(s, t)$ in this region: any convex combination of Gibbs measures for $(s, t)$ on the bounding hyperbola, and of the appropriate slope, will be a minimizing Gibbs measure. In the analogous setting in the six-vertex model, Aggarwal [Agg20] showed that there is no ergodic Gibbs measure of such a slope.

6. Euler–Lagrange Equation, $r < 1$ Case

In this section we define $w = w_0, z = z_0$ and $u = u_0$, and recall the definition of $B(\cdot)$ in (4.6).

Assuming the surface tension minimizer $h = h(x, y)$ is $C^2$, the Euler–Lagrange equation for $h$ is a PDE for $s = s(x, y), t = t(x, y)$:

$$\text{div}_{x,y}(\nabla_{s,t} \sigma(s, t)) = 0.$$  (6.1)

Generally, however, we cannot guarantee that $h$ is $C^2$: the ellipticity of the equation (the ratio of eigenvalues of the Hessian of $\sigma$) degenerates at the vertices of $\mathcal{N}$, and this causes the formation of nonanalyticities in the limit shape called arctic curves. These arise even in the case of the dimer model ($r = 1$). However a theorem of Morrey [Mor08] says that an analytic surface tension implies analytic solutions. Thus in the regions where
Fig. 12. The free energy $F(X, Y)$ for $r = 0.8$. It is linear in each complementary component of the curved region shown (except for a slope change along $y = x$)

$(s, t)$ lie in the interior of $\mathcal{N}^*$, the limit shape function $h$ is real analytic. One can work around the problem of nonanalyticity by first, finding an analytic solution to (6.1) and then extending it to its maximal domain of analyticity; in the cases analyzed in [KO07] this maximal domain is bounded by curves on which $(s, t)$ limits to a corner of $\mathcal{N}$ (the arctic curves). One can then extend the solution linearly with that constant slope across these curves. An analogous procedure applies in the present case when $r > 1$, or when $r < 1$ but one avoids $\mathcal{N} \setminus \mathcal{N}^*$. See however the discussion after Theorem 2.1 and in Sect. 7.5.2 regarding Figs. 3 and 15. Making a more general statement requires further arguments which we will not attempt here. Beyond these examples we will be satisfied in the present paper with limit shapes having slope in the interior of $\mathcal{N}^*$, where we can use (6.1).

Since $\sigma_s = X, \sigma_t = Y$, the Euler–Lagrange equation can be written

$$X_x + Y_y = 0.$$

(6.2)

Note that we also have the equation of mixed partial derivatives of $h$:

$$s_y = t_x.$$  

(6.3)

We already have $\frac{\partial \sigma}{\partial t} = Y = -\log(1 - r^2) - B(w)$. By symmetry $\sigma(s, t) = \sigma(t, s)$ which gives

$$
\frac{\partial \sigma}{\partial s} = X = -\log(1 - r^2) - B(\bar{z}) = -\log(1 - r^2) + B(z).
$$
Fig. 13. Exchanging the roles of $s$ and $t$ in Fig. 9, the quantity $u^*$ can be obtained from $u$ by inversion in the ball of radius $r$ around the origin. Equivalently, $u, u^*$ have the same argument and the angle at $u$ of the triangle $\triangle 1, u, r^2$ is the same as for that of $u^*$, that is, the points $1, r^2, u, u^*$ are concentric.

**Proposition 6.1.** (Euler–Lagrange equation). For $r < 1$ the EL Eq. (6.2), combined with the mixed partials Eq. (6.3), reduces to

$$B(z)z_x - B(w)_w y = 0.$$  \hfill (6.4)

Note that since $B$ is not complex analytic this equation is NOT equivalent to (6.2); (6.2) alone implies only that

$$B(z)z_x + B(z)z_{\bar{x}} - B(w)_w y - B(w)_{\bar{w}} \bar{w}_y = 0.$$  \hfill (6.5)

To prove the proposition we start with a lemma.

**Lemma 6.2.** The quantities $w, z$ satisfy the relation $p(w, z) := 1 - w - z + (1 - r^2) wz = 0$.

**Proof.** Recall that $u = 1 - (1 - r^2)\bar{w}$; let $u^* := 1 - (1 - r^2)\bar{w}^* = 1 - (1 - r^2)z$. Referring to Fig. 13, we see that arg $u = \text{arg} u^*$ and $|u| \cdot |u^*| = r^2$. Thus $u^*\bar{u} = r^2$, or $(1 - (1 - r^2)z)(1 - (1 - r^2)w) = r^2$, which is the desired result. \hfill $\Box$

**Proof of Proposition 6.1.** We compute with $w = w_1 + i w_2$ (and using (10.5))

$$Y_y = -\frac{dB(w)}{dw_1} \frac{dw_1}{dy} - \frac{dB(w)}{dw_2} \frac{dw_2}{dy}$$

$$= \left( \text{arg} w \text{ Re} \left( \frac{1}{1 - w} \right) + \text{arg}(1 - w) \text{ Re} \left( \frac{1}{w} \right) \right) \frac{dw_1}{dy} + \left( - \text{arg} w \text{ Im} \left( \frac{1}{1 - w} \right) - \text{arg}(1 - w) \text{ Im} \left( \frac{1}{w} \right) \right) \frac{dw_2}{dy}$$

$$= \text{arg} w \text{ Re} \left( \frac{w_y}{1 - w} \right) + \text{arg}(1 - w) \text{ Re} \left( \frac{w_y}{w} \right).$$

where $w_y = \frac{\partial}{\partial y} (w_1 + i w_2)$, and similarly

$$X_x = - \text{arg} z \text{ Re} \left( \frac{z_x}{1 - z} \right) - \text{arg}(1 - z) \text{ Re} \left( \frac{z_x}{z} \right).$$

Thus $X_x + Y_y = 0$ becomes

$$- \text{arg} z (\log |1 - z|)_x + \text{arg}(1 - z)(\log |z|)_x + \text{arg} w (\log |1 - w|)_y - \text{arg}(1 - w)(\log |w|)_y = 0.$$  \hfill (6.5)

We can write (6.3) as

$$\frac{\partial}{\partial x} \left( \frac{\text{arg} z}{\text{arg}(\frac{z}{1 - z})} \right) = \frac{\partial}{\partial y} \left( \frac{\text{arg} w}{\text{arg}(\frac{w}{1 - w})} \right).$$  \hfill (6.6)
Let
\[ d = \arg \frac{z}{1 - z} = - \arg \frac{w}{1 - w}. \]

Multiplying (6.6) by \( d^2 \) gives
\[ \arg(z) d - \arg(z) d_x = - \arg(w) y d + \arg(w) d_y \]
or
\[ - \arg(z) x \arg(1 - z) + \arg(1 - z) \arg(z) + \arg(w) y \arg(1 - w) - \arg(1 - w) y \arg w = 0. \]

Adding \(-i\) times (6.7) to (6.5) gives
\[ \arg w(\log(1 - w)) y - \arg(1 - w)(\log w) y - \arg z(\log(1 - z)) x + \arg(1 - z)(\log z) x = 0 \]
or, using (10.6),
\[ \frac{\partial B(w)}{\partial w} w(1 - w) w + \frac{\partial B(z)}{\partial z} z(1 - z) w = 0 \]
the desired result. \( \Box \)

It seems fortuitous that we can reduce the two real Eqs. (6.2), (6.3) to a single complex equation; however this is a general phenomenon for variational problems of this type, due to Ampère, see [KP20].

We can simplify Eq. (6.8) as follows. Using the fact that \( \frac{dw}{w(1 - w)} = - \frac{dz}{z(1 - z)} \) (which follows from Lemma 6.2), it becomes
\[ \frac{\partial B(w)}{\partial w} w(1 - w) y + \frac{\partial B(z)}{\partial z} z(1 - z) x = 0 \]
and with (10.6)
\[ (w \arg w + (1 - w) \arg(1 - w)) y + (z \arg z + (1 - z) \arg(1 - z)) x = 0. \] (6.9)

**Lemma 6.3.** Let \( r < 1 \). Let \( A \) be the function
\[ A(z) = \frac{1}{\pi} (-z \arg z - (1 - z) \arg(1 - z)) = 2 \frac{\partial B(z)}{\partial z} z(1 - z). \]

The \((x, y)\) coordinates of the limit shape satisfy the linear first-order PDE
\[ A(w)x_{\overline{w}} - A(z)y_{\overline{w}} = 0. \] (6.10)

**Proof.** This follows immediately from (6.9), the (locally defined) inverse mapping \( x = x(w), y = y(w) \), and the identity \( w_x x_{\overline{w}} + w_y y_{\overline{w}} = 0 \). (While the map from \((x, y)\) to \( w \) may not be globally invertible, it is an open map hence invertible locally except at isolated branch points.) \( \Box \)

7. Limit Shapes

In this section we derive a parametrisation for \((x, y, H)\), the coordinates and limiting shape of the height function, in terms of an analytic function describing the boundary domain. The main results are Theorem 7.5 in Sect. 7.3 and its corollary in Sect. 7.4.
7.1. Integration. The Eq. (6.10) can be solved analytically as follows. Divide (6.10) by $-\theta = \arg(z/(1-z)) = -\arg(w/(1-w))$ to get

$$\frac{w \arg w + (1-w) \arg(1-w)}{\arg w - \arg(1-w)} x_{\overline{w}} + \frac{z \arg z + (1-z) \arg(1-z)}{\arg z - \arg(1-z)} y_{\overline{w}} = 0,$$

or (recalling $s = \frac{\arg w}{\arg(w/(1-w))}$ and $t = \frac{\arg z}{\arg(z/(1-z))}$)

$$(w - 1)x_{\overline{w}} + sx_{\overline{w}} + (z - 1)y_{\overline{w}} + ty_{\overline{w}} = 0. \quad (7.1)$$

Since $s = H_x$, $t = H_y$ for the (real valued) height function $H$ we have $sx_{\overline{w}} + ty_{\overline{w}} = H_{\overline{w}}$. The Eq. (7.1) is then

$$(w - 1)x_{\overline{w}} + (z - 1)y_{\overline{w}} + H_{\overline{w}} = 0,$$

which we can integrate to get

**Theorem 7.1.** The following equation holds:

$$(w - 1)x + (z - 1)y + H(x, y) + f(w) = 0 \quad (7.2)$$

where $f$ is an analytic function depending only on boundary conditions.

Remarkably, the same result holds in the $r > 1$ case as well, see Theorem 8.3. Taking the imaginary part of (7.2) gives

$$\text{Im}[(w - 1)x + (z - 1)y] = -\text{Im} f(w) \quad (7.3)$$

where the right-hand side is an arbitrary harmonic function.

Write $w = \frac{1-r^2}{1-r^2}$ and $z = \frac{1-u^*}{1-r^2}$ with $u^* = r^2/\bar{u}$. Then with $u = \text{Re}i\phi$ Eq. (7.3) gives (absorbing the $(1 - r^2)$ factor into $f$)

$$x - \frac{r^2}{R^2} y = \frac{g(u) - g(\bar{u})}{u - \bar{u}} \quad (7.4)$$

where $g(u) = -(1 - r^2)f(w)$. For any given $g$ this can be solved for $y$, and, plugging back into (6.10), gives an equation of the form

$$A_1 x_u + A_2 x = A_3$$

where $A_1$, $A_2$, $A_3$ are functions of $u$. This can then be integrated by standard techniques.
7.2. Example zero. Here is an example. Suppose $g \equiv 0$. Starting from (6.10), using $x_w = -(1 - r^2)x_u$ and $y_w = -(1 - r^2)y_u$ gives (using (7.4))

$$A(w)x_u - A(z) \left( \frac{R^2}{r^2} x \right)_u = 0,$$

or, multiplying by $r^2$, using $R^2 = u\bar{u}$ and rearranging gives

$$\frac{x_u}{x} = \frac{A(z)\bar{u}}{r^2A(w) - u\bar{u}A(z)}. \quad (7.5)$$

Lemma 7.2. The numerator of (7.5) is minus the $u$ derivative of its denominator:

$$(r^2A(w) - u\bar{u}A(z))_u = -A(z)\bar{u}. \tag*{Proof}$$

Using Eq. (10.7), we have

$$\frac{d}{dw} \left[ r^2B_w w(1 - w) - u\bar{u}z(1 - z)B_z \right] = r^2 w(1 - w)B_w w - u\bar{u}z(1 - z)B_z \frac{\bar{z}}{d\bar{w}} + (1 - r^2)\bar{u}z(1 - z)B_z$$

$$= r^2 w(1 - w) \frac{\text{Im}(w)}{2\pi |w|^2 |1 - w|^2} - u\bar{u}z(1 - z) \frac{\text{Im}(z)}{2\pi |z|^2 |1 - z|^2} (\frac{\bar{z}(1 - \bar{z})}{w(1 - \bar{w})}) + (1 - r^2)\bar{u}z(1 - z)B_z$$

$$= (1 - r^2)\bar{u}z(1 - z)B_z$$

since $r^2 \text{Im}(w) + u\bar{u} \text{Im}(z) = 0$. Since $\frac{d}{du} = \frac{-1}{1 - r^2} \frac{d}{dw}$, this proves the claim. \(\square\)

Thus

$$x = \frac{C(\bar{u})}{r^2A(w) - u\bar{u}A(z)},$$

where $C$ is analytic. Here $C$ is determined by the fact that $x$ must be real; however the denominator is already real:

Lemma 7.3. The expression $r^2A(w) - u\bar{u}A(z)$ is real.

Proof. We have

$$\pi \text{Im}(r^2A(w) - u\bar{u}A(z)) = \text{Im}[r^2(-w \arg w - (1 - w) \arg(1 - w)) - R^2(-z \arg z - (1 - z) \arg(1 - z))]$$

$$= -r^2(\text{Im}(w) \arg(w) + \text{Im}(1 - w) \arg(1 - w)) + R^2(\text{Im}(z) \arg(z) + \text{Im}(1 - z) \arg(1 - z))$$

$$= -r^2 \text{Im}(w)(\arg w - \arg(1 - w)) + R^2 \text{Im}(z)(\arg z - \arg(1 - z))$$

$$= -\theta(r^2 \text{Im } w + R^2 \text{Im } z)$$

$$= 0. \quad \square$$

So in this case $C$ is a real constant. Setting $y = \frac{R^2}{r^2} x$, we arrive at:

$$(x, y) = \left( \frac{C}{r^2A(w) - u\bar{u}A(z)}, \frac{Cu\bar{u}}{r^2(r^2A(w) - u\bar{u}A(z))} \right).$$
7.3. General solution. For general $g$, using again (7.4), (6.10) is

$$A(w)x_u - A(z)\left(\frac{R^2}{r^2}(x - k)\right)_u = 0,$$

where $k(u) = \frac{g(u) - g(\bar{u})}{u - \bar{u}}$. Multiplying by $r^2$ and expanding,

$$(r^2A(w) - R^2A(z))x_u - \bar{u}A(z)x = -A(z)(R^2k_u + k(R^2)_u),$$

or, by Lemma 7.2 and using $R^2 = u\bar{u}$,

$$[(r^2A(w) - R^2A(z))x]_u = -A(z)(R^2k_u + k\bar{u}) = -A(z)(u\bar{u}k)_u.$$

This can be integrated to yield

$$x = \left(-\frac{1}{(r^2A(w) - R^2A(z))}\int A(z)(u\bar{u}k)_u du + C(\bar{u})\right).$$

Now upon integration by parts,

$$x = \left(-\frac{1}{(r^2A(w) - R^2A(z))}\int A(z)u\bar{u}k - \bar{u}\int u k\frac{dA(z)}{du} du + C(\bar{u})\right).$$

Since

$$\frac{dA(z)}{du} = -\frac{1}{1 - r^2} \frac{dA(z)}{d\bar{u}} = \frac{\text{Im}(z)}{\pi(1 - r^2)\bar{u}(1 - \bar{u})} = -\frac{r^2 \text{Im}(u)}{\pi u\bar{u}(1 - u)(1 - r^2)};$$

(the second equality here follows from a short calculation) we have

$$x = \left(-\frac{1}{(r^2A(w) - R^2A(z))}\int A(z)R^2k + \frac{1}{2\pi i} \int \frac{r^2 \text{Im}(u)}{(1 - u)(u - r^2)} du + C(\bar{u})\right)$$

$$= \left(-\frac{1}{(r^2A(w) - R^2A(z))}\int A(z)R^2k + \frac{1}{2\pi i} \int \frac{r^2 g(u)}{(1 - u)(u - r^2)} du - \frac{g(u)}{2\pi i} \int \frac{r^2}{(1 - u)(u - r^2)} du + C(\bar{u})\right).$$

(7.6)

Here $C(\bar{u})$ is determined by the property that $x$ is real:

**Lemma 7.4.** Up to an additive constant, the integration constant $C(\bar{u})$ is given by the following analytic function of $\bar{u}$:

$$C(\bar{u}) = -\frac{1}{2\pi i} \int \frac{r^2 g(u)}{(1 - \bar{u})(\bar{u} - r^2)} d\bar{u} + \frac{g(u)}{2\pi i} \int \frac{r^2}{(1 - \bar{u})(\bar{u} - r^2)} d\bar{u} - \frac{r^2 g(u)}{1 - r^2}. $$

**Proof.** To see this, take the imaginary part of the quantity in square brackets in (7.6); the term outside the brackets is real by Lemma 7.3. The first integral in the second line of (7.6) and the first integral in $C(\bar{u})$ add together to give a real quantity. The second integrals add to give

$$-\frac{r^2 g(u)}{\pi(1 - r^2)} \arg\left(\frac{u - r^2}{u - 1}\right) = -\frac{r^2 g(u)}{1 - r^2} \frac{-\pi + \theta}{\pi}. $$
Finally note that
\[ \text{Im} \mathcal{A}(z) = -\frac{1}{\pi} \text{Im} \, z(\arg z - \arg(1 - z)) = \frac{\theta}{\pi} \text{Im} \, z = -\frac{r^2 \theta \text{Im} \, u}{\pi(1 - r^2)R^2} \]
so that
\[ \text{Im}(\mathcal{A}(z)R^2k(u)) = -\frac{r^2 \theta \text{Im} \, g(u)}{\pi(1 - r^2)}. \]

Using the fact that \( \text{Im} \, g(u) = -\text{Im} \, \overline{g(u)} \), this completes the proof of the claim. \( \square \)

Plugging this value of \( C(u) \) into (7.6), we can then write
\[ x = -\frac{1}{(r^2A(w) - R^2A(z))} \left[ \text{Im} \left( \frac{1}{\pi} \int \frac{r^2g(u)}{(1 - u)(u - r^2)} \, du \right) + \text{Re} \left( \mathcal{A}(z)R^2k(u) - \frac{g(u)r^2\theta}{\pi(1 - r^2)} \right) \right]. \tag{7.7} \]

We collect the parametrisation of the coordinates and limit shape of the height function, \((x, y, H)\), in terms of an analytic function \( g(u) \), in a final theorem. For any analytic function \( g(u) \), define \( F(u) \) to be the analytic function
\[ F(u) = \int \frac{r^2g(u)}{(1 - u)(u - r^2)} \, du. \tag{7.8} \]

Then \( k(u) = \text{Im} \, g(u) / \text{Im} \, u \) is written in terms of \( F(u) \) as
\[ k(u) = \frac{\text{Im}(F'(u)(1 - u)(u - r^2))}{r^2 \text{Im}(u)}. \]

Let furthermore, as above, \( u = \text{Re} e^{i\phi} \) and
\[ w = \frac{1 - \pi}{1 - r^2}, \quad z = \frac{1 - r^2/\pi}{1 - r^2}, \quad \theta = -\arg \left( \frac{z}{1 - z} \right), \quad \mathcal{A}(z) = \frac{1}{\pi} (-z \arg(z) - (1 - z) \arg(1 - z)). \]

**Theorem 7.5.** With the definitions above we have
\[ x = -\frac{1}{(r^2A(w) - R^2A(z))} \left[ \text{Im} \left( \frac{1}{\pi} F(u) + \text{Re} \left( -\frac{F'(u)(1 - u)(u - r^2)\theta}{\pi(1 - r^2)} + \mathcal{A}(z)R^2k(u) \right) \right) \right], \tag{7.9} \]
and \( y \) is determined from (7.4),
\[ y = \frac{u\overline{u}}{r^2} (x - k(u)). \tag{7.10} \]

The (real) height function \( H \) is determined from (7.2),
\[ H = \frac{1}{1 - r^2} \left( -\text{Re} \overline{g(u)} + (\overline{u} - r^2)x + r^2(\overline{u}^{-1} - 1)y \right). \tag{7.11} \]
7.4. Arctic boundary. Note that in order for the solution to have an ‘arctic’ boundary, Eq. (7.4) needs to have a limit when $u$ becomes real; this means $\text{Im}(g)$ is zero for $u \in \mathbb{R}$, that is, $g$ is real analytic. Let us consider the behavior of $(x, y)$ along the arctic boundary, when $u = p + qi$ for $p \in \mathbb{R}$ and $q = \epsilon$ is small.

The function $\mathcal{A}(z)$ is piecewise analytic with four different pieces, giving rise to a piecewise analytic boundary. The behaviour along the boundary of the ingredients of (7.9) are given in Appendix 10.3. Let $g(u)$ be an analytic function parametrising a domain via (7.9), and define $\mathcal{F}(u)$ as in (7.8). Let

$$F = \text{Re} \mathcal{F},$$

then the analytic boundary pieces of the limit shape are determined, up to local constants $c_1, c_2, c_3$, by the following equations.

$$x = \begin{cases} 
F_p \left( r^2 - 2p \right)(1-p)^2 + F_{pp} \frac{p(r^2 - p)(1-p)^2 - c_1(1-r^2)}{p^2 - 2p + r^2} & p < 0 \\
F_p \frac{1 - 2p}{r^2} + F_{pp} \frac{p(1-p)}{r^2} - \frac{(p - r^2)^2}{c_2(1-r^2)} & 0 < p < r^2 \\
F_p \frac{1 + r^2 - 3p}{r^2} + F_{pp} \frac{-r^2 + 2p + 2r^2p - 3p^2}{r^2} + F_{ppp} \frac{(1-p)(p-r^2)p}{2r^2} & r^2 < p < 1 \\
F_p \frac{r^2 - 2p}{r^2} + F_{pp} \frac{p(r^2 - p)}{r^2} - \frac{c_3(1-r^2)}{(p-1)^2} & 1 < p,
\end{cases}$$

(7.12)

where we have used the fact that $\mathcal{F}$ satisfies the Cauchy-Riemann equations. The corresponding parametrisation of the $y$ coordinate on the boundary is determined by

$$y = \frac{p^2}{r^2} \left( x - g'(p) \right).$$

(7.13)

The constants $c_1, c_2, c_3$ come from the imaginary part $\text{Im} \mathcal{F}$, and depend on the height function along the relevant part of the boundary: when $p < 0$, the height function $H = c_1$ is a constant; when $0 < p < r^2$, the height $H$ is of the form $H = y + c_2$ and when $1 < p$, $H$ is of the form $H = x + c_3$.

All but the third of the four Eqs. (7.12) also follow directly from (7.2) and (7.4), which we can consider to be two linear equations for $x$, $y$, once we plug in the appropriate linear function $H$ and take the limit as $u$ tends to the boundary.

7.5. Quadratic example. Let us take $g(u) = -(1-u)(u-r^2)/r^2$ so that $\mathcal{F}(u) = -u$ by (7.8), and therefore on the boundary $F = -p$ with $u = p + iq$. The resulting limit shape and piecewise analytic boundary is depicted in Fig. 14.

The grey region in the figure is the repulsive region. One can extend the height function on the repulsive region to the green, blue, and purple regions by the linear functions $0$, $y$, and $x$ respectively, so that it has boundary values $0$ on the $x$-axis and $H(x, y) = y$ on the line $x = y$. Then we can conclude that this height function is a limiting height function for the domain bounded by the $x$-axis and the line $x = y$. In this case the white region outside the red curve is a “neutral” region where there is (conjecturally) no limit shape and the height is random.
The limit shape with \( g(u) = -(1 - u)(u - r^2)/r^2 \) inside the region bounded by the \( x \) axis and the line \( x = y \), shown with height contours (here \( r = 0.7 \)). The four analytic pieces of the frozen boundary are shown in the four colors green, blue, red, purple.

7.5.1. Boundary curves  Since \( F_p = -1 \) and higher order derivatives of \( F \) are zero, the parametrisation for the boundary curves can be readily read off from (7.12):

- **Green boundary**: \( p < 0 \)
  \[
  (x, y) = \left( -\frac{(r^2 - 2p)(1 - p)^2}{r^2(p^2 - 2p + r^2)}, \frac{p^2 (p - r^2)^2}{r^4 (p^2 - 2p + r^2)} \right)
  \]
  Below and on this boundary the limit shape has a facet where the height is constant \( H = 0 \).
- **Blue boundary**: \( 0 < p < r^2 \)
  \[
  (x, y) = \left( \frac{1 - 2p}{r^2}, \frac{p^2}{r^2} \right)
  \]
  The height function is \( C^1 \) but not analytic across this curve ((\( s, t \)) tends to (0, 1) in the gray region as one approaches the blue/gray boundary). Along this curve the height varies linearly, \( H(x, y) = y \), corresponding to the height on the black line. The blue curve is the boundary of the grey region until it intersects the red curve where it bends away from the grey region. We don’t know the actual boundary between the blue facet and the white neutral region, except that the blue facet necessarily contains the region directly to its right, as illustrated.
- **Red boundary**: \( r^2 < p < 1 \)
  \[
  (x, y) = \left( \frac{r^2 - 3p + 1}{r^2}, \frac{p^3}{r^4} \right)
  \]
This curve bounds the grey region and the height function is not analytic across this curve. To the right of the red curve the height is neither constant nor linear, but apparently random.

- **Purple boundary**: $1 < p$

  $$(x, y) = \left(-1 + \frac{2p}{r^2}, \frac{p^2}{r^4}\right)$$

  The purple boundary is analogous to the blue boundary. The height function is $C^1$ but not analytic across this curve, and along the curve it varies linearly, $H(x, y) = x$. The purple facet contains the region directly below the purple curve, and possibly some part to the left of this region as well.

7.5.2. **Boxed plane partition** For the “boxed plane partition” region of Fig. 3 with vertices $\{(−1, −1), (0, −1), (1, 0), (1, 1), (0, 1), (−1, 0)\}$ we take

  $$g(u) = \left(1 - \frac{r}{u}\right) \sqrt{u^2 + \frac{-3 + 2r - 3r^2}{4} u + r^2}.$$

  (7.14)

  See Fig. 15. This formula is valid for $r \in (1/3, 1)$. It has facets analogous to the case $F = u$ above (not drawn). The oval repulsive region degenerates, as $r$ decreases to 1/3, to a segment. See Fig. 16. (For an asymmetric hexagon, with side lengths $n_1, n_2, n_3, n_1, n_2, n_3$, this degeneration will take place at a different value of $r$ depending on the ratios $n_1/n_2, n_2/n_3$).

  We can argue that this is the correct repulsive region as follows. First note that if we change the definition of $\sigma$ by adding to it a linear function of $s$ and $t$, we don’t change any limit shape: limit shapes depend on the second derivatives of $\sigma$. It is convenient...
to add \((s + t) \log(1 - r^2)\) so that \(\sigma\) is minimized on the neutral region \(\mathcal{N} \setminus \mathcal{N}^*\). Then we immediately see that if there is a height function whose gradient lies entirely in the neutral region \(\mathcal{N} \setminus \mathcal{N}^*\), then any such function is a minimizer, and all minimizers will have this form. This is the case for \(r < 1/3\) as illustrated in Fig. 17: the piecewise linear solution in that figure has gradient in the neutral region for any \(r \leq 1/3\) (note that \(r = 1/3\) is the largest \(r\) for which \((1/4, 1/4)\) is in the neutral region).

For \(r > 1/3\) there must be a nonempty repulsive region: this follows because along the central line from \((-1, -1, -1/2)\) to \((1, 1, 1/2)\), where we have \(s = t\) by symmetry, there must be a point of slope \(s + t = 2s \leq 1/2\), and such a slope \((s, s)\) is in \(\mathcal{N}^*\). The repulsive region has the same four-fold symmetry as the boundary values, and each slope \((s, t) \in \mathcal{N}^*\) occurs at two centrally symmetric points (except at the center which is a point of multiplicity two). The repulsive region must touch the left and right boundaries at \(x = \pm 1\) when \(u = \infty\) and the upper and lower boundaries \((y = \pm 1)\) when \(u = 0\). Thus \(g\) is a double branched cover of \(\mathbb{H}\), branched over a certain point \(a(r)\) which maps to the center. From (7.13) and symmetry we see that \(g\) above is of the form \(q(u)\sqrt{u^2 + a(r)} + r^2\) where \(q\) is rational; now a somewhat technical argument shows that \(q\) and \(a(r)\) are uniquely determined to be the above values by the Eqs. (7.12) and the fact that \(x, y\) remain bounded as \(u\) runs over \(\mathbb{R} \cup \{\infty\}\).

8. \(r > 1\) Case

8.1. Maximal eigenvalue: the \(r > 1\) case. Recall that for \(r > 1\) the relevant Bethe roots \(w_1, \ldots, w_n\) are the \(n\) roots of \(w^{N-n}(1-w)^n = y\) of smallest real part. Let \(C_\rho\) be the circle centered at 0 of the appropriate radius \(\rho\) chosen to enclose \(w_1, \ldots, w_n\) and no
other roots. If there are two components to the Cassini oval, the circle $C_{\rho}$ separates the two components only if $N = 2n$. If there is one component, or if $N \neq 2n$, $C_{\rho}$ will hit the Cassini oval at exactly two points.

8.1.1. Case $N = 2n$ and two components In case $N = 2n$, that is, $s = 1/2$, and there are two components, $C_{\rho}$ will have one component in its inside and one in its outside.

By Lemma 10.1, the integral of $\log |p(w) - y|$ around $C_{\rho}$ is the sum of the log moduli of the roots outside $C_{\rho}$, plus $n \log \rho$. The summation in (3.11) for the roots inside is obtained by subtracting the sum for the outside roots from the sum for all the roots, that is, from $\log |y|$.

Thus (3.11) gives

$$- \log((r^2 - 1)e^Y) = \frac{1}{n} \left( \log |y| + n \log \rho - \frac{1}{2\pi} \int_{0}^{2\pi} \log |p(\rho e^{i\theta}) - y| d\theta \right).$$  (8.1)

In the integral we can ignore the $y$ term up to negligible errors, leading to

$$- \log((1 - r^2)e^Y) = \frac{1}{n} \log |y|.$$  

For the eigenvalue (3.12) we need to compute

$$\prod_{i=1}^{n} 1 + (r^2 - 1)w_i.$$  (8.2)

The map $w \mapsto 1 + (r^2 - 1)w$ takes points of the oval inside of $C_{\rho}$ to points inside the disk $C_R$ at 0 of radius $R = |1 + (r^2 - 1)w_0|$ (and points outside go to points outside).

We use the same equation as before, (4.3), except that (4.4) gives

$$\log \prod_{i=1}^{n} 1 + (r^2 - 1)w_i = \log |c_0| - n \log r^2.$$  

This leads to

$$F_m \left( \frac{1}{2}, Y \right) = \frac{Y}{2}.$$  (8.3)

8.1.2. Case $N \neq 2n$ or one component In this case let $w_0 \in \mathbb{C}$ (with $\rho = |w_0|$) be the point in the upper half plane at which the circle of radius $\rho$ intersects the oval. It is convenient to use $w_0$ as a new variable. We have $y = -|p(w_0)|$ and we’ll see how $r$ and $n/N$ are functions of $w_0$ as well. In the formula (8.1), for $w = \rho e^{i\theta}$ outside the oval, the integrand is (up to terms tending to zero as $N \to \infty$) $\log |p(w)|$ and for $w$ inside the oval, the integrand is $\log |y|$.

We get up to negligible errors for $N$ large

$$- \log(|1 - r^2|e^Y) = \log \rho + \frac{1}{n} \log |y| - \frac{\arg w_0}{n\pi} \log |y| - \frac{1}{2\pi} \int_{\arg w_0}^{2\pi - \arg w_0} \log |p(\rho e^{i\theta})| d\theta$$

and plugging in $p(w) = w^{N-n}(1 - w)^n$ and $|y| = |p(w_0)|$ and simplifying gives
The relationship between \( w_0, s, \theta \) in the \( r > 1 \) case is as follows. We suppose \( (N - n)/n = p/q \) in lowest terms with \( p, q \) odd; the other parities lead to similar arguments. Consider the map \( \psi(w) = w^{(N-n)/n}(1-w) \) with branch cut along the positive \( x \)-axis, and with the branch chosen so that the negative real axis maps to itself. This \( \psi \) maps the roots \( w_1, \ldots, w_n \) to the \( n \)th roots of \( y \), with consecutive roots (if the Cassini oval has one component) mapping to consecutive \( n \)th roots. If the Cassini oval has two components, we order the roots \( w_j \) in a slightly unconventional way: those in the upper half plane are ordered with decreasing real part, and those in the lower half plane are ordered with increasing real part. In this order \( \psi \) maps the \( w_i \) to consecutive \( n \)th roots of \( y \) (in particular the leftmost root in \( \mathbb{H} \) of the right oval and right most root in \( \mathbb{H} \) of the left oval map to consecutive \( n \)th roots of \( y \)). By these choices, \( \psi(w_0) = |y|^{1/n}e^{\pi i/n} \) and the \( \psi \)-images of the roots wrap exactly once around the circle of radius \( |y|^{1/n} \), regardless of whether the Cassini oval has one or two components. Thus for the arguments,

\[
-N - \frac{n}{n}(\pi - \arg w_0) + \arg(1 - w) = \pi / n,
\]

which implies (for \( n \) large) that the triangle with vertices 0, 1, \( w_0 \) has exterior angles in ratio \((1 - s) : s\), that is, if \( \theta_1, \theta_2 \) are the angles of the triangle at 0, 1 respectively then \((1 - s)(\pi - \theta_1) = s(\pi - \theta_2)\). We define \( \theta \) so that these exterior angles are \( s\theta \) and \((1 - s)\theta \), see Fig. 18.

This leads to

\[
s = \frac{\pi - \arg w_0}{2\pi - \arg(\frac{w_0}{1-w_0})}.
\]

The monotonicity of \( Y \) as a function of \( y \) in the limit of large \( N \) follows from the orthogonality of the level curves of \( s \) and those of \( Y \), see Fig. 19. For large finite \( N \) monotonicity follows by an argument similar to that of Lemma 4.3.

We now compute the eigenvalue (3.12). For this we need to compute

\[
\prod_{i=1}^{n} 1 + (r^2 - 1)w_i.
\]

The map \( w \mapsto 1 + (r^2 - 1)w \) takes points of the oval inside of \( C_\rho \) to points inside the disk \( C_\rho \) at 0 of radius \( R = |1 + (r^2 - 1)w_0| \) (and points outside go to points outside).
Fig. 19. In blue/green, the level curves of \( s = \frac{\pi - \arg w_0}{2\pi - \arg (w_0 - w)} \). The orthogonal family of level curves of \( Y \) is shown in gray.

At this point the computation is identical to that for the \( r < 1 \) case, except that \( w_0 \) here. With \( u_0 = 1 + (r^2 - 1)w_0 \), the microcanonical free energy is

\[
F_m(s, Y) = (1 - s)Y + (1 - s)B(u_0) + sB\left(1 - \frac{r^2}{u_0}\right). \tag{8.6}
\]

8.2. Legendre transform, \( r > 1 \) case. Using \( Y = -\log(r^2 - 1) + B(w_0) - \log|w_0(1 - w_0)| \), we compute using (10.3)

\[
\frac{dY}{d\theta} = \frac{dB(w_0)}{d\theta} - \frac{d}{d\theta}\log|w_0(1 - w_0)|
= \left(1 - \frac{s\theta}{\pi}\right)\frac{d}{d\theta}\log|1 - w_0| + \left(1 - \frac{(1 - s)\theta}{\pi}\right)\frac{d}{d\theta}\log|w_0| - \frac{d}{d\theta}\log|w_0(1 - w_0)|
= -\frac{s\theta}{\pi}\frac{d}{d\theta}\log|1 - w_0| - \frac{(1 - s)\theta}{\pi}\frac{d}{d\theta}\log|w_0|.
\]

We have

\[
\frac{dF_m(s, Y)}{d\theta} = (1 - s)\frac{dY}{d\theta} + (1 - s)\frac{dB(u_0)}{d\theta} + s\frac{dB(1 - \frac{r^2}{w_0})}{d\theta}
= (1 - s)\frac{dY}{d\theta} + (1 - s)\phi \frac{d}{d\theta}\log|1 - u_0| + s\phi \frac{d}{d\theta}\log|u_0 - r^2|
= (1 - s)\frac{dY}{d\theta} + (1 - s)\phi \frac{d}{d\theta}\log|1 - u_0| + s\phi \frac{d}{d\theta}\log|u_0 - r^2| - \frac{d}{d\theta}\log|u_0 - r^2 - 1|
= (1 - s)\frac{dY}{d\theta} + \phi \left( (1 - s)\frac{d}{d\theta}\log|w_0| + s\phi \frac{d}{d\theta}\log|1 - w_0| \right)
= \left(1 - s - \frac{\phi}{\theta}\right)\frac{dY}{d\theta}.
\]
Fig. 20. Relationship between $u, s, t, \theta$ in the $r > 1$ case

Fig. 21. Minus the surface tension and free energy in case $r = 1.3$. The surface tension is analytic on $N$, zero on $s = 0$ and $t = 0$ and equal to $\min(1-s, 1-t)2\log r$ when $s + t = 1$. The free energy is linear on the complementary components of the curved part illustrated.

Thus

$$t = \frac{dF_m(s, Y)}{dY} = 1 - s - \frac{\phi}{\theta}$$

and $\phi = (1-s-t)\theta$ as in the $r < 1$ case. See Fig. 20.

The surface tension is then

$$\sigma(s, t) = -F_m(s, Y) + Yt$$

$$= -(1-s-t)Y - (1-s)B(u_0) - sB\left(1 - \frac{r^2}{u_0}\right)$$

$$= (1-s-t)(\log(r^2-1) - B(w_0) + \log |w_0(1-w_0)|) - (1-s)B(u_0) - sB\left(1 - \frac{r^2}{u_0}\right).$$

(8.7)

The surface tension and free energy are shown in Fig. 21.

8.3. Euler–Lagrange equation, $r > 1$ case. The $r > 1$ case is quite similar to the $r < 1$ case. We define $\bar{z}$ where $\bar{z}$ is the analog of $w$ when the roles of $s$ and $t$ are reversed.
Then, in terms of $u$, we have

$$w = \frac{u - 1}{r^2 - 1}, \quad z = \frac{r^2/u - 1}{r^2 - 1} \tag{8.8}$$

and

$$1 - w - z - (r^2 - 1) wz = 0. \tag{8.9}$$

Note that this is the same relation as in the $r < 1$ case (Lemma 6.2).

We have

$$X = -\log(r^2 - 1) + B(\bar{z}) - \log |z(1 - z)|$$

$$Y = -\log(r^2 - 1) + B(w) - \log |w(1 - w)| \tag{8.10}$$

and again (6.2) and (6.3) combine to give

**Proposition 8.1.** For $r > 1$ the EL Eq. (6.2), combined with the mixed partials Eq. (6.3), reduces to

$$(-B(z)z - \frac{1 - 2z}{2z(1 - z)}) z_x + \left(B(\bar{w}) - \frac{1 - 2w}{2w(1 - w)}\right) w_y = 0. \tag{8.11}$$

Again using $-\frac{d\bar{w}}{w(1-w)} = -\frac{dz}{z(1-z)}$ and $w_x \bar{w} + w_y \bar{w} = 0$ this can be written

**Lemma 8.2.** Let $r > 1$. The $(x, y)$ coordinates of the limit shape satisfy the linear first-order PDE

$$(A(w) - (1 - 2w)) x_{\bar{w}} - (A(z) + (1 - 2z)) y_{\bar{w}} = 0. \tag{8.12}$$

**8.4. Integration.** Equation (8.12) for $r > 1$ is

$$(-w(\arg w - \pi) - (1 - w)(\arg(1 - w) + \pi)) x_{\bar{w}} + (z(\arg z + \pi) + (1 - z)(\arg(1 - z) - \pi)) y_{\bar{w}} = 0$$

and dividing by $\theta$,

$$(ws - (1 - w)(1 - s)) x_{\bar{w}} + (zt - (1 - z)(1 - t)) y_{\bar{w}} = 0,$$

so we get the same Eq. (7.1) as in the $r < 1$ case.

As in that case the Eq. (7.1) becomes

$$(w - 1)x_{\bar{w}} + (z - 1)y_{\bar{w}} + H_{\bar{w}} = 0,$$

which we can integrate to get

**Theorem 8.3.** For $r \neq 1$ the following equation holds:

$$(w - 1)x + (z - 1)y + H + f(w) = 0 \tag{8.13}$$

where $f$ is an analytic function depending only on boundary conditions.
With $u = Re^{i\phi}$ taking the imaginary part of (8.13) gives (absorbing the $(r^2 - 1)$ factor into $f$)

$$x - \frac{r^2}{R^2}y = \frac{g(u) - \overline{g(u)}}{u - \overline{u}}$$

(8.14)

where $g(u) = -(r^2 - 1)f(w)$. For any given $g$ this can be solved for $y$, and, plugging back into (8.12), gives an equation of the form

$$A_1x_u + A_2x = A_3$$

where $A_1, A_2, A_3$ are functions of $u$. This can be integrated by standard techniques.

As an example, take $g \equiv 0$. Then

$$(\mathcal{A}(w) - (1 - 2w))_x\overline{u} - (\mathcal{A}(z) + (1 - 2z)) \left( x \frac{R^2}{r^2} \right)\overline{u} = 0.$$  

Rearranging gives

$$\frac{x\overline{u}}{x} = \frac{(\mathcal{A}(z) + 1 - 2z)u}{r^2(\mathcal{A}(w) + 2w - 1) - u\overline{u}(\mathcal{A}(z) + 1 - 2z)}$$

and using Lemma 7.2, we note that the numerator is minus the $\overline{u}$-derivative of the denominator, so

$$x = \frac{C}{r^2(\mathcal{A}(w) + 2w - 1) - u\overline{u}(\mathcal{A}(z) + 1 - 2z)}$$

for a real constant $C$. See Fig. 22.

The analog of Eq. (7.7) for $r > 1$ for general $g$ is

$$x = \frac{1}{r^2(\mathcal{A}(w) - 1 + 2w) - R^2(\mathcal{A}(z) + 1 - 2z)}$$

$$\left[ \text{Im} \left( \frac{1}{\pi} \int \frac{r^2g(u)}{(r^2 - u)(u - 1)} du \right) + (\mathcal{A}(z) + 1 - 2z)R^2k(u) - \frac{g(u)r^2\theta}{\pi(r^2 - 1)} \right].$$
The arctic boundary is piecewise analytic as before; the formulas for $p \in \mathbb{R}$ are

\[
x = \begin{cases} 
F_p \frac{(r^2-2p)(1-p)^2}{r^2(p^2-2p+r^2)} + F_{pp} \frac{p(r^2-p)(1-p)^2}{r^2(p^2-2p+r^2)} - \frac{c_1(1-r^2)}{\pi r^2(p^2-2p+r^2)} & p \leq 0 \\
F_p \frac{1-2p}{r^2} + F_{pp} \frac{p(1-p)}{r^2} - \frac{c_2(1-r^2)}{\pi(p-r^2)^2} & 0 < p < 1 \\
F_p \frac{r^4-4p^4+2p^2r^2-2r^4-2p^2r^2-4r^6+p^2+r^2}{2p^2(p^2-4pr+4r^2+r^4) + r^2} + F_{pp} \frac{(p-1)p(r^2-p)(pr^2+p-2r^2)}{r^2(p^2+p^2-r^2+r^4+pr^2+pr^4)} & 1 < p < r^2 \\
F_p \frac{r^2-2p}{r^2} + F_{pp} \frac{p(r^2-p)}{r^2} - \frac{c_4(1-r^2)}{\pi r^2(p-1)^2} & r^2 \leq p
\end{cases}
\]

for constants $c_1, c_2, c_3, c_4$ which depend on the height function on each facet. The first, second and fourth terms are identical to that in the $r < 1$ case. All four of these can be obtained directly from (8.13) and (8.14) by solving for $x$ and $y$.

Figure 23 shows the arctic boundary for the boxed plane partition. For $1 \leq r \leq 3$, $g$ is given by (7.14); this is the same as the expression for $g$ (but with different $r$) when $\frac{1}{3} < r < 1$. For $1 \leq r \leq 3$, there is one interior component, which breaks up for $r > 3$ into two components, each of which is equivalent up to isometry to the $g = 0$ case.

9. Leading Eigenvalue

Here we explain why the eigenvalue we computed is the leading eigenvalue. This follows by analytic continuation from the $r = 1$ case.
When \( r = 1 \), the unnormalized Bethe roots \( \xi_i \) are distinct \( N \)th roots of 1, and the corresponding eigenvectors are “antisymmetrized plane waves”

\[
f_{\xi_1, \ldots, \xi_n}(x_1, \ldots, x_n) = \sum_{\sigma \in S_n} (-1)^\sigma \xi_{\sigma(1)}^{x_1} \cdots \xi_{\sigma(n)}^{x_n}.
\]

These form a complete eigenbasis: the exponentials \( \xi_1^{x_1} \cdots \xi_n^{x_n} \) are a complete eigenbasis on the torus \((\mathbb{Z} / N \mathbb{Z})^n\) (as the \( \xi_i \) take on all possible \( N \)th roots of unity), and the antisymmetrization operator \( A \) defined by

\[
A g(x_1, \ldots, x_n) = \sum_{\sigma \in S_n} (-1)^\sigma g(x_{\sigma(1)}, \ldots, x_{\sigma(n)})
\]

projects the Fourier basis to a basis for the antisymmetric functions on the torus \((\mathbb{Z} / N \mathbb{Z})^n\), which we can identify with the space of functions \( \{ f(x_1, \ldots, x_n) \} \) with strictly increasing indices.

By the Perron-Frobenius theorem and strong connectivity of the state space, the leading eigenvector at any value of \( r \) is the unique eigenvector with nonnegative entries, and its eigenvalue is the unique maximal eigenvalue. Our computed eigenvector and eigenvalue are analytic functions of the Bethe roots which are themselves analytic in \( r \) (and tend as \( r \to 1 \) to the \( N \)th roots of 1) in an interval \((r^{-}_{0}, r^{+}_{0})\) around 1. The only potential source of nonanalyticity is when two real roots merge to become two complex roots, or vice versa. More precisely, this will lead to a nonanalyticity if a Bethe root merges with another root of \( p(w) = y \) which is not a Bethe root. This indeed happens for \( r < 1 \) at a certain value \( r^{-}_{0} < 1 \), at the point where the Cassini oval breaks into two components, as illustrated in Fig. 6. For \( r > 1 \) and \( n = N/2 \), this also happens at the point where the Cassini oval breaks into two components. For \( r > 1 \) and \( n \neq N/2 \), this does not happen, so \( r^{+}_{0} = \infty \) in these cases (in these cases, there is indeed a point where two roots merge and separate, but they are either both Bethe roots or neither is a Bethe root, and in either case the expression for the Bethe eigenvalue and eigenvector—which are symmetric in the Bethe roots—are still analytic functions of these roots).

As we move \( r \) continuously away from 1, the leading eigenvalue never meets another eigenvalue, and thus the eigenvector is the leading eigenvector throughout \( r \in (r^{-}_{0}, r^{+}_{0}) \).

When \( r \) decreases below \( r^{-}_{0} \) or increases beyond \( r^{+}_{0} \), the analytic continuation no longer necessarily holds. However in the \( r < 1 \) case we do not in fact need the leading eigenvector for \( r < r^{-}_{0} \); Lemma 4.1 shows that at or beyond the point where the Cassini oval separates into two components, the free energy in the large \( N \) limit is \( F(X, Y) = \max(X, Y) + \log(1 - r^{-2}) \). Likewise in the \( r > 1 \) case with \( n = N/2 \), the free energy \( F(X, Y) \) for \( r \geq r^{+}_{0} \) is predetermined: the limiting free energy \( F(X, Y) \) as \( r \nearrow r^{+}_{0} \) tends to \( F(X, Y) = X/2 + Y/2 + \log r \) at all points corresponding to \( (s, t) = (1/2, 1/2) \), that is, at points \((X, Y)\) along the curve

\[
(X, Y) = (-\log(r^2 - 1) - \log |z(1 - z)|, -\log(r^2 - 1) - \log |w(1 - w)|)
\]
defining the boundary of relevant component of the “amoeba” complement, see Eqs. (8.10) and (8.8). By convexity the free energy necessarily equals \((X + Y)/2 + \log r\) beyond this curve as well. As a consequence we don’t need an expression for the leading eigenvector for \( r > r^{+}_{0} \).
10. Appendix

10.1. Mahler measure.

**Lemma 10.1.** If \( q(x) \) is a monic polynomial of degree \( d \) with no roots of modulus \( R \) then

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |q(Re^{i\theta})| d\theta = \sum_{|r_i| > R} \log |r_i| + \sum_{|r_i| < R} \log R
\]

where the first sum is over roots \( r_i \) of modulus greater than \( R \) and the second sum is over the remaining roots (both with multiplicity).

**Proof.** Since \( z \mapsto \log |z| \) is harmonic away from the origin, the circle average

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |a + be^{i\theta}| d\theta
\]

is equal to the value of \( \log |z| \) at the center of the circle, namely \( \log |a| \), as long as \( |a| > |b| \). If \( |a| < |b| \), then we can multiply by the argument of the logarithm by \( 1 = |e^{-i\theta}| \) and then apply the same idea. So altogether, we have

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |a + be^{i\theta}| d\theta = \log(\max(|a|, |b|)).
\]

The result then follows from summing over the roots of \( q \).

10.2. Dilogarithm. For further information on the dilogarithm see [Zag07]. The dilogarithm function \( \text{Li}(z) \) is defined by

\[
\text{Li}(z) = -\int_0^z \log(1 - \xi) \frac{d\xi}{\xi}
\]

for \( z \not\in [1, \infty) \). From this formula we have the integral

\[
\int_\theta^{2\pi-\theta} \log |1 - re^{it}| dt = 2 \text{Im} \text{Li}(re^{i\theta}).
\] (10.1)

The Bloch–Wigner dilogarithm \( D(z) \) is a variant of the dilogarithm defined by

\[
D(z) = \arg(1 - z) \log |z| + \text{Im} \text{Li}(z).
\]

Here \( D(z) \) is continuous on \( \mathbb{C} \), real analytic except at \( z = 0, 1 \), and satisfies the identities

\[
D(1) = D\left(1 - \frac{1}{z}\right) = D\left(\frac{1}{1-z}\right) = -D\left(\frac{1}{z}\right) = -D (1 - z) = -D \left(\frac{-z}{1-z}\right).
\]

In terms of the Lobachevsky function

\[
L(\theta) = -\int_0^{\theta} \log(2 \sin t) dt,
\]

we have

\[
D(z) = L(\alpha) + L(\beta) + L(\gamma)
\]
where \( \alpha, \beta, \gamma \) are the arguments of \( z, 1 - \frac{1}{z}, \frac{1}{1 - z} \) respectively, that is, the angles of the triangle with vertices 0, 1, z.

We also define

\[
B(z) = \frac{1}{\pi} (D(z) + \alpha \log a + \beta \log b + \gamma \log c) = \frac{1}{\pi} (\arg z \log |1 - z| + \text{Im} \text{Li}(z))
\]

(10.2)

where \( a, b, c \) are the lengths of the edges of the 0, 1, z triangle.

Note that for a 1-parameter family of triangles, from (10.2) we have

\[
\frac{dB}{dz} = \frac{1}{\pi} \left( \log a \, d\alpha + \alpha \frac{da}{a} + \log b \, d\beta + \beta \frac{db}{b} + \log c \, d\gamma + \gamma \frac{dc}{c} \right)
\]

(10.3)

We also have with \( z = z_1 + iz_2 \)

\[
\frac{\partial B(z)}{\partial z_1} = -\frac{1}{\pi} \text{Im} \log(z) \text{Re} \left( \frac{1}{1 - z} \right) - \frac{1}{\pi} \text{Re} \left( \frac{1}{z} \right) \text{Im} \log(1 - z),
\]

(10.4)

and

\[
\frac{\partial B(z)}{\partial z_2} = \frac{1}{\pi} \text{Im} \log(z) \text{Im} \left( \frac{1}{1 - z} \right) + \frac{1}{\pi} \text{Im} \left( \frac{1}{z} \right) \text{Im} \log(1 - z).
\]

(10.5)

Combining gives

\[
\frac{\partial B(z)}{\partial z} = -\frac{1}{2\pi} \frac{\arg z}{1 - z} - \frac{1}{2\pi} \frac{\arg(1 - z)}{z}.
\]

(10.6)

Taking the \( \bar{z} \) derivative then yields

\[
\Delta B(z) = 4B(z)_{\bar{z}} = \text{Im} \left( \frac{2}{\pi \bar{z}(1 - z)} \right) = \frac{2 \text{Im} z}{\pi |z|^2 |1 - z|^2}.
\]

(10.7)

10.3. Arctic boundary. For \( r < 1 \), to consider the behavior of \( (x, y) \) along the arctic boundary of Theorem 7.5, we consider \( u = p + qi \) for \( p \in \mathbb{R} \) and \( q = \epsilon \) is small. The function \( A(z) \) consists of four analytic pieces giving rise to the following expressions.

In all cases the expressions are the limits when \( \epsilon \to 0 \) except in the range \( r^2 < p < 1 \) where we give the leading asymptotics as \( \epsilon \to 0 \).

\[
R^2 A(z) = \begin{cases} 
\frac{-\pi r^2 p(1 - p)}{1 - r^2} & p < 0 \\
\frac{\pi p(r^2 - p)}{1 - r^2} & 0 < p < r^2 \\
\frac{- i (1 - p)(p - r^2)}{r^2} - \frac{r^2(-2r^2 + p + r^2 p)\epsilon^3}{3p(p - r^2)^2(1 - p)^2} + O(\epsilon^4) & r^2 < p < 1 \\
\frac{\pi r^2 p(p - 1)}{1 - r^2} & 1 < p.
\end{cases}
\]
and

\[ r^2 \mathcal{A}(w) - R^2 \mathcal{A}(z) = \begin{cases} 
\frac{-\pi r^2(p^2 - 2p + r^2)}{1 - r^2} & p < 0 \\
\frac{1}{p^2 - r^2} & 0 < p < r^2 \\
\frac{-\pi r^2}{2r^2} & r^2 < p < 1 \\
\frac{3\pi(p - r^2)(1 - p) + O(\epsilon^4)}{1 - r^2} & 1 < p.
\end{cases} \]

We also have

\[ (1 - u)(u - r^2) = \begin{cases} 
\frac{-\pi(1 - p)(r^2 - p)}{(1 - r^2)} & p < r^2 \\
i\epsilon \left(\frac{(r^2 - 1)(2p - r^2 - 1)}{(p - 1)(p - r^2)}\right)^2 + \frac{6\pi^2 - 6\pi^2}{(r^2 + 1) + r^4 + 4r^2 + 1}\epsilon^3 + O(\epsilon^4) & r^2 < p < 1 \\
\frac{-\pi(p - 1)(p - r^2)^2}{3(p - 1)^2} & 1 < p.
\end{cases} \]

Let \( \text{Re} \mathcal{F} = F \). Then using the fact that \( \mathcal{F} \) satisfies the Cauchy-Riemann equations, we have

\[ k(p) = \frac{F_p(1 + r^2 - 2p) + F_{pp}(p - r^2)(1 - p)}{r^2}. \]

Acknowledgements. Research of RK is supported by NSF Grants DMS-1612668, DMS-1713033 and the Simons Foundation award 327929. JdG is support by the Australian Research Council through the ARC Centre of Excellence for Mathematical and Statisitcal Frontiers (ACEMS). We thank Amol Aggarwal, Hugo Duminil-Copin, Vadim Gorin, Andrei Okounkov, and István Prause for conversations and ideas about this project, and the referee for a very careful report on the paper.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

References

[Agg20] Aggarwal, A.: Nonexistence and uniqueness for pure states of ferroelectric six-vertex models (2020)
[Bax16] Baxter, R.J.: Exactly solved models in statistical mechanics. Elsevier (2016)
[Bog09] Bogolyubov, N.M.: A five-vertex model with fixed boundary conditions. Algebra i Analiz 21(3), 58–78 (2009)
[CEP96] Cohn, H., Elkies, N., Propp, J.: Local statistics for random domino tilings of the Aztec diamond. Duke Math. J. 85(1), 117–166 (1996)
[CKP01a] Cohn, H., Kenyon, R., Propp, J.: A variational principle for domino tilings. J. Am. Math. Soc. 14(2), 297–346 (2001)
[CKP01b] Cohn, H., Kenyon, R., Propp, J.: A variational principle for domino tilings. J. Am. Math. Soc. 14(2), 297–346 (2001)
[Dav12] Davis, P.J.: Circulant Matrices. American Mathematical Soc. (2012)
[DCGH+16] Duminil-Copin, H., Gagnebin, M., Harel, M., Manolescu, I., Tassion, V.: Discontinuity of the phase transition for the planar random-cluster and potts models with \( q > 4 \) (2016)
[GDS15] Griffiths, D.F., Dold, J.W., Silvester, D.J.: Essential Partial Differential Equations. Springer Undergraduate Mathematics Series. Springer, Cham, (2015). Analytical and computational aspects
[GM06] Golinelli, O., Mallick, K.: The asymmetric simple exclusion process: an integrable model for non-equilibrium statistical mechanics. J. Phys. A Math. Gen. 39(41), 12679 (2006)

[GS92] Gwa, L.-H., Spohn, H.: Six-vertex model, roughened surfaces, and an asymmetric spin Hamiltonian. Phys. Rev. Lett. 68(6), 725–728 (1992)

[GV89] Gessel, I.M., Viennot, X.: Determinants, paths, and plane partitions. Preprint (1989)

[HWKK96] Huang, H.Y., Wu, F.Y., Kunz, H., Kim, D.: Interacting dimers on the honeycomb lattice: an exact solution of the five-vertex model. Phys. A 228(1–4), 1–32 (1996)

[Kas67] Kasteleyn, P.: Graph theory and crystal physics. In: Graph Theory and Theoretical Physics, pp. 43–110 (1967)

[KM59] Karlin, S., McGregor, J.: Coincidence probabilities. Pac. J. Math. 9(4), 1141–1164 (1959)

[KO06] Kenyon, R., Okounkov, A.: Planar dimers and Harnack curves. Duke Math. J. 131(3), 499–524 (2006)

[KO07] Kenyon, R., Okounkov, A.: Limit shapes and the complex burgers equation. Acta Math. 199(2), 263–302 (2007)

[KOS06] Kenyon, R., Okounkov, A., Sheffield, S.: Dimers and amoebae. Ann Math 1019–1056 (2006)

[KP20] Kenyon, R., Prause, I.: Gradient variational models in $\mathbb{R}^2$ preparation (2020)

[Lie67] Lieb, E.H.: Exact solution of the problem of the entropy of two-dimensional ice. Phys. Rev. Lett. 18(17), 692 (1967)

[Lin73] Lindström, B.: On the vector representations of induced matroids. Bull. Lond. Math. Soc. 5(1), 85–90 (1973)

[Mor08] Morrey, Jr., C.B.: Multiple integrals in the calculus of variations. Classics in Mathematics. Springer-Verlag, Berlin (2008). Reprint of the 1966 edition [MR0202511]

[Nol92] Nolden, I.: The asymmetric six-vertex model. J. Stat. Phys. 67(1), 155–201 (1992)

[RS18] Reshetikhin, N., Sridhar, A.: Limit shapes of the stochastic six vertex model. Commun. Math. Phys. 363(3), 741–765 (2018)

[SYY67] Sutherland, B., Yang, C., Yang, C.: Exact solution of a model of two-dimensional ferroelectrics in an arbitrary external electric field. Phys. Rev. Lett. 19(10), 588 (1967)

[Zag07] Zagier, D.: The dilogarithm function. In: Frontiers in Number Theory, Physics, and Geometry II, pp. 3–65. Springer (2007)

Communicated by H-T.Yau