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SUPPLEMENTARY MATERIALS

Preprocessing steps in CheXpert dataset

Frontal radiographs filtering

The Chexpert dataset consists of both frontal (191,027) radiographs and lateral radiographs. Only frontal thoracic radiographs were used for the training of the Stanford-GAN.

Generating labels

1. Pathology labels not mentioned (NaN) were assigned to 0.0.
2. According to the labeling performance comparison mentioned in [33], most of the uncertainty labels (U) were assigned to 1.0, except for the consolidation class.
3. Uncertainty labels for consolidation were assigned to 0.0.
4. A Python dictionary was used to record pathology labels of radiographs: the key was set to the radiograph filename and the corresponding value was set to the pathology vector.

Preprocessing of Radiographs

The aspect ratio of radiographs was rescaled to 1:1 by zero-padding. The radiographs’ intensity values were initially normalized to the range of [0, 255] to prepare the necessary files and radiographs in real batches were further scaled to the range of [-1, 1] during training.

Network training details

We trained two conditional GANs based on two separate datasets: the NIH ChestX-ray14 dataset and the Stanford CheXpert dataset. GANs involve both a generator and a discriminator that are trained to learn the underlying distribution of medical imaging data. Given a prior distribution and conditional information, the generator (G) maps low-dimensional input data, e.g. a vector of size (512, 1), to a particular image (X-ray in our case). As an adversary, the discriminator (D) tries differentiating between the generated and the true distribution of images. The training proceeds by letting G compete against D until an equilibrium state is reached.

In the original formulation of the GAN, such a competing game was mathematically formulated as a min-max objective function:

\[
\min_G \max_D \mathbb{E}_{x \sim P_r} [\log(D(x))] + \mathbb{E}_{\tilde{x} \sim P_g} [\log(1-D(\tilde{x}))]
\]

where \(P_r\) is the training distribution and \(P_g\) is the distribution learned by the generator. As shown in [11], the objective 3 can be further expressed by the Jensen-Shannon (JS) divergence between \(P_r\) and \(P_g\). The difficulty in training a GAN lies in the fact that the JS divergence yields zero when a minor overlap is found between \(P_r\) and \(P_g\). One historical remedy of increasing the overlap of \(P_r\) and \(P_g\) was to add random noise to real and generated samples, which proved to be generally harmful in terms of image quality [37].

Instead of optimizing the objective 3, we achieved robust training of our GANs with Wasserstein-distance based losses [37]:

\[
L_G = \mathbb{E}_{x \sim P_r} [D_w(x)]
\]

\[
L_D = \mathbb{E}_{x \sim P_r} [D_w(x)] + \mathbb{E}_{\tilde{x} \sim P_g} [D_w(\tilde{x})] + \lambda \mathbb{E}_{x \sim P_r} (\|\nabla_x D_w(x)\|_2 - 1)^2 + \epsilon \mathbb{E}_{x \sim P_r} [D_w(x)]^2
\]

where \(w\) is the model parameter, \(\lambda\) and \(\epsilon\) control the penalty term strength. The first and second term of \(L_D\) in equation 4 compute the Wasserstein distance between the true and the generated distributions. To avoid loss drifting, the score for real images was pinned around zero (Fig. S1A) by the epsilon penalty term [12].

In addition to using a meaningful Wasserstein loss, a progressive growing strategy was used to incrementally train the model towards higher spatial resolutions. This technique yields stable and high-quality results...
as we intentionally shifted the focus of the network from basic image contrast (learned from low-resolution images) to high frequency details (learned from high-resolution images). Such a progressive growing process is illustrated in Fig. S1A. Whenever the network doubled its spatial resolutions, i.e., from spatial resolution stage \(i-1\) to spatial resolution stage \(i\) (Fig. S1B), we linearly increased the weight \(\alpha\) to incorporate the new convolutional layer. In our setting, once training of one spatial resolution stage stabilized after being presented a total of 600,000 real radiographs (with repetitions), the layers responsible for the next spatial resolution stage were gradually faded in and training continued with another 600,000 radiographs during this fade-in stage (again with repetitions). In total, the GANs were each presented 12 million radiographs.

To demonstrate the convergence process, we plotted the loss terms of the Stanford-GAN in Fig. S1C. Convergence is achieved by reaching a plateau for the real and synthesized score of the discriminator. It should be noted that this mathematical proceeding was in agreement with the visually assessed quality: we found that image quality saturated after the presentation of 10 million images, see also Fig. S1D.

**Fig. S1.** The training process of our progressive growing GAN. A: Starting from a basic \(4 \times 4\) spatial resolution, we smoothly increase the spatial resolution of both generator and discriminator by linearly fade in more convolutional layers. B: Technical details about how to incorporate a new convolutional layer for doubling network’s spatial resolution. When the network doubles its spatial resolutions, i.e., from spatial resolution stage \(i-1\) to spatial resolution stage \(i\), we linearly increase \(\alpha\) to sum outputs from a new convolutional layer and the old layer. C: To achieve conditional generation, we simply concatenate the conditioning representation, i.e., label vector, to the random input vector. The combined vector is passed to a fully-connected layer. Concatenation based conditioning can be viewed as a form of conditional biasing once we decompose the matrix-vector product of the fully-connected layer into two matrix-vector subproducts (see the inner plot). D: Scores for both real and generated samples during the training process of Stanford-GAN. Due to the epsilon penalty term, the real score fluctuates around zero and therefore the competition between G and D is reflected by the synthesized score. The convergence of the Stanford-GAN was indicated by a stable Wasserstein distance, i.e., real score - synthesized score, which was found after feeding 10 million radiographs to the network in the training process. E: Calculated FID for both Stanford- and NIH-GANs. The convergence of both GANs was demonstrated by the FID reaching a plateau after 10 million images.
Experimental subset selection details

In order to give a better overview over why we chose the numbers in our experiments, we have compiled the Table S1 as an overview and have added explanatory text for each experiment:

| Section                                      | Number of Subset | Justification                                                                 |
|----------------------------------------------|------------------|--------------------------------------------------------------------------------|
| Generation of synthesized Radiographs        | 1,000 fake       | It’s sufficiently high to represent the distribution of MS-SSIM values within one group as depicted in the histogram of Fig. S2A. |
| Ability of Human Readers to Distinguish      | 50 real, 50 fake | Power analysis                                                                  |
| Synthesized Radiographs from Real X-ray Images | 1,000 nearest neighbor | 99% certainty that fraction of images with private information is smaller than 0.005. |
| Performance of Classifiers Trained on        | 500 real + 500 fake | Estimation of typical data size in a realistic setting.                      |
| Synthesized Radiographs                      |                  |                                                                                |
| Federated averaging facilitates the training of local GANs | 20,000 real    | Estimation of typical data size in a setting with scarcity of labelled data. |

**Generation of synthesized Radiographs**

In this experiment we intended to demonstrate the distribution of SSIM for both the real and synthesized radiographs. As no reliable prior data were available for the performance of similar networks, no dedicated power analysis was used to predetermine the sample size. Rather, our goal was to give a faithful representation of the distribution and we checked whether the - admittedly extrapolated - distribution was visually represented by the histograms in Fig. S2A. We also performed an additional test by recalculating the same SSIM with $10^6$ samples and found that the relevant metrics (i.e. mean and standard deviation) differed by less than one percent.

**Ability of Human Readers to Distinguish Synthesized Radiographs from Real X-Ray Images**

In order to determine the number of needed samples, we used power analyses according to [36]. For the differentiation of synthesized against real radiographs by human readers we made the following assumptions: a priori ability to recognize a synthetic radiograph as synthetic: 0.5, a priori ability to recognize a real radiograph as real: 0.8, alpha error: 0.05, and power: 0.8. This resulted in a sample size of 38 for both the real and synthesized radiographs. To account for inevitable inaccuracies in the assumptions above, we chose to increase both numbers to 50.

**Ensuring Retainment of Private Information**

To determine how many test samples are needed for the privacy test, we made the following assumptions: If there is a fraction of synthesized images which contain private information we wanted to be able to discover a fraction of greater than 0.005 with a probability of at least 99 %. With a sample size of 1,000, the probability of drawing zero “hits” is 0.007. Thus, we can at least be 99 % sure that the fraction of synthesized images that contain private information is smaller than 0.005 when using a sample size of 1,000 for the visual reader test.

**Performance of Classifiers Trained on Synthesized Radiographs**

In this experiment our goal was to demonstrate the advantage of using synthesized X-rays in conjunction with real X-rays when manually labelled data is scarce. Manually labelling data is a tedious process and we estimated, that a typical size of labelled data for a specific task would have to be an order of magnitude higher than 100 (otherwise the classifier would have problems of being trained), but probably would have to be much smaller than 100,000 or even 10,000 due to the time it takes to label all the data. Our reasoning was as follows: to label a single x-ray accurately from our experience takes about 3 minutes when including the full workflow from opening the image to putting in the labels. For 10,000 X-rays, this would result in a net labelling time of 500 hours - so about 3 months of full-time labelling work. We therefore concluded that a suitable data size of images on which a classifier would be trained in this setting would be 1,000 as a compromise between the need for more data (more than 100) and the assignment of human resources.

**Federated averaging facilitates the training of local GANs**

Similarly to the reasoning in “Performance of Classifiers Trained on Synthesized Radiographs” we estimated, that small local hospitals might be able to label on the order of 1,000 images accurately. Our additional assumption was that a realistic collaboration of local hospitals might result in about 20 different entities. Thus
we arrived at a total of 20,000 X-rays being trained in a federated learning approach with each of the 20 entities contributing 1,000 labelled X-rays.

**Diversity of generated radiographs**

The SSIM difference in Fig. S2B and C is denoted as $\Delta$SSIM. For a total number of 100,000 repetitions, we randomly sampled two pairs of images from a pool containing 100 mixed real&synthesized radiographs (50% real and 50% synthesized), and obtained the SSIM difference between pairs via $\Delta$SSIM$_i = \text{SSIM}_{\text{pair}_i} - \text{SSIM}_{\text{pair}_{i+1}}$. As listed in Fig. S2D and E, we computed the p-value of the SSIM difference by determining what fraction of such found random differences were greater than the difference we actually found.

![Fig. S2. Diversity of generated radiographs](image)

**Advantages of the proposed GAN-based approach**

One additional advantage of the proposed concept of data sharing is the reduction in data storage requirements: storing a single radiograph image with a spatial resolution of $1024 \times 1024$ and a bit depth of 8 bits requires 1 megabyte of hard drive space. Considering that the number of radiographs acquired at a maximum care hospital easily reaches 100,000 per year, constructing a database of millions of radiographs (ImageNet comprises e.g. 14 million natural images) is not out of reach. While the actual images themselves were to take up terabytes of data, the storing of the weights of the GAN generators only amounts to a few hundred megabytes (in our case about 23 million weights with a precision of 32 bits: 80 MB of storage). The GANs thus also serve as a data content compression tool that might promote the development of CV algorithms at smaller institutions that do not have access to large data storage capabilities.
Privacy concerns in imaging modalities other than X-rays

The X-ray dataset used in this manuscript did not contain any name information pixel-hard-coded into the images. Therefore, there was no possibility that the GAN replicates private patient data through this route. However, other radiological images such as ultrasound datasets often have the patient data hard-coded into the pixel values. A failsafe procedure that prevents the replication of patient identifying text is the removal of any pixel-hardcoded information before the images are used for training of the GAN. For this, automated optical character recognition (OCR) to redact burnt-in text on images contained in DICOM instances could be used.

Alternative generative models

Alternative network architectures to the one chosen in this manuscript exist. Among those are flow models [38] and autoregressive models [39]. We have chosen the progressive growing GAN architecture as it is less demanding w.r.t. computational resources: both flow and autoregressive models demand resources that are currently outside of the possibility of most hospitals. However, with ever-increasing computational power, these approaches might equally well be suited for the creation of a database of anonymous radiological images and might need to be evaluated in the future.

Adversarial robustness

The brittleness of deep learning models introduced by adversarial attacks has attracted significant attention in the scientific community. Particularly, an adversarial threat is less detectable in the standard setting of a federated classifier as the server has no visibility into training data. A remedy to this issue is the use of adversarial training in which the model parameters were optimized by performing gradient descent over adversarial examples. Using the Stanford CheXpert dataset, we trained a robust classifier against an iterative fast gradient sign (FGSM) adversary with $l_\infty$ norm constrain. We set the maximum perturbation ($\varepsilon$) to 0.005, the step-size to 0.0025, and the number of iterations to 10 for generating adversarial examples. When applying $\varepsilon = 0.01$ attack on the test samples, we observed a significant amount of ROC-AUC decrease in standard models (2nd row in Fig. S3) whereas robust models were less perturbed (1st row in Fig. S3).

Fig. S3. Performance of our adversarially trained classifier against iterative FGSM adversaries. 1st row: the CheXpert classifier was trained against $\varepsilon = 0.005$ perturbation imperceptible to humans. 2nd row: a classifier was trained on clean samples from the CheXpert dataset. In the test phase, we used either clean ($\varepsilon = 0$) or perturbed ($\varepsilon = 0.01$) samples to quantify the influence of adversarial attacks. We observed that our robust model was resistant to $\varepsilon = 0.01$ attacks, however, the attacks were able to fool the standard model.
Fig. S4. Generated radiographs with a spatial resolution of $256 \times 256$ and $1024 \times 1024$. A: Real thoracic radiographs from the database with labels healthy, cardiomegaly, effusion, and hernia are displayed in the upper row. Synthesized radiographs as generated by the generator with the same labels are shown in the bottom row. Note that consistent changes are seen in both the real and synthesized radiographs: enlargement of the heart (2nd column), opacification of the left lung (3rd column) and mediastinal enlargement/shift (4th column). B: Randomly generated radiographs at a spatial resolution of $256 \times 256$ (left column) and their three nearest neighbors (NN) counterparts (i.e. most similar radiographs) in the real dataset in columns two to four. As implied by our network architecture, no duplication of an existing radiograph was found neither by visual inspection nor numerically by a high similarity measure. C: Quantitative pathology transitions. Transition from healthy to diseased generated radiographs (top row: cardiomegaly, bottom row: effusion), when the latent vector that characterizes a specific pseudo-patient is held fixed and the entry in the one-hot encoding vector for that specific disease is increased from 0 (1st column), via 0.3 (2nd column) and 0.6 (3rd column) to 1.0 (4th column). Both cardiomegaly and effusion are realistically depicted: the heart shape grows, while the increasing opacification in the left lower lung reflects the accumulating amount of fluid which is less transparent for X-rays than lung tissue. Note that the left lung corresponds to the right image side as radiographs are depicted with the patient facing the reader. Cardiomegaly was marked by red arrows whereas effusion was marked by blue asterisks. Corresponding animations for both of these as well as the remaining 12 diseases are given as an online supplement. D: Handpicked examples where the generation of pneumonia by the generator seemed to be difficult. 1st row: simulated pneumonia examples from the NIH-GAN. 2nd row: simulated pneumonia examples from the Stanford-GAN. Note that the pneumonia features in NIH-GAN generated samples are less realistic due to the limited number of pneumonia examples in the training set. E: Generated high-resolution images with a resolution of $1024 \times 1024$ look real initially. However, details reveal the synthesized origin of the data. From left to right: dense line in unphysiological orientation adjacent to mediastinum (the 1st column), a bizarre configuration of the humeral head (the 2nd column), an unphysiological configuration of right pulmonary vessels (the 3rd column) and periodic, wavelike pattern superimposed on the lung parenchyma (the 4th column). Note, that those artifacts do not appear consistently and even though the GAN has difficulties reproducing all details of a radiograph collectively, it often generates them in a realistic matter: the humeral head (artifact in the 2nd column) is correctly depicted in the 3rd column, while the aberrant vessel structure of the right hilus (artifact in the 3rd column) is correctly depicted in the 2nd column.
Domain Adaption using a Cycle-GAN

Each hospital has its scan protocol and different vendor and scan parameters. Normalization of each data set is of immense importance to get consistent results for the trained classifiers. In the experiments described in section Performance of Classifiers Trained on Synthesized Radiographs, we employed a mere simple mean to account for this by cutting the X-rays to a standard size and normalizing the dynamic range to (0, 255). However, not all differences between scan protocols can thus be caught (e.g. a different geometry setup of the X-ray tube during image acquisition). We, therefore, performed additional experiments, in which we employed Cycle-GANs [40]. Cycle-GANs are a powerful tool to transfer the “style” of one set of images (hospital A) to the second set of images (hospital B) without giving detailed instructions on what properties have to be changed. We trained a Cycle-GAN to transfer the general appearance of the Stanford X-rays to the NIH X-rays. The results of this training are shown in Fig. S5 The visual impression indeed confirms that the general appearance of the Stanford X-rays can be transferred to that of the NIH images and that this is a viable method that warrants future research into this direction.

![Diagram](image.png)

Fig. S5. Radiographs from Stanford dataset can be transferred into a NIH style by using a Cycle-GAN.

Table S2: Performance measures of participants in the GAN real/synthesized test. Note that the reading conditions for Radiologist (Rad) 4 were different from the remaining readers: Radiologist 4 performed the test at a dedicated radiological working station and was allowed to first analyze the high-resolutions (1024×1024) radiographs for telltale signs of the GAN before going back to the low-resolution examples.

|        | 256×256 | 512×512 | 1024×1024 |
|--------|---------|---------|-----------|
|        | Accu. % | Sens. % | Spec. %  | Accu. % | Sens. % | Spec. %  | Accu. % | Sens. % | Spec. %  |
| CV 1   | 53      | 52      | 54       | 90      | 94      | 86       | 86      | 88      | 84       |
| CV 2   | 62      | 70      | 54       | 62      | 74      | 50       | 77      | 80      | 74       |
| CV 3   | 66      | 76      | 56       | 51      | 78      | 24       | 84      | 96      | 72       |
| Rad 1  | 45      | 50      | 40       | 66      | 66      | 66       | 69      | 74      | 64       |
| Rad 2  | 58      | 66      | 50       | 53      | 68      | 38       | 68      | 76      | 60       |
| Rad 3  | 50      | 48      | 52       | 77      | 90      | 64       | 96      | 98      | 94       |
| Rad 4  | 86      | 76      | 96       | 96      | 92      | 92       | 92      | 92      | 92       |

Abbreviations: CV, computer vision experts; Rad, radiologists with more than 5 years experiences; Aver., average; Accu., accuracy; Sens., sensitivity; Spec., specificity.
The seven overlapping labels between the NIH and Stanford dataset are listed in the table above. Note that pathological radiographs seem to be more common in the Stanford CheXpert dataset due to the differences in the labeling process [33]. Abbreviations: NIH, National Institutes of Health Clinical Center; SD, standard deviation.

Table S4: p-values for quantities in Fig. 2 (left) and Fig. 3 (right).

Table S5: Generator and discriminator that we use to generate 1024×1024 radiographs. The total number of trainable parameters for the generator and the discriminator are 23.2M and 23.1M, respectively.
Algorithm S1 Federated Averaging GAN. We use default values of $K = 20$, $C = 0.1$, $T = 5,000$, $b = 32$, $E = 10$, $\lambda = 10$, $n_{\text{discriminator}} = 10$, and $\alpha = 0.0001$.

1: **Aggregation server executes:**
2: **Require:** Total number of $K$ local clients are indexed by $i$; a fraction of clients $C$; total number of iterations $T$.
3: initialize global generator $w_{G,0}$
4: initialize global discriminator $w_{D,0}$
5: **for** each round $t$ from 0 to $T$ do
6: $m \leftarrow \max(C \cdot K, 1)$
7: $S_t \leftarrow$ (random set of $m$ clients, $n$ data items)
8: **for** each local client $i \in S_t$ in parallel do
9: $w_{i,G,t+1}, w_{i,D,t+1} \leftarrow \text{LocalUpdate}(k, w_{i,G,t}, w_{i,D,t})$
10: **end for**
11: $w_{G,t+1} \leftarrow \sum_i \frac{n_i}{n} w_{i,G,t+1}$
12: $w_{D,t+1} \leftarrow \sum_i \frac{n_i}{n} w_{i,D,t+1}$
13: **end for**

1: **LocalUpdate**($i, w_{D}, w_{G}$): Run on client $i$
2: **Require:** The gradient penalty coefficient $\lambda$; the number of discriminator iterations per generator iteration $n_{\text{discriminator}}$; the local batch size $b$; the number of local generator update iterations $E$; local learning rate $\alpha$.
3: **Require:** initial discriminator parameters $w_{D,0}$, initial generator parameters $w_{G,0}$.
4: **for** each local iteration $n$ from 1 to $E$ do
5: Sample a batch of latent variables $\{z^{(j)}\}_{j=1}^b \sim p(z)$ and class labels $\{c^{(j)}\}_{j=1}^b \sim p_c$.
6: $w_{G} \leftarrow w_{G} - \alpha \nabla_{w_{G}} \sum_{j=1}^{b} (-D_{w_{D}}(G_{w_{G}}(z,c)) + L_{\text{synthesized}})$
7: **for** $i = 1, \ldots, n_{\text{discriminator}}$ do
8: **for** $j = 1, \ldots, b$ do
9: Sample real data $x \sim p_r$, latent variable $z \sim p(z)$, a random number $\varepsilon \sim U[0,1]$, $c \sim p_c$.
10: $\tilde{x} \leftarrow G_{w_{G}}(z,c)$
11: $\hat{x} \leftarrow \varepsilon x + (1-\varepsilon)\tilde{x}$
12: $L^{(j)} \leftarrow D_{w_{D}}(\hat{x}) - D_{w_{D}}(x) + \lambda (\|\nabla_{x} D_{w_{D}}(\hat{x})\|_2 - 1)^2 + L_{\text{real}}$
13: **end for**
14: $w_{D} \leftarrow w_{D} - \alpha \nabla_{w_{D}} \sum_{j=1}^{b} L^{(j)}$
15: **end for**
16: **end for**
17: return $w_{G}, w_{D}$ to server
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