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ABSTRACT

We propose to verify relations between quantities which characterize scaling properties of high energy density fluctuations in terms of factorial moments and newly introduced associated frequency moments. Typical examples are presented in frame of systematics developed in the present paper. It involves also several sorts of moments applied so far in the search for intermittency and multifractality. Our approach takes the advantage of relations in which a linear combination of associated frequency moments reduces statistical fluctuations to the same extent as it is done by corresponding factorial moments.

1. Introduction

It can be taken already as firmly established that several high energy particle density fluctuations reveal multifractality\textsuperscript{1,2}. This phenomenon appears quite clearly in lepton, hadron as well as heavy ion induced collisions and it is observed at different energies of colliding objects.

High energy intermittency, or in general, multifractality is usually described in terms of quantities characterizing scaling properties of factorial\textsuperscript{3,4}, $F(q)$, and frequency\textsuperscript{5,6,7}, $G(q)$, moments. From this point of view, the corresponding scaling indices ($a(q)$ and $\tau(q)$, respectively) represent the most frequent quantities one is dealing with in this region of physics.

\textsuperscript{1}To be published in Int’l J. Mod. Phys. A
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It is usually argued that in the case of very large multiplicities, both sets of scaling indices are related quite simply, namely,

$$a(q) = q - 1 - \tau(q) \ .$$  \hfill (1)

Data available so far show a statistically significant difference between the left and right hand sides of (1), compare Table 1. This circumstance is not surprising because a consistent description of realistic experimental data available so far should be represented by a relation extending (1) which takes into account finite multiplicities.

In the present contribution that extension is given in explicit form, for different definitions of the factorial and associated frequency moments; they are related by the requirement that at very large multiplicities, the following type of relation should be satisfied,

$$F(q) = \omega(q)G(q) \ ,$$  \hfill (2)

$$\omega(q)$$ being present due to the appropriate normalization. It will be seen also that for a given finite value of the order $$q$$ the number of correction terms involved in that extension, is finite.

A short and incomplete survey of the factorial moments (represented by the ratio "numerator over denominator") which are (or might be) currently applied in high energy physics is seen in Table 2.

Introductory relations mentioned in the next Section give the possibility to include (into the relations between scaling indices) the correction terms appearing due to the finite value of the corresponding multiplicities. In the third Section we discuss first of all the standard approaches while the next Section deals with several other forms of the factorial and associated frequency moments. We emphasize also (in the fifth Section) that there is missed a systematic search for multifractality in high energy physics; so far, in individual cases, there are not known reliable conditions which allow to specify the most appropriate type of statistical moments for the study of multifractality. Conclusions and suggestions are formulated in the last Section.

2. Preliminaries

We consider charged particle density distributions in a (pseudo)rapidity window $$\Delta Y$$; let $$n_{me}$$ denote the number of particles observed in the $$m$$-th bin ($$m=1,2,...,M$$) of the $$e$$-th event ($$e=1,2,...,E$$), the equal size of bins being $$\delta y = \Delta Y/M$$. The non-normalized and non-averaged "primitive" factorial moment is represented by quantity $$F(n_{me}; q)$$, say, with $$q \geq 1$$,

$$F(n; q) = n(n-1)...(n-q+1)$$

$$= n^q + A_1 n^{q-1} + ... + A_{q-1} n$$

$$= n^q \left[ 1 + \frac{A_1(q)}{n} + ... + \frac{A_{q-1}(q)}{n^{q-1}} \right]$$  \hfill (3)

$^b$It will be seen later that, in general, the term "multiplicity" mentioned at this place, means a quantity which depends on the form of individual moments under consideration.

$^c$See the preceding footnote.
where (compare\textsuperscript{10}),
\[
\begin{align*}
A_1 &= A_1(q) = -q(q-1)/2 , \\
A_2 &= A_2(q) = +q(q-1)(q-2)(3q-1)/24 , \\
A_3 &= A_3(q) = -q^2(q-1)^2(q-2)(q-3)/48 ,
\end{align*}
\]

(4)

e tc. and with vanishing \(A_j(q)\) if \(q \leq j, j = 1,2,\ldots\).

In the present paper the assumption is applied that scaling properties identified by several appropriate statistical moments are observed in a range of the number of bins, \(M\), say,
\[M_{low} \leq M \leq M_{high};\]

\(M_{high}\) is usually given by resolution of the devices applied. In high energy physics that quantity is finite (like e.g. also in turbulence where it is known as the Kolmogorov bound).

We take also as granted that the slopes and intercepts entering the leading order asymptotic terms which characterize the scaling properties of the moments under consideration, are sufficiently accurate so that the next to the leading order terms are much smaller (in absolute value) than the former ones.

Now we show the extension of eq.(1) in several concrete cases.

3. Standard approaches

*Standard approaches* involve following form of factorial and associated frequency moments:

### 3.1. Horizontal moments

If properties of individual events are to be emphasized it is usually expected that the horizontal moments are more appropriate for investigating the scaling properties of a sample of events. In this respect e.g. the muon-proton and muon-deuteron collisions\textsuperscript{7} at 280 GeV as well as the 800 GeV protons interacting with emulsion nuclei\textsuperscript{8} can be mentioned.

The standard horizontal factorial moments, \(F_e^{(H)}(q)\), characterizing the \(e\)-th event are introduced by
\[
F_e^{(H)}(q) = M^{q-1} \sum_{m=1}^{M} F(n_{me}; q)/[N_e^{(H)}]^q
\]

(5)
ad their vertical averaging gives the full form,
\[
F^{(H)}(q) = \frac{1}{E} \sum_{e=1}^{E} F_e^{(H)}(q) .
\]

(6)

Denominator of the horizontal moment (5), \(N_e^{(H)}\),
\[
N_e^{(H)} = \sum_{m=1}^{M} n_{me}
\]

(7)

\textsuperscript{d}To minimize the degree of possible confusion in notation and naming of different moments we write down explicitly all indices involved in respective quantities and summations.
represents the multiplicity of the \( e \)-th event.

The well known (horizontal) frequency \( G \)-moments characterizing the \( e \)-th event,

\[
G_e^{(H)}(q) = \left\{ \sum_{m=1}^{M} n_{me}^q / \left[ \sum_{m=1}^{M} n_{me} \right]^q \right\} \vartheta(n_{me} - q)
\]  

(8)

after vertical averaging lead to

\[
G^{(H)}(q) = \frac{1}{E} \sum_{e=1}^{E} G_e^{(H)}(q) .
\]  

(9)

Frequency moments (8) represent the leading order asymptotic term of (5) (up to the normalization) in the limit of very large number of observed particles (a more accurate specification is given below).

Now, we are looking for a relation between the factorial and associated frequency moments just introduced.

Since the low values of multiplicity \( n_{me}, \ n_{me} < q \), do not influence the former moments (due to their definition, eq.(5)), the presence of \( \vartheta \)-function in (8) [with \( \vartheta(x) = 0 \) if \( x < 0 \) and \( \vartheta(x) = 1 \) if \( x \geq 0 \)] guarantees the same property of the later ones, eq.(8).

Let us adopt the view that fractal structure is revealed by factorial moments if the following scaling property is observed,

\[
\frac{1}{E} \sum_{e=1}^{E} F_e^{(H)}(q) \propto f_q^{(H)} M^{\gamma_q^{(H)}} .
\]  

(10)

And the fractal structure is detected by frequency moments if the following scaling property is satisfied,

\[
\frac{1}{E} \sum_{e=1}^{E} [N_e^{(H)}]^{-\lambda} G_e^{(H)}(q) \propto [N_0^{(G),(H)}]^{-\lambda} g_q^{(H)} M^{-\tau_q^{(H)}} .
\]  

(11)

In eq.(11), \( N_0^{(G),(H)} \) represents the effective average multiplicity; \( N_e^{(H)} \) is given by (7), and \( \lambda = 0,1,2,...; \) with \( \lambda = 0 \) the usual form of the scaling property is obtained (as it is applied in\(^5,6\) and in many other papers). With respect to eq.(3),

\[
F_e^{(H)}(q) = M^{q-1} \left\{ G_e^{(H)}(q) + \frac{A_1(q)}{N_e^{(H)}} G_e^{(H)}(q-1) + \cdots + \frac{A_{q-1}(q)}{N_e^{(H)}(q-1) G_e^{(H)}(1)} \right\}
\]  

(12)

and we conclude that the asymptotic equality (of the form (2)) between moments characterizing a given event,

\[
F_e^{(H)}(q) = M^{q-1} G_e^{(H)}(q) ,
\]  

(13)

is satisfied as far as the (total) multiplicity of that event, \( N_e^{(H)} \), is very large,

\[
N_e^{(H)} \gg 1 .
\]  

(14)
The series expansion on r.h.s. of (12) retains finite number of terms; this means that such a linear combination of the frequency $G$-moments reduces statistical fluctuations (contained in all individual frequency moments) to the same extent as it is done by the corresponding factorial moment appearing on the l.h.s. of (12).

Averaging eq.(12) over events,

$$
\frac{1}{E} \sum_{e=1}^{E} F_e^{(H)}(q) = M^{q-1} \left\{ \frac{1}{E} \sum_{e=1}^{E} G_e^{(H)}(q) + \frac{A_1}{E} \sum_{e=1}^{E} [N_e^{(H)}]^{-1} G_e^{(H)}(q-1) + \cdots 
+ \frac{A_{q-1}}{E} \sum_{e=1}^{E} [N_e^{(H)}]^{-q+1} G_e^{(H)}(1) \right\}
$$

(15)

and application of the asymptotics (10) and (11) leads to the result[

$$
\hat{f}_q^{(H)} M^{a_q^{(H)}-q+1} = g_q^{(H)} M^{-\tau_q^{(H)}} + \frac{A_1}{N_0^{(G),(H)}} g_{q-1} M^{-\tau_{q-1}^{(H)}} + \cdots + \frac{A_{q-1}}{[N_0^{(G),(H)}]^{q-1}} g_1^{(H)} M^{-\tau_1^{(H)}}
$$

(16)

Equation (16) allows to conclude that the asymptotics (1) is satisfied as far as

$$
N_0^{(G),(H)} \gg 1.
$$

(17)

Moreover, with $q = 2$ eq.(16) gives[

$$
\hat{f}_2^{(H)} M^{a_2^{(H)}-1} = g_2^{(H)} M^{-\tau_2^{(H)}} - \frac{g_1^{(H)}}{N_0^{(G),(H)}} M^{-\tau_1^{(H)}}
$$

(18)

(where $A_1(2) = -1$ is applied) and with $q = 3$ eq.(16) and (18) lead to

$$
\hat{f}_3^{(H)} M^{a_3^{(H)}-2} + \frac{2 g_2^{(H)}}{N_0^{(G),(H)}} M^{a_2^{(H)}-1} = g_3^{(H)} M^{-\tau_3^{(H)}} - \frac{g_2^{(H)}}{N_0^{(G),(H)}} M^{-\tau_2^{(H)}}.
$$

(19)

As far as experimental data allow to extract the value of quantities

$$
\{ \hat{f}_2^{(H)}, a_2^{(H)}; g_2^{(H)}, \tau_2^{(H)}; N_0^{(G),(H)} \},
$$

(20)

eq(18) allows to verify a consistency relation between them. Then eq.(19) represents a relation between $\{ \hat{f}_3^{(H)}, a_3^{(H)}; g_3^{(H)}, \tau_3^{(H)} \}$ and the quantities quoted in (20). Analogous conclusion can be formulated[7] if the value $q = 4, 5, ...$ is inserted in (16).

---

Footnotes:

[1] We assume that both asymptotics, (10) and (11), are satisfied simultaneously; similar note is applied also in other cases considered in the present contribution.

[2] In all cases considered in the present paper, factorial as well as associated frequency moments with $q = 1$ are equal to unity. With respect to that circumstance the corresponding slopes ($a_1$ and $\tau_1$) identically vanish while the intercepts ($f_1$ and $g_1$) are equal to unity. However, with respect to a better transparency of the corresponding relations, those quantities are not replaced by their numerical value.

[3] The same comment refers also to other cases considered in the present paper.
Quantities characterizing scaling properties of standard horizontal moments are related by (16); we propose to apply that relation or its special cases (like (18), (19) and other ones obtained with $q = 4, 5, \ldots$) for verification of the consistency or for prediction of some of them.

Let us note that eq.(12) allows to express an associated frequency moment $G_e(q)$ as a linear combination of the factorial moments $F_e(q)$ with decreasing order $q$, namely,

$$G_e^{(H)}(q) = \sum_{j=1}^{q} \left\{ B(q - j + 1) / [N_e^{(H)}]^{q-j+1} \right\} F_e^{(H)}(q - j + 1);$$

the coefficients $B(q - j + 1)$ being expressed in terms of the coefficients $A_j(q)$, compare\(^10\). Now, let us average the aforementioned relation over events and apply the asymptotics $(1/E) \sum_{e=1}^{E} G_e(q) \propto g_q M^{-\tau_q}$ together with

$$\frac{1}{E} \sum_{e=1}^{E} [N_e^{(H)}]^{-\lambda} F_e^{(H)}(q) \propto [N_0^{(F),(H)}]^{-\lambda} f_q^{(H)} M^{a_q^{(H)}}. \quad (21)$$

Comparison of the result which is obtained by this procedure, with eq.(12) leads to the following interesting conclusion,

$$N_0^{(F),(H)} = N_0^{(G),(H)} \equiv N_0^{(H)} \quad (22)$$

where $N_0^{(G),(H)}$ is introduced by (11); this means that the effective average multiplicity characterizing horizontal factorial moments is the same as that one characterizing associated frequency moments (this conclusion is valid also in other cases treated below).

### 3.2. Vertical moments

If rare events with sharp peaks are not to be missed\(^5\), the vertical analysis is suggested. In this case the normalized standard vertical factorial moments characterizing a given (say, the $m$-th) bin acquire the form\(^6\) (compare $[Y(A/C)]$ of Table 2),

$$F_m^{(V)}(q) = M^{q-1} E^{q-1} \sum_{e=1}^{E} F(n_{me}; q) / [N_m^{(V)}]^{q} \quad (23)$$

and the consecutive horizontal averaging leads to the full form,

$$F^{(V)}(q) = \frac{1}{M} \sum_{m=1}^{M} F_m^{(V)}(q) \quad (24)$$

with

$$N_m^{(V)} = \sum_{e=1}^{E} n_{me} \quad (25)$$

---

\(^6\)See the preceding footnote.

\(^5\)The factor $M^{q-1}$ guarantees that eq.(1) is satisfied in the corresponding asymptotics.
being the sum of multiplicities which appear in the \( m \)-th bin of all events. Factorial moments of the form \((23)\), up to the normalization factor, are successfully applied e.g. when there are investigated interactions of 200 A GeV sulphur nuclei with gold target\(^\text{11}\), as well as in several other cases (compare e.g. Table 2). The associated vertical frequency moments,

\[
G_m^{(V)}(q) = \left\{ \sum_{e=1}^{E} n_{me}^q / \left[N_m^{(V)}\right]^q \right\} \vartheta(n_{me} - q) \quad (26)
\]

averaged horizontally, give the full moments

\[
G^{(V)}(q) = \frac{1}{M} \sum_{m=1}^{M} G_m^{(V)}(q) . \quad (27)
\]

Now, the fractal structure is observed in terms of the factorial moments if the scaling relation

\[
\frac{1}{M} \sum_{m=1}^{M} F_m^{(V)}(q) \propto E^{q-1} f_q^{(V)} M^{\alpha_q^{(V)}} \quad (28)
\]

is satisfied, and in terms of the associated frequency moments, if it holds,

\[
\frac{1}{M} \sum_{m=1}^{M} \left[N_m^{(V)}\right]^{-\lambda} G_m^{(V)}(q) \propto \left[N_0^{(G),(V)}\right]^{-\lambda} g_q^{(V)} M^{-\tau_q^{(V)}} . \quad (29)
\]

Application of (3) allows to arrive at the relation,

\[
F_m^{(V)}(q) = M^{q-1} E^{q-1} \left\{ G_m^{(V)}(q) + \frac{A_1}{N_m^{(V)}} G_m^{(V)}(q - 1) + \cdots 
\right.
\]

\[
+ \frac{A_{q-1}}{\left[N_m^{(V)}\right]^{q-1}} G_m^{(V)}(1) \right\} . \quad (30)
\]

It is seen that a simple relation of the form (2) between moments characterizing the \( m \)-th bin,

\[
F_m^{(V)}(q) = M^{q-1} E^{q-1} G_m^{(V)}(q)
\]

is satisfied if the multiplicity \( N_m^{(V)} \), eq.(25), is sufficiently large, i.e.,

\[
N_m^{(V)} \gg 1 . \quad (31)
\]

Averaging (30) over bins and application of the asymptotics (28) and (29) gives,

\[
f_q^{(V)} M^{\alpha_q^{(V)}-q+1} = g_q^{(V)} M^{-\tau_q^{(V)}} + \frac{A_1}{N_0^{(G),(V)}} g_q^{(V)} M^{-\tau_q^{(V)}} + \cdots
\]

\[
+ \frac{A_{q-1}}{\left[N_0^{(G),(V)}\right]^{q-1}} g_1^{(V)} M^{-\tau_1^{(V)}} . \quad (32)
\]

Now, the asymptotic equation (1) is recovered as far as the effective average multiplicity \( N_0^{(G),(V)} \) is sufficiently large, i.e.,

\[
N_0^{(G),(V)} \gg 1 . \quad (33)
\]
With \( q = 2 \) and \( q = 3 \), we obtain from (32), respectively,

\[
f_2^{(V)} M^{\alpha_2^{(V)} - 1} = g_2^{(V)} M^{-\tau_2^{(V)}} - \frac{g_1^{(V)}}{N_0^{(G), (V)}} M^{-\tau_1^{(V)}}
\]

(34)

and applying (34),

\[
f_3^{(V)} M^{\alpha_3^{(V)} - 2} + \frac{2}{N_0^{(G), (V)}} f_2^{(V)} M^{\alpha_2^{(V)} - 1} = g_3^{(V)} M^{-\tau_3^{(V)}} - \frac{g_2^{(V)}}{N_0^{(G), (V)}} M^{-\tau_2^{(V)}}
\]

(35)

Equations (34),(35) and other ones obtained with \( q = 4, 5, ... \) are analogous to the preceding case (compare with (18) and (19)). Let us add that also in this case, if the effective average multiplicity \( N_0^{(F), (V)} \) characterizing the vertical factorial moments, is introduced in an analogous way as in the preceding part (compare with eq.(21)) the following equality is obtained, \( N_0^{(F), (V)} = N_0^{(G), (V)} \equiv N_0^{(V)} \).

3.3. Mixed moments

Besides the horizontal and vertical analyses also a mixed approach is applied.

(i) Especially, factorial moments of the form (compare with the case \([Z(A/C)]\) in Table 2),

\[
F^{(HV)}(q) = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{E} \sum_{e=1}^{E} F(n_{me}; q) \left[ \frac{1}{M} \sum_{e=1}^{E} N_e^{(H)} \right]^q
\]

(36)

are applied for instance in\(^{12}\) when intermittency in muon-proton scattering at 280 GeV is investigated. The associated G-function is now expressed in the following form,

\[
G^{(HV)}(q) = \frac{\sum_{m=1}^{M} \sum_{e=1}^{E} n_{me}^q}{[N^{(HV)}]^q} \vartheta(n_{me} - q)
\]

(37)

\( N^{(HV)} \) in (36) and (37) being the total number of charged particles observed in the sample of \( E \)-events,

\[
N^{(HV)} = \sum_{m=1}^{M} \sum_{e=1}^{E} n_{me}
\]

(38)

and the number of all charged particles in the \( e \)-th event, \( N_e^{(H)} \), entering (36) is given by (7).

If the corresponding fractal structure is present in the data, validity of the following scaling properties is expected,

\[
F^{(HV)}(q) \propto E^{q-1} f_q^{(HV)} M^{\alpha_q^{(HV)}}
\]

(39)

and

\[
G^{(HV)}(q) \propto g_q^{(HV)} M^{-\tau_q^{(HV)}}
\]

(40)
In this case, application of (3) leads to the following relation between factorial (36) and associated frequency (37) moments,

\[ F^{(HV)}(q) = M^{q-1}E^{q-1}\left\{ G^{(HV)}(q) + \frac{A_1}{N^{(HV)}}G^{(HV)}(q-1) + \cdots \right\} \]

and

\[ \frac{A_{q-1}}{[N^{(HV)}]^{q-1}}G^{(HV)}(1) \]  \hspace{1cm} (41)

In the asymptotics (39) and (40), eq.(41) gives,

\[ f_q^{(HV)}M^{a_q^{(HV)}-q+1} = X_q^{(HV)} \]

where

\[ X_q^{(HV)} \equiv g_q^{(HV)}M^{-r_q^{(HV)}} + \frac{A_1}{N^{(HV)}}g_{q-1}^{(HV)}M^{-r_{q-1}^{(HV)}} + \cdots \]

\[ + \frac{A_{q-1}}{[N^{(HV)}]^{q-1}}g_1^{(HV)}M^{-r_1^{(HV)}} \]  \hspace{1cm} (43)

Now, eq.(41) is reduced to (2) and eq.(42) to (1) as far as the multiplicity \( N^{(HV)} \), rel.(38), satisfies the condition

\[ N^{(HV)} \gg 1 \]  \hspace{1cm} (44)

If \( q = 2 \) we obtain from (42),

\[ f_2^{(HV)}M^{a_2^{(HV)}-1} = g_2^{(HV)}M^{-r_2^{(HV)}} - \frac{g_1^{(HV)}}{N^{(HV)}}M^{-r_1^{(HV)}} \]  \hspace{1cm} (45)

and with \( q = 3, 4, \ldots \) the relations follow which are similar to the preceding cases.

(ii) To reduce the influence of non-flat rapidity distribution varying within the finite bin width \( \delta y = \Delta Y/M \), introduction of the following factor was suggested in 13,

\[ R(q) = \frac{\frac{1}{M} \sum_{m=1}^{M} \langle \rho_{me} \rangle^q}{\left[ \frac{1}{M} \sum_{m=1}^{M} \langle \rho_{me} \rangle \right]^q} \]  \hspace{1cm} (46)

angular brackets denote averaging over all events and \( \rho_{me} = n_{me}/\delta y \) means particle density in the \( m \)-th bin of the \( e \)-th event, so that \( \langle \rho_{me} \rangle \) is the value of single particle rapidity distribution. In our notation, the factor (46) can be expressed as it follows,

\[ R(q) = M^{q-1} \frac{\sum_{m=1}^{M} [N_{m}^{(V)}]^q}{[N^{(HV)}]^q} \]  \hspace{1cm} (47)

Now, the reduced factorial moment \( F^{(red)}(q) \),

\[ F^{(red)}(q) = \frac{F^{(HV)}(q)}{R(q)} \]
(numerator being expressed by (36) and denominator by (47)) acquires the form (compare with \([Z(A/D_1)]\) of Table 2),

\[
F^{(\text{red}')}(q) = E^{q-1} \frac{\sum_{m=1}^{M} \sum_{e=1}^{E} F(n_{me}; q)}{\sum_{m=1}^{M} [N_m^{(V)}]^q} \tag{48}
\]

and the multiplicity \(N_m^{(V)}\) is given by (25). At this point, let us introduce\(^6\) the factorial moment \(F^{(\text{red})}(q)\),

\[
F^{(\text{red})}(q) = M^{q-1} F^{(\text{red}')}(q). \tag{49}
\]

The frequency moments (37) are associated also with (49) (as well as with (48)),

\[
G^{(\text{red})}(q) = \frac{\sum_{m=1}^{M} \sum_{e=1}^{E} n_{me}^q}{\sum_{m=1}^{M} [N_m^{(V)}]^q} \vartheta(n_{me} - q). \tag{50}
\]

As it is seen, there is a remarkable difference between the couple (36) + (37) and (49) + (50).

Now, the scaling properties are formulated in the form,

\[
F^{(\text{red})}(q) \propto E^{q-1} f^{(\text{red})}_q M^{a_q^{(\text{red})}}, \tag{51}
\]

\[
G^{(\text{red})}(q) \propto g_q^{(\text{red})} M^{-\tau_q^{(\text{red})}}. \tag{52}
\]

Applying an analogous procedure as in the preceding case, the relation between factorial and associated frequency moments reads,

\[
F^{(\text{red})}(q) = E^{q-1} \left \{ G^{(\text{red})}(q) + A_1 \frac{\sum_{m=1}^{M} [N_m^{(V)}]^{q-1}}{\sum_{m=1}^{M} [N_m^{(V)}]^q} G^{(\text{red})}(q-1) + \cdots \right. \\
+ A_{q-1} \frac{\sum_{m=1}^{M} N_m^{(V)}}{\sum_{m=1}^{M} [N_m^{(V)}]^q} G^{(\text{red})}(1) \right \}. \tag{53}
\]

In this case the factorial moment \(F^{(\text{red})}(q), (49)\), is reduced (up to the normalization) to the associated frequency moment \(G^{(\text{red})}(q), (50)\), if the multiplicity \(N_m^{(V)}, (25)\), satisfies the following relation,

\[
\frac{\sum_{m=1}^{M} [N_m^{(V)}]^{q-j}}{\sum_{m=1}^{M} [N_m^{(V)}]^q} \ll 1, \tag{54}
\]

with \(j = 1, 2, \ldots, q - 1\). The condition (54) differs considerably from (44).

In the asymptotics (51) and (52), eq.(53) gives,

\[
f_q^{(\text{red})} M^{a_q^{(\text{red})}-q+1} = X_q^{(\text{red})}, \tag{55}
\]

where

\[
X_q^{(\text{red})} \equiv g_q^{(\text{red})} M^{-\tau_q^{(\text{red})}} + A_1 \frac{\sum_{m=1}^{M} [N_m^{(V)}]^{q-1}}{\sum_{m=1}^{M} [N_m^{(V)}]^q} g_{q-1}^{(\text{red})} M^{-\tau_{q-1}^{(\text{red})}} + \cdots \\
+ A_{q-1} \frac{\sum_{m=1}^{M} N_m^{(V)}}{\sum_{m=1}^{M} [N_m^{(V)}]^q} g_1^{(\text{red})} M^{-\tau_1^{(\text{red})}}. \tag{56}
\]

\(^6\)See the preceding footnote.
With \( q = 2 \), eq. (56) leads to,
\[
 f_2^{(\text{red})} M_2^{\tau_2^{(\text{red})}} = g_2^{(\text{red})} M^{-\tau_1^{(\text{red})}} - \sum_{m=1}^{M} N_m^{(V)} g_1^{(\text{red})} M^{-\tau_1^{(\text{red})}}. \tag{57}
\]

If the condition (54) is satisfied then (55) with (56) induce relation (1) between scaling indices \( \alpha_q^{(\text{red})} \) and \( \tau_q^{(\text{red})} \).

4. Some non-standard cases

To demonstrate the existence of somehow more involved situations we mention at least two following cases:

4.1. Collisions of lead nuclei with nuclear target

Study of 158 GeV/n lead collisions with nuclear target published in\(^1\) applies an interesting form of the factorial moment proposed in\(^2\) (compare with the case \([Z(A/D_1)]\) of Table 2),
\[
 F^{(x_1)}(q) = M^{q-1} E^{q-1} \frac{\sum_{m=1}^{M} \sum_{e=1}^{E} F(n_{me};q)}{\sum_{m=1}^{M} F(N_m^{(V)};q)} \tag{58}
\]

With respect to (3), where the function \( F(n_{me};q) \) is introduced, the moment (58) can be expressed as it follows,
\[
 F^{(x_1)}(q) = \frac{M^{q-1} E^{q-1}}{V^{(M)}(q)} \sum_{m=1}^{M} \sum_{e=1}^{E} F(n_{me};q) \sum_{m=1}^{M} N_m^{(V)(q)} \tag{59}
\]
or, with respect to (49),
\[
 F^{(x_1)}(q) = \frac{1}{V^{(M)}(q)} F^{(\text{red})}(q). \tag{60}
\]

In both expressions just mentioned,
\[
 V^{(M)}(q) \equiv 1 + A_1 \frac{\sum_{m=1}^{M} [N_m^{(V)}]^{q-1}}{\sum_{m=1}^{M} N_m^{(V)}} + \cdots + A_{q-1} \frac{\sum_{m=1}^{M} N_m^{(V)}}{\sum_{m=1}^{M} [N_m^{(V)}]^{q}} \tag{61}
\]

The frequency moments \( G^{(x_1)}(q) \) associated with (60) (as well as e.g. in the case \([Z(A/D_1)]\) of Table 2) acquire the form of eq.(50), especially\(^3\),
\[
 G^{(x_1)}(q) = G^{(\text{red})}(q). \tag{62}
\]

Now, by means of (59) and (62) we obtain,
\[
 F^{(x_1)}(q) = \frac{M^{q-1} E^{q-1}}{V^{(M)}(q)} \left\{ G^{(x_1)}(q) + A_1 \frac{\sum_{m=1}^{M} [N_m^{(V)}]^{q-1}}{\sum_{m=1}^{M} N_m^{(V)}} G^{(x_1)}(q) - 1 + \cdots + A_{q-1} \frac{\sum_{m=1}^{M} N_m^{(V)}}{\sum_{m=1}^{M} [N_m^{(V)}]^{q}} G^{(x_1)}(1) \right\}. \tag{63}
\]

\(^3\)It is not surprising that different forms of factorial moments lead to the same form of the leading order asymptotic term.
The appropriate scaling properties are formulated in the following way:

\[ F^{(x_1)}(q) \propto E^{-1} f^{(x_1)}_q M_{aq}^{(x_1)} , \]  (64)

\[ G^{(x_1)}(q) \propto g^{(x_1)}_q M^{-\tau_{aq}} \]  (65)

(bearing in mind eq.(59)).

In this case, eq.(63) allows to obtain

\[ f^{(x_1)}_q M^{a_q^{(x_1)}-q+1} = \frac{1}{V(M)(q)} X^{(red)}(q) , \]  (66)

\( X^{(red)}(q) \equiv X^{(red)}_q \) being given by (56). If the multiplicities \( N^{(V)}_m \) are such that condition (54) is valid then (a) eq.(66) reveals that the scaling indices introduced by (64) and (65) satisfy rel.(1), and (b) eq.(63) leads to the asymptotic relation (2). Applying a similar procedure like in preceding cases, the following relation between lowest order scaling characteristics is obtained from (66) with \( q = 2 \),

\[ f^{(x_1)}_2 M^{a_2^{(x_1)}-1} = \frac{g^{(x_1)}_2 M^{-\tau_2^{(x_1)}} - \sum_{m=1}^{M} N^{(V)}_m g^{(x_1)}_1 M^{-\tau_1^{(x_1)}}}{1 - \frac{\sum_{m=1}^{M} N^{(V)}_m}{\sum_{m=1}^{M}[N^{(V)}_m]^2}} . \]  (67)

**4.2. Carbon-cooper interactions**

The factorial moments\(^1\) suggested essentially in\(^1\) and applied in the intermittency analysis of the carbon-cooper collisions at 4.5 A GeV/c in\(^1\) (compare with \([Y/(A/E)]\) of Table 2),

\[ F^{(x_2)}_m(q) = M^{q-1} E^{q-1} \sum_{n=1}^{E} F(n_m; q) \]  (68)

can be expressed in the form

\[ F^{(x_2)}_m(q) = \frac{1}{V(N^{(V)}_m; q)} F^{(V)}_m(q) \]  (69)

where the factorial moments \( F^{(V)}_m(q) \) characterize the standard vertical case, (23), and

\[ V(N^{(V)}_m; q) = 1 + \frac{A_1}{N^{(V)}_m} + \cdots + \frac{A_{q-1}}{[N^{(V)}_m]^{q-1}} \equiv \frac{F(N^{(V)}_m; q)}{[N^{(V)}_m]^q} , \]  (70)

the bin multiplicity \( N^{(V)}_m \) is given by (25).

---

\(^1\)The fact that factor \( V(M)(q) \) entering eq.(60) depends on the number of bins, \( M \), prevents us to identify, in general, the intercepts \( f^{(x_1)}_q \) with \( f^{(red)}_q \) and the slopes \( a^{(x_1)}_q \) with \( a^{(red)}_q \), as they are introduced by (64) and (51), respectively.

\(^m\)See footnote\(^m\).
A slight adaptation of (69) and averaging over bins lead to the relation,

$$\frac{1}{M} \sum_{m=1}^{M} V(N_m^{(V)}; q) F_m^{(x^2)}(q) = \frac{1}{M} \sum_{m=1}^{M} F_m^{(V)}(q).$$  \hspace{1cm} (71)$$

In the present case, let us expect scaling property of the factorial moments in an extended form, namely,

$$\frac{1}{M} \sum_{m=1}^{M} [N_m^{(V)}]^{-\lambda} F_m^{(x^2)}(q) \propto [N_0^{(F)}]^{-\lambda} f_q^{(x^2)} M_q^{(x^2)}$$  \hspace{1cm} (72)$$

where $N_0^{(F)}$ is the effective average multiplicity characterizing the factorial moments under consideration (and $\lambda = 0, 1, 2, ...$). With respect to the scaling property (28) of the moments $F_m^{(V)}(q)$, eq.(68) allows to conclude that

$$a_q^{(x^2)} = a_q^{(V)}$$  \hspace{1cm} (73)$$

and

$$f_q^{(x^2)} \left\{ 1 + \frac{A_1}{N_0^{(F)}} + \cdots + \frac{A_{q-1}}{[N_0^{(F)}]^{q-1}} \right\} = f_q^{(V)}. \hspace{1cm} (74)$$

Frequency moments $G_m^{(x^2)}(q)$ associated with the factorial moments (68), satisfy the relation,

$$G_m^{(x^2)}(q) = \frac{\sum_{e=1}^{E_n} n_{me}^{q}}{[N_m^{(V)}]^{q}} \psi(n_{me} - q) = G_m^{(V)}(q), \hspace{1cm} (75)$$

the last quantity characterizing the standard vertical case, compare eq.(26). Scaling properties of those frequency moments are assumed also in an extended form,

$$\frac{1}{M} \sum_{m=1}^{M} [N_m^{(V)}]^{-\lambda} G_m^{(x^2)}(q) \propto [N_0^{(G)}]^{-\lambda} g_q^{(x^2)} M_q^{-(x^2)}$$  \hspace{1cm} (76)$$

where the effective average multiplicity $N_0^{(G)}$ specifies scaling properties of the frequency moments under consideration (and $\lambda = 0, 1, 2, ...$, as it is usual in this paper).

Relation between moments introduced by (68) and (75) acquires the form,

$$F_m^{(x^2)}(q) = \frac{M^{q-1} E_q^{q-1}}{V(N_m^{(V)}; q)} Y_m^{(x^2)}(q)$$  \hspace{1cm} (77)$$

with

$$Y_m^{(x^2)} \equiv G_m^{(x^2)}(q) + \frac{A_1}{N_m^{(V)}} G_m^{(x^2)}(q - 1) + \cdots + \frac{A_{q-1}}{[N_m^{(V)}]^{q-1}} G_m^{(x^2)}(1). \hspace{1cm} (78)$$

Let us express (77) in two alternative forms, namely,

$$V(N_m^{(V)}; q) F_m^{(x^2)}(q) = (ME)^{q-1} Y_m^{(x^2)}(q)$$  \hspace{1cm} (79)$$

\(^*\text{Compare with observation of}^{17} \text{ saying that the choice of a different normalization factor does not change the dependence of factorial moments on the number of bins, } M, \text{ as far as this factor is proportional to } M^q.\)
and
\[ F_m^{(x^2)}(q) = (ME)^{q-1} [V(N_m^{(V)}; q)]^{-1} Y_m^{(x^2)}(q) \]  
(80)
where
\[ [V(N_m^{(V)}; q)]^{-1} = c_0 + \frac{c_1}{N_m^{(V)}} + \frac{c_2}{[N_m^{(V)}]^2} + \cdots \]  
(81)
with \( c_0 = 1, c_1 = -A_1, c_2 = A_1^2 - A_2, \ldots \), and \( A_j \) given by (4). In this case, averaging
over bins and application of the scaling properties (72) and (76) in (79) and (80)
allow to achieve equality between the effective average multiplicities,
\[ N_0^{(F)} = N_0^{(G)} \equiv N_0^{(x^2)}. \]  
(82)
Therefore, we obtain from (77),
\[ f_q^{(x^2)} M_{q}^{a_q^{(x^2)}-q+1} = \frac{1}{V(N_0^{(x^2)}; q)} \left\{ g_q^{(x^2)} M^{-\tau_q^{(x^2)}} + \frac{A_1}{N_0^{(x^2)}} g_{q-1}^{(x^2)} M^{-\tau_{q-1}^{(x^2)}} + \cdots \right. \]
\[ + \left. \frac{A_q-1}{[N_0^{(x^2)}]^{q-1}} g_1^{(x^2)} M^{-\tau_1^{(x^2)}} \right\}, \]  
(83)
\( V(N; q) \) being given by (70). Especially, with \( q = 2 \),
\[ f_2^{(x^2)} M_{q}^{a_2^{(x^2)}-1} = \frac{g_2^{(x^2)} M^{-\tau_2^{(x^2)}} - \frac{1}{N_0^{(x^2)}} g_1^{(x^2)} M^{-\tau_1^{(x^2)}}}{1 - \frac{1}{N_0^{(x^2)}}}. \]  
(84)
In this case equation (1) between scaling indices is recovered by (83) as far as the
effective average multiplicity \( N_0^{(x^2)} \) is sufficiently large, i.e.,
\[ N_0^{(x^2)} \gg 1 \]  
(85)
while relation of the form (2) between the factorial \( F_m^{(x^2)}(q) \), eq.(68), and the
associate frequency \( G_m^{(x^2)}(q) \), eq.(75), moments is obtained if the multiplicity \( N_m^{(V)} \) is
very large,
\[ N_m^{(V)} \gg 1, \]  
(86)
as it is also in the standard vertical case, compare eq.(31).

5. Short survey

We summarize shortly the main items of the present contribution:
Search for intermittency in high energy data on density fluctuations allows to
recognize three sorts of factorial moments which are currently applied (compare
columns X, Y, Z, in Table 2 and the corresponding references e.g. in line C
where some successfull forms can be found).

Concrete forms of factorial moments discussed in the present paper are consid-
ered as representative samples of the types included into Table 2, this Table being
not complete, several other expressions can be added there. Every form of the
factorial moment \( F(q) \) can be accompanied by an associated frequency moment
\( G(q) \). There exists a relation between (i) the factorial moment \( F(q) \) and a linear
combination of finite number of terms involving the frequency moments $G(q)$ with
decreasing order $q$; and (ii) the frequency $G(q)$ moment and a linear combination of
finite number of terms involving the factorial moments $F(q)$ of decreasing order $q$.

It is well known\textsuperscript{3,4}, that convenient averaging reduces the influence of statistical
fluctuations in factorial moments. Therefore, the linear combination of frequency
moments just mentioned in case (i) reduces that influence of noise to the same extent
as it is done by the corresponding factorial moment. And, on the other hand, a linear
combination of the factorial moments mentioned in case (ii) gives rise to the noise
of the same level as it is done by the corresponding frequency moment.

Associated frequency moments represent asymptotics of the corresponding fac-
torial moments; in the present contribution, in every case, there are clearly specified
the multiplicities which allow to achieve that asymptotics. Let us note that the
relation mentioned above in item (i), can be interpreted also in the following way:
a finite number of asymptotic (=frequency) moments allows to reconstruct the full
(=corresponding factorial) moment. Hence, that relation represents a solution of
the appropriate (moments) inverse problem expressed in the form “How to restore
the full form of a statistical moment by means of its asymptotics ?”.

Scaling properties of the statistical moments involved are described in terms of
slopes (scaling indices), intercepts and if convenient also effective average multiplic-
ities; all those quantities are experimentally accessible. In every case discussed in
the present contribution, the aforementioned relation between factorial and linear
combination of associated frequency moments is presented also in terms of quant-
ties which characterize those scaling properties. The form of relation which is
obtained in this way allows to recover eq.(1) between scaling indices, namely, in the
asymptotics also specified in the present contribution. In turn, that relation might
serve either as predicting some quantities or as consistency conditions for data to
be considered as sufficiently accurate ones.

While the slopes $a(q)$ characterize to a high extent dynamical fluctuations, the
slopes $\tau(q)$ can be considered as solutions of extended fundamental equation\textsuperscript{18,19} of
the Halsey et al. type. This circumstance also points out the importance of a link
between those two sets of slopes.

6. Conclusions

In the present contribution we formulate (exact) relations between quantities
which characterize scaling properties of factorial and associated frequency moments.
No additional experiment nor any new measurement is needed for verifying those
relations by existing data; all information necessary for that purpose is involved in
the data presently available\textsuperscript{4}.

Systematic analyses of the present as well as the near future data might help to
classify the sort of fluctuations\textsuperscript{4}, as well as their dependence on the type of collision,

\textsuperscript{a} That equation can be considered also as a definition of the scaling indices $\tau = \tau(q)$ for arbitrary
real value of the order $q$.

\textsuperscript{b} Only the data on scaling indices are published usually.

\textsuperscript{c} It is understood here that quantities characterizing those fluctuations satisfy relations advo-
cated in the present contribution. Moreover, the fractal phenomena usually reveal their presence
only if they are analysed by appropriate quantities; negative results were published, too, concerning
e.g. $S + Au$ Ref.\textsuperscript{20}, and $O + S$ ion-emulsion\textsuperscript{21} interactions at 200 GeV/n.
energy, kinematic cuts, etc.

In this region of physics, sufficiently reliable Monte Carlo type simulations are
still missing. The present version of the eikonal cascade model\textsuperscript{22,23} ECCO, is less
refined\textsuperscript{2} than the more conventional models constructed (in principle) for description
of quantities admitting only continuous variations in density distributions. There
is a hope that new possibility will be open if there will work the implementation
of quantum interference into Monte Carlo generators by modelling the generalized
Wigner functions, as it is proposed in\textsuperscript{24}. This hope is amplified by the experience
that several kinds of structure can be generated also by modelling the elementary
probabilities which govern the branching processes (compare e.g. with\textsuperscript{25}).
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Table captions

TABLE 1. Experimental slopes $a(q)$, $\tau(q)$ and the expression $\Delta(q) \equiv a(q) + \tau(q) - (q - 1)$ characterizing fractal structure of (pseudo)rapidity distributions appearing in three different types of collisions. The quantity $\Delta(q)$ is accompanied by mean quadratic error. The slopes of Ref.7 and Ref.8 concern the case $[X(A/C)]$ of Table 2 while those of Ref.9 remind us there the case $[Y(A/C)]$.

TABLE 2. Several expressions of numerator and denominator entering definition of the factorial moments which are investigated when searching for scaling properties of high energy density fluctuations. In some references the corresponding moments are involved up to an overall normalization factor. The $q$-th power factorial multinomial is defined by $F(n; q) \equiv n(n - 1) \ldots (n - q + 1)$. 
TABLE 1.

| q | $a(q)$  | $\tau(q)$ | $\Delta(q)$ |
|---|---------|-----------|-------------|
| 2 | 0.012 ± 0.002 | 0.91 ± 0.01 | -0.078 ± 0.010 |
| 3 | 0.034 ± 0.016 | 1.81 ± 0.02 | -0.156 ± 0.026 |
| 4 | 0.12 ± 0.05  | 2.64 ± 0.05 | -0.24 ± 0.07  |
| 5 | 0.22 ± 0.11  | 3.57 ± 0.12 | -0.21 ± 0.16  |

proton-nucleus int’s at 800 GeV/c, data from\(^8\)

| q | $a(q)$  | $\tau(q)$ | $\Delta(q)$ |
|---|---------|-----------|-------------|
| 2 | 0.180 ± 0.020 | 0.694 ± 0.005 | -0.126 ± 0.021 |
| 3 | 0.484 ± 0.040 | 1.269 ± 0.014 | -0.247 ± 0.042 |
| 4 | 0.947 ± 0.050 | 1.740 ± 0.024 | -0.313 ± 0.055 |
| 5 | 1.516 ± 0.072 | 2.032 ± 0.052 | -0.452 ± 0.089 |
| 6 | 2.035 ± 0.120 | 2.493 ± 0.067 | -0.472 ± 0.137 |

\(^{84}\)Kr at 1.52 A GeV colliding with \(Em\), data from\(^9\)

| q | $a(q)$  | $\tau(q)$ | $\Delta(q)$ |
|---|---------|-----------|-------------|
| 2 | 0.023 ± 0.003 | 0.645 ± 0.028 | -0.332 ± 0.028 |
| 3 | 0.069 ± 0.008 | 1.238 ± 0.058 | -0.693 ± 0.058 |
| 4 | 0.117 ± 0.017 | 1.802 ± 0.090 | -1.081 ± 0.092 |
| 5 | 0.148 ± 0.024 | 2.347 ± 0.122 | -1.505 ± 0.124 |
|   | X                                      | Y                                      | Z                                      |
|---|----------------------------------------|----------------------------------------|----------------------------------------|
|   | \( \frac{1}{M} \sum_{m=1}^{M} F(n_{me}; q) \) | \( \frac{1}{E} \sum_{e=1}^{E} F(n_{me}; q) \) | \( \frac{1}{ME} \sum_{m=1}^{M} \sum_{e=1}^{E} F(n_{me}; q) \) |
|   | horizontal factorial moments            | vertical factorial moments              | horizontal + vertical factorial moments |
|   | \( \sum_{m=1}^{M} n_{me} = N^{(H)}_{e} \) | \( \sum_{e=1}^{E} n_{me} = N^{(V)}_{m} \) | \( \sum_{m=1}^{M} \sum_{e=1}^{E} n_{me} = N^{(HV)} \) |
| C | \( \left[ \frac{1}{M} N^{(H)}_{e} \right]^{q} \) | \( \left[ \frac{1}{E} N^{(V)}_{m} \right]^{q} \) | \( \left[ \frac{1}{EM} N^{(HV)} \right]^{q} \) |
| D₁ | -                                      | -                                      | \( \sum_{m=1}^{M} [N^{(V)}_{m}]^{q} \) |
| D₂ | -                                      | -                                      | \( \sum_{e=1}^{E} [N^{(H)}_{e}]^{q} \) |
| E₁ | \( \left( \frac{1}{M} \right)^{q} F(N^{(H)}_{e}; q) \) \([R^{3,4}]\) | \( \left( \frac{1}{E} \right)^{q} F(N^{(V)}_{m}; q) \) \([R^{15,16}]\) | \( \left( \frac{1}{EM} \right)^{q} F(N^{(HV)}; q) \) \([R^{12}]\) |
| E₂ | -                                      | -                                      | \( \left( \frac{1}{E} \right)^{q} F(N^{(HV)}; q) \) \([R^{15}]\) |
| G₁ | -                                      | -                                      | \( \frac{1}{M} \sum_{m=1}^{M} \left( \frac{1}{E} \right)^{q} F(N^{(V)}_{m}; q) \) \([R^{14,15}]\) |
| G₂ | -                                      | -                                      | \( \frac{1}{M} \sum_{m=1}^{M} \left( \frac{1}{M} \right)^{q-1} F(\left( \frac{1}{E} \right)^{q} N^{(V)}_{m}; q) \) |
| V | vertical averaging                      | horizontal averaging                    | -                                      |
| W | yes                                    | yes                                    | no                                     |

References in line C, \([R^{(H)}]\): Ref. 3,4,7,8,11,26,27,28,29, \([R^{(V)}]\): Ref. 9,13,23,27,30,31,32, \([R^{(HV)}]\) : Ref. 4,12,31,32,33,34,35.