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Abstract—This paper proposes a deep reinforcement learning-based video streaming scheme for mobility-aware vehicular networks, e.g., vehicles on the highway. We consider infrastructure-assisted and mmWave-based scenarios in which the macro base station (MBS) cannot directly provide the streaming service to vehicles due to the short range of mmWave beams so that small mmWave base stations (mBSs) along the road deliver the desired videos to users. Motivated by the fact that a video stream consists of sequential chunks and smooth streaming has to be provided while users pass through multiple mBSs at high speed, the MBS proactively pushes some video chunks of the desired contents to mBSs. This is done to support vehicles that are currently covered and/or will be by each mBS. We formulate the dynamic video delivery scheme that adaptively determines 1) which content, 2) what quality and 3) how many chunks to be proactively delivered from the MBS to mBSs using Markov decision process (MDP). Since it is difficult for the MBS to track all the channel conditions and the network states have extensive dimensions, we adopt the deep deterministic policy gradient (DDPG) algorithm for the DRL-based video delivery scheme. This paper finally shows that the DRL agent learns a streaming policy that pursues high average quality while limiting packet drops, avoiding playback stalls, reducing quality fluctuations and saving backhaul usage.

Index Terms—Deep deterministic policy gradient, millimeter wave vehicular network, video streaming service.

I. INTRODUCTION

A CCORDING to a Cisco report published in 2019, the volume of global mobile data traffic is foreseen to grow to 77 exabytes per month by 2020. In addition, 79 percentages of the mobile data traffic are expected to come from mobile video services [1]. In order to tackle such explosive growth of video traffic volume in wireless networks, a large amount of research has been devoted to multiple application scenarios [2]–[4]. Among many solutions, video streaming has been considered to be appropriate in delivering such massive video traffic in fifth generation (5G) networks, because streaming does not require the full video to be downloaded at once [5].

Millimeter wave (mmWave) communications in 5G networks are expected to play a key role for high-bit-rate video services thanks to the fact that mmWave systems can achieve very large per-link data rates [6]–[8]. However, some features of mobile users in vehicular networks, e.g., short connection duration and frequent handoff, make video streaming services still very challenging. Specifically, in highway scenarios of mmWave vehicular networks, because a single macro base station (MBS) does not have sufficient coverage area, multiple small mmWave base stations (mBSs) by the roadside is required. In addition, it is difficult for the MBS to directly provide quality-adaptive and seamless video streaming due to time-varying network environments and high mobility of vehicles.

In this paper, we propose a deep reinforcement learning (DRL)-based adaptive video streaming system that employs infrastructures on the road, e.g., small mBSs. The proposed streaming system learns a policy of proactively pushing the desired video chunks from the MBS to mBSs before users actually request them, depending on time-varying network states. We demonstrate by simulation that the learned policy is able to provide smooth and high-quality video streaming to vehicular users even with massive number of vehicles and without any channel information.

A. Motivation

In mmWave-based vehicular networks, the MBS, which has the whole file library, has difficulty to directly provide video contents to all users due to the limited range of mmWave communications. Also, high mobility of vehicles prevents the MBS...
from efficiently tracking their channel gains; therefore, roadside-infrastructure-to-vehicle (I2V) video delivery is presented in [9]. Motivated by this system, we consider the scenario in which small mBSs located on the road take a role of relaying the desired contents from the MBS to vehicles in their own coverage regions. In this infrastructure-assisted vehicular network, high mobility of vehicles requires frequent handoffs; therefore, we focus on proactively pushing video chunks from the MBS to each mBS for vehicles that are in, and/or will soon come into the coverage of the target mBS. More specifically, our target scenario is that the MBS pushes upcoming video chunks to mBSs. Vehicle users will play video chunk shortly. When users are already playing the stream, the MBS knows which contents users are playing. Since a video stream consists of sequential chunks, the next upcoming chunk to be played should arrive at the queue of the streaming user before its playtime. Therefore, our pushing strategy depends on users’ playback states and vehicle locations, not on the content popularity profile, which is the main difference from the existing studies on proactive content caching.

Considering the large number of mBSs and frequent handoffs of vehicles, the MBS requires massive network information, e.g., association between vehicles and mBSs and queue states of mBSs, to determine how to push contents to mBSs. In addition, quality adaptation of video streaming is required for supporting differentiated quality requirements [11]; therefore, the MBS should make decisions also on the quality of videos that will be pushed to mBSs. Consequently, there are massive numbers of network states and actions that the MBS has to observe and take, and they increase even more as the number of vehicles grows. Accordingly, we employ the DRL algorithm that handles multitudinous network states for supporting smooth video streaming services to mobile users.

B. Main Contribution

The main contributions of this paper are as follows:

- This paper presents an infrastructure-assisted mmWave vehicular network for smooth and high-quality adaptive video streaming. Different from existing studies on content delivery in vehicular networks with the help of entities having own storage, e.g., caching helpers, we consider the scenario in which infrastructures, e.g., mBSs or roadside units (RSUs), support streaming users by relaying video chunks from the MBS having the whole file library. When there are massive numbers of vehicles and the coverage of the mmWave MBS is limited, the MBS has difficulties in directly delivering contents to vehicles. In contrast with existing studies on proactive content caching, pushing contents from the MBS to infrastructures should be instantly adapted depending on the network status and frequent handoffs of vehicles, and we design the scheme applicable to any delivery method via wireless channels.

- We formulate the adaptive video streaming problem that dynamically determines 1) which content, 2) what quality and 3) how many chunks will be delivered from the MBS to mBSs as a controlled Markov decision process (MDP). The deep deterministic policy gradient (DDPG), which is a model-free and off-policy algorithm, is adopted for solving the problem to handle multitudinous network states and the continuous state space.

- The proposed adaptive streaming policy satisfies conflicting requirements for QoS of streaming users, i.e., high average quality, small packet drop rates, seamless playback, and smooth quality variations. The reward structure of the proposed DRL-based method is carefully designed for balancing and controlling the tradeoff among conflicting performance metrics mentioned above.

- Extensive simulation results show that our streaming scheme can provide smooth streaming while pursuing high-quality, avoiding playback stalls, limiting packet drops, reducing excessive quality fluctuations, and reducing backhaul usage. In addition, for the sake of validation, we show that our streaming policy is well applicable to a real highway data traffic trace acquired from [13].

C. Organization of the Paper

The remainder of this paper is organized as follows: Section II summarizes related work. Section III introduces multiple candidate DRL algorithms, including the DDPG algorithm. In Section IV, the infrastructure-assisted mmWave vehicular network is described, and Section V proposes the DDPG-based streaming system. Section VI provides implementation details of the proposed streaming system and an extensive discussion of the experimental results with respect to various aspects. Lastly, Section VII concludes this paper.

II. RELATED WORK

Significant research has been dedicated to adaptive video streaming in mobile networks. In this section, existing studies on two types of adaptive video streaming systems used for various network categories is provided, namely, i) systems based on classical optimization, and ii) systems based on DRL.

A. Classical Streaming Systems

Bethanabhotla et al. [3] maximized the network utility related to the long-term time-averaged quality for adaptive video streaming while guaranteeing stability of transmission queuing systems. In addition, Choi et al. [14], [15] proposed the dynamic delivery scheme for video streaming especially in the wireless caching network, which maximizes the long-term time-averaged quality while avoiding playback delays and achieving stability of user queuing systems. With the help of device-to-device (D2D) communications, the distributed and dynamic video delivery scheme is proposed in [16]. Sun et al. [17] introduced the auction-based channel allocation rule for adaptive streaming that provides the proper video quality to vehicles and allows vehicles to compete for channel access opportunities. Miller et al. [18] considered video streaming in dense wireless networks for supporting a high number of unicast streaming sessions by jointly optimizing quality adaptation and scheduling of wireless transmissions. Finally, Yu et al. [19] and Choi et al. [20] considered a bitrate adaptive algorithm for variable bitrate (VBR) streaming,
which keeps a good balance among several performance metrics and meets conflicting performance requirements.

B. Recent DRL-Based Streaming Systems

As mentioned above, classical video streaming systems mostly focused on solving optimization problems to determine how to control the delivery options. However, as the number of vehicles sharply increases and channel states become difficult to estimate, only heuristic polynomial-complexity methods could solve the problem and its computational complexity increases massively. In addition, for time-varying networks, appropriate decisions on the video delivery should be dynamically made and frequently updated in a short time period; however, solving the optimization problem at every slot is time-consuming. Therefore, DRL-based video streaming systems for mobile users have been extensively studied. Here, the agent of the DRL-based method can instantly determine the delivery options given the network information after learning the deep neural network representing the streaming policy.

Guo et al. [23] applied the DRL approach to dynamic resource optimization for designing a wireless video streaming system. In [23], the wireless buffer-aware video streaming is proposed without the knowledge of channel state information by jointly optimizing bandwidth allocation and buffer management in order to maximize the effective video streaming time of multiple users. Bhattacharyya et al. [24] proposed a DRL-based reconfigurable queueing system for video streaming. The authors implemented both model-free and model-based reinforcement learning approaches that are tailored to the problem of determining assignments of users to queues in each decision period. However, [23] and [24] do not consider dynamic quality selection for receiving chunks so that the average video quality and excessive quality variations are not included in the reward structure either.

In addition, time-varying radio frequency environments and random service demands are further challenging issues for optimizing the video streaming system. To address such challenges, Tang et al. [25] employed the asynchronous advantage actor-critic (A3C) for proposing a novel two-level cross-layer optimization framework. Here, the proposed framework was used at the application layer so that the highly complex multi-user, cross-layer, time-varying video streaming problem can be decomposed into subproblems that can be solved effectively. Mao et al. [26] developed Pensieve, a system that carries out adaptive flow assignments using reinforcement learning. Pensieve can learn the adaptive bitrate (ABR) streaming policy that adapts to a wide range of environmental conditions and quality of experience (QoE) metrics based solely on observations of the resulting performance of past decisions. However, [23]–[26] do not consider the vehicular networks in which users have high mobility and the channel information is difficult to be observed in real-time.

Recently, deep neural networks (DNNs) have been used for jointly optimizing quality adaptation and resource allocation for dynamic streaming in wireless networks as shown in [24], [27]. In [24], QFlow, which is a reinforcement learning approach of selecting bitrates for wireless streaming by adaptively controlling flow assignments to queues, is introduced. Power-efficient wireless ABR streaming is proposed in [27] in which power control is jointly optimized with minimization of video transmission time by using deep reinforcement learning (DRL). In addition, the authors of [28] proposed the DRL method for quality adaptation and transcoding that balances the tradeoff between the QoE of video services and computational costs of transcoding. Similarly, a joint framework of quality adaptation and transcoding is presented in [29] using soft actor-critic DRL, which further reduces bitrate variance. However, the above studies of [24], [27]–[29] focus on the content delivery from base stations to vehicles different from our goal of proactively pushing contents from the MBS to mBSs before mobile users actually request them.

In [30], a mobility-aware vehicular network in which base stations on the highway provide the video streaming service to mobile users is considered, which motivates our infrastructure-assisted mmWave vehicular network. The authors of [30] proposed a proactive caching scheme that pushes the desired contents from the server to base stations for supporting the adaptive video streaming in mobility-aware and cache-enabled vehicular networks. Similarly, DRL-based cache replacement techniques by bringing contents from the media server via backhaul links have been proposed in [30]–[32]. Different from these works, which proactively cache contents during the off-peak time before users request, this paper focuses on short-term caching, where users are already playing the stream and the mBS knows users’ desired contents, upcoming video chunks to be played are removed after being provided to users. Therefore, our content pushing scenario is dependent on vehicle locations and a chunk sequence of a video file, but not on the popularity profile.

III. DEEP REINFORCEMENT LEARNING

In this section, we briefly introduce the DDPG algorithm and its predecessors, i.e., the deep Q-network (DQN) and deterministic policy gradient (DPG) method. Also, features of these DRL methods regarding their prospective for learning are investigated.

A. Preliminaries

An MDP can be defined as $M = \{S, A, P, R\}$, where $S$ denotes the state space, $A$ represents the set of possible actions, $P$ signifies the transition probability matrix, and $R$ is the reward function [12]. In MDP, the agent observes the state $s_t$ and makes an action $a_t$ in discrete time step $t$. Then, the agent gets the time step reward $r_{t+1}$ from its environment and observes the next state $s_{t+1}$. The time step reward $r_{t+1}$ can be defined with a time step reward function $R$ of the current state and action, i.e., $r_{t+1} = R(s_t, a_t)$ for the action-value function. Here, the goal is to learn the agent’s policy in a way that maximizes the expected
sum of discounted future reward [34], as given by
\[ G_t = \sum_{i=t}^{T} \delta^{i-t}r_i = \sum_{i=t}^{T} \delta^{i-t}R(s_i, a_i), \]
where \( \delta \in [0, 1] \) stands for the discount factor. The agent’s action is defined by a stochastic policy, \( \pi_\theta \), which maps states to a probability distribution over the actions. Note that when the policy is implemented as a deep neural network, \( \theta \) indicates the weights of the neural network and the policy \( \pi \) is parameterized by \( \theta \). The agent learns a policy \( \pi_\theta \) by maximizing the sum of discounted future reward \( G_t \) for a finite time horizon and we can measure the policy \( \pi_\theta \) [34]. The function \( V_{\pi_\theta}(s_t) \) quantifies the value of the state at time step \( t \) and it can be defined as:
\[ V_{\pi_\theta}(s_t) = \mathbb{E}_{\pi_\theta}[G_t|s_t] = \mathbb{E}_{\pi_\theta}\left[ \sum_{i=t}^{T} \delta^{i-t}R(s_i, a_i)|s_t \right], \]
where \( \mathbb{E}_{\pi_\theta} \) indicates the expectation over the policy \( \pi_\theta \). Then, the value function is updated by
\[ V_{\pi_\theta}(s_t) = \mathbb{E}_{\pi_\theta}[r_{t+1} + \delta V_{\pi_\theta}(s_{t+1})|s_t]. \]

Here, the value of each action is quantified by the so-called Q-function, or action-value function. By comparing the value of the Q-function for each corresponding action, the agent can estimate how to behave on the current state. Compared to the state value function, the Q-function considers the action for calculating the value of the action. The Q-function is defined as follows:
\[ Q_{\pi_\theta}(s_t, a_t) = \mathbb{E}_{\pi_\theta}[G_t|s_t, a_t] = \mathbb{E}_{\pi_\theta}[r_{t+1} + \delta V_{\pi_\theta}(s_{t+1})|s_t, a_t]. \]

Therefore, we can represent the \( V_{\pi_\theta}(s) \) function as:
\[ V_{\pi_\theta}(s_t) = \mathbb{E}_{\pi_\theta}[G_t|s_t] = \sum_{a_t \in A} \pi_\theta(a_t|s_t)Q_{\pi_\theta}(s_t, a_t), \]
where \( \pi_\theta(a_t|s_t) \) is the policy, defined as a probability distribution over the actions given the state. In order to optimize the policy \( \pi_\theta \), a policy gradient approach, sets an objective function \( J(\theta) \) with respect to \( \theta \), which represents the agent’s expected reward in the form:
\[ J(\theta) = \sum_{s \in S} d_{\pi_\theta}(s)V_{\pi_\theta}(s) \]
\[ = \sum_{s \in S} d_{\pi_\theta}(s)\sum_{a \in A} \pi_\theta(a|s)Q_{\pi_\theta}(s, a), \]
where \( d_{\pi_\theta}(s) \) stands for the stationary distribution of the controlled Markov chain (MC), i.e., \( d_{\pi_\theta}(s) = \lim_{i \to \infty} P(s = s_i|s_0, \pi_\theta) \), where \( P(s = s_i|s_0, \pi_\theta) \) is the probability that the the chain visits state \( s = s_i \) given the initial state \( s_0 \) and the policy \( \pi_\theta \). Then, the adaptive policy \( \pi_\theta \) is obtained as:
\[ \pi_\theta = \text{arg max}_{\pi_\theta} J(\theta). \]

According to the policy gradient theorem [35], the gradient of the objective function \( J(\theta) \) is given by
\[ \nabla_\theta J(\theta) = \nabla_\theta \sum_{s \in S} d_{\pi_\theta}(s)\sum_{a \in A} Q_{\pi_\theta}(s, a)\pi_\theta(a|s) \]
\[ = \sum_{s \in S} d_{\pi_\theta}(s)\sum_{a \in A} \pi_\theta(a|s)Q_{\pi_\theta}(s, a)\frac{\nabla_\theta \pi_\theta(a|s)}{\pi_\theta(a|s)} \]
\[ = \mathbb{E}_{\pi_\theta}[Q_{\pi_\theta}(s, a)\nabla_\theta \ln \pi_\theta(a|s)], \]
and DRL optimizes \( \theta \) by utilizing the gradient ascent method.

B. Deep Q-Network (DQN)

The DQN is one of the breakthroughs of deep reinforcement learning algorithms, which uses the neural network to approximate the Q-function and enables it to learn a policy even with the high-dimensional state space. The agent collects its experiences paired with \((s_t, a_t, r_{t+1}, s_{t+1})\) and stores them into a replay buffer \( D \). Then, the DQN agent iteratively samples a bundle (i.e., a batch) of the experience information \((s_t, a_t, r_{t+1}, s_{t+1})\) from the replay buffer. Specifically, with independent samples \((s_t, a_t, r_{t+1}, s_{t+1})\) for all \( t \), the target Q-function is computed by \( \hat{Q}(s_t, a_t; \theta^\pi) = r_{t+1} + \delta \max_{a_{t+1}} \hat{Q}(s_{t+1}, a_{t+1}; \theta^\pi) \), where \( \theta^\pi \) indicates parameters of the target network. Then we update \( \theta \) by using the gradient of
\[ L(\theta) = (\hat{Q}(s_t, a_t; \theta^\pi) - Q(s_t, a_t; \theta))^2. \]

Here, \( \theta \) is repeatedly updated for \( N_{\text{target}} \) learning steps (i.e., episodes), on the other hand, \( \theta^\pi \) is updated once every \( N_{\text{target}} \) episode by letting \( \theta^\pi = \theta \); therefore, the target network is fixed for \( N_{\text{target}} \) episodes. However, DQNs suffer from the overestimation issue [36], because it always takes the estimate of the maximum Q value. Such overestimated action values could lead to unstable learning and low accuracy.

C. Deterministic Policy Gradient (DPG)

The DPG [37] algorithm attempts to learn a deterministic policy \( \mu(s) \) that directly maps the state \( s \) of the agent into an action \( a \), i.e., \( a = \mu(s) \). When the state space is very large, learning a deterministic policy is easier than learning a stochastic policy. According to [37], the DPG algorithm optimizes the \( \mu_\theta \) that is parameterized with neural network weights \( \theta \) by using the gradient as follows:
\[ \nabla_\theta J(\theta) = \sum_{s \in S} d_{\mu_\theta}(s)\nabla_\theta \mu_\theta(s)\nabla_a Q_\theta(s, a)\mu_\theta(s)|a=\mu_\theta(s). \]

By using the policy gradient approach, the DPG updates the \( \theta \) to optimize the deterministic policy of \( \mu_\theta \).

D. Deep Deterministic Policy Gradient (DDPG)

The DDPG is an off-policy actor-critic algorithm that combines advantages of the DQN and the DPG. The off-policy stands for a policy that has two independent Q-actions as the DQN.
The **actor** holds a policy \( \mu_\theta \) and is responsible for the agent’s action. On the other hand, the **critic** assesses the action derived from the **actor**. By interacting with each other, the **critic** learns the \( Q \)-function to accurately evaluate the action of the **actor**, while the **actor** learns the policy from the **critic’s** \( Q \)-function. To optimize both **actor** and **critic**, the target network is devised, which consists of target **actor** and target **critic**.

The agent’s experience \((s_t,a_t,r_{t+1},s_{t+1})\) sampled from the replay buffer \( D \), is utilized to update the parameter \( \theta^Q \) of the **critic**. The experiences are sampled with size of \( N \) and are exploited to calculate the **critic’s** loss function as follows:

\[
\min_{\theta^Q} L(\theta^Q) = \frac{1}{N} \sum_{i}^{N} (y_i - Q(s_i,a_i|\theta^Q))^2, \tag{11}
\]

w.r.t. \( y_i = r_{t+1} + \delta Q(s_{t+1},\mu(s_{t+1}|\theta^\mu)|\theta^Q), \tag{12} \)

where, \( \theta^\mu \) stands for the weights of the target actor network. The parameter \( \theta^\mu \) of **actor** is updated using the following sampled policy gradient:

\[
\nabla_{\theta^\mu} J(\theta) 
\approx \frac{1}{N} \sum_{i} \nabla_a Q(s_i,a_i|\theta^Q)|_{s=s_i,a=a_\mu(s_i)} \nabla_{\theta^\mu} \mu(s|\theta^\mu)|_{s_i}, \tag{13} \]

where \( \nabla_a Q(s,a|\theta^Q)|_{s=s_i,a=a_\mu(s_i)} \) is input of the **critic** network. Finally, the target network parameters (i.e., \( \theta^Q \) and \( \theta^\mu \)) are soft updated, where \( 0 < \tau < 1 \) as follows:

\[
\theta^Q \leftarrow \tau \theta^Q + (1 - \tau) \hat{\theta}^Q, \\
\theta^\mu \leftarrow \tau \theta^\mu + (1 - \tau) \hat{\theta}^\mu. \tag{14} \]

In the following sections, the adaptive video streaming policy in mmWave vehicular networks is modeled by the MDP. In order to achieve efficient and improved learning of the streaming policy, we adopt a DDPG-based method because the number of states is massive and the state space is continuous in the considered network model.

IV. MMWAVE VEHICULAR NETWORKS WITH ADAPTIVE VIDEO STREAMING

In this section, a mmWave-based vehicular networks supporting adaptive video streaming services is introduced. Consider a mobility-aware scenario, e.g., highway, where there is bidirectional road traffic and \( \mathcal{N} \) vehicles are moving in each direction. Although bidirectional traffic is considered for simulation, we will describe the vehicular network and explain our proposed streaming policy for the traffic with one direction. However, the problem formulation and the proposed streaming policy can be easily extended to cover the bidirectional traffic by scaling the state and action spaces. \( K \) mBSs are deployed at regular intervals along with the highway, as shown in Fig. 1.

Denote the sets of vehicles and mBSs as \( U = \{u_1, \ldots, u_N\} \), and \( \mathcal{X} = \{x_1, \ldots, x_K\} \), separately, where \( u_i \) and \( x_j \) represent the \( i \)-th vehicle and \( j \)-th mBS. Each mBS has its own coverage region and can communicate with vehicles only in its coverage region. Suppose that coverage regions of mBSs are exclusive and every \( u_i \) can be associated with only one mBS at each time slot. Here, denote the set of vehicles in coverage of \( x_j \) as \( U_j \).

Considering that line-of-sight (LOS) between an mBS and a vehicle is available in most of the highways, mBSs can directly conduct beam alignment towards vehicles in their own coverage regions. Suppose that mmWave beams are highly directive and multiple vehicles associated with the same mBS are sufficiently separated so that interference among mmWave beams are negligible even in the identical coverage region [38]. In addition, all mBSs are connected to a central MBS, and the MBS has an access to media server, which stores all contents. The MBS can gather all the network information from mBSs via backhaul connections. Similarly, the MBS is capable of pushing the desired contents to mBSs via backhaul links with significant latency; therefore, instantaneous streaming from the MBS to the vehicles via the mBS is not possible.

In this network, we focus on the scenario in which vehicles on the highway are requesting dynamic video streaming services. A stream consists of sequential chunks and each chunk is in its coverage region. Suppose that coverage regions of mBSs are
In this context, there are three main decisions to be made for supporting smooth and high-quality video streaming services in the vehicular network: 1) which content, 2) what quality, and 3) how many chunks will be pushed from the MBS to each mBS. Note that the content delivery from mBSs to vehicles is not considered due to the following reasons. First, the content delivery from mBSs to vehicles should be real-time; however, gathering all network states and decision-making at the MBS are time-consuming. Meanwhile, proactive pushing of contents from the MBS to vehicles does not have to be in the same timescale of real-time streaming. Second, if the MBS can jointly determine how to deliver video chunks from the MBS to mBSs as well as from mBSs to vehicles, then more exact information is required and more decisions should be carefully made. For example, exact positions and velocities of vehicles and channel estimation are required for determining the quality and amounts of chunks to be delivered to vehicles. In addition, resource allocation and/or scheduling should be designed with the delivery of chunks. Accordingly, more states and actions make the decision-making process much more time-consuming.

Since smooth playback is one of the most important factors determining quality-of-service (QoS) in streaming systems and the backhaul usage is expensive, having the MBS to serve all requests (although routed through the mBSs) in a purely reactive way could be inefficient and subject to congestions in the backhaul. Therefore, our proposed adaptive video streaming system learns how to proactively push the desired contents, i.e., which contents, what quality and how many chunks are required for the following purposes: 1) pursuing high-quality streaming, 2) avoiding playback stalls, 3) limiting packet drop rates, and 4) reducing extreme quality fluctuations; however, these purposes are conflicting so that we have to design the reward function carefully and this will be explained in detail in the following sections. The detailed system descriptions and assumptions on elements in this network follow.

A. System Description

1) Vehicles on Highway: On the highway, each vehicle \( u_i \) can only move forward, i.e., if \( u_i \) is in the coverage of mBS \( x_j \) at time \( t \), \( u_i \) cannot associate with any \( x_n \) for all \( n \in \{1, \ldots, j - 1\} \) at time \( t' > t \). Denote the mBS index that vehicle \( u_i \) is associated with at slot \( t \) by \( p_i(t) \in \{0, 1, \ldots, K, K+1\} \). \( p_i(t) = 0 \) indicates that \( u_i \) does not appear on the highway yet, and \( p_i(t) = K + 1 \) means that \( u_i \) has left this highway.

The time-varying vehicle positions, i.e., \( p_i(t) \) for all \( i \in \{1, \ldots, N\} \), are modeled by the finite state Markov chain (FSMC) depicted in Fig. 2. In the FSMC model, a vehicle associated with \( x_j \) can move into the coverage region of the next mBS \( x_{j+1} \) with the transition probability \( \rho \) that can be derived from the system average velocity \( v \) and the coverage range \( O \) of each mBS. On the other hand, a vehicle can stay in the same region of \( x_j \) with probability of \( 1 - \rho \); therefore, if mobility is very high and the coverage region of each mBS is small, then \( \rho \) would be close to one. Note that the traffic model can be illustrated with Markov chain in Fig. 3. Since the unit of \( v \) is km/h, the transition probability is assumed to be \( \rho = \frac{1000}{3600} \).

Suppose that all vehicles are moving with at average velocity \( v = 80 \text{ km/h} \), and the range of each mBS cell is \( O = 150 \text{ m} \), then \( \rho = 0.143 \) in this paper.

2) Transmitter Queue at mBS: Each mBS \( x_j \) is equipped with a video transmission queue. Denote \( c_{j,i,q}(t) \) as the transmission queue length of \( x_j \) at slot \( t \) that accumulates the chunks with quality \( q \) requested by \( u_i \). The finite queue size, denoted by \( \tau \), is identical for all mBSs. The number of chunks transmitted to vehicles is considered as departures of the queue, and it obviously depends on data rates of links with vehicles. Then, the transmitter queue of \( x_j \) evolves at slot \( t \) for all \( u_i \in U_j \) and \( q \in Q \) as follows:

\[
c_{j,i,q}(t+1) = \min \left\{ \max\left\{ c_{j,i,q}(t) - w_{j,i,q}(t), 0 \right\} + l_{j,i,q}(t), \bar{c} \right\},
\]

where \( w_{j,i,q}(t) \) and \( l_{j,i,q}(t) \) represent numbers of chunks with quality \( q \) that mBS \( x_j \) delivers vehicle \( u_i \) and that the MBS pushes to \( x_j \) for \( u_i \). Note that \( c_{j,i,q}(t) \leq \bar{c} \) for all \( x_j \in X, u_i \in U, q \in Q \) and \( t \in \{1, \ldots, T\} \).
If too many chunks are delivered from the MBS to mBS $x_j$ and the queue cannot take all of the delivered chunks, i.e., \( \max\{c_j^{(i,q)}(t) - u_j^{(i,q)}(t), 0\} + t_j^{(i,q)}(t) > \bar{c} \), we call this event as packet drop at mBS. The packet drop event at mBS is consistent with a waste of backhaul, and the proposed adaptive video streaming will learn the policy to limit the packet drop rate. Here, if there exists a vehicle $u_i$ that moves forward to the coverage of the next mBS in slot $t + 1$, the remaining chunks in its queue $c_j^{(i,q)}(t + 1)$ for all $q \in Q$ are assumed to be discarded. In fact, since the mBS determines the action depending on the information of vehicles that are in its coverage and will come in its coverage soon, the remaining chunks for vehicles that moved forward to the next mBSs earlier do not affect the current action. Instead, the discarded chunks can be considered as wastes of backhaul usage because chunks pushed from the MBS become useless.

3) Receiver Buffer at Vehicle: Each vehicle $u_i$ is equipped with a receiver buffer in which arrived video chunks are waiting to be played. Denote the buffer length of $u_i$ at slot $t$ by $b_i(t)$ for all $u_i \in U$, and buffer lengths of all vehicles are assumed to be identical, denoted by $\bar{b}$. Since the playback rate of video streaming does not generally change, we assume that the number of chunks played in each time slot is a constant $F$. Then, the buffer dynamics of $u_i$ can be represented as follows:

$$b_i(t + 1) = \max\{b_i(t) - F, 0\} + \sum_{q \in Q} u_i^{(i,q)}(t). \quad (16)$$

Note that $u_i^{(i,q)}(t)$ is the number of chunks with quality $q$ delivered from the currently associated mBS $x_{p_i(t)}$ to vehicle $u_i$, and each chunk can have different qualities in the dynamic streaming service. Owing to a constant $F$, a buffer can be empty if arrivals are not sufficiently large. If there is no chunk to be played in the buffer, i.e., $b_i(t) = 0$, the user experiences video playback stall. Similar to packet drop at mBS, if too many chunks arrive and the buffer size is not sufficient to store all these chunks, i.e., $b_i(t) \geq \bar{b}$, some of them have to be dropped, and we would call this event packet drop at vehicles. However, chunk delivery from mBSs to vehicles is not directly determined by the learning agent (i.e., MBS). Accordingly, packet drop at vehicles will not be included in the reward structure of the DDPG algorithm, but the simulation results in Sec VI will show that the proposed video streaming can also reduce the packet drop events at vehicles.

4) Video Content: Dynamic video streaming is considered, and each chunk can have a different quality level. Suppose that there are $L$ quality levels, and the set of video qualities is denoted by $Q = \{q_1, \ldots, q_L\}$. Here, the bitrate of a video is adopted as a quality measure. The average link capacity, which is required for transmitting a chunk with quality level $q_i$ is denoted by $C_i$. In addition, we assume that each chunk plays $\tau$ seconds of the entire stream; therefore, the bitrate $q_i$ is equal to $C_i/\tau$.

Remark: In general, uploading all the network states to the MBS via backhaul links could occur with significant latency; however, note that the proposed streaming scheme works well with the latency of backhaul communications because of the following two reasons. First, the content delivery from the MBS to mBSs, which is the action of the proposed DDPG agent is basically for supporting the near future streaming of vehicle users who are in, or will soon move into the coverage of a target mBS, not for the real-time streaming. In other words, the proposed DDPG agent determines to proactively push the desired video chunks from the MBS to mBSs before the user actually requests them; therefore, some latency can be acceptable.

Second, although the video streaming is real-time, the content delivery from the MBS to mBSs does not have to follow this timescale, and the MBS does not have to deliver the desired chunks to mBSs very frequently. In this case, the buffer states of vehicles that the MBS receives could be outdated, but this can be easily adapted because the playback rate is generally not changed. For example, let each chunk play $\tau$ milliseconds in the whole stream and uploading the network information to the MBS via backhaul links takes at least $a \cdot \tau$ milliseconds, where $a$ is a positive integer value. However, this can be easily handled by considering the timescale of pushing chunks from the MBS to mBSs is $a$ times of the timescale of delivering chunks from mBSs to vehicles. Then, the DDPG agent naturally learns the streaming policy to accumulate more than $a$ chunks in vehicle buffers. Accordingly, the long latency of backhaul links does not spoil the necessity of the proposed dynamic streaming scheme and also the proposed scheme is tolerable to some degree of backhaul latency.

B. Assumptions

In this subsection, some necessary assumptions are introduced for the following components: MBS, mBSs, vehicles, and video contents. Note that such assumptions are not particularly restrictive and are generally satisfied in practice.

- **MBS**: The MBS has and access to the whole file library and can send any content to mBSs via backhaul links. We assume that the backhaul has the infinite capacity, but in fact, the transmitter queue length of each mBS is limited to $\bar{c}$ chunks; therefore, the maximum number of chunks that can be delivered from the MBS to a mBS is $a \cdot L \cdot \bar{c}$. In the proposed mmWave vehicular network, the MBS takes the role of a learning agent for the adaptive video streaming system for vehicles on the highway. Suppose that the MBS gathers the information of the considered vehicular network from mBSs in the following four respects: 1) the association between mBSs and vehicles, 2) the transmission queue state of each mBS, 3) the buffer state of each vehicle, and 4) the average quality of the video chunks previously delivered to vehicles. Exploitation of this information enables the MBS to learn the adaptive streaming policy through considerable trial and error for the observed state of the vehicular network. The streaming option consists of the following decisions: 1) which content, 2) what quality and 3) how many chunks will be pushed from the MBS to mBSs.

- **mBSs**: The MBS is capable of proactively accumulating video chunks in its queues, requested by vehicles in its coverage region as well as those that will be expected to arrive in its coverage region shortly. Here, when the MBS
updates the queue state of mBS \( x_j \), we simply assume that \( x_j \) is willing to request the video chunks from the mBS for the vehicles in its coverage region and the region of the mBS \( x_{j-1} \), i.e., \( U_j \) and \( U_{j-1} \). If there are \( N_j \) and \( N_{j-1} \) vehicles in the coverage of mBSs \( x_j \) and \( x_{j-1} \), respectively, then queues for \( N_j \cdot N_{j-1} \) vehicles at mBS \( x_j \) would be updated in the current time slot. Therefore, mBS \( x_j \) has \( N_j \cdot N_{j-1} \cdot L \) active transmitter queues in every time slot. We suppose that video chunks arrived at the mBS should be stored in its transmitter queue for at least one time slot; otherwise, it appears that chunks are directly delivered from the MBS to vehicles.

When the mBS delivers the desired chunks to vehicles, the ‘high-quality first’ rule is assumed. Depending on the randomly generated channel condition between \( x_j \) and \( u_i \), the high-quality chunks have a high priority to be delivered to vehicles. For example, consider the queue state of \( c_j(i,1) = 0 \), \( c_j(i,2) = 0 \), \( c_j(i,3) = 5 \), \( c_j(i,4) = 5 \), and \( c_j(i,5) = 1 \). With \( \tilde{C} = \{ \tilde{C}_1 = 1, \tilde{C}_2 = 3, \tilde{C}_3 = 5, \tilde{C}_4 = 8, \tilde{C}_5 = 40 \} \) Mbps, if the channel capacity between \( x_j \) and \( u_i \) is 61 Mbps, then \( w_j(i,1) = 0 \), \( w_j(i,2) = 0 \), \( w_j(i,3) = 1 \), \( w_j(i,4) = 2 \), and \( w_j(i,5) = 1 \) are determined.

- **Vehicles**: It can be envisioned that vehicles on the highway only move forward, i.e., a vehicle would transfer to the coverage region of the next mBS or stay within the coverage region of the currently associated mBS after a time step. We assume that vehicles move forward according to the FSMC model, as explained in Section IV-A (see Fig. 2). Vehicles randomly request the video contents, and the MBS knows their desired contents. While playing the stream, vehicles continuously receive the next chunks from their associated mBSs and the received chunks are accumulated in the receiver buffer.

- **Video contents**: Each video content consists of multiple chunks, and each chunk can have different qualities in adaptive video streaming. All chunks during a session are deterministically requested in sequence and they are delivered toward corresponding vehicles. If some chunks fail to be provisioned toward vehicle, they are continuously requested in successive slots. For each video chunk, it is assumed that the quality of a video chunk determines its size, as explained in Section IV-A.

V. PROPOSED DDPG-BASED QUALITY-AWARE ADAPTIVE VIDEO STREAMING SYSTEM

In this section, the adaptive streaming policy characterized by pushing the desired video chunks from the MBS to mBSs is designed by an MDP, and the DDPG-based DRL algorithm provides decisions on the adaptive streaming policy. For simplicity, the learning agent (i.e., MBS) is denoted by \( \mathcal{M} \). This agent adaptively determines 1) which content, 2) what quality, and 3) how many chunks will be delivered from the MBS to each mBS in each time slot. Based on the random channel conditions, \( I_j = [I_j^{(i,1)}, \ldots, I_j^{(i,L)}] \) for all \( x_j \in \mathcal{K} \) and \( u_i \in \mathcal{U}_j \), satisfying \( p_i(t) = j \) or \( p_i(t) = j - 1 \), are determined by the DDPG-based DRL algorithm. The learning process is introduced by describing the state, the action, random events, state transition, the reward structure, and the algorithm in detail.

1) **State**: There are four different states of the mmWave vehicular network at time slot \( t \) as follows: 1) positions of vehicles (i.e., which mBS is associated with vehicles), 2) transmitter queue states of mBSs, 3) receiver buffer states of vehicles, 4) the total number of delivered chunks to each vehicle until slot \( t \), and 5) average qualities of chunks that vehicles received until slot \( t \). Note that all of the states have a Markov property because the FSMC model is assumed for mBS associations of vehicles and queue and buffer lengths are dependent on their lengths at the previous slot. In addition, the average quality state of the already delivered chunks to \( u_i \) until slot \( t \) depends on its previous value as given by

\[
\bar{q}_i(t) = \frac{1}{h_i(t)} \left( h_i(t-1)\bar{q}_i(t-1) + \sum_{q \in Q} q \cdot u_i^{(i,q)}_{p_i(t)}(t) \right),
\]

where \( h_i(t) = \sum_{u_i} u_i^{(i,q)}_{p_i(t)}(t) \) indicates the total number of the received chunks until slot \( t \); therefore, \( \bar{q}_i(t) \) is the average quality per received chunk until \( t \).

Note that the states of \( h_i(t) \) and \( \bar{q}_i(t) \) are used for reducing excessive quality variations. Not only qualities of individual chunks but also quality variations during the stream session strongly influence on users’ satisfactions. Even though the average quality of the received chunks is high, sharp variations of quality levels of successive chunks are detrimental to the user’s QoE in video playback. Therefore, we intentionally control the video quality to be increasingly improved depending on \( h_i(t) \) and \( \bar{q}_i(t) \), as the playback session goes by; the details will be explained in the reward part.

Thus, the state of the proposed MDP at slot \( t \) is defined as \( s_t = \{ p(t), c(t), b(t), h(t), \bar{q}(t) \} \), where \( p(t) = [p(t), \ldots, p_N(t)] \), \( c(t) = [c_j^{(i,q)}(t) : u_i \in U_t \cup U_{t-1}, x_j \in \mathcal{X}, q \in Q] \), \( b(t) = [b_j(t), \ldots, b_N(t)] \), \( h(t) = [h_j(t), \ldots, h_N(t)] \), and \( \bar{q}(t) = [\bar{q}_j(t), \ldots, \bar{q}_N(t)] \). Here, \( p(t) \in \mathbb{P} \subseteq [0, 1, \ldots, \mathcal{K}, \mathcal{K} + 1]^N \), \( c(t) \in \mathbb{C} \subseteq \{0, 1, \ldots, \mathcal{E}\}^{K \times N \times L} \), \( b(t) \in \mathbb{B} \subseteq \{0, 1, \ldots, \mathcal{H}\}^{K \times N \times L} \), \( h(t) \in \mathbb{H} \subseteq \{0, 1, \ldots, \mathcal{I}^+\}^N \), and \( \bar{q}(t) \in \mathbb{Q} \subseteq [\mathbb{Q}_1, \mathbb{Q}_L]^N \), where \( \mathbb{I}^+ \) is the set of positive integers. Finally, the state space can be defined as \( \mathbb{S} \subseteq \mathbb{P} \times \mathbb{C} \times \mathbb{B} \times \mathbb{H} \times \mathbb{Q} \).

2) **Action**: As mentioned earlier, for supporting adaptive video streaming, the MBS decides three actions as follows: 1) which chunk, 2) what quality, and 3) how many chunks would be provided from the MBS to each mBS, depending on the states explained above. The action of the proposed MDP at slot \( t \) is defined as \( a_t = \{ I(t) \} \), where \( I(t) = [I_j : x_j \in \mathcal{K}, u_i \in \mathcal{U}_j]^T \). Here, \( I(t) \in \mathbb{L} \subseteq \{0, 1, \ldots, \mathcal{E}\}^{K \times N \times L} \). Therefore, the action space can be defined as \( \mathbb{A} \subseteq \mathbb{L} \).

3) **Random Event**: The time-varying wireless channel conditions between mBSs and vehicles are the random event in this MDP. Even though we focus on pushing video chunks from the MBS to mBSs, queue and buffer states of mBSs and vehicles separately are dependent on the content delivery from mBSs to vehicles; therefore, the random distribution of wireless
channels between mBSs and vehicles should be considered in the proposed MDP. The channel capacity of the link between mBS $x_j$ and vehicle $u_i$ are given randomly for all $x_j \in X$ and $u_i \in U_j$, denoted by $r_{i,j}(t)$. Accordingly, the size of all the transmitted chunks from mBS $x_j$ to vehicle $u_i$ satisfying $p_i(t) \in (j-1,j]$ at slot $t$ should be upper bounded on $r_{i,j}(t)$, as given by

$$\sum_{q \in Q} C_i^{(i,j,q)}(t) \leq r_{i,j}(t).$$

(18)

Since it is difficult for the MBS to collect all the channel information between mBSs and vehicles in a short time and to track the channel of vehicles with high mobility, the MBS learns the streaming policy without the knowledge of channel gains. Denote a probability mass function of the actual number of chunks of quality $q$ that can be delivered from mBS $x_j$ to vehicle $u_i$ at slot $t$ depending on randomly generated $r_{i,j}(t)$ by $f_j^{(i,q)}(t, w)$. Since vehicles are moving so that distances between mBSs and vehicles are time-varying, $f_j^{(i,q)}(t, w)$ could be non-stationary; therefore, the dependency of $t$ is given. Note that this does not mean that the data rate of each user has a Markov property; however, the data rate depends on the random channel conditions of vehicles, distances between mBSs and vehicles related to pathloss effects, and any other network randomness. In this paper, a uniform distribution is assumed for $r_{i,j}(t)$ for simplicity, i.e., $r_{i,j} \sim \text{unif}(0, r_{\text{max}})$ where $r_{\text{max}}$ is the upper bound on $r_{i,j}(t)$, if $u_i$ is in the coverage of $x_j$, i.e., $p_i(t) = j$.

Remark: Note that the data rate $r_{i,j}$ can follow any distribution and the proposed adaptive streaming scheme can be applied to any distribution of $r_{i,j}(t)$, not limited to the uniform distribution. In fact, distribution of $r_{i,j}(t)$ could incorporate any randomness of the network (i.e., random channel distribution, pathloss, Doppler effects, power control, bandwidth allocation); therefore, the proposed DRL agent enables to train the streaming policy in any random network environment and/or with any random resource allocation rule. Since the learning agent only needs to observe the updated queue and buffer states of mBSs and vehicles respectively without the knowledge of each element of network randomness, we do not have to assume a specific distribution of $r_{i,j}(t)$ and to investigate the impacts of Doppler effects or resource allocation on our policy. If the content delivery scheme from mBSs to vehicles and resource allocation for links between mBSs and vehicles are considered, their dependency on the distribution of $r_{i,j}(t)$ should be investigated; however, this is out of scope for this manuscript and we will study in the future work.

4) State Transition: The state transition probability and its mechanism are the main factors for determining how to learn the policy and how the policy is converged. Denote the current and next states by $s = \{p, c, b, h, q\}$ and $s' = \{p', c', b', h', q'\}$, respectively. First, the mBS association state follows the FSMC model and does not depend on the action or the random event. Therefore, the state transition probability of $p$ is given by

$$P_{p,p'} = \prod_{u_i \in U^c} \alpha_i, \quad \text{where} \quad \alpha_i = \begin{cases} \rho & \text{if } p_i' = p_i + 1, \\ 1 - \rho & \text{else if } p_i' = p_i, \\ 0 & \text{otherwise.} \end{cases}$$

(19)

Second, queue and buffer states are influenced by the action $l$ and the random event $w$. Given the action $l$, the state transits from $c$ to $c'$ with the probability of

$$P_{c,c'}(l) = \prod_{u_i \in l^c} \beta_j^{(i,q)}, \quad \text{where}$$

$$\beta_j^{(i,q)} = \begin{cases} f_j^{(i,q)}(l_j^{(i,q)} - c_j^{(i,q)}) + c_j^{(i,q)} & \text{if } c_j^{(i,q)}' \in C_j^{(i,q)} \text{ otherwise,} \end{cases}$$

(20)

where $C_j^{(i,q)} = \left[c_j^{(i,q)}' - f_j^{(i,q)}(l_j^{(i,q)} - c_j^{(i,q)})\right]$. On the other hand, the buffer state $b_i$ of the vehicle $u_i$ is influenced by the summation of $u_{p,(t)}^{(i,q)}$ values for all $q \in Q$. According to the ‘high-quality first’ rule for delivering chunks from mBSs to vehicles explained in Section IV-B, the state transition probability of $b$ is obtained as (21) at the top of this page. In (21), $b_i = \max\{b_i - F, 0\}$. Note that $P_{b,b}$ depends on the current transmission queue state $c$, because the number of delivered chunks (i.e., $u_{p,(t)}^{(i,q)}$) to the receiver buffer cannot exceed the number of chunks accumulated in mBS queues (i.e., $c_j^{(i,q)}$). In addition, the states of $h_i$ and $q_i$ transit to $h_i'$ and $q_i'$ depending on the accumulated sums of $w_{p,(t)}^{(i,q)}$ values for all $q \in Q$; therefore, their state transition probabilities can be computed in a similar way of (21) shown at the bottom of the next page.

5) Reward: At every time slot $t$, the learning agent $M$ observes the current state $s_t$ and determines the action $a_t$, then the state is changed to $s_{t+1}$. In this step, the agent acquires the system reward $r_{t+1}$, which includes a composite reward of (i) smooth quality enhancement, (ii) avoiding packet drop, and (iii) seamless playback without stall events. These sub-rewards are denoted as $R^q(s_t, a_t)$, $R^p(s_t, a_t)$, and $R^f(s_t, a_t)$, respectively, and the reward structure is designed as $r_{t+1} = R(s_t, a_t) = R^q(s_t, a_t) \oplus R^p(s_t, a_t) + R^f(s_t, a_t)$. Each sub-reward is the summation of rewards corresponding to all vehicles, as given by

$$R(s_t, a_t) = r^q(t) + r^p(t) + r^f(t),$$

(22)

where $r^q(t) = \frac{1}{N} \sum_{i=0}^{N-1} r^q_i(t)$, $r^p(t) = \frac{1}{N} \sum_{j=0}^{N-1} r^p_j(t)$, and $r^f(t) = \frac{1}{N} \sum_{i=0}^{N-1} r^f_i(t)$.

The reward of smooth quality enhancement, i.e., $R^q(s_t, a_t)$, basically pursues the high-quality chunks while avoiding the frequent and steep quality fluctuations. Since sudden changes in video quality could be detrimental to users’ QoS, even when the streaming system is sufficient to provide the highest-quality, it is better to monotonically increase the quality. Similarly, when the channel condition is not good so that the mBS tries to deliver the low-quality chunks, the agent slowly decreases the video quality. Then, we have four different user’s satisfaction cases as follows:
Case 1. Quality is high and quality fluctuation is high.
Case 2. Quality is high and quality fluctuation is low.
Case 3. Quality is low and quality fluctuation is high.
Case 4. Quality is low and quality fluctuation is low.

Here, \( R^p(s_t, a_t) \) is designed to maximize Case 2, which means to promote increasing the average video quality while limiting quality fluctuations. Therefore, the quality reward for each vehicle \( u_i \) can be modeled as follows:

\[
r^p_j(t) = \frac{1}{\epsilon} \sum_{q \in Q} \frac{\sum_{\hat{q}_i \in \hat{Q}} \sum_{c_i} q \cdot w_{p_i(t)}^{(i,q)}(t)}{\epsilon + \left[ \hat{q}_i - \frac{1}{\sum_{q \in Q} \sum_{\hat{q}_i \in \hat{Q}} q \cdot w_{p_i(t)}^{(i,q)}(t)} \sum_{q \in Q} q \cdot u_{p_i(t)}^{(i,q)}(t) \right]},
\]

(23)

where \( \frac{1}{\sum_{q \in Q} \sum_{\hat{q}_i \in \hat{Q}} q \cdot w_{p_i(t)}^{(i,q)}(t)} \sum_{q \in Q} q \cdot u_{p_i(t)}^{(i,q)}(t) \) indicates the average quality of the chunks arrived at the vehicle in the current slot, and \( \epsilon \) is a system parameter that weighs the importance of the control of quality fluctuations. Note that the numerator of (23) represents the current video quality and the denominator of (23) measures the current quality fluctuation.

By pursuing rewards \( R^p(s_t, a_t) \) and \( R^f(s_t, a_t) \), the adaptive streaming policy is willing to avoid packet drop and playback stall events, respectively. When the pushed chunks from the MBS to MBS \( x_j \) make the transmitter queue of \( x_j \) overflow, some of the pushed chunks should be discarded because the queue length is upper bounded on \( \hat{c} \). Accordingly, \( r^f_j \) can be defined as the ratio of quantities of the discarded chunks to the pushed chunks, as given by

\[
r^f_j(t) = \sum_{u_i \in U} \sum_{q \in Q} r^f_j_{(i,q)}(t),
\]

(24)

where

\[
r^f_j(t) = (1 - \eta) - \frac{\max \{ \bar{c}^{(i,q)}(t) + l^{(i,q)}(t) - \bar{c}, 0 \}}{\zeta + |l^{(i,q)}(t)|}.
\]

(25)

In (25), \( \zeta \) and \( \eta \) are parameters that scale the reward for packet drops. The numerator of (25) indicates the number of dropped chunks due to the finite queue size and the denominator of (25) is the number of chunks delivered from the MBS to the queue of MBS \( x_j \). Therefore, \( r^f_j(t) \) measures how much portion of \( l^{(i,q)}_j(t) \) is dropped at the queue of MBS \( x_j \).

Lastly, \( r^f_i \) measures the penalty given when the buffer length of a vehicle \( u_i \) is not sufficient to play the fixed number of chunks during one time slot (i.e., \( F \)). Therefore, \( r^f_i(t) \) can be designed by

\[
r^f_i(t) = \nu \cdot \min \{ (b_i(t) - F), 0 \},
\]

(26)

where \( \nu > 0 \) represents the scaling factor for \( r^f_i(t) \). In (26), \( r^f_i(t) \leq 0 \), and we can see that the negative reward is given if the playback stall event happens.

The structure of the reward function in (22) is obtained by experiments in which the function in (22) makes the learning process converge well and balances the trade-off among conflicting performance metrics, i.e., the average quality, the average quality variations, packet drop rates, and playback stall rates. Nevertheless, we can intuitively explain that packet drops scale the quality reward. Specifically, when the packet drop event happens, it means that the backhaul is largely consumed for providing the high-quality chunks with large file sizes. In this case, even vehicle users enjoy the high quality streaming with small quality variations, its large quality reward is obtained at the expense of excessive backhaul usage; therefore, the quality reward is scaled down by multiplying the penalty of packet drops.

6) Algorithm: Based on this MDP structure, we finally formulate the optimization problem to maximize the reward (22) during \( T \) time slots as follows:

\[
\arg \max_{a = [a_1, ..., a_T]} \sum_{t=1}^{T} R(s_t, a_t)
\]

(27)

\[
\text{s.t. } c_j^{(i,q)}(t) \leq \bar{c}, \forall x_j, \forall u_i, \forall q, \forall t
\]

(28)

\[
b_i(t) \leq \tilde{b}_i, \forall u_i
\]

(29)

\[
\hat{q}_i(t) \in Q, \forall u_i.
\]

(30)

Note that in a realistic system with massive number of vehicles on the highway, the system state space is very extensive and it is very difficult for the MBS to handle and compute all the network parameters.

\[
P_{b,v}(l|c) = \prod_{u_i \in U} \varsigma_i, \text{ where}
\]

\[
\varsigma_i = \begin{cases} 
  f_j^{(1,L)}(b'_i - \tilde{b}_i) & \text{if } \tilde{b}_i \leq b'_i \leq \tilde{b}_i + c_j^{(1,L)} \\
  f_j^{(1,L)}(c_j^{(1,L)}) \cdot f_j^{(1,L-1)}(b'_i - \tilde{b}_i - c_j^{(1,L)}) & \text{else if } \tilde{b}_i + c_j^{(1,L)} < b'_i \leq \tilde{b}_i + c_j^{(1,L)} + c_j^{(1,L-1)} \\
  \quad \vdots & \text{else if } c_j^{(1,L)} < \sum_{q=t+1}^{L} c_j^{(i,q)} < \tilde{b}_i + \sum_{q=t+1}^{L} c_j^{(i,q)} \\
  \quad \vdots & \text{else if } \sum_{q=1}^{L} c_j^{(i,q)} < \tilde{b}_i + \sum_{q=1}^{L} c_j^{(i,q)} \\
  0 & \text{otherwise}
\end{cases}
\]

(21)
states. In addition, the average quality state $q$ is continuous. Accordingly, the problem of (27)–(30) cannot be solved by a classical method without the help of neural networks, e.g., dynamic programming; thus, this justifies the use of the DDPG-based DRL approach as proposed in this paper. As mentioned earlier, the MBS is the learning agent and performs Algorithm 1 in order to learn the action of the proposed MDP for adaptive video streaming that can improve its quality while limiting packet drops, playback stall events, and excessively large quality fluctuations. The learning procedures of the adaptive streaming policy are as follows:

- First, the parameters of the actor and critic networks, which activate and evaluate the action of $M$, are initialized (line 1).
- Then, the target networks for both the actor and critic network, $\hat{\mu}$ and $\hat{Q}$, are initialized (line 2).
- By iterating each episode, $M$ repeats the following learning procedures:
  - for every episode, $\varphi$ transition pairs including the set of the randomly generated $\varphi$ states (i.e., $S \in S^\varphi$), the possible action sets given $S$ (i.e., $A \in A^\varphi$), the reward set for $S$ and $A$, and the observed next state set (i.e., $S' \in S^\varphi$) are collected as minibatch $\phi$, and they are stored in replay buffer $\Phi$ (lines 4–9).

ii) After $\Phi$ is fully constructed, a minibatch in $\Phi$ is randomly sampled without replacement. Then, the $i$-th transition pair of the minibatch is utilized for calculating the mean squared Bellman error (MSBE) between the target value $y_i$ and $Q(s_i, a_i|\theta^Q)$, i.e., $\frac{1}{|\Phi|} \sum_i (y_i - Q(s_i, a_i|\theta^Q))^2$, in order to update the critic network with the gradients obtained from the difference (line 14–15). In addition, gradient of $\theta^\mu$ is utilized to update the parameters of the actor network (line 16–17). Overall, the updated parameters of the critic and actor networks are utilized to update the target parameters $\theta^Q$ and $\theta^\mu$ with soft update weight $\tau$ as (14) to ensure efficient and stable learning (line 11–18) until convergence.

VI. PERFORMANCE EVALUATION AND DISCUSSIONS

This section presents simulation results to verify the performance of our DDPG-based adaptive streaming system in mmWave-based vehicular networks. We evaluate the proposed streaming system with the aforementioned rewards given that the state of the vehicular network is observable by the agent. We leveraged Pytorch in our simulations to implement our proposed DDPG-based adaptive streaming system. The simulation settings are first presented and then we discuss the simulation results.

A. Simulation Settings

In this subsection, we elaborate on the implementation details of the proposed DDPG learning-based adaptive streaming system for an mmWave vehicular network. We first introduce the hardware configuration for our simulation, and then we present the overall design and implementation details of the software. In terms of hardware, we employed a NVIDIA DGX station equipped with $4 \times$ Tesla V100 GPUs (a total of 128 GB memory available) and an Intel Xeon E5–2698 v4 2.2 GHz CPU with 20 cores (256 GB system memory available in total). Next, in terms of software, we utilized Python version 3.6 on Ubuntu 16.04 LTS to build the DDPG-based adaptive video streaming scheme. In addition, we used a fan-in initializer and Xavier initializer [39] to avoid the occurrence of vanishing gradient descent during the learning phase. The neural network was constructed with a fully connected deep neural network (DNN), and four hidden layers were used. Each of the hidden layers has 500, 400, 300 or 200 nodes. The reinforcement learning model was trained through a total of 500,000 iterations.

According to [40], $Q = \{q_1 = 1, q_2 = 2.5, q_3 = 5, q_4 = 10, q_5 = 25\}$ Mbps are used for the bitrates of videos depending on quality levels. In addition, $L = 5$ and $\tau = 1$ are assumed; therefore, $q_l = \hat{C}_l$ for all $l \in \{1, 2, 3, 4, 5\}$. The parameters for learning procedures are summarized in Table II.
We design two main comparison techniques (i.e., random action and proactive caching proposed in [30]) as the baseline. The random action technique is that MBS conducts cache allocation to mBSs with the limited cache bound (e.g., 0.5\(\bar{c}\), and 1.0\(\bar{c}\)). Note that the comparison technique with cache bound 0.5\(\bar{c}\) and with 1.0\(\bar{c}\) are associated with Comp1, respectively. Second, we compare our proposed model to a proactive caching technique, which is state of the art and is denoted as Comp2.

We design two comparison techniques to verify the advantages of our proposed pushing scheme and they are explained as follows:

- **Random Action (Comp1):** This comparison scheme randomly chooses \(i_j^{(i,q)}(t) \sim \text{Unif}[0, l]\) for all \(x_j \in \mathcal{X}, u_i \in \mathcal{U}_j, q \in \mathcal{Q},\) and \(t \in \{1, \ldots, T\}\), which means that pushing video chunks from the MBS to mBSs is random without consideration of buffer states and locations of vehicles. This scheme is denoted in figures by ‘Comp1 (\(\bar{l}\))’, and we test two values of \(l = 0.5\bar{c}, 1.0\bar{c}\).

- **Proactive Caching in [30] (Comp2):** The proactive caching scheme in [30] is also mobility-aware and designed for video streaming in mmWave vehicular networks with the help of RSUs on the road. Although the considered mmWave vehicular scenario is similar to our model, the scheme in [30] does not consider the video quality, makes actions only when vehicles are in transit to the next cell, and is proposed by using dynamic programming. Compared to this comparison work, our proposed model operates in real-time and handles video quality based on the DDPG-based model. Therefore, this comparison scheme is modified to the DDPG-based model in order to operate in real-time with static video quality. The state space and action space of Comp2 are given as our proposed model, and the reward structure of Comp2, which does not consider the video quality is given as follows:

\[
R(s_t, a_t; q^{\text{Comp2}}) = \sum_{x_j \in \mathcal{X}} \sum_{u_i \in \mathcal{U}_j} \left[ b_i(t) - \mathcal{F} \right] - \sum_{x_j \in \mathcal{X}} \left[ \tilde{c}_j(t) - \hat{i}_j(t) + \bar{c} \right]
\]  

This comparison scheme is denoted in figures by ‘Comp2 \(q^{\text{Comp2}}\),’ and we test three static qualities of \(q^{\text{Comp2}} \in \{q_1, q_3, q_5\}\).

We evaluated the performances of the proposed pushing scheme and streaming system for a mmWave vehicular network by designing and implementing the following three categories of experiments.

1) **Performance comparison work:** The performances of our proposed DDPG-based video streaming system are compared with the comparison schemes introduced earlier (i.e., Comp1 and Comp2). We evaluate various key QoE metrics of video streaming: backhaul usage, average quality, average quality variations, playback stall rate, and packet drop rate.

2) **Robustness to scalable vehicular network:** The proposed adaptive streaming system is applied to vehicular networks of enlarged sizes to verify whether the system is robust to scalability. We test the three different numbers of mBSs as follows: \(N = 10, N = 20,\) and \(N = 40\).

3) **Impact of traffic model on learning phase:** Overall, we assume the identical velocity \(\bar{v}\) for all vehicles; however, in the practical scenario, velocities of vehicles are time-varying. Therefore, we test the scenarios with different \(\bar{v}\) values by using the learning rate optimized for \(\bar{v} = 70\) km/h.

4) **Data-intensive simulations with real-world highway trace data:** This data-intensive simulation is conducted with the streaming systems based on real-world highway trace data in order to compare with the FSMC model [41].
B. Performance Comparisons

Figs. 4 shows how performance metrics and rewards change during the learning phase. Overall, all of the learning results converge after about 420,000 episodes. The backhaul usage, the average video quality, average quality variations, playback stall events, packet drops at queues of mBSs, and packet drops at buffers of vehicles, transmission efficiency and total reward are shown in Figs. 4(a)–(h), respectively. Here, transmission efficiency indicates the ratio of chunks actually delivered to vehicles and chunks pushed from the MBS to mBSs. In Fig. 4(h), we can see that the total reward converges in short training time.

First of all, the proposed scheme outperforms Comp1 in terms of all of the performance metrics. Note that Comp1 can provide many chunks with relatively high quality when \( c \) is large; therefore, the average quality of Comp1 (1.0) is larger than that of Comp1 (0.5) but still much smaller than that of the proposed scheme. Since Comp1 does not have any intelligence for pushing contents and cannot predict which contents will be desired by vehicles in near future, even when many chunks are pushed from the MBS to mBSs, many of these chunks could not be requested. This leads inefficient transmission as shown in Fig. 4(g), meaning that although backhaul usage of Comp1 is comparable to that of the proposed scheme, its average quality and packet drop rates are all much worse than the proposed scheme.

Meanwhile, Comp2 does not adapt bitrates of the stream; therefore, its quality is fixed and there is no quality variation. Also, the structure of the reward function of Comp2 is completely different from that of the proposed scheme; therefore, we do not compare the total reward with Comp2. We can see that the proposed scheme can provide higher quality than Comp2 (q1) and Comp2 (q3) in Fig. 4(b) while keeping relatively low quality variations. On the other hand, Comp2 (q5) pushes the highest-quality chunks; however, its backhaul consumption and playback stall rates are worse than the proposed one even after many epochs because the file size of delivering video chunks is very large. Interestingly, the packet drop rate at mBSs of

\[ \text{Packet Drop Rate} \]

C. Robustness of Scalable Vehicular Networks

We considered three different-scale vehicular networks to validate the robustness of the proposed DDPG-based scheme in
terms of scalability as follows: \((K, N) = (10, 200), (K, N) = (20, 200),\) and \((K, N) = (40, 200).\) The simulation is conducted with 300,000 training epochs. The backhaul usage, playback stalls, packet drops, and the average quality of the above three different networks are shown in Figs. 6(a)–(d), respectively. As \(N\) increases, the MBS has to push more chunks to mBSs for serving more vehicles; therefore, more backhaul bandwidths are required so that backhaul usage of \(N = 20\) is larger than that of \(N = 10.\) However, when \(N = 40,\) backhaul usage decreases again because too many vehicles would make mBSs difficult to provide high-quality chunks to vehicles. In order to avoid the playback stall event, the agent can make decisions on pushing low-quality chunks, resulting in decrease in backhaul usage as shown in Fig. 6(a). We can also see in Fig. 6(d) that the average quality of \(N = 40\) is smaller than that of \(N = 20.\) In addition, playback stall and packet drop events are kept very low regardless of \(N.\) Thus, we can conclude that the proposed DDPG agent could control the tradeoff between backhaul usage and the average quality while guaranteeing small playback stall and packet drop rates.

D. Impact of Traffic Model on Learning Phase

This subsection tests different velocities (i.e., \(v = 49, 70, 91\) km/h) for the proposed DDPG agent which is trained with the assumption of \(v = 70\) km/h. The backhaul usage, playback stall rate, packet drops, and transmission efficiency with these three different velocities are shown in Figs. 7(a)–(d), respectively. Since the agent is optimized for \(v = 70\) km/h, the average quality is the highest while keeping low backhaul usage when \(v = 70\) km/h, compared to the cases of \(v = 49, 91\) km/h. In addition, there is almost no playback stall for \(v = 70\) km/h; however, the cases of \(v = 49, 91\) km/h show relatively frequent playback stalls. Still, the playback stall rates of \(v = 49, 91\) km/h remain lower than 0.2 which is still much lower than those of Comp2 shown in Fig. 4(d). Also, packet drop rates of \(v = 49, 91\) km/h are almost the same as that of \(v = 70\) km/h. Therefore, we can say that the proposed adaptive video streaming scheme is capable of serving vehicles with different velocities quite successfully, even using the learning rate optimized for a given velocity value.

E. Simulations With Real-World Highway Trace Data

This simulation is conducted with a measured trace data (MTD) model based on Colorado’s highway traffic data [13] as shown in Fig. 8. The proposed DDPG-based scheme provides smooth and high-quality streaming services with small packet rates also in the real traffic data-based MTD model. Although there exist some peaks of playback stall rates due to innate instability of the DDPG algorithm in Fig. 8(b), it rarely happens so that we can train the agent well with an appropriate epoch number. Also, even in the MTD model, the agent trained for \(v = 70\) km/h still operates well with other velocities (i.e., \(v = 49, 91\) km/h).

VII. Conclusion

This paper proposed a DDPG-based adaptive video streaming system for mmWave vehicular networks. We present the mBS-assisted streaming scenario where the MBS can push the video chunks to mBSs before vehicles actually request the chunks, and
the proposed scheme determines what quality and how many chunks would be provided from the MBS to mBSs. For smooth and high-quality video streaming, we model the inventive reward structure for pursuing a variety of QoE metrics of video streaming. The simulation results show that the proposed scheme can achieve good performances of backhaul usage, video quality, quality fluctuations, playback stalls, and packet drops at both mBSs and vehicles. Moreover, our adaptive video streaming method can be properly applied to scalable vehicular networks and scenarios with vehicles of different mobility.
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