Fast A Posteriori State Error Estimation for Reliable Frequency Sweeping in Microwave Circuits via the Reduced-Basis Method
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Abstract: We develop a compact, reliable model order reduction approach for fast frequency sweeps in microwave circuits by means of the reduced-basis method. Contrary to what has been previously done, special emphasis is placed on certifying the accuracy of the reduced-order model with respect to the original full-order model in an effective and efficient way. Previous works on model order reduction accuracy certification rely on costly a posteriori error estimators, which typically require expensive inf-sup constant evaluations of the underlying full-order model. This scenario is often too time-consuming and unaffordable in electromagnetic applications. As a result, less expensive and heuristic error estimators are commonly used instead. Very often, one is interested in knowing about the full state vector, instead of just some output quantities derived from the full state. Therefore, error estimators for the full state vector become relevant. In this work, we detail the frequency behavior of both the electric field and the state error when an approximation to the electric field solution is carried out. Both field quantities share the same frequency behavior. Based on this observation, we focus on the efficient estimation of the electric field state error and propose a fast evaluation of the reduced-order model state error in the frequency band of analysis, minimizing the number of full-order model evaluations. This methodology is of paramount importance to carry out a reliable fast frequency sweep in microwave circuits. Finally, real-life applications will illustrate the capabilities and efficiency of the proposed approach.
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Novelty statement: We propose a fast method for a posteriori state error estimation for reduced-order modeling of microwave circuits. Our approach leverages a similarity in the frequency domain behavior of the electric field and the state error, which enables us to minimize the number of full-order model evaluations during error estimation. The proposed fast state error estimator is used in a greedy algorithm to adaptively build the reduced-order model. The efficiency and reliability of our approach are demonstrated via its application to four challenging models of microwave circuits.
1 Introduction

Microwave engineering relies on time-consuming electromagnetic simulations to carry out robust electrical designs. The electromagnetic complexity in microwave devices is such that only detailed, full-wave simulations, i.e., solving Maxwell’s equations directly, can guide an engineer in pursuing the target electrical design. As a result, most of a microwave engineer’s working time is spent on waiting for an electromagnetic simulation to conclude, which will assist him in taking an action to meet the specifications in an electrical design. Current industrial needs have long since recognized that one can no longer afford this design methodology. Different efforts in computational electromagnetics (CEM) community have been carried out to speed up this costly process, and most of them follow the model order reduction (MOR) philosophy [1, 6, 8, 21, 25, 31, 34, 40, 43].

A reduced-order model (ROM) implies replacing a rather complex physical model by a much simpler mathematical one that still maintains certain physical aspects of the original model over a parameter domain. The computational complexity of the ROM should be insignificant in comparison to the high computational cost of the original full-order model (FOM). MOR has demonstrated its robustness in reducing the complexity of parametric systems [4, 20, 32]. However, the accuracy of the ROM is sometimes not guaranteed due to lack of low-cost and computable error estimators. Although the ROM may be valid for a certain parameter range, its validity over the entire parameter domain is not guaranteed. As a result, it can not be used as a reliable surrogate of the original FOM. This lack of providing accuracy guarantees precludes the ROM from being used for industrial applications, where no a priori knowledge of the parameter range may be available. This is the worst case scenario for MOR. It is quite usual that the proposition of corresponding error estimation lags behind new MOR algorithms. To remedy this, a great effort has been carried out in certifying the accuracy of the ROM, where computationally expensive error estimation may be allowed. This is the case for inf-sup constant-based error estimators [18, 19, 35, 37]. The residual norm divided by this costly inf-sup constant [14] bounds the state error. As already stated in [12], keeping the inf-sup constant in the denominator of the error estimator causes potential risk for many problems with small inf-sup constants. This is quite common in microwave circuits, where resonances show up in the frequency band of analysis, dropping the inf-sup constant down to zero [10, 14]. Different strategies for a posteriori error estimation should be considered, reducing its computational cost to the same order of the ROM, if possible. Residual norm-based error estimation can be carried out without effort and this has been often used as a heuristic error estimator [2, 9–11, 13, 28, 33, 38, 42]. Going back to the state error estimation, recent works have focused on avoiding the inf-sup constant evaluation [5, 36]. There, additional dual or residual systems are solved to obtain the error estimators, overcoming any time-consuming inf-sup constant calculation. However, despite the fact that they avoid computing the expensive inf-sup constant, both approaches need to solve additional dual or residual systems, respectively.

In this work, we aim to further reduce the computational costs of the error estimator proposed in [5], which was shown to be more efficient than that in [36]. We study the frequency behavior of both the electric field and the state error when an approximation to the electric field solution is carried out, and detail a Fourier series representation in both cases. Both field quantities share the same orthogonal Fourier series representation basis in frequency-parameter systems. In comparison to what has been previously done for general parametric systems, where a residual system needs to be solved independently, we focus on the efficient determination of the electric field state error and propose a fast evaluation of the ROM state error in the frequency band of analysis, minimizing the number of FOM evaluations which plays a central role in determining the efficiency in MOR. This methodology is of paramount importance to carry out a reliable fast frequency sweep in microwave circuits.

This paper is organized as follows. In Section 2 we review the time-harmonic Maxwell’s equations in variational form, solve for the electromagnetic field in order to show its frequency behavior and detail the inf-sup constant-based standard error analysis. Section 3 deals with the proposed state error estimation in frequency-parameter systems avoiding the inf-sup constant. Numerical simulations in Section 4 show the performance of the proposed approach for reliable fast frequency sweeps in electromagnetics. Real-life microwave circuits illustrate the capabilities and accuracy of the proposed methodology. Finally, in Section 5, we provide conclusions.
2 Problem Statement

The electromagnetic phenomena in a given device are described by Maxwell’s equations. Applying the Fourier transform to these, the fields in the transform domain $i\omega$ can be found. They are

\[ \nabla \times \mathbf{E} = -i\omega \mu \mathbf{H} \text{ in } \Omega, \]  
\[ \nabla \times \mathbf{H} = i\omega \varepsilon \mathbf{E} \text{ in } \Omega, \]  
\[ \mathbf{n} \times \mathbf{E} = \mathbf{0} \text{ on } \Gamma_{\text{PEC}}, \]  
\[ \mathbf{n} \times \mathbf{H} = \mathbf{0} \text{ on } \Gamma_{\text{PMC}}, \]  
\[ \mathbf{n} \times \mathbf{H} = \mathbf{J} \text{ on } \Gamma, \]

where $\Omega \subset \mathbb{R}^3$ is a source-free, sufficiently smooth bounded domain, $\mathbf{n}$ is the unit outward normal vector on the boundary $\partial \Omega$ of $\Omega$. The boundary is divided into perfect electric conductor (PEC), perfect magnetic conductor (PMC) and ports, i.e., $\partial \Omega = \Gamma_{\text{PEC}} \cup \Gamma_{\text{PMC}} \cup \Gamma$. $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic fields, $\varepsilon$ and $\mu$ are, respectively, the permittivity and permeability of the medium, which is assumed to be lossless, and the tangential field $\mathbf{J}$ is the excitation current at the ports. Time-harmonic Maxwell’s equations can be written in a classical weak formulation over an appropriate admissible function space $\mathcal{H}$, viz.

\[ \text{find } \mathbf{E} \in \mathcal{H} \text{ such that } \quad a(\mathbf{E}, \mathbf{v}) = f(\mathbf{v}) \ \forall \mathbf{v} \in \mathcal{H}. \]  

The bilinear form is

\[ a(\mathbf{E}, \mathbf{v}) = \int_{\Omega} \left( \frac{1}{\mu} \nabla \times \mathbf{E} \cdot \nabla \times \mathbf{v} - \omega^2 \varepsilon \mathbf{E} \cdot \mathbf{v} \right) dx, \]  

and the linear form

\[ f(\mathbf{v}) = i\omega \int_{\partial \Omega} \mathbf{J} \cdot \mathbf{v} \ ds = i\omega \int_{\Gamma} \mathbf{J} \cdot \mathbf{v} \ ds. \]

Here, the admissible space $\mathcal{H}$ is a subspace of the Hilbert space $H(\text{curl}, \Omega)$ defined by:

\[ H(\text{curl}, \Omega) = \{ \mathbf{u} \in L^2(\Omega, \mathbb{C}^3) \mid \nabla \times \mathbf{u} \in L^2(\Omega, \mathbb{C}^3) \}, \]  

since $\mathcal{H}$ should take the boundary condition (1c) into account, namely,

\[ \mathcal{H} = \{ \mathbf{u} \in H(\text{curl}, \Omega) \mid \mathbf{n} \times \mathbf{u} = \mathbf{0} \text{ on } \Gamma_{\text{PEC}} \}. \]

Let us refer to the trace spaces, namely,

\[ H^{-\frac{1}{2}}(\text{div}, \partial \Omega) = \{ \mathbf{n} \times \mathbf{u} \text{ on } \partial \Omega \mid \mathbf{u} \in H(\text{curl}, \Omega) \} \]  
\[ H^{-\frac{1}{2}}(\text{curl}, \partial \Omega) = \{ \mathbf{n} \times \mathbf{u} \times \mathbf{n} \text{ on } \partial \Omega \mid \mathbf{u} \in H(\text{curl}, \Omega) \}, \]  

and point out that they are dual to each other with the following duality pairing

\[ \langle \mathbf{u}, \mathbf{v} \rangle = \int_{\partial \Omega} \mathbf{u} \cdot \mathbf{v} \ ds \]  

$\mathbf{u} \in H^{-\frac{1}{2}}(\text{div}, \partial \Omega)$ and $\mathbf{v} \in H^{-\frac{1}{2}}(\text{curl}, \partial \Omega)$. It is now apparent that the excitation current $\mathbf{J}$ belongs to $H^{-\frac{1}{2}}(\text{div}, \partial \Omega)$. We refer to [16,29] for a thorough explanation for all these spaces.

2.1 Field Frequency Dependency in Electromagnetics

Following [10, 24], where some frequency structure is shown in the solution to the variational problem (2), we introduce the Helmholtz decomposition

\[ \mathcal{H} = \mathcal{H}(\text{curl}0, \Omega) \oplus \mathcal{V}, \]
where

\[ H(\mathbf{curl}0, \Omega) = \{ \mathbf{u} \in H \mid \nabla \times \mathbf{u} = \mathbf{0} \}, \quad (10a) \]

\[ \mathcal{V} = \{ \mathbf{u} \in H \mid (\mathbf{e} \mathbf{u}, \mathbf{v})_{L^2(\Omega)} = 0 \forall \mathbf{v} \in H(\mathbf{curl}0, \Omega) \}. \quad (10b) \]

\((\cdot, \cdot)_{L^2(\Omega)}\) is the inner product in \(L^2(\Omega, \mathbb{C}^3)\). \(H(\mathbf{curl}0, \Omega)\) denotes the nullspace of the curl operator while \(\mathcal{V}\) stands for its orthogonal complement within the solution space \(H\) in the following inner product

\[ (\mathbf{u}, \mathbf{v})_{H,\kappa} = \left( \frac{1}{\kappa} \nabla \times \mathbf{u}, \nabla \times \mathbf{v} \right)_{L^2(\Omega)} + (\mathbf{e} \mathbf{u}, \mathbf{v})_{L^2(\Omega)}. \quad (11) \]

It should be noted that both \(H(\mathbf{curl}0, \Omega)\) and \(\mathcal{V}\) spaces satisfy the PEC boundary condition on \(\Gamma_{\text{PEC}}\).

The variational problem (2) can be solved by using the splitting \(\mathbf{E} = \mathbf{E}_0 + \mathbf{e}, \mathbf{E}_0 \in H(\mathbf{curl}0, \Omega), \mathbf{e} \in \mathcal{V}\). We refer to [10,24] for details. As a result, we can make the dependence of the solution to time-harmonic Maxwell’s equations on frequency explicit, cf. [7,26], i.e.,

\[
\begin{align*}
\text{if } \omega^2 \neq \omega_n^2, \quad &\mathbf{E} = \mathbf{E}_0 + \mathbf{e} = \frac{1}{i\omega} \mathbf{F}_0 + \sum_{n=1}^{\infty} \frac{A_n}{\omega_n^2 - \omega^2} \mathbf{e}_n, \\
\text{if } \omega^2 = \omega_n^2, \quad &\mathbf{E} = \mathbf{E}_0 + \mathbf{e} = \\
&= \frac{1}{i\omega} \mathbf{F}_0 + \sum_{\omega_n^2 - \omega^2} a_n \mathbf{e}_n + \sum_{\omega_n^2 - \omega_n^2} \frac{A_n}{\omega_n^2 - \omega^2} \mathbf{e}_n,
\end{align*}
\]

\(\mathbf{F}_0 \in H(\mathbf{curl}0, \Omega)\) is related to the Riesz representative for the electric field in statics. The set of eigenmodes \(\{ \mathbf{e}_n \mid n \in \mathbb{N} \} \subset \mathcal{V}\) stands for the resonant modes in electrodynamics, along with their corresponding resonant frequencies \(\omega_n \in \mathbb{R}\), and forms a complete orthonormal system in \(\mathcal{V}\) with respect to the inner product (11) [24]. It should be pointed out that \(H(\mathbf{curl}0, \Omega)\) is orthogonal to \(\mathcal{V}\) with respect to the same inner product (11). Getting to our point, (12) details an orthogonal representation, i.e., a Fourier series for the electric field where the frequency dependence is explicit. Further, \(A_n\) are coupling coefficients for the excitation current \(\mathbf{J}\) to its corresponding resonant mode \(\mathbf{e}_n\) and are determined by

\[ A_n = \langle \mathbf{J}, \mathbf{n} \times \overline{\mathbf{e}_n} \times \mathbf{n} \rangle. \quad (13) \]

\(\overline{\mathbf{e}_n}\) stands for the complex conjugate of \(\mathbf{e}_n\). Finally, \(a_n\) are arbitrary coefficients since the electric field is not unique at resonance.

### 2.2 Parametric Variational Problem and Standard A Posteriori Error Analysis

Taking frequency \(\omega\) as a parameter, the weak formulation for time-harmonic Maxwell’s equations (2) turns into the following parametric variational problem:

\[
\text{find } \mathbf{E}(\omega) \in H \text{ such that } \\
\alpha(\mathbf{E}(\omega), \mathbf{v}; \omega) = f(\mathbf{v}; \omega) \forall \mathbf{v} \in H, \forall \omega \in B.
\]

(14)

where \(B := [\omega_{\text{min}}, \omega_{\text{max}}] \subset \mathbb{R}\) is the frequency band of interest, and the frequency-parameter bilinear and linear forms \(\alpha(\cdot; \omega)\) and \(f(\cdot; \omega)\) are already defined in (3) and (4), respectively. The well-posedness of the parametric problem (14) relies on the behavior of the so-called inf-sup constant \(\beta(\omega)\) as a function of frequency:

\[ \beta(\omega) = \inf_{\mathbf{u} \in H} \sup_{\mathbf{v} \in H} \frac{\alpha(\mathbf{u}, \mathbf{v}; \omega)}{\|\mathbf{u}\|_H \|\mathbf{v}\|_H}. \quad (15) \]

For all \(\omega \in B, \beta(\omega) \geq \beta_0 > 0\) ensures the well-posedness and uniqueness in the variational problem (14) [19].

This result gives rise to a standard \textit{a posteriori} error analysis. Provided an approximate solution \(\tilde{\mathbf{E}}(\omega) \in H\) to the variational problem (14) is found, the error in the approximation \(\|\mathbf{E}(\omega) - \tilde{\mathbf{E}}(\omega)\|_H\) can be bounded using the inf-sup constant. Indeed, (15) can be rewritten as follows:

\[ \sup_{\mathbf{v} \in H} \frac{\alpha(\mathbf{u}, \mathbf{v}; \omega)}{\|\mathbf{u}\|_H \|\mathbf{v}\|_H} > \beta(\omega), \forall \mathbf{u} \in H. \quad (16) \]
In particular, this inequality still holds when replacing $u \in \mathcal{H}$ by the field $E(\omega) - \tilde{E}(\omega) \in \mathcal{H}$, which gives rise to an upper bound for the approximation error, namely,

$$
\|E(\omega) - \tilde{E}(\omega)\|_{\mathcal{H}} < \frac{1}{\beta(\omega)} \sup_{v \in \mathcal{H}} |a(E(\omega) - \tilde{E}(\omega), v; \omega)|
$$

(17)

However, this error bound not only involves the computation of the norm of the residual functional

$$
r(\tilde{E}(\omega), v; \omega) := f(v; \omega) - a(\tilde{E}(\omega), v; \omega) = a(E(\omega) - \tilde{E}(\omega), v; \omega), \forall v \in \mathcal{H},
$$

(18)

which can be determined in an efficient way as a function of frequency [11, 18, 33, 38, 42], but also the determination of the \textit{inf-sup} constant throughout the frequency band of interest $\mathcal{B}$, which can be time-consuming [14, 19, 37].

Furthermore, in microwave engineering, resonances appearing in $\mathcal{B}$ are responsible for the target electrical response. As a result, resonant modes arise and the uniqueness of the solution is no longer valid in the band of interest $\mathcal{B}$. The \textit{inf-sup} constant vanishes at the resonance frequencies, giving rise to a near-infinity upper bound for the error in (17) nearby resonances. In addition, the above error estimation leads to unacceptable overestimation of the error even for well-conditioned problems [35]. Given no better choices, the norm of the residual (18), which can be straightforwardly computed, has been used as a \textit{heuristic} error estimator [2, 9, 13, 23, 28, 33, 34].

3 State Error Estimation Avoiding the Inf-Sup-Constant

The previous section has shown the main role the \textit{inf-sup} constant plays in \textit{a posteriori} error estimation, as well as the incapability of \textit{inf-sup} constant-based error estimators to provide a tight error bound nearby resonant frequencies. Unfortunately, the norm of the residual cannot provide a sharp error estimation at or nearby resonance frequencies either. We shall elaborate on this later in Section 5. As a result, we are in need of more efficient state error estimators to certify the accuracy of the approximate field solution to the frequency-parameter variational problem (14), even in the presence of resonances. Recent efforts have moved towards this goal [5, 36]. There, instead of computing the \textit{inf-sup} constant, additional dual or residual systems need to be solved to obtain the state error estimator. These additional systems constitute an extra computational effort to certify the accuracy of the approximate field solution. In this work, we focus on fast \textit{a posteriori} state error estimator computation taking advantage of the frequency dependency in the field solution (12) for the frequency-parameter problem (14).

3.1 Field Error Frequency Dependency in Electromagnetics

Given an approximate solution $\tilde{E}(\omega) \in \mathcal{H}$ to (14), we can study the Fourier series representation of the state error

$$
\epsilon(\omega) := E(\omega) - \tilde{E}(\omega) \in \mathcal{H},
$$

(19)

making its frequency dependency explicit. The state error (19) satisfies the frequency-parameter variational problem,

$$
\text{find } \epsilon(\omega) \in \mathcal{H} \text{ such that } a(\epsilon(\omega), v; \omega) = f^*(v; \omega) \forall v \in \mathcal{H}, \forall \omega \in \mathcal{B}.
$$

(20)

The frequency-parameter bilinear form $a(\cdot, \cdot; \omega)$ is already defined in (3). The frequency-parameter linear form $f^*(\cdot; \omega)$ is the residual functional $r(\tilde{E}(\omega), \cdot; \omega)$ detailed in (18),

$$
f^*(v) = f(v; \omega) - a(\tilde{E}(\omega), v; \omega) = i\omega \int_{\partial\Omega} J^* \cdot v \ ds,
$$

(21)
which can be identified as a residual error current \( \mathbf{J}^e \in H^{-\frac{1}{2}}(\text{div}, \partial \Omega) \). By an analogous reasoning as the one in Section 2, we get

\[
\text{if } \omega^2 \neq \omega_n^2, \quad \epsilon(\omega) = \frac{1}{i \omega} \mathbf{F}_0^e + i \omega \sum_{n=1}^{\infty} \frac{A_n^e}{1 - \frac{i \omega}{\omega_n^2}} \mathbf{e}_n,
\]

\[
\text{if } \omega^2 = \omega_n^2, \quad \epsilon(\omega) = \frac{1}{i \omega} \mathbf{F}_0^e + i \omega \sum_{n \neq n} \frac{a_n}{1 - \frac{i \omega}{\omega_n^2}} \mathbf{e}_n.
\]

\( \mathbf{F}_0^e \in \mathcal{H}(\text{curl} \mathbf{0}, \Omega) \) is related to the Riesz representative for the stationary error field. The same set of eigenmodes \( \{ \mathbf{e}_n \mid n \in \mathbb{N} \} \subset \mathcal{V} \) along with their corresponding resonant frequencies \( \omega_n \) as in (12) can be used. \( A_n^e \) are coupling coefficients for the residual error current \( \mathbf{J}^e \) to the corresponding resonant mode \( \mathbf{e}_n \), namely,

\[
A_n^e = \langle \mathbf{J}^e, \mathbf{n} \times \mathbf{e}_n \times \mathbf{n} \rangle.
\]

In addition, \( a_n^e \) are arbitrary coefficients since there is no unique solution at resonance.

Having a closer look at equations (12) and (22), we can realize that the solutions to both original and residual variational problems share the same frequency-parameter behaviour and admit a similar Fourier series representation with the same frequency pattern. We may be tempted to use the same representation basis to find an approximate solution to both original and residual variational problems (14) and (20). However, this should be done carefully to avoid stating that to use the same representation basis to find an approximate solution to both original and residual variational problems, which need to be done independently, in spite of the same dynamics being observed in both variational problems (see (12) and (22)). This may turn this procedure rather time consuming. In this work, we focus on keeping a low computational effort, taking advantage of the observations in Sections 2 and 3 to carry out a reliable fast frequency sweep analysis.

### 3.2 In-Band Eigenmodes in the Reduced-Basis Space

The works in [10, 40] suggest that a good approximation basis to the frequency-parameter problem (14), i.e., a good reduced-basis space, should include the resonant modes hit in the band of analysis \( \mathcal{B} \). These resonant modes constitute the dominant basis representing the electric field \( \mathbf{E}(\omega) \) in \( \mathcal{B} \) (see (12)). In this work, we use this basis not only for the original problem (14), but also for the residual problem (20). For example,

\[ \mathcal{H}_m = \text{span} \{ \mathbf{e}_n \mid \omega_n \in \mathcal{B} \} := \mathcal{V}_\mathcal{B}, \]

\[ \mathcal{H}'_m = \mathcal{H}_m = \mathcal{V}_\mathcal{B}. \]
Algorithm 1 Adaptive construction of the Galerkin projection spaces $\mathcal{H}_m, \mathcal{H}_m^e$ for state error estimation [5].

**Input:** Frequency band of interest $\mathcal{B} := [\omega_{\text{min}}, \omega_{\text{max}}]$, tolerance $\text{tol} > 0$ as the acceptable state error.

**Output:** $\mathcal{H}_m$ to ensure $\text{tol}$ state error in (24).

1. Initialize $\mathcal{H}_m = \{0\}$, $\mathcal{H}_m^e = \{0\}$; $\xi = \text{tol} + 1$. Choose different samples $\omega^*$ and $\omega^*_e$ randomly taken from $\mathcal{B}$.
2. while $\xi > \text{tol}$ do
3. Solve for $\mathbf{E}(\omega^*)$ in (14), orthonormalize and enrich $\mathcal{H}_m$: $\mathcal{H}_m = \mathcal{H}_m + \text{span}\{\mathbf{E}(\omega^*)\}$.
4. Using $\mathcal{H}_m$, solve for the approximate field $\tilde{\mathbf{E}}(\omega)$ in (24a).
5. Solve for $\epsilon(\omega^*_e)$ in (20), orthonormalize and enrich $\mathcal{H}_m^e$: $\mathcal{H}_m^e = \mathcal{H}_m^e + \text{span}\{\epsilon(\omega^*_e)\}$.
6. Form $\mathcal{H}_m^e$ and orthonormalize: $\mathcal{H}_m^e = \mathcal{H}_m + \mathcal{H}_m^e$.
7. Using $\mathcal{H}_m^e$, solve for the state error estimation $\tilde{\epsilon}(\omega)$ in (24b).
8. Choose the next sample $\omega^*$ from $\mathcal{B}$ as

$$\omega^* = \arg \max_{\omega \in \mathcal{B}} \|\tilde{\epsilon}(\omega)\|_\mathcal{H}.$$ 

9. Choose the next sample $\omega^*_e$ from $\mathcal{B}$ following

$$\omega^*_e = \arg \max_{\omega \in \mathcal{B}} \|r(\tilde{\epsilon}(\omega), ; ; \omega)\|_{\mathcal{H}'}.$$ 

Here $r(\tilde{\epsilon}(\omega), ; ; \omega)$ is the residual functional introduced by $\tilde{\epsilon}(\omega)$ in (20), namely,

$$r(\tilde{\epsilon}(\omega), v; \omega) := f^*(v; \omega) - a(\tilde{\epsilon}(\omega), v; \omega), \forall v \in \mathcal{H}.$$ 

10. $\xi = \|\tilde{\epsilon}(\omega^*)\|_\mathcal{H}$.
11. end while
12. Use $\mathcal{H}_m$ to solve (24a).

In this situation, we can find the solution for the reduced systems in (24) in closed form and get some further insights, viz.,

$$\tilde{\mathbf{E}}(\omega) = i\omega \sum_{\omega^2_n \in \mathcal{B}_2} \frac{A_n}{1 - \frac{x_{\omega^2_n}}{x_n}} \mathbf{e}_n, \text{ if } \omega^2 \neq \omega^2_n \in \mathcal{B}_2,$$ 

$$\tilde{\mathbf{E}}(\omega) = i\omega \sum_{\omega^2_n = \omega^2} a_n \mathbf{e}_n + i\omega \sum_{\omega^2_n \in \mathcal{B}_1 \setminus \{\omega^2\}} \frac{A_n}{1 - \frac{x_{\omega^2_n}}{x_n}} \mathbf{e}_n,$$ 

if $\omega^2 = \omega^2_n \in \mathcal{B}_2$, (26b)

and

$$\tilde{\epsilon}(\omega) = \mathbf{0}, \text{ if } \omega^2 \neq \omega^2_n \in \mathcal{B}_2,$$ 

$$\tilde{\epsilon}(\omega) = i\omega \sum_{\omega^2_n = \omega^2} a^*_n \mathbf{e}_n, \text{ if } \omega^2 = \omega^2_n \in \mathcal{B}_2.$$ 

(27b)

$\mathcal{B}_2$ stands for $[\omega^2_{\text{min}}, \omega^2_{\text{max}}]$. As (27) shows, this is the worst-case scenario. Although the in-band eigenmode approximation basis in the eigenspace $\mathcal{V}$ is the best basis to capture the fundamental dynamics of the electric field $\mathbf{E}(\omega)$ in the band of analysis $\mathcal{B}$ and so might be the case for the residual system, it turns out the opposite: the approximate state error $\tilde{\epsilon}(\omega)$ is, apart from the in-band resonances, identically zero throughout the whole electromagnetic spectrum, $\forall \omega \in \mathbb{R}$ (see (27)). Unfortunately, the actual error is not zero but, on the contrary, we get zero error in (27). This is how Galerkin approximation works, i.e., as far as the projection space is concerned, no error can be identified within this space since all the error, which is not identically zero, is orthogonal.
to the testing space and, therefore, remains outside the projection space used in (25). As a result, we get zero error in (27), apart from the in-band resonances. This is the rationale behind the use of different projection spaces for the reduced problems (24) in [5], despite the fact that two similar problems have to be solved independently at the same time. Using two different projection spaces for the reduced systems increases the chance to identify the true state error in the approximation. In this work, we aim to achieve this goal while keeping the computational burden even much lower.

### 3.3 Enhanced Reduced-Basis Space

In-band eigenmodes are not enough to ensure a good approximation to the electric field \( \mathbf{E}(\omega) \) in \( \mathcal{B} \). In particular, only resonant phenomena are strictly captured by the in-band eigenmode basis in the eigenspace \( \mathcal{V}_B \), while other electromagnetic phenomena, such as direct source to load couplings, are missing. This has already been shown in Section 3.2. As a result, the reduced-basis space has to be enriched by snapshots of the electric field \( \mathbf{E}(w_k) \) in the frequency band \( \mathcal{B} \), namely,

\[
\mathcal{H}_m = \mathcal{V}_B + \text{span}\{\mathbf{E}(w_k) \mid w_k \in \mathcal{B}\}, \quad (28a)
\]

\[
\mathcal{V}_B = \text{span}\{\mathbf{e}_n \mid \omega_n \in \mathcal{B}\}, \quad (28b)
\]

giving rise to an enhanced reduced-basis space which ensures convergence to the electric field \( \mathbf{E}(\omega) \) in \( \mathcal{B} \) within a fast setting [10]. In our situation, one question still remains: what is the reduced-basis space for the residual problem \( \mathcal{H}^e_m \) that should be used to get an approximation \( \tilde{\epsilon}(\omega) \) to the state error while keeping a low computational effort? We have already shown in Section 3.2 that using the same reduced-basis space considered for the original problem, i.e., \( \mathcal{H}^e_m = \mathcal{H}_m \), while keeping the computational burden low, is not a good choice (see (25)–(27)). Also, carrying out a totally different reduced-basis space strategy for both reduced systems, i.e., the original and residual systems, yields good approximation results but the computational cost substantially increases [5].

We then follow a compromise criterion: we allow the reduced-basis space for the residual problem \( \mathcal{H}^e_m \) to be different from the reduced-basis space for the original problem \( \mathcal{H}_m \), but just for only one additional basis vector. As a result, we keep the computational cost low enough since only one additional solution needs to be carried out in the whole process. This cheap approach may result in underestimation of \( \tilde{\epsilon}(\omega) \) for the actual value of the state error \( \epsilon(\omega) \). This is not critical, as will become clear later. However, what is indeed essential is to choose an additional basis vector that allows to monitor the state error by means of the reduced residual system while not interfering with the greedy algorithm with some unwanted frequency modulation in the snapshot selection for the reduced original problem. In other words, we should be careful to prevent the residual system solution from biasing the greedy procedure to solve the reduced original problem. Otherwise, the snapshots selected in the greedy process will end up with a bad choice for approximation purposes.

We propose to add the stationary electric field \( \mathbf{F}_0 \) as the only additional basis vector into \( \mathcal{H}^e_m \), as \( \mathbf{F}_0 \) is missing in \( \mathcal{H}_m \), so it contributes to the error of the ROM. It is therefore reasonable to add \( \mathbf{F}_0 \) to the reduced basis space \( \mathcal{H}^e_m \) for the approximate error \( \tilde{\epsilon}(\omega) \). Furthermore, not only is it orthogonal to the eigenspace \( \mathcal{V}_B \) but also it has an almost-flat smooth influence on the fields \( \mathbf{E}(\omega) \) throughout the frequency band of interest \( \mathcal{B} \), due to its \( 1/\omega \) frequency behavior, cf. (12). As a consequence, its contribution to the error is also small, not spoiling the desired property for \( \tilde{\epsilon}(\omega) \), which should allow us to identify the missing information in the reduced original system. Thus, we can ensure that we are not modulating the adaptive sampling in the greedy algorithm.

As a result, the basis vector \( \mathbf{F}_0 \) added to the reduced-basis space for the original problem \( \mathcal{H}^c_m \) is a suitable candidate, since it has the desired behavior as testing space \( \mathcal{H}^c_m \) for the residual problem. Putting everything together, we use the following spaces:

\[
\mathcal{H}_m = \mathcal{V}_B + \text{span}\{\mathbf{E}(w_k) \mid w_k \in \mathcal{B}\}, \quad (29a)
\]

\[
\mathcal{V}_B = \text{span}\{\mathbf{e}_n \mid \omega_n \in \mathcal{B}\}, \quad (29b)
\]

\[
\mathcal{H}^c_m = \mathcal{H}_m + \text{span}\{\mathbf{F}_0\}. \quad (29c)
\]

Unfortunately, the actual value of the approximate state error \( \tilde{\epsilon}(\omega) \) in this cheap statics-based reduced residual problem solution, while accurately identifying the missing information in the original problem, is not a reliable indicator of the true state error \( \epsilon(\omega) \) due to its implicit underestimation,
We refer to [10] for the illustration of the residual norm behavior when eigenbasis is used. As Remark 1. Once the in-band eigenmode basis is completed, a randomly chosen sample between the end points in the band of analysis $\mathcal{B}$ is taken to enrich the eigenbasis in Step 3. At this point, neither the residual norm nor the state error norm can provide an answer to what is the best sample to choose, since both estimators show a constant behavior throughout the whole spectrum $\forall \omega \in \mathbb{R}$. We refer to [10] for the illustration of the residual norm behavior when eigenbasis is used. As

| Algorithm 2 |
| --- |
| **Fast a posteriori state error estimation for reliable frequency-parameter MOR.** |
| **Input:** | Frequency band of interest $\mathcal{B} := [\omega_{\text{min}}, \omega_{\text{max}}]$, tolerance $\text{tol} > 0$ as the acceptable state error. |
| **Output:** | $\mathcal{H}_m$ to ensure the tol state error in (24). |
| **1:** | Solve for the in-band eigenmodes $e_n$ in (14). Form the in-band eigenspace $\mathcal{V}_B$: $\mathcal{V}_B = \text{span}\{e_n \mid \omega_n \in \mathcal{B}\}$. |
| **2:** | Solve for the stationary solution $\mathbf{F}_0$ in (14). |
| **3:** | Initialize $\mathcal{H}_m = \mathcal{V}_B$, $\mathcal{H}_m^* = \text{span}\{\mathbf{F}_0\}$, $\xi = \text{tol} + 1$. Choose a sample $\omega^*$ randomly taken from the end points in $\mathcal{B}$. |
| **4:** | Solve for $\mathbf{E}(\omega^*)$ in (14) and update $\mathcal{H}_m$: $\mathcal{H}_m = \mathcal{H}_m + \text{span}\{\mathbf{E}(\omega^*)\}$. |
| **5:** | while $\xi > \text{tol}$ do |
| **6:** | Compute the approximate field $\tilde{\mathbf{E}}(\omega)$ in (24a). |
| **7:** | Form $\mathcal{H}_m^* = \mathcal{H}_m + \mathcal{H}_m^\perp$. |
| **8:** | Compute the state error estimation $\tilde{\epsilon}(\omega)$ in (24b). |
| **9:** | Choose the next sample $\omega^*$ from $\mathcal{B}$ as $\omega^* = \arg \max_{\omega \in \mathcal{B}} \|\tilde{\epsilon}(\omega)\|_{\mathcal{H}}$. |
| **10:** | Compute $\mathbf{E}(\omega^*)$ in (14) and update $\mathcal{H}_m$: $\mathcal{H}_m = \mathcal{H}_m + \text{span}\{\mathbf{E}(\omega^*)\}$. |
| **11:** | $\xi = \|\mathbf{e}_\perp(\omega^*)\|_{\mathcal{H}} = \|\mathbf{E}(\omega^*)\|_{\mathcal{H}}$. |
| **12:** | end while |
| **13:** | Use $\mathcal{H}_m$ to solve (24a). |

and can only be considered as a rough estimator as compared to the one in Algorithm 1. As a result, a different strategy should be carried out to estimate the actual state error in the system.

We propose Algorithm 2 to carry out a fast a posteriori state error estimation for reliable frequency sweep analysis in microwave devices. The reduced-basis space is adaptively built up by means of a greedy algorithm based on this state error estimation. Further, to overcome the lack of reliability of the rough error estimator $\tilde{\epsilon}(\omega)$ in case it is used as the stopping criterion, a density stopping criterion [10] is preferred in Step 11. In contrast to the error estimator $\tilde{\epsilon}(\omega^*)$ in Step 10 of Algorithm 1, the true error at $\omega^*$ is computed in Step 11 of Algorithm 2 and is used as the stopping criterion. Note that the true error $\mathbf{E}(\omega^*) - \tilde{\mathbf{E}}(\omega^*)$ at $\omega^*$ is actually equivalent to the error $\mathbf{e}_\perp(\omega^*)$ defined in Algorithm 3 and is readily available from Step 10 in Algorithm 2, where $\mathbf{E}(\omega^*)$ is orthogonalized against the existing basis vectors in $\mathcal{H}_m$ before being added to $\mathcal{H}_m$. In other words, the true error indicator in Step 11 of Algorithm 2 is based on how much new information the new greedy field sample $\mathbf{E}(\omega^*)$ is adding to the reduced-basis space. Eventually, the procedure stops whenever there is nothing new to add, within a tolerance denoted by $\text{tol}$, and the reduced-basis space can be considered as a dense enough approximation space which accurately describes the field solution $\mathbf{E}(\omega)$ throughout the band of interest $\mathcal{B}$.

In summary, we propose Algorithm 2 which makes use of two error indicators: one is the rough error estimator $\tilde{\epsilon}(\omega)$ employed in Step 8 based on a fixed $\mathcal{H}_m^*$; the other is the indicator used in Step 11, which is the true error at $\omega^*$ selected by the rough error estimator. It is then essential that these adaptive greedy field snapshots are properly selected in the band of analysis. Otherwise the procedure stops with no control on the actual error in the ROM. Fortunately, the rough error estimator $\tilde{\epsilon}(\omega)$ is capable of providing what is indeed the missing information in the system. That means it catches the trend of the error change during the greedy algorithm, although it may underestimate the actual error. Therefore, we expect good performance in the proposed methodology. Finally, we present some remarks about Algorithm 2.

**Remark 1.** Once the in-band eigenmode basis is completed, a randomly chosen sample between the end points in the band of analysis $\mathcal{B}$ is taken to enrich the eigenbasis in Step 3. At this point, neither the residual norm nor the state error norm can provide an answer to what is the best sample to choose, since both estimators show a constant behavior throughout the whole spectrum $\forall \omega \in \mathbb{R}$. We refer to [10] for the illustration of the residual norm behavior when eigenbasis is used. As
Algorithm 3 Evaluation of the new information added to the reduced-basis space $\mathcal{H}_m$ by the field sample $\mathbf{E}$ [10].

**Input:** Electric field $\mathbf{E}$ and reduced-basis space $\mathcal{H}_m$.

**Output:** Norm $\|\mathbf{E}\|_\nu$ of the field $\mathbf{E}$ indicating the new information added to the reduced-basis space $\mathcal{H}_m$.

1: Normalize $\mathbf{E}$: $\mathbf{e} = \mathbf{E} / \|\mathbf{E}\|_\nu$.
2: Project $\mathbf{e}$ onto $\mathcal{H}_m$. Decompose $\mathbf{e}$ into its projection and its orthogonal complement onto $\mathcal{H}_m$: $\mathbf{e} = \mathbf{e}_p + \mathbf{e}_\perp$.
3: Set $\|\mathbf{E}\|_\nu = \|\mathbf{e} - \mathbf{e}_p\|_{\mathcal{H}_m} = \|\mathbf{e}_\perp\|_{\mathcal{H}_m}$.

A result, based on the new information arguments added to the eigenbasis, any of the end points in the frequency band of interest should be sampled (see (12)). It should be noted that, in (12), the further we are from the in-band eigenmodes, the more linearly independent new information is found, until a new out of band eigenmode eventually shows up. This is the main reason for sampling at the end points of the frequency band of interest $\mathcal{B}$.

**Remark 2.** Contrary to what is done in [10], the residual norm is not used to guide the greedy algorithm at any step. Thus, better results are expected. Residual information is problematic since its behavior suffers from the in-band eigenresonances. The residual does not vanish at and nearby resonances, which can definitely mislead the greedy algorithm. This will become apparent in Section 4 throughout the numerical examples.

4 Numerical Results

In this section, we apply the proposed a posteriori state error estimation for reliable fast frequency sweeps of different challenging microwave circuits, namely, a quad-mode dielectric resonator filter, an inline filter with transmission zeros generated by frequency-dependent couplings, an inline dielectric resonator filter and a combline diplexer. The capabilities and reliability of the proposed procedure are demonstrated via these examples. The in-house C++ code for finite element method (FEM) simulations uses a second-order first family of Nédélec’s elements [22, 30], on meshes provided by Gmsh [15]. All computations were carried out on a workstation with 3.00-GHz Intel Xeon E5-2687W v4 processor and 256-GB RAM.

In our experiments, we define the true error ($\epsilon_{\text{true}}$) of the ROM as the maximal error over the whole frequency band $\mathcal{B}$ using the indicator $\mathbf{e}_\perp$ in Algorithm 3, namely,

$$\epsilon_{\text{true}} = \max_{\omega \in \mathcal{B}} \|\mathbf{e}_\perp(\omega)\|_{\mathcal{H}}.$$  \hspace{1cm} (30)

Note that the novelty of the proposed Algorithm 2 is twofold: 1) a rough error estimator $\tilde{\epsilon}(\omega)$ to save computational costs as compared with the one in Algorithm 1; 2) the indicator $\|\mathbf{e}_\perp(\omega)\|_{\mathcal{H}}$ to improve the reliability of the rough estimator. To show that the proposed Algorithm 2 is more efficient, we compare it with Algorithm 1, as well as with the greedy algorithm using the residual norm-based error estimator.

The indicator based on the residual-norm is defined as

$$\epsilon_{\text{res}} = \|\mathbf{e}_\perp(\omega \in \mathcal{B})\|_{\mathcal{H}}.$$  \hspace{1cm} (32)

For a fair comparison, we compare the results of Algorithm 2 with Algorithm 1, where $\xi$ in Step 10 is replaced by the indicator $\epsilon_{\text{state}}$ in (31). We also compare Algorithm 2 with the residual-norm based greedy algorithm, where the indicator in (32) is used as the stopping criterion. The comparison between Algorithm 1 and Algorithm 2 is carried out for the first two examples. The indicator
The metric of effectivity to gauge how close the estimated error is to the true error:
\[ \text{eff} := \frac{\epsilon_{\text{true}}}{\epsilon_{\text{state}}} \]
\[ \epsilon \] refers to either \( \epsilon_{\text{state}} \) in (31) or \( \epsilon_{\text{res}} \) in (32). For each of the four microwave circuits considered, we evaluate the performance of the error estimators using the indicators defined in (31) and (32). A tolerance threshold of \( \text{tol} = 2 \cdot 10^{-7} \) is used throughout all the numerical examples, for all greedy algorithms corresponding to their respective error estimators.

4.1 Quad-Mode Dielectric Resonator Filter

A quad-mode dielectric resonator filter in a single cylindrical cavity is proposed in [27]. Fig. 1 shows the geometry of the filter as well as the mesh used for its analysis. These structures are extremely attractive since multiple resonant modes show up in a single cylindrical cavity due to the dielectric resonator. At the same time, they are difficult to tune since all dominant modes are coupled with each other, requiring multiple full-wave electromagnetic analyses to carry out a good electrical design. Six tuning screws are included in this filter. It is then of paramount importance to accurately predict the electromagnetic behavior in a frequency band in an efficient way. The filter detailed in Fig. 1 is a quad-mode filter, where a four-pole passband filtering response, shown in Fig. 2, is obtained. However, at the same time, there are additional resonant modes in the band of analysis, \( B := [3.4, 4.2] \) GHz, giving rise to a more complicated response including direct source to load coupling, affecting the position of the two transmission zeros, rather than a typical four-pole frequency response. As a result, a reliable ROM for fast frequency sweep analysis is essential.

An FEM system with 245,778 degrees of freedom is used to solve for the electric field. Following Algorithm 2, a ROM is obtained by means of the Reduced-Basis Method (RBM) giving rise to a reduced system of dimension 14 to compute the frequency response detailed in Fig. 2. It is clear that there is not even a competition (14 \( \ll \) 245,778) between the computational effort carried out by RBM and the one that would have been required by FEM to get the same frequency response along the same frequency samples, nevermind subsampling is considered. Solving a reduced system of dimension 14 many times is totally effortless while solving many times an FEM system of dimension 245,778 is rather time-consuming. Good agreement is found between the FEM and RBM results in Fig. 2.

Next, a comparison of the different MOR methodologies is carried out. Table 1 not only details the frequency samples adaptively chosen by each greedy algorithm but also the estimated and true errors, at each iteration in the MOR process. Fig. 3 depicts the convergence behavior for the different methodologies and details the effectivity metric for the proposed \textit{a posteriori} state error estimator. Good behavior is observed in the proposed methodology in comparison to the true error. On the contrary, the residual norm-based error estimation results in a greedy algorithm that underestimates the error and prematurely stops the iterative procedure. The rationale behind this is shown in Fig. 4. For a ROM of dimension 12 obtained by the proposed approach, both the residual norm \( \| r(\tilde{E}(\omega), \omega) \|_{\mathcal{H}} \) and the approximate state error \( \| \tilde{e}(\omega) \|_{\mathcal{H}} \) are plotted versus frequency. While the state error estimation has a smooth frequency behavior, the residual norm is contaminated by the in-band resonant modes, creating an eigenfrequency pollution. This makes the residual norm-based greedy algorithm mislead its sampling once again around the eigenresonances, notoriously deteriorating the new information added to the reduced-basis space. This is the key advantage of using state error estimation, where this unwanted behavior does not hold.

Finally, Table 2 compares the performance of the proposed approach with Algorithm 1, where \( \xi \) in Step 10 is replaced by the indicator in (31). It should be pointed out that, even though the in-band eigenmodes are not imposed in Algorithm 1, these in-band eigenmodes do show up in the greedy algorithm after the first few iterations in the procedure. This indicates Algorithm 1 is accurately working out since the in-band eigenmodes have been shown to be the best choice from the theoretical point of view in Section 2. As far as computational complexity is concerned, Algorithm 1 is more expensive than Algorithm 2. As a matter of fact, the size of both ROMs when the same stopping criterion is used is 14 for Algorithm 2 and 16 for Algorithm 1, whereas
Table 1: Greedy Algorithm Frequency Samples for Different MOR Methodologies in the Quad-Mode Filter.

| GHz    | $\epsilon_{\text{true}}$ | GHz    | $\epsilon_{\text{state}}$ | GHz    | $\epsilon_{\text{res}}$ |
|--------|--------------------------|--------|--------------------------|--------|--------------------------|
| 3.6103 | 1.                       | 3.6103 | 1.                       | 3.6103 | 1.                       |
| 3.6245 | 1.                       | 3.6245 | 1.                       | 3.6245 | 1.                       |
| 3.6887 | 1.                       | 3.6887 | 1.                       | 3.6887 | 1.                       |
| 3.7149 | 1.                       | 3.7149 | 1.                       | 3.7149 | 1.                       |
| 3.9299 | 1.                       | 3.9299 | 1.                       | 3.9299 | 1.                       |
| 4.0067 | 1.                       | 4.0067 | 1.                       | 4.0067 | 1.                       |
| 4.1552 | 1.                       | 4.1552 | 1.                       | 4.1552 | 1.                       |
| 4.2000 | $7.1 \cdot 10^{-1}$      | 4.2000 | $1.6 \cdot 10^{-1}$      | 4.2000 | $1.6 \cdot 10^{-1}$      |
| 3.7800 | $1.6 \cdot 10^{-3}$      | 3.8820 | $8.3 \cdot 10^{-4}$      | –      | –                        |
| 4.1000 | $9.4 \cdot 10^{-5}$      | 4.0940 | $6.7 \cdot 10^{-5}$      | –      | –                        |
| 3.4900 | $6.8 \cdot 10^{-6}$      | 3.5930 | $2.5 \cdot 10^{-6}$      | –      | –                        |
| 4.1800 | $1.2 \cdot 10^{-6}$      | 4.1680 | $5.8 \cdot 10^{-7}$      | –      | –                        |
| 3.8600 | $1.9 \cdot 10^{-7}$      | 3.6930 | $1.5 \cdot 10^{-7}$      | –      | –                        |

the size of the residual ROMs defined in (24b) is 15 and 30 for Algorithms 2 and 1, respectively. This shows how many more efforts we need to carry out in Algorithm 1 compared to Algorithm 2. As a result, the proposed approach yields a fast \textit{a posteriori} state error estimation.

### 4.2 Inline Filter with Frequency-Dependent Couplings

The next example is a fourth-order inline combline filter designed in [17], where frequency dependent couplings are taken into account to provide finite transmission zeros, even within an inline coupling route structure. The filter geometry is depicted in Fig. 5 and the mesh for the electromagnetic analysis is shown as well. Within four combline resonant cavities, two additional shunt inductors and capacitors are included, which indeed give rise to additional higher frequency resonances creating two finite transmission zeros near by the filter passband. As a result, better rejection properties are allowed in this inline structure. Frequency dependent coupling filter theory is continuously developing [39, 41] and a large number of full-wave analyses are required to design these kind of filtering responses. It is essential to carry out a reliable fast frequency sweep analysis to meet the target electrical response in the design optimization loop.

The frequency band $B := [1.4, 2.9]$ GHz is taken into account for analysis. We solve for the electric field in the band of interest $B$ by means of an FEM system with 105,690 degrees of freedom. Following the procedure proposed in this work, we obtain a ROM of dimension 13 to sweep the frequency response of this filter via RBM. A comparison between the filter response results obtained by FEM and RBM is shown in Fig. 6. Reasonable agreement is achieved.

Next, we carry out the numerical tests to compare the different MOR methodologies. Table 4 details the frequency samples adaptively chosen by each greedy algorithm as well as the error estimator and true error at each iteration in the MOR process. Contrary to what Algorithm 2 proposes, it should be noted that the true error $\epsilon_{\text{true}}$-based greedy algorithm does not choose an end point sample after the eigenbasis made of 6 in-band resonant modes is built up. Fig. 7 depicts the convergence behavior for the different methodologies and details the effectivity metric for the proposed \textit{a posteriori} state error estimator. Reasonable performance is observed in the proposed methodology in comparison to the true error. Once again, the residual norm-based greedy algorithm prematurely aborts the iterative MOR procedure.

In addition, Table 4 compares the performance of the proposed approach to Algorithm 1 where $\xi$ in Step 10 is replaced by the indicator in (31). Once again, even though the in-band eigenmodes
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Table 2: State Error Algorithm Comparison in the Quad-Mode Filter.

| GHz    | $\epsilon_{\text{state}}$ | GHz    | $\epsilon_{\text{state}}$ |
|--------|---------------------------|--------|---------------------------|
| 3.6103 | 1.                         | 3.4000 | 1.6 \cdot 10^{-3}        |
| 3.6245 | 1.                         | 3.6470 | 1.7 \cdot 10^{-3}        |
| 3.6887 | 1.                         | 4.0810 | 1.6                      |
| 3.7149 | 1.                         | 3.9300 | 2.6 \cdot 10^{-3}        |
| 3.9299 | 1.                         | 3.6250 | 1.2 \cdot 10^{-3}        |
| 4.0067 | 1.                         | 3.7150 | 3.2 \cdot 10^{-4}        |
| 4.1552 | 1.                         | 4.1550 | 9.8 \cdot 10^{-7}        |
| 3.4000 | 1.6 \cdot 10^{-1}         | 4.0070 | 5.5 \cdot 10^{-8}        |
| 4.2000 | 8.0 \cdot 10^{-2}         | -      | -                         |
| 3.8820 | 8.3 \cdot 10^{-4}         | -      | -                         |
| 4.0940 | 6.7 \cdot 10^{-5}         | -      | -                         |
| 3.5930 | 2.5 \cdot 10^{-6}         | -      | -                         |
| 4.1680 | 5.8 \cdot 10^{-7}         | -      | -                         |
| 3.6930 | 1.5 \cdot 10^{-7}         | -      | -                         |

| ROM size | 14 | ROM size | 16 |
| Residual ROM size | 15 | Residual ROM size | 30 |

Figure 1: Quad-mode dielectric resonator filter proposed in [27].
Figure 2: Quad-mode dielectric resonator filter scattering parameter response comparison with the proposed approach. (–) RBM. (◦) FEM.

Figure 3: Quad-mode dielectric resonator filter error estimator results. (a) Convergence of the greedy algorithm. (b) Effectivity (eff).

Figure 4: Quad-mode dielectric resonator filter error estimation frequency behavior for the ROM of order 12. (–) Residual error ‖r(\vec{E}(\omega), \cdot; \omega)‖_{H'} . (–) State error estimator ‖\vec{e}(\omega)‖_{H}. 
Table 3: Greedy Algorithm Frequency Samples for Different MOR Methodologies in the Inline Filter with Finite Transmission Zeros.

| GHz  | $\epsilon_{\text{true}}$ | GHz  | $\epsilon_{\text{state}}$ | GHz  | $\epsilon_{\text{res}}$ |
|------|-------------------------|------|--------------------------|------|------------------------|
| 1.6981 | 1.                      | 1.6981 | 1.                      | 1.6981 | 1.                     |
| 1.7043 | 1.                      | 1.7043 | 1.                      | 1.7043 | 1.                     |
| 1.7799 | 1.                      | 1.7799 | 1.                      | 1.7799 | 1.                     |
| 1.8328 | 1.                      | 1.8328 | 1.                      | 1.8328 | 1.                     |
| 2.7661 | 1.                      | 2.7661 | 1.                      | 2.7661 | 1.                     |
| 2.7856 | 1.                      | 2.7856 | 1.                      | 2.7856 | 1.                     |
| 2.3000 | 8.8 $\cdot 10^{-1}$     | 1.4000 | 6.7 $\cdot 10^{-1}$     | 1.4000 | 6.7 $\cdot 10^{-1}$  |
| 2.9000 | 7.7 $\cdot 10^{-2}$     | 2.9000 | 1.5 $\cdot 10^{-1}$     | 2.9000 | 1.5 $\cdot 10^{-1}$  |
| 1.4000 | 4.6 $\cdot 10^{-3}$     | 2.5156 | 2.8 $\cdot 10^{-3}$     | 2.7661 | 8.4 $\cdot 10^{-8}$ |
| 2.6200 | 2.9 $\cdot 10^{-4}$     | 2.0520 | 3.5 $\cdot 10^{-4}$     | –      | –                      |
| 1.9800 | 9.8 $\cdot 10^{-6}$     | 2.8187 | 7.6 $\cdot 10^{-6}$     | –      | –                      |
| 2.8500 | 4.9 $\cdot 10^{-7}$     | 1.7007 | 9.4 $\cdot 10^{-9}$     | –      | –                      |
| 1.7600 | 1.7 $\cdot 10^{-7}$     | –      | –                      | –      | –                      |

are not a priori included in the projection basis in Algorithm 1, these show up in the greedy algorithm after the first few iterations. This shows Algorithm 1 is properly working out since the in-band eigenmodes are expected to show up in a good approximation basis, as has been discussed from a theoretical point of view. As far as computational burden is concerned, Algorithm 1 is more time consuming than Algorithm 2. As a matter of fact, the size of both ROMs when the same stopping criterion is used is 12 for Algorithm 2 and 14 for Algorithm 1, whereas the size of the residual ROMs defined in (24b) is 13 and 27 for Algorithms 2 and 1, respectively. This shows the additional effort that has to be carried out in Algorithm 1 with respect to Algorithm 2. As a result, the proposed approach gives rise to a fast a posteriori state error estimation.

4.3 Inline Dielectric Resonator Filter

A sixth order inline dielectric resonator filter with two transmission zeros is depicted in Fig. 8. Cross-coupling between nonadjacent dielectric resonators, appropriately arranging their orientations, is obtained by exploiting multiple evanescent modes in the inline structure. This filter is proposed in [3]. The [2.14,2.2] GHz band is taken into account in the analysis. A FEM discretization shown in Fig. 8 with 230,058 degrees of freedom is used. Fig. 9 details the filter response in the band of analysis under both time-consuming FEM simulation and fast RBM analysis. A ROM of dimension 10 is used to get the fast frequency sweep results in Fig. 9. Good agreement is obtained between both analyses. It should be pointed out that the FEM solution of the FOM evaluated at a given frequency takes 5,610 seconds. In the online stage, the ROM resulting from RBM was evaluated for 1201 different frequency samples requiring 0.085 seconds in total; this works out to 70 microseconds to solve a single ROM and amounts to a speedup of nearly 80000.

Next, we compare the different MOR techniques. Table 5 shows the frequency samples adaptively chosen by each greedy algorithm as well as the error estimator at each iteration in the MOR process. As expected in a sixth order filter, 6 in-band eigenmodes are found in the frequency band of analysis. Fig. 10 details the convergence behavior for the different methodologies and shows the effectivity metric for the proposed approach. A good behavior is observed in the proposed a posteriori state error estimator.
Table 4: State Error Algorithm Comparison in the Inline Filter with Finite Transmission Zeros.

| Algorithm 2 | Algorithm 1 |
|------------|------------|
| GHz | $\epsilon_{\text{state}}$ | GHz | $\epsilon_{\text{state}}$ |
| 1.6981 | 1. | 1.4000 | $3.6 \cdot 10^{-3}$ |
| 1.7043 | 1. | 1.9430 | $1.6 \cdot 10^{-2}$ |
| 1.7799 | 1. | 1.7260 | 6.1 |
| 1.8328 | 1. | 2.7660 | $1.2 \cdot 10^{-2}$ |
| 2.7661 | 1. | 1.6980 | $6.3 \cdot 10^{-4}$ |
| 2.7856 | 1. | 2.7860 | $2.5 \cdot 10^{-6}$ |
| 1.4000 | $6.7 \cdot 10^{-1}$ | 1.8330 | $3.6 \cdot 10^{-8}$ |
| 2.9000 | $1.5 \cdot 10^{-1}$ | – | – |
| 2.5156 | $2.8 \cdot 10^{-3}$ | – | – |
| 2.0520 | $3.5 \cdot 10^{-4}$ | – | – |
| 2.8187 | $7.6 \cdot 10^{-6}$ | – | – |
| 1.7007 | $9.4 \cdot 10^{-9}$ | – | – |

| ROM size | 12 | Residual ROM size | 13 |

Table 5: Greedy Algorithm Frequency Samples for Different MOR Methodologies in the Inline Dielectric Resonator Filter.

| GHz | $\epsilon_{\text{true}}$ | GHz | $\epsilon_{\text{state}}$ | GHz | $\epsilon_{\text{res}}$ |
|-----|-----------------|-----|-----------------|-----|-----------------|
| 2.1635 | 1. | 2.1635 | 1. | 2.1635 | 1. |
| 2.1640 | 1. | 2.1640 | 1. | 2.1640 | 1. |
| 2.1663 | 1. | 2.1663 | 1. | 2.1663 | 1. |
| 2.1709 | 1. | 2.1709 | 1. | 2.1709 | 1. |
| 2.1768 | 1. | 2.1768 | 1. | 2.1768 | 1. |
| 2.1788 | 1. | 2.1788 | 1. | 2.1788 | 1. |
| 2.1400 | $3.4 \cdot 10^{-1}$ | 2.1400 | $3.4 \cdot 10^{-1}$ | 2.1400 | $3.4 \cdot 10^{-1}$ |
| 2.2000 | $7.8 \cdot 10^{-3}$ | 2.2000 | $7.8 \cdot 10^{-3}$ | 2.1709 | $5.4 \cdot 10^{-8}$ |
| 2.1530 | $2.8 \cdot 10^{-5}$ | 2.1697 | $5.7 \cdot 10^{-6}$ | – | – |
| 2.1915 | $3.6 \cdot 10^{-7}$ | 2.1874 | $1.7 \cdot 10^{-7}$ | – | – |
| 2.1785 | $1.6 \cdot 10^{-7}$ | – | – | – | – |
Figure 5: Inline filter with finite transmission zeros proposed in [17].

Figure 6: Inline filter with finite transmission zeros scattering parameter response comparison with the proposed approach. (−) RBM. (○) FEM.
Figure 7: Inline filter with finite transmission zeros error estimator results. (a) Convergence of the greedy algorithm. (b) Effectivity ($\epsilon_{\text{eff}}$).

Figure 8: Inline dielectric resonator filter designed in [3].

Figure 9: Inline dielectric resonator filter scattering parameter response comparison with the proposed approach. (−) RBM. (◦) FEM.
4.4 Combline Diplexer

The last real-life application is an 11th order combline diplexer with star-junction designed in [44]. The geometry of this diplexer is shown in Fig. 11. The frequency band of analysis is \( B := [2.2, 3.0] \) GHz. An FEM system with 270,446 degrees of freedom arises whereas the application of the proposed methodology in Algorithm 2 gives rise to a ROM of dimension 20 by means of RBM. The scattering parameter response for this diplexer is detailed in Fig. 12. Good agreement is found between FEM and RBM results. It should be pointed out that further tuning is needed to obtain the target equiripple response. The FOM solution for this example requires 4.630 seconds. In the online stage, the ROM was evaluated at 1601 different frequencies taking 0.446 seconds. Thus, the time to solve a single ROM is 278 microseconds, at a speedup of around 16650.

As expected in an 11th order diplexer, 11 in-band eigenmodes are found in the frequency band of interest. Table 6 details the different frequency samples for each methodology. A comparison for the different MOR strategies is shown in Fig. 13, where the convergence of the estimated and true errors at each iteration as well as the effectivity metric is detailed. Once again, the residual norm-based greedy algorithm prematurely stops, misled by oversampling nearby the eigenresonances. A reasonable performance is observed in the proposed \textit{a posteriori} state error estimator.
Table 6: Greedy Algorithm Frequency Samples for Different MOR Methodologies in the Combline Diplexer.

| GHz  | $\epsilon_{\text{true}}$ | GHz  | $\epsilon_{\text{state}}$ | GHz  | $\epsilon_{\text{res}}$ |
|------|-------------------------|------|---------------------------|------|------------------------|
| 2.4623 | 1.0                     | 2.4623 | 1.0                       | 2.4623 | 1.0                     |
| 2.4914 | 1.0                     | 2.4914 | 1.0                       | 2.4914 | 1.0                     |
| 2.5233 | 1.0                     | 2.5233 | 1.0                       | 2.5233 | 1.0                     |
| 2.5592 | 1.0                     | 2.5592 | 1.0                       | 2.5592 | 1.0                     |
| 2.5803 | 1.0                     | 2.5803 | 1.0                       | 2.5803 | 1.0                     |
| 2.5981 | 1.0                     | 2.5981 | 1.0                       | 2.5981 | 1.0                     |
| 2.6163 | 1.0                     | 2.6163 | 1.0                       | 2.6163 | 1.0                     |
| 2.6419 | 1.0                     | 2.6419 | 1.0                       | 2.6419 | 1.0                     |
| 2.6766 | 1.0                     | 2.6766 | 1.0                       | 2.6766 | 1.0                     |
| 2.7102 | 1.0                     | 2.7102 | 1.0                       | 2.7102 | 1.0                     |
| 2.7274 | 1.0                     | 2.7274 | 1.0                       | 2.7274 | 1.0                     |
| 3.0000 | 8.6 $\cdot 10^{-1}$     | 3.0000 | 8.6 $\cdot 10^{-1}$     | 3.0000 | 8.6 $\cdot 10^{-1}$   |
| 2.2000 | 4.5 $\cdot 10^{-1}$     | 2.2000 | 4.5 $\cdot 10^{-1}$     | 2.2000 | 4.5 $\cdot 10^{-1}$   |
| 2.8600 | 6.0 $\cdot 10^{-2}$     | 2.5094 | 1.1 $\cdot 10^{-2}$     | 2.6766 | 3.1 $\cdot 10^{-9}$  |
| 2.3500 | 7.2 $\cdot 10^{-3}$     | 2.9067 | 1.1 $\cdot 10^{-2}$     | –       | –                      |
| 2.9500 | 1.1 $\cdot 10^{-3}$     | 2.6060 | 9.2 $\cdot 10^{-5}$     | –       | –                      |
| 2.2600 | 1.6 $\cdot 10^{-4}$     | 2.2835 | 2.4 $\cdot 10^{-4}$     | –       | –                      |
| 2.7800 | 1.5 $\cdot 10^{-5}$     | 2.9712 | 3.7 $\cdot 10^{-5}$     | –       | –                      |
| 2.4200 | 1.1 $\cdot 10^{-6}$     | 2.2137 | 7.9 $\cdot 10^{-7}$     | –       | –                      |
| 2.4100 | 1.9 $\cdot 10^{-7}$     | 2.6766 | 1.1 $\cdot 10^{-8}$     | –       | –                      |

Figure 12: Combline diplexer scattering parameter response comparison with the proposed approach. (–) RBM. (◦) FEM.
5 Conclusions

A compact and reliable MOR method for fast frequency sweeps in microwave circuits by means of the reduced-basis method has been detailed. A compact basis including the in-band resonant modes hit in the frequency band of interest for both the reduced basis approximation of the electric field and its corresponding state error has been proposed. This allows to efficiently solve for both the reduced original and residual problems, thus minimizing the additional computational effort. The benefits of using proper state error estimators avoiding time-consuming inf-sup constant evaluations has also been highlighted. As a result, a fast a posteriori state error estimator for the ROM has been obtained. Real-life microwave devices, including a quad-mode dielectric resonator filter and a combline diplexer, have shown the capabilities and reliability of the proposed methodology.
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