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Abstract. We study linear regression problems $\inf_{\beta \in \mathbb{R}^d} \left( \mathbb{E}_{\mathbb{P}_n} \left[ |Y - X^\top \beta|^r \right] \right)^{1/r} + \delta \rho(\beta)$, with $r \geq 1$, convex penalty $\rho$, and empirical measure of the data $\mathbb{P}_n$. Well known examples include the square-root lasso, square-root sorted $\ell_1$ penalization, and penalized least absolute deviations regression. We show that, under benign regularity assumptions on $\rho$, such procedures naturally provide robust generalization, as the problem can be reformulated as a distributionally robust optimization (DRO) problem for a type of max-sliced Wasserstein ball $B_{\rho, \delta}(\mathbb{P}_n)$, i.e. $\hat{\beta}$ solves the linear regression problem iff it solves $\inf_{\beta \in \mathbb{R}^d} \sup_{\mathbb{Q} \in B_{\rho, \delta}(\mathbb{P}_n)} \mathbb{E}_{\mathbb{Q}} \left[ |Y - X^\top \beta|^r \right]$. Our proof of this result is constructive: it identifies the worst-case measure in the DRO problem, which is given by an additive perturbation of $\mathbb{P}_n$. We argue that $B_{\rho, \delta}(\mathbb{P}_n)$ are the natural balls to consider in this framework, as they provide a computationally efficient procedure comparable to non-robust methods and optimal robustness guarantees. In fact, our generalization bounds are of order $d/n$, up to logarithmic factors, and thus do not suffer from the curse of dimensionality as is the case for known generalization bounds when using the Wasserstein metric on $\mathbb{R}^d$. Moreover, the bounds provide theoretical support for recommending a regularization parameter $\delta$ of the same order for the linear regression problem.

1. Introduction

We study the classical problem of predicting an outcome variable, $Y$, using a linear combination of a $d$-dimensional covariate vector, $X$. A sample $((x_1, y_1), \ldots, (x_n, y_n))$ is available and we are interested in linear predictors whose coefficients solve:

$$\inf_{\beta \in \mathbb{R}^d} \left( \frac{1}{n} \sum_{i=1}^{n} |y_i - x_i^\top \beta|^r \right)^{1/r} + \delta \rho(\beta),$$

where $\delta > 0$ is the regularization parameter, $\rho : \mathbb{R}^d \to \mathbb{R}_+$ is a convex penalty function, and $r \geq 1$. The square-root Lasso [2], the square-root group Lasso [13], the square-root sorted $\ell_1$ penalized estimator [40], and the $\ell_1$-penalized least absolute deviation estimator [43] provide examples of estimators obtained by solving (1).

This paper makes two contributions. We first show that linear predictors that solve (1) optimize the worst-case, out-of-sample prediction error over balls defined by the max-sliced Wasserstein metric (MSW)

$$\hat{W}_{r, \rho, \sigma}(\mathbb{P}, \tilde{\mathbb{P}}) := \sup_{\gamma \in \mathbb{R}^d} \inf_{\pi \in \Pi(\mathbb{P}, \tilde{\mathbb{P}}): (\mathbb{X}, \mathbb{Y}) \sim \pi} \frac{1}{\sigma + \rho(\gamma)} \left( \mathbb{E}_{\mathbb{X}} \left[ |(\mathbb{Y} - Y) + (\mathbb{X} - \tilde{\mathbb{X}})^\top \gamma|^r \right] \right)^{1/r}.$$

Here, the set $\Pi(\mathbb{P}, \tilde{\mathbb{P}})$ denotes the collection of probability measures with marginals $(\mathbb{P}, \tilde{\mathbb{P}})$. We assume $r, \sigma \geq 1$, where $r$ denotes the Wasserstein exponent, while we think of $\sigma$ as a hyperparameter controlling the moments of $Y$ under a baseline measure. One can check that $\hat{W}_{r, \rho, \sigma}$ is a metric for
any convex $\rho$. In comparison to the $d$-dimensional Wasserstein metric, defined by

$$W_r(P, \tilde{P}) := \inf_{\pi \in \Pi(P, \tilde{P})} \left( \mathbb{E}_\pi \left[ \left| \left| \left( X, \tilde{Y} \right) - \left( \tilde{X}, Y \right) \right| \right|_r \right] \right)^{1/r},$$

the MSW metric, $\hat{W}_r(P, \tilde{P})$, is less rigid, as it takes only the one-dimensional projections of the random vector $(X, Y)$ into account. If $\rho(\cdot) = \|\cdot\|_2$ is equal to the Euclidean norm, it is indeed easy to see that $\hat{W}_r(P, \tilde{P}) \leq W_r(P, \tilde{P})$, see Section 3. The MSW derives from the sliced Wasserstein metric, which was introduced in [34, 11] due to its computational benefits: computing the Wasserstein distance in $\mathbb{R}^d$ is very costly in high-dimensional problems, while the computational cost for $d = 1$ is relatively small. The MSW was first considered in [32, 31, 16].

More precisely, in our first contribution we show that $\beta$ solves (1) if and only if it solves the distributionally robust optimization problem

$$\inf_{\beta \in \mathbb{R}^d} \sup_{\tilde{P} \in B^r_{\rho, \sigma}(P_n)} \mathbb{E}_{\tilde{P}} \left[ \left| Y - \mathbf{X}^\top \beta \right|_r \right].$$

The ball $B^r_{\rho, \sigma}(P_n)$ is centered around the empirical distribution of the data, $P_n$, and collects all the distributions $\tilde{P}$ for which $\hat{W}_r(P, \tilde{P})$ is smaller than $\delta$.

A version of the above result for the case $r = 2$, penalty $\rho(\cdot) = \|\cdot\|_p$, $p \geq 1$, and $\hat{W}_r$ replaced by $W_r$ was first established in [3] Theorem 1], using the optimal transport (OT) duality of [22, 8]. Our proof is independent and does not rely on this duality. Instead, it explicitly identifies a worst-case measure $P^* \in B^r_{\rho, \sigma}(P_n)$ for (4). The measure $P^*$ is given by an additive perturbation of $P_n$, see Figure 1 for an illustration in the $\sqrt{\text{LASSO}}$ case. In this sense, our proof can be seen as a natural extension of [4, Theorem 1] to the Wasserstein space.

\textbf{Figure 1.} OLS regression vs. $\sqrt{\text{LASSO}}$ regression trained with the empirical distribution (blue) and evaluated on a sample form the worst case distribution (red).
Defining $B^{r,\rho,\sigma}_\delta(P_n)$ in (4) with respect to $\hat{W}_{r,\rho,\sigma}$ is new to the best of our knowledge. In fact, we believe that $\hat{W}_{r,\rho,\sigma}$ is the natural Wasserstein metric to consider for (4). Next to its lower computational complexity, the main statistical reason for this is that the $d$-dimensional Wasserstein metric $W_r$ leads to undesirable artifacts for statistical inference: it captures a high-dimensional structure of $P_n$ that does not actually appear in (4) due to the linear projections of the covariates, see e.g. [26]. On the other hand, $\hat{W}_{r,\rho,\sigma}$ is in itself a max-min problem over one-dimensional projections, mirroring the min-max problem over linear measurements $X^T\beta$ in (4).

In conclusion, our procedure is computationally efficient, while simultaneously providing rigorous robustness guarantees.

Our second contribution is a detailed analysis of the statistical properties of (2). We are particularly interested in understanding how to choose $\delta$ to guarantee that predictors based on (4) have good generalization at the true, unknown distribution of the data $P$. We focus on the case in which $\rho(\cdot) = \|\cdot\|_2$ but, as we detail in Remark 3, Section 3, the result then generalizes to all norms on $\mathbb{R}^d$, as any norm $\|\cdot\|$ is equivalent to $\|\cdot\|_2$. We show that if

$$\Gamma := E_P \sup_{\gamma: \|\gamma\|_2 = 1} |(X,Y)^T \gamma|^s < \infty, \quad \text{for some } s > 2r,$$

then with probability greater than $1 - \alpha$ we have

$$\hat{W}_{r,\rho,\sigma}(P_n, \tilde{P}) \leq \frac{C \log(2n + 1)^{r/s}}{\sqrt{n}},$$

where

$$C := 2^r \left( 180\sqrt{d+2} + \sqrt{2\log \left( \frac{3}{\alpha} \right)} + \sqrt{\frac{3\Gamma}{\alpha s^2}} \frac{8}{s-1} \sqrt{\log \left( \frac{24}{\alpha} \right)} + (d+2) \right).$$

Thus, our statistical analysis provides a concrete recommendation to select the regularization parameter $\delta$ in (1) to be equal to the right-hand side of (5). These rates are optimal, up to logarithmic factors (cf. e.g. [20, Remark (a), p.2]).

The proof of this result is stated in Section 3 and is based on a novel connection between an inequality for the Wasserstein distance for $d = 1$, and classical bounds from empirical process theory for self-normalized processes. Its relative simplicity enables us to give the explicit constants above.

1.1. Related Literature. The distributionally robust optimization problem in (4) has been shown to be equivalent to various forms of penalized regression, variance-penalized estimation, and dropout training [29, 23, 25, 7, 8, 18, 30], depending on the choice of uncertainty set. The equivalence between (1) and (4) has been established in [5, Theorem 1] using a ball defined in terms of the Wasserstein metric, which is a common choice for the uncertainty set in the distributionally robust optimization literature [24, 6, 29, 28, 21, 27]. However, there are many other metrics one can consider: e.g., total variation, Hellinger, Gelbrich distance or Kullback-Leibler (KL) divergence [35]. It is known that for certain cost and metric, the optimization in (4) is equivalent to dropout training, various forms of penalized regression, or variance-penalized estimation [29, 23, 25, 7, 8, 18, 30].

Starting from [15, 20], the question of establishing finite sample bounds on the Wasserstein metric and its variants has seen a spike in research activity over the last years: an incomplete list is [10, 38, 44, 45, 27, 14], see also the references therein. Tight rates for $W_r(P_n, P)$ are of the order $n^{-1/(rd)}$, i.e., they suffer from the curse of dimensionality. As our results shows, this is not the case for the MSW distance. The faster rates of convergence for the max-sliced Wasserstein metric were first observed in [31] for subgaussian probability measures and in [28] under a projective
Poincaré/Bernstein inequality. More recently, [1] have obtained sharp rates for \( r = 2 \) and isotropic distributions. Our rates are of the same order, up to logarithmic factors, and simultaneously hold for all \( r \geq 1 \) and all distributions with finite higher-order moments. Lastly, let us mention that most of the papers cited above only give explicit rates, while the constants are often non-explicit and large, cf. [19].

1.2. Outline. The rest of the paper is organized as follows. We give a detailed discussion of our first contribution, the equivalence of [1] and [4] in Section 2. Section 3 discusses our second contribution: it states rates for the MSW distance \( \tilde{W}_{r,\rho,\sigma} \) between the true and empirical measure, both for \( \mathbb{P} \) with compact support and for \( \mathbb{P} \) satisfying \( \Gamma < \infty \). Section 4 collects remaining proofs, while Section 1.3 states the notation used throughout the paper.

1.3. Notation. We use capital, bold letters—such as \( \mathbf{Z} \) and \( \tilde{\mathbf{Z}} \)—to denote Borel measurable random vectors in \( \mathbb{R}^d \), and use \( Z_j \) to denote the \( j \)-th coordinate of \( \mathbf{Z} \). We denote the set of all Borel probability measures in \( \mathbb{R}^d \) by \( \mathcal{P}(\mathbb{R}^d) \) and let \( \mathcal{P}_r(\mathbb{R}^d) \subset \mathcal{P}(\mathbb{R}^d) \) denote all Borel probability measures with finite \( r \)-th moments. If the random vector \( \mathbf{Z} \) has distribution or law \( \mathbb{P} \in \mathcal{P}(\mathbb{R}^d) \), we write \( \mathbf{Z} \sim \mathbb{P} \). The expectation of \( \mathbf{Z} \) is denoted as \( \mathbb{E}_{\mathbb{P}}[\mathbf{Z}] \).

For two probability measures \( \mathbb{Q} \) and \( \mathbb{P} \), we define a coupling of \( \mathbb{Q} \) and \( \mathbb{P} \) as any element of \( \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d) \) that preserves the marginals over \( \mathbb{R}^d \). We denote the collection of all such couplings as \( \Pi(\mathbb{Q}, \mathbb{P}) \). By definition, if \( (\tilde{\mathbf{Z}}, \mathbf{Z}) \) is an \( \mathbb{R}^d \times \mathbb{R}^d \)-valued random vector with distribution \( \pi \in \Pi(\mathbb{Q}, \mathbb{P}) \), then \( \tilde{\mathbf{Z}} \sim \mathbb{Q} \) and \( \mathbf{Z} \sim \mathbb{P} \).

A function \( \rho : \mathbb{R}^d \to [-\infty, \infty] \) is said to be proper if \( \rho(\beta) < \infty \) for at least one \( \beta \in \mathbb{R}^d \) and \( \rho(\beta) > -\infty \) for every \( \beta \in \mathbb{R}^d \) [36], p. 24. The effective domain of \( \rho \)—denoted \( \text{dom}(\rho) \)—is the set of all elements \( \beta \in \mathbb{R}^d \) for which \( \rho(\beta) < \infty \). The conjugate of \( \rho(\cdot) \) (see [30], p. 104) is defined as the function

\[
\rho^* : \beta \mapsto \sup_{\mathbf{x} \in \mathbb{R}^d} \{ \beta^\top \mathbf{x} - \rho(\mathbf{x}) \}.
\]

If \( \rho \) is convex, a vector \( \beta^* \) is said to be a subgradient of \( \rho \) at a point \( \beta \) if:

\[
\rho(\mathbf{x}) \geq \rho(\beta) + \beta^\top (\mathbf{x} - \beta), \quad \forall \mathbf{x} \in \mathbb{R}^d.
\]

The set of all subgradients of \( \rho \) at \( \beta \) is called the subdifferential of \( \rho \) at \( \beta \) and is denoted \( \partial \rho(\beta) \), [39], pp. 214-215.

Lastly, let us mention two important facts that will be relevant in Section 2.1. If \( \rho \) is differentiable, then its subdifferential \( \partial \rho(\beta) \) is a singleton that contains the gradient of \( \rho \) at \( \beta \); see, for example, Theorem 25.1 in [36]. If \( \rho \) is a norm in \( \mathbb{R}^d \), then \( \rho^* \) is only equal to zero or infinity; see ([12], p. 93).

2. Equivalence of penalized estimation and DRO

Let \( \rho : \mathbb{R}^d \to [0, +\infty] \) be a non-negative, proper, convex function with effective domain, \( \text{dom}(\rho) \), and conjugate \( \rho^* \). For any fixed \( 1 \leq r < \infty \) and \( 1 \leq \sigma < \infty \), define the ball of distributions

\[
B^r_{\delta, \rho, \sigma}(\mathbb{P}) := \left\{ \mathbb{Q} \in \mathcal{P}_r(\mathbb{R}^d) : \tilde{W}_{r,\rho,\sigma}(\mathbb{Q}, \mathbb{P}) \leq \delta \right\}
\]

\[
= \left\{ \mathbb{Q} \in \mathcal{P}_r(\mathbb{R}^d) : \forall \gamma \in \text{dom}(\rho) \exists \text{ a coupling } \pi(\gamma) \in \Pi(\mathbb{P}, \mathbb{Q}) \text{ for which} \right. \\
E_{\pi} \left[ (\tilde{Y} - Y) + (\mathbf{X} - \tilde{\mathbf{X}})^\top \gamma \right] \leq \delta^r (\sigma + \rho(\gamma))^r, \quad \text{where } ((\mathbf{X}, Y), (\tilde{\mathbf{X}}, \tilde{Y})) \sim \pi \right\}.
\]

In the above, notice that the penalty function \( \rho \) controls the possible deviations from the baseline distribution of the covariates. For notational simplicity we will suppress the dependence of the ball \( B^r_{\delta, \rho, \sigma}(\mathbb{P}) \) on \( r, \rho, \sigma \) in the following and write \( B_{\delta}(\mathbb{P}) \) instead.
We remark that the infimum in (6) is attained for fixed $\gamma$: indeed, note that the function $(x,\tilde{x}) \mapsto |(\tilde{x} - x)^T \gamma|^r$ is continuous and non-negative. The result then follows from [I, Theorem 4.1]. Furthermore, for any norm $\rho$, the supremum over $\gamma \in \text{dom}(\rho)$ is also attained.

**Remark 1.** Take any norm $\| \cdot \|$ on $\mathbb{R}^{d+1}$ satisfying $\|(1,0,\ldots,0)\| = 1$ and recall that its dual norm is given by

\begin{equation}
\|x\|^* := \sup_{y: \|y\|=1} x^T y.
\end{equation}

Assume that $E_r[\|(X,Y)\|^*] < \infty$ and consider a Wasserstein ball $B_\delta(\mathbb{P})$ with cost $\| \cdot \|^*$, defined as

\begin{equation}
B_\delta(\mathbb{P}) = \left\{ \tilde{\mathbb{P}} \in \mathcal{P}_r(\mathbb{R}^d) : \ W_r(\mathbb{P}, \tilde{\mathbb{P}}) \leq \delta \right\},
\end{equation}

where

\[ W_r(\mathbb{P}, \tilde{\mathbb{P}}) = \inf_{\pi \in \Pi(\mathbb{P}, \tilde{\mathbb{P}})} \left\{ \sqrt{E_\pi \left[ \|(X,Y) - (\tilde{X}, \tilde{Y})\|^* \right]} \right\}. \]

We show that for $\rho(\gamma) = \|\gamma\|$, the ball defined in (6) contains the ball in (8), i.e. $B_\delta(\mathbb{P}) \subseteq B_\delta(\mathbb{P})$. For this, we note that by (7) we have

\[ E_\pi \left[ \|(Y - \tilde{Y}) + (X - \tilde{X})^T \gamma\|^* \right] \leq \|(\gamma, -1)^T\| \cdot E_\pi \left[ \|(X,Y) - (\tilde{X}, \tilde{Y})\|^* \right]\]

\[ \leq (1 + \|\gamma\|)^r \cdot E_\pi \left[ \|(X,Y) - (\tilde{X}, \tilde{Y})\|^* \right], \]

so that

\[ \sup_{\gamma \in \text{dom}(\rho)} \inf_{\pi \in \Pi(\mathbb{P}, \tilde{\mathbb{P}})} \frac{1}{\sigma + \|\gamma\|} \left\{ \sqrt{E_\pi \left[ \|(Y - \tilde{Y}) + (X - \tilde{X})^T \gamma\|^* \right]} \right\} \]

\[ \leq \inf_{\pi \in \Pi(\mathbb{P}, \tilde{\mathbb{P}})} \left\{ \sqrt{E_\pi \left[ \|(X,Y) - (\tilde{X}, \tilde{Y})\|^* \right]} \right\}. \]

The above can be applied in particular to $\| \cdot \| = \| \cdot \|_p$ and $\| \cdot \|^* = \| \cdot \|_q$, where $1/p + 1/q = 1$.

Next, we establish a connection between the solutions to the penalized regression problem in (1) and the minimax formulation in (4) using the MSW ball $B_\delta(\mathbb{P})$ defined in (6).

**Theorem 1.** For fixed $1 \leq r < \infty$, suppose that, for any $\beta \in \text{dom}(\rho)$, there exists $\beta^* \in \partial \rho(\beta)$ such that

\begin{equation}
|\gamma^T (\beta^* - \frac{\beta}{\beta^T \beta} \rho^*(\beta^*))| \leq \rho(\gamma), \quad \forall \gamma \in \text{dom}(\rho).
\end{equation}

Then, for any $\delta \geq 0$ and any $\beta \in \text{dom}(\rho)$ we have

\begin{equation}
\sup_{\tilde{\mathbb{P}} \in B_\delta(\mathbb{P})} \mathbb{E}_{\tilde{\mathbb{P}}} \left[ |Y - X^T \beta|^r \right] = \left( \sqrt{\mathbb{E}_\mathbb{P} \left[ |Y - X^T \beta|^r \right]} + \delta (\sigma + \rho(\beta)) \right)^r.
\end{equation}

Clearly, the result in (10) implies

\begin{equation}
\arg\min_{\beta \in \text{dom}(\rho)} \sup_{\tilde{\mathbb{P}} \in B_\delta(\mathbb{P})} \mathbb{E}_{\tilde{\mathbb{P}}} \left[ |Y - X^T \beta|^r \right] = \arg\min_{\beta \in \text{dom}(\rho)} \sqrt{\mathbb{E}_\mathbb{P} \left[ |Y - X^T \beta|^r \right]} + \delta \rho(\beta)
\end{equation}

We sketch the proof of Theorem 1 here, and refer to Section 4.1 for details. The proof precedes in two steps:

**Step 1.** We show that

\begin{equation}
\mathbb{E}_{\tilde{\mathbb{P}}} \left[ |Y - X^T \beta|^r \right] \leq \sqrt{\mathbb{E}_{\mathbb{P}} \left[ |Y - X^T \beta|^r \right]} + \delta (\sigma + \rho(\beta)),
\end{equation}

holds for any $\beta \in \text{dom}(\rho)$ and any $\tilde{\mathbb{P}} \in B_\delta(\mathbb{P})$. 

Step 2. We show that for any \( \beta \in \text{dom}(\rho) \), the upper bound given in Step 1 is tight; i.e. we construct \( \mathbb{P}^* \in B_\delta(\mathbb{P}) \), for which the bound holds exactly.

Step 2 implies the following corollary, characterising a worst-case measure in the Wasserstein ball:

**Corollary 1.** The supremum in (10) is attained for the distribution \( \mathbb{P}^* \) corresponding to the random vector \((\tilde{X}, \tilde{Y})\) defined as

\[
\tilde{X} = X - e\left(\beta^* - \frac{\beta}{\beta^\top \beta} \rho^*(\beta^*)\right), \quad \tilde{Y} = Y + \sigma e,
\]

where

\[
e \equiv \frac{\delta(Y - X^\top \beta)}{\sqrt{\mathbb{E}_\mathbb{P} \left[ \|Y - X^\top \beta\|^2 \right]}} , \quad (X, Y) \sim \mathbb{P}.
\]

**Remark 2** (On condition (9)). If \( \rho \) is a norm, then the condition in (9) is automatically satisfied; meaning, there exists a \( \beta^* \in \partial \rho(\beta) \) such that (9) is true. Thus, the conclusion of Theorem 1 holds for all \( \rho(\cdot) = \| \cdot \| \) that are norms. Indeed, in that case [12 Example 3.26] states that \( \rho^*(x) = \infty I_{\{\|x\|_1 > 1\}} \). Recall further that \( \beta^* \in \partial \rho(\beta) \) if and only if

\[
(\beta^*)^\top \beta - \rho^*(\beta^*) = \rho(\beta).
\]

Both facts together imply that \( \rho^*(\beta^*) = 0 \); thus, \( \|\beta^*\|_* \leq 1 \) for all \( \beta^* \in \partial \rho(\beta) \). Hence in (9), as claimed, we have

\[
\gamma^\top \left(\beta^* - \frac{\beta}{\beta^\top \beta} \rho^*(\beta^*)\right) = \|\gamma\| \leq \|\beta^*\|_* \leq \|\gamma\|, \quad \forall \gamma \in \text{dom}(\rho).
\]

On the other hand, the following example shows that condition (9) is strictly more general:

**Example 1** (Condition (9) for a function \( \rho \) that is not a norm). Fix any compact set \( K \subseteq \mathbb{R}^d \) such that \(-K = K\) and consider

\[
\rho(\beta) = \sup_{y \in K} \beta^\top y.
\]

Then \( \rho \) is convex (as a supremum of linear functions), finite (as \( K \) is compact), non-negative (as \( K = -K \)), symmetric \( \rho(\beta) = \rho(-\beta) \) (as \( K = -K \)), and homogeneous \( \rho(\lambda \beta) = \lambda \rho(\beta) \). Thus,

\[
\rho^*(\beta^*) = \sup_{\gamma \in \mathbb{R}^d} ((\beta^*)^\top \gamma - \rho(\gamma)) = \begin{cases} \infty & \text{if } \exists \gamma \in \mathbb{R}^d \text{ s.t. } (\beta^*)^\top \gamma - \rho(\gamma) > 0, \\ 0 & \text{if } (\beta^*)^\top \gamma - \rho(\gamma) \leq 0 \text{ for all } \gamma \in \mathbb{R}^d.
\end{cases}
\]

By [14] we conclude that \( \rho^*(\beta^*) = 0 \) for all \( \beta \in \mathbb{R}^d \) and \( (\beta^*)^\top \gamma \leq \rho(\gamma) \), and by symmetry of \( \rho \), then we also have that \( (\beta^*)^\top \gamma \leq \rho(\gamma) \). It follows that

\[
\gamma^\top \left(\beta^* - \frac{\beta}{\beta^\top \beta} \rho^*(\beta^*)\right) \leq \rho(\gamma), \quad \forall \gamma \in \text{dom}(\rho).
\]

2.1. Examples for Theorem 1

2.1.1. Square-root Lasso. Let us take \( r = 2 \) and

\[
\rho(\beta) = \|\beta\|_1 = \sum_{j=1}^d |\beta_j|.
\]

Under this choice of penalty function, the regression problem (11) is the objective function of the \( \sqrt{\text{LASSO}} \) of [2], also studied in [3]. These papers have shown that the \( \sqrt{\text{LASSO}} \)-estimator achieves the near-oracle rates of convergence in sparse, high-dimensional regression models over data distributions that extend significantly beyond normality.
Clearly $\rho$ is a norm; in particular, it is nonnegative, convex, and its effective domain is $\mathbb{R}^d$. Moreover, Condition 2 of Theorem 1 is satisfied, cf. Remark 2.

One set of distributions that render the square-root LASSO a worst-case best linear predictor is

$$B_{\delta}^{\text{LASSO}}(\mathbb{P}) := \{ Q \in \mathcal{P}_2(\mathbb{R}^d) \mid \exists \text{ a coupling } \pi \in \Pi(\mathbb{P},\mathbb{P}) \text{ for which:}$$

$$\mathbb{E}_\pi[[\bar{X}_j - X_j]^2] \leq \delta^2, \forall j = 1, \ldots, d, \text{ and } \mathbb{E}_\pi[[\bar{Y} - Y]^2] \leq (\delta \sigma)^2,$$

where $((X,Y), (\bar{X}, \bar{Y})) \sim \pi$.

We verify that $B_{\delta}^{\text{LASSO}}(\mathbb{P}) \subseteq B_\delta(\mathbb{P})$ used in Theorem 1 and defined in (6). To see this, notice that $\mathbb{E}_\pi[[\bar{X}_j - X_j]^2] \leq \delta^2$ for all $j = 1, \ldots, d$ implies condition (6), i.e.

$$\mathbb{E}_\pi[[\bar{Y} - Y] + (X - \bar{X})^\top \gamma_j^2] \leq (\delta(\sigma + \rho(\gamma)))^2.$$

Indeed, the triangle inequality implies that for any $\gamma \in \text{dom}(\rho)$ and any coupling $\pi \in \Pi(\mathbb{P},\mathbb{Q})$:

$$\sqrt{\mathbb{E}_\pi[(\bar{Y} - Y) + (X - \bar{X})^\top \gamma_j]^2} \leq \sqrt{\mathbb{E}_\pi[\bar{Y} - Y]^2} + \sum_{j=1}^{d} |\gamma_j| \sqrt{\mathbb{E}_\pi[(\bar{X}_j - X_j)^2]}$$

$$\leq \delta \sigma + \delta \sum_{j=1}^{d} |\gamma_j| = \delta(\sigma + \rho(\gamma)).$$

Consequently, $B_{\delta}^{\text{LASSO}}(\mathbb{P}) \subseteq B_\delta(\mathbb{P})$. We note that the other direction, namely, $B_{\delta}(\mathbb{P}) \subseteq B_{\delta}^{\text{LASSO}}(\mathbb{P})$ does not hold in general.

It is worth mentioning that the set $B_{\delta}^{\text{LASSO}}(\mathbb{P})$ contains different versions of $(X,Y)$ measured with error. For example, any additive measurement error model of the form

$$\bar{X}_j = X_j + u_j, \quad \bar{Y} = Y,$$

where $\mathbb{E}[u_j^2] \leq \delta^2$ is a possible distribution that can be used to compute mean-squared error. Furthermore, $B_{\delta}^{\text{LASSO}}(\mathbb{P})$ contains multiplicative errors-in-variables models where

$$\bar{X}_j = X_j u_j, \quad \bar{Y} = Y,$$

with $u$ independent of $(X,Y)$, mean one and $\mathbb{E}_\pi[X_j^2 \mathbb{E}[(u_j - 1)^2]] \leq \delta$.

It is well known that the conjugate of $\rho$ is

$$\rho^*(\beta) = \begin{cases} 0 & \max(|\beta_1|, \ldots, |\beta_d|) \leq 1, \\ \infty & \text{otherwise.} \end{cases}$$

The argument is analogous to Remark 2. Moreover, algebra shows that

$$\beta^* = (\text{sign}(\beta_1), \ldots, \text{sign}(\beta_d))^\top$$

is a subgradient of $\rho$ at $\beta$. Using these facts, we report the worst-case distribution for each particular $\beta$. Corollary 1 states that:

$$\tilde{X} = X - e(\text{sign}(\beta_1), \ldots, \text{sign}(\beta_d))^\top, \quad \tilde{Y} = Y + \sigma e,$$

where

$$e := \frac{\delta(Y - \bar{X}^\top \beta)}{\sqrt{\mathbb{E}_\pi[(\bar{Y} - \bar{X}^\top \beta)^2]}}, \quad (X,Y) \sim \mathbb{P}.$$

Notably the worst-case mean-squared error of $\sqrt{\text{LASSO}}$ is attained at distributions where there is a (possibly correlated) measurement error that has a factor structure.
2.1.2. Square-Root SLOPE. Now suppose again that \( r = 2 \), but let
\[
\rho(\beta) = \sum_{j=1}^{d} \lambda_j |\beta(j)|,
\]
where \( \lambda_1 \geq \cdots \geq \lambda_d \geq 0 \) and \( |\beta(j)| \) are the decreasing order statistics of the absolute values of the coordinates of \( \beta \). Under this penalty function—which is nonnegative and has \( \mathbb{R}^d \) as effective domain—the penalized regression problem in (11) is the objective function of the square-root SLOPE of [10].

An equivalent definition for this penalty function is
\[
(17) \quad \rho(\beta) = \max_{pm} \sum_{j=1}^{d} \lambda_{pm(j)} |\beta_j|,
\]
where we maximize over all permutations, \( pm \), of the coordinates \( \{1, \ldots, d\} \). It follows that \( \rho \) is a norm, so Condition [2] of Theorem 1 is satisfied (see Remark 2).

For a given \( \beta \in \mathbb{R}^d \), let \( pm^* \) be a permutation that solves (17). Define \( \beta^* = \lambda_{pm^*(j)} \text{sign}(\beta_j) \).

Algebra shows that \( \rho(\beta) = (\beta^*)_\top \beta \) and \( (\beta^*)_\top \gamma \leq \rho(\gamma) \), for any \( \gamma \in \mathbb{R}^d \). It follows that \( \rho(\gamma) \geq \rho(\beta) + (\beta^*)_\top \gamma - (\beta^*)_\top \beta \), which implies that \( \beta^* \) is a subgradient of \( \rho \) at \( \beta \). Recall that \( \rho^*(\beta^*) = 0 \) and thus [9] holds.

In this case, a set of distributions rendering the square-root SLOPE a worst-case best linear predictor is given by
\[
B^\text{SLOPE}(\mathbb{P}) := \{Q \in \mathcal{P}_2(\mathbb{R}^d) : \exists \text{ a coupling } \pi \in \Pi(\mathbb{Q}, \mathbb{P}) \text{ for which:}
\begin{align*}
\mathbb{E}_\pi \left[ |\tilde{X}(j) - X(j)|^2 \right] &\leq (\delta \lambda_j)^2, \quad \forall j = 1, \ldots, d, \\
\text{and } \mathbb{E}_\pi [|\tilde{Y} - Y|^2] &\leq (\delta \sigma)^2, \text{ where } ((X, Y), (\tilde{X}, \tilde{Y})) \sim \pi.
\end{align*}
\]
where the decreasing order statistic is induced by the vector \( (\mathbb{E}_\pi [|\tilde{X}(j) - X(j)|^2])_{j=1,\ldots,d} \). As for the \( \sqrt{\text{LASSO}} \), we check that \( B^\text{SLOPE}(\mathbb{P}) \subseteq B(\mathbb{P}) \). The triangle inequality implies that for any coupling \( \pi \in \Pi(\mathbb{P}, \mathbb{Q})\):
\[
\sqrt{\mathbb{E}_\pi [||\tilde{Y} - Y + (X - \tilde{X})\top \gamma||^2]} \leq \sqrt{\mathbb{E}_\pi [||\tilde{Y} - Y||^2]} + \sum_{j=1}^{d} |\gamma_j| \sqrt{\mathbb{E}_\pi [||\tilde{X}(j) - X(j)||^2]},
\]
\[
= \sqrt{\mathbb{E}_\pi [||\tilde{Y} - Y||^2]} + \sum_{j=1}^{d} |\gamma(j)| \sqrt{\mathbb{E}_\pi [||\tilde{X}(j) - X(j)||^2]},
\]
\[
\leq (\sigma + \rho(\gamma)) \delta,
\]
where the last equality follows by the definition of \( B^\text{SLOPE}(\mathbb{P}) \) and [17].

Finally, we report the worst-case distribution for each particular \( \beta \). Corollary [1] shows that
\[
\tilde{X} = X - e \beta^*, \quad \tilde{Y} = Y + \sigma e,
\]
where the \( j \)-coordinate of \( \beta^* \) is \( \lambda_{pm^*(j)} \text{ sign}(\beta_j) \) and
\[
e := \frac{\delta (Y - X\top \beta)}{\sqrt{\mathbb{E}_\pi [||Y - X\top \beta||^2]}} \quad (X, Y) \sim \mathbb{P}.
\]
As it was mentioned for the case of the \( \sqrt{\text{LASSO}} \), it is interesting that the worst-case mean-squared error of SLOPE is also attained at distributions where there is a (possibly correlated) measurement error that has a factor structure.
3. Rates for the MSW-distance

In this section, we assume that the data \( \{(X,Y)\}_{i=1}^n \) is drawn i.i.d. from \( \mathbb{P} \) and we let \( \mathbb{P}_n \) be the associated empirical measure. In what follows, we give explicit upper bounds on the radius \( \delta \) of the ball \( B_{\delta}(\mathbb{P}_n) \) defined in (1), such that \( \mathbb{P} \in B_{\delta}(\mathbb{P}_n) \) for all \( d, n \in \mathbb{N} \) with constant probability.

Recall from (2) that
\[
\hat{W}_{r,\rho,\sigma}(\mathbb{P}, \overline{\mathbb{P}}) = \sup_{\gamma \in \text{dom}(\sigma)} \inf_{\pi \in \Pi(\mathbb{P}, \overline{\mathbb{P}})} \frac{1}{\sigma + \rho(\gamma)} \sqrt{\mathbb{E}_\pi \left[ \| \tilde{Y} - Y \| + \| X - \tilde{X} \|^2 \right]}.
\]
Notice that we can rewrite this as
\[
\hat{W}_{r,\rho,\sigma}(\mathbb{P}, \overline{\mathbb{P}}) = \sup_{\gamma \in \text{dom}(\rho)} \frac{1}{\sigma + \rho(\gamma)} \mathcal{W}_r \left( \left[ (X,Y)^\top (\gamma, -1) \right]_\ast \mathbb{P}, \left[ (\tilde{X}, \tilde{Y})^\top (\gamma, -1) \right]_\ast \overline{\mathbb{P}} \right),
\]
where \( f_\ast \mathbb{P} \) denotes the pushforward of \( \mathbb{P} \) with respect to a map \( f : \mathbb{R}^d \to \mathbb{R} \) and \( \mathcal{W}_r \) is the one-dimensional Wasserstein metric defined as
\[
\mathcal{W}_r(\mathbb{Q}, \overline{\mathbb{Q}}) = \inf_{\pi \in \Pi(\mathbb{Q}, \overline{\mathbb{Q}})} \sqrt{\mathbb{E}_\pi \left[ \| X - \tilde{X} \|^2 \right]}.
\]
Focusing on the case \( \rho(\gamma) = \| \gamma \|_2 \) (the Euclidean metric), from (19) we find the upper bound
\[
\hat{W}_{r,\rho,\sigma}(\mathbb{P}, \overline{\mathbb{P}}) = \sup_{\gamma \in \text{dom}(\rho)} \frac{\| (\gamma, -1) \|_2}{\sigma + \| \gamma \|_2} \mathcal{W}_r \left( \left[ (X,Y)^\top \gamma \right]_\ast \mathbb{P}, \left[ (\tilde{X}, \tilde{Y})^\top \gamma \right]_\ast \overline{\mathbb{P}} \right)
\leq \frac{1}{\| \gamma \|_2} \sup_{\tilde{\gamma} : \| \tilde{\gamma} \|_2 = 1} \mathcal{W}_r \left( \left[ (X,Y)^\top \tilde{\gamma} \right]_\ast \mathbb{P}, \left[ (\tilde{X}, \tilde{Y})^\top \tilde{\gamma} \right]_\ast \overline{\mathbb{P}} \right) =: \overline{\mathcal{W}}_r(\mathbb{P}, \overline{\mathbb{P}}),
\]
where we used the triangle inequality for the inequality.

The quantity \( \overline{\mathcal{W}}_r \) defined in (21) is the max-sliced Wasserstein distance on \( (\mathbb{R}^{d+1}, \| \cdot \|_2) \). It is also a special case of the Projection Robust Wasserstein (PRW) distance, also called the Wasserstein Projection Pursuit (WPP), see [35, Definition 1]. The work in [35, Proposition 1] shows that \( \overline{\mathcal{W}}_r(\mathbb{P}, \overline{\mathbb{P}}) \) is a metric (the proof is stated for the case \( r = 2 \), but carries over by line to arbitrary \( r \geq 1 \)). As stated in the Introduction, it is well known in the literature that, in the worst case, \( \overline{\mathcal{W}}_r(\mathbb{P}_n, \overline{\mathbb{P}}) \sim n^{-1/(d+1)} \). In what follows, we show that the MSW distance \( \overline{\mathcal{W}}_r \) does not have this limitation.

To show this, we first make a few notational simplifications: if there is no confusion, we write \( \sup_\gamma \) instead of \( \sup_{\gamma : \| \gamma \|_2 = 1} \). We also write \( \mathbb{P}_\gamma \) and \( F_\gamma \), respectively, for the distribution and cdf of \( (X,Y)^\top \gamma \) under \( \mathbb{P} \). Similarly, we write \( \mathbb{P}_{\gamma,n} \) and \( F_{\gamma,n} \), respectively, for the probability measure and cdf of \( (X,Y)^\top \gamma \) under \( \mathbb{P}_n \). Note then, in particular, by (21) we have that
\[
\overline{\mathcal{W}}_r(\mathbb{P}, \overline{\mathbb{P}}) = \sup_\gamma \overline{\mathcal{W}}_r(\mathbb{P}_\gamma, \overline{\mathbb{P}}_{\gamma}).
\]
Furthermore,
\[
F_{\gamma,n}(t) = \frac{1}{n} \sum_{i=1}^n 1 \{ (X,Y)^\top \gamma \leq t \} = \mathbb{E}_{\mathbb{P}_n} \left[ 1 \{ (X,Y)^\top \gamma \leq t \} \right],
\]
is a (rescaled) sum of i.i.d. Bernoulli random variables \( 1 \{ (X,Y)^\top \gamma \leq t \}, \ldots, 1 \{ (X,Y)^\top \gamma \leq t \} \) with success probability \( \mathbb{P} \left( (X,Y)^\top \gamma \leq t \right) \). Consequently, we also have
\[
F_{\gamma,n}(t) - F_\gamma(t) = \mathbb{E}_{\mathbb{P}_n} \left[ 1 \{ X^\top \gamma \leq t \} \right] - \mathbb{E}_{\overline{\mathbb{P}}_n} \left[ 1 \{ X^\top \gamma \leq t \} \right].
\]
We are now in a position to give explicit upper bounds for $\overline{W}_r(\mathbb{P}, \mathbb{P})$. We first cover compactly supported measures $\mathbb{P}$ in Section 3.1 and then the general case in Section 3.2.

### 3.1. The compactly supported case

We use the following well-known result, where we refer to Section 4 for a computation of the constants appearing:

**Lemma 1** (cf. [42] Theorem 4.10, [17] Chapter 4). Let

$$\mathcal{H} := \{1_{\{x \cdot \gamma \leq t\}} : \gamma \in \mathbb{R}^{d+1}, t \in \mathbb{R}\},$$

be the set of indicator functions of half spaces. Then, with probably at least $1 - \alpha$,

$$\sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} |F_{\gamma,n}(t) - F_\gamma(t)| \leq \sup_{f \in \mathcal{H}} |\mathbb{E}_{\mathbb{P}_n}[f] - \mathbb{E}_{\mathbb{P}}[f]| \leq 180 \sqrt{\frac{d + 2}{n}} + \sqrt{\frac{2}{n} \log \left(\frac{1}{\alpha}\right)}.$$ 

The proof of Lemma 1 can be found in Section 4.

Let us now assume that $\mathbb{P}$ has compact support. Denote the diameter of a set $X \subseteq \mathbb{R}^{d+1}$ with respect to the Euclidean norm by $\text{diam}(X)$.

**Theorem 2.** With probability at least $1 - \alpha$, we have

$$\overline{W}_r(\mathbb{P}_n, \mathbb{P}) \leq C \frac{1}{\sqrt{n}},$$

where

$$C := \left(180 \sqrt{d + 2} + \sqrt{\frac{2}{n} \log \left(\frac{1}{\alpha}\right)}\right) \text{diam} (\text{supp}(\mathbb{P}))^{\frac{1}{2}}.$$ 

The above rates also capture the high-dimensional regime $d/n \to c \in \mathbb{R}_+$ as $n, d \to \infty$.

**Proof.** We first recall the representations for the 1-dimensional Wasserstein distance

$$W_r(\mathbb{P}_n, \mathbb{P}) = \int_0^1 |F_{\gamma,n}(p) - F_\gamma(p)|^r \, dp,$$

for $r \geq 1$ and

$$W_1(\mathbb{P}_n, \mathbb{P}) = \int_\mathbb{R} |F_{\gamma,n}(t) - F_\gamma(t)| \, dt,$$

see e.g. [43] Theorem 2.9, Theorem 2.10]. We also note that $W_r$ is translation invariant, which implies in particular that

$$W_r(\mathbb{P}_n, \mathbb{P}) = W_r\left([((X, Y) - (x_0, y_0))^{\top} \gamma]_r \mathbb{P}_n, [((X, Y) - (x_0, y_0))^{\top} \gamma]_r \mathbb{P}\right),$$

for any $x_0 \in \mathbb{R}^d$ and $y_0 \in \mathbb{R}$. There is thus no loss of generality if we assume that

$$\text{supp}(\mathbb{P}_n) \subseteq [0, \text{diam} (\text{supp}(\mathbb{P}))].$$

Define $c := \text{diam} (\text{supp}(\mathbb{P}))$. Noting that $|F_{\gamma,n}(p)^{-1} - F_\gamma^{-1}(p)| \leq c$ for all $p \in (0, 1)$, we estimate

$$\overline{W}_r(\mathbb{P}_n, \mathbb{P}) \leq \sup_{\gamma} \left(\int_0^1 |F_{\gamma,n}(p) - F_\gamma(p)|^r \, dp\right) \leq c^{r-1} \sup_{\gamma} \left(\int_0^1 |F_{\gamma,n}(p) - F_\gamma(p)| \, dp\right) = c^{r-1} \sup_{\gamma} \left(\int_\mathbb{R} |F_{\gamma,n}(t) - F_\gamma(t)| \, dt\right).$$
where the final inequality follows from (23) and (24). Next, recalling (25),
\[
\sup_{\gamma} \int_{\mathbb{R}} |F_{\gamma,n}(t) - F_{\gamma}(t)| \, dt \leq \sup_{\gamma} \int_{0}^{c} \sup_{t} |F_{\gamma,n}(t) - F_{\gamma}(t)| \, ds \leq c \sup_{f \in \mathcal{H}} |E_{P_n}[f] - E_{P}[f]|.
\]
The final inequality in the above follows from the definition of \(\mathcal{H}\) in (22). The claim now follows from Lemma 1. \(\square\)

Remark 3. Theorem 2 yields rates for all norms \(\| \cdot \|\) on \(\mathbb{R}^{d+1}\), not just \(\| \cdot \|_2\), as we have the following inequality: there exists a constant \(c_d > 0\) such that
\[
c_d \|x\|_2 \leq \|x\|, \quad \text{for all } x \in \mathbb{R}^{d+1}.
\]
Indeed, we can estimate
\[
\frac{1}{\|\gamma\|_r} \sup_{\gamma \in \mathbb{R}^d} \inf_{\pi \in \Pi(P,P_n)} \mathbb{E}_\pi \left[ \left\| (\tilde{X}, \tilde{Y}) - (X,Y) \right\|_r^s \right] \leq \frac{1}{(c_d)^s} \sup_{\gamma \in \mathbb{R}^d} \inf_{\pi \in \Pi(P,P_n)} \mathbb{E}_\pi \left[ \left\| (\tilde{X}, \tilde{Y}) - (X,Y) \right\|_r^s \right] \leq \frac{c_d}{(c_d)^s} \frac{1}{\sqrt{n}} \leq \frac{C_d}{(c_d)^s} \frac{1}{\sqrt{n}},
\]
where the final inequality follows from the Theorem 2 result, now noting explicitly that the constant \(C_d := C\) depends on the dimension. If e.g. \(\| \cdot \| = \| \cdot \|_1\), then we have \(c_d = 1\), so that the rate is \(\sqrt{d/n}\).

3.2. The general case. We now show that, under a mild moment condition, we obtain \(\sqrt{d/n}\)-rates for \(\mathcal{W}_r(P_n,P)\), up to logarithmic factors. These rates are optimal: indeed, in the case of fixed \(\gamma\), one can easily find \(P\) for which \(\mathcal{W}_r(P_{\gamma,n},P_{\gamma}) \sim 1/\sqrt{n}\), see e.g. [20, Remark (a), p.2] and [1, Lemma 2.7]. Our results hold under the moment assumption
\[
\Gamma := E_P \left[ \sup_{\gamma} \left\| (X,Y)^T \gamma \right\|^s \right] < \infty, \quad \text{for some } s > 2r.
\]
This assumption substantially generalises [31] and [28], two works that also give rates for \(\mathcal{W}_r(P_n,P)\), but that assume certain transport or Poincaré inequalities. What is more, our constants are fully explicit, with a linear dependence on the dimension on \(d\).

Our main result is the following:

Theorem 3. Assume that \(\Gamma < \infty\). Then with probability greater than \(1 - 3\alpha\) we have
\[
\mathcal{W}_r(P_n,P)^r \leq \frac{C \log(2n + 1)^{r/s}}{\sqrt{n}},
\]
where
\[
C := 2^r \left( 180 \sqrt{d+2} + \sqrt{2 \log \left( \frac{1}{\alpha} \right)} + \sqrt{\frac{\Gamma}{\alpha s/2 - r}} \sqrt{\log \left( \frac{8}{\alpha} \right)} + 2(d+2) \right).
\]

The proof relies on two lemmas given below, both of which are proved in Section 4.
Lemma 2. Define

\[ \Gamma_n := \sup_\gamma \mathbb{E}_{P_n} \left[ |(X, Y)^\top \gamma|^s \right] = \sup_\gamma \frac{1}{n} \sum_{i=1}^{n} |(X_i, Y_i)^\top \gamma|^s. \]

For any \( k \in \mathbb{R}^+ \), we have

\[ W_r(P_n, P)^r \leq r(2k)^r \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} |F_{\gamma, n}(t) - F_{\gamma}(t)| \]

\[ + \frac{2^r \sqrt{\Gamma \vee \Gamma_n} k^{r-2}}{s/2 - r} \left( \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma}(t) - F_{\gamma, n}(t))^+}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma, n}(t))}} + \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma, n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma, n}(t)(1 - F_{\gamma}(t))}} \right), \]

with the convention that \( 0/0 = 0 \) and the notation \( x^+ := \max\{0, x\} \).

Lemma 3. With probability greater than \( 1 - \alpha \) we have

\[ \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma}(t) - F_{\gamma, n}(t))^+}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma, n}(t))}} \]

\[ + \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma, n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma, n}(t)(1 - F_{\gamma}(t))}} \leq 4 \sqrt{\log(8/\alpha) + (d + 2) \log(2n + 1)}. \]

We are now ready for the proof of Theorem 3.

Proof of Theorem 3. Choosing \( k = \log(2n + 1)^{1/s} \) in Lemma 2 we obtain

\[ W_r(P_n, P)^r \leq 2^r r \log(2n + 1)^{r/s} \left( \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} |F_{\gamma}(t) - F_{\gamma, n}(t)| \right) \]

\[ + \frac{\sqrt{\Gamma \vee \Gamma_n}}{s/2 - r} \log(2n + 1)^{-1/2} \left( \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma}(t) - F_{\gamma, n}(t))^+}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma, n}(t))}} \right) \]

\[ + \frac{\sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma, n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma, n}(t)(1 - F_{\gamma}(t))}}}{\sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma, n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma, n}(t)(1 - F_{\gamma}(t))}}}. \]

Next, by Markov’s inequality and the triangle inequality

\[ \mathbb{P}(\Gamma_n \geq C) \leq \frac{\mathbb{E}_P[\Gamma_n]}{C} = \frac{1}{C} \mathbb{E}_P \left[ \sup_\gamma \frac{1}{n} \sum_{i=1}^{n} |(X_i, Y_i)^\top \gamma|^s \right] \leq \frac{\Gamma}{C}. \]

Setting the last expression equal to \( \alpha \) yields \( \Gamma_n \leq \Gamma/\alpha \) on a set of probability at least \( 1 - \alpha \). Combining this with Lemma 4 yields, that with probability greater than \( 1 - 3\alpha \) we have

\[ W_r(P_n, P)^r \leq 2^r r \log(2n + 1)^{r/s} \left( \frac{1}{\sqrt{n}} \left( 180 \sqrt{d + 2} + 2 \log \left( \frac{1}{\alpha} \right) \right) + \frac{\Gamma}{\alpha} \frac{2}{s/2 - r} \sqrt{\log(2n + 1)} \right) \]

\[ \cdot \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma}(t) - F_{\gamma, n}(t))^+}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma, n}(t))}} \sup_{(\gamma, t) \in \mathbb{R}^{d+1} \times \mathbb{R}} \frac{(F_{\gamma, n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma, n}(t)(1 - F_{\gamma}(t))}} \]

\[ \leq \frac{2^r r \log(2n + 1)^{r/s}}{\sqrt{n}} \left( 180 \sqrt{d + 2} + 2 \log \left( \frac{1}{\alpha} \right) + \sqrt{\frac{\Gamma}{\alpha} \frac{8}{s/2 - r} \log \left( \frac{8}{\alpha} \right) + (d + 2)} \right), \]

which was the claim. \( \square \)
4. Remaining proofs

4.1. Proof of Theorem 1

Proof. Following the statement of Theorem 1 in Section 2, we provide a proof sketch in two steps. Here we elaborate on the proof details in these two steps. The statements of these steps are repeated below for the reader’s convenience.

Step 1. We show that

\[
E_{\tilde{P}} \left[ |Y - X^T \beta|^r \right] \leq \sqrt{E_{\tilde{P}} \left[ |Y - X^T \beta|^r \right]} + \delta (\sigma + \rho(\beta)),
\]

holds for any $\beta \in \text{dom}(\rho)$ and any $\tilde{P} \in B_\delta(P)$.

Proving Step 1. Take an arbitrary $\tilde{P} \in B_\delta(P)$ and let $\pi(\beta)$ be the coupling defined by $B_\delta(P)$. We emphasize with the chosen notation that the coupling will depend on $\beta$; though, this matters little for the proof. Namely, $((X, Y), (\tilde{X}, \tilde{Y})) \sim \pi(\beta)$ with $(X, Y) \sim P$ and $(\tilde{X}, \tilde{Y}) \sim \tilde{P}$. Consequently:

\[
E_{\tilde{P}} \left[ |Y - X^T \beta|^r \right] = E_{\pi(\beta)} \left[ |\tilde{Y} - \tilde{X}^T \beta|^r \right].
\]

By the triangle inequality:

\[
\sqrt{E_{\pi(\beta)} \left[ |\tilde{Y} - \tilde{X}^T \beta|^r \right]} = \sqrt{E_{\pi(\beta)} \left[ |(\tilde{Y} - Y) + (Y - X^T \beta) + (X - \tilde{X})^T \beta|^r \right]}
\]

\[
\leq \sqrt{E_{\pi(\beta)} \left[ |Y - X^T \beta|^r \right]} + \sqrt{E_{\pi(\beta)} \left[ |(\tilde{Y} - Y) + (X - \tilde{X})^T \beta|^r \right]}.\]

Next, for any $\tilde{P} \in B_\delta(P)$ where $B_\delta(P)$ is defined in [6], by the definition of $\pi(\beta)$ we have that

\[
\sqrt{E_{\pi(\beta)} \left[ |\tilde{Y} - \tilde{X}^T \beta|^r \right]} \leq \sqrt{E_{\tilde{P}} \left[ |Y - X^T \beta|^r \right]} + \delta (\sigma + \rho(\beta)).\]

Step 2. We show that for any $\beta \in \text{dom}(\rho)$, the upper bound given in Step 1 is tight; i.e. we construct $P^* \in B_\delta(P)$, for which the bound holds exactly.

Proof Step 2. Note first that because $\rho$ is proper, $\text{dom}(\rho)$ is nonempty. Also, because we have assumed that $\text{dom}(\rho)$ is open, $\partial \rho(\beta)$ is nonempty [36, Theorem 23.4 p. 217]. Let $\beta^*$ be an element of $\partial \rho(\beta)$ satisfying Equation (9) (there exists one such element by assumption).

Consider the distribution $P^*$ corresponding to the random vector $(\tilde{X}, \tilde{Y})$ defined by

\[
\tilde{X} = X - \left( e \left( (\beta^* - \beta) \rho^*(\beta^*) \right) \right), \quad \tilde{Y} = Y + e,
\]

where

\[
e \equiv \frac{\delta(Y - X^T \beta)}{\sqrt{E_{\tilde{P}} \left[ |Y - X^T \beta|^r \right]}}, \quad (Y, X) \sim P.
\]

The distributions $P^*$ and $P$ are already coupled, since $(\tilde{X}, \tilde{Y})$ are measurable functions of $(X, Y) \sim P$. Let $\pi^*(\beta)$ denote the coupling of $(\tilde{P}^*, P)$.
We show that the distribution $P^*$ of $(\tilde{X}, \tilde{Y})$ is an element of $B_4(P)$. By construction we have

$$
E_{\pi^*(\beta)} \left[ \left\| (\tilde{Y} - Y) + (X - \tilde{X})^\top \gamma \right\| \right] = E_{\pi^*(\beta)} \left[ \| e \| \sigma + \left( \beta^* - \frac{\beta}{\beta^*} \rho^* (\beta^*) \right)^\top \gamma \right] 
$$

$$
= \left\| \sigma + (\beta^*)^\top \gamma - \frac{\beta^\top \gamma}{\beta^\top} \rho^* (\beta^*) \right\| E_{\pi^*(\beta)} \| e \| 
\leq \left\| \delta (\sigma + \rho(\gamma)) \right\|.
$$

The last inequality follows since $\left\| (\beta^* - \frac{\beta}{\beta^*} \rho^* (\beta^*))^\top \gamma \right\|$ is less than or equal $\rho(\gamma)$ for any $\gamma \in \text{dom}(\rho)$ by the assumption in [9] and since $E_P[\| e \|] = \delta^\top$.

Thus, we only need to compute $E_{\rho^*} \| Y - \tilde{X}^\top \beta \|$, which equals $E_{\pi^*(\beta)} \| \tilde{Y} - \tilde{X}^\top \beta \|$. Adding and subtracting $X^\top \beta$ and $Y$ to $\tilde{Y} - \tilde{X}^\top \beta$ we have from (30)

$$
(\beta^*)^\top \beta - \rho^* (\beta^*) = \rho(\beta): \text{ hence, } \left( X - \tilde{X} \right)^\top \beta = e \left( \beta^* - \frac{\beta}{\beta^*} \rho^* (\beta^*) \right)^\top \beta = e \rho(\beta).
$$

Therefore, using (31) and writing $(Y - X^\top \beta)$ as $e \sqrt{E_P[\| Y - X^\top \beta \|^2]} / \delta$, we have that

$$
E_{\rho^*} \left[ \| Y - \tilde{X}^\top \beta \| \right] = E_{\rho^*} \left[ \left\| (Y - X^\top \beta) + e(\sigma + \rho(\beta)) \right\| \right] 
$$

$$
= \left\| \frac{\sqrt{E_P[\| Y - X^\top \beta \|^2]}}{\delta} \right\| E_{\rho^*} \| e \| 
= \left\| \sqrt{E_P[\| Y - X^\top \beta \|^2]} + \delta(\sigma + \rho(\beta)) \right\|. 
$$

In the final step above, we again use that $E_P[\| e \|] = \delta^\top$.

\[ \square \]

### 4.2. Proofs for Section 3

**Proof of Lemma 7** By [12] Theorem 4.10, we have

$$
P \left( \sup_{f \in \mathcal{H}} |E_{P_n}[f] - E_P[f]| > 2\mathcal{R}_n(\mathcal{H}) + \epsilon \right) \leq e^{-n\epsilon^2/2},
$$

where

$$
\mathcal{R}_n(\mathcal{H}) := E_{P,e} \left[ \sup_{f \in \mathcal{H}} \frac{1}{n} \left( \sum_{i=1}^{n} \epsilon_i f(X_i) \right) \right],
$$

is the Rademacher complexity of $\mathcal{H}$, namely, we have that $\epsilon_i$ are i.i.d. Rademacher random variables. Next, following [17] statement and proof of Theorem 3.2, we obtain

$$
\mathcal{R}_n(\mathcal{H}) \leq \frac{12}{\sqrt{n}} \max_{x_1, \ldots, x_n \in \mathbb{R}^{d+1}} \int_0^1 \sqrt{2 \log N(r, \mathcal{H}(x^n_i))} \, dr,
$$

where $x^n_i := \{x_1, \ldots, x_n\}$ and

$$
\mathcal{H}(x^n_i) := \{(f(x_1), \ldots, f(x_n)) : f \in \mathcal{H}\},
$$

and

$$
\int_0^1 \sqrt{2 \log N(r, \mathcal{H}(x^n_i))} \, dr \leq \sqrt{2 \log N(\mathcal{H}(x^n_i))}.
$$
and $N(r, B)$ is defined as the cardinality of the smallest cover for any set $B \subseteq \{0, 1\}^n$ of radius $r$ with respect to the distance

$$\rho(b, d) := \sqrt{\frac{1}{n} \sum_{i=1}^{n} 1_{(b_i \neq d_i)}},$$

where in the above, vectors $b, d \in B$. [17, Theorem 4.3] states that

$$N(r, H(x^n_1)) \leq \left(\frac{4e}{r^2}\right)^{V/(1-1/e)} = \left(\frac{4e}{r^2}\right)^{V_e/(e-1)},$$

where $V$ is the VC-dimension of $H$. Furthermore, by [17, Corollary 4.2], the VC-dimension of $H$ is bounded by $d + 2$, i.e. $V \leq d + 2$. In conclusion, using (33),

$$\log N(r, H(x^n_1)) \leq \frac{eV}{e-1} \log \left(\frac{4e}{r^2}\right) \leq \frac{e(d + 2)}{e-1} \log \left(\frac{4e}{r^2}\right).$$

Following [17] proof of Theorem 3.3 we estimate

$$\int_0^1 \sqrt{\log \left(\frac{4e}{r^2}\right)} \, dr \leq \sqrt{2\pi e},$$

so that from (34) and (35), we have

$$\int_0^1 \sqrt{2 \log N(r, H(x^n_1))} \, dr \leq 2e \sqrt{\frac{(d + 2)\pi}{e - 1}} \leq 7.5\sqrt{d + 2}.$$

Using (32), this yields

$$\mathcal{R}_n(H) \leq 90 \sqrt{\frac{d + 2}{n}}.$$

Proof of Lemma 2. We first note that [9, Proposition 7.14] yields,

$$W_r(P_{\gamma,n}, P_{\gamma})^r \leq r^{2r-1} \int |t|^{r-1} |F_{\gamma,n}(t) - F_{\gamma}(t)| \, dt$$

$$\leq r(2k)^r \sup_t |F_{\gamma,n}(t) - F_{\gamma}(t)|$$

$$+ r2^{r-1} \int_{R \setminus [-k,k]} |t|^{r-1} \sqrt{F_{\gamma}(t)(1 - F_{\gamma,n}(t))} \frac{F_{\gamma}(t) - F_{\gamma,n}(t)}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma,n}(t))}} \, dt$$

$$+ r2^{r-1} \int_{R \setminus [-k,k]} |t|^{r-1} \sqrt{F_{\gamma,n}(t)(1 - F_{\gamma}(t))} \frac{F_{\gamma,n}(t) - F_{\gamma}(t)}{\sqrt{F_{\gamma,n}(t)(1 - F_{\gamma}(t))}} \, dt.$$

By Markov’s inequality, we have for any $s \geq 1$ and any $t \in \mathbb{R} \setminus \{0\}$,

$$\sqrt{F_{\gamma}(t)(1 - F_{\gamma,n}(t))} \lor \sqrt{F_{\gamma,n}(t)(1 - F_{\gamma}(t))} \leq \sqrt{\mathbb{E}[\|X, Y \|^s] \lor \mathbb{E}_{\gamma,n}[\|X, Y \|^s]}.$$
Plugging these bounds into (36), we obtain

\[ W_r(F_{\gamma,n}, F_{\gamma}) \leq r(2k)^s \sup_t |F_{\gamma,n}(t) - F_{\gamma}(t)| + r2^{-r-1} \int_{R \setminus [-k,k]} |t|^{-1-s/2} \sqrt{\mathbb{E}_F[(X,Y)^{+}\gamma]^s} \mathbb{V}_{\mathbb{P}_n}[(X,Y)^{+}\gamma]^s \frac{(F_{\gamma}(t) - F_{\gamma,n}(t))^+}{\sqrt{F_{\gamma}(t)(1 - F_{\gamma,n}(t))}} dt + r2^{-r-1} \int_{R \setminus [-k,k]} |t|^{-1-s/2} \sqrt{\mathbb{E}_F[(X,Y)^{+}\gamma]^s} \mathbb{V}_{\mathbb{P}_n}[(X,Y)^{+}\gamma]^s \frac{(F_{\gamma,n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma,n}(t)(1 - F_{\gamma}(t))}} dt, \]

where \( k \geq 0 \) is some constant. Recall that we have assumed \( s/2 > r \) where \( r \geq 1 \). In particular, this means that \( |t|^{-1-s/2} \) is integrable on \( R \setminus [-k,k] \) and

\[ r2^{-r-1} \int_{R \setminus [-k,k]} |t|^{-1-s/2} dt = \frac{2^r r}{s/2 - r} k^{r-s/2}. \]

Taking supremum over \( \gamma \) and \( t \) in (37) thus yields the claim. \( \square \)

**Proof of Lemma 3** We first define

\[ \mathcal{J} = \{ 1_{\{x^\top \gamma \leq t\}}, 1_{\{x^\top \gamma > t\}} : (\gamma, t) \in R^{d+1} \times R \} \supset H. \]

Considering the cases \( F_{\gamma,n}(t) < 1/2 \) and \( F_{\gamma,n}(t) \geq 1/2 \) separately—noting that e.g. \( \mathbb{E}_{\mathbb{P}_n}[1_{x^\top \gamma \leq t}] = 1 - \mathbb{E}_{\mathbb{P}_n}[1_{x^\top \gamma > t}] \)—one can check that

\[ \sup_{(\gamma,t) \in R^{d+1} \times R} \frac{(F_{\gamma,n}(t) - F_{\gamma,n}(t))^+}{\sqrt{F_{\gamma,n}(t)(1 - F_{\gamma,n}(t))}} \leq 2 \left( \sup_{f \in \mathcal{J}} \left( \mathbb{E}_F[f] - \mathbb{E}_{\mathbb{P}_n}[f] \right)^+ \sqrt{\mathbb{E}_F[f]} \right) \sup_{f \in \mathcal{J}} \left( \mathbb{E}_{\mathbb{P}_n}[f] - \mathbb{E}_F[f] \right)^+ \sqrt{\mathbb{E}_{\mathbb{P}_n}[f]} \right). \]

By symmetry,

\[ \sup_{(\gamma,t) \in R^{d+1} \times R} \frac{(F_{\gamma,n}(t) - F_{\gamma}(t))^+}{\sqrt{F_{\gamma,n}(t)(1 - F_{\gamma}(t))}} \leq 2 \left( \sup_{f \in \mathcal{J}} \left( \mathbb{E}_F[f] - \mathbb{E}_{\mathbb{P}_n}[f] \right)^+ \sqrt{\mathbb{E}_F[f]} \right) \sup_{f \in \mathcal{J}} \left( \mathbb{E}_{\mathbb{P}_n}[f] - \mathbb{E}_F[f] \right)^+ \sqrt{\mathbb{E}_{\mathbb{P}_n}[f]} \right). \]

Concentration for the terms on the right hand side of equations (38) and (39) is well studied: indeed, e.g. by [17] Examples 3.3 & 3.4 we have

\[ \mathbb{P} \left( \sup_{f \in \mathcal{J}} \left( \mathbb{E}_F[f] - \mathbb{E}_{\mathbb{P}_n}[f] \right)^+ \sqrt{\mathbb{E}_F[f]} > \epsilon \right) \leq 4S_{\mathcal{J}}(2n)e^{-n\epsilon^2/4}, \]

\[ \mathbb{P} \left( \sup_{f \in \mathcal{J}} \left( \mathbb{E}_{\mathbb{P}_n}[f] - \mathbb{E}_F[f] \right)^+ \sqrt{\mathbb{E}_{\mathbb{P}_n}[f]} > \epsilon \right) \leq 4S_{\mathcal{J}}(2n)e^{-n\epsilon^2/4} \]

for all \( \epsilon > 0 \), where \( S_{\mathcal{J}}(2n) \) is the shattering coefficient of \( \mathcal{J} \). Note that by [17] Theorem 4.1 we have \( S_{\mathcal{J}}(2n) \leq 2S_{\mathcal{H}}(2n) \). As the VC-dimension of \( \mathcal{H} \) is bounded by \( d + 2 \), Sauer’s lemma [17] Theorem Corollary 4.1 yields

\[ \log(S_{\mathcal{J}}(2n)) \leq (d + 2) \log(2n + 1). \]

The claim follows by solving the above expression for \( \epsilon \). \( \square \)
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