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Abstract

With the popularity of multi-modal sensors, visible-thermal (RGB-T) object tracking is to achieve robust performance and wider application scenarios with the guidance of objects’ temperature information. However, the lack of paired training samples is the main bottleneck for unlocking the power of RGB-T tracking. Since it is laborious to collect high-quality RGB-T sequences, recent benchmarks only provide test sequences. In this paper, we construct a large-scale benchmark with high diversity for visible-thermal UAV tracking (VTUA), including 500 sequences with 1.7 million high-resolution ($1920 \times 1080$ pixels) frame pairs. In addition, comprehensive applications (short-term tracking, long-term tracking and segmentation mask prediction) with diverse categories and scenes are considered for exhaustive evaluation. Moreover, we provide a coarse-to-fine attribute annotation, where frame-level attributes are provided to exploit the potential of challenge-specific trackers. In addition, we design a new RGB-T baseline, named Hierarchical Multi-modal Fusion Tracker (HMFT), which fuses RGB-T data in various levels. Numerous experiments on several datasets are conducted to reveal the effectiveness of HMFT and the complement of different fusion types. The project is available at here.

1. Introduction

Given the initial position of a model-agnostic target, visual object tracking is to capture the target in the subsequent frames [28], where the target may suffer out-of-view, occlusion, illumination variation, and motion blur. Previous algorithms solve those challenges within visible modality, providing limited information when the target is in dark, rainy, foggy and other extreme conditions (the first row in Fig. 1). By contrast, thermal image, as a complementary cue, is insensitive to illumination variation, while it cannot distinguish the target when the target and background are in similar temperature (the second row in Fig. 1). To this end, with the portability and low-price of multi-modality sensors, tracking with visible-thermal (RGB-T) data enlarges the application scope by providing complementary information, which has attached more attentions [23, 47]. Li et al. [19] release a gray-scale RGB-T dataset with 50 videos. Later, RGBT210 [25] and RGBT234 [20] are proposed, containing 210 and 234 test videos. In 2019 [15] and 2020 [16], VOT committee holds the VOT-RGBT tracking subchallenge, which selects 60 sequences from RGBT234 to evaluate the accuracy and robustness of competitors. Furthermore, various algorithms are proposed by considering performance and time cost. Li et al. [22] propose a Multi-
Adaptor network to learn modality-shared and modality-specific representations. Zhang et al. [48] design a real-time RGB-T tracker that exploits the effectiveness of attribute annotation. Zhang et al. [46] extend DiMP [2] to RGB-T tracking, obtaining the best ranking in VOT2019-RGBT.

However, the lack of training data becomes the main bottleneck for RGB-T tracking. Existing datasets (GTOT, RGBT210, RGBT234, and VOT-RGBT) contain 284 unique short-term sequences overall. Trackers have to be trained on another test set [22, 48] or synthetic data generated from visible modality [46, 50], which suffer limited generalization ability and training gap. Moreover, test sequences are captured with monitoring devices, thereby leading to limited viewpoint, frame length, and imaging quality. To fully exploit the potential of the RGB-T tracker, this paper presents a large-scale RGB-T tracking dataset with high diversity. The main contributions are listed as follows:

- We construct a large-scale benchmark with high diversity for visible-thermal UAV tracking (VTUAV). To our best knowledge, VTUAV is the largest multi-modal tracking dataset with the highest resolution. Moreover, we take short-term, long-term tracking and segmentation mask prediction into consideration to achieve a comprehensive evaluation with wider applications. We also provide an exquisite attribute annotation in frame and sequence levels, which can meet the requirement of training a challenge-specific tracker.

- We propose a new baseline for RGB-T tracking, namely HMFT, which unifies various multi-modal fusion strategies (including image fusion, feature fusion and decision fusion) into a hierarchical fusion framework. We implement corresponding versions for short-term and long-term tracking. Furthermore, we provide an in-depth analysis on various fusion types to develop RGB-T trackers. Exhaustive experiments on GTOT, RGBT210, RGBT234 and VTUAV conclude the complement of various fusion types.

2. Related Work

**RGB-T tracking benchmarks.** The first dataset used for RGB-T tracking is OTCBVS [39], which contains 6 sequences with 7200 frames. In 2012, LITIV [36] was proposed with 9 video clips and 6300 image pairs. These two datasets are out-of-date since they are not particularly designed for RGB-T tracking and with limited data. In 2016, Li et al. [19] propose a grayscale-thermal tracking dataset, namely GTOT, which contains 7800 frames. GTOT contains various challenging scenes to evaluate the trackers’ robustness in extreme conditions. The RGBT210 [25] dataset is released, with 210 videos and more than 104K frames. Later, RGBT234 [20], an extended version of RGBT210, enlarges the number of sequence to 234 and provides a modality-independent annotation, which can be used to learn individual models separately. In 2019, VOT committee selects 60 sequences and construct a new dataset VOT-RGBT [15], which utilizes Expected Average Overlap (EAO) to evaluate the accuracy and robustness of trackers. The LSS dataset [50] is a newly-built synthetic dataset, where either visible or thermal images are generated from another modality using image translation or video colorization methods. Recently, LasHer [24] contains 1224 short-term videos and 730K frames with multiple scenes and viewpoints. In this paper, we propose a unified large-scale RGB-T tracking dataset with high-quality training pairs. Compared with the most recent dataset (LasHer), three main differences can be summarized. First, we have higher quality images and a wider distribution in frame length. Second, LasHer focuses on short-term evaluation while our dataset measures trackers’ performance from three mainstream perspectives including tracking accuracy, target re-detection, and pixel-level estimation. Third, detailed frame-level attribute annotations are provided, which can meet the requirement of challenge-aware trackers [21,48].

**RGB-T tracking algorithms.** Recent RGB-T trackers focus on exploiting the correspondence and discriminability of multi-modal information [45, 51, 54, 55]. Several fusion methods are proposed, which can be categorized as image fusion, feature fusion, and decision fusion. For image fusion, Peng et al. [33] utilize a group of layers to learn complementary information by sharing weights for heterogeneous data. Image-fusion-based method can provide a shared representation of multi-modal, while highly depends on image alignment and has not been exploited sufficiently. Most trackers aggregate the representation by fusing features [38], which can be detailed as two types, i.e., modality interaction and direct fusion. The former is to refine uni-modal feature guided by another one, and then the features from both modalities are combined, thereby achieving comprehensive representations [37, 38]. By contrast, using the multi-modal features as input, the latter combines them first and learns a fused representation by direct concatenation [46, 51] or attention technique [33]. Feature fusion has the potential of high flexibility and can be trained with massive unpaired data, which is well-designed to achieve significant promotion. Decision fusion models each modality independently, and the scores are fused to obtain the final candidate. JMMAC [49] adopts a multi-modal fusion network to ensemble the responses by considering modality-level and pixel-level importance. Luo et al. [30] utilize independent frameworks to track in RGB-T data, and then the results are combined by adaptive weighting. Decision fusion avoids the heterogeneity of different modalities and is not sensitive to modality registration. In this work, we also design a new baseline for RGB-T tracking using hierar-
chical fusion manner, which derives benefit from all aforementioned three fusion types. Numerous results on three popular RGB-T datasets show that the information fused in various levels can provide comprehensive contributions to obtain a superior result.

3. VTUAV Benchmark

3.1. Benchmark Features and Statistics

- **Large-scale sequences with high diversity.** Recent RGB-T datasets use the multi-sensor surveillance camera with a 2 degree-of-freedom turnable platform. The image quality and flexibility cannot meet the requirements for tracking. Moreover, the target cannot be tracked for a long time with the still camera, leading to a limited frame length. To address these issues, our dataset is captured by a professional UAV (DJI Matrice 300 RTK) with Zenmuse H20T camera, which can achieve stable flight in extreme conditions, such as night, foggy, and windy scenes. The thermal camera captures 8-14µm and we control the flight height from 5-20m for a proper target size. We collect 500 sequences with 1,664,549 RGB-T image pairs. The images are in high quality, and we store with 1920*1080 resolution\(^1\) with jpg format and sampled in 30 fps. We separate 250 sequences as training set and the other 250 sequences as test set. All sequences are also split into long-term and short-term sets, according to the absence of targets\(^2\). In the training set, there are 207 short-term sequences and 43 long-term sequences. A total of 74 of 250 test sequences belong to long-term set to evaluate the performance for long-term tracking. Another 176 test sequences are used for short-term tracking evaluation. We also provide mask annotation for 100 sequences selected in short-term subset (50 sequences for training and 50 sequences for test), which can be used for video object segmentation and scale estimation learning. Comparison between existing datasets can be found in Tab. 1 and Fig. 2 (c).

- **Generic object and scene category.** Related datasets are mainly recorded at the road, which is for safely monitoring scenes, with limited scenes and object categories. We aim to construct a highly diverse dataset with adequate object types and scenes. As shown in Fig. 2 (a), the tracked target can be divided into 5 super-classes (pedestrian, vehicle, animal, train and ship) and 13 sub-classes, which can cover most of category for real-world applications. Sequences are captured at 15 scenes across two cities, which include the road, street, bridge, park, sea, beach, court, and school, etc. To emphasize the effectiveness of both modalities, the data acquisition lasts for a whole year for various weather conditions and climates. Specifically, 325 sequences are captured at daytime and 175 sequences are at night with different conditions, such as windy, cloudy, and foggy weather.

- **Hierarchical attributes.** Previous methods \([21, 35, 48]\) aim to exploit the potential of attribute information and achieve satisfying performance in challenging cases. However, existing visual and RGB-T datasets \([20, 26, 40]\) label attributes at the sequence-level, which involves various challenges into single sequence in a coarse manner. In this paper, besides the sequence-wise attributes, we achieve a hierarchical attribute annotation by additionally labeling frame-level attributes for training sequences to fully investigate the attribute-based methods. Instead of separating the whole sequences into several clips \([9]\), we maintain the sequence continuity, which allows the frames to be annotated with multiple labels or none. Challenges are summarized as 13 attributes, including target blur (TB), camera movement (CM), extreme illumination (EI), deformation (DEF), partial occlusion (PO), full occlusion (FO), scale variation (SV), thermal crossover (TC), fast moving (FM), background clustering (BC), out-of-view (OV), low-resolution (LR) and thermal-visible separation (TVS). Fig. 2 (b) lists the number of each attribute from sequence-level and frame-level. The description of attribute is summarized in supplementary material.

- **Alignment.** Given that multi-sensor device cannot ensure the photocardiogram polymerization, thereby view differences occur. Previous RGB-T datasets apply frame-level alignment to calculate homography transformation and unify the view scope frame by frame, incurring immense labor costs and is impracticable in real-world applications. In our dataset, we operate modality alignment in the initial frame for each video and apply it to all frames. We note that most frames are well-aligned. The comparison of different alignment methods can be found in supplementary material.

3.2. High-quality Annotation

In our dataset, we provide sufficient expert annotations in three formats, including bounding boxes, segmentation masks, and attribute annotations. Examples are shown in Fig. 1 and Fig. 2 (d).

- **Bounding boxes.** In VTUAV, we carefully annotate bounding boxes for both modalities, individually. We provide sparse annotations in an interval of 10 frames.

---

\(^1\)The thermal images are captured in 640*480 resolution and we rescale them to achieve registration in alignment process.

\(^2\)We label the sequence as long-term, where the target is out-of-view for more than continuous 20 frames.
Figure 2. Main features and statistics of the proposed dataset. (a) Distribution of scene (outer) and object category (inner). (b) Statistics of frame-level and sequence-level attributes. (c) Comparison among existing datasets and the proposed dataset. The area of each cycle denotes the number of total frame. (d) Precise annotation with bounding box and segmentation mask. Better viewed in color with zoom in.

Table 1. Statistics comparison among existing multi-modality and UAV tracking datasets.

| Benchmark   | Num. Seq. | Avg. Frame | Min. Frame | Max. Frame | Total Frame | Resolution | Train subset | Long-term subset | Num. Seg. | Multi-modal | Year |
|-------------|-----------|------------|------------|------------|-------------|------------|--------------|------------------|------------|-------------|------|
| GTOT [19]   | 50        | 157        | 40         | 376        | 7.8K        | 384 × 288  | ×            | ×                | ×          | ✓           | 2016 |
| RGBT210 [25]| 210       | 498        | 40         | 4140       | 104.7K      | 630 × 460  | ×            | ×                | ×          | ✓           | 2017 |
| VOT2019-RGBT[15]| 60       | 334        | 40         | 1335       | 40.2K       | 630 × 460  | ×            | ×                | ×          | ✓           | 2019 |
| LasHeR [24] | 1224      | 600        | 57         | 12862      | 734.8K      | 630 × 460  | ✓            | ×                | ×          | ✓           | 2021 |
| UAV         | 123       | 1246       | 109        | 5527       | 113.4K      | 1280 × 720 | ✓            | ✓                | ×          | ✓           | 2016 |
| DTB [26]    | 70        | 225        | 68         | 699        | 15.7K       | 1280 × 720 | ×            | ×                | ×          | ✓           | 2017 |
| VisDrone-SOT [53]| 96     | 892        | 92         | 3135       | 85K         | 1360 × 765 | ✓            | ✓                | ✓          | ✓           | 2018 |
| VITUAV      | 500       | 3329       | 196        | 27213      | 1.7M        | 1920 × 1080 | ✓            | ✓                | ✓          | ✓           | 2021 |

As described in [32], dense annotation can be achieved with the guidance of state-of-the-art trackers. In this manner, we provide 326,961 high-quality bounding box annotations in total.

- **Segmentation masks.** We annotate the target mask at 1 fps for visible and thermal images. A total of 24,464 masks are generated using Labelme toolkit.
- **Attribute annotations.** In our dataset, we provide frame-level attribute annotations to conduct the detailed attribute-based analysis. Most attributes are labeled by a full-time expert. Therefore, we totally label 301,678 frames with 430,960 attributes and provide 500 * 13 sequence-level annotations.

### 3.3. Evaluation Metrics

In our experiment, all the trackers are run in one-pass evaluation (OPE) protocol and evaluated by maximum success rate (MSR) and maximum precision rate (MPR), which are widely used in RGB-T tracking [19,20,25]. Overall performance for all sequences and attribute-based performance for attribute-specific sequences are considered. For mask evaluation, we measure the results with Jaccard index ($J$) and F-score ($F$) [34].

---

3The attribute of FM, SV, LR and TVS are automatically annotated according to their descriptions.
• **Maximum success rate (MSR).** Success rate (SR) measures the ratio of tracked frames, determined by the Interaction-over-Union (IoU) between tracking result and ground truth. With different overlap thresholds, a success plot (SP) can be obtained, and SR is calculated as the area under curve of SP. Owing to the modality-level displacement, we adopt the maximum overlap in frame level as the final score.

• **Maximum precision rate (MPR).** Similar to precision rate (PR), MPR is to calculate the percentage of frames, where the center distance between prediction and ground truth is smaller than a threshold $\tau$. $\tau$ is set to 20 in our experiment.

• **Jaccard index ($J$).** Jaccard index is defined as the averaging pixel-level IoU between the predicted mask $M$ and ground truth $G$ for all $N$ frames, which can be formulated as $J = \frac{1}{N} \sum_{i=1}^{N} \frac{M^{i} \cap G^{i}}{M^{i} \cup G^{i}}$.

• **F-score ($F$).** F-score calculates region-based precision $P_r$ and recall $R_e$ based between the close contours in $M$ and $G$, which can be expressed via $F = \frac{2P_rR_e}{P_r + R_e}$.

4. Hierarchical Multi-modal Fusion Tracker

In this section, we will introduce a new baseline for RGB-T tracking to fully exploit various fusion types in a unified framework, shown as Fig. 3. It contains three main modules: Complementary Image Fusion (CIF), Discriminative Feature Fusion (DFF) and Adaptive Decision Fusion (ADF). CIF aims to learn shared pattern between two modalities. DFF introduces a channel-wise combination of heterogeneous representations. Finally, ADF is to provide the final target candidate by considering the responses from discriminative and complementary classifiers.

4.1. Complementary Image Fusion

As shown in the third row in Fig. 1, RGB-T images are captured in the same scenes and the complementary information (such as semantic and contour, etc) exists in both modalities, which can be propagated to each other for a robust feature representation [27]. To this end, we utilize a shared backbone, i.e., ResNet50 [11], to extract the common features. To leverage the consistency between the two modalities, we introduce a divergence loss $\mathcal{L}_{div}$ to constrain the multi-modal feature distribution by measuring their KL-divergence, which can be expressed as follows,

$$
\mathcal{L}_{div} = \sum_{i=1}^{L} KL(P^i_v || P^i_t)
= \frac{1}{N} \sum_{i=1}^{L} \sum_{n=1}^{N} (p^i_{vn} \log(p^i_{vn} / p^i_{tn}))
$$

where, $P^i_v \in \mathbb{R}^{C+H+W}$ and $P^i_t \in \mathbb{R}^{C+H+W}$ denote the complementary features output by $i$-th block for visible and thermal modalities, and $p^i_{vn}$ and $p^i_{tn}$ are the $n$-th items in $P^i_v$ and $P^i_t$, respectively. $L$ denotes the number of block in DFF. The learned representations are then concatenated to form the overall complementary feature $P_a \in \mathbb{R}^{2C+H+W}$, where $C, H, W$ denote the channel number, height and width of the feature, respectively. Complementary feature is more robust when all modalities work well and achieves accurate scale estimation.

4.2. Discriminative Feature Fusion

Dual modalities can provide heterogeneous information, where visible images provide detailed context, and thermal images obtain more contour information according to the temperature difference, achieving robustness to illumination changes. To exploit the potential of both modalities, we first use an individual feature extractor to model each modality. Then we propose a Discriminative Feature Fusion (DFF) module to fuse those representations. Considering the information from visible and thermal images, DFF provides a fused feature map by introducing a channel-wise modality weight. In DFF, feature maps from visible and thermal images $D_v \in \mathbb{R}^{C+H+W}$ and $D_t \in \mathbb{R}^{C+H+W}$ are summed, and we embed global vector $d_g$ from both modalities by Global Average Pooling (GAP) and Fully-Connected (FC) layer, which can be expressed as,

$$
d_g = F_g(GAP(D_v + D_t)),
$$

where $F_g(\cdot)$ denotes the fully-connected layer. Then, two FC layers are adopted to produce channel-wise weights $w_v, w_t \in \mathbb{R}^{C+1}$ for each modality, which is followed by a softmax operation, as shown in Eq. (3) and Eq. (4).

$$
w_v = \frac{e^{F_v(d_v)}}{e^{F_v(d_v)} + e^{F_t(d_t)}}
$$

$$
w_t = \frac{e^{F_t(d_t)}}{e^{F_v(d_v)} + e^{F_t(d_t)}}
$$

Finally, the aggregated features can be obtained by weighted summation among channels via,

$$
D^i_a = w^i_v * D^i_v + w^i_t * D^i_t
$$

where the superscript $i$ denotes the $i$-th channel of all the variables. With the proposed DFF, we construct a comprehensive feature, which fuses the latent representations of visible-thermal modalities.

4.3. Adaptive Decision Fusion

The aforementioned CIF and DFF make decisions individually. They model complementary and discriminative cues, respectively, which output as two response maps. It
is crucial to determine which cue is reliable for target location. Thus, we introduce Adaptive Decision Fusion (ADF) to fuse these two response maps according to their modality confidences. First, the Modality Aggregation Module (MAM) is designed to obtain the confidence for each modality. MAM is a self-attention network, which produces the modality confidence $M_d$ and $M_c$. It mines the modality information in a non-local manner, which takes the whole coordinates into consideration. The MAM process can be formulated as,

$$M = S(A \times X),$$

where $X$ is the input feature, i.e., $P_a$ or $D_a$, $\phi_{1*1}()$ and $\varphi_{1*1}()$ are the learnable $1 \times 1$ Convolution layers. $R(\cdot)$ and $S(\cdot)$ are the reshape operation and channel-wise summation, respectively. $\times$ denotes matrix multiplication. When the modality confidences for discriminative and complementary branches $M_d$ and $M_c$ are calculated, they are concatenated and sent to a two-layer encoder-decoder network to generate the weight maps $E_d \in \mathbb{R}^{H \times W}$ and $E_c \in \mathbb{R}^{H \times W}$ for the response. Finally, the final response is obtained by $R_f = R_d \odot E_d + R_c \odot E_c$, where $\odot$ denotes element-wise production.

4.4. Implementation Details

We take DiMP [2] as our base tracker, with the truncated ResNet50 as the backbone network. We conduct a multi-step training process to fit different purposes in various modules. First, we train both backbones for discriminative and complementary branches. The losses for both branches are expressed as follows,

$$L_d = L_{bb} + \beta L_{cls}$$
$$L_c = L_{bb} + \beta L_{cls} + \gamma L_{div}$$

where, $L_{bb}$ and $L_{cls}$ are the bounding box estimation and target classification losses, respectively, which are detailed in DiMP [2]. $\beta$ and $\gamma$ are the weights for classification and divergence loss, which are set to 100. After that, the learned backbones are fixed, and we learn DFF module and the classifiers with Eq. (8). Finally, with all the backbones fixed, we start to learn ADF and IoU prediction modules [13] and fine-tune both classifiers to fit the learned representations. The learning rates for DFF and ADF are $2e^{-5}$ and $2e^{-4}$. We use the same setting in DiMP [46] to train the backbone. We fine-tune the network with multiplying a decreasing factor to the original learning rate, which is set to 0.1. HMFT is implemented on Pytorch platform and run on a single Nvidia RTX Titan GPU with 24G memory.
Table 2. Comparison results for short-term tracking on the proposed dataset and existing RGB-T tracking benchmarks, including GTOT, RGBT210 and RGBT234. The top-three trackers are marked in red, blue and green fonts.

| Tracker  | VTUAV MSR | VTUAV MPR | GTOT MSR | GTOT MPR | RGBT210 MSR | RGBT210 MPR | RGBT234 MSR | RGBT234 MPR | FPS |
|----------|-----------|-----------|----------|----------|-------------|-------------|-------------|-------------|-----|
| DAFNet [10] | 45.8 | 62.0 | 71.2 | 89.1 | 48.5 | 72.6 | 54.4 | 79.6 | 21.0 |
| ADRNet [48] | 46.6 | 62.2 | 73.9 | 90.4 | 53.4 | 77.8 | 57.1 | 80.9 | 25.0 |
| FSRPN [15] | 54.4 | 65.3 | 69.5 | 89.0 | 49.6 | 68.9 | 52.5 | 71.9 | 30.3 |
| mfDiMP [46] | 55.4 | 67.3 | 49.0 | 59.4 | 52.2 | 74.9 | 42.8 | 64.6 | 28.0 |
| HMFT (Ours) | 62.7 | 75.8 | 74.9 | 91.2 | 53.5 | 78.6 | 56.8 | 78.8 | 30.2 |

5. Experimental Analysis for RGB-T Tracking

5.1. Short-term Evaluation

Overall performance. We select four RGB-T trackers (DAFNet [10], ADRNet [48], FSRPN [15] and mfDiMP [46]). As shown in Tab. 2, HMFT with real-time speed achieves the top performance with 62.7% MSR and 75.8% MPR. The runner-up tracker is mfDiMP, which equips a box regression module to apply scale estimation. Siamese-based tracker (FSRPN) and multi-domain networks (DAFNet and ADRNet) obtain inferior results.

Comparison on existing datasets. We also conduct analysis on three popular RGB-T tracking benchmarks, including GTOT, RGBT210 and RGBT234. To adapt on different benchmarks, we fine-tune HMFT on GTOT and test on RGBT210 and RGBT234. The results are shown in Tab. 2. HMFT obtains satisfying performance in all public benchmarks with real-time speed. Specifically, HMFT achieves the state-of-the-art performance in GTOT and RGBT210, with 74.9% and 53.5% MSR and 91.2% and 78.6% MPR. In RGBT234, our tracker obtains the top-three results against all the competitors with 56.8% and 78.8% in MSR and MPR. All the results show the effectiveness of HMFT, which has great potential for a strong baseline tracker.

5.2. Long-term Evaluation

Overall performance. Given no available long-term RGB-T trackers, following the idea of [6], we implement the HMFT_LT with a global tracker, in which we utilize GlobalTrack [12] as a global detector and RTMDNet [14] as the tracker switcher. When RTMDNet recognizes the absence of target, GlobalTrack is selected to find the target in the whole images. We test all the competitors and the results are shown in Tab. 3. Our long-term variant (HMFT_LT) sets a new baseline for RGB-T long-term tracking, which outperforms short-term version (HMFT) with 29.8% and 29.4% relative promotion in MSR and MPR, respectively.

5.3. Ablation Study

The ablation analysis of HMFT is shown in Fig. 4. Given that visible images contain more detailed information, which is more capable of recognizing the object, DiMP with the visible image is much more superior to that with the thermal image. Furthermore, both image fusion and feature fusion achieve obvious promotion against trackers with single modality (DiMP-RGB and DiMP-T), where DiMP+CIF and DiMP+DFF gain 3.2% and 4.4% promotion in MSR, respectively. DiMP+CIF+DFF simply averages the responses from complementary and discriminative branches, leading to a slight performance decrease. Our final model (DiMP+CIF+DFF+ADF) achieves 2.6% and 2.7% improvement in MSR and MPR, indicating the adaptation of our decision fusion module.

5.4. Qualitative Analysis

Fig. 5 provides visualization results between HMFT and the competitors. HMFT shows accurate tracking results on various challenges, such as occlusion, camera movement and scale variation, while other trackers miss the target or cannot estimate the scale properly.

6. Experimental Results on VTUAV-V Subset

We state that VTUAV has great potential for conventional visual tracking task. To unveil the power of RGB tracking, we construct a subset, namely VTUAV-V, which only contains the visible modality for RGB track-
Figure 5. Qualitative comparison of HMFT. Our method shows strong performance on PO, CM and SV.

We evaluate numerous popular short-term and long-term RGB trackers with various frameworks on VTUAV-V dataset, including, LTMU [6], STARK [42], TransT [5], DiMP [2], SiamRPN++ [17], ATOM [8], LightTrack [43], Ocean [52], SiamRPN [18], SiamTPN [41], SiamAPN++ [4], ECO [7], D3S [29], RTMDNet [14], HiFT [3], SPLIT [44], SiamFC [1] and GlobalTrack [12]. Since only visible modality is used for tracking. We measure their performance using SR and PR instead of calculating the max-imum score between those two modalities. Each tracker is tested without any modification or retraining.

6.1. Short-term Evaluation

As shown in Fig. 6, transformer-based trackers (STARK, TransT) obtain the top performances, which shows the dominative strength in tracking. STARK achieves the top performance with 64.9% and 75.3% in SR and PR, respectively. With the global tracker, LTMU can redetect the target when suffering large camera motion and viewpoint change, leading to a satisfying performance with respect to PR. Trackers with online updating (LTMU, DiMP, ATOM, ECO) obtain the following-up performances and Siamese-based trackers (SiamRPN++, LightTrack, Ocean, SiamRPN, SiamTPN, SiamAPN++, HiFT) achieve inferior results, which indicates the importance of model updating.

6.2. Long-term Evaluation

As shown in Fig. 7, compared with the performances on short-term subset, all the trackers show an decreasing performance. STARK and LTMU obtain the top performance on SR and PR, respectively. With the global detection mechanism, all long-term trackers (LTMU, GlobalTrack and SPLIT) promote their rankings significantly due to their redetection modules.

7. Conclusion

In this paper, we release a large-scale benchmark for RGB-T tracking. Three main breakthroughs have been achieved. First, we address the issue of few available training data by providing diverse and high-resolution paired RGB-T images captured in various conditions. Second, to the best of our knowledge, this is the first unified RGB-T dataset that considers short-term tracking, long-term tracking and pixel-level prediction to evaluate the trackers comprehensively. Third, we annotate 13 challenges in sequence and frame levels, which can meet the requirement of scene-specific trackers and fully exploit the effectiveness of attributes. Moreover, a new baseline, called HFMT, is designed by combining both image fusion, feature fusion and decision fusion. The remarkable performance on three benchmarks show the complement of those fusion methods, and the importance of adequate training data.
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