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Abstract. This work considers supervised contrastive learning for semantic segmentation. We apply contrastive learning to enhance the discriminative power of the multi-scale features extracted by semantic segmentation networks. Our key methodological insight is to leverage samples from the feature spaces emanating from multiple stages of a model’s encoder itself requiring neither data augmentation nor online memory banks to obtain a diverse set of samples. To allow for such an extension we introduce an efficient and effective sampling process, that enables applying contrastive losses over the encoder’s features at multiple scales. Furthermore, by first mapping the encoder’s multi-scale representations to a common feature space, we instantiate a novel form of supervised local-global constraint by introducing cross-scale contrastive learning linking high-resolution local features to low-resolution global features. Combined, our multi-scale and cross-scale contrastive losses boost performance of various models (DeepLabv3, HRNet, OCRNet, UPerNet) with both CNN and Transformer backbones, when evaluated on 4 diverse datasets from natural (Cityscapes, PascalContext, ADE20K) but also surgical (CaDIS) domains. Our code is available at https://github.com/RViMLab/MS_CS_ContrSeg.
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1 Introduction

Supervised deep learning has driven remarkable progress in semantic segmentation, catalyzed by advances in convolutional network architecture design and the availability of large-scale pixel-level annotated datasets. Regarding the former, the standard paradigm involves convolutional encoders [12,30,33] to extract non-linear embeddings from images followed by a decoder that maps them
Fig. 1: **Key idea:** We leverage the multiscale representation provided by semantic segmentation encoders to propose a supervised-contrastive learning loss that is applied both at multiple scales and across them, within a shared feature space.

to a task-specific output space. For semantic segmentation, the seminal work of fully convolutional networks [28] demonstrated end-to-end learning of both these components by simply supervising the decoder with per-pixel classification losses. Further, considerable research has focused on designing inductive biases in convolutional architectures that enable complex, both local and global, visual relations across the input image to be encoded [41,5,6,42,33], leading to impressive results on challenging visual domains [9,47].

Recently, contrastive learning has been revisited as a tool for shaping network feature spaces under desired constraints over their samples, while avoiding representation collapse [34]. It has achieved strong results in unsupervised representation learning, and has established that contrastive pretraining over global [11] or dense [36] features can give rise to encoders that are on par with their supervised counterparts when fine-tuned on downstream tasks. This progress has motivated the incorporation of contrastive loss functions and training methodologies for the tasks of supervised classification and segmentation.

For the latter, recent works have shown that dense supervised contrastive learning applied over the final encoder layer can boost semantic segmentation performance when labelled examples are scarce [46], or in semi-supervised learning [1]. When using the full datasets, the method of [35] showed significant overall gains when enhanced with a class-wise memory bank maintaining a large diverse set of features during training. While recognizing and delineating objects at multiple scales is essential for segmentation, these methods directly regularize only the feature space of the final encoder layer thus operating at a single scale.

We instead apply multi-scale contrastive learning at multiple model layers. This direct feature-space supervision on early convolution/attention layers, usually learnt by back-propagating gradients all the way through many layers starting from the output space, can allow them to capture more complex relations between image regions, complementary to the usual function of early layers as local texture or geometry feature extractors. Intuitively, we treat the network as
a function that maps an image to a multi-scale representation, distributed across its different stages, and endow it with class-aware, feature-space constraints.

A second central element of contrastive approaches is the sampling of positive and negative samples to respectively attract and repel same-class embeddings. The usual sample generation mechanisms for unsupervised learning are augmentations, which as extensively discussed in [8,11,39], is a non-trivial and lengthy tuning step. Similarly, maintaining a class-wise memory bank, while providing a large set of examples, introduces hyper-parameters such as its size, update frequency and sample selection heuristic that can be dataset dependent [35].

We propose a simpler alternative to those options, by collecting samples from the feature spaces of multiple layers. Essentially, we leverage internal, intermediate information from the encoder that is available simply through the feed-forward step of the network without the need to resort to external steps such as data augmentation or online storing of samples via memory banks. Specifically, to find diverse views of the data, we sample them from within the model’s multi-scale feature spaces and link them both within and across scales (Fig 1).

Conclusively, our contributions are the following:

- A batch-level hyper-parameter-free anchor sampling process that balances the contributions from frequent and rare classes while allowing efficient application of multiple contrastive loss terms.
- The introduction of supervised contrastive loss terms at multiple scales, and a novel cross-scale loss that enforces local-global consistency between high-resolution local and low-resolution global features emanating from different stages of the encoder.
- A model-agnostic overall method that can be successfully applied to a variety of strong baselines and state-of-the-art methods, comprising both transformer and CNN-based backbones, on 4 challenging datasets leading to improved performance.

Notably, on ADE20K, our method improves OCRNet [42] by 2.3% and UPerNet with Swin-T and Swin-S, by 1.4% and 1.3%, respectively (for single scale evaluation). Further, on Cityscapes, our approach achieves an improvement of 1.1% for both HRNet [33] and UPerNet with ResNet-101. Finally, on a challenging surgical scene understanding dataset, CaDIS, we outperform the state-of-art [25], especially improving rare classes by 1.2%.

2 Related works

We outline connections between several research areas and our method and discuss its differences with existing methods.

Context aggregation for semantic segmentation: An intrinsic property of convolutional encoders is that information is aggregated from each pixel’s local neighborhood, the size of which can be expanded at the sacrifice of spatial feature resolution. The latter, however, is crucial for segmentation. The simple and effective aggregation approach of [28] underpinned extensive research into
more sophisticated context-aggregation mechanisms such as dilated-convolution-based approaches \cite{4,17,6}, attention \cite{32,32}, feature pyramid networks \cite{38}, or maintaining a high resolution representation throughout the network \cite{33}. Recently, transformer and hybrid architectures have also been proposed. By design, these enable long-range context aggregation at the cost of increased computational requirements for training and inference \cite{20,31}. Broadly, these approaches only support information aggregation from within a single input image. On the contrary, our method links features from different images during training, while being compatible with any architecture with hierarchical structure.

Contrastive learning is a feature learning paradigm under which, given a known assignment of samples into classes, the objective is to minimize the distance between samples of the same class while maximizing the distance between samples of different classes. From an information-theoretic perspective, minimizing an instantiation of this objective, termed the InfoNce loss \cite{24}, maximizes a lower bound of the mutual information (MI) between same class features. The same loss was used to learn a pretext task for unsupervised representation learning leading to impressive downstream task results \cite{37,11,8,36,40}, while in \cite{19} it was shown to perform on par with standard cross-entropy for classification.

**Supervised contrastive learning for segmentation:** Concurrently with this work, improvements on strong baselines were demonstrated for segmentation by employing a single supervised contrastive loss term as an auxiliary loss applied after the inner-most layer of the encoder \cite{35,15}. We instead explore multiple contrastive loss terms computed over different encoder layers, directly regularizing their feature spaces. Both \cite{35,15} employ a memory bank used to maintain an extended set of pixel-embeddings or class-wise averaged region-embeddings. Instead, we opt for a simpler memory-less approach that avoids the need to tune memory size and memory update frequency, and instead collect samples from within and across different encoder layers. Further, while \cite{35,15} focused on ResNet and HRNet, we demonstrate effective application of our method on a wider set of architectures and backbones, also exploring UPerNet and transformers. Finally, in \cite{46}, a similar contrastive loss term was used as a pretraining objective for DeepLabv3 leading to significant gains in performance when labelled examples are scarce. However, it provided small benefits when using the complete datasets, and required long (300–600K steps) 2-phase training schedules, which is close to 3-6× the training steps for our approach. Notably, in \cite{46}, contrasted feature maps had to spatially downsampled, for efficiency, which we circumvent by employing a balanced sampling approach.

**Local-global representation learning:** Contrastive learning with local and global representations of images has been studied for unsupervised pretraining. \cite{14} proposes training an encoder by maximizing the MI between local and global representations to force the latter to compactly describe the shared information across the former. The method of \cite{14} is similar; the maximization of MI between features encoding different local windows of a sentence, and global sentence embeddings, is used as a pretraining objective in natural language processing leading to improved downstream transfer. Moreover, in \cite{2}, the InfoNCE loss is
optimized over local and global features computed for two augmented views of an image, while in [4] it is applied on medical images separately over global features, and local features. In the latter, computation of the local loss term assumes the presence of common anatomical structures in medical scans to a relatively fixed position, an assumption invalid for datasets with diverse structures and scenes. There, strict prior knowledge on the location of an object/region is unrealistic. Finally, in [40] with the goal of pretraining for object detection, multiple InfoNCE objectives are optimized: globally, by extracting a feature vector for the whole image, locally by extracting multiple feature vectors each describing a single random patch of the same image, and across local-global levels by forcing whole-image and patch-level features of the same image to be similar.

Our approach is supervised, allowing to directly align the negative/positive assignment with the task of segmentation. We do not employ augmentation to obtain views of the data as in [2,4], as tuning it is laborious [8,39]. Instead, we leverage each dataset’s spatial class distribution as a source for diverse samples. Finally, our local-global loss term is better aligned to segmentation than [40]: instead of enforcing scale invariance of globally pooled encoder features, our loss is computed over dense features from multiple layers.

3 Method

We now provide an introduction to the InfoNCE loss function and the proposed multi-scale and cross-scale losses, as well as a sampling procedure to perform balanced and computationally feasible contrastive learning.

3.1 Preliminaries

Let \( I \in \mathbb{R}^{H \times W \times 3} \) be an image, with \( H \) its height and \( W \) its width. Semantic segmentation frameworks usually comprise a backbone encoder and a segmentation head. The backbone encoder, \( f_{\text{enc}} : \mathbb{R}^{H \times W \times 3} \rightarrow \mathbb{R}^{h \times w \times c} \), maps the input image to a \( c \)-dimensional feature space. The segmentation head, \( f_{\text{seg}} : \mathbb{R}^{h \times w \times c} \rightarrow [0,1]^{H \times W \times N_c} \), decodes the features \( F = f_{\text{enc}}(I) \) to produce the output per-pixel segmentation \( \hat{Y} = f_{\text{seg}}(F) \). These two modules are usually trained with a cross-entropy loss \( \mathcal{L}_{\text{ce}}(\hat{Y}, Y) \), where \( Y \) denotes the ground truth per-pixel labels. Both \( f_{\text{enc}} \), \( f_{\text{seg}} \) can be learned end-to-end with only supervision of \( f_{\text{seg}} \). Under this training paradigm, the learning signal is restricted to unary classification errors.

An extension to this paradigm is to produce gradients that consider the distance of encoded image regions relative to other regions (not necessarily from the same image) in feature space. To directly (rather than implicitly via the decoder’s gradients) shape the encoder’s latent space, a supervised contrastive loss term [19] can be used. The loss forces features from image regions belonging to the same (different) class to be pushed close (apart). In this work, to identify the classes in each image, we use the labels downsampled to the spatial dimensions of the feature space, which we denote by \( \hat{Y} \). Given this class assignment, the InfoNCE [24] loss can be computed over a set of feature vectors, which is
usually termed *anchor* or *query* set; we denote this set by $\mathcal{A}$. For $\forall z_i \in \mathcal{A}$, there exist the sets of positives and negatives denoted by $\mathcal{P}_i$ and $\mathcal{N}_i$ respectively, which in the supervised setting that we examine, are identified according to the labels. The availability of dense rather than global features and labels allows a simple way to identify positive samples, referred also as “views”, without the need to craft a set of appearance and geometric perturbations as done in other unsupervised \cite{8, 11} and supervised approaches \cite{46}. Thus, instead of requiring a dataset-specific data augmentation pipeline, we exploit the natural occurrences of same or different class-pixels across the scene and across different images.

$$L_c(\mathcal{A}) = \frac{1}{|\mathcal{A}|} \sum_{i \in \mathcal{A}} \frac{1}{|\mathcal{P}(i)|} \sum_{j \in \mathcal{P}(i)} L(z_i, z_j),$$

(1)

where

$$L(z_i, z_j) = -\log \frac{\exp(z_i \cdot z_j/\tau)}{\sum_{n \in \mathcal{N}(i)} \exp(z_i \cdot z_n/\tau)}$$

(2)

This formulation is identical to the supervised contrastive loss for classification proposed in \cite{19}. There, however, the choices of $\mathcal{P}_i$ and $\mathcal{N}_i$ are straightforward as each image in a batch has only a single global label. Crucially, as is standard practice in contrastive learning over convolutional feature maps \cite{11, 8}, the loss is not directly computed over the encoder features $F$, but rather over a non-linear projection using a small FCN $f_{proj}: \mathbb{R}^{h \times w \times C} \rightarrow \mathbb{R}^{h \times w \times d}$ such that $Z = f_{proj}(F)$. For the rest, $z_i$ refers to a $d$-dimensional feature vector from the $i$-th spatial position of $Z$. We now motivate and describe the proposed anchor sampling process and the multi- and cross-scale loss terms.

### 3.2 Fully-dense contrastive learning

In the general case, $\mathcal{A}$ can consist of all feature vectors from all spatial positions of $F$, the set of which is hereby denoted as $\Omega_F$. For each element $z_i$ of $\mathcal{A}$ and knowing the downsampled labels $\hat{Y}$, we select as $\mathcal{N}_i = \{z_j \in \mathcal{A} : j \neq i, \hat{Y}(j) \neq \hat{Y}(i)\}$ and $\mathcal{P}_i = \{z_j \in \mathcal{A} : j \neq i, \hat{Y}(j) = \hat{Y}(i)\}$. The computational complexity of this operation is quadratic in the spatial dimensions of the feature vector, i.e., $O(h^2w^2)$. As most semantic segmentation methods, e.g. \cite{7, 33, 42}, require a small output stride for $f_{enc}$, it can become prohibitively expensive. Additionally, the quadratic complexity of this choice becomes even more prohibitive when introducing contrastive losses at multiple layers. Further, it is a well studied property of contrastive losses that the number \cite{11} and the hardness \cite{27, 17, 24} of the negatives affect the learned representations. Therefore, minimizing (1) over $\Omega_F$ can become trivial due to the consideration of many easy samples.

### 3.3 Anchor-set sampling

An alternative is to sample from $\Omega_F$ while maintaining a balanced number of feature vectors from each present class. We generate $\mathcal{A}$ across a batch of images,
Fig. 2: Method overview: (1) An input batch is mapped to a multi-scale representation $F_1, \ldots, F_4$, each having varying spatial dimensions and channels $C_1, \ldots, C_4$, using the convolutional encoder. (2) Each dense feature is projected using a separate $f_{proj}$ that preserves spatial dimensions but maps all features to a common $d$-dimensional space. (3) Each projected feature map $Z_s$ undergoes a label-based balanced sampling process (Sec. 3.2) to produce an anchor set $A_s$. (4) The feature vectors in $A$ and their class assignments are used to calculate the contrastive loss of (1) within each scale. Further, pairs of anchor sets from two different scales are utilized to compute a cross-scale loss (Sec. 3.5).

Comparably to [35]. The intuition behind this is to further expand the diversity of samples considered by not restricting semantic relations between samples to span a single image. Rather, we allow samples to extend across different images. Specifically, we sample $K$ anchors per class present in the batch, equally divided among instances of that class. The sets of positives and negatives of each anchor are populated with elements of $A$. This sampling process can be described as $A \sim \{i \in \bigcup_{b=1}^{B} \Omega_{F}^{(b)} \}$, such that $A$ has at most $A_{\text{max}}$ samples, with $B$ being the batch size. Importantly and contrary to [35, 46], $K$ is selected on-the-fly rather than as a hyper-parameter, and is the number of samples from the class with the least occurrences in the batch. This is motivated by the observation that classes of small objects or regions will only occupy a small fraction of $\Omega_F$, even more so due to the spatial stride of network encoders. This heuristic enables a balanced contribution of semantic classes in the loss and removes the requirement for tuning $K$. Additionally, it reduces the computational cost of each contrastive term enabling the multi-scale and cross-scale extensions described next.

### 3.4 Multi-scale contrastive loss

Having obtained an efficient way to compute the loss of (1), we extend it to multiple scales. This extension regularizes the feature space of different network layers, by pushing same-class features closer, and maximizes the MI of features and their semantic labels. Importantly, while applying a pixel-space classification...
loss would also achieve the latter, the way we generate the anchor set allows us to attract features of the same class from across different images.

The hierarchical design of convolutional (ResNet [12], HRNet [33]) or transformer (Swin [20]) encoders provides a natural interface over which our loss can be applied. The stages followed are also outlined in Figure 2. We independently generate $A_s$ (Sec. 3.3) using the projection of features $F_s$, $Z_s$ and labels $\tilde{Y}_s$ at each scale $s$. The overall loss is computed as a weighted sum across scales:

$$L_{cm} = \sum_{s=1}^{S} w_s L_c(A_s)$$

where the weights $w_s$ control the contribution of each scale in the overall loss, and $S$ is the number of different scales. As described in Section 3.3 generating $A_s$ involves randomization, thus it is ensured that the image regions involved in computing the above loss at each scale are independent.

### 3.5 Cross-scale contrastive loss

We further push same-class features from across different scales closer together. Specifically, we push high-resolution local features to be close to lower resolution global features. Given that global features encapsulate high level semantic concepts of the encoded image, guided by $L_{ce}$, we require that local features also encode those concepts by forcing them to lie close by in the projector’s feature space. Intuitively, this enables local features describing parts of objects/regions to be predicative of their global structure of the object and vice versa.

Importantly, we note that directly requiring that the features be similar across scales would be very hard to satisfy without causing collapse. The use of separate small non-linear convolutional projector at each scale (Figure 2) provides a compromise between a hard contrastive constraint on the encoder’s features and the lower dimensional common space spanned by $f_{proj}$ wherein the cross-scale loss is calculated. Therefore, we compute it using the independently generated anchor sets $A_s$ and $A_{s'}$, from scales $s$ and $s'$:

$$L_{cc} = \sum_{(s,s')} w_{s,s'} L_c(A_s, A_{s'})$$

Negatives and positives for samples of one scale are collected from the anchor set of the other. Concretely, for each element $z_i \in A_s$ we specify $N_i = \{ z_j \in A_{s'} : j \neq i, \tilde{Y}_{s'}(j) \neq \tilde{Y}_s(i) \}$ and $P_i = \{ z_j \in A_{s'} : j \neq i \land \tilde{Y}_{s'}(j) = \tilde{Y}_s(i) \}$. Finally, the gradients derived from this loss are backpropagated to both involved anchor sets thus instantiating a form of bidirectional local-global consistency for learning the encoder. Combining all the above terms, our complete objective is:

$$L_{total} = L_{ce} + \lambda_{cm} L_{cm} + \lambda_{cc} L_{cc}$$
Table 1: (a),(c): Ablations for each component of our contrastive loss on Cityscapes val and ADE20K, respectively, reporting the mean and std deviation of each variant across 4 random seeds. (b), (d): Comparisons with auxiliary losses on Cityscapes (results taken from [35]) and ADE20K, respectively.

(a)

| Model Backbone | Loss | mIoU (ss) |
|----------------|------|-----------|
| HRNet HR48v2   | -    | 79.1 ± 0.2|
| HRNet HR48v2 ✓ | ✓    | 80.0 ± 0.1|
| HRNet HR48v2 ✓ | ✓    | 80.7 ± 0.2|
| HRNet HR48v2 ✓ | ✓    | 81.2 ± 0.1|

(b)

| Model | Loss | mIoU (ss) |
|-------|------|-----------|
| HRNet CE | 79.1 |
| HRNet AFF | 78.7 |
| HRNet RMI | 79.9 |
| HRNet Lovasz | 80.3 |
| HRNet ours | 81.5 |

(c)

| Model Backbone | Loss | mIoU (ss) |
|----------------|------|-----------|
| UPerNet Swin-T | -    | 44.5 ± 0.4|
| UPerNet Swin-T ✓ | ✓    | 45.1 ± 0.2|
| UPerNet Swin-T ✓ | ✓    | 45.8 ± 0.1|

(d)

| Model | Loss | mIoU (ss) |
|-------|------|-----------|
| OCRNet CE | 44.5 |
| OCRNet Lovasz | 44.7 |
| OCRNet ours | 46.8 |
| SwinT CE | 44.5 |
| SwinT Lovasz | 45.2 |
| SwinT ours | 45.9 |

4 Experiments

4.1 Datasets

We benchmark our approach on the following challenging datasets from natural and surgical image domains using the mIoU as the main performance metric:

- **ADE20K** [47] comprises 20210 and 2000 and train and val images, respectively, capturing 150 semantic classes from natural scenes.
- **Cityscapes** [9] consists of 5000 images of urban scenes on which 19 classes are pixel-level labelled. We train, and evaluate, on the train, and val sets, respectively. We also report performance on the server-withheld test set.
- **Pascal-Context** [23] comprises 4998 and 5105 and train and val images, respectively, capturing 59 classes from natural scenes.
- **CaDIS** [10] comprises 25 cataract surgery videos and 4671 pixel-level annotated frames with labels for anatomies, instruments and miscellaneous objects. We experiment on tasks 2 and 3 defined in [10], comprising 17, 25 classes respectively. We follow [25] and also report the average of the per-class IoUs for anatomies, surgical tools and rare classes (present in less than 15% of the images).
Fig. 3: **Qualitative results**: Qualitative comparisons across all 4 datasets. More results are provided in the supplementary material.

### 4.2 Ablations and comparisons to state-of-the-art

For ablations, we train for 40$K$ steps with a batch size of 8 and for 160$K$ steps with batch size of 16 on Cityscapes and ADE20K, respectively. **Ablation of loss components**: First, we conduct an ablation study to demonstrate the importance of each component of our proposed loss on Cityscapes using HRNet, reported in Table 1(a). We repeat this ablation on ADE20K using UPerNet with a Swin-T backbone, shown in Table 1(c). We report the average mIoU across 4 runs with different random seeds to demonstrate the stability of the ranking of methods with respect to initialization and training stochasticity. **Comparisons to other auxiliary losses**: Tables 1(b), 1(d) compare the proposed loss to other auxiliary losses on Cityscapes and ADE20K, respectively. **Comparisons to contrastive learning approaches**: Table 2 compares our approach to concurrent contrastive learning methods for semantic segmentation. **Performance improvements**: In Tables 3(a), 3(b), 4 and 5, we report performance improvements obtained by training a variety of models with our loss (Eq. 5) (referred to as "ours") on 4 datasets. We refer to cross-entropy as "CE" in tables. We experiment with DeepLabv3, HRNet, OCRNet and UPerNet with ResNet-101 and Swin (T,S,B,L) Transformer backbones. To train models using our proposed loss we leave all other settings the same as for the referenced or implemented baselines (i.e without our loss) to enable fair comparisons.
Fig. 4: TSNE [22] visualisation of the feature spaces of HRNet, on Cityscapes, trained without (top) and with (bottom) our proposed contrastive loss. Color indicates each sample’s class.

Table 2: Comparison with concurrent supervised contrastive learning methods for semantic segmentation on Cityscapes val with single scale evaluation. Our proposed loss matches the performance of those methods without using a memory bank and relying only on anchors sampled from multiscale features.

| Network          | Loss         | mIoU @40K | Best |
|------------------|--------------|-----------|------|
| Model            | Function     | Memory    | A Selection |       |
| HRNet (ours)     | $L_{cms}$, $L_{ccs}$ | -         | Multi-scale Balanced | **81.5** | **82.2** |
| HRNet [35]       | $L_c$        | Pixel     | Hard-example | 80.5 | -       |
| HRNet [35]       | $L_c$        | Region+Pixel | Hard-example | 81.0 | **82.2** |
| HRNet [15]       | $L_c$+aux    | Region    | Averaging    | -    | 81.9     |

4.3 Implementation details

**Contrastive Losses:** All instantiations of the loss of Eq. (1) utilize a temperature $\tau = 0.1$. A distinct projector comprising 2 Conv1x1-ReLU-BN layers and a linear mapping with $d = 256$, is attached to features of each scale for multi-scale and cross-scale loss variants. We utilize the C2, C3, and C5 features, with output strides of 4, 8 and 8, respectively, for models with a dilated ResNet backbone. When using HRNet as the backbone, we utilize features from all 4 scales, with output strides of 4, 8, 16, 32. The cross-scale loss is applied for scale pairs (4, 32) and (4, 16). When using UPerNet we attach our loss on all 4 scales of the backbone on Cityscapes and on the feature pyramid net (FPN) outputs on ADE20K. The weights $w_s$ in Eq. (3) are set to 1, 0.7, 0.4, 0.1 for feature maps of strides 4, 8, 16, 32 respectively in all experiments. The two latter choices are supported by ablations provided in the supplementary material.

**Training settings:** For experiments on all datasets/models, to enable fair comparisons we closely follow the training settings specified in [33,42,6,20] and their respective official implementations. Unless otherwise stated, on Cityscapes for
CNN backbones we use SGD with a batch size of 12 for 120K steps while for transformer backbones we use AdamW [21] with a batch size of 8 for 160K steps. The crops size used is 512 × 1024 for all models. On ADE20K and Pascal-Context, the only differences are that all models are trained with a batch size of 16, a crop size of 512 × 512, for 160K and 62K steps, respectively. On CaDIS and train for 50 epochs and use repeat factor sampling, following [25]. More detailed training settings are described in the supplementary material.

5 Results and Discussion

As shown in Tables 1(a) and 1(c), using both multi- and cross-scale contrastive terms provides the highest improvement relative to the baseline. Additionally, as shown in Tables 1(b) and 1(d), our loss outperforms other auxiliary losses.

Table 3: (a): Comparisons on ADE20K with single/multi-scale evaluation (ss/ms). If no reference is provided the value is obtained by our implementation and OHEM refers to the loss of [29]. (b): Comparisons on CaDIS tasks 2 and 3 that define 17 and 25 classes respectively. †: Imagenet-22K pretraining.

(a) ADE20K

| Network | Model | Backbone | #Params (M) | Loss | ss/ms | Improvement |
|---------|-------|----------|------------|------|-------|-------------|
| DeepLabv3 | R101 63 | CE | - | 44.1/45.6 | − / + 1.5 |
| DeepLabv3 | R101 63 | ours | - | 46.8/46.8 |
| OCRNet | HR48v2 71 | OHEM | - | 44.5/45.5 |
| OCRNet | HR48v2 71 | ours | - | 46.8/47.4 (+2.3 / +3.9) |
| UPerNet | R101 86 | CE | - | 42.0/42.7 |
| UPerNet | R101 86 | ours | - | 46.0/45.3 (+4.3 / +2.6) |
| UPerNet | Swin-T 60 | CE | - | 44.7/40.5 |
| UPerNet | Swin-T 60 | ours | - | 45.9/40.6 (+1.4 / +0.8) |
| UPerNet | Swin-S 81 | CE | - | 48.1/49.2 |
| UPerNet | Swin-S 81 | ours | - | 48.9/50.0 (+1.8 / +0.5) |
| UPerNet | Swin-B 121 | CE | - | 50.1/51.6 |
| UPerNet | Swin-B 121 | ours | - | 51.3/52.2 (+1.2 / +0.6) |
| UPerNet | Swin-L† 234 | CE | - | 52.9/53.5 |
| UPerNet | Swin-L† 234 | ours | - | 52.9/53.3 (+0.9 / − 0.2) |

(b) CaDIS

| Method | Model | Backbone | Loss | Task2 | Task3 | Task4 | Task5 | Task6 | Task7 | Task8 | Task9 | Task10 | Task11 | Task12 | Task13 | Improvement |
|--------|-------|----------|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------------|
| OCRNet | R50 60 | CE | 81.02/76.24 | 90.80/90.87 | 74.65 | 79.62 | 74.46 | 67.58 |
| OCRNet | R50 60 | ours | 81.47/77.70 | 90.96/90.91 | 75.58 | 77.25 | 74.79 | 73.09 |
| Improvement | (0.06) | (0.14) | (−0.04) | (−0.01) | (−0.07) | (−0.07) | (−0.5) |
| OCRNet | R50 60 | Lovasz | 82.36/77.77 | 90.63/90.59 | 78.89 | 72.96 | 77.52 | 71.44 |
| OCRNet | R50 60 | ours | 82.56/78.25 | 90.59/90.76 | 77.41 | 73.11 | 78.55 | 72.67 |
| Improvement | (0.20) | (0.48) | (−0.04) | (−0.00) | (−0.52) | (−0.15) | (−0.03) | (−0.23) |
Table 4: (a): Comparisons with strong baselines on Cityscapes val with single scale evaluation (ss). If no reference is provided the value is obtained by our implementation. The denoted improvements are relative to the baseline with the highest mIoU between our implementation and previously reported results. (b): Comparison on Cityscapes test with all models trained on train+val.

(a) Cityscapes val

| Network | Loss | mIoU (ss) |
|---------|------|-----------|
| PSPNet  | R101 | 78.2      |
| DeepLabv3 | R101 | 77.8      |
| DeepLabv3 | R101 | 79.2      |
| HRNet   | R48v2 | 81.0      |
| HRNet   | R48v2 | 81.1      |
| HRNet   | R48v2 | 82.2      |
| OCR     | R48v2 | 81.2      |
| OCR     | R48v2 | 81.6      |
| UPerNet | R101 | 79.0      |
| UPerNet | Swin-T | 79.2      |
| UPerNet | Swin-S | 80.7      |
| UPerNet | Swin-B | 82.0      |
| UPerNet | Swin-B | 82.6      |

(b) Cityscapes test

| Method | Loss | mIoU | iIoU | IoU | Cat iIoU | Cat |
|--------|------|------|------|-----|---------|-----|
| HRNet  | CE   | 81.9 | 62.9 | 92.3 | 83.4    |
| HRNet  | ours | 82.1 | 63.6 | 92.4 | 83.7    |
| OCRNet | CE   | 82.4 | 63.6 | 92.4 | 83.7    |
| OCRNet | ours | 82.4 | 63.6 | 92.4 | 83.7    |

Regarding other supervised contrastive losses, on Cityscapes, where we are able to provide a comparison between all methods, our loss is competitive, matching [35] and outperforming [15], despite not using a memory bank, hard-example mining or region averaging (Table 2). On ADE20K, [15] report results with DeepLabv3 and achieve higher improvement over the baseline than ours (+2.7% vs +1.5%), albeit using both memory, OHEM and an intermediate auxiliary loss. Importantly, we showcase improvements for a wider range of models on this dataset. On Pascal-Context, we marginally outperform [35] when using HRNet and are outperformed when using OCRNet.

Notably, our loss improves performance for various CNN and Transformer-based models across datasets: On the challenging ADE20K dataset, (Table 3(a)), we obtain an improvement for OCRNet by +2.3% (ss) and +1.9% (ms), for UPerNet by +1.8% (ss) and +2.6% (ms) and for DeepLabv3 by +1.5% (ms). We also improve the state-of-the-art model of [20] using UPerNet with Swin Transformer for increasing backbone sizes (Swin-T,-S,-B, -L) by +1.4%, +1.3%, +1.2% and +0.9% (ss). Overall, with only a single-scale input, CNN models and Swin variants trained with our loss achieve performance close to that of the baseline when the latter employs the computationally expensive (several seconds per image) multiscale test-time augmentation.

On Cityscapes-val (Table 4), we improve both HRNet and UPerNet with ResNet101 by +1.1%, DeepLabv3 by +0.8% and UperNet with Swin-T and
Table 5: Comparisons on Pascal-context val with multi-scale evaluation (ms).

| Network | Backbone | Source | Loss | mIoU (ms) | Improvement |
|---------|----------|--------|------|-----------|-------------|
| HRNet   | HR48v2   | CE     | 53.5 |           |             |
| HRNet   | HR48v2   | [33]   | CE   | 54.0      |             |
| HRNet   | HR48v2   | ours   | 55.3 | (+1.3)    |             |
| OCRNet  | HR48v2   | CE     | 55.8 |           |             |
| OCRNet  | HR48v2   | [42]   | CE   | 56.2      |             |
| OCRNet  | HR48v2   | ours   | 56.5 | (+0.3)    |             |
| OCRNet  | HR48v2   | LC+Mem | 57.2 |           |             |

Swin-S by +0.7% and +0.8% respectively. Our approach with HRNet and OCRNet, did not significantly improve mIoU on the test set but in both cases outperforms baselines reported in [33,42] in terms of IoU and IoU-Cat (Table 4(b)) by notable margins. This can be attributed to our sampling approach, that balances loss contributions from all present classes (Sec. 3.3) and the fact that our loss enhances the discriminative power of features at multiple scales, as exemplified in Figure 4.

On Pascal-Context, adding our loss to HRNet leads to +1.3% and a small improvement for OCRNet (Table 5) while doing so on the method of [25], on CadIS results in state-of-the-art performance, especially favouring the rarest of classes, respectively for tasks 2 and 3, by +1.0% and +1.2%, when combined with the Lovasz loss, and by +3.1% and +5.2% when combined with CE. While the mean mIoU is a standard metric for assessing semantic segmentation, focusing it over the rarest classes is crucial to assess long-tailed class performance. This is especially important in the surgical domain where collecting data of rarely appearing tools, under real surgery conditions, can be particularly difficult.

6 Conclusion

We presented an effective method for supervised contrastive learning both at multiple feature scales and across them. Overall, we showcased significant gains for most of the strong CNN and Transformer-based models we experimented with on 4 datasets. Notably, our approach achieved maximal gains on the challenging ADE20K dataset, which contains a large number semantic concepts (150 classes), where the recognition component of segmentation greatly benefits from the class-aware clustered feature spaces of our method.
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