ABSTRACT

Objective. This paper presents an overview of existing artificial intelligence tools to produce systematic literature reviews. Furthermore, we propose a general framework resulting from combining these techniques to highlight the challenges and possibilities currently existing in this research area.

Design/Methodology/Approach. We undertook a scoping review on the systematic literature review steps to automate them via computational techniques.

Results/Discussion. The process of creating a literature review is both creative and technical. The technical part of this process is liable to automation. Based on the literature, we chose to divide this technical part into four steps: searching, screening, extraction, and synthesis. For each one of these steps, we presented practical artificial intelligence techniques to carry them out. In addition, we presented the obstacles encountered in the application of each technique.

Conclusion. We proposed a framework for automatically creating systematic literature reviews by combining and placing existing techniques in stages where they possess the greatest potential to be useful. Despite still lacking practical assessment in different areas of knowledge, this proposal indicates ways with the potential to reduce the time-consuming and repetitive work embedded in the systematic literature review process.

Originality/Value. The paper presents the current possibilities for automating systematic literature reviews and how they can work together to reduce researchers’ operational workload.
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1 INTRODUCTION

Remarkably, scientific production keeps growing at an accelerated rate. According to Johnson et al. (2018), in August 2018, there were 33,100 active English-language peer-reviewed journals, which published together 3 million papers per year, resulting in annual growth of approximately 5%. Given this high amount of publications, writing literature reviews is extremely time-consuming since it requires analyzing a large number of texts. Although information technology tools have facilitated access to a myriad of journals worldwide and have made the search process more streamlined, the human effort to find potentially valuable information within a document when a large number of text files is retrieved is still too high. According to Wallace et al. (2010), an experienced reviewer can evaluate an average of two abstracts per minute. In the case of more complex topics, each abstract may require more minutes to be evaluated. It is noteworthy that sometimes it may be necessary to read hundreds or thousands of abstracts just to select the initial group of relevant papers. The evolution of artificial intelligence (AI) techniques observed in recent years, especially in the subarea known as natural language processing (NLP), allows us to envisage scenarios in which these modern techniques and their associated tools can be used to enhance the process of creating literature reviews, from an automatic composition approach (Silva Júnior & Dutra, 2021).

Through a scoping review (Munn et al., 2018), this paper aims to present an overview of the current scenario of applying AI techniques to create literature reviews automatically. Furthermore, we propose a framework resulting from combining these techniques to highlight the existing challenges and possibilities in this research area. The paper is structured as follows: in section 2, we discuss the automatic creation of systematic literature reviews. In section 3, we present and discuss related works and the paper’s background and motivations. In section 4, we present the proposed framework. In section 5, we further depict the framework’s internal structure. Finally, in section 6, some conclusions and perspectives for future work are given.

1.1 Automatic creation of systematic literature reviews (SLR)

Before automating a systematic literature review (SLR) process, it is necessary to know how it is manually conducted. Systematic reviews are a widely used method to reliably gather research results. As a research method, systematic reviews are undertaken according to explicit procedures. The term “systematic” distinguishes them from reviews undertaken without clear and accountable procedures (Gough et al., 2012).

According to Grant and Booth (2009), the SLR seeks to gather all available knowledge on a given topic to guarantee transparency in reporting their methods to facilitate other researchers to replicate that process (Jonnalagadda et al., 2015). SLR also helps identify research gaps to develop new ideas. Together with the SLR, there are other types of literature reviews whose objectives differ somehow. Grant and Booth (2009) provide descriptive insight into the 14 most common types of reviews, for example, scoping and state-of-the-art reviews. Scoping review provides a preliminary assessment of the potential size and scope of available research literature. It aims to identify the nature and extent of research evidence, usually including ongoing research (Grant & Booth, 2009). A state-of-the-art review mainly considers the most current research on a given area or topic. It often summarizes current and emerging
trends, research priorities, and standards in a particular field. This review aims to provide a critical survey of the extensive literature produced in recent years and synthesize the current thinking in the area. It may offer new perspectives on an issue or point out an area that needs more research (Dochy, 2006). In addition, there is the generic term “literature review,” i.e., a non-systematic literature review that aims to provide a summary or overview about a particular topic. In contrast, an SLR aims to answer a specific research question (Davis, 2016).

There is no consensus regarding how many steps the SLR can be divided into. Several different proposals in this regard can be found in the literature. While some authors propose only three steps, others, like Tsafnat et al. (2014), suggest 15 steps. This work considers the four steps described next. This decision proved to be capable of separating distinct tasks without generating an excessive number of steps or group tasks that are poorly related to each other within the same step. This facilitates the process of developing automated tools specific to each step. According to Ananiadou et al. (2009), the following steps are usually part of a review process:

1. **Searching**: Extensive searches are carried out to locate as much relevant research as possible according to a given query. These searches include scrutinizing electronic databases, scanning reference lists, and searching for published literature.

2. **Screening**: It narrows the search scope by reducing the collection to only the documents relevant to a specific review. The aim is to highlight key evidence and results that may impact the policy.

3. **Mapping**: The Evidence for Policy and Practice Information and Co-ordinating Centre (EPPI-Centre) has pioneered the use of “research maps” to understand research activity in a given area, engage stakeholders, and identify priorities concerning the review focus.

4. **Synthesizing**: It correlates evidence from a plethora of resources and summarizes the results.

The process of preparing a systematic review is both creative and technical. It is worth mentioning that there is a natural dichotomy of tasks: creative tasks are performed to develop the core question to be answered and the protocol to be applied. In contrast, technical activities can be performed automatically following exactly the applied protocol (Tsafnat et al., 2014).

There are some standards for developing systematic reviews in a traditional way that can serve as guides for the automation process, such as the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement and the PICO (Patient, Intervention, Comparison, and Outcome) framework. PRISMA consists of a checklist with 27 items and a four-step flowchart to help authors improve the reporting of systematic reviews and undertake meta-analysis. It is focused on randomized trials, but it can also be used as a basis for reporting SLR from other types of research, particularly intervention evaluations. PRISMA may also be useful for the critical appraisal of published SLR (Moher et al., 2009). Regarding the PICO framework, according to Davis (2016), it can be used to develop a well-formulated research question with a clear statement of objectives. The JAMA User’s Guide to the Medical Literature (Guyatt et al., 2015) defines PICO as an expanded version of the original format:
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• P = Patients or Population. Who are the relevant patients?
• I = Intervention(s) or Exposure(s). What are the management strategies we are interested in comparing or the potentially harmful exposures we are concerned about?
• C = Comparator. There will always be both an experimental intervention or putative harmful exposure and control, alternative, or comparison intervention for issues or therapy, prevention, or harm.
• O = Outcome. What are the patient-relevant consequences of the exposures in which we are interested? We may also be interested in the consequences to society, including cost or resource use (Speckman & Friedly, 2019).

Some other standard models worth mentioning are PEO (Patient, Exposure, and Outcome) and PIO (Patient, Intervention, and Outcome). They are used to formulate the inclusion and exclusion criteria defined to select relevant studies to answer the research question (Davis, 2016).

1.2 Background and related works

Since the production of the SLR is both creative and technical, it is expected that all stages considered technical are subject to automation. Indeed, the idea of automating the steps of a systematic review is not exactly new. According to Jonnalagadda and Petitti (2013), the first paper that recommended the usage of machine learning (ML) for this purpose was published in 2005. From that year on, several works were published regarding computational techniques in each of the SLR stages. One good way to observe the evolution of this idea is by reading systematic reviews published on this subject. For example, in 2015, while Jonnalagadda et al. (2015) published a review that exclusively covers data extraction works in SLR, while O’Mara-Eves et al. (2015) dedicated to reviewing papers related to automatic identification of relevant studies.

The text mining methods considered most relevant to support systematic reviews are automatic term recognition (ATR), text clustering, text classification, and text summarization (Thomas et al., 2011). Moreover, there are also many software applications specifically developed to assist during the production of systematic reviews. The SR Toolbox ⁵ website provides, for example, a list of various available tools for supporting systematic literature reviews. Therefore, to look for gaps or opportunities to optimize processes and support the proposed framework, it is necessary to know the existing tools to assist in the automatic generation of SLRs. It is also worth emphasizing that it is out of the scope of this work to indicate whether the existing systems could be improved. In addition, we highlight that all the technical steps of the review process can be automated using computational techniques to reduce the human workload.

After defining the research and the inclusion criteria, the first technical stage of an SLR is the search for correlated studies. Ideally, 100% of the existing studies on the topic should be retrieved. Text mining can help by suggesting possible query terms. Even if the researcher has already found some documents that meet his/her inclusion criteria, he/she can always use a term recognition service that suggests new terms and concepts be used in a new query (Thomas et al., 2011). According to Ananiadou et al. (2009), term extraction improves the search strategy by creating additional metadata that can increase accuracy by automatically identifying key phrases, concepts, or technical terms, within the documents. The improvement in the set of search terms can expand the coverage of the results, which may be sufficient in
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⁵ http://www.systematicreviewtools.com/
cases where the object of study is specific. Thus, the number of papers retrieved is relatively small, but the entire literature is covered. In some other cases, the number of papers retrieved is extremely high, making it even more challenging to find works relevant to the subject being searched. Consequently, it is possible to think about methods that can be applied to the set of retrieved papers to find those relevant.

In a systematic review, the term *screening* refers to the manual process of sifting through, at times, thousands of titles and abstracts that are retrieved from database searches. To improve reliability, the titles and abstracts are often screened by two people. This is a very labor-intensive task and adds considerably to the review’s cost and time (Thomas et al., 2011). This is a stage where machine learning techniques can be very useful by filtering not only titles and abstracts but also full texts. Khabsa et al. (2016) say that the first study to consider this possibility was by Cohen et al. (2006). According to Thomas et al. (2011), there are two ways to use text mining to automate this step: the first aims to prioritize the list of items for manual screening so that the studies at the top of the list are those most likely to be relevant; the second one uses the studies manually labeled (included/excluded) as a training dataset so that the system can “learn” to classify the other works automatically. Conducting this step in a semi-automatic manner can bring many benefits to the researcher. However, Marshall and Wallace (2019) highlight that the main limitation of the automatic screening of abstracts is that it is unclear at what point it is “safe” for the reviewer to interrupt the manual screening. Even systems that, instead of providing a definitive and dichotomous classification, provide classifications based on probabilities are not free from the risk of loss. For example, a paper that has received a low probability may be relevant. If a researcher chooses to stop screening at a certain probability threshold, this paper may not be included in the results.

Another way to find relevant studies to a literature review is by citation mining. For example, the study of Belter (2016) proposes a method to systematically mine the various types of citation relations between papers to retrieve documents related to the topic searched by a specific systematic review. The author’s proposal is conceptual and was conducted manually. This method, according to this author, despite having potential for automation, had some limitations related to the available database APIs that made it impossible to create a computational algorithm at that time. However, the existing database APIs provide more and more information about the indexed papers, making it possible to write algorithms that can automatically retrieve related papers through the citation mining technique. Moreover, Sarol et al. (2018) stress that it is possible to integrate the aforementioned content-based methods with the citation-based methods to create a more efficient model for retrieving relevant papers.

Once the relevant studies are identified and retrieved, the next step is to extract the useful information present in each one of them. According to Tsafnat et al. (2014), extracting data from texts is one of the most time-consuming tasks in a systematic review. Therefore, there are already several works whose objective is to automatically extract data from texts. According to Marshall and Wallace (2019), when considered specifically reviews of the randomized controlled trial (RCT), there are only a few platform prototypes that make these technologies available, such as ExaCT 6 (Kiritchenko et al., 2010) and RobotReviewer 7. The NaCTeM (the United Kingdom National Center for Text Mining) has developed several
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systems that use structured models to extract concepts such as genes and proteins from texts for basic science reviews. Since the desired information can be present in several paper sections, extracting it can become a complex cognitive task. Consequently, even partial automation can reduce the time required to complete this task, as well as reduce errors and save time (Tsafnat et al., 2014).

One obstacle to achieving better data mining models is the lack of training data. ML systems need a dataset with manually assigned labels to adjust model parameters. However, associating labels with individual terms in documents to enable training data-extraction models is an expensive task. EXaCT, for example, was trained on a small set (132 in total) of full-text papers. RobotReviewer was trained using a much larger dataset, but the ‘labels’ were semi-automatically induced, using a strategy known as ‘distant supervision.’ This means the annotations used for training were imperfect, thus introducing noise to the model (Marshall & Wallace, 2019). Recently, Nye et al. (2018) released the EBM-NLP dataset, which comprises about 5000 abstracts of RCT reports manually annotated in detail. This may provide training data helpful for developing data extraction models (Marshall & Wallace, 2019).

The last SLR step that text mining techniques can assist is information synthesis. According to Marshall & Wallace (2019), although the software tools to support the synthesis of revision data have been around for a long time (especially for performing meta-analyses), the methods for automating it are beyond the capabilities of ML and NLP. Furthermore, it is also possible to think about ways to automatically summarize the texts selected for review by extracting information from the full texts of the papers and not just from their abstracts. For this, there is the technique that creates automatic text summaries. According to Mani (2001), this technique either generates a summary for a single document at once or for multiple documents together (MDS - multi-document summarization) by extracting the most relevant information found within the texts. Automatic summarization is quite important in systematic review processes, as it condenses the information that was discovered and classified and thus provides a solution to the information overload problem (Thomas et al., 2011).

The use of MDS methods offers the benefits of reducing the overwork on the reviewer, as well as enabling an overview of a body of research. However, the proper place and use of such summarization must be established to offer the greatest benefit regarding the current state of the art. This is partly an issue for a system designer and partly an issue of training and experience for the reviewer. Thus, running an MDS on a large collection of texts from many domains on many subjects would probably not be a useful exercise and would indicate a lack of understanding about getting the most from summarization. However, if the reviewer has previously produced a cluster or a classification of documents, it makes sense to apply the MDS since documents in a cluster or class can reasonably be expected to have something in common. Consequently, the results would be meaningful (Thomas et al., 2011).

Finally, natural language generation (NLG) technologies can automatically write review-specific paragraphs, such as describing the types of documents retrieved, evaluation results, and summary of the conclusions (Tsafnat et al., 2014). Currently, existing techniques are not able to produce perfect texts like those written by humans. However, the automatically generated text can serve as a basis for the text to be written manually by reviewers, e.g., avoiding errors in data transfers from multiple sources. Importantly, this kind of technology still has a lot to be improved. Thereby, researchers should be aware of the emerging new text generation methods in search of more integrated tools to automate systematic reviews.

Unlike the studies aimed to automate individual SLR steps, such as the works of Ros et al. (2017) and Marcos-Pablos and García-Peñalvo (2018), some others propose simultaneous
automation of multiple SLR steps. This second group of proposals is closer to ours, as they work with an overview of the entire process. Pulsiri and Vatananan-Thesenvitz (2018) presented the results of two systematic literature reviews. In one of them, the SLR and automation were researched, while in the other one the SLR and bibliometrics. They both centered on finding tools and methods to support the reviewing process by proposing a framework that divides SRL into four stages and integrates automation and bibliometric tools into this process. Although this work also considers four steps similar to ours, the proposed steps set is different from the one presented here. Besides, there is a difference in terms of focus and level of detail.

Van Dinter et al. (2021) performed a systematic review of the literature on studies about SLR automation to collect and summarize the current state of the art. Their study is the first systematic literature review on automating systematic literature reviews, focusing on all stages of the SLR, including NLP and ML techniques from a retrospective approach. Finally, Felizardo and Carver's work (2020) conducted a (non-exhaustive) literature survey to describe strategies and tools to support or automate the SLR process or its tasks. Notwithstanding, there are some differences between the two proposals. Felizardo and Carver (2020) do not specify the type of tool to be considered in their research, while our work focuses on AI-based tools. That is, our work is more generalist regarding the application area, while Felizardo and Carver's (2020) focuses on specific reviews in the software engineering area. Another difference has to do with the number of steps proposed for automating the SLR. Felizardo and Carver (2020) propose five; while in our framework four are defined. In the end, this study is more oriented to the supporting tools, thus it presents more technical details than the aforementioned proposals.

2 A FRAMEWORK FOR CREATING SYSTEMATIC LITERATURE REVIEWS

Figure 1 shows the proposed framework for combining several techniques used by different projects to automatically generate a systematic literature review. We aimed to indicate what should be the focus of researchers on AI when they are going to work within this theme. Disregarding the steps that naturally involve a creative process and, consequently, must be performed by humans, the next paragraphs focus on the operational tasks that are part of the reviewing process. This framework shows not only a sequence of technical steps required for creating an automatic literature review but also the respective AI techniques that can be useful in each step. In addition, Table 1 details and justifies the use of the techniques chosen to compose the proposed framework.
It is important to emphasize that this paper does not intend to provide strict rules of how an SLR should be automated nor to indicate specific tools or technologies for that purpose. Instead, the objective here is to highlight, based on the scientific literature on this topic, the stages of the literature review framework with the greatest potential for automation, namely: searching, screening, extraction, and synthesis.

In the searching step, computational techniques can help suggest terms to maximize the number of documents retrieved (increase recall) or minimize the number of unrelated papers (increase precision). However, the human operator remains essential to carry out the process. Thus, this step is considered to have a medium automation potential. Despite that, some works found in the literature propose techniques with great potential for increasing automation in this stage (Scells & Zucon, 2018; Scells et al., 2020; Marcos-Pablos & Garcia-Peñalvo, 2018). Machines usually perform this task better than humans do. Besides, scientific databases are increasingly providing structured data on references, which facilitates the automation process. In addition, it is possible to work on the direct extraction of references from papers (i.e., PDF files). Therefore, this is a step that deserves more attention and investment from researchers.

As for the screening stage, we consider that it still has a low potential for automation currently. Converting texts into vectors while preserving semantic relations is still incipient, among other causes, due to the small number of positive training examples available. Text classification methods are extremely dependent on a good conversion of texts into vectors since the extraction of text characteristics highly impacts their classification accuracy. Usually, ML-based classification methods depend on training data to ‘learn’ patterns. In systematic reviews, the number of papers labeled as ‘included’ is less than the size of the set of ‘excluded’ papers, making it difficult to properly adjust ML-based models due to this set imbalance. Furthermore, as previously mentioned, given the risk of losing potentially relevant papers during the screening stage, researchers may not feel secure in delegating the exclusion of much of the retrieved papers to an automatic classification process. Thus, we believe it is still necessary to develop new methods for extracting more precise text
characteristics so that it is possible to consider that automatic sorting as a secure time-saver for researchers.

The extraction and synthesis steps present a great potential to be automated. In these stages, computational techniques operate by extracting and organizing important information from texts. Various techniques for extracting certain data from texts are being developed and applied at this stage of the automatic creation of literature reviews. Especially for medical reviews, which are already more standardized, there is great potential for applying these techniques. Nevertheless, as natural language processing keeps evolving, it is possible to imagine for the near future the extraction of texts for automatically creating literature reviews to be applied to some other areas of knowledge, such as the social sciences.

| Technique | Inputs | Outputs | Main Approaches | Contribution to Automating SLRs |
|-----------|--------|---------|----------------|-------------------------------|
| Query expansion | Search terms | Optimized Boolean query | Conceptual or statistic approach | Used to increase recall (more comprehensive search) or increase precision (better-targeted search) of search results |
| Term extraction | Seed documents | Technical terms | Statistical measures | Improves the search strategy by creating additional metadata that can increase accuracy by automatically identifying key phrases, concepts, or technical terms, within the documents |
| Text clustering | Abstracts or full texts | Texts grouped by similarity | General clustering algorithms and Topic Modeling | Facilitates the identification of papers that have similarities to each other |
| Text classification | Abstracts or full texts | Papers classified as “relevant” or “irrelevant” | Machine learning-based classifiers | Selection of abstracts or full texts relevant to the review. A part of the database must be labeled to train the classifier |
| Citation mining | Reference metadata | Citation graph (or network) | Named Entity Recognition, Built-in citation mining tools (e.g., Google Scholar API), Citation mining databases (e.g., CrossRef API) | Finds more relevant papers based on citations in the relevant articles already identified |
| Information extraction | Full text of relevant papers | Important information from each paper | Rule-based approach, Machine learning, Deep learning, and Hybrid approaches | Extracts relevant information from scientific papers |
| Visualization | Full text of relevant papers | Important information | Visual Text | Presents the information in a visual format |
Table 1. Conceptual details to justify the use of the techniques chosen to compose the proposed framework.

| Technique                          | Inputs                                           | Outputs                                      | Main Approaches | Contribution to Automating SLRs                                                                 |
|------------------------------------|--------------------------------------------------|----------------------------------------------|-----------------|------------------------------------------------------------------------------------------------|
| Multi-document summarization       | Full text of relevant papers                     | Summaries with the most important information from each paper | Multi-objective optimization | Produces summaries with the most important information contained in the papers considered most relevant to the review |
| Natural language generation        | Full text of relevant papers                     | Human-understandable texts                   | RNN and LSTM    | Writes specific review paragraphs, such as describing the types of the retrieved documents, evaluation results, and summary of the conclusions |

3 DISCUSSION

This section aims to give further details on the computational techniques applied to automate each step of the proposed framework.

3.1 Searching

At this stage, computational techniques are used to increase recall (more comprehensive search) or increase precision (better-targeted search) of search results (Tsafnat et al., 2014). In addition, an automated system can assist the researcher by suggesting synonyms or related keywords to expand the coverage of the results.

As previously mentioned, many studies focus on reducing the workload on the screening step by applying machine learning techniques. However, according to Scells and Zuccon (2018), the search query can have a much more significant effect on screening workload reduction simply by reducing the number of studies retrieved. However, developing queries is challenging and time-consuming (Bullers et al., 2018; Golder et al., 2008). SLR seeks to identify and synthesize all relevant studies available on a given topic. To find these papers, queries are usually made in scientific databases through Boolean operators (AND, OR, NOT) searching for terms present in the title, abstract, and keywords. However, a query is far from the optimal result when it retrieves more papers than necessary, i.e. when the number of false positives (irrelevant papers) is much greater than the number of true positives (relevant papers) (Scells et al., 2020). The automation of query generation in SLR has not been widely explored. Recently, efforts have been made to automate information specialists’ processes to develop Boolean queries (Scells et al., 2020). Scells et al. (2020) present fully automatic computational adaptations of two manual approaches developing queries that information specialists employ. A first manual approach is a conceptual approach (Hausner et al., 2012), where a query is developed by identifying high-level concepts and finding synonyms for those concepts. The objective approach is the second one (Clark, 2013), where a query is developed by identifying and classifying terms using a statistical approach.

The conceptual approach is the most commonly used approach to develop Boolean queries
for SLR-like researches. Under this approach, several high-level concepts are identified, either from seed studies or through initial searches, representing the research question of the review. These concepts are often categorized using the PICO question scheme. Once the topic experts have identified the high-level concepts used to develop the research, they use their experience and a range of tools to help them identify synonyms and keywords related to their high-level concepts (Scells et al., 2021).

The objective approach is a relatively recent approach to developing Boolean queries for SLRs. The steps in this query development method are more well-defined than the conceptual approach, and, therefore, it is easier to simulate this method computationally. It involves the use of statistical methods to identify which terms should be added to the query. This approach uses seed papers to identify terms and evaluate the effectiveness of the terms (Scells et al., 2021).

The work Scells et al. (2021) compared computational implementations of the two aforementioned approaches (conceptual and objective). The results indicated that no automatic formulation method performed better than the queries elaborated manually, which shows that the elaboration of automatic queries still has a lot to evolve.

### 3.2 Screening

The screening step is one of the most explored in the literature (van Dinter et al., 2021). At this stage, the main idea is to train a machine learning model to classify papers as relevant or irrelevant (binary classification) to a particular research question. Several classifiers can be used, and they all depend on a reliable feature extraction to perform well. Furthermore, as this process is a classification of textual data, feature extraction of these texts must be carried out so that the classifier can assess the similarity between them. Therefore, before addressing the screening itself, it is necessary to know the basics of text feature extraction methods.

Most existing semi-automatic citation screening methods adopt unsupervised document representation techniques, such as bag-of-words (BoW), to address an inherently supervised classification task (Kontonatsios et al., 2020). BoW is one of the most well-known methods of selecting textual features that have already been widely adopted by semi-automatic citation sorting methods (Cohen et al., 2006; Wallace et al., 2010). In the BoW model, each document is represented as a sparse and high-dimensional feature vector. Each dimension of the vector corresponds to words or phrases that occur in the document (Kontonatsios et al., 2020). A limitation of the BoW model is that the resulting feature vector consists of a large number of words, so the model is associated with increased memory and computational costs when applied to large-scale systematic review datasets (Forman, 2003). In a multi-document scenario, a large number of vector positions are set to zero, which also contributes to increasing the computational cost. Despite being easy to implement and interpret, one-hot-encoding models (such as BoW) are known for not considering the order or semantics of words (Le & Mikolov, 2014). An alternative is to use the paragraph vector (PV) method. The PV model is a feature extraction method based on a neural network that follows a distributional semantics approach to better account for the words and document semantics. More specifically, the PV model trains a shallow neural network, consisting of a hidden layer, maximizing the conditional probability of a word given the context and the document in which it appears (Kontonatsios et al., 2020).

Once defined the method for extracting features from the texts, the next step is to classify the papers as relevant or irrelevant for the review using one of the available classifiers. The system works by receiving abstracts of papers classified as relevant or irrelevant by the
A human operator to build a training base for the automatic classifier. Thus, the system “learns” to classify the other abstracts that the user has not yet read. Figure 2 presents a generic scheme of how the screening stage works using the active learning approach. Figure 3 shows a more specific operating scheme: an automatic paper prioritization system using the SVM classifier.

A problem in this type of classification is that there is an imbalance of classes, i.e., the number of relevant papers is always much less than the number of irrelevant papers. Therefore, to work with automatic screening, the system designer needs to consider methods to promote class balancing to avoid loss of classification accuracy.

In addition to the supervised and unsupervised learning paradigms, there is a third paradigm known as reinforcement learning (RL). This kind of learning refers to an actor or agent that interacts with its environment and modifies its actions, or control policies, based on stimuli received in response to its actions. This is based on evaluative information from the environment and could be called action-based learning. RL implies a cause-and-effect relationship between actions and their consequences.
relationship between actions and reward or punishment (Lewis & Vrabie, 2009). It implies goal-directed behavior at least insofar as the agent understands reward versus lack of reward or punishment. Reinforcement learning problems have three characteristics that distinguish them from others: (1) the problem is closed-loop; (2) the learner does not have a tutor to teach it what to do, but it should figure out what to do through trial-and-error; and (3) actions influence not only the short-term results but also the long-term ones (Sutton & Barto, 2018). We can mention industry automation, robotics, and self-driving vehicles as examples of this type of problem. The problems encountered in automating systematic reviews do not possess these characteristics. We also could not find applications of reinforcement learning literature in this research area.

3.3 EXTRACTION

The data extraction step is also time-consuming. In this way, the idea of building a model to automate this task is handy. According to Jonnalagadda et al. (2015), there is still no unified framework for extracting SLR data. In particular, NLP techniques have not been fully or partially exploited to automate this task (Aliyu et al., 2018). Despite this, it is possible to define PICO elements, which originated in the medical field, as potentially relevant information to be extracted from scientific papers. This information set can be adapted to other knowledge areas and serve as a basis for information extraction systems. Methods for extracting information from texts can be stratified into four categories: rule-based, traditional machine learning (non-deep learning variations), deep learning, or hybrid approaches (Fu et al., 2020). One particular advantage of using rule-based approaches is that this solution provides reliable results in a timely and low-cost manner, given the benefit of not needing to manually annotate a large number of training examples (Wang et al., 2018). Based on specific tasks, the combination of rules and well-curated dictionaries can lead to promising performance. Creating the ruleset is iterative and requires manual effort (Fu et al., 2020).

According to Fu et al. (2020), advances in processing methods have revitalized interest in statistical machine learning approaches for NLP, for which the non-deep-learning variants are typically referred to as “traditional” machine learning. Although feature engineering can be complex, the ability to process and learn from large document corpora greatly reduces the need to manually review documents and provides the possibility of developing more accurate models. However, in contrast to deep learning methods that learn from the text in the sequential format in which it is stored, traditional machine learning approaches require more human intervention feature engineering.

Deep learning is a subfield of machine learning that focuses on the automatic learning of features in multiple levels of abstract representations (LeCun et al., 2015). According to Fu et al. (2020), the algorithms are largely focused on neural networks such as recurrent neural networks (RNN), convolutional neural networks (CNN), and transformers (Vaswani et al., 2017). Nevertheless, there are a few other niche approaches. In contrast to traditional machine learning paradigms, deep learning minimizes the need to engineer explicit data representations such as bag-of-words or n-grams.

Finally, hybrid approaches combine rule-based approaches and machine learning in the same system, offering the advantages of both and minimizing their respective weaknesses. These two architectures are named either terminal hybrid approaches or supplemental hybrid approaches, depending on how these traditional machine learning approaches have been leveraged. In a terminal hybrid approach, rule-based systems are used for feature extraction. The outputs became features used as input for the ML system, and the ML system is then
a terminal step that selects optimal features. In supplemental hybrid approaches, machine learning approaches are used to patch deficiencies in extracting entities that have poor performance when extracted by purely rule-based approaches (Fu et al., 2020).

Another way to facilitate the extraction of relevant information from scientific papers is by using information visualization. This is considered an emerging multidisciplinary field that comprises visual representations of abstract data to facilitate communication and assist in exploring and analyzing information (Steele & Iliinsky, 2010). The benefits of information visualization applications are related to the exploration of human vision. One of the strongest visualization points is the human ability to visually process information much faster than verbally. It is possible to condense a larger amount of data in a single view, and the visualization process involves the human sense with greater capacity to capture information per unit of time (Few, 2009).

Due to the complex tasks involved in mining textual corpora, information visualization techniques should play a central role in improving the performance of the text analysis process. In visual text mining (VTM), multi-disciplinary approaches are gathered to allow users to understand general structure and local trends in complex sets of documents (Lopes et al., 2007). In an SLR, the information visualization can be used to graphically present documents grouped according to the similarity between their contents. It can also be useful in presenting the citation network by indicating papers that cite and are cited by others. In this way, the author can browse through the information presented and use his/her judgment criteria to select the relevant information.

### 3.4 Synthesis

Information synthesis is the last potential SLR step for automation, which document summarization can carry out. Summarization can be classified in several ways. Based on the number of documents, single and multi-document summarization are considered two important summarization categories. In the single-document summarization process, the summary of only one document is generated, while in the multi-document summarization, many documents are used to generate the summary. Consequently, multi-document summarization is an extension of single-document summarization. However, summarizing many documents is more complex than summarizing just one document, mainly due to redundancy. Some systems face this problem by initially selecting the sentence at the beginning of the paragraph and then measuring the similarity with the next sentence. If that sentence consists of relevant and new content, only then that sentence is selected (Sarkar, 2010).

Summarization can also be classified as extractive or abstractive (Gambhir & Gupta, 2017). A summary generated by the extractive method is formed by a set of relevant sentences extracted from the original document. The summary size depends on the compression ratio. It is a simple and robust way of summarizing. Scores are assigned to each sentence, and those that receive the highest values are selected to compose the summary. On the other hand, abstractive summarization produces an abstract that includes words and phrases different from those present in the original document. Therefore, this summary consists of ideas and concepts from the original document reinterpreted and presented differently. This method requires extensive natural language processing. Thus, the abstractive summary is much more complex than the extractive. Consequently, due to its greater computational viability, extractive summarization has become a standard in document summarization (Gambhir & Gupta, 2017). According to Gambhir & Gupta (2017), summaries are classified into indicative and informative summaries based on the output style. Indicative summaries tell what the
document is about. They provide information about the document topic. On the other hand, while covering the topics, informative summaries provide the whole information in elaborated form.

The summary task can be supervised or unsupervised. The supervised method requires data for model training, i.e., large amounts of previously labeled data. These systems deal with the problem as a binary classification at the sentence level. That is, the sentences belonging to the summary are classified as positive samples, and the sentences that do not belong to the summary are classified as negative samples (Song et al., 2011; Chali & Hasan, 2012). Several classifiers can perform the classification, such as SVM, decision trees, or neural networks. On the other hand, the unsupervised method does not require data for training, and the summary is generated only based on the target documents. These models apply heuristics to extract the most relevant sentences to generate summaries. Clustering is the technique used in unsupervised systems (Gambhir & Gupta, 2017).

There are several extractive approaches for document summarization. In Gambhir and Gupta's work (2017), it is possible to find several of these approaches, such as statistics, topic-based, graph-based, and speech-based. However, the focus of this work is the summary approaches that involve AI to be applied to systematic reviews. The SLR is inherently a multi-document summarization since it needs to extract information from various scientific papers. Due to its greater viability, it is possible to consider the extractive summarization approach. Therefore, it is considered the extractive, informative, and unsupervised multi-document summarization in the specific case of SLRs. Because in most situations, it is not possible to use previously labeled data to train the models. In this case, according to Alguliev et al. (2013), document summarization, especially of multiple documents, is in its essence a multi-objective optimization problem, i.e., it requires the optimization of more than one objective function. It is expected that a good summary, as a whole, possesses extensive coverage of the key contents presented in the documents, minimal redundancy, and smooth connection among sentences. Huang et al. (2010) consider the four objectives: information coverage, information significance, information redundancy, and text cohesion. Thus, optimization algorithms can be used to perform the creation of multiple-document summaries. Among these, we can highlight Genetic Algorithms (GA) (Neduncheli et al., 2012), Differential Evolution (DE) (Mishra et al., 2021), and Particle Swarm Optimization (PSO), among others (Rautray & Balabantaray, 2017).

Another useful option for the information synthesis step is the natural language generation (NLG). Reiter and Dale (1997, p. 1) state that: “NLG is the subfield of AI and computational linguistics that is concerned with the construction of computer systems that can produce understandable texts in English or other human languages from some underlying non-linguistic representation of information.” According to Reiter and Dale (1997), it is possible to say that there are six basic types of activities that need to be carried out from the input data to the final output text in an NLG system:

1. Content determination, which is deciding what information the text will communicate.
2. Discourse planning, which consists of imposing order and structure on the set of messages to be transmitted.
3. Sentence aggregation, which is the process of grouping messages into sentences.
4. Lexicalization, which decides which specific words and phrases should be selected to express the domain concepts and relationships that appear in the messages.
5. Referring-expression generation, which is selecting words or phrases to identify domain entities.
6. Linguistic realization, which consists of applying grammatical rules to produce a final text.
that is correct from an orthographic, morphological, and syntactic point of view. There are several ways to build an NLG system that performs the tasks described above. According to Das and Verma (2020), the simplest approach is to create a module for each task and connect them via a one-way pipeline. However, present a pragmatic architecture that groups the tasks presented in three modules: text planning, sentence planning, and linguistic realization (Figure 4).

According to Das and Verma (2020), automated long content generation is a difficult task, as maintaining consistency becomes more challenging with increasing text length. Like RNN (Recurrent Neural Networks) and LSTM (Long Short-Term Memory), neural network architectures are widely used for a content generation due to their ability to learn in the entire textual context. Islam et al. (2019) consider that the LSTM network is a particular type of RNN. A recurrent neural network is an artificial neural network that attempts to model sequence or time-dependent in regular behavior. It is worth emphasizing that neural network architectures are not unique to be used with unsupervised learning. In an SLR, texts from papers that are part of the review can be used as input to train models capable of predicting coherent word sequences to assist the SLR author in writing specific text parts.

![Figure 4. NLG tasks and architecture according to Reiter and Dale (1997).]
4 CONCLUDING REMARKS

Automating systematic literature reviews is a promising field of research since the number of scientific papers published grows every year. This growing total of available texts makes the human work of writing systematic reviews of the scientific literature quite challenging. For this reason, the development of computational tools to help researchers in this task continues to arouse the scientific community's interest. However, it is essential to highlight that, due to the numerous limitations of existing computational techniques, there are still no definitive/standardized tools to help the automatic creation of systematic literature reviews. We believe that the development of computational models that will reduce the human workload, especially during the operational stages of the SLR, can provide more agility to generating scientific knowledge. Aiming for such a goal and through a scoping review, this work has identified some existing initiatives and brought them together in a framework representing the most common steps and their associated techniques toward the automatic creation of an SLR. Our purpose was to propose an action plan that could be used as a reference by AI researchers.

Although some techniques to facilitate the reviewer's work have been identified, the literature found only presents specific/partial solutions for certain steps in constructing a systematic review. For example, despite being quite handy at some steps, supervised methods face a lack of data for training; consequently, these techniques have less potential for automating SLRs. As for unsupervised methods, these are more promising. Moreover, summarizing, visualizing, and clustering documents are examples of tasks that can help researchers deal with a large number of publications without relying on previously labeled databases for training their models. Document clusters also facilitate the task of automatically creating summaries through specific techniques, such as MDS. With the help of visualization tools, the researcher can achieve better performance in the intermediate tasks of the review, such as identifying main and associated topics, paragraphs or key sections of the documents, excerpts with relevant contributions, as well as details about citations, authors, co-authors, affiliations, among others.

Despite the existing obstacles identified throughout this research, we believe that this is a path that has the potential to alleviate the repetitive work of researchers and direct them toward the tasks of this field more suited to the human intellect: creativity and sensitivity in the analysis of scientific knowledge.

As for future work, the computational implementation of the proposed framework will be carried out. Ideally, this implementation will mostly use unsupervised methods to avoid relying on training data, which remains very scarce. In addition, we intend to use existing algorithms to gather, extract and synthesize the information available in the literature that best suits the work scenario. Our final goal is to achieve a complete solution to automate the operational steps of a systematic literature review. As a subsequent step to this prototype, which is currently under development, we intend to test it in application scenarios from different areas of knowledge, with variations in the technique combinations, and make it available for researchers specialized in these areas to qualitatively evaluate the results obtained.
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