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Abstract

This paper considers the multi-dimensional consensus in networked systems, where some of the agents might be misbehaving (or faulty). Despite the influence of these misbehaviors, the benign agents aim to reach an agreement while avoiding being seriously influenced by the faulty ones. To this end, this paper first considers a general class of consensus algorithms, where each benign agent computes an “auxiliary point” based on the received values and moves its state toward this point. Concerning this generic form, we present conditions for achieving resilient consensus and obtain a lower bound on the exponential convergence rate. Assuming that the number of malicious agents is upper bounded, two specific resilient consensus algorithms are further developed based on the obtained conditions. Particularly, the first solution, based on Helly’s Theorem, achieves the consensus within the convex hull formed by the benign agents’ initial states, where the auxiliary point can be efficiently computed through linear programming. On the other hand, the second algorithm serves as a “built-in” security guarantee for standard average consensus algorithms, in the sense that its performance coincides exactly with that of the standard ones in the absence of faulty nodes while also resisting the serious influence of the misbehaving ones in adversarial environment. Some numerical examples are provided in the end to verify the theoretical results.
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1 Introduction

The past decades have witnessed remarkable research interest in networked systems. One of its fundamental focuses would be the consensus problem, which has been widely investigated in various applications including formation control of mobile robots (Olfati-Saber & Murray (2004), Raffard et al. (2004), Ren et al. (2007)), data fusion in sensor network (Moallemi & Van Roy (2006), Olfati-Saber & Shamma (2005)), etc. Given a set of autonomous agents (such as vehicles, sensors), it seeks a distributed protocol that the agents can utilize to reach a common decision/agreement on some value related to their initial states.

In these years, considerable attention has been paid to the development of consensus algorithms (Olfati-Saber et al. (2007), Ren et al. (2007), Wei & Ozdaglar (2012)). These protocols normally base on a hypothesis that every computing agent is trustworthy and cooperates to follow the algorithms throughout the execution. Nevertheless, as the scale of the network increases, it becomes difficult to secure every agent. On one hand, autonomous agents will communicate with each other to make control decisions. This opens the system to malicious attackers who might compromise the data on transmission channels. On the other hand, some agents may not be willing to follow the given rules if they weigh their private interests more than the public ones. It is reported that such misbehaving agents can either dictate the final consensus value, or prevent the network from reaching an agreement (Sundaram & Gharesifard (2018)).

Given the wide applications of consensus algorithms in
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safety-critical systems, the problem of resilient consensus has been investigated in the literature over decades, aiming to achieve an agreement among benign agents while avoiding being significantly influenced by the network misbehaviors. To this end, some works are proposed in order to identify and isolate the illegal components. For example, Pasqualetti et al. (2012) characterize the resiliency of linear consensus networks. Through a system-theoretic approach, the authors find that the network should be sufficiently connected for the faulty agents to be detected and identified. For the purpose of detection and isolation, one way is to construct a model-based detection system by using observers (Gallo et al. (2020), Shames et al. (2011), Silvestre et al. (2013, 2017), Yan, Guo & Wen (2020)). Specifically, one could reconstruct the process states and make a decision on possible misbehaviors based on the residuals generated by the observers. Alternatively, with lower computational cost, Ramos et al. (2020, 2021) propose resilient consensus algorithms which are capable of detecting and isolating the misbehaving agents within polynomial times.

Instead of detecting and excluding the faulty agents, another line of research focuses on developing resilient consensus algorithms which guarantee an acceptable system performance even in the presence of false data. Most approaches adopt the idea of simply ignoring the suspicious values. For example, Dolev et al. (1986) consider the consensus problem in a complete network, where an approximate agreement is desired in the presence of misbehaving agents. In order to overcome the effects of malicious nodes, a secure updating strategy is proposed. The essential idea is that each normal agent discards the most extreme values in its neighborhood and updates the state based on the remaining ones at any time. Such protocol has then inspired a family of algorithms, namely Mean-Subsequence Reduced (MSR) algorithm (de Azevedo & Blough (1998), Kieckhafer & Azadmaneshi (1994), Vaidya et al. (2012)), LeBlanc et al. (2013) modify MSR and present a Weighted Mean-Subsequence Reduced (W-MSR) algorithm. Different from that in MSR, a normal agent only removes the extreme values that are strictly larger or smaller than its own. This mechanism results in its own state being kept at each time and turns out to keep more useful information than MSR. Furthermore, instead of the complete graphs, they analyze W-MSR in more general topologies. A novel property named network robustness is introduced therein, which characterizes the resiliency of W-MSR in terms of graph structure. Following the similar research line, Shang (2021) proposes a private-expressed opinion formation model, which facilitates the benign agents to achieve a resilient agreement while protecting their private opinions from being eavesdropped by the outliers. Senejohnny et al. (2019) further extend MSR to the context where each agent has independent clocks and possibly makes updates at arbitrary instants. This work particularly sheds light on developing resilient event-triggered and self-triggered control strategies. Later, Dibaji & Ishii (2015) generalize the above results to second-order systems.

The MSR-based strategies ensure the resilient consensus in uni-dimensional systems where agents’ states are assumed to be scalars. Under certain conditions, the final agreement is guaranteed to be within the interval limited by the minimum and maximum values of normal agents’ initial states. The implication on scalar variables, however, produces crucial limitations in various practical applications such as the vehicle formation control on a 2D-plane. Inspired by this fact, recent research attention has been paid to extending the MSR algorithm to the more general d-dimensional spaces, where d > 1 (e.g., LeBlanc & Koutsoukos (2017), Mendes & Herlihy (2013), Shang (2020, 2021a), Vaidya (2014), Vaidya & Garg (2013), Wang et al. (2018), Yan, Mo, Li & Wen (2020)). Specifically, various algorithms are developed in literature to facilitate the healthy agents to achieve an agreement within the convex hull formed by their initial states. To this end, at each iteration, every benign agent seeks a resilient convex combination, referring to a point within the convex hull formed by its benign neighboring states. Existing works find this point through calculating either the Tverberg points (Vaidya (2014), Vaidya & Garg (2013)) or the intersection of multiple convex sets (Mendes & Herlihy (2013), Wang et al. (2018), Yan, Mo, Li & Wen (2020)). While the results therein are elegant, the calculation is rather costly (Agarwal et al. (2008)) and these works, unfortunately, do not provide an efficient way to do it. This leads to a major concern in applying the existing algorithms. Moreover, notice that most literature studies one or more specific algorithms, while a unified resiliency analysis for the general class of consensus algorithms is still absent.

This work is inspired by the issues above. In what follows, we summarize our main contents and contributions:

1) To achieve greater generality, we first propose a unified framework integrating most commonly used consensus algorithms, where each normal agent computes an “auxiliary point” based on its received states and moves its state towards this point at every iteration. This paper conducts a resiliency analysis over this large class of distributed protocols. We provide verifiable conditions for the achievement of resilient consensus and obtain the lower bound on its exponential convergence rate. Leveraging such conditions enables us to characterize and design a specific resilient algorithm in the presence of misbehaving agents.

2) Following the proposed generic framework, two algorithms are further developed in this work. To be specific, the first one facilitates the resilient consensus within the convex hull formed by benign agents’ initial states. We also present an explicit approach for computing the auxiliary point using linear programming. Compared with the existing works (Mendes & Herlihy (2013), Vaidya...
Let us consider a digraph $G$.

### 2 Preliminaries

#### 2.1 Graph theory

Let us consider a digraph $G = \{V, E\}$, where $V$ is the set of agents, and $E \subseteq V \times V$ is the set of edges. The edge $e_{ij} \in E$ indicates that agent $i$ can directly receive information from agent $j$. The sets of in-neighbors and out-neighbors of agent $i$ are respectively defined as

$$
N_i^+ \triangleq \{ j \in V | e_{ij} \in E \}, \quad N_i^- \triangleq \{ j \in V | e_{ji} \in E \}.
$$

As one might imagine, there is a close coupling between network topology and the maximum number of tolerable faulty agents. For the resilient algorithms discussed in this paper, we characterize their security and efficiency in terms of network robustness. It was first introduced in [LeBlanc et al. (2013)] and is formally defined below:

**Definition 1** ($r$-robustness): A digraph $\mathcal{G} = \{V, E\}$ is $r$-robust, if for any pair of disjoint and nonempty subsets $V_1, V_2 \subseteq V$, at least one of the following statements hold:

1. There exists an agent in $V_1$ such that it has at least $r$ in-neighbors outside $V_1$;
2. There exists an agent in $V_2$ such that it has at least $r$ in-neighbors outside $V_2$.

**Definition 2** (($r,s$)-robustness): A digraph $\mathcal{G} = \{V, E\}$ is ($r,s$)-robust, if for any pair of disjoint and nonempty subsets $V_1, V_2 \subseteq V$, at least one of the following statements holds:

1. Any agent in $V_1$ has at least $r$ in-neighbors outside $V_1$;
2. Any agent in $V_2$ has at least $r$ in-neighbors outside $V_2$;
3. There are no less than $s$ agents in $V_1 \cup V_2$ such that each of them has at least $r$ in-neighbors outside the set it belongs to ($V_1$ or $V_2$).

Intuitively, network robustness is a connectivity measure for graphs. It claims that for any two disjoint and nonempty subsets of agents, there are “many” agents within these sets that have a sufficient number of in-neighbors from outsides.

An efficient way for constructing the network robustness is given in [LeBlanc et al. (2013)] , where the authors propose how to construct a robust digraph from an existing one. On the other hand, [LeBlanc & Koutsoukos (2013)] introduce several algorithms, which can be either centralized or distributed, to check the robustness of a given digraph. Alternatively, [Usevitch & Panagou (2020)] also presents a method for determining the robustness of digraph using mixed integer linear programming. Since the construction and verification of robust networks are not the main focus of this paper, we refer interested readers to these works for more details.

#### 2.2 Attack model

To model the behaviors of misbehaving/faulty agents, let us denote by $\mathcal{F}$ the set of such nodes. Any agent $i \in \mathcal{F}$...
could either be the adversarial one with the value being manipulated by the attacker, or the non-participant agent who does not follow the predefined updating rule. On the other hand, $\mathcal{B}$ is the collection of benign agents who always obey the given law to compute the desired function. It is clear that $\mathcal{B} \cap \mathcal{F} = \emptyset$ and $\mathcal{B} \cup \mathcal{F} = \mathcal{V}$.

This paper considers Byzantine attack model \cite{LeBlanc2013}, where no restrictions are imposed on the transmitted data of faulty agent $i \in \mathcal{F}$. Namely, both the adversarial and non-participant agents are allowed to send out arbitrary and even different data to different neighbors. Furthermore, the faulty agents could also collude among themselves to decide on the deceptive values to be communicated. The threat can be characterized by its scope:

(1) ($F$-total attack model) There are at most $F$ misbehaving agents in the network. That is, $|F| \leq F$.

(2) ($F$-local attack model) There are at most $F$ misbehaving agents in the in-neighborhood of any agent. That is, $|\mathcal{F} \cap N^+_i| \leq F$, for any agent $i \in \mathcal{V}$.

\textbf{Remark 1} The parameter $F$, which is an upper bound of the number of faulty agents, is assumed to be known. It might be determined by the a priori knowledge on the vulnerability of each agent or the quality of each sensor. For instance, the nodes with lower security investment are reasonably assigned with high vulnerability \cite{Abbas2013}. Alternatively, the quantity $F$ may also be viewed as a design parameter, indicating how many bad agents the network can and is willing to tolerate. As will be proved, choosing a larger $F$ increases the resiliency of network but also yields higher computation complexity. Moreover, \cite{Shang2020} also introduce a max-consensus process to estimate $F$. We should note that in the rich literature dealing with malicious sensors/agents, e.g., \cite{Abdelhakim2013, LeBlanc2013, Vaidya2013, Garg2013, Vamvoudakis2014}, it is also assumed that the number of faulty nodes is known to the system operator.

\subsection*{2.3 Notations}

For any vector $x \in \mathbb{R}^d$, $x_\ell$ is defined as the $\ell$-th entry of it. Given a finite set $\mathcal{X} \subset \mathbb{R}^d$, let us denote

$$m_\ell(\mathcal{X}) \triangleq \min_{x \in \mathcal{X}} x_\ell, \quad M_\ell(\mathcal{X}) \triangleq \max_{x \in \mathcal{X}} x_\ell,$$

and

$$\mathcal{H}_\mathcal{X} \triangleq \prod_{\ell \in \{1, \ldots, d\}} [m_\ell(\mathcal{X}), M_\ell(\mathcal{X})].$$

Namely, $m_\ell(\mathcal{X})$ and $M_\ell(\mathcal{X})$ are respectively the minimum and maximum value among the $\ell$-th entries of points in $\mathcal{X}$, and $\mathcal{H}_\mathcal{X}$ is the hypercube defined through Cartesian product. We use $\text{Cen}(\mathcal{X})$ to denote the center of $\mathcal{H}_\mathcal{X}$.

Given any finite set $\mathcal{X}$, we denote by $\text{Conv}(\mathcal{X})$ the convex hull formed by $\mathcal{X}$, namely the set of all convex combinations of the points in $\mathcal{X}$.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|}
\hline
Symbol & Description \\
\hline
$x_\ell$ & the $\ell$-th entry of $x \in \mathbb{R}^d$ \\
\hline
$\text{Conv}(\mathcal{X})$ & convex hull formed by the point set $\mathcal{X}$ \\
\hline
$m_\ell(\mathcal{X})$ & minimum value among the $\ell$-th entries of points in $\mathcal{X}$ \\
\hline
$M_\ell(\mathcal{X})$ & maximum value among the $\ell$-th entries of points in $\mathcal{X}$ \\
\hline
$\mathcal{H}_\mathcal{X}$ & $d$-dimensional hypercube defined by Cartesian product of $[m_\ell(\mathcal{X}), M_\ell(\mathcal{X})]$, where $\ell \in \{1, \ldots, d\}$ \\
\hline
$\text{Cen}(\mathcal{X})$ & the center of $\mathcal{H}_\mathcal{X}$ \\
\hline
$m_\ell^B(k)$ & minimum value among the $\ell$-th entries of benign agents’ states at time $k$ \\
\hline
$M_\ell^B(k)$ & maximum value among the $\ell$-th entries of benign agents’ states at time $k$ \\
\hline
$\Delta_\ell(k)$ & the distance between $m_\ell^B(k)$ and $M_\ell^B(k)$ \\
\hline
$\Xi(k)$ & convex hull formed by the states of benign agents at time $k$ \\
\hline
$\mathcal{B}_\delta$ & the $d$-dimensional ball centered at origin with radius $\delta$ \\
\hline
\end{tabular}
\caption{Nomenclature}
\end{table}

\section*{3 Problem Formulation}

In this paper, we consider a group of $N$ agents cooperating over a digraph $G = (\mathcal{V}, \mathcal{E})$. At any time $k \geq 0$, let $x^i(k) \in \mathbb{R}^d$ denote the current state of agent $i$. The agents are said to reach a consensus if there exists a constant $\bar{x}$ such that $\lim_{k \to \infty} x^i(k) = \bar{x}$ holds for every agent $i$. In particular, if $\bar{x} = 1/N \sum_{i=1}^N x^i(0)$, the average consensus is achieved.

As many practical applications fit into the framework of average consensus, much research effort has been devoted to this field. In the distributed framework, each agent updates according to a generic rule as follows:

$$x^i(k+1) = \alpha^i(k)x^i(k) + (1 - \alpha^i(k))\bar{x}^i(k) + \epsilon^i(k),$$

where $\bar{x}^i(k)$ is termed as an “auxiliary point” throughout this paper, and is calculated by a certain function of agent $i$’s in-neighboring states. Moreover, $\epsilon^i(k)$ is termed
following conditions are satisfied: agents are said to achieve the resilient consensus if the Definition 3 [Resilient consensus]

The benign environment: regardless of the initial states and even in the adversarial agents. This paper aims to achieve the objectives below, which is the convex hull formed by the states of benign agents. We further define these conditions below. First, the states of the benign agents should converge to the same constant value even in the presence of misbehaving ones. In addition, \( \delta \)-validity condition guarantees that the influence caused by the misbehaviors will be bounded throughout the execution. Hence, the resilient consensus algorithms protect the benign agents from being significantly misled by the faulty ones. In this condition, \( \delta \) is a design parameter that indicates the resiliency level that the system is willing to introduce. More specifically, choosing \( \delta = 0 \) means the system wants to achieve high resiliency by seeking a decision vector exactly from \( \Xi(0) \). On the other hand, increasing \( \delta \) means the system is willing to tolerate more performance loss when the network misbehaviors exist. As will be seen in Remark 3, this may provide more freedom in the algorithm design.

In this paper, besides discussing the general framework (3) and obtaining the sufficient conditions for it to achieve resilient consensus, we would also provide two specific algorithms to enforce such conditions.

4 Sufficient Conditions on Achieving Resilient Consensus

Clearly, (3) represents a general form of distributed consensus algorithms. Therefore, this section will leverage this form and establish sufficient conditions for this framework to facilitate the resilient consensus. These conditions are helpful for us to characterize and design specific resilient algorithms in the presence of misbehaving agents.

At any \( \ell \in \mathcal{D} \triangleq \{1, 2, \ldots, d\} \), let us respectively denote by \( m^B_\ell(k) \) and \( M^B_\ell(k) \) the minimum and maximum value among the \( \ell \)-th entries of benign agents’ states at time \( k \). That is,

\[
\begin{align*}
  m^B_\ell(k) &\triangleq m_\ell(\Omega(k)) = \min_{i \in B} x^i_\ell(k), \\
  M^B_\ell(k) &\triangleq M_\ell(\Omega(k)) = \max_{i \in B} x^i_\ell(k),
\end{align*}
\]

where \( m_\ell(\Omega(k)) \) and \( M_\ell(\Omega(k)) \) are defined in (1). The temporal difference is thereby defined as

\[
\Delta_\ell(k) = M^B_\ell(k) - m^B_\ell(k).
\]

For convenience, the following definitions are made for any \( \epsilon \in \mathbb{R} \):

\[
\begin{align*}
  \mathcal{V}^m_\ell(k, \epsilon) &\triangleq \{ i \in \mathcal{V} : x^i_\ell(k) < \epsilon \}, \\
  \mathcal{V}^M_\ell(k, \epsilon) &\triangleq \{ i \in \mathcal{V} : x^i_\ell(k) > \epsilon \}.
\end{align*}
\]

From the definitions above, \( \mathcal{V}^m_\ell(k, \epsilon) \) [resp. \( \mathcal{V}^M_\ell(k, \epsilon) \)] includes all agents, the \( \ell \)-th component of whose state is
lower [resp. greater] than $\epsilon$ at time $k$. We then define
\begin{align}
\mathcal{B}^B(k, \epsilon) &\triangleq \mathcal{V}^B(k, \epsilon) \cap \mathcal{B}, \\
\mathcal{B}^M(k, \epsilon) &\triangleq \mathcal{V}^M(k, \epsilon) \cap \mathcal{B},
\end{align}
(8)

which consist of benign agents in $\mathcal{V}^B(k, \epsilon)$ and $\mathcal{V}^M(k, \epsilon)$, respectively.

With the above preparations, we claim that, the below conditions are sufficient for (3) to guarantee the resilient consensus, the proof of which is given in Appendix A:

**Theorem 1** Consider the network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$. Suppose that each benign agent $i \in \mathcal{B}$ updates with rule (3), and the following conditions hold for any $k \in \mathbb{Z}_{\geq 0}$ and $\ell \in \mathcal{D}$:

C1: (Weight) There exists $0 < \alpha < 1$ such that $\alpha \epsilon(k) \geq \epsilon$ and $1 - \alpha \epsilon(k) \geq \alpha$;

C2: (Residual) The sequence $\{\epsilon^i(k)\}$ satisfies that
\begin{align}
\sum_{k=0}^{\infty} \|\epsilon^i(k)\| < \infty;
\end{align}
(9)

C3: (Auxiliary point) There exists a finite set $\Lambda^i(k) \subset \Xi(k)$, such that the auxiliary point is chosen from the center of $\mathcal{H}_{\Lambda^i(k)}$. Namely, $\bar{x}^i(k) = \text{Cen}(\Lambda^i(k))$;

C4: (Topology) Given any $\epsilon_1, \epsilon_2 \in \mathbb{R}$, if $\mathcal{B}^M(k, \epsilon_1)$ and $\mathcal{B}^B(k, \epsilon_2)$ are disjoint and nonempty, there exists a benign agent, labeled as $j$, such that at least one of the following statements holds:

4a) $j \in \mathcal{B}^M(k, \epsilon_1)$ and there exists a point in $\Lambda^j(k)$, the $\ell$-th entry of which is upper bounded by $\epsilon_1$;

4b) $j \in \mathcal{B}^B(k, \epsilon_2)$ and there exists a point in $\Lambda^j(k)$, the $\ell$-th entry of which is lower bounded by $\epsilon_2$.

Then the following statements hold, regardless of the actions of misbehaving agents:

(1) Benign nodes exponentially reach resilient consensus;

(2) It follows for any $k \in \mathbb{Z}_{\geq 0}$ and any $\ell \in \mathcal{D}$ that:
\begin{align}
\Delta^\ell(k + |\mathcal{B}|) \leq \left(1 - \frac{(0.5\alpha)^{|\mathcal{B}|}}{2}\right) \Delta^\ell(k) + 2 \sum_{\tau=k}^{k+|\mathcal{B}|-1} \delta(\tau),
\end{align}
(10)

where
\begin{align}
\delta(k) \triangleq \max_{i \in \mathcal{B}} \|\epsilon^i(k)\|.
\end{align}
(11)

We present a few remarks regarding the listed conditions. First, condition C3 prevents the misbehaving ones from taking arbitrary control over the dynamics of benign ones. To see this, we note that the set $\Lambda^i(k)$ is “safe”, since it is contained in $\Xi(k)$, which is formed by only benign states. Therefore, $\bar{x}^i(k)$ is safely chosen. C1 and C2 are imposed for the $\delta$-validity condition, where the former condition guarantees that any benign agent always uses the convex combination of some safe points in updating, and the latter ensures the bias to such a safe combination is accumulatively bounded. Moreover, the lower bound on update weights, i.e., $\alpha$ in C1, guarantees that any benign agent $i$ could be sufficiently influenced by the “safe state” $\bar{x}^i(k)$. Notice that similar conditions are widely adopted in both standard consensus algorithms (Lorenz & Lorenz (2010), Matveev et al. (2021), Nedic et al. (2010)) and resilient consensus algorithms (LeBlanc et al. (2013), Sundaram & Gharesifard (2018), Yan, Mo, Li & Wen (2020)). Finally, C4 plays a crucial role in guaranteeing the agreement condition. Intuitively, it claims that, if the agreement among benign states has not been reached at the $\ell$-th entry, i.e., there exist some benign states, the $\ell$-th entry of which is smaller [resp. larger] than others, then one of them has some benign in-neighbors with larger [resp. smaller] $\ell$-th entries so that it can move towards the consensus. Therefore, C4 is associated with the network topology. In Section 5, we would present topological conditions to enforce this statement.

As a result of Theorem 1, the resilient algorithm protects the states of benign agents from being driven to arbitrary values. Hence, the network could withstand the compromise of partial agents. Furthermore, since the convergence holds regardless of the actions of misbehaving agents, it works effectively even in the worst-case scenario, where the faulty agents could be Byzantine that send arbitrary and different information to different out-neighbors, and could also have full knowledge of graph topology, updating rules, etc.

Notice that Theorem 1 provides verifiable conditions for checking the resiliency of any consensus algorithm which is in the form (3). We thus can leverage such results to design specific resilient algorithms in adversarial environment.

**5 Resilient Consensus Algorithm 1**

In this section, we shall provide a specific algorithm to solve the problem of resilient consensus under the attack model discussed in Section 2.2. By ensuring the sufficient conditions in Theorem 1, we show that the proposed algorithm guarantees the agreement exactly within the convex hull formed by the initial states of benign agents, namely, achieves the resilient consensus with $\delta = 0$.

Throughout this section, we impose the following assumption on network topology:

**Assumption 1** For any $i \in \mathcal{B}$, it holds that $|\mathcal{N}^+_i| \geq (d + 1)F + 1$.

To simplify notations, the following definitions are given beforehand:
Definition 4 Consider a set $A \subset \mathbb{R}^d$ with cardinality $m$. For some $n \in \mathbb{Z}_{\geq 0}$ and $n \leq m$, let $S(A, n)$ be the set of all its subsets with cardinality $m - n$.

It is clear that the set $S(A, n)$ contains $\binom{m}{n}$ elements, and each of them is associated with a convex hull. The intersection of all these convex hulls plays a crucial role in our algorithm, which is formally defined below:

Definition 5 Consider a set $A \subset \mathbb{R}^d$ with cardinality $m$. For some $n \in \mathbb{Z}_{\geq 0}$ and $n \leq m$, we define $\Psi(A, n)$ as

$$
\Psi(A, n) \triangleq \bigcap_{S \in S(A, n)} \text{Conv}(S).
$$

In view of Definition 5, $\Psi(A, n)$ is a subset of the convex hull formed by any $m - n$ points in $A$.

Now we are ready to present the resilient algorithm, where each normal agent $i \in B$ starts with an initial state $x_i(0) \in \mathbb{R}^d$. At any instant $k \geq 0$, it makes updates as outlined in Algorithm 1.

The information flow of Algorithm 1 is presented in Fig. 1. At each time $k$, the normal agent sorts the received states from every dimension. We would prove later that both $y^i(p, k)$ and $z^i(p, k)$ are “safe”, as they belong to the convex hull formed by benign states. Calculating either of them requires a subset of received states, which contains exactly $(d + 1)F + 1$ points in $\mathcal{X}(k)$. By collecting $\{y^i(p, k)\}$ and $\{z^i(p, k)\}$ in $\Lambda^i(k)$, the benign agent chooses the auxiliary point from the center of $\mathcal{H}_{\Lambda^i(k)}$ and makes updates. Finally, as every fault-free agent is only required to access the information in its in-neighborhood, Algorithm 1 can be implemented in a fully decentralized manner.

5.1 Computation of $y^i(p, k)$ and $z^i(p, k)$

Before showing the resiliency of Algorithm 1, we prove the existence of $y^i(p, k)$ and $z^i(p, k)$ for any $p \in \mathcal{D}$. To this end, it is helpful to introduce Helly’s Theorem, which is a key supporting technique of this section:

**Helly’s Theorem** (Danzer et al. 1963). Let $X_1, \ldots, X_q$ be a finite collection of convex subsets in $\mathbb{R}^d$, with $q > d$. If the intersection of every $d + 1$ of these sets is nonempty, then the whole collection has a nonempty intersection. That is,

$$
\bigcap_{j=1}^{q} X_j \neq \emptyset.
$$

Below is an immediate result of Helly’s Theorem:

**Corollary 1** Consider a set $A \subset \mathbb{R}^d$ with cardinality $m$. For any $n \in \mathbb{Z}_{\geq 0}$, if $m \geq n(d + 1) + 1$, then it holds that

$$
\Psi(A, n) \neq \emptyset.
$$

Combining the results above with Assumption 1, it is concluded that both $\Psi(y^i(p, k), F)$ and $\Psi(z^i(p, k), F)$ are nonempty for any $p \in \mathcal{D}$. Therefore, $y^i(p, k)$ and $z^i(p, k)$ are well-defined.

We next discuss the computation of $y^i(p, k)$ in Step 2b), by which $z^i(p, k)$ can be calculated similarly. For simplicity, we omit the dimension index $p$ and time index $k$ in the sequel of this subsection.

Algorithm 1 Resilient consensus algorithm 1 for benign agent $i$

1: Receive the states from all in-neighbors $j \in \mathcal{N}_i^+$, and collect these values in $\mathcal{X}^i(k)$.

2: for $p \in \{1, 2, \ldots, d\}$ do

   a): Sort in an ascending order the points in $\mathcal{X}^i(k)$ based on their $p$-th entries.

   b): According to the sorted points, pick up the first $(d + 1)F + 1$ ones and collect them in $\mathcal{Y}^i(p, k)$. Calculate any point $y^i(p, k)$, such that $y^i(p, k) \in \Psi(\mathcal{Y}^i(p, k), F)$.

   c): Similarly, pick up the last $(d + 1)F + 1$ ones from the sorted points and collect them in $\mathcal{Z}^i(p, k)$. Compute any point $z^i(p, k) \in \Psi(\mathcal{Z}^i(p, k), F)$.

end for

3: Define a point set as

$$
\Lambda^i(k) \triangleq \{y^i(p, k), 1 \leq p \leq d\} \cup \{z^i(p, k), 1 \leq p \leq d\}.
$$

Agent $i$ chooses the auxiliary point from the center of $\mathcal{H}_{\Lambda^i(k)}$, namely,

$$
\tilde{x}^i(k) = \text{Cen}(\Lambda^i(k)).
$$

It then updates the local state as:

$$
x^i(k + 1) = \frac{x^i(k) + \tilde{x}^i(k)}{2}.
$$

4: Transmit the new state $x^i(k + 1)$ to out-neighbors $j \in \mathcal{N}_i^-$.
Let us denote \( \kappa = (d+1)F+1 \). Note that \( \Psi(\mathcal{Y}^i, F) \) is the intersection of \( r = \binom{d}{r} \) convex hulls, with each of which formed by a set of \( q = dF + 1 \) points. For any of these sets, let us define the matrix with the points in it as

\[
Y_j \triangleq \begin{bmatrix} x^{j_1} & x^{j_2} & \cdots & x^{j_r} \end{bmatrix} \in \mathbb{R}^{d \times q}.
\]

We then denote

\[
Y \triangleq \text{diag} \{ Y_j, j = 1, 2, \ldots, r \} \in \mathbb{R}^{dr \times qr}.
\]

**Example 1** Suppose that \( \mathcal{Y}^i = \{ x^1, x^2, x^3, x^4 \} \) and \( F = 1, d = 2 \). One thus has

\[
Y_1 = \begin{bmatrix} x^1 & x^2 & x^3 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} x^1 & x^2 & x^4 \end{bmatrix},
\]

\[
Y_3 = \begin{bmatrix} x^1 & x^3 & x^4 \end{bmatrix}, \quad Y_4 = \begin{bmatrix} x^2 & x^3 & x^4 \end{bmatrix},
\]

and

\[
Y = \text{diag} \{ Y_1, Y_2, Y_3, Y_4 \}.
\]

Instead of (12), the following lemma provides another way to represent \( \Psi(\mathcal{Y}^i, F) \) in terms of linear constraints:

**Lemma 1** (Wang et al. (2018)) Let \( C \in \mathbb{R}^{r \times r} \) be the circulant matrix with the first row as \( \begin{bmatrix} 1 & -1 & 0 & \cdots & 0 \end{bmatrix} \). Then

\[
\Psi(\mathcal{Y}^i, F) = \left\{ \frac{1}{r} \left( 1_r \otimes I_d \right) Y \gamma \right\},
\]

for all \( \gamma \in \mathbb{R}^{qr} \) such that

\[
\begin{bmatrix} (C \otimes I_d) Y \\ (I_r \otimes 1_q) \end{bmatrix} \gamma = \begin{bmatrix} 0_{dr} \\ 1_r \end{bmatrix}, \quad \gamma \succeq 0_{qr}.
\]

Note that any point in \( \Psi(\mathcal{Y}^i, F) \) is acceptable for achieving the resilient consensus. We could, thereby, choose any \( \gamma^* \) satisfying (16), and compute \( y^i = \left( 1_r \otimes I_d \right) Y \gamma^*/r \).

To this end, Phase I method in (Boyd et al. 2004, Section 11.4) will be adopted by solving the following linear programming:

\[
\max \quad \alpha
\]

s.t.

\[
\begin{bmatrix} (C \otimes I_d) Y \\ (I_r \otimes 1_q) \end{bmatrix} \gamma = \begin{bmatrix} 0_{dr} \\ 1_r \end{bmatrix}, \quad \gamma \succeq 0_{qr}.
\]

As \( \Psi(\mathcal{Y}^i, F) \neq \emptyset \), the problem is always solvable, with the computational complexity of \( O((qr)^3) \) (Boyd et al. 2004). It is not surprising that this computational cost is independent of \( |\mathcal{N}_i^r| \), as the cardinality of \( \mathcal{Y}^i \) is fixed as \( (d+1)F+1 \). As a consequence, the algorithm will not introduce higher complexity in the network where some agent has a large number of in-neighbors.

**5.2 Performance analysis**

In view of (15), the first two conditions in Theorem 1 are naturally satisfied by noting that \( \alpha = 1/2 \) and \( z^i(k) = 0, \forall i \). To prove the efficiency of Algorithm 1, the rest of this subsection aims to verify C3 and C4 of Theorem 1.

To this end, let us define the following set

\[
S^i(k) \triangleq \Psi(\mathcal{X}^i(k), F),
\]

where recall that \( \mathcal{X}^i(k) \) is the collection of states received from in-neighbors at time \( k \). We next introduce the following result:

**Lemma 2** Consider the network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Suppose that the misbehaving agents follow either \( F \)-local or \( F \)-total attack model. With Algorithm 1, it holds for any \( i \in \mathcal{B} \) that

(1) \( y^i(p, k) \in S^i(k) \) and \( z^i(p, k) \in S^i(k) \);

(2) \( S^i(k) \) is a subset of the convex hull formed by the
states of benign agents, namely:
\[ S^i(k) \subseteq \Xi(k); \quad (19) \]

(3) C3 in Theorem 1 is guaranteed. Moreover,
\[ \Lambda^i(k) \subseteq \Xi(k), \quad (20) \]

where \( \Lambda^i(k) \) is defined in (13).

As a direct result of Lemma 2, the following corollary presents a non-expansion property of \( \Xi(k) \):

Corollary 2 Consider the network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Suppose that the misbehaving agents follow either \( F \)-local or \( F \)-total attack model. With Algorithm 1, the following relation holds at any \( k \geq 0 \):

\[ \Xi(k + 1) \subseteq \Xi(k). \quad (21) \]

Proof. Consider any benign agent \( i \). By virtue of Lemma 2, one directly has \( x^i(k + 1) \in \Xi(k + 1) \) as it is a convex combination of some points in \( \Xi(k + 1) \). Since this holds for any normal node, the proof is completed.

Now we present sufficient conditions on network topology, under which the final condition in Theorem 1 will be met:

Lemma 3 Consider the network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Suppose that the network satisfies one of the following conditions:
1) under \( F \)-local attack model, and is \((d + 1)F + 1\)-robust;
2) under \( F \)-total attack model, and is \((dF + 1, F + 1)\)-robust.

With Algorithm 1, C4 in Theorem 1 is guaranteed.

With the above results, one immediately concludes that the proposed algorithm facilitates the resilient consensus, as stated below:

Theorem 2 Consider the network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Suppose that the network satisfies one of the following conditions:
1) under \( F \)-local attack model, and is \((d + 1)F + 1\)-robust;
2) under \( F \)-total attack model, and is \((dF + 1, F + 1)\)-robust.

With Algorithm 1, it holds for any \( k \in \mathbb{Z}_{\geq 0} \) and any \( \ell \in \mathcal{D} \) that:

\[ \Delta_\ell(k + |\mathcal{B}|) \leq \left( 1 - \frac{1}{2 \cdot 4^{|\mathcal{B}|}} \right) \Delta_\ell(k), \quad (22) \]

where \( \Delta_\ell(k) \) is defined in (6). Moreover, benign agents exponentially achieve resilient consensus within the convex hull formed by their initial states, regardless of the actions of misbehaving ones.

Proof. The theorem is immediately achieved by invoking Corollary 2 and substituting (10) with \( \alpha = 0.5 \) and \( \delta(k) = 0, \forall k \).

Remark 2 By definitions, we note that any \((d + 1)F + 1\)-robust graph is \((dF + 1, F + 1)\)-robust as well, but not vice versa. This is to say, a network which is able to tolerate \( F \)-local attacks could also survive the \( F \)-total attacks, while the converse may not be true. This observation is consistent with the fact that \( F \)-total attacks are special versions of \( F \)-local ones.

By Theorem 2, Algorithm 1 guarantees that all benign agents reach an agreement on a weighted average of their initial states. Moreover, one concludes from Corollary 2 that the benign agents will never move out of \( \Xi(0) \), i.e., the convex hull formed by their initial states.

Remark 3 Let us recall the \( \delta \)-validity condition in Definition 3. Notice that Algorithm 1 enforces the validity condition with \( \delta = 0 \), namely, the states of benign agents will converge to a point in \( \Xi(0) \). However, as discussed before, this algorithm is computationally expensive when \( d \) or \( F \) is large. Regarding this concern, if the system is willing to allow more performance loss, one can choose a larger \( \delta \) and adopt some computationally efficient methods to approximate \( y^i(p, k) \) and \( z^i(p, k) \) instead of exactly calculating them. Hence, introducing \( \delta \) in the validity condition also offers more freedom to the design of resilient consensus algorithms.

5.3 Comparisons with existing works

Before closing this section, we present discussions on comparing Algorithm 1 with the existing resilient consensus algorithms. Specifically, our algorithm is shown to outperform the native approach, which independently applies the scalar algorithms to each component of vector states, in term of convergence accuracy. Moreover, as compared to other resilient vector consensus solutions, Algorithm 1 has the advantage of reducing the computational cost.

5.3.1 Comparisons with existing resilient consensus algorithms on scalar states

In literature, there has been much work that proved to be effective in the simple scalar case (e.g., MSR in Dolev et al. (1986) and W-MSR in LeBlanc et al. (2013)). Therefore, one might consider a naive way to achieve the resilient consensus in vector spaces by simply applying the existing scalar protocols to each component of the states through Kronecker product. Nevertheless, by doing so, the region that benign agents converge to is only
guaranteed as a hypercube which contains their initial states. In contrast, Algorithm 1 can achieve a sharper result with the decision vector exactly within the convex hull formed by these states. To see this, we present a 2-dimensional illustration in Fig. 2.

![Fig. 2. A 2D illustration with agents marked with circles. The location of the node indicates its initial state. With the simple application of MSR or W-MSR to each dimension, the final agreement is ensured to be within the rectangle. In contrast, Algorithm 1 offers a solution that lies in a sharper area, i.e., the green triangle.](image)

There are many examples where guaranteeing the solution within this convex hull is important. For instance, in some stochastic problem settings, each agent has a probability vector as its initial state. By forcing the decision vector to stay within the convex hull of their initial values, the benign agents can also agree on a probability vector. As another example, for the convex optimization problems, the set of feasible solutions is convex. Assuming that every benign agent proposes a feasible solution, staying in this convex hull guarantees that the decision vector is also feasible. Using scalar consensus algorithm along each dimension, however, is insufficient to provide these guarantees in the examples above. Therefore, the problem of resilient vector consensus gains the research interests.

5.3.2 Comparisons with existing resilient consensus algorithms on vector states

We next compare Algorithm 1 with the existing solutions on resilient vector consensus. To this end, let us recall the updating rules in Algorithm 1. At every step, the normal agent \( i \) obtains the states in its in-neighborhood, whereas up to \( F \) of them might be faulty. To ensure its state is updated in a safe manner, agent \( i \) hopes to use only good inputs, the cardinality of which is \( |\mathcal{N}_i^+| - F \). Yet as it has no knowledge on the identities of these values, it seeks for resilient convex combination, which is a point contained in the convex hull formed by any \( |\mathcal{N}_i^+| - F \) neighboring states.

Some works achieve this through calculating Tverberg points (Vaidya (2014), Vaidya & Garg (2013)). While the results therein are elegant, the calculation of Tverberg points is rather costly and almost impossible in many cases (Agarwal et al. (2008)). The existing works unfortunately do not provide an efficient way to do it, which leads to a major concern in applying Tverberg points to facilitate resilient consensus. Hence, instead of using Tverberg points, this paper, inspired by Helly’s Theorem, achieves the resilient convex combination by leveraging the intersection of a set of convex hulls, namely, \( S^i(k) \) as defined in (18).

In Fig. 3, we present a 2D illustration of \( S^i(k) \). According to Definitions 4 and 5, it intuitively ignores the effects from the combination of any \( F \) values. Therefore, it is “safe” in the sense that it must be contained in the convex hull formed by only benign states, as formally proved in the second statement of Lemma 2. We thus term \( S^i(k) \) as a “safe kernel”. At any time, the healthy agent modifies its state towards this kernel. The effects of malicious agents are thus limited.

![Fig. 3. A 2D illustration of “safe kernel”. Suppose that agent \( i \in \mathcal{B} \) has 5 in-neighbors and each of their states is represented by a black circle. Let \( F = 1 \). The green region denotes the safe kernel \( S^i(k) = \Psi(X^i(k), F) \).](image)

Notice that, in Mendes & Herlihy (2013) and Yan, Mo, Li & Wen (2020), the authors require the safe kernel to be exactly calculated. However, since this kernel is the intersection of \( (|\mathcal{N}_F^+|) \) convex hulls, the existing approaches for computing the kernel are usually difficult (Rademacher (2007)). Moreover, as the computation of \( S^i(k) \) depends on every state in \( X^i(k) \), their algorithms may fail when node \( i \) has a large number of in-neighbors. In contrast, instead of computing the whole kernel, only 2d points in it are calculated in Algorithm 1. As shown in Section 5.1, this step can be achieved by linear programming, the computational complexity of which will not increase in a larger neighborhood. Hence, our algorithm yields a lower cost than these existing works.

6 A modification of Algorithm 1

Despite achieving a decent performance in the presence of attacks/faults, note that Algorithm 1 can only guarantee a sub-optimal performance in benign environment.

\[ \text{To be more specific, this refers to the case of “false alarm”. Namely, the benign agents believe there exist } F > 0 \text{ faulty nodes and thus perform Algorithm 1 with parameter } F. \text{ However, in fact no faulty ones exist and the network is operating in the benign environment. In this case, each agent, by performing Algorithm 1, will actively abandon some information it received (even though they are benign) as it regards them as misleading.} \]
namely when $|\mathcal{F}| = 0$. To be particular, it only ensures converging to an agreement within $\Xi(0)$ instead of to the exact average of the agents’ initial states. This means that in order to increase the system’s resiliency, Algorithm 1 sacrifices the system’s performance during normal operations.

To cope with this issue, this section seeks an alternative solution that equips the standard average consensus algorithms with an additional security guarantee. In particular, given any standard average consensus algorithm, a modification of Algorithm 1 is proposed, which switches between the standard one in the absence of faulty nodes and Algorithm 1 in the presence of false nodes.

For ease of illustration, let us take the linear update rule as an example. Suppose that the following protocol solves the problem of average consensus:

$$x^i(k+1) = a^{ii}x^{i}(k) + \sum_{j \in \mathcal{N}_i^+} a^{ij}x^{j}(k)$$

(23)

such that $a^{ii} + \sum_{j \in \mathcal{N}_i^+} a^{ij} = 1$ and each weight lowered bounded by some $\alpha \in (0, 1)$. Given (23), we shall show how to enhance the security of it.

To this end, let us define

$$\tilde{a}^{ij} \triangleq \frac{a^{ij}}{1 - a^{ii}}.$$  

(24)

Based on (23), a resilient consensus strategy is presented in Algorithm 2.

Notice that the key idea of Algorithm 2 is to “resiliently” compute the local average at each step. Intuitively, when the difference among received states is small, we regard the effects of misbehaving ones (if any) as negligible and adopt the local average $\bar{x}^{i}(k)$ for updates. Otherwise, as proved in Section 5, $\text{Cen}(\Lambda^{i}(k))$ offers a safe way to replace $\bar{x}^{i}(k)$ and prevents benign states from being significantly affected. This switching rule plays a vital role in enhancing the resiliency in adversarial environment while guaranteeing the optimality when no faulty agents exist, as will be proved soon.

6.1 Performance analysis

In this subsection, we shall respectively analyze the performance of Algorithm 2 in the presence and absence of faulty nodes.

The results can be readily generalized to enhance the security of other standard average consensus algorithms such as the ones using nonlinear updates or tackling switching topology.

**Algorithm 2** Resilient consensus algorithm 2 for benign agent $i$

1: Receive the states from all in-neighbors $j \in \mathcal{N}_i^+$, and collect these values in $\Lambda^{i}(k)$.
2: Agent $i$ calculates the weighted average of the received states as

$$\bar{x}^{i}(k) = \sum_{j \in \mathcal{N}_i^+} \tilde{a}^{ij}x^{j}(k).$$

(25)

3: Depending on the distance among received states, let us define

$$\bar{x}^{i}(k) \triangleq \begin{cases} x^{i}(k), & \text{if } \|x^{i}(k) - \bar{x}^{i}(k)\| \leq \lambda(k), \forall j \in \mathcal{N}_i^+, \\ \text{Cen}(\Lambda^{i}(k)), & \text{otherwise}, \end{cases}$$

(26)

4: Transmit the new state $x^{i}(k+1)$ to out-neighbors $j \in \mathcal{N}_i^-$.

6.1.1 Performance in the presence of faulty nodes

Let us consider the scenario where the faulty agents exist. To begin with, we shall first provide an equivalent form of the updating rule in Algorithm 2.

**Lemma 4** Consider the network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$. Suppose that the benign agent $i \in \mathcal{B}$ updates with Algorithm 2. Then the update of it (24)–(27) is equivalent to the following form at any $k \geq 0$:

$$x^{i}(k+1) = a^{ii}x^{i}(k) + (1 - a^{ii})\text{Cen}(\Lambda^{i}(k)) + \varepsilon^{i}(k),$$

(28)

where $\lim_{k \to \infty} \varepsilon^{i}(k) = 0$ and $\sum_{k=0}^{\infty} \|\varepsilon^{i}(k)\| < \infty$.

For convenience, let us set $\hat{x}^{i}(k) \triangleq \text{Cen}(\Lambda^{i}(k))$. In view of (28), the new state is a convex combination of its current state $x^{i}(k)$ and an auxiliary point $\bar{x}^{i}(k)$, summed by an exponential decaying term $\varepsilon^{i}(k)$. Leveraging (28), it is not difficult to check that all conditions in Theorem 1 are met. Therefore, the resiliency of Algorithm 2 is verified. We formally state the conclusion as below:

**Theorem 3** Consider the network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$. Suppose that the network satisfies one of the following conditions:

1) under $F$-local attack model, and is $(dF + 1, F)$-robust;

2) under $F$-total attack model, and is $(dF + 1, F)$-robust.

With Algorithm 2, benign agents exponentially achieve resilient consensus within the following set, regardless of
the actions of misbehaving ones:

\[ \Xi \triangleq \left\{ x : \|x - \chi\| \leq \frac{c (1 - \alpha)}{1 - \sigma}, \exists \chi \in \Xi(0) \right\}. \tag{29} \]

**Proof.** Notice that

\[ \delta(k) \triangleq \max_{i \in B} \|e_i(k)\| \leq (1 - \alpha) \lambda(k) = (1 - \alpha) c \sigma^k. \tag{30} \]

Recalling Lemma 5, the theorem can be obtained. \( \square \)

The threshold in Algorithm 2, i.e. \( \lambda(k) \), can be interpreted as the disagreement of states that a benign agent is willing to tolerate in its neighborhood. Increasing \( \lambda(k) \) leads to a higher possibility to use the local average \( \bar{x}(k) \) in updates, and thus results in the range where the final agreement converges to, i.e. \( \Xi \), being less sharper during attacks. However, as to be proved later, by choosing a “large enough” \( \lambda(k) \), Algorithm 2 is capable of accounting for the state disagreement in benign environment and thus achieving the optimal performance during normal operation.

**Remark 4** Notice that (29) presents the worst-case upper bound, which may be too conservative and can never be touched in the practical scenario. Therefore, how to infer a tighter bound will be left as our future work.

**Remark 5** Compared with the simple approach of directly using the existing scalar algorithms (like MSR or W-MSR) to each dimension of the state vectors, Algorithms 1 and 2 have an obvious limitation since they inevitably introduce higher computational costs, especially when \( d \) or \( F \) is large. Notice that this is a fundamental limitation of any resilient vector consensus algorithms in this line of research, including Memedes \\& Herlihy [2013], Vaidya [2014], Vaidya \& Garg [2013], Yan, Mo, Li \& Wen [2022]. However, on the other hand, our work would provide a better convergence result as shown in Fig. 2. This fact indicates a trade-off exists between high consensus accuracy and low computational complexity. Our work provides a fine tuning of this trade-off. For example, in practice, it might be the case that certain components of system variables represent more critical information. In this case, one can partition \( d \) dimensions into several subgroups and apply Algorithm 1 or 2 on the group of these critical ones to better protect the system, while applying MSR or W-MSR to the other components to reduce the computational burden.

6.1.2 Performance in the absence of faulty nodes

This part investigates the performance of Algorithm 2 in benign environment. We will show that this performance agrees with that of the standard rule (23). Therefore, even under the case of false alarm, where the agents mistakenly assume that there exist \( F \) faulty ones (but indeed there are not), the exact average consensus can still be achieved by performing Algorithm 2.

To see this, let us define the following matrix:

\[ A \triangleq [a_{ij}], \quad L \triangleq I - A, \quad \hat{L} \triangleq \frac{L + LT^T}{2}. \tag{31} \]

We denote by \( \mu_2 \) the Fiedler eigenvalue of \( \hat{L} \), i.e.,

\[ \mu_2 \triangleq \min_{\nu \neq 0} \frac{\nu^T \hat{L} \nu}{\|\nu\|^2}. \]

The following theorem provides conditions under which Algorithm 2 coincides with the conventional average consensus protocol (23) and achieves the optimal solution in fault-free environment:

**Theorem 4** Consider the network \( G = (\mathcal{V}, \mathcal{E}) \). Suppose that each agent updates with Algorithm 2, where \( c \geq (1 - \alpha) \max_{i,j \in \mathcal{V}} \|x_i(0) - x_j(0)\| \) and \( \sigma \geq \mu_2 \). When no misbehaving agent exists, Algorithm 2 is equivalent to (23). In particular, it facilitates the average consensus among agents in benign environment. That is, it holds that

\[ \lim_{k \to \infty} x^i(k) = \frac{1}{N} \sum_{i=1}^{N} x^i(0), \quad \forall i \in \mathcal{V}. \tag{32} \]

**Proof.** Consider the update of agent \( i \) at any time \( k \). Invoking Offat-Saber \& Murray [2004], the difference between any in-neighboring state \( x^j(k) \) (\( \forall j \in \mathcal{N}_i^+ \)) and the local weighted average \( \bar{x}(k) \) will not exceed \( \lambda(k) \) during normal operation. Therefore, any agent always uses \( \bar{x}(k) \) for updates and Algorithm 2 is equivalent to (23). As assumed, (23) solves the problem of average consensus. The proof thus follows. \( \square \)

**Remark 6** The upper bound of \( \|x_i(0) - x_j(0)\| \) can be estimated in many practical systems, since the states of agents represent quantities that are physically constrained Vaidya \& Garg [2013]). For instance, if the states are 2-dimensional stochastic vectors, it is calculated that \( \|x_i(0) - x_j(0)\| \leq \sqrt{2}, \quad \forall i, j \in \mathcal{V} \). If the states represent locations of mobile robots in a 3-dimensional space, then \( \max_{j \in \mathcal{V}} \|x_i(0) - x_j(0)\| \) is determined by boundary of the region where robots are allowed to operate.

Therefore, Algorithm 2 maintains the optimal performance of the standard consensus algorithm during normal operation while raising its level of security in the presence of faults/attacks. Compared with Algorithm 1, where only a weighted average consensus is reached by
agents, it achieves the exact average in benign environment, at the expense of sacrificing the performance in the presence of attacks, which may lead the benign agents to move out of the convex hull formed by their initial states. We should notice that the trade-off between the performance with and without attacks can be balanced through the threshold $\lambda(k)$.

7 Numerical Example

In this section, we provide some numerical examples to verify the theoretical results established in the previous sections.

7.1 2-dimensional example

We choose the $(3, 2)$-robust digraph\(^4\) in Fig. 4 as communication network, where the node set is $\mathcal{V} = \{1, \cdots, 6\}$. According to Theorems 2 and 3, the network can tolerate a single misbehaving node in a 2-dimensional system. Suppose that this misbehaving agent intends to prevent others from reaching a correct consensus by setting its states as $x_2^1(k) = 4.5 * \sin(k/5)$ and $x_2^2(k) = k/25 + 1$. On the other hand, the benign agents are initialized randomly within $[-1, 1.5] \times [0.5, 4]$.

Fig. 4. A $(3, 2)$-robust communication network.

The performance of Algorithm 1 is tested in Figs. 5 and 6. Results show that the benign agents are guaranteed to stay in the convex hull of their initial states at any time and they finally reach an agreement, which validates Theorem 2. As compared to the native approach of independently applying W-MSR (LeBlanc et al. (2013)) to each dimension of the vector state, our strategy yields a more accurate consensus result.

We next compare the performance of Algorithm 2 with those of 1) Algorithm 1, 2) the standard average consensus algorithm given in Olfati-Saber & Murray (2004), and 3) the native approach of simply applying W-MSR to each entry. In Olfati-Saber & Murray (2004), the ad-

\(^4\) This network is established based on the robust digraph given in Dibaji et al. (2017), by following the method proposed in LeBlanc et al. (2012), which shows how to construct an $(r, s)$-robust digraph from an existing one.
\[ k \sum_{i \in V} ||x_i(k) - \bar{x}(k)|| \Rightarrow 0 \]

Algorithm 1
Algorithm 2
Standard algorithm
W-MSR

Fig. 7. Performance comparison of different algorithms in the absence of faulty agent, where \( \bar{x}(k) \equiv \frac{1}{|V|} \sum_{j \in V} x_j(k) \).

(a) Agreement error.

(b) Error to the average of initial states.

As shown in Figs. 7 and 8, in the fault-free environment, Algorithm 2 achieves the same performance as that of Olfati-Saber & Murray (2004), while Algorithm 1 and W-MSR, although can guarantee an agreement among agents, are unable to converge to the exact average of agents’ initial states. On the other hand, Algorithm 2 performs similarly to other resilient solutions to provide additional security guarantees in the presence of network misbehaviors.

7.2 A 3-dimensional example

To further evaluate the computational complexity, we perform Algorithm 1 in a 3D system. It is assumed that

\[
A = \begin{bmatrix}
0.3 & 0.2 & 0 & 0.2 & 0.15 & 0.15 \\
0.15 & 0.25 & 0 & 0.25 & 0.15 & 0.2 \\
0.1 & 0.1 & 0.2 & 0.25 & 0.15 & 0.1 \\
0.15 & 0.1 & 0.2 & 0.25 & 0.15 & 0.1 \\
0.15 & 0.15 & 0.4 & 0 & 0.15 & 0.15 \\
0.15 & 0.2 & 0 & 0.15 & 0.3 & 0
\end{bmatrix},
\]

where each weight is lower bounded by \( \alpha = 0.1 \). To enforce the conditions in Theorem 4, the parameters in Algorithm 2 are set as \( c = 4.5 \) and \( \sigma = 0.6 \).

As shown in Figs. 7 and 8, in the fault-free environment, Algorithm 2 achieves the same performance as that of Olfati-Saber & Murray (2004), while Algorithm 1 and W-MSR, although can guarantee an agreement among agents, are unable to converge to the exact average of agents’ initial states. On the other hand, Algorithm 2 performs similarly to other resilient solutions to provide additional security guarantees in the presence of network misbehaviors.

8 agents cooperate through a complete graph with one of the agents being faulty. According to LeBlanc et al. (2013), this network is \((4, 2)\)-robust. Therefore, it is able to tolerate this single misbehaving agent as claimed in Theorem 2 and also verified in Fig. 9. On a Macbook Pro with a 2.6 GHz processor, at every time step, each agent takes around 2 seconds to make an update by calculating the auxiliary point using CVX (Grant & Boyd 2014). As analyzed in Sections 5.1 and 5.3, the existing algorithms will inevitably introduce higher cost in this complete graph where each agent has a large neighborhood, since the calculation therein increases exponentially with the number of in-neighbors.

It is also noted that our computation will be super fast if there are no faulty nodes, since Algorithm 2 performs exactly as a standard average consensus algorithm in this scenario.

8 Conclusion

Due to its wide applications, the distributed coordination in networked systems has attracted much research interest. In this paper, we are interested in the achievement of resilient vector consensus under misbehaving
agents. We propose a general framework of consensus algorithms and provide verifiable conditions for checking the resiliency of it. The lower bound on convergence rate is also given. Based on the derived conditions, two specific algorithms are then developed. As the consensus arguably forms the foundation for distributed computing, the results in this paper provides solid foundations for future works to develop resilient coordination protocols in other consensus-based problems.
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A Proof of Theorem 1

In order to show that benign agents exponentially achieve the resilient consensus, we shall respectively prove the $\delta$-validity and agreement conditions.

Part I: Achievement of $\delta$-validity condition

The $\delta$-validity condition is guaranteed by the following results:

**Lemma 5** Under the conditions of Theorem 1, it holds at any time $k$ that:

$$\Xi(k + 1) \subset \Xi(k) + B_{\delta(k)},$$  \hspace{1cm} (A.1)

where $\Xi(k)$ is defined in (4).

**Proof.** Notice that $\Xi(k)$ is convex at any time. Given $C1$ and $C3$, the below statement is clear for any benign agent $i \in B$:

$$x^i(k + 1) \in \{x : ||x - \chi|| \leq \delta(k), \exists \chi \in \Xi(k)\},$$  \hspace{1cm} (A.2)

where $\delta(k)$ is defined in (11). The proof is completed. $\square$

**Proposition 1** Under the conditions of Theorem 1, the $\delta$-validity condition is guaranteed by (3).

**Proof.** It follows that

$$\sum_{k=0}^{\infty} \delta(k) < \sum_{i \in B} \left( \sum_{k=0}^{\infty} ||\varepsilon^i(k)|| \right) < \infty,$$  \hspace{1cm} (A.3)
where the last inequality holds by (9). The proof is thus trivial by evoking Lemma 5.

\[ \square \]

Part II: Achievement of agreement condition

In order to establish the agreement condition, it is equivalent to show that benign agents reach a consensus at any dimension. Due to the symmetry between different dimensions, without loss of generality, we would only focus on the first entry of local states. To this end, we first prove (10), namely:

**Lemma 6** Under the conditions of Theorem 1, it holds at any \( k \in \mathbb{Z}_{\geq 0} \) that:

\[
\Delta_1(k + |\mathcal{B}|) \leq \left( 1 - \frac{(0.5\alpha)^{|\mathcal{B}|}}{2} \right) \Delta_1(k) + 2 \sum_{\tau = k}^{k + |\mathcal{B}| - 1} \delta(\tau).
\]

**Proof.** As a direct result of Lemma 5, it yields for any \( \ell \in \mathcal{D} \) that

\[
M^B_\ell(k + 1) \leq M^B_\ell(k) + \delta(k),
\]

\[
m^B_\ell(k + 1) \geq m^B_\ell(k) - \delta(k), \tag{A.4}
\]

where \( M^B_\ell(k) \) and \( m^B_\ell(k) \) are given in (5).

Then suppose that at time \( k \), it holds that \( M^B_\ell(k) \neq m^B_\ell(k) \), i.e., \( \Delta_1(k) > 0 \). Let us define \( \epsilon_0 = \Delta_1(k)/2 \).

It is trivial to conclude that \( B^M_\ell(k, M^B_\ell(k) - \epsilon_0) \) and \( B^m_\ell(k, m^B_\ell(k) + \epsilon_0) \) are both disjoint and nonempty. Hence, a benign agent exists, labeled as \( j \), such that either Condition 4a) or 4b) holds.

Without loss of generality, let \( j \in B^M_\ell(k, M^B_\ell(k) - \epsilon_0) \) be such an agent. Therefore, there exists a point in \( N'(k) \), the first entry of which is upper bounded by \( M^B_\ell(k) - \epsilon_0 \).

We hence conclude that \( M_1(N'(k)) \leq M^B_\ell(k) - \epsilon_0 \). In view of C3, it follows that \( m_1(N'(k)) \leq M^B_\ell(k) \). Since \( \hat{x}^j(k) = \text{Cen}(N'(k)) \), we obtain that

\[
\hat{x}^j(k) \leq 0.5M^B(k) + 0.5(M^B_\ell(k) - \epsilon_0) = M^B_\ell(k) - 0.5\epsilon_0. \tag{A.5}
\]

Consequently, it follows that

\[
x^j_1(k + 1) = a'x^j_1(k) + (1 - a')\hat{x}^j_1(k) + \epsilon^j_1(k)
\]

\[
\leq (1 - \alpha)M^B_\ell(k) + \alpha|M^B_\ell(k) - 0.5\epsilon_0| + \delta(k)
\]

\[
= M^B_\ell(k) - 0.5\alpha\epsilon_0 + \delta(k). \tag{A.6}
\]

Moreover, for any benign node \( i \in V \setminus V^M_1(k, M^B_\ell(k) - \epsilon_0) \), it holds that

\[
x^i_1(k + 1) = a'x^i_1(k) + (1 - a')\hat{x}^i_1(k) + \epsilon^i_1(k)
\]

\[
\leq \epsilon_0 + (1 - \alpha)M^B_\ell(k) + \alpha|M^B_\ell(k) - 0.5\epsilon_0| + \delta(k)
\]

\[
= M^B_\ell(k) - \alpha\epsilon_0 + \delta(k).
\]

Therefore, the upper bound in (A.6) also applies to any benign agent in \( V \setminus V^M_1(k, M^B_\ell(k) - \epsilon_0) \).

Similarly, if \( j \in B^m_\ell(k, m^B_\ell(k) + \epsilon_0) \), and \( N'(k) \) contains some point with first entry lower bounded by \( \epsilon_2 \), we obtain that \( \hat{x}^j_1(k) \geq m^B_\ell(k) + 0.5\epsilon_0 \) and have an analogous result that \( x^j_1(k + 1) \geq m^B_\ell(k) + 0.5\alpha\epsilon_0 - \delta(k) \), which again, is the lower bound for every benign agent in \( V \setminus V^m_1(k, m^B_\ell(k) + \epsilon_0) \).

Define \( \epsilon_1 = 0.5\alpha\epsilon_0 - \delta(k) < \epsilon_0 \). Let us consider the sets \( B^M_\ell(k + 1, M^B_\ell(k) - \epsilon_1) \) and \( B^m_\ell(k + 1, m^B_\ell(k) + \epsilon_1) \). From former discussions, we know that one of the following statements must be true:

1. At least one benign agent in \( B^M_\ell(k + 1, M^B_\ell(k) - \epsilon_1) \) has its first component decreasing to below (or equal) \( M^B_\ell(k) - \epsilon_0 \), which leads to \( B^M_\ell(k + 1, M^B_\ell(k) - \epsilon_1) \subseteq B^M_\ell(k, M^B_\ell(k) - \epsilon_0) \);
2. At least one benign agent in \( B^m_\ell(k + 1, m^B_\ell(k) + \epsilon_1) \) has its first component increasing to above (or equal) \( m^B_\ell(k) + \epsilon_1 \), which leads to \( B^m_\ell(k + 1, m^B_\ell(k) + \epsilon_1) \subseteq B^m_\ell(k, m^B_\ell(k) + \epsilon_0) \).

We therefore conclude that

\[
|B^M_\ell(k + 1, M^B_\ell(k) - \epsilon_1)| + |B^m_\ell(k + 1, m^B_\ell(k) + \epsilon_1)| < |B^M_\ell(k, M^B_\ell(k) - \epsilon_0)| + |B^m_\ell(k, m^B_\ell(k) + \epsilon_0)|.
\]

Then let us consider the update at \( k + 2 \). Suppose that \( B^M_\ell(k + 1, M^B_\ell(k) - \epsilon_1) \) and \( B^m_\ell(k + 1, m^B_\ell(k) + \epsilon_1) \) are still disjoint. Again, there exists an agent \( i \) such that either 4a) or 4b) holds. Suppose 4a) is true. Similarly, one has that

\[
\hat{x}^i_1(k + 1) \leq 0.5M^B_\ell(k + 1) + 0.5(M^B_\ell(k) - \epsilon_1)
\]

\[
\leq 0.5(M^B_\ell(k) + \delta(k)) + 0.5(M^B_\ell(k) - \epsilon_1)
\]

\[
= M^B_\ell(k) + 0.5\delta(k) - 0.5\epsilon_1. \tag{A.7}
\]

Combining it with (A.4) yields that

\[
x^i_1(k + 2) = a'x^i_1(k + 1) + (1 - a')\hat{x}^i_1(k + 1) + \epsilon^i_1(k + 1)
\]

\[
\leq (1 - \alpha)M^B_\ell(k + 1) + \alpha[M^B_\ell(k + 1) + 0.5\delta(k) - 0.5\epsilon_1] + \delta(k + 1)
\]

\[
= M^B_\ell(k) - (0.5\alpha)^2\epsilon_0 + \delta(k) + \delta(k + 1)
\]

\[
= M^B_\ell(k) - \epsilon_2, \tag{A.8}
\]

where \( \epsilon_2 = (0.5\alpha)^2\epsilon_0 - \delta(k) - \delta(k + 1) \). The above upper
bound also holds for any benign node $r \in \mathcal{V}\setminus \mathcal{V}_1^m(k + 1, M_r^B(k + 1, -e_1)$). To see this, one considers the update of agent $r$, namely,

$$x_r^k(k + 2) = a^r x_r^k(k + 1) + (1 - a^r) x_r^k(k + 1) + e_r^k(k + 1) \leq \alpha [M_r^B(k) - e_1] + (1 - \alpha)[M_r^B(k) + \delta(k)] + \delta(k + 1) = M_r^B(k) - \alpha e_1 + (1 - \alpha)[M_r^B(k) + \delta(k) + \delta(k + 1)] = M_r^B(k) - 0.5\alpha^2 e_0 + \delta(k) + \delta(k + 1) \leq M_r^B(k) - (0.5\alpha)^2 e_0 + \delta(k) + \delta(k + 1) = M_r^B(k) - e_2.
$$

On the other hand, if $l \in \mathcal{B}_1^m(k + 1, m_l^B(k) + e_1)$, then $\Lambda^l(k + 1)$ must contain some point with first entry lower bounded by $m_l^B(k) + e_1$. Following the previous arguments gives that $x_1(k + 2) \geq m_1^B(k) + e_2$, which is also the lower bound for every benign node in $\mathcal{V}\setminus \mathcal{V}_1^m(k + 1, m_1^B(k) + e_1)$. Hence, it must be true that, either $\mathcal{B}_1^m(k + 1, M_1^B(k) - e_1) \subseteq \mathcal{B}_1^m(k + 1, M_1^B(k) - e_1)$, or $\mathcal{B}_1^m(k + 1, m_1^B(k) + e_2) \subseteq \mathcal{B}_1^m(k + 1, m_1^B(k) + e_1)$, or both.

Therefore, for any $t \geq 1$, we can define $e_t = (0.5\alpha)^t e_0 - \sum_{\tau=k}^{k+|\mathcal{B}|} \delta(\tau)$. As long as both $\mathcal{B}_1^m(k + t, M_1^B(k) - e_t)$ and $\mathcal{B}_1^m(k + t, m_1^B(k) + e_t)$ are nonempty, we can repeat the above analysis and conclude that at least one of these two sets will shrink at the next time step. That is, for any $t \in \mathbb{Z}_{\geq 0}$, either $|\mathcal{B}_1^m(k + t, M_1^B(k) - e_{t+1})| < |\mathcal{B}_1^m(k + t, M_1^B(k) - e_t)|$, or $|\mathcal{B}_1^m(k + t + 1, m_1^B(k) + e_{t+1})| < |\mathcal{B}_1^m(k + t, m_1^B(k) + e_t)|$, or both.

Since both $|\mathcal{B}_1^m(k, M_1^B(k) - e_0)|$ and $|\mathcal{B}_1^m(k, m_1^B(k) + e_0)|$ are upper bounded by $|\mathcal{B}|$, one of these sets would be empty after $|\mathcal{B}|$ steps. Namely, one of the following statements must be true:

1. $\mathcal{B}_1^m(k + |\mathcal{B}|, M_1^B(k) - e_0) = \emptyset$,
2. $\mathcal{B}_1^m(k + |\mathcal{B}|, m_1^B(k) + e_0) = \emptyset$

Without loss of generality, we assume that the first statement holds. By (7)–(8), at time $k + |\mathcal{B}|$, all the fault-free agents have their first elements upper bounded by $M_1^B(k) - e_0$, i.e., $M_1^B(k + |\mathcal{B}|) \leq M_1^B(k) - e_0$. On the other hand, from (A.4), we have $m_1^B(k + |\mathcal{B}|) \geq m_1^B(k) - \sum_{\tau=k}^{k+|\mathcal{B}|} \delta(\tau)$. Therefore, one concludes that

$$\Delta_1(k + |\mathcal{B}|) \leq \Delta_1(k) - e_0 + \sum_{\tau=k}^{k+|\mathcal{B}|} \delta(\tau) = \left(1 - \frac{0.5\alpha^{|\mathcal{B}|}}{2}\right) \Delta_1(k + |\mathcal{B}|) + 2 \sum_{\tau=k}^{k+|\mathcal{B}|} \delta(\tau).$$

The proof is thus completed.

In order to show that $\Delta_1(k)$ asymptotically approaches 0, we introduce the lemma below:

**Lemma 7** ([Nedic et al. 2010, Lemma 7]) Let $0 < \beta < 1$ and let $\{\gamma_k\}$ be a positive scalar sequence. Assume that $\lim_{k \to \infty} \gamma_k = 0$. Then

$$\lim_{k \to \infty} \sum_{\ell=0}^{k} \beta^{-\ell} \gamma_k = 0.$$

We therefore conclude the following result on achieving the agreement condition of resilient consensus:

**Proposition 2** Under the conditions of Theorem 1, the agreement condition is exponentially guaranteed by (3).

**Proof.** Again, we consider the first component of states. Let us fix time $k$. In view of (10), for any $t \in \mathbb{Z}_{\geq 0}$, it holds that

$$\Delta_1(k + t|\mathcal{B}|) \leq \left(1 - \frac{0.5\alpha^{|\mathcal{B}|}}{2}\right)^t \Delta_1(k) + 2 \sum_{\tau=k}^{t-1} \left(1 - \frac{0.5\alpha^{|\mathcal{B}|}}{2}\right)^{t-\tau-1} \sum_{\tau=k+(t-i)|\mathcal{B}|} \delta(\tau).$$

Due to (9), we conclude that

$$\lim_{t \to \infty} \sum_{\tau=k+(t-i)|\mathcal{B}|} \delta(\tau) = 0.$$

In view of Lemma 7, the second term in RHS of (A.9) goes to 0 as $t \to \infty$. Therefore, it follows that

$$\lim_{t \to \infty} \Delta_1(k + t|\mathcal{B}|) = 0.$$  \hspace{1cm} (A.10)

Since the above equation holds true for each $k \in \mathbb{N}$, one concludes that

$$\lim_{k \to \infty} \Delta_1(k) = 0.$$  \hspace{1cm} (A.11)

Given the symmetry of different dimensions, the proof is thus completed.

---

**Part III: Conclusion on the proof of Theorem 1**

Combining Part I and Part II, we finally complete the proof of Theorem 1. Specifically, the statements in Theorem 1 are verified as follows:

1. In view of Propositions 1 and 2, both the $\delta$-validity and agreement conditions are guaranteed by C1–C4. Re-
calling Definition 3, we conclude that the benign agents exponentially achieve the resilient consensus.

(2) The second statement has been proven in Lemma 6.

B Proof of Corollary 1

Corollary 1 is obvious when \( n = 0 \). Thus we only focus on the scenario when \( n \geq 1 \).

According to Definition 5, \( \Psi(\mathcal{A}, n) \) is an intersection of \( \binom{n}{m} \) convex hulls. Since \( m \geq n(d + 1) + 1 \), it is trivial to prove that \( \binom{m}{n} > d \) holds.

On the other hand, each of these convex hulls is created by excluding \( n \) elements of \( \mathcal{A} \). Then consider any \( d + 1 \) of them, they discard at most \( n(d + 1) \) points in all. Since \( m \geq n(d + 1) + 1 \), it must be the case that at least one point in \( \mathcal{A} \) is retained by all of them. This indicates that any \( d + 1 \) convex hulls must have a nonempty intersection. By applying Helly’s Theorem, the proof is completed.

C Proof of Lemma 2

We shall prove the statements of Lemma 2 in order.

(1) To prove the first statement, we need the following lemmas:

**Lemma 8** Consider two collections of sets \( \{A_i\}_{i \in I} \) and \( \{B_j\}_{j \in J} \). If for any \( j \in J \), there exists an \( i^* \in I \) such that \( A_{i^*} \subset B_j \), then

\[
\bigcap_{i \in I} A_i \subset \bigcap_{j \in J} B_j.
\]

**Proof.** Denote a subset of \( \{A_i\}_{i \in I} \) as \( \{A_{i^*}\}_{i^* \in I} \), such that \( \{A_{i^*}\}_{i^* \in I} \) contains all \( A_i \) which has a superset in \( \{B_j\}_{j \in J} \). The proof is then completed by noticing that

\[
\bigcap_{i \in I} A_i \subset \bigcap_{i^* \in I} A_{i^*} \subset \bigcap_{j \in J} B_j.
\]

\( \square \)

**Lemma 9** Consider any set \( \mathcal{A}_1 \) with cardinality \( m_1 \) and \( \mathcal{A}_2 \) with cardinality \( m_2 \). If \( \mathcal{A}_1 \subset \mathcal{A}_2 \), then for any \( n \leq m_1 \), the following statement holds:

\[
\Psi(\mathcal{A}_1, n) \subset \Psi(\mathcal{A}_2, n).
\]

**Proof.** We show that every set \( S_2 \) in \( \mathcal{S}(\mathcal{A}_2, n) \) is a superset for some set \( S_1 \) in \( \mathcal{S}(\mathcal{A}_1, n) \). To see this, notice that

\[
S_2 = \mathcal{A}_2 \setminus S_2' \supset (\mathcal{A}_2 \setminus S_2') \cap \mathcal{A}_1 = \mathcal{A}_1 \setminus (S_2' \cap \mathcal{A}_1),
\]

where \( S_2' = \mathcal{A}_2 \setminus S_2 \) is a set with cardinality \( n \). Notice that \( S_2' \cap \mathcal{A}_1 \) has cardinality no greater than \( n \), which means that \( \mathcal{A}_1 \setminus (S_2' \cap \mathcal{A}_1) \) is a superset of some set in \( \mathcal{S}(\mathcal{A}_1, n) \). The proof is thus finished by invoking Lemma 8. \( \square \)

We are ready to prove the first statement. From Algorithm 1, it is noticed that \( \Psi(p, k), Z^i(p, k) \subset \mathcal{X}(k) \) holds for any \( i \in \mathcal{B} \) and \( p \in \mathcal{D} \). Recalling the definition of \( \mathcal{S}(k) \), namely (18), it is not difficult to conclude that \( y^i(p, k), z^i(p, k) \in \mathcal{S}(k) \), as a direct result of Lemma 9.

(2) Consider the scenario under either \( F \)-local or \( F \)-total attack. For a benign agent \( i \), it has no less than \( |X^i(k)| - F \) benign in-neighbors. By Definitions 4 and 5, one obtains that \( \mathcal{S}(i) \) is included in the convex hull formed by any \( |X^i(k)| - F \) in-neighboring values. Hence, it is trivial to derive that \( \mathcal{S}(i) \) is a subset of the convex hull formed by the benign in-neighbors’ states, that is, \( \mathcal{S}(i) \subset \Xi(k) \).

(3) Combining the first two statements, it is not difficult to conclude that

\[
\Lambda^i(k) \subset \Xi(k),
\]

where \( \Lambda^i(k) \) is defined in (13). In view of (14), one concludes that \( C3 \) holds.

D Proof of Lemma 3

For proving Lemma 3, let us introduce the lemma below:

**Lemma 10** Let \( \mathcal{A} \) be a set with \( |\mathcal{A}| = (d + 1)F + 1 \). The following relations hold for any linear function \( l(x) \):

(1) If there exist at least \( dF + 1 \) points \( \bar{x} \) in \( \mathcal{A} \) such that \( l(\bar{x}) \leq m \), then for any point \( y \in \Psi(\mathcal{A}, F) \), \( l(y) \leq m \) holds;

(2) If there exist at least \( dF + 1 \) points \( \bar{x} \) in \( \mathcal{A} \) such that \( l(\bar{x}) \geq M \), then for any point \( z \in \Psi(\mathcal{A}, F) \), \( l(z) \geq M \) holds.

**Proof.** By Corollary 1, \( \Psi(\mathcal{A}, n) \neq \emptyset \). We then show the rationale of the statements as follows:

(1) Let us consider the convex hull, denoted by \( \Psi \), formed by any \( dF + 1 \) points \( \bar{x} \) such that \( l(\bar{x}) \leq m \) and \( \bar{x} \in \mathcal{A} \). We could infer from Definition 5 that
Given any $x \in \mathbb{R}^d$, let us consider the following function:

$$l_\ell(x) = e_\ell^T x,$$

where $e_\ell$ is the $\ell$-th canonical basis vector in $\mathbb{R}^d$. Hence $l_\ell(x)$ returns the $\ell$-th entry of $x$. Then among all $l_\ell(x)$'s, where $x \in \mathcal{X}(k)$, we respectively denote by $\overline{m}_\ell^i(k)$ and $\overline{M}_\ell^i(k)$ the $(dF + 1)$-th smallest and $(dF + 1)$-th largest values. From Lemma 10, one immediately has the following results:

$$\begin{align*}
y^i_\ell(p, k) &\leq \overline{m}_\ell^i(k), \\
z^i_\ell(p, k) &\geq \overline{M}_\ell^i(k),
\end{align*}$$  \hfill (D.1)

where $y^i_\ell(p, k)$ [resp. $z^i_\ell(p, k)$] refers to the $\ell$-th entry of $y^i(p, k)$ [resp. $z^i(p, k)$]. Namely, for any $\ell \in \mathcal{D}$, the $\ell$-th entry of $y^i(p, k)$ is upper bounded by $\overline{m}_\ell^i(k)$. Similarly, the $\ell$-th entry of $z^i(p, k)$ is lower bounded by $\overline{M}_\ell^i(k)$.

Given (13), for any $\ell \in \mathcal{D}$, we conclude that

$$\begin{align*}
m_\ell(\Lambda^i(k)) &= \min_{p \in \mathcal{D}} \left( \min \{y^i_\ell(p, k), z^i_\ell(p, k)\} \right), \\
M_\ell(\Lambda^i(k)) &= \max_{p \in \mathcal{D}} \left( \max \{y^i_\ell(p, k), z^i_\ell(p, k)\} \right),
\end{align*}$$  \hfill (D.2)

where $m_\ell(\Lambda^i(k))$ and $M_\ell(\Lambda^i(k))$ are defined in Section 2.3. Therefore, it holds that

$$\begin{align*}
m_\ell(\Lambda^i(k)) &\leq \overline{m}_\ell^i(k), \\
M_\ell(\Lambda^i(k)) &\geq \overline{M}_\ell^i(k).
\end{align*}$$  \hfill (D.3)

With the preparations above, we finally provide the detailed proof of Lemma 3 for the case under statement 1), with which the case under 2) can be proved similarly.

To this end, consider any $\ell \in \mathcal{D}$ and any $\epsilon_1, \epsilon_2 \in \mathbb{R}$. Suppose that $\mathcal{B}_\ell^M(k, \epsilon_1)$ and $\mathcal{B}_\ell^m(k, \epsilon_2)$ are disjoint and nonempty. As the network is $(\ell + 1)F$-robust, there must exist one benign node, labeled as $j$, in either $\mathcal{B}_\ell^M(k, \epsilon_1)$ or $\mathcal{B}_\ell^m(k, \epsilon_2)$ that has at least $(\ell + 1)F + 1$ in-neighbors outside its set.

Without loss of generality, let $j \in \mathcal{B}_\ell^M(k, \epsilon_1)$ be such an agent. It has no less than $(\ell + 1)F + 1$ neighbors in $\mathcal{Y}\setminus\mathcal{B}_\ell^M(k, \epsilon_1)$. Moreover, under the $F$-local attack model, no less than $dF + 1$ points in agent $j$’s in-neighborhood have the $\ell$-th entries upper bounded by $\epsilon_1$. Therefore, one has that $\overline{m}_\ell^j(k) \leq \epsilon_1$. Invoking (D.3), $m_\ell(\Lambda^j(k)) \leq \overline{m}_\ell^j(k) \leq \epsilon_1$. Hence, $\Lambda^j(k)$ must contain a point, the $\ell$-th entry of which is upper bounded by $\epsilon_1$. Similarly, if agent $j \in \mathcal{B}_\ell^m(k, \epsilon_2)$, $\Lambda^j(k)$ must contain some point with $\ell$-th entry lower bounded by $\epsilon_2$. The proof is thus completed.

**E Proof of Lemma 4**

Notice that agent $i$ sets $\hat{x}^i(k)$ as $\bar{x}^i(k)$ if and only if $||x^i(k) - \bar{x}^i(k)|| \leq \lambda(k)$ holds for any $j \in \mathcal{N}_i^+$. As proved in Section 5, $\text{Cen}(\Lambda^i(k))$ is a convex combination of these in-neighboring states. By using triangle inequality, it hence follows that

$$||\text{Cen}(\Lambda^i(k)) - \bar{x}^i(k)|| \leq \lambda(k).$$  \hfill (E.1)

We thus rewrite (25)–(26) as

$$\hat{x}^i(k) = \text{Cen}(\Lambda^i(k)) + \xi^i(k),$$  \hfill (E.2)

where $||\xi^i(k)|| \leq \lambda(k).$ Setting $\hat{e}^i(k) = (1 - a^ii)\xi^i(k)$ yields the conclusion.