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Abstract

We present a conception of the slow diffusion processes in the Euclidean spaces $\mathbb{R}^m$, $m \geq 1$, based on the theory of random flights with small constant speed that are driven by a homogeneous Poisson process of small rate. The slow diffusion conditions that, on long time intervals, lead to the stationary distributions, are given. The stationary distributions of slow diffusion processes in some Euclidean spaces of low dimensions, are presented.
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1 Preliminaries

Various diffusion processes often arise in the nature as well as in many fields of science and technology. These processes are characterized by the presence of some source of substance (or heat, mass, energy, electric charge, etc.) concentrated at an initial point or in a compact set and spreading the substance outwards. The attempts of describing such processes have very long history. The first one was, apparently, undertaken by W. Thomson (Lord Kelvin) [39] who, still in the middle of the 19-th century, has suggested to describe the propagation of electric signals in the transatlantic cable by the damped wave (telegraph) equation. A similar telegraph equation has been used by V.A. Fock [7] for describing the diffusion of a light ray in a homogeneous medium. The revolutionary idea to interpret a diffusion process as the substance transport by some chaotically moving Brownian particles, was almost simultaneously put forward by A. Einstein [6], M. Smoluchowski [35] and developed then by G.I. Taylor [38]. The underlying idea of transport by Brownian particles leads to the one-dimensional parabolic heat equation (see equation (1.6) below), whose fundamental solution (i.e. the Green’s function) represents the density of a Brownian particle’s position on the line, that yields the respective distribution of the substance mass. This one-dimensional Einstein-Smoluchowski’s model can easily be generalized for the case of transport in the Euclidean space of arbitrary dimension. Namely, in this case the one-dimensional heat equation should be replaced by its multidimensional counterpart whose fundamental solution yields the density of a Brownian particle moving in the space.

After the appearance of the Einstein-Smoluchowski’s model it was extensively applied to describe various real phenomena in many fields of science and technology. It was noted that the theoretical calculations based on this model agree well with experimental data if
the speed of the process is sufficiently large. However, it was fairly quickly discovered that
in the cases when the speed is small, this model yields unsatisfactory results. This fact
can easily be explained if we take into account that the Einstein-Smoluchowski’s model is
based on the Brownian motion, that has the infinite speed of propagation and the Brownian
particle changes its direction infinitely many times per unit of time. These fairly artificial
and somewhat paradoxical properties of the Brownian motion are the main reason of the
unsatisfactoriness of the classical Einstein-Smoluchowski’s infinite-velocity transport model
for describing the processes with slow speed of propagation.

That is why an alternative approach for describing the transport processes with a finite
speed of propagation, was suggested. In contrast to the Einstein-Smoluchowski’s model, it
was assumed that in this case the transport is carried out by the particles that move at
finite speed and change their directions a finite number of times. A random walk in a plane
with steps of a fixed finite length and random directions was first introduced and studied
in the works by K. Pearson [30, 31]. The three-dimensional counterpart of such random
walk was presented by J.W.S. Rayleigh [34] (for more details on these stochastic motions
see also [33, Chapter 4]). It is clear that, since the steps have fixed length, the changes
direction occur at discrete (non-random) time instants. These works are the milestones
that contain a hidden hint of the finite-velocity transport by the particles whose motion
represents a stochastic process with finite speed of propagation. This idea was realized in
the pioneer works by S. Goldstein [12] and M. Kac [14] who were the first to associate the
finite-velocity random walk and the telegraph equation. The subject of their interest is the
stochastic motion of a particle that, at the initial time \( t = 0 \), starts from the origin \( x = 0 \)
of the real line \( \mathbb{R}^1 \) and moves with a constant finite speed \( c \) by alternating two possible
directions (positive and negative) at random time instants that form a homogeneous Poisson
flow of rate \( \lambda > 0 \). Since the speed \( c \) is finite then, at arbitrary time \( t > 0 \), the support
of the distribution of the particle’s position \( X(t) \) represents the closed interval \([−ct, ct]\). In
these works it was shown that the probability density \( p(x, t) \), \( x \in \mathbb{R}^1, t > 0 \), of the process
\( X(t) \) at arbitrary time \( t > 0 \) satisfies the following hyperbolic partial differential equation of
second order with constant coefficients:

\[
\frac{\partial^2 p(x, t)}{\partial t^2} + 2\lambda \frac{\partial p(x, t)}{\partial t} = c^2 \frac{\partial^2 p(x, t)}{\partial x^2},
\]

(1.1)

(which is known as the telegraph or damped wave equation) and can be found by solving
(1.1) with the initial conditions:

\[
p(x, t)|_{t=0} = \delta(x), \quad \frac{\partial p(x, t)}{\partial t} \bigg|_{t=0} = 0,
\]

(1.2)

where \( \delta(x) \) is the Dirac delta-function. From this fact it follows that the density \( p(x, t) \) is
the fundamental solution (the Green’s function) to the telegraph equation (1.1). A telegraph
equation with constant coefficients is one of the classical equation of mathematical physics
and its fundamental solution is well known (see, for instance, [29]). In this particular case,
the fundamental solution of equation (1.1) is given by the formula (see [23, Theorem 2.5]):
\[ p(x, t) = \frac{e^{-\lambda t}}{2} \left[ \delta(ct + x) + \delta(ct - x) \right] \\
+ \frac{e^{-\lambda t}}{2c} \left[ \lambda I_0 \left( \frac{\lambda c}{\sqrt{c^2 t^2 - x^2}} \right) + \frac{\partial}{\partial t} I_0 \left( \frac{\lambda c}{\sqrt{c^2 t^2 - x^2}} \right) \right] \Theta(ct - |x|), \tag{1.3} \]

where

\[ I_0(z) = \sum_{k=0}^{\infty} \frac{1}{(k!)^2} \left( \frac{z}{2} \right)^{2k} \]

is the modified Bessel function of order zero and \( \Theta(x) \) is the Heaviside unit-step function

\[ \Theta(x) = \begin{cases} 
1, & x > 0, \\
0, & x \leq 0.
\end{cases} \tag{1.4} \]

Note that the telegraph equation can also be considered in a more general context as a particular case of the Maxwell equation (see [43, Section 2, subsection 6]). The first term of (1.3) represents the density of the singular component of the distribution of \( X(t) \) (in the sense of generalized functions) concentrated at the two terminal points \( \pm ct \) of the interval \( [-ct, ct] \), while the second term is the density of the absolutely continuous component of the distribution concentrated in the open interval \( (-ct, ct) \).

The hyperbolicity of the governing telegraph equation (1.1) is the main peculiarity of this approach initiated by S. Goldstein [12] and M. Kac [14] and developed then in the works by C.R. Cattaneo [4], P. Vernott [42], E.V. Tolubinsky [40] and some other authors. This fact can obviously be explained by the finite velocity of the particle’s motion because, from the general PDEs’ theory, it is well known that the processes with a finite speed of propagation are described just by hyperbolic partial differential equations. This approach, that leads to the hyperbolic telegraph equation (1.1), enables to avoid many strangenesses and paradoxes inherent in the Einstein-Smoluchowski’s infinite-velocity model governed by the parabolic heat equation. These reasonings allow us to assert that the diffusion processes, whose speed of propagation is not too big, can effectively be simulated by the Goldstein-Kac stochastic motion rather than the Einstein-Smoluchowski’s model.

The remarkable fact noted by M. Kac [14] is that, if both the speed of motion \( c \) and the intensity of alternating the directions \( \lambda \) tend to infinity in such a way that the following scaling condition fulfils

\[ c \to \infty, \quad \lambda \to \infty, \quad \frac{c^2}{\lambda} \to \rho^2, \tag{1.5} \]

then telegraph equation (1.1) turns into the Einstein-Smoluchowski’s heat equation

\[ \frac{\partial u(x, t)}{\partial t} = \frac{\rho^2}{2} \frac{\partial^2 u(x, t)}{\partial x^2}. \tag{1.6} \]

As it should be expected, under the Kac’s scaling condition (1.5), the transition density (1.3) transforms into the fundamental solution of the parabolic heat equation (1.6) (see [23, Section 2.6]), that is, into the transition density of the one-dimensional homogeneous Brownian motion with zero drift and diffusion coefficient \( \rho^2 \). Therefore, Kac’s condition (1.5) can be interpreted as the fast diffusion condition.
After the appearance of the Goldstein-Kac telegraph process many efforts were made to generalize it for the case of finite-velocity motions in the high-dimensional Euclidean spaces $\mathbb{R}^m$, $m \geq 2$. This problem, first formulated by M. Kac, sounds as follows: Can the finite-velocity random motion in higher dimensions be described by the multidimensional telegraph equation similarly to the one-dimensional case? This question has become the subject of intense discussions among specialists. Some of them, based on the above mentioned analogy between the telegraph process and the one-dimensional Brownian motion, tried to describe such stochastic motions by means of the multidimensional telegraph equation similar to (1.1), in which the spatial operator $\partial^2/\partial x^2$ was formally replaced by the Laplace operator $\Delta$ of respective dimension. Other researchers claimed that such a formal replacement was highly doubtful and unjustified from the mathematical point of view. Bartlett [2, p. 705] wrote that "such equivalence is more doubtful in the multidimensional case". Tolubinsky [40, p. 49] has characterized such attempts as "unjustified". The final solution of this problem was given in [22] where it was shown that the multidimensional finite-velocity random motions (also called the Markov random flights or, in a more general context, the random evolutions [33]) are driven by much more complicated equations than the telegraph one, namely, by the hyperparabolic operators represented by the infinite series composed of the integer powers of the telegraph and Laplace operators. Nevertheless, the Kac’s scaling condition (1.5) keeps working in the multidimensional case as well providing the transformation of the hyperparabolic operators into the heat operator of respective dimension (see [22, Theorem 2]). Moreover, the more strong result states that, under Kac’s condition (1.5), the transition density of the symmetric Markov random flight in the Euclidean space $\mathbb{R}^m$ of arbitrary dimension $m \geq 2$ is convergent to the transition density of the $m$-dimensional homogeneous Brownian motion with zero drift and diffusion coefficient $2\rho^2/m$ (see [17, Theorem 4]). All these facts lead us to the conclusion that the Kac’s scaling condition (1.5) has an universal character in the space of arbitrary dimension and, therefore, it can be treated as the fast diffusion condition indeed. Note that no scaling conditions, similar to (1.5), were obtained so far for the finite-velocity stochastic motions driven by various non-Markovian processes studied in a series of recent works [3, 24–27].

While the fast diffusion processes are of a certain interest in studying many real phenomena, there are numerous important dynamic processes that can be interpreted as the slow diffusion ones. Such processes are characterized first of all by the slow and super-slow speed of propagation and their evolution can last very long time (months, years and even decades). They are of a special importance due to their numerous applications in physics, chemistry, biology, environmental science and some other fields (see, for instance, [1, 5, 10, 11, 32, 41, 44, 45] and the bibliographies therein). The mathematical methods applied in some of these works are mostly based on differential equations [1, 45].

In this article we present a conception of the slow diffusion processes based on the theory of Markov random flights in the Euclidean spaces developed in recent years. The important point of this approach relies on the fact that the main probabilistic characteristics of such processes (transition densities, for instance) in some spaces of low dimensions were obtained in explicit forms (see [16, 19, 21, 28, 36, 37]) that can be used for deriving the stationary distributions of slow diffusion processes. The crucial point is to determine the conditions on
the parameters of the motion under which the random flight generates a slow diffusion process (similarly like the Kac’s conditions \((1.5)\) generates a fast diffusion one). However, in contrast to the fast diffusion condition \((1.5)\), we should determine the appropriate conditions not only for the speed of motion and the intensity of switchings, but also for the time variable. The slow speed of propagation implies that we should consider the process on large time intervals and this leads to the respective stationary distributions.

The article is organized as follows. In Section 2 we give a description of the multidimensional symmetric Markov random flight and present a condition (in fact, a set of conditions) under which it generates a slow diffusion process in the Euclidean space of arbitrary dimension. This means that such slow diffusion condition has an universal character like the Kac’s fast diffusion one \((1.5)\). This condition connects the slow speed of propagation and the small rate of Poisson switchings through the time and, on long time intervals, lead to stationary distributions. In Section 3 we apply this slow diffusion condition to the known distributions of the symmetric Markov random flights in the Euclidean spaces \(\mathbb{R}^1, \mathbb{R}^2, \mathbb{R}^4, \mathbb{R}^6\) and obtain closed-form expressions for their stationary distributions. In the space \(\mathbb{R}^3\) such a stationary distribution is given in an asymptotic form under the additional condition of the smallness of the mean value (the expectation) of the number of switchings on the respective time interval.

2 Random Flights and Slow Diffusion Condition

The multidimensional counterpart of the Goldstein-Kac telegraph process is the symmetric Markov random flight represented by the stochastic motion of a particle that, at the initial time instant \(t = 0\), starts from the origin \(0 = (0, \ldots, 0)\) of the Euclidean space \(\mathbb{R}^m, m \geq 2\), and moves with some constant finite speed \(c\). The initial direction is a random \(m\)-dimensional vector uniformly distributed on the unit sphere

\[
S^m_1 = \{ \mathbf{x} \in \mathbb{R}^m : \|\mathbf{x}\|^2 = x_1^2 + \cdots + x_m^2 = 1 \}.
\]

The motion is governed by a homogeneous Poisson process of rate \(\lambda > 0\) as follows. At each Poissonian instant, the particle instantaneously takes on a new random direction distributed uniformly on \(S^m_1\) and keeps moving with the same speed \(c\) until the next Poisson event occurs, then it takes on a new random direction again and so on.

The particle’s position \(\mathbf{X}(t) = (X_1(t), \ldots, X_m(t))\) at time \(t > 0\) is referred to as the \(m\)-dimensional symmetric Markov random flight. At arbitrary time instant \(t > 0\) the particle, with probability 1, is located in the closed \(m\)-dimensional ball of radius \(ct\) centred at the origin \(0\):

\[
B^m_{ct} = \{ \mathbf{x} \in \mathbb{R}^m : \|\mathbf{x}\|^2 = x_1^2 + \cdots + x_m^2 \leq c^2 t^2 \}.
\]

Denote by \(\Phi(\mathbf{x}, t) = \Pr\{\mathbf{X}(t) \in d\mathbf{x}\}, \mathbf{x} \in B^m_{ct}, t \geq 0\), the distribution function of the process \(\mathbf{X}(t)\), where \(d\mathbf{x} \subset \mathbb{R}^m\) is an infinitesimal element in \(\mathbb{R}^m\). At arbitrary time instant \(t > 0\), the distribution function \(\Phi(\mathbf{x}, t)\) consists of two components.

The singular component is referred to the case when no Poisson events occur on the time interval \((0, t)\) and it is concentrated on the sphere

\[
S^m_{ct} = \partial B^m_{ct} = \{ \mathbf{x} \in \mathbb{R}^m : \|\mathbf{x}\|^2 = x_1^2 + \cdots + x_m^2 = c^2 t^2 \}.
\]
In this case, at time $t$, the particle is located on the sphere $S_{ct}^m$ and the probability of this event is: $\Pr \{X(t) \in S_{ct}^m\} = e^{-\lambda t}$.

If at least one Poisson event occurs before time $t$, then the particle is located in the interior $\text{int} \ B_{ct}^m$ of the ball $B_{ct}^m$ and the probability of this event is: $\Pr \{X(t) \in \text{int} \ B_{ct}^m\} = 1 - e^{-\lambda t}$. The part of the distribution function $\Phi(x, t)$ corresponding to this case is concentrated strictly in the interior:

$$\text{int} \ B_{ct}^m = \{x \in \mathbb{R}^m : \|x\|^2 = x_1^2 + \cdots + x_m^2 < c^2 t^2\}$$

of the ball $B_{ct}^m$ and forms its absolutely continuous component.

Let $p(x, t)$, $x \in B_{ct}^m$, $t > 0$, denote the probability density of distribution $\Phi(x, t)$. Structurally, it has the form: $p(x, t) = p^{(s)}(x, t) + p^{(ac)}(x, t)$, $x \in B_{ct}^m$, $t > 0$, where $p^{(s)}(x, t)$ is the density (in the sense of generalized functions) of the singular component of $\Phi(x, t)$ concentrated on $S_{ct}^m$ and $p^{(ac)}(x, t)$ is the density of the absolutely continuous component of $\Phi(x, t)$ concentrated in $\text{int} B_{ct}^m$.

The singular part of density $p(x, t)$ is given by the formula:

$$p^{(s)}(x, t) = \frac{e^{-\lambda t} \Gamma \left(\frac{m}{2}\right)}{2 \pi^{m/2} (ct)^{m-1}} \delta(c^2 t^2 - \|x\|^2), \quad x \in \mathbb{R}^m,$$  

where $\delta(x)$ is the Dirac delta-function. This is the density of the uniform distribution on the surface of sphere $S_{ct}^m$.

The absolutely continuous part of density $p(x, t)$ has the form:

$$p^{(ac)}(x, t) = f^{(ac)}(x, t) \Theta(ct - \|x\|), \quad x \in \mathbb{R}^m$$

where $f^{(ac)}(x, t)$ is some positive function absolutely continuous in $\text{int} B_{ct}^m$ and $\Theta(x)$ is the Heaviside unit-step function.

Markov random flights in the Euclidean spaces of different dimensions were studied in a series of works [8,9,13,15,22,28,33,36,37]. In the spaces $\mathbb{R}^2, \mathbb{R}^4, \mathbb{R}^6$ their distributions were, surprisingly, obtained in explicit forms [16,19,21,28,36,37]. These results will be used in the next section for deriving the stationary distributions of slow diffusion processes. However, first of all, we should determine a condition (in fact, a set of conditions) under which such stationary distributions exist.

Thus, we are interested in the conditions under which the $m$-dimensional Markov random flight $X(t)$ can serve as an appropriate mathematical model for a slow diffusion process $D(t)$ in the Euclidean space $\mathbb{R}^m$, $m \geq 2$. First, since $D(t)$ has a slow speed of propagation, then the random flight $X(t)$ must have a slow speed too. Therefore, we should assume that the speed $c$ of process $X(t)$ tends to zero. From this fact, as well as by taking into account some obvious physical reasonings, we can conclude that the intensity of switchings $\lambda$ should also tend to zero. It is clear that, in order to obtain important characteristics of the slow diffusion process $D(t)$, we should consider random flight $X(t)$ for large time $t$, that is for $t \to \infty$. This latter condition implies that we are interested in the stationary distribution of $D(t)$. Since the parameters $\lambda$ and $c$ of the Markov random flight $X(t)$ are connected with each other through the time, namely $\lambda$ is the mean number of changes of direction per unit of time and $c$ is the distance passed per unit of time, then we should assume that the products $\lambda t$ and
ct must tend to some finite limits. Note that $\lambda t$ is the mean number of changes of direction that have occurred until time instant $t$, while $ct$ is the distance passed by time instant $t$.

All these reasonings lead us to the following slow diffusion condition (SDC):

$$\lambda \to 0, \quad c \to 0, \quad t \to \infty,$$

$$\lambda t \to a > 0, \quad ct \to \varrho > 0.$$

Condition (2.1) has very clear physical sense. A slow diffusion process $D(t)$ can be simulated by the symmetric Markov random flight $X(t)$ with small speed and intensity of switchings. This smallness of the values of the parameters $c$ and $\lambda$ of $X(t)$ implies that we should study the process on very long time intervals on which its probabilistic characteristics become stable and tend to the stationary ones. In the next section we will show that SDC (2.1) leads to the stationary distributions indeed and, therefore, such random flights can be applied for modelling the slow diffusion processes in the Euclidean spaces of arbitrary dimension.

### 3 Stationary Densities in Low Dimensions

Let, as above, $p(x, t), \ x \in \mathbb{R}^m, \ t > 0$, denote the transition density of the symmetric Markov random flight $X(t)$. In this section we derive, under the SDC (2.1), the densities

$$q(x) = \lim_{c,\lambda \to 0, \ t \to \infty, \ \lambda t \to a, \ ct \to \varrho} p(x, t)$$

of the stationary distributions of $X(t)$ in some Euclidean spaces of low dimensions that can be treated as the stationary densities of the slow diffusion processes. The derivation is based on the closed-form expressions for the transition densities of $X(t)$ obtained in some previous works. In the space $\mathbb{R}^3$ the stationary density is presented in an asymptotic form.

**Stationary Density on the Line.** The one-dimensional Markov random flight is represented by the Goldstein-Kac telegraph process described above. Its density is given by formula (1.3). Taking into account the well known relation $I_0'(z) = I_1(z)$ connecting the modified Bessel functions of the zero and first orders, we can rewrite density (1.3) in the alternative form (see also [23, formula (2.5.3)]):

$$p(x, t) = e^{-\lambda t} \left[ \frac{c}{2} \left( \delta(ct + x) + \delta(ct - x) \right) \right] + \frac{\lambda e^{-\lambda t}}{2c} \left[ I_0 \left( \frac{\lambda}{c} \sqrt{c^2 t^2 - x^2} \right) + \frac{ct}{\sqrt{c^2 t^2 - x^2}} I_1 \left( \frac{\lambda}{c} \sqrt{c^2 t^2 - x^2} \right) \right] \Theta(ct - |x|), \quad (3.1)$$

where

$$I_1(z) = \sum_{k=0}^{\infty} \frac{1}{k! (k + 1)!} \left( \frac{z}{2} \right)^{2k+1}$$

is the modified Bessel function of first order and $\Theta(x)$ is the Heaviside unit-step function given by (1.4).
Under the SDC (2.1), density (3.1) transforms into the stationary density:

\[
q(x) = \frac{e^{-a}}{2} \left[ \delta(x + r) + \delta(x - r) \right] + \frac{ae^{-a}}{2r} \left[ I_0 \left( \frac{a}{r} \sqrt{r^2 - x^2} \right) + \frac{r}{\sqrt{r^2 - x^2}} I_1 \left( \frac{a}{r} \sqrt{r^2 - x^2} \right) \right] \Theta(r - |x|),
\]

where \(x \in (-\infty, \infty), \quad a > 0, \quad r > 0.\) (3.2)

The shape of the absolutely continuous part of stationary density \(q(x)\) given by formula (3.2) is presented in Fig. 1.
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**Figure 1:** The shape of stationary density (3.2) (for \(r = 5, \quad a = 7, \quad |x| < 5\))

One can see that, for increasing \(a\) and fixed \(r\), this curve becomes more and more peaked. On the other hand, for increasing \(r\) and fixed \(a\), this graphics becomes more even with decreasing peak.

**Stationary Density in the Plane.** The transition density of the symmetric Markov random flight \(X(t)\) in the Euclidean plane \(\mathbb{R}^2\) is given by the formula (see [21, 28, 36, 37]):

\[
p(x, t) = e^{-\lambda t} \frac{\delta(c^2t^2 - \|x\|^2)}{2\pi ct} + \frac{\lambda}{2\pi c} \exp \left( -\frac{\lambda t + \frac{\lambda}{c} \sqrt{c^2t^2 - \|x\|^2}}{\sqrt{c^2t^2 - \|x\|^2}} \right) \Theta(ct - \|x\|),
\]

where \(x = (x_1, x_2) \in \mathbb{R}^2, \quad \|x\| = \sqrt{x_1^2 + x_2^2}, \quad t > 0.\) (3.3)

Under the SDC (2.1), density (3.3) transforms into the stationary density:

\[
q(x) = \frac{e^{-a}}{2\pi \rho} \delta(\rho^2 - \|x\|^2) + \frac{a}{2\pi \rho} \exp \left( -a + \frac{a}{\rho} \sqrt{\rho^2 - \|x\|^2} \right) \Theta(\rho - \|x\|),
\]

where \(x \in \mathbb{R}^2, \quad a > 0, \quad \rho > 0.\) (3.4)
The shape of the section of the absolutely continuous part of stationary density \( q(x) \) given by formula (3.6) is plotted in Fig. 2. It shows the behaviour of \( q(x) \) as the distance \( \|x\| \) from the origin \( 0 \in \mathbb{R}^2 \) grows. We see that \( q(x) \) has local maximum at the origin \( 0 \) and it is decreasing, as \( \|x\| \) grows. Note also that density \( q(x) \) becomes infinite near the border \( \|x\| = \varrho \), that is, \( \lim_{\|x\| \to \varrho^{-}} q(x) = \infty \). This follows from the form of stationary density (3.4).

**Stationary Density in the Space \( \mathbb{R}^4 \).** The transition density of the symmetric Markov random flight \( X(t) \) in the four-dimensional space \( \mathbb{R}^4 \) has the form (see [20, formula (19)]):

\[
p(x, t) = e^{-\lambda t} \frac{1}{2\pi^2(ct)^3} \delta(c^2t^2 - \|x\|^2) \]

\[
+ \frac{\lambda t}{\pi^2(ct)^4} \left[ 2 + \lambda t \left( 1 - \frac{\|x\|^2}{c^2t^2} \right) \right] \exp \left( -\frac{\lambda}{c^2t} \|x\|^2 \right) \Theta(ct - \|x\|),
\]

(3.5)

\( x = (x_1, x_2, x_3, x_4) \in \mathbb{R}^4, \quad \|x\| = \sqrt{x_1^2 + x_2^2 + x_3^2 + x_4^2}, \quad t > 0. \)

Under the SDC (2.1), density (3.5) transforms into the stationary density:

\[
q(x) = e^{-a} \frac{1}{2\pi^2 \varrho^3} \delta(\varrho^2 - \|x\|^2) \\
+ \frac{a}{\pi^2 \varrho^4} \left[ 2 + a \left( 1 - \frac{\|x\|^2}{\varrho^2} \right) \right] \exp \left( -\frac{a}{\varrho^2} \|x\|^2 \right) \Theta(\varrho - \|x\|),
\]

(3.6)

\( x \in \mathbb{R}^4, \quad a > 0, \quad \varrho > 0. \)

The shape of the section of the absolutely continuous part of stationary density \( q(x) \) given by formula (3.6) is presented in Fig. 3.
We see that stationary density (3.6) takes maximal value at the origin and decreases smoothly up to the boundary. It is continuous and takes its minimal value on the boundary of the diffusion area.

**Stationary Density in the Space** $\mathbb{R}^6$. The transition density of the symmetric Markov random flight $X(t)$ in the six-dimensional space $\mathbb{R}^6$ has the form (see [16, the Theorem]):

$$p(x, t) = \frac{e^{-\lambda t}}{\pi^3(\lambda t)^6}\delta(c^2t^2 - \|x\|^2) + \left[\frac{16\lambda t}{\pi^3(\lambda t)^6}\left(1 - \frac{5}{6}\frac{\|x\|^2}{c^2t^2}\right) \right.$$  

$$+ \frac{e^{-\lambda t}}{2\pi^3(\lambda t)^6}\sum_{n=2}^{\infty} (\lambda t)^n(n + 1)! \sum_{k=0}^{n+1} \frac{(k + 1)(k + 2)(n + 2k + 1)}{3^k(n - k + 1)!(n + k - 2)!} \times F\left(-(n + k - 2), k + 3; 3; \frac{\|x\|^2}{c^2t^2}\right)\right] \Theta(ct - \|x\|),$$  

(3.7)

$$x = (x_1, x_2, x_3, x_4, x_5, x_6) \in \mathbb{R}^6, \quad \|x\| = \sqrt{x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_5^2 + x_6^2}, \quad t > 0,$$

where

$$F(\alpha, \beta; \gamma; z) = \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{(\gamma)_k} \frac{z^k}{k!}$$

is the Gauss hypergeometric function.

Under the SDC (2.1), density (3.5) transforms into the stationary density:

$$q(x) = \frac{e^{-a}}{\pi^3\varrho^6}\delta(\varrho^2 - \|x\|^2) + \left[\frac{16a}{\pi^3\varrho^6}\left(1 - \frac{5}{6}\frac{\|x\|^2}{\varrho^2}\right) \right.$$  

$$+ \frac{e^{-a}}{2\pi^3\varrho^6}\sum_{n=2}^{\infty} a^n(n + 1)! \sum_{k=0}^{n+1} \frac{(k + 1)(k + 2)(n + 2k + 1)}{3^k(n - k + 1)!(n + k - 2)!} \times F\left(-(n + k - 2), k + 3; 3; \frac{\|x\|^2}{\varrho^2}\right)\right] \Theta(\varrho - \|x\|),$$  

(3.8)

$$x \in \mathbb{R}^6, \quad a > 0, \quad \varrho > 0.$$
The shape of the section of the absolutely continuous part of stationary density $q(x)$ given by formula (3.8) is plotted in Fig. 4.

![Figure 4: The shape of the section of stationary density (3.8) (for $q = 5$, $a = 4$, $\|x\| < 5$)](image)

This figure shows that the six-dimensional stationary density (3.8) behaves very likely to its four-dimensional counterpart (see Fig. 3), namely, it takes maximal value at the origin and decreases smoothly up to the boundary. On the boundary it is continuous and takes its minimal value. As we will see in the next subsection, in the three-dimensional space $\mathbb{R}^3$, under an additional condition of smallness of the parameter $a$, the behaviour of the stationary density changes drastically.

**Asymptotic Stationary Density in the Space $\mathbb{R}^3$.** The above stationary densities of the Markov random flights in the spaces $\mathbb{R}^1, \mathbb{R}^2, \mathbb{R}^4, \mathbb{R}^6$ were derived from the explicit forms of their transition densities in these spaces obtained in a series of previous works \cite{16, 19, 21, 23, 28, 36, 37}. As to the finite-velocity random motions driven by a Poisson process in the three-dimensional space $\mathbb{R}^3$ is concerned, the situation is more complicated. This motion was the subject of research in some works \cite{17, 28, 36} and a few interesting results were obtained. In particular, the explicit form of the Laplace-Fourier transform of the transition density of the three-dimensional symmetric Markov random flight was derived by different methods (see \cite{17} p. 1054, \cite{28} formula (45), \cite{36} formula (5.8)). However, the problem of inverting this Laplace-Fourier transform and obtaining a closed-form expression for the density remains still open. That is why an alternative approach was developed in \cite{15} yielding an asymptotic formula for the transition density of the symmetric Markov random flight in the space $\mathbb{R}^3$ that will be used in this subsection for obtaining an asymptotic stationary density of the process.

Let $X(t) = (X_1(t), X_2(t), X_3(t))$, $t > 0$ be the symmetric Markov random flight in the Euclidean space $\mathbb{R}^3$ with constant speed $c > 0$ and the intensity of switchings $\lambda > 0$. Let $p(x, t), x \in \mathbb{R}^3, t > 0$, denote the transition density of $X(t)$. It was shown in \cite{15} Theorem
3 and comments on page 447] that, for arbitrary $t > 0$, the following asymptotic relation holds:

$$p(x, t) = \frac{e^{-\lambda t}}{4\pi(ct)^2} \delta(c^2t^2 - \|x\|^2) + e^{-\lambda t} \left[ \frac{\lambda}{4\pi c^2t} \ln \left( \frac{ct + \|x\|}{ct - \|x\|} \right) + \frac{\lambda^2}{2\pi^2c^2} \sqrt{c^2t^2 - \|x\|^2} + \frac{\lambda^3}{8\pi c^3} \right] \Theta(ct - \|x\|) + o((\lambda t)^3), \tag{3.9}$$

$$x = (x_1, x_2, x_3) \in \mathbb{R}^3, \quad \|x\| = \sqrt{x_1^2 + x_2^2 + x_3^2}, \quad t > 0.$$

Therefore, under the SDC (2.1) and the additional condition $0 < a \ll 1$, density (3.9) transforms into the asymptotic stationary density:

$$q(x) = \frac{e^{-a}}{4\pi \varrho^2} \delta(\varrho^2 - \|x\|^2) + e^{-a} \left[ \frac{a}{4\pi \varrho^2} \ln \left( \frac{\varrho + \|x\|}{\varrho - \|x\|} \right) + \frac{a^2}{2\pi^2 \varrho^2} \sqrt{\varrho^2 - \|x\|^2} + \frac{a^3}{8\pi \varrho^2} \right] \Theta(\varrho - \|x\|) + o(a^3), \tag{3.10}$$

$$x \in \mathbb{R}^3, \quad 0 < a \ll 1, \quad \varrho > 0.$$

The shape of the section of the absolutely continuous part of asymptotic stationary density $q(x)$ given by formula (3.10) (for $\varrho = 5$, $a = 0.01$, $\|x\| < 5$), is presented in Fig. 5. The error of calculations in this graphics does not exceed $10^{-6}$.

Figure 5: The shape of the section of stationary density (3.10) (for $\varrho = 5$, $a = 0.01$, $\|x\| < 5$)

We see the essential difference in the behaviour of the three-dimensional density and those in the even-dimensional spaces $\mathbb{R}^2, \mathbb{R}^4, \mathbb{R}^6$. All the densities in these even-dimensional spaces have almost the same behaviour, namely, they are mostly concentrated near the origin and are decreasing, as the distance from the origin grows. Near the border $\|x\| = \varrho$ these
densities take minimal values (except the two-dimensional density that is infinite on the border, but the probability of being near the border is, nevertheless, small like in other even-dimensional cases). In contrast to these even-dimensional spaces, the stationary density in the space $\mathbb{R}^3$ takes minimal value at the origin and is slowly growing, as the distance from the origin grows. Thus, one can say that there is a rarefaction area near the origin. When approaching the border, the density begins to rise sharply and it becomes infinite on the border. Therefore, one can conclude that the overwhelming part of density is concentrated near the border and this fact looks very similar to the behaviour of the fundamental solution (the Green’s function) of the three-dimensional wave equation which is concentrated on the surface of the diffusion sphere (see, for instance, [13, section 11, subsection 7]). This analogy becomes particularly relevant if we take into account that random flights are, in fact, a sort of wave processes and, therefore, one can expect that they should possess some their main properties. In particular, the well-known difference in the behaviour of wave processes in the Euclidean spaces of even and odd dimensions caused by the feasibility of the Huygens principle can, apparently, be a reasonable explanation of the difference in the behaviour of the densities of Markov random flights in the spaces of even and odd dimensions.

Conclusions

The presented conception of slow diffusion processes based on Markov random flights gives a tool for describing their distributions on long time intervals in the Euclidean spaces of low, most important, dimensions. The core of this conception is the slow diffusion condition (2.1) connecting the speed of propagation and the intensity of switchings of the process with the time interval of its evolution. On long time intervals, such distributions tend to the respective stationary distributions and this is valid in any dimension (asymptotically in the space $\mathbb{R}^3$). The slow diffusion condition (2.1) can, therefore, be considered as the slow-velocity counterpart of the classical Kac’s fast diffusion condition [13].

References

[1] Aronsson G., Evans L.C., Wu Y. Fast/slow diffusion and growing sandpiles. J. Diff. Equat., 131 (1996), 304-335.
[2] Bartlett M. A note on random walks at constant speed. Adv. Appl. Probab., 10 (1978), 704-707.
[3] Casini E., Le Caër G., Martinelli A. Short hyperuniform random walk. J. Statist. Phys., 160 (2015), 254-273.
[4] Cattaneo C.R. Sur une forme de l’équation de la chaleur éliminant le paradoxe d’une propagation instantanée. Comptes Rendus., 247(4) (1958), 431.
[5] Chung H.S., Piana-Agostinetti S., Shaw D.E., Eaton W.A. Structural origin of slow diffusion in protein folding. Science, 349 (2015), iss. 6255, 1504-1510.
[6] Einstein A. On the movement of small particles suspended in stationary liquids required by molecular-kinetic theory of heat. *Ann. Phys.*, **17** (1905), 549-560.

[7] Fock V.A. The solution of a problem of diffusion theory by the finite-difference method and its application to light diffusion. In: *Proceedings of the State Optics Institute*, Leningrad, 1926, **4**(34), p. 32. (In Russian)

[8] Franceschetti M. When a random walk of fixed length can lead uniformly anywhere inside a hypersphere. *J. Statist. Phys.*, **127** (2007), 813-823.

[9] Garcia-Pelayo R. The random flight and the persistent random walk. In: *Statistical Mechanics and Random Walks: Principles, Processes and Applications*, Chapter 19, Nova Science Publ., 2012.

[10] Giona M., Brasiello A., Crescitelli S. Markovian nature, completeness, regularity and correlation properties of generalized Poisson-Kac processes. *J. Stat. Mech.: Theory and Experiment*, **2** (2017), iss. 2, 023205.

[11] Giona M., Brasiello A., Crescitelli S. Stochastic foundations of undulatory transport phenomena: generalized Poisson-Kac processes - Part I, Basic Theory. *J. Phys. A: Mathematical and Theoretical*, **50** (2017), iss. 33, 335002.

[12] Goldstein S. On diffusion by discontinuous movements and on the telegraph equation. *Quart. J. Mech. Appl. Math.*, **4** (1951), 129-156.

[13] Hughes B. *Random Walks and Random Environments*. Vol. I. *Random Walks*. Oxford Univ. Press, 1995, NY.

[14] Kac M. A stochastic model related to the telegrapher's equation. *Rocky Mountain J. Math.*, **4** (1974), 497-509. (Reprinted from: Kac M. Some stochastic problems in physics and mathematics. In: *Magnolia Petroleum Company Colloquium Lectures in the Pure and Applied Sciences*, No. 2, October 1956).

[15] Kolesnik A.D. Asymptotic relation for the transition density of the three-dimensional Markov random flight on small time intervals. *J. Statist. Phys.*, **166** (2017), 434-452.

[16] Kolesnik A.D. The explicit probability distribution of a six-dimensional random flight. *Theory Stoch. Process.*, **15**(31) (2009), 33-39.

[17] Kolesnik A.D. Random motions at finite speed in higher dimensions. *J. Statist. Phys.*, **131** (2008), 1039-1065.

[18] Kolesnik A.D. Asymptotic relation for the density of a multidimensional random evolution with rare Poisson switchings. *Ukrain. Math. J.*, **60** (2008), 1915-1926.

[19] Kolesnik A.D. A note on planar random motion at finite speed. *J. Appl. Probab.*, **44** (2007), 838-842.
[20] Kolesnik A.D. A four-dimensional random motion at finite speed. *J. Appl. Probab.*, **43** (2006), 1107-1118.

[21] Kolesnik A.D., Orsingher E. A planar random motion with an infinite number of directions controlled by the damped wave equation. *J. Appl. Probab.*, **42** (2005), 1168-1182.

[22] Kolesnik A.D., Pinsky M.A. Random evolutions are driven by the hyperparabolic operators. *J. Statist. Phys.*, **142** (2011), 828-846.

[23] Kolesnik A.D., Ratanov N. *Telegraph Processes and Option Pricing*. Springer, 2013, Heidelberg.

[24] Le Caër G. Two-step Dirichlet random walks. *Physica A*, **430** (2015), 201-215.

[25] Le Caër G. A new family of solvable Pearson-Dirichlet random walks. *J. Statist. Phys.*, **144** (2011), 23-45.

[26] Le Caër G. A Pearson random walk with steps of uniform orientation and Dirichlet distributed lengths. *J. Statist. Phys.*, **140** (2010), 728-751.

[27] Letac G., Piccioni M. Dirichlet random walks. *J. Appl. Probab.*, **51** (2014), 1081-1099.

[28] Masoliver J., Porrà J.M., Weiss G.H. Some two and three-dimensional persistent random walks. *Physica A*, **193** (1993), 469-482.

[29] Morse P.M., Feshbach H. *Methods of Theoretical Physics*. McGraw-Hill, 1953, NY.

[30] Pearson K. The problem of the random walk. *Nature*, **72** (1905), 294.

[31] Pearson K. The problem of the random walk. *Nature*, **72** (1905), 342.

[32] Peters B. On the coupling between slow diffusion transport and barrier crossing in nucleation. *J. Chemic. Phys.*, **135** (2011), 044107, DOI: [http://dx.doi.org/10.1063/1.3613674](http://dx.doi.org/10.1063/1.3613674)

[33] Pinsky M.A. *Lectures on Random Evolution*. World Sci., 1991, River Edge, NJ.

[34] Rayleigh J.W.S. The problem of the random walk. *Nature*, **72** (1905), 318.

[35] Smoluchowski M. Zur kinetischen theorie der brownschen molekularbewegung und der suspensionen. *Ann. Phys.*, **21** (1906), 756-780.

[36] Stadje W. Exact probability distributions for non-correlated random walk models. *J. Statist. Phys.*, **56** (1989), 415-435.

[37] Stadje W. The exact probability distribution of a two-dimensional random walk. *J. Statist. Phys.*, **46** (1987), 207-216.

[38] Taylor G.I. Diffusion by continuous movements. *Proc. Lond. Math. Soc.*, **20**(2) (1922), 196-212.
[39] Thomson W. On the theory of the electric telegraph. *Proc. Roy. Soc. Lond.*, 7 (1854), 382-399. (Reprinted in: *Mathematical and Physical Papers by Sir William Thomson*, vol. II, The University Press, Cambridge, 1884, article LXXIII, pp. 61-76.) http://www.archive.org/details/mathematicaland02kelvgoog

[40] Tolubinsky E.V. *Theory of Transport Processes*. Naukova Dumka, 1969, Kiev. (In Russian)

[41] Valdes-Taubas J., Pelham H.R. Slow diffusion of proteins in the yeast plasma membrane allows polarity to be maintained by endocytic cycling. *Curr. Biol.*, 13(18) (2003), 1636-1640.

[42] Vernott P. Les paradoxes de la theorie continue de l’equation de la chaleur. *Comptes Rendus.*, 246(22) (1958), 3154.

[43] Vladimirov V.S. *Equations of Mathematical Physics*. Nauka, 1981, Moscow. (In Russian)

[44] Waldauer S.A., Bakajin O., Lapidus L.J. Extremely slow intramolecular diffusion in unfolded protein L. *Proc. Nat. Acad. Sci. USA*, 107(2010), iss. 31, 13713-13717.

[45] Zhong Bo Fang, Minkyu Kwak. A very singular solution for the slow diffusion equation with nonlinear convection. *J. Math. Anal. Appl.*, 337 (2008), 1211-1225.