Alpha backgrounds in the AMoRE-Pilot experiment
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Abstract The Advanced Mo-based Rare process Experiment (AMoRE)-Pilot experiment is an initial phase of the AMoRE search for neutrinoless double beta decay of $^{100}\text{Mo}$, with the purpose of investigating the level and sources of backgrounds. Searches for neutrinoless double beta decay generally require ultimately low backgrounds. Surface α decays on the crystals themselves or nearby materials can deposit a continuum of energies that can be as high as the $Q$-value of the decay itself and may fall in the region of interest.
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(ROI). To understand these background events, we studied backgrounds from radioactive contaminations internal to and on the surface of the crystals or nearby materials with Geant4-based Monte Carlo simulations. In this study, we report on the measured $\alpha$ energy spectra fitted with the corresponding simulated spectra for six crystal detectors, where sources of background contributions could be identified through high energy $\alpha$ peaks and continuum parts in the energy spectrum for both internal and surface contaminations. We determine the low-energy contributions from internal and surface $\alpha$ contaminations by extrapolating from the $\alpha$ background fitting model.

1 Introduction

One of the most fundamental questions about neutrinos is whether they are classified as Majorana or Dirac particles. The only practical method to answer this question is to find neutrinoless double beta decays ($0\nu\beta\beta$), which would establish neutrinos as Majorana particles. The rate of $0\nu\beta\beta$ (which is the inverse of the mean lifetime of this process) is proportional to the effective Majorana neutrino mass squared, which is a function of the masses and mixing angles of the three neutrinos and the so-called unknown Majorana phases [1–4].

The most sensitive lower limits on half-lives of $0\nu\beta\beta$ decay for different isotopes such as $^{76}$Ge, $^{82}$Se, $^{100}$Mo, $^{130}$Te, and $^{136}$Xe are at the level of $10^{24}$ to $10^{26}$ years [5–12].

AMoRE-Pilot is the initial phase of the AMoRE project that aims at searching for the neutrinoless double beta decay of $^{100}$Mo [13,14]. It consists of an array of six low-temperature phonon-scintillation detectors based on calcium molybdate crystals ($^{48}\text{Ca}_{\text{dep}}^{100}\text{MoO}_{4}$, CMO) with a total mass of 1.9 kg [15]. The set-up operated at the Yangyang Underground Laboratory (Y2L) from 2015 to 2018. The data taken between Aug 10 and Dec 20, 2017, with a total exposure of 0.457 kg year, are used in this analysis.

One of the AMoRE-Pilot goals is to establish a better understanding of the background conditions to improve the level of $0\nu\beta\beta$ half-life sensitivity for future versions of AMoRE.

The ultimate sensitivity of AMoRE is limited by the internal radioactive contamination of the CMO detectors by traces of uranium and thorium with their daughters [16]. In addition, contaminations on the crystals surfaces or nearby materials can deposit energies in the active volume of the detector [17–22], which could possibly appear in the experimental region of interest (ROI) that is $\pm 10$ keV around the $^{100}$Mo $Q$-value of 3.034 MeV, estimated based on the energy resolution of the detector [23]. Although $\alpha$ events from these backgrounds can be separated from double beta decay signals by particle identification (PID) methods in AMoRE [24,25], misidentification of $\beta/\gamma$ events can occur induced by the surface contamination from natural decay chains can leave residual backgrounds; hence, it is essential to understand these residual backgrounds in depth.

Contributions from radioactive $\alpha$-decays can be identified by their high-energy peaks and continuum parts in the background spectrum in internal contaminations and surface contaminations of crystals and nearby materials, respectively. For this, measured $\alpha$ energy spectra are modeled by fitting them with simulated $\alpha$ energy spectra for each crystal. The background modeling for $\beta/\gamma$ spectra will be described in a separate work.

The paper is structured as follows: the AMoRE-Pilot experimental setup is described in Sect. 2. Section 3 describes the internal background measurements of CMO crystals. Section 4 describes background simulations for both internal and surface contaminations. Section 5 provides details regarding the $\alpha$ spectra modeling developed by fitting the measured $\alpha$ spectra with the simulated data and gives details about the results, including background contributions in the ROI as well as low-energy contributions. Finally, conclusions are provided in Section 6.

2 AMoRE-Pilot experimental setup

The AMoRE-pilot detector assembly consists of an array of six crystals stacked vertically with a total mass of 1.9 kg, as shown in Fig. 1a. The six crystal detectors are labeled as Crystal 1 (C1) to Crystal 6 (C6). The CMO crystals are produced from calcium, which is depleted in $^{48}$Ca (less than 0.001% to reduce the background from the $2\nu\beta\beta$ decay of $^{48}$Ca [26]) and molybdenum enriched in $^{100}$Mo (more than 95% [27]) by JSC “Fomos Materials” [28] in the framework of R&D with the AMoRE collaboration. All the CMO scintillation crystals have been pulled by the Chochralski technique using the so-called double crystallization procedure to reduce the level of the impurities, except for Crystal 2, which was grown by a single crystal pulling procedure. Each crystal has an elliptical cylinder shape with a mass ranging from 196 to 390 g. The details for each crystal are listed in Table 1. Crystals are assembled inside a highly radiopure copper frame with high electrical conductivity, as shown in Fig. 1b. Three conically shaped polyether–ether–ketone (PEEK) spacers, placed beneath the crystals, provide support with minimal thermal losses. Four copper tabs on the top of each frame firmly press down the crystals to keep them stationary. A 400 nm thick gold film deposited on the lower surface of the crystal serves as a phonon collector, which is connected to a metallic magnetic calorimeter (MMC); this measures the rise in the crystal temperature induced by radiation absorption [23]. A detachable photon detector is installed at the top of the copper frame. It consists of a 2-in., 300 $\mu$m thick germanium wafer, used as a scintillation light absorber. A 65 $\mu$m
Fig. 1 AMoRE-pilot detector setup: a Detector array; b Photon frame location; c Vikuiti reflector location

Table 1 CMO crystal scintillator sizes, masses, and surface areas

| Crystal   | Diameter (cm) | Height (cm) | Mass (g) | Surface area (cm²) |
|-----------|---------------|-------------|----------|--------------------|
|           | Minor axis    | Major axis  |          |                    |
| Crystal 1 | 4.30          | 5.25        | 2.6      | 196                | 74.56               |
| Crystal 2 | 4.09          | 4.60        | 4.1      | 256                | 84.88               |
| Crystal 3 | 4.79          | 5.38        | 4.2      | 352                | 106.83              |
| Crystal 4 | 4.27          | 4.68        | 5.2      | 354                | 104.53              |
| Crystal 5 | 4.37          | 5.14        | 5.1      | 390                | 111.59              |
| Crystal 6 | 4.04          | 4.84        | 5.1      | 340                | 101.97              |

thick Vikuiti enhanced specular reflector film (VM2000) surrounds the side and bottom surfaces of the crystal, as shown in Fig. 1c. The masses and surface areas of the Vikuiti reflectors are listed in Table 2 and the details of the AMoRE-Pilot detector system are described in Ref. [15].

Backgrounds from α decays can originate from radioactive contaminations, which are internal to and on the surface of the crystals or nearby materials directly facing them, such as the reflector and photon detector copper frame. The copper frame on the side and bottom of the crystal is located outside of the 65 µm reflector film, which renders the penetrating α background contributions from these parts negligible. However, the photon detector frame directly faces the crystal from the top, without any intervening reflector material. Both the photon detector frame and the reflector are included in the simulations.

The event selection requirements for single-hit events (i.e., events that have signals in only one of the crystals and none in any of the other crystals) are described in the next section.

Table 2 Vikuiti reflector masses and surface areas

| Reflector number | Mass (g) | Surface area (cm²) |
|------------------|----------|--------------------|
| Reflector_1      | 0.47     | 106.23             |
| Reflector_2      | 0.64     | 143.50             |
| Reflector_3      | 0.67     | 146.07             |
| Reflector_4      | 0.67     | 173.05             |
| Reflector_5      | 0.67     | 170.48             |
| Reflector_6      | 0.67     | 170.48             |

3 Radioactive contamination of CMO crystal scintillators

The energy released in the α-decay of an internal radioactive contaminant is fully contained in the crystal and produces a peak at its Q value (Q_{α}) in the energy spectrum. The Q values of all alpha decays in the decay chains of $^{238}$U, $^{232}$Th, and
Fig. 2 The $\alpha$-event selection requirements based on the rise time parameter and light/heat ratio for C4. The rise-time is normalized for $\beta/\gamma$ and $\alpha$ to be aligned at 1 and -1, respectively. Events in the ellipse in the bottom-left are the selected $\alpha$-events. The slope of the Light/Heat ratio on energy in the right-hand side panel is due to the energy dependence of quenching of the scintillation light output for alpha particles [29].

$^{235}$U are higher than 4 MeV, where we expect only a small portion of beta or gamma-like events primarily generated by untagged muons or neutrons. In this analysis, we discriminate alpha particles with energy above 2.5 MeV even though the energy degraded alphas could fall below 2.5 MeV in the continuous spectrum. This is because the limited alpha/beta discrimination at the lower energy side would increase the analysis uncertainty. Therefore, the $\alpha$-induced-events in the 2.5–8 MeV energy range are selected using the rise time (RT) and the light-heat ratio (LH) distributions as shown in Fig. 2. The rise time is the time between 10% and 90% of the signal height, which is $\sim$1–2 ms for the six crystals under study. The light-heat ratio is the ratio between photon signal and phonon signal in the event [15,30]. In these distributions, it can be seen that the $\alpha$-events are very localized at the projected LH versus RT values and there is no strong correlation between them. To safely choose $\alpha$-events with a negligible contamination from $\beta/\gamma$-events, a selection is made for each channel, which is based on the median and standard deviation for the RT and LH distributions, which are specific to that crystal detector. $\alpha$ events are accepted if they are in an ellipse that is with 10 standard deviations of the RT and LH mean values (see Fig. 2).

Energies of the $\alpha$-events are calibrated using a linear function that fits the ratio of the phonon signal amplitudes to the true energies, which are well-known Q values for their corresponding decay [23], as shown in the middle panel of Fig. 3 for the crystal C4. The $^{210}$Po peak at 5407.5 keV was most prominent in all crystals. The peaks of $^{238}$U and $^{234}$U are detected for all crystals. However, some of them are distorted due to the contribution from surface contamination and could not be used in the energy calibration. Also, though three peaks above 5.7 MeV, shown in the top panel of Fig. 3, were attributed to the decays of the $^{227}$Th chain, the $^{223}$Ra peak was not used in the calibration because it became an outlier of the calibration curve due to the surface contribution around the peak that made the peak fit incorrect. The peak at 2.3 MeV, which is present in the spectra of all detectors was identified as $^{147}$Sm decay events. At least four alpha peaks were used for all crystals to obtain the calibration function. The peak amplitudes were determined by fitting them to a Gaussian distribution at a narrow amplitude window around the peak to avoid the contributions from surface contaminations. The uncertainty in this calibration was obtained by quadratic summing the standard deviation of calibration points from the fit curve and a linear fit error. As shown in the bottom plot of Fig. 3, the difference between the fit function and the actual data points is about 0.1% on average. It is considered a systematic error for the energy scale in the background modeling.

After applying the energy calibration as discussed, the energy resolutions of known $\alpha$ peaks were obtained by a fit with an exponentially modified Gaussian function [15].

Figure 4 shows the energy spectrum of the $\alpha$-events in C2. There are $\alpha$ peaks from the decay of $^{235}$U in the crystals with the activities similar to the $^{238}$U or the $^{232}$Th chains. The natural abundance of $^{235}$U, 0.7%, predicts about 4.6%
of $^{235}$U activity compared to $^{238}$U. Therefore, this high activity of $^{235}$U in these crystals is exceptional. It is not clearly understood how the contamination occurred.\footnote{The anomalous activity of the $^{235}$U chain may be explained by effect of the enrichment processes of molybdenum and calcium or by the proximity of the stable isotopes enrichment plant to a $^{235}$U enrichment facility.}

The internal background activities are initially estimated by counting the number of events within a $\pm 40$ keV energy window for each corresponding $Q_\alpha$. However, individual alpha peaks from the decays of $^{235}$U, $^{238}$U, and $^{232}$Th partially overlap each other in the spectrum and the contamination of the crystals by $^{235}$U is rather high. In most of the alpha active, nuclides of the $^{235}$U chain alpha decays go with a significant probability to the excited levels of the daughters with emission of gamma quanta (and conversion electrons). In addition, there are contaminations at the surfaces of the crystals and Vikuiti films. Therefore, $\alpha$-peak counting rates obtained in this way are overestimated and we tried to get the bulk contamination level for each crystal by studying alpha-alpha time-correlated events \cite{31}.

For the decay sub-chains where one or more isotopes have lifetimes on the scale of minutes, such as $^{218}$Po ($T_{1/2} = 3.10$ min) and $^{220}$Rn ($T_{1/2} = 55.6$ s), sequences of $\alpha$-decays can be identified. A coincident event can be reconstructed by finding an $\alpha$ event followed by a delayed coincidence $\alpha$ event in the $5T_{1/2}$ time window with the energy constraint for each $Q_\alpha \pm 40$ keV. The activity levels of these sub-chains, such as U3* and T2*, can be more precisely determined by analyses of these coincidence events. If the second alpha occurs less than 100 ms from the first alpha, it would be excluded since the energy of the second alphas would not be accurately estimated. The rejection probabilities of the second alphas are estimated as 0.04% and 0.1% for $Q_\alpha = 6.115$ and 6.405 MeV respectively, which are negligible. The energy window will include all the bulk contamination and a part of deep surface contamination, which will be discussed in the background modeling section.

A summary of the radioactive contamination for the CMO crystals obtained by estimates of the corresponding $\alpha$-peak counting rates is given in Table 3; the active-$\alpha$ nuclides from the sub-chains, U3* and T2*, were measured by $\alpha$-$\alpha$ coincidence events. A more quantitative analysis that includes surface contamination is described in Sect. 5.

### 4 Background simulations

Monte Carlo (MC) Simulations have been conducted using Geant4 \cite{32} version 10.4.2, in which we have implemented an AMoRE-specific physics list for both internal and surface background simulations. We adopted the G4ScreenedNuclearRecoil class \cite{33} for the simulation of low-energy nuclear recoils from $\alpha$ surface contaminations, the G4EmLivermorePhysics class for low energy electromagnetic processes, and the G4RadioactiveDecay for radioactive decay processes.

To model the measured $\alpha$ energy spectrum, we simulated internal radioactive sources such as the full decay chains of $^{238}$U, $^{232}$Th, and $^{235}$U. The measured activities, listed in Table 3, are used to normalize the simulation results. In the simulation framework, each simulated event includes an energy deposit in the crystals within a 5-ms event window considering the 1–2 ms rise times for six crystals. Pile-up events from decays with short half-lives, followed by the subsequent daughter decay in the time window of 100 ms, which is a few times the typical pulse width (~20–30 ms) in cryogenic measurements \cite{34}, are also simulated. If the second alpha occurs less than 100 ms from the first alpha, the second alpha was excluded from the MC data as it is in the experimental data. The simulated spectrum was smeared by the energy-dependent energy resolution obtained during the calibration described in Sect. 3.

Surface $\alpha$ contaminations of the crystal scintillators, Vikuiti films, and of the photon frames (that has partially crystal-facing parts) were simulated in order to investigate their contributions to the background.

#### 4.1 $\alpha$ energy spectra

Internal radionuclides from the decay chains of $^{238}$U, $^{232}$Th, and $^{235}$U were simulated and their event rates were normalized by using the measured activities. Figure 5 shows the comparison of the measured $\alpha$ spectrum (black) to spectra (other colors) simulated in the energy region of (2.5–7) MeV. In the simulation, we assumed that radionuclides in a sub-chain are in equilibrium. As listed in Table 3, there are four sub-chains for $^{238}$U decays (U1–U4), two sub-chains

![Energy spectrum of $\alpha$-events in C2. Each dotted line and the annotation on top of it represent $Q_\alpha$ and the corresponding decay sub-chain. Pairs of $\alpha$-$\alpha$ coincident events in the $^{238}$U and $^{232}$Th series are annotated with stars(*) and indicated by the blue and red histograms, respectively. See Table 3 for more detail.](image-url)
Table 3 radioactive contamination of the CMO crystal scintillators (see the text). They are obtained with a rough estimate integrating a ±40 keV range around peaks. U3* and T2* are obtained by α-α coincidence events. The numbers in the parentheses are only statistical uncertainties.

| Decay sub-chain | Activity (mBq/kg) |
|-----------------|-------------------|
|                 | Crystal 1 | Crystal 2 | Crystal 3 | Crystal 4 | Crystal 5 | Crystal 6 |
| 238U–230Th (U1) | 0.83 (2)  | 0.82 (2)  | 0.216 (9) | 0.51 (2)  | 0.60 (2)  | 1.44 (2)  |
| 230Th–226Ra (U2) | 0.18 (1)  | 0.24 (1)  | 1.01 (2)  | 0.24 (1)  | 0.47 (1)  | 0.246 (9) |
| 226Ra–210Pb (U3*) | 0.029 (4) | 2.40 (4)  | 0.008 (2) | 0.010 (3) | 0.033 (4) | 0.008 (2) |
| 210Pb–206Pb (U4) | 6.51 (6)  | 227.7 (4) | 0.54 (1)  | 1.71 (4)  | 4.59 (4)  | 1.38 (2)  |
| 228Th–228Ra (T1) | 0.016 (3) | 0.076 (7) | 0.013 (2) | 0.009 (3) | 0.015 (3) | 0.005 (1) |
| 228Th–208Pb (T2*) | 0.006 (2) | 0.135 (9) | 0.0003 (3)| 0.002 (1) | 0.007 (2) | 0.003 (1) |
| 235U–231Pa (A1)  | 0.032 (4) | 0.098 (8) | 0.045 (4) | 0.037 (5) | 0.081 (6) | 0.031 (3) |
| 231Pa–227Ac (A2) | 0.039 (5) | 0.077 (7) | 0.036 (4) | 0.027 (4) | 0.038 (4) | 0.015 (2) |
| 227Ac–207Pb (A3) | 0.25 (1)  | 0.94 (2)  | 0.079 (5) | 0.059 (6) | 0.31 (1)  | 0.053 (4) |

for $^{232}$Th decays (T1–T2), and three sub-chains for $^{235}$U decays (A1–A3) shown in different colors, respectively. All peaks with the same color are from one sub-chain with the same activity. As shown in Fig. 5, the overall measured spectrum is not fully described by internal radionuclides alone, even though the typical α peak positions are well matched. In particular, the level of the continuum background from 2.5 to 4 MeV in the measured energy spectrum is higher than the simulated spectra. This implies that there are additional contributions from surface α contaminations on the crystals and the nearby materials. Moreover, the continuum distribution lower than the 5407.5 keV peak of $^{210}$Po indicates a substantial contribution from $^{210}$Po surface contaminations. In the following section, the details of the spectrum changes as a function of the contaminant depth are described.

### 4.2 Surface α contaminations

Figure 6 shows the decay scheme of the $^{210}$Pb decay chains. It decays to $^{210}$Bi, which decays to $^{210}$Po and subsequently contributes to the high-energy spectra by the α decay to $^{206}$Pb. If $^{210}$Pb and $^{210}$Po are embedded in the surface they could act as sources of low-energy background because of their long half-lives of 22.3 years and 138 days, respectively. Because the beta decay to $^{210}$Bi results in low-energy events via electrons and γ/X-ray emissions, the spectral features of these events for energies less than 60 keV depend on their embedded depth. $^{210}$Po decays via the emission of 5304.3 keV α particle and a $^{206}$Pb recoil nucleus with energy 103.2 keV. If the α particle from the decay of $^{210}$Po escapes the surface without energy deposition, the recoiling $^{206}$Pb creates a low-
Fig. 7  a Low- and b high-energy spectra from surface $^{210}$Pb contaminants distributed uniformly within various surface depths of a crystal. The Q-value peak at 5407.5 keV that is the sum of 5304.3 keV $\alpha$ and 103.2 keV $^{206}$Pb recoil is affected by energy loss depending on the crystal surface depth. c Low- and d high-energy spectra from surface $^{210}$Pb contaminants distributed uniformly within various surface depths of Vikuiti film. An $\alpha$ from the Vikuiti surface leaves an amount of energy in the crystal that can be as high as 5304 keV. Some spectral features like plateaux appear from surface contaminants within the depth on the scale of or less than 1 $\mu$m.

energy signal that depends upon its depth. Alternatively, the 5304 keV $\alpha$ energy can be deposited in the crystal surface when the $^{206}$Pb surface recoil escapes. It is also possible that both alpha and recoil deposit all the energy in the crystal and make an event at Q value.

To understand the background contributions from surface $\alpha$ particles as a function of their contamination depth, we simulated $^{210}$Pb by generating it at random locations within various surface depths for a crystal and its Vikuiti film. The low- and high-energy spectra from the decay of $^{210}$Pb at both crystal and Vikuiti surfaces for various surface thicknesses are shown in Fig. 7a–d, respectively. Because the path length of the $^{206}$Pb, which recoils with 103 keV kinetic energy, can be as small as $\sim$50 nm, calculated with SRIM [35], inside the crystal, the Q value peak at 5407.5 keV, which is the sum of 5304.3 keV $\alpha$ and 103.2 keV $^{206}$Pb recoil, is affected by energy loss depending on the crystal surface depth, as shown in Fig. 7a and b. For very shallow $\alpha$ decays, it shows up at 5304 keV as a peak, while the 103 keV peak shows up at low energies. When decayed alphas with no depth move into the crystal, the recoiled nucleus moves towards the Vikuiti reflector. Then, though it is rare, the nucleus is reflected in the crystal and deposits energy smaller than the recoil energy, so the energy deposition will be higher than the alpha energy as shown in Fig. 7a. The range of a 5 MeV $\alpha$ particle inside a CMO crystal is $\sim$25 $\mu$m while that inside the Vikuiti film is $\sim$40 $\mu$m. For $\alpha$ decays at deeper positions, the spectra becomes similar to internal $\alpha$ decays. There are also low-energy contributions around 50 keV due to the beta decay of $^{210}$Pb. These are attributed to 46.5 keV $\gamma$ emissions together with energies up to 17 keV, emitted in the transition to the excited state of $^{210}$Bi. As shown in Fig. 7d, an $\alpha$ from the Vikuiti surface leaves an amount of energy in the crystal that can be as high as 5304 keV. If the $\alpha$ event escapes from the depth deeper than about 10 $\mu$m it contributes to the flat backgrounds with no peak near 5.3 MeV, while some spectral features like plateaux appear from surface contaminants uniformly distributed within the depth on the scale of or less than $\ldots$
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Fig. 8 Energy spectra of single-hit $\alpha$ events in C2. The simulation results are fitted to the measured data (top panel). The lower panel shows the bin by bin ratios of data to fitted result; the colored bands centered at 1 in the lower panel represent 1 and 2$\sigma$ of the total uncertainty obtained by the quadratic summing systematic uncertainty from the energy scale and uncertainty of fit parameters from the modeling. The uncertainty of the data/fit ratio is the statistical error.

Fig. 9 Correlation matrix among fitted activities in C2.

1 $\mu$m. Thus, we used both shallow and deep depth surface simulations for $^{210}$Pb on Vikuiti surfaces in the $\alpha$ background modeling.

5 Modeling $\alpha$ spectra

5.1 $\alpha$ spectra of internal and surface contamination

We first simulated background spectra of single hit $\alpha$ particles from internal and surface contamination in nine sub-chains, as follows. Four sub-chains for $^{238}$U decays, two sub-chains for $^{232}$Th decays, and three sub-chains for $^{235}$U decays, where we assumed equilibrium in radioactivities of each sub-chain. Then we fitted the simulated spectra to the measured data using a binned log-likelihood method with the following formula [36],

$$-2 \ln \lambda(\theta) = 2 \sum_{i=1}^{N_{\text{bin}}} \left[ \sum_{j=1}^{N_{\text{bkg}}} \theta_j B_{ij} - n_i + \frac{n_i}{\sum_{j=1}^{N_{\text{bkg}}} \theta_j B_{ij}} \right] + \sum_{j=1}^{N_{\text{bkg}}} \left( \frac{\theta_j - m_j}{\sigma_j} \right)^2,$$  \hspace{1cm} (1)

where $\lambda(\theta)$ is the likelihood ratio in terms of the rates of the MC components $\theta = (\theta_1, \theta_2, \ldots, \theta_{N_{\text{bkg}}})$, $n_i$ is the number of events in the $i$th energy bin of the data histogram and $B_{ij}$ is the number of events in the $i$th bin of the $j$th simulation component. The last term denotes a penalty for the rate $\theta_j$ of the $j$th component and is only active if there is an independent measurement of this component; $m_j$ and $\sigma_j$ are the measured value and the error, respectively.

The fitting range is 2.5–7.0 MeV, and the activities of each sub-chain are set as floating and/or constrained parameters in the fit. Conservative upper limits, which are set starting from the integration of peak counts in the experimental spectrum, are used for internal radionuclides.

For the background contributions from surface contaminations, we simulated $^{210}$Pb embedded in the crystal surfaces and the Vikuiti film. In addition, we considered surface contributions of all other radionuclides from the nine $^{238}$U,
232Th, and 235U decay sub-chains. There are peaks at alpha events for the five crystal detectors (C2 is excluded). The simulation results are compared with measurements of the averaged background rates weighted by crystal mass, effective live time of the detector, and dead-time correction (top panel). The lower panel shows the bin by bin ratios of data to fitted result; the colored bands centered at 1 in the lower panel represent 1 and 2σ of the total uncertainty obtained by the quadratic summing systematic uncertainty from the energy scale and uncertainty of fit parameters from the modeling. The uncertainty of the data/fit ratio is the statistical error.

Because the influence of surface contamination distorts the spectral shape of the α-peak, it is not easy to accurately obtain the signal amplitude corresponding to the Q value. Energy calibration using these peaks produces uncertainties on the energy scale and energy resolution. For a more quantitative statistical analysis, ±1σ of energy resolution was considered in the modeling fit as systematic uncertainties. Among other things, the energy scale is set based on the linear fit of calibration data points. It has errors propagated from the uncertainty of the calibration. Thus, we consider a coefficient in the MC spectrum for the energy scale errors [39]. The coefficient is determined by fitting the MC spectrum to the data and is approximately 0.14% of the energy. In addition, when the bin size was changed within the range that could at least distinguish the spectral shape of the peak, the effect of these bin-size changes on the fit results is negligible.

Figure 8 shows fitted results for all the simulated background spectra plotted as various lines with different colors and styles for single-hit α events in C2. The overall energy spectrum summed over all simulations (red line) describes the data (black line), including the continuum part in the energy spectrum that extends down to the ROI region. The grey area represents the internal contribution and the white area below the red line represents the surface contribution, which is composed of different-color background compositions. A major contributor to the white area is surface contaminations of 210Pb on both the crystal and Vikuiti film. The simulated spectral shapes of the internal radionuclides, as shown in the grey area, produce Gaussian peaks, whereas most of the peaks in the measured data are non-Gaussian. Including the background contributions from crystal surface contaminations improves not only the description of the non-Gaussian peaks but also the continuum between the peaks, as shown in Fig. 8. There is a region above 6 MeV where the data/model matching is worse because some of the data fluctuate due to low statistics. However, there are still tens of keV differences in the peak values at several energies between the data and the model, which makes the wavy shape of the residuals, even though we considered the energy scale as a systematic uncertainty in the fit. It is more discussed in Sect. 5.2.

Figure 9 shows the correlation matrix among fitted activities in C2. The fit parameters are numbered from 1 to 9 representing internal sources and 10–21 surface sources. The bulk and surface sources representing the same crystal contaminants are somewhat highly reversely correlated. However, other crystals with different depths show small correlations except for bulk/surface 210Pb. This anti-correlation between bulk and surface sources is due to the contribution of surface contaminants to the Q value peaks. In contrast, the different surface contaminants are either less or not correlated with each other in the six crystals.
Table 4 Fitted activities of $^{232}$Th, $^{235}$U and $^{238}$U sub-chains in the CMO crystal scintillators

| Decay sub-chain | No | Activity (mBq/kg) |
|-----------------|----|------------------|
|                 | Crystal 1 | Crystal 2 | Crystal 3 | Crystal 4 | Crystal 5 | Crystal 6 |
| $^{238}$U$^{--}$\(^\text{230}\)Th (U1) | 1 | 0.57 (4) | 0.77 (6) | 0.015 (11) | 0.13 (3) | 0.18 (3) | 0.64 (5) |
| $^{230}$Th$^{--}$\(^\text{226}\)Ra (U2) | 2 | <0.003 | 0.02 (2) | <0.01 | <0.003 | <0.002 | <0.002 |
| $^{226}$Ra$^{--}$\(^\text{210}\)Pb (U3*) | 3 | <0.002 | 1.94 (8) | 0.004 (6) | <0.007 | <0.005 | <0.005 |
| $^{210}$Pb$^{--}$\(^\text{210}\)Pb (U4) | 4 | 5.1 (2) | 186.1 (1.1) | 0.13 (6) | 0.9 (1) | 2.6 (2) | 0.37 (12) |
| $^{232}$Th$^{--}$\(^\text{228}\)Ra (T1) | 5 | 0.001 (13) | 0.03 (2) | <0.01 | <0.006 | <0.01 | <0.004 |
| $^{228}$Th$^{--}$\(^\text{208}\)Pb (T2*) | 6 | <0.005 | 0.14 (2) | <0.0003 | <0.001 | <0.004 | <0.002 |
| $^{235}$U$^{--}$\(^\text{231}\)Pa (A1) | 7 | 0.017 (13) | 0.01 (2) | 0.001 (30) | 0.01 (2) | 0.01 (2) | 0.005 (9) |
| $^{231}$Pa$^{--}$\(^\text{227}\)Ac (A2) | 8 | <0.006 | 0.001 (1) | <0.007 | <0.005 | <0.006 | <0.002 |
| $^{227}$Ac$^{--}$\(^\text{207}\)Pb (A3) | 9 | 0.37 (3) | 0.65 (4) | 0.09 (1) | 0.054 (14) | 0.43 (3) | 0.061 (12) |

Table 5 Fitted activities of $^{232}$Th, $^{235}$U, and $^{238}$U sub-chains in the surface layers of CMO crystal scintillators and reflecting film ($\mu$Bq/cm$^2$). Surface depths are in units of $\mu$m

| Source | Decay sub-chain | No | Crystal 1 | Crystal 2 | Crystal 3 | Crystal 4 | Crystal 5 | Crystal 6 |
|--------|-----------------|----|------------|------------|------------|------------|------------|------------|
|        |                 |    | Depth Activity | Depth Activity | Depth Activity | Depth Activity | Depth Activity | Depth Activity |
| Crystal | $^{238}$U$^{--}$\(^\text{230}\)Th (U1) | 10 | 0.01 | 1.79 (27) | 0.01 | 0.52 (18) | 0.002 | 8.8 (4) | 0.01 | 3.5 (4) | 0.01 | 8.7 (6) | 0.01 | 9.8 (7) |
|         | $^{230}$Th$^{--}$\(^\text{226}\)Ra (U2) | 11 | - | - | - | - | 0.002 | <0.4 | 0.002 | 0.1 (1) | 0.002 | 0.68 (29) | - | - |
|         | $^{226}$Ra$^{--}$\(^\text{210}\)Pb (U3*) | 12 | 0.01 | 0.47 (12) | 0.01 | 11.7 (7) | 0.005 | 0.7 (2) | 0.002 | 0.67 (15) | 0.002 | 3.6 (4) | 0.002 | 0.07 (2) |
|         | $^{210}$Pb$^{--}$\(^\text{210}\)Pb (U4) | 13 | 0.1 | 1.57 (46) | 0.1 | 108.4 (2.6) | 0.1 | 3.2 (5) | 0.03 | 2.3 (37) | 0.1 | 14.7 (1.3) | 0.8 | 6.9 (1.0) |
|         | $^{232}$Th$^{--}$\(^\text{228}\)Ra (T1) | 14 | 0.05 | 0.05 (5) | 0.05 | 0.2 (1) | 0.05 | <0.1 | 0.01 | 0.03 (5) | 0.01 | 0.1 (1) | 0.01 | 0.07 (7) |
|         | $^{228}$Th$^{--}$\(^\text{208}\)Pb (T2*) | 15 | 0.05 | 0.23 (7) | 0.05 | 0.31 (15) | 0.05 | <0.4 | 0.002 | 0.15 (8) | 0.005 | 0.98 (27) | 0.04 | 0.51 (17) |
|         | $^{235}$U$^{--}$\(^\text{231}\)Pa (A1) | 16 | 0.01 | 0.01 (1) | 0.01 | 0.1 (2) | 0.01 | 0.82 (33) | 0.01 | 0.2 (2) | 0.05 | 0.68 (37) | 0.05 | 1.04 (27) |
|         | $^{231}$Pa$^{--}$\(^\text{227}\)Ac (A2) | 17 | 0.05 | 0.26 (4) | 0.05 | <0.08 | 0.05 | 0.33 (4) | 0.05 | 0.34 (5) | 0.05 | 0.1 (1) | 0.015 | 0.09 (9) |
|         | $^{227}$Ac$^{--}$\(^\text{207}\)Pb (A3) | 18 | 0.05 | 0.2 (1) | 0.05 | 0.52 (15) | 0.05 | 0.46 (12) | 0.05 | 0.32 (6) | 0.05 | 1.1 (2) | 0.1 | 0.2 (1) |
| Vikuiti film | $^{210}$Pb$^{--}$\(^\text{206}\)Pb (U4) | 19 | 0.8 | 9.6 (9) | 0.8 | 6.7 (1.2) | 0.9 | 3.98 (51) | 0.9 | 10.5 (1.6) | 0.7 | 0.5 (1) | 0.1 | 7.9 (8) |
|         | $^{210}$Pb$^{--}$\(^\text{206}\)Pb (U4) | 20 | 0.2 | 4.2 (9) | 0.2 | 2.9 (1.4) | 0.2 | 11.2 (1.5) | 0.2 | 2.6 (7) | 0.2 | 8.4 (1.3) | 0.2 | 1.29 (69) |
|         | $^{226}$Ra$^{--}$\(^\text{210}\)Pb (U3*) | 21 | 0.004 (4) | 0.004 (3) | 0.005 (2) | 0.004 (2) | 0.004 (2) | 0.004 (3) |

Each of the six crystals was individually fitted to obtain six fitted energy spectra. Each spectrum was weighted by crystal mass, effective live time of the detector, and dead-time correction. Figure 10 shows the weighted average of measured (black) and fitted (red) background spectra for five detectors except for C2. C2 was excluded because of its extraordinary contamination of $^{210}$Pb, as shown in Fig. 8. The grey area represents the internal contributions and other colors represent the various surface contributions. The dominant backgrounds in the continuum between 2.5 MeV and 4 MeV are due to deeply embedded surface $^{210}$Pb on the Vikuiti film, while C2 is due to $^{210}$Pb on the crystal surface. The continuum between the peaks in the energy range above 5.5 MeV for the six crystals is attributed to the crystal surface contributions from the decays of $^{226}$Ra (sub-chain U3), $^{228}$Th (sub-chain T2), and $^{227}$Th (sub-chain A3), and maybe more dangerous than the internal contaminations that contribute to the grey area. Internal contributions from the decays of $^{227}$Th (sub-chain A3) are dominant contributors in the energy range above 5.5 MeV, but their effect on the background in the ROI is negligible. Overall, the weighted average of the fitted spectra is matched to the data. However, it does not match the spectral features of peaks in the data below 5 MeV. Moreover, the model does not explain some peaks in the data above 5.5 MeV, which is not shown in the model. The detailed discussion on it will be continued in Sect. 5.2.

Based on the $\alpha$ background model for the six crystals, fitted activities of both the internal and surface are listed in Tables 4 and 5. There are large contributions from the surface contaminations, while the fitted activities of most internal radionuclides are lower than the measured ones. This is because the surface contaminates partially contribute to the full energy-deposition peaks as do the internal radionuclides. Peaks at 5979.3 keV and 6750.3 keV are attributed to the internal nuclides of $^{223}$Ra and $^{211}$Bi from the $^{227}$Th.
precise as a few nanometer scales [33]. Therefore, we simulated alpha spectra at the depths such as 0, 0.1, 0.5, 1, 2, 5, 10, 15, 20, and 25 μm, as shown in Fig. 11. They are included in the fit, and the other background sources used in the modeling described in Sect. 5.1 are generated at zero depth to use in the fit, and as a result, we obtained spectra that matched better to the data.

Figure 12 shows the measured α energy spectra compared with the fitted results performed individually for each of the six crystals. The blue dashed line is the sum of the fitted background spectra of 210Pb from various surface depths in the Vikuiti reflector film, which can provide the understanding of the depth profile of the Vikuiti surface 210Pb contamination.

5.2 Variable bins and systematics

To understand the spectral features of peaks in the data, we compared alpha spectra obtained by generating surface contaminants at depths from 0 to 10 nm with a step size of 1 nm. We found that a few nm scale depth makes peaks at alpha energy due to energy loss by nuclear recoil escapes from the shallow depth and a deeper than those, like 10 nm, makes Q value peaks. However, data shows peaks at around alpha energy or between alpha energy and Q value depending on each crystal, which makes tens of keV difference from the model. Although we varied the depth at the nanoscale, it did not fit the peak shape of the data well and made peaks not well-matched at several energies. Knowing the crystal surface condition is necessary to explain whether it is caused by the surface condition or uncertainty induced by theoretical calculations used in the simulation model; we used the G4ScreenedNuclearRecoil class for the simulation of low-energy nuclear recoils from α surface contaminations, which provides good agreement with SRIM simulations, but not as precise as a few nanometer scales [33]. Therefore, we simulated alpha energy spectra from the surface contaminants at zero depth to verify their contributions to the backgrounds without considering spectral distortion due to the surface contribution depending on the contamination depth. We varied bin sizes of the alpha spectra to cover spectral shape changes around Q value peaks due to energy loss ranging from 0 to about 100 keV by nuclear recoil escapes from the surface and fitted the simulated distributions to the data. In the fit, we constrained activities of radioactive sources as fit parameters based on the measurements described in Sect. 3 and the results of background modeling performed in Sect. 5.1.

According to the α background model, the energy region below ∼5 MeV down to the continuum between 2.5 and 4 MeV is mainly affected by the contribution of the surface 210Pb in the Vikuiti reflector film. At first, we considered two depths as shallow and deep contributions by generating contaminants randomly within those depths. Then, to improve their contributions in this area with variable bin sizes, we simulated alpha spectra at the depths such as 0, 0.1, 0.5, 1, 2, 5, 10, 15, 20, and 25 μm, as shown in Fig. 11. They are included in the fit, and the other background sources used in the modeling described in Sect. 5.1 are generated at zero depth to use in the fit, and as a result, we obtained spectra that matched better to the data.

5.3 Background in the ROI from surface contamination

Degraded α events from the crystal and Vikuit surfaces contribute to the continuum that extends down to the ROI region but they can be distinguished from 0νββ events by the particle identification selection requirements described in Sect. 3. However, it is possible that β/γ events are produced by the radioactive surface contamination as well. Therefore, we estimated the background contributions in the 3.024−3.044 MeV ROI, which are produced by the surface contamination. Figure 13 shows the simulated β/γ energy spectra for each crystal that were obtained from the α modeling, which was described in the previous section. The background in the ROI due to the surface contamination is from the same isotopes as the internal contamination, i.e., 208Tl in T2 sub-chain and 214Bi in U3 sub-chain. 208Tl decay can be rejected by vetoing 30 minutes after the 6.2 MeV α precursor as in the case of internal contamination [16]. However, in the surface contamination case, the precursor α often does not give energy of 6.2 MeV, which results in lower veto efficiency. Other γ emissions with ∼3 MeV energy come from the 214Bi decay in the 226Ra−210Pb decay chain. As shown in Fig. 13, the ROI background level that is produced by the surface contamination is found to be (3.02±0.46)×10−2 counts/keV/kg/yr (ckky) for single-hit events averaged for all six detectors. The total background level in the ROI, from both internal and surface contaminations, is found to be (3.18±0.17)×10−2 ckkky. The background levels averaged for the five detectors, excluding C2 are estimated to be (1.95±0.17)×10−2 ckkky and (2.22±0.13)×10−4 ckkky in the ROI for the surface and internal contributions, respectively. The background level estimated for the surface contamination is higher than that of the AMoRE-II goal. Thus, a series of R&D efforts with different
Fig. 12 Measured energy spectra are compared with the fitted results for six crystals. The lower panel shows the bin by bin ratios of data to fitted results. The colored bands centered at 1 in the lower panel represent 1 and 2σ of statistical uncertainty.

Fig. 13 Simulated energy distributions of β/γ events from both internal and surface contaminations of the crystal detectors. Weighted averaged spectra from internal and surface (red solid line), and internal only (black solid line) contaminations are shown.

6 Conclusions

We studied the surface background of CMO crystal detectors in AMoRE-Pilot using simulations with the Geant4 toolkit. To understand background contributions from both internal and surface radioactive contaminations in crystals and nearby materials, we simulated the decay chains of $^{238}$U, $^{232}$Th, and $^{235}$U for both internal and surface contaminations. The α background modeling was carried out by fitting the measured α spectra with the simulated data. We found that the overall simulated background spectrum describes well the data for all six detectors in the 2.5–7.0 MeV energy region. Some features of the experimental spectrum can be reproduced by MC simulations for the surface contaminations of crystals and nearby materials. We found that Crystal 2, which was grown with single crystallization, has an exceptionally large internal contamination. The averaged background level, estimated at $(1.95 \pm 0.17) \times 10^{-2}$ ccky in the ROI, for the surface contaminations of the five crystals, is higher than that of the AMoRE-II goal. Special efforts are needed to reduce these backgrounds in the future.
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