Scoring predictive models using a reduced representation of proteins: model and energy definition
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Abstract

Background: Reduced representations of proteins have been playing a key role in the study of protein folding. Many such models are available, with different representation detail. Although the usefulness of many such models for structural bioinformatics applications has been demonstrated in recent years, there are few intermediate resolution models endowed with an energy model capable, for instance, of detecting native or native-like structures among decoy sets. The aim of the present work is to provide a discrete empirical potential for a reduced protein model termed here PC2CA, because it employs a PseudoCovalent structure with only 2 Centers of interactions per Amino acid, suitable for protein model quality assessment.

Results: All protein structures in the set top500H have been converted in reduced form. The distribution of pseudobonds, pseudoangle, pseudodihedrals and distances between centers of interactions have been converted into potentials of mean force. A suitable reference distribution has been defined for non-bonded interactions which takes into account excluded volume effects and protein finite size. The correlation between adjacent main chain pseudodihedrals has been converted in an additional energetic term which is able to account for cooperative effects in secondary structure elements. Local energy surface exploration is performed in order to increase the robustness of the energy function.

Conclusion: The model and the energy definition proposed have been tested on all the multiple decoys’ sets in the Decoys’R’us database. The energetic model is able to recognize, for almost all sets, native-like structures (RMSD less than 2.0 Å). These results and those obtained in the blind CASP7 quality assessment experiment suggest that the model compares well with scoring potentials with finer granularity and could be useful for fast exploration of conformational space. Parameters are available at the url: http://www.dstb.uniud.it/~ffogolari/download/
Background

Knowledge-based potential energy functions are extracted from protein structures. Most often a statistical analysis of database protein structures is performed. The potential involving a variable (e.g. a distance or an angle) is estimated from the distribution of that variable in the database, compared with that in a reference state or a null model [1-11]. Such potentials are often referred to as statistical effective energy functions (SEEFs).

Another class of knowledge-based potentials is based on optimization, that is the set of parameters for the potential functions are optimized, for instance, by maximizing the energy gap between the known native conformation and a set of alternative (or decoy) conformations [12-22]. This approach is strongly dependent on the methods used for building up decoys, and do not rely on an exact estimation of the energy gap existing between native and decoy structures.

The successful application of SEEFs to protein structure prediction tasks has been repeatedly demonstrated (see e.g. refs. [23,24]).

The statistical approach to the derivation of energy functions will be followed here. The structural representation of a protein is given, a function f mapping from the (s, a) space to the d-dimensional space of descriptors is needed in order to allow a proper reduced protein description. A descriptor can be, e.g. the contact map between non-bonded residues, the solvent accessible surface area, a backbone or sidechain dihedral angle, the packing density and/or any other feature of protein structure. In practice the values that a variable (e.g. a residue-residue distance or an angle) can assume are discretized. The descriptors associated with that variable describe the possible discretized values of that variable and assume value 1 if the current value is within the bin associated to the descriptor and 0 otherwise. The potential function becomes therefore a map of the d-dimensional descriptors c to a real energy value. The energy is commonly computed as a linearly weighted sum of descriptors (for the notation we refer to ref. [26]):

$$H(f(s,a)) = H(c) = w \cdot c = \sum_i w_i c_i,$$

where "\cdot" denotes inner product of vectors and $c_i$ is the number of occurrence of the i-th type of descriptor. For statistical knowledge-based potential functions, the weight vector $w$ for linear potential is derived by characterization of the frequency distributions of structural descriptors in a database of experimentally determined protein structures.

Statistical Effective Energy Functions

The Boltzmann’s principle is usually invoked in order to obtain empirical free energies out of the observed statistical frequencies of various protein structural features, assumed to correspond to low energy states [1-3]. These energy functions can include pairwise contact terms [1] but also solvent terms [2], short-range and long-range pairwise interactions [3-5,27], dihedral angles [28,29], solvent accessibility, hydrogen-bonding [28] up to higher-order interactions [30,31] and three-body nonadditive interactions [32-34].

According to the Boltzmann principle, the distribution of protein molecules among the microscopic states at the equilibrium connects the potential function $H(\gamma)$ for a microstate $\gamma$ to its probability of occupancy $\pi(\gamma)$. This probability $\pi(\gamma)$ can be written as:

$$\pi(\gamma) = \exp[-H(\gamma)/kT]/Z,$$

where $k$ and $T$ are the Boltzmann constant and the absolute temperature measured in Kelvin, respectively, and $Z$ is the partition function. Following from Eq. (2) the knowledge-based potential function $H(\gamma)$ corresponding to the Boltzmann distribution $\pi(\gamma)$ is:

$$H(\gamma) = -kT \ln \pi(\gamma) - kT \ln Z.$$

In order to obtain a knowledge-based potential function, the background energetic interactions $H'(\gamma)$ in the reference state must be defined. The effective potential energy is then:

$$\Delta H(\gamma) = H(\gamma) - H'(\gamma) = -kT \ln \left[ \frac{\pi(\gamma)}{\pi'(\gamma)} \right] - kT \ln \left[ \frac{Z}{Z'} \right],$$

where $\pi'(\gamma)$ is the probability of the descriptor $\gamma$ in the reference state. $Z$ and $Z'$ are both constants. Following Sipple, it is usually assumed that $Z \approx Z'$, so that Eq. (4) becomes [3]:

$$\Delta H(\gamma) = -kT \ln \left[ \frac{\pi(\gamma)}{\pi'(\gamma)} \right].$$

Due to the high dimensionality of the space of descriptors a reasonable factorization of the probability ratio is sought. Different variables are typically treated independently of each other, resulting thus in an energy function that is the sum of many independent contributions. For each descriptor $c$, the contribution to the energy is given by $w_i = -kT \ln [\pi(c_i)/\pi'(c_i)]$. Whether they are formalized in a discretized or analytical way, contributions to the energy
functions derived in this way are technically potentials of mean force [35]. The effectiveness and the drawbacks of the approach have been repeatedly pointed out [32]. First, it is straightforward that the choice of the reference state is critical for developing knowledge-based statistical potential function. The reference state problem has been clearly stated by Jernigan and Bahar [10] and discussed by Skolnick and coworkers [36,37] who derived a potential for a compact reference state with a bias for buried hydrophobic residues and compared it with previous contact potentials.

Second the choice of descriptor must catch most aspects of protein energetics, i.e. only native-like models should be assigned low energy by the potential.

Third, the assumption of independence of different potentials of mean force is clearly unrealistic. Notwithstanding all limitations, statistical effective energy functions are currently the most successful potential available for describing protein conformations (see e.g. refs. [23,24]).

Many Statistical Effective Energy Functions have been derived according to different level of representation of the protein, the features selected for defining the potential, the reference state and the actual way of derivation of the potential. Since excellent reviews on this subject are available in the literature we will not attempt an extensive coverage of all the works published so far, but rather we aim at discussing general aspects on this issue with respect to the work presented here [8,38-40].

Earlier works focused on the preference of contacts between specific residues in the database of available experimental structures [1,2,41-43]. These and other works pointed out that preferential interactions are one of the most relevant features that must be taken into account for describing protein energetics [38].

The demonstrated unlearnability of optimal potential on simplified models of proteins points out that most likely [17]:

i) the chosen protein representation requires a higher level of detail;

ii) the actual residue-residue contact definition is crucial for the accuracy of the potential [44]

iii) other features, like local conformational preferences, must be taken into account for discriminating native structure among decoys;

Another important result, which is worth mentioning here, obtained by Park and Levitt is that smoothing the contact energy function improves the performance of the potential in native structure discrimination among decoys [45].

The derivation of statistical potentials requires the definition of a reference state. The finite size of database proteins and the diversity of sidechains makes this task not straightforward. This problem has been repeatedly pointed out and recently novel approaches have been proposed [10,27].

Concerning other features, like local conformational preferences, it is well known that such preferences exist and actually they form the basis of the success of secondary structure prediction algorithms [46] and current single sequence algorithm are able to predict secondary structure with a 3-state accuracy of 70.3% [47].

Recently convincing evidence has been provided that, for high resolution structures, the distribution of backbone and sidechain dihedral angles may be used for assessing the quality of predictive models [48-50] and may be successfully used for supplementing contact potentials (see e.g. ref. [51]). Moreover it has been pointed out that dihedral angles are strongly correlated with the identity of adjacent residues [52].

The development of the potential presented here was motivated by lack of a reliable potential employing a coarse grained representation of protein structures with the following features:

- only two (or one for glycine) centers of interaction per residues;

- smooth interactions e.g. by binning a range interval;

- off-lattice representation with a continuum range for all conformational variables;

- inclusion of residue-dependent local conformational potential term favoring observed preferences;

- inclusion of (at least) nearest neighbor correlation which could reproduce local conformation correlation.

This term is fundamental for obtaining the proper average length of helices, similar to nearest-neighbor coupling in one-dimensional Ising models and it is not usually considered in available potentials.

Although most of the above listed elements are found in available empirical potentials, an empirical potential that
includes all these features at the same time is missing in the literature. There are a number of empirical potentials available, which are similar in spirit. For instance a similar model, but including up to three centers of interactions per sidechain, has been used successfully by Betancourt [53]. The distance-based potential developed by Zhou and coworkers achieves good performance with an even coarser grained representation [54].

Other potentials include structural features of interaction centers like orientational parameters for interactions (see e.g. the UNRES potential [55-57] and the review by [40]). Other potentials, used for simplified model simulations in physics, include all backbone atoms as reviewed by [38]. The statistical potential of Dehouck et al. includes all backbone torsion angles (broadly classified into seven classes) and a center of interaction for each sidechain [31].

Usage of the correlation between local amino acid conformations has been shown to improve the native structure recognition capability of scoring functions by [48]. Recently correlation between different sequence and structure descriptors (associated with potentials of mean force) has been built in a general framework by Dehouck and coworkers. The best SEEF developed according to this framework, entailing 30 energy terms, compares well or better with most popular SEEFs [31].

The reduced representation proposed here consists of two centers of interaction per residue, one for the backbone, centered on Cα atom and one for the sidechain (except for glycine which entails only one center of interaction for the backbone) centered on the center of mass of the sidechain atoms.

The potential function entails energy terms for the pseudo bonds between two consecutive Cα’s and between a Cα and the center of mass of the relative sidechain, angular energy terms for all three pseudo-bonded centers of interaction, torsional energy terms for all four pseudo-bonded centers of interaction, a pseudo-torsional energy terms to maintain proper chirality of sidechain orientation with respect to the main chain, an energy term dependent on the torsional angles of adjacent quartets of consecutive Cα’s and energy terms for all pairwise non-bonded interactions. The pairwise interactions between centers of interaction is derived here from database analysis and it employs a reference state which takes into account the finite size of proteins. The model and energy definition are detailed in the Materials and methods section.

We termed this reduced representation of proteins PC2CA, an acronym for PseudoCovalent structure with 2 Centers of interaction per Amino acid.

The performance of this potential on all multiple decoy sets in the Decoys’R’us database [58] is tested and the results obtained in the Critical Assessment of Structural Predictions (CASP7) model Quality Assessment (QA) category are summarized.

Results

Analysis of the different energy terms

The average and standard deviation values of the different energy terms have been evaluated on the top500H database structures. For what concerns the covalent energy terms (terms i to vi in Eq. (6)), only few structures, notably with short sequences, had significant deviations in the energy terms connected with the positioning of the sidechain center of mass (terms ii to iv in equation 6).

Particular attention has been paid to the torsional term dependent on the local chain conformation and the term describing the correlation between adjacent local conformations. In order to make sure that these two terms could describe reasonably well the known preferences for secondary structure elements, a Monte Carlo simulation was run on the sequences of all the structures in the top500H datasets. The energy was just the sum of the torsional (term vii in equation 7) and correlation energy (term viii in equation 8) and the temperature factor $kT$ was set to 1.0 in order to match the derivation of the potential.

The range 30 to 70 degrees was assigned to helical conformation, the range 170 to 240 was assigned to extended conformation and all other conformations were assigned to coil conformations. Every residue was assigned to the most populated conformational range (actually averaged on the preceding and the following bond, because all torsional angles refer to bonds involving two adjacent residues). The experimental secondary structure was obtained using the program DSSP [59] and converting the result into three states (extended, helix, coil): the ‘E’ state was left as the extended conformation; the ‘H’, ‘G’ and ‘I’ states were converted into helix, and all other states into coil. No post-processing of the results was performed.

Although this test is run on the same structures used for deriving the potential, making it invalid for any quantitative assessment, the three-state accuracy of this simple prediction procedure is 0.57 which is more or less what expected for a single sequence method using only nearest neighbor information.

It is interesting to assess the relative contribution of the correlation term to this accuracy. The same test has been repeated setting the correlation term to zero. The accuracy dropped to 0.51. This was a confirmation that the correlation term is indeed important for properly reproducing local conformational propensities.
**Test on the multiple decoy datasets**

The decoy sets available in the Decoys’R’us database under the category ‘multiple’ are sets where many alternative conformations are given for a single native structure. The models are obtained with widely different methods and offer therefore a significant challenge for free energy estimators. The sets have different features which make different measures of performance appropriate. The ten sets which are currently available are shortly described hereafter.

The set 4state_reduced contains alternative models for 7 different proteins. For each protein native-like conformations are present in the set and therefore some correlation between rmsd and energy should witness the accuracy of the energy function [45].

The two sets fisa and fisa_casp3 have been assembled by the group of Baker using fragments via a simulated annealing protocol [60]. For the protein 130 the structure with pdb code 1ck2 has been used as the native structure.

The sets ig_structal, hg_structal and ig_structal_hires are sets containing few models for many immunoglobulins (ig) or globins (hg) built by homology modeling. Most of the models have very low RMSD from native.

The set lattice_ssfit has been generated selecting and refining with an all-atom energy function coarse lattice models [61]. The RMSD from native in the set is larger than 4 Å for all the eight proteins modeled.

The lmds set was built including information on secondary structure and models have been refined using a soft core all atom model [62]. The set includes models with RMSD from native lower than 5.0 Å for 10 proteins.

The semfold test has been produced apparently by a fragment insertion method [63]. This includes a very large number (average of 12900) of decoys for each of the 6 proteins. Some models have RMSDs from native in the range 3 to 5 Å.

The vhp_mcmd decoy set has been obtained by taking snapshots of long molecular dynamics simulations starting from the native structure and from four coarse grained models obtained by Monte Carlo simulations. All conformations have been energy minimized using the molecular mechanics/generalized Born model [51].

The results obtained on the decoy sets are summarized in tables 1 to 10. Since many of the target structures have homologues in the top500H database, those which do not have a significant similarity with the top500H set are indicated by boldface characters (we used as a criterion an E-value greater than 0.01 for the best alignment with BLAST). No significant difference is apparent based on the presence or absence of homologues in the top500H dataset.

An energy versus RMSD plot for the 4state decoy sets is reported in Figure 1.

There are a number of plausible reasons for failure in native structure recognition, even for the best quality scoring functions, as discussed by Shen and Sali [64]. In the present case, in the few cases where the native structure is not recognized the covalent energy of the pseudocovalent structure is large showing that most likely the experimental model is not optimally refined. For instance in the native structure of protein with PDB code 4rxn there the distance between the Cα of Glu 16 and the Cα of Asp 17 is 3.19 Å, much shorter than the average distance causing the highest energy in the set for the corresponding energy term. Similarly there are distorted geometries in the proteins with PDB code 1ctf, 1bba and 1dtk.

Another likely reason for failure of native structure recognition is the presence in the crystal structure of other chains. This is the case for the short fragment of protein A (chain C of PDB structure with code 1fc2) which is bound in the crystal to an immunoglobulin domain.

In general NMR structures are more difficult to be recognized. Refinement of NMR structures is strongly dependent on the forcefield and protocol used, and this may result in minor structural features which are not typical of

---

**Table 1: Performance evaluation of the energy function on 4state_reduced decoy set**

| Decoy set       | PDB id. | rank native | RMSD | Z-score | cc  | F.E. |
|-----------------|---------|-------------|------|---------|-----|------|
| 4state_reduced  | 1ctf    | 1/631       | 0.0  | -3.4    | 0.59| 58.7 |
| 4state_reduced  | 1r69    | 1/676       | 0.0  | -4.0    | 0.62| 47.8 |
| 4state_reduced  | 1sn3    | 1/660       | 0.0  | -3.6    | 0.36| 34.8 |
| 4state_reduced  | 2cro    | 1/674       | 0.0  | -3.2    | 0.69| 55.2 |
| 4state_reduced  | 3icb    | 1/654       | 0.0  | -2.9    | 0.76| 70.8 |
| 4state_reduced  | 4pti    | 1/687       | 0.0  | -3.1    | 0.40| 33.8 |
| 4state_reduced  | 4rxn    | 667/677     | 2.1  | 2.5     | 0.48| 46.3 |
protein structures and give rise, in turn, to large energies in the statistical effective energy function.

The most challenging decoy set appears to be the semfold set which includes six targets and more than 10000 decoys for each target. For five of the decoys native or low RMSD decoys could be recognized, but the Z-score is rather low. For the structure with PDB code 1khm the lowest energy structure has a high RMSD from native, although there are decoys with RMSD from native as low as 3.0 or 4.0 Å. It is remarkable that the term for CA CM interactions attains the third lowest energy for the native structure but the overall energy is only the tenth lowest energy beyond structures with RMSD from native larger than 10 Å. The number of native-like structures (say with RMSD from native less than 4.0 Å) in the set is however limited, so it is difficult to assess whether the failure can be ascribed to the quality of the native structure, of the decoys or of the energy function itself. For this reason we considered other structures deposited in the PDB with the same sequence. For the structure with PDB code 1zzj the energy (computed on the same fragment modeled in the decoy set) is lower than the energy of all decoys. This result witnesses the quality of the energy function although the low energy assigned to very different conformations poses an issue on the robustness of the methodology. It is worth mentioning that the protein is associated with single stranded RNA in the crystallographic structure, and this feature is not modelled by the statistical effective potential.

The energy function performs also well on decoys which are mostly native-like as in the decoy sets hg_structal, ig_structal, ig_structal_hires where the native conformation is recognized 13 times on 110 cases. Moreover very low RMSD decoys are mostly selected as the lowest energy conformations. For this sets it is interesting that the correlation coefficient between energy and RMSD is on average high (0.44) and for the hg_structal set it is on average equal to 0.71.

The correlation between energy and RMSD is typically found only at low RMSDs, in other words the energy for grossly misfolded structures is not correlated with the RMSD from the native structure, but should be correlated with the RMSD from the local minimum energy conformation. For sets where the whole range of RMSDs is represented the correlation coefficient should be positive and significantly different from 0.0 and similarly the fraction enrichment should be significantly larger than 10 percent. Indeed this is the case for all 4state_reduced decoy sets and for the vhp_mcmd sets, and on average for the hg_structal, ig_structal, ig_structal_hires.

The overall ability of recognizing the native structure among decoys including native-like structures is outstanding for a model entailing only two centers of interaction per amino acid, and compares well or is superior to more complex models as judged by the results obtained with many model quality assessment programs and reported by Tosatto (see Table 3 in [50]). We report in table 11 a summary of the data reported in the cited study by Tosatto including the best performing potentials together with our results, for the sake of comparison. The best Model Quality Assessment Programs (MQAPs) considered here are ProQ [65], Prosa II [66], Verify3d [67,68], AKBP [5], DFIRE [27], RAPDF [4] and FRST [50].

**Test on conformations generated by Rosetta**

A test was performed by generating 100 conformations for the small thermostable domain of the chicken villin head-

| Decoy set | PDB id. | rank native | RMSD | Z-score | cc  | F.E. |
|-----------|---------|-------------|------|---------|-----|------|
| fisa      | 1fc2-C  | 1/501       | 0.0  | -6.6    | 0.11| 12.0 |
| fisa      | 1hdd-C  | 1/501       | 0.0  | -5.4    | 0.24| 16.0 |
| fisa      | 2cro    | 1/501       | 0.0  | -7.4    | 0.17| 22.0 |
| fisa      | 4icb    | 1/500       | 0.0  | -9.3    | 0.23| 22.0 |

| Decoy set | PDB id. | rank native | RMSD | Z-score | cc  | F.E. |
|-----------|---------|-------------|------|---------|-----|------|
| fisa_casp3| 1bg8-A  | 1/1201      | 0.0  | -4.5    | 0.26| 28.3 |
| fisa_casp3| 1b10    | 1/972       | 0.0  | -3.1    | -0.09| 7.2  |
| fisa_casp3| 1eh2    | 1/2414      | 0.0  | -3.0    | 0.13| 22.0 |
| fisa_casp3| 1jwe    | 1/1408      | 0.0  | -5.6    | 0.10| 15.0 |
| fisa_casp3| 130     | 1/1401      | 0.0  | -5.6    | 0.06| 13.6 |
| fisa_casp3| smd3    | 1/1201      | 0.0  | -4.4    | 0.06| 14.2 |

Table 3: Performance evaluation of the energy function on fisa_casp3 decoy set
piece using the software Rosetta which is one of the best
tools for ab-initio protein structure prediction. 100 struc-
tures have been generated and refined using the same soft-
ware. The average RMSD of the conformations with
respect to native is 3.6 Å with a standard deviation of 1.1
Å. The best model selected by the energy model proposed
here has 3.0 Å RMSD from native. Perhaps more signifi-
cant is the correlation between the rank according to the
energy and the rank according to the RMSD which is 0.48.

**PC2CA in CASP7**

At the time this paper is being written the CASP7 experi-
ment has just closed (for a description of the CASP exper-
iment see ref. [69]). For 99 out of the 100 targets
experimental structures have been released. The quality
assessment category has been recently introduced in the
CASP experiment in order to evaluate by scoring functions
the quality of the predictive models obtained by servers.
The discussion reported hereafter is connected with the
methods adopted for assessment in this community-wide
experiment (see ref. [70] and forthcoming articles in Pro-
teins: Structure, Function, Bioinformatics).

Unfortunately models submitted by servers and evaluated
by quality assessment programs differ in the number of
residues modeled and in the level of detail, ranging from
only Cα’s to all atoms for each amino acid. For this reason
a choice must be adopted for ranking the models which
takes into account these aspects.

Evaluation of predictions may be conducted using differ-
ent legitimate criteria. We discuss in the following the
ability of PC2CA to select native-like structures among
decays.

In order to assess the performance of PC2CA we evaluate
the quality of best ranking models using the widely
accepted Global Distance Test Total Score (GDT_TS) crite-
ron [71]. In particular the “loss in GDT_TS” of the best
ranked model (i.e. lowest energy model) compared to the
best available model (according to GDT_TS) (see A. Tra-
montano’s presentation at CASP7 available at [70]) gives
a good idea of the performance of an energy or scoring
model.

We wish to remark that no selection has been applied nor
on targets nor on models: all models were scored for all

### Table 4: Performance evaluation of the energy function on hg_structul decoy set

| Decoy set   | PDB id. | rank native | RMSD  | Z-score | cc    | F.E. |
|-------------|---------|-------------|-------|---------|-------|------|
| hg_structul | 1ash    | 1/30        | 0.0   | -2.0    | 0.62  | 66.7 |
| hg_structul | 1bab-B  | 3/30        | 0.8   | -1.4    | 0.83  | 66.7 |
| hg_structul | 1col-A  | 1/30        | 0.0   | -4.8    | 0.73  | 33.3 |
| hg_structul | 1cpc-A  | 1/30        | 0.0   | -3.4    | 0.61  | 33.3 |
| hg_structul | 1ecd    | 28/30       | 1.5   | 1.8     | 0.57  | 33.3 |
| hg_structul | 1emy    | 3/30        | 0.8   | -1.9    | 0.81  | 100.0|
| hg_structul | 1fip    | 3/30        | 1.9   | -1.5    | 0.44  | 33.3 |
| hg_structul | 1gdm    | 1/30        | 0.0   | -3.0    | 0.82  | 100.0|
| hg_structul | 1hbg    | 1/30        | 0.0   | -2.2    | 0.54  | 33.3 |
| hg_structul | 1hbb-A  | 2/30        | 1.1   | -1.6    | 0.87  | 33.3 |
| hg_structul | 1hbb-B  | 5/30        | 1.0   | -1.1    | 0.80  | 33.3 |
| hg_structul | 1hda-A  | 2/30        | 0.5   | -1.5    | 0.92  | 66.7 |
| hg_structul | 1hda-B  | 1/30        | 0.0   | -1.4    | 0.84  | 100.0|
| hg_structul | 1h2     | 9/30        | 2.9   | -0.4    | 0.55  | 33.3 |
| hg_structul | 1hlm    | 30/30       | 4.0   | 2.3     | 0.21  | 33.3 |
| hg_structul | 1hsy    | 5/30        | 0.9   | -1.3    | 0.82  | 66.7 |
| hg_structul | 1hth-A  | 1/30        | 0.0   | -2.6    | 0.78  | 66.7 |
| hg_structul | 1hht    | 30/30       | 0.8   | 3.0     | 0.41  | 66.7 |
| hg_structul | 1omba   | 1/30        | 0.0   | -1.7    | 0.72  | 33.3 |
| hg_structul | 1ombs   | 30/30       | 1.8   | 2.2     | 0.52  | 66.7 |
| hg_structul | 1myg-A  | 1/30        | 0.0   | -2.0    | 0.82  | 66.7 |
| hg_structul | 1myj-A  | 2/30        | 0.6   | -1.8    | 0.86  | 66.7 |
| hg_structul | 1myt    | 1/30        | 0.0   | -2.3    | 0.72  | 66.7 |
| hg_structul | 2dhb-A  | 8/30        | 0.8   | -0.8    | 0.85  | 66.7 |
| hg_structul | 2dhb-B  | 8/30        | 1.0   | -0.7    | 0.83  | 66.7 |
| hg_structul | 2h2     | 1/30        | 0.0   | -2.6    | 0.71  | 33.3 |
| hg_structul | 2pgh-A  | 5/30        | 1.0   | -1.2    | 0.91  | 33.3 |
| hg_structul | 2pgh-B  | 7/30        | 0.8   | -0.8    | 0.85  | 33.3 |
| hg_structul | 4sdh-A  | 1/30        | 0.0   | -3.6    | 0.70  | 33.3 |
Table 5: Performance evaluation of the energy function on ig_structal decoy set

| Decoy set | PDB id. | rank native | RMSD  | Z-score | cc  | F.E. |
|-----------|---------|-------------|-------|---------|-----|------|
| ig_structal | 1bbd    | 57/61       | 2.1   | 1.4     | 0.11| 0.0  |
| ig_structal | 1bjj    | 61/61       | 1.2   | 3.6     | 0.28| 0.0  |
| ig_structal | 1dbb    | 57/61       | 1.4   | 1.1     | 0.43| 0.0  |
| ig_structal | 1dbf    | 47/61       | 2.0   | 0.4     | 0.48| 0.0  |
| ig_structal | 1dfv    | 28/61       | 0.7   | -0.3    | 0.43| 16.7 |
| ig_structal | 1ep    | 33/61       | 2.1   | -0.1    | 0.39| 16.7 |
| ig_structal | 1fai    | 4/61        | 2.2   | -1.3    | 0.62| 33.3 |
| ig_structal | 1fbi    | 61/61       | 1.8   | 6.0     | -0.01| 16.7 |
| ig_structal | 1fgv    | 50/61       | 1.4   | 0.8     | 0.48| 0.0  |
| ig_structal | 1fig    | 61/61       | 2.0   | 6.1     | -0.03| 16.7 |
| ig_structal | 1fir    | 6/61        | 1.9   | -1.1    | 0.49| 16.7 |
| ig_structal | 1for    | 59/61       | 2.1   | 2.2     | 0.36| 0.0  |
| ig_structal | 1ftp    | 29/61       | 1.7   | -0.2    | 0.51| 0.0  |
| ig_structal | 1frg    | 5/61        | 2.1   | -1.5    | 0.37| 33.3 |
| ig_structal | 1fvc    | 54/61       | 4.1   | 0.9     | 0.07| 16.7 |
| ig_structal | 1fvd    | 13/61       | 1.8   | -0.7    | 0.42| 0.0  |
| ig_structal | 1gaf    | 35/61       | 1.7   | 0.1     | 0.43| 33.3 |
| ig_structal | 1ggi    | 58/61       | 1.7   | 1.2     | 0.39| 16.7 |
| ig_structal | 1ggg    | 5/61        | 1.7   | -1.4    | 0.43| 66.7 |
| ig_structal | 1hil    | 5/61        | 0.9   | -1.1    | 0.53| 33.3 |
| ig_structal | 1hil    | 25/61       | 1.6   | -0.3    | 0.49| 16.7 |
| ig_structal | 1iai    | 51/61       | 1.2   | 1.1     | 0.44| 33.3 |
| ig_structal | 1ibg    | 40/61       | 4.1   | 0.3     | 0.14| 0.0  |
| ig_structal | 1igc    | 17/61       | 1.0   | -0.6    | 0.49| 16.7 |
| ig_structal | 1igf    | 45/61       | 1.8   | 0.4     | 0.50| 16.7 |
| ig_structal | 1igi    | 23/61       | 3.3   | -0.4    | 0.34| 0.0  |
| ig_structal | 1igm    | 14/61       | 1.5   | -0.8    | 0.52| 33.3 |
| ig_structal | 1ikf    | 10/61       | 2.5   | -0.9    | 0.50| 16.7 |
| ig_structal | 1ind    | 2/61        | 1.2   | -1.9    | 0.57| 50.0 |
| ig_structal | 1jel    | 59/61       | 1.3   | 2.2     | 0.36| 33.3 |
| ig_structal | 1jhl    | 46/61       | 2.9   | 0.5     | 0.32| 33.3 |
| ig_structal | 1kem    | 16/61       | 2.0   | -0.6    | 0.52| 16.7 |
| ig_structal | 1lamb   | 39/61       | 2.0   | 0.2     | 0.26| 16.7 |
| ig_structal | 1lcp    | 27/61       | 2.1   | -0.3    | 0.27| 0.0  |
| ig_structal | 1lma    | 60/61       | 3.4   | 1.4     | -0.02| 0.0  |
| ig_structal | 1lbk    | 55/61       | 1.3   | 0.9     | 0.36| 16.7 |
| ig_structal | 1lmd    | 61/61       | 2.9   | 5.3     | -0.21| 0.0  |
| ig_structal | 1lnb    | 34/61       | 2.0   | 0.1     | 0.39| 33.3 |
| ig_structal | 1lnc    | 55/61       | 1.3   | 1.0     | 0.45| 33.3 |
| ig_structal | 1lng    | 59/61       | 1.5   | 1.8     | 0.27| 16.7 |
| ig_structal | 1lnb    | 34/61       | 4.4   | -0.1    | 0.15| 0.0  |
| ig_structal | 1lsm    | 61/61       | 2.0   | 3.2     | 0.20| 16.7 |
| ig_structal | 1opg    | 49/61       | 1.7   | 0.6     | 0.46| 33.3 |
| ig_structal | 1plg    | 32/61       | 1.5   | -0.2    | 0.57| 0.0  |
| ig_structal | 1rmf    | 57/61       | 1.7   | 1.7     | 0.35| 16.7 |
| ig_structal | 1rte    | 51/61       | 1.5   | 0.7     | 0.44| 0.0  |
| ig_structal | 1ucb    | 18/61       | 1.6   | -0.6    | 0.54| 33.3 |
| ig_structal | 1vfa    | 2/61        | 2.7   | -1.6    | 0.33| 16.7 |
| ig_structal | 1vge    | 31/61       | 3.9   | -0.0    | 0.10| 16.7 |
| ig_structal | 1yuh    | 61/61       | 1.9   | 2.4     | 0.06| 33.3 |
| ig_structal | 1yug    | 49/60       | 1.4   | 0.5     | 0.45| 16.7 |
| ig_structal | 1yb    | 4/61        | 1.7   | -1.5    | 0.43| 50.0 |
| ig_structal | 1yj    | 20/61       | 1.4   | -0.4    | 0.48| 0.0  |
| ig_structal | 1yf    | 4/61        | 2.0   | -1.5    | 0.40| 50.0 |
| ig_structal | 1yfl   | 59/61       | 4.2   | 2.7     | -0.29| 0.0  |
| ig_structal | 1yfm   | 59/61       | 1.6   | 1.9     | 0.38| 0.0  |
| ig_structal | 1yab   | 29/61       | 1.4   | -0.1    | 0.48| 0.0  |
| ig_structal | 1yfb   | 57/61       | 2.0   | 1.2     | 0.36| 33.3 |
| ig_structal | 1yfb   | 44/61       | 5.3   | 0.4     | -0.01| 0.0  |
targets by our group. No consensus method nor alignment or template modeling has been used for scoring models. The average loss in GDT_TS may be greatly reduced by selecting homology modeling targets. Considering the consensus among predictors improves results in many categories of predictions, as demonstrated in recent CASP experiments.

Another important issue is that residues with incomplete backbone or sidechain have been simply ignored in our quality assessment predictions and therefore a large number of models received very low score. In the deposited quality assessments we ranked models according to the energy per residue with a cutoff on the percentage of modeled residues for half of the targets and according to global energy for the remaining half. The energies for models with different level of completeness are not directly comparable and the chosen criterion had only the purpose to single out best and most complete models.

Here we will discuss predictions based on the global energy, but the results described here are however largely overlapping with those deposited.

The presence of heterogeneous (regards to completeness in length and heavy atoms) predictions made the correlation between ranking and GDT_TS insignificant and, in general, it impaired safe comparison of models.

The global energy appeared a reasonable criterion for scoring best models but it was not designed in order to maximize correlation of score rank with GDT_TS rank.

When the GDT_TS of the best models obtained from servers is compared with the GDT_TS of the best scoring model according to PC2CA the results are outstanding when one considers that the energy model employs only two centers of interaction per residue. The average loss in GDT_TS is 10.3 for all targets (10.0 and 11.9 for template modeling and template free modeling targets according to Table 7: Performance evaluation of the energy function on lattice_ssfit set

| Decoy set | PDB id. | rank native | RMSD | Z-score | cc | F.E. |
|-----------|---------|-------------|------|---------|----|------|
| lattice_ssfit | 1beo | 1/1998 | 0.0 | -5.6 | 0.08 | 12.6 |
| lattice_ssfit | 1cf | 1/2001 | 0.0 | -6.0 | 0.03 | 16.0 |
| lattice_ssfit | 1dkt-A | 1/1999 | 0.0 | -3.1 | -0.01 | 11.6 |
| lattice_ssfit | 1fca | 1/2001 | 0.0 | -4.7 | 0.04 | 9.0 |
| lattice_ssfit | 1nkl | 1/1998 | 0.0 | -4.1 | 0.01 | 14.1 |
| lattice_ssfit | 1pgb | 1/2000 | 0.0 | -4.7 | 0.04 | 10.5 |
| lattice_ssfit | 1trl-A | 1/2000 | 0.0 | -3.6 | 0.02 | 10.0 |
| lattice_ssfit | 4icb | 1/2000 | 0.0 | -4.4 | -0.00 | 15.5 |
the assessors’ classification, respectively). When the best scoring model is compared to the first model submitted by most successful servers like Zhang server and ROBETTA server, the difference in GDT_TS is as low as 5.4 and 1.5, respectively, and in general the average loss in GDT_TS compared to the best MQAP predictor is 4.7. Comparison with other MQAP predictors in CASP7 is not straightforward because only 7 groups (including ours) deposited predictions for all targets. When we compare the average GDT_TS of the best PC2CA scoring models with that of other predictors (with the average performed on the same predictions deposited by each group), PC2CA ranks 15th out of 26 for template-free modeling and 18th out of 26 for all models. The average loss in GDT_TS computed is 10.1, smaller than the average of 10.7 of all quality assessment methods.

The best PC2CA scoring models have consistently higher GDT_TS than the average GDT_TS computed on all models for each target (Figure 2).

**Discussion**

The reduced representation of proteins presented in this work has two features which makes it attractive for application in biophysical areas: it is simple and it is capable of discerning native-like models among non-native-like models produced using a wide variety of methods. A blind test performed in the CASP7 quality assessment category confirms this conclusion and, in spite of its granularity, our scoring potential ranks in the average of methods using finer granularity and applying consensus procedures.

The good scoring properties of the model however do not guarantee that the same model can be used for folding small proteins e.g. by Monte Carlo simulated annealing. Indeed, the potential could have lower minima for conformations that are not explored by the algorithms used for generating decoys or predictive models in CASP7. The range of values for terms involving bonds, angles and pseudodihedrals in the systems tested is limited. It is likely that it would be possible to slightly increase the energy of these terms, reaching non-physical conformations, and simultaneously decrease other, e.g. non-bonded energy terms.

An obvious correction to the potential for model generation applications is the replacement of flat high energy regions at large distances with increasing potential, in order to prevent bonds to break. A less obvious issue is that the weights of the different terms, in particular those which have less variability in the decoy test sets, could have to be changed when using the potential to generate models. It is also likely that the correlation found between torsional and bending energy terms in native structures will need proper treatment. Such correlations are somehow taken into account by the attractive potential between CA’s.

**Table 9: Performance evaluation of the energy function on semfold decoy set**

| Decoy set | PDB id. | rank native | RMSD  | Z-score  | cc  | F.E. |
|-----------|---------|-------------|-------|----------|-----|------|
| semfold   | 1cf     | 1/11402     | 0.0   | -4.7     | 0.13| 19.7 |
| semfold   | 1e68    | 5/11361     | 4.5   | -2.3     | 0.09| 21.0 |
| semfold   | 1eh2    | 69/11442    | 0.3   | -2.3     | 0.06| 13.3 |
| semfold   | 1kkm    | 10/21081    | 1.1   | -3.0     | 0.02| 11.3 |
| semfold   | 1nkl    | 4/11662     | 0.2   | -3.5     | 0.09| 19.4 |
| semfold   | 1pgb    | 1/11282     | 0.0   | -3.1     | 0.03| 12.7 |
Another important point is that the pseudo-minimization used in this work is a very rough approximation of a real energy minimization procedure.

The ultimate test for a scoring potential function is however recognition of native-like structures among decoys generated with the task of minimizing the same potential function.

All these issues above are being considered for using the potential in model generation applications under development in our laboratories.

**Conclusion**

The results obtained on decoy sets and those obtained in the blind CASP7 quality assessment experiment suggest that the energetic model proposed here is suited for scoring predictive protein models. In spite of its simplicity the potential compares well with scoring potentials with much finer granularity. Tests are underway in order to assess its application for fast exploration of conformational space.

**Methods**

**Selection of a protein dataset**

The dataset of proteins used for the extraction of the statistical potential is Top500H [49]. This is a non-redundant set of 500 hand-cured proteins resolved by X-ray crystallography to 1.8 Å or better resolution. There are few Van der Waals clashes and few significant deviations from ideal bond lengths and angles and a maximum of 60% sequence identity is allowed for each structure pair.

**Derivation of a statistical potential**

All protein structures in the Top500H dataset have been read and converted in reduced form including only C_\alpha atoms (CA), representing the backbone atoms, and the center of mass of each sidechain representing the sidechain itself (CM). Adjacency between amino acids was checked by the requirement that, after sorting residue numbers and residue insertions in the PDB file the distance between consecutive C_\alpha’s was in the range 2.7 to 4.3 Å. Based on this reduced model a statistical effective energy function has been derived from the analysis of the Top500H dataset. Incomplete backbone groups or sidechains have been discarded from analysis.

For this reduced model a pseudocovalent structure may be defined where each CA is bonded to its sidechain center of mass (CM) and to the adjacent CAs [25] (Figure 3). Consequently, following the standard terminology for molecular mechanics forcefields, the energy model entails bonded and non-bonded terms. CM is absent for glycine residues.

The energy linked to the quality of the pseudocovalent structure \( E_{cov} \) rather than to the quality of the conformation itself, is described by the sum of six terms (each implying summation on index \( i \)):

\[
E_{cov} = i) \ E_b(d(CA(i),CA(i+1))) + \\
   ii) \ E_b(d(CA(i),CM(i))) + \\
   iii) \ \frac{1}{2}E_a(\theta(CA(i),CA(i+1),CM(i+1))) + \\
   iv) \ \frac{1}{2}E_a(\theta(CM(i),CA(i),CA(i+1))) + \\
   v) \ E_a(\theta(CA(i),CA(i+1),CA(i+2))) + \\
   vi) \ E_p(\phi(CA(i),CA(i+1),CA(i+2),CM(i+1)))
\]

where the subscripts \( b, a \) and \( p \) refer to bond, angle and pseudodihedral energies, respectively.

The domain of each bond, angle and pseudodihedral variable considered has been divided into bins and the energy corresponding to the \( k \)th bin has been obtained as

\[
E(k) = -\log\left(\frac{N_k}{N_{tot}}\right),
\]

where \( N_k \) is the number of counts in the \( k \)th bin and \( N_{tot} \) is the number of total counts. Intervals with \( N_k = 0 \) were assigned arbitrarily a value \( E(k) = -2\log\left(\frac{1}{N_{tot}}\right) \), which is equivalent to the usage of pseudo-counts (\( \frac{1}{N_{tot}} \)). The width of the bins and particular cases will be discussed in the following.

The first term \( i \) is the energy associated with the bond between two consecutive CAs. The distribution of the CA-CA distance depends essentially on the presence or absence of a proline in the second position and therefore only two distributions (with proline or any other residue at the second position, respectively) have been considered. The bins are 0.025 Å wide. The second term \( ii \) is the

| Decoy set | PDB id. | rank native | RMSD | Z-score | cc | F.E. |
|-----------|---------|-------------|------|---------|----|-----|
| vhp_mcmd  | 1vii    | 2364/6256   | 2.6  | -0.6    | 0.57 | 35.0 |

**Table 10: Performance evaluation of the energy function on vhp_mcmd decoy set**
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Energy versus RMSD plots for the 4state decoy sets.

Figure 1
Energy versus RMSD plots for the 4state decoy sets.
Table 11: Comparison of different model quality assessment programs

| Program       | MQAP Rank native | Z-score | lattice_ssfit Rank native | Z-score | Imds Rank native | Z-score |
|---------------|------------------|---------|---------------------------|---------|-----------------|---------|
| PC2CA         | 6/7              | -2.5    | 8/8                       | -4.5    | 7/10            | -1.3    |
| ProQ          | 5/7              | -4.1    | 7/8                       | -12.1   | 4/10            | -3.7    |
| Prosa II      | 5/7              | -2.7    | 8/8                       | -5.6    | 6/10            | -2.5    |
| Verify3D      | 4/7              | -2.6    | 7/8                       | -4.5    | 2/10            | -1.4    |
| AKBP          | 7/7              | -3.2    | 8/8                       | -6.6    | 3/10            | -0.5    |
| DFIRE         | 6/7              | -3.5    | 8/8                       | -9.5    | 7/10            | -0.9    |
| RAPDF         | 7/7              | -3.0    | 8/8                       | -7.2    | 3/10            | +0.5    |
| FRST          | 7/7              | -4.4    | 8/8                       | -6.7    | 6/10            | -3.5    |

The $\frac{1}{2}$ factor in terms (iii) and (iv) does not apply for terms involving the ends of the chain.

The term ($v$) represents the energy associated with the angle among three consecutive CAs. The last term ($vi$) is an energy term associated with the pseudodihedral defined by three consecutive CAs and the sidechain center of mass of the second residue. This term is needed in order to maintain the proper orientation of the sidechain center of mass with respect to the main chain plane.

Both terms ($v$) and ($vi$) are specific for the central amino acid type. The bins considered are 5 degrees wide.

The sequence local conformational propensity is taken into account with an energy which depends on the dihedral angle defined by four consecutive CAs

$$E_{dih} = vii) \ E_t \phi(CA(i), CA(i+1), CA(i+2), CA(i+3))$$

where the subscript $t$ refers to torsional energies. The bins considered here are 10 degree wide.

This term is specific for the two central amino acid types, i.e. there are 400 different potentials of mean force defined.

In order to take into account properly the occurrence of secondary structure elements and other frequent local conformation motifs, like turns, an additional term describes the correlation between adjacent local conformations:

$$E_{corr} = viii) \ E_c \phi(CA(i), CA(i+1), CA(i+2), CA(i+3), CA(i+4))$$

where the subscript $c$ refers to correlation energies. If $\phi$ is the dihedral defined by $CA(i) - CA(i+1) - CA(i+2) - CA(i+3)$...
where \( m \) and \( n \) refer to angles \( \phi_i \) and \( \phi_{i+1} \), respectively and the probability \( p(m, n) \) is computed over all pairs \( \phi_i, \phi_{i+1} \).

The energetics of non-bonded interactions among the centers of interaction in the reduced model is described by the sum of three terms:

\[
E_{nb} = \sum_i E(d(CM(i) - CM(j))) |_{j<i<1} + \sum_i E(d(CA(i) - CA(j))) |_{j<i<2} + \sum_i E(d(CA(i) - CM(j))) |_{j<i<1}
\]

The energy of the \( k \)th bin of the distribution is computed as:

\[
E(k) = -\log\left( \frac{N_{obs}(k)}{N_{exp}(k)} \right)
\]

where \( N_{exp}(i) \) and \( N_{obs} \) are the number of counts of centers of interaction expected and actually found in the \( k \)th bin of the distribution, respectively. The expected number of counts in a given bin \( N_{exp} \) requires a proper treatment, because proteins are finite systems and different types of center of interactions have different dimensions. The finite size of proteins will result in a decay of the counts at long distances. In the absence of specific interactions and neglecting excluded volume or correlation effects, the expected number of counts within any given distance range \( r - \frac{\Delta r}{2} \) to \( r + \frac{\Delta r}{2} \) depends on the density of the relevant centers of interaction in the dataset proteins and is proportional to the spherical shell volume around the reference center:

\[
N_{exp}(r - \frac{\Delta r}{2}, r + \frac{\Delta r}{2}) = a \ast r^2 \ast \Delta r
\]

The finite size of proteins makes larger distances less and less probable. We found that a simple exponential damping factor describes this effect fairly well. For this reason the expected number of counts in a bin at a given distance \( r \) may be expressed as:

\[
N_{exp}(r) = a \ast r^2 \ast \exp(-\frac{r}{b}) \ast \Delta r
\]

where \( a, b \) and \( c \) are fitting parameters. These parameters take account of both the density of the interaction centers and finite size of proteins. Assuming that the interactions among amino acids are short ranged, as it is usually assumed, the fitting parameters \( a, b \) and \( c \) may be estimated from the observed distributions at large distances (say at more than 16 Å). This was done here and the effec-

**Figure 3**
Pseudocovalent structure for a five-residue fragment of a protein (PDB id 1CTF, fragment 54–58).
The effectiveness of this approach is shown in Figure 4 where the original counts’ distribution and the computed radial distribution function are shown. This choice for the reference state corresponds to a finite size randomly collapsed protein. It has the advantage, over other possible definition of the reference state, of taking into account in a straightforward way the finite size of proteins and the different size of amino acids. Note that the definition of average amino acid interactions would be problematic in the presence of very different radial distributions.

**Figure 4**

Original histogram of counts for the distances between the Ile and Ala sidechain centers of interaction (bin width = 0.25 Å) (upper panel). Computed radial distribution function (lower panel).

In order to properly evaluate conformational energies, some energy minimization should be performed, because the model at hand might have been not refined and minor deviations from standard geometry could result in large unfavorable energy terms. We assumed that any given conformation could relax toward lower energies, this is even more true when simplified models are taken into account. A dislocation of 10 degrees was therefore allowed as far as angles and pseudoangles are concerned, as well as a variation of 0.05 Å for the distance $d(CA(i), CA(i + 1))$ and of 0.2 Å for the distance $d(CA(i), CM(i))$. We remark that no real movement of the structure is allowed, but rather we take the minimum energy value in the allowed range for every contribution to the energy.

This virtual relaxation of the structure is able to reduce the dependence of the energy on the simplification procedure and on building details.

Another problem concerns the exact weighing of the different contributions. Energy terms connected with the covalent structure of the reduced model have been treated ad hoc, in order to avoid that a structure built with all angles and lengths at their energy minimum values could get a very low energy. All these contributions (terms $i$ to $vi$ in equation 6) have been reassigned as follows:

$$E = \begin{cases} 
0 & \text{if } E < \bar{E} + \sigma_E \\
\frac{E - \bar{E} - \sigma_E}{\sigma_E} & \text{if } E \geq \bar{E} + \sigma_E \left(1.0 - \exp\frac{E - \bar{E} - \sigma_E}{\sigma_E}\right) 
\end{cases}$$

where $\bar{E}$ is the average energy contribution per residue and $\sigma_E$ is the standard deviation in the top500H dataset.

Since there are eleven different terms contributing the energy we decided to group together the covalent terms, but considered separately the dihedral term, the correlation term and the three non-bonded terms, and apply different weights to this terms. Setting the weights of the covalent term to one we tested combinatorially weights 0.5, 1, 2, 4, 8 on all other terms. The set of all multiple decoy sets in the Decoys’R’us database were tested and the performance of the weighting scheme was judged by average RMSD from native of the lowest energy model and by the average Z-score of the native structure. The final chosen weights were of 1 for the covalent, the dihedral and the correlation terms, and 8, 4 and 1 for CM-CM, CA-CA and CM-CA non-bonded interactions, respectively. The decoy sets more sensitive to the choice of weights was the semfold decoy set containing the largest number of decoys.

**Performance assessment: decoy sets and quality measures**

In order to test extensively the performance of the model and associated energy function we considered all the decoy sets in the multiple category in the Decoys’R’us
database [58]. These decoys have peculiar features and are representative of different realistic simulation scenarios. The potential function has been also tested in the model quality assessment program category of prediction at CASP7 [see e.g. ref. [69]]. Five performance measures are considered for evaluation of the performance of the model [72].

1. rank native, the ranking of the native structure among the decoys. Ideally this should be 1, but for simplified models it might be that native-like models score even better than native structure.

2. RMSD, the RMSD of the best scoring conformation. This is a direct assessment of the quality of the reduced model and the associated energy function, provided that decoys are well constructed and that there are native-like decoys in the set.

3. cc, the correlation coefficient between energy and RMSD. This may be low if the set is composed mostly of misfolded structures.

4. Z-score, the Z-score of the native structure in the decoys set. This parameter should measure the discriminative power of the potential. It strongly depends on the quality of the decoys in the set.

5. F.E., the Fraction Enrichment, that is the percentage of the top 10% lowest RMSD structures that are found also in the top 10% best scoring ones.

Availability and requirements
Parameters for the potential presented here are available at the URL http://www.dstb.uniud.it/~ffogolari/download/.

Authors’ contributions
FF conceived the project, wrote part of the code used, performed the tests and analyses reported in the paper. LP wrote part of the code used and performed tests and analyses. LB, AD and GG tested the scoring function using ab-initio protein prediction programs suggesting improvements to the energy functions and provided discussion on specific issues of the energy function and presented discussion on specific issues of the energy function in view of potential applications. All authors read and approved the final manuscript.

Acknowledgements
Part of the research was funded by FIRB grant RBNE03BBKK, PRIN grant 2005053998, PRIN grant 20050154 from the Italian Ministry for Education, University and Research.
27. Zhou H, Zhou Y: Distance-scaled, finite ideal-gas reference state improves structure-derived potentials of mean force for protein structure selection and stability prediction. Protein Sci 2002, 11:2714-2726.

28. Nishikawa K, Matsuo Y: Development of pseudoenergy potentials for assessing protein 3-D-I-D compatibility and detecting weak homologies. Protein Eng 1993, 6:811-820.

29. Kocher J, Roonam M, Wodak S: Factors influencing the ability of knowledge-based potentials to identify native sequence-structure matches. J Mol Biol 1994, 235:1598-1613.

30. Singh R, Tropsha A, Vaisman I: Delaunay tessellation of proteins: four body nearest-neighbor propensities of amino acid residues. J Comput Biol 1996, 3:213-221.

31. Dehouck Y, Gillis D, Roonam M: A new generation of statistical potentials for biopairs. J Mol Biol 2006, 90:4010-4017.

32. Ben-Naim A: Statistical potentials extracted from protein structures: are these meaningful potentials? J Chem Phys 1997, 106:46-55.

33. Tiana G, Colombo M, Provati D, Brogli RA: Deriving amino acid content potentials from their appearance frequencies in proteins: an inverse thermodynamical problem. J Phys Condens Matt 2004, 26:2551-2564.

34. Li X, Liang Y: Energy cooperativity and anti-cooperativity of three-body interactions in native proteins. Proteins 2005, 60:46-65.

35. Hill T: An introduction to statistical mechanics Dover Publications; 1956.

36. Godzik A, Kolinski A, Skolnick J: Topology fingerprint approach to the inverse protein folding problem. J Mol Biol 1992, 227:227-238.

37. Godzik A, Skolnick J: Sequence-structure matching in globular proteins: application to superscoring and tertiary structure determination. Proc Natl Acad Sci USA 1992, 89:12098-12102.

38. Kolinski A, Skolnick J: Reduced models of proteins and their applications. Polymer 2004, 45:511-524.

39. Skolnick J: In quest of an empirical potential for protein structure prediction. Curr Op Struct Biol 2006, 16:166-171.

40. Buchete NV, Straub JE, Thirumalai D: Development of novel statistical potential for protein fold recognition. Curr Op Struct Biol 2004, 14:225-232.

41. Tanaka S, Scheraga H: Model of protein folding: inclusion of short-, medium- and long-range interactions. Proc Natl Acad Sci USA 1975, 72:3802-3806.

42. Tanaka S, Scheraga H: Model of protein folding: incorporation of a one-dimensional short-range (Ising) model into a three-dimensional model. Proc Natl Acad Sci USA 1977, 74:1320-1323.

43. Hinds D, Levitt M: A lattice model for protein structure prediction at low resolution. Proc Natl Acad Sci USA 1989, 86:2536-2540.

44. Berrera M, Molinari H, Fogolari F: Amino acid empirical contact energy definitions for fold recognition in the space of contact maps. BMC Bioinformatics 2003, 4:8.

45. Park B, Levitt M: Energy function that discriminate X-ray and native-folds from well-constructed decoys. J Mol Biol 1996, 258:367-392.

46. Rost B: Review: protein secondary structure prediction continues to rise. J Struct Biol 2001, 134:204-218.

47. Alyan Z, Aitunabasky V, Borodvski M: Protein secondary structure prediction for a single-sequence using hidden semi-Markov models. BMC Bioinformatics 2006, 7:178.

48. Shortle D: Composites of local structure propensities: evidence for local encoding of long-range structure. Protein Sci 2002, 11:19-26.

49. Lewis S, Davis I, Arendall W, de Bakker P, Word J, Prisant M, Richardson J, Richardson D: Structure validation by C, geometry: ρ, ω and C deviation. Proteins 2003, 50:437-450.

50. Tosatto S: The Victor/FRST function for model quality estimation. J Comp Biol 2005, 12:1316-1327.

51. Fogolari F, Tosatto S, Colombo G: A decoy set for the thermostable subdomain from chicken villin headpiece: comparison of different free energy estimators. BMC Bioinformatics 2005, 6:301.

52. Betancourt M, Skolnick J: Local propensities and statistical potentials of backbone dihedral angles in proteins. J Mol Biol 2004, 342:635-649.

53. Betancourt M: A reduced protein model with accurate native-structure identification ability. Proteins 2003, 53:889-907.

54. Zhang C, Liu S, Zhou H, Zhou Y: An accurate residue-level, pair potential of mean force for folding and binding based on the distance-scaled, finite ideal-gas reference state. Protein Sci 2004, 13:400-411.

55. Liwo A, Oldziej S, Pincus MR, Wawak RJ, Rackowsky S, Scheraga HA: A United-Residue Force Field for Off-Lattice Protein-Structure Simulations. I. Functional Forms and Parameters of Long-Range Side-Chain Interaction Potentials from Protein Crystal Data. J Comp Chem 1997, 18:849-873.

56. Liwo A, Pincus MR, Wawak RJ, Rackowsky S, Oldziej S, Scheraga HA: A United-Residue Force Field for Off-Lattice Protein-Structure Simulations. II. Parameterization of Short-Range Interactions and Determination of Weights of Energy Terms by Z-Score Optimization. J Comp Chem 1997, 18:874-887.

57. Liwo A, Kazmierkiewicz R, Czaplewski C, Groth M, Oldziej S, Wawak RJ, Rackowsky S, Pincus MR, Scheraga HA: A United-Residue Force Field for Off-Lattice Protein-Structure Simulations. III. Origin of Backbone Hydrogen-Bonding Cooperativity in United-Residue Potentials. J Comp Chem 1998, 19:259-276.

58. Samudrala R, Levitt M: Decoys ‘R’ us: a database of incorrect protein conformations to improve protein structure prediction. Protein Sci 2000, 9:1399-1401.

59. Kabsch W, Sander C: Dictionary of protein secondary structure: pattern recognition of hydrogen-bonded and geometrical features. Biopolymers 1983, 22:2577-2637.

60. Simons K, Kooperberg C, Huang E, Baker D: Assembly of protein tertiary structures from fragments with similar local sequences using simulated annealing and Bayesian scoring functions. J Mol Biol 1997, 268:209-225.

61. Xia Y, Levitt M: Extracting knowledge-based energy functions from protein structures by error rate minimization: Comparison of methods using lattice model. J Chem Phys 2000, 113:9318-9330.

62. Keasar C, Levitt M: A novel approach to decoy set generation: Designing a physical energy function having local minima with native structure characteristics. J Mol Biol 2003, 329:159-174.

63. Samudrala R, Levitt M: A comprehensive analysis of 40 blind protein structure predictions. BMC Struct Biol 2002, 2:3-18.

64. Shen M, Sali A: Statistical potential for assessment and prediction of protein structures. Protein Sci 2006, 15:2407-2524.

65. Wallner B, Elofsson A: Can correct protein models be identified? Protein Sci 2003, 12:1073-1086.

66. Sippel M: Recognition of errors in three-dimensional structures of proteins. Proteins 1993, 17:355-362.

67. Bowie RJ, Eisenberg D: Assessment of protein models with three-dimensional profiles. Nature 1992, 356:83-85.

68. Eisenberg D, Lutyh R, Bowie J: VERIFY3D: assessment of protein models with three dimensional profiles. Methods Enzymol 1997, 277:396-404.

69. Moult J: A decade of CASP: progress, bottlenecks and prognosis in protein structure prediction. Curr Op Struct Biol 2005, 15:285-289.

70. CASP7 Home page [http://predictioncenter.org/casp7]

71. Zemla A: LGAs – A Method for Finding 3D Similarities in Protein Structures. Nucleic Acids Res 2003, 31:3370-3374.

72. Wang K, Pain B, Levitt M, Samudrala R: Improved protein structure selection using decoy-dependent discriminatory functions. BMC Struct Biol 2004, 4:8.