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Abstract

In this paper, five new methods were proposed to estimate the ridge parameter by inserting the conditional number, which are used to estimate the parameters of the ridge regression model to deal with multicollinearity problem and then compare their efficiency with some classical methods that was studied by several researchers based on Mean square error and comparing them with Eigen value Regression through simulation study (MATLAB language program designed for this purpose), the research shows that the efficiency of the proposed methods in dealing with multicollinearity problem and the advantages of the proposed methods compared with the classical methods of Ridge and Eigen value Regression.
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1: Introduction:

Models miss-specification can be due to omission of one or several relevant variables, inclusion of unnecessary explanatory variables, wrong functional forms, autocorrelation etc. However, for modeling data, there is another problem that also might influence the results. This problem occurs in situations when explanatory variables are highly inter-correlated. In practice, there may be strong or near strong linear relationship exist among explanatory variables. Thus, independence assumption of explanatory variables is no longer valid, which causes multi-collinearity problem. In the presence of multicollinearity, the OLS estimator could become unstable due to their large variance, which leads to poor prediction and wrong inference about model parameters.

One of the popular numerical techniques to deal with multi-collinearity is the ridge regression due to Hoerl and Kennard (1970), Ridge regression approach has been studied by McDonald and Galarneau (1975), Swindel (1976), Lawless (1978), Singh and Chaubey (1987), Sarkar (1992), Saleh and Kibria (1993), Kibria (2003), Khalaf and Shukur (2005), Zhong and Yang (2007), Batah et al. (2008), Yan (2008), Yan and Zhao (2009), Muniz and Kibria (2009), Yang and Chang (2010), Khalaf (2012) and Dorugade (2014) and others. Ridge Regression estimator has been the benchmarked for almost all the estimators developed later in this context.

On the other hand (Webster et al., 1974), suggested a bias alternative method, namely the Eigen value Regression and can identify near singularities and determine whether or not these near singularities have predictive value. Those Eigen values and Eigen vectors that are non-predictive near singularities be removed. Subsequently, a stepwise backward elimination of variables is performed.
2: Methodology:

2.1: Regression Analysis:

So far, we have seen the concept of simple linear regression where a single predictor variable X was used to model the response variable Y. In many applications, there is more than one factor that influences the response. Multiple regression models thus describe how a single response variable Y depends linearly on a number of predictor variables. Consider following multiple linear regression model (Draper, N. R. and Smith, H., 1998):

\[ y = \mathbf{X}\beta + \epsilon \quad \cdots \quad (1) \]

\[ y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix}, \quad \mathbf{X} = \begin{bmatrix} 1 & x_{11} & x_{12} & \cdots & x_{1k} \\ 1 & x_{21} & x_{22} & \cdots & x_{2k} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_{nk} & \cdots & \cdots & x_{nk} \end{bmatrix} \]

\[ \beta = \begin{bmatrix} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_n \end{bmatrix}, \quad \epsilon = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \\ \vdots \\ \epsilon_n \end{bmatrix} \]

In linear algebra terms, the least-squares parameter estimates \( \beta \) are the vectors that minimize

\[ \sum_{i=1}^{n} \epsilon_i^2 = \epsilon' \epsilon = (y - \mathbf{X}\beta)'(y - \mathbf{X}\beta) \]

Thus the least-squares estimator of \( \beta \) is (in vector form)

\[ \hat{\beta} = (\mathbf{X}'\mathbf{X})^{-1} \mathbf{X}'y \quad \cdots \quad (2) \]

Here, \( \text{se}(\hat{\beta}_j) \) is the square root of the \( j^{th} \) diagonal entry of the covariance matrix \( \hat{\sigma}^2 (\mathbf{X}'\mathbf{X})^{-1} \) of the estimated parameter vector \( \hat{\beta} \). And we have:

\[ \hat{\sigma}^2 = \frac{(y - \mathbf{X}\hat{\beta})'(y - \mathbf{X}\hat{\beta})}{n} \]

2.2: Ridge Regression

Least squares regression isn’t defined at all when the number of predictors exceeds the number of observations; It doesn’t differentiate “important” from “less-important” predictors in a model, so it includes all of them. This leads to over fitting a model and failure to find unique solutions. Least squares also have issues dealing with multi-collinearity in data. Ridge regression avoids all of these problems. It works in part because it doesn’t require unbiased estimators, while least squares produce unbiased estimates; variances can be so large that they may be wholly inaccurate. Ridge regression adds just enough bias to make the estimates reasonably reliable approximations to true population values.

Add \( KI \) a “ridge” of size to the diagonal of \( \mathbf{X}'\mathbf{X} \), to stabilize the matrix inverse \( \mathbf{X}'\mathbf{X} \) and we get the following formula (Dorugade, A.V., 2014):

\[ \hat{\beta}_{\text{ridge}} = (\mathbf{X}'\mathbf{X} + KI)^{-1} \mathbf{X}'y \quad \cdots \quad (3) \]

Where: \( I = \) unity matrix, and \( K = \) small constant.

By doing this we avoid the numerical problems we will get when trying to invert an (almost) singular matrix. But we are paying a price for doing this. By doing this we have biased the prediction and hence we are solving the solution to a slightly different problem. As long as the error due to the bias is smaller than the error we would have got from having a (nearly) singular \( \mathbf{X}'\mathbf{X} \), we will end up getting a smaller mean square error and hence ridge regression is desirable.

Another view: penalized likelihood

\[ \hat{\beta}_{\text{ridge}} : \arg \min_{\beta} \left\{ (y - \mathbf{X}\beta)'(y - \mathbf{X}\beta) + \lambda \| \beta \|^2 \right\} \quad \cdots \quad (4) \]
Ridge estimator is defined as a family of estimators parameterized by the biasing parameter $K > 0$ and $\lambda_j$ are Eigen values for $X^TX$ matrix. Efficiency Criteria: to compare the efficiency of estimated regression models, we can use Mean Square Error (MSE), which we obtain from the following formula:

$$MSE_{ridge} = \frac{1}{n-p} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \quad \cdots (5)$$

Also we can use the mean square error of the estimated parameters of the following:

$$MSE_{ridge}(\hat{\beta}) = \frac{1}{h} \sum_{i=1}^{h} (\beta_i - \hat{\beta}_i)^2 \quad \cdots (6)$$

Where $h$ represents the number of iterations. The smallest values of the two criteria will have the best estimated regression models.

### 2.2.1: Condition Number:

According to [Belsley et al, 1980] suggested the combined use of two diagnostic tools to detect the coefficients which are most likely to be affected by the collinearity. Their examination of the eigen values and eigenvectors of the correlation matrix yield most of the required information when investigating multi-collinearity. The first statistic is the ‘condition number’ and associated ‘condition index’ of the $(X^TX)$ matrix. The condition number is:

$$\kappa = \frac{\max \lambda_i}{\min \lambda_i} \quad \cdots (7)$$

Where $\kappa$ is between 10 and 30, there is moderate to strong multi-collinearity and if it exceeds 30 there is severe multi-collinearity. However, if $\kappa$ is less than 10, this means there is no multi-collinearity problem.

### 2.2.2: Classical formulas to estimate a Ridge parameter:

From the Some Ridge Regression Estimators we will review available methods in literature to estimate the value of $k$. Hoerl and Kennard (1970) suggested $K$ to be:

$$\hat{k}_{HK} = \frac{\hat{\sigma}^2}{\alpha_{\max}^2} \quad \cdots (8)$$

Where $\alpha = D' \beta \quad \text{and} \quad \hat{\alpha} = D' \hat{\beta}$, $D$ is the Eigen vector of matrix $X^TX$ and $\hat{\beta}$ is OLS estimator, $\alpha_{\max}$ is the maximum element of $\hat{\alpha}$.

We have $\hat{\sigma}^2 = \frac{\sum_{i=1}^{n} \hat{\epsilon}_i^2}{n-p} \quad \text{and} \quad \hat{\epsilon}_i^2 = y_i - X_j^T \hat{\alpha}_i$

Hoerl and Kennard claimed that (8) gives smaller MSE then the OLS Method. Horel in (1975) Proposed $k$ to be denoted by $\hat{k}_{HKB}$

$$\hat{k}_{HKB} = \frac{p\hat{\sigma}^2}{\hat{\alpha}^T \hat{\alpha}} \quad \cdots (9)$$
Where \( p \) = no. of parameters

Hocking, Speed, and Lynn (1979) suggested \( k \) to be:

\[
\hat{k}_{HSL} = \frac{\sum_{i=1}^{p} (\lambda_i \hat{\alpha}_i)^2}{\sum_{i=1}^{p} (\hat{\alpha}_i)^2} \quad \text{(10)}
\]

Kibria (2003) proposed the following estimators for \( k \) based on arithmetic mean (AM), geometric mean (GM), and median of \( \sigma^2 / \hat{\alpha}_i^2 \) and the estimator based on AM (denoted by \( \hat{k}_{AM} \)) defined as follows:

\[
\hat{k}_{AM} = \frac{1}{p} \sum_{i=1}^{p} \sigma^2 \hat{\alpha}_i^{-2} \quad \text{(11)}
\]

The estimator based on GM (denoted by \( \hat{k}_{GM} \))

\[
\hat{k}_{GM} = \frac{\sigma^2}{(\prod_{i=1}^{p} \hat{\alpha}_i^2)^\frac{1}{p}} \quad \text{(12)}
\]

The estimator based on median (denoted by \( \hat{k}_{med} \))

\[
\hat{k}_{med} = \text{Median} \left\{ \frac{\sigma^2}{\hat{\alpha}_i^2} \right\}, \quad i = 1,2,3,…,p \quad \text{(13)}
\]

Based on modification of \( \hat{k}_{HK} \), Khalaf and Shukur (2005) suggested \( k \) to be (denoted by \( \hat{k}_{KS} \))

\[
\hat{k}_{KS} = \frac{\lambda_{\text{max}} \sigma^2}{(n - p) \sigma^2 + \lambda_{\text{max}} \hat{\alpha}_\text{max}^2} \quad \text{(14)}
\]

Applying algorithm of GM and square root to Khalaf and Shukur (2005), Muniz and Kibria (2009) proposed the following estimator of \( k \):

\[
\hat{k}_{KM3} = \max \left[ \sqrt{\frac{\sigma^2}{\hat{\alpha}_i^2}} \right] \quad \text{(15)}
\]

From the based square root transformations, Muniz et al. (2012) proposed the following estimator of \( k \):

\[
\hat{k}_{KM5} = \max(q_i) \quad \text{(16)}
\]

Khalaf (2012), based on modification of \( \hat{k}_{HK} \) Proposed \( k \) to be (denoted by \( \hat{k}_{GK} \))

\[
\hat{k}_{GK} = \frac{\hat{k}_{HK} + \frac{2}{(\lambda_{\text{max}} + \lambda_{\text{min}})^2}} \quad \text{(17)}
\]

2.2.3: Proposed formulas to estimate a Ridge parameter:

The proposal to involve the conditional number in the modified formulas to estimate the parameter of the ridge and through experimental simulations was as follows:
\[ k_{T1} = \frac{kappa^{(2p)}}{\hat{\sigma}^2 \text{mean} \left( a_i^2 \right)} \quad \ldots (18) \]

\[ k_{T2} = \frac{kappa^{(l(n-p))} \cdot \hat{\sigma}^2}{\max \left( a_i^2 \right)} \quad \ldots (19) \]

\[ k_{T3} = kappa^{(l(p))} \max \left( \frac{\max (\lambda_j) \cdot \hat{\sigma}^2}{n^2 \hat{\sigma}^2 + \max (\lambda_j) \cdot a_i^2} \right) \quad \ldots (20) \]

\[ k_{T4} = \frac{p \text{mean} (a_i)}{kappa^2} \quad \ldots (21) \]

\[ k_{T5} = \frac{n \hat{\sigma}^2}{kappa^2 \left( \min (\lambda_i) + \min (a_i) \right)} \quad \ldots (22) \]

### 2.3: Eigen value Regression:

Multi-collinearity occurs when there is an almost exact linear dependency among the independent variables, where the coefficient of determination \( R^2 \) will be very close to one. This type of ill-conditioning among the independent variables is referred to as near singularity and the OLS estimators can be very poor in this situation.

Let \( \Omega \) (by dimension \( n \times k + 1 \)) be an augment matrix of the standardized dependent variable, and standardized variables \( X \).

\[
\Omega = \begin{bmatrix}
   y_1^* & x_{11}^* & x_{12}^* & \cdots & x_{1k}^* \\
   y_2^* & x_{21}^* & x_{22}^* & \cdots & x_{2k}^* \\
   \vdots & \vdots & \vdots & \ddots & \vdots \\
   y_n^* & x_{n1}^* & x_{n2}^* & \cdots & x_{nk}^*
\end{bmatrix} \quad \ldots (23)
\]

Where

\[
y_i^* = \left( y_i - \bar{y} \right) / \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

\[
x_i^* = \left( x_i - \bar{x} \right) / \sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2}
\]

The \( \Omega^T \Omega \) is the correlation matrix and it has Eigen values and Eigen vectors defined by: \( \left| \Omega^T \Omega - \lambda_j I \right| = 0 \) and \( \left( \Omega^T \Omega - \lambda_j I \right) \gamma_j = 0 \) for \( j = 0, 1, \ldots, k \).

Let \( \gamma_j^T = (\gamma_{0j}, \gamma_{1j}, \cdots, \gamma_{kj}) \) be the elements of \( j^{th} \) Eigen vectors and \( \gamma_{ij} = (\gamma_{1i}, \gamma_{2j}, \cdots, \gamma_{kj}) \). Assume the \( \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_k \) be the ordered Eigen values and corresponding Eigen vectors. The augment matrix for Eigen values and Eigen vectors for dependent and independent variables is:

\[
\Gamma(\lambda, \gamma) = \begin{bmatrix}
   \lambda_0 & \gamma_{00} & \gamma_{01} & \cdots & \gamma_{0k} \\
   \lambda_1 & \gamma_{10} & \gamma_{11} & \cdots & \gamma_{1k} \\
   \vdots & \vdots & \vdots & \ddots & \vdots \\
   \lambda_k & \gamma_{k0} & \gamma_{00} & \cdots & \gamma_{kk}
\end{bmatrix} \quad \ldots (24)
\]

Webster et al., (1974), Lawrence and Arthur, (1989) pointed out that small Eigen values correspond to non-predictive near singularities and they suggested a cut-off value in
which $\lambda_j < 1$ and $|\gamma_{0j}| \leq 0.5$. The least squares estimator of coefficients can be written as a form of Eigen values and Eigen vectors $\Gamma(\lambda, \gamma)$ as follows:

$$\hat{\beta}_{OLS} = -\eta \sum_{j=0}^{k} \alpha_j \gamma_{0j} \quad \cdots (25)$$

Where

$$\alpha_j = \gamma_{0j} \lambda_j^{-1} \left( \sum_{i=0}^{k} \gamma_{0i}^2 / \lambda_i \right)^{-1} \quad \text{and} \quad \eta^2 = \sum_{i=1}^{n} (y_i - \bar{y})^2$$

With sum squares of residuals

$$SSE_{OLS} = \eta^2 \left( \sum_{j=0}^{k} \gamma_{0j}^2 / \lambda_j \right)^{-1} \quad \cdots (26)$$

In the presence of multicollinearity in the data set, some values of $\alpha$ become sufficiently large relative to the other values of $\alpha_j$, that leads to distortion of some of the coefficients due to large term $\alpha_0 \gamma_{00}$ in (23). Let $\gamma_{0r}, \gamma_{0r+1}, \cdots, \gamma_{0r-1}$ related with non-predictive near singularities, then the non-predictive values are eliminated and only the predictive values are retained. Webster et al., (1974) proposed modified OLS estimator by setting $\alpha_0 = \alpha_1 = \cdots = \alpha_{r-1} = 0$, so the adjusted least squares estimator, namely Eigen values Regression (EVR) is defined as:

$$\hat{\beta}_{EVR} = -\eta \sum_{j=r}^{k} \alpha_j \gamma_{0j} \quad \cdots (27)$$

Where

$$\alpha_j = \gamma_{0j} \lambda_j^{-1} \left( \sum_{i=r}^{k} \gamma_{0i}^2 / \lambda_i \right)^{-1} \quad j = r, r+1, \cdots, k$$

The residuals sum of squares for Eigen value is:

$$SSE_{EVR} = \eta^2 \left( \sum_{j=r}^{k} \gamma_{0j}^2 / \lambda_j \right)^{-1} \quad \cdots (28)$$

If all near singularities have predictive value, none of the $\alpha_j$s equal to zero and then the least squares coefficients and the Eigen value coefficient will be equivalent.

The mean square errors for $\hat{\beta}_{EVR}$ is not known exactly but it can be approximately computed by similar way as the mean square error of the Principal Components Regression on the Eigen vectors $(X^T X)$, then:

$$MSE(\hat{\beta}_{EVR}) \approx \hat{\sigma} \sum_{i=1}^{k} \ell_i^{-1} + (\alpha^T \hat{\beta}_{EVR})^2 \quad \cdots (29)$$

Where $\ell_1 < \ell_2 < \cdots < \ell_k$ are the Eigen values of the design matrix $(X^T X)$.

3: Application:

The simulation was applied on Ridge and Eigen value regression follows:

3.1: Ridge Regression:
To determine the efficiency of the proposed regression parameter estimation methods, a simulation was performed using a MATLAB language program designed for this purpose (Appendix), assuming we have a multiple regression model with two independent variables and their linear relationship (multi-collinearity) Measured by a conditional number greater than (10) when var-covariance matrix is:

\[
\text{var - covariance } = \begin{bmatrix} 25 & 31 \\ 31 & 40 \end{bmatrix}
\]

To deal with multi-collinearity problem the conditional number must be less than (10), several combinations of different values were selected to (sample size, covariance and slope regression), where the random error are i.i.d. \(N(0, \sigma^2)\) and, without loss of any generality, we will assume \((\hat{\beta}_0 = 2)\) for Regression model, the experiment was repeated (1000) times and the averages calculation (regression parameters, Conditional number and MSE), it was summarized in the following tables according to the different cases assumed:

**Case (1): When \(n=20\), \(\sigma^2 = 20\) and \(\hat{\beta} = [2 \quad 5 \quad 9]^T\)**

| Method                      | \(\hat{\beta}_0\) | \(\hat{\beta}_1\) | \(\hat{\beta}_2\) | kappa | MSE   |
|-----------------------------|-------------------|-------------------|-------------------|-------|-------|
| OLS                         | 4.8230            | 4.746479          | 9.1497            | 16.088| 0.008056 |
| Hoerl and Kennard (1970)    | 2.1728            | 5.153958          | 8.7832            | 9.3462| 0.000101 |
| Hoerl and Kennard (1975)    | 0.8501            | 5.47001           | 8.4494            | 7.5946| 0.001846 |
| Hocking, Speed, and Lynn (1979) | 2.1734      | 5.153834          | 8.7833            | 9.3468| 0.000101 |
| Kibria (2003)1              | 5.9288            | 5.69187           | 7.8112            | 4.6121| 0.017327 |
| Kibria (2003)2              | 7.0592            | 5.6946            | 7.7320            | 4.3145| 0.027686 |
| Kibria (2003)3              | 10.3815           | 5.63917           | 7.5827            | 3.93378| 0.072668 |
| Khalaf and Shukur (2005)    | 2.2552            | 5.1384            | 8.7984            | 9.4192| 0.000125 |
| Muniz and Kibria (2009)     | 0.7705            | 5.5003            | 8.4141            | 7.3707| 0.002105 |
| Muniz et al. (2012)         | 2.1721            | 5.15408           | 8.7830            | 9.3456| 0.000101 |
| Khalaf (2012)               | 3.9985            | 5.7352            | 7.8831            | 4.6804 | 0.005782 |
| Proposed-1                  | 20.4886           | 5.3097            | 7.3427            | 3.8690 | 0.344670 |
| Proposed-2                  | 1.9501            | 5.1932            | 8.74561           | 9.1505 | 0.000100 |
| Proposed-3                  | 1.2053            | 5.32028           | 8.6259            | 8.39656| 0.000874 |
| Proposed-4                  | 4.6732            | 4.76881           | 9.1298            | 11.0063| 0.007216 |
| Proposed-5                  | 1.7899            | 5.26178           | 8.6645            | 8.83945| 0.000225 |

Table (1) shows that all classical and proposed methods have deal with multi-collinearity problem (because all Conditional number values were less than the number (10)). While the fourth proposed method is the best depending on the criteria MSE because they has less value compared with other methods.

**Case (2): When \(n=20\), \(\sigma^2 = 50\) and \(\hat{\beta} = [2 \quad 5 \quad 9]^T\)**

| Method                      | \(\hat{\beta}_0\) | \(\hat{\beta}_1\) | \(\hat{\beta}_2\) | kappa | MSE   |
|-----------------------------|-------------------|-------------------|-------------------|-------|-------|
| OLS                         | 0.2059            | 5.1075            | 8.9631            | 15.909| 0.003232 |
| Hoerl and Kennard (1970)    | -0.6522           | 5.7569            | 8.1618            | 6.0641| 0.008310 |
| Hoerl and Kennard (1975)    | 6.9939            | 5.7354            | 7.6846            | 4.0896| 0.027211 |
| Hocking, Speed, and Lynn (1979) | -0.6540      | 5.7568            | 8.1620            | 6.065 | 0.008319 |
The method is the best depending on the criteria MSE because they have less value compared with other methods.

**Case (4): When \( n=50 \), \( \sigma^2 = 50 \) and \( \hat{\beta} = [2 \quad 5 \quad 9]^T \)

Table (3): Average of estimated regression parameters, conditional number and MSE (case-3)

| Method                        | \( \hat{\beta}_0 \) | \( \hat{\beta}_1 \) | \( \hat{\beta}_2 \) | kappa | MSE   |
|-------------------------------|----------------------|----------------------|----------------------|-------|-------|
| OLS                           | 1.7644               | 5.0252               | 8.9822               | 15.467| 0.000560 |
| Hoerl and Kennard (1970)      | 0.8411               | 5.1700               | 8.8509               | 9.8066| 0.001394 |
| Hoerl and Kennard (1975)      | -0.2233              | 5.3606               | 8.6679               | 8.8417| 0.005183 |
| Hocking, Speed, and Lynn (1979)| 0.8414               | 5.1699               | 8.8510               | 9.8069| 0.001393 |
| Khalaf and Shukur (2005)      | -0.5059              | 5.7119               | 8.2188               | 6.3159| 0.007397 |
| Khalaf (2003)1                | -0.2055              | 5.7506               | 8.1473               | 5.9583| 0.006155 |
| Khalaf (2003)2                | 0.6348               | 5.7700               | 8.0653               | 5.5325| 0.003300 |
| Khalaf (2003)3                | 0.8857               | 5.1626               | 8.8578               | 9.8412| 0.001288 |
| Khalaf and Shukur (2005)      | -0.2889              | 5.3746               | 8.6537               | 8.7410| 0.005499 |
| Muniz et al. (2012)           | 0.8409               | 5.1700               | 8.8509               | 9.8065| 0.001395 |
| Khalaf (2012)                 | -0.9218              | 5.7011               | 8.2609               | 6.5142| 0.009574 |
| Proposed-1                    | 1.4917               | 5.6730               | 8.1377               | 5.7770| 0.001455 |
| Proposed-2                    | 0.8019               | 5.1764               | 8.8450               | 9.7759| 0.001491 |
| Proposed-3                    | 1.0673               | 5.1317               | 8.8869               | 9.9728| 0.000900 |
| Proposed-4                    | 1.7197               | 5.0322               | 8.9759               | 5.438 | **0.000080** |
| Proposed-5                    | 0.4639               | 5.2381               | 8.7853               | 9.4834| 0.002462 |

Table (3) shows that all classical and proposed methods have deal with multicollinearity problem (because all Conditional number values were less than the number (10)). While the fourth proposed method is the best depending on the criteria MSE because they have less value compared with other methods.

**Case (5): When \( n=50 \), \( \sigma^2 = 50 \) and \( \hat{\beta} = [2 \quad 5 \quad 9]^T \)

Table (4): Average of estimated regression parameters, conditional number and some efficiency criteria (case-4)

| Method                        | \( \hat{\beta}_0 \) | \( \hat{\beta}_1 \) | \( \hat{\beta}_2 \) | kappa | MSE  |
|-------------------------------|----------------------|----------------------|----------------------|-------|------|
| OLS                           | 3.9751               | 4.7104               | 9.231                | 15.556| 0.004038 |
| Hoerl and Kennard (1970)      | 0.1585               | 5.3718               | 8.6017               | 7.7611| 0.003688 |
| Hoerl and Kennard (1975)      | 0.6088               | 5.6739               | 8.1687               | 5.7152| 0.003081 |
| Hocking, Speed, and Lynn      | 0.1592               | 5.3716               | 8.6019               | 7.7619| 0.003685 |
Case (6): When $n=20$, $\sigma^2 = 50$ and $\hat{\beta} = [2 \quad 3 \quad -6]^T$

Table (6): Average of estimated regression parameters, conditional number and MSE (case-6)

| Method                  | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_2$ | kappa | MSE     |
|-------------------------|------------------|------------------|------------------|-------|---------|
| OLS                     | 3.1707           | 2.7280           | -5.7202          | 16.803| 0.001523|
| Hoerl and Kennard (1970)| 30.315           | -0.9662          | -2.6051          | 4.0992| 0.828990|

Table (5) shows that all classical and proposed methods have deal with multicollinearity problem (because all Conditional number values were less than the number (10)). While the first proposed method is the best depending on the criteria MSE because they has less value compared with other methods.

Case (5): When $n=20$, $\sigma^2 = 20$ and $\hat{\beta} = [2 \quad 3 \quad -6]^T$

Table (5): Average of estimated regression parameters, conditional number and MSE (case-5)

| Method                  | $\hat{\beta}_0$ | $\hat{\beta}_1$ | $\hat{\beta}_2$ | kappa | MSE     |
|-------------------------|------------------|------------------|------------------|-------|---------|
| OLS                     | 4.8230           | 2.7465           | -5.8503          | 16.088 | 0.008056 |
| Hoerl and Kennard (1970)| 22.740           | 0.4995           | -4.0492          | 7.6703 | 0.440210 |
| Hoerl and Kennard (1975)| 29.242           | -0.3864          | -3.3015          | 5.8914 | 0.760850 |
| Hocking, Speed, and Lynn(1979)| 31.594 | -0.7775          | -2.9365          | 4.8754 | 0.899450 |
| Kibria (2003)1         | 27.315           | -0.1183          | -3.5305          | 6.4763 | 0.656650 |
| Kibria (2003)2         | 32.358           | -0.9494          | -2.7581          | 4.3792 | 0.947740 |
| Kibria (2003)3         | 29.831           | -0.4816          | -3.2138          | 5.6659 | 0.794430 |
| Khalaf and Shukur (2005)| 21.523           | -0.6591          | -4.1808          | 7.9442 | 0.389950 |
| Muniz and Kibria (2009)| 19.315           | 0.9368           | -4.4037          | 8.4400 | 0.306610 |
| Muniz et al. (2012)    | 22.742           | 0.4993           | -4.0490          | 7.6700 | 0.440280 |
| Khalaf (2012)          | 29.826           | -0.4585          | -3.2443          | 5.7087 | 0.793870 |
| Proposed-1             | 24.647           | -0.9247          | -2.2724          | 2.8808 | 0.542170 |
| Proposed-2             | 23.867           | 0.3528           | -3.9288          | 7.3942 | 0.489480 |
| Proposed-3             | 18.562           | 1.0410           | -4.4925          | 8.4790 | 0.280410 |
| Proposed-4             | 5.2563           | 2.6928           | -5.8076          | 8.0260 | 0.010735 |
| Proposed-5             | 54.565           | -1.077           | -4.1349          | 5.9359 | 2.783200 |

Table (4) shows that all classical and proposed methods have deal with multicollinearity problem (because all Conditional number values were less than the number (10)). While the first proposed method is the best depending on the criteria MSE because they has less value compared with other methods.
Case (8): When \( n=50 \), \( \sigma^2 = 50 \) and \( \hat{\beta} = [2 \ 3 \ -6]^T \)

Table (8): Average of estimated regression parameters, conditional number and MSE (case-8)

| Method | \( \hat{\beta}_0 \) | \( \hat{\beta}_1 \) | \( \hat{\beta}_2 \) | kappa | MSE |
|--------|------------------|------------------|------------------|-------|-----|
| OLS    | 1.3612           | 3.0220           | -5.9985          | 15.66 | 0.000409 |
| Hoerl and Kennard (1970) | 11.978 | 1.7013 | -4.9460 | 8.9664 | 0.102350 |
| Hoerl and Kennard (1975) | 19.575 | 0.7381 | -4.1688 | 7.5940 | 0.317360 |
| Hocking, Speed, and Lynn (1979) | 24.092 | 0.1450 | -3.6796 | 6.5994 | 0.501580 |
| Kibria (2003)1 | 16.970 | 1.0689 | -4.4361 | 8.0912 | 0.230280 |
| Kibria (2003)2 | 26.284 | -0.1526 | -3.9492 | 6.0527 | 0.606270 |
| Kibria (2003)3 | 20.590 | 0.6050 | -4.0592 | 7.3844 | 0.355100 |
| Khalaf and Shukur (2005) | 10.834 | 1.8446 | -5.0608 | 9.1486 | 0.080251 |
| Muniz and Kibria (2009) | 8.9959 | 2.0730 | -5.2427 | 9.4419 | 0.050376 |
| Muniz et al. (2012) | 11.978 | 1.7012 | -4.9460 | 8.9663 | 0.102360 |
| Khalaf (2012) | 19.991 | 0.6845 | -4.1252 | 7.4901 | 0.332570 |
| Proposed-1 | 28.297 | -0.6657 | -2.8790 | 4.3076 | 0.714720 |
| Proposed-2 | 12.356 | 1.6539 | -4.9081 | 8.9030 | 0.110240 |
| Proposed-3 | 4.7691 | 2.5998 | -5.6630 | 9.0630 | 0.007941 |
| Proposed-4 | 1.5309 | 3.0010 | -5.9817 | 9.5430 | 0.000220 |
| Proposed-5 | 10.214 | 1.9210 | -5.1213 | 9.2656 | 0.069407 |
Table (8) shows that all classical and proposed methods have dealt with multicollinearity problem (because all Conditional number values were less than the number (10)). While the fourth proposed method is the best depending on the criteria MSE because they have less value compared with other methods.

3.2: Eigen value Regression:

The same simulation data was re-applied to Eigen value Regression based on a program designed for this purpose in MATLAB. The first case and the first experiment were as follows:

The simple correlation coefficient between the independent variables and the dependent variable was as follows:

Table (9): Correlation matrix

|       | Y    | X₁    | X₂    |
|-------|------|-------|-------|
| Y     | 1    | 0.85011 | 0.84768 |
| X₁    | 0.85011 | 1      | 0.97668 |
| X₂    | 0.84768 | 0.97668 | 1      |

The augment matrix for Eigen values and Eigen vectors for dependent and independent variables is:

\[ \Gamma(\lambda, \gamma) = \begin{bmatrix} 2.7844 & 0.5582 & 0.8297 & 0.0072 \\ 0.1923 & 0.5869 & -0.3888 & -0.7102 \\ 0.0233 & 0.5864 & -0.4007 & 0.7039 \end{bmatrix} \]

From \( \Gamma(\lambda, \gamma) \) matrix, we note that the deletion condition applies to the \( \lambda_3 < 1 \) and \( |\gamma_{i,j}| \leq 0.5 \) will therefore be omitted when estimating the Eigen values regression parameters and compute Conditional number, MSE of model and MSE(\( \hat{\beta}_i \)), it was summarized with (OLS) method in the following tables:

Table (10): Comparison of OLS and EVR

| Method     | \( \hat{\beta}_0 \) | \( \hat{\beta}_1 \) | \( \hat{\beta}_2 \) | kappa | MSE | MSE(\( \hat{\beta}_i \)) | \( R^2 \) |
|------------|---------------------|---------------------|---------------------|-------|-----|--------------------------|-------|
| OLS        | 0.48149             | 0.37742             | 10.93               | 0.00564 | 0.24994 | 0.7293 |
| EVR        | 0.42248             | 0.43643             | 3.805               | 0.00564 | 0.25008 | 0.7291 |
Table (10) shows that EVR methods have dealt with multi-collinearity problem (because all Conditional number values were less than the number (10)), while maintaining the values of almost equal criteria for the (OLS) method.

The same simulation data (for Ridge Regression) was re-applied and repeated (1000) times and the averages calculation (regression parameters, Conditional number MSE, it was summarized in the following tables according to the different cases assumed:

**Table (11): Comparison of OLS and EVR for 8-Cases**

| Case | Method | $\hat{\beta}_1$ | $\hat{\beta}_2$ | kappa | MSE |
|------|--------|------------------|------------------|-------|-----|
| 1   | OLS    | 0.3882           | 0.6072           | 15.605| 0.0546 |
|     | EVR    | 0.2307           | 0.7640           | 9.7611| 0.0542 |
| 2   | OLS    | -0.4759          | 1.2240           | 11.468| 0.7142 |
|     | EVR    | 0.4623           | 0.2842           | 2.7814| 0.8119 |
| 3   | OLS    | 0.1715           | 0.8013           | 14.005| 0.0755 |
|     | EVR    | 0.6824           | 0.2493           | 8.3007| 0.0838 |
| 4   | OLS    | 0.6363           | 0.2564           | 14.615| 0.3322 |
|     | EVR    | 0.4276           | 0.4650           | 4.4142| 0.3349 |
| 5   | OLS    | 0.4993           | -1.3663          | 14.726| 0.9351 |
|     | EVR    | -0.5120          | -0.3542          | 3.9359| 1.0495 |
| 6   | OLS    | 1.0635           | 1.2494           | 10.814| 2.3765 |
|     | EVR    | 0.0838           | 0.0646           | 1.4766| 2.5396 |
| 7   | OLS    | -0.3958          | -0.3965          | 12.851| 0.5149 |
|     | EVR    | -0.3914          | -0.3908          | 3.0512| 0.5149 |
| 8   | OLS    | 0.1829           | -0.5749          | 10.611| 0.7471 |
|     | EVR    | -0.0208          | -0.1839          | 1.7157| 0.7535 |

Table (11) shows that EVR method has dealt with multi-collinearity problem (because all Conditional number values were less than the number (10) for all cases), while maintaining the values of almost equal criteria for the (OLS) method.

3.3: Comparison of Ridge and Eigen Value Regression:

To compare the best results of the Ridge Regression (RR) method with the Eigen Value Regression method of simulations that were performed and repeated (1000) times and to (8) cases, the following table is arranged:

**Table (12): Comparison of Ridge and Eigen Value Regression**

| Case | Method | kappa | MSE |
|------|--------|-------|-----|
| 1    | RR     | 9.1505| 0.00010 |
|      | EVR    | 9.7611| 0.0542 |
| 2    | RR     | 5.3866| 0.001910 |
|      | EVR    | 2.7814| 0.8119 |
| 3    | RR     | 5.438 | 0.000080 |
|      | EVR    | 8.3007| 0.0838 |
| 4    | RR     | 8.5693| 0.000110 |
Table (12) shows that the EVR method is better than the Ridge regression method to deal with multi-collinearity problem because it has lower conditional number values, except in some cases (case-1 and 2) The situation is contradict. While the proposed method of Ridge regression is the most efficient depending on the MSE because it has lower values for all cases.

4. Discussion and Conclusions

Through simulation results we note that all the proposed methods handle the multi-collinearity problem and in all simulation scenarios, the proposed methods perform better than classical methods, depending on MSE because they have less value compared with classical methods. The fourth proposed method was best in most different cases of sample size and variance values, especially when the slope of regression is negative.

The results of MSE values fluctuate as a result of the efficiency of the estimated model parameters, which depend on the different methods of ridge parameter estimation.

The EVR method is better than Ridge regression method for handling multi-collinearity problem, except in some cases (case-1 and 2) the situation is contradict.

The proposed method for Ridge regression is more efficient than EVR method with respect to MSE for all cases.
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یک شناخت منسوخ است.

ملخص

تم در این امتحان اقتراح هفت طزائیکی جدید انجام شد. این طزائیکی‌ها شامل طزائیکی‌های انحصاری با شرط و طزائیکی‌های ایجاد شده با استفاده از تحلیل خطی محدود می‌باشند. برای مقایسه کارایی این طزائیکی‌ها، اکتشافات و نتایج آنها در مقایسه با طزائیکی‌های شناخته‌شده‌شده مطرح می‌شود.

یافته‌های اصلی شامل بهترین طزایکی را انتخاب کرده و بررسی کرده، کارایی آن را با روش‌های کلاسیک مقایسه کرده و نتایج را در مقایسه با نتایج دیگر طزائیکی‌های آزمایشگاهی در نظر می‌گیرد.

Appendix

Part of Program (1) for Ridge Regression

clc
q=1; N=1000;
while q < N+1
% simulation
p=3; n=50; B=[3 -6]'; z=randn(2,n); sigma=[25 31;31 40]; mu=[ones(1,n)*20;ones(1,n)*15]; T=chol(sigma);
x=(mu+T'*z)'; r=corr(x); beta=[2 -3 -6]'; error=normrnd(0,50,n,1); cov(error); E=[ones(size(error)) x]; y=E*beta+error;
Y1=y-mean(y); X1=[x(:,1)-mean(x(:,1)) x(:,2)-mean(x(:,2))]; C1=X1'*X1; EIG=eig(C1); kappa=sqrt(max(EIG)/min(EIG));
% OLS estimator
betaols=E\y; Y=E*betaols; e=y-Y; MSE=e*e/(n-p); C=E'*E;
MSEbols=MSEbols;
MSEbols=(y-E*betaols).^2;
% Estimation of ridge parameter
[D, EV]=eig(C1); X=X1*D; a=D'*B; k=MSE./(a.^2); l=eig(C1);
% method 11
KT1=kappa*(2*p)/MSEabs(mean(a.^2));
W=inv(eye(p-1)+KT1*(inv(C1))); CK=(C1+KT1*eye(p-1))*X1'*Y1;
beta1=(inv(C1+KT1*eye(p-1)))*X1'*Y1;
% method 12
KT2=kappa*(1/(n-p))/MSEabs(mean(a.^2));
W=inv(eye(p-1)+KT2*(inv(C1))); CK=(C1+KT2*eye(p-1))*X1'*Y1;
beta2=(inv(C1+KT2*eye(p-1)))*X1'*Y1;
% method 13
KT3=kappa*(1/p)/MSEabs(max(a.^2));
W=inv(eye(p-1)+KT3*(inv(C1))); CK=(C1+KT3*eye(p-1))*X1'*Y1;
beta3=(inv(C1+KT3*eye(p-1)))*X1'*Y1;

[13] Sarkar, N., 1992. A new estimator combining the ridge regression and the restricted least squares method of estimation. Commun. Stat. 21, 1987–2000.
[14] Singh, B., Chaubey, Y.P., 1987. On some improved ridge estimators. Stat. Pap. 28, 53–67.
[15] Swindel, B.F., 1976. Good ridge estimators based on prior information. Commun. Stat. Theor. Methods 11, 1065–1075.
[16] Webster J. T., Gunst R. F. and Mason R. L., 1974, Latent Root Regression Analysis, Technometrics, Vol.16, No.4, pp 513-22.
[17] Yan, X., 2008. Modified nonlinear generalized ridge regression and its application to develop naphtha cut point soft sensor. Comput. Chem. Eng. 32 (3), 608–621.
[18] Yan, X., Zhao, W., 2009. Concentration soft sensor based on modified back propagation algorithm embedded with ridge regression. Intell. Autom. Soft Comput. 15 (1), 41–51.
[19] Yang, H., Chang, X., 2010. A new two-parameter estimator in linear regression. Comm. Stat. Theor. Methods 39, 923–934.
[20] Zhong, Z., Yang, H., 2007. Ridge estimation to the restricted linear model. Commun. Stat. Theor. Methods 36, 2099–2215.
beta0 = mean(y) - beta13(1)*mean(x(:,1)) - beta13(2)*mean(x(:,2)); b1 = [beta0 beta13']'; Y = E * b1; e13 = y - Y;
MSE13 = e13' * e13 / (n - p);
MSEbeta13 = MSE13 * trace(W * (inv(C1)) * W) + (kT3^2) * (beta13' * CK^(-2) * beta13); EIG = eig(CK);
kappa13 = sqrt(max(EIG) / min(EIG)); kappam13(q) = kappa13; betam13(q,:) = b1; MSEm13(q) = MSEbeta13; SU13(q,:) = (b1 - beta).^2;

% method 14
kT4 = p * abs(mean(a)) / kappa^2;
W = inv(eye(p - 1) + kT4 * (inv(C1)));
CK = (C1 + (kT4 * eye(p - 1)));
beta14 = (inv(C1 + kT4 * eye(p - 1))) * X1'*Y1;
b1 = [beta0 beta14']'; Y = E * b1; e14 = y - Y;
MSEbeta14 = MSE14 * trace(W * (inv(C1)) * W) + (kT4^2) * (beta14' * CK^(-2) * beta14); EIG = eig(CK);
kappa14 = sqrt(max(EIG) / min(EIG)); kappam14(q) = kappa14; betam14(q,:) = b1; MSEm14(q) = MSEbeta14; SU14(q,:) = (b1 - beta).^2;

% method 15
kT5 = n * MSE / (kappa^2 * (min(l) + min(a)));
W = inv(eye(p - 1) + kT5 * (inv(C1)));
CK = (C1 + (kT5 * eye(p - 1)));
beta15 = (inv(C1 + kT5 * eye(p - 1))) * X1'*Y1;
b1 = [beta0 beta15']'; Y = E * b1; e15 = y - Y;
MSEbeta15 = MSE15 * trace(W * (inv(C1)) * W) + (kT5^2) * (beta15' * CK^(-2) * beta15); EIG = eig(CK);
kappa15 = sqrt(max(EIG) / min(EIG)); kappam15(q) = kappa15; betam15(q,:) = b1; MSEm15(q) = MSEbeta15; SU15(q,:) = (b1 - beta).^2; 
q = q + 1;
end

Program (2) for Eigen Value Regression
clc
p = 2; input data; y = data(:,1); x1 = data(:,2); x2 = data(:,3); n = length(y); R = corr(data); [G I] = eig(R);
y = y - mean(y); y = y / sqrt((n - 1) * var(y)); x1 = x1 - mean(x1); x1 = x1 / sqrt((n - 1) * var(x1)); 
x2 = x2 - mean(x2); x2 = x2 / sqrt((n - 1) * var(x2));
data = [y x1 x2]; 
ys = data(:,1); xs = data(:,2);
ys = ys - mean(ys); SSE = (ys' * ys) - beta' * (xs' * ys);
SST = (n - 1) * var(ys); SSR = SST - SSE;
RS = SSR / SST; SIGMA = sqrt(SSE / (n - p - 1)); V = SIGMA^2 * (xs' * ys) / (-1);
MSEolsbeta = trace(V); x = [x1 x2]; y = x * beta; e = y - y; 
SSEols = e' * e / (n - 2); Y = SST * y + mean(y); er = Y - y; 
MSE1 = er' * er / (n - 2); a = diag(I);
for i = 1:p
    if abs(G(1,i)) < 0.5 & a(i) < 1
        G(:,i) = [1; a(i)];
    end
end
a, G, w = 0, d = 0
for i = 1:2
    w = w + (G(1,i) * a(i)) * G(:,i); d = d + G(1,i)^2 / a(i)
end
w(1,:) = []; betaridge = -w / d; SSE = (ys' * ys) - betaridge' * (xs' * ys);
STR = (n - 1) * var(ys); SSR = STR - SSR;
SRE = SIGMA = sqrt(SSR / (n - p - 1)); V = SIGMA^2 * (xs' * ys) / (-1);
MSEbeta = trace(V); y = x * betaridge; e = y - y; MSEID = e' * e / (n - 2)