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Abstract

Patient-reported outcome (PRO) measures are increasingly collected as a means of measuring healthcare quality and value. The capability to predict such measures enables patient-provider shared decision making and the delivery of patient-centered care. However, PRO measures often suffer from high missing rates, and the missingness may depend on many patient factors. Under such a complex missing mechanism, developing a predictive model for PRO measures with valid inference procedures is challenging, especially when flexible imputation models such as machine learning or nonparametric methods are used. Specifically, the slow convergence rate of the flexible imputation model may lead to non-negligible bias, and the traditional missing propensity, capable of removing such a bias, is hard to estimate due to the complex missing mechanism. To efficiently infer the parameters of interest, we propose to use an informative surrogate that enables a flexible imputation model lying in a low-dimensional subspace. To remove the bias due to the flexible imputation model, we identify a class of weighting functions as alternatives to the traditional propensity score and estimate the low-dimensional one within the identified function class. Based on the estimated low-dimensional weighting function, we construct a one-step debiased estimator without using any information of the true missing propensity. We establish the asymptotic normality of the one-step debiased estimator. Simulation and an application to real-world data demonstrate the superiority of the proposed method.
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1 Introduction

Patient-reported outcome (PRO) measures are increasingly collected before and after an intervention or a treatment as a means of measuring healthcare quality and value, which is an important step toward patient-centered care. Knowing the measure goes up or down alone might not be sufficient to determine the effectiveness of the intervention. More importantly, whether the measure has changed with a sufficiently large margin, known as the minimally clinically important difference (MCID), needs to be evaluated. If the intervention is an elective surgery, identifying patients at risk of not achieving an MCID, particularly before the surgery, is important for pre-surgical decisions. There is a growing interest in applying machine learning techniques to predict whether a patient is likely to achieve an MCID before their surgery and identify predictive factors associated with post-surgical PRO measures.

The increasing adoption of electronic health record (EHR) systems has provided unprecedented opportunities to learn an interpretable model for predicting PRO measures using massive observational data. Although the volume of observational data is large, the quality of such observational data may be uncertain. One of the major difficulties is missing data, especially missing the outcome data. In our motivating example, the MCIDs can only be observed from the participants who take both pre- and post-surgical surveys. The participants who completed both surveys may only account for a small portion (e.g., 1/3) of the participants whose EHR data is available, according to the response rate reported in literature (Ho et al., 2019; Pronk et al., 2019) and from our own data. Unfortunately, low survey response rates are not uncommon in healthcare and other service industries. In this work, our objective is to develop an interpretable predictive model for the outcome subject to missing. Specifically, we aim at developing a linear prediction model by minimizing the deviance of a generalized linear model (GLM) with a valid inference procedure for the coefficients under possible model misspecification.

Many approaches have been developed to deal with missing outcomes under the assumption of missing at random (MAR) (Kang and Schafer, 2007). One seminal work is the propensity inverse weighting approach (Rosenbaum and Rubin, 1983; Horvitz and Thompson, 1952). For this approach, one first estimates the probability of missing w.r.t the covariate (also called the propensity) and then uses the inverse of the estimated propensity to adjust for the selection bias. When the propensity is poorly estimated, the propensity inverse weighting methods may not perform well. Another major type of approach is known as imputation. This approach first learns an imputation model using the fully observed part of the data; then, imputes the missing outcomes with the predicted values; and finally, refits the predictive model based on the imputed outcomes (Rubin, 2004). When the
estimated imputation model is misspecified, the refitted predictive model may also be biased. To maintain robustness against the possible misspecification in the propensity and the imputation models, one possible solution is to use the doubly robust methods (Robins et al., 1994). The doubly robust methods that incorporate both the propensity score and the imputation models can lead to a consistent estimate for the outcome as long as either model is correctly specified (Tan, 2006, 2010; Qin et al., 2008; Qin and Zhang, 2007; Rubin and van der Laan, 2008; Cao et al., 2009; Han, 2012; Rotnitzky et al., 2012; Han et al., 2016).

Statistical inference for the parameters in predictive modeling with outcome missingness is also challenging. In particular, when the missing mechanism is dependent on multiple covariates through a nonlinear relationship, an unbiased estimator for the missing propensity with a fast convergence rate may be infeasible. For the inverse weighting approaches and the doubly robust methods, a parametric model for the propensity may not capture the potential non-linearity. To ensure an unbiased propensity estimate, nonparametric regressions and machine learning methods have been adopted. These methods may lead to a slower convergence rate and hinder the inference of the parameters in the predictive model, especially when the number of the covariates is large. When the number of the covariates is small, to address the slow convergence rate, the double machine learning approach was proposed in Chernozhukov et al. (2018). They adopted a cross-fitting algorithm using a doubly robust formulation and proposed to estimate both the propensity and the imputation model using nonparametric or machine learning methods. They proved that, as long as the product of the convergence rates of the propensity and imputation estimates is smaller than $n^{-1/2}$, a valid inference procedure for the parameters in the predictive model is possible, where $n$ represents the sample size. However, the large number of the covariates and not meeting the smoothness condition on the true propensity may negate the required rate condition.

To help address the above statistical inference challenge due to the presence of a large number of covariates, one possible strategy is to leverage a surrogate outcome. The surrogate outcomes herein are defined as alternative clinical outcomes that are likely to predict the clinical benefit of primary interest. In our motivating example, the MCID of the global physical health T-score in the Patient-Reported Outcomes Measurement Information System (PROMIS) survey is a well acknowledged measurement for evaluating surgery benefit. There are other PRO measures collected that represent different but related mental or physical health performances that can be considered as surrogate outcomes. In many applications, a surrogate outcome can help improve the efficiency or overcome the difficulties due to complex missing mechanisms. In the application of causal inference (Prentice, 1989; Frangakis and Rubin, 2002; Fleming et al., 1994; Cheng et al., 2018; Anderer et al., 2022), a surrogate can be
used to improve the efficiency of estimating the average treatment effect (ATE). In the application of semi-supervised inference, under the assumption of missing completely at random (MCAR), Hou et al. (2021) showed that a surrogate can help infer the predicted risk derived from a high-dimensional working model even when the true risk prediction model depends on multiple covariates. However, their approach cannot be applied under the assumption of missing at random (MAR), which is the setting we need to deal with.

In this work, we focus on how to use surrogate outcomes to develop interpretable predictive models with outcome missingness. The parameter of interest herein is defined as the minimizer of the deviance under a GLM with possible model misspecification. We propose a concept of an informative surrogate, defined as a surrogate outcome that enables a low-dimensional imputation model conditional on the surrogate and the covariates (i.e., the imputation model lies in a low-dimensional subspace generated by the surrogate and covariates). Under the MAR assumption, we exploit the role of this informative surrogate to 1) allow for a low-dimensional imputation model under a large number of covariates; 2) avoid estimating the complex missing propensity. To harvest the potential benefit brought by informative surrogate outcomes, we propose the following procedure. First, we estimate a flexible imputation model (e.g., using kernel regression or basis expansion) in a reduced subspace that is constructed by leveraging the information from informative surrogate outcomes. Subsequently, we can impute the missing outcomes and obtain an initial estimator for the parameters of interest. Then, we bypass the estimation of the complex missing propensity and instead estimate a low-dimensional weighting function based on the reduced subspace to adjust for the possible bias due to the estimated imputation model. Finally, a one-step debiased estimator for the parameters in the predictive model can be constructed. Both the point and interval estimates of the parameters can be obtained from the proposed procedure. We show that the proposed method can provide a valid inference procedure for the parameters of interest without requiring a consistent propensity estimation. In addition, when the true propensity lies in the same subspace as the imputation model, the proposed method leads to a semiparametric efficient estimator for the parameters in the predictive model. Extensive simulation and an analysis of real-world data are provided to demonstrate the superior performance of the proposed method.

The remainder of the paper is organized as follows. In Section 2, we define the parameter of interest and introduce our proposed method. In Section 3, we demonstrate the theoretical validity of the proposed method. In Section 4, we provide numerical studies to bolster the superiority of the proposed methods over other existing methods and methods without information of the surrogate. In Section 5, we apply the proposed method to derive a predictive rule to infer post-surgery improvement
for joint replacement surgery patients. In Section 5, we discuss possible future works.

2 Method

Let \( \mathbf{X} \) be a \( p \)-dimensional covariate and \( Y \) be a binary, categorical, or continuous outcome of interest. Without loss of generality, we choose a GLM as a working model for \( E[Y \mid \mathbf{X}] \). Following the notation of exponential family distributions [Shao 2003], a GLM assumes that \( E[Y \mid \mathbf{X}] = b'(\mathbf{X}^\top \beta) \), where \( b'(-) \), the derivative of function \( b(-) \), is a known link function. The parameter of interest, \( \beta \) is often defined as the minimizer of the deviance (or equivalently, the negative log-likelihood) under the working model, i.e., \( \beta^* = \arg \min E[\ell(\beta)] \), where \( \ell(\beta) = b(\mathbf{X}^\top \beta) - X^\top \beta \). If the working model is misspecified, i.e., \( E[Y \mid \mathbf{X}] \neq b'(\mathbf{X}^\top \beta^*) \), \( \beta^* \) that minimizes the deviance, a goodness-of-fit statistic, is still meaningful. For a linear working model, the link function \( b(t) \) is the identity function, and the function \( b(t) = t^2/2 \); the objective is equivalent to the least square. Notice that the parameter of interest \( \beta^* \) is defined under the full distribution where \( Y \) and \( \mathbf{X} \) are always observed. To ensure that \( \beta^* \) can be identified under the full distribution, we assume that \( b''(-) \) is always positive and \( E[XX^\top] \) is positive definite.

For actual data, the outcome \( Y \) can be missing. We collect the covariate \( \mathbf{X} \), the outcome \( Y \), the informative surrogate outcome \( Z \), and the missing indicator \( R \) from all samples. The missing indicator \( R \) indicates whether \( Y \) is observed \( (R = 1) \) or not \( (R = 0) \). We also assume that the surrogate \( Z \) can be fully observed. Collectively, the observed data can be denoted as \( (\mathbf{X}, Z, R, RY) \). To ensure the identifiability of \( \beta^* \) using the actual data, we assume that \( Y \perp R \mid X, Z \).

2.1 First step: dimension reduction through informative surrogate

In this section, we propose a two-step procedure under the assumption of \( Y \perp R \mid \mathbf{X}, Z \). To start with, we formally define the concept of informative surrogate outcomes and introduce the required assumption for the identifiability of \( \beta^* \).

An surrogate outcome \( Z \) is informative if there exists a \((p + 1) \times d \) matrix, \( \mathbf{\Gamma} \), with orthogonal columns satisfying \( Y \perp \mathbf{\tilde{X}} \mid \mathbf{\Gamma}^\top \mathbf{\tilde{X}} \) and \( d < p \), where \( \mathbf{\tilde{X}}^\top = (Z, \mathbf{X}^\top) \). This definition implies that, conditioning on the surrogate outcome, the dimension of the space constructed by the covariates and the surrogate can be reduced to \( d \), which is expected to be much smaller than \( p \). The columns of \( \mathbf{\Gamma} \) represent the reduced subspace. Thus, if the surrogate is informative, \( Q(Z, \mathbf{X}) := E[Y \mid Z, \mathbf{X}] \) is a function lying in a low-dimensional subspace, i.e., there exists an unknown link function \( g \) such that \( \text{Q}(Z, \mathbf{X}) = g(\Gamma^\top \mathbf{\tilde{X}}) \). Consequently, an efficient estimator to this low-dimensional imputation model may have a faster convergence rate than directing using the kernel regression to estimate \( E[Y \mid \mathbf{X}] \).
which is \( p \)-dimensional.

Various existing methods can be employed to estimate the reduced subspace when the actual data is fully observable. The assumption \( Y \perp \tilde{X} \mid \Gamma^\top \tilde{X} \) is closely related to the (sufficient) dimension reduction literature. In the literature [Li, 1991, Cook, 2007, Xia et al., 2002, Xia, 2007, Ma and Zhu, 2012, 2013], the smallest space generated by the columns of \( \Gamma \) that satisfies \( Y \perp \tilde{X} \mid \Gamma^\top \tilde{X} \) is referred to as the central subspace. When the data is fully observed, the dimension reduction methods, such as the minimum average variance estimation (MAVE) [Xia et al., 2002], sliced-inverse regression (SIR) [Li, 1991], or semiparametric approaches in [Ma and Zhu, 2012, 2013], can be directly applied to estimate the central subspace \( \Gamma \), and the estimated subspace is asymptotically normal. When there are multiple surrogate outcomes in the observed data, the above-mentioned methods (e.g., the MAVE) can be used to select candidate informative surrogate outcomes. For example, we can select the surrogate outcome that leads to the lowest reduced dimension.

For our setting with the incomplete outcome data, to ensure the identifiability of \( \beta^* \) and \( \Gamma \), traditional positivity assumption requires that \( P(R = 1 \mid \tilde{X}) > 0 \). In this work, instead of assuming the traditional positivity assumption, we assume a relaxed positivity assumption, \( P(R = 1 \mid \Gamma^\top \tilde{X}) > 0 \). Under this assumption, if \( Y \perp \tilde{X} \mid \Gamma^\top \tilde{X} \), we can show that \( Y \perp R \mid \Gamma^\top \tilde{X} \), and \( Q(Z, X) = E[Y \mid Z, X] = E[Y \mid \Gamma^\top \tilde{X}] = E[Y \mid \Gamma^\top \tilde{X}, R = 1] \). This implies that the conditional mean of \( Y \) restricted to \( R = 1 \) shares the same subspace with the unrestricted conditional mean. Thus, to estimate \( \Gamma \), we only need to apply these dimension reduction methods to the fully observed part of the data. Since \( \Gamma \) (and \( Q(Z, X) \)) is identifiable, \( \beta^* \) is also identifiable under the relaxed positivity assumption.

After we obtain \( \hat{\Gamma} \), we can use nonparametric regressions or machine learning methods to fit \( Y \) w.r.t \( \hat{\Gamma}^\top \tilde{X} \) to derive the unknown link function \( g \) and estimate \( \hat{Q}(Z, X) = \hat{g}(\hat{\Gamma}^\top \tilde{X}) \). Then, we obtain an initial estimator for \( \beta^* \) by minimizing \( \hat{E}_n \left[ \left( b(X^\top \beta) - \hat{g}(\hat{\Gamma}^\top \tilde{X})X^\top \beta \right) \right] \), or equivalently, solving the estimating equation

\[
\hat{E}_n \left[ \left\{ b(X^\top \beta) - \hat{g}(\hat{\Gamma}^\top \tilde{X}) \right\} X \right].
\]

Denote the solution as \( \hat{\beta} \). Due to the slow convergence rate of nonparametric regressions or machine learning methods, the convergence rate of \( \hat{Q} \) is dominated by that of \( \hat{g} \). Subsequently, \( \hat{\beta} \) may suffer from the slow convergence rate of \( \hat{g} \). Thus, to obtain an estimator with a faster convergence rate, we need to remove the bias due to the estimation error of \( \hat{g} \), which will be discussed in the following section.

**Remark 1** The term \( \hat{g}(\hat{\Gamma}^\top \tilde{X}) \) is expected to form a good prediction for \( Y \). As an imputation model, it should be predictive of \( Y \); however, there are at least two reasons that it may not be satisfactory. First,
depends on the surrogate outcome $Z$, which may not be available at the time of making the prediction and thus is not appropriate be treated as a covariate. Second, when the reduced dimension, i.e., the dimension of $\hat{\Gamma}^T \hat{X}$, is greater than 2, it could be hard to interpret the model.

2.2 Second step: debias using a low-dimensional weighting function

In this section, we introduce the second step of the proposed method. Specifically, we propose to remove the bias due to the estimation error of $\hat{\beta}_1^*$, which is the first coefficient in $\beta^*$; the proposed method can be extended to infer $u^T \beta^*$ for any $u$. Thus, to get an improved estimator for $\beta^*$, we can implement the proposed method for each coordinate of $\beta^*$ and then ensemble these estimates to construct an estimator for $\beta^*$.

To start with, we consider a class of estimating equations for $\beta_1^*$.

We first derive the efficient influence function of $\beta_1^*$ without assuming any relationship between $Y$ and $Z$ given covariates $X$. The details regarding the efficient influence function can be found in the Online Supporting Information. Motivated by the efficient influence function, we then consider the following class of estimating equations for $\beta_1^*$,

$$\{S(\beta; \pi, Q)\}^T \mathbf{v}, \quad (1)$$

where

$$S(\beta; \pi, Q) = \left[ \{ b'(X^T \beta) - Q(Z, X) \} + \pi^{-1}(X, Z) R \{ Q(Z, X) - Y \} \right] X.$$

In this class of estimating equations, the first term $\{ b'(X^T \beta) - Q(Z, X) \} X^T \mathbf{v}$ is the estimating equation using $Q(Z, X)$ as the imputation for all the outcomes. In the first step, we have obtained an imputation model $\hat{Q}(Z, X)$, which can be plugged into estimating equations (1). The second term

$$\pi^{-1}(X, Z) R \{ Q(Z, X) - Y \} X^T \mathbf{v}$$

can be interpreted as an efficiency augmentation term using a weighting function $\pi^{-1}(X, Z)$. To construct an estimating equation for $\beta_1^*$, we can choose a specific $\mathbf{v}$ and $\pi^{-1}(X, Z)$ in $\left\{ S(\beta; \pi, \hat{Q}) \right\}^T \mathbf{v}$ with $\beta$ replaced by $(\beta_1, \hat{\beta}_{-1})$, where $\hat{\beta}_{-1}$ is the sub-vector of $\hat{\beta}$, excluding the first coordinate.

However, directly solving this estimating equation for an arbitrary choice of $\mathbf{v}$ and the weighting function may not lead to an improved estimator due to the estimation error of $\hat{\beta}$. This estimation error affects the estimating equation via two paths. First, the estimating equation depends on $\hat{Q}$, which is affected by the estimation error of $\hat{g}$; second, the estimating equation depends on $\hat{\beta}_{-1}$, which is also affected by the estimation error of $\hat{g}$.
In order to remove the estimation error of \( \hat{g} \), we need to remove the estimation errors of \( \hat{Q} \) and \( \hat{\beta}_{-1} \). To remove the estimation error of \( \hat{\beta}_{-1} \), we adopt the idea of de-correlated score (Ning and Liu, 2017). The de-correlated score projects the score in a chosen direction such that the projected estimating equation is not affected by the estimation error of \( \hat{\beta}_{-1} \). Following this idea, we choose the following \( \nu \) to achieve this goal. Let \( \nu^* \) be the minimizer of

\[
E \left[ b''(X^\top \beta^*)(X_1 - X_{-1}^\top \nu)^2 \right],
\]

where \( X_1 \) is the first covariate in \( X \) and \( X_{-1} \) is the covariate vector of \( X \) excluding \( X_1 \). Consider the following estimating equation for \( \beta_1^* \),

\[
E \left[ \{S(\beta; \pi, \hat{Q})\}^\top \nu \right],
\]

where \( \nu^\top = (1, -\nu^{*\top}) \). By using this estimating equation with \( \beta = (\beta_1, \hat{\beta}_{-1}) \), the estimation error of \( \hat{\beta}_{-1} \) will not affect the estimation of \( \beta_1^* \).

In order to remove the estimation error of \( \hat{Q} \), we will choose a specific weighting function. Under the proposed estimating equation (2), for any choice of \( \pi \), the first-order bias of the proposed estimating equation (2) with \( Q \) being replaced by \( \hat{Q} \) is

\[
E \left[ \left\{ R/\pi(\hat{\nu}) - 1 \right\} \left\{ \hat{g}(\Gamma^\top \hat{X}) - g(\Gamma^\top \hat{X}) \right\} X^\top \nu \right]
\approx
E \left[ \left\{ R/\pi(\hat{\nu}) - 1 \right\} \left\{ \hat{g}(\Gamma^\top \hat{X}) - g(\Gamma^\top \hat{X}) \right\} \nu^\top \nu \right].
\]

In order to remove the estimation error of \( \hat{Q} \), one possible strategy is to choose \( \pi(\hat{X}) \) such that

\[
E \left[ \left\{ R/\pi(\hat{X}) - 1 \right\} f(\Gamma^\top \hat{X}) X^\top \nu \right] = 0, \text{ for any } f \in L_2(\Gamma^\top \hat{X}).
\]

(3)

Let \( P(R = 1) = \rho > 0 \) and \( \eta(\cdot \mid R) \) be the conditional density function of \( \Gamma^\top \hat{X} \) given \( R \). Define

\[
J_r(\Gamma^\top \hat{x}) = E \left[ X^\top \nu \mid \Gamma^\top \hat{X} = \Gamma^\top \hat{x}, R = r \right] \eta(\Gamma^\top \hat{x} \mid R = r),
\]

for \( r = 0 \) and \( 1 \). Theorem 1 characterizes the solution to Equation (3). The proof of Theorem 1 can be found in the Online Supporting Information.

Theorem 1 We assume the following regularity condition: for almost all \( \hat{x} \), if \( J_1(\Gamma^\top \hat{x}) = 0 \), then \( J_0(\Gamma^\top \hat{x}) = 0 \). Then

\[
\pi^{-1}_*(\hat{x}) = E \left[ X^\top \nu \mid \Gamma^\top \hat{X} \right] / E \left[ RX^\top \nu \mid \Gamma^\top \hat{X} \right]
\]

is well-defined. Further, the solution set of Equation (3) can be characterized as all the functions of the form \( \pi^{-1}_*(\hat{x}) + Th(\hat{x}) \) on event \( \{ \hat{x} : J_1(\Gamma^\top \hat{x}) = 0 \} \), where \( T \) is a linear operator defined as

\[
Th = h - E \left[ hX^\top \nu \mid \Gamma^\top \hat{X}, R = 1 \right] / E \left[ X^\top \nu \mid \Gamma^\top \hat{X}, R = 1 \right]
\]

and \( h \) is an arbitrary function in \( L_2(\hat{X}) \).
Remark 2 The term \( \pi^{-1}_\alpha(\tilde{x}) \) can also be written as

\[
1 + \left\{ \rho J_1(\Gamma^\top \tilde{x}) \right\}^{-1} J_0(\Gamma^\top \tilde{x})(1 - \rho).
\]

This formulation indicates that we can estimate \( J_1, J_0, \) and \( \rho \), and then use these estimates and \( \hat{\Gamma} \) to construct an estimator for \( \pi^{-1}_\alpha(\tilde{x}) \).

Remark 3 The regularity condition is required to ensure that \( \pi^{-1}_\alpha \), as well as the characterization in Theorem 1, are both well-defined. This condition can be easily satisfied. For example, assume \( \eta(\Gamma^\top \tilde{X} \mid R = 1) > 0 \). If

\[
E \left[ X^\top v \mid \Gamma^\top \tilde{X}, R = 1 \right]
\]

has a continuous distribution, then we have \( P \left[ J_1(\Gamma^\top \tilde{X}) = 0 \right] = 0 \), and the regularity condition is naturally satisfied. In addition, when \( P(R = 1 \mid Z, X) = P(R = 1 \mid \Gamma^\top \tilde{X}) \), the regularity condition is also satisfied because

\[
E \left[ X^\top v \mid \Gamma^\top \tilde{X}, R = 1 \right] = E \left[ X^\top v \mid \Gamma^\top \tilde{X}, R = 0 \right].
\]

Remark 4 The term \( \pi^{-1}_\alpha(\tilde{x}) \) is a function of \( \Gamma^\top \tilde{x} \). This can be interpreted as the consequence of \( Y \perp R \mid \Gamma^\top \tilde{X} \). However, the term \( \pi^{-1}_\alpha(\tilde{x}) + \mathcal{T} h(\tilde{x}) \) may not include \( P(R = 1 \mid \Gamma^\top \tilde{X}) \). This implies that the true propensity based on \( \Gamma^\top \tilde{X} \) may not be sufficient to remove the bias.

We then use \( \pi^{-1}_\alpha(\tilde{X}) \) to replace the \( \pi^{-1}(\tilde{X}) \) in estimating equation (2). The weighting function \( \pi^{-1}_\alpha(\tilde{X}) \) only depends on \( \Gamma^\top \tilde{X} \) and thus is a low-dimensional function. To estimate the weighting function \( \pi^{-1}_\alpha(\tilde{X}) \), we consider the trimmed kernel estimates. First, we estimate \( \mathbf{w} \) by minimizing

\[
\hat{E}_n \left[ \hat{v}'(X^\top \hat{\beta})(X_1 - X_{1-1}^\top \mathbf{w})^2 \right],
\]

and construct \( \hat{v}^\top = (1, -\hat{w}^\top) \). Then, using kernel regressions, we consider the following estimator for \( \pi^{-1}_\alpha \):

\[
\hat{\pi}^{-1}(\tilde{x}; \hat{\Gamma}, \hat{v}) = \begin{cases} 
1 + \left\{ \hat{J}_1(\hat{\Gamma}^\top \tilde{x}) \right\}^{-1} \hat{J}_0(\hat{\Gamma}^\top \tilde{x})(1 - \hat{\rho}) & |\hat{J}_1(\hat{\Gamma}^\top \tilde{x})| > c_n, \\
\hat{\rho}^{-1}, & |\hat{J}_1(\hat{\Gamma}^\top \tilde{x})| \leq c_n,
\end{cases}
\]

where \( \hat{J}_r(\hat{\Gamma}^\top \tilde{x}) = \hat{E}_n \left[ X^\top \hat{v} K_h(\hat{\Gamma}^\top \tilde{X} - \hat{\Gamma}^\top \tilde{x}) \mid R = r \right] \), \( \hat{\rho} = \hat{E}_n[R].K_h(\cdot) = K(\cdot)/h^d \), and \( \hat{E}_n[\cdot \mid R = r] \) is the empirical mean over the samples with \( R = r \). The function \( K(\cdot) \) is a kernel function with the order of \( \nu \), and the bandwidth parameter \( h \) is selected according to Theorem 2. The proposed estimator equals to the kernel regression when \( |\hat{J}_1(\hat{\Gamma}^\top \tilde{x})| \) is far from 0, and equals to \( \hat{\rho}^{-1} \), when \( |\hat{J}_1(\hat{\Gamma}^\top \tilde{x})| \) is close to 0. The term \( c_n \) is used to trim possible extremities of the kernel regression estimates.
After obtaining the estimator \( \hat{\pi}^{-1} \) for \( \pi^{-1}(\tilde{X}) \), we construct the estimating equation by incorporating \( \hat{\pi}^{-1} \), i.e., \( \hat{E}_n \left[ \left\{ S(\beta; \tilde{Q}, \hat{\pi}) \right\}^\top \nu \right] \) with a constraint \( \beta_{-1} = \hat{\beta}_{-1} \). To avoid possible computational issues if directly solving this estimating equation (Chapter 5 in Van der Vaart (2000)), we use its first-order expansion and construct a one-step debiased estimator \( \tilde{\beta}_1 = \hat{\beta}_1 - \tilde{I}^{-1}S \), where \( S = \hat{E}_n \left[ \left\{ S(\beta; \tilde{Q}, \hat{\pi}) \right\}^\top \nu \right] \), and \( \tilde{I} = \hat{E}_n \left[ b^*(X^\top \hat{\beta})X_1X^\top \nu \right] \). Another challenge in constructing the debiased estimator is that, the estimation errors of \( \tilde{Q}, \hat{\pi} \), and the samples used to construct the estimator are correlated. We adopt the cross-fitting procedure proposed in Chernozhukov et al. (2018) in the implementation.

2.3 Implementation

The entire procedure can be separated into two steps. In the first step, using all fully observed data, we obtain \( \hat{\Gamma} \) and then, regress \( Y \) on \( \hat{\Gamma}^\top \tilde{X} \) using kernel regressions and denote the estimated link function as \( \hat{g} \). Using the estimated imputation model, \( \tilde{Q}(Z, X) = \hat{g}(\hat{\Gamma}^\top \tilde{X}) \), we obtain an initial estimate \( \hat{\beta} \). Using the initial estimate, we solve

\[
\min_w \hat{E}_n \left[ b^*(X^\top \beta)(X_1 - X_{-1}^\top w)^2 \right],
\]

and denote its minimizer as \( \hat{w} \). Then we can construct \( \hat{\nu}^\top = (1, -\hat{w}^\top) \). In the second step, we estimate the identified weighting function and use it to form a one-step debiased estimator for \( \beta^*_1 \).

First, we split the entire data into \( K \) subsets \( (I_1, \ldots, I_K) \) with equal sample sizes. For a specific set \( k \), the estimated link function denoted as \( \hat{g}_{(-k)}(\cdot) \) is obtained through kernel regression of \( Y \) w.r.t \( \hat{\Gamma}^\top \tilde{X} \) using the data excluding \( I_k \). The estimated weighting function denoted as \( \hat{\pi}_{(-k)}^{-1}(\tilde{X}; \hat{\Gamma}, \hat{\nu}) \) is obtained through the truncated kernel regression using the data excluding \( I_k \). Specifically,

\[
\hat{\pi}_{(-k)}^{-1}(\tilde{x}; \hat{\Gamma}, \hat{\nu}) = \begin{cases} 1 + \left\{ \hat{J}_{1}^{(-k)}(\hat{\Gamma}^\top \tilde{x})\hat{\rho} \right\}^{-1} \hat{J}_0^{(-k)}(\hat{\Gamma}^\top \tilde{x})(1 - \hat{\rho}) & \hat{J}_1^{(-k)}(\hat{\Gamma}^\top \tilde{x}) > c_n, \\
\hat{\beta}^{-1}, & \hat{J}_1^{(-k)}(\hat{\Gamma}^\top \tilde{x}) \leq c_n,
\end{cases}
\]

where \( \hat{J}_r^{(-k)}(\hat{\Gamma}^\top \tilde{x}) = \hat{E}_n^{(-k)} \left[ X^\top \hat{v}K_h(\hat{\Gamma}^\top \tilde{X} - \hat{\Gamma}^\top \tilde{x}) \mid R = r \right] \) and \( \hat{E}_n^{(-k)}[\cdot \mid R = r] \) is the empirical average over the samples with \( R = r \) and excluding those in \( I_k \). Then, the one-step debiased estimator is \( \tilde{\beta}_1 = \hat{\beta}_1 - \tilde{I}^{-1}\tilde{S} \), where

\[
\tilde{S} = \sum_{k=1}^{K} S^{(k)}/K, \quad S^{(k)} = \hat{E}_n^{(-k)} \left[ \left\{ S(\hat{\beta}; \tilde{Q}_{(-k)}, \hat{\pi}_{(-k)}) \right\}^\top \nu \right].
\]

A summary of the entire algorithm can be found in the Online Supporting Information. To estimate the asymptotic variance of \( \tilde{\beta}_1 \), we bootstrap based on the entire sample for \( B \) times; for the \( b \)th bootstrapped dataset, we implement the algorithm and obtain \( \tilde{\beta}_1^{(b)} \), where \( b = 1, \cdots, B \). We use the variance of \( \left\{ \tilde{\beta}_1^{(b)} \right\}_{b=1}^{B} \) as the estimate for the asymptotic variance to construct interval estimations.
3 Theoretical properties

In this section, we provide the asymptotic property of the proposed estimator. To accommodate the situation where the marginal missing rate may be close to 1, we assume that the distribution of \((X, Z)\) and the conditional distribution \(Y \mid Z, X\) do not depend on \(n\); the missing propensity \(P(R = 1 \mid Z, X)\) may depend on \(n\). Specifically, we consider two scenarios: 1) the missing propensity \(P(R = 1 \mid Z, X)\) does not change with \(n\); 2) \(P(R = 1 \mid Z, X) = \rho_n w(\tilde{X})\) with \(\rho_n \rightarrow 0\), where \(w(\tilde{X})\) does not depend on \(n\), \(w(\tilde{X})\) is always bounded away from \(\infty\), and \(E[w(\tilde{X})] = 1\). Notice that for both scenarios, we will only assume the relaxed positivity assumption: \(P(R = 1 \mid \Gamma^T \tilde{X}) > 0\). This is a benefit of not using the inverse of the true propensity \(P(R = 1 \mid Z, X)\) in the estimation. For simplicity, we focus on the required assumptions and theoretical results for Scenario 1) in the main text, and leave those for Scenario 2) in the Online Supporting Information. In addition, the proofs of the theorems can be found in the Online Supporting Information. For Scenario 1), the following assumptions are required.

**Assumption 1** The covariate \(X\)’s and the surrogate outcome \(Z\) are bounded, and the function \(b''(\cdot)\) is continuously differentiable; \(\max\{\|\beta^*\|_2, \|\nu\|_2\}\) is bounded.

**Assumption 2** There is a positive constant \(\gamma_d > 1/4\) such that 
\[
\|\hat{g}(\hat{\Gamma}^T \tilde{X}) - Q(Z, X)\|_2 = O_p(n^{-\gamma_d}),
\]
and 
\[
\left\{ \text{vec}({\Gamma}) - \text{vec}(\Gamma) \right\} = n^{-1} \sum_{i=1}^n 1\{R_i = 1\} \psi(X_i, Z_i, Y_i) + o_p(n^{-1/2}),
\]
where \(\psi(X_i, Z_i, Y_i)\) is bounded and \(\text{vec}(\cdot)\) represents the vectorization of the matrix. In addition, we assume that 
\[
\sup_{\tilde{x}} \left| (\hat{g} - g)(\hat{\Gamma}^T \tilde{x}) - (\hat{g} - g)(\Gamma^T \tilde{x}) \right| = o_p(n^{-1/2}).
\]

**Assumption 3** Function \(J_r(\Gamma^T \tilde{x})\)’s are \(\nu\)th order differentiable w.r.t \(\Gamma^T \tilde{x}\) with bounded derivatives. Define \(G(\Gamma^T \tilde{x}) = J_1^{-1}(\Gamma^T \tilde{x})J_0(\Gamma^T \tilde{x})\). We assume that \(G(\Gamma^T \tilde{x})\) is bounded away from \(+\infty\) on the open set \(\{\tilde{x} : J_1(\Gamma^T \tilde{x}) \neq 0\}\). We also assume that the density function of \(A^T \tilde{X}, \eta(A^T \tilde{X})\), is bounded away from 0 and \(+\infty\), and \(\nu\)th order differentiable with bounded derivatives.

**Assumption 4** When \(t > 0\) is small enough, there exist positive constants \(A_0\) and \(\gamma_m\) such that 
\[
P\left\{ 0 \leq \left| E[X^T v \mid \Gamma^T \tilde{X}, R = 1] \right| \leq t \right\} \leq A_0 t^{\gamma_m}.
\]

**Assumption 5** Take \(c_n = \tilde{\delta}_n^{2/(2+\gamma_m)}\), where \(\delta_n = (nh^d/\log n)^{-1/2} + h^\nu + n^{-\gamma_d}\). We assume that 
\[
n^{-\gamma_d} \delta_n^{2/(2+\gamma_m)} = o(n^{-1/2}).
\]
In Assumption 1, for ease of exposition, we assume a bounded design for each $X$ and $Z$. Assumption 2 includes the requirement for the chosen dimension reduction method to estimate $\Gamma$ and the chosen method to estimate $g$. Specifically, we assume that the uniform convergence rate of $\hat{Q}$ is $O_p(n^{-\gamma_d})$, and the estimated subspace $\hat{\Gamma}$ is asymptotically linear. In addition, we assume that $\sup_x \left| (\hat{g} - g) (\hat{\Gamma}^T \hat{x}) - (\hat{g} - g) (\Gamma^T x) \right| = o_p(n^{-1/2})$. Many dimension reduction methods and nonparametric methods satisfy Assumption 2. An example is given in the Online Supporting Information. Assumption 3 assumes the regularity conditions to ensure that $\pi_\beta$ can be well-estimated and the asymptotic variances are well-defined. Assumption 4 restricts the concentration near $E_r X | \Gamma = X, R = 1$ by the parameter $\gamma_m$. When $E[X^T v | \Gamma^T \tilde{X}, R = 1]$ is bounded away from 0, we have $\gamma_m = +\infty$; when $E[X^T v | \Gamma^T \tilde{X}, R = 1]$ has a continuous distribution, we have $\gamma_m \geq 1$. Assumption 5 specifies the condition on $\gamma_d$ and $\gamma_m$, which requires that $\gamma_d > (2 + \gamma_m)/4(1 + \gamma_m)$.

Under these assumptions, Theorem 2 shows that the one-step debiased estimator is asymptotically normal.

**Theorem 2** Under Assumptions 1-5, we have $\sqrt{n}(\hat{\beta}_1 - \beta^*_1) \to N(0, \sigma^2)$, where the formula of the asymptotic variance $\sigma^2$ can be found in the Online Supporting Information.

Theorem 2 implies that we can construct a valid confidence interval if we can consistently estimate $\sigma^2$. To estimate the asymptotic variance $\sigma^2$, we can adopt a plug-in approach. When the asymptotic variance of $\hat{\Gamma}$ is explicitly known, we can construct estimators for the unknown parameters in the asymptotic variance formula and construct a plug-in estimator for $\sigma^2$. In this work, we choose the bootstrap procedure, which has been shown to have a better numerical performance for regression with semi-nonparametric nuisance models (Liu et al., 2020).

In addition, Corollary 1 shows a sufficient condition that the semiparametric lower bound can be achieved.

**Corollary 1** When the true propensity $P(R = 1 | Z, X) = P(R = 1 | \Gamma^T \tilde{X})$, the one-step debiased estimator $\hat{\beta}_1$ obtains the semiparametric lower bound.

### 4 Simulations

In this section, we conduct simulations and compare the proposed method with other methods to demonstrate 1) the advantage of avoiding complex propensity estimation; and 2) the efficiency gain from incorporating the surrogate outcome. To show the advantage of avoiding modeling the complex propensity, we compare our proposed method with two baseline approaches. Baseline 1 follows the double machine learning procedure proposed in Chernozhukov et al. (2018), which estimates both the
propensity and the imputation model using kernel regressions. When using the kernel regressions to estimate the propensity and the imputation model, we first implement dimension reduction and then conduct the kernel regression. Another baseline approach (Baseline 2) adopts the same procedure as Baseline 1 but uses a logistic regression to estimate the missing propensity. For both Baselines 1 and 2, we implement a threshold of 0.001 for the estimated propensities to avoid extreme value. To show the efficiency gain from incorporating the surrogate outcome, besides the proposed procedure using the surrogate outcome (denoted as “Proposed with \( Z \)”), we implement another approach (denoted as “Proposed w/o \( Z \)”) following the same procedure but only using \( X \) (no surrogate outcome \( Z \)) in the dimension reduction, imputation model estimation, and weighting function estimation. For both proposed procedures, we specify \( c_n \) following the results in Theorem \( \text{[2]} \) For the dimension reduction adopted in all these approaches, we use the kernel sliced regression method and choose the reduced dimension using cross-validation.

To compare with the proposed method, we consider 8 simulation scenarios in total with varying missing rates, varying sample sizes, and different types of outcomes, i.e., continuous outcomes and binary outcomes. For each type of outcome, we consider a moderate marginal missing rate of 50\% and a high marginal missing rate of 90\%. For both scenarios, we change the sample size from 500 to 1000. To generate the data under each scenario, we first generate the missing indicator \( R \) following a Bernoulli distribution with the success probabilities of 0.5 (moderate marginal missing rate) or 0.1 (high marginal missing rate). Then, we generate the covariate based on \( R \) or \( \bar{R} \). When the outcome is missing (\( R = 0 \)), the covariates, i.e., \( X \mid R = 0 \), follow a standard multivariate Gaussian distribution with zero means and the identity covariance matrix; when the outcome is observed (\( R = 1 \)), the covariates follow a mixture of two multivariate Gaussian distributions. With a probability of 0.7, the covariates are generated following a standard multivariate Gaussian distribution; otherwise, the covariates are generated following a multivariate Gaussian distribution \( N(1, 1.5I_p) \), i.e., \( X \mid R = 1 \sim \xi N(0, I_p) + (1 - \xi)N(1, 1.5I_p) \), where \( \xi \) follows a Bernoulli distribution with a success probability of 0.7. The surrogate outcome is generated from \( Z = \delta X^T \beta_0 + \sum_{j=1}^{8} |X_j|/4 + \epsilon \) where \( \epsilon \sim N(0, 1) \). To generate the outcome \( Y \) given the covariates, for the scenario with continuous outcomes, we consider \( Y = X^T \beta_0/2 + Z + \epsilon \), where \( \beta_0 = (1, 1, -1, -1, 0, 0, 0, 0)^T \) and \( \epsilon \sim N(0, 1) \). For the scenario with binary outcomes, we consider \( Y = 1\{X^T \beta_0/4 + Z + \epsilon > 0\} \). For the scenario with continuous outcomes, \( \delta \) is fixed at 0.5; for the scenario with binary outcomes, \( \delta \) is fixed at 0.25.

To evaluate the proposed methods, we compare the coverage and deviance in all the scenarios. For each scenario, we run 500 replicates. For each replicate, we estimate the coefficients and use bootstrapping (500 bootstraps) to construct a 95\%-confidence interval using the training samples. We
also calculate the deviance using the coefficients estimated by each approach on an independently generated testing dataset with a sample size of $10^4$.

Table 1 exhibits the coverage metrics of the first four coefficients. From Table 1, the proposed methods (Proposed w/o and with $Z$) achieve the nominal coverage in all the scenarios, whereas Baseline 1 and Baseline 2 do not, especially in high missing rate settings. This suggests both Baseline 1 and Baseline 2 are incapable of handling the complex missing mechanism. Figure 1 summarizes the deviance metrics for all different scenarios. At the moderate missing rate (the left two columns), the method Proposed with $Z$ performs comparably to Baseline 2 but outperforms the other methods. In the high missing rate scenarios, Proposed with $Z$ achieves the minimum deviance. When comparing the two methods, Proposed with $Z$ surpasses Proposed w/o $Z$ in all the scenarios due to the efficiency gain from $Z$. In summary, considering both coverage and deviance metrics, the proposed method with the surrogate outcome is dominant.

| Method               | Baseline 1 (B1) | Baseline 2 (B2) | Proposed w/o Z (P1) | Proposed with Z (P2) |
|----------------------|----------------|----------------|---------------------|----------------------|
| Missing rate of 50%  |                |                |                     |                      |
| $n = 500$            |                |                |                     |                      |
| Missing rate of 50%  |                |                |                     |                      |
| $n = 1000$           |                |                |                     |                      |
| Missing rate of 90%  |                |                |                     |                      |
| $n = 500$            |                |                |                     |                      |
| Missing rate of 90%  |                |                |                     |                      |
| $n = 1000$           |                |                |                     |                      |

Figure 1: Deviance under different missing rates, sample sizes, and outcome types.

5 Application to PROMIS global physical health T-score

In this section, we applied our proposed method to predict whether the improvement of the PROMIS global physical health T-score will exceed the MCID after receiving total joint replacement using the information obtained before scheduling the surgery. In addition to making prediction, we also aimed to identify the driving factors of not achieving the MCID in the presence of the high missing-rate
Table 1: Coverage of the 95% confidence interval for the coefficients.

\[
\begin{array}{cccccccc}
   & \beta_1 & \beta_2 & \beta_3 & \beta_4 & \beta_1 & \beta_2 & \beta_3 & \beta_4 \\
\hline
\text{n} = 500 \quad \text{Continuous, Missing rate of 50\%} & \\
Baseline 1 & 0.872 & 0.840 & 0.866 & 0.864 & 0.847 & 0.769 & 0.861 & 0.817 \\
Baseline 2 & 0.896 & 0.912 & 0.906 & 0.928 & 0.885 & 0.873 & 0.893 & 0.875 \\
Proposed w/o Z & 0.920 & 0.938 & 0.910 & 0.922 & 0.901 & 0.901 & 0.891 & 0.893 \\
Proposed with Z & 0.952 & 0.964 & 0.958 & 0.968 & 0.954 & 0.954 & 0.956 & 0.954 \\
\text{n} = 1000 \quad \text{Continuous, Missing rate of 90\%} & \\
Baseline 1 & 0.866 & 0.840 & 0.844 & 0.854 & 0.740 & 0.798 & 0.752 & 0.762 \\
Baseline 2 & 0.904 & 0.876 & 0.922 & 0.920 & 0.910 & 0.898 & 0.894 & 0.902 \\
Proposed w/o Z & 0.954 & 0.966 & 0.968 & 0.946 & 0.942 & 0.944 & 0.938 & 0.952 \\
Proposed with Z & 0.946 & 0.968 & 0.966 & 0.962 & 0.946 & 0.964 & 0.954 & 0.956 \\
\text{Binary, Missing rate of 50\%} & \\
Baseline 1 & 0.908 & 0.918 & 0.916 & 0.932 & 0.892 & 0.882 & 0.918 & 0.900 \\
Baseline 2 & 0.928 & 0.932 & 0.916 & 0.930 & 0.920 & 0.898 & 0.894 & 0.912 \\
Proposed w/o Z & 0.968 & 0.970 & 0.956 & 0.950 & 0.962 & 0.964 & 0.964 & 0.964 \\
Proposed with Z & 0.970 & 0.972 & 0.948 & 0.962 & 0.958 & 0.968 & 0.956 & 0.946 \\
\text{Binary, Missing rate of 90\%} & \\
Baseline 1 & 0.950 & 0.940 & 0.948 & 0.962 & 0.892 & 0.942 & 0.964 & 0.940 \\
Baseline 2 & 0.932 & 0.930 & 0.920 & 0.956 & 0.924 & 0.912 & 0.896 & 0.926 \\
Proposed w/o Z & 0.956 & 0.950 & 0.948 & 0.964 & 0.954 & 0.962 & 0.944 & 0.950 \\
Proposed with Z & 0.966 & 0.966 & 0.976 & 0.948 & 0.942 & 0.962 & 0.966 & 0.974 \\
\end{array}
\]
outcome. The dataset includes 1044 University of Florida Health patients, who participated in the pre-surgical survey and underwent the total joint replacement surgery. In the analysis, we incorporated many baseline covariates including demographics, socioeconomic characteristics, medical history, and care characteristics before surgery (e.g., 30 days before admission for surgery). According to the convention of constructing MCID, the outcome of interest is obtained based on the one-half standard deviation of the difference between pre- and post-surgical PROMIS global health T-scores (Fontana et al., 2019; Katakam et al., 2022).

For our data, the difference between pre- and post-surgical scores has an average of 9.5 and a standard deviation of 8.1, and consequently, the MCID is 4.1. Thus, the outcome $Y = 1$ if the difference is less than 4.1, and $Y = 0$, otherwise. In terms of the missing proportion, all the 1044 identified patients took the pre-surgical survey, but only 261 patients (25%) responded to the post-surgical survey (the missing-rate is 75%). Of the patients who took both surveys, 67 (25.7%) patients did not meet the MCID. Since the PROMIS global physical T-score is derived from the ten survey questionnaire items, individual items can be considered as candidates for the surrogate outcome. To construct an informative surrogate, we relied on actual data and regressed the target outcome w.r.t the pre-surgical survey responses, and used the predicted values as a single informative surrogate outcome.

We conducted two analyses to investigate the performance of the proposed method. In the first analysis, we compared the proposed methods with the baseline methods in terms of the deviance $E \left[ \ell(\hat{\beta}) \right]$, where $\ell(\hat{\beta}) = b(X^T\hat{\beta}) - \hat{g}(\hat{X}^T\hat{X})X^T\hat{\beta}$. Specifically, we randomly split the entire dataset into a training dataset and a testing dataset with equal sample sizes. We estimated coefficients using the training dataset, and then we calculated the deviance on the testing dataset. This procedure was repeated 1000 times. In the second analysis, we fitted the model on the entire dataset and compare the variables selected by different methods.

Table 2 shows that the proposed method with $Z$ achieves the lowest deviance. In terms of the selected variables, compared with other methods, the proposed method with $Z$ uniquely revealed that geriatric patients were less likely to achieve the MCID (estimated coefficient is 0.367; 95%-CI is [0.020, 0.714]). This is in accordance with the existing research finding that elderly patients were more likely to have post-operative adverse clinical outcomes than younger patients in total joint replacement (Higuera et al., 2011; Malkani et al., 2017). The coefficients with confidence intervals for other covariates are presented in the Online Supporting Information.
Table 2: Comparison of averaged deviances (standard deviations) in real data example

|          | Baseline1       | Baseline2       | Proposed w/o Z | Proposed w/ Z  |
|----------|-----------------|-----------------|----------------|----------------|
|          | 0.714 (0.105)   | 0.696 (0.094)   | 0.685 (0.091)  | 0.670 (0.094)  |

6 Discussion

In this work, we propose a debias approach to estimating the parameters of interest under a possibly misspecified GLM. This approach uses an informative surrogate outcome which leads to a low-dimensional flexible imputation model, and estimates a low-dimensional weighting function instead of the complex propensity score. When the true propensity happens to enjoy the same low-dimensional structure, the proposed method achieves the semi-parametric efficiency lower bound. Compared with the double machine learning method, the proposed approach relaxes the requirement on the propensity estimation and maintains almost the same flexibility or requirement on the imputation model estimation. In addition, we relax the traditional positivity and only require an relaxed positivity assumption.

There are multiple future directions to extend the proposed approach. First, we can consider extending the proposed approach to high-dimensional settings where $p/n \rightarrow +\infty$. In a high-dimensional setting, the $\hat{\Gamma}$ may not be asymptotic normal due to the possible penalization. In this case, in order to achieve an asymptotic normal estimator, an additional debias procedure is needed to adjust for the bias due to the estimation error of $\hat{\Gamma}$. Second, we can investigate more choices of the function $h$. In this work, to pursue a low-dimensional weighting function, we choose $h$ such that $Th = 0$ when constructing the weighting function. However, we can choose other potential alternatives to mitigate certain deficiencies such as a choice to minimize the asymptotic variance of the debiased estimator; a choice to avoid possible negative weights. Third, we can combine the proposed approach with the augmented minimax linear estimation (Hirshberg and Wager, 2021) to avoid the computation of the Riesz representer. Especially in high-dimensional setting, an explicit form of the weights to debias $\hat{\Gamma}$ might be intractable.

Supplemental Materials

Proofs of all theorems and additional simulation results are contained in the online supplemental materials.
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