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Abstract—Banding artifacts are artificially-introduced contours arising from the quantization of a smooth region in a video. Despite the advent of recent higher quality video systems with more efficient codecs, these artifacts remain conspicuous, especially on larger displays. In this work, a comprehensive subjective study is performed to understand the dependence of the banding visibility on encoding parameters and dithering. We subsequently develop a simple and intuitive no-reference banding index called CAMBI (Contrast-aware Multiscale Banding Index) which uses insights from Contrast Sensitivity Function in the Human Visual System to predict banding visibility. CAMBI correlates well with subjective perception of banding while using only a few visually-motivated hyperparameters.

I. INTRODUCTION

Banding artifacts are staircase-like contours introduced during the quantization of spatially smooth-varying signals, and exacerbated in the encoding of the video. These artifacts are visible in large, smooth regions with small gradients, and present in scenes containing sky, ocean, dark scenes, sunrise, animations, etc. Banding detection is essentially a problem of detecting artificially introduced contrast in a video. Even with high resolution and bit-depth content being viewed on high-definition screens, banding artifacts are prominent and tackling them becomes even more important for viewing experience.

Figure 1 shows an example frame from Night on Earth series on Netflix, encoded using a modern video codec, AV1 [1], and the libaom encoder. Bands are clearly visible in the sky due to the intensity ramp present between the sun and its periphery. Traditional video quality metrics such as PSNR, SSIM [2] or VMAF [3] are not designed to identify banding and are hence not able to account for this type of artifact [4], [5], as we will also show in Section II-C. These artifacts are most salient in a medium bitrate regime where the video is neither highly compressed and thus exacerbated by other artifacts, nor provided with large number of bits to faithfully represent the intensity ramp. Having a banding detection mechanism that is robust to multiple encoding parameters can help identify the onset of banding in the videos and serve as a first step towards its mitigation.

Related Work. Although banding detection has been studied in the literature, no single metric or index is widely employed. Previous works on banding detection have focused on either false segment or false edge detection. For false segment detection, past methods have utilized segmentation approaches, such as pixel [4], [6], [7] or block-based segmentation [8], [9]. For false edge detection, methods have utilized various local statistics such as gradients, contrast and entropy [10], [11], [12]. But both of these approaches suffer the hard problem of distinguishing between true and false segments/edges. Typically, this issue is solved by employing multiple hand-designed criteria obtained via observing a limited dataset. Moreover, most of these methods do not consider the possibility of dithering in the encoded video, which can be introduced by common tools such as ffmpeg [13] during bit-depth reduction and can significantly affect the banding visibility. One recent no-reference banding detection method has outperformed previous work by using heuristics motivated by various properties of the Human Visual System, along with a number of pre-processing steps to improve banding edge detection [5]. This algorithm also contains a large number of hyperparameters trained and tested over a limited dataset [4].

In this work we studied banding artifact’s dependence on various properties of encoded videos, viz. quantization parameters, encoding resolution and incidence of dithering. We present a simple, intuitive, no-reference, distortion-specific index called Contrast-aware Multiscale Banding Index (CAMBI), motivated by the algorithm presented in Ref. [6]. CAMBI directly tackles the problem of contrast detection by utilizing properties of Contrast Sensitivity Function (CSF) [14], instead of framing banding detection as a false segment/edge detection. In addition, CAMBI contains only few hyperparameters, most of which are visually-motivated. Results from the experiments conducted show that CAMBI has a strong linear correlation with subjective scores.

II. BANDING DETECTION ALGORITHM

We describe here the developed banding detection algorithm: CAMBI. A block diagram describing all the steps involved in CAMBI is shown in Figure 2. CAMBI operates as a no-reference banding detector. It takes a video as an

Fig. 1. Banding Motivation. Example from Night on Earth series on Netflix (4k, 10-bit). Red box shows a zoomed-in luma segment with prominent bands.
A. Pre-processing

Each input frame is taken through several pre-processing steps. Firstly, the luma component is extracted. Although it has been shown that chromatic banding exists, like most of the past works we assume that majority of the banding can be captured in the luma channel [15], [16].

Next, dithering present in the frame is accounted for. Dithering is intentionally applied noise used to randomize quantization error, and has been shown to significantly affect banding visibility [6], [10]. Presence of dithering makes banding detection harder, as otherwise clean contours might have noisy jumps in quantized steps, leading to unclean edges or segments detection. Thus to account for both dithered and non-dithered regions in a frame, we use a 2 × 2 averaging low-pass filter (LPF) to smoothen the intensity values, in an attempt to replicate the low-pass filtering done by the human visual system.

Low-pass filtering is done after converting the frame to a bit-depth of 10 (encodes studied in this work are 8-bit, but obtained from a 10-bit source as described in Section III-B). This ensures that the obtained pixel values are in steps of one in 10-bit scale after application of LPF. Finally, we assume that the display is 4k (see Section III-B), and hence irrespective of the encode resolution the frame is upscaled to 4k. Further steps in the algorithm are agnostic to the encode properties studied in this work, viz. resolution, quantization parameter, and incidence of dithering. Though we assume 10-bit sources and 4k displays in this work, CAMBI can be extended to encodes from sources at arbitrary bit-depths and display resolutions by modifying the bit-depth conversion and spatial upscaling steps appropriately.

B. Multiscale Banding Confidence

As mentioned in Section I we consider banding detection as a contrast-detection problem, and hence banding visibility is majorly governed by the CSF. CSF itself largely depends on the perceived contrast across the step and spatial-frequency of the steps, as illustrated in Figure 3. CAMBI explicitly tries to account for the contrast across pixels by looking at the differences in pixel intensity and does this at multiple scales to account for spatial frequency.

CAMBI generalizes the approach used in [6], which computes a pixel-wise banding confidence \( c(s) \) at a scale \( s \) as

\[
\begin{align*}
  c(s) = p(0, s) & \times \max \left[ \frac{p(-1, s)}{p(0, s) + p(-1, s)}, \frac{p(1, s)}{p(0, s) + p(1, s)} \right] \\
  \text{where } p(k, s) & = \frac{\sum_{(x,y) \in N_s(x,y)} \delta(I(x', y'), I(x, y) + k)}{\sum_{(x,y) \in N_s(x,y)} ||\nabla(x', y')|| < \tau_y}
\end{align*}
\]

In Eq. 2 \((x, y)\) refers to a particular pixel, and \(I(x, y)\), \(N_s(x, y)\) and \(||\nabla(x, y)||\) correspond to the intensity, neighborhood of a scale \(s\) and gradient magnitude at this particular pixel, respectively. \(\delta(\cdot, \cdot)\) is an indicator function. Thus, \(p(k, s)\) corresponds to the fraction of pixel (in a neighborhood around pixel \((x, y)\)) with an intensity difference of \(k\) amongst the set of pixels with gradient magnitude smaller than \(\tau_y\). Hyperparameter \(\tau_y\) ensures avoidance of textures during banding detection [6]. Therefore, Eq. 1 calculates a banding confidence \(c(s)\) which explicitly tries to find if there is an intensity step of ±1 in a pixel’s non-texture neighborhood at scale \(s\). \(p(0, s)\) ensures that at the scale \(s\), the pixel around which banding is being detected belongs to a visually-significant contour.

In CAMBI, the above approach is modified to explicitly account for multiple contrast steps and different spatial-frequencies, thus accounting for CSF-based banding visibility. This is done by calculating pixel-wise banding confidence \(c(k, s)\) per frame at various different contrasts \((k)\) and scales \((s)\), each referred to as a CAMBI map for the frame. A total of twenty CAMBI maps are obtained per-frame capturing banding across 4 contrast-steps and 5 spatial-frequencies.

For calculating CAMBI maps, Eq. 1 is modified as follows:

\[
\begin{align*}
  c(k, s) = p(0, s) & \max \left[ \frac{p(-k, s)}{p(0, s) + p(-k, s)}, \frac{p(k, s)}{p(0, s) + p(k, s)} \right] \\
  \text{where } k & \in \{1, 2, 3, 4\}. \text{ Intensity differences of up to } \pm 4 \text{ are considered because of the conversion from 8-bit to 10-bit. If the pixel belongs to a dithering region it would have}
\end{align*}
\]
neighbouring pixels with intensity difference of \(<4\) because of the applied anti-dithering filter. On the other hand, if banding edge exists without any dithering in the frame, this would lead to an intensity difference of \(\pm 4\) at a bit-depth of 10, as a false contour appearing due to quantization will have pixels differing by 1 on either side of the contour at bit-depth of 8. This leads to four CAMBI maps per frame, at each scale. Figure 4a shows the CAMBI maps obtained at different contrasts for the example shown in Figure 1, for both dithered and non-dithered frame (see Section III-A). Warmer colors represent higher \(c(k, s)\) values and highlighted boxes clearly show that in undithered frame banding largely occurs at a contrast step of \(k = 4\) whereas for a frame containing dithering banding confidence shows up largely at lower contrast steps.

To account for the banding visibility dependence on spatial frequency of bands, we modify the multiscale approach used by Ref. [6] to reduce the computational complexity. First, we fix the window-size \((s)\) and then find \(c(k, s)\) for frames after a mode-based downsampling is applied in powers of two from the initial resolution of 4k. In total 5 scales are considered: 4k, 1080p, 540p, 270p and 135p. This leads to five CAMBI maps per frame at each contrast. Furthermore, a window-size \(\times 65\) centered at pixel) is chosen in this study which corresponds to \(\sim 1^\circ\) visual angle at 4k resolution based on subjective test design as described in Section II-B. Thus, our multiscale approach calculates banding visibility at spatial-frequencies corresponding to visual degrees \((v^\circ)\) of \(\sim\{1^\circ, 2^\circ, 4^\circ, 8^\circ, 16^\circ\}\). Figure 4b shows CAMBI maps obtained at these five different scales at a contrast step of 4, for a frame without dithering as shown in Figure 4a top panel. Figure 4b clearly shows that CAMBI is able to identify bands at various spatial-frequencies (e.g. high-frequency bands near sun at 4k and low-frequency bands away from the sun at 135p).

C. Spatio-Temporal Pooling

Finally, CAMBI maps obtained per frame are spatio-temporally pooled to obtain the final banding index. Spatial pooling of CAMBI maps is done based on the observation that above described CAMBI maps belong to the initial linear phase of the CSF (Figure 3 red box). Since perceived quality of video is dominated by regions with poorest perceived quality, only the worst \(\kappa_p(p = 30\%)\) of the pixels are considered during spatial pooling. Though this improved correlation results (Section III-C), using \(\kappa_p(p = 100\%)\) also leads to competitive correlation numbers (not shown).

\[
\text{CAMBI}_f = \frac{\sum_{(x,y)\in\kappa_p} \sum_{k=1,\ldots,4} \sum_{v^\circ=1,2,4,8,16} c(k, s) \times k \times \log_2 \left(\frac{16}{v^\circ}\right)}{\sum_{(x,y)\in\kappa_p} 1}
\]

where \(1/v^\circ\) represents spatial-frequency at which banding is detected (described in Section II-B).

Finally, CAMBI is applied to a frame every \(\tau_s = 0.5s\) and averaged, resulting in final CAMBI scores for the video. The value of \(\tau_s\) was chosen based on temporal frequency dependence of CSF [17] as well as for implementation efficiency. According to our experiments, CAMBI was observed to be temporally stable within a single shot of a video but simple temporal pooling may fail if applied to a video with multiple shots. More sophisticated methods are planned for future work.

\[
\text{CAMBI} = \frac{\sum_{f\in\tau_s} \text{CAMBI}_f}{\sum_{f\in\tau_s} 1}
\]

Hyperparameters used in CAMBI are summarized in Table I and validation results are shown in Section III-C.
### III. PERFORMANCE EVALUATION

#### A. Banding Dataset

A banding dataset was created for this study based on existing Netflix catalogue. Nine 4k-10bit source clips with duration between 1 and 5 seconds were utilized. Of these, eight clips had various levels of banding and one had no banding. Nine different encodes were created for each of these sources by using the following steps: 1) downsampling source to appropriate resolution (1080p, quad-HD or 4k) and bit-depth (8-bit) using ffmpeg, 2) encoding the downsampled content at three different QPs (12, 20, 32) using libaom. Ordered-dithering gets introduced in the frames during downsampling by ffmpeg and gets selectively pruned during encoding (dependent on QP and resolution). Thus, we also added a tenth encode per source where dithering is not introduced to explicitly validate whether CAMBI can track banding visibility across dithering. This encode was done at maximum quality (4k resolution, 12 QP) to juxtapose the banding visibility in absence of dithering against other encoding parameters.

#### B. Subjective Study

The subjective evaluation was performed on the above described dataset by asking viewers familiar with banding artifacts to rate the worst-case annoyance caused by the banding across all video frames on a modified DCR scale from 0 (unwatchable) to 100 (imperceptible) [18]. For each viewer, six encodes of an additional (not from banding dataset) source content with expected score ranging from 0 to 100 (in steps of 20) were firstly shown, along-with the expected scores, in a training session. Following this, a single-stimulus test with randomized exhaustive clip-order from the banding dataset was performed remotely\(^1\). Each viewer watched the test content on a 15 inch Apple Macbook Pro. All videos were played in a loop until terminated by the viewer. In addition, viewers were asked to maintain a distance of \(\sim 1.5 \times \text{screen height} \) from the screen throughout the experiment. All the encodes presented were 8-bit, upsampled to 4k and cropped to \(2880 \times 1800\) pixels for uniformity across subject’s display resolutions. Although no attempt was made to control ambient lightning, we asked the viewers to adjust the display brightness to around 80% of the maximum. A detailed study including ambient lightning dependence is planned for future work.

A total of 86 encodes were evaluated in this study (with four 4k sequences removed because of non-real time decoding of highest quality AV1 encode by browser). All chosen sequences had qualities of VMAF > 80 and PSNR > 40 dBs, highlighting the problem of banding prevalence even in highly-rated videos using traditional metrics. To the best of our knowledge, this subjective study is the first to account for dependence of banding on resolution and presence of dithering. In total 23 subjects participated in this study. Figure 5\(^{a}\) shows that the banding scores obtained had a thorough coverage of the DCR scale as well as a 95% Student’s \(t\)-confidence interval of < 10.

#### C. Results

1) **CAMBI is linearly correlated with subjective scores:**

The Mean Opinion Scores (MOS) obtained from the subjective study were compared with the output from CAMBI and two objective quality metrics, VMAF and PSNR. Results are shown in Figure 5\(^{b}\). We can see that CAMBI provides high negative correlation with MOS while VMAF and PSNR have very little correlation. A number of correlation coefficients, namely Spearman Rank Order Correlation (SROCC), Kendall-tau Rank Order Correlation (KROCC), Pearson’s Linear Correlation (PLCC) and \((|KROCC| + 1)/2\) over statistically-significant pairs (C0) [19] are reported in Table I\(^2\). From a total of 3655 comparisons possible amongst MOS of 86 videos, 2895 pairs had a difference in MOS which was statistically significant and 95% of these orderings were correctly identified by CAMBI. Individual scores reported are mean ± standard deviation (maximum) correlation coefficients when an individual viewer’s subjective scores are compared against MOS and suggests CAMBI performs equivalent to an individual sensitive in identifying banding. These results suggest that CAMBI is able to accurately estimate banding visibility across

---

\(^1\)Future reader, note that we are in the middle of a pandemic.

\(^2\)TABLE I

| Hyperparameters Used in CAMBI |
|-----------------------------|
| low-pass filter (LPF)      | \(2 \times 2\) avg filter |
| window-size \((s \text{ in } N_x) \) | \(65 \times 65\) |
| gradient threshold \((\tau_g)\) | 2 |
| spatial pooling \((\tau_p)\) | 30% |
| temporal sub-sampling \((\tau_s)\) | 0.5s |

---

**Fig. 5. Subjective test properties (86 encodes, 23 viewers).** (a) Designed test had a thorough coverage of the scale, and (b) mean opinion scores obtained had a 95% Student’s \(t\)-confidence interval of < 10.

---

**Fig. 6. Subjective study results.** (left panel) CAMBI is linearly correlated with mean opinion scores (MOS) obtained through subjective study, (middle, right panels) whereas VMAF and PSNR are uncorrelated with the MOS.
a number of variables with high linear-dependence (without any additional fitting).

2) **CAMBI is unbiased over range of video qualities**: CAMBI was also validated on an independent dataset without visible banding artifacts. This dataset contains 84 HEVC encodes from seven 4k 10-bit sources with a range of VMAF scores [20]. Figure 7 shows CAMBI against VMAF for both the datasets. Though CAMBI is designed for worst-case banding visibility and verified using subjective scores based on worst-case annoyance caused by banding, this false-positive analysis seems to indicate that CAMBI does not over-predict banding scores. Figure 7 also provides an interpretation for the range of CAMBI scores, where CAMBI < 5 would suggest no visible banding artifacts are present.

### IV. Conclusion

In this work, we present a simple and intuitive, no-reference, distortion-specific banding index called **CAMBI**. CAMBI is able to estimate banding visibility across multiple encoding parameters by employing visually-motivated computational motifs. We conducted a comprehensive subjective study to validate CAMBI and showed that it has a high correlation and a near-linear relationship with mean opinion scores. In addition, the small number of hyperparameters and false-positive analysis suggest a good generalizability of this index. In the future, we plan to validate and improve CAMBI on a larger subjective dataset using videos with varied bit-depths and encoded using different video codecs. CAMBI can also be used in conjunction with or integrated as an additional feature in future versions of VMAF, and to aid the development of debanding algorithms.
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