A Robust and Transferable Model for the Prediction of Flood Losses on Household Contents
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Abstract: Beside the flood hazard analysis, a comprehensive flood risk assessment requires the analysis of the exposure of values at risk and their vulnerability. Currently, the main focus of such analysis is on losses on building structure. However, loss on household contents accounts for up to 30% of the total losses on buildings due to floods. Based on insurance claim records, we developed and (cross-)validated two functions. The models based on linear regressions estimate the monetary loss and the degree of loss of household contents by the monetary and degree of loss for building structure, respectively. The main focus herein is to develop functions which provide robustness in prediction and transferability to other regions. Both models generate appropriate results with a comparative advantage of the relative over the absolute loss model. Our results indicate that the ratio of household content to building structure loss is decreasing relatively in regions with comparatively high losses or degrees of loss. A detailed examination of the model residuals, shows that the Box-Cox transformation works well to accurately fit a standard regression model to general right-skewed loss data as the transformed data meet the assumptions of a regression model.
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1. Introduction

Floods are one of the most frequent natural hazards worldwide, affecting more people than any other hazard and being responsible for one third of the global expected annual average loss of USD 314 billion [1]. Therefore, the assessment of flood risk (defined by hazard, exposure and vulnerability [2]) and thus the analysis of losses due to floods constitutes a substantial public interest. Several studies assess flood risk on a global scale coping with low-resolution data [3–5] to for instance make projections to future flood risk scenarios [6] or to find regions that should be prioritized for river-flood protection investments [7]. Floods are also a topical issue on national (CH), regional (cantons) and local (municipalities) scale. Based on a database from 1946 to 2015, flood ranks third in the list of most fatal catastrophes related to natural hazards in Switzerland [8]. According to Swiss Re [9], floods accounted for 71% of the total loss due to natural hazards in Switzerland over the period 1973 to 2011. Compared to windstorm (15%), hailstorm (11%) and other perils (3%), this indicates the relevance of national, regional and even local flood risk assessment. The destructive
potential was also shown in August 2005, when floods and debris flows in Switzerland led to financial losses of more than CHF 3 billion (roughly EUR 2 billion) [10].

However, on local scale, namely for Swiss municipalities, the resolution used in the global studies mentioned is too coarse to also consider creaks and mesoscale catchments representatively. The availability of spatially and temporally high resolved flood models and the possibility to develop flood scenarios lead to new perspectives in detecting regions or even single buildings with a high loss potential. Especially, flood losses are increasingly estimated at the scale of single buildings [11–16]. Because inundations rarely lead to a total destruction of buildings, e.g., Papathoma-Köhle et al. [17] and Fuchs et al. [18] use the term “(physical) vulnerability” to describe the ratio of the monetary loss to the value of a building and thus, this term corresponds to the relative loss occurring on a building (loss divided by insurance sum). Synonymously, the term “degree of loss” is widely used [19–22]. Most often mathematical functions are used to link parameters of flood magnitude (mainly flow depth, less frequently flow velocity or duration of exposition) to empirical flood loss data by fitting a vulnerability or stage-damage curve to observed data. Thereunder, the diversity of such functions is manifold and ranges from univariate functions, e.g., based on Weibull distribution functions [23,24] or root functions [25,26], over to multivariate functions, e.g., graduated models [27,28] or complex models considering exposure variables like building type, footprint area etc. as well as hazard variables [29,30].

Although such functions are mainly developed to assess building structure vulnerability, Dutta et al. [26], Jonkman et al. [27], the Federal Office of Environment (FOEN) [28] and Kreibich et al. [30] also present stage-damage curves for flood vulnerabilities of household contents. Especially univariate models or models considering only hazard variables systematically neglect a possible effect of the structural vulnerability on the vulnerability of contents.

Thieken et al. [31] examined the influence of several factors on flood loss on building structures and contents for about 1000 flood-affected households, with information gained by computer-aided telephone interviews. They analysed the influence of different variables in the lower and upper loss quartiles by principle component analyses and the results indicate that flood impact variables (water level, flood duration and contamination by sewage, chemicals or petrol/oil) are the most important factors, followed by variables describing the size and value of the affected buildings or flats. Similar significant variables were obtained for all combinations of loss type (monetary, relative loss) and object type (contents, structure). Thieken et al. [31] also described an interrelation between content and building structure losses, especially in the case of higher losses and degrees of loss. Although the monetary loss was provided by the interviewed persons, the values of buildings and contents were estimated by a model. Further it is shown that considering absolute household content loss is relevant, since the mean absolute loss on contents (EUR 16 335) amounts to 39% of the mean absolute loss on building structures (EUR 42 093). Assuming the mean total loss on a building would consist of the mean building structure loss and the mean household content loss, the share of the latter in the mean total building loss is 28%, whereas the mean loss ratio for household contents (0.296) is more than twice the mean loss ratio for buildings (0.123) [31].

In an analysis of the flood event in August 2005, the Federal Office of Water and Geology (FOWG) [32] provides an overview of the estimated losses based on insurance data. The report mentions an even larger fraction of the mean household content loss of CHF 32,100 (EUR 20,700), calculated according to the website of PoundSterlingLive (PSL) [33]; total: CHF 700 (EUR 450) millions; 21,783 claim records) relative to the mean building structure loss of CHF 55,800 (EUR 36,000; total: CHF 250 (EUR 160) millions; 4483 claim records), resulting in a ratio of 58% (share of the mean household content loss in the mean total building loss, assumed to consist of the mean loss on building structure and the mean loss on household contents: 36.5%).

Studies on flood losses on household contents are subject to restrictions concerning the availability of empirical data needed for developing vulnerability functions or for assessing model reliability. In case of missing loss data, proxies for values at risk and losses are used. One example are data on flood losses compiled by interviews with persons affected by a flood event [30,34,35]. To derive
relative losses, the values of building structure and household content are modelled. Another example
uses forms to generate the required datasets to derive (only) monetary flood losses on household
contents [36]. Both data gathering approaches introduce uncertainties in the resulting flood loss
models. The developed models are often lacking information about model uncertainties, for instance
in terms of the (in)dependence of errors. In addition, most models are not tested for their robustness in
prediction by validation [17,37]. Another issue mentioned in literature [38,39] is the transferability of
such models, meaning that they are only valid for regions the data was collected in, or which at least
show similar characteristics.

In summary, although putting effort in the estimation of losses on building structures, the role of
potential losses on household contents should not be underestimated. There is still a lack of knowledge
concerning the statistical correlation of losses on household contents with the corresponding losses
on building structures and in robustness and transferability of vulnerability functions for household
contents. Therefore, the main objective of this study is to develop a model for estimating flood losses on
household contents based on observed and reliable data. The main focus herein is to develop functions
which provide robustness in prediction and transferability to other regions. This also comprises the
question whether the loss on household contents can better be predicted by a relative loss model,
looking at the relation of the loss ratios occurring on buildings and contents, or by a direct loss model
connecting monetary loss on building structure with monetary loss on household contents.

As we derive flood losses on household contents from losses on building structure, developing a
classical vulnerability function linking flow parameters (flow depth) with the loss itself is not the
objective. Therefore, an analysis of the relation between content and structure losses is possible.
Further, characteristics of the building structure that has an influence on the flood susceptibility of
contents (a stronger damaged house will presumably allow a higher amount of water to enter the
house to affect contents) is already covered within the (relative) building loss. This implies that these
type of functions are supposed to be more transferable than vulnerability curves depending on flood
intensities, as they can be linked with often locally validated vulnerability functions. Compared to the
classical model, the indirect model set up presented here (also mentioned in Carisi et al. [36] can also be
used to complete loss estimations when loss data on structure is known, for instance to provide total
loss estimations for flood events.

Hereafter, we will use the terms “degree of loss” (=relative loss, vulnerability) and “monetary
loss” (=absolute loss). The “relative loss model” will describe the model, which predicts degrees of
loss on household contents based on degrees of loss on building structure. The “monetary loss model”
will predict monetary loss on household contents based on monetary loss on building structures.

2. Material and Methods

This study relies on a data set from the private Swiss Mobiliar Insurance Company. In Switzerland,
19 out of 26 cantons have public insurance companies for buildings with monopoly positions. Hence,
different insurers are responsible for losses on building structures and for losses on household content.
Data about monetary losses on building structures and on household contents are only available for the
cantons without a monopoly position, namely Geneva, Uri, Schwyz, Ticino, Appenzell Inner-Rhodes,
Valais and Obwalden.

After the description of the data in the first subsection, we describe the development of the
vulnerability function in the subsequent section. The Code and the data used in this paper are available
at https://zenodo.org/record/1443238 or as git-repository at https://bitbucket.org/MarMos90/
houco_lossmodel/src/master/.

2.1. Data

The used data set (anonymised, as valid for December 2016) consists of the damage date,
product information (distinction between households, small enterprises and medium enterprises),
type of building describing its purpose (holiday homes, single-family house, apartment house with
maximum three or more than three units, etc.) and the type of construction (solid or not). The timespan of the data covers January 2004 to December 2016. Here, we focus on residential data only. As key elements for this study, the data set includes information on the insurance sum of building structures and household contents, as well as damage claim records on structures and contents at the time of the occurrence of the loss. We did not correct the data with respect to inflation or modifications. The claim data are distinguished by the cause of loss. Losses due to leakages in pipes and groundwater effects are recorded as “water losses” and losses caused by riverine floods as “elementary losses”. Based on this distinction, losses due to water entering the structure at ground level (= “water losses”) can be identified and excluded. The availability of insurance sum and loss allows a more reliable calculation of the degree of loss (DoL = loss divided by insurance sum). As a contract ID and the address including X-Y coordinates for a major part of the records are also available, it is possible to reliably link loss data of building structures with those of household contents. For the data analysis, we used the software R [40].

2.1.1. Quality Check

Not all entries in the data set were valid for the proposed analysis. Thus, the data had to be preprocessed and filtered to ensure a homogeneous data set. The loss data were provided separately for elementary losses on building structures and household contents. To compare the degree of loss observed on a building structure with that on household content, the single entries for structures and contents had to be matched. For the data from the Swiss Mobiliar Insurance Company, this was possible by matching the anonymous loss IDs. For every record, the address was used to check the accordance of the matched entries. Residential buildings from single-family houses up to apartment buildings with maximum three units and holiday homes were considered. Buildings with more than three apartments are defined as small and medium enterprises by the Swiss Mobiliar Insurance Company and were excluded from the analysis.

Some loss values in the claim records of the Swiss Mobiliar Insurance Company were remarkably and implausibly low, resulting in outliers. These values might have been caused by e.g., the magnitude of franchise or costs for administrative work. To exclude these outliers, the experts from the Swiss Mobiliar Insurance Company advised to only consider values above CHF 100 for the analysis. In total, this concerns eight entries of the matched subsets. Furthermore, entries for on “household” products could include buildings like summer or bee houses with a very low insurance sum and systematically higher degrees of loss than residential buildings. In consultation with the experts from the Swiss Mobiliar Insurance Company, entries with insurance sums lower than CHF 100,000 (six cases) were excluded. This ensures analysing a comparable class of buildings with residential purpose. After the quality check, there were 16,946 records of household content loss and 1662 records of building structure loss left. The number of loss records for building structure is the limiting data set for the number of claims occurring in combination because buildings are insured by monopolists in 19 out of 26 cantons, whereas for household contents this is only the case in the two cantons of Vaud and Nidwalden. For roughly one fourth (384) of all buildings insured by the Swiss Mobiliar Insurance Company with occurrence of structure loss, a loss claim of household content was recorded too. Hereafter, we only refer to those 384 paired claim records, where paired indicates buildings with a claim record for structure and content. As already mentioned, the loss data corresponded to the amount of money paid by the insurance and thus the franchise was originally not included. Since the amounts and rates of franchise in Switzerland are legally anchored and the temporal information on the occurrence of the loss is provided, we were able to reproduce the effective loss.

2.1.2. Data Distribution

The canton-wise distributions of all paired monetary flood losses and degrees of loss within the period from January 2004 to December 2016 is presented in Figure 1. The cantons of Geneva and Appenzell Inner-Rhodes are not shown because there were available only two and three records,
respectively. One can observe that the distribution of monetary losses and degrees of loss is different among cantons. In Obwalden (OW) and Uri (UR), the cost of claim was highest, whereas in Ticino (TI) and Valais (VS) it was lowest. Compared to them, Schwyz (SZ) shows intermediate costs. This pattern is shown by the distributions of losses and degrees of loss on contents and in almost the same manner for structures.

As we are interested in the role of content losses and vulnerability compared to structural losses, we calculate as a first overview the shares of content losses and insurance sums on total (structure + content) building losses and building values (see Figure 2). This will help us to make comparisons with other studies and reports of past events.

Figure 1. Canton-wise distribution of records in the data sets used for the analyses. (Left): Degree of loss [-], (right): monetary loss [CHF]; both on log-scale. Sample size is given by “n:” and illustrated by the width of the box plots. Due to the low number of claim records, data recorded in Geneva and Appenzell Inner-Rhodes are not presented.

Figure 2. (a) Left: Share of the household content loss ($L_{hc}$) on the total building loss ($L_{tot} = \text{structure loss} + \text{content loss}$). Right: Share of the insurance sum of household contents ($V_{hc}$) on the total insurance sum of a building ($V_{tot}$). (b) Ratio of the degree of loss on household contents ($DoL_{hc}$) to the degree of loss on structure ($DoL_{bs}$) for the same building. The red diamond symbols indicate the corresponding mean values.
2.2. Regression Model

In this study, we used a linear regression [41,42] for the estimation of losses on household contents caused by flood events. The main objective of the regression analysis is to derive losses on household contents (as monetary [CHF] loss and as degree of loss [-]) from losses occurring on building structures at the same location and caused by the same event. Consequently, we use respectively the monetary loss and the degree of loss on household contents as the dependent variable and the corresponding type of loss on building structures as the only independent input to estimate the intercept and the slope parameter of the regression.

2.2.1. Data Transformation and Fitting

As indicated by Figure 1, the distributions of monetary losses and degrees of loss are even on the log scale both characterized by a right skew and therefore not normally distributed, nor do they follow a log-normal distribution (i.e., the logarithm of a variable is normally distributed). As normality of the involved variables themselves is not a prerequisite in classical linear regression analysis [43] (p. 92), this issue was not further examined. Instead we focus on the characteristics of the residuals produced by the linear model. This requires the consideration of heteroscedasticity, which is given when the variability of the response is not constant across the range of the explanatory variables. It can for example be addressed, visually with diagnostic plots or more formally by the Breusch-Pagan (BP) test [44]. Further, the assumption of normally distributed residuals has to be met as well [43,45] and will be tested by the Shapiro-Wilks (SW) test for normality [46]. We will also use diagnostic plots as visual aids for interpretations. Gaussian linear regression models with non-normally distributed residuals might lead to inaccurate confidence and prediction intervals and biased predictions. Not considering either of these assumptions will lead to an inaccurate estimation of the regression parameters.

For data initially not satisfying these properties, power transformations are common methods to achieve normality and an approximately constant residual variance in Gaussian linear regressions. Out of this family, the Box-Cox transformation, defined for \( y \geq 0 \) as

\[
y^{(\lambda)} = \begin{cases} 
  \frac{y^{\lambda - 1}}{\lambda}, & \lambda \neq 0, \\
  \log(y), & \lambda = 0,
\end{cases}
\]

(1)

where \( \lambda \in \mathbb{R} \) is the power parameter and \( y^{(\lambda)} \) denotes the transformed version of \( y \), is a special case [47–52]. To return to the original scale of the data, the values can be back-transformed by using

\[
y = \begin{cases} 
  \left(1 + \lambda y^{(\lambda)}\right)^{\frac{1}{\lambda}}, & \lambda \neq 0, \\
  \exp\left(y^{(\lambda)}\right), & \lambda = 0.
\end{cases}
\]

(2)

The advantages of this transformation compared to other members of the power family are the systematic determination of the power parameter \( \lambda \) by maximum likelihood estimation [53] (p. 278) and the continuity at \( \lambda = 0 \) [52] (p. 67). Consider the linear regression model with a single covariate \( x \) given by

\[
y = \beta_0 + \beta_1 x + \epsilon,
\]

(3)

where \( y \) and \( x \) denote response and covariate respectively, \( \beta_0 \) and \( \beta_1 \) are the regression coefficients to be estimated and the error \( \epsilon \) is assumed to be normally distributed with variance \( \sigma^2 \). Originally the Box-Cox transformation would be applied to the response variable \( y \) so that \( y \) in Equation (3) is replaced by \( y^{(\lambda)} \), but an application to other non-negative quantities is of course also possible. Carroll and Ruppert [49] and Ruppert and Matteson [52] introduced the transform-both-sides (TBS)
method, which consists in transforming the response $y$ and the deterministic part of the regression equation with the same power parameter $\lambda$ so that the model Equation (3) becomes

$$y^{(\lambda)} = (\beta_0 + \beta_1 x^{(\lambda)}) + \epsilon. \quad (4)$$

This approach was actually developed for cases where the response $y$ is known to theoretically satisfy a given non-linear function of $x$ and some unknown parameters $\beta_i$, but where the residuals from the corresponding model on original scale would not satisfy normality and/or homoscedasticity. In our application of this model, we chose the linear structure because it does not seem too bad based on a scatterplot of the data and because we had no other a priori guess for the relation between $y$ and $x$ for the loss data. To nevertheless account for possible non-linearity between the two quantities, we also applied another model we termed pseudo-transform-both-sides (PTBS). It consists of the same linear regression structure applied to Box-Cox transformations of $y$ and $x$, i.e.,

$$y^{(\lambda_y)} = \beta_0 + \beta_1 x^{(\lambda_x)} + \epsilon. \quad (5)$$

In a first step we used the same power parameter $\lambda$ for both transformations as given here, but due to slightly sub-optimal model diagnostics especially for the absolute loss data, we also fitted the following extension of the PTBS model with two different power parameters for $x$ and $y$ (later referred to as PTBS.seplam):

$$y^{(\lambda_y)} = \beta_0 + \beta_1 x^{(\lambda_x)} + \epsilon. \quad (6)$$

For all three models, the complete parameter set can be estimated by maximum likelihood estimation, so that standard errors and confidence intervals for all parameters are easily obtained.

The Bonferroni Outlier Test was used to detect exceptional data points [45]. We also calculated Cook’s distance, leverage and defined large residuals. Once the regression parameters are estimated and all model assumptions verified, the edited regression has to be back-transformed to retrieve the original and interpretable unit, resulting for the PTBS model in:

$$y = \left(1 + \frac{\lambda \beta_0}{\beta_1} + \beta_1 x^{(\lambda)}\right)^{\frac{1}{\lambda}}. \quad (7)$$

The back-transformation being non-linear for the PTBS and PTBS.seplam models, the residuals are not any more normally distributed as they were in transformed form [53–56]. In addition, mean and median of the back-transformed distribution no longer coincide. When $\lambda < 1$, the power parameter for the back-transformation becomes $> 1$ which means that the normal distribution of the residuals on the transformed scale gets right-skewed on the original scale [57]. The right skew implies a discrepancy between the median and the mean of the back-transformed distribution such that the former systematically underestimates the latter. Taylor [55] derived an approximation for the conditional mean of the untransformed response variable $y$ in terms of the model parameters $\beta_0$, $\beta_1$, $\sigma^2$, $\lambda$ for the original Box-Cox model, where $y^{(\lambda)}$ is linear in $x$, i.e., $y^{(\lambda)} = \beta_0 + \beta_1 x + \epsilon$. Adopted to the PTBS model it reads

$$E[Y|x] \approx \left(1 + \frac{\lambda \beta_0}{\beta_1} + \lambda \beta_1 x^{(\lambda)}\right)^{\frac{1}{\lambda}} \times \left(1 + \frac{\sigma^2 (1 - \lambda)}{2(1 + \lambda \beta_0 + \lambda \beta_1 x^{(\lambda)})^2}\right) =: \psi \quad (8)$$

where the unknown residual value is set to zero. Replacing the parameters $\beta_0$, $\beta_1$, $\sigma^2$, $\lambda$ in (8) by their maximum likelihood estimates yields an estimate $\hat{\psi}$ for the mean of the original variable $Y$. The variance of $\hat{\psi}$ can then be estimated by the delta method (e.g., Weisberg [58]) and confidence intervals (and prediction intervals) for $\psi$ can be based on the asymptotic normality of the maximum likelihood estimator.
2.2.2. Cross-Validation

To test the predictive accuracy of our models and their robustness in terms of variance and bias, a leave-one-out cross-validation was applied [59,60]. For each model type (PTBS, PTBS.seplam, TBS as well as relative or monetary loss), every single observation \( y_i \) is predicted as either the median or the mean from the model fitted to the data set without observation \( y_i \). For the resulting sample of predictions, the aggregate prediction error is computed as the mean of the prediction errors for the individual observations \( y_i \). In addition we computed the standard deviations for each prediction error sample as a measure of the spread of the individual prediction errors. To compare the prediction quality and accuracy of the different models we considered four different error metrics for each case: bias [CHF], relative bias [%], absolute error [CHF] and relative absolute error [%] [61].

For comparisons in terms of accuracy, the results of both the monetary loss model and the model based on degrees of loss need to describe the same unit and scale. We use the unit [CHF] for evaluating the models. To do so, predicted degrees of loss on household contents are multiplied by the insurance sum of the content, provided by the insurance company.

2.2.3. Assessment of Transferability

Based on Wenger and Olden [62], who suggest non-random cross-validation by splitting data into geographic regions, we analysed the performance of our models in terms of transferability. We applied the non-random cross-validation based on monetary losses to data from five out of seven available cantons. The cantons of Geneva and Appenzell Inner-Rhodes were neglected because only few claims were found with both structure and content loss. The transferability assessment for our models was tested for Obwalden (\( n = 110 \)), Ticino (83), Uri (90), Schwyz (77) and Valais (19). To make sure that the unbalanced sample sizes of the cantons do not impact the results, we applied non-random \( K \)-fold cross-validation for several numbers of folds \( K \) between 2 and 20. In the last case, the fold sizes are similar to the “outlying” Valais sample size. We used the same error metrics for this analysis as for the leave-one-out cross-validation.

As a further assessment of transferability, we carried out an analysis of variance (anova) [58,63] on the transformed data, assuming \( \lambda \) fixed. More particularly, we tested whether a model with individual regression lines for each canton (differing either only in the intercept or in intercept and slope) fits the data better than the simpler model with a single line. Good transferability of the current simple model is then achieved if the more complex version with individual regression lines leads to no significantly improve fit.

3. Results

3.1. On the Role of Household Contents

The box plots of the shares of household content loss (left) and insurance sum (right) on total building loss and insurance sum are shown in Figure 2a. The mean share of content loss amounts to 0.29 (=29%), whereas the median is roughly 25%. With respect to the share on the total building value (mean: 0.16; median: 0.15), this is disproportionately high. Accordingly, the degree of loss of contents is generally higher than the degree of loss of building structure, as shown in Figure 2b. The interquartile range lies between 1.03 and 3.73 (median = 1.9, mean ≈ 3.7), which implies that in nearly three quarters of all losses, household content is more vulnerable than building structure.

The same quantities as seen in Figure 2 are shown in Table 1, but instead of considering the complete data set, values are shown separately for each canton. We see that in Obwalden and Uri, contents show generally lower fractions and shares of content loss to total building loss.
Table 1. The role of household contents in five Swiss Cantons. OW: Obwalden, SZ: Schwyz, TI: Ticino, UR: Uri, VS: Valais. * Share of the summed content loss on the summed total (structure + content) loss per canton. ** Means and medians of observed shares of content loss on total loss. *** Means and medians of the observed ratios of degrees of loss of contents to degrees of loss of structure.

|               | OW    | SZ    | TI    | UR    | VS    |
|---------------|-------|-------|-------|-------|-------|
| Share of content loss on total building loss * | 0.22  | 0.23  | 0.32  | 0.21  | 0.26  |
| Mean/median loss fraction ** | 0.27/0.22 | 0.31/0.28 | 0.33/0.28 | 0.25/0.24 | 0.28/0.24 |
| Mean/median DoL rati o *** | 2.8/1.67 | 3.81/1.94 | 6.22/2.62 | 2.69/1.81 | 2.32/1.49 |

3.2. Model Fitting

As mentioned in Section 2.2.1, we fitted different models to both types of loss data. Although the model fit is slightly advantageous for the TBS and the PTBS.seplam model, we define the PTBS model (regression function fitted after transformation by the same \( \lambda \) for both sides) as the best model, due to its better performance in terms of predictive power. Therefore, in the following two subsections, we will only present results for this specific model.

3.2.1. Data Transformation

The 95% confidence interval (CI) for \( \lambda \) obtained by profile maximum likelihood estimation indicates a range with plausible values for \( \lambda \). For degrees of loss, the method proposes to use \( \lambda = 0.205 \), CI: (0.144, 0.265) as transformation parameter. Weisberg [50] recommends to use a rounded value for \( \lambda \). Because none of the suggested values \{−1, −1/2, 0, 1/3, 1/2, 1\} lies within the range of our CI, we select the exact estimate of \( \lambda \). Indeed we do not consider \( y^{1/5} \), which would be covered by the CI, to be more easily interpretable in terms of the original variable \( y \) than \( y^{0.205} \).

For monetary loss, the best estimate and 95% CI of \( \lambda \) are 0.131 and (0.068, 0.193), respectively. We use the exact value of \( \lambda \) for the same reasons as before.

3.2.2. Regression Model

The result of the PTBS approach and the regression based on transformed degrees of loss can be examined in Figure 3a. Kendall’s \( \tau \) (0.556) and Spearman’s \( \rho \) (0.746) suggest to reject the null hypothesis of non-correlation of the degree of loss of building structure and household content. The F-statistic of the model indicates significant linearity and the adjusted \( R^2 \) reaches 0.668. Here, the CI of the intercept parameter \( \beta_0 \) is (−0.255, 0.060) which indicates that the regression line goes roughly through the origin and the intercept parameter is not significant. A visual insight into the diagnostic plots for the model based on degrees of loss is given in Figure A1 in the Appendix. Based on the patternless scatter of the standardised residuals plotted against the fitted values (Figure A1, top right), the standardized residuals following a normal distribution (Figure A1, top left) and emphasized by the Shapiro-Wilks test (SW: \( p \)-value = 0.385), normality cannot be rejected. In addition, the Breusch-Pagan test indicates that the null hypothesis of the residuals being homoscedastic cannot be rejected either (BP: \( p \)-value = 0.742), which is also indicated by the scale-location plot (Figure A1, bottom right) not showing severe changes in variance. The monetary loss model also meets the requirements of a linear regression relatively reasonably. The model produces residuals which are not significantly different from a normal distribution (SW: \( p \)-value = 0.245) and not significantly heteroscedastic (BP: \( p \)-value = 0.221). Linearity is significant as well (adj. \( R^2 = 0.618 \), see Figure 3c), the diagnostic plots are shown in Figure A3. Note that there is a slight pattern in residuals plotted against the fitted values, indicating a minor lack of fit. An overview of all parameter estimates (\( \hat{\beta}_0, \hat{\beta}_1, \sigma \) and \( \lambda \)) is given with Table A1, their confidence intervals (95%-CI) and statistical measures for the resulting models indicating the model quality (Shapiro-Wilks and Breusch-Pagan tests, Spearman’s \( \rho \), Kendall’s \( \tau \) and the coefficient of determination (adj. \( R^2 \))).
After substitution of the model parameters in Equations (7) and (8), respectively, the regression is not linear any more, because the back-transformation of the Box-Cox method leads to a non-linear function. Figure 3b,d show the final results of the model optimization process on the original scale. In Figure 3b, the concavity of the regression function points out that especially for objects where a low degree of loss was observed, the ratio of degree of loss of contents to the degree of loss of structure is generally higher than in cases, where high vulnerabilities were recorded. The major part of the household contents shows higher degrees of loss than the building structures.

The monetary loss model, which allows a direct estimation of loss on household contents based on the loss that occurred on building structure, shows that structure loss is in general considerably higher than the corresponding household content loss (see Figure 3d). Poor predictive power is found on higher magnitudes (building structure losses > ca. 320,000 CHF). Here, the model underestimates the content loss.

3.3. Cross-Validation

The metrics resulting from the leave-one-out cross-validation are presented in Figure 4: (i) bias; (ii) relative bias; (iii) mean absolute error and (iv) relative absolute error. Here, results for the alternative models (TBS and PTBS.seplam) are presented as well. The position of the black symbols indicates the
aggregated prediction error of the cross-validation, the dots along the dashed blue line indicate the standard deviation of the individual prediction errors. To compare model accuracy in the same unit (CHF), the predicted degrees of loss (DoL) on household contents were multiplied by the insurance sum.

Figure 4. Cross-validation results for the model combinations based on leave-one-out cross-validation. ◦: Aggregated prediction error with median prediction; +: Aggregated prediction error with mean prediction. The blue line indicates the standard deviation of the individual prediction errors; (i) Bias [CHF]; (ii) Relative bias [%]; (iii) Mean absolute error [CHF]; (iv) Relative absolute error [CHF].

In terms of bias (Figure 4i), we first of all see that there is a clear improvement from median to mean estimation for both, the relative and absolute loss models. Second, we observe that the relative loss model with median estimation performs better, whereas there is no clear “overall” pattern for the mean estimates. Within the the groups (Loss.med, DoL.med, Loss.mean, DoL.mean), differences in performance are rather small. Apparently, the relative loss models show lower mean absolute prediction errors (Figure 4iii). Regarding this particular metric, we can say that estimations by median perform slightly better than by mean. Interestingly, the standard errors of the TBS and PTBS absolute loss models and for the PTBS relative model lower mean prediction, whereas the metric itself gets higher. Looking at the two relative metrics (Figure 4ii,iv), we see that they are very similar to each other. On one hand, we can observe that median prediction is in terms of these relative metrics more accurate and on the other hand that the TBS and PTBS.seplam model supply roughly the same
quality—better than the PTBS model. Figure A5 also shows, that relative errors (Figure 4ii,iv) are mainly large for lower loss values, whereas large absolute errors (Figure 4i,iii) rather occur in estimations of high losses. This in turn is not surprising, as the loss is, relative to the loss magnitude, larger for smaller losses. Hence a prediction of a small loss more easily misses the target by a few orders of magnitudes, resulting in a relative prediction error of several hundred percent while its absolute prediction error in CHF is still rather small compared to the larger loss values in the data. On the other hand, a small percentage (relative error) of a large loss can correspond to a large amount of money (absolute error).

We also tested the behaviour of the Box-Cox transformation in the re-sampling process and found that the estimation of $\lambda$ is robust.

In this study, we focus on the estimation of monetary flood losses, so we prioritize absolute to relative accuracy of the models. In the following summary describing the major findings concerning the absolute and relative loss models, we just mention absolute bias and mean absolute error: (a) The accuracy of predicting monetary loss is higher when derived by the relative loss model instead of the monetary loss model; (b) The standard deviation in the error samples show that prediction variance is lower for the relative loss models which is accompanied by higher robustness; (c) Although median estimation is able to compete with the mean estimation in terms of mean absolute error, it has clear disadvantages concerning bias. In the end, the fact that the PTBS model shows highest robustness and the best predictive accuracy, we selected this model to focus on and finally present in this study. We will use this model for the relative and absolute loss model although for the latter, the TBS model showed slight, for us not meaningful competitive advantages. Please also note that prioritization of relative metrics would lead to a different, but also plausible choice.

3.4. Transferability

The analysis of variance for the relative loss model on transformed scale indicates a significant improvement in the overall fit for both PTBS models when separating the intercept according to cantons (likelihood ratio test at 5% level) while such a separation is not significant for the TBS model. However, this is not the case for the slope, meaning that there is only a shift of the regression line (on transformed scale) along the vertical axis. The non-significance of the slope parameter implies that the relative increase of the vulnerability of household contents to an increase of the vulnerability of the building structure stays stable and is not significantly different across cantons.

In view of the apparently significant difference between the intercepts and thus the overall magnitudes of degrees of loss for cantons, one would want to detect which cantons (or groups of cantons) are most different from others. A first straightforward, but rather innocent approach would be to assess the significance of all differences between pairs of intercepts by performing a $t$-test at a given level for each of them. Yet we believe that properly answering this question involves so-called \textit{a posteriori} comparisons Sokal and Rohlf [63] (Chapter 9), all the more that we had no a priori guess on which cantons might exhibit the largest differences before looking at the data. Performing such comparisons falls into the large field of \textit{multiple testing} or \textit{multiple comparisons}, which roughly speaking means that to reach an overall uncertainty level of $\alpha$ on several tests, the single sub-tests have to be carried out at much smaller significance levels than $\alpha$. This in turn means that less significances tend to be found. We applied most approaches to this problem described in Sokal and Rohlf [63], but they did not lead to coherent results. Moreover, the whole matter is complicated because the sample sizes of the different cantons are not equal and their variances (still on transformed scale) seem to be significantly different, whereas many multiple comparison methods do strictly speaking not apply without the assumption of sample sizes and constant variances for all groups. We therefore do not present any further “results” of this analysis here because they are in our opinion not sufficiently well-founded, but refer to the discussion in Section 4. Interestingly, the difference in the intercept is only observed for the relative and not for the absolute loss model, although both models rely on the same loss data set.

As our model with only one covariate is rather simple, the tendency for over-fitting as described by Wenger and Olden [62] is expected to be rather small. This is indeed confirmed by the results
of the non-random cross-validation, which are very similar to those found with the leave-one-out cross-validation (see Figure A6). Here, the models with high prediction accuracy thus also show the best performance in terms of transferability.

4. Discussion

With approximately 29%, the mean share of content loss on the total loss of residential buildings (structure + household contents) is similar to those found by Thieken et al. [31] (28%) or FOWG [32] (36.5%). Although we found comparable results in terms of the share of content loss on the total building loss, the data (monetary losses and degrees of loss) in our study were distributed over a lower range of magnitudes than in the analysis of Thieken et al. [31] for the Elbe and Danube floods. As mentioned in Section 3.1, regions with lower loss magnitudes showed in general a higher share of content loss on total building losses. This is emphasised by the facts, that the share on the loss is disproportionately high compared to the share of the content value to the total building value and, as seen by the linear regression in Figure 3a,b, the content loss to structure loss ratio is high especially for lower magnitudes. Therefore, as the loss magnitudes given by Thieken et al. [31] are higher, the mean share of content loss on the total building loss is rather high based on the findings in this study. Possible reasons are manifold and should be further studied, for instance different vulnerabilities of the buildings due to their type, differences of the hazard process (suspension load, dynamic or static inundation, caused by flooding of rivers in inclined topographies and inundation by a raising lake level, respectively, time of exposure, forecast accuracy of the event etc.). Preparedness may matter in this case as well: As insuring structure and contents in the regions analysed here is voluntary, contractors of insurance companies might be in general more sensitive to flood risks than others, and thus might be more resilient to such events. To our knowledge, this was not the case in the studies of Thieken et al. [31]. Another explanation for the differences in Thieken et al. [31] and FOWG [32] might be that in their studies content and structure losses need not necessarily be linked to each other. So the structure and content data sets do not have the same origin and thus, their results are not directly comparable with those of this study.

Uncertainty exists because information on the total number of flood-affected buildings and household contents is missing. This implies that we cannot make comparisons of loss frequency for building structure and household contents, respectively. Thus, we leave open the question of how probable a household content loss occurs when building structure is affected (and vice versa). Moreover we did not consider either that one building might consist of more than one household (in this study up to three). Depending on how the building is arranged, for instance with one apartment on the ground floor and two on upper floors (or vice versa), where water levels rarely rise to, content losses might get less (or more) relevant in the total building loss. Residents from upper floors storing contents on the underground floor might play a role in this context as well. We neglected those points and focused on examples where only both in combination, building structure and household content losses, occurred. In terms of total loss prediction, we point out that this is a crucial issue and that those points can make the difference between successful and failed predictions.

Furthermore, there are some methodical restrictions that have to be addressed. As we filtered the data by insurance sum, monetary loss and product type, the results are just valid for buildings with an insurance sum higher than CHF 100,000, losses above CHF 100 and with a residential purpose with maximum three apartments. Hence, attention has to be paid when comparing our results or applying the presented models to other data.

By applying the transform-both-sides (TBS) methodology after Carroll and Ruppert [49] to our data, we found a way to meet the assumptions of Gaussian linear regression models concerning homoscedasticity and normality in the distribution of the residuals. There is one minor disadvantage: Due to the challenges of the back-transformation to make inferences in the original scale, a correction factor has to be calculated to derive the estimated mean. This makes the equation more laborious than other approaches, but reproducibility is still given. Alternatively to the proposed method of our study
to find a mean estimation, one could also try to fit a generalized linear model. In addition, a quantile regression approach (see Davino et al. [64]) could be potentially useful. So far, in vulnerability and flood loss prediction, the presented method was never used before and the benefits are shown by its reproducibility, the possibility for a systematic application in other study areas and considering the prediction uncertainties. Our models indicate a high robustness of estimating \( \lambda \), ensuring normality and homoscedasticity for the residuals resulting from the subsequent linear regressions.

One objective of this study was to deduce whether the prediction of household content losses performs better by a loss model based on degrees of loss, looking at the relation of loss ratio (loss/insurance sum) occurring on content and structure or by a direct loss model connecting monetary loss on household content with the loss on building structure. For the model based on degrees of loss, we found one basic similarity as already presented by Jonkman et al. [27]: for the lower intensity level on structure, with the increase of the degree of loss of structure, the degree of loss on household contents comparatively increases following a concave function. This leads to a larger ratio of degrees of loss of contents to degrees of loss of structure at low levels. This emphasises the findings mentioned above, that especially for losses with low magnitudes, household contents are more vulnerable to floods than building structure and here, the role of losses on household contents might be essential.

As a consequence of the model characteristics mentioned and as a punctuating element of this statement, the regression of the monetary loss model shows a concave characteristic as well. This implies that the ratio of the monetary household content losses relative to the building structure losses is higher in low magnitudes compared to high ones. Although the model statistically meets all demanded requirements (normality, homoscedasticity, robustness and, to some restrictions we discuss afterwards, also transferability), we see in Figure 3 that for the highest structure losses, the predicted content loss is underrated systematically. This could also be the reason that leads to the (slight) tendency for negative bias and underestimation of the total loss we found in (non-)random cross-validation. As these high values mainly occurred in the canton of Obwalden, we cannot clearly say if this issue originates in methodical inadequacies or just local conditions. With respect to the analyses done by Carisi et al. [36], we didn’t only select our model by the best performance concerning error metrics, but also in compliance with statistical requirements. As we also did not need to predefine the type of transformation, the method used in this study has advantages in its flexibility and strong adaptiveness.

Comparing the quality of the two PTBS models, the accuracy of the model based on degrees of loss is advantageous as shown by the model fit, the absolute bias and the mean absolute error. This includes tests for normality and homoscedasticity (Table A1 and Figures A1 and A3), robustness (Figure 4) and transferability (Figure A6, absolute errors). Concerning the analysis of variance, several uncertainties remain. First of all, the application for the TBS approach turned out to be very complex and there is still potential for improvement. We can clearly say that for the relative loss model based on degrees of loss, a difference in the intercept parameter exists, but we cannot clearly define the source that leads to the differences. With a variety of correction methods for the anova, we found that only differences between a combination of three groups are significant, but not between any pair of cantons. We mention that there are also uncertainties in the proceeding and methodical correct utilization of the methods in detecting the relevant differences, not least because of unequal group sizes and variances; see also Section 3.4. As mentioned, there is no improvement by distinguishing the origin of the losses in the absolute loss model. Here, it is plausible that the higher variance and the lower model fit prevents the intercept parameter from being significantly different. To conclude, although uncertainties exist, we still would interpret the relative loss model as transferable, justified in accordance with the intercept parameter statistically not being significant in model fitting, but we also point out, that further analysis and improvements are required. In particular, we acknowledge that a more in-depth statistical analysis of these uncertain aspects is not infeasible and would most likely also lead to improved answers, but simply was beyond the scope of this study.

The random cross-validation underlines the relative loss model being more robust than the monetary model, by returning lower error standard deviation and improved accuracy concerning
the absolute error types. In addition, we expect advantages of the relative loss model concerning reliability, being independent of the value of an object. This means in detail that for the monetary loss model a constant ratio of content and structure values is assumed, whereas the relative loss model is independent of the variety of possible value-combinations, e.g., valuable contents being located in low-priced buildings etc. The dependence of the monetary loss on the value is also shown by Thieken et al. [31], where variables describing value and size are highly relevant for monetary losses, whereas for the degree of loss this effect is remarkably reduced by putting the monetary loss value in relation to the monetary value of the object. We suppose that this could be the reason why variance and the model fit in the relative loss model are more accurate. We point out that with degree of loss and monetary loss of structure as only input variables, the relative and monetary models are able to explain 67% and 62% of the variance in degrees of loss and monetary loss of contents, respectively. We explain these high values with two out of three main components (flood variables and preparedness) found by Thieken et al. [31] being neutralized through our approach: As we analysed contents and structure being part of the same building, the interacting flood variables are the same and thus neglectable. The same is valid for preparedness: We linked contracts of contents and structure referring to the same person with obviously the same preparedness. In conclusion, indirect models for household contents as presented here are supposed to be more transferable than vulnerability curves for household contents. The models presented here might be linked with existing, often locally valid vulnerability curves for building structure loss. Those functions and models created by fitting flow parameters (and structural characteristics) to empirical loss data implicitly contain information about the susceptibility of building structure and therefore also to household contents (e.g., resistant structures might prevent contents from strong exposition). Compared to the classical model, the indirect model type presented here and in Carisi et al. [36] can also be used to complete loss estimations when higher accessible loss data on structure is known, for instance to provide total loss estimations during flood events. As the models are depending on either vulnerability functions for building structure generating the degree of loss (or monetary loss) or on the loss data of building structure themselves, the limitations of these dependencies are as well transferred to models presented. In addition, the restrictions mentioned have to be considered as well.

5. Conclusions

Based on reliable data and established literature, we showed that household content loss is a relevant factor in the estimation of flood losses and should be considered in future loss predictions or flood risk assessments. In relation to the average total loss of a building including content and structure loss, losses of household content contributes from 21% to 32% based on our data, whereas contributions of up to 36% are found in the literature. The results indicate that especially when low degrees of loss or monetary losses are caused by floods, the vulnerability of contents is clearly higher than the vulnerability of the corresponding building structure. Thus, assuming that generally high flood intensities lead to high losses, it has to be considered that the share of household contents on the total building loss is decreasing relatively in regions with comparatively high losses or degrees of loss.

We present two models, deduced from loss claims on residential buildings with maximum three apartments, which allow to predict the degree of loss or the monetary loss for household contents based on corresponding losses on the building structure. Moreover, we tested and compared the models in terms of robustness, transferability and predictive power. Both models generate appropriate results with a comparative advantage of the relative over the monetary loss model. They meet the statistical requirements of normally distributed residuals with constant variance which is the basis for a robust model. As shown by random cross-validation, the absolute bias and standard deviation is generally low for both, but lower for the relative loss model. As well, the relative loss model is favourable being more transferable to new regions, as assessed by a non-random cross-validation. As important as that, flow parameters, preparedness and building characteristics-the most relevant parameters to generate direct vulnerability curves - can be neglected here because contents and structure are not
only located at the same position, but also owned by the same person. The functions created here are supposed to be linked with locally validated vulnerability curves for building structures or structure loss data to complete total loss estimations. Nevertheless, attention should be paid when applying the functions in regions where the major part of degrees of loss or monetary losses is expected to scatter around the upper or lower range of our data set or just a very small number of data is available. In this case, we presented a method that quantifies uncertainties and supports the interpretation of the model accuracy.

The Box-Cox method is characterised by not insisting on a certain transformation. Instead, it takes into account a multiple set of power transformations (including the log-transformation) to reach normality and homoscedasticity of the residuals and suggests an appropriate \( \lambda \)-parameter based on the quantitative and reproducible maximum likelihood method. By applying tests to the residual distribution, we showed that this transformation method works well for general right-skewed loss data, and meets model assumptions of a Gaussian linear regression. For both, the degree of loss and monetary loss model, as the original data are strongly heteroscedastic, the uncertainties are rising with increasing values of exposed assets and losses. We recommend to consider data transformation, as it is providing a statistically correct estimation of the regression parameters and uncertainties.
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Appendix A.1

Figure A1. Diagnostic plots for the residuals (transformed degrees of loss) shown by Figure 3a. (Top left) Normal-Q-Q-plot, points along diagonal line don’t reject normality (SW: normality with a $p$-value = 0.385). All other figures show the fitted values on X-axis against the standardised residuals on the Y-axis as normal (top right), absolute (bottom left) and the square root (bottom right) of the absolute values. Blue borders indicate high leverage points, red filled circles indicate high values for Cook’s distance and the orange dashed lines indicate the borders to the definition of large residuals. Heteroscedasticity is not evident. One outlier (Bonferroni outlier test) is not shown in the plot.
Appendix A.2

Figure A2. Leverage (X-axis) vs Cook’s distance (left) and standardised residuals (right) for the relative loss model on the vertical axis. Blue borders indicate high leverage points, red filled circles indicate high values for Cook’s distance and the orange dashed lines indicate the borders to the definition of large residuals. One outlier (Bonferroni outlier test) is not shown in the plot.
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Figure A3. Cont.
Figure A3. Diagnostic plots for the regression showed in Figure 3c. (Top left) Normal-Q-Q-plot, points along diagonal line don’t reject normality (SW: normality with a p-value = 0.245). All other figures show the fitted values on X-axis against the standardised residuals on the Y-axis as normal (top right), absolute (bottom left) and the square root (bottom right) of the absolute numbers. Blue borders indicate high leverage points, red filled circles indicate high values for Cook’s distance and the orange dashed lines indicate the borders to the definition of large residuals. Heteroscedasticity is not evident. One outlier (Bonferroni outlier test) is not shown in the plot.
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Figure A4. Leverage (X-axis) vs Cook’s distance (left) and standardised residuals (right) of the relative loss model on the vertical axis. Blue borders indicate high leverage points, red filled circles indicate high values for Cook’s distance and the orange dashed lines indicate the borders to the definition of large residuals. The outlier found for the relative loss model (Bonferroni outlier test) is not shown in the plot and was not used during the model fitting procedure.
Appendix C

PTBS model for relative loss, mean prediction – best in RMSPE

**Figure A5.** Dependence of single errors on ranking. Absolute errors show high variability in higher ranks of target loss (original scale), whereas relative errors are more variable in lower ranks.
Appendix D

Figure A6. Non-random cross-validation. K-fold = 2, (A): Obwalden + Ticino vs. Schwyz + Valais + Uri; (B): Obwalden + Schwyz vs. Ticino + Valais + Uri. K-fold = 5: One group per canton. K-Fold = 10/20: Split Obwalden, Ticino, Schwyz and Uri into multiple groups such that all groups have approximately the same size.

Appendix D.1

Table A1. Overview of the statistical evaluation and parameters of the two selected models. The estimates of $\beta_0, \beta_1, \lambda$ and $\sigma$ can be substituted in Equation (7) or (8) to predict the median or mean of $y$, respectively. * 95%-confidence interval

|                      | Relative Loss Model | Monetary Loss Model |
|----------------------|---------------------|---------------------|
| Spearman’s $\rho$    | 0.746               | 0.720               |
| Kendall’s $\tau$     | 0.556               | 0.527               |
| $\lambda$ ML Likelihood Estimate | 0.205               | 0.131               |
| $\lambda$ CI *       | (0.144, 0.265)      | (0.068, 0.193)      |
| $\sigma$             | 0.495               | 2.745               |
| $\beta_0$            | $-0.098$            | 3.798               |
| $\beta_0$ CI *       | $(-0.255, 0.060)$   | $(2.179, 5.416)$    |
| $\beta_1$            | 0.817               | 0.618               |
| $\beta_1$ CI *       | $(0.750, 0.884)$    | $(0.560, 0.676)$    |
| adjusted $R^2$       | 0.668               | 0.618               |
| Shapiro-Wilks $p$-value | 0.385               | 0.245               |
| Breusch-Pagan $p$-value | 0.742               | 0.221               |
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