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Abstract. We search for pseudo-differential operators acting on holomorphic Sobolev spaces. The operators should mirror the standard Sobolev mapping property in the holomorphic analogues. The setting is a closed real-analytic Riemannian manifold, or Lie group with a bi-invariant metric, and the holomorphic Sobolev spaces are defined on a fixed Grauert tube about the core manifold. We find that every pseudo-differential operator in the commutant of the Laplacian is of this kind. Moreover, so are all the operators in the commutant of certain analytic pseudo-differential operators, but for more general tubes, provided that an old statement of Boutet de Monvel holds true generally. In the Lie group setting, we find even larger algebras, and characterize all their elliptic elements. These latter algebras are determined by global matrix-valued symbols.
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1. Introduction. Let $(M, g)$ be a compact real-analytic Riemannian manifold. This manifold always admits a (non-unique) Bruhat-Whitney complexification $M_C$, and, inside $M_C$, the family of Grauert tubes $\{M_\epsilon\}_{\epsilon<\epsilon_0}$. See e.g. [19] for further details. Let us denote by $\Psi(M)$ the algebra of standard pseudo-differential operators on $M$, and by $\mathcal{O}(M_\epsilon)$ the holomorphic functions on $M_\epsilon$ ($\mathcal{O}(N)$ on a complex manifold $N$). Then, if $P \in \Psi(M)$, we seek a commutative diagram

$$
\begin{CD}
H_1 @>\tilde{P}>> H_2 \\
@VV{\mathcal{R}_\epsilon}V @VV{\mathcal{R}_\epsilon}V \\
C^\infty(M) @>P>> C^\infty(M)
\end{CD}
$$

where $H_1, H_2 \subset \mathcal{O}(M_\epsilon)$ are function spaces, $\mathcal{R}_\epsilon$ is the restriction map $\mathcal{R}_\epsilon : \mathcal{O}(M_\epsilon) \rightarrow C^\omega(M) : f \mapsto f|_M$.

That is, we seek necessary and/or sufficient conditions for the existence of such a $\tilde{P}$, and we would also like the two function spaces $H_1$ and $H_2$ above to be Hilbert spaces. An operator $P$ with this property will then be called $\epsilon$-holomorphically extendible. Our question will lead us to commutative diagrams of the form

$$
\begin{CD}
HH^s(M_\epsilon) @>\tilde{P}>> H^{s-d}(M_\epsilon) \\
@VV{\mathcal{R}_\epsilon}V @VV{\mathcal{R}_\epsilon}V \\
H^s(M) @>P>> H^{s-d}(M)
\end{CD}
$$

where $HH^s(M_\epsilon)$ are the holomorphic Sobolev spaces indexed by $s \in \mathbb{R}$, defined later, and $P \in \Psi^d(M)$ is a (standard) pseudo-differential operator of degree $d \in \mathbb{R}$.
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Why do we ask this? We seek a parallel to the Boutet de Monvel calculus [6, 1], but adapted to solve real-analytic elliptic boundary value problems in Hilbert spaces of holomorphic functions. This research path was inspired by Karamehmedović [11], and further additions in Winterrose [20]. Unfortunately, no such calculus is known. It is not clear if it even exists. As a beginning, we look for $P$ with the above property, and, especially, parametrices with a similar extension property if $P$ is also elliptic. The $\epsilon$-holomorphic extension property can be viewed as an abstract global analogue of the property in Winterrose [21] for (local) analytic pseudo-differential operators. This work, and the reason for undertaking it, is further detailed in [20].

Consider a compact Lie group $G$ with Lie algebra $\mathfrak{g}$ of left-invariant vector fields. It admits a complexification $G_C$ itself a complex Lie group [8, pp. 110, Lemma 3], and the natural Cartan decomposition diffeomorphism

$$G \times \mathfrak{g} \rightarrow G_C : (x, Y) \mapsto \exp(iY)x,$$

where $i$ comes from the complex structure on $G_C$. See Hall [8] and references therein. Give $G$ the bi-invariant metric induced by an $\text{Ad}(G)$-invariant inner product $(\cdot, \cdot)_\mathfrak{g}$. Relative to this metric, the tube $G_\epsilon$, of any radius $\epsilon \in (0, \infty]$, is just

$$G_\epsilon = \{ \exp(iY) | |Y|_\mathfrak{g} < \epsilon \} G.$$

The universal property of $G_\epsilon$ ensures that every irreducible unitary representation $\xi$ of $G$ extends holomorphically to $G_\epsilon$. Write $[\xi] \in \hat{G}$ for its unitary equivalence class, and $d_\epsilon$ for the dimension of its representation space. Write $\Delta = \Delta_G$ for the Laplacian. The Fourier transform on $G$ is $\mathcal{F} = \mathcal{F}_G$. See also Folland [5, Chapter 5] for details. Recall that components of $\xi$ are eigenfunctions for $-\Delta_G$ for a single eigenvalue $\lambda_\xi$, and $\hat{G}$ forms a basis for $L^2(G)$ via Peter-Weyl's theorem [5, Theorem 5.12].

Combining this, we get our prototypical example, the algebra generated by $\Delta_G$. The Laplacian extends to an operator $(\Delta_G)_C$ on holomorphic functions on $G_C$ or $G_\epsilon$. If $u \in \mathcal{O}(G_\epsilon)$, and $z = \exp(iY)x$ with $x \in G$, we can write

$$(\Delta_G)_Cu(z) = \sum_{[\xi] \in \hat{G}} d_\xi \text{Tr}(-\lambda_\xi \xi(z) \mathcal{F}u(\xi))$$

$$= \sum_{[\xi] \in \hat{G}} d_\xi \text{Tr} \left( -\lambda_\xi \xi(x) \int_G u(\exp(iY)y)\xi(y)^* \, dy \right),$$

which converges absolutely uniformly for $Y$ in compact subsets of $\{Y \in \mathfrak{g} | |Y|_\mathfrak{g} < \epsilon \}$. Therefore $(\Delta_G)_Cu$ is well-defined, holomorphic on $G_\epsilon$, and $(\Delta_G)_C$ is bi-$G$-invariant. If $f \in C^0(\mathbb{C})$ has no more than polynomial growth, we can replace $-\lambda_\xi$ with $f(-\lambda_\xi)$. For example, if $s \in \mathbb{R}$, we form

$$(I - (\Delta_G)_C)^s u(z) = \sum_{[\xi] \in \hat{G}} d_\xi \text{Tr}(\langle \xi \rangle^s \xi(z) \mathcal{F}u(\xi)),$$

where $\langle \xi \rangle = (1 + \lambda_\xi^2)^{\frac{s}{2}}$, and this leads to natural "holomorphic Sobolev spaces" on $G_\epsilon$:

$$\{ u \in \mathcal{O}(G_\epsilon) | (I - (\Delta_G)_C)^s u \in H^s(L^2(G_\epsilon)) \}.$$

Unfortunately, these ideas do not carry over directly to the Grauert tubes $M_\epsilon$ of $M$. How should we define $(I - \Delta_C)^s$, analogous to $(I - (\Delta_G)_C)^s$, on $M_\epsilon$ when $s \notin 2\mathbb{N}_0$?
We will overcome this problem by using the Poisson transform due to Stenzel [18]. This transform relates the holomorphic functions on $M_e$ to their restrictions on $M$. It is used by Stenzel to get an analogue of the Segal-Bargmann transform [8] for $M_e$. Arising from a Fourier integral operator, it has well-understood mapping properties, and an entire tube is not required to get a Hilbert space structure on its image [18]. The Poisson transform relies on an instance of a theorem of Boutet de Monvel [2]. This theorem has also been used in several contexts by Zelditch, see e.g. [23, 22, 24], but it has not been proved in the generality originally stated by Boutet de Monvel. So we refer to the general statement as a conjecture, although in [2] it is a theorem. It should be said that a very rough sketch is provided in [2].

On $M$ the conjecture implies a supply of operators with the $e$-extension property. If it holds for a $P \in \Psi_{phg}^d(M)$, elements in the $\Psi(M)$-commutant of $P$ are extendible, and their extensions mirror the Sobolev mapping property [16, pp. 69, Theorem 8.2]. In particular, real-analytic elliptic, and formally normal differential operators have it, provided that the principal symbol also satisfies a certain strict convexity condition. This is contained in Theorems 5.11 and 5.15, and the two Corollaries 5.14 and 5.12. But without a full proof, it is only certain for $P = -\Delta_g$.

On the compact Lie group $G$, we set up an even larger algebra in Definition 5.17. This is accomplished by exploiting the fact that $\Psi(G)$ admits a bijection $p \mapsto \text{Op}(p)$, where $p \in S^d(G \times G) = S^d$ are symbols due to Ruzhansky, Turunen and Wirth [15]. These operators are the quantizations of holomorphic symbols in a subalgebra of $S^d$, and Theorem 5.28 characterizes ellipticity in it, resembling [15, pp. 10, Theorem 4.1]. Also here, the Sobolev mapping property is mirrored, in Theorem 5.20.

2. Notation. We write $B(H)$ for the bounded operators on a normed space $H$, and $B(H_1, H_2)$ for operators bounded from one normed space $H_1$ into another $H_2$. $1_S$ denotes the indicator of a (sub)set $S$. In multiple contexts, $I$ is the identity map. Fix a smooth positive 1-density $\omega_0$ on $M$, and form the $L^2$-space on $M$ relative to it. Then $H^s(M)$ is the Sobolev space of order $s \in \mathbb{R}$ on $M$, normed by

$$\|u\|_{H^s(M)} = \|(I - \Delta_g)^{\frac{s}{2}} u\|_{L^2(M)} \quad \text{for any} \quad u \in H^s(M),$$

where $-\Delta_g$ is the positive Laplacian, $(I - \Delta_g)^{\frac{s}{2}}$ is defined as in [16, Theorem 10.1]. On a Kähler manifold-with-boundary $N$, boundary $\partial N$ is automatically orientable, and it is equipped with the volume form induced by the Kähler volume form on $N$. The Sobolev spaces $H^s(N^0)$ and $H^s(\partial N)$ are then defined relative to these choices, and the space $\mathcal{O}^s(\partial N)$ is the closure in $H^s(\partial N)$ of

$$\{u|_{\partial N} \mid u \in C^\infty(\overline{N})\} \cap \mathcal{O}(N^0)$$

The distribution space is denoted $\mathcal{D}'(M)$, or $\mathcal{D}'(N^0, \Omega^{p,q})$ for distribution $(p,q)$-forms. Finally, $\partial$ and $\overline{\partial}$ are the Dolbeault operators on $N^0$.

Beyond notation already introduced for $G$, $dx$ is the normalized Haar measure, and $\text{gl}(k, \mathbb{K})$ is the Lie algebra of $k \times k$ matrices with entries contained in a field $\mathbb{K}$. The associated general linear group is $\text{GL}(k, \mathbb{K})$, with entries in $\mathbb{K}$. Here $\mathbb{K}$ is $\mathbb{C}$ or $\mathbb{R}$. Also, $U(m)$ are the $m \times m$ unitary matrices, and $O(m)$ the real orthogonal matrices. On matrices, $\| \cdot \|$ is the norm induced by the Euclidean 2-norm, and $\text{Tr}$ is the trace.
3. Preliminaries. Before proceeding, we need some definitions and theorems. Mainly, theory by Ruzhansky, Turunen and Wirth [15], Wirth and Ruzhansky [14], and some minor lemmas in Winterrose [20] derived from [14]. Let \( d \in \mathbb{R} \).

Analogous to the Schwartz functions on \( \mathbb{R}^n \), there exists a sequence space \( \mathcal{S}(\hat{G}) \): Define spaces \( \mathcal{S}^d(\hat{G}) \) of functions \( a \) on the unitary representations \( \xi \), such that

1. \( a(\xi) \in \mathfrak{gl}(d_\xi, \mathbb{C}) \).
2. \( a(U\xi U^*) = Ua(\xi)U^* \) given any \( U \in U(d_\xi) \).
3. \( \sum_{|\xi|\in\hat{G}}d_\xi \langle \xi \rangle^{2|d|}\text{Tr}(a(\xi)^*a(\xi)) < \infty \).

Note that it descends to \( a : \hat{G} \to \mathfrak{gl}(d_\xi, \mathbb{C})/\sim \), where \( \sim \) is unitary equivalence. These spaces are equipped with the inner products

\[
(a, b)_{\mathcal{S}^d(\hat{G})} = \sum_{|\xi|\in\hat{G}}d_\xi \langle \xi \rangle^{2|d|}\text{Tr}(b(\xi)^*a(\xi)) \quad \text{for any} \quad a, b \in \mathcal{S}^d(\hat{G}),
\]

and \( \mathcal{S}(\hat{G}) = \cap_{k\in\mathbb{Z}}\mathcal{S}^k(\hat{G}) \) has the Frechet topology induced by the collection of norms. Then \( \mathcal{S}(\hat{G}) \) is sequentially dense in every \( \mathcal{S}^k(\hat{G}) \) by truncating the sequences in \( \mathcal{S}^k(\hat{G}) \).

It is the right space; \( \mathcal{F} : C^\infty(G) \to \mathcal{S}(\hat{G}) \) is a well-defined linear homeomorphism. Each space is given the pairing

\[
\mathcal{S}^{-k}(\hat{G}) \times \mathcal{S}^k(\hat{G}) \to \mathbb{C} : (a, b) \mapsto \langle a, b \rangle = \sum_{|\xi|\in\hat{G}}\text{Tr}(a(\xi)b(\xi)),
\]

and then Riesz’ theorem and sequential denseness of \( \mathcal{S}(G) \) implies that

\[
\mathcal{S}'(\hat{G}) \cong \cup_{k\in\mathbb{Z}}\mathcal{S}^k(\hat{G}).
\]

This is understood in the above pairing, which extends to \( \mathcal{S}'(\hat{G}) \times \mathcal{S}(\hat{G}) \).

**Definition 3.1.** Overloading notation, \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) extend by duality:

1. Extend \( \mathcal{F} \) to \( \mathcal{F} : \mathcal{D}'(G) \to \mathcal{S}'(\hat{G}) : f \mapsto \mathcal{F}f \) by

\[
\langle \mathcal{F}f(\xi), a(\xi) \rangle = \langle f(x), \mathcal{F}^{-1}a(x^{-1}) \rangle \quad \text{for all} \quad a \in \mathcal{S}(\hat{G}).
\]

2. Extend \( \mathcal{F}^{-1} \) to \( \mathcal{F}^{-1} : \mathcal{S}'(\hat{G}) \to \mathcal{D}'(G) : a \mapsto \mathcal{F}^{-1}a \) by

\[
\langle \mathcal{F}^{-1}a(x), f(x^{-1}) \rangle = \langle a(\xi), \mathcal{F}f(\xi) \rangle \quad \text{for all} \quad f \in C^\infty(G).
\]

Continuous operators \( P : C^\infty(G) \to C^\infty(G) \) decompose by Peter-Weyl’s theorem. The Peter-Weyl expansion of \( u \in C^\infty(G) \) converges in \( C^\infty(G) \), so we have

\[
Pu(x) = \sum_{|\xi|\in\hat{G}}d_\xi \text{Tr}(\xi(x)p(x, \xi)\mathcal{F}u(\xi)) \quad \text{for all} \quad x \in G,
\]

where \( p(x, \xi) = \xi(\xi)^*(P\xi)(x) \) is the ”matrix-symbol” of \( P \). This defines \( P \) uniquely. It has the general property that

\[
p \in C^\infty(G; \mathcal{S}'(\hat{G})),
\]

and we will write \( P = \text{Op}(p) \). The map \( p \mapsto \text{Op}(p) \) is the operator quantization map.
In order to describe the symbol space $S^d$, we need to set up some more structure. Take a faithful representation, $\rho : G \to U(m)$ for some $m \in \mathbb{N}$, onto a Lie subgroup. Using real matrices to represent $\mathbb{C}$, we have

$$U(m) \cong O(2m) \cap GL(m, \mathbb{C}) \subset GL(2m, \mathbb{R}),$$

and so we may assume $\rho : G \to O(2m)$. Choose a complement to $d\rho(\mathfrak{g})$ in $\mathfrak{gl}(2m, \mathbb{R})$. By the inverse function theorem, there is an open $V \subset GL(2m, \mathbb{R})$ with $\rho(G) \subset V$, and so we may assume $\rho : G \to O(2m)$. Choose a complement to $d\rho(g)$ in $\mathfrak{gl}(2m, \mathbb{R})$.

By the inverse function theorem, there is an open $V \subset GL(2m, \mathbb{R})$ with $\rho(G) \subset V$, and a neighbourhood $U$ of 0 in the complement, giving a diffeomorphism $G \times U \to V : (g, Y) \mapsto \rho(g) \exp(Y)$, which in turn gives a smooth ”projection” map

$$\varrho : V \to G : \rho(g) \exp(Y) \mapsto g.$$ It absorbs $G$ from the left, that is, $x\varrho(y) = \varrho(\rho(x)y)$ for any $(x, y) \in G \times V$.

Fix a cutoff $\chi \in C_0^\infty(V)$ equal to 1 on a $\rho(G)$-invariant neighbourhood of $\rho(G)$ in $V$. Note that $\chi(\rho(x)y) = \chi(\rho(x)) = 1$ for $x \in G$ and $y$ in this neighbourhood.

This choice of embedding of $G$ into a Euclidean space is fixed once and for all. This is the structure implicit in Ruzhansky, Turunen and Wirth [15].

**Definition 3.2.** Associated to these choices, we define two operators $\delta_\alpha^x$ and $\delta_\alpha^\xi$.

Given any $\alpha \in \mathbb{N}_0^{m \times m}$ with $m$ as in the embedding $\rho : G \to O(2m)$, put

$$d_{\alpha}(x) = (\rho(x^{-1}) - I)^\alpha \quad \text{for all} \quad x \in G,$$

where $\alpha$ is viewed as a multi-index, the power is a product over terms indexed by $\alpha$.

1. Define $\delta_\alpha^x : C^\infty(G) \to C^\infty(G) : u \mapsto \delta_\alpha^x u$ by

$$\delta_\alpha^x u(x) = \left[ \partial_\alpha^x [\chi(u \circ g)(\rho(x)y)] \right]_{y=I} \quad \text{for all} \quad x \in G.$$

2. Define $\delta_\alpha^\xi : S'(\hat{G}) \to S' (\hat{G}) : a \mapsto \delta_\alpha^\xi a$ by

$$\delta_\alpha^\xi a(\xi) = \mathcal{F}d_{\alpha}\mathcal{F}^{-1} a \quad \text{for all} \quad [\xi] \in \hat{G}.$$

The ”difference operators” $\delta_\alpha^\xi$ satisfy a Leibniz-type rule on the $S'(\hat{G})$ sequences. Write $e_{ij}$ for the $m \times m$ matrix with 1 at the $i, j$ entry and zero else.

**Lemma 3.3** (Ruzhansky, Turunen and Wirth [15]).

$$\delta_{\xi}^{e_{ij}}(ab) = \delta_{\xi}^{e_{ij}}(a)b + a\delta_{\xi}^{e_{ij}}(b) + \sum_{k=1}^m \delta_{\xi}^{e_{ik}}(a)\delta_{\xi}^{e_{kj}}(b) \quad \text{for any} \quad a, b \in S'(\hat{G}).$$
Let \( d \in \mathbb{R} \). Let us write \( X^\beta = X_1^{\beta_1} \cdots X_n^{\beta_n} \) for any \( \beta \in \mathbb{N}_0^n \) if \( \{X_j\}_{j=1}^n \subset \mathfrak{g} \).

**Definition 3.4.** Write \( p \in S^d(G \times \widehat{G}) = S^d \) for \( d \in \mathbb{R} \), if the following holds:

1. \( p \in C^\infty(G; S'(\widehat{G})) \).

2. Given any ordered basis \( X = (X_1, \ldots, X_n) \) of \( \mathfrak{g} \), we have

\[
\sup_{(x, [\xi]) \in G \times \widehat{G}} \langle \xi \rangle^{[\alpha] - d} \| \delta_\xi^p X^\beta p(x, \xi) \| < \infty \quad \text{for any } \alpha \in \mathbb{N}_0^{m \times m} \text{ and } \beta \in \mathbb{N}_0^n.
\]

The space \( S^d \) has the Fréchet topology induced by the above collection of semi-norms.

Given a sequence \( \{p_j\}_{j=0}^\infty \) with \( p_j \in S^{d_j} \) and \( d_j \to -\infty \) as \( j \to \infty \), we write

\[
p \sim \sum_{j=0}^\infty p_j \quad \text{if} \quad p - \sum_{j=0}^{k-1} p_j \in S^{\max_{j \geq k} d_j} \quad \text{for each } k \in \mathbb{N}.
\]

These matrix-symbols are called the Hörmander symbols.

**Theorem 3.5** (Ruzhansky, Turunen and Wirth \[15\]).

\[
\Psi^d(G) = \text{Op } S^d.
\]

**Definition 3.6.** Let \( d_1, d_2 \in \mathbb{R} \). Given any \( p \in S^{d_1} \) and \( q \in S^{d_2} \), define:

1. Pointwise in \((x, [\eta]) \in G \times \widehat{G}\) a symbol \( p \circ q \) by

\[
(p \circ q)(x, \eta) = \sum_{[\xi] \in \widehat{G}} d_\xi \int_G Tr\left( \xi(y^{-1}x)p(x, \xi) \right) \eta(x^{-1}y)q(y, \eta) \ dy.
\]

2. Pointwise in \((x, [\eta]) \in G \times \widehat{G}\) a symbol \( p^1 \) by

\[
p^1(x, \eta) = \sum_{[\xi] \in \widehat{G}} d_\xi \int_G Tr\left( \xi(y^{-1}x)p(y, \xi)^* \right) \eta(x^{-1}y) \ dy.
\]

Both of the two sums in the above definition are uniformly absolutely convergent.

To see this, integrate by parts entry-wise with \( I - \Delta_y \) to summon powers of \( \langle \xi \rangle^{-1} \).

Then the sums are dominated by convergent sums scaling with \( \langle \eta \rangle \), independent of \( x \), because \( p \) and its derivatives in \( x \) grow polynomially in \( \langle \xi \rangle \) at a fixed rate.

**Theorem 3.7** (See e.g. Winterrose \[20\]). Let \( d_1, d_2 \in \mathbb{R} \). The following holds:

1. The map \( S^{d_1} \times S^{d_2} \to S^{d_1 + d_2} : (p, q) \mapsto p \circ q \) is well-defined, and

\[
\text{Op}(p)\text{Op}(q) = \text{Op}(p \circ q) \quad \text{with} \quad p \circ q \sim \sum_{N=0}^\infty \sum_{[\alpha] = N} \frac{1}{\alpha!} \delta_\eta^\alpha (p) \delta_\xi^\alpha (q).
\]

2. The map \( S^{d_1} \to S^{d_1} : p \mapsto p^1 \) is well-defined, and

\[
\text{Op}(p)^* = \text{Op}(p^1) \quad \text{with} \quad p^1 \sim \sum_{N=0}^\infty \sum_{[\alpha] = N} \frac{1}{\alpha!} \delta_\eta^\alpha \delta_\xi^\alpha (p^*).
\]

Both maps are continuous with respect to the Fréchet topologies on the symbol spaces.
In our applications to compact Lie groups, we need the following two lemmas. Both are proved in Winterrose [20], but are just easy adaptations of proofs in [14], where a parameter $Y \in K$ running in a topological space $K$ has just been inserted. It represents $Y \in \mathfrak{g}$ in the Cartan decomposition $\exp(iY)x = z \in G_C$ later.

**Lemma 3.8** (Winterrose [20]). Let $K$ be compact, and $\{p_Y\}_{Y \in K} \subset S^d$ bounded. If all $x$-derivatives of $p_Y(x, \xi)$ are continuous in $(x,Y)$, then for $s \in \mathbb{R}$ we have

$$\sup_{Y \in K} \| \text{Op}(p_Y) \|_{B(H^s(G), H^{s-d}(G))} < \infty,$$

which is to say, $\text{Op}(p_Y)$ is bounded uniformly in $Y$ from $H^s(G)$ to $H^{s-d}(G)$.

**Lemma 3.9** (Winterrose [20]). Let $K$ be compact, and $\{p_Y\}_{Y \in K} \subset S^d$ bounded. Assume that each $p_Y(x,\xi)$ is point-wise invertible as a matrix belonging to $\mathfrak{gl}(d_x, \mathbb{C})$. If all $x$-derivatives of $p_Y(x, \xi)$ are continuous in $(x,Y)$, then

$$\sup_{Y \in K} \sup_{(x,\xi) \in G \times G} \langle \xi \rangle^d |p_Y(x, \xi)^{-1}| < \infty,$$

and $\{p_Y^{-1}\}_{Y \in K} \subset S^{-d}$ is bounded, with the same continuity property.

Recall the calculus of poly-homogeneous (PHG) operators $\Psi^d_{\text{phg}}(M)$ in $\Psi^d(M)$. These have a unique homogeneous principal symbol, the classical principal symbol, and elliptic $A \in \Psi^d_{\text{phg}}(M)$ with $d > 0$ have either discrete spectrum $\sigma(A)$, or $\sigma(A) = \mathbb{C}$. Choose such an $A \in \Psi^d_{\text{phg}}(M)$, but with a discrete spectrum in the right half-plane. It is parameter elliptic w.r.t. a sector $\Lambda$ if the principal symbol does not valuate in $\Lambda$. Suppose $A$ is parameter-elliptic w.r.t. a $[\pi - \theta_0, \pi + \theta_0]$-sector for some $\theta_0 \in (0, \pi)$. Given $k \in \mathbb{N}_0$ and $z \in \mathbb{C}$ with $\text{Re}(z) - k < 0$, we can unambiguously define

$$A^z = \frac{1}{2\pi i} \int_{\Gamma_R} \lambda^{z-k}(\lambda I - A)^{-1} d\lambda,$$

where $\Gamma_R$ is the counter-clockwise relative to $\sigma(A) \setminus \{0\}$ boundary of

$$\Lambda_R = \cup_{\theta \in [-\pi + \theta_0, \pi - \theta_0]} e^{i\theta}[R, \infty) \supset \sigma(A) \setminus \{0\},$$

and the integral converges in $B(H^N(M))$ for all $N \in \mathbb{N}$ by [16, pp. 86, Theorem 9.3]. By the Sobolev embedding theorem, it converges weakly in the topology of $C^{\infty}(M)$. Suppose now $A$ is parameter elliptic w.r.t. a $[\theta_0', 2\pi - \theta_0]$-sector for some $\theta_0' \in (0, \frac{1}{2}\pi)$. In the same way, for $\text{Re}(z) > 0$, we can form

$$e^{-tA^z} = \frac{1}{2\pi i} \int_{\Gamma'_R} e^{-t\lambda^{z}} (\lambda I - A)^{-1} d\lambda + \frac{1}{2\pi i} \int_{R \mathbb{S}^1} (\lambda I - A)^{-1} d\lambda,$$

where $R \mathbb{S}^1$ is oriented counter-clockwise, $\Gamma'_R = \partial \Lambda'_R$ with $R > 0$ such that

$$\Lambda'_R = \cup_{\theta' \in [-\theta_0', \theta_0']} e^{i\theta'}[R, \infty) \supset \sigma(A) \setminus \{0\},$$

and $\Gamma'_R$ is oriented counter-clockwise relative to $\sigma(A) \setminus \{0\}$ inside the right half-plane. In particular, if $A$ is formally self-adjoint and elliptic, its spectrum must be discrete, and is semi-bounded from below if its classical principal symbol is positive on $T^*M \setminus 0$. This is [16, pp. 71, Theorem 8.3-8.4] and [16, pp. 86, Corollary 9.3].
4. The Boutet de Monvel Conjecture. (A theorem in a prototypical case.)

A theorem was announced by Boutet de Monvel in an old 1978 conference paper [2],
but only the case $\sqrt{-\Delta_p}$ in [2] was proved by Stenzel in [17] and Zelditch in [23].
Several possible approaches to proving it generally are discussed by Zelditch in [23].
To our knowledge, the general statement is not yet fully proven.

Let $d > 0$, and let $P \in \Psi^d_{phg}(M)$ be analytic with classical principal symbol $p$.
Suppose that $P$ is formally self-adjoint, elliptic, $p|_{T^*M \setminus 0} > 0$, and that
\[
\{ \xi \in T^*_x M \mid p(x, \xi) \leq 1 \} \text{ is strictly convex for all } x \in M.
\]
In that case, $P$ is semi-lower bounded, and we assume it has no negative eigenvalues.
A real-analytic complete Hamiltonian flow $\varphi_t : T^*M \setminus 0 \to T^*M \setminus 0$ arises from $P^{1/2}$.
Given any $t \in \mathbb{R}$ and $(x, \xi) \in T^*M \setminus 0$, it satisfies
\[
\varphi_t(x, s\xi) = s \cdot \varphi_t(x, \xi) \text{ for all } s > 0,
\]
and $\varphi_t(x, \xi)$ extends holomorphically in $t$ to $\{ t \in \mathbb{C} \mid |t| < \epsilon \}$ for $\epsilon > 0$ small enough.
The extension is then a map
\[
\{ t \in \mathbb{C} \mid |t| < \epsilon \} \to T^*_{1,0}M_\mathbb{C} \setminus 0 : t \mapsto \varphi_t(x, \xi),
\]
where $T^*_{1,0}M_\mathbb{C}$ is the holomorphic cotangent bundle of $M_\mathbb{C}$.

Conjecture 4.1 (Boutet de Monvel [2].)

Let $P_{\epsilon}$ denote the Schwartz kernel of $e^{-tP^{1/2}_{\epsilon}}$, and put
\[
\Phi_{\epsilon}(x)(\xi) = (\pi_x \varphi_{ip(x, \xi)^{1/2}}(x, \xi)) \text{ for any } (x, \xi) \in B^*_{\epsilon}M \setminus 0,
\]
where $\pi_x$ is the bundle projection, and
\[
B^*_{\epsilon}M = \{(x, \xi) \in T^*M \mid p(x, \xi)^{1/2} < \epsilon \}.
\]
There is a maximal $\epsilon_0 > 0$ such that for any $\epsilon \in (0, \epsilon_0)$ the following holds:

1. The extended flows combine into a real-analytic diffeomorphism
\[
\Phi : B^*_{\epsilon}M \setminus 0 \to M_{\epsilon}^\Phi \setminus M \subset M_\mathbb{C} : (x, \xi) \mapsto \Phi_{\epsilon}(x).
\]

2. The set $M_{\epsilon}^\Phi$ is open in $M_\mathbb{C}$ with (orientable) $C^\omega$-boundary $\partial M_{\epsilon}^\Phi$.

3. The set $M_{\epsilon}^\Phi$ is strictly pseudo-convex.

(Point 3. implies that $M_{\epsilon}^\Phi$ admits a Kähler metric $h$, and a global potential for it.)
There is a maximal $\epsilon_0' \in (0, \epsilon_0]$ such that for any $\epsilon \in (0, \epsilon_0')$ the following holds:

4. The map $x \mapsto P_{\epsilon}(x, y)$ extends holomorphically to $M_{\epsilon}^\Phi$ for each fixed $y \in M$.

5. The kernel $P_{\epsilon}|_{\partial M_{\epsilon}^\Phi \times M}$ induces a complex-phase PHG FIO $S_{\epsilon}$ of order $-\frac{n+1}{4}$.

6. $S_{\epsilon}$ defines a homeomorphism $S_{\epsilon} : H^s(M) \to O^{s+\frac{n+1}{4}}(\partial M_{\epsilon}^\Phi)$ for any $s \in \mathbb{R}$.

The first three points simply generalize the basic properties of the Grauert tubes.
In the special case that $P = -\Delta_g$, $M_{\epsilon}^\Phi$ is exactly the Grauert tube $M_{\epsilon}$.
The abbreviation “PHG FIO” is for poly-homogeneous Fourier integral operator. In this article, we only remind the reader of the classical article by Hörmander [10], and, in the situation of globally defined complex phase FIO, Melin and Sjöstrand [12]. The theory in the complex case runs parallel to the real case, but is less widely known. In the proven instance of 4.1, there are precise details on the structure of $S_\epsilon$:

**Theorem 4.2** (Stenzel [17, 18] and Zelditch [23]. See Boutet de Monvel [4]). Conjecture 4.1 is true for the Laplacian $P = -\Delta_g$ of $(M, g)$ for some $\epsilon_0 \geq \epsilon_0' > 0$. The positive homogeneous canonical relation of $S_\epsilon$ arises from the graph of

$$T^*M \setminus 0 \to T^*(\partial M_\epsilon) \setminus 0 : (x, \xi) \mapsto \frac{|\xi|^x}{\epsilon^{\alpha(x, \xi)}},$$

where the cotangent vector is

$$\alpha(x, \xi) = (i\partial \overline{\partial} \sqrt{\rho})^{\wedge n} = 0 \quad \text{in} \quad M_\epsilon \setminus M,$$

$$\text{Lev}(\rho)|_M = \frac{1}{2}g,$$

where $\text{Lev}(\rho)$ is the Levi form of $\rho$. The second condition ensures isometric inclusion. It has, and for uniqueness must have, the following properties:

1. $\rho$ is invariant under the unique anti-holomorphic involution on $M_\epsilon$.
2. $\rho$ is strictly plurisubharmonic on $M_\epsilon$.
3. $\rho|_M = 0$ and $d\rho|_M = 0$.

Finally, $S_\epsilon^* S_\epsilon \in \Psi^{-\infty}_{\text{phg}}(M)$ is elliptic, with classical principal symbol

$$T^*M \to [0, \infty) : (x, \xi) \mapsto |\xi|^x - \frac{n-1}{2}.$$

**Example 4.3** (Torus $T^n$). Equip the $n$-torus $T^n \cong (\mathbb{R}/2\pi\mathbb{Z})^n$ with the flat metric. The Bruhat-Whitney complexification of $T^n$ is

$$T^n_\mathbb{C} \cong (\mathbb{C}/2\pi\mathbb{Z})^n,$$

and the Grauert tube function of $T^n_\epsilon$ for any $\epsilon > 0$ is

$$\sqrt{\rho} : T^n_\epsilon \to [0, \infty) : [z] \mapsto |\text{Im} (z)|,$$

where $T^n_\epsilon \cong (\mathbb{R}/2\pi\mathbb{Z})^n$ for $\mathbb{R}_\epsilon = \{ z \in \mathbb{C} \mid |\text{Im} (z) | < \epsilon \}$, $2\pi \mathbb{Z}$ acting on the real part. The half-wave propagator acting on $u \in C^{\infty}(T^n)$ is then just

$$e^{-\epsilon \sqrt{\Delta_{T^n}} } u(x) = \sum_{k \in \mathbb{Z}} e^{ik \cdot x - \epsilon |k|} \int_{T^n} e^{-ik \cdot y} u(y) dy,$$

where the kernel extends to $x \in T^n_\epsilon$, but is singular for $|x| = \epsilon$. 
5. Operators with the \( \epsilon \)-Extension Property. Let \( n = \dim M \) throughout. The Poisson transform in [18] is built from the solution operator to
\[
\begin{align*}
\Delta_h u &= 0 \quad \text{in} \ M, \\
u|_{\partial M} &= f \quad \text{on} \ \partial M,
\end{align*}
\]
where \( \Delta_h \) is the Kähler Laplacian associated to the Kähler metric \( h \) from Theorem 4.2, and \( f \) is, at first, a smooth function on \( \partial M \), and we look for \( u \in C^2(M, \epsilon) \cap C^0(M) \).

The unique solvability of this Dirichlet problem for the Laplacian \( \Delta_h \) is well-known, but we need details on extensions of the solution operator.

Assume therefore that \((N, h)\) is a smooth Riemannian manifold-with-boundary. In our case, \( N \) is the closure of an open subset \( N^o \) in a compact smooth manifold \( \tilde{N} \), where \( N = N^o \cup \partial N \), the topological boundary is a co-dimension one hypersurface.

In further applications, either \( N = M, \epsilon \) or \( N = M, \Phi, \epsilon \), carrying the Kähler metric \( h \).

This "enveloping manifold" \( \tilde{N} \) carries a metric coinciding with \( h \) on \( N \).

**Definition 5.1.** Given any \( s \in \mathbb{R} \), we define the \( H^s \)-extendible distributions
\[
\tilde{H}^s(N^o) = \{ u|_{N^o} \in \mathcal{D}'(N^o) \mid u \in H^s(\tilde{N}) \},
\]
and equip this space with the norm
\[
||v||_{\tilde{H}^s(N^o)} = \inf_{u|_{N^o}=v} ||u||_{H^s(\tilde{N})} \quad \text{if} \quad v \in \tilde{H}^s(N^o).
\]

These spaces of \( s \in \mathbb{R} \) extendible distributions are ingredients in the next theorem. It states that the Dirichlet problem for \( \Delta_h \) on \( N \) is uniquely solvable in these spaces.

A clear exposition (of the invertible case) is found in Grubb [7], pp. 320-326.

**Theorem 5.2** (Outlined in Grubb [7]. Alternatively, see Boutet de Monvel [3]). Let \( s \in \mathbb{R} \). There are bounded, linear, and mutually inverse bijections
\[
K_\gamma : H^{s-\frac{1}{2}}(\partial N) \to \tilde{H}^s(N^o) \cap \ker (\Delta_h|\tilde{H}^s(N^o)),
\]
\[
\gamma_0 : \tilde{H}^s(N^o) \cap \ker (\Delta_h|\tilde{H}^s(N^o)) \to H^{s-\frac{1}{2}}(\partial N).
\]

If \( f \in H^{s-\frac{1}{2}}(\partial N) \), they together uniquely solve
\[
\begin{align*}
\Delta_h (K_\gamma f) &= 0 \quad \text{in} \ N, \\
\gamma_0 (K_\gamma f) &= f \quad \text{on} \ \partial N.
\end{align*}
\]

The operator \( \gamma_0 \) acts as the restriction operator onto \( \partial N \) for smooth functions on \( \tilde{N} \), and \( K_\gamma \) is a Poisson operator (see [7]), restricting to a continuous linear map
\[
K_\gamma : C^\infty(\partial N) \to C^\infty(N).
\]

Relative to fixed smooth positive 1-densities on \( N \) and \( \partial N \), it has the two properties:

1. \( K_\gamma \) admits a unique formal \( L^2 \)-adjoint \( K_\gamma^* \).
2. \( K_\gamma^* K_\gamma \in \Psi^{-1}_{\text{phg}}(\partial N) \) has classical principal symbol positive on \( T^*N \setminus 0 \).
In the case that \((N^\circ, h)\) is Kähler, solutions produced by \(O^s(\partial N)\) are holomorphic. Naturally, the boundary \(\partial N\) carries the Riemannian structure induced from \(N\).

**Lemma 5.3.** In the above setting, if \((N^\circ, h)\) is Kähler, we have

\[
K_\gamma O^s(\partial N) \subset \left\{ v \in \bar{H}^{s+\frac{1}{2}}(N^\circ) \cap C^\infty(N^\circ) \mid \bar{\partial}(v|_{N^\circ}) = 0 \right\}.
\]

**Proof.** Pick any element \(u \in O^s(\partial N)\). We must then show that \(\bar{\partial}(K_\gamma u|_{N^\circ}) = 0\).

Take a sequence \(\{u_j\}_{j=1}^\infty \subset C^\infty(N)\) with \(u_j \in O(N^\circ)\) such that

\[
u_j|_{\partial N} \to u \quad \text{in} \quad H^s(\partial N) \quad \text{as} \quad j \to \infty.
\]

Since holomorphic functions are harmonic for \(\Delta_h\), we have

\[
u_j|_{N^\circ} \in \ker(\Delta_h|_{\bar{H}^0(N^\circ)}).
\]

Consequently, we can write

\[
u_j = K_\gamma(u_j|_{\partial N}) \to K_\gamma u \quad \text{in} \quad \bar{H}^{s+\frac{1}{2}}(N^\circ) \quad \text{as} \quad j \to \infty,
\]

and then also

\[
0 = \bar{\partial}(u_j|_{N^\circ}) \to \bar{\partial}(K_\gamma u|_{N^\circ}) \quad \text{in} \quad \mathcal{D}'(N^\circ, \Omega^{0.1}) \quad \text{as} \quad j \to \infty.
\]

Thus \(\bar{\partial}(K_\gamma u|_{N^\circ}) = 0\), and \(K_\gamma u \in C^\infty(N^\circ)\) by ellipticity of \(\Delta_h\).

Choose \(\epsilon_0 < \epsilon_0\) so that the Boutet de Monvel Theorem 4.2 holds, and \(\epsilon \in (0, \epsilon'_0)\).

Using Theorem 5.2, we construct the Poisson transform as defined by Stenzel in [18]. The Poisson transform is well-behaved, and can be unitarized by polar decomposition. It is very closely related to the restriction map [18].

Let \(h\) be the Kähler metric on the closure of a tube \(M_\epsilon\), and let \(s \in \mathbb{R}\) be arbitrary.

**Definition 5.4.** If \(f \in H^{s-\frac{s-1}{2}}(M_\epsilon)\), \(P_\epsilon f\) is the extension of \(e^{-\epsilon \sqrt{-\Delta_h}} f\) to \(M_\epsilon\).

Suppose \(K_\epsilon\) is the Poisson operator solving the Dirichlet problem for \(\Delta_h\) on \(M_\epsilon\).

Then, by Theorem 5.2 it is a linear homeomorphism

\[
K_\epsilon : H^{s-\frac{1}{2}}(\partial M_\epsilon) \to \bar{H}^s(M_\epsilon) \cap \ker(\Delta_h|_{\bar{H}^0(M_\epsilon)}),
\]

and so, by Theorem 4.2, \(P_\epsilon = K_\epsilon S_\epsilon\) realizes a linear homeomorphism

\[
P_\epsilon : H^{s-\frac{s+1}{2}}(M) \to K_\epsilon O^{s-\frac{1}{2}}(\partial M_\epsilon).
\]

In the special case that \(s = 0\), we have

\[
K_\epsilon O^{-\frac{1}{2}}(\partial M_\epsilon) = H^1(M_\epsilon),
\]

which follows from \(\bar{H}^0(M_\epsilon) = L^2(M_\epsilon)\), as any \(L^2\)-function can be extended by zero, and a formulation of \(O^{-\frac{1}{2}}(\partial M_\epsilon)\) as the kernel of the co-boundary operator \(\bar{\partial}_0\) on \(\partial M_\epsilon\). See the remarks in [17, 18, 23].

**Theorem 5.5.** The composite \(P_\epsilon : H^{s-\frac{s+1}{2}}(M) \to K_\epsilon O^{s-\frac{1}{2}}(\partial M_\epsilon)\) is well-defined. Furthermore, it is a linear homeomorphism.
Our approach is to indirectly define spaces as images under $P_\varepsilon$ of any order $s \in \mathbb{R}$. These will coincide with the natural definition on $G_\varepsilon$ when $M = G$.

**Definition 5.6.**

$$HH^s(M_\varepsilon) = P_\varepsilon H^{s-\frac{d+1}{2}}(M).$$

Using the inverse $P_\varepsilon^{-1}$, the image space is made to inherit the Hilbert space structure. In the case $M = G$ and $P = \Delta_G$, it has the inner product induced by

$$|u|_{HH^s(G_\varepsilon)} = |P_\varepsilon(I - \Delta_G)^{\frac{s}{2}}P_\varepsilon^{-1}u|_{L^2(G_\varepsilon)}$$

if $u \in HH^s(G_\varepsilon)$,

and $P_\varepsilon : H^{s-\frac{d+1}{2}}(G) \to HH^s(G_\varepsilon)$ is automatically a bounded isomorphism this way. This is clear from

$$|P_\varepsilon u|_{HH^s(G_\varepsilon)} = |P_\varepsilon(I - \Delta_G)^{\frac{s}{2}}u|_{L^2(G_\varepsilon)} \leq |P_\varepsilon||_{B(H^{s-\frac{d+1}{2}}(G),HL^2(G_\varepsilon))}|u|_{H^{s-\frac{d+1}{2}}(G)}.$$  

**Proposition 5.7.**

$$HH^s(G_\varepsilon) = \{ u \in \mathcal{O}(G_\varepsilon) | (I - (\Delta_G)_G)^{\frac{s}{2}}u \in HL^2(G_\varepsilon) \}.$$

**Proof.** Take any $u \in C^\infty(G)$, and for any $z \in G_\varepsilon$ write

$$P_\varepsilon(I - \Delta_G)^{\frac{s}{2}}u(z) = \sum_{[\xi] \in \hat{G}} d_{\xi} Tr(P_\varepsilon \xi(z) F(I - \Delta_G)^{\frac{s}{2}}u)$$

$$= \sum_{[\xi] \in \hat{G}} d_{\xi} Tr\left((\xi)^*\xi(z) \int_G u(x)e^{-\sqrt{-\lambda}}\xi(x)^* \, dx\right)$$

$$= \sum_{[\xi] \in \hat{G}} d_{\xi} Tr\left((\xi)^*\xi(z) \int_G (e^{-\sqrt{-\lambda}}u(x)\xi(x)^* \, dx),\right)$$

where we use that the Peter-Weyl expansion of $u$ converges in the topology of $C^\infty(G)$, and so the first sum converges in $HL^2(G_\varepsilon)$, thus uniformly on compact subsets of $G_\varepsilon$.

This shows that

$$P_\varepsilon(I - \Delta_G)^{\frac{s}{2}}u = (I - (\Delta_G)_G)^{\frac{s}{2}}P_\varepsilon u,$$

which, on the left hand side, must extend to $u \in H^{s-\frac{d+1}{2}}(G)$ just by the continuity. To see equality for $u \in H^{s-\frac{d+1}{2}}(G)$, pick $\{u_k\}_{k=1}^\infty \subset C^\infty(G)$ such that

$$u_k \to u \text{ in } H^{-\frac{d+1}{2}}(G) \text{ as } k \to \infty,$$

and note that

$$(I - (\Delta_G)_G)^{\frac{s}{2}}P_\varepsilon u_k \to (I - (\Delta_G)_G)^{\frac{s}{2}}P_\varepsilon u \text{ uniformly on } K \subset \subset G_\varepsilon \text{ as } k \to \infty,$$

while the same type of convergence is implied by $HL^2$-convergence on the left side. Therefore, the two limits agree as holomorphic functions on $G_\varepsilon$ when $u \in H^{s-\frac{d+1}{2}}(G)$, and the proposition follows.\[\square\]
5.1. On a Compact Riemannian Manifold $M$. Let $M$ carry the metric $g$.

The key is the following simple lemma:

**Lemma 5.8.** Let $d \in \mathbb{N}$ and let $P \in \Psi^d_{phg}(M)$ be elliptic and formally self-adjoint. Assume that $P$ has classical principal symbol $p$ positive on $T^* M \setminus 0$, and

\[ \sigma(P) \subset [0, \infty). \]

Then, if $A : C^\infty(M) \to C^\infty(M)$ is continuous with $[A, P] = 0$, the following holds:

1. $[A, P^\frac{d}{2}] = 0$.
2. $[A, e^{-\epsilon P^\frac{d}{2}}] = 0$ for any $\epsilon > 0$.

**Proof.** By hypothesis, $P$ is parameter-elliptic w.r.t. any closed sector in $\mathbb{C} \setminus (0, \infty)$. Thus the two operators are defined, given appropriate contours in the complex plane. That is, we can choose $R > 0$ so that if $u \in C^\infty(M)$, we have

\[ P^\frac{d}{2} u = \frac{1}{2\pi i} \int_{\Gamma_R} \lambda^{\frac{1-d}{2}} (\lambda I - P)^{-1} P u d\lambda, \]

and

\[ e^{-tP^\frac{d}{2}} u = \frac{1}{2\pi i} \int_{\Gamma'_R} e^{-t\lambda^{\frac{1-d}{2}}} (\lambda I - P)^{-1} u d\lambda + \frac{1}{2\pi i} \int_{RS^1} (\lambda I - P)^{-1} u d\lambda, \]

where $\lambda \mapsto \lambda^{\frac{1-d}{2}}$ is defined by the principal logarithm with branch cut along $(-\infty, 0)$, and $\Gamma_R$ and $\Gamma'_R$ are keyhole contours, $RS^1$ encircles no eigenvalues except possibly 0. The commutators are easily calculated to be

\[ [A, P^\frac{d}{2}] u = A \left( \frac{1}{2\pi i} \int_{\Gamma_R} \lambda^{\frac{1-d}{2}} (\lambda I - P)^{-1} P u d\lambda \right) - P^\frac{d}{2} A u = \frac{1}{2\pi i} \int_{\Gamma_R} \lambda^{\frac{1-d}{2}} \left[ A(\lambda I - P)^{-1} P - (\lambda I - P)^{-1} PA \right] u d\lambda = 0, \]

and also

\[ [A, e^{-\epsilon P^\frac{d}{2}}] u = A \left( \frac{1}{2\pi i} \int_{\Gamma_R} e^{-\epsilon\lambda^{\frac{1-d}{2}}} (\lambda I - P)^{-1} u d\lambda \right) - e^{-\epsilon P^\frac{d}{2}} A u + 0 = \frac{1}{2\pi i} \int_{\Gamma'_R} e^{-\epsilon\lambda^{\frac{1-d}{2}}} \left[ A(\lambda I - P)^{-1} - (\lambda I - P)^{-1} A \right] u d\lambda = 0. \]

In the above lemma, $I + P$ is always invertible, $(I + P)^s$ is defined for any $s \in \mathbb{R}$. Of course, in that case, $A$ also commutes with any such power:

\[ [A, (I + P)^s] = 0, \]

where the argument is similar to the above calculations.

Assume that $P$ and $\epsilon_0'$ are chosen so Conjecture 4.1 holds, and $\epsilon \in (0, \epsilon_0')$. The operator $P$ satisfies the conditions of Lemma 5.8, so the calculus is applicable. This is possible in at least one non-trivial case, $P = -\Delta_g$, by Theorem 4.2.
Let \( h \) be a Kähler metric on the closure of \( M_\Phi^\ast \), and let \( s \in \mathbb{R} \) be arbitrary.

**Definition 5.9.** If \( f \in H^{s-\frac{n+1}{2}}(M) \), \( \mathcal{P}_\epsilon f \) is the extension of \( e^{-\epsilon P^\Phi} f \) to \( M_\Phi^\ast \).

Suppose \( K_\epsilon \) is the Poisson operator solving the Dirichlet problem for \( \Delta_h \) on \( M_\Phi^\ast \). As before, by Theorem 5.2 it is a linear homeomorphism

\[
K_\epsilon : H^{s-\frac{1}{2}}(\partial M_\Phi^\ast) \to H^s(M_\Phi^\ast) \cap \ker(\Delta_h|_{H^s(M_\Phi^\ast)}),
\]

and \( \mathcal{P}_\epsilon = K_\epsilon S_\epsilon \) realizes a well-defined linear homeomorphism

\[
\mathcal{P}_\epsilon : H^{s-\frac{n+1}{2}}(M) \to K_\epsilon O^{s-\frac{1}{2}}(\partial M_\Phi^\ast).
\]

**Definition 5.10.**

\[
HH^s(M_\Phi^\ast) = K_\epsilon O^{s-\frac{1}{2}}(\partial M_\Phi^\ast).
\]

Note that \( I + P \in \Psi^d_{\text{phg}}(M) \) is invertible, the inverse always belongs to \( \Psi^{-d}_{\text{phg}}(M) \). By Lemma 5.3 each space is a Hilbert space of holomorphic functions with norm

\[
\|u\|_{HH^s(M_\Phi^\ast)} = \|\mathcal{P}_\epsilon(I + P)^\frac{1}{2}\mathcal{P}_\epsilon^{-1}u\|_{L^2(M_\Phi^\ast)} \quad \text{if} \quad u \in HH^s(M_\Phi^\ast),
\]

and, automatically, \( \mathcal{P}_\epsilon \) becomes a bounded isomorphism onto this space.

**Theorem 5.11.** Let \( d' \in \mathbb{R} \) and let \( A \in \Psi^d(M) \) commute with \( P \), \([A, P] = 0\). Then, if \( s \in \mathbb{R} \), the diagram commutes, and consists of bounded operators:

\[
\begin{array}{ccc}
HH^s(M_\Phi^\ast) & \xrightarrow{\mathcal{P}_\epsilon A \mathcal{P}_\epsilon^{-1}} & HH^{s-d'}(M_\Phi^\ast) \\
\downarrow \mathcal{R}_\epsilon & & \downarrow \mathcal{R}_\epsilon \\
H^s(M) & \xrightarrow{A} & H^{s-d'}(M)
\end{array}
\]

**Proof.** By construction, we have

\[
\mathcal{R}_\epsilon \mathcal{P}_\epsilon|_{H^{s-\frac{n+1}{2}}(M)} = e^{-\epsilon P^\Phi}|_{H^{s-\frac{n+1}{2}}(M)} \quad \text{for any} \quad s \in \mathbb{R},
\]

and so by Lemma 5.8, if \( u \in C^\infty(M) \) this implies

\[
\mathcal{R}_\epsilon \mathcal{P}_\epsilon Au = e^{-\epsilon P^\Phi} Au = Ae^{-\epsilon P^\Phi} u = A \mathcal{R}_\epsilon \mathcal{P}_\epsilon u,
\]

which then extends by continuity to all \( u \in H^s(M) \). Therefore the diagram commutes. In particular, if \( u \in HH^s(M_\epsilon) \), we have

\[
(I + P)^\frac{1}{2} \mathcal{R}_\epsilon u = \mathcal{R}_\epsilon \mathcal{P}_\epsilon (I + P)^\frac{1}{2} \mathcal{P}_\epsilon^{-1} u,
\]

and so, by the analogue of [18, pp.7, Inequalities (2.6)] for \( L^2(M_\Phi^\ast) \), we get

\[
\|\mathcal{R}_\epsilon u\|_{H^s(M)} \leq \|(I + P)^{-\frac{1}{2}}\|_{B(H^s(M), L^2(M))} \|(I + P)^{\frac{1}{2}} \mathcal{R}_\epsilon u\|_{L^2(M)} \leq \|(I + P)^{-\frac{1}{2}}\|_{B(H^s(M), L^2(M))} \|\mathcal{R}_\epsilon\|_{B(L^2(M_\Phi^\ast), L^2(M_\Phi^\ast))} \|u\|_{HH^s(M_\Phi^\ast)},
\]

which shows that the \( \mathcal{R}_\epsilon \) are bounded in the diagram \( \square \).
The fact that the conjecture holds for $P = -\Delta_g$ leads to interesting corollaries. Those operators commuting with $\Delta_g$ always preserve $\epsilon$-extendible functions:

**Corollary 5.12.** Let $d' \in \mathbb{R}$ and let $A \in \Psi^d(M)$ commute with $\Delta_g$, $[A, \Delta_g] = 0$. Then, if $s \in \mathbb{R}$, the diagram commutes, and consists of bounded operators:

$$
\begin{array}{cccc}
HH^s(M) & \xrightarrow{P, A P^{-1}} & HH^{s-d'}(M) \\
\downarrow R_s & & \downarrow R_s \\
H^s(M) & \xrightarrow{A} & H^{s-d'}(M)
\end{array}
$$

**Proposition 5.13.** Let $\{\lambda_k\}_{k=1}^{\infty}$ be the eigenvalues of $-\Delta_g$, with multiplicities, and $\{\psi_k\}_{k=1}^{\infty}$ an orthonormal eigenbasis enumerated according to these eigenvalues. Suppose $\sup_{k \in \mathbb{N}} |\lambda_k|^{-d'} |\eta_k| < \infty$ for some $d' \in \mathbb{R}$, and put

$$
A : C^\infty(M) \rightarrow C^\infty(M) : u \mapsto \sum_{k=1}^{\infty} \eta_k (u, \psi_k)_{L^2(M)} \psi_k.
$$

Then $A$ is continuous, $[A, \Delta_g] = 0$, and the conclusion of Corollary 5.12 holds.

**Proof.** Taking any $s \in \mathbb{R}$ and $u \in H^s(M)$, we have

$$
|Au|_{H^{s-d'}(M)}^2 = \sum_{k=1}^{\infty} \langle \lambda_k \rangle^{2(s-d')} |\eta_k|^2 |(u, \psi_k)_{L^2(M)}|^2 \\
\leq C \sum_{k=1}^{\infty} \left| \left( (I - \Delta_g)^{-\frac{s}{2}} u, \psi_k \right)_{L^2(M)} \right|^2 = C||u||_{H^s(M)}^2,
$$

and so by the Sobolev embedding theorem, $A$ is continuous from $C^\infty(M)$ into itself. It is not necessary that $A \in \Psi(M)$, we can use Lemma 5.8 just as in Theorem 5.11. Repeating the arguments lead to the conclusions of Corollary 5.12.

**Corollary 5.14.** $-\Delta_g$ admits a parametrix for which the diagram commutes.

**Proof.** Put $\eta_k = \frac{1}{\lambda_k}$ when $\lambda_k \neq 0$ and zero otherwise.

Thus, the commutant of $\Delta_g$ consists of operators with the $\epsilon$-extension property. In particular, this includes any operator in the functional calculus of $\Delta_g$.

The most interesting implication of the Conjecture 4.1 is a generalization of this. Let $d' > 0$ and assume that $A \in \Psi^d_{phg}(M)$ is analytic, elliptic and formally normal. In that case, let $a$ be the classical principal symbol of $A$, and put

$$
P = A^* A \in \Psi^d_{phg}(M) \quad \text{with} \quad d = 2d',
$$

which then has the unique classical principal symbol

$$
p = |a|^2 \quad \text{and} \quad p|_{T^*_x M \setminus 0} > 0.
$$

This $P$ is elliptic, formally self-adjoint, and can not have any negative eigenvalues. But, we still need a convexity assumption to satisfy the conditions of Conjecture 4.1, and so we require of $a$ that $\{\xi \in T^*_x M \mid |a(x, \xi)| \leq 1\}$ is strictly convex for any $x \in M$. 


Theorem 5.15. A admits a parametrix $B \in \Psi^{-d'}_{\text{phg}}(M)$ such that $[A^*A, B] = 0$. Consequently, if Conjecture 4.1 holds for $P = A^*A$, the diagram commutes:

$$
\begin{array}{ccc}
HH^*(M^\Phi_x) & \xrightarrow{PBP^{-1}} & HH^{*+d'}(M^\Phi_x) \\
\downarrow R_x & & \downarrow R_x \\
H^*(M) & \xrightarrow{B} & H^{*+d'}(M)
\end{array}
$$

Proof. If $A$ is invertible, $A^{-1}$ commutes with $P$ on $C^\infty(M)$, and so we are done. Assume that $A$ is not invertible. Then $0$ is an eigenvalue of multiplicity $\dim \ker P < \infty$, and $\sigma(P) \subset [0, \infty)$ consists of eigenvalues, $0 = \lambda_1 \leq \lambda_2 \cdots$, counted with multiplicity. By [16, Theorem 9.3], $\int_\Gamma \frac{1}{\lambda} (\lambda I - P)^{-1} d\lambda$ converges in $B(H^N(M))$ for all $N \in \mathbb{N}$, where $\Gamma$ is a circle inside the resolvent set of $P$, enclosing $0$ but no other eigenvalues. Then by the Sobolev embedding theorem, we get a continuous operator

$$
B : C^\infty(M) \to C^\infty(M) : u \mapsto -\frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} (\lambda I - P)^{-1} A^* u d\lambda.
$$

Take $u \in C^\infty(M)$, and use the formal normality of $A$ to write

$$
[A^*A, B]u = -\frac{1}{2\pi i} P \left( \int_\Gamma \frac{1}{\lambda} (\lambda I - P)^{-1} A^* u d\lambda \right) - BPu
$$

$$
= -\frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} \left[ P(\lambda I - P)^{-1} A^* - (\lambda I - P)^{-1} A^* P \right] u d\lambda = 0,
$$

and, if $\{\psi_k\}_{k=1}^\infty$ is an orthonormal eigenbasis corresponding to $\{\lambda_k\}_{k=1}^\infty$, we have

$$
ABu = BAu = -\frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} (\lambda I - P)^{-1} Pu d\lambda
$$

$$
= \left[ \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} d\lambda \right] u - \frac{1}{2\pi i} \int_\Gamma (\lambda I - P)^{-1} \left[ \sum_{k=1}^\infty (u, \psi_k)_{L^2(M)} \psi_k \right] d\lambda
$$

$$
= Iu - \sum_{k=1}^\infty (u, \psi_k)_{L^2(M)} \left[ \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda - \lambda_k} d\lambda \right] \psi_k
$$

$$
= Iu - \sum_{k=1}^{\dim \ker P} (u, \psi_k)_{L^2(M)} \psi_k,
$$

where the remainder is simply the projection onto the finite-dimensional kernel of $A$. So $B$ can only differ from a parametrix $B' \in \Psi^{-d'}_{\text{phg}}(M)$ of $A$ by a smoothing operator:

$$
(B - B')u = B(I - AB')u - (I - BA)B'u
$$

$$
= \int_M \left( B[R(\cdot, y)](x) \right) - \sum_{k=1}^{\dim \ker P} \psi_k(x)((B')^* \psi_k)(y) \right) u(y) \omega_0(y),
$$

where $\omega_0$ is the 1-density relative to which $L^2(M)$ is defined, $R$ the kernel of $I - AB'$. It follows that $B \in \Psi^{-d'}_{\text{phg}}(M)$, and that it is a parametrix for $A$. \qed
An analogue of [18, pp. 6, Theorem 1] holds for the holomorphic Sobolev spaces. The proof is very similar, but we generalize it, and fill in some details.

Theorem 5.16. Suppose that Conjecture 4.1 holds for an operator $P$ as in 4.1, and that the classical principal symbol of $S^*_s S_e \in \Psi^{-\frac{4d}{p-2}}(M)$ is positive on $T^*M \setminus 0$. Then, given any $s \in \mathbb{R}$, the following holds:

1. There is a well-defined, positive operator

   $$Q_e = ((I + P)^{\frac{n}{2}} S_e^*(K_e^* K_e) S_e (I + P)^{\frac{n}{2}})^{-\frac{1}{2}} (I - \Delta_g)^{\frac{1}{2}} \in \Psi^{-\frac{4d}{p-2}}(M),$$

2. It unitarizes $P_e$, in that sense that

   $$\|P_e Q_e u\|_{H^r(M^s)} = \|u\|_{H^r(M)} \quad \text{for any} \quad u \in H^r(M).$$

Here $K^*_e$ is understood to be the formal $L^2$-adjoint of $K_e$ obtained from Theorem 5.2, and $H^r(M)$ is normed so that $(I - \Delta_g)^{\frac{1}{2}} : H^r(M) \to L^2(M)$ is an isometry.

Proof. Using Theorems 5.2 and 4.2 and the complex Egorov theorem, we get

$$S^*_e (K^*_e K_e) S_e \in \Psi^{-\frac{4d}{p-2}}(M),$$

which is then elliptic, and its classical principal symbol is strictly positive on $T^*M \setminus 0$. It has no negative eigenvalues. We show that it is also invertible.

Regarding $P_e$ as a bounded map into $L^2(M^s)$, we form its Hilbert adjoint $P_e^*$. Then $P_e^* P_e : H^{-\frac{4d}{p-2}}(M) \to H^{-\frac{4d}{p-2}}(M)$ is injective with dense range, and

$$P_e^* P_e |_{C^\infty(M)} = (I - \Delta_g)^{\frac{4d}{p-2}} S^*_e (K^*_e K_e) S_e \in \Psi^0(M).$$

But this shows that $P_e^* P_e$ is a Fredholm operator on $H^{-\frac{4d}{p-2}}(M)$, so has closed range. Therefore, we have a bijective and continuous, hence invertible, operator

$$S^*_e (K^*_e K_e) S_e : C^\infty(M) \to C^\infty(M),$$

and the inverse is again a pseudo-differential operator by [16, pp. 90-91, Theorem 10.1] and [16, pp. 93, Proposition 10.3]. $Q_e$ exists. It follows that $Q_e$ is well-defined, elliptic, invertible, and also formally self-adjoint. Taking any $u \in C^\infty(M)$, we see that

$$(Q_e u, u)_{L^2(M^s)} = (Q_e^2 u, Q_e^2 u)_{L^2(M^s)} > 0 \quad \text{if} \quad u \neq 0,$$

and

$$\| (K_e S_e) u \|^2_{H^r(M^s)} = \| (I + P)^{\frac{n}{2}} (K_e S_e) (I + P)^{\frac{n}{2}} u \|^2_{L^2(M^s)}$$

$$= \| (I - \Delta_g)^{\frac{1}{2}} Q_e^{-1} u \|^2_{L^2(M^s)}$$

$$= \| Q_e^{-1} u \|^2_{H^r(M^s)}.$$

\[ \square \]
5.2. On a Compact Lie Group \( G \). Let \( \{ G_r \}_r > 0 \) be the Grauert tubes of \( G \). It is possible to form a subalgebra of \( \Psi(G) \) with the desired properties for any \( \epsilon > 0 \). That is, operators acting as bounded maps between the holomorphic Sobolev spaces, and with an analogous notion of, and conditions for, ellipticity within the subalgebra. We will show that the subalgebra is non-trivial. Let \( d \in \mathbb{R} \).

**Definition 5.17.** Define \( S^d_\epsilon \) to be those \( p \in S^d \) satisfying:

1. The mapping \( G \rightarrow \mathfrak{g}(d_\xi, \mathbb{C}) \times \): \( x \mapsto p(x, \xi) \) is real-analytic for every \( [\xi] \in \hat{G} \).
   Each of these extend holomorphically to \( G_\epsilon \).
2. Write \( p_Y(x, \xi) = p(\exp(iY)x, \xi) \) for every \( (x, [\xi]) \in G \times \hat{G} \) when \( |Y|_\theta < \epsilon \).
   Then \( \{ p_Y \}|_{Y \leq \epsilon} \) is a bounded subset of \( S^d \).

Take \( p \in S^d_\epsilon \). We employ the notation \( p_Y \) as it appears above in the second point. If \( u \in C^\omega(G) \) extends to \( G_\epsilon \), then since \( G \) is totally real in \( G_C \), we have

\[
\text{Op}(p)u(\exp(iY)x) = \sum_{[\xi] \in \hat{G}} \int d_\xi \text{Tr}(\xi(\exp(iY)x)p_Y(x, \xi)Fu(\xi))
\]

where the sum is then uniformly absolutely convergent on \( x \in G \) and \( |Y| \leq r < \epsilon \). This gives us the following simple result.

**Proposition 5.18.** If \( u \in C^\omega(G) \) extends holomorphically to \( G_\epsilon \), so does \( \text{Op}(p)u \).

**Theorem 5.19.** Let \( d_1, d_2 \in \mathbb{R} \). If \( p \in S^d_\epsilon \) and \( q \in S^d_\epsilon \), then \( p \circ q \in S^{d_1 + d_2}_\epsilon \).

**Proof.** If \( \eta \in \hat{G} \) is fixed, then \( p(x, \eta) \) extends holomorphically in \( x \in G \) to \( z \in G_\epsilon \). This is clear from the formula

\[
(p \circ q)(z, \eta) = \sum_{[\xi] \in \hat{G}} \int d_\xi \text{Tr}(\xi(y)p(z, \xi)q(z, \eta)) dy,
\]

and, if \( |Y|_\theta < \epsilon \), it also shows that

\[
(p \circ q)(z, \eta) = (p \circ q)(\exp(iY)x, \eta) = (p_Y \circ q_Y)(x, \eta).
\]

Then, because \( \{ p_Y \}|_{Y \leq \epsilon} \subseteq S^d_\epsilon \) and \( \{ p_Y \}|_{Y \leq \epsilon} \subseteq S^d_\epsilon \) are bounded sets by definition, and the symbolic product is continuous, \( \{(p \circ q)(Y)\}|_{Y \leq \epsilon} \) is a bounded set in \( S^{d_1 + d_2}_\epsilon \). This shows that \( p \circ q \in S^{d_1 + d_2}_\epsilon \).

It therefore follows that \( \Psi_\epsilon(G) = \cup_{d \in \mathbb{R}} \text{Op} S^d_\epsilon \) is actually a subalgebra of \( \Psi(G) \). The holomorphic extension of \( \text{Op}(p)u \) can also be expressed in terms of \( \{ \text{Op}(p_Y) \}|_{Y \leq \epsilon} \). In fact, with \( x \) and \( Y \) as above, and \( L(\cdot) \) the left regular representation, we have

\[
\text{Op}(p)u(z) = \text{Op}(p_Y)(L_{\exp(-iY)}u)(x) \quad \text{if} \quad z = \exp(iY)x \in G_\epsilon,
\]

which by itself is not a pseudo-differential operator.
Next, we get the holomorphic mapping property using the Cartan decomposition. It mirrors precisely the standard Sobolev mapping property of $\Psi(G)$.

**Theorem 5.20.** If $p \in S^d_s$ and $s \in \mathbb{R}$, then $\text{Op}(p)$ admits a unique $\epsilon$-extension. That is, the diagram commutes, and consists of bounded operators:

$$
\begin{array}{ccc}
HH^s(G_\epsilon) & \xrightarrow{\tilde{\text{Op}}(p)} & HH^{s-d}(G_\epsilon) \\
\downarrow \text{R}_\epsilon & & \downarrow \text{R}_\epsilon \\
H^s(G) & \xrightarrow{\text{Op}(p)} & H^{s-d}(G)
\end{array}
$$

**Proof.** Because $(I - \Delta_G)^{\frac{1}{2}} \in \text{Op}S^s_s$ for all $s \in \mathbb{R}$ it is enough to prove $s = d = 0$. Using the boundedness of $\{p_Y\}_{|Y|_g < \epsilon}$, Lemma 3.8, and [9, Lemma 5], we get

$$
\int_{G_\epsilon} |\text{Op}(p)u(z)|^2 dz = \int_{|Y|_g < \epsilon} \left[ \int_G ||\text{Op}(p)u(\exp(iY)x)||^2 dx \right] \frac{dY}{\Theta(Y)^2}
$$

$$
= \int_{|Y|_g < \epsilon} \left[ \int_G ||\text{Op}(pY)L_{\exp(-iY)}u(x)||^2 dx \right] \frac{dY}{\Theta(Y)^2}
$$

$$
\leq C \int_{|Y|_g < \epsilon} \left[ \int_G |u(\exp(iY)x)|^2 dx \right] \frac{dY}{\Theta(Y)^2}
$$

$$
= C \int_{G_\epsilon} |u(z)|^2 dz,
$$

where $C > 0$ is the constant in the uniform bound

$$
||\text{Op}(pY)L_{\exp(-iY)}u||_{L^2_z(G)}^2 \leq C||L_{\exp(-iY)}u||_{L^2_z(G)}^2,
$$

and $Y \mapsto \Theta(Y)^{-2}$ is the $\text{Ad}(G)$-invariant Jacobian from [9, Lemma 5].

**Remark 5.21.** Take any two symbols $p \in S^d_s$ and $q \in S^d_s$ for some $d_1, d_2 \in \mathbb{R}$. Then $(p \circ q)Y = p_Y \circ q_Y$ so $(p_Y \circ q_Y - p_Y q_Y)_{|Y|_g < \epsilon} \subset S^{d_1+d_2-1}$ is a bounded set, and we must have

$$
p \circ q - pq \in S^{d_1+d_2-1}_s.
$$

It does not appear possible to include more terms, as these involve the $\delta_x$ operator, which contains a cutoff, so the higher order terms may not extend holomorphically. Nevertheless, we only need this to hold for the principal term.

**Proposition 5.22.** The space $S^d_s$ contains non-trivial symbols for each $d \in \mathbb{R}$.

**Proof.** The weighted Bargmann space $HL^2(G_{\xi}, \nu_1)$ of [8] is infinite-dimensional. Hence so is the space of the restrictions of these functions to $G_\epsilon$, and so also $\mathcal{O}(G_\epsilon)$. Let $S^d_{\text{inv}}$ be the $d \in \mathbb{R}$ symbols of bi-invariant operators on $G$ (depending only on $[\xi]$). Then, we have that

$$
\mathcal{O}(G_\epsilon')|_{G_\epsilon} \otimes S^d_{\text{inv}} \subset S^d_\epsilon \quad \text{when} \quad \epsilon' > \epsilon,
$$

and this space is infinite-dimensional, the symbols depend on both $z$ and $[\xi]$. 

\[\square\]
The spaces $\text{Op} S^k$ contain the real-analytic differential operators of degree $k \in \mathbb{N}$. This is easy to prove by writing out their matrix-symbols. Put

$$\mathfrak{g}_\epsilon = \{ Y \in \mathfrak{g} \mid |Y| < \epsilon \}.$$ 

In the following, $(X_1, \cdots, X_n)$ is an ordered basis of left-invariant vector fields for $\mathfrak{g}$, and we write $X^\beta = X_1^{\beta_1} \circ \cdots \circ X_n^{\beta_n}$ for any $\beta = (\beta_1, \cdots, \beta_n) \in \mathbb{N}^n$.

**Proposition 5.23.** If $P \in \text{Diff}^k(G)$ is real-analytic, $P \in \text{Op} S^k_\epsilon$ for some $\epsilon > 0$.

**Proof.** In any sufficiently small chart $U$ of $G$, we have

$$P|_U = \sum_{|\beta| \leq k} g_\beta X^\beta,$$

where $g_\beta \in C^\omega(U)$ extend holomorphically into $\exp(i\mathfrak{g})U$ for $\epsilon > 0$ depending on $U$. It follows that if $z = \exp(iY)x \in \exp(i\mathfrak{g})U$, we have

$$\xi(z)^{-1} P \xi(z) = \xi(x)^{-1} \xi(\exp(iY))^{-1} \sum_{|\beta| \leq k} g_\alpha(z)(X^\beta \xi)(\exp(iY)x)$$

$$= \sum_{|\beta| \leq k} g_\beta(\exp(iY)x) \left[ \xi(x)^{-1} X^\beta \xi(x) \right]$$

$$= \sum_{|\beta| \leq k} g_\alpha(\exp(iY)x)p_\beta(\xi),$$

and $(x, Y) \mapsto g_\alpha(\exp(iY)x)$ has all its $x$-derivatives uniformly bounded in $Y \in \mathfrak{g}_\epsilon$. The symbols $p_\beta \in S^{\beta|}_\epsilon$ are independent of all $(x, Y) \in G \times \mathfrak{g}_\epsilon$, and given by

$$p_\beta(\xi) = \xi(x)^{-1} X^\beta \xi(x) = (X^\beta \xi)(\epsilon).$$

Taking a finite cover of $G$ by such $U$, we get $\epsilon > 0$ so $\{ p_Y \}_{Y \in \mathfrak{g}_\epsilon}$ is bounded in $S^k$. Thus we have $P \in \text{Op} S^k_\epsilon$ for some $\epsilon > 0$.

**Corollary 5.24.** If $P$ above is left-invariant, then $P \in \text{Op} S^k_\epsilon$ for all $\epsilon > 0$.

**Proof.** In this case, the coefficients $g_\alpha$ are globally defined and constant.

To characterize ellipticity for these symbols, we need to sum them asymptotically. It will be necessary to use the following, similar to [14, pp. 20, Lemma 7.2].

**Lemma 5.25.** Let $d \in \mathbb{R}$ and $p \in S^d$, and put

$$R(z) = \mathcal{F}_z^{-1}[p(z, \xi)] \in \mathcal{D}'(G) \text{ for any } z \in G_\epsilon,$$

where $(x, Y) \mapsto p(\exp(iY)x, \xi)$ has been extended by continuity to $x \in G$ and $|Y| \leq \epsilon$. It is alternatively viewed as a map

$$G \times \overline{\mathfrak{g}} \to \mathcal{D}'(G) : (x, Y) \mapsto R(\exp(iY)x) = R(x, Y).$$

Then, we have

$$R \in C^\infty(G \times \mathfrak{g}_\epsilon, H^{-d-\frac{|\xi|}{2}}(\overline{G})),$$

and the $x$-derivatives of $R$ are uniformly bounded in $Y$ up to $\overline{\mathfrak{g}}$. 

Theorem 5.26. Let \( \{p_j\}_{j=0}^{\infty} \) be a sequence with \( p_j \in S^{d_j}_\epsilon \) and \( d_j \searrow -\infty \) as \( j \to \infty \). Then we can construct \( p \in S^{d_0}_\epsilon \) with \( p \sim \sum_{j=0}^{\infty} p_j \) in the sense that
\[
p - \sum_{j=0}^{k-1} p_j \in S^{d_k}_\epsilon \quad \text{for each} \quad k \in \mathbb{N}.
\]

Proof. In this proof, we let \( \beta \in \mathbb{N}_0^n \) and \( \alpha \in \mathbb{N}_{m \times m}^m \) be arbitrary multi-indices. Take an approximate identity \( \{\psi_t\}_{t>0} \subset C^\infty(G) \) for the convolution product \(*\) on \( G \). In this way, if \( f \in H^s(G) \) for any \( s \in \mathbb{R} \), we have
\[
||\psi_t * f - f||_{H^s(G)} \to 0 \quad \text{as} \quad t \to 0.
\]
Construct functions $R_j : G \times \mathfrak{g}_e \to \mathcal{D}'(G)$ from $p_j \in S^d_\epsilon$ just as in Lemma 5.25. Then $R_j \in C^\infty(G \times \mathfrak{g}_e, H^{-d_j - \frac{n}{2}}(G))$, and we can pick $\{t_j\}_{j=0}^\infty$ such that

$$\sup_{(x, Y) \in G \times \mathfrak{g}_e} \|X^\beta_x R_j(x, Y) - \psi_{t_j} * (X^\beta_x R_j(x, Y))\|_{H^{-d_j - \frac{n}{2}}(G)} < \frac{1}{2^j + 1} \quad \text{when } |\beta| \leq j.$$ 

Take $N \in \mathbb{N}_0$ with $-d_j - \lfloor \frac{n}{2} \rfloor \geq 0$ for $j \geq N$, and observe that

$$\|p_j(z, \xi)(1 - \mathcal{F}\psi_{t_j}(\xi))\|^2 \leq \|p_j(z, \cdot)(1 - \mathcal{F}\psi_{t_j}(\cdot))\|^2_{S^0(\widehat{G})}$$

$$= \|R_j(z) - \psi_{t_j} * (R_j(z))\|^2_{L^2(G)}$$

$$\leq \|R_j(z) - \psi_{t_j} * (R_j(z))\|^2_{H^{-d_j - \frac{n}{2}}(G)} < \frac{1}{4j + 1},$$

where the estimates are uniform in $z = \exp(iY)x$ for $(x, Y) \in G \times \mathfrak{g}_e$ and $[\xi] \in \widehat{G}$. Consequently, we have

$$\sum_{j=N}^\infty \|p_j(z, \xi)(1 - \mathcal{F}\psi_{t_j}(\xi))\| < 1.$$ 

It follows that $p \in S^d_\epsilon$ if we put

$$p(z, \xi) = \sum_{j=0}^\infty p_j(z, \xi)(1 - \mathcal{F}\psi_{t_j}(\xi)) \quad \text{for any } (z, [\xi]) \in G_\epsilon \times \widehat{G},$$

which converges absolutely uniformly (in matrix norm) on $z \in G_\epsilon$ for each $[\xi] \in \widehat{G}$, and $x \mapsto p_Y(x, \xi)$ is differentiable, $X^\beta_x$ falls onto $x \mapsto p_j(\exp(iY)x, \xi)$ under the sum. Let $r_N$ denote the sum starting at $j = N$. Take $k \in \mathbb{N}$, and write

$$p(z, \xi) - \sum_{j=0}^{k-1} p_j(z, \xi) = \sum_{j=k}^{N-1} p_j(z, \xi) - \sum_{j=k}^{N-1} p_j(z, \xi) \mathcal{F}\psi_{t_j}(\xi) + r_N(z, \xi),$$

where the first term is in $S^d_\epsilon$, and the second belongs to $S^{-\infty}_\epsilon$ by Lemma 3.3 for $d_\epsilon$. It suffices that $r_N \in S^d_\epsilon$ for large $N \in \mathbb{N}_0$. But by [14, Lemma 7.1], we get

$$\langle \xi^{\alpha-d_k}\rangle \delta_\epsilon \mathcal{A}^{\beta}_x (r_N)(Y(x, \xi)) \leq C_{\alpha, \beta} \left[ \sup_{[\xi] \in \mathcal{G}} \langle \xi^{\alpha-d_k}\rangle \mathcal{A}^{\beta}_x (r_N)(Y(x, \xi)) \right]$$

$$\leq C_{\alpha, \beta} \left[ \sum_{j=N}^\infty \|X^\beta_x p_j(Y(x, \cdot)(1 - \mathcal{F}\psi_{t_j}(\cdot)))\|_{H^{\alpha-d_k}(\widehat{G})} \right]$$

$$= C_{\alpha, \beta} \left[ \sum_{j=N}^\infty \|X^\beta_x R_j(z) - \psi_{t_j} * X^\beta_x R_j(z)\|_{H^{\alpha-d_k}(G)} \right] \leq 1,$$

where $N$ is chosen so that

$$d_N + \lfloor \frac{n}{2} \rfloor < d_k - |\alpha|,$$

and $C_{\alpha, \beta} > 0$ is a constant depending only on $\alpha$ and $\beta$. \qed
The above means that we can sum symbols in the \( \{ S^d_r \}_{d \in \mathbb{R}} \) classes asymptotically. This allows us to get inverses in \( S^{-d}_\varepsilon \mod S^{-\infty}_\varepsilon \) for elliptic symbols in \( S^d_\varepsilon \).

**Theorem 5.27.** Let \( q_0 \in S^{-d}_\varepsilon \). The following holds:

1. If \( q_0 p - 1 \in S^{-1}_\varepsilon \), then there is a \( q_L \in S^{-d}_\varepsilon \) such that \( q_L \circ p - 1 \in S^{-\infty}_\varepsilon \).
2. If \( pq_0 - 1 \in S^{-1}_\varepsilon \), then there is a \( q_R \in S^{-d}_\varepsilon \) such that \( p \circ q_R - 1 \in S^{-\infty}_\varepsilon \).

Finally, if both \( q_L \) and \( q_R \) as above exist, then \( q_L - q_R \in S^{-\infty}_\varepsilon \).

**Proof.** If both exist, then \( q_L - q_R = q_L \circ (1 - p \circ q_R) - (1 - q_L \circ p) \circ q_R \in S^{-\infty}_\varepsilon \).

Let \( N \in \mathbb{N} \). In either case, Lemma 5.26 allows us to build the inverse \( q \) as follows.

**Left:** Put \( r = 1 - q_0 \circ p \). Define the symbol sequence \( q_j = r^{\circ j} \circ q_0 \) for \( j \in \mathbb{N}_0 \).

Then put \( q \sim \sum_{j=0}^{\infty} q_j \) with \( q \in S^{-d}_\varepsilon \), and write
\[
S^{-N}_\varepsilon \ni \left( q - \sum_{j=0}^{N-1} q_j \right) \circ p - r^{\circ N} = q \circ p - 1.
\]

**Right:** Put \( r = 1 - p \circ q_0 \). Define the symbol sequence \( q_j = q_0 \circ r^{\circ j} \) for \( j \in \mathbb{N}_0 \).

Then put \( q \sim \sum_{j=0}^{\infty} q_j \) with \( q \in S^{-d}_\varepsilon \), and write
\[
S^{-N}_\varepsilon \ni p \circ \left( q - \sum_{j=0}^{N-1} q_j \right) - r^{\circ N} = p \circ q - 1.
\]

**Theorem 5.28.** \( p \) is elliptic in \( S^d_\varepsilon \) if and only if there is a finite \( F \subset \hat{G} \) so that:

1. \( p(z, \xi) \) is invertible for all \((z, [\xi]) \in G_\varepsilon \times (\hat{G} \setminus F)\).
2. The family of inverses satisfy
\[
\sup_{(z, [\xi]) \in G_\varepsilon \times (\hat{G} \setminus F)} \langle \xi \rangle^d \| p(z, \xi)^{-1} \| < \infty.
\]

**Proof.** Assume \( p \) has a parametrix in \( S^d_\varepsilon \). That is, \( q_0 \in S^{-d}_\varepsilon \) with \( pq_0 - 1 \in S^{-1}_\varepsilon \).

In that case, there is a \( C > 0 \) so that, uniformly in \((z, [\xi]) \in G_\varepsilon \times \hat{G} \), we have
\[
\|p(z, \xi)q_0(z, \xi) - I\| \leq C\langle \xi \rangle^{-1},
\]
and so \((pq_0)(z, \xi)\) is invertible for \( \langle \xi \rangle \geq R > 0 \). So is \( p \), and
\[
\|p(z, \xi)^{-1}\| \leq \|q_0(z, \xi)\| \| (p(z, \xi)q_0(z, \xi))^{-1} \| \leq C'\langle \xi \rangle^{-d},
\]
where \( C' > 0 \), and the inequality holds for \([\xi] \in \hat{G} \) except the finite set with \( \langle \xi \rangle < R \).

Conversely, if the two points above hold, consider the bounded subset \( \{p_Y\}_{Y \in \mathbb{F} \subset S^d_\varepsilon} \).

It fulfills the hypotheses of Lemma 3.9 with \( K = \mathbb{F} \varepsilon \) and the above estimate over \( z \in G_\varepsilon \).

Thus, if we put \( \chi_F(\xi) = 1_F([\xi])I_{d_\varepsilon} \) for all \([\xi] \in \hat{G} \), then \( \chi_F \in S^{-\infty}_\varepsilon \), it gives
\[
(\chi_F + (1 - \chi_F)p)^{-1} \in S^{-d}_\varepsilon,
\]
and so \( p \in S^d_\varepsilon \) has a parametrix in \( S^d_\varepsilon \).
As a consequence, elliptic left-invariant operators admit a parametrix in $\text{Op} \ S_c$.

More generally, only the leading term in $p$ has to belong to such an operator:

**Proposition 5.29.** Suppose that $p$ of $P = \text{Op}(p) \in \Psi^k(G)$ is of the form

$$p = p_k + p_{k-1},$$

where the following holds:

1. $p_k \in S^k$ is elliptic and independent of $x \in G$.
2. $p_{k-1} \in S^{k-1}_c$ for a fixed $\epsilon > 0$.

Then $P$ has a parametrix in $\text{Op} \ S^{-k}_c$ for this particular $\epsilon > 0$.

**Proof.** Observe that

$$\sup_{(x, Y) \in G \times \mathfrak{g}_c} \langle \xi \rangle^{-k} \| p_Y(x, \xi) - p_k(\xi) \| = O_{\lambda_c \to \infty}(\langle \xi \rangle^{-1}),$$

and the symbols $p_Y(x, \xi)$ are invertible for all $(x, Y) \in G \times \mathfrak{g}_c$ if $\langle \xi \rangle$ is large enough. This is because $p_k(\xi)$ is invertible for all sufficiently large $\langle \xi \rangle$ by [15, Theorem 4.1]. Furthermore, it gives a finite $F \subset \hat{G}$ and a $C > 0$ such that

$$\| \langle \xi \rangle^k p_k(\xi)^{-1} \| \leq C \quad \text{for all} \quad [\xi] \in \hat{G} \setminus F,$$

and for $\langle \xi \rangle$ suitably large, we can then write

$$\langle \xi \rangle^k \| p_Y(x, \xi)^{-1} \| = \left\| \left( I + p_k(\xi)^{-1} p_{k-1}(\exp(iY)x, \xi) \right)^{-1} \langle \xi \rangle^k p_k(\xi)^{-1} \right\|$$

$$\leq \left( 1 - \| p_k(\xi)^{-1} p_{k-1}(\exp(iY)x, \xi) \| \right)^{-1} \| \langle \xi \rangle^k p_k(\xi)^{-1} \|$$

$$\leq \left( 1 - C \langle \xi \rangle^{-k} \| p_{k-1}(\exp(iY)x, \xi) \| \right)^{-1} C,$$

where the inner term is smaller than $\frac{1}{2}$ for all $(x, Y) \in G \times \mathfrak{g}_c$ if $\langle \xi \rangle$ is large enough. Therefore the conditions of Theorem 5.28 are fulfilled.

In other words, the "leading term" determines if $P$ has the property that we seek. These observations indicate that $\text{Op} \ S^{-k}_c$ contain many non-trivial operators.

**Example 5.30.** Operators in $\Psi(\mathbb{T}^n)$, acting on $u \in C^\infty(\mathbb{T}^n)$, are of the form

$$\text{Op}(p)u(x) = \sum_{k \in \mathbb{Z}^n} e^{ik \cdot x} p(x, k) \int_{\mathbb{T}^n} u(y)e^{-ik \cdot y} \, dy,$$

and we may take $p$ to be the symbol

$$p(x, k) = |k|^2 + \sum_{j=1}^n g_j(x) k_j + f(x),$$

where $(g_j)_{j=1}^n$, $f$ are bounded holomorphic on $\mathbb{T}^n$ (2$\pi$-periodic on the polystrip $\mathbb{R}^n$).

Quantization of this particular symbol gives the Laplacian $\Delta_{\mathbb{T}^n}$ plus lower order terms. The result above says that $p$ is elliptic in $S^2(\mathbb{T}^n \times \mathbb{Z}^n)$, e.g. via $p(x, k)^{-1}$ for large $k$, which is not a sum of products of functions in $x$ and $k$ separately.
6. Outlook. The Boutet de Monvel theorem/conjecture is yet not fully proven, but it has important implications for differential operators on real-analytic manifolds. We expect that the results on Lie groups extend to compact homogeneous spaces, where the chosen metric is related to a bi-invariant metric on the group acting on it. Our hope is that an analogous conjecture can be made for manifolds with boundary, and, if true, that it reveals a path to studying real-analytic boundary value problems in Sobolev spaces of holomorphic functions.

7. Acknowledgements. The author wishes to thank the anonymous reviewer for pointing out a few mistakes in the original manuscript.
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