Appraisal of a Random Bit Generator Using Smartphone Sensors as Entropy Source
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Abstract—We aim to access entropy sources available within smartphones in order to construct and evaluate a random number generator which is competitive in comparison with existing and proven random number generators. A prototype utilizing the herein proposed algorithm shall generate data that can be tested against the Statistical Test Suit provided by NIST. Although our initial intention of using cosmic radiation failed, we were able to extract randomness from incoming video and audio sources. We found that it is possible to access these sources of entropy utilizing sensors from smartphones resulting in 15 out of 15 successfully passed tests within the Statistical Test Suit. We also found that incorrect methods of sensor data collection using our prototype eventually generates weak random numbers and fails NIST’s Statistical Test Suit. Finally, we suggest that in order to reach the initial goal of providing a smartphone-based true nondeterministic random number generator, the detection of muons should be researched.
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I. INTRODUCTION

“Die Quantenmechanik ist sehr achtunggebietend. Aber eine innere Stimme sagt mir, daß das noch nicht der wahre Jakob ist. Die Theorie liefert viel, aber dem Geheimnis des Alten bringt sie uns kaum näher. Jedenfalls bin ich überzeugt, daß der nicht würfelt.” Albert Einstein

Random numbers are the bread and butter of many cryptographic primitives, needed in such functions as cryptographic protocols, generating keys, as seeds, or generating big prime numbers only to name a few. Thus, the easy availability of TRNGs is a critical mission. Mission not only needs cryptographically strong algorithms, it also needs a strong source of randomness.

Albert Einstein’s Special Relativity Theories and later the General Relativity Theory have been proven many times since their proclamation. Interestingly, the muon proved time dilation and length contraction once again. The above shown untranslated German quote from Einstein was written in 1926 in a letter to German mathematician and physicist Max Born stating that ‘he’, thus God, does not play dice. Based on what we know about randomness today, it seems, Einstein was not right at all. For example, quantum mechanical properties within a single photon source are exploited in order to create a long sequence that has no repetition patterns and passes several statistical tests. [1]

A. Problem Statement

Utilizing quantum mechanics on a single photon source—a quantum random number generator (QRNG) is the choice if a true random number generator (TRNG) is needed. As bizarre and futuristic as this technology may sound, it is freely available and can be bought by businesses as well as the general public. However, the “Quantis USB Legacy” QRNG from IDQuantique currently costs around 1.200 EUR and has a volume of 215cm³, which might not fit in everyone’s pocket, as modern smartphones occupy around 80.2 to 113cm³ of space and are already in pockets of manifold people. Inspired by those facts, we tried to construct a random number generator (RNG) based on everyday carry-on items, hence smartphones. Sensors already available on smartphones can be used to access a strong entropy source. With smartphones being widely used, our RNG is not only highly available but also inexpensive. Moreover, it could function as a basis to ensure secure cryptographic algorithms as used in key management within communication, transaction, or encryption. [2, p.23]

B. Research Questions

With the underlying work during the author’s master’s thesis research [3], the aim of this paper shall as well answer the following questions:

• How can a random bit generator be constructed by using smartphone sensors as an entropy source based on existing approaches?
• How does the evaluation of the proposed algorithm compare to existing random bit generators?

C. Hypothesis

The usage of RNG’s can be found massively in ones everyday internet life. An example is the Hypertext Transfer
Protocol Secure (HTTPS), where the Transport Layer Security (TLS), and further the utilized Rivest Shamir Adleman (RSA), use new random numbers for every secure connection to a website.

In order to address this problem of having a secure and cheap RNG at hand, this work will try to create a prototype of a widely available random bit generator (RBG) that can be used to create a strong random bit sequence, that shall be considered immune against statistical attacks when tested against NIST Statistical Test Suite.

We developed a proof of concept application that utilizes one or more sensors available on common smartphones. We defined the application as successful if the resulting random bit sequences were immune against statistical attacks. Due to its attributes, we called this application Economic Random Bit Generator (ERBG).

D. Methodology

It is well known that there are many other RNGs available. Some of them also use smartphone sensors as their entropy source. Thus, we did a literature survey of the most similar and relevant RNGs first. Based on that, we developed a proof of concept that is not only limited to single picture frames or color channels but uses the entropy within a whole video file. Finally, the file output of our proposed ERBG was evaluated against the Statistical Test Suite from the National Institute of Standard and Technology in the United States of America (NIST) [4].

II. RELATED WORK

A. History & Definition of Randomness

The term 'random' itself appeared in the Middle Ages and was attributed to supernatural forces. [5] During the same period, objects such as dice or astragali (i.e., bones used as an oracle) were used to predict the future and prevent any advantages for participants in games. The quote of the Greek philosopher Leucippus in the 5th Century B.C. “Nothing happens at random; everything happens out of a reason and by necessity”, provides an insight into the ideologies during this epoch. [6] On the other hand, distinguished random phenomena about the probability that a calculus can give some information and random phenomena for which there was no possibility of prediction until the law behind was fully discovered. [7]

The term 'random' can be divided into two groups, formal and informal. [5] As an informal term 'random' is used to explain causes that are not fully explainable by known physical laws or by the general public for causes that are too complex at a first glance. The same term used in a formal matter, the definition states the sequence under analysis has maximum complexity or, in other words, a lack of patterns within the sequence. [5] Subsequently, it can be argued that a sequence is random when it cannot be predicted. Secondly, a random sequence contains a maximum of information. Thus, it cannot be compressed.

B. Random Number Generators

In cryptographic schemes, a randomly generated number is often required. The term RNG is often unanimously used with RBG since the binary output of RBGs is eventually transformed into other numerical systems thus effectively providing the functionality of a RNG.

There are two fundamental categories of RBGs, namely deterministic and non-deterministic. Using so-called seeds, deterministic random bit generators (DRBGs) use cryptographically secure algorithms to generate a sequence of random bits. This construction can also be referenced as a pseudo random bit generator (PRNG). On the other hand, there are non-deterministic random bit generators (NRBGs), also called TRNGs. The base for a NRNG is an unpredictable physical source that is not controllable by any human. Such an unpredictable source is commonly known as an entropy source. [8, p. 62]

An example for a PRNG is deployed within the Java Runtime Environment, namely java.random. This PRNG will deliver the same sequence of numbers given the same seed on each call. [3] A single photon source driven TRNG that utilizes quantum mechanics can be bought from ID Quantique [1]. This specific type of TRNG is due to its quantum mechanics features also called QRNG, which we had the chance to utilize in our research [3].

C. Relevant Existing Random Number Generators

In the following we list the most relevant RNGs which use entropy source in combination with modulo operations to generate random bits.

1) Proposed RNG by Zhang: Placing a human finger on the camera of a smartphone to create a TRNG was suggested by Zhang [9]. Utilizing the flashlight, the finger was illuminated in an unpredictable way. Applying the modulo two operation on the resulting data stream, the authors claim to have extracted ‘entropy enhanced true random bits’. It is argued that the Bayer Mosaic Pattern, which describes the placement of the red, blue and green color sensors, with the postprocessing demosaicing process, is harmful to randomness. [9]

2) Proposed RNG by Leschiutta: The motivation behind the RNG called ‘BlueRand’ was to send encrypted messages within arbitrary messaging services. The scheme behind BlueRand required the creation of a one-time pad. This was achieved by using the difference in the blue color channels of two independent pictures. The creator of BlueRand used ENT and RaBiGeTe to analyze the results. [10], [11]

3) Proposed RNG by Chen: This RNG fetched the coordinates (x,y) of video input. Then it set a threshold on which future values on a specific coordinate were dropped. Lastly, in correlation to the sampled audio the RNG applied a bitwise operation on the base rgb-color channels. The author stated that the RNG passed all tests provided in the NIST Statistical Test Suite. [12]

4) Proposed RNG by Krhovják: This specific RNG was based on the average entropy within test objects [13]. The authors used Nokia N73, E-Ten X500, and E-Ten M700 as
test objects. Four different methods were described: Processing raw values only, least significant color bit, color combination using XOR, and Flip-Flop bit extraction. The authors argued that the most robust method was the Flip-Flop bit extraction where the modulo operation, \( (\mod 2) \), was executed on each pixel. Eventually, the output of this method did not pass all tests of the NIST Statistical Test Suite.

### III. IMPLEMENTATION

#### A. ERBG Proof of Concept

As within the proposed algorithm in Section III-B, it can be seen that the main operation that is executed on every byte is \( (\mod 2) \). A similar technique can be found in other RNGs [9]–[11], [13] but focused on the color channel. In this implementation of a proof of concept; however, on each read byte, a \( (\mod 2) \) operation took place. As it turned out that the first approximately 3250 bits represented the same zero values, it led to the decision to cut the first 4000 bits, which includes an arbitrary set margin of 2.5%.

1) Development: The implementation of the ERBG prototype used the Model-View-Control pattern. `MainActivity` is called during the start of the application and buttons for collection of the different entropy sources are initialized. It is worth mentioning that the `Picture Mode`, as can be seen in Fig. 1(a), is not implemented but intended as a placeholder for further research on muons. The implementation using so-called `Fragments` allows users to go back and forth within the application without losing data. After an entropy source fetched raw data, the class `RandomService` was called to execute the proposed algorithm within Section III-B on the fetched raw data. Eventually, the `ResultFragment` showed parts of the collected data as well as very basic statistical information such as the ratio between zero and ones as well as the longest run on ones and zeros. In order to allow failure on execution, it was decided to write the output file in an incremental manner constantly onto the file system.

#### B. Proposed Algorithm

With respect to other research using the modulo operation within their own dedicated algorithms on color channels, we implemented within our experiment a rather simple but effective approach we want to propose below.

For each 8-bit byte block \( b \) within an array of \( n \) bytes data stream, after the byte block threshold count \( tc \) is reached within that specific data stream array of \( n \) bytes, the following operation \( E \) is executed for \( b \). Where \( m \) is the position of created random bit sequence.

\[
E_m(b_n) = (\mod 2) \left( b_n \right)
\] (1)

This can also be depicted as a flowchart as shown within Fig. 2.

#### C. Test Parameters

During our research, we found it difficult to get an inside into the parameters used within the NIST Statistical Test Suite. In one occurrence, we were able to find a major execution error that resulted in crashes of the NIST Statistical Test Suite. [3] For transparency and reproducibility, the following Table I states our test parameters.

| Parameter                                      | Value       |
|------------------------------------------------|-------------|
| Length of a bitstream                          | \( 1 \times 10^6 \) |
| Amount of bitstreams                           | 100         |
| Applied statistical tests                      | 1 - 15      |
| Input file format                              | ASCII       |
| Block Frequency Test - block length(M)         | 128         |
| NonOverlapping Template Test - block length(m) | 9           |
| Overlapping Template Test - block length(m)    | 9           |
| Approximate Entropy Test - block length(m)     | 10          |
| Serial Test - block length(m)                  | 16          |
| Linear Complexity Test - block length(M)       | 500         |

### IV. EVALUATION & RESULTS

#### A. Test Setup, Environment & Methods

During our experiment, three test devices consisting out of two models were used. The Xiaomi Mi A1 as well as the LG Nexus 5X both run on stock Android which basically means the operating system Android was not modified by the manufacturer. More hardware specifications can be found within Table II.

#### TABLE I

| Parameter                                      | Value       |
|------------------------------------------------|-------------|
| Length of a bitstream                          | \( 1 \times 10^6 \) |
| Amount of bitstreams                           | 100         |
| Applied statistical tests                      | 1 - 15      |
| Input file format                              | ASCII       |

#### TABLE II

| Type/Detail                                      | Xiaomi Mi A1 | LG Nexus 5X |
|--------------------------------------------------|--------------|-------------|
| Image Sensor Type                                | PureCel      | CMOS BSI    |
| Image Sensor Manufacturer                        | OmniVision   | Sony        |
| Image Sensor Model                               | OV12A10      | IMX377      |
| Secondary Camera / Front Camera                  |              |             |
| Image Sensor Type                                | CMOS BSI     | CMOS BSI 2  |
| Image Sensor Manufacturer                        | Samsung      | OmniVision  |
| Image Sensor Model                               | S5K5E8       | OV5693      |

During the experiment and ongoing evaluation of results, we found that similar scenarios generated passing and failing random bit sequences when tested with the NIST Statistical Test Suite. This led to the construction of an apparatus from cardboard that was able to hold two devices at the same time and let the operator trigger both devices at almost the same time. The apparatus consisted of a hole on the back for each smartphone to give a clear view for the lens. The front holes were made to allow the operator with spread fingers to trigger the devices at the very same second. The limitations of such an apparatus are that it cannot guarantee to trigger each phone at the very same millisecond. Another limitation is the parallax caused by placing each phone sideways next to each other. In
conclusion, we assume this setup to be sufficient enough to draw information from as the apparatus enabled the devices to experience the same movements, acceleration, and almost the same perspective with respect to the mentioned parallax.

Under the usage of the aforementioned apparatus, we found two distinctive methods of how randomness can be sampled from the surroundings utilizing our ERBG prototype. First, during the collection process, a person has a lot of movement. For instance, one is spinning around their own axis within a forest. We call such a collection method *Fast Forest Circle Spin* (FFCS). Secondly, if someone does not move at all or moves at a very slow pace in almost the same direction, we call this method *Slow Meadow Linear Translation* (SMLT). A sample of the FFCS method can be seen within Figures 4(a) - 4(b), whereas the SMLT method is visualized within Figures 4(c) - 4(d).

**B. Results**

Results have shown that random bit sequences extracted and produced by our ERBG prototype using the FFCS include a humongous amount of motion blur and pass 15 out of 15 tests provided within the NIST Statistical Test Suite as can be seen within Table III. Hence, the generated sequence of random bits can be considered to have good random properties. In contrast, if SMLT is used during collection, the tests fail as can be seen within Tables IV - V. Notice that failed tests are marked by the NIST Statistical Test Suite with an asterisk "*". According to specifications within the NIST Statistical Test Suite at least 96 out of 100 bit-streams need to have a P-value between 0.01 to 0.99 to be considered unanimous but random enough. With respect to the pass rate, an exception of the random excursion...
and random excursion variant exists as at least 59 out of 62 bit-streams need to pass.

1) Extracted Randomness from Audio: 3 hours and 32 minutes needed to pass in order to capture a sequence of $10^8$ random bits from the microphone input. Moreover, one test did not pass the NIST Statistical Test Suite. The results were consistent throughout different devices. Excluding the downside of long duration and a single failed test, this method seems promising but needs further research. Eventually, we did not pursue this method further within our work.

2) ERBG - Fast Forest Circle Spin: The collection processes with our ERBG prototype took 2:50 minutes, during which the operator rotated fast around their own axis. That action gave the captured video a high amount of motion blur, as can be seen in Fig. 4(a). It is worth mentioning that due to human limitations the operator cannot spin arbitrarily long which results in momentary parts of the capturing process being without the fast movements, as Fig. 4(b) clearly shows. In the end, this specific test method passes all 15 tests of the NIST Statistical Test Suite.

3) ERBG - Slow Meadow Linear Translation: Collected data using our ERBG prototype and the SMLT method show several failures within the results from the NIST Statistical Test Suite. As with all experiment runs, the aforementioned apparatus was also used in this experiment run. Eventually, the results as seen within Table IV - V were collected at the same time. After analyzing the captured video stream, the view seems steady and the color seldom changes. As for the strong negative results from the NIST Statistical Test Suite, and the clear indication in relation to color/picture/scenery changes, we decided against a comparison of the color histogram. Interestingly, the random sequence collected with LG Nexus 5X as shown in Table V failed 73.33% of all tests whereas the random sequence collected with Xiaomi Mi A1 fail in only 33.33%.

### Table III
| P-VALUE | PROPORTION | STATISTICAL TEST | PASS |
|---------|------------|------------------|------|
| 0.319084 | 97/100 | Frequency | YES |
| 0.514124 | 96/100 | BlockFrequency | YES |
| 0.401199 | 97/100 | CumulativeSums | YES |
| 0.040108 | 99/100 | Runs | YES |
| 0.115387 | 99/100 | LongestRun | YES |
| 0.494392 | 100/100 | Rank | YES |
| 0.455937 | 100/100 | FFT | YES |
| 0.035174 | 99/100 | NonOverlappingTemplate | YES |
| 0.040108 | 99/100 | OverlappingTemplate | YES |
| 0.366918 | 99/100 | Universal | YES |
| 0.181557 | 99/100 | ApproximateEntropy | YES |
| 0.025193 | 59/59 | RandomExcursions | YES |
| 0.071177 | 58/59 | RandomExcursionsVariant | YES |
| 0.455937 | 100/100 | Serial | YES |
| 0.534146 | 98/100 | Serial | YES |
| 0.137282 | 99/100 | LinearComplexity | YES |

### Table IV
| P-VALUE | PROPORTION | STATISTICAL TEST | PASS |
|---------|------------|------------------|------|
| 0* | 97/100 | Frequency | NO |
| 0.000009* | 97/100 | BlockFrequency | NO |
| 0* | 96/100 | CumulativeSums | NO |
| 0* | 96/100 | CumulativeSums | NO |
| 0.55442 | 100/100 | Runs | YES |
| 0.719747 | 99/100 | LongestRun | YES |
| 0.145326 | 98/100 | Rank | YES |
| 0.137282 | 100/100 | FFT | YES |
| 0.191687 | 95/100* | NonOverlappingTemplate | NO |
| 0.883171 | 98/100 | OverlappingTemplate | YES |
| 0.955835 | 99/100 | Universal | YES |
| 0.366918 | 97/100 | ApproximateEntropy | YES |
| 0.227773 | 42/43 | RandomExcursions | YES |
| 0.113706 | 42/43 | RandomExcursionsVariant | YES |
| 0.051942 | 99/100 | Serial | YES |
| 0.455937 | 100/100 | Serial | YES |
| 0.12962 | 99/100 | LinearComplexity | YES |
To summarize, the extraction of randomness out of audio sources failed due to the lengthy gathering time and a failed NIST Statistical Test Suite test. The extraction using the FFCS method was a success; however, the SMLT method showed that under certain circumstances the randomness extraction may fail.

### Table V.

NIST Statistical Test Suite results for random bit sequence with our ERBG prototype using the “Slow Meadow Linear Translation” method.

| P-VALUE | PROPORTION | STATISTICAL TEST | PASS |
|---------|-------------|------------------|------|
| 0*      | 3/100*      | Frequency        | NO   |
| 0*      | 0/100*      | BlockFrequency   | NO   |
| 0*      | 0/100*      | CumulativeSums   | NO   |
| 0*      | 0/100*      | CumulativeSums   | NO   |
| 0*      | 1/100*      | Runs             | NO   |
| 0*      | 67/100*     | LongestRun       | NO   |
| 0.280667| 100/100*    | Rank             | YES  |
| 0.867692| 97/100*     | FIT              | YES  |
| 0*      | 2/100*      | NonOverlappingTemplate | NO |
| 0*      | 20/100*     | OverlappingTemplate | NO |
| 0*      | 57/100*     | Universal        | NO   |
| 0*      | 17/100*     | ApproximateEntropy | NO |
|         |             | RandomExcursions | NO   |
| 0*      | 55/100*     | Serial           | NO   |
| 0.657933| 96/100*     | Serial           | YES  |
| 0.171867| 100/100*    | LinearComplexity | YES  |

### V. Conclusion and Outlook

Randomness has fascinated human beings at least since the Middle Ages [5]. Nowadays, we do not draw the future from randomness but rather protect our future using randomness. Harnessing the potential of randomness is essential to certain cryptographic strategies to safeguard crucial private and business information from undesired parties. Randomness is defined as the lack of patterns and predictability. With that definition and a deeper understanding of patterns, it became more and more difficult to create a strong RNG. We conclude that, given the complex topic with our intentionally simple approach, our proposed ERBG indicates sufficiently strong randomness when tested against the NIST Statistical Test Suite.

#### A. Future Work and Limitations

However, our work also has its limitations, as incorrect usage can undermine the quality of collected random bit sequences significantly. We also found that certain devices had weak random bit sequences and were not linked to any video configuration like frame-rate, codec, codec-profile, resolution, or stabilization provided by the operating system, nor the image sensor type. Such behavior did not occur with the audio collection of randomness.

We have shown a clear indication that the ERBG prototype has potential for further research. We also think it is worth revisiting the cosmic ray experiment, which failed due to organizational errors during execution [3]. With more focused knowledge, existing successful research projects [15]–[17], the implementation of a cosmic ray, muon powered entropy source, and feedback from this work, research on the ERBG will be continued.
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