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Abstract
The goal of this survey is to discuss the Quantitative non-Divergence estimate on the
space of lattices and present a selection of its applications. The topics covered include
extremal manifolds, Khintchine-Groshev type theorems, rational points lying close to
manifolds and badly approximable points on manifolds. The main emphasis is on the
role of the Quantitative non-Divergence estimate in the aforementioned topics within the
theory of Diophantine approximation, and therefore this paper should not be regarded as
a comprehensive overview of the area.

1 Quantitative non-Divergence estimate and its origins

1.1 Background
The main purpose of this survey is to discuss a particular strand of fruitful interactions
between Diophantine approximation and the methods of Homogeneous Dynamics. The
focus will be on the technique/estimate developed in [KM98] by Margulis and the second
named author which is commonly known by the name of Quantitative non-Divergence
(abbr. QnD). Before considering any quantitative aspects of the theory, it will be useful
to explain the meaning of ‘non-divergence’ of sequences and maps in the space

$$X_k := \text{SL}_k(\mathbb{R})/\text{SL}_k(\mathbb{Z})$$

of real unimodular lattices. As is well known, the quotient topology induced from
SL_k(\mathbb{R}) makes this space non-compact. Naturally, a non-divergent sequence in X_k is
then defined by requiring that it keeps returning into some compact set. To give this
narrative description more rigour it is convenient to use Mahler’s compactness theorem
and the function

$$\delta : X_k \to \mathbb{R}_+$$

which assigns the length of the shortest non-zero vector to a given lattice. Thus,

$$\delta(\Lambda) := \inf \left\{ \|v\| : v \in \Lambda \setminus \{0\} \right\} \quad \text{for every} \quad \Lambda \in X_k.$$
Mahler’s Compactness Theorem [Mah46] states that a subset \( S \) of \( X_k \) is relatively compact if and only if there exists \( \varepsilon > 0 \) such that \( \delta(\Lambda) \geq \varepsilon \) for all \( \Lambda \in S \). Thus, a sequence of lattices is non-divergent if and only if for a suitably chosen \( \varepsilon > 0 \) the sequence contains infinitely many elements in the (compact) set

\[
K_\varepsilon := \{ \Lambda \in X_k : \delta(\Lambda) \geq \varepsilon \}.
\]

The choice of the norm \( \| \cdot \| \) does not affect Mahler’s theorem. For simplicity we shall stick to the supremum norm: \( \|v\| = \max_{1 \leq i \leq k} |v_i| \) for \( v = (v_1, \ldots, v_k) \).

Similarly, given a continuous map

\[
\phi \colon [0, +\infty) \to X_k,
\]

we will say that \( \phi(x) \) is non-divergent (as \( x \to +\infty \)) if there exists \( \varepsilon > 0 \) such that \( \phi(x) \in K_\varepsilon \) for arbitrarily large \( x \).

The development of the QnD estimate in [KM98] was preceded by several important non-quantitative results instigated by Margulis [Mar71] regarding the orbits of one-parameter unipotent flows. The main result of [Mar71] verifies that if \( \{u_x\}_{x \in \mathbb{R}} \) is a one-parameter subgroup of \( \text{SL}_k(\mathbb{R}) \) consisting of unipotent matrices, then \( \phi(x) = u_x \Lambda \) is non-divergent for any \( \Lambda \in X_k \). Several years later Dani [Dan79] strengthened Margulis’ result by showing that such orbits return into a suitably chosen compact set with positive frequency. To be more precise, Dani proved that there are \( 0 < \varepsilon, \eta < 1 \) such that for any interval \( [0, t] \subset [0, +\infty) \) one has that

\[
\lambda\{x \in [0, t] : \phi(x) \notin K_\varepsilon \} < \eta t,
\]

where \( \lambda \) stands for Lebesgue measure on \( \mathbb{R} \). Subsequently Dani [Dan86] improved his result by showing that under a mild additional constraint on \( \{u_x\}_{x \in \mathbb{R}} \) the parameter \( \eta > 0 \) in (1.2) can be made arbitrarily small, in which case, of course, \( \varepsilon \) has to be chosen appropriately small. Later Shah [Sha94] generalised Dani’s result to polynomial maps \( \phi \) that are not necessarily orbits of some subgroups of \( \text{SL}_k(\mathbb{R}) \). It has to be noted that the non-divergence theorem of Margulis was used as an ingredient in his proof of arithmeticity of non-uniform lattices in semisimple Lie groups of higher rank [Mar75], and that subsequent qualitative non-divergence estimates, in particular, Dani’s result in [Dan86], were an important part of various significant developments of the time such as Ratner’s celebrated theorems [Rat94]. The essence of the Quantitative non-Divergence estimate obtained in [KM98] is basically an explicit dependence of \( \eta \) on \( \varepsilon \) in (1.2). More to the point, it is applicable to a very general class of maps \( \phi \) of several variables that do not have to be polynomial, let alone the orbits of unipotent subgroups. In the next subsection we give the precise formulation of the QnD estimate.

### 1.2 The Quantitative non-Divergence estimate

First we recall some notation and definitions. Given a ball \( B = B(x_0, r) \subset \mathbb{R}^d \) centered at \( x_0 \) of radius \( r \) and \( \varepsilon > 0 \), by \( cB \) we will denote the ball \( B(x_0, cr) \). Throughout, \( \lambda_d \) will denote Lebesgue measure on \( \mathbb{R}^d \). Given an open subset \( U \subset \mathbb{R}^d \) and real numbers
A function \( f : U \to \mathbb{R} \) is called \((C, \alpha)\)-good on \( U \) if for any ball \( B \subset U \) for any \( \varepsilon > 0 \)

\[
\lambda_d \left( \left\{ x \in B : |f(x)| < \varepsilon \right\} \right) \leq C \left( \frac{\varepsilon}{\sup_{x \in B} |f(x)|} \right)^\alpha \lambda_d(B).
\]

Finally, given \( v_1, \ldots, v_r \in \mathbb{R}^k \), the number \( \| v_1 \wedge \ldots \wedge v_r \| \) will denote the supremum norm of the exterior product \( v_1 \wedge \ldots \wedge v_r \) with respect to the standard basis of \( \bigwedge^r (\mathbb{R}^k) \).

Theorem 1 (Quantitative non-Divergence estimate [KM98, Theorem 5.2]).

Let \( k, d \in \mathbb{N} \), \( C, \alpha > 0 \), \( 0 < \rho \leq 1/k \), a ball \( B \) in \( \mathbb{R}^d \) and a function \( h : 3^k B \to \text{GL}_k(\mathbb{R}) \) be given. Assume that for any linearly independent collection of integer vectors \( a_1, \ldots, a_r \in \mathbb{Z}^k \)

(i) the function \( x \mapsto \| h(x) a_1 \wedge \ldots \wedge h(x) a_r \| \) is \((C, \alpha)\)-good on \( 3^k B \),

(ii) \( \sup_{x \in B} \| h(x) a_1 \wedge \ldots \wedge h(x) a_r \| \geq \rho \).

Then for any \( \varepsilon > 0 \)

\[
\lambda_d \left( \left\{ x \in B : \delta \left( h(x) \mathbb{Z}^k \right) < \varepsilon \right\} \right) \leq k C (3^d N_d)^k \left( \frac{\varepsilon}{\rho} \right)^\alpha \lambda_d(B),
\]

where \( N_d \) is the Besicovitch constant.

We note that in [Kle08] the second-named author established a version of the QnD estimate where the norm \( \| \cdot \| \) is made to be Euclidean, not supremum. This made it possible to remove the condition \( \rho < 1/k \) and at the same time replace condition (ii) above by a weaker condition

(iii) \( \sup_{x \in B} \| h(x) a_1 \wedge \ldots \wedge h(x) a_r \| \geq \rho^r \).

The latter has been especially useful for studying Diophantine approximation on affine subspaces. See [Kle10a] for a detailed exposition of the proof of the refined version of Theorem 1 established in [Kle08].

Estimate (1.3) is amazingly general. However, in many applications analysing conditions (i) and (ii)/(iii) represents a substantial, often challenging, task. However, in the case when \( h \) is analytic, that is every entry of \( h \) is a real analytic function of several variables, condition (i) always holds for some \( C \) and \( \alpha \), see [KM98] for details. For the rest of this survey we shall mainly discuss developments in the theory of Diophantine approximation where the QnD estimate played an important, if not crucial, role. Naturally, we begin with the application of the QnD estimate that motivated its discovery.

---

1In Diophantine approximation, if \( v_1, \ldots, v_r \) is a basis of \( \mathbb{Z}^k \cap V \), where \( V = \text{Span}_\mathbb{R}(v_1, \ldots, v_r) \), the Euclidean norm of \( v_1 \wedge \ldots \wedge v_r \) is known as the height of the linear rational subspace \( V \) of \( \mathbb{R}^k \), see [Sch91].
2 The Baker-Sprindžuk conjecture and extremality

In this section we explain the role of QnD in establishing the Baker-Sprindžuk conjecture – a combination of two prominent problems in the theory of Diophantine approximation on manifolds, one due to A. Baker [Bak75] and the other due to V. G. Sprindžuk [Spr80]. The Baker-Sprindžuk conjecture is not merely a combination of two disjoint problems. Indeed, the origin of both problems lies in a single conjecture of Mahler [Mah32] – an important problem in the theory of transcendence posed in 1932 and proved by Sprindžuk in 1964 [Spr69]. Mahler’s conjecture/Sprinzük’s theorem states that for any \( n \in \mathbb{N} \) and any \( \varepsilon > 0 \) for almost every real number \( x \) the inequality

\[
|p + q_1x + q_2x^2 + \cdots + q_nx^n| < \|q\|^{-n(1+\varepsilon)}
\]  

has only finitely many solutions \((p, q) \in \mathbb{Z} \times \mathbb{Z}^n\), where \( q = (q_1, \ldots, q_n) \) and, as before, \( \|q\| = \max_{1 \leq i \leq n} |q_i| \). Note that, by Dirichlet’s theorem or Minkowski’s theorem for systems of linear forms, if \( \varepsilon \leq 0 \) then (2.1) has infinitely many integer solutions \((p, q)\) for any \( x \in \mathbb{R} \). The condition \( \varepsilon > 0 \) in Mahler’s conjecture is therefore sharp. It does not mean however that one cannot improve upon it! The improvements may come about when one replaces the right hand side of (2.1) with a different function of \( q \). One such improvement was conjectured by Baker [Bak75] who proposed that the statement of Mahler’s conjecture had to be true if the right hand side of (2.1) was replaced by

\[
\Pi_+(q)^{-(1+\varepsilon)}, \quad \text{where } \Pi_+(q) := \prod_{i=1 \atop q_i \neq 0}^n |q_i|.
\]

Clearly this leads to a stronger statement than Mahler’s conjecture since

\[
\Pi_+(q) \leq \|q\|^n.
\]  

The essence of replacement of \( \|q\|^n \) with \( \Pi_+(q) \) is to make the error of approximation depend on the size of each coordinate of \( q \) rather than on their maximum.

In another direction Sprindžuk [Spr80] proposed a generalisation of Mahler’s conjecture by replacing the powers of \( x \) in (2.1) with arbitrary analytic functions of real variables which together with 1 are linearly independent over \( \mathbb{R} \). The two conjectures (of Baker and Sprindžuk) can be merged in an obvious way to give what is known by the name of the Baker-Sprindžuk conjecture:

**The Baker-Sprindžuk Conjecture:** Let \( f_1, \ldots, f_n : U \to \mathbb{R} \) be real analytic functions defined on a connected open set \( U \subset \mathbb{R}^d \). Suppose that \( 1, f_1, \ldots, f_n \) are linearly independent over \( \mathbb{R} \). Then for any \( \varepsilon > 0 \) and for almost every \( x \in U \) the inequality

\[
|p + q_1f_1(x) + \cdots + q_nf_n(x)| < \Pi_+(q)^{-1-\varepsilon}
\]

has only finitely many solutions \((p, q) \in \mathbb{Z} \times \mathbb{Z}^n\).

At the time these conjectures were posed each seemed intractable and for a long while only limited partial results were known. Indeed, both conjectures remained open
for $n \geq 4$ almost until the turn of the millennium when they were solved in [KM98] as an elegant application of the Quantitative non-Divergence estimate (Theorem 1). The ultimate solution applies to the wider class of non-degenerate maps (defined below) that are not necessarily analytic.

Non-degeneracy. Let $f = (f_1, \ldots, f_n) : U \to \mathbb{R}^n$ be a map defined on an open subset $U$ of $\mathbb{R}^d$. Given a point $x_0 \in U$, we say that $f$ is $\ell$-non-degenerate at $x_0$ if $f$ is $\ell$ times continuously differentiable on some sufficiently small ball centered at $x_0$ and the partial derivatives of $f$ at $x_0$ of orders up to $\ell$ span $\mathbb{R}^n$. The map $f$ is called non-degenerate at $x_0$ if it is $\ell$-non-degenerate at $x_0$ for some $\ell \in \mathbb{N}$; $f$ is called non-degenerate almost everywhere (in $U$) if it is non-degenerate at almost every $x_0 \in U$ with respect to Lebesgue measure. The non-degeneracy of differentiable submanifolds of $\mathbb{R}^n$ is defined via their parameterisation(s). Note that a real analytic map $f$ defined on a connected open set is non-degenerate almost everywhere if and only if $1, f_1, \ldots, f_n$ are linearly independent over $\mathbb{R}$.

With the definition of non-degeneracy in place we are now ready to state the following flagship result of [KM98] that solved the Baker-Sprindžuk conjecture in full generality not only in the analytic case, but also for arbitrary non-degenerate maps.

**Theorem 2** (Theorem A in [KM98]). Let $f = (f_1, \ldots, f_n)$ be a map defined on an open subset $U$ of $\mathbb{R}^d$ which is non-degenerate almost everywhere. Then for any $\varepsilon > 0$, for almost every $x \in U$ the inequality

$$|p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \Pi_+ (q)^{-1 - \varepsilon}$$

has only finitely many solutions $(p, q) \in \mathbb{Z} \times \mathbb{Z}^n$.

It is worth making further comments on the terminology used around the Baker-Sprindžuk conjecture. The point $y \in \mathbb{R}^n$ is called very well approximable (VWA) if for some $\varepsilon > 0$ the inequality

$$|p + q_1 y_1 + \cdots + q_n y_n| < \|q\|^{-n(1 + \varepsilon)}$$

has infinitely many solutions $(p, q) \in \mathbb{Z}^{n+1}$. The point $y$ that is not VWA is often referred to as extremal. The point $y \in \mathbb{R}^n$ is called very well multiplicatively approximable (VWMA) if for some $\varepsilon > 0$ the inequality

$$|p + q_1 y_1 + \cdots + q_n y_n| < \Pi_+ (q)^{-1 - \varepsilon}$$

has infinitely many solutions $(p, q) \in \mathbb{Z}^{n+1}$. The point $y$ that is not VWMA is often referred to as strongly extremal. As one would expect from a well set terminology we have that

$$y \text{ is strongly extremal} \implies y \text{ is extremal}.$$

This is due to (2.2).

Similarly, if $\mu$ is a measure on $\mathbb{R}^n$, one says that $\mu$ is extremal or strongly extremal if so is $\mu$-a.e. point of $\mathbb{R}^n$. The same goes for subsets of $\mathbb{R}^n$ carrying naturally defined measures. For example, the notion of ‘almost all’ for points lying on a differentiable
submanifold in $\mathbb{R}^n$ can be defined in several equivalent ways. Perhaps the simplest is to fix a parameterisation $f : U \to \mathbb{R}^n$ (possibly restricting $\mathcal{M}$ to a local coordinate chart) and consider the pushforward $f^* \lambda_d$ of Lebesgue measure on $\mathbb{R}^d$. Then a subset $S$ of $f(U)$ is null if and only if $\lambda_d(f^{-1}(S)) = 0$. Now Theorem 2 can be rephrased as follows: *almost every point of any non-degenerate submanifold $\mathcal{M}$ of $\mathbb{R}^n$ is strongly extremal*, or alternatively any non-degenerate submanifold $\mathcal{M}$ of $\mathbb{R}^n$ is strongly extremal.

**Sketch of the proof of Theorem 2** (for full details see [KM98]). Define the following $(n+1) \times (n+1)$ matrix

$$u_{f(x)} = \begin{pmatrix} 1 & f(x) \\ 0 & I_n \end{pmatrix} \tag{2.6}$$

and for $t = (t_1, \ldots, t_n) \in \mathbb{Z}_{\geq 0}^n$ define the following $(n+1) \times (n+1)$ diagonal matrix

$$g_t = \begin{pmatrix} e^t \\ e^{-t_1} \\ \vdots \\ e^{-t_n} \end{pmatrix}, \quad \text{where } t = t_1 + \cdots + t_n.$$ 

Given a solution $(p, q) \in \mathbb{Z}^{n+1}$ to (2.3), one defines $r = \Pi_+(q)^{-\varepsilon/(n+1)}$ and the smallest non-negative integers $t_i$ such that

$$e^{-t_i} \max\{1, |q_i|\} \leq r.$$ 

Observe that $e^{t_i} < r^{-1} e \max\{1, |q_i|\}$. Then, by (2.3),

$$e^t|p + q_1f_1(x) + \cdots + q_nf_n(x)| < (e^n r^{-n} \Pi_+(q)) \Pi_+(q)^{-1-\varepsilon} = e^n r.$$ 

Also, an elementary computation shows that $r < e^{-t_i} e^{n \gamma}$ with $\gamma = \varepsilon/(n + 1 + n \varepsilon)$. As a result we have that

$$\delta(\delta(g_t u_{f(x)} \mathbb{Z}^{n+1}) < e^n r < e^{n(1+\gamma)} e^{-t_i}. \tag{2.7}$$

Clearly, if for some $x \in U$ (2.3) holds for infinitely many $q$, then (2.7) holds for infinitely many $t \in \mathbb{Z}_{\geq 0}^n$. Then the obvious line of proof of Theorem 2 is to demonstrate that the sum of measures

$$\sum_t \lambda_d\{x \in B : \delta(g_t u_{f(x)} \mathbb{Z}^{n+1}) < e^{n(1+\gamma)} e^{-t_i}\}$$

converges, where $B$ is a sufficiently small ball centred at an arbitrary point $x_0 \in U$ such that $f$ is non-degenerate at $x_0$. Indeed, the non-degeneracy condition placed on $f$ justifies the restriction of $x$ to $B$ while the Borel-Cantelli Lemma from probability theory ensures that for almost all $x$ (2.7) holds only finitely often subject to the convergence of the above series.

---

2Here we say that $\mathcal{M}$ is non-degenerate if $f$ is non-degenerate at $\lambda_d$-almost every point of $U$. 

6
Remaining steps:

- Take \( h(x) = g_t u_f(x) \);
- Verify conditions (i) and (ii) of Theorem 1 for suitably chosen balls \( B \);
- Conclude that
  \[
  \lambda_d(\{ x \in B : \delta(g_t u_f(x) \Z^{n+1}) < e^{n(1+\gamma)e^{-\gamma t}} \}) \leq \text{Const} \cdot e^{-\gamma \alpha t};
  \]
- Observe that for each \( t \) there are no more than \( t^n - 1 \) integer \( n \)-tuples \( t \) such that \( t_1 + \cdots + t_n = t \) and that
  \[
  \sum_{t=0}^{\infty} t^{n-1} e^{-\gamma \alpha t} < \infty
  \]
thus completing the proof.

It should be noted that the above sketch of proof is missing the details of verifying conditions (i) and (ii) of Theorem 1. In particular, this requires explicit calculations of actions of \( h \) on discrete subgroups of \( \Z^{n+1} \) and understanding why certain maps are \((C, \alpha)\)-good. Details can be found in [KM98].

2.1 Further remarks

The ideas of [KM98] have been taken to a whole new level in [KLM04] by identifying a large class of so-called friendly measures that are strongly extremal. Examples include measures supported on a large class of fractal sets (the Cantor ternary set, the Sierpinski gasket, the attractors of certain IFSs (Iterated Function Systems), etc) and their pushforwards by non-degenerate maps. See also the recent work of Das, Fishman, Simmons and Urbański [DFSU18, DFSU20], where they introduced an even larger class of weakly quasi-decaying measures to which the QnD method applies.

Theorem 2 was generalised in [Kle03] to affine subspaces of \( \R^n \) (lines, hyperplanes, etc) that satisfy a natural Diophantine condition, as well as to submanifolds of such affine subspaces. Affine subspaces and their submanifolds represent a very natural (if not the only natural) example of degenerate submanifolds of \( \R^n \). One striking consequence of [Kle03] is the following criterion for analytic submanifolds: an analytic submanifold \( M \) of \( \R^n \) is (strongly) extremal if and only if the smallest affine subspace of \( \R^n \) that contains \( M \) is (strongly) extremal. See also [Kle08] and [Kle10b] for an extension of this ‘inheritance’ principle to arbitrary (possibly non-extremal) affine subspaces of \( \R^n \). Other natural generalisations of Theorem 2 include Diophantine approximation on complex analytic manifolds [Kle04], Diophantine approximation in positive characteristics [Gho07], and in \( \Q_p \) (\( p \)-adic numbers) and more generally Diophantine approximation on submanifolds in the product of several real and \( p \)-adic spaces [KT07].

The Baker-Sprindžuk conjecture deals with small values of one linear form of integer variables. This is a special case of the more general framework of systems of several linear forms in which the notions of extremal and strongly extremal matrices are readily
available. Given an \( n \times m \) matrix \( X \) with real entries, one says that \( X \) is extremal (not VWA) if and only if for any \( \varepsilon > 0 \)

\[
\|qX - p\|^m < \|q\|^{-n(1+\varepsilon)}
\]  

(2.8)

holds for at most finitely many \((p, q) \in \mathbb{Z}^m \times \mathbb{Z}^n\). The choice of the norm \( \| \cdot \| \) does not affect the notion, but again for simplicity we choose the supremum norm: \( \|q\| = \max_{1 \leq i \leq n} |q_i| \) for \( q = (q_1, \ldots, q_n) \). Similarly, one says that \( X \) is strongly extremal (not VWMA) if and only if for any \( \varepsilon > 0 \)

\[
\Pi(qX - p) < \Pi_+(q)^{-(1+\varepsilon)}
\]  

(2.9)

holds for at most finitely many \((p, q) \in \mathbb{Z}^m \times \mathbb{Z}^n\). Here \( \Pi(y) = \prod_{j=1}^{m} |y_j| \) for \( y = (y_1, \ldots, y_m) \) and, as before, \( \Pi_+(q) = \prod_{i=1}^{n} q_i \neq 0 |q_i| \) for \( q = (q_1, \ldots, q_n) \).

The QnD estimate can be applied to establish (strong) extremality of submanifolds of the space of matrices; however, conditions (i) and (ii) of Theorem 1 are more difficult to translate into a ‘natural’ and ‘practically checkable’ definition of non-degeneracy. Indeed, identifying natural generalisations of the notion of non-degeneracy for matrices has been an active area of recent research, see [KMW10, BKM15]. In the case of analytic submanifolds of the space of matrices the goal has been attained in [ABRS18], with the notion of ‘constraining pencils’ in the space of matrices replacing affine hyperplanes of \( \mathbb{R}^n \). See also [DS19] for a solution to the matrix version of Baker’s Conjecture proposed by the second-named author in [Kle10b].

3 Khintchine-Groshev type results

The theory of extremality discussed in the previous section deals with Diophantine inequalities with the right hand side written as the function

\[
\psi_\varepsilon(h) = h^{-1-\varepsilon}
\]  

(3.1)

of either \( \Pi_+(q) \) or \( \|q\|^n \), see (2.8) and (2.9). Of course, there are other choices for the ‘height’ function of \( q \). For instance, in the case of the so-called weighted Diophantine approximation one uses the quasi-norm defined by

\[
\|q\|_r = \max_{1 \leq i \leq n} |q_i|^{1/r_i}
\]  

(3.2)

where \( r = (r_1, \ldots, r_n) \in \mathbb{R}_{\geq 0}^n \) is an \( n \)-tuple of ‘weights’ that satisfy the condition

\[
r_1 + \cdots + r_n = 1.
\]  

(3.3)

It this section we discuss the refinement of the theory of extremality that involves replacing the specific function \( \psi_\varepsilon \) given by (3.1) with an arbitrary (monotonic) function \( \psi \), akin to classical results of Khintchine [Khi24, Khi26]. Below we state Khintchine’s theorem in the one-dimensional case. Given a function \( \psi : \mathbb{N} \to \mathbb{R}_+ \), let

\[
\mathcal{A}(\psi) := \{x \in [0, 1]: |qx - p| < \psi(q) \text{ for infinitely many } (p, q) \in \mathbb{Z} \times \mathbb{N}\}.
\]
Theorem 3 (Khintchine’s theorem).

\[ \lambda_1(\mathcal{A}(\psi)) = \begin{cases} 0 & \text{if } \sum_{h=1}^{\infty} \psi(h) < \infty, \\ 1 & \text{if } \sum_{h=1}^{\infty} \psi(h) = \infty \text{ and } \psi \text{ is non-increasing.} \end{cases} \]

This beautiful finding has been generalised in many ways, and the theory for independent variables is now in a very advanced state, see for instance [BBDV09] and [BV10]. The generalisation of Khintchine’s theorem to systems of linear forms was first established by Groshev [Gro38]. In the modern days theory, various generalisations of Khintchine’s theorem to Diophantine approximation on manifolds are often called Khintchine type or Groshev type or Khintchine-Groshev type results. We will not define precise meaning of these words as there is some inconsistency in their use across the literature, although some good effort to harmonise the terminology was made in the monograph [BD99].

It has to be noted that the convergence case of Theorem 3 is a relatively simple consequence of the Borel-Cantelli Lemma. In the case of Diophantine approximation on manifolds this is no longer the case and establishing convergence Khintchine-Groshev type results for manifolds leads to a major challenge. Indeed, this was the case even in the special case associated with extremality. In this section we shall describe the role played by the QnD estimate in addressing this major challenge, namely in establishing convergence Khintchine-Groshev type refinements of Theorem 2 that were proved in [BKM01]. The key result of [BKM01] reads as follows.

**Theorem 4 (See [BKM01]).** Let \( f = (f_1, \ldots, f_n) \) be a map defined on an open subset \( U \) of \( \mathbb{R}^d \) which is non-degenerate almost everywhere. Let \( \Psi : \mathbb{Z}^n \to \mathbb{R}^+ \) be any function such that

\[ \Psi(q_1, \ldots, q_i, \ldots, q_n) \leq \Psi(q_1, \ldots, q'_i, \ldots, q_n) \text{ if } |q_i| \geq |q'_i| \text{ and } q_iq'_i > 0. \]  

(3.4)

Suppose that

\[ \sum_{\mathbf{q} \in \mathbb{Z}^n} \Psi(\mathbf{q}) < \infty. \]  

(3.5)

Then for almost every \( x \in U \) the inequality

\[ |p + q_1f_1(x) + \cdots + q_nf_n(x)| < \Psi(\mathbf{q}) \]  

(3.6)

has only finitely many solutions \((p, \mathbf{q}) \in \mathbb{Z}^{n+1}\).

Observe that \( \Psi(\mathbf{q}) = \Pi_+(\mathbf{q})^{-1-\varepsilon} \) for \( \varepsilon > 0 \) satisfies the conditions of Theorem 4, and thus Theorem 4 is a true generalisation of Theorem 2. Prior to describing the ideas of the proof of Theorem 4 we formally state the following three corollaries: standard, weighted and multiplicative Khintchine-Groshev type results.

**Corollary 1.** Let \( f \) be as in Theorem 4 and let \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be any monotonic function. Suppose that

\[ \sum_{h=1}^{\infty} \psi(h) < \infty. \]  

(3.7)
Then for almost every \( x \in U \) the inequality

\[
|p + q_1f_1(x) + \cdots + q_nf_n(x)| < \psi(\|q\|^n) \tag{3.8}
\]

has only finitely many solutions \((p, q) \in \mathbb{Z}^{n+1}\).

This Khintchine-Groshev type theorem, a direct generalisation of Sprindžuk’s conjecture discussed in the previous section, is in fact a partial case of the following more general weighted version.

**Corollary 2.** Let \( f \) be as in Theorem 4, \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be any monotonic function and \( r = (r_1, \ldots, r_n) \in \mathbb{R}_{>0}^n \) be an \( n \)-tuple satisfying \((3.3)\). Suppose that \((3.7)\) holds. Then for almost every \( x \in U \) the inequality

\[
|p + q_1f_1(x) + \cdots + q_nf_n(x)| < \psi(\|q\|_r) \tag{3.9}
\]

has only finitely many solutions \((p, q) \in \mathbb{Z}^{n+1}\).

Recall again that Corollary 1 is a special case of Corollary 2. Indeed, all one has to do to see it is to set \( r = (\frac{1}{n}, \ldots, \frac{1}{n}) \). Note that Corollary 1 was established in [Ber02] using an approach that does not rely on the QnD estimate. However, without new ideas that approach does not seem to be possible to extend to the weighted case, let alone multiplicative approximation (the next corollary), where the QnD estimate has proven to be robust.

**Corollary 3.** Let \( f \) be as in Theorem 4 and \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be any monotonic function. Suppose that

\[
\sum_{h=1}^{\infty} (\log h)^{n-1} \psi(h) < \infty. \tag{3.10}
\]

Then for almost every \( x \in U \) the inequality

\[
|p + q_1f_1(x) + \cdots + q_nf_n(x)| < \psi(\Pi_+(q)) \tag{3.11}
\]

has only finitely many solutions \((p, q) \in \mathbb{Z}^{n+1}\).

**Sketch of the proof of Theorem 4** (for full details see [BKM01]). The proof again uses the QnD estimate (or rather an appropriate generalisation of Theorem 1). However, this time the QnD estimates are not directly applicable to get the required result. The reason for that is that \( \alpha \) in \((1.3)\) is not matching the heuristic expectation, in fact it can hardly match it. The idea of the proof, which goes back to Bernik’s paper [Ber89]3, is to separate two independent cases as described below.

**Case I.** Fix a small \( \delta > 0 \) and consider the set of \( x \in U \) such that \((3.6)\) is satisfied simultaneously with the following condition on the gradient

\[
\| \nabla (q_1f_1(x) + \cdots + q_nf_n(x)) \| \geq \|q\|^{0.5+\delta} \tag{3.12}
\]

3It is worth mentioning that in [Ber89] Bernik essentially proved Corollary 1 in the case \( f_i(x) = x_i \).
for infinitely many \((p, q) \in \mathbb{Z}^{n+1}\).

**Case II.** Fix a small \(\delta > 0\) and consider the set of \(x \in U\) such that (3.6) is satisfied simultaneously with the opposite condition on the gradient:
\[
\left\| \nabla \left( q_1 f_1(x) + \cdots + q_n f_n(x) \right) \right\| < \|q\|^{0.5 + \delta}
\]
for infinitely many \((p, q) \in \mathbb{Z}^{n+1}\).

Clearly, Theorem 4 would follow if one could show that the set \(x \in U\) under consideration in each of the two cases is null. So how does that splitting into two cases help?

Regarding Case II, note that the two conditions (3.4) and (3.5) imposed on \(\Psi\) imply that
\[
\Psi(q) \leq \Pi_+(q)^{-1}
\]
when \(\|q\|\) is sufficiently large. Hence it suffices to show that the set of \(x \in U\) such that
\[
\begin{cases}
|p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \Pi_+(q)^{-1} \\
\left\| \nabla \left( q_1 f_1(x) + \cdots + q_n f_n(x) \right) \right\| < \|q\|^{0.5 + \delta}
\end{cases}
\]
for infinitely many \((p, q) \in \mathbb{Z}^{n+1}\) is null. For \(\delta < 0.5\) this effectively brings us back to an extremality problem, this time for matrices, which is dealt with using the QnD estimate in a similar way to the proof of Theorem 2, albeit with much greater technical difficulties in verifying conditions (i) and (ii) of Theorem 1 (or rather an appropriate generalisation of Theorem 1).

Regarding Case I, the presence of the extra condition, namely condition (3.12), leads to the following two key properties, which can be verified provided \(U\) is of a sufficiently small (fixed) diameter.

**Separation Property:** There is a constant \(c > 0\) such that for any \(q \in \mathbb{Z}^n\) with sufficiently large \(\|q\|\) for any \(x \in U\) satisfying (3.12) the inequality
\[
|p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \frac{c}{\left\| \nabla \left( q_1 f_1(x) + \cdots + q_n f_n(x) \right) \right\|}
\]
(3.15)
can hold for at most one integer value of \(p\).

**Measure Comparison Property:** For some constant \(C > 0\) for any \(q \in \mathbb{Z}^n\) with sufficiently large \(\|q\|\) and any integer \(p\)
\[
\lambda_d(\{x \in U : (3.6) \& (3.12) \text{ hold}\}) \leq C \Psi(q) \lambda_d(\{x \in U : (3.6) \& (3.15) \text{ hold}\}).
\]
(3.16)

The Separation Property implies that for a fixed \(q\)
\[
\sum_{p \in \mathbb{Z}} \lambda_d(\{x \in U : (3.6) \& (3.15) \text{ hold}\}) \leq \lambda_d(U).
\]
Putting this together with (3.16) and summing over $q$ gives

$$\sum_{(p,q)\in\mathbb{Z}^{n+1}} \lambda_d(\{x \in U : (3.6) \& (3.12) \text{ hold}\}) \leq C\lambda_d(U) \sum_{q\in\mathbb{Z}^n} \Psi(q) < \infty.$$ 

It remain to apply the Borel-Cantelli Lemma to complete the proof.

**Remark 1.** The above sketch proof is a significantly simplified version of the full proof presented in [BKM01], which is far more effective. The effective elements of the proof in [BKM01] are stated as two independent results – Theorems 1.3 and 1.4 in [BKM01]. These underpin a range of further interesting applications of the QnD estimate which we shall touch upon in later sections.

### 3.1 Further remarks

Similarly to the theory of extremality, Khintchine-Groshev type results are not limited to non-degenerate manifolds and have been extended to affine subspaces of $\mathbb{R}^n$, see for instance [Gho05, Gho10, Gho11]. Khintchine-Groshev type results in $p$-adic and more generally $S$-arithmetic setting received their attention too, see for instance [MSG09, MSG12]. Another remarkable application of the QnD estimate initially discovered in [Ber05] for polynomials and then extended in [BD09] to non-degenerate curves enables one to remove the monotonicity constrain on $\psi$ from Corollary 1.

The state-of-the-art for Diophantine approximation of matrices is far less satisfactory, where we do not have sufficiently general convergence Khintchine-Groshev type results. Partial results include for instance matrices with independent columns, see [BBB17]. The key difficulty likely lies within the case of simultaneous Diophantine approximation, which boils down to counting rational points near manifolds and will be discussed in §5.

Theorem 4 implies that, under the convergence assumption (3.5), for almost every $x \in U$ there exists a constant $\kappa > 0$ such that

$$|p + q_1f_1(x) + \cdots + q_nf_n(x)| \geq \kappa \Psi(q)$$

(3.17)

for all $(p,q) \in \mathbb{Z}^{n+1}$ with $q \neq 0$. Clearly, the constant $\kappa$ depends on $x$. Let $B(f, \Psi; \kappa)$ denote the set of $x \in U$ satisfying the above condition for the same $\kappa$. Thus, $B(f, \Psi; \kappa)$ is the set of all $x \in U$ such that (3.17) holds for all $(p,q) \in \mathbb{Z}^{n+1}$ with $q \neq 0$. The conclusion of Theorem 4 exactly means that $\lambda_d(U \setminus B(f, \Psi; \kappa)) \to 0$ as $\kappa \to 0^+$. In general, the measure of $U \setminus B(f, \Psi; \kappa)$ is positive. It is therefore of interest to understand how fast it is converging to zero. Motivated by applications in network information theory, this question was explicitly posed in [Jaf10]. The answer was provided in [ABLVZ16, Theorem 3] and reads as follows:

$$\lambda_d(U \setminus B(f, \Psi; \kappa)) \leq \delta \lambda_d(U)$$

for any

$$\kappa \leq \min \left\{ \kappa_0, \ C_0\delta \left( \sum_{q\in\mathbb{Z}^n\setminus\{0\}} \Psi(q) \right)^{-1}, \ C_1\delta^{d(n+1)(2l-1)} \right\},$$
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where \( l \) is a parameter characterising the non-degeneracy of \( f \) and \( \kappa, C_0, C_1 \) are positive (explicitly computable) constants that depend only on \( f \). More recently this ‘quantitative version’ of the Khintchine-Groshev theorem for manifolds has been generalised to affine subspaces [GG19].

Given that Khintchine’s theorem (Theorem 3) treats both the case of convergence and divergence, the question of establishing divergence counterparts to the convergence statements of this section is very natural. In this respect we now state the following known result.

**Theorem 5.** Let \( f \) be as in Theorem 4, \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be any monotonic function and \( r = (r_1, \ldots, r_n) \in \mathbb{R}_{\leq 0}^n \) be an \( n \)-tuple satisfying (3.3). Suppose that

\[
\sum_{h=1}^{\infty} \psi(h) = \infty. \tag{3.18}
\]

Then for a.e. \( x \in U \) the inequality (3.9) has infinitely many solutions \((p, q) \in \mathbb{Z}^{n+1}\).

Motivated by a Khintchine-Groshev generalisation of Mahler’s conjecture, Theorem 5 was first established in [Ber99] for equal weights \( r_1 = \cdots = r_n \) and functions \( f_i(x) = x^i \) of one variable. Subsequently the method was generalised in [BBKM02] to arbitrary non-degenerate maps and more lately to arbitrary weights [BBV13]. Theorem 5 provides the divergence counterpart to Corollaries 1 and 2. Establishing the divergence counterpart to Corollary 3 (the multiplicative case) remains a challenging open problem even in dimension \( n = 2 \):

**Problem 1.** Let \( f \) be as in Theorem 4 and \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be any monotonic function. Suppose that

\[
\sum_{h=1}^{\infty} (\log h)^n \psi(h) = \infty. \tag{3.19}
\]

Prove that for almost every \( x \in U \) (3.11) holds for infinitely many \((p, q) \in \mathbb{Z}^{n+1}\).

In the light of the recent progress on a version of Problem 1 for simultaneous rational approximations for lines made in [BHV20, Cho18, CY, CT19] it would also be very interesting to investigate Problem 1 when \( f \) is a linear/affine (and hence degenerate) map from \( \mathbb{R}^d \) into \( \mathbb{R}^n \) \((1 \leq d < n)\). Note that the case \( d = n \) of Problem 1 follows from a result of Schmidt [Sch64].

We conclude this section by one final comment: the proof of Theorem 5 is also underpinned by the QnD estimate. At first glance this may seem rather counter-intuitive since the QnD estimate deals with upper bounds, while Theorem 5 is all about lower bounds. One way or another, this is the case and we shall return to explaining the role of the QnD estimate in establishing Theorem 5 in the next section within the more general context of Hausdorff measures.
4 Hausdorff measures and dimension

It this section we discuss another refinement of the theory of extremality that aims at understanding the Hausdorff dimension of exceptional sets. The basic question is as follows: given a non-degenerate submanifold $M$ of $\mathbb{R}^n$ and $\varepsilon > 0$ (not necessarily small), what is the Hausdorff dimension of the set of $y \in M$ such that (2.4) holds for infinitely many $(p, q) \in \mathbb{Z}^{n+1}$. The same question can be posed in the multiplicative setting (2.5), for weighted Diophantine approximation (when $\|q\|^n$ is replace by $\|q\|_r$ given by (3.2)) and for Diophantine approximation of matrices such as (2.8) and (2.9).

The background to this question lies with the classical results of Jarník [Jar29] and Besicovitch [Bes34] stated below in the one-dimensional case.

**Theorem 6** (The Jarník-Besicovitch theorem). Let $\varepsilon > 0$ and $\psi_\varepsilon(x) = x - 1 - \varepsilon$. Then

$$\dim \mathcal{A}(\psi_\varepsilon) = \frac{2}{2 + \varepsilon}.$$

This fundamental result tells us exactly how the size of $\mathcal{A}(\psi_\varepsilon)$ get smaller as we increase $\varepsilon$ and thus make the approximation function $\psi_\varepsilon$ decrease faster. As with Khintchine’s theorem, the Jarník-Besicovitch theorem has been generalised in many ways and the theory for independent variables is now in a very advanced state, see for instance [BV06], [BBDV09], [BV10] and [AB18]. It has to be noted that showing the upper bound $\dim \mathcal{A}(\psi_\varepsilon) \leq \frac{2}{2 + \varepsilon}$ is a relatively simple consequence of the so-called Hausdorff-Cantelli Lemma [BD99], an analogue of the Borel-Cantelli Lemma. However, in the case of Diophantine approximation on manifolds establishing upper bounds for manifolds leads to a major challenge that is very much open till these days (see Problem 2 below). On the contrary, the lower bounds have been obtained in reasonable generality. The main purpose of this section is to exhibit the role played by the QnD estimate in obtaining the lower bounds.

As before $f : U \to \mathbb{R}^n$, and $r = (r_1, \ldots, r_n)$ is an $n$-tuple of positive numbers satisfying (3.3). Given $s > 0$, $H^s$ will denote the $s$-dimensional Hausdorff measure. Let $\delta > 0$, $H > 1$ and

$$\Phi_r(H, \delta) := \left\{ x \in U : \exists q \in \mathbb{Z}^n \setminus \{0\} \text{ such that } \begin{cases} |p + q \cdot f(x)| < \delta H^{-1} \\ \|q\|_r \leq H \end{cases} \right\}.$$

Also, given a function $\psi : \mathbb{R}^+ \to \mathbb{R}^+$, let $\mathcal{W}(f, U, r, \psi)$ be the set of $x \in U$ such that (3.9) has infinitely many solutions $(p, q) \in \mathbb{Z}^{n+1}$. The following homogeneous version of one of the main results from [BBV13] works as a black-box to proving divergence Khintchine-Groshev type results (such as Theorem 5) and lower bounds for Hausdorff dimension.

**Theorem 7** (Theorem 3 in [BBV13]). Let $f : U \to \mathbb{R}^n$ be a $C^2$ map on an open subset $U$ of $\mathbb{R}^d$, and let $r = (r_1, \ldots, r_n)$ be an $n$-tuple of positive numbers satisfying (3.3). Suppose that for almost every point $x_0 \in U$ there is an open neighborhood $V \subset U$ of $x_0$ and constants $0 < \delta, \omega < 1$ such that for any ball $B \subset V$ we have that

$$\lambda_d(\Phi_r(H, \delta) \cap B) \leq \omega \lambda_d(B)$$

(4.1)
for all sufficiently large $H$. Let $d - 1 < s \leq d$ and $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ be monotonic. Then

$$\mathcal{H}^s(W(f, U, r, \psi)) = \mathcal{H}^s(U) \quad \text{if} \quad \sum_{q \in \mathbb{Z}^n_+} \|q\| \left(\frac{\psi(\|q\|)}{\|q\|}\right)^{s+1-d} = \infty.$$  

The proof of this result makes use of ubiquitous systems as defined in [BDV06], see also [Ber00], [BBKM02] and the survey [BBD02b] for the related notion of regular systems. The QnD estimate steps in when one wishes to apply Theorem 7, namely to verify condition (4.1). In particular, as was demonstrated in [BBV13], any non-degenerate map $f$ satisfies this condition for any collection of weights $r$. Upon taking $s = d$ one then verifies that

$$\text{Theorem 7} \quad \implies \quad \text{Theorem 5}.$$  

Another consequence of Theorem 7 is the following lower bound on the Hausdorff dimension of exceptional sets that contributes to resolving the problem outlined at the beginning of this section. For simplicity we only state the result for the case of equal weights: $r_0 = (\frac{1}{n}, \ldots, \frac{1}{n})$.

**Corollary 4** (Corollary 2 in [BBV13]). Let $f$ be as in Theorem 4, $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ be any monotonic function and let

$$\tau_\psi := \liminf_{t \to \infty} \frac{-\log \psi(t)}{\log t}.$$  

Suppose that $n \leq \tau_\psi < \infty$. Then

$$\dim W(f, U, r_0, \psi) \geq s := d - 1 + \frac{n+1}{n\tau_\psi + 1}. \quad (4.2)$$  

The number $\tau_\psi$ is often referred to as the lower order of $1/\psi$ at infinity. It indicates the growth of the function $1/\psi$ ‘near’ infinity. Naturally for $\psi_\varepsilon(t) = t^{-1-\varepsilon}$ we have that $\tau_{\psi_\varepsilon} = 1 + \varepsilon$. Estimate (4.2) was previously shown in [DD00] for arbitrary extremal submanifolds of $\mathbb{R}^n$. The additional benefit of Theorem 7 compared to (4.2) is that it allows one to compute the Hausdorff measure of $W(f, U, r_0, \psi)$ at $s = \dim W(f, U, r_0, \psi)$. It is believed that the lower bound given by (4.2) is exact for non-degenerate maps $f$ at least in the analytic case. It is readily seen that to establish the desired equality for all $\psi$ in question it suffices to consider approximation functions $\psi_\varepsilon$ only. Hence the following

**Problem 2.** Let $f : U \to \mathbb{R}^n$ be an analytic non-degenerate maps defined on a ball $U$ in $\mathbb{R}^d$. Then for every $\varepsilon > 0$

$$\dim W(f, U, r_0, \psi_\varepsilon) = d - 1 + \frac{n+1}{n + 1 + n\varepsilon}. \quad (4.3)$$  

Problem 2 was established in full in the case $n = 2$ by R. C. Baker [Bak78]. For $n \geq 3$ it remains very much open. However, for the polynomial maps $f = (x, \ldots, x^n)$ it was settled by Bernik in [Ber83] for arbitrary $n$.  


4.1 Further remarks

Although establishing the upper bound in (4.3) remains a prominent open problem, it was shown in [BBD02a] that the QnD estimate can be used to resolve it for small $\varepsilon$, namely for $0 < \varepsilon < 1/(4n^2 + 2n - 4)$ when $d = 1$. This seemingly inconsequential result turned out to have major significance in resolving open problems on badly approximable points on manifolds, which will be discussed in Section 6.

Problem 2 can be refined in the spirit of Khintchine-Groshev type result by asking to prove the following convergence counterpart to Theorem 7.

**Problem 3.** Let $f : U \to \mathbb{R}^n$ be a non-degenerate analytic map defined on a ball $U$ in $\mathbb{R}^d$, $0 < s < d$ and $r = (r_1, \ldots, r_n)$ be an $n$-tuple of positive numbers satisfying (3.3). Suppose that $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ is any monotonic function. Prove that

$$H^s(W(f, U, r, \psi)) = 0 \quad \text{if} \quad \sum_{q \in \mathbb{Z}_{\neq 0}^n} \|q\| \left(\frac{\psi(\|q\|_r)}{\|q\|}\right)^{s+1-d} < \infty.$$ 

For $n = 2$ Problem 3 was resolved in [Hua18] for equal weights but in higher dimensions it is still open even for $f(x) = (x, \ldots, x^n)$, let alone non-degenerate maps. In fact, for $n = 2$ the case of non-equal weights can be reduced to the case of equal weights. This can be shown by modifying the proof of Theorem 2 from [BB00].

5 Rational points near manifolds

Rational and integral points lying on or near curves and surfaces crop up in numerous problems in number theory and are often one of the principle objects of study (e.g. in analytic number theory, Diophantine approximation, Diophantine geometry). The goal of this section is to demonstrate the role of the QnD estimate in recent counting results on rational points lying close to manifolds [Ber12, BDV07, BZ10, BVVZ]. The motivation lies within the theory of simultaneous Diophantine on manifolds, which boils down to understanding the proximity of rational points $p/q = (p_1/q, \ldots, p_n/q)$ to points $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$ restricted to a submanifold $\mathcal{M}$. Here $p_1, \ldots, p_n \in \mathbb{Z}$ and $q \in \mathbb{N}$ is the common denominator of the coordinates of $p/q$. By Dirichlet’s theorem, for every irrational point $y \in \mathbb{R}^n$ there are infinitely many $p/q \in \mathbb{Q}^n$ such that

$$\max_{1 \leq i \leq n} \left| y_i - \frac{p_i}{q} \right| < q^{-1-1/n}.$$ 

This inequality can be rewritten in the form

$$\max_{1 \leq i \leq n} |qy_i - p_i|^n < q^{-1}. \quad (5.1)$$

Understanding when the right hand side of (5.1) can be replaced by $\psi_\varepsilon(q) = q^{-1-\varepsilon}$, $\varepsilon > 0$ (or even by a generic monotonic function $\psi$) is the subject matter of many
classical problems and famous results. The basic question is about the solvability of
\[
\max_{1 \leq i \leq n} |qy_i - p_i|^n < \psi(q) \tag{5.2}
\]
in \((p, q) \in \mathbb{Z}^n \times \mathbb{N}\) for arbitrarily large \(q\). For example, celebrated Schmidt’s subspace theorem states that for any algebraic \(y_1, \ldots, y_n\) such that \(1, y_1, \ldots, y_n\) are linearly independent over \(\mathbb{Q}\) and any \(\varepsilon > 0\) (5.2) has only finitely many solutions \((p, q) \in \mathbb{Z}^n \times \mathbb{N}\).

When the point \(y\) lies on a submanifold \(M\), (5.2) forces the rational point \(p/q\) to lie near \(M\). Hence, metric problems concerning (5.2) (e.g. Khintchine type results, analogues of the Jarník-Besicovitch theorem, etc) have resulted in significant interest into counting and understanding the distribution of rational points lying close to submanifolds of \(\mathbb{R}^n\). The basic setup is as follows. Given \(Q > 1\) and \(0 < \psi < 1\), let
\[
R_M(Q, \psi) = \{(p, q) \in \mathbb{Z}^n \times \mathbb{N} : 1 \leq q \leq Q, \text{ dist}(p/q, M) \leq \psi/q\}.
\]
It is not difficult to work out the following
\[
\text{Heuristic: } \#R_M(Q, \psi) \asymp \psi^n Q^{d+1}, \tag{5.3}
\]
where \(d = \dim M\), \(m = n - d = \text{codim } M\) and \(\#\) stands for the cardinality. Also, \(\asymp\) means the simultaneous validity of two Vinogradov symbols \(\ll\) and \(\gg\), where \(\ll\) means the inequality \(\leq\) up to a positive multiplicative constant.

Remark 2. This heuristic estimate has to be treated with caution as, for instance, the unit circle \(y_1^2 + y_2^2 = 1\) will always contain at least \(\text{const} \cdot Q\) rational points (given by Pythagorean triples) resulting in \(\#R_M(Q, \psi) \gg Q\) no matter how small \(\psi\) is. On the contrary, the circle \(y_1^2 + y_2^2 = 3\) contains no rational points resulting in \(\#R_M(Q, \psi) = 0\) for large \(Q\) when \(\psi = o(Q^{-1})\). Also, rational (affine) subspaces inherently contain many rational points and so any manifold that contains a rational subspace may break the heuristic with ease for moderately small \(\psi\).

The following is the principal problem in this area, see [Ber12], [Hua20].

**Problem 4.** Show that (5.3) holds for any ‘suitably curved’ compact differentiable submanifold \(M\) of \(\mathbb{R}^n\) when \(\psi \geq Q^{-1/m+\delta}\), where \(\delta > 0\) is arbitrary and \(m = \text{codim } M\).

Ideally, it would be desirable to resolve this problem for all non-degenerate submanifolds of \(\mathbb{R}^n\). The condition \(\psi \geq Q^{-1/m+\delta}\) is pretty much optimal unless one imposes further constraints on the internal geometry of \(M\). For instance, to relax the condition on \(\psi\) one has to exclude the manifolds that contain a rational subspace of dimension \(d - 1\) (when \(d > 1\)). In what follows we shall describe the role of the QnD estimate in establishing the lower bound for analytic non-degenerate manifolds.

**Theorem 8** (Corollary 1.5 in [Ber12]). For any analytic non-degenerate submanifold \(M \subset \mathbb{R}^n\) of dimension \(d\) and codimension \(m = n - d\) there exist constants \(C_1, C_2 > 0\) such that
\[
\#R_M(Q, \psi) \geq C_1 \psi^m Q^{d+1} \tag{5.4}
\]
for all sufficiently large \(Q\) and all real \(\psi\) satisfying
\[
C_2 Q^{-1/m} < \psi < 1. \tag{5.5}
\]
Sketch of the proof (for full details see [Ber12]). For simplicity we will assume that $\mathcal{M}$ is the image $f(U)$ of a cube $U \subset \mathbb{R}^d$ under a map $f$ and that $\mathcal{M}$ is bounded. Further, without loss of generality we will assume that $f$ is of the Monge form, that is

$$f(x_1, \ldots, x_d) = (x_1, \ldots, x_d, f_1(x_1, \ldots, x_d), \ldots, f_m(x_1, \ldots, x_d)).$$

The rational points $p/q$ give rise to the integer vectors $a = (q, p_1, \ldots, p_n)$, which are essentially projective representations of $p/q$. Define $y(x) = (1, f(x))$, a projective representation of $f(x)$. As is well known, the distance of $p/q$ from $f(x)$ is comparable to the projective distance between them defined as the sine of the acute angle between $a$ and $y(x)$. To make this angle $\ll \psi/q$ and thus ensure that $p/q$ lies in $R_{\mathcal{M}}(Q, \psi)$, it is enough to verify that

$$|q| \leq Q \quad \text{and} \quad |g_i(x) \cdot a| \ll \psi \quad (1 \leq i \leq n) \quad (5.6)$$

for any fixed collection $g_1(x), \ldots, g_n(x)$ of vector orthogonal to $y(x)$ and such that $\|g_i(x)\| \ll 1$ and $\|g_1(x) \wedge \ldots \wedge g_n(x)\| \approx \|g_1(x)\| \cdots \|g_n(x)\|$. Clearly (5.6) defines a convex body of $a \in \mathbb{R}^{n+1}$ and one can potentially use Minkowski’s theorem on convex bodies to find $a$. However, for $\psi$ much smaller than $Q^{-1/n}$ this is impossible – the volume of the body is too small. To overcome this difficulty, the convex body is expanded in the directions tangent to the manifolds written in the projective coordinates, see (5.7) below. For this purpose it convenient to make the following choices for $g_i(x)$. First of all, for $i = 1, \ldots, m$ the vectors $g_i(x)$ are taken to be orthogonal to $y(x), \partial y(x)/\partial x_1, \ldots, \partial y(x)/\partial x_d$, which are linearly independent for $f$ of the Monge form. Next, for $i = m+1, \ldots, n$ the vectors $g_i(x)$ are taken to be orthogonal to $y(x)$, $g_1(x), \ldots, g_m(x)$.

We will need two auxiliary positive parameters $\tilde{\psi}$ and $\tilde{Q}$ which will be proportional to $\psi$ and $Q$ respectively. Now, for $\kappa > 0$ and a given $x$, we consider the convex body of $a \in \mathbb{R}^{n+1}$ defined by

$$|g_i(x) \cdot a| < \tilde{\psi} \quad (1 \leq i \leq m),$$
$$|g_{m+j}(x) \cdot a| < (\tilde{\psi}^m \tilde{Q})^{-\frac{1}{2}} \quad (1 \leq j \leq d),$$
$$|q| \leq \kappa \tilde{Q}.$$  \quad (5.7)

For a suitably chosen constant $\kappa = \kappa_0$ dependent only on $n$ and $f$, this body is of sufficient volume to apply Minkowski’s theorem. This results in the existence of an $a \in \mathbb{Z}^{n+1} \setminus \{0\}$ satisfying (5.7). Thus the set

$$B(\tilde{\psi}, \tilde{Q}, \kappa) = \{ x \in U : \exists a \in \mathbb{Z}_{\neq 0}^{n+1} \text{ satisfying } (5.7) \}$$

coincides with all of $U$ for $\kappa = \kappa_0$. Now suppose that $\kappa_1 < \kappa_0$ and

$$x \in U \setminus B(\tilde{\psi}, \tilde{Q}, \kappa_1) \quad ( = B(\tilde{\psi}, \tilde{Q}, \kappa_0) \setminus B(\tilde{\psi}, \tilde{Q}, \kappa_1) ).$$

Then, the first two collections of inequalities in (5.7) are satisfied for some vector $a = (q, p_1, \ldots, p_n) \in \mathbb{Z}^{n+1}$ such that

$$\kappa_1 \tilde{Q} \leq |q| \leq \kappa_0 \tilde{Q}.$$
The first set of inequalities in (5.7) keeps the rational point $p/q$ at distance $\ll \varepsilon_1 = \tilde{\psi}/\tilde{Q}$ from the tangent plane to the manifold at $f(x)$. The second set of inequalities in (5.7) keeps the rational point $p'/q$, where $p' = (p_1, \ldots, p_d)$, at distance $\ll \varepsilon_2 = (\tilde{\psi}^m \tilde{Q})^{-\frac{1}{2}} \tilde{Q}^{-1}$ from $x$. Since the tangent plane deviates from the manifold quadratically, assuming that $\varepsilon_2^2 \leq \varepsilon_1$ we conclude that the point $p/q$ remains at distance $\ll \varepsilon_1 + \varepsilon_2^2 \ll \varepsilon_1$ from the manifold, see [Ber12, Lemma 4.3]. The proof of this uses nothing but the second-order Taylor’s formula.

To sum up,

$$U \setminus B(\tilde{\psi}, \tilde{Q}, \kappa_1) \subset \bigcup_{(p,q) \in R_M(c_1 \tilde{Q}, c_2 \tilde{\psi})} B(p', c_3 \varepsilon_2),$$

where $B(x, r)$ is a ball in $\mathbb{R}^d$ centered at $x$ of radius $r$, and $c_1, c_2, c_3 > 0$ are some constants. Then

$$\lambda_d(U \setminus B(\tilde{\psi}, \tilde{Q}, \kappa_1)) \ll \#R_M(c_1 \tilde{Q}, c_2 \tilde{\psi})(c_3 \varepsilon_2)^d \ll \#R_M(c_1 \tilde{Q}, c_2 \tilde{\psi}) \psi^{-m} \tilde{Q}^{-(d+1)}. \quad (5.8)$$

At this point the QnD estimate is used to verify that for a suitably small constant $\kappa_1$ the set $B(\tilde{\psi}, \tilde{Q}, \kappa_1)$ has small measure, say, $\leq \frac{1}{2} \lambda_d(U)$. Thus $\lambda_d(U \setminus B(\tilde{\psi}, \tilde{Q}, \kappa_1)) \geq \frac{1}{2} \mu_d(U)$, and (5.8) implies the desired result on requiring that $\tilde{Q} \leq Q/c_1$ and $\tilde{\psi} \leq \psi/c_2$.

To finish this discussion, we shall show explicitly how (5.7) can be re-written for the purpose of applying the QnD estimate. For simplicity we consider a non-degenerate planar curve $\mathcal{C} = \{(x, f(x) : x \in U\}$, where $U$ is an interval, and so $d = m = 1$ and $n = 2$, and restrict ourselves to the case when $\tilde{\psi} \simeq \tilde{Q}^{-1}$. The latter means that we are counting rational points closest possible to $\mathcal{C}$. Let $\tilde{\psi} \tilde{Q} = \kappa^{1/3}$, $e^t = \tilde{\psi}^{-1} \kappa^{1/3}$ and $e^{-t} = \tilde{Q}^{-1} \kappa^{-2/3}$.

Then, (5.7) can be replaced by

$$\delta(g_t G_x \mathbb{Z}^3) < \kappa^{1/3}, \quad (5.9)$$

where

$$G_x = \begin{pmatrix}
  f(x) - xf'(x) & f'(x) & -1 \\
  x & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix}$$

and

$$g_t = \begin{pmatrix}
  e^t & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & e^{-t}
\end{pmatrix}.$$ 

Indeed, the first row of $G_x$ is simply $g_1(x)$ appearing in (5.7), and the second row of $G_x$ is simply a multiple of $g_2(x)$ appearing in (5.7). Thus, counting rational points closest to a planar curve as discussed above relies upon finding an appropriately small constant $\kappa > 0$ such that the set of $x \in U$ satisfying (5.9) has measure at most, say, $\frac{1}{2} \lambda_1(U)$ for all sufficiently large $t$. To rephrase this, half of the curve $x \mapsto G_x \mathbb{Z}^3$ in $X_3$ has to remain in the compact set $\mathcal{K}_\varepsilon$ defined by (1.1) with $\varepsilon = \kappa^{1/3}$ under the action by the $g_t$, that is

$$\lambda_1(\{x \in U : g_t G_x \mathbb{Z}^3 \in \mathcal{K}_\varepsilon\}) \geq \frac{1}{2} \lambda_1(U) \quad \text{for all sufficiently large } t. \quad (5.10)$$
5.1 Further remarks

When $d = 1$ it was shown in [Ber12, Theorem 7.1] that for analytic non-degenerate curves (5.5) can be relaxed to

$$C_2Q^{-\frac{3}{2n-1}} < \psi < 1.$$ (5.11)

More recently, the condition of the analyticity was removed in [BVVZ] following a more careful and explicit application of the QnD estimate. In essence, the analytic case does not require to deal with condition (i) of Theorem 1, the latter task being accomplished in [BVVZ]. For $d > 1$ removing the analyticity condition from Theorem 8 remains an open problem. In the case of planar curves Problem 4 was solved for non-degenerate planar curves as a result of [Hux94, BDV07, BZ10, VV06], see also asymptotic and inhomogeneous results in [BVV11], [Hua15], [Cho17], [Gaf14]. Upper bounds in higher dimensions represent a challenging open problem, but see [BVVZ17], [Sim18] and [Hua20] for some recent results.

For $n = 2$ ($d = 1$) condition (5.11) does not actually improve upon (5.5). In fact, (5.5) is optimal within the class of all non-degenerate hypersurfaces, and in particular non-degenerate planar curves, see Remark 2 above. In principle, the existence of rational points as opposed to counting does not require using the QnD, see [BLVV17].

Detecting rational points near planar curves closer than the limit set by the left hand side of (5.4) will require additional conditions on top of non-degeneracy and represents an interesting problem:

**Problem 5.** Find ‘reasonable’ conditions on a connected analytic curve $C$ in $\mathbb{R}^2$ sufficient to satisfy

$$\liminf_{q \to \infty} q^2 \text{dist}(C, \frac{1}{q} \mathbb{Z}^2) = 0.$$ (5.12)

Observe that for ellipses in $\mathbb{R}^2$ Problem 5 reduces to the Oppenheim conjecture (1929) remarkably proved by Margulis in 1986:

**Theorem 9** (Margulis, 1986). Let $Q$ be a nondegenerate indefinite quadratic form of 3 real variables and suppose that $Q$ is not a multiple of a form with rational coefficients. Then for any $\varepsilon > 0$ there exist nonzero integers $a, b, c$ such that

$$|Q(a, b, c)| < \varepsilon.$$ (5.13)

To see the link between Theorem 9 and Problem 5, first divide (5.13) through by $c^2$ and, using the fact that $Q$ is a homogeneous polynomial of degree 2, obtain the following equivalent inequality:

$$\left|Q\left(\frac{a}{c}, \frac{b}{c}, 1\right)\right| < \frac{\varepsilon}{c^2}.$$ (5.14)

Since $Q$ is indefinite, without loss of generality one can assume that

$$Q(x, y, 1) = \tilde{Q}(x - x_0, y - y_0) - r^2$$
for some positive definite quadratic form \( \tilde{Q} \) of two variables and some \( r > 0 \). If necessary one can permute the variables \( a, b \) and \( c \) to make sure this is the case. If \( \mathcal{C} \) denotes the curve in \( \mathbb{R}^2 \) defined by the equation \( Q(x, y, 1) = 0 \), then an elementary check shows that (5.14) is equivalent to \( \text{dist}(\mathcal{C}, (a/c, b/c)) \ll \varepsilon/c^2 \), and also that \( |c| \gg \max\{|a|, |b|\} \).

Hence it becomes obvious that Theorem 9 is equivalent to (5.12) for the specific type of curves \( \mathcal{C} \) in question. For instance, if \( Q(x, y, z) = x^2 + y^2 - (rz)^2 \) for some \( r > 0 \), then \( \mathcal{C} \) is the circle of radius \( r \) centred at the origin. In general, \( \mathcal{C} \) is an ellipse.

Appropriately, when attacking Problem 5 one has to appeal to an unbounded \( g_t \)-orbit of \( G_x \mathbb{Z}^3 \) as opposed to bounded parts of this orbit appearing in (5.10), where \( g_t \) and \( G_x \) are the same as in (5.9). Indeed, assuming that \( \mathcal{C} = \{ (x, f(x) : x \in U \} \) is bounded, it is a relatively simple task to verify that

\[
(5.12) \quad \implies \quad \{ g_t G_x \mathbb{Z}^3 : x \in U, t \geq 0 \} \text{ is unbounded in } X_3, \tag{5.15}
\]

while the converse requires a slight tightening of the condition on the right by replacing \( U \) with any closed subset \( U' \) of the interior of \( U \), in which case we have that

\[
(5.12) \quad \iff \quad \{ g_t G_x \mathbb{Z}^3 : x \in U', t \geq 0 \} \text{ is unbounded in } X_3. \tag{5.16}
\]

The argument in support of (5.15) and (5.16) can be obtained on modifying the technique used for detecting rational points near manifolds that we discussed above and as detailed in any of [Ber12, BDV07, BZ10, BVVZ]. Of course, due to Margulis’ theorem on the Oppenheim conjecture, (5.12) and consequently the right hand side of (5.15) hold for irrational ellipses.

Oppenheim’s conjecture is only one example of problems on ‘small values of homogeneous polynomials at integral points’. Clearly, any problem of this ilk falls into the framework of ‘rational points near manifolds’. To give another example, which is of current interest and where the QnD estimate plays an important role, consider counting integral (irreducible) polynomials \( P \) of degree \( n \) and height \( H(P) \leq Q \) with relatively small discriminant \( D(P) \). Indeed, for polynomials of degree 2 the problem reduces to counting rational points near the parabola \( y = x^2 \), see [BBG16, §2]. In general, \( D(P) \) can be written as a homogeneous polynomial \( D(a_0, \ldots, a_n) \) of the coefficients \( a_0, \ldots, a_n \) of \( P = a_n x^n + \cdots + a_0 \); the degree of \( D \) is \( 2n - 2 \). Thus, when \( H(P) = \max\{|a_0|, \ldots, |a_n|\} \leq Q \), we have that \( |D(P)| \ll Q^{2n-2} \). This gives rise to the following

**Problem 6.** Let \( n \geq 2 \) be an integer and \( v \in [0, n - 1] \). Establish the asymptotic behaviour (as \( Q \to \infty \)) of the number \( N_n(Q) \) of integral irreducible polynomials \( P \) of degree \( n \) and height \( H(P) \leq Q \) satisfying the condition

\[
0 < |D(P)| \ll Q^{2n-2-2v}. \tag{5.17}
\]

The problem can be equally restated for monic polynomials \( P = x^{n+1} + a_n x^n + \cdots + a_0 \) of degree \( n + 1 \).

It was shown in [BBG16] that

\[
N_n(Q) \gg Q^{n+1 - \frac{n+2}{n}v} \tag{5.18}
\]
for any $v \in [0, n - 1]$. Quite remarkably, the proof of (5.18) represents yet another application of the QnD estimate. To be more precise, establishing (5.18) uses counting irreducible polynomials $P$ such that $P$ and its derivatives have prescribed values at points $x$ from a subset of $[-\frac{1}{2}, \frac{1}{2}]$ of measure at least $\frac{1}{2}$, see [BBG10, Lemma 4]. The latter is proved by using the QnD estimate applied to the system

$$|P^{(i)}(x)| < \theta_i \quad (0 \leq i \leq n)$$

for a suitable choice of positive parameters $\theta_i$ such that the product $\theta_0 \cdots \theta_n$ is a sufficiently small constant, see [BBG10, Lemma 1] or more generally [Ber12, Theorem 5.8]. In all likelihood (5.18) is sharp, but the complementary upper bound remains unknown except for $n = 2$ [BBG16] and $n = 3$ when $0 < v < 3/5$ [GKK14]. Very recently, in [DOS, Theorem 1.1], an upper bound for the number of monic irreducible polynomials of a fixed discriminant and height $H(P) \leq Q$ has been established for arbitrary degrees $\geq 3$. However, this recent upper bound seem to have enough room for further improvement even for monic polynomials of degree 3 and thus finding upper bounds within Problem 6 remains an almost entirely open challenge.

6 Badly approximable points on manifolds

The notion of badly approximable points in $\mathbb{R}^n$ comes about by reversing the inequalities in Dirichlet’s theorem with a suitably small constant. Recall again, by Dirichlet’s theorem, for every $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$ there are infinitely many $q \in \mathbb{N}$ such that

$$\max_{1 \leq i \leq n} |\langle qy_i \rangle|^n < q^{-1},$$

where $|\langle qy_i \rangle|$ is the distance from $qy_i$ to the nearest integer $p_i$. Thus, the point $y \in \mathbb{R}^n$ is badly approximable if there exists a constant $c = c(y) > 0$ such that

$$\max_{1 \leq i \leq n} |\langle qy_i \rangle|^n \geq cq^{-1} \quad (6.1)$$

for all $q \in \mathbb{N}$. More generally, given an $n$-tuple of weights $r = (r_1, \ldots, r_n) \in \mathbb{R}_{\geq 0}^n$ normalised by (3.3), the point $y \in \mathbb{R}^n$ is called r-badly approximable if there exists $c = c(y) > 0$ such that

$$\max_{1 \leq i \leq n} |\langle qy_i \rangle|^{1/r_i} \geq cq^{-1} \quad (6.2)$$

for all $q \in \mathbb{N}$. Here, by definition, $|\langle qy_i \rangle|^{1/0} = 0$. In what follows the set of r-badly approximable points in $\mathbb{R}^n$ will be denoted by $\text{Bad}(r)$. It is a well known fact that $\text{Bad}(r)$ is always of Lebesgue measure zero. Therefore, in Diophantine approximation one is interested in understanding how small the sets $\text{Bad}(r)$ are really by using, for example, Hausdorff dimension. More sophisticated problems arise when one considers the intersections of $\text{Bad}(r)$ and restrictions to submanifolds of $\mathbb{R}^n$. This broad theme has been around for several decades and investigated in great depth, see [Dav64, PV02, KW05, KTV06, KW10, Fis09, Sch66, Ber15, BV14, BPV11, NS14, Nes13, ABV18, An16, An13] amongst many dozens of other papers on the topic. There is also a
natural link, known as Dani’s correspondence [Dan85], between badly approximable points in $\mathbb{R}^n$ and bounded orbits of the lattices

$$\Lambda_y = \begin{pmatrix} I_n & y \\ 0 & 1 \end{pmatrix} \mathbb{Z}^{n+1},$$

where $y \in \mathbb{R}^n$ is treated as a column and $I_n$ is the identity matrix. According to Dani’s correspondence, a point $y \in \mathbb{R}^n$ is badly approximable if and only if $g_t \Lambda_y (t \geq 0)$ is bounded in the space of lattices $X_{n+1}$, where $g_t := \text{diag}\{e^{tr_1}, \ldots, e^{tr_n}, e^{-nt}\}$.

Later it was shown in [Kle98] that Dani’s correspondence extends to Diophantine approximation with weights and for matrices. In particular, a point $y \in \mathbb{R}^n$ is $r$-badly approximable if and only if the trajectory $g_t \Lambda_y (t \geq 0)$ is bounded in $X_{n+1}$, where $g_t := \text{diag}\{e^{tr_1}, \ldots, e^{tr_n}, e^{-t}\}$.

The purpose of this section is to expose the role of the QnD estimate in a recent proof given in [Ber15] that countable intersections of the sets $\text{Bad}(r)$ restricted to a non-degenerate submanifold of $\mathbb{R}^n$ have full Hausdorff dimension. The following key result of [Ber15] will be the main subject of discussion of this section.

**Theorem 10** (Theorem 1 in [Ber15]). Let $n, d \in \mathbb{N}$, $W$ be a finite or countable collection of $n$-tuples $(r_1, \ldots, r_n) \in \mathbb{R}_{\geq 0}^n$ with $r_1 + \cdots + r_n = 1$. Assume that

$$\inf\{\tau(r) : r \in W\} > 0$$

where

$$\tau(r_1, \ldots, r_n) = \min\{r_i > 0 : 1 \leq i \leq n\}.$$

Let $F_n(B)$ be a finite collection of analytic non-degenerate maps defined on a ball $B \subset \mathbb{R}^d$. Then

$$\dim \bigcap_{r \in W} \bigcap_{f \in F_n(B)} f^{-1}(\text{Bad}(r)) = d. \quad (6.4)$$

**Sketch of the proof** (for full details see [Ber15]). To begin with, one uses a transference principle to reformulate $\text{Bad}(r)$ in terms of approximations by one linear form: $y \in \mathbb{R}^n$ is in $\text{Bad}(r)$ if and only if there exists $c > 0$ such that for any $H \geq 1$ the only integer solution $(p, q_1, \ldots, q_n)$ to the system

$$|p + q_1 y_1 + \cdots + q_n y_n| < cH^{-1},$$

$$|q_i| < H^{r_i} \quad (1 \leq i \leq n) \quad (6.5)$$

is zero, that is $p = q_1 = \cdots = q_n = 0$. Another simplification is that one can assume that $d = 1$, that is it suffices to deal with curves. This is due to the existence of appropriate techniques for fibering analytic non-degenerate manifolds into non-degenerate curves and Marstrand’s slicing lemma, see [Ber15].

For simplicity we will assume that $\# W = 1$, $\# F_n(B) = 1$ and $B = [0, 1]$. Then (6.4) becomes

$$\dim \{x \in [0, 1] : f(x) \in \text{Bad}(r)\} = 1. \quad (6.6)$$
The basic idea is to construct a Cantor set

\[ \mathcal{K} := \bigcap_{t=1}^{\infty} \mathcal{K}_{t+m}, \]

starting from \( \mathcal{K}_m = [0, 1] \), where \( m \) is a large integer, and fulfilling the condition

\[ \mathcal{K}_{t+m} \subset \mathcal{K}_{t-1+m} \setminus \{ x \in [0, 1] : \delta(g_t u_{f(x)} \mathbb{Z}^{n+1}) < \kappa \} \quad \text{for} \ t \in \mathbb{N}, \tag{6.7} \]

where \( \eta > 0 \) is a suitably large constant, \( g_t = \text{diag}\{e^{\eta t}, e^{-\eta t_1}, \ldots, e^{-\eta t_n}\} \) and \( u_{f(x)} \) is the same as in (2.6). By Dani’s correspondence, or rather by its version from [Kle98], \( \mathcal{K} \) is a subset of \( S \) defined in (6.6). The goal is thus to demonstrate that for any \( \delta > 0 \) there exists a suitably small \( \kappa > 0 \) such that

\[ \dim \mathcal{K} \geq 1 - \delta. \tag{6.8} \]

The level sets \( \mathcal{K}_t \) of \( \mathcal{K} \) are made of small ‘building blocks’ – closed subintervals of length \( R^{-t} \) with disjoint interiors, where the parameter \( R \) is a large positive integer. This requirement makes it easier to estimate the Hausdorff dimension of \( \mathcal{K} \). Essentially, \( \mathcal{K}_t \) is obtained from \( \mathcal{K}_{t-1} \) by chopping up each ‘building block’ of \( \mathcal{K}_{t-1} \) into \( R \) equal pieces and then removing some of them. The ‘building blocks’ that have to be removed are identified by requirement (6.7). Effectively to achieve the dimension bound in (6.8) one has to show that we remove relatively little. How little is determined by a technical statement on Cantor sets originally obtained in [BPV11] and [BV11] and developed further in [Ber15] into a notion of Cantor rich sets. Cantor rich sets are closed under countable intersections, albeit there is a mild technical condition attached to intersections, see also [BHNS18] for a comparison of Cantor rich sets with other similar notions. It is the nature of Cantor rich sets that allowed us to assume that \#\( W = 1 \) and \#\( F_n(B) = 1 \).

To accomplish the final goal one has to analyse the composition of the set

\[ \{ x \in [0, 1] : \delta(g_t u_{f(x)} \mathbb{Z}^{n+1}) < \kappa \}, \]

that is, the set removed in (6.7). This set is defined as the union over all the integer points \((p, q_1, \ldots, q_n)\) subject to \( |q_i| < e^{\eta t_i} \) (1 \( \leq i \leq n \)) of all the solutions \( x \) to

\[ |p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \kappa e^{-\eta t}. \tag{6.9} \]

For a fixed \((p, q_1, \ldots, q_n)\) inequality (6.9) defines a finite collection of intervals. The number of these interval is bonded by a constant depending on \( n \) and \( f \), however the length of these intervals depends on the slope of the graph of the function \( x \mapsto p + q_1 f_1(x) + \cdots + q_n f_n(x) \), that is on

\[ |q_1 f'_1(x) + \cdots + q_n f'_n(x)| \tag{6.10} \]

and thus can vary hugely. It is convenient to combine together the intervals of similar size by sandwiching (6.10) between consecutive powers of a real number. Effectively,
for some \( \ell \in \mathbb{Z} \) one considers the system
\[
|p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \kappa e^{-\eta t},
\]
\[
e^{\eta (\gamma t - \gamma' \ell)} \leq |q_1 f'_1(x) + \cdots + q_n f'_n(x)| < e^{\eta (\gamma t - \gamma'(\ell - 1))},
\]
\[
|q_i| < e^{\eta \varepsilon t_i} \quad (1 \leq i \leq n).
\]
Since the maximum of (6.10) is \( \ll e^{\eta \gamma t} \), where \( \gamma = \max\{r_1, \ldots, r_n\} \), it suffices to assume that \( \ell \) is non-negative. The parameter \( \gamma' \) is used for convenience to eventually synchronize the (approximate) length of the intervals arising from (6.11) with that of ‘building blocks’ of an appropriate level of \( \mathcal{K} \). Indeed, for relatively small \( \ell \) the intervals of \( x \) arising from (6.11) for a fixed \((p, q_1, \ldots, q_n)\) are of length
\[
\asymp \kappa e^{-\eta t} e^{\eta (\gamma t - \gamma' \ell)}.
\]
(6.12)
The proof uses a counting argument from the geometry of numbers to estimate the number of different points \((p, q_1, \ldots, q_n)\) that give rise to a non-empty set of \( x \) satisfying (6.11) and this estimate put together with (6.12) appears to be sufficient to make the Cantor rich sets work.

The problem remains in the case of relatively large \( \ell \). And this is precisely the case where the QnD estimate comes to the rescue. The idea is to consider the system
\[
|p + q_1 f_1(x) + \cdots + q_n f_n(x)| < \kappa e^{-\eta t},
\]
\[
|q_1 f'_1(x) + \cdots + q_n f'_n(x)| < e^{\eta t (\gamma - \varepsilon)},
\]
\[
|q_i| < e^{\eta \varepsilon t_i} \quad (1 \leq i \leq n)
\]
(6.13)
where \( \varepsilon \) is a fixed constant. In practice, \( \varepsilon \) can be chosen within the limits \( \frac{1}{n} \leq \varepsilon \leq \frac{2}{n} \).

The solutions of (6.11) with \( \ell \gg \varepsilon t \) will fall into the set \( S_t \) of solutions \( x \) to (6.13). Using the version of the QnD estimate from [BKM01] one verify that the measure of \( S_t \) is
\[
\ll e^{-t \alpha \varepsilon},
\]
where \( \alpha \) depends on \( n \) only. In fact, if we swell the set \( S_t \) up by placing a ball of radius
\[
\Delta := \kappa e^{-\eta t} / e^{\eta t (\gamma - \varepsilon)}
\]
around each point of \( S_t \), the QnD estimate applies to this bigger set \( \hat{S}_t \). Due to its construction the set \( \hat{S}_t \) can be written as a disjoint union of intervals of length \( \asymp \Delta \), while the total measure of these intervals is still \( \ll e^{-t \alpha \varepsilon} \). Hence, one gets a bound on the number of the intervals, and this bound appears good enough to complete the proof.

Remark 3. The basic idea for treating (6.13) that we described above evolved from the paper [BBD02a] which deals with a very special case of Problem 2 discussed in §4.1. Indeed, the method of [BBD02a], which relies on the QnD estimate, can be easily modified to obtain the following upper bound for the Hausdorff dimension:
\[
\dim \left\{ x : (6.13) \text{ has a non-zero solution } (p, q_1, \ldots, q_n) \right\} \leq 1 - c(\alpha, \varepsilon, n)
\]
(6.14)
for some explicitly computable parameter \( c(\alpha, \varepsilon, n) > 0 \) depending only on \( \alpha, \varepsilon \) and \( n \). Recall that within the proof of Theorem 10 the ‘target’ set \( K \) given by (6.8) is sought to satisfy (6.8) for arbitrarily small \( \delta > 0 \). In the case of (6.11) this goal is attained by taking \( \eta \) sufficiently large and \( \kappa \) sufficiently small. Now note that the estimate (6.14) is independent of \( \eta \) and \( \kappa \). This means that when constructing the levels \( K_t \) of our Cantor set, the case (6.13) ‘removes’ a set of dimension strictly smaller than \( 1 - \delta \) as long as we impose the condition \( 0 < \delta < c(\alpha, \varepsilon, n) \) with \( \delta \) the same as in (6.8).

6.1 Further remarks

The technical condition (6.3) on the weights of approximation arises within the part of the proof of Theorem 10 that does not use the QnD. Introducing new ideas to this part, Lei Yang [Yan19] managed to remove (6.3) completely.

Theorem 10 has a straightforward consequence to real numbers badly approximable by algebraic numbers. These can be defined via small values of polynomials:

\[
\mathcal{B}_n = \left\{ \xi \in \mathbb{R} : \exists c_1 = c_1(\xi, n) > 0 \text{ such that } |P(\xi)| \geq c_1 H(P)^{-n} \right\}.
\]

As a consequence of Theorem 10 we have that for any natural number \( N \) and any interval \( I \) in \( \mathbb{R} \)

\[
\dim \bigcap_{n=1}^{N} \mathcal{B}_n \cap I = 1.
\]

(6.15)

However, Theorem 10 leaves the following problem open: *show that (6.15) holds when \( N = \infty \).* The generalisation of Yang [Yan19] that removes condition (6.3) does not solve this problem. However, most recently, it has been resolved in [BNY1] on showing that the sets

\[
\{ x \in \mathbb{R} : (x, \ldots, x^n) \text{ is badly approximable} \}
\]

are winning. Previously, this was shown in dimension \( n = 2 \) [ABV18]. More generally, it is shown in [BNV1] that for any \( n \in \mathbb{N} \) and any \( n \)-tuple \( r \) of weights the set of \( r \)-badly approximable points on any non-degenerate analytic curve in \( \mathbb{R}^n \) is absolute winning. We note that the results of [BNY1] represent yet another powerful application of the QnD, this time for fractal measures as established in [KLW04]. Another remarkable application of the QnD for fractal measures is the proof that the sets \( \text{Bad}(r) \) are hyperplane absolute winning established in [BNY2].

We note that the above exposition is not a complete account of known applications of the QnD estimates. There is no doubt that many new exciting applications are still awaiting to be discovered!
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