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Abstract—This paper studies streaming optimization problems that have objectives of the form $\sum_{t=1}^{T} f_t(x_{t-1}, x_t)$. In particular, we are interested in how the solution $\hat{x}_{t|T}$ for the $t$th frame of variables changes as $T$ increases. While incrementing $T$ and adding a new functional and a new set of variables does in general change the solution everywhere, we give conditions under which adding a new functional and a new set of variables changes as $T$ increases. As a consequence, we are able to derive theoretical guarantees for algorithms with limited memory, showing that limiting the solution updates to only a small number of frames in the past sacrifices almost nothing in accuracy. We also present a new efficient Newton online algorithm (NOA), inspired by these results, that updates the solution with fixed per-iteration complexity of $O(3Bn^2)$, independent of $T$, where $B$ corresponds to how far in the past the variables are updated, and $n$ is the size of a single block-vector. Two streaming optimization examples, online reconstruction from non-uniform samples and inhomogeneous Poisson intensity estimation, support the theoretical results and show how the algorithm can be used in practice.

Index Terms—time-varying, aggregated, incremental, optimization, unconstrained, filtering, smoothing, Kalman, RTS, streaming, cumulative, Newton method, graph optimization, optimal filtering, Bayesian filtering, online, time-series, partially separable, block-tridiagonal.

I. INTRODUCTION

We consider time-varying convex optimization problems of the form

$$\min_{\hat{x}_T} J_T(\hat{x}_T) := \sum_{t=1}^{T} f_t(x_{t-1}, x_t),$$  \hspace{1cm} (1)

where each $x_t$ is block variable in $\mathbb{R}^n$ and $\hat{x}_T = (x_0; x_1; \cdots ; x_T) \in \mathbb{R}^{n(T+1)}$. We are particularly interested in solving these programs **dynamically**; we study below how the solutions $\hat{x}_T$ evolve as $T$ increases and how we can move from the minimizer of $J_T$ to the minimizer of $J_{T+1}$ in an efficient manner.

Optimization problems of the form (1) arise, broadly speaking, in applications where we are trying to estimate a time-varying quantity from data that is presented sequentially. In signal processing, they are used for online least-squares [1], [2] and estimation of sparse vectors [3]–[7]. They have also been used for low-rank matrix recovery in recommendation systems [8], [9], audio restoration and enhancement [10], [11], medical imagery applications [12], [13], and inverse problems [14], [15]. Applications in other fields include online convex optimization [16]–[18], adaptive learning [19], [20], time series prediction [21], [22], and optimal control [23], [24]. Closely related problems also come from estimation algorithms in wireless sensor networks [25], [26], multi-task learning [16], and in simultaneous localization and mapping (SLAM) and pose graph optimization (PGO) [27]–[30].

Even though each of the functions in (1) only depends on two block variables, the reliance of $f_t$ on both $x_t$ and $x_{t-1}$ couples all of the functionals in the sum. When a new “frame” is added to the program above, meaning $T \to T + 1$, a new term is added to the sum in the functional, and a new set of variables is introduced. This new term will affect the optimality of all of the $x_t$.

The most well-known example of (1) is when the $f_t$ are least-squares losses on linear functions of $x_{t-1}$ and $x_t$,

$$f_t(x_{t-1}, x_t) = \|B_t x_{t-1} + A_t x_t - y_t\|^2. \hspace{1cm} (2)$$

In this case, (1) has the same mathematical structure as the Kalman filter [31]–[33] and can be solved with a streaming least-squares algorithm. If we use $\hat{x}_t|T$ to denote the optimal estimate of $x_t$ when $J_T$ is minimized, then $\hat{x}_{t+1|T+1}$ can be computed by applying an appropriate affine function to $\hat{x}_t|T$, and then the $\hat{x}_{T-j|T+1}, j = 1, \ldots , T$ are computed recursively (by again applying affine functions) with a backward sweep through the variables. This updating algorithm, which requires updating each frame only once, follows from the fact that the system of equations for solving $J_{T+1}$ has a **block-tridiagonal** structure; a block LU factorization can be computed on the fly and the $\hat{x}_{T-j|T}$ are then computed using back substitution.

When the $f_t$ have any other form than (2), moving from the solution of $J_T$ to $J_{T+1}$ is much more complicated. Unlike the linear least-squares case, we cannot update the solutions with a single backward sweep. However, as we describe in detail in Section III below, (1) retains a key piece of structure from the least-squares case. The Hessian matrix of $J_T$ has the same block-tridiagonal structure as the system matrix corresponding to (2).

Our main mathematical contribution shows that when the Hessian matrix exhibits a kind of block diagonal dominance in addition to the tridiagonal structure, the solution vectors are only weakly coupled in that adding a new term to (1) does not significantly affect the solutions far in the past.

Theorem 2.1 in Section II and Theorem 3.1 in Section III below show that the difference between $\hat{x}_{t|T+1}$ and $\hat{x}_{t|T}$ decreases exponentially in $T - t$. As a result, $\hat{x}_{t|T}$ and $\hat{x}_{t|T+1}$ will not be too different for even moderate $T - t$. 
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The correction terms’ rapid convergence gives rise to the optimization filtering approach described in the second half of Section III. We show how we can (approximately) solve (1) with bounded memory by only updating a relatively small number of the \( x_t \) in the past each time a new loss function is added. We show that under appropriate conditions, the error due to this “truncation” of early terms does not accumulate as \( T \) grows, meaning that the online algorithm is stable. Theorem 3.3 gives these sufficient conditions and bounds the error as a function of the memory in the system.

The remainder of the paper is organized as follows. We briefly overview related work in the existing literature in Section I-A. In Section II, we study the particular case of least-squares loss (2), and give conditions under which the \( \hat{x}_{1:T} \) converge rapidly as \( T \) increases. This allows us to control the error of a standard recursive least-squares algorithm when the updates are truncated. Section III extends these results where the \( f_t \) are general (smooth and strongly) convex loss functions, with an online-like Newton-type algorithm for solving these problems presented in Section IV. Numerical examples to support our theoretical results are given in Section V. Proofs are deferred to the appendices. Notation follows the standard convention.

A. Related work

As more problems in science and engineering are being posed in the language of convex optimization, several new frameworks have been introduced that move away from batch solvers in static setting to optimization problems that change in time. A recent survey [34] details one such framework. There the goal is to reconstruct a solution trajectory

\[
x^*(t) = \arg \min_{x \in \mathbb{R}^n} f(x; t),
\]

given an ensemble of objective functions \( f(\cdot; t) \) indexed by time \( t \). Research on problems of the type (3), see in particular [35]–[37], is concerned with fast algorithms that take advantage of structural properties of the ensemble \( f(\cdot; t) \) (e.g. that it varies slowly in time) to approximate \( \hat{x}^*(t) \) in a manner that is much more efficient than if the optimization program was treated in isolation. The goal is to achieve something like real-time tracking of the solution as \( f(\cdot; t) \) evolves with \( t \).

This framework is fundamentally different than the one in (1) that is studied in this paper. In (3), there is a single optimization variable, and at a fixed time \( t \) the function \( f(\cdot; t) \) provides all the information needed to compute the ideal optimal solution \( x^*(t) \). In contrast, the formulation in (1) adds a new optimization variable along with a new function as \( T \) increases. The solution \( \hat{x}_{1:T} \) of (1) for frame \( t \) changes as \( T \) increases, and a key point of interest is the structural properties of the \( f_t \) that result in the solutions settling quickly. This is a question that is completely independent of any algorithm used to solve (or approximate the solution of) (1). This concept that the functions in the future affect the optimal solutions in the past does not exist for (3).

Another formulation for time-varying optimization problems is known as online convex optimization (OCO) [38]–[40]. In a typical OCO problem, a player makes a prediction \( x_t \), then suffers a loss \( f_t(x_t) \). The process repeats at the next time step, with the player (hopefully) improving their predictions as they adapt to the structure in the problem. The effectiveness of an algorithm is measured using a regret function, a typical example of which is

\[
\text{Regret}_T = \sum_{t=1}^T f_t(x_t) - \min_{x} \sum_{t=1}^T f_t(x).
\]

This is, again, a very different framework than the one we are considering in (1). As mentioned above, we are introducing new optimization variables as the time index \( T \) increases, and the fact that \( f_t \) shares variables with \( f_{t-1} \) and \( f_{t+1} \) explicitly provides the dependence between the solutions. Moreover, our Theorems 3.1 and 3.2 below are not tied to particular algorithms, they are concerned with how the solutions to (1) change as \( T \) increases. Our analysis does not involve any notion of prediction, but the concept of “smoothing” (updating the variables at previous time steps) plays a central role. Updating previous solutions as new information is revealed is not emphasized in the OCO literature.

The OCO framework has also been extended to more flexible regret models appropriate for dynamic environments; different types of adaptive regret are considered in [41], [42]. These models do model optimization problems that themselves vary in time and whose solutions may be coupled in some sense. However, these problems are again about making improved predictions, and no notion of smoothing exists.

Finally, and as we mentioned above, if the \( f_t \) are least-squares functionals, our framework is equivalent to the celebrated Kalman filter [31] with backward smoothing [32], [43]. Convergence results in the literature primarily assume a generative stochastic model and are concerned with the convergence of the covariance of the \( x_t \) and how it results in the asymptotic stability of the filter. In [44], the authors show convergence of the estimate error covariance by showing that the transformation that propagates this covariance across time steps is a contraction.

Our main results in this context give conditions under which the smoothing updates converge at a linear rate. While we do not know of comparable existing results in the literature, there is some qualitative discussion related to this convergence in [45, Ch. 7] that starts to draw a relation between the accuracy of the smoothing to the asymptotic behavior of the gain matrix and covariance matrix in terms of their eigenvalue structure. The recent work [33], [46] also treats Kalman smoothing as solving a block tridiagonal system, analogous to our approach to the least-squares setting in Section II, and show how the spectral properties of submatrices lead to numerical stability of the computations. The work [47] does show linear convergence of the estimate \( x_{1:T} \) but only in the special case where the state is static.

The extended Kalman filter (EKF) [48], [49] is the classic way to extend this online tracking framework to problems that are nonlinear. It works by linearizing the problem around the current estimate (thus approximating the original problem), then performing the updates the same way as in linear least-squares. Our nonlinear framework is focused on solving the optimization program directly.
As a concluding remark, we want to re-emphasize that not only that our filtering optimization framework different from previous work on time-varying optimization problems, our main theoretical results are on intrinsic properties of the optimization problem and how its solution changes over time. Our Corollary 2.1 and Theorem 3.3 provide bounds on the approximation error with truncated updates that are algorithm independent. They can be interpreted as a bridge for existing algorithms to leverage these results; the truncated streaming least-squares algorithm in Section II and the truncated Newton algorithm in Section IV are two examples that do exactly that.

II. STREAMING LEAST-SQUARES

In this section, we look at solving (1) in the particular case where the cost functions are regularized linear least-squares terms similar to (2):\footnote{Throughout $\| \cdot \|$ refers to the Euclidean norm vectors and its induced norm for matrices.}

$$f_t(x_{t-1}, x_t) = \|B_t x_{t-1} + A_t x_t - y_t\|^2 + \gamma \|x_t\|^2. \quad (4)$$

To ease the notation, we will fix the sizes of the variables $x_t \in \mathbb{R}^n$ and matrices $A_t, B_t \in \mathbb{R}^{m \times n}$ to be the same, but everything below is easy to generalize. An important application, and one which is discussed further in Section V below, is streaming reconstruction from non-uniform samples of signals that are being represented by local overlapping basis elements. There is an elegant way to solve this type of streaming least-squares problem that is essentially equivalent to the Kalman filter. We will quickly review how this solution comes about below, as it will allow us to draw parallels to the case when the $f_t$ are general convex functions.

We begin by presenting a matrix formulation of the problem that expresses the minimizer as the solution to an inverse problem, leading to an efficient forward-backward LU factorization of system can be solved recursively by introduce conditions that guarantee that these computations are stable. We will use these results both to analyze the least-squares case and the more general convex case, where the Hessian matrix has the same block-tridiagonal structure.

Consider a general block-tridiagonal system of equations

$$\begin{bmatrix}
H_0 & E_0^T & 0 \\
E_0 & H_1 & E_1^T \\
0 & E_{T-1} & H_{T-1}^T
\end{bmatrix} \begin{bmatrix}
x_0 \\
x_1 \\
\vdots \\
x_{T-1} \\
\end{bmatrix} = \begin{bmatrix}
g_0 \\
g_1 \\
\vdots \\
g_{T-1} \\
\end{bmatrix} \quad (6)$$

There is a standard numerical linear algebra technique for calculating the (block) LU factorization of a block-banded matrix (see [50, Chapter 4.5]); the matrix above gets factored as

$$\begin{bmatrix}
Q_0 & 0 & 0 & \cdots & 0 \\
0 & Q_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & Q_{T-1}
\end{bmatrix} \begin{bmatrix}
I & U_0 & 0 & \cdots & 0 \\
0 & I & U_1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I
\end{bmatrix} \begin{bmatrix}
x_0 \\
x_1 \\
\vdots \\
x_{T-1} \\
\end{bmatrix} = \begin{bmatrix}
g_0 \\
g_1 \\
\vdots \\
g_{T-1} \\
\end{bmatrix} \quad (7)$$

The $E_t$ in (II-B) are the same as in (6) while the $Q_t$ and $U_t$ can be computed recursively using $Q_0 = H_0$, and then for $t = 1, \ldots, T$

$$U_{t-1} = Q_{t-1}^{-1} E_{t-1}^T,$$

$$Q_t = H_t - E_{t-1} U_{t-1} = H_t - E_{t-1} Q_{t-1}^{-1} E_{t-1}^T. \quad (7)$$

This, in turn, gives us an efficient way to solve the system in (6) using a forward-backward sweep: we start by initializing the “forward variable” as $v_0 = Q_0^{-1} g_0$, then move forward; for $t = 1, \ldots, T$ we compute

$$v_t = Q_t^{-1} (g_t - E_{t-1} v_{t-1}). \quad (8)$$

After computing $v_T$, we hold $v = U_T^{-1} g$ in our hands. To compute $\hat{x}_T = U_T^{-1} v$, we first set $\hat{x}_T = v_T$ and then move backward; for $t = T - 1, \ldots, 0$ we compute

$$\hat{x}_t = v_t - U_t \hat{x}_{t+1}. \quad (9)$$

This algorithm relies on the $Q_t$ being invertible for all $t$. As these are defined recursively, it might, in general, be hard to determine their invertibility without actually computing them. The lemma below, however, shows that if the system in (6) is block diagonally dominant, in that the $E_t$ are smaller than the $H_t$, then well-conditioned $H_t$ will result in well-conditioned

When $T$ is large, solving (5) can be expensive or even infeasible. However, the structure of $\Phi_T$ (it has only two nonzero block diagonals) allows an efficient method for updating the solution as $T \rightarrow T + 1$.

B. Block-tridiagonal systems

The key piece of structure that our analysis and algorithms take advantage of is that the system matrix $\Phi_T^T \Phi_T + \gamma I$ in (5) is block-tridiagonal. In this section, we overview how this type of system can be solved recursively and introduce conditions that guarantee that these computations are stable. We will use these results both to analyze the least-squares case and the more general convex case, where the Hessian matrix has the same block-tridiagonal structure.
Lemma 2.1. Suppose that there exists a $\kappa \geq 1$ and $\delta, \theta$ such that for all $t \geq 0$, $|\kappa^{-1}H_t - I| \leq \delta$ and $\|E_t\| \leq \kappa \theta$ with $\delta < 1$ and $\theta \leq (1 - \delta)/2$. Then for all $t \geq 0$,

$$\|\kappa^{-1}Q_t - I\| \leq \varepsilon_\ast, \quad \varepsilon_\ast = \frac{1 + \delta}{2} - \sqrt{\frac{(1 - \delta)^2}{4} - \delta^2} < 1.$$ 

Proof. From the recursion that defines the $Q_t$ in (7) we have $\|\kappa^{-1}Q_t - I\| \leq \varepsilon_t$, where $\{\varepsilon_t\}$ is a sequence that obeys $\varepsilon_0 = \delta, \varepsilon_t = \delta + \frac{\theta^2}{1 - \varepsilon_{t-1}}$.

For the $\theta, \delta$ in the lemma statement, these $\varepsilon_t$ form a monotonically nondecreasing sequence that converges to $\varepsilon_\ast$. \qed

One of the main consequences of Lemma 2.1, and a result that we will use for our least-squares and more general convex analysis, is that a uniform bound on the size of the blocks $\|g_t\|$ on the right-hand side of (6) implies a uniform bound on the size of the blocks in the solution $\|\hat{x}_t\|$.

Lemma 2.2. Suppose that the conditions of Lemma 2.1 hold. Suppose also that we have a uniform bound on the norm of each of the blocks of $g_t$. $\|g_t\| \leq M$. Then if $\rho = \theta/(1 - \varepsilon_\ast) < 1$,

$$\|\hat{x}_t\| \leq \frac{M(1 - \rho^{T-t+1})}{(1 - \varepsilon_\ast)(1 - \rho)} \leq \frac{M}{(1 - \varepsilon_\ast)(1 - \rho^2)}.$$ 

The proof of Lemma 2.2, which we present in Appendix A, essentially just traces the steps through the forward-backward sweep making judicious use of the triangle inequality. Later on, we will see that our ability to bound the solution on a frame-by-frame basis plays a key role in showing that the streaming solutions to (1) converge as $T$ increases.

From general linear algebra, we have the following result that will be of use later on.

Lemma 2.3. Consider the $(m + n) \times (m + n)$ system

$$\begin{bmatrix} A & V^T \\ V & B \end{bmatrix} \begin{bmatrix} h_0 \\ y \end{bmatrix} = \begin{bmatrix} g_0 \\ 0 \end{bmatrix},$$

with matrices $A \in \mathbb{R}^{m \times m}$, $B \in \mathbb{R}^{n \times n}$, $V \in \mathbb{R}^{n \times m}$, and vectors $h_0, g_0 \in \mathbb{R}^m$ and $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$. Suppose that $\|V\| \leq \alpha$, and $B$ is nonsingular with $\|B^{-1}\| \leq \beta$. Then $\|y\| \leq \alpha \beta \|h_0\|$, and in particular, $\|y_i\| \leq \alpha \beta \|h_{0,i}\|$.

Lemma 2.3 shows there is a simple relation between the first and remaining elements of the solution for the particular right-hand side above.

C. Streaming solutions

The forward-backward algorithm for solving block-tridiagonal systems can immediately be converted into a streaming solver for problems of the form (4). Indeed, the algorithm that does this, detailed explicitly as Algorithm 1 below, mirrors the steps in the classic Kalman filter exactly (with the backtracking updates akin to “smoothing”).

For fixed $T$, the least-squares problem in (4) amounts to a tridiagonal solve as in (6) with

$$E_t = A_t^T B_{t+1}, \quad H_t = A_t^T A_t + B_t^T B_{t+1} + \gamma I, \quad t = 0, \ldots, T - 1,$$

$$H_T = A_T^T A_T + \gamma I,$$

$$g_t = A_t y_t + B_{t+1} y_{t+1}, \quad t = 0, \ldots, T - 1,$$

$$g_T = A_T y_T.$$

If we have computed the solution $\hat{x}_T = \{\hat{x}_i | T = 0\}$, then when $T$ is incremented, we can move to the new solution $\hat{x}_{T+1}$ by updating the $Q_T$ matrix, computing the new terms $E_{t-1}, U_{t-1}$ in the block LU factorization (thus completing the forward sweep in one additional step), computing $\hat{x}_{T+1/2} T + 1$, then sweeping backward to update the solution by computing the $\hat{x}_{i+T+1}$ for $t = T, \ldots, 0$.

Algorithm 1 Streaming Least-squares

```
[y_0, A_0] \leftarrow GetSampleBatch(0)
Q_0 \leftarrow A_0^T A_0 + \gamma I
Q_0 \leftarrow A_0^T A_0^T y_0
\hat{x}_0 \leftarrow Q_0^{-1} g_0

for t = 1, 2, \ldots do
    [y_t, A_t, B_t] \leftarrow GetSampleBatch(t)
    Q_{t-1} \leftarrow Q_{t-1}^T + B_t^T B_t
    g_{t-1} \leftarrow g_{t-1} + B_t^T y_t
    v_{t-1} \leftarrow Q_{t-1}^{-1} (g_{t-1} - E_{t-2} v_{t-2})
    E_{t-1} \leftarrow A_t^T B_t
    U_{t-1} \leftarrow Q_{t-1}^{-1} E_{t-1}^T
    Q_t \leftarrow A_t^T A_t - E_{t-1} U_{t-1} + \delta I
    g_t \leftarrow A_t^T y_t
    \hat{x}_{t} \leftarrow Q_t^{-1} (g_t - E_t v_t)
    for l = 1, \ldots, t do
        \hat{x}_{t-l} \leftarrow v_{t-l} - U_{t-l} \hat{x}_{l+T+1}
    end for
end for
```

We now have the natural questions: under what conditions does an $x_t^\ast$ exist such that $\hat{x}_{i | T} \rightarrow x_t^\ast$, and if one exists, how fast do the solutions converge? Our first theorem provides one possible answer to these questions. At a high level, it says that while the solution in every frame changes as we go from $t \rightarrow T + 1$, this effect is local if the block-tridiagonal system is block diagonally dominant. Well-conditioned $H_t$ and relatively small $E_t$ result in rapid (linear) convergence of $\hat{x}_{i | T} \rightarrow x_t^\ast$.

Theorem 2.1. Suppose that the $H_t$ and $E_t$ generated by Algorithm 1 obey the conditions of Lemma 2.1 and $\theta < 1 - \varepsilon_\ast$. Suppose also that the size of the $y_t$ is bounded as

$$M_y = \sup_{t \geq 0} \|y_t\| y_{t+1} \|.$$ 

Then there exists $x_t^\ast$ such that

$$\hat{x}_{i | T} \rightarrow x_t^\ast \text{ as } t \leq T \rightarrow \infty,$$
and there is a constant $C(\epsilon_s, \theta, \delta)$ such that
\[
\|\hat{x}_t(T) - x_t^*\| \leq C(\epsilon_s, \theta, \delta) M_y \left( \frac{\theta}{1 - \epsilon_s} \right)^{T - t}
\]
for all $t \leq T$.

The purpose of $\kappa$ in the theorem statement above is to make the result scale-invariant; a natural choice is to take $\kappa$ as the average of the largest and smallest eigenvalues of the matrices along the main block diagonal.

Finally, we note that the condition that $\theta < 1 - \epsilon_s$ is closely related to asking the system matrix to be (strictly) block diagonally dominant\(^2\). We could guarantee block diagonal dominance by asking the smallest eigenvalue of each $H_t$ is larger than $\|E_{t-1}\| + \|E_t\|$, which we can ensure by taking $\theta/(1 - \delta) < 1/2$. In the next theorem, we show that the exponential convergence of the least-squares estimate in Theorem 2.1 allows us to stop updating $\hat{x}_{t|T}$ once $T - t$ gets large enough with almost no loss in accuracy.

D. Truncating the updates

The result of Theorem 2.1 that the updates exhibit exponential convergence suggests that we might be able to “prune” the updates by terminating the backtracking step early. In this section, we formalize this by bounding the additional error if we limit ourselves to a buffer of size $B$. This allows the algorithm to truly run online, as the memory and computational requirements remain bounded (proportional to $B$).

To produce the truncated result, we use a simple modification of Algorithm 1. The forward sweep remains the same (and exact), while the backtracking loop (the inner ‘for’ loop at the end) only updates the $B$ most recent frames, stopping at $\ell = B - 1$:

\[
\text{for } \ell = 1, \ldots, B - 1 \text{ do } \hat{z}_{t-\ell} \leftarrow \hat{v}_{t-\ell} - U_{t-\ell} \hat{z}_{t-\ell+1|t} \text{ end for}
\]

To avoid confusion, we have written the truncated solutions as $\hat{z}_{t|T}$, and we will use $z_t^*$ to be the “final” value $z_t^* = \hat{z}_{T+1|T+B}$. Note that to perform the truncated update, we only have to store the matrices $U_t$ and the vectors $v_t$ for $B$ steps in the past. The schematic diagram in Figure 1 illustrates the architecture and dynamical flow of the algorithm.

The following corollary shows that the effect of the buffer is mild: the error in the final answer decreases exponentially in buffer size.

**Corollary 2.1.** Let $\{x_t^*\}$ denote the sequences of untruncated asymptotic solutions, and $\{z_t^*\}$ the final truncated solutions for a buffer size $B$. Under the conditions of Theorem 2.1, we have
\[
\|x_t^* - z_t^*\| \leq C(\epsilon_s, \theta, \delta) M_y \left( \frac{\theta}{1 - \epsilon_s} \right)^{B}
\]
for all $0 \leq t \leq T - B$.

\(^2\)We are referring to the block diagonal dominance defined in [51, Definition 1] as $\lambda_{\text{min}}(A_{j,j}) \geq \sum_{k \neq j} |A_{j,k}|$, where $\lambda_{\text{min}}(\cdot)$ returns the smallest eigenvalue.

---

**Fig. 1.** Schematic diagram of streaming with finite memory data architecture: The buffers pertain to fast memory which is assumed limited and hence used only to store the last $B$ loss functions and the latest corresponding estimated solution variables, $\{\hat{z}_{t|T}\}$, $t = T - B, \ldots, T$. After each solve, we have feedback to the buffer and as a possible implementation, $\hat{z}_{T-B|T}$ is offloaded to peripheral memory to keep track of the entire solution’s trajectory.

The corollary is established simply by realizing that $\hat{z}_{t|T} = \hat{z}_{t+1|T}$ for $T = t, \ldots, t + B$ and then applying Theorem 2.1. Section V-A demonstrates that for a practical application, excellent accuracy can be achieved with a modest buffer size. There we look at the problem of signal reconstruction from non-uniform level crossings.

Our truncated least-squares algorithm is functionally the same as the fixed-lag Kalman smoother [52] and its variants [46]. Corollary 2.1 gives us principled guidance on the choice of window size for these algorithms. It applies to streaming least-squares problems in other contexts; see in particular the online signal reconstruction from non-uniform samples example in Section V-A.

### III. Streaming with Convex Cost Functions

In this section, we consider solving (1) in the more general case where the $f_t$ are convex functions. In studying the least-squares case above, we saw that the coupling between the variables means that adding a term to (1) (increasing $T$) requires an update of the entire solution. We also saw that if the least-squares system in (6) is block diagonally dominant, implying in some sense that coupling between the $x_t$ is “loose,” then these updates are essentially local in that the magnitudes of the updates decay exponentially as they backpropagate. Below, we will see that a similar effect occurs for general smooth and strongly convex $f_t$.

We present our main theoretical result—the linear convergence of the updates—in two steps. Theorem 3.1 shows that if it is possible to find an initialization point with uniformly bounded gradients, then we have the same exponential decay in the updates to the $\hat{x}_t$ as $t$ moves backward away from $T$. Theorem 3.1 shows that we can guarantee such initialization points when the Hessian of the aggregated objective is block diagonal dominant.

#### A. Convergence of the Streaming Solution

Let $C_{\mu,L}^2(D)$ denote the class of $\mu$-strongly convex functions with two continuous derivatives, with their first derivatives $L$-Lipschitz continuous on $D$. 
**Theorem 3.1.** For all $t \geq 1$, we assume that:

1. $f_t \in \mathcal{S}^{2,1}_{\mu_t, L_t}(\mathbb{R}^n \times \mathbb{R}^n)$;
2. $L_t$ and $\mu_t$ are uniformly bounded,
   
   $$0 < \mu_{\min} \leq \mu_t \leq L_t \leq L_{\max} < \infty.$$  

This assumption is equivalent to a uniform bound on the eigenvalues of the Hessians of the $f_t$: for every $t \geq 0$ and every $x, y \in \mathcal{D}$ we have

$$\mu_t \leq \lambda_{\min}(\nabla^2 f_t(x, y)) \leq \lambda_{\max}(\nabla^2 f_t(x, y)) \leq L_t.$$  

The following lemma translates the uniform bounds on the convexity and Lipschitz constants of the $f_t$ to similar bounds on the aggregate function.

**Lemma 3.1.** If $f_t(x_{t-1}, x_t) \in \mathcal{S}^{2,1}_{\mu_t, L_t}(\mathbb{R}^n \times \mathbb{R}^n)$, then $J_T = \sum_{t=1}^T f_t \in \mathcal{S}^{2,1}_{\mu, L}(\mathbb{R}^n \times \cdots \times \mathbb{R}^n)$, for $L = 2L_{\max}$ and $\mu = \mu_{\min}$.

Lemma 3.1 above is enough to establish the convergence of the updates provided that we can assume uniform bounds on the gradients of the initialization points.

**Theorem 3.1.** Suppose that the $f_t$ are smooth and strongly convex as in Assumption 3.1. Suppose also that there exists a constant $M_g$ and a set of initialization points $\{w_T\}$ such that

$$\|\nabla f_T(\hat{x}_{T-1}|T-1, w_T)\| \leq M_g,$$  

(10)

for all $T > 0$. Then there exists $x^*_T$ such that

$$\hat{x}_{t|T} \rightarrow x^*_T \text{ as } t \rightarrow \infty,$$

and a constant $C_1$ that depends on $\mu_{\min}, L_{\max}, M_g$ such that

$$\|\hat{x}_{t|T} - x^*_T\| \leq C_1 \left(\frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}}\right)^{T-t}. \tag{11}$$

We prove Theorem 3.1 in Appendix D. The argument works by tracing the steps the gradient descent algorithm takes when minimizing $J_T$ after being initialized at the minimizer of $J_{T-1}$ (with the newly introduced variables initialized at $w_T$ satisfying (10)).

The condition (10) is slightly unsatisfying as it relies on properties of the $f_t$ around the global solutions. We will see in Theorem 3.2 below how to remove this condition by adding additional assumptions on the intrinsic structure of the $f_t$ and their relationships. Nevertheless, (10) does not seem unreasonable. For example, if the solutions $\{\hat{x}_{T|T}\}$ are shown to be uniformly bounded, then we could use the fact that the $f_t$ have Lipschitz gradients to establish (10) through an appropriate choice of $w_T$.

Although our theory lets us consider any $w_T$, there are two very natural choices in practice. One option is to simply minimize $f_T$ with the first variable fixed at the previous solution,

$$w_T = \arg\min_{w} f_T(\hat{x}_{T-1}|T-1, w). \tag{12}$$  

Alternatively, $w_T$ could be fixed a priori at the $\hat{x}_{T|T}$ that minimizes $f_t$ in isolation (see the definition in (13) below).

**Boundedness through block diagonal dominance**

By adding some additional assumptions on the structure of the problem, we can guarantee condition (10) in Theorem 3.1. Our first (very mild) additional assumption is that the minimizers of the individual $f_t$, when computed in isolation, are bounded.

**Assumption 3.2.** With the minimizers of the isolated $f_t$ denoted as

$$\bar{x}_{t-1|t}, \bar{x}_{t|t} := \arg\min_{x_{t-1}, x_t} f_t(x_{t-1}, x_t), \tag{13}$$

we assume that there exists a constant $M_x$ such that for all $t \geq 0$

$$\|\bar{x}_{t-1|t} - \bar{x}_{t|t}\| \leq M_x. \tag{14}$$

The strong convexity of the $f_t$ implies that these isolated minimizers are unique.

Note that there are two local solutions for the variables $x_t$ at time $t$: $\bar{x}_{t|T}$ is the second argument for the minimizer for $f_t$, while $\bar{x}_{t+1|t}$ is the first argument for the minimizer of $f_{t+1}$. Assumption 3.2 also implies that these are close:

$$\|\bar{x}_{t|t} - \bar{x}_{t+1|t}\| \leq 2M_x.$$  

We emphasize that Assumption 3.2 only prescribes structure on the minimizers of the individual $f_t$, not on the minimizers of the aggregate $J_T$. Showing how this assumed (but very reasonable) bound on the size of the minimizers of the individual $f_t$ translates into a bound on the size of the minimizers $\hat{x}_{t|T}$ of $J_T$ is a large part of Theorem 3.2.

The last piece of structure that allows us to make this link comes from the Hessian of the objective $J_T$. The fact that $f_t$ depends only on variables $x_{t-1}$ and $x_t$ means that the Hessian is block diagonal, similar to the system matrix (6) in the least-squares case:

$$\nabla^2 J_T = \begin{bmatrix} H_0 & E_1^T & \cdots & E_{T-2}^T & H_{T-1}^T & E_{T-1}^T & H_T^T \end{bmatrix}, \tag{15}$$

where the main diagonal terms are given by

$$H_t = \begin{cases} \nabla^2 f_0(x_0, x_1), & t = 0; \\ \nabla^2 f_t(x_{t-1}, x_t) + f_{t+1}(x_t, x_{t+1}), & 1 \leq t < T; \\ \nabla^2 f_T(x_{T-1}, x_T), & t = T; \end{cases}$$

and the off diagonal terms by

$$E_t = \nabla^2 f_{t+1}(x_t, x_{t+1}), \quad t = 0, \ldots, T-1.$$

If the Hessian is block diagonally dominant everywhere, then we can leverage the boundedness of the isolated solutions (14) to show the boundedness of the aggregate solutions $\hat{x}_{t|T}$.

**Theorem 3.2.** Suppose that $f_t$ as in Assumption 3.1 and let

$$\kappa := \frac{2L_{\max} + \mu_{\min}}{2}, \quad \delta := \frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}},$$

$^3$We use $\nabla_{i,j}(\cdot)$ for $\partial^2(\cdot)/\partial x_i \partial x_j$.  

and suppose that for another constant $\theta > 0$ it holds that
\[
\|E_t(x)\| \leq \kappa \theta, \quad \forall t \geq 0.
\]
If it holds that $\theta < (1 - \delta)/2$, and in addition, the isolated minimizers \(\{x_{t|T}, \hat{x}_{t|T}\}^T_{t=0}\) are bounded as in Assumption 3.2, then the minimizers \(\{x_{t|T}\}^T_{t=0}\) of \(J_T\) will be bounded as
\[
\|\hat{x}_{t|T}\| \leq M_\theta (1 - \rho(1-\epsilon_*)^2),
\]
where
\[
M_\theta = 2M_x \sqrt{\|x_{T}\|_{\max}^2 + \rho^2},
\]
for some $\epsilon_* > 0$ with $\rho = \theta/(1 - \epsilon_*) < 1$.

The bound (16) on the size of the solutions can be used to bound the size of the gradient in (10). If we initialize the variables in frame $T$ as the isolated minimizer from (13), $w_T = \hat{x}_{T|T}$, we have
\[
\begin{align*}
\|\nabla f_T(\hat{x}_{T-1|T-1}, w_T)\| &= \|\nabla f_T(\hat{x}_{T-1|T-1}, \hat{x}_{T|T}) - \nabla f_T(\hat{x}_{T-1|T-1}, \hat{x}_{T|T})\| \\
&\leq L_{\max} \|\hat{x}_{T-1|T-1} - \hat{x}_{T-1|T}\| \\
&\leq L_{\max} (\|\hat{x}_{T-1|T-1}\| + \|\hat{x}_{T-1|T}\|).
\end{align*}
\]
These two terms can then be bounded by (16) and (14). Thus the conditions of Theorem 3.2 ensure the rapid convergence in (11).

As in the least-squares case, the $\kappa$ in Theorem 3.2 is just a scaling constant so that the eigenvalues of the $\kappa^{-1} H_t$ are within $1 \pm \delta$. Perhaps more important is the condition that $\theta < (1 - \delta)/2$. We can interpret this condition as meaning that the coupling between the $f_t$ is “loose”; in a second-order approximation to $J_T$, the quadratic interactions between the $x_t$ and themselves is stronger than between the $x_{t-1}$ or $x_{t+1}$. As in the least-squares case, if the Hessian is strictly block diagonal dominant, then again $(1 - \delta) > 2\theta$.

In the least-squares case, the fast convergence of the updates enabled efficient computations through truncation of the backward updates. As we show next, truncation is also effective in the general convex case.

**C. Streaming with finite updates**

Just as we did in the least squares case, we can control the error in the convex case when the updates are truncated. While our goals parallel those in Section II-D, the analysis is more delicate. The main difference in the general convex case is that when we stop updating a set of variables $\hat{x}_{t|T'}$, it introduces (small) errors in the future estimates $\hat{x}_{t|T}$ for $t' < t$, $t'\geq T$; we were able to avoid this in the least-squares case since the forward “state” variables $v_t$ carry all the information needed to compute future estimates optimally. Nonetheless, we show that the errors introduced by truncation in the convex case are manageable.

A key realization for this is that the problem (1) has a property similar to conditional independence in Markov random processes\(^4\). If we fix the variables $x_T$ in frame $T$, then the optimization program can be decoupled into two independent programs that minimize $\sum_{t=1}^T f_t(x_{t-1}, x_t)$ and $\sum_{t=T+1}^T f_t(x_{t-1}, x_t)$ independently.

In particular, if we consider the truncation of the objective functional so that keeps its last $B$ loss terms,
\[
J_{T_B}(x_{T-B}, \ldots, x_T) = \sum_{t=T-B+1}^T f_t(x_{t-1}, x_t),
\]
fixing the first frame of variables to correspond to those in the minimizer of $J_T$, meaning $x_{T-B} = \hat{x}_{T_B|T}$, will allow us to recover the optimal $x_{T-B+1}, \ldots, x_T$ by solving the smaller optimization problem of minimizing $J_{T_B}$. We state this precisely with the following proposition.

**Proposition 3.1.** Let $\{y_{T-B+i}\}_{i=0}^B$ be the solution to

\[
\begin{align*}
&\text{minimize } J_{T_B}(y_{T-B}, \ldots, y_T) \\
&\text{subject to } y_{T-B} = \hat{x}_{T-B|T}.
\end{align*}
\]

Then the solution satisfies
\[
y_{T-B+i} = \hat{x}_{T-B+i|T}, \quad i = 1, \ldots, B.
\]

As before, we denote the truncated solutions as $\tilde{z}_{t|t'}$ and their final values $z^*_t = \tilde{z}_{t|T}$ for $T > t + B$.

In the spirit of Proposition 3.1, at each time step $T$, we fix $z_{T-B} = z^*_T$ as a boundary condition, then minimize the last $B$ terms in the sum in (1), setting $t' = T - B + 1$:

\[
\begin{align*}
&\text{minimize } f_{t'}(z_{t'|T-1}, z_{t'}) + \sum_{t=t'+1}^{T} f_t(z_{t-1}, z_t).
\end{align*}
\]

It should be clear by Proposition 3.1 and the problem formulation in (18), that any difference between $\hat{x}_{T-B+i|T}$ and $\tilde{z}_{T-B+i|T}$ depends entirely on the difference of $\hat{x}_{T-B|T}$ and $z^*_{T-B}$.

**Lemma 3.2.** Suppose the conditions of Theorem 3.2 hold. Then,
\[
\|\hat{x}_{T-B+i|T} - \tilde{z}_{T-B+i|T}\| \leq \frac{\theta}{1 - \delta} \|\hat{x}_{T-B|T} - z^*_{T-B}\|,
\]
for $i = 1, \ldots, B$.

We give the proof of the Lemma in Appendix F. Theorem 3.3 below builds on the results of the Lemma to establish error bound between $\{z^*_t\}$ and $\{z_t^*\}$ as a function of $B$.

**Theorem 3.3.** Let $\{x_t^*\}$ denote the sequences of untruncated asymptotic solutions, and $\{z_t^*\}$ the final truncated solutions for a buffer size $B$. Under the conditions of Theorem 3.2, we have
\[
\|x_t^* - z_t^*\| \leq C_B \left(\frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}}\right)^B
\]
for some positive constant $C_B(\mu_{\min}, L_{\max})$.

Theorem 3.3 shows that, again, the truncation error shrinks exponentially as we increase the buffer size, where the shrinkage factor depends on the convex conditioning of the problem. In the next section, we leverage this result to derive an online truncated Newton algorithm.
IV. Newton algorithm

In this section, we present an efficient truncated Newton online algorithm (NOA). The main result enabling this derivation stems from the bound given in Theorem 3.3 in Section III, and from the Hessian’s block-tridiagonal structure. It implies that we can compute each Newton step using the same forward and then backward sweep we derived for the least-squares. Moreover, Theorem 3.3 implies that the solve can be implemented with finite memory with moderate computational cost that does not change in time. Hence, our proposed algorithm sidesteps the otherwise prohibiting complexity hurdle associated with Newton method while maintaining its favorable quadratic convergence.

A. Setting up with truncated updates

Assumption 4.1. \( \nabla^2 J_T \) is \( M \)-Lipschitz continuous.

Assumption 4.1 is standard when considering Newton’s method. Combined with the assumptions stated in Section III we have sufficient conditions to guarantee the (local) quadratic convergence of Newton’s algorithm (see, e.g., [53]). For smooth convex functions, the first-order optimality condition implies the solution to the nonlinear system \( \nabla J_T(\hat{x}_T) = 0 \) is also the optimal solution to (1), hence solving (18) is equivalent to solving

\[
F(\hat{z}_{T-B+1}, \ldots, \hat{z}_T) = 0,
\]

where

\[
F(\hat{z}_{T-B+1}, \ldots, \hat{z}_T) = \nabla J_T(z_{T-B}^T, z_{T-B+1}^T, \ldots, z_T).
\]

B. The Newton Online Algorithm (NOA)

To avoid confusion with the batch estimates, we use \( \{\mathbf{y}^{(k)}\} \) to denote the sequence of updates obtained using the Newton solutions. The three main blocks of the algorithm: system update, initialization, and computation of the Newton step are described next.

1) Newton system: The Newton method solves the system in (19) iteratively. Starting with initial guess \( \mathbf{y}^{(0)} \), at every iteration, we update with

\[
\begin{align*}
\mathbf{s}^{(k)} &= - F'(\mathbf{y}^{(k)})^{-1} F'(\mathbf{y}^{(k)}), \\
\mathbf{y}^{(k+1)} &= \mathbf{y}^{(k)} + \tau^{(k)} \mathbf{s}^{(k)},
\end{align*}
\]

\( \tau^{(m)} \in (0, 1] \) controls the step, ensuring global convergence.

2) Initialization: The smoothness of the objective implies a warm-start is a reasonable choice. Hence, we initialize as

\[
\mathbf{y}^{(0)}_t := \hat{z}_{t|T-1}, \quad 0 \leq t \leq T - 1,
\]

where for the new block-variable \( \mathbf{y}^{(0)}_T \), we recommend using one of the two options proposed in (12) or (13).

3) Computing the Newton step: \( F' \) has the same block-tridiagonal structure as in the LS, meaning we can compute the Newton step with the same LU forward-backward solver derived in Section II. However, a big difference is, for nonlinear systems, the factorized \( Q_t \) and \( U_t \) blocks are no longer stationary; updating \( \mathbf{y}^{(k)} \) updates \( F' \) and hence updates the factorization blocks. In other words, except for the first step where the change in \( F' \) is still local, we need to compute a new LU-factorization for every Newton step.\(^5\)

Although every step involves recomputing the factorization, the exponential convergence of the updates means that we can get away with good accuracy even for a small \( B \), which, together with the sparsity of the Hessian, implies a very reasonable per-iteration complexity of the order \( O(3Bn^3) \), independent of \( T \), and overall complexity of \( O(3Bn^3k_{nw}) \), where \( k_{nw} \) is the total number of Newton iterations required.

V. Numerical examples

In this section we consider two working examples to showcase the proposed algorithms. In the first example, we use Algorithm 1 from the least-squares section for streaming reconstruction of a signal from its level crossing samples, and in the second example, we use NOA from Section IV to efficiently solve neural spiking data regression.

\(^5\)For \( \mathbf{a}^{(0)} \), the initialization means only the last LU blocks change so we can carry most blocks from the previous solve.
A. Online signal reconstruction from non-uniform samples

Inspired by the recent interest in level-crossing analog-to-digital converters (ADCs), we consider the problem of constructing a signal from its level crossings. Rather than sample a continuous-time signal \( x(t) \) on a set of uniformly spaced times, level-crossing ADCs output the times that \( x(t) \) crosses one of a predetermined set of levels. The result is a stream of samples taken at non-uniform (and signal-dependent) locations. An illustration is shown in Figure 2. The particulars of the experiment are as follows. A bandlimited signal was randomly generated by super-imposing sinc functions (with the appropriate widths) spaced 1/64 apart on the interval \([-5, 21]\); the Sinc functions’ heights were drawn from a standard normal distribution. The level crossings were computed for \( L = 16 \) different levels equally spaced between \([-2.5, 2.5]\) in the time interval \([-0.25, 16.25]\). This produced 4677 samples.

The signal was reconstructed using the **lapped orthogonal transform** (LOT). We applied the LOT to cosine IV basis functions resulting in a set of 16 frames of orthonormal basis bundles, each with \( N = 75 \) basis functions and transition width \( \eta = 1/4 \). A single sample \( x(t_m) \) in batch \( k \) (so \( t_m \in T_k \)) can then be written in terms of the expansion coefficients in frame bundles \( k - 1 \) and \( k \) as

\[
\begin{align*}
x(t_m) &= \sum_{n=1}^{N} x_{k-1,n} \psi_{k-1,n}(t_m) + \sum_{n=1}^{N} x_{k,n} \psi_{k,n}(t_m) \\
&= \langle x_{k-1}, b_m \rangle + \langle x_k, a_m \rangle,
\end{align*}
\]

where \( x_{k-1}, x_k \in \mathbb{R}^N \) are the coefficient vectors (across all \( N \) components) in bundles \( k - 1 \) and \( k \), and \( a_m, b_m \in \mathbb{R}^N \) are samples of the basis functions at \( t_m \) (and are independent of the actual signal \( x(t) \)). Collecting the corresponding measurement vectors \( a_k, b_k \) for all \( M_k = |M_k| \) samples in batch \( k \) together as rows gives the \( M_k \times N \) matrices \( A_k \) and \( B_k \) from (4), and we can use Algorithm 1 for the signal reconstructed using.

The results in Figure 2 show the reconstructed signal at three consecutive time frames. Table I gives a more detailed accounting of the reconstruction error for different buffer lengths. We can see that a buffer of three frames already yields seven digits of accuracy. Hence using \( B = 3 \) in the truncated backwards update in Section II-D will match the performance of a full reconstruction in Algorithm 1 almost exactly.

| \( k \) | \( j \) | \( \log_{10}(||\hat{x}_{j,k} - x_j^*||/||x_j^*||) \) |
|-----|-----|------------------|
| 4   | 4   | -0.31            |
| 5   | 5   | -3.39            |
| 6   | 6   | -5.12            |
| 7   | 7   | -7.28            |
| 8   | 8   | 9.27             |
| 9   | 9   | -10.84           |
| 10  | 10  | -13.27           |

\( \mathcal{H}_T = \{\tau_1, \ldots, \tau_m\} \) in \([0,T]\), generated by \( \mathcal{H}_T|\lambda(t) \sim \text{Poisson}(\lambda(t)) \), we want to estimate the underlying rate function \( \lambda(t) \) using the maximum likelihood estimator [59]–[61]. The associated optimization program is

\[
\hat{\lambda}(t) = \arg \min_{\lambda(t)} \int_0^T \lambda(t) dt - \sum_{i=1}^{m} \log(\lambda(\tau_i)). \tag{21}
\]

To make (21) well-posed, we need to introduce a model for \( \lambda(t) \). The straightforward one we use here is to write \( \lambda \) as a superposition of basis functions, \( \lambda(t) = \sum x_j \psi_j(t) \). Similar models which also fit into our streaming framework can be found in the literature. For example, [62] uses Gaussian kernels while dynamically adapting the kernel bandwidth, [63] uses splines for which the number and the location of knots are free parameters. Assuming a Gaussian prior on \( \lambda(t) \), [64] divides the problem into small bins with each bin being a local Poisson and use Gaussian kernels. Also related is the Reproducing Kernel Hilbert Space (RKHS) formulation in [65], and finally [66] shows that (21) can be solved using a second-order variants of stochastic mirror descent based on ideas from [65].

In the example here we will consider parameterization of the intensity function using splines. Splines, in particular (cardinal) B-splines, have been successfully used to capture the relationship between the neural spiking and the underlying intensity function [67], [68]. B-splines have properties (see, e.g. [69], [70]) that make them favorable for this particular application. They are non-negative everywhere, and so restricting \( x \) to \( \mathbb{R}_+ \) guarantees \( \hat{\lambda}(t) \geq 0 \). They have compact support (minimal support for a given smoothness degree), which nicely breaks the basis functions to overlapping frames. In addition, they are convenient to work with from the point of view of numerical analysis. The results below were obtained with second-order B-splines, but higher models can be obtained in the same way.

We divide the time axis into short intervals (frames) and associate with each frame \( N \) B-splines. The frames’ length is set such that for each \( t \), \( \lambda(t) \) is expressed by basis functions from at most two frames (see [71] for additional details).

To cast (21) into the form of (1), we define the local loss functions \( f_t \) as

\[
f_t(x_{t-1}, x_t) = \langle x_t, a_t \rangle + \langle x_{t-1}, b_t \rangle
\]
\[-\sum_m \log (\langle x_{t}, e_{t,m} \rangle + \langle x_{t-1}, d_{t,m} \rangle),\]

where $x_{k-1}, x_k \in \mathbb{R}^N$ are the coefficient vectors in the $(k-1)$ and $k$ frames, and $a_k, b_k \in \mathbb{R}^N$ are the basis functions from the same frames integrated over the $k$th frame:

\[a_k = \int_{T_{k-1}}^{T_k} \begin{bmatrix} \psi_{k,1}(t) \\ \psi_{k,2}(t) \\ \vdots \\ \psi_{k,N}(t) \end{bmatrix} dt, \quad b_k = \int_{T_{k-1}}^{T_k} \begin{bmatrix} \psi_{k-1,1}(t) \\ \psi_{k-1,2}(t) \\ \vdots \\ \psi_{k-1,N}(t) \end{bmatrix} dt,
\]

and $c_{k,m}, d_{k,m} \in \mathbb{R}^N$ are samples of the basis functions at events observed during the $k$th frame:

\[c_{k,m} = \begin{bmatrix} \psi_{k,1}(\tau_m) \\ \psi_{k,2}(\tau_m) \\ \vdots \\ \psi_{k,N}(\tau_m) \end{bmatrix}, \quad d_{k,m} = \begin{bmatrix} \psi_{k-1,1}(\tau_m) \\ \psi_{k-1,2}(\tau_m) \\ \vdots \\ \psi_{k-1,N}(\tau_m) \end{bmatrix},\]

with $M_k = \{ m : \tau_m \in [T_{k-1}, T_k) \}$.

The MLE optimization program can then be rewritten as

\[
\arg \min_{\{x_{t-1}, \ldots, x_t\}} \sum_{t=1}^{T} f (x_{t-1}, x_t), \quad \text{s.t. } x_T \geq 0 \tag{22}
\]

The condition $x_T \geq 0$ is set to ensure $\dot{\lambda}(t) \geq 0 \forall t$. We solve (22) with the NOA algorithm described in Section IV with the following modification. We use log-barrier modification as in [72, §11 ], since NOA was originally derived for unconstrained optimization problems.

The simulation data was created by generating random smooth intensity function $\lambda^*(t)$, which was then used to simulate events ("spikes") following non-homogeneous Poisson distribution using the standard thinning method [73]. Focusing on the effect of online estimation, we set the "ground truth" reference as the batch solution, to which we then compare the online estimates.

The rapid convergence of the updates is depicted in Figure 3, and in Figure 4 we show the effect of truncating the updates on the solution accuracy.

VI. SUMMARY AND FUTURE WORK

This paper focused on optimization problems expressed as a sum of compact convex loss functions that locally share variables. We have shown that the updates converge rapidly under mild conditions that correspond to the variables’ loose-coupling. The main impact of the convergence result for the updates is that it allows us to approximate the solution via early truncating the updates with a negligible sacrifice of accuracy. Driving these results, the primary underlying mech-
anism that resurfaced throughout was the block-tridiagonal structure of the Hessian. Rising through the structure of the derivatives of the loss functions, the block-tridiagonal structure led to efficient numerical algorithms and played a prominent role in the analysis and proofs to many results in this paper. Future work includes extending these results to problems associated with more general variable dependency graphs and optimization programs with local constraints.

APPENDIX

A. Proof of Lemma 2.2

Our proof uses the simple fact that a recursive set of inequalities of the form,

\[ z_0 \leq b, \quad z_t \leq b + az_{t-1}, \quad a, b \geq 0, \]

will also obey, if \( a < 1 \),

\[ z_t \leq b \left( \frac{1 - a^{t+1}}{1 - a} \right) \leq \frac{b}{1 - a}. \]

In the forward sweep in (8), we have

\[ \|v_0\| = \|Q_0^{-1}g_0\| \leq M/(1 - \varepsilon_*), \]

and then for \( t = 1, \ldots, T - 1, \)

\[ \|v_t\| = \|Q_t^{-1}(g_t - E_{t-1}v_{t-1})\| \leq M/(1 - \varepsilon_*) + \rho \|v_{t-1}\| \]

\[ \downarrow \]

\[ \|v_t\| \leq \frac{M}{(1 - \varepsilon_*)(1 - \rho)} =: M_v. \]

For the backward sweep in (9), we have

\[ \|x_T\| = \|v_T\| \leq M_v, \]

and then for \( t = T - 1, \ldots, 0, \)

\[ \|x_t\| = \|v_t - Q_t^{-1}E_t^T x_{t+1}\| \leq M_v + \rho \|x_{t+1}\| \]

\[ \downarrow \]

\[ \|x_t\| \leq M_v \left( \frac{1 - \rho^{T-t+1}}{1 - \rho} \right) = M \left( \frac{1 - \rho^{T-t+1}}{(1 - \varepsilon_*)(1 - \rho)^2} \right) \leq \frac{M}{(1 - \varepsilon_*)(1 - \rho)^2}. \]

B. Proof of Theorem 2.1

We start with a simple relation that connects the correction in frame bundle \( t \) to the correction in bundle \( t - 1 \) as we move from measurement batch \( T \to T + 1 \). From the update equations, we see that for \( t \leq T, \)

\[ \hat{x}_{t-1T+1} - \hat{x}_{t-1|T} = -U_{t-1} \left( \hat{x}_{t|T+1} - \hat{x}_{t|T} \right), \]

\[ \|\hat{x}_{t-1T+1} - \hat{x}_{t-1|T}\| \leq \|U_{t-1}\| \cdot \|\hat{x}_{t|T+1} - \hat{x}_{t|T}\| \leq \frac{\theta}{1 - \varepsilon_*} \cdot \|\hat{x}_{t|T+1} - \hat{x}_{t|T}\|, \]

where we used the fact that \( \|U_{t-1}\| = \|Q_{t-1}^{-1}E_{t-1}^T\| \leq (1 - \varepsilon_*)^{-1}\theta. \) Applying this bound iteratively and using \( t = T, \) we can bound the correction error \( \ell \) frames back as

\[ \|\hat{x}_{t-1T+1} - \hat{x}_{t-1|T}\| \leq \left( \frac{\theta}{1 - \varepsilon_*} \right) \ell \|\hat{x}_{T|T+1} - \hat{x}_{T|T}\|. \]

This says that the size of the update decreases geometrically as it back propagates through previously estimated frames. We can get a uniform bound on the size of the initial update \( \|\hat{x}_{T|T+1} - \hat{x}_{T|T}\| \) by using Lemma 2.2 with

\[ M = \max_t \left\| \begin{bmatrix} A_t^T & B_{t+1}^T \end{bmatrix} \right\| \leq \sqrt{1 + \delta} M_v, \]

to get

\[ \|\hat{x}_{T|T+1} - \hat{x}_{T|T}\| \leq \|\hat{x}_{T|T+1}\| + \|\hat{x}_{T|T}\| \]

\[ \leq \frac{M(2 + \rho)}{(1 - \varepsilon_*)(1 - \rho)} =: M_{\tilde{\varepsilon}}. \]

Thus we have

\[ \|\hat{x}_{t|T} - \hat{x}_{t|T}\| \leq M_{\tilde{\varepsilon}} \left( \frac{\theta}{1 - \varepsilon_*} \right)^{T-t}, \quad t \leq T, \]

and the \( \{\hat{x}_{t|T}\} \) converge to some limit \( \{x_t^\star\}. \)

We can write the difference of the estimate \( \hat{x}_{t|T} \) from its limit point as the telescoping sum

\[ \hat{x}_{t|T} - x_t^\star = \sum_{t=0}^{\infty} \hat{x}_{t+1|T} - \hat{x}_{t|T+1}, \]

and then using the triangle inequality,

\[ \|\hat{x}_{t|T} - x_t^\star\| \leq \sum_{t=0}^{\infty} \|\hat{x}_{t+1|T} - \hat{x}_{t|T+1}\| \]

\[ \leq \sum_{t=0}^{\infty} \left( \frac{\theta}{1 - \varepsilon_*} \right)^{T+t-t} M_{\tilde{\varepsilon}} \]

\[ = M_{\tilde{\varepsilon}} \left( \frac{1 - \varepsilon_*}{1 - \varepsilon_* - \theta} \right) \left( \frac{\theta}{1 - \varepsilon_*} \right)^{T-t}. \]

C. Proof of Lemma 3.1

We establish upper and lower bounds on the eigenvalues of the Hessian of \( J_T \). Let \( H = \nabla^2 J_T \) and \( \tilde{G}_t = \nabla^2 f_t(x_{t-1} x_t), \) and consider the factorization \( H = H^0 + H^c \) with \( H^0 = G_1 + G_2 + \ldots \) and \( H^c = G_2 + G_3 + \ldots \). The fact that \( f_t \) depends only on variables \( x_{t-1} \) and \( x_t \) implies that \( H^0 \) and \( H^c \) both are block diagonal matrices, and so both \( \|H^0\| \) and \( \|H^c\| \) have the easy upper bound \( L_{\text{max}} \). It follows that

\[ \|H\| \leq 2L_{\text{max}}. \]

For the lower bound, let \( \tilde{y} \) be an arbitrary block vector. Then

\[ \tilde{y}^T H \tilde{y} = \tilde{y}^T \left( \sum_i G_i \right) \tilde{y} = \sum_i \tilde{y}^T G_i \tilde{y} \]

\[ = \sum_i \left[ \tilde{y}_{i-1}^T \tilde{y}_i^T \right] G_i \left[ y_{i-1} \right] \left[ y_i \right] \]

\[ \geq \mu_{\text{min}} \sum_i \| \left[ y_{i-1} \right] \|^2 \]

\[ \geq \mu_{\text{min}} \sum_i \| y_i \|^2 = \mu_{\text{min}} \| \tilde{y} \|^2. \]

Thus the smallest eigenvalue of \( H \) is at least \( \mu_{\text{min}} \).

\( ^{6} \)We assume that \( G_i \) are zero padded to be the same size as \( G \).
D. Proof of Theorem 3.1

Recall that $\hat{x}_{t|T-1}$ is frame $t$ of the minimizer to $J_{T-1}$, and $\hat{x}_{t|T}$ is frame $t$ of the minimizer to $J_T$. We will start by upper bounding how much the solution in frame $t$ moves as we transition from the solution of $J_{T-1}$ to the solution of $J_T$. We bound this quantity, $\|\hat{x}_{t|T} - \hat{x}_{t|T-1}\|$, by tracing the steps in the gradient descent algorithm for minimizing $J_T$ when initialized at the minimizer of $J_{T-1}$ and an appropriate choice for the new variables introduced in frame $T$. Next, we give a simple argument that the $\{\hat{x}_{t|T}\}_{t \leq T}$ form a Cauchy (and hence convergent) sequence.

To avoid confusion in the notation, we will use $y^{(k)} = \{y^{(k)}_t\}_{t=0}^T$ to denote the gradient descent iterates. We initialize $y^{(0)}$ with the $\{\hat{x}_{t|T-1}\}_t$ and a $w_T$ that obeys (10)

$$y^{(0)}_t := \begin{cases} \hat{x}_{t|T-1}, & t = 0, \ldots, T-1 \\ w_T, & t = T, \end{cases}$$

and iterate using

$$y^{(k+1)}_t = y^{(k)}_t + \alpha^{(k)}_t, \quad \alpha^{(k)}_t = -h \nabla J_T(y^{(k)}_t).$$

We know that for an appropriate choice of stepsize $\alpha$ (this will be discussed shortly), the iterations converge to $y^* = \hat{x}_T$. We also know that since $J_T$ is strongly convex and has a Lipschitz gradient (recall Theorem 3.1), this convergence is linear (see, for example, [74, Thm 2.1.15]):

$$\|y^{(k)}_t - y^*\| \leq r_0 \alpha^k, \quad \text{where} \quad \alpha = \left(\frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}}\right),$$

and $r_0 = \|y^* - y^{(0)}_t\|$.  

The key fact is that the $\alpha^{(k)}_t$, which are proportional to the gradient, are highly structured. Using the notation $\nabla_1$ to mean “gradient with respect to the variables in frame $t$”, we can write $\nabla J_T$ in block form as

$$\nabla J_T(y^{(k)}_t) = \begin{bmatrix} \nabla_0 f_1(y^{(k)}_0, y^{(k)}_1) \\ \nabla_1 \left(f_2(y^{(k)}_0, y^{(k)}_1) + f_3(y^{(k)}_1, y^{(k)}_2)\right) \\ \vdots \\ \nabla_{T-1} \left(f_{T-1}(y^{(k)}_{T-2}, y^{(k)}_{T-1}) \right) + f_T(y^{(k)}_{T-1}, y^{(k)}_T) \\ \nabla_T f_T(y^{(k)}_{T-1}, y^{(k)}_T) \end{bmatrix}.$$

Because of the initialization (26), the first step $\alpha^{(0)}_t$ is zero in every single block location except the last two

$$\alpha^{(0)}_t = [0 \ldots 0 * *]^T.$$

As such, only the variables in these last two blocks change; we will have $y^{(1)}_t = y^{(0)}_t$ for $t = 0, \ldots, T-2$. Now we can see that $\nabla J_T(y^{(1)}_t)$ (and hence $\alpha^{(1)}_t$) is nonzero only in the last three blocks. Propagating this effect backward, we can say that for any $1 \leq \tau \leq T$

$$\alpha^{(k)}_t = 0, \quad \text{for} \quad k = 0, \ldots, \tau - 1.$$

Thus we have

$$\|\hat{x}_T - \hat{x}_{T-\tau}|_T - \hat{x}_{T-\tau}|_{T-1}\| = \|\sum_{k=\tau}^{\infty} \alpha^{(k)}_t\| = \|y^{(\tau)}_t - y^{(\tau)}_t\| \leq \|y^* - y^{(\tau)}_t\| \leq r_0 \alpha^\tau.$$

To bound $r_0$ we use the $\mu$ strong convexity of $J_T$ from Lemma 3.1 and the assumption (10),

$$r_0 = \|y^* - y^{(0)}_t\| \leq \frac{1}{\mu} \|\nabla J_T(y^{(0)}_t)\| = \frac{1}{\mu} \|\nabla f_T(\hat{x}_{T-1|T-1}, w_T)\| \leq \mu^{-1} M_g,$$

and so

$$\|\hat{x}_{t|T} - \hat{x}_{t|T-1}\| \leq C_0 a^{T-t}, \quad t < T, \quad C_0 := \mu^{-1} M_g \quad (28)$$

An immediate consequence of (28) is that $\{\hat{x}_{t|T}\}_T$ is a Cauchy sequence. For all $t \geq 0$ and $n > l > 0$ we have that

$$\|\hat{x}_{t|t+n+l} - \hat{x}_{t|t+n}\| \leq \sum_{k=0}^{l} \|\hat{x}_{t|t+n+k} - \hat{x}_{t|t+n+k-1}\| \leq C_0 \sum_{k=0}^{l} a^{n+k} \leq C_0 \left(1 - a\right) a^{n+1},$$

and so

$$\lim_{n \to \infty} \|\hat{x}_{t|t+n+l} - \hat{x}_{t|t+n}\| = 0,$$

and $\{\hat{x}_{t|T}\}_T$ has a limit point that is well defined [75],

$$\hat{x}^*_t = \lim_{T \to \infty} \hat{x}_{t|T}.$$

By taking $n = T - t$, and taking the limit as $l \to \infty$ we have

$$\|\hat{x}_{t|T} - \hat{x}^*_t\| \leq C_0 \left(\frac{a}{1 - a}\right) a^{T-t}. \quad (29)$$

Plugging in our expression for $a$ yields

$$\|\hat{x}_{t|T} - \hat{x}_T\| \leq C_1 \left(\frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}}\right)^{T-t}, \quad (30)$$

with $C_1 := C_0 \left(\frac{2L_{\max} - \mu_{\min}}{2\mu_{\min}}\right)$.

E. Proof of Theorem 3.2

We being by recalling the gradient theorem, which states that for a twice differentiable function

$$\nabla f(y) = \nabla f(x) + \left(\int_0^{1} \nabla^2 f(x + \tau(y - x)) d\tau\right) (y - x),$$

for any $x, y$. In particular, since $\nabla f_t(\hat{x}_{t-1|t}, \hat{x}_{t|t}) = 0$, we can write

$$\nabla f_t(\hat{x}_{t-1|T}, \hat{x}_{t|T}) = \left[\begin{array}{c} G_{t-1, t} E_t^T \\ G_{t, t} \end{array}\right] \left[\begin{array}{c} \hat{x}_{t-1|T} - \hat{x}_{t-1|t} \\ \hat{x}_{t|T} - \hat{x}_{t|t} \end{array}\right],$$

where

$$\left[\begin{array}{c} G_{t-1, t} E_t^T \\ G_{t, t} \end{array}\right] = \int_0^{1} \nabla^2 f_t \left[\begin{array}{c} \hat{x}_{t-1|T} + \tau(\hat{x}_{t-1|T} - \hat{x}_{t-1|t}) \\ \hat{x}_{t|T} + \tau(\hat{x}_{t|T} - \hat{x}_{t|t}) \end{array}\right] d\tau, \quad (32)$$
and we have used the stacked notation \( f_t \left( \begin{bmatrix} u \\ v \end{bmatrix} \right) \) in place of \( f_t(u, v) \) for convenience. With this notation, we can rewrite the optimality condition

\[
\nabla J_T = \begin{bmatrix}
\nabla_0 f_1(\hat{x}_{0|T}) \\
\nabla_1 f_1(\hat{x}_{1|T}) + \nabla_2 f_1(\hat{x}_{2|T}) \\
\vdots \\
\nabla_T f_{T-1}(\hat{x}_{T-2|T}) + \nabla_T f_T(\hat{x}_{T-1|T}) \\
\end{bmatrix} = 0
\]

as a block-tridiagonal system with the same form as (6) where \( H_t = \begin{cases} 
G_{0,1}, & t = 0; \\
G_{t,t} + G_{t,t+1}, & t = 1, \ldots, T - 1 \\
G_{T,T}, & t = T;
\end{cases} \)

and

\[
g_t = \begin{cases} 
G_{0,1} E_t^T \left[ \begin{array}{c} \hat{x}_{0|1} \\
\hat{x}_{1|1} \\
\vdots \\
\hat{x}_{t-1|t} \\
\hat{x}_{t|t} \\
\end{array} \right], & t = 0; \\
E_{t-1} G_{t,t} \left[ \begin{array}{c} \hat{x}_{t-1|t} \\
\hat{x}_{t|t} \\
\vdots \\
\hat{x}_{t|t+1} \\
\hat{x}_{t+1|t+1} \\
\end{array} \right], & t = 1, \ldots, T - 1 \\
E_{T-1} G_{T,T} \left[ \begin{array}{c} \hat{x}_{T-1|T} \\
\hat{x}_{T|T} \\
\vdots \\
\hat{x}_{T+1|T} \\
\end{array} \right], & t = T.
\end{cases}
\]

With \( H_{T-B+i}, i = 1, \ldots, B \) as in (33), and \( \begin{bmatrix} H_{T-B} & E_{T-B} \\
E_{T-B} & H_{T-B+1} \end{bmatrix} \) and \( \begin{bmatrix} E_{T-1} H_T \end{bmatrix} \) applying Lemma 2.3 with \( \alpha = \theta \) and \( \beta = (1 - \delta)^{-1} \) gives the Lemma’s result.

### G. Proof of Theorem 3.3

The proof follows by breaking the error term into two parts: a self error term due to early termination of the updates and a bias term due to errors in preceding terms. The argument then follows by expressing the bias error as a convergent recursive sequence.

Note that \( z_t^* = \hat{z}_t[t+B-1] \) — the last round at which it was updated. Adding and subtracting \( \hat{z}_t[t+B-1] \), we have

\[
\| x_t^* - x_t^* \| \leq \left( \frac{\| x_{t+1|t+B-1} - \hat{x}_{t+1|t+B-1} \| + \| x_{t+1|t+B-1} \|}{e_f} \right) + \| z_t^* - \hat{x}_t[t+B-1] \|
\]

For \( e_f \), we have the easy bound (cf. Theorem (3.1))

\[
e_f = \| x_t^* - \hat{x}_t[t+B-1] \| \leq C_1 \left( \frac{2L_{\max} - \mu_{\min}}{2L_{\max} + \mu_{\min}} \right)^{B-1}.
\]

Invoking Lemma 3.2 with \( T = t + B - 1 \), we have that

\[
\| x_{t+1|t+B-1} - \hat{x}_{t+1|t+B-1} \| \leq \frac{\theta}{(1 - \delta)} \| x_{t|t+B-1} - z_t^* \| + \frac{\theta}{(1 - \delta)} \| \hat{x}_{t+1|t+B-1} - \hat{x}_{t+1|t+B-1} \|
\]

where \( \theta \leq a \) is direct result of Lemma 3.2, \( \| z_t^* \| \) holds because \( z_t^* \) is the same as the solution \( \hat{z}_{t-1|t+B-2} \), and in \( \| e_f \| \leq \| x_{t+1|t+B-1} - \hat{x}_{t+1|t+B-1} \| \), we add and subtract \( \hat{z}_{t-1|t+B-2} \), and then apply the triangle inequity.

From (28), we know that

\[
\| \hat{x}_{t+1|t+B-1} - \hat{x}_{t+1|t+B-1} \| \leq C_0 a^{B^2}.
\]

Defining \( r(t) = \| x_{t+1|t+B-1} - z_t^* \| \), we obtain the recursive relation

\[
r(t) \leq C_0 a^B + \frac{\theta}{(1 - \delta)} r(t - 1) = C_0 a^B + \frac{\theta}{(1 - \delta)} r(t - 1).
\]
The geometric series, using (23), converges to
\[ e_\theta \leq C_0 \frac{1}{\left(1 - \theta (1 - \delta)^{-1}\right)} . \]
Lastly, combining \( e_\theta \) and \( e_y \) yields
\[ \left\| x^*_f - z^*_f \right\| \leq C_0 \left( \frac{2L_{max} + \mu_{min}}{2L_{max} + \mu_{min}} \right)^B , \]
with,
\[ C_0 := C_0 \left( \frac{1}{1 - \delta} + \frac{1}{(1 - \theta (1 - \delta)^{-1})} \right) . \]
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