Dynamical properties of $S = 1$ bond-alternating Heisenberg chains in transverse magnetic fields

Takahumi Suzuki and Sei-ichiro Suga

Department of Applied Physics, Osaka University, Suita, Osaka 565-0871, Japan
(Dated: November 26, 2018)

We calculate dynamical structure factors of the $S = 1$ bond-alternating Heisenberg chain with a single-ion anisotropy in transverse magnetic fields, using a continued fraction method based on the Lanczos algorithm. In the Haldane-gap phase and the dimer phase, dynamical structure factors show characteristic field dependence. Possible interpretations are discussed in viewpoint of the field dependence of the excitation continuum. The numerical results are in qualitative agreement with recent results for inelastic neutron-scattering experiments on the $S = 1$ bond-alternating Heisenberg-chain compound Ni(C$_5$D$_{24}$N$_4$)(NO$_2$)ClO$_4$ and the $S = 1$ Haldane-gap compound Ni(C$_5$D$_{14}$N$_2$)$_2$N$_3$(PF$_6$) in transverse magnetic fields.
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I. INTRODUCTION

$S = 1$ bond-alternating Heisenberg chains have attracted a great amount of attention both theoretically and experimentally. The system shows a quantum phase transition between the Haldane-gap phase and the dimer phase depending on the bond-alternating ratio [1]. Thermodynamic properties at the gapless point [2, 3, 4, 5, 6, 7] were studied experimentally. The results were compared with theoretical results and good agreement was obtained [2, 3, 4, 5, 7]. The elementary excitation was investigated by quantum Monte Carlo [8] and exact diagonalization [9] methods. In the Haldane-gap phase close to the uniform chain, the low-lying excitations are expected to be scattering states of the domain walls in the hidden antiferromagnetic ordering [8]. In the vicinity of the isolated dimer system, the low-lying excitations are well described by the $S = 1$ magnon [9]. Dynamical structure factors in the Haldane-gap and dimer phases were calculated by the exact diagonalization method [10]. In both phases, the distributions of the scattering intensity of the one-magnon mode and the excitation continuum were investigated.

It is known that a feature of the Haldane-gap phase appears in transverse magnetic fields. In fact, the energy spectrum in transverse fields was measured for the anisotropic Haldane-gap compound Ni(C$_5$D$_{14}$N$_2$)$_2$(NO$_2$)ClO$_4$ (abbreviated to NENP) by inelastic neutron-scattering experiments [11] and the satisfying agreement between the theoretical [12] and experimental results was achieved. Many $S = 1$ bond-alternating Heisenberg-chains compounds possess noticeable single-ion anisotropy. Characteristic spin dynamics in the Haldane-gap and dimer phases may thus emerge in transverse magnetic fields. However, little knowledge had been obtained about dynamical properties of $S = 1$ bond-alternating Heisenberg chains in transverse magnetic fields.

Quite recently, inelastic neutron-scattering experiments on the dimer-phase compound Ni(C$_5$D$_{24}$N$_4$)(NO$_2$)ClO$_4$ (abbreviated to NTENP) in transverse magnetic fields ($H$) revealed fascinating aspects of dynamical properties [13]. In $H = 0$, the triplet magnon excitation is lifted into the lower $S^z = \pm 1$ branch and the higher $S^z = 0$ branch owing to a single-ion anisotropy. The observed scattering intensity of the higher $S^z = 0$ branch was anomalously weak at $q = \pi$ as compared with that in the anisotropic Haldane-gap compound Ni(C$_5$D$_{14}$N$_2$)$_2$N$_3$(PF$_6$) (abbreviated to NDMAP), where the wave number is represented in the extended zone scheme. In $H \neq 0$, the degenerate lower branch is lifted. As $H$ increases, the excitation energy of the highest (lowest) branch increased (decreased), while that of the middle branch was almost independent of $H$. In NTENP, the intensity of the highest branch decreased rapidly with increasing $H$ and disappeared at $H \sim 0.35H_c$, whereas the lower two branches survived up to $H = H_c$. Note that $H_c$ is the critical field where the excitation gap closes. In $H > H_c$, there appeared only one gapped branch at $q = \pi$ which continued from the middle branch in $H < H_c$. These findings are in contrast with those observed in NENP [11] and NDMAP [14] under transverse magnetic fields: In $H \leq H_c$, three branches showed conspicuous intensity up to $H = H_c$ and in $H > H_c$ three gapped branches were observed. It is desirable to clarify the origin of the different spin dynamics between these systems.

In this paper, we calculate the dynamical structure factor (DSF) of the $S = 1$ bond-alternating Heisenberg chain with a single-ion anisotropy in transverse magnetic fields, using a continued-fraction method based on the Lanczos algorithm [15]. By shifting the bond-alternating ratio systematically, dynamical properties in the Haldane-gap phase and the dimer phase are investigated. In Sec. II, we briefly summarize the method for the numerical calculation. In Sec. III, we show the results for the DSF, turning our attention to the behavior at $q = \pi$. In Sec. IV, the characteristic field dependence in the Haldane-gap phase and dimer phase is discussed in viewpoint of the field dependence of the excitation continuum. The origin of different spin dynamics observed in NTENP and NDMAP is also discussed. Sec. V is
devoted to the summary.

II. MODEL AND METHOD

Let us consider the $S = 1$ bond-alternating Heisenberg chain with a single-ion anisotropy in transverse magnetic fields described by the following Hamiltonian,

$$
\mathcal{H} = J \sum_i \left( S_2i \cdot S_2i + \alpha S_2i \cdot S_{2i+1} \right)
+ D \sum_i (S_i^z)^2 - g\mu_B H \sum_i S_i^x,
$$

(1)

where $J > 0$ and $\alpha$ is a bond-alternating ratio. The periodic boundary condition is applied. The DFS can be expressed as

$$
S^{\mu\nu}(q, \omega) = -\frac{1}{\pi} \text{Im}(\langle \Psi_g | S_\mu^\nu z | -\mathcal{H}_q | \Psi_g \rangle)
= S^{\mu\nu}(q) C^{\mu\nu}(q, \omega) \quad (\mu, \nu = x, y, z),
$$

(2)

where $| \Psi_g \rangle$ is the eigenstate of $\mathcal{H}$ with the lowest eigen-value $E_g$, $S_\mu^\nu_q = (1/\sqrt{N}) \sum_j e^{iqj} S_\mu^\nu_j$ with $N$ being the total number of spins, and $z = \hbar \omega + iq + E_g$. The lattice constant between neighboring two spins is set to unity. Therefore, $q = 0.5\pi$ corresponds to the boundary of the Brillouin zone in case of $\alpha \neq 1$. We set $g\mu_B = 1$ and $\hbar = 1$. The energy is measured in units of $J$.

In the expression (2), $S^{\mu}(q)$ is the static structure factor and $C^{\mu\nu}(q, \omega)$ is represented in the form of the continued fraction, which can be calculated numerically by Lanczos algorithm. The total contribution of $C^{\mu\nu}(q, \omega)$ for a fixed $q$ is normalized to unity, because the sum rule, $S^{\mu\nu}(q) = \int_0^\infty d\omega S^{\mu\nu}(q, \omega)$, has to be satisfied. Instead of taking $\eta \to +0$, we set $\eta = 1.0 \times 10^{-2}$. In finite-size systems, therefore, $C^{\mu\nu}(q, \omega)$ consists of a finite number of Lorentzians. The integrated value of each Lorentzian with respect to $\omega$ in given $q$ is called as the residue $\Theta(q, \omega)$. To discuss whether an excited state forms the isolated mode or the excitation continuum in the thermodynamic limit, the criterion proposed by Takahashi [10] may be effective. According to this criterion, the residue of an excited state in the continuum tends to decrease with increasing the system size $N$, while the residue for an isolated mode hardly depends on $N$. This method was successfully applied [10] to explain spin dynamics of NENP observed by inelastic neutron-scattering measurements [17].

Adopting the parameter sets $(\alpha, D) = (1.0, 0.25), (0.8, 0.2), (0.45, 0.25)$, and $(0.25, 0.08)$, we calculate the DFS up to $N = 20$ spin systems in $H = 0$ and $N = 16$ spin systems in $H \neq 0$. The parameter sets $(\alpha, D) = (1.0, 0.25), (0.45, 0.25)$, and $(0.25, 0.08)$ describe NDMAP [18], NTENP [2], and the dimer-phase compound NMAOP [12], respectively. According to the phase diagram [21], the parameter set $(\alpha, D) = (0.8, 0.2)$ belongs to the Haldane-gap phase and is located nearer the gapless line than NDMAP [21]. In the dimer phase, NTENP is situated nearer the gapless line than NMAOP.

In the next section, we show the results for $S^{zz}(q, \omega)$ and $S^\perp(q, \omega) = S^{xx}(q, \omega) + S^{yy}(q, \omega)$.

III. NUMERICAL RESULTS

A. $H = 0$

The DFS's in $H = 0$ are shown in Fig. 1. Except for NDMAP, the results are shown in the extended zone scheme. The area of the circle is proportional to the scattering intensity. We turn our attention to the behavior at $q = \pi$. In $(\alpha, D) = (0.8, 0.2)$ and NTENP, the next-lowest-excited state in $S^{zz}(\pi, \omega)$ with relatively large intensity is located close to the lowest excited state, while in $S^\perp(\pi, \omega)$ the next-lowest-excited state lies well above the lowest excited state. In NDMAP and NMAOP, there appear appreciable gaps between them in both $S^{zz}(\pi, \omega)$ and $S^\perp(\pi, \omega)$.

![Fig. 1: $S^{zz}(q, \omega)$ and $S^\perp(q, \omega)$ at $H = 0$ for $N = 20$. The area of the circle is proportional to the scattering intensity.](image)

In Fig. 2, we show the finite-size effects of the residues of the lowest excited states in $S^{zz}(q, \omega)$ and $S^\perp(q, \omega)$. As shown in the insets, the residues of $S^{zz}(\pi, \omega)$ and $S^\perp(\pi, \omega)$ in NDMAP and NMAOP show little size dependence, indicating that their lowest excited states form...
the isolated modes. In $(\alpha, D) = (0.8, 0.2)$ and NTENP, on the contrary, the residues in $S^{zz}(\pi, \omega)$ decrease with increasing $N$, while the residues in $S^{\perp}(\pi, \omega)$ scarcely depend on $N$. In spite of such appreciable size dependence, we have to be careful to decide the characteristic of the lowest excited state of $S^{zz}(\pi, \omega)$ in $(\alpha, D) = (0.8, 0.2)$ and NTENP. Since their next-lowest-excited states are located close to the lowest excited states as shown in Fig. 1, the residues of the lowest excited states may be suffering from the higher energy states.

The excitation energy and the intensity of the watched lower excited states are extrapolated to $N \to \infty$. Their $N$ dependence is shown in Fig. 3. We first evaluate the ratio of the intensity of the lowest excited state in $S^{zz}(\pi, \omega)$ to that in $S^{\perp}(\pi, \omega)$ at $H = 0$. The lowest excited states in $S^{zz}(\pi, \omega)$ and $S^{\perp}(\pi, \omega)$ at $H = 0$ are the $S^z = 0$ and $S^z = \pm 1$ branches, respectively. The resultant ratios are 0.35 for NDMAP, 0.29 for $(\alpha, D) = (0.8, 0.2)$, 0.11 for NTENP, and 0.87 for NMAOP. Our results for NDMAP and NTENP are consistent with the experimental results [13].

The field dependence of the excitation energy and the intensity at $q = \pi$ is investigated in the same way. The results are summarized in Fig. 4. In magnetic fields, the lowest excited state in $S^{zz}(\pi, \omega)$ separates into two branches. As $H$ increases, the lower branch shifts to the lower energy region and is softened at $H_c$, which results in the quantum phase transition. The critical fields are evaluated as $H_c \sim 0.50$ for NDMAP, $H_c \sim 0.40$ for $(\alpha, D) = (0.8, 0.2)$, $H_c \sim 0.40$ for NTENP, and $H_c \sim 0.65$ for NMAOP. Note that the gapped excitation energy is fitted well with $1/N^2$, while the softened mode is proportional to $1/N$ at $H \sim H_c$ [22].

We first discuss the behavior in $S^{zz}(\pi, \omega)$. As $H$ increases, the lowest excited state in $S^{zz}(\pi, \omega)$ shifts towards the higher energy region, while the next-lowest-excited state shifts to the lower energy region. In NDMAP, the isolated mode never meets the excitation continuum even around $H = H_c$. Therefore, the distinct intensity of the isolated mode appears in $H \leq H_c$. In $(\alpha, D) = (0.8, 0.2)$, the isolated mode merges into the excitation continuum around $H_c$. In NTENP and NMAOP, the intensity of the lowest excited states in $S^{zz}(\pi, \omega)$ diminishes with increasing $H$ and disappears around $H \sim 0.2$ and $\sim 0.4$, respectively, where the lowest excited states cross the excitation con-
FIG. 4: The field dependence of the excitation energy and intensity for the isolated mode and the lower edge of the excitation continuum. In NTENP, the intensity of \( S_{zz}(\pi, \omega) \) is enlarged by a factor of 5 as compared with the intensity in the other figures. The solid and broken lines denote the excitation energies for the isolated mode and lower edge of the excitation continuum, respectively. The critical fields are \( H_c \approx 0.50 \) for NDMAP, \( H_c \approx 0.40 \) for \((\alpha, D) = (0.8, 0.2)\), \( H_c \approx 0.40 \) for NTENP, and \( H_c \approx 0.65 \) for NMAOP.

C. \( H > H_c \)

We next investigate dynamical properties in \( H > H_c \) using the same method. In \( H > H_c \), the lowest-lying excitation becomes gapless, yielding the peak with the largest intensity in \( S^\perp(\pi, \omega) \) irrespective of \( H \). We disregard the behavior of this peak. In Fig. 5 we show the results for NDMAP at \( H = 0.6 \), \((\alpha, D) = (0.8, 0.2)\) at \( H = 0.5 \), NTENP at \( H = 0.6 \), and NMAOP at \( H = 0.7 \). The residues of the peaks are shown in the left figures, and the extrapolated intensity and energy are presented in the right figures. The extrapolation of the intensity and the excitation energy are shown in the insets.

In NDMAP, two appreciable peaks appear in \( S^{zz}(\pi, \omega) \), while one peak appears in \( S^\perp(\pi, \omega) \). Their residues are almost independent of \( N \) and the extrapolated intensity takes nonzero values. Therefore, these three peaks are from the isolated modes. Note that at \( H = H_c \) the lower isolated mode in \( S^{zz}(\pi, \omega) \) emerges at \( \omega = 0 \), after the lower branch in \( S^\perp(\pi, \omega) \) becomes softened. In \((\alpha, D) = (0.8, 0.2)\), one appreciable peak appears in \( S^{zz}(\pi, \omega) \) and \( S^\perp(\pi, \omega) \), respectively. Their residues hardly depend on \( N \) and the extrapolated intensity takes nonzero values. Thus, these two peaks are from the isolated modes. Since the excitation continuum at \( H = 0.6 \) is located around \( \omega = 0.8 \), only the lower branch of \( S^{zz}(\pi, \omega) \) emerges.

In NTENP, only one noticeable peak appears in
$S^\perp(\pi, \omega)$. Its residue scarcely depends on $N$, while the residue of the lowest excited state in $S^{zz}(\pi, \omega)$ decreases with increasing $N$. The results indicate that the lowest excited state in $S^\perp(\pi, \omega)$ forms the isolated mode, while that in $S^{zz}(\pi, \omega)$ forms the lower edge of the excitation continuum. In fact, the intensity of the latter state extrapolated to $N \to \infty$ is much smaller than the extrapolated former one as shown in the inset. The lower edge of the excitation continuum of $S^{zz}(\pi, \omega)$ is evaluated as $\omega \sim 0.2$ at $H = 0.6$, which makes the isolated mode in $S^{zz}(\pi, \omega)$ unstable in $\omega \geq 0.2$. On the contrary, the excitation continuum of $S^\perp(\pi, \omega)$ lies in $\omega \geq 1.2$. Accordingly, in NTENP only one peak emerges in $S^\perp(\pi, \omega)$. In NMAOP, one peak appears in $S^{zz}(\pi, \omega)$ and $S^\perp(\pi, \omega)$, respectively. Their residues hardly depend on $N$, indicating that they are from the isolated modes. In $H > H_c$, the excitation continuum in $S^{zz}(\pi, \omega)$ shifts to the low energy region. At $H = 0.7$ its lower edge is located at $\omega \sim 0.2$, which is close to the isolated mode. Therefore, as $H$ increases in $H > H_c$, the isolated mode in $S^{zz}(\pi, \omega)$ probably disappears. By contrast, the excitation continuum of $S^\perp(\pi, \omega)$ lies in $\omega \geq 1.0$, yielding the stable isolated mode in $S^\perp(\pi, \omega)$ even in $H > H_c$.

IV. DISCUSSION

$S^{zz}(q, \omega)$ is active on the excitation process that conserves the $S^z$ component of the ground state, while $S^\perp(q, \omega)$ is active on the excitation process that changes the $S^z$ component of the ground state by $\pm 1$. In $H \geq H_c$, the ground state with $\langle S^z \rangle \neq 0$ and $\langle S^z \rangle = 0$ takes place instead of the singlet ground state in $H < H_c$. In fact, we have confirmed that $\langle S^z \rangle = 0 \sim 0.2$ and $\langle S^z \rangle = O(10^{-6})$ in $H_c \leq H \leq 0.7$ for our four parameter sets. In $H \geq H_c$, therefore, the excitations to the singlet state and to the triplet state with $S^z = 0$ component make main contributions to the lower and higher isolated modes of $S^{zz}(\pi, \omega)$, respectively.

A. Relation to inelastic neutron-scattering experiments

We now discuss the observable DSF in the reduced zone scheme. In $(\alpha, D) = (0.8, 0.2)$, the residues of $S^{zz}(q, \omega)$ and $S^\perp(q, \omega)$ in $q < 0.4\pi$ show a typical pattern for the excitation continuum as shown in Fig. 2. The excitation energies of the isolated modes at $q = \pi$ are smaller than that around $q \sim 0$ even in transverse fields. When $0 \leq H \leq H_c$, therefore, in the reduced zone scheme one isolated mode appears in $S^{zz}(0, \omega)$ and two isolated modes appear in $S^\perp(0, \omega)$. In $H > H_c$, one isolated mode emerges in $S^{zz}(0, \omega)$ and $S^\perp(0, \omega)$, respectively.

In NTENP and NMAOP, the excitation energies take almost the same values at the symmetric wave numbers about $q = 0.5\pi$ even in transverse fields. The same feature was already known in the dimer phase for $D = 0$ and $H = 0$. As shown in Fig. 2, the residues of $S^{zz}(q, \omega)$ and $S^\perp(q, \omega)$ in $q < 0.4\pi$ show typical behavior for the isolated mode. Therefore, in the reduced zone scheme the lowest excited states of $S^{zz}(0, \omega)$ and $S^\perp(0, \omega)$ form the isolated modes in $H = 0$. As $H$ increases, in NTENP and NMAOP the intensity of the highest branch in $S^{zz}(0, \omega)$ decreases and disappears at $H \sim 0.2$ and $0.4$, respectively. In $H > H_c$, only one isolated mode of $S^\perp(0, \omega)$ emerges in NTENP, while the isolated modes of respective $S^{zz}(0, \omega)$ and $S^\perp(0, \omega)$ emerge in NMAOP.

In inelastic neutron-scattering experiments on NTENP and NDMAP, the DSF’s were observed as a superposition of $S^{zz}(q, \omega)$ and $S^\perp(q, \omega)$. Using our numerical results, we summarize the corresponding results in Fig. 6. On the solid and gray lines, the isolated modes possess appreciable intensity. In NTENP, the highest branch disappears at $H \sim 0.5H_c$, which is larger than the value $\sim 0.35H_c$ estimated experimentally. Above $H_c$, only one gapped branch emerges in NTENP, whereas three gapped branches appear in NDMAP. The field dependence of the DSF’s shown in Fig. 6 reproduce qualitatively the experimental results for NTENP and NDMAP.

In NTENP and NDMAP, the phase transitions to the three-dimensional ordered states were observed by specific heat measurements in transverse fields $H \geq H_c$ at low temperatures. This phase transition is caused by the interchain interaction $J'$. In NTENP and NDMAP, their values are estimated as $J' \sim 3 \times 10^{-3}J$ and $J' \sim 6 \times 10^{-4}J$ and $J' \sim 4 \times 10^{-4}J$ depending on the direction, respectively. Judging from our numerical results, the interchain interactions in NTENP and
NDMAP are so weak that they do not have serious effects on dynamical properties in $H > H_c$.

B. Spin dynamics in the Haldane-gap phase and the dimer phase

The characteristic dynamical properties are attributed to the different field dependence of the excitation continuum in $S^{zz}(\pi, \omega)$. As the system approaches the gapless line in both phases, the excitation continuum of $S^{zz}(\pi, \omega)$ easily shifts to the low energy region in weak fields. In the Haldane-gap phase this feature makes the highest isolated mode of $S^{zz}(\pi, \omega)$ unstable and invisible in $H \geq H_c$, whereas in NDMAP three isolated modes appear even in $H \geq H_c$. When $H \geq H_c$, in the dimer phase, only one gapped mode of $S^{zz}(\pi, \omega)$ appears in NTENP, while the lower isolated mode of $S^{zz}(\pi, \omega)$ emerges close to $H = H_c$ in addition to the isolated $S^{zz}(\pi, \omega)$ mode. As shown so far, the excitation continuum of $S^{zz}(\pi, \omega)$ in the dimer phase shifts to the lower energy region close to $\omega = 0$ as compared with that in the Haldane-gap phase. Such different field dependence of the excitation continuum may be intrinsic in the dimer phase and the Haldane-gap phase.

V. SUMMARY

We have investigated the DSF of the $S = 1$ bond-alternating Heisenberg chain with a single-ion anisotropy in transverse magnetic fields, using a continued fraction method based on the Lanczos algorithm. We have shown that the excitation continuum in $S^{zz}(\pi, \omega)$ causes characteristic field dependence of the DSF in the Haldane-gap phase and the dimer phase. Our results well reproduce the different field dependence of experimental findings for NTENP and NDMAP.
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Note added.-During the completion of this manuscript, we were informed that in NTENP at $H = 0$ the ratio of the lowest-lying energy in $S^{zz}(\pi, \omega)$ to that in $S^{zz}(\pi, \omega)$ is described by the sine-Gordon quantum field theory \[25\]. The result agrees well with our numerical result.
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