Interplay of quantum spin Hall effect and spontaneous time-reversal symmetry breaking in electron-hole bilayers I: Transport properties
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The band-inverted electron-hole bilayers, such as InAs/GaSb, are an interesting playground for the interplay of quantum spin Hall effect and correlation effects because of the small density of electrons and holes and the relatively small hybridization between the electron and hole bands. It has been proposed that Coulomb interactions lead to a time-reversal symmetry broken phase when the electron and hole densities are tuned from the trivial to the quantum spin Hall insulator regime. We show that the transport properties of the system in the time-reversal symmetry broken phase are consistent with the recent experimental observations in InAs/GaSb. Moreover, we carry out a quantum transport study on a Corbino disc where the bulk and edge contributions to the conductance can be separated. We show that the edge becomes smoothly conducting and the bulk is always insulating when one tunes the system from the trivial to the quantum spin Hall insulator phase, providing unambiguous transport signatures of the time-reversal symmetry broken phase.

I. INTRODUCTION

The advent of topological materials [1, 2] has brought band-inverted semiconductors, with small electron and hole densities, to the focus of the attention in the search of quantum spin Hall (QSH) insulators [3–8]. However, the electron-electron interactions are important in these materials if the hybridization of the electron and hole bands is small compared to the exciton binding energy, as can be appreciated by noticing that the bilayer system of spatially separated electrons and holes is the well-known paradigm system for the realization of an exciton condensate state [9, 10]. Indeed, it is now theoretically understood that interactions can lead to a plethora of correlated phases in band-inverted semiconductors [11–17] and the recent experiments have shown evidence of excitonic phenomenology in InAs/GaSb quantum wells [18–22] as well as in WTe$_2$ [23, 24].

We concentrate on the correlated phases appearing in the band-inverted electron-hole bilayers shown in Fig. 1(a) [4]. In these systems, the electron and hole bands are spatially separated and therefore only weakly hybridized. Moreover, the electron and hole densities (and hence also the band-inversion parameter $E_G$) can be controlled in situ with front and back gate voltages, $V_f$ and $V_b$, allowing the possibility to study the phase transition between trivial and QSH insulator phases [4, 22, 25], as schematically illustrated in Fig. 1(b). It has been theoretically predicted that, due to the excitonic correlations caused by the Coulomb interactions, a third phase with spontaneously broken time-reversal symmetry (TRS) will appear in the transition regime between the two topologically distinct phases [11]. Within this phase the helical edge states, originating from the QSH insulator phase, can exist but they are not protected against backscattering, and it was theoretically demonstrated [11] that these unprotected edge states can explain the temperature-independent mean free path observed in InAs/GaSb bilayers in the presence of reasonably large applied currents [7, 26, 27]. However, an unambiguous experimental demonstration of the existence of the exotic insulating phase with spontaneously broken TRS symmetry is still lacking in these systems.

Here, we demonstrate that the transport properties...
of the system in the TRS broken phase are also consistent with the more recent transport experiments in InAs/GaSb bilayers with small applied currents [28], so that the spontaneous TRS symmetry breaking provides a comprehensive explanation of the temperature, voltage and length dependencies of the observed conductance [7, 26–28]. Finally, we propose an experiment which can be used to unambiguously demonstrate the existence of the spontaneous TRS breaking in this system. Namely, we show that the edge becomes smoothly conducting and the bulk remains insulating when one tunes across the TRS broken phase appearing between the trivial and QSH insulator phases in the Corbino geometry, where the bulk and edge contributions to the conductance can be separated [29]. In the presence of TRS symmetry the bulk transport gap must close when the system is tuned between topologically distinct phases, and hence the experimental demonstration of a transition without a bulk transport gap closing constitutes a proof of an existence of TRS broken insulating phase.

II. SPONTANEOUS TRS BREAKING IN ELECTRON-HOLE BILAYERS

In Ref. 11 it was shown using a full Hartree-Fock calculation that the Coulomb interactions in the Bernevig-Hughes-Zhang (BHZ) model [3] developed for InAs/GaSb bilayers [4, 30] lead to three different phases as a function of the hybridization of the electron and hole bands $A$ and the band-inversion parameter $E_G$, which is defined here so that for $E_G > 0$ ($E_G < 0$) the electron and hole bands are (not) inverted at the $\Gamma$ point, see Fig. 1(b). As intuitively expected, for small (large) $A$ and $E_G$ one realizes a trivial (QSH) insulator phase. However, interestingly it was found that at intermediate values of $A$ and $E_G$ there exists an insulating phase with spontaneously broken TRS symmetry separating the topologically distinct phases. In this Section we describe a simplified minimal model that fully captures all the essential results obtained using the full Hartree-Fock calculations in Ref. 11.

The single particle BHZ Hamiltonian is

$$H_0 = \left( E_G - \frac{\hbar^2 k^2}{2m} \right) \tau_z \sigma_0 + A k_x \tau_x \sigma_z - A k_y \tau_y \sigma_0 + \Delta_z \tau_y \sigma_y,$$

where $\tau$'s and $\sigma$'s denote the Pauli matrices in the electron-hole and spin basis, respectively. The electron band is made out of $s$-orbitals and the hole band is made out of only two $p$-orbitals, because the electric confining potential and the atomic spin-orbit coupling remove the degeneracies of the $p$-orbitals. The tunneling between the layers is dominantly odd in momentum and opens up a hybridization gap $\propto A$. Here, we have assumed the same effective mass $m$ for electrons and holes, and included only the momentum-independent spin-orbit coupling term $\Delta_z$ arising due to bulk inversion asymmetry. We have ignored the asymmetry of the masses and the momentum-dependent spin-orbit coupling terms, because they are not essential for understanding the phase diagram of the InAs/GaSb bilayers [11].

The main effect of Coulomb interactions is the binding of the electrons and holes into excitons with the characteristic size $d_0$ and binding energy $E_0$ determined by the relation $E_0 = \hbar^2/(md_0^2) = e^2/(4\pi \epsilon d_0)$. This leads to an excitonic mean field [11]

$$H_{EC} = \Re[\Delta_1] \tau_y \sigma_y + \Re[\Delta_2] \left[ k_x \tau_x \sigma_z - k_y \tau_y \sigma_0 \right] + \Im[\Delta_1] \tau_x \sigma_y - \Im[\Delta_2] \left[ k_x \tau_y \sigma_z + k_y \tau_x \sigma_0 \right],$$

where $\Delta_1$ and $\Delta_2$ are complex bosonic fields describing $s$-wave and $p$-wave excitonic correlations, respectively. For simplicity we have expanded the fields $\Delta_1$ and $\Delta_2$ only to the lowest order in momentum and neglected the full $|k|$ dependence, which is present in the numerical solution of the Hartree-Fock equations [11]. It is easy to see by straightforward calculation that the terms in the first line of Eq. (2) obey the TRS $T = i\tau_0 \sigma_y K$ ($K$ is the complex conjugation operator) and the terms in the second line break it. Therefore, the imaginary parts of the fields $\Im\{\Delta_1\}, \Im\{\Delta_2\} \neq 0$ result in spontaneous TRS breaking.

We can solve the complex bosonic mean fields $\Delta_1$ and $\Delta_2$ by substituting the ansatz (2) to the Hartree-Fock mean field equations. This way, we arrive to the following mean field equations (see Appendix A for more details)

$$\Delta_1 = g_s d_0^2 \int d^2 k \left[ \langle \phi^1_{k+2} \phi^{-1} \rangle - \langle \phi^1_{k+1} \phi^{-1} \rangle \right],$$

and

$$\Delta_2 = g_p d_0^2 \int d^2 k \left[ - \langle \phi^1_{k+2} \phi^{-1} \rangle (k_x - ik_y) + \langle \phi^1_{k+2} \phi^{-1} \rangle (k_x + ik_y) \right],$$

where $g_s$ ($g_p$) is the effective interaction strength for $s$-wave ($p$-wave) pairing and $|c_{2\sigma k}|$ is the electron annihilation operator with spin $\sigma$ and momentum $k$ in electron (hole) layer. In our numerical calculations the integration is performed over the range $|k| \leq 2.6d_0$, but the exact values of the integration limits are not important. The effective interaction strengths $g_s$ and $g_p$ can be considered as fitting parameters, whose values should be fixed so that one approximately reproduces the results obtained from Hartree-Fock calculations [11].

The values of the model parameters for InAs/GaSb can be estimated by combining theoretical calculations [4, 10, 11, 30] and the experimentally observed energy gaps [7, 18]. This way, we arrive to parameter values that are used in our calculations: $E_0/k_B = 200$ K, $d_0 = 10$ nm, $A/(E_0 d_0) = 0.06$, $\Delta_z/E_0 = 0.02$, $g_s/E_0 = 1.0$ and $g_p/E_0 = 0.2$. The band-inversion parameter $E_G$ is a gate-tunable parameter (see Fig. 1), which is varied in our calculations to tune the system from trivial insulator to QSH insulator phase. As shown in Fig. 2, our simplified mean field approach, defined by Eqs. (1)-(4), reproduces the results obtained from full Hartree-Fock
FIG. 2. (a) Phase diagram as a function of $E_G$. The trivial and QSH phases obey the TRS. In the TRS broken phase the $s$- and $p$-wave excitonic mean fields obey $\mathfrak{I}[\Delta_1], \mathfrak{I}[\Delta_2] \neq 0$. The bulk gap $\Delta_{\text{bulk}}$ remains open for all values of $E_G$, because the intermediate TRS broken phase enables the connection of the topologically distinct phases without bulk gap closing. The edge gap $\Delta_{\text{edge}}$ decreases monotonously when one starts from the trivial phase and tunes the system across the TRS broken phase to the QSH phase, where the gapless edge excitations are protected by the topology.

The appearance of spontaneous TRS breaking can be understood with the help of topological considerations. The topological invariant distinguishing the QSH phase from the trivial insulator can change only if (i) the bulk energy gap closes or (ii) TRS is broken in a regime between the topologically distinct phases. The case (i) would be the only possibility if the local order were fixed. However, in an interacting system the order parameter corresponds to a minimum of the free energy, and it is energetically favourable to keep the system gapped. Due to this reason there is a general tendency for the appearance of a TRS broken phase in the transition regime between QSH and trivial insulator phases.

III. LENGTH, TEMPERATURE AND VOLTAGE DEPENDENCE OF THE CONDUCTANCE

The identification of the edge states in InAs/GaSb bilayers was initially problematic due to finite bulk density of states in the minigap [6]. The main breakthrough in eliminating the bulk conduction came from insertion of Si to the interface between the InAs and GaSb layers during the growth process [7]. After achieving a truly insulating bulk this way, L. Du et al. [7] managed to demonstrate in mesoscopic samples wide conductance plateaus quantized to the values expected for nonlocal helical edge transport (variations less than 1%). The accurate conductance quantization was reported for several devices of various lengths and three different geometries in Ref. 7. Moreover, by imaging the distribution of the current flow inside the sample it has been confirmed that the current flows along the edge in agreement with helical edge conduction [27]. More careful measurements of temperature and voltage dependencies are also consistent with single-mode edge conduction [28]. In a different type of samples, where Si was not inserted and the observed thermal activation gap for the bulk transport is an order of magnitude smaller, multi-mode edge conduction has been reported by another group [32]. The explanation of the remarkably different transport properties observed in the presence and in the absence of Si doping remains an open theoretical problem. Because these observations are mutually inconsistent, it is clear that they cannot be explained with the same model Hamiltonian. Here, we concentrate on the transport experiments in Si doped calculations [11].
samples with large activation gap [7, 28]. We show that these experiments are consistent with the transport properties theoretically obtained in the TRS broken phase.

In long samples the conductance is not observed to be quantized [7] indicating that backscattering processes occur between the counterpropagating edge channels. It was found that in the limit \( eV \gg k_B T \) the resistance is independent on temperature between 20 mK - 4.2 K and it increases linearly with the edge length \( L \). These observations are not surprising once the elastic backscattering processes are allowed and large voltage is applied, because under these conditions the inelastic scattering rate is expected to be approximately equal to the elastic one [33], and therefore the localization effects can be neglected and the resistance is expected to be temperature independent. In the QSH phase the elastic backscattering is forbidden in the presence of time-reversal symmetry due to the topological protection, so these observations are not consistent with the system being in the QSH phase without additional assumption about the existence of charge puddles that may lead to enhanced backscattering rate [34]. On the other hand, TRS broken phase supports edge states but the elastic backscattering is now allowed, so the experimental observations are fully consistent with the system being in the TRS broken phase. Thus, TRS broken phase provides an intrinsic explanation of these experiments, remaining applicable even if we assume that the samples are of high quality so that no charge puddles are present in the system.

In short mesoscopic samples with small applied voltage and temperature, the voltage and temperature dependencies of the conductance are more complicated and we need to use a quantum transport approach to describe them. The disorder-averaged differential conductance \( G_d = dI/dV \) is obtained from

\[
G_d(E_F + eV, T) = \int_{-\infty}^{+\infty} dE \frac{2G_0}{4k_B T \cosh^2 \frac{E-E_F - eV}{2k_B T}} \exp \left[ -L/\ell(E) \right], \tag{5}
\]

where \( G_0 = e^2/\hbar \), \( E_F \) is the Fermi energy, \( V \) is voltage, \( T \) is temperature of the reservoirs, \( L \) is the length of the sample and \( \ell(E) \) is the energy-dependent elastic mean free path, which for \( E \gg \Delta_{\text{edge}} \) is given by [11]

\[
\ell(E) = \frac{4a \hbar^2 v^2 E^2}{\xi_{\text{dis}}^2 \Delta_{\text{edge}}^2}, \tag{6}
\]

Here, \( E \) is the energy relative to the energy of the crossing of the edge states, \( v \) is the edge velocity, \( \xi_{\text{dis}} \) is the strength of the disorder potential, \( \xi \) is the disorder correlation length and \( a \approx 1 \) is a numerical factor. Although the exact expression for \( \ell(E) \) is model dependent, it must always satisfy \( \ell(E) \to \infty \) for \( E \gg \Delta_{\text{edge}} \), so that \( G_d \approx 2G_0 \) for \( k_B T \gg \Delta_{\text{edge}} \). Therefore, there exists robust asymptotic limits

\[
G_d \approx \begin{cases} 
2G_0 \left[ 1 - L/\ell(E_F + eV) \right], & k_B T \ll E_F + eV, \\
2G_0, & k_B T \gg \Delta_{\text{edge}}, 
\end{cases} \tag{7}
\]

which guarantee that \( G_d \) undergoes a crossover from non-quantized value to the quantized value \( G_d = 2G_0 \) both with increasing temperature and voltage.

In order to study the full temperature dependence we introduce an energy scale \( E_L \), which is defined in such a way that

\[
\ell(E_L) \equiv L, \quad \text{i.e.} \quad E_L = \sqrt{\frac{L \xi_{\text{dis}}^2 \Delta_{\text{edge}}^2}{4a \hbar^2 v^2}}. \tag{8}
\]

The differential conductance \( G_d \), which depends on two parameters \((E_F + eV)/E_L\) and \(2k_B T/E_L\), is shown in Fig. 3. In this analysis we have neglected the effects of electron-electron interactions beyond the mean field theory, and the energy and temperature dependence of the excitonic mean fields. Nevertheless, our results for the \( G_d \) crossovers from a non-quantized to the quantized value \( G_d = 2G_0 \) with increasing voltage and temperature are in reasonable agreement with the experimental observations [28]. We consider the observations of these crossovers as very strong evidence of single-mode edge transport.

In the experiment [28] the temperature dependence of the conductance

\[
G(E_F, V, T) = \frac{1}{V} \int_0^V dV G_d(E_F + eV, T) \tag{9}
\]

was reported also in a current \( I \) biased situation. The theoretical predictions for this situation, obtained using
Eqs. (5), (6), (9) and $I = GV$, are shown in Fig. 4. In this case, the shapes of the curves in the crossover regime depend on the Fermi energy $E_F$ and they resemble the experimental observations [28] more in the case of reasonably large values of $E_F$. In a more detailed microscopic description the crossing of the edge states may be buried within the bulk bands [35] so that reasonably large $E_F$ compared the energy of the crossing could naturally be realized in the experiments.

IV. DECOUPLING OF BULK AND EDGE TRANSPORT IN CORBINO GEOMETRY

We have shown that the transport experiments performed so far with InAs/GaSb devices are consistent with the system being in the TRS broken phase. However, it is difficult to rule out other possible theoretical explanations based on these experimental observations. In this Section, we propose a transport experiment, which could be used to proof the existence of the exotic TRS broken phase based on robust topological arguments.

Namely, we consider a Corbino device for decoupling the differential conductances corresponding to the bulk and edge transport as illustrated in Fig. 5. The conductances have been calculated with the help of the tight-binding Hamiltonian which is generated from the continuum Hamiltonian, defined by Eqs. (1)-(4), using the Kwant software package [31].
V. CONCLUSIONS AND DISCUSSION

We have discussed the possibility of unconventional topological phase transition between trivial and QSH insulator phases in band-inverted electron-hole bilayers. The hallmark of this transition is the existence of an intermediate insulating phase with spontaneously broken TRS. We have demonstrated that the transport properties of the system in the TRS broken phase are consistent with the observed transport characteristics of InAs/GaSb devices, and we have shown that the measurement of the bulk and edge conductances in a Corbino device can provide unambiguous transport signatures of a topological transition without a bulk transport gap closing, proving the existence of the TRS broken phase.

Although we have focused on InAs/GaSb bilayers, we point out that band-inverted electron-hole systems can be realized in many semiconducting bilayers by creating a strong electric field at the barrier between the layers [36–40]. In principle all these systems are potential candidates for supporting the interplay of excitonic correlations and the QSH effect, but for most of the semiconductors the barrier thickness may have to be so large that the hybridization gap between the electron and hole bands becomes too small to realize a sufficiently large topological gap in the QSH insulator phase. Our theory may also be applicable to HgTe bilayers [12].

In a separate work [41], we show also that in the presence of induced superconductivity the spontaneous time-reversal symmetry breaking allows to realize Majorana zero modes in the absence of magnetic field.
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Appendix A: Minimal model and mean field equations for excitonic correlations

Based on the numerical solution of the Hartree-Fock mean field theory [11], we know that the the main effect of intraband interactions (in the relevant part of the parameter space) is to renormalize the band structure. Therefore, we consider only the interband interactions

\[ \hat{H}_I = -\sum_{s,s',k,k'} V_{k,k'} c_{k,s1}^\dagger c_{k',s'2}^\dagger c_{k',s2} c_{k,s1}, \]  

where \( V_{k,k'} \) describes the Coulomb interactions between the layers. On a mean-field level, the Hamiltonian is

\[ \hat{H}_{mf} = \hat{H}_0 - \sum_{k,s,s'} [\Delta_{s,s'}(k) c_{k,s1} c_{k,s'2} + h.c.], \]

where

\[ \Delta_{s,s'}(k) = \sum_{k'} V_{k,k'} f_{s,s'}(k'), \]

\[ f_{s,s'}(k) \equiv \langle c_{k,s'2}^\dagger c_{k,s1} \rangle = \sum_m n_F(E_{mk}) \left[ U_{k} Q_{ss'} U_{k}^\dagger \right]_{mm}, \]

\[ Q_{\uparrow\uparrow} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad Q_{\uparrow\downarrow} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \]

\[ Q_{\downarrow\uparrow} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad Q_{\downarrow\downarrow} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \]

\[ n_F(E) = \left( e^{E/(k_B T)} + 1 \right)^{-1} \] is the Fermi function, \( T \) is the temperature and the transformation \( U_{k} \) diagonalizes

\[ \text{diag}(E_{1k}, E_{2k}, E_{3k}, E_{4k}) = U_{k} H_{mf}(k) U_{k}^\dagger \]
where $\Delta$ is the ansatz (A8) to the mean field equation, we obtain

$$
H_{mf}(k) = \begin{pmatrix} 
\xi(k) & 0 \\
0 & \xi(k) \\
(A + \Delta_2)^*(k_x - ik_y) & (\Delta_1 + \Delta_2)^* \\
-(\Delta_1 + \Delta_2)^* & -(A + \Delta_2)^*(k_x + ik_y)
\end{pmatrix}.
$$

(A7)

Here we have utilized the fact that the excitonic mean field can be approximated as

$$
\Delta_{mf} = i\Delta_1\sigma_2 - \Delta_2(k_3\sigma_3 + ik_y\sigma_0),
$$

(A8)

where $\Delta_1$ and $\Delta_2$ are complex bosonic fields describing $s$-wave and $p$-wave excitonic correlations, respectively.

By inverting the interaction matrix and substituting the ansatz (A8) to the mean field equation, we obtain

$$
d_0^2 \sum_k [f_{\uparrow,\downarrow}(k) - f_{\downarrow,\uparrow}(k)] = 2d_0^2 \sum_{k,k'} V^{-1}_{kk'} \Delta_1 = \frac{1}{g_s} \Delta_1
$$

and

$$
d_0^2 \sum_k [-f_{\uparrow,\downarrow}(k)(k_x - ik_y) + f_{\downarrow,\uparrow}(k)(k_x + ik_y)]
= 2d_0^2 \sum_{k,k'} V^{-1}_{kk'} \Delta_2(k_x k'_x + k_y k'_y) = \frac{1}{g_p \xi_0^2} \Delta_2,
$$

(A9)

(A10)

where we have defined effective interaction strengths $g_s$ and $g_p$ for the $s$-wave and $p$-wave excitonic correlations as

$$
g_s^{-1} = \frac{\hbar^2}{d_0^2 m} \frac{1}{4\pi \epsilon \epsilon_0 \xi_0^2}, \quad g_p^{-1} = \frac{\hbar^2}{d_0^2 m} \frac{\epsilon^2}{4\pi \epsilon \epsilon_0 \xi_0^2}.
$$

(A11)

The length scale $d_0$ is introduced to guarantee that the interaction strengths have a unit of energy, and it can in principle be chosen arbitrarily. However, we know that in the case of Coulomb interaction the natural length $d_0$ and energy $E_0$ scales are determined so that the kinetic and interaction energies are equal

$$
E_0 = \frac{\hbar^2}{d_0^2 m} = \frac{1}{4\pi \epsilon \epsilon_0 \xi_0^2}.
$$

(A12)

This way we obtain the mean field equations (3) and (4) given in the main text.
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