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Abstract

Somatic mutations in cancer can be viewed as a mixture distribution of several mutational signatures, which can be inferred using non-negative matrix factorization (NMF). Mutational signatures have previously been parametrized using either simple mono-nucleotide interaction models or general tri-nucleotide interaction models. We describe a flexible and novel framework for identifying biologically plausible parametrizations of mutational signatures, and in particular for estimating di-nucleotide interaction models. The estimation procedure is based on the expectation–maximization (EM) algorithm and regression in the log-linear quasi–Poisson model. We show that di-nucleotide interaction signatures are statistically stable and sufficiently complex to fit the mutational patterns. Di-nucleotide interaction signatures often strike the right balance between appropriately fitting the data and avoiding over-fitting. They provide a better fit to data and are biologically more plausible than mono-nucleotide interaction signatures, and the parametrization is more stable than the parameter-rich tri-nucleotide interaction signatures. We illustrate our framework on three data sets of somatic mutation counts from cancer patients.
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1 Introduction

The mutation rate at a particular site in the genome often depends on both the left and right flanking nucleotides. Hwang and Green (2004) analysed a 1.7 mega-base alignment of 19 mammalian species, and perhaps the most striking observation was a much elevated mutation rate for \( C > T \) mutations when the right flanking nucleotide is a \( G \). The elevated rate reflects deamination of methyl cytosine. The \( CG \)-methylation-deamination process was the main focus in the neighbour-dependent models described in Arndt et al. (2003) and Hobolth (2008). Furthermore, longer contextual patterns are also known to impact mutation rates (Lindberg et al. 2019).
Analyses of somatic mutations in cancer patients have increased our basic understanding of the mutational processes operating in human cancer \cite{alexandrov2020}. For example, mutational signatures from tobacco smoking \cite{alexandrov2016} and UV-light \cite{shen2020} have been identified. Furthermore, mutational signatures can be used as biomarkers for deciding the diagnosis and treatment of cancer patients \cite{nik2017}. A simple parametrization of mutational signatures is essential to achieve statistically stable estimation, easier interpretation of signatures, and the possibility of including more flanking nucleotides than just the nearest neighbors.

The purpose of this paper is to formulate a flexible framework for parameterizing mutational signatures. The mutational signatures from \cite{alexandrov2013} and \cite{shiraishi2015} constitute two extremes in our framework. We view signatures as a composition of interactions between the mutation type and the flanking nucleotides. In this context, the general model from \cite{alexandrov2013} with 96 mutation types include all tri-nucleotide interaction terms, and the independence model from \cite{shiraishi2015} has no interaction terms between the mutation and the flanking nucleotides i.e. mono-nucleotide interaction terms. We propose a model that reaches the middle-ground between the complex model of \cite{alexandrov2013} and the simple model of \cite{shiraishi2015}. Our model includes di–nucleotide interaction terms between the mutation type and flanking nucleotides. We also investigate combinations of the various parametrizations of mutational signatures.

We analyse three data sets of somatic mutations in cancer patients. The first two data sets are from breast cancer patients with 96 mutation types. We analyse the 21 breast cancer patients from \cite{alexandrov2013} and the 214 breast cancer patients from \cite{alexandrov2020}. We refer to these data sets as BRCA21 and BRCA214. We show that mono-nucleotide signatures give a poor fit to the data and tri-nucleotide signatures over-fit the data, while di–nucleotide signatures strike the right balance between the two. We also estimate a flexible mixture model where each signature can be either mono-nucleotide, di-nucleotide or tri-nucleotide. In the mixture model we find evidence of mutational signatures that exhibit either tri–nucleotide, di–nucleotide and mono–nucleotide interaction terms.

The third data set is from urothelial carcinoma of the upper urinary tract \cite{hoang2013} from 26 patients with 1536 mutation types. These mutation types include two flanking nucleotides to each sides of the base mutation. This data was also used by \cite{shiraishi2015}, and we refer to the data as UCUT26. We find that the di-nucleotide interaction models fit the data substantially better than the mono-nucleotide models and are statistically much more stable than the full penta-nucleotide model.

Our analyses thus validate the relevance of our flexible framework for mutational signatures. The di–nucleotide signatures provide a better fit to the data and are biologically more plausible than mono-nucleotide signatures, and the parametrization is more stable than the parameter-rich higher-order signatures that include all interaction terms.

Our paper is organized as follows. In Section 2 we describe non-negative matrix factorization and parameterization of a mutational signature in terms of interactions between the nucleotides in the mutation type. In Section 3 we analyse the BRCA21, BRCA214 and UCUT26 data sets. Maximum likelihood estimation is carried out using a novel combination of the expectation-maximization algorithm \cite{dempster1977} and regression in the quasi-Poisson model \cite{mccullagh1989}, and is described in detail in Section 4. The paper ends with a general discussion about parameterization and model selection for mutational signatures. The data and code for reproducing the results and figures are available at https://github.com/ragnhildlaursen/paramNMF_ms.

2 Determining the mutational signatures

Mutational signatures are derived from mutational counts using an unsupervised method called non-negative matrix factorization (NMF). In this section we first explain NMF in general terms and afterwards how parameterization of the mutational signatures is included in the method.
2.1 Non-negative matrix factorization

Given a data matrix \( V \in \mathbb{N}_+^{N \times T} \), the main aim of non-negative matrix factorization (NMF) is to find a factorization \( WH \), where the product of the non-negative exposure (sometimes also called weight or loading) matrix \( W \in \mathbb{R}_+^{K \times K} \) and the non-negative signature matrix \( H \in \mathbb{R}_+^{K \times T} \) provide a good approximation of the data matrix, i.e.

\[
V \approx WH. \tag{1}
\]

In our application \( N \) is the number of cancer patients, \( T \) is the number of mutation types, and each entry \( V_{nt} \) is the total number of somatic cancer mutations of type \( t \) in patient \( n \). The weight matrix \( W \) is of size \( N \times K \) and \( H \) is a matrix of mutational signatures of size \( K \times T \), where they both only include non-negative entries. Each of the \( K \) signatures is a discrete probability distribution of length \( T \), i.e. has \( T - 1 \) free non-negative parameters that sum to at most one. The rank \( K \) of the factorization is most often one or more magnitudes smaller than the minimum of \( N \) and \( T \).

For mutational count data it is natural to assume that each entry is Poisson distributed

\[
V_{nt} \sim \text{Pois}(WH)_{nt}, \quad n = 1, \ldots N, \ t = 1, \ldots, T. \tag{2}
\]

The data log-likelihood is, up to an additive constant, given by

\[
\ell(W,H;V) = \sum_{n=1}^{N} \sum_{t=1}^{T} \left\{ V_{nt} \log((WH)_{nt}) - (WH)_{nt} \right\}, \tag{3}
\]

and we determine \( W \) and \( H \) by maximizing the data log-likelihood. The details are provided in Section 4. Maximization of the data log-likelihood is identical to minimizing the generalized Kullback-Leibler (GKL) divergence

\[
\text{GKL} = \sum_{n=1}^{N} \sum_{t=1}^{T} \left\{ V_{nt} \log V_{nt} - V_{nt} \log ((WH)_{nt}) - V_{nt} + (WH)_{nt} \right\}. \tag{4}
\]

This follows as the negative data log-likelihood is proportional to the GKL up to an additive constant. The factorization is clearly not unique up to permutation and scaling. Indeed, if \( W \) and \( H \) are non-negative and \( A \) is a \( K \times K \) permutation matrix, we have that \( WA \) and \( A^{-1}H \) are non-negative and \( WH = W(AA^{-1})H = (WA)(A^{-1}H) \). The permutation issue is taken into account by a potential re-ordering of the mutational signatures and their corresponding weights. If \( A \) is a diagonal matrix with positive entries we also have that \( WA \) and \( A^{-1}H \) are non-negative and \( WH = (WA)(A^{-1}H) \).

The scaling issue can be solved by normalizing the signatures in \( H \) such that they sum to one, i.e. by choosing \( A = \text{diag}(d_1, \ldots, d_K) \) as the diagonal matrix with entries \( d_k = \sum_{t=1}^{T} H_{kt}, \ k = 1, \ldots, K \), on the diagonal. We refer to [Laursen and Hobolth (2022)] for a general discussion of the NMF non-uniqueness problem and a general procedure to determine the set of feasible solutions.

In general, the number of observations is \( N \cdot T \) and the number of parameters is \( N \cdot K \) for the weight matrix and \( K \cdot (T - 1) \) for the signature matrix. With \( N = 21 \) patients and \( K = 4 \) signatures the number of observations \( N \cdot T = 21 \cdot 96 = 2016 \) are estimated using \( N \cdot K + K \cdot (T - 1) = 21 \cdot 4 + 4 \cdot 95 = 84 + 380 = 464 \) free parameters. Thus, in general, this approach has a large number of free parameters compared to the size of the data matrix. These considerations suggest that parametrizing a mutational signature is fruitful.

2.2 Parametrization of a mutational signature

We parametrize each mutational signature \( h = (h_1, \ldots, h_T) \) by the mutation type as a function of the base mutation \( M \), the flanking left base \( L \) and the flanking right base \( R \). The number of mutations is 12 without strand-symmetry, and 6 with strand-symmetry. Each flanking nucleotides can be one of the four types \( A \), \( C \), \( G \) or \( T \). The different factors are thus the left neighbour \( L \) (4 categories), the right
neighbour $R$ (4 categories) and the mutation type $M$ (6 or 12 categories). In all of the following we assume strand-symmetry, so that $M$ has 6 categories.

We model the mutational signatures with a log-linear parametrization given by

$$h_t = \frac{\exp((X\beta)_t)}{\sum_{t=1}^{T} \exp((X\beta)_t)}, \quad t = 1, \ldots, T,$$

(5)

where $X$ has dimension $T \times S$ and is the design matrix that describe the common factors among the different mutation types and $\beta \in \mathbb{R}^S$ is a vector of $S$ parameters for the different factors.

2.2.1 One flanking nucleotide at each side of the mutation

The mutational signature $h$ with one flanking nucleotide at each side is a vector of length $T = 4 \cdot 6 \cdot 4 = 96$ indexed by $\ell mr$. Following classical factorial analysis of variance we specify the general tri-nucleotide interaction model from Alexandrov et al. (2013) by $L \times M \times R$. The model can be written as

$$h_{\ell mr} = \frac{\exp(\beta_{\ell \times M \times R})}{\sum_{\ell \in L} \sum_{m \in M} \sum_{r \in R} \exp(\beta_{\ell \times M \times R})},$$

(6)

where $m$ describes the six base mutation, and $\ell$ and $r$ describe the four possible flanking nucleotides to the left or right of the base mutation. This gives $S = T = 4 \cdot 6 \cdot 4 = 96$ different parameters in the $\beta$ vector and $X = I_T$ is the $T \times T$ identity matrix in the general formulation (5).

The mono-nucleotide interaction model $L + M + R$ of Shiraishi et al. (2015) takes the form

$$h_{\ell mr} = \frac{\exp(\beta_M^m + \beta_L^{\ell m} + \beta_R^{mr})}{\sum_{\ell \in L} \sum_{m \in M} \sum_{r \in R} \exp(\beta_M^m + \beta_L^{\ell m} + \beta_R^{mr})},$$

(7)

In order to avoid confounding we define $\beta_{L}^A = \beta_{R}^T = 0$. Therefore, we have $S = 3 + 6 + 3 = 12$ remaining parameters in the $\beta$ vector, which is a substantial reduction from the original model with 96 parameters.

The corresponding $96 \times 12$ design matrix $X$ takes the form

$$X = \begin{pmatrix}
A[C > A] & A[C > G] & A[C > T] & T > A & T > C & T > G & C & G & T & C & G & T \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A[C > A] & A[C > G] & A[C > T] & T > A & T > C & T > G & C & G & T & C & G & T \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A[C > A] & A[C > G] & A[C > T] & T > A & T > C & T > G & C & G & T & C & G & T \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
T[T > G]\ell & A[C > A] & A[C > G] & A[C > T] & T > A & T > C & T > G & C & G & T & C & G & T \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \quad (8)
$$

We propose the di-nucleotide interaction signature $L \times M + M \times R$ given by

$$h_{\ell mr} = \frac{\exp(\beta_M^m + \beta_{L \times M}^{\ell m} + \beta_{M \times R}^{mr})}{\sum_{\ell \in L} \sum_{m \in M} \sum_{r \in R} \exp(\beta_M^m + \beta_{L \times M}^{\ell m} + \beta_{M \times R}^{mr})},$$

(9)

In order to avoid confounding we define $\beta_{L \times M}^{A} = \beta_{M \times R}^{T} = 0$ for all the six possible base mutations $m \in \{C > A, C > G, C > T, T > A, T > C, T > G\}$. This signature therefore has a total of $S = 3 \cdot 6 + 6 \cdot 3 \cdot 6 = 42$ parameters and is a biologically plausible alternative between the simple mono-nucleotide multiplicative signature of Shiraishi et al. (2015) and the complex tri-nucleotide interaction signature of Alexandrov et al. (2013). From the mutational pattern of spontaneous cytosine deamination in CpG contexts, we know that some processes are dependent on only one neighbouring nucleotide Arndt et al. (2003). A summary of the three models is provided in Table 1. Results for these models are shown for the breast cancer patients in Section 3.1 and Section 3.2.
We consider the signatures Thus, our di-nucleotide signatures are also linear in the number of flanking nucleotides.

Introduce di-nucleotide models that include interactions between neighbors given by \(L\) in the mono-nucleotide model, i.e. a linear increase in the number of parameters. In this paper we exponentially with the number of neighbouring nucleotides. There are 6 + 3(2\(T\)) and the number of mutation types \(T\) in this case is 4 + 3 + 6 + 3\(T\) = 6 + 3\(T\) types in this case is 4 + 3 + 6 + 3 = 6 + 3\(T\) bases are considered upstream and downstream of the mutated site, and the number of mutation types \(T\) (and signature parameters in the general model) thus increases exponentially with the number of neighbouring nucleotides. There are 6 + 3(2\(n\)) = 6(1 + \(n\)) parameters in the mono-nucleotide model, i.e. a linear increase in the number of parameters. In this paper we introduce di-nucleotide models that include interactions between neighbors given by \(L_1 \times M + M \times R_1 + \sum_{i=1}^{n-1} (L_{i+1} \times L_i + R_i \times R_{i+1})\). This model results in 42 + 12 \(\cdot 2 \cdot (n-1) = 18 + 24 \cdot n\) parameters. Thus, our di-nucleotide signatures are also linear in the number of flanking nucleotides.

Our framework is very flexible, and we are able to analyse combinations of mono-, di- and tri-nucleotide interaction terms within a signature. We consider the signatures \(L_2 + L_1 \times M + M \times R_1 + R_2\), \(L_2 + L_1 \times M \times R_1 + R_2\) and \(L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2\). These three are combinations of mono-, di- and tri-nucleotide interactions. See Table 2 and Figure 1 for an overview of the signatures with two flanking nucleotides at each side and how they are nested in each other. Further results for these models on the UCUT data are seen in Section 3.3.

### Two flanking nucleotides at each side

| Signature          | Factorization | Number of parameters |
|--------------------|---------------|----------------------|
| Mono-nucleotide    | \(L_2 + L_1 + M + R_1 + R_2\) | 6 + 3 \(\cdot 4\) = 18 |
| Di-nucleotide      | \(L_2 \times L_1 + L_1 \times M + M \times R_1 + R_1 \times R_2\) | 42 + 12 \(\cdot 2\) = 66 |
| Tri-nucleotide     | \(L_1 \times M \times R_1\) | 6 \(\cdot 4^2\) = 96 |
| Penta-nucleotide   | \(L_2 \times L_1 \times M \times R_1 \times R_2\) | 6 \(\cdot 4^3\) = 1536 |
| Di- and mono-nucleotide | \(L_2 + L_1 \times M + M \times R_1 + R_2\) | 42 + 3 \(\cdot 2\) = 48 |
| Tri- and mono-nucleotide | \(L_2 + L_1 \times M \times R_1 + R_2\) | 96 + 3 \(\cdot 2\) = 102 |
| Di- and tri-nucleotide | \(L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2\) | 96 + 12 \(\cdot 2\) = 120 |

Table 2: Parametrizations of a mutational signature with two flanking nucleotides at each side. We consider two categories of di-nucleotide interaction models. The first category has interaction between the flanking nucleotide and the mutation. The second category has interaction between the two nearest neighbours.

### 2.2.2 Two flanking nucleotides at each side of the mutation

Shiraishi et al. (2015) considers higher-order context dependencies where the mutation types include four flanking bases, which gives five different factors \(L_2, L_1, M, R_1\) and \(R_2\). The number of mutation types in this case is \(T = 4^2 \cdot 6 \cdot 4^2 = 6 \cdot 4^4 = 1536\) and the number of parameters in the mono-nucleotide model with two flanking neighbours on each side of the mutation is \(3 + 3 + 6 + 3 + 6 = 6 + 3 \cdot (2 \cdot 2) = 18\).

In general \(T = 6 \cdot 4^{2n}\) when \(n\) bases are considered upstream and downstream of the mutated site, and the number of mutation types \(T\) (and signature parameters in the general model) thus increases exponentially with the number of neighbouring nucleotides. There are 6 + 3\((2n)\) = 6\((1 + n)\) parameters in the mono-nucleotide model, i.e. a linear increase in the number of parameters. In this paper we introduce di-nucleotide models that include interactions between neighbors given by \(L_1 \times M + M \times R_1 + \sum_{i=1}^{n-1} (L_{i+1} \times L_i + R_i \times R_{i+1})\). This model results in 42 + 12 \(\cdot 2 \cdot (n-1) = 18 + 24 \cdot n\) parameters. Thus, our di-nucleotide signatures are also linear in the number of flanking nucleotides.

Our framework is very flexible, and we are able to analyse combinations of mono-, di- and tri-nucleotide interaction terms within a signature. We consider the signatures \(L_2 + L_1 \times M + M \times R_1 + R_2\), \(L_2 + L_1 \times M \times R_1 + R_2\) and \(L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2\). These three are combinations of mono-, di- and tri-nucleotide interactions. See Table 2 and Figure 1 for an overview of the signatures with two flanking nucleotides at each side and how they are nested in each other. Further results for these models on the UCUT data are seen in Section 3.3.

### 3 Data Analyses

In this section we analyse the BRCA21, BRCA214 and UCUT26 data sets. We compare the various parametrizations and use parametric bootstrap and downsampling to investigate statistical robustness and stability of the signatures.
For the BRCA21 and BRCA214 data sets we follow Alexanrov et al. (2013) and fix the number of signatures at $K = 4$. Apart from the three models where all four signatures are parametrized the same way, we also consider a mixture parametrization of the signature matrix where each signature can be any of the three parametrizations in Table 1. We could investigate $3^4 = 91$ models, but recall from Section 2.1 that the models are only identifiable up to permutation; this results in 15 different models.

For the UCUT26 with two flanking nucleotides at each side of the mutation we follow Shiraishi et al. (2015) and fix the number of signatures to $K = 2$. We could consider all combinations of the seven parametrizations in Table 2, which results in $\binom{7}{4} + 6 = 28$ different models. We have chosen to include 16 of the most relevant combinations for clarity.

The best model can be determined by several methods that are balancing between a good fit to the data and avoiding over-fitting, and the choice depends on the application of the model (e.g. Shmueli (2010)). In this paper we use the Bayesian Information Criteria (BIC) given by

$$\text{BIC} = n_{\text{prm}} \log n_{\text{obs}} - 2\ell(W, H; V) \equiv n_{\text{prm}} \log n_{\text{obs}} + 2\text{GKL},$$

where $n_{\text{prm}}$ is the number of parameters, $n_{\text{obs}}$ is the number of observations, $\ell(W, H; V)$ is the log-likelihood function from (9), GKL is the generalized Kullback-Leibler divergence from (4), and $\equiv$ means that the statement is true up to an additive constant. Appropriate models have a small BIC because they represent a good balance between model complexity (measured in terms of the number of parameters) and goodness of fit (measured in terms of the negative log-likelihood).

3.1 Analysis of BRCA21 data

Recall that the BRCA21 breast cancer data set has $T = 96$ mutation types and $N = 21$. The number of observations for the data set is $n_{\text{obs}} = T \cdot N = 96 \cdot 21 = 2016$. We firstly consider the three models where all four signatures are either mono-nucleotide, di-nucleotide or tri-nucleotide. The number of parameters $n_{\text{prm}}$, penalization term for number of parameters $n_{\text{prm}} \log n_{\text{obs}}$, GKL and difference between the BIC values and the smallest for each of the three models are summarized in Table 3 together with the mixture model with the smallest BIC. The GKL difference between the mono-nucleotide and di-nucleotide model is very large which means that the fit to the data is poor for the mono-nucleotide model.

We allow a flexible parametrization of type $L \times M \times R$, $L \times M + M \times R$, and $L + M + R$ for each of the $K = 4$ signatures. For the 15 models, Figure 2 shows the Generalized Kullback-Leibler divergence (GKL) and the Bayesian Information Criteria (BIC). The models are ordered according to the number of free parameters. The EM-algorithm can get stuck in local minima, so we start the algorithm by running 500 different initializations for 500 iterations and identify the minimum. From that minimum we then continue iterating until convergence. This procedure of starting the algorithm multiple times and running for a few iterations is recommended by Biernacki et al. (2003). We observe a steep decrease in GKL when the mono-nucleotide assumption is relaxed, and one or more signatures are allowed to contain di-nucleotide or even tri-nucleotide interactions. This shows that the additional complexity is justified.

Figure 1: Factor diagram for the signatures used for the UCUT26 data set. The diagram shows the number of parameters for each signature and how the signatures are nested in each other.

Figure 2: Generalized Kullback-Leibler divergence (GKL) and the Bayesian Information Criteria (BIC) for the UCUT26 data set. The models are ordered according to the number of free parameters.
Table 3: Summary statistics for the three basic models for the BRCA21 data where all signatures are the same, and a flexible mixture model where signatures can vary. The mixture model consists of one mono-, two di-, and one tri-nucleotide interaction signature, and has the smallest BIC. We have $K = 4$ and the number of observations is $n_{\text{obs}} = T \cdot N = 2016$.

Figure 2: Fit of 21 breast cancer patients for all possible interaction models. The Generalized Kullback-Leibler (GKL) and Bayesian Information Criteria (BIC) for all 15 models with 4 signatures. The models are ordered according to the total number of parameters for the 4 signatures; e.g. $4 \cdot 12 = 48$ for the sole mono-nucleotide model and $4 \cdot 96 = 384$ for the sole tri-nucleotide model. The model with the smallest BIC is indicated, and consists of one tri-nucleotide signature, two di-nucleotide signatures and one mono-nucleotide signature.

that only applying mono–nucleotide signatures is biologically too restrictive. The mixture model with the smallest BIC (Mix in Figure 2) has one mono–nucleotide signature, two di–nucleotide signatures and one tri-nucleotide interaction signature. Neither the fully independent model (Mono in Figure 2) nor the fully general (Tri in Figure 2) have a small BIC compared to the other models. The fit to the data is too poor for the independent model, and the general model has too many free parameters. The model with four di-nucleotide signatures (Di in Figure 2) has a much smaller BIC than both the fully independent and fully general model. We conclude that a flexible parametrization of each signature allows us to obtain a good balance between a too constrained model with a poor fit to the data and a very parameter–rich model with a good fit to data.

In order to investigate the statistical stability of the signatures we use parametric bootstrap. For
a given model with an estimate of the count matrix $\hat{W}$ we simulate 50 data sets from the Poisson model (2). For each of the simulated data sets we re-estimate the exposures and signatures and use cosine similarity to investigate how close the re-estimated signatures are to the true signatures under the specific model.

In Figure 3A, we show the four signatures for the four different models and in Figure 3B we show the cosine similarity for reconstructing the signatures from the parametric bootstrap procedure. Signatures 1, 2 and 4 are very similar for the di-nucleotide model and the tri-nucleotide model. These three signatures also give very high cosine similarity for reconstructing the di-nucleotide model, which means they are very stable. The mono-nucleotide model have very stable signatures as the cosine similarity is high, but the signatures are also very different from the signatures in the full model. For the mono-nucleotide signature 2 it is clear to observe that the few parameters in the model are restricting signature to have equal peaks within each base mutation. The only difference between the values for all the $C > T$ and $T > A$ mutation types is a multiplicative constant. This is also evident from the lack of fit the mono-nucleotide model has to the data. The signatures in the mix model are all very similar to the full model except minor differences, and they are also more stable than the signatures in the full model.

Finally, we also investigate the stability of the exposures from the different parametrizations of the

A. Inferred signatures for the BRCA21 data set

B. Parametric bootstrap

Figure 3: A. Comparison of the four signatures for the four highlighted models in Figure 2. The four models are three models where all four signatures are mono-nucleotide, di-nucleotide or tri-nucleotide, and one mixture model where one signature is tri-nucleotide, two are di-nucleotide and one is mono-nucleotide. B. The cosine similarity for reconstructing the signatures with parametric bootstrapping.
signatures. We again compare the four different models from Table 3. We fix the four signatures to the values obtained from the full data and down-sample to 1 percent, 2 percent or 5 percent of the total original mutation counts. In each experiment we then re-estimate the exposures for the four signatures of the four interaction models by minimizing the generalized Kullback-Leibler divergence. In Figure 4 we show the cosine similarity between the original and re-estimated exposures from the down-sampled data for the four different models. We observe that the exposures for the di-nucleotide model are better recovered than the exposures for the tri-nucleotide model. In general, we observe that a simpler parametrization gives a more robust estimation of the exposures. This feature could be important if the exposures are used for deciding upon diagnosis or treatment of cancer patients.

![Downsampling the mutation counts]

Figure 4: The cosine similarity between the recovered exposures from down-sampled BRCA21 data compared to the exposures from the original BRCA21 data.

### 3.2 Analysis of BRCA214 data

The BRCA214 data set consists of \( T = 96 \) mutation types and \( N = 214 \) breast cancer patients, which means 193 additional patients compared to BRCA21. The values of the GKL for the various interaction models in Figure 5 show that the pure mono-nucleotide signatures model (Mono in Figure 5) is a poor fit to the data. As for BRCA21 a good fit is obtained with one mono-nucleotide signature, two di-nucleotide signatures and one tri-nucleotide signature, but the smallest BIC is obtained for a model with two di-nucleotide signatures and two tri-nucleotide signatures.

When we compare the signatures in Figure 5 for the 21 patients with the signatures for the 214 patients in Figure 6, we see that the added patients mainly have changed Signature 4, whereas the remaining three signatures all look fairly similar. The average cosine similarities for the four signatures are respectively 0.95, 0.93, 0.86 and 0.17. Many of the signatures are therefore recovered even for the small number of patients, but the increase in patients makes them more robust.

We also carried out parametric bootstrap for the BRCA214 data set and the result is shown in Figure 6. Now that the mixture model with the smallest BIC consists of two di-nucleotide signatures and two tri-nucleotide signatures, which is close to the full model, we observe in Figure 6 that the signatures for the mixture model are more unstable. The variability in cosine similarity for reconstructing the mutational signatures for the mono-nucleotide and di-nucleotide models is now always smaller than for the mixture and tri-nucleotide models.
Figure 5: Fit to 214 breast cancer patients for all possible interaction models. The Generalized Kullback-Leibler (GKL) and Bayesian Information Criteria (BIC) for all 15 models with 4 signatures. The models are ordered according to the total number of parameters for the 4 signatures. The model with the smallest BIC is indicated, and consists of two di-nucleotide signatures and two tri-nucleotide signature.

A. Inferred signatures for the BRCA214 data set

B. Parametric bootstrap

Figure 6: A. Comparison of the four signatures for the four models that are highlighted in Figure 5 as Mono, Di, Mix and Tri. B. The cosine similarity for reconstructing the signatures with parametric bootstrap.
3.3 Analysis of UCUT26 data

The UCUT26 data contains information about the two flanking bases at each side. The UCUT26 count matrix has $T = 6 \cdot 4^4 = 1536$ mutation types and $N = 26$ patients. The data consists of 14,715 somatic mutations, and the number of non-zero entries in the count matrix is $n_{\text{obs}} = 5260$.

| Model for the two signatures | Number of parameters $n_{\text{prm}}$ | Model complexity $n_{\text{prm}} \log n_{\text{obs}}$ | Fit to data GKL | Model selection $\triangle \text{BIC}$ |
|------------------------------|---------------------------------------|-----------------------------------------------|----------------|-------------------------------|
| $L_2 + L_1 + M + R_1 + R_2$ | $2 \cdot 18 = 36$                     | 308                                           | 10422          | 2116                          |
| $L_1 \times M \times R_1$   | $2 \cdot 96 = 192$                    | 1645                                          | 10182          | 2972                          |
| $L_2 + L_1 \times M + M \times R_1 + R_2$ | $2 \cdot 48 = 96$                     | 823                                           | 9788           | 1363                          |
| $L_2 + L_1 \times M + R_1 + R_2$ | $2 \cdot 102 = 204$                  | 1748                                          | 9438           | 1588                          |
| $L_2 \times L_1 + L_1 \times M + M \times R_1 + R_1 \times R_2 (a)$ | $2 \cdot 66 = 132$                   | 1131                                          | 9008           | 111                           |
| $L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2 (b)$ | $2 \cdot 120 = 240$                   | 2056                                          | 8658           | 336                           |
| $L_2 \times L_1 \times M \times R_1 \times R_2$ | $2 \cdot 1536 = 3072$                | 26321                                         | 6982           | 21249                         |

Table 4: Summary statistics for the seven basic models for the UCUT26 data where both signatures have the same parametrization. The models are ordered according to their GKL value. The number of signatures is $K = 2$ and the number of observations is $n_{\text{obs}} = 5260$. At last the mixture model with the smallest BIC is also depicted, which all the other BIC values are compared to.

The penta-nucleotide interaction signature $L_2 \times L_1 \times M \times R_1 \times R_2$ has 1536 parameters (recall Table 3), and this many parameters inevitably results in over-fitting for the UCUT26 data set. This model is included as a control to show that the full parametrization gives an extremely high BIC value compared to the other models. A parametrization with much fewer parameters is needed for inferring robust signatures, and the mono-nucleotide interaction signatures $L_2 + L_1 + M + R_1 + R_2$ from [Shiraishi et al. (2015)] was originally developed for this purpose. Here, we also consider a di-nucleotide signature of the type $L_2 \times L_1 + L_1 \times M + M \times R_1 + R_1 \times R_2$, and three signatures that have a combination of interaction terms $L_2 + L_1 \times M + M \times R_1 + R_2$, $L_2 + L_1 \times M \times R_1 + R_2$ and $L_2 \times L_1 + L_1 \times M \times R_1 + R_2$. Finally, we also include the tri-nucleotide signature $L_1 \times M \times R_1$ to investigate whether the two immediate flanking nucleotides are sufficient for explaining the probability of a somatic cancer mutation.

The seven models where both signatures have the same parametrization and their performance statistics when applied to the UCUT26 data set are summarized in Table 4. The table summarizes the number of parameters $n_{\text{prm}}$, model complexity $n_{\text{prm}} \log n_{\text{obs}}$, model fit GKL, and the differences between the model selection measure BIC and the smallest obtained BIC. We observe that two immediate flanking nucleotides (one at each side) are not sufficient for explaining the mutation patterns: the $L_1 \times M \times R_1$ model has the same poor fit to data as the mono-nucleotide model despite having more than five times as many parameters. The four models $L_2 + L_1 \times M + M \times R_1 + R_2$, $L_2 + L_1 \times M \times R_1 + R_2$, $L_2 \times L_1 + L_1 \times M + M \times R_1 + R_1 \times R_2$ and $L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2$ all show a relatively good fit to the data, but the $L_2 + L_1 \times M \times R_1 + R_2$ model is penalized for the many parameters. Finally, the $L_2 \times L_1 + L_1 \times M + M \times R_1 + R_1 \times R_2$ and $L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2$ model have a superior fit to the data compared to the other models, and does not contain too many parameters. We note that these two models are the only models with di-nucleotide interaction between the two left flanking nucleotides (both models contain the term $L_2 \times L_1$) and the two right flanking nucleotides (the term $R_1 \times R_2$), and conclude that these interaction terms are important for quantifying the probability of a somatic mutation in this cancer type.

We also consider parametrizations of the signature matrix where the two signatures have different parametrizations. The GKL and BIC for 15 different combinations of the seven parametrizations is summarized in Figure 7. Here, we have ordered the models by the GKL value as this automatically groups the different signature parametrizations. We have left out the penta-nucleotide signature, as it...
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Figure 7: The Generalized Kullback-Leibler for all 21 models with two signatures for the UCUT26 data set. The models are ordered according to GKL values, which also orders the models by the first signature.
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Figure 8: The Generalized Kullback-Leibler and Bayesian Information Criteria for 15 models with two signatures for the UCUT26 data set. The models are ordered according to GKL values, which also orders the models by the first signature.

gives extremely high BIC values due to the many parameters in the model. Similar to our finding for the BRCA21 data set, we observe that two mono-nucleotide signatures $L_2 + L_1 + M + R_1 + R_2$ give a poor fit to the data. We emphasize that two tri-nucleotide signatures $L_2 \times L_1 \times M \times R_1 + R_2$ or a mixture of the two all have a poor fit to the data, which means the information about the flanking nucleotides two positions away from the mutation is important. We find that a mixture between the two parametrizations $L_2 \times L_1 + L_1 \times M \times R_1 + R_2$ and $L_2 \times L_1 + L_1 \times M \times R_1 + R_1 \times R_2$ fits the data very well despite the rather few parameters; this mixture model has the smallest BIC value.

In Figure 8, the two signatures are visualized for the mono, di, mix and penta model. For the mixture model, signature 1 is described by the di- and tri-nucleotide interactions and signature 2 only by the di-nucleotide interactions. In the original study in Hoang et al. (2013) they identify signature 1 as a novel mutation signature that predominantly contains $T \rightarrow A$ substitutions at CpTpG sites caused
by aristolochic acids. This dependence of a single tri-nucleotide interaction is potentially why the signature is best parametrized when including tri-nucleotide interactions.

The cosine similarities for reconstructing the signatures from parametric bootstrap show that the penta-nucleotide signatures are much worse at reconstructing the same signatures. Again, this indicates the problem with too many parameters in the model. On the other hand, the model with two di-nucleotide signatures and the mixture model are almost just as stable as the mono-nucleotide signatures, but gives a much better fit to data.

These findings demonstrate the relevance of our flexible framework for mutational signatures. The di–nucleotide signatures provide a better fit to the data and are biologically more plausible than mono-nucleotide signatures, and the parametrization is more stable than the parameter-rich signatures with interaction terms higher than or equal to three. The ability to allow a combination of signatures is also advantageous.

4 Methods

Recall the NMF set-up from Section 2 where the mutation counts in the data matrix $V \in \mathbb{N}_+^{N \times T}$ are modelled by the Poisson distribution $V_{nt} \sim \text{Pois}((WH)_{nt})$. The data log-likelihood in (3) is analytically intractable, but we can view the problem as a missing data problem where the missing information is the assignment of each mutation to a signature. If this information was available, then a likelihood analysis would be easy, and therefore the EM-algorithm (Dempster et al. (1977)) applies. In this section we describe the EM-algorithm for estimating the parameters in non-negative matrix factorization. We first describe the EM-algorithm for the traditional model where the only constraints on the exposure matrix $W$ and signature matrix $H$ in the matrix factorization are that the entries must be non-negative (e.g. Cemgil (2009)). Second, we extend the EM-algorithm to the situation where the signatures are parametrized according to (5).

4.1 EM-algorithm for traditional non-negative matrix factorization

Given a data matrix $V \in \mathbb{N}_+^{N \times T}$ the aim of NMF is to find a non-negative factorization $WH$, where $W \in \mathbb{R}_+^{N \times K}$ and $H \in \mathbb{R}_+^{K \times T}$ approximates of our data $V$ i.e. $V \approx WH$. The rank $K$ of the factorization is often chosen magnitudes smaller than the minimum of $N$ and $T$. A larger $K$ obviously gives a better fit, but would potentially overfit the data. In traditional NMF all the entries in $W$ and $H$ are free parameters that need to be estimated. Later we will reduce the number of free parameters in $H$, but first we describe the traditional estimation of $W$ and $H$.

A challenge with the likelihood function in (3) is that it is only convex in either $W$ or $H$, but not in both matrices together. This means we cannot find a closed form solution for the maximum likelihood estimates of $W$ and $H$, and instead we use the EM-algorithm. For the EM-algorithm we introduce the latent variables

$$Z_{nkt} \sim \text{Pois}(W_{nk}H_{kt})$$

which is the mutational count from each of the $K$ signatures for each observation, such that the total number of mutations for a cancer patient $n$ of a certain type $t$ is given by

$$V_{nt} = \sum_{k=1}^{K} Z_{nkt} \sim \text{Pois}((WH)_{nt}).$$

13
The complete log-likelihood is given by

\[
\ell(W, H; Z) = \sum_{n=1}^{N} \sum_{t=1}^{T} \sum_{k=1}^{K} \{ Znk_t \log(WnkHkt) - WnkHkt - \log(Znk_t!) \}
\]

\[
\equiv \sum_{k=1}^{K} \sum_{t=1}^{T} \left( \sum_{n=1}^{N} Znk_t \right) \log(Hkt) + \sum_{k=1}^{K} \sum_{n=1}^{N} \left\{ \left( \sum_{i=1}^{T} Znk_t \right) \log(Wnk) - Wnk \right\}
\]

where we use that signatures are probability distributions that sum to one, \( \sum_{t=1}^{T} Hkt = 1 \), and \( \equiv \) means that the statement is true up to the additive constant \( \sum_{n=1}^{N} \sum_{t=1}^{T} \sum_{k=1}^{K} \log(Znk_t!) \).

**E-step:** For fixed values \( W^i \) and \( H^i \) this step finds the expected value of the latent variables \( \{ Znk_t \} \) conditional on the data \( V \). The distribution of \( \{ Znk_t \} \) conditional on their sum is given by the multinomial distribution

\[
(Z_{n1t}, \ldots, Z_{nKt}) \mid Vnt = \sum_{k=1}^{K} Znk_t \sim \text{Multi} \left( Vnt, \frac{1}{(WH)nt} (Wn1H1t, \ldots, WnKHKt) \right),
\]

which implies that

\[
E_{W^i,H^i}[Znk_t|V] = E_{W^i,H^i}[Znk_t|Vnt] = \frac{WnkHkt}{(WH^i)nt}.
\]

Replacing \( \{ Znk_t \} \) with their expected values \( E_{W^i,H^i}[Znk_t|V] \) gives the expected complete log-likelihood

\[
Q(W,H|W^i,H^i) = \sum_{k=1}^{K} \sum_{t=1}^{T} \left( \sum_{n=1}^{N} E_{W^i,H^i}[Znk_t|V] \right) \log(Hkt)
\]

\[
+ \sum_{k=1}^{K} \sum_{n=1}^{N} \left\{ \left( \sum_{i=1}^{T} E_{W^i,H^i}[Znk_t|V] \right) \log(Wnk) - Wnk \right\}
\]

**M-step:** The first term of the expected complete log-likelihood (12) is recognised as \( K \) independent multinomial log-likelihood functions and the second term (13) is recognised as \( N \cdot K \) Poisson log-likelihoods. Maximum of the expected complete log-likelihood with respect to \( W \) and \( H \) is therefore given by

\[
H^{i+1}_{kt} = \frac{\sum_{n=1}^{N} E_{W^i,H^i}[Znk_t|V]}{\sum_{t=1}^{T} \sum_{n'=1}^{N} E_{W^i,H^i}[Zn'k_t|V]} = \frac{\sum_{n=1}^{N} Vnt \frac{W^{i+1}_{nk} H^{i+1}_{kt}}{(W^iH^i)nt}}{\sum_{t=1}^{T} \sum_{n'=1}^{N} V_{nt'} \frac{W^{i+1}_{nk'} H^{i+1}_{kt}}{(W^iH^i)nt}}
\]

and

\[
W^{i+1}_{nk} = \sum_{t=1}^{T} E_{W^i,H^i}[Znk_t|V] = \sum_{t=1}^{T} Vnt \frac{W^{i+1}_{nk} H^{i+1}_{kt}}{(W^iH^i)nt}.
\]

The expected value of \( \{ Znk_t \} \) from the E-step is also inserted, which means these updates include both steps of the EM-algorithm to find the optimal estimates \( W \) and \( H \). The entire EM-algorithm with initialization and stopping criteria to obtain the optimal parameters is summarized in Algorithm 1. The updates are written in vector form for \( H \) and matrix form for \( W \). Note that \( \otimes \) and division means entry wise multiplication and division, the vector 1 is of length \( T \) and consists only of ones, \( W_k \) is the \( k^{\text{th}} \) column of \( W \), and \( H_k \) is the \( k^{\text{th}} \) row of \( H \). We stop the EM-algorithm when the data log-likelihood after a full update of \( W \) and \( H \) is smaller than a threshold \( \epsilon \).
Algorithm 1: General EM-algorithm to estimate exposures $W$ and signatures $H$.

Given data matrix $V$, rank $K$ and threshold $\epsilon$.
Initialize $W^1$ and $H^1$ with random entries.

for $i = 1, 2, 3, \ldots$ do
  for $k = 1, \ldots, K$ do
    Update each signature
    \[
    H_{i+1}^k = \frac{H_i^k \otimes ((W_i^k)' \frac{V}{W_i^k H_i^k})}{V (H_i^k \otimes ((W_i^k)' \frac{V}{W_i^k H_i^k}))}
    \] (16)
  end
  Update exposures
  \[
  W_{i+1}^i = W_i^i \otimes \left( \frac{V}{W_i^i} \right)' \right)
  \]
  stop if $\frac{\ell(W_{i+1}, H_{i+1}; Z) - \ell(W_i^i, H_i^i; Z)}{\ell(W_{i+1}, H_{i+1}; Z)} < \epsilon$
end

4.2 EM-algorithm for parametric non-negative matrix factorization

Another parametrization of the signatures $H_1, \ldots, H_K$ requires a change in update [14] which was based on maximizing [12]. The parametrization of the signatures are given by the design matrices $X_1, \ldots, X_K$. Recall that the number of mutations from a specific signature for each observation is given by the latent variables $\{Z_{nkt}\}$. We observe that we again have $K$ independent multinomial log-likelihood terms that we can maximize separately. Define

\[
Y_{kt}^i = \sum_{n=1}^N E_{W_i^i, H_i^i}[Z_{nkt}|V],
\]

which is the expected number of mutations at the $i$'th iteration for signature $k$ of type $t$. We now suppress the superscript $i$ and subscript $k$ by introducing the simple notation $y_t = Y_{kt}^i$ and $h_t = H_{kt}$. In parallel to [12] we need to maximize

\[
\sum_{t=1}^T y_t \log(h_t)
\]

with respect to $\beta$ where we set

\[
h_t = \frac{\exp((X\beta)_t)}{\sum_{t=1}^T \exp((X\beta)_t)},
\]

and again we have suppressed the dependency on $k$ in both $X$ and $\beta$. Instead of estimating $\beta$ in this model, we use the 'Poisson Trick' (see e.g. Lee et al. (2017) or Section 6.4 in McCullagh and Nelder (1989)). The 'Poisson Trick' means that the log-linear Poisson model

\[
\log(y_t) = (X\beta)_t, \quad t = 1, \ldots, T,
\]

is equivalent to the multinomial response model with probabilities given by [17]. We therefore determine the maximum likelihood estimate of $\beta$ by fitting the log-linear Poisson model instead of the multinomial response model. The full EM-algorithm is presented in matrix form in Algorithm 2.

Estimation of $\beta$ in (18) is obtained by fitting the log-linear Poisson model using the Newton-Raphson method, and for clarity we provide the details. The log-likelihood function for the Poisson model with
Algorithm 2: Parametric EM-algorithm to estimate exposures \( W \) and signatures \( H \).

Given data matrix \( V \), rank \( K \), design matrices \( X_1, \ldots, X_K \), and threshold \( \epsilon \).

Initialize \( W^1 \) and \( H^1 \) with random entries.

for \( i = 1, 2, 3, \ldots \) do
  for \( k = 1, \ldots, K \) do
    Update each signature
    \[ y^i_k = H^i_k \otimes \left( (W^i_k)' \frac{V}{W^i_k H^i_k} \right) \]
    Fit the log-linear Poisson regression
    \[ \log(y^i_k) = X_k \beta^i_k \] (19)
    for estimating \( \beta^i_k \) and set
    \[ H^{i+1}_k = \frac{\exp(X_k \beta^i_k)}{1' \exp(X_k \beta^i_k)} \]
  end
  Update exposures
  \[ W^{i+1} = W^i \otimes \left( \frac{V}{W^i H^i (H^i)'} \right) \]
  stop if \( \ell(W^{i+1}, H^{i+1}, Z) - \ell(W^i, H^i, Z) / \ell(W^{i+1}, H^{i+1}, Z) < \epsilon \)
end

design matrix \( X \) of dimension \( T \times S \), parameter vector \( \beta \) of length \( S \) and data vector \( y = (y_1, \ldots, y_T) \) of length \( T \) is given by
\[
\ell(\beta, y, X) = \sum_{t=1}^{T} \left\{ y_t (X \beta)_t - \exp \left( (X \beta)_t \right) \right\}.
\]

A closed form solution for the maximum likelihood estimate is in general not available, but we can use the Newton-Raphson method. The gradient and the Hessian of the log-likelihood function are
\[
\frac{\partial \ell}{\partial \beta} = X' \{ y - \exp(X \beta) \} \quad \text{and} \quad \frac{\partial^2 \ell}{\partial \beta \partial \beta} = -X'AX,
\]
where \( A = A(\beta) \) is a diagonal matrix of dimension \( S \times S \) with \( \exp(\sum_{t=1}^{T} \beta_s X_{st}) \), \( s = 1, \ldots, S \), on the diagonal. The Newton-Raphson update is given by
\[
\beta^{i+1} = \beta^i + (X' A^i X)^{-1} X' \{ y - \exp(X \beta^i) \},
\]
where \( A^i = A(\beta^i) \), which can be re-written as
\[
\beta^{i+1} = (X' A^i X)^{-1} X' A^i [X \beta^i + (A^i)^{-1} \{ y - \exp(X \beta^i) \}]
\]
\[
= (X' A^i X)^{-1} X' A^i v^i,
\]
where
\[
v^i = X \beta^i + (A^i)^{-1} \{ y - \exp(X \beta^i) \}.
\]
This means that the update is the solution to the weighted least square problem
\[
\beta^{i+1} = \arg \min_{\beta} \| (A^i)^{1/2} (v - X \beta) \|^2.
\]
In our implementation in R we call the built-in method to solve the weighted least squares problem.

To accelerate the EM-algorithm we have both made a version that uses the R package SQUAREM (Du and Varadhan, 2020) and another version implemented in C++. To escape local maxima of the likelihood function we typically start the algorithm 100 or even 500 times and run each of them for 100 or 500 iterations before we identify a minimum. We then let the identified minimum iterate until convergence.

5 Discussion

We have presented new flexible and biologically plausible parametrizations of mutational signatures. The di-nucleotide interaction signatures strike a good balance between a satisfactory fit to the data and statistically stable and simple signatures. We have emphasized this through the analysis of the three data sets BRCA21, BRCA214 and UCUT26. Besides making it possible to parametrize the mutational signatures, we also mix the different parametrizations for the signature matrix. This makes the parametrization even more flexible as we allow each signature to have its own parametrization. We believe this could be an important step forward in order to be able to specify and understand the most important interaction terms between the mutation and the flanking nucleotides.

We have considered a number of signatures $K = 2$ for the UCUT data set and $K = 4$ for the BRCA data sets. For higher values of $K$ a full investigation of all models is computationally time consuming. A natural strategy would be to use a factor diagram as in Figure 1 and start from the full parametrization and then test if the signature parmetrizations can be simplified. This strategy is similar to a backward stepwise selection procedure, while the proposed procedure correspond to a best subset selection procedure. This method could be even more relevant if we would like to identify specific important interactions like the CpTpG tri-nucleotide interaction for the UCUT data. Another thing to note is that the few number of signatures could have an influence on the parametrization. Having several mutational processes included in the same mutational signature could explain the need for more complex parametrizations in some cases.

Our main goal has been statistical robustness and interpretation of the signatures, and this is achieved by biologically plausible constraints on the parameters: we allow each signature to contain mono-, di- or tri-nucleotide interaction terms. An alternative to the supervised constraints would be a more unsupervised strategy for learning signatures. For example, one could impose sparseness on the signatures in the spirit of Lal et al. (2021).

We have focused on finding a single parametrization for each signature where interpretation is easy. This is useful when the aim is to recover the true underlying biological mechanisms that cause the various signatures (e.g. UV-light or tobacco smoking). Model averaging over different parametrizations would make sense if the goal is a statistically robust signature where interpretation is less important (e.g. classification of a genomic region based on the mutation profiles). The BIC values are rather similar for many of the models, suggesting that model averaging could be useful.

Our flexible framework also allows inclusion of other factors known to have an impact on somatic mutations such as replication timing (Woo and Li, 2012), expression level (Lawrence et al., 2013) or general conservation of the position when compared to other species (Bertl et al., 2018). This was not included in this paper, but would be fairly simple to add into the model.
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