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Abstract—Minimum-time navigation within constrained and dynamic environments is of special relevance in robotics. Seeking time-optimality, while guaranteeing the integrity of time-varying spatial bounds, is an appealing trade-off for agile vehicles, such as quadrotors. State-of-the-art approaches, either assume bounds to be static and generate time-optimal trajectories offline, or compromise time-optimality for constraint satisfaction. Leveraging nonlinear model predictive control and a path parametric reformulation of the quadrotor model, we present a real-time control that approximates time-optimal behavior and remains within dynamic corridors. The efficacy of the approach is evaluated by simulated results, showing itself capable of performing extremely aggressive maneuvers as well as stop-and-go and backward motions.

Video: https://youtu.be/Apc8MCu7Yvo

I. INTRODUCTION

Autonomous robotic systems are deployed in dynamic environments, where conditions and obstacles are time-variant. Successfully navigating under these circumstances, implies remaining within a safe and time-variant corridor [1]. Time-optimality within dynamic environments poses a particular challenge, since the minimum-time trajectory changes along with the environment.

Because of their inherit agility [2], quadrotors are frequently used in space-constrained and time-critical operations, such as delivery, surveillance, inspection, and search-and-rescue [3], [4]. These are distinguished by the necessity of being time-optimal and subjected to strong environmental changes. Pushing the physical limits of quadrotors in unknown variant environments brings up a twofold challenging trade-off: 1) quadrotors are underactuated systems, i.e., longitudinal and angular dynamics are coupled, 2) the motion aggressiveness is bounded by the dynamicity of the environment. In other words, time-optimal performance in dynamic environments consists on finding the optimal trade-off between longitudinal and angular accelerations (1) in accordance with variant spatial bounds (2).

Previous works have decoupled these two features, either by assuming the environment to be invariant and tracking an offline-generated minimum-time trajectory [5], [6], limiting time-optimality to waypoint following and neglecting spatial bounds [7], or compromising time-optimality due to actuation limit relaxations [8]–[11] and collision-free constraints [12].

Given its recent applications on fast dynamical systems and its support for nonlinear system models [13], [14], Nonlinear Model Predictive Control (NMPC) is a well-suited framework for motion planning of quadrotors. NMPC can find the (locally) optimal control action considering a nonlinear cost function while incorporating constraints on nonlinear functions of states and inputs [15]. Therefore, NMPC can account for time-varying spatial bounds, while enforcing constraints in the true physical limits, i.e. thrust commands, and thus, ensuring near-time-optimality of the computed solution.

Multiple research challenges arise, including how to construct a lightweight NMPC capable of running in real-time and how its performance compares to the previously mentioned offline approaches.

Contributions

We present an NMPC-based real-time control that computes near-time-optimal quadrotor trajectories within the free space associated with a dynamic environment – denoted as tunnel. To the best of the authors’ knowledge, this is the first real-time approach tackling time-optimality within constrained and time-variant spaces in quadrotors. In contrast to state-of-the-art methods, our solution is immediately deployable, without requiring prior environmental knowledge or offline computation, and is capable of ranging from extremely aggressive maneuvers to stopping and even reversing.

Our method is comprised of two main ingredients: 1) we perform a path-parametric reformulation of the quadrotor system dynamics, allowing to embed path properties and variant spatial constraints effectively in the optimization and 2) by solely bounding thrust commands, the NMPC is empowered to reach the true physical limits of the system.

According to empirical results, the suggested approach 1) approximates time-optimal behavior, while adapting its speed depending on the shape and size of the tunnel 2) is agnostic...
to tunnel changes beyond the prediction horizon, 3) can stop or navigate backwards when abrupt tunnel modifications occur within the horizon and 4) shows convergence to the tunnel if a given modification is excessively aggressive.

The remainder of this paper is structured as follows: Section II provides more details on quadrotor motion planning and spatial reformulation of dynamical systems. Section III presents the path-parametric reformulation of the quadrotor dynamics. Section IV exemplifies the complete NMPC formulation, including the tunnel’s parametrization. Experimental setup and results are shown in Section V before Section VI presents the conclusions.

II. RELATED WORK

A. Time-optimal and collision-free planning

Path planning algorithms for quadrotors can be classified into two variants based on the state-space of the planning. Exploiting the property of differential flatness, all quadrotor states can be mapped into four differentially flat outputs. By approximating them to piecewise constant polynomials and imposing continuity constraints in the respective derivatives, smooth trajectories can be generated. Since this concept was presented in [8], further improvements to solve the underlying quadratic program have allowed for extremely fast computations [9], [16]. This has played a key role in standard decoupled approaches like [12], where a collision-free path provided by a global planner is further refined by a local planner running at a higher sampling rate.

The computational advantages brought by the flatness property and its respective polynomials come at the expense of 1) highly non-linear mappings from the flat outputs to thrust commands and 2) non-time-optimality inherited from the minimization of polynomials. The first suggests that applying differential flatness prevents setting the thrust constrains required for reaching physical limits. The second implies that minimizing polynomials is in direct opposition to maximizing acceleration.

Therefore, methods that account for the entire state-space are better suited to converge to minimum-time trajectories. Focusing on time-optimality when navigating through a set of locations, [5] formulated an optimization problem that parametrizes progress with dynamic waypoints through Complementary Progress Constraints (CPC). Computed paths prove to be theoretically optimal according to the physical limits of the quadrotor and capable of outperforming expert pilots. Tackling the same problem, [17] presents a Deep Reinforcement Learning based algorithm that calculates near-time-optimal solutions while dealing with uncertainty in waypoint poses. Despite these methods allow for a close approximation of the true time-optimal path, they are limited to offline computations, and thus, are intractable for real-time applications. This burden is alleviated in [7], where a Contouring Control MPC approach inspired by [18] and [19] allows for near-time-optimal performance in real-time. However, the proposed approach is limited to waypoint following and does not account for spatial bounds. Moreover, the underlying gradient in the Contouring Control necessitates additional constraints, compromising the solution’s versatility and applicability for dynamic scenarios, such as when reversal motions are required.

In contrast, our approach runs in real-time, requires no prior knowledge of the environment, and is capable of performing aggressive maneuvers as well as stopping and navigating backwards. These features are attributed to a coordinate transformation that enable a more precise embedding of the environment’s geometric properties into the NMPC’s underlying optimization problem.

B. Path-parametric reformulation

Benefits of transforming time-dependent dynamics into spatial-dependent were first presented for robot systems in [20], [21]. Extensions of this reformulation to planar vehicles proved its ability to trade-off between reference tracking and obstacle avoidance [22], [23]. Leveraging this reparameterization and exploiting advances in embedded optimization solvers, [24] developed a real-time NMPC for miniature racing cars that could approximate time-optimal performance. In [25], further modifications in the spatial representation of the plant model allowed including online obstacle avoidance, while still being near-time-optimal. Focusing on robot manipulators, [26] extended the path-parametric reformulation to all three dimensions and presented an NMPC capable of trading-off between tracking accuracy and speed.

In the context of quadrotors, by combining path-parametrization with differential flatness, [10] presented an efficient optimization problem for time-optimal trajectory planning of two-dimensional models in cluttered environments. In [27] the spatial reformulation was implemented to all three dimensions, allowing to decouple the tangential and transverse dynamics of the quadrotor. Similarly, [6] benefited from a three-dimensional reparameterization for offline computation of minimum-time and collision-free trajectories.

Previous work suggests that, in contrast to planar vehicles, the realm of quadrotors has not fully leveraged the capabilities inherited in path-parametrization. We deem to close this gap by combining time-optimality techniques from the aforementioned two-dimensional solutions with a complete spatial conversion of the quadrotor dynamics.

III. PATH-PARAMETRIC MODEL

A. Quadrotor Model

The quadrotor is modeled as a six degree-of-freedom rigid body. Its states are described in the world-frame with \( \mathbf{x} = [\mathbf{p}_W, \mathbf{v}_W, \mathbf{q}_W, \omega_W] \), where \( \{\mathbf{p}_W, \mathbf{v}_W, \omega_W\} \in \mathbb{R}^3 \) refer to the position, velocity and body rates, while the attitude is represented by a unit quaternion \( \mathbf{q}_W \in \mathbb{R}^4 \). The collective thrust and torques in body-frame are the inputs with \( \{f_B, \tau_B\} \in \mathbb{R}^3 \). Since frame subscripts remain constant, they will be dropped. The dynamics of the system are as common
\[
\dot{p} = v \quad (1a) \quad \dot{v} = g + \frac{1}{m} R(q) f \quad (1b)
\]
\[
\dot{q} = \frac{1}{2} \Lambda(\omega) q \quad (1c) \quad \dot{\omega} = J^{-1} (\tau - \omega \times J \omega) \quad (1d)
\]

with \( m, J \) and \( g \) being the quadrotor’s mass, moment of inertia matrix and gravity, while \( \Lambda \) and \( R \) refer to the skew-symmetric matrix of the body rates and rotation matrix of the quaternion. Body forces \( \{ f, \tau \} \) can be further mapped to single rotor thrust commands \( \eta = [\eta_1, \eta_2, \eta_3, \eta_4] \) according to

\[
f = \begin{bmatrix}
0 \\
0 \\
\sum_{i=1}^{4} \eta_i
\end{bmatrix}
\quad \text{and} \quad \tau = \begin{bmatrix}
1/\sqrt{2}(\eta_1 + \eta_2 - \eta_3 - \eta_4) \\
1/\sqrt{2}(-\eta_1 + \eta_2 + \eta_3 - \eta_4) \\
c_\tau(\eta_1 - \eta_2 + \eta_3 - \eta_4)
\end{bmatrix}
\]

where \( l \) is the arm-length and \( c_\tau \) the force-torque mapping constant of the quadrotor.

### B. Path-Parametric Reformulation

To embed the path characteristics into the system dynamics, we reformulate the equations of motions for position \((1a)\) and velocity \((1b)\). This is done in two steps: first we describe the path using Frenet-Serret’s theorem, and then perform a spatial reformulation. When doing so, we will combine ideas from [6] and [26].

As a starting point, we introduce a progress variable \( s \) exemplifying the arc-length of a curve and a \( C^\infty \) continuous progress-function \( \gamma(s) \) that maps \( s \) to its respective three-dimensional position in the Euclidean space. Thus, the path can be defined as \( \Gamma = \{ \gamma(s) \in \mathbb{R}^3 \mid s \in [0, L] \} \).

Discretizing \( \Gamma \) into \( M \) points and assigning each one an orthonormal basis in the Frenet-Serret coordinate system allows for describing the pose as a function of the path’s curvature \( \kappa \), torsion \( \sigma \) and progress-function \( \gamma \) (see Fig. 2). These are related by Frenet-Serret’s theorem [28]:

\[
t = \gamma', \quad n = \gamma''/||\gamma''||, \quad b = t \times n \quad (2a)
\]
\[
t' = \kappa n, \quad n' = -\sigma t + \kappa b, \quad b' = -\sigma n \quad (2b)
\]

where \( t, n \) and \( b \) are the tangent, normal and binormal components of the Frenet-Serret frame \( \{ FS \} \) and \( (\cdot)' \) represents the derivative with respect to the progress variable \( s \). Notice that all terms in \((2)\) are continuous and uniquely dependent on \( s \), and thus, we can approximate them by third order B-splines.

Putting together all three components, the orientation along the path is defined by the Frenet-Serret rotation matrix \( R_{FS}(s) = [t(s), n(s), b(s)] \). Assuming that the quadrotor is located in position \( p(t) \), the progress of the closest point on the path \( \Gamma \) is defined as

\[
s^*(t) = \arg \min_s \frac{1}{2} ||d_W(t)||, \quad d_W(t) = p(t) - \gamma(s) \quad . (3)
\]

From now onward the dependency of \( s^*(t) \) on time will be dropped. Translating the distance vector to the Frenet-Serret frame associated to the closest point defines \( d_{FS}(s^*) = R_{FS}(s^*) d_W(t) \), whose first row, i.e. the tangent component, is zero. Since the remaining two elements are the perpendicular projections of the distance from path \( \Gamma \), they will be named transverse coordinates \( w = [w_1, w_2] \). Consequently, the distance is equivalent to \( d_{FS}(t) = [0, w_1(t), w_2(t)] \) with

\[
w_1(t) = n(s^*) d_W(t), \quad w_2(t) = b(s^*) d_W(t) \quad . (4)
\]

Either from applying the first optimality condition to \((3)\) as in [26] or from rewriting equation \((1a)\) with the transverse coordinates and deriving with respect to time as in [6], the velocity of the progress respective to the closest point on path \( \Gamma \) can be expressed as

\[
\dot{s}^*(t) = \frac{t(s^*)^T \nu(t)}{1 - \kappa(s^*) w_1(t)} \quad (5a)
\]

and combining it with \((4)\) leads to

\[
\dot{w}_1(t) = n(s^*) \nu(t) + \sigma(s^*) \dot{s}^*(t) w_2(t) \quad , (5b)
\]
\[
\dot{w}_2(t) = b(s^*) \nu(t) - \sigma(s^*) \dot{s}^*(t) w_1(t) \quad . (5c)
\]

For a detailed derivation of \((5b)\) and \((5c)\), please refer to [6]. The singularity in \((5a)\) can be circumvented by requiring \( 1 - \kappa(s^*) w_1(t) > 0 \), or equivalently \( r(s^*) > w_1(t) \), i.e. the normal component of the distance between the quadrotor and the path needs to be smaller than the radius of the curve.

The equations of motion for the tangential and transverse coordinates in \((5)\) can already replace the position dynamics in \((1a)\). However, to fully embed the path properties within the system dynamics, the integration chain of the path coordinates should be extended up to the degree where the input forces appear. In the case of a quadrotor, the collective thrust arises in the longitudinal acceleration \([15]\). Therefore, we are interested in differentiating the path coordinates up to the second order. This is done by taking the time derivatives of the equations in \((5)\):

\[
\ddot{s}^*(t) = \frac{t\dot{\nu} + \dot{t} \nu + \tau_{\nu}}{1 - \kappa w_1} \quad (6a)
\]
\[
\ddot{w}_1(t) = n\dot{\nu} + \dot{n} \nu + \sigma \dot{s}^* w_2 + \sigma \dot{s}^* w_2 + \sigma \dot{s}^* \dot{w}_2 \quad (6b)
\]
\[
\ddot{w}_2(t) = b\dot{\nu} + \dot{b} \nu - \sigma \dot{s}^* w_1 - \sigma \dot{s}^* w_1 - \sigma \dot{s}^* \dot{w}_1 \quad (6c)
\]

where dependencies have been omitted for clarity. The time derivatives of curvature, torsion and Frenet-Serret coordinates can be calculated according to the chain rule \( \dot{(\cdot)} = \frac{\partial (\cdot)}{\partial s} \dot{s} = (\cdot') \dot{s} \), while the longitudinal acceleration \( \dot{\nu} \) is known from \((1b)\). The velocity is the only variable that remains for being translated to spatial coordinates. To this end we
reformulate the position as \( p(t) = \gamma(s^*) + R_{FS}(s^*)d_{FS}(t) \)
and differentiate with respect to time:
\[
v(t) = \dot{\gamma} + \dot{R}_{FS}d_{FS} + R_{FS}\dot{d}_{FS}
\]
whose terms can be obtained by applying the aforementioned chain rule. Finally, by combining [11] with [6] and [7], the euclidean position and velocity states can be replaced by the progress variable, transverse coordinates and its respective derivatives, i.e. \( x = [s^*, w, \dot{s}^*, \dot{w}, q, \dot{q}, \omega, \dot{\omega}] \). From here on to simplify the notation \( s^* \) will be referred to as \( s \).

IV. PROGRESS-MAXIMIZATION NMPC

The optimal control problem (OCP) addressing minimum-time navigation within dynamic corridors is formulated as:
\[
\min_{x(.), u(.), \tau} T
\]
\[
s.t. \quad x_0 = x_T \quad (8a)
\]
\[
T \geq 0
\]
\[
\dot{x}(t) = f(x(t), u(t)), \quad t \in [0, T] \quad (8d)
\]
\[
u \leq u(t) \leq \bar{u}, \quad t \in [0, T] \quad (8e)
\]
\[
\phi(u(t), \xi(t)) \leq 0, \quad t \in [0, T] \quad (8f)
\]
where \( x = [s, w, \dot{s}, \dot{w}, q, \dot{q}, \omega] \) and \( u = [\eta] \) refer to the quadrotor’s states and controls, while \( f \) is the first-principles-based model derived in Section III. Other than bounding quadrotor’s states and controls, while

\[
\tau = \int_{t_0}^{t} \tau(t) dt, \quad \eta \leq \bar{\eta}, \quad k = 0, \ldots, N - 1 \quad (9c)
\]
\[
\phi(u_k, \xi(s_k)) \leq 0, \quad k = 0, \ldots, N - 1 \quad (9e)
\]
where \( x_c \) is the quadrotor’s current state, \( F \) is a numerical integrator for the spatial quadrotor dynamics and \( Q, R, Q_N \) are weighting matrices. Control commands are softened by appending rotor-thrusts to the state vector \( x = [s, w, \dot{s}, \dot{w}, q, \dot{q}, \eta] \) and assigning their respective derivatives to the system’s inputs \( u = [\eta] \). To guarantee feasibility, constraint (9e) is relaxed according to slack variables that are linearly and quadratically penalized in the cost function.

As stated in (8a) and (8e), to ensure that the quadrotor stays within an arbitrary geometry, we define a function \( \phi \). The loss of curvature inherited from the linearization of non-linear constraints might compromise convergence in the optimization problem [30]. Therefore, when formulating spatial bounds in \( \phi \), linear representations are preferred over non-linear ones. Without loss of generality, we approximate the tunnel to a polyhedron of \( n_p \) sides, whose inner space can be represented as the following convex set:
\[
\Omega = \{ s, w_1, w_2 \mid s \in [0, L] \wedge a(s)w_1 + b(s)w_2 < c(s) \}
\]
where \( \{a(s), b(s), c(s)\} \in \mathbb{R}^{n_p} \) describe the polyhedron at a given progress \( s \in [0, L] \). Putting the inequality in the form of (9c), results in
\[
\phi := \xi(s) \begin{bmatrix} u \end{bmatrix} - 1 \leq 0
\]
with \( \xi(s) := [a(s), b(s), c(s)] \in \mathbb{R}^{n_p \times 3} \), i.e., each row in the inequality refers to a plane of the polyhedron. In a similar manner to [25], we propose to embed the tunnel’s bounds into \( \xi \) by \( n_p \) independent cubic polynomials, each with \( k_pN - 1 \) sections:
\[
i\xi(s) = \sum_{n=0}^{k_pN-1} \sum_{p=0}^{3} i_p \alpha_p s^p, \quad i = 1, 2, 3
\]
where \( k_p \) is the tunnel fidelity factor and \( i \) refers to the column of \( \xi \). Coefficients \( i_p \alpha_{0,1,2,3} \) are computed by imposing continuity on first derivatives between two subsequent polynomials, \( n \) and \( n + 1 \), and using the start and final radius of the tunnel’s section \( N \). This yields a \( C^2 \) continuous constraint. To account for time-variance, all \( 12n_p(k_pN-1) \) coefficients are updated at every NMPC iteration, as denoted in (9c).

V. EXPERIMENTS

To evaluate our approach, we split the experimental analysis into three parts. First, we compare it to offline computed time-optimal trajectories in three different benchmarking tracks. Second, we test the method’s ability to deal with tunnel changes outside the prediction horizon, and third, we increase the challenge with fully dynamic tunnels by also allowing modifications within the horizon.

A. Experimental Setup

We solve the NLP (9) using the optimal control framework ACADO [31] by a sequential quadratic programming (SQP) method. To account for real-time applicability, we employ the real-time iteration variant (SQP-RTI) [32], [33], where solving for suboptimal controls enables fast enough computations. The underlying quadratic programs are solved by exploiting their multi-stage structure with HPIPM [34]. To integrate the dynamics, an explicit 4th-order Runge-Kutta method is used.
We choose a prediction horizon of 1 s with 50 shooting nodes, resulting in a sampling time of 20 ms on an Intel Core i7-10850H notebook running Ubuntu 18.04. For all evaluations the weighting matrices are kept constant:

\[
Q = \text{blkdiag}(10, 10^{-10} I_2, I_3, 10^{-10} I_7, 10^{-3} I_4), \quad R = I_4
\]

\[
Q_N = \text{blkdiag}(10^{-10} I_3, I_4, 10 I_2, 10^{-10} I_7, 10^{-3} I_4)
\]

where \( I_n \) refers to an \( n \times n \) identity matrix. States respective to the path coordinates and their derivatives along with rotor-thrusts are highly penalized, while the remaining diagonal values are kept small for numerical stability.

The B-Splines corresponding to the curvature, torsion, progress-function and Frenet-Serret frame components are computed by splitting the path into 30 cm intervals. We parametrize the tunnel as a four-sided polyhedron \( n_p = 4 \) with a fidelity factor of \( k_r = 10 \). Notice that the tunnels depicted in Figs. 1 and 3 have been computed with \( n_p = 32 \) and are intended for visualization purposes.

Regarding the quadrotor model, we use the same racing configuration as in [5], with thrust-to-weight ratio \( 6.4 \), mass \( 0.76 \text{ kg} \), diagonal matrix inertia \( [3, 3, 5] \text{ g m}^2 \), arm-length \( 0.17 \text{ m} \) and rotor constant \( c_r = 0.01 \).

**B. Baseline Invariant Tunnels**

We first compare the performance of our solution to the time-optimal trajectory when navigating along three different tracks: two racetracks, from the AlphaPilot [35] and AirSim [36] challenges, and a custom-made track named TubeTwist. Their differences on shape and scale allow for testing the versatility of the presented method. AlphaPilot and AirSim require navigating at very high speeds within wide-open spaces, while TubeTwist features flights within highly constrained, short and curled tunnels. In other words, the NMPC needs to trade-off between a local perspective required for dealing with short-term changes in narrow tunnels, such as TubeTwist, and a global perspective for approximating time-optimal behavior in long and wide tunnels, such as AlphaPilot or AirSim.

For TubeTwist we choose a reference progress velocity \( \dot{s}_{\text{ref}} \) of 10 m/s. Its tunnel has a nominal radius of 20 cm and contains two chicanes where it narrows down to 5 cm and deviates up to 10 cm from the center line. Regarding AlphaPilot and AirSim, we assign \( \dot{s}_{\text{ref}} \) to be 40 m/s and a 10 m wide tunnel has been fitted to the vertices of their respective 3 m side-length gates. The solutions of our method when navigating along the three tunnels are presented in Figs. 1 and 3 while the respective lap times are summarized in Table I.

The *time-optimal* values have been computed offline by solving OCP 8 in a multiple-shooting fashion with an interior-point-based solver [37]. The corresponding solutions set a theoretical lower bound that can only be matched by a full exploitation of the actuation in a bang-bang manner. Reductions with respect to the times presented in [17] are attributed to absence of model-plant mismatch, such as drag, and the assumption that the quadrotor is a point mass capable of passing through the gates by tangentially touching their borders.

Lap times under SQP feature the converged optimal solution of NLP 9. Since the penalization of thrust commands is embedded into the NLP’s formulation, bang-bang controls will by definition be suboptimal, and thus its lap times will always exceed the time-optimal ones. Seeking real-time applicability, SQP-RTI relaxes the convergence condition, leading to an average increase of 0.45 s across all tracks with respect to the time-optimal solution. However, in contrast to the optimal approaches, an averaged computation time of 21 ms allows for its real-time implementation.

| Method     | AlphaPilot [s] | AirSim [s] | TubeTwist [s] |
|------------|---------------|------------|---------------|
| Time-Optimal | 6.38          | 9.06       | 1.23          |
| SQP        | 6.48          | 9.44       | 1.6           |
| SQP-RTI    | 6.58          | 9.58       | 1.86          |

**C. Navigating Dynamic Tunnels**

To account for more realistic scenarios with changing environments and conditions, we extend the preceding subsection by navigating along tunnels that are variant outside the prediction horizon. To this end, we introduce uncertainty in the position and size of the nominal AlphaPilot gates. The resultant tunnels have been grouped into three difficulty levels, based on the percentage of gates in the extreme configuration, i.e. minimum size and maximum displacement from the center line.
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The averaged lap times listed in Table II show that the gap between SQP-RTI and time-optimal solution remains consistent regardless of the difficulty level. This proves that our method is agnostic to tunnel changes beyond the prediction horizon, making it suitable for navigation in time-varying tunnels that adapt to dynamic environments.

The nature of the maximum difficulty tracks, where all gates are of the smallest size and some of them are mis-aligned by 8 m, combined with the fact that the reference progress velocity has been maintained constant with respect to the original experiment at $\dot{s}_{ref} = 40m/s$, results in highly challenging – close to infeasible – tracks. Figs. 4b and 4c show an exemplary maneuver that depicts this phenomenon, in which the longitudinal and lateral accelerations vary by 13g within 3s. Given that SQP-RTI finds an approximate solution of NLP (9), navigating so near to the limit raises the risk of entering an infeasible state, where the only way out is to exit the tunnel by overusing the slack variables of constraint (9e). As summarized in the third column of Table II, this only happens for a single track at the maximum difficulty level and can be overcome by slightly lowering the reference progress velocity $\dot{s}_{ref}$.

| Diff. Level [%] | Avg. lap time [s] | # Excursions [1/10] |
|----------------|------------------|---------------------|
| 25             | 6.78 (+0.21)     | 0                   |
| 75             | 7.39 (+0.38)     | 0                   |
| 100            | 7.5 (+0.38)      | 1                   |

### VI. CONCLUSION

In this work, we proposed a real-time control for quadrotors, capable of approximating time-optimality within variant spatial constraints. For this purpose, a path-parametric reformulation of the dynamics has allowed for efficiently embedding the spatial properties into an NMPC-based control scheme. The presented solution has been validated in three different tracks of varying shapes and sizes, each with its own set of challenges. Experimental results demonstrate that our solution not only converges to time-optimality while navigating at high speeds – over 40 m/s – and performing aggressive maneuvers – up to 7g –, but it also is eligible to stop or reverse if spatial bounds are abruptly modified. Lastly, the fact that the controller’s tuning was kept constant throughout all evaluations, emphasizes its applicability and versatility to a wide range of scenarios and dynamic regimes.
