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Abstract— The existing characteristics of the wireless networks nowadays, urgently impose the exploitation of flexible networking solutions that will offer increased efficiency in resource utilization and application Quality of Service (QoS) provisioning and at the same time will reduce the energy consumption and achieve green targets. In this respect, Operator-governed Opportunistic Networks (ONs), which are dynamically created, temporary, coordinated extensions of the infrastructure, are the basic constituents in the proposed approach. In addition, Cognitive Management Systems (CMSs), which comprise self-management and learning capabilities, can be exploited for ensuring fast and reliable establishment of ONs, achieving efficiently the desired goals. This paper presents the concept of ONs and their representative scenarios, as well as an evaluation of indicative test cases as a proof of concept of the aforementioned approach. Indicative simulation results are presented, which yield the conditions in which the adoption of such a solution can lead to lower costs and management decisions with a “greener” footprint.
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1. INTRODUCTION

It is a common truth that the majority of existing and newly coming applications are more likely to be provided in their mobile/wireless manifestation. This has mainly emerged as a result of the expansion in using wireless internet access, and accordingly of the increase of data traffic volumes received/sent by internet enabled mobile devices. Such an increasingly demanding landscape in the area of wireless/mobile networks motivates the quest for technological solutions that will offer increased efficiency in resource utilization and application QoS provisioning and at the same time exhibit lower transmission powers and energy consumption.

Framed within this statement, in this paper we elaborate on a solution (Figure 1) that integrates Wireless Network Infrastructure, on the one side, and extensions of the infrastructure-based wireless network called Opportunistic Networks (ONs), on the other side.

The wireless infrastructure can refer to a heterogeneous network that is composed of several Radio Access Networks (RANs), which include base stations (in the general sense), a packet-based core network for connecting these RANs and a common network management system [1][2].

On the other hand, ONs can be characterised as operator-governed, temporary, coordinated extensions of the wireless network infrastructure. In particular, ONs are governed by operators through the provision of policies, e.g. upon resource usage, as well as context/profile information and knowledge, which is exploited for their creation and maintenance. They are dynamically created in places and at the time they are needed to deliver application flows to mobile users. Furthermore, since ONs are extensions of the infrastructure, they will comprise various devices/terminals, potentially organized in an infrastructure-less mode, as well as elements of the infrastructure per se.
logical channels transporting information on top of a physical network architecture.

The rest of the paper is structured as follows: Section II discusses the concept of CMSs for the management of ONs and their coordination with the infrastructure, while Section III presents scenarios of ONs along with their green footprint aspects. Section IV presents the simulation results with focus on the green achievements of the ONs. Also there is a presentation of the results obtained by simulations concerning green aspects. Finally, section V concludes the paper.

II. COGNITIVE MANAGEMENT SYSTEM

CMSs comprise self-management and learning capabilities and can determine their behavior in an autonomous manner, reactively or proactively, according to goals, policies and knowledge. A CMS makes and enforces decisions on the creation of an ON by taking into account the context of operation (environment requirements and characteristics), goals and policies, profiles (related to applications, devices and users), and machine learning (for managing and exploiting knowledge and experience). The components of a CMS are depicted in Figure 2 and can be described as follows:

Context. The Context awareness functionality involves the monitoring of the status of the network, in order to be aware of the necessity to create an ON. In this sense, context includes traffic, radio and mobility conditions. In general, this part provides the characteristics of the environment.

Policies. Policies designate rules that should be followed in context handling and refer to reconfiguration strategies that may applied by the opportunistic nodes, such as operator’s preferences and priorities on goals to be achieved. These are related to the maximization of the QoS levels, and the minimization of cost factors (e.g. resource consumption).

Profiles. Profiles include preferences, requirements and constraints of user classes and applications which are required for the decision making. Particularly, regarding users the goal is to express their requirements, preferences, constraints. Regarding applications the goal is to express various options for their proper provision. Finally, regarding the served devices the goal is to describe their capabilities.

Learning. Learning taking place during the life-cycle of an ON, is used to produce knowledge on the acquired contextual and performance parameters, thus improving reliability and speed of management decisions.

The accuracy of the obtained knowledge on the context of the environment can be increased through the deployment of a cooperation mechanism between CMSs. Moreover, efficient coordination between the infrastructure and the devices in the scope of an ON is required, as well. Cognitive control channels enable such exchange of information and the coordination between CMSs. These control channels, depicted in Figure 3, can be based on the exploitation and evolution of two concepts: the Cognitive Pilot Channel (CPC) [4] and the Cognitive Control Radio (CCR) [5].

The CPC is defined as a channel (logical or physical) which conveys the elements of necessary information facilitating the operations of Cognitive Radio Systems and can be seen as an enabler for providing information from the network to the terminals, e.g., frequency bands, available RATs, and spectrum usage policies. The CCR can be seen as a channel for the peer-to-peer exchange of cognition related information between nodes (e.g., between terminals) belonging to the same network.

III. OPPORTUNISTIC NETWORKS

A. Scenarios

We present five representative scenarios, depicting different facets of Opportunistic Networks. In particular, the following scenarios are addressed: (i) opportunistic coverage extension, (ii) opportunistic capacity extension, (iii) infrastructure supported opportunistic ad hoc networking, (iv) opportunistic traffic aggregation in the radio access network and (v) opportunistic resource aggregation in the backhaul network.

In the coverage extension scenario, we consider a device like a laptop or a camera, which acts as a traffic source and is out of the coverage of the infrastructure. An ON is created in order to serve the out of coverage source with the use of an intermediate node. In the opportunistic capacity extension scenario, it is assumed that a specific area which experiences traffic congestion can be offloaded with the creation of an ON in order to re-route the traffic to non-congested Access Points (APs). The infrastructure supported opportunistic ad hoc networking scenario, considers closely located nodes with the same application interests, and the creation of an ON for traffic exchange.

The basic concept of traffic aggregation in the radio access network lies in the fact that there is a co-location of users in a certain service area that experience poor quality and therefore, an ON is created in order to enable traffic aggregation from the ON to the infrastructure through the gateway node. Finally the scenario of resource aggregation in the backhaul is
represented by an ON that is created across multiple APs in order to primarily aggregate backhaul bandwidth and match the bandwidth of modern wireless access technologies towards the user with adequate bandwidth on the backhaul/core network side.

Figure 4. a) Problematic situations that may occur in a networking environment, b) Solutions by implementing the ON paradigm.

Figure 4 (a) depicts various situations which may occur in a network environment prior to the use of opportunistic networking, while Figure 4 (b) considers the solutions by implementing the ON paradigm.

B. Green Footprint

In this subsection the Green Footprint of the five representative scenarios are presented. In the coverage extension scenario of, lower transmission power level is achieved, which leads to lower electrical energy consumption. Therefore we achieve in this way higher green footprint and lower OPerational EXPenditures OPEX as well, which represents the expenses made by the operator for the operation of the infrastructure. Further analysis for the green aspects that arise from this scenario is presented in the following section.

In the coverage extension scenario the claim that the Opportunistic Networks influence the Green Footprint is strengthened, as they contribute to the reduction of the transmission power and consequently lead to lower electrical energy waste. Higher bit-rates are also possible, while capacity extension leads to less investment in infrastructure and consequently less hardware deployed. This means that lower OPEX, as well as CAPEX and the initial expenditure made, is achieved.

Moreover the Green Footprint of infrastructure supported opportunistic ad hoc networking is also proved by the energy consumption diminishment that is achieved through its application. In this case, higher bit rates are possible, as well. In particular, the application of closely located nodes leads to lower energy consumption due to the fact that there is no direct link in distance with the AP. In the opportunistic traffic aggregation the green footprint is achieved by succeeding to support limited ON terminals, fact that leads to lower electrical energy consumption.

Finally opportunistic resource aggregation in the backhaul network leads to less investment in infrastructure and consequently less hardware deployed, which consequently results to higher green footprint and lower CAPEX.

In general the goal of the integration of ONs is twofold and it is summarized in the following:

- Provide light operations and migration to cost effective, secured, and deployable networking functionality, and
- Achieve the best ratio of performance to energy consumption and assure manageability.

IV. EVALUATION

This section discusses on the simulations we have conducted for two of the aforementioned scenarios in order to investigate the green benefits and the overall network performance from the creation of the ON. We will also study performance metrics in order to assure that by achieving green performance we do not affect the overall network efficiency in the application provisioning.

A. Scenario 1 – Coverage Extension

A set of scenarios and test cases were executed in the simulation environment, which was based on the widely used NS-2 simulator [9] and ran on an Intel Core i5 2.3 GHz with 4 GB of RAM and a 64-bit Operating System. Without loss of generality, the topology comprises a single AP supporting IEEE 802.11g technology with a maximum offering data rate at 54Mbps. A set of 12 mobile terminals (MTs) are supported within the range of the AP, the four of which are selected to be the application consumers. VoIP application, based on the G.711 [10] voice encoding scheme for both the caller and the callee, is considered in the simulation scenarios exhibiting stringent resource requirements and real time sensitivity.

Describing the scenarios depicted in Figure 5, four phases (steps) are considered, each one corresponding to a specific percentage of the initial TRx power of the AP/MTs, namely: 100% (initial) / 100% (initial), 80% / 100%, 60% / 100% and 60% / 60% thus resulting in ranges R0/T0, R1/T0, R2/T0 and R2/T1, respectively. In general, during the reduction of the AP’s TRx power, some of MTs are left out of the AP’s range. These MTs are then supposed to create ONs with intermediate MTs in an ad-hoc manner and operate in WLAN 802.11g, as well. In particular, the initial transmission power of the AP and MTs is set equal to 0.03W and 0.02W, respectively. Furthermore, each phase evolves also sub-phases depending on the mobility level of the intermediate MTs that are inside a predefined mobility domain using a random waypoint mobility model. We assumed 7 mobility levels (0m/sec – 15m/sec),
with the same maximum speed for all the MTs that are inside this domain and pause times equal to 1 sec. Finally, for completion reasons, we also experiment with the routing protocols [11] namely, DSR, AODV, OLSR and GRP, which will be used to route traffic to MTs that are found out of range during the AP’s and MTs’ transmission power reduction.

Figure 5. Simulation scenarios

Figure 6 depicts the total power consumption that is required for supporting the data traffic in the scenario prior (phase 1) and after the formation of the ON (phase 2-4). All the nodes in the network and the infrastructure element (AP) are considered in the computation of the total energy consumption. As depicted, the formation of the ON can result in a reduction of 40% of the initial transmission power. This result supports our initial claims of better use of resources in terms of energy consumption.

Figure 6. Total Power Consumption in mW.

In the sequel, we also focus on specific QoS metric, which is used to evaluate conditions and assist in coming up with useful recommendations with respect to the creation of the ONs networks with the possible green gains. We focus herewith on performance metric associated with the QoS levels that the applications will be provided through the ON(s), namely Application Delay (sec). Figure 7 depicts the end-to-end delay that VoIP suffers averaged on the application MTs. The single dotted line corresponds to the maximum acceptable delay. Generally, as the mobility level increases, the overall delay also increases. This is due to the fact that the mobility in the intermediate nodes, can significantly impact the performance of the ad-hoc routing protocols, including the packet delivery ratio, the control overhead and the data packet delay [12]. Moreover as the number of intermediate nodes increases, while the AP’s range is shrinking, the overall delay also increases since more MTs participate in routing and forwarding of the received packets. In the same figure, the existed solutions in terms of mobility level are depicted with the anticipated green benefits. In phase 2 and 3, it is observed that all mobility levels has acceptable values and can result to a 20% and 40% reduction of transmission power, respectively.

Figure 7. Average End to End Delay (sec) per Node in 4 Phases

On the other hand in phase 4 there are only three acceptable solutions (0-1.5m/sec) and can result in a reduction of 40% of the required transmission power. Therefore, there is some degree of freedom regarding the creation of the ON to be applied, which can vary depending on the level of emphasis given to specific target QoS levels and aimed savings in transmission power.

In general, as simulations showed, AP/MTs transmission power reductions of 60% can be done without impacting too much the service provisioning. This means that the supported application remains at acceptable QoS levels with less AP/MT power resources. Therefore this reduction will result important, savings in the total transmission power in the network.

B. Scenario 2 – Opportunistic traffic aggregation in the radio access network

Focusing on the traffic aggregation scenario, there may be users that face poor channel quality towards the infrastructure, because they may residing at the edge of the AP and at the same time very good channel quality towards some of their neighbors. It is obvious that users with poor channel quality, compared to those with better quality, need more resources (e.g. power, time) to transmit the same amount of data. After the creation of the ON, users with good channel conditions towards the infrastructure will be responsible for forwarding traffic to those that have poor channel conditions, through their direct interfaces. Therefore, the ON will increase the overall system capacity and resource utilization, and offer a service in an energy efficient manner.

For the simulations, a set of four nodes set-up direct connections (via cellular interfaces) with a network in order to transmit data packets of the size of 7MB each. It is assumed that users’ devices are equipped with 3G interfaces (for the connection with the AP) and with IEEE 802.11g interfaces for the peer-to-peer connections among them. At some point in time the quality of the nodes’ connections significantly drops, thus the connection throughput is limited for three of them to
0.5Mbps. At the same time, these nodes maintain very good channel quality towards some of their neighbors, offering a rate of 54Mbps by using IEEE 802.11g interface. The AP in collaboration with the nodes, detects that situation, and initiates the process for the creation of an ON. They jointly determine one or several nodes, with high channel conditions to aggregate and/or relay traffic of other users, which have poor channel conditions towards the infrastructure.

Figure 8. Average Delivery Latency Estimation in sec

Figure 8. depicts the anticipated average delivery latency prior to and after the formation of ON, as measured in the ONE simulator. It corresponds to the one-way time (in seconds) from the source sending a packet to the destination receiving it. With direct links, it is observed that the average delivery latency is around 13sec, while the deployment of the ON yields a significant drop of this metric to 2.3sec.

Figure 9. Total Power Consumption in mW.

Moreover, Figure 9 depicts the total power consumption that is required for the traffic of the scenario prior and after the creation of the ON. It considers again all nodes in the range of the AP and the infrastructure element. As Figure 9 depicts, the creation of the ON can result in a reduction of 22% of the required transmission power, which can be justified by the shorter direct links that are used for forwarding traffic within the ON. This result in this scenario also proves our claims of better use of resources in terms of energy consumption. Finally, the CMSs can ensure fast and reliable establishment of ONs and perform well when facing same situations, thus resulting in faster reductions of the energy consumption, achieving efficiently green targets.

V. CONCLUSIONS

The enormous increase in wireless access demand requires efficient solutions for problems, which are associated with increased efficiency in resource utilization and application QoS provisioning, as well as lower energy/power consumption and reduced total cost. To this effect, this paper covers a proposed solution that encompasses ONs and CMSs for managing the ONs. It is claimed that the proposed ON-based solution can prove beneficiary achieving green targets in various scenarios, and this is also strengthened through a set of indicative simulations and results.
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