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Abstract—In Saudi Arabia, all high school graduates who want to join local universities have to go through a preparatory year before selecting their specific specialization/major. One of the most concerning issues for these fresh undergraduate college students is the selection of their specialization. College specialization selection is critical for them, as their academic and career future will be affected by this decision. An unsuitable specialization selection will have unfortunate consequences, not only on the students' future but also on the university’s resources and budget. This paper suggests a solution to this problem by introducing a preliminary study of a recommender system (RS), which will recommend the appropriate specialization for the students based on various tests and grades during the preparatory year at King Abdulaziz University (KAU). The proposed system guides students through their specialization selection process based on their abilities. The collaborative filtering technique was used to build the RS and K-fold cross-validation was adopted to evaluate its accuracy and performance. The results showed the prediction of a specialization for each student with good accuracy ratio. These promising initial results provide a feasible solution to assess this issue further in future studies.
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1 Introduction

Choosing the right specialization for a fresh college student is one of the most critical decisions in his/her future life. Due to the young age of the fresh college student, they generally might lack the experience to make such a significant decision. However, many factors affect the choice of an appropriate specialization [1]. The best-known factor that leads students to fail to select a suitable specialization is their lack of deep knowledge about the specialization. The compulsory preparatory year in Saudi Arabian universities only enlightens the student with a broad overview of the essential subjects in different specializations. Some students may prefer to decide on a specialization by using a quick Web search but this is not enough to grasp different aspects of
it. Others may select their specializations based on a friend's recommendation, or because it is currently popular among their peers. In addition, parents and social pressure could have a huge impact on their decisions. Their family’s socioeconomic background can also affect this decision [2]. An unsuitable specialization for fresh students has serious consequences for students and universities, with low grades related to higher switching rates, but these specialization switches do not lead to grade improvement [3]. Selecting the appropriate specialization is a key determinant of future earnings and career progression [1]. Accordingly, selecting inappropriate specialization can lead to unsuitable job and low earnings [1, 4]. Furthermore, inappropriate specialization is a waste of the university’s resources and budget [1]. To solve the problem, this research introduces a Recommender system (RS), which in this context is an artificial intelligence technological assistant tool to support and guide user decisions with relevant information. This can be a great solution for fresh college students, as it efficiently decides the best fit specialization, based on students’ preference and information [5].

This paper introduces a preliminary study that aims to explore the importance of a RS for fresh college students' specialization at King Abdulaziz University (KAU). It proposes KAURS to help students select the most appropriate specialization by the end of the preparatory year.

2 Literature Review

Recommendation system (RS) are software or tools providing recommendations to the user of items they might be interested in [6]. RS are used across many sectors to pave the way for users to make better choices online. It could be used to recommend a certain product, movie, or an online course. For example, work presented in [7] proposes a recommender system to promote employability by showing users their skills gap and match it with the right course. Another example of using RS in the educational field is presented in [8], where a hybrid model for an intelligent recommender system for e-learning platforms using data mining is introduced. Moreover, an intelligent classroom model with adaptive learning resource recommendation was proposed in [9] to cater for individual characteristics of the students, where results showed that such recommendations could improve students’ learning efficiency.

Recommender system has many powerful techniques such as: decision tree, content-based filtering, and collaborative filtering. A few studies in the RS field depend solely on Decision tree approach, most combine the decision tree approach with another RS approach to achieve greater accuracy, such as the association rule approach [6]. In the study [10], decision tree and association rule approaches were utilized to build an accurate institutional RS, which aims to help students select appropriate universities based on their context and educational institution information in a mobile environment. The study’s evaluation test used the cross-validation method for the two approaches, and achieved an accuracy level of 69.03% for suggesting the most suitable university. A university in Thailand [11] built a RS to help students select suitable majors based on courses and registration information. A combination of the decision
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Tree and Neural Network approaches have been applied in different studies. For example, a new RS was built to predict specialization and study track for students based on grades [12]. Adding the Neural Network and decision tree provides better results with a small accuracy difference. A case study was conducted in the study [13] by Delhi Technological University. Another RS was developed using a Neural Network with the decision tree technique, and the Weka and SPSS Clementine Predictive tools to determine the accuracy level in the predictive analytics process that predicts enrollment decisions, future grades, and satisfaction level. The accuracy level was 99.95%. However, the study proposes a different approach [14], the R-Tree algorithm, a multidimensional indexing tree data structure that is very useful for the efficient management of huge training datasets [14].

Content-based filtering is usually used in education, where many studies are conducted. One of these is mentioned in [15]. This proposed a RS that predicted the student’s course selection based on marks and job interest, with the clustering technique. The study [16] proposed a course RS to improve the students’ future career, built using content-based filtering techniques and an ensemble learning algorithm with k-means clustering (k number of centroids) and Term Frequency-Inverse Document Frequency (TF-IDF) keyword extraction [16]. It proved the ensemble approach is more accurate for long query terms with multiple terms, but traditional keyword extraction techniques are more suitable for short query terms [16].

Collaborative filtering is often used in education, for instance, study [17] proposed a RS that predicted elective subjects for new students by comparing and analyzing personal records and past behavior. Furthermore, [18] the proposed system recommended elective courses based on affinity between courses taken by similar students. Two studies proposed a system recommending elective courses. Neural Network and association rules were applied in [17], but in study [18] only the association rule was applied. Otherwise [19], researchers used the correlation threshold and nearest neighbor approach. [20] proposed a system recommending optional courses. Former students’ enrollment records were examined to detect similarity and predict optional courses using the Pearson Correlation Coefficient and Alternating Least Square (ALS) algorithm [20]. In addition, a RS for Spanish schools applied the Collaborative technique [21].

This literature review revealed the most common three techniques used in RS designed to guide students. The Collaborative filtering proving accurate in some studies [20]. This paper adopts the collaborative filtering techniques to develop an accurate RS for KAU students. The specialization recommendation system has never been applied to KAU before. Hence, there is a need for a RS that helps KAU students select the most appropriate specialization. This paper introduces a preliminary study that explores the requirements of an accurate and reliable specialization RS for KAU students. It attempts to answer the following research questions:
• How can we minimize the possibility of drop-off or failure between KAU preparatory year students by using the KAURS system that guides them to choose the suitable specialization?
• What is the most plausible algorithm to build an accurate KAURS system that can assist KAU preparatory year students to select their specialization?

3 Data Gathering

Before implementation, appropriate and consistent data are needed so the system’s results are acceptable. KAU employees were interviewed to gather data for the system and collect enrolment records from the university registrations’ database. Interviews were conducted with employees from the Deanship of Admission and Registration and Deanship of Information Technology about the admission system and to request student data from the KAU database. This research focused on recommending four specializations in KAU, Science, Medical, Computer, and Engineering to narrow the related research field for obtaining accurate results. Data about each college’s specialization and enrolment requirements came from the university website. The system dealt with three groups of required data, collected from the student record on the KAU database shown in Table 1. The first group consists of two elements, the exams by the National Centre of Assessment [22]. The second consists of ten elements, the preparatory year course exam results. The third group consists of two elements, the Student Cumulative Grade Point Average for two levels. The real dataset has information on 960 KAU preparatory year students in enrolment year (2017).

Table 1. Groups of data required for Implementation

| Group (1) | Group (2) | Group (3) |
|-----------|-----------|-----------|
| General Aptitude Test (GAT)<sup>1</sup> | English Course Level (102) (ELI 102) | Student Cumulative Grade Point Average (GPA) in Preparatory year. (P_GPA) |
|          | English Course Level (103) (ELI 103) |                     |
|          | English Course Level (104) (ELI 104) |                     |
|          | Mathematics Course (MATH) |                     |
|          | Physics Course (PHYS) |                     |
|          | Scholastic Achievement Admission Test (SAT)<sup>2</sup> | Biochemistry Course (BIO) |
|          | | Chemistry Course (CHEM) |
|          | | Communication Skills course (COMM) |
|          | | Computer Skills course (CPII) |
|          | | Static Course (STAT) |
|          | | Student Cumulative Grade Point Average (GPA) in the current level. (C_GPA) |

<sup>1</sup> Measures the analytical and deductive skills of the student, it focuses on testing the general ability for learning regardless of any specific skills in a certain subject or topic.
<sup>2</sup> Covers the general and key concepts in biology, chemistry, physics, mathematics and English covered in the courses of the three grades of General Secondary School.
The Methodology

The RS is based on a collaborative filtering algorithm, which predicts certain factors for the target user, based on the best matching results from users with a similar experiment or preference [23]. Collaborative filtering algorithms contain two steps. First, find the similarity between two students by using the Pearson correlation coefficient algorithm, where similarity is based on the marks of different factors, as mentioned in section 3. Second, use the k-nearest-neighbours algorithm to predict the specialization, which relies on like-minded people or other trusted sources to predict the value of an item [6]. The two steps will be detailed next.

4.1 Similarity

To predict a student’s specialization, k-nearest-neighbours should be found first (k-nearest-neighbours is a set of students with the highest similarity to any student based on their marks). To discover the similarities between students, the Pearson correlation coefficient algorithm is used, based on the marks of different subjects. The formula of this coefficient is given in equation 1 [23]. To calculate similarity $W_{uv}$ between two students $u$ and $v$, the algorithm used three parameters:

1. $i \in I$ Summation of the items that both students $u$ and $v$ have grade more than zero.
2. $\bar{r}_u$ are the average marks of the $u$ user of subjects that both students $u$ and $v$ have grade more than zero.
3. $\bar{r}_v$ are the average marks of the $v$ user of subjects that both students $u$ and $v$ have grade more than zero.

$$W_{uv} = \frac{\sum_{i \in I}(r_{ui} - \bar{r}_u)(r_{vi} - \bar{r}_v)}{\sqrt{\sum_{i \in I}(r_{ui} - \bar{r}_u)^2 \sum_{i \in I}(r_{vi} - \bar{r}_v)^2}} \quad (1)$$

4.2 Prediction

The nearest-neighbours algorithm is used in the second step to predict the right specialization for a student. The nearest-neighbours algorithm formula is given in equation 2 [6]. Students in the datasets has different specialization. Thus, the nearest-neighbors algorithm is used multiple times, to predict rate $r_{ui}$ for each specialization. And the highest $r_{ui}$ predicted is a student specialization. To predict $r_{ui}$, a rating of specialization $i$ for a student $u$, the algorithm used three parameters:

1. $v \in Ni$, where $v$ is each student in k-nearest-neighbors set $Ni$
2. $r_{vi}$, which are marks of $v$ in each subject $i$.
3. $W_{uv}$ representing the similarity between $v$ and $u$, which has been calculated in section 2.1.

$$\hat{r}_{ui} = \frac{\sum_{v \in Ni}W_{uv}r_{vi}}{\sum_{v \in Ni}W_{uv}} \quad (2)$$
5 System Analysis and Design

KAURS system uses real data from the King Abdulaziz University database, as shown in Figure 1. First, the student logs in using his ID and password provided by KAU through the interface. Second, the student's information is retrieved from databases and implemented by the recommendation engine, which applies collaborative filtering to generate suitable specializations.

Fig. 1. System Architecture Design

6 Experiment and Results

The system has a dataset containing 960 records of science, medical, computer, and engineering students to train the system. Each record has marks of (GAT, SAT, ELI102, ELI103, ELI104, BIO, CHEM, COMM, CPIT, STAT, MATH, PHYS, P_GPA, C_GPA), as shown in Table 1. The system starts when a student enters his/her ID to fetch his/her data from the test dataset. The Pearson correlation coefficient algorithm is used to calculate the similarity percentage between the student and all students' records in the learning dataset to find the 3 k-nearest-neighbours. To predict the student specialization, the system first checks C_GPA in the three k-nearest-neighbours. If all 3 k-nearest-neighbours C_GPA is lower than 4.5, the system prints "your marks are not good enough for the four specializations". If not, the user-based neighbourhood algorithm is applied to 3 k-nearest-neighbours to find the specialization.

To evaluate the accuracy and performance of the k-nearest-neighbours algorithm, we use two methods. The first method, the datasets split into two datasets: 20% of the dataset for testing and the rest 80% for training, it generates 70.83% accuracy. The second is the k-fold cross-validation method was applied. This splits the learning dataset to K smaller sets, then applies the test K times. In each test, one set is used for test and the others for training [24]. This is computationally expensive but beneficial to the KAURS system as the dataset is not big and allows the evaluating phase to use.
larger sets for training and testing. In evaluating this method, it has been applied twice were the datasets split 5 times and 10 times. Table 2 shows the cross-validation results. Thus, the KAURS system’s highest accuracy is 74.79%. The result was sufficient to predict a specialization and give a good accuracy ratio that gives a feasible solution to be assessed further in future studies.

Table 2. The results of k-nearest-neighbors algorithm

| Classifier            | 20/80      | Five cross-validation | Ten cross-validation |
|-----------------------|------------|-----------------------|----------------------|
| k-nearest-neighbours  | 70.83      | 73.23                 | 74.79                |

7 Discussion, Conclusion and Future Work

After recapping the previous studies in the recommendation system. This paper proposed to build the KAURS system which has never been applied to KAU before. It was proposed after considering experiences of solutions in the RS that could be applied in the educational field and comparing them to similar studies in the literature. The KAURS system results are compatible with those previous results. The initial results of testing KAURS system was sufficient and showed that there is need for it in KAU in Saudi Arabia.

As this is a preliminary study, the dataset was minimized to cover four specializations only. Larger datasets will be used to draw a more general conclusion.

Selecting suitable specialization is a critical decision for all preparatory year students in Saudi universities. Therefore, this paper proposed the KAURS system to guide the fresh student in selecting the most appropriate specialization based on their scores. The RS developed for Science, Medical, Computer and Engineering colleges students uses a collaborative filtering technique based on real students' data. The experiment result showed that the recommendation was sufficient to predict the specialization with a good accuracy ratio.

The future work of this paper will be applicable at all specializations in KAU by integrating within the official KAU Website to guide students to choose their educational path. science, medical, computer, and engineering
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