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Abstract—In this work, we consider solving a distributed optimization problem in a multi-agent network with multiple clusters. In each cluster, the involved agents cooperatively optimize a separable composite function with a common decision variable. Meanwhile, a global cost function of the whole network is considered associated with an affine coupling constraint across the clusters. To solve this problem, we propose a cluster-based dual proximal gradient algorithm by resorting to the dual problem, where the global cost function is optimized when the agents in each cluster achieve an agreement on the optimal strategy and the global coupling constraint is satisfied. In addition, the proposed algorithm allows the agents to only communicate with their immediate neighbors with heterogeneous step-sizes. The computational complexity of the proposed algorithm with simple-structured cost functions is discussed and an ergodic convergence rate $O(\frac{1}{T})$ is guaranteed ($T$ is the index of iterations).

Index Terms—Multi-agent network; distributed optimization; proximal gradient method; dual algorithm.

I. INTRODUCTION

A. Background and Motivation

Distributed optimization problems (DOPs) have drawn much attention in the recent few years due to their wide applications in practical problems, such as task assignment in multi-robot networks [1], machine learning problems [2], and economic dispatch in power systems [3]. In those problems, each agent usually maintains an individual decision variable, and the optimal solution of the whole network is achieved through multiple rounds of local communication and decision making.

To adapt to the arising computational burden and privacy preservation issues in the practical implementations with large-scale data sets, DOPs with multiple agent clusters were discussed recently [4]. Generally speaking, a multi-cluster network corresponds to the conventional multi-agent network where each node is broken into a cluster of sub-nodes such that the overall computation task for the node can be separated effectively [5]. In a multi-cluster-based DOP, to achieve the respective objective of each cluster and the whole network, the state updates and information exchanges are usually analyzed at two levels: cluster level and system level, which brings more complications into the algorithm development than the single-level counterparts. In addition, existing research works in this field expose a significant gap in considering coupling constraints across the clusters, which limits their usages in various coupling constrained problems [6–8]. Therefore, in this work, we aim to develop a distributed optimization algorithm for multi-cluster networks with general affine coupling constraints.

B. Literature Review

Existing research works on DOPs usually assume that the communication graph of multi-agent networks is incomplete due to the inadequate communication infrastructures or communication failures among the agents. To tackle this issue, a valid alternative is applying graph theory in modeling the communication links, by which each agent only needs to access the state information from its immediate neighbors [9–11]. In addition, to deal with the coupling constraints, consensus protocol was applied in [12–14], where certain agreement on the state of the network can be achieved only through local communications. To further minimize the requirement on the acquisition of the global information, some more distributed algorithms were proposed by [15–16], where the step-size of the agents can be determined by local information. Some DOPs dealing with time-varying networks were discussed in [17, 18]. Some distributed algorithms with accelerated convergence rates can be referred to in [19, 20].

However, when we extend the conventional multi-agent networks to the multi-cluster cases, the algorithms in the aforementioned works fail to illuminate the realization mechanisms within and across the clusters. Regarding this, an unconstrained DOP with multiple clusters was investigated in [4], where the agreement of the agents in each cluster is achieved by the consensus protocol. Then, the optimal solution of the whole network is achieved when the leader of a cluster executes update in a sequential order by communicating with the leader of neighbor clusters. With a similar network setting, the authors of [21] further proposed a gossip-based communication mechanism among the leaders with a supermartingale convergence guarantee. Then, a random-sleep updating strategy was proposed in [5], where the followers in each cluster can be in an active or inactive mode based on Bernoulli distribution.

In contrast with the existing works with similar problem setups, the new features of this work are summarized as follows.

• We newly consider a DOP in a multi-cluster network with affine coupling constraints across the clusters, which has a significant gap in both algorithm development and application potential from the cluster-based unconstrained DOPs studied in [4, 5, 21]. In addition, the proposed multi-cluster network model is more distributed than...
those in [4, 5, 21] in the sense that we do not set any leader agent who is designed to access the information of other leaders directly.

- Our considered cluster-based DOPs involve two levels of optimization objectives: intra-cluster consensus and extra-cluster optimization. Specifically, the agreement of each cluster is achieved by the consensus protocol among the agents involved. Then, the optimal solution of the whole network is achieved with the presence of the coupling constraint. Therefore, it can be technically challenging to directly apply the existing algorithms without clusters, as studied in [12–18, 22, 23], due to the heterogeneity of the agents employed by this work. Section III formulates the optimization problem. Section II presents some frequently used definitions and properties of proximal mapping and Fenchel conjugate, which are not considered in [24, 27]. In addition, the proposed CDPG algorithm can avoid the bias error of a near-optimal convergence in [16] with the same convergence rate guarantee.

The overall contributions of this work are summarized as follows.

- We consider a class of DOPs in multi-cluster networks with composite cost functions and general affine coupling constraints. In this problem, the decision of each cluster is based on the consensus of the agents involved. The optimal solution of the whole network is achieved when all the agents only communicate with their immediate neighbors.

- A CDPG algorithm is proposed by resorting to the dual algorithm, and the convergence analysis. The feasibility of the algorithm, if the cost functions are with some simple structures (can be non-smooth), one only need to update the dual variables by some simple operations without any costly inner-loop optimizations, which leads to the reduction of the overall computational complexity. This benefit is closely based on the dual proximal gradient method, as also studied in [16, 24–27]. But differently, we focus on solving DOPs with general affine coupling constraints, which are not considered in [24, 27]. In addition, the proposed CDPG algorithm can avoid the bias error of a near-optimal convergence in [16] with the same convergence rate guarantee.

II. PRELIMINARIES

Some frequently used notations, definitions, and relevant properties of proximal mapping and Fenchel conjugate are provided in this section.

A. Notations

\( \mathbb{N} \) and \( \mathbb{N}_+ \) denote the non-negative and positive integer spaces, respectively. Let \( |A| \) be the cardinality of set \( A \). \( \mathbb{R}^n \) denotes the \( n \)-dimensional Euclidian space only with non-negative real elements. Operator \((\cdot)^+\) represents the transpose of a matrix. \( \prod_{n \in B} A_n \) and \( \bigcap_{n \in B} A_n \) denote the Cartesian product and intersection of sets \( A_1 \) to \( A_{|B|} \), respectively. \( \text{relint} A \) represents the relative interior of set \( A \). \( \| \cdot \|_1 \) and \( \| \cdot \| \) refer to the \( l_1 \)- and \( l_2 \)-norms, respectively. Define \( \| u \|^2_X = u^\top X u \) with \( X \) a square matrix. \( \otimes \) is Kronecker product. \( \tau_{\max}(A) \) denotes the largest eigenvalue of a positive semi-definite matrix \( A \). \( I_n \) is an \( n \)-dimensional identity matrix and \( O_{n \times m} \) is an \((n \times m)\)-dimensional zero matrix. \( I_n \) and \( 0_n \) denote the \( n \)-dimensional column vectors with all entries being 1 and 0, respectively. Let \( \text{diag}(X_n)_A \) be a diagonal-like matrix with \( X_n \) placed on the diagonal according to index \( n = 1, 2, ..., |A| \), i.e., \( \text{diag}(X_n)_A = \begin{bmatrix} X_1 & O & \cdots & \cdots & O \\ O & X_{|A|} \end{bmatrix} \).

B. Proximal Mapping

A proximal mapping of a proper, convex, and closed function \( \psi : \mathbb{R}^n \rightarrow (-\infty, +\infty] \) is defined by \( \text{prox}^\psi u \) is defined by

\[
\text{prox}_\psi^u[v] = \arg \min_u \{ \psi(u) + \frac{1}{2\alpha} \| u - v \|^2 \}, \quad \alpha > 0, \quad v \in \mathbb{R}^n.
\]

A generalized version of proximal mapping can be defined as

\[
\text{prox}_\psi^X [v] = \arg \min_u \{ \psi(u) + \frac{1}{2} \| u - v \|_X^2 \}, \quad (1)
\]

with \( X \in \mathbb{R}^{n \times n} \) a positive definite matrix [24].

C. Fenchel Conjugate

\( \psi : \mathbb{R}^n \rightarrow (-\infty, +\infty] \) is a proper function. Then, the Fenchel conjugate of \( \psi \) is defined by \( \psi^\circ(v) = \sup_u \{ v^\top u - \psi(u) \} \), which is convex [28, Sec. 3.3].

Lemma 1. (Extended Moreau Decomposition [29, Thm. 6.45])

\( \psi : \mathbb{R}^n \rightarrow (-\infty, +\infty] \) is a proper, convex, and closed function. \( \psi^\circ \) is its Fenchel conjugate. Then for some \( v \in \mathbb{R}^n \) and \( \alpha > 0 \), we have

\[
v = \alpha \text{prox}_\psi^\frac{1}{\alpha} [v] + \text{prox}_\psi^\circ [v]. \quad (2)
\]

Lemma 2. [24, Lemma V.7] Let \( \psi : \mathbb{R}^n \rightarrow (-\infty, +\infty] \) be a proper, closed, \( \sigma \)-strongly convex function and \( \psi^\circ \) be its Fenchel conjugate, \( \sigma > 0 \). Then,

\[
\arg \max_u \{ v^\top u - \psi(u) \} = \nabla \psi^\circ(v) \quad (3)
\]

and \( \nabla \psi^\circ(v) \) is Lipschitz continuous with Lipschitz constant \( \frac{1}{\sigma} \).

III. PROBLEM FORMULATION

The considered network model, problem formulation, and relevant assumptions are introduced in this section.
A. Network Model

Consider a multi-agent network $G$, which is composed of cluster set $V = \{1,\ldots,N\}$. Cluster $i \in V$ is defined by $G_i = \{V_i, E_i\}$ with agent set $V_i = \{1,\ldots,n_i\}$ and undirected edge set $E_i = \{e_1, e_2, \ldots, e_{|E_i|}\} \subseteq \{(j, l) | j \in V_i, l \in V_i, j \neq l\}$ (no self-loop). Then $G$ can be described by agent set $\hat{V} = \{1,\ldots, \sum_{i=1}^{N} n_i\}$ and undirected edge set $E = \{\hat{e}_1, \hat{e}_2, \ldots, \hat{e}_{|E|}\} \subseteq \{(i, j) | i \in \hat{V}, j \in \hat{V}, i \neq j\}$ (no self-loop). In $\hat{V}$, the index of the $j$th agent in cluster $i$ is relabeled by $n_{ij} = \sum_{l=0}^{i-1} n_l + j$, i.e., the agents are relabeled from cluster 1 to $N$ according to the index in each respective cluster. Let $V_i^j = \{l|(j, l) \in E_i\}$ and $V^j = \{l|(k, l) \in E\}$ be the neighborhood sets of the $j$th agent in $G_i$ and the $j$th agent in $G$, respectively. Let $L_i^j \in \mathbb{R}^{n_i \times n_i}$ be the Laplacian matrix of $G_i$, where the $(j, l)$th entry is defined by

$$ [L_i^j]_{jl} = \begin{cases} |V_i^j| & \text{if } j = l \in V_i \\ -1 & \text{if } (j, l) \in E_i \\ 0 & \text{otherwise} \end{cases} \; (4) $$

With a given indexing protocol of the vertices in $V_i$, the index of edges can be decided as follows. For any two distinct edges $e_k = (k_1, k_2) \in E_i$ and $e_v = (v_1, v_2) \in E_i$, if $\min\{k_1, k_2\} > \min\{v_1, v_2\}$, then $k > v$, and vice versa. For the case $\min\{k_1, k_2\} = \min\{v_1, v_2\}$, if $\max\{k_1, k_2\} > \max\{v_1, v_2\}$, then $k > v$, and vice versa.

**Example 1.** Based on the vertex indexing protocol in Fig. 7, the edge indices are given by $e_1 = (1, 2)$, $e_2 = (2, 4)$, $e_3 = (2, 5)$, $e_4 = (3, 4)$, and $e_5 = (4, 5)$.

![Network Example](image.png)

The graph $G_i$ can also be described by an incidence matrix $G_i \in \mathbb{R}^{n_i \times |E_i|}$, where the rows and columns are indexed by vertices and edges, respectively [31]. Based on the above indexing protocol of edges, the incidence matrix of $G_i$ is defined by

$$ [G_i]_{jk} = \begin{cases} 1 & \text{if } e_k = (j, l) \in E_i \text{ and } j > l \\ -1 & \text{if } e_k = (j, l) \in E_i \text{ and } j < l \\ 0 & \text{otherwise} \end{cases} \; (5) $$

Similarly, we define an incidence matrix $G \in \mathbb{R}^{|\hat{V}| \times |E|}$ for $G$, where

$$ [G]_{jk} = \begin{cases} 1 & \text{if } \hat{e}_k = (j, l) \in E \text{ and } j > l \\ -1 & \text{if } \hat{e}_k = (j, l) \in E \text{ and } j < l \\ 0 & \text{otherwise} \end{cases} \; (6) $$

B. The Optimization Problem

Let $H_i(x_i) = \sum_{i \in V} H_i(x_i)$ be the global cost function of network $G$ and $H_i(x_i) = \sum_{j \in V_i} (f_{ij}(x_i) + g_{ij}(x_i))$ be the cost function of cluster $i$, where $f_{ij} + g_{ij}$ is the cost function of the $j$th agent in cluster $i$, $x_i \in \mathbb{R}^M$, $x = [x_1, \ldots, x_N]^T \in \mathbb{R}^{NM}$. The optimization problem of the whole network is formulated as

$$ (P1) \quad \min_x \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(x_i) + g_{ij}(x_i)) $$

subject to $Ax \leq b$, \; (7)

with $A \in \mathbb{R}^{B \times NM}$, $b \in \mathbb{R}^B$. An illustrative communication topology of the network is shown in Fig. 2.

**Remark 1.** The composite cost function $f_{ij} + g_{ij}$ is a generalization of many cost functions in practical problems, such as resource allocation problems [25], regularization problems [22], and support vector machines [33]. For instance, $g_{ij}$ can be a regularization penalty term, such as $l_1$- or $l_2$-norms. Alternatively, we can find a local feasible region $X_{ij} \subseteq \mathbb{R}^M$ for the $j$th agent in cluster $i$, where $X_{ij}$ is non-empty, convex, and closed. Then, we can let $g_{ij}$ be an indicator function $1_{X_{ij}}$, where $1_{X_{ij}}(x_i) = \begin{cases} 0 & \text{if } x_i \in X_{ij} \\ \infty & \text{otherwise} \end{cases}$ [24].

**Remark 2.** For the comparison purpose, we consider a conventional composite DOP

$$ (P1+) \quad \min_x \sum_{i \in V} (f_i(x_i) + g_i(x_i)) $$

subject to $Ax \leq b$, \; (8)

where $f_i + g_i$ is the cost function of agent $i$. Then, compared with Problem (P1+), the new features of the multi-cluster based Problem (P1) are explained as follows.

- Problem (P1) can be viewed as a generalization of Problem (P1+) by expanding the agent who manages $x_i$ into cluster $i$ with distributed agents. In case there is only one agent in each cluster, Problem (P1) is equivalent to Problem (P1+).
- To optimize the global cost function, the agents in each cluster need to generate a consensual decision, e.g., $x_i$, which is involved by the coupling constraint $Ax \leq b$. Therefore, in the distributed setup, the interactions among the agents within each cluster and across different clusters should be considered simultaneously.
Assumption 1. The edges in $G$ and $G_i$ are undirected: Any two distinct vertices in $G$ and $G_i$ are linked by at least one path, $\forall i \in V$.

Assumption 2. Both $f_{ij}: \mathbb{R}^M \to (-\infty, +\infty]$ and $g_{ij}: \mathbb{R}^M \to (-\infty, +\infty]$ are proper, convex, and closed extended real-valued functions; $f_{ij}$ is $\sigma_{ij}$-strongly convex, $\sigma_{ij} > 0$, $\forall i \in V$, $j \in V_i$.

The assumptions in Assumption 2 are often discussed in composite optimization problems [16][24][25][34][37].

Assumption 3. (Constraint Qualification [38]) There exists an $\bar{x} \in \text{relint } D$ such that $A\bar{x} < b$, where $D = \prod_{i \in V} \bigcap_{j \in V_i} D_{ij}$ with $D_{ij}$ the domain of $f_{ij} + g_{ij}$, $\forall i \in V$, $j \in V_i$.

IV. Main Result

In this section, we propose a CDPG algorithm for solving the problem of interest, discuss the computational complexity with simple-structured cost functions, and further conduct the convergence analysis.

A. Dual Problem

To realize distributed computation, we decouple the variable of clusters by defining $y_i \in \mathbb{R}^M$ as the estimate of $x_i$ by the $j$th agent in cluster $i$. Then, the collection of the estimates in cluster $i$ can be $y_i = [y_{i1}^T, ..., y_{in_i}^T]^T \in \mathbb{R}^{n_iM}$ and the collection of the overall estimates can be $y = [y_1^T, ..., y_N^T]^T \in \mathbb{R}^{N \sum_{i \in V} n_i M}$.

Based on Problem (P1), the estimates in each cluster should reach a consensus. Then by the consensus protocol in cluster $i$: $x_i = y_{i1} = ... = y_{in_i}$, the global constraint can be represented by

$$Ax \leq b \iff \sum_{i \in V} A_i x_i \leq b \iff \sum_{i \in V} A_i y_i \leq b \iff \sum_{i \in V} A_i y_i \leq b \iff \sum_{i \in V} A_i y_i \leq b \iff \sum_{i \in V} A_i y_i \leq b,$$

where $A_i = \frac{1}{n_i} \otimes A_i \in \mathbb{R}^{B \times n_i M}$ and $A = [A_1, ..., A_N] \in \mathbb{R}^{B \times \sum_{i \in V} n_i M}$ with $A_i \in \mathbb{R}^{B \times M}$ the $i$th column block of $A$ (i.e., $A_i = [A_{i1}, ..., A_{in_i}]$). Essentially, (9) reconstructs the coupling constraint in (P1) with the augmented variables without affecting the nature of the constraint when certain consensus is achieved in each cluster.

Note that the consensus constraint of $y_{ij}$ in cluster $i$ can be equivalently written as $L_i^T y_i = 0$, where $L_i = L_i^T \otimes \mathbf{1}_M \in \mathbb{R}^{n_i M \times M}$ is the augmented Laplacian matrix of $G_i$. Then the consensus-based optimization problem of the whole network can be formulated as

$$(P2) \quad \min_{y} \quad \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + g_{ij}(z_{ij}))$$

subject to

$$y_{ij} = z_{ij}, \quad \forall i \in V, j \in V_i, \quad (10)$$
$$L_i^T y_i = 0, \quad \forall i \in V, \quad (11)$$
$$Ay \leq b, \quad \forall i \in V, j \in V_i, \quad (12)$$

where $z_{ij} \in \mathbb{R}^M$ is a slack variable.

The Lagrangian function of Problem (P2) can be given by

$$L(y, z, \mu, \nu, \phi) = \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + g_{ij}(z_{ij}) + \mu_{ij}^T (y_{ij} - z_{ij})) + \nu_i^T L_i y_i + \phi^T (Ay - b)$$
$$= \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + g_{ij}(z_{ij}) + \mu_{ij}^T (y_{ij} - z_{ij})) + \nu_i^T L_i y_i + \phi^T (A_i y_i - \nu_i \phi^T b)$$
$$= \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + g_{ij}(z_{ij}) + \mu_{ij}^T (y_{ij} - z_{ij})) + \nu_i^T L_i y_i + \phi^T (A_i y_i - \nu_i \phi^T b), \quad (13)$$

where $\mu_{ij} \in \mathbb{R}^M$ and $\nu_i \in \mathbb{R}^{n_i M}$ and $\phi \in \mathbb{R}^B$ are Lagrangian multipliers,

$$\mathbf{z}_i = [z_{i1}^T, ..., z_{in_i}^T]^T, \quad \mathbf{z} = [\mathbf{z}_1^T, ..., \mathbf{z}_N^T]^T,$$
$$\mathbf{\mu} = [\mathbf{\mu}_1, ..., \mathbf{\mu}_n], \quad \mathbf{\mu} = [\mathbf{\mu}_1, ..., \mathbf{\mu}_N],$$
$$\mathbf{\nu} = [\mathbf{\nu}_1, ..., \mathbf{\nu}_N], \quad \sum_{i \in V} \mathbf{\kappa}_i = 1, \quad \sum_{i \in V} \mathbf{\eta}_i = 1,$$

$A_{ij} \in \mathbb{R}^{B \times M}$ is the $j$th column block of $A_i$ (i.e., $A_i = [A_{i1}, ..., A_{in_i}]$), and $L_i^T \in \mathbb{R}^{n_i M \times n_i M}$ is the $j$th column block of $L_i$ (i.e., $L_i = [L_{i1}, ..., L_{in_i}]$).

Then the dual function can be obtained by

$$W(\mathbf{\mu}, \mathbf{\nu}, \phi) = \min_{y, \mathbf{\mu}, \mathbf{\nu}, \phi} \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + g_{ij}(z_{ij}) + \mu_{ij}^T (y_{ij} - z_{ij})) + \nu_i^T L_i y_i + \phi^T (A_i y_i - \nu_i \phi^T b)$$
$$= \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(y_{ij}) + (\mu_{ij} + \nu_j) y_{ij} - \nu_i \phi^T b)$$
$$- \kappa_i \eta_i \phi^T - \nu_i \phi_{ij}^T$$
$$= \sum_{i \in V} \sum_{j \in V_i} (-f_{ij} (\mu_{ij} - L_i^T \nu_i + A_{ij}^T \phi))$$
$$- \kappa_i \eta_i \phi^T - \nu_i \phi_{ij}^T,$$

where

$$\mathbf{H}_{ij} = [-\mathbf{L}_i^T, -\mathbf{A}_{ij}^T], \quad \mathbf{E}_{ij} = [0^T, \mathbf{0}_{n_i M}, \kappa_i \eta_i \mathbf{b}^T],$$
$$\mathbf{F}_{ij} = [-\mathbf{L}_i^T, \mathbf{O}_{M \times n_i M}, \mathbf{O}_{M \times B}], \quad \phi_{ij} = [\mathbf{\mu}_j, \mathbf{\nu}_i, \phi]^T.$$

Hence, the dual problem of Problem (P2) is

$$(P3) \quad \min_{\phi \geq 0} \sum_{i \in V} \sum_{j \in V_i} (f_{ij}(\mathbf{H}_{ij} \phi_{ij}) + \mathbf{E}_{ij} \phi_{ij} + g_{ij}^T (\mathbf{F}_{ij} \phi_{ij})), \quad (14)$$

where $\phi = [\phi_1^T, ..., \phi_N^T]^T, \phi_{ij} = [\phi_{i1}^T, ..., \phi_{in_i}^T]^T$. Since considering the constraint $\phi \geq 0$ is equivalent to accommodating indicator function $I_{R^B}(\phi) = I_{R^B}(N_{ij} \phi_{ij})$ into the cost function with $N_{ij} = [\mathbf{O}_{B \times (M+n_i M)} I_B]$, then Problem (P3) can be rewritten as

$$(P4) \quad \min_{\phi} \sum_{i \in V} \sum_{j \in V_i} \phi_{ij} \phi_{ij} + \sum_{i \in V} \sum_{j \in V_i} \phi_{ij} \phi_{ij},$$

where
where
\[ p_{ij}(\theta_{ij}) = f_{ij}^T(H_{ij}(\theta_{ij}) + E_{ij}\theta_{ij}), \quad (15) \]
\[ q_{ij}(\theta_{ij}) = g_{ij}^T(F_{ij}\theta_{ij}) + I_{B_{ij}}(N_{ij}\theta_{ij}). \quad (16) \]

Note that \( \theta_{ij} \) is coupled among the agents with the common components \( \nu_i \) and \( \phi \). To separate a separable structure for the cost function in (P4), we define \( \lambda_{ij} = [\mu_{ij}^T, \gamma_{ij}^T, \theta_{ij}^T]^T \), where \( \gamma_{ij} \) and \( \theta_{ij} \) are the local estimates of \( \nu_i \) and \( \phi \) by the \( j \)th agent in cluster \( i \), respectively. In addition, we define
\[ \gamma_i = [\gamma_{i1}^T, \ldots, \gamma_{i_n}^T]^T, \gamma = [\gamma_1^T, \ldots, \gamma_N^T]^T, \]
\[ \theta_i = [\theta_{i1}^T, \ldots, \theta_{in}^T]^T, \theta = [\theta_1^T, \ldots, \theta_N^T]^T, \]
\[ \lambda_i = [\lambda_{i1}^T, \ldots, \lambda_{in}^T]^T, \lambda = [\lambda_1^T, \ldots, \lambda_N^T]^T, \]
\[ M_{ij} = [O_{n, M \times M}, I_{n, M}, O_{n, M \times B}], \]
\[ M_i = I_{n_i} \otimes M_{ij}, M = \text{diag}[M_i], \]
\[ N_i = I_{n_i} \otimes N_{ij}, N = \text{diag}[N_i]. \]

Then we have \( \gamma_{ij} = M_{ij} \lambda_i, \theta_{ij} = N_{ij} \lambda_i, \gamma_i = M_i \lambda_i, \gamma = M \lambda, \theta_i = N_i \lambda_i, \) and \( \theta = N \lambda \). For convenience purposes, we relabel \( \theta_{ij} \) by defining \( \theta_{n_{ij}} = \theta_{ij} \). Then the consensus of \( \gamma_{ij} \) in \( V_i \) and \( \theta_{n_{ij}} \) in \( V \) can be characterized by
\[ \gamma_{il} - \gamma_{ij} = 0, \quad \forall l \in S_i, \quad (17) \]
\[ \theta_{k} - \theta_{n_{ij}} = 0, \quad \forall k \in S_{ij}, \quad (18) \]
respectively, where \( S_i = \{ l| (j, l) \in E_{ij}, l > j \} \), \( S_{ij} = \{ k| (n_j, k) \in E_k, k > n_j \} \), \( \forall i \in V, j \in V_i \).

**Example 2.** Assume that the cluster setting in Example 7 follows \( \tilde{V} = \{ 1, 2, 3, 4, 5 \}, V_1 = \{ 1 \}, V_2 = \{ 2 \}, \)
\( V_3 = \{ 1, 2 \} \). Then \( S_{i1} = \emptyset, S_{i2} = \emptyset, S_1 = S_{i1} = \{ 2 \}, \) \( S_2 = S_{i2} = \emptyset, S_{i1} = \{ 1, 2 \} \), \( S_1 = S_{i1} = \{ 1 \} \), \( S_2 = S_{i2} = \emptyset \). An empty set of \( S_{ij} \) or \( S_{ij} \) means no consensus constraint exists in (17) or (18), respectively.

Note that (17) and (18) can be written in compact forms with the help of the incidence matrix [31]. By defining \( G_i = G_i^T \otimes I_{n_{M_i}} \), (17) can be represented by \( G_i \gamma_i = G_i M_i \lambda_i = 0 \). In addition, one can construct \( G \gamma = G M \lambda = 0 \) by including all clusters with \( G = \text{diag}[G_i] \). Similarly, (18) can be represented by \( G \theta = G N \lambda = 0 \), where \( \theta = [\theta_1^T, \ldots, \theta_N^T] \) and \( G = G^T \otimes I_B \). Then, by defining \( Z = [M^T G^T, N^T G^T]^T \), (17) and (18) can be jointly represented by \( Z \lambda = 0 \).

Consider a quadratic term
\[ ||Z\lambda||_{D[\pi]}^2 = \sum_{i \in V} \sum_{j \in V_i} \pi_{ij} \sum_{l \in S_{ij}} (\gamma_{il} - \gamma_{ij})^2 + \sum_{i \in V} \sum_{j \in V_i} \pi_{ij} \sum_{k \in S_{ij}} (\theta_k - \theta_{n_{ij}})^2, \]
where
\[ D[\pi] = \begin{bmatrix} \text{diag}[V_i] & 0 \\ 0 & \text{diag}[V_i] \end{bmatrix}, \]
\[ V_i = \begin{bmatrix} \pi_{i1} I_{S_{i1} n_{M}} & \cdots \\ \pi_{i2} I_{S_{i2} n_{M}} & \cdots \\ \vdots & \vdots \\ \pi_{in} I_{S_{in} n_{M}} & \cdots \end{bmatrix}, \]
with \( \pi_{ij} > 0 \) a weighting factor, \( i \in V, j \in V_i \).

Then, a consensus-based penalized dual problem of Problem (P2) can be given by
\[ \min_\lambda \Phi(\lambda) = P(\lambda) + Q(\lambda), \quad \text{subject to } Z \lambda = 0, \quad (20) \]
\[ P(\lambda) = \sum_{i \in V} \sum_{j \in V_i} p_{ij} (\lambda_{ij}), \quad (21) \]
\[ Q(\lambda) = \sum_{i \in V} \sum_{j \in V_i} q_{ij} (\lambda_{ij}), \quad (22) \]
\[ p_{ij} (\lambda_{ij}) = f_{ij}^T (H_{ij}(\lambda_{ij}) + E_{ij} \lambda_{ij}), \quad (23) \]
\[ q_{ij} (\lambda_{ij}) = g_{ij}^T (F_{ij} \lambda_{ij}) + I_{B_{ij}} (N_{ij} \lambda_{ij}). \quad (24) \]

\( \Phi \) is convex based on the definition of Fenchel conjugate.

**B. Distributed Optimization Algorithm Development**

The Lagrangian function of Problem (P5) can be given by
\[ \mathcal{L}(\lambda, \omega) = P(\lambda) + Q(\lambda) + \frac{1}{2} ||Z\lambda||_{D[\pi]}^2 + \omega^T Z \lambda = \sum_{i \in V} \sum_{j \in V_i} p_{ij} (\lambda_{ij}) + \sum_{i \in V} \sum_{j \in V_i} q_{ij} (\lambda_{ij}), \quad (25) \]
\[ + \frac{1}{2} \sum_{i \in V} \sum_{j \in V_i} \pi_{ij} \sum_{l \in S_{ij}} (\gamma_{il} - \gamma_{ij})^2 + \frac{1}{2} \sum_{i \in V} \sum_{j \in V_i} \sum_{k \in S_{ij}} (\theta_k - \theta_{n_{ij}})^2, \]
\[ + \sum_{i \in V} \sum_{j \in V_i} \sum_{k \in S_{ij}} \xi_{ijl} (\gamma_{il} - \gamma_{ij}) + \sum_{i \in V} \sum_{j \in V_i} \sum_{k \in S_{ij}} \xi_{ijk} (\theta_k - \theta_{n_{ij}}), \]
where
\[ \xi_{ijl} \in \mathbb{R}^{n_{M}}, \xi_{ijl} = [\xi_{ijl,1}, \ldots, \xi_{ijl,n_{ij}}]^T, l_{(\cdot)} \in S_{ij}, \]
\[ \xi_{ijk} \in \mathbb{R}^{n_{B}}, \xi_{ijk} = [\xi_{ijk,1}, \ldots, \xi_{ijk,n_{ij}}]^T, k_{(\cdot)} \in S_{ij}, \]
\[ \xi_i = [\xi_{i1}, \ldots, \xi_{in_i}]^T, \xi = [\xi_1^T, \ldots, \xi_N^T]^T, \]
\[ \xi_i = [\xi_{i1}, \ldots, \xi_{in_i}]^T, \xi = [\xi_1^T, \ldots, \xi_N^T]^T, \omega = [\gamma_i^T, \theta_i^T]^T. \]
Here, \( \omega \) is the collection of the Lagrangian multipliers. Sequence \{1, \ldots, \{ S_{ij} \} \} is decided by: \( \forall m, l \in S_{ij}, l_m > l_i \), then \( m > n \), and vice versa. Similarly, in \{1, \ldots, \{ S_{ij} \} \}, \( \forall k_m, k_i \in S_{ij}, k_m > k_i \), then \( m > n \), and vice versa.

**Example 3.** Based on the graph in Example 1 and the cluster setting in Example 2, we have \( \xi_1 = [\xi_{12}, \xi_{13}, \xi_{14}, \xi_{15}]^T, \xi = [\xi_{12}, \xi_{13}, \xi_{14}, \xi_{15}]^T, \]
\( \xi_3 = \xi_{314}, \xi_{315} \), and \( \xi_4 = \xi_{415} \).
Let $C$ be the set of the saddle points of $\mathcal{L}(\lambda, \omega)$. Then, any saddle point $(\lambda^*, \omega^*) \in C$ satisfies:

$$\mathcal{L}(\lambda, \omega^*) \geq \mathcal{L}(\lambda^*, \omega^*) \geq \mathcal{L}(\lambda^*, \omega).$$

We aim to seek a saddle point of $\mathcal{L}(\lambda, \omega)$, which can be characterized by Karush-Kuhn-Tucker (KKT) conditions:

$$0 \in \nabla_\lambda P(\lambda^*) + \partial_\lambda Q(\lambda^*) + Z^T \omega^* + Z^T D[\pi]Z \lambda^*, \quad \text{and} \quad Z \lambda^* = 0.$$ 

(28)

Then the proposed CDPG algorithm for solving Problem (P5) is designed as:

$$\lambda^{t+1} = \text{prox}_{\Omega}[\lambda^t - S[c](\nabla_\lambda P(\lambda^t) + Z^T \omega^t + Z^T D[\pi]Z \lambda^t)],$$

$$\omega^{t+1} = \omega^t + D[\pi]Z \lambda^{t+1},$$

(29)

(30)

where

$$S[c] = \text{diag}(C_i)_V,$$

$$C_i = \begin{bmatrix}
    c_{i1} & 0 & \ldots & 0 \\
    0 & c_{i2} & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & c_{in_i}
\end{bmatrix} \otimes I_{M+n_i+M_B}.$$ 

(32)

Based on (24), we have:

$$q_{ij}(\lambda_{ij}) = g_{ij}^c(\mu_{ij}) + I_{R^B}(\theta_{ij}) = g_{ij}^c(\mu_{ij}) + I_{R^B}(\gamma_{ij}) + I_{R^B}(\theta_{ij}).$$

(33)

Then one can have [28 Thm. 6.6.]

$$\text{prox}_{q_{ij}} = \text{prox}_{g_{ij}^c} \times \text{prox}_{\gamma_{ij}^c} \times \text{prox}_{\theta_{ij}^c}.$$ 

(34)

Based on (34), (29) and (30) can be decomposed into:

$$\nu_{ij}^{t+1} = \text{prox}_{\mu_{ij}}[\mu_{ij}^{t+1} - c_{ij} \nabla_{\mu_{ij}} p_{ij}(\lambda_{ij}^t)],$$

$$\gamma_{ij}^{t+1} = \gamma_{ij} - c_{ij} \nabla_{\gamma_{ij}} p_{ij}(\lambda_{ij}^t) - \sum_{k \in S_{ij}} \xi_{ik}^t,$$

$$\xi_{lk}^{t+1} = \xi_{lk}^t + \pi_{lk}^t \sum_{k \in S_{ij}} (\theta_{lk}^t - \theta_{lk}) + \sum_{l \in S_{ij}} (\gamma_{lk}^t - \gamma_{lk}),$$

$$\theta_{ij}^{t+1} = \text{prox}_{\theta_{ij}}[\theta_{ij}^{t+1} - \frac{\pi_{ij}^t}{\pi_{ij}} \theta_{ij}],$$

$$\nu_{ij}^{t+1} = \nu_{ij}^t + \sum_{k \in S_{ij}} (\theta_{ij}^{k+1} - \theta_{ij}^k) + \pi_{ij}^t \sum_{k \in S_{ij}} (\theta_{ij}^k - \theta_{ij}^k),$$

(35)

(36)

(37)

(38)

(39)

due to the separability of $P$ and $Q$, where $\pi$ is the relabeled $\pi$ by formula $\pi_{n_{ij}} = \pi_{ij}, S_{ij}^t = \{l | (i, l) \in E_i, l < j\},$ $\bar{S}_{ij}^t = \{k | (m_{ij}, k) \in E_i, k < n_{ij}\},$ and $P_{R^B}[\cdot]$ is a Euclidean projection onto $R^B$, $\forall i \in V_j, \forall l \in V_i$. (36) and (37) hold since the proximal mapping of an indicator function is equivalent to a Euclidean projection (the projection onto $R^{n_i+M_i}$ in (36) is omitted) [41 Sec. 1.2].

**Remark 3.** To apply (32) to (27), one needs to compute $\nabla_{\mu_{ij}} p_{ij}(\lambda_{ij}), \nabla_{\gamma_{ij}} p_{ij}(\lambda_{ij}),$ and $\nabla_{\theta_{ij}} p_{ij}(\lambda_{ij})$. By Lemma 2 we have:

$$\nabla_{\lambda_{ij}} p_{ij}(\lambda_{ij}) = \nabla_{\mu_{ij}} p_{ij}(\lambda_{ij}) + \nabla_{\gamma_{ij}} p_{ij}(\lambda_{ij}) + \nabla_{\theta_{ij}} p_{ij}(\lambda_{ij}) = \mathbf{H}_{ij}^\top \mathbf{H}_{ij} \lambda_{ij}^t + \mathbf{E}_{ij}^\top,$$

(39)

which can be completed by some numerical methods only with local information. On the other hand, if the proximal mapping of $g_{ij}$ is easier to obtain, the computation of (36) can be further simplified by employing Lemma 7, which gives:

$$\theta_{ij}^{t+1} = \frac{1}{\pi_{ij}} \boldsymbol{\theta}_{ij} - c_{ij} \nabla_{\theta_{ij}} p_{ij}(\lambda_{ij}^t) - \pi_{ij} \sum_{k \in S_{ij}} (\theta_{ij}^k - \theta_{ij}^k).$$

(40)

**Remark 4.** The considered inequality-constrained DOP can cover the equality-constrained scenarios by removing the constraint $\phi \geq 0$ in Problem (P3) based on KKT conditions, which leads to $q_{ij}(\lambda_{ij}) = g_{ij}^c(\mu_{ij})$ in Problem (P5) by removing the indicator function $I_{R^B}(\mu_{ij})$ from the cost function. Then, the updating law (36) becomes:

$$\theta_{ij}^{t+1} = \theta_{ij}^t - c_{ij} \nabla_{\theta_{ij}} p_{ij}(\lambda_{ij}^t) - \sum_{k \in S_{ij}} \xi_{ik}^t + \sum_{k' \in S_{ij}} \xi_{ik'}^t,$$

(41)

by removing the Euclidean projection.

In the following, we discuss how to recover the optimal primal solution $y^*$. By the saddle point property:

$$L(y^*, z^*, \mu, \nu, \phi) \leq L(y^*, z^*, \mu^*, \nu^*, \phi^*) \leq L(y, z, \mu^*, \nu^*, \phi^*),$$

(42)

the optimal primal variable can be obtained by the second inequality in (43): $y^* = \arg \min_y L(y, z, \mu^*, \nu^*, \phi^*)$. Then by decomposing $y$ and omitting the constant terms in $L$, we have:

$$y_{ij}^* = \arg \min_{y_{ij}} f_{ij}(y_{ij}) + (\mu_{ij}^* + \mathbf{L}_{ij}^\top \nu^* + \mathbf{A}_{ij} \phi^*)^\top y_{ij}$$

(43)

$$= \arg \min_{y_{ij}} f_{ij}(y_{ij}) + (\mu_{ij}^* + \mathbf{L}_{ij}^\top \gamma_{ij}^* + \mathbf{A}_{ij} \theta_{ij}^*)^\top y_{ij},$$

(44)

where we use $\gamma_{ij}^* = \nu^*_i$ and $\theta_{ij}^* = \phi^*$ since $\gamma_{ij}^*$ and $\theta_{ij}^*$ are the optimal local estimates of $\nu^*_i$ and $\phi^*$, respectively, $i \in V_j, j \in V_i$. The detailed computation procedure of the CDPG algorithm is summarized in Algorithm [1].
Algorithm 1 CDPG algorithm

1: Initialize $X^0$, $\omega^0$. Determine step-sizes $c_{ij}, \pi_{ij} > 0$, $\forall i \in V, j \in V_j$.
2: for $t = 0, 1, 2, \ldots$ do
3: for $i = 1, 2, \ldots, N$ and $j = 1, 2, \ldots, n_i$ do (in parallel)
4: Update $\nabla_{\omega_{ij}} P_{ij}(\lambda_{ij}^t)$, $\nabla_{\lambda_{ij}} P_{ij}(\lambda_{ij}^t)$, and $\nabla_{\theta_{ij}} P_{ij}(\lambda_{ij}^t)$ based on (43).
5: Update $\mu_{ij}^{t+1}$ based on (35) or (41)-(42).
6: Intra-cluster interaction:
7: Update $\gamma_{ij}^{t+1}$ and $\xi_{ij}^{t+1}$ based on (36) and (38), respectively.
8: Extra-cluster interaction:
9: Update $\theta_{ij}^{t+1}$ and $\zeta_{ij}^{t+1}$ based on (37) and (39), respectively.
10: end for
11: end for
12: Obtain the output of dual variables $\mu_{ij}, \gamma_{ij}, \xi_{ij}, \theta_{ij},$ and $\zeta_{ij}, \forall i \in V, j \in V_j$. Calculate the primal solution based on (44).

C. Convergence Analysis

Lemma 3. With Assumption 2, the Lipschitz constant of $\nabla_{\lambda_{ij}} P_{ij}(\lambda_{ij})$ is given by $h_{ij} = \frac{\|H_i^\perp\|}{\sigma_{ij}}$, $\forall i \in V, j \in V_j$.

See the proof in Appendix A.

In the following, we let $D[\pi]$ and $S[c]$ be the inverse matrices of $D[\pi]$ and $S[c]$, respectively. In addition, define

$$S[h] = \text{diag}[W_i]_{ij},$$

$$W_i = \begin{bmatrix} h_{i1} & & \cdots & \text{O} \\ & \ddots & \cdots & \text{O} \\ & & h_{i_{n_i}} & \end{bmatrix} \otimes I_{M+n_iM+M_B}.$$ (45)

Theorem 1. Suppose that Assumptions 2,3 hold. Let $0 < c_{ij} \leq \frac{1}{h_{ij} + H_{\max}(Z \cdot D[\pi]Z^T)}$, $\forall i \in V, j \in V_j$. By Algorithm 1, for any $(\lambda^*, \omega^*) \in C$, we have

$$|\Phi(\lambda^{T+1}) - \Phi(\lambda^*)| \leq \frac{\Theta}{T+1},$$

$$\|\omega^*\|Z\lambda^{T+1}\| \leq \frac{\Theta}{T+1},$$

where $\Theta = \|\omega^*\|Z^T D[\pi]|Z| + \|\omega^0\|Z^T D[\pi]|Z| + \lambda^* - \lambda^0 \|Z^T D[\pi]|Z|^{T+1} = \frac{1}{T+1} \sum_{t=0}^T \lambda^{t+1}, T \in \mathbb{N}_+.$

See the proof in Appendix B.

D. Computational Complexity with Simple-Structured Cost Functions

By the proposed CDPG algorithm, (35) to (37) may require some inner-loop optimizations to compute $\nabla P_{ij}$ as discussed in Remark 3 and the proximal mapping of $g_{ij}^\ast$. In the following, we will discuss the CDPG algorithm with some simple-structured cost functions, where the computational complexity can be reduced. For the gradient-based iterative algorithms, the computational complexity is dominated by iteration complexity and computational cost per iteration [42].

First, we consider the iteration complexity of (35) in the following cases.

- If $f_{ij}$ is a simple-structured smooth function (e.g., $f_{ij}$ is quadratic), $\nabla f_{ij}$ (also $\nabla P_{ij}$ by (35)) can be obtained efficiently [38, Sec. 3.3.1]. Widely discussed optimization problems with smooth + nonsmooth cost functions can be referred to in [25,32,33].

- In (35), the proximal mapping of $g_{ij}^\ast$ can be efficiently obtained if $g_{ij}$ is simple-structured. For example, consider a regularization problem, where the penalty is a Euclidean $\epsilon$-norm: $g_{ij}(x_{ij}) = \|x_{ij}\|_\epsilon$ (e.g., it can be an LASSO problem if $\epsilon = 1$ [32]). Then, we can have

$$g_{ij}^\ast(\mu_{ij}) = I_{V_j}(\mu_{ij}) = \begin{cases} 0 & \text{if } \mu_{ij} \in Y_{ij}, \\ +\infty & \text{otherwise} \end{cases},$$ (49)

where $Y_{ij} = \{v \in \mathbb{R}^M | \|v\|_\epsilon \leq 1 \}$ with $\|\cdot\|_\epsilon$ being the dual norm of $\|\cdot\|_\epsilon$. The first equality holds by computing the conjugate of an $\epsilon$-norm [38, Sec. 3.3.1]. Then in (35), the proximal mapping of $g_{ij}^\ast$ is a Euclidean projection onto $Y_{ij}$ [41, Sec. 1.2].

Based on the above discussion, provided that $f_{ij}$ and $g_{ij}$ are some simple-structured functions, (35) only requires some simple operations (e.g., addition, multiplication, and Euclidean projection) with iteration complexity $O(1)$ without any costly inner-loop optimization. Then the overall iteration complexity of (35) can be $O\left(\frac{1}{T}\right)$ with $T$ being the convergence error (see Thm. 1). Note that for gradient-based iterative algorithms, the computational cost per iteration is linear in dimension [42]. Then, the overall computational complexity of (35) can be $O\left(\frac{1}{T}\right)$.

Meanwhile, given that $f_{ij}$ is simple-structured, (36)-(39) can also be computed efficiently only with some simple operations with iteration complexity $O(1)$. Then the overall computational complexity of the CDPG algorithm can be obtained by counting the overall dimension of (35)-(39), which gives $O\left(\frac{M|V|}{\epsilon} + O\left(\sum_{i \in V} V_i^2 M^2\right) + O\left(\frac{B|V|}{\epsilon}\right) + O\left(\sum_{i \in V} \sum_{r \in e} |S_{ij}| n_i M\right) \epsilon^{-1} + O\left(\sum_{i \in V} \sum_{r \in e} |S_{ij}| B\right)\right)$.

V. Motivating Applications and Numerical Simulation

A. Social Welfare Optimization in Commodity Market

In this simulation, we consider a social welfare optimization problem in a commodity market [43]. In this market, we aim to supply certain amount of commodities to multiple consumer regions such that the utility function of the whole consumer community is optimized (the transportation cost is assumed to be negligible).

The utility function of different regions can be obtained by some learning machines based on the regional information [44]. Due to the possibly large-scale data sets and privacy perseveration issues, it can be inefficient or even infeasible to transmit the whole data sets among the machines. Therefore, distributed learning framework can be employed [45], as introduced as follows.

- Distributed learning machines are established, who collect the data in different areas and generate the utility functions based on the local data and learning algorithms.
• The utility function of each region can be settled by ensemble method [46], e.g., take the average of all the generated functions in each region.

Then, the machines decide the optimal commodity supply strategy in a distributed manner to optimize the utility function of the whole community.
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Fig. 3. Communication typology of learning machines.

Based on the above discussion, we let \( f_{ij}(x_i) \) be the utility function generated by the \( j \)-th machine in region \( i \). Then, the utility function of region \( i \) is settled as \( f_i(x_i) = \frac{1}{n_i} \sum_{j \in V_i} f_{ij}(x_i) \) [47]. Hence, the social welfare optimization problem can be formulated as

\[
\text{(P6): } \max_{x \in X} H(x) \\
\text{subject to } Ax \leq b.
\]

Here, \( H(x) = \sum_{i \in V} f_i(x_i) \), \( x = [x_1, \ldots, x_{|V|}]^T \), \( A = 1_{|V|}^T \), \( b \) is total quantity of commodities in store. \( X = \prod_{i \in V} \prod_{j \in V_i} X_{ij} \) with \( X_{ij} = [\underline{x}_{ij}, \bar{x}_{ij}] \), where \( \underline{x}_{ij} \) and \( \bar{x}_{ij} \) are the lower and upper bounds of demand, respectively. In addition, the utility function obtained by the machines is assumed to be in a quadratic form \( f_{ij}(x_i) = \omega_{ij} x_i^2 + \varsigma_{ij} x_i + \zeta_{ij} \) [43]. \( b \) is set as 5. The detailed communication typology of the machines and other parameter settings are shown in Fig. 3 and Table I, respectively.

By some direct calculations, the optimal solution to Problem (P6) is \( x^* = [3.33, 0.1, 1.67]^T \) (the lower bound of \( x_2 \) is activated). To characterize the relative convergence error, we define \( \delta = \left| \frac{L(\omega, \omega^*) - H(x^*)}{H(x^*)} \right| \) with certain non-zero \( H(x^*) \). The simulation result is shown in Fig. 4. Fig. 4(a) shows that the iteration tends to the steady state asymptotically. Fig. 4(b) depicts the trajectory of \( \omega \). The trajectory of convergence error is shown in Fig. 4(c).

### B. Economic Emission Dispatch Optimization in Energy Market

In this simulation, we consider an economic emission dispatch problem in an energy market. In this market, we consider multiple energy generation companies (GENCOs) and regulation entities (REs), where the latter ones can be some policy makers for the environment’s benefit and are responsible for regulating the pollutant emissions [48]. Specifically, two sorts of emissions are considered: sulfur dioxide (SO\(_2\)) and oxides of nitrogen (NO\(_x\)), which are regulated by possibly different REs. Certain GENCO and its REs are assumed to jointly make decisions to optimize the output of the GENCO. Hence, we treat the GENCO and its REs as a cluster.

In this problem, the objective function of cluster \( i \) is designed as \( f_i(x_i) = \chi_i C_i(x_i) + (1 - \chi_i) \delta_i (E_i^S(x_i) + E_i^N(x_i)) \) [49]. Here, \( x_i \in X_i = [\underline{x}_i, \bar{x}_i] \) is the quantity of energy generation with \( \underline{x}_i \) and \( \bar{x}_i \) being the lower and upper generation limits, respectively. \( C_i, E_i^S \), and \( E_i^N \) are the fuel cost, emission quantity of SO\(_2\), and emission quantity of NO\(_x\), respectively.

\[ \delta_i > 0 \text{ and } \chi_i \in (0, 1) \] are the penalty price of emission and weighting factor, respectively. The detailed fuel cost and emission quantity functions are given by

\[
C_i(x_i) = \alpha_{i,1} x_i^2 + \alpha_{i,2} x_i + \alpha_{i,3},
\]

\[
E_i^S(x_i) = \beta_{i,1} x_i^2 + \beta_{i,2} x_i + \beta_{i,3},
\]

\[
E_i^N(x_i) = \rho_{i,1} \exp(\rho_{i,2} x_i) + \rho_{i,3} x_i + \rho_{i,4},
\]

where \( \alpha_{i,1}, \alpha_{i,2}, \alpha_{i,3}, \beta_{i,1}, \beta_{i,2}, \beta_{i,3}, \rho_{i,1}, \rho_{i,2}, \rho_{i,3}, \) and \( \rho_{i,4} \) are parameters. The communication typology of the market is designed in Fig. 5. Then, the economic emission dispatch problem of the whole market can be formulated as

\[
\text{(P7): } \min_{x \in X} \sum_{i \in V} f_i(x_i)
\]
algorithm was demonstrated by two motivating applications in the simulation.

APPENDIX

A. Proof of Lemma 3

By Lemma 2, \( \nabla f_{ij}^\omega \) is Lipschitz continuous with Lipschitz constant \( \frac{1}{\sigma_{ij}} \), which means

\[
\| \nabla_v f_{ij}^\omega (H_{ij} \mathbf{v}) - \nabla_u f_{ij}^\omega (H_{ij} \mathbf{u}) \| \\
= \| H_{ij}^\top \nabla_{H_{ij} \mathbf{v}} f_{ij}^\omega (H_{ij} \mathbf{v}) - H_{ij}^\top \nabla_{H_{ij} \mathbf{u}} f_{ij}^\omega (H_{ij} \mathbf{u}) \| \\
\leq \| H_{ij}^\top \| \| \nabla_{H_{ij} \mathbf{v}} f_{ij}^\omega (H_{ij} \mathbf{v}) - \nabla_{H_{ij} \mathbf{u}} f_{ij}^\omega (H_{ij} \mathbf{u}) \| \\
\leq \frac{H_{ij}^\top}{\sigma_{ij}} \| \mathbf{v} - \mathbf{u} \| = h_{ij} \| \mathbf{v} - \mathbf{u} \|. \\
\tag{53}
\]

implies \( \nabla_{\lambda_{ij}} f_{ij}^\omega (H_{ij} \lambda_{ij}) \) is Lipschitz continuous with constant \( h_{ij} \), which means

\( \nabla_{\lambda_{ij}} f_{ij}^\omega (H_{ij} \lambda_{ij}) = \nabla_{\lambda_{ij}} f_{ij}^\omega (H_{ij} \lambda_{ij}) + E^\top \) is also Lipschitz continuous with constant \( h_{ij} \).

B. Proof of Theorem 1

By the first-order optimality condition of (29) in terms of (1), we have

\[
0 \in \partial_{\lambda} Q(\lambda^{t+1}) + S[\mathcal{C}] (\lambda^{t+1} - \lambda^t) + \nabla_\lambda P(\lambda^t) + Z^\top D[\sigma] Z \omega^t \\
+ Z^\top D[\sigma] Z \omega^{t+1} - Z^\top D[\sigma] Z \lambda^{t+1}. \\
\tag{54}
\]

From the convexity of \( Q(\lambda) \), we have

\[
Q(\lambda) - Q(\lambda^{t+1}) \geq (\lambda - \lambda^{t+1})^\top S[\mathcal{C}] (\lambda - \lambda^{t+1}) \\
- (\lambda - \lambda^{t+1})^\top \nabla_\lambda P(\lambda^t) - (\lambda - \lambda^{t+1})^\top Z^\top \omega^{t+1} \\
+ (\lambda - \lambda^{t+1})^\top Z^\top D[\sigma] Z (\lambda^{t+1} - \lambda^t). \\
\tag{55}
\]

From the convexity and Lipschitz continuous differentiability of \( p_{ij} \), we have

\[
(\lambda - \lambda^{t+1})^\top \nabla_\lambda P(\lambda^t) = \sum_{i \in V} \sum_{j \in V_i} (\lambda_i - \lambda_i^{t+1})^\top \nabla_{\lambda_{ij}} p_{ij}(\lambda_{ij})
\]

VI. CONCLUSION

In this work, we considered a DOP in a multi-cluster network with an affine coupling constraint. In this problem, each cluster can make its decision based on the consensus protocol among the agents involved. To achieve the optimal solution of the whole network, a CDPG algorithm was proposed, where each agent can make updates with some simple-structured communications. The computational complexity with some simple-structured cost functions were discussed. The performance of the CDPG
By (56), we have
\[ \Phi(\lambda) = P(\lambda) - P(\lambda^{t+1}) + \|\lambda^t - \lambda^{t+1}\|_2^2 S[h]. \]  
(56)

Therefore, by multiplying the both sides of (57) by \((\omega - \omega^{t+1})^T\), we have
\[ (\omega - \omega^{t+1})^T \bar{D}[\pi](\omega^t - \omega^{t+1}) + (\omega - \omega^{t+1})^T Z \lambda^{t+1} = 0. \]  
(58)

By adding (55) and (56) together from the both sides, we have
\[ \Phi(\lambda^{t+1}) - \Phi(\lambda) \leq - (\lambda - \lambda^{t+1})^T S[c](\lambda^t - \lambda^{t+1}) + (\lambda - \lambda^{t+1})^T Z \omega^{t+1} + \|\lambda^t - \lambda^{t+1}\|_2^2 S[h] 
+ (\lambda - \lambda^{t+1})^T Z^T D[\pi] Z(\lambda^t - \lambda^{t+1}) 
= - (\lambda - \lambda^{t+1})^T S[c](\lambda^t - \lambda^{t+1}) 
- (\omega - \omega^{t+1})^T D[\pi](\omega^t - \omega^{t+1}) 
- (\omega - \omega^{t+1})^T Z \lambda^{t+1} + (\omega - \omega^{t+1})^T Z \lambda 
- (\omega^{t+1})^T Z \lambda^{t+1} + ||\lambda^t - \lambda^{t+1}\|_2^2 S[h] 
+ (\lambda - \lambda^{t+1})^T Z^T D[\pi] Z(\lambda^t - \lambda^{t+1}) 
= ||\lambda^t - \lambda^{t+1}\|_2^2 S[c] 
- ||\lambda^t - \lambda^{t+1}\|_2^2 S[h] 
- ||\lambda^t - \lambda^{t+1}\|_2^2 D[\pi] 
- ||\omega - \omega^{t+1}\|_2^2 D[\pi] 
+ (\omega^{t+1})^T Z \lambda - \omega^T Z \lambda^{t+1} + ||\lambda^t - \lambda^{t+1}\|_2^2 S[h] 
+ ||\lambda^t - \lambda^{t+1}\|_2^2 Z^T D[\pi] Z 
= ||\lambda^t - \lambda^{t+1}\|_2^2 S[c] - \frac{1}{2} Z^T D[\pi] Z 
- ||\lambda^t - \lambda^{t+1}\|_2^2 S[h] - \frac{1}{2} Z^T D[\pi] Z 
- ||\lambda^t - \lambda^{t+1}\|_2^2 D[\pi] Z 
+ ||\lambda^t - \lambda^{t+1}\|_2^2 Z^T D[\pi] Z 
= ||\lambda^t - \lambda^{t+1}\|_2^2 S[c] - \frac{1}{2} Z^T D[\pi] Z 
+ ||\lambda^t - \lambda^{t+1}\|_2^2 S[h] - \frac{1}{2} Z^T D[\pi] Z 
+ ||\lambda^t - \lambda^{t+1}\|_2^2 D[\pi] Z 
+ ||\lambda^t - \lambda^{t+1}\|_2^2 Z^T D[\pi] Z. 
(60)

where the first inequality is from the convexity of \(\Phi\) and the third inequality is from Cauchy-Schwarz inequality. Therefore,
\[ \Phi(\lambda^{t+1}) - \Phi(\lambda) \leq \frac{1}{T+1}(\|\omega^*\|_2^2 D[\pi] + ||\omega^0\|_2^2 D[\pi] 
+ ||\lambda^t - \lambda^0\|_2^2 S[c] - \frac{1}{2} Z^T D[\pi] Z 
+ ||\lambda^t - \lambda^0\|_2^2 S[h] - \frac{1}{2} Z^T D[\pi] Z 
+ ||\lambda^t - \lambda^0\|_2^2 D[\pi] Z 
+ ||\lambda^t - \lambda^0\|_2^2 Z^T D[\pi] Z). 
(61)\]
Based on (25), (26) and (28), we have
\[ \Phi(\lambda) - \Phi(\lambda^*) + \omega^T Z \lambda \geq 0. \]

Letting \( \lambda = \lambda^{T+1} \) in (63) gives
\[ \Phi(\lambda^{T+1}) - \Phi(\lambda^*) \geq -\omega^* \| Z \lambda^{T+1} \|. \]

By combining the first inequality in (62) and (64), we have
\[ \| \omega^* \| \| Z \lambda^{T+1} \| \leq \frac{\Theta}{T+1}. \]

By (64) and (65), we have
\[ \Phi(\lambda^{T+1}) - \Phi(\lambda^*) \geq -\frac{\Theta}{T+1}. \]

By combining (62), (65) and (66), (47) and (48) are proved.

2) Scenario 2: If \( Z \lambda^{T+1} = 0 \), we let \( \lambda = \lambda^* \) and \( \omega = 2\omega^* \) in (59), which directly gives
\[ \Phi(\lambda^{T+1}) - \Phi(\lambda^*) \leq \frac{\Theta}{T+1} \]
by the same derivation process of (62). Then, considering that \( \| Z \lambda^{T+1} \| = 0 \) and \( \Phi(\lambda^{T+1}) - \Phi(\lambda^*) \geq -\| \omega^* \| \| Z \lambda^{T+1} \| = 0 \), (47) and (48) hold as well.
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