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Abstract

We give an elementary proof of the Hurewicz theorem relating homotopy and homology groups of a cubical Kan complex. Our approach is based on the notion of a loop space of a cubical set, developed in a companion paper “Homotopy groups of cubical sets” by the first two authors.

Introduction

The Hurewicz theorem is among the most basic, yet powerful tools of homotopy theory. Given an \((n-1)\)-connected pointed space \((X, x_0)\), i.e., a space such that \(\pi_i(X, x_0) = \{\ast\}\) for \(i < n\), the Hurewicz theorem gives an isomorphism \(\pi_n(X, x_0) \cong \tilde{H}_n(X, x_0)\) between its first non-trivial homotopy group and the corresponding (reduced) homology group.

In this paper, we give a proof of this theorem for cubical sets, a combinatorial model for the category of topological spaces. Cubical sets in many ways resemble simplicial sets, but while the simplices are built out of the interval by taking cones, the cubes are built out of the interval by taking products.

The notions of homotopy and homology groups of simplicial sets are, by now, well-established in the literature [GJ99, May67]. In particular, both of these references include a proof of the Hurewicz theorem for simplicial sets (cf. [GJ99, Thm. III.3.7] and [May67, Thm. 13.6]) Similarly, the notion of cubical homology has a long history and can be found in a number of textbooks, including [Mas91], and in the context of cubical sets, e.g., in [BGJW21]. More recently, homotopy groups of cubical sets were introduced in [CK22], although the corresponding theory was perhaps already partially known to experts. These are the necessary ingredients allowing us to state and prove the Hurewicz theorem for cubical sets.

Here, we work with cubical sets with both (positive and negative) connections, as used in [Ton92, DKLS20, BGJW21, CK22]. Connections, introduced by Brown and Higgins [BH81], are additional degeneracy maps making the theory better-behaved (cf. [Mal99]). However, although our cube category has both connections, our proofs apply verbatim to the case of having only the negative connection, and can easily be adapted to the case of having only the positive connection.

We build on two recent papers: [BGJW21] and [CK22]. The first of these establishes key results on the homology of cubical sets with connections, relating multiple chain complexes obtained from a single cubical set by quotienting by neither, one, or both connections. The second develops loop spaces of cubical Kan complexes, which are more convenient to work with, and allow us to give a more elementary and straightforward proof of the Hurewicz theorem than their simplicial counterparts.

This paper is organized as follows. In Section 1, we recall the requisite background on cubical sets and (cubical) Kan complexes. Section 2 reviews the notions of loop spaces and homotopy groups of cubical sets. After that, we review the construction of cubical homology in Section 3. Finally, in Section 4, we put it all together by defining the Hurewicz map and proving the Hurewicz theorem, that for any \((n-1)\)-connected pointed Kan complex \((X, x_0)\), the Hurewicz map \(\pi_n(X, x_0) \to \tilde{H}_n(X, x_0)\) is an isomorphism.
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1 Cubical sets and Kan complexes

In this section, we introduce cubical sets and (cubical) Kan complexes, alongside key constructions, such as the geometric product, thereon.

We begin by defining the box category $\Box$. The objects of $\Box$ are posets of the form $[1]^n = \{0 \leq 1\}^n$ and the maps are generated (inside the category of posets) under composition by the following four special classes:

- **faces** $\partial^x_{i,e} : [1]^{n-1} \to [1]^n$ for $i = 1, \ldots, n$ and $e = 0, 1$ given by:
  \[
  \partial^x_{i,e}(x_1, x_2, \ldots, x_{n-1}) = (x_1, x_2, \ldots, x_{i-1}, e, x_i, \ldots, x_{n-1});
  \]

- **degeneracies** $\sigma^x_i : [1]^n \to [1]^{n-1}$ for $i = 1, 2, \ldots, n$ given by:
  \[
  \sigma^x_i(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n);
  \]

- **negative connections** $y^x_{ij} : [1]^n \to [1]^{n-1}$ for $i = 1, 2, \ldots, n-1$ given by:
  \[
  y^x_{ij}(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, \max\{x_i, x_{i+1}\}, x_{i+2}, \ldots, x_n);
  \]

- **positive connections** $y^x_{ii} : [1]^n \to [1]^{n-1}$ for $i = 1, 2, \ldots, n-1$ given by:
  \[
  y^x_{ii}(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, x_{i-1}, \min\{x_i, x_{i+1}\}, x_{i+2}, \ldots, x_n).
  \]

These maps obey the following **cubical identities**:

\[
\begin{align*}
\partial_i \partial_j &= \partial_{i+1} \partial_j \
\sigma_j \partial_i &= \begin{cases} 
\partial_{i-1} \sigma_j & \text{for } j < i; \\
\text{id} & \text{for } j = i; \\
\partial_i \sigma_{j-1} & \text{for } j > i;
\end{cases} \\
\sigma_i \sigma_j &= \sigma_j \sigma_{i+1} \text{ for } j \leq i; \\
Y_{i,e} Y_{j,e} &= \begin{cases} 
Y_{i-1,e} Y_{j,e} & \text{for } j < i; \\
Y_{i,e} Y_{j+1,e} & \text{for } j > i; \\
Y_{i,e} Y_{j+1,e} & \text{for } j = i \text{ and } e = e'; \\
Y_{i,e} Y_{j+1,e} & \text{for } j > i.
\end{cases}
\end{align*}
\]

Every morphism in $\Box$ can be written in a **standard form** as follows.

**Theorem 1.1** ([GM03, Thm. 5.1]). Every map in the category $\Box$ can be factored uniquely as a composite

\[
(\partial_{c_1,e_1} \cdots \partial_{c_p,e_p})(y_{b_1,e_1} \cdots y_{b_q,e_q})(\sigma_{a_1} \cdots \sigma_{a_p}),
\]

where $1 \leq a_1 \leq \ldots \leq a_p$, $1 \leq b_1 \leq \ldots \leq b_q$, $b_i \leq b_{i+1}$ if $e_i = e_{i+1}$, and $c_1 > \ldots > c_r \geq 1$. \qed

**Definition 1.2.** The category $c\text{Set}$ of **cubical sets** is the functor category $\text{Set}^{\Box^\text{op}}$. We refer to objects and morphisms of $c\text{Set}$ as **cubical sets** and **cubical maps**.

The category $c\text{Ab}$ of **cubical abelian groups** is the functor category $\text{Ab}^{\Box^\text{op}}$.

Given a cubical set $X$, we write $X_a$ for the value of the object $[1]^n$ and write cubical operators on the right, e.g. given an $n$-cube $x \in X_a$ of $X$, we write $x \partial_{i,e}$ for the $\partial_{i,e}^{-1}$-face of $x$. Likewise, for a cubical abelian group $A$, we denote the group $A([1]^n)$ by $A_n$ for $n \geq 0$ and write cubical operators on the right.

**Definition 1.3.** Let $n \geq 0$. 

\[
\text{cubical identities}
\]
The combinatorial \( n \)-cube \( \square^n \) is the representable functor \( \square(-, [1]^n) : \square^\mathcal{O} \rightarrow \text{Set} \).

The boundary of the \( n \)-cube \( \partial \square^n \) is the subobject of \( \square^n \) defined by
\[
\partial \square^n := \bigcup_{j=1}^{n} \im \partial_{j, \eta}.
\]

Given \( i = 1, \ldots, n \) and \( \epsilon = 0, 1 \), the \((i, \epsilon)\)-open box \( \sqcap_{i, \epsilon}^n \) is the subobject of \( \partial \square^n \) defined by
\[
\sqcap_{i, \epsilon}^n := \bigcup_{(j, \eta) \neq (i, \epsilon)} \im \partial_{j, \eta}.
\]

A large class of examples of cubical sets comes from topological spaces via the construction of a (cubical) singular complex.

**Example 1.4.** Define a functor \( \square \rightarrow \text{Top} \) from the box category to the category of topological spaces which sends \([1]^n \) to \([0, 1]^n \) where \([0, 1] \) is the unit interval. Left Kan extension along the Yoneda embedding gives the geometric realization functor \( |-| : \text{cSet} \rightarrow \text{Top} \).

This functor is left adjoint to the cubical singular complex functor \( \text{Sing} : \text{Top} \rightarrow \text{cSet} \) defined by
\[
\text{Sing} \text{S}_n := \text{Top}([0, 1]^n, S).
\]

The cubical sets arising from topological spaces satisfy an additional lifting property, making them particularly convenient for the purposes of homotopy theory.

**Definition 1.5.** A cubical set \( K \) is a Kan complex if for any map \( \sqcap_{i, \epsilon}^n \rightarrow K \), there exists \( \square^n \rightarrow K \) such that the diagram
\[
\begin{array}{ccc}
\sqcap_{i, \epsilon}^n & \rightarrow & K \\
\downarrow & & \downarrow \\
\square^n & \rightarrow & K
\end{array}
\]
commutes.

We write \( \text{Kan} \) for the full subcategory of \( \text{cSet} \) consisting of Kan complexes.

**Example 1.6.** For any \( S \in \text{Top} \), we have that \( \text{Sing} S \) is a Kan complex. By the geometric realization and cubical singular complex adjunction, a map \( \sqcap_{i, \epsilon}^n \rightarrow \text{Sing} S \) corresponds to a map \( |\sqcap_{i, \epsilon}^n| \rightarrow S \). The inclusion \( |\sqcap_{i, \epsilon}^n| \hookrightarrow |\square^n| \) has a retraction in \( \text{Top} \). Pre-composing with this retraction gives a map \( |\square^n| \rightarrow S \) which restricts to the open box map \( |\sqcap_{i, \epsilon}^n| \rightarrow S \).

This gives a suitable lift \( \square^n \rightarrow \text{Sing} S \).

**Example 1.7 ([Ton92, Thm. 2.1]).** Every cubical abelian group, when regarded as a cubical set, is a Kan complex.
Define a functor \( \otimes : \Box \times \Box \to \Box \) by mapping \( (\Box^1, \Box^1) \) to \( \Box^1 \). Postcomposing with the Yoneda embedding and left Kan extending gives a monoidal product on cubical sets.

\[
\begin{array}{c}
\Box \times \Box \\
\downarrow \otimes \\
cSet \times cSet
\end{array}
\]

This is the geometric product of cubical sets. This product is biclosed. For a cubical set \( X \), we write \( \text{hom}_R(X, -) : \text{cSet} \to \text{cSet} \) and \( \text{hom}_R(X, -) : \text{cSet} \to \text{cSet} \) for the right adjoints to the functors \( - \otimes X \) and \( X \otimes - \), respectively.

The following result gives an explicit description of cubes in the geometric product.

**Proposition 1.8** ([DKLS20, Prop. 1.24]). Let \( X, Y \) be cubical sets.

1. For \( k \geq 0 \), the \( k \)-cubes of \( X \otimes Y \) consists of all pairs \( (x \in X_m, y \in Y_n) \) such that \( m + n = k \), subject to the identification \( (x, y) = (x, y) \).
2. For \( x \in X_m \) and \( y \in Y_n \), the faces, degeneracies, and connections of the \( (m + n) \)-cube \( (x, y) \) are computed by

\[
\begin{align*}
(x, y) \partial_{i,r} &= \begin{cases} (x \partial_{i,r}, y) & 1 \leq i \leq m \\ (x, y \partial_{i-m,r}) & m + 1 \leq i \leq m + n; \end{cases} \\
(x, y) \sigma_i &= \begin{cases} (x \sigma_i, y) & 1 \leq i \leq m + 1 \\ (x, y \sigma_{i-m}) & m + 1 \leq i \leq m + n; \end{cases} \\
(x, y) \gamma_i &= \begin{cases} (x \gamma_{i,r}, y) & 1 \leq i \leq m \\ (x, y \gamma_{i-m,r}) & m + 1 \leq i \leq n. \end{cases}
\end{align*}
\]

Using the geometric product, we may define the notion of homotopy for maps of cubical sets.

**Definition 1.9.** Given cubical maps \( f, g : X \to Y \), a homotopy from \( f \) to \( g \) is a map \( h : X \otimes \Box^1 \to Y \) such that the diagram

\[
\begin{array}{ccc}
X \otimes \Box^0 & \xrightarrow{a_{1,0}} & X \otimes \Box^1 \\
\downarrow f & & \downarrow h \\
X & \xrightarrow{a_{1,1}} & Y \\
\downarrow g & & \downarrow f \\
X \otimes \Box^0 & & \Box^0 
\end{array}
\]

commutes.

In order to define homotopy and reduced homology groups, we work with pointed cubical sets and based maps between them.

**Definition 1.10.**

1. A pointed cubical set is an object \( (X, x) \) in the slice category \( \Box^0 \downarrow \text{cSet} \) under \( \Box^0 \), where \( x \) denotes the map \( \Box^0 \to X \).
2. A based map is a morphism \( (X, x) \to (Y, y) \) in \( \Box^0 \downarrow \text{cSet} \).

4
3. A \emph{based homotopy} between two based maps \( f, g : (X, x) \to (Y, y) \) is a homotopy \( h : X \otimes \square^1 \to Y \) between the underlying maps \( f, g : X \to Y \) such that the restriction of \( h \) to the cubical subset \( \{x\} \otimes \square^1 \subseteq X \otimes \square^1 \) is constant at the point \( y \in Y \). That is, there is a factorization:

\[
\begin{array}{c}
\{x\} \otimes \square^1 \xrightarrow{h|_{\{x\}\otimes\square^1}} \{y\} \\
\xrightarrow{x \otimes \delta_1^1} \\
X \otimes \square^1 \xrightarrow{h} Y
\end{array}
\]

We write \( \text{cSet} \) for the category of pointed cubical sets. We occasionally write a pointed cubical set \((X, x)\) as simply \(X\), omitting the base point to aid readability.

\section{Homotopy groups of Kan complexes}

In this section, we briefly summarize the relevant definitions of loop spaces and homotopy groups of cubical sets from [CK22].

We begin by recalling the definition of connected components of a Kan complex.

\textbf{Definition 2.1.} The \textit{connected components} functor \( \pi_0 : \text{cSet}_\ast \to \text{Set}_\ast \) is the functor which evaluates the colimit of a pointed cubical set \( X \), regarded as a diagram \( \square^{op} \to \text{Set}_\ast \).

If \( X \) is a pointed Kan complex then \( \pi_0 \) is exactly the (pointed) set of (unbased) homotopy classes of maps \( \square^0 \to X \). In analogy with spaces, the \( n \)-th homotopy group of a Kan complex is the set of connected components of its \( n \)-th loop space, which we move towards defining.

\textbf{Notation 2.2.} Given a cubical set \( X \), a 0-cube \( x \in X_0 \), and \( n \geq 0 \), we write \( x \sigma^n \) for the \( n \)-cube that is degenerate at the 0-cube \( x \).

\textbf{Definition 2.3.} For a pointed Kan complex \((X, x)\), the \textit{loop space} \( \Omega(X, x) \) of \( (X, x) \) is the pullback

\[
\begin{array}{ccc}
\Omega(X, x) & \xrightarrow{r} & \text{hom}_R(\square^1, X) \\
\downarrow & & \downarrow \langle \partial_{1,0}^0, \partial_{1,1}^0 \rangle \\
\square^0 & \xrightarrow{(x, x)} & X \times X
\end{array}
\]

with distinguished basepoint \( x \sigma^1_0 \in \Omega(X, x) \).

Explicitly, an \( n \)-cube of \( \Omega(X, x) \) is an \((n+1)\)-cube of \( X \) whose \( \partial_{1,0}^n \) and \( \partial_{1,1}^n \)-faces are \( x \sigma^n \). If \( X \) is a Kan complex then so is \( \Omega X \) [CK22, Cor. 3.4].

\textbf{Definition 2.4.} Let \((X, x)\) be a pointed Kan complex. Given \( u, v \in (\Omega(X, x))_0 \).

1. a \textit{concatenation square} for \( u \) and \( v \) is a filler \( \square^2 \to X \) for the map \( f : \square^2 \to X \) defined by

\[
\begin{array}{ccc}
f \partial_{1,0}^1 & := & u \\
f \partial_{1,1}^1 & := & x \sigma^n \\
f \partial_{2,1}^1 & := & v
\end{array}
\]

2. a \textit{concatenation} of \( u \) and \( v \) is a 0-cube of \( \Omega(X, x) \) which is the \( \partial_{2,0}^1 \)-face of a concatenation square for \( u \) and \( v \).
Theorem 2.5 ([CK22, Thm. 3.11]). Concatenation induces a well-defined group structure
\[ \pi_0 \Omega X \times \pi_0 \Omega X \to \pi_0 \Omega X \]
on connected components of \( \Omega X \).

Definition 2.6. The fundamental group \( \pi_1(X,x) \) of a pointed Kan complex \((X,x)\) is the group \( \pi_0 \Omega(X,x) \) under concatenation.

Remark 2.7. As stated in [CK22, Rmk. 3.12], this definition of the fundamental group relies on negative connections. This definition may be modified to work with positive connections using a different definition of concatenation squares where either the \( \partial_{1,0} \) or \( \partial_{1,1} \)-face is \( x\sigma_1 \).

Higher homotopy groups are defined by iterating the loop space construction.

Definition 2.8. For a pointed Kan complex \((X,x)\) and \( n \geq 0 \),

1. the \( n \)-th loop space \( \Omega^n(X,x) \) of \((X,x)\) is defined inductively by
\[ \Omega^n(X,x) := \begin{cases} (X,x) & n = 0 \\ \Omega(\Omega^{n-1}(X,x),x\sigma^{n-1}) & n > 0. \end{cases} \]

2. the \( n \)-th homotopy group \( \pi_n(X,x) \) of \((X,x)\) is defined by
\[ \pi_n(X,x) := \pi_0 \Omega^n(X,x\sigma^n). \]

Note that there is a notion of concatenation (which is well-defined up to homotopy) for \( n \)-cubes whose faces are not all degenerate (cf. [CK22, pg. 27-28]). We record one such notion, horizontal concatenation of squares, for later use.

Definition 2.9 ([CK22, pg. 28]). Let \( X \) be a cubical set and \( u,v \in X_2 \) be such that \( u\partial_{1,1} = v\partial_{1,0} \).

1. A horizontal concatenation cube for \( u \) and \( v \) is a filler \( \square^3 \to X \) for the map \( f: \square^3_{1,0} \to X \) defined by

\[
\begin{align*}
f\partial_{1,0} &:= u \\
f\partial_{1,1} &:= u\partial_{1,1}\sigma_1 \\
f\partial_{2,1} &:= v \\
f\partial_{3,0} &= \langle u\partial_{2,0}, v\partial_{2,0} \rangle \\
f\partial_{3,1} &= \langle u\partial_{2,1}, v\partial_{2,1} \rangle
\end{align*}
\]

where \( \langle u\partial_{2,0}, v\partial_{2,0} \rangle \) and \( \langle u\partial_{2,1}, v\partial_{2,1} \rangle \) are concatenation squares for the pairs \( u\partial_{2,0}, v\partial_{2,0} \) and \( u\partial_{2,1}, v\partial_{2,1} \), respectively (note that concatenation squares as in Definition 2.4 are well-defined for these pairs despite not being 0-cubes of \( \Omega X \)).

2. A horizontal concatenation for \( u \) and \( v \) is a 2-cube of \( X \) which is the \( \partial_{2,0} \)-face of a horizontal concatenation cube for \( u \) and \( v \).

The notion of homotopy groups gives a notion of \( n \)-connected maps and \( n \)-connected Kan complexes.
Definition 2.10. Let \( n \geq 1 \).

1. A pointed map \( f : X \to Y \) between pointed Kan complexes is \( n \)-connected if the map \( \pi_k(f) : \pi_k(X) \to \pi_k(Y) \) is an isomorphism for \( 0 \leq k \leq n \), and an epimorphism for \( k = n + 1 \).

2. A pointed Kan complex \( X \) is \( n \)-connected if the unique map \( X \to \Box^0 \) is \( n \)-connected.

Thus a pointed Kan complex \( X \) is \( n \)-connected exactly when \( \pi_k(X) \) is trivial for \( k \leq n \). In particular, a Kan complex is 0-connected if and only if it is connected.

3 Cubical homology

We now recall the construction and main properties of cubical homology, with a special emphasis on the results presented in [BGJW21]. We keep our presentation self-contained, starting with the definition of the homology of a (bounded) chain complex with integer coefficients.

Definition 3.1. A (bounded) chain complex \( C_\bullet \) (over \( \mathbb{Z} \)) consists of a set \( \{ C_n \mid n \in \mathbb{N} \} \) of abelian groups and, for \( n \geq 1 \), a group homomorphism \( \partial_n : C_n \to C_{n-1} \) such that \( \partial_{n-1} \partial_n = 0 \).

We write \( \text{Ch} \) for the category of chain complexes.

As alluded to in the above definition, throughout this and subsequent section, we will be working with homology with integer coefficients. With that in mind, we will be omitting the coefficient group from our notation for homology, writing simply \( H_nX \) for the \( n \)-th homology group of \( X \) or \( H_*X \) for the corresponding graded abelian group.

Definition 3.2. The homology functor \( H_* : \text{Ch} \to \text{Ab}^{\mathbb{N}} \) is defined by

\[
H_nC := \begin{cases} 
C_n/\text{im} \partial_1 & n = 0 \\
\ker \partial_n/\text{im} \partial_{n+1} & n \geq 1.
\end{cases}
\]

We now move to define chain complexes associated to cubical abelian groups via the Moore complex. This will be done by first defining a slightly bigger chain complex and then quotienting by its degenerate subcomplex.

Given a cubical abelian group \( A \) and \( n \geq 1 \), define the alternating face map \( \partial_n : A_n \to A_{n-1} \) by

\[
\partial_n(x) = \sum_{i=1, \ldots, n} (-1)^{i+x} x \partial_{i,x}.
\]

Proposition 3.3. For a cubical abelian group \( A \), the set \( A_\bullet := \{ A_n \mid n \in \mathbb{N} \} \) with the alternating face maps \( \partial_n : A_n \to A_{n-1} \) forms a chain complex.
Proof. This is a standard argument. Given \( x \in A_n \), we have

\[
\partial_{n-1} \partial_n(x) = \sum_{i=1}^{n} \sum_{j=1, \ldots, n-1} (-1)^{i+j+e_{i,j}} x \partial_{i,x} \partial_{j,x'}
\]

\[
= \sum_{i=2, \ldots, n} (-1)^{i+j+e_{i,j}} x \partial_{i,x} \partial_{j,x'} + \sum_{i=1, \ldots, n-1} (-1)^{i+j+e_{i,j}} x \partial_{i,x} \partial_{j,x'}
\]

\[
= \sum_{j=1, \ldots, n-1} (-1)^{i+j+e_{i,j}} x \partial_{i,x} \partial_{j,x'} + \sum_{j=1, \ldots, n-1} (-1)^{i+j+e_{i,j}} x \partial_{j,x} \partial_{i,x'}
\]

\[
= \sum_{j=1, \ldots, n-1} \left( (-1)^{i+j} x \partial_{i,0} \partial_{j,0} + (-1)^{i+j+1} x \partial_{i,1} \partial_{j,0} + (-1)^{i+j} x \partial_{i,1} \partial_{j,1} \right)
\]

\[
+ \sum_{j=1, \ldots, n-1} \left( (-1)^{i+j} x \partial_{j,0} \partial_{i,0} + (-1)^{i+j+1} x \partial_{j,0} \partial_{i,1} + (-1)^{i+j} x \partial_{j,1} \partial_{i,0} + (-1)^{i+j} x \partial_{j,1} \partial_{i,1} \right)
\]

\[
= 0.
\]

Given a morphism \( f: A \to B \) of cubical abelian groups, naturality of \( f \) implies the square

\[
\begin{array}{ccc}
A_n & \xrightarrow{\partial_n} & A_{n-1} \\
\downarrow{f_n} & & \downarrow{f_{n-1}} \\
B_n & \xrightarrow{\partial_n} & B_{n-1}
\end{array}
\]

commutes for all \( n \geq 1 \). This gives a functor \( \text{cAb} \to \text{Ch} \) which maps a cubical abelian group \( A \) to the chain complex \( A_\bullet \).

Definition 3.4. Let \( A \) be a cubical abelian group.

1. The subcomplex of degeneracies \( D_\alpha A_\bullet \) of \( A_\bullet \) is the chain subcomplex generated by degeneracies. That is,

\[
D_\alpha A_n = \left\{ \sum_{i=1}^{n} x \sigma_i \in A_n \mid x \in A_{n-1} \right\}.
\]

2. The subcomplex of negative connections \( D_{\gamma^-} A_\bullet \) of \( A_\bullet \) is the chain subcomplex generated by negative connections. That is,

\[
D_{\gamma^-} A_n = \left\{ \sum_{i=1}^{n-1} x y_{i,0} \in A_n \mid x \in A_{n-1} \right\}.
\]

3. The subcomplex of positive connections \( D_{\gamma^+} A_\bullet \) of \( A_\bullet \) is the chain subcomplex generated by positive connections. That is,

\[
D_{\gamma^+} A_n = \left\{ \sum_{i=1}^{n-1} x y_{i,1} \in A_n \mid x \in A_{n-1} \right\}.
\]
4. The degenerate subcomplex $DA_\bullet$ of $A_\bullet$ is defined by

$$DA_n := D_\sigma A_n + D_\gamma A_n = \left\{ \sum_{i=1}^n x\sigma_i + \sum_{i=1}^{n-1} y\gamma_{n,i} \mid x, y \in A_{n-1} \right\}. $$

Note that $D_\sigma A_0$ is the trivial subgroup, as are $D_\gamma A_n, D_\gamma A_n$ if $n = 0, 1$.

**Proposition 3.5** (cf. [BGJW21, Cor. 3.2]). For a cubical abelian group $A$,

1. the subcomplex of degeneracies is a chain complex;
2. the subcomplex of negative connections is a chain complex;
3. the subcomplex of positive connections is a chain complex.

That is, for $n \geq 1$, and $\alpha = \sigma, \gamma^-, \gamma^+$, the restriction of the alternating face map $\partial_\alpha: A_n \to A_{n-1}$ to $D_\alpha A_n \subseteq A_n$ takes values in $D_\alpha A_{n-1}$, giving a factorization as in the following diagram.

$$
\begin{array}{ccc}
D_\alpha A_n & \to & D_\alpha A_{n-1} \\
\downarrow & & \downarrow \\
A_n & \to & A_{n-1}
\end{array}
$$

**Proof.** We prove (1), and note that (2) and (3) are proved in [BGJW21, Cor. 3.2]. Given $x \in A_{n-1}$ and $i = 1, \ldots, n$, cubical identities imply

$$
\partial_\alpha(x\sigma_i) = \sum_{j=1}^n (-1)^{j+i} x\sigma_i \partial_j x
$$

$$
= \sum_{j=1}^n (-1)^{j+i} x\partial_j x\sigma_i - 1 + (-1)^{i+1} x + \sum_{j=i+1}^n (-1)^{j+i} x\partial_{j-1, i} \sigma_i
$$

$$
= \sum_{j=1}^n (-1)^{j+i} x\partial_j x\sigma_i + \sum_{j=i+1}^n (-1)^{j+i} x\partial_{j-1, i} \sigma_i.
$$

By definition, this element is in $D_\alpha A_{n-1}$.

**Definition 3.6.** The Moore complex functor $\delta: c\text{Ab} \to \text{Ch}$ is the functor which sends $A \in c\text{Ab}$ to the quotient chain complex $A_\bullet/DA_\bullet$.

**Remark 3.7.** One may also define the Moore complex of a cubical abelian group by quotienting by degeneracies, by degeneracies and negative connections, or by degeneracies and both connections. These definitions all give isomorphic homology functors [BGJW21, Cor. 3.10]. However, the argument we present for the Hurewicz theorem (Theorems 4.15 and 4.16) relies on quotienting by one type of connection (Remark 4.10). Any definitions and proofs which rely on a chosen definition for the Moore complex will be commented on explicitly (Remarks 3.9, 2.7, 3.7, 4.4 and 4.9).

Recall the pointed free abelian group functor $F: \text{Set}_* \to \text{Ab}$ is defined by

$$
F(S, s) := \mathbb{Z}^{|S|} / \langle s \rangle,
$$

where $|S|$ denotes the cardinality of $S$ and $\langle s \rangle$ denotes the subgroup generated by $s$. This induces a functor $F: c\text{Set}_* \to c\text{Ab}$ by post-composition. That is, the group $(F(X, x))_n$ is the pointed free abelian group $F(X_n, x\sigma^0_\bullet)$. The pointed free abelian group functor is left adjoint to the forgetful functor $U: c\text{Ab} \to c\text{Set}_*$, defined by $A \mapsto (A, 0)$. 
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\textbf{Definition 3.8.} The reduced homology functor $\widetilde{H}: \text{cSet}_* \to \text{Ab}^\mathbb{N}$ is the composite

\[
\text{cSet}_* \xrightarrow{F} \text{sAb} \xrightarrow{\delta} \text{Ch} \xrightarrow{H_*} \text{Ab}^\mathbb{N}.
\]

\textbf{Remark 3.9.} The subcomplexes of negative and positive connections are chain homotopy equivalent to 0 by \cite[Cor. 3.10]{BGJW21}. This implies each map in the diagram

\[
\begin{array}{ccc}
D_\sigma A_\bullet & \sim & D_\sigma A_\bullet + D_{\gamma^-}A_\bullet \\
\downarrow & & \downarrow \\
D_\sigma A_\bullet & \sim & D_\sigma A_\bullet + D_{\gamma^+}A_\bullet
\end{array}
\]

\[
\begin{array}{ccc}
D_\sigma A_\bullet & \sim & D_\sigma A_\bullet + D_{\gamma^-}A_\bullet + D_{\gamma^+}A_\bullet \\
\downarrow & & \downarrow \\
D_\sigma A_\bullet & \sim & D_\sigma A_\bullet + D_{\gamma^+}A_\bullet
\end{array}
\]

is a chain homotopy equivalence. This induces a diagram

\[
\begin{array}{ccc}
A_\bullet/(D_\sigma A_\bullet + D_{\gamma^-}A_\bullet) & \sim & A_\bullet/(D_\sigma A_\bullet + D_{\gamma^-}A_\bullet + D_{\gamma^+}A_\bullet) \\
\downarrow & & \downarrow \\
A_\bullet/(D_\sigma A_\bullet + D_{\gamma^+}A_\bullet) & \sim & A_\bullet/(D_\sigma A_\bullet + D_{\gamma^-}A_\bullet + D_{\gamma^+}A_\bullet)
\end{array}
\]

in which every map is, again, a chain homotopy equivalence. In particular, these maps induce isomorphisms on homology, thus all definitions of the Moore complex given in Remark 3.7 give isomorphic homology groups.

\textbf{Remark 3.10.} When defining (reduced) homology of simplicial sets, one considers a similar composite

\[
s\text{Set}_* \to s\text{Ab} \to \text{Ch} \to \text{Ab}^\mathbb{N},
\]

however the middle functor $s\text{Ab} \to \text{Ch}$ can be taken to either quotient by degeneracies or not. In the case of cubical homology, we do not have this choice — if we do not quotient by degeneracies, we would get that $\widetilde{H}_1(\square^0 \sqcup \square^0)$ is $\mathbb{Z}$.

We show that homology is a homotopy functor i.e. it sends homotopies to equalities.

\textbf{Theorem 3.11.} Let $f, g: (X, x) \to (Y, y)$ be pointed cubical maps. If $h: X \otimes \square^1 \to Y$ is a based homotopy from $f$ to $g$ then $\widetilde{H}_* f = \widetilde{H}_* g$.

\textbf{Proof.} It suffices to construct a chain homotopy between chain maps $f, g: \delta F X \to \delta F Y$. For $n \geq 0$, define $\alpha_n: F X_n \to F Y_{n+1}$ on basis elements by

\[
\alpha_n(z) = (-1)^{n+1} h(z, \text{id}_{\square^1}).
\]

Since $h$ is a based homotopy, $\alpha_n(x) = \pm y$, thus this map is well-defined. If $z$ is a degeneracy or negative connection then $\alpha_n(z)$ is as well by Proposition 1.8. Thus, $\alpha_n$ induces a map $F X / F D X \to F Y / F D Y$.

It remains to show $\alpha_{n-1} \partial + \partial \alpha_n = f - g$. Verifying this equality on basis elements, given $z \in X_n$, we have

\[
(\alpha_{n-1} \partial + \partial \alpha_n)(z) = \sum_{i=0}^{n} (-1)^{i+1} h(z, \partial_{i_1}) + \sum_{i=0}^{n} (-1)^{i+1} h(z, \text{id}_{\square^1}) \partial_{i_1}
\]

\[
= h(z, \partial_{1}) - h(z, \partial_{1,0}) + (-1)^{n+2} h(z, \partial_{1,0}) + (-1)^{n+3} h(z, \partial_{1,1})
\]

\[
= h(z, \partial_{1,1}) - h(z, \partial_{1,1})
\]

\[
= f(z) - g(z).
\]
where (+) follows from Proposition 1.8.

**Corollary 3.12.** If \( f : X \to Y \) is a based homotopy equivalence then \( \tilde{H}_*f : \tilde{H}_*X \to \tilde{H}_*Y \) is an isomorphism of graded abelian groups.

## 4 Hurewicz Theorem

In this final section of the paper, we will construct the Hurewicz homomorphism (Definition 4.14) and prove the Hurewicz theorem (Theorems 4.15 and 4.16). The preliminary steps of our approach will follow those found in the classical proofs for simplicial homology [Wei94, GJ99].

To this end, we begin by showing that for a cubical abelian group, its \( n \)-th homotopy group and its \( n \)-th homology group coincide (Theorem 4.1). The key technical ingredient of this is a theorem (cf. [GJ99, Thm. III.2.1] and [Wei94, Lem. 8.3.7] in the simplicial setting) asserting that for any cubical abelian group \( A \), its \( n \)-th abelian group \( A_n \) can be written as a direct sum

\[ A_n \cong NA_n \oplus DA_n \]

of the *normalized subcomplex* (Definition 4.5) and the *degenerate subcomplex* (Definition 3.4). This is done in Theorem 4.8, and the proof of Theorem 4.1 follows.

From this point on, our approach takes a different turn than the proofs found in the literature for the simplicial case, as it is based on the notion of loop space of a (pointed) Kan complex and the interaction between the loop space and the free-forgetful adjunction between cubical sets and cubical abelian groups.

**Theorem 4.1.** For a cubical abelian group \( A \), we have an isomorphism

\[ \pi_n(UA, 0) \cong \tilde{H}_n(A, 0) \]

natural in \( A \).

To prove Theorem 4.1, we establish some auxiliary results and definitions.

**Proposition 4.2.** Let \( A \) be a cubical abelian group and \( n \geq 1 \). Given \([x], [y] \in \pi_n(UA, 0)\), we have that

\[ [x + y] = [x][y]. \]

**Proof.** The \((n + 1)\)-cube \( x y_{n,0} + y \sigma_{n+1} \) is a concatenation square in \( \Omega^{n+1}UA \) witnessing \([x + y]\) as a concatenation of \([x]\) and \([y]\). \( \square \)

**Corollary 4.3.** For any cubical abelian group \( A \) and \( n \geq 1 \), the group \( \pi_n(UA, 0) \) is abelian. \( \square \)

**Remark 4.4.** When using a definition of concatenation mentioned in Remark 2.7, an analogous proof of Proposition 4.2 using positive connections applies.

**Definition 4.5.** For a cubical abelian group \( A \) and \( n \geq 0 \), the *normalized subcomplex* \( NA_\bullet \) of \( A_\bullet \) is the intersection of kernels

\[ (NA)_n := \bigcap_{(i, x) \neq (n, 0)} \ker \partial_{i,x} \subseteq A_n. \]

In particular, \( NA_0 = A_0 \).

**Proposition 4.6.** For a cubical abelian group \( A \), the normalized subcomplex of \( A_\bullet \) is indeed a chain complex. That is, for \( n \geq 0 \), the restriction of the alternating face map \( \partial_n : A_n \to A_{n-1} \) to \( NA_n \subseteq A_n \) takes values in \( NA_{n-1} \), giving a factorization as in the following diagram.

\[
\begin{array}{c}
NA_n \xrightarrow{\partial_n|_{NA_n}} NA_{n-1} \\
\downarrow \quad \downarrow \\
A_n \xrightarrow{\partial_n} A_{n-1}
\end{array}
\]
Proof. Follows by the cubical identity \( \partial_{i,i'} \partial_{i,i} = \partial_{i+i',i} \partial_{i,i'} \).

For a cubical abelian group \( A \) and \( n \geq 1 \), by definition of the \( n \)-th loop space, there is a natural bijection

\[
\Omega^n(UA, 0) \cong \ker \partial_{n,0}|_{NA_n}
\]

between 0-cubes of the \( n \)-th loop space of \( (UA, 0) \) and \( n \)-cubes in the kernel \( \ker \partial_{n,0} \subseteq NA_n \) of the face map \( \partial_{n,0}: A_n \to A_{n-1} \) restricted to \( NA_n \subseteq A_n \).

**Lemma 4.7.** For a cubical abelian group \( A \) and \( n \geq 1 \), the bijection

\[
\Omega^n(UA, 0) \cong \ker \partial_{n,0}|_{NA_n}
\]

induces a well-defined group isomorphism

\[
\pi_n(UA, 0) \cong H_n(NA_\bullet),
\]

where \( H_n(NA_\bullet) \) denotes the \( n \)-th homology group of the chain complex \( NA_\bullet \).

Proof. This map is well-defined as, given a 1-cube \( u \in \Omega^1(UA, 0) \), witnessing an equality \([x] = [y]\) in \( \pi_n UA \), we may regard \( u \) as an \((n+1)\)-cube \( u \in A_{n+1} \) where \( u \partial_{n,0} = x, u \partial_{n,1} = y \), and all other faces of \( u \) are 0. The \((n+1)\)-cube \( u - y \sigma_{n+1} \in A_{n+1} \) is an element of \( NA_{n+1} \) whose \( \partial_{n,0} \)-face is \( x - y \). This map is a group homomorphism by Proposition 4.2.

By definition, the kernel of this map is the set of elements \([x] \in \pi_n(UA, 0)\) such that \([x] = [0 \sigma^n]\). Hence, this map is injective. Surjectivity follows since the map \( \Omega^n(UA, 0) \to \ker \partial_{n,0} \) is surjective.

**Theorem 4.8.** For a cubical abelian group \( A \) and \( n \geq 0 \), we have

\[
A_n \cong NA_n \oplus DA_n.
\]

Proof. For \( i \in \{0, \ldots, n\} \), define subgroups \( B_i A_n, C_i A_n \subseteq A_n \) by

\[
B_i A_n := \bigcap_{j=1}^{n-i} \ker \partial_{j,1},
\]

\[
C_i A_n := B_0 A_n \cap \left( \bigcap_{j=1}^{n-i} \ker \partial_{j,0} \right),
\]

where \( B_n A_n \) denotes the entire group \( A_n \) and \( C_n A_n \) denotes the subgroup \( B_0 A_n \). In particular, \( B_0 A_n = C_0 A_n = A_0 \) and \( C_1 A_n = NA_n \).

For \( i \in \{1, \ldots, n-1\} \), cubical identities imply the \( \partial_{n-i,0} \)-face map restricts to a split epimorphism \( \partial_{n-i,0}|_{C_i A_n} : C_i A_n \to C_i A_{n-1} \) with pre-inverse \( \gamma_{n-i,0}|_{C_i A_{n-1}} : C_i A_{n-1} \to C_{i+1} A_n \). With this, the sequence

\[
0 \longrightarrow C_i A_n \longrightarrow C_{i+1} A_n \xrightarrow{\partial_{n-i,0}} C_i A_{n-1} \longrightarrow 0
\]

is a short exact sequence which is right split. By the splitting lemma, \( C_{i+1} A_n \cong C_i A_n \oplus C_i A_{n-1} \). An induction argument combined with Theorem 1.1 gives

\[
B_0 A_n = C_n A_n \cong NA_n \oplus \bigoplus_{i=1}^{n-1} NA_i \otimes \left( [1]^n \cap [1']^i \right).
\]
where $|\square (\{1\}^n, [1]^i)|$ is the number of maps from $[1]^n \to [1]^i$ in $\square$ generated by negative connection maps. (In particular, Theorem 1.1 allows us to identify the inclusion given abstractly by the splitting lemma with the explicit construction taking $x$ in the summand corresponding to $\alpha \in \square (\{1\}^n, [1]^i)$ to $x\alpha$.) An explicit formula for this is

$$|\square (\{1\}^n, [1]^i)| = \binom{n-1}{n-i}.$$

For $i \in \{0, \ldots, n-1\}$, cubical identities imply the $\partial_{n-i,1}\cdot$-face map restricts to a split epimorphism $\partial_{n-i,1}|_{B_iA_{n-1}} : B_iA_{n-1} \to B_iA_{n-1}$ with pre-inverse $\sigma_{n-i}|_{B_iA_{n-1}} : B_iA_{n-1} \to B_{i+1}A_n$. This implies the sequence

$$0 \longrightarrow B_iA_n \longrightarrow B_{i+1}A_n \longrightarrow B_iA_{n-1} \longrightarrow 0$$

is a split short exact sequence, thus $B_{i+1}A_n \cong B_iA_n \oplus B_iA_{n-1}$. By induction and Theorem 1.1,

$$A_n = B_nA_n \cong \bigoplus_{i=1}^{n} NA_i \oplus_{\square (\{1\}^n, [1]^i)},$$

where $|\square (\{1\}^n, [1]^i)|$ is the number of maps $[1]^n \to [1]^i$ in $\square$ generated by degeneracy and negative connection maps. (Once again, Theorem 1.1 allows us to identify the inclusion given abstractly by the splitting lemma with the explicit construction taking $x$ in the summand corresponding to $\alpha \in \square (\{1\}^n, [1]^i)$ to $x\alpha$.) An explicit formula for this is

$$|\square (\{1\}^n, [1]^i)| = \sum_{j=0}^{n-i} \binom{n}{j} \binom{n-j-1}{n-j-k}.$$

In particular,

$$A_n \cong NA_n \oplus \left( \bigoplus_{i=1}^{n-1} \left( NA_i \oplus_{\square (\{1\}^n, [1]^i)} \right) \right).$$

By construction, the image of the right summand inclusion $\bigoplus_{i=1}^{n-1} NA_i \oplus_{\square (\{1\}^n, [1]^i)} \hookrightarrow A_n$ is contained in subgroup $DA_n$. It suffices to show the reverse inclusion. Given $x \in A_{n-1}$, we may write

\begin{equation*}
  x = y + \sum_{i=1}^{n-2} \sum_{\alpha \in \square (\{1\}^{n-1}, [1]^i)} y_\alpha \alpha,
\end{equation*}

where $y \in NA_{n-1}$ and $y_\alpha \in NA_i$ for each $\alpha \in \square (\{1\}^{n-1}, [1]^i)$. For $j \in \{1, \ldots, n\}$, we have that $x\sigma_j = \sum y_\alpha \alpha \sigma_j$, which shows that $x\sigma_j$ indeed lies in the image of the inclusion $\bigoplus_{i=1}^{n-1} NA_i \oplus_{\square (\{1\}^n, [1]^i)} \hookrightarrow A_n$, since each $y_\alpha$ is an element of some $NA_i$. A similar argument shows that, for $k \in \{1, \ldots, n-1\}$, the $n$-cube $x\gamma_k \in A_n$ also lies in the image of the inclusion.

**Remark 4.9.** For cubical sets with positive connections, an altered definition of $NA_\bullet$ which allows the $\partial_{n,1}\cdot$-face to be non-zero (and not the $\partial_{n,0}\cdot$-face) yields the analogous result

$$A_n \cong NA_n \oplus (DA_n + D_+A_n).$$

Using Theorem 4.8, we may prove Theorem 4.1.

**Proof of Theorem 4.1.** Applying the second isomorphism theorem to Theorem 4.8 gives a chain complex isomorphism

$$A_\bullet/DA_\bullet \cong NA_\bullet.$$

This statement then follows from Lemma 4.7. \qed
Remark 4.10. The proof of Theorem 4.1 relies on quotienting by one connection when defining the Moore complex (as mentioned in Remark 3.7). In the case of quotienting by positive connections, an analogous proof applies (Remark 4.9). When quotienting by both connections, one may want that
\[ A_n = NA_n \oplus (D_\sigma A_n + D_\gamma A_n + D_\sigma \gamma A_n). \]

However, this is false since the intersection \( NA \cap (D_\sigma A_n + D_\gamma A_n + D_\sigma \gamma A_n) \) may be non-empty. This is the case for \( A = F\mathbb{C}^1 / F\{0\} \), since \( \sigma_2^2 + \sigma_3^2 - \gamma_{1,1}^2 - \gamma_{1,0}^2 \in (F\mathbb{C}^1 / F\{0\})_2 \) is a square whose faces are all zero. Note that the Hurewicz theorem (Theorems 4.15 and 4.16) still holds in this case since the associated homologies are isomorphic (Remark 3.9).

Having established these facts, we can now move towards defining the Hurewicz homomorphism and proving the Hurewicz theorem. The key ingredient in our approach is a natural transformation \( (\text{Remark 3.9}). \)

We shall now define a map \( \alpha_X: UF \Omega \to \Omega UF \) which we now define.

For a pointed Kan complex \( (X, x) \), define a map \( \alpha_X: UF\Omega X \to \Omega UF X \) by regarding a linear combination \( \sum a_i f_i \) of \( n \)-cubes \( f_i \in (\Omega X)_n \) as a linear combination of \( (n + 1) \)-cubes of \( X \) whose \( \partial_{1,0} \) and \( \partial_{1,1} \)-face are degenerate at \( x = 0 \). The map \( \alpha_X \) satisfies the following properties.

**Proposition 4.11.** Let \( X \) be a pointed Kan complex.

1. The map \( \alpha_X: UF\Omega X \to \Omega UF X \) is natural in \( X \).
2. The map \( \alpha_X: UF\Omega X \to \Omega UF X \) is a monomorphism.
3. The triangle

\[
\begin{CD}
UF\Omega X @>{\alpha_X}>> \Omega UF X \\
\Omega X @>{\eta}>> \Omega X \\
\end{CD}
\]

commutes.

**Proof.** Items 1 and 3 are clear by definition. For item 2, observe that the image of the basis cubes \( (\Omega X)_n \subseteq (UF\Omega X)_n \) under \( (\alpha_X)_n: (UF\Omega X)_n \to (\Omega UF X)_n \) is a set of linearly-independent \( (n + 1) \)-cubes of \( UF X \).

**Proposition 4.12.** Let \( X \) be a Kan complex. If, for some \( n \geq 0 \) and \( x \in X_0 \), we have that \( X \) has a single \( k \)-cube \( X_k = \{ x\alpha^k \} \) for all \( 0 \leq k \leq n \) then the map

\[
(\alpha_X)_k: (UF\Omega X)_k \to (\Omega UF X)_k
\]

is a bijection for \( 0 \leq k \leq n + 1 \).

**Proof.** The map \( \alpha_X \) is monic by Proposition 4.11, thus it suffices to show surjectivity. For \( k \leq n - 1 \), this is immediate since \( (\Omega UF X)_k \) is a singleton set. For \( k = n \), this holds since \( (\Omega X)_n \) contains all \( (n + 1) \)-cubes of \( X \) by assumption. For \( k = n + 1 \), fix \( \sum_{i=1}^m a_i x_i \in (\Omega UF X)_{n+1} \). By definition of the loop space, \( \sum_{i=1}^m a_i x_i \) is an \( (n + 2) \)-cube of \( FX \) whose \( \partial_{1,0} \) and \( \partial_{1,1} \)-faces are 0. We apply Theorem 4.8 and write

\[
\sum_{i=1}^m a_i x_i = \sum_{i=1}^{m_1} b_i y_i + \sum_{i=1}^{m_2} c_i z_i \sigma_i + \sum_{i=1}^{m_3} d_i w_i y_{i,0}.
\]
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where $\sum_{i=1}^{m_1} b_i y_i \in N(FX)_{n+2}$ and $\sum_{i=1}^{m_2} c_i z_i \sigma_i + \sum_{i=1}^{m_3} d_i w_i y_{i,0} \in D(FX)_{n+2}$. The $\partial_{i,0}$- and $\partial_{i,1}$-faces of $\sum_{i=1}^{m_1} b_i y_i$ are 0 by assumption. Thus,

$$0 = \sum_{i=1}^{m_1} c_i z_i \sigma_i \partial_{i,0} + \sum_{i=1}^{m_3} d_i w_i y_{i,0} \partial_{i,0} = \sum_{i=1}^{m_2} c_i z_i \sigma_i \partial_{i,1} + \sum_{i=1}^{m_3} d_i w_i y_{i,0} \partial_{i,1}.$$ 

For $i \geq 2$, cubical identities give that

$$z_i \sigma_i \partial_{i,0} = z_i \partial_{i,0} \sigma_{i-1} = 0 \sigma_{i-1} = 0.$$

A similar calculation gives that $z_i \sigma_i \partial_{i,1}, w_i y_{i,0} \partial_{i,0}, w_i y_{i,1} \partial_{i,1} = 0$ for $i \geq 2$. Thus, we have

$$b_i y_i \sigma_i \partial_{i,0} + c_i z_i y_{i,0} \partial_{i,1} = 0 = b_i y_i \sigma_i \partial_{i,1} + c_i z_i y_{i,1} \partial_{i,1}.$$

Applying cubical identities to the equality on the right gives $z_1 = 0$, thus $y_1 = 0$. That is, the $\partial_{i,0}$- and $\partial_{i,1}$-faces of

$$\sum_{i=1}^{m_2} c_i z_i \sigma_i + \sum_{i=1}^{m_3} d_i w_i y_{i,0} \partial_{i,1}$$

are 0. Therefore, $\sum_{i=1}^{m} a_i x_i \in (U \Omega X)_{n+1}$.

**Corollary 4.13.** Let $X$ be a pointed Kan complex. For $n \geq 1$, if $X$ is $n$-connected then

$$\alpha_X : U \Omega X \rightarrow \Omega UFX$$

is $n$-connected.

**Proof.** When $X$ has a single $k$-cube for all $0 \leq k \leq n$, this follows by Proposition 4.12. For an arbitrary $X$, consider the maximal subcomplex $Y \subseteq X$ which has a single $k$-cube for all $0 \leq k \leq n - 1$. That is,

$$Y_k := \begin{cases} \{ x \sigma^{n-k} \} & k < n \\ \{ y \in X_k \mid y \partial_{i_1}^k \cdots \partial_{i_{k-n}}^n \in X_{n-1} \text{ for all } \partial_{i_1}^k \cdots \partial_{i_{k-n}}^n : \square^n \rightarrow \square^k \} & k \geq n. \end{cases}$$

This subcomplex is homotopy equivalent to $X$ by [CK22, Thm. 4.10] and has a single $k$-cube for all $0 \leq k \leq n$.

**Definition 4.14.** For a pointed Kan complex $X$, the Hurewicz homomorphism is the composite

$$\pi_n X \xrightarrow{\pi_n \eta_X} \pi_n UFX \cong \tilde{H}_n X$$

of $\pi_n : \text{cSet,} \rightarrow \text{Grp}$ applied to the unit map $\eta_X : X \rightarrow UFX$ with the isomorphism in Theorem 4.1.

We now prove the Hurewicz theorem for the case of $(0\text{-})$connected cubical Kan complexes.

**Theorem 4.15.** For a $(0\text{-})$connected pointed Kan complex $(X, x)$, the Hurewicz homomorphism

$$\pi_1 (X, x) \rightarrow \tilde{H}_1 (X, x)$$

is surjective. Moreover, its kernel is the commutator $[\pi_1 (X, x), \pi_1 (X, x)]$.

**Proof.** It suffices to show the map $\pi_0 \Omega \eta_X : \pi_0 \Omega X \rightarrow \pi_0 \Omega UFX$ is surjective and that the pre-image of $[0]$ is $[\pi_1 X, \pi_1 X]$.

Proposition 4.11 gives that the diagram

$$
\begin{array}{ccc}
\Omega X & \xrightarrow{\alpha_X} & \Omega UFX \\
\downarrow{\eta_{\Omega X}} & & \downarrow{\alpha_X} \\
UF \Omega X & \xrightarrow{\eta_X} & UF \Omega X
\end{array}
$$
commutes. Applying $\pi_0$ to this diagram, we obtain:

\[
\begin{array}{ccc}
\pi_0\eta_{\Omega X} & \xrightarrow{\pi_0 UF\Omega X} & \pi_0 \Omega X \\
\pi_0\Omega X & \xrightarrow{\eta_{\Omega X}} & \pi_0 UFX
\end{array}
\]

Corollary 4.13 gives that the right map is a bijection. From this, it suffices to show the left map $\pi_0\eta_{\Omega X}$ is surjective and the preimage of $x\sigma_1^1$ is the commutator $[\pi_1 X, \pi_1 X]$.

Each basis cube is in the image of $\eta_{\Omega X}: \Omega X \to UF\Omega X$. Surjectivity then follows from Proposition 4.2.

To determine the pre-image of $x\sigma_1^1$, we first note that $[\pi_1(X, x), \pi_1(X, x)]$ is contained in this pre-image by Corollary 4.3. Showing the reverse inclusion, if $[a] \in \pi_0\Omega X$ is such that $[a] = [x\sigma_1]$ in $\pi_0 UF\Omega X$, then there is an element $\sum_{i=1}^n c_i u_i \in FX_2$ whose $\partial_{2,0}$-face is $a$ and whose other faces are $x\sigma_1$. For $c_i \neq -1, 1$, we write $c_i u_i$ using multiple sums so, without loss of generality, we may assume $c_i = \pm 1$ for all $i = 1, \ldots, n$. As $\sum_{i=1}^n c_i u_i \partial_{2,0} = x\sigma_1$, uniqueness of linear combinations gives that, for each term $u_j$, there is a term $u_k$ such that $u_j \partial_{2,1} = u_k \partial_{2,1}$ and $c_j = -c_k$. As $\sum_{i=1}^n c_i u_i \partial_{2,0} = a$, we have that for each term $u_j$, there is a term $u_k$ such that $u_j \partial_{2,0} = u_k \partial_{2,0}$ and $c_j = -c_k$ except for some $u_i$ such that $u_i \partial_{2,0} = a$ and $c_i = 1$. It follows that $\prod_{i=1, \ldots, n} [u_i \partial_{2,0}]^{c_i} = [a]$ and $\prod_{i=1, \ldots, n} [u_i \partial_{2,1}]^{c_i} = [x\sigma_1^1]$ in the abelianization $\pi_1 X / [\pi_1 X, \pi_1 X]$. As the $\partial_{1,0}$- and $\partial_{1,1}$-faces of each $u_i$ are $x\sigma_1$, we may horizontally compose the squares $u_i, \ldots, u_n$ to obtain a square $u \in X_2$ such that

\[
\begin{align*}
[u \partial_{1,0}] &= [x\sigma_1^1] \\
u \partial_{2,0} &= \prod_{i=1, \ldots, n} [u_i \partial_{2,0}]^{c_i} \\
u \partial_{2,1} &= \prod_{i=1, \ldots, n} [u_i \partial_{2,1}]^{c_i}.
\end{align*}
\]

This square witnesses the equality $\prod_{i=1, \ldots, n} [u_i \partial_{2,0}]^{c_i} = \prod_{i=1, \ldots, n} [u_i \partial_{2,1}]^{c_i}$. This implies that $[a] = [x\sigma_1^1]$ in the abelianization, thus $[a]$ lies in the commutator subgroup $[\pi_1 X, \pi_1 X]$. □

The result for $(n - 1)$-connected Kan complexes follows.

**Theorem 4.16.** Let $(X, x)$ be a pointed Kan complex. For $n \geq 2$, if $X$ is $(n - 1)$-connected then the Hurewicz homomorphism

\[
\pi_n(X, x) \to \tilde{H}_n(X, x)
\]

is an isomorphism.

**Proof.** It suffices to show $\pi_0\Omega^n\eta_X: \pi_0\Omega^n X \to \pi_0\Omega^n UFX$ is a bijection. The diagram

\[
\begin{array}{ccc}
\Omega^n X & \xrightarrow{\Omega^n \eta_X} & \Omega^n UFX \\
\downarrow & & \\
\Omega^n \Omega^{n-1} X & \xrightarrow{\Omega^n \Omega^{n-1} \eta_X} & \Omega^n \Omega^{n-1} UFX \\
\downarrow & & \\
\vdots & & \\
\Omega^2 \Omega^{n-2} X & \xrightarrow{\Omega^2 \Omega^{n-2} \eta_X} & \Omega^2 \Omega^{n-2} UFX \\
\downarrow & & \\
\Omega \Omega^{n-1} X & \xrightarrow{\Omega \Omega^{n-1} \eta_X} & \Omega \Omega^{n-1} UFX \\
\downarrow & & \\
\Omega^{n-1} X & \xrightarrow{\Omega^{n-1} \eta_X} & \Omega^{n-1} UFX
\end{array}
\]
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commutes by repeated application of Proposition 4.11. Applying $\pi_0$, each map on the right side of the diagram

\[
\begin{array}{c}
\pi_0\Omega^nX \\
\downarrow \pi_0\Omega^n\eta_X \\
\pi_0\Omega^n\Omega^n-1X \\
\downarrow \pi_0\Omega^n\eta_{\Omega^n-1X} \\
\pi_0\Omega^nUF\Omega^n-1X \\
\downarrow \pi_0\Omega^n\eta_{\Omega^n-1X} \\
\pi_0\Omega^nU\Omega^n-2X \\
\downarrow \pi_0\Omega^n\eta_{\Omega^n-3X} \\
\vdots \\
\pi_0\Omega^nUFX \\
\end{array}
\]

is a bijection by Corollary 4.13. The left map $\pi_0\Omega\eta_{\Omega^n-1X}$ is the Hurewicz homomorphism applied to the 0-connected Kan complex $\Omega^{n-1}$. By Theorem 4.15, this map is surjective and its kernel is the commutator $[\pi_1\Omega^{n-1}X, \pi_1\Omega^{n-1}X]$. This commutator is trivial as $\pi_1\Omega^{n-1}X \cong \pi_n(X, x)$ is abelian by [CK22, Cor. 4.3]. Thus, the bottom map $\pi_0\Omega^n\eta_X$ is a bijection.

This completes the proof of the Hurewicz theorem. We conclude by discussing the difficulties one might encounter trying to adapt this approach to the simplicial setting.

**Remark 4.17.** The key feature of cubical sets that makes this proof possible is the fact that the $n$-cubes of $\Omega X$ are just certain $(n+1)$-cubes of $X$ itself. By contrast, one typically defines the loop space of a simplicial pointed Kan complex $X$ by

$$
\Omega(X, x) = \{ s : \Delta^1 \times \Delta^n \to X \mid s|_{(x)} \times \Delta^n = x \text{ for } \varepsilon = 0, 1 \}.
$$

In particular, a single $n$-simplex consists of a collection of $2n$ simplices of $X$ of dimension $(n + 1)$, subject to the appropriate compatibility conditions. As a result, simplicial proofs of an analogous fact need to either involve more sophisticated combinatorics [May67, Thm. 13.6] or rely on other less elementary tools, e.g., Serre spectral sequence (cf. [GJ99, Thm. III.3.7]).
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