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Abstract—The advent of a panoply of resource limited devices opens up new challenges in the design of computer vision algorithms with a clear compromise between accuracy and computational requirements. In this paper we present new binary image descriptors that emerge from the application of triplet ranking loss, hard negative mining and anchor swapping to traditional features based on pixel differences and image gradients. These descriptors, BAD (Box Average Difference) and HashSIFT, establish new operating points in the state-of-the-art’s accuracy vs. resources trade-off curve. In our experiments we evaluate the accuracy, execution time and energy consumption of the proposed descriptors. We show that BAD bears the fastest descriptor implementation in the literature while HashSIFT approaches in accuracy that of the top deep learning-based descriptors, being computationally more efficient. We have made the source code public.[4]
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I. INTRODUCTION

LOCAL image description represents salient image regions in an invariant way to unwanted image transformations such as viewpoint changes, lighting conditions blur or camera noise. This is a basic step in the pipeline of computer vision applications in robotics [1], [2], [3], [4]. Performing this process efficiently, fast and with low energy consumption, is also important for the quality of the final application. However there is a trade-off between efficiency and the robustness of the descriptor, because the simpler the descriptor the less invariant to the image transformations.

Local descriptors are typically vectors of floating point [5], [6], [7], [8] or binary [9], [10], [11], [12], [13], [14], [15], [16] values that are invariant to many image transformations. Binary descriptors, the subject of this paper, are widely used in the context of resource limited devices, given their superior matching efficiency. The most accurate approaches are based on Deep Neural Nets (DNN) [16], that, in practical situations, provide a meager gain in accuracy at the price of a sharp increase in computational requirements [17]. Hence, in a real application, it is fundamental to balance the accuracy and computational requirements of the adopted solution. This is the reason why conventional descriptors such as ORB [10] and SIFT [5], [18] are still widely used in practical applications. The former because it is computational efficiency, and the latter because of the compromise between accuracy and efficiency.

Our goal in this paper is to provide the robotics community with new computationally efficient binary descriptors (see Fig. 1). To this end we revisit efficient traditional local image features in combination with recent descriptor learning techniques. We borrow from the Deep Learning (DL) literature learning techniques such as Triplet Ranking Loss (TRL) and Hard Negative Mining (HNM) with anchor swap. The former brings different descriptions of the same scene point closer [6]. The latter challenges the TRL with different scene points that have the closest description [8].

We apply these techniques to descriptors based on pixel differences. To learn its parameters, we propose a novel feature selection approach that efficiently searches for the best Box Average Difference (BAD) of two pixels by optimizing the TRL. The resulting BAD descriptors significantly outperform ORB’s accuracy (see Fig. 1). We also revisit the binarization of SIFT by learning a linear hashing projection that optimizes the TRL. We name this more accurate binary descriptor HashSIFT.

In our experiments we evaluate the accuracy, execution time and energy consumption of the proposed descriptors. We show that they are the most accurate when confronted with competing techniques with similar computational requirements (see Fig. 1). They provide new operation points on the accuracy vs.
resources trade-off curve, a useful tool when running computer vision applications with a tight energy budget. Using the most efficient BAD implementation we increase in more than 3 points the mAP in solving a planar image registration problem with OpenCV's ORB and reduce in about 30% the estimation time. For the same problem, HashSIFT performs on par with the top DL descriptors, being more efficient.

In summary, in this paper we use recent optimization techniques based on TRL with HNM and anchor swap to contribute with

- BAD, a fast binary descriptor based on pixel differences. To this end we propose an efficient algorithm for searching in the space of scales of pixel values (box size) and intensity biases.
- HashSIFT, a binary descriptor based on image gradients, with better accuracy than SIFT.

II. RELATED WORK

The computational performance of a local descriptor depends to a great extent on the underlying local image feature. Fig. 1 shows the existence of three clusters around roughly $10^1$, $10^2$ and $10^3$ milliseconds per frame (mspf) description time, depending respectively on whether the approach uses pixel gray value differences, image gradients or convolutional features. We organize our literature review around this key feature.

The fastest local features are based on differences of pixel gray values. BRIEF [9], ORB [10], LDB [12], BOLD [13], LATCH [15], FREAK [19], BRISK [20] and BEBLID [21] are the most efficient in the literature. BRISK uses a fixed grid of binary tests, while BRIEF samples a random pattern, around the detected interest point. Other approaches use a greedy procedure to uncorrelate their features (e.g. ORB, FREAK, LATCH), whereas BOLD uses an online procedure to select the most robust features for each patch. LDB [12] compares intensities and gradients obtained from the integral image. ORB is still extensively used [1], [2], [3] as a local image descriptor. This is because its efficiency enables the processing of images in very few milliseconds on a CPU and the gains in accuracy achieved by more recent approaches do not pay off the computational cost they require. Alternative and computationally more expensive binary descriptors are based on pixel gradients, OptConv [22], BinBoost [14], and RFD [23]. OptConv selects its features by optimizing a loss based on a quartet of patches. BinBoost, LDB and BEBLID use pairs of similar and dissimilar patches to solve a classification problem with an exponential loss. The TRL used in BAD outperforms the pairwise loss because it is closely related to the image matching problem.

Descriptors using image gradient features are roughly one order of magnitude slower, but represent a good compromise between accuracy and computational efficiency. SIFT [5] is the most representative descriptor in this group. Although it was introduced more than twenty years ago, in practical situations it has remarkably stood the test of time [17]. SURF [24] approximates the first and second order derivatives with the integral image, that we also use to speed up our box differences. Both approaches produce a descriptor based on a histogram of gradient orientations. A key performance improvement for histogram-based representations is using the Hellinger distance to produce the so-called RootSIFT descriptor [18]. BiSIFT [25] binarizes SIFT with a hand-crafted set of bin comparisons, inspired by BisGLOH2 [26]. In HashSIFT we also binarize SIFT by learning a linear projection that optimizes a TRL with HNM and anchor swap, that provides a better solution. LDAHash [17] was an earlier attempt with the same aim. In [27] they propose a hashing approach based on metric learning in the hamming space. They show the superiority of TRL over pairwise losses. FastHash [28] uses graph cuts to determine the binary codes and model their prediction as a classification problem. In BAD, we also use a greedy feature selection algorithm like FastHash. Instead of extracting a large pool of features, we only use grayscale differences thresholded to obtain the descriptor bits. Further, we let the optimization choose the best hash codes to represent the data, instead of forcing the learner to use a predefined set.

DL models produce binary descriptors with the best accuracy, but with a high computation cost. L2Net [2] is a well-known approach using a fully convolutional architecture. Tfeat [6] proposes a simpler convolutional neuronal network with 2 layers and 64 channels trained using anchor swap negative mining. Changing the sampling strategy by a hardest in batch, HardNet [8] achieves even better results with an L2Net architecture. DOAP [29] changes the loss to directly optimize the mean Average Precision (mAP). Other methods such as DCBD-MQ [30], DeepBit [31] or GraphBit [32] learn the binary codes in an unsupervised way. The state of the art in binary description is CDBin [16]. It uses five convolutional layers with 128 channels to optimize a TRL with extra restrictions in the correlation, quantization and distribution of the resulting bits. Despite the prohibitive cost of deep models in mobile devices, some of the ideas used to improve their performance may also be used in the context of more efficient traditional descriptors [33]. Our proposal in this paper follows this line of action.

III. LEARNING EFFICIENT LOCAL DESCRIPTORS

In this section we describe the methodological foundation of our proposed descriptors.

A. Box Average Difference descriptor (BAD)

We introduce a greedy procedure to select an uncorrelated set of pixel differences that discriminate between similar and different image patches. Our binary weak-descriptor $h(x; f, \theta) = \{+1 \text{ if } f(x) \leq \theta; -1 \text{ otherwise}\}$ is a decision stump on $f(x; u_1, u_2, s)$, a feature computed from the difference of the average gray values of two boxes of size $s$ centered in pixels $u_i$ of patch $x$. It approximates the image gradient at a given direction and scale, and it can be efficiently computed using integral images [21]. Learning the size of the box lets the feature adapt to the best scale to describe the patch. By selecting the optimal threshold, $\theta$, we drive the average feature value to zero. This, together with the TRL introduced next, will enable us to binarize our descriptor by just zero thresholding.
Our goal is to select from a very large pool of candidates features a subset that discriminates between same and different image patches. The selected weak-descriptors can be arranged in a vector \( h(x) = [h_1(x), \ldots, h_K(x)]^\top \) resulting in a binary descriptor. Let \( S(x, y) = h(x)^\top h(y) \) be the similarity between the binary descriptors of patches \( x \) and \( y \). \( S(x, y) \) is positive if most weak-descriptors for both patches have the same sign and negative otherwise.

Let \( T = \{ (a_i, p_i, n_i) \}_{i=1}^N \) be a set of \( N \) patch triplets. All patches have been re-scaled to the same size, \( 32 \times 32 \) pixels, where \( a_i \) is the anchor patch, \( p_i \) is a positive (i.e. same scene point as the anchor) and \( n_i \) is a negative patch w.r.t. \( a_i \) (i.e. different scene point). We use \( T \) to find \( K \) features that minimize

\[
L_{fs} = \sum_{i=1}^N \left[ \tau - S(a_i, p_i) + S(a_i, n_i) \right]_+ ,
\]

where \([ \cdot ]_+ = \max(0, \cdot)\) is the TRL with margin \( \tau \).

We minimize Eq. (1) incrementally in a greedy fashion where the \( t \)-th weak-descriptor is chosen taking into account the \( t - 1 \) previously selected. Thus, the optimization problem we solve is given by \( h^*_t = \arg\min_{h_t} L_{h_t} \).

\[
L_{h_t}(T, \theta) = \sum_{i=1}^N \left[ \tau - S^{(t-1)}(a_i, p_i) - h_t(a_i)h_t(p_i) \\
+ S^{(t-1)}(a_i, n_i) + h_t(a_i)h_t(n_i) \right]_+ ,
\]

where \( S^{(t-1)}(x, y) \) is the similarity computed with the first \( t - 1 \) elements.

**Algorithm 1** Feature selection algorithm

**Input:** \( P \), patches with 3D point class label

**Output:** \( h = [h_1, \ldots, h_K] \)

1: \( h := \emptyset \)
2: for all \( k = 1, \ldots, K \) do
3: \( T := \text{sampleTriplets}(P, N) \)
4: \( F := \text{sampleFeatures()} \)
5: \( L^* := \infty, \theta^* := -\infty \)
6: for all \( j = 1, \ldots, J \) do
7: \( \theta_j, L_j := \text{findThreshold}(T, f_j(\cdot), L_{h_t}(\cdot)) \)
8: if \( L_j < L^* \) then
9: \( L^* := L_j; f^* := f_j; \theta^* := \theta_j \)
10: end if
11: end for
12: \( h_k := \{+1 \text{ if } f^*(x) \leq \theta^*; -1 \text{ otherwise} \} \)
13: \( h := h \cup h_k \)
14: end for
15: return \( h \)

In Algorithm 1 we show the steps involved in each iteration of the optimization. The input is the set of training image patches and labels, \( P = \{ (x_i, l_i) \}_{i=1}^M \), where label \( l_i \) is the 3D point index of \( x_i \). At the beginning of each iteration the set of training patches, \( P \), is sampled to form a set of triplets, \( T = \{ (a_i, p_i, n_i) \}_{i=1}^N \) using HNM [8] and anchor swap [6]. We also sample a random set of \( J = 1000 \) candidate features at each iteration, \( F = \{ f_j(x) \}_{j=1}^J \), from which we select the feature with the lowest \( L_{h_t} \). The scale selection is done implicitly because the function \( \text{sampleFeatures} \) in line 4 of Alg. 1 samples boxes at all possible scales.

This feature selection method does not force each bit to have zero mean and be uncorrelated. However, these properties emerge when we optimize Eq. 2, since for most weak-descriptors the largest loss decrease is achieved by evenly assigning -1 and 1 values to the triplet samples so that \( \mathbb{E}_{x \in T}(h_t(x)) \approx 0 \).

Given a candidate feature, \( f(x) \), a critical step in the algorithm is selecting the threshold, \( \theta \), with the lowest \( L_{h_t} \). To this end, in Algorithm 2 we introduce a procedure to efficiently estimate the optimal \( \theta \). Our method is a generalization of that in [14] for any triplet-based loss. It sorts the feature values, \( f(x) \), for all patches in \( T \) and shifts the threshold from the lowest to the highest value. As we show in Fig. 2 the loss changes only when \( \theta \) goes beyond any patch \( f(x) \) value. Thus, at that point we can compute the change (increase or decrease) in \( L_{h_t} \). If we initialize the accumulated loss with the value achieved with the smallest threshold, the minimum of the cumulative sum of loss changes \( \Delta L \), represented in the upper part of Fig. 2 with the color bars (the redder the lower the loss function and the bluer the higher), will produce the best \( \theta^* \).

Let \( P \) be the number of patches in \( T \). Brute force search would threshold candidates between each pair of consecutive feature values and iterate over all the patches to compute \( L_{h_t} \), resulting in \( O(P^2) \) complexity. On the other hand, the sorting in line 11 of Algorithm 2 dominates the complexity, being \( O(P \log P) \). If we fix a minimum precision for \( \theta^* \) we can speed up this process using integer sorting, that is \( O(P + m) \), where \( m \) is the size of the search region divided between the desired precision. For example, with BAD, the search space...
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B. Binarizing SIFT

If more computational power is available, we can use gradient orientations instead of grayscale differences. The well-known SIFT features are powerful, but also highly correlated and with non-zero mean, since it is a histogram. Thus, in this section we devise a method to learn a linear hashing method that fixes these issues before binarization.

Let \( f(\mathbf{x}) = [f_1(\mathbf{x}), \cdots, f_K(\mathbf{x})]^\top \) be the vector of real valued features provided by SIFT. We estimate matrix \( B \) to produce the binary descriptor \( \mathbf{D}(\mathbf{x}) = \text{sgn}(B[ f(\mathbf{x})^\top, 1]^\top) \).

For training, we approximate \( \hat{\mathbf{D}}(\mathbf{x})= \text{tanh}(B[ f(\mathbf{x})^\top, 1]^\top) \) and find \( \hat{B} = \arg \min_B \mathcal{L}_B \), where

\[
\mathcal{L}_B = \sum_{i=1}^{N} \left[ \tau - \hat{\mathbf{D}}(\mathbf{x}_i)^\top \mathbf{D}(\mathbf{x}_i) + \hat{\mathbf{D}}(\mathbf{x}_i)^\top \hat{\mathbf{D}}(\mathbf{n}_i) \right]_+. \tag{3}
\]

We minimize \( \mathcal{L}_B \) with stochastic gradient descent using Adam with learning rate 0.0002. We randomly initialize the elements of \( B \) with a Gaussian distribution, \( N(0, 0.25) \). At each iteration \( \mathcal{P} \) is sampled randomly to form a batch of triplets, \( T = \{(a_i, p_i, n_i)\}_{i=1}^{\mathcal{N}} \), using HNM and anchor swap. To prevent over-fitting we use data augmentation adding a small random rotation, scale, illumination change, blurring and pixel Gaussian noise to each patch. Since this optimization process is a continuous version of that presented in section II-A \( B \) transforms SIFT into a set of uncorrelated values with a median close to 0, so it can be trivially binarized.

IV. EXPERIMENTS

We evaluate our descriptors with the Brown [35], Oxford [36] and Hpatches [37] data sets and on a real Structure from Motion (SfM) problem [17]. We also compare the execution time on a laptop and two smartphone CPUs following [21]. We train our descriptors with the Liberty data set [35] as is common in the literature. For LDAHash, Tfeat-m*, CDbin, DOAP, LDB, BiSIFT and BEBLID we use the implementation provided by the authors, for the other methods we use OpenCV [38]. Our descriptors are implemented in C++ with Python wrappers.

We perform our evaluation in two dimensions: description accuracy and computational efficiency. To have a fair comparison in this domain we organize the experimentation in groups, depending on the underlying image feature, since, as discussed in the previous section, it determines the computational complexity of the descriptor. The first group clusters techniques based on pixel differences. The second group includes approaches using image gradients. Finally, in the third group we represent DL based techniques. Tfeat-m* is chosen because it is the simplest and most efficient model, Hardnet and DOAP respectively as representative top floating point and binary descriptors, and CDbin because it is the most accurate binary descriptor. Within each group first, second and third ranked results are shown respectively in blue, green and red colors.

A. Ablation Study

Some efficient detectors, such as BinBoost, LATCH or BEBLID, are trained with a binary classification loss defined over pairs of patches. However, in the area of DL, there is solid recent evidence in favor of a binary threshold [20]. In our analysis we also include the use of binary loss to confirm that for our descriptors the TRL also obtains better results.

Table I shows the contribution of each component in the design of BAD. As a baseline we select ORB [10], a descriptor based on the difference of pairs of pixel values after smoothing the image with a 5x5 box filter. These features are equivalent to BAD features with \( s = 5 \) and \( \theta = 0 \). This baseline reaches 15.30 mAP in the Hpatches image matching task. By changing the feature selection to a binary classification loss the mAP improves in 1.35 mAP points. If we include a learned threshold, \( \theta \), we get a significant improvement of 3.3 points in mAP. If we use the TRL we get 1.72 additional points. Learning the feature scale the mAP increases again in 0.28 points. Finally applying data augmentation we get an additional 0.24 points increase. In summary, the most important components of our methodology are learning the feature threshold, \( \theta \), that increases the accuracy and drives to zero its mean value, and the TRL, that models the asymmetric nature of the matching problem. Note that binary classification loss (with AdaBoost) and learned threshold are the key elements that were used in BEBLID. Thus, when changing the loss to TRL and adding anchor swap and box data augmentation, we
TABLE I
BAD ABLATION STUDY IN THE IMAGE MATCHING TASK OF HPATCHES \(^{32}\).

| Method | Binary classif. | Learned Thr (\(\theta\)) | Triplet Ranking Loss | Box Scale selection | Data Aug | Matching mAP |
|--------|----------------|--------------------------|----------------------|--------------------|---------|-------------|
| ORB    | ✓              | ✓                        | ✓                    | ✓                  | ✓       | 19.95       |
| Tfeat-m* \([6]\) | ✓ | ✓ | ✓ | ✓ | ✓ | 22.19 |

improve the results of BEBLID from 19.95 to 22.19 mAP. This is a significant improvement and makes clear the difference between BEBLID and BAD.

In Table II we show the ablation study for HashSIFT. In this case if we optimize the typical binary classification loss we get 28.64 mAP. With a TRL and HNM we get an improvement of 2.34 points in mAP. Finally, data augmentation gives us 1.26 additional points. This also confirms that, for hashing, the TRL with HNM is the key ingredient to achieve top accuracy.

B. Brown data set

The Brown data set \([35]\) contains patches detected with Difference of Gaussians (DOG) in three scenes: Liberty, Notredame and Yosemite. Patches are distributed into corresponding and non-corresponding pairs. The ability to solve this classification problem is evaluated using the False Positive Rate at 95% of True Positive Rate (FPR-95). This metric is good for patch verification but it is far from the optimal operation point for image matching problems, due to the large number of negatives and the cost of False Positives.

The third and fourth columns of Table III show the results on Brown. In the first group of approaches, based on pixel differences, both BAD incarnations, with 256 and 512 bits, achieve the best accuracy, with the lowest FPR-95.

In the second group of features in Table III our hashing technique uncorrelates SIFT producing the best gradient-based binary descriptor, outperforming the floating-point RootSIFT by a large margin in the patch verification problem as well as the other SIFT binarizations. Here LDAHash has the worst results because it was tuned for patch retrieval and image matching.

Finally, in the third group, the best DL binary descriptor is CDBin, but at the price of spending much more computation and energy (see Table V). Here, however, the performance of the best floating-point descriptor, Hardnet, is significantly better.

C. Oxford data set

The Oxford data set \([36]\) contains images of 8 planar scenes with varying perspective, blurring, scale, rotation, illumination and JPEG compression level. We use OpenCV’s SIFT (DoG) detector and crop each feature in a patch of width 6.75 times the diameter of the detected region. We describe each region and match them using Nearest-Neighbors. To compute the mean Average Precision (mAP) we produce a Precision-Recall curve varying the matching distance threshold between the first image of each sequence and the rest (see fifth column of Table III).

BAD beats all its competitors in the first group by a significant margin. Within the gradient based descriptors group, RootSIFT (RSIFT) has the best accuracy, however with a floating-point descriptor. HashSIFT-512 (bits) and HashSIFT-256 (bits) are in second and third positions. Concerning DL descriptors we can see that, for this planar matching problem where the appearance change of points is limited, the extra learning capacity provided by DL is useless and gradient based descriptors are on par with them (HardNet 63% mAP vs. RSIFT 64.13% or HashSIFT-512 62.21%). However, DL methods are at least one order of magnitude slower (see Sec. IV-F and Fig. 1).

D. Hpatches

Hpatches \([37]\) evaluates the mAP in three different tasks: patch verification, image matching and patch retrieval. In Fig. 5 we show the results for the three descriptor groups. Methods based on pixel differences are displayed in shades of blue, image gradients in red-orange and DL ones in gray.

In the verification problem, with 80% negatives and 20% positives, BAD and HashSIFT are ranked right after DL ones. BAD-512 improves not only all the efficient methods but also the gradient-based ones.

In the matching problem, if we consider the binary descriptors, CDBin, 44.56% mAP, is the top performer. The third is HashSIFT-512, 35.54% mAP, not far from DOAP.
and outperforming Tfeat-m* despite its convolutional and floating point nature. This result makes HashSIFT-512 a good alternative to RSIFT in matching because of its binary nature and superior accuracy. In the first group, BAD outperforms all the other methods, specifically BAD-256 performs 45% better than the well known ORB.

In the patch retrieval problem descriptor algorithms behave similarly to matching. In summary, in Hpatches, HashSIFT-512 is the best performing non-DL descriptor and should be preferred to RSIFT. BAD establishes a new state-of-the-art among the most efficient descriptors in Hpatches.

E. Reconstruction evaluation in the ETH benchmark

The above tests assess descriptors’ performance independently of the target application. In contrast the ETH benchmark [17] uses a full reconstruction pipeline to carry out the evaluation.

In Table IV-E we show the results in the ETH data set for one complex scene, Madrid Metropolis, which has 1,344 images and none of the algorithms register them all. Thus, the matching robustness of the descriptor can be studied by the number of reconstructed sparse points (#Sparse Pts).

In such a very complex scene, BAD-512 and BAD-256 reconstruct respectively 39% and 41% more points than ORB, showing the superiority of our features and training process. On the other hand, HashSIFT-512 and HashSIFT-256 respectively reconstruct 6.5% and 4.3% more sparse points than RootSIFT. The number of registered images (#Registered) is also important, BAD-512 registers 622 while ORB only 457. On the other hand, both HashSIFT descriptors register 720 images while RootSIFT 729. These results confirm that, even in the most complex scenes, HashSIFT can be used as a drop-in replacement of RootSIFT with the additional advantage of being binary. Moreover, in this scene HashSIFT reconstructs more sparse points than CDBin, the best DL binary descriptor. HashSIFT-512 provides 17% more reconstructed points than CDBin but with less registered images (720 vs 769 of CDBin) due to its shallow nature.

In a real SfM problem, the best reconstruction with the largest number of points and registered images is obtained by the state-of-the-art DL descriptors. However, if they are to run in a mobile device or the size of the data set is extremely large, then DL methods are not a good option, as we will address in the next section. In this case, we have two possibilities. With a bigger computational budget, we use the best gradient based descriptor, HashSIFT-512, that reconstructs 17% more sparse points than CDBin in Madrid Metropolis but is able to register less images. Or, with lower computational budget we should use the efficient descriptor BAD-256 that reconstructs 26% less points. We have also reconstructed the Fountain, Herzjesu and South Building obtaining similar results. BAD-512 obtains almost the best results among the descriptors based on gray-level pixel differences with 15741, 8220 and 148491 #Sparse Pts respectively (4.93%, 7.89 % and 7.89% more than ORB). HashSIFT-512 also obtain the best results in its group with 16385, 8769 and 156888 #Sparse Pts. It shortens the gap with DL methods such as CDBin, with 16607, 8997 and 160589 #Sparse Pts, due to the scenes simplicity (only 1.34%, 2.53% and 2.3% less #Sparse Pts than CDBin).

F. Execution time and energy consumption

In this section we run state-of-the-art binary descriptors in different platforms: a laptop with an Intel Core i7 8750H CPU, 12 cores and 16GB of RAM; a smartphone Samsung J5 2017 with an Exynos Octa S CPU, 8 cores and 2GB of RAM; a smartphone One Plus 7 Pro with Snapdragon 855 CPU, 8 cores and 6GB of RAM.

Table V contains the average time to process each (≈ 800 pixels wide) image in the Oxford [36] data set describing a maximum of 2000 keypoints per image. We also show in brackets the standard deviation in 5 executions. These results
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matching application in Table VII. The top speed of 30FPS, the maximum frame rate allowed by the camera, is only achieved by the descriptors based on gray-level pixel differences. CPU time is counted separately for each CPU core, thus, BAD-256 has energy statistics similar to OpenCV’s ORB but obtains faster total description times (Table VII) because it takes advantage of a parallel implementation.

HashSIFT is the most energy efficient among the second group of methods. Compared to OpenCV’s SIFT implementation, our HashSIFT-256 implementation improvements compensate for its slightly higher complexity and make it three times faster. DL methods drain the battery much faster, for example, CDBin requires 146× more energy per frame than the same application using BAD-256 and 62× more energy than HashSIFT-256, providing only a small gain in accuracy in a practical application (see Table VII-E).

In Table VII we evaluate how significant is the description step (see Table VII) compared with other steps in a typical application pipeline. We show the mean execution time in 100 runs of the detection, matching and model fitting steps involved in a homography estimation problem using OpenCV’s implementation of ORB detection, BFMatcher with Mutual Nearest Neighbors (MNN) and findHomography with PROSAC [39]. The replacement of ORB for BAD-256 not only increases the accuracy but also would represent a total reduction of about 30% in the overall time.

V. CONCLUSION

This paper introduces descriptors that establish new operation points in the state-of-the-art accuracy vs. efficiency curve. They significantly outperform ORB in terms of accuracy and are amenable to different resource budgets. We have revisited well-known efficient image features such as gray-level pixel differences and histograms of gradient orientation. And, by adopting new learning techniques developed for DL, we boost the performance of descriptors built with them.

https://github.com/OAID/Tengine
In a practical situation, if computational efficiency and energy consumption are our top priorities, we should use BAD-256. It is three orders of magnitude more efficient than the most accurate binary descriptor, CDBin. The price we pay for this efficiency in a SfM problem in a complex scene, like Madrid Metropolis, is 26% fewer points reconstructed. Compared to ORB we would have 28% more sparse points. If we require more accuracy but we are still concerned about energy, we should use HashSIFT-512. It is one order of magnitude slower than BAD, but it increases its number of sparse points by 36%. Moreover, in a planar registration problem, the mAP of HashSIFT-512 is better than the binary DL alternative and on par with floating-point approaches, but orders of magnitude more efficient.

The state-of-the-art DL binary descriptor, CDBin, spends 146× more energy than our most efficient descriptor, BAD-256. This proves that the use of present DL-based descriptors entails a much larger energy budget. Therefore, the construction of more accurate but still very efficient descriptors is quite relevant for many robotics applications running on resource limited devices. In summary, if resources are important then the proposed descriptors are the sweet spot.
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