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Introduction

The theory of currents, introduced by De Rham in [13] to study harmonic forms and developed by Federer, Fleming, Whitney and others [18, 19, 21, 61] in the 50s and 60s, found deep and important applications in complex analysis and geometry, thanks to the work of Harvey, King, Lawson, Shiffman and others.

Just to mention a few of them, we recall the characterization of holomorphic chains by King in [38] and by Harvey and Shiffman in [30], the removal of singularities for analytic functions and sets by Shiffman in [60] and the boundary problem for holomorphic chains by Harvey and Lawson in [28, 29].

However, the main purpose of the geometric integration theory was the weak formulation of variational problems of geometric nature, whose main example is, probably, the Plateau problem; currents being the dual space of compactly supported smooth differential forms, their definition can be given on a smooth $n$–manifold, whereas many geometrical problems make sense in much more general settings, such as singular spaces, some classes of metric spaces, infinite dimensional manifolds.

Giants with broad shoulders

In this direction of greater generality, a significant step was moved in 2000 by Ambrosio and Kirchheim, with the paper *Currents in metric spaces* [4], where they settled the foundations of a theory of currents on metric spaces and used it to pose and solve Plateau problem in a wide class of Banach spaces. They gave a new definition of current which was meaningful on any metric space. A metric current is a multilinear functional on $(k + 1)$–tuples of Lipschitz functions (with the first one bounded)

$$(f, \pi_1, \ldots, \pi_k) \mapsto T(f, \pi_1, \ldots, \pi_k)$$

satisfying a continuity property, a locality property and a finite mass property.

Locality property requires that $T(f, \pi_1, \ldots, \pi_k) = 0$ whenever there exists a $\pi_j$ which is constant on a neighborhood of $\text{supp } f$. Such a condition allows us to interpret $(f, \pi_1, \ldots, \pi_k)$ as the “differential form” $f d\pi_1 \wedge \ldots \wedge d\pi_k$.

Employing the same idea, we can prescribe the vanishing of such a functional whenever the “differentials” belong to some particular class of functions. With the class of constant functions, this gives an analogue of the exterior differentiation; on a metric space with a complex structure, with the class of holomorphic or antiholomorphic functions, we obtain a way to introduce the concept of bidimension and the operators $\partial$ and $\bar{\partial}$.

The finite mass condition asks for the existence of a finite Radon measure $\mu$ such that

$$|T(f, \pi_1, \ldots, \pi_k)| \leq \prod_{j=1}^{k} \text{Lip}(\pi_j) \int |f| d\mu,$$
which is more or less the same definition of mass given in the classical theory of currents. On the other hand, the continuity we impose on metric currents is stronger than the usual one: as soon as \((f^n, \pi_1^n, \ldots, \pi_k^n)\) tend pointwise to \((f, \pi_1, \ldots, \pi_k)\), with a uniform bound on Lipschitz constants, we have \(T(f^n, \pi_1^n, \ldots, \pi_k^n) \to T(f, \pi_1, \ldots, \pi_k)\). Together with the previous properties, continuity implies a chain rule for differentials and a change of variables formula.

This stronger continuity assumption makes the metric current behave like classical flat currents: we can define their pushforward through any Lipschitz map and the value of \(T(f, \pi_1, \ldots, \pi_k)\) is determined by the values of \((f, \pi_1, \ldots, \pi_k)\) on the support of \(T\) (and not on a neighborhood of it!).

Such a tight link between the current and its support can be specified in structure theorems, whenever the geometry of the underlying space allows it (e.g. reducible singularities); another consequence is that we can work safely with embeddings, because a control on the support is enough to go back to the original space.

Two of these properties are inherently global conditions (this is apparent for the mass finiteness, not so evident, but still true, for the continuity) and globality is an essential characteristic, if we want to treat also metric spaces which lack of local compactness, as it is the case for infinite dimensional Banach spaces. However, the theory of metric currents has a local counterpart, developed by U. Lang in [43], in which the “differential forms” are \((k+1)\)-tuples of locally Lipschitz functions, with the first one compactly supported (hence Lipschitz and bounded). The mass condition is dropped and continuity is required only on sequences of forms whose “support” is contained in a given compact.

Such a variation, obviously, makes sense only in locally compact spaces, but is quite more flexible than the original version and allows us to define a sheaf of currents. Even relaxed in such a way, the continuity property still gives a strong similarity with the classical locally flat currents and the previous considerations still hold. We mention that, even in \(\mathbb{R}^n\), it is still an open problem whether metric currents coincide with classical flat currents or not, although it is known that the former class contains the latter.

Another advantage of the local setting is that we don’t have to concern ourselves too much with the distance we are considering: locally equivalent distances will give locally equivalent theories.

**Getting complex**

A finite dimensional complex space can be given a metric space structure in many ways, e.g. by patching the metric given by local embeddings in \(\mathbb{C}^n\), by kählerianity, by Kobayashi hyperbolicity; therefore we can consider on it the space of metric currents or, better, their local version.

As we mentioned before, we can define \((p, q)\)-currents by requiring them to vanish on forms with \(p+1\) holomorphic differentials or \(q+1\) antiholomorphic differentials; this gives, with some caution, a bidimension theory for metric currents, together with a Dolbeault decomposition (unfortunately, not for all the currents), allowing us to define the \(\partial\) and \(\bar{\partial}\) operators. If we use local metric currents, it is possible to define sheafs of currents and to consider a version of the Dolbeault complex.

The natural questions which arise at this point are the characterization of holomorphic currents, i.e. \(\bar{\partial}\)-closed \((p, n)\)-currents, and the local (and global) exactness of the Dolbeault complex, i.e. the Cauchy-Riemann equation.

It turns out that holomorphic currents can be characterized by growth conditions around the singular set and this characterization can be made explicit by resolving the singularities: we do the computations in the case of complex curves, where a possible
desingularization is given by the normalization, thus simplifying many technical details. A simple, but meaningful observation is that, whenever the space is locally Lipschitz contractible, the Poincaré lemma holds for metric holomorphic currents.

The Cauchy-Riemann equation on singular complex spaces has been widely studied since the work by Henkin and Polyakov on complete intersections \[31\]; Fornaess and Gavosto tried another approach to the problem, solving it for complex curves in \[23\]. In more recent years, the problem has been tackled by Fornaess, Øvrelid, Ruppenthal and Vassiliadou in a series of papers, e.g. see \[24,25,55,56,58\].

Recently, the representation formulas approach of Henkin and Polyakov was generalized by Andersson and Samuelsson in \[7\], leading to a solution of the Cauchy-Riemann equation in a suitable class of forms (or currents), see \[8\].

A first and, maybe, naïve approach to such a problem is to try and apply the $L^2$ techniques due to Hörmander to the regular part of the singular space; we therefore spend some efforts in defining Sobolev spaces on a singular complex space, investigating density theorems for functions and the vector-fields supported away from the singularity. Such vector-fields can obviously be interpreted as metric currents with $L^2$ (or, more generally, $L^p$) coefficients.

Hörmander’s techniques give also an insight on the regularity of holomorphic currents, in case some density conditions hold; such density requests are equivalent to the coincidence of the minimal and maximal $L^2$-extensions of the $\bar{\partial}$ operator on smooth forms with compact support in the regular part. Therefore, the failure of such regularity for holomorphic currents permits to identify situations in which the two extensions may not coincide.

Again on the Cauchy-Riemann equation, the similarity with locally flat currents stressed before brings, as a consequence, a strong dependence of the structure of currents from the structure of the metric space, a fact, this one, also previously noted. We apply these considerations to locally “completely” reducible spaces (which can be locally viewed as union of smooth complex manifolds) and obtain an answer to the previous two questions in this case: Cauchy-Riemann equation is locally solvable on these spaces and the global solvability is controlled by the Dolbeault cohomology of the normalization, thus permitting to characterize holomorphic currents as the pushforward of holomorphic currents on the normalization.

It is worth noting that, for such spaces, the density hypotheses we were speaking before are satisfied.

Many evidences can be found of a link between the degeneracy of the metric around the singular set and the behavior of the metric currents in relation to the $\bar{\partial}$-equation; such a phenomenon is explored in some detail again for complex curves, exploiting the $L^p$-solvability of the Cauchy-Riemann equation in one complex variable, with subharmonic weights, which is proved in \[26\] by Fornaess and Sibony.

The peculiar behavior of the Cauchy-Riemann equation in $L^p$ and the flatness of classical currents with $L^p$ coefficients suggests another interesting case to study: complex hypersurfaces in $\mathbb{C}^n$. Unfortunately, to solve the Cauchy-Riemann equation for metric currents on such spaces, we need $L^p$ solvability in the complement of the hypersurface in a ball.

**Back on track**

Metric currents were originally employed to solve the Plateau problem in Banach spaces; Ambrosio and Kirchheim adapted the classical proof, developing a theory of integral cur-
rents, with closure and compactness theorems, which are the main ingredients for any extremal problem.

Another important ingredient of the proof is the cone construction, which shows that the set where we are looking for the minimum is not empty; the version of the cone construction for Banach spaces given in [4] is essentially a form of convolution with the “primitive” of $\delta_1 - \delta_0$, that is the characteristic function of the interval $[0, 1]$, together with a contraction in 0.

If we are interested in the $\partial$ operator on a Banach space, the “primitive” of $\delta_1$ is $(\pi(t-1))^{-1}$. The main difference with the previous convolution kernel is the non-compactness of the support, which influences also the finite-dimensional solutions of the $\bar{\partial}$—equation: the compactness of the support of the data is not enough to ensure the existence of a compactly supported solution.

The main consequence of this difference is the lack of a global mass estimate for the metric functional so obtained; on the finite mass condition relies the proof of the continuity property, which also breaks down here. However, as $1/t$ is locally integrable on $\mathbb{C}$, we have mass estimates on every bounded set and, consequently, continuity on sequences of forms with supports in a prescribed ball.

An infinite dimensional Banach space isn’t locally compact, therefore we cannot use local currents, but we can try and define a rough analogue of them, substituting compactness with boundedness. We called these objects quasi-local currents, halfway between local and global metric currents.

We can solve the $\bar{\partial}$ for a boundedly supported current in a Banach space, if we allow the result to be a quasi-local current, applying the variation of the cone construction explained above.

From the geometric viewpoint, in the complex case, Plateau problem is replaced by the boundary problem for holomorphic chains. Its solution, given by Harvey and Lawson, exploits heavily the theory of rectifiable currents and slicing.

Having these ingredients at our disposal, we approach the boundary problem for holomorphic chains in Hilbert spaces, where the inner product permits to recover something similar to the finite dimensional Wirtinger formula.

With the same (few) ideas, we can tackle also the generalizations of some characterization results on holomorphic chains and positive currents.

Per aspera ad aspera

We organized the contents as follows.

In the first chapter, we present the basic notions in complex analysis and geometry and in geometric measure theory, which we will need in the following.

The second chapter is devoted to the theory of local metric currents. We introduce the basic concepts and adapt the theory to the complex case, defining the bidimension, the Dolbeault decomposition and related notions. A characterization of holomorphic currents is given.

The development of a Sobolev theory on singular space is our main concern in the third chapter. We give a characterization of Sobolev functions in terms of their behavior and growth on the regular part; this leads to a capacity theory for the singular set which allows us to obtain an approximation result, using functions with support in the regular part. The second part of the chapter deals with the $L^2$ theory on singular spaces.
In the fourth chapter, some applications of the theory are discussed. We solve Cauchy-Riemann equation on completely reducible singularities, by means of a structure theorem for metric currents; we also treat the equation in $L^p$ on complex curves and outline a possible approach for the same problem on complex spaces which can be embedded as divisors in $\mathbb{C}^n$.

The final chapter tries to spread some light on the complex geometry in infinite dimensional spaces. After solving the Cauchy-Riemann equation in Banach spaces, in terms of the quasi-local metric currents, we turn to the study of positive currents, holomorphic chains and their boundaries.

Some of the results exposed in this work can be found in [48]. Many problems are left unanswered, some others are newly raised. We try to summarize this situation in the final remarks.

Acknowledgements

Anyone who has ever tried to sit down and write an Acknowledgements section knows the twofold nature of the inspiration that, sooner or later, comes to the writer.

On one, more pragmatic, side, I feel the need to express my gratitude to those who helped me with this mathematical work. That’s why I thank my advisor, prof. Giuseppe Tomassini, for his guidance, patience and attentiveness in following and helping me in my efforts at doing these tiny bits of mathematics; almost the same amount of gratitude and thankfulness I owe to prof. Luigi Ambrosio, who helped me through my (many) doubts in geometric measure theory, always willing to debate with me, giving useful advice and precious insights.

My most sincere thanks also go to my former colleague Matteo Scienza, with whom I had many good chats, both about my thesis’ subject and other bits of mathematics; it is well known, i believe, that one of the best ways to gather one’s thoughts is to explain them aloud to someone capable of active criticism.

Moreover, I would like to thank prof. Fabrizio Broglia, prof. Francesca Acquistapace, prof. Valentino Magnani for the aid they gave me in finding references and precise information in fields of mathematics that are even less familiar to me than complex analysis.

I should also thank everyone I pestered by talking about metric currents and related problems, independently of the answers or pieces of advice I got back, because, as I already said, talking is a major tool in proof-checking. Alas, the list would be long and I would forget someone, so I will stop here with this first half of thanks.

On the other side, a PhD thesis marks the end of 3 (or more, as this is the case) years of study and life. Somewhere I read that you cannot be a PhD student only from 9 to 17 on weekdays and, to me, that’s absolutely true; I won’t say that I have been working 24/7 all these years, but it is surely more correct to say that I lived as a PhD student, than that I studied or worked as one.

Therefore it’s mandatory, for me, to thank all the people that put up with me, lived, played, laughed, cried, drank with me in these 3 years and more. Some of them maybe won’t read these words, some of them surely won’t, but that’s not the point.

I thank Mitch, Lò, Dade and Cri, the best flatmates I could hope to meet.
I thank Giancarlo, Patrizia, their pub (the Pub) and its waitresses.
I thank Vale, Giangi and Teo (again!).

I thank all the people into Italian Mathematical Olympiads: Bobo, Max, Ludo, Francesco, Michele, Maria, Lab, Pol, Venez, Marco, Simo, Ale, Jack, Cla, Gdt and all the others.
I thank Paolo, Ast, Alberto, Maurizio, Alessio, Vins, Francesco, Al, Stefano, Annalisa, Filippo and all the others, students and former students in Pisa, whom I met at university and with whom I always enjoyed speaking about maths or anything else.
I thank all the guys from the ju jitsu classes at the Mithos.
I thank Gau and Luisa and many other pub-friends.
I thank Teo, Frenzis, Ndrew, Ely, Luca, Barbara for their friendship.
I thank everyone I am forgetting and I apologize for this fault of mine.

And obviously, as I am not that good at counting, there is a third half of thanks, really short, but not at all small. As predictable as it is, I have to thank my parents Aldina and Zeffirino, my brother Gionata and my grandmother Iva. Too many reasons there are, to list them all here, many of which have not even to do with this thesis.

To all these people, thank you.
Chapter 1

Basic notions

Summarizing the main concepts of complex geometry and geometric measure theory in little more than a dozen pages is somewhat ridiculous, considering the extension, both in time and papers, of the work done in both by mathematicians. However, we feel the need to fix some notations, recall the basic ideas and give some bibliographical indications, which will be forcefully incomplete.

1.1 Complex manifolds and complex spaces

A complex analytic manifold of (complex) dimension \( n \) is a differentiable manifold \( M \), \( 2n \)-dimensional as a real manifold, equipped with an atlas \( \{(U_\alpha, \tau_\alpha)\}_{\alpha \in A} \) which is holomorphic with values in \( \mathbb{C}^n \); by definition, this means that the transition functions \( \tau_{\alpha\beta} \) are holomorphic.

The tangent space \( T_xM \) has a natural complex vector space structure, given by the isomorphism \( d\tau_\alpha : T_xM \to \mathbb{C}^n \), for \( x \in U_\alpha \); if \( T^R_xM \) is the underlying real vector space, the multiplication by \( i \) induces \( J_x \in \text{End}(T^R_xM) \) such that \( J_x^2 = -I_x \) and the distribution \( J_x \) is integrable. Such an endomorphism is called complex structure.

Given an open set \( U \subseteq M \) and analytic coordinates \( z_1, \ldots, z_n \) on \( U \), with \( z_k = x_k + iy_k \), the real tangent space \( T^R_M |_U \) admits the basis \[
\left\{ \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}, \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_n} \right\}
\]
and the complex structure \( J \) can be described by \[
J(\partial/\partial x_i) = \partial/\partial y_i \quad J(\partial/\partial y_i) = -\partial/\partial x_i.
\]

Let \( T^C_M \) be the complexification of \( T^R_M \), that is \( T^C_M = T^R_M \otimes_{\mathbb{R}} \mathbb{C} = T^R_M \oplus iT^R_M \). The endomorphism \( J \) extends naturally to \( J \otimes 1 \in \text{End}(T^C_M) \), which satisfies again \((J \otimes 1)^2 = -I\); therefore, this endomorphism admits two \( n \)-dimensional eigenspaces, associated to the eigenvalues \( i \) and \(-i\). We denote them by \( T^{1,0}_M \) (holomorphic vectors) and \( T^{0,1}_M \) (antiholomorphic vectors) respectively and we endow \( T^{1,0}_M \oplus T^{0,1}_M \) with projections \[
v \mapsto \frac{1}{2}(v - i(J \otimes 1)v) \quad v \mapsto \frac{1}{2}(v + i(J \otimes 1)v)
\]
It is easy to see that \( T^{1,0}_M \) and \( T^{0,1}_M \) are both canonically isomorphic to \( TM \) through these projections.

We define \[
\frac{\partial}{\partial z_j} = \frac{1}{2} \left( \frac{\partial}{\partial x_j} - i(J \otimes i) \frac{\partial}{\partial x_j} \right) = \frac{1}{2} \left( \frac{\partial}{\partial x_j} - i \frac{\partial}{\partial y_j} \right),
\]
\[
\frac{\partial}{\partial z_j} = \frac{1}{2} \left( \frac{\partial}{\partial x_j} + i (J \otimes i) \frac{\partial}{\partial x_j} \right) = \frac{1}{2} \left( \frac{\partial}{\partial x_j} + i \frac{\partial}{\partial y_j} \right).
\]

In this way, we have a canonical decomposition \( T^\mathbb{C} M = TM \oplus \overline{TM} \), which carries on to the cotangent bundle:

\[
\text{Hom}_\mathbb{R}(T^\mathbb{R} M, \mathbb{C}) \cong \text{Hom}_\mathbb{C}(TM \otimes \mathbb{R} C, \mathbb{C}) \cong T^* M \oplus \overline{T^* M}
\]

where \( T^* M \) is the space of \( \mathbb{C} \)-linear forms. With the previous notations, \((dx_k, dy_k)\) is a basis for \( \text{Hom}(T^\mathbb{R} M, \mathbb{C}) \), \((dz_k)\) a basis for \( T^* M \), \((d\bar{z}_k)\) a basis for \( \overline{T^* M} \). The differential of a function \( f \in C^1(U, \mathbb{C}) \) can be written

\[
df = \sum \frac{\partial f}{\partial x_k} dx_k + \sum \frac{\partial f}{\partial y_k} dy_k = \sum \frac{\partial f}{\partial z_k} dz_k + \sum \frac{\partial f}{\partial \bar{z}_k} d\bar{z}_k
\]

and the function \( f \) is holomorphic if and only if \( df \) is \( \mathbb{C} \)-linear i.e. if and only if \( f \) is a solution of the Cauchy-Riemann equations \( \partial f/\partial \bar{z}_k = 0 \) for \( k = 1, \ldots, n \).

The ring of holomorphic functions on an open set \( U \subset M \) will be denoted by \( \mathcal{O}(U) \).

The above decomposition of \( df \) gives

\[
\Lambda^k_\mathbb{R} T^\mathbb{R} M \otimes \mathbb{C} = \bigoplus_{p+q=k} \Lambda^p q TM = \bigoplus_{p+q=k} \Lambda^p T^* M \oplus \Lambda^q \overline{T^* M}
\]

\[
\Lambda^k_\mathbb{R} (T^\mathbb{R} M)^* \otimes \mathbb{C} = \bigoplus_{p+q=k} \Lambda^p T^* M = \bigoplus_{p+q=k} \Lambda^p T^* M \oplus \Lambda^q \overline{T^* M}.
\]

A complex vector field is said to be of type \( p, q \) if its value at every point of \( M \) lies in \( \Lambda^p q TM \); similarly, a complex differential form is said to be of bidegree \( p, q \) if its value at every point of \( M \) lies in \( \Lambda^p q T^* M \). A general complex differential form (or vector field) splits into its \((p, q)\)-components. The exterior differential on forms (and divergence on vector fields) splits into two components: on the \((p, q)\)-forms, we have

\[
d : \Lambda^p q T^* M \rightarrow \Lambda^{p+1} q T^* M \oplus \Lambda^{p+1} q T^* M
\]

and we set

\[
\partial = \pi_{p+1,q} \circ d : \Lambda^p q T^* M \rightarrow \Lambda^{p+1} q T^* M
\]

\[
\overline{\partial} = \pi_{p,q+1} \circ d : \Lambda^p q T^* M \rightarrow \Lambda^{p,q+1} T^* M.
\]

We define these operators on a generic form by linearity.

The identity \( d^2 = 0 \) implies \( \partial^2 = \overline{\partial}^2 = \partial \overline{\partial} + \overline{\partial} \partial = 0 \), so, in particular, for each \( p \) the operator \( \overline{\partial} \) is associated to a complex, called Dolbeault complex:

\[
C^\infty(M, \Lambda^p q T^* M) \xrightarrow{\overline{\partial}} \cdots \xrightarrow{\overline{\partial}} C^\infty(M, \Lambda^p q T^* M) \xrightarrow{\overline{\partial}} C^\infty(M, \Lambda^{p,q+1} T^* M) \xrightarrow{\overline{\partial}} \cdots
\]

and to the corresponding Dolbeault cohomology groups

\[
H^{p,q}(M, \mathbb{C}) = \frac{\ker \overline{\partial}^{p,q}}{\text{Im} \overline{\partial}^{p,q-1}}
\]

with the convention that the image of \( \overline{\partial} \) is 0 for \( q = 0 \). The groups \( H^{p,0}(M, \mathbb{C}) \) correspond to the spaces of holomorphic \( p \)-forms on \( M \).

A holomorphic map \( F : M_1 \rightarrow M_2 \) induces a homomorphism

\[
F^*: H^{p,q}(M_2, \mathbb{C}) \rightarrow H^{p,q}(M_1, \mathbb{C}).
\]
1.1.1 Analytic sets and complex spaces

Let $M$ be a complex analytic manifold; a subset $A \subset M$ is called analytic subset of $M$ if it is closed and if for every point $x_0 \in A$ there exist a neighbourhood $U$ and holomorphic functions $g_1, \ldots, g_m \in \mathcal{O}(U)$ such that
\[
A \cap U = \{ z \in U : g_1(z) = \ldots = g_m(z) = 0 \}.
\]

Unions and intersections of analytic sets are again analytic sets and the analytic continuation principle shows that if $A$ is an analytic subset of a connected manifold $M$, then either $A = M$ or $A$ has no interior points.

In what follows we will need the concepts of germ (of a function or of a set) and of sheaf; we refer the reader to [27,34] for the basic definitions and properties.

Let $(A, x)$ be the germ of the set $A$ at the point $x$; if $A$ is an analytic subset of an open set $U \subset M$, with $x \in U$, let $\mathcal{I}_{A,x}$ be the ideal of germs $f \in \mathcal{O}_{M,x}$ which vanish on $(A, x)$. Conversely, if $\mathcal{I} = (g_1, \ldots, g_m)$ is an ideal of $\mathcal{O}_{M,x}$, we denote by $(V(\mathcal{I}, x))$ the germ at $x$ of the zero variety $V(\mathcal{I}) = \{ z \in U : g_1(z) = \ldots = g_m(z) = 0 \}$. A local version of Hilbert’s Nullstellensatz holds for analytic sets.

**Theorem 1.1.1** Let $\mathcal{O}_n = \mathcal{O}_{\mathbb{C}^n,0}$, then for every ideal $\mathcal{I} \subset \mathcal{O}_n$,
\[
\mathcal{I}_{V(\mathcal{I}),x} = \sqrt{\mathcal{I}}.
\]

A germ of analytic set is irreducible if it has no decomposition $(A, x) = (A_1, x) \cup (A_2, x)$ in different analytic sets; $(A, x)$ is irreducible if and only if $\mathcal{I}_{A,x}$ is a prime ideal in $\mathcal{O}_{M,x}$. We have the following local parametrization result, due to Ruckert.

**Theorem 1.1.2** Let $\mathcal{I}$ be a prime ideal in $\mathcal{O}_n$ and $A = V(\mathcal{I})$. Then there exist an integer $d$, a choice of coordinates $(z'; z'') = (z_1, \ldots, z_d; z_{d+1}, \ldots, z_n)$, polydiscs $\Delta', \Delta''$ in $\mathbb{C}^d$, $\mathbb{C}^{n-d}$ with sufficiently small radii such that the projection $\pi : A \cap (\Delta' \times \Delta'') \to \Delta'$ is a ramified covering with $q$ sheets, whose ramification locus is contained in $\Sigma = \{ z' : \delta(z') = 0 \}$ where $\delta \in \mathcal{O}_d$.

We remark that, in the setting of the previous Theorem, $\mathcal{O}_n/\mathcal{I}$ is a finite extension of $\mathcal{O}_d$ and $q$ is the degree of such extension. Moreover, $\delta(z')$ is the discriminant of the minimal polynomial of a primitive element of such extension.

A point $x \in A$ is said to be regular if there exists a neighbourhood $\Omega$ of $x$ in $M$ such that $\Omega \cap A$ is an analytic submanifold of $\Omega$; otherwise, $x$ is called singular point. The corresponding subsets of $A$ will be denoted by $A_{\text{reg}}$ and $A_{\text{sing}}$, respectively. For every point $x \in A$ such that $(A, x)$ is irreducible, there exist a family of neighbourhoods $\Omega$ of $x$ such that $A_{\text{reg}} \cap \Omega$ is dense and connected in $A \cap \Omega$.

The dimension of an irreducible germ of an analytic set $(A, x)$ is defined to be $\dim(A, x) = \dim(A_{\text{reg}}, x)$.

If $x \in A$, we define the local ring $\mathcal{O}_{A,x}$ of germs of functions on $(A, x)$ which can be extended to germs of holomorphic functions on $(M, x)$; $\mathcal{O}_{A,x} = \mathcal{O}_{M,x}/\mathcal{I}_{A,x}$ and it is called the ring of germs of holomorphic functions on $(A, x)$. This definition allows us to define the analytic subsets of an analytic set in just the same way as we already did for manifolds. We have the following important result.

**Theorem 1.1.3** $A_{\text{sing}}$ is an analytic subset of $A$. 
An immediate consequence of this theorem is that every analytic set admits a stratification in analytic subsets $A = A^0 \supset A^1 \supset A^2 \ldots \supset A^m$ with $A^j = A^{j-1}_{\text{sing}}$, therefore $A^j_{\text{reg}} = A^j \setminus A^{j+1}_{\text{sing}}$.

Given two analytic sets, $A \subset \Omega \subset \mathbb{C}^n$ and $B \subset \Omega' \subset \mathbb{C}^p$, a map $F : A \to B$ is said to be an analytic morphism (or holomorphic map between analytic sets) if for every $x \in A$ there exists a neighborhood $U$ of $x$ in $\Omega$ and a holomorphic map $\tilde{F} : \Omega \to \mathbb{C}^p$ such that $\tilde{F}|_{A \cap \Omega} = F|_{A \cap \Omega}$.

Equivalently, if $F$ is continuous and for every $x \in A$ and $g \in \mathcal{O}_{B,F(x)}$, we have $g \circ F \in \mathcal{O}_{A,x}$. The induced map $F^*_x : \mathcal{O}_{B,F(x)} \to \mathcal{O}_{A,x}$ is called the comorphism of $F$ at point $x$.

A complex space $X$ is a locally compact Hausdorff space, countable at infinity, together with a sheaf $\mathcal{O}_X$ of continuous functions on $X$, such that there exists an open covering $\{U_\lambda\}_\lambda$ of $X$ and for each $\lambda$ an homeomorphism $F_\lambda : U_\lambda \to A_\lambda$ onto an analytic set $A_\lambda \subset \Omega_\lambda \subset \mathbb{C}^{n(\lambda)}$ such that the comorphism $F_\lambda^* : \mathcal{O}_{A_\lambda} \to \mathcal{O}_{X|U_\lambda}$ is an isomorphism of sheaves of rings. $\mathcal{O}_X$ is called the structure sheaf of $X$.

By definition, a complex space $X$ is locally isomorphic to an analytic set, therefore the concepts of holomorphic and meromorphic functions on $X$, analytic subsets, analytic morphisms, regular and singular points, etc. are meaningful. For instance, the analogous result for analytic sets implies that $X_{\text{sing}}$ is an analytic subset of $X$.

### 1.1.2 Normalization and resolution of singularities

In [32], Hironaka showed that every singular algebraic variety $X$ admits a resolution of singularities, i.e. there exist a manifold $Y$ and a proper morphism $\pi : Y \to X$ such that $\pi^{-1}(X_{\text{sing}})$ is a normal crossing divisor $E$ in $Y$ (called the exceptional divisor) and $\pi$ is an isomorphism outside $E$.

The manifold $Y$ can be obtained by repeatedly blowing up the space $X$ along its singular locus; we refer to [39] for an excellent explanation of the basic (and not so basic) concepts.

We will not need the full extent of Hironaka’s result; in fact, we will be only concerned with the resolution of singularities for a complex curve. In such a particular case, we can obtain the desired result with significantly less efforts.

A complex space $X$ with structure sheaf $\mathcal{O}_X$ is normal at $x \in X$ if $\mathcal{O}_{X,x}$ is a normal ring, i.e. if $\mathcal{O}_{X,x}$ is an integrally closed integral domain. Let $N(X)$ be the set of non normal points; we say that $X$ is normal if $N(X) = \emptyset$. In general, we have that (see [2])

1. $N(X)$ is a closed analytic subspace of $X$ and $N(X) \subset X_{\text{sing}}$
2. for $x \in X \setminus N(X)$,
   $$\dim_x X_{\text{sing}} \leq \dim_x X - 2$$
3. if $X$ is a complete intersection at $x$ and if the above inequality holds, then $X$ is normal at $x$.

By the above, we deduce that if a complex curve is normal, then it is smooth and viceversa.
A normalization of a reduced analytic space $X$ is a pair $(X', \pi)$, where $X'$ is a normal analytic space and $\pi$ is a finite surjective analytic mapping inducing an isomorphism of the open sets

$$X' \setminus \pi^{-1}(N(X)) \to X \setminus N(X).$$

Therefore, to resolve the singularities of a complex curve it is enough to find a normalization.

The normalization is uniquely determined up to an isomorphism, that is, if $(X'_1, \pi_1)$ and $(X'_2, \pi_2)$ are two normalizations, then there exists a unique analytic isomorphism $\phi : X'_1 \to X'_2$ such that $\pi_1 = \pi_2 \circ \phi$.

The normalization exists and has the following properties. For every point $x \in X$ the set of irreducible components of $X$ at $x$ is in one-to-one correspondence with $\pi^{-1}(x)$. The fibre at $x$ of the direct image $\pi_* \mathcal{O}_{X'}$ of the structure sheaf $\mathcal{O}_{X'}$ is naturally isomorphic to the integral closure of the ring $\mathcal{O}_{X,x}$ in its complete ring of fractions.

The concept of a normal analytic space over $\mathbb{C}$ can be introduced in terms of analytic continuation of holomorphic functions. Namely, a reduced complex space is normal if and only if Riemann’s first theorem on the removal of singularities holds for it: if $U \subset X$ is an open subset and $A \subset U$ is a closed analytic subset not containing irreducible components of $U$, then any function that is holomorphic on $U \setminus A$ and locally bounded on $U$ has a unique analytic continuation to a holomorphic function on $U$. For normal complex spaces Riemann’s second theorem on the removal of singularities also holds: if $\text{codim}_x A \geq 2$ at every point $x \in A$, then the analytic continuation in question is possible without the requirement that the function is bounded. A reduced complex space $X$ is normal if and only if for every open set $U \subset X$ the restriction mapping of holomorphic functions

$$\Gamma(U, \mathcal{O}_X) \to \Gamma(U \setminus X_{\text{sing}}, \mathcal{O}_X)$$

is bijective. A reduced complex space $X$ is a Stein space if and only if its normalization $X'$ has this property.

1.2 Geometric measure theory

Let $X$ be a topological space and $\mathcal{M}$ a $\sigma$–algebra. A measure is usually defined as a $\sigma$–additive function $\mu : \mathcal{M} \to [0, +\infty]$ such that $\mu(\emptyset) = 0$. However, we will call measure a function $m$ defined on all the subsets of $X$, with values in $[0, +\infty]$, such that $m(\emptyset) = 0$, which is only required to be countably subadditive$^1$.

Given $(\mathcal{M}, \mu)$, for any subset $A$ of $X$ we define

$$m(A) = \inf \{ \mu(E) : A \subset E \in \mathcal{M} \} .$$

The sets $A$ for which

$$m(E) = m(E \cap A) + m(E \setminus A) \quad \forall E \subseteq X ,$$

are called $\mu$–measurable.

A measure $m$ is called Borel regular if every open set is $\mu$–measurable and if, for each $A \subset X$ there exists a Borel set $B \subset X$ with $A \subset B$ and $m(A) = \mu(B)$.

Moreover, suppose $X$ is a locally compact Hausdorff space, then a measure $m$ is called a Radon measure if the following conditions hold:

1. every compact set has finite $m$ measure;

$^1$these set-functions are usually called outer measures.
2. every open set is \( m \)-measurable and, if \( V \subseteq X \) is an open set, then
\[
m(V) = \sup\{m(K) : K \text{ is compact and } K \subseteq V\};
\]

3. for every \( A \subseteq X \),
\[
m(A) = \inf\{m(V) : V \text{ is open and } A \subseteq V\}.
\]

Let \( \mathcal{L}^n \) be the Lebesgue measure on \( \mathbb{R}^n \).

We give now a general construction, due to Caratheodory, which permits to obtain many “geometric” measures, like the Hausdorff measure or the spherical measure.

Let \( \mathcal{F} \) be a collection of sets in \( \mathbb{R}^n \) and let \( \zeta : \mathcal{F} \to [0, +\infty] \) be a function, called the gauge of the measure we are going to construct. We define the preliminary measure \( \phi_\delta \), with \( 0 < \delta \leq +\infty \), as follows: if \( A \subseteq \mathbb{R}^n \), then
\[
\phi_\delta(A) = \inf\left\{ \sum_{S \in \mathcal{G}} \zeta(S) : \mathcal{G} \subset \mathcal{F} \cap \{\text{diam}(S) \leq \delta\} \text{ and } A \subseteq \bigcup_{S \in \mathcal{G}} S \right\}.
\]

By definition \( \phi_\delta \geq \phi_\epsilon \) if \( 0 < \delta_1 \leq \delta_2 \), thus we may set
\[
\psi(A) = \lim_{\delta \to 0} \phi_\delta(A) = \sup_{\delta > 0} \phi_\delta(A).
\]

Clearly \( \psi \) is a measure and it can be shown that every open set is \( \psi \)-measurable; indeed, one has
\[
\phi_\delta(A \cup B) \geq \phi_\delta(A) + \phi_\delta(B)
\]
with \( 0 < \delta < \text{dist}(A, B) \).

It is not difficult to show that, if \( \mathcal{F} \) is the family of all Borel sets, then every subset of \( \mathbb{R}^n \) is contained in a Borel set with the same \( \phi_\delta \) measure i.e. \( \psi \) is a regular Borel measure.

For any non-negative real number \( k \) let
\[
\Omega_k = \frac{[\Gamma(1/2)]^k}{\Gamma(k/2 + 1)}.
\]

where \( \Gamma \) is the Gamma function. If \( k \) is integer, \( \Omega_k \) is the volume of the unit ball in the Euclidean \( k \)-space.

Let \( X \) be a metric space, \( \mathcal{F} \) is the family of all subsets \( S \) of \( X \) and the gauge function
\[
\zeta_1(S) = \Omega_k 2^{-k}(\text{diam}S)^k
\]
for \( S \neq \emptyset \) and \( \zeta_1(\emptyset) = 0 \).

The resulting measure, obtained by the Caratheodory construction is nothing but the \( k \)-dimensional Hausdorff measure on \( X \).

We observe that, if \( X = \mathbb{R}^n \), we obtain the same measure replacing \( \mathcal{F} \) by the collection of open (closed or convex) subsets.

It is immediate that \( \mathcal{H}^0 \) is the counting measure.

**Proposition 1.2.1** For \( 0 \leq s < t < +\infty \) and \( A \subseteq X \), we have that
1. \( \mathcal{H}^s(A) < \infty \) implies that \( \mathcal{H}^t(A) = 0 \);
2. \( \mathcal{H}^t(A) > 0 \) implies that \( \mathcal{H}^s(A) = \infty \).
The Hausdorff dimension of a set $A \subseteq X$ is
\[
\dim H A = \sup \{ s : \mathcal{H}^s(A) > 0 \} = \sup \{ s : \mathcal{H}^s(A) = \infty \}
= \inf \{ t : \mathcal{H}^t(A) < \infty \} = \inf \{ t : \mathcal{H}^t(A) = 0 \}.
\]

The Caratheodory method can be used to construct the $k-$dimensional spherical measure $S^k$: in this case $\mathcal{F}$ is the set of all closed balls in $\mathbb{R}^n$ and $\zeta = \zeta_1$ as before. We have $\mathcal{H}^k \leq S^k \leq 2^k \mathcal{H}^k$.

The $k-$dimensional upper density of a measure $m$ at a point $p$ is defined by
\[
\Theta^k(m,p) = \limsup_{r \to 0} \frac{m(B(p,r))}{\Omega_k r^k},
\]
where $B(x,d)$ is the ball of center $x$ and radius $d$. Similarly,
\[
\Theta^k_s(m,p) = \liminf_{r \to 0} \frac{m(B(p,r))}{\Omega_k r^k}
\]
defines the $k-$dimensional lower density.

### 1.2.1 Rectifiable sets

Let $k$ be an integer with $1 \leq k$. A set $A \subset X$ is said to be countably $k-$rectifiable if
\[
S \subset S_0 \cup \left( \bigcup_{j=1}^{\infty} f_j(A_j) \right)
\]
where $\mathcal{H}^k(S_0) = 0$, $A_j \subset \mathbb{R}^k$ and $f_j : A_j \to X$ are Lipschitz functions for $j = 1, 2, \ldots$

Usually, we will also require $S$ to be $\mathcal{H}^k-$measurable and sometimes to have locally finite $\mathcal{H}^k$ measure. This definition differs from the one given [20] because of the presence of the set $S_0$ (see [4], [40]).

We note that, if $X = \mathbb{R}^n$, the maps $f_j$ can be thought to be defined all over $\mathbb{R}^k$, without affecting their Lipschitz constants in view of Kirszbraun's theorem (see [20]).

We summarise some results about rectifiable sets in euclidean spaces, so we set $X = \mathbb{R}^n$.

**Lemma 1.2.2** The set $S$ is countably $k-$rectifiable if and only if $S \subset \bigcup_j T_j$ where $\mathcal{H}^k(T_0) = 0$ and each $T_j$, $j \leq 1$ is a $k-$dimensional, embedded $C^1-$manifold of $\mathbb{R}^n$.

**Proposition 1.2.3** If $S$ is $\mathcal{H}^k-$measurable and countably $\mathcal{H}^k-$rectifiable, then $S = \bigcup_j S_j$ with $\mathcal{H}^k(S_0) = 0$, $S_i \cap S_j = \emptyset$ if $i \neq j$ and for $j \geq 1$ $S_j \subset T_j$ and $T_j$ is a $k-$dimensional, embedded $C^1-$manifold of $\mathbb{R}^k$.

### 1.3 Classical theory of currents

We introduce the basic definitions, notations and facts about the classical theory of currents referring to the book by Federer [20] for a systematic exposition of the theory. Some more accessible texts are [40],[49].
1.3.1 Mass, comass and flat norm for forms

Let $Y$ be a differentiable manifold of dimension $n$. A $k$-vector at a point $x \in Y$ is an element of $\bigwedge^k T_x Y$. A $k$-vector field on $Y$ is a smooth section of $\bigwedge^k T Y$. A $k$-covector at a point $x \in Y$ is an element of $\bigwedge^k T_x^* Y$. A $k$-covector or (smooth) $k$-form on $Y$ is a smooth section of $\bigwedge^k T^* Y$.

A vector $v \in \bigwedge^k T_x Y$ (a covector $\omega \in \bigwedge^k T_x^* Y$) is said to be simple if it is the exterior product of 1-vectors (1-covectors).

For any multiindex $I = \{i_1, \ldots, i_k\}$, $1 \leq i_s \leq n$, $1 \leq s \leq k$ we set $|I| = k$ and

$$\frac{\partial}{\partial x^I} = \frac{\partial}{\partial x^{i_1}} \wedge \cdots \wedge \frac{\partial}{\partial x^{i_k}}$$

$$dx^I = dx^{i_1} \wedge \cdots \wedge dx^{i_k}$$

If

$$\omega = \sum_{|I|=k} \omega_I dx^I, \quad v = \sum_{|I|=k} v^I \frac{\partial}{\partial x^I},$$

we define

$$\langle \omega, v \rangle = \sum_{|I|=k} \omega_I v^I$$

(1.1)

Assume now that $Y$ is a riemannian manifold with scalar product $g$ and let

$$\sum_{r,s=1}^n g_{rs} dx^r \otimes dx^s$$

be the 1st fundamental form of $(Y, g)$. Denote by $dV_g$ the associated volume form.

Given a $k$-vector $v \in \bigwedge^k T_x Y$, for any multindex $I = \{i_1, \ldots, i_k\}$ we define

$$v_I = v_{i_1 \cdots i_k} = g_{i_1 s_1} \cdots g_{i_k s_k} v^{s_1 \cdots s_k};$$

the quantities $v_I$ are the components of a $k$-covector. The real number

$$|v| = \left( \sum_{|I|=k} v_I v^I \right)^{1/2}$$

(1.2)

is, by definition, the length of $v$. In a similar way, given a $k$-covector $\omega \in \bigwedge^k T_x^* Y$ we define

$$\omega^I = \omega^{i_1 \cdots i_k} = g^{i_1 s_1} \cdots g^{i_k s_k} \omega_{s_1 \cdots s_k};$$

where $(g^{ij})$ the inverse of $(g_{ij})$. The length of $\omega$ is then

$$|\omega| = \left( \sum_{|I|=k} \omega_I \omega^I \right)^{1/2}$$

(1.3)

The mass of a $k$-vector $v$ at $x$ is defined by

$$\|v\| = \inf \left\{ \sum_\alpha |v_\alpha| : v_\alpha \text{ is simple and } v = \sum_\alpha v_\alpha \right\}.$$

(1.4)

Similarly, the comass of a $k$-covector $\omega$ at $x$ is defined by

$$\|\omega\| = \sup \{ \sup \langle \omega, v \rangle : v \text{ is simple and } |v| \leq 1 \}.$$

(1.5)
Remark 1.3.1 The following holds

1) \( \|v\| = \sup \{ \langle \omega, v \rangle : \|\omega\| \leq 1 \} \);

2) the norms \( \| \| \) are equivalent to the norms \( | | \);

3) if \( k = 1, k = n - 1 \), then from [1.3] it follows that

\[
\|\omega\| = |\omega| = \left( \sum_{j} \omega_j \omega^j \right)^{1/2}
\]

4) \( \| \| = | | \) on the simple vectors and covectors.

Given a \( k \)-vector field on \( Y \) the number

\[
\|v\| = \sup_{x \in Y} \|v(x)\| \quad (1.6)
\]

is called the mass of \( v \). Similarly,

\[
\|\varphi\| = \sup_{x \in Y} \|\varphi(x)\| \quad (1.7)
\]

is called the comass of the \( k \)-form \( \varphi \) on \( Y \).

The flat norm of a \( k \)-form \( \varphi \) is defined by

\[
\|\varphi\|_{\text{flat}} = \sup_{x \in Y} \max \{ \|\varphi(x)\|, \|d\varphi(x)\| \}. \quad (1.8)
\]

### 1.3.2 Currents

Let us recall the main definitions about currents. Let \( Y \) be a differentiable manifold of real dimension \( n \). We denote by \( \mathcal{D}^k(Y) \) the space of the \( k \)-forms on \( Y \) with compact support, endowed with the usual topology and we put \( \mathcal{D}(Y) = \mathcal{D}^0(Y) \). A \( k \)-current on \( Y \) is a continuous linear functional \( T : \mathcal{D}^k(Y) \rightarrow \mathbb{C} \); \( k \) is called the dimension of \( T \), \( n - k \) the degree of \( T \). The space of all \( k \)-currents on \( Y \) will be denoted by \( \mathcal{D}(Y)' \).

The differential or boundary of \( T \) is the \((k + 1)\)-current \(dT\) defined by

\[
dT(\varphi) = T(d\varphi)
\]

for every \( \varphi \in \mathcal{D}^{k-1}(Y) \).

Let \( S \) the family of the closed subsets \( C \) of \( Y \) with the following property: if \( x \in C \setminus Y \) there exists a neighbourhood of \( x \) such that \( T(\varphi) = 0 \) for every \( k \)-form \( \varphi \) such that \( \text{supp}(\varphi) \Subset U \). If \( T \neq 0 \), then \( S \neq \emptyset \). The closed subset

\[
\bigcap_{C \in S} C
\]

is called the support of \( T \) and denoted supp\( T \).

Let \( f : Y \rightarrow Y' \) be a smooth map between differentiable manifolds. Let \( T \) be a \( k \)-current on \( T \) such that \( f|_{\text{supp}T} \) is a proper map. Given a \( k \)-form \( \varphi \in \mathcal{D}^k(Y') \) consider a function \( \chi \in C_0^\infty(Y) \) such that \( \chi = 1 \) on a neighbourhood of \( \text{supp}T \cap f^{-1}(\text{supp} \varphi) \); then the complex number \( T(\chi f^*\varphi) \) is independent of \( \chi \) and \( \varphi \mapsto T(\chi f^*\varphi) \) defines a \( k \)-current
on $Y$ called the direct image of $T$ and denoted by $f_* T$. The operation $f_*$ commutes with the boundary i.e. $d \circ f_* = f_* \circ d$.

For $\omega \in \mathcal{D}^m(Y)$, $m \leq k$, we define

$$T_* \omega(\varphi) = T(\omega \wedge \varphi)$$

for any $\varphi \in \mathcal{D}^{k-m}(Y)$. As it is easily seen $T_* \omega$ is a $(k-m)$-current.

For $f \in \mathcal{C}^0(Y)$, $f \geq 0$, let

$$\|T\|(f) = \sup \left\{ T(\varphi), \varphi \in \mathcal{D}^k(Y) : \|\varphi(x)\| \leq f(x) \right\} ;$$

(1.9)

if $\|T\|(f) < +\infty$ for every $f \in \mathcal{C}^0(Y)$ the current $T$ is said to have locally finite mass.

If $\|T\|(1) < +\infty$ we say that $T$ has a finite mass. Then $f \mapsto \|T\|(f)$ is a Radon measure with a density $d\|T\|$ such that

$$\|T\|(f) = \int_Y f d\|T\|$$

for all continuous functions $f$ on $Y$. By virtue of Radon-Nikodym theorem there exists $\|T\|$-a.e. a $k$-vector field $T$ such that $\|T\|$-a.e. $|T| = 1$, $T$ is simple and for every $k$-form $\varphi$ one has

$$T(\varphi) = \int_Y \langle \varphi, T \rangle d\|T\|.$$

The mass of $T$ is

$$M(T) = \int_Y d\|T\| = \sup \left\{ T(\varphi), \varphi \in \mathcal{D}^k(Y) : \|\varphi(x)\| \leq 1 \right\} .$$

If $T$ is locally of finite mass the mass of $T$ is defined for every compact subset $K$ of $Y$ by

$$M_K(T) = \int_K d\|T\| = \sup \left\{ T(\varphi), \varphi \in \mathcal{D}^k(Y) : \|\varphi\|_K \leq 1 \right\} .$$

The vector space of $k$–currents of locally finite mass is denoted by $\mathcal{M}_{k,\text{loc}}(Y)$, while $\mathcal{M}_k(Y)$ denotes the space of $k$–currents of finite mass.

**Example: currents of integration** Let $V$ be a closed submanifold of a riemannian manifold $Y$. Then

$$\varphi \mapsto \int_V \varphi$$

is a $k$-current. If the $k$-volume of $V$ is finite then $T$ has a finite mass $M(T) = k$-volume of $V$.

The same definition if $V$ is replaced by a locally finite integral polyedral $k$-chain $P$. Here polyedral $k$-chains are meant formal sums $\sum_{j \in \mathbb{Z}} n_j \sigma_j$ where $n_j \in \mathbb{Z}$, $j \in \mathbb{Z}$, and $\sigma_j$ are Lipschitz maps $\Delta_k \to Y$ where $\Delta_k$ is the oriented standard $k$-simplex. Currents of this type are said to be currents of integration and are denoted by $[P]$.

Let $\mathcal{C}^k(Y; \mathbb{Z})$ be the group of the locally finite integral polyedral $k$-chains and by $\mathcal{P}_k(Y; \mathbb{Z})$ the corresponding group of the integration currents. If $K$ is a compact subset of $Y$, $\mathcal{C}_K^k(Y; \mathbb{Z})$ denotes the subgroup of chains of $\mathcal{C}^k(Y; \mathbb{Z})$ with support in $K$ and $\mathcal{P}_{K,k}(Y; \mathbb{Z})$ the group of the corresponding currents. If we work with real coefficients the corresponding spaces of currents are denoted by $\mathcal{P}_k(Y; \mathbb{R})$ and $\mathcal{P}_{K,k}(Y; \mathbb{R})$ respectively.
1.3. CLASSICAL THEORY OF CURRENTS

Normal currents. A $k$-current $T$ which is locally of finite mass is said to be \textit{locally normal} if $dT$ has a locally finite mass. For these currents we use the seminorm

$$N_K(T) = M_K(T) + M_K(dT) ,$$

(1.10)

$K$ a compact in $Y$. The space of all locally normal currents is denoted by $\mathfrak{N}_{k,loc}(Y)$. The space of the normal currents whose support is contained in a compact subset $K$ of $Y$ is denoted by $\mathfrak{N}_{k,K}(Y)$ and the one of normal currents ($T$ and $dT$ of finite mass) by $\mathfrak{N}_k(Y)$.

Rectifiable currents. $k$-currents which are limits in mass norm of integration currents are called \textit{rectifiable}. We denote by $\mathfrak{R}_{k,K}(Y;\mathbb{Z})$ the space of all $k$-current $T$ such that for every $\epsilon > 0$ there exists $P \in \mathcal{P}_{k,K}(Y;\mathbb{Z})$ with $M_K(T - |P|) < \epsilon$.

A rectifiable $k$-current $T$ is an \textit{integral current} if $dT$ is rectifiable. In particular, rectifiable current are normal. Spaces of rectifiable $k$-currents on a riemannian manifold $Y$ are denoted by $\mathfrak{J}_{k,K}(Y)$ and $\mathfrak{J}_k(Y)$, $K$ being a compact of $Y$.

1.3.3 Dual flat seminorm for currents.

The \textit{dual flat seminorm} of a $k$-current $T$ is defined by

$$\|T\|_{K,\text{flat}} = \sup \{ |T(\varphi)| : \|\varphi\|_{K,\text{flat}} \leq 1 \}$$

(1.11)

If $\|T\|_{K,\text{flat}} < +\infty$ then supp $T \subset K$ is compact and

$$\|dT\|_{K,\text{flat}} \leq \|T\|_{K,\text{flat}} .$$

(1.12)

It can be shown that

$$\|T\|_{K,\text{flat}} = \inf_S \{ M(T - dS) + M(S) : \text{supp } S \subset K \}$$

(1.13)

(and by Hahn-Banach theorem this inf is attained).

The $\|\|_{K,\text{flat}}$-closure of $\mathfrak{R}_{k,K}(Y)$ is denoted by $\mathfrak{F}_{k,K}(Y)$. The union of all $\mathfrak{F}_{k,K}(Y)$ is denoted by $\mathfrak{F}_k(Y)$; its elements are called \textit{flat $k$-chains}. A \textit{locally flat $k$-chain} is a current $T$ such that $T_\epsilon f \in \mathfrak{F}_k(Y)$ for every $f \in C_c^\infty(Y)$.

Currents with support in $K$ of the form

$$T = R + dS$$

where $R, S$ are rectifiable, $T \in \mathfrak{R}_{k,K}(Y;\mathbb{Z})$, $S \in \mathfrak{R}_{k+1,K}(Y;\mathbb{Z})$ are called \textit{integral flat $k$-chains} with support in $K$; the space of such currents is denoted by $\mathcal{F}_{k,K}(Y)$. The \textit{flat norm} of a integral flat $k$-chain $T \in \mathcal{F}_{k,K}(Y)$ is defined by (1.13).

We recall some results on flat currents.

**Proposition 1.3.1** A flat current of finite mass is mass limit of normal currents.

**Proof:** Indeed, given $T \in \mathfrak{F}_m(Y) \cap \mathfrak{M}_m(Y)$ and $\epsilon > 0$, we can find $Q_\epsilon$ normal such that $F(T - Q_\epsilon) < \epsilon$, so there exists a current $S_\epsilon$ with compact support such that

$$\epsilon > F(T - Q_\epsilon) = M(T - Q_\epsilon - dS_\epsilon) + M(S_\epsilon) .$$

As $Q_\epsilon$ is normal and $T$ is of finite mass, also $T - Q_\epsilon$ is of finite mass; this implies that $dS_\epsilon$ is of finite mass, so $S_\epsilon$ is normal.

Moreover, $Q_\epsilon + dS_\epsilon$ is normal and $M(T - Q_\epsilon - dS_\epsilon) < \epsilon$, which proves the thesis. $\Box$
Proposition 1.3.2 Given $T \in \mathscr{F}_{k,K}(Y)$, we can find a $k-$vectorfield $\xi$ and a $(k+1)-$vectorfield $\eta$ on $Y$, supported in $K$, with $L^1(K,dV_g)$ coefficients, such that

$$T(\omega) = \int_{\text{supp } \omega} \langle \xi, \omega \rangle dV_g + \int_{\text{supp } \omega} \langle \eta, d\omega \rangle dV_g.$$ 

Proof: If $K$ is contained in a coordinate chart, we can apply the result for $\mathbb{R}^n$, which can be found in [20, 4.1.18]. For a generic compact, it is enough to write it as union of coordinate chart and employ a smooth partition of unity. □

Remark 1.3.2 On the other hand, it is obvious that every current of the form

$$T(\omega) = \int_{\text{supp } \omega} \langle \xi, \omega \rangle dV_g + \int_{\text{supp } \omega} \langle \eta, d\omega \rangle dV_g$$

is flat, as it is written as $A + dB$, with $A$, $B$ supported in $K$ and with finite mass.
There are, it has been said, two types of people in the world. There are those who, when presented with a glass that is exactly half full, say: this glass is half full. And then there are those who say: this glass is half empty. The world belongs, however, to those who can look at the glass and say: What’s up with this glass? Excuse me? Excuse me? This is my glass? I don’t think so. My glass was full! And it was a bigger glass!

Chapter 2

Currents on singular complex spaces

This chapter opens with a hurried presentation of the theory of local metric currents on metric spaces, which is explained with more ease and care in [43]. We complete this sketchy picture with the detailed proof of the comparison theorem between metric and classical currents on a manifold and with a note on the homology theory given by normal metric currents.

The second section introduces the Dolbeault decomposition for metric currents i.e. decomposition in currents of type \((p, q)\) and, as a consequence, the definition of the operators \(\partial\) and \(\bar{\partial}\). The main properties of these operators are investigated, mainly in connection with the other operations on metric currents, i.e. contraction, pushforward, slicing.

The sheafs of metric currents we define in the third section are one of the main reasons why we work with local metric currents.

An investigation on holomorphic currents, i.e. \(\bar{\partial}\)–closed \((p, n)\)–currents, is the subject of the last section.

2.1 Local metric currents

We recall in this section the basic facts of the metric currents on a metric space, firstly developed by Ambrosio and Kirchheim in [4]. Our exposition will follow closely [43].

Let \(X, Y\) be metric spaces. We denote by \(\text{Lip}(X, Y)\) the set of all Lipschitz maps from \(X\) to \(Y\) and by \(\text{Lip}_L(X, Y)\) the set of \(L\)–Lipschitz maps i.e. maps \(X \to Y\) with Lipschitz constant \(L\): \(\text{Lip}_{loc}(X, Y)\) the set of those maps \(f : X \to Y\) such that for every \(K \subset X\) compact, \(f|_K \in \text{Lip}(K, Y)\). If \(Y = \mathbb{C}\) we simply we write \((X)\) instead of \((X, \mathbb{C})\) in the previous symbols. Given \(f \in \text{Lip}(X, Y)\), we define

\[
\text{Lip}(f) = \inf\{L \in [0, +\infty) : f \in \text{Lip}_L(X, Y)\}.
\]

Recall that if \(A \subset X\) and \(f \in \text{Lip}_L(A, \mathbb{R}^n)\), then there exists \(\tilde{f} \in \text{Lip}_L(X, \mathbb{R}^n)\) such that \(f = \tilde{f}|_A\); moreover, every \(f : X \to \mathbb{C}\) bounded and uniformly continuous can be approximated uniformly by Lipschitz functions.

2.1.1 Definitions

In what follows, \(X\) will be a locally compact metric space. For a compact subset \(K \subset X\) and \(L \in [0, \infty)\) we put

\[
\text{Lip}_{K,L} = \{f \in \text{Lip}_L(X) : \text{supp}(f) \subset K\}
\]
The union \( D(X) \) of all such spaces is the algebra of all \( f \in \text{Lip}(X) \) whose support \( \text{supp}(f) \) is compact. We say that \( f_j \to f \) in \( D(X) \) if and only if all \( f_j \) belong to some \( \text{Lip}_{K,L}(X) \) and \( f_j \to f \) pointwise on \( X \). Similarly, we say that \( \pi_j \to \pi \) in \( \text{Lip}_{\text{loc}}(X) \) if and only if for every compact \( K \) there exists a constant \( L_K \) such that \( \pi_j|_K \in \text{Lip}_{K,L_K}(X) \) for all \( j \) and \( \pi_j \to \pi \) pointwise on \( K \).

Let
\[
\mathcal{D}^0(X) = \mathcal{D}(X) \quad \mathcal{D}^m(X) = \mathcal{D}(X) \times [\text{Lip}_{\text{loc}}(X)]^m
\end{equation}
endowed with the product topology.

An \( m \)-dimensional local metric current \( T \) in \( X \) is a function \( T : \mathcal{D}^m(X) \to \mathbb{C} \) such that

1. (multilinearity) \( T \) is \((m+1)\)-linear;
2. (continuity) \( T(f^j, \pi^1_j, \ldots, \pi^m_j) \to T(f, \pi_1, \ldots, \pi_m) \) if \((f^j, \pi^j) \to (f, \pi)\) in \( \mathcal{D}^m(X) \);
3. (locality) if \( m \geq 1 \), \( T(f, \pi_1, \ldots, \pi_m) = 0 \) whenever some \( \pi_i \) is constant in a neighborhood of \( \text{supp}(f) \).

The vector space of all \( m \)-dimensional local metric currents will be denoted by \( \mathcal{D}_m(X) \); we can endow it with a weak topology such that \( T_n \to T \) if and only if \( T_n(f, \pi_1, \ldots, \pi_m) \to T(f, \pi_1, \ldots, \pi_m) \) for all \( (f, \pi_1, \ldots, \pi_m) \in \mathcal{D}^m(X) \).

An immediate consequence of the definition is the following strict locality property proved in [43, Section 2].

**Lemma 2.1.1** Let \( m \geq 1 \), \( T \in \mathcal{D}_m(X) \), then \( T(f, \pi_1, \ldots, \pi_m) = 0 \) whenever some \( \pi_i \) is constant on \( \text{supp}(f) \).

Given \( (u, v) \in \text{Lip}_{\text{loc}}(X) \times [\text{Lip}_{\text{loc}}(X)]^k \) and \( T \in \mathcal{D}_m(X) \), with \( m \geq k \geq 0 \), we define the current \( T_\perp(u, v) \in \mathcal{D}_{m-k}(X) \) by
\[
(T_\perp(u, v))(f, g) = T(uf, v, g) = T(u, v_1, \ldots, v_k, g_1, \ldots, g_{m-k})
\end{equation}
for \((f, g) \in \mathcal{D}^{m-k}(X) \). We have that
\[
(T_\perp(1, v))_\perp(1, w) = T_\perp(1, v, w) .
\]

**Proposition 2.1.2** Suppose \( T \in \mathcal{D}_m(X) \), \( m \geq 1 \) and \((f, \pi_1, \ldots, \pi_m) \in \mathcal{D}^m(X) \), then

1. if \( m \geq 2 \) and \( \pi_i = \pi_j \) with \( i \neq j \), we have \( T(f, \pi_1, \ldots, \pi_m) = 0 \).
2. for every \( g, h \in \text{Lip}_{\text{loc}}(X) \),
\[
T(f, gh, \pi_2, \ldots, \pi_m) = T(fg, h, \pi_2, \ldots, \pi_m) + T(fh, g, \pi_2, \ldots, \pi_m) .
\]

For the proof see [43, Proposition 2.4].

We also recall the following analogue of the chain rule [43, Theorem 2.5].
Theorem 2.1.3 Suppose $m,n \geq 1$, $T \in \mathcal{D}_m(X)$, $f \in \mathcal{D}(X)$, and let $U \subset \mathbb{R}^n$ be an open set, $\pi = (\pi_1, \ldots, \pi_n) \in \text{Lip}_\text{loc}(X,U)$ and $g = (g_1, \ldots, g_m) \in [C^{1,1}(U)]^m$. Then, if $n \geq m$,
\[
 T(f,g \circ \pi) = \sum_{\lambda \in \Lambda(n,m)} T \left( f \det \left( [D\lambda(k)g_i \circ \pi]_{i,k=1}^m, \pi_{\lambda(1)}, \ldots, \pi_{\lambda(m)} \right) \right).
\]
If $n < m$, then $T(f,g \circ \pi) = 0$.

The support $\supp(T)$ of a local metric current $T \in \mathcal{D}_m(X)$ is the intersection of all closed sets $C \subset X$ such that $T(f,\pi) = 0$ whenever $(f,\pi) \in \mathcal{D}^m(X)$ and $\supp(f) \cap C = \emptyset$. We have the following properties (see [43 Section 3]).

Lemma 2.1.4 Let $T \in \mathcal{D}_m(X)$, then

i. $\supp(T)$ is the set of all $x \in X$ such that for every $\epsilon > 0$ there exists $(f,\pi) \in \mathcal{D}^m(X)$ with $\supp(f) \subset B_\epsilon(x)$ and $T(f,\pi) \neq 0$;

ii. if $f|_{\supp(T)} = 0$ then $T(f,\pi) = 0$;

iii. if $m \geq 1$, $T(f,\pi) = 0$ whenever some $\pi_i$ is constant on $\{f \neq 0\} \cap \supp(T)$.

Obviously, given $A \subset X$ closed and $T_A \in \mathcal{D}_m(A)$, we can define $T \in \mathcal{D}_m(X)$ by
\[
 T(f,\pi_1, \ldots, \pi_m) = T_A(f|A, \pi_1|A, \ldots, \pi_m|A).
\]

Proposition 2.1.5 Let $T \in \mathcal{D}_m(X)$ and $A \subset X$ be a locally compact set containing $\supp(T)$. Then there is a unique $T_A \in \mathcal{D}_m(A)$ such that
\[
 T_A(f,\pi) = T(\tilde{f},\tilde{\pi})
\]
whenever $(f,\pi) \in \mathcal{D}^m(A), (\tilde{f},\tilde{\pi}) \in \mathcal{D}^m(X)$ and $\tilde{f}|_A = f, \tilde{\pi}|_A = \pi$. Moreover, $\supp(T) = \supp(T_A)$.

The boundary of $T \in \mathcal{D}_m(X)$, $m \geq 1$, is the local current $dT \in \mathcal{D}_{m-1}(X)$ defined by
\[
dT(f,\pi_1, \ldots, \pi_{m-1}) = T(\sigma, f, \pi_1, \ldots, \pi_{m-1}) \quad \forall (f,\pi_1, \ldots, \pi_{m-1}) \in \mathcal{D}^{m-1}(X)
\]
where $\sigma \in \mathcal{D}(X)$ is any functions such that $\sigma \equiv 1$ on $\{f \neq 0\} \cap \supp(T)$. One can check that this defines indeed a local metric current such that $supp(dT) \subset \supp(T)$ and $(dT)_A = d(T_A)$ for every locally closed subset $A$. If $m \geq 2$, locality implies that $ddT = 0$. The operator $d : \mathcal{D}_m(X) \to \mathcal{D}_{m-1}(X)$ is linear and weakly continuous.

Lemma 2.1.6 If $T \in \mathcal{D}_m(X)$ and $(u,v) \in \text{Lip}_\text{loc}(X) \times [\text{Lip}_\text{loc}(X)]^k$, with $m > k$, then
\[
 (dT)_{\text{loc}}(u,v) = T_{\text{loc}}(1,u,v) + (-1)^k d(T_{\text{loc}}(u,v)) .
\]

Given $T \in \mathcal{D}_m(X)$ a locally compact set set $A \subset X$ containing $\supp(T)$, $Y$ and a locally compact metric space. For every proper map $F \in \text{Lip}_\text{loc}(A,Y)$ the pushforward of $T$ via $F$ is the current $F_*T \in \mathcal{D}_m(Y)$ given by
\[
 F_*T(f,\pi_1, \ldots, \pi_m) = T_A(f \circ F, \pi_1 \circ F, \ldots, \pi_m \circ F) .
\]
We have $\supp(F_*T) = F(\supp(T))$ and, if $m \geq 1$, $F'_p(dT) = d(F_*T)$; moreover, if $Z$ is another locally compact metric space and $G \in \text{Lip}_\text{loc}(Y,Z)$ is proper, we have that $(G \circ F)_*T = G_*F_*T$.

If $F \in \text{Lip}_\text{loc}(X,Y)$ is proper, the operator $F_* : \mathcal{D}_m(X) \to \mathcal{D}_m(Y)$ is linear and weakly continuous.
2.1.2 Mass

Given $T \in \mathcal{D}_m(X)$ and an open set $V \subset X$, we define the mass $M_V(T)$ of $T$ in $V$ as the least number $M \in [0, +\infty]$ such that

$$\sum_{\lambda \in \Lambda} T(f_\lambda, \pi^\lambda) \leq M$$

whenever $\Lambda$ is a finite set, $(f_\lambda, \pi^\lambda) \in \mathcal{D}(X) \times [\text{Lip}_1(X)]^m$, supp $(f_\lambda) \subset V$ and $\sum_{\lambda \in \Lambda} |f_\lambda| \leq 1$.

$M_X(T) = M(T)$ will be called the total mass of $T$. We set

$$M_m, \text{loc}(X) = \{ T \in \mathcal{D}_m(X) : M_V(T) < +\infty \forall V \subset X \}$$

and we define an outer measure $\|T\|$ by

$$\|T\|(A) = \inf \{ M_V(T) : V \subset X \text{ is open and } A \subset V \}$$

for every $A \subset X$. We note that the mass is lower semicontinuous with respect to weak convergence: if $T_n \to T$ weakly in $\mathcal{D}_m(X)$, then

$$M_V(T) \leq \liminf_{n \to \infty} M_V(T_n)$$

for every open set $V \subset X$. We have the following results (see [43, Section 4]).

**Proposition 2.1.7** For $m \geq 0$, $(M_m(X), M)$ is a Banach space.

**Theorem 2.1.8** Let $T \in \mathcal{D}_m(X)$, then

i. the function $\|T\| : 2^X \to [0, +\infty]$ is a Borel regular outer measure;

ii. we have supp $(\|T\|) = \text{supp}(T)$ and $\|T\|(X \setminus \text{supp}(T)) = 0$;

iii. for every open set $V \subset X$,

$$\|T\|(V) = \sup \{ \|T\|(K) : K \subset X \text{ is compact and } K \subset V \} ;$$

iv. if $T \in M_m, \text{loc}(X)$, then $\|T\|$ is a Radon measure and

$$|T(f, \pi)| \leq \prod_{i=1}^{m} \text{Lip}(\pi_{i|\text{supp}(f_i)}) \int_X |f|d\|T\|$$

for all $(f, \pi) \in \mathcal{D}^m(X)$.

Let $\mathcal{B}_{c}^{\infty}(X)$ be the algebra of all bounded complex-valued Borel functions whose support is compact; from the previous Theorem it follows that every $T \in M_m, \text{loc}(X)$, we can naturally extends to

$$T : \mathcal{B}_{c}^{\infty}(X) \times [\text{Lip}_{\text{loc}}(X)]^m \to \mathbb{C}$$

by a density argument.

**Theorem 2.1.9** The extended functional $T$ has the following properties:

1. (multilinearity) $T$ is $(m+1)-linear on \mathcal{B}_{c}^{\infty}(X) \times [\text{Lip}_{\text{loc}}(X)]^m$;
(2) (continuity) $T(f^j, \pi^j) \to T(f, \pi)$ whenever $f, f^j \in B_c^\infty(X)$, $\sup_j \|f^j\|_\infty < \infty$, $\bigcup_j \text{supp}(f^j) \subset K \subset X$, $f^j \to f$ pointwise on $X$ and $\pi^j \to \pi$ in $[\text{Lip}_{\text{loc}}(X)]^m$;

(3) (locality) if $m \geq 1$, $T(f, \pi) = 0$ whenever some $\pi_i$ is constant on the support of $f \in B_c^\infty(X)$;

(4) for all $(f, \pi) \in B_c^\infty(X) \times [\text{Lip}_{\text{loc}}(X)]^m$

$$|T(f, \pi)| \leq \prod_{i=1}^m \text{Lip}(\pi_i|_{\text{supp}(f)}) \int_X |f|d\|T\|.$$

This extension allows us to define $T_L u$, more generally, for any locally bounded Borel function, in particular for $u = \chi_B$ a characteristic function of some Borel set $B \subset X$. we write $T_L B$ instead of $T_L \chi_B$. Clearly, given $(u, v) \in B_c^\infty(X) \times [\text{Lip}_{\text{loc}}(X)]^k$ and $T \in M_{m,\text{loc}}(X)$, the following holds for any open set $V \subset X$

$$M_V(T_L (u, v)) \leq \prod_{i=1}^k (v_i|_V) \int_V |u|d\|T\|$$

and $T_L (u, v) \in M_{m-k,\text{loc}}(X)$.

**Lemma 2.1.10** Suppose that $T \in M_{m,\text{loc}}(X)$, $Y$ is a locally compact metric space, $F \in \text{Lip}_{\text{loc}}(X,Y)$ is proper when restricted to $\text{supp}(T)$. Then $F_1 T \in M_{m,\text{loc}}(Y)$ and

i. for all $(f, \pi) \in B_c^\infty(Y) \times [\text{Lip}_{\text{loc}}(Y)]^m$ and $\sigma \in B_c^\infty(X)$ such that $\sigma = 1$ on $\{f \circ F \neq 0\} \cap \text{supp}(T)$,

$$(F_1 T)(f, \pi) = T(\sigma(f \circ F), \pi \circ F);$$

ii. for every Borel set $B \subset Y$,

$$M((F_1 T)_L B) \leq \text{Lip}(F|_{F^{-1}(B) \cap \text{supp}(T)})^m \|T\|(|F^{-1}(B)|).$$

**Lemma 2.1.11** Let $T \in M_{m,\text{loc}}(X)$ and $B \subset X$ either a $\sigma$–finite with respect to $\|T\|$ Borel set or an open set. Then $\|T\|(B)$ is the least number such that

$$\sum_{\lambda \in \Lambda} T(f_\lambda, \pi_\lambda) \leq \|T\|(B)$$

whenever $\Lambda$ is finite, $(f_\lambda, \pi_\lambda) \in B_c^\infty(X) \times [\text{Lip}_1(X)]^m$ and $\sum_\lambda |f_\lambda| \leq \chi_B$. Moreover $\|T\|_{L_B} = \|T_L B\|$ and $\|T\|(B) = M(T_L B)$.

A slightly different extension can be realized for a current $T \in M_m(X)$, namely we can extend it to

$$T : B_c^\infty(X) \times [\text{Lip}(X)]^m \to \mathbb{C}$$

with the following properties:

(1) (multilinearity) $T$ is $(m+1)$–linear;

(2) (continuity) $T(f^j, \pi^j) \to T(f, \pi)$ whenever $(f, \pi), (f^j, \pi^j) \in B_c^\infty(X) \times [\text{Lip}_L(X)]^m$, $\sup_j \|f^j\|_\infty$ is finite, $(f^j, \pi^j) \to (f, \pi)$ pointwise on $X$;

(3) (locality) if $m \geq 1$, $T(f, \pi) = 0$ whenever some $\pi_i$ is constant on the support of $f$;
Proposition 2.1.12

Let \( \mathcal{D}^\infty(X) \times [\text{Lip}(X)]^m \)

\[
|T(f, \pi)| \leq \prod_{i=1}^m \text{Lip}(\pi_{i\{supp(f)\}}) \int_X |f|d\|T\|. 
\]

For a locally compact metric space \( X \), the Banach space \( (M_m(X), M) \) is exactly the vector space of \( m \)-dimensional metric currents defined by Ambrosio and Kirchheim in [4], endowed with the mass norm.

2.1.3 Locally normal currents

Given \( T \in \mathcal{D}_m(X) \) and an open set \( V \subseteq X \), we define

\[
N_V(T) = M_V(T) + M_V(dT)
\]

if \( m \geq 1 \) and \( N_V(T) = M_V(T) \) if \( m = 0 \), and let \( N(T) = N_X(T) \). Let

\[
N_{m,loc}(X) = \{ T \in \mathcal{D}_m(X) : N_V(T) < +\infty \text{ for every open set } V \subseteq X \}
\]

and

\[
N_m(X) = \{ T \in \mathcal{D}_m(X) : N(T) < +\infty \}.
\]

The elements of \( N_{m,loc}(X) \), \( N_m(X) \) are called locally normal currents, normal currents, respectively. \( N_m(X) \) is a Banach space with the norm \( N \).

Given \( T \in N_{m,loc}(X) \) and \( (u, v) \in \text{Lip}_{loc}(X) \times [\text{Lip}_{loc}(X)]^k \), where \( m > k \), we have

\[
d(T \upharpoonright (u, v)) = (-1)^k((dT) \upharpoonright (u, v) - T \upharpoonright (1, u, v))
\]

so that

\[
M_V(d(T \upharpoonright (u, v))) \leq \prod_{i=1}^k \text{Lip}(v_i|_V) \left( \int_V |u|d\|dT\| + \text{Lip}(u|_V)\|T\|(V) \right)
\]

for every open set \( V \subseteq X \). Therefore \( T \upharpoonright (u, v) \in N_{m-k,loc}(X) \). We note that push-forwards of locally normal currents are locally normal. We state now a usefull property of the locally normal currents (see [43 Lemma 5.2], or [4 Proposition 5.1] for the case of normal currents).

**Proposition 2.1.12** Let \( T \in N_{m,loc}(X) \), \( m \geq 1 \), then

i. for every \( (f, g) \in \mathcal{D}^m(X) \) with \( g_2, \ldots, g_m \in \text{Lip}_1(X) \),

\[
|T(f, g)| \leq \text{Lip}(f) \int_{\text{supp}(f)} |g_1|d\|T\| + \int_X |f|g_1d\|dT\|;
\]

ii. for all \( (f, g), (\tilde{f}, \tilde{g}) \in \mathcal{D}(X) \times [\text{Lip}_1(X)]^m \),

\[
|T(f, g) - T(\tilde{f}, \tilde{g})| \leq \int_X |f - \tilde{f}|d\|T\| + \sum_{i=1}^m \left( \text{Lip}(f) \int_{\text{supp}(f)} |g_i - \tilde{g}_i|d\|T\| + \int_X |f||g_i - \tilde{g}_i|d\|dT\| \right).
\]

Indeed, this proposition is true under slightly weaker assumptions.
2.1. LOCAL METRIC CURRENTS

Proposition 2.1.13 Let $T : \mathcal{D}^k(X) \rightarrow \mathbb{C}$ be a multilinear local functional, with locally finite mass, for which the product rule holds; furthermore, let us suppose that $dT$ is of locally finite mass too. Then $T$ is continuous.

Proof: Let $f \in \mathcal{D}(X)$, $\pi_1, \pi'_1 \in \text{Lip}_{loc}(X)$ and $\pi = (\pi_2, \ldots, \pi_k) \in [\text{Lip}_{loc}(X)]^{k-1}$; then

$$T(f, \pi_1, \pi) - T(f, \pi'_1, \pi) = T(1, f \pi_1, \pi) - T(1, f \pi'_1, \pi) - T(\pi_1, f, \pi) + T(\pi'_1, f, \pi) = dT(f \pi_1, \pi) - dT(f \pi'_1, \pi) - T(\pi_1, f, \pi) + T(\pi'_1, f, \pi).$$

Using the locality property, $|T(f, \pi_1, \pi) - T(f, \pi'_1, \pi)|$ can be estimated with

$$\left( \int_{\text{supp} f} |f| |\pi_1 - \pi'_1| dT \right) + \text{Lip}(f) \left( \int_{\text{supp} f} |\pi_1 - \pi'_1| dT \right) \prod_{j=2}^{k} \text{Lip}(\pi_j |_{\text{supp} f})$$

Repeating this argument for every component, we have that

$$|T(f, \pi) - T(f', \pi')| \leq \int_{U} |f - f'| |dT| +$$

$$+ \sum_{i=1}^{k} \left( \int_{U} |f| |\pi_i - \pi'_i| dT \right) + \text{Lip}(f) \left( \int_{\text{supp} f} |\pi_i - \pi'_i| dT \right) \prod_{j \neq i} \text{Lip}(\pi_j |_{\text{supp} f})$$

As supp $f$ is compact, if the components of $\omega^i$ converge pointwise to the components of $\omega$ on $X$, they converge uniformly on supp $f$, therefore, applying the previous estimate to the difference $T(\omega_i) - T(\omega)$ we obtain that $T(\omega_i)$ converges to $T(\omega)$, since the integrands in the right-hand side all converge uniformly to 0 on supp $f$. □

Finally, let us give a characterization of top dimensional locally normal currents in Euclidean spaces. In order to formulate the result, we define the top dimensional current associated to a $L^1_{loc}$ function in an Euclidean space: given $U \subset \mathbb{R}^n$ open and $u \in L^1_{loc}(U)$, we define

$$[u](f, \pi_1, \ldots, \pi_n) = \int_{\text{supp} f} uf \det \text{Jac}(\pi) d\mathcal{L}^n.$$  

By Rademacher’s theorem, $\pi_1, \ldots, \pi_n$ are almost everywhere differentiable and their differential are bounded on supp $f$, therefore the Jacobian is well defined and its product with $uf$ is integrable. The current $[u]$ is obviously multilinear, local and of locally finite mass. The continuity follows by a well known properties of $W^{1,\infty}_{loc}$ functions. Therefore, $[u] \in M_{n,loc}(\mathbb{R}^n)$.

Theorem 2.1.14 Let $T \in N_{k,loc}(U)$. Then there exists $u \in BV_{loc}(U)$ such that $T = [u]$ and $\|dT\| = |Du|.$

2.1.4 Rectifiable currents and slicing

Let $\mathcal{H}^k$ be the $k$-dimensional Hausdorff measure on $X$. A current $T \in M_{k,loc}(X)$ is said to be locally rectifiable if

i. $\|T\|$ is concentrated on a countably $\mathcal{H}^k$-rectifiable set;

ii. $\|T\|$ vanishes on $\mathcal{H}^k$-negligible Borel sets.
The space of locally rectifiable currents is denoted by \( \mathcal{R}_{k,\text{loc}}(X) \), the elements of \( \mathcal{R}_k(X) = \mathcal{R}_{k,\text{loc}}(X) \cap M_k(X) \) are called rectifiable currents.

We say that a locally rectifiable current \( T \) is locally integer rectifiable if for any \( \phi \in \text{Lip}(X, \mathbb{R}^k) \) and compact Borel \( B \) set in \( X \) one has \( \phi(T \downarrow B) = [u] \) with \( u \in L^1(\mathbb{R}^k, \mathbb{Z}) \). The space of such currents is denoted by \( \mathcal{I}_{k,\text{loc}}(X) \); the elements of \( \mathcal{I}_k(X) = \mathcal{I}_{k,\text{loc}}(X) \cap M_k(X) \) are called integer rectifiable currents.

We define the spaces of locally integral and integral currents as follows.

\[
I_{k,\text{loc}}(X) = \left\{ T \in \mathcal{I}_{k,\text{loc}}(X) : dT \in \mathcal{I}_{k-1,\text{loc}}(X) \right\},
\]

\[
I_k(X) = I_{k,\text{loc}} \cap N_k(X).
\]

**Theorem 2.1.15** Let \( T \in M_{k,\text{loc}}(X), k \geq 1 \). Then \( T \in \mathcal{R}_{k,\text{loc}}(X) \) (resp. \( T \in \mathcal{I}_{k,\text{loc}}(X) \)) if and only if there exist a sequence \( \{K_i\} \) of compact sets in \( \mathbb{R}^k \), a sequence \( \{\theta_i\} \) of functions in \( L^1(\mathbb{R}^k, \mathbb{R}) \) (resp. \( L^1(\mathbb{R}^k, \mathbb{Z}) \)) with supp \( \theta_i \subset K_i \) and a sequence \( \{f_i\} \) of bi-Lipschitz maps \( f_i : K_i \to X \) such that

\[
\|T\|(A) = \sum_i \|\mathcal{H}(f_i)^{\circ \theta_i}\|(A) \quad T(f, \pi) = \sum_i (f_i)^{\circ \theta_i}(f, \pi)
\]

for every Borel set \( A \subset X \) and for every \((f, \pi) \in \mathcal{D}^k(X)\).

Given \( T \in M_{k,\text{loc}}(X), \pi \in \text{Lip}_{\text{loc}}(X, \mathbb{R}^m) \), we define the slice \( \langle T, \pi, x \rangle \in \mathcal{D}_{k-m}(X) \) by

\[
\langle T, \pi, x \rangle(f, \eta) = \lim_{\epsilon \to 0} T(f \rho_\epsilon \circ \pi, \pi, \eta)
\]

where \( \rho_\epsilon \) is any family of mollifiers, for every \( x \in \mathbb{R}^m \) for which the limit exists.

**Theorem 2.1.16** If \( T \in N_{k,\text{loc}}(X) \), with supp \( T \) separable, \( \pi \in \text{Lip}_{\text{loc}}(X, \mathbb{R}^m) \), then

i. for \( \mathcal{L}^m \)-almost every \( x \in \mathbb{R}^m \), the slice \( \langle T, \pi, x \rangle \) exists and is locally normal and

\[
d\langle T, \pi, x \rangle = (-1)^m d\langle T, \pi, x \rangle;
\]

ii. for all \((f, g) \in \mathcal{E}_\infty \times [\text{Lip}_{\text{loc}}(X)]^{k-m},

\[
\int_{\mathbb{R}^m} \langle T, \pi, x \rangle(f, g)dx = T\downarrow(1, \pi)(f, g);
\]

iii. for every \( \|T\downarrow(1, \pi)\| - \text{measurable set } B \subset X,

\[
\int_{\mathbb{R}^m} \|\langle T, \pi, x \rangle\|(B)dx = \|T\downarrow(1, \pi)\|(B).
\]

**Theorem 2.1.17** Suppose \( m, m' > 1 \), \( k > m + m' \), \( \pi \in \text{Lip}(X, \mathbb{R}^m), \pi' \in \text{Lip}(X, \mathbb{R}^{m'}), \ T \in N_{k,\text{loc}}(X) \) and supp \( T \) is separable. Then

\[
\langle T, (\pi, \pi'), (x, x') \rangle = \langle \langle T, \pi, x \rangle, \pi', x' \rangle
\]

for \( \mathcal{L}^{m+m'} \)-almost every \((x, x') \in \mathbb{R}^{m+m'} \).

We give some results which allow us to recover informations on the rectifiability of a current from the rectifiability of the slices.
Theorem 2.1.18 Let $T \in N_{k,\text{loc}}(X)$, $k \geq 1$ be such that supp$T$ is separable and $\mathcal{P}$ a countable subset of Lip$_1(X)$ which is dense in the uniform norm on compact sets. If, for each $\pi \in \mathcal{P}^k$, $(T, \pi, x) \in \mathcal{R}_{0,\text{loc}}(X)$ (resp. $I_{0,\text{loc}}(X)$) for $\mathcal{L}^k$–almost every $x \in \mathbb{R}^k$, then $T \in \mathcal{R}_{k,\text{loc}}(X)$ (resp. $I_{k,\text{loc}}(X)$).

Theorem 2.1.19 Let $T \in \mathcal{R}_{k,\text{loc}}(X)$, $1 \leq m \leq k$, be such that supp$T$ is separable. Then

i. if $T \in \mathcal{R}_{k,\text{loc}}(X)$ (resp. $I_{k,\text{loc}}(X)$) and $\pi \in \text{Lip}_\text{loc}(X, \mathbb{R}^m)$, then $(T, \pi, x) \in \mathcal{R}_{k-m,\text{loc}}(X)$ (resp. $I_{k-m,\text{loc}}(X)$) for $\mathcal{L}^m$–almost every $x \in \mathbb{R}^k$;

ii. conversely, if for each $\pi \in \text{Lip}_\text{loc}(X, \mathbb{R}^m)$, $(T, \pi, x) \in \mathcal{R}_{k-m,\text{loc}}(X)$ (resp. $I_{k-m,\text{loc}}(X)$) for $\mathcal{L}^m$–almost every $x \in \mathbb{R}^k$, then $T \in \mathcal{R}_{k,\text{loc}}(X)$ (resp. $I_{k,\text{loc}}(X)$).

Finally, we give an important characterization of the space of integral currents.

Theorem 2.1.20 $I_{k,\text{loc}}(X) = I_{k,\text{loc}}(X) \cap N_{k,\text{loc}}(X)$, for all $k \geq 0$.

This result is often known as boundary rectifiability theorem, as it can be stated as follows: if $T \in I_{k,\text{loc}}(X)$ and $dT$ has locally finite mass, then $dT \in I_{k-1,\text{loc}}(X)$.

2.1.5 Comparison theorem

With the notations introduced in section 1.3 we state now the following

Theorem 2.1.21 Let $U \subset \mathbb{C}^N$ be an open set, $N \geq 1$. For every $m \geq 0$ there exists an injective linear map $C_m : \mathcal{D}_m(U) \rightarrow \mathcal{D}_m(U)$ such that

$$C_m(T)(fdg_1 \wedge \ldots \wedge dg_m) = T(f, g_1, \ldots, g_m)$$

for all $(f, g_1, \ldots, g_m) \in C^\infty_\text{c}(U) \times [C^\infty(U)]^m$. Moreover

i. for $m \geq 1$, $d \circ C_m = C_{m-1} \circ d$;

ii. for all $T \in \mathcal{D}_m(U)$, $\|T\| \leq M(C_m(T)) \leq \binom{N}{m} \|T\|$;

iii. the restriction of $C_m$ to $N_{m,\text{loc}}(U)$ is an isomorphism onto $\mathcal{N}_{m,\text{loc}}(U)$;

iv. the image of $C_m$ contains the space $\mathcal{N}_{m,\text{loc}}(U)$.

For the proof see [43, Theorem 5.5] and [4, Theorem 11.1]. Analogous result holds for manifolds.

Theorem 2.1.22 Let $U$ be an $N$–dimensional complex manifold, $N \geq 1$. For every $m \geq 0$ there exists an injective linear map $C_m : \mathcal{D}_m(U) \rightarrow \mathcal{D}_m(U)$ such that

$$C_m(T)(fdg_1 \wedge \ldots \wedge dg_m) = T(f, g_1, \ldots, g_m)$$

for all $(f, g_1, \ldots, g_m) \in C^\infty_\text{c}(U) \times [C^\infty(U)]^m$. The following properties hold:

i. for $m \geq 1$, $d \circ C_m = C_{m-1} \circ d$;

ii. there exists a positive constant $c_1$ such that, for all $T \in \mathcal{D}_m(U)$

$$c_1^{-2}\|T\| \leq M(C_m(T)) \leq c_1^2\binom{N}{m} \|T\|;$$

iii. the restriction of $C_m$ to $N_{m,\text{loc}}(U)$ is an isomorphism onto $\mathcal{N}_{m,\text{loc}}(U)$;
iv. the image of $C_m$ contains the space $\mathfrak{F}_{m,\text{loc}}(U)$.

**Proof:** Fix a locally finite covering $\{U_j\}_{j \in \mathbb{N}}$ of relatively compact open sets with bi-Lipschitz coordinate charts $\phi_j : U_j \rightarrow \Omega_j \subseteq \mathbb{C}^N$.

Let $\{\rho_j\}_{j \in \mathbb{N}}$ be a smooth partition of unity subordinated to the covering $\{U_j\}_{j \in \mathbb{N}}$; for each $j \in \mathbb{N}$, the current $T_j = T_{\rho_j}$ is supported in $U_j$, therefore belongs to $\mathcal{D}_m(U_j)$.

The induced map $(\phi_j)_*^\sharp$ is an isomorphism between $\mathcal{D}_m(U_j)$ and $\mathcal{D}_m(\Omega_j)$; let $C^0_m$ be the linear injective map given by Theorem 2.1.21 between $\mathcal{D}_m(U_j)$ and $\mathcal{D}_m(\Omega_j)$. Then $(\phi_j^{-1})_*^\sharp$ is an isomorphism between $\mathcal{D}_m(\Omega_j)$ and $\mathcal{D}_m(U_j)$, which can be injected into $\mathcal{D}_m(U)$.

Therefore, for every $j \in \mathbb{N}$, we have the map

$$T \mapsto T_j \mapsto (\phi_j)_*^\sharp T_j \mapsto C^0_m((\phi_j)_*^\sharp T_j) \mapsto (\phi_j^{-1})_*^\sharp C^0_m((\phi_j)_*^\sharp T_j) = R^j_m(T).$$

All the intermediate steps are linear and injective, so the result is linear and injective. We set

$$C_m(T) = \sum_j R^j_m(T),$$

which is well defined because the covering is locally finite; moreover, $C_m$ is linear and injective.

Given $(f, g_1, \ldots, g_m) \in C^\infty_c(U) \times [C^\infty(U)]^m$, we have that

$$T(f, g) = \sum_j T(\rho_j f, g) = \sum_j (\phi_j)_*^\sharp T_j((\rho_j \circ \phi_j^{-1}) \cdot (f \circ \phi_j^{-1}), g_1 \circ \phi_j^{-1}, \ldots, g_m \circ \phi_j^{-1})$$

where the sums are indeed finite, because $f$ has compact support. Now, by Theorem 2.1.21 the last sum is equals

$$\sum_j C^j_m((\phi_j)_*^\sharp T_j)((\rho_j f) \circ \phi_j^{-1} dg_1 \circ \phi_j^{-1} \wedge \ldots \wedge dg_m \circ \phi_j^{-1}) =$$

$$\sum_j (\phi_j^{-1})_*^\sharp C^j_m((\phi_j)_*^\sharp T_j)(\rho_j f dg_1 \wedge \ldots \wedge dg_m) = \sum_j R^j_m(T)(fdg_1 \wedge \ldots \wedge dg_m) = C_m(fdg_1 \wedge \ldots \wedge dg_m).$$

The conclusions of Theorem 2.1.21 hold for $C^i_m$ and for the pushforward maps, so we just have to check that they still hold after contraction with a 0–form and after a locally finite sum.

i. We know that, for $m \geq 1$, $d \circ C^j_m = C^j_{m-1} \circ d$. We also have

$$d(T_j) = d(T_{\rho_j}) = dT_{\rho_j} + T_{\rho_j}(\sigma_j, \rho_j) = (dT)_j + T_{\rho_j}(\sigma_j, \rho_j),$$

with $\sigma_j$ a compactly supported smooth function equal to 1 on supp $\rho_j$ and to 0 outside $U_j$, so

$$R^j_{m-1}(dT) = (\phi_j^{-1})_*^\sharp C^j_{m-1}((\phi_j)_*^\sharp (dT)) = (\phi_j^{-1})_*^\sharp C^j_{m-1}((\phi_j)_*^\sharp (dT) - T_{\rho_j}(\sigma_j, \rho_j))) =$$

$$(\phi_j^{-1})_*^\sharp (C^j_{m-1}((\phi_j)_*^\sharp T_j - T_{\rho_j}(\sigma_j, \rho_j))) = (\phi_j^{-1})_*^\sharp (dC^j_m((\phi_j)_*^\sharp T_j) - C^j_{m-1}((\phi_j)_*^\sharp T_{\rho_j}(\sigma_j, \rho_j))) =$$

$$dR^j_m(T) - S^j_{m-1}(T).$$

For a given classical form $fdg_1 \wedge \ldots \wedge dg_{m-1}$, we have that $S^j_{m-1}(T)(fdg_1 \wedge \ldots \wedge dg_{m-1}) \neq 0$ only for a finite number of $j \in \mathbb{N}$ (namely, those such that $d\rho_j \neq 0$), so

$$\sum_{j : d\rho_j \neq 0} S^j_{m-1}(T)(fdg_1 \wedge \ldots \wedge dg_{m-1}) = \sum_j (\phi_j^{-1})_\sharp C^j_{m-1}((\phi_j)_*^\sharp T_{\rho_j}(\sigma_j, \rho_j))(fdg_1 \wedge \ldots \wedge dg_{m-1}) =$$
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\[ \sum T_{\omega}(\sigma_j, \rho_j)(f, g_1, \ldots, g_{m-1}) . \]

We can replace \( \sigma_j \) with a \( \sigma \), independent of \( j \), defined by

\[ \sigma = \max \{ \sigma_j \mid fd\rho_j \neq 0 \} . \]

Thus the last sum is equal to

\[ \sum T_{\omega}(\sigma_j, \rho_j)(f, g_1, \ldots, g_{m-1}) = T(\sigma f, \sum \rho_j, g_1, \ldots, g_{m-1}) = 0 \]

because \( \sum \rho_j \) is constantly equal to 1 on the support of \( \sigma f \) (which coincides with \( \text{supp} f \)).

Therefore \( d \circ R^j_{m-1} = R^j_m \circ T \) and then obviously \( d \circ C_{m-1} = C_m \circ d \).

ii. Upon taking a refinement of our open covering, we can assume that there exists a positive constant \( c_1 \) such that \( \text{Lip}(\phi_j), \text{Lip}(\phi_j^{-1}) \leq c_1 \). Denoting \( \mu \) the (metric) mass measure of \( T \) and \( m_j \) the (classical) mass measure of \( R^j_m(T) \) we have

\[ \|T_{\omega}\rho_j\|(B) = (\mu \cdot \rho_j)(B) , \]

for every Borel set \( B \), and

\[ (\phi_j)_\sharp(\mu \cdot \rho_j)(B') \leq c_1(\mu \cdot \rho_j)(\phi_j^{-1}(B')) , \]

so

\[ m_j(B) \leq c_1^2 \left( \frac{N}{m} \right) (\mu \cdot \rho_j)(B) . \]

Summing on \( j \) and denoting \( \mu' \) the mass measure of \( C_m(T) \), we obtain

\[ \mu'(B) \leq c_1^2 \left( \frac{N}{m} \right) \mu(B) . \]

To obtain the other estimate, we observe that

\[ C_m(T)_{\omega} \rho_j = R^j_m(T) \]

because

\[ C_m(T)_{\omega} \rho_j (fdg_1 \wedge \ldots \wedge dg_m) = C_m(T)(f \rho_j dg_1 \wedge \ldots \wedge dg_m) = T(f \rho_j, g_1, \ldots, g_m) = R^j_m(T)(fdg_1 \wedge \ldots \wedge dg_m) ; \]

therefore

\[ C_m^{-1} = \sum_j (\phi_j)_\sharp \circ (C_m^j)^{-1} \circ (\phi_j^{-1})_\sharp(T_{\omega} \rho_j) \]

with \( T \) a classical current. So we obtain the estimate

\[ \mu(B) \leq c_1^2 \mu'(B) . \]

iii. and iv. The class of locally normal currents is stable under pushforward and contraction by a smooth function and the same is true for locally flat currents. Therefore these two points follow easily from the corresponding ones in 2.1.21. \( \square \)
2.1.6 Homology of normal currents

Given metric space $X$, we can consider the chain complex

$$
\ldots \rightarrow N_k(X) \xrightarrow{d} N_{k-1}(X) \rightarrow \ldots \rightarrow N_1(X) \xrightarrow{d} N_0(X) \rightarrow 0
$$

where $N_k(X)$ is the space of normal metric currents with compact support, and the associated homology

$$
H_k(X) = \frac{\operatorname{Ker}\{d : N_k(X) \rightarrow N_{k-1}(X)\}}{\operatorname{Im}\{d : N_{k+1}(X) \rightarrow N_k(X)\}}
$$

Obviously, if $f : X \rightarrow Y$ is a Lipschitz map, we obtain the pushforward operator $f_* : N_k(X) \rightarrow N_k(Y)$ for every $k$ and, since $f_*$ and $d$ commute, we have an induced operator

$$
H(f) : H_k(X) \rightarrow H_k(Y)
$$

such that $H(\operatorname{Id}) = \operatorname{Id}$ and $H(f \circ g) = H(f) \circ H(g)$. In other words, $H$ is a covariant functor from the category of metric spaces with Lipschitz functions to the category of abelian groups. In what follows we will write $f_*$ instead of $H(f)$.

Moreover, if $A$ is closed subset of $X$, we define $N_k(X, A)$ setting

$$
N_k(X)/N_k(A).
$$

Since $d : N_k(X) \rightarrow N_{k-1}(X)$ sends $N_k(A)$ in $N_{k-1}(A)$ we can consider the relative homology groups $H_k(X, A)$ and we have the long exact sequence of the pair, as well as for singular homology

$$
\ldots H_k(A) \rightarrow H_k(X) \rightarrow H_k(X, A) \xrightarrow{\partial} H_{k-1}(A) \rightarrow H_{k-1}(X) \rightarrow \ldots
$$

where $\partial$ is an homomorphism of degree $-1$.

**Proposition 2.1.23** Let $\{U, V\}$ be an open covering of $X$, let $i_U, i_V$ be the inclusions of $U \cap V$ in $U$ and $V$ respectively and let $j_U, j_V$ be the inclusions of $U$ and $V$ respectively in $X$. Then the short sequence of chain complexes

$$
0 \rightarrow N_*(U \cap V)^{(i_U)_*} \xrightarrow{(i_U)_* + (i_V)_*} N_*(U) \oplus N_*(V)^{(j_U)_* - (j_V)_*} \rightarrow N_*(X) \rightarrow 0
$$

is exact.

**Proof:** Given $T \in N_k(U \cap V)$ with $(i_U)_*(T) = 0$, for every form $(f, \pi) \in \mathcal{D}^k(U)$ we have

$$
T(f|_{U \cap V}, \pi|_{U \cap V}) = 0
$$

so $T(g, \eta) = 0$ for every $(g, \eta) \in \mathcal{D}^k(U \cap V)$, that is $T = 0$.

Moreover, if $(j_U)_*(T) = (j_V)_*(S)$, with $T \in N_k(U)$ and $S \in N_k(V)$, then $\operatorname{supp}((j_U)_*(T)) = \operatorname{supp}((j_V)_*(S)) \subseteq U \cap V$; this means that $T = (i_U)_* R$ and $S = (i_V)_* R$ with $R \in N_k(U \cap V)$.

Finally, given $T \in N_k(X)$, we can consider a partition of unity subordinate to the covering $\{U, V\}$, $\{\phi_U, \phi_V\}$. The current $T \cdot \phi_U$ has support contained in $U$, therefore there is $S_1 \in N_k(U)$ such that $T \cdot \phi_U = (j_U)_* S_1$; similarly, there is $S_2 \in N_k(\bar{V})$ such that $-T \cdot \phi_V = (j_V)_* S_2$. So, we have that $T = (j_U)_* S_1 - (j_V)_* S_2$ and the exactness of the sequence follows. $\square$

By employing the usual techniques of homological algebra and Proposition 2.1.23 we can now prove the Mayer-Vietoris sequence theorem for the homology of normal currents.
Proposition 2.1.24  Given a closed subset $A$ of $X$ and an open set $U$ such that $\bar{U}$ is contained in the interior of $A$, we have that the inclusion map $(X \setminus U, A \setminus U) \to (X, A)$ induces an isomorphism in homology.

Proof:  The result follows from the exactness of Mayer-Vietoris sequence, in the same way as in singular homology. □

Proposition 2.1.25  Two Lipschitz-homotopic Lipschitz maps $f \sim g : X \to Y$ induce the same homomorphism in homology

Proof:  Let $H : X \times [0,1] \to Y$ be the Lipschitz homotopy between $f$ and $g$ and let us define the operator

$$K : N_k(X) \to N_{k+1}(Y)$$

by the following formula

$$K(T)(f, \pi_1, \ldots, \pi_{k+1}) = \sum_{i=1}^{k+1} (-1)^{i+1} \int_0^1 T \left(f \circ H \cdot \frac{\partial \pi_i \circ H}{\partial \tau} , \ldots, \hat{\pi_i}, \ldots\right)$$

Arguing like in [4, Proposition 10.2], we see that if $T \in N_k(X)$, $K(T)$ is also in $N_{k+1}(Y)$ and the following holds

$$d(K(T)) = -K((dT)) + g_*T - f_*T.$$  

Consequently, if $dT = 0$, we see that $g_*T - f_*T$ is in the image of $d : N_{k+1}(Y) \to N_k(Y)$, that is $f_* = g_*$ as applications between $H_*(X)$ and $H_*(Y)$. □

Proposition 2.1.26  If $X$ is a metric space with only one point, we have

$$H_*(X) = \begin{cases} \mathbb{K} & \text{if } * = 0 \\ 0 & \text{otherwise} \end{cases}$$

where $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$.

Proof:  The thesis is obvious, as $M_0(X) = \{ \alpha \delta_x \ | \ \alpha \in \mathbb{K} \} \cong \mathbb{K}$. □

The previous results mean that the functor $H_*$ satisfies the axioms of Eilenberg and Steenrod for homology, therefore $H_*(X)$ is the usual singular homology with real (or complex) coefficients, whenever $X$ is a CW-complex.

2.1.7  Examples

We give some examples of metric currents.
0-currents and Borel measures  Let $X$ be a metric space, $\mu$ a locally finite Borel measure and $\psi \in L^1(X, \mu)$. We define the functional

$$T(f) = \int_X f \psi d\mu$$

for every $f \in \mathcal{D}_0(X)$. This functional is obviously multilinear; the locality property is empty and if $f_j \to f$ pointwise with $f_j, f \in \text{Lip}_{K,L}$, then there exists $j_0$ such that for every $j > j_0$, $|f(x_0) - f_j(x_0)| \leq \epsilon$, with some given $x_0$, so

$$|f(x)|, |f_j(x)| \leq |f(x_0)| + \epsilon + L \text{dist}(x, x_0)$$

whence $T(f_j) \to T(f)$. Finally, we have

$$T(f) \leq \int_{\text{supp} f} |f||\psi| d\mu$$

i.e. the mass of $T$ is the measure $|\psi|d\mu$, which is finite.

The same is true if $\psi \in L^1_{\text{loc}}(X, \mu)$, but then $T$ will be of locally finite mass.

Currents of integration on a manifold  Let $M$ be a real $n$-dimensional riemannian manifold, with volume form $dV$; as a particular case of the previous example, for every $\psi \in L^1(M, dV)$, we have the 0-current

$$T(f) = \int_M f \psi dV$$

On the other hand, since every compactly supported section of $\Lambda^n T^* M$, with $L^\infty$ coefficients, is a multiple of $dV$ by a compactly supported $L^\infty$ function (so, in particular, it belongs to $L^1$) we can also define the $n$-current

$$T(f, g_1, \ldots, g_n) = \int_M f dg_1 \wedge \ldots \wedge dg_n.$$ 

This functional is clearly multilinear and local, and, in view Rademacher’s theorem, we have

$$|T(f, g)| \leq \int_M |f| \det(\nabla g_1, \ldots, \nabla g_n) dV \leq \int_M |f| dV \prod_{j=1}^n \|\nabla g_j\|_{\infty, \text{supp} f}$$

$$\leq \int_{\text{supp} f} |f| dV \prod_{j=1}^n \text{Lip}(g_j|_{\text{supp} f}).$$

Moreover, by Stokes’ theorem

$$dT(f, g_1, \ldots, g_{n-1}) = \int_{bM} f dg_1 \wedge \ldots \wedge dg_{n-1} dW$$

where $dW$ is the volume form induced on $bM$ by the riemannian structure on $M$; in particular, $dT$ is of locally finite mass; therefore, $T$ is locally normal, hence continuous by Proposition 2.1.13. We denote such a current $T$ by $[M]$. Clearly, $[fM] = [M] \cdot f$ is again a metric 0-current, for $f \in \mathcal{B}^\infty_{\text{loc}}(M)$. 

2.2. Dolbeault decomposition

Currents associated to $k$–forms Let $M$ as before and let $\alpha$ be a metric $k$–form $(\psi, \eta_1, \ldots, \eta_k)$. We define the $(n-k)$–current $T$ by the following formula

$$T(f, g_1, \ldots, g_{n-k}) = [M] \llcorner \alpha(f, g_1, \ldots, g_{n-k}) = \int_M f \psi \, d\eta_1 \wedge \ldots \wedge d\eta_k \wedge dg_1 \wedge \ldots \wedge dg_{n-k}.$$ 

This is obviously a metric functional and we have

$$|T(f, g)| \leq \prod \text{Lip}(g_j | \text{supp } f) \int_M |f| |\psi| dV \prod \text{Lip}(\eta_j | \text{supp } f),$$

which means that $T$ is of locally finite mass.

Moreover, an easy computation gives

$$dT = [bM] \llcorner \alpha + (-1)^{k+1}[M] \llcorner (d\alpha),$$

proving that $T$ is locally normal if and only if $\nabla \psi \in L^\infty$ and $bM$ is locally of finite volume.

If $M = \mathbb{R}^n$, this kind of currents can be denoted by $[\alpha]$ and then $d[\alpha] = (-1)^{k+1}[d\alpha]$.

Currents associated to a submanifold Let $M$ be as above and consider a $k$–dimensional submanifold $N \subset M$. Then the current

$$T(f, g_1, \ldots, g_k) = \int_N f \, dg_1 \wedge \ldots \wedge dg_k$$

is nothing but the image of $[N] \in \mathcal{D}_k(N)$ under the map $i^\#_\nu$ induced by $i : N \to M$.

Obviously, we can consider more general objects than submanifolds. For example, if $M$ is a complex manifold, all the complex subspaces of $M$ induce closed currents of locally finite mass by integration on their regular part (cfr [45]).

Currents associated to a vector field Let $U$ be an open set of $\mathbb{R}^n$ and let $\xi$ be a compactly supported $k$–vector field with $L^1$ coefficients (with respect to the Lebesgue measure $d\mathcal{L}$). The classical $k$–current

$$T(\omega) = \int_U \langle \xi, \omega \rangle d\mathcal{L}$$

is flat (see Proposition 1.3.2), therefore is in the image of $C_k$, so there exists a metric current in $\mathcal{D}_k(U)$ which coincides with $T$ on every smooth form. This is the metric current associated with $\xi$ (with respect to the Lebesgue measure).

2.2 Dolbeault decomposition

In what follows, $X$ will be a (reduced) complex analytic space; we can endow $X$ with a metric space structure in several situations, for example, when $X$ can be embedded in $\mathbb{C}^N$ or in $\mathbb{C}P^N$, when $X$ is a Kähler space or when $X$ is a Kobayashi-hyperbolic space. The aim of this section is to endow the space of metric currents on $X$ with a complex structure, that is to define a Dolbeault decomposition in $(p, q)$–currents.
2.2.1 \((p,q)-\)currents

Given an open subset \(U\) of the analytic space \(X\) consider the \(*\)-algebra \(\mathcal{A}(U)\) generated by \(\mathcal{O}(U)\) i.e the subset of \(\text{Lip}_{\text{loc}}(U)\) of complex valued functions of the form

\[
\sum_{i=1}^{k} f_i \overline{g}_i \quad f_i, \ g_i \in \mathcal{O}(U).
\]

The elements of

\[
\mathcal{A}^m(U) = \mathcal{D}(U) \times [\mathcal{A}(U)]^m
\]

are called \textit{analytic forms} on \(U\). We remark that \(\mathcal{A}(U)\) is dense in \(\text{Lip}_{\text{loc}}(U)\) with respect to the topology defined before.

Given \((f, \pi) \in \mathcal{A}^m(U)\), we say that \((f, \pi)\) is of \textit{pure type} \((p, q)\) if \(p + q = m\) and there is a partition \(I \cup J = \{1, \ldots, m\}\), with \(|I| = p\) and \(|J| = q\), such that \(\pi_i\) is holomorphic and \(\pi_j\) is antiholomorphic for every \(i \in I, \ j \in J\). The vector space of such forms will be denoted by \(\mathcal{A}^{p,q}(U)\).

\textbf{Proposition 2.2.1} Given \(T \in \mathcal{D}_m(U)\), for every \((f, \pi) \in \mathcal{A}^m(U)\), there exist \((f_i, \pi^i) \in \mathcal{A}^{p_i,q_i}(U)\) for every \(p_i + q_i = m\) such that

\[
T(f, \pi) = \sum_{p_i + q_i = m} T(f_i, \pi^i).
\]

\textbf{Proof:} Since an element \(h \in \mathcal{A}(U)\) is of the form

\[
h = \sum_{i=1}^{k} f_i \overline{g}_i
\]

with \(f_i, \ g_i \in \mathcal{O}(U)\). By property \([1]\) of local metric currents, we can reduce ourselves to the case when

\[
(f, \pi) = (f, f_1 \overline{g}_1, \ldots, f_m \overline{g}_m);
\]

then, applying Theorem \(2.1.3\), we obtain

\[
T(f, \pi) = \sum_{p+q=m} \sum_{I,J} (-1)^{|I||J|} T(f f_{j_1} \cdots f_{j_q} \overline{g}_{i_1} \cdots \overline{g}_{i_p}, f_1, \ldots, f_p, \overline{g}_{j_1}, \ldots, \overline{g}_{j_q})
\]

where \(I \cup J = \{1, \ldots, m\}\) is a partition, with \(|I| = p\), \(|J| = q\), and \((-1)^{|I||J|}\) is the sign of the permutation \((1, \ldots, m) \mapsto (I, J)\). \(\Box\)

\textbf{Remark 2.2.1} The same conclusions of Proposition \(2.2.1\) hold true if \(T : \mathcal{A}^m(U) \to \mathbb{C}\) is multilinear, alternating, respecting the product rule.

The behaviour of a current on forms of pure type completely determines the current. Indeed

\textbf{Proposition 2.2.2} If \(T \in \mathcal{D}_m(U)\) and \(T(f, \pi) = 0\) whenever \((f, \pi) \in \mathcal{A}^{p,q}(U)\) with \(p + q = m\), then \(T = 0\).

\textbf{Proof:} By Proposition \(2.2.1\) we know that \(T(f, \pi) = 0\) for every \((f, \pi) \in \mathcal{A}^m(U)\). Moreover, given \((f, \pi) \in \mathcal{D}^m(U)\), we can find a sequence \(\{(f^j, \pi^j)\} \subset \mathcal{A}^m(U)\) such that \((f^j, \pi^j) \to (f, \pi)\) in \(\mathcal{D}^m(U)\). Therefore

\[
T(f, \pi) = \lim_{j \to \infty} T(f^j, \pi^j) = 0.
\]
We say that a current $T \in \mathcal{D}_m(U)$ is of bidimension $(p, q)$ if $T(f, \pi) = 0$ for every $(f, \pi) \in \mathcal{A}^{r,s}(U)$ with $(r, s) \neq (p, q)$: the space of $(p, q)$–currents will be denoted by $\mathcal{D}_{p,q}(U)$. Equivalently, mimicking the property (1) of local metric currents, we can say that $T \in \mathcal{D}_m(U)$ is of bidimension $(p, q)$ if

$$T(f, \pi_1, \ldots, \pi_m) = 0$$

whenever there exists $I \subset \{1, \ldots, m\}$, with $|I| > p$, such that $\pi_i|_{\text{supp}(f)}$ is holomorphic for every $i \in I$, or $J \subset \{1, \ldots, m\}$, with $|J| > q$, such that $\pi_i|_{\text{supp}(f)}$ is antiholomorphic for every $j \in J$.

### 2.2.2 Properties

It is easy to see that $\mathcal{D}_{p,q}(U)$ is closed for the weak topology on $\mathcal{D}_m(U)$ and, by Proposition 2.2.2, $\mathcal{D}_{p,q}(U) \cap \mathcal{D}_{r,s}(U) = \{0\}$ as soon as $(p, q) \neq (r, s)$.

A Dolbeault decomposition of a current $T \in \mathcal{D}_m(U)$ is

$$T = T_1 + \ldots + T_k$$

where $T_i \in \mathcal{D}_{p_i,q_i}(U)$, $p_i + q_i = m$.

A Dolbeault decomposition for a current $T \in \mathcal{D}_m(U)$, if it exists, is unique: if $T = T_1 + \ldots + T_k = S_1 + \ldots + S_k$ with $T_i, S_i \in \mathcal{D}_{p_i,q_i}(U)$, then for every $(f, \pi) \in \mathcal{A}^{p_i,q_i}(U)$

$$T_i(f, \pi) - S_i(f, \pi) = T(f, \pi) - T(f, \pi) = 0$$

so $T_i = S_i$, by Proposition 2.2.2.

If $T$ admits a Dolbeault decomposition, we will denote by $T_{p,q}$ its unique component of bidimension $(p, q)$.

In general, given $T \in \mathcal{D}_m(U)$, we define $T_{p,q} : \mathcal{A}^m(U) \to \mathbb{C}$ as the alternating $(m + 1)$–linear maps which respects the product rule and such that

$$T_{p,q} (f, \pi) = T(f, \pi) \quad \forall (f, \pi) \in \mathcal{A}^{p,q}(U)$$

$$T_{p,q} (f, \pi) = 0 \quad \forall (f, \pi) \in \mathcal{A}^{r,s}(U), \ (r, s) \neq (p, q)$$

By Remark 2.2.1, this defines uniquely $T_{p,q}$ on $\mathcal{A}^m(U)$.

$T$ admits a Dolbeault decomposition if $T_{p,q}$ extends to a current in $\mathcal{D}_{p,q}(U)$ for every bidimension such that $p + q = k$.

We observe that, if $T = T_1 + \ldots + T_k$ is the Dolbeault decomposition for $T \in \mathcal{D}_m(U)$, then $\text{supp}(T) \supseteq \text{supp}(T_i)$ for $1 \leq i \leq k$.

Obviously, if $F \in \text{Hol}(X,Y)$ is proper on $\text{supp}(T)$, for $T \in \mathcal{D}_{p,q}(X)$, then $F_T \in \mathcal{A}_{p,q}(Y)$.

Now, we turn our attention to the behaviour of metric currents on the regular part of an analytic space. As it is remarked in [13], after Theorem 2.5, if $U$ is an open set in some $\mathbb{R}^n$, $\mathcal{D}_m(U) = \{0\}$ if $m > n$. The same obviously holds also if $U$ is an open set of a $n$–dimensional real manifold. In particular, $\mathcal{D}_m(U) = 0$ for every $U \subseteq X_{\text{reg}}$ as soon as $m > 2n$, where $n = \dim \mathbb{C} X_{\text{reg}}$. We can actually say a little more.

**Proposition 2.2.3** If $n = \dim \mathbb{C} X_{\text{reg}}$, then $\mathcal{D}_m(U) = \{0\}$ for every open set $U \subseteq X$ and every $m > 2n$. 
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Proof: Let $U \subseteq X$ be an open set and $T \in \mathcal{D}_m(U)$ with $m > 2n$. As a consequence of the previous considerations (or directly of Theorem 2.1.3), if $(f, \pi) \in \mathcal{D}_m(U)$ and $\text{supp}(f) \subseteq X_{\text{reg}}$, then $T(f, \pi) = \mathcal{T}_U \text{supp}(f, \pi) = 0$.

Therefore $\text{supp}(T) \subseteq X \setminus X_{\text{reg}} = X_{\text{sing}}$, so, by Proposition 2.1.5, $T = i_T T^1$, where $i : X_{\text{sing}} \to X$ is the inclusion and $T^1 \in \mathcal{D}_m(X_{\text{sing}} \cap U)$; now, we note that $X_{\text{sing}}$ is a complex analytic space of dimension strictly less than $n$, so we conclude, by induction, that $T = 0$. □

The same kind of result can be obtained for bidimension:

Proposition 2.2.4 If $n = \dim_X X_{\text{reg}}, U \subseteq X$ is an open set and $T \in \mathcal{D}_{p,q}(X)$ with $p > n$ or $q > n$, then $T = 0$.

Proof: It is enough to show that $T$ is zero when applied to analytic forms of pure type $(p, q)$. Take $(f, \pi) \in \mathcal{A}^{p,q}(U)$ and suppose that $\pi_1, \ldots, \pi_p$ are holomorphic and $\pi_{p+1}, \ldots, \pi_{p+q}$ are antiholomorphic. Suppose also that $p > n$ (the case $q > n$ is analogous) and that $\text{supp}(f) \subseteq U_{\text{reg}}$ is contained in complex chart $V$.

We can apply Theorem 2.1.3 to compute $T(f, \pi)$, using complex coordinates on $V$. Since $p > n$, there will be some coordinate function which appears more than once, so $T(f, \pi) = 0$. As long as $\text{supp}(f)$ is compact in $X_{\text{reg}}$, we can cover it by a finite number of coordinate charts and still obtain that $T(f, \pi) = 0$. This shows that $T_{\text{reg}} = 0$, because of Proposition 2.2.2. So, $T = i_T T^1$ with $i : X_{\text{sing}} \to X$ the inclusion and $T^1 \in \mathcal{D}_{p,q}(X_{\text{sing}} \cap U)$ and, by induction on the dimension, the thesis follows. □.

Proposition 2.2.5 If $F : X \to Y$ is a proper holomorphic map of complex spaces and $T \in \mathcal{D}_{p,q}(X)$, then $F^\sharp T \in \mathcal{D}_{p,q}(Y)$.

2.2.3 Density argument

Up to now, we have defined the $(p, q)$–components of a current as functionals $T_{p,q} : \mathcal{A}^m(U) \to \mathbb{C}$. We observe that $T_{p,q}$ is clearly multilinear and it is a simple matter to check that it is local. The problem now is to investigate when these maps are restrictions of actual metric currents. This is equivalent to the continuity of $T_{p,q} : \mathcal{A}^m(U) \to \mathbb{C}$. Indeed we have

Theorem 2.2.6 Let $T : \mathcal{A}^m(U) \to \mathbb{C}$ be a multilinear functional, local and continuous on $\mathcal{A}^m(U)$; then there exists a unique metric current which, restricted to $\mathcal{A}^m(U)$, coincides with $T$. We will denote this unique extension with $T$.

Proof: Without loss of generality we may assume that $U$ is biholomorphic to an analytic set $A$ in some open set $\Omega$ of $\mathbb{C}^N$.

We observe the following

Lemma 2.2.7 Let $T : \mathcal{A}^m(U) \to \mathbb{C}$ be a multilinear, local, continuous functional and let $(f, \pi^i), (f, \eta^j)$ two sequences of metric forms in $\mathcal{A}^m(U)$ such that $(f, \pi^i) - (f, \eta^j) \to 0,$ then $T(f, \pi^i) - T(f, \eta^j) \to 0$.

It’s enough to consider the difference componentwise.

Next, define $T(f, \pi)$ for $(f, \pi) \in \mathcal{D}^m(U)$ taking a sequence $\{(f, \pi^i)\}_i \subseteq \mathcal{A}^m(U)$ such that $(f, \pi^i) \to (f, \pi)$ in $\mathcal{D}^m(U)$ and $\text{Lip}(\pi^i_j) \to \text{Lip}(\pi_j)$ for $j = 1, \ldots, m$. The sequence of complex numbers $\{T(f, \pi^i)\}_i$ is then bounded in $\mathbb{C}$ therefore we can choose two sequences
\[ \mu_i \text{ and } \nu_i \text{ of natural numbers in such a way that } T(f, \pi^\mu_i) \text{ and } T(f, \pi^\nu_i) \text{ are convergent and} \]
\[ (f, \pi^\mu_i) - (f, \pi^\nu_i) \longrightarrow 0. \]

Then, by Lemma 2.2.7 we have
\[ T(f, \pi^\mu_i) - T(f, \pi^\nu_i) \longrightarrow 0 \]
and we can put
\[ T(f, \pi) = \lim_{i \to \infty} T(f, \pi^i) \]

If \((f, \eta^i)_i\) is another sequence of metric forms in \(\mathcal{A}(U)\) which converges to \((f, \pi)\) (even without the condition on the Lipschitz constants), we can proceed in the same way to obtain that \(T(f, \pi^i) - T(f, \eta^i) \longrightarrow 0\). This shows that the definition of \(T(f, \pi)\) does not depend on the approximating sequence \((f, \pi)\).

The extension of \(T\) is obviously multilinear and it enjoys the locality property (it’s enough to approximate a form with a constant coefficient with forms in \(\mathcal{A}(U)\) with the same constant coefficients, which is possible because \(\mathcal{A}\) contains the constants). Thus, in order to end the proof we have to show that \(T\) is continuous.

Suppose that the sequence \(((f_i, \pi^i))_i \subset \mathcal{D}(U)\) converges to \((f, \pi) \in \mathcal{D}(U)\). For every fixed \(i \in \mathbb{N}\), there is a sequence \(((f_i, \pi^i, \nu^i))_\nu \in \mathcal{A}(U)\) which converges to \((f_i, \pi^i)\), together with the Lipschitz constants of the components, on every compact. Fix compact \(K \subset U\) and suppose that \(\text{Lip}(\pi_k^i|_K), \text{Lip}(\pi_k|_K) \leq C\). We can choose an integer \(\nu(i)\) such that \(\text{Lip}(\pi_k^i, \nu^i|_K) \leq 2C\), if \(\nu > \nu(i)\). Therefore, for every monotonically increasing map \(\mu : \mathbb{N} \to \mathbb{N}\), \(\mu \geq \nu\), the sequence \((f_i, \pi^i, \nu^i, \mu(i))\) converges to \((f, \pi)\) and, by the definition of \(T(f, \pi)\),
\[ \lim_{i \to \infty} T(f_i, \pi^i, \nu^i, \mu(i)) = T(f, \pi). \]

Now, by the definition of \(T(f_i, \pi^i)\), we can choose \(\mu(i)\) such that
\[ |T(f_i, \pi^i) - T(f_i, \pi^i, \nu^i, \mu(i))| \leq 2^{-i} \]
and then
\[ |T(f_i, \pi^i) - T(f, \pi)| \leq |T(f_i, \pi^i) - T(f_i, \pi^i, \nu^i, \mu(i))| + |T(f_i, \pi^i, \nu^i, \mu(i)) - T(f, \pi)| \]
which tends to 0 as \(i\) approaches infinity. \(\square\)

**Remark 2.2.2** Lemma 2.2.7 and Theorem 2.2.6 still hold if we replace \(\mathcal{A}(U)\) with \(\mathcal{D}(U) \times [\mathcal{A}(U)]^m\), where \(\mathcal{D}(U)\) is any subalgebra of \(\text{Lip}_{\text{loc}}\) containing the constants and such that every element \(u \in \text{Lip}_{\text{loc}}\) can be approximated by elements of \(\mathcal{A}\) with Lipschitz constants on any compact \(K\) bounded by \(\text{Lip}(u|_K) + \epsilon\), for any \(\epsilon\).

**Example** Let \(T \in M_1(\mathbb{C})\) be the metric current defined by
\[ T(f, \pi) = \int_{S^1} f d\pi. \]
When \(f d\pi\) is a smooth compactly supported 1–form, this integral defines a classical flat current, therefore it can be extended to a metric current, which turns out to be of finite mass; \(T\) can be written as
\[ T(f, \pi) = \int_{S^1} \frac{i}{2} \langle f d\pi, z \partial_z - \bar{z} \partial_{\bar{z}} \rangle d\mathcal{H}^1. \]
so
\[ T(f, \pi) = \int_{S^1} \frac{i}{2} \langle fd\pi, z\partial z \rangle d\mathcal{H}^1 - \int_{S^1} \frac{i}{2} \langle fd\pi, \bar{z}\partial \bar{z} \rangle d\mathcal{H}^1 = T_{1,0}(fd\pi) + T_{0,1}(fd\pi). \]

Now, let us consider the two metric forms \((f, z)\) and \((f, z^2 \bar{z})\), which coincide on \(S^1 = \text{supp} T = \text{supp} T_{1,0} = \text{supp} T_{0,1}\); we have
\[ T_{1,0}(f, z) = \int_{S^1} z f(z) d\mathcal{H}^1 \]
\[ T_{1,0}(f, z^2 \bar{z}) = \int_{S^1} z f(z) d\mathcal{H}^1. \]

Therefore, the conclusions of Proposition 2.1.5 don’t hold for \(T_{1,0}\), implying that it cannot be extended to a metric current.

**Example** Let \(T \in M_{2,\text{loc}}(\mathbb{C})\) be the local metric current given by
\[ T(f, \pi_1, \pi_2) = \int_{\mathbb{C}} \frac{1}{i\pi z} f \det(\nabla \pi) dz \wedge d\bar{z}. \]

We know that \(T\) is a local metric current by [43, Theorem 2.6]; let \(S = dT\) be its boundary. We compute the classical \((0, 1)\)-component of \(S\), obtaining that
\[ S_{0,1}(f, \pi) = Cf(0) \frac{\partial \pi}{\partial z}(0) \]
for some constant \(C\). It is easy to see that \(S_{0,1}\) doesn’t fulfill the conclusions of Proposition 2.1.5.

The examples given in 2.1.7 can be defined on complex manifolds or on complex spaces; in particular, given a complex space \(X\) of pure dimension \(n\) (either as an abstract space of as a subspace of a bigger complex space \(M\)), the metric current
\[ [X](f, g_1, \ldots, g_{2n}) = \int_{X_{\text{reg}}} f \det(\nabla g_1, \ldots, \nabla g_{2n}) d\mathcal{H}^{2n}, \]
with \(\mathcal{H}^{2n}\) the \(2n\)-dimensional Hausdorff measure, is closed (as \(bX = \emptyset\)), hence normal.

**Proposition 2.2.8** The current \([X]\) is of bidimension \((n, n)\).

**Proof:** Every \((p, q)\)-component of \(X\) is such that \(p + q = 2n\), therefore, unless \(p = q = n\), there is one between \(p\) and \(q\) greater than \(n\). By Proposition 2.2.4, \(T_{p,q}\) is then zero. So \([X] = [X]_{n,n}\). □

From this result, it follows that, given a metric form \(\alpha\) of pure type \((p, q)\), the current \([X]_{\alpha}\) is of bidimension \((n - p, n - q)\).

**Proposition 2.2.9** If \(T \in M_k(X)\) is represented by the integration on \(X_{\text{reg}}\) against a form with \(L^1_{\text{loc}}(X, \mathcal{H}^{2n})\) coefficients, then it admits a Dolbeault decomposition.

**Proof:** If \(T\) is representable by such a form, then also every \(T_{p,q}\) is, therefore it is enough to show that every functional which admits such a representation is a metric current. This can be done arguing as in Proposition 3.3.1 □
2.2.4 $\partial$ and $\overline{\partial}$

Let us suppose that $T$ is a $(p,q)$–current whose boundary admits a Dolbeault decomposition. Then we can define $\partial T$ and $\overline{\partial}T$ as follows.

Write $dT = S_1 + \ldots + S_h$ with $S_i \in M_{p_i,q_i}(U)$ where $p_i + q_i = p + q - 1 = m$ since $dT \in M_{p+q-1}(U)$. If $(f,\pi)$ is a $m$–form of pure type $(p_i,q_i)$, then

$$S_{p_i,q_i}(f,\pi) = dT(f,\pi) = T(1,f,\pi)$$

if $p_i > p$ or $q_i > q$, and consequently $T(1,f,\pi) = 0$, since $T$ is a $(p,q)$–current. Therefore, we can only have two cases: $p = p_i$ and $q - 1 = q_i$ or $p - 1 = p_i$ and $q = q_i$ i.e.

$$dT = S_{p,q-1} + S_{p-1,q}$$

and we put

$$\partial T = S_{p-1,q} \quad \overline{\partial}T = S_{p,q-1}$$

Therefore, if a current $T$ admits a decomposition in $(p,q)$ components, we can define $\partial T$ and $\overline{\partial}T$ setting

$$\partial T = \sum_{i=1}^{h} \partial T_i \quad \overline{\partial}T = \sum_{i=1}^{h} \overline{\partial}T_i$$

where $T = T_1 + \ldots + T_h$ is the $(p,q)$ decomposition.

**Proposition 2.2.10** If $H : X \to Y$ is a holomorphic map between complex spaces, $U \subseteq X$ an open set, then, for every current $T \in \mathcal{D}_m(U)$ for which $\partial T$ and $\overline{\partial}T$ are defined, the following hold:

$$H_\sharp \partial T = \partial H_\sharp T \quad H_\sharp \overline{\partial}T = \overline{\partial}H_\sharp T$$

**Proof:** By Proposition 2.2.5, the pushforward of a $(p,q)$–current is a $(p,q)$–current. If $T \in M_{p,q}(U)$,

$$d(H_\sharp T) = S_{p-1,q} + S_{p,q-1} = \partial(H_\sharp T) + \overline{\partial}(H_\sharp T)$$

by definition, but

$$d(H_\sharp T) = H_\sharp(dT) = H_\sharp(\partial T + \overline{\partial}T) = H_\sharp(\partial T) + H_\sharp(\overline{\partial}T)$$

and so, by the uniqueness of decomposition, the thesis follows. □

Moreover, it is easy to check that $C_m \circ \partial = \partial \circ C_m$ and $C_m \circ \overline{\partial} = \overline{\partial} \circ C_m$, where $C_m$ is the map given by Theorems 2.1.21 [2.1.22].

**Proposition 2.2.11** We have that $\partial^2 = \overline{\partial}^2 = 0$ and $\overline{\partial} \partial = -\overline{\partial} \partial$

**Proof:** By the locality property, we have that $d^2T = 0$, therefore

$$0 = (\partial + \overline{\partial})(\partial + \overline{\partial})T = \partial^2T + (\overline{\partial} \partial + \overline{\partial} \overline{\partial})T + \overline{\partial}^2T.$$

Since the right hand side is a decomposition in $(p,q)$ components, every term has to be zero:

$$\partial^2T = 0 \quad \overline{\partial}^2T = 0 \quad \overline{\partial} \partial T + \overline{\partial} \overline{\partial} T = 0$$

and, as we didn’t make any assumption on $T$, the thesis follows. □

We give a formula for $\overline{\partial}T$, for analytic subsets of $\mathbb{C}^n$. 
Lemma 2.2.12 Suppose $X$ is an analytic subset of some open set $\Omega \subseteq \mathbb{C}^n$. Given $T \in \mathcal{D}_m(X)$ such that $\overline{\partial}T$ exists as a metric current and $(f,g,\ldots,g_{m-1}) = (f,g) \in \mathcal{D}^{m-1}(U)$ with $C^2$ coefficients, we have
\[
\overline{\partial}T(f,g) = \sum_{j=1}^{n} T \left( \frac{\partial f}{\partial \bar{z}_j}, \bar{z}_j, g \right) + \sum_{k=1}^{m-1} (-1)^k \sum_{j=1}^{n} T \left( f, \bar{z}_j, \ldots, \frac{\partial g_k}{\partial \bar{z}_j}, \ldots \right) .
\] (2.1)

Proof: The formula clearly holds for a classical current, integrating by parts. We already observed that $C_{m-1} \circ \overline{\partial} = \overline{\partial} \circ C_m$ and we know that there exists a metric current $S = \overline{\partial}T$. The thesis follows. $\square$

We can define a multilinear, local functional of finite mass by (2.1) and denote it by $\overline{\partial}T$. If
\[
W_m(X) = \{ T \in \mathcal{D}_m(X) : \overline{\partial}T \in \mathcal{D}^{m-1}(X) \}
\]
then $\overline{\partial}W_m(X) \subseteq W_{m-1}(X)$, by Proposition 2.2.11. The space $W_{p,q}(X)$ is defined in the same way but unfortunately, we don’t have any decomposition theorem for $W_m$ in terms of $W_{p,q}$.

Proposition 2.2.13 Suppose $U \subseteq X$ can be embedded as an analytic set into $\mathbb{C}^n$. Given $T \in W_m(U)$, $(u,v) \in \mathcal{D}^k(U)$ with $C^\infty(U)$ coefficients, we have that
\[
\overline{\partial}(T\llcorner(u,v)) =
\]
\[
(-1)^k \left( (\overline{\partial}T)\llcorner(u,v) - \sum_{j=1}^{n} T\llcorner(\partial u/\partial \bar{z}_j, \bar{z}_j, v) - \sum_{h=1}^{k} (-1)^h \sum_{j=1}^{n} T(u, \bar{z}_j, \ldots, \partial v_h/\partial \bar{z}_j, \ldots) \right)
\]
where $z_1, \ldots, z_n$ are the coordinates of the embedding in $\mathbb{C}^n$.

Proof: By Lemma 2.2.12
\[
((\overline{\partial}T)\llcorner(u,v))(f,g) = (\overline{\partial}T)(uf,v,g) = \sum_{j=1}^{n} T \left( \frac{\partial (uf)}{\partial \bar{z}_j}, \bar{z}_j, v, g \right) +
\]
\[
+ \sum_{h=1}^{k} (-1)^h \sum_{j=1}^{n} T \left( uf, \bar{z}_j, \ldots, \frac{\partial v_h}{\partial \bar{z}_j}, \ldots, g \right) + \sum_{h=1}^{m-k} (-1)^{h+k} \sum_{j=1}^{n} T \left( uf, \bar{z}_j, v, \ldots, \frac{\partial g_h}{\partial \bar{z}_j} \ldots \right)
\]
for every $(f,g) \in \mathcal{D}^{m-k}(U)$ with $C^2$ coefficients.

We have
\[
T \left( \frac{\partial uf}{\partial \bar{z}_j}, \bar{z}_j, v, g \right) = T \left( u \frac{\partial f}{\partial \bar{z}_j}, \bar{z}_j, v, g \right) + T \left( f \frac{\partial u}{\partial \bar{z}_j}, \bar{z}_j, v, g \right)
\]
and we notice that
\[
\sum_{j=1}^{n} T \left( u \frac{\partial f}{\partial \bar{z}_j}, \bar{z}_j, v, g \right) = (-1)^k \sum_{j=1}^{n} T \left( u \frac{\partial f}{\partial \bar{z}_j}, v, \bar{z}_j, g \right) =
\]
\[
= (-1)^k \sum_{j=1}^{n} (T\llcorner(u,v)) \left( \frac{\partial f}{\partial \bar{z}_j}, \bar{z}_j, g \right).
\]
So, again by Lemma 2.2.12 we obtain
\[
\sum_{j=1}^{n} T \left( u \frac{\partial f}{\partial \bar{z}_j}, \bar{z}_j, v, g \right) + \sum_{h=1}^{m-k} (-1)^{h+k} \sum_{j=1}^{n} T \left( uf, \bar{z}_j, v, \ldots, \frac{\partial g_h}{\partial \bar{z}_j} \ldots \right) =
\]
\[
= (-1)^k \overline{\partial}(T_{\perp}(u,v))(f,g) .
\]

Therefore we have
\[
\overline{\partial}(T_{\perp}(u,v)) = \left(-1\right)^k \left( (\overline{\partial}T)_{\perp}(u,v) - \sum_{j=1}^n T_{\perp}(\partial u/\partial \bar{z}_j, \bar{z}_j, v) - \sum_{h=1}^k (-1)^h \sum_{j=1}^n T(u, \bar{z}_j, \ldots, \partial v_h/\partial \bar{z}_j, \ldots) \right) .
\]

Now, the algebra of $\mathcal{C}^2$ functions satisfies the hypotheses of Remark 2.2.14, therefore the current $(\overline{\partial}T)_{\perp}(u,v)$ is uniquely determined by this formula, which therefore holds for every $(f,g) \in \mathcal{D}^{m-k}(U)$. □

A similar formula holds for $\partial T$.

### 2.2.5 Rectifiability and slicing

Let $T$ be a metric current whose boundary admits a Dolbeault decomposition. Then supp $\overline{\partial}T$, supp $\partial T \subseteq$ supp $dT$ and, moreover, $\|\overline{\partial}T\|_A, \|\partial T\|_A \leq C\|dT\|_A$ for every $A \subset X$. In particular, if $dT$ is rectifiable, then $\overline{\partial}T$ and $\partial T$ are too.

The slices of a current $T$ through a map $\pi : X \to \mathbb{R}^n$ are defined by
\[
\langle T, \pi, x \rangle(f, \eta) = \lim_{\epsilon \to 0} T(\rho_{\epsilon,x} f, \pi, \eta) = \lim_{\epsilon \to 0} (-1)^{n(k-1-n)} \pi_\sharp(T_{\perp}(f, \eta))(\rho_{\epsilon,x}, x_1, \ldots, x_n)
\]
with $\rho_{\epsilon,x}$ any family of smooth approximations of $\delta_x$. If $\pi : X \to \mathbb{R}^{2n} \cong \mathbb{C}^n$, we can write the slices as
\[
\langle T, \pi, x \rangle = \lim_{\epsilon \to 0} \pi_\sharp(T_{\perp}(f, \eta))(\rho_{\epsilon,x}, z_1, \bar{z}_1, \ldots, z_n, \bar{z}_n) .
\]

**Proposition 2.2.14** The operators $\partial$ and $\overline{\partial}$ commute with the slicing through holomorphic maps.

**Proof:** Let $T \in N_{k,\text{loc}}(X)$ be a locally normal current, such that $\partial T$ and $\overline{\partial}T$ are again locally normal. Let $\pi : X \to \mathbb{C}^n$ be a holomorphic map and suppose that $U \subset X$ is biholomorphic to an analytic subset of an open set of some $\mathbb{C}^N$. Let $(f, \eta)$ be a $(k-2n-1)$–metric form with $\mathcal{C}^2$ coefficients supported in $U$. We treat only the case of $\overline{\partial}T$, the proof for $\partial T$ being analogous.

Let $z_1, \ldots, z_n$ and $w_1, \ldots, w_N$ be holomorphic coordinates in $\mathbb{C}^n$ and $\mathbb{C}^N$, respectively. The slice $(\overline{\partial}T, \pi, x)$ exists for a.e. $x$, by Theorem 2.1.16 and we have
\[
\langle \overline{\partial}T, \pi, x \rangle(f, \eta) = \lim_{\epsilon \to 0} \pi_\sharp((\overline{\partial}T)_{\perp}(f, \eta))(\rho_{\epsilon,x}, z_1, \bar{z}_1, \ldots, z_n, \bar{z}_n) .
\]

Now, we set $\tilde{\eta}^h$ to be the $(k-2n-1)$–tuple differing from $\eta$ only in the $h$–th component, which is $(-1)^h \partial \eta_h/\partial \bar{w}_j$. By Proposition 2.2.13
\[
(\overline{\partial}T)_{\perp}(f, \eta) = (-1)^{k-1}(\overline{\partial}(T_{\perp}(f, \eta)) + \sum_{j=1}^N T_{\perp}(\partial f/\partial \bar{w}_j, \bar{w}_j, \eta) + \sum_{h,j} T_{\perp}(f, \bar{w}_j, \tilde{\eta}^h) .
\]

and we note that $T_{\perp}(f, \eta)$ is a $2n+1$–form, so
\[
\pi_\sharp(\overline{\partial}T_{\perp}(f, \eta)) = \overline{\partial} \pi_\sharp T_{\perp}(f, \eta) = 0
\]
by Proposition 2.2.10, as $\pi$ is holomorphic. It follows
\[
\pi_\sharp((\overline{\partial}T)_{\perp}(f, \eta))(\rho_{\epsilon,x}, z_1, \ldots, \bar{z}_n) = \sum_{j=1}^N \pi_\sharp(T_{\perp}(\partial f/\partial \bar{w}_j, \bar{w}_j, \eta))(\rho_{\epsilon,x}, z_1, \ldots, \bar{z}_n) +
\]
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\[ + \sum_{j,h} \pi^\#(T_\cdot(f,\bar{w}_j,\tilde{\eta}^h))(\rho_{\epsilon,x},z_1,\ldots,z_n) \]

\[ = \sum_{j=1}^N T\left( \frac{\partial f}{\partial \bar{w}_j} \cdot (\rho_{\epsilon,x} \circ \pi), \pi_1, \ldots, \pi_n, \bar{\pi}_n, \eta \right) + \sum_{j,h} T\left( f \cdot (\rho_{\epsilon,x} \circ \pi), \pi_1, \ldots, \bar{\pi}_n, \eta \right) \]

\[ = \sum_{j=1}^N T_\cdot(\rho_{\epsilon,x} \circ \pi, \pi_1, \ldots, \bar{\pi}_n)(\partial f/\partial \bar{w}_j, \bar{w}_j, \eta) + \sum_{j,h} T_\cdot(\rho_{\epsilon,x} \circ \pi, \pi_1, \ldots, \bar{\pi}_n)(f, \bar{w}_j, \tilde{\eta}^h) \]

Now, again by Lemma 2.2.12, we have

\[ \overline{\partial}(T, \pi, x)(f, \eta) = \sum_{j=1}^N \langle T, \pi, x \rangle \left( \frac{\partial f}{\partial \bar{w}_j}, \bar{w}_j, \eta \right) + \sum_{j,h} \langle T, \pi, x \rangle(f, \bar{w}_j, \tilde{\eta}^h) \]

\[ = \sum_{j=1}^N \lim_{\epsilon \to 0} T_\cdot(\rho_{\epsilon,x} \circ \pi, \pi_1, \ldots, \bar{\pi}_n) \left( \frac{\partial f}{\partial \bar{w}_j}, \bar{w}_j, \eta \right) + \sum_{j,h} \lim_{\epsilon \to 0} T_\cdot(\rho_{\epsilon,x} \circ \pi, \pi_1, \ldots, \bar{\pi}_n)(f, \bar{w}_j, \tilde{\eta}^h) \]

and by the previous computation this is equal to

\[ \lim_{\epsilon \to 0} \pi^\#((\overline{\partial T})_\cdot(f, \eta))(\rho_{\epsilon,x}, \pi_1, \ldots, \bar{\pi}_n) = \overline{\partial}(T, \pi, x)(f, \eta) \]

Therefore, for every \((f, \eta)\) with \(f \in C^2_c\)

\[ \langle \overline{\partial T}, \pi, x \rangle(f, \eta) = \overline{\partial}(T, \pi, x)(f, \eta) \]

This means that the functional \(\overline{\partial}(T, \pi, x)\) can be extended to all the metric forms as a metric current, by defining it equal to \(\langle \overline{\partial T}, \pi, x \rangle\). □

As already said, the previous proof works also for the \(\overline{\partial}\):

\[ \partial(T, \pi, x) = \langle \partial T, \pi, x \rangle \]

Moreover, if \(\overline{\partial}T\) is a metric current, then

\[ \partial(\overline{\partial}T, \pi, x) = \langle \partial \overline{\partial}T, \pi, x \rangle, \]

or, which is the same,

\[ dd^c(T, \pi, x) = \langle dd^cT, \pi, x \rangle. \]

2.2.6 Positive currents

Let \(T\) be a metric \((p, p)\)–functional. We say that \(T\) is positive if, given \(\pi_1, \ldots, \pi_p \in \mathcal{O}(X)\),

\[ T(f, \pi_1, \bar{\pi}_1, \ldots, \pi_p, \bar{\pi}_p) \geq 0 \]

for every compactly supported Lipschitz function \(f \geq 0\) on \(X\).

**Proposition 2.2.15** Let \(X\) be a complex analytic set in \(\mathbb{C}^N\) and \(T\) a local \((p, p)\)–metric current on \(X\). If \(T\) is positive, then \(T\) is of locally finite mass.
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Proof: Let \( \chi_K \) be the indicatrix function for the compact \( K \) in \( X \) and define

\[
m_I(K) = T(\chi_K, z_{i_1}, \bar{z}_{j_1}, \ldots, z_{i_p}, \bar{z}_{j_p}).
\]

Then, for any real valued Lipschitz function \( f \) with compact support,

\[
|T(f, z_{i_1}, \ldots, \bar{z}_{j_p})| \leq \|f\|_\infty T(\chi_{\text{supp} f}, z_{i_1}, \ldots, \bar{z}_{j_p}) = \|f\|_\infty m_I(\text{supp } f)
\]

and the same holds for complex valued functions, separating real and imaginary part.

Moreover, given multi-indeces \( I \) and \( J \) of length \( p \), we have that

\[
T(f, z_{i_1}, \bar{z}_{j_1}, \ldots, z_{i_p}, \bar{z}_{j_p}) = \sum_{s \in S} \alpha_s T(f, h_1, \bar{h}_1, \ldots, h_n, \bar{h}_n)
\]

where

\[
h_m = \frac{1}{2}(z_{i_m} + i^{\beta_s} \bar{z}_{j_m})
\]

where \( S, \alpha_s, \beta_s \) are appropriate indexes set and appropriate constants, respectively.

This implies that

\[
T(f, z_{i_1}, \ldots, \bar{z}_{j_p})
\]

is a complex measure and with a little more effort we obtain that its total variation on the compact \( K \), which we denote by \( m_{IJ}(K) \), is bounded by

\[
\sum_{I \cup J \supset M \supset I \cap J} m_M(K).
\]

Therefore, given \( g_1, \ldots, g_{2p} \in \text{Lip}_{\text{loc}}(X) \), we have

\[
|T(f, g_1, \ldots, g_{2p})| = \left| \sum_{I,J} T \left( f, \frac{\partial g}{\partial(z_I, \bar{z}_J)}, z_{i_1}, \bar{z}_{j_1}, \ldots, z_{i_p}, \bar{z}_{j_p} \right) \right| \leq \|f\| \prod I \text{Lip}(g_j) \sum_{I,J} m_{IJ}(\text{supp } f).
\]

This means that

\[
M_K(T) \leq \sum_{I,J} m_{IJ}(\text{supp } f) < +\infty.
\]

\( \square \)

Remark 2.2.3 It is easy to deduce that, if each \( m_I(K) \) is uniformly bounded as \( K \) varies through the compact sets of \( X \), then \( T \) is of finite mass.

Remark 2.2.4 The hypotheses of the previous Proposition can obviously weakened assuming only that \( T \) is a metric functional on local metric forms, multilinear, alternating and satisfying the product rule with respect to differentials.

Classical examples of positive currents (which are also metric examples, of course) are the integration on a complex analytic set and the \( i\partial \bar{\partial} \) of a plurisubharmonic function.

Most of the results about classical positive currents are of local nature, concerning usually extensions through small sets, vanishing or representation by integration on analytic sets.

Let \( T \) be a metric current on a complex space \( X \). For every \( x \in X \) there exists a neighborhood of \( x \) which is biholomorphic to an analytic subset \( A \) of some open domain \( \Omega \subset \mathbb{C}^n \), therefore, locally, \( T \) can be viewed as a current on \( \Omega \), supported in \( A \) belonging to the image of the pushforward operator induced by the inclusion \( A \hookrightarrow \Omega \).

Positivity in the metric sense traslates quite obviously into positivity in the classical sense, therefore any local result holding for classical positive currents, holds also for metric positive currents on analytic spaces.
**Theorem 2.2.16 (Skoda-El Mir)** Let $E \subset X$ be a closed complete pluripolar set (i.e. for every $x_0 \in X$ there exists a neighborhood $U$ and a locally integrable plurisubharmonic function $u$ such that $E \cap U = \{ z \in U : u(z) = -\infty \}$) and suppose $T$ is a positive $(p,p)$–current on $X \setminus E$. Assume that $T$ has finite mass on a neighborhood of every point of $E$. Then the trivial extension of $T$ to $X$ is closed.

**Proof:** Let $x_0 \in X$ be fixed and consider a neighborhood $U$ of $x_0$ such that

1. $U$ is biholomorphic to an analytic subset $A$ of some open domain $\Omega$ in $\mathbb{C}^n$;
2. $U \cap E = \{ z \in U : u(z) = -\infty \}$ for some $u \in L^1(U)_{\text{loc}} \cap Psh(U)$.

Shrinking $U$ and $\Omega$ if necessary, suppose $A$ is defined in $\Omega$ by the equations $g_1 = \ldots = g_k = 0$, with $g_1, \ldots , g_k \in \mathcal{O}(\Omega)$. Let $E'$ be the image of $E \cap U$ through the biholomorphism with $A$ and denote by $T'$ and $u'$ the pushforwards of $T \iota_U$ and $u$. $T'$ will be of locally finite mass around the points of $E'$ and $u'$ will be a plurisubharmonic function on $A$, i.e. the restriction to $A$ of a plurisubharmonic function $\tilde{u}$ on $\Omega$ which is not identically $-\infty$ on $A$. By a classical result, $\tilde{u}$ is locally integrable in $\Omega$, with respect to the standard Lebesgue measure on $\mathbb{C}^n$.

The set $E'$ is closed and complete pluripolar in $\Omega$, as

$$E' = \{ z \in \Omega : \log (|g_1|^2 + \ldots + |g_k|^2 + e^{\tilde{u}}) = -\infty \} .$$

Therefore, by the classical Skoda-El Mir theorem, $T'$ extends trivially through $E'$ to a closed positive current on $\Omega$, supported in $A$. As it is locally normal, it is locally flat, therefore metric, by 2.1.21.

So, the trivial extension of $T$ is locally metric, closed and positive, hence it is metric, closed and positive on $X$. □

With the same kind of argument, we obtain the following results.

**Theorem 2.2.17 (Second theorem of support)** Let $M \subset X$ be a CR–submanifold with CR – dim $M = p$ such that there is a submersion $p : M \rightarrow Y$ of class $C^1$ whose fibers $F_t = p^{-1}(t)$ are connected and are the integral manifolds of the holomorphic tangent space $TM \cap JTM$. Then any closed $(p,p)$–current $T$ on $X$ of locally finite mass with supp$T \subseteq M$ can be written as

$$T = \int_Y [F_t]d\mu(t)$$

with a unique complex measure $\mu$ on $Y$. $T$ is positive if and only if $\mu$ is positive.

**Corollary 2.2.18** Let $A$ be an analytic subset of $X$ with global irreducible components $A_j$ of pure dimension $p$. Then any closed current $T$ of bidimension $(p,p)$ with locally finite mass and supp$T \subseteq A$ is of the form $T = \sum m_j[A_j]$.

**Theorem 2.2.19 (Lelong-Poincaré equation)** Let $f$ be a meromorphic function on $X$ which does not vanish identically on any component of $X$. Let $\sum m_jZ_j$ be the divisor of $f$. Then the function $\log |f|$ is locally integrable on $X$ and satisfies the equation

$$\frac{1}{\pi i} \partial \bar{\partial} \log |f| = \sum m_j[Z_j]$$

as a metric current.
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Proof: The current \((i/\pi)\partial\bar{\partial}\log|f|\) is positive, hence of locally finite mass, and closed, hence locally normal, therefore it is a local metric current.

Clearly, the thesis holds in any relatively compact open set of \(X_{\text{reg}}\), therefore

\[ T = \frac{i}{\pi} \partial\bar{\partial}\log|f| - \sum m_j[Z_j] \]

is supported in \(X_{\text{sing}}\), but then by Proposition 2.2.4, \(T = 0\). \(\square\)

2.3 Sheaves of currents

Let \(X\) be a locally compact, paracompact metric space. We consider the presheaf

\[ U \mapsto D_m(U) \quad U \subseteq X \text{ open.} \]

If \(V \subseteq U\) are two open sets of \(X\), we have the map

\[ \rho_U^V : D_m(U) \to D_m(V) \]

defined by

\[ \rho_U^V(T)(f,\pi) = T\chi_V(f,\sigma\pi) \]

for every \((f,\pi) \in D_m(V)\), where \(\sigma\) is any locally Lipschitz function in \(U\) equal to 1 on \(\text{supp}(f)\) and 0 outside \(V\).

Proposition 2.3.1 Let \(\{U_i\}_{i \in I}\) be a family of open subsets of \(X\) and \(U\) their union. If \(T, S \in D_m(U)\) and \(\rho_{U_i}^U(T) = \rho_{U_i}^U(S)\) for every \(i \in I\), then \(T = S\).

Proof: Let us consider a partition of unit \(\{\phi_i\}\) subordinated to the open covering \(\{U_i\}\) (we can assume, by possibly refining the covering, that each \(U_i\) is relatively compact). Define \(T_i = T \cdot \phi_i\) and \(S_i = S \cdot \phi_i\). Then, for every \((f,\pi) \in D_m(U)\), we have

\[ T_i(f,\pi) = \rho_{U_i}^U(T_i)(f|_{U_i},\pi|_{U_i}) \]

and

\[ S_i(f,\pi) = \rho_{U_i}^U(S_i)(f|_{U_i},\pi|_{U_i}). \]

So

\[ T(f,\pi) = \sum_{i \in I} T_i(f,\pi) = \sum_{i \in I} \rho_{U_i}^U(T_i)(f|_{U_i},\pi|_{U_i}) = \sum_{i \in I} \rho_{U_i}^U(T)(f\phi_i|_{U_i},\pi|_{U_i}) = \]

\[ = \sum_{i \in I} \rho_{U_i}^U(S)(f\phi_i|_{U_i},\pi|_{U_i}) = \sum_{i \in I} \rho_{U_i}^U(S_i)(f|_{U_i},\pi|_{U_i}) = \sum_{i \in I} S_i(f,\pi) = S(f,\pi) \]

which is the thesis. \(\square\)

Proposition 2.3.2 Given a collection \(\{U_i\}_{i \in I}\) of open sets of \(X\) and a collection \(\{T_i\}_{i \in I}\) of local metric currents \(T_i \in D_m(U_i)\) such that

\[ \rho_{U_i \cap U_j}^U(T_i) = \rho_{U_i \cap U_j}^U(T_j) \]

for every pair of indexes \(i, j \in I\), there is \(T \in D_m(U)\) with \(U = \bigcup U_i\) such that \(T_i = \rho_{U_i}^U(T)\).
Proof: We can suppose that each $U_i$ is relatively compact and locally finite and choose a partition of unity $\{\phi_i\}_{i \in I}$ subordinated to the covering $\{U_i\}_{i \in I}$ of $U$. For $(f, \pi) \in \mathcal{D}^m(U)$, we set

$$T(f, \pi) = \sum_{i \in I} T_i \phi_i(f, \pi)$$

The sum is finite, for $f$ has compact support, and $T$ is obviously multilinear and local. Continuity with respect to the topology of $\mathcal{D}^m(X)$ follows since we can restrict ourselves to a compact subset of $U$: if $(f_i, \pi_i) \to (f, \pi)$, the set $\bigcup \text{supp}(f_i)$ is compact.

Therefore, $T \in \mathcal{D}_m(U)$ and it is quite simple to check that $\rho^U_U(T) = T_i$ for every $i$. □

This result combined with Proposition 2.3.1 shows that the presheaf

$$U \mapsto \mathcal{D}^m(U)$$

with the obvious restriction morphisms, is a canonical presheaf and therefore there exists a sheaf $\mathcal{D}_m$ whose sections on an open set $U$ are precisely $\mathcal{D}_m(U)$.

2.3.1 Locally finite mass

We can define a sub-presheaf of $\mathcal{D}_m$ by setting

$$U \mapsto M_{m, \text{loc}}(U) \quad U \subseteq X \text{ open}$$

and by considering the same restriction morphisms.

Obviously, Proposition 2.3.1 still holds. In order to obtain the gluing property, we have to check that the current $T$ constructed in the proof of Proposition 2.3.2 is of locally finite mass, as soon as the initial currents $T_i$ are.

Let us suppose that, for every finite collection $\{(f_\lambda, \pi^\lambda)\}_{\lambda \in \Lambda} \subset \mathcal{D}(X) \times \text{[Lip}_1(X)]^m$ such that $\text{supp}(f_\lambda) \subset U_i$ and $\sum \lambda |f_\lambda| \leq 1$, we have

$$\sum \lambda T_i(f_\lambda, \pi^\lambda) \leq M_i < +\infty.$$

Given a finite collection $\{(f_\lambda, \pi^\lambda)\}_{\lambda \in \Lambda} \subset \mathcal{D}(X) \times \text{[Lip}_1(X)]^m$ with $\text{supp}(f_\lambda) \subset U$ and $\sum \lambda |f_\lambda| \leq 1$, we have that, for every $i$, the collection $\{(f_\lambda \phi_i, \pi^\lambda)\}$ is as described above, so

$$\sum \lambda T(f_\lambda, \pi^\lambda) = \sum \lambda \sum i T_i(f_\lambda \phi_i, \pi^\lambda).$$

Now, let us fix $V \subseteq U$ and suppose that $\text{supp}(f_\lambda) \subset V$; then only a finite number of $\phi_i$ are not vanishing on $V$. Let $J = \{i \in I : U_i \cap V \neq \emptyset\}$ and set $M_J = \sum_{j \in J} M_j < +\infty$; then

$$\sum \lambda T(f_\lambda, \pi^\lambda) \leq M_J$$

where $M_J$ does not depend on the collection $\{(f_\lambda, \pi^\lambda)\}$, but only on $V$. Thus $T \in M_{m, \text{loc}}(U)$.

Summing up, we have the following proposition.

Proposition 2.3.3 The assignment

$$U \mapsto M_{m, \text{loc}}(U)$$

defines a canonical presheaf, with an associated sheaf $\mathcal{M}_m$. The sections of $\mathcal{M}_m$ are the metric $m-$currents with locally finite mass.
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In the same way, we can obtain the same result for normal currents.

**Proposition 2.3.4** The assignment

\[ U \mapsto N_{m, \text{loc}}(U) \]

defines a canonical presheaf, thus associated to a sheaf \( N_m \), whose sections are the locally normal metric \( m \)-currents.

The sheaves \( D_{p,q}, M_{p,q}, N_{p,q} \) are defined exactly in the same way.

2.3.2 Properties

**Proposition 2.3.5** \( D_m, M_m, N_m \), together with their \((p,q)\) analogues, are fine sheaves.

**Proof:** Let \( \{ U_i \} \) be an open covering of \( X \), \( \{ r_i \} \) a collection of Lipschitz functions which form a partition of unity subordinated to \( \{ U_i \} \). Given \( T \in D_m(X) \) (or \( M_m \) or \( N_m \)), we can consider the currents \( T_i = T \circ r_i \); then \( T_i \in D_m(U_i) \) (or \( M_m \) or \( N_m \)) and \( \sum T_i = T \). So \( D_m \) (or \( M_m \) or \( N_m \)) is a fine sheaf. \( \square \)

**Proposition 2.3.6** \( D_m, M_m, N_m \), together with their \((p,q)\) analogues, are soft sheaves.

**Proof:** We can either apply the previous proposition and observe that fine sheaves on paracompact Hausdorff spaces are soft, or notice that, given a closed set \( F \subset X \), the map \( i : F \rightarrow X \) induced by the inclusion is proper and Lipschitz, therefore if \( T \in D_m(F) \), \( i^\ast T \in D_m(X) \) (and similarly for \( M_m \) and \( N_m \)). \( \square \)

In particular, the sheaves of currents are acyclic. We note that the operator \( d \) is defined between \( D_m \) and \( D_{m-1} \) or between \( N_m \) and \( N_{m-1} \), so we have the following resolutions of the constant sheaf on a complex space \( X \), with \( \dim_{\mathbb{C}} X_{\text{reg}} = n \):

\[
0 \rightarrow C \rightarrow D_{2n} \xrightarrow{d} D_{2n-1} \xrightarrow{d} \cdots \xrightarrow{d} D_1 \xrightarrow{d} D_0 \rightarrow 0
\]

\[
0 \rightarrow C \rightarrow N_{2n} \xrightarrow{d} N_{2n-1} \xrightarrow{d} \cdots \xrightarrow{d} N_1 \xrightarrow{d} N_0 \rightarrow 0
\]

2.3.3 Dolbeault complex

We define the sheaf \( \mathcal{F}_{p,q} \) as the sheaf of \((p,q)\)-currents whose \( \partial \) is again a metric current.

**Proposition 2.3.7** \( \mathcal{F}_{p,q} \) is a fine and soft sheaf and therefore acyclic.

**Proof:** The arguments of the previous section apply to \( \mathcal{F}_{p,q} \) as well. \( \square \)

On a complex space \( X \) of dimension \( n \), we have the resolution

\[
0 \rightarrow K_p \rightarrow \mathcal{F}_{n-p,n} \xrightarrow{d} \mathcal{F}_{n-p,n-1} \xrightarrow{d} \cdots \xrightarrow{d} \mathcal{F}_{n-p,1} \xrightarrow{d} \mathcal{F}_{n-p,0} \rightarrow 0
\]

where \( K_p = \ker\{ \partial : \mathcal{F}_{n-p,n} \rightarrow \mathcal{F}_{n-p,n-1} \} \), is the analogue of the \((p,0)\)-holomorphic forms on a complex manifold. It follows that

\[
H^q(\Omega, K_p) = \frac{\ker\{ \partial : \mathcal{F}_{n-p,n-q}(\Omega) \rightarrow \mathcal{F}_{n-p,n-q-1}(\Omega) \}}{\text{img}\{ \partial : \mathcal{F}_{n-p,n-q+1}(\Omega) \rightarrow \mathcal{F}_{n-p,n-q}(\Omega) \}}
\]

for every \( \Omega \subset X \).
2.4 Holomorphic currents

Given a complex space \( X \) of pure dimension \( n \), a current \( T \in D_{p,n}(X) \) of locally finite mass such that \( \partial T = 0 \) is called a holomorphic \( p \)-current.

**Proposition 2.4.1** Let \( T \in D_{p,n}(X) \), with locally finite mass, such that \( \partial T \) is a metric current and \( Y \subset X \) an analytic set with \( \dim Y \leq n - 2 \) and \( X_{\text{sing}} \subseteq Y \). If \( T|_{\left(X \setminus Y\right)} \) is a holomorphic \( p \)-current on \( X \setminus Y \), then \( T \) is a holomorphic \( p \)-current on \( X \).

**Proof:** \( \text{supp} \partial T \) must be contained in \( Y \). Since \( \partial T \) is a \( n + p - 1 \)-current and \( \dim Y \leq n - 2 < n + p - 1 \) for every \( p \geq 0 \), we must have \( \partial T = 0 \). \( \square \)

**Remark 2.4.1** If \( \dim Y = n - 1 \) and \( p > 0 \), we have the same conclusion, namely that if \( T \) is holomorphic outside \( Y \), then it is holomorphic on all of \( X \). The only remaining case is \( p = 0, \dim Y = n - 1 \).

This latter case is non trivial, because, for instance, the \((0,1)\)-current

\[
T(f,g) = \int_{\mathbb{C}} \frac{f(z)}{z} \frac{\partial g(z)}{\partial \bar{z}} dz \wedge d\bar{z}
\]

is locally finite mass and \( \partial(T_{\mathbb{C}^*}) = 0 \), but \( \partial T = 2i\pi \delta_0 \).

2.4.1 Characterization by growth conditions

Suppose \( X \) is an analytic subspace of some complex hermitian manifold \( M \); let \( * \) be the Hodge isomorphism on differential forms and \( \xi \mapsto \omega_\xi \) be the isomorphism between the exterior powers of the tangent bundle and the exterior powers of the cotangent bundle. Given a holomorphic \( p \)-current \( T \) on \( X \), we know that there exists a \((dV_X - \text{summable})\) \((p,n)\)-vector field \( \xi \) on \( X_{\text{reg}} \) such that

\[
T(f,g) = \int_{X_{\text{reg}}} \langle \xi, f dg_1 \wedge \ldots \wedge dg_{n+p} \rangle dV_X,
\]

with \((f,g) \in D_{p,n}(X_{\text{reg}})\); such a vector field \( \xi \) is holomorphic on \( X_{\text{reg}} \). We note that

\[
\int_{X_{\text{reg}}} \langle \xi, f dg_1 \wedge \ldots \wedge dg_{n+p} \rangle dV_X = \int_{X_{\text{reg}}} \omega_\xi \wedge *(fdg_1 \wedge \ldots \wedge dg_{n+p}) =
\]

\[
(-1)^{(n+p)^2} \int_{X_{\text{reg}}} *(\omega_\xi) \wedge (fdg_1 \wedge \ldots \wedge dg_{n+p}).
\]

The form \( \omega = (-1)^{(n+p)^2} * \omega_\xi \) is the form associated to the current \( T \) on \( X_{\text{reg}} \).

**Theorem 2.4.2** If \( T \) is a holomorphic \( p \)-current on \( X \), \( \omega \in \Omega^{p-p}(X_{\text{reg}}) \) the associated form, then for every compact \( K \subset X_{\text{sing}} \), and every \((f,g) \in D_{p+n}(X)\), we have

\[
\int_K \omega \wedge dg_1 \wedge \ldots \wedge dg_{n+p} \xrightarrow{\epsilon \to 0} 0 \quad (2.2)
\]

\[
\int_{\partial K} \omega \wedge (dg_1 \wedge \ldots \wedge dg_{n+p-1})_{p,n-1} \xrightarrow{\epsilon \to 0} 0. \quad (2.3)
\]
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Proposition 2.4.3 Let \( \omega \in \Omega^n(X_{\text{reg}}) \) be a holomorphic \( n \)-form satisfying (2.2) and (2.3). Then \( T_\omega \in \mathcal{D}_{0,n}(X_{\text{reg}}) \), given by integration against \( \omega \), extends to a holomorphic \( T \in \mathcal{D}_{0,n}(X) \).

Proof: Condition (2.2) ensures that \( \omega \) is in \( L^1_{\text{loc}}(X,dV_X) \), therefore \( T \) is a well defined metric current on \( X \) of locally finite mass. Moreover, as \( T \) is of bidimension \((0,n)\), \( \overline{\partial}T = dT \), so

\[
\overline{\partial}T(f,g) = dT(f,g) = T(\sigma,\sigma,f,g) = \lim_{\epsilon \to 0} T(\sigma(1 - \mathbb{1}_{K^\epsilon}),f,g),
\]

because \( T \) is locally finite mass. By Stokes theorem

\[
T(\sigma(1 - \mathbb{1}_{K^\epsilon}),f,g) = \int_{bK^\epsilon} \sigma \wedge df_g \wedge \ldots \wedge d g_{n-1}
\]

which goes to 0 as \( \epsilon \to 0 \) by (2.3). Therefore \( \overline{\partial}T = 0 \).

Remark 2.4.2 We note that, if \( \dim X_{\text{sing}} \leq n - 2 \), then condition (2.3) is useless: \( T \) being a metric current, also \( \overline{\partial}T = dT \) is and, since \( T_{\omega X_{\text{reg}}} \) is holomorphic, \( \supp \overline{\partial}T \subseteq X_{\text{sing}} \), thus, by Proposition 2.2.4, \( dT = \overline{\partial}T = 0 \).

Theorem 2.4.4 Let \( \omega \in \Omega^{n-p}(X_{\text{reg}}) \) be a holomorphic \((n-p)\)-form satisfying (2.2) and (2.3). Then the current \( T_\omega \in \mathcal{D}^{p,n}(X_{\text{reg}}) \), given by integration against \( \omega \), extends to \( T \in \mathcal{D}^{p,n}(X) \), holomorphic.

Proof: The extension \( T \) is of locally finite mass, as observed in the previous Proposition.

Now, let us assume that \( (f,g) \in \mathcal{D}^{p+n-1}(X) \) is of class \( \mathcal{C}^2 \); then

\[
\overline{\partial}T(f,g) = \int_{X_{\text{reg}}} \omega \wedge \overline{\partial}(fdg_1 \wedge \ldots \wedge dg_{n+p-1}) = \lim_{\epsilon \to 0} \int_{bK^\epsilon} \omega \wedge (fdg_1 \wedge \ldots \wedge dg_{n+p-1})_{p,n-1}
\]

where \( K = \supp f \cap X_{\text{sing}} \). By (2.3), we have \( \overline{\partial}T(f,g) = 0 \). For a generic metric form, we obtain the result by approximation. \( \square \)
Remark 2.4.3 We can substitute $K^\epsilon$ with any sequence of compact sets shrinking onto $K$.

The two conditions (2.2) and (2.3) relate the growth of the coefficients of $\omega$ to the decay of the volume element near $K$ and the growth of the coefficients of $d\omega$ to the decay of the volume of the $bK_\epsilon$'s. Obviously this description is quite rough because it doesn’t take into account the differentials $dg_\epsilon$s.

The smooth case On a manifold, if $K$ is $(2n - 2k)$-dimensional, the volume of $K_\epsilon$ goes to 0 as $C^2 K^{2n - 2k}(K)$ and the differentials of the local coordinates are bounded away from 0. In the same way, the volume of $bK_\epsilon$ goes down as $C^{2n - 2k}(K)$.

Holomorphic metric currents coincide with the classical holomorphic forms, in the smooth case. This is an easy consequence of the comparison theorem 2.1.22.

However, we note that the only meromorphic forms which satisfy (2.2) and (2.3) are the holomorphic ones. A meromorphic function can only have 1-codimensional singularities and we can assume that such a singular set is locally described by $g = 0$, $g \in \mathcal{O}$. Outside a set of (real) codimension at least 4, we can take $g$ as a local coordinate and write the meromorphic function as $g^m \cdot h$, with $h \in \mathcal{O}$ independent of $g$.

The first condition and Fubini’s theorem imply that $g^m$ has to be integrable in a neighbourhood of 0, so $m \geq -1$; the second condition means that the supremum of $f$ on $bK_\epsilon$, which is $C^m$, multiplied by the volume of $bK_\epsilon$, that is $C^2 K^{2n - 2k}(K)$, has to go to 0, so $C^2 K^{2n - 2k}(K) e^{m-1} \rightarrow 0$, which means $m \geq 0$.

This holds outside a set of complex codimension at least 2, which cannot contain the zero of a single holomorphic function.

In conclusion, in the smooth case, the two conditions imply that the extension of the current through an analytic subset is indeed a global holomorphic current.

2.4.2 Examples

We give now some examples of the previous characterization.

The cusp Let us consider the complex curve $X = \{z^3 = w^2\}$ in $\mathbb{C}^2$ with parametrization $\phi : t \mapsto (t^2, t^3)$. This map is a biholomorphism between $X_{\text{reg}}$ and $\mathbb{C}^*$, therefore every $\omega \in \Omega^{-p}(X_{\text{reg}})$ corresponds to $\tilde{\omega} \in \Omega^{1-p}(\mathbb{C}^*)$. For $p = 0$ we have $\tilde{\omega} = h(t) dt$. Conditions (2.2) and (2.3) for $\phi_\ast (h(t) dt)$ on balls centered at $(0, 0)$, the only singular point of $X$, write

$$\int_{|t|<\epsilon'} |h(t)||dt \wedge \phi^* d\bar{z}| = \int_{|t|<\epsilon'} |h(t)||2\bar{t} dt \wedge d\bar{t}| \rightarrow 0,$$

$$\int_{|t|<\epsilon'} |h(t)||dt \wedge \phi^* d\bar{w}| = \int_{|t|<\epsilon'} |h(t)||3t^2 dt \wedge d\bar{t}| \rightarrow 0.$$  

By the first one the function $|h(t)||t|$ has to be in $L^1_{\text{loc}}(\mathbb{C}, \mathcal{L})$ and this can happen only if $h(t) = g(t)t^{-2}$, with $g \in \mathcal{O}(\mathbb{C})$. The second one the implies

$$\int_{|t|=\epsilon'} |h(t)||dt| \rightarrow 0$$

which can happen only if $h(t)$ is indeed holomorphic on $\mathbb{C}$.

In conclusion, the holomorphic $(0, 1)$-currents on $X$, are the pushforwards of holomorphic $(0, 1)$-currents on $\mathbb{C}$ through the parametrization map $\phi$. 
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The exceptional divisor of the desingularization of a complex curve is made up of isolated points, therefore considering the projective curve instead of the affine one doesn’t affect the computations above: the pullbacks of the two metrics are locally equivalent.

Moreover, also the holomorphic functions on a deleted neighborhood are the same.

Both these considerations are false in higher dimension.

Every complex curve admits a smooth normalization, by Ruckert’s Parametrization Theorem; this observation will be developed in Chapter IV.

The affine quadratic cone Let $X = \{ z^2 = xy \}$ be a complex surface in $\mathbb{C}^3$, with $(0,0,0)$ as the only singular point. We consider on it the metric induced by this embedding in $\mathbb{C}^3$.

We have the parametrization $\phi : (s, t) \mapsto (st, t/s, t)$, with $(s, t) \in \mathbb{C}^* \times \mathbb{C}$, whose image is $X \setminus \{y = 0\} \cup \{(0,0,0)\}$. The preimage of the singular point is $E = \{ t = 0 \}$ and the pullback of a $(0,2)$–forms is of the form

$$ \left( \psi_1(st, t/s, t) \frac{t}{s} + \psi_2(st, t/s, t) - \psi_3(st, t/s, t) \frac{t}{s^2} \right) ds \wedge d\bar{t} . $$

The preimage of a ball around $(0,0,0)$ of radius $\epsilon$ is contained, in the $(s, t)$ plane, in the set

$$ C(\epsilon) = \left\{ (s, t) \in \mathbb{C}^2 : |t| < \epsilon, \frac{|t|}{\epsilon} < |s| < \frac{\epsilon}{|t|} \right\} . $$

Therefore a holomorphic function on $C(\epsilon) \setminus E$ is a sum of monomials $s^nt^m$ and a holomorphic $(2,0)$–form is a sum of $s^nt^mds \wedge dt$.

Given $h(s, t)ds \wedge dt$, the first condition we have to check is

$$ \int_{C(\epsilon)} |h(s, t)|t|(1 + |s| + |s|^{-2})|ds \wedge d\bar{s} \wedge dt \wedge d\bar{t} \to 0 $$

as $\epsilon \to 0$.

If we assume $h(s, t) = s^nt^m$, then we have

$$ \int_{a<|s|<b} |s|^n(1 + |s|^{-2} + |s|^{-1})ds \wedge d\bar{s} = 2\pi \int_{a}^{b} |s|^{n-3}(|s|^2 + |s|^1 + 1)d|s| =

2\pi \left( \frac{b^{n+2} - a^{n+2}}{n+2} + \frac{b^n - a^n}{n} + \frac{b^{n+1} - a^{n+1}}{n+1} \right). $$

Here we assume that none among $\{n+1, n, n-1\}$ is equal to $-1$. Otherwise a logarithm will appear. Now, $a = |t|/\epsilon$ and $b = \epsilon/|t|$, so, for example,

$$ b^n - a^n = \frac{\epsilon^{2n} - |t|^{2n}}{\epsilon^n |t|^n} . $$

Then

$$ 2\pi \int_{0}^{\epsilon} |t|^{m}|t| \frac{\epsilon^{2n} - |t|^{2n}}{\epsilon^n |t|^n} |t|dt = \int_{0}^{\epsilon} |t|^{2+m-n}\epsilon^n - |t|^{2+m+n}\epsilon^{-n}d|t| $$

which converges if and only if $2 + m - n \geq 0$ and $2 + m + n \geq 0$. Integrating also the other terms we obtain the other conditions $1 + m - n \geq 0$ and $3 + m + n \geq 0$, $m - n \geq 0$ and $m + n + 4 \geq 0$. These six conditions are satisfied if and only if $m = \max\{n, n-2\}$.

To check (2.3), we need to compute the pullbacks through $\phi$ of the $(0,1)$–forms on $X$, i.e. restrictions of $(0,1)$–forms on $\mathbb{C}^k$. We notice that the boundary of $C(\epsilon)$ is

$$ bC(\epsilon) = \{(s, t) : |t| \leq \epsilon, |s| = |t|/\epsilon \} \cup \{(s, t) : 0 < |t| \leq \epsilon, |s| = \epsilon/|t| \} . $$
Now, 
\[ \phi^*d\bar{x} = \bar{s}d\bar{t} + id\bar{s}, \quad \phi^*d\bar{y} = \frac{dt}{s^2}d\bar{s}, \quad \phi^*d\bar{z} = dt. \]

So we need that
\[ \int_{\partial C(\epsilon)} |s|^m |t|^{n+1-\epsilon} (1 + |s|^{-2})|d\bar{s} \wedge dt \wedge d\bar{t}| = 4\pi^2 \int_0^\epsilon |t|^{m+1-n} \frac{\epsilon^{2n+2} - |t|^{2n+2}}{\epsilon^{n+1}} |d| \epsilon \rightarrow 0. \]

This implies \( m + 1 - n \geq 0, m + 3 + n \geq 0; \) moreover, the result is going to 0 with \( \epsilon \) if and only if \( m + 3 \geq 0. \)

We also need that
\[ \int_{\partial C(\epsilon)} |s|^m |t|^{n+1} |d\bar{s} \wedge dt \wedge d\bar{t}| \rightarrow 0. \]

This gives \( m - n - 1 \geq 0, m + n + 1 \geq 0 \) for the integrability and \( m + 1 \geq 0 \) for the limit to be 0.

We conclude that \( m + 1 \geq 0 \) and \( m \geq \max\{n, -n - 2\}. \)

### 2.4.3 Poincaré lemma

Let us suppose that the space \( X \), with \( \dim X_{\text{reg}} = n \), can be contracted locally at every point \( x \in X \) by a Lipschitz contraction; that is, for every \( x \in X \) there exist a neighbourhood \( U_x \) and a Lipschitz map \( H : [0, 1] \times U_x \rightarrow U_x \) such that \( H(0, y) = y, H(1, y) = x \) for every \( y \in U_x \).

Let \( T \in M_{p,n}(X) \) be a normal holomorphic current, i.e. \( \partial T = 0 \) and \( dT = \partial T \in M_{q-1,n}(X) \); \( T \) defines a normal holomorphic current on \( U_x \) for every \( x \).

By [4], the functional \( S = T|_{U_x} \times [0, 1] \) is well defined and is indeed a normal metric current on \( U_x \); we note that
\[ dS = -(dT) \times [0, 1] + T. \]

If we suppose \( dT = 0 \), we get \( dS = T \); moreover, \( dS = \partial S + \overline{\partial S} = T_{p,n} + T_{p,n+1} \), but by [2.2.4] no nontrivial component of bidimension \( (p, n + 1) \) can be present, which means that \( T = dS = \partial T \).

We can summarize these considerations in the following result.

**Proposition 2.4.5** Let \( X \) be a complex space, which is locally Lipschitz contractible, then given a holomorphic \( (p,n) \)-current \( T \) with \( dT = 0 \), for every \( x \in X \) we can find a neighbourhood \( U_x \) and a current \( S \in M_{p+1,n}(U_x) \) such that \( dS = T \) on \( U_x \).
Chapter 3

Analysis on singular complex spaces

We give a definition of the Sobolev space $W^{1,2}$ on singular spaces, characterizing its elements as those functions which are locally $W^{1,2}$ on the regular part and whose gradient is square-integrable on the whole space.

We compute the capacity of the singular set with respect to this Sobolev space and find it to be zero; as a consequence, we obtain an approximation result with functions supported away from the singularity.

The definitions of the local analogue of this space and of the corresponding spaces of vector fields appear in the third section; the corresponding approximation results for vector fields do not hold in general, so we introduce an additional hypothesis (which boils down essentially to the requirement that such a density holds).

Under this hypothesis, we replicate Hörmander’s $L^2$ techniques, paying attention also to the regularity results we obtain for the solutions. The existence on a given space of, let us say, holomorphic vector fields of lower regularity than expected, can be employed to show that in such a space the density hypothesis does not hold.

3.1 Sobolev spaces

Let $X$ be a complex analytic space embedded in $\mathbb{C}^N$, with $\dim \mathbb{C}X_{\text{reg}} = n$; we consider on $X$ the Hausdorff measure $\mathcal{H}^{2n}$ induced by the euclidean distance in $\mathbb{C}^N$.

We will say that a function $f : X \to \mathbb{R}$ belongs to $\mathcal{C}^\infty(X)$ if there exist a neighborhood $U$ of $X$ in $\mathbb{C}^N$ and a function $F : U \to \mathbb{R}$ such that $F \in \mathcal{C}^\infty(U)$ and $f = F|_X$; similarly, a function $f : X \to \mathbb{R}$ belongs to $\mathcal{C}^\infty_c(X)$ if $f \in \mathcal{C}^\infty(X)$ and supp $f$ is compact in $X$.

A complex-valued (or vector-valued) function will be said to be of class $\mathcal{C}^\infty$ (resp. $\mathcal{C}^\infty_c$) on $X$ if its components are in $\mathcal{C}^\infty(X)$ (resp. $\mathcal{C}^\infty_c(X)$). If not otherwise stated, all the scalar functions will be complex-valued and by $TX_{\text{reg}}$ we will denote the complexification of the real tangent bundle, i.e. $T_{\mathbb{R}X_{\text{reg}}} \otimes_{\mathbb{R}} \mathbb{C}$.

Given $\Omega \subseteq X$, we will write $\Omega_{\text{reg}}$ for $\Omega \cap X_{\text{reg}}$ and $\Omega_{\text{sing}}$ for $\Omega \cap X_{\text{sing}}$.

3.1.1 Definition and properties

We consider the space $\Gamma(X_{\text{reg}}, TX_{\text{reg}})$ of smooth vector fields on $X_{\text{reg}}$ and we call regular a vector field $Y$ such that $Y(\phi) \in L^\infty(X, \mathcal{H}^{2n})$ for every $\phi \in \mathcal{C}^\infty_c(X)$ and the following estimate holds:

$$\|Y(\phi)\|_\infty \leq M(\|\phi\|_\infty, X + \|\nabla \phi\|_\infty, X)$$
for some positive constant $M$, for every $\phi \in C^\infty(X)$. Let us denote by $R(X)$ the vector space of regular vector fields on $X_{\text{reg}}$. For an open set $\Omega \subseteq X$ the space $R(\Omega)$ is defined in the same manner.

**Remark 3.1.1** If we denote by $Z'_1, \ldots, Z'_N$ the projections (with respect to the euclidean structure) of the coordinate fields in $\mathbb{C}^N$ on $TX_{\text{reg}}$, we have that $Z'_i, Z'_i \in R(X)$ for $i = 1, \ldots, N$. Therefore, the projection on $TX_{\text{reg}}$ of every smooth vector field in $\mathbb{C}^N$ is in $R(X)$.

Given an open set $\Omega \subset X$, let $W^{1,2}(\Omega)$ be the subspace of $L^2(\Omega, \mathcal{H}^{2n})$ defined by the following condition: $f \in W^{1,2}(\Omega)$ if and only if for every vector field $Y \in R(\Omega)$ there exists $g \in L^2(\Omega, \mathcal{H}^{2n})$ such that

$$\int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} = -\int_{\Omega_{\text{reg}}} \phi g d\mathcal{H}^{2n} \quad \forall \phi \in C^\infty_c(\Omega) \quad (3.1)$$

**Remark 3.1.2** We note that the given definition implies that the map from $R(X)$ to $L^2(\Omega, \mathcal{H}^{2n})$, $Y \mapsto g = g(Y)$, induced by $f$ is linear. So we can find an element $df$ of $\Gamma(\Omega_{\text{reg}}, T^*\Omega_{\text{reg}})$ such that

$$\langle df, Y \rangle = g(Y) \quad \forall Y \in R(\Omega)$$

Therefore, we have a map $X_{\text{reg}} \ni x \mapsto d_x f \in \Lambda^1(T\Omega_{\text{reg}})$ so that $\langle df, Y \rangle$ is in $L^2(X_{\text{reg}}, \mathcal{H}^{2n})$ for every $Y \in R(X)$. If we fix a Riemannian metric $g$ on $X_{\text{reg}}$, we have an isomorphism between $T\Omega_{\text{reg}}$ and $T^*\Omega_{\text{reg}}$ and allow us to define the vector field $\nabla_g f$

$$g(\nabla_g f, Y) = \langle df, Y \rangle$$

We now consider the application $x \mapsto \|\nabla f_x\|_{g,x}$, where the norm is taken with respect to the chosen metric. In what follows, we will denote by $\nabla f$ the vector field obtained taking $g$ equal to the metric induced by the inclusion of $X$ in $\mathbb{C}^N$ and $|\nabla f|$ equal to the function $x \mapsto \|\nabla f_x\|_{g,x}$ (with $g$ again induced by the inclusion).

Now, we can write condition (3.1) more conveniently as

$$\int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} = -\int_{\Omega_{\text{reg}}} \phi (\nabla f, Y) d\mathcal{H}^{2n} \quad (3.2)$$

and we say that $f$ is in $W^{1,2}(\Omega)$ if $f \in L^2(\Omega, \mathcal{H}^{2n})$ and, for every $Y \in R(X)$, $\langle \nabla f, Y \rangle \in L^2(\Omega, \mathcal{H}^{2n})$ and (3.2) holds.

We will repeatedly use a known result about the measure of the intersection of a ball and a complex analytic set, whose proof can be found in [45, Cor. 2].

**Proposition 3.1.1** For every $p \in X$, there exist a ball $B = B(p, \rho)$ and a finite number $k(B)$ such that

$$\mathcal{H}^{2n}(X \cap B(q, \rho)) \leq k(B)\rho^{2n}$$

for every $B(q, \rho) \subseteq B$.

From now on, we will say that $B$ is a ball in $\Omega$ if $B = B(q, \rho) \cap \Omega$; we set

$$k(\Omega) = \sup_{B \text{ ball in } \Omega} k(B)$$

In what follows we will always suppose that $k(\Omega) < \infty$, as it is the case when $\Omega$ is relatively compact, for instance.

We will also need the following property of Sobolev functions in Euclidean domains.
Proposition 3.1.2 Let $\Omega \subset X_{\text{reg}}$ be an open set such that $\overline{\Omega} \cap X_{\text{sing}} = \emptyset$ and $f \in W^{1,2}(\Omega)$. Then the functions

$$f^+ = \max\{f, 0\} \quad \text{and} \quad f^- = -\min\{f, 0\}$$

belong to $W^{1,2}(\Omega)$ and

$$\nabla f^+ = \begin{cases} \nabla f & \text{a.e. on } \{f > 0\} \\ 0 & \text{a.e. on } \{f \leq 0\} \end{cases}$$

$$\nabla f^- = \begin{cases} 0 & \text{a.e. on } \{f \geq 0\} \\ -\nabla f & \text{a.e. on } \{f < 0\} \end{cases}$$

Proof: If $\Omega$ is a coordinate chart the statement follows from the classic Sobolev theory in $\mathbb{R}^k$ [17] Sec. 4.2-Thm. 4.

In the general case, we can covering $\Omega$ with coordinate charts $\{\Omega_j\}$ and construct a partition of unity $\{\chi_j\}$ subordinated to this open covering; as the closure of $\Omega$ doesn’t intersect $X_{\text{sing}}$, we can ask that, for every $p \in \overline{\Omega}$, there exist only a finite number of open sets $\Omega_j$ such that $p \in \overline{\Omega_j}$; moreover, we can assume $\|\nabla \chi_j\| \leq L$ for every $j$, for some positive real constant $L$.

Now, the function $f_j = f \chi_j$ belongs to $W^{1,2}(\Omega)$ and $W^{1,2}(\Omega_j)$ and, as $\Omega_j$ is biholomorphic to some open set of $\mathbb{C}^n$, we know that $f_j^+$ and $f_j^-$ both belong to $W^{1,2}(\Omega_j)$ and their gradients are given by the formulas above. Then, obviously $f_j^+$ and $f_j^-$ belong to $W^{1,2}(\Omega)$; moreover we have

$$f^+ = \sum_j f_j^+ \quad f^- = \sum_j f_j^-$$

as both sums are locally finite.

We observe that, locally,

$$\nabla f^+ = \sum_j \nabla f_j^+ \quad f^- = \sum_j f_j^-$$

as these sums are locally finite too. But then we have immediately that $|\nabla f^+| \leq |\nabla f|$ and $|\nabla f^-| \leq |\nabla f|$ almost everywhere, i.e. $f^+, f^- \in W^{1,2}(\Omega)$. The formulas for their gradients follow at once from the analogue results for $f_j^+$ and $f_j^-$. \qed

As a corollary, we have that $h = \max\{f, g\} \in W^{1,2}(\Omega)$ for every $f, g \in W^{1,2}(\Omega)$ and

$$\nabla h = \begin{cases} \nabla f & \text{a.e. on } \{f \geq g\} \\ \nabla g & \text{a.e. on } \{f \leq g\} \end{cases}$$

Theorem 3.1.3 A function $f \in L^2(\Omega, \mathcal{H}^n)$ belongs to $W^{1,2}(\Omega)$ if and only if $f \in W^{1,2}(U)$ for every $U \subset \Omega_{\text{reg}}$ and $|\nabla f| \in L^2(\Omega, \mathcal{H}^{2n})$.

Proof: One implication is obvious: if $f \in W^{1,2}(\Omega)$, then $f \in W^{1,2}(U)$ for every $U \in \Omega$ so, in particular, for every $U \subset \Omega_{\text{reg}}$; moreover, by Remark 3.1.1, $\langle Z', \nabla f \rangle \in L^2(X, \mathcal{H}^{2n})$, i.e. $|\nabla f| \in L^2(X, \mathcal{H}^{2n})$.

Conversely, for every $\phi \in C_c^\infty(\Omega)$ and $\epsilon > 0$, since $\mathcal{H}^{2n-1}(\Omega_{\text{sing}}) = 0$ and $\Omega_{\text{sing}}$ is closed in $\Omega$, we can cover $\Omega_{\text{sing}} \cap \text{supp } \phi$ with finitely many balls $\{B_k(p_k, \rho_k)\}_{k=1}^m$, such that $\rho_k < \epsilon$ for every $k$ and $\sum_k \rho_k^{2n-1} < \epsilon$. Let $B'_k$ be the open ball with center $p_k$ and radius $2\rho_k$; for $\epsilon$ small, the balls $B'_k$ have compact closure in $\Omega$.

We remark that

$$\mathcal{H}^{2n} \left( \bigcup_k B'_k \right) \leq \sum_k \mathcal{H}^{2n}(B'_k) \leq k(\Omega)s^{2n} \sum_k \rho_k^{2n} \leq k(\Omega)2^{2n} \epsilon \sum_k \rho_k^{2n-1} \leq k(\Omega)2^{2n} \epsilon^2.$$
We can construct a smooth cut-off function \( \phi_k : \mathbb{C}^N \to [0, 1] \) such that \( \text{supp} \phi_k \subset \Omega \setminus B_k \) and \( \| \nabla \phi_k \|_\infty \leq 2 / \rho_k \).

Let now \( f \) be a bounded function, belonging to \( W^{1,2}(U) \) for every \( U \in \Omega_{\text{reg}} \) and whose gradient is in \( L^2(\Omega_{\text{reg}}, \mathcal{H}^{2n}) \). Then, using Proposition [3.1.1] for every \( Y \in R(X) \) we have

\[
\left| \int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} - \int_{\Omega_{\text{reg}}} Y \left( \prod_k \phi_k \right) f d\mathcal{H}^{2n} \right| \\
\leq \int_{\bigcup_k B_k} |Y(\phi) f| d\mathcal{H}^{2n} + \| \phi \|_\infty \sum_k \int_{B_k^c \setminus B_k} |f \nabla \phi_k| d\mathcal{H}^{2n} \\
\leq \| Y(\phi) \|_{\text{loc}} \| f \|_\infty \mathcal{H}^{2n} \left( \bigcup_k B_k^c \right) + \| \phi \|_\infty \| f \|_\infty \sum_k \| \nabla \phi_k \|_{\text{loc}} \mathcal{H}^{2n} (B_k^c \setminus B_k) \\
\leq \| Y(\phi) \|_{\text{loc}} \| f \|_\infty k(\Omega) 2^{2n} \epsilon^2 + 2^{2n} k(\Omega) \| \phi \|_\infty \| f \|_\infty \sum_k \| \nabla \phi_k \|_{\text{loc}} \mathcal{H}^{2n} k(\Omega) 2^{2n} \epsilon^2 + 2 k(\Omega) 2^{2n} \| \phi \|_\infty \| f \|_\infty \epsilon.
\]

Similarly, we obtain

\[
\left| \int_{\Omega_{\text{reg}}} \phi \langle \nabla f, Y \rangle d\mathcal{H}^{2n} - \int_{\Omega_{\text{reg}}} \phi \prod_k \phi_k \langle \nabla f, Y \rangle d\mathcal{H}^{2n} \right| \\
\leq 2 \| \phi \|_\infty \| \langle \nabla f, Y \rangle \|_2 \mathcal{H}^{2n} \left( \bigcup_k B_k^c \right)^{1/2} \\
\leq 2^{n+1} \| \phi \|_\infty \| \langle \nabla f, Y \rangle \|_2 \sqrt{k(\Omega)} \epsilon.
\]

Now, we know that

\[
\int_{\Omega_{\text{reg}}} Y \left( \prod_k \phi_k \right) f d\mathcal{H}^{2n} = \int_{\Omega_{\text{reg}}} \phi \prod_k \phi_k \langle \nabla f, Y \rangle d\mathcal{H}^{2n}
\]

because

\[
\text{supp} \left( \prod_k \phi_k \right) \subset \Omega \setminus \bigcup_k B_k \subset \Omega_{\text{reg}}.
\]

We know that the sides of the last equality tend to the sides of [3.2], so we can conclude that equality [3.2] holds for \( f \), so \( f \in W^{1,2}(\Omega) \).

Now, let \( f \) be a function in \( W^{1,2}(U) \) for every \( U \in \Omega_{\text{reg}} \), with \( L^2 \) gradient, and let

\[
f_M = \min \{ f^+, M \} - \min \{ f^-, M \}.
\]

By Proposition [3.1.2] we know that \( f_M \in W^{1,2}(U) \) and \( \nabla f_M = \nabla f \) where \( |f| \leq M \) and \( \nabla f_M = 0 \) elsewhere.

Then, since \( f_M \in W^{1,2}(U) \) for every \( U \in \Omega_{\text{reg}} \) and \( |\nabla f_M| \in L^2(\Omega, \mathcal{H}^{2n}) \), from the previous computations we infer \( f_M \in W^{1,2}(\Omega) \). Given again \( Y \in R(\Omega) \), for every \( \phi \in \mathcal{C}_c^\infty(\Omega) \), we have

\[
\int_{\Omega} Y(\phi) f_M d\mathcal{H}^{2n} \to \int_{\Omega} Y(\phi) f d\mathcal{H}^{2n}
\]
as \( M \to \infty \), because \( f_M \to f \) in \( L^2 \)-norm and \( Y(\phi) \in L^\infty(\Omega, \mathcal{H}^{2n}) \). Moreover

\[
\int_{\Omega} Y(\phi) f_M d\mathcal{H}^{2n} = \int_{\Omega} \phi(\nabla f_M, Y) d\mathcal{H}^{2n}
\]
and $|\nabla f_M| \leq |\nabla f|$, so, given $N \in \mathbb{N}$, with $N > M$,
\[
\int_{\Omega} |\nabla f_M - \nabla f_N|^2 d\mathcal{H}^{2n} \leq 4 \int_{M \leq |f| \leq N} |\nabla f|^2 d\mathcal{H}^{2n}
\]
and this goes to zero when $M, N$ go to infinity, so
\[
\int_{\Omega} (|\nabla f_M - \nabla f_N|)^2 d\mathcal{H}^{2n} \leq \int_{\Omega} |\nabla f_M - f_N|^2 d\mathcal{H}^{2n} \int_{\Omega} |Y|^2 d\mathcal{H}^{2n}
\]
goes to 0. Therefore $\{\langle \nabla f, Y \rangle \}_{M}$ goes to zero when $M, N \rightarrow \infty$, so, given $X > M, N > M$ with
\[
|\nabla f_M - \nabla f_N| \leq \|\nabla f\|_2^2 + \|\nabla Y\|_2^2 < +\infty
\]
and this goes to zero when $M, N$ go to infinity, so
\[
\int_{\Omega} |\langle \nabla f_M, Y \rangle| d\mathcal{H}^{2n} \rightarrow \int_{\Omega} |\langle \nabla f, Y \rangle| d\mathcal{H}^{2n}
\]
for every $\phi \in C_c^\infty(X)$.

In conclusion, we have that
\[
\int_{\Omega} Y(\phi) f d\mathcal{H}^{2n} = - \int_{\Omega} \langle \nabla f, Y \rangle \phi d\mathcal{H}^{2n}
\]
and this shows that $f \in W^{1,2}(\Omega)$. \(\Box\)

**Corollary 3.1.4** We have the inclusion $C_c^\infty(\Omega) \subseteq W^{1,2}(\Omega)$.

**Proof:** Obviously, if $f \in C_c^\infty(\Omega)$, then $f \in C^\infty(\overline{U})$ for every $U \subseteq \Omega_{\text{reg}}$, so $f \in W^{1,2}(U)$; moreover, with the notation of Remark 3.1.1 $|\nabla f|^2$ is bounded by
\[
|Z_1'(f)|^2 + \ldots + |Z_N'(f)|^2 + |Z_1''(f)|^2 + \ldots + |Z_N''(f)|^2
\]
From that remark it follows also that $Z_1'(f)$ and $Z_1''(f)$ are in $L^\infty$. So $|\nabla f|^2 \in L^\infty(\Omega)$, therefore $|\nabla f| \in L^2(\Omega, \mathcal{H}^{2n})$. \(\Box\)

**Proposition 3.1.5** Let $f, g \in W^{1,2}(\Omega)$ and set $h = \max\{f, g\}$, then $h \in W^{1,2}(\Omega)$ and
\[
\nabla h = \begin{cases} 
\nabla f & \text{a.e. on } \{f \geq g\} \\
\nabla g & \text{a.e. on } \{f \leq g\}
\end{cases}
\]

**Proof:** As $f, g \in W^{1,2}(\Omega)$, by Theorem 3.1.3 we know that $f, g \in W^{1,2}(U)$ for every $U \subseteq \Omega_{\text{reg}}$ and $|\nabla f|, |\nabla g| \in L^2(\Omega, \mathcal{H}^{2n})$. Fix $U \subseteq \Omega_{\text{reg}}$, then $h|_U \in W^{1,2}(U)$, because of the corollary to Proposition 3.1.2 moreover, if $\Omega^1 = \{f \geq g\}$ and $\Omega^2 = \{g \geq f\}$, then we now that
\[
\nabla h = \nabla f \quad \text{in every } U \subseteq \Omega_{\text{reg}}^1 = \Omega^1 \cap \Omega_{\text{reg}} \\
\nabla h = \nabla g \quad \text{in every } U \subseteq \Omega_{\text{reg}}^2 = \Omega^2 \cap \Omega_{\text{reg}}
\]
therefore, by $\sigma$–additivity,
\[
\nabla h = \nabla f \quad \text{in } \Omega^1 \\
\nabla h = \nabla g \quad \text{in } \Omega^2
\]
so that we have
\[
\int_{\Omega} |\nabla h|^2 d\mathcal{H}^{2n} \leq \int_{\Omega^1} |\nabla f|^2 d\mathcal{H}^{2n} + \int_{\Omega^2} |\nabla g|^2 d\mathcal{H}^{2n} \leq \|\nabla f\|_{2,\Omega}^2 + \|\nabla g\|_{2,\Omega}^2 < +\infty
\]
i.e. $|\nabla h| \in L^2(\Omega, \mathcal{H}^{2n})$. In conclusion, by Theorem 3.1.3 we have that $h \in W^{1,2}(\Omega)$. \(\Box\)
3.1.2 Capacity of the singular set

The capacity of a set \( E \subseteq \Omega \subseteq X \) with respect to the space \( W^{1,2}(\Omega) \) is defined by

\[
C_{1,2}^\Omega(E) = \inf \{ \| \nabla f \|_{L^2}^2, \ f \in W^{1,2}(\Omega), \ E \subset \text{Int}\{f \geq 1\} \}
\]

where \( \text{Int}A \) means the topological interior of the set \( A \), relative to \( \Omega \). We remark that, by requiring \( E \subset \text{Int}\{f \geq 1\} \), we actually ask that there exists a function in the equivalence class of \( f \) in \( W^{1,2}(\Omega) \) for which that inclusion holds.

**Theorem 3.1.6** If \( E \subseteq \Omega \) and \( \mathcal{H}^{2n-2}(E) < +\infty \), then \( C_{1,2}^\Omega(E) = 0 \).

**Proof:** Given an open set \( U \), \( E \subset U \subset \Omega \), we can find a countable family of balls \( B_k = B(p_k, \rho_k) \) whose union contains \( E \), with \( B(p_k, 2\rho_k) \subseteq U \) and

\[
\sum_{k=1}^\infty c_{2n-2} \rho_k^{2n-2} \leq \mathcal{H}^{2n-2}(E) + 1.
\]

To this aim, for every \( h \in \mathbb{Z} \) we define

\[
E_h = E \cap \left\{ p \in \Omega : \frac{1}{2^{h+1}} < \text{dist}(p, b\Omega) \leq \frac{1}{2^h} \right\}.
\]

Since the closure of \( E_h \) is compact in \( \Omega \), by the very definition of spherical Hausdorff measure we can find a countable covering of \( E_h \) by balls \( B(q_j, s_j) \) with \( B(q_j, 2s_j) \subset U \), with \( \sum_j c_{2n-2} s_j^{n-2} \leq \mathcal{H}^{n-2}(E_h) + 2^{-|h|} \). Since the \( E_h \)'s give a partition of \( E \), we obtain the required family of balls \( B(p_k, r_k) \) collecting all these balls.

Now, we want to prove that given \( U \) as above there exists a function \( u \in W^{1,2}(\Omega) \) with the following properties:

(i) \( 0 \leq u \leq 1 \) and \( u = 0 \) a.e on \( \Omega \setminus U \);

(ii) \( E \subset \text{Int}\{u \geq 1\} \);

(iii) \( \int_{\Omega} \| \nabla u \|^2 d\mathcal{H}^{2n} \leq K(\Omega) (\mathcal{H}^{2n-2}(E) + 1) \),

where \( K(\Omega) \) depends only on \( \Omega \).

To this aim, we choose \( u_k : \mathbb{C}^N \rightarrow [0, 1] \) piecewise smooth (and radially linear) such that

\[
u_k|_{B(p_k, \rho_k)} \equiv 1, \quad u_k|_{X \setminus B(p_k, 2\rho_k)} \equiv 0.
\]

We observe that \( \| \nabla u_k \|_{\infty} \leq \rho_k^{-1} \) on \( \mathbb{C}^N \). Moreover, we set

\[
v_m = \max\{u_1, \ldots, u_m\}.
\]

The function \( v_m \) obviously belongs to \( W^{1,2}(\Omega) \), as

\[
\| \nabla v_m \|_{2}^2 \leq \sum_{k=1}^{m} \| \nabla u_k \|_{2}^2
\]

is non-negative and has the property (i). Moreover, applying Proposition 3.1.1 once more, we obtain

\[
\int_{\Omega} \| \nabla v_m \|^2 d\mathcal{H}^{2n} \leq \sum_{k=1}^{m} \mathcal{H}^{2n}(\Omega_{\text{reg}} \cap B(p_k, 2\rho_k)) \rho_k^{-2} \leq k(\Omega) \sum_{k=1}^{m} 2^n \rho_k^{2n-2} \leq K(\Omega) (\mathcal{H}^{2n-2}(E) + 1),
\]

(3.3)
where \( K(\Omega) = 2^{2n}k(\Omega)/c_{2n-2} \) depends only on \( \Omega \).

The function \( u = \sup_n v_m = \lim_n v_m \) belongs to \( L^2(\Omega, \mathbb{H}^{2n}) \) and satisfies (i) by monotone convergence. The function \( u \) is identically equal to 1 on the union of the balls \( B(p_i, \rho_i) \), so that since this union contains \( E \) also condition (ii) is satisfied. Since \( \|\nabla v_m\| \) is bounded in \( L^2(\Omega, \mathbb{H}^{2n}) \), because of (3.3), we obtain that \( u \in W^{1,2}(\Omega) \) and \( \nabla v_m \rightharpoonup \nabla u \) weakly in \( L^2 \). Then, the lower semicontinuity of the \( L^2 \) norm under weak convergence ensures condition (iii).

Now, we consider a non-increasing sequence of open neighborhoods of \( E \), \( \{U_j\}_{j \in \mathbb{N}} \) such that \( U_j \subset \Omega \) and \( \mathbb{H}^{2n}(U_j) \to 0 \) as \( j \to \infty \) and construct a function \( w_1 : \Omega \to [0, 1] \), vanishing outside \( U_1 \), as described before. Let \( V_1 \) be an open set containing \( E \) and such that \( V \subseteq \{w_1 = 1\} \) and construct a non-negative function \( w_2 : \Omega \to [0, 1] \), vanishing outside this open set \( V_1 \cap U_2 \). By iterating this procedure, we obtain a sequence of non-negative functions \( \{w_j\} \), vanishing outside the smaller and smaller neighborhoods of \( E \), equal to 1 on some other neighborhoods of \( E \), uniformly bounded in the \( W^{1,2} \) norm.

We remark that \( \nabla w_j \) can be nonzero only in \( U_j \cap V_{j-1} \setminus V_j \), so the gradients are mutually orthogonal in \( L^2 \).

We set

\[
S_j = \sum_{k=1}^{j} \frac{1}{k}, \quad g_j = \frac{1}{S_j} \sum_{k=1}^{j} \frac{w_k}{k}
\]

The functions \( g_j \) belong to \( W^{1,2}(\Omega) \) and \( E \subset \text{Int}\{g_j \geq 1\} \); moreover

\[
\|\nabla g_j\|^2 \leq \frac{1}{S_j^2} \sum_{k=1}^{j} \frac{C^2}{k^2} \to 0 \quad (j \to \infty)
\]

So, by the definition of \( W^{1,2}(\Omega) \)—capacity of \( E \), we have that

\[
C_{1,2}^{\Omega}(E) \leq \|\nabla g_j\|_2^2 \to 0 \quad (j \to \infty)
\]

i.e. \( C_{1,2}^{\Omega}(E) = 0 \).

**Remark 3.1.3** Since the family \( U_j \) above is non-increasing we also proved that for any open set \( U \), \( E \subset U \subset \Omega \), there exists a Sobolev function with arbitrarily small \( W^{1,2} \) norm identically equal to 1 on an open set containing \( E \) and vanishing almost everywhere on \( \Omega \setminus U \).

**Theorem 3.1.7** \( C^\infty(\Omega) \) is dense in \( W^{1,2}(\Omega) \).

**Proof:** Fix \( f \in W^{1,2}(\Omega) \cap L^\infty \) and apply Theorem 3.1.6 with \( E = \Omega_{\text{sing}} \). We find a sequence of functions \( g_j \in W^{1,2}(\Omega) \) with values in \([0, 1]\) strongly convergent to 0 in \( W^{1,2}(\Omega) \), identically equal to 1 in open sets \( V_j \) containing \( E \) and with supports contained in open sets \( U_j \subset \Omega \), with \( \mathbb{H}^{2n}(U_j) \to 0 \). Now, the function \((1 - g_j)f\) is supported in \( \Omega \setminus V_j \), so we can find \( h_j \in C^\infty(\Omega) \) satisfying \( \|(1 - g_j)f - h_j\|_{W^{1,2}(\Omega)} \leq 1/j \). (ref needed)

Since \( |g_j| \leq 1 \), now we have that

\[
\|g_j f\|_2^2 \leq \int_{U_j} |f|^2 d\mathbb{H}^{2n} \to 0
\]
Moreover
\[ \|\nabla(g_j f)\|_2 \leq \|g_j \nabla f\|_2 + \|f \nabla g_j\|_2 \leq \int_{U_j} |\nabla f|^2 d\mathcal{H}^{2n} + \|f\|_\infty \|\nabla g_j\|_2 \to 0. \]

So \( h_j \to f \) in \( W^{1,2}(\Omega) \).

In the case when \( f \) is possibly unbounded, we can consider the functions \( f_M \) defined
\[ f_M \leq \sum_{j=1}^n |f_j| \quad \text{and} \quad g_M \leq \sum_{j=1}^n |g_j|. \]

It is immediate to see that \( |f_M| \leq |f| \) and that \( |\nabla f_M| \leq |\nabla f| \) \( \mathcal{H}^{2n} \)-a.e. thus, by the dominated convergence theorem, \( f_M \to f \) in \( W^{1,2}(\Omega) \). In order to ends the proof we approximate each \( f_M \) with \( C_\infty(\Omega) \)-functions and then apply the classical diagonal method.

\[ \square \]

### 3.2 Generalizations

We present some extensions and variations over the previous definitions and results; most of the proofs will only be sketched, as they resemble closely the corresponding ones from the previous pages.

#### 3.2.1 Restricting to a sub-bundle

We can generalize the previous results, restricting further the space of test vector fields and consequently substituting the integrability condition on \( |\nabla f| \) with a request on the appropriate element of the dual.

Let \( F \) be a sub-bundle of \( TX_{\text{reg}} \) on \( X_{\text{reg}} \) and let \( R_F(X) = R(X) \cap \Gamma(X_{\text{reg}}, F) \) be the space of regular sections of \( F \). Then, for any \( \Omega \subseteq X \), we can define the space \( W_F^{1,2}(\Omega) \) as the space of functions \( f \) belonging to \( L^2(\Omega, \mathcal{H}^{2n}) \) such that, for every \( Y \in R_F(X) \) there exists \( g \in L^2(\Omega, \mathcal{H}^{2n}) \) satisfying (3.1) holds.

The map which sends \( Y \) to \( g \) is still linear, so we can find an element \( d^F f \in \Gamma(\Omega_{\text{reg}}, F^*) \) such that
\[ \langle d^F f, Y \rangle = g(Y) \]
then, by duality, we can find a section \( \nabla^F g \) of \( F \) itself such that
\[ g = \langle \nabla^F g, Y \rangle. \]

As before, we will drop the subscript \( \nabla^F f \) whenever \( g \) is the metric induced by the Euclidean metric in \( \mathbb{C}^N \).

In order to obtain an analogue of Theorem 3.1.3 we need to adapt Proposition 3.1.2 to this new setting. Looking carefully at the proof given in [17], one can notice that, in fact, the argument exploited there gives a more precise result; namely, if \( U \) is an open set in \( \mathbb{R}^M \), \( f, g \) belong to \( L^2(U) \) and \( Y \) is a smooth vector field on \( U \) such that, for every \( \phi \in C_\infty_c(U) \), we have
\[ \int_U f \phi dx = - \int_U g \phi dx \]
then also the positive and negative parts of \( f \), denoted by \( f^+ \) and \( f^- \), have the same property:
\[ \int_U f^+ \phi dx = - \int_{U \cap \{ f \geq 0 \}} g \phi dx \]
\[ \int_U f^- \phi dx = \int_{U \cap \{ f \leq 0 \}} g \phi dx \]
So, given $U \subseteq \Omega_{\text{reg}}$, for every $f, h \in W^{1,2}_F(U)$, $\max\{f, h\} \in W^{1,2}_F(U)$. Moreover, in the proof of Theorem 3.1.3 we fixed the vector field at the beginning, therefore the same argument shows the following.

**Theorem 3.2.1** A function $f \in L^2(\Omega, \mathcal{H}^{2n})$ belongs to $W^{1,2}_F(\Omega)$ if and only if $f \in W^{1,2}_F(U)$ for every $U \subseteq \Omega_{\text{reg}}$ and $|\nabla f| \in L^2(\Omega, \mathcal{H}^{2n})$.

Moreover, as $W^{1,2}_F(\Omega) \subseteq W^{1,2}_F(\Omega)$, Theorem 3.1.6 still holds for the capacity with respect to $W^{1,2}_F(\Omega)$:

$$C^{\Omega,F}_{1,2}(E) = \inf\{\|\nabla f\|_2^2, f \in W^{1,2}_F(\Omega), E \subset \text{Int}\{f \geq 1\}\}$$

thus, if $\mathcal{H}^{2n-2}(E)$ is finite, then $C^{\Omega,F}_{1,2}(E) = 0$.

As another consequence of the inclusion $W^{1,2}_F(\Omega) \subseteq W^{1,2}_F(\Omega)$, we have that also Theorem 3.1.7 holds: indeed, since the functions $g_j$ employed in the proof of the Theorem belong to $W^{1,2}_F(\Omega)$ as well, therefore, given $f \in W^{1,2}_F(\Omega) \cap L^\infty$, $(1-g_j f)$ belongs to $W^{1,2}_F(\Omega)$ and approximates $f$ as $j \to +\infty$. The approximation by bounded functions is granted by the analogue of Proposition 3.1.2.

So $C^{\infty}(\Omega)$ is dense in $W^{1,2}_F(\Omega)$ with respect to the norm $\|\cdot\|_2 + \|\nabla F \cdot \|_2$.

Let us consider the decomposition of the complexified tangent $TX_{\text{reg}}$ into the holomorphic and the anti-holomorphic factors:

$$TX_{\text{reg}} = T'X_{\text{reg}} \oplus T''X_{\text{reg}}$$

Letting $F = T'X_{\text{reg}}$, we obtain the space $W^{1,2}_\partial(\Omega)$, $d^F$ is the $\bar{\partial}$ operator and $\nabla^F = \nabla^{(1,0)}$ is the $(1,0)$--component of the gradient. Similarly, letting $F = T''X_{\text{reg}}$, we obtain the space $W^{1,2}_\bar{\partial}(\Omega)$, $d^F$ is the $\bar{\partial}$ operator and $\nabla^F = \nabla^{(0,1)}$ is the $(0,1)$--component of the gradient. Hence, Theorem 3.2.1 holds in these two particular cases, together with the density theorem for smooth functions on $\Omega$.

### 3.2.2 An alternative proof of Theorem 3.1.3

We produce an alternative proof of the mentioned Theorem that doesn’t make use of the approximation by bounded functions, employing the fact that $\mathcal{H}^{2n-2}(\Omega_{\text{sing}}) < +\infty$. With the notations of Theorem 3.1.3 and the choice of $B_k$’s and $B'_k$’s made in the proof of Theorem 3.1.6 we notice that

$$\int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} = \int_{\Omega_{\text{reg}}} \prod \phi_k Y(\phi) f d\mathcal{H}^{2n} + \int_{\Omega_{\text{reg}}} \left(1 - \prod \phi_k\right) Y(\phi) f d\mathcal{H}^{2n}$$

$$= \int_{\Omega_{\text{reg}}} Y(\phi) \prod \phi_k f d\mathcal{H}^{2n} - \int_{\Omega_{\text{reg}}} \phi Y(\prod \phi_k) f d\mathcal{H}^{2n} + \int_{\Omega_{\text{reg}}} \left(1 - \prod \phi_k\right) Y(\phi) f d\mathcal{H}^{2n}.$$  

Now,

$$\left|\int_{\Omega_{\text{reg}}} \left(1 - \prod \phi_k\right) Y(\phi) f d\mathcal{H}^{2n}\right| \leq \int_{\bigcup B'_k} |Y(\phi) f| d\mathcal{H}^{2n} \leq \|Y(\phi)\|_\infty \left(\mathcal{H}^{2n} \left(\bigcup B'_k\right)\right)^{1/2} \|f\|_2$$

which goes to 0 with $\epsilon$. Moreover

$$\int_{\Omega_{\text{reg}}} Y(\phi) \prod \phi_k f d\mathcal{H}^{2n} = - \int_{\Omega_{\text{reg}}} g\phi \prod \phi_k d\mathcal{H}^{2n}$$
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and

\[ \left| \int_{\Omega_{\text{reg}}} g\phi \left( 1 - \prod \phi_k \right) d\mathcal{H}^{2n} \right| \leq \|\phi\|_{\infty} \|g\|_2 \left( \mathcal{H}^{2n} \left( \bigcup B'_{k} \right) \right)^{1/2} \]

which, as before, goes to 0 with \( \epsilon \).

We need to show that

\[ \int_{\Omega_{\text{reg}}} \phi Y \left( \prod \phi_k \right) f d\mathcal{H}^{2n} \rightarrow 0 \]

as well. We have

\[ \left| \int_{\Omega_{\text{reg}}} \phi Y \left( \prod \phi_k \right) f d\mathcal{H}^{2n} \right| \leq \|\phi\|_{\infty} \left( \sum \|\nabla \phi_k\|_2 \right) \left( \int_{\bigcup B'_{k}} |f|^2 d\mathcal{H}^{2n} \right)^{1/2} \]

which goes to 0 as \( \epsilon \rightarrow 0 \) and \( \bigcup B'_{k} \) converges to \( \Omega_{\text{sing}} \).

3.2.3 \( \mathcal{W}^{1,p} \)

All the theory just developed can be transferred without many changes to the spaces \( \mathcal{W}^{1,p} \). Let \( p > 1 \) be fixed.

Namely, \( \mathcal{W}^{1,p}(\Omega) \) is the subspace of \( L^p(\Omega, \mathcal{H}^{2n}) \) defined as follows:

\[ \{ f \in \mathcal{W}^{1,p}(\Omega) \mid \text{for every vector field } Y \in \mathbb{R}(\Omega) \text{ there exists } g \in L^p(\Omega, \mathcal{H}^{2n}) \text{ such that} \]

\[ \int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} = - \int_{\Omega_{\text{reg}}} \phi g d\mathcal{H}^{2n} \quad \forall \phi \in C^\infty_0(\Omega). \]

(3.4)

We proceed to define \( df \in \Gamma(\Omega_{\text{reg}}, T^*\Omega_{\text{reg}}) \) and, specifying a metric, \( \nabla f \in \Gamma(\Omega_{\text{reg}}, T\Omega_{\text{reg}}) \), so that we can rewrite equation (3.4) as

\[ \int_{\Omega_{\text{reg}}} Y(\phi) f d\mathcal{H}^{2n} = - \int_{\Omega_{\text{reg}}} \phi (\nabla f, Y) d\mathcal{H}^{2n}. \]

(3.5)

The analogue of Proposition 3.1.2 holds, because the result is true on \( \mathbb{R}^k \) (see again [17, Sec. 4.2-Thm. 4]); so we have the following characterization of \( \mathcal{W}^{1,p}(\Omega) \).

**Theorem 3.2.2** A function \( f \in L^p(\Omega, \mathcal{H}^{2n}) \) belongs to \( \mathcal{W}^{1,p}(\Omega) \) if and only if \( f \in \mathcal{W}^{1,2}(U) \) for every \( U \subset \Omega_{\text{reg}} \) and \( |\nabla f| \in L^p(\Omega, \mathcal{H}^{2n}) \).

**Proof:** As in the result for \( p = 2 \), one implication is obvious.

Using the same notations and ideas of the proof of Theorem 3.1.3, we define \{\( B_k \), \( B'_{k} \) and \( \phi_k \)\} in the same way; now, if \( f \) is also assumed to be bounded, we have for every \( Y \in \mathcal{R}(\Omega) \)

\[ \int_{\Omega} Y(\phi) f d\mathcal{H}^{2n} - \int_{\Omega} Y \left( \phi \prod \phi_k \right) f d\mathcal{H}^{2n} \quad \xrightarrow{\epsilon \rightarrow 0} \quad 0 \quad \forall \phi \in C^\infty_0(\Omega), \]

with exactly the estimates given in the proof for \( p = 2 \). The proof of the other estimate runs as follows:

\[ \left| \int_{\Omega_{\text{reg}}} \phi (\nabla f, Y) d\mathcal{H}^{2n} - \int_{\Omega_{\text{reg}}} \phi \prod_{k} \phi_k (\nabla f, Y) d\mathcal{H}^{2n} \right| \leq 2 \|\phi\|_{\infty} \int_{\Omega_{\text{reg}} \bigcup \bigcup B'_{k}} |(\nabla f, Y)| d\mathcal{H}^{2n} \]

\[ \leq 2 \|\phi\|_{\infty} \|\nabla f\|_p \mathcal{H}^{2n} \left( \bigcup_{k} B'_{k} \right)^{1/q} \leq 2^{n+1} \|\phi\|_{\infty} \|\nabla f, Y\|_p \sqrt{k(\Omega)} \epsilon \]
where $q$ is such that $p^{-1} + q^{-1} = 1$. The rightmost quantity goes to 0 as $\epsilon \to 0$, because $q > 0$; now the proof goes on as in the case $p = 2$, for a bounded $f$.

To obtain also the result for unbounded $f$, we apply the same approximation procedure, defining the functions $f_M$ and noting that, as $f_M \to f$ in $L^p$, 

$$
\int_{\Omega} Y(\phi)f_M d\mathcal{H}^{2n} \to \int_{\Omega} Y(\phi)f d\mathcal{H}^{2n}.
$$

Moreover, we know that $|\nabla f_M| \leq |\nabla f|$, so, by Minkowski inequality, we have 

$$
\int_{\Omega} |\nabla f_M|^p d\mathcal{H}^{2n} \leq \left( \int_{M \leq |f| \leq N} |\nabla f_M|^p d\mathcal{H}^{2n} \right)^{1/p} + \left( \int_{M \leq |f| \leq N} |\nabla f_N|^p d\mathcal{H}^{2n} \right)^{1/p}
$$

which goes to 0 as $M \leq N$ go to infinity. We can therefore conclude as in the case $p = 2$. □

**Remark 3.2.1** We can also avoid the use of the approximation by bounded functions, adapting the alternative proof of this result given in Section 3.2.2, but we need to strengthen the hypothesis: let $q$ be such that $p^{-1} + q^{-1} = 1$, then, if $\mathcal{H}^{2n-q}(\Omega_{\text{sing}}) < +\infty$, we have 

$$
\sum_k \left\| \nabla \phi_k \right\|_q^q \leq k(\Omega) \sum 2^n \rho_k^{2n-q} \leq K(\Omega)(\mathcal{H}^{2n-q} + 1) < +\infty
$$

and we obtain the same result.

With the same proof, we get the inclusion of the smooth test functions in our space.

**Corollary 3.2.3** We have the inclusion $C^\infty_c(\Omega) \subseteq W^{1,p}(\Omega)$.

Obviously, also $W^{1,p}(\Omega)$ has a lattice structure.

**Proposition 3.2.4** Let $f, g \in W^{1,p}(\Omega)$. Then $h = \max\{f, g\} \in W^{1,p}(\Omega)$ and 

$$
\nabla h = \begin{cases} 
\nabla f & \text{a.e. on } \{f \geq g\} \\
\nabla g & \text{a.e. on } \{f \leq g\} 
\end{cases}
$$

We define the capacity of a set $E \subseteq \Omega \subseteq X$ in the same way:

$$
C^{\Omega}_{1,p}(E) = \inf\{\|\nabla f\|^p, f \in W^{1,p}(\Omega), E \subset \text{Int}\{f \geq 1\}\}
$$

with the same cautions pointed out before. The corresponding result for sets of zero capacity is the following.

**Theorem 3.2.5** If $E \subseteq \Omega$ and $\mathcal{H}^{2n-p}(E) < +\infty$, then $C^{\Omega}_{1,p}(E) = 0$.

**Proof:** With the same notation of Theorem 3.1.6, we have 

$$
\sum_{k=1}^{\infty} c_{2n-p} \rho_k^{2n-p} \leq \mathcal{H}^{2n-p}(E) + 1.
$$

The function $u$ we want to construct will have properties (i), (ii) and 

$$
(iii-p) \int_{\Omega} |
abla u|^p d\mathcal{H}^{2n} \leq K(\Omega)(\mathcal{H}^{2n-p}(E) + 1).
$$

The proof now goes on exactly as in the case $p = 2$; indeed, as we supposed $p > 1$, the series $\sum_k k^{-p}$ is convergent, so the result follows in the same way. □

As a corollary, we again obtain the density of smooth functions
**Theorem 3.2.6** \( C^\infty(\Omega) \) is dense in \( W^{1,p}(\Omega) \).

As a proof of the fact that full generality is seldom really achievable, we remark that it is possible to develop a \( W^{1,p} \) theory restricted to a sub-bundle, obtaining analogous results to those presented in Section 3.2.1.

### 3.3 Currents and vector fields

#### 3.3.1 Classical currents in \( \mathbb{C}^N \)

We use the notation of [1.3]

Let \( D'(\mathbb{C}^N) \) be the space of distributions on \( \mathbb{C}^N \). Given \( T \in \mathfrak{M}_{p,q}(\mathbb{C}^N) \) and fixed multi-indexes \( I \) and \( J \) of length \( p \) and \( q \) respectively, we have that the functional

\[
C^\infty_c(\mathbb{C}^N) \ni \phi \mapsto T_{IJ}(\phi) = T(\phi dz_I \wedge d\bar{z}_J)
\]

is a distribution; moreover, as \( M(T) < +\infty \),

\[
|T(\phi dz_I \wedge d\bar{z}_J)| \leq \|\phi\|_\infty M(T)
\]

so \( T_{IJ} \) is indeed a measure.

Therefore, we can write

\[
T = \sum_{|I|=p, |J|=q} T_{IJ} dz_I \wedge d\bar{z}_J
\]

meaning that, if \( \omega \) is a \( (p,q) \)-form given by

\[
\omega = \sum_{|I|=p, |J|=q} \omega_{IJ} dz_I \wedge d\bar{z}_J
\]

then

\[
T(\omega) = \sum_{|I|=p, |J|=q} T_{IJ}(\omega_{IJ}) .
\]

Given a Borel set \( A \subseteq \mathbb{C}^N \) and a measure \( \mu \) we denote by \( \mathfrak{L}^2_{p,q}(A,\mu) \) the space of currents \( T \in \mathfrak{M}_{p,q}(\mathbb{C}^N) \) such that, for any multi-indexes \( I \) and \( J \), \( |I|=p, |J|=q \), one has \( T_{IJ} = f_{IJ}\mu, A \), with \( f_{IJ} \in L^2(A,\mu) \). We endow \( \mathfrak{L}^2_{p,q}(A,\mu) \) with the norm

\[
\|T\|_2 = \left( \sum_{|I|=p, |J|=q} \int_A |f_{IJ}|^2 d\mu \right)^{1/2}
\]

In what follows \( \mu \) will be the Hausdorff measure \( \mathcal{H}^{2n} \) on \( X \) and \( A \) an open set \( \Omega \) in \( X \), so we will write \( \mathfrak{L}^2_{p,q}(\Omega) \) for \( \mathfrak{L}^2_{p,q}(\Omega,\mathcal{H}^{2n}) \).

**Proposition 3.3.1** The inclusion \( i : (\mathfrak{L}^2_{p,q}(\Omega), \|\cdot\|_2) \to (\mathfrak{M}_{p,q}(\mathbb{C}^N), M(\cdot)) \) is a bounded linear map.

**Proof:** The map \( i \) is obviously linear. Moreover, given \( T \in \mathfrak{L}^2_{p,q}(\Omega) \) and a smooth, compactly supported \( (p,q) \)-form \( \omega \) on \( \mathbb{C}^N \), we have that

\[
|T(\omega)| = \sum_{I,J} \int_{\Omega_{\text{reg}}} \omega_{I,J} f_{I,J} d\mathcal{H}^{2n} \leq \sum_{I,J} \|f_{I,J}\|_2 \|\omega_{I,J}\|_2
\]
\[ \leq \mathcal{H}^{2n}(\Omega)^{1/2} \sum_{i,j} \|f_{i,j}\|_2 \|\omega_{i,j}\|_\infty \leq \mathcal{H}^{2n}(\Omega)^{1/2} \|T\|_2 \|\omega\|_\infty \]

so that
\[ \mathbf{M}(i(T)) \leq \|T\|_2 \mathcal{H}^{2n}(\Omega)^{1/2} \]

whence \(\|i\| \leq \mathcal{H}^{2n}(\Omega)^{1/2}, \square\)

We set \(H_{p,q}(\Omega) = i^{-1}(\mathcal{F}_{p,q}(\Omega))\), so \((H_{p,q}(\Omega), \|\cdot\|_2)\) is a Hilbert space.

### 3.3.2 Vector fields

A 1–vector field of class \(W^{1,2}_{\text{loc}}\) (resp. \(L^2_{\text{loc}}\)) on \(\Omega\) is a (non necessarily continuous) section \(\xi : \Omega_{\text{reg}} \to T\Omega_{\text{reg}}\) such that for every \(\phi \in C^\infty_0(\Omega)\) we have \(\xi(\phi) \in W^{1,2}(\Omega)\) (resp. \(L^2(\Omega, \mathcal{H}^{2n})\)).

A \(k\)–vector field of class \(W^{1,2}_{\text{loc}}\) (resp. \(L^2_{\text{loc}}\)) on \(\Omega\) is a (non necessarily continuous) section \(\xi : \Omega_{\text{reg}} \to \Lambda^k T\Omega_{\text{reg}}\) such that for every \(\phi \in C^\infty_0(\Omega)\) the contraction of \(\xi\) with \(\phi\) is a \((k-1)\)-vector field of class \(W^{1,2}_{\text{loc}}\) (resp. \(L^2_{\text{loc}}\)) on \(\Omega\).

In terms of global coordinates of \(\mathbb{C}^N\), the coefficients of \(\xi\) are functions in \(W^{1,2}(\Omega')\) for every \(\Omega' \Subset \Omega\), because the coefficient of \(\partial^k / \partial x_1\) are
\[
(\xi, dx_{i_1} \wedge \ldots \wedge dx_{i_k}) = \xi(x_{i_1}, \ldots, x_{i_k})
\]
and the coordinate functions can be extended to compactly supported functions outside \(\Omega'\).

The divergence of a \(k\)-vector field \(\xi\) of class \(W^{1,2}_{\text{loc}}\) on \(\Omega\) is a \((k-1)\)-vector field \(\chi\) of class \(L^2_{\text{loc}}\) on \(\Omega\) such that for every \(\phi_1, \ldots, \phi_k \in C^\infty_0(\Omega)\) we have
\[
\int_{\Omega_{\text{reg}}} \xi(\phi_1, \ldots, \phi_k) d\mathcal{H}^{2n} = (-1)^k \int_{\Omega_{\text{reg}}} \phi_1 \chi(\phi_2, \ldots, \phi_k) d\mathcal{H}^{2n}
\]
and we write \(\chi = \text{div} \xi\). This vector field \(\chi\) obviously exists locally in the regular part. Moreover, as the components of \(\xi\) are in \(W^{1,2}(\Omega')\) for every relatively compact open set \(\Omega' \subset \Omega\), we can show that \(\chi\) is of class \(L^2_{\text{loc}}\) on \(\Omega\).

**Proposition 3.3.2** For every \(k\)-vector field \(\xi\) of class \(W^{1,2}_{\text{loc}}\) on \(\Omega\) and every smooth compactly supported \(k\)-form \(\omega\) on \(\mathbb{C}^N\) such that \(\text{supp} \omega \cap X \Subset \Omega\), we have that
\[
\int_{\Omega_{\text{reg}}} \langle \xi, d\omega \rangle d\mathcal{H}^{2n} = (-1)^k \int_{\Omega_{\text{reg}}} \langle \text{div} \xi, \omega \rangle d\mathcal{H}^{2n}
\]

**Proof:** Let \(f_1, \ldots, f_k\) be smooth compactly supported functions on \(\mathbb{C}^N\) such that \(g_i = f_i|_{\Omega}\) and the \((k-1)\)-form
\[
\omega = f_1 df_2 \wedge \ldots \wedge df_k;
\]
we have \(d\omega = df_1 \wedge df_2 \wedge \ldots \wedge df_k\) and
\[
\int_{\mathbb{C}^N} \langle \xi, d\omega \rangle d\mathcal{H}^{2n} = \int_{\Omega_{\text{reg}}} \langle \xi, d\omega \rangle d\mathcal{H}^{2n} = \int_{\Omega_{\text{reg}}} \xi(g_1, \ldots, g_k) d\mathcal{H}^{2n}
\]
\[
= (-1)^k \int_{\Omega_{\text{reg}}} g_1 \text{div} \xi(g_2, \ldots, g_k) d\mathcal{H}^{2n} = (-1)^k \int_{\Omega_{\text{reg}}} \langle \text{div} \xi, \omega \rangle d\mathcal{H}^{2n}
\]
\[
= (-1)^k \int_{\mathbb{C}^N} \langle \text{div} \xi, \omega \rangle d\mathcal{H}^{2n}.
\]

By linearity, the thesis follows. \(\square\)
If \( \xi \) is a \( k \)-vector field of class \( W^{1,2}_\text{loc} \) on \( \Omega \), then \( \text{div}\xi \) is a \( (k - 1) \)-vector field of class \( L^2_\text{loc} \) on \( \Omega \). Since \( \Omega_{\text{reg}} \) is a complex manifold, we have a natural Dolbeault decomposition for vector fields, so, if \( \xi \) is of type \( (p, q) \), we can write

\[
\text{div}\xi = \partial \text{div}\xi + \overline{\text{div}\xi}
\]

where \( \partial \text{div}\xi \) is the \((p - 1, q)\)-component and \( \overline{\text{div}\xi} \) is the \((p, q - 1)\)-component. Obviously, both these vector fields are still of class \( L^2_\text{loc} \) on \( \Omega \). By linearity, \( \text{div} \) and \( \overline{\text{div}} \) extend to arbitrary vector fields.

We will say that \( \xi \) is of class \( W^{1,2} \) (resp. \( L^2 \)) on \( \Omega \) if it is of class \( W^{1,2}_\text{loc} \) (resp. \( L^2_\text{loc} \)) on \( \Omega \) and \(|\xi|, |\text{div}\xi| \in L^2(\Omega, \mathcal{H}^{2n}) \) (resp. \(|\xi| \in L^2(\Omega, \mathcal{H}^{2n}) \)), where \(|\cdot|\) is the norm described on page 48. We will write \( \|\xi\|_2 \) for the \( L^2 \)-norm of the function \(|\xi|\); occasionally, we will use the notation \( \|\xi\|_{2,\Omega} \) to stress that the integration is on the set \( \Omega \).

**Remark 3.3.1** Repeating the proof of Section 3.2.2, we can show that \( \xi \) is of class \( W^{1,2}_\text{loc} \) (resp. \( W^{1,2} \)) on \( \Omega_{\text{reg}} \) and \( |\xi|, |\text{div}\xi| \in L^2_\text{loc}(\Omega, \mathcal{H}^{2n}) \) (resp. \( L^2(\Omega, \mathcal{H}^{2n}) \)).

We can identify \( \xi \) with an element of \( \mathfrak{L}_k(\Omega) \) or, if \( \xi \) is of type \( (p, q) \), with an element of \( \mathfrak{L}_{p,q}(\Omega) \) and this identification preserves the norms. Indeed the \( \mathfrak{L}_{p,q}(\Omega) \)-norm

\[
\|\xi\|_2 = \sqrt{\sum_I \int_{\Omega_{\text{reg}}} (\xi, dx_{i_1} \wedge \ldots \wedge dx_{i_k})^2 d\mathcal{H}^{2n}}
\]

whereas, if we consider the \( L^2 \)-norm of the function \( x \mapsto |\xi_x| \), we obtain

\[
\||\xi_x||_2 = \sqrt{\int_{\Omega_{\text{reg}}} |\xi_x|^2 d\mathcal{H}^{2n}} = \sqrt{\int_{\Omega_{\text{reg}}} \sum_I (\xi, dx_{i_1} \wedge \ldots \wedge dx_{i_k})^2 d\mathcal{H}^{2n}} = \|\xi\|_2
\]

Thus the two norms coincide.

**Proposition 3.3.3** If \( \xi \) is a \((p, q)\)-vector field of class \( W^{1,2} \) on \( \Omega \), then the current

\[
T_\xi(\omega) = \int_{\Omega_{\text{reg}}} \langle \omega, \xi \rangle d\mathcal{H}^{2n} \quad \forall \ \omega \in \mathcal{D}^{p+q}(\mathbb{C}^N)
\]

belongs to \( \mathfrak{N}_{p,q}(\Omega) \).

**Proof:** The functional \( T_\xi \) is obviously linear. Moreover, for any smooth \((p, q)\)-form \( \omega \), we have that

\[
|T_\xi(\omega)| \leq \|\omega\|_{2,\Omega} \|\xi\|_{2,\Omega} \leq \sqrt{\mathcal{H}^{2n}(\Omega)} \|\omega\|_{\infty} \|\xi\|_{2,\Omega}
\]

so the current \( T_\xi \) is of finite mass. And, using the previous proposition, we then obtain that

\[
|T_\xi(d\omega)| = \left| \int_{\Omega_{\text{reg}}} \langle d\omega, \xi \rangle d\mathcal{H}^{2n} \right| = \left| \int_{\Omega_{\text{reg}}} \langle \omega, \text{div}\xi \rangle d\mathcal{H}^{2n} \right| \leq \sqrt{\mathcal{H}^{2n}(\Omega)} \|\omega\|_{\infty} \|\text{div}\xi\|_{2,\Omega}
\]

which implies that also \( dT_\xi \) is of finite mass. This proves that \( T_\xi \) is a normal \((p, q)\)-current. \( \square \)

By the map \( i \) defined in Proposition 3.3.1, we have that the vector field \( \xi \) corresponds to the current \( T_\xi \).
3.4. Graph norm density

Proposition 3.3.4 $H_{p,q}(\Omega)$ is isomorphic to the space of $(p,q)$–vector fields of class $L^2$ on $\Omega$.

Proof: If $T \in H_{(p,q)}(\Omega)$, by definition the coefficients $T_i$ are in $L^2(\Omega, \mathcal{H}^{2n})$; moreover, since $T$ is a flat current, the associated vector field is tangent to its support, that is, it is tangent to $\Omega_{\text{reg}}$.

On the other hand, let $\chi$ be a $(p,q)$–vector field of class $L^2$ on $\Omega$. We can find $(p,q)$–vector fields $\chi_j$ of class $L^2$ on $\Omega$, such that $\chi_j \to \chi$ with respect to the $L^2$–norm and that $\text{supp} \, \chi_j \cap \Omega_{\text{sing}} = \emptyset$.

Now, $\chi_j$ being supported in a closed set of $\Omega_{\text{reg}}$, we can approximate its coefficients with respect to local coordinates by using $W^{1,2}(\Omega)$ functions. So, we construct $(p,q)$–vector fields $\xi_{j,k}$ of class $W^{1,2}$ on $\Omega$ as follows.

Take an open locally finite coordinate covering $\{U_\alpha\}_\alpha$ of $\Omega_{\text{reg}}$ and a partition of unity $\{\phi_\alpha\}_\alpha$ subordinated to $\{U_\alpha\}_\alpha$ and on every $U_\alpha$ consider the vector field $\chi_{j,\alpha} = \phi_\alpha \chi_j$.

Then, hoosing a basis $X_{1,\alpha}, \ldots, X_{2n,\alpha}$ for the trivialization of $TU_\alpha$, we have that

$$
\chi_{j,\alpha} = \sum_i f_{j,\alpha}^i X_i
$$

with $f_{j,\alpha}^i \in L^2(U_\alpha, \mathcal{H}^{2n})$. Let $k$ be a positive integer and $K \subset \Omega_{\text{reg}}$ a compact set such that $\mathcal{H}^{2n}(\Omega_{\text{reg}} \setminus K) \leq 1/k$, and take functions $g_{j,k,\alpha}^i$ in $W^{1,2}(U_\alpha)$ such that:

i. $\sum_{U_\alpha \cap K \neq \emptyset} \sum_i \|f_{j,\alpha}^i - g_{j,k,\alpha}^i\|_2 \leq 1/k$

ii. $\sum_{U_\alpha \cap K = \emptyset} \sum_i \|\nabla g_{j,k,\alpha}^i\|_2 \leq k$.

The locally finite sum $\xi_{j,k} = \sum_\alpha \sum_i g_{j,k,\alpha}^i X_i$ converges to a vector field of class $W^{1,2}$ on $\Omega$.

We obviously have that $\xi_{j,k} \to \chi_j$ with respect to the $L^2$–norm, so, letting $k, j$ go to infinity, we have an approximation of $\chi$ by vector fields $\xi_m$ of class $W^{1,2}$. This means that $T_{\xi_m} \to T_\chi$, because of the Proposition 3.3.1, so $T_\chi$ is a limit of normal currents in the mass norm, that is, is flat. Hence, as $T_\chi \in \mathcal{D}_{p,q}(C^N)$, we have that $\chi$ corresponds to an element of $H_{p,q}(\Omega)$. □

In view of Proposition 3.3.4 we will identify the space of $(p,q)$–vector fields with $L^2$ coefficients and $H_{p,q}(\Omega)$.

In what follows we will be interested also in another class of vector fields, namely, the $k$–vector fields $\xi$ of class $L^2$ on $\Omega$ which have an $L^2$ divergence in a weak sense. We will denote by $D_{\text{div}}$ the set of such vector fields; obviously, the vector fields of class $W^{1,2}$ defined above, belong to $D_{\text{div}}$.

3.4 Graph norm density

The main goal of this section is to obtain some density results in the spirit of 3.1.7 for vector fields.

Given $\xi$ of class $W^{1,2}$ on $\Omega$, we consider the vector field $\xi_{j,m} = (1 - g_{j,m})\xi$ (with the notation of Theorem 3.1.7). Then

$$
\|\xi - \xi_{j,m}\|_2 = \|g_{j,m}\xi\|_2 \leq \|\xi\|_{2,\text{supp} \, g_{j,m}} \xrightarrow{j,m \to \infty} 0
$$
and, if $|\xi| \in L^\infty$,
\[ \|\text{div}(\xi - \xi_{j,m})\|_2 = \|\text{div}g_{j,m}\xi\|_2 \leq \|\xi|\nabla g_{j,m}\|_2 + \|\text{div}\xi\|_{L^\infty}^{\text{supp}g_{j,m}} \xrightarrow{j,m \to \infty} 0 \]

So, as before, it is enough to show that the vector fields with $L^\infty$ modulus are dense among those of class $W^{1,2}$ on $\Omega$. The same computations and conclusions hold for the set $D_{\text{div}}$.

We denote by $D_{\partial}$ the domain of the operator $\partial iv : H^{p,q}(\Omega) \to H^{p,q-1}(\Omega)$.

**Proposition 3.4.1** The set $D_{\partial}$ is dense in $H^{p,q}(\Omega)$.

**Proof:** If $\xi$ is a $(p,q)$-vector field of class $W^{1,2}(\Omega)$, then $\partial iv \xi \in H^{p,q}(\Omega)$ and, because of the density of $W^{1,2}$ in $L^2$, we have the thesis. $\Box$

We can define the adjoint $\partial^* iv$ of $\partial iv$ as a densely defined operator:

$$ \partial^* iv : H_0^{0,0}(\Omega) \to H_0^{0,1}(\Omega) $$

by the formula

$$ (\partial iv \xi, \eta) = (\xi, \partial^* iv \eta) $$

for $\xi \in D_{\partial}$. If $\eta$ is of class $W^{1,2}(\Omega)$, then, given a coordinate chart $U \Subset \Omega_{\text{reg}}$ with local coordinates $z_1, \ldots, z_n$, we have that

$$ \partial^* iv \eta = -\sum_{j=1}^n \frac{\partial \eta}{\partial z_j} \partial_j $$

on $U$. This holds on every coordinate chart of the regular part and these writings patch together; let $\{U_k\}$ be a collection of such charts (such that every point of $\Omega_{\text{reg}}$ belongs to at most $M$ of them) and let $z_1^{(k)}, \ldots, z_n^{(k)}$ be coordinates on $U_k$, then

$$ \sum_k \int_{U_k} \sum_{j=1}^n \left| \frac{\partial \eta}{\partial z_j} \right|^2 d\mathcal{H}^{2n} \leq \sum_k \int_{U_k} |\nabla \eta|^2 d\mathcal{H}^{2n} \leq M \|\nabla \eta\|_2^2 $$

Indeed, this expression for $\partial^* iv \eta$ makes sense as soon as we have some global upper bound for the right-hand side.

### 3.4.1 Weighted $L^2$ spaces

Given $\Omega \subset X$ (not necessarily bounded) and $\phi \in C^1(\Omega)$, we define the norm $\|\cdot\|_\phi$ by

$$ \|g\|_\phi = \left( \int_{\Omega_{\text{reg}}} g^2 e^{-\phi} d\mathcal{H}^{2n} \right)^{1/2} $$

and we consider the spaces $L^2(\Omega, \phi)$ whose elements are the functions $f \in L^1_{\text{loc}}(\Omega, \mathcal{H}^{2n})$ such that $\|f\|_\phi < +\infty$.

**Proposition 3.4.2** If $\Omega' \Subset \Omega$ and $\phi \in C^1(\Omega)$, then $L^2(\Omega', \phi) = L^2(\Omega', \phi)$.

**Proof:** Because of the compactness there exist two positive constants $c_1, c_2$ such that the following estimate

$$ c_1 \leq e^{-\phi} \leq c_2 $$
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holds on \( \Omega' \) and

\[ c_1 \| \cdot \|_2 \leq \| \cdot \|_\phi \leq c_2 \| \cdot \|_2. \]

That means that the \( L^2 \)–norm is finite if and only if the weighted \( L^2 \)–norm is finite. Therefore the two Hilbert spaces coincide and the norms on them are equivalent. \( \square \)

We define

\[ W^{1,2}_{\text{loc}}(\Omega) = \{ f \in L^1_{\text{loc}}(\Omega, \mathcal{H}^{2n}) \mid f \in W^{1,2}(V) \ \forall \ V \subset \Omega \} \]

and, given \( \phi, \psi \in C^1(\Omega) \), we set

\[ W^{1,2}(\Omega, \phi, \psi) = \{ f \in W^{1,2}_{\text{loc}}(\Omega) \mid f \in L^2(\Omega, e^{-\phi} \mathcal{H}^{2n}), \ |\nabla f| \in L^2(\Omega, e^{-\psi} \mathcal{H}^{2n}) \} \]

Given \( \varphi \in C_0^\infty(\Omega) \), its support \( \Omega' \) is compact, so Proposition \( \text{[3.4.2]} \) applies, therefore, for every \( f \in W^{1,2}(\Omega, \phi, \psi) \), and \( Y \in \mathcal{R}(X) \), we have that

\[ \int_{\Omega_{\text{reg}}} f Y(\varphi) d\mathcal{H}^{2n} = \int_{\Omega_{\text{reg}}} f Y(\varphi) d\mathcal{H}^{2n} = - \int_{\Omega_{\text{reg}}} \varphi(\nabla f, Y) d\mathcal{H}^{2n} = - \int_{\Omega_{\text{reg}}} \varphi(\nabla f, Y) d\mathcal{H}^{2n} \]

In the same way, we define \( H_{p,q}(\Omega, \phi) \) to be the set of \( (p, q) \)–vector fields of class \( L^1_{\text{loc}} \) on \( \Omega \) whose modulus belongs to \( L^2(\Omega, \phi) \). The operator

\[ \overline{\text{div}} : H_{p,q}(\Omega, \phi) \to H_{p,q-1}(\Omega, \psi) \]

is defined by saying that \( \xi = \overline{\text{div}} \eta \) if this relation holds on every compact set of \( \Omega \) and \( |\xi| \in L^2(\Omega, \psi) \). We will denote by \( D_{\overline{\text{div}}} \) the domain of the operator \( \overline{\text{div}} \). The same definitions and considerations can be carried on for the operator \( \text{div} \) and its domain will be denoted by \( D_{\text{div}} \).

Obviously, \( W^{1,2}(\Omega, \phi, \psi) \) is contained both in \( D_{\text{div}} \) and in \( D_{\overline{\text{div}}} \), so both \( \text{div} \) and \( \overline{\text{div}} \) have dense domain in \( H_{p,q}(\Omega, \phi) \).

Once again, using the techniques of the Theorem \( \text{[3.1.7]} \), we can approximate every vector field \( \xi \in H_{p,q}(\Omega, \phi) \) with \( |\xi| \in L^\infty(\Omega) \) by elements supported away from \( \Omega_{\text{sing}} \).

Endowed with the scalar product

\[ (\xi, \eta)_\phi = \int_\Omega \langle \xi_x, \eta_x \rangle_x e^{-\phi(x)} d\mathcal{H}^{2n}(x) \]

where \( \langle \cdot, \cdot \rangle_x \) is the euclidean scalar product on \( T_x \mathbb{C}^N \), the space \( H_{p,q}(\Omega, \phi) \) becomes a Hilbert space.

We can therefore define the adjoint operator \( \overline{\tau}^* : H_{p,q-1}(\Omega, \psi) \to H_{p,q}(\Omega, \phi) \). We note that, if \( \xi \in H_{0,q}(\Omega, \phi) \) is of class \( W^{1,2}(\Omega, \phi, \psi) \), given an open coordinate set \( U \subset \Omega_{\text{reg}} \) with coordinates \( z_1, \ldots, z_n \), we have that, on \( U \),

\[ \overline{\text{div}} \xi = -e^{\phi} \sum_{j_1 \leq \cdots \leq j_q \neq k} \sum_{j_1 \leq \cdots \leq j_q} \frac{\partial e^{-\psi} \xi_{j_1 \cdots j_q}}{\partial z_j} (-1)^{m(j)} \partial z_{j_1} \wedge \partial z_{j_2} \wedge \ldots \wedge \partial z_{j_q} \]

In fact, gluing these local expressions we obtain a vector field \( \overline{\text{div}} \xi \) on \( \Omega_{\text{reg}} \) (and therefore a.e. on \( \Omega \)) which locally satisfies

\[ (\xi, \overline{\text{div}} \eta)_\phi = (\overline{\text{div}} \xi, \eta)_\phi \]

and has bounded norm in \( L^2(\Omega, \phi) \). Therefore it represents an element of \( H_{0,q+1}(\Omega, \phi) \) and we can use boundedness to show that the equation above holds globally on \( \Omega \).
Clearly, if $\xi$ has $W^{1,2}(\Omega, \phi, \psi)$—coefficients from Proposition 3.3.3 easily follows that the associated current $T_{\xi}$ is locally normal. 

Now, given three weight functions $\phi_1$, $\phi_2$, $\phi_3$, we can consider the situation

$$H_{p,q+1}(\Omega, \phi_1) \xrightarrow{\overline{\partial}v} H_{p,q}(\Omega, \phi_2) \xrightarrow{\overline{\partial}v} H_{p,q-1}(\Omega, \phi_3).$$

In $H_{p,q}(\Omega)$, we have the set $D_{\overline{\partial}v} \cap D_{\partial v}$, intersection of the domains of $\overline{\partial}v$ and $\partial v$, which contains the vector fields with smooth coefficients. We define the norm

$$D_{\partial v} \cap D_{\overline{\partial}v} \ni \eta \mapsto \|\eta\|_{\phi_2} + \|\overline{\partial}v\eta\|_{\phi_1} + \|\partial v\eta\|_{\phi_3}$$

called the graph norm.

3.4.2 Density hypothesis

We say that $\Omega$ is good if

i. every $k$—vector field of class $W^{1,2}$ on $\Omega$ can be approximated in the $W^{1,2}$—norm by $k$—vector fields with bounded euclidean norm;

ii. every $k$—vector field in $D_{\partial v} \cap D_{\overline{\partial}v}$ can be approximated in the graph norm by $k$—vector fields with bounded euclidean norm.

Proposition 3.4.3 If $\Omega \Subset X_{\text{reg}}$, then $\Omega$ is good.

Proof: Since $\Omega$ is relatively compact inside $X_{\text{reg}}$, which is a manifold, we can find a finite number of coordinate charts $U_1, \ldots, U_k$ of $X_{\text{reg}}$ such that $\Omega \Subset U_1 \cup \ldots \cup U_k$ and construct a partition of unity $\psi_1, \ldots, \psi_k$ subordinated to that covering.

Now, given a $k$—vector field $\xi$, we can consider $\xi_j = \psi_j \xi$, which is supported in $U_j$ and then obtain, by convolution, a smooth approximation of $\xi_j$, say $\{\xi_{j,m}\}_m$.

As there is only a finite number of open sets $U_j$, we can ask that, for every $j$ and $m$, the following holds:

$$\|\xi_j - \xi_{j,m}\|_2 + \|\nabla(\xi_j - \xi_{j,m})\|_2 \leq \frac{1}{m}$$

so that, letting

$$\xi_m = \xi_{1,m} + \ldots + \xi_{k,m}$$

we have

$$\|\xi - \xi_m\|_2 \leq \frac{k}{m} \xrightarrow{m \to \infty} 0$$

The same procedure works for the graph norm. □

Proposition 3.4.4 If the $k$—vector fields of class $W^{1,2}$ compactly supported in $\Omega_{\text{reg}}$ are dense in the $k$—vector fields of class $W^{1,2}$ on $\Omega$, then $\Omega$ is good and the same statement holds for the graph norm.

Proof: We carry on the proof for the $W^{1,2}$—norm, but it works in the same way for the graph norm. Let $\xi$ be a $k$—vector field of class $W^{1,2}$ on $\Omega$ and let $\xi_j$ be a sequence of $k$—vector fields of class $W^{1,2}$, compactly supported in $\Omega_{\text{reg}}$, approximating $\xi$ in the $W^{1,2}$—norm. Then, by Proposition 3.4.3, we can find a sequence $\xi_{j,m}$ of smooth (hence, bounded) $k$—vector fields approximating $\xi_j$. Finally, by a diagonal procedure, we find a sequence $\xi_{j,m(j)}$ of bounded $k$—vector fields approximating $\xi$ in the $W^{1,2}$—norm. □
Proposition 3.4.5 If \( \Omega \) is good, then every vector field of class \( W^{1,2} \) (respectively, in \( D_\Omega \cap D_\Omega^* \)) can be approximated by vector fields supported away from \( \Omega_{\text{sing}} \).

**Proof:** Let \( \xi \) be a bounded \( k \)-vector field of class \( W^{1,2} \) on \( \Omega \) (respectively, in \( D_\partial \cap D_\partial^* \)) and let \( g_{j,m} \) be the functions defined in the proof of Theorem 3.1.7. Then \( \|g_{j,m}\xi\|_2 \to 0 \) since \( H^2n(\text{supp } g_{j,m}) \to 0 \) and

\[
\|\nabla(g_{j,m}\xi)\|_2 \leq \|g_{j,m}\nabla \xi\|_2 + \|\xi \cdot \nabla g_{j,m}\|_2
\]

where the first term goes to zero as the previous one and the second one is bounded from above by \( \|\xi\|_{\infty} \|\nabla g_{j,m}\|_2 \) which also goes to zero. The same computations hold for \( \partial^*v \) and \( \partial v \).

So, the vector fields \((1 - g_{j,m})\xi\) tend to \( \xi \) and are supported away from \( \Omega_{\text{sing}} \); now, given a generic vector field \( \xi \) of class \( W^{1,2} \) on \( \Omega \), we can approximate it with bounded vector fields and again by the diagonal procedure, we have the thesis. \( \square \)

Proposition 3.4.6 Given a collection of smooth functions \( \{\rho_n\}_{n \in \mathbb{N}} \), subordinated to a compact exhaustion of \( \Omega \), such that

\[
e^{-\phi_3} |\partial \rho_n|^2 \leq e^{-\phi_2}
e^{-\phi_2} |\partial \rho_n|^2 \leq e^{-\phi_1}
\]

the elements compactly supported in \( \Omega_{\text{reg}} \) are dense in \( D_\Omega \cap D_\Omega^* \) with respect to the graph norm.

**Proof:** By virtue of Proposition 3.4.5 we may assume that \( \xi \) is supported away from \( \Omega_{\text{sing}} \). This means that also \( \rho_n \xi \) is supported away from \( \Omega_{\text{sing}} \), therefore we can apply the computations in [33]. \( \square \)

Collecting together Propositions 3.4.5 and 3.4.6, we have the converse of Proposition 3.4.4: if \( \Omega \) is good, then the vector fields compactly supported in \( \Omega_{\text{reg}} \) are dense in the suitable sense.

Following [33, Section 5.2], we choose an hermitian metric on \( \Omega_{\text{reg}} \) with \( f \in C^\infty(\Omega_{\text{reg}}) \), such that \( |\partial \rho_n| \leq 1 \) for every \( n \). The norms in what follows will always be with respect to this new metric and its associated volume form \( dV = fdH^{2n} \) with \( f \in C^\infty(\Omega_{\text{reg}}) \).

**Theorem 3.4.7** Let \( \Omega \subset X \) be a good Stein open set. Then the equation \( \overline{\partial}v \xi = \eta \) has a solution \( \xi \) of class \( L^2(\Omega, \text{loc}) \) for any \( \eta \) of class \( L^2(\Omega, \text{loc}) \).

**Proof:** By [51], as \( \Omega \) is Stein, we can find a strictly plurisubharmonic exhausting function, which is real analytic.

By [33, Theorem 5.2.3], applied to the open set \( \Omega_{\text{reg}} \), there exists a continuous function \( C \) on \( \Omega_{\text{reg}} \) such that

\[
\int (\lambda - C)|\eta|^2e^{-\phi}dV \leq 4(\|\overline{\partial}v \eta\|_\phi^2 + \|\overline{\partial}v \eta\|_\phi^2)
\]

for every \((p,q)\)-vector field \( \eta \) with coefficients \( C^\infty \) on \( \Omega_{\text{reg}} \) and for every \( \phi \in C^2(\Omega_{\text{reg}}) \), where \( \lambda \) is the lowest eigenvalue of the Levi form of \( \phi \).

If \( \phi \) is a strictly plurisubharmonic exhausting function for \( \Omega \), we can modify it by composing with a convex, monotonically increasing function so that \((\lambda - C) > 0\); then we have

\[
\|\eta\|_\phi^2 \leq \|\overline{\partial}v \eta\|_\phi^2 + \|\overline{\partial}v \eta\|_\phi^2.
\]
By Proposition 3.4.6, this estimate holds for any \( \eta \) in \( D^*_\Omega \cap D^*_\theta \), therefore, by a standard result in functional analysis (e.g., see \([33]\) Lemma 4.1.1), we have that the equation \( \overline{\partial} \nabla \xi = \eta \) has a solution of class \( L^2(\Omega, \text{loc}) \) for every \( \overline{\partial} \nabla \)-closed \( \eta \) of class \( L^2(\Omega, \text{loc}) \). □

Let \( \theta \) be the adjoint operator of \( \overline{\partial} \nabla \) between \( L^2 \) and \( L^2 \); \( \theta \) and \( \overline{\partial} \nabla \) differ only for multiplication operators: \( \overline{\partial} \nabla = M' \theta M = M_1 \theta + M_0 \). Therefore we have density results also for the norm \( \| \cdot \| + \| \theta \cdot \| \).

**Proposition 3.4.8** If \( \eta, \overline{\partial} \nabla \eta, \theta \eta \) are compactly supported and of class \( L^2(\Omega) \), then \( \eta \) is of class \( W^{1,2}(\Omega) \).

**Proof:** We use a variation of the proof of Lemma 4.2.3 in \([33]\). If \( \eta \) is smooth and compactly supported in \( \Omega_{\text{reg}} \), we can suppose without loss of generality that its support is contained in a coordinate chart and we have the following estimate

\[
\sum_{I,J} \int_{\Omega} \left| \frac{\partial \eta_{I,J}}{\partial z_j} \right|^2 \, d\mathcal{H}^{2n} \leq 2\|\theta \eta\|^2 + \|\overline{\partial} \nabla \eta\|^2,
\]

with respect to some local coordinates (cfr \([33]\) Formula 4.2.7]). By density, we extend this estimate to every \( \eta \) with compact support in \( \Omega \), belonging to \( D^*_\Omega \cap D_\theta \). Therefore we conclude that \( \partial \eta_{I,J}/\partial z_j \in L^2(\Omega) \) for every \( I, J \) and every \( j \).

Modifying the proof of Lemma 4.2.4 in \([33]\) with the same argument we just used, we conclude that also \( \partial \eta_{I,J}/\partial z_j \in L^2(\Omega) \) for every \( I, J \) and every \( j \). The thesis follows. □

Employing the previous Lemma, we can repeat verbatim the proof of \([33]\) Theorem 4.2.5], obtaining the following result.

**Theorem 3.4.9** Let \( \Omega \) be a Stein good open set and let \( 0 \leq s \leq \infty \). Then the equation \( \overline{\partial} \xi = \eta \) has a solution \( \xi \) of class \( W^{s+1,2}(\Omega, \text{loc}) \) for every \( \xi \) of class \( W^{s,2}(\Omega, \text{loc}) \) such that \( \overline{\partial} \nabla \eta = 0 \). Every \( L^2(\Omega, \text{loc}) \) solution of the equation has this property if \( \xi \) is of bidimension \((p,n)\).

We note that on a singular space the Sobolev embeddings do not hold, so we cannot conclude that there is a smooth solution when the datum is smooth; the best we can say is that the solution will be smooth on \( \Omega_{\text{reg}} \) and with every derivative in \( L^2(\text{loc}) \) (namely, locally square integrable around singular points).

**Example** Let us consider the (reducible) singular space \( X = \{zw = 0\} \) in \( \mathbb{C}^2 \). The \((0,1)\)-vector-fields

\[
\xi_1 = \sum_{j=1}^{\infty} \frac{t^n}{2^{n+1}} \frac{\partial}{\partial t} \quad \xi_2 = \sum_{j=1}^{\infty} \frac{t^n}{3^{n+1}} \frac{\partial}{\partial t}
\]

are holomorphic on the unit punctured disc \( \mathbb{D}^* \), that is, solutions to the equations \( \overline{\partial} \nabla \xi = 0 \) on \( \mathbb{D}^* \). Therefore, their pushforwards through the maps

\[
f_1 : t \to (t,0) \quad f_2 : t \to (0,t)
\]
defined from \( \mathbb{D}^* \) to \( X_{\text{reg}} \), are holomorphic vector-fields on an open set of \( X_{\text{reg}} \). Their sum \( \xi \), extended to \( 0 \) at the singular point, is a bounded (hence \( L^2 \)) solution of the equation \( \overline{\partial} \xi = 0 \) on an open set of \( X \), but the vector-field \( \xi \) isn’t of class \( C^\infty \) around the singular point. Indeed, it is not even of class \( C^0 \). Let \( \omega = \rho \cdot (dz + d\bar{w}) \), with \( \rho \in C^\infty(\mathbb{C}^2) \) such that \( \rho \equiv 1 \) in a neighborhood of the origin, then, near \((0,0)\)

\[
\langle \xi, \omega \rangle = \begin{cases} 
(2-z)^{-1} & \text{if } w = 0, \ z \neq 0 \\
(3-w)^{-1} & \text{if } z = 0, \ w \neq 0
\end{cases}
\]

which doesn’t extend continuously to \((0,0)\).
Example Let \( X = \{ z^2 = w^3 \} \) be the cusp in \( \mathbb{C}^2 \); we consider the parametrization \( f : t \mapsto (t^3, t^2) \)
and denote by \( \xi = f_* \eta \) the pushforward through \( f_* \) of the \((0,1)\)-vector-field
\[
\eta = \frac{1}{i} \frac{\partial}{\partial \bar{t}}.
\]
For any given \( \phi \in \mathcal{C}^\infty_c(\mathbb{C}^2) \), we have that
\[
f^*(\xi(\phi)) = f^* f_* \eta(f^* \phi) = \eta(f^* \phi) = \eta(\phi \circ f)
\]
and
\[
\int_X |\xi(\phi)|^2 d\mathcal{H}^2 = -\frac{i}{2} \int_{\mathbb{C}} |\eta(\phi(t^3, t^2))|^2 (4|t|^2 + 9|t|^4)dt \wedge d\bar{t} =
- \frac{i}{2} \int_{\mathbb{C}} \frac{1}{|t|^2} \frac{\partial \phi(t^3, t^2)}{\partial t} |t|^2 (4 + 9|t|^4)dt \wedge d\bar{t} < +\infty
\]
which means that \( \xi \) is of class \( L^2_{\text{loc}} \). Moreover it is clear that \( \overline{\text{Div}} \xi \) is zero outside \( X_{\text{sing}} \), which means that if an open set of \( X \) containing the origin is good, \( \overline{\text{Div}} \xi = 0 \) on \( X \).

But it is a simple matter of computation to show that \( \overline{\text{Div}} \eta = \delta_0 \) on \( \mathbb{C} \); therefore
\[
\overline{\text{Div}} f_* \eta = f_* \overline{\text{Div}} \eta = \delta_{(0,0)}.
\]
Therefore, no open set of \( X \) containing the origin is good.
Chapter 4

Some applications and examples

In this chapter, we collect some examples of complex spaces, such as locally reducible spaces, complex curves, hypersurfaces in $\mathbb{C}^n$, where we can apply the theory of metric currents to the Cauchy-Riemann equation.

The results themselves are not at all striking, but they are useful to understand some characteristics of metric currents. In particular, the dependence on the geometric structure of the space, the “growth conditions” which are required by the mass and continuity properties, the “flatness” of metric currents (i.e. the fact that a metric current supported in some closed set is the pushforward through inclusion of a current on that set).

Moreover, in the case of hypersurfaces, we only show that if we are able to solve the (classical) $\overline{\partial}$–equation in $L^p$ on the complement of the hypersurface (for $p$ small enough), then we can solve the $\overline{\partial}$–equation in the metric currents on the hypersurface. We also present a possible approach to the equation in $L^p$, showing its equivalence to an estimate on compactly supported forms.

4.1 Locally reducible spaces

Some of the material exposed here appears also in [48].

4.1.1 Structure theorem

Let $X = L_1 \cup \ldots \cup L_m$ be the union of linear subspaces $L_i$ of $\mathbb{C}^n$, with dimension $k_i$, such that $L_i \not\subseteq L_j$ whenever $i \neq j$. Obviously, $X$ is an analytic subset of $\mathbb{C}^n$.

Let $X_1$ be the singular set of $X$ and let us suppose that we have indexed the subspaces in such a way to have $\dim L_i \geq \dim L_{i+1}$ for every $i$; we also suppose that $X$ isn’t contained in any proper subspace of $\mathbb{C}^n$.

Now, we consider a set $\mathcal{B} = \{L_1\} \cup \{L_{i_1}, \ldots, L_{i_k}\}$ such that

$$\bigoplus_{L \in \mathcal{B}} L = \mathbb{C}^n \quad L \not\subseteq \bigoplus_{L' \in \mathcal{B}, L \neq L'} L' \quad \forall \ L \in \mathcal{B}$$

We have the projections

$$\pi_1 : X \to L_1 \quad \text{and} \quad \pi_{i_h} : X \to L_{i_h}$$

and the inclusions $j_1$ and $j_{i_h}$.

Let

$$S = \bigcup_{L \in \mathcal{B}} L \quad S' = \bigcup_{L \not\in \mathcal{B}} L$$
Given \( T \in \mathcal{D}_m(X) \), we consider the currents
\[
T_1 = (j_1 \circ \pi_1)_\sharp T \\
T_{ih} = (j_{ih} \circ \pi_{ih})_\sharp T
\]
and the difference
\[
R = T - T_1 - T_{ih} - \ldots - T_{ik}
\]
Then for \((f, \xi) \in \mathcal{D}^m(X)\) such that \(\text{supp}(f) \subseteq (L_1 \cup L_{i_1} \cup \ldots \cup L_{ik}) \setminus X_1\) we can find \(f_L \in \text{Lip}_0(L)\) for \(L \in \mathcal{B}\) such that
\[
f = \sum_{L \in \mathcal{B}} f_L.
\]
Therefore we have
\[
T(f, \xi) = \sum_{L \in \mathcal{B}} T(f_L, \xi) = \sum_{L \in \mathcal{B}} T_{\chi_{L \setminus X_1}}(f_L, \xi)
\]
\[
\begin{align*}
= T_{1 \cup \chi_{L_1 \setminus X_1}}(f_{L_1}, \xi) + \sum_{h=1}^{k} T_{ih \cup \chi_{L_{ih} \setminus X_1}}(f_{L_{ih}}, \xi) & = T_1(f_{L_1}, \xi) + \sum_{h=1}^{k} T_{ih}(f_{L_{ih}}, \xi) \\
& = T_1(f, \xi) + \sum_{h=1}^{k} T_{ih}(f, \xi)
\end{align*}
\]
and
\[
\text{supp}(R) \subseteq \bigcup_{L \in \mathcal{B}} L \cup X_1 = X_R
\]
Now, as \(\dim L_1 \geq \dim L_i\) for every \(i\), the maximum of the dimensions of the irreducible components of \(X_R\) is less or equal to \(\dim L_1\) so we can repeat our argument on \(X_R\) to obtain a decomposition of \(R\). Eventually, the remainder will have support contained in \(X_1\), whose irreducible components have dimension strictly less than \(\dim L_1\).

Thus, we obtain a decomposition of \(T = T_1 + \ldots + T_N\) with the following properties: \(T_i\) is the pushforward through an holomorphic map \(h_i\) of a current \(\tilde{T}_i\) on some \(\mathbb{C}^{k_i}\).

Let us suppose that \(T\) is a \(\overline{\partial}\)-closed current of bidimension \((p, q)\) on \(X\) and let us write \(T = \sum (h_j)_\sharp Z_j\); since all the maps involved are holomorphic, \(Z_j\) is of bidimension \((p, q)\) and \(\overline{\partial}Z_j = 0\) for every \(j\). Then, for every \(j\), we can solve the equation \(\overline{\partial}V_j = Z_j\) on \(\mathbb{C}^{k_j}\) with a metric current \(V_j\) (e.g., by convolution with the Cauchy kernel) and then the current \(U = \sum (h_j)_\sharp V_j\) satisfies
\[
\overline{\partial}U = \sum_{j=1}^{N} \overline{\partial}(h_j)_\sharp V_j = \sum_{j=1}^{n} (h_j)_\sharp \overline{\partial}V_j = \sum_{j=1}^{N} (h_j)_\sharp Z_j = T.
\]

This allows us to prove the following results

**Proposition 4.1.1** Let \(X\) be a complex space which is locally biholomorphic to a union of linear subspaces of \(\mathbb{C}^{N}\), e.g. if \(X\) can locally be realized as a normal crossings divisor, \(\Omega \subseteq X\) an open set and \(T \in \mathcal{D}_m(\Omega)\). For every \(x \in \Omega\), we can find an open set \(\omega \ni x\), \(\omega \Subset \Omega\), holomorphic maps \(h_i : V_i \rightarrow \Omega\), for \(i = 1, \ldots, k\), with \(V_i \subset \mathbb{C}^{n_i}\) and metric currents \(T_i \in \mathcal{D}_m(V_i)\) such that the current
\[
T - \sum_{i=1}^{k} (h_i)_\sharp T_i
\]
has support disjoint from \(\omega\).
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**Proof:** It is enough to choose an open set $U$ containing $x$, such that there exists a biholomorphism of $U$ with a union of linear subspaces of $\mathbb{C}^N$, then we can apply the decomposition shown above for the current $T\omega$, with $\sigma$ Lipschitz and supported in $U$. We now set $\omega = \text{Int}(\text{supp}\sigma)$. □

**Theorem 4.1.2** Let $X$ be as in Proposition 4.1.1 Then given $\Omega \subseteq X$ open, $T \in \mathcal{D}_m(\Omega)$ such that $\overline{\partial}T = 0$ and $x \in \Omega$, we can find an open set $\omega$, $\omega \ni x$, $\omega \supseteq \Omega$ and a current $S \in \mathcal{D}_{m+1}(U)$ such that $T - \overline{\partial}S$ has support disjoint from $\overline{\sigma}$.

**Proof:** By Proposition 4.1.1 (and with the same notation), we find $\omega$ such that $T - \sum(h_i)T_i$ has support disjoint from its closure; moreover, we know that $\overline{\partial}T$ has support disjoint from $\omega$ if and only if $\overline{\partial}(h_i)T_i$ does. So, we can solve $\overline{\partial}\omega_i = T_i$ in $V_i$, by convolution, and we set

$$S = \sum_{i=1}^{k} (h_i)\omega_i.$$

By Proposition 2.2.10, we have that

$$\overline{\partial}S(f, \pi) = \sum_{i=1}^{k} \overline{\partial}(h_i)\omega_i(f, \pi) = \sum_{i=1}^{k} (h_i)(\overline{\partial}S_i)(f, \pi) = \sum_{i=1}^{k} (h_i)(T_i)(f, \pi) = T(f, \pi)$$

for every $(f, \pi) \in \mathcal{D}^m(U)$ with $\text{supp} f \subset \omega$. So $T - \overline{\partial}S$ has support disjoint from $\overline{\sigma}$. □

### 4.1.2 Holomorphic currents

We now investigate the solutions of $\overline{\partial}T = 0$ when $T$ is a $(p, n)$—current on a complex space $X$, with $\dim_{\mathbb{C}}X_{\text{reg}} = n$, which is locally biholomorphic to a union of linear subspaces of some $\mathbb{C}^N$. In the smooth case, these currents correspond to $(n - p, 0)$—forms with holomorphic coefficients.

**Proposition 4.1.3** Let $X$ be as in Proposition 4.1.1 $\Omega \subseteq X$ an open set. Then, given a $\overline{\partial}$—closed current $T \in \mathcal{D}_{p,n}(\Omega)$ and a point $x \in \Omega$, we can find an open set $\omega$, $\omega \ni x$, $\omega \supseteq \Omega$, a finite number of holomorphic maps $h_i : V_i \rightarrow \Omega$, with $V_i \subseteq \mathbb{C}^n$ open sets, and holomorphic $(n - p)$—forms $f_i \in \Omega^p(V_i)$ such that

$$T - \sum_{i=1}^{k} (h_i)T_i$$

has support disjoint from $\overline{\sigma}$.

**Proof:** By Proposition 4.1.1 (and with the same notation), we find $\omega$ such that $T - \sum(h_i)T_i$ has support disjoint from its closure; moreover, we know that $\overline{\partial}T$ has support disjoint from $\omega$ if and only if each $(h_i)T_i$ does. As $\dim_{\mathbb{C}}X_{\text{reg}} = n$, every $V_i$ is an open set in $\mathbb{C}^n$; we have that $\overline{\partial}T_i$ is zero on $h_i^{-1}(\omega)$ so, as $T_i$ is of bidimension $(p, n)$, we can find a $(n - p, 0)$—form $f_i$ with holomorphic coefficients such that $T_i = [f_i]$ in $h_i^{-1}(\omega)$.

By pushforward, we have the thesis. □

We remark that the currents described in the previous Proposition are locally flat in any local affine embedding of $X$, so the sheaf $K_p$ defined in 2.3.3 coincides with the kernel of $\overline{\partial} : \mathcal{D}_{p,n} \rightarrow \mathcal{D}_{p,n-1}$.

**Proposition 4.1.4** Let $X$ be as in Proposition 4.1.1 and $\pi : X' \rightarrow X$ is the normalization of $X$. Then $K_p = \pi_*\Omega_{X'}^{n-p}$ where $\Omega_{X'}^{n-p}$ is the sheaf of holomorphic $(n - p)$—forms.
**Proposition 4.1.6** Every open set \( \Omega \subset X \) which is biholomorphic to a union of open neighborhoods of 0 in \( \mathbb{C}^n \), the preimage \( \pi^{-1}(\Omega) \subset X' \) is the disjoint union of these neighborhoods and \( X' \) is smooth. By Proposition 4.1.3, we know that \( \overline{\partial} \)-closed \((p,n)\)-currents on \( \Omega \) are the holomorphic currents on \( \pi^{-1}(\Omega) \). So the thesis follows. \( \square \)

We remark that \( \Omega \subseteq X \) is Stein if and only if \( \pi^{-1}(\Omega) \) is Stein, so

\[
\ker(\overline{\partial} : \mathcal{F}_n \rightarrow \mathcal{F}_n) \cap \mathcal{F}_n = H^q(\Omega, K_p) = H^q(\pi^{-1}(\Omega), \Omega^p_{X'}) = 0.
\]

We are now ready to give a global version of Proposition 4.1.2.

**Theorem 4.1.5** Let \( X \) be a Stein space with completely reducible singularities, \( T \in \mathcal{D}_{n,n-1}(X) \) a \( \overline{\partial} \)-closed metric current; then there exists a metric current \( S \) of bidimension \((n,n)\) such that \( \overline{\partial}S = T \).

**Proof:** We consider an open covering \( \{V_i\}_i \in \mathbb{N} \) of \( X \) such that we can solve the Cauchy-Riemann equation on every \( V_i \); we obtain a collection \( \{S_i\}_i \in \mathbb{N} \) of metric currents with \( S_i \in \mathcal{D}_{n,n}(V_i) \) and \( \overline{\partial}S_i = T \) in \( \mathcal{D}_{n,n-1}(V_i) \).

On the sets \( V_{ij} = V_i \cap V_j \), we have that \( R_{ij} = S_i - S_j \) is a \( \overline{\partial} \)-closed \((n,n)\) metric current in \( M_{n,n}(V_{ij}) \); lifting the covering \( \{V_i\} \) to a covering \( \{\Omega_j\} \) of the normalization \( X^\nu \) of \( X \), we can find holomorphic functions \( f_{ij} \in \mathcal{O}(\Omega_{ij}) \) such that \( R_{ij} = \pi^*_i[\Omega_{ij}] \cdot f_{ij} \).

We now recall that the normalization of a Stein space is Stein, so \( H^1(Y, \mathcal{O}) = 0 \), therefore there exist functions \( f_i \in \mathcal{O}(\Omega_i) \) such that \( f_{ij} = f_i - f_j \). Defining \( R_i = \pi^*_i[\Omega_i] \cdot f_i \in \mathcal{D}_{n,n}(V_i) \), on \( V_{ij} \) we have

\[ R_{ij} = R_i - R_j \]

so

\[ S_i - R_i = S_j - R_j. \]

Thus we can define a metric current \( S \) such that \( \overline{\partial}S = T. \square \)

### 4.1.3 Density properties

Let \( X \) be a complex space. Suppose that there exist a complex manifold \( Y \) and a finite morphism \( \pi : Y \rightarrow X \) which is a biholomorphism on the regular part of \( X \) and such that for every \( y \in Y \) \( D\pi_y \) is invertible. For instance, this is the case if \( X \) has only normal crossings, the normalization \( X^\nu \) is smooth and the canonical map \( \pi : X^\nu \rightarrow X \) is locally invertible. Then

**Proposition 4.1.6** Every open set \( \Omega \subseteq X \) is good.

**Proof:** In what follows, \( \mathcal{H}^{2n} \) can be substituted by any measure of the form \( e^{-\phi}\mathcal{H}^{2n} \) with \( \phi \in C^1(\Omega) \).

Let \( \Omega' = \pi^{-1}(\Omega) \) and let \( \{U_i\}_i \in \mathbb{N} \) be a collection of open sets of \( Y \) such that

\[ \Omega' \subseteq \bigcup_i U_i, \]

\( \pi|_{U_i} : U_i \rightarrow \pi(U_i) \) is invertible and every \( U_i \) is biholomorphic to a bounded open set \( V_i \subset \mathbb{C}^n \).

We denote by \( \phi_i \) the inverse of \( \pi|_{U_i} \) on \( \pi(U_i) \). Let \( E = \pi^{-1}(X_{\text{sing}}) \); since \( \pi \) is locally invertible, \( \mathcal{H}^{2n}(E) = \mathcal{H}^{2n-1}(E) = 0 \) and \( \mathcal{H}^{2n-2}(E \cap K) < +\infty \) for every \( K \subset Y \) compact.

We denote by \( g_i \) the biholomorphism between \( U_i \) and \( V_i \).
4.1. LOCALLY REDUCIBLE SPACES

Given a vector field $\xi$ on $\Omega$ of class $L^2$, we can define almost everywhere the pushforward
$$(\pi^{-1})_*\xi = \xi'$$, by setting
$$\xi'|_{U_i\setminus E} = (\phi_i)_*(\xi|_{\pi(U_i)\setminus \chi_{\text{sing}}})$$
Let $\mu = \pi^*\mathcal{H}^{2n}$ be the pullback of the Hausdorff measure. Then on every set $U_i$ there exists a bounded non-vanishing smooth function $h_i$ such that $\mu = h_i \cdot g| L$, where $L$ is the standard Lebesgue measure.

In both cases, $\{\xi_i\}$ subordinated to the covering $\{U_j\}$ and we consider the vector fields $\xi'_j = \chi_j \xi'$. As $\xi'_j$ is supported in $U_j$, we can regularize it by a convolution, obtaining a famili $\xi'_{j,\epsilon}$.

If $\{U_j\}$ is a finite family, we set
$$\xi'_e = \sum_j \xi'_{j,\epsilon};$$
if not, we set
$$\xi'_{1/n} = \sum_{j=1}^n \xi'_{j,1/n}.$$  

In both cases, $\{\xi'_{1/n}\}$ is a sequence of bounded (smooth) vector fields which converge to $\xi'$ in the $L^2$ norm with respect to the measure $\mu$. Obviously, defining $\xi_n = \pi_* \xi'_{1/n}$, we obtain a sequence of bounded vector fields (because $\pi$ is locally invertible) which converges to $\xi$ in $L^2(\Omega, \mathcal{H}^{2n})$.

Let us suppose that $\xi \in D_{\nabla}$, then on every $U_i$ the divergence of $\xi'_j$ (in principle, considered in a distributional sense) has finite $L^2$ norm with respect to the measure $\mu$; therefore, by the standard properties of convolution, $\|\nabla \xi'_j - \nabla \xi'_{j,1/n}\|_2 \to 0$ as $n \to \infty$, so also $\|\nabla \xi - \nabla \xi_n\|_2 \to 0$.

In the same way, let us take $\xi \in D_{\overline{\nabla}} \cap D_{\nabla}^*$; then we have that on every $U_i$, the vector fields $\overline{\nabla} \xi'_j$ and $\nabla \xi'_j$ have finite $L^2$ norms with respect to the appropriate pullback measures. Again, by the standard properties of convolution, we have
$$\|\overline{\nabla} \xi'_{j,1/n} - \overline{\nabla} \xi'_j\| + \|\overline{\nabla} \xi'_{j,1/n} - \overline{\nabla} \xi'_j\| \to 0, \quad n \to \infty$$
whence $\|\overline{\nabla} \xi_n - \overline{\nabla} \xi\|_{\phi_3} + \|\overline{\nabla} \xi_n - \overline{\nabla} \xi\|_{\phi_3} \to 0$ as $n \to \infty$. □

Therefore, by the conclusions of section 3.4.2 we have that every vector field on $\Omega$ in $D_{\overline{\nabla}} \cap D_{\nabla}^*$ can be approximated by vector fields compactly supported in the regular part $\Omega_{\text{reg}}$.

From now on, we assume that $\Omega$ is pseudoconvex.

For a vector field, which is compactly supported in $\Omega_{\text{reg}}$, we can employ the techniques of [33] to show that
$$\|\xi\|_{\phi_3} \leq C(\|\overline{\nabla} \xi\|_{\phi_3} + \|\overline{\nabla} \xi\|_{\phi_3}). \quad (4.1)$$
By density, this estimate holds for every element of $D_{\overline{\nabla}} \cap D_{\nabla}^*$, so, by [33], we have that for every $\xi \in \ker \overline{\nabla}$ we can find $\eta \in H_{p,q+1}(\Omega, \phi_3)$ such that $\overline{\nabla} \eta = \xi$.

**Theorem 4.1.7** Given a $(p,q)$--vector field $\xi$ on $\Omega$ of class $L^1_{\text{loc}}$ such that $\overline{\nabla} \xi = 0$ in a distributional sense, then we can find $\eta$, a $(p,q+1)$--vector field on $\Omega$ of class $L^1_{\text{loc}}$ such that $\overline{\nabla} \eta = \xi$.

**Proof:** We can find $\phi_1$, $\phi_2$, $\phi_3$ such that $\xi \in H_{p,q}(\Omega, \phi_2)$ and such that equation (4.1) holds. Therefore, we have a solution to the Cauchy-Riemann equation for $\xi$ in $H_{p,q+1}(\Omega, \phi_3)$. This solution $\eta$ is obviously at least of class $L^2_{\text{loc}}$. □
4.2 Complex curves

Given a complex curve $X \subset \mathbb{C}^m$, let $\pi : \tilde{X} \to \mathbb{C}^m$ be the normalization of $X$. For any $p \in X_{\text{sing}}$ and any $q \in \pi^{-1}(p)$ we can find a local holomorphic parametrization containing $q$ and a holomorphic change of coordinates in $\mathbb{C}^m$ so that, locally, $\pi$ is given by holomorphic functions $(P_1(t), \ldots, P_m(t))$, $P_j : \mathbb{D} \to \mathbb{C}^m$, such that

\[
P_i(t) = 0 \quad \text{for } 1 \leq i \leq k - 1
\]

\[
P_k(t) = q^{N_k}
\]

\[
P_i(t) = \sum_{j \geq N_i} a_{ij}t^j \quad k + 1 \leq i \leq m
\]

where $1 \leq N_k < N_{k+1} < \cdots < N_m$. We define $N(q) = N_k$ and

\[
N(p) = \sum_{q \in \pi^{-1}(p)} N(q).
\]

If $\omega$ is the standard hermitian metric on $\mathbb{C}^m$, locally $\pi^*\omega$ is given by

\[
\frac{i}{2} h(t) dt \wedge d\bar{t}
\]

with

\[
h(t) = N(q)^2|t|^{2N(q)-2} + O(|t|^{2N(q)}).\]

We define $E = \pi^{-1}(X_{\text{sing}})$.

4.2.1 Holomorphic currents on complex curves

We study in greater detail the structure of holomorphic currents on complex curves. As it was already observed the existence of a parametrization allows us to explicit the conditions (2.2) and (2.3) and determine in terms of multiplicities of the singular points which poles are permitted for the coefficients of a holomorphic current.

Proposition 4.2.1 Let $\omega$ be a $(1,1)$–form compactly supported in $\mathbb{D}^*$. We define

\[
T(\omega) = \int_{\mathbb{D}^*} t^{-j} \omega
\]

Then $(\pi_q)_* T$ extends to a metric current on $\pi_q(\mathbb{D})$ if and only if $j \leq 2N(q) - 1$. Moreover $(\pi_q)_* T$ extends to a holomorphic current on $\pi_q(\mathbb{D})$ if and only if $j \leq N(q) - 1$.

Proof: Given a smooth compactly supported $(1,1)$–form $\xi$ on $\mathbb{C}^m$, we have

\[
T(\pi_q^* \xi) = \int_{\mathbb{D}^*} \frac{i}{2d} f(t) h(t) dt \wedge d\bar{t}
\]

where $f(t)$ a $C^\infty_\mathbb{C}$ function on $\mathbb{D}$. We know that $t^{-j} h(t) \in L^1(\mathbb{D})$ if and only if $|t|^{-j} h(t)|t|$ is bounded, that is, if and only if $-j + 2N(q) - 2 + 1 \geq 0 \Leftrightarrow j \leq 2N(q) - 1$. So $(\pi_q)_* T$ fulfills (2.2) if and only if $j \leq 2N(q) - 1$.

On the other hand, given $\eta$ a $(1,0)$–form, smooth and compactly supported in $\mathbb{C}^m$, we have that $\eta = \sum a_i dz_i$ with $a_i \in C^\infty_\mathbb{C}(\mathbb{C}^m)$. By the assumptions on $\pi_q$ made at the beginning of this section, we have that $\pi_q^* dz_i = 0$ for $1 \leq i \leq k - 1$, $\pi_q^* dz_k = N(q)t^{N(q)-1} dt$ and $\pi_q^* dz_i = O(t^{N(q)}) dt$ for $k + 1 \leq i \leq m$. Therefore

\[
\frac{1}{d^j} \pi_q^* \eta = N(q) a_k \circ \pi_q t^{N(q)-1-j} dt + O(t^{N(q)-j}) dt
\]
so, if \( j \leq N(q) - 1 \), \( \alpha = N(q) - 1 - j \geq 0 \) and

\[
\lim_{\epsilon \to 0} \int_{|t|=\epsilon} N(q)a_k \circ \pi_qt^\alpha dt \leq \lim_{\epsilon \to 0} 2\pi \epsilon \max_{|t| \leq \epsilon} |N(q)a_k \circ \pi_qt^\alpha| = 0;
\]

similarly

\[
\lim_{\epsilon \to 0} \int_{|t|=\epsilon} O(t^{N(q)-j}) dt = 0 .
\]

If \( N(q) = j \), then

\[
\lim_{\epsilon \to 0} \int_{|t|=\epsilon} O(t^{N(q)-j}) dt = 0
\]

but

\[
\lim_{\epsilon \to 0} \int_{|t|=\epsilon} \frac{1}{t} N(q)a_k \circ \pi_q dt = i\pi N(q)a_k \circ \pi_q(0) .
\]

The same happens for \( j \geq N(q) + 1 \), with one of the terms included in \( O(t^{N(q)-j}) \). In conclusion, (2.3) is satisfied if and only if \( j \leq N(q) - 1 \). □

As we already observed, every \( \overline{\mathcal{J}} \)-closed current in \( \mathcal{D}_{r,1}(X) \) can be restricted to a holomorphic current on the regular part of \( X \); in particular, if \( r = 1 \), then \( T \) coincides with a holomorphic function on the regular part and, by the Proposition 4.2.1, this holomorphic function has to satisfy some growth conditions on the singular points.

**Theorem 4.2.2** \( T \in \mathcal{D}_{1,1}(X) \) is \( \overline{\mathcal{J}} \)-closed if and only if \( T = \pi_1[\sigma] \) with \( \sigma \in H^0(\overline{X}, \mathcal{O}(|E| - E)) \).

**Proof:** \( \sigma \in H^0(\overline{X}, \mathcal{O}(|E| - E)) \) if and only if, around every point \( q \in E \), \( \sigma \) can be written as \( t^{-N(q) + 1}g(t) \) where \( t \) is a local coordinate and \( g(t) \) is holomorphic.

By Proposition 1.2.1, the integration against \( \sigma \) induces a holomorphic \((1,1)\)-current on \( X \) by pushforward if and only if, writing the Laurent series of \( \sigma \) in a neighbourhood of \( q \in E \), the negative powers of the local coordinate have exponents less (in absolute value) or equal to \( N(q) - 1 \).

By the previous considerations, every \( \overline{\mathcal{J}} \)-closed \((1,1)\)-current on \( X \) can be represented, on the regular part, as integration against some holomorphic function \( h_1 \in \mathcal{O}(X_{\text{reg}}) \); the pullback \( \pi^* h_1 \) defines, by integration, a \((1,1)\)-current on \( \overline{X} \setminus E \) whose pushforward can be extended. Therefore \( \pi^* h_1 \) is a section of \( \mathcal{O}_{\overline{X}}(|E| - E) \). □

The same calculations can be carried on for \((0,1)\)-currents.

**Proposition 4.2.3** Let \( \omega \) be a \((0,1)\)-form compactly supported in \( \mathbb{D}^* \) and

\[
T(\omega) = \int_{\mathbb{D}^*} t^{-j} dt \wedge \omega
\]

Then \( (\pi_q)_* T \) extends to a metric current on \( \pi_q(\mathbb{D}) \) if and only if \( j \leq N(q) \). Moreover \( (\pi_q)_* T \) extends to a holomorphic current on \( \pi_q(\mathbb{D}) \) if and only if \( j \leq 0 \).

**Proof:** Again, we impose the conditions given by (2.2) and (2.3).

Let \( \eta \) be a \((0,1)\)-form in \( \mathcal{C}^m \), with \( \eta = \sum \eta_i d\bar{z}_i, \eta_i \in \mathcal{C}_c^{\infty}(\mathbb{C}^m) \); then

\[
\pi_q^* \eta = N(q)\eta_k \circ \pi_qt^{N(q)-1} dt + O(t^{N(q)}) dt
\]

so \( t^{-j}\pi_q^* \eta \in L^1(\mathbb{D}^*) \) if and only if \( N(q) - 1 - j \geq -1 \), that is \( j \leq N(q) \).
Let \( f \in C_\infty_c(\mathbb{C}^m) \); we observe that, for \( j \leq 1 \),

\[
\int_{|z|=\epsilon} O(|t|^{-j}) dt \overset{\epsilon \to 0}{\longrightarrow} 0 .
\]

Moreover, if \( j \leq 0 \), we have

\[
\left| \int_{|z|=\epsilon} t^{-j} f \circ \pi_q dt \right| \leq 2\pi \epsilon \max_{|t| \leq \epsilon} |t^{-j} f \circ \pi_q| \overset{\epsilon \to 0}{\longrightarrow} 0 ;
\]

if \( j = 1 \)

\[
\lim_{\epsilon \to 0} \int_{|z|=\epsilon} t^{-1} f \circ \pi_q dt = i\pi f(\pi_q(0))
\]

and if \( j \geq 1 \), the integral of \( O(|t|^{-j}) \) does not converge. \( \square \)

We obtain an analogue of the previous theorem.

**Theorem 4.2.4** \( T \in \mathcal{D}_{0,1}(X) \) is \( \mathcal{D} \)-closed if and only if \( T = \pi_\sharp[\alpha] \) with \( \alpha \in H^0(\tilde{X}, \Omega^1) \).

**Remark 4.2.1** In Propositions [4.2.1 and 4.2.3], there is a value of \( j \) for which the current \( T \) is metric, not holomorphic, but \( \partial T \) is finite. In both cases, \( \partial T \) is a Dirac \( \delta \) in \( \pi_q(q) \); so, if \( T \) is of bidegree \((0,1)\), \( \partial T \) is again a metric current, while in the other case \( \partial T \) isn’t metric, because its support is a discrete set, but its dimension is greater than 0.

### 4.2.2 Currents with \( L^p \) coefficients

In this section we are going to solve the Cauchy-Riemann equation for metric currents with \( L^p \) coefficients for some \( p \). To do so, we will focus on solving it on a neighborhood of a singular point, producing a local solution around every preimage of it through \( \pi \).

We use the same notations as in [4.2.

**Proposition 4.2.5** Given a \( k \)-vector field \( \xi \) on \( \tilde{X} \), locally integrable on \( \tilde{X} \setminus E \), let \( \eta = \pi_* \xi \). Then \( \eta \in L^p_{\text{loc}}(X, \mathcal{H}^2) \) if and only if for every \( q \in \tilde{X} \) there exists a local coordinate \( t \) such that \( \xi \in L^p_{\text{loc}}(X, |t|^{(N(q)-1)(2+k^p)}dV) \).

**Proof:** An easy computation shows that

\[
|\eta| \circ \pi = |t|^{k(N(q)-1)}|\xi|1 + O(t)|
\]

therefore

\[
\int_{\pi(D)} |\eta|^p d\mathcal{H}^2 = C \int_D (|\eta| \circ \pi)^p |t|^{2N(q)-2} dV = C \int_D |\xi|^p |1 + O(t)|^p |t|^{kp(N(q)-1)+2N(q)-2} dV
\]

and the thesis follows. \( \square \)

By Proposition [4.2.5], we can reduce the problem to solving the Cauchy-Riemann equation with weights. As before, we take \( p \in \mathcal{X}_\text{sing} \) and \( q \in \pi^{-1}(p) \).

If \( N(q) = 1 \), we obtain the usual \( L^p \) spaces of the unit disc with respect to the Lebesgue measure and we know that the equation \( \partial u/\partial \bar{t} = f \) can be solved in \( L^p \) by means of the convolution with the Cauchy kernel (ref?).

If \( N(q) > 1 \), we recall the following theorem, proved by Fornaess and Sibony in [26].
4.2. COMPLEX CURVES

**Theorem 4.2.6** Let \( \Omega \subseteq \mathbb{C} \) be an open set, let \( 1 < p \leq 2 \), let \( \phi : \Omega \to \mathbb{R} \cup \{ -\infty \} \) be subharmonic and assume \( f : \Omega \to \mathbb{C} \) is a measurable function with \( \int_{\Omega} |f|^p e^{-\phi} \, d\mu < \infty \). Then there exists a measurable function \( u : \Omega \to \mathbb{C} \) such that

\[
\left( \int_{\Omega} |u|^p e^{-\phi} \right)^{1/p} \leq \frac{5}{2(p-1)} (\text{diam} \Omega) \left( \int_{\Omega} |f|^p e^{-\phi} \right)^{1/p}
\]

and such that \( \partial u / \partial \bar{t} = f \) in the sense of distributions.

Set \( \Omega = \mathbb{D}^* \) and \( \phi(t) = -\alpha \log |t| \). Then

\[
\int_{\Omega} |f|^p e^{-\phi} = \int_{\mathbb{D}} |f|^p t^\alpha = C \int_{U} |\pi_* f|^p \omega < +\infty
\]

where \( U \) is the image of the unit disc in \( X \) through the chosen local parametrization. Then Theorem 4.2.6 applies, hence we can find \( u \in L^p(\mathbb{D}^*, |t|^\alpha) = L^p(\mathbb{D}, |t|^\alpha) \) such that \( \partial u / \partial \bar{t} = f \) in the sense of distributions on \( \mathbb{D}^* \).

**Proposition 4.2.7** Let \( x \in X_{\text{sing}}, \ V \) be an open neighborhood of \( x \) and \( T \in \mathcal{D}_{0,0}(V) \) with \( L^p_{\text{loc}} \) coefficients, \( p \in (1, 2] \). Then we can find a smaller open set \( U \) still containing \( x \) and a current \( S \in \mathcal{D}_{0,1}(U) \), with \( L^p_{\text{loc}} \) coefficients, such that \( \overline{\partial} S = T \) on \( U \).

**Proof:** We consider, for every \( q \in \pi^{-1}(x) \) a local parametrization \( \pi_q : \mathbb{D} \to V \) and we set

\[
U = \bigcup_{q \in \pi^{-1}(x)} \pi_q(\mathbb{D}) .
\]

We notice that

\[
f_q = (\pi_q^{-1} |_{\pi_q(\mathbb{D}^*)})^* T_{\pi_q(\mathbb{D}^*)}
\]

is a \((0, 0)\)-current on \( \mathbb{D}^* \) with coefficients in \( L^p(\mathbb{D}, |t|^{2N(q)-2}) \).

If \( N(q) = 1 \), \( \pi^{-1} \) extends with non-vanishing Jacobian on \( x \), so we can find \( u_q \in L^p(\mathbb{D}) \) such that \( \partial u_q(t) / \partial \bar{t} = f_q \); therefore, if we set

\[
U_q = u_q \frac{\partial}{\partial \bar{t}}
\]

we have \( \overline{\partial} U_q = f_q \) on \( \mathbb{D} \) and \( \pi_q U_q \in \mathcal{D}_{0,1}(\pi_q(\mathbb{D})) \) has \( L^p_{\text{loc}} \) coefficients.

If \( N(q) > 1 \), by Theorem 4.2.6 we can find \( u_q \in L^p(\mathbb{D}, |t|^{2N(q)-2}) \subseteq L^p(\mathbb{D}, |t|^{(N(q)-1)(2+p)}) \) such that \( \partial u_q(t) / \partial \bar{t} = f_q \) on \( \mathbb{D}^* \) in the sense of distributions; therefore, if we set

\[
U_q = u_q \frac{\partial}{\partial \bar{t}}
\]

we have \( \overline{\partial} U_q = f_q \) on \( \mathbb{D}^* \) and \( \pi_q U_q \in \mathcal{D}_{0,1}(\pi_q(\mathbb{D})) \) has \( L^p_{\text{loc}} \) coefficients, by Proposition 4.2.6.

Define \( S_1 = \sum_q (\pi_q)^* U_q \) and observe that \( S_1 \) has \( L^p_{\text{loc}} \) coefficients on \( U \); moreover \( \text{supp}(\overline{\partial} S_1 - T) \subseteq \{ x \} \). It follows that \( \overline{\partial} S_1 - T = \alpha_x \delta_x \). Now, if \( N(q) = 1 \) for every \( q \in \pi^{-1}(x) \), then \( \alpha_p = 0 \), because we are in the Scenario of section 4.1 if there exists \( q \) such that \( N(q) > 1 \), then we consider the current

\[
R = (\pi_q)^* \frac{\alpha_x}{t^\beta} \frac{\partial}{\partial \bar{t}} .
\]

Obviously, \( 1/t \in L^p(\mathbb{D}, |t|^\beta) \), if \( 1 < p \leq 2 \) and \( \beta \geq 2 \), so \( R \) has \( L^p_{\text{loc}} \) coefficients on \( U \). Moreover

\[
\overline{\partial} R = (\pi_q)^* \frac{\alpha_x}{t^\beta} \frac{1}{t^\beta} \frac{\partial}{\partial \bar{t}} = \alpha_x (\pi_q)^* \delta_q = \alpha_x \delta_x .
\]

If we set \( S = S_1 + R \), we have \( \overline{\partial} S = T \) on \( U \) and \( S \) has \( L^p_{\text{loc}} \) coefficients on \( U \). \(\square\)
Proposition 4.2.8 Let \( x \in X_{\text{sing}} \), \( V \) be an open neighborhood of \( x \) and \( T \in \mathcal{D}_{0,0}(V) \) with \( L^2_{\text{loc}} \). Then we can find a smaller open set \( U \) still containing \( x \) and a current \( S \in \mathcal{D}_{1,1}(U) \), with \( L^2_{\text{loc}} \) coefficients, such that \( \partial S = T \) on \( U \).

**Proof:** We use the notations of Proposition 4.2.7.

We notice that

\[
f_q \frac{\partial}{\partial t} = (\pi_q^{-1}|_{\pi_q(\mathbb{D}^*)})^* T_{\pi_q(\mathbb{D}^*)}
\]

is a \((1,0)\)-current on \( \mathbb{D}^* \) with coefficients in \( L^2(\mathbb{D}, |t|^{4(N(q)-1)}) \), by Proposition 4.2.5.

As in the previous case, if \( N(q) = 1 \) we can solve \( \partial u_q/\partial t = f_q \) on \( \mathbb{D}^* \) by Proposition 4.2.7. If \( N(q) > 1 \), we can solve \( \partial u_q/\partial t = f_q \) on \( \mathbb{D}^* \). In both cases the solution belongs to the space \( L^2(\mathbb{D}, |t|^{4(N(q)-1)}) \subseteq L^p(\mathbb{D}, |t|^{N(q)-1}) \).

Set

\[
U_q = u_q \frac{\partial}{\partial t} \wedge \frac{\partial}{\partial \bar{t}}
\]

so that \( \partial U_q = f_q \partial/\partial t \) on \( \mathbb{D}^* \). If we consider the current

\[
S = \sum_q (\pi_q)_* U_q
\]

then we have \( \text{supp} (\partial S - T) \subseteq \{ p \} \) \( \partial S = T \) on \( U \) in view of Remark 3.3.1. \( \square \)

### 4.2.3 Density for curves

For algebraic curves, the problem of the density of bounded vector fields has been solved essentially in [11] by Brüning, Peyerimhoff and Schröder. We describe briefly their approach.

Let us consider the operator \( \overline{\partial} : \mathcal{D}^{p,q}(X_{\text{reg}}) \to \mathcal{D}^{p,q+1}(X_{\text{reg}}) \). The (affine or projective) metric on \( X_{\text{reg}} \) is not complete, so, in principle, we have different closed extensions of this operator; we consider only extensions which have \( \mathcal{D}^{p,q+1}(X_{\text{reg}}) \) in the domain of their adjoint and we denote by \( \overline{\partial}_{\text{min}} \) and \( \overline{\partial}_{\text{max}} \) the minimal and maximal closed extensions with such property.

Namely

\[
D_{\overline{\partial}_{\text{min}}} = \left\{ s \in L^2_{p,q}(X, dH^{2n}) \mid \exists \{ s_n \} \in \mathcal{D}^{p,q}(X_{\text{reg}}) : s_n \to s \text{ in } L^2_{p,q}(X, dH^{2n}) \right\}
\]

\[
D_{\overline{\partial}_{\text{max}}} = \left\{ s \in L^2_{p,q}(X, dH^{2n}) \mid \overline{\partial}s \in L^2_{p,q}(X, dH^{2n}) \right\},
\]

where \( \overline{\partial}s \) is understood in the sense of distributions.

With the notation of 4.2.1, we set \( h(t) = N(q)^2 |t|^{2N(q)-2} + O(|t|^{2N(q)}) \) and consider \( q \in \pi^{-1}(X_{\text{sing}}) \), with a neighborhood that will be identified with \( \mathbb{D} \). Denote by \( U \) (resp. \( U^* \)) the image of \( \mathbb{D} \) (resp. \( \mathbb{D}^* \)) through \( \pi_q \) and define the operators

\[
\Phi_0 : \mathcal{D}^{0,0}(\mathbb{D}^*) \ni f \mapsto (h^{-1/2} f) \circ \pi_q \in \mathcal{D}^{0,0}(U^*)
\]

and

\[
\Phi_1 : \mathcal{D}^{0,1}(U^*) \ni f dz \mapsto f \circ \pi_q^{-1} \in \mathcal{D}^{0,0}(\mathbb{D}^*) ;
\]

\( \Phi_0 \) and \( \Phi_1 \) are unitary operators so we can define the operator

\[
D_1 : \Phi_1 \overline{\partial} \Phi_0 : \mathcal{D}^{0,0}(\mathbb{D}^*) \to \mathcal{D}^{0,0}(\mathbb{D}^*) ;
\]
Observe that
\[ D_1(f) = \frac{\partial}{\partial z} (h^{-1/2} f). \]
Passing to polar coordinates, we define another unitary operator
\[ \Phi_2 : \Omega^{0,0}((0, \delta) \times S^1) \to \Omega^{0,0}(D^*) \]
with a particular choice of the number \( \delta = \delta(N(q)) \). Finally we set
\[ D_2 = 2e^{-i\phi} \Phi^{-1}_2 D_1 \Phi_2. \]
Then
\[ D_2 f(x, \phi) = \left( s \frac{\partial f}{\partial x} + ib \frac{\partial f}{\partial \phi} + cf \right)(x, \phi); \]
moreover, if \( r(p) = \pi^{-1}(p) \), we set \( R = \sum_{p \in X_{\text{sing}}} r(q) \) and we consider \( D_2 \) as an operator on
\[ L^2([0, \delta], L^2(S^1)) \] (\( R \) times)
\[ L^2([0, \delta], L^2(S^1 \times \ldots \times S^1)). \]
Then \( D_2 \) can be written as
\[ D_2 = B_1(x) \partial_x + x^{-1}(\tilde{S}_0 + \tilde{S}_1(x)) \]
where \( B_1(x) \) the multiplication by \( a(x, \cdot) \) in every \( L^2(S^1) \) and
\[ \tilde{S}_0 = \bigoplus_{p \in \pi^{-1}(X_{\text{sing}}) \ q \in \pi^{-1}(p)} N(q)^{-1} i\partial_{\phi} - \frac{1}{2}. \]
\[ \tilde{S}_1(x) = x^{1/N} b_1(x^{1/N}, \phi) i\partial_{\phi} + x^{1/N} c_1(x^{1/N}, \phi) \quad \text{on each} \ L^2(S^1). \]

With some more technical details to check, we can apply the results from [10] and obtain the following theorem, whose proof can be found in [11, Theorem 3.1].

**Theorem 4.2.9** All closed extension of \( \bar{\partial} \) between the minimal and the maximal are Fredholm operators and these extensions correspond bijectively to the linear subspaces of the finite dimensional vector space
\[ W = D\sigma_{\text{max}} / D\sigma_{\text{min}}. \]
Moreover, if \( \bar{\partial}_V \) is the extension corresponding to \( V \subset W \), we have
\[ \text{ind} \bar{\partial}_V = \text{ind} \bar{\partial}_{\text{min}} + \dim V. \]

We denote by \( \chi(\tilde{X}) \) the arithmetic genus of \( \tilde{X} \), i.e.
\[ \chi(\tilde{X}) = \sum_{q \geq 0} (-1)^q \dim H^0,q(\tilde{X}). \]
Using again some results from [10], we obtain the following equalities.
\[ \text{ind} \bar{\partial}_{\text{min}} = \chi(\tilde{X}) \]
\[ \text{ind} \bar{\partial}_{\text{max}} = \chi(\tilde{X}) + \sum_{p \in X_{\text{sing}} \ q \in \pi^{-1}(p)} (N(q) - 1) \]
which are contained in Theorems 4.1, 4.2 in [11].

Finally, keeping the same notations we have the following
Theorem 4.2.10 Given a complex curve \( X \subset \mathbb{C}^n \), the density hypotheses hold if and only if for every \( p \in X_{\text{sing}} \) and \( q \in \pi^{-1}(p) \) one has \( N(q) = 1 \).

Proof: Obviously, if the density holds, \( \partial \eta_{\min} = \partial \eta_{\max} \), therefore we need

\[
\text{ind} \partial \eta_{\min} = \text{ind} \partial \eta_{\max}
\]

that is

\[
\sum_{p \in X_{\text{sing}} \atop q \in \pi^{-1}(p)} (N(q) - 1) = 0
\]

which can happen if and only if \( N(q) = 1 \).

On the other hand, if \( N(q) = 1 \) for every \( q \in \pi^{-1}(p) \), for every \( p \in X_{\text{sing}} \), then \( X \) is a normal-crossing and the density for such spaces was shown in Section 4.1. □

Remark 4.2.2 An equivalent formula for \( \text{ind} \partial \eta_{\max} \) was obtained by Pardon in [54], by sheaf theoretic methods.

Clearly, the main point in the proof of the previous theorem consists in showing that density cannot hold if there is a point with \( N(q) > 1 \). We point out that, using Theorem 3.4.9 an alternative proof of this fact could be given by providing examples of holomorphic vector-fields which are not of class \( W^{s,2} \) for every \( s \). We did it explicitly for the cusp in the second example following the mentioned theorem.

4.3 Hypersurfaces

We give two definitions regarding the solvability of Cauchy-Riemann equation in \( L^r \) on a Stein domain in \( \mathbb{C}^n \). Let \( q \geq 1 \). We say that \( \Omega \) is \((C',r)\)–regular if for every \( \partial \)–closed \((p,q)\)–form \( \eta \) with coefficients in \( L^r(\Omega) \), there exists a \((p,q-1)\)–form \( \omega \) with coefficients in \( L^r(\Omega) \) such that \( \partial \omega = \eta \) and \( \|\omega\|_{L^r} \leq C\|\eta\|_{L^r} \).

We say that \( \Omega \) is compactly \((C,r')\)–regular if for every \( \partial \)–closed \((n-p,n-q)\)–form \( u \) with coefficients in \( L^{r'}(\Omega) \) which vanishes almost everywhere outside a compact set \( K \subset \Omega \) there exists a \((n-p,n-q-1)\)–form \( g \) with coefficients in \( L^{r'}(\Omega) \) which vanishes almost everywhere outside another compact set \( K' \subset \Omega \) and such that \( \partial g = u \) and \( \|g\|_{L^{r'}} \leq C\|u\|_{L^{r'}} \).

Examples 1) By Hörmander’s results, every bounded open set in \( \mathbb{C}^n \) is \((C,2)\)–regular, with \( C \) depending only on \( \text{diam}\Omega \).

2) Every bounded, smoothly bounded strictly pseudoconvex domain in \( \mathbb{C}^n \) is \((C,r)\)–regular for every \( 1 \leq r \leq +\infty \), with \( C \) depending on the Levi form of the boundary and on the fourth derivatives of a defining function (see [35][36]).

We recall the classical Bochner-Martinelli-Koppelman formula, referring to [14] for further details. Let

\[
k_{BM}(z) = c_n \sum_{j=1}^{n} (-1)^j z_j d\bar{z}_1 \wedge \ldots \wedge d\bar{z}_n \wedge d\bar{z}_1 \wedge \ldots d\bar{z}_j \ldots \wedge d\bar{z}_n / |z|^{2n}
\]

\[
c_n = (-1)^{n(n-1)/2} (n-1)! / (2\pi i)^n
\]

and consider the map \( \pi : \mathbb{C}^n \times \mathbb{C}^n \to \mathbb{C}^n \) given by \( \pi(z,\zeta) = (z - \zeta) \). Set \( K_{BM} = \pi^*k_{BM} \) and denote by \( K_{BM}^{p,q} \) the component of \( K_{BM} \) of bidegree \((p,q)\) in \( z \) and \((n-p,n-q-1)\) in \( \zeta \).
Theorem 4.3.1 Let $D \Subset \mathbb{C}^n$ be a domain with piecewise $C^1$ boundary. Let $0 \leq q \leq n$. Then every $(p,q)$–form $v$ of class $C^1$ on $\overline{D}$ is represented on $D$ by

$$v(z) = \int_{bD} K_{BM}^{p,q}(z, \zeta) \wedge v(\zeta) + \overline{\partial}_z \int_D K_{BM}^{p,q-1}(z, \zeta) \wedge v(\zeta) + \int_D K_{BM}^{p,q}(z, \zeta) \wedge \overline{\partial}v(\zeta).$$

In particular, if $q \geq 1$, $v$ has compact support and $\overline{\partial}v = 0$, we have that

$$u(z) = \int_D K_{BM}^{p,q-1}(z, \zeta) \wedge v(\zeta)$$

is a $C^1$ solution of the equation $\overline{\partial}u = v$ on $D$.

It is not difficult to extend this formula to the case when $v$ is a classical $\overline{\partial}$–closed $(p,q)$–current with compact support in $D$: for $\epsilon$ small enough, the regularization $v * \rho_{\epsilon}$ is a smooth, compactly supported, $\overline{\partial}$–closed $(p,q)$–form in $D$. We obtain a solution

$$u_{\epsilon}(z) = \int_D K_{BM}^{p,q-1}(z, \zeta) \wedge v_{\epsilon}(\zeta).$$

Given $\phi$ a smooth $(n-p, n-q+1)$–form with compact support in $D$, we have

$$\int_D u_{\epsilon}(z) \wedge \phi(z) = \int_D K_{p,q-1}(z, \zeta) \wedge v_{\epsilon}(\zeta) \wedge \phi(z) = (-1)^{p+q+1} \int_D \omega(\zeta) \wedge v_{\epsilon}(\zeta)$$

where $\omega(\zeta) = \int_D K_{p,q-1}(z, \zeta) \wedge \phi(z)$. By the properties of the convolution, $v_{\epsilon} \to v$ weakly as distributions, therefore

$$\lim_{\epsilon \to 0} \int_D u_{\epsilon}(z) \wedge \phi(z) = v(\omega).$$

So, the current $u = \lim_{\epsilon \to 0} u_{\epsilon}$ exists and is such that

$$u(\phi) = (-1)^{p+q+1}v(\omega)$$

with $\overline{\partial}\omega = \phi$. Moreover, let $\psi$ be a smooth $(n-p, n-q)$–form with compact support such that $\overline{\partial}\psi = \phi$, then $v(\psi - \omega) = 0$, as $\overline{\partial}v = 0$ as a current. Therefore $u(\phi) = (-1)^{p+q+1}v(\psi)$, that is $\overline{\partial}u = v$ in $D$. We have proved the following result.

Proposition 4.3.2 Let $v$ be a $(p,q)$–current with compact support in $D$, with $\overline{\partial}v = 0$. Then the current

$$u = \lim_{\epsilon \to 0} \int_D K_{BM}^{p,q-1}(z, \zeta) \wedge (v \ast \rho_{\epsilon}(\zeta))$$

is well-defined in $D$ (where the limit is understood in the weak sense) and such that

$$\overline{\partial}u = v$$

as currents in $D$.

We will denote the limit $u$ by $K_{BM}^{p,q}v$.

Remark 4.3.1 The integral

$$\int_D K_{BM}^{p,q-1}(z, \zeta) \wedge u_{\epsilon}(\zeta)$$

can be understood as a convolution between the coefficients of $v_{\epsilon}$ and some coefficients of $K_{BM}$; the latters are, around 0, $O(|z|^{1-2n})$, therefore in $L_{\text{loc}}^r$ for $r < 1 + (2n-1)^{-1}$. Therefore, if $v$ is of locally finite mass, its coefficients are locally finite Radon measures and the result of the convolution will be a form $u$ with $L_{\text{loc}}^r$ coefficients.
Let now \( X \) be a divisor in \( \mathbb{C}^n \), \( x \in X \) a point and \( U \) a neighborhood of \( x \) in \( \mathbb{C}^n \). Then \( \Omega = U \setminus X \) is a Stein domain in \( \mathbb{C}^n \). We have the following result of local solvability for the Cauchy-Riemann equation on \( X \).

**Theorem 4.3.3** Let \( T \in \mathcal{D}_{0,q}(X) \) with \( \text{supp} \, T \) compact contained in \( U \), \( M(T) < +\infty \) and \( \bar{\partial}T = 0 \). If there is \( \epsilon \) for which \( \Omega \) is \( (C,r) \)-regular for \( 1 < r < 1 + \epsilon \), then there exists \( S \in \mathcal{D}_{0,q+1}(U \cap X) \) such that \( \bar{\partial}S = T \) in \( \mathcal{D}_{0,q}(X \cap U) \).

**Proof:** Let \( j : X \to \mathbb{C}^n \) be the inclusion. We set
\[
\tilde{T} = j_* T
\]
and define
\[
\tilde{S} = K_{BM} \tilde{T}.
\]
\( \tilde{S} \) is a (classical) \((0,q+1)\)-current on \( \mathbb{C}^n \) such that \( \bar{\partial} \tilde{S} = \tilde{T} \); we have \( M(S) \leq CM(T) \) for some constant \( C \) and \( d\tilde{S} = \bar{\partial} \tilde{S} = T \), so \( \tilde{S} \) is normal, hence metric.

By Remark 4.3.1 \( \tilde{S} \) has coefficients belonging to \( L^r_{\text{loc}}(\mathbb{C}^n) \) for some \( r > 1 \). Therefore, \( \tilde{S} \) restricts to a \( L^r \) form on \( \Omega \), where \( \bar{\partial} \tilde{S} = 0 \); by hypothesis, \( \Omega \) is \((C,r)\)-regular for \( r \) close enough to \( 1 \), so there exists \( \tilde{R} \) with coefficients in \( L^r(\Omega) \) such that
\[
\bar{\partial} \tilde{R} = \tilde{S}
\]
on \( \Omega \).

Moreover, \( \tilde{R} \) is a \((0,q+2)\)-current, therefore \( d\tilde{R} = \bar{\partial} \tilde{R} = \tilde{S} \). So, \( \tilde{R} \) is normal, hence metric on \( \Omega \); we can extend it to a normal current on \( U \) by inclusion.

We define
\[
S = \tilde{S} - d\tilde{R} = \tilde{S} - \bar{\partial} \tilde{R}.
\]
We have \( \bar{\partial}S = \bar{\partial} \tilde{S} - \bar{\partial} \tilde{R} = T \) on \( U \) and \( \text{supp} \, S \subseteq X \cap U \). As \( S \) is normal, this implies that \( S \in \mathcal{D}_{0,q+1}(X \cap U) \). \( \square \)

The condition of \((C,r)\)- regularity for \( \Omega \setminus X \) is easily fulfilled for \( r \geq 2 \). Indeed, for \( r = 2 \), we already observed that every bounded open set is \((C,2)\)-regular.

In general, for \( r \geq 2 \), let \( v \) be a \( \bar{\partial} \)-closed \((p,q)\)-form with \( L^r \) coefficients on \( \Omega \setminus X \), then for every \((n-p,n-q-1)\) smooth form \( \phi \), with compact support in \( \Omega \setminus X \), we have that
\[
\int_{\Omega \setminus X} v \wedge \bar{\partial} \phi = 0.
\]
Now, given a \((n-p,n-q-1)\) smooth form \( \psi \), with compact support in \( U \), we can find smooth functions \( \rho_k \) which are 0 near \( X \) and 1 far from it, approximating the characteristic function of \( \Omega \) in \( L^{r'} \) (with \( r' = r/(r-1) \)) and such that
\[
\|\nabla \rho_k\|_{r',U} \to k \to \infty 0.
\]
These functions exist because \( \mathcal{H}^{2n-r'}(X \cap \Omega) \to +\infty \) (see [17]). Therefore we have
\[
0 = \int_{\Omega \setminus X} v \wedge \bar{\partial}(\rho_k \psi) = \int_{\Omega \setminus X} v \wedge \bar{\partial} \rho_k \wedge \psi + (-1)^{p+q+1} \int_{\Omega \setminus X} v \wedge \rho_k \bar{\partial} \psi
\]
and
\[
\lim_{k \to \infty} \left| \int_{\Omega \setminus X} v \wedge \bar{\partial} \rho_k \wedge \psi \right| \leq \lim_{k \to \infty} \|v\|_{r,U} \|\nabla \rho_k\|_{r',U} \|\bar{\partial} \psi\| = 0,
\]
so
\[
\int_{\Omega \setminus X} v \wedge \bar{\partial} \psi = \lim_{k \to \infty} \int_{\Omega \setminus X} v \wedge \rho_k \bar{\partial} \psi = \lim_{k \to \infty} \int_{\Omega \setminus X} v \wedge \bar{\partial} \rho_k \wedge \psi + (-1)^{p+q+1} \int_{\Omega \setminus X} v \wedge \rho_k \bar{\partial} \psi = 0.
\]
This means that the unique $L'$ extension of $v$ to $U$ is $\overline{\partial}$–closed in $U$, so we can solve $\overline{\partial}u = v$ in $L'$ in $U$ with an estimate $\|u\|_r \leq C\|v\|_r$. The solution can obviously be restricted to $U \setminus X$ and, as $X$ is of measure 0, the norms don’t change.

Therefore, the main problem is to determine if $U \setminus X$ is $(C, r)$–regular for small values of $r$ near 1. We proceed to establish some equivalent formulation of the problem.

### 4.3.1 The Cauchy-Riemann equation in $L'$

We start with a lemma of Functional Analysis, which dates back to Fichera [22]. Let $E_1$, $E_2$ be Banach spaces on the field $\mathbb{K}$ which can denote both the real or the complex field, let moreover $E_1^*$, $E_2^*$ be their topological duals. Consider a vector space $V$ on $\mathbb{K}$ and linear maps $F_1 : V \to E_1$, $F_2 : V \to E_2$.

**Theorem 4.3.4** Given a linear functional $S \in E_1^*$ such that

$$ (S \circ F_1)(\ker F_2) = 0, $$

the equation

$$ S \circ F_1 = T \circ F_2 \tag{4.3} $$

has a solution $T \in E_2^*$ if and only if there exists a constant $C > 0$ such that for every $v \in V$ we have

$$ \inf_{w \in \ker F_2} \|F_1(v) + F_1(w)\|_{E_1} \leq C\|F_2(v)\|_{E_2}. \tag{4.4} $$

In such a situation, setting $W = \{T_0 \in E_2^* : T_0 \circ F_2 = 0\}$, we have

$$ \inf_{T_0 \in W} \|T + T_0\|_{E_2} \leq C\|S\|_{E_1^*}. \tag{4.5} $$

**Proof:**

1) Let us suppose, at first, that $\ker F_2 \subseteq \ker F_1$. We set $V_0 = V/\ker F_2$; the maps $F_1 \circ F_2$ descend to the quotient as $\tilde{F}_1 : V_0 \to E_1$, $\tilde{F}_2 : V_0 \to E_2$, $\tilde{F}_2$ is injective and the estimate (4.4) gives

$$ \|\tilde{F}_1(v_0)\|_{E_1} \leq C\|\tilde{F}_2(v_0)\|_{E_2}. \tag{4.6} $$

for every $v_0 \in V_0$. Therefore, we can assume that $F_2$ is injective.

We begin by proving that estimate (4.4) implies the existence of a solution to equation (4.3). By the previous paragraph, we can assume that

$$ \|F_1(v)\|_{E_1} \leq C\|F_2(v)\|_{E_2} \tag{4.7} $$

holds for every $v \in V$.

As $F_2(v) \in F_2(V)$ uniquely determines $v$, we can define on $F_2(V)$ a linear functional $T$ by the formula

$$ T(F_2(v)) := S(F_1(v)). $$

Such a functional is continuous by the estimate (4.7), as we have

$$ |T(F_2(v))| = |S(F_1(v))| \leq \|S\|_{E_1^*} \|F_1(v)\|_{E_1} \leq C\|S\|_{E_1^*} \|F_2(v)\|_{E_2} $$

which leads to

$$ \|T\|_{F_2(V)^*} \leq C\|S\|_{E_1^*}. $$

By Hahn-Banach’s theorem $T$ extends as a continuous linear functional on $E_2$ without increasing its norm; we will denote such extension again by $T$. $T$ is a solution of equation (4.3) and verifies (4.6).
To show necessity of estimate (4.7), we can suppose \( F_1 \) and \( F_2 \) surjective, possibly passing to the closures \( \overline{F_1(V)} \) and \( \overline{F_2(V)} \). Equation (4.3) has now a unique solution \( T \in E_2^* \) for every \( S \in E_1^* \). We denote by \( L \) the linear operator \( E_1^* \to E_2^* \) defined by \( L(S) = T \). We want to show that its graph \( \Gamma(L) \) is closed and from this the continuity of \( L \) will follow. Let \( (S_n, L(S_n)) \subset \Gamma(L) \) be a sequence converging to \((S, T) \in E_1^* \times E_2^* \). For every \( v \in V \) we have

\[
|S_n(F_1(v)) - S(F_1(v))| \leq \|S_n - S\|_{E_1^*} \|F_1(v)\|_{E_1}
\]

\[
|L(S_n)(F_2(v)) - T(F_2(v))| \leq \|L(S_n) - T\|_{E_2^*} \|F_2(v)\|_{E_2}
\]

so

\[
S(F_1(v)) = \lim_{n \to +\infty} S_n(F_1(v)) = \lim_{n \to +\infty} L(S_n)(F_2(v)) = T(F_2(v)),
\]

i.e. \( L(S) = T \). This shows that \( \Gamma(L) \) is closed, thus implying that \( L \) is continuous.

Estimate (4.5) follows from the continuity of \( L \). Estimate (4.7) is a consequence of Banach-Steinhaus’s theorem. Indeed, set

\[
\mathcal{V} = \{v \in V : F_2(v) \neq 0\}
\]

and, for every \( v \in \mathcal{V} \), let us consider the functional \( \delta_v : E_1^* \to \mathbb{K} \) given by

\[
\delta_v(S) = S\left(\frac{F_1(v)}{\|F_2(v)\|_{E_2}}\right).
\]

For every \( v \in \mathcal{V} \) and every \( S \in E_1^* \) we have

\[
|\delta_v(S)| = \left| S\left(\frac{F_1(v)}{\|F_2(v)\|_{E_2}}\right) \right| \leq \left| T\left(\frac{F_2(v)}{\|F_2(v)\|_{E_2}}\right) \right| \leq \|T\| \leq C\|S\|
\]

so \( \{\delta_v\}_v \subset \mathcal{V} \) is a pointwise uniformly bounded family of functionals on \( E_1^* \). Banach-Steinhaus’s theorem implies that \( \{\|\delta_v\|_{E_1^*}\}_v \subset \mathcal{V} \) is a bounded set, i.e. there exists a constant \( C' \in \mathbb{K} \) such that

\[
\|\delta_v\|_{E_1^*} = \frac{\|F_1(v)\|_{E_1}}{\|F_2(v)\|_{E_2}} \leq C'
\]

for every \( v \in \mathcal{V} \). This gives (4.7).

2) The general case can be reduced to the previous one by considering the Banach space \( \tilde{E}_1 = E_1/\ker F_2 \) with the quotient norm. Its dual consists of linear continuous functionals on \( E_1 \) which vanish on \( F_1(\ker F_2) \) and consequently on \( \overline{F_1(\ker F_2)} \). If \( S \) verifies the hypothesis, it determines a functional \( \tilde{S} \in \tilde{E}_1^* \). Now, we can consider the linear map \( \tilde{F}_1 : V \to \tilde{E}_1 \) given by \( v \mapsto [F_1(v)] \), where \([F_1(v)]\) is the equivalence class of \( F_1(v) \) in \( \tilde{E}_1 \). It’s easy to check that \( \ker F_2 \subset \ker \tilde{F}_1 \), so, by what we have proved before,

\[
\tilde{S} \circ \tilde{F}_1 = T \circ F_2
\]

has a solution if and only if the following estimate holds

\[
\|\tilde{F}_1\|_{\tilde{E}_1} = \inf_{w \in \ker F_2} \|F_1(v) + F_1(w)\|_{E_1} \leq C\|F_2(v)\|_{E_2}.
\]

This concludes the proof of the theorem \( \square \)

We move on to the study of the Cauchy-Riemann equation in \( L' \), with or without the compact support assumption.

Let \( \Omega \) be an open Stein domain in a complex manifold of complex dimension \( n > 1 \) and \( r > 1 \) a real number; set \( r' = r/(r-1) \). In this section, \( q \) will always denote a strictly positive integer.
Theorem 4.3.5 Let $C'$ be a positive real number. $\Omega$ is $(C', r)$-regular if and only if
\[
\inf_{\phi_0 = 0} \| \phi + \phi_0 \|_{L^{r'}} \leq C \| \partial \phi \|_{L^{r'}} \quad \forall \phi \in D^{n-p,n-q}(\Omega) \tag{4.8}
\]
with $\phi_0 \in D^{n-p,n-q}(\Omega)$ as well and $C$ another positive real number.

Proof: We set
\[
E_1 = L^{r'}_{n-p,n-q}(\Omega) \quad E_2 = L^{r'}_{n-p,n-q+1}(\Omega),
\]
and
\[
F_1(\phi) = \phi \quad F_2(\phi) = (-1)^{p+q+1} \partial \phi
\]
for $\phi \in V$.

It is well known that
\[
E_1^* = L^r_{p,q}(\Omega) \quad E_2^* = L^r_{p,q-1}(\Omega)
\]
with the duality pairing given by
\[
(\alpha, \beta) = \int_\Omega \alpha \wedge \beta.
\]

We note that if $\phi \in \ker F_2$, then $\partial \phi = 0$ and, as $H^{n-p,n-q}_{c}(\Omega) = 0$ for $q > 0$, we have $\psi \in D^{n-p,n-q+1}(\Omega)$ such that $\partial \psi = \phi$, so condition (4.2) reads
\[
0 = \int_\Omega \alpha \wedge \phi = \int_\Omega \alpha \wedge \partial \psi = 0 \quad \forall \psi \in D^{n-p,n-q+1}(\Omega),
\]
i.e. $\partial \alpha = 0$ in the sense of distributions.

We now prove that equation (4.8) is a sufficient condition for $(C', r)$-regularity. Let $\eta \in E_1^*$ such that $\partial \eta = 0$ and consider the equation (4.3); if $\omega \in E_2^*$ is a solution, we have
\[
\int_\Omega \eta \wedge \phi = \int_\Omega \alpha \wedge \partial \psi = 0 \quad \forall \psi \in D^{n-p,n-q+1}(\Omega).
\]
This means that
\[
\partial (\omega) = \eta \tag{4.9}
\]
holds in the sense of distributions. Moreover, from (4.5), we get
\[
\inf_{\partial \phi_0 = 0} \| \omega + \omega_0 \|_{L^r} \leq C \| \eta \|_{L^r} \tag{4.10}
\]
Therefore, for a given $\epsilon > 0$, there exists $\omega_0$ such that $\partial \omega_0 = 0$ and $\| \omega + \omega_0 \|_{L^r} \leq (C + \epsilon) \| \eta \|_{L^r}$, so $\omega_1 = \omega + \omega_0$ is the required solution. By Theorem 4.3.4 if
\[
\inf_{\partial \phi_0 = 0} \| \phi + \phi_0 \|_{L^{r'}} \leq C \| \partial \phi \|_{L^{r'}} \quad \forall \phi \in V
\]
then (4.9) is always solvable and the estimate (4.10) holds.

To show necessity of equation (4.8), we note that, if (4.9) has always a solution which satisfies $\| \omega_1 \|_{L^r} \leq C' \| \eta \|_{L^r}$, then
\[
\inf_{\partial \phi_0 = 0} \| \omega_1 + \omega_0 \|_{L^r} \leq C' \| \eta \|_{L^r}
\]
and therefore
\[
\inf_{\partial \phi_0 = 0} \| \phi + \phi_0 \|_{L^{r'}} \leq C' \| \partial \phi \|_{L^{r'}} \quad \forall \phi \in V.
\]
This concludes the proof. □
Theorem 4.3.6 If \( \Omega \) is compactly \((C, r')\)-regular, then it is \((C', r)\)-regular.

Proof: By Theorem 4.3.5 it is enough to show that (4.8) holds. Therefore, let us consider \( \phi \in D^m-p,n-q(\Omega) \) and set \( u = \overline{\partial} \phi \). By hypothesis, there exists a \((n-p, n-q)\)-form \( g \) with \( L' \) coefficients vanishing outside some compact set such that \( \overline{\partial} g = u = \overline{\partial} \phi \) and \( \| g \|_{L', r'} \leq C \| u \|_{L', r'} = C \| \overline{\partial} \phi \|_{L', r'} \).

Set \( \psi_\epsilon = (g - \phi) \ast \rho_\epsilon \) and note that \( \psi_\epsilon \in D^m-p,n-q(\Omega) \) and \( \overline{\partial} \psi_\epsilon = 0 \). Moreover

\[
\| \phi + \psi_\epsilon \|_{L', r'} \leq \| g \ast \rho_\epsilon \|_{L', r'} + \| \phi - \phi \ast \rho_\epsilon \|_{L', r'} ,
\]

so, for any given \( \delta > 0 \), we can take \( \epsilon \) small enough such that

\[
\| \phi + \psi_\epsilon \|_{L', r'} \leq \| g \|_{L', r'} + \delta \leq C \| \overline{\partial} \phi \|_{L', r'} + \delta .
\]

Therefore

\[
\inf_{\overline{\partial} \phi_\epsilon = 0} \| \phi + \phi_\epsilon \|_{L', r'} \leq \inf_{\epsilon} \| \phi + \psi_\epsilon \|_{L', r'} \leq \lim_{\delta \to 0} C \| \overline{\partial} \phi \|_{L', r'} + \delta = C \| \overline{\partial} \phi \|_{L', r'} ,
\]

which is what we needed to show. \( \square \)

**Proposition 4.3.7** Let \( \{ U_j \}_{j \in \mathbb{N}} \) be an exhausting sequence for \( \Omega \) made of relatively compact Stein domains and suppose that \( U_j \) is \((C'_j, r)\)-regular. Then for every \( \overline{\partial} \)-closed \((n-p, n-q)\)-form \( u \) with coefficients in \( L' \) which vanishes almost everywhere outside a compact set \( K \subset \Omega \) there exists a \((n-p, n-q-1)\)-form \( g \) with coefficients in \( L' \) which vanishes almost everywhere outside another compact set \( K' \subset \Omega \).

Proof: Let \( u \) be as said and consider \( u_\epsilon = u \ast \rho_\epsilon \). For \( \epsilon \) small enough, there is \( j \) such that \( \text{supp } u_\epsilon \subset U_j \) and \( u_\epsilon \in D^m-p,n-q(U_j) \); moreover \( \overline{\partial} u_\epsilon = (\overline{\partial} u) \ast \rho_\epsilon = 0 \). As \( H^{n-p,n-q}(U_j) = 0 \), there exists \( \phi_\epsilon \in D^m-p,n-q-1(U_j) \) such that \( u_\epsilon = \overline{\partial} \phi_\epsilon \). By Theorem 4.3.5 we have that

\[
\inf_{\supp \overline{\partial} \phi_\epsilon \subset U_j} \| \phi_\epsilon + \phi_0 \|_{L', r'} \leq \inf_{\overline{\partial} \phi_\epsilon = 0} \| \phi_\epsilon + \phi_0 \|_{L', r'} \leq C_j \| \overline{\partial} \phi_\epsilon \|_{L', r'} = C_j \| u_\epsilon \|_{L', r'} \leq C_j \| u \|_{L', r'} .
\]

Let \( g_\epsilon = \phi_\epsilon + \phi_0 \) be such that \( \| g_\epsilon \|_{L', r'} \leq C_j \| u \|_{L', r'} + \epsilon \); as the forms \( g_\epsilon \) have smooth coefficients, they can be viewed as forms with coefficients in \( L' \) which vanishes almost everywhere outside another compact set \( K' \subset \Omega \).

By definition

\[
\int_{\Omega} g_\epsilon \wedge \psi = \int_{\Omega} g \wedge \psi \quad \forall \psi \in D^{p,q+1}(\Omega) ,
\]

Moreover, if \( \psi = \overline{\partial} \eta \) with \( \eta \in D^{p,q}(\Omega) \), we have

\[
\int_{\Omega} u_\epsilon \wedge \eta = \int_{U_j} u_\epsilon \wedge \eta = \pm \int_{U_j} g_\epsilon \wedge \overline{\partial} \eta = \pm \int_{\Omega} g_\epsilon \wedge \overline{\partial} \eta .
\]

By convolution, \( u_\epsilon \to u \) in \( L' \)-norm, so the first integral tends to

\[
\int_{\Omega} u \wedge \eta .
\]

By the weak-\( \ast \) convergence the last integral tends to

\[
\int_{\Omega} g \wedge \overline{\partial} \eta .
\]
4.3. HYPERSURFACES

These two being equal (the sign depending on the degrees of the forms), we have that
\[ \overline{\partial} g = u \]
in the sense of distributions.

Now, if \( \psi \in \mathcal{D}^{p,q+1}(\Omega) \) is supported outside \( U_j \),
\[ \int_{\Omega} g \wedge \psi = 0 \]
and so
\[ \int_{\Omega} g \wedge \psi = 0 \]
thus implying that \( g \) vanishes almost everywhere outside \( U_j \).

\[ \square \]

Remark 4.3.2 By the semicontinuity of the norm under weak-* convergence, we obtain that
\[ \|g\|_{L^{r'}} \leq C_j \|u\|_{L^{r'}}. \]
Therefore, if \( \sup C_j = C < +\infty \), we can conclude that \( \Omega \) is compactly \((C, r')\)-regular.

Remark 4.3.3 Every Stein domain on a complex manifold has the exhaustion required in Proposition 4.3.7. Indeed, we can exhaust any Stein domain with smoothly bounded strongly pseudoconvex domains and by the work of Kerzmann (\[35, 36\]), Demailly and Laurent-Thièbault (\[15\]) we have the \((C', r)\)-regularity of \( U_j \).

For instance, if \( \Omega \) is a weakly pseudoconvex open set in \( \mathbb{C}^n \) and \( r = r' = 2 \), Hörmander’s results imply that \( \Omega \) is \((C, 2)\)-regular, where \( C \) depends only on \( n \) and the diameter of \( \Omega \). Therefore, we can exhaust \( \Omega \) with open sets \( U_j \) and the constants \( C_j \) will converge to the constant \( C \). So, an open set in \( \mathbb{C}^n \) is \((C, 2)\)-regular if and only if is compactly \((C, 2)\)-regular.

Another example is given by bounded, smoothly bounded strongly pseudoconvex domains in a complex manifold: such domains are \((C, r)\)-regular with a constant \( C \) depending on the derivatives of a defining function up to the fourth order. As it is always possible to approximate such a domain with smaller ones so that the boundaries converge as \( C^4 \) manifolds, the constants \( C_j \) converge as well.

The problem of determining if \( \Omega = U \setminus X \) is \((C, r)\)-regular led to some interesting representation formulas for the \( \overline{\partial} \) equation in the polydisc (see \[3\]).
Chapter 5

Complex geometry in infinite dimension

This last chapter deals with some infinite dimensional problems in complex analysis and geometry. We begin by studying the Cauchy-Riemann equation for metric currents in Banach spaces, introducing a variation of the metric currents, which we call quasi-local currents. An adaptation of the cone construction allows us to show that Cauchy-Riemann equation is always solvable in terms of quasi-local currents.

Then we move on to geometric problems, such as the study of positive currents, the characterization of currents of integration on an analytic set and the boundary problem for holomorphic chains.

The formulations, letting alone the solutions, of these problems depend heavily on the definition of analytic set we want to work on. We give the definition of finite-dimensional analytic set following Aurich, Ramis, Ruget and others.

However, this definition won’t always fit our needs, as the characterization of holomorphic chains shows.

5.1 Cauchy-Riemann equation in Banach spaces

The results collected here appear also in [48].

In the section, we focus our attention on metric currents on infinite dimensional Banach spaces. We want to stress on the fact that the local version of metric currents developed by U. Lang does not make sense in this setting, due to the fact that the compact sets have empty interior. In the next section we will propose a replacement for these local objects by quasi-local currents.

Here we examine the behavior of metric currents in relation with their projections on finite dimensional subspaces. In order to recover informations on the whole space from its finite dimensional subspaces, we introduce the following category of Banach spaces (see also [52]).

A (complex) Banach space $E$ is said to have the projective approximation property (PAP for short) if there exist a constant $a$ and an increasing collection $\{E_t\}_{t \in T}$ of finite dimensional subspaces of $E$ such that

1) $\{E_t\}_{t \in I}$ is a directed set for the inclusion;

2) $E = \bigcup_{t \in I} E_t$;

3) for every $t \in I$ there exists a projection $p_t : E \to E_t$ with $\|p_t\| \leq a$. 
Every Banach space with a Schauder basis has the PAP. Two important cases of PAP Banach spaces with no Schauder basis are \(C(K)\), the space of continuous functions on a compact space \(K\) with the \(\sup\) norm and \(L^p(X, \mu)\), with \(1 \leq p \leq +\infty\), where \(X\) is a locally compact space and \(\mu\) being a positive Radon measure. In this section, we will work with Banach spaces having the PAP; we will endow the set \(I\) of indexes with the partial ordering coming from the inclusion relation between subspaces.

**Proposition 5.1.1** Let \(f \in \text{Lip}(E)\) and define \(f_t = f \circ p_t\). Then \(f_t \to f\) pointwise and \(\text{Lip}(f_t) \leq a\text{Lip}(f)\), for every \(t \in I\).

**Proof:** By property 2) in the definition of PAP, for every \(x \in E\) there exists a sequence \(\{x_j\} \subset E\), with \(x_j \in E_{t_j}\), such that \(x_j \to x\). By property 1), for a given \(j\), we have that if \(t > t_j\), then \(f_t(x_j) = f_t(x_j) = f(x_j)\). Moreover,

\[
\text{Lip}(f_t) \leq \text{Lip}(f) \cdot ||p_t|| \leq a\text{Lip}(f);
\]

so, given \(t, t' \in I\), let \(j\) be such that \(t_j \leq t\) and \(t_j \leq t'\), then \(f_t(x_j) = f_{t'}(x_j) = f(x_j)\) and

\[
|f_t(x) - f_{t'}(x)| = |f_t(x) - f_t(x_j) + f_{t'}(x_j) - f_{t'}(x_j)| \leq 2a\text{Lip}(f)||x - x_j||
\]

which goes to 0 as \(j \to \infty\). □

**Proposition 5.1.2** Let \(T \in M_k(E)\) and define \(T_t = (\pi_t)_T(T) \in M_k(E_t)\) for every \(t \in I\) such that \(\dim_{\mathbb{C}} E_t \geq k\). By means of the inclusion \(i_t : E_t \to E\), we can consider \(T_t\) as an element of \(M_k(E)\) and then, \(T_t \to T\) weakly.

**Proof:** Let \(\mu_t\) be the mass of \(T_t\) and \(\mu\) the mass of \(T\); then \(\mu_t = (p_t)_*\mu\). By [4] Lemma 2.9, the support of \(\mu\) is a \(\sigma\)-compact set, therefore for every \(\epsilon > 0\) there exists a compact \(K_\epsilon\) such that \(\mu(E \setminus K_\epsilon) \leq \epsilon\). As \(p_t \to \text{Id}_E\) uniformly on every compact set (because of PAP), we have that \(\mu_t \to \mu\) on \(K_\epsilon\), which implies that

\[
\int_E f \circ p_t d\mu = \int_E f d\mu_t \to \int_E f d\mu
\]

for every \(f \in \text{Lip}_b(E)\). This result and Proposition 5.1.1 now imply

\[
T_t(f, \pi) = T(f \circ p_t, \pi \circ p_t) \to T(f, \pi)
\]

which is our thesis. □

Let \(\{E_t, p_t\}_{t \in I}\) be the countable collection of subspaces and projections given by PAP. We call it a projective approximating sequence (PAS for short) if \(p_t \circ p_s = p_{\min\{s, t\}}\).

We note that every separable Hilbert space or, more generally, every Banach space with a Schauder basis contains a PAS.

**Theorem 5.1.3** Let us suppose that \(\{E_t, p_t\}\) is a PAS in \(E\). If we are given a collection of metric currents \(\{T_t\}_{t \in I}\) such that

1. \(T_t \in N_k(E_t)\),
2. \((p_t|_{E_t})_*T_t = T_{t'}\) for every \(t, t' \in I\) with \(t' > t\),
3. \(\|T_t\| \leq (p_t)_*\mu\) and \(\|dT_t\| \leq (p_t)_*\nu\) for every \(t \in I\) and some \(\mu\), \(\nu\) finite Radon measures on \(E\).
then there exists $T \in N_k(E)$ such that $(p_t)_\sharp T = T_t$ for every $t \in I$.

**Proof:** We consider, in $\mathcal{E}^k(E)$, the subspaces $(p_t)_* \mathcal{E}^k(E_t)$: their union $\mathcal{P}^k$ is dense, with respect to pointwise convergence, with bounded Lipschitz constants. We define a functional $T : \mathcal{P}^k \to \mathbb{C}$, by setting $T(f, \pi) = T_t(f, \pi)$, with $t$ such that $(f, \pi) \in (p_t)_* \mathcal{E}^k(E_t)$. By hypothesis 2), this definition is well posed; the functional so defined is obviously multilinear and local on $\mathcal{P}^k$; moreover, by hypothesis 3), we have that there exists a finite Radon measure $\mu$ on $E$ such that

$$T(f, \pi) \leq \sum_{j=1}^k \text{Lip}(\pi_j) \int_E |f| d\mu \quad \forall (f, \pi) \in \mathcal{P}^k.$$ 

In the same way, we infer that there exists a finite Radon measure $\nu$ such that

$$d\Gamma(f, \pi) \leq \sum_{j=1}^{k-1} \text{Lip}(\pi_j) \int_E |f| d\nu \quad \forall (f, \pi) \in \mathcal{P}^{k-1};$$

therefore, the current $T$ is also continuous on $\mathcal{P}^k$, being normal on this set of metric forms (see [4], Proposition 5.1).

Extending $T$ by density, we obtain a multilinear, local, continuous functional on $\mathcal{E}^k(E)$, whose mass is bounded by $\mu$ and whose boundary’s mass is bounded by $\nu$; thus, the extension is a normal current, which we denote again with $T$ and it is not hard to check that $T$ satisfies $(p_t)_\sharp T = T_t \forall t \in T$. $\square$

We can substitute the request of the existence of a PAS and the compatibility condition (hypothesis (2)) with an assumption on the existence of a global object. A **metric functional** is a function $T : \mathcal{E}^k(E) \to \mathbb{C}$ which is subadditive and positively 1-homogeneous with respect to every variable. For metric functionals, we can define mass, boundary and pushforward (see Section 2 of [4]).

**Proposition 5.1.4** Let $E$ be a Banach space with PAP. Suppose that $T : \mathcal{E}^k(E) \to \mathbb{C}$ is a metric functional with $T$ and $d\Gamma$ of finite mass, such that $(p_t)_\sharp T \in N_k(E_t)$ for every $t \in I$. Then $T \in N_k(E)$.

**Proof:** We have

$$\| (p_t)_\sharp T \| \leq a(p_t)_\ast \| T \|$$

$$\| d(p_t)_\sharp T \| \leq a(p_t)_\ast \| d\Gamma \|,$$

so, by the previous Theorem there exists $\bar{T} \in N_k(E)$ such that $(p_t)_\sharp \bar{T} = T_t$. This means that $\bar{T}$ and $T$ coincide on the metric forms in $\mathcal{P}^k$; by density, we conclude that $\bar{T} = T$. $\square$

### 5.1.1 Bidimension

The definition of bidimension given in Section 2.2 is meaningful also for a complex Banach space. For a careful analysis of the notion of holomorphy in this context we refer the interested reader to the first chapters in [52]. Here we only notice that Lipschitz holomorphic functions are not necessarily dense in the space of Lipschitz functions and we cannot work with local concepts as in Section 2.2 because the spaces of local currents do not make sense on a Banach space.

However, inspired by the links we found between the finite dimensional projections of a current and the current itself, we would like to give a different characterization of $(p, q)$—currents.

We say that $T \in M_k(E)$ is **finitely** of bidimension $(p, q)$ if every finite dimensional projection of it is a $(p, q)$—current.
**Proposition 5.1.5** \( T \in M_k(E) \) is a \((p, q)\)-current if and only if it is finitely so.

**Proof:** A projection \( p : E \to V \) is a continuous complex linear operator, thus holomorphic, so \( T \in M_{p,q}(E) \) implies \( p_T \in M_{p,q}(V) \), so one implication is proved.

On the other hand, if \( h \in \mathcal{O}(E) \), then \( h|_{E_t} \in \mathcal{O}(E_t) \) for every \( t \in T \); so, if \( (f, \pi) \in \mathcal{E}^k(E) \) contains \( p + 1 \) holomorphic differentials, then so does \( (f|_{E_t}, \pi|_{E_t}) \in \mathcal{E}^k(E_t) \). Therefore,

\[
T(f, \pi) = \lim_{t \in T} T(f \circ p_t, \pi \circ p_t) = \lim_{t \in T} T_t(f, \pi) .
\]

As \( T_t \) is a finite dimensional projection, it is of bidimension \((p, q)\), so the right hand side is zero. The same argument applies when \((f, \pi)\) contains \( q + 1 \) antiholomorphic differentials, giving us the desired conclusion. \( \Box \)

As an application of Theorem 5.1.3 we have the following result about the existence of a Dolbeault decomposition for \( T \in M_k(E) \).

**Proposition 5.1.6** Let us suppose that \( \{E_t, p_t\} \) is a PAS in \( E \). Let \( T \in N_k(E) \); if \( T_t \) has a Dolbeault decomposition in normal \((p, q)\)-currents in \( E_t \) for all \( t \in T \), with a finite Radon measure \( \nu \) (independent of \( t \)) whose pushforward dominates the boundaries’ masses, then also \( T \) admits a Dolbeault decomposition.

**Proof:** Let us fix a pair \((p, q)\) such that \( p + q = k \) and let \( S_t \) be the \((p, q)\)-component of \( T_t \); by hypothesis, \( S_t \in N_{p,q}(E_t) \) and \( \|dS_t\| \leq (p_t)_* \nu \), independently of \( t \), and it is not hard to show that \( \|S_t\| \leq C\|T_t\| \leq C'\|T\| \), with \( C', C'' \) independent of \( t \) (in particular, independent of \( \dim E_t \)).

Last thing to check is the compatibility condition (condition ii)) in Theorem 5.1.3, but this follows easily from the invariance of the bidimension under pushforward by holomorphic maps. Applying Theorem 5.1.3 we have the thesis. \( \Box \)

**Remark 5.1.1** In general it is not easy to verify the hypotheses of Proposition 5.1.6 for a current \( T \in N_k(E) \); however, this result is an example of a general phenomenon: in a Banach space with the projective approximation property, it is often enough to check a certain property for finite dimensional subspaces in order to obtain that it holds for the whole space. For instance, any equality between currents holds in \( E \) if and only if it holds finitely, namely whenever the currents are pushed forward through a finite rank projection.

Employing the idea given in this Remark, we can show the following.

**Corollary 5.1.7** If \( T \in M_k(E) \) admits a Dolbeault decomposition, then it is unique.

### 5.1.2 Quasi-local metric currents

To partially overcome the problems related to the lack of a local theory of currents, we introduce a new definition, which somehow locates midways between the local and the global one.

Let \( \mathcal{E}_{q-\text{loc}}(E) \) be defined as follows:

\[
\mathcal{E}_{q-\text{loc}}(E) = \bigcup_{R > 0} \{ f \in \text{Lip}(E) : \text{supp} \, f \subset B(0, R) \}
\]

where \( B(0, R) \) is the ball of centre 0 and radius \( R \) in \( E \). We say that a sequence \( \{f_j\} \subset \mathcal{E}_{q-\text{loc}}(E) \) converges to \( f \in \mathcal{E}_{q-\text{loc}}(E) \) if \( f_j \to f \) pointwise, \( \text{Lip}(f_j), \text{Lip}(f) \leq C \) and \( \text{supp} \, f_j, \text{supp} \, f \subset B(0, R) \) for some \( R \).
We also define $\text{Lip}_{q-\text{loc}}(E)$ to be 

$$\{ f \in C^0(E) : f|_{B(0,R)} \in \text{Lip}(B(0,R)) \ \forall \ R > 0 \}.$$ 

A sequence $\{ \pi_j \}$ in this space converges if it converges pointwise and the Lipschitz constants on any fixed ball are uniformly bounded in $j$ (but not necessarily with respect to the radius of the ball).

Finally, we define the spaces of quasi-local metric forms as 

$$\mathcal{E}^k_{q-\text{loc}}(E) = \mathcal{E}_{q-\text{loc}}(E) \times [\text{Lip}_{q-\text{loc}}(E)]^k.$$ 

A quasi-local $k-$dimensional metric current is a functional $T : \mathcal{E}^k_{q-\text{loc}}(E) \to \mathbb{C}$ satisfying the following

i. $T$ is multilinear

ii. if $(f^i, \pi^i) \to (f, \pi)$ in $\mathcal{E}^k_{q-\text{loc}}(E)$ then $T(f^i, \pi^i) \to T(f, \pi)$

iii. $T(f, \pi) = 0$ whenever there is an index $j$ such that $\pi_j$ is constant on a neighborhood of $\text{supp} f$

iv. for every $R > 0$ there is a finite Radon measure $\mu_R$ such that

$$|T(f, \pi)| \leq \prod_{j=1}^k \text{Lip}(\pi_j|_{B(0,R)}) \int_{B(0,R)} |f| d\mu_R$$

for every $(f, \pi) \in \mathcal{E}^k_{q-\text{loc}}(E)$ with $\text{supp} f \subset B(0,R)$.

We denote the space of such currents by $M_{k,q-\text{loc}}(E)$.

The last condition can be rephrased as: there exits a Radon measure $\mu$ on $E$, such that $\mu(B(0,R)) < +\infty$ for every $R > 0$ and such that

$$|T(f, \pi)| \leq \prod_{j=1}^k \text{Lip}(\pi_j|_{\text{supp} f}) \int_{\text{supp} f} |f| d\mu$$

for every $(f, \pi) \in \mathcal{E}^k_{q-\text{loc}}(E)$. If $\mu$ happens to be a finite Radon measure, then $T$ is indeed a $k-$dimensional metric current in the sense of Ambrosio and Kirchheim.

The definitions of boundary, pushforward, contraction are the same of the usual metric currents. The pushforward can be defined for quasi-local proper Lipschitz map, that is any map which is Lipschitz on $B(0,R)$ for every $R > 0$ and such that the preimage of any bounded set is bounded.

Remark 5.1.2 The projections $p_t$ are by no means quasi-local, so we cannot repeat verbatim the arguments of the previous section.

The space $N_{k,q-\text{loc}}(E)$ is defined as the set of quasi-local currents whose boundary is again a quasi-local current, that is, has quasi-locally finite mass.

By the mass condition, we can extend any $T \in M_{k,q-\text{loc}}(E)$ to a functional on $k + 1-$tuples $(f, \pi)$ where $\pi \in [\text{Lip}_{q-\text{loc}}(E)]^k$ and $f \in B^\infty_\text{b}(E)$, i.e. the algebra of bounded Borel functions with bounded support in $E$. The basic properties of metric currents hold true also for this quasi-local variant. Namely, we have the following.
Proposition 5.1.8 Given \( T \in M_{k,q-loc}(E) \), we denote again by \( T \) its extension to \( \mathcal{B}^\infty_b(E) \times [\text{Lip}_q-loc(E)]^k \); then

i. \( T \) is multilinear in \((f, \pi)\) and

\[
T(fd\pi_1 \wedge \ldots \wedge d\pi_k) + T(\pi_1 df \wedge \ldots \wedge d\pi_k) = T(\sigma d(f\pi_1) \wedge \ldots \wedge d\pi_k)
\]

whenever \( f, \pi \in \mathcal{E}_{q-loc}(E) \) and \( \sigma \in \mathcal{B}^\infty_b(E) \) is equal to 1 on the support of \( f \pi_1 \) and

\[
T(fd\psi_1(\pi) \wedge \ldots \wedge d\psi_k(\pi)) = T(f \det \nabla \psi(\pi)d\pi_1 \wedge \ldots \wedge d\pi_k)
\]

whenever \( \psi = (\psi_1, \ldots, \psi_k) \in \mathcal{C}^1(\mathbb{R}^k, \mathbb{R}^k) \);

ii. 

\[
\lim_{i \to \infty} T(f^i, \pi_1^i, \ldots, \pi_k^i) = T(f, \pi)
\]

whenever \( f^i - f \to 0 \) in \( L^1(E, \|T\|) \) and \( \pi_j^i \to \pi_j \);

iii. \( T(f, \pi) = 0 \) if \( \{f \neq 0\} = \bigcup B_i \) with \( B_i \in \mathcal{B}(E) \) and \( \pi_i \) constant on \( B_i \).

The definition of \((p,q)\)-current given in Section 2.2 can be applied also to quasi-local currents. We have the same results presented in 2.2.2. Indeed, given \((f, \pi) \in \mathcal{E}_{q-loc}^k(E)\), the differentials \( \pi_1, \ldots, \pi_k \) can be approximated by analytic functions of a finite number of variables, so the proofs go on almost identically.

5.1.3 Quasi-local solution to \( \bar{\partial}U = T \)

Given a function \( a : E \to \mathbb{C} \), we set

\[
a_t(x) = a(tx) \quad \forall t \in \mathbb{C}.
\]

Let \( T \in N_k(E) \) be a \((0,k)\)-current, with \( \text{supp}\,T \) bounded and \( 0 \notin \text{supp}\,T \); we define the following \((k+1)\)-dimensional metric functional

\[
C_{\bar{\partial}}(T)(f, \pi_1, \ldots, \pi_{k+1}) = \frac{1}{2\pi i} \sum_{j=1}^{k+1} (-1)^j \int_C T \left( f \frac{\partial \pi_{\bar{j}}}{\partial \bar{t}} d\pi_j \right) dt \wedge d\bar{t},
\]

where \( d\pi_j \) is the wedge product of all the differentials different from \( \pi_j \).

Lemma 5.1.9 \( C_{\bar{\partial}}(T) \) is a multilinear, local metric functional, with quasi-locally finite mass.

Proof: Multilinearity and locality are obvious. Let \( B(0,r) \) be a ball containing the support of \( T \) and let \( B(0,d) \) be a ball disjoint from the support of \( T \).

We have that, for \( fd\pi \in \mathcal{E}_{q-loc}^{k+1}(E) \), with \( \text{Lip}(\pi_i) = 1 \) and supp \( f \subset B(0,R) \), the following holds

\[
|C_{\bar{\partial}}(T)(fd\pi)| \leq \frac{r(k+1)}{2\pi} \int_{|t|<R/d} \frac{|t|^k}{|t-1|} \int_E |f_t|d\|T\|dt \wedge d\bar{t}.
\]

Moreover, given a bounded borel set \( A \),

\[
\|C_{\bar{\partial}}(T)\|(A) \leq \frac{r(k+1)}{2\pi} \int_{|t|<R/d} \frac{|t|^k}{|t-1|} \|T\|(A/t)dt \wedge d\bar{t}.
\]
We want to estimate this quantity when \( A = B(0, R) \), with \( R > r \). We split the integral in \( t \) in two parts: one small ball around the origin and the rest of the ball of radius \( R/d \).

In the small ball around the origin, we have

\[
\int_{|t| < \epsilon} \frac{|t|^k}{|t| - 1} \| T \| (B(0, R/t)) dt \wedge d\bar{t} \leq c_1 \epsilon^{2+k} M(T).
\]

On the rest of the outer ball, we have

\[
\int_{\epsilon < |t| < R/d} \frac{|t|^k}{|t| - 1} \| T \| (B(0, R/t)) dt \wedge d\bar{t} \leq (R/d)^{k+2} M(T).
\]

So, letting \( \epsilon \to 0 \), we get

\[
M_{B(0, R)}(C \partial(T)) \leq \frac{r(k + 1)}{2\pi} (R/d)^{k+2} M(T).
\]

Therefore, the mass of \( C \partial(T) \) is quasi-locally finite. \( \square \)

**Proposition 5.1.10** We have

\[
dC(T) = C(dT) + T
\]

as quasi-local metric functionals.

**Proof:** Let \( f d\pi \) be a quasi-local metric \( k \)-form such that \( f, \pi_1, \ldots, \pi_k \) have Lipschitz derivatives. Define the function

\[
\phi(t) = T(f d\pi_t)
\]

and observe that, as \( T \) is a quasi-local current, thus continuous, then

\[
\frac{\partial \phi}{\partial t} = T(\frac{\partial f_t}{\partial t} d\pi_t) + \sum_{j=1}^{k} (-1)^{j+1} T\left(f d\frac{\partial \pi_{jt}}{\partial t} \wedge d\bar{\pi}_{jt}\right).
\]

By the definition of boundary this expression can be rewritten as

\[
T\left(\frac{\partial f_t}{\partial t} d\pi_t\right) + \sum_{j=1}^{k} (-1)^{j} T\left(f d\frac{\partial \pi_{jt}}{\partial t} \wedge d\bar{\pi}_{jt}\right) - dT\left(\frac{\partial f_t}{\partial t} d\bar{\pi}_{jt}\right), \quad (5.1)
\]

exactly as in the proof of Proposition 10.2 in [4].

Given a generic form \( f d\pi \in E_{q-loc}(E) \), the conclusion still holds: it is enough to approximate \( f \) and \( \pi_j \) by

\[
f^\epsilon(x) = \int_C f(sx) \rho_\epsilon(s) ds \wedge d\bar{s}, \quad \pi_j^\epsilon(x) = \int_C \pi_j(sx) \rho_\epsilon(s) ds \wedge d\bar{s},
\]

where \( \rho_\epsilon \) are convolution kernels, compactly supported, \( w^* \)-converging to \( \delta_1 \).

By Fubini’s theorem we have

\[
\lim_{\epsilon \to 0} \frac{\partial f^\epsilon_t}{\partial t}(x) = \frac{\partial f_t}{\partial t}(x), \quad \lim_{\epsilon \to 0} \frac{\partial \pi_{jt}^\epsilon}{\partial t}(x) = \frac{\partial \pi_{jt}}{\partial t}(x)
\]

for \( \|T\| + \|dT\| \)-a.e. \( x \), for \( L^2 \)-a.e. \( t \); therefore the derivative with respect to \( \bar{t} \) of \( t \mapsto T(f_t d\pi_t) \) converges for a.e. \( t \in \mathbb{C} \).
We notice that the supports of convolutions, for $\epsilon$ small enough are not significantly distant from the supports of the original functions.

Since $d(C\partial(T))(fd\pi) + C\partial(dT)(fd\pi)$ is equal to the integral of the expression in (5.1), multiplied by $(t-1)^{-1}$, we have

$$d(C\partial(T))(fd\pi) + C\partial(dT)(fd\pi) = \int_{\mathbb{C}} \frac{\partial\phi(t)}{\partial t} \frac{dt \wedge d\bar{t}}{t-1} = \phi(1) = T(fd\pi),$$

because, as supp $f$ is bounded and supp $T$ has positive distance from 0, the function $\phi(t)$ is compactly supported. □

**Corollary 5.1.11** $C\partial(T)$ belongs to $N_{k+1,q-\text{loc}}(E)$ and it is of bidimension $(0, k+1)$.

**Proof:** Employing the previous Proposition, we repeat the proof of Proposition 10.2 in [4], obtaining the continuity of $C\partial(T)$ as a quasi-local metric current. Moreover, an easy calculation shows that, given $fd\pi \in E^{k}_{\text{q-loc}}(E)$ and $h \in \mathcal{O}(E)$, we have

$$C\partial(T)(f \partial h \wedge d\pi) = 0$$

so $C\partial(T)$ is of bidimension $(0, k+1)$. □

**Corollary 5.1.12** We have $\partial C\partial(T) = C\partial(\partial T) + T$.

**Proof:** For a $(0, q)$-current $S$, $dS = \partial S$. □

In view of the previous results we have the following quasi-local solution for the Cauchy-Riemann equation.

**Theorem 5.1.13** Let $T \in N_{k}(E)$ be a $(0, k)$-current, with $\partial T = 0$, such that supp $T$ is bounded with a positive distance from 0. Then there exists a quasi-local metric $(0, k+1)$-current $U$ such that $\partial U = T$.

**Proof:** If $dT = \partial T = 0$, then, letting $U = C\partial(T)$, we have

$$\partial U = C\partial(\partial T) + T = T$$

as quasi-local currents. □

**Remark 5.1.3** We can control the mass of the solution $U$ on a ball by the mass of $T$ on that ball, with a constant depending only on the support of $T$, the dimension of $T$ and the radius of the ball.

This result can at once be extended to $(p, q)$-currents, if we add the request that $\partial T = \partial T = 0$.

**Corollary 5.1.14** Let $T \in N_{k}(E)$ be a $(p, q)$-current, with $\partial T = \partial T = 0$, such that supp $T$ is bounded with a positive distance from 0; then there exists a quasi-local metric $(p, q+1)$-current $U$ such that $\partial U = T$.

**Proof:** We perform the same cone construction and we note that, by Proposition[5.1.10] $dC\partial(T) = T$. Now, if $fd\pi \in E^{k}_{\text{q-loc}}(E)$ has $p+1$ holomorphic differentials, say $\pi_{1}, \ldots, \pi_{p+1}$, and $h \in \mathcal{O}(E)$, then

$$T \left(f \frac{\partial h_{i}}{\partial t} d\pi\right) = T(0d\pi) = 0$$
\[ T \left( f_t \frac{\partial \pi_{jt}}{\partial t} \right) = T(0d\pi_{jt}) = 0 \quad \text{for } 1 \leq j \leq p + 1 \]

and \( d\pi_{jt}, \) for \( j \geq p + 2, \) contains \( p + 1 \) holomorphic differentials, so \( T(\sigma d\pi_{jt}) = 0 \) for any \( \sigma \) with bounded support. This means that \( C_{\pi}(T) \) is a \((p, q + 1)\)-current; since \( dC_{\pi}(T) = T \) is of bidimension \((p, q)\), we conclude that \( dC_{\pi}(T) = \bar{\partial}C_{\pi}(T). \square \)

With some more effort, we can obtain the general result for \((p, q)\)-currents.

**Theorem 5.1.15** Let \( T \in N_\kappa(E) \) be a \((p, q)\)-current, with \( \bar{\partial}T = 0, \) such that \( \text{supp } T \) is bounded with a positive distance from \( 0; \) then there exists a quasi local metric \((p, q + 1)\)-current \( U \) such that \( \bar{\partial}U = T. \)

**Proof:** We remark that, as \( T \) is normal and \( \bar{\partial}T = 0, \) then \( dT \) admits a Dolbeault decomposition, where \((dT)_{p-1,q} = \bar{\partial}T = dT. \) Let \( h_1, \ldots, h_p \in \mathcal{O}(E) \) be holomorphic functions and set \( H = (h_1, \ldots, h_p); \) then

\[ S_H = T_{\pi}(1, h_1, \ldots, h_p) \]

is a \((0, q)\)-current such that

\[ \bar{\partial}S_H = dS_H = (dT)_{\pi}(1, h_1, \ldots, h_p) = (dT)_{p-1,q}(1, h_1, \ldots, h_p) \]

and the last term is 0 by the definition of \((p - 1, q)\)-current. Therefore \( \bar{\partial}S_H = 0. \)

Now, by virtue of Theorem 5.1.13 there exists a \((0, q + 1)\)-current \( V_H \) such that \( \bar{\partial}V_H = S_H; \) for each \((f, H, \pi) \in E_{q-loc}^k(E) \) with \( H \) a \( p \)-tuple of holomorphic functions, we define the metric functional

\[ U(f, H, \pi) = V_H(f, \pi) \]

and we set

\[ U(f, \eta) = 0 \]

whenever \( \eta \) contains at most \( p - 1 \) holomorphic functions and at least \( q + 2 \) antiholomorphic functions.

It is easy to check that \( U \) is then defined for all (quasi-local) \( k + 1 \)-form with either holomorphic or antiholomorphic differentials; this allows us to extend \( U \) as a multilinear, local, alternating functional on the (quasi-local) \( k + 1 \)-forms with analytic coefficients.

Whenever \( \text{supp } f \subseteq B(0, R), \) we have

\[ |U(f, H, \pi)| = |V_H(f, \pi)| \leq \prod_{j=1}^{q+1} \text{Lip}(\pi_j) C(R) \int_{B(0,R)} |f|d\|S_H\| \leq \]

\[ \leq \prod_{j=1}^{p} \text{Lip}(h_j) \prod_{j=1}^{q} \text{Lip}(\pi_j) C(R) \int_{B(0,R)} |f|d\|T\|. \]

Thus \( \|U\|_{B(0,R)} \leq C(R)\|T\|_{B(0,R)}, \) which means that the mass of \( U \) is quasi-locally finite, wherever \( U \) is defined.

Moreover, let \((f, \eta) \) be a \( k \)-form with each of \( \eta_1, \ldots, \eta_k \) holomorphic or antiholomorphic and

\[ f = \chi_{B(0,R)} \cdot g \]

for some \( r < R \) and \( g \) holomorphic or antiholomorphic. Then

\[ dU(f, \eta) = U(\chi_{B(0,R)} \cdot g, \eta). \]
If \((g, \eta)\) contains more than \(p\) holomorphic functions or more than \(q + 1\) antiholomorphic functions, then \(dU(f, \eta) = 0\).

If \(\eta = (H, \pi)\), with \(H = (h_1, \ldots, h_p)\) holomorphic, then
\[
|dU(f, \eta)| = |U(\chi_{B(0,R)}, g, H, \pi)| = |V_H(\chi_{B(0,R)}, g, \pi)| = |(dV_H)(f, \pi)|
= |S_H(f, \pi)| = |T(f, H, \pi)| = |T(f, \eta)|
\]
so, in this case \(|dU| \leq |T|\).

If \(\eta\) contains only \(p - 1\) holomorphic functions, then \(g\) has to be holomorphic (otherwise \(U(\chi_{B(0,R)}, g, \pi) = 0\)); so we set \(\eta = (\pi', H')\) and
\[
|U(\chi_{B(0,R)}, g, \pi', H')| = |V_{gH'}(\chi_{B(0,R)}, \pi')|
= |(dV_{gH'})(\pi'_1\chi_{B(0,R)}, \pi'_2, \ldots, \pi'_{q+1})|
= |S_{gH'}(\pi'_1\chi_{B(0,R)}, \pi'_2, \ldots, \pi'_{q+1})| = |T(\pi'_1\chi_{B(0,R)}, g, H', \hat{\pi}'_1)|
= |dT(f\pi'_1, H', \hat{\pi}'_1) - T(f, \pi'_1, H', \hat{\pi}'_1)| = |dT(f\pi'_1, H', \hat{\pi}'_1)|
\]
where we have employed the definition of boundary and the definition of \((p, q)\)-current.

We can suppose, without loss of generality, that \(\pi'_1(0) = 0\), so that we get
\[
||dU|| \leq R||dT||.
\]

We infer \(|dU| \leq \max\{|T|, R||dT||\}\), on the space of forms \((f, \eta)\) where every component is either holomorphic or antiholomorphic on \(B(0, R) \supseteq \text{supp } f\).

This allows us to extend \(U\) as a quasi-local current on forms \((f, \eta) \in \mathcal{E}^{k+1}_{q-\text{loc}}(E)\) with \(f = g\chi_{B(0,R)}\) for some \(R\) and \(g\) holomorphic or antiholomorphic; by linearity in the first component, we can allow \(g\) to be analytic, then by density (and quasi-local finiteness of mass) we can extend \(U\) to \(\mathcal{E}^k_{q-\text{loc}}(E)\).

By the previous computations, \(U\) is then a quasi-locally normal current, of bidimension \((p, q + 1)\), with \(\overline{\partial}U = T\); moreover, the mass of \(U\) is controlled, on a fixed ball, by the mass of \(T\) and we have \(|U|_{B(0,R)} + ||dU||_{B(0,R)} \leq A(R)||T|| + B(R)||dT||\). □

**Remark 5.1.4** The hypothesis that 0 has positive distance from the support of \(T\) can be avoided, by constructing the cone from a point different from the origin, as long as the support of \(T\) is bounded.

Boundedness of \(\text{supp } T\) seems much harder to get rid of and, to date, we do not even know if it is possible. In the same way, it is not apparent that one can improve the estimates on mass in order to obtain a metric current (not a quasi-local one) from the cone construction. In the one-dimensional case, this cone construction consists in the convolution with the Cauchy kernel, which does not in general give a compactly supported solution.

Two natural questions arise:

i. are there conditions on \(T\) ensuring that the solution to \(\overline{\partial}U = T\) obtained with the cone construction has bounded support? or finite mass?

ii. can the alleged solution with bounded support be obtained as a minimizer for the mass or the quasi-local mass among all quasi-local solutions to the Cauchy-Riemann equation?
5.2 Analytic sets in Hilbert spaces

There are many possible definitions for a finite dimensional analytic set in an infinite-dimensional space. Here we adopt the following (see [55]). Let $H$ be a complex Hilbert space (or more generally a Banach space): a closed set $A \subset H$ will be called a finite-dimensional analytic set in $H$ if, locally in $H$, $A$ is an analytic subspace of a complex submanifold of $H$ of finite dimension.

**Remark 5.2.1** This definition is equivalent to the one given by Douady in [16] (see [55] for the details).

Another possible (and equivalent) definition is the following (see [9]): $A \subset H$ is a finite-dimensional analytic set if for each $v \in H$ there exist a neighborhood $U$, another complex Hilbert space $H'$ and a holomorphic map $F : U \to H'$ whose differential has finite dimensional kernel such that $A \cap U = F^{-1}(0)$. This follows easily from the Implicit Function Theorem; this turns out to be equivalent to asking for a map whose differential has finite dimensional kernel and cokernel (i.e. a Fredholm map) such that $A \cap U = F^{-1}(0)$.

We recall a result from [55].

**Theorem 5.2.1** Let $X$ be an analytic subset of finite dimension, $W$ a hilbertian manifold and $f : X \to W$ a proper holomorphic map. Then, $f(X)$ is a finite-dimensional analytic subset of $W$.

**Example** The properness assumption cannot be dropped as shown by the following example. Let us consider the space $\ell^2$ of square-summable sequences of complex numbers and consider the holomorphic map $g : \mathbb{D}^2 \to \ell^2$ given by

$$g(z, w) = \{zw^n\}_{n \in \mathbb{N}}.$$

The preimage of $\{0\}$ is $\{z = 0\}$, which is not compact. Let $X = g(\mathbb{D}^2)$ and assume, by contradiction, that there exists a holomorphic function $\Phi : \ell^2 \to \mathbb{C}$ vanishing on $X$; then $\Phi \circ g = 0$ and consequently

$$0 = \Phi \circ g(z, w) = \sum_{n,m \geq 0} \frac{\partial^{n+m} \Phi \circ g}{\partial z^n \partial w^m}(0, 0) \frac{z^n w^m}{n! m!}.$$

One has

$$0 = \frac{\partial \Phi \circ g}{\partial z} (0, 0) = \frac{\partial \Phi}{\partial e_0} (0)$$

$$0 = \frac{\partial^2 \Phi \circ g}{\partial w \partial z} (0, 0) = \frac{\partial}{\partial w} \left( \sum_j \frac{\partial \Phi}{\partial e_j} (g) \frac{\partial g_j}{\partial z} \right) (0, 0) =$$

$$\left( \sum_{j,k} \frac{\partial^2 \Phi}{\partial e_k \partial e_j} (g) \frac{\partial g_k}{\partial w} \frac{\partial g_j}{\partial z} + \sum_j \frac{\partial \Phi}{\partial e_j} \frac{\partial^2 g_j}{\partial w \partial z} \right) (0, 0) = \frac{\partial \Phi}{\partial e_1} (0, 0).$$

since

$$\frac{\partial g_k}{\partial w}(0, 0) = 0 \quad \forall k$$

and

$$\frac{\partial^2 g_k}{\partial z \partial w}(0, 0) \neq 0 \iff g_k(z, w) = zw \iff k = 1.$$
Proceeding in this way, we can show that $\partial \Phi / \partial e_j = 0$ in $0 \in \ell^2$, for all $j \in \mathbb{N}$. Therefore all the derivatives of $\Phi$ vanish at the origin, which means that no regular hypersurface of $\ell^2$ can contain a neighborhood of $0 \in X$.

The major advantage of the given definition is that we can recover the local properties of finite-dimensional analytic sets in an infinite dimensional space from the usual local results on analytic sets in a complex manifold. In particular, let $X$ be a finite-dimensional analytic set in $H$, then

i. $X$ admits a local decomposition in finitely many irreducible components;

ii. such a decomposition is given by the closure of the connected components of the regular part of $X$;

iii. for every $x \in X$ there exist a finite-dimensional subspace $L$ of $H$ and an orthogonal projection $\pi : H \to L$ which realizes a neighborhood of $x \in X$ as a finite covering on $L$;

iv. $X$ is locally connected by analytic discs;

v. if $X$ is irreducible, every nonconstant holomorphic function is open;

vi. if $X$ is irreducible, the maximum principle holds;

vii. if $X$ is compact and $H$ is holomorphically separable, then $X$ is finite.

The behaviour of the analytic sets in a Banach space can vary wildly, depending on the properties of the space. We give here some examples.

**Example** Let $c_0$ be the vector space of sequences of complex numbers vanishing at infinity, i.e. $\{a_n\} \subset \mathbb{C}$ such that $\lim_{n \to \infty} a_n = 0$; $c_0$ is a Banach space with the supremum norm. We consider the holomorphic map $f : \mathbb{D} \to c_0$ given by

$$f(z) = \{z^n\}_{n \in \mathbb{N}};$$

$f$ is a regular and injective holomorphic map; its image is contained in the unit ball of $c_0$ and if $\{z_k\}$ is a sequence converging to $b\mathbb{D}$, $\{f(z_k)\}_k$ does not converge, therefore $f$ is proper. Thus, $f(\mathbb{D})$ is a complex manifold of dimension 1 in $E$, which is bounded.

**Example** Generalizing the previous example, we consider the Banach space of $p$–summable sequences of complex numbers $\ell^p$ and the holomorphic map $F : \mathbb{D}^k \to \ell^p$ given by

$$F(z_1, \ldots, z_k) = \{z^I\}_I$$

where $I$ varies through all the multi-indeces of length $k$. We have that

$$|z^I| \leq (\max\{|z_1|, \ldots, |z_k|\})^{|I|}$$

and the number of multiindexes $I$ with $|I| = i_1 + \ldots + i_k = m$ is

$$\binom{m+k-1}{k-1}$$

which is less than $(2m)^k$ if $m$ is large enough. Therefore

$$\sum_I |z^I|^p \leq \sum_m (2m)^k (\max\{|z_1|, \ldots, |z_k|\})^m$$

which converges for $\max\{|z_1|, \ldots, |z_k|\} < 1$.

Again, the map $F$ is regular, injective and proper with unbounded image $F(\mathbb{D}^k)$. We observe that $F(\mathbb{D}^k)$ provides an example of finite dimensional manifold not contained in any finite-dimensional linear subspace.
5.2.1 Positive currents

The definition of positive current given in 2.2.6 applies to currents in infinite dimensional spaces as well. We say that a current is finitely positive if every finite dimensional projection of it is positive.

**Proposition 5.2.2** Let $\Omega \subset H$ be an open set. $T \in M_{2p}(\Omega)$ is positive if and only if it is finitely so.

**Proof:** Obviously, if $T$ is positive then every complex linear pushforward of it is positive. On the other hand, if $p_m : H \to \mathbb{C}^m$ is the projection on the first $m$ coordinates, then, by Proposition 5.1.1, $f \circ p_m \to f$ pointwise and $\text{Lip}(f \circ p_m) \leq \text{Lip}(f)$.

Therefore,

$$T(f, \pi_1, \ldots, \pi_p) = \lim_{m \to \infty} T(f \circ p_m, \pi_1 \circ p_m, \ldots, \pi_p \circ p_m) = \lim_{m \to \infty} (p_m)_! T(f|_{p_m(H)}, \pi_1|_{p_m(H)}, \ldots, \pi_p|_{p_m(H)}) \geq 0,$$

which is the thesis. □

On an infinite dimensional complex space, we can define plurisubharmonic functions as follows (see also [50] for a discussion of the properties of such functions).

Let $\Omega \subset H$ be an open set and let $u : \Omega \to \mathbb{R} \cup \{-\infty\}$ be an upper semicontinuous function (not identically equal to $-\infty$) such that

$$u(a) \leq \int_0^{2\pi} u(a + e^{i\theta}b)d\theta$$

for every $a \in \Omega$ and every $b \in H$ such that $a + \lambda b \in \Omega$ for every $\lambda \in \mathbb{C}$ with $|\lambda| \leq 1$.

Define $\partial^c = i(\partial - \overline{\partial})$.

**Proposition 5.2.3** Let $T \in M_{2p}(\Omega)$ be a positive closed current with bounded support and $u : \Omega \to \mathbb{R} \cup \{-\infty\}$ a bounded plurisubharmonic function. Then $dd^c(T \wedge u)$ is a closed, positive metric current with bounded support and the following estimate holds:

$$M^{dd^c(T \wedge u)} \leq \|u\|_\infty M(T).$$

**Proof:** We note that the result is true for any finite-dimensional projection of $T$. Namely, if $p_m$ is as above,

$$(p_m)_!^{dd^c(T \wedge u)} = dd^c((p_m)_!^{T \wedge (u \circ p_m)}) = dd^c(T_m \wedge u_m)$$

with $T_m$ a positive closed current with compact support in $\mathbb{C}^m$ and $u_m$ a bounded plurisubharmonic function. Then we know that

$$dd^c(T_m \wedge u_m) = T_m \wedge (dd^c u_m)$$

in the sense of distributions and for every compact $K$ we have

$$M_K(dd^c(T_m \wedge u_m)) \leq C\|u_m\|_\infty, K M_K(T_m).$$

By [6, Theorem 1.4], there exists a subsequence $T_{m_j}$ which converges in mass to $T$, therefore $M_B(T_{m_j}) \to M_B(T)$ for every bounded set $B$ in $\Omega$.

This means that, for $j$ big enough,

$$M_K(dd^c(T_{m_j} \wedge u_{m_j})) \leq C\|u\|_\infty, K M_K(T).$$
so, again by [6, Theorem 1.4], we can find a subsequence converging to some \( S \in M_{2p-2}(\Omega) \).

Such an \( S \) is such that \((\pi_m)_\sharp S = T_m\) for infinitely many \( m \), therefore \( S \) coincides, as a metric functional, with \( dd^c(T_m u) \). Moreover, \( S \) is positive and closed and

\[
M_K(S) \leq \|u\|_{\infty,K} M_K(T).
\]

We note also that \( \text{supp } S \subseteq \text{supp } T \). □

In view of the previous Proposition, we will denote by \( dd^c u \wedge T \) the current \( dd^c(T_m u) \).

Proceeding by induction, we can give a meaning to the writing

\[
dd^c u_1 \wedge \ldots \wedge dd^c u_p \wedge T
\]

for a current \( T \) in the hypotheses of the previous Proposition. Such a definition allows us to write an analogue of the Monge-Ampère operator in Hilbert spaces.

### 5.2.2 Currents of integration on analytic sets

Let \( V \) be a finite-dimensional analytic set in some open domain \( U \subset H \); since, by definition, \( V \) is locally contained in some finite-dimensional submanifold, we now that it is locally of finite volume. Therefore, we can define the current \([V]\) of integration on the regular part of \( V \); this will be, in general, a quasi-local metric current. However, if \( B \) is a bounded, closed subset of \( U \), the current \([V,B]\) will be a rectifiable metric current. The following results gives an estimate for the mass of such a current, analogous to Wirtinger formula in the finite dimensional case.

**Proposition 5.2.4** Let \( H \) be a Hilbert space, with scalar product \( \langle \cdot, \cdot \rangle \), \( V \) an analytic set in an open set \( U \subset H \), with \( \dim_C V_{\text{reg}} = p \). Let \( \Omega \) be a ball in \( U \) and let \([V]\) be the current of integration associated to \( V \cap \Omega \) in \( \Omega \). Then

\[
M([V]) \leq \lim_{n \to \infty} \sum_{1 \leq i_1 < \ldots < i_p \leq n} [V] \left( \frac{i^p}{2^{p!}} z_{i_1}, \bar{z}_{i_1}, \ldots, z_{i_p}, \bar{z}_{i_p} \right) < +\infty,
\]

where \( \{z_j\}_{j \in \mathbb{N}} \) are coordinate functions with respect to some orthonormal basis.

**Proof:** Given an orthonormal basis \( \{e_n\}_{n \in \mathbb{N}} \), let \( E_m = \text{span} \{e_1, \ldots, e_m\} \) and \( \pi_m : H \to E_m \) the orthogonal projection. We denote \([V]_m = (\pi_m)_\sharp [V]\) and observe that \([V]_m \to [V]\) weakly, so that by the semicontinuity of the mass we get

\[
M([V]) \leq \liminf_{m \to \infty} M([V]_m),
\]

where the masses are relative to \( \Omega \) or to \( \Omega_m = \Omega \cap E_m \) respectively.

On the other hand, the projections \( \pi_m \) have norm \( \|\pi_m\| \leq 1 \), so, if \( \mu \) is the mass measure of \([V]\), we have

\[
|[V]_m(f, \eta)| \leq \prod \text{Lip}(\eta_j) \int_{U_m} |f| d(\pi_m)_\sharp \mu.
\]

This implies that the mass measure \( \mu_m \) of \( E_m \) is dominated by \((\pi_m)_\sharp \mu\), therefore

\[
\mu_m \leq (\pi_m)_\sharp \mu \xrightarrow{m \to \infty} \mu
\]

which means that

\[
M([V]) = \mu(\Omega) \leq \liminf_{m \to \infty} \mu_m(\Omega) \leq \lim_{m \to \infty} (\pi_m)_\sharp \mu(\Omega) = \mu(\Omega) = M([V]).
\]
5.2. ANALYTIC SETS IN HILBERT SPACES

Now, $E_m$ with the induced scalar product is the usual complex hermitian space $\mathbb{C}^m$ and the pushforward of an analytic chain is again an analytic chain. Therefore

$$M([V]_m) \leq [V]_m(\omega_m^p/p!) = \mathcal{H}^{2p}(V_m) \leq C_pM([V]_m)$$

where

$$\omega_m = \frac{i}{2} \sum_{j=1}^m dz_j \wedge d\bar{z}_j = \frac{i}{2} \sum_{j=1}^m e_j^* \wedge \bar{e}_j^*$$

and $C_p$ is a constant depending only on $p$ (see [4], after Remark 8.4). Noticing that $[V]_m(\omega_m^p/p!) = [V](\omega_m^p/p!)$, we obtain

$$M([V]) \leq \lim_{n \to \infty} \sum_{1 \leq i_1 < \ldots < i_p \leq n} [V] \left( \frac{i^p}{2^p p!}, z_{i_1}, \bar{z}_{i_1}, \ldots, z_{i_p}, \bar{z}_{i_p} \right) \leq C_p M([V]) < +\infty,$$

which is the thesis. □

**Remark 5.2.2** The current $[V]$ is obviously positive, of bidimension $(k,k)$ for some $k$ and its boundary is supported outside $\Omega$.

Given an orthonormal basis $\{e_j\}_{j \in \mathbb{N}}$ and a multiindex $I = (i_1, \ldots, i_k)$, we denote by $\pi_I$ the orthogonal projection from $H$ onto $\text{Span}\{e_{i_1}, \ldots, e_{i_k}\}$.

**Theorem 5.2.5** Let $\Omega \subset H$ be a ball, $S$ be a rectifiable current in $\Omega$. Suppose that

1. $\text{supp} \, dS \cap \Omega = \emptyset$;
2. $S$ is a $(k,k)$ positive current.

Then $S$ can be represented as a sum with integer coefficients of integrations on the regular parts of analytic sets.

The absence of the specification *finite-dimensional* is not a misprint (see the Remark following the proof).

**Proof:** As $S$ is a metric current, we can define its pushforward through any Lipschitz map. We note that $(\pi_I)_*S = m_I[V_I]$ with $V_I = \pi_I(\Omega)$. By $(ii)$ we know that $m \geq 0$ and by the fact that $dS \cap \Omega = 0$, we deduce that $S$ is integral in $\Omega$, therefore $m \in \mathbb{N}$.

By Theorem 2.1.16 for almost every $y \in V_I$ we can define $\langle S, \pi_I, y \rangle$; moreover, we can find a $\mathcal{H}^{2k}$-rectifiable subset $B$ of supp $S$ and an integer multiplicity function $\theta(x)$ such that $S = [B], \theta$; then

$$\langle S, \pi_I, y \rangle = \sum_{x \in \pi_I^{-1}(y) \cap B} \theta(x)[x]$$

and

$$\sum_{x \in \pi_I^{-1}(y) \cap B} \theta(x) = \langle S, \pi_I, y \rangle(1) = m.$$

Let us call $G_I \subset V_I$ the set of $y$ such that the slice exists; then for $j \notin I$ and $z \in G$, we set

$$P_j(z, W) = \prod_{x \in \pi_I^{-1}(z) \cap B} (W - w_j(x))^\theta(x)$$

where $w_j(x)$ is the $j-$th coordinate of $x$ in the fixed orthonormal basis.
We note that
\[ \sum_{x \in \pi_I^{-1}(z) \cap B} \theta(x) w_j(x)^* = \langle S, \pi_I, z \rangle (w_j^*) \]
is a holomorphic function of \( z \), because \( \overline{\partial} S = 0 \), therefore by a classical argument \( P_j(z, W) \) is a polynomial with coefficients in \( \mathcal{O}(V_I) \) for every \( j \not\in I \).

After removing a \( \mathcal{H}^{2k} \)-negligible set from \( G_I \), we have that \( P_j(z, w_j) = 0 \) for every \( j \not\in I \) and every \( x = (z, w) \in \pi_I^{-1}(G_I) \cap B \).

Let us define
\[ X_I = \{ P_j(z, w_j) = 0 \ ; \ j \not\in I \} \quad X = \bigcup_I X_I . \]

We can look at \( X_I \) as the zero locus of the map
\[ P_I : H \to \text{Span}_\mathbb{C}\{ e_j : j \not\in I \} = H_1 \]
given by
\[ P_I(z, w) = \sum_{j \not\in I} e_j P_j(z, w_j) . \]

In order to show that \( P_I \) is well defined, we observe that, since \( P_j(z, W) \) is a polynomial in \( W \), for a fixed \( z \) we have
\[ |P_j(z, W)| \leq \min\{ d(W, w_j(x))^m, \ x \in \pi_I^{-1}(z) \cap B \} \]
with \( m \geq 1 \), if \( W \) is close enough to some \( w_j(x) \). Therefore, for \( p = (z, w) \) in a neighborhood of \( B \), we can write
\[ \sum_{j \not\in I} |P_j(z, w_j)|^2 \leq \sum_j |w_j - w_j(x)|^{2m} \leq \| p - x \|^{2m} < +\infty \]
where \( x \) is the nearest point in \( B \) to \( p = (z, w) \). The map \( P_I \) is obviously holomorphic, as its entries are polynomials in \( w_j \) with coefficients holomorphic in the first \( k \) coordinates.

This shows that \( X_I \) is locally given as the zero locus of a holomorphic map between Hilbert space, therefore it is an analytic set. Moreover, let \( x \in X_I \) be a smooth point and suppose that \( \text{dim}_\mathbb{C} T_x X_I > k \). By construction, \( \pi_I : T_x X_I \to \mathbb{C}^k \) has maximum rank, therefore we can find \( m \) such that, setting \( J = I \cup \{ m \} \), the projection \( \pi_J \) restricted to \( T_x X_I \) is surjective onto \( \mathbb{C}^{k+1} \). This means that \( P_m(z, W) \equiv 0 \), but this is impossible. So, \( \text{dim}_\mathbb{C} T_x X_I = k \), i.e. the regular part of \( X_I \) is a smooth \( k \)-dimensional complex manifold.

Now, let
\[ B_I = \{ x \in B : J_{2k} \pi_I(x) \neq 0 \} \]
i.e. the set of points \( x \) of \( B \) such that \( D \pi_I \) has rank \( 2k \) on the approximate tangent to \( B \) at \( x \); define also
\[ C_I = (B \cap V) \setminus \overline{\pi_I^{-1}(G_I)} . \]

We have
\[ \int_ {B_I \cap C_I} J_{2k} \pi_I(x) d\mathcal{H}^{2k}(x) = \int_{V_I \setminus G_I} \left( \int_{\pi_I^{-1}(y) \cap B} g dH^0 \right) d\mathcal{H}^{2k}(y) = 0 \]
where \( g \) is the characteristic function of \( B_I \cap C_I \). Since \( J_{2k} \pi_I > 0 \) on \( B_I \cap C_I \), this means that \( H^{2k}(B_I \cap C_I) = 0 \).

Obviously, \( B = \bigcup B_I \) and
\[ B \cap \left( \bigcup_I \overline{\pi_I^{-1}(G_I)} \right) \subset X , \]
\[ B \setminus \bigcup_I \pi_I^{-1}(G_I) = \bigcap_I (B \setminus \pi_I^{-1}(G_I)) \subseteq \bigcap_I ((B \setminus B_I) \cup (B_I \cap C_I)) \subseteq \bigcup_I (B_I \cap C_I) = D. \]

Since \( H^{2k}(B_I \cap C_I) = 0 \), we also have \( H^{2k}(D) = 0 \) and \( H^{2k}(B \setminus X) = 0 \). Moreover, as \( X \) is closed in \( \Omega \), \( \text{supp} \ S \subseteq \Omega \); therefore \( S \subseteq [B \cap X] \).

If we denote by \( X_{\text{reg}} \) the union of the regular parts of \( X_I \), we have that \( S_{\text{reg}}X \) is a \((k,k)\)-current, positive and closed, with support on a \( k \)-dimensional smooth complex manifold. Therefore, \( S_{\text{reg}}X \) can be written as a series with integer coefficients of the currents of integration on the connected components of \( X_{\text{reg}} \).

There exists \( r > 0 \) such that \( \pi_I(V) \) contains a ball of radius \( r \) for every \( I \); therefore, the \( H^{2k} \)-measure of the regular part of \( X_I \) is uniformly bounded from below independently of \( I \). On the other hand \( S_{\text{reg}}X \) is of finite mass; therefore it has to be a finite sum.

Finally, let us consider the rectifiable set \( R = B \setminus X_{\text{reg}} \). If we project it on the first \( m \) coordinates, for \( m \geq k + 1 \), we obtain that its image is the singular set of a \( k \)-dimensional analytic space, therefore \( H^{2k} \)-negligible; by [5, Theorem 8.2]

\[
\int_R J_{2k}(d^R \pi_{mx})dH^{2k}(x) = \int_{C^m} \sharp \{ x \in R \cap \pi_m^{-1}(y) \} dH^{2k}
\]

with \( \pi_m : H \rightarrow \text{Span}\{e_1, \ldots, e_m\} \) the orthogonal projection. Let us denote by \( \eta(x) \) the approximate tangent to \( R \) in \( x \); then the \( 2k \)-jacobian of \( \pi_m \) on \( \text{Tang}^{2k}(R, x) \) is given by the projection of \( \eta(x) \) on \( \text{Span}\{e_1, \ldots, e_m\} \).

We define \( A_m = \{ x \in R : J_{2k}(d^R \pi_{mx}) > 0 \} \) and we note that \( A_{k+1} \cup A_{k+2} \cup \ldots = R \), up to \( H^{2k} \)-negligible sets. But

\[
\int_{A_m} J_{2k}(d^R \pi_{mx})dH^{2k}(x) = \int_{C^m} \sharp \{ x \in A_m \cap \pi_m^{-1}(y) \} dH^{2k} = \int_{\pi_m(A_m)} \sharp \{ x \in R \cap \pi_m^{-1}(y) \} dH^{2k} = 0
\]

because \( \pi_m(A_m) \subseteq \pi_m(R) \), which is \( H^{2k} \)-negligible. Therefore \( H^{2k}(R) = 0 \), so \( S_{\text{reg}}X = S \) and this concludes the proof. \( \square \)

**Remark 5.2.3** We cannot show that \( X \) is a finite-dimensional analytic space in the sense precised in the beginning of this section; indeed, the example discussed before, the map \( f(z,w) = (zw^m)_n \), gives an analytic space which carries a current of integration which satisfies the hypotheses of the previous theorem but cannot be written as the integration on a finite-dimensional analytic space.

### 5.3 Boundaries of holomorphic chains

**Proposition 5.3.1** Let \( M \) be a compact \( C^1 \) submanifold of a complex reflexive Banach space \( E \) with complex structure \( J \), such that \( \dim_E M = 2p - 1 \) and \( \dim_C T_z M \cap JT_z M = p - 1 \) for every \( z \in M \). Then there exists a complex linear map \( F : E \rightarrow \mathbb{C}^n \) for some \( n > 0 \) which restricts to an embedding of \( M \) into \( \mathbb{C}^n \).

**Proof:** Given \( z \in M \), let \( l_{1,z}, \ldots, l_{p,z} \) linearly independent elements of \( E^* \) such that

\[
\ker l_{1,z} \cap \ldots \cap \ker l_{p-1,z} \cap T_z M \cap JT_z M = \{ 0 \}
\]

and

\[
\ker l_{1,z} \cap \ldots \cap \ker l_{p-1,z} \cap \ker \text{Re} l_{p,z} \cap T_z M = \{ 0 \};
\]
both these conditions are open. By compactness, we can find finitely many \( l_1, \ldots, l_N \) such that for every point \( z \in M \) there exists indexes \( j_1 < \ldots < j_p \) such that
\[
\ker l_{j_1} \cap \ldots \cap \ker l_{j_{p-1}} \cap T_z M \cap JT_z M = \{0\}
\]
and (viewing \( E \) as a real vector space)
\[
\ker l_{j_1} \cap \ldots \cap \ker l_{j_{p-1}} \cap \ker \Re l_{j_p} \cap T_z M = \{0\}.
\]
This means that if we define \( L : E \to \mathbb{C}^N \) by \( L = (l_1, \ldots, l_N) \), we have that the differential \( dL \) is always of real rank \( 2p - 1 \) on \( M \) and it is complex linear on \( T_z M \cap JT_z M \).

Let \( U_1, \ldots, U_h \) be the open sets and \( l_1, \ldots, l_p, l_{p+1}, \ldots, l_{2p}, \ldots, l_{hp} \) be the maps constructed as above and \( \{V_j\}_{j=1}^{K} \) a collection of open sets in \( M \) such that for each \( V_j \) there exists a \( U_{\nu(j)} \) such that \( V_j \subset U_{\nu(j)} \) and \( \bigcup V_j = M \).

For a fixed \( j \), the set \( L^{-1}(L(V_j)) \) is a union of \( \mu_j \) connected components which are relatively compact in some open sets \( U_{k_1}, \ldots, U_{k_{\mu_j}} \); therefore, there exist \( \mu_j \) linear maps \( f^1_j, \ldots, f^\mu_j_j \) such that for each connected component there is one map which separates it from the others, that is, a map which has different values on it and on the union of the others.

Now, consider the map \( F = (l_1, \ldots, l_{hp}, f^1_j, \ldots, f^\mu_j_j) \). By the first part of the construction, \( F \) has an injective differential on \( M \); by the second part, it is globally injective on \( M \). Therefore \( F \) is a holomorphic embedding of \( M \) into \( \mathbb{C}^n \), where \( n = hp + \mu_1 + \ldots + \mu_K \), realized with a complex linear map. \( \Box \)

Let \( M \) be a compact \( C^1 \) submanifold of a reflexive complex Banach space \( E \) with complex structure \( J \), with \( \dim \mathbb{R} M = 2p - 1 \). \( M \) induces a metric current \( [M] \) of dimension \( 2p - 1 \).

**Proposition 5.3.2** The following are equivalent:

i. \( \dim_{\mathbb{C}}(T_z M \cap (JT_z M)) = p - 1 \ \forall \ z \in M \);

ii. \( [M](\alpha) = 0 \) for every metric \( (r, s) \)-form \( \alpha \) on \( E \) with \( r + s = 2p - 1 \) and \( |r - s| > 1 \);

iii. \( M \) is locally the graph of a \( CR \)-function: for every \( z \in M \) there exists \( U \) neighbourhood of \( z \) in \( E \) such that \( M \cap U \) is the graph of a function \( f : \tilde{M} \to E' \), \( \tilde{M} \) a \( CR \)-submanifold of \( \mathbb{C}^p \), \( E' \) a closed subspace of \( E \) such that \( E = E' \oplus \mathbb{C}^p \) and \( f \) a \( CR \)-function on \( \tilde{M} \).

**Proof:** 1) \( \implies \) 2) Let \( \alpha = (f, g_1, \ldots, g_r, h_1, \ldots, h_s) \) and let \( i : M \to E \) an embedding whose differential is complex linear when restricted to (the preimage of) \( T_z M \cap JT_z M \); then \( [M] = i T \), with \( T \in M_{2p-1}(M) \). By the comparison theorem for manifolds, \( T \) is induced by a classical current \( T' \) on \( M \); but then,
\[
[M]([\alpha]) = T(f \circ i, g_1 \circ i, \ldots, h_s \circ i) = T'(f \circ id(g_1 \circ i) \wedge \ldots \wedge d(h_s \circ i)).
\]
The functions \( g_j \circ i \) have complex linear differentials on \( i^{-1}(TM \cap JTM) \), therefore if there are more than \( p \) of them, their wedge product will vanish; the same holds for the differentials of the functions \( h_j \circ i \). So \( [M]([\alpha]) = 0 \) if \( |r - s| > 1 \).

2) \( \implies \) 1) Let \( \rho : E \to \mathbb{C}^N \) be a finite-dimensional embedding for \( M \), which is holomorphic on \( E \). If
\[
\dim_{\mathbb{C}} T_{\rho(z)} \rho(M) \cap J_{\mathbb{C}^N} T_{\rho(z)} \rho(M) = \dim_{\mathbb{C}} T_z M \cap JT_z M < p - 1
\]
then there exists a metric \((r, s)\)-form \(\beta\) on \(\mathbb{C}^N\) with \(r + s = 2p - 1\) and \(|r - s| > 1\) such that
\[
\int_{\rho(M)} \beta \neq 0
\]
so
\[
\int_M \rho^* \beta \neq 0
\]
and \(\rho^* \beta\) is a \((r, s)\)-form on \(E\) with \(|r - s| > 1\).

3) \(\implies\) 1) Let \(f : \tilde{M} \to E'\) be the given CR-function; we define \(G : \tilde{M} \to \tilde{M} \times E'\) by \(G(p) = (p, f(p))\).

Let \(F : \mathbb{C}^p \oplus E' \to E\) be the given isomorphism; then \((F \circ G)_* T_p \tilde{M} = T_{F(p, f(p))} M\) and, since \(T_p \tilde{M}\) contains a complex subspace of complex dimension \(p - 1\), so does the tangent space of \(M\).

1) \(\implies\) 3) Let us fix \(z \in M\) and let \(H_z\) be the complex subspace of \(T_z E\) of (complex) dimension \(p\) containing \(T_z M\). By reflexivity, \(E = E'\), so we have a splitting of \(E = H_z \oplus E'\) for some closed subspace \(E'\). By construction, \(\pi : E \to H_z\) is a local embedding when restricted to a neighbourhood \(U\) of \(z\) in \(M\), because it has a maximum rank differential at \(z\).

Let \(\tilde{M}\) be the image of \(U\) trough \(\pi\); we have the function \(f : \tilde{M} \to E'\) defined by \((p, f(p)) \in U \cap \pi^{-1}(p)\). By construction, \(f_s|_{T_p \tilde{M} \cap JT_p \tilde{M}}\) is \(\mathbb{C}\)-linear, so \(f\) is a CR-function and \(U\) is its graph. \(\square\)

Let \(S\) be a \((2p - 1)\)-current with compact support in a complex manifold \(X\); we say that \(S\) is maximally complex if \(M_{r,s} = 0\) for \(|r - s| > 1\).

**Remark 5.3.1** \(S_{r,s}\) in general won’t be a metric current (see subsection 1.3 for an example). Nevertheless, the above definition makes sense for any current \(S\), as we only require that the functional \(M_{r,s}\) be zero for values \((r, s)\) such that \(|r - s| > 1\).

**Proposition 5.3.3** Let \(M\) be a \((2p - 1)\)-current with compact support in \(X\), \(F : X \to Y\) a Lipschitz holomorphic map. Suppose that \(M\) is maximally complex, then the same is true for \(F_* M\) and, if \(p > \dim_{\mathbb{C}} Y\), for \((M, F, \zeta)\), given that \(M\) is flat and slices exist.

**Proof:** Obviously, we have \((F_* M)_{r,s} = F_* (M_{r,s})\) (this is an equality between metric functionals only, not metric currents).

Moreover, if \(\dim_{\mathbb{C}} Y < p\) and if \((M, F, \zeta)\) exists for some \(\zeta \in Y\), let \(\{\rho_{\epsilon, \zeta}\}\) be a family of smooth approximations of \(\delta_{\zeta}\). Then locally (with \(\text{supp} \ f\) contained in a manifold chart for \(Y\))
\[
(M, F, \zeta)(f, \eta) = \lim_{\epsilon \to 0} M(f \rho_{\epsilon, \zeta}, F, \eta).
\]
So, if \(M_{r,s} = 0\) for \(|r - s| > 1\) then also \((M, F, \zeta)_{r-s,m-s} = 0\) for \(1 < |r - s| = |(r - m) - (s - m)|\), with \(m = \dim_{\mathbb{C}} Y\). \(\square\)

A \(MC\)-cycle in a complex Banach space \(E\) is a maximally complex \((2p - 1)\)-dimensional closed metric current, with compact support.

The definition is meaningful for \(p = 1\); the notion of moment condition which substitutes the maximal complexity for \(1\)-dimensional currents cannot be given that easily in a Banach space and it turns out to be not automatically satisfied by a maximally complex current of higher dimension. The philosophical reason is the greater distance, in Banach spaces, between local and global aspects.

The following Theorem follows easily from Proposition 5.3.3 and from the slicing properties of rectifiable currents.
Theorem 5.3.4 Let $M$ be a rectifiable MC-cycle of dimension $(2p-1)$ in a Banach space $E$ and consider an holomorphic Lipschitz map $F : E \to \mathbb{C}^n$. Then

i. $F^*M$ is a rectifiable MC-cycle of dimension $(2p-1)$ in $\mathbb{C}^n$;

ii. if $m < p - 1$, $(M,F,\zeta)$ is a rectifiable MC-cycle of dimension $2(p - m) - 1$ in $E$.

Remark 5.3.2 By Theorem 2.1.16, the slice $(M, F, \zeta)$ exists rectifiable for almost every $\zeta \in \mathbb{C}^m$.

Theorem 5.3.5 Let $M$ be an MC-cycle of dimension $(2p-1)$ in $E$. Then, for every linear projection $\pi : E \to \mathbb{C}^p$ and every $\phi \in \mathcal{O}(\text{supp} \ M)$, we have

$$\overline{\partial}[\pi_2(\phi M)]^{0,1} = 0.$$ 

Moreover, there is a unique integrable compactly supported function $c_\phi$ in $\mathbb{C}^p$ such that

$$\overline{\partial}c_\phi = [\pi_2(\phi M)]^{0,1}$$

and such a function can be obtained by convolution with the Cauchy kernel or the Bochner-Martinelli kernel.

Proof: We know that $dM = 0$; since $M$ is maximally complex, we have

$$M = M_{p,p-1} + M_{p-1,p}$$

so

$$0 = dM = (dM)_{p-2,p} + (dM)_{p-1,p-1} + (dM)_{p,p-2}.$$ 

In particular, this means that $(dM)_{p,p-2} = 0$. Therefore

$$\overline{\partial}[\pi_2(\phi M)]^{0,1} = \overline{\partial}[\pi_2(\phi M)]_{p,p-1} = [d\pi_2(\phi M)]_{p,p-2} = [\pi_2(d\phi M)]_{p,p-2}$$

$$= [\pi_2(\phi dM)]_{p,p-2} + [\pi_2(M_{\bot}(1,\phi))]_{p,p-2}$$

but $M_{\bot}(1,\phi)$ has non vanishing $(r,s)$--components only for $(r,s) = (p-1,p-1)$ or $(r,s) = (p-2,p-1)$, so $[\pi_2(M_{\bot}(1,\phi))]_{p,p-2} = 0$ and then

$$\overline{\partial}[\pi_2(\phi M)]^{0,1} = [\pi_2(\phi dM)]_{p,p-2} = \pi_2(\phi (dM)_{p,p-2}) = 0.$$ 

We note that $\pi_2(\phi M)$ is a metric current in $\mathbb{C}^p$, therefore it is also a classical one, consequently its component of bidegree $(0,1)$ is a classical current as well and by the previous computation is $\overline{\partial}$--closed. By a standard convolution-contraction with either the Cauchy kernel or the Bochner-Martinelli kernel, we can fin a compactly supported integrable function $c_\phi$ as requested. □

Theorem 5.3.6 Let $M$ be a compact, oriented $(2p-1)$--manifold (without boundary) of class $\mathcal{C}^2$ embedded in $H$, and suppose that there exists an orthogonal decomposition $H = \mathbb{C}^p \oplus H'$ such that the projection $\pi : H \to \mathbb{C}^p$, when restricted to $M$, is an immersion with transverse self-intersections. Then if $M$ is an MC--cycle there exists a unique holomorphic $p$--chain $T$ in $H \setminus M$ with $\text{supp} \ T \Subset H$ and finite mass, such that $dT = [M]$ in $H$. 

Proof: Let $m = \pi(M) \subset \mathbb{C}^p$; for every $\lambda \in H' \setminus \{0\}$, we define $\pi^\lambda(z) = (\pi(z), \langle z, \lambda \rangle) \in \mathbb{C}^{p+1}$.

By the previous results, $M^\lambda$ satisfies the same hypotheses in $\mathbb{C}^{p+1}$, therefore by [28, Theorem 6.1] we can solve the problem for $M^\lambda = \pi^\lambda(M)$, finding a holomorphic $p$–chain $T^\lambda$ in $\mathbb{C}^{p+1} \setminus M$ with the required properties. Following the proof of Theorem 6.1 in [28], we write

\[ \mathbb{C}^p \setminus m = U_0 \cup U_1 \cup \ldots \cup U_k \]

where the $U_j$ are connected components and $U_0$ is unbounded; $T^\lambda$ is locally on each $U_j$ union of graphs of holomorphic functions

\[ F_{j,h}^{\lambda,h} : U_j \to \mathbb{C} \quad h = 1, \ldots, n_{\lambda,j} . \]

Given another $\lambda' \in H' \setminus \{0\}$, we can consider the $p$–chain $T^{\lambda'}$, which will be given by holomorphic functions

\[ F_{j,h}^{\lambda',h} : U_j \to \mathbb{C} \quad h = 1, \ldots, n_{\lambda',j} ; \]

however, we can also consider, in $\mathbb{C}^{p+2}$, the manifold $M^{\lambda,\lambda'}$ and the associated solution $T^{\lambda,\lambda'}$; denoting by $p$ and $p'$ the restrictions of $\pi^\lambda$ and $\pi^{\lambda'}$ to $\mathbb{C}^{p+2}$, we have

\[ p_* T^{\lambda,\lambda'} = T^\lambda \quad p'_* T^{\lambda,\lambda'} = T^{\lambda'} . \]

Since the differentials of $p$, $p'$ are of rank $2p - 1$ on $M^{\lambda,\lambda'}$ and because $p$ and $p'$ are holomorphic, their differentials are at least of rank $2p$ on $M^{\lambda,\lambda'}$; this means that they are of rank $2p$ in a neighborhood of $M^{\lambda,\lambda'}$ in $M^{\lambda,\lambda'} \cup \text{supp } T^{\lambda,\lambda'}$ (which is locally a $\mathcal{C}^2$ manifold with boundary by Lemma 6.8 in [28], ), therefore $n_{\lambda,j} = n_{\lambda,\lambda',j} = n_{\lambda',j}$ for every $j$ and every $\lambda, \lambda' \in H' \setminus \{0\}$.

Let $\{\lambda_i\}_{i \in I}$ be an orthonormal basis for $H'$ and consider the holomorphic functions

\[ F_{j,h}^{\lambda_i,h} : U_j \to \mathbb{C} \quad j = 1, \ldots, k, \; h = 1, \ldots, n_j, \; i \in I \]

and define

\[ F_{j}^{h} = \sum_{i \in I} \lambda_i F_{j}^{\lambda_i,h} . \]

The function $F_{j}^{h}$ is well defined. For any finite subset of indices $J \subset I$, we can consider the projection

\[ p_J : H \to \mathbb{C}^p \oplus \text{Span}\{\lambda_i\}_{i \in J} \]

and the pushforward $[M]_J = (p_J)_* [M]$; the functions $\{F_{j}^{\lambda_i,h}\}_{i \in J}$ give a solution for the finite-dimensional problem with datum $[M]_J$, therefore $S_{J,j,h} = \sum_{i \in J} F_{j}^{\lambda_i,h} \lambda_i$ is a holomorphic function with values in a finite-dimensional vector space, such that

\[ |S_{J,j,h}(z)| \leq R \]

where $R$ is such that $\text{supp } [M]_J \subset \mathbb{C}^p \times B(0,R)$, $B(z,r)$ being the ball with center $z$ and radius $r$ in $\text{Span}\{\lambda_i\}_{i \in J}$.

Now, let us take $I = \mathbb{N}$ and fix $\epsilon > 0$. By compactness, we can find $I' \subset I$ finite and set

\[ V_{\epsilon} = \mathbb{C}^p \oplus \text{Span}\{\lambda_i\}_{i \in I'} \]

so that $d(M, V_{\epsilon}) < \epsilon$; let $H'_e$ be the topological complement of $V_{\epsilon}$ in $H$, then the projection of $M$ on $H'_e$ lies in a ball of radius $\epsilon$ around $0$. Now, for any finite subset $J \subset I$ such that $\min J > \max I'$, we have that

\[ |S_{J,j,h}(z)| \leq \epsilon . \]
showing that the sequence of maps from $U_j$ to $H'$

$$\left\{ \sum_{i=0}^{m} F_{j}^\lambda, h(z)\lambda_i \right\}_{m \in I}$$

is a Cauchy sequence with respect to the supremum norm on $U_j$. Therefore the limit $F_j^h(z)$ is well defined and continuous on the closure of $U_j$, because every element of the sequence is.

The function $F_j^h$ is holomorphic. Indeed, for any $\lambda \in H'$, we write

$$\lambda = \sum_{i \in I} \alpha_i \lambda_i$$

and

$$\langle F_j^h(z), \lambda \rangle = \sum_{i \in I} \alpha_i F_j^\lambda, h(z)\lambda_i .$$

We now observe that

$$\left\| \sum_{i \in I} \alpha_i F_j^\lambda, h(z) \right\| \leq \sqrt{\sum_{i \in I} |F_j^\lambda, h(z)|^2} \sqrt{\sum_{i \in I} |\alpha_i|^2} \leq \|\lambda\|_{H'} \sqrt{\sum_{i \in I} |F_j^\lambda, h(z)|^2}_{\infty, U_j} < \|\lambda\|_{H'} \| F_j^h \|_{\infty, U_j}$$

which is finite, and this implies that the sequence of holomorphic functions

$$\left\{ \sum_{i=0}^{m} \alpha_i F_{j}^\lambda, h \right\}_{m \in I}$$

converges uniformly on $U_j$. The limit is then holomorphic, so $F_j^h$ is holomorphic.

The function $F_j^h$ extends $C^1$ to the boundary. By [28], there exist sets $A \subset m$ and $A_i \subset M^{\lambda_i}$ with $\pi(A_i) = A$, which are $H^{2p-1}$-negligible and such that outside them we have $C^1$ regularity for $\text{supp} T^{\lambda_i} \cup M^{\lambda_i}$ and for the functions $F_j^\lambda, h$. Let us consider $p \in m \cap U_j \setminus A$; for each $i \in I$, one of the following two cases can occur:

i. $F_j^\lambda, h(p) \notin M^{\lambda_i}$,

ii. $F_j^\lambda, h(p) \in M^{\lambda_i}$.

In the former, $F_j^\lambda, h$ extends holomorphically through $p$, whereas in the latter we can find a relatively compact neighborhood $V$ of $p$ in $m$ such that $F_j^\lambda, h$ coincides on $V$ with some $CR$ function $f : V \to M^{\lambda_i}$. In both cases, $F_j^\lambda, h$ is of class $C^1$ near $p$. Let $U$ be an open set with $C^1$ boundary in $U_j$ such that $bU_j \cap bU = V$.

The restrictions of the derivatives of $F_j^h$ to $bU_j$ are continuous, when we derive in a direction tangent to $TbU$; however, by the Cauchy-Riemann equations, we can control the normal derivative with the tangential ones, therefore also the normal derivative of $F_j^h$ is a continuous function when restricted to $bU$.

We note that from this follows that the image of $bU$ through one of these maps is a compact set in $H'$ and we can replicate the previous argument, obtaining that the sequence

$$\left\{ \sum_{i=0}^{m} \frac{\partial}{\partial z^s} F_{j}^\lambda, h(z)\lambda_i \right\}_{m \in I}$$
is a Cauchy sequence with respect to the supremum norm on $U$.

Therefore, the limit is continuous on the closure of $U$, thus implying that

$$\left\| \frac{\partial}{\partial z} F^h_j \right\|_{\infty, U} < +\infty.$$ 

Moreover, on $bU \cap bU_j = V$, $F^h_j$ coincides with $f$ and we can cover $H^{2p-1}$—almost all of $bU_j$ with open sets where $F^h_j$ coincides with some CR-functions realizing $M$ as a graph. Therefore, as $M$ is a compact $C^1$ manifold,

$$\left\| \frac{\partial}{\partial z} F^h_j \right\|_{\infty, bU_j} < +\infty,$$

hence

$$\left\| \frac{\partial}{\partial z} F^h_j \right\|_{\infty, U_j} < +\infty.$$

The current of integration on the graph of $F^h_j$ has finite mass. By the previous paragraph, there exists a constant $C_{h,j}$ such that

$$|\nabla F^h_j(z)|^2 = \sum_{i \in I} |\nabla F^{\lambda_i, h}_j(z)|^2 \leq C_{h,j} \quad \text{for every } z \in U_j.$$

It is easy to show that there exists a polynomial $g_p(X)$ such that

$$\sum_i |a_i| \leq S < +\infty \implies \sum_{|J|=p} \prod_{i \in J} |a_i| \leq g_p(S) < +\infty.$$

Therefore

$$\sum_{|J|=p} \prod_{i \in J} |\nabla F^{\lambda_i, h}_j(z)| \leq g_p(C_{h,j}) < +\infty \quad \text{for every } z \in U_j.$$

We consider the $(p, p)$—form

$$\eta^h_j(z) = \sum_{|J|=p} \prod_{i \in J} dF^{\lambda_i, h}_j(z) \wedge d\bar{F}^{\lambda_i, h}_j(z)$$

which is well-defined by the previous estimates and note that

$$\|\eta^h_j\|_{\infty, U_j} \leq g_p(C_{h,j}).$$

Let $\{w_i\}_{i \in I}$ be coordinates for the basis $\{\lambda_i\}_{i \in I}$, i.e. $w_i(v) = \langle v, \lambda_i \rangle$ for $v \in H'$, and denote by $T_{h,j}$ the (alleged) current of integration on the graph of $F^h_j$. Then

$$T_{h,j}(1, w_{i_1}, \bar{w}_{i_1}, \ldots, w_{i_p}, \bar{w}_{i_p}) = \int_{U_j} dF^{\lambda_{i_1}, h}_j(z) \wedge d\bar{F}^{\lambda_{i_1}, h}_j(z) \wedge \ldots \wedge dF^{\lambda_{i_p}, h}_j(z) \wedge d\bar{F}^{\lambda_{i_p}, h}_j(z).$$

Therefore, by Proposition 5.2.4, we have

$$M(T_{h,j}) \leq \mathcal{L}^{2p}(U_j) \sum_{p'=0}^{p} g_{p'}(C_{h,j}) < +\infty.$$ 

We have to sum all the values from 0 to $p'$ because we apply the formula of Proposition 5.2.4 in $H$ and not in $H'$, so we have to consider also the $p$—tuples of coordinates coming in part from $\mathbb{C}^p$ and in part from $H'$. 
As the $F^h_j$ are a finite number of functions, we can consider the metric functional of integration on their graphs and denote it by $T$. $T$ is a holomorphic $p-$chain in $H \setminus M$, it has finite mass and its support is contained in a product of discs, therefore it is relatively compact in $H$. Moreover, for $H^{2p-1}-$almost every point in $M$ there is a neighborhood where $\text{supp } T \cup M$ is a $C^1$ manifold.

This implies that $T$ is a metric rectifiable $(p,p)-$current in $H$. We note that for any finite-dimensional projection $p : H \to \mathbb{C}^m$, we have that $d(p\sharp T) = p\sharp [M]$; it is an easy application of Theorem 5.1.3 to show that this implies $dT = [M]$. Finally, it is not difficult to see that the map $x \mapsto (x, F^h(x))$ is proper into $H \setminus M$, which is an hilbertian manifold, hence by Theorem 5.2.1 its image is a finite dimensional complex space in $H \setminus M$. \hfill \Box
Un-conclusions

What we tried to present in the previous pages cannot honestly be called a theory of metric currents on complex spaces: such a broad generality is far from being achieved. Instead, we spotted some possible applications of metric currents to the complex context, highlighting the characteristics of metric current who made these particular examples sound sensible to us.

In order to complete this picture, many gaps need to be plugged.

On the side of the Cauchy-Riemann equation on singular spaces, we weren’t able to tackle the problem on a general singularity. The following questions remain unanswered:

i. is there a way to obtain a structure theorem for metric currents on a general singular space, maybe in connection with some growth conditions on the singular part? could this help to solve the $\overline{\partial}$ equation?

ii. can we generalize the $L^p$ methods used for curves on a higher dimensional space? can we use the condition given in Theorem 1.3.5 to study Cauchy-Riemann equation in $L^p$ on singular spaces, maybe with the aid of the representation formulas given in [8]?

iii. is it possible to finalize the method of solution we propose for hypersurfaces?

Another interesting question is related to the study of Sobolev spaces on singular complex spaces: can we employ the remarks made at the end of Chapter 3 to characterize the spaces where the density hypotheses hold?

Obviously, the last chapter raises the largest number of questions, starting form the very definition of finite-dimensional analytic set. In the characterization of holomorphic chains, we end up considering a wider class than the one given by the usual definition; which properties does this bigger class of spaces enjoy? Can we, at least in Hilbert spaces, give rise to a geometrically meaningful theory with this enlarged class?

Another question is related to the problem of boundaries of holomorphic chains; we solved the problem with a stronger hypothesis than the usual one, regarding the existence of a projection with only transversal crossings. Can we achieve an analogue of the classical result by Harvey and Lawson, where no mention of this requirement is made?

Finally, it would be interesting to study whether the Monge-Ampère equation can be solved with respect to a current and which geometrical applications could spring from this.

There are many more doubts and questions which can be given voice, but these seems to us, if not the most interesting, the most related to what we presented in this thesis.

As usual, the uncovered points and unanswered questions seem to be way more entertaining than what we already did.
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