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Abstract

In this paper we prove observability estimates for 1-dimensional wave equations with non-Lipschitz coefficients. For coefficients in the Zygmund class we prove a “classical” observability estimate, which extends the well-known observability results in the energy space for $BV$ regularity. When the coefficients are instead log-Lipschitz or log-Zygmund, we prove observability estimates “with loss of derivatives”: in order to estimate the total energy of the solutions, we need measurements on some higher order Sobolev norms at the boundary. This last result represents the intermediate step between the Lipschitz (or Zygmund) case, when observability estimates hold in the energy space, and the Hölder one, when they fail at any finite order (as proved in [9]) due to an infinite loss of derivatives. We also establish a sharp relation between the modulus of continuity of the coefficients and the loss of derivatives in the observability estimates. In particular, we will show that under any condition which is weaker than the log-Lipschitz one (not only Hölder, for instance), observability estimates fail in general, while in the intermediate instance between the Lipschitz and the log-Lipschitz ones they can hold only admitting a loss of a finite number of derivatives. This classification has an exact counterpart when considering also the second variation of the coefficients.

1 Introduction and main results

1.1 Motivations

The present paper is devoted to prove boundary observability estimates for the 1-D wave equation with non-Lipschitz coefficients.

On the one hand, for the first time we will look not only at the first, but also at the second variation of the coefficients. Besides, we will consider Zygmund type regularity conditions.

On the other hand, the results we will get are twofold: we will prove not only “classical” observability estimates in the natural energy spaces, but also (under precise hypotheses) observability estimates “with loss of derivatives”, which are, to our knowledge, new in this context.

Let us recall that boundary (or internal) observability estimates are equivalent to the controllability property of the system under the action of a control on the boundary (or in the interior respectively) of the domain.

Our analysis is limited to coefficients just depending on the space variable $x$. The general case of coefficients depending both on $t$ and $x$ is much more delicate and it will be matter of future studies.
So, let $\Omega = [0, 1]$ and $T > 0$ (possibly $T = +\infty$) and consider the 1-D wave equation

\[
\begin{aligned}
\rho(x) \partial_t^2 u - \partial_x \left( a(x) \partial_x u \right) &= 0 \quad \text{in } \Omega \times [0, T] \\
u(t, 0) &= u(t, 1) = 0 \quad \text{in } [0, T] \\
u(0, x) = u_0(x), \quad \partial_t u(0, x) = u_1(x) \quad \text{in } \Omega,
\end{aligned}
\]  

(WE)

where the coefficients satisfy boundedness and strictly hyperbolicity conditions:

\[
0 < \rho_* \leq \rho(x) \leq \rho^*, \quad 0 < a_* \leq a(x) \leq a^*.
\]

Under these hypotheses, system (WE) is well-posed in $H^1_0(\Omega) \times L^2(\Omega)$: for any initial data $(u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega)$, there exists a unique $u \in C([0, T]; H^1_0(\Omega)) \cap C^1([0, T]; L^2(\Omega))$ solution to (WE). In addition, its energy

\[
E(t) := \frac{1}{2} \int_{\Omega} \left( \rho(x) |u_t(t, x)|^2 + a(x) |u_x(t, x)|^2 \right) \, dx
\]

is preserved during the evolution in time: $E(t) \equiv E(0)$ in $[0, T]$. Moreover, if the coefficients are smooth (say e.g. Lipschitz continuous) the following observability properties hold true with $T^* := \|\sqrt{\rho/a}\|_{L^1}$:

- **Internal observability:** for any $\Theta := [\ell_1, \ell_2] \subset \Omega$ and any $T > 2T^* \max\{\ell_1, 1 - \ell_2\}$, there exists a constant $C_i > 0$ such that

\[
E(0) \leq C_i \int_0^T \int_{\ell_1}^{\ell_2} \left( \rho(x) |u_t(t, x)|^2 + a(x) |u_x(t, x)|^2 \right) \, dx \, dt;
\]

- **Boundary observability:** for any $T > T^*$, there exists a constant $C_b > 0$ such that

\[
E(0) \leq C_b \int_0^T \left( |u_x(t, 0)|^2 + |u_x(t, 1)|^2 \right) \, dt
\]

($T > 2T^*$ if, in the right-hand side, one considers just the observation at $x = 0$ or $x = 1$).

Let us stress the fact that the conditions on the observability time $T$ are necessary: due to the finite propagation speed for (WE), no observability estimate can hold true if $T$ is too small (see e.g. [31]). The constants in the previous inequalities can depend on $T$ and on $\ell_1, \ell_2$, but are independent of the solution.

The previous estimates can be proved by means of a genuinely 1-dimensional technique, i.e. the *sidewise energy estimates*, where the role of time and space are interchanged (see e.g. [21]).

In higher space dimensions the problem is much more complex and other techniques are required. In [1] Bardos, Lebeau and Rauch (see also [7]) proved that a necessary and sufficient condition for observability estimates to hold for wave equations with smooth coefficients is that the observability region $\Theta \subseteq \bar{\Omega}$ satisfy the so-called “Geometric Control Condition” (GCC for brevity). Roughly speaking, this means that $\Theta$ has to absorb all the rays of geometric optics in time $T$. The necessity of this property can be seen by constructing the so called gaussian beam solutions.

When coefficients of the wave equation under consideration are constant the rays are straight lines but for variable coefficients rays may have a complex dynamics, and concentration phenomena may occur making the GCC harder to be verified. In the 1-D case, instead, the situation is easier since rays can only travel in a sidewise manner.

The issue is widely open for wave equations with low regularity coefficients. In this paper we address the $1-d$ case rather exhaustively. As we shall show, the lack of regularity of coefficients may cause a loss of derivatives of solutions along propagation, thus leading to weaker observability estimates or even to its failure.
For system (WE), observability estimates (1), (2) in the energy space are well-known to be verified when the coefficients are in the BV class (see [28]). In this paper we analyze this issue for less regular coefficients. Note however that, in [9], the BV assumption on the coefficients was shown to be somehow sharp, proving that both interior and boundary observability estimates may fail for Hölder continuous coefficients, due to an infinite loss of derivatives (see also Theorem 1.3 below for the case of finite loss). Resorting to the original ideas of the work [20] by Colombini and Spagnolo (which actually go back to paper [13]), in [9] an explicit counterexample was constructed for which such a phenomenon could be observed. The fundamental issue was making the coefficients oscillate more and more approaching to the extreme values $x = 0$ and $x = 1$ to build solutions exponentially concentrated far from $\partial \Omega$. Therefore, it is impossible to get observability estimates at the boundary, or in the interior whenever the subinterval $[\ell_1, \ell_2]$ is different from the whole $\Omega$. A simpler result in that spirit was earlier proved in [2] showing that (1) and (2) can fail to be uniform in the context of homogenization, for families of uniformly bounded (above and below) but rapidly oscillating coefficients.

The present paper sets in such a context: it aims to complete, as precisely as possible, the general picture of boundary observability estimates for wave equations with non-regular coefficients in the 1-D case.

Before stating our results, let us make some harmless but useful changes, in order to simplify the presentation. First of all, up to extending the coefficients outside the domain under consideration (we will be more clear in section 2 about this point), we can suppose $\rho$ and $a$ to be defined on the whole $\mathbb{R} \times x$. Moreover, in the whole paper, we will deal with $\rho, a \in \mathcal{A}$, where $\mathcal{A}$ is a Banach algebra; moreover, thanks to (H), also $1/\rho$ and $1/a$ will belong to $\mathcal{A}$ (see also subsection 2.2). So, up to performing the change of variables

$$ y = \phi(x) := \int_0^x \frac{1}{a(\zeta)} \, d\zeta $$

and defining the new unknown $\tilde{u}(y) := u \circ \phi^{-1}(y)$, without loss of generality, it is enough to consider the following system:

$$
\begin{cases}
\omega(x) \partial_t^2 u - \partial_x^2 u = 0 & \text{in } \Omega \times ]0, T[ \\
u(t, 0) = u(t, 1) = 0 & \text{in } ]0, T[ \\
u(0, x) = u_0(x), \quad \partial_t \nu(0, x) = u_1(x) & \text{in } \Omega,
\end{cases}
$$

(3)

where $\omega$ still belongs to $\mathcal{A}$ and satisfies, for some constants $\omega_*$ and $\omega^*$,

$$ 0 < \omega_* \leq \omega(x) \leq \omega^*. $$

(4)

Associated to the coefficient $\omega$, let us also define the time

$$ T_\omega := \int_\Omega \sqrt{\omega(x)} \, dx. $$

(5)

With the terminology we will introduce in section 3 by Theorem 4 of [13] $T_\omega$ is the maximal displacement of a sidewise wave in the domain $\Omega$.

Finally, in proving our results we will work with smooth data and solutions of equation (3). Recovering the corresponding results for “critical regularity” initial data follows then by standard density argument, thanks to a priori bounds depending just on the relevant norms.

1.2 Main results

Now we are ready for stating our main results.
First of all, let us assume $\omega$ to fulfill an integral Zygmund assumption (see also Subsection 2.2) on $\Omega$: there exists a constant $K > 0$ such that, for all $0 < h < 1/2$,  
\begin{equation}
\int_h^{1-h} |\omega(x+h) + \omega(x-h) - 2\omega(x)| \, dx \leq K h .
\end{equation}
We define also $|\omega|_Z$ as the infimum of the constants $K$ for which (6) holds true.

**Theorem 1.1.** Let us consider the strictly hyperbolic problem (3)-(4), with $T > 2T_\omega$ and $\omega$ satisfying relation (6). Assume the initial data $(u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega)$.

Then, there exists a constant $C$ (depending only on $T$, $\omega$, $\omega^*$ and $|\omega|_Z$) such that  
\begin{equation}
\|u_0\|_{H^1_0(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \leq C \int_0^T \|\partial_x u(t,0)\|^2 \, dt .
\end{equation}

Let us make some useful comments on the previous statement.

**Remark 1.2.**

(i) Under the hypothesis of Theorem 1.1 for initial data $(u_0, u_1)$ in the energy space $H^1_0 \times L^2$ there exists a unique global in time solution $u$ to (3) such that 
\begin{equation*}
u \in L^\infty([0,T];H^1_0(\Omega)) \cap W^{1,\infty}([0,T];L^2(\Omega)) 
\end{equation*}
(see for instance [31]). In particular, $\partial_t^2 u \in W^{-1,\infty}([0,T];L^2(\Omega))$ and, as $\omega \in L^\infty(\Omega)$, 
\begin{equation*}
\partial_t^2 u = \omega \partial_t^2 u \in W^{-1,\infty}([0,T];L^2(\Omega)) .
\end{equation*}
Therefore, the trace of $\partial_t u$ at any point $x$, and in particular at $x = 0$ is well-defined. Moreover, by “reversing” inequality (7), in subsection 5.1 we will show that its right-hand side is finite, and all its terms have sense.

(ii) Let us note that condition (6) is weaker than the $W^{1,1}$ one (see also Corollary 2.11 and Example 2.12 below). Therefore, Theorem 1.1 improves the previous result for $BV$ coefficients (see paper [28]).

The fact is that the $BV$ hypothesis on the coefficients is sharp if one just considers their first variation. A condition like (11) is related (for regular functions) with their second derivative. Thus our assumptions allow to consider larger classes of coefficients.

In Section 4 we will give motivations in order to support the strenght of the previous result.

Let us now deal with lower regularity coefficients, and consider integral log-Lipschitz and log-Zygmund conditions. These assumptions read, respectively, as follows: there exists a constant $K > 0$ such that, for all $0 < h < 1/2$,  
\begin{equation}
\int_0^{1-h} |\omega(x+h) - \omega(x)| \, dx \leq K h \log \left(1 + \frac{1}{h}\right) ,
\end{equation}
\begin{equation}
\int_h^{1-h} |\omega(x+h) + \omega(x-h) - 2\omega(x)| \, dx \leq K h \log \left(1 + \frac{1}{h}\right) .
\end{equation}
We also set $|\omega|_{LL}$ and $|\omega|_{LZ}$ as the infimum of the constants $K$ for which, respectively, inequalities (8) and (9) hold true.

Under any of these hypotheses, it is possible to show an observability estimate, provided that we allow a loss of a finite number of derivatives. Roughly speaking, in order to control the energy of the initial data, we need to add also the contributions coming from the $L^2$-norms of the time derivatives of the solution at the boundary $x = 0$.

For notation convenience, let us introduce the operator  
\begin{equation}
D_\omega : \ f \longmapsto \frac{1}{\omega(x)} \partial_x^2 f .
\end{equation}
As usual, we will denote with $D_\omega^k$ the composition $D_\omega \circ \ldots \circ D_\omega$ ($k$ times) for any $k > 0$, with the convention $D_\omega^0 = \text{Id}$.
Theorem 1.3. Let us consider the strictly hyperbolic problem (6), with $T > 2T_\omega$. Assume this time $\omega$ to satisfy relation (5) or (4).

Then, there exist two positive constants $C$ and $m \in \mathbb{N}$, depending only on $\omega_\ast$, $\omega^*$ and $|\omega|_{LL}$ or $|\omega|_{LZ}$ respectively ($C$ also depends on $T$) for which

$$
\|u_0\|_{H^1(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \leq C \int_0^T |\partial_x \partial_x u(t,0)|^2 \, dt ,
$$

holds true for any initial data $u_0 \in H^{2m+1}(\Omega) \cap H^1_0(\Omega)$ and $u_1 \in H^{2m}(\Omega)$ such that

$$
D^m_\omega u_0 \in H^1(\Omega) \quad \text{and} \quad D^m_\omega u_1 \in L^2(\Omega) .
$$

Some remarks are in order.

Remark 1.4. (i) As in Remark 1.2(i), the right-hand side of (11) is well-defined and finite, under our hypotheses. However, as the proof is much more involved, we will clarify it in detail in subsection 3.1.

(ii) As we will see in Theorem 1.3, the loss of a finite number of derivatives in the observability inequality cannot be avoided, i.e. we do have $m > 0$.

(iii) Note that the conditions we impose on the higher order derivatives $D^m_\omega u_0$ and $D^m_\omega u_1$ are very strong. In particular they imply that $D^k_\omega u_0, D^k_\omega u_1 \in H^2(\Omega)$ for any $0 \leq k \leq m - 1$. However, they are necessary, due to the weak modulus of continuity of $\omega$. For instance, let us consider the first case for which they are not trivial, i.e. $m = 2$. So, our hypotheses imply $u_0 \in H^3(\Omega)$, and then $\partial^2_2 u_0 \in H^3$. Nevertheless, from this we cannot infer $D_\omega u_0$ to belong to the same space (hence, a fortiori, neither that $D^2_\omega u_0 \in H^1(\Omega)$, due to the rough regularity of $\omega$. So, having smooth initial data doesn’t help to propagate their regularity in the equation.

(iv) Note that $m$ is linked with the quantity $|\omega|_{A/\omega_\ast}$, with $A = LL$ or $LZ$ if $\omega$ is log-Lipschitz or log-Zygmund continuous respectively (see also subsection 2.4 and Remark 2.16), but it’s independent of $T$. The observability constant, $C$, however, depends on all these quantities.

(v) We point out here that the loss comes from Propositions 2.13 and 2.15, where it’s given by the index $\beta > 0$. In our statement, $m = [\beta] + 1$: we prefer to work with an integer loss, to simplify the presentation and for applications to the control problem. However, according to the just mentioned propositions, a more precise inequality would be

$$
\|u_0\|_{H^1(\Omega)}^2 + \|u_1\|_{L^2(\Omega)}^2 \leq C \|\partial_x u(\cdot, 0)\|_{H^{\beta}(0,T)}^2
$$

for any initial data $u_0 \in H^{\tilde{m}+1}(\Omega) \cap H^1_0(\Omega)$ and $u_1 \in H^{\tilde{m}}(\Omega)$ (where we set $\tilde{m} = [2\beta]$) such that, if $\tilde{m} > 1$, the following additional conditions are verified:

- if $\tilde{m} = 2k$, then $D^k_\omega u_0 \in H^1(\Omega)$ and $D^k_\omega u_1 \in L^2(\Omega)$;
- if $\tilde{m} = 2k + 1$ then $D^k_\omega u_1 \in H^1(\Omega)$ and $D^k_\omega u_0 \in L^2(\Omega)$;

Note that, for $\tilde{m} = 1$, then the hypothesis on the initial data are enough to recover $u_1 \in H^1(\Omega)$ and $D_\omega u_0 \in L^2(\Omega)$, so that no further requirements are needed.

The case of the first variation of the coefficient, i.e. Lipschitz-type conditions, is particularly interesting because we are able to prove the sharpness of our results. More precisely, we will prove also the following facts (see subsection 4.2 for the rigorous statements):

1. any intermediate modulus of continuity between the Lipschitz and the log-Lipschitz ones entails an observability estimate analogous to inequality (13), with an arbitrarily small $\beta > 0$, which, however, cannot vanish;
2. any modulus of continuity slightly worse than the log-Lipschitz one always entails an infinite loss of derivatives, so that observability estimates always fail: in particular, (11) does not hold true, independently of the size of the time \( T \) and of the order \( m \in \mathbb{N} \).

Together with the results in [28] and [9] we mentioned before, these results complete the general picture about how observability estimates depend on the modulus of continuity of the coefficients.

Let us notice that the last two points will be proved constructing counterexamples, in the same spirit of the one in paper [9] by Castro and Zuazua; they are inspired also by the ones (for the Cauchy problem) of Colombini and Lerner (see [17]) for moduli worse than log-Lipschitz, and by Cicognani and Colombini (in [12]) for moduli between Lipschitz and log-Lipschitz regularity. Hence, we will closely follow the structure of the counterexample in [9]: the difficulty is to find the correct oscillation of the coefficients in order to reproduce the same energy concentration phenomenon. We will be more precise in subsection 4.2 giving the exact statements and all the details of the construction.

Let us point out that, from the previous characterization, one gathers an analogue counterpart for Zygmund type conditions. Nevertheless, explicit counterexamples in this instance (without resorting to the ones established for the first variation) are still far to be found.

The rest of the paper is organized in the following way.

In the next section we will collect some useful properties we will need in our study. In particular, in a first time we will analyse the functional spaces we are dealing with and recall some of their basic properties. Then, we will mention some well-known results about the Cauchy problem for second order strictly hyperbolic operators with low regularity coefficients. As a matter of fact, due to the sidewise energy estimates method, our statements will strongly rely on energy estimates for such a kind of operators.

In section 3 we will prove Theorems 1.1 and 1.3. The main ingredient will be the sidewise energy estimates, which will make use, in a crucial way, of the just established energy estimates. Note that, even if stated in the case of the whole \( \mathbb{R} \), we will be able to use them for a bounded domain thanks to the finite propagation speed issue.

In section 4 we will discuss the optimality of our results. In the case of Zygmund type conditions, in a first time we will give some “empirical” considerations in favour of it; then, we will formally derive it from the case of the first variation. So, in this instance we will construct the counterexamples we announced before, establishing in this way a sharp relation between the modulus of continuity of \( \omega \) and the loss of derivatives in the observability estimates.

In section 5 we will present the application of our main results to the problem of null controllability for the wave equation.

Finally, in section 6 we will discuss some other closely related issues.
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2 Tools

The present section is devoted to present the tools and preliminary results we will need in order to prove our statements.

Hence, in a first time, we will introduce the Littlewood-Paley decomposition and the definition of Besov spaces that will be used in the next subsection, in order to analyse the classes of coefficients we deal with, and to state some of their properties. There, we will also focus on Zygmund type conditions in more detail. In particular, we will compare the “integral Zygmund” condition and the \( BV \) classes.
Finally, we will recall some basic results on the Cauchy problem, and in particular on energy estimates, for a second order strictly hyperbolic operator with non-Lipschitz coefficients. They will be fundamental in the sequel, especially in the application of the sidewise energy estimates method.

2.1 An overview on Littlewood-Paley theory

We introduce here the Littlewood-Paley decomposition and, by use of it, Besov spaces. We will focus on their basic properties, and the definition of Bony’s paraproduct decomposition.

This will be very useful to describe the sets of coefficients we are handling, to justify all the computations we made in the introduction in order to reduce (WE) to (3) and also to explain Remark 1.4(ii). For the sake of completeness, we have to mention that Littlewood-Paley theory is also the basis to prove all the results we are going to quote in subsection 2.4. Finally, we point out here that dyadic decomposition has been recently used to deal with multi-dimensional observability problems (see for instance papers [25] and [24]).

For a complete and detailed description of the Littlewood-Paley theory and of paradifferential calculus, we refer to [3], chapter 2 (see also [8] and [32]).

Let us first define the so called “Littlewood-Paley decomposition”, based on a non-homogeneous dyadic partition of unity with respect to the Fourier variable. So, fix a smooth radial function χ supported in (say) the ball B(0,4/3), equal to 1 in a neighborhood of B(0,3/4) and such that r → χ(re) is nonincreasing over ℝ₊ for any unitary vector e ∈ ℝⁿ. Moreover, set ϕ (ξ) = χ (ξ/2) − χ (ξ).

The dyadic blocks (Δ̂ν)ν∈⊋ are defined by:

$\Delta_j := 0$ if $j \leq -2$, $\Delta_{-1} := \chi(D)$ and $\Delta_j := \varphi(2^{-j}D)$ if $j \geq 0$.

We also introduce the following low frequency cut-off operator:

$S_j u := \chi(2^{-j}D) = \sum_{k \leq j-1} \Delta_k$ for $j \geq 0$.

The following fundamental properties hold true:

- for any $u \in S'$, the equality $u = \sum_j \Delta_j u$ holds true in $S'$;
- for all $u$ and $v$ in $S'$, the sequence $(S_{j-1}u \Delta_j v)_{j \in \N}$ is spectrally supported in dyadic annuli, where the size of the frequencies is proportional to $2^j$.

Before going on, let us mention a fundamental result, which explains, by the so-called Bernstein’s inequalities, the way derivatives act on spectrally localized functions.

**Lemma 2.1.** Let $0 < r < R$. A constant $C$ exists so that, for any nonnegative integer $k$, any couple $(p, q)$ in $[1, +\infty]^2$ with $p \leq q$ and any function $u \in L^p$, we have, for all $\lambda > 0$,

\[
\text{supp} \hat{u} \subset B(0, \lambda R) \quad \Longrightarrow \quad \|\nabla^k u\|_{L^q} \leq C^{k+1} \lambda^{k+N(\frac{1}{p} - \frac{1}{q})} \|u\|_{L^p} ; \\
\text{supp} \hat{u} \subset \{\xi \in \mathbb{R}^N \mid r \lambda \leq |\xi| \leq R\lambda\} \quad \Longrightarrow \quad C^{-k-1} \lambda^k \|u\|_{L^p} \leq \|\nabla^k u\|_{L^p} \leq C^{k+1} \lambda^k \|u\|_{L^p}.
\]

One can now define what a (non-homogeneous) Besov space $B_{p, r}^s$ is.

**Definition 2.2.** Let $u$ be a tempered distribution, $s$ a real number, and $1 \leq p, r \leq +\infty$. We define the space $B_{p, r}^s$ as the set of distributions $u \in S'$ such that

\[
\|u\|_{B_{p, r}^s} := \left\| (2^{js} \|\Delta_j u\|_{L^p})_{j \geq -1} \right\|_{\ell^r} < +\infty.\]

*Throughout we agree that $f(D)$ stands for the pseudo-differential operator $u \mapsto \mathcal{F}^{-1}(f \mathcal{F} u)$.*
From the above definition, it is easy to show that for all \( s \in \mathbb{R} \), the Besov space \( B^s_{2,2} \) coincides with the non-homogeneous Sobolev space \( H^s \).

On the other side, for all \( s \in \mathbb{R} \), the space \( B^s_{\infty,\infty} \) is actually the Hölder space \( C^s \). If \( s \in \mathbb{N} \), instead, we set \( C^s_b := B^s_{\infty,\infty} \), to distinguish it from the space \( C^s \) of the differentiable functions with continuous partial derivatives up to the order \( s \). Moreover, the strict inclusion \( C^s_b \subset C^s \) holds, where \( C^s_b \) denotes the subset of \( C^s \) functions bounded with all their derivatives up to the order \( s \).

For the sake of completeness, let us recall that, if \( s < 0 \), we define the “negative Hölder space” \( C^s \) as the Besov space \( B^s_{\infty,\infty} \).

Finally, let us also point out that for any \( k \in \mathbb{N} \) and \( p \in [1, +\infty] \), we have the following chain of continuous embeddings:

\[
B^k_{p,1} \hookrightarrow W^{k,p} \hookrightarrow B^k_{p,\infty},
\]

where \( W^{k,p} \) denotes the classical Sobolev space of \( L^p \) functions with all the derivatives up to the order \( k \) in \( L^p \).

Let us recall now some basic facts about paradifferential calculus, as introduced by J.-M. Bony in [8]. Again, one can refer also to [3] and [32].

Given two tempered distributions \( u \) and \( v \), formally one has \( uv = \sum_{j,k} \Delta_j u \Delta_k v \). Now, due to the spectral localization of cut-off operators, we can write the following \textit{Bony’s decomposition}:

\[
(u v) = T_u v + T_v u + R(u, v),
\]

where we have defined the paraproduct and remainder operators respectively as

\[
T_u v := \sum_j S_{j-1} u \Delta_j v \quad \text{and} \quad R(u, v) := \sum_j \sum_{|k-j| \leq 1} \Delta_j u \Delta_k v.
\]

Paraproduct and remainder operators enjoy some continuity properties on the class of non-homogeneous Besov spaces.

**Theorem 2.3.** (i) For any \((s, p, r) \in \mathbb{R} \times [1, +\infty]^2 \) and \( t > 0 \), the paraproduct operator \( T \) maps \( L^\infty \times B^s_{p,r} \) in \( B^s_{p,r} \), and \( B^s_{\infty,r_1} \times B^s_{p,r_2} \) in \( B^s_{p,q} \), with \( 1/q := \min \{1, 1/r_1 + 1/r_2\} \). Moreover, the following estimates hold true:

\[
\|T_u v\|_{B^s_{p,r}} \leq C \|u\|_{L^\infty} \|\nabla v\|_{B^s_{p,r}}^{-1}
\quad \text{and} \quad
\|T_u v\|_{B^s_{p,q}} \leq C \|u\|_{B^s_{\infty,r_1}} \|\nabla v\|_{B^s_{p,r_2}}^{-1}.
\]

(ii) For any \((s_1, p_1, r_1) \) and \((s_2, p_2, r_2) \) in \( \mathbb{R} \times [1, +\infty)^2 \) such that \( s_1 + s_2 \geq 0 \), \( 1/p := 1/p_1 + 1/p_2 \leq 1 \) and \( 1/r := 1/r_1 + 1/r_2 \leq 1 \) the remainder operator \( R \) maps \( B^{s_1}_{p_1,r_1} \times B^{s_2}_{p_2,r_2} \) in \( B^{s_1+s_2}_{p,r} \), and one has:

\[
\|R(u, v)\|_{B^{s_1+s_2}_{p,r}} \leq \frac{C^{s_1+s_2+1}}{s_1 + s_2} \|u\|_{B^{s_1}_{p_1,r_1}} \|v\|_{B^{s_2}_{p_2,r_2}} \quad \text{if} \quad s_1 + s_2 > 0
\]

\[
\|R(u, v)\|_{B^{s_1+s_2+1}_{p,r}} \leq \frac{C^{s_1+s_2+1}}{s_1 + s_2} \|u\|_{B^{s_1}_{p_1,r_1}} \|v\|_{B^{s_2}_{p_2,r_2}} \quad \text{if} \quad s_1 + s_2 = 0, \ r = 1.
\]

Combining Theorem 2.3 with Bony’s paraproduct decomposition (14), we easily get the following “tame estimate”.

**Corollary 2.4.** Let \( a \) be a bounded function such that \( \nabla a \in B^{s_1}_{p,r} \) for some \( s > 0 \) and \( (p, r) \in [1, +\infty]^2 \). Then for any \( b \in B^{s_0}_{p,r} \cap L^\infty \) we have \( ab \in B^{s_0}_{p,r} \cap L^\infty \) and there exists a constant \( C \), depending only on \( N, p \) and \( s \), such that

\[
\|ab\|_{B^{s_0}_{p,r}} \leq C \left( \|a\|_{L^\infty} \|b\|_{B^{s_0}_{p,r}} + \|b\|_{L^\infty} \|\nabla a\|_{B^{s_0}_{p,r}} \right).
\]

Let us also recall the action of composition by smooth functions on Besov spaces. First of all, we have the following result.
Theorem 2.5. Let \( f \in C^\infty(\mathbb{R}) \) such that \( f(0) = 0 \), \( s > 0 \) and \((p,r)\in [1, +\infty]^2\).

If \( u \in L^\infty \cap B^s_{p,r} \), then so does \( f \circ u \) and moreover

\[
\| f \circ u \|_{B^s_{p,r}} \leq C \| u \|_{B^s_{p,r}},
\]

for a constant \( C \) depending only on \( s \), \( f' \) and \( \| u \|_{L^\infty} \).

We can state another result (see paper [23], section 2, for its proof), which is strictly related to the previous one.

Proposition 2.6. Let \( I \subset \mathbb{R} \) be an open interval and \( f : I \to \mathbb{R} \) be a smooth function.

Then, for all compact subset \( J \subset I \), \( s > 0 \) and \((p,r)\in [1, +\infty]^2\), there exists a constant \( C \) such that, for all functions \( u \) valued in \( J \) and with gradient \( \nabla u \in B^{s-1}_{p,r} \), we have that also \( \nabla (f \circ u) \in B^{s-1}_{p,r} \) and

\[
\| \nabla (f \circ u) \|_{B^{s-1}_{p,r}} \leq C \| \nabla u \|_{B^{s-1}_{p,r}}.
\]

2.2 The space \( A \) of the coefficients

Let us now introduce the functional spaces we want to deal with. For the time being let us deal with pointwise conditions, which are in some sense classical. We will generalize them to integral ones in the next subsection.

Modulo the extension of the coefficients, we can suppose them to be globally defined over \( \mathbb{R} \). Now here that the pointwise conditions imply, in particular, \( \omega \) to be continuous; then, we extend it by the constant values \( \omega(0) \) for \( x < 0 \) and \( \omega(1) \) for \( x > 0 \). Under integral assumptions, instead, the continuity is lost, and then we can extend just by 0 out of the domain \( \Omega \).

Finally, for the sake of generality we will consider the instance of any space dimension \( N \geq 1 \).

Definition 2.7. A function \( f \in L^\infty(\mathbb{R}^N) \) is said to be log-Lipschitz continuous, and we write \( f \in LL(\mathbb{R}^N) \), if the quantity

\[
|f|_{LL,\infty} := \sup_{x,y \in \mathbb{R}^N, |y| < 1} \left( \frac{|f(x+y) - f(x)|}{|y| \log \left( 1 + \frac{1}{|y|} \right)} \right) < +\infty.
\]

We set \( \| f \|_{LL} := \| f \|_{L^\infty} + |f|_{LL,\infty} \).

Let us define also some Zygmund classes.

Definition 2.8. A function \( g \in L^\infty(\mathbb{R}^N) \) is said to be log-Zygmund continuous, and we write \( g \in LZ(\mathbb{R}^N) \), if the quantity

\[
|g|_{LZ,\infty} := \sup_{x,y \in \mathbb{R}^N, |y| < 1} \left( \frac{|g(x+y) + g(x-y) - 2g(x)|}{|y| \log \left( 1 + \frac{1}{|y|} \right)} \right) < +\infty.
\]

We set \( \| g \|_{LZ} := \| g \|_{L^\infty} + |g|_{LZ,\infty} \).

The space \( Z(\mathbb{R}^N) \) of Zygmund continuous functions is defined instead by the condition

\[
|g|_{Z,\infty} := \sup_{x,y \in \mathbb{R}^N, |y| < 1} \left( \frac{|g(x+y) + g(x-y) - 2g(x)|}{|y| \log \left( 1 + \frac{1}{|y|} \right)} \right) < +\infty,
\]

and, analogously, we set \( \| g \|_Z := \| g \|_{L^\infty} + |g|_{Z,\infty} \).
Let us recall that \( Z = B^1_{\infty,\infty} \) (see e.g. [14] for the proof), while the space \( LZ \) coincides with the logarithmic Besov space \( B^1_{\infty,\infty} \) (see for instance [15], section 3), which is defined by the condition
\[
\|u\|_{B^1_{\infty,\infty}} := \sup_{\nu \geq 1} \left( 2^\nu (\nu + 1)^{-1} \|\Delta\nu u\|_{L^\infty} \right) < +\infty.
\]

Logarithmic Sobolev spaces were first introduced in [19]: they come out in a natural way in the study of wave equations with non-Lipschitz coefficients. For the generalization to the class of logarithmic Besov spaces, one can refer to [27]. However, it is enough to keep in mind that they are intermediate classes between the classical ones, of which they enjoy the most of the properties (the proofs can be obtained just slightly modifying the classical arguments).

We do not have an exact identification of Lipschitz-type classes as Besov spaces; however we can characterize the space \( LL \) by the condition (on the low frequencies)
\[
\sup_{\nu \geq 1} \left( (\nu + 1)^{-1} \|\nabla S\nu u\|_{L^\infty} \right) < +\infty
\]
(see paper [17], Prop. 3.3).

Now, it is evident that \( LL \) is an algebra, and that it is invariant under the transformation \( I : z \mapsto 1/z \) for functions which fulfill (4). Furthermore, by Bony’s paraproduct decomposition and their dyadic characterization, it turns out that both \( Z \) and \( LZ \) are algebras; the fact that they are still invariant under the action of \( I \) follows from Proposition 2.6 and hypothesis (4).

Finally, let us recall the following embeddings: \( Z \hookrightarrow LL \hookrightarrow LZ \). The latter is evident from the definitions, while the former can be proved thanks again to the Littlewood-Paley decomposition (see e.g. [3], chap. 2).

### 2.3 On the Zygmund condition

As mentioned in the introduction, we defined the class \( A \) of the coefficients by integral conditions. A fortiori, Theorems 1.1 and 1.3 hold true under the pointwise assumptions
\[
(15) \quad \sup_{x \in \mathbb{R}} |\omega(x + y) - \omega(x)| \leq C |y| \log \left( 1 + \frac{1}{|y|} \right)
\]
\[
(16) \quad \sup_{x \in \mathbb{R}} |\omega(x + y) + \omega(x - y) - 2\omega(x)| \leq C |y|
\]
(and their analogue for the log-Zygmund behaviour), which we introduced in the previous subsection.

So, it is natural to generalize the Zygmund classes in the following sense. Again, we present the subject in the general instance of \( \mathbb{R}^N \).

**Definition 2.9.** Let \( p \in [1, +\infty] \). We define the space \( Z_p(\mathbb{R}^N) \) as the set of \( f \in L^p(\mathbb{R}^N) \) such that there exists a constant \( C > 0 \) for which
\[
\|f(\cdot + y) + f(\cdot - y) - 2 f(\cdot)\|_{L^p(\mathbb{R}^N)} \leq C |y|
\]
for all \( y \in \mathbb{R}^N \) with \(|y| < 1\).

Note that \( Z \), introduced in Definition 2.8, coincides with \( Z_{\infty} \), while the integral condition (6) defines the space \( Z_1 \).

Note also that one can define the corresponding spaces \( LZ_p \) introducing a logarithmic loss in the right hand side of the previous relation. Obviously, nothing changes with respect to this case.

Exactly as for the \( L^\infty \) instance, the following proposition holds true.

**Proposition 2.10.** For any \( p \in [1, +\infty] \), the classes \( Z_p(\mathbb{R}^N) \) and \( LZ_p(\mathbb{R}^N) \) coincide, respectively, with the Besov spaces \( B^1_{p,\infty}(\mathbb{R}^N) \) and \( B^{1-\log}_{p,\infty}(\mathbb{R}^N) \).
Proof. We will closely follow the lines of the classical proof (for \( p = +\infty \)). Let us just focus on the \( \mathcal{Z}_p \) instance: the logarithmic loss can be handled in an analogous way.

(i) Let us first consider a \( f \in B^1_{p,\infty} \) and take \( x \) and \( y \in \mathbb{R}^N \), with \( |y| < 1 \). For all fixed \( n \in \mathbb{N} \) we can write:

\[
f(x + y) + f(x - y) - 2f(x) = \sum_{k<n} (\Delta_k f(x + y) + \Delta_k f(x - y) - 2\Delta_k f(x)) + \sum_{k\geq n} (\Delta_k f(x + y) + \Delta_k f(x - y) - 2\Delta_k f(x)).
\]

First, we take advantage of the Taylor’s formula up to second order to handle the former terms; then, we take the \( L^p \) norms of both sides. Using also Definition \([2,2]\) and Bernstein’s inequalities, we get

\[
\|f(x + y) + f(x - y) - 2f(x)\|_{L^p} \leq C |y|^2 \sum_{k<n} \|\nabla^2 \Delta_k f\|_{L^p} + 4 \sum_{k\geq n} \|\Delta_k f\|_{L^p} \leq C \left( |y|^2 \sum_{k<n} 2^k + \sum_{k\geq n} 2^{-k} \right) \leq C \left( |y|^2 2^n + 2^{-n} \right).
\]

Now, as \(|y| < 1\), the choice \( n = 1 + \lceil \log_2 (1/|y|) \rceil \) (where with \( [\sigma] \) we mean the greatest positive integer less than or equal to \( \sigma \)) completes the proof of the first part.

(ii) Now, given a function \( f \in \mathcal{Z}_p \), we want to estimate the \( L^\infty \) norm of its localized part \( \Delta_k f \).

Notice that applying the operator \( \Delta_k \) plays the same role as the convolution with the inverse Fourier transform of the function \( \varphi(2^{-k}) \), which we call \( h_k(x) = 2^k N h(2^{-k}) \), where we set \( h = F_{\xi}^{-1}(\varphi) \). As \( \varphi \) is an even function, so does \( h \); moreover we have

\[
\int h(z) \, dz = \int F_{\xi}^{-1}(\varphi)(z) \, dz = \varphi(\xi)_{|\xi=0} = 0.
\]

Therefore, we can write:

\[
\Delta_k f(x) = 2^k N^{-1} \int h(2^k y) (f(x + y) + f(x - y) - 2f(x)) \, dy,
\]

and using the definition of the space \( \mathcal{Z}_p \) completes the proof of the second part.

The proposition is now completely proved.

\[ \square \]

Corollary 2.11. \( \mathcal{Z}_1 \equiv B^1_{1,\infty} \). In particular, \( W^{1,1} \hookrightarrow \mathcal{Z}_1 \).

Example 2.12. In \([38]\) an example is given of a \( \mathcal{Z}_1(0,2\pi) \) function \( w \), but for which there is no constant \( C \) such that, for all \( 0 < h < 1 \), one has

\[
\int_0^{2\pi-h} |w(x + h) - w(x)| \, dx \leq C h.
\]

Recall (see \([6]\), chapter 8) that the space \( BV(\Omega) \) (in any dimension \( N \geq 1 \)) is characterized by the following property: there exists a constant \( C > 0 \) such that, for all \( \Theta \subset \subset \Omega \) and all \( |h| < dist(\Theta,\Omega) \), one has

\[
\int_{\Theta} |w(x + h) - w(x)| \, dx \leq C |h|.
\]
After a simple rescaling of Tarama’s example, we then have that the Weierstrass function
\[ w(x) = \sum_{n=1}^{+\infty} 2^{-n} \cos(2^{n+1} \pi x) \]
is in the class \( Z_1(\Omega) \), but not in \( BV(\Omega) \).

Therefore, from this point of view, Theorem 1.1 represents an extension of the result of [28] for \( BV \) coefficients. However Zygmund conditions are much more related with the second derivative (for smooth functions).

### 2.4 Energy estimates for hyperbolic operators with rough coefficients

Due to the sidewise energy estimates technique, which we will explain in the next section, our results strongly rely on energy estimates for second order strictly hyperbolic operators with non-Lipschitz coefficients

\[ Lv(\tau, y) := \partial^2_{\tau} v(\tau, y) - \omega(\tau) \partial^2_y v(\tau, y), \]
defined in some strip \([0, T] \times \mathbb{R}_y\). Let us point out that we are considering the 1-dimensional case, which is enough for our purposes, even if all the facts we are going to quote in the present subsection are true also in the general instance \( \mathbb{R}^N_y \), with \( N \geq 1 \).

Here \( \omega \) enjoys property (4) as before, and belongs to the space \( A(\mathbb{R}_\tau) \). The class \( A \) can be, as before, \( LL \), \( Z \) or \( LZ \) (defined either pointwise or by an integral condition). Note that, under these assumptions, Theorem 4 of [13] still holds true: from it we gather the finite propagation speed for operator (17). Thanks to this, we can then apply the results we are going to quote to the case of bounded domains under consideration.

It is well-known that energy estimates are relevant to prove the well-posedness of the Cauchy problem for the operator \( L \) on Sobolev spaces. Such a question for operator (17) with non-Lipschitz coefficients has been studied for a long time (see for instance papers [30] and [13]), and there is a quite broad literature devoted to it; nevertheless, in despite of this, it is still not completely well-understood.

Just to have an idea, keep in mind that, under a Lipschitz continuity condition on the coefficient \( \omega \), an energy estimate with no loss of derivatives holds true (in suitable Sobolev norms). Whenever the Lipschitz condition fails, instead, one can find, in general, energy estimates with (finite or infinite) loss of derivatives: the regularity of the solution deteriorates as the time goes on, and we can control just worse Sobolev norms than the ones of the initial data.

In what follows, we limit ourselves to quote just the results we will need to prove our statements. For an overview of the problem and the present state of the art, we refer e.g. to [16] and the references therein.

So, let us start recalling a result on the log-Lipschitz continuity condition, whose proof can be found in [13]. We refer to paper [17] for the case of log-Lipschitz continuous coefficients \( \omega = \omega(\tau, y) \) on all its variables.

**Proposition 2.13.** Let us consider the operator \( L \), defined by (17), with \( \omega \) fulfilling condition (8) and such that \( 0 < \omega_* \leq \omega(\tau) \leq \omega^* \).

For any \( s \in \mathbb{R} \), there exist positive constants \( \beta \) (depending only on \( \omega_* \) and \( \omega^* \) and on \( |\omega|_{LL} \)) and \( C \) (depending also on \( s \), but not on \( |\omega|_{LL} \)), such that for \( \tau \in [0, T] \) one has

\[ \|v(\tau)\|_{H^{s-\beta}} + \|\partial_\tau v(\tau)\|_{H^{s-1-\beta}} \leq C \left( \|v(0)\|_{H^s} + \|\partial_\tau v(0)\|_{H^{s-1}} + \int_0^\tau \|Lv(\tau')\|_{H^{s-1-\beta}} \, d\tau' \right) \]

for all \( v \in C^2([0, T]; H^\infty(\mathbb{R}_y)) \).
Let us also recall another result, whose proof can be found in paper [12]. It stems that any intermediate modulus of continuity between the Lipschitz and the log-Lipschitz ones always entails a loss of derivatives in the energy estimates. The necessity of such a loss was proved by construction of a counterexample: we will come back to it in section [4].

**Proposition 2.14.** Let \( \mu : [0,1] \to [0,1] \) continuous and strictly increasing, with \( \mu(0) = 0 \), and suppose that \( \omega \) fulfills

\[
\sup_{\tau \in \mathbb{R}} |\omega(\tau + \sigma) - \omega(\tau)| \leq K |\sigma| \log \left( 1 + \frac{1}{|\sigma|} \right) \mu(|\sigma|)
\]

for some constant \( K > 0 \), for any \( |\sigma| < 1 \).

Then, for any \( \delta > 0 \) and any \( s \in \mathbb{R} \), there is a constant \( C \) (depending on \( s \), \( \delta \) and on \( \omega_* \) and \( \omega^* \)), such that

\[
\|v(\tau)\|_{H^{s-\delta}} + \|\partial_\tau v(\tau)\|_{H^{s-1-\delta}} \leq C \left( \|v(0)\|_{H^s} + \|\partial_\tau v(0)\|_{H^{s-1}} + \int_0^\tau \|L v(\tau')\|_{H^{s-1-\delta}} \, d\tau' \right)
\]

for any \( \tau \in [0, T] \) and for all \( v \in C^2([0, T]; H^\infty(\mathbb{R}_y)) \).

Now, let us focus on the second variation of the coefficients. The following result was stated in [38] for integral conditions. See also works [14], [15] and [16] for some generalizations.

**Proposition 2.15.** Fix \( s \in \mathbb{R} \), and let \( v \in C^2([0, T]; H^\infty(\mathbb{R}_y)) \).

(i) If \( \omega \) verifies the integral inequality (6), then

\[
\|v(\tau)\|_{H^s} + \|\partial_\tau v(\tau)\|_{H^{s-1}} \leq C \left( \|v(0)\|_{H^s} + \|\partial_\tau v(0)\|_{H^{s-1}} + \int_0^\tau \|L v(\tau')\|_{H^s} \, d\tau' \right)
\]

for a constant \( C \) which depends only on \( s \), \( \omega_* \), \( \omega^* \) and \( |\omega|_Z \).

(ii) If \( \omega \) fulfills instead (9), then an estimate analogous to (11) holds true, for positive constants \( \beta \) (depending only on \( \omega_* \), \( \omega^* \) and on \( |\omega|_Z \) and \( C \) (depending also on \( s \), but not on \( |\omega|_Z \)).

We expect an analogous statement to hold true also for intermediate conditions between the Zygmund and the log-Zygmund one. However, this goes beyond the scope of the present paper, and it will be matter of next studies.

**Remark 2.16.** Going along the lines of the proofs to Propositions 2.13 and 2.14 (and assuming, without loss of generality, that \( \omega_* < 1 \)), it is possible to see that the constant \( \beta \) occurring in (18) is, respectively,

\[
\beta_{LL} = \tilde{\beta} \frac{1}{\omega_*} \quad \text{and} \quad \beta_{LZ} = \tilde{\beta} \frac{1}{\omega_Z}.
\]

for some “universal” constant \( \tilde{\beta} > 0 \).

### 3 Proof of the results

Let us now start the proof of our main results. It will be based on genuinely one-dimensional arguments, following the main ideas of [28] (see also [41]): in particular, we will apply the *sidewise energy estimates* technique. It consists in changing the role of the variables, seeing \( x \) as the new evolution parameter, and in establishing bounds for the energy associated to the “new” equation.

We will focus on the proof of Theorem 1.3. Indeed, the proof of Theorem 1.1 can be obtained with analogous computations: so, we will just point out the main features in order to get it.

We remark once again that it is possible to use the results of subsection 2.4 due to the finite propagation speed issue (proved in [13] under more general assumptions).
3.1 Time evolution

As, under both hypotheses of Theorems 1.1 and 1.3, \( \omega \) is measurable and bounded and we have finite propagation speed, we get (see [30]) the existence and uniqueness of a solution \( u \) to the problem (3), such that

\[
    u \in C([0,T]; H^1_0(\Omega)) \cap C^1([0,T]; L^2(\Omega))
\]

and for which we have the conservation of the “classical” energy:

\[
    E_0(t) := \frac{1}{2} \int_{\Omega} (\omega(x) |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2) \, dx.
\]

As a matter of fact, an easy computation gives \( E'_0(t) = 0 \).

Actually, due to the time reversibility of our equation, we can consider also the evolution for negative times, for which we still have conservation of energy. In particular, there exists a constant \( C > 0 \) such that, for any \( T^* > 0 \), then

\[
    \sup_{[-T^*,T^*]} \left( \int_{\Omega} (\omega(x) |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2) \, dx \right) \leq C \left( \|u_0\|^2_{H^1_0(\Omega)} + \|u_1\|^2_{L^2(\Omega)} \right).
\]

Let us now focus on the integral Zygmund instance for a while. Under the hypothesis of Theorem 1.1 as explained in Remark 1.2-(i), it makes sense to consider the trace of \( \partial_t u \) at any point \( x \in \Omega \).

Then, with the terminology we will introduce in the next subsection, we can consider the “sidewise” problem: we invert equation (3) and we look at the evolution with respect to \( x \). Thanks to space reversibility, applying Proposition 2.15 with the slice \( (\partial_t u, \partial_x u) \) as new initial data (and using again finite propagation speed), for any \( x \in \Omega \) we find

\[
    \sup_{y \in [0,x]} \left( \int_{-T^*}^{T^*} \left( |\partial_t u(t,y)|^2 + |\partial_x u(t,y)|^2 \right) \, dt \right) \leq C \int_{-T^*}^{T^*} \left( \omega(x) |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2 \right) \, dt.
\]

In particular, the previous relation is true when we compute the left-hand side at \( y = 0 \):

\[
    \int_0^T |\partial_x u(t,0)|^2 \, dt \leq C \int_{-T^*}^{T^*} \left( \omega(x) |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2 \right) \, dt
\]

for any \( x \in \Omega \). Note that, a priori, the right-hand side might be equal to \(+\infty\). However, by (22) we see that either it is \(+\infty\) on an interval \([x_0,1]\), for some \( 0 < x_0 < 1 \), or just in the extreme point \( x = 1 \). The former case is excluded by what we are going to say in a while, and reversing this argument (and essentially thanks to the freedom in choosing \( T^* \) in (21)) shows that also the latter is impossible.

So, let us integrate the last relation with respect to \( x \): we get

\[
    \int_0^T |\partial_x u(t,0)|^2 \, dt \leq C \int_{-T^*}^{T^*} E(t) \, dt \leq C (T + 2T^*) \left( \|u_0\|^2_{H^1_0(\Omega)} + \|u_1\|^2_{L^2(\Omega)} \right),
\]

which tells us also that the right-hand side of (7) is finite.

We now focus on the case when \( \omega \) is in the integral log-Lipschitz or log-Zygmund class, as in hypothesis of Theorem 1.3. In this instance, we need to deal with higher order time derivatives.
Lemma 3.1. For all integer \( k \geq 0 \), define the quantity
\[
E_k(t) := \frac{1}{2} \int_\Omega \left( \omega(x) \left| \partial^{k+1}_{\tau} u(t, x) \right|^2 + \left| \partial^k_{\tau} \partial_x u(t, x) \right|^2 \right) \, dx.
\]
Then \( E_k \) is conserved in the time evolution: for all \( t \in [0, T] \),
\[
E_k(t) \equiv E_k(0) = \frac{1}{2} \int_\Omega \left( \omega(x) \left| \partial^{k+1}_{\tau} u(0, x) \right|^2 + \left| \partial^k_{\tau} \partial_x u(0, x) \right|^2 \right) \, dx.
\]

Proof. We apply operator \( \partial^k_{\tau} \) to (23) and we get the equation
\[
\partial^{k+2}_{\tau} u - \omega(x) \partial_x \partial^k_{\tau} u = 0.
\]
Note that the null boundary conditions are still fulfilled. Now, it is just matter of computing \( E'_k(t) \) and use the previous relation.

Notice that, thanks to (4), we have
\[
E_k(t) \sim \left\| \partial^{k+1}_{\tau} u(t) \right\|_{L^2(\Omega)}^2 + \left\| \partial^k_{\tau} \partial_x u(t) \right\|_{L^2(\Omega)}^2.
\]

For simplicity, for the time being, let us restrict to \( m = 1 \) in Theorem 1.3, which corresponds to the case \( 0 < \beta < 1 \) in Propositions 2.13 or 2.15 or to the case of Proposition 2.14. If we define \( v_1 := \partial_{\tau} u \), then it satisfies the following system:
\[
\begin{cases}
\omega(x) \partial^2_{\tau} v_1 - \partial^2_x v_1 = 0 \\
v_1|_{t=0} = u_1, \quad \partial_t v_1|_{t=0} = D_\omega u_0.
\end{cases}
\]
By hypothesis, we have \( v_1|_{t=0} \in H^1(\Omega) \) and \( \partial_t v_1|_{t=0} \in L^2(\Omega) \); then
\[
v_1 \in L^\infty([0, T]; H^1(\Omega)) \cap W^{1,\infty}([0, T]; L^2(\Omega)).
\]
From this we infer (as done in the case without loss) that the trace of \( \partial_x v_1 = \partial_{\tau} \partial_x u \) at any point \( x \in \Omega \) is well defined. Moreover, by Propositions 2.13 or 2.15 and arguing as before, we find
\[
\int_0^T \left| \partial_x v_1(t, 0) \right|^2 \, dt \leq C \int_{-T_\omega}^{T+T_\omega} \left( \omega(x) \left| \partial^2_{\tau} v_1(t, x) \right|^2 + \left| \partial_t \partial_x v_1(t, x) \right|^2 \right) \, dt
\]
for any \( x \in \Omega \). Integrating over \( \Omega \) this last relation and using Lemma 3.1 above with \( k = 2 \), we end up with the inequality
\[
\int_0^T \left| \partial_t \partial_x u(t, 0) \right|^2 \, dt \leq C(T, T_\omega) \int_\Omega \left( \omega(x) \left| \partial^2_{\tau} v_1(0, x) \right|^2 + \left| \partial_t \partial_x v_1(0, x) \right|^2 \right) \, dx.
\]
This relation tells us that the right-hand side of observability estimate (11) (with \( m = 1 \)) is finite. As a matter of fact, it is enough to notice that (26) implies
\[
\partial^2_{\tau} v_1|_{t=0} = D_\omega u_1 \quad \text{and} \quad \partial_t \partial_x v_1|_{t=0} = \partial_x D_\omega u_0,
\]
and these quantities belong to \( L^2(\Omega) \) due to our hypothesis.
In the general instance \( m > 1 \) it is just a matter of arguing by induction.
So, let us define \( v_k := \partial^k_{\tau} u \) for any \( k \geq 0 \). From system (26) and the one for \( v_2 \),
\[
\begin{cases}
\omega(x) \partial^2_{\tau} v_2 - \partial^2_x v_2 = 0 \\
v_2|_{t=0} = D_\omega u_0, \quad \partial_t v_2|_{t=0} = D_\omega u_1,
\end{cases}
\]
it easily follows by induction that, for any \( k \geq 0 \), the odd time derivatives fulfill

\[
\begin{cases}
\omega(x) \partial_t^2 v_{2k+1} - \partial_t^2 v_{2k+1} = 0 \\
v_{2k+1}|_{t=0} = D^k_\omega u_1, \quad \partial_t v_{2k+1}|_{t=0} = D^{k+1}_\omega u_0
\end{cases}
\]

while the even time derivatives satisfy the system

\[
\begin{cases}
\omega(x) \partial_t^2 v_{2k} - \partial_t^2 v_{2k} = 0 \\
v_{2k}|_{t=0} = D^k_\omega u_0, \quad \partial_t v_{2k}|_{t=0} = D^k_\omega u_1.
\end{cases}
\]

Now, in order to prove that the quantity in the right-hand side of inequality (11) is well-defined, we have to analyse the equation for \( v_m \), which will be one of the previous two ones depending if \( m \) is either odd or even. Thanks to the assumptions of Theorem 1.3 (recall in particular Remark 4.4(iii)), we find that

\[ v_m = \partial_t^m u \in L^\infty([0,T];H^1(\Omega)) \cap W^{1,\infty}([0,T];L^2(\Omega)), \]

so the trace of \( \partial_x v_m \) at any point \( x \in \Omega \) is well-defined. To prove that it is in \( L^2(0,T) \), i.e. that the right-hand side of (11) is finite, we have to apply Proposition 2.13 or Proposition 2.15 (recall that \( m = [\beta] + 1 \)): we get

\[ \int_0^T |\partial_t^m \partial_x u(t,0)| \, dt \leq C (T + 2T_\omega) E_{2m}(0). \]

Then, to conclude it is enough to notice that

\[ \partial_t v_{2m}|_{t=0} = \partial_t^{2m+1} u|_{t=0} = D^m_\omega u_1 \quad \text{and} \quad \partial_x v_{2m}|_{t=0} = \partial_x \partial_t^{2m} u|_{t=0} = \partial_x D^m_\omega u_0 \]

both belong to \( L^2(\Omega) \) thanks to our hypothesis.

### 3.2 Sidewise energy estimates

Now, we apply the “sidewise energy estimates” technique. The fundamental observation is that the roles of the time and the space variables are interchangeable in equation (3). Hence, we can consider the “new” evolution problem

\[
\partial_t^2 u - \omega(x) \partial_t^2 u = 0,
\]

where this time we are looking at the evolution in \( x \).

With this new point of view in mind, for any \( k \in \mathbb{N} \) we define the sidewise \( k \)-energy as

\[
F_k(x) := \frac{1}{2} \int_{T_{\omega} x}^{T-x} \left( \omega(x) \left| \partial_t^{k+1} u(t,x) \right|^2 + \left| \partial_t^k \partial_x u(t,x) \right|^2 \right) \, dt,
\]

where \( T_\omega \) was defined in (10). Let us immediately note that, thanks to (4), we have

\[ F_k(0) \sim \int_0^T \left| \partial_t^k \partial_x u(t,0) \right|^2 \, dt. \]

Our task is then finding suitable estimates for \( F_k \). As the “new” equation (27) reads like (17), we can use the results of subsection 2.4. At this point, let us focus on the case of loss of derivatives, i.e. \( \omega \) fulfilling an integral log-Lipschitz or log-Zygmund hypothesis.

Hence, we apply Propositions 2.13 and 2.15(ii) to equation (27): from inequality (15) with \( s = 1 \) and the fact that \( u(t,0) = 0 \), we get

\[
\|\partial_t u(t,x)\|_{L^2(0,T)}^2 + \|\partial_x u(t,x)\|_{L^2(0,T)}^2 \leq C \|\partial_x u(t,0)\|_{H^2(0,T)}^2,
\]

Let us emphasize that the Sobolev norms which appear in this estimate are in time variable.

Now, we have to remark the following facts.
1. \(\|\partial_x u(\cdot,0)\|_{H^\beta(0,T)} \leq \|\partial_x u(\cdot,0)\|_{H^{[\beta]+1}(0,T)}\), where \([\beta]\) denotes the biggest integer smaller than or equal to \(\beta\): we want to work with local operators, and so we need derivatives of integer order.

2. Let us focus on the term on the left-hand side of relation (29): by finite propagation speed and the space reversibility of equation (27), we have that, at any fixed point \(x\), the previous integral is actually taken over the interval \([T_w x, T − T_w x]\):

\[
\|\partial_t u(\cdot, x)\|^2_{L^2(0,T)} + \|\partial_x u(\cdot, x)\|^2_{L^2(0,T)} = \int_{T_w x}^{T−T_w x} \left( |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2 \right) dt.
\]

Therefore, recalling also definition (28) and the hyperbolicity condition (4) for \(\omega\), from (29) we infer the estimate

\[
\mathcal{F}_0(x) \leq C \sum_{k=0}^{[\beta]+1} \mathcal{F}_k(0).
\]

Integrating the previous relation with respect to the space variable, we find

\[
\int_{T_w}^{T−T_w} \int_\Omega \left( \omega(x) |\partial_t u(t,x)|^2 + |\partial_x u(t,x)|^2 \right) dx dt \leq C \int_0^{T} \sum_{k=0}^{[\beta]+1} \left| \partial_t^k \partial_x u(t,0) \right|^2 dt.
\]

At this point, we use Lemma 3.1 for \(E_0\): this leads us to

(30) \(\langle T − 2 T_w \rangle E_0(0) \leq C \int_0^T \sum_{k=0}^{[\beta]+1} \left| \partial_t^k \partial_x u(t,0) \right|^2 dt\).

Now, to obtain (31), it is enough to replace the non-homogeneous Sobolev norm with the homogeneous one, leaving just the highest order term \(\partial_t^m \partial_x u(t,0)\) (see also Remark 3.2 below).

Theorem 1.3 is now completely proved.

**Remark 3.2.** Let us stress again that it is possible to control the right-hand side of (30) by the \(L^2\)-norm of just the \(m\)-th time derivative of \(\partial_x u|_{t=0}\).

Indeed, using the fact that the Fourier transform \(\mathcal{F}: L^1 \rightarrow L^\infty\) is a continuous map and that we are dealing with compactly supported (in time) functions, it is easy to see that

\[
\|\partial_x u(\cdot,0)\|_{L^2(0,T)} \leq C_T \|\partial_t^m \partial_x u(\cdot,0)\|_{L^2(0,T)}.
\]

However, this relation can be recovered also using a sort of unique continuation property for our equation: as the proof is interesting in itself, let us sketch its main ideas. For simplicity, we will work on the whole \(\mathbb{R}_t\), rather than on the interval \([0,T]\): this case can be recovered using finite propagation speed.

More precisely, arguing by contradiction, we are going to show that

(31) \(\int_{B_t(0,1)} |\partial_x u(t,0)|^2 dt \leq C \int_{\mathbb{R}_t} |\partial_t^m \partial_x u(t,0)|^2 dt\)

for \(u\) solution of system (30), with \(m \geq 1\).

In fact, suppose that the previous relation is not true; then (arguing in a sidewise manner) it is possible to find a sequence \((u^n)_n \subset C(\Omega; H^1(0,T))\) of solutions to (3), such that

\[
\int_{B_t(0,1)} |\partial_x u^n(t,0)|^2 dt \equiv 1 \quad \text{and} \quad \int_{\mathbb{R}_t} |\partial_t^m \partial_x u^n(t,0)|^2 dt \rightarrow 0.
\]
In particular, from (sidewise) energy estimates we get that \((u^n)_n\) is a bounded sequence in \(H^1\). Then, there exists a \(u \in H^1(0,T)\) such that \(u^n \rightharpoonup u\) in \(L^\infty(\Omega; H^1(0,T))\) and which is still solution to (33). By Sobolev embeddings, one gathers strong convergence in \(L^2(0,T)\), which entails

\[
\int_{B_t(0,1)} |\partial_x u(t,0)|^2 \, dt = 1 \quad \text{and} \quad \int_{\mathbb{R}t} |\partial_t^m \partial_x u(t,0)|^2 \, dt = 0.
\]

In particular, these relations imply that \(u \neq 0\), but \(\partial_t^m \partial_x u|_{x=0} = 0\).

Define now \(v_k := \partial_t^k u\) for any \(0 \leq k \leq m\). Applying the operator \(\partial_t^m\) to (33) we find that \(v_m\) solves the equation

\[
\partial_t^2 v_m - \omega(x) \partial_t^2 v_m = 0,
\]

with 0 initial data. By (sidewise) energy estimates, this implies that \(v_m = \partial_t^m u \equiv 0\) over \(\Omega \times [0,T]\), and then

\[
u(t,x) = k_0(x) + k_1(x) t + \ldots + k_{m-1}(x) t^{m-1}.
\]

From this relation and the boundary conditions \(u(t,0) = u(t,1) \equiv 0\) for all \(t\), we infer that \(k_j(0) = k_j(1) = 0\) for all \(0 \leq j \leq m - 1\).

But \(u\) has to fulfill equation (33): hence,

\[
\sum_{j=0}^{m-1} k_j''(x) t^j = \sum_{j=2}^{m-1} j (j-1) k_j(x) t^{j-2}.
\]

We now compare the terms of the same order (in \(t\)): in particular, we find

\[
k_{m-1}'(x) = 0 \quad \implies \quad k_{m-1}(x) \equiv 0 \quad \text{in} \quad \Omega
\]

(using also that \(k_{m-1}(0) = k_{m-1}(1) = 0\)), and the same for \(k_{m-2}\).

Then, it is easy to see that \(k_j(x) \equiv 0\) for all \(0 \leq j \leq m - 1\), and so \(u(t,x) \equiv 0\), which is in contrast with the first condition in (32).

Inequality (31) is then verified.

Let us also spend a few words on the proof of Theorem 1.1.

**Proof of Theorem 1.1** To prove inequality (1), one can just repeat the same arguments as above, i.e. sidewise energy estimates. But this time it is enough to consider the energies \(E_0\) and \(F_0\), because of the use of estimate (20), which involves no loss of regularity.

We conclude the present section stating a result for moduli of continuity slightly better than the log-Lipschitz one. It is a direct consequence of Proposition 2.14 and sidewise energy estimates.

**Theorem 3.3.** Let us consider the strictly hyperbolic problem (3) - (4), with \(T > 2T_\omega\). Assume also that \(\omega\) satisfies, for any \(0 < h < 1\),

\[
sup_{x \in \mathbb{R}} |\omega(x + h) - \omega(x)| \leq K_0 h \log \left(1 + \frac{1}{h}\right) \mu(h),
\]

where \(\mu : [0,1] \to [0,1]\) is a continuous strictly increasing function such that \(\mu(0) = 0\).

Then, for any fixed \(\delta > 0\), there exists a constant \(C > 0\) (depending only on \(T\), \(\omega_\ast\), \(\omega^\ast\), \(\delta\) and \(K_0\)) such that the following inequality,

\[
\|u_1\|_{L^2_t(\Omega)}^2 + \|u_1\|_{L^2_t(\Omega)}^2 \leq C \|\partial_x u(\cdot,0)\|_{H^4(0,T)}^2,
\]

holds true for any initial data \(u_0 \in H^3(\Omega) \cap H^1(\Omega)\) and \(u_1 \in H^2(\Omega)\) such that

\[
D_\omega u_0 \in H^1(\Omega).
\]

Note that \(\delta\) can be taken arbitrarily small. However, in the following section we are going to prove that it cannot be taken equal to 0, i.e. an estimate of the form (7) fails, in general, under assumption (33).
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4 Sharpness of the results

We want to discuss here the sharpness of our results. In a first time, discuss the problem under Zygmund type assumptions.

Then, we will focus on the first variation of the coefficient: by construction of two counterexamples, we will be able to prove that our results are optimal in this context, providing a full characterization of the observability estimates (with no, finite or infinite loss) depending on the modulus of continuity of $\omega$.

In particular, this will imply a full classification also in the context of the second variation of the coefficients.

For convenience, throughout all this section we will focus on pointwise conditions.

4.1 Remarks on Zygmund type conditions

Let us consider Zygmund type conditions for the coefficient $\omega$.

As recalled in subsections 2.1 and 2.2 by dyadic decomposition it is possible to characterize $Z$ as the Besov space $B_{1,\infty}^1$ and the Hölder class $C^\alpha$, for any $0 < \alpha < 1$, as $B_{\infty,\infty}^\alpha$; $LZ$, instead, is equivalent to the logarithmic Besov space $B_{1,\infty}^{1-\log}$. Moreover, for any $0 < \alpha_1 < \alpha_2 < 1$ we have the following chain of strict embeddings:

\begin{equation}
B_{1,\infty}^1 \hookrightarrow B_{1,\infty}^{1-\log} \hookrightarrow B_{\infty,\infty}^{\alpha_2} \hookrightarrow B_{\infty,\infty}^{\alpha_1}.
\end{equation}

The previous relations (36) suggest that our results, i.e. Theorems 1.1 and 1.3, are optimal in this context. In fact, we notice the following: given a modulus of continuity $\mu$, the following relation is trivial:

$$|\omega(x + h) - \omega(x)| \leq C \mu(h) \quad \Rightarrow \quad |\omega(x + h) + \omega(x - h) - 2\omega(x)| \leq 2 C \mu(h).$$

In particular, thanks to the counterexamples we will establish in the next subsection (see Theorems 4.2 and 4.3), this implies that our results are sharp, i.e. we have the classification:

- if $\omega$ is Zygmund continuous, then observability estimates hold true with no loss;
- if $\omega$ verifies a condition (on second variation) between the Zygmund and the log-Zygmund ones, then observability estimates hold with a loss of derivatives, which cannot be avoided;
- if the second variation of $\omega$ has a worse behaviour than the log-Zygmund one, then an infinite loss of derivatives in general occurs in observability estimates.

4.2 About the first variation of the coefficients

The present subsection is devoted to prove a complete characterization of the relation between observability estimates and modulus of continuity of $\omega$, in the sense that follows:

- if $\omega$ is Lipschitz continuous, there are observability estimates with no loss (we recall that this result is true also for $BV$ coefficients);
- if the modulus of continuity of $\omega$ is strictly between the Lipschitz and the log-Lipschitz ones, a loss of derivatives has to occur, even if arbitrarily small (see Theorem 3.3);
- if $\omega$ is even slightly worse than log-Lipschitz (for instance, Hölder), an infinite loss of derivatives occurs, and it is impossible to recover observability estimates.
Let us note that the BV part was proved in [28], and then this result is sharp in the context of first variation of the coefficients.

The counterexample for Hölder continuous $\omega$, instead, was established in [9]. To prove the third point of the previous classification, we will improve it, verifying also that observability estimates fail even if we add the contribution of any high order time derivative of $\partial_x u_{t,x=0}$. In order to do this, we will resort also to some ideas of the corresponding counterexample for the Cauchy problem, which can be found in [17].

As a consequence, we get that Theorems 1.3 and 3.3 are sharp in the context of first variation.

Let us point out here some important issues.

Remark 4.1. (i) We will just prove the failure of observability estimates at $x = 0$. However, repeating the same construction performed in [9], it is possible to prove the analogous result also at $x = 1$ and in the interior of $\Omega$.

(ii) In fact, in the third point of the classification, we are going to construct a coefficient which is smooth on the whole $\Omega$ but at $x = 0$, where it presents a pathological behaviour. Also the initial data will be smooth out of the origin. So the additional compatibility conditions involving the operator $D_\omega$ will be automatically satisfied.

Let us now state the main issue of this subsection. It asserts that an infinite loss of derivatives occurs whenever the modulus of continuity of $\omega$ is even slightly worse than the log-Lipschitz one.

Theorem 4.2. Let $\psi : [1, +\infty[ \to [1, +\infty[$ be a strictly increasing and strictly concave function such that $\psi(1) = 1$ and

\[
\lim_{\sigma \to +\infty} \psi(\sigma) = +\infty.
\]

Then there exists $\omega$ satisfying (4) and (for any $0 < h < 1/2$)

\[
\sup_{x \in \mathbb{R}} |\omega(x + h) - \omega(x)| \leq K h |\log h| \psi(|\log h|),
\]

and initial data $(u_0, u_1) \in H^1_0(\Omega) \times L^2(\Omega)$ for which observability estimates with finite loss cannot hold. More precisely, inequality (11) fails for any observability time $T$ and at any order $m \in \mathbb{N}$.

In the intermediate instance between the Lipschitz and the log-Lipschitz ones, instead, we are able to prove that a loss of derivatives has to occur, in general.

Theorem 4.3. Let $\lambda : ]0, 1[ \to [1, +\infty[ $ be a continuous, strictly decreasing function such that $\lambda(1) = 1$ and it fulfills the following conditions:

\[
\lim_{\sigma \to 0^+} \lambda(\sigma) = +\infty \quad \text{but} \quad \lim_{\sigma \to 0^+} \frac{\lambda(\sigma)}{\log (1 + \frac{1}{\sigma})} = 0.
\]

Then there exists a sequence of density functions $(\omega_j)_{j \in \mathbb{N}}$, satisfying (4) uniformly with respect to $j$ and also, for any $j \in \mathbb{N}$ and for any $0 < h < 1$,

\[
\sup_{x \in \mathbb{R}} |\omega_j(x + h) - \omega_j(x)| \leq K_j h \lambda(h),
\]

and a sequence of initial data $(u_0^j, u_1^j)_{j \in \mathbb{N}} \subset H^1_0(\Omega) \times L^2(\Omega)$ such that the respective constants $C_j$ in (7) diverge to $+\infty$ for $j \to +\infty$. 
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As a corollary, we get that (7), i.e. observability estimates without loss, fails in general for moduli of continuity which are worse than the Lipschitz one.

However, we will see that the constants $K_j$ in Theorem 4.3 diverge to $+\infty$ for $j \to +\infty$: therefore the previous statement is somehow weaker than the one given in Theorem 4.2. As a matter of fact, the sub-logarithmic divergence of $\lambda$ near 0 is inadequate in order to construct a unique coefficient which presents strange pathologies in the concentration of the energy. So we had to add some bad behaviour, which is responsible for the growth of the $K_j$’s. About this, note also that we couldn’t argue by absurde and use the result of [12] for the Cauchy problem: in order to have the null boundary condition at $x = 1$ fulfilled, we would have to work in a time interval $[0, T]$ with $T < 2T_\omega$, which is in contrast with our assumptions.

The proofs of Theorems 4.2 and 4.3 will strictly follow the construction in [9] by Castro and Zuazua. The main difference is to find suitable oscillations, adapted to the new behaviours of the respective coefficients $\omega$, in order to reproduce concentration phenomena which entail the loss of observability properties. At this step, let us notice that, under our assumptions, both $\psi$ in Theorem 4.2 and $\lambda$ in Theorem 4.3 are invertible, and the inverse functions are still strictly monotone of the same type. This remark will be useful in the sequel.

4.2.1 Proof of Theorem 4.2

We will prove Theorem 4.2 in various steps, following closely the construction of [9].

In a first time, we will recall some preliminary results; then, we will construct simultaneously the coefficient $\omega$ and a sequence of “quasi-eigenfunctions” related to it, in the sense specified below. Finally, we will prove the lack of boundary observability.

**Step 1: preparatory results.** For the sake of completeness, let us quote here two fundamental ODEs lemmas. For further discussions on them, we refer to [20], section 2, and [9], section 2.

**Lemma 4.4.** There is a $\varepsilon > 0$ such that, for all $\varepsilon \in ]0, \varepsilon]$, two even functions $\alpha_\varepsilon$ and $w_\varepsilon$ exist, which are $C^\infty(\mathbb{R})$, which fulfill

\[(ODE) \begin{cases} w_\varepsilon'' + \alpha_\varepsilon(x)w_\varepsilon = 0 \\
 w_\varepsilon(0) = 1, \quad w_\varepsilon'(0) = 0 \end{cases}\]

and such that, for some positive constants $M, C$ and $\gamma$ independent of $\varepsilon$, they verify:

(i) $\alpha_\varepsilon$ is 1-periodic both on $x < 0$ and $x > 0$,

(ii) $\alpha_\varepsilon \equiv 4\pi^2$ in a neighborhood of $x = 0$,

(iii) $|\alpha_\varepsilon(x) - 4\pi^2| \leq M\varepsilon$ and $|\alpha_\varepsilon'(x)| \leq M\varepsilon$;

(A) $w_\varepsilon(x) = p_\varepsilon(x)e^{-\varepsilon|x|}$, where $p_\varepsilon$ which is 1-periodic on $x < 0$ and $x > 0$,

(B) $|w_\varepsilon(x)| + |w_\varepsilon'(x)| + |w_\varepsilon''(x)| \leq C$,

(C) $\int_0^1 w_\varepsilon(x)dx \geq \gamma\varepsilon$.

**Remark 4.5.** In particular, combining properties (A) and (ii) with (ODE), we gather that

\[w_\varepsilon(x) = e^{-\varepsilon|x|}, \quad w_\varepsilon'(x) = 0, \quad w_\varepsilon''(x) = -4\pi^2 e^{-\varepsilon|x|}\]

whenever $x = \pm n$, for all integers $n \geq 0$. [21]
Lemma 4.6. Let \( \phi \) be a solution of the equation (for \( x \in \mathbb{R} \))

\[
\phi'' + h^2 \alpha(x) \phi = 0,
\]

where \( h \in \mathbb{Z} \) and \( \alpha \in C^1 \) is a strictly positive function, and define the “energies”

\[
E_\phi(x) := 4 \pi^2 h^2 |\phi(x)|^2 + |\phi'(x)|^2,
\]
\[
\tilde{E}_\phi(x) := 4 h^2 \alpha(x) |\phi(x)|^2 + |\phi'(x)|^2.
\]

Then, for all \( x_1 \) and \( x_2 \) in \( \mathbb{R} \), the following estimates hold true:

\[
E_\phi(x_2) \leq E_\phi(x_1) \exp \left| h \int_{x_1}^{x_2} \left| 4 \pi^2 - \alpha(x) \right| \, dx \right|
\]
\[
\tilde{E}_\phi(x_2) \leq \tilde{E}_\phi(x_1) \exp \left| \int_{x_1}^{x_2} \frac{\alpha'(x)}{\alpha(x)} \, dx \right|.
\]

We quote here also Proposition 1 of [9], which will be very useful later on.

Proposition 4.7. Let \( \omega \in L^\infty(\Omega) \), \( 0 < \omega_* \leq \omega(x) \leq \omega^* \), and \( T > 0 \) given. If \( z \) satisfies

\[
\begin{cases}
\omega(x) \partial_t^2 z - \partial_x^2 z = 0 & \text{in } \Omega \times ]0,T[ \\
z(t,0) = f(t), \ z(t,1) = g(t) & \text{in } ]0,T[ \\
z(0,x) = \partial_t z(0,x) = 0 & \text{in } \Omega,
\end{cases}
\]

then there exists a constant \( C(T) > 0 \) such that the following estimates hold true:

\[
\begin{align*}
\int_0^T \int_{\Omega} \left( |\partial_t z(t,x)|^2 + |\partial_x z(t,x)|^2 \right) \, dx \, dt & \leq C(T) \omega^*(\|f\|_{W^{2,\infty}(0,T)}^2 + \|g\|_{W^{2,\infty}(0,T)}^2) \\
\int_0^T \left( |\partial_x z(t,0)|^2 + |\partial_x z(t,1)|^2 \right) \, dx \, dt & \leq C(T) \omega^*(\|f\|_{W^{3,\infty}(0,T)}^2 + \|g\|_{W^{3,\infty}(0,T)}^2),
\end{align*}
\]

Step 2: the density \( \omega \) and the quasi-eigenfunctions. As in [9], we will build simultaneously the density \( \omega \) and a sequence of “quasi-eigenfunctions” (in the sense detailed below) which produce the concentration phenomenon we are looking for.

First of all, let us define a “fractal” partition of the interval \( \Omega = [0,1] \). We set

\[
r_j := 2^{-j}
\]

and we define a sequence of intervals \((I_j)_{j \geq 2}\), centered in some \( m_j \) and of length \( r_j \):

\[
m_j := \frac{r_j}{2} + \sum_{k=j+1}^{+\infty} r_k \quad \text{and} \quad I_j := \left[ m_j - \frac{r_j}{2}, m_j + \frac{r_j}{2} \right].
\]

In particular, we have \([0,1/2] = \bigcup_{j \geq 2} I_j\).

Now, we define the positive sequences \((\varepsilon_j)_j \searrow 0^+\) and \((h_j)_j \nearrow +\infty\) by

\[
\begin{align*}
h_j & := \exp \left( \psi^{-1}(2^{N_j}) \right) \quad \text{and} \quad \varepsilon_j h_j = \log h_j \psi(\log h_j),
\end{align*}
\]

for a suitable \( N \in \mathbb{N} \) to be chosen later. We will see in a while that the particular definition of \( \varepsilon_j \) will imply the coefficient \( \omega \) to have exactly the right modulus of continuity, i.e. to fulfill relation (3S). Let us note that these choices are coherent with the ones performed in [9], which correspond to the case \( \psi = \text{Id} \). As a matter of fact, there the coefficient \( \omega \) was Hölder continuous of any order because, actually, it was just slightly worse than log-Lipschitz (it had an extra logarithmic loss, represented by the \((\log)^2\) in the definition of \( \varepsilon_j \)).
Remark 4.8. Up to take the quantity $\frac{1}{2} \left[ \psi^{-1}(2^{Nj}) \right] + 1$ in the definition of $h_j$ in (42), we can suppose that

$$h_j r_j \equiv n_j \to +\infty, \quad \text{with } (n_j)_j \subset \mathbb{N}.$$  

The claim $n_j \to +\infty$ follows from the fact that, due to the hypothesis over $\psi$, its inverse $\psi^{-1}$ is strictly increasing and convex, so that $\psi^{-1}(x) \geq kx$ for large $x$.

We immediately fix $N$ big enough (with respect to the constant $M$ of Lemma 4.4) such that

$$\varepsilon_j \leq \frac{1}{2M}, \quad 5M \sum_{k=j+1}^{\infty} \varepsilon_k r_k \leq \varepsilon_j r_j \quad \text{and} \quad 5M \sum_{k=1}^{j-1} \varepsilon_k h_k r_k \leq \varepsilon_j h_j r_j.$$  

Note that these inequalities are true for $N$ sufficiently large, due to the following considerations. Firstly, $(\varepsilon_j)_j$ is decreasing to 0 for any $N \geq 2$, and $\varepsilon_1 \to 0$ for $N \to +\infty$. Moreover,

$$\varepsilon_k r_k (\varepsilon_j r_j)^{-1} = 2^{-(N+1)(k-j)} \frac{\psi^{-1}(2^{Nk})}{\psi^{-1}(2^{Nj})} \exp \left( -\psi^{-1}(2^{Nk}) + \psi^{-1}(2^{Nj}) \right)$$

$$\varepsilon_k h_k r_k (\varepsilon_j h_j r_j)^{-1} = 2^{(N-1)(k-j)} \frac{\psi^{-1}(2^{Nk})}{\psi^{-1}(2^{Nj})}.$$  

therefore, it is easy to see that $\varepsilon_k r_k (\varepsilon_j r_j)^{-1} \leq \delta^{(k-j)}$, with $\delta_N \to 0$ for $N \to +\infty$, and that $\varepsilon_k h_k r_k (\varepsilon_j h_j r_j)^{-1} \leq \Gamma_N^{(k-j)}$, with $\Gamma_N \to +\infty$ for $N \to +\infty$.

We can now define the coefficient $\omega$: taking the $\alpha_{\varepsilon_j}$’s introduced in Lemma 4.4 we set

$$\omega(x) := \begin{cases} \alpha_{\varepsilon_j}(h_j(x - m_j)) & \text{if } x \in I_j \\ 4\pi^2 & \text{if } x \in [0,1] \setminus \bigcup_{j \geq 2} I_j. \end{cases}$$

Note that $\omega \in C^\infty$ in the interval $[0,1]$, because $\alpha_{\varepsilon} \in C^\infty(\mathbb{R})$ and $\omega \equiv 4\pi^2$ in a neighborhood of the extremes of $I_j$, due to properties (i) and (ii) of Lemma 4.4 (see also Remark 4.8).

We claim that $\omega$, defined in this way, satisfies inequality (38) over the whole $[0,1]$. Indeed, thanks to properties (i) and (iii) of Lemma 4.4 we have (recall that $|x - y| < 1/2$)

$$\left| \alpha_{\varepsilon_j} \right|_{\psi,\mathbb{R}} := \sup_{x,y \in \mathbb{R}} \frac{|\alpha_{\varepsilon_j}(x) - \alpha_{\varepsilon_j}(y)|}{|x - y| \log |x - y| \psi \left( \log |x - y| \right)} \leq 2M \varepsilon_j.$$

$$\left| \omega \right|_{\psi,I_j} := \sup_{x,y \in I_j} \frac{|\omega(x) - \omega(y)|}{|x - y| \log |x - y| \psi \left( \log |x - y| \right)} \leq 2M \varepsilon_j.$$  

$$\left| \omega \right|_{\psi,\mathbb{R}} := \sup_{x,y \in \mathbb{R}} \frac{|\alpha_{\varepsilon_j}(h_j(x - m_j)) - \alpha_{\varepsilon_j}(h_j(y - m_j))|}{|x - y| \log |x - y| \psi \left( \log |x - y| \right)} \leq h_j \sup_{h_j|x - y| < 1/2} \frac{|\alpha_{\varepsilon_j}(h_j(x - m_j)) - \alpha_{\varepsilon_j}(h_j(y - m_j))|}{h_j \log h_j \psi \left( \log h_j \right)} \leq \frac{CM \varepsilon_j h_j}{\log h_j \psi \left( \log h_j \right)} \leq CM.$$  

\footnote{Recall that we denote by $\lfloor \sigma \rfloor$ the biggest integer less than or equal to $\sigma$.}
Now we set \( I_z \) to be the interval of the family \((I_j)_j\) such that \( z \in I_z \), and we denote by \( \ell_z \) and \( r_z \) its left and right extremes respectively. Then

\[
\sup_{x,y \in [0,1]} \frac{|\omega(x) - \omega(y)|}{|x-y| \log |x-y| \psi(|\log |x-y||)} \leq \frac{\sup_{0 \leq x \leq 1} |\omega(x) - \omega(r_x) + |\omega(\ell_y) - \omega(y)||}{2 \sup_{j \geq 2} |\omega|_{I_j}},
\]

where we have used also the fact that \( \omega(r_x) = \omega(\ell_y) \) (see also Remark 4.8). So, we gather that \( \omega \) fulfills (38) with \( K = 2CM \) over the whole \([0,1]\).

Finally, thanks to issue (ii) in Lemma 4.4 and the first relation in (43), we have also

\[
2 \pi^2 \leq \omega(x) \leq 8 \pi^2 \quad \forall \ x \in [0,1].
\]

The following step consists then in defining the sequence of quasi-eigenfunctions \((\phi_j)_{j \geq 2}\) as the solutions of

\[
\begin{cases}
\phi_j'' + h_j^2 \omega(x) \phi_j = 0 & \text{for } x \in [0,1] \\
\phi_j(m_j) = 1, \quad \phi_j'(m_j) = 0
\end{cases}
\]

As already pointed out in [9], these functions do not satisfy the null boundary conditions at \( x = 0 \) and \( x = 1 \). However, as we will see in a while, they are concentrated in the interior of each interval \( I_j \), so that their values at the extremes of \([0,1]\) are exponentially small. This is the reason why we refer to them as “quasi-eigenfunctions”.

Let us observe that, due to the definition of \( \omega \) in (44), \( \phi_j \) satisfies

\[
\begin{cases}
\phi_j'' + h_j^2 \alpha_{\varepsilon_j}(h_j(x - m_j)) \phi_j = 0 \\
\phi_j(m_j) = 1, \quad \phi_j'(m_j) = 0
\end{cases}
\]

for \( x \in I_j \), which implies that

\[
\phi_j(x) \equiv \omega_{\varepsilon_j}(h_j(x - m_j))
\]

in the interval \( I_j \), where \( \omega_{\varepsilon_j} \) are the functions introduced in Lemma 4.4 associated to \( \alpha_{\varepsilon_j} \). Therefore, combining Remarks 4.3 and 4.8 after easy computations we infer that

\[
\int_{I_j} |\phi_j(x)|^2 \ dx \geq \frac{C}{h_j^3}
\]

\[
|\phi_j(m_j \pm r_j/2)|^2 + |\phi_j'(m_j \pm r_j/2)|^2 = \exp(-\varepsilon_j h_j r_j).
\]

Due to the definitions (41) and (42) of our sequences, we have

\[
\frac{\varepsilon_j h_j r_j}{\log h_j} = 2^{-j} \psi(\log h_j) = 2^{(N-1)j} \rightarrow +\infty \quad \text{for } j \rightarrow +\infty.
\]

From this property, we deduce that, roughly speaking, the energy of the quasi-eigenfunctions \( \phi_j \) is concentrated inside the subintervals \( I_j \). Formally, for any fixed \( p > 0 \),

\[
\exp(-\varepsilon_j h_j r_j) \leq C_p h_j^{-p}.
\]

We will show now that the energy remains exponentially small also at \( x = 0 \) and \( x = 1 \). As a matter of fact, we fix a \( x \leq m_j - r_j/2 \) and we estimate

\[
E_{\phi_j}(x) := 4 \pi^2 h_j^2 |\phi_j(x)|^2 + |\phi_j'(x)|^2.
\]
By Lemma 4.6 and recalling the definition of $\omega$ in (44) and property $(iii)$ of Lemma 4.4 we infer
\[
E_{\phi_j}(x) \leq E_{\bar{\phi}_j}(m_j - r_j/2) \exp\left( h_j \int_{\bar{x}}^{|m_j - r_j/2|} |4\pi^2 - \omega(y)| \, dy \right)
\]
\[
\leq E_{\bar{\phi}_j}(m_j - r_j/2) \exp\left( M h_j \sum_{k=j+1}^{+\infty} \varepsilon_k r_k \right).
\]
Taking into account (50), in order to control the first term on the right hand side, and the second condition in (43), in order to control the series in the exponential term, we find
\[
E_{\phi_j}(x) \leq 4\pi^2 h_j^2 \exp\left( -\varepsilon_j h_j r_j \right) \exp\left( \frac{1}{5} h_j \varepsilon_j r_j \right)
\]
\[
\leq 4\pi^2 h_j^2 \exp\left( -\frac{4}{5} \varepsilon_j h_j r_j \right).
\]
Therefore, we have found that for any $x \leq m_j - r_j/2$, for all $p > 0$,
\[
|\phi_j(x)|^2 + |\phi'_j(x)|^2 \leq C_p h_j^{-p};
\]
in particular, this relation holds true also at $x = 0$.

Let us perform the analysis at the point $x = 1$. As $\omega \equiv 4\pi^2$ in $]1/2, 1]$, if we define
\[
\tilde{E}_{\phi_j}(x) := h_j^2 \omega(x) |\phi_j(x)|^2 + |\phi'_j(x)|^2,
\]
Lemma 4.6 gives us $\tilde{E}_{\phi_j}(1) \leq \tilde{E}_{\phi_j}(1/2)$. Now, for any $m_j + r_j/2 \leq x \leq 1/2$, we use the same lemma: keeping in mind also definition (44), the positivity of $\omega$ and property $(iii)$ in Lemma 4.4 we discover that
\[
\tilde{E}_{\phi_j}(x) \leq \tilde{E}_{\phi_j}(m_j + r_j/2) \exp\left( \int_{m_j + r_j/2}^{x} \omega(y) \omega'(y) \, dy \right)
\]
\[
\leq \tilde{E}_{\phi_j}(m_j + r_j/2) \exp\left( M \sum_{k=1}^{j-1} \varepsilon_k h_k r_k \right)
\]
\[
\leq h_j^2 \exp\left( -\frac{4}{5} \varepsilon_j h_j r_j \right),
\]
where in the last step we have used also the third condition in (43) and estimate (50). Then, for any $m_j + r_j/2 \leq x \leq 1/2$, we get
\[
|\phi_j(x)|^2 + |\phi'_j(x)|^2 \leq C_p h_j^{-p};
\]
for all $p > 0$; in particular, (53) holds true also at $x = 1/2$, and therefore at $x = 1$.

**Step 3: lack of the boundary observability.** We now prove that observability estimate (11) fails for the density $\omega$ constructed in the previous step, for any $T > 0$ and any $m \in \mathbb{N}$.

Note that, thanks to the definition of $(\phi_j)_j$, for any $j \in \mathbb{N}$ the function
\[
v_j(t, x) := \phi_j(x) e^{ih_j t}
\]
is a solution of the first equation in (3), but it does not necessarily fulfill the null boundary condition at $x = 0$ and $x = 1$, because the $\phi_j$’s don’t.
So, let us define the sequence \((z_j)_j\) in the following way: for any \(j\), \(z_j\) is the unique solution to the system

\[
\begin{align*}
\omega(x)\partial_t^2 z_j - \partial_x^2 z_j &= 0 \quad \text{in } \Omega \times ]0, T[ \\
\partial_j^t (z_j(t,0)) &= - v_j(t,0) = - e^{ih_j t} \phi_j(0) \quad \text{in } ]0, T[ \\
\partial_j^t (z_j(t,1)) &= - v_j(t,1) = - e^{ih_j t} \phi_j(1) \quad \text{in } ]0, T[ \\
z_j(0,x) &= \partial_t z_j(x,0) = 0 \quad \text{in } \Omega.
\end{align*}
\]

(54)

Then, defined \(u_j\) (for all \(j \geq 1\)) as

\[u_j := v_j + z_j,\]

the sequence \((u_j)_j\) is a family of true solutions to system (3). Our aim is now proving that

\[
\lim_{j \to +\infty} \frac{\int_{\Omega} \left( \omega(x) |\partial_t u_j(0,x)|^2 + |\partial_x u_j(0,x)|^2 \right) \, dx}{\int_0^T |\partial_t^m \partial_x u_j(t,0)|^2 \, dt} = +\infty
\]

(55)

for any \(T > 0\) and any \(m \in \mathbb{N}\).

Let us start by considering the numerator. By definitions and the lower bound for \(\omega\), we have

\[
\int_{\Omega} \left( \omega(x) |\partial_t u_j(0,x)|^2 + |\partial_x u_j(0,x)|^2 \right) \, dx = \left( \omega(x) |\partial_t v_j(0,x)|^2 + |\partial_x v_j(0,x)|^2 \right) \, dx = \int_{\Omega} \left( h_j^2 \omega(x) |\phi_j(x)|^2 + |\phi_j'(x)|^2 \right) \, dx \geq 2\pi^2 h_j^2 \int_{\Omega} |\phi_j(x)|^2 \, dx.
\]

Taking the integral just on the interval \(I_j\) rather than on the whole \(\Omega = [0,1]\), and recalling estimate (49), it follows that

\[
\int_{\Omega} \left( \omega(x) |\partial_t u_j(0,x)|^2 + |\partial_x u_j(0,x)|^2 \right) \, dx \geq C h_j^{-1}.
\]

(56)

We now focus on the denominator in (55):

\[
\int_0^T |\partial_t^m \partial_x u_j(t,0)|^2 \, dt \leq \int_0^T \left( |\partial_t^m \partial_x v_j(t,0)|^2 + |\partial_t^m \partial_x z_j(t,0)|^2 \right) \, dt \leq T |\phi_j'(0)|^2 (h_j)^m + \int_0^T |\partial_t^m \partial_x z_j(t,0)|^2 \, dt.
\]

Keeping in mind (54), it is possible to see that the derivative \(\partial_t^m z_j\) fulfills the system

\[
\begin{align*}
\omega(x)\partial_t^2 (\partial_t^m z_j) - \partial_x^2 (\partial_t^m z_j) &= 0 \quad \text{in } \Omega \times ]0, T[ \\
\partial_t^m z_j(t,0) &= -(i h_j)^m e^{ih_j t} \phi_j(0) \quad \text{in } ]0, T[ \\
\partial_t^m z_j(t,1) &= -(i h_j)^m e^{ih_j t} \phi_j(1) \quad \text{in } ]0, T[ \\
\partial_t^m z_j(0,x) &= \partial_t^m+1 z_j(x,0) = 0 \quad \text{in } \Omega.
\end{align*}
\]

Then, applying Proposition 4.7 entails

\[
\int_0^T |\partial_t^m \partial_x z_j(t,0)|^2 \, dt \leq C(T, \omega^*) (h_j)^{2(m+3)} \left( |\phi_j(0)|^2 + |\phi_j(1)|^2 \right).
\]

Inserting this relation into the previous one, we find

\[
\int_0^T |\partial_t^m \partial_x u_j(t,0)|^2 \, dt \leq C(T, \omega^*) (h_j)^{2(m+3)} \left( |\phi_j(0)|^2 + |\phi_j(1)|^2 + |\phi_j'(0)|^2 \right).
\]

(57)
Now, recall that inequality (52) is true both at \( x = 0 \) and \( x = 1 \). So, if we put estimates (50) and (57) together, for all \( T > 0 \), all \( m \in \mathbb{N} \) and all \( p > 0 \) we find, for a suitable \( C_p > 0 \),
\[
\frac{\int_{\Omega} \left( \omega(x) \left| \partial_t u_j(0, x) \right|^2 + \left| \partial_x u_j(0, x) \right|^2 \right) dx}{\int_0^T \left| \partial_t^p \partial_x u_j(t, 0) \right|^2 dt} \geq \frac{C h_j^{-1}}{C(T, \omega^*)} (h_j)^{2(m+3)} C_p h_j^{-p},
\]
which diverges to \(+\infty\) if we take \( p > 2m + 7 \).

Relation (55) is then satisfied, and Theorem 4.2 is completely proved.

### 4.2.2 Proof of Theorem 4.3

Let us spend here a few words on the proof of Theorem 4.3.

It can be carried out following the same arguments as before, even if we have to pay attention to the choice of the sequences \((\varepsilon_j)\) and \((h_j)\).

So, we define \((r_j)\) and the subintervals \((I_j)\) as before, but we replace (12) by
\[
h_j := \frac{1}{\lambda^{-1} (2^{N_j})} \quad \text{and} \quad \varepsilon_j h_j = \lambda(1/h_j) \log h_j,
\]
where \(N\) is a suitable integer, to be fixed later.

Notice that, by hypothesis, \( \log \sigma \geq \lambda(1/\sigma) \) for \( \sigma \geq \sigma_0 \). Taking \( \sigma = e^x \) and recalling that \( \lambda^{-1} \) is decreasing, we infer
\[
e^x \leq \frac{1}{\lambda^{-1}(x)} \quad \implies \quad h_j \geq \exp(2^{N_j}).
\]
From this we get, in particular, that \( h_j r_j \to +\infty \), as in Remark 4.8. Moreover, up to take the entire parts, we can suppose \((h_j r_j) \in \mathbb{N}\).

It is also easy to see (exactly as before) that we can fix \( N \in \mathbb{N} \) large enough, such that
\[
\varepsilon_j \leq \frac{1}{2M}, \quad 5M \sum_{k=j+1}^{+\infty} \varepsilon_k r_k \leq \varepsilon_j r_j \quad \text{and} \quad 5M \sum_{k=1}^{j-1} \varepsilon_k h_k r_k \leq \varepsilon_j h_j r_j.
\]

Now, we can define the sequence \((\omega_j)_{j \in \mathbb{N}}\) in the following way: for any \( j \in \mathbb{N} \) we set
\[
\omega_j(x) := \begin{cases} 
\alpha_{x_j}(h_j (x - m_j)) & \text{if } x \in I_j \\
4\pi^2 & \text{if } x \in [0, 1] \setminus I_j.
\end{cases}
\]

The properties of \( \omega_j \) are of easy verification, and they can be proved arguing as above. In particular, we have that \( \omega_j \) fulfills (40) with \( K_j = CM \log h_j \), for some suitable constant \( C \) independent of \( j \in \mathbb{N} \).

Then we define the sequence of quasi-eigenfunctions \((\phi_j)_{j \geq 2}\) as the solutions of
\[
\begin{cases} 
\phi_j'' + h_j^2 \omega_j(x) \phi_j = 0 & \text{for } x \in [0, 1] \\
\phi_j(m_j) = 1, \quad \phi_j'(m_j) = 0.
\end{cases}
\]

Due to the definition of \( \omega_j \) in (58), for \( x \in I_j \), \( \phi_j \) satisfies
\[
\begin{cases} 
\phi_j'' + h_j^2 \alpha_{x_j}(h_j (x - m_j)) \phi_j = 0 & \text{for } x \in I_j \\
\phi_j(m_j) = 1, \quad \phi_j'(m_j) = 0,
\end{cases}
\]
which implies, exactly as before, that
\[
\phi_j(x) \equiv w_{\varepsilon_j}(h_j (x - m_j))
\]
We are interested in the problem of null controllability (63) inside the subintervals $I_j$.

Once again, this property tells us that the energy of the quasi-eigenfunctions $y_j$ (64) is small at $x = 0$ and $x = 1$:

$$\int_{I_j} |\phi_j(x)|^2 \, dx \geq \frac{C}{h_j^2},$$

$$|\phi_j(m_j \pm r_j/2)|^2 + |\phi_j'(m_j \pm r_j/2)|^2 = \exp(-\varepsilon_j h_j r_j).$$

Due to the definitions of our sequences, we have moreover that

$$\frac{\varepsilon_j h_j r_j}{\log h_j} = \lambda(1/h_j) r_j = 2^{(N-1)j} \to +\infty \quad \text{for } j \to +\infty.$$

Once again, this property tells us that the energy of the quasi-eigenfunctions $\phi_j$ is concentrated inside the subintervals $I_j$.

Moreover, as done before, it is easy to see that the $j$-th energy is small at $x = 0$ and $x = 1$:

$$|\phi_j(x)|^2 + |\phi_j'(x)|^2 \leq C h_j^2 \exp\left(-\frac{4}{3} \varepsilon_j h_j r_j\right).$$

Now, the proof of the lack of the boundary observability follows as before: we define

$$v_j(t, x) := \phi_j(x) e^{ih_j t}, \quad \text{and} \quad u_j := v_j + z_j,$$

where $z_j$ is still defined by (54). Actually we don’t have to consider higher order derivatives, and we have just to show that, for all $T > 0$,

$$\lim_{j \to +\infty} \frac{\int_{\Omega} \left( \omega(x) \left| \partial_t u_j(0, x) \right|^2 + \left| \partial_x u_j(0, x) \right|^2 \right) \, dx}{\int_0^T \left| \partial_x u_j(t, 0) \right|^2 \, dt} = +\infty.$$

Aguing exactly as before and keeping in mind the estimates for the energy inside the intervals $I_j$’s and at the extremities $x = 0$ and $x = 1$, we are led to the inequality

$$\frac{\int_{\Omega} \left( \omega(x) \left| \partial_t u_j(0, x) \right|^2 + \left| \partial_x u_j(0, x) \right|^2 \right) \, dx}{\int_0^T \left| \partial_x u_j(t, 0) \right|^2 \, dt} \geq \frac{C h_j^{-1} \exp(C \varepsilon_j h_j r_j)}{C'' h_j^6},$$

for some suitable positive constants $C, C'$ and $C''$. At this point, we use (62), which completes the proof of Theorem 4.3.

5 Controllability results

As discussed in the introduction, the observability results stated in this paper have direct counterparts at the level of controllability: the present section is devoted to them.

Consider the controlled wave equation:

$$\begin{cases}
\omega(x)\partial_y^2 y - \partial_y^2 y = 0 & \text{in } \Omega \times ]0, T[ \\
y(t, 0) = f(t), \quad y(t, 1) = 0 & \text{in } ]0, T[ \\
y(0, x) = y_0(x), \quad \partial_t y(0, x) = y_1(x) & \text{in } \Omega.
\end{cases}$$

We are interested in the problem of null controllability: namely, whether for a given initial datum $(y_0, y_1)$ there exists a control $f = f(t)$ such that the solution of (63) satisfies

$$y(T, x) = \partial_t y(T, x) = 0 \quad \text{in } \Omega.$$
Let us remark that, in general, the product by a coefficient \( \omega \in \mathcal{A} \) is not continuous from \( H^s \) into itself. For instance, the product by a log-Lipschitz function maps continuously \( H^s \to H^s \) if and only if \( |s| < 1 \) (see [17]). For this reason, as already done in e.g. [9] and [28], we will assume a priori that \( \omega y_1 \) belongs to \( H^{-1} \).

First of all, we analyze the consequences of the sharp observability result in Theorem 1.1. In this case, it is well known that the observability inequality (7) is equivalent to the fact that for all \( (y_0, \omega y_1) \in L^2(\Omega) \times H^{-1}(\Omega) \) there exists a control \( f \in L^2(0, T) \) such that the solution of (63) satisfies (43) (see also [42]).

**Theorem 5.1.** Consider system (63), where the coefficient \( \omega \) satisfies the hyperbolicity condition (4) and the integral Zygmund assumption (1). Let the time \( T > 2T_{\omega} \), where \( T_{\omega} \) is defined by (5).

Then, for any \( (y_0, \omega y_1) \in L^2(\Omega) \times H^{-1}(\Omega) \), there exists a control \( f \in L^2(0, T) \) such that the solution \( y \) to system (63) satisfies conditions (64).

Moreover, there exists a constant \( C \), just depending on \( T \) and on \( \omega_*, \omega^* \) and \( |\omega|_{LL} \), such that one can choose \( f \) fulfilling

\[
\|f\|_{L^2(0,T)} \leq C \left( \|y_0\|_{L^2(\Omega)} + \|y_1\|_{H^{-1}(\Omega)} \right).
\]

Let us now turn our attention to the estimate in Theorem 1.3, where the observability is proved with a loss of a finite number of derivatives. At the control level, this is equivalent to the fact that all initial data \( (y_0, \omega y_1) \in L^2(\Omega) \times H^{-1}(\Omega) \) are controllable with controls in a larger space \( f \in H^{-m}(0, T) \).

**Theorem 5.2.** Assume, this time, that the coefficient \( \omega \) belongs to the integral classes \( LL \) or \( LZ \), defined respectively by conditions (5) and (9). Let the time \( T > 2T_{\omega} \).

Then, for any \( (y_0, \omega y_1) \in L^2(\Omega) \times H^{-1}(\Omega) \), there exist a \( m \in \mathbb{N} \) and a control \( f \in H^{-m}(0, T) \) such that the solution \( y \) to system (63) satisfies conditions (64).

Moreover, there exists a constant \( C \), just depending on \( T \) and on \( \omega_*, \omega^* \) and \( |\omega|_{LL} \) or \( |\omega|_{LZ} \) respectively, such that one can choose \( f \) fulfilling

\[
\|f\|_{H^{-m}(0, T)} \leq C \left( \|y_0\|_{L^2(\Omega)} + \|y_1\|_{H^{-1}(\Omega)} \right).
\]

**Remark 5.3.** In view of Theorem 5.3 we must have \( m > 0 \).

Note that, as showed in [22], similar phenomena occur, for instance, in the control of the wave equation in planar networks, where, depending on the diophantine approximation properties of the mutual lengths of the strings entering in the network, a finite number of derivatives can be lost both at the observation and control level.

Similarly, as a consequence of the negative results in section 4 one can deduce that when the coefficients of the equation are too rough for observability inequalities to hold, the same occurs at the controllability level. In other words, the controllability results above fail whenever the observability ones do it.

**Theorem 5.4.** Let \( \psi \) be as in the hypothesis of Theorem 1.3.

There exists a density function \( \omega \) which verifies conditions (4) and (5), and such that the following fact holds true: for any control time \( T > 0 \), there exist initial data \( (y_0, \omega y_1) \in L^2(\Omega) \times H^{-1}(\Omega) \) for which, for any \( m \in \mathbb{N} \) and any control \( f \in H^{-m}(0, T) \), the solution \( y \) to system (63) doesn’t satisfy (64).

The proof of this result can be performed arguing by contradiction. In particular, one can show that, under the controllability assumption, the map

\[
S : L^2(\Omega) \times H^{-1}(\Omega) \to H^{-\infty}(0, T) := \bigcup_{m \geq 0} H^{-m}(0, T)
\]

\[
y_0, \omega y_1 \to f
\]

is not continuous.
is linear and continuous, in the sense that

$$
\|(y_0, \omega y_1)\|_{L^2 \times H^{-1}} \leq C \|f\|_{H^{m}(0,T)}
$$

if \( f \in H^{-m}(0,T) \setminus H^{-m+1}(0,T) \). In particular, this last inequality is equivalent to observability estimates. We refer to [9] (see in particular the proof of Theorem 3) for more details.

**Remark 5.5.** Observability inequalities we proved in the previous section have a direct counterpart also at level of stabilization of the wave equation in presence of a damping term (see also paper [40] for the case of networks).

In particular, using the same techniques as in [40] (see also [5]) classical observability estimates of the form (7) would lead to an exponential decay of the energy, while observability estimates with finite loss as in (11) would give a polynomial decay.

However, the exact statements and the corresponding proofs go beyond the scope of this paper: hence, we prefer not to address these questions.

### 6 Further comments and results

In this section we present some further results, closely related to the ones presented above, and discuss some open problems.

**(i) The multi-dimensional case**

Let us spend a few words on the multi-dimensional case:

\[
\begin{align*}
\omega(x)\partial_t^2 y - \Delta_x y &= 0 & \text{in } \Omega \times ]0,T[ \\
y(t, \cdot)_{|\partial \Omega} &= f(t) & \text{in } ]0,T[ \\
y(0, x) &= y_0(x), \quad \partial_t y(0, x) = y_1(x) & \text{in } \Omega,
\end{align*}
\]

on a (smooth) bounded domain \( \Omega \subset \mathbb{R}^N, N \geq 2 \).

In this instance, internal and boundary observability estimates read respectively as follows:

\[
\begin{align*}
E(0) &\leq C \int_0^T \int_{\Theta} \left( \omega(x) |\partial_t u(t, x)|^2 + |\nabla u(t, x)|^2 \right) dx \, dt \\
E(0) &\leq C \int_0^T \int_{\partial \Omega} |\partial_\nu u(t, x)|^2 d\sigma \, dt,
\end{align*}
\]

where \( \Theta \) is an open subset of \( \Omega \), \( \partial_\nu \) is the normal derivative and \( d\sigma \) is the \((N-1)\)-dimensional measure at the boundary \( \partial \Omega \).

At this level, the questions which arise in dimension bigger than 1 are essentially two. The first one is finding the “form” of the characteristics for smooth coefficients, so that they are well defined and the dynamics follows the rays of geometric optics. This is related with the problem of verifying the GCC for subdomains of \( \Omega \).

The second concerns instead the minimal regularity assumptions on the coefficients in order to define characteristics. Besides the problems of concentration of rays, even assuming the GCC to be fulfilled by the observability domain, the microlocal analysis tools used in the study of the control problem for (65) require much more smoothness on the coefficients. As a matter of fact, one has to ask for \( C^2 \) smoothness in order to define and solve the corresponding Hamiltonian system, propagate informations along rays and get suitable observability estimates.

On the other hand, under some stronger geometric conditions than the GCC one on the observability domain, Carleman estimates allow to go down up to \( C^1 \) regularity. This was
done e.g. in paper [26] by Duyckaerts, Zhang and Zuazua, thanks to a refined Carleman estimate for hyperbolic operators with potentials.

Therefore, at present, it is hard to expect positive results in the same spirit of the ones stated so far in section 1. However, the issue of [26] suggest us that Carleman estimates could be a good approach to tackle this problem. At this level, maybe it would be necessary to combine them with Littlewood-Paley decomposition (see also papers [24] and [25], where dyadic decomposition is applied in observability problems), in order to take into account the loss of regularity, due to the bad behaviour of the coefficients, at different frequencies. This issue will be matter of next studies.

Nevertheless, at present we can state some negative results: repeating the construction of [9] (see in particular Section 6), it is possible to see that, by separation of variables, the counterexamples we provided in the previous section work also in the instance of higher dimensions. However, as remarked in [9] for Hölder continuity, these results do not have a direct counterpart in the setting of geometric optics and microlocal analysis techniques (we are even below the $C^1$ regularity hypothesis).

(ii) About the transport equation

Due to the D’Alambert’s formula for solutions to the 1-dimensional wave equation

$$\partial_t^2 u(t, x) - c^2 \partial_x^2 u(t, x) = 0$$

($c \in \mathbb{R}$ constant), it is natural to look at the transport equation (still in dimension 1)

(T) \[ \partial_t f + v \partial_x f = 0 \]

as a “toy-model” for our problem. Here we assume that the transport velocity $v$ depends just on $x$, and that it has some special modulus of continuity.

Solutions of (T) are constant along characteristics: if $f_{t=0} = f_0$, then, at any time $t$ and any point $x$, $f(t, X(t, x)) \equiv f_0(x)$, where $X$ is the flow map associated to $v$:

$$X(t, x) = x + \int_0^t v(X(\tau, x)) \, d\tau.$$ 

Hence, to understand the dynamics one can just focus on $X$, which solves the ordinary differential equation

(66) \[ X'(t, x) = v(X(t, x)) \]

with the initial condition $X(0, x) = x$.

It is well-known that, if $v$ has an Osgood modulus of continuity, i.e. for any $0 < y < 1$

$$|v(x + y) - v(x)| \leq C \mu(y), \quad \text{with} \quad \int_0^1 \frac{1}{\mu(s)} \, ds = +\infty,$$

then equation (66) is uniquely solvable, locally in time. However, the regularity of the solution strictly depends on the modulus of continuity $\mu$: for instance, in the Lipschitz case ($\mu(s) = s$) the initial smoothness is preserved, while in the log-Lipschitz instance (i.e. $\mu(s) = s \log s$) the flow $X$ loses regularity in the evolution.

Correspondingly, one infers the respective counterparts for the transport equation (T). We refer to chapter 3 of [3] for a complete discussion and the exact statements, as well as for the original references.

Nevertheless, the general picture is still far to be completely well-understood. As a matter of fact, the problem of uniqueness recently called a lot of attentions (see in particular the works by Colombini and Lerner [18] and by Ambrosio [11] for BV velocity fields).
On the control side, the intuition says that, as the evolution is driven by characteristic curves, it is sufficient to control just one extreme of these characteristics in order to control the whole system. However, this is true just for $C^1$ (say Lipschitz) regularity: see for instance work [29] by Guerrero and Lebeau, where the authors investigated also the cost of control in the vanishing viscosity framework.

By analogy with the study performed in the present paper, we plan to consider the transport problem for non-Lipschitz velocity fields. We expect that a vanishing viscosity argument (as used by Guerrero and Lebeau) would lead also in this instance to observability estimates, eventually admitting some loss of derivatives.

Moreover, it would be interesting to see if some strange concentration phenomena, similar to the ones showed in subsection 4.2, occur also for transport equations under low regularity assumption on the velocity filed $v$.

We plan to address all these questions in next studies.

(iii) On Strichartz and eigenfunctions estimates

Let us observe that, as done in [9] and [10] for Hölder continuous coefficients, the counterexamples we established in subsection 4.2 can be adapted to prove also the lack of some dispersive type estimates.

First of all, we consider Strichartz estimates for the wave equation in the whole $\mathbb{R}^N$:

\[
\begin{align*}
\omega(x)\partial_{tt} y - \Delta_x y &= 0 & \text{in } \mathbb{R}^N \times ]0, +\infty[ \\
y(0, x) &= y_0(x), & \partial_t y(0, x) &= y_1(x) & \text{in } \mathbb{R}^N.
\end{align*}
\]

We say that the pair $(p, q) \in [2, +\infty]^2$ is admissible if

\[
\frac{1}{p} + \frac{N-1}{q} \leq \frac{N-1}{2}.
\]

If $\omega$ is constant and $N \geq 2$, it is well-known that, for any admissible pair $(p, q)$ such that $(N, p, q) \neq (3, 2, +\infty)$, one has

\[
\|y\|_{L^p([0,T]; L^q(\mathbb{R}^N))} \leq C_T \left(\|y_0\|_{H^s(\mathbb{R}^N)} + \|y_1\|_{H^{s-1}(\mathbb{R}^N)}\right),
\]

where $s$ is defined by

\[
s := N \left(\frac{1}{2} - \frac{1}{q}\right) - \frac{1}{p}.
\]

Analogous estimates were proved by Tataru in [39] in the case of variable coefficients, when $\omega \in C^\alpha$, for some $0 \leq \alpha \leq 2$ (where we mean $L^\infty$ if $\alpha = 0$, $C^{0,\alpha}$ if $\alpha \in ]0, 1[$, the Lipschitz space $C^{0,1}$ if $\alpha = 1$ and $C^{1,\alpha-1}$ if $1 < \alpha \leq 2$). In particular, there it is proved that, under these hypothesis, (68) holds true for a constant $C_T$ depending just on the $C^\alpha$ norm of $\omega$, provided that

\[
s = N \left(\frac{1}{2} - \frac{1}{q}\right) - \frac{\sigma - 1}{p}, \quad \text{with} \quad \sigma = \frac{2 - \alpha}{2 + \alpha}.
\]

In [36], by construction of counterexamples, Smith and Tataru proved that this result is sharp: if (68) is fulfilled, then $s$ has to be greater than or equal to the previous value. By counterexamples of different nature (close to the first one presented in subsection 4.2), in [10] Castro and Zuazua proved instead the following statement.

**Proposition 6.1.** If $\omega \in L^\infty$ and inequality (68) holds true for some constant $C > 0$, then

\[
s \geq N \left(\frac{1}{2} - \frac{1}{q}\right) \quad \left(\text{or, in an equivalent way, } q \leq \frac{2N}{N - 2s}\right).
\]
If instead $\omega \in C^{0,\alpha}$, for some $0 < \alpha < 1$, then

$$s \geq N \left( \frac{1}{2} - \frac{1}{q} \right) - \frac{\alpha N}{2}.$$ 

Note that the first issue, for $\alpha = 0$, is sharp, because the value of $s$ coincides with the one found in [39].

Repeating the same construction of the first counterexample in subsection 4.2 and arguing as in [10], it is easy to see that an analogous result is true also under the hypothesis of Theorem 4.2. More precisely, we recall that the function $\mu(r) = r \psi(r)$ is a weight, in the sense of definition 3.1 of [17] (see also section 5 of the same paper), and then

$$\mu(r) \sim r^{k_0} \quad \text{for large } r,$$

for some $k_0 \in \mathbb{N}$. Therefore, a $\omega$ which fulfills (38) is $\alpha$-Hölder continuous of any exponent $\alpha \in ]0,1[$. So, repeating the same steps of the proof given in [9], we can find the following statement.

**Theorem 6.2.** Let $\omega$ be as in the hypothesis of Theorem 4.2, and suppose that inequality (68) holds true for some constant $C > 0$. Then necessarily one has

$$s > N \left( \frac{1}{2} - \frac{1}{q} \right) - \frac{N}{2}.$$ 

Note that, due to the complicate modulus of continuity which comes into play, we are not able to refine this condition, as done e.g. in Proposition 6.1 for Hölder coefficients. Roughly speaking, there the choice $\varepsilon_j \sim h_j^{-\alpha}$ was fundamental, while in our case the presence of $\log h_j \psi(\log h_j)$ makes a direct comparison of growth impossible. Note also that the strictly inequality is necessary.

In the instance of Theorem 4.3 an analogous result holds true.

We want to discuss here also another issue, strictly connected with Strichartz estimates. This time we restrict to the $N$-dimensional torus $\mathbb{T}^N$, and we consider the eigenvalue problem

$$- \Delta \phi + \lambda^2 \omega(x) \phi = 0 \quad \text{in } \mathbb{T}^N,$$

with $0 < \omega_* \leq \omega \leq \omega^*$ as usual. We are interested in *Sogge estimates* for the projection operators over spectral clusters of eigenfunctions.

Let $(\lambda_n)_n$ be the sequence of eigenvalues, and $(\phi_n)_n$ the corresponding orthonormal basis of $L^2(\mathbb{T}^N)$. For any $\lambda \in \mathbb{R}$, we consider the orthogonal projection operator $\Pi_\lambda$ onto the subspace generated by the eigenfunctions with frequencies in the range $[\lambda, \lambda + 1[$:

$$\Pi_\lambda f = \sum_{\lambda_n \in [\lambda, \lambda + 1[} (f, \phi_n) \phi_n,$$

where we denoted by $(\cdot, \cdot)$ the scalar product in $L^2(\mathbb{T}^N)$.

For any $q \in [2, +\infty]$ and any $N \geq 1$, we are interested in estimates of the type

$$\|\Pi_\lambda f\|_{L^q(\mathbb{T}^N)} \leq C \lambda^\gamma \|f\|_{L^2(\mathbb{T}^N)},$$

where the exponent $\gamma$ may depend on the dimension $N$ and on the summability index $q$, but not on the coefficient $\omega$. We denote by $\gamma_m(N,q)$ the minimum value of $\gamma$ for which the previous inequality holds true.
Such a kind of estimates were proved for the first time by Sogge in [37], for any second order elliptic operator with smooth coefficients, defined on smooth compact manifolds without boundary. More precisely, Sogge proved that (72) holds for $\gamma = \tilde{\gamma}(N, q) \text{ and } q \in [q_N, +\infty]$, where we defined

$$\tilde{\gamma}(N, q) := N \left( \frac{1}{2} \frac{1}{q} - \frac{1}{2} \right) \text{ and } q_N := \frac{2(N+1)}{N-1};$$

for $2 \leq q \leq q_N$, (72) is still true, up to change the value of $\gamma$. This result was then extended by Smith in [33] to the case of $C^{1,1}$ regularity.

Under lower smoothness assumptions, however, Sogge’s estimate (72) can fail in the previous range of parameters $\gamma$ and $q$. For instance, in [35] and [36] the authors constructed counterexamples for coefficients of the operator in $C^\alpha(T^N)$, when $0 \leq \alpha < 2$ (coefficients Lipschitz continuous for $\alpha = 1$).

On the other hand, in [34] Smith was able to recover some weakened version of inequality (72) when the coefficients are in the Hölder classes $C^\alpha$, $1 \leq \alpha < 2$ (again, $C^{0,1}$ for $\alpha = 1$). In fact, he proved that, under these regularity hypothesis, Sogge’s estimate still holds true when the parameters satisfy the following conditions:

$$\gamma_m(N, q) \leq \tilde{\gamma}(N, q) + \frac{2 - \alpha}{q(2 + \alpha)} \leq 1 \text{ and } q_N \leq q \leq +\infty.$$

As far as we know, it is still open if (72) can be recovered under the previous constraints (which are not in contrast with the negative results of [36]), for $0 \leq \alpha < 1$. A partial result was however given in [10].

**Proposition 6.3.** If $\omega \in C^{0,\alpha}$, for $0 \leq \alpha < 1$ ($\omega \in L^\infty$ if $\alpha = 0$) and $q_N < q \leq +\infty$, then necessarily we must have

$$\gamma_m(N, q) \geq \tilde{\gamma}(N, q) + \frac{1 - \alpha N}{2}.$$ 

Moreover, the previous claim can be easily adapted to cover also the case of any compact manifold (with or without boundary).

For the same reasons explained in the case of Strichartz estimates, our first counterexample in subsection 4.2 can used to prove an analogous but rough statement, due to the general complicated form of the modulus of continuity of the coefficient.

**Theorem 6.4.** Let $\omega$ be as in the hypothesis of Theorem 4.2, $q_N < q \leq +\infty$ and suppose that (72) holds true. Then necessarily one has

$$\gamma_m(N, q) > \tilde{\gamma}(N, q) + \frac{1 - N}{2} = N \left( \frac{1}{2} - \frac{1}{q} \right) - \frac{N}{2}.$$

The previous statement is a consequence of Proposition 6.3, keeping in mind that $\omega$ is $\alpha$-Hölder continuous for any $\alpha \in ]0, 1[$.

An analogous result holds true also under the hypothesis of Theorem 4.3.
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