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Abstract—Although Deep Neural Networks (DNNs) have shown a strong capacity to solve large-scale problems in many areas, such DNNs with voluminous parameters are hard to be deployed in real-time system. To tackle this issue, Teacher-Student architectures were first utilized in knowledge distillation, where simple student networks can achieve comparable performance to deep teacher networks. Recently, Teacher-Student architectures have been effectively and widely embraced on various knowledge learning objectives, including knowledge distillation, knowledge expansion, knowledge adaption, and multi-task learning. With the help of Teacher-Student architectures, current studies are able to achieve multiple knowledge-learning objectives through lightweight and effective student networks. Different from the existing knowledge distillation surveys, this survey detailledly discusses Teacher-Student architectures with multiple knowledge learning objectives. In addition, we systematically introduce the knowledge construction and optimization process during the knowledge learning and then analyze various Teacher-Student architectures and effective learning schemes that have been leveraged to learn representative and robust knowledge. This paper also summarizes the latest applications of Teacher-Student architectures based on different purposes (i.e., classification, recognition, and generation). Finally, the potential research directions of knowledge learning are investigated on the Teacher-Student architecture design, the quality of knowledge, and the theoretical studies of regression-based learning, respectively. With this comprehensive survey, both industry practitioners and the academic community can learn insightful guidelines about Teacher-Student architectures on multiple knowledge learning objectives.

Index Terms—Deep neural networks, knowledge learning, Teacher-Student architectures.

1 INTRODUCTION

Deep Neural Networks (DNNs) have witnessed many success in several fields, such as Computer Vision (CV), Communication System [2], and Natural Language Processing (NLP) [3], etc. Specifically, to satisfy the robust performance in large-scale tasks, DNNs are generally over-parameterized with complex architectures. However, such cumbersome models, meanwhile, need a large amount of training time and bring large computational costs, which pose significant challenges to deploying these models on edge devices and in real-time systems.

To accelerate the training process, Hinton et al. [4] first proposed knowledge distillation for training lightweight models to achieve comparable performance to deep models, which is achieved through compressing the informative knowledge from a large and computationally expensive model (i.e., teacher model) to a small and computationally efficient model (i.e., student model). With such the Teacher-Student architecture, the student model can be trained under the supervision of the teacher model. During the training of the student model, the student model not only should predict ground truth labels as closely as possible but also should match softened label distributions of the teacher model. Consequently, the compressed student model is able to obtain comparable performance to the cumbersome teacher model and is computational-effectively deployed in real-time applications and edge devices.

Teacher-Student architectures have been commonly applied in knowledge distillation for model compression, and some surveys [5], [6], [7] summarized the recent progress of various knowledge distillation techniques with Teacher-Student architectures. Specifically, Gou et al. [5] presented a comprehensive survey on knowledge distillation from the following perspectives: knowledge types, distillation schemes, and Teacher-Student architectures. Wang et al. [6] provided a systematic overview and insight into knowledge distillation with Teacher-Student architectures in CV applications. Alkhulaifi et al. [7] summarized multiple distillation metrics to compare the performances of different distillation methods. However, these aforementioned surveys do not discuss knowledge construction and optimization during the distillation process, where the knowledge types and optimization objectives are the important factors in providing informative knowledge for student learning. Besides, the existing surveys also do not introduce the purposes of knowledge distillation in various application scenarios.

Different from knowledge distillation, Teacher-Student architecture, meanwhile, is effectively and widely embraced on the other knowledge learning objectives, including knowledge expansion, knowledge adaption, and multi-task learning. With the help of Teacher-Student architectures, we are able to achieve multiple knowledge-learning objectives through lightweight and effective student networks. With the stronger model capacity and difficult training environments, student networks can learn the expanded knowledge from teacher networks, so that students are able to achieve better performance and generalizability over teachers in more complicated tasks [8], [9], [10]. In the knowledge
adoption, student networks are trained on one or multiple target domains, with the adapted knowledge of teacher networks trained on source domains \[\text{[11], [12]}.\] Besides, multi-task student networks are built to learn more general feature representations under the supervision of multiple specialized teacher networks, so that such general student networks can be effectively employed in multiple tasks \[\text{[13]}.\]

Hence, this survey provides a comprehensive and insightful guideline about Teacher-Student architectures on knowledge learning. Different from the existing surveys on knowledge distillation \[\text{[5], [6], [7]}.\] this paper first introduces Teacher-Student architectures on multiple knowledge learning objectives (including knowledge distillation, knowledge expansion, knowledge adaption, and multi-task learning), and then discusses the knowledge construction and optimization processes. Moreover, we systematically summarize various Teacher-Student architectures and learning schemes that can be utilized to learn representative and robust knowledge. The latest applications of Teacher-Student architectures are also discussed from the perspective of different purposes, including classification, recognition, and generation. Finally, we investigate the potential research directions of knowledge learning on the Teacher-Student architecture design, the quality of knowledge, and the theoretical studies of regression-based learning, respectively. The overall taxonomy framework of this survey is summarized in Fig. 1.

The main contributions of this survey can be summarized as follows.

- Different from the existing surveys on knowledge distillation, we introduce a comprehensive and insightful review of Teacher-Student architectures for multiple knowledge learning objectives, including knowledge distillation, knowledge expansion, knowledge adaption, and multi-task learning.
- We provide a detailed review of knowledge formulation during the knowledge learning process, including knowledge construction and optimization.
- We summarize the latest applications of Teacher-Student architectures based on different purposes, including classification, recognition, and generation.
- We discuss the promising research directions on knowledge learning, including the Teacher-Student architecture design, the quality of knowledge, and the theoretical studies of regression-based learning.

The rest of the paper is organized as follows: Section 2 describes Teacher-Student architectures for different learning objectives, including knowledge distillation, knowledge expansion, knowledge adaption, and multi-task learning. Section 3 introduces how knowledge is constructed and optimized during the learning process. Section 4 discusses various student networks with single and multiple teacher networks, respectively; and Section 5 further describes online learning and self-learning schemes of Teacher-Student networks. Section 6 summarizes the recent applications of Teacher-Student architectures for different purposes. The future works and conclusions are eventually drawn in Section 7 and Section 8, respectively.

### Table 1: Overview of the difference between the 4 different categories

| Objective   | KD | KE | KA | MTL |
|-------------|----|----|----|-----|
| Size reduction | ✓  | ✗  | ✗  | ✗   |
| Size increase  | ✗  | ✓  | ✗  | ✓   |
| Data shift     | ✗  | ☑️ | ✗  | ☑️  |
| Multi-datasets | ✗  | ✗  | ☑️ | ✓   |

1 Not the major concern.

### 2 Learning Objectives

#### 2.1 Knowledge Distillation

Knowledge distillation focuses on training a student model, using predictions from a larger-sized teacher model. The purpose of knowledge distillation is to have a compact student model while maintaining comparable performance with a teacher model.

Hinton et al. \[\text{[4]}.\] first propose to distill knowledge from multiple models to a single student model for the task of model compression and transfer learning. Tang et al. \[\text{[14]}.\] compress BERT \[\text{[15]}.\] to a much light-weight Bi-LSTM \[\text{[16]}.\] for the task of natural language processing. Romero et al. \[\text{[17]}.\] suggest the success of deep neural nets is largely attributed to the deep hierarch. Thus they propose to compress wide (a large number of neurons in each layer) and deep teacher models into much narrower (fewer neurons in each layer) and deeper student models. Yim et al. \[\text{[18]}.\] design the architectures of students and teachers as a N-part module, where each module contains various numbers of convolutional layers. Student models generally have a simpler design, and the task for students is to learn each layer output of the teacher.

In a different approach, Wang et al. \[\text{[19]}.\] argue that in vanilla Knowledge Distillation, it is hard for students to learn all knowledge from teachers, thus students normally show worse performance compared to the teacher. The authors adopt generative adversarial networks \[\text{[20]}.\] to simulate the distillation process. The generator (student model with fewer parameters) learns the distribution of the data, whereas the discriminator (teacher model with more parameters) learns to differentiate if the input is from a student or real.

Tang et al. \[\text{[21]}.\] propose to distill complicated models in information retrieval or recommendation systems where when a query is given, the model predicts the top K relevant information. Zhang et al. \[\text{[22]}.\] utilize multiple students to learn from each other during training. The purpose is for performance improvement instead of model compression. Furlane et al. \[\text{[23]}.\] propose a novel ensemble learning approach, where students and teachers share the same architecture. The \(N_{th}\) student is responsible to train the \(N + 1_{th}\) student. Predictions are averaged in the end.

#### 2.2 Knowledge Expansion

Knowledge expansion differs from knowledge distillation in that, instead of compressing the large teacher model into a smaller student model, it focuses on training a student...
model with better generalizability and performance than the teacher model. The capacity of the student model is the same or larger than the teacher model.

Xie et al. [8] initially propose the concept of Knowledge Expansion, in that they aim to use a teacher model to train a student model with a larger capacity of parameters. They achieve it by initially training the teacher model on ImageNet [24], then they incorporate a privately collected unlabelled dataset, and use the teacher model’s prediction as pseudo ground truth to train a larger student model. They demonstrate that with enhanced data augmentation and the additional self-labelled data, the larger student model can outperform the teacher model with an iterative self-training strategy.

In [9], the authors adopt a similar strategy for the task of object detection. They use the pre-trained teacher model to generate pseudo labels for the unlabelled images. The student model is trained with strong data augmentation on the pseudo-labelled dataset. Wang et al. [10] argue that forcing student models to learn the noisy pseudo labels from teachers may cause noisy label overfitting. They instead propose a curriculum learning strategy, where the student models learn easy samples first, then proceed to hard samples. The criteria for easiness are based on the confidence score from the region proposal network.

2.3 Knowledge Adaptation

In [11], teacher models monitor students’ learning progress and decide which task each student should be trained on. In general, a student should be trained on the task where he gains the most performance improvement. But to prevent Catastrophic Forgetting [25], students should be trained on tasks where the performance drops.

In [26], the authors adopt a novel teacher-student learning scheme by incorporating Generative Adversarial Nets (GANs) [20] into the training. They perform supervised segmentation tasks on the source images with labels. Then they use the trained model to generate predictions for both source and target images. Lastly, they feed both predictions to a teacher model (discriminator). If a teacher model is
incapable of differentiating which domain the prediction is from, the trained model has successfully transferred the knowledge from the source domain to the target domain.

In [27], the authors first propose using CycleGAN [28] to align source domain images with the target domain in an unsupervised approach. Then they further use the aligned source images along with target images to join the adversarial training similar to [26] where the discriminator is treated as the teacher network.

In [12], the authors extend the work of [27]. They propose a bi-directional learning scheme, where the adversarial training can be in turn used to promote the CycleGAN [28] training. They conduct 3 iterations to obtain the state-of-art performance.

2.4 Multi-Task Learning

Student-teacher training paradigm has been proven effective in various domains. However, adapting to a multi-task context remains challenging. Ghiasi et al [13] propose a multi-task self-training (MuST) strategy which uses multiple independent teachers’ models to train one multi-task student model. In particular, they adopt four teacher models, each responsible for classification, detection, segmentation, and depth estimation on four different datasets. After training, these teacher models are used to generate four types of pseudo labels for much larger datasets. The student model is then trained on the dataset with four types of pseudo labels.

In [29], the authors propose a cross-task knowledge distillation framework consisting of three modules: 1) task augmentation: ranking fine-grained cross-tasks through an auxiliary loss. 2) knowledge distillation: sharing ranked knowledge representation across tasks to enforce consistency. 3) Teacher-student training: end-to-end training to improve the generalized representation of knowledge distillation. When training student models using teachers’ predictions, it would be detrimental when the predictions are false. To address the issue, the authors propose aligning the predictions with ground truth before sending them to the student model for loss comparison.
3 Knowledge Formulation

3.1 Knowledge Construction

Hinton et al. [4] propose an approach that compresses ensemble deep networks into a student network with similar depth by forcing the student network to learn to produce softened softmax outputs as well as predict the sample labels. The softened softmax introduces a temperature \( \tau \) to represent rich information from the teacher network. This method successfully transfers the generalization ability from a complex teacher network to a small student model.

The work of FitNets [17] constructs the knowledge by using a hint layer and the knowledge is the intermediate output of that layer in a teacher network. However, due to the dimension discrepancy between the intermediate outputs of teacher and student networks, a linear mapping \( \beta \) is introduced to unify different dimensions. The squared Euclidean distance between hidden activations is used for knowledge distillation. The authors use a Gram matrix of feature maps from two different layers as knowledge, e.g., the input feature and output feature of a residual block. The distilled knowledge is used as weight initialization for the student network for further optimization. The authors claim that the distilled knowledge can improve the performance of the student network in different tasks.

In attention-based work [30], the knowledge is defined by activation and gradient attention maps. The attention maps are defined by the normalized sum of absolute or squared values mapping. The authors show that these attention maps contain valuable information for improving the performance of convolutional neural network architectures. Kim et al. [31], proposes an encoder with a convolutional structure to generate \( L_2 \) normalized feature embeddings of teacher network as knowledge. The student network is encouraged to produce the same compressed representation to mimic the teacher network. Heo et al. [32] uses the pattern of activated outputs as knowledge as a classification problem highly depends on the formation of decision boundaries among classes. The pattern is extracted before the activation function, which keeps much useful information from the teacher network. The distilled knowledge is used for initializing the student network before the classification training.

The author uses the \( L_2 \)-normalized outer products of pairwise activations as knowledge based on the observation that semantically similar inputs tend to have similar output patterns. Therefore, the student network will produce similar (dissimilar) output patterns as the trained teacher network when processing the same input pairs. The authors of [33] use a group of samples to produce feature maps through the teacher network. And take the structural information among those feature maps as knowledge. The structural information, i.e., the distance metric, is defined by the average Euclidean distance and cosine similarity across grouped sample outputs. The teacher and student network are both pre-trained before the knowledge distillation process. The work of DarkRank [34] uses anchor loss in metric learning to formulate the knowledge. The anchor loss helps reduce intra-class distance and enlarge inter-class distance. Such intra/inter-class distance patterns are used as knowledge. The authors also use the embedding layer to encode the hidden activations. The KL divergence and MLE are used to optimize the knowledge distillation process. Learning from multiple teacher networks shows a hybrid structure to guide the student network. The authors average the softened outputs of multiple teacher networks as one knowledge and apply triplet loss to extract intra/inter-class information as the other knowledge. The voting strategy of multiple teacher networks sums up all of the knowledge distillation loss as the final loss.

3.2 Knowledge Optimization

In knowledge optimization, the optimization objective of knowledge distillation usually consists of three parts: regular cross-entropy (\( L_{CE} \)) terms, Kullback-Leibler (KL) divergence (\( L_{KL} \)) terms, and distance (\( L_D \)) terms. The generalized form of the objective function of knowledge distillation is:

\[
L_{KD} = L_{CE}(y_{true}, P_S) + L_{KL}(P_T, P_S^\tau) + L_D
\]

where \( L_{CE} \) refers to the cross-entropy loss, \( L_{KL} \) refers to Kullback-Leibler divergence, \( L_D \) refers to the distance metrics, \( y_{true} \) denotes the ground truth, \( P \) denotes the feature map or customized vector, e.g., passing through the softmax function \( P = softmax(\cdot) \), \( \tau \) refers to teacher, \( s \) refers to student, and \( \tau \) denotes the temperature [17] of the softmax function.

The generalized distance function that appeared in the objective function is defined as:

\[
L_D = \|d_i - d_s\|_N^\alpha,
\]

where \( d_i \) and \( d_s \) denote the vectors to be measured, \( P \) denotes the power, and \( N \) denotes the \( L_N \) norm. For example, in the metric learning scenario, the distance is defined as:

\[
L_{DM} = \|a_S - q_S\|_2^P,
\]

where \( a \) denotes the activation, and \( q \) denotes the anchor sample [34]. We summarize the optimization objectives in Table 2. "Cosine" refers cosine distance.

4 Teacher-Student Architectures

4.1 Single Teacher

Fig. 6 show the architectures of single-single and multi-single Teacher-Student networks for knowledge learning. In the single teacher-based architecture, one student network not only aims to match the ground truth but also learn the transferred knowledge from one teacher network (e.g., soft logits and intermediate feature embeddings). MetaDistill [35] improves the knowledge transmission ability of a teacher network using meta-learning. Specifically, they introduce a pilot update mechanism to formulate the training of a teacher and a student as a bi-level optimization problem, so that the teacher can better transfer knowledge by exploiting feedback about the learning process of students. SFTN [36] first modularizes a teacher and a student network into multiple blocks. The intermediate feature representations from each teacher block are followed by multiple student blocks, respectively, where the teacher and the student are simultaneously trained by minimizing the differences in the feature representations and logits between the student and the teacher. To solve the regression problem,
| Works                                                                 | $\mathcal{L}_{CE}$ | $\mathcal{L}_{K,L}$ | $\mathcal{L}_D$ |
|----------------------------------------------------------------------|---------------------|----------------------|-----------------|
| Knowledge Distillation [4]                                           | ✓                   | ✓                    | -               |
| FitNets [17]                                                        | ✓                   | ✓                    | -               |
| Noisy Student [8]                                                   | ✓                   | ✓                    | $L_2$           |
| Distilling Task-Specific Knowledge from BERT into Simple Neural Networks [14] | ✓                   | ✓                    | $L_2$           |
| A Gift from Knowledge Distillation [18]                             | -                   | -                    | $L_{D,4}$       |
| Ranking Distillation [21]                                           | ✓                   | ✓                    | -               |
| Deep Mutual Learning [22]                                           | ✓                   | ✓                    | -               |
| Born-Again Neural Networks [23]                                     | ✓                   | -                    | $L_D$           |
| Paraphrasing Complex Network [31]                                   | ✓                   | ✓                    | $L_D$           |
| Knowledge Transfer via Distillation [32]                            | ✓                   | -                    | $L_D$           |
| Relational Knowledge Distillation [33]                               | ✓                   | ✓                    | $L_D$           |
| DarkRank [34]                                                       | ✓                   | ✓                    | $L_D$           |
| BERT Learns to Teach [35]                                           | ✓                   | ✓                    | -               |
| Knowledge Distillation Meets Self-Supervision [37]                  | ✓                   | ✓                    | Cosine          |
| Improved Knowledge Distillation via Teacher Assistant [38]           | ✓                   | ✓                    | -               |
| Uninformed Students [39]                                            | ✓                   | ✓                    | $L_2$           |
| Mean teachers [40]                                                  | ✓                   | ✓                    | $L_2$           |
| Learning from Multiple Teacher [42]                                 | ✓                   | ✓                    | $L_{D,4}$       |
| Reinforced Multi-Teacher Selection for Knowledge Distillation [43]   | ✓                   | -                    | -               |
| Knowledge Adaptation: Teaching to Adapt [44]                        | ✓                   | ✓                    | -               |
| Online Knowledge Distillation with Diverse Peers [45]               | ✓                   | ✓                    | $L_2$           |
| Knowledge Distillation by on-the-Fly [46]                           | ✓                   | ✓                    | -               |
| Online Knowledge Distillation for Efficient Pose Estimation [47]     | ✓                   | ✓                    | -               |
| Feature Fusion for Online Mutual Knowledge Distillation [48]         | ✓                   | ✓                    | -               |
| Attention-based Feature Interaction for Efficient [49]              | ✓                   | ✓                    | -               |
| Peer Collaborative Learning for Online Knowledge distillation [50]   | ✓                   | ✓                    | -               |
| Large-Scale Domain Adaptation via Teacher-Student Learning [51]      | ✓                   | ✓                    | -               |
| Revisiting Knowledge Distillation via Label Smoothing Regularization [52] | ✓                   | ✓                    | -               |
| Feature-Map-Level Online Adversarial Knowledge Distillation [53]     | ✓                   | ✓                    | -               |
| Multi-View Contrastive Learning [54]                                | ✓                   | ✓                    | -               |
| Online Subclass Knowledge Distillation [55]                         | ✓                   | -                    | $L_2$           |
| Online Knowledge Distillation via Collaborative Learning [56]        | ✓                   | ✓                    | -               |
| Correlation Congruence for Knowledge Distillation [57]              | ✓                   | ✓                    | $L_2$           |
| Knowledge Distillation from Internal Representations [58]           | ✓                   | ✓                    | Cosine          |
| Adversarial Learning of Portable Student Networks [59]              | ✓                   | -                    | $L_2$           |
| Be Your Own Teacher [60]                                            | ✓                   | ✓                    | $L_2$           |
| Towards Oracle Knowledge Distillation [61]                           | ✓                   | ✓                    | -               |

Takamoto et al. [62] design and minimize a novel teacher outlier rejection loss function, which aims to discover outliers in training samples using the prediction from a teacher. Moreover, a multi-task network with two outputs, i.e., the estimations of the ground truth and the teacher prediction, is considered to effectively train a student network. Xu et al. [37] utilize self-supervised learning, when treated as an auxiliary task, to help gain more rounded and dark knowledge from a teacher network. Specifically, contrastive prediction is selected as the self-supervision task to maximize the agreement between a data point and its transformed version via a contrastive loss in latent space. Since the large gap between the teacher and the student could degrade the student performance, Mirzadeh et al. [38] first introduce the teacher assistant (i.e., intermediate-sized network) as a multi-step teacher-student learning to eliminate this gap. Bergmann et al. [39] embrace multiple student networks that are simultaneously supervised with a power teacher network pre-trained on a large dataset of natural images, resulting in the accurate pixel-precise anomaly segmentation in high-resolution images. In this way, anomalies can be detected when the students fail to imitate the output of the teacher.

### 4.2 Multiple Teachers

Inspired by recent efforts, multiple-teacher networks have been introduced in knowledge learning, where a student network simultaneously receives knowledge transferred from multiple teachers. Consequently, a student can robustly learn comprehensive and different knowledge under the guidance of multiple teacher networks. Averaging multiple teachers is a commonly-used approach to incorporate the potentially diverse knowledge from teachers (i.e., each teacher with an identical importance weight); concretely, a student network aims to learn the average softened logits of multiple teacher networks. Papernot et al. [63] introduce multiple teacher networks in Private Aggregation of Teacher Ensembles (PATE), where each teacher network is trained on a private and particular dataset; and then the student network aims to learn the average voting of soft logits of these teachers. In Mean Teacher [40], the average model
weights of multiple teachers are regarded as the knowledge to guide the training of the student network.

Note that multiple teacher networks could be heterogeneous since these teacher networks can be trained in various environments (e.g., different data distributions). This suggests that the transferred knowledge from various teachers can contribute differently to the student learning performance, so that the student network may learn more knowledge from similar teacher networks. As a result, averaging multiple teacher networks could be sub-optimal by assigning each teacher an identical importance weight. Thus, to learn more representative and critical knowledge from multiple teacher networks, some advanced teacher weighting approaches are introduced to assign a particular importance weight for each teacher network, so that the student network can learn more representative knowledge from important teachers. For example, Adaptive Multi-teacher Multi-level Knowledge Distillation (AMTML-KD) [41] includes multiple teacher networks, where each teacher network is learned an instance-level importance weight for adaptively integrating the intermediate feature representations from all teachers. Consequently, a student network can fully learn potentially diverse knowledge from multiple teachers. In addition to the logits from multiple teachers, You et al. [42] also additionally consider the relative similarity between intermediate representations of samples as one type of dark knowledge to guide the training of a student network. Concretely, the triplets are utilized to encourage the consistency of relative similarity relationships between the student and the teachers. Yuan et al. [43] formulate the teacher selection problem under an RL framework, where each teacher network is assigned an appropriate importance weight based on various training samples and the outputs of teacher networks. Then, multiple teacher networks are randomly selected based on the learned importance weights to guide the training of the student network at each epoch. Ruder et al. [44] consider multi-teacher knowledge distillation for the domain adaptation and design teacher importance weights according to the data similarity between source domains and a target domain. Specifically, each teacher network is trained on a source domain, and the teacher importance weights are increased on the source domains similar to the target domain.

5 LEARNING SCHEMES
5.1 Online Learning
Table 3 compares the different learning schemes in terms of teacher and student learning statuses, as well as their role statuses. The classic learning scheme is offline learning [4], which represents that student networks learn the knowledge transferred from pre-trained teacher networks. Specifically, powerful teacher networks are first completely well-trained on large-scale datasets, and then transfer the knowledge to guide the training of compact student networks. The roles of teacher and student networks are not exchanged during the student training process. It is important to note that offline learning is not included in the scope of this survey paper, and we refer readers to the existing surveys that have provided comprehensive reviews on the offline learning [5], [7].

Although the offline learning scheme is straightforward and computationally efficient, powerful pre-trained teacher networks and large-scale datasets could be limited [22], [38], [45]. To solve such issues, an online learning scheme is further commonly utilized to simultaneously train student and teacher networks, so that the whole knowledge learning process can be end-to-end trainable. For instance, in On-the-fly Native Ensemble (ONE) learning strategy [46], [47], a native ensemble teacher network is created from multiple student branches on-the-fly and simultaneously trained with these student branches. With student branches, both teachers and students are more efficient to be trained with superior generalization performance and without asynchronous model updates. Due to the gating module on the shared layer, student branches are limited to the same network architecture in ONE learning strategy. To overcome this limitation, Feature Fusion Learning (FFL) [48] is further proposed to allow student branches to be applicable to
any architecture. To better boost the knowledge distillation process, Su et al. [49] additionally introduce an attention mechanism to capture important and high-level knowledge, so that teachers and students can be dynamically and effectively trained with the help of the valuable knowledge. In Peer Collaborative Learning (PCL) [50], a peer ensemble teacher is trained with the ensemble feature representation of multiple student peers. Besides, a temporal peer means the teacher is individually built for each student peer to collaboratively transfer knowledge among student peers.

### 5.2 Self-Learning

The self-learning scheme is one particular scheme of online learning. Different from the classic online learning methods, the roles of student and teacher networks are dynamic during the iterative learning process, which indicates that student and teacher networks can be exchanged or student networks are able to learn the knowledge from themselves (i.e., Teacher-free knowledge learning) in the self-learning scheme. Yuan et al. [52] demonstrate knowledge distillation as a type of label smoothing regularization, and thus label smoothing regularization can be further regarded as a virtual teacher. Based on these analyses, Teacher-free Knowledge Distillation is further proposed, where a student can learn the knowledge from itself or a manually-designed regularization distribution. Pang et al. [64] further leverage the iterative self-learning scheme for the end-to-end video anomaly detection, where the student networks (i.e., the anomaly learners) continuously generate the new pseudo labels to replace the previous ones. Instead of a powerful teacher network, OKDDip consists of multiple auxiliary student peers and one group leader in the two-level distillation [45]. Each student peer is self-trained on the knowledge aggregated from other peers with different importance weights. Then all peers further guide the training of the group leader during the second distillation. Chung et al. [53] transfer the feature maps and the soft logits through the online adversarial knowledge distillation, where each network has a discriminator that distinguishes the feature maps from its own and other networks. Through the adversarial training of the discriminator, each network can learn the distribution of feature maps from other networks by fooling the corresponding discriminator. Multi-view Contrastive Learning (MCL) [54] captures the correlation of feature representations of multiple student peers, and each peer provides a unique feature representation that suggests a specific view of input data. These feature representations can be regarded as more powerful knowledge to be distilled for the effective training of student peers. Online Subclass Knowledge Distillation (OSKD) [55] reveals the similarities inside each class to capture the shared semantic information among subclasses. During the online distillation process, each sample moves closer to the representations of the same subclass while further away from that of different subclasses. Recent online teacher-student learning benefits from collaborative learning, where mutual knowledge is shared to enhance the learning ability of both teachers and students. In Knowledge Distillation via Collaborative Learning (KDCL) [56], multiple students with different capacities are assembled to simultaneously provide high-quality soft logits to instruct themselves with significant performance improvement. Specifically, each student is fed with individually-distorted images to reduce variance against perturbations in the input data domain.

### 6 Applications

This section introduces the applications of knowledge learning. Knowledge learning is used in various application fields of deep learning, such as computer vision, natural language processing, model compression, and recommender systems. We classify the applications of knowledge learning according to the network framework, which can be divided into classification, recognition, and generative architecture. The classification architecture refers to the most common use of the output layer to directly classify images. The recognition architecture refers to the basis for extracting key information from images. It includes face recognition, object detection, action recognition, medical image recognition, etc. The generative architecture includes text, speech and image synthesis.

#### 6.1 Classification Purpose

##### 6.1.1 Computer Vision

Knowledge distillation is used to solve image classification problems [57], [65], [66], [67]. For incomplete, ambiguous and redundant image labels, a label refinement model for self-improvement and label augmentation is proposed [65] to learn soft, informative, collective and dynamic for complex image classification Label. Inspired by to knowledge distillation-based low-resolution face recognition, [65] proposed deep feature distillation for low-resolution image classification, where the student’s output features are matched with the teacher’s output features.

##### 6.1.2 NLP

Text classification tasks include sentence classification and sentence classification. It contains both general domain and task-specific knowledge distillation. For sentence classification and matching, [68] proposed task-specific knowledge distillation from a BERT teacher model to a bidirectional long short-term memory network. In [69], a lightweight student model named DistilBERT with the same general structure as BERT is designed and learned across various tasks in NLP. In [68] propose a simplified student BERT using the internal representation of the large teacher BERT via internal distillation.
6.1.3 Speech

For audio classification, [70] developed a multi-stage feature distillation method and employed an adversarial learning strategy to optimize knowledge transfer. To improve noise-robust speech recognition, knowledge distillation is used as a speech enhancement tool and an audio-visual multimodal knowledge distillation method is proposed [71]. Knowledge from the teacher model for visual and auditory data is transferred to the student model for audio data. Essentially, this refinement shares cross-modal knowledge between teachers and students [71], [72], [73]. To efficiently detect acoustic events, a quantitative distillation method using both knowledge distillation and quantification is proposed by [74].

6.2 Recognition Purpose

6.2.1 Computer Vision

One of the applications of knowledge learning is to enhance face recognition and improve the performance of the model from the perspective of efficiency and accuracy. For example, in [75], knowledge is transferred from the teacher network to the student network of selected information neurons in the top layer of the teacher network. The transfer of knowledge devised a teacher-weighted strategy in which the feature representation of the hint layer was lost to avoid misguiding by the teacher [59]. By using the previous student network to initialize the newer networks, a method of recursive knowledge distillation was devised [76]. Since most face recognition methods are on the test set that the category/identity is unknown to the training set, such as [77] described the angle loss. As the face recognition standard is usually a measure of the distance between positive and negative sample features.

6.2.2 NLP

BERT has given a great boost to natural language processing as a very large and complex multilingual model [78], and it is also a model that is difficult to train. The training is very time- and resource-consuming. To address this issue, [68], [79], [80], [81], proposed several lightweight BERT variants using knowledge distillation in a model compression manner. [79] proposed knowledge distillation for BERT Model Compression (BERT-PKD) for sentiment classification, paraphrase similarity matching, natural language inference, and machine reading comprehension. In this knowledge distillation-based method, the feature representation of the labels from the teacher hint layer is passed to the students. To speed up linguistic inference, [80] propose TinyBERT, a two-stage transformer knowledge distillation.

6.2.3 Speech

Knowledge distillation can be used to solve some tough problems in speech recognition [82], [83], [84]. To overcome the problem of overfitting DNN acoustic models when data is rare, knowledge distillation is used as a regularization method to train an adaptive model under the supervision of the source model [83], [84] proposed to train an advanced multi-accent student model by extracting knowledge from multiple accent-specific RNN-CTC models with cross-domain knowledge transfer.

6.3 Generation Purpose

6.3.1 Computer Vision

To improve the accuracy of image classification [85] proposed a feature map-based knowledge distillation method for GANs. It transfers knowledge from feature maps to students. Using knowledge distillation, [59] design a visual interpretation and diagnosis framework for an image classifier, unifying a teacher-student model for interpretation and a deep generative model for diagnosis.

6.3.2 NLP

In the generative model of natural language processing, neural machine translation is an application scenario for KD. However, like the BERT model, good-performing NMT models are often complex and huge. In this context, a number of extended knowledge distillation methods for neural machine translation have been proposed to obtain lightweight NMT models [86], [87], [88]. Recently, [87] shows that the better performance of KD-based NAT models depends heavily on their capacity and the data extracted through knowledge transfer. [89] explains the good properties of sequence-level knowledge distillation from a data augmentation and regularization perspective. For the sequence generation scenario of NMT, efficient word-level knowledge distillation is extended to sequence level [48]. The student model that generates sequences mimics the sequence distribution of the teacher. To address the problem of multilingual diversity, [90] proposes multi-teacher distillation, where multiple individual models dealing with bilingual pairs are teachers and multilingual models are students. In order to improve the performance of machine translation tasks, [91] proposes that in online KD, the model that evaluates the best during training is selected as the teacher and updated by any subsequent better model. If the next model does not perform well, the current teacher model will take its place.

7 Opportunities and Future Works

In this section, we discuss the opportunities and potential directions for improving the knowledge-learning process from the following perspectives: the architecture design of teacher and student networks, the quality of knowledge, and the theoretical studies of regression-based knowledge learning.

7.1 Teacher-Student Architecture Design

To improve the knowledge-learning process, some studies have investigated the relationship between the Teacher-Student architecture design and learning performance. The knowledge is commonly represented using soft labels and feature embeddings from teachers, and bigger and more robust teacher networks can be expected to provide more representative and reliable knowledge. Therefore, the classic approach to train more accurate students is to design large-scale teacher networks. However, some recent works investigate that the increasing gap (in size) between student and teacher networks could decrease the learning performance [58], [60], [61]. Recently, Neural Architecture Search
(NAS) has witnessed many successes in automatically designing neural networks in solving some tasks, such as image classification [22], NLP [93], speech recognition [94], among others. For example, Kang et al. [61] integrate NAS with oracle knowledge distillation to fine-tune the optimal student network structures and operations for potentially achieving better performance than teacher networks. With the help of NAS, the efficient student network can be found from the fixed and high-performing teacher network with lower computational cost and less network parameters [95]. Hence, NAS can be further incorporated with knowledge learning in the future direction, which searches for the best pair of powerful teacher and combat student networks, leading to efficient learning performance.

7.2 Quality of Knowledge

Existing works have been commonly dedicated to improving the knowledge-learning process through designing efficient network structures and transferring better feature representations. However, there are fewer studies analyzing the amount of informative knowledge that can be potentially utilized and transferred from teachers. Through the quantification of visual concepts encoded in teacher networks, Cheng et al. [96] explain the success of knowledge distillation from the following three hypotheses: learning more visual concepts, learning various visual concepts, and yielding more stable optimization directions. Miles et al. [97] integrate the analysis of information theory with knowledge distillation using infinitely divisible kernels, which achieve the computationally-efficient learning process on the cross-model transfer tasks. Therefore, the quantification of knowledge can be investigated in the future research direction, which aims to analyze how much important knowledge can be potentially captured before the knowledge-learning process.

7.3 Theoretical Understanding of Regression-Based Knowledge Learning

Currently, most teacher-student architectures are employed on classification-based knowledge learning tasks, where intermediate feature embeddings and soft logits can be commonly represented as dark knowledge transferred to student networks. Moreover, more advanced training schemes and architecture designs are introduced to improve the efficiency of the knowledge-learning process. However, fewer works focus on the teacher-student architectures on the regression-based knowledge learning tasks, such as communication traffic forecasting, and energy balancing, among others. One promising research direction can be investigated in the theoretical studies of regression-based knowledge learning, such as the representation of dark knowledge on the regression problem. The final prediction outputs of teacher networks are represented as knowledge to be transferred to student networks [98]. [99], and student networks also aim to mimic the extracted feature representations from teacher networks during the knowledge learning process [100], [101]. With deeper theoretical studies on regression-based knowledge learning, teacher-student architectures will be further effectively employed in practical applications.

8 Conclusions

Teacher-Student architectures were first proposed in knowledge distillation, which aims to obtain lightweight student networks to achieve comparable performance to deep teacher networks. Different from the existing knowledge distillation surveys [9], [6], [7], our survey paper focuses on Teacher-Student architectures for knowledge learning. Specifically, this paper discusses Teacher-Student architectures for various knowledge learning objectives, including knowledge distillation, knowledge expansion, knowledge adaption, and multi-task learning. Besides, this paper not only introduces the knowledge construction and optimization processes but also provides detailed overviews of different architectures and learning schemes of Teacher-Student networks. The latest applications of Teacher-Student architectures are summarized based on various Teacher-Student network purposes, including classification, recognition, and generation. Finally, this paper investigates the promising research directions of knowledge learning on the Teacher-Student architecture design, the quality of knowledge, and the theoretical studies of regression-based learning, respectively. With this comprehensive survey paper, both industry practitioners and the academic community can learn insightful references about Teacher-Student architectures on multiple knowledge-learning objectives.
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