Application of K-nearest neighbors in protein-protein interaction prediction
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Abstract. Protein-protein interactions (PPIs) are an important part of many life processes in organisms. Almost all life processes are related to protein-protein interactions, and the study of protein interactions plays an important role in revealing the mysteries of life activities. In order to improve the prediction performance of protein-protein interaction, we are based on K-Nearest Neighbor (KNN), combined with protein sequence coding methods such as Conjoint Triad (CT), Auto Covariance (AC) and Local Descriptor (LD) to construct KNN-CT, KNN-AC and KNN-LD three prediction models of PPIs. The results show that the prediction models KNN-CT and KNN-AC have obtained accuracy rates of 94.29% and 94.69%, respectively, which are better than existing methods. The results show that K-nearest neighbors can be a useful complement to protein-protein interactions.
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1. Introduction

Protein-protein interaction (PPIs) is a process in which two or more protein molecules form a protein complex through non-covalent bonds. Almost all life processes are related to protein interactions, such as metabolism, signal transduction, cell cycle regulation, metabolism, cell apoptosis, immune response, and so on. With the development of high-origin experimental technology (such as gene chip, experimental technology, etc.), a large number of biological sequences have appeared [1-3]. There are many unknown biological functions hidden in these data. How to mine the information implicit in these data is an urgent problem for researchers to solve. As a new round of calculation method, machine learning provides very favorable conditions for speeding up data mining. In recent years, machine learning such as support vector machines [4-6], neural networks [7], decision trees [8-9] and random forests [10-11] have played an important role in various fields. It has been widely used in forecasting. For example, Guo et al. [12] proposed a method of protein interaction prediction based on support vector machine (SVM), and obtained a accuracy rate of 86.55% on the Saccharomyces cerevisiae data set. Yang et al. [13] used local descriptors (LD) for the first time to encode protein sequences into space vectors of the same dimension, and achieved an accuracy of 86.15% on the distilled yeast data set. Although machine learning algorithms such as support vector machines and deep learning are widely used in protein interaction prediction, KNN are rarely used in protein interaction prediction.

KNN is a distance metric classification algorithm proposed by Cover and Hart [14]. It is a widely used algorithm in machine learning. KNN can not only be used for classification problems, it can also be used to deal with regression problems. Due to its intuitive, simple, effective, and easy-to-implement characteristics, it is widely used in many classification problem areas such as image detection and target tracking [15-17]. In order to study the performance of protein interaction prediction based on KNN, we combined three protein coding methods of Conjoint Triad (CT), Auto Covariance (AC) and Local Descriptor (LD) to construct KNN-CT and KNN-AC and KNN-LD three PPIs prediction models, after testing, the three models have obtained accuracy rates of 94.29%, 94.67% and 93.45% respectively. The results show that the PPIs prediction based on KNN is feasible and can be used as a useful supplement for future PPIs prediction research.
2. Materials and Methods

2.1 Protein sequence coding method

In this experiment, three protein sequence coding methods including CT, AC, and LD were used to transform protein sequences into feature vectors of specific dimensions.

CT was first proposed by Shen [18]. The method first divides 20 conventional amino acids into 7 groups according to the dipolarity and volume of the side chains, and replaces each amino acid with its category according to the classification; then, calculates the frequency of each category, and converts the protein sequence into a space vector. The specific process of generating vector space is as follows: Use a binary space vector \((V, F)\) to represent a protein sequence, where \(V\) represents a sequence feature, and each feature \((v_i)\) represents a type of triplet; \(F\) is the frequency vector corresponding to \(V\), and \(F (f_i)\) is the protein frequency of sequence \(v_i\). Amino acids are classified into 7 categories, and \(V\) is 777; therefore, \(i = 1,2,...,343\). If a set of data \(i_1i_2i_3\), then the corresponding value of \(F(f_i)\) is 
\[
\begin{align*}
111 &= f_1 \\
121 &= f_8 \\
... &= f_{337} \\
211 &= f_2 \\
221 &= f_9 \\
... &= f_{338} \\
711 &= f_7 \\
721 &= f_{14} \\
... &= f_{343}
\end{align*}
\]

After normalization, a protein sequence forms a 343-dimensional vector space, and the interaction between two proteins is represented by a 686-dimensional vector space.

AC is a commonly used protein coding method, which considers the adjacent effects between a certain number of amino acids in the protein sequence, and has been widely used in protein coding [12,19]. The interaction between amino acids is reflected by the seven physicochemical properties of the sequence-based amino acids. After the original values are normalized, the covariance variables are calculated using formula (2).

\[
AC_{\text{lag},j} = \frac{1}{l - \text{lag}} \sum_{i=1}^{n-\text{lag}} (X_{i,j} - \frac{1}{n} \sum_{i=1}^{n} X_{i,j})(X_{(i+\text{lag})},j - \frac{1}{n} \sum_{i=1}^{n} X_{i,j})
\]

Where \(AC_{\text{lag},j}\) is the AC variable, \(\text{lag}\) is the distance between residues, \(j\) represents one descriptor, \(i\) is the position in the sequence \(X\), \(n\) is the length of the sequence \(X\). According to the study of Guo et al. [12], the lag value is determined to be 30, and \(j\) is the seven physical and chemical properties of amino acids. Therefore, the vector space of AC is 210 \((30 \times 7)\) dimensions. After transforming each protein sequence into the AC variable vector, the two protein vectors are spliced, that is, the 420-dimensional vector space represents a protein pair.

LD [20] is a method that does not require sequence alignment, and its effectiveness depends to a large extent on the classification of amino acids. See reference [21] for specific calculation methods.

2.2 K-Nearest Neighbor (KNN)

2.2.1 Distance measurement algorithm

The distance between two instance points in the KNN feature space is presented by the similarity of the two instance points, so the distance measurement of KNN often uses similarity measurement methods such as Euclidean distance and Manhattan distance to calculate the distance between instances. The KNN algorithm is based on the following assumption that most of the K nearest sample categories of all samples in the feature space determine the category of the sample itself, and have the characteristics of the K nearest sample categories. When determining the classification decision of the sample to be tested, the KNN algorithm only determines the category of the sample to be tested based on the category of one or more recent training samples. The KNN algorithm assumes that all samples correspond to points in the n-dimensional space, and the nearest neighbor of each sample is
defined according to the standard Euclidean distance. In the n-dimensional space, any sample \( x \) can be represented by the following feature vector:

\[
\langle a_1(x), a_2(x), \ldots, a_n(x) \rangle
\]  

Among them, \( a_r(x) \) represents the \( r \)-th attribute value of \( x \). Therefore, the distance between \( x_i \) and \( x_j \) is as shown in Equation (4):

\[
d(x_i, x_j) = \sqrt{\sum_{r=1}^{n} (a_r(x_i) - a_r(x_j))^2}
\]  

2.2.2 Implementation steps of KNN algorithm

The three models of KNN-CT, KNN-AC and KNN-LD were implemented on the Sklearn platform and python environment. The implementation steps of the KNN are as follows:

**Table 1.** Division of amino acids based on the dipoles and volumes of the side chains.

| Algorithm | **KNN** |
|-----------|---------|
| **Input:** | A[N] is the classification feature of N training samples; K is the number of neighbors. |
| **Output:** | The category of \( x \). |
| 1 | Choose A[1] to A[K] as the initial neighbors of \( x \); |
| 2 | Calculate the Euclidean distance \( d(x, A[i]) \) between the initial nearest neighbor and the test sample \( x \), \( i=1,2,3,\ldots,k \); |
| 3 | Sort from small to large according to \( d(x, A[i]) \); |
| 4 | Calculate the distance \( D \) between the farthest sample and \( x \), that is, \( \max d(x, A[i]), i=1,2,3,\ldots,k \); |
| 5 | \( i=K+1 \); |
| 6 | while \( i<n+1 \) do; |
| 7 | Calculate the distance between \( A[i] \) and \( x \) \( d(x, A[i]) \); |
| 8 | if \( d(x, A[i])<D \); |
| 9 | Replace the farthest sample with \( A[i] \); |
| 10 | Sort from small to large according to \( d(x, A[i]) \); |
| 11 | Calculate the Euclidean distance \( D \) between the farthest sample and \( x \), that is, \( d(x, A[i]) \), \( i=1,2,3,\ldots,k \); |
| 12 | Calculate the probability of the category of the first \( k \) samples \( A[i], i=1,2,3,\ldots,k \); |
| 13 | The category with the greatest probability is the category of sample \( x \); |
| 14 | end |
| 15 | end |

2.3 Evaluation of predictive performance

In this experiment, four indicators: Accuracy, Recall, Loss, and Area Under the Receiver Operating Characteristic Curve (AUC) are used to evaluate prediction performance. The calculation formulas for accuracy and recall are as follows:

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]
Recall = \frac{TP}{TP + FN} \quad (6)

Among them, TP, TN, FP and FN represent true positive, true negative, false positive and false negative respectively. AUC is calculated by open source code [23]. The loss is calculated by the cross-entropy function, the formula is as follows:

\text{loss}(y, y^*) = -\frac{1}{n} \sum_{i=1}^{n} (y_i^* \ln y_i + (1 - y_i^*) \ln(1 - y_i)) \quad (7)

where, y=(y_1,y_2,y_3……yn), is the actual output; y*=(y_1^*,y_2^*,y_3^*, ..., y_n^*) is the expected output.

3. Experiment and Result Analysis

3.1 Construction of the sample set

This experiment mainly uses human protein data, which comes from http://www.csbio.sjtu.edu.cn/bioinf/LR_PPI/Data.htm. Among them, the positive samples were taken from the Human Protein Reference Database (HPRD, 2007 edition), and the negative samples were constructed with subcellular location information. Most protein sequences range from 100 to 1000 in length, and we removed protein pairs containing less than 50 residues and unusual amino acid sequences, such as B, J, O, U, X, and Z. The resulting data set contains 36,591 pairs of positive samples and 36,324 pairs of negative samples, of which 30,000 positive samples and 30,000 negative samples are randomly selected each time to form a training data set, and the rest is used as a test set to validate the model.

3.2 Hyperparameter

| Parameter  | Range         | Value    |
|------------|---------------|----------|
| N_Neighbors| 1-10          | 5, 9     |
| Weights    | Uniform, Distance | Uniform |
| Algorithm  | Auto, Ball_Tree, KD_Tree, Brute | Ball_Tree |
| Leaf_size  | 10, 20, 30, 40 | 30       |
| Metric     | Minkowski     | Minkowski |
| P          | 1, 2          | 2        |
| N_Jobs     | 1             | 1        |

Hyparameter adjustment is a very important step in model construction. Only by selecting the best parameters can an optimal model be constructed. After a lot of experiments and debugging, the parameters used in experiment were summarized, as shown in Table 2. K defaults to 5, here the k value was set to 1-10 to test separately. When the K value is 9, KNN-CT and KNN-AC have the best prediction performance; when the K value is 5, KNN-LD has the best prediction performance. Weights is used to identify the weight of each sample's neighbor samples. The default value of KNN in Sklearn is uniform, which assigns a uniform weight to each neighbor. There are four KNN algorithms in Sklearn, such as Brute, KD_Tree, Ball_Tree and Auto. Brute is mostly used for input samples with sparse features, KD_Tree is mostly used for datasets with large number of samples or features, and Ball_Tree is mostly used for datasets with large number of samples or features and uneven samples. After testing, the Ball_Tree algorithm is selected in experiment. Leaf_size is used to control the leaf node threshold of KD tree or ball tree to stop building subtrees. The smaller the threshold of the leaf node, the larger the generated KD tree or ball tree; The deeper the number of leaf nodes, the longer the establishment time. On the contrary, the shallower the number of establishment layers and the shorter the establishment time. After adjustments in experiment, Leaf_size is determined to be 30. Metric were used to measure distance, the default is "Minkowski". P is the
auxiliary parameter of the distance measurement parameter Metric. It is only used for the selection of P value in "Minkowski", and the default is 2. N_jobs is the number of parallel processing tasks, and default value is 1.

3.3 Predictive performance of PPIs

We combined KNN with CT, AC, and LD feature extraction methods to construct three PPIs prediction models: KNN-CT, KNN-AC, and KNN-LD. The average prediction performance of the three models of KNN-CT, KNN-AC and KNN-LD was shown in Table 3. It can be seen from Table 3 that the accuracy range of the three models of KNN-CT, KNN-AC and KNN-LD is 93.45-94.67%, and the range of change is 1.22%. The accuracy rates of the three models of KNN-CT, KNN-AC and KNN-LD are 94.29%, 94.67% and 93.45%, respectively. Among them, the accuracy, AUC, recall and precision of the model KNN-AC are slightly higher than those of the model KNN-CT, and are significantly higher than those of the KNN-LD.

Table 3. The average prediction performance of the different prediction models.

| Model   | Accuracy(%) | AUC(%) | Recall (%) | Precision (%) |
|---------|-------------|--------|------------|---------------|
| KNN-CT  | 94.29       | 94.29  | 91.18      | 93.07         |
| KNN-AC  | 94.67       | 94.68  | 92.19      | 93.42         |
| KNN-LD  | 93.45       | 93.45  | 89.66      | 92.14         |

Figure 1 shows the accuracy of the three models of KNN-CT, KNN-AC and KNN-LD with different changes in Neighbors. It can be seen from the figure that the accuracy of KNN-AC and KNN-CT is significantly better than that of KNN-LD, and the accuracy of KNN-AC is slightly higher than that of KNN-LD. It can also be seen from the trend graph that the accuracy rate of Neighbors when odd numbers is higher than that when adjacent even numbers is close, which also confirms why the Neighbors chooses odd numbers more.

Figure 1. The accuracy values of different neighbors.

The prediction performance of KNN-AC is better in the three models of KNN-CT, KNN-AC and KNN-LD. Due to the same algorithm, the difference in the prediction performance of the three models mainly depends on the protein coding method. AC encoding can explain the interaction between amino acids and a certain number of amino acids in the sequence by selecting physical and chemical properties. This method takes into account the physical and chemical properties of the protein and retains more complete protein characteristic information [12]. In order to better capture the PPIs information from the amino acid fragments of the protein, LD divides a protein sequence into 10 local regions. In this way, the local information is not prominently highlighted, resulting in the loss of some key information, resulting in poor prediction performance [13].
3.4 Comparison with Existing Methods

In recent years, many researchers have proposed different PPIs prediction methods. In order to evaluate the prediction performance of KNN-CT, KNN-AC and KNN-LD, different methods were compared (The data sets are all human data sets), and the comparison results were shown in Table 4. It can be seen from Table 4 that the accuracy of these methods is between 83.90% and 94.69%. Among them, the KNN-CT and KNN-AC models are significantly better than SVM-CT, ELM, SVM-LD, SVM-AC and DNN-APAAC, are slightly better than the accuracy of SVM-CS. But the accuracy of KNN-LD is 0.75% lower than SVM-CS. Although the accuracy of KNN-LD is not as good as SVM-CS, KNN-LD is simple to implement, flexible to use, and requires fewer parameters to be adjusted. KNN achieved good prediction performance in PPIs prediction, and can be used as a beneficial supplement to PPIs prediction.

Table 4. Performance comparison of different methods on the human dataset.

| References       | Method     | Accuracy |
|------------------|------------|----------|
| Shen's work[23]  | SVM-CT     | 0.8390   |
| You's work[24]   | ELM        | 0.8480   |
| Zhou's work[25]  | SVM-LD     | 0.8876   |
| Guo's work[26]   | SVM-AC     | 0.9067   |
| Du's work[27]    | DNN-APAAC  | 0.8900   |
| Zhang’s work [28]| SVM-CS     | 0.9410   |
| Our method       | KNN-CT     | 0.9429   |
| Our method       | KNN-AC     | 0.9469   |
| Our method       | KNN-LD     | 0.9345   |

SVM: The shorthand of Support Vector Machine; ELM: The shorthand of Extreme Learning Machine; CT: The shorthand of conjoint triad method; AC: The shorthand of auto covariance; DNN: The shorthand of deep neural networks; CS: The shorthand of compressed sampling; APAAC: Amphiphilic pseudoamino acid composition.

4. Conclusion

The KNN algorithm has been applied in many fields, but it has not been found in the study of protein-protein interaction prediction. Therefore, this study is based on KNN, combined with CT, AC and LD to construct three models of KNN-CT, KNN-AC and KNN-LD, and obtain accuracy rates of 94.29%, 94.67% and 93.45%, respectively. The comparison found that the accuracy of the three models of KNN-CT, KNN-AC and KNN-LD is better than the results of SVM-CT, ELM, SVM-LD, SVM-AC and DNN-APAAC. For KNN, CT coding and AC coding obtain better prediction performance, while LD coding has a slightly worse prediction performance. The reason may be that when LD divides a protein sequence into 10 local regions, some key information is lost. This defect of LD can be used to reduce the loss of characteristic information by adding local regions in future research.
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