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Chimera states have attracted significant attention as symmetry-broken states exhibiting the unexpected coexistence of coherence and incoherence. Despite the valuable insights gained from analyzing specific systems, an understanding of the general physical mechanism underlying the emergence of chimeras is still lacking. Here, we show that many stable chimeras arise because coherence in part of the system is sustained by incoherence in the rest of the system. This mechanism may be regarded as a deterministic analog of the phenomenon of noise-induced synchronization and is shown to underlie the emergence of strong chimeras. These are chimera states whose coherent domain is formed by identically synchronized oscillators. Recognizing this mechanism offers a new meaning to the interpretation that chimeras are a natural link between coherence and incoherence.

Chimera states are a remarkable phenomenon in which coherence and incoherence coexist in a system of identically-coupled identical oscillators [1, 2]. Initially regarded as a state that requires specific nonlocal coupling structure [3–5] and/or specially prepared initial conditions [6, 7], chimeras have since been shown to be a general phenomenon that can occur robustly as a system (upon parameter changes) transitions from coherence to incoherence [8–14]. Moreover, chimeras have been observed in a diverse set of physical systems, including those of optoelectronic [10, 15–17], electrochemical [12, 14, 18, 19], and mechanical [20] nature. There is even evidence pointing to chimera-like states in quantum systems [21] and in the brain [22]. Despite numerous efforts to elucidate the underlying principles [20, 23–29], currently no system-independent mechanistic explanation exists that can provide broad physical insight into the emergence of chimeras.

Our goal is to bridge this gap by proposing a general mechanism for chimeras that is not tied to specific node dynamics, network structure, or coupling scheme. We consider the important class of permanently stable chimera states whose coherent part is identically synchronized, which have been observed for both periodic [12, 24, 30] and chaotic oscillators [16, 17, 31]. We also focus on parameter regions where global coherence is unstable, so the chimeras may be observed without the need of specially prepared initial conditions [8, 12, 17, 19, 24, 26, 29, 31, 32]. Here, chimera states that i) are permanently stable, ii) exhibit identically synchronized coherence, and iii) do not co-occur with stable global synchronization are referred to as strong chimeras. Such states represent a diverse range of chimeras and have been observed in myriad systems [12, 17, 24, 26, 31].

In this Letter, we characterize strong chimeras that emerge between a globally synchronized state and a globally incoherent state as a bifurcation parameter is varied (Fig. 1). In such chimera states, the coexistence of a synchronous and an incoherent cluster challenges the intuition that inputs from the incoherent cluster would inevitably desynchronize the other cluster. Yet, our analysis shows that incoherence in part of the system in fact stabilizes the otherwise unstable coherence in the rest of the system, thus preventing a direct transition from coherence to incoherence when the former becomes unstable. This incoherence-stabilized coherence effect can be seen as a deterministic analog of synchronization induced by common noise [33–36] and serves as a general mechanism giving rise to strong chimeras.

We first note that strong chimeras can be observed for both periodic and chaotic node dynamics, and in networks with either diffusive or non-diffusive coupling. In all cases, the necessary and sufficient condition for the coherent cluster to admit an identical synchronization solution is that each of its oscillators receives the same input from the incoherent cluster. This condition translates generically to the coherent cluster belonging to an equitable partition [37] and not being intertwined [38] with the rest of the network, although intertwined clusters are still allowed elsewhere in the network. (For diffusive coupling, the partition can be further relaxed to be externally equitable [39].) The conditions above extend immediately to strong chimeras consisting of multiple coherent and incoherent clusters.

The impact of the rest of the network on the coherent cluster of a strong chimera can be analyzed by considering a network of $N$ coupled oscillators described by

$$x_{i}^{t+1} = \beta f(x_{i}^{t}) + K \sum_{j=1}^{N} M_{ij} h(x_{j}^{t}), \quad i = 1, \ldots, N, \quad (1)$$

where $f(x)$ is the individual oscillator dynamics, $K$ is the coupling strength, $M_{ij}$ is the coupling matrix, and $h(x)$ is the dynamic response function. The coupling matrix $M_{ij}$ is typically taken to be symmetric and normalized, so that $\sum_{j=1}^{N} M_{ij} = 1$.

Our analysis shows that incoherence in part of the system in fact stabilizes the otherwise unstable coherence in the rest of the system, thus preventing a direct transition from coherence to incoherence when the former becomes unstable. This mechanism gives rise to strong chimeras.
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FIG. 1. Example scenario considered in this study. As a bifurcation parameter is varied and the system transitions from coherence to incoherence, an intermediate chimera region emerges.
where \( x_t^i \) is the state of the \( i \)th oscillator at time \( t \), function \( f \) governs the dynamics of the uncoupled oscillators, \( \beta \) denotes the self-feedback strength of the oscillators, \( M = (M_{ij}) \) is the coupling matrix representing the network structure, \( h \) is the coupling function, and \( K \) is the overall coupling strength. We assume the oscillators to be time-discrete and one-dimensional for simplicity, but the analysis extends straightforwardly to continuous-time and higher-dimensional systems. The matrix \( M \) can be rather general, including both diffusive and non-diffusive coupling schemes. Now, suppose that \( C \) is the coherent cluster and that it consists of \( n \) nodes numbered from 1 to \( n \). For oscillators in this cluster, the dynamical equation takes the form

\[
x_{t+1}^i = \beta f(x_t^i) + K \sum_{j=1}^n M_{ij} h(x_j^i) + I(t), \quad i = 1, \ldots, n,
\]

where \( I(t) = K \sum_{j=n+1}^N M_{ij} h(x_j^i) \) is the input from the rest of the network, which does not depend on \( i \) since the cluster must belong to a partition that is at least externally equivalent. Thus, the function \( I(t) \) is common across all nodes in \( C \) and the identical synchronization state \( s_t \) in this cluster is given by

\[
s_{t+1} = \beta f(s_t) + K\mu h(s_t) + I(t),
\]

where the row sum \( \mu = \sum_{j=1}^n M_{ij} \) is a constant not depending on \( i \) for any \( 1 \leq i \leq n \). The stability of this state is determined by the largest transverse Lyapunov exponent (LTLE) \( \Lambda \) specified by the variational equations

\[
\eta_{t+1} = \left[ \beta f'(s_t) + K\lambda h'(s_t) \right] \eta_t, \quad i = 2, \ldots, n,
\]

where \( \lambda_i \) is the \( i \)th eigenvalue of the \( n \times n \) sub-coupling matrix \( \tilde{M} = (M_{ij})_{1 \leq i,j \leq n} \) and \( \eta_i \) is the corresponding perturbation mode. The mode associated with \( \lambda_1 = \mu \) is excluded as it corresponds to perturbations parallel to the synchronization manifold. Equation (4) implicitly assumes that \( \tilde{M} \) is diagonalizable, but this assumption can be lifted using the Jordan canonical form of this matrix [40, 41].

We explicitly examine Eq. (1) for the two most widely studied coupling schemes, namely diffusive coupling defined by the Laplacian matrix \( L \) and non-diffusive coupling defined by adjacency matrix \( A \). For Laplacian coupling, \( M = -L \) and thus \( \mu \) is the negative of the indegree of nodes in \( C \) due to connections from the rest of the network. The eigenvalue \( \lambda_i \) is given by \( \lambda_i = -\lambda_i + \mu \), where \( \lambda_i \) is the eigenvalue of the Laplacian matrix of \( C \) in isolation (i.e., consisting of intracluster connections only). For adjacency-matrix coupling, \( M = A \), the factor \( \mu \) is the indegree of nodes in \( C \) when the cluster is considered in isolation, and the eigenvalues are \( \hat{\lambda}_i = \lambda_i \), where \( \lambda_i \) are the eigenvalues of the adjacency matrix of \( C \) in isolation.

We first consider Laplacian coupling and, for concreteness, focus on networks composed of two identical clusters with all-to-all intercluster coupling. These networks are known to exhibit chimera states, which have been extensively studied in the literature [6, 18, 20, 30]. Assume that as a bifurcation parameter \( q \) is increased, the coherent state of a two-cluster network becomes unstable at a critical value \( q_c \). Because this point marks the end of coherence, at least one cluster must become incoherent when \( q \) is further increased (see Supplemental Material [43] for details). Since both clusters are identical, one might expect that both will become unstable at \( q_c \) and that the system will thus transition directly from coherence (both clusters synchronized) into incoherence (both clusters incoherent). That is, due to the symmetry between the two clusters, both clusters are expected to lose synchrony at the same time. Nevertheless, chimera states often emerge right at the instability transition, breaking the symmetry between the clusters, with only one cluster becoming incoherent while the other remains perfectly synchronized. So, what prevents the system from evolving directly into global incoherence? The short answer is that, beyond \( q_c \), incoherence in one cluster can stabilize synchronization in the other cluster, delaying the onset of global incoherence and instead giving rise to a chimera.

To further investigate this question [44], we focus on the node dynamics and coupling function given by

\[
f(x) = h(x) = \sin^2(x + \pi/4),
\]

which model optoelectronic oscillators that have been realized in synchronization experiments [17, 45]. While the intracluster coupling structure can be arbitrary in general, for clarity we focus on a network consisting of two clusters of \( n = 3 \) nodes. The clusters have internal coupling of strength \( K \) and are connected to each other by all-to-all coupling of strength \( cK \) [Fig. 2(a)], where \( c \) is included in matrix \( M \) in the representation of Eq. (1). There is nothing special about this choice of dynamics and cluster structure, and we show in the Supplemental Material [43] that our conclusions hold for other oscillators (with both discrete and continuous dynamics) and networks. There, we also demonstrate the robustness of our results against oscillator heterogeneity.

Figure 2(b) shows the corresponding state diagram in the \( \beta - K \) parameter space for \( c = 0.2 \). The classification of states in the diagram is based on the linear stability analysis of the coherent and chimera states as determined by the corresponding LTLE [17]. A generic bifurcation scenario is depicted in Fig. 2(c): as a linear combination of the parameters \( \beta \) and \( K \) is increased [dashed line in Fig. 2(b)], the system transitions from global coherence to a chimera state, and then from the chimera state to global incoherence. In this example, the chimera is defined by incoherence in cluster \( C_1 \) and coherence in cluster \( C_2 \). Starting from random initial conditions, it is equally likely for the clusters to exhibit swapped states,
corresponding to a chimera in $q_c < q < q_c'$ that has incoherence in $C_2$ and coherence in $C_1$.

We can now establish a theoretical foundation for the mechanism underlying the onset of such chimeras by examining Eqs. (3)-(4). Crucially, the input from the rest of the network is irregular temporally but uniform spatially and does not affect the variational equations of $C$ directly, since $I(t)$ does not appear in Eq. (4). Yet, it indirectly impacts synchronization stability by changing the synchronous state $s^t$ according to Eq. (3). It is entirely through the change it causes to $s^t$ that incoherence in the rest of the network stabilizes coherence in $C$, giving rise to a stable chimera.

To establish this rigorously we note that the Lyapunov exponents of Eq. (4) can be written as $\Lambda^{(i)} = \ln |-K\hat{\lambda}_i - \beta| + \Gamma_s$, where $\Gamma_s = \lim_{T \to \infty} \ln |\Pi_{t=1}^T f'(s^t)^\frac{1}{T}|$ for $f'(x) = h'(x)$ as in the systems explicitly examined here. Since $\Gamma_s$ is generally finite, the associated master stability function (MSF) [46] $\tilde{\Lambda}(\alpha, \beta) = \ln |\alpha - \beta| + \Gamma_s$ defines a finite stability region, and synchronization in $C$ is stable if and only if

$$| - K\hat{\lambda}_i - \beta | < e^{-\Gamma_s}, \quad i = 2, \ldots, n. \quad (6)$$

This equation explains what happens at the interface between global coherence and a chimera state. As the bifurcation parameter $q$ is varied and the desynchronization transition is approached from the left, the condition in Eq. (6) is violated by at least one transversal mode and $\Lambda = \max_{i \geq 2} \{|\Lambda^{(i)}|\}$ vanishes at $q = q_c$. But past this point, desynchronization in the other clusters alters $s^t$ dramatically, and $\Gamma_s$ changes (abruptly) from $\Gamma_s^{co}$ to $\Gamma_s^{in}$ according to its dependence on Eq. (3). If $\Gamma_s^{in} < \Gamma_s^{co}$, the stability region defined by Eq. (6) expands (i.e., $\Lambda$ becomes negative again for $q > q_c$), and a chimera region then emerges due to stabilization caused by the incoherent input $I(t)$. In the example of Fig. 2(b), in particular, $\Gamma_s^{co} = -0.92$ and $\Gamma_s^{in} = -1.6$, confirming our phenomenological observation that incoherence in $C_1$ stabilizes coherence in $C_2$. Figure 3 shows the impact of this change on $\Lambda$ [Fig. 3(a)] as well as the co-dependence of $\Lambda$ and $\Gamma_s$ as the bifurcation parameter is varied [Fig. 3(b)].

To further validate the hypothesis that the synchronization stability in the coherent cluster can be induced by the incoherent driving, we model the effective input $K\mu h(s^t) + I(t)$ in Eq. (3) as a driving noise term $\xi(t)$. The synchronization trajectory $s^t$ in the coherent cluster is then

$$s^{t+1} = \beta f(s^t) + \xi(t), \quad (7)$$

with the corresponding variational equations given by Eq. (4) for $\hat{\lambda}_i = -\lambda_i - cn$. Figure 4(a) shows the result of our stability analysis for $\beta = 1.2$, $K = 1.2$, and $c = 0.2$ (see Supplemental Material [43] for results on other values of $c$). We see that synchronization in the coherent cluster is unstable ($\Lambda > 0$) in the absence of external driving $\xi(t)$, but it can be stabilized ($\Lambda < 0$) by a Gaussian white noise over a range of mean $\nu$ and standard deviation $\sigma$. Moreover, the effective input from the incoherent

FIG. 2. Strong chimeras in a network of diffusively coupled oscillators given by Eq. (5). (a) Network consisting of two identical clusters, $C_1$ and $C_2$. (b) Diagram in the $\beta - K$ parameter space marking the regions for which the system exhibits coherence (cyan), chimeras (purple), and incoherence (red) for $c = 0.2$. (c) State transitions as parameter $q$ is varied quasi-statically along the dashed line in (b) [42], showing the abrupt change from coherence to a chimera at $q_c$ and then from the chimera to incoherence at $q_{c'}$. The top and middle panels show the states $x^t_i$ in each cluster colored by the individual oscillators, and the bottom panel shows the time-averaged synchronization errors (obtained from separate simulations for fixed values of $q$), where the error is defined by the standard deviation among the oscillator states.

FIG. 3. Impact of the incoherent cluster on the stability of the coherent one. (a) MSF for the coherent cluster before (red) and after (green) the other cluster transitions to incoherence, showing a widening of the stable region. (b) LTLE of the coherent cluster (purple) as the parameter $q = q(\beta)$ in Fig. 2(b) is varied, showing a discontinuous transition at $q_c$ and a continuous one at $q_{c'}$ due to the corresponding changes in $\Gamma_s$ (red). The system and other parameters are as in Fig. 2.
FIG. 4. Incoherence-stabilized coherence for the influence of the incoherent cluster modeled as a noise driving. The system is the same as in Fig. 2 for \( \beta = 1.2, K = 1.2 \), and \( C_2 \) as the coherent cluster. (a) LTLE of the coherent cluster for \( c = 0.2 \) and the driving signal drawn from a Gaussian distribution of mean \( \nu \) and standard deviation \( \sigma \). Also marked are the corresponding \((\nu, \sigma)\) of the effective input when the other cluster is incoherent (blue cross) or coherent (red cross). (b) Typical time series of the effective input corresponding to the blue cross.

The cluster has \( \nu = -0.30 \) and \( \sigma = 0.15 \), which is inside the stable region in Fig. 4(a). Figure 4(b) shows a typical time series of the effective input, which indeed closely resembles a noisy signal. Our finding shares similarities with noise-induced synchronization, but it is worth noting that certain negative \( \nu \) can stabilize coherence even when \( \sigma = 0 \), which can potentially explain chimera death states [47]. On the other hand, the scenario in which both clusters are synchronized corresponds to \( \nu = \sigma = 0 \) for diffusive coupling, which is equivalent to not having external driving, and is thus unstable for the given parameters. More generally, for diffusive coupling, coherence in one cluster can benefit from common driving only when the other cluster is not in the same state.

We now turn to adjacency matrix coupling for

\[
f(x) = h(x) + (\pi/6)/\beta = [1 - \cos(x)]/2 + (\pi/6)/\beta,
\]

which is a closely-related class of optoelectronic oscillators for which this type of coupling has been implemented experimentally [38]. Here, the dynamical variables are constrained to the interval \([0, 2\pi]\) by taking \(\mod 2\pi\) at each iteration. Our primary goal with this model is to illustrate a coupling scheme for which the intercluster coupling term does not vanish in the coherent state. But we also want to show that our results do not depend on the coherent and incoherent clusters being equal. To facilitate comparison with the literature, we adopt a network and parameter setting for the system in Eq. (8) first considered in Ref. [31]. The network consists of a ring of six nodes coupled to their first and second nearest neighbors [Fig. 5(a)], and the parameters are set to \( \beta = 2\pi/3 - 4K \).

In Fig. 5(b), we perform a comparative analysis and plot the LTLE for coherence in cluster \( C_2 \) (comprising four oscillators) when cluster \( C_1 \) (comprising two oscillators) is assumed to be coherent and incoherent, respectively. We see that incoherence in \( C_1 \) significantly delays the instability transition in \( C_2 \) from \( K = 0.65 \) to \( K = -0.80 \) and, as a consequence, gives rise to a much wider chimera region than previously expected [31]. A representative time series for the chimera state at \( K = -0.72 \), whose coherent cluster is stabilized by the incoherent one, is shown in Fig. 5(a).

The analysis presented above reveals a physical mechanism underlying the emergence of strong chimeras. The self-consistency of such states was partially elucidated by the previous demonstration that desynchronization in one cluster does not necessarily lead to the concurrent desynchronization in another cluster [31, 38]. Here, we have been able to go one step further and demonstrate that incoherence in one cluster can in fact stabilize coherence in the other cluster. This incoherence-stabilized coherence adds a new dimension to the proposition that chimera states are the natural link between coherent and incoherent states [8, 48, 49].

Our results have potential implications for seizures that arise from the excessive synchronization of large neuronal populations [50], which have been linked to chimera states [51–54]. In particular, the discovery that the coherent domain is often stabilized by its interaction with the incoherent domain can help explain why corpus callosotomy [55], surgery that separates the brain into two disconnected hemispheres, is an effective treatment for epilepsy and seizures. Incoherence-stabilized coherence also provides insights on the counter-intuitive phenomena that desynchronization is often observed preceding seizures [52, 56, 57] and that high levels of synchrony can facilitate seizure termination [54, 58].

As a promising direction for future research, we note that chimera states not meeting the conditions for strong chimeras have been studied in the literature, including those with coherent domains that are not identically synchronized [5, 10, 14, 59] and those that co-occur with stable global coherence [6, 7, 23, 29]. It remains to be shown how the mechanism uncovered for strong chimeras may provide insight into those states. The key challenge is that oscillators in the coherent domain are typically not driven by a common input signal when they are not identically synchronized, although they often remain approximately synchronized and receive similar input [5, 48]. Given the prevalence of related phenomena such as noise-induced synchronization [60–63], we believe the cooperative relation between incoherence and coherence revealed by our analysis can be a general mechanism giving rise to a wide range of chimera states.
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S1. STRONG CHIMERAS IN COUPLED LOGISTIC MAPS

Here, we show that the same mechanism described in the main text gives rise to strong chimeras in networks and oscillator models other than the ones investigated in Figs. 2 and 5. In Fig. S1, we consider coupled logistic maps and show their transition from coherence to incoherence through chimera states. The system can be described by the dynamical equation

$$x_{i+1} = \left\{ rx_i (1 - x_i) - K \sum_{j=1}^{N} L_{ij} x_j (1 - x_j) \right\} \mod 1, \quad i = 1, \ldots, N,$$

(S1)

where $L = \{L_{ij}\}$ is the Laplacian matrix representing a two-cluster network with nearest-neighbor intracluster coupling and all-to-all intercluster coupling [Fig. S1(a)].

![Fig. S1](image_url)

FIG. S1. Analog of Fig. 2 in the main text for a two-cluster network of logistic maps. The value of $c$ is again set to 0.2. The dynamics in the top and middle panels in (c) is obtained by varying $q$ quasi-statically along the dashed line in (b) ($r = 2.3 + 8 \times 10^{-5} t$, $K = 1.6 + 10^{-4} t$ for $10^4$ iterations). The bottom panel in (c) show the time-averaged synchronization errors in the two clusters for fixed values of $q$. Each data point is averaged over $10^3$ iterations, and the final state from the previous data point is used as the initial condition for the next data point (with increased $q$). The orange points are shifted slightly to not completely overlap with the blue points before $q_c$. 
S2. STRONG CHIMERAS IN CONTINUOUS-TIME DYNAMICAL SYSTEMS

We further demonstrate that incoherence-stabilized coherence is not limited to discrete maps and it can also give rise to strong chimeras in continuous-time dynamical systems. For this purpose, we consider the multilayer network depicted in Fig. S2(a), where the intracluster and intercluster coupling are mediated by different types of interactions. Each layer consists of six identical Lorenz oscillators interacting through the coupling function $H_1 = (0, 0, z)^T$. In addition, the two layers are all-to-all coupled through the coupling function $H_2 = (0, 0, x)^T$. The oscillators in the first layer are thus described by the equations

$$
\begin{align*}
\dot{x}^{(1)}_i &= \alpha(y^{(1)}_i - x^{(1)}_i), \\
\dot{y}^{(1)}_i &= x^{(1)}_i(\rho - z^{(1)}_i) - y^{(1)}_i, \\
\dot{z}^{(1)}_i &= x^{(1)}_i y^{(1)}_i - \beta z^{(1)}_i + K(z^{(1)}_{i+1} + z^{(1)}_{i-1} - 2z^{(1)}_i) + cK \sum_{j=1}^{6}(x^{(2)}_j - x^{(1)}_i),
\end{align*}
$$

(S2)

where the superscripts identify the layers and we set $\alpha = 10$, $\beta = 2$, and $c = 0.2$, leaving the parameters $\rho$ and $K$ to be varied. The oscillators in the second layer are described by similar equations.

FIG. S2. Chimera states in continuous-time dynamical systems. (a) Multilayer network of Lorenz oscillators with different intralayer and interlayer interactions, given by $H_1$ and $H_2$, respectively. (b) Diagram in the $\rho$-$K$ plane marking the regions for which the system exhibits coherence (cyan), chimeras (purple), and incoherence (red) according to our linear stability analysis. (c) State transitions as parameter $q$ is varied quasi-statically along the dashed line in (b) ($\rho = 30 + 5 \times 10^{-3}t$, $K = 2$ for $10^4$ time units). Incoherence-stabilized coherence gives rise to strong chimeras as the system transitions from coherence to incoherence. (d) Time-averaged synchronization errors in the two clusters for fixed values of $q$. Each data point is averaged over $10^3$ time units, and the final state from the previous data point is used as the initial condition for the next data point for increasing $q$. The orange points are shifted slightly to not completely overlap with the blue points before $q_c$. 


Our results are robust to the presence of oscillator heterogeneity, which we demonstrate in Fig. S3 by introducing random mismatches with a standard deviation of $10^{-3}$ (drawn from a Gaussian distribution) to the parameter $\beta$ for the same transitions studied in Fig. 2.

FIG. S3. Analog of Fig. 2(c), with oscillator heterogeneity incorporated into the simulation to mimic a realistic aspect of experimental conditions.
S4. NATURE OF THE DESYNCHRONIZATION TRANSITION

Consider the two-cluster networks analyzed in the main text, where the clusters are identical and connected to each other through all-to-all coupling of strength \( cK \). The clusters, \( C_1 \) and \( C_2 \), can be allowed to have arbitrary size and network structure. In such systems, as a bifurcation parameter is varied, global synchronization can lose stability through either intercluster desynchronization (\( C_1 \) and \( C_2 \) go to different states) or intracluster desynchronization (\( C_1 \) and/or \( C_2 \) desynchronize within themselves). In both cases, stability is determined by the master stability function \( \tilde{\Lambda}(\alpha, \beta) \).

For diffusively coupled oscillators, \( \tilde{\lambda}_1 = -cn \) for the intercluster case and \( \tilde{\lambda}_i = -\lambda_i - cn \) for the intracluster case, where we used that \( \mu = -cn \) and that \( \lambda_i \) are the eigenvalues of the Laplacian matrix of the cluster for \( i = 2, \ldots, n \). In this analysis, \( K\mu h(s^t) + I(t) = 0 \) and thus \( \Gamma_s = \Gamma_0 \), where \( \Gamma_0 \) is the Lyapunov exponent of an isolated oscillator defined by \( f \). Thus, the stability of the global synchronization state requires \( \alpha_1 = Kcn \) (intercluster) and \( \alpha_i = Kcn + K\lambda_i \) for \( i = 2, \ldots, n \) (intracluster) all to be in the negative region of \( \tilde{\Lambda}(\alpha_i, \beta) \).

The stability conditions then take the form

\[
\begin{align*}
(-\beta + Kcn)^2 < e^{-2\Gamma_0} & \quad \text{for intercluster,} \\
(-\beta + Kcn + K\Re \lambda_i)^2 + (K\Im \lambda_i)^2 < e^{-2\Gamma_0} & \quad \text{for intracluster,}
\end{align*}
\]

where \( \Re \lambda_i \) and \( \Im \lambda_i \) are the real and imaginary parts of the eigenvalue, respectively. Equation (S4) represents the condition in Eq. (6), whereas Eq. (S3) corresponds to the perturbation mode parallel to the cluster synchronization manifold omitted in Eq. (6). Since \( c \) and \( \Re \lambda_i \) are nonnegative for the systems we consider, it follows that as \( K \) is increased beyond the stability region the condition in Eq. (S4) is the first to be violated, and thus stability of global synchronization is first lost through intracluster desynchronization. Analogous description applies to the bifurcation parameter \( q \) in Fig. 2(b).

The condition in Eq. (S3) is violated first when the stability boundary is reached by decreasing \( K \), meaning that for small \( K \) stability can be lost through intercluster desynchronization if \( \beta^2 > e^{-2\Gamma_0} \). Here we focus on intracluster desynchronization transitions as induced by any bifurcation parameter, given our focus on chimeras, but our results also apply to transitions involving intercluster desynchronization as well as intercluster desynchronization followed by intracluster desynchronization. The only difference in the latter case is that, if intercluster desynchronization happens first and is followed by intracluster desynchronization (e.g., small \( K \) for chaotic oscillators) giving rise to a chimera, then the stability analysis has to be repeated twice since now \( s^t \) changes due to nonvanishing \( K\mu h(s^t) + I(t) \) between the two desynchronizations. The analysis of the transition to the chimera is then to be performed in two steps by updating \( s^t \) and thus \( \Gamma_s \).
S5. CHARACTERISTICS OF THE EFFECTIVE INPUT AND ITS IMPACT ON STABILITY

For a more systematic understanding of the interaction between the two clusters, we vary the intercluster coupling strength by varying $c$ while the other parameters are kept fixed. We first calculate the mean $\nu$ and standard deviation $\sigma$ of the effective input [Fig. S4(a)]. As $c$ is increased from zero, $\nu$ steadily decreases while $\sigma$ increases. Figure S4(b) shows the resulting LTLE for synchronization in the coherent cluster when this cluster is subject to Gaussian white noise input or effective input from the incoherent cluster. For each value of $c$, the mean and standard deviation of the noise input are set respectively to the values of $\nu = \nu(c)$ and $\sigma = \sigma(c)$ from Fig. S4(a). Both forms of input lead to the stabilization of synchronization for intermediate intercluster coupling strength, which is to be contrasted with the unstable state obtained if the other cluster is set to the same coherent state [shown in Fig. S4(b) as a reference]. This suggests that the stabilization effect of a common driving signal is relatively insensitive to the form of the signal, as long as the mean and standard deviation of the signal are suitable.

FIG. S4. Dependence of effective input and synchronization stability on intercluster coupling strength. (a) Mean $\nu$ and standard deviation $\sigma$ of the effective input from the incoherent cluster as the coupling parameter $c$ is varied. (b) LTLE of the coherent cluster as a function of $c$ for noise input (purple), effective input based on direct simulation of the incoherent cluster (green), and no input (red). The system is the same as in Figs. 2–4 for $\beta = 1.2$ and $K = 1.2$. 