Magnetic Vortices, Abrikosov Lattices and Automorphic Functions *

I. M. Sigal†

August 2013

Abstract

We address the macroscopic theory of superconductivity - the Ginzburg-Landau theory. This theory is based on the celebrated Ginzburg-Landau equations. First developed to explain and predict properties of superconductors, these equations form an integral part - Abelian-Higgs component - of the standard model of particle physics and, in general, have a profound influence on physics well beyond their original designation area.

We present recent results and review earlier works involving key solutions of these equations - the magnetic vortices (of Nielsen-Olesen (Nambu) strings in particle physics) and vortex lattices, their existence, stability and dynamics, and how they relate to the modified theta functions appearing in number theory. Some automorphic functions appear naturally and play a key role in this theory.
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1 Introduction

In this contribution we present some recent results on the Ginzburg-Landau equations of superconductivity and review appropriate background. The Ginzburg-Landau equations describe the key mesoscopic and macroscopic properties of superconductors and form the basis of the phenomenological theory of superconductivity. They are thought of as the result of coarse-graining the Bardeen-Cooper-Schrieffer microscopic theory, and were derived from the latter by Gorkov [35]. (Recently, the rigorous derivation in the case of non-dynamic magnetic fields was achieved in [32].)

These equations appear also in particle physics, as the Abelean-Higgs model, which is the simplest, and arguably most important, ingredient of the standard model [93]. Geometrically, they are the simplest equations describing the interaction of the electro-magnetic field and a complex field, and can be thought of as the ‘Dirichlet’ problem for a connection of $U(1)$-principal bundle and a section of associated vector bundle.

One of the most interesting mathematical and physical phenomena connected with Ginzburg-Landau equations is the presence of vortices in their solutions. Roughly speaking, a vortex is a spatially localized structure in the solution, characterized by a non-trivial topological degree (winding number). It represents a localized defect where the normal state intrudes, and magnetic flux penetrates. It is called the magnetic vortex.

Vortices exist on their own, or, as predicted by A. Abrikosov [1] in 1957, they can be arrayed in a lattice pattern. (In 2003, Abrikosov received the Nobel Prize for this discovery.)

Individual vortices and vortex lattices is the subject of this contribution. In it we present already classical results on the former and recent results on the latter. It can be considered as an update of the review [43], from which for convenience of the reader, we reproduce some material.

Like the latter review, we do not discuss the two important areas, the $\kappa \to \infty$ regime (the quasiclassical limit of the theory) and the linear eigenvalue problem related to the second critical magnetic field. Fairly extensive reviews of these problems are given in [71] and [33], respectively. We also mention the book [15] which inspired much of the activity in this area.
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2 The Ginzburg-Landau Equations

The Ginzburg-Landau theory ([34]) gives a macroscopic description of superconducting materials in terms of a pair \((\Psi, A) : \mathbb{R}^d \to \mathbb{C} \times \mathbb{R}^d, d = 1, 2, 3\), a complex-valued function \(\Psi(x)\), called an order parameter, so that \(|\Psi(x)|^2\) gives the local density of (Cooper pairs of) superconducting electrons, and the vector field \(A(x)\), so that \(B(x) := \text{curl} A(x)\) is the magnetic field. In equilibrium, they satisfy the system of nonlinear PDE called the Ginzburg-Landau equations:

\[
-\Delta A \Psi = \kappa^2 (1 - |\Psi|^2) \Psi \\
cur A^2 A = \text{Im}(\bar{\Psi} \nabla A \Psi)
\]

where \(\nabla A = \nabla - iA\), and \(\Delta A = \nabla^2\), the covariant derivative and covariant Laplacian, respectively, and \(\kappa > 0\) is a parameter, called the Ginzburg-Landau parameter, depends on the material properties of the superconductor. For \(d = 2\), \(\text{curl} A := \partial_1 A_2 - \partial_2 A_1\) is a scalar, and for scalar \(B(x) \in \mathbb{R}\), \(\text{curl} B = (\partial_3 B, -\partial_1 B)\) is a vector. The vector quantity \(J(x) := \text{Im}(\bar{\Psi} \nabla A \Psi)\) is the superconducting current. (See eg. [88, 89]).

Particle physics. In the Abelian-Higgs model, \(\psi\) and \(A\) are the Higgs and \(U(1)\) gauge (electro-magnetic) fields, respectively. Geometrically, one can think of \(A\) as a connection on the principal \(U(1)\)-bundle \(\mathbb{R}^d \times U(1), d = 2, 3\).

Cylindrical geometry. In the commonly considered idealized situation of a superconductor occupying all space and homogeneous in one direction, one is led to a problem on \(\mathbb{R}^2 \times C\) and \(A : \mathbb{R}^2 \to \mathbb{R}\). This is the case we deal with in this contribution.

2.1 Ginzburg-Landau energy

The Ginzburg-Landau equations (2.1) are the Euler-Lagrange equations for critical points of the Ginzburg-Landau energy functional (written here for a domain \(Q \subset \mathbb{R}^2\))

\[
\mathcal{E}_Q(\Psi, A) := \frac{1}{2} \int_Q \left\{ |\nabla A \Psi|^2 + (\text{curl} A)^2 + \frac{\kappa^2}{2} (|\Psi|^2 - 1)^2 \right\}.
\]

Superconductivity: In the case of superconductors, the functional \(\mathcal{E}(\psi, A)\) gives the difference in (Helmholtz) free energy (per unit length in the third direction) between the superconducting and normal states, near the transition temperature.

This energy depends on the temperature (through \(\kappa\)) and the average magnetic field, \(b = \lim_{Q \to \mathbb{R}^2} \frac{1}{|Q|} \int_Q \text{curl} A\), in the sample, as thermodynamic parameters. Alternatively, one can consider the free energy depending on the temperature and an applied magnetic field, \(h\). For a sample occupying a finite domain \(Q\), this leads (through the Legendre transform) to the Ginzburg-Landau Gibbs free energy \(G_Q(\Psi, A) := \mathcal{E}_Q(\Psi, A) - \Psi_Q h\), where \(\Psi_Q = b |Q| = \int_Q \text{curl} A\) is the total magnetic flux through the sample.

\[
G_Q(\Psi, A) := \frac{1}{2} \int_Q \left\{ |\nabla A \Psi|^2 + \frac{\kappa^2}{2} (|\Psi|^2 - 1)^2 + (\text{curl} A - h)^2 \right\}.
\]

The parameters \(b\) or \(h\) do not enter the equations (2.1) explicitly, but they determine the density of vortices, which we describe below.

In what follows we write \(\mathcal{E}(\Psi, A) = \mathcal{E}_{\mathbb{R}^2}(\Psi, A)\) and \(G(\Psi, A) = G_{\mathbb{R}^2}(\Psi, A)\).

Particle physics: In the particle physics case, the functional \(\mathcal{E}(\Psi, A)\) gives the energy of a static configuration in the \(U(1)\) Yang-Mills-Higgs classical gauge theory.
2.2 Symmetries of the equations

The Ginzburg-Landau equations (2.1) admit several symmetries, that is, transformations which map solutions to solutions.

*Gauge symmetry:* for any sufficiently regular function $\gamma : \mathbb{R}^2 \to \mathbb{R}$,

$$ T^\text{gauge}_\gamma : (\Psi(x), A(x)) \mapsto (e^{i\gamma(x)}\Psi(x), A(x) + \nabla \gamma(x)); \tag{2.4} $$

*Translation symmetry:* for any $h \in \mathbb{R}^2$,

$$ T^\text{trans}_h : (\Psi(x), A(x)) \mapsto (\Psi(x + h), A(x + h)); \tag{2.5} $$

*Rotation symmetry:* for any $\rho \in SO(2)$,

$$ T^\text{rot}_\rho : (\Psi(x), A(x)) \mapsto (\Psi(\rho^{-1}x), \rho^{-1}A((\rho^{-1})^T x)), \tag{2.6} $$

One of the analytically interesting aspects of the Ginzburg-Landau theory is the fact that, because of the gauge transformations, the symmetry group is infinite-dimensional.

2.3 Quantization of flux

Finite energy states $(\Psi, A)$ are classified by their topological degree (the winding number of $\psi$ at infinity):

$$ \deg(\Psi) := \text{degree} \left( \frac{\Psi}{|\Psi|} \bigg|_{|x|=R} : \mathbb{S}^1 \to \mathbb{S}^1 \right), $$

for $R \gg 1$, since $|\Psi(x)| \to 1$ as $|x| \to \infty$. For each such state we have the quantization of magnetic flux:

$$ \int_{\mathbb{R}^2} B(x) dx = 2\pi \deg(\Psi) \in 2\pi \mathbb{Z}, $$

which follows from integration by parts (Stokes theorem) and the requirement that $|\Psi(x)| \to 1$ and $|\nabla A \Psi(x)| \to 0$ as $|x| \to \infty$.

For vortex lattices (see below) the energy is infinite, but the flux quantization still holds for each lattice cell because of gauge-periodic boundary conditions (see below for details).

2.4 Homogeneous solutions

The simplest solutions to the Ginzburg-Landau equations (2.1) are the trivial ones corresponding to physically homogeneous states:

1. the perfect superconductor solution, $(\Psi_s, A_s)$, where $\Psi_s \equiv 1$ and $A_s \equiv 0$ (so the magnetic field $\equiv 0$),

2. the normal metal solution, $(\Psi_n, A_n)$, where $\Psi_n \equiv 0$ and $A_n$ corresponds to a constant magnetic field.

(Of course, any gauge transformation of one of these solutions has the same properties.)

We see that the perfect superconductor is a solution only when the magnetic field $B(x)$ is zero. On the other hand, there is a normal solution for any constant magnetic field (to be thought of as determined by applied external magnetic field).
2.5 Length scales; type I and II superconductors

Solving the Ginzburg-Landau equations near a flat interface between normal and superconducting states shows that (in our units), the magnetic field varies on the length scale 1, the penetration depth \( \lambda_c \), while the order parameter varies on the length scale \( \frac{1}{\kappa_m} \), the coherence length, where \( \kappa_m := \min(\sqrt{2} \kappa, 2) \).

The two length length scales \( \frac{1}{\kappa_m} \) and 1 coincide at \( \kappa = 1/\sqrt{2} \). Considering a flat interface between the normal and superconducting states, one can show easily that at this point the surface tension changes sign from positive for \( \kappa < 1/\sqrt{2} \) to negative for \( \kappa > 1/\sqrt{2} \).

This critical value \( \kappa = 1/\sqrt{2} \) separates superconductors into two classes with different properties:

- \( \kappa < 1/\sqrt{2} \): Type I superconductors, exhibit first-order (discontinuous, finite size nucleation) phase transitions from the non-superconducting state to the superconducting state (essentially, all pure metals);
- \( \kappa > 1/\sqrt{2} \): Type II superconductors, exhibit second-order (continuous) phase transitions and the formation of vortex lattices (dirty metals and alloys).

Thus \( m_\kappa < 1 \) for Type I superconductors and \( m_\kappa > 1 \) for Type II superconductors.

2.6 The self-dual case \( \kappa = 1/\sqrt{2} \)

In the self-dual case \( \kappa = 1/\sqrt{2} \) of (2.1), vortices effectively become non-interacting, and there is a rich multi-vortex solution family. Bogomolnyi [17] found the topological energy lower bound

\[
E(\Psi, A)|_{\kappa=1/\sqrt{2}} \geq \pi |\text{deg}(\Psi)|
\]  

(2.7)

and showed that this bound is saturated (and hence the Ginzburg-Landau equations are solved) when certain first-order equations are satisfied.

2.7 Critical magnetic fields

In superconductivity there are several critical magnetic fields, two of which (the first and the second critical magnetic fields) are of special importance:

- \( h_{c1} \) is the field at which the first vortex enters the superconducting sample.
- \( h_{c2} \) is the field at which a mixed state bifurcates from the normal one.

(The critical field \( h_{c1} \) is defined by the condition \( G(\Psi_s, A_s) = G((\Psi^{(1)}, A^{(1)}), \) where \( (\Psi_s, A_s) \) is the perfect superconductor solution, defined above, and \( (\Psi^{(1)}, A^{(1)}) \) is the 1-vortex solution, defined below, while \( h_{c2} \) by the condition that the linearization of the l.h.s. of (2.1) on the normal state \( (\Psi_n, A_n) \) has zero eigenvalue. One can show that \( h_{c2} = \kappa^2 \).

For type I superconductors \( h_{c1} > h_{c2} \) and for type II superconductors \( h_{c1} < h_{c2} \). In the former case, the vortex states have relatively large energies, i.e. are metastable, and therefore are of little importance.

For type II superconductors, there are two important regimes to consider: 1) average magnetic fields per unit area, \( b \), are less than but sufficiently close to \( h_{c2} \),

\[
0 < h_{c2} - b \ll h_{c2}
\]  

(2.8)

and 2) the external (applied) constant magnetic fields, \( h \), are greater than but sufficiently close to \( h_{c1} \),

\[
0 < h - h_{c1} \ll h_{c1}
\]  

(2.9)

The reason the first condition involves \( b \), while the second \( h \) is that the first condition comes from the Ginzburg-Landau equations (which do not involve \( h \)), while the second from the Ginzburg-Landau Gibbs free energy.
One of the differences between the regimes (2.8) and (2.9) is that $|\Psi|^2$ is small in the first regime (the bifurcation problem) and large in the second one. If a superconductor fills in the entire $\mathbb{R}^2$, then in the second regime, the average magnetic field per unit area, $b \to 0$, as $h \to h_{c1}$.

2.8 Time-dependent equations

A number of dynamical versions of the Ginzburg-Landau equations appear in the literature. Here we list the most commonly studied and physically relevant.

Superconductivity. In the leading approximation, the evolution of a superconductor is described by the gradient-flow-type equations for the Ginzburg-Landau energy

$$\begin{cases}
\gamma \partial_t \Phi = \Delta_{\mathbf{A}} \Psi + \kappa^2 (1 - |\Psi|^2) \Psi, \\
\sigma \partial_t \mathbf{A} = - \text{curl}' \text{curl} \mathbf{A} + \text{Im}(\bar{\Psi} \nabla_{\mathbf{A}} \Psi).
\end{cases} \tag{2.10}$$

Here $\Phi$ is the scalar (electric) potential, $\gamma$ a complex number, and $\sigma$ a two-tensor, and $\partial_t \Phi$ is the covariant time derivative $\partial_t \Phi = ((\partial_t + i \Phi) \Psi, \partial_t A + \nabla \Phi).$ The second equation is Ampère’s law, $\text{curl} \mathbf{B} = \mathbf{J}$, with $\mathbf{J} = J_N + J_S$, where $J_N = -\sigma (\partial_t A + \nabla \Phi)$ (using Ohm’s law) is the normal current associated to the electrons not having formed Cooper pairs, and $J_S = \text{Im}(\bar{\Psi} \nabla_{\mathbf{A}} \Psi)$, the supercurrent.

These equations are called the time-dependent Ginzburg-Landau equations or the Gorkov-Eliashberg-Schmidt equations proposed by Schmid ([74]) and Gorkov and Eliashberg ([36]) (earlier versions are due to Bardeen and Stephen and Anderson, Luttinger and Werthamer).

Particle physics. The time-dependent $U(1)$ Higgs model is described by

$$\begin{cases}
\partial^2_{\mathbf{g}_t} \Phi = \Delta_{\mathbf{A}} \Psi + \kappa^2 (1 - |\Psi|^2) \Psi, \\
\partial^2_{\mathbf{g}_t} \mathbf{A} = - \text{curl}' \text{curl} \mathbf{A} + \text{Im}(\bar{\Psi} \nabla_{\mathbf{A}} \Psi),
\end{cases} \tag{2.11}$$

coupled (covariant) wave equations describing the $U(1)$-gauge Higgs model of elementary particle physics (written here in the temporal gauge). Equations (2.11) are sometimes also called the Maxwell-Higgs equations.

In what follows, we concentrate on the Gorkov-Eliashberg-Schmidt equations, (2.10) and, for simplicity of notation, we use the gauge, in which the scalar potential, $\Phi$, vanishes, $\Phi = 0$.

3 Vortices

3.1 $n$-vortex solutions

A model for a vortex is given, for each degree $n \in \mathbb{Z}$, by a “radially symmetric” (more precisely equivariant) solution of the Ginzburg-Landau equations (2.1) of the form

$$\Psi^{(n)}(x) = f_n(r) e^{in\theta} \quad \text{and} \quad A^{(n)}(x) = a_n(r) \nabla(n\theta), \quad (3.1)$$

where $(r, \theta)$ are the polar coordinates of $x \in \mathbb{R}^2$. Note that $\deg(\Psi^{(n)}) = n$. The pair $(\Psi^{(n)}, A^{(n)})$ is called the $n$-vortex (magnetic or Abrikosov in the case of superconductors, and Nielsen-Olesen or Nambu string in the particle physics case). For superconductors, this is a mixed state with the normal phase residing at the point where the vortex vanishes. The existence of such solutions of the Ginzburg-Landau equations was already noticed by Abrikosov and proven in [14].

Using self-duality, and consequent reduction to a first-order equations, Taubes [85, 86] has showed that for a given degree $n$, the family of solutions modulo gauge transformations (moduli space) is $2|n|$-dimensional, and the $2|n|$ parameters describe the locations of the
zeros of the scalar field – that is, the vortex centers. A review of this theory can be found in the book of Jaffe-Taubes [47].

The $n$-vortex solution exhibits the length scales discussed above. Indeed, the following asymptotics for the field components of the $n$-vortex (3.1) were established in [67] (see also [47]):

$$
J^{(n)}(x) = n\beta_n K_1(r)[1 + o(e^{-m_\kappa r})] J\hat{x}
$$

$$
B^{(n)}(r) = n\beta_n K_1(r)[1 - \frac{1}{m_\kappa} + O(1/r^2)]
$$

\[|1 - f_n(r)| \leq ce^{-m_\kappa r}, \quad |f'_n(r)| \leq ce^{-m_\kappa r},\]

as $r := |x| \to \infty$, where $J^{(n)} := \text{Im}(\overline{\Psi^{(n)}} \nabla A^{(n)} \Psi^{(n)})$ is the $n$-vortex supercurrent, $B^{(n)} := \text{curl} A^{(n)}$ is the $n$-vortex magnetic field, $\beta_n > 0$ is a constant, and $K_1$ is the modified Bessel function of order 1 of the second kind. The length scale of $\Psi^{(n)}$ is $1/m_\kappa$. Since $K_1(r)$ behaves like $ce^{-r}/\sqrt{r}$ for large $r$, we see that the length scale for $J^{(n)}$ and $B^{(n)}$ is 1. (In fact, for $x \neq 0$, $\Psi^{(n)}$ vanishes as $\kappa \to \infty$.)

### 3.2 Stability

We say the $n$-vortex is (orbitally) stable, if for any initial data sufficiently close to the $n$-vortex (which includes initial momentum field in the (2.1) case), the solution remains, for all time, close to an element of the orbit of the $n$-vortex under the symmetry group. Here “close” can be taken to mean close in the “energy space” Sobolev norm $H^1$.

Similarly, for asymptotic stability: the solution converges, as $t \to \infty$, to an element of the symmetry orbit (that is, to a spatially-translated, gauge-transformed $n$-vortex).

The basic result on vortex stability is the following:

**Theorem 3.1** ([40, 49]).

1. For Type I superconductors, all $n$-vortices are asymptotically stable.

2. For Type II superconductors, the $\pm1$-vortices are stable, while the $n$-vortices with $|n| \geq 2$, are unstable.

This stability behaviour was long conjectured (see [47]), based on numerical computations (eg. [49]) leading to a “vortex interaction” picture wherein inter-vortex interactions are always attractive in the Type-I case, but become repulsive for like-signed vortices in the Type-II case.

This result agrees with the fact, mentioned above, that the surface tension is positive for $\kappa < 1/\sqrt{2}$ and negative for $\kappa > 1/\sqrt{2}$, so the vortices try to minimize their ‘surface’ for $\kappa < 1/\sqrt{2}$ and maximize it for $\kappa > 1/\sqrt{2}$.

Stability for pinned vortices was proven in [44].

For the Maxwell-Higgs equations (2.11), the above result was proven for the orbital stability only (see [49]). The asymptotic stability of the $n$-vortex for these equations is not known.

See also [29, 73] for extensions of these results to domains other than $\mathbb{R}^2$.

To demonstrate the above theorem, we first prove the linearized/energetic stability or instability. To formulate the latter, we observe that the $n$-vortex is a critical point of the Ginzburg-Landau energy (2.2), and the second variation of the energy

$$
\mathcal{L}^{(n)} := \text{Hess} \mathcal{E}(\Psi^{(n)}, A^{(n)})
$$

is the linearized operator for the Ginzburg-Landau equations (2.1) around the $n$-vortex, acting on the space $X = L^2(\mathbb{R}^2, \mathbb{C}) \oplus L^2(\mathbb{R}^2, \mathbb{R}^2)$. (Hess $\mathcal{E}(u)$ is the Gâteaux derivative of the $L^2$–gradient of the l.h.s. of (2.1) and $u = (\Psi, A)$. Since Hess $\mathcal{E}(u)$ is only real-linear, to apply the spectral theory, it is convenient to extend it to a complex-linear operator. However, in order not to introduce extra notation, we ignore this point here and deal with $\mathcal{L}^{(n)}$ as if it were a complex-linear operator.)
The symmetry group of $\mathcal{E}(\Psi, A)$, which is infinite-dimensional due to gauge transformations, gives rise to an infinite-dimensional subspace of $\text{Null}(L^{(n)}) \subset X$, which we denote here by $Z_{\text{sym}}$. We say the $n$-vortex is (linearly) stable if for some $c > 0$,

$$L^{(n)}\big|_{Z_{\text{sym}}} \geq c > 0,$$

(3.3)

and unstable if $L^{(n)}$ has a negative eigenvalue. By this definition, a stable state is a local energy minimizer which is a strict minimizer in directions orthogonal to the infinitesimal symmetry transformations. An unstable state is an energy saddle point.

Once the linearized (spectral) stability is proven, the main task in proving the orbital stability is the construction of a path in the (infinite dimensional, due to gauge symmetry) symmetry group orbit of the $n$-vortex, to which the solution remains close. For the gradient-flow equations (2.10) the orbital stability can be easily strengthened to and with little more work, the asymptotic stability can be accomplished.

A few brief remarks on the proof of the key step (3.3):

- Since the vortices are gauge equivalent under the action of rotation, i.e.,

$$\Psi(R_\alpha x) = e^{i\alpha \theta} \Psi(x), \quad R_{-\alpha} A(R_\alpha x) = A(x),$$

where $R_\alpha$ is counterclockwise rotation in $\mathbb{R}^2$ through the angle $\alpha$, the linearized operator $L^{(n)}$ commutes with the representation $\rho_n : U(1) \to \text{Aut}([L^2(\mathbb{R}^2; \mathbb{C})]^4)$ of the group $U(1)$, given by

$$\rho_n (e^{i\theta}) (\xi, \alpha)(x) = (e^{i\alpha \theta} \xi, e^{-i\theta} \alpha)(R_{-\theta} x).$$

It follows that $L^{(n)}$ leaves invariant the eigenspaces of $d\rho_n (s)$ for any $s \in i\mathbb{R} = \text{Lie}(U(1))$. (The representation of $U(1)$ on each of these subspaces is multiple to an irreducible one.) According to a representation of the symmetry group, this results in (fiber) block decomposition of $L^{(n)}$,

$$X \approx \bigoplus_{m \in \mathbb{Z}} (P^2_{\text{rad}})^4, \quad L^{(n)} \approx \bigoplus_{m \in \mathbb{Z}} L^{(n)}_m,$$

(3.4)

where $L^2_{\text{rad}} \equiv L^2(\mathbb{R}^+, rdr)$ and $\approx$ stands for the unitary equivalence, which is described below. One can then study each operator $L^{(n)}_m$, which acts on (vectors of) radially-symmetric functions.

- The gauge adjusted translational zero-modes each lie within a single subspace of the decomposition (3.4) and correspond, after complexification and rotation, to the vector

$$T = (f'_n(r), b^{(n)}(r)f_n(r), na'_n(r)/r, na'_n(r)/r),$$

(3.5)

where we defined, for convenience, $b^{(n)}(r) = \frac{n(1-a^{(n)}(r))}{r}$, in the $m = \pm 1$ sectors. The stability proof is built on Perron-Frobenius-type arguments (“positive zero-mode $\iff$ the bottom of the spectrum”), adapted to the setting of systems. In particular, $T$ lies in the “positivity cone” of vector-functions with positive components, and we are able to conclude that $L^{(n)}_{\pm 1} \geq 0$ with non-degenerate zero-eigenvalue.

- A key component is the exploitation of the special structure, hinted at by the Bogomolnyi lower bound (2.7), of the linearized operator $L^{(n)}$ at the self-dual value $\kappa = 1/2$ of the Ginzburg-Landau parameter. In fact,

$$L^{(n)}_{\kappa=1/2} = (F^{(n)}_m)^* F^{(n)}_m$$
for a first-order operator, \( F_m \), having \( 2|n| \) zero-modes which can be calculated semi-explicitly. These modes can be thought of as arising from independent relative motions of vortices, and the fact that they are energy-neutral, relates to the vanishing of the vortex interaction at \( \kappa = 1/2 \) \([17],[92]\). Two of the modes arise from translational symmetry, while careful analysis shows that as \( \kappa \) moves above (resp. below) \( 1/2 \), the \( 2|n| - 2 \) “extra” modes become unstable (resp. stable) directions.

Technically, it is convenient, on the first step, effectively remove the (infinite-dimensional subspace of) gauge-symmetry zero-modes, by modifying \( L^{(n)} \) to make it coercive in the gauge directions – this leaves only the two zero-modes arising from translational invariance remaining.

Let \( \mathcal{C} \) be the operation of taking the complex conjugate. The results in (fiber) block decomposition of \( L^{(n)} \), mentioned above is given in Theorem 3.2 (\([40]\)).

(a) Let \( \mathcal{H}_m := [L^2\text{rad}]^4 \) and define \( U : X \to \mathcal{H} \), where \( \mathcal{H} = \bigoplus_{m \in \mathbb{Z}} \mathcal{H}_m \), so that on smooth compactly supported \( v \) it acts by the formula

\[
(Uv)_m(r) = J^{-1}_m \int_0^{2\pi} \chi^{-1}_m(\theta) \rho_n(e^{i\theta})v(x)d\theta.
\]

where \( \chi_m(\theta) \) are characters of \( U(1) \), i.e., all homomorphisms \( U(1) \to U(1) \) (explicitly we have \( \chi_m(\theta) = e^{im\theta} \)) and

\[
J_m : \mathcal{H}_m \to e^{i(m+n)\theta}L^2\text{rad} \oplus e^{i(m-n)\theta}L^2\text{rad} \oplus -ie^{i(m-1)\theta}L^2\text{rad} \oplus ie^{i(m+1)\theta}L^2\text{rad}
\]

acting in the obvious way. Then \( U \) extends uniquely to a unitary operator.

(b) Under \( U \) the linearized operator around the vortex, \( K^{(n)}_m \), decomposes as

\[
UL^{(n)}U^{-1} = \bigoplus_{m \in \mathbb{Z}} L^{(n)}_m,
\]

where the operators \( L^{(n)}_m \) act on \( \mathcal{H}_m \) as \( J^{-1}_m L^{(n)} J_m \).

(c) The operators \( K^{(n)}_m \) have the following properties:

\[
K_m = RK^{(n)}_m R^T, \quad \text{where} \quad R = \begin{pmatrix} Q & 0 \\ 0 & Q \end{pmatrix}, Q = \begin{pmatrix} 0 & C \\ C & 0 \end{pmatrix},
\]

\[
\sigma_{ess}(K^{(n)}_m) = [\min(1, \lambda), \infty),
\]

for \( |n| = 1 \) and \( m \geq 2 \), \( L^{(n)}_m - L^{(n)}_1 \geq 0 \) with no zero-eigenvalue,

\[
L^{(n)}_0 \geq c > 0 \quad \text{for all} \quad \kappa,
\]

\[
L^{(n)}_1 \geq 0 \quad \text{with non-degenerate zero-mode given by (3.5)}.
\]

Since, by (3.8) and (3.11), \( L^{(n)}_1 |_{T^\perp} \geq \tilde{c} > 0 \) and, by (3.10) and (3.11), \( L^m_{1} \geq c' > 0 \) for \( |m| \geq 2 \), this theorem implies (3.3).
4 Vortex Lattices

In this section we describe briefly recent results on vortex lattice solutions, i.e. solutions, which display vortices arranged along vertices of a lattice in $\mathbb{R}^2$. Since their discovery by Abrikosov in 1957, solutions have been studied in numerous experimental and theoretical works (of the more mathematical studies, we mention the articles of Eilenberger [31] and Lasher [53]).

The rigorous investigation of Abrikosov solutions began in [58], soon after their discovery. Odeh has given a detailed sketch of the proof the bifurcation of Abrikosov solutions at the second critical magnetic field. Further details were provided by Barany, Golubitsky, and Tursky [11], using equivariant bifurcation theory, and by Takáč [84], who obtained results on the zeros of the bifurcating solutions. The proof of existence was completed in [90] and extended further in [91] beyond the cases covered in the works above.

Existence of Abrikosov solutions at low magnetic fields, near the first critical magnetic field was given in [76]. Moreover, Odeh has also given a detailed sketch of the proof, with details filled in in [28], of the existence of Abrikosov solutions using the variational minimization of the Ginzburg-Landau energy functional reduced to a fundamental cell of the underlying lattice. However, this proof provides only very limited information about the solutions.

Moreover, important and fairly detailed results on asymptotic behaviour of solutions, for $\kappa \to \infty$ and the applied magnetic fields, $h$, satisfying $h \leq \frac{1}{2} \log \kappa + \text{const}$ (the London limit), were obtained in [10] (see this paper and the book [71] for references to earlier works). Further extensions to the Ginzburg-Landau equations for anisotropic and high temperature superconductors can be found in [4, 5].

Among related results, a relation of the Ginzburg-Landau minimization problem, for a fixed, finite domain and in the regime of the Ginzburg-Landau parameter $\kappa \to \infty$ and external magnetic field, to the Abrikosov lattice variational problem was obtained in [10, 8]. [27] (see also [28]) have found boundaries between superconducting, normal and mixed phases.

The proof that the triangular lattices minimize the Ginzburg-Landau energy functional per the fundamental cell was completed in [90] using the original Abrikosov ideas and results on the Abrikosov ‘constant’ due to [2, 57].

The stability of Abrikosov lattices was shown in [77] for gauge periodic perturbations, i.e. perturbations having the same translational lattice symmetry as the solutions themselves, and in [78] for local, more precisely, $H^1$, perturbations.

Here we describe briefly the existence and stability results and the main ingredient entering into their proofs.

4.1 Abrikosov lattices

In 1957, A. Abrikosov ([1]) discovered a class of solutions, $(\Psi, A)$, to (2.1), presently known as Abrikosov lattice vortex states (or just Abrikosov lattices), whose physical characteristics, density of Cooper pairs, $|\Psi|^2$, the magnetic field, curl $A$, and the supercurrent, $J_S = \text{Im}(\bar{\Psi} \nabla A \Psi)$, are double-periodic w.r. to a lattice $L$. (This set of states is invariant under the symmetries of the previous subsection.)

For Abrikosov states, for $(\Psi, A)$, the magnetic flux, $\int_{\Omega} \text{curl} A$, through a lattice cell, $\Omega$, is quantized,

$$\frac{1}{2\pi} \int_{\Omega} \text{curl} A = \deg \Psi = n, \quad (4.1)$$

for some integer $n$. Indeed, the periodicity of $n_s = |\Psi|^2$ and $J = \text{Im}(\bar{\Psi} \nabla A \Psi)$ imply that $\nabla \varphi - A$, where $\Psi = |\Psi| e^{i\varphi}$, is periodic, provided $\Psi \neq 0$ on $\partial \Omega$. This, together with Stokes’s theorem, $\int_{\Omega} \text{curl} A = \int_{\partial \Omega} A = \int_{\partial \Omega} \nabla \varphi$ and the single-valuedness of $\Psi$, imply that
\[ \int_{\Omega} \text{curl} \, A = 2\pi n \] for some integer \( n \). Using the reflection symmetry of the problem, one can easily check that we can always assume \( n \geq 0 \).

Equation (4.1) implies the relation between the average magnetic flux, \( b \), per lattice cell, \( b = \frac{1}{|\Omega|} \int_{\Omega} \text{curl} \, A \), and the area, \(|\Omega|\), of a fundamental cell

\[ b = \frac{2\pi n}{|\Omega|}. \] (4.2)

Finally, it is clear that the gauge, translation, and rotation symmetries of the Ginzburg-Landau equations map lattice states to lattice states. In the case of the gauge and translation symmetries, the lattice with respect to which the solution is gauge-periodic does not change, whereas with the rotation symmetry, the lattice is rotated as well. The magnetic flux per cell of solutions is also preserved under the action of these symmetries.

### 4.2 Existence of Abrikosov lattices

We assume always that the co-ordinate origin is placed at one of the vertices of the lattice \( \mathcal{L} \). By the shape of lattice \( \mathcal{L} \) we understand the equivalence class \([\mathcal{L}]\) of lattices, with equivalence relations given by rotations and dilatations. We will show in Appendix A that lattice shapes can be parametrized by points \( \tau \) in the fundamental domain, \( \Pi^+/SL(2,\mathbb{Z}) \), of the modular group \( SL(2,\mathbb{Z}) \) acting on the Poicaré half-plane \( \Pi^+ := \{ \tau \in \mathbb{C} : \text{Im} \, \tau > 0 \} \) (see Fig. 1). (We denote the corresponding equivalence class by \( [\tau] \).)

![Fundamental domain of \( \gamma(\tau) \).](image)

Figure 1: Fundamental domain of \( \gamma(\tau) \).

Due to the quantization relation (4.2), the parameters \( \tau, b, \) and \( n \) determine the lattice \( \mathcal{L} \) up to a rotation and a translation. As the equations (2.1) are invariant under rotations and translations, solutions corresponding to translated and rotated lattices are related by symmetry transformations and therefore can be considered equivalent, with equivalence classes determined by triples \( \omega = (\tau, b, n) \), specifying the underlying lattice has shape \( \tau \), the average magnetic flux per lattice cell \( b \), and the number \( n \) of quanta of magnetic flux per lattice cell. With this in mind, we will say that an Abrikosov lattice state \((\Psi, A)\) is of type \( \omega = (\tau, b, n) \), if it belong to the equivalence class determined by \( \omega = (\tau, b, n) \).

Let \( \beta(\tau) \) be the Abrikosov 'constant', defined in (4.10) below. The following critical value of the Ginzburg-Landau parameter \( \kappa \) plays an important role in what follows

\[ \kappa_c(\tau) := \sqrt{\frac{1}{2} \left( 1 - \frac{1}{\beta(\tau)} \right)}. \] (4.3)
Recall that the value of the second critical magnetic field at which the normal material undergoes the transition to the superconducting state is that \( h_{c2} = \kappa^2 \).

For the case \( n = 1 \) of one quantum of flux per unit cell, the following result establishes the existence of non-trivial lattice solutions near the normal metal solution:

**Theorem 4.1** ([58][11][28][91]). Fix a lattice shape \( \lambda \) and let \( b \) satisfy

\[
|\kappa^2 - b| \ll \kappa^2[(2\kappa^2 - 1)\beta(\tau) + 1]
\]

and

\[
either \kappa > \kappa_c(\tau), \kappa^2 > b \text{ or } \kappa < \kappa_c(\tau), \kappa^2 < b.
\]

Then for \( \omega = (\tau, b, 1) \)

- there exists a smooth Abrikosov lattice solution \( u_\omega = (\Psi_\omega, A_\omega) \) of type \( \omega \).

**Remark.** For \( \kappa > \frac{1}{\sqrt{2}} \) and the triangular and square lattices the theorem was proven in [58][11][28][90] and in the case stated, in [90][91].

**Theorem 4.2** ([91]). Let \( \kappa > \frac{1}{\sqrt{2}} \). Fix a lattice shape \( \tau \) and let \( b \) satisfy \( b < \kappa^2 \) and (4.4).

Then

- the global minimizer of the average energy per cell is the solution corresponding to the equilateral triangular lattice.

Due to a calculation error, Abrikosov concluded that the lattice which gives the minimum energy is the square lattice. The error was corrected by Kleiner, Roth, and Autler [51], who showed that it is in fact the triangular lattice which minimizes the energy.

Now, we formulate the existence result for low magnetic fields, those near the first critical magnetic field \( h_{c1} \): Let \( \mathcal{L}_\omega \) be a lattice specified by a triple \( \omega = (\tau, b, n) \) and let \( \Omega_\omega \) denote its elementary cell. We have

**Theorem 4.3** ([75]). Let \( \kappa \neq \frac{1}{\sqrt{2}} \) and fix a lattice shape \( \lambda \) and \( n \neq 0 \). Then there is \( b_0 = b_0(\kappa) (\sim (\kappa - 1/\sqrt{2})^2) > 0 \) such that for \( b \leq b_0 \), there exists an odd solution Abrikosov lattice solution \( u_\omega \equiv (\Psi_\omega, A_\omega) \) of (2.1), s.t.

\[
u_\omega(x) = u^{(n)}(x - \alpha) + O(e^{-c|x|}) \quad \text{on } \Omega_\omega + \alpha, \forall \alpha \in \mathcal{L}_\omega,
\]

where \( u^{(n)} := (\Psi^{(n)}, A^{(n)}) \) is the \( n \)-vortex, \( \rho = b^{-1/2} \) and \( c > 0 \), in the sense of the local Sobolev norm of any index.

In the next two subsections we present a discussion of some key general notions. After this, we outline the proofs of the results above.

### 4.3 Abrikosov lattices as gauge-equivariant states

A key point in proving both theorems is to realize that a state \( (\Psi, A) \) is an Abrikosov lattice if and only if \( (\Psi, A) \) is gauge-periodic or gauge-equivariant (with respect to a lattice \( \mathcal{L} \)) in the sense that there exist (possibly multivalued) functions \( g_s : \mathbb{R}^2 \to \mathbb{R}, s \in \mathcal{L} \), such that

\[
T_{s}^{\text{trans}}(\Psi, A) = T_{g_s}^{\text{gauge}}(\Psi, A).
\]

Indeed, if state \( (\Psi, A) \) satisfies (4.7), then all associated physical quantities are \( \mathcal{L} \)-periodic, i.e. \( (\Psi, A) \) is an Abrikosov lattice. In the opposite direction, if \( (\Psi, A) \) is an Abrikosov lattice, then \( \text{curl} A(x) \) is periodic w.r.t. \( \mathcal{L} \), and therefore \( A(x+s) = A(x) + \nabla g_s(x) \), for some functions \( g_s(x) \). Next, we write \( \Psi(x) = |\Psi(x)|e^{i\phi(x)} \). Since \( |\Psi(x)| \) and \( J(x) = |\Psi(x)|^2(\nabla \phi(x) - A(x)) \)
are periodic w.r.to $\mathcal{L}$, we have that $\nabla \phi(x + s) = \nabla \phi(x) + \nabla \tilde{g}_s(x)$, which implies that $\phi(x + s) = \phi(x) + g_s(x)$, where $g_s(x) = \tilde{g}_s(x) + c_s$, for some constants $c_s$.

Since $T^\text{trans}_s$ is a commutative group, we see that the family of functions $g_s$ has the important cocycle property

$$g_{s+t}(x) - g_s(x + t) - g_t(x) \in 2\pi\mathbb{Z}.$$  (4.8)

This can be seen by evaluating the effect of translation by $s + t$ in two different ways. We call $g_s(x)$ the gauge exponent. It can be shown (see Appendix [B]) that by a gauge transformation, we can pass from a exponential $g_s$ satisfying the cocycle condition (4.8) is equivalent to the exponent

$$\frac{b}{2} s \wedge x + c_s, \text{ with } c_s \text{ satisfying } c_{s+t} - c_s - \frac{1}{2} bs \wedge t \in 2\pi\mathbb{Z},$$  (4.9)

for and $b$ satisfying $b|\Omega| \in 2\pi\mathbb{Z}$. For more discussion of $g_s$, see Appendix [B].

**Remark.** Relation (4.8) for Abrikosov lattices was isolated in [77], where it played an important role. This condition is well known in algebraic geometry and number theory (see e.g. [38]). However, there the associated vector potential (connection on the corresponding principal bundle) $A$ is not considered there.

### 4.4 Abrikosov function

Let the number of the magnetic flux quant per the lattice cell be $n = 1$. Let $\langle f \rangle_\Omega$ denote the average, $\langle f \rangle_\Omega = \frac{1}{|\Omega|} \int_\Omega f$, of a function $f$ over $\Omega \subset \mathbb{R}^2$. For a lattice $\mathcal{L}$, considered as a group of lattice translations, $\hat{\mathcal{L}}$ denotes the dual group, i.e. the group of characters, $\chi : \hat{\mathcal{L}} \to U(1)$. Furthermore, let $\mathbf{T} := \mathbb{R}^2/\mathcal{L}$ and for $\Omega \in [\tau]$, we introduce the normalized lattice $\mathcal{L}_\tau = \sqrt{\frac{|\Omega|}{2}} \mathcal{L}$. The key role in understanding the energetics of is played by the Abrikosov function,

$$\beta(\tau) := \frac{\langle |\phi|^4 \rangle_{\mathcal{L}_\tau}}{\langle |\phi|^2 \rangle_{\mathcal{L}_\tau}^2},$$  (4.10)

where $\Omega_\tau$ is a fundamental cell of the lattice $\mathcal{L}_\tau$, and $\phi$ is the solution to the problem

$$(-\Delta_{\mathcal{L}} - n)\phi = 0, \quad \phi(x + s) = e^{\frac{bs}{2} \wedge x} \phi(x), \quad \forall s \in \mathcal{L}_\tau,$$  (4.11)

where $A^n(x) := -\frac{n}{2} J x$ and $J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, for $n = 1$. We will show below (Proposition 4.4) that, for $n = 1$, the problem (4.11) has a unique solution and therefore $\beta$ is well-defined. It is not hard to see that $\beta$ depends only on the equivalence class of $\mathcal{L}$.

Definition (4.10) - (4.11) implies that $\beta(\tau)$ is symmetric w.r.t. to the imaginary axis, $\beta(-\bar{\tau}) = \beta(\tau)$. Hence it suffices to consider $\beta(\tau)$ on the $\text{Re}\tau \geq 0$ half of the fundamental domain, $\Pi^+ / SL(2, \mathbb{Z})$ (the heavily shaded area on Fig. [1]).

Moreover, we can consider (4.10) - (4.11) on the entire Poicaré half-plane $\Pi^+ := \{ \tau \in \mathbb{C} : \text{Im}\tau > 0 \}$, which allows us to define $\beta(\tau)$ as a modular function on $\Pi^+$,

- the function $\beta(\tau)$, defined on $\Pi^+$, is invariant under the action of $SL(2, \mathbb{Z})$.

This implies that it suffices to consider $\beta(\tau)$ on the fundamental domain (4.1).

**Remarks.** 1) The term Abrikosov constant comes from the physics literature, where one often considers only equilateral triangular or square lattices.

2) The way we defined the Abrikosov constant $\beta(\tau)$, it is manifestly independent of $b$. Our definition differs from the standard one by rescaling: the standard definition uses the function $\phi_b(x) = \phi(\sqrt{b} x)$, instead of $\phi(x)$.
4.5 Comments on the proof of Theorem 4.1

As was mentioned in Subsection 4.3, we look for solutions of (2.10), satisfying condition (4.7), or explicitly as, for \( s \in \mathcal{L} \),

\[
\begin{align*}
\Psi(x + s) &= e^{i g_s(x)} \Psi(x), \\
A(x + s) &= A(x) + \nabla g_s(x),
\end{align*}
\]

(4.12)

where \( g_s \) satisfies (4.8). By (4.9), it can be taken to be

\[
g_s(x) = \frac{b}{2} s \wedge x + c_s,
\]

(4.13)

where \( b \) is the average magnetic flux, \( b = \frac{1}{|\Omega|} \int_{\Omega} \text{curl} A \) (satisfying (4.2) so that \( b s \wedge t \in \mathbb{Z} \)), and the \( c_s \) satisfy

\[
c_{s+t} - c_s - c_t - \frac{1}{2} bs \wedge t \in 2\pi \mathbb{Z}.
\]

(4.14)

The linearized problem.

We expect that as the average flux \( b \) decreases below \( h_{c2} = \kappa^2 \), a vortex lattice solution emerges from the normal material solution \((\Psi_n, A_n)\), where \( \Psi_n = 0 \) and \( A_n \) is a magnetic potential, with the constant magnetic field \( b \). Note that \((\Psi_n, A_n) = (0, A^b)\) satisfies (4.12), if we take the gauge \( A^b = -\frac{b}{2} J x \). Linearizing (2.1) at \((0, A^b)\), leads to the linearized problem

\[
(-\Delta A^b - \kappa^2) \phi = 0,
\]

(4.15)

with \( \phi(x) \) satisfying

\[
\phi(x + s) = e^{i \frac{b}{2} s \cdot J x} \phi(x), \quad \forall s \in \mathcal{L}.
\]

(4.16)

(The second equation in (2.1) leads to \( \text{curl} a = 0 \) which gives, modulo gauge transformation, \( a = 0 \).) We show that this problem has \( n \) linearly independent solutions, provided \( b |\Omega| = 2\pi n \) and \( b = \kappa^2 = h_{c2} \).

Denote by \( L^b \) the operator \(-\Delta A^b\), defined on the lattice cell \( \Omega \) with the lattice boundary conditions in (4.16), is self-adjoint, has a purely discrete spectrum, and evidently satisfies \( L^b \geq 0 \). We have

**Proposition 4.4.** The operator \( L^b \) is self-adjoint, with the purely discrete spectrum given by the spectrum explicitly as

\[
\sigma(L^b) = \{ (2k + 1)b : k = 0, 1, 2, \ldots \},
\]

(4.17)

and each eigenvalue is of the same multiplicity.

If \( b |\Omega| = 2\pi n \), then this multiplicity is \( n \) and, in particular, we have

\[
\dim \mathbb{C} \text{Null}(L^b - b) = n.
\]

**Proof.** The self-adjointness is standard. Spectral information about \( L^b \) can be obtained by introducing the harmonic oscillator annihilation and creation operators, \( \alpha \) and \( \alpha^* \), with

\[
\alpha := (\nabla A^b)_1 + i(\nabla A^b)_2 = \partial_{x_1} + i \partial_{x_2} + \frac{1}{2} b x_1 + \frac{1}{2} i b x_2.
\]

(4.18)

One can verify that these operators satisfy the following relations:

1. \([\alpha, \alpha^*] = 2 \text{curl} A^b = 2b\);
2. \(-\Delta A^b - b = \alpha^* \alpha\).
As for the harmonic oscillator (see for example [41]), this gives the spectrum explicitly, (4.17). This proves the first part of the theorem.

For the second part, a simple calculation gives the following operator equation
\[ e^{\frac{i}{2}(ix_1x_2-x_1^2)}e^{-\frac{i}{2}(ix_1x_2-x_1^2)} = \partial_{x_1} + i\partial_{x_2}. \]

This immediately proves that \( \psi \in \text{Null} \alpha \) if and only if \( \xi(x) = e^{\frac{i}{2}(ix_1x_2-x_1^2)}\psi(x) \) satisfies \( \partial_{x_1}\xi + i\partial_{x_2}\xi = 0. \)

We identify \( \mathbb{R}^2 \) with \( \mathbb{C} \), via the map \((x_1, x_2) \rightarrow x_1 + ix_2\). We can choose a basis in \( \mathcal{L} \) so that \( \mathcal{L} = r(\mathbb{Z} + i\mathbb{Z}) \), where \( r \in \mathbb{C} \), \( \text{Im} \tau > 0 \), and \( r > 0 \). By the quantization condition (4.2),
\[ r := \sqrt{\frac{2\pi n}{\text{Im} \tau}}. \]

Define \( z = \frac{1}{r}(x_1 + ix_2) \) and
\[ \theta(z) = e^{\frac{i}{2}(ix_1x_2-x_1^2)}\phi(x). \]

By the above, the function \( \theta \) is entire and, due to the periodicity conditions on \( \phi \), satisfies
\[ \theta(z + 1) = \theta(z), \]
\[ \theta(z + \tau) = e^{-2inz}e^{-in\tau z}\theta(z). \]

Hence \( \theta \) is the theta function and has the absolutely convergent Fourier expansion
\[ \theta(z) = \sum_{k=-\infty}^{\infty} c_k e^{2kiz}. \] (4.21)

with the coefficients satisfying \( c_{k+n} = e^{in\tau}e^{2kin\tau}c_k \), which means such functions are determined by \( c_0, \ldots, c_{n-1} \) and therefore form an \( n \)-dimensional vector space. This proves Proposition 4.4. \( \square \)

This also gives the form of the leading approximation (4.19) - (4.21) to the true solution.

The nonlinear problem. Now let \( n = 1 \). Once the linearized map is well understood, it is possible to construct solutions, \( u_\omega, \omega = (\tau, b, 1) \), of the Ginzburg-Landau equations for a given lattice shape parameter \( \tau \), and the average magnetic flux \( b \) near \( h_{e2} \), via a Lyapunov-Schmidt reduction.

4.6 Comments on the proof of Theorem 4.2

The relation between the Abrikosov function and the average energy, \( E_b(\tau) := \frac{1}{|\Omega|}E_{\Omega}(u_\omega) \), of this solution is given by

**Proposition 4.5.** In the case \( \kappa > \frac{1}{\sqrt{2}} \), the minimizers, \( \tau_0, \) of \( \tau \rightarrow E_b(\tau) \) are related to the minimizer, \( \tau_* \), of \( \beta(\tau) \), as \( \tau_0 - \tau_* = O(\mu^{1/2}) \), In particular, \( \tau_0 \to \tau_* \) as \( b \to \kappa^2 \).

This result was already found (non-rigorously) by Abrikosov [4]. Thus the problem of minimization of the energy per the lattice cell is reduced to finding the minima of \( \beta(\tau) \) as a function of the lattice shape parameter \( \tau \).

Using symmetries of \( \beta(\tau) \) one can also show (see [78] and below) that \( \beta(\tau) \) has critical points at the points \( \tau = e^{i\pi/3} \) and \( \tau = e^{i\pi/2} \). However, to determine minimizers of \( \beta(\tau) \) requires a rather delicate analysis, which gives

**Theorem 4.6** ([2] [57]). The function \( \beta(\tau) \) has exactly two critical points, \( \tau = e^{i\pi/3} \) and \( \tau = e^{i\pi/2} \). The first is minimum, while the second is a maximum.

Hence the second part of Theorem 4.2 follows.
4.7 Comments on the proof of Theorem 4.3

The idea here is to reduce solving (2.1) for $(\Psi, A)$ on the space $\mathbb{R}^2$ to solving it for $(\psi, a)$ on the fundamental cell $\Omega$, satisfying the boundary conditions

$$
\begin{align*}
\psi(x + s) &= e^{i\theta_s(x)}\psi(x), \\
a(x + s) &= a(x) + \nabla g_s(x), \\
(\nu \cdot \nabla \psi)(x + s) &= e^{i\theta_s(x)}(\nu \cdot \nabla \psi)(x), \\
\text{curl } a(x + s) &= \text{curl } a(x), \\
x &\in \partial_1 \Omega / \partial_2 \Omega \text{ and } s = \omega_1 / \omega_2.
\end{align*}
$$

(4.22)

induced by the periodicity condition (4.12). Here $\partial_1 \Omega / \partial_2 \Omega = \text{the left/bottom boundary of } \Omega$, $\{\omega_1, \omega_2\}$ is a basis in $\mathcal{L}$ and $\nu(x)$ is the normal to the boundary at $x$.

To this end we show that, given a continuously differentiable function $(\psi, a)$ on the fundamental cell $\Omega$, satisfying the boundary conditions (4.22), with $g_s$ satisfying (4.8), we can lift it to a continuous and continuously differentiable function $(\Psi, A)$ on the space $\mathbb{R}^2$, satisfying the gauge-periodicity conditions (4.12). Indeed, we define for any $\alpha \in \mathcal{L}$,

$$
\Psi(x) = \psi(x - \alpha)e^{\Phi_\alpha(x)}, \ A(x) = a(x - \alpha) + \nabla \Phi_\alpha(x), \ x \in \Omega + \alpha,
$$

(4.23)

where $\Phi_\alpha(x)$ is a real, possibly multi-valued, function to be determined. (Of course, we can add to it any $\mathcal{L}$–periodic function.) We define

$$
\Phi_\alpha(x) := g_s(x - \alpha), \text{ for } x \in \Omega + \alpha.
$$

(4.24)

Lemma 4.7. Assume functions $(\psi, a)$ on $\Omega$ are twice differentiable, up to the boundary, and obey the boundary conditions (4.22) and the Ginzburg-Landau equations (2.1). Then the functions $(\Psi, A)$, constructed in (4.23) - (4.24), are smooth in $\mathbb{R}^2$ and satisfy the periodicity conditions (4.12) and the Ginzburg-Landau equations (2.1).

Proof. If $(\psi, a)$ satisfies the Ginzburg-Landau equations (2.1) in $\Omega$, then $U \equiv (\Psi, A)$, constructed in (4.23) - (4.24), has the following properties

(a) $(\Psi, A)$ is twice differentiable and satisfies (2.1) in $\mathbb{R}^2/(\cup_{\ell \in \mathcal{L}} S_\ell \partial \Omega)$, where $S_\ell : x \to x + t$;

(b) $(\Psi, A)$ is continuous with continuous derivatives (\nabla A \Psi \text{ and curl } A) \text{ in } \mathbb{R}^2 \text{ and satisfies the gauge-periodicity conditions (4.12) in } \mathbb{R}^2$.

Indeed, the periodicity condition (4.12), applied to the cells $\Omega + \alpha - \omega_i$ and $\Omega + \alpha$ and the continuity condition on the common boundary of the cells $\Omega + \alpha - \omega_i$ and $\Omega + \alpha$ imply that $\Phi_\alpha(x)$ should satisfy the following two conditions:

$$
\Phi_\alpha(x) = \Phi_{\alpha - \omega_i}(x - \omega_i) + g_{\omega_i}(x - \omega_i), \mod 2\pi, \ x \in \Omega + \alpha,
$$

(4.25)

$$
\Phi_\alpha(x) = \Phi_{\alpha - \omega_i}(x) + g_i(x - \alpha), \mod 2\pi, \ x \in \partial_i \Omega + \alpha,
$$

(4.26)

where $i = 1, 2$, and, recall, $\{\omega_1, \omega_2\}$ is a basis in $\mathcal{L}$ and $\partial_1 \Omega / \partial_2 \Omega$ is the left/bottom boundary of $\Omega$.

To show that (4.24) satisfies the conditions (4.25) and (4.26), we note that, due to (4.8), we have $g_s(x - \alpha) = g_{\omega_i}(x - \alpha - \omega_i) + g_{\omega_i}(x - \omega_i), \mod 2\pi, \ x \in \Omega + \alpha$, and $g_{\omega_i}(x - \alpha) = g_{\omega_i}(x - \alpha + \omega_i) + g_{\omega_i}(x - \omega_i), \mod 2\pi, \ x \in \partial_i \Omega + \alpha$, which are equivalent to (4.25) and (4.26), with (4.24).

The second pair of conditions in (4.22) implies that $\nabla A \Psi$ and curl $A$ are continuous across the cell boundaries.

By (a) and (b), the derivatives $\Delta_A \Psi$ and curl $A$ are continuous, up to the boundary, in $S_\ell \partial \Omega$, for every $\ell \in \mathcal{L}$. By (2.1), they are equal in $\mathbb{R}^2/(\cup_{\ell \in \mathcal{L}} S_\ell \partial \Omega)$ to functions continuous in $\mathbb{R}^2$ satisfying the periodicity condition (4.12). Hence, they are also continuous and satisfy the periodicity condition (4.12) in $\mathbb{R}^2$. By iteration of the above argument (i.e. elliptic regularity), $\Psi, A$ are smooth functions obeying (4.12) and (2.1).
Now, we use the $n$–vortex $(\Psi^{(n)}, A^{(n)})$, placed in the centre of the fundamental cell $\Omega$, to construct an approximate solution $(\psi^{\text{appr}}, a^{\text{appr}})$ in $\Omega$, satisfying (4.22), and use it and the Lyapunov-Schmidt splitting technique to show that there is a true solution $(\psi, a)$ nearby sharing the same properties. After that, we use Lemma 4.7 above to lift $(\psi, a)$ to a solution $(\Psi, A)$ on the space $\mathbb{R}^2$, satisfying the gauge-periodicity conditions (4.12).

4.8 Stability of Abrikosov lattices

The Abrikosov lattices are static solutions to (2.10) and their stability w.r. to the dynamics induced by these equations is an important issue. In [77], we considered the stability of the Abrikosov lattices for magnetic fields close to the second critical magnetic field $h_{c2} = \kappa^2$, under the simplest perturbations, namely those having the same (gauge-) periodicity as the underlying Abrikosov lattices (we call such perturbations gauge-periodic) and proved for a lattice of arbitrary shape, $\tau \in \mathbb{C}$, $\text{Im} \tau > 0$, that, under gauge-periodic perturbations, Abrikosov vortex lattice solutions are

(i) asymptotically stable for $\kappa^2 > \kappa_c(\tau)$;

(ii) unstable for $\kappa^2 < \kappa_c(\tau)$.

This result belies the common belief among physicists and mathematicians that Abrikosov-type vortex lattice solutions are stable only for triangular lattices and $\kappa > 1/\sqrt{2}$, and it seems this is the first time the threshold (4.3) has been isolated.

In [76], similar results are shown to hold also for low magnetic fields close to $h_{c1}$.

Gauge-periodic perturbations are not a common type of perturbations occurring in superconductivity. Now, we address the problem of the stability of Abrikosov lattices under local or finite-energy perturbations (defined precisely below). We consider Abrikosov lattices of arbitrary shape, not just triangular or rectangular lattices as usually considered, and for magnetic fields close to the second critical magnetic field $h_{c2} = \kappa^2$.

**Finite-energy ($H^1$—) perturbations.** We now wish to study the stability of these Abrikosov lattice solutions under a class of perturbations that have finite-energy. More precisely, we fix an Abrikosov lattice solution $u_\omega$ and consider perturbations $v : \mathbb{R}^2 \to \mathbb{C} \times \mathbb{R}^2$ that satisfy

$$\Lambda_{u_\omega}(v) = \lim_{Q \to \mathbb{R}^2} \left( \mathcal{E}(u_\omega + v) - \mathcal{E}(u_\omega) \right) < \infty.$$  \hspace{1cm} (4.27)

Clearly, $\Lambda_{u_\omega}(v) < \infty$ for all vectors of the form $v = T_{\text{gauge}}^\gamma u_\omega - u_\omega$, where $\gamma \in H^2(\mathbb{R}^2; \mathbb{R})$.

In fact, we will be dealing with the smaller class, $H^1_{\text{cov}}$, of perturbations, where $H^1_{\text{cov}}$ is the Sobolev space of order 1 defined by the covariant derivatives, i.e.,

$$H^1_{\text{cov}} := \{ v \in L^2(\mathbb{R}^2, \mathbb{C} \times \mathbb{R}^2) \mid \| v \|_{H^1} < \infty \},$$

where the norm $\| v \|_{H^1}$ is determined by the covariant inner product

$$\langle v, v' \rangle_{H^1} = \text{Re} \int \xi' \cdot \nabla \xi + \nabla A_\omega \cdot \nabla \xi + \alpha \cdot \alpha' + \sum_{k=1}^2 \nabla \alpha_k \cdot \nabla \alpha_k',$$

where $v = (\xi, \alpha)$, $v' = (\xi', \alpha')$, while the $L^2$–norm is given by

$$\langle v, v' \rangle_{L^2} = \text{Re} \int \xi' + \alpha \cdot \alpha'.$$  \hspace{1cm} (4.28)

An explicit representation for the functional $\Lambda_{u_\omega}(v)$, given below shows (see (4.40)) that $\Lambda_{u_\omega}(v) < \infty$ for all vectors $v \in H^1_{\text{cov}}$.  
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To introduce the notions of stability and instability, we note that the hessian \( \text{Hess} \, \mathcal{E}(u) \) is well defined as a differential operator for say \( u \in u_\omega + H^1_{\text{cov}} \), and is a real-linear operator on \( H^1_{\text{cov}} \). We define the manifold

\[
\mathcal{M}_\omega = \{ T^\text{gauge}_\omega u_\omega : \gamma \in H^1(\mathbb{R}^2, \mathbb{R}) \}
\]

of gauge equivalent Abrikosov lattices and the \( H^1 \)-distance, \( \text{dist}_{H^1} \), to this manifold.

**Definition 4.8.** We say that the Abrikosov lattice \( u_\omega \) is asymptotically stable under \( H^1_{\text{cov}} \)-perturbations, if there is \( \delta > 0 \) s.t. for any initial condition \( u_0 \) satisfying \( \text{dist}_{H^1}(u_0, \mathcal{M}_\omega) \leq \delta \) there exists \( g(t) \in H^1 \), s.t. the solution \( u(t) \) of (2.10) satisfies \( \|u(t) - T^\text{gauge}_{\chi}(u_\omega)\|_{H^1} \to 0 \), as \( t \to \infty \). We say that \( u_\omega \) is energetically unstable if the hessian, \( \mathcal{E}''(u_\omega) \), of \( \mathcal{E}(u) \) at \( u_\omega \) has a negative spectrum.

We restrict the initial conditions \((\Psi_0, A_0)\) for (2.10) satisfying

\[
T^\text{refl}(\Psi_0, A_0) = (\Psi_0, A_0).
\]

(4.29)

Note that, by uniqueness, the Abrikosov lattice solutions \( u_\omega = (\Psi_\omega, A_\omega) \) satisfy \( T^\text{refl}u_\omega = u_\omega \) and therefore so are the perturbations, \( v_0 := u_0 - u_\omega \), where \( u_0 := (\Psi_0, A_0) \):

\[
T^\text{refl}v_0 = v_0.
\]

(4.30)

**Stability result.** Recall that \( \beta(\tau) \) is the Abrikosov 'constant', introduced in (4.10).

**Theorem 4.9.** There exists a modular function \( \gamma(\tau) \) depending on the lattice shape parameters \( \tau \), such that, for \( b \) sufficiently close to \( \kappa^2 \), in the sense of (4.4), and, under \( H^1 \)-perturbations, satisfying (4.29),

- the Abrikosov lattice \( u_\omega \) is asymptotically stable for all \((\tau, \kappa)\) s.t. \( \kappa > \frac{1}{\sqrt{2}} \) and \( \gamma(\tau) > 0 \) and
- energetically unstable otherwise.

The function \( \gamma(\tau), \, \text{Im} \tau > 0 \), appearing in the theorem above is described below. Meanwhile we make the following important remark. Since we know that, for \( \kappa > 1/\sqrt{2} \), the triangular lattice has the lowest energy (see Theorem 4.1), this seems to suggest that other lattices should be unstable. The reason that this energetics does not affect the stability under local perturbations can be gleaned from investigating the zero mode of the Hessian of the energy functional associated with different lattice shapes, \( \tau \). This mode is obtained by differentiating the Abrikosov lattice solutions w.r.t. \( \tau \), which shows that it grows linearly in \( |x| \). To rearrange a non - triangular Abrikosov lattice into the triangular one, one would have to activate this mode and hence to apply a perturbation, growing at infinity (at the same rate).

This also explains why the Abrikosov 'constant' \( \beta(\tau) \) mentioned above, which plays a crucial role in understanding the energetics of the Abrikosov solutions, is not directly related to the stability under local perturbations, the latter is governed by \( \gamma(\tau) \).

**4.9 The function \( \gamma(\tau) \)**

**Theorem 4.10.** The function \( \gamma(\tau) \) on lattice shapes \( \tau \), entering Theorem 4.9, is given by

\[
\gamma(\tau) := \inf_{\chi \in \mathcal{L}} \gamma_\chi(\tau), \quad \text{where} \quad \gamma_\chi(\tau) := 2(\langle |\phi_0|^2 |\phi_\chi|^2 \rangle_{\tau} + |\langle \phi_0^* \phi_\chi \rangle_{\tau}| - |\langle |\phi_0|^4 \rangle_{\tau}|. \quad (4.31)
\]

Here the functions \( \phi_\chi, \, \chi \in \mathcal{L}_\tau \), are unique solutions of the equations

\[
(-\Delta - 1)\phi = 0, \quad \phi(x + s) = e^{i\frac{s}{2}Jx}\chi(s)\phi(x), \quad \forall s \in \mathcal{L}_\tau,
\]

(4.32)

with \( A^1(x) := -\frac{1}{2}Jx \) and \( J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), normalized as \( \langle |\phi_\chi|^2 \rangle_{\tau} = 1 \).
For the function $\gamma(\tau)$, $\Im \tau > 0$, defined in (4.31), has the following properties

- $\gamma(\tau)$, $\Im \tau > 0$, is symmetric w.r.t. the imaginary axis, $\gamma(-\tau) = \gamma(\tau)$;
- $\gamma(\tau)$ has critical points at $\tau = e^{i\pi/2}$ and $\tau = e^{i\pi/3}$, provided it is differentiable at these points.

We see also that the the Abrikosov constant, $\beta(\tau)$, is related to $\gamma_k(\tau)$ as $\beta(\tau) = \frac{1}{2} \gamma(\tau)$.

The function $\gamma(\tau)$ is studied numerically in [78], where the above conjecture is confirmed and is shown that it becomes negative for $\Im \tau \geq 1.81$. Moreover, it is computed that

$$|\gamma(\tau) - c| \leq 7.5 \cdot 10^{-3},$$

where

$$c = 0.64 \text{ for } \tau = e^{i\pi/3} \quad \text{and} \quad c = 0.4 \text{ for } \tau = e^{i\pi/2}. \quad (4.33)$$

The definition of $\gamma(\tau)$ implies that it is symmetric w.r.to the imaginary axis, $\gamma(-\tau) = \gamma(\tau)$. Hence it suffices to consider $\gamma(\tau)$ on the $\Re \tau \geq 0$ half of the fundamental domain, $\Pi^+/SL(2, \mathbb{Z})$, of the modular group $SL(2, \mathbb{Z})$ (the heavily shaded area on the Fig. 1 above).

Using the symmetries of $\gamma(\tau)$, we show in [78] that the points $\tau = e^{i\pi/2}$ and $\tau = e^{i\pi/3}$ are critical points of the function $\gamma(\tau)$, provided it is differentiable at these points. (While the functions $\gamma_k(\tau)$ are obviously smooth, derivatives of $\gamma(\tau)$ might jump. In fact, the numerical computations described in [78] show that $\gamma(\tau)$ is likely to have the line of cusps at $\Re \tau = 0$.)

We conjecture:

- For fixed $\Re \tau \in [0, 1/2]$, $\gamma(\tau)$ is a decreasing function of $\Im \tau$.
- $\gamma(\tau)$ has a unique global maximum at $\tau = e^{i\pi}$ and a saddle point at $\tau = e^{i\pi/2}$.

In [78], we confirm this conjecture numerically (numerics is due to Dan Ginsberg, see Figure 2 for the result of computing $\gamma(\tau)$ in Matlab, using the default Nelder-Mead algorithm).

Calculations of [78] show that $\gamma(\tau) > 0$ for all equilateral lattices, $|\tau| = 1$, and is negative for $|\tau| \geq 1.3$. Though Abrikosov lattices are not as rigid under finite energy perturbations, as for gauge-periodic ones, they are still surprisingly stable.

It is convenient to consider $\gamma(\tau)$ as a modular function on $\Pi^+$. To this end, recalling that we identify $\mathbb{R}^2$ with $\mathbb{C}$, via the map $(x_1, x_2) \rightarrow x_1 + ix_2$, we can choose a basis in $L$ so that $L = r(\mathbb{Z} + r\mathbb{Z})$, where $\tau \in \mathbb{C}$, $\Im \tau > 0$, and $r > 0$. By the quantization condition (4.2) with $n = 1$, $r := \sqrt{\frac{2\pi}{\Im \tau}}$. Denote $L_\tau = \sqrt{\frac{2\pi}{\Im \tau}}(\mathbb{Z} + r\mathbb{Z})$. The dual to it is $L^*_\tau = \sqrt{\frac{2\pi}{\Im \tau}}(\mathbb{Z} - r\mathbb{Z})$.

(The dual, or reciprocal, lattice, $L^*$, of $L$ consists of all vectors $s^* \in \mathbb{R}^2$ such that $s^* \cdot s \in 2\pi \mathbb{Z}$, for all $s \in L$.) We identify the dual group, $L^*$, with a fundamental cell, $\Omega^*_\tau$, of the dual lattice $L^*_\tau$, chosen so that $\Omega^*_\tau$ is invariant under reflections, $k \rightarrow -k$. This identification given explicitly by $\chi(s) \rightarrow \chi_k(s) = e^{ik \cdot s} \leftrightarrow k$.

Then the functions $\gamma(\tau)$ and $\gamma_k(\tau) = \gamma_k(\tau), \chi_k(s) = e^{ik \cdot s}, k \in \Omega^*_\tau$, are defined in (4.31) for all $\tau, \Im \tau > 0$. Since they are independent of the choice of a basis in $L_\tau$, they are invariant under action of the modular group $SL(2, \mathbb{Z})$, $\gamma(g\tau) = \gamma(\tau), \forall g \in SL(2, \mathbb{Z})$, i.e. they modular functions on $\Pi^+$.

The numerics mentioned above are based on the following explicit representation of the functions $\gamma_k(\tau)$:

**Theorem 4.11.** The functions $\gamma_k(\tau)$ admit the explicit representation

$$\gamma_k(\tau) = 2 \sum_{t \in \mathbb{L}^*_\tau} e^{-\frac{1}{2}|t|^2} \cos[\Im(kt)] + \sum_{t \in \mathbb{L}^*_\tau} e^{-\frac{1}{2}|t+k|^2+i\Im(kt)} - \sum_{t \in \mathbb{L}^*_\tau} e^{-\frac{1}{2}|t|^2}. \quad (4.34)$$

Our computations show also that

- $\gamma_k(\tau)$ is minimized at $k \approx \sqrt{\frac{2\pi}{\Im \tau}}(\frac{1}{2} - \frac{1}{2\sqrt{3}} i)$ at the point $\tau = e^{i\pi/3}$, and a value of $k \approx \sqrt{\frac{2\pi}{\Im \tau}}(\frac{1}{2} + i\frac{1}{2})$ for $\tau = e^{i\pi/2}$, which corresponds to vertices of the corresponding Wigner-Seitz cells.
Interestingly, in [78], we show that the points $k \in \frac{1}{2} \mathbb{L}^*$ are critical points of the function $\gamma_k(\tau)$ in $k$. It is easy to see that $k = 0$ is a point of maximum of $\gamma_k(\tau)$ in $k \in \Omega^*_\tau$.

**Remark.** We think of $\gamma_k(\tau)$ as the ‘Abrikosov beta function with characteristic’ (while $\beta(\tau)$ is defined in terms of the standard theta function, $\gamma_k(\tau)$ is defined in terms of theta functions with finite characteristics, see below).

### 4.10 The key ideas of approach

Let $u_{\omega} = (\Psi_{\omega}, A_{\omega})$, $\omega := (\tau, b, 1)$, be an Abrikosov lattice solution. As usual, one begins with the Hessian $L_{\omega} := \mathcal{E}''(u_{\omega})$ of the energy functional $\mathcal{E}$ at $u_{\omega}$. To begin with, due to the fact that the solution $u_{\omega}$ of (2.1) breaks the gauge invariance, the operator $L_{\omega}$ has the gauge zero modes, $L_{\omega} G_{\gamma'} = 0$, where $G_{\gamma'} := (i\gamma' \Psi_{\omega}, \nabla \gamma')$. Then the stability of the static solution $u_{\omega}$ is decided by the sign of the infimum $\mu(\omega, \kappa) := \inf_{v \in H^1_\perp} \langle v, L_{\omega} v \rangle_{L^2}/\|v\|_{L^2}^2$, on the subspace $H^1_\perp$ of the Sobolev space $H^1_{\text{cov}}$, which is the orthogonal complement of the these zero modes $G_{\gamma'}$.

The key idea of the proof of the first part of Theorem 4.9 stems from the observation that since the Abrikosov lattice solution $u_{\omega} = (\Psi_{\omega}, A_{\omega})$ is gauge periodic (or equivariant) w.r.to
the lattice $L_\omega$, i.e. satisfies (4.7) - (4.8), the linearized map $L_\omega$ commutes with magnetic translations,
\[ \rho_s = T_{s}^{\text{mag-trans}} \oplus T_{s}^{\text{trans}} \quad \forall s \in L_\omega, \] (4.35)
where $T_{s}^{\text{mag-trans}} = (T_{s}^{\text{mag}})^{-1} T_{s}^{\text{trans}}$ is the group of magnetic translations and, recall, $T_{s}^{\text{trans}}$ denotes translation by $s$, which, due to (4.8), give a unitary group representation of $L_\omega$. (Note that (4.7) implies that $u_\omega$ is invariant under the magnetic translations, $T_{s}^{\text{mag-trans}} u_\omega = u_\omega$.)

Therefore $L_\omega$ is unitary equivalent to a fiber integral over the dual group, $\hat{L}_\omega$, of the group of lattice translations,
\[ L_\omega \approx \int_{\hat{L}_\omega} L_\omega \hat{d}\chi \quad \text{acting on} \quad \int_{\hat{L}_\omega} \mathcal{H}_\chi \hat{d}\chi. \] (4.36)

Here $\hat{d}\chi$ is the usual Lebesgue measure normalized so that $\int_{\hat{L}_\omega} \hat{d}\chi = 1$, $L_\omega \chi$ is the restriction of $L_\omega$ to $\mathcal{H}_\chi$ and $\mathcal{H}_\chi$ is the set of all functions, $v_k$, from $L_\omega^\perp(\mathbb{R}^2; \mathbb{C} \times \mathbb{R}^2)$, satisfying the gauge-periodicity conditions
\[ \rho_s v_\chi(x) = \chi(s) v_\chi(x), \quad \forall s \in L_\omega, \] (4.37)
where $\chi : L_\omega \to U(1)$ are the characters acting on $v = (\xi, \alpha)$ as the multiplication operators
\[ \chi(s)v = (\chi(s)\xi, \chi(s)\alpha). \]

Furthermore, $\mathcal{H}_\chi$ is endowed with the inner product $\langle v, v' \rangle_{L^2} = \frac{1}{|\mathcal{L}|} \int_{\mathcal{L}} \text{Re} \, \bar{\xi} \xi' + \bar{\alpha} \alpha'$, where $\mathcal{L} := \mathbb{R}^2 / L_\omega$ is a $2$-torus and $v = (\xi, \alpha)$, $v' = (\xi', \alpha')$. The inner product in $\int_{\hat{L}_\omega} \mathcal{H}_\chi \hat{d}\chi$ is given by $\langle v, w \rangle_{\mathcal{H}} := \frac{1}{|L_\omega|} \int_{\hat{L}_\omega} \langle v_\chi, w_\chi \rangle_{\mathcal{H}} \hat{d}\chi$.

The decomposition (4.36) implies that the smallest spectral point, $\mu_\omega(\kappa)$, of $L_\omega$ is given by $\mu_\omega(\kappa) = \inf_{k \in \Omega_{\omega}} \mu_{\omega,\chi}(\kappa)$, where $\mu_{\omega,\chi}(\kappa)$ are the smallest eigenvalues of $L_\omega \chi$. The spectral analysis of fibers $L_\omega \chi$, $\chi \in \hat{L}_\omega^*$, using a natural perturbation parameter $\epsilon$ defined as
\[ \epsilon = \sqrt{\frac{\kappa^2 - b}{\kappa^2[(2\kappa^2 - 1)\beta(\tau) + 1]}}, \] (4.38)
gives leads to the following expression for $\mu_{\omega,\chi}(\kappa)$: The lowest eigenvalue, $\mu_{\omega,\chi}(\kappa)$, of the operator $L_\chi$ on the subspace $\mathcal{H}_{\chi, \perp}$ of $\mathcal{H}_\chi$, which is the orthogonal complement of the the $\chi-$fibers of the gauge zero modes $G_{\gamma'} := (i\gamma' \nabla_{\omega}, \nabla_{\gamma'})$, are of the form
\[ \mu_{\omega,\chi}(\kappa) = (\kappa^2 - \frac{1}{2}) \gamma(\tau) \epsilon^2 + O(\epsilon^3), \] (4.39)
for $\chi \neq 1$, with the functions $\gamma(\tau)$ defined in (4.31) and (4.32).

The linear result above gives the linearized (energetic) stability of $u_\omega$, if $\mu_{\omega,\chi}(\kappa) > 0$, and the instability, if $\mu_{\omega,\chi}(\kappa) < 0$. To lift the stability part to the (nonlinear) asymptotic stability, we use the functional $\Lambda_\omega(v)$, given in (4.27). It has the following explicit representation
\[ \Lambda_\omega(v) = \frac{1}{2} \langle v, L_\omega v \rangle_{L^2} L^2 + R_\omega(v), \] (4.40)
where $L_\omega := E''(u_\omega)$ is the Hessian of the energy functional $E$ at $u_\omega$, $\langle v, v' \rangle_{L^2}$ is the $L^2$ inner product, (4.28), and $R_\omega(v)$ is given by
\[ R_\omega(v) = \int (|\alpha|^2 + \kappa^2 |\xi|^2) \text{Re}(\bar{\Psi}_\omega \xi) - \alpha \cdot \text{Im}(\bar{\xi} \nabla_{\omega} \xi) + \frac{1}{2} (|\alpha|^2 + \frac{\kappa^2}{2} |\xi|^2) |\xi|^2. \] (4.41)
Using this expression, we obtain appropriate differential inequalities for $A_{\nu}(v)$, which imply the asymptotic stability. □

**Remark.** $\mathcal{H}$ can be thought of as the space of $L^2$-sections of the vector bundle $[\mathbb{R}^2 \times (\mathbb{C} \times \mathbb{R}^2)]/\mathcal{L}$, with the group $\mathcal{L}$, which acts on $\mathbb{R}^2 \times (\mathbb{C} \times \mathbb{R}^2)$ as $s(x,v) = (x + s, \chi_k(s)\tau^{-1}_{\varphi(x,v)})$, where $\tau_\alpha = e^{i\alpha} \oplus e^{-i\alpha} \oplus 1 \oplus 1$, for $\alpha \in \mathbb{R}$.

Before proceeding, we recall that for $\mathcal{L}$, considered as a group of lattice translation, the dual group $\hat{\mathcal{L}}$ is the group of all continuous homomorphisms from $\mathcal{L}$ to $U(1)$, i.e. the group of characters, $\chi_k(s) : \mathcal{L} \rightarrow U(1))$. ($\hat{\mathcal{L}}$ can be identified with the fundamental cell $\Omega^*$ of the dual lattice $\mathcal{L}^*$, with the identification given explicitly by identifying $k \in \Omega^*$ with the character $\chi_k : \mathcal{L} \rightarrow U(1)$ given by $\chi_k(s) = e^{ib \cdot s}$.)

Now, we derive the explicit representation [4.34] and the uniqueness for [4.32]. As in (4.19), we introduce the new function $\theta_q(z,\tau)$, by the equation

$$
\phi_k(x) = c_0 e^{\frac{\pi}{2 \tau_1} (z^2 - |z|^2)} \theta_q(z,\tau),
$$

where $c_0$ is such that $\langle |\phi_k|^2 \rangle_{\Omega^*} = 1$, and $x_1 + ix_2 = \sqrt{\frac{2\pi}{\tau_1}} z$ and $k = \sqrt{\frac{2\pi}{\tau_1}} iq$. Then, again as above, we can show that the functions $\theta_q(z,\tau) = e^{-\frac{\pi}{2 \tau_1} (z^2 - |z|^2)} \phi_k(x)$ are entire functions (i.e. they solve $\partial^2 \theta_q = 0$) and satisfy the periodicity conditions

$$
\theta_q(z + 1,\tau) = e^{-2\pi i a} \theta_q(z,\tau),
$$

$$
\theta_q(z + \tau,\tau) = e^{-2\pi i b} e^{-2\pi iz} \theta_q(z,\tau),
$$

where $a, b$ are real numbers defined by $q = -a\tau + b$. This shows that $\theta_q(z,\tau)$ are the theta functions with characteristics $q$, and this characteristics is determined by $k$, which in physics literature is called (Bloch) quasimomentum. Moreover, it has the following series representation

$$
\theta_q(z,\tau) := e^{\pi i (a^2 \tau - 2ab - 2a\tau z)} \sum_{m=-\infty}^{\infty} e^{2\pi i qm} e^{\pi im^2 \tau} e^{2\pi imz}.
$$

5 Multi-vortex dynamics

Configurations containing several vortices are not, in general, static solutions. Heuristically, this is due to an effective inter-vortex interaction, which causes the vortex centers to move. It is natural, then, to seek an effective description of certain solutions of time-dependent Ginzburg-Landau equations in terms of the vortex locations and their dynamics – a kind of finite-dimensional reduction. In recent years, a number of works have addressed this problem, from different angles, and in different settings. We will first describe results along these lines from [42] for magnetic vortices in $\mathbb{R}^2$, and then mention some other approaches and results.

**Multi-vortex configurations.** Consider test functions describing several vortices, with the centers at points $z_1, z_2, \ldots, z_m$, and with degrees $n_1, n_2, \ldots, n_m$, “glued together”. The simplest example is $v_{\mathbb{Z},\chi} = (\Psi_{\mathbb{Z},\chi}, A_{\mathbb{Z},\chi})$, with

$$
\Psi_{\mathbb{Z},\chi}(x) = e^{i\chi(x)} \prod_{j=1}^{m} \Psi(n_j)(x - z_j),
$$

$$
A_{\mathbb{Z},\chi}(x) = \sum_{j=1}^{m} A(n_j)(x - z_j) + \nabla \chi(x),
$$

where $\mathbb{Z} = (z_1, z_2, \ldots, z_m) \in \mathbb{R}^{2m}$, and $\chi$ is an arbitrary real-valued function yielding the gauge transformation. Since vortices are exponentially localized, for large inter-vortex separations such test functions are approximate – but not exact – solutions of the stationary
Ginzburg-Landau equations. We measure the inter-vortex distance by
\[ R(\mathbf{z}) := \min_{j \neq k} |z_j - z_k|, \]
and introduce the associated small parameter \( \epsilon = \epsilon(\mathbf{z}) := R(\mathbf{z})^{-1/2} e^{-R(\mathbf{z})} \).

**Dynamical problem.** Now consider a time-dependent Ginzburg-Landau equation with an initial condition close to the function \( v_{\mathbf{z},\chi_0} = (\psi_{\mathbf{z},\chi_0}, A_{\mathbf{z},\chi_0}) \) describing several vortices glued together (if \( \kappa > 1/2 \), we take \( n_j = \pm 1 \) since the \( |n| \geq 2 \) vortices are then unstable by Theorem 3.1), and ask the following questions:

- Does the solution at a later time \( t \) describe well-localized vortices at some locations \( \mathbf{z}(t) \) (and with a gauge transformation \( \chi = \chi(t) \))?
- If so, what is the dynamical law of the vortex centers \( \mathbf{z}(t) \) (and of \( \chi(t) \))?

**Vortex dynamics results.** This section gives a brief description of the vortex dynamics results in [42].

**Gradient flow (we take, for simplicity, \( \gamma = 1, \sigma = 1 \) in (2.10)).** Consider the gradient flow equations (2.10) with initial data \( (\psi(0), A(0)) \) close (in the energy norm) to some multi-vortex configuration \( v_{\mathbf{z},\chi_0} \). Then
\[ (\Psi(t), A(t)) = v_{\mathbf{z}(t),\chi(t)} + O(\epsilon \log^{1/4} (1/\epsilon)), \]
and the vortex dynamics is governed by the system
\[ \gamma n_j \dot{z}_j = -\nabla_{z_j} W(\mathbf{z}) + O(\epsilon^2 \log^{3/4} (1/\epsilon)). \]
Here \( \gamma_n > 0 \), and \( W(\mathbf{z}) \) is the effective vortex interaction energy, of order \( \epsilon \), given below.

These statements hold for only as long as the path \( \mathbf{z}(t) \) does not violate a condition of large separation, though in the repulsive case, when \( \lambda > 1/2 \) and \( n_j = +1 \) (or \( n_j = -1 \)) for all \( j \), the above statements hold for all time \( t \).

**Maxwell-Higgs equations.** For the Maxwell-Higgs equations (2.11) with initial data \( (\Psi(0), A(0)) \) close (in the energy norm) to some \( v_{\mathbf{z},\chi_0} \) (and with appropriately small initial momenta),
\[ \| (\Psi(t), A(t)) - v_{\mathbf{z}(t),\chi(t)} \|_{H^1} + \| (\partial_t \psi(t), \partial_t A(t)) - \partial_t v_{\mathbf{z}(t),\chi(t)} \|_{L^2} = o(\sqrt{\epsilon}) \]
with
\[ \gamma n_j \dot{z}_j = -\nabla_{z_j} W(\mathbf{z}(t)) + o(\epsilon) \]
for times up to (approximately) order \( \frac{1}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right) \).

**The effective vortex interaction energy.** The interaction energy of a multi-vortex configuration is defined as
\[ W(\mathbf{z}) = \mathcal{E}(v_{\mathbf{z},\chi}) - \sum_{j=1}^{n} \mathcal{E}(\Psi^{(n_j)}, A^{(n_j)}). \]
For \( \kappa > 1/2 \), we have for large \( R(\mathbf{z}) \),
\[ W(\mathbf{z}) \sim (\text{const}) \sum_{j \neq k} n_j n_k \frac{e^{-|z_j - z_k|}}{\sqrt{|z_j - z_k|}}. \]
Some ideas behind the proofs (Maxwell-Higgs case).

- **Multi-vortex manifold.** Multi-vortex configurations \( v_{\mathbb{Z}, \chi} \) comprise an (infinite-dimensional, due to gauge transformations) manifold

\[
M := \{ v_{\mathbb{Z}, \chi} \mid \mathbb{Z} \in \mathbb{R}^m, \chi \in H^2 \},
\]

(together with appropriate momenta in the Maxwell-Higgs case) made up of approximate static solutions. The interaction energy \( E(v_{\mathbb{Z}, \chi}) \) of a multi-vortex configuration gives rise to a reduced Hamiltonian system on \( M \), using the restriction of the natural symplectic form to \( M \) – this is the leading-order vortex motion law.

- **Symplectic orthogonality and effective dynamics.** The effective dynamics on \( M \) is determined by demanding that the deviation of the solution from \( M \) be symplectically orthogonal to the tangent space to \( M \). Informally,

\[
(\Psi(t), A(t)) - v_{\mathbb{Z}(t), \chi(t)} \perp \mathcal{J} T_{v_{\mathbb{Z}(t), \chi(t)}} M.
\]

The tangent space is composed of infinitesimal (approximate) symmetry transformations – that is, independent motions of the vortex centers, and gauge transformations.

- **Stability and coercivity.** The manifold \( M \) inherits a stability property from the stability of its basic building blocks – the \( n \)-vortex solutions – as described in Section 3.2. The stability property is reflected in the fact that the linearized operator around a multi-vortex

\[
L_{\mathbb{Z}, \chi} = \mathcal{E}''(v_{\mathbb{Z}, \chi})
\]

is coercive in directions symplectically orthogonal to the tangent space of \( M \):

\[
\xi \perp \mathcal{J} T_{v_{\mathbb{Z}, \chi}} M \implies \langle \xi, L_{\mathbb{Z}, \chi} \xi \rangle > 0.
\]

- **Approximately conserved Lyapunov functionals.** Thus the quadratic form \( \langle \xi, L_{\mathbb{Z}, \chi} \xi \rangle \), where \( \xi := (\Psi(t), A(t)) - v_{\mathbb{Z}(t), \chi(t)} \), controls the deviation of the solution from the multi-vortex manifold, and furthermore is approximately conserved – this gives long-time control of the deviation. Finally, approximate conservation of the reduced energy \( W(v_{\mathbb{Z}(t), \chi(t)}) \) is used to control the difference between the effective dynamics, and the leading-order vortex motion law.

### A Parametrization of the equivalence classes \([\mathcal{L}]\)

In this appendix, we present some standard results about lattices. We show that lattice shapes can be parametrized by points \( \tau \) in the fundamental domain, \( \Pi^+ / SL(2, \mathbb{Z}) \), of the modular group \( SL(2, \mathbb{Z}) \) acting on the Poincaré half-plane \( \Pi^+ \).

Every lattice in \( \mathbb{R}^2 \) can be written as \( \mathcal{L} = \mathbb{Z} \nu_1 + \mathbb{Z} \nu_2 \), where \( (\nu_1, \nu_2) \) is a basis in \( \mathbb{R}^2 \). Given a basis \( (\nu_1, \nu_2) \) in \( \mathbb{R}^2 \) and identifying \( \mathbb{R}^2 \) with \( \mathbb{C} \), via the map \( (x_1, x_2) \rightarrow x_1 + ix_2 \), we define the complex number \( \tau = \nu_2/\nu_1 \), called the shape parameter. We can choose a basis so that \( \Im \tau > 0 \), which we assume from now on. Clearly, \( \tau \) is independent of translations, rotations and dilatations of the lattice and therefore depends on its equivalence class only.

Any two bases, \( (\nu_1, \nu_2) \) and \( (\nu'_1, \nu'_2) \) span the same lattice \( \mathcal{L} \) iff they are related as \( (\nu'_1, \nu'_2) = (\alpha \nu_1 + \beta \gamma \nu_2 + \delta \gamma) \), where \( \alpha, \beta, \gamma, \delta \in \mathbb{Z} \), and \( \alpha \delta - \beta \gamma = 1 \) (i.e. the matrix \( \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \), an element of the modular group \( SL(2, \mathbb{Z}) \)). Under this map, the shape parameter \( \tau = \nu_2/\nu_1 \) is being mapped into \( \tau' = \nu'_2/\nu'_1 \) as \( \tau \rightarrow \tau' = g \tau \), where \( g \tau := \frac{\alpha \tau + \beta}{\gamma \tau + \delta} \). Thus, up to rotation and dilatation, the lattices are in one-to-one correspondence with points \( \tau \) in
the fundamental domain, $\Pi^+/SL(2,\mathbb{Z})$, of the modular group $SL(2,\mathbb{Z})$ acting on the Poincaré half-plane $\Pi^+$. Explicitly (see Fig. 1),

$$\{\tau \in \mathbb{C} : \text{Im}\,\tau > 0, \ |\tau| \geq 1, -\frac{1}{2} < \text{Re}\,\tau \leq \frac{1}{2}\}.$$  \hfill (A.1)

Furthermore, any quantity, $f$, which depends on the lattice equivalence classes, can be thought of as a function of $\tau$, $\text{Im}\,\tau > 0$, invariant under the modular group $SL(2,\mathbb{Z})$ and therefore is determined entirely by its values on the fundamental domain, (A.1).

### B Automorphy factors

We list some important properties of $g_s$:

- If $(\Psi, A)$ satisfies (4.7) with $g_s(x)$, then $T^\text{gauge}_x(\Psi, A)$ satisfies (4.7) with $g_s'(x)$, where

\[
g_s'(x) = g_s(x) + \chi(x + s) - \chi(x). \hfill (B.1)
\]

- The functions $g_s(x) = \frac{b}{2} s \wedge x + c_s$, where $b$ satisfies $b|\Omega| \in 2\pi\mathbb{Z}$ and $c_s$ are numbers satisfying $c_{s+t} - c_s - c_t - \frac{1}{2}bs \wedge t \in 2\pi\mathbb{Z}$, satisfies (4.8).

- By the cocycle condition (4.8), for any basis $\{\nu_1, \nu_2\}$ in $\mathcal{L}$, the quantity

\[
c(g_s) = \frac{1}{2\pi} (g_{\nu_2}(x + \nu_1) - g_{\nu_2}(x) - g_{\nu_1}(x + \nu_2) + g_{\nu_1}(x)) \hfill (B.2)
\]

is independent of $x$ and of the choice of the basis $\{\nu_1, \nu_2\}$ and is an integer.

- Every exponential $g_s$ satisfying the cocycle condition (4.8) is equivalent to the exponent

\[
\frac{b}{2} s \wedge x + c_s, \hfill (B.3)
\]

for $b$ and $c_s$ satisfying $b|\Omega| = 2\pi c(g_s)$ and

\[
c_{s+t} - c_s - c_t - \frac{1}{2}bs \wedge t \in 2\pi\mathbb{Z}. \hfill (B.4)
\]

- The condition (4.8) implies the magnetic flux quantization (4.1):

\[
\frac{1}{2\pi} \int_\Omega \text{curl} A = \text{deg} \Psi = c(g_s). \hfill (B.5)
\]

Indeed, the first, second and third statements are straightforward.

For the fourth property, see e.g. [31, 58, 84, 91], though in these papers it is formulated differently. In the present formulation it was shown by A. Weil and generalized in [37].

To prove the fifth statement, we note that by Stokes’ theorem, the magnetic flux through a lattice cell $\Omega$ is $\int_{\partial \Omega} A = \int_{\partial \Omega} A$, is given by

\[
\int_0^1 [\nu_1 \cdot (A(\nu_1 + \nu_2) - A(\nu_1)) - \nu_2 \cdot (A(\nu_2 + \nu_1) - A(\nu_2))] \, da
\]

\[
= \int_0^1 [\nu_1 \cdot \nabla g_{\nu_2}(\nu_1) - \nu_2 \cdot \nabla g_{\nu_1}(\nu_2)] \, da,
\]

which, by (4.8), gives $\int_\Omega \text{curl} A = g_{\nu_2}(\nu_1) - g_{\nu_2}(0) - g_{\nu_1}(\nu_2) + g_{\nu_1}(0) \in 2\pi\mathbb{Z}$.
• The exponentials $g_s$ satisfying the cocycle condition (4.8) are classified by the irreducible representation of the group of lattice translations.

• For a family $g_s$ of functions satisfying (4.8), there exists a continuous pair $(\Psi, A)$ satisfying (4.7) with this family.

The first property follows from the fact that $c_s$'s satisfying $c_{s+t} - c_s - c_t - \frac{1}{2} bs \wedge t \in 2\pi \mathbb{Z}$ are classified by the irreducible representation of the group of lattice translations.

For the second property, given a family $g_s$ of functions satisfying (4.8), equivariant functions $u = (\Psi, A)$ for $g_s$ are identified with sections of the vector bundle

$$\mathbb{R}^2 \times (\mathbb{C} \times \mathbb{R}^2)/\mathcal{L},$$

with the base manifold $\mathbb{R}^2/\mathcal{L} = \Omega$ and the projection $p : [(x, u)] \mapsto [x]$, where $[(x, u)]$ and $[x]$ are the equivalence classes of $(x, u)$ and $x$, under the action of the group $\mathcal{L}$ on $\mathbb{R}^2 \times (\mathbb{C} \times \mathbb{R}^2)$ and on $\mathbb{R}^2$, given by

$$s : (x, u) \mapsto (x + s, T_{g_s(x)}^\text{gauge} u) \quad \text{and} \quad s : x \mapsto x + s,$$

respectively.

**Remark.** In algebraic geometry and number theory, $e^{ig_s(x)}$ is called the automorphy factor and the factors $e^{ig_s'(x)}$ and $e^{ig_s(x)}$ satisfying $g_s'(x) = g_s(x) + \chi(x + s) - \chi(x)$, for some $\chi(x)$, are said to be equivalent. A function $\Psi$ satisfying $T_s^\text{trans} \Psi = e^{ig_s} \Psi$ is called $e^{ig_s}$-theta function.
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