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Abstract

In this paper, we analyze several methods for approximating the gradient of a function using only function values. These methods include finite differences, linear interpolation, Gaussian smoothing and smoothing on a unit sphere. The methods differ in the number of functions sampled, the choice of the sample points and the way in which the gradient approximations are derived. For each method, we derive bounds on the number of samples and the sampling radius which guarantee favorable convergence properties for a line search or fixed step size descent method. To this end, we derive one common condition on the accuracy of gradient approximations which guarantees these convergence properties and then show how each method can satisfy this condition. We analyze the convergence properties even when this condition is only satisfied with some sufficiently large probability at each iteration, as happens to be the case with Gaussian smoothing and smoothing on a unit sphere. Finally, we present numerical results evaluating the quality of the gradient approximations as well as their performance in conjunction with a line search derivative-free optimization algorithm.

1 Introduction

We consider an unconstrained optimization problem of the form

$$\min_{x \in \mathbb{R}^n} f(x),$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is the output of some black-box procedure, e.g., the output of a simulation. In this setting, for any given $x \in \mathbb{R}^n$, one is able to obtain (at some cost) a possibly noisy evaluation of the objective function $f(x)$, or at least an unbiased estimate, but one cannot obtain explicit estimates of $\nabla f(x)$. We call this the Derivative-Free Optimization (DFO) setting [11, 16].

DFO problems arise in a plethora of science and engineering applications, e.g., engineering design, weather forecasting and molecular geometry, to mention a few. Recently there has been increased interest in applying and analyzing DFO methods for policy optimization in reinforcement learning (RL) [13, 26] as a particular case of simulation optimization. The key step in the majority of these methods is the computation of an estimate of the gradient of $f$. These estimates are inherently inexact for two main reasons: firstly, because they are computed using only function values, and secondly, because these function values can be noisy or stochastic. These two sources of inexactness, in principle, can be analyzed and bounded separately; in this paper we are interested in the first source of inexactness. In particular, we derive simple conditions on the accuracy of the gradient estimates under which standard optimization schemes, such as gradient descent, have fast and reliable convergence rates and we then analyze several popular methods for gradient estimation.

∗Department of Industrial and Systems Engineering, Lehigh University, Bethlehem, PA, USA; E-mails: albertberahas@gmail.com, liyuan@lehigh.edu, katyas@lehigh.edu
†Google Brain, New York, NY, USA; Email: kchoro@google.com
‡Corresponding author.
in terms of the cost of guaranteeing these conditions. This cost includes the number of function evaluations per iteration and potentially other costs that depend on the dimension $n$.

The cost of evaluating the function $f$ varies for different DFO problems. Specifically, there are problems for which it takes hours, or even days, to evaluate $f$, and other problems in which it may take seconds, or less. In some settings the function can be evaluated in parallel, and the algorithms can exploit this. Methods such as finite differences, for example, require exactly $n + 1$ (or $2n$, in the case of central finite difference) evaluation of $f$ at precisely chosen sample points. Other methods, such as Gaussian smoothing [17, 21, 26] or smoothing on a unit sphere [13, 14], require as few as one or two function evaluations per iteration to obtain a (biased) stochastic gradient estimate (even for smooth deterministic functions). Of course, the variance of such estimates affects the behavior of the optimization algorithm and has to be considered in conjunction with the algorithm itself. In particular, in the case of large variance a diminishing sequence of step sizes needs to be employed, while in the case when the variance is controlled and reduced a fixed step size scheme can be employed and can result in fast convergence rates. So far most of papers that employ smoothing techniques for gradient approximation (e.g., [13, 14, 21, 26]) do so within a simple gradient descent scheme with a fixed step size parameter. It is well established that a line search method where step size is adaptive is often much more efficient than a fixed step method. However, for line search to be effective the search direction should be a descent direction at least with high enough probability, which means that the gradient estimates have to be sufficiently accurate (have low variance). Moreover, it has been observed that quasi-Newton methods, while extremely useful in accelerating optimization algorithms, are also only effective with sufficiently accurate gradient estimates. To the best of our best knowledge, there has been no systematic analysis of the accuracy of the stochastic gradient estimates used in the DFO literature (such as Gaussian smoothing smoothing on a unit sphere) specifically in conjunction with requirements of convergence of a line search algorithm.

1.1 Assumptions

It is fair to point out up front that the smoothing methods considered in this paper are primarily used for noisy or nonsmooth functions. However, in this case what is optimized is not the original function, but its smoothed version. Hence, for the sake of the clarity of the analysis, we assume Lipschitz smoothness of $f$. Moreover, we assume that the function evaluations of $f$ are computed exactly. Extensions of this analysis to nonsmooth functions and functions with noise is a subject of future study and will be build upon theory derived here.

Throughout the paper we will assume that $f$ is Lipschitz smooth.

**Assumption 1.1. (Lipschitz continuity of the gradients of $f$)** The function $f$ is continuously differentiable, and the gradient of $f$ is $L$-Lipschitz continuous for all $x \in \mathbb{R}^n$.

In some cases, to establish better approximations of the gradient, we will assume that $f$ has Lipschitz continuous Hessians.

**Assumption 1.2. (Lipschitz continuity of the Hessian of $f$)** The function $f$ is twice continuously differentiable, and the Hessian of $f$ is $M$-Lipschitz continuous for all $x \in \mathbb{R}^n$.

We will also assume that the objective function is bounded from below.

**Assumption 1.3. (Lower bound on $f$)** The function $f$ is bounded below by a scalar $\hat{f}$.

1.2 Summary of Results

In this paper, we first establish complexity bounds on a general line search algorithm applied to the minimization of convex, strongly convex and nonconvex functions, under the condition that the gradient estimate $g(x)$ satisfies $\|g(x) - \nabla f(x)\| \leq \theta \|\nabla f(x)\|$ for some $\theta \in [0, 1)$\footnote{The norms used in this paper are Euclidean norms.}. When this condition is not (or cannot be) satisfied...
deterministically, but can only be guaranteed with probability $1 - \delta$ (for some $\delta < \frac{1}{2}$) we establish expected complexity bounds using the results in [5], where a similar line search is analyzed under a more complicated bound on $\|g(x) - \nabla f(x)\|$. For the methods in this paper, the condition $\|g(x) - \nabla f(x)\| \leq \theta \|\nabla f(x)\|$ turns out not only to be achievable, but also preferable.

We then consider four methods for approximating gradients of black-box functions and establish conditions under which $\|g(x) - \nabla f(x)\| \leq \theta \|\nabla f(x)\|$ holds either deterministically or with sufficiently high probability. Given a point $x$, all of these methods compute $g(x)$ using samples $f(x + \sigma u_i)$ for $i = 1, \ldots, N$, where $u_i$ are the sampling directions and $\sigma$ is the sampling radius. The methods vary in their selection of the number of the samples $N$, the set of directions $\{u_i : i = 1, \ldots, N\}$ and the sampling radius $\sigma$.

The most straightforward way to approximate $\nabla f(x)$ is to use forward finite differences, where $N = n$ and $u_i$ are the columns of the identity matrix $I_n$. Alternatively, one can approximate $\nabla f(x)$ using central finite differences where $N = 2n$ and the set of directions $u_i$ include the columns of the matrix $I_n$ as well as the columns of the matrix $-I_n$. In both cases, the sampling radius $\sigma$ is chosen to be as small as possible, given the computational noise in the function [19]. We discuss this in more detail in the section on finite difference approximations.

As a generalization of the finite difference approach, $g(x)$ can be computed via linear interpolation (or regression). In this case $N \geq n$ and the set of directions, $\{u_i : i = 1, \ldots, N\}$, can be chosen arbitrarily, as long as they contain a set of $n$ linearly independent directions. This method is very useful when coupled with an optimization algorithm that reuses some (or all) of the sample function values computed on prior iterations, thus avoiding the need to compute $N$ new function values at each iteration. The accuracy of the resulting gradient approximation depends on the sampled directions $u_i$, specifically, on the conditioning of the matrix $Q$, which is the matrix whose columns are the sampling directions $u_i$. An extensive study of optimization methods based on interpolation gradients can be found in [11]. We discuss the key results for this method in the corresponding section.

Two methods that have become popular for estimating gradients using only function values are based on Gaussian smoothing and smoothing on a unit sphere. In principle, for these methods also can be used. We provide a detailed analysis of these methods, the resulting accuracy of their gradient estimates and appropriate choices of the number of samples $N$ and the sampling radius $\sigma$ in the corresponding section.

Here, upfront, we present a simplified summary of the lower bounds on $N$ and the upper bounds on $\sigma$ for each method that we consider in this paper, to guarantee $\|g(x) - \nabla f(x)\| \leq r$ for some $r > 0$; Table 1. Note that for the smoothing methods the bound $\|g(x) - \nabla f(x)\| \leq r$ holds with probability $1 - \delta$ and the number of samples depends on $\delta$. We point out that the bounds on $N$ for smoothing methods are a simplification of the more detailed bounds derived in the paper and apply when $n > 12$, while for smaller $n$ some of the constants are larger.

| Gradient Approximation                      | # of Samples (N) | $\sigma$          |
|--------------------------------------------|------------------|-------------------|
| Forward Finite Differences                  | $n + 1$          | $\frac{2r}{\sqrt{nL}}$ |
| Central Finite Differences                  | $2n$             | $\frac{\sqrt{nM}}{2\sqrt{nL}}$ |
| Linear Interpolation                        | $n + 1$          | $\frac{n\sqrt{\|\nabla f(x)\|^2}}{2n \|\nabla f(x)\|^2} + \frac{6n}{2n} + \frac{13}{6}$ |
| Gaussian Smoothed                           | $\frac{6n\|\nabla f(x)\|^2}{2n\|\nabla f(x)\|^2} + \frac{13}{6}$ |
| Centered Gaussian Smoothed                  | $\frac{6n\|\nabla f(x)\|^2}{2n\|\nabla f(x)\|^2} + \frac{13}{6}$ |
| Sphere Smoothed                             | $\frac{2n\|\nabla f(x)\|^2}{r^2} + \frac{n + 4\sqrt{2n\|\nabla f(x)\|^2}}{4r} + \frac{2\sqrt{2n\|\nabla f(x)\|^2}}{3} + \frac{2\sqrt{2n\|\nabla f(x)\|^2}}{9} \log \frac{n+1}{\delta}$ |
| Centered Sphere Smoothed                    | $\frac{2n\|\nabla f(x)\|^2}{r^2} + \frac{n + 4\sqrt{2n\|\nabla f(x)\|^2}}{4r} + \frac{2\sqrt{2n\|\nabla f(x)\|^2}}{3} + \frac{2\sqrt{2n\|\nabla f(x)\|^2}}{9} \log \frac{n+1}{\delta}$ |
In our analysis we will be particularly interested in the case when \( r = \theta \| \nabla f(x) \| \), in which case the bounds become as follows; see Table 2. From this table we note that the bounds on the number of samples

Table 2: Bounds on \( N \) and \( \sigma \) which ensure \( \| g(x) - \nabla f(x) \| \leq \theta \| \nabla f(x) \| \) (possibly with probability 1 - \( \delta \)), for \( n > 12 \)

| Gradient Approximation                  | # of Samples (\( N \)) | \( \sigma \)                               |
|----------------------------------------|-------------------------|----------------------------------------------|
| Forward Finite Differences             | \( n + 1 \)             | \( \frac{2\theta \| \nabla f(x) \|}{\sqrt{M}} \) |
| Central Finite Differences             | \( n + 1 \)             | \( \frac{2\theta \| \nabla f(x) \|}{\sqrt{M}} \) |
| Linear Interpolation                   | \( \frac{\theta \| \nabla f(x) \|}{\sqrt{6n}} \) |                                             |
| Gaussian Smoothed                      | \( \frac{\theta \| \nabla f(x) \|}{\sqrt{6n}} \) |                                             |
| Centered Gaussian Smoothed             | \( \frac{\theta \| \nabla f(x) \|}{\sqrt{6n}} \) |                                             |
| Sphere Smoothed                        | \( \frac{\theta \| \nabla f(x) \|}{\sqrt{6n}} \) |                                             |
| Centered Sphere Smoothed               | \( \frac{\theta \| \nabla f(x) \|}{\sqrt{6n}} \) |                                             |

\( N \) for all methods have the same dependence (order of magnitude) on the dimension \( n \); however, for the smoothing methods the constants in the bound are significantly larger than those for deterministic methods, such as finite differences. This suggests that deterministic methods may be more efficient, at least in the setting considered in this paper, when accurate gradient estimates are desired. The bounds on the sampling radius are comparable for the smoothing and deterministic methods, as we will discuss in detail later in the paper. Our numerical results support our theoretical observations. However, if smoothing methods are used, this paper provides conditions on \( N \) and \( \sigma \) that guarantee fast convergence of a line search algorithm.

**Organization** The paper is organized as follows. In Section 2 we present the analysis of a general gradient descent method with a line search that uses gradient approximations in lieu of the true gradient. We introduce and analyze several methods for approximating the gradient using only function values in Section 3. We present a numerical comparison of the gradient approximations and illustrate the performance of different DFO algorithms that employ these gradient approximations in 4. Finally, in Section 5, we make some concluding remarks and discuss avenues for future research.

## 2 Line Search Algorithms

Line search algorithms, in the DFO setting, approximate the gradient of the objective function using function values only, and compute a search direction using this gradient estimate and possibly additional information, e.g., a quasi-Newton search direction. The step size parameter is then chosen; this could be constant, selected from a predetermined sequence of step lengths (e.g., diminishing) or adaptive (e.g., via a back-tracking Armijo line search [22, Chapter 3]). A generic framework of the derivative-free line search method is given in Algorithm 1. As is clear from Algorithm 1, the key components of this method are: (i) the selection of the sample points used in the gradient approximation (Step 1); (ii) the construction of the gradient approximation (Step 2); (iii) the choice of the search direction (Step 3); and (iv) the choice of the step size parameter and the iterate update (Step 4). We describe and analyze several methods that could be used for Steps 1 and 2 in detail in Section 3.

Algorithm 1 is a generic DFO line search algorithm. For the remainder of this section, let \( d_k = -g(x_k) \), although, as mentioned above, other search directions could be used. In order to prove theoretical convergence guarantees, we need to fully specify the manner in which the step size parameter is selected at every iteration.
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and how a new iterate is computed (Line 4). We consider Algorithm 1 for which the step size parameter $\alpha_k$ varies under the condition that $\alpha_k$ is chosen to satisfy the sufficient decrease Armijo condition,

$$f(x_k - \alpha_k g_k) \leq f(x_k) - c_1 \alpha_k \|g(x_k)\|^2,$$  

(2.1)

where $c_1 \in (0, 1)$ is the Armijo parameter. If a trial value $\alpha_k$ does not satisfy (2.1), then the iteration is called unsuccessful; the new iterate is set to the previous iterate, i.e., $x_{k+1} = x_k$, and the step size parameter is set to a (fixed) fraction $\tau \leq 1$ of the previous value, i.e., $\alpha_{k+1} \leftarrow \tau \alpha_k$. This step makes sense particularly when $g_k$ (and thus $d_k$) are random vectors and thus can be different even for the same $x_k$. If the trial value satisfies (2.1), then the iteration is called successful, the new iterate is updated based on the search direction $d_k$, i.e., $x_{k+1} = x_k + \alpha_k d_k$, and the step size parameter is set to $\alpha_{k+1} \leftarrow \tau^{-1} \alpha_k$. Algorithm 2, fully specifies a subroutine for computing the step size parameter and taking a step. Note that if $\tau = 1$, Algorithm 1 is a constant step size parameter DFO line search algorithm. We discuss this further in Section 2.2.

Algorithm 2: Line Search Subroutine

Inputs: Current iterate $x_k$, current gradient estimate $g(x_k)$, backtracking factor $\tau \in (0, 1]$, Armijo parameter $c_1 \in (0, 1)$.

1 Check sufficient decrease:
   Check if (2.1) is satisfied
2 if Condition Satisfied (successful step) then
   $x_{k+1} = x_k - \alpha_k g(x_k)$ and $\alpha_{k+1} \leftarrow \tau^{-1} \alpha_k$
3 else
   $x_{k+1} = x_k$ and $\alpha_{k+1} \leftarrow \tau \alpha_k$

Outputs: New iterate $x_{k+1}$, new step size parameter $\alpha_{k+1}$

2.1 Convergence Analysis of Line Search Algorithms

We begin by stating a condition that is used in the analysis of the line search method, which is

$$\|g(x_k) - \nabla f(x_k)\| \leq \theta \| \nabla f(x_k) \|, \quad \text{for all } k = 0, 1, 2, \ldots$$  

(2.2)

for some $\theta \in [0, 1)$. This condition is referred to as a norm condition and was introduced and studied in [4] in the context of trust-region methods with inaccurate gradients. Note, this condition implies that $g(x_k)$ is a descent direction for the function $f$. Clearly, unless we know $\| \nabla f(x_k) \|$, this condition is hard or impossible to verify or guarantee. There is significant amount of work that attempts to circumvent this difficulty; see e.g., [3, 5, 23]. In [3] a practical approach to estimate $\| \nabla f(x_k) \|$ is proposed and used to ensure some
approximation of (2.2) holds. In [5] and [23], (2.2) is replaced with a condition that for some $\kappa > 0$ and for each iteration $k = 0, 1, 2, \ldots$

$$
\|g(x_k) - \nabla f(x_k)\| \leq \kappa \alpha_k \|g(x_k)\|,
$$

holds with probability $1 - \delta$. Under this condition convergence rate analyses are derived for a line search method that has access to deterministic function values in [5] and stochastic function values (with additional assumptions) in [23]. A simple way of making condition (2.2) realizable is to replace $\|\nabla f(x_k)\|$ with $\epsilon$, where $\epsilon$ is the desired convergence accuracy. However, if the cost of obtaining $g(x_k)$ that satisfies $\|g(x_k) - \nabla f(x_k)\| \leq \epsilon$ increases as $\epsilon$ decreases, replacing $\|\nabla f(x_k)\|$ by its global lower bound $\epsilon$ can lead to inefficient algorithms. It turns out that for the methods we consider in this paper for approximating the gradient, condition (2.2) is relatively easy to satisfy without the knowledge of $\|\nabla f(x_k)\|$. As we show in Section 3, for deterministic functions $f$, only the sampling radius $\sigma$ has dependence on $\|\nabla f(x_k)\|$, while the number of samples $N$ required to compute $g(x_k)$ does not. Thus, $\sigma$ can be chosen to depend on the desired accuracy $\epsilon$, while the cost of obtaining $g(x)$ that satisfies (2.2) remains constant. In the remainder of this section, we present a convergence analysis for the generic line search algorithm (Algorithm 1). The analysis is an extension of the analysis presented in [5] under condition (2.2).

We begin by introducing several definitions, key assumptions and theoretical results (from [5]) that are required for the analysis in this paper. We then provide theoretical results for convex, strongly convex and nonconvex functions. In what follows, several of the methods (gradient approximations) used will be based on random quantities. In particular, we assume that the gradient approximations $g(x_k)$ are random and that they satisfy some notion of good quality (which we define explicitly shortly) with probability $1 - \delta$. For this reason we define the following quantities. Let $G_k$ denote the random gradients, and $g(x_k) = G_k(\omega_k)$ denote a realization of the random gradient at the $k$th iteration. This random gradient is based on several random quantities, $X_k$, $A_k$ and $D_k$, the iterate, the step size parameter and the search direction, respectively. Realizations of these random quantities are denoted by $x_k = X_k(\omega_k)$, $\alpha_k = A_k(\omega)$ and $d_k = D_k(\omega_k)$.  

**Sufficiently accurate gradients** We use the following notion of sufficiently accurate gradients, similar to that presented in [5].

**Definition 2.1.** A sequence of random gradients $\{G_k\}$ is $(1 - \delta)$-probabilistically “sufficiently accurate” for Algorithm 1 for a corresponding sequence $\{A_k, X_k, D_k\}$, if there exists a constant $\theta \in [0, 1)$, such that the indicator variables

$$
I_k = 1\{\|G_k - \nabla f(X_k)\| \leq \theta \|\nabla f(X_k)\|\}
$$

satisfy the following submartingale condition

$$
P(I_k = 1|\mathcal{F}_{k-1}^G) \geq 1 - \delta,
$$

where $\mathcal{F}_{k-1}^G = \sigma(G_0, \ldots, G_{k-1})$ is the $\sigma$-algebra generated by $G_0, \ldots, G_{k-1}$. Moreover, we say that iteration $k$ is a true iteration is the event $I_k = 1$ occurs, otherwise the iteration is called false.

For further discussions about probabilistically sufficiently accurate gradients (or models), we refer the reader to [5, Section 2]. We should note, that we also consider gradient approximations that are not random, e.g., finite-difference approximations. In this case, using the notation in Definition 2.1, and with a specific choice of the associated parameters, one can guarantee that every iteration is a true iteration, i.e., $\delta = 0$. We discuss this further in Section 2.2.

For the remainder of this section, we make the following additional assumption.

**Assumption 2.2.** (Sufficiently accurate gradients) The sequence of random gradients $\{G_k\}$ generated by Algorithm 1 are $(1 - \delta)$-probabilistically “sufficiently accurate” for a corresponding sequence $\{A_k, X_k, D_k\}$, with $\delta < 1/2$. 







Number of iterations $N_\varepsilon$ to reach $\varepsilon$ accuracy We derive bounds on the expected number of iterations $\mathbb{E}[N_\varepsilon]$ required to reach a desired level of accuracy $\varepsilon$. Since the number of iterations $N_\varepsilon$ is a random variable, it can be defined as a hitting time for some stochastic process. Specifically,

- If $f$ is convex or strongly convex: $N_\varepsilon$ is the hitting time for $\{f(X_k) - f^* \leq \varepsilon\}$, i.e., the number of iterations required until $f(X_k) - f^* \leq \varepsilon$ occurs for the first time. Note, $f^* = f(x^*)$, where $x^*$ is a global minimizer of $f$.

- If $f$ is nonconvex: $N_\varepsilon$ is the hitting time for $\{\|\nabla f(X_k)\| \leq \varepsilon\}$, i.e., the number of iterations required until $\|\nabla f(X_k)\| \leq \varepsilon$ occurs for the first time.

Measure of progress towards optimality and upper bound Let $F_k$ denote a measure of progress towards optimality, and let $F_\varepsilon$ be an upper bound for $F_k$. Specifically, we construct these two quantities as described in Table 3. Note that $F_k$ is a nondecreasing process and $F_\varepsilon$ is the largest possible value that $F_k$ can achieve.

Table 3: Definitions of $F_k$ and $F_\varepsilon$ for convex, strongly convex and nonconvex functions.

| Function       | $F_k$                        | $F_\varepsilon$ |
|----------------|------------------------------|-----------------|
| convex         | $1/(f(X_k) - f^*)$           | $1/\varepsilon$ |
| strongly convex| $\log(1/(f(X_k) - f^*))$     | $\log(1/\varepsilon)$ |
| nonconvex      | $f(X_0) - f(X_k)$            | $f(X_0) - f$    |

Analysis of the stochastic process Let us now consider the stochastic process $\{A_k, F_k\}$ generated by Algorithm 1. Under the assumption that the models are $(1 - \delta)$-probabilistically sufficiently accurate, each iteration is true with probability at least $1 - \delta$, conditioned on the past.

We make the following assumption about our stochastic process (similar to that in [5]). We state it here for completeness. Let $\phi_k = F_k(\omega_k)$ be a realization of the random quantity $F_k$.

Assumption 2.3. [5] There exists a constant $\bar{\alpha} > 0$ and a nondecreasing function $h(\alpha) : \mathbb{R} \rightarrow \mathbb{R}$, which satisfies $h(\alpha) > 0$, for any $\alpha > 0$, such that for any realization of Algorithm 1 the following hold for all $k < N_\varepsilon$:

1. If iteration $k$ is true (i.e., $I_k = 1$) and successful, then $\phi_{k+1} \geq \phi_k + h(\alpha_k)$.

2. If $\alpha_k \leq \bar{\alpha}$ and iteration $k$ is true then it is also successful, which implies $\alpha_{k+1} = \tau^{-1} \alpha_k$.

3. $\phi_{k+1} \geq \phi_k$ for all $k$.

Final bound on the expected stopping time Using the above definitions, one can bound the expected stopping time; see [5, Theorem 2.1]. For completeness we state the theorem below.

Theorem 2.4. [5] Under the condition that $\delta > 1/2$, the hitting time $N_\varepsilon$ is bounded in expectation as follows:

$$\mathbb{E}[N_\varepsilon] \leq \frac{2 (1 - \delta)}{(1 - 2\delta)^2} \left( \frac{2F_\varepsilon}{h(\bar{\alpha})} + \log \left( \frac{\bar{\alpha}}{\alpha_0} \right) \right).$$

Equipped with the above definitions, assumptions and theorems, we now provide convergence guarantees for a generic DFO line search algorithm (Algorithm 1), where the step size parameter is chosen using Algorithm 2, for convex, strongly convex and nonconvex objective functions.
For each true iteration (i.e., $I_k = 1$), we have
\[ \|g(x_k) - \nabla f(x_k)\| \leq \theta \|\nabla f(x_k)\|, \]
which implies, using the triangle inequality that
\[ \|g(x_k)\| \geq (1 - \theta)\|\nabla f(x_k)\|. \] (2.3)

We now show that Assumption 2.3 is verified. To this end, for the three classes of functions, we show that their exists an upper bound $\bar{\alpha}$ on the step length parameter, and a function $h(\alpha)$ such that the assumption is true. First, we derive an expression for the constant $\bar{\alpha}$.

**Lemma 2.5.** Let Assumption 1.1 hold. For every realization of Algorithm 1, if iteration $k$ is true (i.e., $I_k = 1$), and if
\[ \alpha_k \leq \bar{\alpha} = \frac{2(1 - 2\theta - c_1(1 - \theta))}{L(1 - \theta)}, \] (2.4)
then (2.1) holds. In other words, when (2.4) holds, any true iteration is also a successful iteration.

**Proof.** By Assumption 1.1, we have
\[ f(x_k - \alpha_k g(x_k)) \leq f(x_k) - \alpha_k g(x_k)^T \nabla f(x_k) + \frac{\alpha_k^2 L}{2} \|g(x_k)\|^2. \]
Applying the Cauchy-Schwarz inequality, (2.2) and (2.3),
\[ f(x_k - \alpha_k g(x_k)) \leq f(x_k) - \alpha_k g(x_k)^T (\nabla f(x_k) - g(x_k)) - \alpha_k \left(1 - \frac{\alpha_k L}{2}\right) \|g(x_k)\|^2 \]
\[ \leq f(x_k) + \alpha_k \|g(x_k)\| \|\nabla f(x_k) - g(x_k)\| - \alpha_k \left(1 - \frac{\alpha_k L}{2}\right) \|g(x_k)\|^2 \]
\[ \leq f(x_k) + \alpha_k \frac{\theta}{1 - \theta} \|g(x_k)\|^2 - \alpha_k \left(1 - \frac{\alpha_k L}{2}\right) \|g(x_k)\|^2 \]
\[ = f(x_k) - \alpha_k \left[1 - \frac{2\theta}{1 - \theta} - \frac{\alpha_k L}{2}\right] \|g(x_k)\|^2. \]
From this we can conclude that (2.1) holds whenever
\[ f(x_k) - \alpha_k \left[1 - \frac{2\theta}{1 - \theta} - \frac{\alpha_k L}{2}\right] \|g(x_k)\|^2 \leq f(x_k) - c_1 \alpha_k \|g(x_k)\|^2, \]
which is equivalent to (2.4).

We should mention that when the error in the gradient approximation is zero, i.e., $\theta = 0$, we recover the step size parameter condition for the deterministic setting.

### 2.1.1 Convex Functions
In this section, we analyze the expected complexity of Algorithm 1 in the case when $f$ is a convex function.

**Assumption 2.6.** (Bounded level sets) Suppose $f \in C^1(\mathbb{R}^n)$ is convex and has bounded level sets, i.e.,
\[ \|x - x^*\| \leq D, \quad \text{for all } x \text{ with } f(x) \leq f(x_0). \] (2.5)
We bound the number of iterations taken by Algorithm 1 until \( f(X_k) - f^* \leq \epsilon \) occurs. Let
\[
\Delta_k^f = f(X_k) - f^*,
\]
thus, \( F_k = \frac{1}{\Delta_k^f} \). By definition, \( N_\epsilon \) is the number of iterations taken until \( F_k \geq \frac{1}{\epsilon} = F_\epsilon \).

By Lemma 2.5, whenever \( A_k \leq \bar{\alpha} \), then every true iteration is also successful. What remains to be shown is that on true and successful iterations, \( F_k \) is increased by at least some function \( h(A_k) \), for all \( k < N_\epsilon \).

**Lemma 2.7.** Let Assumptions 1.1 and 2.6 hold, and consider any realization of Algorithm 1. For every iteration that is true and successful, we have
\[
\phi_{k+1} \geq \phi_k + \frac{c_1 \alpha_k (1 - \theta)^2}{D^2}.
\]

**Proof.** (This proof is a modification of a similar proof from [5].) By convexity, for all \( x, y \in \mathbb{R}^n \) we have
\[
f(x) - f(y) \geq \nabla f(y)^T (x - y).
\]
Thus, if \( x = x^* \) and \( y = x_k \), we have
\[
-\Delta_k^f = f(x^*) - f(x_k) \geq \nabla f(x_k)^T (x^* - x_k) \geq -D \| \nabla f(x_k) \|,
\]
where we used the Cauchy-Schwarz inequality and (2.5). Thus, when \( k \) is a true iteration, by (2.3) we have
\[
\frac{1}{D} \Delta_k^f \leq \| \nabla f(x_k) \| \leq \frac{\| g(x_k) \|}{(1 - \theta)}.
\]
If \( k \) is also a successful iteration, then
\[
\Delta_k^f - \Delta_{k+1}^f = f(x_k) - f(x_{k+1}) \geq c_1 \alpha_k \| g(x_k) \|^2 \geq \frac{c_1 \alpha_k (1 - \theta)^2 (\Delta_k^f)^2}{D^2}
\]
Dividing by \( \Delta_k^f \Delta_{k+1}^f \), we have that for all true and successful iterations,
\[
\frac{1}{\Delta_{k+1}^f} - \frac{1}{\Delta_k^f} \geq \frac{c_1 \alpha_k (1 - \theta)^2 \Delta_k^f}{D^2 \Delta_{k+1}^f} \geq \frac{c_1 \alpha_k (1 - \theta)^2}{D^2},
\]
since \( \Delta_k^f \geq \Delta_{k+1}^f \). Using the definition of \( \phi_k \) completes the proof. \( \square \)

By Lemmas 2.5 and 2.7, for any realization of Algorithm 1 (which specifies the sequence \( \{ \alpha_k, f_k \} \)), we have:

1. If \( k \) is a true and successful iteration, then
   \[
   \phi_{k+1} \geq \phi_k + \frac{c_1 \alpha_k (1 - \theta)^2}{D^2} \quad \text{and} \quad \alpha_{k+1} = \tau^{-1} \alpha_k.
   \]
2. If \( \alpha_k \leq \bar{\alpha} \) and iteration \( k \) is true, then it is also successful.

Hence, Assumption 2.3 holds, with \( \bar{\alpha} \) defined in (2.4) and
\[
h(A_k) = \frac{c_1 A_k (1 - \theta)^2}{D^2}.
\]

We now use Theorem 2.4 and the definitions of \( \bar{\alpha}, h(\bar{\alpha}) \) and \( F_\epsilon \) to bound \( \mathbb{E}[N_\epsilon] \).
Theorem 2.8. Let Assumptions 1.1, 2.2 and 2.6 hold. Then, the expected number of iterations that Algorithm 1 takes until $f(X_k) - f^* \leq \epsilon$ occurs is bounded as follows

$$E[N_k] \leq \frac{2(1-\delta)}{(1-2\delta)^2} \left( \frac{M}{\epsilon} + \log \left( \frac{2(1-2\theta - c_1(1-\theta))}{\alpha_0L(1-\theta)} \right) \right),$$

where $M = \frac{\rho^2L}{\epsilon c_1(1-2\theta-c_1(1-\theta))(1-\theta)}$.

Remark 2.9. If $\delta = \theta = 0$ our algorithm reduces to a deterministic line search with the exact gradients. Notice that the complexity bound has two components, the first component $\frac{2\rho^2L}{\epsilon c_1(1-2\theta)}$ achieves its minimum value, $\frac{8\rho^2L}{\epsilon}$, for $c_1 = 1/2$ and is similar to complexity bounds of the fixed step gradient descent for convex functions, and the second term $\log \left( \frac{2(1-c_1)}{\alpha_0L} \right)$ bounds the total number of unsuccessful iterations, which $\alpha_k$ is reduced.

2.1.2 Strongly Convex Functions

In this section, we analyze the expected complexity of Algorithm 1 in the case when $f$ is a strongly convex function.

Assumption 2.10. (Strong Convexity of $f$) There exist a positive constant $\mu$ such that

$$f(y) \geq f(x) + \nabla f(x)^\top(y - x) + \frac{\mu}{2}||x - y||^2,$$

for all $x, y \in \mathbb{R}^n$.

Under Assumption 2.10, let $f^* = f(x^*)$, where $x^*$ is the minimizer of $f$.

Recall the definition of $\Delta^f_k$ (2.6). In this setting, we bound the number of iterations taken by Algorithm 1 until $\Delta^f_k \leq \epsilon$ occurs. However, in this setting the bound is logarithmic in $\frac{1}{\epsilon}$.

Lemma 2.11. Let Assumption 2.10 hold, and consider any realization of Algorithm 1. For every iteration that is true and successful, we have

$$f(x_k) - f(x_{k+1}) = \Delta^f_k - \Delta^f_{k+1} \geq 2\mu c_1(1-\theta)^2 \alpha_k \Delta^f_k,$$

(2.7)

or equivalently,

$$\Delta^f_{k+1} \leq (1 - 2\mu c_1(1-\theta)^2 \alpha_k) \Delta^f_k,$$

(2.8)

Proof. (This proof is also a modification of a similar proof from [5].) Assumption 2.10, implies ($x = x_k$ and $y = x^*$), that

$$\Delta^f_k \leq \frac{1}{2\mu}||\nabla f(x_k)||^2;$$

see [20, Theorem 2.1.10]. Equivalently, using (2.3) we have

$$\sqrt{2\mu \Delta^f_k} \leq ||\nabla f(x_k)|| \leq \frac{||g(x_k)||}{1-\theta}.$$

The final bound is attained by using (2.1).

Note, that from (2.7) we have that if $\Delta^f_k > 0$ and $\alpha_k > \frac{1}{2\mu c_1(1-\theta)^2}$ then the iteration is unsuccessful. Hence, for an iteration to be successful, we must have $\alpha_k \leq \frac{1}{2\mu c_1(1-\theta)^2}$. By Lemma 2.5 we know that a true iteration is also successful if $\alpha_k \leq \bar{\alpha}$, assuming that $\bar{\alpha} \leq \frac{1}{2\mu c_1(1-\theta)^2}$. This is not a strong assumption, since the parameter $c_1$ can be chosen such that this is true, e.g., choosing $c_1 < 1/4$ guarantees that $\bar{\alpha} \leq \frac{1}{2\mu c_1(1-\theta)^2}$. Thus, henceforth we assume that it is true.

By Lemmas 2.5 and 2.11, for any realization of Algorithm 1 (which specifies the sequence $\{\alpha_k, f_k\}$), we have:
1. If \( k \) is a true and successful iteration, then
\[
\phi_{k+1} \geq \phi_k - \log(1 - 2\mu c_1 (1 - \theta)^2 \alpha_k) \quad \text{and} \quad \alpha_{k+1} = \tau^{-1} \alpha_k.
\]

2. If \( \alpha_k \leq \bar{\alpha} \) and iteration \( k \) is true, then it is also successful.

Hence, Assumption 2.3 holds, with \( \bar{\alpha} \) defined in (2.4) and
\[
h(A_k) = -\log(1 - 2\mu c_1 (1 - \theta)^2 A_k).
\]

We now use Theorem 2.4 and the definitions of \( \bar{\alpha}, h(\bar{\alpha}) \) and \( F_\epsilon \) to bound \( \mathbb{E}[N_\epsilon] \).

**Theorem 2.12.** Let Assumptions 1.1, 2.2 and 2.6 hold. Then, the expected number of iterations that Algorithm 1 takes until \( f(X_k) - f^* \leq \epsilon \) occurs is bounded as follows
\[
\mathbb{E}[N_\epsilon] \leq \frac{2(1 - \delta)}{(1 - 2\delta)^2} \left( 2\log_{1/M} \left( \frac{1}{\epsilon} \right) + \log_{\tau} \left( \frac{2(1 - 2\theta - c_1(1 - \theta))}{\alpha_0 L(1 - \theta)} \right) \right),
\]
where \( M = 1 - \frac{4\mu c_1 (1 - 2\theta - c_1(1 - \theta))}{L} \).

**Remark 2.13.** Again, if \( \delta = \theta = 0 \) our algorithm reduces to a deterministic line search with the exact gradients. The complexity bound has two components, \( 4\log_{1/M} \left( \frac{1}{\epsilon} \right) \) where \( M = 1 - \frac{4\mu c_1 (1 - c_1)}{L} \) achieves its minimum value, \( 1 - \frac{4\mu c_1 (1 - c_1)}{L} \), for \( c_1 = 1/2 \) and is similar to complexity bounds of the fixed step gradient descent for strongly convex functions, and the second term again is the bound on the the total number of unsuccessful iterations.

### 2.1.3 Nonconvex Functions

In this section, we analyze the expected complexity of Algorithm 1 in the case when \( f \) is a nonconvex function. By Lemma 2.5, the sufficient decrease condition (2.1) and (2.3), for any realization of Algorithm 1 (which specifies the sequence \{\( \alpha_k, f_k \)\}), we have:

1. If \( k \) is a true and successful iteration, then
\[
\phi_{k+1} \geq \phi_k + c_1 \alpha_k (1 - \theta)^2 \| \nabla f(x_k) \|^2 \quad \text{and} \quad \alpha_{k+1} = \tau^{-1} \alpha_k.
\]

2. If \( \alpha_k \leq \bar{\alpha} \) and iteration \( k \) is true, then it is also successful.

Hence, Assumption 2.3 holds, with \( \bar{\alpha} \) defined in (2.4) and
\[
h(A_k) = c_1 A_k (1 - \theta)^2 \epsilon^2.
\]

We now use Theorem 2.4 and the definitions of \( \bar{\alpha}, h(\bar{\alpha}) \) and \( F_\epsilon \) to bound \( \mathbb{E}[N_\epsilon] \).

**Theorem 2.14.** Let Assumptions 1.1, 1.3 and 2.2 hold. Then, the expected number of iterations that Algorithm 1 takes until \( \| \nabla f(X_k) \| \leq \epsilon \) occurs is bounded as follows
\[
\mathbb{E}[N_\epsilon] \leq \frac{2(1 - \delta)}{(1 - 2\delta)^2} \left( M \epsilon^2 + \log_{\tau} \left( \frac{2(1 - 2\theta - c_1(1 - \theta))}{\alpha_0 L(1 - \theta)} \right) \right),
\]
where \( M = \frac{(f(x_0) - f)^L}{c_1(1 - 2\theta - c_1(1 - \theta))(1 - \theta)}. \)

**Remark 2.15.** Again, if \( \delta = \theta = 0 \) our algorithm reduces to a deterministic line search with the exact gradients. The complexity bound has two components, \( \frac{2M}{\epsilon^2} \) where \( M = \frac{(f(x_0) - f)^L}{c_1(1 - 2\theta - c_1(1 - \theta))(1 - \theta)} \) achieves its minimum value, \( 4(f(X_0) - f)L \), for \( c_1 = 1/2 \) and is similar to complexity bounds of the fixed step gradient descent for nonconvex functions, and the second term, as before, is the bound on the the total number of unsuccessful iterations.
2.2 General Remarks

Algorithms 1 and 2 and Assumption 2.2 fully specify the requirements for a DFO line search algorithm, for which the analysis in Section 2.1 holds. Before we proceed, we make several observations with regards to the construction of the gradient estimate, the choice of the step size parameter and the error in the gradient approximation.

We presented the analysis for the case where the gradient approximations $g(x_k)$ are possibly random, e.g., Gaussian smoothed gradients [21, 26] or sphere smoothed gradients [13, 14]. However, as a special case, we recover results for gradient approximations that are not random ($\delta = 0$), e.g., finite difference approximations [2, 15] or linear interpolation gradient approximations [11].

Moreover, in the analysis we assumed that the step size parameter was chosen using an adaptive line search procedure (Algorithm 2), i.e., where the step size parameter varies at every iteration. However, our analysis also holds for a constant step size parameter procedure. Namely, if $\alpha_0 \leq \bar{\alpha}$ and $\tau = 1$, then $\alpha_k \leq \bar{\alpha}$ for all $k$, and all true iterations are also successful iterations. Thus, as a special case of the analysis presented in Section 2.1, we recover results for a fixed step size parameter procedure. We should note that the second term in the results in this section is zero in the case where $\tau = 1$ and $\alpha_0 = \bar{\alpha}$.

Finally, we should mention the case where we have zero error in the gradient approximation, i.e., $\theta = 0$. In this setting, we recover the results for gradient descent.

3 Gradient Approximations and Sampling

In this section, we analyze several existing methods for constructing gradient approximations using only function information. We establish conditions under which the gradient approximations constructed via these methods satisfy the bound (2.2) for any given $\theta \in [0, 1)$.

The common feature amongst these methods is that they construct approximations $g(x)$ of the gradient $\nabla f(x)$ using function values $f(y)$ for $y \in \mathcal{X}$, where $\mathcal{X}$ is a sample set centered around $x$. These methods differ in the way they select $\mathcal{X}$ and the manner in which the function values $f(y)$, on all sample points $y \in \mathcal{X}$, are used to construct $g(x)$. The methods have different costs in terms of number of evaluations of $f$, as well as other associated computations. Our goal is to compare these costs when computing gradient estimates that satisfy (2.2) for some $\theta \in [0, 1)$.

3.1 Gradient Estimation via Standard Finite Differences

The first method we analyze is the standard finite difference method. The forward finite difference (FFD) approximation to the gradient $\nabla f(x)$ at $x \in \mathbb{R}^n$ is computed using the sample set $\mathcal{X} = \{x + \sigma e_i\}_{i=1}^n \cup \{x\}$, where $\sigma > 0$ is the finite difference interval and $e_i \in \mathbb{R}^n$ is the $i$th canonical vector, as follows

$$[g(x)]_i = \frac{f(x + \sigma e_i) - f(x)}{\sigma}, \quad \text{for } i = 1, \ldots, n.$$  

Alternatively a more precise and stable gradient approximation is obtained using central finite differences (CFD) based on the sample set $\mathcal{X} = \{x + \sigma e_i\}_{i=1}^n \cup \{x - \sigma e_i\}_{i=1}^n$, and is computed as

$$[g(x)]_i = \frac{f(x + \sigma e_i) - f(x - \sigma e_i)}{2\sigma}, \quad \text{for } i = 1, \ldots, n.$$  

FFD and CFD approximations require $n + 1$ and $2n$ functions evaluations, respectively.

We now present two standard gradient approximation bounds.

**Theorem 3.1.** Under Assumption 1.1, let $g(x)$ denote the forward finite difference (FFD) approximation to the gradient $\nabla f(x)$. Then, for all $x \in \mathbb{R}^n$,

$$\|g(x) - \nabla f(x)\| \leq \frac{\sqrt{n}L\sigma}{2}.$$  

Theorem 3.2. Under Assumption 1.2 let \( g(x) \) denote the central finite difference (CFD) approximation to the gradient \( \nabla f(x) \). Then, for all \( x \in \mathbb{R}^n \),

\[
\| g(x) - \nabla f(x) \| \leq \frac{\sqrt{n}M\sigma^2}{6}.
\]

These results show that the gradient approximation gets better as the finite difference interval \( \sigma \) becomes smaller. Of course, in practice, one cannot set the finite difference interval to zero, since numerical issues arise as the approximations require dividing by \( \sigma \). Our goal here is to establish the largest value of \( \sigma \) that ensures (2.2) and hence convergence of Algorithm 1.

In the case of FFD approximation Theorem 3.1 implies that (2.2) is satisfied if

\[
0 < \sigma_k \leq \frac{2\theta\| \nabla f(x_k) \|}{\sqrt{n}L}.
\]  

(3.1)

Similarly, under Assumption 1.2, Theorem 3.2 implies that the gradient estimate obtained by CFD approximation satisfies (2.2) if

\[
0 < \sigma_k \leq \sqrt{\frac{6\theta\| \nabla f(x_k) \|}{\sqrt{n}M}}.
\]  

(3.2)

As we discussed in Section 2, \( \| \nabla f(x_k) \| \) is typically not known and needs to be replaced by some approximation. However, for the purposes of this paper and the clarity of the presentation, we choose to use \( \| \nabla f(x_k) \| \) to establish bounds on \( \sigma_k \).

With \( \sigma_k \) chosen accordingly, we now can establish convergence of Algorithm 1 based on the FFD and CFD approximations.

Corollary 3.3. Suppose that Assumption 1.1 holds and \( g(x_k) \) is a forward finite difference (FFD) approximation to the gradient with \( \sigma_k \) satisfying (3.1) Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

Corollary 3.4. Suppose that Assumption 1.2 holds and \( g(x_k) \) is a central finite difference (CFD) approximation to the gradient with \( \sigma_k \) satisfying (3.2) Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

3.2 Gradient Estimation via Linear Interpolation

We now consider a more general method of approximating gradients using polynomial interpolation that has become a popular choice for model based trust region methods in the DFO setting [8, 9, 11, 17, 24, 25, 30]. These methods construct surrogate models of the objective function using interpolation or regression. While these methods are most effective when generating quadratic models around \( x \in \mathbb{R}^n \) of the form

\[
m(y) = f(x) + g(x)^T(y - x) + \frac{1}{2}(y - x)^TH(x)(y - x),
\]  

(3.3)

we focus on the simplest case of linear models,

\[
m(y) = f(x) + g(x)^T(y - x).
\]  

(3.4)

as the focus of this paper is on line search methods, whereas the use of (3.3) requires a trust region approach due to the general nonconvexity of \( m(y) \) [11].

Let us consider the following sample set \( X = \{x + \sigma u_1, x + \sigma u_2, \ldots, x + \sigma u_n\} \) for some \( \sigma > 0 \). In other words, we have \( n \) directions denoted by \( u_i \) and we sample \( f \) along those directions, around \( x \), using a sampling radius of size \( \sigma \). We assume \( f(x) \) is known (function value at \( x \)). Let \( F_X \in \mathbb{R}^n \) be a vector whose
entries are \( f(x) - f(x + \sigma u_i) \), for \( i = 1 \ldots n \), and let \( Q_X \in \mathbb{R}^{n \times n} \) define a matrix whose rows are given by \( u_i \) for \( i = 1 \ldots n \). Model (3.4) is constructed to satisfy the interpolation conditions,

\[
f(x + \sigma u_i) = m(x + \sigma u_i), \quad \forall i = 1, \ldots, n,
\]

which can be written as

\[
\sigma Q_X g = F_X.
\]

If the matrix \( Q_X \) is nonsingular, then \( m(y) = f(x) + g(x)^T(y - x) \), with \( g(x) = \frac{1}{\sigma} Q_X^{-1} F_X \), is a linear interpolation model of \( f(y) \) on the sample set \( X \).

Next we state the bound on \( \|g(x) - \nabla f(x)\| \), from [10, 11]. We modify the statement of the theorem here to fit our notation.

**Theorem 3.5.** [10, 11] Suppose that Assumption 1.1 holds. Let \( X = \{x + \sigma u_1, \ldots, x + \sigma u_n\} \) be a set of interpolation points such that \( \max_{1 \leq i \leq n} \|u_i\| \leq 1 \) and \( Q_X \) is nonsingular. Then,

\[
\|g(x) - \nabla f(x)\| \leq \frac{\|Q_X^{-1}\| \sqrt{n} \sigma L}{2}.
\]

This result has the implication that larger \( \|Q_X^{-1}\| \) can cause large deviation of \( g(x) \) from \( \nabla f(x) \). Thus, it is desirable to select \( X \) in such a way that the condition number of \( Q_X^{-1} \) is small, which is clearly optimized when \( Q_X \) is orthonormal. Thus, we trivially recover the theorem for FFD, and moreover, extend this result to any orthonormal set of directions \( \{u_1, u_2, \ldots, u_n\} \), such as those used in [7].

Aside from the condition number, the important difference between general interpolation sets and orthonormal ones is in the computational cost of evaluating \( g(x) \). In particular, \( g(x) \) is obtained by solving a system of linear equations given by,

\[
\sigma Q_X g = F_X,
\]

which in general requires \( O(n^3) \) computations, but that reduces to \( O(n^2) \) in the case of general orthonormal matrices \( Q_X \), and further reduces to \( O(n) \) for \( Q_X = I \), as in the case of FFD.

On the other hand, using general sample sets allows for greater flexibility (within an optimization algorithm), in particular enabling the re-use of sample points from prior iterations. When using FFD to compute \( g(x) \), \( n \) function evaluations are always required, while when using interpolation it is possible to update the interpolation set by replacing only one (or a few) sample point(s) in the set \( X \). It is important to note that while \( X \) can be fairly general, the condition number of the matrix \( Q_X \) has to remain bounded for Theorem 3.5 to be useful. The sets with bounded condition number of \( Q_X \) are called well-poised; see [11] for details about the construction and maintenance of interpolation sets in model based trust region DFO methods.

The bounds of Theorem 3.5 are similar to those of Theorem 3.1, hence, if the sampling radius \( \sigma \) is chosen to satisfy

\[
0 < \sigma_k \leq \frac{2\theta \|\nabla f(x_k)\|}{\sqrt{n} L \|Q_X^{-1}\|},
\]

then (2.2) holds, and so do Theorems 2.8, 2.12 and 2.14. Since the condition number of \( \|Q_X^{-1}\| \) is typically not known when \( \sigma_k \) is chosen, a lower bound on \( \|Q_X^{-1}\| \) is used instead; see [11].

It is possible to derive an analogue of Theorem 3.2 by including \( n \) additional sample points \( \{x - \sigma u_1, \ldots, x - \sigma u_n\} \) in the gradient estimation procedure. Namely, two sample sets are used, \( X^+ = \{x + \sigma u_1, x + \sigma u_2, \ldots x + \sigma u_n\} \) and \( X^- = \{x - \sigma u_1, x - \sigma u_2, \ldots x - \sigma u_n\} \), with corresponding matrices \( Q_{X^+} \) and
The linear model $m(y) = f(x) + g^T(y - x)$ is then computed as an average of the two interpolation models, that is

$$g = \frac{g^+ + g^−}{2} = \frac{1}{2\sigma}[Q^{-1}_X F^+_X + Q^{-1}_X F^-_X].$$

The gradient estimates are computed in this way in [6], for the case of orthonormal sets and symmetric finite difference computations. Similarly to the CFD, this results in better accuracy bounds in terms of $\sigma_k$; however, this requires additional $n$ function evaluations at each iteration, which contradicts the original idea of using interpolation as a means for reducing the per-iteration function evaluation cost.

### 3.3 Gradient Estimation via Gaussian Smoothing

Gaussian smoothing has recently become a popular tool for building gradient approximations using only function values. This approach has been exploited in several recent papers [17, 21, 26, 29].

Gaussian smoothing of a given function $f$ is obtained as follows:

$$F(x) = \mathbb{E}_{y \sim \mathcal{N}(x, \sigma^2 I)}[f(y)] = \int_{\mathbb{R}^n} f(y)\pi(y|x, \sigma^2 I)dy$$

$$= \mathbb{E}_{u \sim \mathcal{N}(0, I)}[f(x + \sigma u)] = \int_{\mathbb{R}^n} f(x + \sigma u)\pi(u|0, I)du,$$

where $\mathcal{N}(x, \sigma^2 I)$ denotes the multivariate normal distribution with mean $x$ and covariance matrix $\sigma^2 I$ and $\mathcal{N}(0, I)$ denotes the standard multivariate normal distribution. The function $\pi(y|x, \Sigma)$ is the probability density function (pdf) of $\mathcal{N}(x, \Sigma)$ evaluated at $y$. The gradient of $F$ can be expressed as

$$\nabla F(x) = \frac{1}{\sigma}\mathbb{E}_{u \sim \mathcal{N}(0, I)}[f(x + \sigma u)u].$$

The following bounds hold for the error between $\nabla F(x)$ and $\nabla f(x)$. If the function $f$ has $L$-Lipschitz continuous gradients, that is if Assumption 1.1 holds, then

$$\|\nabla F(x) - \nabla f(x)\| \leq \sqrt{n}L\sigma;$$

see Appendix A.1 for the proof.\(^2\) If the function $f$ has $M$-Lipschitz continuous Hessians, that is if Assumption 1.2 holds, then

$$\|\nabla F(x) - \nabla f(x)\| \leq nM\sigma^2;$$

see Appendix A.2 for proof.

Thus, to approximate $\nabla f(x)$ one can approximate $\nabla F(x)$, with sufficient accuracy, by sample average approximations applied to (3.6), i.e.,

$$g(x) = \frac{1}{N\sigma}\sum_{i=1}^{N} f(x + \sigma u_i)u_i,$$

where $u_i \sim \mathcal{N}(0, I)$ for $i = 1, 2, \ldots, N$. It can be easily verified that $g(x)$ computed via (3.9) has large variance (the variance explodes as $\sigma$ goes to 0). The following simple modification,

$$g(x) = \frac{1}{N}\sum_{i=1}^{N} \frac{f(x + \sigma u_i) - f(x)}{\sigma} u_i,$$

eliminates this problem and is indeed used in practice instead of (3.9). Note that the expectation of (3.10) is also $\nabla F(x)$, since $\mathbb{E}_{u \sim \mathcal{N}(0, I)}f(x)u$ is an all-zero vector. In what follows we will refer to $g(x)$ computed via

\(^2\)The bound (3.7) was presented in [17] without proof; we would like to thank the first author of [17] for providing us with this proof.
(3.10) as the Gaussian smoothed gradient (GSG). As pointed out in [21], \( \frac{f(x + \sigma u_i) - f(x)}{\sigma} \) can be interpreted as a forward finite difference version of the directional derivative of \( f \) at \( x \) along \( u_i \). Moreover, one can also consider the central difference variant of (3.10)—central Gaussian smoothed gradient (cGSG)—which is computed as follows,

\[
g(x) = \frac{1}{2N} \sum_{i=1}^{N} \frac{f(x + \sigma u_i) - f(x - \sigma u_i)}{\sigma} u_i.
\]  

(3.11)

The properties of (3.5) and (3.10), with \( N = 1 \), were analyzed in [21]. However, this analysis does not explore the effect of \( N > 1 \) on the variance of \( g(x) \). On the other hand, in [26] the authors propose an algorithm that uses GSG estimates, (3.10) and (3.11), with large samples sizes \( N \) in a fixed step size gradient descent algorithm, but without any analysis or discussion of the choices of \( N, \sigma \), or \( \alpha \). Thus, the purpose of this section is to derive bounds on the approximation error \( \|g(x) - \nabla f(x)\| \) for GSG and cGSG, and to derive conditions of \( \sigma \) and \( N \) under which condition (2.2) holds, and thus do the convergence results for the line search DFO algorithm based on these approximations.

We first note that there are two sources of error: (i) approximation of the true function \( f \) by the Gaussian smoothed function \( \nabla F(x) \), and the variance of (3.11) can be expressed as

Assumption 1.1 implies that

\[
\|g(x) - \nabla f(x)\| \leq \|\nabla F(x) - \nabla f(x)\| + \|g(x) - \nabla F(x)\|.
\]  

(3.12)

The bound on the first term is given by (3.7) or (3.8). What remains is to bound the second term \( \|g(x) - \nabla F(x)\| \), the error due to the sample average approximation.

Since (3.10) (and (3.11)) is a (mini-)batch stochastic gradient estimate of \( \nabla F(x) \), the probabilistic bound on \( \|g(x) - \nabla F(x)\| \) is derived by bounding the expectation, which is equivalent to bounding the variance of the (mini-)batch stochastic gradient. Existing bounds in the literature, see e.g., [28], are derived under the assumption that \( \|g(x) - \nabla f(x)\| \) is uniformly bounded above almost surely, which does not hold for GSG because when \( u \) follows a Gaussian distribution, \( \frac{f(x + \sigma u) - f(x)}{\sigma} u \) can be arbitrarily large with positive probability. Here, we bound \( \|g(x) - \nabla F(x)\| \) only under Assumptions 1.1 or 1.2. It is shown in [21] that Assumption 1.1 implies that \( \nabla F(x) \) is \( L \)-Lipschitz, and that Assumption 1.1 implies that \( \nabla^2 F(x) \) is \( M \)-Lipschitz.

The variance for (3.10) can be expressed as

\[
\text{Var} \{g(x)\} = \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \frac{f(x + \sigma u) - f(x)}{\sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right],
\]  

(3.13)

and the variance of (3.11) can be expressed as

\[
\text{Var} \{g(x)\} = \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \frac{f(x + \sigma u) - f(x - \sigma u)}{2\sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right].
\]  

(3.14)

For a normally distributed multivariate random variable \( u \in \mathbb{R}^n \), we have

\[
\begin{align*}
\mathbb{E}_{u \sim N(0, I)} [(a^T u)^2 uu^T] &= a^T a I + 2a a^T, \\
\mathbb{E}_{u \sim N(0, I)} [a^T uu^T u^T u] &= 0_{n \times n}, \\
\mathbb{E}_{u \sim N(0, I)} [(u^T u)^2 uu^T] &= (n+2)(n+4)I, \\
\mathbb{E}_{u \sim N(0, I)} [a^T uu^T | ||u||^3] &= 0, \\
\mathbb{E}_{u \sim N(0, I)} [(u^T u)^3 uu^T] &= (n+2)(n+4)(n+8)I,
\end{align*}
\]  

(3.15)

where \( a \) is any vector in \( \mathbb{R}^n \) independent from \( u \). We now provide bounds for the variances of GSG and cGSG under the assumption of Lipschitz continuous gradients and Hessians, respectively.
Lemma 3.6. Under Assumption 1.1, if \( g(x) \) is calculated by (3.10), then, for all \( x \in \mathbb{R}^n \),
\[
\text{Var} \{ g(x) \} \leq \kappa(x) I, \quad \text{where} \quad \kappa(x) = \frac{12||\nabla f(x)||^2 + L^2\sigma^2(n + 2)(n + 4)}{4N}.
\]

Alternatively, under Assumption 1.2, if \( g(x) \) is calculated by (3.11), then, for all \( x \in \mathbb{R}^n \),
\[
\text{Var} \{ g(x) \} \leq \kappa(x) I, \quad \text{where} \quad \kappa(x) = \frac{108||\nabla f(x)||^2 + M^2\sigma^4(n + 2)(n + 4)(n + 8)}{36N}.
\]

Proof. By (3.13), we have
\[
\text{Var} \{ g(x) \} = \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \frac{f(x + \sigma u) - f(x)}{\sigma} \right)^2 u u^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right]
\]
\[
\leq \frac{1}{N\sigma^2} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \nabla f(x)^T \sigma u + \frac{1}{2} L\sigma^2 u u^T \right)^2 u u^T \right]
\]
\[
= \frac{1}{N\sigma^2} \mathbb{E}_{u \sim N(0, I)} \left[ \sigma^2(\nabla f(x)^T u)^2 u u^T + L\sigma^3 \nabla f(x)^T u \cdot u^T u \cdot u u^T + \frac{1}{4} L^2 \sigma^4(u^T u)^2 u u^T \right]
\]
\[
\leq \frac{12||\nabla f(x)||^2 + L^2\sigma^2(n + 2)(n + 4)}{4N} I,
\]
where the first inequality comes from the Lipschitz continuity of the gradients and \(-\nabla F(x) \nabla F(x)^T / N \leq 0\), and the last inequality is due to \( \nabla f(x) \nabla f(x)^T \leq \nabla f(x)^T \nabla f(x) I \).

For cGSG, by (3.14), we have
\[
\text{Var} \{ g(x) \} = \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \frac{f(x + \sigma u) - f(x - \sigma u)}{2\sigma} \right)^2 u u^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right]
\]
\[
\leq \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( \nabla f(x)^T u + \frac{M\sigma^2}{6} ||u||^3 \right)^2 u u^T \right]
\]
\[
= \frac{1}{N} \mathbb{E}_{u \sim N(0, I)} \left[ \left( (\nabla f(x)^T u)^2 + \frac{M^2\sigma^4}{36} ||u||^6 \right) u u^T \right]
\]
\[
= \frac{1}{N} (\nabla f(x)^T \nabla f(x) I + 2\nabla f(x) \nabla f(x)^T) + \frac{(n + 2)(n + 4)(n + 8)}{36N} M^2\sigma^4 I
\]
\[
\leq \frac{108||\nabla f(x)||^2 + M^2\sigma^4(n + 2)(n + 4)(n + 8)}{36N} I,
\]
where the first inequality comes from the Lipschitz continuity of the Hessians and \(-\nabla F(x) \nabla F(x)^T / N \leq 0\), and the last inequality is due to \( \nabla f(x) \nabla f(x)^T \leq \nabla f(x)^T \nabla f(x) I \).

Using the results of Lemma 3.6, we can now bound the quantity \( ||g(x) - \nabla F(x)|| \) (3.12), in probability, using Chebyshev’s inequality.

Lemma 3.7. Let \( F \) be a Gaussian smoothed approximation of \( f(x) \). Under Assumption 1.1, if \( g(x) \) is calculated via (3.10) with sample size
\[
N \geq \frac{3n||\nabla f(x)||^2}{\delta r^2} + \frac{n(n + 2)(n + 4)L^2\sigma^2}{4\delta^2 r^2},
\]
then, for all \( x \in \mathbb{R}^n \), \( ||g(x) - \nabla F(x)|| \leq r \) holds with probability at least \( 1 - \delta \), for any \( r > 0 \) and \( 0 < \delta < 1 \).
Alternatively, under Assumption 1.2, if \( g(x) \) is calculated via (3.11) with sample size 2\( N \) where
\[
N \geq \frac{3n\|\nabla f(x)\|^2}{\delta r^2} + \frac{n(n + 2)(n + 4)(n + 6)M^2\sigma^4}{36r^2},
\]
then, for all \( x \in \mathbb{R}^n \), \( \|g(x) - \nabla F(x)\| \leq r \) holds with probability at least \( 1 - \delta \), for any \( r > 0 \) and \( 0 < \delta < 1 \).

Proof. By Chebyshev’s inequality, for any \( r > 0 \), we have
\[
\mathbb{P} \left\{ \sqrt{(g(x) - \nabla F(x))^T \text{Var} \{g(x)\}^{-1} (g(x) - \nabla F(x))} > r \right\} \leq \frac{n}{r^2}.
\]
Since \( \text{Var} \{g(x)\} \leq \kappa I \), we have \( \text{Var} \{g(x)\}^{-1} \geq \kappa^{-1} I \) and
\[
\sqrt{(g(x) - \nabla F(x))^T \text{Var} \{g(x)\}^{-1} (g(x) - \nabla F(x))} \geq \kappa^{-\frac{1}{2}} \|g(x) - \nabla F(x)\|.
\]
Therefore, we have,
\[
\mathbb{P} \left\{ \kappa^{-\frac{1}{2}} \|g(x) - \nabla F(x)\| > r \right\} \leq \frac{n}{r^2} \implies \mathbb{P} \{\|g(x) - \nabla F(x)\| > r\} \leq \frac{\kappa n}{r^2}.
\]
By Lemma 3.6, for GSG we have
\[
\mathbb{P} \{\|g(x) - \nabla F(x)\| > r\} \leq \frac{3n\|\nabla f(x)\|^2}{N r^2} + \frac{n(n + 2)(n + 4)L^2\sigma^2}{4N r^2}.
\]
Thus when \( N \geq \frac{3n\|\nabla f(x)\|^2}{\delta r^2} + \frac{n(n + 2)(n + 4)L^2\sigma^2}{4\delta r^2} \), we have \( \mathbb{P} \{\|g(x) - \nabla F(x)\| > r\} \leq \delta \).

For cGSG, by Lemma 3.6, we have
\[
\mathbb{P} \{\|g(x) - \nabla F(x)\| > r\} \leq \frac{3n\|\nabla f(x)\|^2}{N r^2} + \frac{n(n + 2)(n + 4)(n + 6)M^2\sigma^4}{36N r^2}.
\]
Thus when \( N \geq \frac{6n\|\nabla f(x)\|^2}{\delta r^2} + \frac{n(n + 2)(n + 4)(n + 6)M^2\sigma^4}{36\delta r^2} \), we have \( \mathbb{P} \{\|g(x) - \nabla F(x)\| > r\} \leq \delta \).

Now with bounds for both terms in (3.12), we can bound \( \|g(x) - \nabla f(x)\| \), in probability.

**Theorem 3.8.** Suppose that Assumption 1.1 holds and \( g(x) \) is calculated via (3.10). If
\[
N \geq \frac{3n\|\nabla f(x)\|^2}{\delta r^2} + \frac{n(n + 2)(n + 4)L^2\sigma^2}{4\delta r^2},
\]
then, for all \( x \in \mathbb{R}^n \) and \( r > 0 \),
\[
\|g(x) - \nabla f(x)\| \leq \sqrt{nL} \sigma + r.
\]
(3.16)
with probability at least \( 1 - \delta \).

Alternatively, Suppose that Assumption 1.2 holds and \( g(x) \) is calculated via (3.11). If
\[
N \geq \frac{3n\|\nabla f(x)\|^2}{\delta r^2} + \frac{n(n + 2)(n + 4)(n + 6)M^2\sigma^4}{36\delta r^2},
\]
then, for all \( x \in \mathbb{R}^n \) and \( r > 0 \),
\[
\|g(x) - \nabla f(x)\| \leq nM \sigma^2 + r.
\]
(3.17)
with probability at least \( 1 - \delta \).
Proof. The proof of the first part (3.16) is a straightforward combination of the bound in (3.7) and the result of the first part of Lemma 3.7. The proof for the second part (3.17) is a straightforward combination of the bound in (3.8) and the result of the second part of Lemma 3.7.

Using the results of Theorem 3.8, we now can derive bounds on $\sigma$ and $N$ that ensure the necessary conditions on $g(x)$ presented in Section 2, i.e., conditions under which (2.2) holds with a certain probability.

To ensure (2.2), with probability $1 - \delta$, using Theorem 3.8 we want the following to hold
\[
\sqrt{n}L\sigma \leq \lambda \|\nabla f(x)\|, \quad r \leq (1 - \lambda)\theta \|\nabla f(x)\|,
\]
for some $\lambda \in (0, 1)$. Let us first consider $g(x)$ calculated via (3.10). Plugging in $\sigma = \frac{\lambda \|\nabla f(x)\|}{\sqrt{n}L}$ and $r = (1 - \lambda)\theta \|\nabla f(x)\|$ into the first bound on $N$ in Theorem 3.8 we have
\[
N \geq \frac{3n}{\delta \theta^2 (1 - \lambda)^2} + \frac{(n^2 + 6n + 8)\lambda^2}{4\delta (1 - \lambda)^2}.
\]
We are interested in making the lower bound on $N$ as small as possible and hence we are concerned with its dependence on $n$, when $n$ is relatively large. Henceforth, we assume that $n > 1$ and balance the two terms on the right-hand side, in terms of the dependence on $n$, by setting $\lambda = \frac{1}{\sqrt{n}}$, which gives
\[
N \geq \frac{3n \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{\delta \theta^2} + \frac{(n + 6 + \frac{8}{n}) \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{4\delta}.
\]
When $n$ is large this bound shows that the number of samples needed to ensure (2.2), with probability $1 - \delta$, is roughly
\[
N > \frac{3n}{\delta \theta^2}.
\]

We now state the convergence result for the line search DFO algorithm where the gradient approximation is computed via (3.10).

Corollary 3.9. Suppose that Assumption 1.1 holds and $g(x_k)$ is computed via (3.10) with $N$ and $\sigma_k$ satisfying
\[
N \geq \frac{3n \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{\delta \theta^2} + \frac{(n + 6 + \frac{8}{n}) \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{4\delta} \quad \text{and} \quad \sigma_k \leq \frac{\theta \|\nabla f(x_k)\|}{nL}.
\]
Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

Let us compare the sampling radius $\sigma$ and the number of samples $N$ with those used by forward finite differences and interpolation to guarantee (2.2). For FFD we have $\sigma \leq \frac{\theta \|\nabla f(x)\|}{\sqrt{nL}}$, which is $\sqrt{n}$ times larger than the smoothing constant used by GSG. However, this is natural because the expected length of $\sigma u$ where $u \sim N(0, I)$ is approximately $\sqrt{n}\sigma$; in other words, in expectation the sample points evaluated by GSG have the same distance to $x$ as the sample points evaluated by FFD. The number of samples required by GSG is clearly larger than those required by FFD and interpolation, since the latter are fixed at $n + 1$. In addition, (2.2) is guaranteed only with probability $1 - \delta$ and the dependence of $N$ on $\delta$ is high. In the next section we analyze an alternative smoothing method which has significantly better dependence on $\delta$.
We conclude this section by deriving analogous bounds on $N$ and $\sigma$ for the case when $g(x)$ is calculated via (3.11). We plug in $\sigma = \sqrt{\lambda \frac{\theta \|\nabla f(x)\|}{nM}}$ and $r = (1 - \lambda)\theta \|\nabla f\|$ into the second bound on $N$ in Theorem 3.8. We have,

$$N \geq \frac{3n}{\delta \theta^2 (1 - \lambda)^2} + \frac{(n^2 + 12n + 44 + \frac{48}{n}) \lambda^2}{36\delta (1 - \lambda)^2}.$$  

We again balance the two terms of the right hand side, in terms of dependence on $n$, by choosing $\lambda = \frac{1}{\sqrt{n}}$, which gives us

$$N \geq \frac{3n \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{\delta \theta^2} + \frac{(n + 12 + \frac{44}{n} + \frac{48}{n^2}) \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{36\delta}.$$  

Hence, the number of samples needed to ensure (2.2), with probability $1 - \delta$, is roughly

$$N > \frac{3n}{\delta \theta^2}.$$  

Note that this is also larger than $2n$ which is sufficient to guarantee (2.2) using gradient estimates computed via CFD. Moreover, as was the case for GSG and FFD, the sampling radius of cGSG is $\sqrt{n}$ times larger than that of CFD.

We have the following corollary for the line search DFO algorithm where the gradient approximation is computed via (3.11).

**Corollary 3.10.** Suppose that Assumption 1.2 holds and $g(x_k)$ is computed via (3.11) with $N$ and $\sigma_k$ satisfying

$$N \geq \frac{3n \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{\delta \theta^2} + \frac{(n + 12 + \frac{44}{n} + \frac{48}{n^2}) \left(\frac{\sqrt{n}}{\sqrt{n-1}}\right)^2}{36\delta} \quad \text{and} \quad \sigma_k \leq \sqrt{\frac{\theta \|\nabla f(x_k)\|}{n^{3/2}M}}.$$  

Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

### 3.4 Gradient Estimation via Smoothing on a Sphere

Similar to the Gaussian smoothing technique, one can also smooth the function $f$ with a uniform distribution on a ball, i.e.,

$$F(x) = \mathbb{E}_{y \sim \mathcal{U}(B(x,\sigma))} [f(y)] = \int_{B(x,\sigma)} f(y) \frac{1}{V_n(\sigma)} dy = \mathbb{E}_{w \sim \mathcal{U}(B(0,1))} [f(x + \sigma w)] = \int_{B(0,1)} f(x + \sigma w) \frac{1}{V_n(1)} du,$$

where $\mathcal{U}(B(x,\sigma))$ denotes the multivariate uniform distribution on a ball centered at $x$ of radius $\sigma$ and $\mathcal{U}(B(0,1))$ denotes the multivariate uniform distribution on a ball centered at $0$ of radius $1$. The function $V_n(\sigma)$ represents the volume of a ball in $\mathbb{R}^n$ of radius $\sigma$. It was shown in [14] that the gradient of $F$ can be expressed as

$$\nabla F(x) = \frac{n}{\sigma} \mathbb{E}_{w \sim \mathcal{U}(S(0,1))} [f(x + \sigma w) u],$$
where $\mathcal{S}(0, 1)$ represents a unit sphere centered at 0 of radius 1. This leads to three ways of approximating the gradient with only function evaluations using sample average approximations

$$g(x) = \frac{n}{N\sigma} \sum_{i=1}^{N} f(x + \sigma u_i)u_i,$$  \hspace{1cm} (3.19)

$$g(x) = \frac{n}{N} \sum_{i=1}^{N} \frac{f(x + \sigma u_i) - f(x)}{\sigma} u_i,$$  \hspace{1cm} (3.20)

$$g(x) = \frac{n}{N} \sum_{i=1}^{N} \frac{f(x + \sigma u_i) - f(x - \sigma u_i)}{2\sigma} u_i,$$  \hspace{1cm} (3.21)

with $N$ independently identically distributed random vectors $\{u_i\}_{i=1}^{N}$ following a uniform distribution on the unit sphere. Similar to the case with Gaussian smoothing, the variance of (3.19) explodes when $\sigma$ goes to zero, and thus we do not consider this formula. We analyze (3.20), which we refer to as ball smoothed gradient (BSG) and (3.21) which we refer to as central BSG (cBSG).

Again, as in the Gaussian smoothed case, there are two sources of error in the gradient approximations, and namely,

$$\|g(x) - \nabla f(x)\| \leq \|\nabla F(x) - \nabla f(x)\| + \|g(x) - \nabla F(x)\|.$$  \hspace{1cm} (3.22)

One can bound the first term as follows; if the function $f$ has $L$-Lipschitz continuous gradients, that is if Assumption 1.1 holds, then

$$\|\nabla F(x) - \nabla f(x)\| \leq L\sigma,$$  \hspace{1cm} (3.23)

and if the function $f$ has $M$-Lipschitz continuous Hessians, that is if Assumption 1.2 holds, then

$$\|\nabla F(x) - \nabla f(x)\| \leq M\sigma^2.$$  \hspace{1cm} (3.24)

The proofs are given in Appendices A.3 and A.4, respectively.

For the second error term in (3.22), similar to the case of Gaussian smoothing, we begin with the variance of $g(x)$. The variance of (3.20) can be expressed as

$$\text{Var} \{g(x)\} = \frac{n^2}{N} \mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} \left[ \left( \frac{f(x + \sigma u) - f(x)}{\sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right],$$  \hspace{1cm} (3.25)

and the variance of (3.21) can be expressed as

$$\text{Var} \{g(x)\} = \frac{n^2}{N} \mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} \left[ \left( \frac{f(x + \sigma u) - f(x - \sigma u)}{2\sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right].$$  \hspace{1cm} (3.26)

For a uniformly distributed random variable on a sphere $\mathcal{S}(0, 1) u \in \mathbb{R}^n$, we have

$$\mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} [(a^Tu)^2 uu^T] = \frac{a^T a \mathbb{I} + 2aa^T}{n(n+2)}$$

$$\mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} [a^Tu \cdot u^Tu \cdot uu^T] = 0_{n \times n}$$

$$\mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} [a^Tu ||u||^3] = 0$$

$$\mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} [(u^Tu)^2 uu^T] = \frac{1}{n} \mathbb{I}$$

$$\mathbb{E}_{u \sim \mathcal{U}(S(0, 1))} [(u^Tu)^3 uu^T] = \frac{1}{n} \mathbb{I},$$  \hspace{1cm} (3.27)

where $a$ is any vector in $\mathbb{R}^n$ independent from $u$. We now provide bounds for the variances of BSG and cBSG under the assumption of Lipschitz continuous gradients and Hessians, respectively.
Lemma 3.11. Under Assumption 1.1, if \( g(x) \) is calculated by (3.20), then, for all \( x \in \mathbb{R}^n \),

\[
\text{Var} \{ g(x) \} \leq \kappa(x) I, \quad \text{where } \kappa(x) = \frac{\frac{12n}{n+2} \|
abla f(x)\|^2 + L^2 \sigma^2 n}{4N}.
\]

Alternatively, under Assumption 1.2, if \( g(x) \) is calculated by (3.21), then, for all \( x \in \mathbb{R}^n \),

\[
\text{Var} \{ g(x) \} \leq \kappa(x) I, \quad \text{where } \kappa(x) = \frac{\frac{108n}{n+2} \|
abla f(x)\|^2 + M^2 \sigma^4 n}{36N}.
\]

Proof. By (3.25), we have

\[
\text{Var} \{ g(x) \} = \frac{n^2}{N} \mathbb{E}_{u \sim \mathcal{U}(S(0,1))} \left[ \left( \frac{f(x + \sigma u) - f(x)}{\sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right]
\]

\[
\leq \frac{n^2}{N} \sigma^2 \mathbb{E}_{u \sim \mathcal{U}(S(0,1))} \left[ \left( \nabla f(x)^T \sigma u + \frac{1}{2} L \sigma^2 u^T u \right)^2 uu^T \right]
\]

\[
= \frac{n^2}{N} \sigma^2 \mathbb{E}_{u \sim \mathcal{U}(S(0,1))} \left[ \sigma^2 (\nabla f(x)^T u)^2 uu^T + L \sigma^3 \nabla f(x)^T u \cdot u^T u + \frac{1}{4} L^2 \sigma^4 (u^T u)^2 uu^T \right]
\]

\[
\overset{(3.27)}{=} \frac{n^2}{N} \sigma^2 \left( \frac{\sigma^2}{n(n+2)} (\nabla f(x)^T \nabla f(x) I + 2 \nabla f(x) \nabla f(x)^T) + L \sigma^3 \cdot 0 + \frac{L^2 \sigma^4}{4n} I \right)
\]

\[
\overset{(3.27)}{=} \frac{1}{N} \left( \frac{3n}{n+2} \|\nabla f(x)\|^2 + \frac{n L^2 \sigma^2}{4} \right) I,
\]

where the first inequality comes from the \( L \)-Lipschitz continuity of the gradients and \(-\nabla F(x) \nabla F(x)^T / N \preceq 0\), and the last inequality is due to \( \nabla f(x) \nabla f(x)^T \preceq \nabla f(x)^T \nabla f(x) I \).

For cBSG, by (3.26), we have

\[
\text{Var} \{ g(x) \} = \frac{n^2}{N} \mathbb{E}_{u \sim \mathcal{U}(S(0,1))} \left[ \left( \frac{f(x + \sigma u) - f(x - \sigma u)}{2 \sigma} \right)^2 uu^T - \frac{1}{N} \nabla F(x) \nabla F(x)^T \right]
\]

\[
\overset{(3.27)}{=} \frac{n^2}{N} \mathbb{E}_{u \sim \mathcal{U}(S(0,1))} \left[ \left( \nabla f(x)^T u + \frac{M \sigma^2}{6} \|u\|^3 \right)^2 uu^T \right]
\]

\[
\overset{(3.27)}{=} \frac{n}{N(n+2)} (\nabla f(x)^T \nabla f(x) I + 2 \nabla f(x) \nabla f(x)^T) + \frac{n}{36N} M^2 \sigma^4 I
\]

\[
\overset{(3.27)}{=} \frac{1}{N} \left( \frac{3n}{n+2} \|\nabla f(x)\|^2 + \frac{n M^2 \sigma^4}{36} \right) I,
\]

where the first inequality comes from the Lipschitz continuity of the Hessians and \(-\nabla F(x) \nabla F(x)^T / N \preceq 0\), and the last inequality is due to \( \nabla f(x) \nabla f(x)^T \preceq \nabla f(x)^T \nabla f(x) I \).

Using the results of Lemma 3.11, we can bound the quantity \( \| g(x) - \nabla F(x) \| \) (3.22), with probability \( 1 - \delta \), using Chebyshev’s inequality, just as we did in the case of GSG. However, ball smoothed gradient approach has a significant advantage over Gaussian smoothing in that it allows the use of Bernstein’s inequality [28] instead of Chebychev’s and the resulting bound on \( N \) has a significantly improved dependence on \( \delta \).

Bernstein’s inequality applies here, because unlike GSG (and cGSG), BSG (and cBSG) enjoys a deterministic bound on the error term \( n \frac{(x+\sigma u)-f(x)}{\sigma} u - F(x) \); see proof of Lemma 3.12.
Lemma 3.12. Let $F$ be a sphere smoothed approximation of $f$ (3.18). Under Assumption 1.1, if $g(x)$ is calculated via (3.20) with sample size

$$N \geq \left( \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) + \frac{2n}{3r} \left( 2\|\nabla f(x)\| + L\sigma \right) \right) \log \frac{n+1}{\delta},$$

then, for all $x \in \mathbb{R}^n$, $\|g(x) - \nabla F(x)\| \leq r$ holds with probability at least $1 - \delta$, for any $r > 0$ and $0 < \delta < 1$. Alternatively, under Assumption 1.2 if $g(x)$ is calculated via (3.21) with sample size $2N$ where

$$N \geq \left[ \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) + \frac{2n}{3r} \left( 2\|\nabla f(x)\| + \frac{M\sigma^2}{3} \right) \right] \log \frac{n+1}{\delta},$$

then, for all $x \in \mathbb{R}^n$, $\|g(x) - \nabla F(x)\| \leq r$ holds with probability at least $1 - \delta$, for any $r > 0$ and $0 < \delta < 1$.

**Proof.** We first note that

$$\mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ \frac{n}{N} f(x + \sigma u_i) - f(x) - \frac{1}{N} F(x) \right] = 0,$$

and

$$\left\| \frac{n}{N} f(x + \sigma u_i) - f(x) - \frac{1}{N} F(x) \right\| \leq \frac{n}{N \sigma} \mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ \|f(x + \sigma u_i) - f(x)\| \|u_i\| + |f(x + \sigma u_i) - f(x)| \|u_i\| \right]$$

$$\leq \frac{n}{N \sigma} \mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ \|\nabla f(x)\|^2 \sigma u_i + \frac{L\|\sigma u_i\|^2}{2} + \|\nabla f(x)\|^2 \sigma u_i + \frac{L\|\sigma u_i\|^2}{2} \right]$$

$$\leq \frac{n}{N} \left( 2\|\nabla f(x)\| + L\sigma \right),$$

for all $u_i \sim \mathcal{U}(S(0,1))$. The matrix variance statistic of $g(x) - \nabla F(x)$ is

$$v(g(x) - \nabla F(x)) = \max \left\{ \mathbb{E} \left[ (g(x) - \nabla F(x))(g(x) - \nabla F(x))^T \right], \mathbb{E} \left[ (g(x) - \nabla F(x))^T \nabla f(x) \right] \right\}$$

$$\leq \max \left\{ \frac{1}{N} \left( \frac{3n}{n+2} \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right), \frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) \right\}$$

$$= \frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right).$$

By Bernstein’s inequality, we have

$$\mathbb{P}(\|g(x) - \nabla F(x)\| \geq r) \leq (n+1) \exp \left( \frac{-r^2/2}{\frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) + \frac{n}{2N} \left( 2\|\nabla f(x)\| + L\sigma \right)} \right) \leq (n+1) \exp \left( \frac{-r^2/2}{\frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) + \frac{n}{2N} \left( 2\|\nabla f(x)\| + L\sigma \right)} \right).$$

In order to ensure that $\mathbb{P}(\|g(x) - \nabla F(x)\| \geq r) \leq \delta$, for some $\delta \in (0,1)$, we require that

$$(n+1) \exp \left( \frac{-r^2/2}{\frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) + \frac{n}{2N} \left( 2\|\nabla f(x)\| + L\sigma \right)} \right) \leq \delta,$$

from which we conclude that

$$N \geq \left[ \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^2}{4} \right) + \frac{2n}{3r} \left( 2\|\nabla f(x)\| + L\sigma \right) \right] \log \frac{n+1}{\delta}.$$
For the cBSG case, note that
\[
\mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ \frac{n}{N} f(x + \sigma u_i) - f(x - \sigma u_i) \right] = 0,
\]
and
\[
\left\| \frac{n}{N} \frac{f(x + \sigma u_i) - f(x - \sigma u_i)}{2\sigma} u_i - \frac{1}{N} F(x) \right\| \leq \frac{n}{2N\sigma} \mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ \left\| f(x + \sigma u_i) - f(x - \sigma u_i) \right\| \right] + \left\| f(x + \sigma u_i) - f(x - \sigma u_i) \right\| \leq \frac{n}{2N\sigma} \mathbb{E}_{u_i \sim \mathcal{U}(S(0,1))} \left[ 2\nabla f(x)^T \sigma u_i + \frac{M\|\sigma u_i\|^3}{3} \right]
\]
\[
\leq \frac{n}{N} \left( 2\|\nabla f(x)\| + \frac{M\sigma^2}{3} \right),
\]
for all \( u_i \sim \mathcal{U}(S(0,1)) \). The matrix variance statistic of \( g(x) - \nabla F(x) \) is
\[
v(g(x) - \nabla F(x)) = \max \left\{ \mathbb{E} \left[ (g(x) - \nabla F(x)) (g(x) - \nabla F(x))^T \right], \mathbb{E} \left[ (g(x) - \nabla F(x))^T (g(x) - \nabla F(x)) \right] \right\}
\]
\[
\leq \max \left\{ \frac{1}{N} \left( \frac{3n}{n+2} \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right), \frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) \right\}
\]
\[
= \frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right).
\]
By Bernstein’s inequality, we have
\[
P(\|g(x) - \nabla F(x)\| \geq r) \leq (n+1) \exp \left( \frac{-r^2/2}{\frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) + \frac{nr}{3N} (2\|\nabla f(x)\| + M\sigma^2/3)} \right).
\]
In order to ensure that \( P(\|g(x) - \nabla F(x)\| \geq r) \leq \delta \), for some \( \delta \in (0,1) \), we require that
\[
(n+1) \exp \left( \frac{-r^2/2}{\frac{n}{N} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) + \frac{nr}{3N} (2\|\nabla f(x)\| + M\sigma^2/3)} \right) \leq \delta
\]
from which we conclude that
\[
N \geq \left[ \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) + \frac{2n}{3r} \left( 2\|\nabla f(x)\| + \frac{M\sigma^2}{3} \right) \right] \log \frac{n+1}{\delta}.
\]

Now, with bounds for both terms in (3.22), we can bound \( \|g(x) - \nabla f(x)\| \), in probability.

**Theorem 3.13.** Suppose that Assumption 1.1 holds and \( g(x) \) is calculated via (3.20). If
\[
N \geq \left( \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nL^2\sigma^4}{4} \right) + \frac{2n}{3r} (2\|\nabla f(x)\| + L\sigma) \right) \log \frac{n+1}{\delta},
\]
then, for all \( x \in \mathbb{R}^n \) and \( r > 0 \),
\[
\|g(x) - \nabla f(x)\| \leq L\sigma + r.
\]
with probability at least \( 1 - \delta \).
Alternatively, suppose that Assumption 1.2 holds and \( g(x) \) is calculated via (3.21). If
\[
N \geq \left[ \frac{2n}{r^2} \left( \|\nabla f(x)\|^2 + \frac{nM^2\sigma^4}{36} \right) + \frac{2n}{3r} \left( 2\|\nabla f(x)\| + \frac{M\sigma^2}{3} \right) \right] \log \frac{n+1}{\delta},
\]
then, for all \( x \in \mathbb{R}^n \) and \( r > 0 \),
\[
\|g(x) - \nabla f(x)\| \leq M\sigma^2 + r.
\] (3.29)
with probability at least \( 1 - \delta \).

**Proof.** The proof for the first part (3.28) is a straightforward combination of the bound in (3.23) and the result of the first part of Lemma 3.12. The proof for the second part (3.29) is a straightforward combination of the bound in (3.24) and the result of the second part of Lemma 3.12.

In Theorem 3.13 one should notice the improved dependence of the sample size \( N \) on the probability \( \delta \) as compared to Theorem 3.8. We should note again that we cannot derive similar results for Gaussian smoothed gradient approximations because when \( u \) is Gaussian the term \( \frac{f(x+\sigma u)-f(x)}{\sigma} u \) can be arbitrarily large with positive probability.

We now state the convergence results, similar to Corollaries 3.9 and 3.10, for the line search DFO algorithm where the gradient approximations are computed via (3.20) and (3.21), respectively. For brevity, we skip the derivations and just state the results.

**Corollary 3.14.** Suppose that Assumption 1.1 holds and \( g(x_k) \) is computed via (3.20) with \( N \) and \( \sigma_k \) satisfying
\[
N \geq \left( \frac{2n}{\theta^2} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right)^2 + \frac{n}{2} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right)^2 + \frac{4n}{3\theta} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right) + \frac{2\sqrt{n}}{3} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right) \right) \log \frac{n+1}{\delta},
\] (3.30)
and
\[
\sigma_k \leq \frac{\theta\|\nabla f(x_k)\|}{\sqrt{nL}}.
\] (3.31)
Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

**Corollary 3.15.** Suppose that Assumption 1.2 holds and \( g(x_k) \) is computed via (3.21) with \( N \) and \( \sigma_k \) satisfying
\[
N \geq \left( \frac{2n}{\theta^2} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right)^2 + \frac{n}{18} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right)^2 + \frac{4n}{3\theta} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right) + \frac{2\sqrt{n}}{9} \left( \frac{\sqrt{n}}{\sqrt{n-1}} \right) \right) \log \frac{n+1}{\delta},
\] (3.32)
and
\[
\sigma_k \leq \frac{\theta\|\nabla f(x_k)\|}{\sqrt{nM}}.
\] (3.33)
Then, the convergence results of Theorems 2.8, 2.12 and 2.14 hold.

### 4 Numerical Results

In this section, we test our theoretical conclusions via numerical experiments.
4.1 Gradient Approximation Accuracy

First, we compare the numerical accuracy of the gradient approximations obtained by the methods discussed in Section 3. We compare the resulting \( \theta \), which is the relative error

\[
\frac{\| \nabla f(x) - g \|}{\| \nabla f(x) \|}, \tag{4.1}
\]

and report the average log of the relative error, i.e., \( \log_{10} \theta \). Theory dictates that an optimization algorithm will converge if \( \log_{10} \theta \) is negative, bounded away from zero, with sufficiently high probability.

Gradient estimation on a synthetic function  We first conduct tests on a synthetic function,

\[
f(x) = \left( \sum_{i=1}^{n/2} M \sin(x_{2i-1}) + \cos(x_{2i}) \right) + \frac{L - M}{2n} x^T 1_{n \times n} x, \tag{4.2}
\]

where \( n \) is an even number denoting the input dimension, \( 1_{n \times n} \) denotes an \( n \) by \( n \) matrix of all ones, and \( L > M > 0 \). We approximate the gradient of \( f \) at the origin, for which \( \| \nabla f(0) \| = \sqrt{\frac{n}{2}} M \). The Lipschitz constants for the first and second derivatives are \( L \) and \( \max\{M, 1\} \), respectively. The function given in (4.2) allows us to vary all the moving components in the gradient approximations, namely, the dimension \( n \), the Lipschitz constants \( L \) and \( M \) of the gradients and Hessians, respectively, the sampling radius \( \sigma \) and the number of samples \( N \), in order to evaluate the different gradient approximation methods.

For linear interpolation, the directions \( \{u_i\}_{i=1}^{n} \) are chosen as \( u_i \sim \mathcal{N}(0, I) \) for all \( i = 1, 2, \ldots, n \), and then normalized so that they lie in a unit ball \( u_i \leftarrow u_i/\max_{j \in \{1, \ldots, n\}} \| u_j \| \). We illustrate the performance of the gradient approximations using 5 box plots (Figure 1). The default values of the parameters are: \( n = 20 \), \( M = 1 \), \( L = 2 \), \( \sigma = 0.01 \), and \( N = 4n \) (for the smoothing methods). For each box plot, we vary one of the parameters. Note, when comparing the relative errors for different values of \( M \), the constant \( L \) is set to the same value as \( M \). For all randomized methods, including linear interpolation, \( \nabla f(0) \) is estimated 100 times, i.e., we compute 100 realizations of \( g(0) \).

In accordance with our theory, we see in Figure 1a that the performance of most algorithms is not affected by the dimension \( n \) as long as the number of samples is chosen appropriately. The only algorithm that is affected is interpolation: this is because as the dimension increases the matrix \( Q \) formed by the sampling directions (chosen randomly) may get more ill-conditioned. In Figure 1b, we observe that the size of \( \sigma \) has a significant effect on the deterministic methods (FFD and CFD) and LI, while it has no effect on GSG, cGSG, BSG or cBSG because, as predicted by our theory one of the error terms in the approximation does not diminish with \( \sigma \). In Figure 1c, we see that having more samples improves the accuracy achieved by GSG, cGSG, BSG or cBSG. Finally, in Figures 1d and 1e, we see how the FFD and other methods get adversely affected by large \( L \), while CFD remain immune to these changes, and that the effect is reversed with respect to changes in \( M \).

Gradient estimation on Schittkowski functions  Next, we test the different gradient approximations on the 69 functions from the Schittkowski test set [27]. The methods we compare are the same as in the case of the synthetic function. We computed the gradient approximations for a variety of points with diverse values for \( \nabla f(x_k) \) and local Lipschitz constants \( L \). For each problem we generated points by running gradient descent with a fixed step size parameter \( 1/L \) for either 100 iterations or until the norm of the true gradient reached a value of \( 10^{-9} \). Since for several problems the algorithm terminated in less than 100 iterations, the actual number of points we obtained was 6509.

Table 4 summarizes the results of these experiments. We show the average of the log of the relative error (4.1) for 6509 points for different choices of \( \sigma \) (\( \sigma \in \{10^{-2}, 10^{-5}, 10^{-8}\} \)), and where appropriate different choices of \( N \). The values in bold indicate values of \( \theta < 1 \). We observe that for the smoothing methods at least 2n samples are needed to reliably obtain \( \log_{10} \theta < 0 \) (or \( \theta < 1 \)). Moreover, this experiment indicates that the relative errors \( \theta \) for FFD, CFD and LI methods are significantly smaller than those obtained by the smoothing methods.
Figure 1: Log of relative error \( (4.1) \) of gradient approximations (FFD, CFD, LI, GSG, cGSG, BSG, cBSG) with different \( n \), \( \sigma \), \( N \), \( L \) and \( M \).

Table 4: Average (Log) Relative Error of Gradient Approximations for 6509 Problems.

| Approximation | \# of Samples (\( N \)) | \( \sigma = 10^{-2} \) | \( \sigma = 10^{-5} \) | \( \sigma = 10^{-8} \) |
|---------------|--------------------------|--------------------------|--------------------------|--------------------------|
| FFD           | \( n + 1 \)              | 0.2720                   | -2.6051                  | -5.3600                  |
| CFD           | \( 2n \)                 | -4.0794                  | -8.3847                  | -7.4542                  |
| LI            | \( n \)                  | 0.7757                   | -2.0992                  | -4.7714                  |
| GSG           | \( n \)                  | 0.7449                   | 0.0979                   | -0.0254                  |
|               | \( 2n \)                 | 0.6527                   | -0.0220                  | -0.1529                  |
|               | \( 4n \)                 | 0.5309                   | -0.1580                  | -0.2988                  |
|               | \( 8n \)                 | 0.4020                   | -0.3023                  | -0.4486                  |
| cGSG          | \( 2n \)                 | 0.1219                   | -0.0453                  | -0.0403                  |
|               | \( 4n \)                 | -0.0022                  | -0.1761                  | -0.1796                  |
|               | \( 8n \)                 | -0.1159                  | -0.3209                  | -0.3136                  |
|               | \( 16n \)                | -0.2387                  | -0.4649                  | -0.4588                  |
| BSG           | \( n \)                  | 0.6755                   | 0.0193                   | -0.1220                  |
|               | \( 2n \)                 | 0.5363                   | -0.1191                  | -0.2542                  |
|               | \( 4n \)                 | 0.3856                   | -0.2683                  | -0.4057                  |
|               | \( 8n \)                 | 0.2406                   | -0.4242                  | -0.5563                  |
| cBSG          | \( 2n \)                 | 0.0375                   | -0.1388                  | -0.1301                  |
|               | \( 4n \)                 | -0.0984                  | -0.2750                  | -0.2696                  |
|               | \( 8n \)                 | -0.2258                  | -0.4241                  | -0.4212                  |
|               | \( 16n \)                | -0.3610                  | -0.5750                  | -0.5749                  |
4.2 Performance of Line Search DFO Algorithm with Different Gradient Approximations

The ability to approximate the gradient sufficiently accurately is a crucial ingredient of model based, and in particular line search, DFO algorithms. The numerical results presented in Section 4.1 illustrated the merits and limitations of the different gradient approximations. In this section, we investigate how these methods perform in conjunction with a line search DFO algorithm (Algorithm 1).

Several algorithms could be considered in this section. We focus on line search DFO algorithms that either compute steepest descent search directions \( (d_k = -g(x_k)) \) or L-BFGS search directions \( (d_k = -H_k g(x_k)) \). Moreover, we considered both adaptive line search variants as well as variants that used a constant, tuned step size parameter. Overall, we investigated the performance of 17 different algorithms. We considered algorithms that approximate the gradient using FFD, CFD and the four smoothing methods with steepest descent or L-BFGS search directions and an adaptive line search strategy. We also considered methods that approximate the gradient using the smoothing methods with steepest descent search directions and a constant step size parameter. Finally, as a benchmark, we compared the performance of the aforementioned methods against the popular DFOTR algorithm [1].

We tested the algorithms on the problems described in [18] (53 problems), and illustrate the performance of the methods using performance and data profiles [12, 18]. We first compare the performance of the best variant of each gradient approximation for different accuracy levels \( \tau \) (Figure 2). We selected only the best performers among different possible variants by first comparing the variants among themselves. For example, for FFD and CFD the LBFGS variant outperformed the steepest descent variant. With regards to the smoothing methods, GSG with \( N = n \) samples per iteration and steepest descent search directions was the best performer out of all GSG methods, and BSG with \( N = 4n \) and LBFGS performed best among all BSG variants. For all the types of gradient approximations, the variants that performed the best used an adaptive step length procedure. We omit illustrations of these comparison for brevity.

Figure 2: Performance and data profiles for best variant of each method. Top row: performance profiles; Bottom row: data profiles.

Next, we compare the adaptive step size methods against the constant step size ones (Figures 3 and 4).
Figure 3: Performance profiles for Finite Difference variants with steepest descent (SD) and LBFGS search directions, and with and without a line search (LS).

Figure 4: Performance profiles for best smoothed variants with steepest descent (SD) and LBFGS search directions, and with and without a line search (LS).

5 Final Remarks

We have shown that several derivative-free techniques for approximating gradients provide comparable estimates under reasonable assumptions. These approximations can be used effectively in conjunction with a line search algorithm, possibly with LBFGS search directions, provided they are sufficiently accurate. The convergence rates of the resulting methods match those of methods based on exact gradients. In this paper, all of the analysis is derived for the case of smooth functions. Our theoretical results, and related numerical experiments, show that finite difference and interpolation methods are much more efficient than smoothing methods in providing good gradient approximations. However, the situation may be different in the case of noisy, nonsmooth and stochastic functions which is the subject for follow-up research.
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A Derivations

A.1 Derivation of (3.7)

\[ \| \nabla F(x) - \nabla f(x) \| = \| E_{u \sim \mathcal{N}(0, I)} [\nabla f(x + \sigma u) - \nabla f(x)] \| \]
\[ \leq E_{u \sim \mathcal{N}(0, I)} \| \nabla f(x + \sigma u) - \nabla f(x) \| \]
\[ \leq L\sigma E_{u \sim \mathcal{N}(0, I)} \| u \| \]
\[ = L\sigma \sqrt{2} \frac{\Gamma(\frac{n+1}{2})}{\Gamma(\frac{n}{2})} \]
\[ \leq \sqrt{n} L\sigma. \]

A.2 Derivation of (3.8)

\[ \| \nabla F(x) - \nabla f(x) \| = \left\| E_{u \sim \mathcal{N}(0, I)} \left[ \frac{1}{2} \nabla f(x + \sigma u) + \frac{1}{2} \nabla f(x - \sigma u) - \nabla f(x) \right] \right\| \]
\[ \leq \frac{1}{2} E_{u \sim \mathcal{N}(0, I)} \left( \| \nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u) \| \sigma u \right) \]
\[ = \frac{1}{2} E_{u \sim \mathcal{N}(0, I)} \left( \| \nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u) \| \sigma u \right), \]
for some 0 ≤ ξ_1 ≤ σ and 0 ≤ ξ_2 ≤ σ by the intermediate value theorem. Then

\[ \| \nabla F(x) - \nabla f(x) \| \leq \frac{1}{2} E_{u \sim \mathcal{N}(0, I)} \left[ \| \nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u) \| \sigma u \right] \]
\[ \leq \frac{1}{2} E_{u \sim \mathcal{N}(0, I)} \left[ M \xi_1 u + \xi_2 u \right] u \]
\[ = \frac{1}{2} E_{u \sim \mathcal{N}(0, I)} \left[ \| \nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u) \| \sigma u \right] \]
\[ \leq nM^2 \sigma^2. \]

A.3 Derivation of (3.23)

\[ \| \nabla F(x) - \nabla f(x) \| = \| E_{u \sim \mathcal{U}(B(0, 1))} [\nabla f(x + \sigma u) - \nabla f(x)] \|
\leq E_{u \sim \mathcal{U}(B(0, 1))} \| \nabla f(x + \sigma u) - \nabla f(x) \|
\leq L\sigma E_{u \sim \mathcal{U}(B(0, 1))} \| u \|
\leq L\sigma. \]

A.4 Derivation of (3.24)

\[ \| \nabla F(x) - \nabla f(x) \| = \left\| E_{u \sim \mathcal{U}(B(0, 1))} \left[ \frac{1}{2} \nabla f(x + \sigma u) + \frac{1}{2} \nabla f(x - \sigma u) - \nabla f(x) \right] \right\| \]
\[ \leq \frac{1}{2} E_{u \sim \mathcal{U}(B(0, 1))} \left( \| \nabla f(x + \sigma u) - \nabla f(x) - (\nabla f(x) - f(x - \sigma u)) \| \right) \]
\[ = \frac{1}{2} E_{u \sim \mathcal{U}(B(0, 1))} \left( \| \nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u) \| \sigma u \right), \]
for some $0 \leq \xi_1 \leq \sigma$ and $0 \leq \xi_2 \leq \sigma$ by the intermediate value theorem. Then

$$\|\nabla F(x) - \nabla f(x)\| \leq \frac{1}{2} \mathbb{E}_{u \sim U(B(0,1))} \left[ \|\nabla^2 f(x + \xi_1 u) - \nabla^2 f(x - \xi_2 u)\| \sigma \|u\| \right]$$

$$\leq \frac{1}{2} \mathbb{E}_{u \sim U(B(0,1))} \left[ M \|\xi_1 u + \xi_2 u\| \cdot \sigma \|u\| \right]$$

$$= \frac{1}{2} \mathbb{E}_{u \sim U(B(0,1))} \left[ \|\xi_1 + \xi_2\| \cdot \|u\|^2 M \sigma \right]$$

$$\leq M \sigma^2.$$