Cluster Analysis in Practice: Dealing with Outliers in Managerial Research
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ABSTRACT

Context: in recent years, cluster analysis has stimulated researchers to explore new ways to understand data behavior. The computational case of this method and its ability to generate consistent outputs, even in small datasets, explains that to some extent. However, researchers are often mistaken in holding that clustering is a terrain in which anything goes. The literature shows the opposite: they must be careful, especially regarding the effect of outliers on cluster formation. Objective: in this tutorial paper, we contribute to this discussion by presenting four clustering techniques and their respective advantages and disadvantages in the treatment of outliers. Methods: for that, we worked from a managerial dataset and analyzed it using k-means, PAM, DBSCAN, and FCM techniques. Results: our analyzes indicate that researchers have distinct clustering techniques for dealing with outliers accordingly. Conclusion: we concluded that researchers need to have a more diversified repertoire of clustering techniques. After all, this would give them two relevant empirical alternatives: choose the most appropriate technique for their research objectives or adopt a multi-method approach.

Keywords: cluster analysis; outliers; k-means; DBSCAN; fuzzy clustering.

RESUMO

Contexto: nos últimos anos, a análise de clusters tem estimulado os pesquisadores a explorar novas maneiras para entender o comportamento dos dados. A facilidade computacional desse método e sua habilidade de gerar resultados consistentes, mesmo em bases de dados pequenas, explicam isso em certa medida. Entretanto, os pesquisadores frequentemente se equivocam ao sustentar que a clusterização é um território no qual vale tudo. A literatura mostra o oposto: eles têm que ser cuidadosos, especialmente em relação ao efeito dos outliers na formação dos clusters. Objetivo: neste artigo tutorial, nós contribuímos para essa discussão ao apresentarmos quatro técnicas de clusterização com suas respectivas vantagens e desvantagens no tratamento dos outliers. Métodos: para isso, nós trabalhamos com uma base de dados gerenciais, analisando-a por meio das técnicas k-means, PAM, DBSCAN e FCM. Resultados: nossas análises indicam que os pesquisadores têm diferentes técnicas de clusterização ao seu dispor para tratar os outliers adequadamente. Conclusão: nós concluímos que os pesquisadores precisam ter um repertório mais diversificado de técnicas de clusterização. Afinal, isso daria a eles duas alternativas empíricas relevantes: escolher a técnica mais apropriada para os objetivos das suas pesquisas ou adotar uma abordagem multimétodo.
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INTRODUCTION

Cluster analysis is one of the most widely known multivariate methods to understand data behavior, including in the managerial area (Aggarwal, 2014; Ketchen & Shook, 1996). This popularity is due to the intuitive concepts that underpin the method and facilitate the interpretation of outputs. In managerial research, the possibility of applying the method exceeds solving specific problems such as segmenting markets or identifying different patterns of behavior among the subjects of research. Cluster analysis also attracts researchers in the area because it does not demand large datasets or data that meet the more restrictive assumptions of other multivariate methods, such as linearity, normality, and homoscedasticity (Norusis, 2006a).

Nevertheless, this does not mean that anything goes in cluster analysis: in fact, specific patterns of data behavior can bias the outputs substantially. One of these patterns results from the presence of outliers, defined as abnormal values that can have an extreme effect on the analysis (Acock, 2014; Irizarry & Love, 2015). It is not always easy to identify these outliers correctly, nor to estimate their real influence on data behavior (Adams, Hayunga, Mansi, Reeb, & Verardi, 2019; Loperfido, 2020). For this reason, researchers often follow protocols that recommend excluding these outliers, treating them as a problem to be solved before starting the core of the analysis (Hair, Black, Babin, & Anderson, 2018; Malhotra, 2018).

However, these protocols are not the only option for researchers. Indeed, statisticians and mathematicians continue to develop clustering techniques that treat outliers without necessarily excluding them from the analysis. That is a methodological advance, since these outliers are information and, as such, can help the researcher to understand data behavior. Thus, not always the most recommended path will be their mere exclusion from the analysis.

The purpose of this paper is to help researchers learn about four clustering alternatives. By doing that, we can provide them the knowledge to deal with outliers as part of the research outcome and not as a problem in itself. To do this, we analyze the data from this research using four different techniques: $k$-means, PAM, DBSCAN, and FCM.

In this paper, we had two concerns. The first was using actual data from managerial research. Ordinarily, tutorial papers on multivariate methods use datasets created from the random selection of a continuous dataset and which often obey a particular distribution, such as Gaussian. On the one hand, this strategy makes the technique work perfectly, generating exemplary outputs. On the other hand, it moves away from the reality of many researchers, often involved with data that are far from meeting the behavior prescribed in data science manuals. That is the case with managerial research, which regularly uses discrete data and does not meet the distributional demands of many multivariate methods. To get closer to this reality, we use the original dataset of Lopes, Pereira and Vieira (2009).

Our second concern was to be instructive. Tutorial papers on quantitative methods and techniques often lose their way in explanations with much-advanced mathematics that confuse rather than clarify the subject. To avoid this, we wrote a more fluid and friendly text, which was intelligible even to researchers less familiar with clustering. That has led us to limit the mathematical discussion to what was strictly necessary. We also focused on showing the application of our results to management analysis, avoiding tiring the reader with overly technical explanations for a tutorial paper. Finally, we ensured the reproducibility of our outputs by making our dataset and analysis codes available to readers as supplemental material. These codes are in R language, widely used in academic circles.

LITERATURE REVIEW

Cluster analysis is a multivariate exploratory method widely used in several areas since the 1960s (Scoltock, 1982). It classifies objects, allocating them into internally homogeneous but also heterogeneous groups (Everitt & Hothorn, 2006). Therefore, its logic is to gather what is similar while separating what is different.

This definition shows that there is no cluster analysis without objects. They are elements that take different forms, such as countries, social groups, individuals, products, or any other element that can be classified from a certain number of attributes (Yu, Wang, Wang, & Zeng, 2020). Since the method is multivariate, it computes these attributes simultaneously. Cluster analysis describes the behavior of objects in groups in the exploratory phase of their investigation since the output is unique to the objects included in the analysis. Consequently, the inclusion or exclusion of any of them from the original research will imply a different output, making the researcher have to resort to other multivariate methods if he or she wants his analysis to be predictive (Fávero & Belfiore, 2017).

Despite this limitation, cluster analysis has been used frequently in many areas. For example, Ketchen and Shook (1996) reviewed the theory and applications of the method in strategic management research. Sun, Chen, Xiong and Guo (2017) concluded that clustering techniques could help researchers identify dynamic decision patterns in organizations and firms. Finally, Thrun (2019) studied the gross domestic product of 160 countries and concluded that an economic event that occurred in 2001 was instrumental in allocating these objects to different groups.
To some extent, this popularity of cluster analysis is due to its less restrictive assumptions compared to those of other multivariate methods (Everitt & Hothorn, 2006). Consequently, two aspects are especially attractive to management researchers: many cluster analysis techniques do not require datasets with many observations or that these data are associated with a specific distribution (Norusis, 2006a). That solves two problems.

To begin with, researchers hardly use large datasets, primarily when they collect data from primary sources. Thus, there is much research with few observations, which restricts the use of multivariate methods such as generalized linear models (GLS) or covariance-based structural equation modeling (COV-SEM), among others. Another aspect is that the data rarely follow a specific distribution. In this respect, quantitative managerial research often uses qualitative variables, i.e., discrete ones. Although they can be treated as quantitative in specific cases (Moustaki, Jöreskog, & Mavridis, 2004; Nunnally & Bernstein, 1994), data hardly meet the distributional requirements of specific multivariate methods. When the researcher insists on using them, he or she assumes the risk of having strongly biased outputs that will have little or no theoretical or practical utility (Husson, Lê, & Pagès, 2017).

The ability of some cluster analysis techniques to generate consistent outputs in small datasets that do not follow distributional assumptions may lead the researcher to believe that ‘anything goes’ in this method, which is a misconception. It has two aspects that should not be ignored: the standardization of the scales of variables and, prominently, the effect of outliers.

For the former, cluster analysis forms the groups from the data of the quantitative variables, which must be in the same measurement unit. It is adequate to have quantitative variables, but they must be identifiers of the groups and not part of the calculations that allocate objects to them (Maechler, 2019). For example, the nominal qualitative variable ‘firm’ will help the researcher know that firms $X$ and $Y$ belong to Cluster 1 and that firms $K$ and $Z$ are in Cluster 2. However, the data regarding their names were not used to form these groupings because they are not numerical, being outside the calculations. At the same time, all quantitative variables must be in the same measurement unit. Otherwise, the clustering algorithm will use different magnitudes and may bias the results. Fortunately for researchers, the procedure to avoid this problem is simple: to standardize the quantitative variables, granting them values on the same scale.

The most prominent challenge of cluster analysis lies in the second aspect: assessing the effect of outliers on the output. In the computational logic of this method, the objects allocated in the same cluster need to be spatially close to each other, ensuring internal homogeneity. At the same time, each cluster must diverge from their counterparts; that is, they have to be heterogeneous. However, a dataset with many outliers may compromise both the internal homogeneity and the external heterogeneity of clusters, producing substantially skewed outputs. This risk exists because the outliers are values that escape the usual limits of data variation (Acock, 2014; Irizarry & Love, 2015), impacting to a greater or lesser degree the calculation of the distances that will serve to classify the objects in the clusters. Consequently, if these outliers have a powerful effect, the researcher will not be able to state that the clusters are distinct from each other or that their objects are internally homogeneous (Kassambara, 2017).

The effect of outliers represents an additional challenge for the researcher: the geometrical format of clusters. Cluster analysis covers distinct clustering techniques to deal with specific patterns of data behavior (Ester, Kriegel, Sander, & Xu, 1996). Many of the best-known techniques of management researchers are suitable for dealing with spherical-shaped or convex clusters. That means that specific techniques identify clusters only when they follow these geometric patterns. Otherwise, the output may be ambiguous or even contradictory.

In practice, research data do not always fit into this situation. The researcher may have to analyze data that form groups with intersections, that is, that are not entirely distinct from each other. More than that, there may be cases in which there is more than one geometric format for the groups, which makes it impossible to use the cited techniques. This issue of the impact of outliers on geometric format shows that the researcher should know a broader repertoire of clustering techniques. After all, the volume of data available to researchers has grown exponentially, making their analysis more complicated than in the past (Caffo, 2016).

These challenges motivated us to develop this paper, in which we describe the procedures for the reader to use four clustering techniques that deal with outliers differently. With this, we want to show that this kind of data can be seen as part of the solution, and not as a problem that needs to be solved.

**METHODOLOGY**

We compared the four clustering techniques from the dataset Consumer (Lopes, Pereira, & Vieira, 2009). It contains data on the satisfaction of 2,145 consumers with the services provided by a sample of Brazilian companies, covering indicators associated with perceived quality, perceived value, expectations, complaints, loyalty, and image. We chose to use this dataset so that we could show the practical application of cluster analysis in the managerial area. That would not have been possible if we had used the traditional practice of tutorial papers to create datasets from the random selection of values on a continuous scale.
In this paper, we extracted a predefined test sample with n = 108 consumers — about 5% of the dataset — to have visually accessible plots to analyze. After all, using the 2,145 consumers from the original dataset would produce plots with many overlapping images and therefore confusing for the reader. We also decided to exclude the missing data from this test sample because this subject and its implications would extrapolate the scope of this paper.

The following section describes the procedures we adopted in each clustering technique. We have written the codes in R language, making them available for download along with the original dataset as supplemental material.

**DATA ANALYSIS**

The following subsections describe and discuss our steps for computing the four clustering techniques covered in this paper. To facilitate the reader’s understanding, we briefly comment on each chunk of the code we developed in R. The beginning of the code line is indicated in this text by the symbol R>.

The reader must be aware that this code is supposed to run in the R Studio integrated development environment (IDE). It provides predefined functions that allow the researcher to execute actions in the R language efficiently. One of them is crucial for running the code appropriately: to download and import the dataset. To do that in R Studio, after downloading the dataset to a chosen directory on his or her computer, the researcher has to go to the upper menu and follow this sequence of actions: File/Import Dataset/From Excel.

After that, it is necessary to install the packages for the analysis by running the command:

R> install.packages(c("stats", "factoextra", "fpc"," dbscan", "cluster"))

The next step is to load those packages with the commands:

R> library(stats)
R> library(factoextra)
R> library(fpc)
R> library(dbscan)
R> library(cluster)

Those procedures will guarantee that the code runs correctly. We also included extra guidance on the code to help researchers to understand each decision we took on the analysis.

**Creating the test sample**

The first step in creating the test sample was to omit the missing data from the original base and arm the result into a new dataset:

R> ConsumerNoMissing <- na.omit(Consumer)

In this code, ConsumerNoMissing is the matrix that stores the variables without missing data, created by using the function na.omit() over the original Consumer base. Next, we standardize the values of the quantitative variables, which were between columns 2 and 51 of the ConsumerNoMissing dataset. To do so, we used the scale() function, selecting the desired columns through the subscript [seq( )].

This procedure allowed the variables to adopt a common scale, which is a prerequisite for cluster analysis techniques (Beysolow, 2017). The code we used was:

R> ConsumerScale <- scale(ConsumerNoMissing[seq(2, 51)])

Subsequently, we extracted the predefined sample using the head() function, taking the first 108 lines as selection criteria and storing the data in the ConsumerScaleSample dataset. That was a crucial step for allowing the reproducibility of results (Peng, 2019).

R> ConsumerScaleSample <- head(ConsumerScale, 108)

At the end of this procedure, we had a new dataset to start the analysis with the four clustering techniques. We presented the outputs in the following subsections.

**Technique 1: k-means clustering**

The k-means is a technique developed in the 1960s that distributes the objects through the partition system in a k number of clusters previously defined by the researcher (MacQueen, 1967). Its basic idea is to minimize the within-cluster variation, that is, the distance between the elements classified in the same cluster, ensuring that it is as homogeneous as possible.

There are a wide number of algorithms that minimize that variation, but Hartigan and Wong (1979) developed the most widely used to date. It defines the within-cluster variation as the sum of squared Euclidian distances between items and their centroid. Mathematically, let \( x_i \) be an observation assigned to the cluster \( C_k \) and \( \mu_k \) be the mean value of the observation assigned to the same cluster. Then, the within-cluster variation is:

\[
W(C_k) = \sum_{x_i \in C_k} (x_i - \mu_k)^2 
\]
Therefore, the total within-cluster variation is given by:

$$TW = \sum_{k=1}^{k} W(C_k) = \sum_{k=1}^{k} \sum_{x_i \in C_k} (x_i - \mu_k)^2$$

The \textit{k-means} algorithm estimates the value that minimizes $TW$. For this, the researcher needs to define the initial number of clusters (Sugar & James, 2003). Then, the algorithm will select $k$ objects randomly, which will be the centroids. Then, the remaining objects are assigned to their closest centroid, generating a new centroid of each cluster. This process repeats iteratively until obtaining the minimum $TW$ value.

The \textit{k-means} have become quite popular among researchers, notably for their relative theoretical simplicity and the ease of interpreting their results (Boehmke & Greenwell, 2019; Janssen & Wan, 2020). However, there is one aspect that deserves attention: the presence of outliers in the dataset may affect the output. That is because each centroid is a mean, that is, a measure of central tendency whose value is affected by extreme values. Thus, researchers must be cautious, even in the face of apparently consistent outputs.

Operationally, our first step to computing \textit{k-means} in R was to fix the optimum number of clusters ($k$). We made this decision from the information of two estimation methods: elbow and average silhouette. The first identifies the number of clusters so that adding more of them implies merely incremental variation on the total within sum of square. That measure represents the clustering solution's compactness that should be as small as possible, assuring the best intra-cluster homogeneity. The second method measures the quality of clustering by determining how well each object lies within its cluster. Hence, the higher the average silhouette, the better the clustering solution (Kassambara, 2017). Additional discussion on the optimal number of clusters is available in the Appendix A.

To compute the elbow method, we used the code with the \textit{fviz_nbclust()} function applied to the \textit{ConsumerScaleSample} dataset and with the \textit{kmeans} parameters defining the clustering technique and \textit{wss} selecting the elbow method. This code created a plot with the \textit{geom_vline()} function.

\begin{verbatim}
R> fviz_nbclust(ConsumerScaleSample, kmeans, method = "wss") + geom_vline(xintercept = 2, linetype = 2) + labs(subtitle = "Elbow method")
\end{verbatim}

In Figure 1, the numbers of clusters to the right of the dotted line represent incremental changes in total within sum of square. That means that the researcher will not have a better solution if he chooses any of them as $k$. What matters in the elbow method is the dotted line, as it marks the point of inflection of the curve and, consequently, the optimal number of clusters. For this reason, we considered $k = 2$.

The second method was the average silhouette, computed by the following code and whose output is in Figure 2.

\begin{verbatim}
R> fviz_nbclust(ConsumerScaleSample, kmeans, method = "silhouette") + geom_vline(xintercept = 2, linetype = 2) + labs(subtitle = "Average silhouette method")
\end{verbatim}

![Figure 1. The optimal number of clusters: k-means clustering with the elbow method.](image)

In Figure 1, the dotted line indicates the optimal number of clusters. It stands in the point from which the changes in the number of clusters (x-axis) correspond to an incremental variation on the total within sum of square (y-axis). Source: research data.
In this method, the optimum number of clusters corresponds to the largest average silhouette width, marked with the dotted line. Thus, Figure 2 showed us that we should keep \( k = 2 \).

We computed the \( k\)-means, saving the output in \( \text{km.Consumer} \) through the code:

\[
R> \text{km.Consumer} <- \text{kmeans(ConsumerScaleSample, 2, nstart = 30)}
\]

It triggered the \( \text{kmeans()} \) function, in which the digit ‘2’ represented \( k \) and \( \text{nstart} \) was the number of random starting partitions when centers were a number. It was arbitrary and greater than 1.

To facilitate the analysis, we plotted the results in Figure 3, created with this code:

\[
R> \text{fviz_cluster(km.Consumer, data = ConsumerScaleSample, palette = "jco", ellipse = TRUE, star.plot = TRUE, repel = TRUE, ggtheme = theme_minimal())}
\]

**Figure 2.** The optimal number of clusters: \( k\)-means clustering with the average silhouette method.

In Figure 2, the dotted line indicates the optimal number of clusters according to the average silhouette method. That line stands where the number of clusters (x-axis) intercepts the maximum average silhouette width (y-axis). The higher the average silhouette, the better the clustering solution. Source: research data.

**Figure 3.** \( k\)-means clustering with \( k = 2 \).

Figure 3 shows that the consumers have a significant homogeneous behavior considering the variables in the dataset. They lied in Cluster 1, except for the one single consumer on the high left corner, assigned to Cluster 2. Source: research data.
This output showed that Cluster 1 included almost all consumers, except the one that was comprised within Cluster 2. From a managerial point of view, this output also indicated that most consumers behave very similarly regarding the factors that affect their overall satisfaction with the products. In other words, the firm would be operating in a market with practically a single segment, which would allow it to develop products aimed only at this audience. If it did this, this hypothetical firm could obtain very significant economies of scope and scale (Besanko, Dranove, Shanley, & Schaefer, 2016).

Results with unit clusters or that aggregate almost all objects deserve attention, even if they have essential information for the researcher and are relatively common (Raykov, Boukouvalas, Baig, & Little, 2016). There are several reasons for this extra attention, one of them being the effect of outliers. As the centroid is a mean, its value can be substantially affected by extreme values in the dataset, causing the \textit{k-means} clustering algorithm to identify clusters from biased centroids eventually. In this technique, the researcher does not have many alternatives to deal with this situation: either identifies and excludes outliers (Fischetti, 2015), or he or she assumes that the result is not firmly biased and continues with the analysis.

Fortunately, the development of new clustering techniques in recent years has created consistent options to analyze the effect of outliers. One of these is to use the PAM algorithm, described below.

\textbf{Technique 2: partitioning around medoids (PAM)}

The popularity of \textit{k-means} has stimulated mathematicians and statisticians to develop more appropriate algorithms to deal with the effect of outliers (Pandey & Singh, 2016). One of them is partitioning around medoids (PAM) (Kaufman & Rousseeuw, 1990).

We explained earlier that \textit{k-means} rests on the concept of the centroid, which is a mean. The PAM algorithm starts from a different point, where the medoids are the parameters to form the groups. The medoid is an object allocated to a specific cluster and has the lowest average dissimilarity between it and the others in that cluster, being its most central point (Bhat, 2014; Velmurugan & Santhanam, 2010). Thus, \textit{k-medoids} clusterization is less sensitive to the presence of outliers, as it does not directly use means to define groups (Kassambara, 2017).

The PAM algorithm operates this feature by identifying a \textit{k-number} of representative centroids among the dataset observations. After that, PAM forms clusters by assigning each observation to the nearest medoid. Then this algorithm makes successive exchanges between the medoids and their complementary objects, calculating various objective functions, and comparing their values. When a given exchange corresponds to the smallest possible value of its respective objective function, the algorithm interrupts processing and displays the final result (Kaufman & Rousseeuw, 1990).

We computed the PAM by estimating the optimal number of clusters firstly. Again, we used the elbow and average silhouette methods, operated by a code almost identical to the previous one: the difference is the inclusion of the PAM parameter instead of \textit{k-means}.

\begin{verbatim}
R> fviz_nbclust(ConsumerScaleSample, pam, method = "wss") + geom_vline(xintercept = 2, linetype = 2) + labs(subtitle = "Elbow method")
R> fviz_nbclust(ConsumerScaleSample, pam, method = "silhouette") + labs(subtitle = "Average silhouette method")
\end{verbatim}

Figure 4 displays the output of the elbow method.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{elbow.png}
\caption{The optimal number of clusters: \textit{k-medoids} clustering with PAM algorithm and elbow method.}
\end{figure}

Figure 4 has the same interpretation of Figure 1. Hence, the dotted line indicates the optimal number of clusters. That line stands in the point from which the changes in the number of clusters (x-axis) correspond to an incremental variation on the total within sum of square (y-axis). Source: research data.
Figure 4 showed that the use of medoids has not altered the optimal number of clusters that we had estimated in the \( k\)-means technique. The silhouette method reinforced this conclusion, as shown in Figure 5.

In view of this, we computed the PAM with \( k = 2 \) and plotted the output in Figure 6.

\[
\text{R> pam.Consumer <- pam(ConsumerScaleSample, 2)} \\
\text{R> fviz_cluster(pam.Consumer, data = ConsumerScaleSample, palette = "jco", ellipse = TRUE, star.plot = TRUE, repel = TRUE, ggtheme = theme_minimal())}
\]

**Figure 5.** The optimal number of clusters: \( k\)-medoids clustering with PAM algorithm and average silhouette method.

Figure 5 is interpreted in the same way as in Figure 2. Then, the dotted line indicates the optimal number of clusters according to the average silhouette method. That line stands in the point where there is the number of clusters (x-axis) with the maximum average silhouette width (y-axis). The higher the average silhouette, the better the clustering solution. Source: research data.

**Figure 6.** \( K\)-medoids clustering with PAM algorithm and \( k = 2 \).

Figure 6 indicates that the PAM algorithm did not change the previous output substantially. Hence, it shows that the consumers have a significant homogeneous behavior considering the variables in the dataset. Because of that, they lied in Cluster 1, except for the one single consumer on the high left corner who was assigned to Cluster 2. Source: research data.
The PAM did not substantially change the \textit{k-means} output. Again, we had Cluster 1 as a convex grouping that included virtually all consumers, except for the one on line 3 of our dataset. That reinforces the hypothesis that outliers are not substantially affecting data behavior. After all, if this hypothesis were the most likely, some evident change in cluster composition should have occurred.

That shows the relevance of the researcher investigating the clustering results further. In our working example, if we had limited ourselves to reporting the \textit{k-means} findings, we might have been tempted to say that the outliers had a significant effect on the data behavior. With PAM, we could practically rule that out.

However, at this point, another question emerged: if outliers are not affecting the allocation of objects in clusters, then would it be better to exclude them from our analysis or treat them as sources of information about data behavior? This question could not be adequately answered by PAM, as it extrapolated its purpose in the same way that assessing the effect of outliers went beyond what \textit{k-means} had to offer. For this reason, we continued our analysis using the third technique: DBSCAN.

\textbf{Technique 3: density-based spatial clustering and application with noise (DBSCAN)}

So far, we have presented techniques that group objects by their similarity in the same cluster, while the clusters differ substantially from each other. For the results to be satisfactory, they need to be spherical-shaped or convex.

However, the researcher can often have objects allocated in clusters of multiple formats. In such cases, none of the techniques discussed so far are suitable. Ester, Kriegel, Sander and Xu (1996) have developed an alternative technique that changes the logic we have adopted so far: the density-based spatial clustering and application with noise (DBSCAN). It classifies objects using density as a parameter, which allows identifying clusters with several geometric shapes.

Density treats clusters as dense and contiguous regions in data space, separated by low-density areas (Sander, 2010). In these areas, unallocated points eventually reside in a cluster: the outliers. That represents a meaningful conceptual change because these points are no longer just anomalous values in a dataset, but become information that can effectively help the researcher understand data behavior. After all, within DBSCAN logic, an outlier is in an area where there is little data concentration, and discovering the cause of this can be a challenge for the researcher.

The first step in using DBSCAN properly is to understand six fundamental definitions (Hahsler, Piekenbrock, & Doran, 2019). The first is the \(\epsilon\)-neighborhood, given by:

\[ N_{\epsilon}(p) = \{ q \in D | d(p,q) < \epsilon \} \]

This relationship means \(N_{\epsilon}(p)\) of a data point is the set of points within a specified radius \(\epsilon\) around \(p\) and \(d\) is some distance measure. The second definition is point classes. According to it, a point \(p \in D\) may assume one of three ways: (a) a core point if \(N_{\epsilon}(p)\) has high density. Therefore, \(|N_{\epsilon}(p)| \geq \text{MinPts}\), which is a user-specified density threshold; (b) a border point if \(p\) is not a core point, even though it is in the neighborhood of a core point; (c) a noise point, otherwise.

The third definition states that a point \(q \in D\) is directly density-reachable from a point \(p \in D\) if two conditions are satisfied: (a) \(|N_{\epsilon}(p)| \geq \text{MinPts}\); (b) \(q \in N_{\epsilon}(p)\).

The fourth definition affirms that a point \(p\) is density-reachable from \(q\) if there is an ordered sequence of points leading from \(q\) to \(p\). The fifth definition states that two points \(p\) and \(q\) are density-connected if they are density-reachable from a core point \(o \in D\). Finally, the sixth definition states that a density-based cluster \(C\) is a non-empty subset of \(D\) that satisfies two conditions: (a) maximality: \(q \in C\), if \(p \in C\) and \(q\) is density-reachable from \(p\); (b) connectivity: \(p\) is density-connected to \(q \forall p,q \in C\).

DBSCAN forms clusters in a relatively simple way. First, the algorithm identifies a core point and allocates it to a cluster with all its density-connected points. Second, this process continues iteratively until it identifies all remaining core and density-connected points. Third, points that have not been allocated to a cluster are the outliers (Kassambara, 2017).

We started DBSCAN by setting \(k = 2\) because this value was recurrent in the two previous techniques, by the elbow and average silhouette criteria. Then we provided the value of the \(\epsilon\) measurement, i.e., the range of the \(\epsilon\)-neighborhood. For that, we used the following code, creating Figure 7.

\begin{verbatim}
R> dbscan::kNNdistplot(ConsumerScaleSample, k = 2)
R> abline(h = 2.87, lty = 2)
\end{verbatim}

The ideal value of \(\epsilon\) is at ordinate and is indicated by the dotted line passing through the point of inflection of the curve. However, Figure 7 shows there are two of those points. In that case, it is possible to choose one of them arbitrarily (Starczewski, Goetzen, & Joo Er, 2020). We chose the first inflection point in Figure 7, which corresponds to an \(\epsilon = 2.87\) for \(k = 2\). We point out that the R algorithm
does not give the \( \epsilon \) value automatically: it is necessary to run the code several times, bringing the dotted line closer and closer to the first inflection point.

After defining the \( \epsilon \), we set \( \text{MinPts} = 3 \), which is the minimum recommended (Hahsler, Piekenbrock, Arya, & Mount, 2019). Thus, we used the following code, plotting the result in Figure 8:

\[
\text{R> } \text{db.Consumer <- fpc::dbscan(ConsumerScaleSample, \epsilon = 2.87, MinPts = 3)}
\]

\[
\text{R> fviz_cluster(db.Consumer, data = ConsumerScaleSample, stand = FALSE, ellipse = TRUE, show.clust.cent = FALSE, geom = "point", palette = "jco", ggtheme = theme_classic())}
\]

**Figure 7.** Estimation of optimal \( \epsilon \) value in DBSCAN. The dotted line in Figure 7 lies in the first inflection point of the curve. That point identifies the estimated \( \epsilon \) value for the DBSCAN. Source: research data.

**Figure 8.** Output of DBSCAN clustering with \( k = 2 \) and \( \epsilon = 2.87 \). Figure 8 indicates that the consumers lied mostly in Cluster 1. Three consumers were assigned to Cluster 2, and this allows us to affirm that they have a distinct behavior from the subjects from Cluster 1. The black dots are the outliers that represent consumers that do not fit in the previous clusters. Source: research data.
Figure 8 showed a different clustering arrangement: instead of a unit cluster, we now had two clusters and outliers indicated by the black dots. They represented consumers with very distinct behaviors from the majority, allocated in Clusters 1 and 2. To identify these consumers, we used the following code:

R> db.Consumer$cluster

We checked that the outliers were the consumers who were on lines 10, 15, 22, 26, 28, 32, 35, 42, 46, 54, 70, 99, and 103. The rest has formed two groups, i.e., consumers who behaved similarly concerning aspects that affected their overall satisfaction with the firm’s products. In this case, researchers could treat the outliers as if they formed a separate cluster and whose components would have relevant information. Consequently, they would not be seen only as a ‘problem that needs to be solved,’ a common approach in multivariate analysis textbooks (Hair et al., 2018; Malhotra, 2018).

DBSCAN has changed not only the method of clustering but also the very concept and treatment of outliers. As we show in this paper, this technique can broaden the researcher’s understanding of data behavior, adding information that would previously be eliminated from the analysis. However, one aspect caught our attention in Figure 8: Cluster 1 comprised two outliers. Although they reside in a low-density area within this cluster, it would be essential to ask ourselves if this allocation would not indicate that we have overlapping clusters. DBSCAN is not appropriate to obtain this answer. The most recommendable in this case is to use a technique specifically developed to deal with this question: fuzzy c-means clustering.

**Technique 4: fuzzy c-means clustering (FCM)**

The previous techniques allocate each object to a single cluster. Hence, their algorithms differentiated the objects, so they unequivocally belong to a specific cluster. That is sound logic for the researcher when he works with the assumption that his data will form delimited clusters. However, there may be a second hypothesis: the objects share so many characteristics that these clusters will hardly be utterly separated from each other. In this case, there will be areas of intersection that will change the way for understanding data behavior.

When this second hypothesis is more plausible, the researcher should analyze his data with another clustering technique. After all, k-means, PAM, and DBSCAN do not deal with overlapping clusters. A more recommended alternative is to use fuzzy c-means clustering (FCM), created by Dunn (1973) and improved by Bezdek (1981). This technique classifies objects by the degree to which they belong to one cluster or another. This degree is measured on a quantitative scale ranging from 0 (low) to 1 (high). In this way, the same object can be allocated to more than one cluster simultaneously, forming an area of intersection.

This aspect is crucial to use the FCM or the other techniques we present in this paper: the researcher must have adequate theoretical support for the research. After all, the mathematical-computational aspect of clustering algorithms exists for the researcher to test this theory. Otherwise, it would be a waste of time to discuss the techniques of quantitative data analysis.

The researcher needs to be careful before choosing FCM. First, he or she needs to rely on a theory that supports the hypothesis that there is such a significant similarity between objects that clusters can overlap. Otherwise, he or she better choose one of the three techniques that we present in this paper. Second, this researcher must understand that FCM does not identify outliers as clearly as DBSCAN, nor does it allow for a specific evaluation of their effect on data, as would occur when comparing k-means and PAM results. Therefore, the researcher must keep in mind that outliers may have influenced the formation of clusters by FCM.

We decided to keep \( k = 2 \) for the same reasons explained above. FCM is part of the cluster package that we had installed and loaded previously. Subsequently, we were able to compute it through the code:

R> fuz.Consumer <- fanny(ConsumerScaleSample, 2)

R> print(fuz.Consumer)

The output demanded 11 iterations, which was within expectations. Moreover, in FCM, it is crucial to analyze the type of cluster formed through Dunn’s partition coefficient \( (F_k) \). It is an indicator that varies from 0\( k \) to 1, where values closer to \( 1/k \) indicate the formation of very fuzzy clusters and values around 1 represent near-crisp clusters. The code displayed both \( F_k \) and normalized \( F_k \), allowing the evaluator on a scale between 0 and 1.

We had \( F_k = 0.5 \) and normalized \( F_k < 0.000 \); meaning that there were very fuzzy clusters in the solution; i.e., they overlap significantly. To visualize this, we created Figure 9 with the code below:

R> fviz_cluster(fuz.Consumer, ellipse = TRUE, repel = TRUE, palette = "jco", ggtheme = theme_minimal(), legend = "right")

The spatial distribution of the objects was very similar to those of the previous outputs. However, Cluster 2 included not only the elements previously allocated in Cluster 1 but also those classified as outliers. Moreover, FCM identified an expressive area of intersection between the groups, which was consistent with the value of \( F_k \) and normalized \( F_k \).
In managerial terms, this would mean that a firm could develop products that would satisfy consumers in both clusters, in addition to maintaining those specific to the other segments. Another option would be to offer a product with characteristics that contemplate the desires of those consumers that are more similar to each other, and that would form the target market of the company.

DISCUSSION OF RESULTS

The clustering techniques we present in this paper represent an opportunity for the researcher to better understand the behavior of the data. After all, the different logics of cluster formation and treatment of outliers, combined with the ease of computing in software such as R, can stimulate the researcher to cross outputs to obtain information that reinforces or weakens the adopted theory.

In this paper, we have seen that there is no more suitable technique a priori. The \textit{k-means} are known and widely used, managing to form groups through a logic easy to understand even by researchers less used to multivariate analysis. Nevertheless, it is sensitive to the presence of outliers in the database, a matter relatively ordinary in research in the managerial area. At the same time, \textit{k-means} does not offer more complex alternatives for the researcher to deal with these discrepant values, other than their exclusion from the dataset. On the one hand, this can be a simple task, since tools such as boxplots usually identify outliers without much computational effort. On the other hand, this can compromise research that uses small datasets, that is, that have up to a hundred objects (Norusis, 2006b).

PAM overcomes these limitations by using a more robust algorithm for the presence of outliers while maintaining the simplicity of the previous technique. It also allows the researcher to evaluate the effect of outliers on data by opposing outputs from other techniques. Hence, PAM avoids that the only alternative of this researcher is to treat the outliers as a problem that needs to be eliminated before starting the central part of the data analysis.

DBSCAN maintains the qualities of the previous techniques by adding an aspect: it not only identifies outliers but also changes the way of approaching them. Consequently, they are no longer necessarily a problem but a potential source of relevant information for decision making. Finally, FCM provides the opportunity for the researcher to find areas of intersection between groups, which can change his understanding of data behavior.

In this paper, we highlight the extent to which each technique has contributed to improving the understanding of data behavior. The \textit{k-means} was the first to indicate that the most likely solution would have only two clusters, formed asymmetrically. Thus, we had Cluster 1 with 34 elements and Cluster 2 with only one. In managerial terms, this would indicate the absence of market segments. After all, there would be a lively group of consumers with similar standards of satisfaction with a given product, and only one individual
differentiating himself from them. In theoretical terms, this solution could indicate that outliers have a substantial effect on data, leading to biased outputs. That could explain why the $k$-means algorithm identified only one convex cluster containing almost all objects.

However, the ease of using other techniques in R allowed us to check the plausibility of these findings with PAM. It provided us with two new pieces of information relevant to the research: (a) the use of a more robust algorithm confirmed the allocation of $k$-means objects, and (b) for this reason, there was not enough reliable evidence to claim that outliers were substantially affecting this output.

DBSCAN was another technique that broadened our understanding of data behavior. It helped us to identify outliers accurately and using the clustering algorithm itself, i.e., without having to resort to external tools like boxplots. Furthermore, its result indicated that the managers of a company could collect additional data from consumers associated with these outliers, to develop products more suitable to their needs eventually.

Finally, FCM showed a different perspective to analyze the data. Clusters could be seen as clusters in which part of the consumers have similar patterns of behavior concerning product satisfaction. Thus, there is an area of intersection that can allow managers to develop products capable of serving two consumer segments simultaneously.

These statements indicate that the researcher may benefit from the use of more than one clustering technique or the choice of one that is most appropriate for the objectives of his research. Table 1 summarizes the advantages and disadvantages of each of these.

Table 1. Advantages and disadvantages of clustering techniques.

| Clustering technique | Advantages | Disadvantages |
|----------------------|------------|---------------|
| $k$-means            | Simple to compute. Results easy to interpret. | It is sensitive to the presence of outliers in the dataset. |
| PAM                  | It maintains the computational simplicity of $k$-means. The algorithm is robust to the presence of outliers. | Different outputs assess the effect of outliers on data behavior. |
| DBSCAN               | The concept of density makes clustering more intuitive. This same concept changes the way of looking at outliers, treating them as information, and not as a problem. Identify outliers graphically. | It does not bring more specific tools for the researcher to evaluate the effect of outliers on data behavior. |
| FCM                  | It is less restrictive in the formation of clusters, as it admits that they may be overlapping. It can help the researcher to get relevant insights from this idea of objects belonging to more than one cluster simultaneously. | It does not bring more specific tools for the researcher to evaluate the effect of outliers on data behavior. |

Note. Source: research data.

CONCLUSION

In recent years, multivariate analysis methods have become popular in several areas, including management. Among them, one of the most used is clustering, which allows obtaining consistent results even if researchers have small datasets and data that do not follow required distributions in other methods.

However, this apparent simplicity of cluster analysis often leads researchers to believe that no more stringent care is needed with the data. The literature identifies crucial aspects for adequate clustering, such as the scales of the variables and, especially, the effect of outliers. Currently, there are clustering techniques that treat these outliers in different ways, offering alternatives for the researcher that often go unnoticed.

In this tutorial paper, we show how researchers can benefit from the varied repertoire of techniques made available by cluster analysis. Each one of them follows a logic both for the formation of clusters and for the treatment of outliers. That opens two useful alternatives for the researcher both in theoretical and empirical terms.

The first is to choose a suitable technique to assess the plausibility of the theory that underlies the research. In this case, techniques such as $k$-means, PAM, and DBSCAN may be useful if the researcher works with the hypothesis that the objects are probably distinct enough to form separate clusters. Alternatively, the other way around: they are similar to the point where clusters overlap, which would justify the use of a technique like FCM. The second is to analyze the same dataset with different techniques. In this alternative, the researcher...
can collect information that will help him to decide to what extent his theory is plausible.

In any of these alternatives, diversifying the repertoire of clustering techniques also means interpreting the outliers differently. In this respect, what we seek to show in this paper is that these data should not be viewed only as problems for analysis, but as relevant sources of information for the researcher. After all, identifying what made them discrepant may be a challenge that will add much to the understanding of data behavior.
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APPENDIX A

The More, the Better? When Increasing the Number of Clusters Might Not Be the Best Path

INTRODUCTION

In our paper, we described how four clustering techniques dealt with outliers. The first two of those techniques – *k*-means and *k*-medoids – counted on specific methods for estimating the optimal number of clusters (*k*): elbow and the average silhouette methods. The third technique was DBSCAN that forms clusters based on the points’ concentration in a given dataset. The fourth technique was fuzzy clustering that frequently assigns a point into different clusters.

The techniques we described in our paper are second-generation clustering algorithms. It means they are robust enough to present consistent solutions in the first run. That represents a significant change concerning the first-generation techniques presented by widely used textbooks in the managerial area like Hair, Black, Babin and Anderson (2018) and Malhotra (2018). Those techniques do not usually comprise algorithms capable of estimating the best possible solution, demanding researchers to choose the ideal number of clusters heuristically. Hence, those researchers have to deal with the risk of finding a non-optimal solution.

Fortunately, that risk is significantly low in second-generation techniques. The elbow and average silhouette methods give researchers the ideal number of clusters. The DBSCAN identifies groups from a perspective that dismiss researchers of the task of estimating *k* a priori. The fuzzy clustering algorithm iterates data until finding the best solution. Consequently, in those techniques, researchers could have the same outcome even if they changed *k* arbitrarily.

We illustrate that in this Appendix by re-running our paper’s code with an arbitrary *k* = 5. The reader will see that we had some different outputs, but the outcomes remained the same. Hence, in practical terms, changing *k* from 2 to 5 did not affect the solutions we presented in the paper.

THE EFFECT OF USING A HIGHER NUMBER OF CLUSTERS

Firstly, we are going to re-run the *k*-means clustering by changing the *k* previously estimated in our paper. Therefore, instead of keeping the *k* = 2 that came from the elbow and average silhouette methods, we will try an alternative and arbitrary one: *k* = 5. The code was:

```r
R> km.ConsumerApp <- kmeans(ConsumerScaleSample, 5, nstart = 30)
R> fviz_cluster(km.ConsumerApp, data = ConsumerScaleSample, palette = "jco", geom = "point", ellipse.type = "norm", repel = TRUE, ggtheme = theme_minimal())
```

![Figure A1. K-means clustering with k = 5.](image)

We can see that *k* = 5 was not useful for improving our previous outcome. Besides, it generated a confusing output where four out of five clusters overlap and, therefore, do not allow us to describe the data behavior precisely.

The same situation occurred in the *k*-medoids. We used the following code to display the solution in Figure A2:

```r
R> pam.ConsumerApp <- pam(ConsumerScaleSample, 5)
R> fviz_cluster(pam.ConsumerApp, data = ConsumerScaleSample, palette = "jco", geom = "point", ellipse.type = "norm", repel = TRUE, ggtheme = theme_minimal())
```

We can see that *k* = 5 was not useful for improving our previous outcome. Besides, it generated a confusing output where four out of five clusters overlap and, therefore, do not allow us to describe the data behavior precisely.

The same situation occurred in the *k*-medoids. We used the following code to display the solution in Figure A2:
The output displayed by Figure A2 is practically identical to the previous one. That means we once again generated a non-optimal solution where researchers have to work hard to make any relevant conclusion upon the data behavior.

Those examples indicate that researchers might face substantial difficulties by changing the optimal value of \( k \) estimated through the elbow and the average silhouette methods. But what if they choose clustering techniques with no support of a specific algorithm to estimate the optimal \( k \)? We can start answering that question with the third clustering technique in our paper: DBSCAN. As we discussed in our paper, that technique identifies clusters differently from \( k \)-means and \( k \)-medoids where the critical parameters are the MinPts and \( \epsilon \), not \( k \).

Once again, we let \( k = 5 \), but that value did not imply changes in the MinPts and \( \epsilon \). We used the following code to display the output in Figure A3:

```r
R> dbscan::kNNdistplot(ConsumerScaleSample, k = 5)
R> abline(h = 2.87, lty = 2)
```

The values of MinPts and \( \epsilon \) generated the same output we had previously. We used this code for creating Figure A4 and displaying that output:

```r
R> fuz.ConsumerApp <- fanny(ConsumerScaleSample, 5)
R> fviz_cluster(fuz.ConsumerApp, ellipse.type = "norm", repel = TRUE, palette = "jco", geom = "point", ggtheme = theme_minimal(), legend = "right")
```

The DBSCAN output indicates that changing the number of clusters does not always imply a better description of data behavior. As we affirmed in our paper, DBSCAN uses a different logic for clustering, forming groups based on the data points’ concentration. Although we used \( k = 5 \) that concentration remained the same, as well as the values of MinPts and \( \epsilon \).

Lastly, we checked the effect of a higher \( k \) on the fuzzy clustering. We used the following code to display the output in Figure A5:

```r
R> fuz.ConsumerApp <- fanny(ConsumerScaleSample, 5)
R> fviz_cluster(fuz.ConsumerApp, ellipse.type = "norm", repel = TRUE, palette = "jco", geom = "point", ggtheme = theme_minimal(), legend = "right")
```
Once again, $k = 5$ did not affect the output we had with $k = 2$. The fuzzy clustering algorithm classified the data points in two clusters only.

**CONCLUSION**

The outcomes we presented in this Appendix show that the clustering techniques we used in our paper were consistent enough to display an adequate description of the data behavior. Hence, using an arbitrary $k$ did not affect the outcomes. There are two ways of interpreting that statement.

First, it validated, to some extent, the outcomes we obtained in the paper. Since we used the same dataset with $n = 108$, we did not achieve a better clustering solution by changing $k$. That was expected for the $k$-means and the $k$-medoids methods since they counted on the elbow and average silhouette algorithms to estimate the optimal $k$. However, DBSCAN and fuzzy clustering were not based on any pre-defined algorithm for determining $k$. Despite that, we had the same outcomes in those methods for $k = 2$ and $k = 5$.

Second, the outcomes we obtained in this Appendix indicate that the clustering algorithms we used could be very resilient to the researcher’s seeking ‘adequate’ outputs. Unfortunately, some believe that quantitative techniques are useful tools to produce outputs to sustain the assumptions of their research. That misconception is harmful since it spreads the idea that changing parameters at random in a technique is the best way of achieving the desired outcomes.

In this Appendix, we showed that it was no use arbitrarily change $k$ since our paper’s outcomes remained the same. That should comfort researchers who are effectively focused on describing the data behavior honestly instead of stalking *ad hoc* evidence to support their assumptions.