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ABSTRACT
This paper describes an adaptive Lagrange multiplier determination method for rate-quality optimisation in video compression. Inspired by the experimental results of a Lagrange multiplier selection test, the presented approach adaptively estimates the optimum Lagrange multiplier for different video content, based on distortion statistics of recently encoded frames. The proposed algorithm has been fully integrated into both the H.264 and HEVC reference codecs, and is used in rate-distortion optimisation for encoding B frames. The results show promising (up to 11% on the sequences tested) overall bitrate savings, for a minimal increase in complexity, on various types of test content based on Bjontegaard delta measurements.
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1. INTRODUCTION
It is currently a very exciting and challenging time for video compression - the predicted growth in demand for bandwidth by video applications is probably greater now than it has ever been [1]. While advances in network and physical layer technologies will no doubt contribute to the solution, the role of video compression is also of key importance.

The last two decades have seen impressive improvements in the rate-distortion performance of video codecs. The most recent standardised codec, High Efficiency Video Coding (HEVC) [2], offers a 50% reduction in bit rate compared to H.264/AVC [3]. This is due to the addition of various novel features including larger block structures, additional intra-prediction directions, adaptive motion vector prediction, enhanced entropy coding and new deblocking filters. It is however noted that the rate-distortion optimisation (RDO) approach - a key component in video compression - remains almost the same in HEVC as in previous standard codecs.

The current RDO model employed in HEVC and H.264/AVC was initially presented by Sullivan and Wiegand [4], in which a Lagrange multiplier method is efficiently employed to determine the optimum compression modes for various coding unit sizes, as well as to search for the optimal motion vectors in motion estimation. This model is based on entropy-constrained high-rate approximation [5, 6], and a Lagrange multiplier determination experiment [7]. Although this approach has been widely employed, due to its simplicity and efficiency, it has however been found to have shortcomings in low bit-rate applications [8] which are not applicable under the high-rate assumption [5, 6]. Improved Lagrange multiplier selection methods were thus proposed, e.g. the ρ-domain based algorithm [9], and the Gaussian and Laplace distribution based methods [8, 10].

This paper investigates the optimality of the current Lagrange multiplier determination method in applications using constant quantisation parameters, and reports a consistent correlation between the distortion statistics and optimum Lagrange multiplier values. This has been exploited to adaptively modify Lagrange multipliers for RDO in H.264 and HEVC, providing consistent bitrate savings over both anchor algorithms with only a small increase in complexity.

The remainder of the paper is organised as follows. Section 2 describes the experiment on Lagrange multiplier selection and analyses the results. In Section 3, the adaptive Lagrange multiplier selection method is presented in detail, while the compression results of the proposed method are given in Section 4. The conclusions are then presented in Section 5.

2. THE EXPERIMENT ON LAGRANGE MULTIPLIER SELECTION
The rate-quality optimisation algorithm [4, 7] employed in HEVC and H.264/AVC is based on a sufficiently high rate assumption, and the optimum coding parameters \( p_{\text{opt}} \) are selected in order to minimise the cost function of distortion \( D \) and rate \( R \) [11]:

\[
p_{\text{opt}} = \arg\min_{p} \{D(p) + \lambda R(p)\},
\]

where \( p \) is the vector of coding parameters, and \( \lambda \) is the Lagrange multiplier. A sum of squared difference (SSD) distortion measure is normally employed and this leads to the following equations for Lagrange multiplier calculation for
H.264/AVC I, P, and B frames$^1$. 

\[
\begin{align*}
\lambda_{264(I)} &= 0.57 \cdot 2^{\frac{Q_{p} - 12}{8}} \\
\lambda_{264(P)} &= 0.85 \cdot 2^{\frac{Q_{p} - 12}{8}} \\
\lambda_{264(B)} &= 0.68 \cdot \max(2, \min(4, \frac{Q_{p} - 12}{6})) \cdot 2^{\frac{Q_{p} - 12}{8}}
\end{align*}
\]

(2)

This model is also used in HEVC with a minor revision.

\[
\begin{align*}
\lambda_{HEVC(I)} &= (1 - \max(0, \min(0.5, 0.05, N_{B}))) \cdot 0.57 \cdot 2^{\frac{Q_{p} - 12}{8}} \\
\lambda_{HEVC(P)} &= p \cdot 2^{\frac{Q_{p} - 12}{8}} \\
\lambda_{HEVC(B)} &= p \cdot \max(2, \min(4, \frac{Q_{p} - 12}{6})) \cdot 2^{\frac{Q_{p} - 12}{8}}
\end{align*}
\]

(3)

Here $N_{B}$ is the number of B frames in one group of pictures (GOP), and $p$ is a parameter, configurable before encoding, with a default value 0.5. The latter can also be assigned different values for different frame positions in a GOP.

It is noted that Lagrange multipliers in both H.264/AVC and HEVC mainly depend on QP values, and are not directly related to the characteristics of the input video signal. Moreover, this model is based on the experiment in [7] that used an H.263 codec (without B frames) and four QCIF (176 × 144) test sequences. With recent advances in video compression, especially with bi-directional prediction and intra coding in inter frames, the RD characteristic of codecs with B frames is likely to be quite different.

In order to investigate the optimum Lagrange multiplier determination for B frame encoding, an Lagrange multiplier selection experiment was applied to both H.264 and HEVC reference codecs, in which the RD performance using original values $\lambda_{orig}$ in both codecs - according to (2) and (3) - are compared with the performance when different test Lagrange multipliers are used for B frames$^2$. The test values $\lambda_{test}$ used are given in (4).

\[
\lambda_{test} = k \cdot \lambda_{orig}
\]

(4)

where the range of k is from 0.2 to 5, and this parameter was constant during encoding.

Table 1: Test videos used in the Lagrange multiplier selection experiment.

| Class | Sequence                  | Source                      |
|-------|---------------------------|-----------------------------|
| A     | 1. Carpet, 2. Miss-America, 3. Picture | BVI & Standard             |
| B     | 4. Flag, 5. Spring, 6. Water       | DynTex                     |
| C     | 7. Football, 8. Flower 9. Mobile  | Standard & DynTex           |

Primary coding settings used in this experiment include: JM 15.1 for H.264 and HM 14.0 for HEVC; uniformQP used for all frames - QP 27, 32, 37 and 42 tested for H.264 and for HEVC; three B frames used for both codecs (GOP length of 4); main profile and non-hierarchical B frames are used for H.264; main profile and hierarchical B frames are used for HEVC; SSD is used as distortion metric for RDO in both codecs.

Nine video sequences with 101 frames (25 GOPs) at CIF resolution (YUV 4:2:0) are employed here for this experiment including 3 clips with slow movement (Class A), 3 dynamic texture sequences (Class B), and 3 videos with mixed content (Class C). These sequences are either standard test sequences, from the public databases DynTex [12] or from the BVI texture database [13]. These sequences are all available online$^3$.

Table 1 provides a brief summary of the sequences used.

---

$^1$Here we follow the same frame type definition as in H.264/AVC. It is also noted that both P and B frames are defined as B frames in HEVC. In this paper, unless otherwise specified, we employ B frames where both temporally previous and forward frames are used as reference, and use P frames where only previous frames are used as reference.

$^2$We only changed the $\lambda$ values for B frames, and those for I and P frames were kept the same.

$^3$http://data.bris.ac.uk/data/dataset/1oio9f9f8n8yb11a7mtv0btc0
for B frames in both H.264 and HEVC is illustrated in Fig. 1 (row 1). It can be seen that the $\lambda_{\text{orig}}$ values (on the green curve) do not correlate well with $\lambda_{\text{opt}}$ (points correspond to the numerical values which index the test sequences in Table 1) for the sequences tested, especially for Class A and B. We believe that for static scene content (Class A), skip mode tends to be frequently invoked which consumes little bitrate, and contravenes the high-rate assumption. For cases with dynamic textures (Class B), intra mode often produces the best results, whereas the original Lagrange multiplier is based on the RD performance using inter prediction.

This experiment also found an important correlation which can be used to predict optimum Lagrange multipliers for B frames. We firstly define the distortion ratio ($r_{P/B}$) between the average distortion (SSD) of P frames ($D_P$) and that of B frames ($D_B$) as:

$$ r_{P/B} = \frac{D_P}{D_B} $$

(5)

We also define the ratio between $\lambda_{\text{opt}}$ and $\lambda_{\text{orig}}$ (for B frames) as:

$$ r_{\lambda} = \frac{\lambda_{\text{opt}}}{\lambda_{\text{orig}}} $$

(6)

The relationship between $r_{P/B}$ and $r_{\lambda}$ is presented in Fig. 1 (row 2) based on the experimental results where distortion statistics are from data using $\lambda_{\text{orig}}$.

It can be observed that $r_{P/B}$ correlates well with $r_{\lambda}$ in most cases. A three parameter power function (green curve in Fig. 1 (row 2)) is employed here to fit scatter points, and this is given as follows:

$$ r_{\lambda} = f(r_{P/B}) = a \cdot r_{P/B}^b + c. $$

(7)

in which $a$, $b$, $c$ are three constant parameters, and their values are determined based on the results from the nine test sequences, and shown in Table 2.

Table 2: Parameters used in both H.264/AVC and HEVC codecs for predicting the optimum Lagrange multiplier values.

| Codec    | $a$    | $b$   | $c$  | $r_1$ | $r_2$ |
|----------|--------|-------|------|-------|-------|
| H.264/AVC | 2.696  | 10.06 | 0.367| 0.61  | 0.93  |
| HEVC     | 2.197  | 5.196 | 0.308| 0.73  | 0.89  |

The bitrate savings corresponding to $\lambda_{\text{opt}}$ compared with the rate-distortion performance using $\lambda_{\text{orig}}$ are also shown in Fig. 1 (row 3). It can be noted that, when the distortion ratio $r_{P/B}$ drops into a certain band for both codecs (between the two blue dotted bars), the corresponding rate savings decrease significantly.

3. PROPOSED ALGORITHM

Inspired by the experimental results described above, we propose an in-loop Lagrange multiplier determination method which adaptively predicts optimum Lagrange multipliers based on distortion indices from recent encoded frames. This operates under the assumption that within a temporally localised group of frames, the rate-distortion characteristics are uniform (except for cases where there is a scene cut, which needs to be detected). The proposed algorithm thus consists of three sub stages: (i) detect a scene cut; (ii) record distortion information; (iii) modify the Lagrange multiplier.

3.1. Detect a scene cut

Scene cut detection, also known as shot transition detection, is a well established research area in video processing. Measures such as sum of absolute differences (SAD), histogram differences (HD) and edge change ratio through static or dynamic thresholding can be used to detect a shot cut [14]. In our work, in order to reduce the computational complexity, a simple method using histogram differences with a constant threshold is employed. However it should be noted that none of the test sequences reported here contain scene cuts.

3.2. Record distortion information

To maintain an efficient adaptation of an existing Lagrange multiplier, distortion information from at least one GOP should be continuously recorded. The distortion indices ($D_P$ and $D_B$) for P and B frames are adaptively updated with the mean squared error (MSE) of the latest encoded frame using (8).

$$ D = \begin{cases} 0.2D + 0.8 \text{MSE}_{t}, & \text{if } D > 0 \\ \text{MSE}_{t}, & \text{if } D = 0 \end{cases} $$

(8)

where $D$ could be either $D_P$ or $D_B$ depending on the type of frame. It should be noted that distortion indices are formed from the weighted average of previous indices and the latest distortion, where the latter term is given a higher weighting.

3.3. Modify the Lagrange multiplier

When sufficient distortion information has been recorded, the ratio between distortion indices from B and P frames $r_{P/B}$ will be calculated, and the Lagrange multiplier is modified based on (7). According to the analysis in Section 2 (Fig. 1), when $r_{P/B}$ falls in a certain band $(r_1, r_2)$, the bitrate savings with the modified Lagrange multiplier fall below a threshold and become insignificant and even negative. In this case, the Lagrange multiplier for the last B frame is reused for the current frame. This is described as follows:

$$ \lambda_{\text{mdf}} = \begin{cases} \lambda_{\text{last}}, & \text{if } r_1 < r_{P/B} < r_2 \\ \lambda_{\text{last}}(a \cdot r_{P/B}^b + c), & \text{otherwise} \end{cases} $$

(9)

in which, $\lambda_{\text{mdf}}$ is the modified Lagrange multiplier for the current frame, and $\lambda_{\text{last}}$ represents the Lagrange multiplier used for the last encoded B frame. The latter can either be the modified or the original. The parameter values for $r_1$ and $r_2$ are shown in Table 2, based on the experimental results reported in Section 2.
In order to maintain a consistent video quality, the change of Lagrange multiplier between the current and last encoded B frames is constrained (±5%), as shown in (10).

\[
\lambda_{mdf} = 0.95 \cdot \lambda_{last} \text{ if } \lambda_{mdf} < 0.95 \cdot \lambda_{last}, \\
\lambda_{mdf} = 1.05 \cdot \lambda_{last} \text{ if } \lambda_{mdf} > 1.05 \cdot \lambda_{last}. 
\]

(10)

The algorithm is then reiterated for all B frames, and the current \(\lambda_{mdf}\) is used for next frame as \(\lambda_{last}\).

### 4. RESULTS AND EVALUATION

The proposed adaptive Lagrange multiplier selection method has been integrated into the H.264/AVC and HEVC reference models, and compared with both original codecs. Identical test conditions are used here as in the experiment in Section 2, except that uniform test quantisation parameters (QP) are used for all I, P and B frames from QP 22 to QP 42 with an interval of 5 for both codecs.

#### Table 3: Test clips used for evaluating the compression performance.

| Group & Class | Sequence and Length | Source         |
|---------------|---------------------|----------------|
| I.A           | Akiyo (300f), News (300f), Silent (300f) | Standard       |
| I.B           | Shadow (300f), Shower (250f), Wheat (250f) | DynTex         |
| I.C           | Bus (150f), Tempete (300f), Soccer (300f) | Standard       |
| II-A          | Clouds (300f), Fungus (300f), Squirrel (300f) | BVI            |
| II-B          | Drops (300f), Plasma (240f), Sparkler (300f) | BVI            |
| II-C          | Cactus (150f), ParkScene (300f), Tennis (300f) | HEVC           |

Four groups of progressive format test sequences (YUV 4:2:0) are used here including nine videos at 352 × 288 resolution (Group I), nine at 416 × 240 (Group II), nine at 832 × 480 (Group III), and nine at 1920 × 1080 (Group IV). These are all public video sequences from the standard test sequence group (I and I.B), the HEVC recommended test database [15] (II-IV.C), the DynTex database [12] (I.B), and the BVI video texture database [13] (II-IV.A and II-IV.B). Each group of sequences are further divided into three sub-classes according to the primary video characteristics: static scene (Class A), dynamic scene (Class B) and mixed scene (Class C). It is also noted that Groups II-IV include sequences with the same video content but at different spatial resolutions. This is done in order to investigate the influence of spatial resolution on the proposed method. Table 3 summarises the grouping of these test sequences, which are all accessible online.

The compression performance of the proposed algorithm for both H.264 and HEVC is compared with the corresponding anchor codecs. The results are based on the Bjontegaard delta measurements [16] over all frames and are shown in Table 4.

It can be observed that the proposed method always performs better than both anchor codecs in all test sequence groups and classes, with average bitrate savings of 4% and 3% for H.264 and HEVC respectively. It is also noted that this improvement is consistent across various spatial resolutions. Moreover, more significant bit rate savings are seen on static and dynamic scene content (Class A and B) than on video sequences with mixed content (Class C).

#### Table 4: Summary of the compression results.

| Anchor | H.264 | HEVC |
|--------|-------|------|
| Group & Class | BD-PSNR | BD-Rate | BD-PSNR | BD-Rate |
| I.A    | 0.17dB | -3.9% | 0.37dB | -7.9% |
| I.B    | 0.69dB | -11.4% | 0.26dB | -4.8% |
| I.C    | 0.00dB | 0% | 0.01dB | -0.5% |
| II.A   | 0.21dB | -4.0% | 0.14dB | -2.8% |
| II.B   | 0.51dB | -7.0% | 0.16dB | -2.9% |
| II.C   | 0.03dB | -0.7% | 0.08dB | -2.0% |
| III.A  | 0.20dB | -4.4% | 0.14dB | -3.4% |
| III.B  | 0.44dB | -6.0% | 0.16dB | -2.7% |
| III.C  | 0.02dB | -0.4% | 0.09dB | -2.3% |
| IV.A   | 0.16dB | -3.4% | 0.12dB | -2.9% |
| IV.B   | 0.44dB | -6.2% | 0.11dB | -2.1% |
| IV.C   | 0.03dB | -1.0% | 0.07dB | -2.4% |
| Overall | 0.24dB | -4.0% | 0.14dB | -3.0% |

It should also be noted that the proposed algorithm is based on experimental results using uniform QP for all frames - one of the most commonly used scenarios. For cases with different QP values for different frame types, the relationship between B and P frame distortion ratio and optimum Lagrange multipliers may vary. In terms of computational complexity, even when including computation for scene cut detection (linear time \(O(n)\) - where \(n\) is the number of pixels in each frame), the increased complexity of our approach is negligible in the overall context of H.264/AVC or HEVC compression.

### 5. CONCLUSION

A novel adaptive Lagrange multiplier selection method has been presented for rate-distortion optimisation in hybrid video codecs. Based on experimental results, the distortion ratio between B and P frames is employed to modify the Lagrange multipliers used for B frame RDO in uniform QP applications. This method has been integrated into both H.264 and HEVC codecs, and offers a consistent bitrate savings over various test sequences with different spatial resolution and content. Future work will focus on investigating the influence of using varied quantisation parameters, various GOP sizes and accurate Lagrange multiplier determination at block level.
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