COUNTING ALGEBRAIC INTEGERS OF FIXED DEGREE AND BOUNDED HEIGHT
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Abstract. Let $k$ be a number field. For $H \to \infty$, we give an asymptotic formula for the number of algebraic integers of absolute Weil height bounded by $H$ and fixed degree over $k$.

1. Introduction

Let $k$ be a number field of degree $m$ over $\mathbb{Q}$. We count the number of algebraic integers $\beta$ of degree $e$ over $k$ and bounded height. Here and in the rest of the article, by height we mean the multiplicative height $H$ on the affine space $\mathbb{Q}^n$ (see [3], 1.5.6).

For positive rational integers $n$ and $e$, and a fixed algebraic closure $\overline{k}$ of $k$, let

$$k(n,e) = \{ \beta \in \overline{k}^n : [k(\beta) : k] = e \},$$

where $k(\beta)$ is the field obtained by adjoining all the coordinates of $\beta$ to $k$. By Northcott’s Theorem [10] any subset of $k(n,e)$ of uniformly bounded height is finite. Therefore, for any subset $S$ of $k(n,e)$ and $H > 0$, we may introduce the following counting function

$$N(S,H) = | \{ \beta \in S : H(\beta) \leq H \} |.$$

The counting function $N(k(n,e),H)$ has been investigated by various people. The best known and one of the earliest is a result of Schanuel [12] who gave an asymptotic formula for $N(k(n,1),H)$. The first who dropped the restriction of the coordinates to lie in a fix number field was Schmidt. In [13], he found upper and lower bounds for $N(k(n,e),H)$ and in [14] he gave an asymptotic formula for $N(\mathbb{Q}(n,2),H)$. Shortly afterwards, Gao [6] found the asymptotics for $N(\mathbb{Q}(n,e),H)$, provided $n > e$. Later Masser and Vaaler [9] established an asymptotic estimate for $N(k(1,e),H)$. Finally, Widmer [16] proved an asymptotic formula for $N(k(n,e),H)$ for arbitrary number fields $k$, provided $n > 5e/2 + 5 + 2/me$. However, for general $n$ and $e$ even the correct order of magnitude for $N(k(n,e),H)$ remains unknown.

In this article we are interested in counting integral points, i.e., points $\beta \in \overline{k}^n$, whose coordinates are algebraic integers. Let $\mathcal{O}_k$ and $\mathcal{O}_{\overline{k}}$ be, respectively, the ring of algebraic integers in $k$ and $\overline{k}$. We introduce

$$\mathcal{O}_k(n,e) = k(n,e) \cap \mathcal{O}_{\overline{k}}^n = \{ \beta \in \mathcal{O}_{\overline{k}}^n : [k(\beta) : k] = e \}.$$
Possibly, the first asymptotic result (besides the trivial cases $O_Q(n, 1) = \mathbb{Z}^n$) can be found in Lang’s book [7]. Lang states, without proof,

$$N(O_k(1, 1), \mathcal{H}) = \gamma_k \mathcal{H}^m (\log \mathcal{H})^q + O \left( \mathcal{H}^m (\log \mathcal{H})^{q-1} \right),$$

where $m = [k : \mathbb{Q}]$, $q$ is the rank of the unit group of the ring of integers $O_k$, and $\gamma_k$ is an unspecified positive constant, depending on $k$. More recently, Widmer [15] established the following asymptotic formula

$$(1.1) \quad N(O_k(n, e), \mathcal{H}) = \sum_{i=0}^{t} D_i \mathcal{H}^{men} (\log \mathcal{H}^{men})^i + O \left( \mathcal{H}^{men-1} (\log \mathcal{H})^t \right),$$

provided $e = 1$ or $n > e + C_{e,m}$, for some explicit $C_{e,m} \leq 7$. Here $t = e(q+1) - 1$, and the constants $D_i = D_i(k, n, e)$ are explicitly given. Widmer’s result is fairly specific in the sense that he works only with the absolute multiplicative Weil height $H$. On the other hand, the methods used in [15] are quite general and powerful, and can probably be applied to handle other heights (such as the heights used by Masser and Vaaler in [9] to deduce their main result). As mentioned in [15] this might lead to multiterm expansions as in (1.1) for $N(O_k(1, e), \mathcal{H})$.

However, for the moment, such generalizations of (1.1) are not available, and thus the work [15] does not provide any results in the case $n = 1$ and $e > 1$.

But Chern and Vaaler in [4], proved an asymptotic formula for the number of monic polynomials in $\mathbb{Z}[x]$ of given degree and bounded Mahler measure, Theorem 6 of [4] immediately implies the following result

$$(1.2) \quad N(O_Q(1, e), \mathcal{H}) = C_e \mathcal{H}^{e^2} + O \left( \mathcal{H}^{e^2 - 1} \right),$$

for some explicitly given positive real constant $C_e$. Theorem 1.1 extends Chern and Vaaler’s result to arbitrary ground fields $k$.

For positive rational integers $e$ we define

$$C_{\mathbb{R}, e} = 2^e M \left( \prod_{l=1}^{M} \left( \frac{2l}{2l + 1} \right)^{e^2 - 2l} \right) e^e \left( \frac{M!}{M!} \right),$$

with $M = \lfloor \frac{e^2 - 1}{2} \rfloor$, and

$$C_{\mathbb{C}, e} = \pi^{e^2} \frac{e^e}{(e!)^2}.$$

And, finally, let

$$(1.3) \quad C_k^{(e)} = \frac{e^{2q+1} 2^{se_m q}}{q! \sqrt{|\Delta_k|}} C_{\mathbb{R}, e} C_{\mathbb{C}, e} C_{\mathbb{C}, e},$$

where $m = [k : \mathbb{Q}]$, $r$ is the number of real embeddings of $k$, $s$ the number of pairs of complex conjugate embeddings, $q = r + s - 1$, and $\Delta_k$ denotes the discriminant of $k$. As usual, here and in the rest of this article, the empty product is understood to be 1.

For non-negative real functions $f(X), g(X), h(X)$ and $X_0 \in \mathbb{R}$ we write $f(X) = g(X) + O(h(X))$ as $X \geq X_0$ tends to infinity if there is $C_0$ such that $|f(X) - g(X)| \leq C_0 h(X)$ for all $X \geq X_0$. 

Theorem 1.1. Let $e$ be a positive integer, and let $k$ be a number field of degree $m$ over $\mathbb{Q}$. Then, as $H \geq 2$ tends to infinity, we have

$$N(\mathcal{O}_k(1, e), H) = C_k^e H^{me^2} (\log H)^g + \begin{cases} O \left( H^{me^2} (\log H)^{g-1} \right), & \text{if } q \geq 1, \\ O \left( H^{e(me-1)L} \right), & \text{if } q = 0, \end{cases}$$

where $L = \log H$ if $(m, e) = (1, 2)$ and 1 otherwise. The implicit constant in the error term depends only on $m$ and $e$.

Let us mention two simple examples. The number of algebraic integers $\alpha$ quadratic over $\mathbb{Q}(\sqrt{2})$ with $H(\alpha) \leq H$ is

$$32H^8 \log H + O(H^8).$$

In case $e = 3$, we have

$$108\sqrt{2}H^{18} \log H + O(H^{18})$$

algebraic integers $\alpha$ cubic over $\mathbb{Q}(\sqrt{2})$ with $H(\alpha) \leq H$.

Our approach is similar to the one used to obtain (1.2) above, because we count monic polynomials in $\mathcal{O}_k[X]$, but this is not a straightforward generalization of Theorem 6 of [4]. In fact, in [4] the estimate on the number of monic polynomials in $\mathbb{Z}[x]$ is obtained from a counting lattice points theorem, which is formulated only for the standard lattice $\mathbb{Z}^n$ ([4], Lemma 24). Our proof relies on a new counting theorem for points of an arbitrary lattice in definable sets in an o-minimal structure [1]. Moreover, our proof is fairly short, and more straightforward than the approach of [15], but to the expense that we do not get a multiterm expansion.

In [9], Masser and Vaaler observed that the limit for $H \to \infty$ of

$$\frac{N(k(1, e), H^{1/2})}{N(k(e, 1), H)}$$

is a rational number. Moreover, they asked if this can be extended to some sort of reciprocity law, i.e., whether

$$\lim_{H \to \infty} \frac{N(k(n, e), H^{1/2})}{N(k(e, n), H^{1/2})} \in \mathbb{Q}.$$ 

If we consider only the first term in (1.1), and combine it with Theorem 1.1 we see that

$$\lim_{H \to \infty} \frac{N(\mathcal{O}_k(1, e), H^{1/2})}{N(\mathcal{O}_k(e, 1), H)} = e \left( \frac{C_{R,e}}{2^e} \right)^r \left( \frac{C_{C,e}}{\pi^e} \right)^s$$

is a rational number depending only on $e$, $r$ and $s$. As Masser and Vaaler did, one can ask again whether

$$\lim_{H \to \infty} \frac{N(\mathcal{O}_k(n, e), H^{1/2})}{N(\mathcal{O}_k(e, n), H^{1/2})} \in \mathbb{Q}.$$
2. Counting monic polynomials

In this section we see how our problem translates to counting monic polynomials of fixed degree that assume a uniformly bounded value under a certain real valued function called $M^k$, defined using the Mahler measure.

Recall we fixed a number field $k$ of degree $m$ over $\mathbb{Q}$ and $\mathcal{O}_k$ is its ring of integers. Let $\sigma_1, \ldots, \sigma_r$ be the real embeddings of $k$ and $\sigma_{r+1}, \ldots, \sigma_m$ be the strictly complex ones, indexed in such a way that $\sigma_j = \sigma_{j+s}$ for $j = r+1, \ldots, r+s$. Therefore, $r$ and $s$ are, respectively, the number of real and pairs of conjugate complex embeddings of $k$ and $m = r + 2s$. We put $d_i = 1$ for $i = 1, \ldots, r$ and $d_i = 2$ for $i = r+1, \ldots, r+s$ and fix a positive integer $e$. Let us recall the definition of the Mahler measure.

**Definition 2.1.** If $f = z_0X^d + z_0X^{d-1} + \cdots + z_d \in \mathbb{C}[X]$ is a non-zero polynomial of degree $d$ with roots $\alpha_1, \ldots, \alpha_d$, the Mahler measure of $f$ is defined to be

$$M(f) = |z_0| \prod_{i=1}^{d} \max \{1, |\alpha_i|\}.$$ 

Moreover, we set $M(0) = 0$.

We see $M$ as a function $\mathbb{C}[X] \to [0, \infty)$ and define

$$M^k : k[X] \to [0, \infty)$$

$$f \to \prod_{i=1}^{r+s} M(\sigma_i(f))^\frac{d}{m},$$

where $\sigma_i$ acts on the coefficients of $f$. Note that, for every $\alpha \in \mathcal{O}_k$,

$$(2.1) \quad M^k(X - \alpha) = \prod_{i=1}^{r+s} \max \{1, |\sigma_i(\alpha)|\}^\frac{d}{m} = H(\alpha).$$

In fact, if $\alpha \in \mathcal{O}_k$ then $|\alpha|_v \leq 1$ for every non-archimedean place $v$ of $k$.

Moreover, the Mahler measure is multiplicative by definition, i.e.,

$$M(fg) = M(f)M(g),$$

and one can see that

$$M^k(fg) = M^k(f)M^k(g),$$

for every $f, g \in k[X]$.

For some positive integer $e$ and some $\mathcal{H} > 0$, we define $\mathcal{M}^k(e, \mathcal{H})$ to be the set of monic $f \in \mathcal{O}_k[X]$ of degree $e$ and $M^k(f) \leq \mathcal{H}$. It is easy to see that $\mathcal{M}^k(e, \mathcal{H})$ is finite for all $\mathcal{H}$. The following theorem gives an estimate for its cardinality.

**Theorem 2.1.** For every $\mathcal{H}_0 > 1$ there exists a $D_0$ such that, for every $\mathcal{H} \geq \mathcal{H}_0$,

$$(2.2) \quad \left| |\mathcal{M}^k(e, \mathcal{H})| - \frac{C_k^{(e)}}{e^{r+1}} \mathcal{H}^m (\log \mathcal{H})^q \right| \leq \begin{cases} D_0 \mathcal{H}^m (\log \mathcal{H})^{q-1}, & \text{if } q \geq 1, \\ D_0 \mathcal{H}^{m-1}, & \text{if } q = 0, \end{cases}$$

where $q = r + s - 1$. The constant $D_0$ depends only on $\mathcal{H}_0, m$ and $e$. 
Note that our constant $C_k^{(e)}$ defined in (1.3), is bounded if we fix $m$ and $e$ and we let $k$ vary among all number fields of degree $m$. This implies that there exists a real constant $C^{(m,e)}$, depending only on $m$ and $e$, such that $|\mathcal{M}^k(e,\mathcal{H})|$ is bounded from above by

$$C^{(m,e)}H^{me} (\log H + 1)^q,$$

for every $\mathcal{H} \geq 1$.

We prove Theorem 2.1 later and for the rest of this section we derive Theorem 1.1 from Theorem 2.1. We follow the line of Masser and Vaaler [9].

Now we want to restrict to monic $f$ irreducible over $k$. Let $\tilde{\mathcal{M}}^k(e,\mathcal{H})$ be the set of polynomials in $\mathcal{M}^k(e,\mathcal{H})$ that are irreducible over $k$.

**Corollary 2.2.** For every $\mathcal{H}_0 > 1$ there exists an $F_0$ such that, for every $\mathcal{H} \geq \mathcal{H}_0$,

$$\left| \tilde{\mathcal{M}}^k(e,\mathcal{H}) \right| - \frac{C_k^{(e)}}{e^{q+1}} H^{me} (\log H)^q \leq \begin{cases} F_0 H^{me} (\log H)^{q-1}, & \text{if } q \geq 1, \\ F_0 H^{me-1} \mathcal{L}, & \text{if } q = 0, \end{cases}$$

where $\mathcal{L} = \log \mathcal{H}$ if $(m,e) = (1,2)$ and 1 otherwise. The constant $F_0$ depends again only on $\mathcal{H}_0$, $m$ and $e$.

**Proof.** For $e = 1$ there is nothing to prove. Suppose $e > 1$. We show that, up to a constant, the number of all monic reducible $f \in \mathcal{O}_k[X]$ of degree $e$ with $M^k(f) \leq \mathcal{H}$ is not larger than the right hand side of (2.2), except for the case $(m,e) = (1,2)$.

Consider all $f = gh \in \mathcal{M}^k(e,\mathcal{H})$ with $g, h \in \mathcal{O}_k[X]$ monic of degree $a$ and $b$ respectively, with $0 < a \leq b < e$ and $a + b = e$. We have $1 \leq M^k(g), M^k(h) \leq \mathcal{H}$ because $g$ and $h$ are monic. Thus, there exists a positive integer $l$ such that $2^{l-1} \leq M^k(g) < 2^l$. Note that $l$ must satisfy

$$1 \leq l \leq \frac{\log \mathcal{H}}{\log 2} + 1 \leq 2 \log \mathcal{H} + 1.$$

Since $M^k$ is multiplicative,

$$M^k(h) = \frac{M^k(f)}{M^k(g)} \leq 2^{1-l} \mathcal{H}.$$

Using (2.3) and noting that $2^l \leq 2\mathcal{H}$, we can say that there are at most

$$C^{(m,a)} \left( 2^l \right)^{ma} \left( \log 2^l + 1 \right)^q \leq C^{(m,a)} \left( 2^l \right)^{ma} (\log H + 2)^q$$

possibilities for $g$ and

$$C^{(m,b)} \left( 2^{1-l} \mathcal{H} \right)^{mb} \left( \log \left( 2^{1-l} \mathcal{H} \right) + 1 \right)^q \leq C^{(m,b)} \left( 2^{1-l} \mathcal{H} \right)^{mb} (\log \mathcal{H} + 2)^q$$

possibilities for $h$. Therefore, we have at most

$$C' \mathcal{H}^{mb} 2^{ml(a-b)} (\log H + 2)^{2q}$$

possibilities for $gh$ with $M^k(gh) \leq \mathcal{H}$ and $2^{l-1} \leq M^k(g) < 2^l$, where $C'$ is a real constant. Since there are only finitely many choices for $a$ and $b$ we can take $C'$ to depend only on $m$ and $e$. 
If \( a = b = \frac{e}{2} \) then (2.6) is 
\[ C' H^{m} (\log H + 2)^{2q}. \]
Summing over all \( l, 1 \leq l \leq \lfloor 2 \log H \rfloor + 1 \) (recall (2.5)), gives an extra factor \( 2 \log H + 1 \). Therefore, when \( a = b \), there are at most 
\[ C' H^{m} (2 \log H + 2)^{2q+1} \]
possibilities for \( f = gh \), with \( M^k(f) \leq H \). If \((m,e) \neq (1,2)\), this has smaller order than the right hand side of (2.2), since \( me > 2 \) implies \( \frac{me}{2} < me - 1 \). In the case \((m,e) = (1,2)\) we get \( C' H (2 \log H + 2) \) and we need an additional logarithm factor.

In the case \( a < b \), summing \( 2^{m(a-b)} \) over all \( l, 1 \leq l \leq \lfloor 2 \log H \rfloor + 1 = L \), we get 
\[ \sum_{l=1}^{L} \left( 2^{m(a-b)} \right)^{l} \leq \sum_{l=1}^{L} 2^{-l} \leq 1. \]
Thus, recalling \( b \leq e - 1 \), when \( a < b \), there are at most 
\[ C'' H^{m(e-1)} (\log H + 2)^{2q} \]
possibilities for \( f = gh \), with \( M^k(f) \leq H \), where again \( C'' \) depends only on \( m \) and \( e \). This is again not larger than the right hand side of (2.2). \( \square \)

For the last step of the proof we link such monic irreducible polynomials with their roots.

**Lemma 2.3.** An algebraic integer \( \beta \) has degree \( e \) over \( k \) and \( H(\beta) \leq H \) if and only if it is a root of a monic irreducible polynomial \( f \in O_k[X] \) of degree \( e \) with \( M^k(f) \leq H^e \)

**Proof.** Suppose \( f \in O_k[X] \) is a monic irreducible polynomial of degree \( e \) and \( \beta \) is one of its roots, i.e., \( \beta \) is an algebraic integer with \( [k(\beta) : k] = e \) and minimal polynomial \( f \) over \( k \). We claim that 
\[ M^k(f) = H(\beta)^e. \]

The function \( M^k \) is independent of the field \( k \) and we can define an absolute \( \overline{M^k} \) over \( \overline{k}[X] \) that, restricted to any \( k[X] \), equals \( M^k \). To see this one can simply imitate the proof of the fact that the Weil height is independent of the field containing the coordinates (see [3], Lemma 1.5.2).

Suppose \( f = (X - \alpha_1) \cdots (X - \alpha_e) \). Since the \( \alpha_i \) are algebraic integers, by (2.1), we have 
\[ M^\overline{k}(X - \alpha_i) = M^\overline{Q}(\alpha_i)(X - \alpha_i) = H(\alpha_i), \]
and the \( \alpha_i \) have the same height because they are conjugate (see [3], Proposition 1.5.17). Moreover, by the multiplicativity of \( M^k \) we can see that 
\[ M^k(f) = M^\overline{k}(f) = \prod_{i=1}^{e} M^\overline{k}(X - \alpha_i) = H(\alpha_j)^e, \]
for any \( \alpha_j \) root of \( f \). \( \square \)
Lemma 2.3 implies that \( N(O_k(1,e), \mathcal{H}) = e \left[ \mathcal{M}^k(e, \mathcal{H}^c) \right] \) because there are \( e \) different \( \beta \) with the same minimal polynomial \( f \) over \( k \). Therefore, by (2.4), we have that for every \( \mathcal{H}_0 > 1 \) there exists a \( C_0 \), depending only on \( \mathcal{H}_0, m \) and \( e \), such that for every \( \mathcal{H} \geq \mathcal{H}_0 \),

\[
N(O_k(1,e), \mathcal{H}) - C_k^e \mathcal{H}^{me} (\log \mathcal{H})^q \leq \begin{cases} C_0 \mathcal{H}^{me} (\log \mathcal{H})^{q-1}, & \text{if } q \geq 1, \\
C_0 \mathcal{H}^{(me-1) \mathcal{L}}, & \text{if } q = 0,
\end{cases}
\]

where \( \mathcal{L} = \log \mathcal{H} \) if \((m,e) = (1,2)\) and \( 1 \) otherwise. We get Theorem 1.1 by choosing \( \mathcal{H}_0 = 2 \).

3. A Counting Principle

In this section we introduce the counting theorem that will be used to prove Theorem 2.1. The principle dates back to Davenport [5] and was developed by several authors. In a previous work [1] the author and Widmer formulated a counting theorem that relies on Davenport’s result and uses o-minimal structures. The full generality of Theorem 1.3 of [1] is not needed here as we are going to count lattice points in semialgebraic sets.

**Definition 3.1.** Let \( N, M_i \), for \( i = 1, \ldots, N \), be positive integers. A semialgebraic subset of \( \mathbb{R}^n \) is a set of the form

\[
\bigcup_{i=1}^N \bigcap_{j=1}^{M_i} \{ \mathbf{x} \in \mathbb{R}^n : f_{i,j}(\mathbf{x}) *_{i,j} 0 \},
\]

where \( f_{i,j} \in \mathbb{R}[X_1, \ldots, X_n] \) and the \(*_{i,j}\) are either < or =.

A very important feature of semialgebraic sets is the fact that this collection of subsets of the Euclidean spaces is closed under projections. This is the well known Tarski-Seidenberg principle.

**Theorem 3.1** ([2], Theorem 1.5). Let \( A \in \mathbb{R}^{n+1} \) be a semialgebraic set, then \( \pi(A) \in \mathbb{R}^n \) is semialgebraic, where \( \pi : \mathbb{R}^{n+1} \to \mathbb{R}^n \) is the projection map on the first \( n \) coordinates.

Let \( S \subseteq \mathbb{R}^{n+n'} \), for \( t \in \mathbb{R}^{n'} \) we call \( S_t = \{ \mathbf{x} \in \mathbb{R}^n : (\mathbf{x}, t) \in S \} \) the fiber of \( S \) above \( t \). Clearly, if \( S \) is semialgebraic also the fibers \( S_t \) are semialgebraic. If so, we call \( S \) a semialgebraic family.

Let \( \Lambda \) be a lattice of \( \mathbb{R}^n \), i.e., the \( \mathbb{Z} \)-span of \( n \) linearly independent vectors of \( \mathbb{R}^n \). Let \( \lambda_i = \lambda_i(\Lambda) \) for \( i = 1, \ldots, n \) be the successive minima of \( \Lambda \) with respect to the zero centered unit ball \( B(0,1) \), i.e., for \( i = 1, \ldots, n \)

\[
\lambda_i = \inf \{ \lambda : B_0(\lambda) \cap \Lambda \text{ contains } i \text{ linearly independent vectors} \}.
\]

The following theorem is a special case of Theorem 1.3 of [1].

**Theorem 3.2.** Let \( Z \subseteq \mathbb{R}^{n+n'} \) be a semialgebraic family and suppose the fibers \( Z_t \) are bounded. Then there exists a constant \( c_Z \in \mathbb{R} \), depending only on the family, such that, for every \( t \in \mathbb{R}^{n'} \),

\[
\left| Z_t \cap \Lambda \right| - \frac{\text{Vol}(Z_t)}{\det \Lambda} \leq \sum_{j=0}^{n-1} c_Z \frac{V_j(Z_t)}{\lambda_1 \cdots \lambda_j},
\]
where $V_j(Z_t)$ is the sum of the $j$-dimensional volumes of the orthogonal projections of $Z_t$ on every $j$-dimensional coordinate subspace of $\mathbb{R}^n$ and $V_0(Z_t) = 1$.

4. A SEMIALGEBRAIC FAMILY

In this section we introduce the family we want to apply Theorem 3.2 to.

We see the Mahler measure as a function of the coefficients of the polynomial. We fix $n > 0$ and define $M : \mathbb{R}^{n+1}$ or $\mathbb{C}^{n+1}$ $\to [0, \infty)$ such that

$$M(z_0, \ldots, z_n) = M(z_0 X^n + \cdots + z_n).$$

These two functions satisfy the definition of bounded distance function in the sense of the geometry of numbers, i.e.,

1. $M$ is continuous;
2. $M(z) = 0$ if and only if $z = 0$;
3. $M(wz) = |w| M(z)$, for any scalar $w \in \mathbb{R}$ or $\mathbb{C}$.

Properties (2) and (3) are obvious from the definition, while continuity was proved already by Mahler (see [8], Lemma 1).

Let $M_1$ be the monic Mahler measure function, i.e., $M_1(z) = M(1, z)$ for $z \in \mathbb{R}^n$ or $\mathbb{C}^n$.

In the following we consider the complex monic Mahler measure as a function

$$M_1 : \mathbb{R}^{2n} \to \mathbb{R} \quad (x_1, \ldots, x_{2n}) \mapsto M \left( X^n + (x_1 + ix_2)X^{n-1} + \cdots + x_{2n-1} + ix_{2n} \right).$$

We fix positive integers $n, m, r, s$ with $m = r + 2s$ and $d_1, \ldots, d_{r+s}$ such that $d_i = 1$ for $i = 1, \ldots, r$ and $d_i = 2$ for $i = r + 1, \ldots, r + s$.

We define

$$(4.1) \quad Z = \left\{ (x_1, \ldots, x_{r+s}, t) \in (\mathbb{R}^n)^r \times (\mathbb{R}^{2n})^s \times \mathbb{R} : \prod_{i=1}^{r+s} M_1(x_i)^{d_i} \leq t \right\}.$$

Here $x_i \in \mathbb{R}^{d_i n}$ and $M_1(x_i)$ is the real or the complex monic Mahler measure respectively if $i = 1, \ldots, r$ or $i = r + 1, \ldots, r + s$.

We want to count lattice points in the fibers $Z_t \subseteq \mathbb{R}^{mn}$ using Theorem 3.2, therefore we need to show that $Z$ is a semialgebraic set and that the fibers $Z_t$ are bounded.

**Lemma 4.1.** The set $Z$ defined in (4.1) is semialgebraic.

**Proof.** Recall the definition of $Z$. To each $x_i \in \mathbb{R}^{d_i n}$ corresponds a monic polynomial $f_i$ of degree $n$ with real (for $i = 1, \ldots, r$) or complex (for $i = r + 1, \ldots, r + s$) coefficients. Let $S$ be the set of points

$$(x_1, \ldots, x_{r+s}, t, t_1, \ldots, t_{r+s}, \alpha^{(i)}, \beta^{(i)}, \ldots, \alpha^{(r+s)}, \beta^{(r+s)})$$

in $\mathbb{R}^{n(r+2s)+1+r+s+2n(r+s)}$, with $\alpha^{(i)}, \beta^{(i)} \in \mathbb{R}^n$, such that

- $\alpha^{(i)}$ and $\beta^{(i)}$ are, respectively, the vectors of the real and the imaginary parts of the $n$ roots of $f_i$, for every $i = 1, \ldots, r + s$;
- $\prod_{i=1}^{r+s} \max \left\{ 1, \left( \alpha^{(i)}_i \right)^2 + \left( \beta^{(i)}_i \right)^2 \right\} = t_i^2$ and $t_i \geq 0$, for every $i = 1, \ldots, r + s$;
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- \( \prod_{i=1}^{r+s} x_i^{d_i} \leq t. \)

It is clear that the set \( S \) is defined by polynomial equalities and inequalities. In fact, the first condition is enforced by the fact that the coordinates of \( x_i \) are the images of \( \alpha^{(i)} \) and \( \beta^{(i)} \) under the appropriate symmetric functions, which are polynomials. The second and the third conditions are also clearly obtained by polynomial equalities and inequalities. Therefore, \( S \) is a semialgebraic set. The claim follows after noting that \( Z \) is nothing but the projection of \( S \) on the first \( n(r + 2s) + 1 \) coordinates and applying the Tarski-Seidenberg principle (Theorem 3.1).

By Lemma 1.6.7 of [3], there exists a positive real constant \( \gamma \leq 1 \) such that

\[ \gamma|z|_\infty \leq M(z), \]

for every \( z \in \mathbb{R}^{n+1} \) or \( \mathbb{C}^{n+1} \), where, if \( z = (z_0, \ldots, z_n) \in \mathbb{R}^{n+1} \) or \( \mathbb{C}^{n+1} \), \( |z|_\infty = \max \{|z_0|, \ldots, |z_n|\} \) is the usual max norm. Clearly we have, for \( x \in \mathbb{R}^n \)

\[ N(x) := \gamma|(1, x)|_\infty \leq M_1(x) \]

in the real case and, for the complex case,

\[ N(x) := \gamma|(1, x)|_\infty \leq \gamma|(1, z)|_\infty \leq M_1(z) = M_1(x), \]

where \( x = (x_1, \ldots, x_{2n}) \in \mathbb{R}^{2n} \) and \( z = (x_1 + ix_2, \ldots, x_{2n-1} + ix_{2n}) \).

Recall that, by the definition, the monic Mahler measure function assumes values greater than or equal to 1, therefore, if \( (x_1, \ldots, x_{r+s}) \in Z_t \) then \( M_1(x)^{d_i} \leq t \) for every \( i \). Thus, \( |x_i|_{\infty} \leq \frac{t}{\gamma d_i} \) and this means that \( Z_t \) is bounded for every \( t \in \mathbb{R} \).

Now we can apply Theorem 3.2 to the family \( Z \). If we set \( Z(T) = Z_T \), we have

\[ \left| \frac{\text{Vol}(Z(T))}{\det \Lambda} - \sum_{j=0}^{mn-1} C_j V_j(Z(T)) \frac{\Delta_j}{\lambda_1 \cdots \lambda_j} \right| \leq \lambda_1 \cdots \lambda_j, \]

for every \( T \in \mathbb{R} \), where \( \Lambda \) is a lattice in \( \mathbb{R}^{mn} \) and \( C \) is a real constant independent of \( \Lambda \) and \( T \). Recall that \( V_j(Z(T)) \) is the sum of the \( j \)-dimensional volumes of the orthogonal projections of \( Z(T) \) on every \( j \)-dimensional coordinate subspace of \( \mathbb{R}^{mn} \) and \( V_0(Z(T)) = 1 \).

5. Proof of Theorem 2.1

We fix a number field \( k \) of degree \( m \) over \( \mathbb{Q} \). The ring of integers \( \mathcal{O}_k \) of \( k \), embedded into \( \mathbb{R}^{r+2s} \) via \( \sigma = (\sigma_1, \ldots, \sigma_{r+s}) \), is a lattice of full rank. We embed \( (\mathcal{O}_k)^n \) in \( \mathbb{R}^{mn} \) via \( a \mapsto (\sigma_1(a), \ldots, \sigma_{r+s}(a)) \), where the \( \sigma_i \) are extended to \( k^n \). We want to count lattice points of \( \Lambda = (\mathcal{O}_k)^n \) inside \( Z(T) \).

Lemma 5.1. We have

\[ \det \Lambda = \left( 2^{-s} \sqrt{|\Delta_k|} \right)^n, \]

and its first successive minimum is \( \lambda_1 \geq 1 \).

Proof. This is a special case of Lemma 5 of [9]. \( \square \)
Now we need to calculate the volume of $Z(T)$. We do something more general. Suppose we have $r + s$ continuous functions $f_i : \mathbb{R}^{n_i} \to [1, \infty)$, $i = 1, \ldots, r + s$ where $1 \leq n_i \leq d_i n$ for every $i$. We define
\begin{equation}
(5.1) \quad Z_i(T) = \{ x \in \mathbb{R}^{n_i} : f_i(x) \leq T \},
\end{equation}
for every $i = 1, \ldots, r + s$. Suppose that, for every $i$, there exists a polynomial $p_i(X) \in \mathbb{R}[X]$ of degree $n_i$ such that the volume of $Z_i(T)$ is $p_i(T)$ for every $T \geq 1$. Let $C_i$ be the leading coefficient of $p_i$. Moreover, let
\[
\tilde{Z}(T) = \left\{ (x_1, \ldots, x_{r+s}) \in \mathbb{R}^{\sum_{i=1}^{r+s} n_i} : \prod_{i=1}^{r+s} f_i(x_i)^{d_i} \leq T \right\}.
\]
Note that, since $f_i(x_i) \geq 1$ for every $i$, $\tilde{Z}(T)$ is bounded for every $T$.

**Lemma 5.2.** Let $q = r + s - 1$. Under the hypotheses and the notation from above, for every $T \geq 1$, we have
\[
\text{Vol} \left( \tilde{Z}(T) \right) = \tilde{p} \left( T^{q+1}, \log T \right),
\]
where $\tilde{p}(X, Y) \in \mathbb{R}[X, Y]$, $\deg_X \tilde{p} \leq 2n$, $\deg_Y \tilde{p} \leq q$. In the case $n_i = d_i n$ for every $i = 1, \ldots, r + s$, the coefficient of $X^{2n}Y^q$ is $\frac{n^q}{q!} \prod_{i=1}^{r+s} C_i$. If $n_i < d_i n$ for some $i$ then the monomial $X^{2n}Y^q$ does not appear in $\tilde{p}$.

**Proof.** We have
\[
V(T) := \text{Vol} \left( \tilde{Z}(T) \right) = \int_{\tilde{Z}(T)} dx_1 \ldots dx_{q+1}.
\]
We proceed by induction on $q$. If $q = 0$ there is nothing to prove. Suppose $q > 0$ and let
\[
\tilde{Z}^{(q)}(T) = \left\{ (x_1, \ldots, x_q) \in \mathbb{R}^{n_1 + \cdots + n_q} : \prod_{i=1}^{q} f_i(x_i)^{d_i} \leq T \right\}.
\]
Then
\[
V(T) = \int_{Z_{q+1}} \left( \prod_{i=1}^{q+1} T \right) \left( \int_{\tilde{Z}^{(q)}(T f_{q+1}(x_{q+1})^{-d_{q+1}})} \right) dx_1 \ldots dx_q dx_{q+1}.
\]
By the inductive hypothesis there exists $\tilde{p}_q(X, Y) \in \mathbb{R}[X, Y]$ such that
\[
V(T) = \int_{Z_{q+1}} \left( \prod_{i=1}^{q+1} T \right) \tilde{p}_q \left( \left( \frac{T}{f_{q+1}(x_{q+1})^{d_{q+1}}} \right)^{\frac{1}{2}}, \log \left( \frac{T}{f_{q+1}(x_{q+1})^{d_{q+1}}} \right) \right) dx_{q+1},
\]
where $\tilde{p}_q(X, Y) \in \mathbb{R}[X, Y]$, $\deg_X \tilde{p}_q \leq 2n$, $\deg_Y \tilde{p}_q \leq q - 1$ and, if $n_i = d_i n$ for every $i = 1, \ldots, q$, the coefficient of $X^{2n}Y^{q-1}$ is $\frac{n^{q-1}}{(q-1)!} \prod_{i=1}^{q} C_i$. If not, that monomial does not appear.

By $\mathcal{L}^n$, we indicate the Lebesgue measure on $\mathbb{R}^n$. Since $f_{q+1}$ is a measurable function, we get
\[
V(T) = \int_{[1, T]} \tilde{p}_q \left( \left( \frac{T}{X^{d_{q+1}}} \right)^{\frac{1}{2}}, \log \left( \frac{T}{X^{d_{q+1}}} \right) \right) d \left( \mathcal{L}^{n+1} \circ f_{q+1}^{-1} \right)(X),
\]
Therefore, one can see that and a, b

for (u, v) \subseteq \left[1, T^{-\frac{1}{q+1}}\right]. In particular for (u, v) \subseteq \left[1, T^{-\frac{1}{q+1}}\right],

\left(\mathcal{L}^{\frac{1}{q+1}} \circ f^{-1}_{q+1}\right)((u, v)) = p_{q+1}(v) - p_{q+1}(u),

and \left(\mathcal{L}^{\frac{1}{q+1}} \circ f^{-1}_{q+1}\right)(\{1\}) = p_{q+1}(1). Using 1.29 Theorem of [11], we get

\[ V(T) = \int_{1, T^{-\frac{1}{q+1}}} \tilde{p}_{q} \left( \left( \frac{T}{X^{d_{q+1}}} \right)^{\frac{1}{2}}, \log \left( \frac{T}{X^{d_{q+1}}} \right) \right) p_{q+1}'(X) d\mathcal{L}^{1}(X) + \]

+ \tilde{p}_{q} \left( T^{\frac{1}{2}}, \log T \right) p_{q+1}(1),

where \( p_{q+1}' \) is the derivative of \( p_{q+1} \).

For some integer \( c \geq 0 \) we put \( L(X, c) = X^c \) in case \( c > 0 \) and \( L(X, 0) = 1 \).

Because of the linearity of the integral we are reduced to calculate

\[ I(a, b, c) = \int_{T^{-\frac{1}{q+1}}}^{T^{\frac{1}{q+1}}} X^{a} \left( \frac{T}{X^{d_{q+1}}} \right)^{\frac{1}{2}} L \left( \log \left( \frac{T}{X^{d_{q+1}}} \right), c \right) dX = \]

\[ = T^{\frac{1}{2}} \int_{\frac{1}{q+1}}^{\frac{1}{q+1}} X^{-a - \frac{b}{d_{q+1}} L \left( \log T - \log \left( X^{d_{q+1}} \right), c \right) dX, \]

for some integers \( a, b, c \), with \( 0 \leq a \leq n_{q+1} - 1 \), \( 0 \leq b \leq 2n \) and \( 0 \leq c \leq q - 1 \).

We have three possibilities. If \( a - \frac{b}{2d_{q+1}} = -1 \), then

\[ I(a, b, c) = T^{\frac{1}{2}} \int_{\frac{1}{q+1}}^{\frac{1}{q+1}} X^{-a} L \left( \log T - \log \left( X^{d_{q+1}} \right), c \right) dX = \]

\[ = \frac{1}{(c + 1)d_{q+1}} T^{\frac{b}{2}} (\log T)^{c+1}. \]

If \( a - \frac{b}{2d_{q+1}} \neq -1 \) and \( c = 0 \),

\[ I(a, b, 0) = \frac{T^{\frac{b}{2}}}{a - \frac{b}{2d_{q+1}} + 1} \left( T^{\frac{a + 1}{d_{q+1}} - 1} - 1 \right) = \frac{T^{\frac{a + 1}{d_{q+1}}} - T^{\frac{b}{2}}}{a - \frac{b}{2d_{q+1}} + 1} \]

If \( a - \frac{b}{2d_{q+1}} \neq -1 \) and \( c \neq 0 \), then

\[ I(a, b, c) = - \frac{T^{\frac{b}{2}} (\log T)^{c}}{a - \frac{b}{2d_{q+1}} + 1} + \frac{cd_{q+1}}{a - \frac{b}{2d_{q+1}} + 1} I(a, b, c - 1). \]

Therefore, one can see that \( I(a, b, c) \) is a polynomial in \( T^{\frac{1}{2}} \) and \( \log T \). In particular \( I(a, b, c) = \tilde{p}(T^{\frac{1}{2}}, \log T) \), where \( \tilde{p}(X, Y) \in \mathbb{R}[X, Y] \), with \( \deg X \tilde{p} \leq 2n \) and \( \deg Y \tilde{p} \leq q \). Note that in the case \( a = d_{q+1} - 1, b = 2n \) and \( c = q - 1 \), the coefficient of \( X^{2n}Y^q \) is \( \frac{1}{n_{q+1}} \) and 0 for any other choice of \( a, b \) and \( c \). Therefore, the monomial \( X^{2n}Y^q \) does not appear in \( \tilde{p} \) if either \( n_{q+1} < d_{q+1} - 1 \) or \( X^{2n}Y^q \) does not appear in \( \tilde{p} \), i.e., if \( n_{i} < d_{i}n \) for some \( i \). To conclude, recall that, in the case \( n_{i} = d_{i}n \) for every \( i = 1, \ldots, r + s \), \( p_{q+1}' \) has leading coefficient \( nd_{q+1}C_{q+1} \) and the coefficient of \( X^{2n}Y^{q-1} \) in \( \tilde{p}_{q} \)
is \( \frac{n^q-1}{(q-1)!} \prod_{i=1}^q C_i \), thus, the coefficient in front of \( I(d_{q+1}n - 1,2n,q-1) \) in \( V(T) \) is \( \frac{n^q}{(q-1)!} \prod_{i=1}^{q+1} C_i \). \( \square \)

The volumes of the sets
\[
\{(z_1,\ldots,z_n) \in \mathbb{R}^n : M(1,z_1,\ldots,z_n) \leq T \}
\]
and
\[
\{(z_1,\ldots,z_n) \in \mathbb{C}^n : M(1,z_1,\ldots,z_n)^2 \leq T \}
\]
were computed by Chern and Vaaler in \((5.3)\) and \((5.2)\) respectively.

\[ C_{\mathbb{R},n} = 2n^{-M} \left( \prod_{l=1}^M \left( \frac{2l}{2l+1} \right)^{n-2l} \right) \frac{n^M}{M!} \]

with \( M = \lfloor \frac{n^q}{2} \rfloor \), and
\[ C_{\mathbb{C},n} = \pi^n n^n \frac{n^n}{(n!!)^2} \].

Suppose \( q = 0 \) and recall Lemma 5.1. In this case \( Z(T) \) corresponds to \((5.2)\) if \( m = 1 \) or to \((5.3)\) if \( m = 2 \). We have
\[
\frac{\text{Vol}(Z(T))}{\det \Lambda} = \frac{2^{sn}}{\sqrt{\Delta}} C_{\mathbb{R},n} C_{\mathbb{C},n} T^n + \frac{P(T)}{\sqrt{\Delta}},
\]
for every \( T > 1 \), where \( P(X) \in \mathbb{R}[X] \) depends only on \( n, r \) and \( s \) and has degree at most \( n - 1 \).

**Corollary 5.3.** Suppose \( q > 0 \). We have, for \( T > 1 \),
\[
\frac{\text{Vol}(Z(T))}{\det \Lambda} = \frac{n^{2sn}}{q! \sqrt{\Delta}} C_{\mathbb{R},n} C_{\mathbb{C},n} T^n (\log T)^q + \frac{P\left( \frac{T}{\log T}, \log T \right)}{\sqrt{\Delta}},
\]
where \( P(X,Y) \in \mathbb{R}[X,Y] \) depends on \( n, r \) and \( s \), \( \deg_X P \leq 2n \), \( \deg_Y P \leq q \) and the coefficient of \( X^{2n}Y^q \) is 0.

**Proof.** By Lemma 5.2 and the result of Chern and Vaaler about the volumes of the sets defined in \((5.2)\) and \((5.3)\), the volume of \( Z(T) \) is \( p(T, \log T) \) where \( p(X,Y) \in \mathbb{R}[X,Y] \), \( \deg_X p \leq 2n \), \( \deg_Y p \leq q \) and the coefficient of \( X^{2n}Y^q \) is \( \frac{n^{2sn}}{q!} C_{\mathbb{R},n} C_{\mathbb{C},n} \).

Therefore, recalling \( |\Delta| \) and \( \lambda_1,\ldots,\lambda_{mn} \) are greater than or equal to 1, by \((5.4)\) and Corollary 5.3, \((4.4)\) becomes
\[
|Z(T) \cap \Lambda| - \frac{n^{2sn}}{q! \sqrt{\Delta}} C_{\mathbb{R},n} C_{\mathbb{C},n} T^n (\log T)^q \leq \sum_{j=0}^{mn-1} CV_j(Z(T)) + Q(T),
\]
\( ^1 \)There is a misprint in (1.16) of [4], \( 2^{-N} \) should read \( 2^{-M} \).
for every $T > 1$, where $Q(T)$ is the function of $T$ obtained from the polynomial $P$ of (5.4) or (5.5) substituting the coefficients with their absolute values. Note that $Q$ depends only on $m$ and $n$.

Now we want to find a bound for $V_j(Z(T))$. Recall that in (4.2) and (4.3) we have defined a function $N(x) = \gamma |(1, x)|_\infty$ such that $N(x) \leq M_1(x)$. Let

$$Z'(T) = \left\{ (x_1, \ldots, x_{r+s}) \in \mathbb{R}^{mn} : \prod_{i=1}^{r+s} N(x_i)^{d_i} \leq T \right\}.$$  

Each $(x_1, \ldots, x_{r+s})$ with $\prod_{i=1}^{r+s} M_1(x_i)^{d_i} \leq T$ satisfies $\prod_{i=1}^{r+s} N(x_i)^{d_i} \leq T$. Therefore, we have $\Sigma(T) \subseteq Z'(T)$ and $V_j(\Sigma(T)) \leq V_j(Z'(T))$.

Suppose $q = 0$. This means that $k$ is either $\mathbb{Q}$ ($m = 1$) or an imaginary quadratic field ($m = 2$). In any case any projection of $Z'(T)$ to a $j$-dimensional coordinate subspace has volume $\left(\frac{2}{\pi}\right)^j T^{\frac{j}{2}}$ if $T \geq \gamma^m$, for every $j = 1, \ldots mn - 1$. Therefore we obtain

$$V_j(Z(T)) \leq V_j(Z'(T)) \leq ET^{n-\frac{j}{2}},$$  

for some real constant $E$ depending only on $n$ and $m$. This holds for every $T > 1$ since $\gamma \leq 1$.

Now suppose $q > 0$.

**Lemma 5.4.** For every $j = 1, \ldots, mn - 1$, there exists $P_j(X, Y) \in \mathbb{R}[X, Y]$ whose coefficients depend only on $m$ and $n$, with $\deg X P_j \leq 2n$, $\deg Y P_j \leq q$, and the coefficient of $X^{2n}Y^q$ is 0, such that, for every $T > 1$, we have

$$V_j(Z'(T)) = P_j(T^{\frac{j}{2}}, \log T).$$

**Proof.** By definition, the projection of $Z'(T)$ on a $j$-dimensional coordinate subspace is just the intersection of $Z'(T)$ with such subspace. To each such subspace $\Sigma$ we can associate integers $n_1, \ldots, n_{r+s}$ with $0 \leq n_i \leq d_in$ such that $\Sigma$ is defined by setting $d_i n_i - n_i$ coordinates of each $x_i$ to 0. Therefore we are in the situation of Lemma 5.2 because, after dividing by $\gamma$, we have, for every $i$ such that $n_i > 0$, a continuous function $f_i : \mathbb{R}^{n_i} \to [1, \infty)$, with $\sum n_i = j$. This gives rise to sets of the form (5.1), whose volumes are $2^{n_i} T^{n_i}$. Since $j < mn$, not all $n_i$ can be equal to $d_i n$. Therefore, by Lemma 5.2, the volume of any such projection equals a polynomial with the desired property and we have the claim.

Recall the definition of $\mathcal{M}^k(e, \mathcal{H})$ that was given in Section 2. Clearly $|\mathcal{M}^k(e, \mathcal{H})|$ is the number of $a \in \mathcal{O}_k^{\ell}$ with $\prod_{i=1}^{r+s} M_i (\sigma_i(a))^{d_i} \leq \mathcal{H}^m$, i.e., $|Z(\mathcal{H}^m) \cap \mathcal{O}_k^{\ell}|$.

By (5.6), (5.7) and Lemma 5.4 we have, for every $\mathcal{H} > 1$,

$$\left| \mathcal{M}^k(e, \mathcal{H}) \right| \leq \frac{e^q m^q 2^{qec}}{q!} \sqrt{\frac{1}{|\Delta_k|}} C_k^e C_k^h \mathcal{H}^{me}(\log \mathcal{H})^q \leq E(\mathcal{H}),$$

with

$$E(\mathcal{H}) = \left\{ \begin{array}{ll} \sum_{i=0}^{2e} \sum_{j=0}^{q} E_{i,j} \mathcal{H}^{\frac{me}{2}} (\log \mathcal{H})^j, & \text{if } q \geq 1, \\
\sum_{i=0}^{me-1} E_i \mathcal{H}^i, & \text{if } q = 0, \end{array} \right.$$  

where $E_{2e,q} = 0$ and all the coefficients depend on $m$ and $e$. 

Finally, it is clear that for every $H_0 > 1$ one can find a $D_0$ such that, for every $H \geq H_0$,

$$E(H) \leq \begin{cases} 
D_0 H^{me} (\log H)^{q-1}, & \text{if } q \geq 1, \\
D_0 H^{me-1}, & \text{if } q = 0,
\end{cases}$$

and we derive the claim of Theorem 2.1.
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