A combined microfluidic deep learning approach for lung cancer cell high throughput screening toward automatic cancer screening applications
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Lung cancer is a leading cause of cancer death in both men and women worldwide. The high mortality rate in lung cancer is in part due to late-stage diagnostics as well as spread of cancer-cells to organs and tissues by metastasis. Automated lung cancer detection and its sub-types classification from cell’s images play a crucial role toward an early-stage cancer prognosis and more individualized therapy. The rapid development of machine learning techniques, especially deep learning algorithms, has attracted much interest in its application to medical image problems. In this study, to develop a reliable Computer-Aided Diagnosis (CAD) system for accurately distinguishing between cancer and healthy cells, we grew popular Non-Small Lung Cancer lines in a microfluidic chip followed by staining with Phalloidin and images were obtained by using an IX-81 inverted Olympus fluorescence microscope. We designed and tested a deep learning image analysis workflow for classification of lung cancer cell-line images into six classes, including five different cancer cell-lines (P-C9, SK-LU-1, H-1975, A-427, and A-549) and normal cell-line (16-HBE). Our results demonstrate that ResNet18, a residual learning convolutional neural network, is an efficient and promising method for lung cancer cell-lines categorization with a classification accuracy of 98.37% and F1-score of 97.29%. Our proposed workflow is also able to successfully distinguish normal versus cancerous cell-lines with a remarkable average accuracy of 99.77% and F1-score of 99.87%. The proposed CAD system completely eliminates the need for extensive user intervention, enabling the processing of large amounts of image data with robust and highly accurate results.

Cancer is one of the most leading causes of death in the world1-3. Among different types of cancers, lung cancer is the most cause of death in both men and women worldwide. Based on cell morphology, there are two types of lung cancer available: Small Cell Lung Cancer (SCLC) which is responsible for 15–20% of the cancer cases and occurs almost in heavy smokers. Non-Small Lung Cancer (NSCLC) is observed in 80–85% of lung cancers and mainly sub-classified in Adenocarcinoma (ADC), Squamous Cell Carcinoma (SCC), and Large Cell Carcinoma (LCC)4. Lung cancer has similar symptoms with other branch disorders such as chest pain, coughing up blood, and etc. Therefore, the exact diagnosis of lung cancer, as well as its stage, is based on the microscopic morphology analysis. It is well known that approximately 85–88% of NSCLC is corresponding to A-549 lung cancer cells as well as this type is characterized as type II of pulmonary epithelial cell model for drug metabolism5. Furthermore,
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A-549 and A-427 lung cancer cell-lines are introduced as drug resistance of NSCLCs in comparison with other types.

Success in lung cancer treatment is highly related to its diagnostic time, the stage and grade of the tumor. In addition, deciding the most appropriate treatment of lung cancer depends on determining the extent (stage) of cancer, which is assessed by pathologists’ evaluation of the tumor’s histology. Therefore, the early-stage detection of lung cancer is necessary for health and selecting the most appropriate treatment procedure. To diagnose the lung cancer disease, there are several tests including the tissue sample (biopsy), cytology, and imaging tests (X-ray and Computerized Tomography (CT) scan), of which most are based on visual observation and manual techniques. Manual interpretation of lung cancer based on medical images is not only time-consuming process, but also needs highly trained people (doctors, pathologists, or technicians), and also is very prone to mistakes. Currently, exact lung cancer diagnosis from biopsy samples require pathologist visual inspection where his/her experience influences the prediction and accuracy of the decision. Moreover, exact cancer diagnosis as well as therapeutic success require microscopic image assessment, depends on the right diagnostic pathology. Diagnostic pathology is a complicated task that requires an expert who is trained over a couple of years. Accordingly, automated cancer detection from cancer cell images is an urgent need to reduce the heavy workloads of pathologists and can help avoid misdiagnosis. In addition, due to strong phenotypic (morphological) differences of human lung cancer cells, comprehensive quantification of medical images are of the interesting output of CAD approaches to assist doctors in treatment procedures.

Recent advances in the machine learning community have shown a great promise to apply deep learning for cancer classification. Deep learning is a subset of machine learning in artificial intelligence that imitates the function of the human brain for data processing. Deep learning allows machines to solve complex problems even if the dataset is very diverse, unstructured, and inter-connected. In deep learning, an algorithm learns effective representations for a given task entirely from data. One of the most advantages of using a deep learning approach is its ability to execute feature engineering by itself. Most recently, deep learning algorithms, especially Convolutional Neural Networks (CNN), have been widely applied in computer vision and image analysis tasks. Such algorithms have already been successfully utilized for the segmentation and classification of medical images such as breast cancer analysis, brain tumor detection, gastrointestinal cancer segmentation, prostate cancer diagnosis, lung cancer classification, and etc. For instance, in lung cancer research, CNNs have been mostly studied with the regard to classification of lung patterns on CT scans, Positron Emission Tomography (PET), and X-ray. While cell image interpretation continues to be the gold standard for cancer diagnosis especially in the early stage of the disease, future CAD systems towards this task fall behind the essential clinical need.

Here, Kanavati et al. trained a CNN (EfficientNet-B3 architecture) to predict carcinoma using 3704 histopathology images (obtained from Kyushu Medical Center and International University of Health and Welfare, Mita Hospital) and achieved promising results for discrimination between cancer and normal cells. Although there are multiple studies on automatic lung cancer detection, the focus of most researches is the classification of normal cells versus cancerous ones. However, cell-lines classification of lung cancer has more clinical values than binary classification (normal versus cancer) as it provides more detailed information to help clinicians for correct therapeutic schedules. As an example, Teramoto et al. developed an automated classification scheme for lung cancer cell-image detection (including adenocarcinoma, squamous cell carcinoma, and small cell carcinoma) from microscopic images using CNN. The total correct rate was reported at around 71% using three-fold cross-validation on their collected database which was comparable to that of a cytotechnologist or pathologist. Additionally, Coudray et al. applied a deep learning model (inceptionv3 architecture) for the automatic analysis of tumor slides using publicly available histopathology images available in “The Cancer Genome Atlas (TCGA)”. They achieved remarkable results in the classification of adenocarcinoma and squamous cell carcinoma as the most prevalent types of lung cancer and also normal lung tissue with an average area under the curve of 0.97 which was comparable to that of pathologists. Recently, Wei et al. proposed a deep learning model (ResNet architecture) that automatically classifies the histologic patterns of lung adenocarcinoma on surgical resection slides. The authors evaluated their approach on an independent set of 143 whole-slide images. They achieved a kappa score of 0.525 with 66.6% agreement to three pathologists for classifying the predominant histologic patterns, slightly higher than the inter-pathologist kappa score of 0.485 and an agreement of 62.7%.

Motivated by the above-described successes of employing CNNs routines in digital pathology image analysis, our work sets out to further identify the high level and discriminative features exhibited by cancer cells using CNNs for accurate classification of lung cancer subtypes. Microfluidics has risen as a capable approach for the investigation of malignant cell growth and medication screening. Because of their micro-scaled structures, micro-fluidic chips need low quantities of cells and offer the potential for high-throughput screening. Microfluidic chips have a platform for the malignant cells to grow in 3D dimension for keeping the cell population similar to the in-vivo conditions. In this study, we have used microfluidic devices to culture popular lung cancer and normal cells with the aim of establishing a baseline accuracy expected from the modern deep learning models for the classification of lung cancer cell-lines. The workflow of this study has been depicted in Fig. 1, which consists of three main parts: (a) schematic representation of microfluidic device used for seeding the lung cancer cell lines; (b) cell imaging by IX-81 and IX-71 Olympus microscopes; (c) classification of cell images into healthy cells or cancer cells based on deep learning methodologies. We are also interested in discriminating healthy controls from lung cancer cell samples. To this end, the CNNs are trained to predict the normal lung cells (16-HBE), and five types of lung cancer cells including P-C9, SK-LU-1, H-1975, A-427, and A-549. To the best of our knowledge, no research has been conducted to classify these types of lung cancer from tissue-derived cells cultured in a microfluidic platform.
Results

First, a preliminary experimental study was conducted to evaluate five popular CNN architectures (in terms of classification performance and the number of parameters) on our lung cancer cell-line database to select the best model. The performance data resulting from this evaluation is tabulated in Table 1. As shown, ResNet18 not only has a better recognition performance (98.37% accuracy, 97.64% precision, 96.88% recall, and 97.12% F1_score), but also has fewer parameters (~25.6 million) to be set in comparison to similarly performing model such as AlexNet, which causes reducing the likelihood of overfitting. Therefore, ResNet18 was chosen for our purpose and the hyperparameters for the fine-tuned ResNet18 architecture were set as given in Table 2. Note that we used the adaptive moment estimation (Adam) algorithm for training and only the weights in the last 12 layers were trainable whereas all other weights were frozen. Figure 2 depicts the sample images of our collected database, where 16-HBE represents a sample image of healthy lung cell-line and others show the lung cancer cell-lines.

| Model     | Classification performance | No. parameters |
|-----------|-----------------------------|----------------|
|           | Accuracy (%) | Precision (%) | Recall (%) | F1_score (%) | (M = million) |
| AlexNet   | 97.17        | 96.52         | 95.28      | 95.82        | 60 M          |
| GoogLeNet | 88.26        | 89.57         | 86.50      | 87.44        | 4 M           |
| ResNet18  | 98.37        | 97.64         | 96.88      | 97.12        | 25.6 M        |
| Inceptionv3| 82.67        | 90.29         | 80.39      | 83.45        | 23.6 M        |
| SqueezeNet| 94.41        | 92.33         | 90.48      | 90.62        | 1.2 M         |

| No. epochs | Mini-batch size | Initial learning rate | Learning rate factor | L2 regularization |
|------------|-----------------|-----------------------|----------------------|-------------------|
| 10         | 64              | $5 \times 10^{-1}$    | 2                    | $10^{-4}$         |

Table 1. Comparison of five deep neural network architectures.

Table 2. Parameter setting for the ResNet18 architecture.
The confusion matrix is shown in Fig. 3 depicts the inter-class variability in cancer cell-lines classification accuracy and also intra-class variability in discrimination between healthy control and cancer cell-lines. This figure provides all information of the outcome of our trained classifier, where the rows represent the predicted values of the target categories. As shown, the classifier performed excellent accuracy (100%) in the prediction of normal samples. Based on the confusion matrix results, the most misclassified cancer cell-lines were A-549 (85.3% accuracy) and H-1975 (96.5% accuracy) respectively. However, the other three cancer cell-lines PC-9, A-427, and SK-LU-1 achieved an excellent performance (99.5%, 100%, and 100% accuracy, respectively).

The final classification results after the parameter setting for ResNet18 were given in Table 3. All measures are reported as mean ± standard deviation for five runs. The average F1-score of 97.29% (98.37% accuracy) in classification between normal and different cancer cell-lines shows the efficiency of the method in clinical practice. Note that the small standard deviations in our results indicate that the trained model produces stable results across all five experimental runs. The training progress plots for one of our experimental runs are depicted in Fig. 4 to show how well the accuracy and loss curves converged after a few iterations.

It is also interesting to quantify the performance of the classifier in a binary setting; discrimination between normal and cancer cell-line images. As the results are shown in Table 4, we achieved the average F1-score of 99.87% (99.77% accuracy). 100% precision means there is no false-positive error in all five runs. It means that none of the normal images are predicted as cancerous one.

**Discussion**

Pathology investigation of tissue slides has significant importance in lung analysis. For instance, in the Tumor Glands and Metastasis (TGM) staging, the gland stage (territorial lymph gland association) is dictated by looking at whether the tumor has attacked the lymph hubs, in light of pathology slides. Classification of histologic patterns in lung cancer is extremely critical for estimating the tumor grade and deciding on the patient's treatment. However, this is a challenging task due to the heterogeneous nature of lung cancer and the subjective criteria for evaluation.

Developing a CAD method for lung cancer is a very important clinical achievement that could increase the patient survival rate. Cell-based microfluidic systems have shown great promise in enhancing biotechnology applications by easy single-cell manipulation, performing multiplexed assays at the same time, with only a small sample volume (microliter range).
To this end, we merged the microfluidic technology and deep learning algorithms to mimic the biological system, acquire data, and efficient analysis of the obtained data. A few previous studies have been done involving deep learning and lung cancer pathology images to automatically analyze and interpret the lung patterns\textsuperscript{29,37}. One limitation of these researches is that they used TCGA data where the cases submitted for this available database might be biased in terms of having images with typical and definitive morphological patterns of disease, which would be different from what pathologists encounter in real-world practice\textsuperscript{38}. It means that many slides of the histological images at multiple microscopic views might be examined by the pathologist, but only the most representative views have been submitted to the database. A recent study\textsuperscript{8} used their own collected histopathological data of lung cancer for the classification of lung adenocarcinoma patterns, however, their reported performances are not good enough to be used reliably in clinical settings.

Our work is novel in several ways. First, we used the cell lines to create our database for developing an automated lung cancer diagnosis system since the cell lines are well known, more homogeneous population compares to tissue driven images. Second, we have cultured cell lines in a microfluidic chip that is more similar to an in-vivo system as well as an extremely low volume of cells/reagents required at the micro-scale. Furthermore, we attempted to automate classification of five challenging cell-lines of lung cancer (PC-9, SK-LU-1, H-1975, A-427, and A-549) cultured in a microfluidic platform, a task that would be challenging even for experienced pathologists. Finally, we proposed a deep learning model for classifying histologic patterns on lung cancer cell data as it is demonstrated that deep learning and microfluidics represent an ideal coupling of experimental and analytical throughput\textsuperscript{39}. Our proposed workflow combines the efficacy of a suitable CNN model to extract high-level features from an input image data with the benefit of a transfer learning strategy that allows reducing the likelihood of overfitting problem.

Our study demonstrates that some CNN models, such as resnet18, could be utilized to assist the discrimination of lung cancer and normal cell-lines. Our results revealed that resnet18 architecture successfully distinguished normal versus cancerous cell-lines with remarkable average accuracy of 99.77% and F1-score 99.87%. We also showed that the classifier had 100% precision which means none normal samples are predicted as cancerous one. This is very important since the false positive error for cancer screening not only causes wasting time and budget for the healthcare system, but also imposes huge anxiety and unnecessary stress as well as physical and psychosocial harms for the patients and maybe their family\textsuperscript{40}. Our designed computer-based diagnosis of cell-lines would also significantly diminish the false-negative rate.

| Output Class | 16-HBE (Normal) | A-427 | A-549 | H-1975 | PC-9 | SK-LU-1 |
|--------------|----------------|-------|-------|--------|------|--------|
| 16-HBE (Normal) | 160 | 11.3% | 0 | 0.0% | 3 | 0.2% | 0 | 0.0% | 0 | 0.0% | 98.2% | 1.8% |
| A-427 | 0 | 0.0% | 88 | 6.2% | 5 | 0.4% | 4 | 0.0% | 0 | 0.0% | 90.7% | 9.3% |
| A-549 | 0 | 0.0% | 0 | 0.0% | 87 | 6.2% | 0 | 0.0% | 0 | 0.0% | 100% | 0.0% |
| H-1975 | 0 | 0.0% | 0 | 0.0% | 2 | 0.1% | 166 | 11.7% | 0 | 0.0% | 98.8% | 1.2% |
| PC-9 | 0 | 0.0% | 0 | 0.0% | 1 | 0.1% | 0 | 0.0% | 396 | 28.0% | 0 | 99.7% | 0.3% |
| SK-LU-1 | 0 | 0.0% | 0 | 0.0% | 4 | 0.3% | 2 | 0.1% | 2 | 0.1% | 494 | 34.9% | 1.6% |

Table 3. Classification results for the ResNet18 architecture (six classes: normal (16-HBE), A-427, A-549, H-1975, SK-LU-1, and PC-9 cell-lines). Values are mean ± standard deviation for five experimental runs.

| Accuracy (%) | Precision (%) | Recall (%) | F1-score (%) |
|--------------|---------------|------------|--------------|
| 98.37 ± 0.36 | 97.38 ± 0.81  | 97.35 ± 0.67 | 97.29 ± 0.73 |
Actually, our results have been reported based on randomly splitting the data into training, validation, and test sets in which the test data were the same cell-lines used in the training but they are unseen samples. Although we showed the capability of the model to discriminate between normal and the mentioned five types of cancer cell lines with remarkable performance, it is worth checking the generality of the method for classification of a new cancer cell-line where none of its instances are observed during the training phase. To address this issue and due to lack of access to new cell-line images, we trained the ResNet18 model as a binary classifier on normal versus a collection of four cancer cell-lines (randomly partitioning into training and validation sets in the ratio of 80:20), and then tested it for the remain unseen cancer cell-line. The results are tabulated in Table 5. As expected, the classifier accuracy dropped a lot when dealing with A-549 cell-line in the test phase. This was observed previously even if the samples of A-549 were seen in training (as shown in Fig. 3), the model was failed to accurately classify all of them as a cancer type. It means that A-549 probably exhibited similar morphological features with normal cell-line. However, for categorization of other cancer cell-lines, the model achieved the acceptable results.

Our selected model was also able to classify lung cancer cell-lines with an excellent accuracy 98.37% and F1-score 97.29%. Indeed, deep features automatically learned by ResNet18 architecture encoded the biological characteristics of distinct cellular lines, enabling more compact within cell-lines distribution and between cell-lines separation which result in high classification performance.
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has been surface-functionalized and coated by collagen I. To this end, the PDMS sheet was plasma treated and immersed in collagen I solution. The assembled microfluidic device was sterilized by ethanol (70%) and under UV exposure (20 min) and finally, rinsed several times. The desired cell number injected into micro-channels based on the surface to the area of micro-channels and after 70–80% confluency, the cells were rinsed (by phos-phate buffer 37° C, PBS), fixed (by paraformaldehyde 2%) and stained by DAPI (4′,6-diamidino-2-phenylindole) and phalloidin fluorescent dye. Finally, the micro-channels containing stained cells were rinsed several times by Deuterium-Depleted Water (DDW) and were subjected to imaging by Olympus IX81 and IX71 (Olympus Ltd, Tokyo, Japan). The collected images have proceeded for further analysis.

Deep convolutional neural networks. Training deep learning models is a time-consuming process and often requires lots of annotated images which may be difficult to acquire in the medical field. It also demands a costly system equipped with a Graphics Processing Unit (GPU) and large Random Access Memory (RAM). However, an approach called transfer learning could help researchers solve problems in medical images when the available dataset has a lower number of samples for each class. In other words, transfer learning aims to transfer knowledge between large source and small target domains. For CNNs, this is often done by pre-training a model with the source dataset, then re-training parts of the model with the target dataset which is named fine-tuning. In this work, we are particularly interested in investigating the effectiveness of transferring features learned from a generic dataset into the classification of lung cancer types. To this end, we exploited five popular CNN architectures GoogLeNet42, ResNet1831, AlexNet43, SqueezeNet44, and Inceptionv330 where all networks were pre-trained on ImageNet45, the current largest image classification dataset in computer vision.

Moreover, to handle the problem of class imbalance data46, we employed the augmentation strategy (including scaling, rotation, and translation) to equalize the sample distribution across the 6 classes. It means that for each class, the necessary number of augmented samples was randomly selected in such a way that all classes would reach the training set size of the majority class.

Evaluation performance and experimental setup. For classification tasks on imbalanced databases, the accuracy rate is an inadequate measure despite its popularity in literature. To provide a fair measure of the classifier’s performance, we used additional metrics such as precision, recall, and F1-score47. In an imbalanced classification problem with more than two classes, precision is calculated as the sum of true positives across all classes divided by the sum of true positives and false positives across all classes. Recall is calculated as the sum of true positives across all classes divided by the sum of true positives and false negatives across all classes. Maximizing precision will minimize the number of false positives, whereas maximizing the recall will minimize the number of false negatives. F1_score provides a way to combine both precisions and recall into a single measure that captures both properties. Our evaluation metrics to report the results are given in Eqs. (1)–(4).

### Table 5. Classification accuracies of the ResNet18 architecture (normal vs. cancer) for unseen test data.

| Train and validation data | Test data | Validation accuracy (%) | Test accuracy (%) |
|--------------------------|-----------|-------------------------|------------------|
| Normal versus cancer (A-427, H-1975, PC-9, SK-LU-1) | A-427 | 99.36 | 96.58 |
| Normal versus cancer (A-549, H-1975, PC-9, SK-LU-1) | A-549 | 99.92 | 96.58 |
| Normal versus cancer (A-549, A-427, PC-9, SK-LU-1) | H-1975 | 99.36 | 96.58 |
| Normal versus cancer (A-549, A-427, H-1975, SK-LU-1) | PC-9 | 99.92 | 96.58 |
| Normal versus cancer (A-427, H-1975, PC-9, SK-LU-1) | SK-LU-1 | 99.92 | 96.58 |

Conclusions
In this work, a huge amount of raw data (normal and cancerous lung cell-line images) collected in a microfluidic system have been processed by deep learning algorithms. Our work aimed to learn a high-level discriminative feature using CNNs to accurately classify lung cell-line images into six classes, including five different cancer cell-lines (PC-9, SK-LU-1, H-1975, A-427, and A-549) and normal cell-line (16-HBE). The remarkable performance outcome of this work confirms the ideal integrating of microfluidic technology for data acquisition and deep learning for data processing.

Our findings suggest that deep learning models can assist pathologists in the detection of cancer cell-line that could be adopted in routine pathological practices and potentially help reduce the burden on pathologists. Given the results obtained in this work, the future work would be extending the framework to predict other types of cancer.
\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 - score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where TP, TN, FP, and FN represent true positive, true negative, false positive, and false negative respectively.

Our data is split into training, validation, and test sets in the ratio of 60:20:20 respectively with a random partition by keeping a ratio between classes. This procedure was repeated five times by changing the random partition at the beginning of the procedure. The original number of images in our dataset is listed in Table 6.

The model selection and parameter setting have been done on the evaluation dataset in a greedy search manner-even.

Note that the fine-tuning of the pre-trained CNNs has been performed using Matlab 2019a running on a desktop workstation equipped with an NVIDIA 8 GB GeForce GTX 745 GPU card.
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