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Abstract—In this letter, an effective image saliency detection method is proposed by constructing some novel spaces to model the background and redefine the distance of the salient patches away from the background. Concretely, given the backgroundness prior, eigendecomposition is utilized to create four spaces of background-based distribution (SBD) to model the background, in which a more appropriate metric (Mahalanobis distance) is quoted to delicately measure the saliency of every image patch away from the background. After that, a coarse saliency map is obtained by integrating the four adjusted Mahalanobis distance maps, each of which is formed by the distances between all the patches and background in the corresponding SBD. To be more discriminative, the coarse saliency map is further enhanced into the posterior probability map within Bayesian perspective. Finally, the final saliency map is generated by properly refining the probability map with geodesic distance. Experimental results on two usual datasets show that the proposed method is effective compared with the state-of-the-art algorithms.

Index Terms—Saliency detection, eigendecomposition, backgroundness prior, Mahalanobis distance.

I. INTRODUCTION

A subfield of computer vision and pattern recognition, image saliency detection is an interesting and challenging problem which touches upon the knowledge from multiple subjects like mathematics, biology, neurology, computer science and so on. Many previous works have demonstrated that saliency detection is significant in many fields including image segmentation [1], objection detection and recognition [2], image quality assessment [3], image editing and manipulating [4], visual tracking [5], etc.

The models of saliency detection can be roughly categorized into bottom-up and top-down approaches [6], [7]. In this work, we focus on bottom-up saliency models. In recent years, color contrast cue [8], [9] and color spatial distribution cue [10] are widely used in saliency detection. It is considered that salient objects always show large contrast over their surroundings and are generally more compact in the image domain. Saliency algorithms based on these two cues usually work well when the salient object can be distinctive in terms of contrast and diversity, but they usually fail in processing images containing complicated background which involves various patterns. On the other hand, pattern distinctness is described in [11] by studying the inner statistics (actually corresponds to the distribution for the feature) of the patches in PCA space. This method achieves favorable results but there still exists some background patterns which are misjudged to be salient. In addition, by assuming most of the narrow border of the image be the background region, backgroundness prior plays an important role in calculating the saliency maps in many approaches [12], [13], [14]. However, if the patches on the border are treated as background patches directly, these algorithms often perform inadequately when the potential salient objects touch the image border.

Based on the above analysis, we propose a saliency detection method considering the following aspects which also go to our contributions: 1) We combine the backgroundness prior into constructing the spaces of background-based distribution implicitly (not directly) to investigate the background, where we will find Euclidean and \(l_1\) metrics may not be suitable in exploring the distribution (inner statistics) for the patches and we should quote some other metric to describe the patch difference appropriately. 2) In the step of refinement, we also design a new up-sampling scheme based on geodesic distance.

II. PROPOSED ALGORITHM

Here we describe the proposed approach in three main steps. Firstly, the patches from image border are used to generate a group of spaces of background-based distribution (SBD) to compute the coarse saliency map. Secondly, in the Bayesian perspective, the coarse saliency map is enhanced. Then the final saliency map is obtained by using a novel up-sampling method based on geodesic distance. And the main framework is depicted in Fig. 1.

A. Spaces of background-based distribution

The work [11] suggests that a pixel be salient if the patch containing this pixel has less contribution to the distribution of the whole image treated in PCA system. However, problem may occur when the area of the salient object is overwhelming in size. In this case, if all the image patches are utilized to do PCA, the patches in the salient object may have high contribution to distribution of the whole image patches, then naturally the difference between the salient patches and the whole image will not be discriminative. In order to increase this difference and make the salient object be much discriminative from the background, in this paper we aim to re-establish
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the background distribution in some new spaces, called spaces of background-based distribution (SBD). For this purpose, we have the following considerations:

1) Feature representation For the patches, color information is used to represent their features. Particularly, two color spaces are used here, including CIE-Lab and I-RG-BY. CIE-Lab is most widely used in previous works, while I-RG-BY that is transformed from RGB color space is also proved to be effective in saliency detection algorithm [15], where $I = \frac{R+G+B}{3}$ denotes the intensity channel, $RG = R - G$ and $BY = B - \frac{R+G}{2}$ are two color channels. Thus, if we take a $7 \times 7$ patch as an example, the feature of this patch will be represented by a $294 \times 1$ column vector ($6 \times 7 \times 7 = 294$). And here we denote this vectorized feature for image patch to be $f(i)$.

2) Background patches selection We define the pseudo-background region as the border region of the image like the work in [16]. To improve the performance, some approaches divide the patches on image border into four groups including top, bottom, left and right, and deal with them respectively. In our method, we do not simply consider some certain border in a single direction, but consider the correlations between every two neighboring connective borders. This is considered to be more reasonable since the neighboring connective borders tend to present similar background information. As a result, we get four groups of patches that are located around the image border. Particularly, these groups are denoted as $\{G_q\}_{q=1}^4$, where $G_1 = B_t \cup B_l, G_2 = B_r \cup B_t, G_3 = B_b \cup B_t, G_4 = B_b \cup B_r$, and $B_t, B_b, B_l, B_r$ are the sets of vectorized patches on the top, bottom, left and right borders of the image respectively.

To clearly present the proposed idea in the view of metric space, we choose to start with eigendecomposition. Particularly, with eigendecomposition we have

$$\Lambda = \text{eigendecomposition}(C_q)$$

and it is more convenient to elaborate the proposed idea by the above context of eigendecomposition.

To suppress the value of $d_q$ from the background as much as possible while retaining the one in the salient regions, we set a threshold $H$ to update $d_q$, i.e., if $d_q(i) < H$, $d_q(i) = 0$, where $H$ is set to be the average value of $d_q$ computed by Eq. (2). The reason we do this thresholding is originated from the fact that more than 95 percent of images have larger background area than the salient area when investigating a widely used datasets MSRA5000 [20].

So for each group $G_q$, after repeating the calculations from Eq. (1) to Eq. (2), we get four adjusted Mahalanobis distance maps that labeled as $\{S_{q}^{th}\}_{q=1}^4$. Each map is normalized to $[0,1]$. Next, we create the single-scale coarse saliency map $S^{cs}$ by taking a weighted average of the above four maps as

$$S^{cs} = \sum_{q=1}^{4} w_q \times S_{q}^{th}$$

where ‘$\times$’ denotes the element-wise multiplication from here on in, and $w_q \in \{0,1\}$. Unlike the use of entropy in [21], distinction in its PCA coordinate systems and is proved to be more effective than Euclidean metric. However, it may become invalid in our spaces if one ignores the distribution of the data. In this case, Mahalanobis distance [18], [19] is used here instead exactly for the elements obtained above, and its effectiveness is explained in detail in Fig. 2. Therefore, for each patch $i$ we compute a distance $d_q(i)$ as its Mahalanobis distance via

$$d_q(i) = \| \Lambda_q^{-\frac{1}{2}} (t_q(i) - p_q^o) \|_2, q = 1, \cdots, 4$$

where $\Lambda_q$ is the matrix of eigenvalues and $p_q^o$ is in the transformed space projected from the average patch $f_q$ for $G_q$.

It is reasonable to understand that $\Lambda_q$ used here is to denote the influence of different scales in different components of the eigenvectors from $U_q$ (Fig. 2) and it is better to describe the distribution of the patches with this metric. In fact, though the distance can be directly computed by $\| C_q^o \frac{1}{2} (f(i) - p_q^o) \|_2$, the two ways of definition of Mahalanobis distance are equivalent, and it is more convenient to elaborate the proposed idea by the above context of eigendecomposition.
we employ it to measure the value of $w_q$. Firstly, the entropy values of $\{e_r^q\}_{q=1}^4$ are calculated to be $\{e_{r_1}^q\}_{q=1}^4 = 1$, respectively. Then the average entropy value $e_{r_{ave}}$ is computed and compared with each $e_{r_q}$, that is, if $e_{r_q} \leq e_{r_{ave}}$, $w_q = 1$; otherwise, $w_q = 0$. It means that, for the four maps $\{S^q_{col}\}_{q=1}^4$, the more chaotic the map is, the less its contribution to $S^i_{col}$ will be. In this way, even if some parts of the potential salient object touch part of some border, they will not contribute significantly to the background distribution since only a few $G_q$s are influenced, and the SBD in all the $\{G_q\}_{q=1}^4$ may still explore the common features of the true background.

In practice, we calculate $S^c_m$ on three scales of input, such as 100%, 50%, 25% of the original size of the observed image like the works [11], [17], and average them to form the multi-scale coarse saliency map $S^c_m$.

### B. Bayesian perspective

We regard the image saliency as a posterior probability with the Bayes formula to enhance $S^c_m$ like [22], [23]. However, unlike these two works where either a convex hull or refined convex hull is used to locate the extracted foreground in determining the likelihood, we extract the foreground region directly thresholding the coarse saliency map $S^c_m$ with its mean value. Then, the likelihood of each pixel $i$ is defined by [23]

$$p(g(i)|R^1) = \frac{N_{b^1(L(i))}}{N_{R^1}} \cdot \frac{N_{b^1(A(i))}}{N_{R^1}} \cdot \frac{N_{b^1(B(i))}}{N_{R^1}},$$

$$p(g(i)|R^0) = \frac{N_{b^0(L(i))}}{N_{R^0}} \cdot \frac{N_{b^0(A(i))}}{N_{R^0}} \cdot \frac{N_{b^0(B(i))}}{N_{R^0}},$$

where $g(i) = (L(i), A(i), B(i))$ is the observable vector feature of pixel $i$ from three color channels, i.e., $L$, $A$ and $B$ in CIE-Lab color space; $R^1$ (or $R^0$) denotes the extracted foreground (or background); $N_{R^1}$ (or $N_{R^0}$) denotes the total pixel numbers in $R^1$ (or $R^0$); for channel $L$, $b^1(L(i))$ (or $b^0(L(i)))$ is the bin in pixel-wise color histogram within $R^1$ (or $R^0$) which contains the value $L(i)$, and $N_{b^1(L(i))}$ (or $N_{b^0(L(i))}$) is the number of pixels in the bin $b^1(L(i))$ (or $b^0(L(i))$); and it is the same case for channels $A$ and $B$.

Furthermore, we treat the coarse saliency map $S^c_m$ from Section A as the prior probability map, and calculate the posterior probability map for pixel $i$ by

$$S_p(i) = \frac{p(g(i)|R^1) \cdot S^c_m(i)}{p(g(i)|R^1) \cdot S^c_m(i) + p(g(i)|R^0) \cdot (1 - S^c_m(i))}.$$
when \( q \) and \( j \) are in different regions, there exists at least one strong edge (\( d_{\text{col}}(\ast, \ast) \geq 3\sigma_{\text{col}} \)) on their shortest path and \( w_{qj} \approx 0 \), ensuring that the saliency of \( j \) should not contribute to the saliency of \( q \). \( \sigma_{\text{col}} \) is the deviation for all \( d_{\text{col}}(\ast, \ast) \) and computed in practice. Fig. 4(c) and (d) show the comparisons based on our refinement methods and the up-sampling proposed in [10] and our method performs better.

### III. Experiment

We evaluate and compare with other methods the performance of the proposed algorithm on two widely used datasets: MSRA5000 [20] and PASCAL1500 [26]. The MSRA5000 contains 5000 images with pixel-level ground-truths, while the PASCAL1500 which contains 1500 images with pixel-level ground-truths is more challenging for testing because they have more complicated patterns in both foreground and background. Then, we compare our results with eight state-of-the-art methods, including HC [8], RC [8], SF [10], PCA [11], FPISA [26], HS [27], MSS [23], RBD [25], among which are the art methods, including HC [8], RC [8], SF [10], PCA [11], FPISA [26], HS [27], MSS [23], RBD [25], ours and ground-truth.

In the study, we use 4 standard criteria for quantitative evaluation, i.e., precision-recall (PR) curve [22], F-measure [27], Mean Absolute Error (MAE) [10], [25] and AUC score [11], [23]. For the PR curve, it is given in Fig. 5(a) and (b) by comparing the results with the ground-truth through varying thresholds within the range [0, 255]. And F-measure curve in Fig. 5(c) and (d) is drawn with different \( F_\beta \) values calculated from the adaptive thresholded saliency map, where \( F_\beta = \frac{(1+\beta^2)\text{precision-recall}}{\beta^2\text{precision-recall}+\text{recall}} \), and \( \beta^2 = 0.3 \). The figures show that our approach achieves the better for these two measures. Specially, similar to [10], [26], in TABLE I we show the precision, recall and F-measure values for adaptive threshold (AT), which is defined as twice the mean saliency of the image. It still shows that the proposed method achieves the best on these data. In addition, MAE is used to evaluate the averaged degree of the dissimilarity and comparability between the saliency image and the ground-truth at every pixel, and AUC score is calculated based on the true positive and false positive rates. It is shown in TABLE I that the proposed method presents the smallest MAE to denote our saliency maps are more close to the ground-truth at pixel level, and also offers satisfactory AUC scores compared with the others. Finally, Fig. 6 shows series of saliency maps of different methods. And it shows that our result has a great improvement over previous methods. W.r.t. the computational efficiency, the above average runtime for an input image is 1.67s in Matlab platform on a PC with Intel i5-4460 CPU and 8GB RAM.

### IV. Conclusion

In this letter, an effective bottom-up saliency detection method with the so-called spaces of background-based distribution (SBD) is presented. In order to describe the background distribution, some metric spaces of SBD are constructed, i.e., the elements are generated with eigendecomposition, plus the metric is designed carefully where the Mahalanobis distance is quoted to measure the saliency value for each patch. Further by enhancement in Bayesian perspective and refinement with geodesic distance, the whole salient detection is done. Finally,
the evaluational experiments exhibit the effectiveness of the proposed algorithm compared with the state-of-art methods.
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