MILD SOLUTIONS TO THE TIME FRACTIONAL NAVIER-STOKES DELAY DIFFERENTIAL INCLUSIONS
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Abstract. In this paper, we study a Navier-Stokes delay differential inclusion with time fractional derivative of order $\alpha \in (0, 1)$. We first prove the local and global existence, decay and regularity properties of mild solutions when the initial data belongs to $C([-h, 0]; D(A^\varepsilon))$. The fractional resolvent operator theory and some techniques of measure of noncompactness are successfully applied to obtain the results.

1. Introduction. In this paper we consider the following functional Navier-Stokes differential inclusion with time fractional derivative

$$
\begin{cases}
\epsilon D_t^\alpha u - \Delta u + (u \cdot \nabla)u + \nabla p \in g(t) + f(t, u_t) \quad \text{in } (0, \infty) \times \Omega, \\
\nabla \cdot u = 0 \quad \text{in } (0, \infty) \times \Omega, \\
u = 0 \quad \text{on } (0, \infty) \times \partial \Omega, \\
u(t, x) = \varphi(t, x), \quad t \in [-h, 0], \ x \in \Omega,
\end{cases}
$$

(1.1)

where $\Omega$ is a bounded domain in $\mathbb{R}^N$, $N \geq 2$, $\partial \Omega \in C^\infty$, $\epsilon D_t^\alpha u$ is the Caputo fractional derivative (see Definition 1), $u$ is the velocity field of the fluid, $p$ the pressure, $g$ a nondelayed external force field, $f$ another external force with some hereditary characteristics and $\varphi$ the initial datum in the interval of time $[-h, 0]$, where $h$ is a fixed positive number.

This research is motivated by control problems for fluid flows, these situations may appear, for instance, when we want to control the system by applying a force which takes into account not only the present state of the system but the history of the solutions. In recent years, there is an increasing interest in the study of Navier-Stokes models in which the forcing term contains some hereditary features; see, e.g., [3, 4, 5, 6, 20, 21, 22, 23, 33, 40] and the references cited therein.
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Fractional Navier-Stokes equations have received increased attention in the last years due to their physical applications in many fields such as turbulence, heterogeneous flows and materials, viscoelasticity and electromagnetic theory. Navier-Stokes equations with time fractional derivative were studied in [8, 17, 39, 41, 45, 49, 50, 51], for instance. Also, Navier-Stokes equations with fractional dissipation have been considered in [9, 13, 16, 18, 24, 26, 44, 48] (see [14] for fractional stochastic Navier-Stokes equations as well). Numerical analysis of the fractional Navier-Stokes equations has been studied in, for example, [34, 35, 43, 45] and the references therein.

Recently, there are many works on functional Navier-Stokes equations with classical derivative. For the existence and regularity of pullback attractors for 2D Navier-Stokes equations with delay, we refer the reader to [3, 5, 6, 20, 21, 22, 38] and the references therein. The exponential stability of the stationary solution to such equations has been investigated in [4] and [23]. Globally modified three dimensional Navier-Stokes equations with delays have been studied in [25, 31, 32]. Existence and decay of solutions in full space to Navier-Stokes equations with delays have been considered in [40]. There has, however, been little mention of functional Navier-Stokes differential inclusions even in the case of classical derivative.

In this paper, we are interested in the existence, decay and regularity of mild solutions to the functional Navier-Stokes differential inclusions with time fractional derivative. The novelty and the difficulties of this work are in three aspects: (i) $f$ is a multi-valued mapping containing some hereditary features. In order to obtain the existence of mild solutions we use some techniques of measure of noncompactness and the general theory of multi-valued mappings developed in [1, 27, 29]. Some new ideas for checking the upper semi-continuity of the multi-valued operator $L$ are developed here to circumvent the difficulty caused by the multi-valued mapping $f$. (ii) The vector-valued Lebesgue space $L^r(\Omega)$ ($N < r < \infty$) will be considered. We shall use some estimates for the Mittag-Leffler families proposed in [8] and conduct new and complicated estimates for the linear and nonlinear parts of mild solutions to the functional Navier-Stokes differential inclusions with time fractional derivative. (iii) The nonlinear part $B(u) = B(u, u)$ where $B(u, v) = -P(u \cdot \nabla)v$. Here we need to compute the measure of noncompactness for the nonlinear part $B(u)$.

This paper is organized as follows. In Section 2, we recall some basic concepts and results related to fractional calculus in Banach spaces, measure of noncompactness and multi-valued mappings. In Section 3, we state and prove the main theorems of the paper, concerning the existence of local and global mild solutions. The decay of the solutions is also obtained. Finally, an illustrative example is presented.

2. Preliminaries. In this section we will recall some definitions and preliminary facts related to fractional calculus in Banach spaces, measure of noncompactness and multi-valued mappings.

2.1. Fractional setting. To set our problem (1.1) in the abstract framework, we consider the following usual abstract space:

$$L^r_\sigma = \{ u \in L^r(\Omega) : \nabla \cdot u = 0 \}$$

with norm $\| \cdot \|_{L^r}$, where $L^r$ denotes the vector-valued Lebesgue space and for $u \in L^r(\Omega)$,

$$\| u \|_{L^r}^r = \sum_{j=1}^N \int_\Omega |u_j(x)|^r \, dx.$$
Besides, let $S \subset \mathbb{R}$ and $X$ be a Banach space. We denote the space of the continuous functions from $S$ to $X$ by $C(S; X)$ and the space of the continuous and bounded functions from $S$ to $X$ by $CB(S; X)$ (equipped with its usual norm). For $1 \leq p \leq \infty$, $L^p(S; X)$ denotes the Banach space of $L^p$ integrable functions $u : S \to X$ if $p < \infty$ and the essential bounded functions when $p = \infty$. $W^{1,p}(S; X)$ is the subspace of $L^p(S; X)$ consisting of functions such that the weak derivative $\frac{\partial u}{\partial t}$ belongs to $L^p(S; X)$. Both spaces $L^p(S; X)$ and $W^{1,p}(S; X)$ are endowed with their standard norms. Given $T > 0$ and $u : [-h, T] \to L^r$, for each $t \in [0, T]$ we denote by $u_t$ the function on $[-h, 0]$ by the relation $u_t(s) = u(t + s)$, $s \in [-h, 0]$. We also denote $C_h = C([-h, 0]; L^r)$. In the sequel, $C$ denotes an arbitrary positive constant, which may be different from line to line and even in the same line.

We now recall some facts about the theory of fractional calculus.

For $\beta > 0$, define the function $g_\beta : \mathbb{R} \to \mathbb{R}$ by

$$g_\beta(t) := \begin{cases} \frac{1}{\Gamma(\beta)} t^{\beta - 1}, & t > 0, \\ 0, & t \leq 0, \end{cases}$$

where $\Gamma(\beta)$ is Euler’s Gamma function. For a function $u \in L^1([0, T]; X)$, the Riemann-Liouville fractional integral of order $\beta$ of $u$ is given by

$$J_t^\beta u(t) := g_\beta \ast u(t) = \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} u(s) \, ds, \quad t \in [0, T].$$

Based on the definition of Riemann-Liouville fractional integral operator, we present the Caputo fractional differential operator; for more details, we refer to the books [30, 42].

**Definition 1.** Let $\beta \in (0, 1)$ and $T > 0$. Consider $u \in C([0, T]; X)$ such that the convolution $g_{1-\beta} \ast u \in W^{1,1}([0, T]; X)$. The expression

$$D_t^\beta u(t) := \frac{d}{dt} \left\{ J_t^{-\beta} [u(t) - u(0)] \right\} = \frac{d}{dt} \left\{ \frac{1}{\Gamma(1-\beta)} \int_0^t (t-s)^{-\beta} [u(s) - u(0)] \, ds \right\}$$

is called the Caputo fractional derivative of order $\beta$ of the function $u$.

For $\beta \in (0, 1)$, the entire function $M_\beta : \mathbb{C} \to \mathbb{C}$ given by

$$M_\beta(z) := \sum_{n=0}^{\infty} \frac{z^n}{n! \Gamma(1 - \beta(1 + n))}$$

is called Mainardi function. This function is a particular case of the Wright type function introduced by Mainardi in [36].

The following classical result shows some properties of the Mainardi function [7, 37, 46].

**Proposition 2.** For $\beta \in (0, 1)$ and $-1 < r < \infty$, when we restrict $M_\beta$ to the positive real line, it holds that

$$M_\beta(t) \geq 0 \text{ for all } t \geq 0, \quad \text{and} \quad \int_0^\infty t^r M_\beta(t) \, dt = \frac{\Gamma(r+1)}{\Gamma(\beta r + 1)}.$$

Let $X$ be a Banach space and $-A : D(A) \subset X \to X$ be the infinitesimal generator of an analytic semigroup $\{T(t) : t \geq 0\}$. Then, for each $\beta \in (0, 1)$, the Mittag-Leffler families $\{E_\beta(-t^\beta A) : t \geq 0\}$ and $\{E_{\beta, h}(-t^\beta A) : t \geq 0\}$ are defined by

$$E_\beta(-t^\beta A) = \int_0^\infty M_\beta(s) T(st^\beta) \, ds,$$
Lemma 3. The operators $E_{\beta}(\cdot^{\beta}A)$ and $E_{\alpha,\beta}(\cdot^{\beta}A)$ are well defined from $X$ to $X$. Moreover, for $x \in X$ it holds

(i) $E_{\beta}(\cdot^{\beta}A)x|_{t=0} = x$ and $E_{\alpha,\beta}(\cdot^{\beta}A)x|_{t=0} = x$;

(ii) the vectorial functions $t \to E_{\beta}(\cdot^{\beta}A)x$ and $t \to E_{\alpha,\beta}(\cdot^{\beta}A)x$ are analytic from $[0, \infty)$ to $X$, and satisfy

$$cD_t^\beta E_{\beta}(\cdot^{\beta}A)x = -AE_{\beta}(\cdot^{\beta}A)x, \quad t > 0.$$ 

We rewrite the time fractional Navier-Stokes delay differential inclusions in the abstract form

$$\begin{cases}
  cD_t^\beta u \in -A_t u + B(u) + G(t, u_t), & t > 0, \\
  u(t) = \varphi(t), & t \in [-h, 0],
\end{cases}$$

(2.1)

where $A_t = -P\Delta = -\Delta P$, $B(u) = B(u, u)$, $B(u, v) = -P(u \cdot \nabla)v$, $G = P\eta$ and $F(t, u_t) = Pf(t, u_t)$. Here $P : L^r \to L^r_\sigma$ is the Helmholtz-Leray projector and $A_r : D(A_r) \subset L^r_\sigma \to L^r_\sigma$ is the Stokes operator.

For $\gamma > 0$, let $X^{\gamma,r} = D(A_r^\gamma)$ with norm

$$\|u\|_{X^{\gamma,r}} = \|A_r^\gamma u\|_{L^r}.$$ 

We recall the following well-known estimates for the semigroup generated by the Stokes operator (see, for instance, [19, 47]).

Proposition 4. Let $1 < r < \infty$, $\gamma_1 < \gamma_2$ and $v \in X^{\gamma_1,r}$. Then there exists a constant $C_1 = C_1(\gamma_1, \gamma_2)$ such that

$$\|e^{-tA_r}v\|_{X^{\gamma_2,r}} \leq C_1 t^{-\gamma_2 - \gamma_1} \|v\|_{X^{\gamma_1,r}}, \quad t > 0.$$ 

Furthermore,

$$\lim_{t \to 0} t^{\gamma_2 - \gamma_1} \|e^{-tA_r}v\|_{X^{\gamma_2,r}} = 0$$

for all $v \in X^{\gamma_1,r}$.

Similar estimates for both families of Mittag-Leffler operators were proved in [51].

Lemma 5. Let $\beta \in (0, 1)$, $1 < r < \infty$ and $\gamma_1 < \gamma_2$. Then for any $v \in X^{\gamma_1,r}$, there exists a constant $C_2 = C_2(r, \gamma_1, \gamma_2, \beta) > 0$ such that

$$\|E_{\beta}(\cdot^{\beta}A_r)v\|_{X^{\gamma_2,r}} \leq C_2 t^{-\beta(\gamma_2 - \gamma_1)} \|v\|_{X^{\gamma_1,r}}, \quad t > 0$$

and

$$\|E_{\alpha,\beta}(\cdot^{\beta}A_r)v\|_{X^{\gamma_2,r}} \leq C_2 t^{-\beta(\gamma_2 - \gamma_1)} \|v\|_{X^{\gamma_1,r}}, \quad t > 0.$$ 

Furthermore,

$$\lim_{t \to 0} t^{\beta(\gamma_2 - \gamma_1)} \|E_{\beta}(\cdot^{\beta}A_r)v\|_{X^{\gamma_2,r}} = 0$$

for all $v \in X^{\gamma_1,r}$.

We next show the continuity of the Mittag-Leffler families, since they also play an important role in the proof of the existence of solutions.
Lemma 6. Let $\beta \in (0,1)$, $1 < r < \infty$ and $0 \leq \gamma_2 - \gamma_1 < 1$. Then $E_\beta(-t^\beta A_r) : X^{\gamma_1,r} \to X^{\gamma_2,r}$ and $E_{\beta,\beta}(-t^\beta A_r) : X^{\gamma_1,r} \to X^{\gamma_2,r}$ are continuous in $(0,\infty)$ by the operator norm.

Proof. Fix $t_1 > 0$ and consider $t_2 > t_1$, since the case $0 < t_2 < t_1$ follows similarly. By Proposition 4, we have

$$\left\| e^{-t_2 A_r} v - e^{-t_1 A_r} v \right\|_{X^{\gamma_2,r}} = \left\| \int_{t_1}^{t_2} A_r e^{-s A_r} v ds \right\|_{X^{\gamma_2,r}} \leq C_1 \int_{t_1}^{t_2} s^{-(\gamma_2+1-\gamma_1)} \| v \|_{X^{\gamma_1,r}} ds \leq C \left( t_1^{-(\gamma_2-\gamma_1)} - t_2^{-(\gamma_2-\gamma_1)} \right) \| v \|_{X^{\gamma_1,r}},$$

which implies that $e^{-t^\beta A_r} : X^{\gamma_1,r} \to X^{\gamma_2,r}$ is continuous in $(0,\infty)$ by the operator norm.

Now it is sufficient to prove that $E_{\beta}(-t^\beta A_r) : X^{\gamma_1,r} \to X^{\gamma_2,r}$ is continuous in $(0,\infty)$ by the operator norm, since the other case can be proved similarly. Let $\varepsilon > 0$ be given arbitrarily. By the properties of the Mainardi function, we can choose $0 < \delta_1 < \delta_2$ such that

$$2C_1 t_1^{-\beta(\gamma_2-\gamma_1)} \int_0^{\delta_1} s^{-(\gamma_2-\gamma_1)} M_\beta(s) ds < \frac{\varepsilon}{3},$$

(2.3)

and

$$2C_1 t_1^{-\beta(\gamma_2-\gamma_1)} \int_{\delta_2}^{\infty} s^{-(\gamma_2-\gamma_1)} M_\beta(s) ds < \frac{\varepsilon}{3},$$

(2.4)

where $C_1$ is the constant in Proposition 4. Observe that $e^{-t^\beta A_r} : X^{\gamma_1,r} \to X^{\gamma_2,r}$ is continuous in $(0,\infty)$ by the operator norm, hence it follows from Lebesgue’s dominated convergence theorem that there exists $\delta' > 0$ such that

$$\int_{\delta_1}^{\delta_2} M_\beta(s) \left\| e^{-s t_1^\beta A_r} v - e^{-s t_2^\beta A_r} v \right\|_{X^{\gamma_2,r}} ds < \frac{\varepsilon}{3} \| v \|_{X^{\gamma_1,r}},$$

(2.5)

for any $t_2 > t_1 > 0$ with $|t_1 - t_2| < \delta'$ and $v \in X^{\gamma_1,r}$. Then, by using the definition of the Mittag-Leffler operators, Proposition 4 and (2.3)-(2.5), we deduce that

$$\left\| E_{\beta}(-t^\beta A_r) v - E_{\beta}(-t_2^\beta A_r) v \right\|_{X^{\gamma_2,r}} \leq \int_0^{\infty} M_\beta(s) \left\| e^{-s t_1^\beta A_r} v - e^{-s t_2^\beta A_r} v \right\|_{X^{\gamma_2,r}} ds \leq 2C_1 t_1^{-\beta(\gamma_2-\gamma_1)} \| v \|_{X^{\gamma_1,r}} \left( \int_0^{\delta_1} s^{-(\gamma_2-\gamma_1)} M_\beta(s) ds + \int_{\delta_2}^{\infty} s^{-(\gamma_2-\gamma_1)} M_\beta(s) ds \right) + \int_{\delta_1}^{\delta_2} M_\beta(s) \left\| e^{-s t_1^\beta A_r} v - e^{-s t_2^\beta A_r} v \right\|_{X^{\gamma_2,r}} ds < \frac{2\varepsilon}{3} \| v \|_{X^{\gamma_1,r}} + \frac{\varepsilon}{3} \| v \|_{X^{\gamma_1,r}} = \varepsilon \| v \|_{X^{\gamma_1,r}}$$

for any $t_2 > t_1 > 0$ with $|t_1 - t_2| < \delta'$ and $v \in X^{\gamma_1,r}$. \hfill \Box

The following estimates for the nonlinear term $B(u,v)$ can be found in [47].

Proposition 7. Let $N < r < \infty$. Then there exists a constant $C_3 = C_3(r, N) > 0$ such that for any $\nabla u, \nabla v \in L^r(\Omega)$,

$$\| B(u,v) \|_{L^r} \leq C_3 \| \nabla u \|_{L^r} \| \nabla v \|_{L^r},$$

(2.6)
\[ \|B(u, u) - B(v, v)\|_{L^r} \leq C_3 (\|\nabla u\|_{L^r} + \|\nabla v\|_{L^r}) \|\nabla u - \nabla v\|_{L^r}. \] (2.7)

2.2. Hausdorff measure of noncompactness and multi-valued mappings.

We recapitulate the standard definition of the Hausdorff measure of noncompactness and its basic properties; see [1, 27, 29] for more details.

Let \( X \) be a Banach space with norm \( \| \cdot \|_X \), and \( \mathcal{B}(X) \) be the collection of all nonempty and bounded subsets of \( X \).

**Definition 8.** A function \( \chi : \mathcal{B}(X) \to \mathbb{R}^+ \) is called the Hausdorff measure of noncompactness (MNC) on \( X \) if for every \( B \in \mathcal{B}(X) \),

\[
\chi(B) = \inf \{ \varepsilon : B \text{ has a finite } \varepsilon\text{-net} \}.
\]

**Lemma 9.** Let \( X \) be a Banach space, and \( \chi \) be the Hausdorff MNC on \( X \). Then

1. if for each \( B_1, B_2 \in \mathcal{B}(X) \) such that \( B_1 \subset B_2 \), then \( \chi(B_1) \leq \chi(B_2) \);
2. \( \chi((a) \cup B) = \chi(B) \) for any \( a \in X \), \( B \in \mathcal{B}(X) \);
3. \( \chi(K \cup B) = \chi(B) \) for every relatively compact set \( K \subset X \), \( B \in \mathcal{B}(X) \);
4. \( \chi(B_1 + B_2) \leq \chi(B_1) + \chi(B_2) \) for any \( B_1, B_2 \in \mathcal{B}(X) \);
5. \( \chi(B) = \chi(\overline{B}) \), where \( \overline{B} \) is the closure of \( B \);
6. \( \chi(B) = \chi(\text{conv } B) \), where \( \text{conv } B \) is the closed convex hull of \( B \);
7. \( \chi(B) = 0 \) is equivalent to the relative compactness of \( B \);
8. If \( B_t \) is a family of nonempty, closed and bounded sets defined for \( t > r \) that satisfy \( B_t \subset B_s \) whenever \( s \leq t \), and \( \chi(B_t) \to 0 \) as \( t \to \infty \), then \( \bigcap_{t > r} B_t \) is a nonempty, compact set in \( X \).

The following result for the Hausdorff measure of noncompactness can be found in [29].

**Lemma 10.** Let \( B \in L^1([0, T]; X) \) be such that

1. \( \|\xi(t)\|_X \leq \vartheta(t) \), for all \( \xi \in B \) and for a.e. \( t \in [0, T] \),
2. \( \chi(B(t)) \leq q(t) \) for a.e. \( t \in [0, T] \),

where \( \vartheta, q \in L^1([0, T]) \). Then for all \( t \in [0, T] \),

\[
\chi \left( \int_0^t B(s)ds \right) \leq 4 \int_0^t q(s)ds,
\]

where \( \int_0^t B(s)ds = \{ \int_0^t \xi(s)ds : \xi \in B \} \).

**Definition 11.** A sequence of functions \( \{f_n\}_{n=1}^\infty \subset L^1([0, T]; X) \) is said to be integrable bounded if

\[
\|f_n(t)\|_X \leq \vartheta(t), \quad \text{for all } n = 1, 2, \ldots \text{ and a.e. } t \in [0, T],
\]

where \( \vartheta(t) \in L^1([0, T]) \).

Now let us recall some notions of set-valued analysis and a fixed point theorem for multi-valued mappings.

Let \( Y, E \) be two metric spaces, and \( \mathcal{P}(E) \) be the collection of all nonempty subsets of \( E \).

**Definition 12.** A multi-valued mapping \( F : Y \to \mathcal{P}(E) \) is said to be

1. upper semi-continuous (u.s.c.) if \( F^{-1}(V) := \{ y \in Y : F(y) \cap V \neq \emptyset \} \) is a closed subset of \( Y \) for every closed set \( V \subset E \);
2. closed if its graph \( \Gamma_F := \{ (y, z) : z \in F(y) \} \) is a closed subset of \( Y \times E \);
3. compact if its range \( F(Y) \) is relatively compact in \( E \).
Definition 13. A sequence \( \{f_n\}_{n=1}^{\infty} \subset L^1([0,T]; E) \) is said to be semicompact if it is integrable bounded and \( \{f_n(t)\} \subset \mathcal{K}(t) \), for a.e. \( t \in [0,T] \), where \( \mathcal{K}(t) \subset E \), \( t \in [0,T] \), is a family of compact sets.

In other words, the sequence \( \{f_n\}_{n=1}^{\infty} \subset L^1([0,T]; E) \) is semicompact if it is integrable bounded and \( \{f_n(t)\}_{n=1}^{\infty} \subset K(t) \) is relatively compact for a.e. \( t \in [0,T] \); see [27] for more details.

The following result can be found in [15, Proposition 1.1].

Proposition 14. Let \( E \) be a Banach space and \( D \) be a nonempty subset of another Banach space. Assume that \( \mathcal{F} : D \rightarrow \mathcal{P}(E) \) is a multi-valued mapping with compact values. Then \( \mathcal{F} \) is u.s.c. if and only if \( \{x_n\}_{n=1}^{\infty} \subset D \) with \( x_n \rightarrow x_0 \in D \) and \( y_n \in \mathcal{F}(x_n) \) implies \( y_n \rightarrow y_0 \in \mathcal{F}(x_0) \) up to a subsequence.

In the next section, we will prove that problem (2.1) has at least one local mild solution, by using the following fixed point theorem for multi-valued mappings due to [29].

Theorem 15. Let \( E \) be a Banach space and \( M \subset E \) be a nonempty compact convex subset. If the multi-valued operator \( \mathcal{F} : M \rightarrow \mathcal{P}(M) \) is upper semi-continuous with closed convex values, then \( \mathcal{F} \) has a fixed point.

3. Existence and decay of solutions. For \( \varphi \in C_h \), we define the space

\[
C_\varphi = \left\{ u : [0,T] \rightarrow \overline{D(A_r)} \mid u \in C([0,T]; L^r_\sigma), u(0) = \varphi(0) \right\}.
\]

Then for any \( u \in C_\varphi \), we denote the function \( u[\varphi] \in C([-h,T]; L^r_\sigma) \) as follows

\[
u[\varphi](t) = \begin{cases} 
 u(t), & t \in [0,T], \\
 \varphi(t), & t \in [-h,0]. 
\end{cases}
\]

Thus,

\[
u[\varphi](\theta) = \begin{cases} 
 u(t + \theta), & \theta \in [-t,0], \\
 \varphi(t + \theta), & \theta \in [-h - t,-t]. 
\end{cases}
\]

For \( u \in C_\varphi \), let us define \( \mathcal{P}_\varphi(u) \) by setting

\[
\mathcal{P}_\varphi(u) = \left\{ f \in L^1([0,T]; L^r_\sigma) : f(t) \in F(t,u[\varphi]_t), \text{ for a.e. } t \in [0,T] \right\}.
\]

By the arguments in [2, 7, 8, 10, 11, 12, 46] and references therein, the notion of mild solutions to problem (2.1) is given by a fractional variation of constants formula which involves the Mittag-Leffler families.

Definition 16. Consider real values \( \alpha \in (0,1) \) and \( 2 \leq N < r < \infty \). A continuous function \( u : [0,T] \rightarrow X^{\varepsilon,r} \) with \( 0 < \varepsilon < \frac{1}{2} \) is called a mild solution of (2.1) if \( u(t) = \varphi(t) \) for \( t \in [-h,0] \) with \( A_r^\varepsilon \varphi \in C_h \), and for \( t \in [0,T] \), there exists \( f \in \mathcal{P}_\varphi(u) \) such that the following integral equation holds

\[
u(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-(t-s)^\alpha A_r)B(u(s))ds \\
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-(t-s)^\alpha A_r)G(s)ds \\
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-(t-s)^\alpha A_r)f(s)ds.
\]
Then we define the multi-valued operator $L : \mathcal{P}(L^\infty_r)$ has compact convex values; for each $t$, the multi-valued function $F(t, \cdot) : C_h \to \mathcal{P}(L^\infty_r)$ is u.s.c., and for each $\psi \in C_h$, $F(\cdot, \psi)$ has a strongly measurable selection.

Let us now introduce the following conditions:

1. The multi-valued function $F : [0, \infty) \times C_h \to \mathcal{P}(L^\infty_r)$ satisfies

   \[ \|F(t, y)\|_{L^r} := \sup \{ \|\xi\|_{L^r} : \xi \in F(t, y) \} \leq m_1(t)\|y\|_{C_h} + m_0(t) \]

   for all $t \geq 0, y \in C_h$.

2. There exist nonnegative functions $m_0 \in L^q([\mathbb{R}^+])$ with $q \in (\frac{2}{\alpha}, \infty)$ and $m_1 \in L^\infty([\mathbb{R}^+])$ such that the multi-valued mapping $F : [0, \infty) \times C_h \to \mathcal{P}(L^\infty_r)$ satisfies

   \[ \left( \int_0^\infty \|G(s)\|_{L^r}^q ds \right)^{\frac{1}{q}} = \Lambda < \infty. \]

3. There exists a constant $q \in (\frac{2}{\alpha}, \infty)$ such that the function $G : [0, \infty) \to L^\infty_r$ satisfies

   \[ \chi(F(t, B)) \leq l(t) \sup_{s \in [-h, 0]} \chi(B(s)), \]

   where $\chi$ is the Hausdorff measure of noncompactness on $L^r$.

In order to apply Theorem 15, we now introduce suitable Banach spaces. For any $\beta \in (0, 1)$, $2 \leq N < r < \infty$ and $0 < \varepsilon < \frac{1}{2}$, consider the Banach space $\mathcal{X}^\beta_r[0, T]$ of functions $v$ satisfying

\[ t^{\beta(\frac{1}{2} - \varepsilon)} \nabla v \in C_h([0, T]; L^\infty_r) \quad \text{and} \quad \lim_{t \to 0} t^{\beta(\frac{1}{2} - \varepsilon)} \nabla v(t) = 0, \]

with its natural norm

\[ \|v\|_{\mathcal{X}^\beta_r[0, T]} := \sup_{t \in [0, T]} \|A_r^\beta v(t)\|_{L^r} + \sup_{t \in [0, T]} t^{\beta(\frac{1}{2} - \varepsilon)}\|\nabla v(t)\|_{L^r}. \]

Then we define the multi-valued operator $L : \mathcal{X}^\alpha_r[0, T] \to \mathcal{X}^\alpha_r[0, T]$ as follows

\[ L(v)(t) = \left\{ E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)(B(v(s)) + G(s))ds \right. \]

\[ + W(f)(t) : f \in \mathcal{P}_F(v) \}, \]

(3.2)

where

\[ W(f)(t) = \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)f(s)ds. \]

(3.3)

Thanks to the formulation of the operator $W$, $L$ can be rewritten as

\[ L(v)(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)(B(v(s)) \]

\[ + G(s))ds + W \circ \mathcal{P}_F(v). \]

(3.4)

Now we give some important properties which will be used later. First, we need the following useful result from [27, Theorem 4.2.1].
Theorem 17. Let $X$ be a Banach space, and let the sequence of functions $\{f_n\}_{n=1}^\infty \subset L^1([0,T];X)$ be integrable bounded:
\[ \|f_n(t)\|_X \leq \vartheta(t), \quad \text{for all } n = 1, 2, \ldots \text{ and a.e. } t \in [0,T], \]
where $\vartheta(t) \in L^1([0,T])$. Assume that
\[ \chi(\{f_n(t)\}_{n=1}^\infty) \leq \nu(t), \quad \text{for a.e. } t \in [0,T], \]
where $\nu \in L^1([0,T])$. Then for every $\delta > 0$, there exist a compact set $K_\delta \subset X$, a set $m_\delta \subset [0,T]$, $\text{meas}(m_\delta) < \delta$ and a set of functions $G_\delta \subset L^1([0,T];X)$ with values in $K_\delta$ such that for every $n \geq 1$ there exists $x_n \in G_\delta$ for which
\[ \|f_n(t) - x_n(t)\|_X \leq 2\nu(t) + \delta, \quad t \in [0,T] \setminus m_\delta. \]

Proposition 18. If $\mathcal{X} \subset L^q([0,T];L^r)$ is such that
\[ \|x(t)\|_{L^r} \leq p(t), \quad \text{for all } x \in \mathcal{X} \text{ and a.e. } t \in [0,T], \]
where $p \in L^q([0,T])$ with $q \in (\frac{2}{3}, \infty)$, and $\{f_n\}_{n=1}^\infty \subset \mathcal{X}$ are semicompact sequences, then $\{\nabla W(f_n(t))\}_{n=1}^\infty$ are relatively compact in $L^r$ for each $t \in [0,T]$.

Proof. Noticing that
\[ \|f_n(t)\|_{L^r} < p(t), \quad \text{for all } n = 1, 2, \ldots \text{ and a.e. } t \in [0,T], \tag{3.5} \]
and by $p \in L^q([0,T])$, we conclude that for any $\eta > 0$ there exists $\delta_1 \in (0, \frac{\eta}{4C_2T^{\frac{2}{\alpha}}})$ such that for every set $m \subset [0,T]$ with $\text{meas}(m) < \delta_1$, we get
\[ \int_m (p(s))^q ds < \left( \frac{\left( \frac{\alpha}{2} - 1 \right) \frac{q}{q-1} + 1}{4C_2T^{\frac{2}{\alpha}-1}} \right)^{\eta}, \tag{3.6} \]
Invoking Theorem 17, in view of (3.5) and the semicompactness of $\{f_n\}_{n=1}^\infty$, hence there exist a set $m_{\delta_1} \subset [0,T]$ with $\text{meas}(m_{\delta_1}) < \delta_1$, a compact set $K_{\delta_1} \subset L^r$ and a set of functions $G_{\delta_1} \subset \mathcal{X}$ with values in $K_{\delta_1}$ such that for every $n \geq 1$ there exists $y_n \in G_{\delta_1}$, for which
\[ \|f_n(t) - y_n(t)\|_{L^r} \leq \delta_1, \quad t \in [0,T] \setminus m_{\delta_1}. \tag{3.7} \]
Take $\beta = \alpha$, $\gamma_1 = 0$, $\gamma_2 = \frac{1}{2}$ in Lemma 5, in view of (3.6)-(3.7), the properties of the Beta function and Hölder’s inequality, we obtain that
\[
\|\nabla(W(f_n(t)) - W(y_n(t)))\|_{L^r} \\
= \left\| \nabla \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-(t-s)^\alpha A_r) (f_n(s) - y_n(s)) \, ds \right\|_{L^r} \\
\leq C_2 \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|f_n(s) - y_n(s)\|_{L^r} ds \\
\leq 2C_2 \int_{[0,t]\setminus m_{\delta_1}} (t-s)^{\frac{\alpha}{2}-1} \|f_n(s) - y_n(s)\|_{L^r} ds \\
+ C_2 \int_{m_{\delta_1}} (t-s)^{\frac{\alpha}{2}-1} \|f_n(s) - y_n(s)\|_{L^r} ds \\
\leq 2C_2T^{\frac{\alpha}{2}} \delta_1 + 2C_2 \left( \int_0^t (t-s)^{\frac{(\alpha-1)q}{2}} ds \right)^{\frac{2}{q}} \left( \int_0^t (p(s))^q ds \right)^{\frac{1}{q}}.
\]
\[
\leq \frac{2C_2 T^{\frac{2}{\alpha}}}{\delta_1} + \frac{2C_2}{\left(\left(\frac{2}{\alpha} - 1\right)\frac{q}{q-1} + 1\right)} T^{\frac{2}{\alpha} - \frac{1}{4}} \left(\int_0^t (p(s))^{q/d} ds\right)^{\frac{1}{q}} < \eta. \tag{3.8}
\]

Therefore, \(\{\nabla W(f_n(t))\}_{n=1}^{\infty}\) belongs to a \(\eta\)-net of the set
\[
\nabla W(K_{\delta_1}) := \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) K_{\delta_1} ds.
\]

In order to prove the relative compactness of \(\{\nabla W(f_n(t))\}_{n=1}^{\infty}\) in \(L^r\), let us consider the relative compactness of \(\nabla W(K_{\delta_1})(t)\) in \(L^r\). Let \(v_n \in W(K_{\delta_1})(t)\) be given arbitrarily. Then there exists \(z_n \in K_{\delta_1}\) such that
\[
v_n = \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) z_n ds.
\]

Since \(K_{\delta_1}\) is compact in \(L^r\), there exist a subsequence \(z_{n_k}\) and \(z \in K_{\delta_1}\) which is the limit of \(z_{n_k}\). Applying Lemma 5 again, we deduce that
\[
\|\nabla (W(z_{n_k})(t) - W(z)(t))\|_{L^r}
\]
\[
= \left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) (z_{n_k} - z) ds \right\|_{L^r}
\]
\[
\leq C_2 \int_0^t (t-s)^{\frac{2}{\alpha} - 1} \|z_{n_k} - z\|_{L^r} ds
\]
\[
\leq CT^{\frac{2}{\alpha}} \|z_{n_k} - z\|_{L^r} \to 0 \tag{3.9}
\]
as \(k \to \infty\). Therefore \(\nabla W(K_{\delta_1})(t)\) is relatively compact in \(L^r\). This implies that \(\{\nabla W(f_n(t))\}_{n=1}^{\infty}\) is relatively compact in \(L^r\).

The first result is concerned with the existence of the local mild solution to problem (2.1).

**Theorem 19.** Assume that (H1)-(H4) hold. Then for \(\alpha \in (0,1)\), \(2 \leq N < r < \infty\) and \(A^2 \varphi_0 \in C(I)\) with \(0 < \varepsilon < 2\), there exists \(T_0 > 0\) such that problem (2.1) has at least one local mild solution \(u : [0, T_0] \to X^{r-3}\). Moreover,
\[
t^{\alpha-(\frac{2}{\alpha})} \nabla u \in C([0, T_0]; L^r_{x_{\alpha}})
\]
with value zero at \(t = 0\), in which \(u(0) = \varphi(0)\).

**Proof.** We divide the proof into four steps.

**Step 1.** There exist \(T_0 > 0\) and a closed convex set \(\mathcal{M} \subset X^\alpha_{\alpha}[0, T]\) satisfying that \(\mathcal{L}(\mathcal{M}) \subset \mathcal{M}\).

Let \(w \in \mathcal{L}(u)\) with \(u \in X^\alpha_{\alpha}[0, T]\) and \(T > 0\). Then it follows from (3.2) that
\[
t^{\alpha-(\frac{2}{\alpha})} \|\nabla w(t)\|_{L^r} \leq t^{\alpha-(\frac{2}{\alpha})} \|\nabla E_{\alpha,\alpha}(-t^\alpha A_r) \varphi(0)\|_{L^r}
\]
\[
+ t^{\alpha-(\frac{2}{\alpha})} \left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) B(u(s)) ds \right\|_{L^r}
\]
\[
+ t^{\alpha-(\frac{2}{\alpha})} \left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) G(s) ds \right\|_{L^r}
\]
\[
+ t^{\alpha-(\frac{2}{\alpha})} \left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) f(s) ds \right\|_{L^r}
\]
\[
:= J_1 + J_2 + J_3 + J_4. \tag{3.10}
\]
Choose $\beta = \alpha$, $\gamma_1 = \varepsilon$, and $\gamma_2 = \frac{1}{2}$ in Lemma 5, we obtain

$$J_1 \leq C_2 \|\varphi(0)\|_{X^{\alpha, r}}, \quad t \geq 0.$$  \hfill (3.11)

For $J_2$, $J_3$ and $J_4$, take $\beta = \alpha$, $\gamma_1 = 0$ and $\gamma_2 = \frac{1}{2}$ in Lemma 5, in view of (H2)-(H3), Proposition 7, the properties of the Beta function and Hölder’s inequality, we deduce that for $t \geq 0$,

$$J_2 \leq C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|B(u(s))\|_{L^r} \, ds$$

$$\leq C_2 C_4 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|\nabla u(s)\|_{L^r}^2 \, ds$$

$$\leq C_2 C_4 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} s^{-\alpha(1-2\varepsilon)} \left(s^{\alpha(\frac{1}{2}-\varepsilon)} \|\nabla u(s)\|_{L^r}\right)^2 \, ds$$

$$\leq C \|u\|^2_{X^\alpha[0,T]} t^{\alpha \varepsilon},$$  \hfill (3.12)

$$J_3 \leq C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|G(s)\|_{L^r} \, ds \leq C t^{\alpha-\alpha \varepsilon-\frac{1}{2}},$$  \hfill (3.13)

and

$$J_4 \leq C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|f(s)\|_{L^r} \, ds$$

$$\leq C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} m_0(s) \, ds$$

$$+ C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} m_1(s) \|u\|_{X^\alpha} \, ds$$

$$\leq C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \left(\int_0^t (t-s)^{\frac{\alpha}{2}-1} \frac{ds}{s} \int_0^t \left(\int_0^t (m_0(s))^q \, ds\right)^{\frac{1}{q}} \right)$$

$$+ C_2 t^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^t (t-s)^{\frac{\alpha}{2}-1} \|m_1\|_{L^\infty} \left(\|A_{\alpha}^\varepsilon \varphi\|_{C_h} + s^{-\alpha(\frac{1}{2}-\varepsilon)} \|u\|_{X^\alpha[0,T]}\right) \, ds$$

$$\leq C t^{\alpha-\alpha \varepsilon-\frac{1}{4}} + C \|A_{\alpha}^\varepsilon \varphi\|_{C_h} t^{\alpha-\alpha \varepsilon} + C \|u\|^2_{X^\alpha[0,T]} t^{\frac{\alpha}{2}}.$$  \hfill (3.14)

Arguing as in the proof of Step 2, we see that

$$t^{\alpha(\frac{1}{2}-\varepsilon)} \nabla w \in C([0,T]; L^r_\alpha).$$

Then it follows from Lemma 5 and (3.10)-(3.14) that $t^{\alpha(\frac{1}{2}-\varepsilon)} \nabla w$ vanishes at $t = 0$.

In the similar way, we can conclude that

$$\|u\|_{X^\alpha[0,T]} = \sup_{t \in [0,T]} \|A_{\alpha}^\varepsilon w(t)\|_{L^r} + t^{\alpha(\frac{1}{2}-\varepsilon)} \|\nabla w(t)\|_{L^r}$$

$$\leq 2 C_2 \|A_{\alpha}^\varepsilon \varphi(0)\|_{L^r} + C \|A_{\alpha}^\varepsilon \varphi\|_{C_h} T^{\alpha-\alpha \varepsilon} + C T^{\alpha-\alpha \varepsilon-\frac{1}{2}}$$

$$+ C \|u\|^2_{X^\alpha[0,T]} T^{\alpha \varepsilon} + C \|u\|_{X^\alpha[0,T]} T^{\frac{\alpha}{2}}.$$  \hfill (3.15)

Denote

$$\mathcal{M}_0 = \{ u \in X^\alpha[0,T_*] : \|u\|_{X^\alpha[0,T_*]} \leq 2 C_2 \|A_{\alpha}^\varepsilon \varphi(0)\|_{L^r} + 1 \},$$

where $T_*$ is sufficiently small such that

$$C \|A_{\alpha}^\varepsilon \varphi\|_{C_h} T^{\alpha-\alpha \varepsilon} + C T^{\alpha-\alpha \varepsilon-\frac{1}{2}} + C T^{\alpha \varepsilon} (2 C_2 \|A_{\alpha}^\varepsilon \varphi(0)\|_{L^r} + 1)^2$$

$$+ C T^{\frac{\alpha}{2}} (2 C_2 \|A_{\alpha}^\varepsilon \varphi(0)\|_{L^r} + 1) \leq 1.$$
It is clear that $\mathcal{M}_0$ is a closed convex subset of $\mathcal{X}_r^\alpha [0, T_*]$ and (3.15) ensures that $\mathcal{L}(\mathcal{M}_0) \subset \mathcal{M}_0$.

Set

$$\mathcal{M}_{k+1} = \text{conv} \mathcal{L}(\mathcal{M}_k), \quad k = 0, 1, 2, \ldots,$$

here the $\text{conv}$ stands for the closure of convex hull of a subset in $\mathcal{X}_r^\alpha [0, T_*]$. Note that $\mathcal{M}_k$ is a closed, convex and $\mathcal{M}_{k+1} \subset \mathcal{M}_k$ for all $k \in \mathbb{N}$. Let $\mathcal{M} = \bigcap_{k=0}^{\infty} \mathcal{M}_k$. Then $\mathcal{M}$ is a closed convex subset of $\mathcal{X}_r^\alpha [0, T_*]$ and $\mathcal{L}(\mathcal{M}) \subset \mathcal{M}$.

**Step 2.** $\mathcal{M}$ is equicontinuous.

Indeed, for each $k \geq 0$, if we can prove that $\mathcal{L}(\mathcal{M}_k)$ is equicontinuous, then it follows that $\mathcal{M}_{k+1}$ is equicontinuous. Therefore, $\mathcal{M}$ is equicontinuous as well.

Now it only remains to show that for each $k \geq 0$, $\mathcal{L}(\mathcal{M}_k)$ is equicontinuous, that is, for any $\eta > 0$, there exists $\delta > 0$ such that if $w \in \mathcal{L}(u)$ with $u \in \mathcal{M}_k$, $t_1, t_2 \in [0, T_*]$ and $|t_1 - t_2| < \delta$, then

$$\|A^*_{\alpha}(w(t_2) - w(t_1))\|_{L_r} + \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla w(t_2) - t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla w(t_1) \right\|_{L_r} < \eta. \quad (3.16)$$

Without loss of generality, we fix $t_1 \geq 0$ and consider $t_2 > t_1$, since the case $t_2 < t_1$ follows similarly. By (3.2), we have

$$\left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla w(t_2) - t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla w(t_1) \right\|_{L_r}$$

$$\leq \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} E_\alpha(-t_2^\alpha A_r) \varphi(0) - t_1^{\alpha(\frac{1}{r} - \epsilon)} E_\alpha(-t_1^\alpha A_r) \varphi(0) \right\|_{L_r}$$

$$+ \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_2} (t_2 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) B(u(s)) ds \right\|_{L_r}$$

$$+ \left\| t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) B(u(s)) ds \right\|_{L_r}$$

$$+ \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_2} (t_2 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) G(s) ds \right\|_{L_r}$$

$$+ \left\| t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) G(s) ds \right\|_{L_r}$$

$$+ \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_2} (t_2 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) f(s) ds \right\|_{L_r}$$

$$+ \left\| t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) f(s) ds \right\|_{L_r}$$

$$:= I_1 + I_2 + I_3 + I_4. \quad (3.17)$$

For $I_1$, by Lemmas 5 and 6 we have

$$I_1 = \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} E_\alpha(-t_2^\alpha A_r) \varphi(0) - t_1^{\alpha(\frac{1}{r} - \epsilon)} E_\alpha(-t_1^\alpha A_r) \varphi(0) \right\|_{L_r} \to 0 \quad (3.18)$$

as $t_2 \to t_1$.

For $I_2$, take $\beta = \alpha$, $\gamma_1 = 0$ and $\gamma_2 = \frac{1}{2}$ in Lemma 5, in view of Proposition 7, $w \in \mathcal{L}(u)$ with $u \in \mathcal{M}_k$, and $\mathcal{M}_k \subset \mathcal{M}_0$ for each $k \in \mathbb{N}$, we find that

$$I_2 \leq \left\| t_2^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_2} (t_2 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) B(u(s)) ds \right\|_{L_r}$$

$$- \left\| t_1^{\alpha(\frac{1}{r} - \epsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha - 1} E_\alpha(-s^\alpha A_r) B(u(s)) ds \right\|_{L_r}$$

$$

\text{...}$$
where we have used the notation \( \| \cdot \| \) to denote the norm of the Mittag-Leffler operator \( E_{\alpha,\alpha}(-(t-s)\alpha A_r) \). For \( t_1 = 0 \), we can see that \( I_{21} = I_{22} = 0 \). By the properties of the Beta function,

\[
I_{23} = C t_1^{\alpha(\frac{1}{\alpha}-\varepsilon)} \int_0^{t_2} (t_2 - s)^{\frac{2}{\alpha} - 1 - \alpha} (t_1 - s)^{\alpha - 1} (t_2 - s)^{-\frac{2}{\alpha}} \int_0^{t_1} E_{\alpha,\alpha}(-(t-s)\alpha A_r) ds
\]

\[
= C t_2^{\alpha(\frac{1}{\alpha}-\varepsilon)} \int_0^{t_2} (t_2 - s)^{\frac{2}{\alpha} - 1 - \alpha} (t_2 - s)^{-\alpha(1-2\varepsilon)} ds \leq C t_2^{\alpha(\frac{1}{\alpha}-\varepsilon)} \rightarrow 0 \quad \text{as} \quad t_2 \rightarrow 0. \quad (3.20)
\]

For \( 0 < t_1 < T \) and arbitrary \( 0 < \eta < t_1 \), by Lemmas 5 and 6, the properties of the Beta function, and the arbitrariness of \( \eta \), we deduce from Lebesgue’s dominated convergence theorem that

\[
I_{22} \leq C t_1^{\alpha(\frac{1}{\alpha}-\varepsilon)} \int_0^{t_1 - \eta} (t_1 - s)^{\alpha - 1} s^{\alpha(1-2\varepsilon)} \left| E_{\alpha,\alpha}(-(t_2-s)\alpha A_r) - E_{\alpha,\alpha}(-(t_1-s)\alpha A_r) \right| ds
\]

\[
+ C t_1^{\alpha(\frac{1}{\alpha}-\varepsilon)} \int_{t_1 - \eta}^{t_1} (t_1 - s)^{\alpha - 1} s^{\alpha(1-2\varepsilon)} (t_2 - s)^{-\frac{2}{\alpha}} ds
\]

\[
+ C t_1^{\alpha(\frac{1}{\alpha}-\varepsilon)} \int_{t_1 - \eta}^{t_1} (t_1 - s)^{\alpha - 1} s^{\alpha(1-2\varepsilon)} ds
\]
conclude from Lebesgue’s dominated convergence theorem and Hölder’s inequality, we have

\[
\int_{0}^{1-t_1} (t_1-s)^{\alpha-1} s^{-\alpha(1-2\varepsilon)} |E_{\alpha,\alpha}(-(t_2-s)^{\alpha} A_r)| ds + C t_1^{\alpha \varepsilon} \int_{1-t_1}^{1} (1-s)^{\alpha-1} s^{-\alpha(1-2\varepsilon)} ds \to 0
\]

as \( t_2 \to t_1 \), where we have used the assumption \( t_2 > t_1 \). For \( I_{21} \) and \( I_{23} \), by the properties of the Beta function and Lebesgue’s dominated convergence theorem, we get

\[
I_{21} = C \int_{0}^{t_1} \left| t_2^{\alpha(1-\varepsilon)} (t_2-s)^{\alpha-1} - t_1^{\alpha(1-\varepsilon)} (t_1-s)^{\alpha-1} (t_2-s)^{-\frac{\alpha}{2}} \right| s^{-\alpha(1-2\varepsilon)} ds \to 0
\]

as \( t_2 \to t_1 \), and

\[
I_{23} \leq C t_2^{\alpha \varepsilon} \int_{1-t_1}^{1} (1-s)^{\frac{\alpha}{2}-1} s^{-\alpha(1-2\varepsilon)} ds \to 0 \quad \text{as} \quad t_2 \to t_1.
\]

For \( I_3 \), take \( \beta = \alpha, \gamma_1 = 0 \) and \( \gamma_2 = \frac{1}{2} \) in Lemma 5, we obtain

\[
I_3 \leq \left\| t_2^{\alpha(1-\varepsilon)} \nabla \int_{0}^{t_1} (t_2-s)^{\alpha-1} E_{\alpha,\alpha}(-(t_2-s)^{\alpha} A_r)G(s) ds \right\|_{L^r}
\]

\[
- t_1^{\alpha(1-\varepsilon)} \nabla \int_{0}^{t_1} (t_1-s)^{\alpha-1} E_{\alpha,\alpha}(-(t_2-s)^{\alpha} A_r)G(s) ds \right\|_{L^r}
\]

\[
+ \left\| t_1^{\alpha(1-\varepsilon)} \nabla \int_{0}^{t_1} (t_1-s)^{\alpha-1} \left( E_{\alpha,\alpha}(-(t_2-s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1-s)^{\alpha} A_r) \right) G(s) ds \right\|_{L^r}
\]

\[
\leq C \int_{0}^{t_1} \left| t_2^{\alpha(1-\varepsilon)} (t_2-s)^{\frac{\alpha}{2}-1} - t_1^{\alpha(1-\varepsilon)} (t_1-s)^{\alpha-1} (t_2-s)^{-\frac{\alpha}{2}} \right| \|G(s)\|_{L^r} ds
\]

\[
+ t_1^{\alpha(1-\varepsilon)} \int_{0}^{t_1} (t_1-s)^{\alpha-1} \left\| E_{\alpha,\alpha}(-(t_2-s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1-s)^{\alpha} A_r) \right\| ds
\]

\[
\times \|G(s)\|_{L^r} ds + C t_2^{\alpha \varepsilon} \int_{t_1}^{t_2} (t_2-s)^{\frac{\alpha}{2}-1} \|G(s)\|_{L^r} ds
\]

\[
:= I_{31} + I_{32} + I_{33}.
\]

For \( t_1 = 0 \), we see that \( I_{31} = I_{32} = 0 \). By the assumption \((H3)\) and Hölder’s inequality, we have

\[
I_{33} \leq C t_2^{\alpha \varepsilon} \left( \int_{0}^{t_2} (t_2-s)^{\frac{\alpha}{2}-1} ds \right)^{\frac{q-1}{q}} \left( \int_{0}^{t_2} \|G(s)\|_{L^q}^q ds \right)^{\frac{1}{q}}
\]

\[
\leq C t_2^{\alpha - \alpha \varepsilon - \frac{1}{q}} \to 0 \quad \text{as} \quad t_2 \to 0.
\]

For \( 0 < t_1 < T_\ast \) and any \( \varepsilon' > 0 \), by Lemmas 5 and 6, the assumption \((H3)\), we conclude from Lebesgue’s dominated convergence theorem and Hölder’s inequality
that there exist $\delta'>0$ and $\eta$ with $0<\eta<t_1$ such that if $|t_1 - t_2| < \delta'$,
\[
I_{32} \leq t_1^{\alpha(\frac{1}{2} - \varepsilon)} \int_0^{t_1-\eta} (t_1 - s)^{\alpha-1} \left\| E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1 - s)^{\alpha} A_r) \right\| \\
\times \|G(s)\|_{L^r} ds + Ct_1^{\alpha(\frac{1}{2} - \varepsilon)} \int_0^{t_1} (t_1 - s)^{\alpha-1} (t_2 - s)^{-\frac{\alpha}{2}} \|G(s)\|_{L^r} ds \\
\leq t_1^{\alpha(\frac{1}{2} - \varepsilon)} \int_0^{t_1-\eta} (t_1 - s)^{\alpha-1} \left\| E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1 - s)^{\alpha} A_r) \right\| \\
- E_{\alpha,\alpha}(-(t_1 - s)^{\alpha} A_r) \left\| G(s) \right\|_{L^r} ds \\
+ Ct_1^{\alpha(\frac{1}{2} - \varepsilon)} \left( \int_0^{t_1} \|G(s)\|_{L^r}^q ds \right)^{\frac{1}{q}} \left( \int_0^{t_1} (t_1 - s)^{\frac{\alpha}{2} - 1} \frac{s}{t_1} ds \right)^{\frac{q-1}{q}} \\
\leq t_1^{\alpha(\frac{1}{2} - \varepsilon)} \int_0^{t_1-\eta} (t_1 - s)^{\alpha-1} \left\| E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1 - s)^{\alpha} A_r) \right\| \\
\times \|G(s)\|_{L^r} ds + Ct_1^{\alpha(\frac{1}{2} - \varepsilon)} \eta^{\frac{\alpha}{2} - \frac{1}{4}} < \varepsilon',
\] (3.25)
where we have used the assumption $t_2 > t_1$. Therefore, $I_{32}$ tends to zero independently of $u \in \mathcal{M}_k$ as $t_2 \to t_1$.

For $I_{31}$ and $I_{33}$, by the assumption (H3), Hölder’s inequality and Lebesgue's dominated convergence theorem, we obtain that
\[
I_{31} = C \int_0^{t_1} \left| t_2^{\alpha(\frac{1}{2} - \varepsilon)} (t_2 - s)^{\frac{\alpha}{2} - 1} - t_1^{\alpha(\frac{1}{2} - \varepsilon)} (t_1 - s)^{\alpha-1} (t_2 - s)^{-\frac{\alpha}{2}} \right| \|G(s)\|_{L^r} ds \to 0
\] (3.26)
as $t_2 \to t_1$, and
\[
I_{33} \leq Ct_1^{\alpha(\frac{1}{2} - \varepsilon)} \left( \int_0^{t_1} \|G(s)\|_{L^r}^q ds \right)^{\frac{1}{q}} \left( \int_0^{t_1} (t_2 - s)^{\frac{\alpha}{2} - 1} \frac{s}{t_1} ds \right)^{\frac{q-1}{q}} \\
\leq Ct_1^{\alpha(\frac{1}{2} - \varepsilon)} (t_2 - t_1)^{\frac{\alpha}{2} - \frac{1}{4}} \to 0 \text{ as } t_2 \to t_1.
\] (3.27)

For $I_4$, analogous to the arguments of (3.19), (3.21)-(3.23) and (3.25)-(3.27), in view of (H2), we get that
\[
I_4 \leq \left| t_2^{\alpha(\frac{1}{2} - \varepsilon)} \nabla \int_0^{t_1} (t_2 - s)^{\alpha-1} E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) f(s) ds \right| \\
- t_1^{\alpha(\frac{1}{2} - \varepsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha-1} E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) f(s) ds \left\| L^r \right\| + \left| t_1^{\alpha(\frac{1}{2} - \varepsilon)} \nabla \int_0^{t_1} (t_1 - s)^{\alpha-1} \left( E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) - E_{\alpha,\alpha}(-(t_1 - s)^{\alpha} A_r) \right) f(s) ds \right| \\
\times f(s) ds \left\| L^r \right\| + \left| t_2^{\alpha(\frac{1}{2} - \varepsilon)} \nabla \int_0^{t_1} (t_2 - s)^{\alpha-1} E_{\alpha,\alpha}(-(t_2 - s)^{\alpha} A_r) f(s) ds \right| \left\| L^r \right\| \\
\leq C \int_0^{t_1} \left| t_2^{\alpha(\frac{1}{2} - \varepsilon)} (t_2 - s)^{\frac{\alpha}{2} - 1} - t_1^{\alpha(\frac{1}{2} - \varepsilon)} (t_1 - s)^{\alpha-1} (t_2 - s)^{-\frac{\alpha}{2}} \right| m_0(s) ds.
\]
Then it follows from (3.17)-(3.28) that
\[ \| M \|_L^\infty \| u_\alpha \|_{C_\alpha} ds + C t_2^{\alpha(\frac{1}{2}-\epsilon)} \int_{t_1}^{t_2} (t_2-s)^{\frac{3}{2}-1} m_0(s) ds \]
\[ + C \int_{t_1}^{t_2} m_1 \| u_\alpha \|_{C_\alpha} ds \]
\[ \leq C \int_{t_1}^{t_2} t_2^{\alpha(\frac{1}{2}-\epsilon)} (t_2-s)^{\frac{3}{2}-1} - t_1^{\alpha(\frac{1}{2}-\epsilon)} (t_1-s)^{\alpha-1} (t_2-s)^{-\frac{3}{2}} m_0(s) ds \]
\[ + C \int_{t_1}^{t_2} t_2^{\alpha(\frac{1}{2}-\epsilon)} (t_2-s)^{\frac{3}{2}-1} - t_1^{\alpha(\frac{1}{2}-\epsilon)} (t_1-s)^{\alpha-1} (t_2-s)^{-\frac{3}{2}} ds \]
\[ + t_1^{\alpha(\frac{1}{2}-\epsilon)} \int_{0}^{t_1} (t_1-s)^{\alpha-1} \| E_{\alpha,a}(-(t_2-s)^{\alpha} A_r) - E_{\alpha,a}(-(t_1-s)^{\alpha} A_r) \| m_0(s) ds \]
\[ + t_1^{\alpha(\frac{1}{2}-\epsilon)} \int_{0}^{t_1} (t_1-s)^{\alpha-1} \| E_{\alpha,a}(-(t_2-s)^{\alpha} A_r) - E_{\alpha,a}(-(t_1-s)^{\alpha} A_r) \| ds \]
\[ + C t_2^{\alpha(\frac{1}{2}-\epsilon)} \int_{t_1}^{t_2} (t_2-s)^{\frac{3}{2}-1} m_0(s) ds \]
\[ + C t_2^{\alpha(\frac{1}{2}-\epsilon)} \int_{t_1}^{t_2} (t_2-s)^{-\frac{3}{2}} ds \to 0 \quad \text{as} \quad t_2 \to t_1. \]

(3.28)

Then it follows from (3.17)-(3.28) that \[ \left\| t_2^{\alpha(\frac{1}{2}-\epsilon)} \nabla w(t_2) - t_1^{\alpha(\frac{1}{2}-\epsilon)} \nabla w(t_1) \right\|_{L^r} \] tends to zero independently of \( u \in \mathcal{M}_k \) as \( t_2 \to t_1 \). By the similar arguments, we can also prove that \( \| A^\gamma_k(w(t_2) - w(t_1)) \|_{L^r} \) tends to zero independently of \( u \in \mathcal{M}_k \) as \( t_2 \to t_1 \).

**Step 3.** \( \mathcal{M} \) is a compact set.

To prove this, we first show that for any fixed \( t \in [0, T_1] \), \( \mathcal{M}(t) \) is compact. This will be done if we have \( \chi(\nabla \mathcal{M}_k(t)) \to 0 \) as \( k \to \infty \), where \( \chi \) is the Hausdorff MNC on \( L^r \) and the set \( \nabla \mathcal{M}_k(t) \) is defined by

\[ \nabla \mathcal{M}_k(t) = \{ \nabla u(t) : u(t) \in \mathcal{M}_k(t) \}. \]

By (H4), (3.2), Lemmas 5, 9 and 10, we deduce that
\[
\nu_{k+1}(t) = \chi(\nabla \mathcal{M}_{k+1}(t)) = \chi(\nabla \mathcal{M}_k(t)) = \chi(\nabla \mathcal{M}_k(t))
\]
\[
\leq \chi \left( \nabla E_{\alpha,\alpha}(-t_2^\alpha A_r) \varphi(0) + \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) G(s) ds \right)
\]
\[
+ \chi \left( \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) B(M_k(s)) ds \right)
\]
\[
+ \chi \left( \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) \mathcal{P}_F(M_k(s)) ds \right)
\]
\[
\leq \chi \left( \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) B(M_k(s)) ds \right)
\]
From this and Hölder’s inequality, we can derive

\[
+ 4C_2 \int_0^t (t-s)^{\frac{\gamma}{2}-1} l(s) \sup_{\tau \in [-h,0]} \chi(\mathcal{M}_k[\varphi](s+\tau)) \, ds \\
\leq \chi \left( \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) B(\mathcal{M}_k(s)) \, ds \right) \\
+ 4C_2 \int_0^t (t-s)^{\frac{\gamma}{2}-1} l(s) \sup_{\tau \in [0,s]} \chi(\mathcal{M}_k[\varphi](\tau)) \, ds \\
\leq \chi \left( \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) B(\mathcal{M}_k(s)) \, ds \right) \\
+ C \int_0^t (t-s)^{\frac{\gamma}{2}-1} \sup_{\tau \in [0,s]} \nu_k(\tau) \, ds, \\
(3.29)
\]

where \( B(\mathcal{M}_k(s)) = \{B(u(s)) : u(s) \in \mathcal{M}_k(s)\} \) and \( \mathcal{P}_F(\mathcal{M}_k)(s) = \{\mathcal{P}_F(u(s) : u \in \mathcal{M}_k\} \). Observe that for any \( u, v \in \mathcal{M}_k \), by Proposition 7 and choosing \( \beta = \alpha \), \( \gamma_1 = 0 \) and \( \gamma_2 = \frac{1}{\beta} \) in Lemma 5, we find that

\[
\left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^{\alpha} A_r) (B(u(s), u(s)) - B(v(s), v(s))) \, ds \right\|_{L^r} \\
\leq C_2 \int_0^t (t-s)^{\frac{\gamma}{2}-1} \left\| B(u(s), u(s)) - B(v(s), v(s)) \right\|_{L^r} \, ds \\
\leq C_2 C_3 \int_0^t (t-s)^{\frac{\gamma}{2}-1} \left( \|\nabla u(s)\|_{L^r} + \|\nabla v(s)\|_{L^r} \right) \|\nabla u(s) - \nabla v(s)\|_{L^r} \, ds \\
\leq C_2 C_3 \int_0^t (t-s)^{\frac{\gamma}{2}-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \left( \|u\|_{X_{\alpha}^p[0,T_r]} + \|v\|_{X_{\alpha}^p[0,T_r]} \right) \|\nabla u(s) - \nabla v(s)\|_{L^r} \, ds \\
\leq C \int_0^t (t-s)^{\frac{\gamma}{2}-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \|\nabla u(s) - \nabla v(s)\|_{L^r} \, ds. \\
(3.30)
\]

Hence,

\[
\nu_{k+1}(t) \leq C \int_0^t (t-s)^{\frac{\gamma}{2}-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \sup_{\tau \in [0,s]} \nu_k(\tau) \, ds + C \int_0^t (t-s)^{\frac{\gamma}{2}-1} \sup_{\tau \in [0,s]} \nu_k(\tau) \, ds. \\
(3.31)
\]

From this and Hölder’s inequality, we can derive

\[
\nu_{k+1}(t) \leq C \left( \int_0^t (t-s)^{\alpha-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \frac{1}{p} \, ds \right)^{\frac{1}{p}} \left( \int_0^t \left( \sup_{\tau \in [0,s]} \nu_k(\tau) \right)^p \, ds \right)^{\frac{1}{p}} \\
+ C \left( \int_0^t (t-s)^{\alpha-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \frac{1}{p} \, ds \right)^{\frac{1}{p}} \left( \int_0^t \left( \sup_{\tau \in [0,s]} \nu_k(\tau) \right)^p \, ds \right)^{\frac{1}{p}} \\
\leq C t^{\alpha-\frac{1}{p}} \left( \int_0^t \left( \sup_{\tau \in [0,s]} \nu_k(\tau) \right)^p \, ds \right)^{\frac{1}{p}} + C t^{\frac{\gamma}{2}-\frac{1}{p}} \left( \int_0^t \left( \sup_{\tau \in [0,s]} \nu_k(\tau) \right)^p \, ds \right)^{\frac{1}{p}}, \\
(3.32)
\]

which implies that

\[
\left( \sup_{\tau \in [0,t]} \nu_{k+1}(\tau) \right)^p \leq C \int_0^t \left( \sup_{\tau \in [0,s]} \nu_k(\tau) \right)^p \, ds,
\]
where $p > \frac{1}{\alpha}$ and the constant $C$ in (3.32) is dependent on $T_*$. Defining $\eta_k(t) = \left(\sup_{\tau \in [0, t]} \eta_k(\tau)\right)^p$, then we have

$$\eta_{k+1}(t) \leq C \int_0^t \eta_k(s) ds.$$  

Let $\eta_\infty(t) = \lim_{k \to \infty} \eta_k(t)$. Then by Lebesgue’s dominated convergence theorem, we obtain

$$\eta_\infty(t) \leq C \int_0^t \eta_\infty(s) ds.$$  

Using Gronwall’s lemma we have $\eta_\infty(t) = 0$ for all $t \in [0, T_*]$. Noticing that $0 \leq (\chi(\nabla M_k(t)))^p \leq \eta_k(t) \to 0$ as $k \to \infty$. Thus, we have $\chi(\nabla M_k(t)) \to 0$ as $k \to \infty$ as desired, and consequently $M(t)$ is compact for each $t \in [0, T_*]$.

Recall that $M$ is equicontinuous, hence the Arzelá-Ascoli theorem gives the compactness of $M$.

**Step 4.** $L : M \to \mathcal{P}(M)$ is u.s.c. with closed convex values.

The assumption (H1) implies that $\mathcal{P}_F$ has convex values, so $L$ does. We then show that $L$ is u.s.c. with closed values. Thanks to Proposition 14, now it suffices to show that $\{u_n\}_{n=1}^\infty \subset M$ with $u_n \to u^* \in M$ and $w_n \in L(u_n)$ implies $w_n \to w^* \in L(u^*)$ up to a subsequence. Suppose not. Then there exists a neighborhood $\mathcal{O}$ of $L(u^*)$ such that

$$w_n \notin \mathcal{O}, \quad \forall \ n \in \mathbb{N}. \quad (3.33)$$

By the definition of the multi-valued operator $L$, we obtain that for any $t \in [0, T_*]$,

$$w_n(t) \in E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)(B(u_n(s))) + G(s) ds + \mathcal{W} \circ \mathcal{P}_F(u_n(t)). \quad (3.34)$$

Recall that $u_n \to u^* \in M$, hence for any fixed $t \in [0, T_*]$, $\chi(\{\nabla u_n(t)\}_{n=1}^\infty) = 0$. Similar to the arguments of (3.29)-(3.31), we deduce that

$$\chi(\{\nabla w_n(t)\}_{n=1}^\infty) \leq \chi(\nabla E_\alpha(-t^\alpha A_r)\varphi(0))$$

$$+ \chi\left(\nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)G(s) ds\right)$$

$$+ \chi\left(\nabla \left\{\int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)B(u_n(s)) ds\right\}_{n=1}^\infty\right)$$

$$+ \chi\left(\nabla \left\{\int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r)\mathcal{W} \circ \mathcal{P}_F(u_n(s)) ds\right\}_{n=1}^\infty\right)$$

$$\leq C \int_0^t (t-s)^{\frac{\alpha}{2}-1} s^{-\alpha(\frac{1}{2}-\epsilon)} \chi(\{\nabla w_n(s)\}_{n=1}^\infty) ds$$

$$+ C \int_0^t (t-s)^{\frac{\alpha}{2}-1} \sup_{\tau \in [0, s]} \chi(\{\nabla u_n(\tau)\}_{n=1}^\infty) ds = 0. \quad (3.35)$$

On the other hand, arguing as in the proof of Step 2, we see that $\{w_n\}_{n=1}^\infty$ is equicontinuous, i.e., for any $\eta^* > 0$, there exists $\delta^* > 0$ such that if $t_1, t_2 \in [0, T_*]$
and $|t_1 - t_2| < \delta'$, then
\[
\|A^\epsilon_t(w_n(t_2) - w_n(t_1))\|_{L^r} + \|a^{(1/2-\epsilon)}_t \nabla w_n(t_2) - a^{(1/2-\epsilon)}_t \nabla w_n(t_1)\|_{L^r} < \eta', \quad \forall n \in \mathbb{N}.
\] (3.36)

Then it follows from the Arzelà-Ascoli theorem that $\{w_n\}_{n=1}^\infty$ is relatively compact in $X^\alpha\{0, T_*\}$. Without loss of generality, we assume that there exists $w^* \in X^\alpha\{0, T_*\}$ such that
\[
\sup_{t \in [0, T^*]} \|A^\epsilon_t(w_n(t) - w^*(t))\|_{L^r} + \sup_{t \in [0, T^*]} \|a^{(1/2-\epsilon)}_t (\nabla w_n(t) - \nabla w^*(t))\|_{L^r} \to 0
\] (3.37)
as $n \to \infty$. Let $f_n \in \mathcal{P}_F(u_n)$. Then it follows from (3.34) that
\[
w_n(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r) G(s)ds
\]
\[+ \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r) B(u_n(s))ds
\]
\[+ \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r) f_n(s)ds.
\] (3.38)

By (3.30), the properties of the Beta function and $u_n \to u^*$ in $X^\alpha\{0, T_*\}$, we obtain that for any fixed $t \in [0, T_*],$
\[
\left\| \nabla \int_0^t (t-s)^{\alpha-1} E_{\alpha, \alpha}(-(t-s)^\alpha A_r) (B(u_n(s), u_n(s)) - B(u^*(s), u^*(s)))ds \right\|_{L^r}
\]
\[\leq C \int_0^t (t-s)^{\alpha-1} \left( \|\nabla u_n(s)\|_{L^r} + \|\nabla u^*(s)\|_{L^r} \right) \|\nabla u_n(s) - \nabla u^*(s)\|_{L^r} ds
\]
\[\leq C\|u_n - u^*\|_{X^\alpha\{0, T_*\}} \int_0^t (t-s)^{\alpha-1} s^{-(1-2\epsilon)}ds \to 0 \quad \text{as} \quad n \to \infty.
\] (3.39)

By the assumptions (H2) and (H4), in view of $u_n \to u^*$ in $X^\alpha\{0, T_*\}$, we deduce from Proposition 18 that $\{\nabla W(f_n(t))\}_{n=1}^\infty$ is relatively compact in $L^r$ for each $t \in [0, T_*].$ Without loss of generality, we assume that for any fixed $t \in [0, T_*], \xi \in L^{1/2-\epsilon}$ such that
\[
\|\nabla W(f_n(t)) - \nabla \xi(t)\|_{L^r} \to 0 \quad \text{as} \quad n \to \infty.
\] (4.0)

Noticing that (H2) and $u_n \to u^*$ in $X^\alpha\{0, T_*\}$ ensure that $\{f_n\}_{n=1}^\infty$ is integrably bounded in $L^q([0, T_*]; L^r)$, hence $\{f_n\}_{n=1}^\infty$ is weakly compact in $L^q([0, T_*]; L^r)$. Then, by Mazur’s lemma, there exists a sequence $\bar{f}_n \in \text{conv}\{f_m : m \geq n\}$ such that $\bar{f}_n \to f^*$ in $L^q([0, T_*]; L^r)$, and consequently, for a.e. $t \in [0, T_*],$
\[
\|\bar{f}_n(t) - f^*(t)\|_{L^r} \to 0 \quad \text{as} \quad n \to \infty.
\] (4.1)

By the upper semi-continuity of $F(t, \cdot)$, we conclude from $u_n \to u^*$ in $X^\alpha\{0, T_*\}$ that for $\eta > 0$, $F(t, u_n[\varphi]_1) \subset F(t, u^*[\varphi]_1) + B_\eta$ for all large $n$, here $B_\eta$ denotes the closed ball in $L^r$ at origin with radius $\eta$. Therefore, $f_n(t) \in F(t, u^*[\varphi]_1) + B_\eta$ for a.e. $t \in [0, T_*].$ We observe that $F(t, u^*[\varphi]_1) + B_\eta$ is convex, so $f_n(t) \in F(t, u^*[\varphi]_1) + B_\eta$ for a.e. $t \in [0, T_*].$ This implies that $f^* \in F(t, u^*[\varphi]_1) + B_\eta$ for a.e. $t \in [0, T_*].$ Since $\eta$ is arbitrary, we have
\[
f^* \in F(t, u^*[\varphi]_1) \quad \text{for a.e.} \quad t \in [0, T_*].
\] (4.2)
By \((H2)\), \(u_n \to u^*\) in \(X^\alpha_r[0,T_s]\), and choosing \(\beta = \alpha, \gamma_1 = 0, \gamma_2 = \frac{1}{2}\) in Lemma 5, we deduce from Lebesgue’s dominated convergence theorem that
\[
\left\| \nabla \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r \left( \tilde{f}_n(s) - f^*(s) \right) ds \right\|_{L^r}
\leq C \int_0^t (t-s)^{\frac{\alpha}{2}-1} \left\| \tilde{f}_n(s) - f^*(s) \right\|_{L^r} ds \to 0 \quad \text{as} \quad n \to \infty. \tag{3.43}
\]
Noticing that \(\xi = W(f^*)\) and \(f^* \in \mathcal{P}_F(u^*)\). Then it follows from (3.38) that
\[
w^*(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r G(s) ds
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r B(u^*(s)) ds
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r f^*(s) ds,
\]
where \(f^* \in \mathcal{P}_F(u^*)\), and consequently \(w^* \in \mathcal{L}(u^*)\). This contradicts (3.33).

Therefore, Theorem 15 gives the existence of a fixed point of \(\mathcal{L}\), which is a local mild solution of (2.1).

Now we establish the continuation of local mild solutions of (2.1).

**Theorem 20.** Suppose that \((H1)-(H4)\) hold. Let \(\alpha \in (0,1), 2 \leq N < r < \infty\) and \(A^\nu_r \varphi \in C_h\) with \(0 < \varepsilon < \frac{1}{2}\). If \(u : [0,T_s] \to X^{r-\varepsilon}\) is a local mild solution to (2.1) in \([0,T_s]\), then there exists a continuation \(u^*\) of \(u\) in some interval \([0,T_s + \tau]\) with \(\tau > 0\). Moreover,
\[
t^{\alpha(\frac{1}{2} - \varepsilon)}\nabla u^* \in C([0,T_s + \tau]; L^r_\sigma)
\]
with value zero at \(t = 0\), in which \(u(0) = \varphi(0)\).

**Proof.** Let \(u : [0,T_s] \to X^{r-\varepsilon}\) be the local mild solution to (2.1) in \([0,T_s]\). Then there exists \(f \in \mathcal{P}_F(u)\) such that
\[
u(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r (B(u(s)) + G(s)) ds
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r f(s) ds. \tag{3.44}
\]
Fix \(R^* > 0\) and consider
\[
\mathcal{M}_0^* := \left\{ \omega \in X^\alpha_r[0,T_s + \tau] : \omega(t) = u(t) \text{ for all } t \in [0,T_s] \right\}
\]
and
\[
\sup_{t \in [T_s, T_s + \tau]} \left\| A^\nu_r(\omega(t) - u(T_s)) \right\|_{L^r} + \sup_{t \in [T_s, T_s + \tau]} \left\| t^{\alpha(\frac{1}{2} - \varepsilon)}\nabla \omega(t) - T^\alpha(\frac{1}{2} - \varepsilon) \nabla u(T_s) \right\|_{L^r} \leq R^*
\]
where \(\tau > 0\) will be chosen later.

Then we define the multi-valued operator \(\tilde{\mathcal{L}} : \mathcal{M}_0^* \to X^\alpha_r[0,T_s + \tau]\) as follows
\[
\tilde{\mathcal{L}}(\omega)(t) = \left\{ E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r (B(\omega(s)) + G(s)) ds
+ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(-t-s)^{\alpha}A_r f(s) ds \right\}
\]
\[ + W(f)(t) : f \in P_F(\omega) \text{ and } \tilde{f}(s) = f(s) \text{ for all } s \in [0, T_1] \} \tag{3.45} \]

We check that \( \tilde{L}(M_0^\alpha) \subset M_0^\alpha \).

(a) If \( \omega \in M_0^\alpha \), then \( \omega(t) = u(t) \) in \( [0, T_*] \) with \( u \) the local mild solution to (2.1) in \( [0, T_*] \). So, if \( t \in [0, T_*] \),

\[ \tilde{L}(\omega)(t) = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^\alpha A_r)(B(\omega(s)) + G(s))ds \]
\[ + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^\alpha A_r)\tilde{f}(s)ds \]
\[ = E_\alpha(-t^\alpha A_r)\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^\alpha A_r)(B(u(s)) + G(s))ds \]
\[ + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^\alpha A_r)f(s)ds = u(t). \]

(b) If \( t \in [T_*, T_\star + \tau] \), then for any \( \omega \in \tilde{L}(\omega) \) with \( \omega \in M_0^\alpha \), we have

\[
\left\| t^{\alpha(\frac{1}{2}-\varepsilon)} \nabla \omega(t) - T_*^{\alpha(\frac{1}{2}-\varepsilon)} \nabla u(T_*) \right\|_{L^r} \\
\leq \left\| t^{\alpha(\frac{1}{2}-\varepsilon)} \nabla E_\alpha(-t^\alpha A_r)\varphi(0) - T_*^{\alpha(\frac{1}{2}-\varepsilon)} \nabla E_\alpha(-T_*^\alpha A_r)\varphi(0) \right\|_{L^r} \\
+ t^{\alpha(\frac{1}{2}-\varepsilon)} \left\| \nabla \int_{T_*}^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(-(t-s)^\alpha A_r) \left( B(\omega(s)) + G(s) + \tilde{f}(s) \right) ds \right\|_{L^r} \\
+ \left\| \nabla \int_0^{T_*} \left( t^{\alpha(\frac{1}{2}-\varepsilon)}(t-s)^{\alpha-1} - T_*^{\alpha(\frac{1}{2}-\varepsilon)}(T_* - s)^{\alpha-1} \right) \times E_{\alpha,\alpha}(-(t-s)^\alpha A_r)(B(u(s)) + G(s) + f(s))ds \right\|_{L^r} \\
+ \left\| T_*^{\alpha(\frac{1}{2}-\varepsilon)} \nabla \int_0^{T_*} (T_* - s)^{\alpha-1}(\nabla E_{\alpha,\alpha}(-(t-s)^\alpha A_r)) - \nabla E_{\alpha,\alpha}(-(T_* - s)^\alpha A_r))(B(u(s)) + G(s) + f(s))ds \right\|_{L^r} \\
:= \bar{J}_1 + \bar{J}_2 + \bar{J}_3 + \bar{J}_4. \tag{3.46} \]

For \( \bar{J}_1 \), take \( \beta = \alpha, \gamma_1 = \varepsilon \) and \( \gamma_2 = \frac{1}{2} \) in Lemmas 5 and 6, we can choose \( \tau > 0 \) sufficiently small such that

\[
\bar{J}_1 \leq \left\| t^{\alpha(\frac{1}{2}-\varepsilon)} - T_*^{\alpha(\frac{1}{2}-\varepsilon)} \right\|_{L^r} \nabla E_\alpha(-t^\alpha A_r)\varphi(0) \]
\[ + \left\| T_*^{\alpha(\frac{1}{2}-\varepsilon)} \nabla E_\alpha(-t^\alpha A_r) - \nabla E_\alpha(-T_*^\alpha A_r) \right\|_{L^r} \leq \frac{R_*}{8}. \tag{3.47} \]

For \( \bar{J}_2 \), arguing as in (3.12)-(3.14), in view of \( \omega \in M_0^\alpha \) and the properties of the Beta function, we can choose \( \tau > 0 \) sufficiently small such that

\[
\bar{J}_2 \leq C t^{\alpha(\frac{1}{2}-\varepsilon)} \int_{T_*}^t (t-s)^{\frac{3}{2} - \alpha - (1-2\varepsilon)} \sup_{s \in [T_*, T_\star + \tau]} s^{\alpha(\frac{1}{2}-\varepsilon)} \nabla \omega(s) \|_{L^r} \]
\[ + C t^\alpha (\frac{\alpha}{2} - \varepsilon) \left( \int_{T_*}^t (t-s)\left(\frac{\alpha}{2} - 1\right) s^{-\frac{2\alpha}{\alpha + 1}} ds \right)^{\frac{\alpha - 1}{\alpha}} \left( \int_{T_*}^t (m_0(s)) q ds \right)^{\frac{1}{q}} \]
\[ + C t^\alpha (\frac{\alpha}{2} - \varepsilon) \int_{T_*}^t (t-s)\left(\frac{2\alpha}{\alpha + 1}\right) m_0(s) ds \]
\[ + C t^\alpha (\frac{\alpha}{2} - \varepsilon) \int_{T_*}^t (t-s)^{\frac{2\alpha}{\alpha + 1}} \sup_{s \in [T_*, T_* + T]} s^{-\alpha (\frac{\alpha}{2} - \varepsilon)} \|
abla \omega(s)\|_{L^\infty} ds \]
\[ \leq C(R^* + C) t^\alpha (\frac{\alpha}{2} - \varepsilon) \int_{T_*}^t (t-s)^{\frac{2\alpha}{\alpha + 1}} s^{-\alpha (\frac{\alpha}{2} - \varepsilon)} ds \leq \frac{R^*}{8}. \quad (3.48) \]

For \( \tilde{J}_3 \), arguing as in (3.12)-(3.14), by Lebesgue's dominated convergence theorem, we can choose \( \tau \) sufficiently small such that

\[ \tilde{J}_3 \leq C \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} \right) (t-s)^{-\frac{2\alpha}{\alpha + 1}} s^{-\alpha (1-2\varepsilon)} ds \]
\[ + C \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} \right) (t-s)^{-\frac{2\alpha}{\alpha + 1}} \|G(s)\|_{L^\infty} ds \]
\[ + C \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} \right) (t-s)^{-\frac{2\alpha}{\alpha + 1}} m_0(s) ds \]
\[ + C \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} \right) (t-s)^{-\frac{2\alpha}{\alpha + 1}} \times \|m_1\|_{L^\infty} \left( \|A^*_\varphi\|_{C_h} + s^{-\alpha (\frac{\alpha}{2} - \varepsilon)} \|u\|_{X_\varphi[0,T_*]} \right) \]
\[ \leq C \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} \right) (t-s)^{-\frac{2\alpha}{\alpha + 1}} s^{-\alpha (1-2\varepsilon)} ds \]
\[ + C \left( \int_0^{T_*} \left( t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\frac{2\alpha}{\alpha + 1}} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} (t-s)^{-\frac{2\alpha}{\alpha + 1}} \right)^{\frac{\alpha - 1}{\alpha}} ds \right)^{\frac{\alpha}{\alpha - 1}} \]
\[ + C \int_0^{T_*} t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{-\frac{2\alpha}{\alpha + 1}} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} (t-s)^{-\frac{2\alpha}{\alpha + 1}} ds \]
\[ + C \int_0^{T_*} t^\alpha (\frac{\alpha}{2} - \varepsilon) (t-s)^{\alpha - 1} - T_*^{\alpha (\frac{\alpha}{2} - \varepsilon)} (T_* - s)^{\alpha - 1} (t-s)^{-\frac{2\alpha}{\alpha + 1}} s^{-\alpha (\frac{\alpha}{2} - \varepsilon)} ds \]
\[ \leq \frac{R^*}{8}. \quad (3.49) \]

Let \( 0 < \eta < T_* \) be given arbitrarily. For \( \tilde{J}_4 \), take \( \beta = \alpha, \gamma_1 = 0 \) and \( \gamma_2 = \frac{1}{2} \) in Lemma 6, by the similar way as above and the arbitrariness of \( \eta \), we can choose
\( \tau > 0 \) sufficiently small such that

\[
\mathcal{J}_4 \leq T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\|
\times s^{-\alpha(1-2\varepsilon)} \|u\|^2_{L^2([0,T_s])} ds
\]
\[
+ T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\|
\times \|G(s)\|_{L^r} ds + T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1}
\times \|m_1\|_L^\infty \left( \|A_r^\varepsilon\|_{C_h} + s^{-\alpha(\frac{1}{2}-\varepsilon)} \|u\|_{L^r([0,T_s])} \right) ds
\]
\[
\leq C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\|
\times s^{-\alpha(1-2\varepsilon)} ds + C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \left( \int_0^T (T_s - s)^{\alpha - 1}
\times \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\| \right)^{\frac{\alpha}{\alpha + 1}} ds \frac{2^{\frac{3}{\alpha}}}{\alpha}
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\| ds
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^T (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\| ds
\]
\[
\times s^{-\alpha(\frac{1}{2}-\varepsilon)} ds
\]
\[
\leq C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^{T - \eta} (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\|
\times s^{-\alpha(1-2\varepsilon)} ds
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^{T - \eta} (T_s - s)^{\alpha - 1} \left( (t - s)^{-\eta} + (T_s - s)^{-\eta} \right) s^{-\alpha(1-2\varepsilon)} ds
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \left( \int_0^{T - \eta} (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\| \right)^{\frac{\alpha}{\alpha + 1}} ds \frac{2^{\frac{3}{\alpha}}}{\alpha}
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \left( \int_0^{T - \eta} (T_s - s)^{\alpha - 1} \left[ (t - s)^{-\eta} + (T_s - s)^{-\eta} \right] \left( (t - s)^{\alpha - 1} + (T_s - s)^{\alpha - 1} \right) \right)^{\frac{\alpha}{\alpha + 1}} ds \frac{2^{\frac{3}{\alpha}}}{\alpha}
\]
\[
+ C T_s^{\alpha(\frac{1}{2}-\varepsilon)} \int_0^{T - \eta} (T_s - s)^{\alpha - 1} \left\| E_{\alpha,a}(-(t - s)^\alpha A_r) - E_{\alpha,a}(-(T_s - s)^\alpha A_r) \right\| ds
\]
where we have used the notation \( \| \cdot \| \) to denote the norm of the Mittag-Leffler operator \( E_{\alpha,\alpha}(-(t-s)^\alpha A_r) : X^{0,r} \to X^{\frac{1}{2},r} \). Arguing as in (3.46)-(3.50), we can choose \( \tau > 0 \) sufficiently small such that for any \( t \in [T_*, T_* + \tau] \) and every \( \omega \in \tilde{L}(\omega) \) with \( \omega \in \mathcal{M}_0^* \),

\[
\| A_t^\alpha(\omega(t) - u(T_*)) \|_{L^r} \leq \frac{R^*}{2}, \tag{3.51}
\]

Hence, it follows from (3.46)-(3.51) that for any \( \omega \in \tilde{L}(\omega) \) with \( \omega \in \mathcal{M}_0^* \),

\[
\sup_{t \in [T_*, T_* + \tau]} \| A_t^\alpha(\omega(t) - u(T_*)) \|_{L^r} + \sup_{t \in [T_*, T_* + \tau]} \left\| \frac{\alpha(\frac{1}{2} - \varepsilon)}{r} T_*^\alpha(\frac{1}{2} - \varepsilon) \nabla u(t) \right\|_{L^r} \leq R^*,
\]

and consequently, \( \tilde{L}(\mathcal{M}_0^*) \subset \mathcal{M}_0^* \).

It is obvious that \( \mathcal{M}_0^* \) is a closed convex subset of \( X^\alpha_r[0, T_* + \tau] \). Set

\[
\mathcal{M}^*_{k+1} = \overline{\text{conv}} \tilde{L}(\mathcal{M}_0^*), \quad k = 0, 1, 2, \ldots,
\]

here the \( \overline{\text{conv}} \) stands for the closure of convex hull of a subset in \( X^\alpha_r[0, T_* + \tau] \). Let \( \mathcal{M}^* = \bigcap_{k=0}^{\infty} \mathcal{M}^*_{k+1} \). Arguing as in the proof of Theorem 19, we obtain that \( \mathcal{M}^* \) is a compact convex subset of \( X^\alpha_r[0, T_* + \tau] \) and \( \tilde{L} : \mathcal{M}^* \to \mathcal{P}(\mathcal{M}^*) \) is upper semi-continuous with closed convex values. Therefore, by Theorem 15 we conclude that there exists a fixed point \( u^* \) of \( \tilde{L} \). As in the proof of the Theorem 19, we see that \( u^* \) is the continuation of \( u \) in \([0, T_* + \tau] \).

We finish Section 3 with a result on global existence or non-continuation by blow up.

**Theorem 21.** Assume the conditions of Theorem 19. If a mild solution \( u(t) \) of problem (2.1) has a maximal interval of existence \([0, T')\), then \( u(t) \) is a global mild solution in \([0, \infty)\) or \( \lim_{t \to T'} \sup \left( \| A_t^\alpha u(t) \|_{L^r} + t^\alpha(\frac{1}{2} - \varepsilon) \| \nabla u(t) \|_{L^r} \right) = \infty \).

**Proof.** If \( T' = \infty \), then \( u \) is a global mild solution in \([0, \infty)\). Otherwise, if \( T' < \infty \), we will prove that \( \lim_{t \to T'} \sup \left( \| A_t^\alpha u(t) \|_{L^r} + t^\alpha(\frac{1}{2} - \varepsilon) \| \nabla u(t) \|_{L^r} \right) = \infty \). Assume on the contrary that this is not the case. Then there exists \( K^* \) such that \( \| u(t) \|_{X^\alpha_r[0, T']} \leq K^* \). Arguing as in the proof of Theorem 19, we deduce that \( \{ t_n \} \subset [0, T'] \) is a sequence that converges to \( T' \), then given \( \eta > 0 \), there exists \( N \in \mathbb{N} \) such that if \( m, n \geq N \), we have

\[
\| A_t^\alpha(u(t_n) - u(t_m)) \|_{L^r} + t_n^\alpha(\frac{1}{2} - \varepsilon) \| \nabla u(t_n) - t_m^\alpha(\frac{1}{2} - \varepsilon) \nabla u(t_m) \|_{L^r} < \eta.
\]
This implies that \( \{u(t_n)\}_{n=1}^{\infty} \) is a Cauchy sequence, and therefore it has a limit \( u^* \in X^{\omega_T} \). Let \( u(T') = u^* \). Then \( u \) belongs to \( X^{\alpha,\omega}_{\alpha,\omega}([0,T']) \), and for all \( t \in [0,T'] \),

\[
u(t) = E_{\alpha}(\varphi(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\omega}(-(t-s)^\omega A_r)(B(u(s)) + G(s) + f(s))ds,\]

where \( f \in \mathcal{P}_F(u) \). Combining this together with Theorem 20, we can extend the mild solution to some bigger interval, which is a contradiction with definition of \( T' \).

4. Application. Consider that multi-valued operator \( F \) in \( (2.1) \) is given by

\[
F(t,u_t) = F_1(t,u(t-\rho(t))) + \int_{-h}^0 F_2(t,s,u(t+s))ds + \sum_{i=1}^m b_i(t,x)v_i(t),
\]

where

\[
v_i(t) \in \left[ \int_\Omega J_{1,i}(y)u(t-h,y)dy, \int_\Omega J_{2,i}(y)u(t-h,y)dy \right], \quad 1 \leq i \leq m.
\]

Assume the following conditions:

(B1) There exist a positive constant \( k_2 \) and a function \( k_1 \in L^q([0,\infty)) \) such that the functions \( F_1 \in C([0,\infty) \times \mathbb{R}^N) \) and \( \rho \in C([0,\infty)) \) satisfy

\[
|F_i(t,u)|_{\mathbb{R}^N} \leq |k_1(t)| + k_2|u|_{\mathbb{R}^N}, \quad \forall t \in \mathbb{R}, u \in \mathbb{R}^N.
\]

(B2) There exists a nonnegative function \( l_1 \in L^{\infty}(\mathbb{R}^+) \) such that

\[
|F_1(t,u) - F_2(t,u)|_{\mathbb{R}^N} \leq l_1(t)|u|_{\mathbb{R}^N}, \quad \forall t \in \mathbb{R}, u, v \in \mathbb{R}^N.
\]

(B3) There exist positive scalar functions \( m_0 \in L^1([-h,0]), m_1 \in L^{\omega'}([-h,0]) \) with \( \frac{1}{\omega} + \frac{1}{\rho} = 1 \) such that the function \( F_2 \in C([0,\infty) \times \mathbb{R}^N) \) satisfies

\[
|F_2(t,s,u)|_{\mathbb{R}^N} \leq m_0(s) + m_1(s)|u|_{\mathbb{R}^N}, \quad \forall t \in \mathbb{R}, s \in [-h,0], u \in \mathbb{R}^N.
\]

(B4) There exists a nonnegative function \( m_3 \in L^{\omega'}([-h,0]) \) with \( \frac{1}{\omega} + \frac{1}{\rho} = 1 \) such that

\[
|F_2(t,s,u) - F_2(t,s,v)|_{\mathbb{R}^N} \leq m_3(s)|u - v|_{\mathbb{R}^N}, \quad \forall t \in \mathbb{R}, s \in [-h,0], u, v \in \mathbb{R}^N.
\]

(B5) \( b_i \in L^{\infty}(\mathbb{R}^+; L^{\omega'}(\Omega)) \) with \( q \in (\frac{2}{\alpha}, \infty) \), \( J_{1,i}, J_{2,i} \in L^{\omega'}(\Omega) \) with \( \frac{1}{\omega} + \frac{1}{\rho} = 1 \) for \( i \in \{1, \ldots, m\} \), \( F_1(t,u_t) = F_1(t,u(t-\rho(t))) \), \( F_2(t,u_t) = \int_{-h}^0 F_2(t,s,u(t+s))ds \), \( F_3(t,u_t) : \mathbb{R} \times \mathcal{C}_h \rightarrow \mathcal{P}(E_{\omega,\omega}^+) \) be such that

\[
F_3(t,u_t) = \sum_{i=1}^m b_i(t,x) \left[ \int_\Omega J_{1,i}(y)u(t-h,y)dy, \int_\Omega J_{2,i}(y)u(t-h,y)dy \right].
\]

Then we obtain that

\[
\|F_1(t,u_t)\|_{L^\omega(\Omega)} \leq \int_\Omega |F_1(t,u(t-\rho(t)))|_{E_{\omega,\omega}^+} dx
\]

\[
\leq C \int_\Omega |k_1(t)|_{\mathbb{R}^N} dx + C \int_\Omega |u(t-\rho(t))|_{E_{\omega,\omega}^+} dx
\]

\[
\leq C|k_1(t)|_{\mathbb{R}^N} + C\|u_t\|_{\mathcal{C}_h},
\]

\[\text{(4.1)}\]

\[
\|F_2(t,u_t)\|_{L^\omega(\Omega)} \leq \int_\Omega \left( \int_{-h}^0 |F_2(t,s,u(t+s))|_{\mathbb{R}^N} ds \right)^{\frac{\rho}{\omega}} dx
\]

\[
\leq \int_\Omega \left( \int_{-h}^0 m_0(s) ds + \int_{-h}^0 m_1(s)|u(t+s)|_{\mathbb{R}^N} ds \right)^{\frac{\rho}{\omega}} dx
\]
\[
\int_{\Omega} \left( \|m_0\|_{L^1([-h,0])} + \|m_1\|_{L^{r'}([-h,0])} \|u(t+s)\|_{L^r([-h,0])} \right)^r \ dx
\leq C + \int_{\Omega} \int_{-h}^0 |u(t+s)|_{L^r} \ ds \ dx
\leq C + C \|u_t\|_{C^{-1}}. \tag{4.2}
\]
and
\[
\|F_3(t,u_t)\|_{L^r} \leq \sum_{i=1}^m \|b_i(t,x)\|_{L^r} \max \{ \|J_1,i\|_{L^{r'}}, \|J_2,i\|_{L^{r'}} \} \cdot \|u_t\|_{C_h}. \tag{4.3}
\]
Thus the assumption \((H2)\) is satisfied.

For each bounded set \(B \subset C_h\), \(F_3(t,B) \subset \text{span}\{b_1(t,\cdot), \ldots, b_m(t,\cdot)\}\), which is a finite dimensional subspace of \(L^r(\Omega)\). In addition, by (4.3), \(F_3(t,B)\) is also bounded and then relatively compact. Hence
\[
\chi(F_3(t,B)) = 0, \tag{4.4}
\]
where \(\chi\) is the Hausdorff measure of noncompactness on \(L^r\). Arguing as in the proof of (4.1)-(4.2), in view of \((B2)\) and \((B4)\), we get that
\[
\chi(F_1(t,B)) \leq l_1(t) \sup_{s \in [-h,0]} \chi(B(s)),
\]
and
\[
\chi(F_2(t,B)) \leq C \sup_{s \in [-h,0]} \chi(B(s)).
\]
Thus the assumption \((H4)\) is verified.

Since \(F_1(t,\cdot)\) and \(F_2(t,\cdot)\) are continuous single-valued mappings. By a simple argument we see that \(F_3\) has closed convex values. Thus \(F\) has compact convex values.

For each \(t\), note that \(F_3(t,\cdot)\) has a closed graph, hence \(F(t,\cdot)\) is u.s.c. due to (4.4) and Proposition 14. Then the assumption \((H1)\) is satisfied.
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