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Abstract. Consider a linear program of the form $\max c^\top x : Ax \leq b$, where $A$ is an $m \times n$ integral matrix. In 1986 Cook, Gerards, Schrijver, and Tardos proved that, given an optimal solution $x^\ast$, if an optimal integral solution $z^\ast$ exists, then it may be chosen such that $\|x^\ast - z^\ast\|_\infty < n\Delta$, where $\Delta$ is the largest magnitude of any subdeterminant of $A$. Since then an open question has been to improve this bound, assuming that $b$ is integral valued too. In this manuscript we show that $n\Delta$ can be replaced with $n/2 \cdot \Delta$ whenever $n \geq 2$. We also show that, in certain circumstances, the factor $n$ can be removed entirely.

1 Introduction.
Suppose $A$ is an integral full-column-rank $m \times n$ matrix. The polyhedron corresponding to a right hand side $b \in \mathbb{Q}^m$ is
$$\mathcal{P}(A, b) := \{x \in \mathbb{R}^n : Ax \leq b\}.$$ The linear program corresponding to $\mathcal{P}(A, b)$ and an objective vector $c \in \mathbb{Q}^n$ is
$$\text{LP}(A, b, c) := \max \{c^\top x : x \in \mathcal{P}(A, b)\},$$ and the corresponding integer linear program is
$$\text{IP}(A, b, c) := \max \{c^\top x : x \in \mathcal{P}(A, b) \cap \mathbb{Z}^n\}.$$ The proximity question in integer linear programming can be stated as follows: Given an optimal vertex solution $x^\ast$ of $\text{LP}(A, b, c)$, how far away is the nearest optimal solution $z^\ast$ to $\text{IP}(A, b, c)$ (if one exists)? Proximity has a wide array of applications in integer linear programming. Perhaps not too surprisingly, upper bounds on proximity can help identify integer vectors in $\mathcal{P}(A, b)$ from vertices; this is relevant in search techniques such as the feasibility pump [6] and dynamic
programming \[5\, 10\]. An upper bound of \(\pi\) on proximity also leads to a trivial enumeration algorithm to optimize \(\text{IP}(A, b, c)\): Solve \(\text{LP}(A, b, c)\) to identify an optimal vertex \(x^*\) and then enumerate all \(O(\pi^n)\) many integer points around \(x^*\). This simple enumeration algorithm shows that \(\text{IP}(A, b, c)\) can be solved in \(O(2^{O(n)})\) time, provided one can establish a value of \(\pi\) independent of \(n\).

Proximity has been studied for decades with perhaps the most foundational result due to Cook, Gerards, Schrijver, and Tardos. To state their result, we denote the largest absolute \(k \times k\) minor of \(A\) by

\[
\Delta_k(A) := \max \{ |\det M| : M \text{ is a } k \times k \text{ submatrix of } A \}.
\]

**Theorem 1 (Theorem 1 in [3]).** Let \(b \in \mathbb{Q}^m\) and \(c \in \mathbb{Q}^n\). Let \(x^*\) be an optimal vertex of \(\text{LP}(A, b, c)\). If \(\text{IP}(A, b, c)\) is feasible, then there exists an optimal solution \(z^*\) such that

\[
\|x^* - z^*\|_\infty \leq n \cdot \max \{ \Delta_k(A) : k = 1, \ldots, n \}.
\]

Cook et al.‘s result is truly a cornerstone result. Their proof technique has been used to establish proximity bounds involving other data parameters and different norms \[10\, 11\, 12\]. Furthermore, their result has been extended to derive proximity results for convex separable programs \[7\, 9\, 20\] (where the bound in Theorem 1 remains valid), for mixed integer programs \[16\], and for random integer programs \[15\].

Lovász \[18\, Section 17.2\] and Del Pia and Ma \[4, Section 4\] identified tuples \((A, b, c)\) such that proximity is arbitrarily close to the upper bound in Theorem 1. However, their examples crucially rely on the fact that \(b\) can take arbitrary rational values. In fact, Lovász’s example uses a totally unimodular matrix \(A\) while Del Pia and Ma use a unimodular matrix. Therefore, if the right hand sides \(b\) in their examples were to be replaced by the integral rounded down vector \(\lfloor b \rfloor\), then the polyhedron \(P(A, \lfloor b \rfloor)\) would only have integral vertices.

From an integer programming perspective, replacing \(b\) with \(\lfloor b \rfloor\) is natural as it strengthens the linear relaxation without cutting off any feasible integer solutions. This leads to the proximity question that we consider: For a given matrix \(A\), find a value \(\pi \geq 0\) such that

\[
\max_{b \in \mathbb{Z}^m} \min_{x^* \in P(A, b) \cap \mathbb{Z}^n, \ P(A, b) \cap \mathbb{Z}^n \neq \emptyset} \|x^* - z^*\|_\infty \leq \pi.
\]

Other than \(b \in \mathbb{Z}^m\) versus \(b \in \mathbb{Q}^m\), this question is equivalent to the question considered by Cook et al. The objective vector \(c\) is not explicit in our formulation, but it is implicit when we consider vertices of \(P(A, b)\).

It was previously unknown if Cook et al.’s bound is tight when \(b \in \mathbb{Z}^m\). Actually, under this assumption there are many results indicating that proximity is independent of \(n\): Aliev et al. \[2\] prove that proximity is upper bounded by the largest entry of \(A\) for knapsack polytopes, Veselov and Chirkov’s result \[19\].

\[4\] In fact, their argument yields an upper bound of \(n \cdot \Delta_{n-1}(A)\).
implies a proximity bound of 2 when $\Delta_n(A) \leq 2$, and Aliev et al. prove a bound of $\Delta_n(A)$ for corner polyhedra.

Our main result is the first improvement on Cook et al.’s result. Furthermore, our proof technique generalizes theirs, and we believe that it can be applied in the multiple settings where their technique is used.

**Theorem 2.** Let $n \geq 2$, $b \in \mathbb{Z}^m$, and $c \in \mathbb{Q}^n$. Let $x^*$ be an optimal vertex of LP($A, b, c$). If IP($A, b, c$) is feasible, then there exists an optimal solution $z^*$ such that

$$\|x^* - z^*\|_\infty < \frac{n}{2} \cdot \Delta_{n-1}(A).$$

Our proof of Theorem 2 consists of three parts. First, we relate proximity to the volume of a certain polytope associated with the matrix $A$. Second, we establish lower bounds on the volume of this polytope when $n = 2$ and $n = 3$; see Section 2. Third, we show how these proximity bounds in lower dimensions can be used to derive proximity bounds in higher dimensions; see Section 3. We can improve Theorem 2 in certain settings. For instance, if $n$ is a multiple of 3 then we can replace the factor $\frac{n}{2}$ with $(\sqrt{2}/3) \cdot n$; see Theorem 4.

We also consider the case when $A$ is strictly $\Delta$-modular, that is, $A = TB$ for a totally unimodular matrix $T$ and a square integer matrix $B$ with determinant $\Delta$; see Section 4. Here we show the factor $\frac{n}{2}$ can be removed entirely, generalizing a recent result of Nägele, Santiago, and Zenklusen [14, Theorem 5]. We also give essentially matching lower bounds; see Section 5. It is more or less straightforward to find a 1-dimensional polytope $P(A, b, c) \subseteq \mathbb{R}^n$ with a matching lower bound on proximity when $n \geq 2$. Thus, our contribution with this lower bound is, up to a constant additive factor, equal to $\Delta_{n-1}(A)$.

**Theorem 3.** Let $\Delta \geq 1$ and $n \geq 2$.

1. For all feasible instances IP($A, b, c$) with $A$ strictly $\Delta$-modular and $b$ integral, and for all optimal vertices $x^*$ of LP($A, b, c$), there exists an optimal solution $z^*$ of IP($A, b, c$) such that

$$\|x^* - z^*\|_\infty \leq \max \{ \Delta_{n-1}(A), \Delta_n(A) \} - 1.$$  

2. Let $\Delta \geq 3$. There exists a feasible instance IP($A, b, c$) with $A$ strictly $\Delta$-modular and $b$ integral, and an optimal vertex $x^*$ of LP($A, b, c$), such that every feasible integral solution $z^*$ of IP($A, b, c$) satisfies

$$\|x^* - z^*\|_\infty = \max \{ \Delta_{n-1}(A), \Delta_n(A) \} - 2.$$  

Moreover, $P(A, b)$ is full-dimensional, and $x^*$ and $z^*$ do not lie on a common facet of $P(A, b)$. 

3
1.1 Preliminaries and notation.

Here we outline the key objects and parameters used in the paper.

Let $A \in \mathbb{Z}^{m \times n}$ and $b \in \mathbb{Z}^m$ be such that $\mathcal{P}(A,b) \cap \mathbb{Z}^n \neq \emptyset$. For $I \subseteq [m] := \{1, \ldots, m\}$, we use $A_I$ and $b_I$ to denote the rows of $A$ and $b$ indexed by $I$. If $I = \{i\}$, then we write $a_i^\top := A_I$. We use $\mathbf{0}$ and $\mathbf{1}$ to denote the all zero and all one vector (in appropriate dimension).

We assume we are given an objective vector $c \in \mathbb{Q}^n$. We always assume that

$$\mathcal{P}(A,b) \cap \mathbb{Z}^n = \{\mathbf{0}\}. \quad (1)$$

We may assume (1) without loss of generality for the following reason. Suppose $x^*$ is an optimal vertex of $\mathcal{P}(A,b,c)$, and let $I^* \subseteq \{1, \ldots, m\}$ be an optimal basis, i.e., $x^* = A_I^{-1}b_I$. By perturbing $c$, we may assume $c^\top = y^\top A_I$. for a strictly positive vector $y \in \mathbb{R}^n$. Let $z^*$ be an optimal solution to $\mathcal{P}(A,b,c)$ that is closest to $x^*$. The polytope $\mathcal{P}(A,b) := \{x \in \mathcal{P}(A,b) : A_Ix \geq A_Iz^*\}$ contains $x^*$ and $z^*$ and $\Delta_k(A) = \Delta_k(A)$ for all $k \in [n]$. Further, $\mathcal{P}(A,b) \cap \mathbb{Z}^n = \{z^*\}$ because a different integer point $w^*$ in $\mathcal{P}(A,b)$ would satisfy $c^\top w^* = y^\top (A_Iw^*) > y^\top (A_Iz^*) = c^\top z^*$, contradicting the optimality of $z^*$. By replacing $\mathcal{P}(A,b)$ by $\mathcal{P}(A,b)$ and translating $z^*$ to 0 we may assume (1).

Under Assumption (1) bounding proximity is equivalent to bounding

$$\max_{x \in \mathcal{P}(A,b)} \|x\|_\infty = \max_{\alpha \in \{\pm e_1, \ldots, \pm e_n\}} \max \{\alpha^\top x : x \in \mathcal{P}(A,b)\}, \quad (2)$$

where $e_1, \ldots, e_n \in \mathbb{Z}^n$ are the standard unit vectors. In light of this, we analyze the maximum of an arbitrary linear form $\alpha^\top x$ over $\mathcal{P}(A,b)$ for $\alpha \in \mathbb{Z}^n$.

We provide non-trivial bounds on the maximum of these linear forms for small values of $n$; see Section 2. In order to lift low dimensional proximity results to higher dimensions (see Section 3), we consider slices of $\mathcal{P}(A,b)$ through the origin induced by rows of $A$. Given $I \subseteq [m]$ with $|I| \leq n - 1$, define

$$\mathcal{P}_I(A,b) := \mathcal{P}(A,b) \cap \text{ker} A_I.$$ 

We define $\mathcal{P}_\emptyset(A,b) := \mathcal{P}(A,b)$. The bounds that we provide on $\alpha^\top x$ are given in terms of the parameter

$$\Delta_I(A,\alpha) := \frac{1}{\text{gcd} A_I} \cdot \max \left\{ \left| \det \begin{pmatrix} \alpha^\top \\ A_K \end{pmatrix} \right| : I \subseteq K \subseteq [m], \ |K| = n - 1 \right\},$$

where

$\text{gcd} A_I := \text{gcd}\{|\det M| : M \text{ is a rank}(A_I) \times \text{rank}(A_I) \text{ submatrix of } A_I\}$.

In particular, we define $\kappa_I(A,b,\alpha)$ to be the number satisfying

$$\max_{x \in \mathcal{P}_I(A,b)} \alpha^\top x = \kappa_I(A,b,\alpha) \Delta_I(A,\alpha). \quad (3)$$

Maximizing over all $I \subseteq [m]$ such that $\mathcal{P}_I(A,b)$ has a fixed dimension $d$, define

$$\kappa_d(A,b,\alpha) := \max_{I : \text{dim } \mathcal{P}_I(A,b) = d} \kappa_I(A,b,\alpha). \quad (4)$$


Equation (3) looks similar to the proximity bound we seek. However, $\Delta_I (A, \alpha)$ depends on $\alpha$, whereas our main result (Theorem 2) only depends on $\Delta_{n-1}(A)$. Later (see Remark 2), we will substitute $e_1, \ldots, e_n$ in for $\alpha$ as in [2]. We also want to consider $I = \emptyset$ because $P_\emptyset(A, b) = P(A, b)$ by definition. These substitutions will convert $\Delta_I (A, \alpha)$ to proving proximity of $\Delta_{n-1}(A)$ over $P(A, b)$ as desired in our proximity theorem.

Another important object for us is the following cone. For $x^* \in \mathbb{R}^n$, define

$$C(A, x^*) := \left\{ x \in \mathbb{R}^n : \begin{array}{ll}
sign(a_i^\top x^*) \cdot a_i^\top x \geq 0 & \forall i \in [m] \text{ such that } a_i^\top x^* \neq 0 \\
0 & \forall i \in [m] \text{ such that } a_i^\top x^* = 0 \end{array} \right\}.$$ 

The cone $C(A, x^*)$ serves as a key ingredient in the proof of Theorem 1 in [3]. We also define the polytope

$$S(A, x^*) := C(A, x^*) \cap (x^* - C(A, x^*)) .$$

One checks that if $x^* \in P(A, b)$, then $S(A, x^*) \subseteq P(A, b)$. Moreover, if $y^* \in S(A, x^*)$ then $S(A, y^*) \subseteq S(A, x^*)$. Polytopes of this form, namely, ones in which every facet is incident to one of two distinguished vertices, known as spindles, were used in [17] to construct counterexamples to the Hirsch conjecture.

Throughout the paper, with the exception of Lemma 1 we fix $A \in \mathbb{Z}^{m \times n}$, $b \in \mathbb{Z}^n$, and $\alpha \in \mathbb{Z}^n$. Thus, in our notation we drop the dependence on $A$, $b$, and $\alpha$, and simply write $P, P_I, \Delta_I$, and so on. We also set

$$\kappa := \kappa_{\dim P} \quad \text{and} \quad \Delta := \Delta_{\emptyset} .$$

2 Proximity for 1, 2, and 3-dimensional polyhedra.

In this section we improve upon the Cook et al. bound when $n = 2$ and $n = 3$:

**Theorem 4.** We have $\kappa_1, \kappa_2 < 1$ and $\kappa_3 < \sqrt{2}$.

A useful fact for us is that we need only consider the case when the ambient dimension $n$ and the dimension $d$ of $P$ coincide.

**Lemma 1.** Assume $I \subseteq [m]$ determines a linearly independent subset of the rows of $A$. Further assume the linear span of $P_I$ is $\ker A_I$, which has dimension $d$. Then there exists $\hat{A} \in \mathbb{Z}^{(m-n+d) \times d}$, $\hat{b} \in \mathbb{Z}^{m-n+d}$, and $\hat{\alpha} \in \mathbb{Z}^d$ such that:

1. $P(\hat{A}, \hat{b}) \cap \mathbb{Z}^d = \{ 0 \}$ and
2. $\kappa_1 (A, b, \alpha) = \kappa(\hat{A}, \hat{b}, \hat{\alpha})$.

**Proof.** Without loss of generality, suppose $I = [n-d]$. Set $J := [n-d], \bar{J} := \{ n-d+1, \ldots, n \}$, and $\bar{I} := \{ n-d+1, \ldots, m \}$. Choose a unimodular matrix $U \in \mathbb{Z}^{n \times n}$ (e.g., via the Hermite Normal Form of $A|_I$) such that

$$AU = \begin{pmatrix} (AU)_{I,J} & 0 \\
(AU)_{\bar{I},J} \end{pmatrix}$$
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with \((AU)_{I,j}\) square and invertible.

Set \(\hat{A} := (AU)_{I,j}\), \(\hat{b} := b_j\), and \(\alpha^\top := \alpha^\top U\) _\{j\}. For \(x \in \ker A_I\), we have

\[
0 = A_I x = A_I U U^{-1} x = [(AU)_{I,j} 0] U^{-1} x = (AU)_{I,j} (U^{-1} x)_{\{j\}}.
\]

Thus, \((U^{-1} x)_{\{j\}} = 0\). Hence, the map \(x \mapsto (U^{-1} x)_{\{j\}}\) is a linear isomorphism from \(\ker A_I\) to \(\mathbb{R}^{|j|} = \mathbb{R}^d\), which restricts to a lattice isomorphism from \(\ker A_I \cap \mathbb{Z}^n\) to \(\mathbb{Z}^d\) and maps \(\mathcal{P}_I(A, b)\) to \(\mathcal{P}(\hat{A}, \hat{b})\). It follows that \(\mathcal{P}(\hat{A}, \hat{b}) \cap \mathbb{Z}^d = \{0\}\). For \(x \in \ker A_I\), the equation \((U^{-1} x)_{\{j\}} = 0\) implies that

\[
\alpha^\top x = \alpha^\top U U^{-1} x = \alpha^\top (U^{-1} x)_{\{j\}}.
\]

Moreover, if \(K \subseteq I\) with \(|K| = d - 1\), then

\[
\left|\det \left( \begin{pmatrix} \alpha^\top & 0 \\ \hat{A}_K \end{pmatrix} \right) \right| = \left|\det \left( \begin{pmatrix} (\alpha^\top U)_{I,j} & 0 \\ (AU)_{K,j} & (AU)_{K,j} \end{pmatrix} \right) \right| = \left|\det \left( \begin{pmatrix} \alpha^\top U \end{pmatrix}_{I,j} & \alpha^\top \\ (AU)_{K,j} & (AU)_{K,j} \end{pmatrix} \right) \right| = \left|\det \left( \begin{pmatrix} \alpha^\top \\ \hat{A} \end{pmatrix} \right) \right| = \frac{1}{\gcd(A_I)} \cdot \det \left( \begin{pmatrix} \alpha^\top \\ \hat{A}_{I\cup K} \end{pmatrix} \right),
\]

where we have used \(|\det (AU)_{I,j}| = \gcd((AU)_I| = \gcd(A_I U) = \gcd(A_I)|. Taking the maximum over all such \(K\), we get

\[
\Delta(\hat{A}, \alpha) = \Delta_I(A, \alpha).
\]

Putting (4) and (5) together, we get

\[
\kappa(\hat{A}, \hat{b}, \hat{\alpha}) = \max_{y \in \mathcal{P}(\hat{A}, \hat{b})} \frac{\hat{\alpha}^\top y}{\Delta(\hat{A}, \hat{\alpha})} = \max_{x \in \mathcal{P}_I(A, b)} \frac{\alpha^\top x}{\Delta_I(A, \alpha)} = \kappa_I(A, b, \alpha).
\]

When it comes to bounding proximity, Lemma \(\square\) allows us to replace a not-necessarily full-dimensional instance with an equivalent full-dimensional instance in a lower-dimensional space. For example when the dimension of \(\mathcal{P}(A, b) \subseteq \mathbb{R}^n\) is \(d = 1\), we may assume \(n = 1\) and \(\mathcal{P}(A, b)\) is contained in the open interval \((-1, 1)\), which immediately implies the first inequality \(\kappa_1 < 1\) of Theorem \(\square\). The next lemma derives a general bound on \(\kappa_i\) in terms of the ambient dimension \(n\) of the polyhedron, so it is useful to have this dimension reduction lemma.

Define the polyhedron

\[
\mathcal{P}_\alpha := \{ x \in \mathbb{R}^n : |Ax| \leq 1, \alpha^\top x = 0 \}.
\]

This is an \((n - 1)\)-dimensional polyhedron, which is bounded since the rows of \(A\) positively span \(\mathbb{R}^n\) by \(\square\). We use \(\text{vol}_i(\cdot)\) to denote the \(i\)-dimensional Lebesgue measure.
Lemma 2. Assume \( n = d \). Then
\[
\kappa_n < \frac{2^{n-1} \|\alpha\|_2}{\text{vol}_{n-1}(P_\alpha) \Delta}.
\]

Proof. Recall \( P = P(A, b) \). Let \( \mathbf{x}^* \in P \) attain the maximum of
\[
\kappa_n = \max_{\mathbf{x} \in P} \frac{\alpha^\top \mathbf{x}}{\Delta},
\]
which we assume is positive without loss of generality. Define the polytope
\[
Q(\mathbf{x}^*) := P_\alpha + [-\mathbf{x}^*, \mathbf{x}^*],
\]
which is \( 0 \)-symmetric and full-dimensional in \( \mathbb{R}^n \). Observe that
\[
\text{vol}_n(Q(\mathbf{x}^*)) = \frac{2\kappa_n \Delta}{\|\alpha\|_2} \cdot \text{vol}_{n-1}(P_\alpha).
\]
Let \( \varepsilon, \delta > 0 \) be scalars chosen sufficiently small such that
\[
\text{vol}_n((1 - \varepsilon) Q((1 + \delta) \mathbf{x}^*)) = \text{vol}_n(Q(\mathbf{x}^*))
\]
and
\[
(1 - \varepsilon) Q((1 + \delta) \mathbf{x}^*) \cap \mathbb{Z}^n \subseteq Q(\mathbf{x}^*) \cap \mathbb{Z}^n.
\]
Assume to the contrary that \( \text{vol}_n(Q(\mathbf{x}^*)) \geq 2^n \). By Minkowski’s convex body theorem, there exists \( z^* \in \mathbb{Z}^n \setminus \{0\} \) and \( \lambda \in [0, 1] \) such that \( z^* \) can be uniquely written as \( z^* = \lambda \mathbf{x}^* + (z^* - \lambda \mathbf{x}^*) \) with \( z^* - \lambda \mathbf{x}^* \in (1 - \varepsilon) P_\alpha \). Hence,
\[
|A(z^* - \lambda \mathbf{x}^*)| \leq (1 - \varepsilon) 1.
\]
As \( P \cap \mathbb{Z}^n = \{0\} \) and \( z^* \neq 0 \), there exists some row \( a_j^\top \) of \( A \) such that \( a_j^\top z^* \geq b_j + 1 \). Since \( \mathbf{x}^* \in P(A, b) \), we also have \( a_j^\top \mathbf{x}^* \leq b_j \). Thus, we get
\[
b_j + 1 \leq a_j^\top z^* = a_j^\top (\lambda \mathbf{x}^*) + a_j^\top (z^* - \lambda \mathbf{x}^*) \leq \lambda b_j + (1 - \varepsilon) < b_j + 1.
\]
This is a contradiction. Hence,
\[
\frac{2\kappa_n \Delta}{\|\alpha\|_2} \cdot \text{vol}_{n-1}(P_\alpha) = \text{vol}_n(Q(\mathbf{x}^*)) < 2^n.
\]
Rearranging yields the desired inequality. \( \square \)

Remark 1. Integrality of \( b \), which is the key assumption of this paper, is used above in the assertion \( a_j^\top z^* \geq b_j + 1 \). If \( b \) were not integral, then we would only be able to assert that \( a_j^\top z^* \geq [b_j] \), which is not sufficient to complete the proof.
Proof (of Theorem 4 when $d = 2$). By Lemma 1 we may assume $n = d = 2$.

The polytope $\mathcal{P}_\alpha$ is an origin-symmetric line segment $[-y^*, y^*]$, where $y^* \in \mathbb{R}^2$ satisfies $\alpha^\top y^* = 0$ and $a_j^\top y^* = 1$ for some $j \in [m]$. Hence

$$\text{vol}_1 (\mathcal{P}_\alpha) = 2 \|y^*\|_2 = \frac{2 \|\alpha\|_2}{|\det (\alpha a_j)|}.$$ 

Applying Lemma 2, we get

$$\kappa_2 < \frac{2 \|\alpha\|_2}{\text{vol}_1 (\mathcal{P}_\alpha)} \Delta = \frac{|\det (\alpha a_j)|}{\Delta} \leq 1.$$

We next find an upper bound for $\kappa_3$. For this we apply the following classical result of Mahler [13] (see also [8, Page 177]) on the relationship between the area of a nonempty compact convex set $K \subseteq \mathbb{R}^2$ and the area of its polar $K^\circ := \{ x \in \mathbb{R}^2 : y^\top x \leq 1 \text{ for all } y \in K \}$.

**Lemma 3 (Mahler’s Inequality when $n = 2$ [13]).** Let $K \subseteq \mathbb{R}^2$ be nonempty compact and convex whose interior contains 0. Then $\text{vol}_2 (K) \text{vol}_2 (K^\circ) \geq 8$.

Proof (of Theorem 4 when $d = 3$). By Lemma 1 we may assume $n = d = 3$.

Choose $I \subseteq [m]$ with $|I| = 2$ such that $B := (\alpha^\top A_I)$ satisfies $|\det B| = \Delta$. Let $A'$ denote the last two columns of $AB^{-1}$. Then

$$B \cdot \mathcal{P}_\alpha = \{0\} \times Q,$$

where

$$Q := \{ x \in \mathbb{R}^2 : |A'x| \leq 1 \}.$$

We enumerate the rows of $A'$ as $a'_{1}, \ldots, a'_{m}$. Since $\mathcal{P}_\alpha$ is a polytope, so is $Q$. The polar of $Q$ is the convex hull of the rows of $A'$:

$$Q^\circ := \text{conv} \{ a'_i : i \in [m] \}.$$

Let $\tau : \mathbb{R}^2 \to \mathbb{R}^2$ denote the 90° counterclockwise rotation in $\mathbb{R}^2$. Observe that $\tau (Q^\circ) \subseteq Q$. Indeed, for each pair $\{i, j\} \subseteq [m]$, we have

$$|\tau (a'_i)^\top a'_j| = |\det (a'_i a'_j)| = \frac{|\det (\alpha a_i a_j)|}{|\det B|} \leq 1.$$

Hence, by Mahler’s Inequality,

$$\text{vol}_2 (Q) \geq \sqrt{\text{vol}_2 (Q) \text{vol}_2 (\tau (Q^\circ))} = \sqrt{\text{vol}_2 (Q) \text{vol}_2 (Q^\circ)} \geq 2\sqrt{2}.$$ 

We have

$$\text{vol}_2 (Q) = \frac{|\det B|}{\|\alpha\|_2} \cdot \text{vol}_2 (\mathcal{P}_\alpha).$$

By Lemma 2 we get

$$\kappa_3 \leq \frac{4 \|\alpha\|_2}{\text{vol}_2 (\mathcal{P}_\alpha) \Delta} \leq \frac{4}{2\sqrt{2}} = \sqrt{2}.$$
3 Lifting proximity results to higher dimensions.

The next step is to show how proximity results for low dimensional polytopes can be used to derive proximity results for higher dimensional polytopes.

Lemma 4. Let \( y^* \in S(x^*) \), let \( k := \dim S(y^*) \), and fix \( d \in \{1, \ldots, k\} \). There exists a \( d \)-face of \( S(y^*) \) incident to \( y^* \) that intersects some \( (k-d) \)-face of \( S(y^*) \) incident to \( 0 \).

Proof. Let \( I \subseteq [m] \) index the components \( i \) such that \( a_i^\top y^* \neq 0 \). For \( i \in I \) let \( \hat{a}_i = \text{sign}(a_i^\top y^*) \cdot a_i \). The spindle \( S(y^*) \) can be written as

\[
S(y^*) = \left\{ x \in \mathbb{R}^n : \ 0 \leq \hat{a}_i^\top x \leq \hat{a}_i^\top y^* \ \forall \ i \in I \text{ and } a_i^\top x = 0 \ \forall \ i \notin I \right\}.
\]

The constraints are indexed by the disjoint union \( I_0 \cup I_y \cup \hat{I} \), where \( I_0 \) and \( I_y \) denote the two copies of \( I \) indexing constraints tight at \( 0 \) and at \( y^* \), respectively. Let \( J_0, J_1, \ldots, J_r \) be a sequence of feasible bases of this system, with corresponding basic feasible solutions \( 0 = y^{(0)}, y^{(1)}, \ldots, y^{(r)} = y^* \) such that for each \( i < r \), the symmetric difference of \( J_{i+1} \) and \( J_i \) is a 2-element subset of \( I_0 \cup I_y^* \). We have \( |J_0 \cap I_y^*| = 0 \) and \( |J_r \cap I_y^*| = k \), and \( |J_{i+1} \setminus J_i| \leq 1 \) for each \( i < r \). It follows that there must exist some \( \ell \) such that \( |J_{\ell} \cap I_y^*| = k - d \). Since we always have \( |J_{\ell} \cap (I_0 \cup I_y^*)| = k \) for every choice of \( i \), we also get \( |J_{\ell} \cap I_0| = d \).

The basic feasible solution \( y^{(\ell)} \) associated to \( J_{\ell} \) is a vertex of the face of \( S(y^*) \) obtained by making the constraints of \( J_{\ell} \cap I_y^* \) tight. It is also a vertex of the face of \( S(y^*) \) obtained by making the constraints of \( J_{\ell} \cap I_0 \) tight. These faces are contained in a \( d \)-face and a \( (k-d) \)-face, respectively. \( \square \)

Lemma 4 will be used to create a path from one vertex of a spindle to another by traveling over \( d \) dimensional faces. In the next result, we apply proximity results to each \( d \) dimensional face that we travel over. This generalizes the proof of Cook et al., which can be interpreted as walking along edges of a spindle.

Theorem 5. Let \( I \subseteq [m] \) index linearly independent rows of \( A \) such that \( \ker A_I \) is the linear span of \( P \). Let \( \dim P := d = \sum_{i=0}^k d_i \) where each \( d_i \) is a positive integer. Then

\[
\max_{x \in P} \alpha^\top x \leq \Delta(I) \cdot \sum_{i=0}^k \kappa_{d_i}.
\]

Remark 2. Recall (2). Our main result, Theorem 2, is obtained by applying Theorem 4 and Theorem 5 for each \( \alpha \in \left\{ \pm e_1, \ldots, \pm e_n \right\} \) and \( (d_0, \ldots, d_k) = (3, \ldots, 3, 2, \ldots, 2) \) with as few \( \alpha \) as possible such that \( \sum_{i=0}^k d_i = d \).

Proof (of Theorem 5). Let \( x^* \) maximize \( \alpha^\top x \) over \( P \). Build a sequence \( x^* =: x_0^*, x_1^*, \ldots, x_t^* := 0 \) of points inductively as follows. Assume \( i \geq 0 \) and \( x_0^*, \ldots, x_i^* \) have been determined already. If both

\[
i \leq k \quad \text{and} \quad d_i < \dim S(x_i^*),
\]

(6)
then we use Lemma 4 to choose a vertex $x_{i+1}^*$ of $S(x_i^*)$ that is incident to both a $d_i$-dimensional face $F_i$ of $S(x_i^*)$ containing $x_i^*$, as well as a $(\dim S(x_i^*) - d_i)$-dimensional face $G_i$ of $S(x_i^*)$ containing $0$. Otherwise, if (6) fails, then we set $F_i = S(x_i^*)$ and $x_{i+1}^* = 0$, and we terminate the sequence by setting $t = i + 1$.

Let $i \in \{0, \ldots, t-2\}$. Note that $G_i$ is a proper face of $S(x_i^*)$ containing both $0$ and $x_{i+1}^*$, and the only face of $S(x_{i-1}^*)$ containing both $0$ and $x_{i+1}^*$ is $S(x_{i-1}^*)$ itself. One can see the latter claim by observing that the centre of symmetry of the centrally symmetric spindle $S(x_i^*)$ is $1/2 \cdot x_i^*$. Thus, $x_{i+1}^* \neq 0$. This shows

$$\dim S(x_{i+1}^*) \geq 1.$$ (7)

Moreover, as both $G_i$ and $S(x_{i+1}^*)$ are contained in the affine (equivalently, linear) span of $G_i$, we must have

$$\dim S(x_{i+1}^*) \leq \dim G_i = \dim S(x_i^*) - d_i.$$ (8)

Applying (7) and then (8) sequentially with $s \in \{t-2, t-3, \ldots, 0\}$, we have

$$1 \leq \dim S(x_{s+1}^*) \leq \dim S(x_s^*) - \sum_{s=0}^{t-2} d_s \leq d - \sum_{s=0}^{t-2} d_s,$$

which is to say $d = \sum_{s=0}^{k} d_s > \sum_{s=0}^{t-2} d_s$. It follows that $t - 1 \leq k$.

Now let $i \in \{0, \ldots, t-1\}$. We have that $x_i^* - F_i$ is a face of $S(x_i^*)$ containing $0$. Choose an index set $I_i$, where $I \subseteq I_i \subseteq [m]$, such that the rows of $A_{I_i}$ are linearly independent and $\ker A_{I_i}$ is the linear span of $x_i^* - F_i$. We have

$$\alpha^T (x_i^* - x_{i+1}^*) \leq \max_{x \in x_i^* - F_i} \alpha^T x \leq \max_{x \in F_i} \alpha^T x \leq \kappa_{I_i} \Delta_{I_i}.$$ (9)

If $i < t - 1$, then since $F_i$ is a $d_i$-dimensional face, we have $\kappa_{I_i} \Delta_{I_i} \leq \kappa_{d_i} \Delta_{I}$ for $i \in \{0, \ldots, t-2\}$. Otherwise $i = t - 1$, in which case one of the inequalities in (6) fails. We have established that $t - 1 \leq k$, thus

$$d_{t-1} \geq \dim S(x_{t-1}^*) = \dim F_{t-1}.$$ (9)

and hence $\kappa_{I_{t-1}} \Delta_{I_{t-1}} \leq \kappa_{d_{t-1}} \Delta_I$. Putting this all together we get

$$\max_{x \in P} \alpha^T x = \alpha^T x^* = \sum_{i=0}^{t-1} \alpha^T (x_i^* - x_{i+1}^*) \leq \sum_{i=0}^{t-1} \kappa_{I_i} \Delta_{I_i} \leq \Delta_{I} \cdot \sum_{i=0}^{k} \kappa_{d_i}.$$ □

### 4 Proximity in the strictly $\Delta$-modular case.

In this section we assume $A = TB$, where $T$ is totally unimodular and $B$ is an invertible square matrix with $|\det B| = \Delta = \Delta_n(A)$.

The following lemma is similar to [14, Lemma 29 and Lemma 30] after linear transformation with $B$.

**Lemma 5.** Set $\Lambda := B^{-1} \mathbb{Z}^n$ and let $x^* \in \Lambda$. Then each ray of $C(x^*)$ contains a primitive vector in $\Lambda$, and $x^*$ can be written as a non-negative integral combination of those vectors.
Proof. Let $I \subseteq [m]$ index a one-dimensional subspace $\ker A_I$ which contains a ray of $C(x^*)$. Further, let $j \in [m] \setminus I$ index another row of $A$ such that $A_{I \cup j}$ is invertible with last row $A_j$. We choose the following scaled vector

$$r := A_{I \cup j}^{-1} e_n = B^{-1} T_{I \cup j}^{-1} e_n \in C(x^*) \cap \ker A_I. \quad (10)$$

We have $T_{I \cup j}^{-1} e_n \in \mathbb{Z}^n$, so $r \in A$, because $T$ is totally unimodular. The first claim follows, as the existence of a nonzero lattice vector on a ray implies the existence of a primitive lattice vector.

For the latter statement we study $S(x^*)$. If $S(x^*)$ is zero-dimensional, then $x^* = 0$ and we are done. If $S(x^*)$ is one-dimensional, then $x^*$ is by construction an integer multiple of some primitive lattice ray. Hence, we assume that $S(x^*)$ is at least two-dimensional. Choose a vertex $v$ adjacent to 0 which is not $x^*$. As the constraint matrix defining $S(x^*)$ is strictly $\Delta$-modular, every vertex of $S(x^*)$ is in $A$, in particular $v \in A$. Thus, $v$ is an integer multiple of some primitive vector in $A$. Furthermore, the symmetry of $S(x^*)$ implies $x^* = v \in A$ and is a vertex of $S(x^*)$ adjacent to $x^*$. It follows there exists a constraint of $S(x^*)$ tight at $x^* - v$ and 0 but not $x^*$, and this implies that the dimension of $S(x^* - v)$ is strictly smaller than $S(x^*)$. We may therefore repeat the procedure with $S(x^* - v)$ and so on, and termination is guaranteed when we reach the origin. \th PhD)

Proof (of Theorem 3 Part 1). Recall $P = P(A, b)$. Set $A := B^{-1} \mathbb{Z}^n$, and choose a vertex $x^*$ of $P$ such that $\|x^*\|_\infty$ is as large as possible. Every vertex of $P$ is in $A$, so $x^* \in A$. Lemma 5 yields

$$x^* = \sum_{s=1}^t \lambda_s r_s \quad (11)$$

where $r_1, \ldots, r_t \in C(x^*)$ denote the primitive vectors in $A$ and $\lambda_1, \ldots, \lambda_t \in \mathbb{Z}_{\geq 0}$.

Observe that each subsum of the right side in (11) is an element in $S(x^*)$. Further, recall that $S(x^*) \subseteq P$. Let $N := \lambda_1 + \cdots + \lambda_t$. We choose a sequence $0 = x^{(0)}, x^{(1)}, \ldots, x^{(N)} = x^*$ such that

$$x^{(i)} - x^{(i-1)} \in \{r_1, \ldots, r_t\}$$

for all $i \in [N]$. Thus, $x^{(i)} \in A$ for $i \in [N]$ and all these vectors are pairwise distinct elements in $S(x^*)$. If $N \geq \Delta$, then by $S(x^*) \cap \mathbb{Z}^n = \{0\}$ and the pigeonhole principle there are $x^{(i)}$ and $x^{(j)}$ for $i < j$ that lie in the same residue class of $A$ modulo $\mathbb{Z}^n$. Hence, we have the contradiction

$$0 \neq x^{(j)} - x^{(i)} \in S(x^*) \cap \mathbb{Z}^n \subseteq P \cap \mathbb{Z}^n.$$ 

We proceed with $N \leq \Delta - 1$. We have $\| r_s \|_\infty \leq \frac{\Delta_n - 1(A)}{\Delta}$ for all $s \in [t]$ by Cramer’s rule applied to (10). Altogether, this yields

$$\| x^* \|_\infty \leq \sum_{s=1}^t \lambda_s \| r_s \|_\infty \leq \frac{\Delta - 1}{\Delta} \Delta_{n-1}(A) \leq \max \{ \Delta_{n-1}(A), \Delta_n(A) \} - 1.$$ 

□
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The following construction proves Theorem 3, Part 2. Let $\Delta \geq 3$. Fix the matrix

$$B := \begin{pmatrix} I_{n-1} & 0 \\ \beta^k & \Delta \end{pmatrix} \in \mathbb{Z}^{n \times n},$$

where $I_{n-1}$ denotes the $(n-1) \times (n-1)$ unit matrix and, for $0 \leq k \leq n - 1$,

$$\beta^k := (0, \ldots, 0, \Delta - 1, \ldots, \Delta - 1).$$

As a first step, we define the parallelepiped

$$\mathcal{P}(B) := \left\{ x \in \mathbb{R}^n : 0 \leq Bx \leq \begin{pmatrix} 1_k \\ \Delta - n + k \\ 1_{n-k-1} \end{pmatrix} \right\}$$

for $\Delta - n + k \geq 1$. Using the fact that the first $k$ columns of $B^{-1}$ are integral, one can show $|\mathcal{P}(B) \cap \mathbb{Z}^n| = 2^k$. In order to cut off all non-zero integer points in $\mathcal{P}(B)$, we define for $k \geq 1$ the row vectors

$$a^\top_i := (0, \ldots, 1_{\text{ith column}}, \ldots, 0, -\Delta, \ldots, -\Delta)$$

for each $i \in [k]$. The resulting polytope is

$$\mathcal{P}_{\Delta,n,k} := \mathcal{P}(B) \cap \{ x \in \mathbb{R}^n : a^\top_i x \leq 0 \text{ for all } i \in [k] \}.$$ 

If $k = 0$, then $\mathcal{P}_{\Delta,n,0} = \mathcal{P}(B)$. Let $x^*$ denote the only vertex in $\mathcal{P}(B)$ that does not share a facet with 0. Further, let $A$ and $b$ be such that $\mathcal{P}(A,b) = \mathcal{P}_{\Delta,n,k}$. Then one can show that

1. $x^* \in \mathcal{P}_{\Delta,n,k}$ and $x^*$ does not share a facet with 0,
2. $\mathcal{P}_{\Delta,n,k} \cap \mathbb{Z}^n = \{0\}$,
3. $A$ is strictly $\Delta$-modular.

We select $\mathcal{P}_{\Delta,n,n-2}$ and get

$$\|x^* - 0\|_\infty = \|x^*_{n-1}\|_\infty = \Delta - 2.$$ 

Observe that $\Delta_{n-1}(A) = \Delta$ for $\mathcal{P}_{\Delta,n,n-2}$ which proves Part 2 of Theorem 3.

Remark 3. The polytope $\mathcal{P}_{\Delta,n,n-1}$ does not work as an example since in this instance, the greatest common divisor of the $n$-th row of $B$ is $\Delta$. As a result, we only obtain the weak proximity bound $\|x^*\|_\infty = 1$. However, a question related to the proximity question is to bound $\|b\|_\infty$ given that $\mathcal{P} \cap \mathbb{Z}^n = \{0\}$ and all constraints of $\mathcal{P}$ are tight. The polytope $\mathcal{P}_{\Delta,n,n-1}$ yields an example with $\|b\|_\infty = \Delta - 1$. 
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