High-resolution photoacoustic microscopy with deep penetration through learning
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\begin{abstract}
Optical-resolution photoacoustic microscopy (OR-PAM) enjoys superior spatial resolution and has received intense attention in recent years. The application, however, has been limited to shallow depths because of strong scattering of light in biological tissues. In this work, we propose to achieve deep-penetrating OR-PAM performance by using deep learning enabled image transformation on blurry living mouse vascular images that were acquired with an acoustic-resolution photoacoustic microscopy (AR-PAM) setup. A generative adversarial network (GAN) was trained in this study and improved the imaging lateral resolution of AR-PAM from 54.0 \( \mu \)m to 5.1 \( \mu \)m, comparable to that of a typical OR-PAM (4.7 \( \mu \)m). The feasibility of the network was evaluated with living mouse ear data, producing superior microvasculature images that outperforms blind deconvolution. The generalization of the network was validated with in vivo mouse brain data. Moreover, it was shown experimentally that the deep-learning method can retain high resolution at tissue depths beyond one optical transport mean free path. Whilst it can be further improved, the proposed method provides new horizons to expand the scope of OR-PAM towards deep-tissue imaging and wide applications in biomedicine.
\end{abstract}

1. Introduction

Photoacoustic microscopy (PAM) offers high-resolution imaging of rich optical-absorption contrasts in vivo and provide structural, functional, and molecular information of biological tissues [1,2]. Optical-resolution photoacoustic microscopy, often termed as OR-PAM, uses tightly focused laser beam for excitation and thus has diffraction-limited resolution to resolve single capillaries and monitor microvascular level biological processes. OR-PAM has gained intense attention in the past decade [3-6] and has seen many preclinical and clinical applications in neuroscience [7], tumor angiogenesis [8], histology [9,10], dermatology [11], and many others [12-14].

Limited by strong scattering in biological tissue, the penetration depth of OR-PAM is within one optical transport mean free path (~1 mm for biological tissues). It would be impactful if OR-PAM can see deeper into tissue. One attempt is to explore whether OR-PAM performance can be inferred or constructed through computation based on deep-penetrating, albeit low-resolution, photoacoustic signals. Acoustic-resolution PAM (AR-PAM) does not focus light tightly and thus can extend to several millimeters to centimeters deep [2,15]. AR-PAM also waives the necessity for single-mode fiber (SMF) or costly single-mode lasers to produce high-quality focused laser beam. Thus, lower cost multimode pulse laser like laser diode or light-emitting diode (LED) can be used as the light source [16-18]. On the other hand, SMF is replaced with fiber bundle or multimode fiber (MMF) for optical delivery in AR-PAM. This allows for higher optical damage threshold and coupling efficiency, resulting in higher power output or pulse repetition rate, that is, an increased imaging speed. Imagine that if a relationship can be built or learned between superficial AR-PAM and OR-PAM data sets, and the validity of the relationship remains for deeper tissue regions or different organs, then deep-penetrating optical-resolution photoacoustic microscopy could be achieved through learning the
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acoustic-resolution photoacoustic signals at that depth.

Here, we propose a deep learning method to transform low-resolution AR-PAM images into high-resolution ones that are comparable to OR-PAM results. This allows us to combine the advantages of deep penetration of AR-PAM and high resolution of OR-PAM. Apart from that, lower cost yet higher speed OR-PAM imaging could also be achieved based on the usage of AR-PAM apparatus, as less restrictions on the laser source and larger scanning step size can be adopted. In the past few years, there have been a number of deep learning applications aimed at enhancing the performance of photoacoustic imaging [19,20], such as increasing the contrast [21] or penetration depth [22] under low fluence illumination, improving the lateral resolution for out-of-focus region in AR-PAM [23], and enhancing OR-PAM images acquired under low laser dosage or sampling rate[24,25]. Besides, deep learning has seen applications in photoacoustic computed tomography (PACT) that mainly involve image enhancement from suboptimal reconstruction [26,27] and artifact removal [28,29]. Several related deep learning applications include single image super-resolution [30-33], microscopic image enhancement [34-36] and microscopic imaging transformation [37,38]. It has been shown that conventional convolutional neural network (CNN) trained with pixel-wise loss tends to output over-smoothed results [33]. In contrast, the generative adversarial network (GAN) model with residual blocks, trained with perceptual loss, performs particularly well for these problems.

In this study, we adopt Wasserstein GAN with gradient penalty (WGAN-GP) [39] as the training network to transform low-resolution AR-PAM images to match high-resolution OR-PAM images obtained at the same depth. In the following sections, we first describe the integrated OR- and AR-PAM system for data acquisition and the WGAN-GP model used for PAM imaging transformation. The trained network is first tested with in vivo mouse ear vascular images and the performance is compared with that of a typical blind deconvolution method. We then apply the network to in vivo mouse brain AR-PAM data to verify its validity for different tissue regions. After that, the performance of the network on deep-tissue imaging is evaluated with a hair phantom. We further improve the proposed method provides new insights to expand the scope of OR-PAM towards deep-tissue imaging and wide applications in biomedicine.

2. Methods

2.1. Integrated OR- and AR-PAM system

An integrated OR- and AR-PAM system was built in this study to acquire photoacoustic data, as shown in Fig. 1. The laser source is a 532 nm wavelength pulsed laser whose pulse width is 7 ns (VPFL-G-20, Spectra-Physics). The laser output is directly delivered into the PAM probe [6] by a 2-m single-mode fiber (SMF, P1-460B-FC-2, Thorlabs Inc) for OR-PAM imaging, or by a 1-m multi-mode fiber (MMF, M105L01–50–1, Thorlabs Inc) to support AR-PAM imaging. In experiment, the pulse energy for the OR- and AR-PAM was ~ 80 nJ and ~ 2000 nJ, respectively. The fiber coupling efficiencies of the SMF and the MMF were measured to be ~ 60% and ~ 90%, respectively. Noted that the optical/acoustic beam combiner in the probe reflects the optical beam to the sample and, in the meanwhile, transmits the produced ultrasound wave to the piezoelectric transducer (V214-BC-RM, Olympus-NDT). The central frequency and bandwidth of the ultrasound transducer used in the experiments are 50 MHz and 40 MHz, respectively. The optical-resolution and acoustic-resolution settings are switched by using different fibers only; usually after the entire scanning of OR-PAM for an image is finished, we switch the single mode fiber to a multimode fiber manually for AR-PAM imaging. This has endowed our integrated PAM system with the ability to yield automatically co-registered OR and AR imaging data sets [40]. The switch is controlled by the combination of a half-wave plate (HWP, GCL-060633, Daheng Optics) and a polarizing beam splitter (PBS, PBS0501, Thorlabs Inc). When most light is reflected by the PBS to the MMF, light becomes diffusive in the sample so that the imaging resolution is determined acoustically by the acoustic lens (#45-697, Edmund optics), which collimates the photoacoustic waves. When most light transmits through the PBS to the SMF, light is tightly converged onto tissue sample, producing an optical focus coaxially and confocally aligned with the acoustic focus to optimize the detection sensitivity. The detected PA signals by the ultrasound transducer are amplified (ZFL-500LN+, Mini-circuits) and then transferred to the data acquisition card (DAQ, AT9371, Alazar Tech), which is connected to the computer. Two-axis linear stage (L-509.10SD, Physik Instrument) is used to mount the scanning probe, which creates two-dimensional raster scanning to obtain volumetric A-line data. In our system, the lateral resolution of OR-, AR-PAM modules are about 4.5 μm and 50 μm, respectively.

2.2. Sample preparation

Several 6-week healthy ICR mice were anesthetized with isoflurane.

Fig. 1. Schematic of the integrated OR- and AR-PAM system, with the optical (green) and ultrasonic (gray) beam path in the probe for OR- and AR-PAM illustrated separately. Note that the SMF and MMF are not connected to the probe at the same time but separately instead. AL, Acoustic lens; Amp, amplifier; DAQ, data acquisition; FC, fiber coupler; HWP, half-wave plate; MMF, multi-mode fiber; PBS, polarization beam splitter; SMF, single-mode fiber; UT, ultrasound transducer; WT, water tank. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Before imaging, the sample (e.g., mouse ear) was applied with ultrasound gel (Aquasonic 100) and fixed on a glass platform, beneath the water tank. The PAM probe was put above the target and immersed in sound gel (Aquasonic 100) and fixed on a glass platform, beneath the target. The skin hairs of mouse brain vasculature was also conducted. The exposed cerebral vessels were scanned at a step size of 2.5 \( \mu \text{m} \) within a FOV of 5 \( \times \) 5 \( \text{mm}^2 \), using AR-PAM only.

To evaluate the imaging transformation performance at different depths, the A-line data need to be processed before conducting MAP, which is based on the actual condition of raster scanning. Usually, we need to flip the A-line data of even columns, and sometimes to translate upwards or downwards the A-lines at some positions to avoid image dither or ghosting caused by motor sweeping dislocations. It is almost inevitable for the acquired PAM images to contain noise, such as isolated bright spots that compress the image grayscale level or stain noises especially in OR-PAM images. Thus, all PAM images were first normalized to 0–1 before applying a 5 \( \times \) 5 median filter to remove the extremely bright spots and mitigate the stain noises. After that, considering the training of deep neural network requires a large data set but the collected data was limited from experiment, data augmentation [41–43] was conducted using a Python library Albumentations [44]. There were mainly geometry and grayscale image transformation operations to teach the deep networks the desired invariance properties [43]. For geometry transformation, we conducted flipping along different directions (horizontal, vertical, and diagonal), random affine transformation (including translation, scaling, and \( \pm 15^\circ \) rotation), random cropping and padding, as well as elastic deformation, to mimic different spatial distributions of blood vessels. Also, 10\% synthetic AR-PAM images were further blurred using a random kernel or Gaussian filter. For grayscale transformations, we had random gamma (gamma value ranging from 0.6 and 1.4) adjustment to tune the image grayscale range. 10\% synthetic AR-PAM images were further adjusted on random brightness and contrast, for modeling the illumination intensity discrepancies in the imaging system. These techniques aimed to artificially increase the data distribution of available PAM images for training, with the hope for the networks to learn the robustness against deformation and gray value variations [43] and to gain better generalization ability. In this study, 14 pairs of PAM vascular images of the mouse ear were acquired experimentally. Among them, 11 pairs were used to synthesize 528 image patches that constitute the training set. The remaining three PAM image pairs were used for network tests, free of image augmentation.

Since the acquired PAM images are of large size that our network cannot process directly, an entire PAM image is thus cut into small image patches, which also greatly increases the amount of training data. Noted that regular image patch extraction (and stitching) is enough for network evaluation on a test PAM image, while different strategy that combines accurate image patch alignment was adopted for generating the training set. This is mainly because the pixel-wise loss would be used to guide the neural network to learn a statistical PAM imaging transformation. As illustrated in Fig. 2, a template-matching algorithm based on image intensity correlation is employed, implemented in MATLAB. The image patches of size 390 \( \times \) 390 are first extracted successively from an entire OR-PAM image with an overlap of 64 pixels in both horizontal and vertical directions, which work as the templates to find the highest-correlation matched patches in the corresponding AR-PAM image. This is done by calculating the 2D cross-correlation matrix between the OR patch and the entire AR image, in which the maximum value indicates the most likely matched AR patch. The cropped patches in AR-PAM image will be filtered based on two criteria before forming pairs with their OR templates: if the vessel density is not enough (less than half of the mean) or the location differs greatly (more than 10 pixels in any direction), the cropped AR-OR patch would be abandoned. Note that the matched image patches are still not accurately aligned at the sub-pixel level. Thus, additional local shift (shift amount is determined by the traversal search) between the extracted image patches is applied by bilinear interpolation. Eventually, the precisely registered images are cropped with three pixels on each side to avoid registration artifacts, forming the input-label pairs of size 384 \( \times \) 384 for network training. Also noted that the image patch size 384 being the sum of two powers of 2 (i.e., 256 + 128), which may also suit the GPU allocation and speed up training.

### 2.3. Image pre-processing and data augmentation

The acquired PAM images in this study are maximum amplitude projections (MAP) of volumetric acquisitions, that is, 3D A-line data that are typically sized of (2000, 2000, 512) in which 2000 is the image size along each direction and 512 is the number of samples for one A-line. The A-line data need to be processed before conducting MAP, which is based on the actual condition of raster scanning. Usually, we need to flip the A-line data of even columns, and sometimes to translate upwards or downwards the A-lines at some positions to avoid image dither or ghosting caused by motor sweeping dislocations. It is almost inevitable for the acquired PAM images to contain noise, such as isolated bright spots that compress the image grayscale level or stain noises especially in OR-PAM images. Thus, all PAM images were first normalized to 0–1 before applying a 5 \( \times \) 5 median filter to remove the extremely bright spots and mitigate the stain noises. After that, considering the training of deep neural network requires a large data set but the collected data was limited from experiment, data augmentation [41–43] was conducted using a Python library Albumentations [44]. There were mainly geometry and grayscale image transformation operations to teach the deep networks the desired invariance properties [43]. For geometry transformation, we conducted flipping along different directions (horizontal, vertical, and diagonal), random affine transformation (including translation, scaling, and \( \pm 15^\circ \) rotation), random cropping and padding, as well as elastic deformation, to mimic different spatial distributions of blood vessels. Also, 10\% synthetic AR-PAM images were further blurred using a random kernel or Gaussian filter. For grayscale transformations, we had random gamma (gamma value ranging from 0.6 and 1.4) adjustment to tune the image grayscale range. 10\% synthetic AR-PAM images were further adjusted on random brightness and contrast, for modeling the illumination intensity discrepancies in the imaging system. These techniques aimed to artificially increase the data distribution of available PAM images for training, with the hope for the networks to learn the robustness against deformation and gray value variations [43] and to gain better generalization ability. In this study, 14 pairs of PAM vascular images of the mouse ear were acquired experimentally. Among them, 11 pairs were used to synthesize 528 image patches that constitute the training set. The remaining three PAM image pairs were used for network tests, free of image augmentation.

Since the acquired PAM images are of large size that our network
scales. The encoder path comprises four residual convolutional blocks [32,48] that are connected by a down-sampling block. Each convolutional block is composed of two $1 \times 1$ convolutional and a $3 \times 3$ convolution, with a Leaky Rectified Linear Unit (LReLU) layer (slope 0.2) following every convolutional layer. The down-sampling block consists of a convolutional layer with a kernel of size 4 and stride 2, an LReLU layer and a Group Normalization (GN) layer [49]. After four down-sampling blocks, a $3 \times 3$ convolutional layer is bridged to the 

Fig. 2. The process of image patch extraction and alignment via correlation template matching. The OR patches were extracted successively, with each used as a template to find the highest correlated AR patch. The paired image patches were filtered with the criteria for vessel density and location before being applied with sub-pixel alignment.

Fig. 3. The architecture of the WGAN model used for PAM imaging transformation.
decoder path, in which the feature maps are up-sampled. The decoder, similar to the encoder, is also composed of four convolutional blocks (but no residual structure) that are connected by the up-sampling block. The up-sampling is performed with transposed convolution (also referred to as deconvolution) layer, which forms the block together with an LReLU layer and a GN layer. Finally, a convolutional layer following the last convolutional block output a clearly resolved image of the same size and channel as the input. The Discriminator is a typical CNN used for image classification, except for the removal of sigmoid activation in the output layer. Started with a convolutional layer (with LReLU activation), seven convolutional blocks are followed, in which a feature map decreases its spatial size while increasing the number of channels. Each convolutional block consists of a convolutional layer with a kernel size of 3 and stride of either 2 or 1, an Instance Normalization (IN) layer [50], and a LReLU layer (slope 0.2). Note that the down-sampling of size and the increasing of channel is conducted alternately in the convolutional blocks through the control of kernel stride and number. The output of the last convolutional block is applied with adaptive average pooling and outputs a feature map size $1 \times 1$. With two full-connected layers followed, the final output of the Discriminator is the scalar denoting the Wasserstein distances of input from OR image data distribution.

The behavior of optimization-based imaging transformation is principally driven by the choice of the objective/loss function. For the Generator, the primary objective is to minimize the pixel-wise loss, which is represented by the mean absolute error (MAE) between the Generator, the primary objective is to minimize the pixel-wise loss, given by

$$L_{G}^{M A E} = \frac{1}{M \times M} \sum_{i=1}^{M} \sum_{j=1}^{M} |I_{O,R}^{i,j} - G_{i,j}(I^{R})|.$$  \hfill (2)

where $M$ is the image patch size. Besides, MAE in the frequency domain (FMAE) calculated from the magnitude of the 2D Fourier transform of $G(I^{R})$ and $I^{R}$ is also employed, which provides the optimizer information about the vessel orientation [24], given by

$$L_{G}^{F M A E} = \frac{1}{M \times M} \sum_{i=1}^{M} \sum_{j=1}^{M} \left( |\mathcal{F}_{i,j}(I^{R})| - |\mathcal{F}_{i,j}(G(I^{R}))| \right).$$  \hfill (3)

The perceptual loss of the Generator is defined as a weighted sum of the above two items, with the weighting factor of 1 for $L_{G}^{M A E}$ and a small weighting factor of $10^{-4}$ for the FMAE loss since it may contribute to training instability [51]. In addition to perceptual loss, the adversarial loss returned by the critic network D is crucial to achieving PAM imaging transformation, which provides an adaptive loss term and may help the Generator jump out of local minima. We define the Generator loss as the weighted combination of perceptual loss and adversarial loss (with coefficient $\gamma$), given by

$$L_{G} = L_{G}^{M A E} + 10^{-4} \times L_{G}^{F M A E} + \gamma \times \left( -E_{z \sim P_{z}}[D(G(z))] \right).$$ \hfill (4)

In an attempt to enforce the Lipschitz constraint, in this study we adopt an improved Wasserstein GAN, that is, WGAN-GP [39], in which the gradient norm of the Discriminator’s output with respect to its input is constrained to 1. In this case, the Discriminator loss with gradient penalty is given by

$$L_{D} = E_{z \sim P_{z}}[D(G(z))] - E_{x \sim P_{x}}[D(x)] + \lambda \times E_{x \sim P_{x}}\left( \left( \nabla_{x}D(x) \right)_{2} - 1 \right)^{2},$$ \hfill (5)

where $P_{z}$ denotes the random sampling distribution and $\lambda$ is the penalty coefficient.

The training of our WGAN-GP model was implemented in PyTorch (v1.8.0) on Microsoft Windows 10 operating system, using a graphics workstation based on an Intel Xeon CPU, an NVIDIA 3070 GPU, and 64 GB RAM. There were 16,849 aligned pairs of PAM image patches in the training set. A small weight initialization method was adopted for the GAN, in which the initialization parameters of all convolution and deconvolution layers of the GAN, calculated by MSRA initialization (also known as Kaiming initialization [52]), were multiplied by 0.1. Both two sub-networks were optimized using AdamW [53], i.e., Adam optimizer with decoupled weight decay regularization of $\rho_{1} = 0.5$ and $\rho_{2} = 0.9$, and were trained with the same initial learning rate of $1 \times 10^{-4}$. For the loss function of the GAN model, the weight $\gamma$ of adversarial loss term in the Generator loss was set to $1 \times 10^{-3}$ and 10 for the gradient penalty coefficient in the Discriminator loss. It should be noted that to seek an adversarial equilibrium between the two sub-networks for GAN training, we can tune their learning rate or adjust the optimization times for the Generator or the Discriminator within each iteration. The total training epochs were 12 and the batch size was set as 2 for the GAN to be trained with mini-batch gradient descent, which took about 0.804 s for each iteration.

2.5. Blind deconvolution for AR-PAM image deblurring

Compared with high-resolution OR-PAM vascular images, images acquired with AR-PAM in situ have lower spatial resolution and are visually blurry. From the perspective of image deconvolution, it is reasonable to treat the OR-PAM image as the object itself while the corresponding AR-PAM image as the result of a convolution of the object and the system point spread function (PSF). As it is infeasible to model the PSF of such a conceptual PAM imaging system, we turn to use statistical blind deconvolution to iteratively recover the object and improve the estimation of PSF with an initial guess from a blurry AR-PAM image. This functions as the baseline, for a beneficial comparison with the deep learning enabled PAM imaging transformation regarding the performance of deblurring or resolution improvement.

Note that blind image deconvolution, as a highly ill-posed inverse problem, requires estimating both the blur kernel and object from a degraded image. Currently, most blind deconvolution methods fall into the variational Bayesian inference framework [54], with main differences coming from the form of the likelihood, the choice of priors on the object, and the blur kernel and the optimization methods to find the solutions [55]. Here, we used a general blind deconvolution method that adopts expectation-maximization optimization, to find the maximum posterior solution with flat priors. Besides that, a fractional-order total variation image prior was also tried [56], as the total variation is a popular regularization technique in image deconvolution. The blind deconvolution was implemented with 30 iterations for each input blurry image using MATLAB.

3. Results

3.1. Network feasibility: evaluation with in vivo mouse ear photoacoustic images

The feasibility of the WGAN-GP network was evaluated with the PAM image pairs of living mouse ear vasculature that were not included in network training. The results are shown in Fig. 4. Visually, the improvement of resolution is obvious with the network transformation, and quite many small vessels that have been hidden in the AR-PAM image are now resolved by the network. To better evaluate the improvement, three regions of interest (ROIs) indicated by a white dashed box in AR-PAM, network output, and OR-PAM images are chosen and compared. Taking a close look at them, clearly resolved blood vascular details are presented in the network output, which matches well with the ground truth (OR-PAM image) in the same region. Moreover, the signal intensity profiles along the cyan dashed lines within each ROI are compared. As seen, the AR-PAM imaging tends to generate overly smoothed signal intensity profiles due to its low resolution, while the network is capable of distinguishing vessels hierarchically. The
sharp signal intensity profiles inside each ROI of the network output shares good consistency with those of the ground truth OR-PAM image, verifying the feasibility and reliability of our PAM imaging transformation. To explore the deblurring effect of the AR-to-OR network deeply, we here give specific analyses with three examples. The first example is that a blurred vascular plexus denoted by the blue arrow has been clearly resolved by the network, which matches well with the ground truth. Next, the green arrow shows a single capillary that is missed in the AR-PAM image and barely discernible in the network output, but is clearly shown in the OR-PAM image. Another example described by the purple arrow is the network find a limitation in resolving some closely spaced parallel blood vessels. It suggests that given extremely blurry pixels, the network may fail to reconstruct the full feature of the target. That said, this is also the point to indicate the feasibility and capability of the network of enhancing AR images while maintaining fidelity without generating fake features. Our findings reveal that the deblurring performance of the network is highly dependent on the quality, such as signal-to-noise ratio, of the given AR-PAM image. It is the case that most of the blurry blood vessels could be clearly resolved by the network, which possess good fidelities and meanwhile, some subtle distinctions from the ground truth OP-PAM images.

3.2. Network performance: comparison and characterization

The performance of the network transformation is characterized via two aspects. First, the deblurring performance on mouse ear AR-PAM images of the network is compared with that using a blind deconvolution method, as shown in Fig. 5. Apart from perceptual quality, two representative metrics including peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [57] are also provided for comparison. PSNR is defined via the mean squared error (MSE) between an image to be evaluated and its ground truth OR image and the logarithmic form is given by:

$$PSNR = 20 \cdot \log_{10} \frac{MAX_{OR}}{\sqrt{MSE}}$$

(6)

in which $MAX_{OR}$ denotes the maximum of OR image. SSIM evaluates an image quality perceptually, which also incorporate luminance and contrast information, defined as:

$$SSIM = \frac{(2\mu_{AR} + c_1)(2\sigma_{AR} + c_2)}{\mu_{AR}^2 + \mu_{OR}^2 + c_1(\sigma_{AR}^2 + \sigma_{OR}^2 + c_2)}$$

(7)

where $\mu_{AR}$ ($\sigma^{2}_{AR}$) and $\mu_{OR}$ ($\sigma^{2}_{OR}$) are the mean (variance) of an image to be evaluated and its OR label, respectively; $\sigma_{AR}$ denotes the covariance between the two images; $c_1$, $c_2$ are the constants to stabilize the division, respectively. In Fig. 5, two ROIs marked in a white dotted box are enlarged and compared. For ROI 1 in the first ear vasculature image

Fig. 4. An experimentally obtained AR-PAM vascular image of mouse ear (a) is fed to the trained WGAN-GP model for imaging transformation. The resultant network output (b) is comparable to the ground truth OR-PAM image (c) of the same sample. Three ROIs marked with the white dashed boxes in (a1-a3) AR-PAM image, (b1-b3) transformed results, and (c1-c3) the ground truth OR-PAM image respectively, are enlarged and compared. Comparison of the cross-sectional profiles along the white dashed lines inside (a1, b1, c1), (a2, b2, c2), and (a3, b3, c3) are also provided in (d), (e) and (f) respectively. The blue arrow in (a-c) represents a vascular plexus that is originally blurred in AR-PAM but is now clearly resolved by the network; the green arrow shows a single capillary which is missed in the AR-PAM image and barely discernible in the network output, while clearly shown in the OR-PAM image; the purple arrow indicates a failure for the network to resolve some closely spaced parallel blood vessels that show up in the ground truth image. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
(Fig. 5a), the single capillaries are resolved well for both blind deconvolution and network output, while the latter resembles better to the OR-PAM result. In ROI 2, the vessel bifurcation contains different types of vessels that the deconvolution method fails to produce rich vessel details, but the network output can distinguish vessels hierarchically. In the second case (Fig. 5b), we show that the WGAN-GP model can easily separate the large arteries and the small veins attached, as shown in both two ROIs, while the deconvolution method can merely distinguish them partially. Besides that, the comparison of signal intensity profiles inside each ROI also reveals that the network output results correlate better with the ground truth. It is worth noting that neither deconvolution nor the network could match the ground truth in every detail because some subtle capillaries were missed in the original AR-PAM image, as mentioned earlier. Also, note that compared with the AR-PAM image that appears overly smooth, the network output gets sharp with latent capillary artifacts generated sometimes (see d2 and e2 in Fig. 5), which might undermine the tricky metric like SSIM. In short, the network significantly outperforms blind deconvolution in deblurring blood vessels that the clearly resolved images are perceptually comparable to the experimentally acquired OR-PAM images.

Apart from qualitative analyses, enhancements on mouse ear data are compared and quantified by calculating metrics, including PSNR, SSIM, and PCC (Pearson correlation coefficient). PCC is expressed by:

$$PCC = \frac{\sigma_{\text{cov}}}{\sigma \cdot \sigma_{\text{OR}}}$$

where $\sigma_{\text{cov}}$ denotes the covariance between an image to be evaluated and its OR label, $\sigma$ and $\sigma_{\text{OR}}$ are the standard deviation of the image and its OR label, respectively. The comparison is performed between test image patches, with the results given in Table 1. The network produces overall better results than the blind deconvolution method in improving all three metrics. The small variances in all the metrics for the network outputs also indicate the robust performance of our AR-to-OR network.

Table 1 Quantitative comparison between deep learning and blind deconvolution in evaluating image enhancement, in which the metrics are represented in the form of mean ± standard deviation.

|        | PSNR     | SSIM     | PCC      |
|--------|----------|----------|----------|
| AR-PAM | 16.77 ± 2.61 dB | 0.54 ± 0.06 | 0.76 ± 0.08 |
| Blind Deconv | 18.05 ± 1.71 dB | 0.27 ± 0.07 | 0.76 ± 0.09 |
| Network output | 20.02 ± 1.51 dB | 0.61 ± 0.05 | 0.78 ± 0.08 |
while SSIM (improved by 13% averagely) and PCC (averagely by 3%) only see modest improvement. Noted that the blood vessel image is overall sharpened by the network, some blurred capillary discrepancies also become sharper. As metrics like SSIM and PCC are very sensitive to these artifacts, only modest improvements are found in these metrics, although the image resolution improvement is significant, as can be seen from Fig. 5. Regarding the deconvolution method, it improves PSNR slightly for the test set, while failing to improve the other metrics, even degrading SSIM. It should be mentioned that the results were obtained using flat prior, a general image prior in the blind deconvolution method. Even worse results were found with the popular total variation regularization [56]. All these suggest that the enhancement of AR-PAM images towards high-resolution OR-PAM images is challenging with blind deconvolution. In contrast, deep learning enabled PAM imaging transformation may help solve this tricky inverse problem, with perceptual satisfactory deblurred results and improved metrics.

To further characterize the spatial resolution improvement after the network transformation, the edge response of a sharp blade was measured with the OR- and AR-PAM settings. As illustrated in Fig. 6, the normalized experimental PA data were fitted by edge spread function (ESF, black dashed line); whose derivative gave the line spread function (LSF, in red line). The full width at half maximum (FWHM) of LSF was used to represent the system’s lateral resolution. We can see that in the network output, the edge response curve in situ has become much steeper, which means that the blurred edge in AR-PAM imaging is now clearly resolved. The lateral resolution has been accordingly improved from ~54.0 μm in AR-PAM to ~5.1 μm, which is quite comparable to that of the ground truth (OR-PAM), ~4.7 μm. Although the measurements might vary slightly at different locations of the blade edge, this exemplifies the significant resolution enhancement via our network transformation.

3.3. Network generalization: application for in vivo mouse brain photoacoustic imaging

Thus far, the feasibility and effect of the proposed network to achieve OR-PAM resolution based on AR-PAM images have been demonstrated, where both training and test data sets were obtained from in vivo mouse ears. To validate the generalization of the network, in vivo mouse cerebrovascular images were acquired and fed into the network; only AR-PAM images were available in this group of experiments, following a realistic application scenario without labeling. Fig. 7 shows the original AR-PAM and network output images of mouse brain vasculature. It can be observed that the network output has sharper vascular patterns and enhanced vascular signals. Two ROIs indicated by white dashed boxes in both AR-PAM image and network output are enlarged and compared. Significantly improved image quality was achieved by our network, free from noticeable artifacts. The vascular signal intensity profiles for the same region along the horizontal direction are also used to assess the transformation performance. We can see that the network output follows basic trends of vascular signals in the AR-PAM image but yields many refining details and can clearly distinguish different vascular signals. This is consistent with the fact that enhanced intensities and sharper cerebral vessels were produced. Even without a ground truth OR-PAM image, the above comparisons could, to some degree, verify the reliability of our approach and the significant improvement it achieves. More importantly, it is worth mentioning that even the given mouse brain data has quite different vascular structures from the ear and some cerebral vessels are within at deeper tissues, the trained network can still cope with them, which verifies the universal applicability of the proposed method to the brain vasculature.

3.4. Network application: preliminary extension for deep-tissue OR-PAM

To further explore the application of the proposed network for deep-tissue photoacoustic imaging, we prepared a hair phantom by covering human hairs with chicken breast slices of different thicknesses. As the thickness of the tissue sample can be adjusted gradually, it is possible to find out the maximum imaging depth that our network transformation could handle in the experiment. Fig. 8 shows the evaluation results of our network based on AR-PAM images of hair pattern that were not covered or covered with tissue slice of a thickness of 700, 1300, and 1700 μm. Note that there was slight position shift of the hairs beneath when changing the tissue slices of various thicknesses, which, however, does not affect the evaluation of image enhancement at different depths. Since ground truth OR-PAM images were no longer available in these tissue depths, we thus used contrast-to-noise ratio (CNR) and hair edge 10–90% rise distance [58], to indicate the imaging SNR and resolution performance under different penetration depths. The logarithmic CNR using the decibel scale is given by:

$$\text{CNR} = 20\times \log_{10} \left( \frac{\mu_{\text{object}} - \mu_{\text{background}}}{\sigma_{\text{background}}} \right)$$

where $\mu_{\text{object}}$ and $\mu_{\text{background}}$ denote the mean intensity of hair object and background noise respectively, and $\sigma_{\text{background}}$ the standard deviation of background noise. Practically, the white dashed boxes in both the AR-PAM images (Fig. 8a1–a4) and network outputs (Fig. 8b1–b4) were selected as the ROIs to measure the object signal, while the bigger yellow dashed boxes were denoted as the backgrounds. Note that altogether 10 different areas of object and background were used for average CNR.

Fig. 6. Demonstration of lateral resolution enhancement of AR-PAM by deep learning. Lateral resolution of (a) AR-PAM, (b) network output, and (c) OR-PAM was measured to be ~54.0 μm, ~5.1 μm, and ~4.7 μm, respectively, using the edge response of a sharp blade. ESF, edge spread function; LSF, line spread function. The color insets are the blade images of AR-PAM, network output, and OR-PAM, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
calculation at each penetration depth, but only one ROI is marked in Fig. 8 for conciseness. Regarding the measured hair edge sharpness under different imaging depths, the 10–90% rise distance of hair edge at the positions marked by the cyan dashed lines were used. Again, multiple such positions were selected to obtain an averaged metric at each depth.

From Fig. 8 a and b, we can see that for AR-PAM images, overall both hair signal and the contrast decrease with increasing penetration depth, due to the weak and diffusive optical excitation in situ under increasingly strong scattering. Note that the signals in some target areas at the thickness of 1700 µm case might be a bit stronger, mainly due to the increased laser pulse energy and the possible existence of microporous structure in the chicken tissue slices. Nevertheless, the overall image signal at 1700 µm is weaker than that at 1300 µm, in which the hair signal incompleteness caused by strong optical scattering was more serious. The network outputs follow a similar trend, but enjoys enhanced contrast, especially for penetration depths of 1300 and 1700 µm that have been sufficiently beyond the diffusion limit. Quantitatively, as shown in Fig. 8 c and d, the CNR drops from ~ 34.9 dB to ~ 10.6 dB and the measured 10–90% rise distance increases from ~ 57 µm to ~ 95 µm for AR-PAM images in the range of 1700 µm tissue depth. With deep learning, the CNR declines only to ~ 17.1 dB. More strikingly, the measured 10–90% rise distances merely see a slight increase from ~ 46 µm to ~ 60 µm, suggesting a greatly improved lateral resolution for tissue depth up to 1700 µm. To sum up, this hair phantom experiment reveals potentials for deep-tissue OR-PAM with our approach, which can remarkably enhance imaging resolution and SNR.

4. Discussions

To achieve high-resolution OR-PAM imaging in deep tissue, we propose a deep neural network to transform blurry images acquired with an AR-PAM setting to match the OR-PAM results. The network was first trained with AR- and OR-PAM data sets experimentally obtained from in vivo mouse ear. Then, the performance of the network was validated with AR-PAM mouse ear images that were not used in network training, yielding superior lateral resolution comparable to the ground truth OR-PAM images. It should be emphasized that although the network training was implemented with data obtained from the mouse ear, the successful application for in vivo mouse brain photoacoustic imaging verifies the universal applicability of the developed network. Our method could thus be extended to other imaging scenarios or deep tissue where experimental OR-PAM is not possible. Apart from the benefit for deep penetration, the transformation capability also initiates other potentials: an inexpensive multimode pulsed laser source can be adopted to reduce the system cost, as the beam quality requirement in AR-PAM is way less demanding; a multimode fiber can be used for light delivery that is equipped with much higher beam coupling efficiency and optical damage threshold, allowing laser pulses at higher repetition rates delivered to the ROI and hence stronger signals and faster imaging speed; larger scanning step size can be adopted for AR-PAM set-up which can significantly reduce the time of raster scanning. All these, in combination, empower conceivable all-round boost of penetration depth, SNR, cost control, as well as scanning speed to OR-PAM.

That said, a few more aspects need to be discussed herein. There are mainly two limitations of our approach. The first is related to the artifacts, which might be generated by the network due to several reasons. In the network training phase, not all capillary patterns inside the paired AR- and OR-PAM images are always consistent due to the relatively large resolution discrepancy. Some physically existing local capillaries might be missed as they are represented by only blurry and dispersive pixels in AR-PAM. Such inconsistency could be an obstacle for the network to conduct pixel-to-pixel transformation in the training phase. In the network test phase, it is intuitive that the quality of the network output is highly dependent on that of the input AR-PAM data; the network may produce inaccurate pixel predictions when there are extremely blurry and dispersive pixels in the input. Hence, there may be some subtle distinctions between the network output and the ground truth OR-PAM image, mainly because of the latent capillary missing and artifacts. These subtle distinctions lead to limited improvements of
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metrics like SSIM (averagely by 13%) and PCC (averagely by 3%) that are sensitive to the perfect pixel-by-pixel match between the network output and ground truth. To minimize the latent artifacts and improve the metrics, we adopted data preprocessing and network training methods carefully. Accurate registration in the process of image patch extraction is of crucial importance, in which the sub-pixel alignment between the AR and OR image pairs allows the network to optimally learn a pixel-to-pixel transformation. Besides, the design and training of the network also play an important role. Different from conventional CNN where the optimization is solely driven by a pixel-wise loss that tends to produce overly smoothed results, the WGAN-GP model we used benefits from the adversarial training where the adaptive adversarial loss is crucial to guide the Generator network to generate images resembling OR labels. Further improvement could be made by acquiring more PAM image data used for training, to equip the network with stronger and more general imaging transformation ability. Different from conventional CNN where the optimization is solely driven by a pixel-wise loss that tends to produce overly smoothed results, the WGAN-GP model we used benefits from the adversarial training where the adaptive adversarial loss is crucial to guide the Generator network to generate images resembling OR labels. Further improvement could be made by acquiring more PAM image data used for training, to equip the network with stronger and more general imaging transformation ability. Lastly, it should also be emphasized that the aim of the network is not to perfectly transform AR-PAM images in all details, but to approximate the resolution of OR-PAM as possible as it can. The other limitation is our transformation method still finds a distance to ideal deep-tissue OR-PAM imaging. As mentioned earlier, the quality of the network output is highly dependent on that of the input AR-PAM data; the low SNR and spatial resolution of AR-PAM imaging at depths in tissue pose a physical limit for our image-based post-processing method. Nevertheless, with the recent developments towards faster and more efficient photoacoustically guided wavefront shaping [59–61], we believe ideal OR-PAM imaging at depths in the tissue will be possible soon.

More recently, a similar research was reported [62], where simulated rather than experimentally acquired AR-PAM data generated by blurring the corresponding OR-PAM images were used and did not experimentally demonstrate its ability of deep-penetration imaging. In addition, its conventional network model is also different from the WGAN-GP model in our study. Also note that the proposed PAM imaging transformation method in this work should be distinguished from single image super resolution and blind deconvolution, although they are closely related. For image super resolution, the aim is to reconstruct the baseline resolution when given an input solely down-sampled from the baseline image; but for our network, it is to approximate the resolution of OR-PAM from another poorer imaging modality. For the blind deconvolution method, it has been shown earlier that it failed to recover high-quality images, whether in flat priors or fractional-order priors. The deblurring performance is inclined to be suboptimal, as it is often difficult to determine the PSF of the conceptual imaging system from ground truth OR to AR images. What’s more, the computation cost of deconvolution is demanding due to the multiple iterations it requires for parameter updates. In our example, it took about one and half minutes for producing a deblurred image with 30 iterations on average. In comparison, the trained network could rapidly output a high-resolution image from the blurry input within seconds.

5. Conclusion

In this study, a WGAN-GP neural network is designed and trained based on co-registered AR-to-OR PAM images experimentally acquired.

Fig. 8. Preliminary demo for deep-penetrating OR-PAM imaging using a hair phantom covered with chicken tissues of different thicknesses. (a1–a4) Experimentally acquired AR-PAM images. (b1–b4) Network output results corresponding to tissue thicknesses of 0 (no tissue covered), 700, 1300, and 1700 µm. The white and green dashed boxes in (a1–a4) and (b1–b4) denote the ROIs for object and background, respectively, and the cyan lines indicate the positions for measuring the hair edge 10–90% rise distance. (c) CNR and (d) measured hair width versus different penetration depths (tissue thicknesses) for both AR-PAM images and the network output results. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
from in vivo mouse ears. The feasibility and reliability of the proposed network to improve imaging resolution are demonstrated in vivo. The network outputs have also been compared with those obtained with a blind deconvolution method, showing perceptually better image deblurring results and improved evaluation metrics. Moreover, the transformation capability can be extended to other types (e.g., the brain vessel) or deep tissues (e.g., chicken breast slice of 1700 μm thickness) that are not readily accessible by OR-PAM. Note that the proposed method has its limitations, such as the existence of artifacts in the network output and the performance dependence on the input data quality (AR-PAM images). As an extension to the imaging depth of OR-PAM via computation, the proposed method potentially provides new insights to expand the scope of OR-PAM towards deep-tissue imaging and wide applications in biomedicine.
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