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Abstract

Container yards have been facing the increase of freight volume. In order to improve the efficiency of container handling, automatic stations have been established in many terminals. However, current container handling still needs a manual operation to locate container lock holes. Hence, it is inefficient and potential to risk workers’ health under long working hours. This paper presented a hybrid machine vision method to automatically recognize and locate container lock holes. The proposed method extracted the top area of the container from the multiple container areas, and then presented a new modified local sliding window to detect the keyhole region. The algorithm learned the histograms of oriented gradients (HOG) features using a multi-class support vector machine (SVM). Finally, the holes were located using direct least square fitting of ellipses. We carried an experiment under various weather and light conditions including nights and rainy days. The results showed that both the recognition and location accuracy outperformed the state-of-the-art results.
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1 Introduction

In the container terminal, the productivity of container handling immensely impacts the whole efficiency of the terminal because container handling operates more frequently than other logistics activities. During handling, crane operators need to observe the lock holes and align the spreader with the container with a long working time. Such manual operations are time-consuming and require high technique of operators. Besides, the cab is mounted below the crane girder, thus the driver has to keep his head down to observe the position of the container for a long time, which would risk operators’ safety and health. With the fast growth of container trade volumes [1], there is a need for an efficient, safe, and automated method to handle containers [2].

Over the past decade, many researchers have devoted themselves to improve the productivity of container handling by using laser scanning [3], anti-sway control [4, 5], and made remarkable achievements. However, these assistant methods mainly solve the problem of the location of the container truck and swing of the spreader respectively, which are difficult to apply to the container lock hole location. In recent years, with the prevalence of cameras in container terminals and the increasing development in the field of computer vision and machine learning, the automatic container location can be achieved based on vision methods. Li and Lee [6] proposed a method for recognizing the container shape and range, which detects the container contour by Hough transform and uses the stereo camera to measure the container depth information. However, detecting straight lines by Hough transform is easily interfered by surface texture and is not robust enough. Chen and Wang [7] proposed a container recognition and location method based on feature matching, which improves the effectiveness of detecting container’s shape. Yoon and Hwang [8] got information about container position based on stereo vision. However, these methods focus on the whole container, which have problems in recognizing and locating the small and key targets, such as the corner casting and the hole. Shen and Mi [9] extracted the
container lock holes by using traditional image processing methods. Mi and Zhang [10] recognized the right corners by using HOG, then the left corners could be obtained by symmetry.

Although some achievements have been done, some challenges still remain unsolved. (1) Most algorithms are based on the traditional image processing methods, which are not robust to container conditions, various weathers and illuminations, especially for the rusty keyholes, nights, and rainy days. (2) Those methods depend on high requirements for the shape of the container in the captured images, which contain only top area or even local regions. Thus, it is difficult to detect the lock holes from container images containing multiple surfaces.

Therefore, we proposed a combination of various machine vision algorithms to solve these challenges. In order to evaluate our method, the testing dataset contained container miniatures of rusty lock holes in various environments. Experimental results showed that the average accuracies of recognition were all 100% in any conditions. The average accuracies of location were 98.13% at daytime and 90.50% at night respectively, and all outperforms the state-of-the-art results. Additionally, the first proposed rainy experiment which achieved average accuracies of 100% and 95.25% for recognition and location respectively showed that the method was also adaptive to rainy days.

The rest of the paper is organized as follows. Section 2 describes the method framework, including the container extraction, hole recognition, and hole location. Section 3 gives out the dataset and experimental results and compares them with state-of-art results, then analyzes the causes of error. Section 4 concludes the paper.

2 Methodology

The overall framework of the proposed method is shown in Fig. 1. Firstly, the image is segmented by HSV (hue, saturation, value) color space and k-means clustering algorithm, then the container region is clipped from the whole image after affine transformation. Secondly, the fixed-size section of the container region which is clipped with a sliding window is detected by HOG features. Thirdly, a one-against-all SVM is adopted for classification. If the classification is successful, hole center locating starts; otherwise, it continues to the second step. The progress is shown in Fig. 2.

2.1 Image segmentation based on HSV space

2.1.1 Container segmentation

The background environment is usually monotonous and unchanged during container handling, and the color of most containers is single and solid. Thus, the container can be segmented from the background by the color difference between the container and background. The RGB color model has many limitations when used for color description, for example, the three channels are highly correlated, and the difference between the two colors cannot be represented by the distance between two points in the color space. In contrast, the HSV color model is less sensitive to the external environment such as light, brightness, and shadow, and is easier to separate the object from the background. Thus, the image is transformed from RGB to HSV, obtaining the images of three channels of H, S, and V respectively.

To facilitate subsequent processing, the R, G, and B channels are normalized to the range [0, 1]; hence, the H, S, and V channels are within the range [0, 1]. According to the experiment results, although the segmented container is completed in H channel image, there are some noises in the background. In S channel image, there are few noises, but the separation degree is lower between the object and the background, especially in sunny time or nighttime. Therefore, we combined H and S to a single channel for images captured in daytime, named W:

\[
H = \begin{cases} 
60(G-B)/(V - \min(R,G,B)), & V = R \\
120 + 60(B-R)/(V - \min(R,G,B)), & V = G \\
240 + 60(R-G)/(V - \min(R,G,B)), & V = B \\
H + 360, & H < 0 
\end{cases}
\]

\[
S = \begin{cases} 
(V - \min(R,G,B))/V, & V \neq 0 \\
0, & V = 0 
\end{cases}
\]

\[
V = \max(R,G,B) \quad (1)
\]
\[ W = 0.3H + 0.7S \]  

For images captured at night, the value of \( W \) is equal to the \( S \) channel. Because the obtained \( W \) channel image still contains a little noise, we used median filtering for smoothing image. Then, we segmented the container and the background by binarization, and the global optimal threshold \( T \) was selected by Otsu method [11]. The segmented image value \( g(x,y) \) was calculated in Formula 3, where \( f(x,y) \) represented the value of \( W \) channel.

\[
g(x,y) = \begin{cases} 
1, & f(x,y) > T \\
0, & f(x,y) \leq T 
\end{cases}
\]  

After binarization, we used morphological processing [12] to eliminate the interfering points in the background and small holes in the object and to fill gaps in the contour.

2.1.2 Container top area segmentation

When taking pictures, the shapes of the container depend on the position and viewing angle of the camera. According to the actual shooting situation, there are two types of container in an image. One includes the top and side surfaces, and the other only has the top surface.

The top surface needs to be extracted from the container for images containing two surfaces since the lock holes in the top surface are identified for locating. For images taken at daytime, the k-means algorithm [13] is used to separate container top area by clustering the brightness value, because the brightness is largely different between the light-receiving surfaces and the less-light-receiving surfaces. The clustering metric used Euclidean distance. Firstly, the value of \( g(x,y) \) was replaced with Formula (4).

\[
g_2(x,y) = \begin{cases} 
f_v(x,y), & g(x,y) = 1 \\
0, & g(x,y) = 0 
\end{cases}
\]
Where \( g(x,y) \) represented the replaced image, and \( f(x,y) \) represented the channel \( V \) in the original image. According to the observation of the image of \( g(x,y) \), it can be seen that the value was clearly divided into three clusters, so the cluster \( K \) was set to 3. According to our experiment, the values of the initial cluster centroid are set to 0, 0.5, and 0.9. Finally, after the image was denoised by morphology, the cluster with the largest centroid was the top surface.

For the case that the container contains the only-top surface, the complete container top shape can still be obtained after adopting the above method, and it can eliminate the interfering points that cannot be eliminated in Section 3.1.1. For images taken at night, only the top surface illuminated by light has a high brightness. Therefore, the Ostu method can replace the k-means algorithm to binarize the \( g(x,y) \) to obtain a complete top surface.

In order to extract the contour of the container top area, the image after segmentation was processed by Canny edge detector [14].

### 2.1.3 Angle detection and position correction

The location of the camera installation and container placement errors may change the angle of the container in the image. In order to correct the inclined errors of the container, it is necessary to perform angle detection and position correction on the container. The correction was obtained by solving the minimum area bounding rectangle of an enclosing contour. The algorithm principle and calculation steps were as follows:

1. The convex hull of the contour was found. The number of the points on the convex hull was usually between 10 and 14.
2. The endpoints of the convex hull in the \( x \) direction were denoted as \( X_{\text{min}} \) and \( X_{\text{max}} \), and the endpoints in the \( y \) directions were denoted as \( Y_{\text{min}} \) and \( Y_{\text{max}} \). The four points were connected to form an initial rectangular area, as the current minimum value.
3. The rectangle rotates clockwise until one of its sides (side A) coincides with one edge of the convex hull. Then, the convex point of the farthest distance from the side and the leftmost and rightmost points in the direction of the side projection were found. Finally, a new rotated rectangle was generated, which enveloped these three points and one of its sides coinciding with side A.
4. Calculate the new rectangular area and compare it with the current minimum value. If it was less than the current minimum value, the new rectangle was recorded as the smallest rectangle. If it was greater than or equal to the current minimum value, the original minimum rectangle was retained.
5. Repeat steps (3), (4) until the angle of rotation was greater than 90°.
6. Output the center position of the minimum rectangle as \((x_c, y_c)\) and the rotation angle \( \theta \).

After rotation transformation, the minimum rectangle region, which was the top area, was extracted from the whole image.

### 2.2 The recognition of the lock holes

#### 2.2.1 Detection of container features

The key to the identification of locking holes is to detect the edge information of the hole contour. HOG feature extraction [15] can clearly describe the shape features around the lock holes and is robust to illumination information. Then, the HOG can be used in detecting the lock holes.

#### 2.2.2 Learning features and classification

To learn and predict container features, a multiclass one-against-one SVM classifier was used [16]. The SVM is based on error-correcting output codes (ECOC) multiclass model [17]. It is more accurate than one-against-all SVM and faster than the ordinary one-against-one SVM.

When setting up the data set, we chose to clip a 50 × 50 pixel slices from the \( M2 \times 425 \) pixel container top images as the training images. Where \( M2 \) is the width, 425 is the height, and the size of \( M2 \) may vary depending on the size of the container and the effect of the segmentation. The lock holes can just fill the entire slice under such size. The data was divided into eight types, including “hole,” “background,” “half hole in vertical,” “incomplete hole at left edge,” “incomplete hole at right edge,” “incomplete hole at upper edge,” “incomplete hole at lower edge,” “container.” Figure 3 shows examples of the data types.

#### 2.2.3 Local sliding window recognition of lock holes

After obtaining the trained model, a sliding window method was proposed to recognize the lock holes. In this paper, the traditional window sliding technology was improved so that the window only slid in the four corner areas of the image; thus, the times of window sliding was reduced. To ensure that the proportion of the lock holes in the sliding window was consistent with the data set, we scaled the container top image to \( M2 \times 425 \) pixels by following Formula (5):

\[
\begin{align*}
    I &= \frac{N}{425} \\
    M2 &= M \times L
\end{align*}
\]

where \( L \) is a scaling factor, and \( M \) and \( N \) are the width and height of the image. The four corner areas of the image were named as the block to slide the window within the block (Fig. 4). The block size was set to \( W_1 \times W_2 \) pixels, ensuring that the four lock holes of the container were all within blocks. The method was as follows:
(1) At the corner point of the image, a 50 × 50 pixel sliding window was defined as the initial window.
(2) The HOG feature of the window was detected using the classification model, and if the prediction result was "hole," go to step (4); if the prediction result was "incomplete hole at upper/lower edge," stop sliding and go to step (3); if the prediction result was another classification result, slide the window \( k_1 \) pixels to the \( X \)-axis to predict again, until the window was outside the range of the block, then stop sliding and go to step (3).
(3) The sliding window first returned to the initial position of step (2). After sliding the window \( k_2 \) pixels to the \( Y \)-axis, the prediction was continued to step (2). If the prediction result was "hole," go to step (4). If the sliding window was outside the range of the block, stop sliding.
(4) Finally, the sliding windows, which were predicted as the "hole," were clipped from the top area image.

Based on this method, the holes figure can be clipped from the container top image.

2.3 The location of the lock holes
To get the exact position of the lock holes, we need to detect the edge of the holes and find the contour center. After being converted to a grayscale image and getting the edges by using the Canny algorithm, the hole edge features were detected as follows. Firstly, the maximum area of all enclosing contours was found. If the maximum area was larger than 1/4 of the image area, only the maximum contour is retained; otherwise, if the edge of the lock holes was not closed, the only unclosed contour with the largest perimeter was found and retained. In the end, the only remaining edge in the image was the contour of the lock holes.

Then, the least squares method was used to fit ellipses on the contour of the lock holes and the center of the holes on the sliding window were positioned. Finally, the center coordinates of four lock holes in the original image were calculated via Formula (6):

\[
\begin{align*}
\begin{cases}
(x_{h_i}^{(0)}, y_{h_i}^{(0)}) &= (x_{h_2}^{(0)}, y_{h_2}^{(0)}) + (x_{s_i}^{(0)}, y_{s_i}^{(0)}) + (x_r, y_r), i = 1, 2, 3, 4 \\
(x_{h_i}^{(0)}, y_{h_i}^{(0)}, 1)^T &= R \times (x_{h_i}^{(0)}, y_{h_i}^{(0)}, 1)^T
\end{cases}
\end{align*}
\]

Where \( x_{h_i}^{(0)}, y_{h_i}^{(0)} \) is the coordinate of the center of the lock hole \( i \) in the image after transformation. \( x_{h_2}^{(0)}, y_{h_2}^{(0)} \) is the center of the lock hole coordinates within a clipped window. \( x_{s_i}^{(0)}, y_{s_i}^{(0)} \) is the upper left corner coordinate of a clipped window within the container top area image. \( x_r, y_r \) is the upper left corner coordinate of the container top area in the original image. \( R \) is the rotation matrix with the rotation angle \( \theta \). Finally \( x_{h_i}^{(0)}, y_{h_i}^{(0)} \) is the coordinate of holes center in the original image.

3 Experiments
3.1 Preparation for experiments
We validated the proposed method using two kinds of container miniatures, whose sizes were 1/15 of the real 20 ft container and 40 ft container (In the following
paper, the two container miniatures are named as “20 ft container” and “40 ft container.”). Before testing our algorithm, it is necessary to create a training dataset that contains various conditions. The training dataset contains container feature extracted from various container images, which accounts for variability in position and the size of the container. Since the HOG features are less affected by illumination, the training dataset is collected on daytime. To reduce the interference of other features of the container to lock holes recognition, we made a strict distinction on the types of classification. The training dataset was divided into eight types, and the classification is detailed in Section 3.2.2.

After training, the testing dataset was randomly collected 1600 images. The testing dataset accounted for the variability in the form and size of the container, different position of a container placed, different lighting, and weather conditions. The setting of the testing dataset was as follows.

(1) The testing dataset was divided into four groups according to weather and lighting conditions, i.e., sunny, cloudy, rainy, and night. Each group was divided into two small groups according to the size of the container, i.e., 20 ft container, 40 ft container; each small group contains 200 images.

(2) The test used four 20 ft, eight 40 ft container miniatures. In the lock holes area of the four 20 ft container miniatures, one feature is completed, two are slightly rusted and the paint is fading, and one is severely rusted and the paint faded. In the lock holes area of eight 40 ft container miniatures, two features are completed, four are slightly rusted and the paint faded, and two are severely rusted and the paint faded. To ensure the consistency across each set of the testing dataset, we randomly assigned the number of each container miniature in a set of the testing dataset.

(3) The direction and location of the taken containers were random to simulate the error when the containers were placed in the station.

As can be seen in Table 1, there are four related references about the containers recognition and location: references [7, 8] mainly focused on container shape recognition and location, and [9, 10] mainly focused on lock holes recognition and location. Compared with the testing dataset from these references, some advantages of the proposed testing dataset were extracted. (1) The weather and lightness were more variable, and for the first time, the experiment was processed in rainy weather. (2) The test samples were diverse, including containers of different sizes and degrees of rust, and different placement angles. (3) We had the largest testing dataset, which reduced the error of the experiment results.

### Table 1 Comparison with other datasets

| Reference         | Number of testing dataset | Number of weather and lightness types | Number of container size | Number of container samples | Whether multi-angle |
|-------------------|---------------------------|--------------------------------------|--------------------------|-----------------------------|--------------------|
| Yoon et al. [8]   | 1200                      | 2 (sunny, cloudy)                    | 1                        | 1                           | No                 |
| Chen et al. [7]   | 800                       | 1 (daytime)                          | 1                        | Unknown                     | Yes                |
| Shen et al. [9]   | 1000                      | 2 (daytime, night)                   | 2                        | Unknown                     | No                 |
| Mi et al. [10]    | 500                       | 1 (daytime)                          | 1                        | Unknown                     | No                 |
| The proposed testing set | 1600                  | 4 (sunny, cloudy, rainy, night)     | 2                        | 12                          | Yes                |

3.2 Experiment results

In experiments, block parameters $W_1$ and $W_2$ were all set to 75 and the step of sliding $k_1, k_2$ were all set to 4. We assessed the detection performance by calculating the accuracy of 1600 samples. For recognition, it is a correct prediction if all the holes in an image are recognized correctly. The formula of accuracy is as follows:

$$\text{accuracy} = \frac{\text{correct predictions}}{\text{all predictions}}$$

(7)

For locating, a correct prediction is defined by the following formula:

$$\text{prediction} = \begin{cases} 
1, & |\text{error}_v| < 1 \text{and} |\text{error}_h| < 1\text{pixel} \\
0, & |\text{error}_v| > 1 \text{or} |\text{error}_h| > 1\text{pixel}
\end{cases}$$

(8)

Where $\text{error}_v$ and $\text{error}_h$ are the vertical and horizontal error of the hole center between algorithm locating and manual locating respectively. It is a correct prediction if the prediction equals 1. The formula of location accuracy is also defined via formula (7).

Table 2 shows the results of the experiments. In the daytime (sunny, cloudy), the average location accuracy is 98.13%, 95.25% in rainy days, and 90.50% at nights. The average recognition accuracy is 100%. The 40 ft container location accuracy is slightly lower than the 20 ft container, because the rust and damage of the 40 ft container keyhole surface are more serious than the 20 ft container, which makes it difficult to locate the 40 ft container lock holes.

The proposed method was compared with the two closely related references. Shen et al. [9] mainly focused on lock holes location, while Mi et al. [10] mainly focused on lock holes recognition. They all defined the
accuracy of the single lock hole (There were more than one hole in an image.). Thus, we used the same definition to record the experiment results. As shown in Table 3, the recognition and location accuracy in the daytime is close to 100%, at night the location accuracy is 4.2% higher than Shen’s. The improvement of accuracy is obvious.

4 Discussion
The study presented a comprehensive container dataset for container lock holes recognition and location. It also presents a new hybrid method that can automatically locate lock holes from an image of a complete container, which is taken from various viewpoints. In contrast with the other related studies’ performance, the presented method shows the robustness to the rusty keyholes and changes of illumination as well as weather. Though the proposed method outperforms the state-of-the-art method, there is still room for improvement:

- Rust contour is connected with the edge of the lock holes during edge detection: when the lightness is bright (sunny, cloudy), most of the edge in images can be clearly detected, but the rust around the holes is easy to be connected with the contour of the hole, interfering with the shape of holes. To solve this problem, increasing the threshold of edge detection may be considered so that fewer pixels are preserved.

- Incomplete lock holes feature in edge detection: because of the weather conditions or rust around the holes, the hole contour may be broken or lose during edge detection. The only remaining contour can be incomplete hole edges, or even other features, such as corners. It is more likely to occur at night or on rainy days. In the rain, the detected edges are prone to breakage because of the accumulation of rainwater on the edge of the lock holes. At night, with the low illumination, the taken container features are not clear enough, hence to make the hole features easily miss. Besides, the brightness of the light during the night experiment is lower than the actual station. An enhancement in brightness or test in an actual environment will further improve the accuracy.

5 Conclusions
This paper presented a hybrid machine vision method for container lock holes recognition and location. The proposed approach is applicable to different placement angles and size of the container; it is also robust to rust around holes. The experiment results in recognition and location accuracy during the daytime are 100% and 98.13% respectively, which are higher than previous methods. In addition, the location accuracies in rainy days and night are 95.25% and 90.50% respectively, and the recognition accuracies are all 100%, which proves that the method is feasible under special weather and light conditions. The solution of several research challenges, such as the detecting holes from multiple container surfaces, the variations of container angle, the low lighting conditions, and the special weather conditions, makes the method suitable for actual container terminals.
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