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1 Introduction

This paper has a two-fold purpose:
1) to clarify the difference between contact and weak-contact interactions (called point interactions in [A] in the case \( N = 2 \)) in three dimensions and their role in providing spectral properties and boundary conditions.
2) to analyze contact interactions in two dimensions.

Both contact and weak-contact are ”zero range interactions” or equivalently self-adjoint extension of \( \hat{H}_0 \), the free hamiltonian for a system of \( N \) particles, restricted to functions that vanish in some neighborhood of the contact manifold \( \Gamma = \bigcup_{i,j} \Gamma_{i,j}, \: \gamma_{i,j} \equiv \{x_i - x_j = 0\} \: i \neq j = 1 \ldots N \). They differ ”for the quality of contact” and for the fact that weak-contact interactions require the presence of a zero energy resonance.

Both correspond to idealized setting, as both can be obtained as limit, in the strong resolvent sense, of interactions due to central potentials of very short range; in the case of contact they are scaled as \( V(\epsilon |y|) = \frac{1}{\epsilon^3} V(|y|) \) while in the weak contact case the scaling is \( V(\epsilon |y|) = \frac{1}{\epsilon^2} V(|y|) \). In the contact case for \( N = 2 \) this limit must be taken in the Heisenberg representation (as generator of groups of automorphisms of the observables); in the hamiltonian formulation the hamiltonian contains a c-number term that diverges as \( \epsilon \rightarrow 0 \). We show that when a combination of the two is used there is no interference in the results. This suggests, in the hamiltonian formulation, to use weak-contact interactions only in case the ”contact” is obtained artificially through a zero energy (Fesbach) resonance and to use both when one wants and distinguish between the two, as is the case for Cooper pairs (since the range of one of them is small but ”large as compared to the other’s”).

For the spectra of ”natural” \( N \)-body systems with very short range interactions one should use contact interactions as a model.

Indeed the structure of \( N \) body systems, in particular the presence of Efimov trimers [E] and Efimov quadrirners, is correctly predicted by the model ”contact interactions” (the name Efimov refers to the presence of an infinite number of bound states with energy levels that decrease geometrically).

Remark
Notice that the ”potential” in the weak-contact case has the same behavior as the laplacian under the dilation group.

A zero mass particle can be mapped under the action of this group into a zero energy resonance. Therefore weak contact can be seen also as contact with a zero mass particle.

Since the hamiltonian diverges when the mass of a particle goes to zero, the hamiltonian in the weak contact case is not defined (but the interaction term and the equations for the interacting system are well defined).
We consider briefly also the case of two space dimensions.
Again in two dimension the two types of "zero range interactions" can be defined.
The scaling for the contact interaction is now $V^\epsilon(|y|) = \frac{1}{\epsilon^3} V\left(\frac{|y|}{\epsilon}\right)$ and the scaling for the weak contact is $V^\epsilon(|y|) = \frac{1}{\epsilon} V\left(\frac{|y|}{\epsilon}\right)$.
In two dimensions one can consider a system $S$ of three particle of mass $m$ in which two particle have a contact interaction and a simultaneously a weak contact interaction with a the third particle (the potential is the product of two weak-contact potentials).
This system is described by a hamiltonian with no zero energy resonance.
If one take one takes $m = \frac{1}{\epsilon}$ where $\epsilon$ is the parameter used to define weak contact as limit of regular potentials, the limit $\epsilon \to 0$ leads to an increase without bound of the number of bound states while their energy decreases to zero.
In the limit $\epsilon \to 0$ the system may be regarded as a point with internal structure; the hamiltonian is positive and its spectrum has an essential singularity at zero.
The Wave operator for the interaction with a fourth particle extends to a bounded map on $L^p$ for all $1 < p < \infty$ [E,G,G].

Remark
It is convenient to take into account the following facts that may serve as guide for the zero range interactions.
In three dimensions the potential for weak-contact has the same transformation properties as the laplacian under dilations and therefore the zero energy resonance may be seen as a mass zero particle.
In three dimensions the contact potential has a different scaling under dilations from the laplacian; therefore contact interactions can be used only in the three body problem.
Contrary to what happens in three dimensions, in two dimension the contact potential has the same transformation properties under dilations as the laplacian and can be used in a two-body system.
In two dimensions in a three body system one can introduce the product of two weak-contact potentials.
No zero-energy resonances are produced and the interaction has the singularity of a contact interaction.

2 Contact and weak-contact interactions in three dimensions

Recall that contact interaction are limits os $\epsilon \to 0$ of regular two-body interaction with central potentials $V^\epsilon$ that scale as

$$V^\epsilon(|y|) = \frac{1}{\epsilon^3} V\left(\frac{|y|}{\epsilon}\right)$$

Weak contact interactions are limit, in strong resolvent sense, of two-body interactions with central potentials that scale as
provided the two body hamiltonian $H_0 + U_\epsilon$ has a zero energy resonance (a solution of $(H_0 + U_\epsilon)\psi(x) = 0$ that has an asymptotic behavior $\psi(x) \sim \frac{1}{|x|}$ when $x \to \infty$ ($x$ is the relative coordinate).

Remark
Contact interactions correspond to a distributional potential on $\Gamma_{i,j} \equiv \{x_1 = x_j, \ i \neq j\}$.

From (2) one sees that the scaling properties of the weak contact interaction are the same as the scaling properties of the primitive (with respect to the radial variable) of the potential of contact case (delta distribution).

Since these are only formally ”potentials” it will be convenient to use an (invertible) map to a space of more singular functions where the potentials are represented by more regular functions and perform the analysis there.

In this space resolvent convergence for the approximating hamiltonians has an easier proof.

............................

Weak-contact were introduced in [A] (under the name of point interaction) for the case $N = 2$ to be able to define an interaction localized in a point.

In order to have an hamiltonian equation (and not only a group of automorphisms of of observables) the two-body hamiltonian must have a zero energy resonance.

For more that two particles contact and weak contact interactions are well defined in $L^2(R^{3N})$ and one can use any combination of the two.

We shall prove that when they are both used in the same system, they do not interfere (the outcome is the same as if they were applied separately).

Contact interaction may have an Efimov [E] sequence of three and four body bound systems. When $N \geq 3$ quasi-contact interactions (the name is chosen because in this case the decrease of the support of the approximating potentials is slower) can give bound states due to conspiracy of a zero energy resonance with a zero range interaction (in the regular case the presence of an Efimov sequence is due to conspiracy between two-body resonances [A,S]).

Contact and weak-contact interactions can be present simultaneously.

We will prove that contact and weak-contact interactions produce, when they are simultaneously present, complementary and independent effects.

As a consequence a zero range interaction is completely defined by giving the ratio between the contact and the weak-contact components.

In $R^3$ the contact interaction provides the Ter-Martirosian Skorniakov [S,T] boundary conditions at $\Gamma$ that are used in Nuclear Physics (in the Fadeev formalism) and are also responsible for the presence of an Efimov sequence of trimers and quadrimers.

Weak-contact interactions add a constant term in the boundary behavior.

If the interaction are both of weak-contact type the hamiltonian, depending on the masses and the coupling constants, may have low energy bound states.

Remark
In order to define weak-contact interaction in $R^3$ between two particles as hamiltonian system for an isolated system one must require $N \geq 3$. 

\[
U^*(|y|) = \frac{1}{\epsilon^2} U\left(\frac{|y|}{\epsilon}\right)
\]
In presence of an external magnetic field one can define weak contact interactions but the the pace of $H_0$ is taken by the magnetic Schrödinger operator.

In the two particle case weak contact interactions are generators of groups of automorphisms of observables; the hamiltonian is defined up to an (infinite) constant.

Contact interaction can be used in dimension 3 in the study of the Gross-Pitayeskii limit for a gas of identical bosons.

In this limit one considers configurations in which two particles are at a very short distance (in the limit they are in contact) and on the scale considered the remaining particles are so far apart that their presence can be neglected.

Since the system has more than two particles, contact interactions are well defined as hamiltonian system.

The dynamics of each member of the pair feels the influence of the other member through a potential $V^\epsilon$ that in the limit vanishes if the particles are not in contact (it is a distribution on the contact manyfold).

It is natural to assume that in the limit the interaction with a particle be proportional to the probability that the particle be there.

For identical particles this leads to a cubic focusing Schrödinger equation which is of hamiltonian type.

............

3 Short review of the analysis in [D] of contact interactions

We review briefly the analysis done in [D]. We assume $N \geq 3$.

Contact interactions are a class of self-adjoint extensions of the operator $\hat{H}_0$ that represents the free hamiltonian of a system of $N$ particles in $R^3$ of mass $m_1, \ldots, m_N$ restricted to functions that vanish in a neighborhood of the contact manyfold

$$\Gamma \equiv \bigcup_{i \neq k} \Gamma_{i,k} \equiv \{ x_i - x_k \} = 0, \ i \neq k = 1, \ldots N$$

Both operators (kinetic energy and potential energy) define quadratic forms on continuous function in $L^{3N}$.

The quadratic form of $H_0$ is positive and the quadratic form of the potential is negative (we have assumed that the potential is negative).

Depending on the masses and the ”intensity” of the interaction the sum of the quadratic forms is a positive or is indefinite (the form is always positive for functions which have support away from $\Gamma$).

For the approximating hamiltonians with potentials $V^\epsilon$, $\epsilon > 0$ it is known that the quadratic forms have an extension to $H^1$ as Dirichlet forms, since the potentials $V^\epsilon$ are of Rollnik class for all $\epsilon > 0$.

If the sum of the forms is positive, it can be closed and the closure defines a closed positive quadratic form and therefore a self-adjoint operator, extension of $\hat{H}_0$.

This operator is the limit, in strong resolvent sense, of the hamiltonian with the potentials $V^\epsilon$.

If the total form is not of definite sign and not closed, it has in general many closures and these correspond to different self-adjoint extensions.
To find extensions one can follow the analysis made by Birman, Visik and Krein [B][K] for positive operators and choose for the extension the domain of \((H_0)^*\).

We follow an alternative way and perform a compact invertible immersion of \(L^2(R^{3N})\) into a larger space Hilbert space and there make use of the theory of quadratic forms as discusses e.g. in [K,S].

The embedding is done using the (compact, invertible) operator \((H_0 + \lambda)^{-\frac{1}{4}}\).

The quadratic forms are now defined as operators in \(H^{\frac{1}{2}}\).

In [D] this map is called *Krein map* and indicated with \(K\). The target space is called *Minlos space*.

The map could also be called "Friedrichs map" because of the similarity with of the analysis of the laplacian on \([0, +\infty)\).

In \(\mathcal{M}\) the operator \(H_0\) is represented by is square root (the forms are continuous in \(\lambda\) in this space and one can set \(\lambda = 0\)).

The map takes the boundary potential at \(\Gamma_{ij}\) into a \(L^1\) function which is limit, in this norm, of the images under the Krein map of the approximating potential \(V^\epsilon\).

The fact that in \(L^2(R^{3N})\) the total hamiltonian is not self-adjoint and has a family of self-adjoint extensions is seen in the space \(\mathcal{M}\) as an instance of the Weyl limit circle ambiguity. If the masses are very different and/or if the potential is strong enough these operators are unbounded below and show the Thomas effect (geometric divergence of the eigenvalues to \(-\infty\)).

For weak-contact interactions, the image of the potential on \(\Gamma_{ij}\) is proportional to \(log(|x_i - x_j|)\) and may produce a finite number of bound states.

One can return now to "physical space.

In the contact case one has still a family of self-adjoint extensions as limit set but now, due to the change in metric, each family shows to Efimov effect (geometric converge of the eigenvalues to zero).

One can decompose the forms using invariance under rotation (the central potential and \(H_0\) are rotation invariant). In each "sector" the form of each of the extension is strictly convex and so is their union.

The convex set of limit forms is in the closure of the forms associated to the potentials \(V^\epsilon\); compactness is assured since the limit forms are bounded in \(H^1\).

Gamma-convergence [Dal] provides a unique minimum and therefore a *unique* limit under sequential convergence of the (Dirichlet) forms associated to the approximating potentials \(V^\epsilon\).

Gamma convergence of quadratic form implies strong resolvent of the associated operators [Dal].

In the weak-contact case, in "physical space" the image is still a self-adjoint operator, possibly with a finite number of bound states, and there is no need to use variational techniques. Strong convergence of the approximating potentials implies strong resolvent convergence of the limit operators.

*Remark*

For contact interactions this is *an interpretation* of the steps taken by R.Minlos in [M1, M2]. A *different interpretation* corresponds to weak-contact interactions (see e.g. [C]).

In this second interpretation the hamiltonian is much less singular.

The domain of the Hamiltonian contains the symmetrized product of the two zero energy resonances; the hamiltonian takes value zero on this vector.
As in the contact case we map back from Minlos space the quadratic inverting the Krein map. Since the potential is much less singular in the weak-contact case the resulting system is much more regular.

Inverting the Krein map one has in physical space a self-adjoint operator that for a proper choice of masses and strength of the interaction may have bound states. But in doing so one does not have the Ter Martirosian boundary conditions at $\Gamma$ (the functions take a finite value at the boundary) and one loses the Efimov effect.

We will prove that these two schemes (both of which we have attributed to Minlos) do not interfere and one may have both contact and weak-contact at the same time.

This provides a Hamiltonian with boundary condition $\frac{C_{i,j}}{|x_i-x_j|} + D_{i,j}$ at $\Gamma_{i,j}$ for the functions in its domain and may have an Efimov effect.

The ratio of the coefficients $C_{i,j}$ and $D_{i,j}$ characterizes completely the self-adjoint extension.

If both contact and weak-contact are introduced for the study of scattering problems, the Wave operator is the product of the two Wave operators.

....................................

4 Contact vs weak-contact

The fact that in the proof of uniqueness of contact interaction we use variational arguments and a minimum principle leaves room for the existence of other critical points and therefore other self-adjoint extensions.

Since the parameters of the sequences were the size and support of the approximating potentials there may be other choice of these sequences that give different limits.

In particular there may be choices for which one has sequential convergence from below to the least negative limit-quadratic form.

We saw that different zero range interactions are obtained by different choices of the rate of contraction for $V_1$ and $V_2$

$$V_1^\epsilon(|x|) = \frac{a}{\epsilon^3} V\left(\frac{|x|}{\epsilon}\right) \quad V_2^\epsilon = \frac{b}{\epsilon^2} V\left(\frac{|x|}{\epsilon}\right)$$ (4)

Or by a choice of a rate of contraction for different potentials.

One can even for each potential take the weighted sum of the two rates.

For a system of particles with two-body zero range interactions the maximal negative quadratic form is obtained by choosing contact interactions for any three-body interacting system, the minimal one by choosing weak-contact interactions.

In the first case, if the negative part of the spectrum is non-empty, there are Efimov sequences of trimers and possibly quadrimers.

The first case is in line with our variational analysis (in which the lim-inf of convex functionals is considered.

The second case (weak-contact interactions) corresponds to the choice of the lim. sup.

This could be done by a variational analysis, considering resolvents rather than quadratic forms.

In a many particle system one can made either choice for any pair of zero range interactions. The limit is then a mixture of contact and weak-contact interactions.
This leads e.g. in a four particle system to the simultaneous presence of contact and weak-contact interactions (between different pairs), as is the case for Cooper pairs. We stress once more that the presence of both interactions gives results that do not interfere.

5 A unified approach

Theorem 1
In three dimensions for \( N \geq 3 \) contact interactions and weak-contact interactions contribute separately and independently to the spectral properties and to the boundary conditions at the contact manyfold. Contact interaction contribute to the Efimov part of the spectrum and to the T-M boundary condition \( \frac{c_{i,j}}{|x_j - x_i|} \) at the boundary \( \Gamma \equiv \bigcup_{i,j} \Gamma_{i,j} \). Weak-contact interactions contribute o the constant terms on the boundary and may contribute to the negative part spectrum.

\[ \Diamond \]

Remark
This theorem states that all results of the weak-contact case (in particular for point interactions) remain valid when contact interactions are added. Weak-contact refer to the case of potentials of very short range accompanied by a zero energy resonance. Contact interaction refer to potentials of ”still shorter” range so they can be approximated by a delta distribution at the boundary. When \( N \geq 3 \) contact and weak-contact interactions are (different) extensions of the free hamiltonian \( \hat{H}_0 \) defined on functions that vanish in a neighborhood of the boundary \( \Gamma \). Both contact and weak-contact interactions are limits when \( \epsilon \to 0 \), in the strong resolvent sense, of smooth central potentials with radius of order \( \epsilon \) (and different scalings).

\[ \Diamond \]

Theorem 2
In three dimensions for \( N \geq 3 \) weak-contact interactions and interactions through regular potentials contribute separately and independently to the spectral properties. Interactions through regular two-body potentials do not change the value of the wave function at \( \Gamma \) but modify the spectral measure. Weak-contact interactions contribute to the value of the wave function at \( \Gamma \) and may originate bound states.

\[ \Diamond \]

Remark
It is interesting to notice that we always make reference to potentials as is usually done in Quantum Mechanics. If one consider forces, i.e gradient of potentials, it is the weak-contact case that leads to forces as distributions supported by the boundary $\Gamma$ while in the contact case one cannot define boundary forces. Therefore the weak-contact interactions should be used when considering a semi-classical limit: recall that in classical hamiltonian mechanics, the constraining forces are concentrated at the boundary.

For an unified presentation is convenient to use a symmetric presentation due to Kato and Konno-Kuroda [KK] (who generalize previous work by Krein and Birman) for hamiltonians that can be written in the form

$$H = H_0 + H_{\text{int}} \quad H_{\text{int}} = B^* A$$

(5)

where $B$, $A$ are densely defined closed operators with $D(A) \cap D(B) \subset D(H_0)$ and such that, for every $z$ in the resolvent set of $H_0$, the operator $A \frac{1}{H_0 + z} B^*$ has a bounded extension, denoted by $Q(z)$. We give details in the case $N = 3$. Since we consider the case of attractive forces, and therefore negative potentials it is convenient to denote by $-V_k(|y|)$ the two body potentials. The particle’s coordinates are $x_k \in \mathbb{R}^3$, $k = 1, 2, 3$. We take the interaction potential to be

$$V^\varepsilon(X) = \sum_{i \neq j} [V_1^\varepsilon(x_i - x_j) + V_2^\varepsilon(x_i - x_j) + V_3^\varepsilon(x_i - x_j)]$$

(6)

where $V_k(|y|)$ are regular potentials.

For each pair of indices $i, j$ we define $V_1^\varepsilon(|y|) = \frac{1}{\varepsilon^3} V_1(|y|/\varepsilon)$ and $V_2^\varepsilon(|y|) = \frac{1}{\varepsilon^2} V_2(|y|/\varepsilon)$.

We leave $V_3$ unscaled. The limit correspond respectively to contact, weak-contact and regular perturbations. We define $B^\varepsilon = A^\varepsilon = \sqrt{V^\varepsilon}$.

For $\varepsilon > 0$ using Krein resolvent formula one can give explicitly the operator $B^\varepsilon$ as convergent power series of products of the free resolvent $R_0(z)$, $Re(z) > 0$ and the square roots of the potentials $V_k^\varepsilon$, $k = 1, 2, 3$. One has then for the resolvent $R(z) \equiv \frac{1}{H_0 + z}$ the following form [K,K]

$$R(z) - R_0(z) = [R_0(z)B^\varepsilon][1 - Q^\varepsilon(z)]^{-1}[B^\varepsilon R_0(z)] \quad z > 0$$

(7)

with

$$R_0(z) = \frac{1}{H_0 + z} \quad Q^\varepsilon(z) = B^\varepsilon \frac{1}{H_0 + z} B^\varepsilon \quad B^\varepsilon = \sqrt{V^\varepsilon(x) + V^\varepsilon(y)}$$

(8)

**Proof of Theorem 1**

The $L^1$ norm of $V_1^\varepsilon$ and the $L^2$ norm of $V_2^\varepsilon$ do not depend on $\varepsilon$.

We approximate the zero range hamiltonian with the one parameter family of hamiltonians
The potential is a the sum of three terms

$$V_\epsilon(|y|) = \sum_{i=1}^{3} V_1^{\epsilon}, \quad V_1^{\epsilon}(|y|) = \frac{1}{\epsilon^3} V_1\left(\frac{|y|}{\epsilon}\right), \quad V_2^{\epsilon}(|y|) = \frac{1}{\epsilon^2} V_2\left(\frac{|y|}{\epsilon}\right)$$

(we omit the index \(m,n\))

The potential \(V_3\) is unscaled.

Define

$$U_\epsilon(|y|) = V_2^{\epsilon} + V_3$$

If \(\epsilon > 0\) the Born series converges and the resolvent can be cast in the Konno-Kuroda form, [K,K] where the operator \(B\) is given as (convergent) power series of convolutions of the potential \(U_\epsilon\) and \(V_1^{\epsilon}\) with the resolvent of \(H_0\).

In general

$$\sqrt{V_1^{\epsilon}(|y|) + U_\epsilon(|y|)} \neq \sqrt{V_1^{\epsilon}(|y|)} + \sqrt{U_\epsilon(|y|)}$$

and in the Konno-Kuroda formula for the resolvent of the operator \(H_\epsilon\) one loses separation between the two potentials \(V_1^{\epsilon}\) and \(U_\epsilon\).

Notice however that, if \(V_1^{\epsilon}\) and \(U_\epsilon\) are of class \(C^0\), the \(L^1\) norm of \(U_\epsilon\) vanishes as \(\epsilon \to 0\) uniformly on the support of \(V_1^{\epsilon}\).

By the Cauchy inequality one has

$$\lim_{\epsilon \to 0} \|\sqrt{V_1^{\epsilon}(y)} \cdot \sqrt{U_\epsilon(y)}\|_1 = 0$$

Therefore if the limit exists the interaction act independently.

We know for \([A]\) that the weak-contact part has a limit in the norm convergence sense.

It follows that the limit of the contact part can be taken in the strong convergence sense.

From \([D]\) one derives that if the limit hamiltonian represents a unique self-adjoint operator. This proves theorem 1

6 Weak-contact case: separation of the singular part

Consider now the weak-contact interaction between a particle with a pair of indentical particles. We allow for the presence of a "regular part" represented by a smooth two body \(L^1\) potential of finite range and call singular part the quasi contact interaction and the resonance.

We prove Theorem 2, that we reproduce here for convenience of the reader.

Theorem 2

For a weak-contact interaction of a particle with two identical particles the singular term (pure weak-contact ) and the regular term in the two-body part of the interaction contribute separately to the spectral structure of the hamiltonian.
For the proof we use again the Konno-Kuroda resolvent formula but now for a system with potentials \( V_2^\epsilon + V_3^\epsilon \).

Recall that set \( V_2^\epsilon(|x|) = \frac{1}{\epsilon^2} V_2(|x|) \).

The Konno-Kuroda formula is now for \( \text{Re}(z) > 0 \) and \( R_0^\epsilon(z) = H_0 + \epsilon z \)

\[
\frac{1}{H_\epsilon + z} - \frac{1}{H_0 + z} = -\frac{1}{H_0 + z} Q^\epsilon B^\epsilon Q^\epsilon \frac{1}{H_0 + z} \quad (14)
\]

\[
B^\epsilon = \sqrt{V_2^\epsilon + V_3^\epsilon} \quad Q^\epsilon(z) = B^\epsilon \frac{1}{R_0^\epsilon(z)} B^\epsilon \quad R_0(z) = (H_0 + \epsilon z)^{-1} \quad (15)
\]

One can now repeat the procedure in Theorem 1.

By assumption \( V_2 \) and \( V_3 \) are \( L^2 \) function with finite \( L^2 \) norms and as \( \epsilon \to 0 \) on the support of \( V_2^\epsilon \) the \( L^2 \) norm of \( V_3^\epsilon \) is of order \( \epsilon \).

Therefore

\[
\|(\sqrt{V_2^\epsilon + V_3^\epsilon} - V_2^\epsilon - V_3^\epsilon)\| = 0(\epsilon) \quad (16)
\]

We conclude that in limit the potentials \( V_2^\epsilon \) and \( V_3^\epsilon \) contribute \textit{additively} to spectral properties.

The potential \( V_2 \) (weak-contact) may contribute for a finite or infinite number of elements of the spectrum (depending on the masses and the coupling constants), the potential \( V_3 \) gives a contribution to the spectral measure.

In both case there are no singularities at the bottom of the (absolutely) continuous spectrum. This proves Theorem 2.

We analyze now the singular part (quasi-contact and zero energy resonance).

\textit{Theorem 3}

The hamiltonian of the three-body system of two identical particles in weak-contact interaction with a third particle is a self-adjoint operator without zero energy resonances.

\textit{Proof}

Krein’s formula for the resolvent is

\[
R(z) - R_0(z) = R_0(z) B^\epsilon (1 - Q^\epsilon(z))^{-1} [B^\epsilon R_0(z)] \quad z > 0 \quad (17)
\]

with

\[
R_0(z) = \frac{1}{H_0 + z} \quad Q^\epsilon(z) = B^\epsilon \frac{1}{H_0 + z} B^\epsilon \quad B^\epsilon = \sqrt{V^\epsilon(x) + V^\epsilon(y)} \quad (18)
\]

Each \( V^\epsilon \) is a sum of two parts: a singular part that in the limit becomes concentrated in a point (but "less than a delta function") and a \textit{regular part} that has a zero energy resonance.

We have seen (Theorem 2) the in the limit there is no interference between these two types of potentials.
The two weak-contact singularities at \(|x_1 - x_3| = 0\) and at \(|x_2 - x_3| = 0\) originate at \(|x_1 - x_2| = 0\) a singularity that for dimensional reasons must be a simple pole.

If the interaction is sufficiently strong the resulting operator may have a negative spectrum. The Krein resolvent formulas for the operator converges when \(\epsilon \to 0\) and this defines in the limit a self-adjoint operator.

We will give a detailed analysis in the Appendix but it useful to understand the reason why in the Krein resolvent formula two resonances do not give a singularity at zero momentum (while the same formula in case of a single resonance gives a pole [A]).

When there are two zero energy resonances, one can write the Birman-Schwinger kernel in two-by-two matrix form.

At zero, the diagonal elements of this matrix are indeed zero, but the off-diagonal elements are not, since there is no three-body resonance (the potential is a two-body potential).

Therefore the matrix is not singular at zero and the Birman-Schwinger series converges uniformly.

For completeness we give a detailed analysis in an Appendix.

This proves theorem 3.

Notice that the analysis we have done for the contact or weak-contact interaction can be repeated substituting \(H_0\) with \(H_0 + V\) where \(V\) is a regular potential which decays sufficiently fast at infinity, but the resulting expressions cannot be explicitly given because one does not in general have an explicit expression for the resolvent.

We have given the details for the case \(N = 3\) but the result holds for any \(N \geq 3\).

For a four particle system the binding of two pairs (to obtain a \(a\) quadrimer \) is due to a "residual Coulomb potential" (this is described in [D]).

In case of weak-contact interaction these "four-body bound states" do not occur.

**Remark**

In the Hamiltonian that describes weak-contact interaction of two particles there is no zero energy resonance.

As remarked earlier, the domain of the Hamiltonian contains the symmetrized product of the two zero energy resonances. On this vector the Hamiltonian takes value zero.

If there are no other resonances, as is the case for "pure" weak-contact interaction, if the parameters (masses and coupling constants) are such that there is a three-body bound state, the Wave Operator for the scattering of a fourth particle off this bound state is bounded in \(L_p\) for all \(1 < p < \infty\).

In particular if the masses \(m_i\) are very large the wave function of the bound state has small support and in the limit the bound state reduces to a fixed point with internal structure.

7 The two-dimensional case

Also in two dimensions zero range interactions may be of contact or weak-contact type according to two different scaling of the potential: contact corresponds to the limit as \(\epsilon \to 0\) of the scaling \(V^\epsilon(|x|) = \frac{1}{\epsilon^2}V(\frac{|x|}{\epsilon})\) while weak contact corresponds to the scaling \(V^\epsilon(|x|) = \frac{1}{\epsilon^2}V(\frac{|x|}{\epsilon})\).

In the weak contact case, the "potential" is the primitive, with respect to the radial variable, of the two-dimensional delta function.
In order to analyze it, it is convenient, as in the three dimensional case, to introduce the Krein map and find the structure of the potentials in Minlos space.

One is then led to consider symmetric operator that for three particles is, in the center of mass system, in the case of weak contact is \( \sqrt{H_0 - C \log(|x_1 - x_2|)} \) and in the contact case is \( \sqrt{H_0 - \frac{C}{|x_1 - x_2|}} \) where \( C > 0 \).

In the weak contact case the operator in Minlos space is a self-adjoint operator with possibly a finite number of bound states.

Inversion of the Krein map gives a self-adjoint operator with the same number of bound states. It is a regular perturbation of the two dimensional laplacian.

In Minlos space, and also in physical space it is the limit, in strong resolvent sense, of operators \( H_0 + V^\varepsilon(|x_1 - x_2|) \) where \( V^\varepsilon(|y|) = \frac{1}{\varepsilon^2} V(|y|) \).

In the contact case the image of the operator in Minlos space is the symmetric operator \( \sqrt{-\Delta - \frac{C}{|y|}} \), \( y \in \mathbb{R}^2 \), \( C > 0 \).

There is a constant \( C_0 \) such that if \( C < C_0 \) the operator is positive and extends to a positive self-adjoint operator.

Inverting the Krein map one has in physical space a positive self-adjoint operator.

If \( C \geq C_0 \) we are in the Weyl limit circle case and in Minlos space there a one-paramter family of self-adjoint; there is a second constant \( C_1 \) such that if \( C_1 < C \geq C_0 \) the operators in the family have a bound state, if \( C \geq C_1 \) each operator in the family has an infinite number of bound states with eigenvalues that diverge geometrically (Thomas effect).

Inverting the Krein map one has a family of self-adjoint operators each of which has an Efimov sequence of bound states (the eigenvalues converge geometrically to zero) with one bound state for extensions.

As in the three dimensional case, to study the convergence of the approximating hamiltonians \( H^\varepsilon = H_0 + V^\varepsilon(|y|) \) (in reference frame of the barycenter) one has to relay on Gamma-convergence.

After having decomposed the self-adjoint operator using the \( O(2) \) symmetry (the approximating potentials and the contact hamiltonian are invariant under rotations in the plane) one remarks that the quadratic form of the approximating potentials and of each of the operator in the family are strictly convex and that the quadratic forms of the family are well ordered. Moreover they are uniformly bounded in \( \mathcal{H}^{-1} \).

Therefore Gamma-convergence applies \([Dal]\) and there is in the family a unique quadratic form (the lowest laying) that is limit of the approximating forms associated to to the approximated hamiltonians.

For details and definition of Gamma-converges see \([Dal]\) or \([D]\) or the brief resume’ of \([D]\) given here in a previous section.

Gamma-convergence implies strong resolvent convergence.

We have proved

**Theorem**

In two dimensions the contact interaction of two particles is a hamiltonian system; the hamiltonian is a self-adjoint operator which has an Efimov sequence of bound states.

It is the limit, in strong resolvent sense, of approximating two body hamiltonians \( H^\varepsilon = H_0 + V^\varepsilon(|x_1 - x_2|) \) where \( V^\varepsilon(|y|) = \frac{1}{\varepsilon^2} V(|y|) \).

\( \diamond \)

The solutions of the Hamilton equations may have a singular part; the coefficient is called "charge" and satifies an equation of Volterra type \([C,C,F]\) \([D,F,T]\).
8 Simultaneous weak contact of three particles

In two dimensions there is a novel mechanism of production of three-body bound states; the wave function of these bound states has very small support if the masses of the three bodies are very large.

Consider e.g a system $S$ made of three particles of mass $m$ in which two are in contact interaction and a simultaneous weak contact interaction with the third particle (the contact potential is the product of the two).

*Theorem*

The system $S$ is a hamiltonian system with no zero energy resonances and an Efimov sequence of bound states.

♦

*Proof*

Denote by $x_0 \in \mathbb{R}^2$ the coordinates of the third particle and by $x_1, x_2$ the coordinates of the first two.

The interaction $1 \leftrightarrow 2$ is described by the limit of a two body potential $V_\epsilon(|x_1 - x_2|) = \frac{1}{\epsilon^2} V\left(\frac{|x_1 - x_2|}{\epsilon^2}\right).

The other interaction is described by the product of two-body central potentials $V^\epsilon(x_0 - x_k) \; k = 1, 2$ that scale as $V^\epsilon_k(|x|) = \frac{V_\epsilon(|x|)}{\epsilon}$.

There are no zero energy resonances since there are identical two-body resonances and the domain of this hamiltonian can be extended to the symmetric product of the resonances, an element of $L^2(\mathbb{R}^3 \otimes \mathbb{R}^3)$ on which the hamiltonian has value zero.

For $\epsilon > 0$ the product of the two potentials is finite and is zero outside a two dimensional region of order $\epsilon^2$ and it is rescaled by a factor is of order $\epsilon^{-2}$ over that region.

Therefore it converges to a $-C\delta(x), x \in \mathbb{R}^2$ where $C$ is a positive constant.

In the limit the hamiltonian represents a contact interaction between particle 1 and 2 and a contact interaction particle between particle 0 and the barycenter of particle 1 and 2.

In the limit the interaction takes place in a point.

The limit hamiltonian has no zero energy resonances.

If this quadratic form is positive it defines a self-adjoint operator; if not it represents an interaction that has an Efimov sequence of bound states.

If the Krein map is inverted one has a self-adjoint hamiltonian, possibly Efimov bound states.

♥

We now describe more in detail the hamiltonian of the resulting system.

To study the structure of the operator we study its quadratic form and assume a before that the particles are *identical bosons*.

The wave function in the frame of reference of the barycenter is best written as a function of one radial coordinate $r$ and two Euler coordinates on $S^3$.

We define $r^2 = (|x_1 - x_3|^2 + |x_2 - x_3|^2)$, $x_k \in \mathbb{R}^2$, $r \in \mathbb{R}^+$. In the Theoretical Physics literature this coordinates are called "homogeneous".

The quadratic forms we consider have the same structure as in the case of three dimensions but in two dimension the singularities are different.

We consider the case in which a particle is in simultaneous quasi-contact interaction with two identical particles.
This case was discarded in three dimensions because it leads to divergences [M,F].

Since the quadratic form is continuous in $\lambda$ at $\lambda = 0$ one can set $\lambda = 0$ in equation (3) ; this simplifies the expressions.

If we denote by $x_k \in R^2, k = 1, 2, 3$ the coordinates of the three points with $x_1 + x_2 + x_0 = 0$ one has in $M$ for the quadratic forms

$$Q(\phi) = Q_0(\phi) + Q_1(\phi)$$

(19)

where

$$Q_0 = (\phi, (H_0 + \lambda)\phi)$$

(20)

In the center of mass, using Fourier coordinates conjugated with $x_1 - x_3$ and $x_2 - x_3$, the kernel of $Q_1$ is

$$\frac{1}{(q_1^2 + q_2^2 + (q_1, q_2))(q_1 + q_2)^2}$$

$q_i \in R^2$

(21)

Setting

$$(x_1 - x_3)^2 + (x_2 - x_3)^2 = r^2$$

$r \in R^+$

(22)

the kernel $Q_1$ can be written in spacial homogeneous coordinates as integral over $S^3$ of a kernel that in the radial coordinate has a singularity $-C_1^2 r^2$.

On now proceeds as in the three body case in $R^3$ with contact interactions.

But notice that now the system is made of three particles in two dimensions.

If the particles are identical in the center-of mass frame the hamiltonian has the form $H_0 - \frac{r}{r}$ where $H_0$ is the free hamiltonian for three-particle hamiltonian with mass $m$ in $R^2$ and $r$ is defined in (23).

This hamiltonian is a self-adjoint operator in $L^2(R^2 \otimes R^2)$ which has a number of bound states that increase when the masses of the three bodies became very large (the free hamiltonian decreases.

It describes the system in the center-of-mass reference frame.

For each finite value of the mass $m$ it is the limit, in strong resolvent sense, of hamiltonians

$$H_0 + \sum_{k=1}^2 V_k$$

$$V_1^c(|y|) = \frac{C_1}{\epsilon^2} V\left(\frac{|x_2 - x_1|}{\epsilon}\right)$$

$$V_2^c = \frac{C_2}{\epsilon^2} V\left(\frac{|x_2 - x_0|}{\epsilon}\right) V\left(\frac{|x_1 - x_0|}{\epsilon}\right)$$

(23)

Remark

If one takes $m = \frac{1}{\epsilon}$ and one chooses $\epsilon$ to be the same parameter that us used to approximate the contact interaction, the limit hamiltonian for $\epsilon \to 0$ describes an interaction that takes place in a point.

Therefore in the limit the interaction with a fourth particle is a ”point interaction” (it is concentrated in one point) and since there are no zero energy resonances has a Wave Operator that is a bounded map from $L^p$ to $L^p$ for all $1 < p < \infty$.

A system with the same properties has been described in [C,M,Y]
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11 Appendix: Details for the pure quasi-contact case.

For a rigorous analysis one can proceed as in the two-particle case [A] using the same unitary operators $U^\epsilon$ as in [A] to change (artificially) the scale.
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$W$ denote the potential by $-V(|x|) \, V > 0$.

Notice that this change of scales provides an extra factor $\epsilon$ in the Krein resolvent formula and the volume of the support of $V^\epsilon$ is now of order $\epsilon^3$ (as in the contact case).

Up to an error of the order of $\epsilon^3$ we have for $z > 0$

\[
\frac{1}{H^\epsilon + z} - \frac{1}{H_0 + z} = -\frac{1}{H_0 + z} [\sqrt{V^\epsilon(x)K^\epsilon \sqrt{V^\epsilon(x)} + \\
\sqrt{V^\epsilon(x)K^\epsilon \sqrt{V^\epsilon(y)} + \sqrt{V^\epsilon(y)K^\epsilon \sqrt{V^\epsilon(y)}}} \frac{1}{H_0 + z}]
\]

where

\[
K^\epsilon = \frac{1}{1 - \sqrt{V^\epsilon(x) + V^\epsilon(y)\frac{1}{H_0 + z}\sqrt{V^\epsilon(x) + V^\epsilon(y)}}}
\]

There are four terms two diagonal and two off-diagonal.

We begin analyzing the first diagonal term.

To control the scaling we introduce as in [A] two partial scaling operators in $L^2(R^3 \times R^3)$
\[ U^\varepsilon F(x, y) = \frac{1}{\varepsilon^{3/2}} F(\frac{x}{\varepsilon}, y) \quad V^\varepsilon F(x, y) = \frac{1}{\varepsilon^{3/2}} F(x, \frac{y}{\varepsilon}) \] (26)

Under this scaling one has

\[ (U^\varepsilon)^* H_0 U^\varepsilon = \frac{1}{\varepsilon^2} - \frac{m+1}{2m} \Delta x - \varepsilon^2 \frac{m+1}{2m} \Delta y - \varepsilon \frac{1}{m} \nabla x \nabla y \] (27)

where \( m \) is the reduced mass of the system.

Therefore

\[ (U^\varepsilon)^* (H_0 + z) U^\varepsilon = \frac{1}{\varepsilon^2} \frac{m+1}{2m} \Delta x - \varepsilon^2 \frac{m+1}{2m} \Delta y - \varepsilon \frac{1}{m} \nabla x \nabla y + \varepsilon^2 z \] (28)

Inserting the identity \( 1 = U^\varepsilon (U^\varepsilon)^* \) and redistributing power of \( \varepsilon \) one has

\[ \frac{1}{H_0 + z} \sqrt{V^\varepsilon} K^\varepsilon \sqrt{V^\varepsilon} \frac{1}{H_0 + z} \equiv A^\varepsilon B^\varepsilon C^\varepsilon \] (29)

where

\[ A^\varepsilon(x, x'; y, y') = G_z(x - \varepsilon x') \sqrt{V(x')} \quad C^\varepsilon = \sqrt{V(x')} G_k(\varepsilon x - x'); y - y' \] (30)

where \( G_z \) is the kernel of \( (H_0 + z)^{-1} \).

From this we deduce for \( \varepsilon \to 0 \) strongly

\[ A^\varepsilon \to A, \quad C^\varepsilon \to C \] (31)

where

\[ A(x, x'; y, y') = G_z(x, y - y') \sqrt{V(x')} \quad C(x, x'; y, y') = \sqrt{V(x')} G_z(-x'; y - y') \] (32)

We now take into account that the Hamiltonian \( H_0 - V^\varepsilon(x) \) leaves invariant the space of functions that do not depend on the variable \( y \) and acts there as the Hamiltonian of the two-body problem.

In particular it has a zero energy resonance i.e. a function of two vector-valued coordinates which has the form \( \tilde{\psi}(x, y) = \psi(x) \) where \( \psi(x) \) is the resonance of the two-body problem.

This simplifies the problem because we can use the analysis made for the two-body problem. In the diagonal terms one scales only with respect to one of the variables.

This cancels (to first order in \( \varepsilon \)) the terms in the denominator that contain gradients with respect to the other variable and the part of the potential that depends on the other variable.

The remaining term is the Hamiltonian in one of the two channels plus the Laplacian in the other channel;

This operator admits as resonance function , the resonant function in the given channel times the identity in the other variable.

The two-body resonances contribute separately in the limit formula for the resolvent; this is due to the fact that the two-body resonances are of the type \( \phi(x_1 - x_3) \otimes 1 \) and \( 1 \otimes \phi(x_2 - x_3) \) where \( \phi \) is the two-body resonance function.

Define

\[ W(z) = \lim_{\varepsilon \to 0} W^\varepsilon(z) \quad W^\varepsilon(z) = \frac{1}{H^\varepsilon + z} - \frac{1}{H_0 + z} \quad \text{Re} z > 0 \] (33)
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Then
\[ W(z) = A\left(\frac{|\psi> <\psi|}{\frac{i\sqrt{2}}{4\pi}} \otimes I_y\right) + A'(I_x \otimes \frac{|\psi> <\psi|}{\frac{i\sqrt{2}}{4\pi}} \otimes I_y) \right) C' \]
where
\[ A(x, x'; y, y') = G_z(x; y - y') \sqrt{V(x')}, \quad C(x, x'; y, y') = \sqrt{V(x)} G_z(-x'; y - y') \]
and analogous formula for \( A', C' \).

As before we have denoted by \( G_z(x, y) \) the kernel of \( \frac{1}{H_0 + z} \). As in the two-body case we normalize the resonance by \( < V, \psi > = 1 \) and so the projecton is on a unit vector which depends on the potential \( V \).

This shows that the limit is a positive symmetric operator. Therefore it admits a unique self-adjoint extension.

The domain of the extension consists of the completion in \( L^2(\mathbb{R}^6) \) of the Sobolev space \( \mathcal{H}^1 \otimes \mathcal{H}^\infty \) with linear combination of the function of the form \( \phi(x)\xi(y) + \xi(x)\phi(y) \) where \( \phi \in L^2(\mathbb{R}^3) \) and \( \xi \) is the zero energy resonance.

Denote by \( S_z \) the limit \( \epsilon \rightarrow 0 \).

In order to prove that this limit provides the resolvent of the self-adjoint operator \( H \) one must still prove the identity
\[ \left( \frac{1}{H_0 + z} + W(z) \right)(H + z) = (H + z)\left( \frac{1}{H_0 + z} + W_z \right) = I \]
where \( W(z) \) is defined in eq. 37 and \( H = \lim_{\epsilon \rightarrow 0} H^\epsilon \).

Since in this case one has the explicit expressions of the kernels and the power series converges strongly one can verify with a straightforward analysis that this relation is indeed satisfied as a relation between quadratic forms on a dense domain.