Validation of Lumbar Compressive Force Simulation in Forward Flexion Condition
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Abstract: Safety standard requirements must be implemented for lumbar support robots, which are mainly used for preventing low back pain (LBP) in caregivers. Usually, simulations are used to mimic actions that are not allowed for a real person. However, a comprehensive validation of a simulator in dynamic conditions has not been conducted. In this study, an ergonomic simulator is validated through forward flexion invasive experiments. The correspondence between the simulated and experimental compressive force (CF), as well as the CF obtained using two existing models about the unified angle, is investigated. The results show that the CF error between the measurements and the simulator at a flexion angle of 30° is 11.8% and is lower than those obtained for the other two models (16.8% and 20.6%). Linear regression shows that the invasive data and estimated CF are close (slope = 1) in Merryweather’s model and CF simulator but not for Potvin’s model. We evaluate the precision of the simulator by using intraclass correlation coefficient method. Merryweather’s model is moderately consistent with invasive measurements, with R–0.685 and 0.627 at 0 and 30°, while the CF simulator shows good consistency with Merryweather’s model with R–0.879 and 0.836 at 0 and 30°.
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1. Introduction

Low back pain (LBP) is a common health concern worldwide, and its prevalence increased by 18% in 2016 [1]. A major cause of LBP is the peak compressive force (CF) [2]. LBP is common among caregivers because they often exert high CFs [3]. Lumbar-type physical assistant robots are expected to reduce or mitigate the risk of LBP when carrying a heavy load [4].

In recent years, various lumbar-type assistant robots have been developed. By mimicking the back muscles using wearable soft bands, Abdoli developed a passive lifting assistive device to reduce the back muscular force [5]. Sankai and Kawamoto developed a lumbar-type assistant robot controlled by electromyography (EMG) signals [6]. Toxiri and Koopman developed an active robot using both EMG and kinematics measurements [7]. However, the safety of these robots has not been rigorously assessed.

Though safety requirements in the design stage of physical assistant robots are stated in the associated international safety standard ISO 13,482, the requirements are limited only to conceptual design guidelines, such as “A personal care robot shall be designed to minimize or reduce physical stress or strain to its user due to continuous use” [8]. In other words, the standard does not specify any quantitative criteria on the risk of LBP, although it identifies the hazards associated with physical assistant robots, which can be found in the use cases exemplified in Annex A of the standard. In this study, we evaluate whether the burden exerted at the lumbar vertebrae is safe considering the CF, the safety limit of which was originally determined to be 3.4 kN by the National Institute for Occupational Safety and Health (NIOSH) [9].
Previous studies have considered muscular damage due to LBP. van Dieën reported that the trunk muscle recruitment pattern of patients with LBP is different from that of patients without LBP owing to the difference in spine stability [10]. Moreover, a postural control strategy can be adopted by people with LBP to maintain stability under trunk muscle fatigue [11]. Chan found that back pain occurs as trunk muscles exceed the limit to protect the tissues from further damage [12]. These studies imply that the spine stability should be considered to estimate the CF.

In this study, we apply only the 3.4 kN CF criterion, beyond which damage to lumbar disks is expected to cause LBP. It is worth noting that the CF exerted at a lumbar vertebra changes depending on the posture and motions even though they require a positive amount of maximum assistive force. This force is linked with a lumbar burden reduction ratio defined in JIS B 8456-1 which was determined using the machine/dummy method [13,14]. However, the machine/dummy method cannot represent the soft tissues nor mimic different motion patterns; these characteristics can be represented in human simulators. Simulators are expected to provide useful data to determine whether a caregiving posture that is captured and modeled for the later purpose of biomechanical analyses is sufficiently safe.

To avoid using any motion capture system, Potvin et al. proposed a static model to estimate the CF that exploits mechanical stability [15]. The focus in this model is the muscular and intersegmental forces concerned with the external load and human upper body weight. Merryweather et al. developed a quasi-dynamic model in which the muscular and intersegmental forces induce a static CF, and their coefficients are determined by the regression analysis of human flexion motion in a 3D simulator called 3DSSPP [16]. Finally, the quasi-dynamic CF is obtained by multiplying the static CF by a coefficient related to the flexion speed.

The existing estimation methods are limited to static/quasi-dynamic calculations, and their applicability to dynamic scenes has not been statistically verified. It has been reported that the static estimation is less than the dynamic estimation by 11–38%; thus, the static model cannot be applied in dynamic conditions [17].

Therefore, it is important to validate CF simulators with inverse dynamics functionality to estimate the CF. Currently, CF simulators can be easily constructed and combined with the moment arm proposed by Chaffin et al. [18]. In these simulators, the human movement is first recorded by a motion capture system. Second, the lumbar intersegmental force and moment are estimated using inverse dynamics [19,20]. Third, the CF is determined as a component of the resultant lumbar intersegmental force and the erector spinae force, which is perpendicular to the sacrum. By modeling the lumbar moment with a single muscle, the erector spinae is assumed to have a constant moment arm in the motion [21,22].

Although different CF estimation methods have been compared in previous studies, their dynamic performance was not comprehensively evaluated and invasive CF data were not considered [17,23]. Without the dynamic performance of the model and the invasive CF data, it is difficult to assess the accuracy of the models and their applicability in lumbar support robots.

In this study, we validate a CF simulator based on inverse dynamics computation using an ergonomic simulator. We also compare the data estimated by the CF simulator and those obtained by the regression models proposed by Potvin et al. and Merryweather et al. with the results of previous invasive CF experiments [15,16].

2. Method

2.1. Subjects and Tasks

The Institutional Review Board at Nagoya University (Department of Engineering, No. 17-4) approved this project. Sixteen healthy male subjects (mean age: 25 y, standard deviation: 2.0 y; mean height: 1.71 m, standard deviation: 0.05 m; mean mass: 64.3 kg, standard deviation: 5 kg) with no history of LBP participated in the study.
Forward flexion is a practical method for estimating the load on the lumbar region [16,24]. Under conditions of no external load, subjects were asked to flex their backs forward ten times from an upright position to the highest possible posture in 2 and 10 s. The extension process took the same time.

The effect of training the subjects was not considered in the presented study. In contrast, to obtain the CF data from them in a severer situation, we considered that the basic flexion could result in worse postures than those of the trained caregiver. In the next stage, we will train subjects in terms of lifting, transfer, and positioning with a Hoyer lift.

2.2. Instrumentation

An optical motion-capture (mocap) system with three MAC3D cameras (Motion Analysis Co., Santa Rosa, CA, USA) was used to acquire the motion data as shown in Figure 1. More than 40 optical markers were taped directly to the subjects’ skin to represent the feature points of each body part. The markers were placed on the head, shoulders, hands, waists, arms, legs, feet, hips, and back, including the lumbar spine (from T12 to S1.). Two force plates (M3D-EL-FP-U type, Tec Gihan Co., Kyoto, Japan) were used to measure the ground reaction force at each foot, one at the ball of the foot and the other at the heel. In this paper, the flexion level is presented as the “flexion angle”, which is the relative angle between the axis through S1 and C7 in the standing posture and flexed posture, as shown in Figure 1.

The motion and analog force data were synchronized by the mocap system and filtered by a fourth-order low-pass filter at a cut-off frequency of 10 Hz.

![Figure 1](image.png)

**Figure 1.** Schematic of experimental setup for obtaining the ground reaction force and motions. Four force plates were used to measure the ground reaction force on both feet, and optical markers were placed all over the body and monitored by the motion-capture system. The external box with a mass of 20 kg was simulated in the compressive force (CF) simulator. The flexion angle $\theta$ was considered as an indicator of the flexion level.

2.3. CF Estimation

2.3.1. CF Simulator

The CF simulator estimates the CF in two steps: inverse dynamic computation and lumbar muscular force computation. First, a virtual human model was reconstructed in the ergonomic assessment system DhaibaWorks, which was developed by the Japanese National Institute of Advanced Industrial Science and Technology (AIST) [25]. In this model, body segments are assumed to be coupled links. The intersegmental forces and joint torque of the body segments are computed by the inverse dynamic algorithm [26]. Second, the net joint torque at L5/S1 $N_{L5/S1}$ exerted by all lumbar muscles, which can be regarded as being produced by a representative muscle [21] as shown in Figure 2a, was calculated as follows:
where \( F_m^{(L5/S1)} \) represents the representative muscular force (N). \( r \) is the moment arm vector; its direction is from L5/S1 and perpendicular to the representative muscle line of action, and its length is set to 5.3 cm [18].

\[
N^{(L5/S1)} = F_m^{(L5/S1)} \times r, \tag{1}
\]

\( F_m^{(L5/S1)} \) is the intersegmental force at joint L5/S1, and \( \alpha \) (rad) is the angle between \( F_m^{(L5/S1)} \) and the axis \( pS_1 \) perpendicular to the sacrum surface through \( S_1 \).

2.3.2. Model of Merryweather

As shown in Figure 2b, Merryweather established a model to estimate the CF. In this model, the magnitude of the CF \( CF_m \) is expressed as follows:

\[
CF_m \equiv \|CF_m\| = \|F^{(L5/S1)}\|\cos(\alpha) + \|F_m^{(L5/S1)}\|, \tag{2}
\]

\[
SF_m \equiv \|SF_m\| = \|F^{(L5/S1)}\|\sin(\alpha), \tag{3}
\]

\( F^{(L5/S1)} \) (N) is the intersegmental force at joint L5/S1, and \( \alpha \) (rad) is the angle between \( F^{(L5/S1)} \) and the axis \( pS_1 \) perpendicular to the sacrum surface through \( S_1 \).

In forward flexion motion (2D case), the representative muscle is the erector spinae, and the muscular force exerted by the erector spinae muscle maintains the lumbar stability at L5/S1. The mechanical equilibrium at L5/S1 is shown in Figure 2a. The magnitude of the CF, \( CF_d \) (N), and shear force, \( SF_d \) (N), can be expressed as follows:

\[
CF_d \equiv \|CF_d\| = \|F^{(L5/S1)}\|\cos(\alpha) + \|F_m^{(L5/S1)}\|, \tag{2}
\]

\[
SF_d \equiv \|SF_d\| = \|F^{(L5/S1)}\|\sin(\alpha), \tag{3}
\]

where \( F^{(L5/S1)} \) (N) is the intersegmental force at joint L5/S1, and \( \alpha \) (rad) is the angle between \( F^{(L5/S1)} \) and the axis \( pS_1 \) perpendicular to the sacrum surface through \( S_1 \).

Merryweather et al. assumed that CF consists of three components. The first is the muscular force of the upper body weight (BW/2) exerted at the upper center of mass (CoM) with respect to L5/S1; the second represents the muscular force of the external load with respect to L5/S1; the third term represents the force exerted by the upper body mass and the external load. The moment arm of the back muscle (erector spinae) is incorporated into the coefficients 0.0167 and 0.145. The coefficient of each component is determined by the regression analysis of the simulation result by a 3D ergonomic simulator 3DSSPP [16].
2.3.3. Model of Potvin

Potvin developed a static human model by directly using mechanical equilibrium and regression analyses. In this model, the magnitude of the CF, \( \text{CF}_p \), can be expressed as follows:

\[
\text{CF}_p \equiv \| \text{CF}_p \| = \frac{(0.54BW \times g \times WB + L \times g \times HB)}{0.06 + \sin(\gamma) \times (0.54BW + L) \times g},
\]

where \( BW \) is the body weight (kg) (the upper body weight is 54% of the \( BW \) and acts at the upper CoM); \( WB \) represents the moment arm (m) of the upper body’s CoM; \( L \) is the external load (kg); \( HB \) is the moment arm (m) of the external load about L5/S1, and \( \gamma \) is the angle between the trunk (C7-S1) and the horizontal direction (rad).

\( WB \) and \( HB \) are obtained by two linear regression models:

\[
WB = -0.032 + 0.104LA - 0.004V + 0.000356\gamma + 0.354\cos(\gamma),
\]

\[
HB = -0.144 + 0.991LA - 0.031V + 0.000193\gamma + 0.281\cos(\gamma),
\]

where \( LA \) is the horizontal distance between \( L \) and the ankles, and \( V \) is the vertical distance between the ground and \( L \). On the right side of Equation (5), the first component represents the amount of muscular force exerted by the upper body weight and the external load, the moment arm of the back muscle (erector spinae) was determined to be 0.06 m, and the second component represents the amount of the contact force between L5 and S1 [15].

The characteristics of the three models (i.e., the models by Potvin et al., Merryweather et al., and the CF simulator proposed in this study) are compared in Table 1. From Figure 1 and Table 1, it can be seen that the angles of the three models are different, and it is not convenient for us to find the relationship between the CF and flexion posture. Thus, only the angle \( \beta \) and \( \gamma \) are used for calculating the CF. To display the relationship between the flexion level and the CF, we use the flexion angle \( \theta \).

| Model                | CF Simulator | Merryweather [16] | Potvin [15] |
|----------------------|--------------|-------------------|-------------|
| Type                 | Inverse dynamic model | Regression model | Regression model |
| Conditions           | Dynamic      | Quasi-dynamic     | Static      |
| Torso angles base line | C7/S1 in standing/flexion | Vertical and C7/S1 | C7/S1 and horizontal |

The CFs at the L5/S1 level estimated by Merryweather et al. and Potvin et al. were compared with those estimated by the CF simulator [15,16].

There are other models that can be used to estimate CF, such as the statistical method, EMG method, and optimization method [27–29]. However, these models may yield some errors in motions. For example, in the statistical method, an error larger than 20% can occur as the torque is smaller than 10 N·m [27]. In the EMG-assisted method, a part of muscular force can be provided by passive tissues which cannot be monitored by EMG device (e.g., flexion-relaxation phenomena). Thus, muscular force and the compressive force can be underestimated. The accuracy of the optimization criteria on presenting muscular forces has not been validated. Hence, we select the models of Potvin and Merryweather because they are potentially applied to more realistic conditions than other models.

2.3.4. CF Estimated by Invasive Data

The reported invasive measurements were used to evaluate the performance of the CF simulator. The amount of CF estimated from the invasive experimental measurement is \( \text{CF}_i \), which is obtained from the intradiscal pressure (IDP) measured by the invasive experiment and is used to evaluate the model’s precision [30–33].
CF_i can be obtained as follows:

\[ CF_i = IDP \times A_{disc} \times c \]  

(8)

where \( A_{disc} \) is the cross-sectional area of the intervertebral disc, and \( c \) is the correction factor to convert IDP to CF. CF is calculated from the IDP using a conversion coefficient because the property of the intervertebral discs is not uniform. The conversion coefficient, or correction factor, is used to determine the mean IDP per unit area. The proposed range of this correction factor is 0.55–0.77 [30], and a mean value of 0.66 was used in recent studies [34,35]. Dreischarf et al. established a finite element model and pre-determined several values (0.77, 0.66, and 1) for the correction factor in the L5/S1 disc [36]. The CF had a strong correspondence with the pre-load simulated value at the L5/S1 level when the correction factor was 0.66. Therefore, in this study, a correction factor of 0.66 was adopted to convert the IDP to CF.

The estimated and experimental CFs can be compared with respect to the unified flexion angle (\( \theta \)). In Figure 3, the precision of the CF simulator is compared with data from previous invasive experiments [30–33]. Detailed information of these experiments is presented in Table 2.

![Flowchart of compressive force (CF) estimation procedure and validation of the CF simulator](image)

Figure 3. Flowchart of compressive force (CF) estimation procedure and validation of the CF simulator. Each motion was recorded by a motion-capture system, and kinematics data were used for estimating the CF in the CF simulator and in the models by Potvin and Merryweather [15,16]. The data were compared with invasive experimental data to evaluate the precision of each model.

2.3.5. Validation

The estimated CFs from each model for ten subjects and invasive data at two flexion angles (0°, 30°) were compared. We used the Kruskal–Wallis test/Mann–Whitney test with Boferroni procedure to analyze whether estimated and invasive data were significantly different from each other.

A scatter plot regression method was employed to represent the relationship between simulation and experimental results [37]. The CF determined from invasive data were considered to be the real CF. The CFs obtained from the models with ten subjects were compared with invasive result under the same flexion angle. The CF was estimated at flexion angles of 0°, 10°, 20°, and 30°, which were selected from the literature [30–33]. Subsequently, we built a relationship between the invasive experimental and the modeled CFs, representing the horizontal and vertical axes, respectively.
The intraclass correlation coefficient (ICC) is a reliability evaluation method that is used for quantitatively evaluating the precision of the CF simulator in this study [38]. However, the body parameters and kinematics data reported from previous invasive experiments are not sufficient to reconstruct the motions in the CF simulator. To solve this problem, we adopted an indirect method: first, we attempted to find a statistical model that is at least moderately consistent with the invasive data by the ICC method; and second, we evaluated the precision of the CF simulator with respect to this statistical model by the ICC method again. We labeled the statistical model in this procedure as “precision evaluating model”. In the second use of the ICC method, sixteen participants were randomly divided into two sub-groups: the sub-group for the CF simulator (mean age: 25.5 y, standard deviation: 2.0 y; mean height: 1.72 m, standard deviation: 0.045 m; mean mass: 64.5 kg, standard deviation: 5.5 kg), and the sub-group for Merryweather’s model (mean age: 24.5 y, standard deviation: 2.1 y; mean height: 1.70 m, standard deviation: 0.05 m; mean mass: 64.2 kg, standard deviation: 5.5 kg).

Table 2. Information of invasive intradiscal pressure (IDP) measurements.

| Researcher | Information | Disc Level | $A_{disc}$ (cm²) | Postures | IDP (MPa) | CF (N) |
|------------|-------------|------------|------------------|----------|-----------|--------|
| Nachemson [30] | Two subjects 49–52 y, 67–75 kg, 163–175 cm | L4/L5 | 19.7 | Standing | 0.60 * | 780 |
| Wilke [31] | One subject 45 y, 70 kg, 168 cm | L4/L5 | 18 | Standing Forward flexion at 36°, Standing (19.8 kg), lifting (19.8 kg) | 0.5, 1.08, 2.3 | 594, 1283, 2732 |
| Sato [32] | Eight subjects 22–29 y, 60–90 kg, 166–181 cm | L4/L5 | 15.9 | Standing Forward flexion at 30° | 0.53, 1.32 | 556, 1385 |
| Takahashi [33] | Three subjects 24–26 y, 70–77 kg, 170–180 cm | L4/L5 | 19.1 | Standing Forward flexion at 30°, Standing (10 kg), Forward flexion (10 kg) | 0.34, 0.416, 1.46 | 556, 428, 1525 |

* Nachemson’s measurement is corrected by Dreischarf et al. [36].

3. Result
3.1. CF Estimation

Figure 4 shows the comparison between the estimated CF obtained with the proposed simulator, the model by Potvin [15], and the model by Merryweather [16], and the modified invasive measurements for forward flexion angles of 0°, 10°, 20°, and 30°. The mean values of L5/S1 at the different forward flexion angles for all estimations (models and experiment) are shown in Figure 4. The CF estimated by the CF simulator at 0°, 10°, 20°, and 30° is 416, 841, 1244, and 1546 N, respectively. Table 3 presents the difference in the CF between adjacent flexion angle ranges of 0°–10°, 10°–20°, and 20°–30°, hereinafter referred to as AR1, AR2, and AR3, respectively. These differences are different among the different models: the increase in CF obtained by the CF simulator between AR1 and AR2 and between AR2 and AR3 is −2.2 and −10.1 N/deg, respectively.
Figure 4. Comparison between different models and invasive measurement under free flexion. The error bar signifies the standard deviation (STD) (N) (* $p \leq 0.05$; ** $p \leq 0.01$).

Table 3. Relationship between compressive force (CF) and flexion angle estimated with different models and measurements.

| N = 10 | Increment of the CF at L5/S1 (N/deg) |
|--------|--------------------------------------|
| Angle range (°) | AR1 (from 0° to 10°) | AR2 (from 10° to 20°) | AR3 (from 20° to 30°) |
| Invasive measurement | 49.0 | 26.6 | 11.5 |
| CF simulator | 42.5 | 40.3 | 30.2 |
| Merryweather [16] | 35.0 | 37.2 | 31.5 |
| Potvin [15] | 34.0 | 30.3 | 27.9 |

3.2. Influence of Dynamic Motion

Figure 5 shows the comparison between two- and ten-second flexions in terms of the change in the mean angle, angular velocity, and mean angular acceleration in all the trials from one subject. In Figure 5, the whole motion, including flexion and recovery within 2 and 10 s, is normalized between 0 and 100%. The largest difference in the angular velocity was observed at point A, and the corresponding flexion angle was approximately 48°. The largest difference in angular acceleration was observed at point B for a flexion angle (vector S1-C7 relative angle before and after being rotated) of 90°. Figure 6 shows the estimation with and without the 20 kg load at different flexion speeds. The CFs at 48° and 90° for the two- and ten-second flexion motions were similar.

3.3. Regression Analysis

Figure 7 shows the linear regression fit of the models obtained by comparing the CF estimated using the models with that obtained from invasive measurements under the same flexion angle. It can be seen that the intercept becomes 0, and only the slope reveals the relation of data close to the vertical axis (estimated CF from models) and the horizontal axis data (CF obtained by invasive measurements). As the slope between the CF and flexion angle (Figure 7a–c) approaches 1, the correlation between the invasive measurements and the data estimated using the corresponding model increases. As shown in Table 4, the slopes obtained using the dynamic CF simulator, Merryweather’s model, and Potvin’s model are 1.012, 1.070, and 0.641 with $R^2$ of 0.683, 0.658, and 0.675, respectively; their root mean square errors (RMSEs) are 269, 259, and 205 respectively. Thus, we selected Merryweather’s model as the precision evaluating model.
Figure 5. (a) Flexion angle versus flexion process for 2 and 10 s movements; “A” represents the greatest difference in angular velocity between 2 and 10 s, which is approximately 48°, and “B” represents the greatest difference in angular acceleration between 2 and 10 s, which is approximately 90°; the flexion cycle is period that starts in an upright posture via flexion and ends in an upright posture again; (b) Trunk angular velocity versus flexion process for 2 and 10 s flexions; (c) trunk angular acceleration versus flexion process for 2 and 10 s flexions.

Figure 6. Compressive force (CF) estimated by CF simulator at 0°, 48°, and 90° with and without a 20 kg external mass.
Figure 7. Regression analysis between the estimated compressive force (CF) obtained from (a) the model by Merryweather et al. (2009), (b) the CF simulator, and (c) the model by Potvin et al. (1997) with respect to the CF determined from invasive measurements; (d) Kruskal–Wallis test results: significance level ($p \leq 0.001$) among the distances between markers and $y = x$ line estimated by the three models.

Table 4. Linear regression analysis between the estimated compressive force (CF) and invasive measurements.

| Model                | Slope | $R^2$  | RMSE (N) |
|----------------------|-------|--------|----------|
| Merryweather [16]    | 1.070 | 0.658  | 259      |
| Potvin [15]          | 0.641 | 0.675  | 205      |
| CF simulator         | 1.012 | 0.683  | 269      |

3.4. Precision Analysis

In the first step of precision evaluation, the reliability of Merryweather’s model when comparing with invasive measurement using the ICC method was 0.685 and 0.627 at 0 and 30°, respectively. Therefore, the consistency of Merryweather’s model with invasive measurement is moderate (0.5–0.75), which can be accepted as the precision evaluating model. In the second step, the $R$ between Merryweather’s model and the CF simulator is 0.879 and 0.836 at 0 and 30°, respectively. This shows a good consistency (0.75–0.9) between the two models [38].

4. Discussion

The accuracy of simulators that provide validation data of the safety standards of physical assistant robots must be high. We compared the performance of three types of biomechanical models with the data obtained from an invasive experiment involving ten healthy subjects. We hypothesized that a CF simulator can improve the precision of CF estimation over the models proposed by Merryweather and Potvin under dynamic
conditions [15,16]. Under forward flexion conditions, the results of each model were compared with those of invasive measurements [30–33].

The CF was estimated under the flexion angle $\theta$ of 0°, 10°, 20°, and 30°. A Wilcoxon test was performed to evaluate the difference between the CFs obtained with the three models and the invasive measurements at L5/S1 and 0° and 30°. The angles of 10° and 20° were excluded because of the lack of invasive data at those angles. Among all body parameters, the body height and weight have the greatest influence on the CF estimation [9]. The results of the Mann–Whitney test imply that there is no significant difference in the height and weight between the subjects in the present study and those in the invasive experiments. Thus, we consider the two groups of subjects to be in the same population and the group difference in height and weight to be negligible small. As a result, the CF of each model significantly differed from the CF obtained from the invasive measurements. Furthermore, as shown in Figure 4, the CF discrepancies imply that the model by Merryweather and the proposed CF simulator yield results that are more similar to those of the invasive measurements than those of the model by Potvin. The ratio of the increment of CF increasing with respect to flexion angle observed in ratio of the invasive experiment decreases from 49 to 11.5 N/deg as $\theta$ increases from AR1 to AR3. Only the CF simulator and the model by Potvin et al. show a trend similar to that of the invasive measurements, while the ratio of the increment of compressive force CF with respect to flexion angle obtained by Merryweather’s model increases from 35 to 37 N/deg from AR1 to AR2 and decreases from AR2 to AR3. Therefore, the CF simulator has a good correspondence with the invasive experiment data, in terms of both the trend and the absolute value. In Figure 4, the error of the CF simulator, compared with the experimental results, at 30° is 11.8%, which is much lower than the 16.8% and 20.6% errors of the models by Merryweather and Potvin, respectively.

The differences between the CF simulator and the model by Potvin is probably due to the dynamic/static conditions: at 0°, 10°, 20°, and 30°, the CF estimated with Potvin’s model is 241 N (52%), 326 N (38%), 426 N (34%), and 450 N (29%) smaller than that estimated with the CF simulator, respectively. This result is in good agreement with the results of van Dieën, who reported an error range of 11–38% of dynamic estimation [17].

We can conclude that Merryweather’s model performs better than Potvin’s one when comparing with invasive data. The possible reasons are as follows. First, Potvin’s model is originally based on static condition where the contribution of dynamic motion is not taken into account, while Merryweather’s model corrects the estimated static CF by using a dynamic coefficient $k > 1$. In the stoop case, which is the worst condition in forward flexion, $k$ approaches 1.15. Second, the model of Potvin is based on the mechanical equilibrium at lumbar, while Merryweather modified the constant term of the mechanical equation for compensating the error of the estimated result with respect to the actual human body condition. Third, in Potvin’s model, muscular force could be smaller than zero. This situation happens because the negative value of WB and HB can be obtained in Potvin’s model under the condition that LA approaches zero or when the load is horizontally close to the ankle. However, muscular force should always be positive. The muscular force with a negative sign implies that the CF estimated in Potvin’s model is smaller than the actual value; however, Merryweather’s equation does not contain the negative moment arm; thus, the muscular force is positive.

IDPs are usually measured at the L4/L5 level rather than the L5/S1 level. However, the difference between the IDPs measured at these positions is small. The in vitro experiment showed that the IDP obtained at L4/L5 was in good agreement with that obtained at L5/S1. As shown in Table 5, the errors measured from the upright posture and flexion motion are as small as 0.02 and 0.03 MPa, respectively [39–41]. Therefore, the difference in the CF acting on L4/L5 and L5/S1 is considered negligible, and the invasive measurements measured at the L4/L5 level are used for comparison. The difference of 0.02 and 0.03 MPa is small and corresponds to only 3% of the total L5/S1 stress in both upright and flexion postures. Therefore, we used the invasive data at the L4/L5 level. Furthermore, based on a
Mann–Whitney test, the Cabello’s measurement with six specimens shows no significant
difference ($p > 0.05$) between the stress at L4/L5 and L5/S1 at the significance level of 0.05
regardless of the posture. Thus, it is reasonable to use the $IDP$ measured at the L4/L5 level
instead of that at the L5/S1 level, which is difficult to measure in the invasive experiment.

Table 5. Comparison of $IDP$ at L4/L5 and L5/S1.

| Researchers   | Characteristic           | Lumbar Disc Level | $IDP$ (MPa)                  | Load (N) |
|---------------|--------------------------|-------------------|------------------------------|----------|
| Dolan [39]    | 22 subjects, 19–96 years old, 174 cm | L4/L5, L5/S1 | 0.74 (standing upright), 0.73 (standing upright) | 1000     |
| Cabello [40]  | 6 subjects, 49.5 (33–66) years old | L4/L5, L5/S1 | 0.84 (standing upright), 0.78 (standing upright), 0.99 (20$^\circ$ flexion), 0.97 (20$^\circ$ flexion) | 100–750  |

Muscle co-activation also affects the forward flexion. We focused on the extent of
the contribution of the co-activation on the CF. van Dieën performed an EMG-based
co-contraction analysis using lumbar muscles’ EMG [42]. He measured the preliminary,
maximum isometric contractions of those muscles and estimated the muscular force of each
muscle with the EMG-based model. Their result suggested a linear relationship between
the peak net moment and peak force at L5/S1 during both 2D flexion and 3D flexion
movements. This implies that the single back muscle model can also be used for both 2D
and 3D models only considering CF [42]. Thus, we consider that the single muscle model
is suitable for forward flexion motion.

In the single-back muscle model, the representative muscular moment arm is impor-
tant for muscular force estimation. The erector spinae is considered the major muscle in
forward flexion [43]. The muscular moment arm is the distance between the vertebral
body center and the erector spinae center in the sagittal plane. To obtain the muscular
moment arm, the distance between the erector spinae geometrical center and the neutral
line, which passes through the vertebral body center in the transverse plane, is calculated
by magnetic resonance imaging (MRI) or computed tomography (CT) [44]. Table 6 shows
the muscular moment arm estimated in previous studies. Most estimations are in the
5.3–7 cm range [18,44–47]. In this study, the lower limit (5.3 cm) was used to estimate the
CF and evaluate extreme lumbar conditions. This value is also in the range of representative
moment arm length estimated by van Dieën, which is suggested to be between 5–6 cm [42].

Table 6. Back muscle’s moment arm estimated by previous studies.

| Researcher   | Subjects                  | Length (cm)  |
|--------------|---------------------------|--------------|
| McGill [45]  | 13                        | 8.5 (0.68)   |
| Kumar [44]   | 8 males, 5 females        | 6.00 (0.37), 5.85 (0.49) |
| Németh [46]  | 11 males, 10 females      | 7.1 ± 2, 6.5 ± 2 |
| Daggfeldt [47]| 4 males                   | 5.3          |

The geometry of trunk muscles including erector spinae (ES), quadratus lumborum
(QL), pasos (PA), internal oblique (IO), external oblique (EO), rectus abdominis (RA), and
latissimus dorsi (LA) has been reported by McGill, Cholewicki, and Stokes [48–50]. McGill
estimated the relative displacement between L4/L5 level and the muscles’ endpoints [48].
Cholewicki presented the L4/L5 but each level from the ribcage to the sacrum and described
a more detailed model for multifidus and erector spinae [49]. Stokes presented a more
detailed model of EO and IO than Cholewicki [50]. However, the pattern of the muscle
recruitment varies among people in lateral flexion and twisting. It is necessary to obtain
how the muscles quantitatively affect in lateral flexion and twisting, as it has been found in forward flexion where erector spinae is the major muscle and the moment arm can be considered as a constant. Even though the representative moment arm is difficult to use aside from forward flexion, it is possible to establish the relationship between the CF and the dominant factors, such as flexion angle, twisting angle, and the external load based on the regression analysis. Therefore, the performance of this model in lateral flexion and twisting motion remains to be investigated in the future.

Our experiments were conducted in a 2D plane, which cannot represent realistic movement performed during caregiving tasks. We consider, however, that the forward flexion motions can represent actual caregiving transfer task motions. The critical issue is whether the CF estimated in 3D caregiving motions is similar to that obtained from a 2D model. Kingma reported that, in manual material transfer tasks, there is a minor L5/S1 moment difference between 2D and 3D tasks for the asymmetric handling task with the angle ranging from 0° to 90° [20]. Considering Kingma’s data, if the erector spinae’s moment arm is taken as 5.3 cm, as proposed by Chaffin et al. (2006), the error in the CF at 10°, 30°, 60°, and 90° of CF at 0° is 1.7%, 1.7%, 0%, and 1.3%, respectively [20]. These errors imply that transfer motions can be simplified by 2D flexion when taking CF as the safety assessment standard. By studying 2D flexion, we can estimate the peak CF achieved during caregiving tasks.

In this study, we assume that CF is one of the major factors contributing to back pain and the CF should be similar at the same flexion angle in symmetric forward flexion and extension process. The second assumption is supported by Wilke’s invasive data [51]. However, extension could result in back pain not because of the lumbar but instead the hip: in the flexion-extension process, LBP patients are more likely to have an increase in gluteal fatigability related to LBP in extension than healthy people [52]. In our study, we aim to validate the CF simulator for standardization of lumbar safety. Although the hip muscle is related to LBP, this factor cannot be quantitatively evaluated for LBP currently. We emphasize that compressive force is suitable for standardization.

For each sample, the values along the horizontal axis in Figure 7a–c were obtained from different flexion postures in the invasive experiment, and the values in the vertical axis were obtained by each model under the same conditions. The linear relationship helps to understand whether the estimated data are in good agreement with the experimental data. In Figure 7d, the difference between the models is presented by the distance (D) between the marker and the line y = x shown in Figure 7a–c. It can be seen that the CFs estimated using the Kruskal–Wallis test on the D of the Merryweather, Potvin, and CF simulator are significantly different (p ≤ 0.001). In Table 4, the slope implies that both the CF simulator and the model by Merryweather perform better than the model by Potvin. Thus, we conclude that dynamic models can obtain more accurate CF estimates at L5/S1 than static ones. The discrepancy between the model of Potvin and the invasive measurements is probably due to the difference in the CF during static and dynamic motion.

The Kruskal–Wallis test results show a significant difference (p ≤ 0.01) among the estimates of the models and the invasive data. The Mann–Whitney test is performed between the estimated CF by each model and the invasive data, respectively. Considering the small amount of invasive data available, the significance level of invasive data and estimated CF by each model is set as α = 0.01. Potvin’s data show a highly significant difference with the invasive data in both 0° and 30° flexion conditions. A small difference is observed between the CF simulator and the Merryweather’s model. Even though the anthropometric data vary, the CF estimated with the simulator and Merryweather model have a smaller difference from the invasive measurement than the estimates of Potvin’s model. However, in the 3D condition, Merryweather’s model cannot estimate the external forces other than those exerted by the hands. During caregiving tasks performed with arms, which shorten the moment arm of external loads, Merryweather’s model can overestimate the moment at L5/S1. Under this condition, the CF simulator can estimate the external
force acting on any point of the body. Because the back muscle model can also be used in 3D cases, the simulator can be applied in various caregiving conditions.

None of the previous studies quantitatively evaluated the precision of a model by using invasive data [17,23]. An important reason is that invasive data are reported in only a few conditions and the subjects are limited. Thus, we compared only 0 and 30° conditions between invasive data and estimated data, where most of the invasive data are reported. Although the consistency between Merryweather’s model and invasive measurement is moderate, it is promised expected to promote the reliability if more invasive data are reported in the future. Even so, not all simulators can reconstruct the motion and simulate the conditions while relying only on the reported data of invasive experimental conditions. A simpler “precision evaluating model” is taken as the bridge between invasive measurement and some complex model, such as the CF simulator; if the precision of the precision evaluating model is accepted, a complex model in good or excellent consistency with the precision evaluating model is also accepted.

5. Limitation

Validation was performed with a relatively small group of ten subjects. They did not represent a wide range of ages, body weights, and body heights; hence, these parameters are not investigated in this study. These healthy subjects did not include the elderly. In different age groups, the compressive strength at the lumbar disc of the elderly is less, approximately 1.7 kN, than that of young people under the 10% risk level [53]. Under the same CF, the elderly may have a higher risk of low back pain.

With the exception of lumbar criterion, arm strength is an important factor of flexion/lifting motion. The criterion of arm strength is not included in this study because the strengths of nonpreferred and preferred arms show a considerable difference. This difference may cause errors in standardization for the safety requirement.

We did not simulate the restricted hip motion of caregivers with hip pathology, which is another limitation of this study. One reason is that the different severity of hip pathology may lead to different restricted range of hip motion; thus, it is difficult to select an appropriate restriction level. Another reason is that the restriction degree of one joint motion may affect other joint motions. Caregivers with hip pathology have to adopt inappropriate posture in caregiving tasks, thus experiencing more CF at the lumbar. Therefore, in this study, we asked the subject to maintain a stoop posture to present the worst case in forward flexion.

Considering that the peak CF usually occurs at the flexion/lifting period in transfer tasks, we validated the CF simulator in the dynamic flexion condition. The twisting motion is not presented in this model because the erector spinae muscular force cannot provide most of the required twisting torque; hence, the evaluation of twisting motion requires a muscle model that can accurately present all the activated muscles at the lumbar region. Because the recruitment pattern of the lumbar muscles in twisting cannot be accurately obtained, the way in which twisting with external load in the musculoskeletal model is presented remains to be investigated.

The lumbar correction factor $c$ range from 0.55 to 0.77 with the mean value of 0.66 [30,36]. Even though the correction factor varies for each individual, we cannot clearly determine the variations. Thus, we directly took the mean value 0.66 for all individuals as it was used by Dreischarf et al. and Nachemson et al. [30,36].

The individual differences affect the estimation results; the participants in this study were different from those in the invasive experiments. Because the variance of the invasive measurements affects the reliability of the data, it is necessary to investigate the factors causing the variance. The coefficient of variation of the erector spinae’s EMG is reported in resisted back extension with a wide range of 0.16–0.38 [54]. However, only a slight difference was observed in the body parameters of the subjects: ages of $18 \pm 1.2$ yr, heights of $176.5 \pm 3.2$ cm, and body masses of $71 \pm 4.5$ kg. This implies that the error on invasive measurements could not be reduced by only normalizing the body parameters or fixing
the motion pattern. Even though this study includes almost all previous invasive data, the difference between the invasive data of our participants and those of previous studies is difficult to estimate and introduces inaccuracy in the quantitative evaluation of the three models.

6. Conclusions

In this study, we validated a CF simulator by applying it to lumbar-type assistant robots with standard ISO 13,482 safety requirements. The validation was performed in forward flexion using previous invasive measurements for comparison. In addition to the CF simulator, the performance of two existing models, namely those proposed by Merryweather and Potvin, were evaluated and compared. Using the ICC method, Merryweather’s model was selected as the “precision evaluating model” to indirectly evaluate the precision of the CF simulator which was established based on the inverse dynamics method and single muscle model.

When considering the increment in CF with respect to the flexion angle, only the CF simulator was in agreement with the decreasing trend of the increment in CF observed in the invasive measurements (as shown in Table 3). But none of the models can perfectly show the same tendency with the invasive measurement. During the forward flexion, a significant difference between the estimated CF from Merryweather’s model and the CF simulator in the regression analysis was found; the model by Merryweather et al. and the proposed CF simulator showed similar performance and yielded results that were more similar to those of the invasive measurements than those of the model by Potvin et al. Potvin’s model is regarded as different from other two models. In the ICC precision analysis, Merryweather’s model showed a moderate consistency with invasive measurement at 0 and 30°; in the second step, the CF simulator had a good correspondence with Merryweather’s model at both angles. From these results, we conclude that the CF simulator yields results that are similar to those of invasive measurements.
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