X-ray ionization rates in protoplanetary discs
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ABSTRACT

Low-mass young stellar objects are powerful emitters of X-rays that can ionize and heat the disks and the young planets they harbour. The X-rays produce molecular ions that affect the chemistry of the disk atmospheres and their spectroscopic signatures. Deeper down, X-rays are the main ionization source and influence the operation of the magnetorotational instability, believed to be the main driver for the angular momentum redistribution crucial for the accretion and formation of these pre main-sequence stars. X-ray ionization also affects the character of the dead zones around the disk midplane where terrestrial planets are likely to form. To obtain the physical and chemical effects of the stellar X-rays, their propagation through the disk has to be calculated taking into account both absorption and scattering. To date the only calculation of this type was done almost 15 years ago, and here we present new three-dimensional radiative transfer calculations of X-ray ionization rates in protoplanetary discs. Our study confirms the results from previous work for the same physical parameters. It also updates them by including a more detailed treatment of the radiative transfer and by using ionizing spectra and elemental abundance more appropriate for what is currently known about protoplanetary disks and their host stars. The new calculations for a typical ionizing spectrum yield respectively lower and higher ionization rates at high and low column densities at a given radius in a disc. The differences can be up to an order of magnitude near 1 AU, depending on the abundances used.
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1 INTRODUCTION

Young Stellar Objects (YSOs) are known to be strong emitters of X-rays with typical photon energies $\sim$ keV (Preibisch et al. 2005). These X-rays irradiate the accretion disks of YSOs where they are responsible for ionizing the inner disk at depths beyond the range of far ultraviolet (FUV) photons (Glassgold, Najita & Igea 1997). Using a Monte Carlo code, Igea and Glassgold (1999; IG99) studied the propagation of the X-rays in the accretion disks around YSOs (henceforth protoplanetary disks). Including both absorption and scattering, they showed that scattering allows hard X-rays to penetrate disks to depths as far down as vertical columns of $\sim 3 \times 10^{25} \text{cm}^{-2}$, or about 70 g cm$^{-2}$. This depth extends well below the warm inner atmospheres of protoplanetary disks that are observable at near and mid infrared wavelengths.

Somewhat surprisingly, there have been no confirming calculations of the results of IG99 in the intervening years. We do this here using up to date methods embodied in the Mocassin code (Ercolano et al. 2003, 2005, 2008a; www.3d-mocassin.net). Ercolano et al. (2008b, 2009) and Ercolano & Owen (2010) have applied this code to a study of diagnostics for protoplanetary disk atmospheres. Mohanty, Ercolano \& Turner (2013) have used the mocassin X-ray ionization rates in their analysis of midplane ionization of protoplanetary disks. In addition to verifying and clarifying the results in IG99, we extend the scope of this work by studying the dependence on the elemental abundances in protoplanetary disks and by investigating realistic X-ray spectra based on observations of YSOs. We also present our results online in useful form.

2 METHODS

Our initial objective is to compare results obtained by IG99 with those from MOCCASIN. It is important to recognize that detailed comparisons are not simple because the two procedures are very different. MOCCASIN is a broad based radiative transfer program that includes X-rays, whereas the IG99 cal-
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calculation was a one-time specific calculation. The underlying physics is treated differently in the two programs and to make matters more difficult, the full electronic version of the IG99 code has been lost.

We performed the ionization rate calculation using a modified version of the 3D radiative transfer and photoionization code MOCASSIN (Ercolano et al 2003, 2005, 2008a). The code uses a Monte Carlo photon packet approach to the transfer of radiation (Lucy et al 1999), allowing the treatment of both the direct stellar radiation as well as the diffuse fields and the transfer through a mixture of gas and dust. MOCASSIN includes all the relevant X-ray photoionization and related processes, as described by Ercolano et al (2008a). This code differs from the treatment in IG99 by allowing a full treatment of Compton scattering and secondary ionization by suprathermal electrons that are produced by inner shell ionization of abundant metals. It also uses a more sophisticated Monte Carlo estimator for the radiation field.

The treatment of physical processes by IG99 is significantly simpler. The direct absorption by X-rays is expressed with an analytic approximation to the cosmic average cross section for both solar and depleted abundances (defined in Table 1). Compton scattering and ionization are also included. The secondary electrons that arise from X-ray absorption and the Auger effect actually generate the bulk of the ionization, but they are not followed in detail. Instead the ionization is computed using the semi-empirical energy to make an ion-pair, which is close to 36 eV (Dalgarno et al. 2009) for a fully neutral gas, which is the case assumed in the models.

In order to compare our calculations with those of IG99 for the same or at least very similar conditions, we ran several calculations for monochromatic and thermal spectra using the IG99 depleted abundances (Table 1). We have found that the IG99 analytic approximation for the absorption cross-section agrees very well with the MOCASSIN cross-section for the same abundances. However, IG99 adopted a low energy cut-off of 1 keV in their work, so that the low-energy absorption is different in the two calculations.

Table 1 lists the abundances used in this work. The first column gives the rather extreme abundances used by IG99, where most of the heavy elements are completely removed except for obviously highly volatile elements. The scenario behind this choice is that the protoplanetary grains have agglomerated and settled to the midplane. The third column lists the well determined interstellar abundances for diffuse interstellar clouds obtained from UV absorption line spectroscopy (Savage & Sembach 1996).

In order to ensure good sampling in the high energy tail of the spectrum, IG99 opted to perform a set of 20 monochromatic calculations spanning the range from 1 to 20 keV and combine them by weighting the resulting ionization rates according to the desired input spectrum (Green’s function). We take a different approach here by weighting the input photon packets so that all ranges in the input spectrum are appropriately sampled. This is important to ensure the accuracy of the ionization rates at large columns in the disc where only the most energetic photons in the high-frequency tail of the input spectrum can penetrate.

We follow IG99 and assume a ring source of radius $5R_\odot$ placed at a height of $5R_\odot$. The X-ray luminosity of a given source is therefore scaled by a factor of two, to account for two rings placed symmetrically above and below the disc midplane. Thus the luminosities quoted in the text and tables are the total for both ring sources. We note that the ionization rates do not depend strongly on the exact choice of the ring radius for values varying between 2 and 10 $R_\odot$, as already demonstrated by IG99.

The disc density distribution adopted here is the same as in IG99, i.e. a minimum mass solar nebula model, as in Hayashi, Nakazawa & Nakagawa (1985). We assume the same parameters as in IG99 and refer the reader to Section 2 in their work for a detailed description. We note here however, that, as demonstrated in IG99, the ionization rates are not sensitive to the exact choice of the surface density distribution (see Figure 5 in IG99), and depend mainly on vertical column density.
3 IONIZATION RATES

In this section we first make some comparisons between the present calculations of ionization rates and those in IG99. These involve both monochromatic X-rays and those emitted by isothermal sources. Then we will consider more realistic spectra based on measurements by the X-ray observatory Chandra, in particular The Chandra Orion Ultradeep Project (COUP; Getman et al. 2005). The parameters of the spectra are summarized in Table 2.

3.1 Comparison with IG99

As the basis for their Green’s function approach, IG99 carried out 20 calculations for monochromatic X-rays in the range 1-20 keV. In Figure 1, we compare three of these with the MOCASSIN calculations for photon energies of 1, 5 and 20 keV. The black MOCASSIN points are generally in good agreement with the red curves from IG99. The most significant difference occurs for 1 keV, where the IG99 curve dips down too rapidly near \( N = 10^{22} \text{ cm}^{-2} \). In the spirit of IG99 Figure 3, we have also calculated the ionization rates for thermal spectra with \( kT \) values of 3, 5 and 8 keV at three radii, \( R = 1, 5 \) and 10 AU. In Figure 2, the calculations are color coded as black (3 keV), red (5 keV) and green (8 keV). The 10 AU curve has been shifted down by 10 relative to those at 5 AU. The X-ray luminosity is \( 10^{29} \text{ erg s}^{-1} \), consistent with a similar plot in IG99.

As already noted by IG99, their use of equally spaced \( \delta \) functions leads to an undersampling in the 1-2 keV region when the thermal average is calculated. However, taking into account the limitations and uncertainties in making such comparisons, the agreement between IG99 and the present calculations is quite good. Figure 2 confirms the conclusion of IG99 that the ionization rate depends only weakly on the X-ray temperature and mainly on the X-ray flux, i.e., on the luminosity and the radius.

3.2 Ionization Rates for COUP Spectra

The COUP project measured the X-ray properties of 1400 young stars in the Orion Nebula Cluster (Getman et al. 2005). From these data Wolk et al. (2005) made a detailed study of 28 Sun-like stars, and we use the average X-ray properties of this sample (their Table 4) for the present calculations. In Table 2 we refer to this average spectrum set as COUP MSM (for mean solar mass). The low and high X-ray temperature components have, respectively, 1/3 and 2/3 of the total luminosity of \( L_X = 2 \times 10^{30} \text{ erg s}^{-1} \). The results are shown in Figure 3 for solar abundances (black curves) and ISM depleted abundances (red curves). At small and moderately large column densities, \( \log N_{\text{H}} < 23.5 \text{ cm}^{-2} \), there is a fairly strong dependence on abundance. Recalling the discussion in Sec. 2 on grain growth and settling, this may also be considered as a dependence on grain size. Solar abundances might then apply to small grains where the heavy elements are fully exposed to the X-rays independent of their partitioning between gas and grain. The depleted abundances would correspond to the situation where the depleted elements are incorporated into grains that grow and settle out close to the midplane. This is probably the case for protoplanetary disk atmospheres exposed to stellar X-rays. For very large column densities the ionization rates are almost independent of the abundances, as might be expected for the situation where the main interaction of the X-rays is
mass YSOs. Due to the high of the previous figure. The results are roughly similar to Flare), and the results shown in Figure 4 following the style of Compton/Thomson scattering and ionization of H and He. Figure 3 confirms again that the Thomson cross section dominates over absorption for energies greater than $\sim 5\text{keV}$, but photons of these energies are the only ones that can penetrate so deep. Some of the curves in Figure 3 seem to drop precipitously due to the small number of surviving photons at the largest columns. At these maximum depths, the ionization rate has reached $\zeta = 10^{-22}\text{s}^{-1}$.

We have also calculated the ionization rate for the average flare spectrum using Table 2 of Getman et al. (2008). The spectrum parameters are given in Table 2 (under COUP X-ray observations (Wolk et al. 2005) of the Orion Nebula Custer at 1 AU, 5 AU and 10 AU for solar abundances (black) and depleted interstellar abundances (red) given in Table 1. The X-ray luminosity is $L_X = 2 \times 10^{31}\text{erg s}^{-1}$, and the X-ray temperature is given in Table 2. For ease of viewing, the 5 AU and 10 AU curves have been shifted down by factors of 10 and 1,000 relative to those for 1 AU.

Figure 3. Ionization rates plotted vs. vertical column density for a two-temperature average representation of the COUP X-ray observations (Wolk et al. 2005) of the Orion Nebula Custer at 1 AU, 5 AU and 10 AU for solar abundances (black) and depleted interstellar abundances (red) given in Table 1. The X-ray luminosity is $L_X = 2 \times 10^{31}\text{erg s}^{-1}$, and the other spectrum parameters are given in Table 2. For ease of viewing, the 5 AU and 10 AU curves have been shifted down by factors of 10 and 1,000 relative to those for 1 AU.

(by at most 1 dex) ionisation rates for the flare case in the range $\log N_{\text{H}} \sim 23 - 25\text{cm}^{-2}$ are compensated by smaller ionisation rates for the same case at low column densities, $\log N_{\text{H}} \sim 21\text{cm}^{-2}$ for the solar abundances (not shown) and $\log N_{\text{H}} \sim 22\text{cm}^{-2}$ for depleted abundances (Figure 5). The differences are due to the fact that the harder photons require a larger column before they can be efficiently absorbed by the gas. The transition occurs at lower columns in the solar case compared to the depleted abundance case, i.e. $\log N_{\text{H}} \sim 21\text{cm}^{-2}$ compared to $\log N_{\text{H}} \sim 22\text{cm}^{-2}$, because the higher metal abundances allows the required optical depth for interaction to be achieved at lower hydrogen columns.

4 CONCLUSIONS

We have performed new three-dimensional radiative transfer calculations of X-ray ionization rates in protoplanetary discs. Our results are in broad agreement with the previous calculations of IG99 for the same stellar and disc properties.

The calculations include a two-temperature average representation of the COUP X-ray sources in the Orion Nebula Custer (Wolk et al. 2005). In essentially all cases, the effects of the X-rays fade by a vertical depth $\sim 70\text{ gr cm}^{-2}$ at 1 AU, a very small fraction of the disc thickness at that radius. This finite depth occurs because penetrating high-energy X-rays interact with matter through the Compton effect, rather than by photoelectric absorption. The ionization rate at such depths for a typical YSO is $\sim 10^{-22}\text{s}^{-1}$, significantly smaller than the potential contributions from the radiative decay of galactic $^{26}\text{Al}$ (Stepinski 1992) or shielded cosmic rays (Cleeves et al. 2013). As shown in the figures, the effects of scattering appear at even smaller vertical columns near $10^{24}\text{cm}^{-2}$, consistent with the Thomson cross section.

There are significant differences in the ionisation rates between the simple one-temperature thermal spectra used
Figure 5. Ionization rates plotted vs. vertical column density for a typical one-temperature flare spectrum (Getman et al. 2008) at 1 AU, 5 AU and 10 AU (black lines) and for a two-temperature average representation of the COUP X-ray observations (Wolk et al. 2005) of the Orion Nebula Cluster (red lines). All models employed depleted ISM abundances (Table 1). The X-ray luminosity is $L_X = 2 \text{ erg s}^{-1}$ for both cases, and the X-ray temperatures are given in Table 2. For ease of viewing, the 5 AU and 10 AU curves have been shifted down by factors of 10 and 1,000 relative to those for 1 AU.

Figure 6. Ionization rates plotted vs. vertical column density for a 5 keV thermal spectrum with IG99 depleted abundances 1 AU, 5 AU and 10 AU (black lines) compared to a two-temperature average representation of the COUP X-ray observations (Wolk et al. 2005) of the Orion Nebula Cluster for depleted ISM abundances (red dashed lines) and solar abundances (blue dash-double-dot lines). Abundances are listed in Table 1. The X-ray luminosity is $L_X = 2 \text{ erg s}^{-1}$ in all cases, and the X-ray temperatures are given in Table 2. For ease of viewing, the 5 AU and 10 AU curves have been shifted down by factors of 10 and 1,000 relative to those for 1 AU.

The calculations in this paper are relevant for a number of astrophysical problems. In the upper atmosphere of the inner disc ($N < 10^{24} \text{ cm}^{-2}$), X-ray ionization affects the chemistry and thus the molecular spectroscopy of the disc. Below, the X-rays help determine the geometry of the dead-zone associated with the magneto-rotational instability, especially its vertical thickness. On the other hand, stellar X-rays do not play a role on the ionization of the mid-plane region of the dead-zone, where other processes may be at work (e.g., Turner & Drake 2009; Mohanty et al. 2013). Another interesting application of the ionization by X-rays generated by young stars is the atmospheres of gaseous planets formed in protoplanetary discs, including the young Sun (e.g., Turner et al. 2013).

In order to make the results in this paper available for such applications, they are posted as tables in the online material associated with this article, as well as at www.3d-mocassin.net. New calculations with different ionisation and disc or planetary atmosphere properties will be readily performed upon request.
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