CHOOSABILITY WITH UNION SEPARATION

MOHIT KUMBHAT1, KEVIN MOSS1, AND DERRICK STOLEE1,2

Abstract. List coloring generalizes graph coloring by requiring the color of a vertex to be selected from a list of colors specific to that vertex. One refinement of list coloring, called choosability with separation, requires that the intersection of adjacent lists is sufficiently small. We introduce a new refinement, called choosability with union separation, where we require that the union of adjacent lists is sufficiently large. For \( t \geq k \), a \((k, t)\)-list assignment is a list assignment \( L \) where \( |L(v)| \geq k \) for all vertices \( v \) and \( |L(u) \cup L(v)| \geq t \) for all edges \( uv \). A graph is \((k, t)\)-choosable if there is a proper coloring for every \((k, t)\)-list assignment. We explore this concept through examples of graphs that are not \((k, t)\)-choosable, demonstrating sparsity conditions that imply a graph is \((k, t)\)-choosable, and proving that all planar graphs are \((3, 11)\)-choosable and \((4, 9)\)-choosable.

1. Introduction

For a graph \( G \) and a positive integer \( k \), a \( k \)-list assignment of \( G \) is a function \( L \) on the vertices of \( G \) such that \( L(v) \) is a set of size at least \( k \). An \( L \)-coloring is an assignment \( c \) on the vertices of \( G \) such that \( c(v) \in L(v) \) for all vertices \( v \) and \( c(u) \neq c(v) \) for all adjacent pairs \( uv \). A graph is \( k \)-choosable if there exists an \( L \)-coloring for every \( k \)-list assignment \( L \) of \( G \), and \( G \) is \( k \)-colorable if there exists an \( L \)-coloring for the \( k \)-list assignment \( L(v) = \{1, \ldots, k\} \). The minimum \( k \) for which \( G \) is \( k \)-choosable is called the choosability or the list-chromatic number of \( G \) and is denoted by \( \chi_l(G) \). Erdős, Rubin, and Taylor [6] and independently Vizing [12] introduced the concept of list coloring and demonstrated that there exist graphs that are \( k \)-colorable but not \( k' \)-choosable for all \( k' \geq k \geq 2 \). Since its introduction, choosability has received significant attention and has been refined in many different ways.

One refinement of choosability is called choosability with separation and has received recent attention [1, 4, 7, 8, 15] since it was defined by Kratochvıl, Tuza, and Voigt [10]. Let \( G \) be a graph and let \( s \) be a nonnegative integer called the separation parameter. A \((k, k - s)\)-list assignment is a \( k \)-list assignment \( L \) such that \( |L(u) \cap L(v)| \leq k - s \) for all adjacent pairs \( uv \). We say a graph \( G \) is \((k, t)\)-choosable if, for any \((k, t)\)-list assignment \( L \), there exists an \( L \)-coloring of \( G \). As the separation parameter \( s \) increases, the restriction on the intersection-size of adjacent lists becomes more strict.

We introduce a complementary refinement of choosability called choosability with union separation. A \((k, k+s)\)-list assignment is a \( k \)-list assignment \( L \) such that \( |L(u) \cup L(v)| \geq k+s \)
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for all adjacent pairs $uv$. We similarly say $G$ is $(k,t)$-choosable to imply choosability with either kind of separation, depending on $t \leq k$ or $k < t$. Observe that if $G$ is $(k,k+s)$-choosable, then $G$ is both $(k,k-r)$-choosable and $(k,k+r)$-choosable for all $r \geq s$. Note that if $L$ is a $(k,k-s)$-list assignment, we may assume that $|L(v)| = k$ as removing colors from lists does not violate the intersection-size requirement for adjacent vertices. However, when considering a $(k,k+s)$-list assignment, we may not remove colors from lists as that may violate the union-size requirement for adjacent vertices. Due to this asymmetry, we do not know if there is a function $f(k,s)$ such that every $(k,k-s)$-choosable graph is also $(k,k+f(s))$-choosable.

Thomassen [11] proved that all planar graphs are 5-choosable. The main question we consider regarding planar graphs and choosability with union separation is identifying minimum integers $t_3$ and $t_4$ such that all planar graphs are $(3,t_3)$-choosable and $(4,t_4)$-choosable. We demonstrate that $6 \leq t_3 \leq 11$ and $6 \leq t_4 \leq 9$.

Kratuchvıl, Tuza, and Voigt [9] proved that all planar graphs are $(4,1)$-choosable and conjecture that all planar graphs are $(4,2)$-choosable. Voigt [13] constructed a planar graph that is not $(4,3)$-choosable and hence is not $(4,5)$-choosable. We show that $t_4 \leq 9$.

**Theorem 1.** All planar graphs are $(4,9)$-choosable.

A chorded $\ell$-cycle is a cycle of length $\ell$ with one additional edge. For each $\ell \in \{5,6,7\}$, Berikkyzy et al. [1] demonstrated that if $G$ is a planar graph that does not contain a chorded $\ell$-cycle, then $G$ is $(4,2)$-choosable. The case $\ell = 4$ is notably missing from their results, especially since Borodin and Ivanova [3] proved that if $G$ is a planar graph that does not contain a chorded 4-cycle or a chorded 5-cycle, then $G$ is 4-choosable. We prove that if $G$ is a planar graph containing no chorded 4-cycle, then $G$ is $(4,7)$-choosable (see Theorem 8).

Kratuchvıl, Tuza, and Voigt [9] conjecture that all planar graphs are $(3,1)$-choosable. Voigt [14] constructed a planar graph that is not $(3,2)$-choosable and hence is not $(3,4)$-choosable. In Section 2 we construct graphs that are not $(k,t)$-choosable, including a planar graph that is not $(3,5)$-choosable. This hints towards a strong difference between intersection separation and union separation. We show that $t_3 \leq 11$.

**Theorem 2.** All planar graphs are $(3,11)$-choosable.

We also consider sparsity conditions that imply $(k,t)$-choosability. For a graph $G$, the maximum average degree of $G$, denoted $\text{Mad}(G)$, is the maximum fraction $\frac{2|E(H)|}{|V(H)|}$ among subgraphs $H \subseteq G$. If $\text{Mad}(G) < k$, then $G$ is $(k-1)$-degenerate and hence is $k$-choosable. Since $\text{Mad}(K_{k+1}) = k$ and $\chi_\ell(K_{k+1}) > k$, this bound on $\text{Mad}(G)$ cannot be relaxed. In Section 4 we prove that $G$ is $(k,t)$-choosable when $\text{Mad}(G) < 2k - o(1)$ where $o(1)$ tends to zero as $t$ tends to infinity. This is asymptotically sharp as we construct graphs that are not $(k,t)$-choosable with $\text{Mad}(G) = 2k - o(1)$.

Many of our proofs use the discharging method. For an overview of this method, see the surveys of Borodin [2], Cranston and West [5], or the overview in Berikkyzy et al. [1]. We use a very simple reducible configuration that is described by Proposition 6 in Section 3.
1.1. **Notation.** A (simple) graph $G$ has vertex set $V(G)$ and edge set $E(G)$. Additionally, if $G$ is a plane graph, then $G$ has a face set $F(G)$. Let $n(G) = |V(G)|$ and $e(G) = |E(G)|$.

For a vertex $v \in V(G)$, the set of vertices adjacent to $v$ is the *neighborhood* of $v$, denoted $N(v)$. The *degree* of $v$, denoted $d(v)$, is the number of vertices adjacent to $v$. We say $v$ is a $k$-vertex if $d(v) = k$, a $k^-$-vertex if $d(v) \leq k$ and a $k^+$-vertex if $d(v) \geq k$. Let $G - v$ denote the graph given by deleting the vertex $v$ from $G$. For an edge $uv \in E(G)$, let $G - uv$ denote the graph given by deleting the edge $uv$ from $G$. For a plane graph $G$ and a face $f$, let $\ell(f)$ denote the length of the face boundary walk; say $f$ is a $k$-face if $\ell(f) = k$ and a $k^+$-face if $\ell(f) \geq k$.

2. **Non-$(k, t)$-Choosable Graphs**

**Proposition 3.** For all $t \geq k \geq 2$, there exists a bipartite graph that is not $(k, t)$-choosable.

**Proof.** Let $u_1, \ldots, u_k$ be nonadjacent vertices and let $L(u_1), \ldots, L(u_k)$ be disjoint sets of size $t - k + 1$. For every element $(a_1, \ldots, a_k) \in \prod_{i=1}^k L(u_i)$, let $A = \{a_1, \ldots, a_k\}$, create a vertex $x_A$ adjacent to $u_i$ for all $i \in [k]$, and let $L(x_A) = A$ (see Figure 1). Notice that $|L(u_i) \cup L(x_A)| = t$ for all $i \in [k]$ and all vertices $x_A$, so $L$ is a $(k, t)$-list assignment. If there is a proper $L$-coloring $c$ of this graph, then let $A = \{c(u_i) : i \in [k]\}$; the color $c(x_A)$ is in $A$ and hence the coloring is not proper.

![Figure 1. A graph that is not $(k, t)$-choosable.](image)

Observe that the graph constructed in Proposition 3 has average degree $\frac{2k(t-k+1)^k}{k+(t-k+1)^t}$; as $t$ increases, this fraction approaches $2k$ from below. Observe that when $k = 2$ the graph built in Proposition 3 is planar, giving us the following corollary.

**Corollary 4.** For all $t \geq 2$, there exists a bipartite planar graph that is not $(2, t)$-choosable.

We now construct a specific planar graph that is not $(3, 5)$-choosable.

**Proposition 5.** There exists a planar graph that is not $(3, 5)$-choosable.

**Proof.** Let $A$ and $B$ be disjoint sets of size three, and let $c_1, \ldots, c_4$ be distinct colors not in $A \cup B$. Let $v_A$ and $v_B$ be two vertices and let $L(v_A) = A$ and $L(v_B) = B$. For each $a \in A$ and $b \in B$, consider the graph displayed in Figure 2 create a copy of this graph where the left vertex is $v_A$ and the right vertex is $v_B$. Assign lists to the interior vertices...
of this graph using the colors \{a, b, c_1, \ldots, c_4\} as shown in the figure. Observe that \(L\) is a (3,5)-list assignment. If there exists a proper \(L\)-coloring, then let \(a \in A\) be the color on \(v_A\) and \(b \in B\) be the color on \(v_B\) and consider the copy of this gadget using these colors. Observe that in the 4-cycle induced by the neighbors of the center vertex, all four colors \(c_1, \ldots, c_4\) must be present. Then the coloring is not proper as the center vertex is assigned one of these colors. \(\square\)

## 3. Reducible Configurations

To prove all of our main results, we consider a minimum counterexample and arrive at a contradiction through discharging. In this section, we describe the structures that cannot appear in a minimum counterexample.

**Proposition 6.** Let \(G\) be a graph, \(uv\) an edge in \(G\), \(t \geq k \geq 3\), and \(a = |N(u) \cap N(v)|\) with \(a \in \{0, 1, 2\}\). Let \(L\) be a \((k, t)\)-list assignment and suppose that there exist \(L\)-colorings of \(G - u\), \(G - v\), and \(G - uv\). If \(d(u) + d(v) \leq t + a\), then there exists an \(L\)-coloring of \(G\).

**Proof.** If \(|L(u)| > d(u)|\), then the \(L\)-coloring of \(G - u\) extends to an \(L\)-coloring of \(G\) as there is a color in \(L(u)\) that does not appear among the neighbors of \(u\); thus we assume \(|L(u)| \leq d(u)|\). By a symmetric argument we may assume \(|L(v)| \leq d(v)|\). If \(|L(u) \cap L(v)| = \emptyset\), then the \(L\)-coloring of \(G - uv\) is an \(L\)-coloring of \(G\); thus we assume \(|L(u) \cap L(v)| \geq 1\) and \(|L(u) \cup L(v)| \leq |L(u)| + |L(v)| - 1 \leq d(u) + d(v) - 1\).

Note that \(t + 2 \geq d(u) + d(v) \geq |L(u)| + |L(v)| \geq t + 1\). Thus \(a \geq 1\) and either \(|L(u)| = d(u)|\) or \(|L(v)| = d(v)|\); assume by symmetry that \(|L(u)| = d(u)|\). Let \(c\) be an \(L\)-coloring of \(G - u\). For \(x \in \{u, v\}\), let \(L'(x)\) be the colors in \(L(x)\) that do not appear among the neighbors \(y \in N(x) \setminus \{u, v\}\). Since \(c(v) \in L'(v)\), we have \(L'(v) \neq \emptyset\). Since \(|L(u)| = d(u)|\), we have \(L'(u) \neq \emptyset\). Observe that \(|L'(u) \cup L'(v)| \geq |L(u) \cup L(v)| - |N(u) \cup N(v)| + 2 \geq t - (d(u) + d(v) - a) + 2 \geq 2\). Thus either \(|L'(u)| = |L'(v)| = 1\) or \(|L'(x)| \geq 2\) for some \(x \in \{u, v\}\) and therefore there are choices for \(c'(u) \in L'(u)\) and \(c'(v) \in L'(v)\) such that \(c'(u) \neq c'(v)\). If \(c'(y) = c(y)\) for all \(y \in V(G) \setminus \{u, v\}\), then \(c'\) is an \(L\)-coloring of \(G\). \(\square\)

![Figure 2. A planar gadget with a (3,5)-list assignment.](image)
4. Sparse Graphs

In this section, we determine a relationship between sparsity and choosability with union separation.

**Theorem 7.** Let $k \geq 2$ and $t \geq 2k - 1$. If $G$ is a graph with $\text{Mad}(G) < 2k \left(1 - \frac{k}{t+1}\right)$, then $G$ is $(k, t)$-choosable.

**Proof.** Let $c = 2k - \frac{2k^2}{t+1}$. Observe that since $t \geq 2k - 1$ that $c \geq k$. For the sake of contradiction, suppose there exists a graph $G$ with $\text{Mad}(G) < c$ and a $(k, t)$-list assignment $L$ such that $G$ is not $L$-choosable. Select $(G, L)$ among such pairs to minimize $n(G) + e(G)$. Observe that $k \leq |L(v)| \leq d(v)$ for every vertex.

We use discharging to demonstrate $\text{Mad}(G) \geq c$, a contradiction. Assign charge $d(v)$ to every vertex $v$, so the total charge sum is equal to $2e(G)$. We discharge using the following rule:

(R) If $u$ is a vertex with $d(u) < c$, then $u$ pulls charge $\frac{c - d(u)}{d(u)}$ from each neighbor of $u$.

Suppose that $v$ is a vertex that loses charge by (R). Then there exists an edge $uv \in E(G)$ where $d(u) < c$. Note that since $G - uv$ is $L$-choosable, $|L(u) \cap L(v)| \geq 1$ and $d(u) + d(v) \geq t + 1$. It follows that

$$d(v) \geq t + 1 - d(u) > t + 1 - c \geq c.$$ 

Therefore, a vertex either loses charge by (R) or gains charge by (R), not both.

Observe that if $d(u) < c$, then $u$ pulls enough charge by (R) to end with charge at least $c$.

Finally, suppose $v$ is a vertex with $d(v) = d \geq c$.

If $d \geq t + 1 - k$, then neighbors of $v$ pull charge at most $\frac{c - k}{k}$ from $v$. The final charge on $v$ is given by

$$d - d \left(\frac{c - k}{k}\right) = d \left(\frac{2k - c}{k}\right) = d \left(\frac{2k - (2k - \frac{2k^2}{t+1})}{k}\right) = d \left(\frac{2k}{t+1}\right) \geq (t + 1 - k) \frac{2k}{t+1} = c.$$ 

Now suppose that $d < t + 1 - k$. If a vertex $u$ pulls charge from $v$ by (R), then $d(u) \geq d' = t + 1 - d$. Thus, $v$ loses charge at most $\frac{d - d'}{d'}$ to each neighbor. The final charge on $v$ is given by

$$d - d \left(\frac{c - d'}{d'}\right) = d \left(1 - \frac{c - d'}{d'}\right) = d \left(\frac{2d' - c}{d'}\right) = d \left(\frac{2(t + 1 - d) - c}{t + 1 - d}\right).$$
Observe that $d \left( \frac{2(t+1-d)-\epsilon}{t+1-d} \right) \geq \epsilon$ if and only if $2(t+1-d)d - (t+1)\epsilon \geq 0$. By the quadratic formula, this polynomial (in $d$) has roots at $d \in \left\{ \frac{t+1}{2}, \frac{t+1}{2} + \sqrt{(t+1)(t+1-2\epsilon)} \right\}$; the discriminant is nonnegative since $(t+1)((t+1)-2\epsilon) = (t+1-2k)^2$. Thus, the final charge on $v$ is below $\epsilon$ if and only if $d < k$ or $d > t+1-k$, but we are considering $d$ where $k \leq \epsilon \leq d < t+1-k$. □

Note that Theorem 4 implies that a graph $G$ is $(4,15)$-choosable when $\text{Mad}(G) < 8 \left(1 - \frac{4}{15}\right) = 6$. If $G$ is planar, then $\text{Mad}(G) < 6$ and hence is $(4,15)$-choosable. There is no $t$ such that Theorem 7 implies all planar graphs are $(3,t)$-choosable. We now directly consider planar graphs and find smaller separations suffice.

5. $(4,t)$-choosability

Proof of Theorem 4. Suppose $G$ is a plane graph minimizing $n(G) + e(G)$ such that $G$ is not $L$-colorable for some $(4,9)$-list assignment $L$. By minimality of $G$, we can assume that $d(v) \geq |L(v)| \geq 4$ for all vertices $v$ and $|L(u) \cap L(v)| \geq 1$ for all adjacent pairs $uv$. By Proposition 6, if $uv$ is an edge in $G$, then $d(u) + d(v) > 9 + \min(|N(u) \cap N(v)|,2)$. Observe that $\min(|N(u) \cap N(v)|,2)$ is at least the number of 3-faces incident to the edge $uv$.

For each $v \in V(G)$ and $f \in F(G)$ define $\mu(v) = d(v) - 4$ and $\nu(f) = \ell(f) - 4$. Note that the total initial charge of $G$ is $-8$. For a vertex $v$, let $t_3(v)$ be the number of 3-faces incident to $v$. Apply the following discharging rule.

(R1) If $v$ is a $5^+$-vertex and $f$ is an incident 3-face, then $v$ sends charge $\frac{\mu(v)}{\nu(f)}$ to $f$.

All vertices and 4$^+$-faces have nonnegative charge after applying (R1).

Let $f$ be a 3-face with incident vertices $u, v, w$ where $d(u) \leq d(v) \leq d(w)$. Since $\nu(f) = -1$, if suffices to show that $f$ receives charge at least 1 in total from $u$, $v$, and $w$ by (R1).

If $d(u) \geq 6$, then $\frac{\mu(u)}{d(u) - 3} \geq \frac{1}{3}$ for all $x \in \{u, v, w\}$ and each vertex $u$, $v$, and $w$ sends charge at least $\frac{1}{3}$, giving $f$ nonnegative final charge.

If $d(u) = 4$, then $d(w) \geq d(v) \geq 7$ since $d(u) + d(v) \geq 11$ by Proposition 6. If $d(v) \geq 8$, then each of $v$ and $w$ send charge at least $\frac{1}{2}$, giving $f$ nonnegative final charge. Thus, suppose $d(v) = 7$. Since $d(u) + d(v) = 11$, there is not another 3-face incident to the edge $uv$ by Proposition 6. Thus, $t_3(v) \leq 6$ and hence $v$ sends charge at least $\frac{1}{2}$ to $f$. Similarly, $w$ sends charge at least $\frac{1}{2}$ so $f$ has nonnegative final charge.

If $d(u) = 5$, then $d(v) \geq 6$ since $d(u) + d(v) \geq 11$ by Proposition 6. If $d(v) \geq 7$, then vertex $u$ sends charge at least $\frac{1}{5}$ and each of $v$ and $w$ send charge at least $\frac{2}{5}$, giving $f$ nonnegative final charge. If $d(v) = 6$, then there is not another 3-face incident to the edge $uv$ by Proposition 6. Thus, $t_3(v) \leq 5$ and $v$ sends charge at least $\frac{1}{5}$ to $f$. Similarly, $w$ sends charge at least $\frac{2}{5}$ so $f$ has nonnegative final charge.
We conclude that all vertices and faces have nonnegative charge, so $G$ has nonnegative total charge, a contradiction.

\[\square\]

**Theorem 8.** If $G$ is a planar graph and does not contain a chorded 4-cycle, then $G$ is $(4,7)$-choosable.

**Proof.** Suppose $G$ is a plane graph minimizing $n(G) + e(G)$ such that $G$ does not contain a chorded 4-cycle and $G$ is not $L$-colorable for some $(4,7)$-list assignment $L$. By minimality of $G$, we can assume that $d(v) \geq |L(v)| \geq 4$ for all vertices $v$ and $|L(u) \cap L(v)| \geq 1$ for all adjacent pairs $uv$. In particular, no two adjacent vertices of degree 4 share a 3-face by Proposition 6. Let the initial charge of a vertex be $d(v) - 4$ and that of a face be $\ell(f) - 4$.

Note that the total initial charge of $G$ is $-8$. For a vertex $v$, let $t_3(v)$ be the number of 3-faces incident to $v$. Apply the following discharging rule.

(R1) If $v$ is a 5+ vertex and $f$ is an incident 3-face, then $v$ sends charge $\frac{\mu(v)}{t_3(v)}$ to $f$.

Since chorded 4-cycles are forbidden, no two 3-faces can share an edge. Hence for each vertex $v \in V(G)$, there are at most $\left\lfloor \frac{d(v)}{2} \right\rfloor$ 3-faces incident to $v$. It follows that vertices of degree at least 5 send charge at least $\frac{1}{2}$ to each incident 3-face. Since a 3-face has at most one incident 4-vertex by Proposition 6, all 3-faces have nonnegative final charge after (R1). Hence all vertices and faces have nonnegative final charge, so $G$ has nonnegative total charge, a contradiction. \[\square\]

6. (3,11)-choosability

**Proof of Theorem 5** Suppose $G$ is a plane graph minimizing $n(G) + e(G)$ such that $G$ is not $L$-colorable for some $(3,11)$-list assignment $L$. By minimality of $G$, we can assume that $d(v) \geq |L(v)| \geq 3$ for all vertices $v$ and $|L(u) \cap L(v)| \geq 1$ for all adjacent pairs $uv$. By Proposition 6 if $uv$ is an edge in $G$, then $d(u) + d(v) > 11 + \min(|N(u) \cap N(v)|, 2)$. Observe that $\min(|N(u) \cap N(v)|, 2)$ is at least the number of 3-faces incident to the edge $uv$.

For each $v \in V(G)$ and $f \in F(G)$ define initial charge functions $\mu(v) = d(v) - 6$ and $\nu(f) = 2\ell(f) - 6$. By Euler’s formula, total charge is $-12$. Apply the following discharging rules:

(R1) Let $v$ be a vertex and $u \in N(v)$.
   (a) If $d(v) = 3$, then $v$ pulls charge 1 from $u$.
   (b) If $d(v) = 4$, then $v$ pulls charge $\frac{1}{2}$ from $u$.
   (c) If $d(v) = 5$, then $v$ pulls charge $\frac{1}{3}$ from $u$.
(R2) If $f$ is a 4+ face and $uv$ is an edge incident to $f$ with $d(u) \leq 5$, then $f$ sends charge $\frac{1}{5}$ to $v$.

We claim the final charge on all faces and vertices is nonnegative. Since the total charge sum was preserved during the discharging rules, this contradicts the negative initial charge sum. Observe that no two 5−vertices are adjacent by Proposition 6, so each face $f$ is...
incident to at most $d(f) \alpha f$ vertices of degree at most five. If $f$ is a 3-face, then $f$ does not lose charge. If $f$ is a 4+-face, then $f$ loses charge at most 1 per incident 5-vertex. We have $d(f) \alpha f \leq 2\ell(f) - 6$ whenever $\ell(f) \geq 4$, so $f$ has nonnegative final charge.

Each 5-vertex gains exactly enough charge through (R1) so that the final charge is nonnegative.

Suppose $v$ is a 6+-vertex. We introduce some notation to describe the structure near $v$. For an edge $uv$, let $a(uv)$ be the number of 3-faces incident to the edge $uv$. Note that if $d(u) < 6$ and $a(uv) = 0$, then $v$ sends charge at most 1 to $u$ by (R1) and gains charge at least 1 via $uv$ by (R2), giving a nonnegative net difference in charge. Thus, if $v$ ends with negative charge, it must be due to some number of 5-vertices $u \in N(v)$ with $a(uv) > 0$.

For $k \in \{3, 4, 5\}$, let $D_k$ be the set of neighbors $u$ of $v$ such that $u$ is a $k$-vertex and $a(uv) = 2$; let $d_k = |D_k|$. Let $D^*_3$ be the set of neighbors $u$ of $v$ such that $u$ is a 3-vertex and $a(uv) = 1$; let $d^*_3 = |D^*_3|$. If $u \in D_k$, then $v$ gains no charge via $uv$ in (R2). If $u \in D^*_3$, then $v$ loses charge 1 to $u$ in (R1) but gains charge $\frac{1}{2}$ via $uv$ in (R2). Therefore, the final charge of $v$ at least $\mu(v) - d_3 - \frac{1}{2}d^*_3 - \frac{1}{2}d_4 - \frac{1}{3}d_5$. Recall $\mu(v) = d(v) - 6$, so if $v$ has negative final charge, then

$$d_3 + \frac{1}{2}d^*_3 + \frac{1}{2}d_4 + \frac{1}{3}d_5 > d(v) - 6. \tag{1}$$

Let $D = D_3 \cup D^*_3 \cup D_4 \cup D_5$. For each 3-face $uvw$ incident to $v$, at most one of $u, w$ is in $D$. If $u \in D, w \in N(v) \setminus D$, and $uvw$ is a 3-face, then $u$ gives a strike to $w$. Each vertex in $D_3 \cup D_4 \cup D_5$ contributes two strikes, and each vertex in $D^*_3$ contributes one strike. The total number of strikes is $2d_3 + d^*_3 + 2d_4 + 2d_5$ and each vertex $w \in N(v) \setminus D$ receives at most two strikes, so $2d_3 + d^*_3 + 2d_4 + 2d_5 \leq 2(d(v) - (d_3 + d^*_3 + d_4 + d_5))$. Equivalently,

$$2d_3 + \frac{3}{2}d^*_3 + 2d_4 + 2d_5 \leq d(v). \tag{2}$$

We now have $d(v) \geq 6$ and the two inequalities (1) and (2). Also recall that since $d(u) + d(v) > 11 + \min(|N(u) \cap N(v)|, 2)$, we have the following implications: if $d(v) \leq 10$ then $d_3 = 0$; if $d(v) \leq 9$, then $d^*_3 + d_4 = 0$; if $d(v) \leq 8$, then $d_5 = 0$.

If we subtract (1) from (2), then we find the following inequality.

$$d_3 + d^*_3 + \frac{3}{2}d_4 + \frac{9}{5}d_5 < 6. \tag{3}$$

There are 77 tuples $(d_3, d^*_3, d_4, d_5)$ of nonnegative integers that satisfy (3); see Appendix A for the full list. None of these tuples admit a value $d(v)$ that satisfies (1) and the implications. Therefore, there is no 6+-vertex $v$ with negative final charge. We conclude that all vertices and faces have nonnegative final charge. But total charge is $-12$, a contradiction. Thus a minimum counterexample does not exist and all planar graphs are (3,11)-choosable. \qed
CHOOSABILITY WITH UNION SEPARATION
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Appendix A. List of Tuples

The following list of tuples \((d_3, d_3^*, d_4, d_5)\) satisfy inequality (II). Recall that \(d(v) \geq 6, d_5 > 0\) implies \(d(v) \geq 9, d_3^* + d_4 > 0\) implies \(d(v) \geq 10\), and \(d_3 > 0\) implies \(d(v) \geq 11\). After these implications are applied, we find that the tuple \((d_3, d_3^*, d_4, d_5, d(v))\) violates inequality (II).

\[
\begin{align*}
(0, 0, 0, 0) \text{ fails (II) for } d(v) \geq 6. & \quad (0, 3, 1, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (2, 0, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 0, 1) \text{ fails (II) for } d(v) \geq 9. & \quad (0, 4, 0, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (2, 0, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 0, 2) \text{ fails (II) for } d(v) \geq 9. & \quad (0, 4, 0, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (2, 0, 0, 2) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 0, 3) \text{ fails (II) for } d(v) \geq 9. & \quad (0, 4, 1, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (2, 0, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 1, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (0, 5, 0, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (2, 0, 1, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 1, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 0, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 0, 2, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 1, 2) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 0, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 1, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 2, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 0, 2) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 1, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 2, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 1, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 1, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 0, 3, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 1, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 2, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 0, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 2, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 2, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 0, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 2, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 2, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 0, 2) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 0, 3, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (2, 3, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 1, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 0, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 0, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 1, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 0, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 0, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 2, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 0, 2) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 0, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 2, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 1, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 1, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 1, 3, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 1, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 1, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 0, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 1, 2, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 1, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 0, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 2, 0, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (3, 2, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 0, 2) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 2, 0, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (4, 0, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 1, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 2, 1, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (4, 0, 0, 1) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 1, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 3, 0, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (4, 0, 1, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 2, 2, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 3, 0, 1) \text{ fails (II) for } d(v) \geq 11. & \quad (4, 1, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 3, 0, 0) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 3, 1, 0) \text{ fails (II) for } d(v) \geq 11. & \quad (5, 0, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
(0, 3, 0, 1) \text{ fails (II) for } d(v) \geq 10. & \quad (1, 4, 0, 0) \text{ fails (II) for } d(v) \geq 11. \\
\end{align*}
\]