Application of Meta Learning in Face Recognition
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Abstract. Now is the information age, artificial intelligence rises under the background of this era, but in the field of artificial intelligence, deep learning stands out in machine learning with its excellent learning ability and is rapidly applied to face recognition engineering. However, the success of mainstream deep learning often depends on a lot of training data and training time. This paper proposes to use meta-learning technology to realize face recognition, meta-learning is to use the prior knowledge and experience to guide the learning of new tasks and has the ability to learn so that it can avoid the phenomenon of overfitting in the case of only a small number of samples. We regard the data set as a task, that is, meta-train task and meta-test task, using the MAML algorithm [1] fine-tuning gradient model based on prior knowledge to obtain optimization parameters to realize face recognition. Experiments show that deep learning neural networks using meta-learning technology can achieve higher accuracy and rate than ordinary face recognition neural networks. In the experiment, the recognition rate of the face can reach more than 92.6%. It has more intelligence and has made a contribution to the development of face recognition technology.
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1. Introduction
At present, the artificial intelligence technology began to rise, the company enterprise, the home life to face recognition demand is also increasing, using the increasingly perfect deep learning technology, gradually meet the needs of face recognition on various occasions, such as bank and privacy-related software login verification, easy to work and learn face recognition card equipment, these gradually spread throughout every corner of life. However, the mainstream deep learning technology needs to rely on a large number of training data and training time to train a good deep model, and cannot use prior knowledge, its generalization ability is weak. This makes the performance of the face recognition algorithm difficult to realize human intelligence.

In this paper, using the recently emerging meta-learning and small sample learning techniques, and using prior knowledge to adjust and optimize network parameters, the problem of less sample learning can be solved. It can avoid overfitting and achieve faster learning. Compared with traditional deep learning, it can obtain higher accuracy and rate. The Model-Agnostic Meta-Learning algorithm is used to learn a good initialization weight. By using hyperparametric gradients (double gradients) [2] descent, the network learns useful representations from the full distribution of tasks, thus has fast adaptation on new tasks, rapid convergence, and fine-tuning on small-scale samples.
This paper analyzes the application of deep learning technology in face recognition and finds that the existing face recognition algorithms still have the disadvantages of time-consuming and laborious. Hence, the study of introducing meta-learning and small sample [3] learning into face recognition VGG net model is established. In the research, the experiment realizes the classification with high accuracy under a few samples, and the learning speed is faster than the mainstream neural network algorithm, which improves the ability of the model and optimizes the performance of the face recognition algorithm.

2. MAML algorithm and small sample processing in face recognition

MAML algorithm, by initializing the network parameters, the neural network can obtain stronger learning ability, MAML focus on improving the overall learning ability of the model, rather than the ability to solve a specific problem. However, the mainstream face recognition algorithm focuses on solving the current task and starts learning again in the face of the new task, which leads to the weak generalization ability in face recognition. In order to solve the above problems, the MAML algorithm is used to make the model switch on different tasks during training, so as to initialize the network parameters. The final model is based on prior knowledge training. You can learn faster when facing new tasks.

This article works with a university's pattern recognition and artificial intelligence lab, the data set in the face recognition database is selected as the test object, set up the parameters according to the 6-way 10-shot experiment[4], and select a total of 400 labeled samples from 10 categories $C_1$ to $C_{10}$ for training meta-models $M_{meta}$, a total of 200 annotated samples were selected from 10 categories $P_1$ to $P_{10}$ to get the model $M_{fine-tune}$. Randomly selected 6 categories in $C_1$ to $C_{10}$, each category randomly selects 30 tagged samples to form a task $\Gamma$. Among them, 10 samples were support set, 20 remaining samples were query set. Using the support set and query set in each task $\Gamma$ to calculate the gradient of each parameter, update the parameters of the model. MAML algorithm performs a secondary gradient update, acting directly on the original model through SGD.

The optimization process [5] of the face recognition model is based on the MAML algorithm. In the MAML algorithm, $\phi$ are initial parameters for the network, and $\tilde{\theta}^n$ are unique network parameters obtained from the task n based on a specific learning rate[6]. The loss function is as follows:

$$L(\phi) = \sum_{n=1}^{N} l^n(\tilde{\theta}^n)$$ (1)

The loss value is calculated by using cross entropy as follows:

$$\frac{\partial C}{\partial w^l} = \frac{1}{n} \sum_{i} \alpha_l^{-1}(a_l^i - y)$$ (2)

$$\frac{\partial C}{\partial f^j} = \frac{1}{n} \sum_{i} (a_l^i - y_i)$$ (3)

Unlike the traditional pre-training model, the MAML algorithm carries out two gradient update[7], does not pursue the optimal loss value on the current model, and focuses on the stronger generalization ability in the face of new tests. The first gradient update is based on the parameters of the random initialization model, and the new parameters are calculated using the samples in the support set in the task. The second gradient update is based on the sum of the query set calculated losses of all the tasks that make up a batch to calculate the parameters SGD stochastic gradient descent, which enhances the generalization ability of the model and avoids overfitting the previous support set.

The specific parameter update process is shown in Fig.1 below:
Application and result analysis of face recognition

To solve the problem of face image classification and recognition, a face image recognition method based on the MAML algorithm and deep learning network VGG is proposed. First, the labeled samples in the training set are divided into meta-training domain and meta-test domain. Second, for model optimization, the quadratic gradient updated model is used to obtain the fine-tuning model $M_{fine-tune}$. Third, the MAML algorithm is used to classify the face images of the new category. In order to verify the effectiveness of the algorithm, the algorithm is tested by the face image database.

In this paper, a few face images are selected as training samples in cooperation with a pattern recognition artificial intelligence laboratory. In view of the more scenes applied to face recognition, the images are all positive face images. There are 6 categories in the total category. According to the requirement of 6-way 10-knot, the experimental setup is divided into face 1~6. The experimental results are shown in Fig.2. Experimental results show that the recognition rate of all images can reach more than 92.6%, and the loss value is about 3~4. This method has good recognition accuracy on a small number of samples. Although the loss value is larger than that of the mainstream network algorithm, it has a better generalization ability for the new samples. Therefore, it has a certain application value.

| Face category | Losses  | (%) accuracy |
|---------------|---------|-------------|
| Face 1        | 3.7866  | 98.5        |
| Face 2        | 3.5743  | 97.4        |
| Face 3        | 4.2343  | 92.6        |
| Face 4        | 2.9876  | 98.3        |
| Face 5        | 3.0234  | 94.7        |
| Face 6        | 3.2875  | 93.2        |

Fig.2 Experimental Results of Face Recognition

3. Face recognition based on MAML algorithm and small sample learning

Unlike the traditional face recognition algorithm, the dataset only needs a small number of tagged samples. Each task is divided into a support set and a query set. In the presence of a few tagged samples, each task can contain some of the same samples[8].

In the supervised task area, few-sample learning is well studied, using previous data of similar tasks in meta-learning, only learning a new function from several input/output pairs of that task. For example, the target can classify images after seeing only one or more examples of the test set, because the model has seen many other types of objects before. In the presence of such prior knowledge, faster classification can be achieved.
Secondary gradient update model. After using the support set data to calculate the gradient to train the model, the model is re-trained using the query set on the basis of the model, which makes the model have better adaptability, while in the training process, it does not pursue the minimum loss value of the current model, but the generalization ability of the model to unknown samples.

To verify the performance based on the MAML face recognition algorithm, the same two training samples and test samples were selected to test the MAML model as well as the VGG network model which began to undergo parameter pre-training and the random initialization parameters. The experimental results are shown in Fig.1. Analysis in Fig.3 shows that the accuracy of the MAML method is higher than that of the pre-trained VGG network face recognition method and higher than that of the parameter randomly initialized VGG network. Moreover, the loss value of the proposed method is higher than that of the VGG network of the unused MAML algorithm, the results are shown in Fig.4.

![Fig. 3 Recognition accuracy of different algorithms](image)

![Fig.4 Loss values under different support vector algorithms](image)
4. Improved Face Recognition Strategy
We have increased depth and small convolution kernels. The basic network adopts VGG net, in order to deepen the network layer number and avoid too many parameters, a small convolution kernel of 3 x 3 or 1 x 1 is used in all layers, and the convolution layer step size is set to 1. 1x1 convolution kernel reduces the dimension and increases the nonlinearity; 3 x 3 convolution kernel makes multiple convolution kernels superimpose, increases spatial sense field and reduces the use of parameters.

We have the basic idea of a secondary gradient. The main difference between the MAML algorithm and the mainstream algorithm is that the number set is divided into multiple tasks, each task is divided into the training domain and test domain. The optimization of partial loss value is sacrificed to improve the adaptability of the model to unknown targets. At first, the classification of the model is based on prior knowledge, using the network parameters fully learned, thus speeding up the convergence rate of the network supervision [9] process in classification, so as to complete face recognition faster.

5. Conclusion
In the research of the face image recognition method, this paper takes meta-learning and small sample technology as the main research line, mainly based on the MAML algorithm, through different data testing, combined with meta-model, to improve the learning ability of the model [10]. Ability to generate knowledge, make the model more intelligent, and gradually expand and apply. At the end of this study, the system performance is tested. In the test, some experiments are carried out, including the influence of sample number and algorithm category on recognition accuracy. Through the analysis of the test data, it can be seen that the number of training samples has a certain impact on the recognition accuracy, and the more samples the better the recognition performance. In the model using the MAML algorithm, the effect of a small sample number can be eliminated, and the model also has good performance. This study has achieved ideal results and provided technical support for the application of the color image recognition method.
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