ABSTRACT

Recent works on Multi-Armed Bandits (MAB) and Combinatorial Multi-Armed Bandits (COM-MAB) show good results on a global accuracy metric. This can be achieved, in the case of recommender systems, with personalization. However, with a combinatorial online learning approach, personalization implies a large amount of user feedbacks. Such feedbacks can be hard to acquire when users need to be directly and frequently solicited. For a number of fields of activities undergoing the digitization of their business, online learning is unavoidable. Thus, a number of approaches allowing implicit user feedback retrieval have been implemented. Nevertheless, this implicit feedback can be misleading or inefficient for the agent’s learning. Herein, we propose a novel approach reducing the number of explicit feedbacks required by Combinatorial Multi Armed bandit (COM-MAB) algorithms while providing similar levels of global accuracy and learning efficiency to classical competitive methods. In this paper we present a novel approach for considering user feedback and evaluate it using three distinct strategies. Despite a limited number of feedbacks returned by users (as low as 20 % of the total), our approach obtains similar results to those of state of the art approaches.

Keywords Reinforcement Learning · Combinatorial Multi-Armed Bandits · User Feedbacks · Recommendations Systems · Learning Speed

1 Introduction

Machine learning-based recommendation system are commonly used in various fields of activities [1]. Among the methods used for recommendation, those relying on Multi-Armed Bandit (MAB) approaches obtain interesting results in terms of global accuracy [1][2]. This is more specifically the case with Combinatorial Multi-Armed Bandit (COM-MAB) [3]. From an industrial perspective, some fields of activities, as sailing and yachting [4], are initiating a digital transformation in order to provide such intelligent recommendation to their customers. Issues relative to both smart homes and smart vehicles can be encountered in the field of mobile housing, to which seafaring belongs [4]. Indeed, there are multiple ways of using a recreational vehicle such as a boat: as a main or secondary residence, a means of transport or even as a way for pushing one’s limits. Those scenarios depend on each user and handling context. In recent years, several works have been carried out to promote the digitization of boating [5][6]. However, those studies essentially deal with navigation automation, usually disregarding the other facets of such recreational vehicles. Yet,
We propose a novel approach applying both Bandit and Semi-Bandit strategies on a variable size subset of recommended items. We call our method "Partial Bandit with Semi-Bandit" (P-BSB). We describe three strategies to determine the subset of recommended items that should be considered: Reinforce - RE, Optimal Exploration - OE and Randomized - RD.

In our experiments, we apply a combinatorial approach to several single play Multi-Armed Bandits algorithms. We observe that the P-BSB approach allows the use of Combinatorial Multi-Armed Bandit techniques with restricted feedbacks. Also, we note that the global accuracy and the number of iterations needed to observe convergence (convergence time) are congruent to those obtained by applying the classical Bandit and Semi-Bandit approaches for a given horizon greater than 10 000 iterations.

In summary, our contributions include: 1) The application of a combinatorial approach to several state of the art single play Multi-Armed Bandit algorithms, especially UCB2 which, to the best of our knowledge, has not been exploited in a combinatorial context; 2) The evaluation and comparison of those algorithms in terms of global accuracy and convergence time on several datasets obtained from real-world applications; 3) The formalization and proposal of three settings for a novel method for taking user feedbacks into account by Multi-Armed Bandits – "Partial Bandit with Semi-Bandit" –. Our method aims at mitigating the issues relative to the retrieval of user feedbacks while preserving learning efficiency.

This paper is organized as follows. Section 2 introduces the background on the selected techniques, reviews some related works and presents our motivation for this work. Section 3 depicts our problem settings and outlines our method. Section 4 discusses our experimental evaluation. Finally, we conclude and open up new perspectives of work in Section 5.

2 Background and Motivation

This paper is essentially related to Combinatorial Multi-Armed Bandit approaches, and more precisely to the strategies employed for taking the user feedbacks into account in the learning process. Thus, this section first introduces the Multi-Armed Bandit (MAB) Problem and the Contextual Multi-Armed Bandit (CMAB) Problem. Afterwards, we expose the key concepts of the combinatorial approach and the strategies frequently used to consider the user feedbacks. Lastly, we discuss some related works extracted from the literature and expose our motivations.

2.1 The Multi-Armed Bandit Problem

The Multi-Armed Bandit Problem has been widely investigated since its first formulation by Robbins in 1952. As a result, there are nowadays numerous approaches under consideration: stochastic, non-stochastic or Bayesian. A MAB problem includes a set $\mathcal{A} = \{a_1, ..., a_m\}$ of $m$ independent arms, each arm $a \in \mathcal{A}$ being an item to recommend. As part of a recommendation system, at each iteration $t \in [1, T]$, with $T$ being a known horizon, a learning agent selects an arm $a_t \in \mathcal{A}$ according to its policy $\pi$ and recommends it to the user. A part of the rewards vector $\mathbf{r} = (r_t)$ associated to $\mathcal{A}$ is then uncovered to the agent which obtains an exclusive reward $r_{t,a}$ for the recommended item. In this paper, we consider the case of Bernoulli bandits, where $r_{t,a} \in \{0, 1\}$, with $r_{t,a} = 0$ when the user does not validate a given recommendation and $r_{t,a} = 1$ when the user is satisfied with the recommendation. In a stochastic
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2$t$ is supposed to exist but can, actually, only be partially observed through non-omniscient approaches ($r_{t,a}$ in single play algorithms, $R_t$ in case of a combinatorial approach).
setting, where the rewards are considered as being independent and identically distributed random variables across the arms, a MAB algorithm aims at minimizing the cumulative regret \( \rho_T = T \mu^* - \sum_{t=1}^{T} r_{t,a} \), where \( \mu^* \) is the reward expectation of the optimal arm, without prior knowledge about the rewards probabilities distribution \( \mu_a \in [0,1] \) over each arm. Minimizing regret is analogous to maximizing global accuracy \( Acc(T) = \frac{\sum_{t=1}^{T} r_{t,a}}{T} \), which is frequently used as an assessment criterion in the literature [1].

In the specific case of Contextual Multi-Armed Bandit problems, the user context is employed to allow customized recommendations. This context is expressed as a vector \( x \in \mathbb{X} \), \( x \subseteq \mathbb{R}^d \), encoding the \( d \) features of the user and their environment, e.g., profile (age, gender, occupation), preference, surroundings (localization, neighbourhood) or current activity. In this variant, we suppose that there is a dependency between the reward expectation of each arm and the observed context. In the case of a linear dependency, the expectation is expressed as follows: \( \mathbb{E}[r_{t,a} | x_t] = \hat{\theta}_{t,a}^\top x_t \), where \( \hat{\theta}_{t,a} \) is a coefficient vector associated to arm \( a \), initially null and estimated at each \( t \) iteration.

### 2.2 Combinatorial Multi-Armed Bandit

The Combinatorial Multi-Armed Bandit problem can be seen as a generalization of the MAB and CMAB problems in which, at each iteration, a list of \( k \) arms, named "Super-Arm" \( S_t \), defined by \( S_t = \cup_{i=1}^{k} a_i \), with \( a_i = \text{argmax}_{S \in A(S_t)} \mathbb{E}[R_{t,a} | x_t] \) is submitted to the user. One of the most popular combinatorial approaches is *multiple play*. It dynamically constructs \( S_t \) by selecting \( k \) arms [3][7][11] using one or several instances of a single play MAB algorithm and aggregating them as \( S_t \). Thus, with this approach, each arm \( a \in A \) is considered individually by the learning process.

Hence, the reward for \( S_t \) can be expressed by \( S_t^\top R_t = \sum_{i=1}^{k} S_{t,i} R_{t,i} \), where \( R_t \) is the \( k \)-size vector of observed rewards. We name \( \phi \) the strategy in place to take user feedbacks into account. It determines: 1) the composition of \( R_t \) from \( Y_t \) and \( S_t \); 2) the agent’s learning policy.

This extension of the MAB and CMAB problems has been frequently used on various fields of activities such as recommendation systems, finance or healthcare [2]. Therefore, for our experiments, we choose to use algorithm [1] [3][7][11] which implements the multiple play approach.

In this paper, we also consider an overall reward, \( r_t \in \{0,1\} \) for \( S_t \), where \( r_t = 1 \) if at least one of the suggested items in \( S_t \) satisfies the user, 0 otherwise. Those rewards are then employed to determine the algorithm’s global accuracy as defined in subsection [2.1].

### 2.3 Strategies for considering user feedbacks

Various strategies have been proposed for COM-MAB algorithms to take into account user feedbacks. Most of them can be grouped in two main categories: Bandit [13] and Semi-Bandit [7][8] approaches.

With the Bandit method, the agent only observes a cumulative reward, formulated as \( R_{t,\phi_B} = S_t^\top R_t \), for a given Super-Arm \( S_t \ ). That is, the individual reward of each arm in \( S_t \) is not employed in the learning process. It is only used to compute the cumulative reward. Under the Semi-Bandit strategy however, the individual reward for each arm \( a_{t,i} \) in \( S_t \) is taken into consideration: \( R_{t,\phi_{SB}} = \cup_{i} S_{t,i} R_{t,i} \). In both cases, the entire rewards vector \( R_t \), of size \( k \) is essential for learning.

Actually, the cumulative reward required by the Bandit strategy can be acquired externally, e.g., by directly asking the user for an overall rating. This way, the Bandit approach can still be used if the full rewards vector \( R_t \) is hard to acquire. However, one should know that, due to internal reasons e.g., imperfect or subjective approximations, limitations on the possible types of feedback acquired, user experience issues, or other external factors affecting the user’s frame of mind, user’s feedback is often biased [16]. This can make the best arms identification harder and, as such, lead to inadequate recommendations. Since an overall evaluation cannot express the user’s opinion on every suggested items, this setting of the Bandit strategy makes this issue even stronger. Moreover, by discarding the underlying arms information (their individual rewards), the algorithm’s learning may be less efficient [11]. For those reasons, and because biased feedbacks cannot be modelled, we consider in this paper the Bandit strategy with an internally computed cumulative reward.

In the most recent works, the Semi-Bandit approach seems predominant [8]. This method has been adapted to fit the needs of different real-world application scenarios, e.g., the cascading bandit model for which the user feedback is expressed by a click on one of \( S_t \)’s items, and where the position of the clicked item is then used to infer the rewards associated to the others arms [17].
2.4 Partial Methods

A partial user feedbacks consideration strategy is an approach where the observed rewards vector $R_t$ is only defined for a subset $P_t \subseteq S_t$ of the Super-Arm $S_t$. Formally, for a non-partial approach, the size of the observed rewards vector is expressed by $|R_t| = |S_t|$, while with a partial method this size is formulated as $|R_t| = l$ with $l < |S_t|$. In the current state of the art [18–20], the size $l$ of the observed rewards vector is considered constant. Hence, Grant et al. [18] use a partial Semi-Bandit approach based on filtering $R_t$ by applying a binomial distribution. Luedtke et al. [19] also employ a partial Semi-Bandit method under which a subset of $S_t$ is uniformly selected among all the subsets with size $l$ of $S_t$. Similarly, Saha and Gopalan [20] provide a partial Semi-Bandit strategy considering the feedbacks on the top $l$-ranking-arms as well as proofs of its regret lower bounds.

The Partial Bandit with Semi-Bandit ($P$-BSB), strategy that we propose differs from existing strategies and considers subsets of variable size. From an industrial point of view, at each iteration, our goal is to use the maximum number of feedbacks a user agrees to give without exceeding it. Another difference with other methods, apart from [20], is that with $P$-BSB, the construction of the rewards vector $R_t$ is based either on a random selection (setting $RD$) or on the user feedbacks observed up to iteration $t - 1$ (settings $RE$ and $OE$). Finally, $P$-BSB differs from other existing approaches by applying both rewards ($Bandit$: $R_{t,B}$ and $Semi-Bandit$: $R_{t,SB}$), computed from the partial user feedbacks vector (corresponding to $P_t$’s arms’ rewards), when a recommended arm has indeed given satisfaction to the user.

Algorithm 1 Multiple Play Bandit

**Require:** Instance of a single play bandit and its specific settings.
- $\pi$: Policy.
- $\mathcal{A}$: Set of available arms.
- $k$: Number of items to recommend at each iteration.
- $Y_t$: Real Rewards vector.
- $T$: Horizon.
- $x \in \mathcal{X}$: User context.
- $\phi(S_t, Y_t)$: User feedbacks consideration strategy.

**Ensure:** Initialize the bandit instance according to $\pi$
1: for $t = 1$ to $T$ do
2: Consider $x_t \in \mathcal{X}$: a user $u$ and their context
3: $S_t \leftarrow \emptyset$
4: for $i = 1$ to $k$ do
5: Select item $a_i \in \mathcal{A} \setminus S_t$ accordingly to $x_t$ and $\pi$
6: $S_t \leftarrow S_t \cup a_i$
7: end for
8: Recommend $S_t$ to user $u$
9: Receive the overall reward $r_t$ for the recommendation $S_t$, $r_t \in \{0, 1\}$
10: Compute $R_t$ from $Y_t$ and $S_t$ according to $\phi$
11: Update policy $\pi$ with $R_t$ according to $\pi$ and $\phi$
12: end for

2.5 Motivation

The aim of $MAB$ and $CMAB$ algorithms is to maximize their global accuracy [1]. Therefore, user feedbacks and how they are considered by the algorithm play a crucial role in the agent’s learning process. However, the retrieval of a complete rewards vector $R_t$, which is fundamental for the Bandit and Semi-Bandit approaches, can be hard or even impossible to achieve in some real-world applications. Numerous fields of activities, like seafaring, are just beginning their digital transformation and, as such, do not have any useful datasets for the offline learning of an agent. Nevertheless, if the system’s recommendations do not meet the users’ needs and expectations they are likely to turn away from the application. For this reason, such a recommendation system should ensure fast online learning. Hence, we argue that the number of iterations needed to observe the convergence of the system’s global accuracy (the convergence time), which is representative of the learning speed
of the agent, must be taken into account as an assessment criterion for the considered COM-MAB and COM-CMAB algorithms.

Also, even the most recent extensions of the Semi-Bandit and Bandit approaches, such as the cascading model [17], can be troublesome or inadequate to use if the user feedbacks need to be explicitly retrieved, e.g., as a rating to identify the key points amongst a set of activities and stops on a cruise defined and suggested by the agent. In such a setting, the activities and stops would be the arms of a COM-MAB / COM-CMAB algorithm. The potentially large number of feedbacks directly requested from the user, required to respond to such a scenario, could also divert the users from the application.

Therefore, the Partial Bandit with Semi-Bandit approach, introduced in this paper, is firstly built on the prior identification of a subset \( P_t \) of \( R_t \), of cardinality \( \psi_t \) varying according to the number of feedbacks the user agrees to give. Then, P-BSB uses a Bandit-like consideration on \( S_t \) together with a Semi-Bandit like approach on \( P_t \). This twin reward awarded to some arms aims at increasing the agent’s learning speed while favoring the arms which have genuinely given satisfaction to the user. Through this novel method, our intent is to simplify the use of the COM-MAB / COM-CMAB algorithms on a wider scope of real-world applications by: 1) reducing the number of feedbacks requested from the user; 2) reaching similar performances to those obtained by traditional approaches.

3 Problem Setting

In this section we state our problem and describe our method: Partial Bandit with Semi-bandit (P-BSB). Our approach specifically focuses on the exploitation of user feedback and relies on the combination of Bandit and Semi-Bandit strategies, which have been extensively studied in the literature. Herein, we apply this combination to a restricted number of user feedback observations.

3.1 Problem Statement

Let \( \mathcal{X} \subseteq \{0, 1\}^d \) be the set of \( d \)-dimensional context vectors that characterize users and their environments, e.g., at each iteration \( t \) of a given finite horizon \( T \), \( x \in \mathcal{X} \) is a binary vector encoding features of sequential arriving users with their contexts, pending for recommendations like: special scheduled tourism activities of the day, venues to visit, spots to explore. In non contextual cases, i.e., without any context to rely on (context-free dataset) or when operating with algorithms using a context-blind policy, we set \( x_t \) as a plain identifier, namely: \( \forall t \in T, x_t = \vec{0} \).

Let \( \mathcal{A} = \{a_1, ..., a_m\} \) denote the set of available items to be recommended by a COM-MAB / COM-CMAB algorithm according to a given policy \( \pi \) and \( \mu = \{\mu_1, ..., \mu_m\} \) the rewards expectation distribution of each arm \( a \in \mathcal{A} \). At each iteration \( t \in [1, T] \), let \( S_t \subseteq \mathcal{A} \) be a subset of size \( k < m \) of items built from \( \mathcal{A} \), namely, super arm \( S_t \). At each time point \( t \), according to \( \pi \) and \( \mu_t \), the optimal super arm \( S_t \) should be recommended to arriving user \( u_t \) represented by a context vector \( x_t \). Then, let \( r_t \in \{0, 1\} \) be a global reward associated with super arm \( S_t \), used to compute the agent’s global accuracy \( Acc^u(T) \), as defined in subsection 2.1. Let \( Y_t \) denote the real rewards vector associated with each arm \( a \in \mathcal{A} \). Finally, let \( R_t \subseteq Y_t \) denote the rewards vector which can be actually observed by the agent and determined from the user’s feedback. Bandit and Semi-Bandit strategies assume that \( R_t = Y_t \) for the \( k \) arms encompassed by \( S_t \). However, in several real-world applications, since one cannot observe rewards without obtaining explicit user feedbacks for the whole set of arms of \( S_t \), this requirement thus becomes hard to meet.

Since overloading users with too many request for feedback can be detrimental or impossible in many real-world applications, such considerations led us to propose a novel approach aiming at decreasing the number of solicitations for user feedback while ensuring an efficient learning.

In the next subsection, we introduce our novel approach built upon the combination of Bandit and Semi-Bandit approaches operating with a partial setting on a restricted subset of \( S_t \).

3.2 Partial Bandit with Semi-Bandit: P-BSB

Herein, we focus on specific real-world applications where users must explicitly give their feedback and where \( |R_t| = \psi_t \leq k \) is thus a stochastic variable representing the user’s capacity to give a feedback (i.e., depending on e.g., their availability, their interest, their mood). In this article, this capacity is referred to as \( \psi \), the user’s “patience”.

Similarly as for classical approaches, P-BSB aims at building \( R_t \) and using it in the agent learning process (See lines [10] and [11] of Algorithm 1). The first step of P-BSB is to determine a subset \( P_t \subseteq S_t \) of cardinality \( \psi_t \) for which rewards will be observed by the agent such that \( P_t = \cup_{i=1}^{\psi_t} a_i \).

Thus, in the first step of P-BSB, we propose three different settings to determine which arms \( a_i \) to consider:
• **Reinforce - RE:** selects the $\psi_t$ arms from $S_t$ having the highest reward expectation $\mathbb{E}[R_{t,a} | x_t]$, namely:

$$a_i = \arg\max_{a \in S_t \setminus \{P_t\}} \mathbb{E}[R_{t,a} | x_t]$$  \hspace{1cm} (1)

• **Optimal-Exploration - OE:** selects the $\psi_t$ arms from $S_t$ from which associated rewards values have been the least frequently observed at iteration $t$, namely:

$$a_i = \arg\min_{a \in S_t \setminus \{P_t\}} \text{obs}_{a,t}$$

where $\text{obs}_{a,t}$ is the number of times the associated reward to arm $a_i$ has been observed up to iteration $t$.

• **Randomized - RD:** selects $\psi_t$ arms from $S_t$ randomly, namely:

$$a_i = \text{random}(S_t, \psi_t)$$

where $\text{random}(S_t, \psi_t)$ selects $\psi_t$ distinct arms randomly from $S_t$.

The second step of $P$-BSB operates in a similar way for all the three settings and consists in computing the rewards vector $R_t$ from $Y_t$ for each of the $\psi_t$ arms, such that:

$$R_t = \bigcup_{i \in P_t} Y_{t,i}$$

The third step of $P$-BSB (common to all settings again) combines a Bandit kind strategy with a Semi-Bandit kind strategy on each arm in $P_t$:\

$$\forall a \in S_t, r_{t,a} = r_{t-1,a} + R_{t,B}$$

and if $a \in P_t$ then $r_{t,a} = r_{t,a} + R_{t,SB}$

where $r_{t,a}$ is the sum of rewards observed for arm $a$ up to iteration $t$, and :

$$R_{t,B} = P_t^T R_t$$

and \forall $i \in P_t$:

$$R_{t,SB} = \bigcup_{i \in P_t} R_{t,i}$$

Note that in the Bandit kind strategy, the cumulative reward $R_{t,B}$ is computed from the $\psi_t$ observed rewards, on each $k$ arms of $S_t$. This article sheds light on the RE setting in algorithm[2] The two other settings (OE and RD) are similar except for their strategy to compute $P_t$. Thus, to use these settings with algorithm[2] we must replace line[2] with the policy of equation[2] to apply OE or with the policy of equation[2] to apply RD.

**RE** aims at rapidly reaching an exploitation step by favoring the selections of optimist actions. On the other hand, **OE** follows a full exploration strategy aiming at strengthening the knowledge the agent has on the rewards expectation distribution $(\mu_1, ..., \mu_k)$. Lastly, **RD** uses a random selection strategy and thus confers a compromise between exploitation and exploration.

### 4 Empirical Evaluation

This section describes the empirical offline evaluation of the method we propose. This evaluation step is the preliminary and mandatory groundwork to be validated before we can integrate our approach into our marine recommendation system. Hence, in this section we first introduce the datasets and algorithms we use to evaluate $P$-BSB. Then, we expose our experimental protocol, and finally, we discuss the results we obtain.

---

$^3$Then, if $a \in P_t$, two rewards are observed by the agent on arm $a$: $R_{t,B}$ and $R_{t,SB}_a$. If $\psi_t = 0$, no reward are observed by the agent at iteration $t$. 
Algorithm 2  \textit{P-BSB - RE}

\textbf{Require:} \( S_t \), the super arm recommended to user.
\begin{itemize}
  \item \( Y_t \), the real rewards vector.
  \item \( \pi \), the agent policy.
  \item \( \psi_t \), the number of rewards that can be observed.
\end{itemize}
\begin{algorithmic}[1]
  \While{\( |P_t| < \psi_t \)}
    \State Construct \( P_t \) with \( P_t = P_t \cup \arg\max_{a \in S_t \setminus P_t} \mathbb{E}[R_{t,a} | x_t] \) (according to Equation 1)
  \EndWhile
  \For{\( i \in P_t \)}
    \State Construct \( R_t \) with \( R_t = \cup_i Y_{t,i} \)
    \State Apply Semi-Bandit strategy to \( R_t \): \( R_{t,SB} = \cup_i P_{t,i} R_{t,i} \)
  \EndFor
  \State Apply Bandit strategy to \( R_t \): \( R_{t,B} = R_t^T P_t \)
  \For{\( a \in S_t \)}
    \State Update policy \( \pi \) with \( r_{t,a} = r_{t-1,a} + R_{t,B} \)
    \If{\( a \in P_t \)}
      \State Update policy \( \pi \) with \( r_{t,a} = r_{t,a} + R_{t,SB} \)
    \EndIf
  \EndFor
\end{algorithmic}

4.1 Datasets

Datasets have been chosen according to different criteria in terms of scale: Number of instances (from 942 to 1,025,010), number of features (from 0 to 54), and number of arms (from 7 to 1,682). The evaluation of our proposal is based on five real world datasets (see Table 1):

- \textbf{Covertype}\textsuperscript{4} and \textbf{Poker Hand}\textsuperscript{5} are datasets to scale-up our experiment both in terms of number of instances and number of features;
- \textbf{RS-ASM}\textsuperscript{6} is a services recommendation dataset focused on smart cities \cite{1};
- \textbf{Jester}\textsuperscript{7} is a non-contextual joke recommendation dataset;
- \textbf{MoviesLens}\textsuperscript{8} is a movie recommendation dataset which has been used extensively in the literature.

Note that \textbf{Jester} and \textbf{MoviesLens} are datasets to scale-up our experiment in terms of number of arms and where items to recommend are rated on a scale from 0 to 5. In our experiments, we will consider that reward \( R_{t,a} = 1 \) if the rating is greater than or equal to 4, and \( R_{t,a} = 0 \), otherwise.

4.2 Algorithms

The method we evaluate focuses on how user feedback is considered. Thus, its strategy operates independently from the policy \( \pi \) of the agent, i.e., independently from the chosen \textit{COM-MAB} / \textit{COM-CMAB} algorithm. We run Algorithm\textsuperscript{1} with the most popular single play bandits algorithms to evaluate their global accuracy (\( \text{Acc}(T) \)) and convergence time (\( t_c \)). Hence, in this paper, regarding previous evaluations of both \textit{COM-MAB} / \textit{COM-CMAB} \cite{3,11,21}, we consider the following popular algorithms:

- \textbf{MAB: \( \varepsilon \)-greedy} \cite{22} with \( \varepsilon = 0.0009 \), \textit{Thompson Sampling (TS)} \cite{14}, \textit{UCB} \cite{12} and \textit{UCB2} \cite{23};

\textsuperscript{4}https://archive.ics.uci.edu/ml/datasets/covertype
\textsuperscript{5}https://archive.ics.uci.edu/ml/datasets/Poker+Hand
\textsuperscript{6}https://www.kaggle.com/assopavic/recommendation-system-for-angers-smart-city
\textsuperscript{7}https://www.kaggle.com/vikashrajluhaniwal/jester-17m-jokes-ratings-dataset
\textsuperscript{8}https://grouplens.org/datasets/movielens/100k/
Datasets | Instances | Arms | Features |
--- | --- | --- | --- |
Covertype$^4$ | 581 012 | 7 | 54 |
Poker$^5$ | 1 025 010 | 10 | 10 |
RS-ASM$^6$ | 2 152 | 18 | 50 |
Jester$^7$ | 59 132 | 150 | 0 |
MovieLens$^8$ | 942 | 1682 | 23 |

Table 1: Datasets

- **CMAB**: LinUCB $^{10}$ and LinTS $^{24}$.

### 4.3 Experimental Protocol

To simulate a data stream of arriving users and contexts (see line 2 of algorithm $^1$), we randomly select them one by one from the whole dataset. For each dataset, we scale a finite time horizon $T = 10 000$. In this article we introduce the concept of convergence time $t_c$, which refers to the time point wherefrom the measured global accuracy $Acc(t_c)$ is in a range of $\pm \delta$ (in this work we chose $\delta = 1\%$) around the final global accuracy $Acc(T)$ (see subsection $^2$.1):

\[
\forall t \geq t_c:

Acc(T) - \delta \leq Acc(t) \leq Acc(T) + \delta, \text{ with } \delta = 0.01
\]

For each experiment and for each dataset, algorithms recommend a 3-tuple of items ($k = 3$) at each iteration $t$. Herein, we compare our approaches $RE$, $OE$ and $RD$ with both competing strategies: bandit and semi-bandit. For each setting of P-BSB, the user “patience” $\psi_t$ is determined at each iteration by a random variable ranging from 0 to $k$.

In order to recommend a 10-tuple of items ($k = 10$) using the Jester and MoviesLens datasets, one follows a similar process with $\psi_t$ from 0 to 4. Note that both datasets are remarkable in their large number of arms and thus allow to experiment with values of $\psi_t \ll k \ll m$.

Then, in each experimental case and for each algorithm, we simulate 10 cyclical iterations of 10 000 rounds.

In Table$^2$ and Table$^3$ we observe each algorithm’s global accuracy and convergence time: Their average and standard deviation with $k = 10$ and $0 \leq \psi_t \leq 4$. This case is particularly relevant since, at each $t$ iteration, the number of non-observed rewards under a P-BSB strategy is higher. Those experiments are therefore more representative of the results we expect to obtain in our final application.

In the next subsection we analyse and discuss the results we obtain.

### 4.4 Results Analysis

In order to evaluate the impact of each strategy on the agent’s learning capacity independently from each COM-MAB / COM-CMAB algorithm used, we compute and observe the average global accuracy and convergence time (See Table$^4$), i.e., considering the results obtained by all algorithms applied with a given strategy on a specific dataset.

Thus, approaches are compared by evaluating the global accuracy average they obtain (See Table$^4$) which is computed from results of Table$^2$ and Table$^3$ as follows:

\[
\forall \pi \in \Pi : M_{\phi} = \frac{1}{|\Pi|} \sum_{\pi=1}^{||\Pi||} Acc_{\phi}(T)
\]

Furthermore, approaches are compared with their convergence time averages. The latter is computed using a similar computation than for global accuracy (i.e., replace $Acc(T)$ by $t_c$ in Equation$^4$).

#### 4.4.1 Results on Jester and MoviesLens

In Table$^4$ we observe the global accuracy - $Acc(T)$ - and convergence time - $t_c$ - averages (See equation$^4$) for each approach on Jester and MoviesLens datasets.
### 4.4.2 Statistical hypothesis testing

First, we compute a *Kruskal-Wallis (KW)* test to highlight inequalities between the algorithms’ results (for each strategy) i.e., we test the null hypothesis $H_0$: «*There is no significant difference between the algorithms’ results (medians)*». Whenever the KW test indicates that there are differences between the results, we compute Wilcoxon signed rank tests (RW) over the global accuracy and convergence time results, i.e., we test the null hypothesis $H_0$: «*There is no significant difference between the results of each pair of algorithms*».

In the following result analysis sub-section, we will indicate for each case if the null hypothesis is rejected or accepted, and then give the corresponding $p$-value.

### 4.4.3 Results analysis

**Convergence time**  Although we observe a slight edge of using **P-BSB-OE** compared to other methods in both contextual and non-contextual cases, there are no significant differences between them (**KW**: $p > 0.05$).

**Global Accuracy**  **KW** tests indicate that there are significant differences between global accuracy results of the 5 compared approaches, for each algorithm and in both contextual and non-contextual cases (**KW**: $p < 0.01$). In the non-contextual case, each setting of **P-BSB** eventually obtained a better accuracy compared to the **Bandit** approach (**RW**: $p < 0.01$). Nevertheless, **Semi-Bandit** strategy obtain better results compared to any other method (**RW**: $p < 0.01$). Moreover, **P-BSB-RD** and **P-BSB-OE** obtain similar accuracy results (**RW**: $p > 0.05$).

---

**Table 2**: Non-Contextual case - $k = 10$ - *Jester Dataset*

| Algorithm | Strategy | $Acc(T)$ | $t_c$ |
|-----------|---------|---------|------|
| ε-greedy  | Bandit  | 0.835 ± 0.004 | 928 ± 1472 |
|           | Semi-Bandit | 0.895 ± 0.006 | 1938 ± 1511 |
|           | P-BSB-RE | 0.845 ± 0.004 | 1200 ± 1211 |
|           | P-BSB-OE | 0.837 ± 0.003 | 515 ± 541 |
|           | P-BSB-RD | 0.839 ± 0.007 | 1079 ± 1396 |
| TS        | Bandit  | 0.832 ± 0.005 | 1171 ± 1904 |
|           | Semi-Bandit | 0.842 ± 0.002 | 4163 ± 1512 |
|           | P-BSB-RE | 0.830 ± 0.004 | 1530 ± 1566 |
|           | P-BSB-OE | 0.823 ± 0.004 | 774 ± 905 |
|           | P-BSB-RD | 0.826 ± 0.002 | 1580 ± 1542 |
| UCB       | Bandit  | 0.796 ± 0.002 | 948 ± 1041 |
|           | Semi-Bandit | 0.796 ± 0.002 | 886 ± 950 |
|           | P-BSB-RE | 0.790 ± 0.002 | 1654 ± 1611 |
|           | P-BSB-OE | 0.801 ± 0.003 | 889 ± 1213 |
|           | P-BSB-RD | 0.792 ± 0.001 | 1734 ± 2235 |

| Algorithm | Strategy | $Acc(T)$ | $t_c$ |
|-----------|---------|---------|------|
| LinTS     | Bandit  | 0.995 ± 0.001 | 1041 ± 538 |
|           | Semi-Bandit | 0.994 ± 0.001 | 1052 ± 506 |
|           | P-BSB-RE | 0.994 ± 0.001 | 1034 ± 541 |
|           | P-BSB-OE | 0.990 ± 0.001 | 1043 ± 399 |
|           | P-BSB-RD | 0.990 ± 0.002 | 1025 ± 662 |

| Algorithm | Strategy | $Acc(T)$ | $t_c$ |
|-----------|---------|---------|------|
| LinUCB    | Bandit  | 0.994 ± 0.001 | 944 ± 734 |
|           | Semi-Bandit | 0.992 ± 0.001 | 1052 ± 506 |
|           | P-BSB-RE | 0.991 ± 0.001 | 1034 ± 541 |
|           | P-BSB-OE | 0.990 ± 0.001 | 1043 ± 399 |
|           | P-BSB-RD | 0.990 ± 0.002 | 1025 ± 662 |
Table 4: Global Accuracy $\text{Acc}(T)$ and convergence time ($t_c$) averages for each strategy

| Strategy          | Jester | MovieLens |
|-------------------|--------|-----------|
|                   | $\text{Acc}(T)$ | $t_c$ | $\text{Acc}(T)$ | $t_c$ |
| Bandit            | 0.822  | 1127      | 0.995  | 637   |
| Semi-Bandit       | 0.839  | 1957      | 0.994  | 1157  |
| P-BSB-RE          | 0.826  | 1692      | 0.993  | 831   |
| P-BSB-OE          | 0.824  | 655       | 0.992  | 517   |
| P-BSB-RD          | 0.824  | 1420      | 0.992  | 759   |

In the contextual case, the Bandit approach outperforms any other methods ($RW: p < 0.01$). Furthermore, there are no significant differences between P-BSB-RE, P-BSB-RD and P-BSB-OE approaches ($RW: p > 0.05$).

**Some observations** In order to understand how much our proposal is cutting edge for several real-world application, we need to remind that our experimental results are obtained with P-BSB only observing 40% of the feedbacks in the best cases (i.e., iterations where $\psi_t$ is maximal: 4), and in the worst situations without observing any feedback (i.e., iterations where $\psi_t$ is minimal: 0). Hence, P-BSB approaches only use, on average 20% of the feedbacks employed by the competitive methods. We strongly believe this will be an essential advantage when dealing online with real-world applications where users do not regularly accept to participate and give their feedbacks. The results we obtain on RS-ASM, Poker Hand and Covertype datasets are in line with those obtained by Jester and Movie Lens and confirm previously observed trends (with $k = 3$ and $0 \leq \psi_t \leq 3$). These results strengthens our confidence on the adequacy of our approach for recommendation systems built upon online learning techniques.

**Conclusion** According to our experimental results, the main goal of P-BSB, i.e., ensuring a global accuracy similar to that of original competitive methods despite a restricted, or even occasionally null, number of feedbacks - is reached by all of the RE, OE and RD settings.

5 Conclusion

Our final goal is to integrate recommendation system driven by user needs in the special case of marine environment, where the rewards vector $R_t$ can be sparse due to partial user feedback.

Thus, in this paper, we implemented and experimented a combinatorial setting on several Multi-Armed Bandit single-play algorithms. We evaluated them in terms of global accuracy and convergence time with various real-world datasets. Our results tend to reinforce the idea that combinatorial approaches are relevant for recommender systems and similar applications.

The main contribution of our article is the proposition of a novel approach for considering user feedback: P-BSB. In this article we experiment three settings of P-BSB: 1) RE which observes rewards associated to the $\psi_t$ arms with the best reward expectations; 2) OE whose strategy is to pull the $\psi_t$ arms of $S_t$ for which rewards values have been the less frequently observed at iteration $t$; 3) RD which selects $\psi_t$ arms of $S_t$ at random.

In both contextual and non-contextual cases, the partial approach combining Bandit and Semi-Bandit strategies, offers quite similar performances to original methods even though it uses a restricted number of user feedbacks.

The acquisition of user feedback and its efficient use remains a major challenge in the field of machine learning. Our results are thus promising for a further online evaluation on our real-world marine recommendation system.

Hence, as perspectives it seems relevant to extend our approach in order to enable it to dynamically select the most adapted strategy for considering users’ feedback.
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