Exploring Hybrid-Multimodal Routing to Improve User Experience in Urban Trips
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Abstract: Millions of individuals rely on urban transportation every day to travel inside cities. However, it is not clear how route parameters (e.g., traffic conditions, waiting times) influence users when selecting a particular route option for their trips. These parameters play an important role in route recommendation systems, and most of the currently available applications omit them. This work introduces a new hybrid-multimodal routing algorithm that evaluates different routes that combine different transportation modes. Hybrid-multimodal routes are route options that might consist of more than one transportation mode. The motivation to use different transportation modes is to avoid unpleasant trip segments (e.g., traffic jams, long walks) by switching to another mode. We show that the possibility of planning a trip with different transportation modes can lead to improvement of cost, duration, and quality of experience urban trips. We outline the main research contributions of this work, as (i) an user experience model that considers time, price, active transportation (i.e., non-motorized transport) acceptability, and traffic conditions to evaluate the hybrid routes; and, (ii) a flow clustering technique to identify relevant mobility flows in low-sampled datasets for reducing the data volume and allow the execution of the analytical evaluation. (i) uses a Discrete Choice Analyses framework to model different variables and estimate a value for user experience in the trip. (ii) is a methodology to aggregate mobility flows by using Spatio-temporal Clustering and identify the most relevant of these flows using Curvature Analysis. We evaluate the proposed hybrid-multimodal routing algorithm with data from the Green and Yellow Taxis of New York, Citi Bike NYC data, and other publicly available datasets; and, different APIs, such as Uber and Google Directions. The results reveal that selecting hybrid routes can benefit passengers by saving time or reducing costs, and sometimes both, when compared to routes using a single transportation mode.
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1. Introduction

Intelligent technologies allow industries and governments to serve citizens better through disruptive applications. Among them, we highlight the ones that are related to Intelligent Transportation Systems (ITS), which are responsible for ensuring efficient and sustainable transportation [1]. Many of these applications explore data from several sources to better understand the city dynamics and adapt to them. This constant search for improvement in urban transportation stimulates new ideas and techniques to help city planners and public administrators better understand urban mobility dynamics.
The study of human mobility in urban scenarios has gained more attention recently due to the popularization of location-tracking systems [2], such as Global Positioning Systems (GPS), cellphones, and interactions in location-based social networks. These tracking solutions allow a better understanding of people’s movement in a city using buses, subways, taxis, and other means. This understanding is obtained by analyzing their digital footprints. Some smart mobility solutions use data that were collected from human mobility to propose, for instance, urban routing, which focuses on achieving different objectives while suggesting routes to perform trips in the city.

Most of the current urban routing applications focus on the shortest or fastest route identification problem; however, different aspects may play essential roles in route selection. In this sense, several studies have investigated different aspects of urban trips. For instance, routing approaches focused on non-motorized means of transport, also called active transportation (e.g., walking, bicycle) [3], enhancing the levels of enjoyment in the trip [4], or even identifying users’ preferences using probabilistic frameworks [5].

This paper investigates the use of different transportation modes as a substitute to traditional modes. We devise a model that allows the evaluation of transportation systems in cities with various transportation modes. The same model can be used to recommend routes by also applying user preferences. We describe both cases in this work. Our solution creates hybrid-multimodal routes that combine different transportation modes on a trip. This approach differs from traditional multimodal routing, which suggests multiple options, each with a single transportation mode. We use historical trip data from taxis of New York City to evaluate the hybrid-multimodal routes. The main objective of this study is to evaluate how a different mechanism for creating and recommending routes for urban trips can impact the user. Our model’s main contribution is the recommendation of urban trips that is aware of not only cost and duration, but that also is subjective to users’ perceptions. Approaches to model perception of users when recommending urban routes have recently gained relevance in the context of smart cities, for instance, with eco-friendly route recommendation [6] being adopted in mainstream route recommendation apps, such as Google Maps.

This work extends our previous study [7], where we proposed a method to improve route selection through hybrid private vehicles and traffic information. Previously, the route selection was made by evaluating the duration and cost of urban trips. Here, we advance our previous work by exploring a novel user experience framework that is based on Discrete Choice Analysis [8]. This approach allows us to compare different route options while accounting for variables, such as the acceptability of active transportation modes, cost of transfer between different modes, and user preferences through a user profile operator. Besides that, we also implement other improvements, such as consider more alternative modes (e.g., bicycle) and other datasets to evaluate users’ impressions of urban trip segments. The novel research contributions of this work are: (i) an origin-destination flow clustering technique that groups urban mobility flows and classifies them in trending or secondary flows; and, (ii) the proposal of a user experience model and a profile operator to evaluate urban trips. Additionally, we evaluate more transportation modes than our initial work and propose a strategy to deal with anonymized data.

The rest of this paper is organized, as follows: Section 2 discusses studies that are related to the proposed technique, i.e., clustering, modeling, and routing. Section 3 provides an overview of the methods used to evaluate our model, which comprises the proposed flow clustering methodology. Section 4 presents our model to evaluate route options for a given trip and how it can be personalized for each user. Section 5 analyzes the results. Finally, Section 6 presents the concluding remarks.

2. Related Work

We study different areas to produce the hybrid multimodal routing methodology. In particular, we propose a mobility flow clustering technique, a hybrid-multimodal routing algorithm, and a user experience model for urban trips. Below, we discuss proposals
for clustering mobility data (Section 2.1); and, routing algorithms and models for route selection (Section 2.2).

2.1. Clustering

The clustering of mobility flows is a research field that creates algorithms to identify trip patterns. There are two main types of clustering in urban scenarios: (i) trajectory-based clustering: the whole trajectory of the moving entity is known, and used [9,10]; and, (ii) Points-of-Presence based clustering: only a few points that are related to the moving entity are known [11–13]. Their main difference is the sampling rate of observed points. In this work, we focus on exploring datasets with data regarding pick-up and drop-off locations only; thus, our proposed algorithm fits into the second type of clustering.

Pang et al. [11] proposed a method to cluster the pick-ups and drop-offs of taxi trips. They spread the points in a fine-grained matrix and write each cell’s frequency in it, which is decomposed and factorized. The resulting values are plotted as a heatmap over the city’s map. Their method identifies hotspots of trips in the city, which allows them to evaluate their correlation with public transportation stations, business areas, and airports. The structure of the outcomes is the main difference to our solution. Their method focuses only on identifying regions, and ours in identifying the regions and the flow between them, which is an important aspect in the route selection.

Stepwise Spatio-Temporal Flow Clustering (SSTFC) [14] is a spatio-temporal flow clustering technique that identifies mobility trends. SSTFC has spatial and temporal steps and it works likewise other proposed mechanisms in the literature [15]. In the spatial step, a minimum neighborhood and a size coefficient are used with a custom distance metric to decide whether to merge or not neighboring clusters. Similar parameters exist in DBSCAN [16], namely min_samples and eps, which are also used to evaluate the density of a region and create clusters. After the spatial step, SSTFC uses the same method to create temporal clusters inside the spatial ones, but using a third parameter, a temporal threshold, to merge neighboring clusters. In [14], it is assumed that SSTFC is robust, but there is no quantified assessment. As clusters get merged several times, flows with varied directions are mixed in the same group, which is sub-optimal when trying to identify mobility trends. Our algorithm first locates the functional departure and arrival zones, which limits the flow directions. These flows can have different angles, but they always flow from one region to another, while, in their technique, flows going forward/backward might end at the same cluster.

2.2. Routing and Modeling

Different factors affect decision making when choosing urban trip routes. Most commercial systems and IT studies map the problem to the shortest/fastest pathfinding [5,17]. The literature of Discrete Choice Modeling [8] and Transport Economics [18] for route choice modeling is well-studied. Yet, some proposed models are prohibitive due to data restrictions that are present in real-world applications and the difficulty in assessing every aspect that drives route selection. Our model builds upon discrete choice modeling frameworks and defines premises to ease the implementation in the real world. Additionally, we identify data sources that can be used to better model the user’s behavior.

This study assumes that cost, duration, and quality of experience (QoE) play a central role in the mode/route choice process. Other studies model these choices while considering more variables. The FAVOUR algorithm [5], for instance, uses a probabilistic model over historical data. It represents the route’s cost/utility as a weighted sum of the cost of route segments. Every segment is evaluated with different features, leading to different weights for the same segment. Furthermore, the algorithm considers that some route options have costs that are associated with the entire route, rather than every segment to contemplate different phenomena, such as weather. We use similar variables to those that are used in FAVOUR, such as distance, duration, price, and the number of transport mode changes. However, the FAVOUR algorithm does not consider the acceptability of
using active transportation modes, which we do. In their study, walking and cycling long
distances are evaluated in the same way as short ones. Another difference is that we
combine the features into a familiar metric to users, such as a monetary price or a duration.
The FAVOUR model is based on a Bayesian learning technique to define the weights for
the sum and recommend routes for users. Differently, we use Discrete Choice Analysis [8]
to model the costs of a trip and apply nominal values for the quality of service (QoS).
Finally, we use a profile operator to suggest routes separately that provide ways to compare
routes with or without the bias of individuals. FAVOUR always counts on the existence
of individual user data to adapt its recommendations. Finally, our model considers traffic
conditions to select transition mode points, while FAVOUR does not consider real-time
traffic information.

Hrnčíř et al. [19] proposed a method for selecting bicycle routes using different criteria.
They defined a generic framework based on a graph with geo-coordinates, altitude, the
horizontal length of cycling paths segments, and other features of route segments. For the
experiment, they defined the features to be the ones that are provided by OpenStreetMap
(https://www.openstreetmap.org/, accessed on 14 May 2021). The authors modeled the
route selection problem as multi-criteria search optimization and proposed heuristics to
make this search feasible. This study focuses on maximizing different utility functions that
are applied to routes. They do not provide methods to obtain scores that aid in ranking or
personalizing the results, such as our proposal. They only consider one transportation mode
(i.e., bicycles), which causes important variables to be omitted, such as the acceptability to
chose a given route using active transportation. When taking active transportation, users
may feel discouraged to perform long trips, which is considered in our model.

3. Evaluation Framework

This work proposes a method to combine different transportation modes for single
urban trips. For each trip, we evaluate its duration, price, and user experience. Section 3.1
briefly introduces the concept that we use to evaluate urban trips. Section 3.2 describes the
methodology used to combine transportation modes, produce multimodal-hybrid routes,
and its evaluation. This solution explores real-time traffic data to replace trip segments
using taxis with other transportation modes (e.g., bicycle or public transportation). In
order to evaluate the hybrid-multimodal routes, we use datasets from the city of New York,
available at the NYC Open Data portal (https://opendata.cityofnewyork.us/, accessed
on 14 May 2021). We performed data reduction by clustering the main mobility flows due
to their size, as described in Section 3.3. When looking for route choices, we run different
nearest neighborhood and temporal queries. To reduce time executing these queries, we
combine two different data indexes into a single data structure creating the Multi-Layer
Geographical Linkstream, as detailed in Section 3.4.

3.1. Overview

Figure 1 illustrates the process of evaluation of urban trips. We start with a dataset
containing origins and destinations of urban trips. After, we use our proposed mobility flow
clustering technique, as described in Section 3.3, to create a weighted graph of the urban
flows. This step makes feasible the evaluation of huge datasets by applying the model on
the most relevant flows. Once the graph is obtained, we evaluate possible driving ways
for a given flow and combine these driving ways with traffic data to identify congested
segments in the trip. These segments then are replaced with alternative transportation
modes in the route combination phase. After all traditional and hybrid route options
are obtained, we assess the gains/losses in terms of duration and cost, and also we use
our proposed user experience model (as described in Section 4) to evaluate the quality of
all options.
3.2. Methodology

We propose a Multi-Layer Geographical Linkstream (MLGLS) to organize data from different sources to assess the impacts of using multimodal hybrid routes for urban trips. We study the impacts of replacing taxi-only trips in New York with hybrid options using our proposed methodology, such as reducing time spent on traffic jams, which leads to an increase in QoE during the trip. These hybrid routes contrast to the traditional approach of multimodal routing, which consists of different options using single modes (e.g., one public transportation, one driving, and one walking option). The hybrid approach that was proposed in this work also considers routes that started with one of the traditional modes and finished in another (e.g., started in public transportation and finished in a taxi). The purpose of this section is to describe the methodology used to evaluate the hybrid routes. The process is divided into seven steps: (i) reduce data about trips from Yellow and Green Taxis datasets and find main mobility flows; (ii) create and populate an MLGLS with trip data and with other transportation modes (e.g., bus stations, bike dockers); (iii) evaluate the initial driving options that contain traffic information; (iv) identify congested segments in the initial options; (v) select mode transition points and combine them; (vi) trace route alternatives and save them; and, (vii) evaluate the metrics of the alternatives. Steps i, ii, and vii are executed once for the whole dataset. In contrast, the other steps are repeated to every mobility flow in Step i. For each one of these flows, the trip is evaluated when considering the spatio-temporal \((\text{origin}, \text{destination})\) pair. Additionally, changes in the scenario during the trip are not accounted for. Figure 2 outlines the methodology.
3.3. Data Reduction

Section 3.3 describes Step i, Section 3.4 give details about the MLGLS used in Step ii. Section 3.5 comprises Steps iii, iv, v, and vi. Section 5 explains the outcomes that are produced in Step vii, and other important intermediary results, such as the individual route selection evaluation using the model described in Section 4.

3.3. Data Reduction

The proposed model analyzes trip-by-trip, every route option by requesting traffic data, trip fares, and route duration estimates through different APIs in real-time over the internet to assess the price, duration, lengths, and waiting times of trip segments. This analytic approach demands a long time to perform data collection and analysis. Thus, to have a feasible study case, we have a data reduction step that clusters mobility flows. This step aims to identify the city’s main flows to perform the evaluation. The data reduction technique that is described below is general enough to be used in different datasets and for different purposes.

The technique identifies trip Origin-Destination Mobility Flow Corridors (OD-MFC). This is accomplished by finding functional zones on the coordinates of the dataset and then computing the flows between these zones. It has two variants to adapt to different aspects of datasets. If the dataset has geographical coordinates (i.e., latitude and longitude), the
full version of the technique must be applied. However, there are plenty of datasets that are anonymized, only containing region ids where the departures and arrivals happened. For these datasets, a light version of the technique was developed.

Both of the versions of the OD-MFC technique have three steps: (i) Split (pre-processing): divides the dataset into chunks by considering a division between hours, weekdays, date or other variants—we used the division \( \langle \text{hour, weekday/weekend} \rangle \), e.g., \( \langle 19 \text{ h, weekend} \rangle \), which describes the class with trips between 19 h and 20 h on Saturday and Sunday; (ii) Functional Region Identification: clusters the departures and arrivals of trips to identify the most relevant zones; (iii) Flow Accounting: is responsible for accounting the flows between those identified zones; and, (iv) Flow Classification: classifies the flows in trending (i.e., flows with a more relevant amount of trips) and secondary.

The pre-processing step divides the dataset into smaller ones that capture the data seasonality. In our study, we defined this division by analyzing different shapes of distribution curves of the trips. Afterwards, the second step identifies the functional regions in the data (i.e., the most relevant zones). This is the single step in which the full and the light versions of the technique differ. For the full version, we use the HDBSCAN [20] clustering algorithm to identify the functional zones. This algorithm is widely adopted to cluster positional datasets containing noise. For the light version, the regions are already identified. Thus, all of the regions could be used in the analysis.

The third step consists of accounting for the flows between regions. Each flow is described by the number of trips between two regions. Finally, the fourth step identifies the main flows. The classification technique was inspired by a similar strategy that was proposed to identify the EPS in the DBSCAN algorithm [16]. In their paper, the authors evaluate the k-nearest neighbor distance for all samples in the dataset and plot them sorted. This plot tends to form an exponential decay curve. Based on this technique, we created a that sorts the flows based on their magnitude and identifies the “knee” of the resulting curve. We use Equation (1), the Curvature for a Plane Curve [21] equation, to identify this “knee”.

\[
\kappa = \frac{|y''|}{(1 + y'^2)^{3/2}}. \tag{1}
\]

The function \( y \) is the curve that formed by the sorted flow magnitudes. This equation evaluates the magnitude of the curvature at a certain point in the curve. Because we are looking for the “knee” of the curvature, we must look for local maximum for \( \kappa \), i.e., \( \kappa' = 0 \).

A previously faced problem of this study [7] was that the curvature formed by real data was not a smooth curve. Thus, to enhance calculating the required derivatives, we now smooth the data, depending on the desired results, before applying the classifier. In this work, we use interpolation with an exponential function to smooth our data. We select the “knee” point in the curve, which is used as a threshold to classify the flows in trending or secondary. If we use an exponential function of the form \( y = e^{ax} \) to model the exponential decay, then the solution of Equation (1) leads to:

\[
\kappa = \frac{a^2e^{ax}}{(1 + a^2e^{2ax})^{3/2}}, \tag{2}
\]

where the maximum is given at:

\[
\kappa' = 0 \quad \rightarrow \quad x = -\frac{\log 2a^2}{2a}. \tag{3}
\]

In this study, we use HDBSCAN algorithm [20] to identify functional regions. HDBSCAN is a \( O(n^2) \) time algorithm, with approximate solutions being given in average \( n \log n \) time [22]. The proposed classification approach has to first sort mobility flow popularity in time \( O(m \log m) \), with \( m \leq n \), but, in general, \( m \ll n \). After that, the approach needs to solve a minimization problem to identify the best fit exponential equation to fit the
curve that formed by the sorted popularities. We use the Levenberg-Marquardt method, which takes $O(\epsilon^{-2})$ time [23]—$\epsilon$ is the precision adopted. After identifying the best fit curve, the classification is done in $O(1)$. Therefore, the approach is executable in $O(p^2)$, where $p = \max\{n, 1/\epsilon\}$. The proposed method maintains the same time complexity of HDBSCAN.

To assure the quality of the proposed clustering technique, we first verify whether it complies with the requirements of good clustering techniques [24], i.e., the clustering: (i) should not impose a priori bias on the clusters’ shape; (ii) should be able to handle varying densities; and, (iii) should be able to handle varying dimensionality. The origin and destination functional regions are obtained using the HDBSCAN technique, which does not impose a bias on the clusters’ shape, and it is also known for good performance with noisy datasets. Additionally, the selection of the trend/secondary flow threshold identifies a point with no bias, thus meeting requirements (i) and (ii) (as discussed in Section 5.3). Regarding requirement (iii), despite using a spatial 2D dataset in this study, neither HDBSCAN nor the curvature equation limits the number of dimensions of the dataset. Thus, the proposed technique can handle higher dimensionalities. We conducted an experiment comparing our approach to the SSTFC algorithm [14]. Section 5 shows that both versions of OD-MFC outperform SSTFC when identifying the most relevant flows in noisy datasets.

### 3.4. Data Structure

We model all the data in MLGLS data structure, which was created by combining: (i) Linkstreams [25], a temporal graph structure that stores links sorted according to time of occurrence; (ii) KDTree [26], which is a tree structure to ease nearest neighbor searches; and, (iii) Multi-Aspect Graph [27], a derivation of static graphs that allow the creation of multiple layers to represent data features.

A link is a 3-tuple $(a, b, t)$ that shows a contact between $a$ and $b$ at time $t$. Contacts that are represented in this stream are time-sorted and they may optionally have a duration, in which case the Linkstream may be called a Stream Graph. Because links are sorted in time, one can use a binary search to optimize queries. However, the Linkstreams are not designed to deal with positions, an important feature of mobility data. To tackle this issue, we added a complementary index to the Linkstream using KDTrees. The way that this tree is constructed allows the quick execution of neighborhood searches, as opposed to other spatial trees, such as the R*-tree [28].

The use of Linkstream and KDTree makes it possible to run quick spatio-temporal data searches. However, urban mobility is heterogeneous and it can be collected from different sources, and must be combined to perform a more insightful analysis [29]. Such a process must not lose information about the data origin since data from different contexts may have different interpretations. To combine data without losing its source information, we use a feature from the Multi-Aspect Graphs, the possibility of creating multiple layers in the graph to represent different data sources. This data structure allows for the creation of aspects, a data dimension where multiple layers can be added. Hence, we propose the usage of several layers where data from different sources can be sheltered.

Formally, the MLGLS is a group of nodes $v \in V$, connected by links $e \in E$. These nodes and links may hold further information detailing the event identified by the node or the type of contact that is indicated by the edge. The existence of events (or nodes) are known via a data source (or layer) $l \in L$; and, all of the interactions happen in a time interval $T = [t_0, t_f]$. Additionally, to enhance the spatial queries’ performance, we have a Geographical Index $I$ (i.e., the KDTree). Thus, the MLGLS is given by the tuple $M = (V, E, L, T, I)$.

An important implementation aspect is the existence of different layer types. The data structure supports both static graphs and linkstream layers. For static layers, the difference is that nodes and links exist during the whole time interval, from $t_0$ to $t_f$. Because of the characteristics of modern datasets, there is another type of layer, called dynamic. This type
is used for layers in which nodes and edges vary in time, but the information regarding these graph entities can only be obtained when needed. For example, the bike dockers in our experiments may or may not have bicycles available at a given moment. Thus, when we need to verify the existence of a node, we perform a call to the provider API to evaluate if that node will, or will not, be listed in the graph. The dynamic layer is defined in the MLGLS as a time-dependent function called upon the necessity to evaluate the current state of a layer.

Figure 3 depicts our proposed data structure, which has two dimensions: time and data sources. Layers can be created at each dimension, being represented by rows or columns of rectangles in Figure 3. The dotted blue line $L_h$ is surrounding the taxi data layer in the data-source dimension, and the green dotted line $L_v$ is surrounding the time layer $t_2$. The nodes (circles) are the data entries, and each link (continuous line) represents the contact between those entries. The dashed thick lines represent contacts that persisted in time. Finally, the red lines represent the spatial index that is created by the KDTrees. This index creates perpendicular divisions in the space to separate nodes and ease queries.

When merging transportation modes to create alternative urban routes, we fuse five positional datasets: subway stations, bus stops, bicycle dockers, and the Yellow and Green Taxis trips. When analyzing these datasets, we have to query data in time and space; the proposed data structure saves time and resources. Additionally, it is general enough for usage in other scenarios. The approach used to combine these datasets and produce hybrid-multimodal route alternatives is described below.

3.5. Route Combination

The processes between Steps iii and vi (Section 3.2) are repeated for every flow inside its respective \langle hour, weekday \rangle class. A flow is defined by an origin, a destination, and a weight based on the number of trips. For every flow, we obtain a list of alternative routes, including the traditional, and the hybrid options to be compared. Algorithm 1 [7] shows how this list of alternatives is produced.
Algorithm 1 Evaluate route alternatives for trip flows.

**Input:** Origin and destination of a flow.

**Output:** List with the route alternatives for the flow.

1: \( \text{drive\_way} \leftarrow \text{get\_driving\_way}(\text{origin}, \text{destination}) \)
2: \( \text{start\_transitions} \leftarrow \text{new List}() \)
3: \( \text{end\_transitions} \leftarrow \text{new List}() \)
4: \( \text{options} \leftarrow \text{new List}() \)
5: \( \text{previous\_step} \leftarrow \text{none} \)
6:
7: \( \text{push}(\text{start\_transitions}, \text{origin}) \)
8: \( \text{push}(\text{end\_transitions}, \text{destination}) \)
9:

10: \( \text{for step in drive\_way\_steps do} \)
11: \( \quad \text{if is\_congested}(\text{step}) \text{ then} \)
12: \( \quad \quad \text{if is\_congested}(\text{previous\_step}) \text{ then} \)
13: \( \quad \quad \quad \text{pop(\text{end\_transitions})} \)
14: \( \quad \quad \quad \text{push}(\text{end\_transitions}, \text{step}\_\text{destination}) \)
15: \( \quad \quad \text{else} \)
16: \( \quad \quad \quad \text{push}(\text{start\_transitions}, \text{step}\_\text{origin}) \)
17: \( \quad \quad \quad \text{push}(\text{end\_transitions}, \text{step}\_\text{destination}) \)
18: \( \quad \text{end if} \)
19: \( \quad \text{previous\_step} \leftarrow \text{step} \)
20: \( \text{end if} \)
21: \( \text{end for} \)

22:
23: \( \text{for st in start\_transitions do} \)
24: \( \quad \text{for et in end\_transitions do} \)
25: \( \quad \quad \text{opts} \leftarrow \text{get\_options(\text{origin}, \text{st}, \text{et}, \text{destination})} \)
26: \( \quad \quad \text{concat(options, opts)} \)
27: \( \text{end for} \)
28: \( \text{end for} \)

Algorithm 1 starts (Line 1) by calling the \text{get\_driving\_way} function (Step iii), with the origin and destination as arguments. This function calls the TomTom Routing API (https://developer.tomtom.com/, accessed on 14 May 2021), which returns a list of steps to perform the trip and traffic data. In Lines 7 and 8, the algorithm appends the origin and destination to the list of transition starts and ends. They are added to create the possibility of full trips being performed in single modes (i.e., the traditional routes). The \textbf{foreach} command in Line 10 populates the transition lists according to the state of traffic (Step iv). This state is evaluated via the function \text{is\_congested}, which indicates whether it has traffic or not. This binary classification is only used to produce the route options. When evaluating the Quality of Experience (QoE), we consider the time that would be spent on the congestion, which is assessed based on historical data using the TomTom API. Note that the steps with bad traffic conditions in a row are merged in the if command in Line 12 just by updating the end_transitions list.

Lines 23 and 24 contain the \textbf{foreaches} that are responsible for combining the transition points (Step v). Inside these \textbf{foreaches}, a call to the \text{get\_options} function evaluates all alternatives considering a tuple with an origin, destination, start transition, and end transition. This function uses the data populated in the MLGLS to identify the actual transition points, when considering mode characteristics (e.g., bus stops). Next, the function evaluates the possible options and saves data about traffic, waiting times, duration, and prices for every step and the mode used to compose it.

The resulting list of options is concatenated to a list with all options (Line 26) to be saved, as described in Step vi. After evaluating all of the route alternatives, they are compared with the traditional routes using the metrics duration, price, and user
experience (Step vii). Section 4 describes how to evaluate the user-experience model. The route combination and analysis code is open source, being distributed under the SMAFramework [30] on Github (https://github.com/diegopsom/smaframework, accessed on 12 May 2021).

4. User Experience Model

This section describes the evaluation of user experience in urban routes, which is based on the Opportunity Value [31]. This value is a technique used in Discrete Choice Analysis to assess the utility of a decision made in a set of mutually exclusive options. This decision is the same when picking a route in an urban trip: once a route is chosen, the others become unavailable. Sections 4.1–4.3 model the different deterministic aspects of the route. The models in these sections can be used to evaluate the transportation system conditions and various transportation modes. Section 4.4 presents the experiment instances that are used to evaluate user satisfaction. Section 4.5 introduces a Profile Operator used to quantify the impact of personal choices in the model. It works on top of the deterministic evaluation and adds a probabilistic dimension regarding individual preferences and, thus, enables the model to be used when performing route recommendations.

4.1. Core

Let \( r \in R \) be a route option to a given trip of a person (decision-maker). \( R \) is the set of available options created with a heuristic. \( r \) is a tuple \( \langle t_r, c_r, l_r, S_r \rangle \), the route’s duration, cost, length, and set segments in different transport modes, respectively. One way of comparing aspects of route options of a trip is evaluating the opportunity cost of these aspects. For instance, the Opportunity Cost Equation [31] (Equation (4)) evaluates the opportunity cost for selecting a route in the set \( R \) as the loss due to selecting this option and not the best possible option.

\[
co_{pp}(r) = t_r - \min_{r' \in R} t_{r'}. \tag{4}
\]

where \( r \) and \( r' \) are the routes taken from the set \( R \) with duration \( t_r \). \( co_{pp}(r) \) denotes the opportunity cost of duration of a given route \( r \). The opportunity costs of other route aspects are given by analog equations evaluated on \( c_r, l_r \), and so on.

A typical use of the opportunity cost in transport engineering is to evaluate the Value of Time Travel Savings (VTTS). It represents the monetary cost of the extra time that is spent by selecting a given route instead of the fastest route.

Nevertheless, in order to obtain the user experience in the trip, we must consider both the value of the user’s time and the actual paid value, instead of only the duration of \( t_r \). We can use the Generalized Cost Equation [32] (Equation (5)), also used in transport economics when evaluating the attractiveness of a route option [33], to combine the two variables. The generalized cost of a route option is the addition of the paid monetary cost to the generalized journey time, which was found via a utility function.

\[
g(r) = c_r + u(r). \tag{5}\]

where \( g(r) \) is the generalized cost, \( c_r \) the monetary cost of the route, and \( u(r) \) the utility function to estimate a generalized time. The generalized time \( u \) is estimated using the Value of Time Travel (VTT) of the user. \( u \) varies with the context of the decision-maker, such as route conditions and his income/hour. One way of evaluating \( u \) is by multiplying the trip duration by the VTT of the decision-maker, as \( u(r) = \tau t_r \), where \( \tau \) is given in [USD/h]. This may be used to compare the routes with similar characteristics. However, when comparing multiple transportation modes, the impressions of the decision-maker might vary among different modes. One way of contemplating this phenomenon is by using a Generalized Time Function [34] that considers the user perceptions to adapt the measured time. For instance:

\[
u(r) = \tau T(r). \tag{6}\]
Subsequently, to define the general time of the complete route $T(r)$, we sum the general time of all segments $s \in S_r$:

$$T(r) = \sum_{s \in S_r} T(s),$$

where $T(r)$ is the generalized time in the complete route, and $s \in S_r$ is a route segment in a specific transportation mode, which has a duration, cost, length, and its mode $s = (t_s, c_s, l_s, m_s)$.

4.2. Mode Transfer Cost

When a user changes transportation mode, he incurs different costs. For instance, when changing to a private hired vehicle, companies usually practice a hiring fee that increases the monetary cost of the trip. Furthermore, some transportation modes require a waiting time, until a vehicle arrives to take the user, which increases the total duration of the trip. Hiring fees and waiting time for private hired vehicles and busses are both assessed in our experiments; they are obtained from real data through different APIs, e.g., Uber and Google Directions. Besides these costs, we use a mode transfer penalty to model the direct costs in terms of experience that the user incur by having to change the transportation mode. We introduce an exponential depreciation operator in Equation (8) to account for mode transfer penalty cost in experience for the user. We count the number $n_r$ of changes in the route and use it to compute the total impact in a given route option as:

$$\lambda_r = \begin{cases} 0, & \text{if } n_r = 0 \\ e^{an_r}/100, & \text{otherwise} \end{cases},$$

where $\lambda_r$ is the impact due to the number of mode changes. In our study, we did not obtain supporting data to evaluate $a$, this parameter could vary according to user preferences. Yet, $a = 1$ results in a reasonable impact considering traditional urban trips standards. Table 1 shows the impact according to the number of mode changes for $a = 1$.

| $n_r$ | 0  | 1% | 2%  | 3%  | 4%  | 5%  |
|------|----|----|-----|-----|-----|-----|
| $\lambda_r$ [%] | 0% | 2.72% | 7.39% | 20.09% | 54.60% | 148.41% |

Using Equation (8), the final generalized time of a route in Equation (7) changes to Equation (9).

$$T(r) = (1 + \lambda_r) \sum_{s \in S_r} T(s).$$

4.3. Experience in Different Route Segments

The satisfaction of the decision-maker in a trip segment varies according to segment accessibility. Thus, to measure this satisfaction, the general time for a given segment is:

$$T(s) = S(s)t_s + \epsilon,$$

where $S(s)$ measures user satisfaction in a given transportation mode. The variable $\epsilon$ describes the error due to non-observable components, such as weather conditions. Here, we consider that this error is normally distributed, which causes a reduced impact on the final values according to the Random Utility Theory [18].

To define $S$, we use In-Vehicle Time (IVT) multipliers that estimate impressions of a user in a given transport mode as compared to in-vehicle impressions. For example, a given user may consider 5 min of walking to be as unpleasant as 10 min in a vehicle. In
this case, the IVT multiplier would be $10/5 = 2$. There are different ways of estimating IVT values, which usually consider surveying passengers. We consider the characteristics of the segment $s$ and impressions of the level of service of the decision-maker $w$ to measure the satisfaction $S$.

$$S(s) = w(s)P(s).$$

$P(s) \in [0, 1]$ is a depreciation factor to describe the acceptability of traveling a segment $s$. Functions $P$ and $w$ depend on the scenario, and their selection is discussed in Section 4.4.

### 4.4. Experiment Instances

To evaluate the satisfaction of users in route segments in the present study, we consider that both functions $w$ and $P$ vary with the transportation mode. Additionally, the impression about the level of service in a segment depends on the time spent; and, the acceptability of a given segment is a function that depends on the length of the segment, i.e.,

$$S(s) = w_{m_s}(t_s)P_{m_s}(l_s).$$

where $m_s$ is the mode used on the segment $s$; $w_{m_s}$ and $P_{m_s}$ are respectively the impression of the user and the depreciation function in relation to the transport mode used in that segment. We consider a limited set of modes and use data from a survey [35] to obtain Equation (13), an instance of $w$. We combine bicycle and walking modes, since both require physical effort to perform, i.e., active transportation. We do not have the actual multiplier for the bicycle mode, but a study conducted in Beijing suggests bike satisfaction to be high when compared to vehicles [36].

$$w_{m_s}(t_s) = \begin{cases} 
1.54t_s, & \text{if } m_s \text{ is in-vehicle congestion} \\
0.78t_s, & \text{if } m_s \text{ is in-vehicle headway} \\
1.70t_s, & \text{if } m_s \text{ is waiting} \\
1.65t_s, & \text{if } m_s \text{ is walking or bicycle} 
\end{cases}.$$  

where the impressions of the user $w_{m_s}$ in relation to the transport mode $m_s$ is obtained in function of the duration of the trip segment $t_s$.

$P_{m_s}(l_s)$ presented in Equation (11) is a depreciation factor that decreases the user satisfaction in a segment according to its length, which depends on the transportation mode $m_s$. In the urban context, vehicles and public transportation usually perform the longest journeys (modes as helicopters are omitted). Thus, the impact of $P_{m_s}(l_s)$ in such routes is minimal. However, the impact on the walk and bicycle modes is highly relevant and they are usually mentioned as walkability [37] and bikeability [38], respectively. They may consider more factors other than the distance (e.g., accessibility, air pollution).

One way of guessing the likelihood of someone adopting a segment of active transportation is to observe a dataset of trips with their lengths. We can estimate the probability of choosing a segment by calculating an inverse cumulative distribution function of trip lengths in the dataset. This approach is already used in the literature to estimate walking and bicycling acceptabilities (The Netherlands [39] and US [40,41]). Moreover, these abilities vary according to the trip purpose. For everyday commute trips using public transportation, they also depend on the accessed mode—one might walk twice the distance (e.g., accessibility, air pollution).

In this work, we estimate bikeability using data from the Citi Bike NYC (https://www.citibikenyc.com/, accessed on 14 May 2021) in New York. However, we did not have access to a dataset to estimate walkability. Thus, we use previous results that were obtained for US cities [40]. We defined both functions by interpolating the results for walkability and bikeability. $P_w$ (Equation (14)) is used to evaluate the acceptability when walking, and $P_b$ (Equation (15)) when using a bicycle. We also account for users’ will to walk further for accessing rapid transportation modes [41]. The value of $l_s$ for the equations is given in kilometers. Additionally, the values of $P$ are capped between 1 and 0.01 to prevent invalid
outcomes. Section 5.5 discusses walkability and bikeability, and shows the shape of the inverse cumulative distributions.

\[ P_w(x) = -6.829x^4 + 9.788x^3 - 2.847x^2 - 1.858x + 1, \]  
\[ P_b(x) = -2.11 \times 10^{-4}x^5 + 3.93 \times 10^{-3}x^4 - 2.63 \times 10^{-2}x^3 + 7.50 \times 10^{-2}x^2 - 8.05 \times 10^{-2}x + 1.01. \]  

4.5. Individual Route Selection

This section proposes a strategy for selecting routes among different options based on scores and they can be used to create a recommendation set. The recommendation should also consider other issues, such as the impact of recommended routes in the overall system when the adoption rate is high. The recommendation approach is responsible for mitigating this issue by, for instance, load balancing the set of reasonable routes [42]. We do not address the issue of load balancing recommendations in the present study.

The described model has three main results: (i) the total opportunity cost (Equation (4)) to be used to select a route among different choices; (ii) the generalized cost (Equation (5)), which measures an overall cost/benefit of an option considering its cost, users’ perception and duration; and, (iii) the generalized time (Equation (9)), which removes the cost and only evaluates the users’ perceptions of time. These metrics model general users in specific populations. However, when it comes to individual choices, these values may vary.

We introduce a profile operator to tackle the issue of different opinions of users when selecting routes. This operator is inspired by the concept of Mixed Strategies from Game Theory, which is a probability distribution over a set of actions taken by an agent [43]. We consider that the decision-maker has two Pure Strategies: always choose the shortest duration or always choose the cheapest trip.

To produce a Mixed Strategy, we allow the decision-maker to pick a probability \( p \) in which the QoE is favored, despite the cost. The remaining odds \( (1 - p) \) lie in the event of choosing a trip based on the cost. The Expected Utility [44] (Equation (16)) of the outcome of selecting routes, based on the Mixed Strategy that was adopted by the decision-maker, is obtained in this case, for two variables, as:

\[ \mathbb{E}[P] = u(A)p + u(B)(1 - p), \]  

where \( p \) is the probability that defines the profile \( P \) and \( u(A) \) and \( u(B) \) are the utilities of the choices \( A \) and \( B \), respectively. The difference in our operator is that, in our equation, we use two utility functions for the same action, resulting in Equation (17).

\[ \zeta = u_1(r)p + u_2(r)(1 - p), \]  

where \( \zeta \) denotes our proposed operator, \( u_1(r) \) and \( u_2(r) \) are the two different utility functions for the action of selecting the route \( r \) and \( p, (1 - p) \) the respective complementary probabilities. If we select \( u_1 = (t + T)/2 \), and \( u_2 = c \) from the utility functions previously described, then the profile operator \( \zeta \) of a route \( r \) given the profile \( p \) becomes, as shown in Equation (18). \( u_1 \), represents the QoE-related aspects and \( u_2 \) the monetary costs.

\[ \zeta(r, p) = p\left[ \frac{t_r + T(r)}{2} \right] + (1 - p)c_r. \]  

where the profile operator \( \zeta \) for a given route \( r \) and profile \( p \) is given in terms of the duration \( t_r \), the generalized time \( T(r) \), and the cost \( c_r \), and its related probabilities \( p \) and \( 1 - p \).

In Equation (18), \( p \in [0, 1] \) represents the value that a specific user gives to QoE-related variables. QoE represents the duration and overall user impressions about the duration.
We oppose the cost to the quality metrics, i.e., users expecting better quality might pay more for the trip, while a user expecting to pay less may have a worse service. The best route, according to the model, obtains the smallest value for $\zeta$. To apply Equation (18), $t_r$, $c_r$ and $T(r)$ must be normalized. We use the z-score normalization function for the experiments in this work. We selected the z-score, since it assesses the distance between a route aspect measurement and the average of all measurements of that same aspect for a trip. This evaluation of distance is given in terms of standard deviations; it counts how many times an option is worse than others in terms of standard deviations.

With this operator, our model is complete and it complies with Discrete Choice Modeling framework [18], which is comprised of four elements: (i) the decision-maker: the person that aims to choose a route; (ii) the alternatives: the routes; (iii) the attributes: the utility functions; and, (iv) the decision rule: the profile operator.

5. Results and Discussion

In this section, we discuss the obtained results. We start describing the different data sources used to evaluate hybrid trips in the city of New York in Section 5.1. Afterwards, we discuss the mobility flow clustering technique proposed; the pre-processing results are listed in Section 5.2, the final output of the clustering is presented in Section 5.3, and, in Section 5.4, we compare our proposal with a study from the literature. Finally, we present the results that are related to the hybrid routes and the user experience model. Section 5.5 discusses the acceptability of using active transportation modes, Section 5.6 discusses the overall values for cost, duration, and user experience for the evaluated trips, and Section 5.7 shows the results for the personalizing routes based on user profiles.

5.1. Data Characterization

In this section, we briefly explain the datasets that are used to obtain the results in this study.

5.1.1. Taxi Data

The main datasets used in this work are the Yellow and Green Taxis datasets from New York (https://www1.nyc.gov/, accessed on 14 May 2021), which were taken from the NYC Open Data portal, from 2016 and 2017. Part of the period is anonymized, i.e., they do not contain geographical coordinates of the trips’ pickups and drop-offs, but, instead, the IDs of regions where they started/ended. These are the two main taxi services in New York: the Yellow Taxis cover mainly the center of Manhattan Island and airports, and the Green Taxis usually cover the periphery of the city. The Yellow and Green Taxis datasets have 113.4 and 11.7 million trips, respectively. We removed invalid data from these datasets, such as trips starting and ending at the same point, vehicles traveling over 100 km/h, or trips over 6 h. The remaining trips were clustered into flows and evaluated.

5.1.2. Traffic Data

We used TomTom Routes API (https://developer.tomtom.com/, accessed on 14 May 2021) to assess routes and know their traffic conditions. The requests happened at the same hour when the trips occurred to have similar traffic conditions to those when the flow happened.

5.1.3. Bicycle Data

This data are from the Citi Bike service in New York (https://www.citibikenyc.com/, accessed on 14 May 2021), 2017. This service is the most important bicycle sharing system in the city, and we used 257,498 trips from this dataset. We also used docker’s location and availability to calculate route alternatives using shared bicycles. Finally, we used historical trip data to evaluate the bikeability.
5.1.4. Routing Data

We used Google Directions API (https://developers.google.com/, accessed on 14 May 2021) and Uber API (https://developer.uber.com/, accessed on 14 May 2021) to guess public transportation and private hired vehicles routes. The Google Directions API gives the available route segments in public transportation and information regarding bus schedules and live positions (when available) to evaluate waiting times. Uber API is used to obtain fare estimations and waiting times for trips.

5.2. Pre-Processing

Before starting the evaluation, the first step of the analysis consists of splitting the dataset into classes for evaluation. Observing the dataset of Yellow Taxis, we found that an hourly division would be enough to capture its seasonality (see Figure 4). It is possible to observe the variation in the number of trips and passengers according to the hour of the day. Additionally, it is possible to visualize the difference in the curve behavior for weekdays and weekends. Figure 4 shows some relevant areas in the curve, high and low peaks of trips on weekdays, and a peak at the weekend. We made an hourly division to create classes, but the route evaluation used real-time data. These relevant areas were used to evaluate the results (Sections 5.6 and 5.7).

![Figure 4](image-url)  
**Figure 4.** Distribution of trips and passengers in weekdays and weekends per hour; 48 classes were created for every hour of the day in weekdays and weekends [7].

5.3. Data Reduction

We designed a flow clustering technique described in Section 3.3 to reduce the data to be evaluated and keep the relevance of the analysis. Its final step consists of classifying flows between the functional zones. We use a derivative of the curvature equation for this classification. Figure 5 shows the curve of the magnitude of the flows. We smooth the Original Data line, producing the Smoothed line. Later, we use Equation (1) to produce the Curvature line in Figure 5. Its derivative was used to evaluate the maximum, i.e., the Selected Point for the classification (vertical dashed line). Flows with a magnitude above it are considered trending, while the remaining are secondary.
Figure 6 shows the classified clustered flows for datasets with and without geo-coordinates. Figure 6a [7] uses the first variation of the flow clustering technique, leading to clusters with a deformed-looking shape. This shape is due to their formation made out of coordinates that were collected from the performed trips. These clusters were obtained from the Yellow Taxis dataset 2016 when geo-coordinates for trip pickup and drop-off points were still available. The clusters shown in Figure 6b,c were tailored—in the anonymization process before data releasing—according to the shapes of some districts and neighborhoods of the city, thus leading to more regular shapes.

Figure 6b,c show a difference in the locations of the departures and arrivals clusters. Yellow Taxis have a historical trend to attend users in Manhattan, while Green Taxis were created to serve the more peripheral zones, being prohibited from starting trips in Manhattan. The focus on covering Manhattan is not strongly present in this sample of flows shown in Figure 6a. Green Taxis are also prohibited from taking passengers to airports, while Yellow Taxis are not, which results in a flow from the bottom-right corner of Figure 6a (where JFK Airport is located) to a cluster near the Brooklyn neighborhood. This is another trend of the Yellow Taxis.

The geo-coordinates allow us to obtain more relevant flows. In contrast, the flows that were obtained with the anonymized dataset resulted in many flows starting and finishing in the same regions. The flows that were obtained in this data reduction phase were used to evaluate the impacts of the hybrid routing, which are described in Section 5.6.
Figure 6. Clustered flows from Yellow and Green Taxis datasets. (a) Yellow Taxis with geo-coordinates. (b) Yellow Taxis without geo-coordinates. (c) Green Taxis without geo-coordinates.

5.4. Clustering Evaluation

In this section, we compare our proposed clustering methodology with the SSTFC [14]. The objective of applying the clustering in the present study is to allow the identification of the most relevant mobility flows, i.e., groups of trips with similar origin-destination that happen with a high frequency. Figure 7 shows the distribution of clusters given the amount of trips that they contain (their size) excluding trips considered as noise. The clusters were divided into classes with sizes greater than 1000, between 100 and 1000, between 10 and 100, and smaller than 10. We show results for two configurations of each approach, using $\alpha \in \{0.5, 0.05\}$ for SSTFC, and using Polynomial and Exponential model to classify the most relevant flows in our proposal, OD-MFC. The evaluation was performed with all of the clusters from the 48 $\langle$weekday, hour$\rangle$ classes in the non-anonymized NYC Green Taxis dataset.

Figure 7. Distribution of flow clusters according to their sizes.

The SSTFC algorithm showed a trend towards identifying a big amount of small clusters, with less than 1% of clusters sized greater than 10 for both parameters studied.
For both scenarios, SSTFC classified more than 99% of the data as noise. OD-MFC could identify more relevant clusters, with all of the selected clusters containing more than 10 trips, and around 60% of the clusters sized between 100 and 1000. OD-MFC classified 71% and 68% of the data as noise, respectively, for Polynomial and Exponential models. In total, we observed 9.7 and 33.4 thousand clusters for SSTFC with $\alpha$ equals to 0.05 and 0.5; and, 1.8 and 3.0 thousand clusters for OD-MFC using Polynomial and Exponential models. Given our objective of selecting relevant flows for evaluation, OD-MFC performed better. Not only more relevant clusters were identified, but also a smaller part of the data was filtered out as noise. There is the possibility that better parameter selection could lead SSTFC towards better results, yet increasing the value of $\alpha$ from 0.05 to 0.5 only increased the amount of smaller clusters identified. Furthermore, initial experiments with smaller $\alpha$ (e.g., 0.005 and 0.0005) did not result in cluster formation, reducing $\alpha$ increases the amount of data classified as noise, as expected. After the clustering step, the average flow of each cluster identified, using the exponential model, was evaluated according to our framework, as described in the following sections.

5.5. Active Transportation Acceptability

The bikeability was obtained using Citi Bike NYC data, as discussed in Section 4.3. We collected data from trips during 2017 and created a cumulative normalized distribution function of the trip lengths (see Figure 8). The curve depicts the probability of some users to use a bicycle given the length of a trip. As its length rises, the number of users drops. This curvature is used as the depreciation factor, in terms of length of trips, when assessing the satisfaction of a given trip segment using bicycles. It is reasonable to use this data since we are using this service as a bicycle provider when evaluating multimodal routes using bike-sharing, i.e., we consider their bike dockers as pickup/drop-off locations when routing trips. Additionally, Figure 8 shows the walkability curve that was used in our work.

![Figure 8. Normalized cumulative distribution function for bike trips using the Citi Bike NYC service in 2017.](image)

To obtain the Original Data curve in Figure 8, trips starting and finishing at the same docker station are dropped, since the bicycles are not being used for mobility. To interpolate the curve and produce Equation (15), we used the highlighted data points (see the bikeability curve in Figure 8). The curve was interpolated as a five-degree polynomial function, whose outcome is a depreciation factor (interval $[0, 1]$) that multiplies the perceived time when using this travel mode. In the figure, the values start to drop fairly around 6 km; before, the impact of the bikeability in the trip’s enjoyment is minimal. As shown, the
walkability (i.e., Equation (14)) drops quicker than bikeability, as expected due to the use of bicycles to travel longer distances.

5.6. Hybrid Multimodal Routing

The models described in Section 4 were used to compare the route options for the trip flows that were identified according to the data reduction process. Filtering the trip flows to contain only the analyzed traffic scenarios (i.e., Low Peak, High Peak, and Weekend Peak), a total of 1654 trip flows were evaluated. Table 2 shows an overview of the characteristics of these scenarios, with the averages of trips/flow, duration, and length. The results were obtained for the three main outcomes of the model described in Section 4: (i) Generalized Time, (ii) Generalized Cost, and (iii) Opportunity Cost of Generalized Cost. Figure 9a,b show the modes Uber and Transit mean trips that were performed using those modes, while the Hybrid trips consider the mixture of these modes and the use of bicycles.

Table 2. Average flow characteristics for each scenario.

| Scenario                      | Trips/Flow | Duration  | Length  |
|-------------------------------|------------|-----------|---------|
| High Peak Weekdays (18:00–24:00) | 5780       | 13.6 min  | 1.87 km |
| Low Peak Weekdays (08:00–17:00) | 6453       | 13.7 min  | 2.03 km |
| Weekend Peak Weekends (11:00–02:00) | 2378       | 15.6 min  | 2.32 km |

Figure 9a shows the distribution of the Generalized Time for the main routing options in the three evaluated traffic scenarios. The Generalized Time is a User Experience metric, which outputs an amount of time that the users would perceive passed on average. In order to compute this metric, we use level-of-service and acceptability multipliers to the actual time elapsed. This way, we aim to convert all times elapsed in different modes to a single base in-vehicle time (IVT). Figure 9a shows that the QoE for hybrid routes obtained the best (i.e., smaller) values of medians. This means that, for most trips, the best option is the Hybrid; also, we observe that the distribution of the values is more concentrated for the Hybrid options, meaning more stability on the results. We also note that the variation of the obtained values increased according to the scenario; this is probably due to the resulting average trip length being greater for Low Peak and Weekend Peak than the High Peak.

The Generalized Time is used to evaluate the Generalized Cost of a trip (see Figure 9b). The generalized time is used with the average income per hour of full-time year-round Americans [45]. This generalized time is added to the price of the trip to obtain its Generalized Cost (includes price, duration, and user experience). The Hybrid option is the best in terms of Generalized Cost. Because Uber options are more expensive, their values are higher than the Public Transportation ones. We observe the values of Hybrid to be under
Public Transportation. This behavior is probably due to the number of bicycle trips that are cheaper than Public Transportation in New York. When considering the Generalized Cost medians, the average saving values are around USD 10.00, when comparing Hybrid with Uber, and USD 2.50 as compared to Public Transportation in all traffic scenarios.

Figure 9c shows the distribution of Opportunity Cost of choosing an option of a trip w.r.t. the Generalized Cost. This data measures the amount of loss for the decision-maker due to selecting a trip among the available ones. A traditional option is an instance of Hybrid routing. Thus, invariably is the best option in this set, leading the Opportunity Cost to always be zero. The traditional options are not necessarily the best routes, which lead to the distribution of Uber and Public Public Transportation in Figure 9c. Additionally, we consider that bicycle options are in the Hybrid group, causing a rise in the values for the common modes. Regarding the transportation mode changes, the best options of the proposed approach have two changes at maximum—with averages number of changes in each ⟨weekday, hour⟩ class under 0.2.

5.7. Route Selection Based on Profiles

In this work, we propose using the Profile Operator (see Section 4.5) to apply our model in individual route recommendations. This operator combines the attention that us given by a user to the experience or price-related metrics. Figure 10 shows the influence of the profiles for the three already described traffic scenarios. In a real-world system, the profile operator should be calibrated with usage data by applying different learning techniques, such as the one that was proposed in the FAVOUR algorithm [5]. Great variations to the duration metric can be observed in Figure 10, this happens since trips with different lengths, which take varied time to be performed, are evaluated. Conversely, the price metric does not vary much, because, for most of the transport modes, the duration does not have a direct impact on the price (e.g., bus, walk, and the initial hiring fee for Ubers).

![Figure 10. Relative impact of different users’ profiles in the route selection.](image)

The profile operator fuses the utility functions after the normalization using a z-score. Next, the $\zeta$ profile operator is evaluated, i.e., the route option with the smallest value for each trip is selected for the evaluation—omitting the Uber option, which is used as the baseline. We computed the difference for every metric and then normalized it (divided by the value of the Uber option). We use Equation (19) to calculate the impact in trips, where $I$ is the impact, $r'$ is the Uber option for the trip, and $f(r)$ is the cost function studied (i.e., $cr$, $tr$, or $T(r)$).

$$I = \min_{r \in R \setminus \{r'\}} \frac{f(r)}{I_{r'}.}$$

(19)

For all of the traffic scenarios, we present the expected results. When $p$ increases, the duration and user experience drop, and the cost values rise. This reflects the idea that users...
expecting a better QoE might pay more for the trip and vice versa. Yet, there are specific situations where the price and duration of trips are reduced together, which results in a cheaper trip with better QoE. For instance, when there is congestion in the streets, leaving a vehicle and choosing a different mode, like a bicycle, may result in a faster trip; since the usage of a hired vehicle is reduced, and the price of the trip decreases.

The median values were plotted over the graphs to facilitate the visualization of this behavior. Most of the observations for all scenarios lie between −1 and 1 (81.7% of the evaluated flows), which means that there are no high gains or losses. All of the median is under the zero mark for the low peak scenario, meaning that gains were obtained in more than 50% of the trips for all metrics. In the High and Weekend peak scenarios, only the metrics duration and price had the same performance, while the median for user experience was a little above the zero mark, even though these median values were not too high.

6. Final Remarks

In this work, we presented a novel flow clustering technique for geo-located and anonymized data and a user experience model for urban trips. These are the main contributions of this paper. We detailed the model and the experiments, so it is possible to replicate this work with other datasets (using the code on Github). Overall, this study showed that hybrid routing is a valuable option for traditional urban routing systems.

The proposed model has some parameters that might be, at times, difficult to calibrate. Some of them can be obtained from datasets that one might have access to, such as the average income of users of public transportation and the bikeability and walkability functions; on the other hand, others cannot be easily obtained, such as the weight for the profile operator. A possible solution, as well as a possible future direction of this study, is to use learning techniques to adapt the weights in the profile operator [5]. Some of the issues were identified when running the experiments, such as the anonymized datasets favored the formation of small-length trips. Thus, some modes have more advantages than others in the analysis. However, we presented an approach to cluster data without anonymization. Besides, the Hybrid option showed to be a viable choice for short trips, and previous results [7] showed that it presents good efficiency in more extended trips. Our solution does not explore the full road network when evaluating routes, but a reduced network suggested by services, such as TomTom Routing and Google Directions. We need to check whether the usage of the full graph (or semi-full depending on the heuristic) would bring gains for our work. This could be achieved by changing the MLGLS layer to another, which implements algorithms, such as the shortest path.

One interesting possible continuation to the present study would be to combine the route recommendation with a central ITS of a smart city. For instance, the mode transition points in our proposal depend on the location of the bus terminals and bike dockers. Once integrated with the central ITS, our approach could be used as a evaluation function to optimize the placement of these stations. To put these ideas in practice, our study would have to be integrated with optimization algorithms with the same purpose [46]. Furthermore, in a integrated ITS scenario, our approach could make use of different strategies to not only keep away from traffic jams, but also avoid their creation. For this, different traffic control mechanisms should be integrated with our method, such as traffic lights and street crossings orchestration control [47].
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