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ABSTRACT

Hyperspectral Imagining is a type of digital imaging in which each pixel contains typically hundreds of wavelengths of light providing spectroscopic information about the materials present in the pixel [1]. In this paper we provide classification methods for determining crop type in the USGS GHISACONUS data, which contains around 7,000 pixel spectra from the five major U.S. agricultural crops (winter wheat, rice, corn, soybeans, and cotton) collected by the NASA Hyperion satellite, and includes the spectrum, geolocation, crop type, and stage of growth for each pixel. We apply standard LDA and QDA as well as Bayesian custom versions that compute the joint probability of crop type and stage, and then the marginal probability for crop type, outperforming the non-Bayesian methods. We also test a single layer neural network with dropout on the data, which performs comparable to LDA and QDA but not as well as the Bayesian methods.
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1. INTRODUCTION

Hyperspectral imaging is a digital imaging technology in which each pixel contains not just the usual three visual colors (red, green, blue) but many, often hundreds, of wavelengths of light enabling spectroscopic information about the materials located in the pixel [2]. A common range of wavelengths covers the VNIRSWIR (visible, near-infrared, short-wave infrared) from about 450nm to 2500nm, where the visible red, green, and blue colors correspond approximately to 650nm, 550nm, and 450nm respectively. In each wavelength, some percentage of light is absorbed by the material on the ground and some percentage is reflected back, so that the measured spectrum is a vector of percent reflectance for each wavelength. The absorption or reflection depends mainly on the interaction of the wavelength of the light and molecular elements and bonds present, enabling some level spectroscopy - determining information about the materials present from the measured spectrum.

1.1. Data

In this paper we will be working hyperspectral pixel data collected using the NASA Hyperion satellite [3] and organized and meticulously labeled by the USGS. This data, available online from the USGS as the Global Hyperspectral Imaging Spectral-library of Agricultural crops for Conterminous United States (GHISACONUS) [4], is a library of 6,988 spectra, each of which is labeled as one of the five major agricultural crops (e.g., winter wheat, rice, corn, soybeans, and cotton) collected between 2008 and 2015. The locations for the spectra in the GHISACONUS library are shown in Figure 1. The spectra seem to be individually labeled pixels from seven different Hyperion images, each of which is apparent as a rectangular shape acquired along the satellite orbit.

Fig. 1. Locations of the crops associated with the collected spectra, with each spectrum indicated by a marker colored by the crop type. Observe that the collections come in rectangular regions, each of which corresponds to a separate satellite image. A breakout zoom window is added for images that collected spectra of multiple crop types.

Each spectrum has 131 wavelengths ranging from 437nm to 2345nm. Associated with each spectrum is the latitude, longitude, the agroecological zone (AEZ) of the United States for...
the location (using the United States Department of Agriculture (USDA) Cropland Data Layer (CDL) as reference data). Also a designation from six different growth stages (emergence/very early vegetative (Emerge VEarly), early and mid vegetative (Early Mid), late vegetative (Late), critical, maturing/senescence (Mature Senesc), and harvest) is included for each crop. The crop growth stage data were derived using crop calendars generated by the Center for Sustainability and the Global Environment (SAGE), University of Wisconsin-Madison. A scatterplot of the data using the first 4 principle components is shown in Figure 2. These PCs contain 67.6, 28.6, 1.3, 0.9 percent of the variance, respectively.

Figure 2. A scatterplot of the crop data spectra on the frist two principle components (above) and the third and fourth principle components (below).

A plot of six spectra from the library is shown in Figure 3. A primary feature associated with vegetation type/growth/health is the sharp rise in reflectance around 750nm which is associated with chlorophyll. This sharp rise is called the ‘red edge’ because it occurs just above the wavelengths for visible red light. Note that the spectra with a strong red edge are in similar growth stages and have an associated peak around 550nm which is visible as the green color of chlorophyll. Moisture in the vegetation (and possibly atmosphere) absorbs light around 900nm, 1000nm, 1100nm, 1300-1400nm, and 1800-2000nm creating ‘valley’ features which may be indicators of vegetation moisture level. Some sources of primary spectral features in vegetation are shown in Figure 4 and details can be found in [5, 6].

Figure 3. A plot of six spectra from the GHISACONUS spectral library with crop type and growth stage for each spectrum.

Figure 4. The primary sources of absorbance features in vegetation spectral. (from [5].)
2. METHODS

The data from the USGS is in a CSV file. To facilitate process and open sharing, all code for reading the CSV and processing used for this paper is made available as a Python notebook on Kaggle. Our primary strategy is to investigate how the crop type and stage information can be leveraged using Bayesian methods to improve classification accuracy. Therefore, we used Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) from scikit-learn leveraging both the class prediction and class posterior probability methods. We focused on these Gaussian model methods because hyperspectral classes for a single material is generally believed to be well-approximated by a Gaussian or similarly contoured distribution. However, the variation in spectra over the crop growth stages implies that the distribution per crop-stage pair may be Gaussian, the distribution for a given crop over all stages is not expected to be Gaussian. Thus, Bayesian methods allow us to compute probabilities for each crop-stage pair and then combine probabilities across stages of growth to obtain probabilities per crop type.

The algorithms we test are: LDA: LDA using the predict method using just the crop type as prediction variable. LDA Bayes(MMP): LDA using the predict probability method with the combined crop type and growth stage as the prediction variable to get a joint probability distribution for type and state; and then computing the marginal probability for each crop type by summing probabilities for all growth stages for the type and predicting the crop type with the maximal marginal probability (MMP) as the predicted class. LDA Bayes(MJP): LDA using the predict probability method with the combined crop type and growth stage as the prediction variable to get a joint probability distribution for type and state; and then using the crop type from the crop-stage pair with the highest joint probability as the predicted type. QDA, QDA Bayes(MMP), and QDA Bayes(MJP) are analogous using QDA in place of LDA, computing a separate covariance for each class. Because the number of features is 131 (number of wavelengths), some classes are small compared to the number of features and so we used a regularization parameter (reg_param in scikit-learn) in QDA. This parameter was optimized by choosing the best results among the values [0.01, 0.05, 0.1, 0.2, ..., 0.9, 1]. We also tested two neural networks. One NN has a single hidden layer with 256 ReLu neurons, 5% dropout dropout layer, training for 100 epochs. The second differs by having two hidden layers of 256 ReLu neurons, each followed by a 5% dropout layer. We included these neural networks as reasons.

3. RESULTS

The accuracy for each algorithms is shown in Figure 4. Each algorithm was tested with 10-fold cross validation. The accuracy shown is mean accuracy over the folds and the standard deviation used for the confidence interval provided is the standard deviation of the accuracies over the folds.
Table 3. Joint probability for a spectrum of Winter Wheat in the Mature_Senesc stage using QDA Bayes. Note that in this example, the probability is distributed across three crop-stage pairs but the correct crop is given the second highest probability so this is an incorrect classification. The probability assigned to the correct crop-stage pair is indicated in bold.

| STAGE   | CORN  | COTTON | RICE  | SOYBN | WHEAT |
|---------|-------|--------|-------|-------|--------|
| CRITICAL | 0.23  | 0.0    | 0.0   | 0.44  | 0.0    |
| ERG_MID    | 0.0   | 0.0    | 0.0   | 0.0   | 0.0    |
| EMG_VE     | 0.0   | 0.0    | 0.0   | 0.0   | 0.0    |
| HARVEST    | 0.0   | 0.0    | 0.0   | 0.0   | 0.0    |
| LATE       | 0.00  | 0.0    | 0.0   | 0.0   | 0.0    |
| MAT_SEN    | 0.0   | 0.0    | 0.0   | 0.0   | 0.33   |

Table 4. Classification accuracies. Along with each accuracy is the 95% confidence interval from 10 fold cross validation. The abbreviations are MMP = Max Marginal Probability, MJP = Max Joint Probability, RP = regularization parameter, HL = Hidden Layer.

| ALGORITHM   | ACCURACY±2σ | BEST |
|-------------|-------------|------|
| LDA         | 77.4±2.8    |      |
| LDA BAYES (MMP) | 83.8±2.2   |      |
| LDA BAYES (MJP) | 83.7±2.4   |      |
| QDA (RP=0.01) | 82.4±2.4   |      |
| QDA BAYES (MMP, RP=0.5) | 85.3±2.9   | ✓    |
| QDA BAYES (MJP, RP=0.5) | 85.3±2.9   | ✓    |
| NEURAL NETWORK (1HL) | 76.0±3.2   |      |
| NEURAL NETWORK (2HL) | 80.7±3.7   |      |

To visualize the data, we computed the first two principle components for the dataset as a whole. Principle component 1 contains 67% of the variance while principle component 2 contains 28% of the variance, so these plots give a reasonable representation of the data containing about 95% of the variance. This suggests the vegetation spectra have an inherent dimension not much more than 2, which is less than the 10-20 dimensions estimated for full images with more material variation [11]. The projection of the data for each crop, colored by growth stage, and shown in Figures 5 through 9. Because the Very Early and Senesced growth stages tend to appear toward the right-hand side of these plots while Critical and Late tend toward the left, it appears in each case that principle component 1 is in the direction of increased chlorophyll amount as measured for example by the red edge.

Fig. 5. Locations of the crops associated with the collected spectra, with each spectrum indicated by a marker colored by the crop type. Observe that the collections come in rectangular regions, each of which corresponds to a separate satellite image. A breakout zoom window is added for images that collected spectra of multiple crop types.

4. CONCLUSION

The first conclusion is that clearly the crop classes do not have equal Gaussian distribution as the LDA classifier had lower accuracy than the more complex models; with for example QDA performed well above LDA relative to the confidence intervals. Furthermore, the Bayesian QDA methods performed the best, suggesting that the crop-stage classes in the joint probability distribution do not have equal Gaussian distributions. However, the high variance nonlinear NN with two 256 neuron layers did not outperform the Bayesian QDA, suggesting that the assumption that each crop-growth stage class can reasonably be approximated by a Gaussian is at least reasonable. All of these observations are supported by the scatterplots shown in Figures 5 through 9.

It is interesting that for both LDA and QDA, the Bayesian MMP and MJP methods performed very similarly. Also, because the QDA methods required regularization, it seems likely that more training data would further improve accuracy.
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Fig. 8. Scatterplot of the soybean spectra on the first two principle components computed from the full data, colored by growth stage.

Fig. 9. Scatterplot of the wheat spectra on the first two principle components computed from the full data, colored by growth stage.