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Abstract

The photoluminescence (PL) of thermally evaporated Alq3 thin films has been studied in a few samples annealed and non-annealed and afterwards exposed to the laboratory atmosphere for over six years. It was found that the measured emission intensity decays with a long lifespan and with four different time-spectral behaviors, which imply the existence of four molecular aggregations, or components. In particular, the time behavior of each component follows the trend of a Kohlrausch–Williams–Watt (KWW) function, which is well known in mathematics but without any physical meaning. Here, by introducing the concept of the material clock, the system has been described by a damped harmonic oscillator, which in certain conditions, fulfilled in the present case, allows the expansion of the KWW function in the so-called Prony series. The terms of this series can be attributed to chemical and physical processes that really contribute to the decay, i.e. the degradation, of the Alq3 thin films when interacting with internal and environmental agents. These insights unveiled the usefulness of proper mathematical procedures and properties, such as the monotonicity and the complete monotonicity, for investigating the PL of this ubiquitous organometallic molecule, which possesses one among the highest emission yield. Moreover, this method is also promising for describing the photoluminescent processes of similar organic molecules important both for basic research and optoelectronic applications.
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1 Introduction

The Kohlrausch–Williams–Watts (KWW) function is widely used to describe the non-exponential relaxation dynamics of complex systems that has been and still is a topic of intense research \[1-26\]. This function has the form

\[ f(t) = e^{-\left(\frac{t}{\tau}\right)^{\beta}}, \tag{1} \]

where the characteristic relaxation time \( \tau \) and the KWW exponential \( \beta \) are positive real parameters. Lastly \( t \in [0, \infty) \) denotes the time variable. The range of the KWW exponential \( \beta \) can be divided into two parts where the case \( \beta = 1 \) represents a watershed. For \( 0 < \beta \leq 1 \), the KWW function (1) is a stretched exponential function, otherwise (i.e. for \( \beta > 1 \)) Eq. (1) is named compressed exponential. Their names describe the time-dependent behaviors with respect to the pure exponential. If the function (1) is stretched, its time-dependent behavior is slower than the exponential function and it is widely used to model relaxation in glassy systems \[14, 22-25\]. On the other hand, the compressed case indicates a faster than exponential trend and it is commonly used to model the out-of-equilibrium soft materials \[7, 9, 13, 18-20\]. The ubiquitous nature of the KWW function and its success in modelling experimental results do not imply that its meaning can be also easily understood.

In this paper we want to unveil the meaning and the origin of the KWW function resorting to a comprehensive approach in agreement with the experimental data and able to define the role of the monotonicity in the mathematical modelling of relaxation processes. Among the complex systems described by the KWW function, we will consider as a test-case the forerunner of photoluminescent materials, Tris-(8-hydroxyquinoline)aluminum molecule, or more briefly Alq3 (see Fig. 1).

**Figure 1**: Tris-(8-hydroxyquinoline)aluminum molecule (Alq3). The formula of the chemical compound is \( Al(C_9H_6NO)_3 \) and it is illustrated in both configurations.

The choice of the Alq3 molecule relies on two facts: first and foremost, its practical and historical importance in rampant photonic technological applications as the Organic Light Emitting Diodes (OLEDs) \[27-32\] and secondly, the huge
dataset collected in recent literature [1–4]. Indeed, the study of photoluminescence (PL) of thin films of Alq3 represents a relevant and unique case in the history of solid-state matter, both for the different environmental conditions utilized and the extremely wide time range considered, more than six years of measurements!

The paper is divided according to the main steps of the proposed approach. **Section 2** focuses on the physical origin of the KWW function. This function comes out of an initial eigenvalue problem that involves a second-order differential equation, where the photoluminescent system is modelled as a damped harmonic oscillator. The problem has been addressed in a system of reference different from the laboratory one, named material frame of reference. This change of perspective promoted a simplification from a mathematical point of view in favor of a clearer physical interpretation. In **Section 3**, the KWW function is expanded in Prony series so that it is possible to frame the terms involved in a physicol-chemical context. In fact, the series expansion strategy allows to highlight how the PL intensity emission is the sum of processes that the KWW function elegantly summarizes. In **Section 4**, the results and the considerations obtained in the previous Section are applied to an ideal photoexcited state in order to fix the idea before applying the model to a real physical system. **Section 5** highlights the importance of the role of monotonicity and complete monotonicity in modelling relaxation processes. **Section 6** is devoted to present a test-case based on the data collected on the photoluminescence (PL) of the Alq3 molecule. This Section illustrates how the approach can fit experimental data in two different situations in order to make evident the peculiar features in the time-resolved PL. In **Section 7** we validate the approach illustrating how the pumping and damping mechanism rules the dynamics in photoluminescent system. The universality of the approach can be extended also to other photoluminescent material. Finally, **Section 8** is devoted to take a summary of the results obtained and some ideas as possible extensions of this research.

# 2 The KWW function and its single and dual dynamics

The PL emission is the result of the relaxation of the luminophores. The term “luminophores” indicates the emitting centres of luminescence generated by photoexcitation of the ground state in atoms, molecules, and chemical compounds. As time passes, the number of luminophores that are still emitting begins to decrease. Specifically, the luminophores are quenched as the excitons (bound states of the photoexcited electron and its hole) relax. As a consequence the luminescent intensity decrease. Therefore, the intensity of the PL emission $I(t)$ can be modelled as a fraction between the number of the luminophores at a
specific time \( n(t) \) that are still emitting and the initial number of the same luminophores \( n(0) = n_0 \).

From a dynamical point of view, this degradation in the luminescent intensity is due to the frictional and restoring nature of the forces acting on the system. The radiative friction or resistance is the retarding force acting on charges when the electromagnetic radiation is emitted during a PL process. On the other hand, we have a restoring force due to the Coulomb attraction between the positive and negative charges that constitute the bound state in the excitons. Despite the simplified analysis of the forces acting on the system, the relaxation still exhibits complex and nonlinear behaviors that complicate the investigations on the material response and properties. We can simplify the problem changing the perspective with the introduction of a new reference system, called material reference frame, different from the classical laboratory one and centered on the material itself. The anomalous behaviors can be considered by introducing a flexible scale in the material frame of reference. Such a scale can stretch and compress the system giving an insight of what happens from the point of view of the material during the relaxation. According to this approach, during the relaxation process the material follows its own clock, called the material clock, which is in general different from the one set in the laboratory \[33\text{–}38\]. The material clock represents the time measured by a clock whose rate itself changes: it can accelerate or decelerate. Consequently, in the laboratory the relaxation processes evolve with a different speed as the system ages. The material clock is defined as

\[
t^* = t^\beta = \int_0^t \frac{\beta}{x^{1-\beta}} \, dx,
\]

where \(\beta\) is parameter. If \(\beta\) belongs to \(0 < \beta \leq 1\), which from now on will be called the stretched range, the time flow is slower than the time in the laboratory. After crossing \(t = 1\), the time flow in the material starts to speed up and increase almost linearly. In this case, the material clock stretches the time scale. On the other hand, if \(\beta > 1\), the material clock compresses the time scale: the passing of time is faster at the beginning, and for \(t \geq 1\) it slows down its rate. This explains the name “compressed range”, when \(\beta\) assumes values greater than 1. Taking into account the material frame of reference and the forces acting on the system, the relaxation dynamics can be described by the following initial value problem:

\[
\frac{d^2n(t)}{d(t^\beta)^2} + \frac{2\zeta}{\tau^\beta} \frac{dn(t)}{dt^\beta} + \frac{n(t)}{\tau^{2\beta}} = 0
\]
\[
n(0) = n_0
\]
\[
\left. \frac{dn(t)}{dt^\beta} \right|_{t=0} = -\frac{\zeta n_0}{\tau^\beta}.
\]

The parameter \(\zeta\) is the damping ratio and it critically determines the evolution
of the system. The solution of Eq. \[ 3 \] in terms of \( \zeta \) reads:

\[
n(t) = n_0 e^{-\zeta \left( \frac{t}{\tau} \right)^\beta} \cos \left( \beta \frac{\sqrt{1 - \zeta^2}}{\tau^\beta} t \right).
\]

(4)

In the critically damped case (\( \zeta = 1 \)), the solution (4) is the Kohlrausch-Williams-Watts (KWW) function (1).

Considering the increment of the material clock chosen (2):

\[
\frac{d}{dt^\beta} = \frac{1}{\beta t^{\beta-1}} \frac{d}{dt},
\]

(5)

the differential equation (3) can be written in the laboratory frame of reference as:

\[
\frac{d^2 n(t)}{dt^2} + \left( \frac{1 - \beta}{t} + \frac{2\beta t^{\beta-1}}{\tau^\beta} \right) \frac{dn(t)}{dt} + \frac{\beta^2 t^{2\beta-2}}{\tau^{2\beta}} n(t) = 0.
\]

(6)

The coefficient in front of the first order derivative in (6) represents the time-dependent frictional term in the laboratory frame of reference and its form is a direct consequence of the material clock chosen (2). Therefore, it is important to investigate the role of this term in the dynamics of the system by searching for a related physical quantity, in order to unveil the mechanism behind the anomalous behavior.

Here we assume that the number of the luminophores plays the role of a generalized coordinate, considering that it is possible to define unequivocally how populated is the photoexcited state of the system. According to this, the problem can be formulated introducing the Lagrangian of an harmonic oscillator:

\[
L = \frac{1}{2} \mu(t) \left( \frac{dx(t)}{dt} \right)^2 - \frac{1}{2} \omega^2(t) \mu(t) x(t)^2,
\]

(7)

where \( \mu(t) \) and \( \omega(t) \) denote respectively the time-dependent reduced mass and the time-dependent frequency of the system. Lastly \( x(t) \) represents the generalized coordinate that defines uniquely the system. Applying the Lagrange equation, we can rewrite the differential equation (6) as:

\[
\frac{d^2 x(t)}{dt^2} + \frac{\dot{\mu}(t)}{\mu(t)} \frac{dx(t)}{dt} + \omega^2(t) x(t) = 0,
\]

(8)

where \( \dot{\mu}(t) \) is the time derivative of the reduced mass \( \mu(t) \). Now we can compare (6) with (8), and we get:

\[
\mu(t) = mt^{1-\beta} e^{2 \left( \frac{t}{\tau} \right)^\beta},
\]

(9a)

\[
\omega(t) = \frac{\beta t^{\beta-1}}{\tau^\beta}.
\]

(9b)
In conclusion, the Hamiltonian of the relaxation dynamics is given by

$$H = t^{1-\beta} e^{2\left(\frac{1}{\beta}\right)} \left[ m \left(\frac{dn(t)}{dt}\right)^2 + mn(t) \beta^2 t^{2\beta-2} \right]^{\frac{1}{2}}.$$

Equation (10) generalizes the Caldirola-Kanai Hamiltonian \[39, 40\] where the time-dependence of the mass and frequency terms can be obtained from Eq. (9a) fixing $\beta = 1$. The importance of the time-dependent reduced mass $\mu(t)$ relies on the insights on the dynamics of the system. It can describe the presence of a damping and/or a pumping mechanism as it is linked to the inertia of the system and then it is proportional to the decay rate.

**Figure 2:** Reduced mass $\mu(t)$ as a function of time for $\tau = 1$ and three values of $\beta$: $\beta = 0.5$, $\beta = 1$, $\beta = 1.5$ where the decay is in the stretched, pure exponential and compressed range.

In the stretched range, when $\beta = 0.5$, the reduced mass exhibits at least initially a fairly linear behavior. Then it starts to increase as rapidly as $\frac{1}{\beta}$ approaches the value 1, see the solid red line in Fig. 2. As the reduced mass term $\mu(t)$ is proportional to the decay rate, the system presents a damping behavior since $\mu(t)$ is an always increasing function in the time domain.

The peculiar case of $\beta = 1$ presented in Fig. 2 shows that the reduced mass term $\mu(t)$ is almost constant in the first part of its evolution: the luminophores are quenched at the same rate and therefore, the surrounding environment does not have any influence on the dynamics of the system. However, as the luminophores emit radiation and then are quenched, the cloud of the virtual particles (i.e. phonons, photons, and polaritons inside the luminophores, and the reactive species in the atmosphere that surrounds and interact with the luminophores also through the excitons) deforms the initial situation creating
micro-environments and configurations that cause a distribution of relaxation time and an increasing of the decay rate. The stretched KWW function describes a system of luminophores that from the very beginning are affected by the surrounding environment. These deformations can be physically modelled as traps where the excited particles are captured and then released. The key notion underlying the stretched KWW function is the single-nature of its dynamics. The luminophores decay in parallel: the fastest decay earlier and all the others follow according to a hierarchical order based on the characteristic relaxation time $\tau$.

For the compressed range, $\beta = 1.5$, the reduced mass $\mu(t)$ behaves in a markedly different way. As shown in Fig. 2, the compressed $\mu(t)$ presents a convexity which is absent in the stretched case. The curve decreases at the beginning and once it reaches its minimum, just before $t$ approaches the value 1, it starts to increase almost exponentially. Physically, this trend suggests that there is a serial mechanism: a pumping followed by a damping mechanism. The dynamics is no single any more but it is a dual dynamic. The attention should be focused on the minimum where the system reaches a sort of equilibrium as a consequence of the reconfiguration or reorganization of the luminophores. Considering a series expansion of the KWW function, it is possible to have a deeper insight. This can explain the reconfiguration and its physical manifestation as a plateau in the time-resolved luminescence only when $\beta$ is in the compressed range.

3 Physico-chemical interpretation of the KWW function as a sum of processes

The anomalous behavior of the KWW function has been shown to be the result of a mechanism based on a damped harmonic oscillator. However, as hinted in the Introduction, there are two ranges of $\beta$, and therefore there are two KWW functions and two dynamics, so that it is also expected to find two different origins behind the damping. The aim of this Section is to understand how, and especially in which cases, these differences emerge using the series expansion of the KWW function, the so-called Prony series [41, 42]. The Prony series reproduces quite faithfully the behavior of the KWW function using a finite sum of simple exponential functions:

$$e^{-\left(\frac{t}{\tau}\right)^{\beta}} \sim \sum_{i=0}^{N} A_i e^{-K_i t},$$

weighted by the coefficients $A_i$ that should only satisfy the following constraint:

$$\sum_{i=0}^{N} A_i = 1.$$
Even in the case of a simple two terms Prony series, the KWW function clearly shows its own peculiarities. The best fit between the KWW function and the Prony series for the parameters involved in (12) can be summarized as follows.

The KWW function approximates the stretched exponential function if \( K_i \) are real and \( A_i \) are real and positive, whereas the KWW function mimics the compressed behavior if \( K_i \) are real but \( A_i \) are real and of opposite signs. Moreover, the parameters \( K_i \) in the stretched case differ by several order of magnitude, as emerged from Tab. 1, and such difference increases as \( \beta \) tends to zero.

**Table 1:** Parameters of the two-terms Prony series that approximates the stretched KWW function for \( \beta < 1 \). The last column is the sum of the squared of the residuals (SSR) \( \sum_j (y_j - f(x_j))^2 \) between the KWW function and the Prony series.

| \( \beta \) | \( A_1 \) | \( A_2 \) | \( K_1 \) | \( K_2 \) | SSR      |
|----------|----------|----------|----------|----------|---------|
| 0.1      | 0.906071 | 0.093929 | 0.356131 | 1.0391 \( 10^{-5} \) | 10.9237 |
| 0.2      | 0.891382 | 0.108618 | 0.71233  | 2.1053 \( 10^{-3} \) | 5.24985 \( 10^{-1} \) |
| 0.3      | 0.808055 | 0.191945 | 1.2683   | 3.1232 \( 10^{-2} \) | 3.25275 \( 10^{-2} \) |
| 0.4      | 0.749713 | 0.250287 | 1.56817  | 9.9424 \( 10^{-2} \) | 4.84242 \( 10^{-3} \) |
| 0.5      | 0.694155 | 0.305845 | 1.73787  | 1.9646 \( 10^{-2} \) | 9.52931 \( 10^{-4} \) |
| 0.6      | 0.63105  | 0.36895  | 1.83565  | 3.1490 \( 10^{-1} \) | 1.99314 \( 10^{-4} \) |
| 0.7      | 0.552047 | 0.447953 | 1.88862  | 4.5187 \( 10^{-1} \) | 3.83391 \( 10^{-5} \) |
| 0.8      | 0.445005 | 0.554995 | 1.90991  | 6.0787 \( 10^{-1} \) | 5.68391 \( 10^{-6} \) |
| 0.9      | 0.284997 | 0.715003 | 1.90434  | 7.8697 \( 10^{-1} \) | 4.29233 \( 10^{-7} \) |

On the other hand, Tab. 2 shows that the parameters \( K_i \) in the compressed case are of the same order of magnitude.
Table 2: Parameters of the two-terms Prony series that approximates the compressed KWW function for $\beta > 1$. The last column is the sum of the squared of the residuals (SSR).

| $\beta$ | $A_1$  | $A_2$  | $K_1$  | $K_2$  | SSR       |
|---------|--------|--------|--------|--------|-----------|
| 1.1     | 9.27217| -8.27217| 0.79703| 0.773835| 8.98102·10$^{-5}$|
| 1.2     | 13.827 | -12.827| 0.758224| 0.73983 | 4.28344·10$^{-4}$ |
| 1.3     | 18.1737| -17.1737| 0.741702| 0.726466| 9.96678·10$^{-4}$ |
| 1.4     | 19.5284| -18.5284| 0.734959| 0.719935| 1.7287·10$^{-3}$ |
| 1.5     | 21.9199| -20.9199| 0.731631| 0.717709| 2.55749·10$^{-3}$ |
| 1.6     | 22.4522| -21.4522| 0.730799| 0.716776| 3.42634·10$^{-3}$ |
| 1.7     | 23.8176| -22.8176| 0.730602| 0.717073| 4.2894·10$^{-3}$  |
| 1.8     | 24.809 | -23.809 | 0.730919| 0.717692| 5.11091·10$^{-3}$ |
| 1.9     | 27.0386| -26.0386| 0.731071| 0.718768| 5.86421·10$^{-3}$ |
| 2.0     | 26.5933| -25.5933| 0.731862| 0.719196| 6.53116·10$^{-3}$ |

However, expanding the KWW function into a Prony series does not allow an immediate understanding of the physical meaning and the role of $A_i$ and $K_i$ in the dynamics of the PL emission. The key to unlock their meaning is to use the physicol-chemical interpretation based on the kinetic equations. Without loss of generality, we will consider only a few decay pathways, as shown by the three-energy level scheme in Fig. 3.
The time evolution of the excited luminophores in the singlet and triplet states is given by the following two coupled equations:

\[
\begin{align*}
\frac{dn_S(t)}{dt} &= -K_S\ n_S(t) + K_D\ n_T(t), \quad n_S(0) = m \\
\frac{dn_T(t)}{dt} &= K_P\ n_S(t) - K_T\ n_T(t), \quad n_T(0) = n,
\end{align*}
\]

where \( n_S(t) \) and \( n_T(t) \) denote respectively the fraction of the luminophores in the singlet or triplet excited state at the time \( t \) whereas \( m \) and \( n \) represent the fraction of the luminophores at the initial time \( t = 0 \), respectively. The constraint to be fulfilled is \( n_S(0) + n_T(0) = 1 \).

Here, the triplet state is a special trap where the excited electron can be caught after inverting its spin. \( K_{\text{rad}} \) and \( K_{\text{non-rad}} \) denote the radiative and non-radiative rates from \( S \) (or \( T \)) to the ground state \( S_0 \), respectively. \( K_{\text{rad}S} = \frac{1}{\tau_F} \)
determines the rate of the fluorescence whereas \( K_{\text{radT}} \) is the rate of the phosphorescence. Thus, \( K_S = K_{\text{radS}} + K_{\text{non-radS}} \) and \( K_T = K_{\text{radT}} + K_{\text{non-radT}} \). \( K_P \) is the total trapping rate, and in case of a photoexcited system it coincides with the intersystem crossing rate, \( K_P = K_{\text{ISC}} \), that is the rate at which the triplet state is populated by the singlet excited state. \( K_D \) is the total de-trapping rate and it is defined as the difference between the reverse intersystem crossing rate, i.e. the re-population of the singlet excited state from the triplet one \( K_{\text{rISC}} \), and the triplet-trap rate \( K_{\text{O}} \), which is the rate at which the excited triplet state is impoverished via interaction with an external trap due to the presence of more active species, as oxygen for instance. Finally, \( K_D = K_{\text{ISC}} - K_{\text{O}} \).

The system (13) can be solved for both excited states. However, since we are interested in the fluorescence intensity emission that is proportional to the number of luminophores in \( S \), we will consider only the solution that describes the time evolution of the number of the luminophores in that excited state. The solution is a bi-exponential function of the form:

\[
n_S(t) = a_1 e^{-k_1 t} + a_2 e^{-k_2 t},
\]

where the total decay rates \( K_i \) and the coefficients \( A_i \) are given by:

\[
k_1 = \frac{K_S + K_T + \sqrt{(K_S - K_T)^2 + 4K_D K_P}}{2},
\]

\[
k_2 = \frac{K_S + K_T - \sqrt{(K_S - K_T)^2 + 4K_D K_P}}{2},
\]

\[
a_1 = \frac{m(K_S - K_T) + m\sqrt{(K_S - K_T)^2 + 4K_D K_P} - 2K_D n}{2\sqrt{(K_S - K_T)^2 + 4K_D K_P}},
\]

\[
a_2 = \frac{-m(K_S - K_T) + m\sqrt{(K_S - K_T)^2 + 4K_D K_P} - 2K_D n}{2\sqrt{(K_S - K_T)^2 + 4K_D K_P}}.
\]

According to the above definition of the \( a_i \) coefficients, the bi-exponential function (14) results to be normalized, i.e. \( a_1 + a_2 = 1 \), for any set of values of \( K_D \), \( K_P \), \( K_S \) and \( K_T \). Therefore, it can be considered as a two terms Prony series expansion of the KWW function (11):

\[
a_1 = A_1, a_2 = A_2
\]

and

\[
k_1 = K_1, k_2 = K_2.
\]

In other words, using the physicol-chemical interpretation based on only few decay routes we obtain a definition of the PL emission that represents the truncation of the series expansion of the KWW function. We can thus identify (1) with (14).
However, to be physically consistent, the decay rates should respect the constraints listed below:

\[
\begin{align*}
K_S & > K_T \geq 0, \quad (15a) \\
K_{\text{ISC}} & >> K_S \quad (15b) \\
K_{\text{HISC}} & >> K_T \quad (15c) \\
K_{\text{ISC}} & >> K_{r\text{ISC}} \quad (15d) \\
K_{\text{non-rad T}} & >> K_{\text{rad T}}. \quad (15e)
\end{align*}
\]

The decay rate \(K_S\) is greater than the triplet decay rate \(K_T\) (15a) due to the fact that the fluorescent emission is a faster light-emitting process than phosphorescence. The constraint on the intersystem crossing (15b) (or the reverse intersystem crossing (15c)) prevails on the de-activation of the excited states. Thus, explains the excitons crossover between the \(S\) and \(T\) states. However, as established by the Hund’s rule [43], the triplet state \(T\) is always energetically lower than the singlet excited state \(S\). Therefore the intersystem crossing is more favorable than the reverse process (15d). To guarantee the reverse intersystem crossing, two conditions should be fulfilled: the energy split \(\Delta E_{ST}\) between \(S\) and \(T\) should be small and an endothermic process, as the thermal activation, should be involved to overcome the energy gap. Under these requirements, the \(S\) state can be re-populated with a delay compared to the time needed to populate the \(S\) state directly via photoexcitation. The last constraint (15e) imposes a direction to the competition between the non-radiative and radiative decay rates. This last inequality explains why often the phosphorescence is not observed at room temperature. However, it is important to underline that the reverse intersystem crossing decay rate \(K_{r\text{ISC}}\) is strongly dependent from the temperature according to the Arrhenius law [43-45] C AZZO:

\[
K_{r\text{ISC}} = Ce^{-\frac{\Delta E_{ST}}{k_B T}}, \quad (16)
\]

where \(C\) is a factor related to the spin-orbit coupling, \(\Delta E_{ST}\) the singlet-triplet energy gap, \(k_B = 8.617333262 \times 10^{-5}\) ev/K the Boltzmann constant, and \(T\) the temperature measured in degrees Kelvin. Therefore, the de-trapping rate \(K_D\), defined as a difference between \(K_{r\text{ISC}}\) and \(K_O\), can be both positive or negative. This is the key factor behind the presence of the stretched and the compressed KWW function. The sign of \(K_D\) influences the sign of the coefficients \(A_1\) and \(A_2\) in (14) and determines the stretched or compressed nature of the KWW function. The presence of negative coefficients \(A_i\) indicates that the system is almost entirely decayed. So the compressed behavior is not physically admissible in the first part of the time-resolved PL. In other words, the compressed exponential behavior is expected only in the last part of the time evolution, when the increasing number of the quenchers starts to influence greatly the decay by accelerating the degradation of the photoluminescent system.
4 An ideal experiment. The KWW function as a reaction kinetic process.

At this point, we give a validation to the results and considerations illustrated in the previous Sections. We show how they can naturally emerge in a fairly straightforward way considering the evolution of an ideal photo-excited system.

After switching off the initial photoexcitation, all the luminophores are in the singlet excited state and they start to decay and relax to the ground state according to the bi-exponential model (14). Mathematically, the initial conditions for system (13) are \( n_S(0) = m \) and \( n_T(0) = 0 \), where \( m \) is a finite number, less or equal to \( n_0 \), that represent a fraction of the luminophores.

As shown in Fig. 3, the luminophores in the excited singlet state \( S \) decay to the ground state or to the triplet excited state \( T \), which is initially empty and therefore it begins to be populated via intersystem crossing. Whatever the path chosen by the excitons, the singlet excited state is depleted. In this situation, both \( A_1 \) and \( A_2 \) assume only positive values and respect the normalization condition (12). This result perfectly describes the physical situation, that is, the singlet excited state is decaying to the ground state and via intersystem crossing, whereas the reverse intersystem crossing and the other radiative and non-radiative pathways are present but still asleep. Combining the positivity of both coefficients and the aforementioned decay routes, the dynamics is dominated by a damping mechanism and the bi-exponential model follows a stretched KWW behavior confirming what has been stated at the end of Section 3, that is, the stretched exponential function dominates the early stages of the dynamics.

At this point, both excited states are populated and then, other paths illustrated in Fig. 3 are available. The conditions on the parameters involved in the definition of \( A_1 \) and \( A_2 \) to be satisfied are:

\[
\begin{align*}
K_S &> K_T \geq 0, \\
K_D &= K_{\text{rISC}} - K_O \leq 0 \tag{17a}
K_P &> 0 \tag{17b}
K_P &\leq \frac{(K_S - K_T)^2}{4K_D}. \tag{17c}
\end{align*}
\]

Among the paths that are now active, there are the reverse intersystem crossing \( K_{\text{rISC}} \) and the triplet-trapping rate \( K_{\text{rISC}} = K_O \). As known in Section 3, \( K_D = K_{\text{rISC}} - K_O \) can be positive or negative. In case \( K_D \) is positive, the pumping mechanism is acting on the singlet excited state. In other words, the reverse intersystem crossing dominates the dynamics and push the luminophores confined in the triplet state to decay to the singlet excited state and then, relax producing a delayed luminescence. This delay in the luminescence can be
appreciated considering the difference in the order of magnitude found in the Prony expansion of the stretched KWW function (see Tab. 1).

When $K_{\text{rISC}} = K_O$ (or i.e. $K_D = 0$), the bi-exponential reduces to a simple mono-exponential function. This implies the presence of a plateau in the double-log plot highlighting a re-configuration of the luminophores, that is, a change of their spin. At the same time, it suggests that the pumping action of the $K_{\text{rISC}}$ is inhibited by the increasing influence of $K_O$.

As the temperature goes down, $K_{\text{rISC}}$ tends to zero whereas the triplet-trapping rate grows up due to the increasing of the concentration of the quenchers $K_D = K_{\text{rISC}} - K_O < 0$, and then the damping mechanism dominates the dynamics. The triplet and the singlet state are in quasi-equilibrium, or in other words, the production rate of the triplet state is zero. Then, the presence of the pumping mechanism can be definitely neglected if the non-radiative triplet-trap decay rate $K_O$ is more competitive than the reverse intersystem crossing rate $K_{\text{rISC}}$. Therefore, the concentration of the quenchers starts to be influential on the dynamics of the system. The pumping mechanism has just stopped its action, $K_D < 0$, and the decay of the number of luminophores is unstoppable. Under these conditions, the system (13) can be reduced to:

\[
\begin{align*}
\frac{dn_S(t)}{dt} &= -K_S n_S(t) - K_O n_T(t), \quad n_S(0) = m \\
\frac{dn_T(t)}{dt} &= 0, \quad n_T(0) = n.
\end{align*}
\]

which has the solution:

\[
n_S(t) = \left( m + \frac{K_O}{K_S} n \right) e^{-K_S t} - \frac{K_O}{K_S} n.
\]

As expected, it can be rewritten in terms of a two terms-Prony series where the parameters and coefficients are given by

\[
K_1 = K_S \quad \text{and} \quad A_1 = m + \frac{K_O}{K_S} n, \\
K_2 = 0 \quad \text{and} \quad A_2 = -\frac{K_O}{K_S} n,
\]

which fulfil the constraint of Eq. (12) imposed on the Prony series coefficients.

The solution in Eq. (19) can be divided into two parts, a 0th order kinetics and a 1st order kinetics. The 0th order kinetics is a constant rate that is dependent on the concentration of luminophores in the triplet state, and it is independent on the concentration of the luminophores in the singlet excited state. On the contrary, the 1st order kinetics is directly proportional to the concentration
of luminophores in the singlet state. This solution is consistent with the one obtained in [2], where the photoluminescent system is modelled as a combination of 1st order and 0th order kinetics.

5 Requirements for modelling relaxation

The term component is introduced to indicate the ordinate spatial aggregation inside the class of the luminophores that shows the same PL degradation decay (i.e. the same value of $\beta$) and consequently, also the same dynamics. In the results obtained up to now, there are two classes of luminophores: one described by the stretched KWW function and the other one by the compressed KWW function. The introduction of these components inside the classes do not imply a long-range space grouping, but it describes ensembles whose elements are locally distributed on the entire system. The aggregation in components can be interpreted in the light of the mathematical properties of monotonicity and complete monotonicity. These properties can be used as a requirement in modeling the different dynamics in PL decay. The following definitions will be used from now on [47].

A function is called monotonically increasing (or decreasing) in a domain, if for all $x$ and $y$ such that $x \leq y$, $f(x) \leq f(y)$ ($f(x) \geq f(y)$). It is called complete monotone on a domain $I$, if it has derivatives of all orders that satisfies the condition:

$$(-1)^{r}f^{(r)}(x) \geq 0, \quad r \in \mathbb{N}_{0}, \quad x \in I,$$

(20)

where $f^{(r)}$ represents the r-th derivative with respect to $x$ of the function $f(x)$. Therefore, a complete monotone function is non-negative as it is immediate to conclude considering the case $r = 0$ in (20).

By applying the above definition, it is evident that the compressed KWW function satisfies the requirements needed to be a monotonic function, whereas the stretched KWW function is completely monotone. In this last case, the proof can be obtained either via Laplace transform and Bernstein theorem [38, 19] or applying the “domino-effect” algorithm.

The "domino-effect" algorithm guarantees the complete monotonicity of the $f(X)$, if the $f(x)$ is a positive, strictly decreasing and convex function such that it belongs to the class $C^k(I, \mathbb{R})$, where $I = [0, \infty)$ is an open subset of the real number $\mathbb{R}$.

At this point, the complete monotonicity of the stretched KWW function arises by chain conditions between higher orders derivatives as a consequence of the application of basic theorems on concave and convex functions.

In conclusion, the range of the parameter $\beta$ plays the role of a watershed: the
KWW function can be monotone or completely monotone and it is possible to associate respectively the single and dual dynamics observed in Sec. 2.

The stretched KWW function describes the class of completely monotone luminophores revealing the single nature of the PL emission decay: only the damping mechanism governs the overall dynamics. This aspect is important because it guarantees that the luminophores in the class follow parallel decay routes, or in other words the damping mechanism dominates on the time-evolution PL decay, resulting into parallel daughters’ pathways. Here, the luminophores follow pathways that exist from the beginning: the fluorescent decay, the non-radiative excited singlet decay and the intersystem crossing. Other possibilities are still not active. The luminophores do not interact with other species, as molecular dioxygen or more active molecules in the environment when the dynamics is ruled by a complete monotone relaxation function. On the other hand, the class of monotone luminophores describes a serial or strictly sequential decay process. Here, the dynamics has a dual nature: there is a pumping mechanism followed by a damping mechanism, as obtained analyzing the reduced mass $\mu(t)$ in the compressed range. The serial nature of the monotonic decay can be physically appreciated by the presence of a plateau in the luminescent emission. This plateau testifies the re-organization experienced by monotone components, and it is a remarkable difference from the components belonging to the complete monotone luminophores class. The monotone dynamics described by the compressed KWW function is not a self-consistent process, as the stretched KWW decay, but it has to follow the single dynamics since the pathways involved are activated only after the damping mechanism ruled by the stretched KWW function. Here, the number of the quenchers or their concentration grows up in the sample, so their influence becomes more and more important until the decay is unstoppable and increasingly faster with the consequent degradation of the sample itself. The destructive effect of the increasing concentration of quenchers has been observed considering the Prony series expansion of the KWW function where the main differences characterizing the two classes of luminophores clearly emerges. In the Prony series of the stretched KWW function all the terms are positive, whereas in the Prony series that approximates the compressed KWW function there are also negative terms. The series expansion of the stretched KWW function is expected to be a sum of only positive terms since this approximation plays the role of the discretization of the Laplace integral:

$$ I(t) = \int_0^\infty g(k)e^{-kt}dt. $$

In the case of a complete monotone PL intensity $I(t)$, the integrand function $g(k)$ is a probability density distribution [50–53]. On the other hand, the presence of the negative terms mathematically is due to the fact that there are no conditions on its positiveness, as instead required in case of complete monotonicity. In some cases, the integrand function in (21) can be negative. From a physical point of view, the negative terms are related to the quenching of the luminophores by the molecular dioxygen present during the PL measurements (in fact, they depend
on $K_{O}$). These very reactive species can impoverish the triplet state de-trapping the excited electron, thus favoring the de-activation of the state and preventing the fluorescent emission.

To sum up, the complete monotonicity provides significant information on the dynamics of the relaxation processes ruled by the KWW function. The single dynamics is linked to a higher order organization of the components that has the physically relevant consequence in the optimization of the PL intensity. On the other hand, the simple monotonic requirement satisfied by the compressed KWW function indicates that the system is becoming more and more heterogeneous (indeed, it is interacting with the environment) and it is forced to degrade. In particular, the presence of a plateau in the normalized PL emission is a hint that the system is modelled by a compressed KWW function.

6 An application: the Alq3 molecule

This Section is devoted to the application of the previous results to a real physical photoluminescent system as the Tris(8-hydroxyquinoline)aluminum (Alq3). The choice of this organic molecule is based on two main reasons: the widely-used applications of this material in organic light-emitting diodes (OLEDs) [27–29, 31], a spreading technology in our daily life, and the large amount of data available on its optical properties [1–4]. For instance, the PL emission of thin films of Alq3, annealed at different temperatures and at different wet and dry atmospheres, has been throughout studied as a function of thickness, temperature, excitation wavelength, and decay time in various atmospheric environments. In particular, especially important for the present work, the intensity of PL for very long decays in Air has been measured in detail for twelve samples [1–4]. Without loss of generality, we have focused our attention on two of them, the reference sample alq63-3 that has not been annealed, and sample alq65-1 that has been annealed in dry oxygen at 180°C.

The intensity of PL of these samples is described by the following equation:

$$I(t) = \sum_{i=0}^{4} I_i e^{-\left(\frac{t}{\tau_i}\right)^{\beta_i}},$$

(22)

where the total intensity $I(t)$ consists of four components characterized by three parameters $I_i$, $\beta_i$ and $\tau_i$ ($i = 1, ..., 4$), which represent the amplitude, the KWW parameter and the time constant of the i-th component, respectively. In order to satisfy the normalization condition to the overall process, (22) should respect the following constraint imposed on the sum of the amplitudes

$$\sum_{i=1}^{4} I_i = 1.$$

(23)
Here, the amplitudes of the components depend on the physical and chemical conditions during the thermal evaporation and annealing processes of the films, whereas the characteristic time constants depend on the environmental conditions during the long degradation in Air.

When $\beta = 1$, all the components are pure exponential functions. In order to appreciate how significant are the improvements in the fit quality carried out with the $\beta$ parameter, a comparison between the two best fits resulting from (22) with $\beta = 1$ and $\beta \neq 1$ has been performed in the following.

Figures 4 and 5 illustrate the normalized intensity emission of samples alq63-3 and alq65-1 as a function of decay time in Air. A best fit calculation with the Four Component Model (FCM), produces the solid and dashed curves, which are the four components, with the parameters reported in Table 3.

**Figure 4:** PL intensity of the non-annealed sample alq63-3 decaying in Air (full black circles), best fit by using (22) with $\beta = 1$ (solid red line) and its four components (dashed lines) according to parameters presented in Table 3. Reproduced from [2]. The light blue insert reports the same graph above 20,000h.
**Figure 5:** PL intensity of sample alq65-1 annealed in dry oxygen at 180°C decaying in Air (full black circles), best fit by using (22) with $\beta = 1$ (solid red line) and its four components (dashed lines) according to parameters presented in Table 3. Reproduced from [2]. The light blue insert reports the same graph above 20,000h.

**Table 3:** Amplitudes and time constants of the four components for the reference not-annealed sample alq63-3 and the sample alq65-1, which has been annealed in dry oxygen at 180°C, retrieved by fitting the experimental data with (22) and $\beta = 1$.

| Sample | Amplitude (%) | Time constant(s$^{-1}$) | $\chi^2(10^{-5})$ |
|--------|---------------|------------------------|-------------------|
|        | $I_1$ | $I_2$ | $I_3$ | $I_4$ | $\tau_1$ | $\tau_2$ | $\tau_3$ | $\tau_4$ |
| alq63-3 | 11 | 21 | 51 | 17 | 0.73 | 174 | 2079 | 7200 | 28 |
| alq65-1 | 11 | 17 | 27 | 45 | 0.90 | 276 | 2700 | 30,398 | 135 |
Overall, the fit is satisfactory, especially considering that the decay time spans five decades. However, the FCM does not fit the negative bump in the reference sample alq63-3 around 5000h in Fig. 4, and the fast-experimental decreasing glimpsed after 30,000h in Figs. 4 and 5 and observed much better in their inserts above 20,000h. The previous discrepancies between theory and experiments are overcome by using (22) with \( \beta \) as a free parameter, and Figures 6 and 7 show the best fit calculation, which produces the solid and dashed curves, which are the four components with the new parameters reported in Table 4.

**Figure 6:** PL intensity of the non-annealed sample alq63-3 decaying in Air (full black circles), best fit by using Eq. (22) (solid red line) with \( \beta \neq 1 \) and its four components (dashed lines) according to parameters presented in Table 4. Reproduced from [2]. The light blue insert reports the same graph above 20,000h.
Figure 7: PL intensity of sample alq65-1 annealed in dry oxygen at 180°C decaying in Air (full black circles), best fit by using (22) (solid red line) with $\beta \neq 1$ and its four components (dashed lines) according to parameters presented in Table 4. Reproduced form [2]. The light blue insert reports the same graph above 20,000h.

Table 4: Amplitudes, time constants, and KWW parameter $\beta$ of the four components for the reference not-annealed sample alq63-3 and the sample alq65-1, which has been annealed in dry oxygen at 180°C, retrieved by fitting the experimental data with (22).

| Sample | Amplitude (%) | Time constant(s$^{-1}$) | $\beta$ | $\chi^2(10^{-5})$ |
|--------|---------------|-------------------------|--------|------------------|
|        | $I_1$ | $I_2$ | $I_3$ | $I_4$ | $\tau_1$ | $\tau_2$ | $\tau_3$ | $\tau_4$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ |        |
| alq63-3 | 11   | 41   | 40   | 8    | 0.72   | 332   | 3195  | 13381 | 1     | 1     | 2     | 1.57  | 15     |
| alq65-1 | 14   | 20   | 25   | 41   | 0.61   | 300   | 2819  | 30,398 | 1     | 1     | 1     | 1.39  | 117    |
Certainly, a single glance is enough for understanding the improvement in the quality of the fit in both samples. Indeed, the red solid line is able to better interpolate the experimental data as it reproduces the bump and the normalized PL intensity for times greater than 30,000 h, which is better observed in the inserts. A quantitative evidence is furnished by the chi-squared values $\chi^2$, which are reported in Figs. 4, 7 and Tables 3 and 4. For both samples considered, the values are smaller in case $\beta > 1$, which means that four KWW functions model much better the four PL components. Consequently, a satisfactory overlap between experimental data and final best fit is achieved.

A last but not least comment concerns the end tails of the normalized PL emission, which the inserts of Figs. 4-7 display with magnification. In both Alq3 samples considered, the first three components are destroyed and the PL intensity emission is governed by the fourth component, which is the only one still surviving after 10,000h. In Figs 8 and 9 besides the previous FCM fit with $\beta \neq 1$ (solid red line), the experimental data have been fitted with the two Prony series of (14) (dashed purple line) and (19) (dashed orange line).

**Figure 8:** PL intensity of sample alq63-3 decaying in Air after 10,000h (full black circles), best fit (solid red line) by using (22) and parameters presented in Table 4 and the Prony series approximation of the fourth component by using (14) (dashed purple line) and Eq. (19) (dashed orange line).
Figure 9: PL intensity of sample alq65-1 decaying in Air after 10,000h (full black circles), best fit (solid red line) by using Eq. (22) and parameters collected in Table 4 and the Prony series approximation of the fourth component by using Eq. (14) (dashed purple line) and Eq. (19) (dashed orange line).

It is immediately observed that the two-terms Prony series is a reliable approximation tool for the KWW function even for a physical real system, so confirming the mathematical results obtained exploiting the minimum square method in Section 3. In particular (19), which assumes the total absence of any pumping mechanism, seems to be in better agreement with the experimental data. The parameters of the Prony series (19) obtained from the best fit are reported in Table 5.

Table 5: Amplitude and time constants of the fourth component $I_4$ for the reference not-annealed sample alq63-3 and alq65-1, which has been annealed in dry oxygen at 180°C, retrieved by fitting the experimental data with Eq. (19).

| samples  | amplitude(%) | $K_S[10^{-3}s^{-1}]$ | $K_D[10^{-7}s^{-1}]$ |
|----------|--------------|----------------------|----------------------|
| alq63-3  | 15           | 0.12                 | 0.62 $10^{-7}$       |
| alq65-1  | 40           | 0.013                | 67.0 $10^{-7}$       |

It is to be noted that the best fit (solid red line) and the Prony approximation (19) (dashed orange line) tend to overlap. Indeed, the discrepancies between the two lines is no larger than 0.0005! The fitting values in Table 5 are in accordance with the ones collected in Table 3 in reference [2], where the singlet decay rate $K_S$ is equal to $\frac{1}{\tau_4}$ and $K_O$ is equal to the parameter $\alpha_4$ introduced in [2]. Framing these values in the physical context of the excited states sketched in Fig. 3 it is possible to interpret the $\alpha$ parameter introduced in [2] as the triplet-trap decay rate due to more reactive species as the molecular oxygen.
that inhibits the luminophores. Finally, the dashed purple lines in Figs. 8 and 9 represent the solution of the two-terms Prony series (14) and it is drawn only to highlight the quality of the underlying assumptions in (19). All these facts confirm once again the correctness of the physical framework based on the pumping and damping mechanisms.

Let us conclude this Section, by pointing out a couple of observations even on the consequences of the thermal annealing. Comparing the intensity decay of the two samples, it is evident that the thermal treatment significantly improved the PL emission. Indeed, the normalized emission intensity in the sample alq63-3 after 50,000h of decaying in Air is about $3 \cdot 10^{-5}$, whereas is 0.02 in the annealed sample alq65-1, almost three orders of magnitude bigger! More detailed information on the annealing processes as a mean to improve the radiative yields of films of organometallic compounds is contained elsewhere [1, 2]. Another consequence of the thermal annealing is the re-arrangement of the components, which is better deduced by observing the behavior of the components (dashed lines) illustrated in Figs. 4 and 5 (or Figs. 6 and 7) and Table 3 (or Table 4). In sample alq63-3, the order among the components has not been preserved during the photoluminescent decay. Up to 100h, the order of the intensity arranged from the lowest to the highest is $I_1$, $I_4$, $I_2$ and finally $I_3$, while between 100h and 1500h, $I_2$ and $I_4$ swap. Only after 6000h the order is restored, as remarked in Fig. 4 (or in Fig. 6). Instead, in the annealed sample alq65-1, all four components are perfectly organized from the very beginning till the end of the PL decay, i.e. from a fraction of a second to 50,000h, as remarked by the dashed lines in Figs. 6 and 7. The thermal annealing offers an improvement in the PL emission and minimizes the effect of the disorder re-configuring the orientation of the molecules. The luminophores are better protected from internal and external agents, and therefore they can emit for a longer time. The luminophores are trapped in the triplet state and their interactions are almost inhibited so that they cannot be easily quenched or decayed to the ground state improving the PL emission.

All the above lead us to conclude that the final stages of the system evolution should be described by a compressed KWW function.

7 Single and dual dynamics in a real physical system

Let us apply the approach delineated in Section 2 to investigate the hidden dynamics of the PL emission in terms of pumping and damping mechanism. Further confirmation on its correctness arises with framing the result in the context of physical-chemical reactions that is linked to the dynamical approach via the Prony series expansion. As shown in Section 2, these mechanisms are governed by the time-dependent reduced mass $\mu(t)$. Each component has its
own reduced mass and their superposition determines the dynamics of the PL intensity emission, and provides an explanation for the plateau and the bumps observed in the plots collected in Section 6.

Let us firstly consider sample alq63-3 where both these experimental features are more easily visible than in the annealed sample alq65-1. Figure 10 illustrates the reduced mass of all the four components for the reference sample alq63-3.

![Figure 10: PL intensity of the sample alq63-3 decaying in Air (full black circles) and the time-dependent reduced mass at different relaxation times corresponding to each component: $\tau = 0.72$h solid blue line, $\tau = 332$h solid green line, $\tau = 3195$h solid orange line and finally $\tau = 13,381$h solid red line.](image)

According to the behavior of the reduced masses (9a), the first two components obey a single dynamics and contribute only with a damping mechanism whereas the last two components clearly show a dual dynamics, i.e. there are both a pumping and a damping mechanism. In order to explain the plateau around 5000h, we should select a proper time range and observe the behavior of each reduced mass $\mu(t)$ inside the range. Between 4500h and 13,385h, only the fourth component is still emitting. All the other three components have been destroyed and they start to behave as quenchers or restraints preventing the PL emission. The plateau at 4500h-13,385h arises when the reduced mass of the fourth component $\mu_4(t)$ reaches its minimum. This minimum, a peculiar feature of the dual dynamics, represents a quasi-equilibrium phase between the pumping and the damping mechanisms experienced by the luminophores in the fourth component that have been re-configured or re-organized. Before 4500h, the trend of $\mu_4(t)$ is always decreasing and consequently, the resistances of the system to prevent its PL emission are going to be lowered. The pumping mechanism dominates the dynamics forcing the excited electrons to change their spin and move to the singlet excited state so that they can relax and finally emit the fluorescence. However, the lowering of the defenses is counterbalanced by
the resistances due to radiative friction and the retarding forces acting on the charges during the PL emission. The pumping mechanism is preserved till the reduced mass get its minimum, but from that point on the damping takes over. In fact, in addition to the resistances linked to the emission, the presence of the excited electrons in the singlet excited state activates the damping mechanism, which is the decay pathway governed by the intersystem crossing. As observed in Sections 3 and 4, the intersystem crossing moves the electron to the triplet state impoverishing the excited singlet state and obstructing the PL emission. In fact, after 13,385h, the damping mechanism cannot be neglected anymore and the system starts to rapidly "quench" the luminescence. There are no other relevant components in this time range that are pumping against the damping mechanism produced by all four components. For this reason, the end tail of the normalized PL emission described by a compressed KWW function can be further approximated via a two-term Prony series, see (19). As explained in Section 4, the approximation (19) emerged assuming that \( K_D < 0 \), or in other words we suppose that the pumping mechanism has been suppressed and the damping mechanism dominates the dynamics. Here, the reverse intersystem crossing cannot compete with the triplet-trap rate induced by the quenchers, and we observe the abrupt decay after 13,385h.

It is possible to draw the same conclusions for the abrupt decay observed in Fig. 11 for the annealed sample alq65-1.

Figure 11: PL intensity of the sample alq63-1 decaying in Air (full black circles) annealed at 180°C in dry \( O_2 \) and the time-dependent reduced mass at different relaxation times corresponding to each component: \( \tau = 0.61h \) solid blue line, \( \tau = 300h \) solid green solid, \( \tau = 2819h \) solid orange line and finally \( \tau = 32,451h \) solid red line.

Indeed, there are no (relevant) pumping mechanisms after 10,000h. In fact, as
for the reference sample, at the end of the PL emission decay only the fourth component is still surviving and when the minimum of the reduced mass has been overcome the decrement in the PL is unstoppable. As observed in Section 5, the compressed KWW function is not complete mono-
tone as the stretched KWW function. According to our approach, this property suggests that there will be another reconfiguration whose manifestation is the appearance of a plateau. The reconfiguration is expected and unavoidable since the dual nature of the underlying dynamics implies the existence of a transition from the pumping to the damping that fixes a time window where the luminescence is constant, as confirmed by the analysis carried out by the Prony series. As observed in Section 6, the end tail of the normalized PL emission is described by a compressed exponential, and so another plateau is being expected. This plateau, which until now had gone unnoticed, appears at $t = 40,000$h, but it results to be more evident in the reference sample alq63-3 than in alq65-1. As happened for the previous plateau around 5000h, the correspondence between the reference sample and the annealed one is still ongoing, and this occurrence gives a physical evidence of our approach. In particular, focusing our attention on the zoom in Fig. 8 it is possible to note that the best fit and the Prony series approximation flank the region where the plateau “appears” and give a practical information of its position. Moreover, the time that elapses between the two plateau gives an indirect measurement of the pumping time range needed to populate the singlet excited state. The presence of the plateau at 40,000h paves the way to the introduction of a fifth component. However, since its intensity is extremely low, approximately ten times less than the corresponding amplitude of the fourth component, it is more convenient to truncate the model to the fourth component.

As a final remark, it is worthwhile to note that the first two components in both samples share some peculiarities. The KWW parameters $\beta_1$ and $\beta_2$ are equal to 1 and the time constants $\tau_1$ and $\tau_2$ differ by two orders in magnitude. Moreover, these early stages of the time-resolved PL emission show the same kind of dynamics. These observations allow us to suppose that the first two components described by pure exponential functions can be merged in one that is stretched as required by the single dynamics. To support this idea, we should consider Table 1 that collects the decay rates (i.e. the inverse of the characteristic time) and the amplitudes of the two-terms Prony series approximating a stretched KWW function. This interpretation allows to emphasize the dynamics governing the first part of the PL emission giving a further physical insight in the quality of the fit. Assuming that the first two components can be merged in only one that is stretched, it follows that the retarding and frictional forces acting on the excited emitters started their action from the very beginning creating micro-environments and configurations that highlight the slow degradation in the time-resolved PL intensity emission.
8 Summary

The relaxation of various physical systems has been found to follow the Kohlrausch–Williams–Watts (KWW) function, as for example in glassy materials [14, 22–25], in glass-forming liquids [24] and in the luminescent decay in solid state materials [1–11, 13, 16–20, 26]. Although there is a quantitative agreement between the experimental data and the theoretical fit, the physical meaning of the KWW function is quite elusive. In order to find out the meaning and the origin of the KWW function, a three steps approach has been used.

At first, the anomalous relaxation governed by the KWW function has been simplified by choosing an alternative system of reference, called material frame of reference, where the relaxation behaves ideally thanks to the introduction of the so-called material clock [33–38]. The material clock marks the time in a different way from the laboratory one: it can slow down or accelerate the passing of time from the pure and mono-exponential behavior that the system experienced during the relaxation. The main result of this step is the definition of a second order differential equation, which describes a damped harmonic oscillator characterized by a time-dependent reduced mass $\mu(t)$ and a time-dependent frequency $\omega(t)$. This approach is validated by the fact that the corresponding Hamiltonian generalizes the well-known Caldirola–Kanai Hamiltonian. The introduction of a time-dependent reduced mass $\mu(t)$ in the laboratory frame of reference provides the relaxation dynamics with two distinguishing behaviors, the stretched KWW function and the compressed KWW function on the base of the dynamics of the system. There are two dynamics. A single dynamics based on a damping mechanism and a dual dynamics where there are two mechanisms in series, a pumping mechanism followed by a damping one. The stretched KWW function is governed only by a damping mechanism (a single or monotone dynamics), whereas the compressed KWW function describes a dual dynamics where both these mechanisms occur. In case of dual dynamics, the main features in the time-resolved photoluminescence are the faster than exponential decay. This gives rise to a plateau in the photoluminescent intensity emission in correspondence of the minimum of the reduced mass $\mu(t)$. This plateau appears when a quasi-equilibrium is established between the pathways followed by the luminophores during their relaxation. This quasi-equilibrium can be considered as a quasi-phase transition.

Then, the analysis is worked out approximating the KWW function via the Prony series. This approximation paves the way to an interesting result: it highlights the meaning of the KWW function as a superposition of the photoluminescent decay. This gives further evidences of the differences between the two KWW functions. The stretched KWW function can be approximated by a sum of simple exponential functions, whereas the compressed KWW function has in its series expansion both positive and negative terms. The presence of the negative terms is due to the fact that the luminophores, i.e. the emitting...
centers, are quenched after interacting with more active species as the molecular oxygen $O_2$ in the atmosphere.

The final approach consists in the introduction of the mathematical concept of monotonicity and complete monotonicity. These mathematical properties are able to sum up all the physical properties, features and results found in the analysis of the relaxation. They give a physical insight of their importance in modeling relaxation processes.

Among all the physical systems that experience relaxation processes, the photoluminescence from organic molecules as the Tris(8-hydroxyquinoline)aluminum (Alq3) has been considered. The choice of this molecule in the state of thin film as a test-case is based both on the large amount of data available and the widely applications of this material in organic light-emitting diodes (OLEDs), a common technology nowadays. The large amount of data allow us to have a complete overview on the time-resolved PL emission giving the possibility to have enough material to put on a fairy trial the approach proposed.

In the future, we plan to extend and generalize the same approach also to other photoluminescent materials in the vast collection of organic materials.
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