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A Properties of Contagion Dynamics and Evolutionary Dynamics in Dimorphic Populations

In this section, we discuss additional properties of the contagion and evolutionary dynamics in the case of two competing sociality strategies. In Section A.1, we derive the contact rates experienced in the two-type contagion dynamics in a population under various possible compositions of the population and the possible sociality strategies of the resident and mutant type. In Section A.2, we then characterize the basic reproduction number of the two-strategy contagion dynamics, exploring how the pair of sociality strategies can determine whether the long-time contagion dynamics will converge to a contagion-free state or to a unique endemic equilibrium. Finally, in Section A.3, we study the behavior of the replicator equation for the evolutionary dynamics for a given pair of sociality strategies. We provide a proof of Proposition 1, showing that the qualitative behavior of the long-time composition of resident and mutant sociality strategies can be determined by analyzing the ability of each strategy to invade the other when initially rare in the population.

A.1 Dimorphic Contact Rates

To explore the contagion dynamics in a population with two sociality strategies, we start with a density-dependent description of the population. We assume that the total population has size \( N \), of whom \( N_m = fN \) follow a mutant strategy making \( \sigma_m \) social contacts per unit time and \( N_r = (1 - f)N \) follow a resident strategy with an analogous social contact rate of \( \sigma_m \). Focusing first on a single contagion, we describe for each contagion \( x \in \{ g, b \} \), the disease states in the resident population by the densities \( I^{(x)}_r \) and \( S^{(x)}_r = N_r - I^{(x)}_r \) and in the mutant population by \( I^{(x)}_m \) and \( S^{(x)}_m = N_m - I^{(x)}_m \). Under these sociality strategies, infectious resident and mutants collectively have \( \sigma_r I^{(x)}_r \) and \( \sigma_m I^{(x)}_m \) social contacts per unit time, while the rate of social contacts for the whole population is \( \sigma_m fN + \sigma_r (1 - f)N \). Therefore the probability that an individual meets an infectious individual in a given social interaction can be written as

\[
\frac{\sigma_m I^{(x)}_m + \sigma_r I^{(x)}_r}{N (\sigma_m fN + \sigma_r (1 - f))}.
\]

Further assuming that social interactions produce infection with probability \( p_x \) and that infectious individuals recover with rate \( \gamma_x \), the density of infectious mutant and resident individuals evolve according to the system of ODEs

\[
\frac{dI^{(x)}_m}{dt} = \sigma_m p_x \left[ \frac{\sigma_m I^{(x)}_m + \sigma_r I^{(x)}_r}{N (\sigma_m f + \sigma_r (1 - f))} \right] S^{(x)}_m - \gamma_x I^{(x)}_m \quad \text{(S1.A.1a)}
\]

\[
\frac{dI^{(x)}_r}{dt} = \sigma_r p_x \left[ \frac{\sigma_m I^{(x)}_m + \sigma_r I^{(x)}_r}{N (\sigma_m f + \sigma_r (1 - f))} \right] S^{(x)}_r - \gamma_x I^{(x)}_r \quad \text{(S1.A.1b)}
\]

Using the reproduction numbers \( R^{(x)}_m = \frac{\sigma_m p_x}{\gamma} \) and \( R^{(g)}_r = \frac{\sigma_r p}{\gamma} \) and denoting the fractions \( I^{(x)}_y := \frac{I^{(x)}_y}{N_y} \) and \( S^{(x)}_y := \frac{S^{(x)}_y}{N_y} \) of infectious and susceptible individuals in the populations \( y \in \{ r, m \} \), we
can further obtain the following frequency-dependent analogue of Equation (S1.A.1)

\[
\frac{1}{\gamma_x} \frac{dI_m^{(x)}}{dt} = R_m^{(g)} \left[ \frac{R_m^{(g)} f I_m^{(x)} + R_r^{(g)} (1 - f) I_r^{(x)}}{R_m^{(x)} f + R_r^{(x)} (1 - f)} \right] S_m^{(x)} - I_m^{(x)} \quad \text{(S1.A.2a)}
\]

\[
\frac{1}{\gamma_x} \frac{dI_r^{(x)}}{dt} = R_r^{(x)} \left[ \frac{R_m^{(x)} f I_m^{(x)} + R_r^{(x)} (1 - r) I_r^{(x)}}{R_m^{(x)} f + R_r^{(x)} (1 - f)} \right] S_r^{(x)} - I_r^{(x)}. \quad \text{(S1.A.2b)}
\]

Finally, rescaling time and using the fact that \( S_y^{(x)} = 1 - I_y^{(x)} \) allows us to obtain the frequency

dependent dimorphic contagion dynamics of Equations (9a) and (9b) for the good contagion and an analogous system for the bad contagion.

### A.2 Basic Reproduction Number for Dimorphic Contagion Dynamics

To gain insight into the contagion process with two levels of sociality and to assess the stability of the disease-free equilibrium, we use the next-generation matrix method of Diekmann and colleagues [1] and van den Driessche and Watmough [2] to find the overall basic reproduction number of the contagion process. For this analysis, we multiply both sides of Equations (S1.A.2a) and (S1.A.2b) by \( \gamma_x \), which allows to rewrite the coupled contagion dynamics for the resident and mutant populations as

\[
\frac{dI_m}{dt} = F_m(I_m, I_r) - V_m(I_m, I_r)
\]

\[
\frac{dI_r}{dt} = F_r(I_m, I_r) - V_r(I_m, I_r),
\]

where

\[
F_m(I_m^{(x)}, I_r^{(x)}) = \gamma_x \left\{ R_m^{(x)} \left[ \frac{R_r^{(x)} (1 - f) I_r^{(x)} + R_m^{(x)} f I_m^{(x)}}{R_r^{(x)} (1 - f) + R_m^{(x)} f} \right] (1 - I_m^{(x)}) \right\}
\]

\[
F_r(I_m^{(x)}, I_r^{(x)}) = \gamma_x \left\{ R_r^{(x)} \left[ \frac{R_r^{(x)} (1 - f) I_r^{(x)} + R_m^{(x)} f I_m^{(x)}}{R_r^{(x)} (1 - f) + R_m^{(x)} f} \right] (1 - I_r^{(x)}) \right\}
\]

\[
V_m(I_m^{(x)}, I_r^{(x)}) = \gamma_x I_m^{(x)}
\]

\[
V_r(I_m^{(x)}, I_r^{(x)}) = \gamma_x I_r^{(x)}
\]

and \( F_m \) and \( F_r \) represent rates of new infections, while \( V_m \) and \( V_r \) represent rates of recoveries.

The next generation matrix is the matrix \( FV^{-1} \) where the matrices \( F \) and \( V \) are given by

\[
F = \begin{pmatrix}
\frac{\partial F_m}{\partial I_m^{(x)}} & \frac{\partial F_m}{\partial I_r^{(x)}} \\
\frac{\partial F_r}{\partial I_m^{(x)}} & \frac{\partial F_r}{\partial I_r^{(x)}}
\end{pmatrix}_{(I_m^{(x)}, I_r^{(x)}) = (0,0)} = \begin{pmatrix}
\gamma_x f R_m^{(x)} (R_m^{(x)})^2 & \gamma_x (1 - f) R_m^{(x)} R_r^{(x)} \\
\gamma_x f R_m^{(x)} R_r^{(x)} & \gamma_x (1 - f) (R_r^{(x)})^2
\end{pmatrix}
\]

\[
V = \begin{pmatrix}
\gamma_x f R_m^{(x)} & \gamma_x (1 - f) R_m^{(x)} \\
\gamma_x f R_m^{(x)} & \gamma_x (1 - f) (R_r^{(x)})^2
\end{pmatrix}
\]
interactions taking place on random graphs with heterogeneous distributions over individual degree
radius, so

\[
\sigma \text{ between the resident and mutant strategies is their relative rate of social contacts}
\]

The eigenvalues of \( H \) are 0 and \( \gamma_m \) and the second column is \( \frac{f \gamma_m}{\gamma} \), which is a consequence of our assumptions that the difference between the resident and mutant strategies is their relative rate of social contacts \( \sigma_m \) and \( \sigma_r \) and that each social interaction follows an unbiased sampling of interaction partners from the pool of available contacts (with probabilities of interaction between sociality strategies determined by the relative contact rates and relative abundances of the resident and mutant strategies).

We note that, in this case, our next generation matrix given by Equation S1.A.6 is a rank one matrix, as the two columns are scalar multiples of each other. The ratio between the first column and the second column is \( \frac{f \gamma_m (1-f) R_m (x) R_r (x)}{(1-f) R_m (x) R_r (x)} \), which is a consequence of our assumptions that the difference between the resident and mutant strategies is their relative rate of social contacts \( \sigma_m \) and \( \sigma_r \) and that each social interaction follows an unbiased sampling of interaction partners from the pool of available contacts (with probabilities of interaction between sociality strategies determined by the relative contact rates and relative abundances of the resident and mutant strategies).

The quantity \( R_{\text{net}} (x) \) given by the spectral radius of the next generation matrix is the overall basic reproduction number of the contagion process. When \( R_{\text{net}} (x) > 1 \), the contagion-free equilibrium is unstable, and the results of Hethcote and Yorke [3] then imply that there exists a unique stable endemic equilibrium. When \( R_{\text{net}} (x) < 1 \), the contagion-free equilibrium is stable, and as shown by Hethcote and Yorke [3], this implies that no endemic equilibrium exists.

The eigenvalues of \( F \) are 0 and \( \frac{f \gamma_m (1-f) R_m (x) R_r (x)}{f R_m (x) + (1-f) R_r (x)} \). Since the second eigenvalue is always non-negative for \( 0 \leq f \leq 1 \) and \( R_m (x), R_r (x) \geq 0 \) (with at least one greater than 0), it is the spectral radius, so

\[
R_{\text{net}} = \frac{f \gamma_m (1-f) R_m (x) R_r (x)}{f R_m (x) + (1-f) R_r (x)}.
\]

\( R_{\text{net}} \) is the ratio of the second moment to the first moment for the subpopulation reproduction numbers:

\[
R_{\text{net}}^{(x)} = \frac{E(R^2)}{E(R)}.
\]

This formula is analogous to the basic reproduction number \( R_G \) studied for SIS models with interactions taking place on random graphs with heterogeneous distributions over individual degree.
\[ R_{RG} = \frac{\beta}{\gamma} \langle k \rangle \langle k^2 \rangle. \]  

(S1.A.8)

From this correspondence, we can see that our results for the two-group SIS model with different rates of interaction for the resident and mutant groups can be reinterpreted as a model for interactions occurring on a stochastic block model with two groups of individuals having different linking probabilities.

When \( 0 < f < 1 \), the condition \( R_{\text{net}}^{(x)} < 1 \) for stability of the contagion-free equilibrium can be rewritten as

\[ 4f \left( \frac{R_m^{(x)} - 1}{2} \right)^2 + 4(1 - f) \left( \frac{R_r^{(x)} - 1}{2} \right)^2 < 1. \]  

(S1.A.9)

This stability boundary characterizes an ellipse in the \( R_m^{(x)}, R_r^{(x)} \) plane centered at \((R_r^{(x)}, R_m^{(x)}) = (\frac{1}{2}, \frac{1}{2})\) with an \( R_m^{(x)} \)-axis length of \( \frac{1}{\sqrt{f}} \) and an \( R_r^{(x)} \)-axis length of \( \frac{1}{\sqrt{1-f}} \), which we illustrate in Figure 1.

![Figure 1](image.png)

Figure 1: Regions for which the net reproduction number \( R_{\text{net}}^{(x)} > 1 \) (blue) for various resident and mutant reproduction numbers \( R_r^{(x)} \) and \( R_m^{(x)} \), for various fractions of mutant population \( f \).

Remark A.1. We can use Equation (S1.A.7) to deduce the following properties of \( R_{\text{net}}^{(x)} \).

- In the limiting cases of \( f = 0 \) and \( f = 1 \), the net reproduction number reduces to \( R_{\text{net}}^{(x)} = R_r^{(x)} \) and \( R_{\text{net}}^{(x)} = R_m^{(x)} \), respectively.
- If \( R_m^{(x)}, R_r^{(x)} > 1 \), then \( R_{\text{net}}^{(x)} > 1 \) and contagion-free equilibrium is unstable.
- If \( 0 \leq R_m^{(x)}, R_r^{(x)} < 1 \), then \( R_{\text{net}}^{(x)} \leq 1 \) and the contagion-free equilibrium is stable.
- If \( R_r^{(x)} = 1 \), then the signs of \( R_{\text{net}}^{(x)} - 1 \) and \( R_m^{(x)} - 1 \) agree. In other words, if the fully-resident population has a marginally stable contagion-free equilibrium, then the stability of the contagion-free equilibrium under the dimorphic dynamics is determined by the sign of \( R_m^{(x)} - 1 \).
- If \( R_r^{(x)} < 1 \), then \( R_{\text{net}}^{(x)} > 1 \) provided that

\[ R_m^{(x)} > \frac{1}{2} + \sqrt{\frac{1}{4} + \left( \frac{1 - f}{f} \right) R_r^{(x)} \left( 1 - R_r^{(x)} \right)}. \]
This threshold is maximized when \( R_r^{(x)} = \frac{1}{2} \).

### A.3 Analysis of Replicator Equation for Cobb-Douglas Utility

Here we consider the long-time behavior of the replicator equation for pairwise competition for sociality strategies from the Replicator Dynamics Section in the case of Cobb-Douglas utility. The main output of this section is the proof of Proposition 1, which characterizes the possible long-time outcomes for the replicator equation in the case of Cobb-Douglas utility.

To understand the stability of equilibria of the replicator equation with Cobb-Douglas utility, it is convenient to study a following modified form of Equation (12) based upon log-transformed utilities. In this case, given resident and mutant sociality strategies featuring good contagion reproductive numbers \( R_m^{(g)} \) and \( R_m^{(g)} \), the fraction \( f \) of individuals with the mutant strategy evolves according to

\[
\frac{df}{dt} = f(1 - f) \left[ \log \left( U_m(f) \right) - \log \left( U_r(f) \right) \right],
\]

where

\[
\log \left( U_m(f) \right) = \alpha \log \left[ U \left( \hat{f}_m^{(g)}(R_m^{(g)}, R_r^{(g)}, f), \hat{S}_m^{(g)}(R_m^{(g)}, R_r^{(g)}, f) \right) \right]
\]

\[
\log \left( U_r(f) \right) = \alpha \log \left[ U \left( \hat{f}_r^{(g)}(R_m^{(g)}, R_r^{(g)}, f), \hat{S}_r^{(g)}(R_m^{(g)}, R_r^{(g)}, f) \right) \right]
\]

and the quantities \( \hat{f}_m^{(g)}(\cdot) \) and \( \hat{S}_m^{(g)}(\cdot) \) are equilibrium values of the dimorphic contagion dynamics as describe by Equations (9a) and (9b).

Solutions to Equation (S1.A.10) will have the same long-time behavior as solutions to Equation (12). Therefore we can characterize the long-time behavior of Equation (12) using a useful monotonicity property for the relative log-utility as a function of the fraction of mutants \( f \). Next, we recall the statement of Proposition 1, in which we show that that the only possible long-time behaviors for the replicator equation under Cobb-Douglas utility are dominance of the mutant strategy, dominance of the resident strategy, and coexistence of the two strategies at a unique interior equilibrium. Furthermore, the behavior for a given pair of strategies can be determined by evaluating the utilities of the resident and mutant strategies at the endpoints \( f = 0 \) and \( f = 1 \) in which the population has an all-resident or all-mutant composition, so dominance under pairwise invasibility analysis correspond to dominance under competition at relative frequencies of the mutant and resident at all \( f \in [0, 1] \).

**Proposition 1.** Suppose that the resident and mutant types have sociality strategies featuring reproduction numbers \( R_r^{(g)} \geq 1 \) and \( R_m^{(g)} \geq 1 \) for the good contagion, with \( R_r^{(g)} \neq R_m^{(g)} \) and at least one of these reproduction numbers strictly greater than 1. Then, for any \( c > 0 \) and for any resident and mutant types with reproduction numbers \( R_r^{(b)} = cR_r^{(g)} \) and \( R_m^{(b)} = cR_m^{(g)} \) for the bad contagion, the difference of Cobb-Douglas log-utilities \( \log \left[ U_m(f) \right] - \log \left[ U_r(f) \right] \) is a decreasing function of \( f \).

As a consequence, the long-time behavior can be determined by the relative values of \( U_m(f) \) and \( U_r(f) \) at the endpoints \( f = 0 \) and \( f = 1 \). The three possible cases are the following:

- **\( U_m(0) > U_r(0) \) and \( U_m(1) > U_r(1) \):** \( f = 1 \) is globally stable and the mutant will fix in the population.
- **\( U_m(0) < U_r(0) \) and \( U_m(1) < U_r(1) \):** \( f = 0 \) is globally stable and the resident will fix in the population.
\( U_m(0) > U_r(0) \) and \( U_m(1) < U_r(1) \): There exists a unique interior equilibrium \( \hat{f} \in (0, 1) \) that is globally stable, and mutant and resident will coexist in the long-time population.

We note that the fact that the difference in log-utilities is decreasing rules out the possibility that \( U_m(0) > U_r(0) \) and \( U_m(1) < U_r(0) \), and therefore it is impossible for the replicator dynamics to achieve bistability of a full-resident and full-mutant population under Cobb-Douglas utility.

**Proof.** It is useful to write the dimorphic SIS dynamics of Equations (9a) and (9b) in terms of the transmission function \( \Lambda_x(I_m^{(x)}, I_r^{(x)}) \):

\[
\Lambda_x(I_m^{(x)}, I_r^{(x)}) = \frac{R_m^{(x)} f I_m^{(x)} + R_r^{(x)} (1 - f) I_r^{(x)}}{R_m^{(x)} f + R_r^{(x)} (1 - f)} \geq 0. \tag{S1.A.12}
\]

We can use this transmission function to find the implicit expressions for nonzero contagion equilibria

\[
\begin{align*}
\dot{I}_m^{(x)} &= \frac{R_m^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})}{1 + R_m^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})} = 1 - \frac{1}{1 + R_m^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})}, \\
\dot{I}_r^{(x)} &= \frac{R_r^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})}{1 + R_r^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})} = 1 - \frac{1}{1 + R_r^{(x)} \Lambda_x(I_m^{(x)}, I_r^{(x)})}. \tag{S1.A.13}
\end{align*}
\]

From our assumptions on the reproduction numbers \( R_m^{(g)} \) and \( R_r^{(g)} \), we know that the good contagion will be present at equilibrium for both resident and mutant: \( \dot{I}_m^{(g)} > 0 \) and \( \dot{I}_r^{(g)} > 0 \). For the bad contagion, either the equilibrium fraction of susceptible individuals is 1 for both groups (when \( R_m^{(b)} < \frac{1}{c} \)) or it can be expressed in terms of Equation (S1.A.13) via \( (\hat{S}_r^{(b)}, \hat{S}_m^{(b)}) = (1 - \hat{I}_r^{(b)}, 1 - \hat{I}_m^{(b)}) \) (when \( R_m^{(b)} \geq \frac{1}{c} \)). Using these properties of the equilibria for both contagions, we see that the difference between Cobb-Douglas log-utilities for the mutant and resident populations has the following piecewise characterization

\[
\log(U_m(f)) - \log(U_r(f)) = \begin{cases} \alpha \log \left( \frac{\dot{I}_m^{(g)}}{\dot{I}_r^{(g)}} \right) & \text{if } R_m^{(g)} < \frac{1}{c} \\
\alpha \log \left( \frac{\dot{I}_m^{(b)}}{\dot{I}_r^{(b)}} \right) + (1 - \alpha) \log \left( \frac{\hat{S}_r^{(b)}}{\hat{S}_m^{(b)}} \right) & \text{if } R_m^{(b)} \geq \frac{1}{c}. \end{cases} \tag{S1.A.14}
\]

Now we look to study how the difference in log-utilities changes with mutant fraction \( f \). Using Equation (S1.A.12), we compute that, for each contagion \( x \in \{g, b\} \),

\[
\frac{\partial \Lambda_x}{\partial f} = \frac{R_m^{(x)} R_r^{(x)} (\dot{I}_m^{(x)} - \dot{I}_r^{(x)})}{(f R_m^{(x)} + (1 - f) R_r^{(x)})^2}. \tag{S1.A.15}
\]

Using Equation (S1.A.13), the ratio of endemic equilibrium levels for the good contagion is given by

\[
\zeta_g := \log \left( \frac{\dot{I}_m^{(g)}}{\dot{I}_r^{(g)}} \right) = \log \left[ \frac{R_m^{(g)}}{R_r^{(g)}} \frac{1 + R_r^{(g)} \Lambda_g}{1 + R_m^{(g)} \Lambda_g} \right]. \tag{S1.A.16}
\]
We can then differentiate to see that
\[
\frac{\partial \zeta_g}{\partial f} = \frac{R^{(g)}_m}{1 + R^{(g)}_m \Lambda_g} \frac{\partial \Lambda}{\partial f} - \frac{R^{(g)}_m}{1 + R^{(g)}_m \Lambda_g} \frac{\partial \Lambda}{\partial f} = \frac{\partial \Lambda_g}{\partial f} \left( \frac{R^{(g)}_r}{1 + R^{(g)}_r \Lambda_g} - \frac{R^{(g)}_m}{1 + R^{(g)}_m \Lambda_g} \right) = \frac{\partial \Lambda_g}{\partial f} \frac{1}{\Lambda_g} (\hat{I}^{(g)}_r - \hat{I}^{(g)}_m) < 0,
\]
(S1.A.17)
where we deduce the direction of the inequality by using Equation (S1.A.15) to note that \( \frac{\partial \Lambda}{\partial f} \neq 0 \) and \( \hat{I}^{(g)}_r - \hat{I}^{(g)}_m \) always have opposite signs (for both the good and bad contagion) and note that the inequality is strict because of the assumption that \( R^{(g)}_r \neq R^{(g)}_m \).

Similarly, we can use Equation (S1.A.13) to compute the log-ratio for the susceptible fractions at the nontrivial endemic equilibrium for the bad contagion as
\[
\nu_b := \log \left( \frac{S^{(b)}_m}{S^{(b)}_r} \right) = \log \left( \frac{1 - I^{(b)}_m}{1 - I^{(b)}_r} \right) = \log \left( \frac{1 + c R^{(g)}_r \Lambda_b}{1 + c R^{(g)}_m \Lambda_b} \right).
\]
(S1.A.18)

Then we can differentiate to see that
\[
\frac{\partial \nu_b}{\partial f} = \frac{\partial \Lambda_b}{\partial f} \left( \frac{c R^{(g)}_r}{1 + c R^{(g)}_r \Lambda_b} - \frac{c R^{(g)}_m}{1 + c R^{(g)}_m \Lambda_b} \right) = \frac{\partial \Lambda_b}{\partial f} \frac{1}{\Lambda_b} (\hat{I}^{(b)}_r - \hat{I}^{(b)}_m) < 0.
\]
(S1.A.19)

Differentiating Equation (S1.A.14) with respect to \( f \), we see from Equations (S1.A.17) and (S1.A.19) that
\[
\frac{\partial}{\partial f} \left[ \log(U_m(f)) - \log(U_f(f)) \right] = \left\{ \begin{array}{l}
\frac{\alpha}{\partial f} \frac{\partial \zeta_g}{\partial f} : R^{(g)}_m^{\text{net}} < \frac{1}{c} \\
\frac{\alpha}{\partial f} \frac{\partial \zeta_g}{\partial f} + (1 - \alpha) \frac{\partial \nu_b}{\partial f} : R^{(g)}_m^{\text{net}} \geq \frac{1}{c}
\end{array} \right\} < 0.
\]

Therefore we see that the difference in log-utilities is a differentiable, monotonically decreasing function of the mutant fraction \( f \), implying that the there will be a unique stable equilibrium of the replicator dynamics of Equation (12) and (S1.A.10) and that the trifold alternative described above holds for the longterm behavior of these replicator equations. \( \square \)

### B Additional Analysis of the Adaptive Dynamics Limit

In this section, we further explore our adaptive dynamics analysis of the social dilemma of sociality. In Section B.1, we provide the derivation of the formula for the socially optimum level of social interaction for the case of Cobb-Douglas utility. In Section B.2, we the Price of Anarchy to quantify the gap between social utility for populations following the socially-optimal and evolutionarily-stable sociality strategies. In Section B.3, we further characterize the evolutionary and convergence stability of sociality strategies under adaptive dynamics, showing that the sociality strategy corresponding to \( R^{(g)}_{\text{ESS}} \) is the unique evolutionarily-stable and convergence stable strategy for the Cobb-Douglas utility. In Section B.4), we analyze the socially-optimal and evolutionarily-stable sociality strategies in the case of a linear utility function, showing that it possible to achieve infinite sociality levels and bistable evolutionary dynamics in this case. In Section B.5, we perform a similar analysis for the Constant Elasticity of Substitution (CES) family of utility functions, show, for the case in which the bad contagion spreads more readily than the good contagion (\( c > 1 \)), that there is broad range of utility parameters for which the evolutionary dynamics achieve bistability between an ESS featuring spread of both contagions and an ESS at \( \frac{1}{c} \) in which both contagions are eliminated. Finally,
in Section B.6, we consider the role of assortative interactions in which individuals preferentially interact with individuals with the same sociality strategy. This assortative mechanism helps to internalize negative externalities generated by suboptimal rates of social interaction, and we show that assortment helps to mitigate the social dilemma and produces evolutionarily-stable levels of social interaction that are closer to the social optimum.

B.1 Derivation of Socially Optimal Level of Sociality for Cobb-Douglas Utility

For completeness, we provide in this section the derivation of the socially optimum interaction rate \( R_{opt}^{(g)} \) for the case of Cobb-Douglas utility. The main effort involved in this derivation is checking the conditions under which the utility for the population is maximized by a level of social interaction at which the bad contagion is unable to spread \( 1 \leq R^{(g)} < \frac{1}{c} \) or at a level of social interaction at which both the good and bad contagion spread in the population.

Since \( U(R^{(g)}) = 0 \) for \( R^{(g)} \leq 1 \), it suffices to optimize \( U \) on the interval \((1, \infty)\). We can equivalently maximize \( \log[U(R^{(g)})] \); differentiating that log-utility yields

\[
\frac{\partial}{\partial R^{(g)}} \log[U(R^{(g)})] = \begin{cases} 
\frac{\alpha}{R^{(g)}(R^{(g)} - 1)} & : 1 \leq R^{(g)} < \frac{1}{c} \\
\frac{1}{R^{(g)}} \left[ \frac{\alpha}{R^{(g)} - 1} - (1 - \alpha) \right] & : R^{(g)} > \frac{1}{c}
\end{cases} 
\]

(S1.B.1)

The log-utility is not differentiable at \( R^{(g)} = \frac{1}{c} \), but it has left and right derivatives at \( \frac{1}{c} \) given by the expressions from the cases \( R^{(g)} < \frac{1}{c} \) and \( R^{(g)} > \frac{1}{c} \), respectively.

From Equation (S1.B.1), we see that the log-utility is increasing for \( R^{(g)} < \frac{1}{c} \), so its maximizer must reside in \( [\frac{1}{c}, \infty) \). We also see from (S1.B.1) that the log-utility has a local maximum at \( (R^{(g)})^* = \frac{1}{1 - \alpha} \) provided that \( (R^{(g)})^* > \frac{1}{c} \), a condition that is satisfied when \( c > 1 - \alpha \). Furthermore, in this case, log-utility is increasing for \( R^{(g)} \in [\frac{1}{c}, (R^{(g)})^*] \) and decreasing for \( R^{(g)} > (R^{(g)})^* \), so \( (R^{(g)})^* \) maximizes the log-utility when \( c > 1 - \alpha \).

For the alternative case in which \( c \leq 1 - \alpha \), we can see from Equation (S1.B.1) that, for \( c < 1 \) and \( R^{(g)} > \frac{1}{c} \),

\[
\frac{\partial \log[U(R^{(g)})]}{\partial R^{(g)}} \leq c \left[ \frac{\alpha}{c^2 - 1} - (1 - \alpha) \right] = \left( \frac{c}{1 - c} \right) [\alpha c - (1 - c)(1 - \alpha)] 
\]

(S1.B.2)

\[
= \left( \frac{c}{1 - c} \right) [\alpha + c - 1] < 0,
\]

and therefore we can combine this with the fact that log-utility is increasing for \( R^{(g)} < \frac{1}{c} \) to deduce that the log-utility is maximized at \( R^{(g)} = \frac{1}{c} \) when \( c \leq 1 - \alpha \). To summarize, under the Cobb-Douglas utility, the socially-optimal level of sociality \( R_{opt}^{(g)} \) is given by

\[
R_{opt}^{(g)} = \max \left( \frac{1}{c}, \frac{1}{1 - \alpha} \right). 
\]

(S1.B.3)
B.2 Quantifying the Social Dilemma via the Price of Anarchy

In addition to our analysis considered in Adaptive Dynamics, we can compare the evolutionarily-stable and socially-optimal outcomes based upon the utility levels achieved by monomorphic populations featuring each strategy. In Figure 2, we plot the Cobb-Douglas utilities obtained by populations following strategies $R_{ESS}^{(g)}$ and $R_{opt}^{(g)}$ given in Table 1 for the same values of $\alpha$ and $c$ as in Figure 4c. Notably, the utility of the ESS strategy when $c = 2$ is increasing in $\alpha$, while the utility of the social optimum for $c = 2$ and both strategies for $c = \frac{1}{2}$ achieve a minimal utility for intermediate values of $\alpha$. This means that, for the evolutionary dynamics with $c = 2$, caring more about exposure to good contagion produces a better outcome long-run outcome even though the bad contagion spreads more readily than the good contagion.

Another quantity often used in game theory to compare the efficiency of Nash equilibria and social optima is the Price of Anarchy (PoA), introduced by Papadimitriou [9, 10], which measures the ratio of the utilities between such outcomes [9–12]. In our context, we can compare the evolutionarily-stable and socially-outcomes by defining the PoA as

$$\text{PoA} := \frac{U[R_{ESS}^{(g)}, R_{ESS}^{(g)}]}{U[R_{opt}^{(g)}, R_{opt}^{(g)}]}.$$  \hspace{1cm} (S1.B.4)

Because the Cobb-Douglas utility is non-negative and $R_{opt}^{(g)}$ maximizes $U[R_{m}^{(g)}, R_{r}^{(g)}]$, the PoA takes on values between 0 and 1. In Figure 3, we plot the PoA as a function of $\alpha$ for the cases $c = \frac{1}{2}$ and $c = 2$. For $c = 2$, the PoA is 0 for $\alpha < \frac{1}{2}$, when the evolutionarily-stable population is achieving the worst possible payoff. The PoA turns out to be a non-decreasing function of $\alpha$ when $c = 2$, while the inefficiency of the evolutionarily-stable outcome is maximized at an intermediate value of $\alpha$ when $c = \frac{1}{2}$.
Figure 3: The Price-of-Anarchy (PoA) characterizing the efficiency of the evolutionarily-stable sociality $R_{ESS}^{(g)}$ relative to the socially-optimal sociality $R_{opt}^{(g)}$. The PoA is plotted as a function of $\alpha$, and we consider the cases $c = \frac{1}{2}$ (black solid line) and $c = 2$ (red dashed line).

B.3 Evolutionary and Convergence Stability for Cobb-Douglas Utility

Now we will further examine the evolutionary and convergence stability of the sociality strategy $R_{ESS}^{(g)} = \max \left( 1, \frac{1}{c} + \frac{\alpha}{1 - \alpha} \right)$ in the case of Cobb-Douglas utility using the classification criteria for evolutionarily singular strategies [13–15]. For a strategy $(R_r^{(g)})^*$ to be evolutionarily-stable, the strategy must be a local maximizer of the relative utility function $s_{(R_r^{(g)})^*}(R_m^{(g)})$ [15]. This always holds in the boundary case when $(R_r^{(g)})^* = 1$ because $s_{(R_r^{(g)})^*}(R_m^{(g)})$ is decreasing for $R_m^{(g)}$ near 1. For the interior case in which $(R_r^{(g)})^* = \frac{1}{c} + \frac{\alpha}{1 - \alpha}$, we will apply the second derivative test. We see
For the second term, we calculate that
\[
\frac{\partial^2 s_{R_r}^{(g)}(R_m^{(g)})}{\partial \left(\frac{R_m^{(g)}}{R_r^{(g)}}\right)^2}\bigg|_{R_m^{(g)}=R_r^{(g)}}
\]
\[
= \left[ \frac{\partial}{\partial R_m^{(g)}} \left( \frac{\partial \log \left[ U \left( R_m^{(g)}, R_r^{(g)} \right) \right]}{\partial R_m^{(g)}} \right) \right] \bigg|_{R_m^{(g)}=R_r^{(g)}}
\]
\[
= \left[ \frac{\alpha R_r^{(g)}}{R_m^{(g)} \left( R_m^{(g)} R_r^{(g)} + R_r^{(g)} - R_m^{(g)} \right)} - \frac{(1 - \alpha) \left( c R_r^{(g)} - 1 \right)}{c R_m^{(g)} R_r^{(g)} + R_r^{(g)} - R_m^{(g)}} \right] \bigg|_{R_m^{(g)}=R_r^{(g)}}
\]
\[
= \frac{1}{(R_m^{(g)})^4} \left[ -\alpha \left( 2 R_m^{(g)} - 1 \right) + \left( \frac{1 - \alpha}{c^2} \right) \left( c R_m^{(g)} - 1 \right)^2 \right]
\]

Then, evaluating the derivative at the interior singular strategy \( (R_m^{(g)})^* = \frac{\alpha}{1-\alpha} + \frac{1}{c} \), we get that
\[
\frac{\partial^2 s_{R_r}^{(g)}(R_m^{(g)})}{\partial \left(\frac{R_m^{(g)}}{R_r^{(g)}}\right)^2}\bigg|_{R_m^{(g)}=R_r^{(g)}} = \frac{\alpha^2}{1 - \alpha} - \frac{2}{c} - 1
\]
\]
\[(S1.B.6)\]

The interior singular strategy \( (R_r^{(g)})^* \) is an ESS when the right-hand side of Equation (S1.B.5) is negative, which occurs when
\[
c < 2 \left( \frac{1 - \alpha}{1 - 2\alpha} \right)
\]
\[(S1.B.7)\]

Because we know from Equation (25) that \( (R_r^{(g)})^* \) is infeasible for \( c > \frac{1 - \alpha}{1 - 2\alpha} \), it follows that the interior singular strategy \( (R_r^{(g)})^* \) is an ESS whenever it corresponds to a feasible replication number for the good contagion.

Having shown that \( (R_r^{(g)})^* \) is evolutionarily-stable under local mutation, we can now address the convergence stability of the equilibrium (i.e., whether such a stable equilibrium could actually be achieved starting under evolution from a nearby sociality strategy). For an endpoint singular strategy, convergence stability follows from the sign of the local selection gradient near the boundary. To demonstrate convergence stability for interior singular strategies, we require that the local selection gradient is an increasing function at the evolutionarily singular strategy [13–15]. For the singular strategy \( (R_r^{(g)})^* = \frac{1}{c} + \frac{\alpha}{1-\alpha} \) to be convergence stable, we need to verify that
\[
\frac{\partial^2 \log \left[ U \left( R_m^{(g)}, R_r^{(g)} \right) \right]}{\partial \left(\frac{R_m^{(g)}}{R_r^{(g)}}\right)^2}\bigg|_{R_m^{(g)}=R_r^{(g)}} + \frac{\partial^2 \log \left[ U \left( R_m^{(g)}, R_r^{(g)} \right) \right]}{\partial R_m^{(g)} \partial R_r^{(g)}}\bigg|_{R_m^{(g)}=R_r^{(g)}} < 0
\]
\[(S1.B.8)\]

For the second term, we calculate that
For a monomorphic population, we can use the expressions from Equation (5) for the endemic function takes the form of time spent informed for the good contagion and susceptible to the bad contagion. This utility we can also consider a utility function which places a convex combination of weight on the fractions of time spent informed for the good contagion and susceptible to the bad contagion. This utility

\[
\frac{\partial^2 \log \left[ U(\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)}) \right]}{\partial \mathcal{R}_m^{(g)} \partial \mathcal{R}_r^{(g)}} \bigg|_{\mathcal{R}_m^{(g)} = \mathcal{R}_r^{(g)}} = \frac{\partial}{\partial \mathcal{R}_r^{(g)}} \left( \frac{\alpha}{\mathcal{R}_r^{(g)} - 1} \left( \mathcal{R}_m^{(g)} \mathcal{R}_r^{(g)} \mathcal{R}_r^{(g)} \right) + \mathcal{R}_r^{(g)} - \mathcal{R}_m^{(g)} \right) - \frac{(1 - \alpha) \mathcal{R}_m^{(g)}}{\mathcal{R}_r^{(g)} \left( \mathcal{R}_m^{(g)} \mathcal{R}_r^{(g)} + \mathcal{R}_r^{(g)} - \mathcal{R}_m^{(g)} \right)} \bigg|_{\mathcal{R}_m^{(g)} = \mathcal{R}_r^{(g)}} = \left[ \frac{-\alpha}{\left( \mathcal{R}_m^{(g)} \mathcal{R}_r^{(g)} + \mathcal{R}_r^{(g)} - \mathcal{R}_m^{(g)} \right)^2} - \frac{1 - \alpha}{\left( \mathcal{R}_m^{(g)} \mathcal{R}_r^{(g)} + \mathcal{R}_r^{(g)} - \mathcal{R}_m^{(g)} \right)^2} \right] \bigg|_{\mathcal{R}_m^{(g)} = \mathcal{R}_r^{(g)}} = -\frac{1}{\left( \mathcal{R}_r^{(g)} \right)^4} \left[ \alpha + \left( \frac{1 - \alpha}{c^2} \right) \right]
\]

Combining Equations (S1.B.5) and (S1.B.9), we can see that

\[
\frac{\partial}{\partial \mathcal{R}_r^{(g)}} \left( \mathcal{R}_r^{(g)} \right) = \frac{1}{\left( \mathcal{R}_r^{(g)} \right)^4} \left[ \alpha \left( \frac{1}{c(1 - \alpha)} \right) \left( 2 \mathcal{R}_r^{(g)} - \left( \frac{1 - \alpha}{c} \mathcal{R}_r^{(g)} - 1 \right)^2 - \left( \alpha + \frac{1 - \alpha}{c^2} \right) \right) \right] \bigg|_{\mathcal{R}_r^{(g)} = \mathcal{R}_r^{(g)}}^* = \frac{1}{\left( \mathcal{R}_r^{(g)} \right)^3} \left[ c \left( 1 - \alpha \right) \left( \mathcal{R}_r^{(g)} \right)^* - 2 \left( 1 - \alpha + \alpha c \right) \right]
\]

Therefore we see that \( s''_{\mathcal{R}_r^{(g)}}(\mathcal{R}_r^{(g)}) < 0 \) when

\[
\left( \mathcal{R}_r^{(g)} \right)^* < \frac{2\left( 1 - \alpha \right) + 2\alpha c}{c(1 - \alpha)} = 2 \left( \frac{\alpha}{1 - \alpha} + \frac{1}{c} \right)
\]

Our ESS \( \left( \mathcal{R}_r^{(g)} \right)^* = \frac{\alpha}{1 - \alpha} + \frac{1}{c} \) satisfies this condition, so we can conclude that \( \left( \mathcal{R}_r^{(g)} \right)^* \) is convergence stable whenever it is biologically feasible.

### B.4 Linear Utility Function

We can also consider a utility function which places a convex combination of weight on the fractions of time spent informed for the good contagion and susceptible to the bad contagion. This utility function takes the form

\[
U[\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)}] := \alpha \bar{f}_m^{(g)}(\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)}) + (1 - \alpha) \left( \bar{f}_r^{(b)}(\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)}) \right).
\]

For a monomorphic population, we can use the expressions from Equation (5) for the endemic equilibria to see that the linear utility function takes the following form:

\[
U[\mathcal{R}_r^{(g)}, \mathcal{R}_r^{(g)}] = \begin{cases} 
1 - \alpha & : \mathcal{R}_r^{(g)} > 1, \frac{1}{c} \\
\alpha \left( 1 - \frac{1}{\mathcal{R}_r^{(g)}} \right) + (1 - \alpha) & : 1 < \mathcal{R}_r^{(g)} \leq \frac{1}{c} \\
(1 - \alpha) \left( \frac{1}{c\mathcal{R}_r^{(g)}} \right) & : \frac{1}{c} < \mathcal{R}_r^{(g)} \leq 1 \\
\alpha \left( 1 - \frac{1}{\mathcal{R}_r^{(g)}} \right) + (1 - \alpha) \left( \frac{1}{c\mathcal{R}_r^{(g)}} \right) & : \mathcal{R}_r^{(g)} > 1, \frac{1}{c} 
\end{cases}
\]

(S1.B.13)
Because \( U[\mathcal{R}_r^{(g)}, \mathcal{R}_r^{(b)}] \) is a piecewise affine function of \( \frac{1}{\mathcal{R}_r^{(g)}} \), we see that social optimum will be achieved at one of the endpoints \( \mathcal{R}_r^{(g)} \in \{1, \frac{1}{c}, \infty\} \). This utility function is always increasing when \( 1 < \mathcal{R}_r^{(g)} < \frac{1}{c} \), always decreasing when \( \frac{1}{c} < \mathcal{R}_r^{(g)} < 1 \), and is increasing for \( \mathcal{R}_r^{(g)} > \frac{1}{c} \) when \( \alpha c > 1 - \alpha \). When the latter condition holds, we see that the socially-optimal sociality strategy is \( \mathcal{R}_{\text{opt}}^{(g)} = \infty \). If instead, \( \alpha c < 1 - \alpha \), then \( U[\mathcal{R}_r^{(g)}, \mathcal{R}_r^{(b)}] \) is decreasing for \( \mathcal{R}_r^{(g)} > \frac{1}{c} \), \( \mathcal{R}_{\text{opt}}^{(g)} = \frac{1}{c} \). For the case in which \( \mathcal{R}_{\text{opt}}^{(g)} = \frac{1}{c} \), this social optimum will feature long-time survival of the good contagion and elimination of the bad contagion when \( c < 1 \), and will feature long-time extinction of both contagions when \( c \geq 1 \).

Turning to the question of evolutionary stability, we consider the following expression for the relative advantage of a mutant over a resident

\[
s_{\mathcal{R}_r^{(g)}}(\mathcal{R}_m^{(g)}) = U[\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)}] - U[\mathcal{R}_r^{(g)}, \mathcal{R}_r^{(g)}],
\]

(S1.B.14)

This allows us to compute the local selection gradient as

\[
s'_{\mathcal{R}_r^{(g)}}(\mathcal{R}_r^{(g)}) = \frac{\partial f_m^{(g)}(\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)})}{\partial \mathcal{R}_m^{(g)}} \bigg|_{\mathcal{R}_m^{(g)} = \mathcal{R}_r^{(g)}} + (1 - \alpha) \frac{\partial S_m^{(b)}(\mathcal{R}_m^{(g)}, \mathcal{R}_r^{(g)})}{\partial \mathcal{R}_m^{(g)}} \bigg|_{\mathcal{R}_m^{(g)} = \mathcal{R}_r^{(g)}}.
\]

(S1.B.15)

Using Equation (18), we can further write the selection gradient as

\[
s'_{\mathcal{R}_r^{(g)}}(\mathcal{R}_r^{(g)}) = \begin{cases} 
0 & : \mathcal{R}_r^{(g)} \leq \frac{1}{c} \\
\frac{1}{(\mathcal{R}_r^{(g)})^3} \left( \mathcal{R}_r^{(g)} - 1 \right) & : 1 < \mathcal{R}_r^{(g)} \leq \frac{1}{c} \\
-\frac{1}{c^2(\mathcal{R}_r^{(g)})^3} \left( c\mathcal{R}_r^{(g)} - 1 \right) & : \frac{1}{c} < \mathcal{R}_r^{(g)} \leq 1 \\
\frac{1}{c^2(\mathcal{R}_r^{(g)})^3} \left[ (\alpha c + \alpha - 1) c\mathcal{R}_r^{(g)} + 1 - \alpha - \alpha c^2 \right] & : \mathcal{R}_r^{(g)} > 1, \frac{1}{c} 
\end{cases}
\]

(S1.B.16)

Notably, this means that the selection gradient is always increasing if \( \mathcal{R}_r^{(g)} \in (\frac{1}{c}, 1) \) and always decreasing if \( \mathcal{R}_r^{(g)} \in (1, \frac{1}{c}) \), but that the sign of the selection gradient for \( \mathcal{R}_r^{(g)} > \max\{1, \frac{1}{c}\} \) will depend on the sign of the slope for the term in square brackets that is linear in \( \mathcal{R}_r^{(g)} \). For the case in which both contagions spread (when \( \mathcal{R}_r^{(g)} > \max\{1, \frac{1}{c}\} \) we see that there is a possible interior evolutionarily singular strategy given by

\[
\mathcal{R}_r^{(g)} := 1 + \frac{(1 - \alpha)(c - 1)}{1 - \alpha - \alpha c},
\]

(S1.B.17)

which satisfies the feasibility condition \( \mathcal{R}_r^{(g)} \geq 1 \) when the signs of \( c - 1 \) and \( 1 - \alpha - \alpha c \) agree. As a result, the the evolutionary stability of the strategies \( \mathcal{R}_r^{(g)} = \infty \), and \( \mathcal{R}_r^{(g)} \) both depend on the signs of \( c - 1 \) and \( \alpha c - (1 - \alpha) \).

In Table 1, we compare the evolutionarily-stable and socially-optimal sociality strategies \( \mathcal{R}_r^{(g)} \) and \( \mathcal{R}_{\text{opt}}^{(g)} \) for the possible ranges of values of the relative spreading ability \( c \) of the two contagions and the weight \( \alpha \) placed on infection with the good contagion under the linear utility function. For all of the cases in the table, we see that either the evolutionarily-stable outcome coincides with the social...
optimum, or there is a social dilemma featuring a discrepancy between the levels of sociality whose direction coincides with the social dilemma in the Cobb-Douglas case (e.g. \( R_{\text{ESS}}^{(g)} \leq R_{\text{opt}}^{(g)} \) for \( c > 1 \) and \( R_{\text{ESS}}^{(g)} \leq R_{\text{opt}}^{(g)} \) when \( c < 1 \)). Notably, when \( c > 1 \) and \( c > \frac{1-\alpha}{\alpha} \), we find that the evolutionary dynamics support bistability of \( \frac{1}{c} \) and \( \infty \) as evolutionarily-stable states, whose basins of attraction are separated by an evolutionarily unstable state \( R_{\text{int}}^{(g)} \). In Figure 4, we further illustrate the various parameter regimes in which these socially-optimal and evolutionarily-stable are achieved.

| \( c > \frac{1-\alpha}{\alpha} \) | \( c < \frac{1-\alpha}{\alpha} \) |
|---------------------------------|---------------------------------|
| \( R_{\text{ESS}}^{(g)} \in \{ \frac{1}{c}, \infty \} \) | \( R_{\text{ESS}}^{(g)} = \frac{1}{c} \) |
| \( R_{\text{opt}}^{(g)} = \infty \) | \( R_{\text{opt}}^{(g)} = \frac{1}{c} \) |
| \( R_{\text{ESS}}^{(g)} = \infty \) | \( R_{\text{ESS}}^{(g)} = 1 + \frac{(1-\alpha)(1-c)}{c(1-\alpha-\alpha c)} > \frac{1}{c} \) |
| \( R_{\text{opt}}^{(g)} = \infty \) | \( R_{\text{opt}}^{(g)} = \frac{1}{c} \) |

Table 1: Evolutionarily-stable and socially-optimal sociality strategies \( R_{\text{ESS}}^{(g)} \) and \( R_{\text{opt}}^{(g)} \) for different cases on the relative values of the relative weight \( \alpha \) of the good contagion under linear utility and the relative infectiousness \( c \) of the good contagion.

### B.5 Constant Elasticity of Substitution (CES) Utility

In this section, we consider the evolutionary dynamics for the CES utility function, introduced by Arrow [16, 17], which takes the following form

\[
U \left[ R_{m}^{(g)}, R_{r}^{(g)} \right] := \alpha \left( I_{m}^{(g)}(R_{m}^{(g)}, R_{r}^{(g)}) \right)^{\rho} + (1-\alpha) \left( S_{m}^{(b)}(R_{m}^{(g)}, R_{r}^{(g)}) \right)^{\rho} \frac{1}{\rho}, \tag{S1.B.18}
\]

where we consider values of the substitution parameter \( \rho \in (0, 1) \). We note that the CES utility function takes the form of the linear utility function from Equation (S1.B.12) when we set \( \rho = 1 \), and that we recover the Cobb-Douglas utility function in the form of Equation (6) in the limit as \( \rho \to 0 \). The parameter \( \alpha \) governs the relative weight placed on acquiring the good contagion versus avoiding the bad contagion, and we see that this parameter retains this interpretation when we obtain the linear and Cobb-Douglas utility functions in the limits as \( \rho \to 1 \) and \( \rho \to 0 \), respectively.

For a monomorphic population following the sociality strategy \( R_{r}^{(g)} \), we can use the expressions from Equation (5) for the endemic equilibria for the good and bad contagion to write the following piecewise characterization of the CES utility:

\[
U \left[ R_{r}^{(g)}, R_{r}^{(g)} \right] = \begin{cases} 
(1-\alpha)^{\frac{1}{\rho}} & : R_{r}^{(g)} < \frac{1}{c} \\
(1-\alpha)^{\frac{1}{\rho}} \left[ \frac{1}{cR_{r}^{(g)}} \right] & : \frac{1}{c} < R_{r}^{(g)} \leq 1 \\
\alpha^{\frac{1}{\rho}} \left[ 1 - \frac{1}{R_{r}^{(g)}} \right] & : 1 < R_{r}^{(g)} \leq \frac{1}{c} \\
\left[ \alpha \left( 1 - \frac{1}{R_{r}^{(g)}} \right)^{\rho} + (1-\alpha) \left[ \frac{1}{cR_{r}^{(g)}} \right]^{\rho} \right]^{\frac{1}{\rho}} & : R_{r}^{(g)} > \frac{1}{c} 
\end{cases}, \tag{S1.B.19}
\]
Figure 4: Illustration of the four possible qualitative behaviors for $R_{\text{opt}}^{(g)}$ and $R_{\text{ESS}}^{(g)}$ across the range of relative levels of infectiousness for the bad contagion $c$ and relative weight placed on the good contagion $\alpha$ under linear utility. First, parameter space is divided into two regions, one in which $\alpha c < 1 - \alpha$ and $R_{\text{opt}}^{(g)} = 1$ (light yellow and orange), and the other in which $\alpha c > 1 - \alpha$ and $R_{\text{opt}}^{(g)} = \infty$ (dark yellow and red). We further subdivide the region in which $\alpha c < 1 - \alpha$ into the cases in which $c < 1$ and $R_{\text{ESS}}^{(g)} > 1$ (light yellow) and in which $c > 1$ and $R_{\text{ESS}}^{(g)} \geq 1$ (orange). The region in which $\alpha c > 1 - \alpha$ is further subdivided into regions in which $c < 1$ and $R_{\text{ESS}}^{(g)} = \infty$ (dark yellow) and a region in which $c > 1$ and the evolutionary dynamics feature bistability between $R_{\text{ESS}}^{(g)} = 1$ and $R_{\text{opt}}^{(g)} = \infty$ (red).

Because the CES utility function is twice-differentiable and strictly concave for $\rho \in (0,1)$, we know from our analysis in the section that the utility function $U[R_{r}^{(g)}, R_{r}^{(g)}]$ has a unique local maximizer for $R_{r}^{(g)} \geq \frac{1}{c}$. For $c < 1$, this local maximizer is actually the global maximizer for biologically feasible $R_{r}^{(g)}$ satisfying $R_{r}^{(g)} \geq 0$.

However, we notice also notice that $U[R_{r}^{(g)}, R_{r}^{(g)}]$ is decreasing on $(\frac{1}{c}, 1)$ for the case in which $c > 1$. In this case, $R_{r}^{(g)} = \frac{1}{c}$ is also a local maximizer of $U[R_{r}^{(g)}, R_{r}^{(g)}]$, which has utility $U[\frac{1}{c}, \frac{1}{c}] = (1 - \alpha)^{\frac{1}{\rho}}$. By considering the limit $\lim_{R_{r}^{(g)} \to \infty} U[R_{r}^{(g)}, R_{r}^{(g)}] = \frac{1}{\rho}$, we can deduce that $\alpha > \frac{1}{2}$ (and correspondingly $\alpha > 1 - \alpha$) is a sufficient condition for the maximizer $U[R_{r}^{(g)}, R_{r}^{(g)}]$ be achieved by a sociality strategy $R_{\text{opt}}^{(g)} > 1$ in which the good contagion is present at equilibrium. In particular, this means that, whenever more emphasis is placed on the good contagion than the bad contagion, the socially-optimal sociality strategy will feature spread of both the good and bad contagion when $c < 1$.

Next, we turn to the adaptive dynamics analysis for studying the evolution of sociality strategies under CES utility. When $c = 1$, we can use Equation (35) to see that the derivative of the
monomorphic utility and selection gradient coincide, and therefore $\mathcal{R}_{\text{ESS}}^{(g)} = \mathcal{R}_{\text{opt}}^{(g)}$ in this case. When $c < 1$, we know from the discussion in the General Utility Function section that there will be a unique socially-optimal strategy $\mathcal{R}_{\text{opt}}^{(g)} \geq \frac{1}{c} > 1$, and that any evolutionarily stable strategy $\mathcal{R}_{\text{ESS}}^{(g)}$ will satisfy $\mathcal{R}_{\text{ESS}}^{(g)} > \mathcal{R}_{\text{opt}}^{(g)}$. In Figure 5, we illustrate the socially-optimal and evolutionarily-stable sociality strategies $\mathcal{R}_{\text{opt}}^{(g)}$ and $\mathcal{R}_{\text{ESS}}^{(g)}$ for the CES utility function when $c = \frac{1}{2}$. We see that $\mathcal{R}_{\text{ESS}}^{(g)} > \mathcal{R}_{\text{opt}}^{(g)}$ when any weight is placed on acquiring the good contagion (i.e. $\alpha > 0$), and the form of the social dilemma resembles the qualitative behavior seen for Cobb-Douglas utility in Figure 4(c,bottom) in the case of $c < 1$.

Finally, we turn to analyze the case of $c > 1$, in which there are two local maxima for the social utility $U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]$. Using Equation (32b) and the fact that and $\frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \hat{S}^{(b)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})} > 0$, $\frac{\partial \hat{S}^{(b)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})}{\partial \mathcal{R}_{r}^{(g)}} < 0$, and $\frac{\partial \hat{I}^{(g)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})}{\partial \mathcal{R}_{r}^{(g)}} = 0$ for $c > 1$ and $\mathcal{R}_{r}^{(g)} < 1$, we see that, in this regime,

$$s'_{\mathcal{R}_{r}^{(g)}}(\mathcal{R}_{r}^{(g)}) = \frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \hat{I}^{(g)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})} \frac{\partial \hat{I}^{(g)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})}{\partial \mathcal{R}_{r}^{(g)}} + \frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \hat{S}^{(b)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})} \frac{\partial \hat{S}^{(b)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})}{\partial \mathcal{R}_{r}^{(g)}} < 0.$$ 

Because the local selection gradient $s'_{\mathcal{R}_{r}^{(g)}}(\mathcal{R}_{r}^{(g)})$ is negative for when $\frac{1}{c} < \mathcal{R}_{r}^{(g)} < 1$, we can deduce that the sociality strategy $\mathcal{R}_{r}^{(g)} = \frac{1}{c}$ will be evolutionarily stable.

To further understand the basin of attraction of this state under adaptive dynamics, we now look to calculate the selection gradient for $\mathcal{R}_{r}^{(g)} > 1$. Our goal is to use Equation (35) to calculate the local selection gradient for the CES utility when $c > 1$ and $\mathcal{R}_{r}^{(g)} > 1$, and we are particularly interested in the behavior of the adaptive dynamics in the case as $\mathcal{R}_{r}^{(g)} \rightarrow 1^+$. We recall from Equation (35) that the local selection gradient for $\mathcal{R}_{r}^{(g)} > \max\{1, \frac{1}{c}\}$ takes the following form

$$s'_{\mathcal{R}_{r}^{(g)}}(\mathcal{R}_{r}^{(g)}) = \left(\frac{\mathcal{R}_{r}^{(g)} - 1}{\mathcal{R}_{r}^{(g)}}\right) \frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \mathcal{R}_{r}^{(g)}} + \frac{1}{c} \left(\frac{1}{\mathcal{R}_{r}^{(g)}} - 1\right) \frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \hat{S}^{(b)}(\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)})}.$$ 

We will now compute the main quantities that appear in this expression for the local selection gradient. We first differentiate the expression for CES utility from Equation (S1.B.19) in the case of $\mathcal{R}_{r}^{(g)} > \max\{1, \frac{1}{c}\}$, which allows us to see that

$$\frac{\partial U[\mathcal{R}_{r}^{(g)}, \mathcal{R}_{f}^{(g)}]}{\partial \mathcal{R}_{r}^{(g)}} = \left[\alpha \left(1 - \frac{1}{\mathcal{R}_{r}^{(g)}}\right)^{\rho} + (1 - \alpha) \left(\frac{1}{c \mathcal{R}_{r}^{(g)}}\right)^{\rho}\right]^{\frac{1}{\rho} - 1} \times \left(\frac{1}{\mathcal{R}_{r}^{(g)}}\right)^{2} \left[\alpha \left(\frac{\mathcal{R}_{r}^{(g)} - 1}{\mathcal{R}_{r}^{(g)}}\right)^{\rho - 1} - \left(\frac{1 - \alpha}{c}\right) \left(\frac{1}{c \mathcal{R}_{r}^{(g)}}\right)^{\rho - 1}\right].$$

(S1.B.20)
Figure 5: Illustration of social dilemma for adaptive dynamics under CES utility function when \( c = \frac{1}{2} \). The reproduction numbers \( R_r^{(g)} \) are presented for both evolutionarily-stable sociality strategy \( R_r^{(g)}_{\text{ESS}} \) (solid green line) and the socially-optimal sociality strategy \( R_r^{(g)}_{\text{opt}} \) (dashed blue line), and are plotted as functions of the weight parameter \( \alpha \) describing the relative importance placed upon the good contagion. The dashed gray line represents \( R_r^{(g)} = \frac{1}{c} \), the reproduction number corresponding to the highest level of social interaction at which the bad contagion does not spread. The substitution parameter is fixed at \( \rho = 0.5 \), and the weight parameter \( \alpha \) ranges between 0 and 0.8.

In the limit as \( R_r^{(g)} \to 1^+ \), we can use our expression from Equation (S1.B.20) and the fact that we are considering CES utility parameters with substitution parameters \( \rho > 0 \) to deduce that

\[
\lim_{R_r^{(g)} \to 1^+} \left[ \left( \frac{R_r^{(g)} - 1}{R_r^{(g)}} \right) \frac{\partial U}{\partial R_r^{(g)}} \right] = \left( \frac{1 - \alpha}{c} \right)^{\frac{1}{\rho} - 1} \lim_{R_r^{(g)} \to 1^+} \left[ \alpha \left( \frac{R_r^{(g)} - 1}{R_r^{(g)}} \right)^{\rho} - \left( \frac{1 - \alpha}{c} \right) \left( \frac{1}{cR_r^{(g)}} \right)^{\rho - 1} \left( \frac{R_r^{(g)} - 1}{R_r^{(g)}} \right) \right] = 0 \tag{S1.B.21}
\]

Next, we consider the partial derivative of utility with respect to the equilibrium level of the bad contagion. We use Equations (5) and (S1.B.18) to see that

\[
\frac{\partial U}{\partial \tilde{S}^{(b)}(R_r^{(g)}, R_r^{(g)})} = \left[ \alpha \left( \frac{\tilde{S}^{(b)}(R_r^{(g)}, R_r^{(g)})}{R_r^{(g)}} \right)^{\rho} + (1 - \alpha) \left( \frac{1}{cR_r^{(g)}} \right)^{\rho - 1} \left( \frac{R_r^{(g)} - 1}{R_r^{(g)}} \right) \right]^{\frac{1}{\rho} - 1} \times (1 - \alpha) \left( \frac{\tilde{S}^{(b)}(R_r^{(g)}, R_r^{(g)})}{R_r^{(g)}} \right)^{\rho - 1} \tag{S1.B.22}
\]

\[= (1 - \alpha) \left[ \alpha \left( 1 - \frac{1}{R_r^{(g)}} \right)^{\rho} + (1 - \alpha) \left( \frac{1}{cR_r^{(g)}} \right)^{\rho - 1} \left( \frac{1}{cR_r^{(g)}} \right)^{\rho - 1}, \right] \]
and we see that, in the limit as $R^{(g)}_{\tau} \to 1^+$

$$\left. \frac{\partial U}{\partial S^{(b)}(R^{(g)}_{\tau}, R^{(g)}_{\tau})} \right|_{R^{(g)}_{\tau} \to 1^+} = (1 - \alpha)^{\frac{1}{c}} > 0. \quad (S1.B.23)$$

We can now use Equations (35), (S1.B.21), and (S1.B.23) to see that, for $c > 1$, the local selection gradient satisfies

$$s^{(g)}_{R^{(g)}_{\tau}}(R^{(g)}_{\tau}) \big|_{R^{(g)}_{\tau} \to 1^+} = \frac{1}{c} \left( \frac{1}{c} - 1 \right) (1 - \alpha)^{\frac{1}{c}} < 0. \quad (S1.B.24)$$

From the continuity of all of the quantities appearing in the local selection gradient of Equation (35), we can now deduce that, for $c < 1$, there will always some sociality strategies $R^{(g)}_{\tau} > 1$ that will be in the basin of attraction of the boundary state $\frac{1}{c} < 1$ under the adaptive dynamics. This means that either $\frac{1}{c}$ may be a global attractor under the evolutionary dynamics, or that it will coexist in multistability with an evolutionary attractor featuring positive levels of both the good and bad contagion at equilibrium. Now, we will use a numerical approach explore these two possibilities of evolutionary collapse of social interaction and bistability of two evolutionarily-stable sociality strategies.

In Figure 6, we illustrate the CES utility function and an example of the selection gradient for the adaptive dynamics under CES utility. In Figure 6(Left), we display the utility function for three different values of the weight parameter, presenting one example in which utility is maximized by the sociality strategy $R^{(g)}_{\tau} = \frac{1}{c}$ (with $\alpha = 0.1$) in which neither contagion spreads, as well as two examples in which the socially-optimal sociality strategy is achieved by a strategy $R^{(g)}_{\tau} > 1$ under which both contagions survive at equilibrium. In Figure 6(Right), we illustrate an example selection gradient for the CES utility function. We find that the selection gradient vanishes at three points. At two of these points (labeled $R_{\text{ESS1}} = \frac{1}{c}$ and $R_{\text{ESS2}}$), the selection gradient decreases past zero as $R^{(g)}_{\tau}$ increases beyond these points, so these sociality strategies are evolutionarily stable. The third zero (labeled $R_{\text{uns}} > 1$) is located at a point at which the local gradient is increasing, and therefore it is an evolutionarily-unstable singular strategy, separating the basins of attraction for the two ESS sociality strategies. Because $R_{\text{uns}} > 1$, this example shows the possibility that an initial population with a sociality strategy $R^{(g)}_{\tau} > 1$ can be located in the evolutionary basin of attraction of the strategy $R_{\text{ESS1}}$ featuring elimination of both contagions, even though a more highly-social population can sustain both contagions under the long-time limit of the adaptive dynamics.

In Figure 7, we further illustrate the social dilemma by plotting the social optima and evolutionary singular strategies (Figure 7, left) and the CES utilities achieved for these sociality strategies (Figure 7, right) across a range of weight parameters $\alpha$. We find that the sociality strategy $R_{\text{ESS1}} = \frac{1}{c}$ featuring no equilibrium contagion is the unique evolutionarily-stable strategy for sufficiently small values of $\alpha$, while an additional pair of singular strategies $R_{\text{ESS2}}$ and $R_{\text{uns}}$ appear when $\alpha \approx 0.46$, yielding bistability between $R_{\text{ESS1}}$ and $R_{\text{ESS2}}$. By comparing the utilities achieved these sociality strategies, we find that utility achieved by the non-trivial ESS strategy $R_{\text{ESS2}}$ is less than that achieved by the social optimum $R^{(g)}_{\text{opt}}$, but that the utility achieved by the equilibrium $R_{\text{ESS1}}$ featuring no long-term contagion results in even lower utility than the suboptimal ESS outcome achieve by $R_{\text{ESS2}}$. On top of the social dilemma realized by convergence to the evolutionarily-stable outcome of $R_{\text{ESS2}}$ achieved by the adaptive dynamics for sufficiently large initial sociality strategy $R^{(g)}_{\tau}$, we see that the bistability of $R_{\text{ESS2}}$ and the non-interacting equilibrium $R_{\text{ESS1}} = \frac{1}{c}$ that the CES utility function can achieve an even worse social dilemma and a long-time collapse of social interaction in the population.
Figure 6: Illustration of the social utility (left) and selection gradient (right) for the CES utility function when the bad contagion spreads more readily than the good contagion \( (c = 2) \). Left: Social utility plotted as a function of the good-contagion reproduction number \( R_{r}^{(g)} \) for weight parameters \( \alpha = 0.1 \) (solid blue line), \( \alpha = 0.4 \) (solid green line), and \( \alpha = 0.7 \) (solid black line). Dashed lines describe the socially-optimal values of \( R_{r}^{(g)} \), with colors corresponding to the color of the utility function with the same \( \alpha \) parameter. Right: Plot of the local selection gradient \( s'_{R_{r}^{(g)}}(R_{r}^{(g)}) \) (solid green line), plotted as a function of the reproduction number \( R_{r}^{(g)} \). Dashed, horizontal gray line corresponds to a selection gradient \( s'_{R_{r}^{(g)}}(R_{r}^{(g)}) = 0 \), and the vertical dashed black lines describe, from left to right, the ESS sociality strategy \( R_{ESS1}^{(g)} = \frac{1}{c} < 1 \) featuring no long-time contagion, the evolutionarily-unstable strategy \( R_{uns} > 1 \), and the ESS sociality strategy \( R_{ESS2} > R_{uns} \) under which both contagions survive at equilibrium. Because selection gradient is negative for some sociality strategies \( R_{r}^{(g)} > 1 \), there is a regime of strategies in which the good contagion is eliminated under the adaptive dynamics. The substitution value for is \( \rho = 0.5 \) for both panels, and the weight parameter is \( \alpha = 0.525 \) in the right panel.
Figure 7: Illustration of the social dilemma for adaptive dynamics when the bad contagion spreads more readily than the good contagion \((c = 2)\). Reproduction numbers \(R_r(g)\) for sociality strategies (left panel) and associated social utilities \(U[R_r(g), R_r(g)]\) are plotted as functions of the relative weight parameter \(\alpha\) for the CES utility. Strategies presented are the socially-optimal sociality strategy \(R_{\text{opt}}(g)\) (dashed blue line), the evolutionarily-stable strategy \(R_{\text{ESS1}} = \frac{1}{c}\) at which no contagion spreads (dotted green line), the evolutionarily-stable strategy \(R_{\text{ESS2}}\) at which both contagions spread (solid green line), and the evolutionarily-unstable singular strategy \(R_{\text{uns}}\) separating the basins of attraction of the two ESS sociality strategy (dash-dotted black line). CES utility has weight parameters ranging from \(\alpha = 0\) to \(\alpha = 0.8\), and the substitution parameter is \(\rho = 0.25\) for both panels.

### B.6 Assortative Interactions and Mitigating the Social Dilemma

Now we consider a modified version of our processes in which individuals have a disproportionate probability of interaction with individuals who use the same sociality strategy. This mechanism, often called preferential mixing, has been used to study disease dynamics in multigroup settings [18]. Similar kinds of assortative interactions have been shown to help promote cooperation in two-strategy games [19–21], and also help to promote more efficient evolutionarily-stable strategies for continuous-strategy social dilemmas [21–24].

For our model of assortative interactions, we again characterize the interaction rate of individuals through their rate of social interaction \(\sigma\) and their corresponding reproduction number \(R(g) := \frac{\sigma p_g}{\gamma_g}\) under the good contagion with well-mixed interactions. For each interaction, we assume that an individual is automatically paired with someone following the same sociality strategy with probability \(\rho\), and is paired with a randomly chosen member of the group with probability \(1 - \rho\). The parameter \(\rho\) measures the degree of homophily of social interactions, with \(\rho = 0\) corresponding well-mixed interactions and \(\rho = 1\) corresponding to the monomorphic interaction case.

In a population composed of a fraction \(f\) following a mutant socaility strategy \(R_{m}(g)\) and a fraction \(1 - f\) following a resident strategy \(R_{r}(g)\), we can use the approach from Section A.1 to derive the dimorphic dynamics for both the good and bad contagion with assortative interactions. For the
By a similar approach, the mutant population will achieve an equilibrium for the bad contagion of good contagion is then we see that the only biologically feasible equilibrium for the mutant population under the long-time behavior of the mutant population under the good contagion will be determined by

\[
\frac{1}{\gamma_g} \frac{dI_r^{(g)}}{dt} = R_{r}^{(g)} \left[ \rho I_r^{(g)} + (1 - \rho) \frac{R_{r}^{(g)} (1 - f) I_r^{(g)} + R_{m}^{(g)} f I_r^{(g)}}{R_{r}^{(g)}(1 - f) + R_{m}^{(g)} f} \right] (1 - I_r^{(g)}) - I_r^{(g)} \]

(S1.B.25)

\[
\frac{1}{\gamma_g} \frac{dI_m^{(g)}}{dt} = R_{m}^{(g)} \left[ \rho I_m^{(g)} + (1 - \rho) \frac{R_{r}^{(g)} (1 - f) I_m^{(g)} + R_{m}^{(g)} f I_m^{(g)}}{R_{r}^{(g)}(1 - f) + R_{m}^{(g)} f} \right] (1 - I_m^{(g)}) - I_m^{(g)}
\]

We can also derive an analogous system for the bad contagion with reproduction numbers \(R_{m}^{(b)} = cR_{m}^{(g)}\) and \(R_{r}^{(b)} = cR_{r}^{(g)}\). In the adaptive dynamics limit in which \(f \to 0\), the residents see no effect from interactions with mutants and the contagion dynamics for the resident type reduces to the monomorphic dynamics of Equation (1). Therefore the equilibrium levels for the resident strategy are given by \(\hat{I}_r^{(g)} = 1 - \frac{1}{R_{r}^{(g)}}\) and \(\hat{S}_r^{(b)} = \frac{1}{cR_{r}^{(g)}}\). In the same limit, the contagion dynamics for the mutant population are governed by

\[
\frac{1}{\gamma_g} \frac{dI_m^{(g)}}{dt} = R_{m}^{(g)} \left( 1 - I_m^{(g)} \right) \left( \rho I_m^{(g)} + (1 - \rho) I_r^{(g)} \right) - I_m^{(g)}
\]

(S1.B.26a)

\[
\frac{1}{\gamma_g} \frac{dI_m^{(b)}}{dt} = cR_{m}^{(g)} \left( 1 - I_m^{(b)} \right) \left( \rho I_m^{(b)} + (1 - \rho) I_r^{(b)} \right) - I_m^{(b)}
\]

(S1.B.26b)

For simplicity, we will restrict our attention for the adaptive dynamics analysis to the case of \(R_{m}^{(g)} > \frac{1}{c}\), so that the resident dynamics will approach an endemic equilibrium for both the good and bad contagion. Using this assumption and the fact that the resident population evolves independently to its stable equilibrium, we can substitute \(\hat{I}_r^{(g)} = 1 - \frac{1}{R_{r}^{(g)}}\) into Equation (S1.B.26) to see that the long-time behavior of the mutant population under the good contagion will be determined by

\[
\frac{1}{\gamma_g} \frac{dI_m^{(g)}}{dt} = -\rho R_{m}^{(g)} (I_m^{(g)})^2 + \left( \rho R_{m}^{(g)} - (1 - \rho) R_{m}^{(g)} \hat{I}_r^{(g)} - 1 \right) I_m^{(g)} + (1 - \rho) R_{m}^{(g)} \hat{I}_r^{(g)}
\]

\[
= -\rho R_{m}^{(g)} (I_m^{(g)})^2 - \left( 1 + R_{m}^{(g)} - 2 \rho R_{m}^{(g)} - (1 - \rho) \frac{R_{m}^{(g)}}{R_{r}^{(g)}} \right) I_m^{(g)} + R_{m}^{(g)} (1 - \rho) \left( 1 - \frac{1}{R_{r}^{(g)}} \right)
\]

(S1.B.27)

Then we see that the only biologically feasible equilibrium for the mutant population under the good contagion is

\[
\hat{I}_m^{(g)} = -\frac{1 + R_{m}^{(g)} - 2 \rho R_{m}^{(g)} - (1 - \rho) \frac{R_{m}^{(g)}}{R_{r}^{(g)}}}{2 \rho R_{m}^{(g)}}
\]

(S1.B.28)

\[
+ \frac{\sqrt{\left( 1 + R_{m}^{(g)} - 2 \rho R_{m}^{(g)} - (1 - \rho) \frac{R_{m}^{(g)}}{R_{r}^{(g)}} \right)^2 - 4 \rho (1 - \rho) \left( R_{m}^{(g)} \right)^2 \left( 1 - \frac{1}{R_{r}^{(g)}} \right)}}{2 \rho R_{m}^{(g)}}
\]

By a similar approach, the mutant population will achieve an equilibrium for the bad contagion of

\[
\hat{I}_m^{(g)} = -\frac{1 + cR_{m}^{(g)} - 2 \rho c R_{m}^{(g)} - (1 - \rho) \frac{R_{m}^{(g)}}{R_{r}^{(g)}}}{2 \rho c R_{m}^{(g)}}
\]

(S1.B.29)

\[
+ \frac{\sqrt{\left( 1 + cR_{m}^{(g)} - 2 \rho c R_{m}^{(g)} - (1 - \rho) \frac{R_{m}^{(g)}}{R_{r}^{(g)}} \right)^2 - 4 \rho (1 - \rho) c^2 \left( R_{m}^{(g)} \right)^2 \left( 1 - \frac{1}{cR_{r}^{(g)}} \right)}}{2 \rho c R_{m}^{(g)}}
\]
Using these equilibrium levels of infectiousness for the mutant population, we can calculate the local selection gradient for the Cobb-Douglas utility. The tedious calculation included in the supplemental Mathematica notebook (available at https://github.com/dbcooney/Social-Dilemmas-of-Sociality-due-to-Beneficial-and-Costly-Contagion) eventually yields the local selection gradient

$$s'_{R_m} (R_m^{(g)}) = \frac{-(1 - \alpha)c(R_m^{(g)})^2 + (1 - \alpha + c[\alpha + \rho(1 - \alpha)])R_m^{(g)} - \rho}{R(R - \rho)(cR - \rho)}$$

(S1.B.30)

Notably, we see that the selection gradient coincides with the non-assortative case when $\rho = 0$ and with the derivative of the monomorphic utility function when $\rho = 1$. The numerator of the selection gradient from Equation (S1.B.30) is a decreasing function of $R_m^{(g)}$, and therefore, for each assortment probability $\rho$, there will be a unique evolutionarily-stable sociality strategy $R_m^{(g)}(\rho)$. Setting the lefthand side of Equation (S1.B.30) equal to 0, we see that this unique family of ESSes is given by

$$R_m^{(g)}(\rho) = 1 + c(1 - \alpha) + \rho c(1 - \alpha) + \sqrt{(\alpha - \alpha c + \alpha c p - \alpha p - 1)^2 - 4\rho c(1 - \alpha)} \over 2c(1 - \alpha).$$

(S1.B.31)

We can also visualize how the evolutionarily-stable level of sociality varies with $\rho$ by plotting the sign of selection gradient for varying values of $\rho$ and $R_m^{(g)}$ [25]. In Figure 8, we plot the regions of positive selection gradient in red and of negative selection gradient in blue for examples corresponding to both $c = \frac{1}{2}$ (left) and $c = 2$ (right). The border of the red and blue regions is given by the solid black line the two regions given by the expression from Equation (S1.B.31) for the evolutionarily-stable strategy $R_m^{(g)}(\rho)$ for given $\rho$. As a point of comparison, we plot the black dashed line which interpolates linearly in $r$ between the evolutionarily-stable sociality $R_m^{(g)}$ when assortment $\rho = 0$ and the socially-optimal level of sociality $R_m^{(g)}$ when $\rho = 1$. We see that, in both cases, $R_m^{(g)}(\rho)$ moves towards the social optimum more slowly than this linear interpolation, which tells us that, while the addition of assortment does help to mitigate the social dilemma, it takes a relatively large level of assortment to make an appreciable impact on improving the social efficiency of the evolutionarily-stable outcome.

C Microfoundation for Population Utility Function

So far, we have considered the utility functions for our evolutionary dynamics as given functions of the equilibrium levels of the contagion in the population. Here we offer a derivation of how linear and Cobb-Douglas utility functions can arise as the expected or time-averaged utility for an individual living in a population at steady state under the contagion dynamics. This serves as a means for understanding how different tradeoffs between the benefits of the good contagion and the costs of the bad contagion at the population level are connected to the underlying payoffs achieved by individuals following various sociality strategies in the presence of the coupled contagion dynamics.

We calculate the expected utility from payoffs associated with an individual’s state under the good and bad contagion, treating the fractions susceptible and infectious at steady state as the probabilities that a given individual is in that state. We describe the status of individuals for two contagion by the pair of types $T = (T^g, T^b) \in \{S^{(s)}, I^{(s)}\} \times \{S^{(b)}, I^{(b)}\}$. For the good contagion, we assume that a contribution of $a_g > 0$ is made to individual utility when an individual is infected, while a contribution of 0 is made when the individual is susceptible. For the bad contagion, we assume that a contribution of 0 is made to individual utility when the individual is infected, while a
Figure 8: Plot of regions in which the local selection gradient is increasing (red) and decreasing (blue) for varying values of sociality strategy $R^{(g)}_m$ and assortment probability $\rho$, with $c = \frac{1}{2}$ (left) and $c = 2$ (right). Solid line black line is the evolutionarily-stable level of sociality $R^{(g)}_\text{ESS}(\rho)$ for assortment probability $r$, and the dashed black line corresponds to $(1 - \rho)R^{(g)}_\text{ESS} + \rho R^{(g)}_{\text{opt}}$, linearly interpolating between the ESS under well-mixed interactions and the socially-optimal level of sociality.

The contribution of $a_b > 0$ is made when the individual is susceptible. If we consider that an individual’s utility is the sum of its contributions from the good and bad contagion, then we can see that the utility is given for each of four possible disease states as

$$
S^{(g)} \begin{bmatrix} S^{(g)} & I^{(g)} \\ S^{(b)} & I^{(b)} \end{bmatrix} \begin{bmatrix} a_b & a_b + a_g \\ 0 & a_g \end{bmatrix}
$$

(S1.C.1)

Because the two contagions spread independently through the population, the average utility of a population with monomorphic interaction rates are given by

$$
u(I^{(g)}, S^{(b)}) = S^{(b)} \left(1 - I^{(g)}\right) a_b + S^{(b)} I^{(g)} (a_b + a_g) + \left(1 - S^{(b)}\right) \left(1 - I^{(g)}\right) (0) + \left(1 - S^{(b)}\right) I^{(g)} a_g
$$

(S1.C.2)

and choosing parameters $a_g = \alpha \in [0, 1]$ and $a_b = 1 - \alpha \in [0, 1]$, we recover the linear utility function for a monomorphic population

$$
U(I^{(g)}, S^{(b)}) = \alpha I^{(g)} + (1 - \alpha) S^{(b)}
$$

(S1.C.3)

If instead, we consider individual utility given by the product of the contributions from the good contagion and the bad contagion, the utility for the four pairs of disease states is given by
Because the two contagion spread independently, the average utility in the population is given by

\[ u(I(g), S(b)) = a_b a_g I(g) S(b) , \]

and the choice \( a_b = a_g = 1 \) provides us with the utility function takes the form

\[ U(I(g), S(b)) = I(g) S(b) \]

corresponding to a Cobb-Douglas utility with positive returns to scale and symmetric dependence on its inputs.

In a similar manner, we can derive Cobb-Douglas utilities with asymmetric weight placed on \( I(g) \) and \( S(b) \) by considering the possibility that the utility of an individual itself depends upon social interactions taking place at the equilibrium contagion frequencies. For example, we can obtain a utility of the form \( U(I(g), S(b)) = (I(g))^2 S(b) \) under a process in which individuals are paired with a random partner, and an individual only receives a positive payoff if they are susceptible to the bad contagion and both they and their partner are infected by the good contagion. Analogously, we can derive a utility of the form \( U(I(g), S(b)) = I(g) (S(b))^2 \) in a scenario in which an individual only obtains positive payoff if they are infected with the good contagion and if they and a randomly chosen partner are both susceptible to the bad contagion.

By considering more complex matching processes and rules for assigning positive payoff, similar Cobb-Douglas utilities can be derived, highlighting the different ways in which the enjoyment of access to beneficial contagions and absence of harmful contagions can depend on the state of the whole population. While our underlying contagion processes are simple SIS contagions, the presence of utility functions of this form means that the evolutionary dynamics can depend on the population state in a manner reminiscent of complex contagion process and of models of evolutionary games with imitation protocols resembling complex contagion [26].
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