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Abstract — A detailed description of the speech intelligibility prediction algorithm using analytical modeling is presented. The efficiency of the proposed algorithm is tested for four types of noise interference: white, pink, brown and typical for classrooms. The consistency of the results with known similar results indicates the correctness of the proposed components of the analytical algorithm. In addition, we compared the results of evaluating speech intelligibility obtained in accordance with the “classical” approach with the results of evaluating the STI index of speech intelligibility, which allowed us to confirm the thesis of a low camouflage ability of white noise at low signal-to-noise ratios.
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I. INTRODUCTION

The task of calculating and measuring speech intelligibility is not new, its history currently covers 90 years, if the reference is from pioneering work [1]. Nevertheless, the scope of speech intelligibility assessment applications is constantly expanding, technical means of engineers are changing and improving, the list of factors taken into account when assessing speech intelligibility is increasing. As a result, there is a need for constant updating of the corresponding algorithms and software.

Overseas, the most widely used versions of the Formant Method for assessing speech intelligibility are the Articulation Index AI [2] and the Speech Intelligibility Index (SII) [3]. By the end of the 1950s, several scientific schools had been formed in the USSR headed by N. B. Pokrovskiy, M. A. Sapozhkov and Yu. S. Bykov, where his versions of the Formant Method developed [4]–[6].

In 1973, the Modulation Method appeared, where STI (Speech Transmission Index) is the measure of speech intelligibility [7]. Since the Modulation Method has the ability to take into account the influence of not only noise, but also reverberation on speech intelligibility, some authors even made statements about the “obsolescence” of the Formant Method [8]. At the same time, a careful comparison of the potential capabilities of the Formant and Modulation Methods indicates that the Formant Method is superior to its competitor in accuracy and speed of calculations in conditions where the action of noise prevails over the action of reverb [9].

II. STATEMENT OF THE PROBLEM

The "classical" computer simulation algorithm for evaluating the intelligibility of noisy speech by the Formant Method is described in [3], [4].

The structure of this algorithm is shown in Fig. 1. At the first stage of calculations, the primary speech signal and noise models are formed in the form of arrays of samples of stationary random processes with specified spectral characteristics. Then, the variance correction of these model processes is performed to provide the required integral signal-to-noise ratio $SNR_0$. After this correction, the partial signal-to-noise ratios $E_k$ are estimated. At the final stage, speech intelligibility measures are calculated: Formant intelligibility $A$ and verbal intelligibility $W$. 
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The essence of the Formant Method for assessing speech intelligibility is as follows. The frequency range of the speech signal is divided into adjacent frequency bands, with center frequencies and boundary frequencies and, within each of which the speech and noise spectra can be considered practically unchanged [4]. Verbal intelligibility is calculated through Formant intelligibility $A$ [10]:

$$ W = \begin{cases} 1.54 \cdot A^{0.25} [1 - \exp(-11 \cdot A)], & A < 0.15; \\ 1 - \exp\left(\frac{11 \cdot A}{1 + 0.7 \cdot A}\right), & A \geq 0.15; \end{cases} $$ (1)

$$ A = \sum_{k=1}^{K} p_k \cdot P(E_k') , $$ (2)

where $p_k$ – is the probability of staying of Formants in the $k$-th frequency band:

$$ p_k = F(f_{ok}) - F(f_{ok}) . $$ (3)

$$ F(f) = \begin{cases} 2.57 \cdot 10^{-3} \cdot f^{2.4} & , f \in (100;400)\text{Hz}, \\ 1 - 1.074 \cdot 10^{-4} \cdot f^{1.18} & , f \in (400;1000)\text{Hz}, \end{cases} $$ (4)

$P(E_k')$ - speech perception coefficient.

In accordance with the method of N.B. Pokrovskiy [4],

$$ E_k' = E_k - \Delta B(f_{ok}) , $$ (6)

$E_k$ – the effective level of sensation of Formants in the $k$-th frequency band:

$$ E_k = A_k = 10 \lg D_{ak} / D_{nk} , $$ (7)

where $D_{ak}$ and $D_{nk}$ are the variances of the signal and noise in the $k$-th frequency band; $\Delta B(f)$ – the difference between the averaged spectra of speech and Formants:

$$ \Delta B(f) = \begin{cases} 200 / f^{0.43} - 0.37 , & f \leq 1000 \Gamma_y , \\ 1.37 + 1000 / f^{0.69} , & f > 1000 \Gamma_y. \end{cases} $$ (8)

Following the method of M.A. Sapozhkov, the spectrum of Formants is considered to practically coincide with the spectrum of speech, i.e. $\Delta B(f) = 0$, whence follows $E_k' = E_k$ [6]. In addition, as shown in [11], M.A. Sapozhkov differs $P(E_k')$ from that of N.B. Pokrovskiy.

In recent years, there has been a tendency toward partial unification of Formant and Modulation [7] Methods for assessing speech intelligibility. So, for example, according to the simplified method for assessing speech intelligibility, presented in GOST R ISO 24504-2015¹, speech intelligibility is evaluated using the STI index:

$$ STI = \sum_{k=1}^{7} \alpha_k \cdot T_k - \sum_{k=1}^{6} \beta_k \cdot \sqrt{T_k \cdot T_{k+1}} , $$ (10)

where $\alpha_k$ are weight coefficients, $\beta_k$ are redundancy coefficients, the values of which for octave bands with center frequencies $f_0$ are given in Table 1.

1 GOST R ISO 24504-2015 Ergonomics design. Sound pressure levels of spoken announcements for products and public address systems
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It is easy to see the fundamental similarity of relations (2) and (9), on the one hand, and (10), on the other hand. Moreover, the second term in (10) is a correction that takes into account the correlation of speech signals in adjacent frequency bands, and relation (11) can be interpreted as the result of linearization of the perception coefficient.

Despite the ability of computer simulations to evaluate the performance and effectiveness of software prototypes of real digital measuring systems, a predictive assessment of speech intelligibility is no less urgent. However, it is hardly rational to solve the forecasting problem by computer simulation, given the resource consumption of this method. More economical is the method of analytical modeling, according to which the speech and noise models are described by deterministic functions in the form of power distributions or spectral power densities.

In essence, the stages of analytical and computer modeling are similar. Moreover, relations (1) – (11) used at the final stage are the same for both types of modeling. However, the issue of the analytical description of the initial and intermediate stages in the literature is not adequately covered. One of the goals of this paper is to bridge this gap. Another goal is to compare the results of the assessment using relations (1), (2) and (10). Despite the obvious usefulness of such a comparison, it has not been implemented until recently.

**III. NOISY SPEECH PREDICTION ALGORITHM**

The structure of the proposed algorithm for predicting the intelligibility of noisy speech is similar to the structure of Fig. 1. Only the method for implementing the individual steps of the algorithm differs, based on the analytical description of the spectral properties of the speech signal and noise. We detail the description of each of the stages.

Stage 1. Formation of input data:

- specification of the analytical spectral model of the speech signal in the form of the dispersion distribution $D_k$, where $k$ is the number of the frequency band;
- creation of an analytical spectral model of noise in the form of a dispersion distribution $D_{nk}$;
- setting the expected integral signal-to-noise ratio $SNR_0$ for the signal being listened to.

Stage 2. Correction of the distribution of variances of the speech signal (or noise) to provide a given integral signal-to-noise ratio $SNR_0$:

| $f_{0k}$, Hz | 125 | 250 | 500 | 1000 | 2000 | 4000 | 8000 |
|--------------|-----|-----|-----|------|------|------|------|
| $\alpha_k$   | 0.08 | 0.12 | 0.23 | 0.23 | 0.30 | 0.22 | 0.17 |
| $\beta_k$    | 0.08 | 0.07 | 0.06 | 0.01 | 0.04 | 0.09 | 5    |

$SNR = \frac{\sum_{k=1}^{K} D_{nk}}{\sum_{k=1}^{K} D_k}$

- correction factor calculation

$T = SNR_0 / SNR$;

- adjustment of the dispersion distribution of the speech signal in accordance with the ratio

$D_{0k} = T \cdot D_{sk}$;

- or adjusting the distribution of noise variances in accordance with the ratio

$D_{0nk} = D_{nk} / T$.

Stage 3. Calculation of partial signal-to-noise ratios for a given $SNR_0$:

- calculation of partial signal-to-noise ratios taking into account (14) and (15)

$E_{0k} = 10\log \left( \frac{D_{0sk}}{D_{nk}} \right) = 10\log \left( \frac{D_{sk}}{D_{nk}} \right) + 10\log(T)$

- correction of the values of $E_{0k}$ in accordance with (6), if the Pokrovskiy technique is used.

Stage 4. Formation of the output:

- calculating articulatory intelligibility and verbal intelligibility in accordance with (1) and (2) or calculating the intelligibility index in accordance with (11).

Let’s make some comments about the stage of the input data formation.

As the initial data, we can use the probability density of the signal and the interference, if we take into account the relationship between the dispersion $D_k$ of a random stationary process in the k-th frequency band $\Delta f_k$ and the average value of the power spectral density $P_k$ within this frequency band, then:

$P_k = D_k / \Delta f_k$.

Obviously, when calculating speech intelligibility in communication lines, the value of the expected integral signal-to-noise ratio $SNR_0$ should be set based on typical operating conditions of the communication line. Slightly more difficult is to set $SNR_0$, if the speech is audible indoors.
Fig. 2 Assessment of verbal (a, b, c) legibility and legibility index (d)

Fig. 3 Subjective assessments of syllabic intelligibility [13]

When calculating speech intelligibility in open-plan rooms (ISO 3382-3 : 2013 standard), which include offices, library halls, classrooms, for small (2-4 m) distances between the speaker and the listener, we can assume that the speech signal attenuates in the same way as in free space, i.e. 6 dB with doubling the distance. With an increase in $R$, however, this pattern is violated, and then the calculation of the signal level at the listening point is somewhat more complicated.

IV. CHECKING THE PERFORMANCE OF THE ALGORITHM

The performance of the proposed algorithm was tested for 4 types of noise: white, pink, brown and typical for classrooms (Table 2). Note that the typical distribution of noise levels $D_{4k}$, dB over the frequency channels for classrooms is borrowed from the regulatory document SSN 3.3.6.037-99, and the parameters of the long-term speech spectrum are borrowed from [4].

For maximum ease of subsequent calculations values, are given in Table 2, the dispersion distribution values are normalized to the dispersion value in the fourth frequency channel ($f_0 = 1000$ kHz).
### Table 2 Primary Distribution of Variances of Speech and Noise

| Frequency channels parameters | $f_{0k}$ | 125  | 250  | 500  | 1000 | 2000 | 4000 | 8000 |
|------------------------------|---------|------|------|------|------|------|------|------|
| $\Delta f_{k}$              |         | 60   | 175  | 355  | 690  | 1400 | 2800 | 5270 |
| $D_{nk}$                    | 0.130   | 0.254| 0.514| 1    | 2.029| 4.058| 7.638|
| Pink noise parameters       |         |      |      |      |      |      |      |
| $D_{nk}$                    | 1.043   | 1.014| 1.029| 1    | 1.014| 1.014| 0.955|
| Brown noise parameters      |         |      |      |      |      |      |      |
| $D_{nk}$                    | 8,348   | 4,058| 2,058| 1    | 0.507| 0.254| 0.119|
| Typical noise hindrance parameters | $D_{nk, dB}$ | 61   | 54   | 49   | 45   | 42   | 40   | 38   |
| $P_{nk, dB}$                | 60      | 70   | 68   | 59.5 | 52   | 46   | 40.5 |
| $D_{nk}$                    | 0.146   | 2.846| 3.642| 1    | 0.361| 0.181| 0.096|

Fig. 2 presents the results of predictive calculations in the form of dependencies of speech intelligibility estimates on the expected signal-to-noise ratio $SNR_0$ in the range of values $SNR_0 = -26$ to $+20$ dB. Graphs Fig. 2a, Fig. 2b and Fig. 2c, constructed using perceptual coefficients N. B. Pokrovskiy, M. A. Sapozhkov and perceptual coefficients from Appendix 1, are in good agreement with the results presented in [11, [12]. Fig. 2d shows the estimates of STI (Fig. 2).

Comparing the graphs with each other, we see that the graphs obtained for the perceptual coefficients N. B. Pokrovskiy (Fig. 2a), fundamentally differ from the rest of the graphs in that in the entire range of considered values $SNR_0$ the masking properties of white noise turn out to be better than that of brown noise. Meanwhile, in [11, [12], the incorrectness of perception coefficients was first noted and corrected by N. B. Pokrovskiy.

Graphs Fig. 2b and Fig. 2c, constructed using adjusted perceptual coefficients, indicate that for small $SNR_0$ ($SNR_0 < -8$ dB) the masking properties of white noise are inferior to those for brown noise. It is noteworthy that this result is consistent with the behavior of the graphs in

Fig. 2d, although in this case the threshold value of $SNR_0$ is $SNR_0 = -13$ dB.

Presented in fig. 3, the results of subjective articulation tests [13] also indicate a pronounced tendency to deteriorate the masking properties of white noise at low signal-to-noise ratios $SNR_0$. The absence of a clear loss of white noise in this case can be explained by the insufficient correctness of the organization of articulation tests.

As expected, the computational time for analytical modeling turned out to be an order of magnitude shorter than the time required for computer simulation and did not exceed 1 s for an FDA with a clock frequency of 2.66 GHz, 4 GB of RAM, and 32-bit OS.

### CONCLUSION

A detailed description of the initial and intermediate stages of the speech intelligibility prediction algorithm by analytical modeling is presented. The efficiency of the proposed algorithm is tested for 4 types of noise interference: white, pink, brown and typical for classrooms. The consistency of the results with known similar results indicates the correctness of the proposed components of the analytical algorithm.

A comparison of the results of evaluating speech intelligibility obtained in accordance with the “classical” approach with the results of evaluating the STI index of speech intelligibility made it possible to confirm the thesis of a low camouflaging ability of white noise at low signal-to-noise ratios. In the future, it is advisable to carry out an additional verification of this thesis by the method of articulation tests.
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Appendix 1

Analytical Description of Perceptual Coefficients for Seven Octave Frequency Bands

Perception coefficients are described by the expression:

\[ P_l(x) = \begin{cases} 
0, & x \leq x_{\text{min}}', \\
\sum_{n=0}^{N'} a_n x_n^n, & x_{\text{min}}' < x \leq 0, \\
\sum_{m=0}^{M'} b'_m x_m^m, & 0 < x \leq x_{\text{max}}', \\
1, & x > x_{\text{max}}'. 
\end{cases} \]  

(A1.1)

where the values of the coefficients \( a_n' \) and \( b_m' \) are presented in table A1.1 and A1.2. These perceptual coefficients differ from the coefficients given in [12] by the presence of not five, but seven octave frequency bands.

### Table A1.1. Odds \( a_n' \)

| \( f_{\text{ave}}, \text{Hz} \) | 0 | 1 | 2 | 3 | 4 | 5 |
|---|---|---|---|---|---|---|
| 125 | 0.324508 | 0.086098 | 0.004887 | -0.00053 | -6.56E-05 | -1.87E-06 |
| 250 | 0.358141 | 0.070497 | -0.00767 | -0.00311 | -8.76E-06 |
| 500 | 0.309301 | 0.054827 | -0.00207 | -0.00311 | -7.77E-05 |
| 1000 | 0.19779 | 0.028848 | 0.00063 | -0.00029 | -1.45E-07 |
| 2000 | 0.238407 | 0.042094 | 0.000906 | -0.00028 | -5.43E-07 |
| 4000 | 0.231306 | 0.040166 | 0.001327 | -0.00104 | -2.07E-07 |
| 8000 | 0.178871 | 0.01705 | -0.00064 | -6.30E-06 | 2.91E-06 | 1.91E-07 |

### Table A1.2. Odds \( b_m' \)

| \( f_{\text{ave}}, \text{Hz} \) | 0 | 1 | 2 | 3 | 4 | 5 |
|---|---|---|---|---|---|---|
| 125 | 0.315151 | 0.057481 | -0.00116 | -4.45E-05 | 2.10E-06 | -2.22E-08 |
| 250 | 0.35763 | 0.088259 | -0.00646 | 0.000232 | -3.89E-06 | 2.46E-08 |
| 500 | 0.301964 | 0.07124 | -0.00382 | 9.63E-05 | -8.28E-07 | -9.67E-10 |
| 1000 | 0.195479 | 0.03213 | 0.000349 | -2.04E-05 | -1.22E-07 | 5.59E-09 |
| 2000 | 0.238336 | 0.042175 | 0.002185 | 0.00025 | 7.53E-06 | 7.75E-08 |
| 4000 | 0.235574 | 0.037324 | 0.003033 | -0.00036 | 8.87E-06 | -9.05E-08 |
| 8000 | 0.185163 | 0.01717 | 0.002126 | -2.81E-05 | -2.24E-06 | 4.55E-08 |
Прогнозоване оцінювання розбірливості мови, замaskованої шумовою завадою, використовуючи аналітичне моделювання

Гарасюк А. О., Миронов М. В., Лозінський В. В., Тхань Ві Нгуен, Дарчук А. В., Продеус А. М.

Анотація—Результати акустичної експертизи приміщень та засобів зв'язку, що полягає в оцінюванні розбірливості мовних сигналів, є необхідними для сертифікації приміщень та комунікаційних систем. Оскільки технічні засоби звукоінженерів постійно змінюються й удосконалюються, а також з огляду на зростання переліку факторів, що можуть бути врахованими при оцінюванні розбірливості мови, зростає й кількість апаратно-програмних засобів для такого оцінювання. Таким чином, розробка математичного та програмного забезпечення для прогнозування та вимірювання розбірливості мови є актуальним завданням.

Найбільш поширеними на сьогодні є формантний та модуляційний методи оцінювання розбірливості мови. Формантний метод є дещо обмеженим, оскільки не дозволяє враховувати дію реверберації. Модуляційний метод, в якому мірою оцінювання розбірливості мови є індекс передачі мови (Speech Transmission Index), є вільним від цього недоліку. Проте, результати зіставлення потенційних можливостей формантного та модуляційного методів свідчать, що формантний метод перевершує свого конкурента за точністю і швидкістю обчислень. У деяких випадках, коли дія шуму переважає над дією реверберації, формантний метод набувши наближення побудованих на основі моделей формантного методу, розвинутих в наукових школах, очолюваних Н. Б. Покровським, М. А. Сапожковим і Ю. С. Биковим. Згідно із формантним методом, область частот мовного сигналу розбивають на суміжні частотні смуги, в межах кожної з яких спектри мови та шуму можна вважати практично незмінними, й формантну розбірливість обчислюють як певну функцію парціальних відношень сигнал-шум, а словесну розбірливість обчислюють через формантну розбірливість.

У даній статті представлено детальний опис алгоритму прогнозування розбірливості мови шляхом аналітичного моделювання. У загальному вигляді алгоритм складається з наступних етапів: на першому етапі обчислюється формування первинних моделей мовного сигналу і шуму у вигляді масивів стаціонарних випадкових процесів із заданими спектральними характеристиками. Потім виконується корекція дисперсій цих моделей процесів, щоб забезпечити необхідне інтегральне відношення сигнал-шум. Після коректізації оцінюються парціальні відношення сигнал-шум. На заключному етапі обчислюються показники розбірливості мови, які функціонально залежать від відношення сигнал-шум. У даному випадку використовується аналітичний алгоритм прогнозування розбірливості мови.

У даній статті представлено детальний опис алгоритму прогнозування розбірливості мови шляхом аналітичного моделювання. У загальному вигляді алгоритм складається з наступних етапів: на першому етапі обчислюється формування первинних моделей мовного сигналу і шуму у вигляді масивів стаціонарних випадкових процесів із заданими спектральними характеристиками. Потім виконується корекція дисперсій цих моделей процесів, щоб забезпечити необхідне інтегральне відношення сигнал-шум. Після коректізації оцінюються парціальні відношення сигнал-шум. На заключному етапі обчислюються показники розбірливості мови, які функціонально залежать від відношення сигнал-шум. У даному випадку використовується аналітичний алгоритм прогнозування розбірливості мови.
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Аннотация — Представлено детальное описание алгоритма прогнозирования разборчивости речи методом аналитического моделирования. Работоспособность предложенного алгоритма проверена для 4-x видов шумовой помехи: белой, розовой, коричневой и типовой для учебных помещений. Согласованность полученных результатов с известными аналогичными результатами свидетельствует о корректности предложенных компонентов аналитического алгоритма. Кроме того, произведено сопоставление результатов оценивания разборчивости речи, полученных в соответствии с «классическим» подходом, с результатами оценивания индекса разборчивости речи STI, что позволило подтвердить тезис о низкой маскировочной способности белого шума при малых отношениях сигнал/шум.
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