Effective dynamics for a spin-1/2 particle constrained to a space curve in an electric and magnetic field
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We consider the dynamics of a spin-1/2 particle constrained to move in an arbitrary space curve with an external electric and magnetic field applied. With the aid of gauge theory, we successfully decouple the tangential and normal dynamics and derive the effective Hamiltonian. A new type of quantum potential called SU(2) Zeeman interaction appears, which is induced by the electric field and couples spin and intrinsic orbital angular momentum. Based on the Hamiltonian, we discuss the spin precession for zero intrinsic orbital angular momentum case and the energy splitting caused by the SU(2) Zeeman interaction for a helix as examples, showing the combined effect of geometry and external field. The new interaction may bring new approaches to manipulate quantum states in spintronics.

I. INTRODUCTION

The quantum dynamics in curved spacetime interests scientists for a long time. Based on general relativity, the larger the curvature of spacetime, the stronger the gravitational field. In addition to astronomical surveys, it seems unlikely that we can investigate large curvature effect in conventional laboratories. While during the last decades, the technique in synthesis of nanostructures has made great progress \cite{1–4}, which brings large space curvature to the lab. These nanostructures with curved geometries provide a platform for studies on the dynamics in low-dimensional curved spaces, involving condensed matter \cite{5–7}, optics \cite{8, 9} and magnetism \cite{10, 11}. Because the curvature radius of the structures may reach nanoscale, nontrivial curvature effects on quantum motion show up, which are not only important in theory aspect, but also indicate great application potential. To show the geometric effects effectively by theory, one successful theoretical approach called the thin-layer procedure (TLP) or confining potential approach for investigating the quantum mechanical properties of particles constrained to low-dimensional curved space was introduced \cite{12, 13}.

TLP originally considers the limiting case of quantum mechanics that a particle in three-dimensional (3D) Euclidean space is subject to a strong confining force acting in the normal direction of a curved surface and gives the effective two-dimensional (2D) Schrödinger equation. Interestingly, a geometric potential depending on the intrinsic and extrinsic curvature of the surface appears in this effective equation, showing the geometric effect in constrained systems. Later this potential was demonstrated in photonic crystals \cite{14}. Since TLP was introduced, many theoretical works try to develop and generalize this approach for the application in more situations, such as Schrödinger particle \cite{15–17}, charged particles in an electric and magnetic field \cite{18–20}, Dirac particles \cite{21–23}, spin-1/2 particles with the spin-orbital interaction \cite{24–29}, electromagnetic field \cite{30–32} constrained to space curves and curved surfaces. More general cases of an arbitrary \(m\)-dimensional manifold embedded in a \(n\)-dimensional Euclidean space for spinless particles have also been carried out \cite{33–37}. It is found that induced SO(\(n\) – \(m\)) gauge fields are expected if the normal states are degenerate. Therefore, compared with 2D case, 1D effective dynamics obtained by TLP from 3D Euclidean space shows nontrivial SO(2) gauge potential as an augmented effect.

The geometrically induced gauge field for 1D optical or electronic waveguides is usually offered by the torsion when only the scalar property is considered, coupling to the intrinsic orbital angular momentum (IOAM) \cite{38–40} or topological charge \cite{41–43}. While for the motion of spin-1/2 particles in curvilinear coordinates, spin connection acting as a non-Abelian gauge field appears, which is generated by local Lorentz transformation \cite{44}. Besides the two geometrically induced gauge fields, magnetic field and spin-orbit interaction due to electric field can also be applied to 1D curved systems in terms of U(1) and non-Abelian gauge fields \cite{45–49}, respectively. Considering all these effects, the dynamics of a spin-1/2 particle constrained to a space curve in the presence of an electric and magnetic field seems intricate. It is our main aim here to give an effective Hamiltonian for full description of this situation. Decoupling from the normal dynamics is the key step in TLP, which does not go well in some cases, especially when external fields are applied. People used to think that the dynamics for a charged particle constrained to a space curve in an elec-
tric and magnetic field is difficult to decouple. However, it is found in Ref. [19] that by adopting an appropriate U(1) gauge, one can still get the effective 1D Hamiltonian successfully. In this paper, we go further to get the effective Hamiltonian for a spin-1/2 particle constrained to a space curve in the presence of an electric and magnetic field, by applying suitable U(1) and SU(2) gauge. We show that the IOAM in a space wire couples to both the magnetic field and the SU(2) gauge field, which induces two types of Zeeman coupling.

The organization of the paper is as follows: In the next section, we derive the effective Hamiltonian for a spin-1/2 particle constrained to a space curve in an electric and magnetic field. In section 3, the spin orientation evolution is calculated for ground state in normal directions based on the effective Hamiltonian. In section 4, the energy band splitting and eigenstates in a helix are discussed. The final section contains a summary.

II. EFFECTIVE HAMILTONIAN FOR A SPIN-1/2 PARTICLE CONSTRAINED TO A CURVE

In this section, we follow the TLP to derive the effective Hamiltonian for a spin-1/2 particle confined to an arbitrary space curve \( \mathcal{C} \), including the effect of external magnetic and electric field. The effective Hamiltonian shall be valid for describing dynamics of various 1D semiconducting nanostructures with an electric and magnetic field applied. To make it clear, the analytical derivations for the case without and with an electric and magnetic field are given in turn.

A. Without external fields

In 3D Euclidean space, the embedded curve \( \mathcal{C} \) is parameterized by \( \mathbf{r}(s) \) with \( s \) its arclength. We introduce orthogonal curvilinear coordinates \((s, q_2, q_3)\) and Frenet frame, then the neighbourhood around the curve is described as

\[
\mathbf{R}(s, q_2, q_3) = \mathbf{r}(s) + q_2 \mathbf{n}(s) + q_3 \mathbf{b}(s),
\]

(1)

where \( \mathbf{n} \) and \( \mathbf{b} \) are the unit normal vector and binormal vector of \( \mathcal{C} \), respectively. Applying the Frenet-Serret equations, we may write

\[
\begin{pmatrix}
\mathbf{t} \\
\mathbf{n} \\
\mathbf{b}
\end{pmatrix}
= \begin{pmatrix}
0 & \kappa(s) & 0 \\
-\kappa(s) & 0 & \tau(s) \\
0 & -\tau(s) & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{t} \\
\mathbf{n} \\
\mathbf{b}
\end{pmatrix},
\]

(2)

where \( \mathbf{t} \) is the unit tangent vector of \( \mathbf{r}(s) \), the dot denotes derivative with respect to the natural parameter \( s \), and \( \kappa(s) \) and \( \tau(s) \) are the curvature and torsion of \( \mathcal{C} \), respectively. In this frame, the metric tensor \( G_{ij} = \partial_i \mathbf{R} \cdot \partial_j \mathbf{R} \) with \( i, j = 1, 2, 3 \), explicitly reads

\[
G_{ij} = \begin{pmatrix}
(1 - \kappa q_2)^2 + \tau^2(q_2^2 + q_3^2) & -\tau q_3 & \tau q_2 \\
-\tau q_3 & 1 & 0 \\
\tau q_2 & 0 & 1
\end{pmatrix}.
\]

(3)

At each point of the neighbourhood, we can define dreibeins \( e_i^j \) corresponding to the the metric tensor \( G_{ij} = e_i^j e_j^k \delta_{ij} \), where \( \delta_{ij} \) is the flat metric and the capital letters \( I, J \) denote flat-space indices.

We choose \( I, J \) as the locally flat tangent space indices, then the dreibeins for the Frenet frame are written as

\[
e_i^I = \begin{pmatrix}
1 - \kappa q_2 & -\tau q_3 & \tau q_2 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

(4)

Inversely, we have

\[
e_I^i = \begin{pmatrix}
1 & -\kappa q_2 & -\tau q_3 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

(5)

In 3D curvilinear coordinates, the non-relativistic equation for a spin-1/2 particle in a confining potential \( V_c(q_2, q_3) \) with the contribution of spin connection is

\[
H = -\frac{1}{2m} \int \frac{1}{\sqrt{G}} D_i(\sqrt{G} G^{ij} D_j) + V_c(q_2, q_3),
\]

(6)

where \( D_i = \partial_i + \Omega_i \), with the connection \( \Omega_i = \frac{i}{\hbar} \omega_{ij} e^j e^{i,k} \sigma_K \), \( G = \det(G_{ij}) \). We works in units where \( \hbar \) and light speed \( c \) are equal to unity throughout the paper. The spin connection

\[
\omega_{ij} = e_I^j(\partial_i e_{j,I} - \Gamma^{k}_{ij} e_{k,I}),
\]

(7)

where \( \Gamma^{k}_{ij} \) are the usual Christoffel symbols. The wavefunction of the system \( \Phi(s, q_2, q_3) \) should be normalized as

\[
\int \sqrt{G} |\Phi|^2 ds dq_2 dq_3 = 1.
\]

(8)

We assume the confining potential \( V_c(q_2, q_3) \) has a deep minimum on \( \mathcal{C} \) in the Hamiltonian (6). Next, in the spirit of TLP, we do the rescaling \( q_a \to \sqrt{a} q_a \ (a = 2, 3) \) and \( H \to G^{1/4} H G^{-1/4} \), and introduce the new wave function \( \Psi = G^{1/4} \Phi \). The parameter \( \epsilon \) is assumed sufficiently small, and the confining potential \( V_c(q_a) \gg \frac{1}{2mq_a^2 \epsilon} \).

Before performing TLP, we have to give the explicit form of the spin connection. After some straightforward calculations, we find

\[
\Omega_s = \frac{i}{2} (-\kappa \sigma_3 - \tau \sigma_2) + O(\epsilon^{1/2}), \quad \Omega_2 = \Omega_3 = 0.
\]

(9)

To be clear, the subscripts with a bar stand for the local flat indices \( I, J \). It turns out that only the tangential component of the connection is nonzero, which makes the TLP easy to perform in this case.
Substituting the metric (3) and Eqs. (9) into the Hamiltonian (6) and expanding the rescaled Hamiltonian in the order of $\epsilon$, we obtain
\[
H = \frac{1}{\epsilon} H^{(-1)} + H^{(0)} + O(\epsilon^{1/2}),
\]
where
\[
H^{(-1)} = -\frac{1}{2m}(\partial_s^2 + \partial_\varphi^2) + \epsilon V_c(q_2, q_3),
\]
and
\[
H^{(0)} = -\frac{1}{2m}(\partial_s + \Omega_s - i\tau \hat{L})^2 + V_g,
\]
wherethe angular momentum operator is defined as $\hat{L} = -i(q_2 \partial_s - q_3 \partial_\varphi)$, and the geometric potential $V_g = -\frac{\kappa^2}{2m}$. $H^{(-1)}/\epsilon$ is the 2D Hamiltonian for a particle confined by the potential $V_c$, while Eq. (12) describes the dynamics of a spin-1/2 particle bounded to the curve.

Eq. (12) is still not the effective 1D Hamiltonian required since the operator $\hat{L}$ is composed of normal derivatives. To get the available effective Hamiltonian, we have to consider the eigenstates of the normal Hamiltonian (11). Because $V_c$ is independent of $s$, we separate the rescaled wavefunction into tangential and normal wavefunctions, that is
\[
\Psi = \sum_{\beta} \psi_\beta(s) \chi_\beta(q_2, q_3),
\]
where the index $\beta$ labels the degeneracy in the spectrum of the normal Hamiltonian $H^{(-1)}$. The wavefunction $\chi(q_2, q_3)$ is totally determined by the confinement $V_c$. Here we only consider the case of a circular cross section, that is $V_c$ with SO(2) symmetry. More general case of the cross section has been discussed in Ref. [15] for Schrödinger equation. In this case it is convenient to make a coordinate transformation in the normal plane $(q_2, q_3) \to (r, \varphi)$, where $r = \sqrt{(q_2)^2 + (q_3)^2}$, $\varphi = \arctan(q_2/q_3)$. Then the normal eigenstates can be written as $\chi(r, \varphi)_{nm} = \frac{1}{\sqrt{2\pi}} R_n(r) e^{i\mu \varphi}$, where $R_n(r)$ are normalized radial wavefunctions, $n$ and $l$ are radial and angular quantum numbers, respectively. In the Hilbert space spanned by these normal eigenstates, the Hamiltonian (12) becomes a matrix with the elements
\[
H^{(0)}_{(\text{nl})_{\text{n'l'}}} = \int dr dk r \chi_{nm}(r) H^{(0)}(r) \chi_{n'l'}. \tag{14}
\]
It is easy to find this matrix is diagonal, so we can write the effective Hamiltonian as
\[
H_{\text{eff}} = -\frac{1}{2m}((\partial_s + \Omega_s - i\tau \hat{L})^2 + \frac{\kappa^2}{4}). \tag{15}
\]
From Eq. (15), we find that for a spin-1/2 particle constrained to a space curve with a circular cross section, two geometrically induced gauge fields appear in the effective Hamiltonian, which can be separated into spin angular momentum (SAM) part and IOAM part. The SAM part depends on both the curvature and torsion of the space curve, while the IOAM part depends only on the torsion.

**B. With an electric and magnetic field**

In this section, we consider the case with an external electric field $E$ and magnetic field $B$ applied. By introducing the SU(2) gauge field $[47, 49, 50]$, the non-relativistic Hamiltonian for a spin-1/2 particle in an electric and magnetic field, is of the form
\[
H = -\frac{1}{2m} \frac{1}{\sqrt{g}} D_i(\sqrt{g} G^{ij} D_j) - \mu_B \mathbf{B} \cdot \mathbf{\sigma} + eV, \tag{16}
\]
where $e$ is electric charge, $\mu_B$ is the Bohr magneton, the covariant derivative $D_i = \partial_i + \Omega_i = -ieA_i + i\frac{1}{4m} \epsilon_{ijk} \sigma^j E^k$, wherein $A_i$ is the magnetic vector potential, and the last gauge term accounts for the spin-orbit interaction from electric field. The second term in Eq. (16) is the usual Zeeman coupling, and $V$ is the scalar potential. Here we neglect the Darwin term and higher order corrections. Formally the gauge field can be divided into two parts, one is the $U(1)$ gauge field $A_i$, the other is the SU(2) gauge field $\Omega_i + \frac{2}{m} \epsilon_{ijk} \sigma^j E^k$. We denote that $W_i = i\Omega_i - \frac{2}{m} \epsilon_{ijk} \sigma^j E^k$. In Yang-Mills gauge field theory, the covariant derivative is written as $D_i = \partial_i - ig A_i^a \frac{\sigma^a}{2}$, with $g$ the coupling constant. Following Yang-Mills theory, we can write the tangential and normal components of gauge field as $W_s = i\Omega_s - \lambda w_{sij} \frac{\sigma^j}{2}$ and $W_a = -\lambda w_{sij} \frac{\sigma^j}{2}$, where $\lambda = -\frac{2}{m}$ and $w_{ij}$ is $\epsilon_{ijk} E^k$.

Before performing the confining potential approach, we have to note the gauge freedom of electromagnetic vector potentials. Thus we need to expand the electromagnetic field potential in the vicinity of the space curve, that is
\[
A_i(s, \sqrt{\epsilon q_a}) = A_i(s, 0) + \sqrt{\epsilon q_a} \partial_a A_i(s, q_b)|_{q_b=0} + O(\epsilon). \tag{17}
\]
Similarly, for the SU(2) gauge field, we can also expand it as
\[
W_i(s, \sqrt{\epsilon q_a}) = W_i(s, 0) + \sqrt{\epsilon q_a} \partial_a W_i(s, q_b)|_{q_b=0} + O(\epsilon). \tag{18}
\]
Again, we introduce the confining potential $V_c$ and expand the rescaled Hamiltonian up to zeroth order of $\epsilon$ and obtain
\[
H = \frac{1}{\epsilon} H^{(-1)} + \frac{1}{\sqrt{\epsilon}} H^{(-1/2)} + H^{(0)} + O(\epsilon^{1/2}), \tag{19}
\]
where
\[
H^{(-1)} = -\frac{1}{2m}(\partial_s^2 + \partial_\varphi^2) + \epsilon V_c(q_2, q_3), \tag{20}
\]
and
\[
H^{(0)} = -\frac{1}{2m}((D_s + i\tau \hat{L})^2 + \frac{\kappa^2}{4}) + eV - \frac{1}{2m}[(\epsilon eA_a - iW_a)^2 + \partial_a(\epsilon eA_a - iW_a)] + \frac{i}{m} q_b \partial_b(eA_a + W_a) \partial_a - \mu_B \mathbf{B} \cdot \mathbf{\sigma}. \tag{22}
\]
Comparing with the case without external field, we find a term in the order of $\epsilon^{-1/2}$ appears in the expression due to the external field applied. It seems from Eq. (21) that this term and the terms containing derivatives respect to normal coordinates in Eq. (22) prevent the separation between the tangent and normal dynamics. In the following we seek appropriate gauge for successful separation of the dynamics.

For the U(1) gauge field, we can find a gauge transformation $A'_a = A_a + \partial_\gamma \gamma$, \( \psi = \psi e^{i\gamma} \) where \( \gamma = -A_a \sqrt{\epsilon} q^a + \frac{1}{2} \epsilon q^a q^b \partial_a A_b \). (23)

Then after the gauge transformation the electromagnetic field becomes

\[ A'_a = A_a + O(\epsilon^{1/2}), \] (24)

\[ A'_a = - \sqrt{\epsilon} \frac{q^b}{2} F_{ab} + O(\epsilon), \] (25)

where $F_{ab} = \partial_a A_b - \partial_b A_a$ is the electromagnetic field tensor.

Next we focus on the SU(2) gauge field $W_a$. Corresponding to the infinitesimal form of the fermion transformation $\psi \rightarrow (1 + \alpha_{\frac{i \sigma^i}{2}}) \psi$, the transformation of the gauge field should be $w_{ai} \sigma^i \rightarrow w_{ai} \sigma^i + \frac{1}{\lambda} (\partial_a \alpha_{\frac{i \sigma^i}{2}}) + \psi [\alpha_{\frac{i \sigma^i}{2}}, w_{aj} \sigma^j]$. Now we define the SU(2) gauge transformation

\[ \alpha_{\frac{i \sigma^i}{2}} = -\lambda \sqrt{\epsilon} q^a w_{ai} \sigma^i \frac{2}{2} + \frac{\lambda}{2} \epsilon q^a q^b \partial_a (w_{bi} \sigma^i) \] (26)

Applying this gauge transformation, we find the gauge field becomes

\[ W'_a = -\frac{1}{2} \sqrt{\epsilon} q^b F_{ab} \sigma^i \frac{2}{2}, \] (27)

where we define the SU(2) field strength as

\[ F_{ab} \sigma^i \frac{2}{2} = \partial_a (w_{bi} \sigma^i) \frac{2}{2} - \partial_b (w_{ai} \sigma^i) \frac{2}{2} - 2i \lambda [w_{ai} \sigma^j \frac{2}{2}, w_{bk} \sigma^k \frac{2}{2}], \] (28)

As in the case of Eq. (24), for the tangential component $W_a$, we can also obtain $W'_a = W_a + O(\epsilon^{1/2})$ after the corresponding transformation. Hence after the gauge transformations we adopt, the tangential components of the gauge field remain unchanged.

Substituting Eq. (25) and Eq. (27) into the expansion (19), it is found the $\epsilon^{-1/2}$ order term vanishes and

\[ H_{\text{eff}} = -\frac{1}{2m} [(D_s + i \tau L)^2 + \frac{\kappa^2}{4}] + eV + \nabla \cdot B, \] (29)

To obtain the effective Hamiltonian for the tangential dynamics, we still do the same procedure as the process from Eq. (13) to Eq. (15). Note that the field strength $F_{ab}$ and $F_{iab} \frac{\sigma^i}{2}$ can be explicitly expressed into expressions of the external electric and magnetic field. The final form of the effective Hamiltonian for spin-1/2 particles constrained to a space curve in the presence of an electric and magnetic field is

\[ H_{\text{eff}} = -\frac{1}{2m} [(D_s + i \tau L)^2 + \frac{\kappa^2}{4}] + eV + H_z, \] (30)

where

\[ H_z = -\mu_B \mathbf{B} \cdot \sigma + 2\lambda B_s l + 2\lambda F_{so} l, \] (31)

and

\[ F_{so} = \left( \mathbf{\nabla} \cdot \mathbf{E} \right) \frac{\sigma^s}{2} - \frac{\sigma^s}{2} \left( \mathbf{\nabla} \cdot \mathbf{E} \right) E_s + \lambda (\mathbf{E} \cdot \sigma) E_s, \] (32)

wherein $\perp$ stands for coordinates $(q_2, q_3)$ in the normal plane of the curve, and $B_s = \mathbf{B} \cdot \mathbf{t}$ is the tangential component of the magnetic field. We can find that $H_z$ contains three parts. The first one is the usual Zeeman coupling term composed of the magnetic field and spin angular momentum. The second one is an induced Zeeman interaction between tangential magnetic field and IOAM. The third one is a new type of Zeeman interaction discovered in this paper, which is a coupling between IOAM and the SU(2) field strength, and we refer to as SU(2) Zeeman interaction. The necessary conditions of this interaction are $l \neq 0$ and the non-zero gradient of the electric field. Because of the new Zeeman interaction, the spin and intrinsic orbital angular momentum do not evolve independently anymore. Eq. (30) is the key result of the present paper, and the following discussions are based on this effective Hamiltonian.

### III. Spin Precession for $l = 0$

In this section, we study the spatial behavior of spin precession for moving particles constrained to a space curve in the case of $l = 0$. To distinguish the effects of geometry and external electric field, we still consider the case without and with electric field in turn. No magnetic field is applied in this section.

#### A. Without external fields

Without external fields, the effective Hamiltonian (15) differs from the 1D free-electron Hamiltonian $H_f = -\frac{1}{2m} \partial_z^2$ only by a spin connection $\Omega_s$ as a gauge field and a geometric potential $V_g$. Therefore, by constructing a unitary transformation operator $U = e^{-\int \Omega_s ds}$, we obtain $U^\dagger H_{\text{eff}} U = H_f + V_g$. Correspondingly, if $\psi$ is the eigen wave function of $H_{\text{eff}}$, $\psi_f = U^\dagger \psi$ is the eigenstate
of \(H_f + V_q\), retaining the spin state. This means the precession of the electrons can be described by the unitary transformation \(U\). Considering the explicit form of \(\Omega_s\), we can always write the unitary transformation as

\[
U = e^{i \sigma \cdot h \frac{\theta}{2}},
\]

where \(\phi = \sqrt{\phi_c^2 + \phi_t^2}\) with \(\phi_c = \int \kappa ds\) and \(\phi_t = \int \tau ds\), and \(h = (-\tau/\phi, 0, -\kappa/\phi)^T\) is a unit vector in the Frenet coordinates. By using the formula

\[
\exp(i \sigma \cdot h \phi/2) = \cos(\phi/2) + i \sigma \cdot h \sin(\phi/2),
\]

we can directly calculate the spin orientation

\[
\langle \sigma \rangle = \langle \psi_f | U^\dagger \sigma U | \psi_f \rangle.
\]

Further, the spatial derivative of the expectation value of spin components are obtained as

\[
\partial_s \langle \sigma \rangle = \langle [\Omega_s, \sigma] \rangle + \langle \sigma \partial_s \rangle.
\]

We emphasize here that, the spin connection is dreibein dependent. If one chooses the local flat tangent space coordinates, the spin connection is the form in Eq. (9), and \(\partial_s \sigma = (\partial_s e^i_j) \sigma^j = O(e^{1/2})\). Therefore, the commutator \([\Omega_s, \sigma]\) accounts for the precession. One can also choose the frame where the spin connection vanishes \([51]\), and the final results are equivalent. Hence the spatial derivative of the spin orientation expectation has a matrix form

\[
\begin{pmatrix}
\partial_s \langle \sigma_1 \rangle \\
\partial_s \langle \sigma_2 \rangle \\
\partial_s \langle \sigma_3 \rangle
\end{pmatrix} =
\begin{pmatrix}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{pmatrix}
\begin{pmatrix}
\langle \sigma_1 \rangle \\
\langle \sigma_2 \rangle \\
\langle \sigma_3 \rangle
\end{pmatrix}
\]

or a compact form

\[
\partial_s \langle \sigma \rangle = \phi h \times \langle \sigma \rangle.
\]

From Eq. (38) we can see that \(h\) is in fact the instantaneous axis of rotation for spin orientation. Comparing Eq. (37) with Eq. (2), we find that they have a similar form. However, it should be noted that in Eq. (2) the elements on the left side are derivatives of vectors, and in Eq. (37) they are derivatives of spin orientation expectation components. Therefore the rotation of spin orientation may be different from the rotation of the vector in Frenet frame.

To make it clear, we assume the space curve \(C\) is a helix (see Fig. 1(a)), which can be described in Cartesian coordinates as

\[
x = r_0 \cos \theta \\
y = r_0 \sin \theta \\
z = d \theta.
\]

It is easy to obtain the curvature \(\kappa = \frac{r_0}{\sqrt{r_0^2 + d^2}}\), the torsion \(\tau = \frac{d}{\sqrt{r_0^2 + d^2}}\), and the arclength \(s = \sqrt{r_0^2 + d^2 \theta}\). We would like to exhibit the variation of the expectation value of the spin orientation in Cartesian coordinates, which would give a intuitive picture in a laboratory frame. In Cartesian coordinates, the spin gauge potential is simply written as \(\Omega_s = -i \frac{\tau}{2\sqrt{r_0^2 + d^2}} \sigma_z\), since the axis of rotation \(h\) is found to be \(-e_z\). Then we get the evolution of the spin orientation for a moving spin-1/2 particle constrained to a helix, which is shown in Fig. 1(b). It is found that moving along a helix leads to a spin orientation rotation in the opposite direction respect to the rotation of the helix frame.

B. With a radial electric field

Now, for simplicity, we apply a uniform radial electric field \(E_r\) to the helix (see Fig. 2(a)). In this case, \(W_s = i \Omega_s + \frac{1}{2} \sigma_3 E_0\) with \(E_0\) the intensity of \(E_r\) at \(r = r_0\). Since we assume the applied radial electric field is inward in the x-y plane and uniform along z direction, \(E_0\) is negative (see Fig. 2(b), the positive direction is outward). The corresponding unitary transformation in this case should be \(U' = e^{i \int W_s ds}\). We write the unitary transformation as \(U' = e^{i \sigma \cdot h' \phi'/2}\), with

\[
h' = (\frac{-r}{\phi' \cdot \phi'}, 0, -\kappa \frac{\lambda E_0}{\phi' \cdot \phi'})^T,
\]

and \(\phi' = \sqrt{\phi_c'^2 + \phi_t'^2}\), where \(\phi_c' = \int \kappa + \lambda E_0 ds\). The vector \(h'\) is the instantaneous axis of rotation in the case that a radial electric field is applied. The variation of spin orientation in this case is shown in Fig. 2(c) for the length range \(0 < \theta < 2\pi\), with the initial orientation along x direction. One readily notes that the axis of rotation is no longer fixed but rotates with the particle moving. Because of the rotation of axis \(h'\), the orientation of spin evolves more complex than the case without external field. In addition, another difference caused by
the external electric field is the extra rotation phase in \( \phi' \). This is why we find that the spin return to its original orientation at a certain position \( \theta_0 \) with \( \theta_0 < 2\pi \), showing the property of Rashba spin-orbit interaction. The spin precession in the case indicates that the curvature is tantamount to provide an effective electric field.

IV. ENERGY SPLITTING AND EIGEN STATES

In this section we consider the effective dynamics in a helix for \( l = \pm 1 \) and mainly pay attention to the induced SU(2) Zeeman interaction. To ensure such a coupling term plays a role, we apply the helix a radial electric field whose radial gradient is nonzero. In the following, we do a perturbation calculation on the energy levels in the helix for \( l = \pm 1 \).

The unperturbed Hamiltonian is \( H_0 = -\frac{1}{2m}(\hat{D}_z + \text{i}\tau t)^2 - \frac{\kappa^2}{8m} + eV. \) We assume that the induced SU(2) Zeeman coupling and the magnetic field are sufficiently weak that they can be treated as a perturbation. In this case, according to Eq. (30), the perturbation is written as \( H' = \lambda(\partial_t E_r)_{r=r_0}\sigma_z l + 2\lambda B_z l - \mu B \cdot \sigma. \)

Firstly, we assume \( B = 0. \) Since \( \kappa \) and \( V \) are constant for the helix, it is easy to solve the eigen equation \( H_0|s_l, l\rangle = \mathcal{E}_0|s_l, l\rangle, \) and find the eigenvalue \( \mathcal{E}_0 = \frac{1}{2m}(k^2 - \kappa^2/4) + eV, \) and the degenerate eigenstates with the form \( |s_l, l\rangle = e^{iks} e^{\text{i}t} e^{\text{i}2\pi W_l ds} |s_l\rangle, \) where \( s_l = +, - \) with the definition \( |+\rangle = (1, 0)^T \) and \( |--\rangle = (0, 1)^T. \) From degenerate perturbation theory, we obtain

\[
\sum_{s_{l},l'} [H'_{s_{l}'s_{l},s_{l}} - (\mathcal{E} - \mathcal{E}_0)\delta_{s_{l}'s_{l}}]a_{s_{l},l} = 0, \tag{41}
\]

with \( \mathcal{E} \) the eigenvalue of \( H_0 + H' \) and \( a_{s_{l},l} \) the zeroth-order coefficients used to expand the perturbed states in terms of \( |s_l, l\rangle. \) Eq. (41) yields eigenvalues \( \mathcal{E}^{\pm} = \mathcal{E}_0 \pm \mathcal{E}'/2, \) which is shown in Fig. 3(a) as a function of total length \( l = s_0. \) It is shown that the energy gap \( \mathcal{E}' \) varies with \( s_0 \) initially, and later tend to a definite value. The initial dependence on the total length is caused by the spin precession we present in the above section. This energy gap can be utilized to demonstrate the SU(2) Zeeman interaction experimentally. When the gradient of the electric field \( (\partial_r E_r) \) is zero, with the increasing of total energy, the conductance of the helical wire shows a step-like structure at the threshold energy \( \mathcal{E}_{th} \) for \( l = \pm 1 \) (see the dash line in Fig. 3(c)). While if we increase the value of \( (\partial_r E_r)_{r=r_0} \), a new plateau will appear in the conductance curve (the solid line), and the width of the plateau is \( \mathcal{E}'. \)

The energy splitting caused by the SU(2) Zeeman coupling reduce the degeneracy of the system from 4 to 2. The remaining degeneracy is due to the property of the SU(2) Zeeman interaction that its actions on \( |s_l, l\rangle \) and \( |-s_l, -l\rangle \) are the same. The associated eigenvectors are therefore still not determined completely because of the remaining degeneracy. However, we can write the basis of eigenvector for the energy \( \mathcal{E}' \) as

\[
|\psi_{s_{l}}^+ \rangle = a_{s_{l}}^{+}\langle +|, -1\rangle + a_{s_{l}}^{+}\langle +|, +1\rangle, \tag{42}
\]

\[
|\psi_{s_{l}}^- \rangle = a_{s_{l}}^{+}\langle -|, +1\rangle + a_{s_{l}}^{+}\langle -|, -1\rangle, \tag{43}
\]

and the basis for the energy \( \mathcal{E}' \) as

\[
|\psi_{s_{l}}^- \rangle = a_{s_{l}}^{-}\langle +|, -1\rangle + a_{s_{l}}^{-}\langle +|, +1\rangle, \tag{44}
\]

FIG. 2. (a) Schematic picture of the applied radial electric field in x-y plane. The parameter values are \( r_0 = l_k, d = 0.5l_k \) with the length unit \( l_k = 1/2\lambda E_0. \) (b) The independence of the electric field on z. (c) Evolution of spin orientation \( (\sigma) \) and axis of rotation \( \mathbf{h}' \) on the Bloch sphere in the lab frame.

FIG. 3. Energy splitting in a helix as a function of total length for \( l = \pm 1 \) with (a) only electric field and (b) both the electric and magnetic field \( (\mu_B B_z = \mathcal{E}') \) applied. The unit \( \mathcal{E}' = |\lambda(\partial_r E_r)|_{r=r_0}, \) and \( R = \sqrt{r_1^2 + d^2}. \) The parameter values are \( r_0 = l_k, d = 0.5l_k. \) (c) Ballistic conductance at the vicinity of the threshold energy \( \mathcal{E}_{th} \), in the case of \( \partial_r E_r = 0 \) (dash line) and \( \partial_r E_r \neq 0 \) (solid line) gradient. (d) The expectation values of intrinsic orbital angular momentum \( L_z = L_z^+ \) (solid line) and \( L_z^- \) (dash line) for the basis of eigenvectors.
where $a_{s}^{\pm}$ and $a_{c}^{\pm}$ can be determined from Eq. (41).

To show the effect of the SU(2) Zeeman interaction on states, we give the expectation of the intrinsic angular momentum for each eigenstate basis in Fig. 3(d), namely $L_{\mu}^{\pm} = \langle \psi_{\mu}^{\pm} | \hat{L} | \psi_{\mu}^{\pm} \rangle$ with $\mu = 1, 2$ the degeneration index. It shows that $L_{\mu}^{\pm}$ oscillate with the total length and the amplitude tend to reduce with $s_0$ increasing. Because of the degeneracy, we can find the relation $L_{\mu}^{+} = L_{\mu}^{-}$. When the total energy in the range between $\mathcal{E}_{th} - \Delta \mathcal{E}/2$ and $\mathcal{E}_{th} + \Delta \mathcal{E}/2$, the channels $|\psi_{1}^{+}\rangle$ and $|\psi_{2}^{+}\rangle$ are open. In this case if we drive purely spin-polarized particles into the system, the IOAM polarization may be expected.

The discussion above is for the case without external magnetic field. Unlike the SU(2) Zeeman interaction induced by the radial electric field with non-zero gradient, Zeeman coupling for spin and IOAM due to magnetic field could relieve the degenerate energy levels completely. In Fig. 3(b) we add the effect of a magnetic field $B_{z}$, and plot the energy splitting against the total length. Comparing Fig. 3(a) and (b), it is obvious that the magnetic field relieves the partially degenerate energy levels in Fig. 3(a) and also break the symmetry of the energy levels about $\mathcal{E} = \mathcal{E}_{0}$.

$$|\psi_{2}^{+}\rangle = a_{o}^{-} |-, +1\rangle + a_{c}^{-} |-, -1\rangle,$$

(45)

V. CONCLUSION

To conclude, we have performed thin-layer procedure to derive the effective Hamiltonian for a spin-1/2 particle constrained to a space curve in the presence of an electric and magnetic field. The difficulty on separation of the dynamics in tangential and normal direction is overcome by a suitable choice of gauges. The final result shows that a new quantum potential induced by the external electric field appears in the effective dynamics, which couples the spin and intrinsic orbital angular momentum, and can be described as the SU(2) Zeeman interaction. Based on the effective Hamiltonian, we have shown the spin precession in a helix without and with a radial electric field applied, in the case of zero intrinsic orbital angular momentum. It shows that the curvature can perform the role of electric field, and the radial electric field rotates the instantaneous axis of rotation for the expectation of spin orientation. For the first excited modes $l = \pm 1$, the energy splitting due to the SU(2) Zeeman interaction in a helix have been discussed. The SU(2) Zeeman interaction relieves the degeneracy partially and does not break the time reversal symmetry, showing different effect from the magnetic field. We expect that these finds would provide new routes for manipulating spin, intrinsic orbital angular momentum in nanometer devices.
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