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Abstract—In this work, we study the protection that fuzzy commitments offer when they are applied to facial images, processed by the state of the art deep learning facial recognition systems. We show that while these systems are capable of producing great accuracy, they produce templates of too little entropy. As a result, we present a reconstruction attack that takes a protected template, and reconstructs a facial image. The reconstructed facial images greatly resemble the original ones. In the simplest attack scenario, more than 78% of these reconstructed templates succeed in unlocking an account (when the system is configured to 0.1% FAR). Even in the “hardest” settings (in which we take a reconstructed image from one system and use it in a different system, with different feature extraction process) the reconstructed image offers 50 to 120 times higher success rates than the system’s FAR.
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I. INTRODUCTION

Entrance control is based on three possible factors: what you know (passwords), what you have (devices), and what you are (biometrics) [1]. While passwords have many well known problems (due to lack of entropy and the need to support users who forget theirs passwords) and devices may be stolen or lost, biometrics is usually considered as a “safe” bet, as it is part of a person appearance or behaviour and is considered to be unique.

However, unlike passwords or stored keys which are consistent, the sampling of biometrics is always fuzzy: The capturing process contains two sources of “noise” — the first has to do with the varying conditions (e.g., illumination, change of pose), which are unrelated to the identity. The second source of noise comes from the changes in the biometric trait itself due to aging, injury, etc. Decoupling undesirable variation from person’s identity in an automatic way is very difficult and reduction in fuzziness actually reduces the entropy of the biometric trait (even before the discussion on how much entropy there is in the biometric trait, to begin with). In other words, most biometric schemes and algorithms sacrifice entropy for improved robustness (i.e., accuracy of the authentication system).

The question of the amount of entropy a given biometric modality possess is an open research problem. Even the question of which entropy measure to use is complicated, e.g., Shanon’s entropy is unsuitable (as most biometric traits are not naturally represented by binary strings). Moreover, fuzziness in biometric samples further complicates the entropy analysis, as the notion of “similarity” (i.e., two strings representing the same identity) is not based on equality but rather on a bounded distance (e.g., Hamming, Euclidean distance, or a set difference).

Some works tried to address the issue in specific contexts, e.g., the amount of entropy in specific representations (e.g., 2 in iriscodes) or an upper bound obtained due to a specific attack (e.g., 3 4 5 6). As was discussed in 7:

“The min-entropy of the original data cannot be easily determined, hence making it difficult to conclude the key strength of the resulting system. Even the min-entropy of the data can be fixed in some way, the entropy loss may be too large to be useful and it can be misleading.”

These works, however, addressed older representations that are characterized by poor robustness, which inevitably resulted in (a possibly large) entropy loss.

The introduction of deep learning gave hope that the problem can be solved — having an efficient recognition with high entropy. The accuracy of deep learning-based systems is considered to be as good as humans, and in many cases, is claimed to outperform people. Indeed, deep learning, which is most popular in face domain, shows good robustness in large-scale tests 8. One could hope that feature extraction based on deep networks could provide robustness (reduce fuzziness), while retaining the entropy due to identity. Unfortunately, the use of such representations does not resolve the problem, as we show in this work by a series of attacks that compromise the security and privacy of systems employing deep network representations.

We start the paper by adapting the attacks of [4] against a fingerprint access system protected by fuzzy commitment [10] to the case of fuzzy commitment face based systems that use recent deep learning technologies for template generation. Our findings show that one can indeed succeed in accessing accounts without having knowledge of the biometrics of the user[1].

We then proceed by presenting our new attack that aims at extracting the raw biometric data from the protected template. After entering into the account, we take a step forward from the works of [4] and use information from the fuzzy commit-
ment decoding process to obtain the actual binary template of the user. We then approximate the feature vector from which this binary template was obtained using a specially designed neural network. Next, we reconstruct a facial image from the approximated feature vector by applying NbNet. The attack thus show that fuzzy commitment applied to templates of facial images produced by recent DL, offers insufficient protection.

Finally, we show that the reconstructed image can be used to access the account of this person in other protected systems. When both systems use the same enrolment image (as might happen when the user supplies a picture), the success of accessing the account using the reconstructed image is more than 600 times higher than the false acceptance rate. Moreover, we attack systems that rely on a different template extraction process and even a different enrollment image with success rate which is 60 times higher than the false acceptance rate. Moreover, we tested the reconstructed images against the Amazon Face Rekognition system, where 64.8% of the reconstructed images passed the validation test (for 0.1% FAR), when the reconstructed image was matched to the original image (or 44.6% for matching the reconstructed image to a different image of the same user). These attacks show that our reconstructed facial images resemble the original images in the context of authenticating the user (we discuss in Section IV why this seems to be the only objective metric one can obtain). In other words, not only that the the user's privacy is compromised, also the security of other biometric systems is affected.

At this point, we remind the reader that the privacy of biometrics is a very serious matter. Legal considerations (such as the GDPR or the Illinois Biometrics Privacy act) and technical reasons (e.g., the hardness of changing the actual biometric) demand strong privacy guarantees for storing biometrics. Most notably, we wish to avoid the possibility of reconstructing the biometrics from the stored templates in the case of a data breach of the biometric “password” file. Hence, our attack actually breaks privacy “guarantees” of modern deep learning facial recognition access systems protected by fuzzy commitment.

Furthermore, these attacks imply that using the current state of the art deep learning feature extraction together with fuzzy commitments does not satisfy irreversibility and unlinkability, two of the privacy properties required by many biometric systems. Irreversibility (see for example its definition in ISO 24745) essentially suggests that an adversary that obtains a biometric template cannot extract the biometrics from it. Obviously, our attack invalidates this notion. The concept of unlinkability (again, see ISO 24745) essentially suggests that an adversary that obtained biometric templates from two different systems cannot identify the shared users. Our attack allows reconstructing the image from the template stored in the first database, and checking whether it corresponds to a template in a second database. Hence, this second notion is currently not achievable by state of the art DL representations of facial images.

The rest of the paper is organized as follows: Section II discusses previous related works. Section III outlines the systems we attack, i.e., gives the general outline of a biometric authentication system, which uses protected templates. Section IV discusses the target for the adversary, her capabilities (the adversarial model), and the evaluation criteria for the success of the attacks. In Section V we discuss the basic guessing attack that allows to unlock an account by “guessing” different faces (and offer an upper bound on the amount of entropy contained in binary templates without any protection). We run the guessing attack to recover the binary template, which we then use to approximate the true feature vector (as detailed in Section VI), and subsequently transform it into a facial image (using NbNet). The experimental verification of our attack is presented in Section VII. Finally, Section VIII concludes the paper.

II. RELATED WORK

Our work develops and integrates the following components: adversarial guessing, attack on protected template, and reversing a biometric template.

a) Adversarial guessing: The concept of “brute” force attacks against systems is not a new one. Also in the context of biometrics, guessing attacks are well known. Previous works explored adversarial guessing as a method to empirically estimate the entropy offered by some representations. A guessing distance was defined in [3] as a number of guesses required to obtain the most likely acceptable element according to the population feature distribution. However, approximating a feature distribution accurately is a challenging task. The work in [13] focused on estimating the security against partial recovery of fingerprint features and defined a coverage effort curve as a number of guesses required for recovering a certain portion of the fingerprint minutiae. A more generic entropy measure was proposed in [6]. Similarly to guessing entropy [14], they expressed the guessing effort as a function of a probability of usefully guessing at all possible trials and suggested two guessing attacks. In [4] two empirical approaches were considered for evaluating quadratic Renyi entropy. First was a brute force attack using either bit-string templates of real people or code-words (assuming the knowledge of the system’s parameters). The second approach assumed a knowledge of the user’s commitment and suggested narrowing down the search to templates that can be decoded using this commitment. In [15] a similar attack was analysed in terms of a minimum impostor decoding complexity.

Our work expands this line of research towards modern deep learning representations. In other words, the guessing attack is a way to upper bound the entropy offered by the feature vectors produced by the state of the art deep learning feature extraction tools.

b) Attack on a protected template: There is a large volume of work on attacking protected biometric systems (see the survey of [16]): addressing various protection schemes, biometric traits, and configurations. Previous work targeted the extraction of the (binary) template from the system.

3As we later discuss, while systems based on deep learning rely on feature vectors, the fuzzy commitment scheme is applied to binary strings.
4False acceptance rate is the rate in which the system accepts an imposter as the real user.
(e.g., [17] [18] [19]). In other words, once the template was reconstructed, the attack was declared successful.

In contrast, we look further and reconstruct the actual biometrics from the protected template. While this was done in the past for systems with no template protection [20], we are not aware of prior work that performed an end-to-end attack of reconstructing a biometric sample, e.g., facial image, from a protected template.

c) Reversing biometric templates: Methods that reverse biometric templates in unprotected systems have been applied to obtain facial images [11] [21] [22], fingerprints [23] [24] [25], iris [26] [27] [28] and other biometric traits (see the comprehensive survey of [20] for details). Each of these works uses a different approach which depends on the biometric modality and the attacked system (i.e., the system which was used to obtain the templates from the biometric samples).

Our work relies on NbNet [11]. NbNet trains a De-Convolutional Neural Network (D-CNN) to invert templates obtained by a CNN back to a facial image. NbNet comprises a cascade of multiple neighborly de-convolution blocks (NbBlocks). To address the issues of previous D-CNNs, such as noise and redundant channels, NbBlock learns a reduced amount of channels compared to the deconvolutional block, while the rest of the channels are learned using the already computed channels in the same layer. The resulting network was shown to perform well on the LFW and color FERET benchmarks.

NbNet can be applied to reverse templates obtained by any CNN feature extractor, as it uses it as a black box (without the knowledge of the feature extraction algorithm). This method fits well in our attack, and we indeed make use of it to reconstruct facial images from reconstructed feature vectors.

III. PROTECTED BIOMETRIC SYSTEM USING FUZZY COMMITMENTS

The system we consider is a biometric system for authentication (i.e., log-in). When the account is created, the user obtains a user name and submits her biometrics (in our case — facial images) to the system. The biometrics are processed to produce a protected template, where the aim of the protection is to avoid an adversary from extracting the biometrics from the protected template in the case of a compromise. In subsequent uses, the user is presenting herself with the user name and her biometrics are sampled again (and compared with the protected template).

Generally speaking, the processes of enrollment and authentication (log-in) look in such protected biometric systems as follows:

- Enrollment process:
  1) The user presents raw biometric data using some sensor, and a feature extractor extracts a feature vector \( v \in \mathbb{R}^d \) representing the obtained biometry.
  2) A binarization method is used to transform the feature vector \( v \) into a bit string \( b \in \{0, 1\}^n \), where \( n \) is some predefined bit string length.
  3) Fuzzy commitment is applied to \( b \) using an \((n, k, 2t + 1)\) error correction code \( \mathcal{C} \) denoted as \( \mathcal{C} \): a random code word \( c \in \mathcal{C} \) is sampled, and a commitment \( z \) is computed by \( z = b \oplus c \).
  4) The client then uses some cryptographic hash function \( h \) to calculate the hash \( h(c) \) and sends it to the authorization server. The commitment \( z \) is stored (usually in a user’s token, but may be stored on the server side for usability).

- Verification process:
  1) A user presents raw biometric data using some sensor, and after feature extraction obtains a feature vector \( v' \in \mathbb{R}^d \).
  2) The same binarization method is used to obtain \( b' \in \{0, 1\}^n \) from \( v' \).
  3) The client takes the stored commitment \( z \) which belongs to the claimed identity, and obtains \( c' \) by computing \( c' = b' \oplus z \). Then \( c' \) is passed through the ECC decoder, to receive \( \hat{c} \). Note that if \( c' \oplus c \leq t \), then \( \hat{c} = c \) since \( c \in \mathcal{C} \).
  4) The client calculates the hash \( h(\hat{c}) \) and sends it to the authorization server. The server compares \( h(\hat{c}) \) to the stored hash value belonging to the claimed identity, and determines whether the user is genuine (in case \( h(\hat{c}) = h(c) \)) or an impostor (otherwise).

The three main components in the process are the feature extraction (discussed for deep learning systems in Section III-A), binarization (discussed in Section III-B), and fuzzy commitment [10] (discussed in Section III-C).

A. Feature Extraction with Deep Networks

In this work we focus on facial images as the biometric modality. The state of the art in face recognition is based on deep convolutional neural networks as they offer the best performing features for faces [8]. We have used publicly available deep networks which ranked high in the BLUFR benchmark [29] for face recognition. The main one we used is the Facenet feature extractor [30]. In addition, to validate that our results are significant (and some fluke of chance) and do represent some truth, we also used the LightCNN-29v2 network [31] as well as the dlib library[4]. The details about the networks are specified in Section VII.

These systems accept a facial image and produce a feature vectors of real numbers. The feature vector spaces differ in their dimension and ranges. Yet, in most of the systems the decision whether two feature vectors are obtained from the same individual is based on the Euclidean distance or cosine similarity between the vectors. Systems using cosine similarity (as those in our experiments), deploy some threshold, where the similarity scores above this threshold are considered “same identity”, whereas the similarity scores below this threshold are considered “different identities”. As a result, the threshold determines the False Acceptance Rate (FAR)/False Rejection Rate (FRR).

---

3 The parameters of the code are: \( n \) being the codeword length, \( k \) the number of information bits and \( t \) the maximal number of bit errors.

4 http://dlib.net/face_recognition.py.html
B. Binarization

Most biometric protection mechanisms were tailored for binary strings. Hence, the feature vector obtained from the feature extraction needs to be transformed into a binary string\(^7\). Various methods for binarization were studied with the main goal of keeping the performance of the original representations. While there are many possible binarization schemes, we opted to use a simple binarization based on random projections (used in over 400 constructions e.g., \([32, 33, 34]\)).

The Random Projection (RP) binarization accepts a feature vector \(v \in \mathbb{R}^d\) and using a set of predetermined random projection matrix, \(W \in \mathbb{R}^{d \times d}\), produces a binary template \(b \in \{0, 1\}^d\) as follows:

\[
b = \frac{\text{sign}(W^Tv) + 1}{2}.
\]

While the matrix \(W\) may be considered secret, in our settings we assume it is known to the adversary, as the adversary has access to the system’s parameters as discussed in Section IV. The matrix \(W\) may be user-specific or the same matrix for all users. For our attack, the results themselves (success rates) do not change if this is a user-specific matrix or the same matrix for all users.

One aspect of binarization schemes is that they may degrade the accuracy of the system compared to feature vectors. Namely, for the the same FAR, the true positive rates may drop. This in turn may make some of our attacks easier. However, as we show in the Section VI-B\(^2\) measuring distance on the binarized strings obtained from random projections, maintains high accuracy rate (with a small loss). In other words, two images of the same individual are expected to have a small Hamming distance between the binary strings, whereas the Hamming distance between images of two different individuals is expected to be high (about half of the bits).

C. Fuzzy Commitment

The protection mechanism we study is the Fuzzy Commitment scheme \([10]\) for template protection. This mechanism is widely used in many constructions related to biometrics, e.g., \([32, 35, 36, 37, 38]\) and Physically Unclonable Functions (PUFs), e.g., \([39, 40]\).

Fuzzy commitment \([10]\) is a cryptographic primitive that allows precise and secure reconstruction of a noisy input. A noisy source is sampled once, and a binary string \(b\) is generated. The aim is to generate a fuzzy commitment \(z\), such that given \(z\) and a new sample from the source \(b'\) (assumed to be relatively close to \(b\)), the correct value of \(b\) can be recovered.

\(^7\)We note that binarization is also used in optimizing search in biometric databases.

\(^8\)One thing that changes is that the inversion of binary template into a feature vector requires to train a new network for each user. This affects the time of the attack, but does not change the success rate of the attack.

At the same time, the security requirement is that from \(z\) it is impossible to learn any information\(^8\) about the value of \(b\).

The commitment procedure is based on error correction codes (ECC) and is done in the following way:

- Given the input \(b\), pick at random a codeword \(c \in C\), where \(C\) is an \((n, k, 2t + 1)\) error correction code.
- Set \(z = b \oplus c\) (i.e., the shift from \(b\) to \(c\)).
- Given \(b'\) (the noisy input) and \(z\), the value of \(b\) can be computed by correcting \(c' = z \oplus b\) to obtain \(c\).
- From \(c\) and \(z\), the value of \(b = c \oplus z\) can be easily recovered.

If the values of \(b\) and \(c\) are random, then \(z\) does not reveal any information about \(b\). Moreover, in some cases, it is possible to store the value of \(h(c)\) to allow identifying whether the correct value of \(c\) was recovered.

In the context of authentication systems, there is a way to know if the reconstruction was successful, as the user succeeds to login to the system only if \(b'\) is sufficiently close to \(b\). Hence, for the sake of this paper, we assume that \(h(c)\) is also stored (possibly together with \(z\)), though our results hold even when \(h(c)\) is not stored as long as the adversary has a method to identify whether the reconstructed \(b\) or \(c\) are correct (e.g., by observing whether the login attempt succeeded).

IV. THE ADVERSARIAL MODEL

The adversary aims to recover facial images from the protected biometric template (\(z\) and \(h(c)\)), i.e., to break the protection of the templates. Before we turn into the actual attacks in Sections V and VI we discuss the adversarial settings in which our results hold. These settings are quite standard and common, and future works are expected to extend our results to weaker settings (e.g., from whitebox access to blackbox access).

A. Adversarial Settings

Throughout our attacks we assume the adversary has several capabilities:

- **Whitebox access**: the adversary has knowledge of the biometric system that we attack. This assumption is a reasonable one in the context of commercial systems or academic ones. The adversary can always gain access to such systems in a legitimate manner (downloading the academic system or buying the commercial system).
- **Control of input/output**: The adversary can present to the system facial images and obtain the output of the system (either feature vectors in unprotected mode or protected biometric templates in the case of the protected ones).
- **Knowledge of the Feature Vectors**: The adversary knows what are the feature vectors produced by the system (denoted earlier by \(v\)) and the internal binarization process in use (i.e., the projection matrix \(W\)).

For academic systems, it is obvious that one can easily separate these two processes. For commercial ones, it

\(^8\)There are some relaxations of the “impossible” and “any information”. For example, requiring that the amount of work necessary to learn information is infeasible. We disregard these relaxations as they do not affect our results.
may look as if a complete reverse engineering is needed. However, this is far from being the case, as the feature extraction procedure (especially in the deep learning world) is quite different than the binarization one, and they can be easily identified (even via a simple static analysis). In the case the adversary has obtained the source code (e.g., an open-source system, or as part of a commercial agreement with the vendor) or in cases where the system may produce both unprotected mode and protected mode (which allows the adversary to sample the feature vectors directly) this identification is much easier.

- **Access to Templates**: The adversary has obtained the protected template from the system (or if the template is stored by the user, from the user). This models an adversary that either broke into the system and exfiltrated its protected templates, or in scenarios when the system operator is a possible adversary. We note that as the helper data strings (i.e., \( z \)) are considered public in fuzzy commitments (and fuzzy extractors), we also assume that they are available to the adversary.

We assume that besides these, the adversary has no knowledge about who are the users of the system. This is motivated by the fact that we study the protection offered by the fuzzy commitment scheme for facial images.

### B. Evaluating the Success of the Attack

The success of the attack actually depends on the question — how good is the reconstructed image? In other words, how well it matches the real image of the user? Given that biometric systems are fuzzy to begin with, one should not expect exact equality between the original template and the reconstructed one, but rather expect a similar “enough” result.

Obviously, “enough” is far from being a scientific measure. One can think of using a human judgement, i.e., looking at the images and determining whether they are of the same person or not. However, this approach does not offer consistent assessment.

We adopt the four scenarios defined in [20] to the case of facial images. The better the reconstruction is, the better the success rate for these attacks (were a perfect reconstruction is expected to behave similarly to the FAR/FRR rates of the original system).

#### Same Image-Same Feature Extraction (SISFE): This attack is essentially Type-I attack discussed in [11] (and scenario 1 of [20]). This attack tests whether the reconstructed image will be accepted by the targeted system or other systems that use the same template generation process (e.g., same product) and the same enrollment image (e.g., when the user supplies the image).

#### Different Image-Same Feature Extraction (DISFE): This attack is essentially Type-II attack discussed in [11] (and scenario 2 of [20]). The main difference between this attack and the previous one is that the reconstructed image is presented to the same (or similar) system, but for an account with a different enrollment image of the same user.

#### Same Image-Different Feature Extraction (SIDFE): This attack corresponds to scenario 3 of [20]. It discusses the scenario in which the user supplied the same enrollment image to two systems. However, unlike the SISFE scenario, this time the systems use different feature extraction processes. The SIDFE settings thus study the transferability of the reconstruction between different systems (and different deep learning representations).

#### Different Image-Different Feature Extraction (FIDFE): This attack, corresponding to scenario 4 of [20], is the most general one — the systems use different DL networks for feature extraction, and the user was enrolled with two different facial images. We argue that if the reconstructed face succeed to unlock an account in a different system (with a different DNN) that stores a template obtained from a different facial image, then the reconstruction has indeed succeeded in capturing the “representation” of the user.

### V. Guessing Attack Against Protected Deep Learning Systems

Our first step is to unlock users’ accounts with the most basic attack — a guessing attack. We remind the reader that we assume that the adversary has the biometric “password file” and any helper data relevant to the users. Thus, security measures such as liveness detection are not relevant to the discussion and analysis.

As the system is an entry system, it should resist guessing attacks, i.e., the produced templates must have sufficient entropy (similarly to regular passwords). We note that template protection does not protect against a guessing attack and in some cases it may even increase its effectiveness (due to decrease in entropy resulting from the feature extraction and binarization processes).

Our guessing attack has two goals: First, it is the first step in the attack of Section VI-A which recovers the binary template itself. Second, a guessing attack provides an upper bound to the security offered by the authentication system.

Our guessing attack is similar to that of [4]. The attack of [4] analysed an authentication system that used a naive representation (obtained from Gabor features over pre-aligned fingerprints [43]). Our attack, on the other hand, targets representations obtain from modern deep learning networks (which are shown to be very robust [30] [31] [44]) for the feature extraction module.

The attack starts by collecting many facial images, for example, by accessing a public source such as the internet. Each such facial image is then processed by the feature extraction and the binarization, and the binary template is stored in a database \( DB \). The attack proceed as follows. For the targeted account in the system, i.e., given \( z, h(c) \) of some user, the adversary performs the following steps until the attack is completed.

1) The adversary picks a string \( b^j \) from the databases \( DB \) that she did not try yet.
2) The adversary computes \( c' = z \oplus b' \).
3) The adversary applies the error correction procedure to \( c' \) to obtain \( \hat{c} \).
4) The adversary checks whether \( h(\hat{c}) = h(c) \). If so, she outputs \( b' \) that unlocked the account. Otherwise, she goes back to Step 1 (unless the entire database was tested, in which case, she terminates).

Our experiments in Section VII-B1 tested the guessing attack against a system with 300 users and a database \( DB \) that was created from the faces of the other 5,449 identities of the LFW database. We found that the success of the attack depends on the choice of the feature extraction network. However, in all three tested feature types, for an FAR of \( 0.1\% \), our attack was successful in accessing over 75\% of the accounts. Moreover, in two of them it reached 96\% of the accounts (See Table I).

Our simple guessing attack shows the practical outcome of the FAR. While the FAR of 0.1\% for a high true positive rate is considered as an excellent performance in various face recognition benchmarks (e.g. BLUFR [29]), it allows the guessing attack to unlock over 90\% of the accounts with an auxiliary set of 5,449 random faces unrelated to the users of the system. This points to a very poor security. Similar issue was discussed in [45] with respect to iriscode. Our experiments illustrate the same problem in modern deep learning facial system, with the goal to highlight the common misconception about a secure FAR value.

Moreover, we have observed a very interesting phenomenon in our experiments. While the average hit rate was similar to the FAR of the system (i.e., the chance that an image from the database \( DB \) “unlocks” an account was similar to the false acceptance rate), the number of times a specific user’s account was “unlocked” varied considerably. In other words, for some users it was significantly easier to access their accounts than for some others. This can be viewed as the fact that some faces are more “common” (like common passwords). For these users, the success rate of the attacks (see Section VII-B1) is also higher.

VI. RECONSTRUCTING THE BIOMETRIC DATA FROM A PROTECTED TEMPLATE

The guessing attack allows unlocking accounts. We now turn our attention to the bigger prize — reconstructing a “useful” facial image from the protected template. Our attack contains three steps: 1) Obtaining the exact binary template (before the fuzzy commitment protection), 2) Approximating the original feature vector (prior to binarization) and 3) Reconstructing the facial image from the approximated feature vector. These steps are explained below.

A. Obtaining the Binary Template

We denote the genuine enrolled feature vector of the compromised user as \( v \), its corresponding binary vector as \( b \) and its fuzzy commitment as \( z \). Our aim is to extract \( b \) using the binary template \( b' \) from \( DB \) that unlocked the account.

Using \( b' \) and \( z \), we can easily obtain the genuine \( b \): First, we compute \( c' = b' \oplus z \). Then, we decode \( c' \) using the ECC to obtain \( \hat{c} \). Finally, we compute \( b = \hat{c} \oplus z \).

Given that the account was unlocked then \( b = b' \), and we are done. This follows immediately from the verification process described in Section III access to the account suggests that the computed \( \hat{c} \) is correct (as \( h(\hat{c}) = h(c) \)). This can happen only if \( c' = b' \oplus z \) was corrected to \( c = z \oplus b \). As the adversary knows both \( \hat{c} \) and \( c' \) she can deduce the bits in \( b' \) that need correction to obtain \( b \) (as \( b = \hat{c} \oplus c' \oplus b' \)).

B. Approximating the original feature vector

The next step is to “reverse” the binarization, i.e., to find a real feature vector \( \hat{v} \) that yields the binary vector \( b \), if undergone the system’s binarization process. If the binarization process is indeed good, then \( \hat{v} \) is expected to be close to the user’s supplied \( v \) (a fact which we use in Section VI-C).

We note that this step is the only one in our attack that depends on the choice of the binarization matrix \( W \). Hence, if the system uses a different \( W \) per user, then this step need to be run for each user separately. This does not impact the success rate of the attack (but does require training the networks again, which takes more time).

Our task in this step is to invert the binarization process. Let \( f \) denote the binarization process: \( f(v) = b \). We seek to find \( \hat{v} = \text{argmin}_{x \in V} \text{dist}_H(f(x), b) \), where \( \text{dist}_H \) is the Hamming distance and \( V \) is the feature space. There are several problems with this optimization formulation. First, both \( f \) and \( \text{dist}_H \) are not differentiable; second, this formulation usually has many solutions, and most of them may be far from the original feature vector \( v \).

Let \( g \) denote the reverse function that maps the binary template back to its original feature vector. We address both problems by defining \( f \) and \( g \) as neural networks and forcing cyclic consistency between them as detailed below (cyclic consistency loss has been widely used in image transfer applications [46].)

1) Loss Functions and Training of the Networks: Let \( F : v \rightarrow b \) denote the network that approximates the binarization process and let \( G : b \rightarrow v \) denote the network that approximates the reverse mapping from the binary template to the real feature vector (the one that we seek in this step of the attack). We train the networks \( F \) and \( G \) on (a training) set of pairs \( (v_i, b_i) \) obtained from applying the feature extraction and binarization process of the target system on a public set of facial images. The networks are trained simultaneously, namely, in each iteration we run the feed-forward pass in both networks to obtain the estimates and then update the parameters of the networks. Each network is trained with a loss function that combines its prediction loss and two consisteny losses

\[
L = L_{pred} + \lambda \cdot (L_{cyc-ftr} + L_{cyc-bin})
\]

where \( L_{pred} = L_F \) for training the binarization network \( F \) and \( L_{pred} = L_G \) for training the reverse network \( G \); \( \lambda \) is a

\[\text{Of course, there is a small chance of a hash function collision. However, if } h(\cdot) \text{ is a good cryptographic hash function, the probability of this event is negligible.}\]
we use the same architecture for both networks. Define $L_{nbNet}$ [11] to reconstruct a facial image from $\hat{b}$. Recomstructing the Face

we pass two fully connected hidden layers of size 256, all with sigmoid architecture comprises input and output layers of size 128 and a Hamming space and back should be able to bring the mapping should be cycle-consistent: for each feature vector which treats each bit independently. To reduce the space of possible mapping functions, the learned mapping should be cycle-consistent: for each feature vector $v$, the transformation cycle from the Euclidian space to the Hamming space and back should be able to bring the mapping $G(F(v))$ back to the original feature vector $v$, namely $v \rightarrow F(v) \rightarrow G(F(v)) \approx v$. To enforce this consistency we define the feature consistency loss as MSE loss between $G(F(v))$ and $v$.

d) $L_{cyc-bin}$ - binary template cyclic consistency loss: Similarly to $L_{cyc-fftr}$, we define the binary template consistency loss to ensure that $b \rightarrow G(b) \rightarrow F(G(b)) \approx b$. We define $L_{cyc-bin}$ as BCE loss between $F(G(b))$ and $b$.

2) Network Architecture: The feature vectors and the binary templates in our experiments are both of dimension 128. Thus we use the same architecture for both networks $F$ and $G$. The architecture comprises input and output layers of size 128 and two fully connected hidden layers of size 256, all with sigmoid activation. Due to sigmoid function, which operates as a gate, the output of the binarization network is close to binary. Thus we pass $F(v)$ directly to network $G$ without binarizing it.

C. Reconstructing the Face

Once we obtain the approximated $\hat{v}$ we can reconstruct the facial images from it. For that purpose we use the pre-trained NbNet [11] to reconstruct a facial image from $\hat{v} = G(b)$.

As we show in Section VII in many cases, the reconstructed image is sufficiently close to that of the user to allow unlocking his account (even at 0.1% FAR) and it is even visually similar to it (see Figure 2). This suggests that with very high probability, the reconstruction is successful, and the reconstructed image can be used to infer private information about the user, e.g., gender, age, or ethnicity. Finally, as we discuss in Section VII, this suggests that the fuzzy commitments applied to deep-learning representation does not offer irreversibility or unlinkability (as one can reconstruct the image of the user from the committed feature vector).

Finally, we note that NbNet was trained for FaceNet feature vectors, but it is not the only work on recovering faces from the feature vectors (see for example, [47] [48]). Hence, the use of the NbNet is merely a matter of convenience, and can be replaced with any reconstruction tool.

VII. Experiments and Results

We report the implementation details of the target system in Section VII-A1 and the details of the neural networks training in Section VII-A2. Following the works of [2], Section VII-B provides the evaluation of our attack under the four different metrics defined in Section VII-B. We also performed the SMDFE and DIDFE tests (the hardest ones) using Amazon’s Face Rekognition, and report the results in Section VII-C.

A. Implementation Details

1) Target System: Our target system is an authentication system that operates on facial images. The input image is converted into a real feature vector of size 128 using Facenet deep network [30]. It is then transformed to a binary vector of size 128 as described in Section VII-A1 using the same projection matrix $W$ for all users. The system applies fuzzy commitment to the binary vector $b$ and saves the commitment and the hash of the codeword in the system. In the verification phase, the input image follows the same feature extraction and binarization processes. Then the system tries to decode the codeword with the corresponding commitment and compares its hash to the one stored in the system. The user is granted access if they are identical and denied access otherwise. We use the BLUFR benchmark [29] to determine the system’s thresholds for FARs of 1.0% and 0.1%.

a) Users: LFW deep-funneled [49] data set includes 13,233 face images of 5,749 identities and it is one of the most popular benchmarks for face verification. Out of the 1,680 identities which have two or more images, we picked 300 identities as users of the system. The remaining 5,449 were used as an auxiliary set as detailed in Section VII-B.

2) Training the Feature Vector Recovery Neural Network: To train the network for approximating a feature vector of the target user from a binary template, we used a data set comprising 35,000 images from the VGG-Face dataset [44]. We obtained feature vectors and binary templates for these images using the feature extraction process and binarization of the target system (Section VII-A1). The feature vectors served as inputs for training the binarization network $F$ and their corresponding binary templates served as targets. The input and targets were reversed for training the feature recovery network $G$. Both networks where trained simultaneously using a stochastic gradient descent (SGD). We set the $\lambda$ parameter in the loss function (Eq. 1) to 0.85. We set the learning rate to 0.9 and the batch size to 50. The trained network was tested on almost 6,000 unseen images. The similarity between the recovered and real feature vectors were above the threshold corresponding to 0.1% FAR for all tested images.

13We used the implementation from https://cs.cs.tau.ac.il/~reyzin/code/fuzzy.html. Since Pinsketch is designed for the set difference, we converted the binary vector $b$ to a set by listing the coordinates of the bits which are which are set to 1.

15BLUFR is a benchmark for face verification built for the LFW dataset focusing on low FPRs. It consists of 10 sessions, each containing about 156,915 genuine matching scores and 46,960,863 impostor matching scores on average for performance evaluation.

14We used the implementation of Pinsketch [9] provided in https://github.com/eyalreyzin/code/fuzzy.html.
B. Analysis of the Attack

Our attack uses template guessing to obtain the binary feature vector. Then, this binary feature vector is used to find an approximate feature vector, which in turn is used for image reconstruction. The reconstruction part can be performed for the accounts that were successfully accessed by the guessing attack. We perform the full attack on the target system comprising 300 users (as detailed above).

1) Guessing Attack: Our guessing attack, detailed in Section V, uses an external set of facial images (which could be any public set.) In our experiments we used an auxiliary set comprising facial images of 5,449 identities from LFW (one image per person) that were not used as users of the target system. 289 out of 300 accounts were authenticated as genuine users using the proposed guessing attack.

To evaluate the robustness of the guessing attack to the choice of the feature extraction method, we ran the attack in the same settings with two additional modern face networks: LightCNN29v2 [31] and Dlib [50]. The results of the original feature extraction and the two additional networks are summarized in Table I. The attack was performed in both unprotected and protected settings, while in both cases a threshold corresponding to 0.1% FAR was used (a cosine similarity threshold for the unprotected setting domain, and a hamming distance threshold for the protected setting domain.)

| Feature extraction | Protected templates | Feature vectors |
|--------------------|---------------------|----------------|
| FaceNet [30]       | 96.3 %              | 86.0 %         |
| Dlib [50]          | 75.0 %              | 87.3 %         |
| LightCNN [31]      | 96.0 %              | 85.3 %         |

TABLE I: Success rate of Guessing Attack (for an FAR of 0.1%)

Next, we analyzed the success of the guessing attack in terms of probability of hitting a user. For this test we chose at random 5% of the LFW subjects as the target set and the rest as the auxiliary set. Figure 1 (orange bars) shows the histograms of the success probability for the three tested feature extraction networks. For each target, the success probability is namely the ratio of images from the auxiliary set that were able to access it. While the FAR is 0.001, these results demonstrate that the guessing attack is much more successful than FAR for a significant amount of the users (Y axis).

2) Assessing the Impact of Binarization: As described in Section III-B, we use random projections to transform the face templates from the real-valued feature space to binary strings. One can argue, that if our binarization methods reduces the entropy significantly, the proposed attack would not be effective for a better binarization method. To check this we compared the results of the guessing attack on binary strings (obtained using random projection binarization) and feature vectors (no binarization – no entropy loss). As shown in Figure 1 the distribution of hit probabilities in binarized (orange) and the real-valued (blue) domains are similar.

Another way to assess the efficiency of the attack is by assuming “perfect binarization” that does not affect the accuracy of the original feature vector. To imitate a perfect binarization we defined the success of the attack if the cosine similarity between the normalized feature vector of the candidate face and normalized feature vector extracted from the user’s face was over the system’s threshold (corresponding to FAR of 0.1%). We observe in Table I that even for this ideal case (in terms of entropy loss), the success of the guessing attack is still very high, over 85% in all tested face networks.

3) Reconstruction Attack: The reconstruction attack uses the binary template obtained from the fuzzy commitment of the guessed account (as described in Section VI) as an input to the network $G$, which outputs the approximation of the user’s feature vector. We pass this feature vector to NbNet [11] to reconstruct a facial image of the user. The reconstructed image is the final goal of the proposed attack.

NbNet [11] has shown high success in reconstructing facial images from unprotected feature vectors. Since our approximation of the feature vector is close but not equal
to the original feature vector, we cannot guarantee that the image reconstructed by NbNet from the approximated feature vector matches the success of the image recovered from the original feature vector. Next, we evaluate the usefulness of the reconstructed image in a number of settings.

Following the metrics proposed in [20] and detailed in Section IV-B we test the success rate for two thresholds yielding 1.0% and 0.1% FAR. We also report the results of the same test carried out using the NbNet reconstruction of the original feature vector (instead of the recovered one). Since we use this technique to reconstruct images, our success rate is naturally bounded by the level of success of the original reconstruction. Additionally, we report the performance of the system itself. While in SISFE and SIDFE this is not necessary (obviously all the feature vectors are identical to themselves), in DISFE and DIDFE, we use the system performance with regards to its level of separation between genuine and impostor images, as an anchor to which our results can be compared. All results are reported for the feature space and for the binary templates (assuming the system is protected).

a) SISFE Results: In SISFE evaluation, the same image is used in the test, as well as the same feature extraction process. The results of the SISFE evaluation are given in Table III. The results show that usually the images we recover from the protected templates are very similar to the enrollment images. Some examples of the reconstructed images obtained by our attack are shown in Figure 2 in comparison to the target real image and the reconstruction obtained from the real template.

As similarity is a subjective notion, we use the SISFE metric that suggests that the reconstructed images are sufficiently close in the feature vector space to the enrollment image. Hence, they can be used to obtain access for different systems that use the same feature extraction process and the same enrollment image as the target system. The reported success rates regard the reconstruction phase, while the results in parenthesis regard the success rate of the entire attack, including the guessing attack stage. It also could be seen that the reconstruction attack performs better than the original reconstruction in the binary space. This could be explained by the fact that the initial point of the attack was the binary vector, thus by transforming the feature vector extracted from the reconstructed image, to the binary space, we are essentially getting closer to the original vector. With the original reconstruction, it is the other way around — as the initial point of the reconstruction was the genuine feature vector, moving to the binary space get us further away from the original vector.

b) DISFE Results: In DISFE evaluation, we examine the similarity between the reconstructed image and a different image of the same user, but we assume the same feature extraction process. For this test we used an additional image of each user (the subjects selected for the users set had at least two images in LFW). Table III shows the results of DISFE evaluation. Changing the enrollment image renders the problem more complex, as in this setting the attack must generalize to different appearances of the subject and not only to a single image. Note, that the variation of the appearance in images of the same subject in LFW is very large, including changes in pose, illumination, age, hair style, etc. In addition, the accuracy of the NbNet (for unprotected templates) drops significantly. Still, our reconstruction attack reaches a success rate of 66% for 1.0% FAR threshold and more than 35% for the 0.1% FAR threshold.

c) SIDFE Results: In the SIDFE evaluation, we assume that the feature extraction process in the new system is different from the target system, but the user used the same image to enroll to both systems. We evaluated two feature extraction networks, specifically, LightCNN and Dlib. We do not assume any knowledge of the binarization procedure in the new system.

The results of the authentication in the feature space correspond to the case in which the binarization in the new system does not affect the accuracy and thus can serve as an upper bound. We report the results with the binarization for completeness and keep the same binarization method as in the target system for simplicity (any other methods could be used instead).

The results in Table IV show that the reconstructed images are sufficiently close to the original ones. Our attack reconstructs images of users that are very useful (in the range of 40%–56% with no binarization and in the range of 13%–22% with binarization).

d) DIDFE Results: In DIDFE evaluation, both the feature extraction process and the enrollment image are different from that of the target system. The feature extraction and binarization in the new system are unknown during the reconstruction attack. We use the same template generation process as in SIDFE evaluation setting and we use an additional image of the user for enrollment in the new system (as in DISFE evaluation). The results are shown in Table V. In this most challenging setting our attack is capable of reconstructing images that are useful for accessing the accounts of over 20% of the users with no binarization and 5%–12% with binarization (at 0.1% FAR).

C. Using Reconstructed Images in a Commercial System

In order to get a sense of the consistency and quality of the reconstructed images obtained using our attack, we performed the SIDFE and DIDFE evaluations using the Amazon Face Rekognition commercial system. We note that we have no knowledge about any part of this framework.

We have generated an artificial authentication system based on the Rekognition framework. First, we assumed that the system enrolls users with a single facial image. For subsequent authentication attempts, the Amazon Rekognition was invoked with the original enrollment image and the new sampled one of the subject. To decide whether the verification succeeded, we had to decide on similarity score that suggests “acceptance”. We ran our tests on LFW dataset, but due to limited resources, we were not able to compute threshold on the Amazon’s verification score using the BLUFR benchmark. Instead, we chose at random 1000 genuine and 1000 impostor pairs from the BLUFR first test [29] to find the threshold corresponding

17https://docs.aws.amazon.com/rekognition/latest/dg/faces-comparefaces.html
Fig. 2: Examples of reconstructions: top row — original image, middle row — reconstructed from the template, bottom row — reconstructed from the protected template. All reconstructed images passed all four tests for an FAR of 1%. Under each reconstructed image we list the tests it has passed for an FAR of 0.1%

| Image Type                              | Binarization | 1.0% FAR                        | 0.1% FAR                        |
|-----------------------------------------|--------------|---------------------------------|---------------------------------|
| Original                                | N            | 100%                            | 100%                            |
| Original                                | Y            | 100%                            | 100%                            |
| Reconstructed from unprotected template | N            | 98.96% (95.36%)                 | 95.16% (95.36%)                 |
| Reconstructed from protected template   | N            | 96.19% (92.69%)                 | 83.39% (80.36%)                 |
| Reconstructed from unprotected template | Y            | 94.81% (91.37%)                 | 81.31% (78.34%)                 |
| Reconstructed from protected template   | Y            | 96.19% (92.69%)                 | 87.89% (84.70%)                 |

TABLE II: SISFE evaluation results of the reconstruction attack. Success rates of the full attack (including the guessing attack) are reported in parenthesis.

| Image Type                              | Binarization | 1.0% FAR                        | 0.1% FAR                        |
|-----------------------------------------|--------------|---------------------------------|---------------------------------|
| Original                                | N            | 99.11%                          | 97.34%                          |
| Original                                | Y            | 95.44%                          | 85.94%                          |
| Reconstructed from unprotected template | N            | 87.89% (84.70%)                 | 65.05% (62.69%)                 |
| Reconstructed from protected template   | N            | 76.12% (73.36%)                 | 41.18% (39.68%)                 |
| Reconstructed from unprotected template | Y            | 65.74% (63.35%)                 | 46.02% (44.35%)                 |
| Reconstructed from protected template   | Y            | 66.44% (64.03%)                 | 36.68% (35.35%)                 |

TABLE III: DISFE evaluation results of the reconstruction attack. Success rates of the full attack (including the guessing attack) are reported in parenthesis.

to 0.1% FAR. For that threshold, the system yielded 99.1% true positive rate.

After setting the threshold, we applied the attack of Section VI in the two settings (SIDFE and DIDFE) for 1000 individuals chosen randomly from LFW. For the SIDFE evaluation of the 1000 reconstructed images, we obtained a 64.8% success rate. The DIDFE evaluation produced 44.64% success rate for the FAR rate of 0.1%. These results show that our attack is capable of consistently reconstructing facial images from protected templates. These reconstructed images succeed in tricking black-box state-of-the-art commercial systems with high probability.

VIII. CONCLUSIONS

In this paper we studied for the first time whether fuzzy commitment can protect deep-learning presentations for facial images. The clear answer is that current state of the art deep learning representations do not carry enough entropy. Thus, they are susceptible to guessing attacks that allow recovering a related facial image from the protected template. Our results were tested in different working environments, showing success rates which are significantly higher (by orders of magnitude) over the FAR of the system.

This suggests that fuzzy commitment is insufficient to offer either irreversibility or unlinkability for facial images. Besides the immediate impact on the claimed security of systems that use deep learning features for facial images, this may also impact cancelable biometrics solutions which are based on fuzzy commitments — once the approximated facial image is reconstructed, the adversary can enroll it on his own (similarly to the SIDFE attack scenario).

Future works may decide to extend the applicability of our results. For example, we currently rely on white-box access to the feature extraction process, but it seems mostly a
| Image Type     | Binarization | 1.0% FAR LightCNN | 0.1% FAR LightCNN | 1.0% FAR dlib | 0.1% FAR dlib |
|----------------|--------------|-------------------|-------------------|--------------|--------------|
| Original N     |              | 100%              | 100%              |              |              |
| Original Y     |              | 100%              | 100%              |              |              |
| Reconstructed from unprotected template N |              | 91.00%            | 72.66%            | 91.35%       | 78.89%       |
| Reconstructed from protected template N   |              | 73.01% (70.36%)   | 39.79% (38.35%)   | 78.55% (75.70%) | 55.71% (53.68%) |
| Reconstructed from unprotected template Y |              | 74.39% (71.69%)   | 43.60% (42.04%)   | 50.17%       | 22.84%       |
| Reconstructed from protected template Y   |              | 47.40% (45.68%)   | 21.80% (21.01%)   | 37.02%       | 13.15%       |

TABLE IV: SIDFE evaluation results of the reconstruction attack. Success rates of the full attack (including the guessing attack) are reported in parenthesis.

| Image Type     | Binarization | 1.0% FAR LightCNN | 0.1% FAR LightCNN | 1.0% FAR dlib | 0.1% FAR dlib |
|----------------|--------------|-------------------|-------------------|--------------|--------------|
| Original N     |              | 98.45%            | 95.66%            | 98.29%       | 92.23%       |
| Original Y     |              | 94.64%            | 84.08%            | 49.82%       | 20.21%       |
| Reconstructed from unprotected template N |              | 65.05% (62.69%)   | 38.75% (37.34%)   | 77.16% (74.37%) | 49.83% (48.02%) |
| Reconstructed from protected template N   |              | 46.37% (44.69%)   | 20.76% (20.01%)   | 64.71%       | 26.30%       |
| Reconstructed from unprotected template Y |              | 50.52% (48.69%)   | 20.42% (19.68%)   | 29.76%       | 11.07%       |
| Reconstructed from protected template Y   |              | 33.22% (32.01%)   | 12.46% (12.00%)   | 23.18%       | 5.19%        |

TABLE V: DIDFE evaluation results of the reconstruction attack. Success rates of the full attack (including the guessing attack) are reported in parenthesis.

matter of training the correct neural network to transform the attack to black-box settings. Another line of research might be applying these results to other modalities, e.g., finger prints, as deep learning-based feature extraction processes are becoming prevalent (see for example [51]).
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