ON SOME REASONS FOR DOUBTING THE RIEMANN HYPOTHESIS

ALEKSANDAR IVIĆ

Abstract. Several arguments against the truth of the Riemann hypothesis are extensively discussed. These include the Lehmer phenomenon, the Davenport–Heilbronn zeta-function, large and mean values of $|\zeta(\frac{1}{2} + it)|$ on the critical line, and zeros of a class of convolution functions closely related to $\zeta(\frac{1}{2} + it)$. The first two topics are classical, and the remaining ones are connected with the author’s recent research. By means of convolution functions a conditional disproof of the Riemann hypothesis is given.

0. Foreword (“Audiatur et altera pars”)

This is the unabridged version of the work that was presented at the Bordeaux Conference in honour of the Prime Number Theorem Centenary, Bordeaux, January 26, 1996 and later during the 39th Taniguchi International Symposium on Mathematics “Analytic Number Theory”, May 13-17, 1996 in Kyoto and its forum, May 20-24, 1996. The abridged printed version, with a somewhat different title, is [62]. The multiplicities of zeros are treated in [64]. A plausible conjecture for the coefficients of the main term in the asymptotic formula for the $2k$-th moment of $|\zeta(\frac{1}{2} + it)|$ (see (4.1)–(4.2)) is given in [67].

In the years that have passed after the writing of the first version of this paper, it appears that the subject of the Riemann Hypothesis has only gained in interest and importance. This seem particularly true in view of the Clay Mathematical Institute prize of one million dollars for the proof of the Riemann Hypothesis, which is called as one of the mathematical “Problems of the Millenium”. A comprehensive account is to be found in E. Bombieri’s paper [65]. It is the author’s belief that the present work can still be of interest, especially since the Riemann Hypothesis may be still very far from being settled. Inasmuch the Riemann Hypothesis is commonly believed to be true, and for several valid reasons, I feel that the arguments that disfavour it should also be pointed out.

One of the reasons that the original work had to be shortened and revised before being published is the remark that “The Riemann hypothesis is in the process of being proved” by powerful methods from Random matrix theory (see e.g., B. Conrey’s survey article [66]). Random matrix theory has undisputably found its place in the theory of $\zeta(s)$ and allied functions (op. cit. [66], [67]). However, almost ten years have passed since its advent, but the Riemann hypothesis seems as distant now as it was then.

1. Introduction

A central place in Analytic number theory is occupied by the Riemann zeta-function $\zeta(s)$, defined for $\Re s > 1$ by

\begin{equation}
\zeta(s) = \sum_{n=1}^{\infty} n^{-s} = \prod_{p \text{ prime}} (1 - p^{-s})^{-1},
\end{equation}

and otherwise by analytic continuation. It admits meromorphic continuation to the whole complex plane, its only singularity being the simple pole $s = 1$ with residue 1. For general information on $\zeta(s)$ the reader is referred to the monographs [7], [16], and [61]. From the functional equation

\begin{equation}
\zeta(s) = \chi(s)\zeta(1 - s), \quad \chi(s) = 2^s\pi^{s-1}\sin\left(\frac{\pi s}{2}\right)\Gamma(1 - s),
\end{equation}
which is valid for any complex \( s \), it follows that \( \zeta(s) \) has zeros at \( s = -2, -4, \ldots \). These zeros are traditionally called the “trivial” zeros of \( \zeta(s) \), to distinguish them from the complex zeros of \( \zeta(s) \), of which the smallest ones (in absolute value) are \( \frac{1}{2} \pm 14.134725 \ldots i \). It is well-known that all complex zeros of \( \zeta(s) \) lie in the so-called “critical strip” \( 0 < \sigma = \Re s < 1 \), and if \( N(T) \) denotes the number of zeros \( \rho = \beta + i\gamma \) \((\beta, \gamma \text{ real})\) of \( \zeta(s) \) for which \( 0 < \gamma \leq T \), then

\[
N(T) = \frac{T}{2\pi} \log \left( \frac{T}{2\pi} \right) - \frac{T}{2\pi} + \frac{7}{8} + S(T) + O \left( \frac{1}{T} \right)
\]

with

\[
S(T) = \frac{1}{\pi} \arg \zeta \left( \frac{1}{2} + iT \right) = O(\log T).
\]

This is the so-called Riemann–von Mangoldt formula. The Riemann hypothesis (henceforth RH for short) is the conjecture, stated by B. Riemann in his epoch-making memoir [52], that very likely all complex zeros of \( \zeta(s) \) have real parts equal to \( 1/2 \). For this reason the line \( \sigma = 1/2 \) is called the “critical line” in the theory of \( \zeta(s) \). Notice that Riemann was rather cautious in formulating the RH, and that he used the wording “very likely” (“sehr wahrscheinlich” in the German original) in connection with it. Riemann goes on to say in his paper: “One would of course like to have a rigorous proof of this, but I have put aside the search for such a proof after some fleeting vain attempts because it is not necessary for the immediate objective of my investigation”. The RH is undoubtedly one of the most celebrated and difficult open problems in whole Mathematics. Its proof (or disproof) would have very important consequences in multiplicative number theory, especially in problems involving the distribution of primes. It would also very likely lead to generalizations to many other zeta-functions (Dirichlet series) having similar properties as \( \zeta(s) \).

The RH can be put into many equivalent forms. One of the classical is

\[
\pi(x) = \text{li} \, x + O(\sqrt{x} \log x),
\]

where \( \pi(x) \) is the number of primes not exceeding \( x \) \((\geq 2)\) and

\[
\text{li} \, x = \int_0^x \frac{dt}{\log t} = \lim_{\varepsilon \to 0^+} \left( \int_0^{1-\varepsilon} \frac{dt}{\log t} + \int_{1+\varepsilon}^x \frac{dt}{\log t} \right) = \sum_{n=1}^{N} \frac{(n-1)!}{\log^n x} + O \left( \frac{x}{\log^{N+1} x} \right)
\]

for any fixed integer \( N \geq 1 \). One can give a purely arithmetic equivalent of the RH without mentioning primes. Namely we can define recursively the Möbius function \( \mu(n) \) as

\[
\mu(1) = 1, \quad \mu(n) = - \sum_{d|n, d<n} \mu(d) \quad (n > 1).
\]

Then the RH is equivalent to the following assertion: For any given integer \( k \geq 1 \) there exists an integer \( N_0 = N_0(k) \) such that, for integers \( N \geq N_0 \), one has

\[
\left( \sum_{n=1}^{N} \mu(n) \right)^{2k} \leq N^{k+1}.
\]

The above definition of \( \mu(n) \) is elementary and avoids primes. A non-elementary definition of \( \mu(n) \) is through the series representation

\[
\sum_{n=1}^{\infty} \mu(n)n^{-s} = \frac{1}{\zeta(s)} \quad (\Re s > 1),
\]
and an equivalent form of the RH is that (1.8) holds for $\sigma > 1/2$. The inequality (1.7) is in fact the bound

\[
\sum_{n \leq x} \mu(n) \ll_{\varepsilon} x^{1/2 + \varepsilon}
\]

in disguise, where $\varepsilon$ corresponds to $1/(2k)$, $x \to N$, and the $2k$–th power avoids absolute values. The bound (1.9) (see [16] and [61]) is one of the classical equivalents of the RH. The sharper bound

\[
\left| \sum_{n \leq x} \mu(n) \right| < \sqrt{x} \quad (x > 1)
\]

was proposed in 1897 by Mertens on the basis of numerical evidence, and later became known in the literature as the Mertens conjecture. It was disproved in 1985 by A.M. Odlyzko and H.J.J. te Riele [47].

Instead of working with the complex zeros of $\zeta(s)$ on the critical line it is convenient to introduce the function

\[
Z(t) = \chi^{-1/2}(\frac{1}{2} + it)\zeta(\frac{1}{2} + it),
\]

where $\chi(s)$ is given by (1.2). Since $\chi(s)\chi(1-s) = 1$ and $\Gamma(s) = \Gamma(\bar{s})$, it follows that $|Z(t)| = |\zeta(\frac{1}{2} + it)|$, $Z(t)$ is even and

\[
\overline{Z(t)} = \chi^{-1/2}(\frac{1}{2} - it)\zeta(\frac{1}{2} - it) = \chi^{1/2}(\frac{1}{2} + it)\zeta(\frac{1}{2} + it) = Z(t).
\]

Hence $Z(t)$ is real if $t$ is real, and the zeros of $Z(t)$ correspond to the zeros of $\zeta(s)$ on the critical line. Let us denote by $0 < \gamma_1 \leq \gamma_2 \leq \ldots$ the positive zeros of $Z(t)$ with multiplicities counted (all known zeros are simple). If the RH is true, then it is known (see [61]) that

\[
S(T) = O\left(\frac{\log T}{\log \log T}\right),
\]

and this seemingly small improvement over (1.4) is significant. If (1.11) holds, then from (1.3) one infers that $N(T + H) - N(T) > 0$ for $H = C/\log \log T$, suitable $C > 0$ and $T \geq T_0$. Consequently we have the bound, on the RH,

\[
\gamma_{n+1} - \gamma_n \ll \frac{1}{\log \log \gamma_n}
\]

for the gap between consecutive zeros on the critical line. For some unconditional results on $\gamma_{n+1} - \gamma_n$, see [17], [18] and [25].

We do not know exactly what motivated Riemann to conjecture the RH. Some mathematicians, like Felix Klein, thought that he was inspired by a sense of general beauty and symmetry in Mathematics. Although doubtless the truth of the RH would provide such harmonious symmetry, we also know now that Riemann undertook rather extensive numerical calculations concerning $\zeta(s)$ and its zeros. C.L. Siegel [57] studied Riemann’s unpublished notes, kept in the Göttingen library. It turned out that Riemann had computed several zeros of the zeta-function and had a deep understanding of its analytic behaviour. Siegel provided rigorous proof of a formula that had its genesis in Riemann’s work. It came to be known later as the Riemann–Siegel formula (see [16], [57] and [61]) and, in a weakened form, it says that

\[
Z(t) = 2 \sum_{n \leq (t/2\pi)^{1/2}} n^{-1/2} \cos\left( t \log \frac{\sqrt{t/2\pi}}{n} - \frac{t}{2} - \frac{\pi}{8} \right) + O(t^{-1/4}),
\]

where the O-term in (1.13) is actually best possible, namely it is $\Omega_{\pm}(t^{-1/4})$. As usual $f(x) = \Omega_{\pm}(g(x))$ (for $g(x) > 0$ when $x \geq x_0$) means that we have $f(x) = \Omega_{\pm}(x)$ and $f(x) = \Omega_{-}(x)$, namely that both

\[
\limsup_{x \to \infty} \frac{f(x)}{g(x)} > 0, \quad \liminf_{x \to \infty} \frac{f(x)}{g(x)} < 0
\]
are true. The Riemann–Siegel formula is an indispensable tool in the theory of $\zeta(s)$, both for theoretical investigations and for the numerical calculations of the zeros.

Perhaps the most important concrete reason for believing the RH is the impressive numerical evidence in its favour. There exists a large and rich literature on numerical calculations involving $\zeta(s)$ and its zeros (see [38], [44], [45], [46], [51], which contain references to further work). This literature reflects the development of Mathematics in general, and of Numerical analysis and Analytic number theory in particular. Suffice to say that it is known that the first 1.5 billion complex zeros of $\zeta(s)$ in the upper half-plane are simple and do have real parts equal to $1/2$, as predicted by the RH. Moreover, many large blocks of zeros of much greater height have been thoroughly investigated, and all known zeros satisfy the RH. However, one should be very careful in relying on numerical evidence in Analytic number theory. A classical example for this is the inequality $\pi(x) < li\, x$ (see (1.5) and (1.6)), noticed already by Gauss, which is known to be true for all $x$ for which the functions in question have been actually computed. But the inequality $\pi(x) < li\, x$ is false; not only does $\pi(x) - li\, x$ assume positive values for some arbitrarily large values of $x$, but J.E. Littlewood [37] proved that

$$\pi(x) = li\, x + \Omega_x \left( \sqrt{\frac{\log \log x}{x}} \right).$$

By extending the methods of R. Sherman Lehman [56], H.J.J. te Riele [50] showed that $\pi(x) < li\, x$ fails for some (unspecified) $x < 6.69 \times 10^{370}$. For values of $t$ which are these large we may hope that $Z(t)$ will also show its true asymptotic behaviour. Nevertheless, we cannot compute by today’s methods the values of $Z(t)$ for $t$ this large, actually even $t = 10^{100}$ seems out of reach at present. To assess why the values of $t$ where $Z(t)$ will “really” exhibit its true behaviour must be “very large”, it suffices to compare (1.4) and (1.11) and note that the corresponding bounds differ by a factor of $\log \log T$, which is a very slowly varying function.

Just as there are deep reasons for believing the RH, there are also serious grounds for doubting its truth, although the author certainly makes no claims to possess a disproof of the RH. It is in the folklore that several famous mathematicians, which include P. Turán and J.E. Littlewood, believed that the RH is not true. The aim of this paper is to state and analyze some of the arguments which cast doubt on the truth of the RH. In subsequent sections we shall deal with the Lehmer phenomenon, the Davenport-Heilbronn zeta-function, mean value formulas on the critical line, large values on the critical line and the distribution of zeros of a class of convolution functions. These independent topics appear to me to be among the most salient ones which point against the truth of the RH. The first two of them, the Lehmer phenomenon and the Davenport-Heilbronn zeta-function, are classical and fairly well known. The remaining ones are rather new and are connected with the author’s research, and for these reasons the emphasis will be on them. A sharp asymptotic formula for the convolution function $M_{Z,f}(t)$, related to $Z(t)$, is given in Section 8. Finally a conditional disproof of the RH, based on the use of the functions $M_{Z,f}(t)$, is given at the end of the paper in Section 9. Of course, nothing short of rigorous proof or disproof will settle the truth of the RH.
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2. Lehmer’s phenomenon

The function $Z(t)$, defined by (1.10), has a negative local maximum $-0.52625\ldots$ at $t = 2.47575\ldots$. This is the only known occurrence of a negative local maximum, while no positive local minimum is known. Lehmer’s phenomenon (named after D.H. Lehmer, who in his works [35], [36] made significant contributions to the subject) is the fact (see [46] for a thorough discussion) that the graph of $Z(t)$ sometimes barely crosses the $t$–axis. This means that the absolute value of the maximum or minimum of $Z(t)$ between its two consecutive zeros is small. For instance, A.M. Odlyzko found (in the version of [46] available to the author, but Odlyzko kindly informed me that many more examples occur in the computations that are going on now) 1976 values of $n$ such that $|Z(\frac{1}{2}\gamma_n + \frac{1}{2}\gamma_{n+1})| < 0.0005$ in the block that he investigated. Several
extreme examples are also given by van de Lune et al. in [38]. The Lehmer phenomenon shows the delicacy of the RH, and the possibility that a counterexample to the RH may be found numerically. For should it happen that, for \( t \geq t_0 \), \( Z(t) \) attains a negative local maximum or a positive local minimum, then the RH would be disproved. This assertion follows (see [7]) from the following

**Proposition 1.** If the RH is true, then the graph of \( \frac{Z'(t)}{Z(t)} \) is monotonically decreasing between the zeros of \( Z(t) \) for \( t \geq t_0 \).

Namely suppose that \( Z(t) \) has a negative local maximum or a positive local minimum between its two consecutive zeros \( \gamma_n \) and \( \gamma_{n+1} \). Then \( Z'(t) \) would have at least two distinct zeros \( x_1 \) and \( x_2 \) \((x_1 < x_2)\) in \((\gamma_n, \gamma_{n+1})\), and hence so would \( \frac{Z'(t)}{Z(t)} \). But we have

\[
\frac{Z'(x_1)}{Z(x_1)} < \frac{Z'(x_2)}{Z(x_2)},
\]

which is a contradiction, since \( Z'(x_1) = Z'(x_2) = 0 \).

To prove Proposition 1 consider the function

\[
\xi(s) := \frac{1}{2} s(s-1) \pi^{-s/2} \Gamma\left(\frac{s}{2}\right) \zeta(s),
\]

so that \( \xi(s) \) is an entire function of order one (see Ch. 1 of [16]), and one has unconditionally

\[
(2.1) \quad \frac{\xi'(s)}{\xi(s)} = B + \sum_{\rho} \left(1 - \frac{2}{s - \rho} + \frac{1}{\rho}\right)
\]

with

\[
B = \log 2 + \frac{1}{2} \log \pi - 1 - \frac{1}{2} C_0,
\]

where \( \rho \) denotes complex zeros of \( \zeta(s) \) and \( C_0 = \Gamma'(1) \) is Euler’s constant. By (1.2) it follows that

\[
Z(t) = \chi^{-1/2} \left(\frac{1}{2} + it\right) \zeta\left(\frac{1}{2} + it\right) = \frac{\pi^{-it/2} \Gamma\left(\frac{1}{4} + \frac{1}{2} it\right) \zeta\left(\frac{1}{4} + \frac{1}{2} it\right)}{\Gamma\left(\frac{1}{4} + \frac{1}{2} it\right)},
\]

so that we may write

\[
\xi\left(\frac{1}{2} + it\right) = -f(t)Z(t), \quad f(t) := \frac{1}{2} \pi^{-1/4} (t^2 + \frac{1}{4}) |\Gamma\left(\frac{1}{4} + \frac{1}{2} it\right)|.
\]

Consequently logarithmic differentiation gives

\[
(2.2) \quad \frac{Z'(t)}{Z(t)} = -\frac{f'(t)}{f(t)} + i \frac{\xi'(\frac{1}{2} + it)}{\xi\left(\frac{1}{2} + it\right)}.
\]

Assume now that the RH is true. Then by using (2.1) with \( \rho = \frac{1}{2} + it, s = \frac{1}{2} + it \) we obtain, if \( t \neq \gamma \),

\[
\left(\frac{i \xi'(\frac{1}{2} + it)}{\xi\left(\frac{1}{2} + it\right)}\right)' = -\sum_{\gamma} \frac{1}{(t - \gamma)^2} < -C (\log \log t)^2 \quad (C > 0)
\]

for \( t \geq t_0 \), since (1.12) holds. On the other hand, by using Stirling’s formula for the gamma-function and \( \log |z| = \Re \log z \), it is readily found that

\[
\frac{d}{dt} \left(\frac{f'(t)}{f(t)}\right) \ll \frac{1}{t}.
\]
so that from (2.2) it follows that \((Z'(t)/Z(t))' < 0\) if \(t \geq t_0\), which implies Proposition 1. Actually the value of \(t_0\) may be easily effectively determined and seen not to exceed 1000. Since \(Z(t)\) has no positive local minimum or negative local maximum for \(3 \leq t \leq 1000\), it follows that the RH is false if we find (numerically) the occurrence of a single negative local maximum (besides the one at \(t = 2.47575\ldots\)) or a positive local minimum of \(Z(t)\). It seems appropriate to quote in concluding Edwards [7], who says that Lehmer’s phenomenon “must give pause to even the most convinced believer of the Riemann hypothesis”.

3. The Davenport-Heilbronn zeta-function

This is a zeta-function (Dirichlet series) which satisfies a functional equation similar to the classical functional equation (1.2) for \(\zeta(s)\). It has other analogies with \(\zeta(s)\), like having infinitely many zeros on the critical line \(\sigma = 1/2\), but for this zeta-function the analogue of the RH does not hold. This function was introduced by H. Davenport and H. Heilbronn [6] as

\[
(3.1) \quad f(s) = 5^{-s}\left(\zeta(s, \frac{1}{2}) + \tan \theta \zeta(s, \frac{2}{5}) - \tan \theta \zeta(s, \frac{3}{5}) - \zeta(s, \frac{4}{5})\right),
\]

where \(\theta = \arctan(\sqrt{10 - 2\sqrt{5} - 2}/(\sqrt{5} - 1))\) and, for \(\Re s > 1\),

\[
\zeta(s, a) = \sum_{n=0}^{\infty} (n + a)^{-s} \quad (0 < a \leq 1)
\]

is the familiar Hurwitz zeta-function, defined for \(\Re s \leq 1\) by analytic continuation. With the above choice of \(\theta\) (see [6], [32] or [61]) it can be shown that \(f(s)\) satisfies the functional equation

\[
(3.2) \quad f(s) = X(s)f(1-s), \quad X(s) = \frac{2\Gamma(1-s)\cos\left(\frac{s\pi}{2}\right)}{5^{s-1}(2\pi)^{1-s}},
\]

whose analogy with the functional equation (1.2) for \(\zeta(s)\) is evident. Let \(1/2 < \sigma_1 < \sigma_2 < 1\). Then it can be shown (see Ch. 6 of [32]) that \(f(s)\) has infinitely many zeros in the strip \(\sigma_1 < \sigma = \Re s < \sigma_2\), and it also has (see Ch. 10 of [61]) an infinity of zeros in the half-plane \(\sigma > 1\), while from the product representation in (1.1) it follows that \(\zeta(s) \neq 0\) for \(\sigma > 1\), so that in the half-plane \(\sigma > 1\) the behaviour of zeros of \(\zeta(s)\) and \(f(s)\) is different. Actually the number of zeros of \(f(s)\) for which \(\sigma > 1\) and \(0 < t = 3m s \leq T\) is \(\gg T\), and similarly each rectangle \(0 < t \leq T, 1/2 < \sigma_1 < \sigma \leq \sigma_2 \leq 1\) contains at least \(c(\sigma_1, \sigma_2)T\) zeros of \(f(s)\).

R. Spira [58] found that \(0.808517 + 85.699348i\) (the values are approximate) is a zero of \(f(s)\) lying in the critical strip \(0 < \sigma < 1\), but not on the critical line \(\sigma = 1/2\). On the other hand, A.A. Karatsuba [31] proved that the number of zeros \(\frac{1}{2} + i\gamma\) of \(f(s)\) for which \(0 < \gamma \leq T\) is at least \(T(\log T)^{1/2-\varepsilon}\) for any given \(\varepsilon > 0\) and \(T \geq T_0(\varepsilon)\). This bound is weaker than A. Selberg’s classical result [53] that there are \(\gg T \log T\) zeros \(\frac{1}{2} + i\gamma\) of \(\zeta(s)\) for which \(0 < \gamma \leq T\). From the Riemann–von Mangoldt formula (1.3) it follows that, up to the value of the \(-\)-constant, Selberg’s result on \(\zeta(s)\) is best possible. There are certainly \(\ll T \log T\) zeros \(\frac{1}{2} + i\gamma\) of \(f(s)\) for which \(0 < \gamma \leq T\) and it may be that almost all of them lie on the critical line \(\sigma = 1/2\), although this has not been proved yet. The Davenport-Heilbronn zeta-function is not the only example of a zeta-function that exhibits the phenomena described above, and many so-called Epstein zeta-functions also have complex zeros off their respective critical lines (see the paper of E. Bombieri and D. Hejhal [5] for some interesting results).

What is the most important difference between \(\zeta(s)\) and \(f(s)\) which is accountable for the difference of distribution of zeros of the two functions, which occurs at least in the region \(\sigma > 1\)? It is most likely that the answer is the lack of the Euler product for \(f(s)\), similar to the one in (1.1) for \(\zeta(s)\). But \(f(s)\) can be written as a linear combination of two \(L\)-functions which have Euler products (with a common factor) and this fact plays the crucial rôle in Karatsuba’s proof of the lower bound result for the number of zeros of \(f(s)\).
In any case one can argue that it may likely happen that the influence of the Euler product for \( \zeta(s) \) will not extend all the way to the line \( \sigma = 1/2 \). In other words, the existence of zeta-functions such as \( f(s) \), which share many common properties with \( \zeta(s) \), but which have infinitely many zeros off the critical line, certainly disfavours the RH.

Perhaps one should at this point mention the Selberg zeta-function \( \mathcal{Z}(s) \) (see [55]). This is an entire function which enjoys several common properties with \( \zeta(s) \), like the functional equation and the Euler product. For \( \mathcal{Z}(s) \) the corresponding analogue of the RH is true, but it should be stressed that \( \mathcal{Z}(s) \) is not a classical Dirichlet series. Its Euler product

\[
\mathcal{Z}(s) = \prod_{\{P_0\}} \prod_{k=0}^{\infty} (1 - N(P_0)^{-s-k}) \quad (\Re s > 1)
\]

is not a product over the rational primes, but over norms of certain conjugacy classes of groups. Also \( \mathcal{Z}(s) \) is an entire function of order 2, while \((s - 1)\zeta(s)\) is an entire function of order 1. For these reasons \( \mathcal{Z}(s) \) cannot be compared too closely to \( \zeta(s) \).

4. Mean value formulas on the critical line

For \( k \geq 1 \) a fixed integer, let us write the \( 2k \)-th moment of \(|\zeta(\frac{1}{2} + it)|\) as

\[
\int_0^T |\zeta(\frac{1}{2} + it)|^{2k} \, dt = T P_{2k}(\log T) + E_k(T),
\]

where for some suitable coefficients \( a_{j,k} \) one has

\[
P_{2k}(y) = \sum_{j=0}^{k^2} a_{j,k} y^j.
\]

An extensive literature exists on \( E_k(T) \), especially on \( E_1(T) \equiv E(T) \) (see F.V. Atkinson’s classical paper [2]), and the reader is referred to [20] for a comprehensive account. It is known that

\[
P_1(y) = y + 2C_0 - 1 - \log(2\pi),
\]

and \( P_4(y) \) is a quartic polynomial whose leading coefficient equals \( 1/(2\pi^2) \) (see [22] for an explicit evaluation of its coefficients). One hopes that

\[
E_k(T) = o(T) \quad (T \to \infty)
\]

will hold for each fixed integer \( k \geq 1 \), but so far this is known to be true only in the cases \( k = 1 \) and \( k = 2 \), when \( E_k(T) \) is a true error term in the asymptotic formula (4.1). In fact heretofore it has not been clear how to define properly (even on heuristic grounds) the values of \( a_{j,k} \) in (4.2) for \( k \geq 3 \) (see [24] for an extensive discussion concerning the case \( k = 3 \)). The connection between \( E_k(T) \) and the RH is indirect, namely there is a connection with the Lindelöf hypothesis (LH for short). The LH is also a famous unsettled problem, and it states that

\[
\zeta(\frac{1}{2} + it) \ll_{\varepsilon} t^\varepsilon
\]

for any given \( \varepsilon > 0 \) and \( t \geq t_0 > 0 \) (since \( \overline{\zeta(\frac{1}{2} + it)} = \zeta(\frac{1}{2} - it) \), \( t \) may be assumed to be positive). It is well-known (see [61] for a proof) that the RH implies

\[
\zeta(\frac{1}{2} + it) \ll \exp\left(\frac{A \log t}{\log \log t}\right) \quad (A > 0, \ t \geq t_0),
\]
so that obviously the RH implies the LH. In the other direction it is unknown whether the LH (or (4.5)) implies the RH. However, it is known that the LH has considerable influence on the distribution of zeros of $\zeta(s)$. If $N(\sigma,T)$ denotes the number of zeros $\rho = \beta + i\gamma$ of $\zeta(s)$ for which $\sigma \leq \beta$ and $|\gamma| \leq T$, then it is known (see Ch. 11 of [16]), that the LH implies that $N(\sigma,T) \ll T^{2-2\sigma+\varepsilon}$ for $1/2 \leq \sigma \leq 1$ (this is a form of the density hypothesis) and $N(\frac{3}{4} + \delta,T) \ll T^\varepsilon$, where $\varepsilon = \varepsilon(\delta)$ may be arbitrarily small for any $0 < \delta < \frac{1}{4}$.

The best unconditional bound for the order of $\zeta(s)$ on the critical line, known at the time of the writing of this text is

\begin{equation}
\zeta\left(\frac{1}{2} + it\right) \ll_{\varepsilon} T^{\varepsilon} \log T
\end{equation}

with $c = 89/570 = 0.15614 \ldots$. This is due to M.N. Huxley [13], and represents the last in a long series of improvements over the past 80 years. The result is obtained by intricate estimates of exponential sums of the type $\sum_{N < n \leq 2N} n^it \quad (N \ll \sqrt{T})$, and the value $c = 0.15$ appears to be the limit of the method.

Estimates for $E_k(T)$ in (4.1) (both pointwise and in the mean sense) have many applications. From the knowledge about the order of $E_k(T)$ one can deduce a bound for $\zeta\left(\frac{1}{2} + iT\right)$ via the estimate

\begin{equation}
\zeta\left(\frac{1}{2} + iT\right) \ll (\log T)^{(k^2+1)/(2k)} + \left(\log T \max_{t \in [T-1,T+1]} |E_k(t)|\right)^{1/(2k)},
\end{equation}

which is Lemma 4.2 of [20]. Thus the best known upper bound

\begin{equation}
E(T) = E_1(T) \ll T^{72/227} (\log T)^{679/227}
\end{equation}

of M.N. Huxley [14] yields (4.6) with $c = 36/227 = 0.15859 \ldots$. Similarly the sharpest known bound

\begin{equation}
E_2(T) \ll T^{2/3} \log^C T \quad (C > 0)
\end{equation}

of Y. Motohashi and the author (see [20], [26], [28]) yields (4.6) with the classical value $c = 1/6$ of Hardy and Littlewood. Since the difficulties in evaluating the left-hand side of (4.1) greatly increase as $k$ increases, it is reasonable to expect that the best estimate for $\zeta\left(\frac{1}{2} + iT\right)$ that one can get from (4.7) will be when $k = 1$.

The LH is equivalent to the bound

\begin{equation}
\int_0^T |\zeta\left(\frac{1}{2} + it\right)|^{2k} \, dt \ll_{k,\varepsilon} T^{1+\varepsilon}
\end{equation}

for any $k \geq 1$ and any $\varepsilon > 0$, which in turn is the same as

\begin{equation}
E_k(T) \ll_{k,\varepsilon} T^{1+\varepsilon}.
\end{equation}

The enormous difficulty in settling the truth of the LH, and so a fortiori of the RH, is best reflected in the relatively modest upper bounds for the integrals in (4.10) (see Ch. 8 of [16] for sharpest known results). On the other hand, we have $\Omega$-results in the case $k = 1, 2$, which show that $E_1(T)$ and $E_2(T)$ cannot be always small. Thus J.L. Hafner and the author [11], [12] proved that

\begin{equation}
E_1(T) = \Omega_+ \left( (T \log T)^{\frac{1}{4}} (\log \log T)^{\frac{3+\log 4}{4}} e^{-C\sqrt{\log \log \log T}} \right)
\end{equation}

and

\begin{equation}
E_1(T) = \Omega_- \left( T^{\frac{1}{4}} \exp \left( \frac{D(\log \log T)^{\frac{1}{4}}}{(\log \log T)^{\frac{1}{4}}} \right) \right)
\end{equation}
for some absolute constants $C, D > 0$. Moreover the author [19] proved that there exist constants $A, B > 0$ such that, for $T \geq T_0$, every interval $[T, T + B\sqrt{T}]$ contains points $t_1, t_2$ for which

$$E_1(t_1) > At_1^{1/4}, \quad E_1(t_2) < -At_2^{1/4}.$$  

Numerical investigations concerning $E_1(T)$ were carried out by H.J.J. te Riele and the author [29].

The $\Omega$–result

\begin{equation}
E_2(T) = \Omega(\sqrt{T})
\end{equation}

(meaning $\lim_{T \to \infty} E_2(T)T^{-1/2} \neq 0$) was proved by Y. Motohashi and the author (see [26], [28] and Ch. 5 of [20]). The method of proof involved differences of values of the functions $E_2(T)$, so that (4.14) was the limit of the method. The basis of this, as well of other recent investigations involving $E_2(T)$, is Y. Motohashi’s fundamental explicit formula for

\begin{equation}
(\Delta \sqrt{T})^{-1} \int_{-\infty}^{\infty} |\zeta(\frac{1}{2} + it + iT)|^4 e^{-(t/\Delta)^2} \, dt \quad (\Delta > 0),
\end{equation}

obtained by deep methods involving spectral theory of the non-Euclidean Laplacian (see [40], [41], [43], [63] and Ch. 5 of [16]). On p. 310 of [20] it was pointed out that a stronger result than (4.14), namely

$$\limsup_{T \to \infty} |E_2(T)|T^{-1/2} = +\infty$$

follows if certain quantities connected with the discrete spectrum of the non-Euclidean Laplacian are linearly independent over the integers. Y. Motohashi [42] recently unconditionally improved (4.14) by showing that

\begin{equation}
E_2(T) = \Omega_{\pm}(\sqrt{T})
\end{equation}

holds. Namely he proved that the function

$$Z_2(\xi) := \int_1^{\infty} |\zeta(\frac{1}{2} + it)|^4 t^{-\xi} \, dt,$$

defined initially as a function of the complex variable $\xi$ for $\Re\xi > 1$, is meromorphic over the whole complex plane. In the half-plane $\Re\xi > 0$ it has a pole of order five at $\xi = 1$, infinitely many simple poles of the form $\frac{1}{2} \pm \kappa i$, while the remaining poles for $\Re\xi > 0$ are of the form $\rho/2, \zeta(\rho) = 0$. Here $\kappa^2 + \frac{1}{4}$ is in the discrete spectrum of the non-Euclidean Laplacian with respect to the full modular group. By using (4.1) and integration by parts it follows that

\begin{equation}
Z_2(\xi) = C + \xi \int_1^{\infty} P_t(\log t)t^{-\xi} \, dt + \xi \int_1^{\infty} E_2(t)t^{-\xi-1} \, dt
\end{equation}

with a suitable constant $C$, where the integrals are certainly absolutely convergent for $\Re\xi > 1$ (actually the second for $\Re\xi > 1/2$ in view of (4.20)). Now (4.16) is an immediate consequence of (4.17) and the following version of a classical result of E. Landau (see [1] for a proof).

**Proposition 2.** Let $g(x)$ be a continuous function such that

$$G(\xi) := \int_1^{\infty} g(x)x^{-\xi-1} \, dx$$

converges absolutely for some $\xi$. Let us suppose that $G(\xi)$ admits analytic continuation to a domain including the half-line $[\sigma, \infty)$, while it has a simple pole at $\xi = \sigma + i\delta$ ($\delta \neq 0$), with residue $\gamma$. Then

$$\limsup_{x \to \infty} g(x)x^{-\sigma} \geq |\gamma|, \quad \liminf_{x \to \infty} g(x)x^{-\sigma} \leq -|\gamma|.$$
It should be pointed out that (4.14) shows that the well-known analogy between $E_1(T)$ and $\Delta_2(x)$ ( = $\Delta(x)$, the error term in the formula for $\sum_{n \leq x} d(n)$), which is discussed e.g., in Ch. 15 of [16], cannot be extended to general $E_k(T)$ and $\Delta_k(x)$. The latter function denotes the error term in the asymptotic formula for $\sum_{n \leq x} d_k(n)$, where $d_k(n)$ is the general divisor function generated by $\zeta^k(s)$. The LH is equivalent to either $\alpha_k \leq 1/2$ ($k \geq 2$) or $\beta_k = (k - 1)/(2k)$ ($k \geq 2$), where $\alpha_k$ and $\beta_k$ are the infima of the numbers $a_k$ and $b_k$ for which

$$\Delta_k(x) \ll x^{a_k}, \quad \int_1^x \Delta_k^2(y) \, dy \ll x^{b_k}$$

hold, respectively. We know that $\beta_k = (k - 1)/(2k)$ for $k = 2, 3, 4$, and it is generally conjectured that $\alpha_k = \beta_k = (k - 1)/(2k)$ for any $k$. At first I thought that, analogously to the conjecture for $\alpha_k$ and $\beta_k$, the upper bound for general $E_k(T)$ should be of such a form as to yield the LH when $k \rightarrow \infty$, but in view of (4.14) I am certain that this cannot be the case.

It may be asked then how do the $\Omega$-results for $E_1(T)$ and $E_2(T)$ affect the LH, and thus indirectly the RH? A reasonable conjecture is that these $\Omega$-results lie fairly close to the truth, in other words that

$$E_k(T) = O_{k, \varepsilon}(T^{4/3 + \varepsilon})$$

(4.18)

holds for $k = 1, 2$. This view is suggested by estimates in the mean for the functions in question. Namely the author [15] proved that

$$\int_1^T |E_1(t)|^A \, dt \ll_{\sigma} T^{1+\frac{4}{3}+\varepsilon} \quad (0 \leq A \leq \frac{35}{4}),$$

(4.19)

and the range for $A$ for which (4.19) holds can be slightly increased by using the best known estimate (4.6) in the course of the proof. Also Y. Motohashi and the author [27], [28] proved that

$$\int_0^T E_2(t) \, dt \ll T^{3/2}, \quad \int_0^T E_2^2(t) \, dt \ll T^2 \log^C T \quad (C > 0).$$

(4.20)

The bounds (4.19) and (4.20) show indeed that, in the mean sense, the bound (4.18) does hold when $k = 1, 2$. Curiously enough, it does not seem possible to show that the RH implies (4.18) for $k \leq 3$. If (4.18) holds for any $k$, then in view of (4.7) we would obtain (4.6) with the hitherto sharpest bound $c \leq 1/8$, or equivalently $\mu(1/2) \leq 1/8$, where for any real $\sigma$ one defines

$$\mu(\sigma) = \limsup_{t \rightarrow \infty} \frac{\log |\zeta(\sigma + it)|}{\log t},$$

and it will be clear from the context that no confusion can arise with the M"{o}bius function. What can one expect about the order of magnitude of $E_k(T)$ for $k \geq 3$? It was already mentioned that the structure of $E_k(T)$ becomes increasingly complex as $k$ increases. Thus we should not expect a smaller exponent than $k/4$ in (4.18) for $k \geq 3$, as it would by (4.7) yield a result of the type $\mu(1/2) < 1/8$, which in view of the $\Omega$-results is not obtainable from (4.18) when $k = 1, 2$. Hence by analogy with the cases $k = 1, 2$ one would be led to conjecture that

$$E_k(T) = \Omega(T^{k/4})$$

(4.21)

holds for any fixed $k \geq 1$. But already for $k = 5$ (4.21) yields, in view of (4.1),

$$\int_0^T |\zeta(\frac{1}{2} + it)|^{10} \, dt = \Omega_+(T^{5/4}),$$

(4.22)
On some reasons for doubting the Riemann hypothesis

which contradicts (4.10), thereby disproving both the LH and the RH. It would be of great interest to obtain
more detailed information on $E_k(T)$ in the cases when $k = 3$ and especially when $k = 4$, as the latter
probably represents a turning point in the asymptotic behaviour of mean values of $|ζ(\frac{1}{2} + it)|$. Namely the
above phenomenon strongly suggests that either the LH fails, or the shape of the asymptotic formula for the
left-hand side of (4.1) changes (in a yet completely unknown way) when $k = 4$. In [24] the author proved
that $E_3(T) \ll T^{1+\varepsilon}$ conditionally, that is, provided that a certain conjecture involving the ternary additive
divisor problem holds. Y. Motohashi ([40], p. 339, and [42]) proposes, on heuristic grounds based on analogy
with explicit formulas known in the cases $k = 1, 2$, a formula for the analogue of (4.15) for the sixth moment,
and also conjectures (4.21) for $k = 3$. Concerning the eighth moment, it should be mentioned that N.V.
Kuznetsov [33] had an interesting approach based on applications of spectral theory, but unfortunately his
proof of

\[
\int_0^T |ζ(\frac{1}{2} + it)|^8 \, dt \ll T \log^C T
\]

had several gaps (see the author’s review in Zbl. 745.11040 and the Addendum of Y. Motohashi [40]), so
that (4.23) is still a conjecture. If (4.23) is true, then one must have $C \geq 16$ in (4.23), since by a result of
K. Ramachandra (see [16] and [48]) one has, for any rational number $k \geq 0$,

\[
\int_0^T |ζ(\frac{1}{2} + it)|^{2k} \, dt \gg k (\log T)^k.
\]

The LH (see [61]) is equivalent to the statement that $μ(σ) = 1/2 - σ$ for $σ < 1/2$, and $μ(σ) = 0$ for
$σ \geq 1/2$. If the LH is not true, what would then the graph of $μ(σ)$ look like? If the LH fails, it is most likely
that $μ(1/2) = 1/8$ is true. Since $μ(σ)$ is (unconditionally) a non-increasing, convex function of $σ$,

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & (σ \leq 0), \\
\frac{3}{8} - \frac{σ}{2} & \frac{1}{4} \leq σ < \frac{3}{4}, \\
0 & σ \geq \frac{3}{4}, 
\end{cases}
\]

and by the functional equation one has $μ(σ) = \frac{1}{2} - σ + μ(1 - σ)$ ($0 < σ < 1$), perhaps one would have

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & σ \leq \frac{1}{4}, \\
\frac{2 - 3σ}{4} & 0 < σ < \frac{1}{2}, \\
\frac{(1-σ)}{4} & \frac{1}{2} \leq σ \leq 1, \\
0 & σ > 1.
\end{cases}
\]

A third candidate is

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & σ \leq 0, \\
\frac{1}{2}(1-σ)^2 & 0 < σ < 1, \\
0 & σ \geq 1,
\end{cases}
\]

which contradicts (4.10), thereby disproving both the LH and the RH. It would be of great interest to obtain
more detailed information on $E_k(T)$ in the cases when $k = 3$ and especially when $k = 4$, as the latter
probably represents a turning point in the asymptotic behaviour of mean values of $|ζ(\frac{1}{2} + it)|$. Namely the
above phenomenon strongly suggests that either the LH fails, or the shape of the asymptotic formula for the
left-hand side of (4.1) changes (in a yet completely unknown way) when $k = 4$. In [24] the author proved
that $E_3(T) \ll T^{1+\varepsilon}$ conditionally, that is, provided that a certain conjecture involving the ternary additive
divisor problem holds. Y. Motohashi ([40], p. 339, and [42]) proposes, on heuristic grounds based on analogy
with explicit formulas known in the cases $k = 1, 2$, a formula for the analogue of (4.15) for the sixth moment,
and also conjectures (4.21) for $k = 3$. Concerning the eighth moment, it should be mentioned that N.V.
Kuznetsov [33] had an interesting approach based on applications of spectral theory, but unfortunately his
proof of

\[
\int_0^T |ζ(\frac{1}{2} + it)|^8 \, dt \ll T \log^C T
\]

had several gaps (see the author’s review in Zbl. 745.11040 and the Addendum of Y. Motohashi [40]), so
that (4.23) is still a conjecture. If (4.23) is true, then one must have $C \geq 16$ in (4.23), since by a result of
K. Ramachandra (see [16] and [48]) one has, for any rational number $k \geq 0$,

\[
\int_0^T |ζ(\frac{1}{2} + it)|^{2k} \, dt \gg k (\log T)^k.
\]

The LH (see [61]) is equivalent to the statement that $μ(σ) = 1/2 - σ$ for $σ < 1/2$, and $μ(σ) = 0$ for
$σ \geq 1/2$. If the LH is not true, what would then the graph of $μ(σ)$ look like? If the LH fails, it is most likely
that $μ(1/2) = 1/8$ is true. Since $μ(σ)$ is (unconditionally) a non-increasing, convex function of $σ$,

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & (σ \leq 0), \\
\frac{3}{8} - \frac{σ}{2} & \frac{1}{4} \leq σ < \frac{3}{4}, \\
0 & σ \geq \frac{3}{4}, 
\end{cases}
\]

and by the functional equation one has $μ(σ) = \frac{1}{2} - σ + μ(1 - σ)$ ($0 < σ < 1$), perhaps one would have

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & σ \leq \frac{1}{4}, \\
\frac{2 - 3σ}{4} & 0 < σ < \frac{1}{2}, \\
\frac{(1-σ)}{4} & \frac{1}{2} \leq σ \leq 1, \\
0 & σ > 1.
\end{cases}
\]

A third candidate is

\[
μ(σ) = \begin{cases} 
\frac{1}{2} - σ & σ \leq 0, \\
\frac{1}{2}(1-σ)^2 & 0 < σ < 1, \\
0 & σ \geq 1,
\end{cases}
\]
which is a quadratic function of $\sigma$ in the critical strip. Note that (4.26) sharpens (4.25) for $0 < \sigma < 1$, except when $\sigma = 1/2$, when (4.24)–(4.26) all yield $\mu(\sigma) = 1/8$. So far no exact value of $\mu(\sigma)$ is known when $\sigma$ lies in the critical strip $0 < \sigma < 1$.

5. Large values on the critical line

One thing that has constantly made the author skeptical about the truth of the RH is: How to draw the graph of $Z(t)$ when $t$ is large? By this the following is meant. R. Balasubramanian and K. Ramachandra (see [3], [4], [48], [49]) proved unconditionally that

$$(5.1) \quad \max_{T \leq t \leq T + H} |\zeta(1/2 + it)| > \exp \left(\frac{3}{4} \left(\frac{\log H}{\log \log H}\right)^{1/2}\right)$$

for $T \geq T_0$ and $\log \log T \ll H \leq T$, and probably on the RH this can be further improved (but no results seem to exist yet). Anyway (5.1) shows that $|Z(t)|$ assumes large values relatively often. On the other hand, on the RH one expects that the bound in (1.11) can be also further reduced, very likely (see [46]) to

$$(5.2) \quad S(T) \ll_{\varepsilon} (\log T)^{1/2 + \varepsilon}.$$

Namely, on the RH, H.L. Montgomery [39] proved that

$$S(T) = \Omega_{\pm}\left((\frac{\log T}{\log \log T})^{1/2}\right),$$

which is in accord with (5.2). K.-M. Tsang [59], improving a classical result of A. Selberg [54], has shown that one has unconditionally

$$S(T) = \Omega_{\pm}\left((\frac{\log T}{\log \log T})^{1/3}\right).$$

Also K.-M. Tsang [60] proved that (unconditionally; $\pm$ means that the result holds both with the $+$ and the $-$ sign)

$$\left(\sup_{T \leq t \leq 2T} \log |\zeta(1/2 + it)|\right)\left(\sup_{T \leq t \leq 2T} \pm S(t)\right) \gg \frac{\log T}{\log \log T},$$

which shows that either $|\zeta(1/2 + it)|$ or $|S(t)|$ must assume large values in $[T, 2T]$. It may be pointed out that the calculations relating to the values of $S(T)$ (see e.g., [45], [46]) show that all known values of $S(T)$ are relatively small. In other words they are not anywhere near the values predicted by the above $\Omega$–results, which is one more reason that supports the view that the values for which $\zeta(s)$ will exhibit its true asymptotic behaviour must be really very large.

If on the RH (5.2) is true, then clearly (1.12) can be improved to

$$(5.3) \quad \gamma_{n+1} - \gamma_n \ll_{\varepsilon} (\log \gamma_n)^{\varepsilon^{-1/2}}.$$

This means that, as $n \to \infty$, the gap between the consecutive zeros of $Z(t)$ tends to zero not so slowly. Now take $H = T$ in (5.1), and let $t_0$ be the point in $[T, 2T]$ where the maximum in (5.1) is attained. This point falls into an interval of length $\ll (\log T)^{\varepsilon^{-1/2}}$ between two consecutive zeros, so that in the vicinity of $t_0$ the function $Z(t)$ must have very large oscillations, which will be carried over to $Z'(t), Z''(t), \ldots$ etc. For example, for $T = 10^{5000}$ we shall have

$$(5.4) \quad |Z(t_0)| > 2.68 \times 10^{11},$$

while $(\log T)^{-1/2} = 0.00932 \ldots$, which shows how large the oscillations of $Z(t)$ near $t_0$ will be. Moreover, M. Jutila [30] unconditionally proved the following
Proposition 3. There exist positive constants \( a_1, a_2 \) and \( a_3 \) such that, for \( T \geq 10 \), we have
\[
\exp(a_1 (\log \log T)^{1/2}) \leq |Z(t)| \leq \exp(a_2 (\log \log T)^{1/2})
\]
in a subset of measure at least \( a_3 T \) of the interval \([0, T] \).

For \( T = 10^{5000} \) one has \( e^{(\log \log T)^{1/2}} = 21.28446 \ldots \), and Proposition 3 shows that relatively large values of \( |Z(t)| \) are plentiful, and in the vicinity of the respective \( t \)'s again \( Z(t) \) (and its derivatives) must oscillate a lot. The RH and (5.3) imply that, as \( t \to \infty \), the graph of \( Z(t) \) will consist of tightly packed spikes, which will be more and more condensed as \( t \) increases, with larger and large oscillations. This I find hardly conceivable. Of course, it could happen that the RH is true and that (5.3) is not.

6. A class of convolution functions

It does not appear easy to put the discussion of Section 5 into a quantitative form. We shall follow now the method developed by the author in [21] and [23] and try to make a self-contained presentation, resulting in the proof of Theorem 1 (Sec. 8) and Theorem 2 (Sec. 9). The basic idea is to connect the order of \( Z(t) \) with the distribution of its zeros and the order of its derivatives (see (7.5)). However it turned out that if one works directly with \( Z(t) \), then one encounters several difficulties. One is that we do not know yet whether the zeros of \( Z(t) \) are all distinct (simple), even on the RH (which implies by (1.11) only the fairly weak bound that the multiplicities of zeros up to height \( T \) are \( \ll \log T / \log \log T \)). This difficulty is technical, and we may bypass it by using a suitable form of divided differences from Numerical analysis, as will be shown a little later in Section 7. A.A. Lavrik [34] proved the useful result that, uniformly for \( 0 \leq k \leq \frac{1}{2} \log t \), one has
\[
Z^{(k)}(t) = 2 \sum_{n \leq (t/2\pi)^{1/2}} n^{-1/2} \left( \log \frac{t/2\pi}{n} \right)^{1/2} \cos \left( t \log \frac{t/2\pi}{n} - \frac{t}{2} - \frac{\pi k}{2} \right) + O \left( t^{-1/4} (\log \log t)^{k+1} \right).
\]
The range for which (6.1) holds is large, but it is difficult to obtain good uniform bounds for \( Z^{(k)}(t) \) from (6.1). To overcome this obstacle the author introduced in [21] the class of convolution functions
\[
M_{Z,f}(t) := \int_{-\infty}^{\infty} Z(t-x) f_G(x) \, dx = \int_{-\infty}^{\infty} Z(t+x) f\left(\frac{x}{G}\right) \, dx,
\]
where \( G > 0, f_G(x) = f(x/G) \), and \( f(x) \geq 0 \) is an even function belonging to the class of smooth \( (C^\infty) \) functions \( f(x) \) called \( S_\alpha^\beta \) by Gel’fand and Shilov [9]. The functions \( f(x) \) satisfy for any real \( x \) the inequalities
\[
|x^k f^{(q)}(x)| \leq CA^kB^q k^{\alpha} q^{q\beta} \quad (k, q = 0, 1, 2, \ldots)
\]
with suitable constants \( A, B, C > 0 \) depending on \( f \) alone. For \( \alpha = 0 \) it follows that \( f(x) \) is of bounded support, namely it vanishes for \( |x| \geq A \). For \( \alpha > 0 \) the condition (6.3) is equivalent (see [9]) to the condition
\[
|f^{(q)}(x)| \leq CB^q q^{q\beta} \exp(-a|x|^{1/\alpha}) \quad (a = \alpha/(eA^{1/\alpha}))
\]
for all \( x \) and \( q \geq 0 \). We shall denote by \( E_\alpha^\beta \) the subclass of \( S_\alpha^\beta \) with \( \alpha > 0 \) consisting of even functions \( f(x) \) such that \( f(x) \) is not the zero-function. It is shown in [9] that \( S_\alpha^\beta \) is non-empty if \( \beta \geq 0 \) and \( \alpha + \beta \geq 1 \). If these conditions hold then \( E_\alpha^\beta \) is also non-empty, since \( f(-x) \in S_\alpha^\beta \) if \( f(x) \in S_\alpha^\beta \), and \( f(x) + f(-x) \) is always even.

One of the main properties of the convolution function \( M_{Z,f}(t) \), which follows by \( k \)-fold integration by parts from (6.2), is that for any integer \( k \geq 0 \)
\[
M_{Z,f}^{(k)}(t) = M_{Z,kf}(t) = \int_{-\infty}^{\infty} Z^{(k)}(t+x) f\left(\frac{x}{G}\right) \, dx = \left(\frac{-1}{G}\right)^k \int_{-\infty}^{\infty} Z(t+x) f^{(k)}\left(\frac{x}{G}\right) \, dx.
\]
This relation shows that the order of $M^{(k)}$ depends only on the orders of $Z$ and $f^{(k)}$, and the latter is by (6.4) of exponential decay, which is very useful in dealing with convergence problems etc. The salient point of our approach is that the difficulties inherent in the distribution of zeros of $Z(t)$ are transposed to the distribution of zeros of $M_{Z,f}(t)$, and for the latter function (6.5) provides good uniform control of its derivatives.

Several analogies between $Z(t)$ and $M_{Z,f}(t)$ are established in [21], especially in connection with mean values and the distribution of their respective zeros. We shall retain here the notation introduced in [21], so that $N_M(T)$ denotes the number of zeros of $M_{Z,f}(t)$ in $(0, T]$, with multiplicities counted. If $f(x) \in E^2_\alpha$, $f(x) \geq 0$ and $G = \delta / \log(T/(2\pi))$ with suitable $\delta > 0$, then Theorem 4 of [21] says that

\[ N_M(T + V) - N_M(T - V) \gg \frac{V}{\log T}, \quad V = T^\epsilon + \epsilon, \quad c = 0.329021 \ldots, \]

for any given $\epsilon > 0$. The nonnegativity of $f(x)$ was needed in the proof of this result. For the function $Z(t)$ the analogous result is that

\[ N_0(T + V) - N_0(T - V) \gg V \log T, \quad V = T^\epsilon + \epsilon, \quad c = 0.329021 \ldots, \]

where as usual $N_0(T)$ denotes the number of zeros of $Z(t)$ (or of $\zeta(1/2 + it)$) in $(0, T]$, with multiplicities counted. Thus the fundamental problem in the theory of $\zeta(s)$ is to estimate $N(T) - N_0(T)$, and the RH may be reformulated as $N(T) = N_0(T)$ for $T > 0$. The bound (6.7) was proved by A.A. Karatsuba (see [32] for a detailed account). As explained in [21], the bound (6.6) probably falls short (by a factor of $\log^2 T$) from the expected (true) order of magnitude for the number of zeros of $M_{Z,f}(t)$ in $[T - V, T + V]$. This is due to the method of proof of (6.6), which is not as strong as the classical method of A. Selberg [54] (see also Ch. 10 of [61]). The function $N_M(T)$ seems much more difficult to handle than $N_0(T)$ or $N(T)$. The latter can be conveniently expressed (see [16] or [61]) by means of a complex integral from which one infers then (1.3) with the bound (1.4). I was unable to find an analogue of the integral representation for $N_M(T)$. Note that the bound on the right-hand side of (6.7) is actually of the best possible order of magnitude.

In the sequel we shall need the following technical result, which we state as

**Lemma 1.** If $L = (\log T)^{1/4 + \epsilon}, P = \sqrt{T/2\pi}, 0 < G < 1, L \ll V \leq T^\frac{1}{4}, f(x) \in E^2_\alpha$, then

\[ \int_{T - V L}^{T + V L} |M_{Z,f}(t)| e^{-((T-t)^2V^{-2})} \ dt \geq GV\{\hat{f}\left(\frac{G}{2\pi}\log P\right) + O(T^{-1/4} + V^2T^{-3/4}L^2)\}. \]

**Proof.** In (6.8) $\hat{f}(x)$ denotes the Fourier transform of $f(x)$, namely

\[ \hat{f}(x) = \int_{-\infty}^{\infty} f(u) e^{2\pi i xu} du = \int_{-\infty}^{\infty} f(u) \cos(2\pi xu) \ du + i \int_{-\infty}^{\infty} f(u) \sin(2\pi xu) \ du = \int_{-\infty}^{\infty} f(u) \cos(2\pi xu) \ du \]

since $f(x)$ is even. From the Riemann–Siegel formula (1.13) we have, if $|T-t| \leq VL$ and $|x| \leq \log^C T$ ($C > 0$),

\[ Z(t + x) = 2 \sum_{n \leq P} n^{-1/2} \cos \left( (t + x) \log \frac{(t + x)/(2\pi))^{1/2}}{n} - \frac{t + x}{2} - \frac{\pi}{8} \right) + O(T^{-1/4}). \]

Simplifying the argument of the cosine by Taylor’s formula it follows that

\[ Z(t + x) = 2 \sum_{n \leq P} n^{-1/2} \cos \left( (t + x) \log \frac{P}{n} - \frac{T}{2} - \frac{\pi}{8} \right) + O(T^{-1/4} + V^2T^{-3/4}L^2). \]
Hence from (6.2) and (6.9) we have, since

\[ \cos(\alpha + \beta) = \cos \alpha \cos \beta - \sin \alpha \sin \beta \]

and \( f(x) \) is even,

\[
M_{Z,f}(t) = 2G \sum_{n \leq P} n^{-1/2} \cos(t \log \frac{P}{n} - \frac{T}{2} - \frac{\pi}{8}) \int_{-\infty}^{\infty} f(x) \cos(Gx \log \frac{P}{n}) \, dx + O(GT^{-1/4} + GV^{2}T^{-3/4}L^{2})
\]

(6.10) \[ = 2G \sum_{n \leq P} n^{-1/2} \cos(t \log \frac{P}{n} - \frac{T}{2} - \frac{\pi}{8}) \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) + O(GT^{-1/4} + GV^{2}T^{-3/4}L^{2}). \]

Therefore we obtain from (6.10)

\[
\int_{-\infty}^{\infty} |M_{Z,f}(t)e^{-(T-t)^2V^{-2}} dt \geq GI + O(GVT^{-1/4} + GV^{3}T^{-3/4}L^{2}),
\]

say, where

\[
I := \int_{-\infty}^{\infty} \left| \sum_{n \leq P} n^{-1/2} \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) \left( \exp(it \log \frac{P}{n} - \frac{t}{2} - \frac{\pi}{8}) + \exp(-it \log \frac{P}{n} + \frac{t}{2} + \frac{i\pi}{8}) \right) \right| e^{-(T-t)^2V^{-2}} dt.
\]

By using the fact that \( |\exp(it \log P - \frac{t}{2} - \frac{i\pi}{8})| = 1 \) and the classical integral

\[
\int_{-\infty}^{\infty} \exp(Ax - Bx^2) \, dx = \sqrt{\frac{\pi}{B}} \exp\left(\frac{A^2}{4B}\right) \quad (\Re B > 0)
\]

we shall obtain

\[
I \geq |I_1 + I_2|,
\]

where

\[
I_1 = \int_{-\infty}^{\infty} \left| \sum_{n \leq P} n^{-1/2} \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) \exp(-it \log n - (T-t)^2V^{-2}) \right| dt
\]

\[
= \sum_{n \leq P} n^{-1/2} \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) \exp(-iT \log n) \int_{-V}^{V} \exp(-ix \log n - x^2V^{-2}) \, dx
\]

\[
= \sum_{n \leq P} n^{-1/2} \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) \left\{ \sqrt{\pi}V \exp(-iT \log n - \frac{1}{4}V^2 \log^2 n) + O(\exp(-\log^{1+2\epsilon} T)) \right\}
\]

\[
= \sqrt{\pi} V \hat{f}(\frac{G}{2\pi} \log P) + O(T^{-C})
\]

for any fixed \( C > 0 \). Similarly we find that

\[
I_2 = \int_{-\infty}^{\infty} \left| \sum_{n \leq P} n^{-1/2} \hat{f}(\frac{G}{2\pi} \log \frac{P}{n}) \exp(-it \log(\frac{T}{2\pi n}) + iT + \frac{\pi i}{4} - (T-t)^2V^{-2}) \right| dt =
\]
expression for the form of the mean value theorem from the differential calculus. This can be conveniently obtained from the regular function of the complex variable for a suitable closed contour where

\[ (7) \]

A comparison with (7.1) yields then the convolution functions again for any fixed \( C > 0 \), since \( \log \left( \frac{T}{2\pi n} \right) \geq \frac{T}{2\pi n} = \frac{1}{2} \log \left( \frac{T}{2\pi n} \right) \). From the above estimates (6.8) follows.

7. Technical preparation

In this section we shall lay the groundwork for the investigation of the distribution of zeros of \( Z(t) \) via the convolution functions \( M_{2,f}(t) \). To do this we shall first briefly outline a method based on a generalized form of the mean value theorem from the differential calculus. This can be conveniently obtained from the expression for the \( n \)-th divided difference associated to the function \( F(x) \), namely

\[ [x, x_1, x_2, \ldots, x_n] := \]

\[ \frac{F(x)}{(x-x_1)(x-x_2)\cdots(x-x_n)} + \frac{F(x_1)}{(x_1-x)(x-x_2)\cdots(x_1-x_n)} + \cdots + \frac{F(x_n)}{(x_n-x)(x_n-x_1)\cdots(x_n-x_{n-1})} \]

where \( x_i \neq x_j \) if \( i \neq j \), and \( F(t) \) is a real-valued function of the real variable \( t \). We have the representation

\[ (7.1) \]

\[ [x, x_1, x_2, \ldots, x_n] = \]

\[ \int_0^1 \int_0^t \cdots \int_0^{t_{n-1}} F^{(n)}(x_1 + (x_2-x_1)t_1 + \cdots + (x_n-x_{n-1})t_{n-1} + (x-x_n)t_n) \, dt_n \cdots dt_1 = \frac{F^{(n)}(\xi)}{n!} \]

if \( F(t) \in C^n[I], \xi = \xi(x, x_1, \ldots, x_n) \) and \( I \) is the smallest interval containing all the points \( x, x_1, \ldots, x_n \). If we suppose additionally that \( F(x_j) = 0 \) for \( j = 1, \ldots, n \), then on comparing the two expressions for \( [x, x_1, x_2, \ldots, x_n] \), it follows that

\[ (7.2) \]

\[ F(x) = (x-x_1)(x-x_2)\cdots(x-x_n) \frac{F^{(n)}(\xi)}{n!}, \]

where \( \xi = \xi(x) \) if we consider \( x_1, \ldots, x_n \) as fixed and \( x \) as a variable. The underlying idea is that, if the (distinct) zeros \( x_j \) of \( F(x) \) are sufficiently close to one another, then (7.2) may lead to a contradiction if \( F(x) \) is assumed to be large and one has good bounds for its derivatives.

To obtain the analogue of (7.2) when the points \( x_j \) are not necessarily distinct, note that if \( F(z) \) is a regular function of the complex variable \( z \) in a region which contains the distinct points \( x, x_1, \cdots, x_n \), then for a suitable closed contour \( C \) containing these points one obtains by the residue theorem

\[ [x, x_1, x_2, \cdots, x_n] = \frac{1}{2\pi i} \int_C \frac{F(z)}{(z-x)(z-x_1)\cdots(z-x_n)} \, dz. \]

A comparison with (7.1) yields then

\[ (7.3) \]

\[ \frac{1}{2\pi i} \int_C \frac{F(z)}{(z-x)(z-x_1)\cdots(z-x_n)} \, dz = \int_0^1 \int_0^{t_1} \cdots \int_0^{t_{n-1}} F^{(n)}(x_1 + (x_2-x_1)t_1 + \cdots + (x_n-x_{n-1})t_{n-1} + (x-x_n)t_n) \, dt_n \cdots dt_1. \]
Now (7.3) was derived on the assumption that the points $x, x_1, \cdots, x_n$ are distinct. But as both sides of (7.3) are regular functions of $x, x_1, \cdots, x_n$ in some region, this assumption may be dropped by analytic continuation. Thus let the points $x, x_1, \cdots, x_n$ coincide with the (distinct) points $z_k$, where the multiplicity of $z_k$ is denoted by $p_k; k = 0, 1, \cdots, \nu; \sum_{k=0}^{\nu} p_k = n + 1$. If we set

$$z_0 = x, \quad p_0 = 1, \quad Q(z) = \prod_{k=1}^{\nu} (z - z_k)^{p_k},$$

then the complex integral in (7.3) may be evaluated by the residue theorem (see Ch.1 of A.O. Gel’fond [10]). It equals

$$F(x) - \sum_{k=1}^{\nu} \sum_{m=0}^{p_k-1} \frac{F(p_k - m - 1)}{(p_k - m - 1)!} \cdot \frac{1}{(m - s)!} \cdot d^{m-s} \left( \frac{(z - z_k)^{p_k}}{Q(z)} \right) \bigg|_{z=z_k} \cdot (x - x_k)^{-s-1}. \tag{7.4}$$

If $x_1, x_2, \cdots, x_n$ are the zeros of $F(z)$, then $F(p_k - m - 1)(z_k) = 0$ for $k = 1, \cdots, \nu$ and $m = 0, \cdots, p_k - 1$, since $p_k$ is the multiplicity of (the zero) $z_k$. Hence if $F(x) \neq 0$, then on comparing (7.1), (7.3) and (7.4) one obtains

$$|F(x)| \leq \prod_{k=1}^{n} |x - x_k| \frac{|F^{(n)}(\xi)|}{n!} \quad (\xi = \xi(x)), \tag{7.5}$$

and of course (7.5) is trivial if $F(x) = 0$.

Now we shall apply (7.5) to $F(t) = M_{Z,f}(t)$, $f(x) \in E_0^\beta$, with $n$ replaced by $k$, to obtain

$$|M_{Z,f}(t)| \leq \prod_{t - H \leq \gamma \leq t + H} |\gamma - t| \frac{|M_{Z,f}^{(k)}(\gamma)|}{k!}, \tag{7.6}$$

where $\gamma$ denotes the zeros of $M_{Z,f}(t)$ in $[t - H, t + H], \tau = \tau(t, H) \in [t - H, t + H], |t - T| \leq T^{1/2 + \varepsilon}$ and $k = k(t, H)$ is the number of zeros of $M_{Z,f}(t)$ in $[t - H, t + H]$. We shall choose

$$H = A \frac{\log_3 T}{\log_2 T} \quad (\log_\tau T = \log(\log_{\tau-1} T), \log_1 T = \log T) \tag{7.7}$$

for a sufficiently large $A > 0$. One intuitively feels that, with a suitable choice (see (8.1) and (8.2)) of $G$ and $f$, the functions $N(T)$ and $N_M(T)$ will not differ by much. Thus we shall suppose that the analogues of (1.3) and (1.11) hold for $N_M(T)$, namely that

$$N_M(T) = T \frac{\log(\frac{T}{2\pi}) - \frac{T}{2\pi} + S_M(T) + O(1)}{2\pi} \tag{7.8}$$

with a continuous function $S_M(T)$ satisfying

$$S_M(T) = O\left(\frac{\log T}{\log \log T}\right), \tag{7.9}$$

although it is hard to imagine what should be the appropriate analogue for $S_M(T)$ of the defining relation $S(T) = \frac{1}{2} \arg \zeta(\frac{1}{2} + it)$ in (1.4). We also suppose that

$$\int_{T}^{T+U} (S_M(t + H) - S_M(t - H))^{2m} dt \ll U(\log(2 + H \log T))^{m} \tag{7.10}$$

holds for any fixed integer $m \geq 1, T^a < U \leq T, 1/2 < a \leq 1, 0 < H < 1$. Such a result holds unconditionally (even in the form of an asymptotic formula) if $S_M(T)$ is replaced by $S(T)$, as shown in the works of A. Fuji.
treated analogously, so we shall consider in detail only the latter. We have

\[ (7.10) \quad (T^a < U \leq T, \frac{1}{2} < a \leq 1). \]

If (7.8) holds, then

\[ (7.11) \quad \int_T^{T+U} (S_M(t) - S(t))^{2m} dt \ll U(\log \log T)^m \quad (T^a < U \leq T, \frac{1}{2} < a \leq 1). \]

If (7.8) holds, then

\[ (7.12) \quad k = N_M(t + H) - N_M(t - H) + O(1) \]

\[ = \frac{(t + H)}{2\pi} \log \frac{(t + H)}{2\pi} - \frac{t + H}{2\pi} - \frac{t - H}{2\pi} \log \frac{(t - H)}{2\pi} + \frac{t - H}{2\pi} + S_M(t + H) - S_M(t - H) + O(1) \]

\[ = \frac{H}{\pi} \log \frac{T}{2\pi} + S_M(t + H) - S_M(t - H) + O(1). \]

To bound from above the product in (7.6) we proceed as follows. First we have trivially

\[ \prod_{|\gamma - t| \leq 1/\log_2 T} |\gamma - t| \leq 1. \]

The remaining portions of the product with \( t - H \leq \gamma \leq t - 1/\log_2 T \) and \( t + 1/\log_2 T < \gamma \leq t + H \) are treated analogously, so we shall consider in detail only the latter. We have

\[ \log \left( \prod_{t + 1/\log_2 T \leq \gamma \leq t + H} |\gamma - t| \right) \]

\[ = \sum_{t + 1/\log_2 T \leq \gamma \leq t + H} \log(\gamma - t) = \int_{t + 1/\log_2 T}^{t + H} \log(u - t) dN_M(u) \]

\[ = \frac{1}{2\pi} \int_{t + 1/\log_2 T}^{t + H} \log(u - t) \log \left( \frac{u}{2\pi} \right) du + \int_{t + 1/\log_2 T}^{t + H} \log(u - t) d(S_M(u) + O(1)). \]

By using integration by parts and (7.9) it follows that

\[ \int_{t + 1/\log_2 T}^{t + H} \log(u - t) d(S_M(u) + O(1)) = O \left( \frac{\log T \log_3 T}{\log_2 T} \right) - \int_{t + 1/\log_2 T}^{t + H} \frac{S_M(u) + O(1)}{u - t} du \ll \frac{\log T \log_3 T}{\log_2 T}, \]

and we have

\[ \int_{t + 1/\log_2 T}^{t + H} \log(u - t) \log \left( \frac{u}{2\pi} \right) du = \frac{1}{2\pi} \log \left( \frac{T}{2\pi} \right) \cdot (1 + O(T^{\varepsilon - 1/2})) \int_{t + 1/\log_2 T}^{t + H} \log(u - t) du \]

\[ = \frac{1}{2\pi} \log \left( \frac{T}{2\pi} \right) \cdot \left( H \log H - H + O \left( \frac{\log_3 T}{\log_2 T} \right) \right). \]

By combining the above estimates we obtain

**Lemma 2.** Suppose that (7.8) and (7.9) hold. If \( \gamma \) denotes zeros of \( M_{Z,f}(t) \), \( H \) is given by (7.7) and \( |T - t| \leq T^{1/2 + \varepsilon} \), then

\[ (7.13) \quad \prod_{t - H \leq \gamma \leq t + H} |\gamma - t| \leq \exp \left\{ \frac{1}{\pi} \log \left( \frac{T}{2\pi} \right) \cdot \left( H \log H - H + O \left( \frac{\log_3 T}{\log_2 T} \right) \right) \right\}. \]
8. The asymptotic formula for the convolution function

In this section we shall prove a sharp asymptotic formula for \( M_{Z,f}(t) \), which is given by Theorem 1. This will hold if \( f(x) \) belongs to a specific subclass of functions from \( E_\alpha^0 \) (\( \alpha > 1 \) is fixed), and for such \( M_{Z,f}(t) \) we may hope that (7.8)–(7.11) will hold. To construct this subclass of functions first of all let \( \varphi(x) \geq 0 \) (but \( \varphi(x) \neq 0 \)) belong to \( E_\alpha^0 \). Such a choice is possible, since it is readily checked that \( f^2(x) \in S^{0}_\alpha \) if \( f(x) \in S^{\beta}_\alpha \), and trivially \( f^2(x) \geq 0 \). Thus \( \varphi(x) \) is of bounded support, so that \( \varphi(x) = 0 \) for \( |x| \geq a \) for some \( a > 0 \). We normalize \( \varphi(x) \) so that \( \int_{-\infty}^{\infty} \varphi(x) \, dx = 1 \), and for an arbitrary constant \( b > \max(1,a) \) we put

\[
\Phi(x) := \int_{x-b}^{x+b} \varphi(t) \, dt.
\]

Then \( 0 \leq \Phi(x) \leq 1 \), \( \Phi(x) \) is even (because \( \varphi(x) \) is even) and nonincreasing for \( x \geq 0 \), and

\[
\Phi(x) = \begin{cases} 
0 & \text{if } |x| \geq b + a, \\
1 & \text{if } |x| \leq b - a. 
\end{cases}
\]

One can also check that \( \varphi(x) \in S^{0}_\alpha \) implies that \( \Phi(x) \in S^{0}_\alpha \). Namely \( |x^k \Phi(x)| \leq (b + a)^k \), and for \( q \geq 1 \) one uses (6.3) (with \( k = 0, f^{(q)} \) replaced by \( \varphi^{(q-1)} \), \( (\alpha, \beta) = (0, \alpha) \)) to obtain

\[
|x^k \Phi^{(q)}(x)| \leq (b + a)^k |\Phi^{(q)}(x)| \leq (b + a)^k \left( |\varphi^{(q-1)}(x + b)| + |\varphi^{(q-1)}(x - b)| \right) 
\]

\[
\leq (b + a)^k 2CB\alpha(q - 1)(q - 1)\alpha \leq \frac{2C}{B}(b + a)^k B\alpha \rho \alpha,
\]

hence (6.3) will hold for \( \Phi \) in place of \( f \), with \( A = b + a \) and suitable \( C \). Let

\[
f(x) := \int_{-\infty}^{\infty} \Phi(u) e^{-2\pi i xu} \, du = \int_{-\infty}^{\infty} \Phi(u) \cos(2\pi xu) \, du.
\]

A fundamental property of the class \( S^{\beta}_\alpha \) (see [9]) is that \( \widehat{S^{\beta}_\alpha} = S^{\alpha}_\beta \), where in general \( \widehat{U} = \{ \widehat{f}(x) : f(x) \in U \} \). Thus \( f(x) \in S^{0}_\alpha \), \( f(x) \) is even (because \( \Phi(x) \) is even), and by the inverse Fourier transform we have \( \widehat{f}(x) = \Phi(x) \). The function \( f(x) \) is not necessarily nonnegative, but this property is not needed in the sequel.

Henceforth let

\[
(8.1) \quad G = \frac{\delta}{\log(\frac{T}{2\pi})} \quad (\delta > 0).
\]

In view of (1.3) it is seen that, on the RH, \( G \) is of the order of the average spacing between the zeros of \( Z(t) \). If \( f(x) \) is as above, then we have

**THEOREM 1.** For \( |t - T| \leq VL, L = \log^{\frac{1}{2} + \epsilon} T, \log^\epsilon T \leq V \leq \frac{T^\frac{1}{2}}{\log T}, 0 < \delta < 2\pi(b - a) \) and any fixed \( N \geq 1 \) we have

\[
(8.2) \quad M_{Z,f}(t) = G(Z(t) + O(T^{-N})).
\]

**Proof.** Observe that the weak error term \( O(T^{-1/4}) \) in (8.2) follows from (6.10) (with \( x = 0 \)) and (6.10) when we note that

\[
\hat{f} \left( \frac{G}{2\pi} \log \frac{P}{n} \right) = \hat{f} \left( \frac{\delta}{2\pi} \left( \frac{1}{2} - \frac{\log n}{\log(\frac{T}{2\pi})} \right) \right) = 1
\]
since by construction \( \hat{f}(x) = 1 \) for \( |x| < b - a \), and
\[
\left| \frac{\delta}{2\pi \sqrt{2}} - \frac{\log n}{\log \left( \frac{T}{n} \right)} \right| \leq \frac{\delta}{4\pi} < b - a \quad (1 \leq n \leq P = \sqrt{\frac{T}{2\pi}}).
\]
Also the hypotheses on \( t \) in the formulation of Theorem 1 can be relaxed.

In order to prove (8.2) it will be convenient to work with the real-valued function \( \theta(t) \), defined by
\[
(Z(t) = e^{i\theta(t)}\zeta(\frac{1}{2} + it)) = \chi^{-1/2}(\frac{1}{2} + it)\zeta(\frac{1}{2} + it).
\]
From the functional equation (1.2) in the symmetric form
\[
\pi^{-s/2}\Gamma\left(\frac{s}{2}\right)\zeta(s) = \pi^{-(1-s)/2}\Gamma\left(\frac{1-s}{2}\right)\zeta(1-s)
\]
one obtains
\[
\chi^{-1/2}(\frac{1}{2} + it) = \frac{\pi^{-it/2}\Gamma^{1/2}(\frac{1}{4} + \frac{it}{2})}{\Gamma^{1/2}(\frac{1}{4} - \frac{it}{2})},
\]
and consequently
\[
\theta(t) = 3m \log \Gamma(\frac{1}{4} + \frac{1}{2}it) - \frac{11}{6}t \log \pi.
\]
We have the explicit representation (see Ch. 3 of [32])
\[
\theta(t) = \frac{t}{2} \log \frac{t}{2\pi} - \frac{t}{2} - \frac{\pi}{8} + \Delta(t)
\]
with \( (\psi(x) = x - \lfloor x \rfloor - \frac{1}{2}) \)
\[
\Delta(t) := \frac{t}{4} \log(1 + \frac{1}{4t^2}) + \frac{1}{4} \arctan \frac{1}{2t} + \frac{t}{2} \int_{0}^{\infty} \frac{\psi(u) du}{(u + \frac{1}{4})^2 + t^2}.
\]
This formula is very useful, since it allows one to evaluate explicitly all the derivatives of \( \theta(t) \). For \( t \to \infty \) it is seen that \( \Delta(t) \) admits an asymptotic expansion in terms of negative powers of \( t \), and from (8.4) and Stirling’s formula for the gamma-function it is found that \( (B_k \text{ is the } k\text{-th Bernoulli number}) \)
\[
\Delta(t) \sim \sum_{n=1}^{\infty} \frac{(2^{2n} - 1)|B_{2n}|}{2^{2n}(2n - 1)2nt^{2n-1}},
\]
and the meaning of (8.7) is that, for an arbitrary integer \( N \geq 1 \), \( \Delta(t) \) equals the sum of the first \( N \) terms of the series in (8.7), plus the error term which is \( O_N(t^{-2N-1}) \). In general we shall have, for \( k \geq 0 \) and suitable constants \( c_{k,n} \),
\[
\Delta^{(k)}(t) \sim \sum_{n=1}^{\infty} c_{k,n}t^{1-2n-k}.
\]
For complex \( s \) not equal to the poles of the gamma-factors we have the Riemann-Siegel formula (this is equation (56) of C.L. Siegel [57])
\[
\pi^{-s/2}\Gamma\left(\frac{s}{2}\right)\zeta(s)
\]
\[
= \pi^{-s/2}\Gamma\left(\frac{s}{2}\right) \int_{0}^{1} \frac{e^{i\pi x^2} x^{-s}}{e^{i\pi x} - e^{-i\pi x}} dx + \pi^{(s-1)/2}\Gamma\left(\frac{1-s}{2}\right) \int_{0}^{1} \frac{e^{-i\pi x^2} x^{s-1}}{e^{i\pi x} - e^{-i\pi x}} dx.
\]
Hence \( \Re e^{-i\pi z^2 z^{-1/2+it}} \) and using the property (8.4) it follows that

\[
Z(t) = 2 \Re \left( e^{-i\theta(t)} \int_{0 \leq 1} e^{-i\pi z^2 z^{-1/2+it}} \frac{dz}{e^{i\pi z} - e^{-i\pi z}} \right).
\]

As \( \Re (iw) = -\Im w \), this can be conveniently written as

\[
(8.10) \quad Z(t) = \Im \left( e^{-i\theta(t)} \int_{0 \leq 1} e^{-i\pi z^2 z^{-1/2+it}} \frac{dz}{\sin(\pi z)} \right).
\]

Since

\[
|\sin z|^2 = \sin^2(\Re z) + \sin^2(\Im z), \quad z^{-1/2+it} = |z|^{-1/2+it} e^{-\frac{1}{2} \arg z - \arg z},
\]

and for \( z = \eta + u e^{3\pi i/4}, u \) real, \( 0 < \eta < 1 \) we have

\[
|e^{-i\pi z^2}| = e^{-\pi u^2 + \eta \sqrt{2\pi} u},
\]

it follows that the contribution of the portion of the integral in (8.10) for which \( |z| \geq \log t \) is \( \ll e^{-\log^2 t} \).

Hence

\[
(8.11) \quad Z(t) = \Im \left( e^{-i\theta(t)} \int_{0 \leq 1, |z| < \log t} e^{-i\pi z^2 z^{-1/2+it}} \frac{dz}{\sin(\pi z)} \right) + O(e^{-\log^2 t}).
\]

From the decay property (6.4) it follows that

\[
(8.12) \quad M_{Z,f}(t) = \int_{-\infty}^{\infty} Z(t + x) f \left( \frac{x}{G} \right) \, dx = \int_{-\log^{2n-1} t}^{\log^{2n-1} t} Z(t + x) f \left( \frac{x}{G} \right) \, dx + O(e^{-c \log^2 t}),
\]

where \( c \) denotes positive, absolute constants which may not be the same ones at each occurrence. Thus from (8.10) and (8.12) we obtain that

\[
(8.13) \quad M_{Z,f}(t) = \Im \left( \int_{0 \leq 1, |z| < \log t} \frac{e^{-i\pi z^2 z^{-1/2+it}}}{\sin(\pi z)} \right) \int_{-\log^{2n-1} t}^{\log^{2n-1} t} e^{-i\theta(t + x) z^{-1/2+it}} f \left( \frac{x}{G} \right) \, dx \, dz + O(e^{-c \log^2 t}).
\]

By using Taylor’s formula we have

\[
(8.14) \quad \theta(t + x) = \theta(t) + \frac{x}{2} \log \frac{t}{2\pi} + x \Delta'(t) + R(t, x)
\]

with \( \Delta'(t) \ll t^{-2} \) and

\[
R(t, x) = \sum_{n=2}^{\infty} \left( \frac{(-1)^n}{2n(n - 1)t^{n-1}} + \frac{\Delta^{(n)}(t)}{n!} \right) x^n.
\]

Now we put

\[
(8.15) \quad e^{-iR(t, x)} = 1 + S(t, x),
\]
say, and use (8.5), (8.6), (8.8) and (8.14). We obtain

\[
S(t, x) = \sum_{k=1}^{\infty} \frac{(-i)^k R_k(t, x)}{k!} = \sum_{n=2}^{\infty} g_n(t)x^n,
\]

where each \(g_n(t) \in \mathcal{C}^\infty(0, \infty)\) has an asymptotic expansion of the form

\[
g_n(t) \sim \sum_{k=0}^{\infty} d_{n,k} t^{-k-\lfloor(n+1)/2\rfloor} \quad (t \to \infty)
\]

with suitable constants \(d_{n,k}\). From (8.13)-(8.15) we have

\[
M_{Z, f}(t) = \Im\left( I_1 + I_2 \right) + O(e^{-c \log^2 t}),
\]

where

\[
I_1 := \int_{\theta < \log t}^{\log 2^{n-1} t} \frac{e^{-i\pi z^2/2} - 1/2 + it}{\sin(\pi z)} \int_{-\log 2^{n-1} t}^{\log 2^{n-1} t} e^{-i\theta(t) - \frac{\theta(t)}{\pi^2} \log \frac{\theta(t)}{\pi^2} - i\Delta'(t)z} f\left(\frac{x}{G}\right) dx dz,
\]

\[
I_2 := \int_{\theta < \log t}^{\log 2^{n-1} t} \frac{e^{-i\pi z^2/2} - 1/2 + it}{\sin(\pi z)} \int_{-\log 2^{n-1} t}^{\log 2^{n-1} t} e^{-i\theta(t) - \frac{\theta(t)}{\pi^2} \log \frac{\theta(t)}{\pi^2} - i\Delta'(t)z} f\left(\frac{x}{G}\right) S(t, x) dx dz.
\]

In \(I_1\) we write \(z = e^{i \arg z} |z|\), which gives

\[
I_1 := \int_{\theta < \log t} e^{-\theta(t)} e^{-i\pi z^2/2} - 1/2 + it \frac{\sin(\pi z)}{\log(z)e^{-\Delta'(t)}} h(z) dz + O(e^{-c \log^2 t}),
\]

where

\[
h(z) := \int_{-\infty}^{\infty} e^{-x \theta(t)} f\left(\frac{x}{G}\right) \exp\left(i\theta(t) \frac{\log |z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}}\right) dx
\]

\[
= G \int_{-\infty}^{\infty} e^{-Gy \theta(t)} f(y) \exp\left(iyG \log \frac{|z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}}\right) dy
\]

\[
= G \sum_{n=0}^{\infty} \frac{(-G \theta(t))^n}{n!} \int_{-\infty}^{\infty} y^n f(y) \exp\left(2i\pi y \frac{G}{2\pi} \log \frac{|z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}}\right) dy.
\]

Change of summation and integration is justified by absolute convergence, since \(\theta < \log t, G = \delta / \log(T/2\pi), \Delta'(t) = o(t) \sim \pi, t \sim T,\) and \(f(x)\) satisfies (6.4). But

\[
\int_{-\infty}^{\infty} y^n f(y) \exp\left(2i\pi y \frac{G}{2\pi} \log \frac{|z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}}\right) dy = \hat{f}\left(\frac{G}{2\pi} \log \frac{|z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}}\right) = 1
\]

for \(\delta < 2\pi(b - a)\), since

\[
\left| \frac{G}{2\pi} \log \frac{|z| e^{-\Delta'(t)}}{\sqrt{t/2\pi}} \right| = \frac{\delta}{2\pi \log(\frac{t}{2\pi})} \left(\log \frac{t}{2\pi} - \log |z| + \Delta'(t)\right) = \left(\frac{\delta}{4\pi} + o(1)\right) \frac{\delta}{2\pi} < b - a,
\]
hence it follows that

\[
\int_{-\infty}^{\infty} y^n f(y) \exp \left( 2i\pi y \cdot \frac{G}{2\pi} \log \frac{|z|e^{-\Delta(t)}}{\sqrt{t/2\pi}} \right) dy = 0 \quad (n \geq 1, 1 < 2\pi(b - a)).
\]

Thus we obtain

\[
I_1 = G \int_{0 \wedge 1} \frac{e^{-\theta(t)e^{-i\pi z^2}z^{-1/2+it}}}{\sin(\pi z)} \, dz + O(e^{-c\log^2 t}).
\]

Similarly from (8.16) and (8.20) we have

\[
I_2 = \int_{0 \wedge 1, |z|<\log t} \frac{e^{-i\pi x^2 z^{-1/2+it}}}{\sin(\pi z)} \int_{-\log^{2n-1} t} e^{-i\theta(t) - \frac{ix}{t} \log \frac{1}{t} - ix\Delta(t) - it} \frac{1}{t} \sum_{n=2}^{\infty} x^n g_n(t) \, dx \, dz
\]

\[
= \sum_{n=1}^{N} e^{-i\theta(t)t^{-n}} \int_{0 \wedge 1, |z|<\log t} \frac{e^{-i\pi x^2 z^{-1/2+it}}}{\sin(\pi z)} \int_{-\log^{2n-1} t} P_n(x) e^{-\frac{ix}{t} \log \frac{1}{t} - ix\Delta(t) - it} \frac{f(x)}{G} \, dx \, dz
\]

\[
+ O\left( \frac{1}{t^{N+1}} \int_{0 \wedge 1, |z|<\log t} (1 + x^{N+2}) |f(x)| \int_{0 \wedge 1} \frac{e^{-i\pi z^2 z^{-1/2+it+ix}}}{\sin(\pi z)} \, dz \right) + O(e^{-c\log^2 t}),
\]

where each \( P_n(x) \) is a polynomial in \( x \) of degree \( n \geq 2 \). The integral over \( z \) in the error term is similar to the one in (8.10). Hence by the residue theorem we have (\( Q = [\sqrt{t/2\pi}] \))

\[
\int_{0 \wedge 1} \frac{e^{-i\pi x^2 z^{-1/2+it+ix}}}{\sin(\pi z)} \, dz = 2\pi i \sum_{n=1}^{Q} \text{Res} \frac{e^{-i\pi x^2 z^{-1/2+it+ix}}}{\sin(\pi z)} + \int_{Q \wedge Q+1} \frac{e^{-i\pi x^2 z^{-1/2+it+ix}}}{\sin(\pi z)} \, dz,
\]

similarly as in the derivation of the Riemann-Siegel formula. It follows that

\[
| \int_{0 \wedge 1} \frac{e^{-i\pi x^2 z^{-1/2+it+ix}}}{\sin(\pi z)} \, dz | \ll t^{1/4}.
\]

Thus analogously as in the case of \( I_1 \) we find that, for \( n \geq 1 \),

\[
\int_{-\log^{2n-1} t}^{\log^{2n-1} t} P_n(x) e^{-\theta(t) - \frac{ix}{t} \log \frac{1}{t} - ix\Delta(t) - it} \frac{f(x)}{G} \, dx = \int_{-\infty}^{\infty} P_n(x) \cdots \, dx + O(e^{-c\log^2 t}) = O(e^{-c\log^2 t}).
\]
Hence it follows that, for any fixed integer $N \geq 1$,

$$I_2 \ll N^{-N}.$$  \hfill (8.22)

Theorem 1 now follows from (8.10) and (8.18)-(8.22), since clearly it suffices to assume that $N$ is an integer. One can generalize Theorem 1 to derivatives of $M_{Z,f}(t)$.

Theorem 1 shows that $Z(t)$ and $M_{Z,f}(t)/G$ differ only by $O(T^{-N})$, for any fixed $N \geq 0$, which is a very small quantity. This certainly supports the belief that, for this particular subclass of functions $f(x)$, (7.8)–(7.11) will be true, but proving it may be very hard. On the other hand, nothing precludes the possibility that the error term in Theorem 1, although it is quite small, represents a function possessing many small “spikes” (like $t^{-N}\sin(t^{N+2})$, say). These spikes could introduce many new zeros, thus violating (7.8)–(7.11).

Therefore it remains an open question to investigate the distribution of zeros of $M_{Z,f}(t)$ of Theorem 1, and to see to whether there is a possibility that Theorem 1 can be used in settling the truth of the RH.

9. Convolution functions and the RH

In this section we shall discuss the possibility to use convolution functions to disprove the RH, of course assuming that it is false. Let us denote by $T_\alpha$ the subclass of $S_\alpha$ with $\alpha > 1$ consisting of functions $f(x)$, which are not identically equal to zero, and which satisfy $\int_{-\infty}^{\infty} f(x) \, dx > 0$. It is clear that $T_\alpha$ is non-empty. Our choice for $G$ will be the same one as in (8.1), so that for suitable $\delta$ we shall have

$$\hat{f}\left(\frac{G}{4\pi \log\left(\frac{T}{2\pi}\right)}\right) = \hat{f}\left(\frac{\delta}{4\pi}\right) \gg 1.$$  \hfill (9.1)

In fact by continuity (9.1) will hold for $|\delta| \leq C_1$, where $C_1 > 0$ is a suitable constant depending only on $f$, since if $f(x) \in T_\alpha$, then we have

$$\hat{f}(0) = \int_{-\infty}^{\infty} f(x) \, dx > 0.$$  \hfill (9.2)

Moreover if $f(x) \in S_\alpha$, then $\hat{f}(x) \in S_\alpha$ and thus it is of bounded support, and consequently $G \ll 1/\log T$ must hold if the bound in (9.1) is to be satisfied. This choice of $f(x)$ turns out to be better suited for our purposes than the choice made in Section 8, which perhaps would seem more natural in view of Theorem 1. The reason for this is that, if $f(x) \in S_\alpha$ with parameters $A$ and $B$, then $\hat{f}(x) \in S_\alpha$ with parameters $B + \varepsilon$ and $A + \varepsilon$, respectively (see [9]). But for $f(x)$ as in Section 8 we have $A = a + b$, thus for $\hat{f}(x)$ we would have (in [9] $\hat{f}$ is defined without the factor $2\pi$, which would only change the scaling factors) $B = a + b + \varepsilon$, and this value of $B$ would eventually turn out to be too large for our applications. In the present approach we have more flexibility, since only (9.2) is needed. Note that $f(x)$ is not necessarily nonnegative.

Now observe that if we replace $f(x)$ by $f_1(x) := f(Dx)$ for a given $D > 0$, then obviously $f_1(x) \in S_\alpha$, and moreover uniformly for $q \geq 0$ we have

$$f_1^{(q)}(x) = D^q f^{(q)}(Dx) \ll (BD)^q \exp(-aD^{1/\alpha}|x|^{1/\alpha}).$$

In other words the constant $B$ in (6.3) or (6.4) is replaced by $BD$. Take now $D = \eta/B$, where $\eta > 0$ is an arbitrary, but fixed number, and write $f$ for $Df_1$. If the RH holds, then from (4.5), (6.4) and (6.5) and we have, for $k$ given by (7.12),

$$M_{Z,f}^{(k)}(t) \ll \left(\frac{\eta}{C_7}\right)^k \exp\left(\frac{B_1 \log t}{\log \log t}\right)$$  \hfill (9.3)

with a suitable constant $B_1 > 0$. 
We shall assume now that the RH holds and that (7.8), (7.11) hold for some \( f(x) \in T_\alpha^0 \) (for which (9.3) holds, which is implied by the RH), and we shall obtain a contradiction. To this end let \( U := T^{1/2+\varepsilon} \), so that we may apply (7.10) or (7.11), \( V = T^{1/4}/\log T, L = \log^{1/2+\varepsilon} T \). We shall consider the mean value of \( |M_{Z,f}(t)| \) over \([T-U, T+U] \) in order to show that, on the average, \( |M_{Z,f}(t)| \) is not too small. We have

\[
I := \int_{T-U}^{T+U} |M_{Z,f}(t)| \, dt \geq \sum_{n=1}^{N} \int_{T_n-VL}^{T_n+VL} |M_{Z,f}(t)| \, dt \\
\geq \sum_{n=1}^{N} \int_{T_n-VL}^{T_n+VL} |M_{Z,f}(t)| \exp(-(T_n - t)^2 V^{-2}) \, dt,
\]

where \( T_n = T - U + (2n - 1)VL \), and \( N \) is the largest integer for which \( T_N + VL \leq T + U \), hence \( N \gg UV^{-1}L^{-1} \). We use Lemma 1 to bound from below each integral over \([T_n - VL, T_n + VL] \). It follows that

\[
I \gg GV \sum_{n=1}^{N} \left( \left| \hat{f}\left(\frac{G}{4\pi} \log\left(\frac{T_n}{2\pi}\right)\right) \right| + O(T^{-1/4}) \right) \gg GV(N + O(NT^{-1/4})) \gg GU^{-1}
\]

for sufficiently small \( \delta \), since (9.1) holds and

\[
\hat{f}\left(\frac{G}{4\pi} \log\left(\frac{T_n}{2\pi}\right)\right) = \hat{f}\left(\frac{\delta}{4\pi} \log\left(\frac{T_n}{2\pi}\right)\right) = \hat{f}\left(\frac{\delta}{4\pi} + O\left(\frac{U}{T}\right)\right).
\]

We have assumed that (7.11) holds, but this implies that (7.10) holds also. Namely it holds unconditionally with \( S(t) \) in place of \( S_M(t) \). Thus for any fixed integer \( m \geq 1 \) we have

\[
\int_{T}^{T+U} (S_M(t + H) - S_M(t - H))^{2m} \, dt \\
\ll \int_{T+H}^{T+H+U} (S_M(t) - S(t))^{2m} \, dt + \int_{T}^{T+U} (S(t + H) - S(t - H))^{2m} \, dt + \int_{T-H}^{T-H+U} (S(t) - S_M(t))^{2m} \, dt \\
\ll U (\log \log T)^m \quad (T^a < U \leq T, \frac{1}{2} < a \leq 1).
\]

Let \( D \) be the subset of \([T-U, T+U] \) where

\[
|S_M(t + H) - S_M(t - H)| \leq \log^{1/2} T
\]

fails. The bound (7.10) implies that

\[
m(D) \ll U \log^{-C} T
\]

for any fixed \( C > 0 \). If we take \( C = 10 \) in (9.7) and use the Cauchy-Schwarz inequality for integrals we shall have

\[
\int_{D} |M_{Z,f}(t)| \, dt \leq (m(D))^{1/2} \left( \int_{T-U}^{T+U} M_{Z,f}^2(t) \, dt \right)^{1/2} \ll GU^{-4} T,
\]
since
\[
\int_{T-U}^{T+U} M_{Z,f}(t) \, dt \leq \int_{T-U}^{T+U} \int_{-\infty}^{\infty} Z^2(t + x)|f(x)| \, dx \int_{-\infty}^{\infty} |f(y)| \, dy \, dt
\]
\[
\ll G \int_{T-U}^{T+U} \int_{-G \log^{2a-1} T}^{G \log^{2a-1} T} |\zeta(\frac{1}{2} + it + ix)|^2 |f\left(\frac{x}{G}\right)| \, dx \, dt + G
\]
\[
\ll G \int_{-G \log^{2a-1} T}^{G \log^{2a-1} T} \left( \int_{T-2U}^{T+2U} |\zeta(\frac{1}{2} + iu)|^2 \, du \right) |f\left(\frac{x}{G}\right)| \, dx + G \ll G^2 U \log T.
\]

The last bound easily follows from mean square results on \(|\zeta(\frac{1}{2} + it)|\) (see [16]) with the choice \(U = T^{\frac{1}{2} + \varepsilon}\).

Therefore (9.4) and (9.8) yield
\[
GUL^{-1} \ll \int_{D'} |M_{Z,f}(t)| \, dt,
\]
where \(D' = [T-U, T+U] \setminus D\), hence in (9.9) integration is over \(t\) for which (9.6) holds. If \(t \in D'\), \(\gamma\) denotes the zeros of \(M_{Z,f}(t)\), then from (7.7) and (7.12) we obtain (recall that \(\log t = \log(\log a - 1)\))
\[
k = k(t, T) = \frac{H}{\pi} \log\left(\frac{T}{2\pi}\right) \cdot \{1 + O((\log T)^{-1/2})\}, \quad \log k = \log H - \log \pi + \log_2\left(\frac{T}{2\pi}\right) + O((\log T)^{-1/2})
\]
for any given \(\varepsilon > 0\). To bound \(M_{Z,f}(t)\) we use (7.6), with \(k\) given by (9.10), \(\tau = \tau(t, k)\), (9.3) and
\[
k! = \exp(k \log k - k + O(\log k)).
\]

We obtain, denoting by \(B_j\) positive absolute constants,
\[
GUL^{-1} \ll \int_{D'} \prod_{|\gamma - t| \leq H} \left| \frac{M^{(k)}_{Z,f}(\gamma)}{k!} \right| \, dt
\]
\[
\ll \exp\left(\frac{B_2 \log T}{\log_2 T}\right) \int_{D'} \exp\{k(\log \frac{\eta}{G} - \log k + 1)\} \prod_{|\gamma - t| \leq H} \left| \gamma - t \right| \, dt
\]
\[
\ll \exp\left(\frac{B_3 \log T}{\log_2 T} + \frac{H}{\pi} \log\left(\frac{T}{2\pi}\right) \cdot (\log \frac{\eta}{\delta} + \log_2\left(\frac{T}{2\pi}\right) - \log H + \log \pi - \log_2\left(\frac{T}{2\pi}\right)) + 1\right) \int_{D'} \prod_{|\gamma - t| \leq H} \left| \gamma - t \right| \, dt.
\]

It was in evaluating \(k \log k\) that we needed (9.10), since only the bound (7.9) would not suffice (one would actually need the bound \(S_M(T) \ll \log T/(\log_2 T)^2\)). If the product under the last integral is bounded by (7.13), we obtain
\[
GUL^{-1} \ll U \exp\left(\frac{H}{\pi} \log\left(\frac{T}{2\pi}\right) \cdot (\log \frac{\eta}{\delta} + B_4)\right),
\]
and thus for \(T \geq T_0\)
\[
1 \leq \exp\left(\frac{H}{\pi} \log\left(\frac{T}{2\pi}\right) \cdot (\log \frac{\eta}{\delta} + B_5)\right).
\]

Now we choose e.g.,
\[
\eta = \delta^2, \quad \delta = \min(C_1, e^{-2B_5}),
\]
where $C_1$ is the constant for which (9.1) holds if $|\delta| \leq C_1$, so that (9.12) gives

$$1 \leq \exp\left(\frac{-B_5 H}{\pi} \log\left(\frac{T}{2\pi}\right)\right),$$

which is a contradiction for $T \geq T_1$. Thus we have proved the following

**Theorem 2.** If (7.8) and (7.11) hold for suitable $f(x) \in T_0^\alpha$ with $G$ given by (8.1), then the Riemann hypothesis is false.

Theorem 2 is similar to the result proved also in [23]. Actually the method of proof of Theorem 2 gives more than the assertion of the theorem. Namely it shows that, under the above hypotheses, (4.5) cannot hold for any fixed $A > 0$. Perhaps it should be mentioned that (7.11) is not the only condition which would lead to the disproof of the RH. It would be enough to assume, under the RH, that one had (7.8)–(7.10) for a suitable $f(x)$, or

(9.18) \[ N_M(t) = N(t) + O\left(\frac{\log T}{(\log \log T)^2}\right) \]

for $t \in [T - U, T + U]$ with a suitable $U(= T^{1/2+\varepsilon}$, but smaller values are possible), to derive a contradiction. The main drawback of this approach is the necessity to impose conditions like (7.8)–(7.10) which can be, for all we know, equally difficult to settle as the assertions which we originally set out to prove (or disprove). For this reason our results can only be conditional. Even if the RH is false it appears plausible that, as $T \to \infty$, $N_0(T) = (1 + o(1))N(T)$. In other words, regardless of the truth of the RH, almost all complex zeros of $\zeta(s)$ should lie on the critical line. This is the conjecture that the author certainly believes in. No plausible conjectures seem to exist (if the RH is false) regarding the order of $N(T) - N_0(T)$. 
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