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Abstract

Continuous time Hamiltonian Monte Carlo is introduced, as a powerful alternative to Markov chain Monte Carlo methods for continuous target distributions. The method is constructed in two steps: First Hamiltonian dynamics are chosen as the deterministic dynamics in a continuous time piecewise deterministic Markov process. Under very mild restrictions, such a process will have the desired target distribution as an invariant distribution. Secondly, the numerical implementation of such processes, based on adaptive numerical integration of second order ordinary differential equations is considered. The numerical implementation yields an approximate, yet highly robust algorithm that, unlike conventional Hamiltonian Monte Carlo, enables the exploitation of the complete Hamiltonian trajectories (and hence the title). The proposed algorithm may yield large speedups and improvements in stability relative to relevant benchmarks, while incurring numerical errors that are negligible relative to the overall Monte Carlo errors.

1 Introduction

By now, Markov chain Monte Carlo (MCMC) methods and their widespread application in Bayesian statistics need no further introduction (see e.g. Gelman et al. 2014, Robert and Casella 2004). This paper introduces a, to the author’s knowledge, new class of in of approximate MCMC-like methods applicable for challenging and high-dimensional estimation problems.

The current state of the art general purpose MCMC algorithm for continuous target distributions is Hamiltonian Monte Carlo (HMC) (see Neal 2010 for an introduction). HMC methods come in many incarnations (see e.g. Girolami and Calderhead 2011, Fang et al. 2014, Bou-Rabee and Sanz-Serna 2017 and references therein), but arguably the most successful instance is the no-U-turn sampler (Hoffman and
HMC methods rely on defining a synthetic Hamiltonian (i.e. energy preserving) physical system related to the target distribution in consideration. Subsequently, the dynamics of the system, satisfying a certain system of ordinary differential equations (ODEs), is numerically simulated to form the proposal mechanism for the HMC MCMC algorithm. Provided the numerical integrator employed to simulate the dynamics is time-reversible and volume preserving (i.e. symplectic), the accept probability associated with such a proposal has a simple and computationally convenient form. In fact, only rather crude simulation of the dynamics is required, as any incurred numerical errors are exactly corrected in the accept/reject step.

However, with symplecticity comes rather strict requirements on the numerical integration process. In particular, the adaptive step size selection (or similar mechanisms) commonly associated with practical numerical ODE integration (see e.g. Hairer et al., 1993; Press et al., 2007) breaks the symplectic nature of the numerical integration. Fixed step sizes work very well for close to Gaussian target distributions. However, for more “irregular” distributions, a fixed step size strategy may either lead to a failure to explore the complete target distribution, or highly inefficient integration as the fixed step size must account for the most “extreme” parts of the target distribution (see e.g. Kleppe, 2018, Figure 8, Stan, for an example where fixed time step integrators fail to explore the target).

The first contribution of this work is the consideration of adaptive, highly precise, generally non-symplectic integrators (see e.g. Hairer et al., 1993) for HMC-like statistical computing. As will be clear from this paper, such precise integration procedures may be used uncorrected (i.e. no accept/reject step or similar) as they may arbitrarily accurately represent the true underlying Hamiltonian dynamics. In practice, even for rather lax error tolerances, the incurred biases are close to imperceivable relative to the Monte Carlo variation of the overarching MCMC procedure. Further, this development allows the leveraging of the large numerical ODE toolbox to obtain a very versatile and computationally fast and stable methodology.

Having taken the leap from crude symplectic integrators to more precise integration seeking to faithfully represent the true dynamics, the second main contribution of this paper is the application of such precisely integrated dynamics as the deterministic dynamics within currently popular continuous time piecewise deterministic (Markov) processes (PDPs) (see e.g. Davis, 1993; Fearnhead et al., 2018; Vanetti et al., 2017, and references therein). The resulting PDP processes are referred to as continuous time Hamiltonian Monte Carlo (CTHMC) processes. PDPs are continuous time, generally time-irreversible, stochastic processes where “events” occur at random times according to some event intensity rate, say $\lambda$. Between the events, the process follows some deterministic dynamics, and at events, the state of the process is randomly altered according to some Markov kernel, say $Q$. 

Gelman, 2014), as a variant of the no-U-turn sampler is the main sampling algorithm of the widely used Bayesian statistical software Stan (Carpenter et al., 2017).
Most current PDP implementations, such as the Bouncy Particle Sampler \cite{bouchard-cote2018}, the Zig-Zag process \cite{bierkens2019, cotter2020}, and the Coordinate Sampler \cite{wu2020}, rely linear deterministic dynamics that a priori do not reflect the target distribution. Further, \cite{vanetti2017} consider dynamics stemming from a linear system of ODEs. Common for the mentioned approaches is that the event rate \( \lambda \) is the main vehicle for ensuring that the resulting PDP has any given target distribution as a stationary distribution. Consequently, the selection of event rate is strongly constrained. For CTHMC processes on the other hand, the deterministic dynamics conserve the target distribution, and consequently both \( \lambda \) and \( Q \) may be chosen much more freely. This flexibility may be leveraged to select CTHMC processes more optimized for the estimation problem at hand. A further benefit of using conserving dynamics is that CTHMC is likely to scale to very high-dimensional problems. Finally, the proposed methodology does not rely on a-priori given model-dependent bounds on the event rate, as the simulation of the underlying non-homogenous Poisson process is straight forward within the current numerical framework.

Using (the in theory exact-, and in practice, precisely approximated) Hamiltonian dynamics within the PDP framework offer several advantages relative to the application within conventional discrete time HMC-MCMC. In particular, certain moments for certain target distributions may be estimated extremely efficiently relative to HMC-MCMC. This observation is related to that unlike conventional HMC-MCMC, CTHMC processes may exploit the complete simulated Hamiltonian trajectories rather than only the initial and final configurations.

This paper is intended to serve several purposes. Firstly, it provides theory for the construction of a large class of CTHMC processes for a given target distribution, and discusses some of the properties of the simplest subclass of such processes (Section \ref{sec:theory}). Secondly, it discusses a practical numerical implementation of such processes, in particular the effect on output of using this numerical implementation rather than its theoretical counterpart (Section \ref{sec:implementation}). Thirdly, it shows that for challenging target distributions, the proposed method may be both more reliable and efficient when benchmarked against Stan (Section \ref{sec:benchmark}). Finally, the work detailed here is only considered as first step toward exploiting the full range of CTHMC processes, and the discussion in Section \ref{sec:discussion} provides directions for substantial further work.

\section{Background}

This section provides some background and fixes notation for subsequent use. Throughout this paper, a target distribution with density \( \pi(q) \), \( q \in \Omega \subseteq \mathbb{R}^d \) with an associated density kernel \( \tilde{\pi}(q) \) which can be evaluated point-wise. The gradient/Jacobian operator of a function with respect to some variable, say \( x \),
is denoted by $\nabla_x$. Time-derivatives are denoted using the conventional dot-notation, i.e. $\dot{f}(\tau) = \frac{d}{d\tau} f(\tau)$, $\ddot{f}(\tau) = \frac{d^2}{d\tau^2} f(\tau)$ for some function $f(\tau)$ evolving over time $\tau$. Block-diagonal matrices with $A, B, \ldots$ along the diagonal are denoted $\text{bdiag}(A, B, \ldots)$.

In the reminder of this section, Hamiltonian mechanics, HMC and PDPs are briefly reviewed in order to fix notation and provide the required background. The reader is referred to [Goldstein et al. (2002); Leimkuhler and Reich (2004) and Neal (2010)] for more detailed introductions to Hamiltonian mechanics and HMC. [Davis (1984, 1993)] consider PDPs in general and [Fearnhead et al. (2018); Vanetti et al. (2017)] give details for Monte Carlo applications of PDPs.

### 2.1 Elements of Monte Carlo Hamiltonian mechanics

Hamiltonian Monte Carlo methods rely on specifying a physical system and use the dynamics of this system to propose transitions. The state $\mathbf{z} = [\mathbf{q}^T, \mathbf{p}^T]^T \in \mathbb{R}^{2d}$ of the system is characterized by a position coordinate $\mathbf{q} \in \mathbb{R}^d$ and a momentum coordinate $\mathbf{p} \in \mathbb{R}^d$. The system itself is conventionally specified in terms of the Hamiltonian $\mathcal{H}(\mathbf{z}) = \mathcal{H}(\mathbf{q}, \mathbf{p})$ which gives the total energy of the system for a given state $\mathbf{z}$. Throughout this work, physical systems with Hamiltonian given as

$$\mathcal{H}(\mathbf{q}, \mathbf{p}) = -\log \tilde{\pi}(\mathbf{q}) + \frac{1}{2} \mathbf{p}^T \mathbf{M}^{-1} \mathbf{p}, \quad (1)$$

are considered. Here $\mathbf{M} \in \mathbb{R}^{d \times d}$ is a symmetric, positive definite mass matrix which is otherwise specified freely. The time-evolution of the system is given by Hamilton’s equations $\dot{\mathbf{q}}(\tau) = \nabla_{\mathbf{p}} \mathcal{H}(\mathbf{q}(\tau), \mathbf{p}(\tau))$, $\dot{\mathbf{p}}(\tau) = -\nabla_{\mathbf{q}} \mathcal{H}(\mathbf{q}(\tau), \mathbf{p}(\tau))$, which for Hamiltonian $\mathcal{H}(\mathbf{z})$ reduces to:

$$\dot{\mathbf{z}}(\tau) = \begin{bmatrix} \dot{\mathbf{q}}(\tau) \\ \dot{\mathbf{p}}(\tau) \end{bmatrix} = \begin{bmatrix} \mathbf{M}^{-1} \mathbf{p}(\tau) \\ \nabla_{\mathbf{q}} \log \tilde{\pi}(\mathbf{q}(\tau)) \end{bmatrix} \quad (2)$$

The flow associated with $\dot{\mathbf{z}}(\tau)$ is denoted by $\varphi_\tau(\cdot)$, and is defined so that $\mathbf{z}(\tau + s) = \varphi_s(\mathbf{z}(\tau))$ solves (2) for any scalar time increment $s$, initial time $\tau$ and initial configuration $\mathbf{z}(\tau)$. The flow can be shown to be

- Energy preserving, i.e. $\frac{\partial}{\partial \tau} \mathcal{H}(\varphi_\tau(\mathbf{z})) = 0$ for all admissible $\mathbf{z}$,
- Volume preserving, i.e. $|\nabla_{\mathbf{z}} \varphi_\tau(\mathbf{z})| = 1$ for each fixed $\tau$ and all admissible $\mathbf{z}$,
- Time reversible, which in the present context is most conveniently formulated via that $T_\tau = R \circ \varphi_\tau$ is an involution so that $T_\tau \circ T_\tau$ is the identity operator. The momentum flip operator $R = \text{bdiag}(I_d, -I_d)$ effectively reverses time.
Figure 1: Density-scaled histograms and trace-plots (thinned to show every 10 samples) of MCMC output for marginally standard Gaussian $q_1$-marginal under the “funnel”-model $q_1 \sim N(0, 1), q_2 | q_1 \sim N(0, \exp(3q_1))$. Further details on this experiment can be found in Section 5.1. Each case is based on 5000 samples from 10 independent replica. In the histograms, the red line gives the true $N(0, 1)$ density, whereas samples between two vertical red lines in the trace plots correspond to one simulation replica. The four left-most panels are based on Stan output with different values of the accept rate target $\delta$. In practice, higher values of $\delta$ corresponds to smaller integrator step sizes and more integrator steps per produced sample. The right-most panel shows output for the proposed methodology using constant event rates. For both Stan and the proposed methodology, an identity mass matrix was employed.

2.2 Hamiltonian Monte Carlo

In the context of statistical computing, Hamiltonian dynamics has attracted much attention the last decade. This interest is rooted in that the flow $\varphi_\tau$ of Equation 2 (and also associated involution $T_\tau$) exactly preserves the Boltzmann distribution

$$\rho(z) = \rho(q, p) \propto \exp(-\mathcal{H}(q, p)) \propto \pi(q)N(p | 0_d, M),$$

associated with $\mathcal{H}$. I.e., for each fixed time increment $\tau$, $\varphi_\tau(z) \sim \rho$ whenever $z \sim \rho$. It is seen that the target distribution is the $q$-marginal of the Boltzmann distribution. Thus, a hypothetical MCMC algorithm targeting (3), and producing samples $z^{(i)} = (q^{T(i)}, p^{T(i)})^T$, would involve the Boltzmann distribution-preserving steps:

- Sample $p_\ast \sim N(0_d, M)$ and set $z_\ast = (q^{T(i-1)}, p_\ast^T)^T$.
- For some suitable time increment $s$, $z^{(i)} = \varphi_s(z_\ast)$.
Subsequently, the momentum samples, \( p_i \), may be discarded to obtain samples targeting \( \pi(q) \) only. More elaborate HMC-type algorithms such as e.g. [Hoffman and Gelman (2014); Bou-Rabee and Sanz-Serna (2017)] may be thought of as clever ways of randomizing the time increment in the above algorithm.

For all but the most analytically tractable target distributions, the flow associated with Hamilton’s equations is not given in closed form, and hence it must be integrated numerically for the practical implementation of the above MCMC sampler. Provided a time-reversible integrator is employed for this task, the numerical error incurred in the second step of the above MCMC algorithm can be exactly corrected using an accept/reject step (Fang et al., 2014), but the accept probability may be computationally demanding. If the employed integrator is also volume preserving (i.e. symplectic) (see e.g. Leimkuhler and Reich, 2004), the accept-probability depends only on the values of the Hamiltonian before and after the integration. This simplification has led to the widespread application of the symplectic leap-frog (or Størmer-Verlet) integrator in HMC implementations such as e.g. Stan (Stan Development Team, 2017).

Requiring the integrator to be time reversible and symplectic imposes rather strict restrictions on the integration process. In particular the application of adaptive (time-)step sizes, which is an integral part of any modern general purpose numerical ODE code, is at best difficult to implement (see Leimkuhler and Reich, 2004 Chapter 9 for discussion of this problem) while maintaining time-reversible and symplectic properties.

Figure 1 illustrates the effect of using fixed step sizes for the funnel-type distribution \( q_1 \sim N(0, 1) \), \( q_2|q_1 \sim N(0, \exp(3q_1)) \) (further details on this experiment can be found in Section 5.1). In the four left panels, output using the fixed step size integrator in Stan are depicted for various accept rate targets \( \delta \) which has a default value of 0.8. In practice, higher values of \( \delta \) correspond to higher fidelity integration with smaller integrator step sizes and more integrator steps per produced sample. It is seen that even with very small step sizes, Stan fails to properly represent the left hand tail of \( q_1 \) (which imply a very small scale in the \( q_2 \)). In particular, in the \( \delta = 0.999 \) case, the smallest produced sample out 50000 is \( \approx -3.026 \). In an iid \( N(0, 1) \) sample of this size, one would expect around 62 samples smaller than this value.

Also included in Figure 1 are results from a variant of the proposed methodology (see Section 5.1 for details), which is based on adaptive numerical integrators. The method shows no such pathologies, and in particular the number of samples below the smallest \( \delta = 0.999 \) Stan sample was 60.

2.3 Piecewise deterministic processes

Recently, continuous time piecewise deterministic processes (PDP) (see e.g. Davis 1984, 1993) have been considered, as alternatives to discrete time Markov chains produced by conventional MCMC methods. PDP
may be employed for simulating dependent samples, or more generally continuous time trajectories with a
given marginal probability distribution (see Fearnhead et al. [2018] and references therein). As the name
indicate, PDPs follow a deterministic trajectory between events occurring at stochastic times. At events,
the state is updated in a stochastic manner.

Following Fearnhead et al. (2018), a PDP, say \( Z(t) \in \mathbb{R}^D, t \in [0, \infty) \), is specified in terms of three
components \((\Phi, \lambda, Q)\):

- Deterministic dynamics on \textit{time intervals where events do not occur}, specified in terms of a set of
  ODEs: \( \dot{Z}(t) = \Phi(Z(t)) \).

- A non-negative event rate \( \lambda(Z(t)) \), depending only on the current state of the process, so that the
  probability of an event between times \( t \) and \( t + v, v \geq 0 \) is \( \lambda(Z(t))v + o(v) \).

- Finally, a “transition distribution at events” \( Q(\cdot | Z(t−)) \). Suppose an event occurs at time \( t \), and
  \( Z(t−) \) is the state immediately before time \( t \). Then the \( Z(t) \) will be drawn randomly with density
  \( Q(\cdot | Z(t−)) \).

Note that in what follows, \( t \) is used to denote PDP process time, whereas \( \tau \) is used for Hamiltonian dynamics
time. Let \( \Xi_\tau \) be the flow associated with \( \Phi \). In order to simulate from a PDP, suppose first that \( Z(0) \) has
been set to some value, and that \( t \) is initially set to zero. Then the following three steps are repeated until
\( t \geq T \) where \( T \) is the desired length of the PDP trajectory:

- Simulate a new \( u \sim \text{Exp}(1) \) and subsequently the time-increment until next event \( v \), which obtains as
  the solution in \( v \) to
  \[
  \Lambda(v; Z(t)) = u, \quad \Lambda(v; z) = \int_0^v \lambda(\Xi_s(Z(t)))ds.
  \]

- Set \( Z(t + s) = \Psi_s(Z(t)) \) for all \( s \in (0, v) \), and \( Z^* = \Xi_v(Z(t)) \).

- Set \( t \leftarrow t + v \) and simulate \( Z(t) \sim Q(\cdot | Z^*) \).

An invariant distribution of the process \( Z(t) \), say \( p(z) \), will satisfy the time-invariant Fokker-Planck/Kolmogorov
forward equation (Fearnhead et al., 2018)

\[
\sum_{i=1}^D \frac{\partial}{\partial z_i} [\Phi_i(z)p(z)] = \int p(z')\lambda(z')Q(z|z')dz' - p(z)\lambda(z),
\]

for all admissible states \( z \). For continuous time Monte Carlo applications, one therefore seek combinations
of \((\Phi, \lambda, Q)\) so that the desired target distribution is an invariant distribution \( p(z) \).

Provided such a combination has been found, discrete time Markovian samples \( z_{(i)} = Z(\Delta i) \), for some
sample spacing \( \Delta > 0 \), may be used in the same manner as regular MCMC samples in order to characterize
the invariant distribution. In addition, by letting the sample spacing $\Delta \to 0$, moments under the invariant distribution may also be obtained by utilizing the complete trajectory of the PDP, i.e.

$$\frac{1}{T} \int_0^T g(Z(t)) dt \quad \to \quad \int g(z)p(z)dz,$$

for some function $g$.

### 3 Continuous time HMC

In this paper, PDPs with deterministic dynamics corresponding to (appropriately chosen) Hamiltonian dynamics (2) between events are considered. In this section, analysis is performed with the premise that the Hamiltonian dynamics is available in closed form. In this case, it is straight forward to show that for a large class of combinations of $(\lambda, Q)$, such PDPs will have the Boltzmann distribution (3) as a stationary distribution. In practice, the Hamiltonian flow is implemented using high precision adaptive numerical methods (to be discussed in Section 4.1), to obtain a robust and accurate, but nevertheless approximate versions of these PDPs.

The continuous time HMC process targeting $\rho(z)$ is constructed as follows; set $D = 2d$, $z = [q^T, p^T]^T$, and let the deterministic dynamics be the Hamiltonian dynamics $\Phi(z) = \left[[M^{-1}p]^T, |\nabla_q \log \tilde{\pi}(q)|^T\right]^T$, $\Xi_r = \varphi_r$. Further, the notation $Q(t)$ and $P(t)$ are used for position- and momentum sub-vectors of $Z(t)$ respectively, i.e. $Z(t) = [Q(t)^T, P(t)^T]^T$, $t \in [0, T]$.

As explained in Appendix A.1 for Hamiltonian dynamics $\Phi$, the left hand side of the Fokker-Planck equation (5) is equal to the Poisson bracket between $\mathcal{H}$ and $p$, i.e.

$$\sum_{i=1}^D \frac{\partial}{\partial z_i} [\Phi_i(z)p(z)] = \{\mathcal{H}, p\}(z).$$

Consequently, when $p(z) = \rho(z) \propto \exp(-\mathcal{H}(z))$, (7) vanishes as $\rho$ is conserved (a first integral) under the Hamiltonian dynamics $\Phi$. Thus under Hamiltonian deterministic dynamics, the only requirement for $\rho(z)$ being an invariant distribution is that $(\lambda, Q)$ are chosen so that also the right hand side of (5) also vanishes for $p(z) = \rho(z)$.

#### 3.1 Event specifications

Using the deterministic flow that preserves the target distribution afford substantial flexibility in choosing the two remaining ingredients, the event rate $\lambda$, and, at event transition distribution $Q$, which will collectively
be denoted the “event specification”. This flexibility is very much in contrast to previous implementations of PDP-based Monte Carlo algorithms, based on constant or linear $\Phi$, where the event rate is more or less fixed by the target distribution.

In this work, two “classes” of event specifications $(\lambda, Q)$ are considered, with the necessary restriction that also the right hand side of (5) vanishes when $p(z) = \rho(z)$. These choices are by no means exhausting the possibilities, and only rather rudimentary but robust choices are considered here. Further research in this direction, in particular to obtain processes that have intervals between events well adapted to the target distribution similarly to e.g. the NUTS algorithm is currently being pursued.

3.1.1 Partial momentum refreshes

The first class is, for some fixed $\phi \in (-1, 1)$, characterized by

$$Q(z|z') = \delta(q - q')N(p|\phi p', \sqrt{1 - \phi^2}M), \lambda(z) = \omega(q). \tag{8}$$

I.e. in this case the event rate $\lambda$ is not allowed to depend on the momentum variable $p$, and $\delta(\cdot)$ is a Dirac delta function centered in 0. The autoregressive update constituting the $p$-marginal of $Q$ exactly preserves the $(N(0_d, M))$ $p$-marginal of $\rho$. Rather straightforward calculations detailed in Appendix A.2 show that also the right hand side of (5) vanishes under the partial momentum refresh specification (8).

3.1.2 Momentum-dependent event rates

The second considered class of event specifications involves a more general $\lambda(z) = \lambda(q, p)$ only subject to $\lambda(z) \geq 0$ and that $C(q) = \int \lambda(q, p)N(p|0_d, M)dp < \infty$ for all admissible q. In this case, as detailed in Appendix A.3 choosing

$$Q(z|z') = \delta(q - q')\frac{\lambda(q, p)\lambda(p|0, M)}{C(q')} \tag{9}$$

also results in that the right hand side of (5) vanishes. Similar choices of $Q$ are discussed by Fearnhead et al. (2018, Section 3.2.1) and Vanetti et al. (2017, Section 2.3.3). Notice that allowing the event rate to depend on the momentum requires that the momentum refresh distribution must be modified relative to the Boltzmann distribution $p$-marginal, and in practice the applicability of the approach is limited choices of $\lambda$ so that $Q(p|z') \propto \lambda(q', p)N(p|0, M)$ allows efficient sampling. Examples of such cases include:

- $\lambda$ allows the factorization $\lambda(z) = b(q, p^T M^{-1} p)$ for suitably chosen function $b : \mathbb{R}^d \times \mathbb{R}^+ \mapsto \mathbb{R}^+$. Then, $Q(p|z')$ is an elliptically contoured distribution (see e.g. Cambanis et al. 1981) which typically allows efficient sampling.
1. Event specification: \( \lambda_Q(p|z') \) \n
| Event specification | \( \lambda \) | \( Q(p|z') \) | Interpretation |
|---------------------|-------------|-----------------|---------------|
| 1                   | \( \frac{1}{\beta} \) | \( N(p|0_d, M) \) | Time between events is \( \text{Exp}(\beta) \), independent momentum refreshes |
| 2                   | \( \frac{1}{\beta} \) | \( N(p|\phi p', \sqrt{1-\phi^2}M) \) | Time between events is \( \text{Exp}(\beta) \), autocorrelated momentum refreshes |
| 3                   | \( \frac{1}{\beta} \sqrt{p^TM^{-1}p} \propto \sqrt{p^TM^{-1}p} \exp(-\frac{1}{2}p^TM^{-1}p) \) | Arc-length of between events (standardized) position trajectory is \( \text{Exp}(\beta) \), independent momentum refreshes |

Table 1: The event specifications applied in the reminder of this text. In all cases \( \beta \) is a tuning parameter, where larger \( \beta \)s on average correspond to less frequent events/longer inter-event trajectories. For specification 3, arc-lengths of position-trajectories are calculated in the Mahalanobis metric \( d(q, q') = \sqrt{(q - q')^TM^{-1}(q - q')} \) as \( M \) is assumed to be some approximation/reflect the scales of the covariance matrix of \( \pi(q) \).

- \( \log(\lambda(z)) \) is a quadratic function in \( p \) for each \( q \). Then \( Q(p|z') \) is also Gaussian.

3.1.3 Specific choices

Table 1 provides the specific event specifications used in the remainder of this text. The former two are of type \( 8 \) whereas specification 3 is of type \( 9 \) with elliptically contoured momentum refresh distribution.

Specifications 1 and 2 lead to processes that have similarities to the Randomized HMC (RHMC) of Bou-Rabee and Sanz-Serna \( [2017] \). RHMC essentially reduces to an implementation of the hypothetical HMC-algorithm of section \( 2.2 \) based on symplectic integrators (and corresponding accept/reject steps) and exponentially distributed time increments \( s \). The difference lies in that such an implementation of RHMC would sample the state of the process only at what would correspond to the event-times in the PDP formulation, whereas the PDP formulation allows the exploitation of the inter-event trajectories.

Interestingly, the large \( \lambda \) limit of the \( q \)-component of the PDP, i.e. \( Q(t) \), for specification 1, is the Brownian motion-driven preconditioned Langevin process (see e.g. Roberts and Rosenthal \( [1998] \) (see Appendix \( C \))

\[
dQ(t) = \frac{1}{2} M^{-1} \nabla_q \log \tilde{\pi}(Q(t)) + M^{-\frac{1}{2}} dW(t). \tag{10}
\]

Here \( W(t) \) is a standard Brownian motion and \( M^{-\frac{1}{2}} \) is any matrix square-root of \( M^{-1} \).

Specification 3 is a first attempt at providing event rates where the length of the between event trajectories is chosen dynamically. Specifically, the event specification is chosen so that \( \beta \int_0^u \lambda(\varphi_s(z)) ds = \beta \Lambda(v; z) \) is exactly the arc-length (in the Mahalanobis metric \( d(q, q') = \sqrt{(q - q')^TM^{-1}(q - q')} \) for standardization) of the position coordinate when \( z \) was the state of the process immediately after the last event. For this specification, \( Q(p|z') \) allows straight forward sampling as it is an elliptically contoured distribution \( \text{Cambanis} \).
Figure 2: Examples of q-coordinate of continuous time HMC trajectories with different event specifications for a bivariate standard Gaussian target distribution \( \pi(q) \). In all cases, \( M = I_2 \) and the shown trajectories correspond 100 units of time \( t \). Events are indicated with red circles, and the common initial q-coordinate is indicated with a cross.

Figure 2 shows examples of the trajectories of the q-coordinate under continuous time HMC process for different event specifications for a bivariate standard Gaussian target.

### 3.2 Toy examples

To gain some initial insight into the behavior of the CTHMC process for estimating the mean of a given target, 10000 trajectories of were generated for 4 zero mean, unit variance univariate targets \( \pi(q_1) \). Each trajectory was of (time) length \( T = 1000 \frac{\pi}{2} \) preceded by an equal length of burn in. Event specification 1 was used in all cases, and experiments were repeated for different values of the inter-event mean time \( \beta \). Different sampling strategies were applied to all produced trajectories. Mean estimator root mean squared error (RMSE) results are presented in Figure 3.

For the standard Gaussian distribution, exactly iid samples obtains when choosing trajectories of (time) length \( \pi/2 \) in the hypothetical HMC method (Section 2.2). Thus, the (time) lengths of generated Hamiltonian flow (and thus essentially the computational cost) of CTHMC and for 1000 iid-samples-producing hypothetical HMC transitions are the same. As a reference to the CTHMC results, the RMSEs based on 1000 iid samples are also indicated as horizontal lines in the plots. For the non-Gaussian targets, the cost of obtaining RMSEs corresponding to 1000 iid samples using HMC are likely somewhat higher, and thus the
Figure 3: RMSE of estimates of \( E(q_1) \) from CTHMC processes using event specification 1 for different values of the mean inter-event time parameter \( \beta \). The panels correspond to the different univariate target distributions \( \pi(q_1) \), which all have zero mean and unit variance. Unit mass matrix \( M = 1 \) was used. The estimates of the mean are based on trajectories of length \( T = 1000 \tau \), and the RMSE estimates are based on 10000 independent replica for each value of \( \beta \). Black circles correspond continuous sampling, red \( \times \)-s to 1000 equally spaced samples, blue squares to 500 equally spaced samples and green triangles to randomized HMC using... The horizontal lines give the RMSE of 1000 iid samples. The results are obtained using the numerical methods described in Section 4.1 with \( tol_a = tol_r = 0.001 \).

Benchmarks are likely somewhat favoring HMC in a computational cost perspective in these cases.

In all cases, low values of \( \beta \) (frequent events) result in poor results, as the continuous time process approaches the the Langevin limit \([10]\). The most striking feature of the plot is that for continuous (black circles) or high frequency sampling (red \( \times \)) of the trajectories, RMSEs for the symmetric targets (\( N(0,1) \), standardized \( t_{20} \)) decreases monotonically in \( \beta \), and for the highest \( \beta = 7\pi/2 \) considered is only around 35 percent of the benchmark in the \( N(0,1) \) case. In the univariate Gaussian target case, this behavior obtains as the between event Hamiltonian dynamics, \( q_1(t) \), averaged over time, i.e. \( \frac{1}{t} \int_0^t q_1(s)ds \), converges to the mean of the target as \( t \to \infty \), regardless of the initial configuration \( z(0) \) (see below and Appendix D). Thus, in the Gaussian case, momentum refreshes are not necessary for unbiased estimation of \( E(q_1) \). It appears this is also the case for the standardized \( t_{20} \)-distribution, but this has not been proved formally so far.

For the non-symmetric targets, standardized \( \chi^2_{50} \) and standardized \( \chi^2_{30} \), such monotonous behavior is not seen as momentum refreshes are certainly necessary in order to obtain unbiased estimates. Too infrequent refreshes (i.e. high \( \beta \)) result in higher variance from exploring too few energy level sets. For intermediate values of \( \beta \), the continuous- or high frequency sampling estimates are still better than or on par with the iid benchmark, where the edge is lost towards more skewness in the target distribution.
As mentioned in Section 2.3, the continuous time trajectories can either be sampled at discrete times, or integrated over time as in (6). From Figure 3, it is evident that there is little difference in the high frequency \((\Delta = \pi/2)\) sampling and continuous sampling. The efficiency deteriorates somewhat with more infrequent \((\Delta = \pi)\) sampling (blue □). As will be clear in the next section, integration-based estimates (6) require minimal additional numerical effort, and it seems advisable always to use these for moment calculations, whereas rather frequent samples should be used for other tasks.

The green triangles represent results obtained when sampling the process only at event times. Since the event rate is constant, this corresponds to the Randomized HMC using the same amount of Hamiltonian trajectory. It is seen that this method, which does not exploit the “between events” trajectories, generally lead to inferior results relative to CTHMC. The exception is in the random walk-like domain, where frequent sampling occurs also under the Randomized HMC, but in this case the underlying process only slowly explores the target distribution.

### 3.3 Choosing event intensities

The time average property under under the univariate Gaussian, illustrated in the left panel of Figure 3 generalizes to multivariate Gaussian targets \(\pi(q) = N(q|\mu, \Sigma)\) as well. Namely, it can be shown (see Appendix D) that the between events dynamics \(q(\tau)\) admit unbiased estimation of \(\mu\) without momentum refreshes, i.e.

\[
\frac{1}{T} \int_0^T Cq(\tau) d\tau \xrightarrow{T \to \infty} C\mu, \quad C \in \mathbb{R}^{p \times d},
\]

regardless of the initial configuration \(z(0)\).

Of course, the Gaussian case in itself is not particularly interesting. However, one would presume that for near Gaussian target distributions (which is frequently the case in Bayesian analysis applications due to central limit effects), the left hand side (11) would have only a small variation in \(z(0)\) for large \(T\). Hence such situations would benefit from quite low event intensities/long durations between events, and would allow for very small Monte Carlo variations in moment estimates akin to those shown in the two leftmost panels of Figure 3 even in high-dimensional applications.

Still, the fast convergence results above are restricted to certain moments of certain target distributions. It is instructive (and sobering) to look at the estimation of the second order moment of a univariate standard Gaussian target distribution (with \(M = 1\)). In this case,

\[
\frac{1}{T} \int_0^T q_1^2(\tau) d\tau \xrightarrow{T \to \infty} \frac{1}{2} \left( q_1^2(0) + p_1^2(0) \right),
\]
i.e. the dependence on the initial configuration \( z(0) \) does not vanish as the time between events grows, and the second order moment cannot be estimated reliably without momentum refreshes.

For a fixed budget of Hamiltonian trajectories, a non-Gaussian target and/or a non-linear moment, say \( E(g(q)) \), and the event rate tradeoff will have at the end-points:

- For “large \( \beta \)”, variation in the CTHMC moment estimate is mainly due to variation between energy level sets, i.e. the variance of \( \lim_{T \to \infty} \int_0^T g(q(t))dt \) as a function of the initial configuration \( z(0) \).

- For “small \( \beta \)”, variation in the CTHMC moment estimate comes mainly from that the underlying process \( Z_t \) reverts to a random walk-like behavior (Langevin-dynamics for constant event rate).

The location of the optimum between these extremes (see e.g. the two right-most panels in Figure 3) inherently depends both on the target distribution and the collection of moments, say \( E(g_1(q)), \ldots, E(g_m(q)) \), one is interested in. More automatic choices of event rate specifications will be explored in the numerical experiments discussed below.

4 Numerical implementation

The proposed methodology relies on quite accurate simulation of the Hamiltonian trajectories and associated functionals of the type \( \mathcal{F} \). This section summarizes numerical implementation of these quantities based on Runge-Kutta-Nystöm (RKN) methods (see e.g. Hairer et al., 1993, Chapter II.14). The reader is referred to Hairer et al., 1993 for more background on general purpose ODE solvers.

4.1 Numerical solution of dynamics and functionals

A wide range of numerical methods have been developed specifically for the dynamics of Hamiltonian systems (see e.g. Sanz-Serna and Calvo, 1994; Leimkuhler and Reich, 2004). Such methods typically conserve the symplectic- and time-reversible properties of the true dynamics, and hence provide reliable long-term simulations over many (quasi-)orbits. However, for shorter time spans, typically on the order of up to a few (quasi-)orbits, such symplectic methods have no edge over conventional methods for second order ODEs (see e.g. Sanz-Serna and Calvo, 1994, Section 9.3). In what follows, \( \tau \) is used as the time index of the between events Hamiltonian dynamics (as opposed to PDP process time \( t \)), and it is convention that \( \tau \) is reset to zero immediately after each event.

RKN methods are particularly well suited for time-homogenous second order ODE systems on the form

\[
\ddot{y}(\tau) = F(y(\tau)), \ y \in \mathbb{R}^n, \ F : \mathbb{R}^n \to \mathbb{R}^n,
\]  

\( 12 \)
subject to the initial conditions $y(0) = y_0$, $\dot{y}(0) = z_0$. Notice that when $F$ does not depend on $\dot{y}(\tau)$, RKN methods are substantially more efficient than applying conventional Runge Kutta methods to an equivalent coupled system of $2n$ first order equations, say $\dot{y}(\tau) = w(\tau)$, $\dot{w}(\tau) = F(y(\tau))$.

In the numerical implementation used in the present work, the between events Hamiltonian dynamics are reformulated in terms of the second order ODE

$$\ddot{q}(\tau) = M^{-1} \nabla_q \log(q(\tau)), \quad (13)$$

which is to be solved for $(q(\tau), \dot{q}(\tau))$. The dynamics of $(13)$ are equivalent to the dynamics of $(2)$ when the initial conditions $(q(0), \dot{q}(0) = M^{-1}p(0))$ are applied, and the momentum variable for any $\tau$ is recovered via $p(\tau) = Mq(\tau)$.

Further, recall that the proposed methodology relies critically on the ability to calculate between events Hamiltonian dynamics functionals on the form

$$r_k(\tau) = \int_0^\tau \mathcal{M}_k(q(s))ds, \quad k = 1, \ldots, p, \quad (14)$$

for a suitably chosen monitoring function $\mathcal{M} : \mathbb{R}^d \to \mathbb{R}^p$, e.g. for continuous sampling $(6)$ and integrated event intensities $(4)$. To this end, first observe that $r(\tau) = \dot{R}(\tau)$ whenever $\dot{R}(\tau) = \mathcal{M}(q(\tau))$, with initial conditions $R(0) = 0_p$, $\dot{R}(0) = 0_p$. Hence by augmenting $(13)$ with the monitoring function, i.e.

$$\begin{bmatrix} \ddot{q}(\tau) \\ \dot{R}(\tau) \end{bmatrix} = \begin{bmatrix} M^{-1} \nabla_q \log(q(\tau)) \\ \mathcal{M}(q(\tau)) \end{bmatrix}, \quad (15)$$

a system on the form $(12)$ is obtained. When solved numerically, $(15)$ produces solutions both for the dynamics $(2)$ or $(13)$ and the dynamics functional $(14)$. Implemented in this manner, the adaptive step size methodology (to be discussed shortly) controls both the numerical error in the Hamiltonian dynamics and the functionals concurrently.

In this work, the 6th order explicit embedded pair RKN method RKN6(4)6FD of Dormand and Prince (1987, Table 2) was used to solve $(15)$. Each step of RKN6(4)6FD requires 5 evaluations of the right hand side of $(15)$, but of course being a higher order method, the step sizes may typically be substantially larger than the stability limit of e.g. the leap frog method. Since the solution to $R(\tau)$ is not required per se, trivial modifications of the mentioned RKN method were done so that it solves only for $s(\tau) = (q(\tau), \dot{q}(\tau), r(\tau))$ (where $r(\tau) = \dot{R}(\tau)$).

Such a modified RKN step $\psi_\varepsilon$, i.e. $\bar{s}(\tau + \varepsilon) = \psi_\varepsilon(s(\tau))$, starting at $s(\tau)$ and with time step size $\varepsilon$, is a
6th order approximation of the flow. In addition, when $\psi_\varepsilon$ has been evaluated, the following is available at negligible additional cost (in particular no further evaluations of the right hand side of (15)):

1. A 4th order approximation, say $\hat{s}(\tau + \varepsilon)$, of $s(\tau + \varepsilon)$ used for estimation of the (local) error incurred, which is subsequently used in the adaptive step size selection.

2. A 6th order interpolation approximation, say $\hat{s}(\tau + \xi \varepsilon)$, of any element of $(q(\tau + \xi \varepsilon), \dot{q}(\tau + \xi \varepsilon), r(\tau + \xi \varepsilon))$, $\xi \in (0, 1)$.

A fairly standard PI-step size controller (see e.g. [Press et al. 2007, Section 17.2.1]) was used to select $\varepsilon$ dynamically, by maintaining that

$$\max_i |\hat{s}_i(\tau + \varepsilon) - \tilde{s}_i(\tau + \varepsilon)| < 1$$

for all time RKN steps. Here, $tol_a$ and $tol_r$ are the absolute- and relative error tolerances respectively, which must be chosen a-priori.

A quite general outline of the numerical algorithm for simulating CTHMC processes is given in Algorithm 1. The outlined algorithm produces both integrated moments approximating $\int g_k(q) \pi(q) dq, \; k = 1, \ldots, m$ based on (6) and discrete time samples $\mathbf{S}$. Notice that Algorithm 1 assumes event intensities not depending on the momentum coordinate. However, it is straightforward to extend to the Algorithm to account for momentum-dependent event-rates based on the interpolation option of the RKN step.

### 4.2 Automatic selection of tuning parameters

A key aim of developing CTHMC processes is to enable the implementation of an easy to use and general-purpose code. For this purpose, automatic selection of tuning parameters is important. This Section describes the routines for tuning the mass matrix $\mathbf{M}$ and (a multiplicative constant of) the event intensity used in the computations described shortly.

#### 4.2.1 Tuning of mass matrix

Earlier automatic tuning routines for HMC-like methods often aim at setting the mass matrix equal to some estimate/approximation of the precision matrix of the target distribution. In the present work, a diagonal mass matrix $\mathbf{M} = \text{diag}(m_1, \ldots, m_d)$ is considered. The overarching idea for choosing each of $m_1, \ldots, m_d$ is to make the square of each element of the right hand side of (13), averaged over each integrator step, in expectation over all integrator steps, to be equal to 1. This approach is mainly motivated out of numerical efficiency considerations, where regions of the target distribution requiring many steps (with short step sizes due to strong forces $\nabla_q \log \tilde{\pi}(q)$) are disproportionally weighted when choosing the mass matrix. For
Algorithm 1 Basic CTHMC algorithm based on modified RKN integrator. Notice, this formulation assumes that the event intensity \( \lambda \) depends on \( q \) only. The algorithm produces both continuous time estimates \( \hat{\pi}(q) \) of the given moments, and discrete time samples \( S \) which may be used similarly to conventional MCMC samples.

**Input:** Target log-density kernel \( \log \hat{\pi}(q), q \in \mathbb{R}^d \) associated with target density \( \pi(q) \).

**Input:** Event specification \( (\lambda, Q) \) (see e.g. Table 1).

**Input:** Mass matrix \( M \in \mathbb{R}^{d \times d} \), symmetric, positive definite (e.g. \( M = \mathbf{I}_d \)).

**Input:** Simulation time span \( T \in \mathbb{R}^+ \).

**Input:** Number of discrete time samples \( N \).

**Input:** Initial position \( q_0 \in \mathbb{R}^d \).

**Input:** Numerical error tolerances \( tol_a, tol_r \) (e.g. \( tol_a = tol_r = 1.0e^{-3} \)).

**Input:** Moments \( g_1, \ldots, g_m, g_k: \mathbb{R}^d \rightarrow \mathbb{R}, k = 1, \ldots, m \), for which \( \int g_k(q)\pi(q) dq \) are to be estimated.

Define integrated quantities \( \mathcal{M}(q) = [\lambda(q), g_1(q), \ldots, g_m(q)] : \mathbb{R}^d \rightarrow \mathbb{R}^{m+1} \).

\[ t \leftarrow 0, \quad Q(0) \leftarrow q_0, \quad \mathcal{P}(0) \sim N(0_d, M) \quad \text{▷ Initial } \mathbf{q} \text{ configuration (in case of autocorrelated momentum refreshes)} \]

\[ g \leftarrow 0_m, \quad S \leftarrow 0_d, M \quad \text{▷ Initial conditions for system of ODEs (15)} \]

\[ i \leftarrow 1 \]

**while** \( t < T \) **do**

\[ \mathcal{P}(t) \sim Q(\cdot | Z(t-)). \quad \text{▷ Initial } \mathcal{P} \text{ configuration (in case of autocorrelated momentum refreshes)} \]

\[ u \sim \text{Exp}(1). \quad \text{▷ Initial } \mathcal{P} \text{ configuration (in case of autocorrelated momentum refreshes)} \]

\[ \hat{s}(0) \leftarrow (Q(t), M^{-1}\mathcal{P}(t), 0_{m+1}). \quad \text{▷ Initial } \mathcal{P} \text{ configuration (in case of autocorrelated momentum refreshes)} \]

\[ \tau \leftarrow 0. \quad \text{▷ Storage for estimated moments.} \]

**while** \( \hat{s}_{2d+1}(\tau) < u \) and \( t + \tau < T \) **do**

**Propose a new step size \( \varepsilon \)**

\[ \varepsilon \leftarrow \min(\varepsilon, T - (t + \tau)) \quad \text{▷ Position } \mathbf{q} \]

**Propose a new step size \( \xi \)**

\[ \xi \leftarrow 1. \quad \text{▷ Position } \mathbf{p} \]

**if** \( \hat{s}_{2d+1}(\tau + \varepsilon) > u \) **then**

**Propose a new step size \( \xi \)**

**Do the event happen during this integration step?**

\[ \xi \leftarrow \tau + \varepsilon. \quad \text{▷ Hamiltonian dynamics (between events) time.} \]

\[ \text{Recall } \hat{s}_{2d+1}(\tau) = \int_0^\tau \lambda(q(\nu)) d\nu \quad \text{▷ Recalling } \hat{s}_{2d+1}(\tau) \]

**Collect sample (in practice done using RKN step interpolation).**

**Update Hamiltonian dynamics time**

**Update process time \( t \)**

**Advance discrete time samples counter.**

**Simulate new momentum \( \mathbf{p} \)**

\[ g \leftarrow g + \hat{s}_{2d+2:2d+1+m}(\tau - \varepsilon) + \xi \varepsilon. \quad \text{▷ Update } \mathbf{q} \]

**The ith sample during current integration step?**

**The columns of \( S \) are dependent random draws whose marginal distribution approaches \( \pi(q) \).**

\[ \text{Return } T^{-1}g \]

\[ \text{Return } S. \]

\[ T^{-1}g_k \rightarrow \int g_k(q)\pi(q) dq \text{ as } T \rightarrow \infty. \]
a \( N(\mu, P^{-1}) \) target distribution, where \( E_\pi([\nabla q \log \tilde{\pi}(q)] [\nabla q \log \tilde{\pi}(q)]^T) = P \), this approach may (modulus variability in integrator step size) be seen as a way to directly estimate the precision matrix diagonal elements.

More explicitly, assume that \( J \) integrator steps were used during the warmup period. Let the \( j \)th such step be originating at time \( \tau_j \) and have time step size \( \varepsilon_j \). Then the mass matrix diagonal is taken to be

\[
m_i = J^{-1} \sum_{j=1}^{J} \frac{1}{\varepsilon_j} \int_{\tau_j}^{\tau_j+\varepsilon_j} [\nabla q \log \tilde{\pi}(q)]_i^2 \, ds.
\]

Notice that the integrated squared gradients are available at negligible additional cost by augmenting \( \mathcal{M} \) in the ODE system (15) with moment functions \( [\nabla q \log \tilde{\pi}(q)]_i^2 \), \( i = 1, \ldots, d \).

### 4.2.2 Tuning of event rates

The methodology for tuning the event rates relies on the following representation of a general event rate \( \lambda \):

\[
\lambda(q, p) = \frac{1}{\gamma \beta} \bar{\lambda}(q, p), \quad \gamma > 0, \quad \beta > 0,
\]

where \( \bar{\lambda} \) is a “base line” event rate (e.g. \( \bar{\lambda} = 1 \) for event specification 1 and 2, and \( \bar{\lambda} = \sqrt{p^T M^{-1} p} \) for event specification 3). Here \( \gamma \) is a user-given scale factor, say in the range 1 to 10, chosen in the higher range if one expects good performance with infrequent moment refreshes (see Section 3.3). Finally, \( \beta \) is tuned automatically to reflect each particular target distribution. The objective of the automatic event rate tuning is given by

\[
E_{z(0) \sim \rho(z)} \left( \frac{1}{\beta} \int_0^\omega \bar{\lambda}(q(\tau), p(\tau)) d\tau \right) = 1, \quad (16)
\]

where \( \omega \) is the “no-U-turn” time of the dynamics [Hoffman and Gelman, 2014]

\[
\omega = \inf \{ \tau > 0 : (q(\tau) - q(0))^T p(\tau) < 0 \},
\]

(See also Wu et al., 2018, for a similar development). The rationale behind (16) is that (for \( \gamma = 1 \)) the expected integrated event rate \( \Lambda \) (see Equation 4) evaluated at corresponding no-U-turn time is equal to \( E(u) \).

In practice, realizations of \( \int_0^\omega \bar{\lambda}(q(\tau), p(\tau)) d\tau \) are recorded for each between events Hamiltonian trajectory during the warmup period (i.e. if events occur before the no-U-turn time, further integration steps are performed to find \( \omega \)). Subsequently, \( \beta^{-1} \) set equal to an exponential moving average of these realizations.
4.3 Do numerical errors influence results?

In order to assess how the application of (un-corrected) RKN numerical integrators for the Hamiltonian dynamics influences overall Monte Carlo estimation, a small simulation experiment was performed. Specifically, a $N(0_2, \Sigma)$ target distribution with

$$\Sigma = \begin{bmatrix} 1 & 2 \\ 2 & 8 \end{bmatrix}, \ M = I_2, \ \lambda = \frac{1}{10} \text{ and } Q(p|z') = N(p|0_2, M),$$

(17)

were used. Due to the Gaussian nature of the target distribution, the Hamiltonian dynamics are available in closed form, and hence allow the comparison with the numerically integrated counterparts. CTHMC trajectories based both on exact and numerically integrated dynamics were used to estimate the mean and raw second order moments of the target using continuous sampling. The same initial configuration $Z(0)$ and the same random numbers were used so that errors in the estimators based on numerical integration are due only to RKN integration. Figure 4 shows the numerical errors a single typical CTHMC trajectory for different values of $T$. Also indicated in the plots are the root mean squared errors (RMSEs) associated with estimating the said moments (across multiple trajectories) based on exact CTHMC with (17).
From Figure 4, it is seen that except for very large values of \( tol_a = tol_r \), the numerical errors are very small relative to the exact estimator RMSEs. From the plots, absolute and relative error tolerances of around 0.001 appear to be more than sufficient for this case. Interestingly, it is seen that there is no apparent buildup of numerical errors of in the longer trajectories, suggesting that the incurred errors are not systematically accumulating and biasing the estimation in any direction. Of course, this limited experiment does not rule out such biasing behavior in general. However, the overall the finding here indicate that quite lax error tolerances are sufficient to make the numerical errors be negligible relative to overall Monte Carlo variation.

5 Numerical experiments

This section considers numerical experiments and benchmarking of the proposed method against the current NUTS-HMC implementation in Stan (rstan version 2.19.3). Like Stan, the proposed methodology has been implemented as an R package (pdphmc\(^1\) with main computational tasks done in C++, and relies on the Stan Math Library \((\text{Carpenter et al., } 2017)\) for automatic differentiation and probability- and linear algebra computations. Consequently, CPU-times are directly comparable. All computations were carried out on a 2020 Macbook pro with a 2.6 GHz Intel Core i7 processor, under R version 3.6.2.

It has become quite conventional to compare the performance of MCMC methods in terms of their Effective Sample Size (ESS) \((\text{Geyer, } 1992)\) per computing time (see e.g. \(\text{Girolami and Calderhead, } 2011\)). Consider a sample dependent of dependent random variables \( \eta_i, i = 1, \ldots, N \), each having the same marginal distribution. The ESS gives the number of hypothetical iid samples (with distribution equal to that of \( \eta_i \)) required to obtain a mean estimator with the same variance as \( N^{-1} \sum_{i=1}^{N} \eta_i \). An ESS-based approach is taken also here, but in order to obtain ESSes for moments estimated by for integrated quantities \((6)\), the following approach was taken: For a given number of samples, say \( N \), rewrite the left hand side of \((6)\) as

\[
\frac{1}{T} \int_0^T g(Z(t))dt = \frac{1}{N} \sum_{i=1}^{N} \eta_i, \quad \text{where } \eta_i = \Delta^{-1} \int_{(i-1)\Delta}^{i\Delta} g(Z(t))dt, \quad \Delta = \frac{T}{N}. \tag{18}
\]

Let \( \widehat{ESS}_i(\eta_i) \) denote an estimator of the ESS of dependent sample \( \eta_i \). Then

\[
\frac{\widehat{Var}_i(g(Z(\Delta i)))}{\widehat{Var}_i(\eta_i)} \widehat{ESS}(\eta_i)
\]

is taken to be an estimator of ESS represented by moment estimator \( T^{-1} \int_0^T g(Z(t))dt \). Equation \((19)\) takes into account both that \( \widehat{Var}_i(\eta_i) \) tends to be smaller than \( \widehat{Var}_i(g(Z(\Delta i))) \) due to the averaging in \((18)\), but on the

\(^1\)Available from the author upon request, and will be made available on github once sufficient documentation has been completed.
other hand $\eta_i$ tends to exhibit a stronger autocorrelation than discrete time samples $g(Z(\Delta i))$. Throughout this text, the ESS estimation procedure in rstan (see R-function rstan::monitor(), output “n_eff”) was used for estimating ESS from samples.

### 5.1 Funnel distribution

The Funnel distribution $q_1 \sim N(0, 1), q_2|q_1 \sim N(0, \exp(3q_1))$, constituting the first numerical example, has already been encountered in Section 2.2 and Figure 1. This very simple example may be considered as a “model problem” displaying similar behavior as for targets associated with Bayesian hierarchical models (where $q_1$ plays the role of latent field log-scale parameter, and $q_2$ plays the role of the latent field itself).

Both rstan and pdphmc uses identity mass matrices. Except for the target acceptance rate $\delta$ and mass matrix, the remaining tuning parameters of rstan are the default. Both for rstan and pdphmc, 10 independent chains/trajectories were run. For rstan, each of these chains had 10,000 transitions with 5,000 discarded as warmup. Note that rstan outputs a substantial number of warnings related to diverged transitions.

For pdphmc, the trajectories were of length $T = 100,000$, sampled discretely $N = 10,000$ times and with the former half of samples discarded as warmup. For such high sampling frequency, continuous samples yield similar results as the discrete samples, and are thus not discussed further here. A constant event rate $\lambda = \beta^{-1}$ was applied, and $\beta$ was adapted with scale factor $\gamma = 2$ using the methodology described in Section 4.2.2. The adaptive selection resulted in values of $\beta$ between 2.4 and 5.1 across the 10 trajectories, which again translates to between 0.24 and 0.51 discrete time samples per (between events) Hamiltonian trajectory.

It has already been visually confirmed from Figure 1 that the output of rstan does not fully explore the target distribution. Still it is instructive to study the relative performance for sampling the log-scale parameter $q_1$ across the different methods. Table 2 presents CPU times and the ESS of $q_1$. It is seen that pdphmc requires somewhat more CPU time per effective sample for the (visibly defective) rstan runs with the coarsest leap frog integration. Moreover, pdphmc has a factor 3 better sampling performance than (marginally converged) rstan, $\delta = 0.999$. In sum, these observations give indication that the proposed methodology

|                | rstan, $\delta = 0.8$ | rstan, $\delta = 0.9$ | rstan, $\delta = 0.99$ | rstan, $\delta = 0.999$ | pdphmc |
|----------------|-----------------------|-----------------------|------------------------|------------------------|--------|
| CPU time (s)   | 1.0                   | 1.4                   | 3.7                    | 8.3                    | 13.0   |
| $q_1$ ESS (#)  | 1795                  | 2132                  | 1477                   | 2245                   | 10824  |
| $q_1$ ESS / CPU time (#/s) | 1716 | 1570 | 398 | 270 | 835 |

Table 2: Computing time and ESS for the funnel distribution $q_1 \sim N(0, 1), q_2|q_1 \sim N(0, \exp(3q_1))$. Reported CPU time numbers are total sampling time (i.e. excluding warmup) across the 10 replica, and the reported ESSes are also the total ESS represented by the 50,000 samples (10 chains/trajectories times 5000 samples of each). Notice that the rstan methods struggle to explore the target distribution (see in Section 2.2 and Figure 1), and the numbers are therefore not directly comparable.
may have substantial edge against conventional NUTS-HMC sampling for difficult target distributions, even before more adaptive event intensities have been considered.

### 5.2 Correlated Gaussian distribution

The second numerical experiment considers a $d = 50$-dimensional Gaussian target distribution with zero mean and a precision matrix simulated from a Wishart distribution identity scale matrix and $d$ degrees of freedom. The eigenvalues of the precision matrix span roughly four orders of magnitude (197-0.02). Again, comparison is carried out against rstan, and both rstan and pdphmc adapts diagonal mass matrices in this case. For pdphmc, the (default) integrator tolerances $tol_a = tol_r = 0.001$ were used.

Table 3 presents ESSes and ESSes per CPU time for different variants of pdphmc and rstan. Not surprisingly, in light of the discussion in Section 3.3, the best case sampling performance of the (Gaussian) components of $q$ is extremely efficient for rather infrequent events ($\gamma = 10$) and continuous sampling. For estimating the mean of $q^T_1$ and $q^T P q$, more frequent events ($\gamma = 1$) seem in order, and in this case, there is little benefit from continuous sampling at the sampling frequency used. Comparing to the rstan results, it is seen that for each quantity of interest, it the best variant of pdphmc leads to better sampling efficiency than rstan, but no variant of pdphmc is uniformly better than rstan. However, it should be noted in this regard that the event rates used by pdphmc are very simple relative to the no-U-turn methodology employed in
Figure 5: Histograms of selected output for pdphmc, event specification 3, $\gamma = 10$ applied to the $d = 50$-dimensional Gaussian target distribution of Section 5.2. All presented histograms are based on the combined output of the 10 independent replica. The leftmost, middle and rightmost histograms are respectively for the component of $q$ with the smallest marginal variance, the component of $q$ with the largest marginal variance and the bilinear form $q^T P q$. The marginal densities of these quantities are superimposed with a red solid line. The upper histograms represent discrete time samples. The lower histograms represent continuous time samples (18) with the same sampling frequency as for discrete samples. Notice that the continuous time samples generally have a smaller variance than the corresponding target marginals.

rstan, and hence there should be scope substantially more efficient variants of pdphmc.

Figure 5 display histograms of selected output of pdphmc with event specification 3, $\gamma = 10$. For the lax error tolerances used, still no deviation from the exact marginal target distributions can be detected visually in the discrete time samples (the upper panels), giving indications that the finds of Section 4.3 also carries over to higher dimensions. The integrated samples (18) (lower panels) for the smallest variance component of $q$ and the $(\chi^2_d) q^T P q$ exhibit substantially smaller variance than their discrete time counterparts. However, in the case of $q^T P q$, as seen from Table 3, this reduction in variance is offset by the $\eta_i$-s exhibiting a stronger autocorrelation than the corresponding discrete time samples.

6 Discussion

This paper has introduced continuous time Hamiltonian Monte Carlo processes as a new, robust and potentially very efficient alternative to conventional MCMC method. The presently proposed methodology holds promise to be substantially more trustworthy and robust for complicated real-life problems. A substantial part of the novelty lie in two factors related to robustness:
• The CTHMC process is time-irreversible, and the present paper is to the author’s knowledge the first attempt to leverage time-irreversible processes to produce general purpose and easy to use MCMC-like samplers that scale to high-dimensional problems. By now, there is substantial evidence (see e.g. discussion on page 387 of Fearnhead et al., 2018) that irreversible processes are superior to conventional reversible alternatives such as HMC. In particular, irreversible methods appear to be more robust to irregular target distributions, as transition can be made without regard to the likelihood of the corresponding reversed transition occurring.

• The proposed implementation of CTHMC process leverages the mature, and widely used field of numerical integration of ordinary differential equations. Common practice for HMC is choosing a fixed step size low order symplectic method and hoping that regions where this step size is too large for numerical stability is not encountered during the simulation. The proposed methodology, on the other hand, relies on high quality adaptive integrators, which have no such stability problems.

Currently, efficient and robust MCMC computations has been a field dominated by tailor-making to specific applications and a large degree of craftsmanship. Effectively, the two above points reduces such MCMC computations into a more routine task of numerically integrating ordinary differential equations using adaptive/automatic methods.

### 6.1 Further work

In addition to the application to truly high-dimensional and more challenging test-cases intended for this paper, there scope for substantial further work on CTHMC-processes beyond the initial developments given here. A, by no means complete, list of possible further directions contains the following:

• More adaptive event specifications in a similar vein to those of Hoffman and Gelman (2014), Betancourt (2016) to obtain trajectory lengths that are better adapted to local geometry of the target distribution.

• The results of Section 3 goes through with minimal changes for non-Euclidian Riemann manifold Hamiltonian dynamics (Girolami and Calderhead, 2011) (see Appendix B). In this case, the dynamics solve a coupled system of $2d$ first order ODEs (but cannot be reduced to a $d$-dimensional second order system). In particular, such a development could be carried out with explicit (non-symplectic) numerical integrators for first order systems, which could substantially reduce the often large computational cost of conventional Riemann manifold HMC (see e.g. Kleppe, 2018).

• The recent interest in PDPs is to a large extent motivated by that computationally fast “big data” versions can be constructed without introducing additional approximation errors (see Fearnhead et al., 2018).
Such “big data” PDPs operates on small randomly selected sub-samples of the data, resulting in so-called stochastic gradients. However, current implementations are restricted to models with few parameters as the deterministic dynamics are generally not adapted to target distribution. The construction of stochastic gradient-versions of the CTHMC processes, which due to adapted dynamics can handle both large models and big data, is one of the main future research questions related to CTHMC processes. More concretely, CTHMC processes do not use the point-wise values of the target distribution itself in e.g. accept/reject steps as in conventional Metropolis-Hastings-based MCMC methods such as HMC. Rather, being a PDP, CTHMC only probes the target distribution though the gradient of the log-target distribution. Assuming that the data consist of a large number of independent observations, such gradients can be estimated computationally cheaply and without bias using only subsets of the data (Welling and Teh 2011; Baker et al. 2019), i.e. using stochastic gradients where the randomness comes from taking random subsamples of the data.

Recently, pseudo-marginal/transport map MCMC methods (Lindsten and Doucet 2016; Kleppe 2019; Osmundsen et al. 2019) for large scale Bayesian hierarchical models have been proposed. Such methods result in a modified target distribution which “almost” factorizes into a low-dimensional general factor and a high-dimensional standard Gaussian factor. A symplectic integrator optimized for such a situation was developed in Lindsten and Doucet (2016). A further development in this project would be to develop a non-symplectic integrator optimized for such “almost factorizing” situations, e.g. using splitting methods (see e.g. Franco and Gómez 2014).

As was demonstrated in Section 5.2, it may be beneficial to operate with multiple event rates/momentum refreshes for different parts of the state vector. Theoretically, this should be rather straight forward, but finding good strategies for such a development would require substantial work.

Reversible variants (based on involutions and reversible jump Metropolis Hastings) using the RKN methodology leads to approximate discrete time MCMC algorithms inheriting many of the properties of CTHMC related to computational robustness. Such algorithms are attractive in that they allow very flexible adaptive selection of the Hamiltonian trajectory (time-)length distribution (e.g. similarly to NUTS). However, their efficient computation requires storing a representation of complete Hamiltonian trajectories and may involve simulation of substantial amounts of dynamics which is only used for calculating accept probabilities (both as opposed to the PDP version).

A further interesting property of CTHMC processes is that biased (relative to the chosen momentum target distribution $N(0_d, M)$) updates can be corrected by appropriately chosen event rates. This may
be exploited e.g. toward higher momentums intended for jumps between modes, and implemented in a stable manner using the adaptive integrators.
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A Details related to the Fokker-Planck equation under a PDP with Hamiltonian deterministic dynamics

A.1 The left hand side of (5) is the the Poisson bracket between p and \( \mathcal{H} \)

Suppose \( D = 2d, \ z = [q^T, p^T]^T \) and \( \Phi(z) \) corresponds to Hamilton’s equations associated with separable Hamiltonian \([1]\), i.e.

\[
\Phi(z) = \begin{bmatrix} M^{-1}p \\ \nabla_q \log \bar{\pi}(q) \end{bmatrix} = J \nabla_z \mathcal{H}(z), \quad J = \begin{bmatrix} 0_{d,d} & I_d \\ -I_d & 0_{d,d} \end{bmatrix},
\]
Then the left hand side of the stationary Fokker-Planck equation (5) is equal to the Poisson Bracket \( \{ p, H \} (z) \) (see e.g. [Leimkuhler and Reich 2004, Section 3.3]) between the density \( p(z) \) and the Hamiltonian \( H(z) \), namely

\[
\{ p, H \} (z) := \left[ \nabla_z p(z) \right]^T J \nabla_z H(z),
\]

\[
= \left[ \nabla_q p(z) \right]^T M^{-1} p + \left[ \nabla_p p(z) \right]^T \nabla_q \log \tilde{\pi}(q),
\]

\[
= \sum_{i=1}^D \frac{\partial}{\partial q_i} [M^{-1} p]_i p(z) + \sum_{i=1}^D \frac{\partial}{\partial p_i} [\nabla_q \log \tilde{\pi}(q)]_i p(z),
\]

\[
= \sum_{i=1}^D \frac{\partial}{\partial z_i} [\Phi_i(z)p(z)].
\]

For any first integral, say \( g(z) \) (i.e. conserved quantity so that \( g(\varphi_t(z)) = g(z) \forall t, z \)), the Poisson bracket between \( g \) and \( H \) is zero for all \( z \). Clearly, the Boltzmann distribution \( \rho(z) \propto \exp(-H(z)) \) is a first integral of \( H \), and hence \( \{ H, \rho \} (z) = \sum_{i=1}^D \frac{\partial}{\partial z_i} [\Phi_i(z)\rho(z)] = 0 \forall z \).

A.2 Details for partial momentum refreshes

For \( Q(z|z') = \delta_q(q')N(p|\phi p', \sqrt{1-\phi^2}M) \) and \( \lambda(z) = \omega(q) \), the integral on the right hand side of (5) is given as

\[
\int \int \pi(q')N(p'|0_d, M)\omega(q')\delta(q - q')N(p|\phi p', \sqrt{1-\phi^2}M) dq' dp',
\]

\[
= \pi(q)\omega(q) \int N(p'|0_d, M)N(p|\phi p', \sqrt{1-\phi^2}M) dp',
\]

\[
= \pi(q)N(p|0_d, M)\omega(q),
\]

\[
= \rho(z)\lambda(z),
\]

and hence the right hand side of (5) also vanishes for these choices or \( \lambda \) and \( Q \) and hence the resulting process is on target.

A.3 Details for momentum-dependent event rates

For the at event distribution \( F \), and an event rate depending on \( p \), the integral on the right hand side of (5) is given as
\[
\int \int \pi(q') \mathcal{N}(p'|0, M) \lambda(q') \delta(q - q') \frac{\lambda(q', p) \mathcal{N}(p|0, M)}{C(q')} \, dq' \, dp' \\
= \pi(q) \frac{\lambda(q, p) \mathcal{N}(p|0, M)}{C(q)} \int \mathcal{N}(p'|0, M) \lambda(q, p') \, dp'
\]

\[
= \pi(q) \mathcal{N}(p|0, M) \lambda(q, p) \\
= \rho(z) \lambda(z),
\]

and hence the right hand side of (5) also vanishes for these choices or \( \lambda \) and \( Q \) and hence the resulting process is on target.

## B Riemann manifold variants

This section gives the relevant details for constructing continuous time Riemann manifold HMC processes. Such processes rely on selecting a symmetric positive definite “metric tensor” \( G(q) \in \mathbb{R}^{d \times d} \) which should reflect the “local” precision of the target distribution around \( q \). The non-separable Hamiltonian \( K \) typically used in such situations is given by (Girolami and Calderhead, 2011)

\[
K(z) = -\log \pi(q) + \frac{1}{2} \log(|G(q)|) + \frac{1}{2} p^T G(q)^{-1} p.
\]

Hamilton’s equations are still given by

\[
\Phi(z) = J \nabla_z K(z) = \begin{bmatrix} \nabla_p K(z) \\ -\nabla_q K(z) \end{bmatrix},
\]

and Boltzmann distribution by \( \rho(z) = \pi(q) \mathcal{N}(p|0, G(q)) = \exp(-K(z))W^{-1}, \ W = \int \exp(-K(z)) \, dz \). In terms of numerical implementation, it is seen that Hamilton’s equations cannot in this case be reduced to a second order ODE but may still be solved using general purpose first order ODE solvers such as Runge-Kutta methods. A drawback of general Riemann manifold HMC methods is that symplectic integrators for non-separable Hamiltonians are necessary implicit, and hence require many evaluations of \( \Phi \) per integration step. A pro of the proposed methodology is that adaptive explicit solvers may be used.

The strategy for showing that the drift term in the Fokker-Planck equation (5) vanishes also with Hamil-
K is to look directly at the drift term with $p = \rho$. In this case

$$\sum_{i=1}^{D} \frac{\partial}{\partial z_i} \left[ \Phi_i \rho(z) \right] = W^{-1} \sum_{i=1}^{d} \left[ \frac{\partial}{\partial z_i} \exp(-K(z)) \frac{\partial}{\partial p_i} K(z) \right]$$

$$- W^{-1} \sum_{i=1}^{d} \frac{\partial}{\partial p_i} \left[ \exp(-K(z)) \frac{\partial}{\partial q_i} K(z) \right],$$

$$= - \rho(z) \sum_{i=1}^{d} \left[ \frac{\partial}{\partial q_i} K(z) \right] \left[ \frac{\partial}{\partial p_i} K(z) \right]$$

$$+ \rho(z) \sum_{i=1}^{d} \frac{\partial^2}{\partial q_i \partial p_i} K(z)$$

$$+ \rho(z) \sum_{i=1}^{d} \left[ \frac{\partial}{\partial p_i} K(z) \right] \left[ \frac{\partial}{\partial q_i} K(z) \right]$$

$$- \rho(z) \sum_{i=1}^{d} \frac{\partial^2}{\partial p_i \partial q_i} K(z),$$

$$= 0.$$

(For clarity; the second equality is based on the chain rule $\frac{\partial}{\partial z_i} \exp(-K(z)) \Phi_i(z) = - \exp(-K(z)) \Phi_i(z) \frac{\partial}{\partial z_i} K(z) + \exp(-K(z)) \frac{\partial}{\partial z_i} \Phi_i(z)).$

As also the flow associated with $K$ preserves the Boltzmann distribution, one is also in this case free to choose the event specification solely on making the right hand side of (5) vanish. Essentially the same event specification cases as in the separable case, with minimal modifications to account for the position-dependence in the Boltzmann distribution p-marginal, applies. I.e.

$$\lambda(z) = \omega(q), \quad Q(p|z') = \mathcal{N}(p|\phi p', \sqrt{1 - \phi^2} G(q')),$$

and

$$\lambda(z) = \lambda(q, p), \quad Q(p|z') \propto \lambda(q', p) \mathcal{N}(p|0_d, G(q')).$$

lead to on target processes. The arguments leading to this conclusion are analogous to those in Appendixes A.2, A.3 and are not repeated.

### C Langevin limit

To obtain the Langevin limit under event specification 1, consider first a large, but finite $\lambda$, and condition on a sequence of inter-event times $\tau_i \sim \text{iid Exp}(\lambda^{-1}) \ i = 1, 2, \ldots$. A time-discretized version of the PDP $Z_t$, say $\tilde{z}_j = [\tilde{q}_i^T, \tilde{p}_j^T]^T \approx Z_{\sum_{i=1}^{j} \tau_i}$, obtains by first applying a single leap-frog step (with time step $\tau_i$) to
each deterministic transition to get the state immediately before the \((i + 1)\)th event, say \(\tilde{z}_{i+1}^*\):

\[
\hat{p}_{i+1/2} = \hat{p}_i + \frac{\tau_{i+1}}{2} \nabla_q \log \hat{\pi}(\hat{q}_i), \quad (20)
\]

\[
\hat{q}_{i+1}^* = \hat{q}_i + \tau_{i+1} M^{-1} \hat{p}_{i+1/2}, \quad (21)
\]

\[
\hat{p}_{i+1}^* = \hat{p}_{i+1/2} + \frac{\tau_{i+1}}{2} \nabla_q \log \hat{\pi}(\hat{q}_i^*). \quad (22)
\]

(the latter equation is not needed, but is given for completeness of the leapfrog step). Secondly, at the event (at time \(\sum_{j=1}^{i+1} \tau_j\)) \(\tilde{z}_{i+1}\) is sampled according to \(Q(\cdot|\hat{z}_{i+1}^*)\), which reduces to:

\[
\hat{q}_{i+1} = \hat{q}_{i+1}^* \quad (23)
\]

\[
\hat{p}_{i+1} = \varepsilon_{i+1} \sim \text{iid } N(0, M). \quad (24)
\]

Now, since the time-discrete momentum is resampled each step, the discrete time (marginal) position dynamics \(\hat{q}_i\) obtains by combining (20, 21) and time-shifted (23) into (21):

\[
\hat{q}_{i+1} = \hat{q}_i + \tau_i \frac{\tau_{i+1}}{2} M^{-1} \nabla_q \log \hat{\pi}(\hat{q}_i) + \tau_i M^{-\frac{1}{2}} \eta_i, \quad (24)
\]

where \(\eta_i = M^{-\frac{1}{2}} \varepsilon_i \sim N(0, I_d)\). Equation (24) is recognized to be the Euler-Maruyama discretization of (10) with time step size \(\frac{\tau_{i+1}}{2}\). Finally, upon letting \(\lambda \to \infty\), the discrete time process \(\tilde{z}_j\) converges to the underlying PDP, and \(\hat{q}_i\) to the Langevin process (10) a.s.

\section{D Temporal averages of the Hamiltonian dynamics for Gaussian targets}

This section considers the temporal average of the flow for Gaussian targets. In particular it is shown that exploring only a single energy levelset is sufficient to get asymptotically correct estimates for any linear combination of the mean of the target when continuous sampling is employed.

Consider a \(N(\mu, \Sigma)\) target distribution, where \(\Sigma\) is positive definite and finite. The Hamiltonian dynamics \(z(t)\) is then the solution to the linear differential equation

\[
\dot{z}(t) = Bz(t) + b \quad (25)
\]
where
\[
B = \begin{bmatrix}
0_{d,d} & M^{-1} \\
-\Sigma^{-1} & 0_{d,d}
\end{bmatrix}, \quad b = \begin{bmatrix}
0_{d,1} \\
\Sigma^{-1} \mu
\end{bmatrix}.
\]

Consider first the case where \(\mu = 0_{d,d}\), which results in the solution to (25) given by \(z(t) = \exp(tB)z(0)\) where \(\exp(tB)\) is the matrix exponential of matrix \(tB\). This solution necessarily conserves the associated Hamiltonian, which may be written as
\[
H(z(t)) = \frac{1}{2}z(t)^T B^* z(t), \quad B^* = \begin{bmatrix}
\Sigma^{-1} & 0_{d,d} \\
0_{d,d} & M^{-1}
\end{bmatrix}.
\] (26)

From the conservation of (26), it is clear that the solutions \(z(t)\) are restricted to an ellipsoid (centered in \(0_{2d,1}\)) in \(\mathbb{R}^2d\), and hence \(\exp(tB)v = O(1)\) as \(t \to \infty\) for any finite vector \(v \in \mathbb{R}^{2d}\).

Now, consider the general \(\mu \in \mathbb{R}^d\) case. Any linear algebra textbook provides the solution to (25), in terms of an initial state \(z(0)\), namely
\[
z(t) = \exp(tB)z(0) + B^{-1}[\exp(tB) - I_{2d}]b.
\]

Suppose now that we seek the temporal average of some linear combination, say \(Kz(t)\), \(K \in \mathbb{R}^{l \times 2d}\), of the dynamics:
\[
\frac{1}{T} \int_0^T Kz(t) dt = \frac{1}{T}K \left[ \int_0^T \exp(tB) dt \right] z(0) + \frac{1}{T} KB^{-1} \left[ \int_0^T \exp(tB) dt \right] b - KB^{-1} b \\
= \frac{1}{T} KB^{-1} [\exp(TB) - I_{2d}] z(0) \\
+ \frac{1}{T} KB^{-1} B^{-1} [\exp(TB) - I_{2d}] b \\
+ K [\mu^T, 0_{d,1}^T]^T.
\]

Now, former two terms in the latter representation of \(\frac{1}{T} \int_0^T Kz(t) dt\) vanishes as \(T \to \infty\), (since \(KB^{-1} [\exp(TB) - I_{2d}] z(0) = O(1)\) and \(KB^{-1} B^{-1} [\exp(TB) - I_{2d}] b = O(1)\)), and one may conclude that
\[
\frac{1}{T} \int_0^T Kz(t) dt \xrightarrow{T \to \infty} K \begin{bmatrix}
\mu \\
0_{d,1}
\end{bmatrix},
\]

invariantly of \(z(0)\) (or equivalently the energy level set \(z(t)\) is restricted to).

For the interested reader; a further special case obtains when the mass matrix is chosen to be the precision
of the target, i.e. \( \mathbf{M} = \Sigma^{-1} \). Then the centered flow takes a particularly simple form:

\[
\exp(t\mathbf{B}) = \begin{bmatrix}
\cos(t)I_{d,d} & \sin(t)\Sigma \\
-\sin(t)\Sigma & \cos(t)I_{d,d}
\end{bmatrix}.
\]

(This latter expression obtains from that even powers of \( \mathbf{B} \) are \( \pm I_{2d} \) and odd powers of \( \mathbf{B} \) are \( \pm \mathbf{B} \), and subsequently employing this information in infinite series defining \( \exp(t\mathbf{B}) \).) In this case, the former two terms in the latter representation of \( \frac{1}{T} \int_0^T K_z(t) \, dt \) above vanishes whenever \( t = 2\pi k \), \( k \) is an integer. I.e. the trajectory forms exactly \( k \) closed orbits centered in \( \mu \) on the underlying ellipsoid, and the average then becomes \( \mu \). For \( \mathbf{M} \neq \Sigma^{-1} \), the time \( T_i \) required for \( T_i^{-1} \int_0^{T_i} q_i(t) \, dt = \mu_i \) generally depends on \( i \), and thus only the asymptotic result above holds in this case.