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Abstract. We show that having any planar (cyclic or acyclic) directed network on a disc with the only condition that all \( n_1 + m \) sources are separated from all \( n_2 + m \) sinks, we can construct a cluster-algebra realization of elements of an affine Lie–Poisson algebra \( R(\lambda, \mu)T(\lambda)T(\mu) = T(\mu)T(\lambda)R(\lambda, \mu) \) with \( (n_1 \times n_2) \)-matrices \( T(\lambda) \) corresponding to a planar directed network on an annulus. Upon satisfaction of some invertibility conditions, we can extend this construction to realizations of a quantum loop algebra. Having the quantum loop algebra we can also construct a realization of the twisted Yangian algebra, or that of the quantum reflection equation. Every such planar network therefore corresponds to a symplectic leaf of the corresponding infinite-dimensional algebra.

1. Introduction and known facts

In the recent paper [7], the author together with Michael Shapiro developed a quantum version of Poisson relations between elements of transport matrices for directed networks on a disc. One of results of this paper reads as follows.

Let \( N \) be a directed network on a disc with arbitrary distribution of sources and sinks. Let \( \omega_i \) be variables assigned to two-dimensional simplices (both inner and boundary) of the simplicial cell decomposition of the disc with the network \( N \). The variables \( \omega_i \) then satisfy canonical commutation relations

\[
q^{\varepsilon_{ij}} \omega_i \omega_j = q^{-\varepsilon_{ij}} \omega_j \omega_i \quad \text{with} \quad q \in \mathbb{C} \quad \text{and with} \quad \varepsilon_{ij} \quad \text{being elements of the exchange matrix of the corresponding quiver.}
\]

Define the quantum transport matrix element \( T_{a \to c} \) from the source labeled \( a \) to the sink labeled \( c \) as

\[
T_{a \to c} = \sum_{\text{all directed paths } a \to c} (-1)^{\text{#self-intersections}} \prod_{\text{cells to the right of the path}} \omega_i \cdot \cdot \cdot,
\]

where the sum is taken over all directed paths from \( a \) to \( c \) including those with repetitions and self-intersections (this is possible only if a network \( N \) contains closed directed cycles), in which case this sum can be infinite, and the product of \( \omega_i \) over cells is then also taken with repetitions; the result is a rational expression for any finite network. Double dots around the product stay for the Weyl ordering of the corresponding product; recall that

\[
\cdot \cdot \cdot \omega_i \omega_j \cdot \cdot \cdot := q^{\varepsilon_{ij}} \omega_i \omega_j = q^{-\varepsilon_{ij}} \omega_j \omega_i = \cdot \cdot \cdot \omega_j \omega_i \cdot \cdot \cdot,
\]

so variables always commute under the sign of the Weyl ordering. G. Schrader and A. Shapiro showed [21] that these quantum elements are stable under the quantum mapping class group action.

**Theorem.** [7]. For any planar network \( N \) on a disc, the above defined elements of the transport matrix satisfy the following simple algebra: having two distinct sources \( a \) and \( b \) and two distinct sinks \( c \) and \( d \), for the (clockwise) cyclically ordered sources and sinks \( a \to c \to b \to d \to a \) we have \( T_{a \to c}T_{b \to d} = T_{b \to d}T_{a \to c} \) and \( T_{a \to d}T_{b \to c} = T_{b \to c}T_{a \to d} \), in other words, all such elements
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commute, and for the cyclic ordering of sources and sinks $a \to b \to c \to d \to a$, we have that $T_{a \to c}T_{b \to d} = T_{b \to d}T_{a \to c}$, whereas the only nontrivial relation is between $T_{a \to d}$ and $T_{b \to c}$:

$$[T_{a \to d}, T_{b \to c}] = (q - q^{-1})T_{a \to c}T_{b \to d}.$$  

If $a = b$, we have $T_{a \to d}T_{a \to c} = qT_{a \to c}T_{a \to d}$ and if $c = d$, we have $T_{a \to c}T_{b \to c} = qT_{b \to c}T_{a \to c}$.

If we impose the restriction that all $m_1$ sources $a_j$ are separated from all $m_2$ sinks $c_i$ (so they are located on two different “halves” of the disc boundary, which, in particular, means that the first case of two commuting transport matrix elements in the above theorem is never realized) then the commutation relations between elements can be conveniently written in the $R$-matrix form: for $\mathcal{M}$ the $(m_2 \times m_1)$-matrix with entries $\mathcal{M}_{i,j} := T_{a_j \to c_i}$, we can present the commutation relations in the Lie–Poisson form

$$(1.1) \quad R_{m_2} \mathcal{M} \mathcal{M} = \mathcal{M} \mathcal{M} R_{m_1},$$

where we use the standard notation for the direct product of two transport matrices sharing the same quantum space and $R_k$ is the standard Kulish–Sklyanin trigonometric $R$-matrix

$$(1.2) \quad R_k = \sum_{1 \leq i,j \leq k} e_{ii} \otimes e_{jj} + (q - 1) \sum_{1 \leq i \leq k} e_{ii} \otimes e_{ii} + (q - q^{-1}) \sum_{1 \leq j < i \leq k} e_{ij} \otimes e_{ji}$$

satisfying the Yang–Baxter equation and determining an automorphism of the direct product $V_k \otimes V_k$ of two $k$-dimensional vector spaces.

One of important corollaries of formula (1.1) is the observation in [7] that having $\mathcal{M}$ of the size $2m_2 \times m_1$, we can split it into two blocks of equal sizes $m_2 \times n_1$, the upper block $M_1$ and the lower block $M_2$. These blocks satisfy a closed algebra, and one of its important examples is the quantum algebra of monodromies of $SL_n$ Fuchian system on the disc with three marked points on the boundary, (a triangle) [6], or a disc with three complete flags in Fock–Goncharov description of higher Teichmüller spaces [12] depicted in Fig. 1. For any such network, the matrix product $A := [M^T_1]M_2$, which is a square matrix of size $n_1 \times n_1$, satisfies the quantum reflection equation

$$(1.3) \quad R_{n_1} A R_{n_1}^T A = A R_{n_1}^T A R_{n_1},$$

with $t_1$ indicating partial transposition w.r.t. the first space. For transport matrices corresponding to the complete triangular network with sides of length $n_1 = 2n_2$, $n_1$ sources, and $2n_1$ sinks depicted in Fig. 1, the above matrix $A$ is upper-triangular, and its entries can be identified with quantum geodesic functions $G_{i,j}$, while the corresponding Gavrilit–Klimyk–Nelson–Regge–Uaglia algebras [14], [19], [20], [22] as they are known in mathematical physics, follow from the quantum skein relations for quantum geodesic functions. Another description of the same object based on the groupoid of upper-triangular matrices was proposed by Bondal [2], who also classified all symplectic leaves of this algebra using the Jordan form of the matrix combination $AA^{-T}$ (note that we are about to return to this construction in the forthcoming paper [8]). Some of these symplectic leaves were identified (see [3], [4]) with systems of geodesic functions on Riemann surfaces of arbitrary genus and with one or two holes, but for $n_1 \geq 6$ these geometric symplectic leaves have dimensions smaller than those of general symplectic leaves. The approach in [7] is more general and provides Darboux coordinate parameterizations in terms of quantum cluster variables presumably for all symplectic leaves of the algebra (1.3).

A prominent generalization of relations (1.1) is based on affineization: $\mathcal{M} \mapsto T(\lambda) = \sum_{k=0}^{\infty} T_k \lambda^{-k}$ with $T_0 = \mathcal{M}$, so we lift the situation to an infinite-dimensional space; the corresponding matrices must then satisfy the equation (2.9) with the $R$-matrix $R(\lambda, \mu) := \lambda R^{-T} - \mu R$. An affine analogue of the quantum reflection equation can be constructed in a regular way out of quantum loop algebra (see, e.g., the monograph by Molev [18]).
Affinization of Lie–Poisson algebras of transport matrices was constructed by Gekhtman, Shapiro, and Vainstein [15],[16] who proved the semiclassical analogue of these algebras for a directed network on a cylinder (annulus) in [17], and by Chekhov and Mazzocco [5], who embedded the algebra of geodesic functions on an annulus with \( n \mathbb{Z}_2 \)-orbifold points into the twisted Yangian. The goal of the present note is to construct a quantum version of this affinization: given any planar directed network on a disc with its transport matrix \( M \) of size \((m + n_2) \times (n_1 + m)\), the cluster variables of this network parameterize a (finite-dimensional) symplectic leaf in an infinite-dimensional manifold of affine \( T(\lambda) \). All matrix entries of \( T(\lambda) \) are then polynomials (for an acyclic network) or rational functions (for a network with cycles) of quantum cluster variables. We therefore have an extensive family of possible Poisson submanifolds parameterized by clusters. If we additionally require the upper-right \( m \times m \) block of the matrix \( M \) to be invertible, we can construct the whole quantum loop algebra and the related twisted Yangian.

All proofs in this paper are rather technical, but otherwise elementary and use only \( R \)-matrix relations.

2. A planar network and the quantum algebras of transport matrices

2.1. Algebra of matrix elements for the block transport matrix. We consider a planar network in the disc with \( n_1 + m \) sources ordered clockwise \((n_1|m)\) and with separated \( m + n_2 \) sinks ordered counterclockwise \((m|n_2)\). The transport matrix then has the block structure

\[
M = \begin{pmatrix}
n_1 & m \\
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix},
\]

and we let \( M_{\alpha\beta}, \alpha, \beta = 1, 2 \), denote its matrix blocks.

Conventions. Every \( k \times p \) (quantum) matrix \( M \) lies in the direct product of \( \text{Mat}_{k \times p} \otimes Q \), where \( Q \) is the set of operators acting in the same quantum space for all matrix elements. We can interpret the matrix \( M \) as a morphism from a vector space \( V_p \otimes W \) into a vector space \( V_k \otimes W \), where \( W \) is a (finite- or infinite-dimensional) representation space for operators from the

![Figure 1. The network \( N \) dual to the quiver of Fock–Goncharov parameters for \( SL_6 \) in the triangle \( \Sigma_{0,1,3} \). Double arrows are edges of the directed network, cluster variables correspond to faces of \( N \) (vertices of the graph dual to \( N \)), and the dual graph is the corresponding quiver: its solid directed edges correspond to \( \varepsilon_{ij} = 1 \) and its dashed directed edges—to \( \varepsilon_{ij} = 1/2 \).](image-url)
set $Q$. For cluster-algebra realizations in this paper, $W$ is infinite-dimensional unless $q$ is a root of unity; in fact, $W$ plays no role in the construction below. In what follows, we assume that the order of product of quantum operators in $Q$ always coincides with the order of the product of corresponding matrix elements. We also do not indicate explicitly the matrix dimensions of $M_{\alpha\beta}$ and those of $R$-matrices assuming that $R$-matrices are always square matrices whose size is unambiguously determined from a context. All $R$-matrices are assumed to be classical, i.e., they act as the unit operators in $W$. To shorten the writing, we usually omit direct product symbols instead indicating by the index above the symbol of an operator the number of the vector space $V_k$ in which this operator acts nontrivially. For example, for $[M_{11}]_{ij} = q_{ij}$

$$M_{11} = M_{11} \otimes I = \sum_k \sum_{i=1}^m \sum_{j=1}^n \left( e_{ij} \otimes e_{kk} \otimes q_{ij} \right),$$

where we use the standard notation $e_{ij}$ for an elementary matrix whose all elements vanish except the unit element at the intersection of the $i$th row and $j$th column. In what follows, we also use $I$ to denote the unit matrix acting on $V_k$ and $I$ to denote the unit operator acting in the direct product $V_k \otimes W$.

In [7], we showed that assuming the Weyl ordering of all path weights in the $(m+n_2) \times (n_1+m)$ matrix $\mathcal{M}$, it satisfies the quantum $R$-matrix relation (1.1), where the $R$-matrix is of size $(m+n_2)^2 \times (m+n_2)^2$ in the left-hand side and is of size $(n_1+m)^2 \times (n_1+m)^2$ in the right-hand side. Note that interchanging the spaces 1 and 2 results in transposing $R$:

$$PR = R^T P, \text{ where } P := \sum_{i,j} e_{ij} \otimes e_{ji} \text{ is the permutation matrix.}$$

Besides the standard quantum Yang–Baxter relations, the trigonometric $R$-matrix enjoys special relations:

$$R^{-1}(q) = R(q^{-1}),$$

and

$$RR^T = (q-q^{-1})RP + I, \text{ or } R^T - R^{-1} = R - R^{-T} = (q-q^{-1})P.$$

The first statement describes the quantum algebra of $M_{\alpha\beta}$, $\alpha, \beta = 1, 2$.

**Lemma 2.1.** Given the block-matrix representation (2.1) and the relation (1.1) with the quantum $R$-matrix (1.2), the matrix blocks $M_{\alpha\beta}$ satisfy the quantum algebra

$$RM_{\alpha\beta}M_{\alpha\beta} = M_{\alpha\beta}M_{\alpha\beta}R \text{ or } R^{-T}M_{\alpha\beta}M_{\alpha\beta} = M_{\alpha\beta}M_{\alpha\beta}R^{-T}, \quad \alpha\beta = 11, 12, 21, 22,$$

$$M_{11}M_{12} = M_{12}M_{11}, \quad M_{12}M_{22} = M_{22}M_{12},$$

$$M_{11}M_{21} = M_{21}M_{11}R, \quad M_{21}M_{22} = M_{22}M_{21},$$

$$M_{12}M_{21} = M_{21}M_{12}, \quad M_{11}M_{22} - M_{22}M_{11} = (q-q^{-1})M_{21}M_{12}.$$
The proof is just an evaluation of matrix equalities using the block form of \( R \) and \( M^2 \), (2.7)

\[
R = \begin{bmatrix}
R & 0 & 0 & 0 \\
0 & I & (q-q^{-1})P & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & R \\
\end{bmatrix}, \quad M^2 = \begin{bmatrix}
1 & 2 & 1 & 2 \\
1 & 2 & M_{12}M_{11} & M_{11}M_{12} \\
1 & 2 & M_{22}M_{11} & M_{21}M_{12} \\
1 & 2 & M_{22}M_{12} & M_{21}M_{11} \\
\end{bmatrix}
\]

and relations (2.4).

2.2. Affine Lie–Poisson algebra.

Definition 2.2. We define the level-\( k \) quantum transport matrices \( T_k \), \( k = 0, 1, 2, \ldots \) to be

\[
T_0 = M_{21}, \quad T_1 = M_{22}M_{11}, \quad T_{k+1} = M_{22}[M_{12}]^kM_{11}, \quad k \geq 1.
\]

This definition implies that the elements of \( T_k \) correspond to paths that cross exactly \( k \) times a cut—the dotted line in the Fig. 2, in which we also indicate paths included into the corresponding matrix blocks. Note also that performing the matrix products in the above definition effectively results in pairwise amalgamations of boundary (frozen) cluster variables on the upper and lower parts of the network in Fig. 2, i.e., as a result of this operation we obtain a network on an annulus with \( m \) threads passing through a cut that separates halves of the amalgamated variables.

Figure 2. A general network \( N \) with \( n_1 + m \) sources and \( m + n_2 \) sinks with \( m \) sources and sinks pairwise identified (dashed lines in the picture). The corresponding boundary cluster variables on the upper and lower sides of the network are then amalgamated into new \( m \) “composite” cluster variables; paths that contribute to \( T_k \) go exactly \( k \) times through the cut that separates halves of amalgamated variables in the picture.

The main theorem of this section follows.

Theorem 2.3. Quantum transport matrices (2.8) satisfy the quantum algebra

\[
RT_k^2T_p + (q-q^{-1})P \sum_{m=1}^p T_{k+m}^2T_{p-m} - \sum_{m=1}^p T_{p-m}^2T_{k+m}(q-q^{-1})P = 0 \text{ for } k \geq p \geq 0.
\]
Proof. Assume first that \( q, r \geq 0 \) and transform \( \frac{1}{2} T_{q+1} T_{p+1} + \frac{1}{2} T_{p+1} T_{q+1} \):

\[
\begin{align*}
\frac{1}{2} T_{q+1} T_{p+1} &= M_{22} [M_{12}]^q M_{11} M_{22} [M_{12}]^p M_{11} \\
&= M_{22} [M_{12}]^q [2 M_{12}]^p M_{11} + (q^{-1}) M_{22} [M_{12}]^q M_{21} M_{12} P [M_{12}]^p M_{11} \\
&= M_{22} [M_{12}]^q [R^T M_{12}]^p M_{11} + (q^{-1}) M_{22} [M_{12}]^q [R^T M_{12}]^p M_{11} \\
&= \begin{cases} 0 & \text{for } q, r \geq 0, \\
\frac{2}{2} T_{q+1} T_{p+1} &= \frac{1}{2} M_{22} \left[ [M_{12}]^q + (q^{-1}) P [M_{12}]^q \right] [R^T M_{12}]^p M_{11} \\
\end{cases}
\end{align*}
\]

We now concentrate on the bulk of terms. Using that \( M_{22} [M_{12}]^q M_{21} M_{11} \) sandwiched between two permutation matrices, so this contribution vanishes. It remains only to consider terms with the \( R \)-matrix insertions and with \( m = p \). There, we have, using the formulas above,

\[
\begin{align*}
(q^{-1}) R M_{12} M_{21} - 2 M_{22} M_{21} M_{12} [M_{12}]^q [R^T M_{12}]^p M_{11} + (q^{-1}) P M_{22} [M_{12}]^q [R^T M_{12}]^p M_{11} R \\
= - (q^{-1}) (R M_{12} M_{21} - 2 M_{22} M_{21} M_{12} [M_{12}]^q [R^T M_{12}]^p M_{11} P) \\
&= 0
\end{align*}
\]

We now concentrate on the bulk of terms. Using that \( R M_{12} M_{21} = M_{22} M_{12} R \), \( P M_{22} M_{21} = M_{22} M_{22} P \), \( M_{11} M_{12} = R M_{12} M_{11} \), and \( M_{11} M_{11} P = P M_{11} M_{11} \), we reduce the whole part not containing \( M_{21} \) to the expression sandwiched between \( M_{22} M_{22} \) and \( M_{11} M_{11} \):

\[
\begin{align*}
\frac{2}{2} M_{22} M_{22} [R M_{12}]^k [R^T M_{12}]^p + (q^{-1}) P \sum_{m=1}^{p} [M_{12} R]^{k+m} [R^T M_{12}]^p \sum_{m=1}^{p} [M_{12} R]^{k+m} [R^T M_{12}]^p \\
&= \begin{cases} 0 & \text{for } q, r \geq 0, \\
\end{cases}
\end{align*}
\]

We now prove that the expression in brackets is zero. We do this in two steps. First, we prove the following lemma,

**Lemma 2.4.** For \( k \geq p \geq 1 \),

\[
\begin{align*}
R [M_{12} R]^{k} [R^T M_{12}]^{p} + (q^{-1}) P \sum_{m=1}^{p} [M_{12} R]^{k+m} [R^T M_{12}]^{p-m} \\
- [M_{12} R]^{k} [R M_{12}]^{p} - (q^{-1}) \sum_{m=1}^{p} [M_{12} R]^{p-m} \sum_{m=1}^{p} [M_{12} R]^{k+m} P \\
= [M_{12} M_{12}]^{k-1} [R M_{12}]^{p} + (q^{-1}) \sum_{m=1}^{p} [M_{12} R]^{k+m-1} [R^T M_{12}]^{p-m-1} \\
- [M_{12} R]^{p-1} [R M_{12}]^{k-1} R - (q^{-1}) \sum_{m=1}^{p} [M_{12} R]^{p-m-1} [R M_{12}]^{k+m-1} P.
\end{align*}
\]
We prove this lemma term-by-term: consider first two terms in the sum with the same
1 ≥ m < p:
\[(q-q^{-1})P[M_{12}R^k]^{m-1}[R^T M_{12}]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} + I[M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} + I[M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} + I[M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} + I[M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} + I[M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
And for the remaining four terms, we have
\[R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]

which completes the proof of the lemma. Using it we can proceed by induction reducing
k → k − 1 and p → p − 1 at every step until we come to p = 1. Then we have the above terms for p = 1 and their combination eventually gives:
\[R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]
\[= R[M_{12}R^k R^T M_{12}]^p + (q-q^{-1})P[M_{12}R^k + M_{12}R^T]^{m-1} - (q-q^{-1})[M_{12}R^T]^{m-1}[R M_{12}]^{m-1}\]

This completes the proof of the theorem. □

**Remark 2.5.** The statement of Theorem 2.3 is very well known in the literature: it is a component-wise form of writing of the celebrated Lie–Poisson “RTT − TTR” relation with the spectral parameter. If we introduce
\[T(\lambda) = \sum_{k=0}^{\infty} T_k \lambda^{-k}, \quad \lambda \in \mathbb{C},\]
then the statement of Theorem 2.3 can be written in a compact form as
\[(2.9) \quad R(\lambda, \mu)T(\lambda)T(\mu) = T(\mu)T(\lambda)R(\lambda, \mu),\]
where
\begin{align}
R(\lambda, \mu) := \lambda R^{-T} - \mu R
\end{align}
is the trigonometric $R$-matrix with the spectral parameter.

We therefore have the statement

**Theorem 2.6.** Quantum cluster variables of any planar network on a disc parameterize a symplectic leaf of the affine Lie–Poisson algebra.

The semiclassical version of this relation for an arbitrary network on an annulus was obtained by Gekhtman, Shapiro, and Vainstein in [17].

### 3. Realizations of Quantum Loop Algebras

We are now about to extend our construction to the case of quantum loop algebras, [9], [10], [11].

**Definition 3.1.** The quantum loop algebra is defined for two sets of matrix-valued elements acting in the direct product of classical and quantum representation spaces $V_k \otimes W$: 

\begin{align}
T^+ (u) = \sum_{k=0}^{\infty} T_k^+ u^{-k} \quad \text{and} \quad T^- (u) = \sum_{k=1}^{\infty} T_k^- u^k, \quad u \in \mathbb{C},
\end{align}

subject to the algebra

\begin{align}
R(u, v)^{1+}_k(u)^{2+}_k = (v)^{2+}_k(u)^{1+}_k R(u, v), \\
R(u, v)^{1+}_k(u)^{2+}_k = (v)^{2-}_k(u)^{1+}_k R(u, v), \\
R(u, v)^{1-}_k(u)^{2-}_k = (v)^{2-}_k(u)^{1-}_k R(u, v).
\end{align}

An immediate corollary of this definition for the $R$-matrix of form (2.10) is the fourth relation

\begin{align}
R(u, v)^{1-}_k(u)^{2+}_k = (v)^{2+}_k(u)^{1-}_k R(u, v).
\end{align}

We begin with the remark about invertibility of the quantum matrix $M_{12}$.

**Remark 3.2.** Relations (2.6) imply that the determinant of the matrix $M_{12}$ in the semiclassical limit has homogeneous commutation relations with all matrix elements of $\mathcal{M}$; this implies that a proper quantum analogue $\det_q M_{12}$ of this determinant must commute with all entries of $M_{12}$ and $M_{21}$ and must have homogeneous relations $M_{22} \det_q(M_{12}) = q \det_q(M_{11})M_{22}$ and $M_{11} \det_q(M_{12}) = q^{-1} \det_q(M_{12})M_{11}$. We do not concentrate on details of this inversion operation just assuming that if $\det M_{12} \neq 0$, we can find the quantum inverse operator $M_{12}^{-1}$; the defining relation is that $M_{12}M_{12}^{-1} = I$ with $I$ being a unit operator in the direct product $V_m \otimes W$ of classical and quantum spaces.

The main theorem in this section follows.

**Theorem 3.3.** Consider any planar network from Sec. 2.1. Assume the quantum transport matrix $M_{12}$ to be invertible. Then the elements

\begin{align}
T^+_k := M_{22} M_{12}^{-1} M_{11}, \quad k \geq 1, \quad T^-_0 = M_{21} \quad \text{and} \quad T^-_k := M_{22} M_{12}^{-k} M_{11} - \delta_{k,1} M_{21}, \quad k \geq 1,
\end{align}
satisfy the quantum loop algebra (3.12–3.14). In particular, the elements $T^+_0$ and $T^-_1$ constitute a subalgebra

\begin{align}
RT^+_0 T^-_0 = T^+_0 T^-_0 R \quad \text{or} \quad R^{-T} T^-_0 T^+_0 = T^-_0 T^+_0 R^{-T},
\end{align}
relations must be homogeneous in level indices,

\[ RT_1^1 T_0^+ = T_0^1 T_1^-, \]

\[ RT_1^1 T_1^+ = T_1^1 T_1^R \text{ or } R^{-T} T_1^1 T_1^- = T_1^1 T_1^R. \]

the proof is a direct (albeit long) calculation. For (3.12) it is the above Theorem 2.3.

Note that in the construction of quantum loop algebra, the commutation relations of zero-level elements \( T_0^+ \) and \( T_1^- \) between themselves and with all other \( T_k^\pm \) play a special role. All these relations must be homogeneous in level indices,

\[ RT_k^1 T_0^+ = T_0^1 T_k^R, \quad RT_k^1 T_k^+ = T_k^1 T_k^R. \]

So the first step of the proof is to verify these relations. It is an easy calculation for \( T_0^+ = M_{21} \) since it commutes with \( M_{12} \). It happens however that \( M_{22} M_{12}^{-1} M_{11} \) also commutes with \( M_{12} \): for this just use the formulas easily derived from (2.6):

\[ M_{22} R^{-1} M_{12}^{-1} = M_{12} M_{22}, \]

\[ M_{12}^{-1} R^{-1} M_{11} = M_{11} M_{12}^{-1}, \]

\[ M_{12}^{-1} M_{11} R = R M_{12}^{-1} M_{12}^{-1}. \]

Then we have

\[ M_{12}^{-1} M_{22} M_{12}^{-1} M_{11} = M_{22} R^{-1} M_{12}^{-1} M_{11} = M_{22} M_{12}^{-1} R^{-1} M_{11} = M_{22} M_{12}^{-1} M_{11} M_{12}^{-1}. \]

Analogously, we obtain

\[ RM_{22} M_{12}^{-1} M_{11} M_{22} = M_{22} M_{22} M_{12}^{-1} M_{11} + (q-q^{-1}) R M_{22} M_{21}, \]

and

\[ M_{22} M_{12}^{-1} M_{11} R^{-1} = M_{11} M_{22} M_{12}^{-1} M_{11} + (q-q^{-1}) M_{21} M_{11} P, \]

so that, we have

\[ R M_{22} M_{12}^{-1} M_{11} M_{22} = M_{22} M_{22} M_{12}^{-1} M_{11} M_{11} R + (q-q^{-1}) R M_{22} M_{21} M_{11} R \]

\[ = M_{22} M_{12}^{-1} M_{11} M_{22} M_{12}^{-1} M_{11} R - (q-q^{-1}) M_{22} M_{21} M_{11} R + (q-q^{-1}) R M_{22} M_{21} M_{12}^{-1} M_{11} R \]

Using now that \((q-q^{-1}) R P = R R^T - I\) and \((q-q^{-1}) P R = R^T R - I\), that the terms proportional to \( I \) are mutually cancelled, and that \( R R^T M_{22} M_{21} = R M_{21} M_{22} \) and \( M_{21} M_{11} R^T R = M_{11} M_{21} R \), we finally obtain the desired equality

\[ R(M_{22} M_{12}^{-1} M_{11} - M_{21}) M_{22} M_{12}^{-1} M_{11} R = M_{22} M_{12}^{-1} M_{11} R, \]

Although the proof of (3.14) differs in small details, it is generally close to that of (3.12) being also rather lengthy: we therefore omit it here. At the same time, as an example of this technique, we evaluate commutation relations between matrix elements of \( T_2^r \) in the appendix.

We now present a complete proof of relation (3.13). This relation is equivalent to the relation on \( T \)'s:

\[ R^{-T} T_{k-1}^+ T_k^+ R = R T_{k-1}^+ T_k^+ R^{-T} - (T_k^+ T_{k-1}^+ R^{-T} - T_{k-1}^+ T_k^+ R) = 0. \]

Commuting an inner pair of matrix operators \( M_{11} \) and \( M_{22} \) in \( T \)-operators, observing that the resulting terms containing \( M_{21} \) are cancelled, and pushing in the obtained operator products the operators \( M_{11} \) to the right and \( M_{22} \) to the left from their central positions through products
of operators $\frac{1}{2}M_{12}$ and $2M_{12}^{-1}$, on the first step we reduce the combination of operators $(3.23)$ to the expression

$$R^{-T}\left[\frac{1}{2}M_{12}R\right]^k\left[\frac{2}{2}M_{12}^{-1}R^{-T}\right]^p - R\left[\frac{1}{2}M_{12}R\right]^{k-1}\left[\frac{2}{2}M_{12}^{-1}R^{-T}\right]^{p-1}$$

(3.24)

$$- \left[R^{-T}\frac{2}{2}M_{12}^{-1}p\left[RM_{12}\right]^kR^{-T} + \left[R^{-T}\frac{2}{2}M_{12}^{-1}\right]^{p-1}\left[RM_{12}\right]^{k-1}R\right]$$

sandwiched between $\frac{2}{2}M_{22}M_{22}$ and $\frac{1}{2}M_{11}M_{11}$. We have therefore to prove that $(3.24)$ vanishes for all $k$ and $p$. We prove this statement by induction. First, it is an easy calculation to see that it holds for $k = 1$ and any $p$ and for $p = 1$ and any $k$.

Since

$$\frac{1}{2}M_{12}R\frac{1}{2}M_{12}^{-1} = \frac{1}{2}M_{12}^{-1}R\frac{1}{2}M_{12}^{-1} = \frac{2}{2}M_{12}^{-1}R^{-T}\frac{1}{2}M_{12}^{-1},$$

in the above expressions we can freely interchange any pair of matrices $\frac{1}{2}M_{12}$ and $\frac{1}{2}M_{12}^{-1}$ in the string of operators $\cdots M_{\cdot} R^\ast M_{\cdot} R^\ast M_{\cdot} \cdots$ provided $M_{\cdot}$ are either $\frac{1}{2}M_{12}$ or $\frac{1}{2}M_{12}^{-1}$ and they are interlaced with $R^\ast$ that are either $R$ or $R^{-T}$. Exploiting this freedom alone we can bring $(3.24)$ to a more convenient form

$$R^{-T}\frac{2}{2}M_{12}^{-1}\left[R\left[\frac{1}{2}M_{12}R\right]^{k-1}\left[\frac{2}{2}M_{12}^{-1}R^{-T}\right]^{p-1}\right] - \left[R^{-T}\frac{2}{2}M_{12}^{-1}\right]^{p-1}\left[RM_{12}\right]^{k-1}R\left[\frac{1}{2}M_{12}R\right]^{-1}R^{-T}\frac{1}{2}M_{12}^{-1}$$

(3.25)

$$- \left[R\left[\frac{1}{2}M_{12}R\right]^{k-1}\left[\frac{2}{2}M_{12}^{-1}R^{-T}\right]^{p-1}\right] - \left[R^{-T}\frac{2}{2}M_{12}^{-1}\right]^{p-1}\left[RM_{12}\right]^{k-1}R\left[\frac{1}{2}M_{12}R\right]^{-1}R^{-T}\frac{1}{2}M_{12}^{-1},$$

where expressions in the brackets in the first and second lines are identical. For the first line, we transform the two indicated $R$-matrices using that $R = R^{-T} + (q-q^{-1})P$, interchange the rightmost $\frac{1}{2}M_{12}^{-1}$ in the second term with the second (or last, doesn’t matter) $\frac{1}{2}M_{12}$ on the right and use that

$$R^{-T}\frac{2}{2}M_{12}^{-1}(q-q^{-1})P\frac{1}{2}M_{12} = \frac{2}{2}M_{12}^{-1}(q-q^{-1})P\frac{1}{2}M_{12}R^{-T} = (q-q^{-1})P = R - R^{-T}.$$
\[- R^{-T} M_{12}^{-1} \left[ R \left[ M_{12} R \right]^{k-2} \left[ M_{12}^{-1} R^{-T} \right]^{p-2} - \left[ R^{-T} M_{12}^{-1} \right]^{p-2} \left[ R M_{12} \right]^{k-2} R \right]^{\frac{1}{k-2}} M_{12} R^{-T} \]

\[+ \left[ R \left[ M_{12} R \right]^{k-1} \left[ M_{12} R^{-T} \right]^{p-1} - \left[ R^{-T} M_{12}^{-1} \right]^{p-1} \left[ R M_{12} \right]^{k-1} R \right]^{\frac{1}{k-1}} M_{12} R^{-T} \]

\[- \left[ R M_{12} \right]^{k-1} (q-q^{-1}) P \left[ M_{12} R^{-T} \right]^{p-1} + R^{-T} M_{12} \left[ R M_{12} \right]^{k-2} (q-q^{-1}) P \left[ M_{12} R^{-T} \right]^{p-2} \left[ R M_{12} \right]^{k-2} M_{12} R^{-T} \]

\[+ \left[ R^{-T} M_{12}^{-1} \right]^{p-1} (q-q^{-1}) P \left[ M_{12} R \right]^{k-1} - R^{-T} M_{12} \left[ R^{-T} M_{12}^{-1} \right]^{p-2} (q-q^{-1}) P \left[ M_{12} R \right]^{k-2} M_{12} R^{-T} \]

In the resulting expression, the first two lines reproduce relation (3.25) with \(k \rightarrow k-1\) and \(p \rightarrow p-1\) sandwiched between \(R^{-T} M_{12}^{-1} \) and \(M_{12} R^{-T}\), which provides the recursion implication, the third line is the second line of (3.25), and in order to complete the proof it remains only to show that the expression in the last two lines vanishes identically. Let \(k \geq p\). Then, for instance,

\[\left[ R^{-T} M_{12}^{-1} \right]^{p-1} (q-q^{-1}) P \left[ M_{12} R \right]^{k-1} = (q-q^{-1}) P \left[ M_{12} R \right]^{k-p},\]

so the mentioned last two lines become

\[- \left[ R M_{12} \right]^{k-p} (q-q^{-1}) P + R^{-T} M_{12} \left[ R M_{12} \right]^{k-p} (q-q^{-1}) P \left[ M_{12} R \right]^{-T} \]

\[+ (q-q^{-1}) P \left[ M_{12} R \right]^{k-p} - R^{-T} M_{12} (q-q^{-1}) P \left[ M_{12} R \right]^{k-p} M_{12} R^{-T} \]

\[= \left[ R M_{12} \right]^{k-p} (R - R^{-T}) + R^{-T} \left[ M_{12} R \right]^{k-p} M_{12}^{-1} (q-q^{-1}) P \left[ M_{12} R \right]^{-T} \]

\[+ (R - R^{-T}) \left[ M_{12} R \right]^{k-p} - R^{-T} M_{12}^{-1} (q-q^{-1}) P \left[ M_{12} R \right]^{k-p} M_{12} R^{-T} \]

\[= \left[ R M_{12} \right]^{k-p} R^{-T} + R^{-T} \left[ M_{12} R \right]^{k-p} M_{12} (q-q^{-1}) P \]

\[- R^{-T} \left[ M_{12} R \right]^{k-p} - (q-q^{-1}) P \left[ M_{12} R \right]^{k-p} M_{12} R^{-T} \]

\[= \left[ R M_{12} \right]^{k-p} R^{-T} + R^{-T} \left[ M_{12} R \right]^{k-p} M_{12} (R - R^{-T}) \]

\[- R^{-T} \left[ M_{12} R \right]^{k-p} - (R - R^{-T}) M_{12} \left[ R M_{12} \right]^{k-p} R^{-T} = 0.\]

By induction in \(k\) and \(p\) we therefore conclude that expression (3.25) is identically zero for all \(k\) and \(p\). The theorem is proved. \(\Box\)

**Remark 3.4.** Note that the combination \(T_0 = M_{22} M_{12}^{-1} M_{11} - M_{21}\) vanishes for a number of interesting planar acyclic networks (see Example 3.6 below). This is in line with the “groupoid condition” [8,7] appearing in the cases where we can identify transport matrices with monodromy matrices of an \(SL_n\) character variety: if this is the case, a natural condition is that monodromy elements corresponding to two homotopically equivalent paths must coincide. To define this equivalence, we must be able to invert directions in a directed network. To satisfy the homotopy condition, transport matrices \(T_\rightarrow\) and \(T_\leftarrow\) corresponding to two oppositely directed paths joining boundary components must be mutually inverse: \(T_\rightarrow \cdot T_\leftarrow = I\). Then, say, transport matrices \(M_{22} M_{12}^{-1} M_{11}\) and \(M_{21}\) correspond to homotopy equivalent paths, and satisfaction of the groupoid condition requires these two matrices to be equal. Note that the groupoid condition is satisfied only for special networks (notably, those of geometric type) and requires a “fine tuning” by special \(q\)-factor matrices (see [7]).

If the groupoid condition is satisfied, we should adjust the statement of Theorem 3.3.

**Theorem 3.5.** Consider any planar acyclic network from Sec. 2.1. Assume the quantum transport matrix \(M_{12}\) to be invertible and the quantum transport matrices to satisfy the “groupoid
condition" $M_{21} = M_{22}M_{12}^{-1}M_{11}$. Then the elements

\begin{equation}
T_k^+ := M_{22}M_{12}^{-k-1}M_{11}, \quad k \geq 0, \quad \text{and} \quad T_k^- := M_{22}M_{12}^{-k-1}M_{11}, \quad k \geq 1,
\end{equation}

satisfy the quantum loop algebra \((3.12-3.14)\), and the newly defined elements $T_0^+$ and $T_1^-$ constitute a subalgebra \((3.17)-(3.19)\).

**Example 3.6.** Let us consider a planar network with $n_1 + (m_2 + m_1)$ sources and $(m_2 + m_1) + n_2$ sinks that is amalgamated out of three planar subnetworks: the first with $n_1 + m_2$ sources and $m_2$ sinks, the second with $m_2 + m_1$ sources and $m_2 + k$ sinks ($k \geq m_1$ for the matrix $T_k^3T_k^3$ to be of the full rank) and the third with $k$ sources and $m_1 + n_2$ sinks as shown in the picture. Let $T_i^j$ be the corresponding transport matrices (all directed from sources to sinks).

We also assume that no transport occurs from the side with $m_1$ sources to the side with $m_2$ sinks in the middle subnetwork. The total transport matrix $\mathcal{M}$ then has the form

\begin{equation}
\mathcal{M} = \begin{pmatrix}
m_2 & T_1^2T_2^1 & T_1^2T_1^1 & 0 \\
m_1 & T_1^3T_2^2T_1^1 & T_1^3T_2^2T_1^1 & T_1^3T_2^3 \\
n_2 & T_2^3T_2^1T_1^1 & T_2^3T_2^1T_1^1 & T_2^3T_2^2 \\
 \end{pmatrix}
\end{equation}

and in order to ensure the invertibility of $M_{12}$ we have to require that $T_1^2T_1^1$ and $T_1^3T_3^2$ both be invertible. The matrix $M_{12}^{-1}$ then reads

\begin{equation}
M_{12}^{-1} = \begin{pmatrix}
m_2 & [T_1^2T_1^1]^{-1} & 0 \\
_1 & -[T_1^3T_3^2]^{-1}T_1^3T_2^1[T_1^3T_1^1]^{-1} & [T_1^3T_3^2]^{-1} \\
 \end{pmatrix}
\end{equation}

We now impose an additional condition that $T_1^2$ and $T_2^3$ be invertible themselves. Note that this condition holds for virtually all geometric systems relating the networks in question to character varieties of $SL_n$ systems on polygons (discs with $s \geq 3$ marked points on the boundary) in the Fock– Goncharov description of higher Teichmüller spaces \([12]\). The combination $M_{22}M_{12}^{-1}M_{11}$ then becomes

\begin{equation}
M_{22}M_{12}^{-1}M_{11} = T_2^3T_2^1[T_1^1[T_1^3T_1^1]^{-1}T_1^3]T_2^1 - T_2^3T_2^1[T_1^3T_3^2]^{-1}T_1^3T_2^1[T_1^1[T_1^3T_1^1]^{-1}T_1^3]T_2^1 \\
+ T_2^3T_3^2[T_1^3T_3^2]^{-1}T_1^3T_2^2T_2^1 \\
= T_2^3T_3^2T_2^1 - T_2^3T_3^2T_1^3T_2^2[1 - T_1^3T_2^2] + T_2^3T_3^2[T_1^3T_3^2]^{-1}T_1^3T_2^2T_2^1 \\
= T_2^3T_2^1 = M_{21},
\end{equation}

and the groupoid condition is therefore satisfied for any such network.
Example 3.7. Let us consider a planar network corresponding to a special polygon composed out of $2r$ elementary triangular subnetworks in each of which we assume that all transport matrices are invertible so that all triangles have exactly $n$ sources/sinks on every side; this happens, e.g., for systems corresponding to $SL_n$ higher Teichmüller spaces on a disc with $2r+2$ marked points on the boundary; every triangular subnetwork with $n$ sources and $2n$ sinks then has the form depicted in Fig. 1 and every triangular network with $2n$ sources and $n$ sinks can be obtained from the network in Fig. 1 by inverting all vertical double arrows and interchanging colors of all black and gray vertices (we should then also invert directions of all edges in the quiver).

For this network, we have
\begin{equation}
M_{22} \left[ M_{12}^{-1} \right]^p M_{11} = \{ M_{21} \text{ for } p = 1, \ 0 \text{ for } 2 \leq p \leq r, \ \text{nonzero otherwise} \}.
\end{equation}

The complete proof can be done by induction in $r$; we however consider only a toy situation in which we replace all $(n \times n)$-blocks of the total $n(r+1) \times n(r+1)$ matrix $M$ by units, then $M \to \tilde{M}$, where $\tilde{M}$ is the $(r+1) \times (r+1)$ matrix with entries $[\tilde{M}]_{i,j}$ equal 1 for $i - j + 1 \geq 0$ and zero otherwise. The transport matrix $\tilde{M}_{12}$ is the $r \times r$ unipotent triangular matrix with all entries on the diagonal and below it equal 1. Then $[\tilde{M}_{12}^{-p}]_{i,j} = (-1)^{i-j} \binom{p}{i-j}$ and the numbers
\begin{equation}
f_{r}^p := \tilde{M}_{22} \left[ \tilde{M}_{12}^{-1} \right]^p \tilde{M}_{11}
\end{equation}
are subject to the recursion $f_{r+1}^p = f_r^p - f_r^{r-1}$ with the initial data $f_1^r = f_1^1 = 1$ for all $p, r \geq 1$.

The unique solution of this recursion is
\begin{equation}
f_r^p = (-1)^{r-1} \binom{p-2}{r-1},
\end{equation}
and in particular, $f_r^p = 0$ for $1 < p \leq r$. Since $f_r^p$ tell us how many matrix products sum up (with signs) into $M_{22} \left[ M_{12}^{-1} \right]^p M_{11}$, and it is easy to check that actual cancellations also occur at the level of products of $n \times n$ elementary transport matrices, we conclude that $M_{22} \left[ M_{12}^{-1} \right]^p M_{11}$ are zeros for $1 < p \leq r$ and nonzero for $p > r$ for a generic choice of elementary transport matrices. Therefore, in this example, we have the loop algebra with shifted $T^-(u)$: $T_k^- := M_{22} M_{12}^{-r-k} M_{11}$, $k \geq 1$.

3.1. Twisted Yangians. A standard procedure (see, e.g., Example 13 in chapter 2 of [18]) produces a twisted Yangian satisfying the quantum reflection equation from the quantum loop algebra.

**Theorem 3.8.** Having the quantum loop algebra (see Definition 3.1) with the quantum $R$-matrix (2.10), the combinations
\begin{equation}
A(u) := [T^-(u^{-1})]^T T^+(u) = \sum_{k=0}^{\infty} A^{(k)} u^{-k}
\end{equation}
satisfy the quantum affine reflection equation
\begin{equation}
R(u,v) A(u) R^t(u^{-1},v) A(v) = A(v) R^t(u^{-1},v) A(u) R(u,v).
\end{equation}
Moreover, the zero-level terms \( A^{(0)} = [T_1^+] T_0^+ \) satisfy the quantum reflection equation

\[
R A^{(0)} R A^{(0)} = A^{(0)} R A^{(0)} R A^{(0)}.
\]

The proof is a short calculation, which we reproduce for the presentation integrity. We first find commutation relations for transposed matrices: total transposition of (3.12) or (3.14) gives (recall that the order of products in the quantum space is not affected by the transposition operation)

\[
[T^\pm(u)]^T [T^\pm(v)]^T [uR^{-1} - vR^T] = [uR^{-1} - vR^T][T^\pm(v)]^T[T^\pm(u)]^T.
\]

Using now that \([uR - vR^T][uR^{-1} - vR^T] = (u^2 + v^2 - (q^2 + q^{-2})uv)I\) and that \([u^{-1}R - v^{-1}R^{-T}] = \frac{1}{uv}[uR^{-T} - vR]\), we finally obtain

\[
R(u, v)[T^\pm(u^{-1})]^T[T^\pm(v^{-1})]^T = [T^\pm(v^{-1})]^T[T^\pm(u^{-1})]^T R(u, v)
\]

Next, perform the transposition w.r.t. the first space in (3.15) and replace the argument \( u \rightarrow u^-1 \):

\[
[T^-((u^{-1})^T) u^{-1}(R^{-1}) t_2 - v R t_1]^T = [T^+(v)] [u^{-1}(R^{-1}) t_2 - v R t_1] [T^-((u^{-1})^T)]^T.
\]

It is easy to check that interchanging spaces 1 \( \leftrightarrow \) 2 and arguments \( u \leftrightarrow v \) leaves this equation invariant:

\[
[T^-((v^{-1})^T) u^{-1}(R^{-1}) t_2 - v R t_1]^T = [T^+(u)] [u^{-1}(R^{-1}) t_2 - v R t_1] [T^-((v^{-1})^T)]^T.
\]

We need one more relation on products of \( R \)-matrices: for all \( u, v, w, y \in \mathbb{C} \), we have that

\[
R t_1(u, v) R(w, y) = R(w, y) R t_1(u, v).
\]

Armed with all these commutation relations, we obtain

\[
R(u, v)[T^-((u^{-1})^T) u^{-1}(R^{-1}) t_2 - v R t_1] [T^-((v^{-1})^T)] R^t(u, v) R t_1(u^{-1}, v) [T^-((v^{-1})^T)]^T R^t(u, v) = R(u, v) R^t(u^{-1}, v) R^t(u, v).
\]

So, the main statement of the theorem is proved. A similar calculation produce commutation relations for matrix entries of \( A^{(0)} \). □

4. Perspectives

The goal of this paper was to demonstrate that for every quantum cluster variety (a seed in Fomin–Zelevinsky terminology [13]) corresponding to a planar network on a disc with separated \( m_1 \) sources and \( m_2 \) sinks we can construct a finite (parameterized by \( 0 < m < \min(m_1, m_2) \)) family of leaves of Lie–Poisson quantum affine algebras (Theorem 2.3). Moreover, if the \( m \times m \) transport matrix \( M_{12} \) is invertible in the direct product of classical and quantum spaces, then we can define the full quantum loop algebra (Theorem 3.3) from which, by the standard procedure, we can construct a (finite-dimensional) symplectic leaf of the affine quantum reflection equation. We can therefore construct a quantum cluster realization for any such leaf and can use it.
to exploit possible representations of the corresponding affine algebras. Another important promising direction is to relate cluster structures appearing in the affine Lie–Poisson algebras to symplectic structures arising \([7]\) from classic Lie algebra representations.

All proofs in this paper used only \(R\)-matrix relations. Note that the quantum algebra of transport elements is well defined for any planar network, not necessarily with separated sources and sinks (see \([7]\)). A first natural problem is to generalize the method of this paper to the case of interlacing sources and sinks. Another observation pertains to the quantum ordering procedure: it is a Weyl ordering for all elements of the quantum transport matrices \(M_{\alpha\beta}\), but in the products defining affine elements, the products of operator-valued entries of \(M_{\alpha\beta}\) are taken in the order coinciding with the order of entries in the matrix product. Is it the only possible prescription for products of quantum entries?

Note that, unlike the case in \([7]\), where the elements of quantum reflection equation defined for a standard \(SL_n\) network in the disc with three complete flags (three marked points) constitute an upper-triangular matrix, the zero-level matrix \(A^{(0)}\) is not upper triangular even for an \(SL_n\) network on an annulus, so it is important to find out the conditions ensuring its canonical upper-triangular form. It is especially interesting in the affine case, because if the matrix \(A^{(0)}\) is upper-triangular, we know \([5]\) the affine action of the braid group, which is instrumental in studies of related invariants of knots and links.

Another problem, also mentioned in \([5]\), is related to reductions of the quantum loop algebras. In a realization where elements of the loop algebra correspond to powers of an (invertible) matrix \(M_{12}\), reductions for which \(A^{(k)} \equiv 0\) for \(k > N\) are impossible; nevertheless, we can require a periodicity condition ensured by the restriction that \(M_{12}^N = I\) for some natural number \(N\) (in \([5]\), where elements of \(A\) were obtained by rotations about the central hole of the annulus, this condition was ensured by the requirement that this central hole was actually a \(\mathbb{Z}_N\)-orbifold point). These constraints are Lagrangian and result in finite-dimensional reductions of the quantum loop algebra, and one can hope that for a proper choice of \(M_{12}\) we might be able to parameterize the higher dimensional symplectic leaves of such Poisson reductions of quantum loop algebras/quantum reflection equations in terms of cluster variables.
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APPENDIX A Commutation relations for \(T_2^-\)

We calculate the commutation relations between two matrices \(T_2^- := M_{22}[M_{12}^{-1}]^3 M_{11}\) and \(T_1^- := M_{22}M_{12}^{-1}M_{11}\).

\[
R^{-T}^{1} M_{22}^{1} M_{12}^{-2} M_{11}^{2} M_{22}^{-2} M_{12}^{2} M_{11}^{-2} = R^{-T}^{1} M_{22} M_{12}^{-2} M_{22} M_{11}^{2} M_{12}^{2} M_{11} + R^{-T}^{1} M_{22} M_{12}^{-1} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-2} M_{11}^{-1} \\
= R^{-T}^{1} M_{22}^{2} [R^{-T}^{1} M_{12}^{-1}]^{2} M_{12}^{-1} R^{-T}^{1} M_{12}^{2} R^{-T}^{1} M_{11} M_{11}^{-1} + R^{-T}^{1} M_{22} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-2} M_{11}^{-1} \\
= M_{22}^{2} R^{-T}^{1} M_{12}^{-1} M_{12}^{-1} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-2} M_{11}^{-1} M_{11}^{-1} R^{-T}^{1} M_{22} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-3} M_{11}^{-1} \\
+ R^{-T}^{1} M_{22} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-3} M_{11}^{-1} \\
= M_{22}^{2} R^{-T}^{1} M_{12}^{-1} M_{12}^{-1} M_{12}^{-1} (q^{-q^{-1}}) R^{-T}^{1} P M_{12}^{-1} M_{11}^{-1} R^{-T}^{1} + R^{-T}^{1} M_{22} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-3} M_{11}^{-1} \\
+ R^{-T}^{1} M_{22} M_{12}^{-1} (q^{-q^{-1}}) M_{21} M_{12} P M_{12}^{-3} M_{11}^{-1} \\
\]
\[
M_{12}^{-1} M_{22} M_{12}^{-1} R^{-1} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
-(q-q^{-1}) M_{12}^{-1} M_{22} M_{12}^{-1} R^{-1} M_{12}^{-1} R^{-1} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+ (q-q^{-1}) R^{-T} M_{12}^{-1} P M_{12}^{-1} M_{11} \\
= 2 M_{12}^{-1} M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
-(q-q^{-1}) M_{12}^{-1} M_{22} M_{12}^{-1} R^{-1} M_{12}^{-1} R^{-1} M_{12}^{-1} M_{12}^{-1} M_{11} P \\
+ (q-q^{-1}) R^{-T} M_{12}^{-1} P M_{12}^{-1} M_{11} \\
= 2 M_{12}^{-1} M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+(q-q^{-1}) R M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} P \\
= 2 M_{12}^{-1} M_{22} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+(q-q^{-1}) R M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+ (q-q^{-1}) R M_{22} [M_{12}^{-1}]^{3} M_{11} P \\
= 2 M_{12}^{-1} M_{22} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
-(q-q^{-1}) R M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+ (q-q^{-1}) R M_{22} [M_{12}^{-1}]^{3} M_{11} P \\
= 2 M_{12}^{-1} M_{22} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+(q-q^{-1}) R M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+ (q-q^{-1}) R M_{22} [M_{12}^{-1}]^{3} M_{11} P \\
= 2 M_{12}^{-1} M_{22} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
-(q-q^{-1}) R M_{22} M_{12}^{-1} R^{-T} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
+ (q-q^{-1}) R M_{22} [M_{12}^{-1}]^{3} M_{11} P \\
= 2 M_{12}^{-1} M_{22} M_{12}^{-1} M_{12}^{-1} M_{11} M_{11} R^{-T} \\
-(q-q^{-1}) R M_{22} [M_{12}^{-1}]^{3} M_{11} [R^{-T} + (q-q^{-1}) P] \\
= T_{1}^{-1} R^{-T} - (q-q^{-1}) P T_{3}^{-1} T_{1}^{-1} - (q-q^{-1}) [T_{1}^{-1} - M_{21}] T_{3}^{-1} P \\
= T_{2}^{-1} R^{-T} - (q-q^{-1}) P M_{22} [M_{12}^{-1}]^{3} M_{21} M_{11} R
\[ + (q^{-1}-q^2)PT^{-1}T_2^2 - (q^{-1}-q^2)\left[ T_1^2 - M_{21} \right] T_3^2 P \]
\[ = T_2^2 T_2 R^{-T} - (q^{-1}-q^2)PT^{-1}T_2^2 + (q^{-1}-q^2)\left[ T_1^2 - M_{21} \right] T_3^2 P \]
\[ = T_2^2 T_2 R^{-T} + (q^{-1}-q^2)PT^{-1}T_2^2 - (q^{-1}-q^2)\left[ T_1^2 - M_{21} \right] T_3^2 P. \]

Note that if the groupoid condition \( M_{22}M_{12}^{-1}M_{11} - M_{21} = 0 \) is satisfied, we obtain homogeneous commutation relations \( R^{-T}T_2^2 T_2^2 = T_2^2 T_2 R^{-T} \).
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