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Energy transfer from electrons to phonons is an important consideration in any Weyl or Dirac semimetal based application. In this work, we analytically calculate the cooling power of acoustic phonons for Weyl and Dirac semimetals in a variety of different situations. For cold Weyl or Dirac semimetals with the Fermi energy at the nodal points, we find the electronic temperature, \( T_e \), decays in time as a power law. For known materials, significant decay is expected to occur on the order of a few microseconds which results in long-lived hot carriers. In the heavily doped regime, \( T_e \) decays linearly in time far away from equilibrium. In a heavily doped system with short-range disorder we predict the cooling power of acoustic phonons is drastically increased in known materials because of an enhanced energy transfer between electrons and phonons. When an external magnetic field is applied to an undoped system, the cooling power is linear in magnetic field strength and \( T_e \) decays linearly in time, independent of magnetic field strength over a range of values.
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Introduction – Dirac [1, 2] and Weyl [3] semimetals have received an enormous amount of attention due to the wide range of exotic physical phenomena they are theoretically predicted to host. For example, exotic edge states known as Fermi arcs [3–9] have recently been experimentally seen on the surface the Dirac semimetals Na₃Bi [10] and Cd₃As₂ [11]. Weyl (Dirac) semimetals have linearly dispersing excitations [which obey the Weyl (Dirac) equation, respectively] around the band touching points referred to as Weyl (Dirac) nodes. These nodes possess non-zero Berry curvature [12], which gives rise to nontrival momentum-space topology. Weyl semimetals also have many interesting topological properties, including the chiral magnetic effect [13, 14] and other phenomena associated with the chiral anomaly [15, 16]. The chiral magnetic effect is the separation of electric charge along the direction of an applied external magnetic field and occurs when band touching points have different energies. There is recent experimental evidence for the existence of the chiral magnetic effect in ZrTe₅ [17]. The chiral anomaly causes the number of particles with a given chirality to not be conserved and occurs when external parallel electric and magnetic fields are applied. Dirac semimetals can be topologically protected by space group symmetries [2], however they are generally not as stable as Weyl semimetals. For an overview of Weyl and Dirac semimetals, see Refs. [18] and [19].

We are interested in exploring energy exchange between electrons and phonons in Weyl and Dirac semimetals when the electrons and lattice are at different temperatures. Energy exchange with phonons is often the most dominate energy exchange mechanism in condensed matter systems [20]. As a result, energy transfer from electrons to phonons is a key issue with possible Weyl and Dirac semimetals based devices that take advantage of the topological properties or Berry curvature of Weyl and Dirac semimetals. Typically, to probe energy relaxation, electrons are excited to high temperatures using an optical laser pulse. The hot electrons will then equilibrate through electron-phonon interactions and the electronic temperature will approach the temperature of the lattice. As in normal metals and graphene, we assume electron-electron interactions rapidly thermalize the electrons among themselves during the relaxation process [21, 23]. Transport measurements also provide a way to study electron-phonon interactions in Weyl semimetals, but as with graphene [24], resistivity due to electron-phonon scattering is expected to be smaller than the residual resistivity contribution that arises from disorder or electron-electron interactions [25, 26].

In this paper, we analytically study the energy transfer of electrons to acoustic phonons in Weyl and Dirac semimetals in a variety of situations. While we focus on acoustic phonons, we note that optical phonons will play a dominant role in cooling for electronic temperatures above the frequency of the optical branches. First principle calculations predict optical phonons with a frequency of around 3.5 THz for BLi, a material that is expected to host a Weyl semimetal phase [27]. Assuming other Weyl/Dirac materials have a similar scale, our results should be applicable below a temperature on the order of a few hundred Kelvin. When the chemical potential is at the nodal point, we find the temperature of the electrons decays as a power law in time over a few microseconds. These long-lived hot carriers (compared to a characteristic timescale of picoseconds in metals [28] when \( T_e \) is greater than the Debye temperature, \( T_D \))—important in calorimetry and bolometry [29]—exist as long as \( T_e \) is less than the temperature of the optical branch, where as in normal metals long lived hot carriers only exist for very low temperatures (\( T_e \ll T_D \)) [21, 30]. In the highly doped limit, we find the temperature of the electrons decays linearly in time far from equilibrium and exponentially decays in time near equilibrium. Motivated by recent electron cooling experiments on the two-dimensional analog (in some respects) of Dirac and Weyl semimetals, graphene, we also consider the effect of short-range disorder in the heavily doped regime. For graphene, short-range disorder greatly increased the cooling power due to enhanced energy transfer between electrons and phonons [31, 32] and the relaxation rate can be controlled by varying disorder [33]. We show that such an enhancement of cooling power should be expected over a wide range of temperatures in known three-dimensional semimetals with linear electronic dispersion, such as Cd₃As₂.
This result allows for a new class of materials whose cooling properties can be controlled by disorder. Finally, in the presence of a moderate strength external magnetic field, the power loss of electrons is found to be linear in magnetic field strength and the temperature of electrons linearly decays with a rate independent of the external magnetic field.

**Single Weyl node** – We first consider the case of a single isotropic Weyl node. To generalize to $N$ Weyl nodes, one can multiply the result for a single Weyl node by $N$ (provided there is negligible scattering between nodes). To obtain the results for a single Dirac node, multiply the cooling power for a single Weyl node by two. Our approach follows the one taken in Ref. [20] for normal metals and Refs. [34] and [35] for graphene. The power loss, $P$, is given by

$$P = \frac{\partial E}{\partial t} = \partial_t \int \varepsilon_{\alpha,\beta} f_k^\beta,$$

(1)

where $f_k^\beta$ is the time-dependent Fermi distribution function, $E$ is the energy of the system, $\varepsilon_{\alpha,\beta} = \alpha \gamma v_F |\vec{k}|$ is the quasiparticle dispersion relation for quasiparticles with wavevector $\vec{k}$, $v_F$ is the Fermi velocity, $\hbar$ is the reduced Planck’s constant, and $\alpha = \pm 1$ labels the valence and conduction bands. The Fermi velocity has been experimentally found (via transport, optical measurements, angle-resolved photoemission spectroscopy) and theoretically predicted (via first principal calculations) to range from $1 \times 10^5 \text{ m/s}$ to $2 \times 10^6 \text{ m/s}$ in various Dirac and Weyl semimetal systems. In the case of Na$_3$Bi, the Dirac cone is anisotropic [37]. We do not expect anisotropy to significantly alter our predictions. In this work, we take $v_F = 1 \times 10^6 \text{ m/s}$, a value appropriate for Cd$_3$As$_2$. Eq. (1) can be rewritten as a differential equation for the electronic temperature, $\partial_t T_e = \frac{\partial T_e}{\partial t}$, where $C_e = \partial T_e$ is the electronic heat capacity. We note that both cooling power and electronic heat capacity scale with the number of Weyl nodes, thus the temporal evolution of $T_e$ will be independent of the number of Weyl nodes, under the assumption of negligible inter-node scattering. From Boltzmann’s equation, we have

$$\partial_t f_k^\beta = -\sum_{\beta, \bar{\beta}} \left( f_k^\beta (1-f_k^\bar{\beta}) W_{\bar{\alpha} \alpha - \beta \bar{\beta}} - (\bar{\alpha} \alpha \leftrightarrow \beta \bar{\beta}) \right),$$

(2)

where

$$W_{\bar{\alpha} \alpha - \beta \bar{\beta}} = \frac{2\pi}{\hbar} \sum_q |M_q|^2 (N_z\omega_q + 1) \delta_{\bar{\alpha} \alpha} - \delta_{\bar{\beta} \bar{\beta}} + N^L(\omega_q) |M_z|^2 \delta_{\bar{\alpha} \alpha},$$

(3)

is the transition rate between states $|\vec{k}, \alpha\rangle$ and $|\bar{\beta}, \bar{\beta}\rangle$, $M_k = M_k^\alpha |\bar{\alpha}\rangle$ is the transition matrix element, $\delta_{\bar{\alpha} \alpha} = \delta(\varepsilon_{\bar{\alpha}, \bar{\alpha}} \pm \omega_q)$, $\varepsilon_{\bar{\alpha}, \bar{\alpha}} = \varepsilon_{\alpha, \alpha} - \varepsilon_{\beta, \beta}$, and $N^L(\omega_q)$ is the Bose distribution function evaluated at the temperature of the lattice $T_L$, $\omega_q^\beta = \hbar^2 q^2 (1-z_w \cos \theta)^{\frac{1}{2}}$, where $\omega_q = \hbar c_s q$ is the dispersion relation for the phonons, $c_s$ is the speed of sound, $\theta$ is the angle between $\vec{k}$ and $\vec{p}$, $\rho$ is the mass density of ions, $D$ is the deformation potential constant, and $s_{\alpha \beta} = 1$ for intraband transitions and $-1$ for interband transitions. The deformation potential constant is just the electron-ion potential at zero wavevector [21]. In this paper, we take $c_s = 2.3 \times 10^3 \text{ m/s}$ and $\rho = 7 \times 10^3 \text{ kg/m}^3$ which are the speed of sound and density of Cd$_3$As$_2$ [46] unless otherwise noted. The deformation potential has been estimated in Cd$_3$As$_2$ to be in the $10-30$ eV range from transport measurements [47]. Throughout this work, we take the deformation potential to be $20$ eV. We ignore vertex corrections, which give corrections that scale as $c_s/v_F$, a small value in realistic systems. After some algebra (see Supplemental Material for details), we find the power loss, to lowest order in $c_s/v_F$ and for arbitrary chemical potential, $\mu$, referenced from the nodal point is

$$P(\mu, T_e, T_L) \approx \frac{9 V D^2 (k_B T_e)^6}{\rho \pi^3 h^2 v_F^3} (k_B T_e - k_B T_L) \times \int_0^\infty dx x^5 \left( f(x - \beta \epsilon_e) + f(x + \beta \epsilon_e) \right),$$

(4)

where $k_B$ is Boltzmann’s constant and $V$ is the volume of the sample. We now discuss some limits of Eq. (4). We note, for a general chemical potential, to find the relaxation rate one must solve coupled differential equations (Eq. (1) and $\frac{\partial T_e}{\partial t} = 0$, where $n$ is the electronic density which is assumed to be spatially uniform) to find the relaxation rate since the chemical potential has a temperature dependence.

In the limit of $\mu = 0$, we have

$$P = -\frac{9 V D^2 (k_B T_e)^6}{\rho \pi^3 h^2 v_F^3} (k_B T_e - k_B T_L) \times \int_0^\infty dx x^5 \left( f(x - \beta \epsilon_e) + f(x + \beta \epsilon_e) \right),$$

(5)

which gives (using $C_e = \frac{4Vv_F^3|\Gamma(4)|\eta(6)}{\rho \pi^3 h^2 v_F^3}$, where $\Gamma$ is the gamma function and $\eta$ is the Riemann zeta function),

$$\frac{\partial T_e}{\partial t} = -\gamma_e T_e^5 (T_e - T_L), \quad \gamma_e = \frac{2D k_B^6}{\rho \pi^3 h^2 v_F^3} \frac{\Gamma(6)\eta(6)}{\Gamma(4)\eta(4)}.$$  

(6)

We remind the reader that the temperature difference between lattice temperature and electron temperature is due to the system being hit with an optical pulse. This result agrees with the dimensional analysis of $P$, $E$, and Eq. (1) put forth in Ref. [34]. The cooling power at low temperatures is weak due to the high exponent of $T_e$ that appears in the cooling power. Physically, the weak cooling power of acoustic phonons in Weyl and Dirac semimetals is due to the small energy of acoustic phonons, $\omega_q$, at a typical transition momentum of $\frac{2\pi}{\sqrt{V}}$ and the small density of states for electronic transitions. Far from equilibrium, i.e., in the limit that $T_L \ll T_e$, we find $T_e(t) = \frac{T_0}{(1 + \frac{t}{\tau_0})^{\gamma_e}}$, where $T_0 = \frac{1}{3\gamma_e T_L}$ and $T_0$ is the initial temperature of the electrons. Taking an initial electron temperature of 140 Kelvin, we find $T_0 = 6 \times 10^{-6}$ s. In the limit where $T_e \geq T_L$, the electron temperature decays exponentially with a characteristic time scale, $\tau_L = \frac{1}{\gamma_e T_L}$. This should be compared to the low electronic temperature ($T_e \ll T_D$)
cooling in metals. In this case, $P \propto T_e^3$ and we have similar slow cooling of the electronic temperature [21]. However, this slow cooling only happens in metals when $T_e \ll T_D$. In contrast, slow electronic cooling in Weyl and Dirac semimetals exist for a wide range of temperatures (as long as $T_e$ is less than the temperature of the optical phonon branch, which is typically on the order of a few hundred Kelvin).

We now discuss cooling when the system is heavily doped. These results would be immediately applicable for Cd$_3$As$_2$, an experimentally well-established Dirac semimetal, which has a Fermi energy of around 200 meV [42, 49]. In the heavily doped limit the chemical potential is the Fermi energy. When $k_B T \ll \mu$, the maximum phonon momentum is $2h k_F$, where $k_F$ is the Fermi momentum. Thus, the maximum phonon energy is given by $\hbar c k_F$. When the lattice temperature is below $T_{BG} = \frac{\hbar c k_F}{k_B}$, the Block-Gr"uneisen temperature [50], our approach breaks down. In this respect, the heavily doped case resembles the typical metallic case, where the quasielastic approximation fails below $T_{BG}$ [34, 50]. Using 200 meV for the chemical potential gives a Block-Gr"uneisen temperature of around 10 K. We note recent experimental progress has been made in tuning the Fermi level, and thus the Block-Gr"uneisen temperature, in Cd$_3$As$_2$ [42, 51]. When $k_B T \ll \mu$, we can use the Sommerfeld expansion to evaluate the integral in Eq. (4).

The cooling power is found to be

$$P \approx -\frac{2 V D^2}{\rho} \frac{\mu^6 k_B}{\pi^3 \hbar^5 v_F^2} (T_e - T_L).$$

(7)

We also obtain (using $C_e = \frac{v_F^2 T_e^2}{(2\pi)^7}$)

$$\frac{\partial T_e}{\partial t} = -\gamma_p \frac{T_e - T_L}{T_e}, \quad \gamma_p = \frac{2 D^2 \mu^4}{k_B \hbar^4 v_F^3 \rho}.$$  

(8)

When $T_L \ll T_e$, the electronic temperature decays linearly in time with a rate given by $\gamma_p$. Using the experimental values for Cd$_3$As$_2$ we find $\gamma_p = 1.8 \times 10^{12}$ K/s. Thus, the equilibration process is much faster for heavily doped systems compared to undoped systems. Closer to equilibrium, $T_e$ decays exponentially with a rate given by $\gamma_p / T_L$.

**Short-Range Disorder**—We now consider the effects of short-range disorder on cooling for heavily doped Dirac or Weyl semimetals. Recall in the absence of disorder, the momentum of the phonons are limited to $2h k_F$, and thus the phonons have small energies. With disorder, phonon momentum is no longer restricted and may reach up to $k_B T / c$, [43]. This provides a boost to cooling power since the phonons can take away more energy from the electrons. For low impurity concentrations, this process can be described by dressing the electron-phonon vertex. Following the formalism developed in Ref. [33], we derive the transition matrix elements and analytically find the power loss (see Supplemental Material) for disorder described by the following zero-range potential $V(r) = u \sum j \delta(r - r_j) (1 + \sigma_z) / 2$, where $r_j$ is the location of the $j$th impurity and $\sigma_z$ is the third Pauli matrix. This formalism has had success in describing electronic cooling in graphene. As first mentioned in Ref. [33], allowing for this type of generalized disorder that depends on the spinor structure of the wave-function allows one to obtain a matrix element linear in $u$. In other words, pure scalar disorder gives a quadratic dependence on the disorder strength and thus the power will scale as $u^4$, which is small for weak disorder and won’t provide efficient cooling. Physically, this type of disorder might arise from differences of sublattice potential [33] or magnetic impurities [52, 53]. The transition matrix elements are (see Supplemental Material), $|M_\alpha|^2 = |\bar{M}|^2 = \frac{mp^2}{8 \pi \hbar^2 c^2 v_F^2} (k^4 \partial^4 \delta \cdot \bar{q})(|k|)$, which we plug into Eq. (11), perform an angular average and find

$$P_d = \frac{V_{\text{ph}}^2 (\mu) D^2 k_B^4}{\rho (\hbar c)^3 v_F l} \frac{\pi^4}{30} (T_e - T_L^4).$$

(9)

where $l$ is the mean free path and $\nu(\mu)$ is the density of states at the Fermi energy. The ratio of power loss for disorder to the normal momentum conserving process [Eq. (2)], after linearizing Eq. (29) in $T_e - T_L$ is

$$P_d = \frac{\pi^6}{120 k_F l} \left( \frac{T_e}{T_{BG}} \right)^3.$$  

(10)

The mean-free path in Cd$_3$As$_2$ is on the order of a 100 nm [54]. We thus take $k_F l = 40$. Disorder assisted cooling then dominates if $T_e \geq 2 T_{BG}$. This result is insensitive to the precise value of $k_F l$ because of the cubic root in Eq. (10). The ratio for arbitrary values of electron and lattice temperature is

$$\frac{P_d}{P} = \frac{\pi^6}{120 k_F l} (\frac{T_e^3}{T_{BG}^3} + T_e^2 T_L + T_e T_L^2 + T_L^3).$$

(11)

Taking $T_e = 75$ K, $T_L = 10$ K and $T_{BG} = 10$ K, we find that cooling power is enhanced by a factor of 100 in the presence of short-range disorder. The time evolution for $T_e \gg T_L$ is $T_e(t) = \frac{T_0}{\sqrt{1 + 2\sigma l t / T_0}}$, where $\sigma = \frac{2 D^2 \mu^4}{k_B \hbar^4 v_F^3 \rho}$. The cooling time can be controlled by tuning the amount of disorder. This possibility was first suggested in Ref. [33] for graphene. More specifically, the ratio of time it takes to cool to some temperature (which is greater than the lattice temperature) for two different disorder strengths is the ratio of the mean free paths.

We note that scattering from Coulomb impurities will likely dominate electronic transport due to inefficient screening of three dimensional semimetals [23, 55], however we expect electronic cooling by acoustic phonons to be dominated by short-range disorder as in graphene [56]. Physically, this is due the fact that Coulomb disorder doesn’t have any spinor structure and vanishes to first order in disorder strength.

**Electron cooling in a magnetic field**—In this section we consider the effect of an applied external magnetic field on electron cooling in the cold, neutral limit. Most of the interesting physics of topological semimetals involve the presence of an external magnetic field [15, 57]. We consider the following low-energy Hamiltonian of a Weyl semimetal with two nodes in an external magnetic field (with $\hbar = 1$) [58],

$$H = \int d^3 \mathbf{r} \mathbf{\hat{\nabla}} \left(-i v_F (\mathbf{\gamma} \cdot (\mathbf{\nabla} + i e \hat{A}) - (\mathbf{\hat{b}} \cdot \mathbf{\gamma}) \gamma^5) \psi, \right.$$  

(12)
where \( \vec{A} \) is the vector potential, \( \psi \) and \( \bar{\psi} = \psi ^\dagger \gamma _0 \) are four component spinors, \( e \) is the electric charge, \( \gamma \) are the four-dimensional Dirac matrices in the chiral representation and \( \gamma ^3 = i \gamma ^0 \gamma ^1 \gamma ^2 \gamma ^3 \). The Weyl nodes are separated in momentum space by the vector \( 2 \vec{b} \). We take the two Weyl nodes to be at the same energy, i.e. the zero-component of the four vector \( \vec{b} \) is zero. Our results also apply for Dirac semimetals when \( b = 0 \). Recall Weyl at different energies give rise to the chiral magnetic effect, which generates an electrical current parallel to the external magnetic field. This electrical current will cause phonon drag \([59]\). Thus, the phonons will dissipate energy along with transporting it. While this situation is very interesting, it is beyond the scope of this work. The Weyl nodes are taken to be separated in the \( z \)-direction and the magnetic field, \( \vec{B} \), is also taken to lie in the \( z \)-direction. We leave any possible dependence of the cooling power on the angle between \( \vec{b} \) and \( \vec{B} \) for future work. We ignore the effects of the magnetic field on the ions due to their large mass.

The cooling power can be written in terms of the imaginary part of the self-energy as originally derived by Kogan \([60]\). The power loss is given by

\[
P = \sum _q \int \frac{d\omega }{\pi } \omega (N^L(\omega ) - N^r(\omega )) \text{Im} \Pi ^{ph}(q, \beta _e, \omega ) \text{Im} D(q, \omega ),
\]

where \( \text{Im} \Pi ^{ph}(q, \beta _e, \omega ) \) is the imaginary part of the phonon self-energy and \( \text{Im} D(q, \omega ) = \pi [\delta (\omega - \omega _{q_\perp}) - \delta (\omega + \omega _{q_\perp})] \) is the imaginary part of the phonon Green’s function \([61]\). The phonon self-energy to one loop order is given by \([41]\)

\[
\Pi ^{ph}(q, i\omega _n) = \frac{g^2(q)}{\beta _e V} \sum _{ip_s} \sum _{\vec{k}} \text{Tr}[\gamma ^0 G(\vec{k}, ip_m) \gamma ^0 \omega G(\vec{k} + q, ip_m + i\omega _n)]
\]

where \( G(\vec{k}, ip_m) \) is the electrons green function in the presence of an external magnetic field, \( g^2(q) = \frac{\alpha }{e \gamma _0} \) is the electron-phonon coupling strength and \( \beta _e \) is the inverse electron temperature. We derive the imaginary part of the phonon self-energy in the presence of a magnetic field in the Supplemental Material. We find the exact expression for the imaginary part of the lowest Landau level contribution to the self-energy (after analytically continuing to real frequencies)

\[
\text{Im} \Pi ^{ph}(\Omega , q) = \frac{g^2(q) e^{-\frac{\beta _e q^2}{4}}}{16\pi \rho ^2 \gamma _0 V \sqrt{\omega _F}} \frac{\sinh (\beta _e q^2)}{\cosh (\beta _e q^2) + \cosh (\frac{\beta _e q^2}{2})},
\]

where \( l_B = \sqrt{\frac{\hbar }{e B}} \) is the magnetic length and \( q^2_{\perp} = q^2 - q^2_z \).

After plugging Eq. (15) into Eq. (13), the contribution of the lowest Landau level at \( \mu = 0 \) at a lattice temperature of zero to the power loss is (to lowest order in \( c_s /\gamma _F \) and restoring factors of \( \hbar )

\[
P_B \approx -\frac{V}{(2\pi)^3} \frac{D^2 k_B T \omega_D^3}{18\rho \gamma ^2 c_s^4 l_B^4 \hbar},
\]

where \( \omega_D \) is the Debye frequency. In this case, \( \omega_D \) acts as a high-energy cut off. For Weyl and Dirac semimetals, the Debye temperature can range from 140 Kelvin in AuPb \([26]\), 200 Kelvin in Cd$_3$As$_2$ \([40]\) to 420 Kelvin in the pyrochlore iridates \([62, 63]\). While we have derived this result for zero lattice temperature, it is applicable when \( T_e \gg T_L \). This result is valid when the scattering between Dirac/Weyl nodes of different chirality is weak.

The contribution from the lowest Landau level will dominate as long as \( \alpha _B = \frac{\hbar v_F}{c_s l_B} \gg 1 \). All higher Landau levels are exponentially suppressed by \( e^{-\alpha _B n} \), where \( n \) is the \( n \)-th Landau level. (We note at finite chemical potential, \( \alpha _B \) must be greater than \( \mu / e \) to suppress the \( n \)-th Landau level.) From this, we find (using the heat capacity, \( C_e = \frac{V k_B^2}{\gamma _0} \), when \( \alpha _B \gg 1 \) the temperature decays linearly in time

\[
\frac{\partial T_e}{\partial t} = -\gamma _B, \quad \gamma _B = \frac{2}{3} \frac{D^2 \omega_D^4}{(2\pi)^3 \gamma _0 \rho c_s^4 l_B^3}.
\]

Notably, this rate is independent of the magnetic field. We note there will be small corrections due to the small contribution of higher Landau levels. Taking \( \omega_D \) to be 140 Kelvin and \( c_s = 5 \times 10^7 \text{ m/s} \) (we do not use the speed of sound in Cd$_3$As$_2$ since that material is heavily doped), we find \( \gamma _B = 50 \times 10^{12} \text{ K/s} \). We also note that the cooling power and rate of change of electronic temperature is independent of the distance between Weyl nodes. We remark that these results are rather unique to Weyl or Dirac semimetals and one does not generically expect to see electronic cooling dominated by the lowest Landau level in normal metals. This is because the magnetic energy scale for Weyl or Dirac semimetals is much larger than that of normal metals \([64]\). More explicitly, the magnetic energy scale for Weyl or Dirac semimetal with \( v_F = 10^8 \text{ m/s} \) is 1200 Kelvin for a 9 Tesla magnetic field. For the same applied field in a normal metal it is \( 12.6 \times \frac{\hbar }{m_e} \) Kelvin, where \( m \) is the effective mass and \( m_e \) is the electron mass. For most metals, \( m_e /m \) is on the order of unity \([65]\).

We now briefly comment on the physical realization of this result in a real material. For Cd$_3$As$_2$, to see quantum limit transport one needs fields of 43 Tesla \([66]\). This is due to the large Fermi surface of Cd$_3$As$_2$. As a result of such high fields and low temperatures, one might expect electron-phonon coupling to be modified \([67]\). We believe a more promising candidate to realize our results is TaAs \([68]\). Recent experimental transport and spectroscopy data \([69, 70]\) on TaAs was found to be consistent with Weyl semimetal physics and the quantum limit was found to be reached at only 9 Tesla \([71]\).

**Conclusion** – In this work, we have analytically studied the cooling power of acoustic phonons as a function of doping level, disorder, and externally applied magnetic fields. Our main results are in Eqs. (5), (7), (9) and (16), along with the corresponding decays for the electronic temperature, \( T_e \), in each case. Importantly, we find disorder can effectively be used to control the cooling power in known materials such as Cd$_3$As$_2$. In future work it would be interesting to study the effect of Fermi arcs and Kondo impurities \([72]\) on electronic
cooling, as well as interactions [73, 74].

Note Added – Just prior to completion of this work, we noticed experimental results on the cooling by phonons in Cd$_3$As$_2$ for temperatures far above the temperature of the lowest optical branch [75]. It was suggested in Ref. [75], that hot carriers and optical phonons equilibrate rapidly ($500 \times 10^{-12}$ s) followed by slower cooling ($10^{-12}$ s) through the emission of acoustic phonons by the decay of optical phonons or hot carriers.
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POWER LOSS OF SINGLE WEYL NODE

In this section, we provide some key steps in the derivation of Eq. (4), starting from Eq. (2). It is first helpful to divide the power into two terms, \( P_{\text{ind}} \) and \( P_{\text{spon}} \), depending if they describe induced transitions or spontaneous transitions [35]. These two terms are given by (with \( \hbar = 1 \))

\[
P_{\text{ind}}(\mu, T_{x}, T_{L}) = 2\pi \sum_{q} \sum_{\beta} \sum_{\alpha} \epsilon_{\alpha}\beta_{w}^{q} \int [f(\epsilon_{\alpha}^{q}) - f(\epsilon_{\beta}^{q})]N_{L}(\omega_{q})\delta(\epsilon_{\alpha}^{q} + \omega_{q}),
\]

and

\[
P_{\text{spon}}(\mu, T_{x}) = -2\pi \sum_{q} \sum_{\beta} \sum_{\alpha} \epsilon_{\alpha}\beta_{w}^{q} \int [f(\epsilon_{\alpha}^{q}) - f(\epsilon_{\beta}^{q})]N_{L}(\omega_{q})\delta(\epsilon_{\alpha}^{q} - \omega_{q}).  \tag{18}
\]

We note that \( P_{\text{spon}}(\mu, T_{x}, T_{L}) = -P_{\text{ind}}(\mu, T_{x}) \), we only need to evaluate \( P_{\text{ind}} \). We now consider the limit \( c_{x} \ll v_{F} \) as discussed in the main text. In this limit, we can neglect inter-band transitions, i.e. \( \alpha \neq \beta \) [34]. Using the delta function and the identity,

\[
\int_{-\infty}^{\infty} d\epsilon \delta(\epsilon - e^{\alpha}_{\beta+q})g(\epsilon) = g(e^{\alpha}_{\beta+q}),
\]

we have

\[
P_{\text{ind}}(\mu, T_{x}, T_{L}) = -\frac{V D^{2}}{\rho v_{F}^{2}} \sum_{q} \sum_{\alpha} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \int_{-\infty}^{\infty} d\epsilon' q \delta(\epsilon - \epsilon'_{\beta+q}) \left[ f(\epsilon) - f(\epsilon'_{\beta}) \right] N_{L}(\omega_{q})\delta(\epsilon - \epsilon'_{\beta+q}).  \tag{19}
\]

Expanding out \( w^{\alpha,\beta} \) and rewriting the \( \delta(\epsilon - \epsilon'_{\beta} - \omega_{q}) \) as \( \frac{1}{\epsilon_{\beta+q}^{2}}\delta(\epsilon - \frac{c_{x}q}{\epsilon_{\beta+q}}) \) to do the \( p \)-integral, we find to lowest order in \( \frac{\omega_{q}}{v_{F}} \),

\[
P_{\text{ind}}(\mu, T_{x}, T_{L}) = -\frac{V D^{2}}{\rho v_{F}^{2}} \sum_{q} \sum_{\alpha} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \int_{-\infty}^{\infty} d\epsilon' q \left[ f(\epsilon) - f(\epsilon'_{\beta}) \right] N_{L}(\omega_{q})\delta(\epsilon - \epsilon'_{\beta+q}) \times \delta\left(\epsilon - v_{F} - \epsilon'_{\beta+q}\right).
\]

We now turn the remaining delta function. It can be rewritten as

\[
\delta\left(\epsilon - v_{F} - \epsilon'_{\beta+q}\right) = \delta(x + \frac{v_{F}q}{2\epsilon_{\beta+q}} - \frac{1}{2\epsilon_{\beta+q}}).
\]

Evaluating the \( x \)-integral, summing over \( \alpha \) and making the \( q \)-integral dimensionless, we have

\[
P_{\text{ind}}(\mu, T_{x}, T_{L}) = -\frac{V D^{2}}{\rho v_{F}^{2}} \sum_{q} \sum_{\alpha} \sum_{\beta} \int_{-\infty}^{\infty} d\epsilon \int_{-\infty}^{\infty} d\epsilon' q \left[ f(\epsilon) - f(\epsilon'_{\beta}) \right] N_{L}(\frac{c_{x}q}{v_{F}}).
\]

Expanding in the limit of small \( \frac{\omega_{q}}{v_{F}} \) and evaluating the \( q \)-integral, we have

\[
P_{\text{ind}}(\mu, T_{x}, T_{L}) \approx -\frac{6VD^{2}}{\rho} \frac{1}{\pi^{4}v_{F}^{2}p_{F}} \int_{-\infty}^{\infty} d\epsilon \epsilon^{6} \frac{\partial f(\epsilon)}{\partial \epsilon}.
\]

The total power loss (restoring factors of \( \hbar \)) is then

\[
P(\mu, T_{x}, T_{L}) = -\frac{6VD^{2}}{\rho} \frac{(k_{B}T_{F})^{6}}{\pi^{4}v_{F}^{4}}(k_{B}T_{x} - k_{B}T_{L}) \int_{0}^{\infty} dxx^{5} \left( f(x - \beta_{x}) + f(x + \beta_{x}) \right). \tag{24}
\]

DERIVATION OF TRANSITION MATRIX ELEMENT

In this section we derive the transition matrix element in the case of weak zero-range disorder described by the following potential

\[
V(\vec{r}) = \frac{u}{2} \sum_{\sigma} \delta(r - r_{\sigma})(1 + \sigma_{z}). \tag{25}
\]
This derivation generalizes the one in Ref. [33] for graphene to three dimensional topological semimetals. The exact transition matrix element is given by

\[ M_n = \langle k' | M^0_n \hat{G}(p) \hat{T} + \hat{T} GM_n \hat{G}(p) \hat{T} | k \rangle \] (26)

where \( \hat{G}(p) \) is the free electron Green’s function, \( \hat{T} \) is the scattering operator (or \( \hat{T} \)-matrix) for a single impurity. The scattering operator to lowest order in disorder strength is taken to be the Fourier transformed impurity potential. We now make some approximations of the free electron Green’s functions, similar to the ones made in Ref. [33] for graphene. As mentioned in the main text, this formalism has been successful in providing understanding experimental results of electron cooling in graphene. We expect phonons with momentum \( k_B T / c_s \), to dominate cooling. As such, we expect the virtual electrons to have much larger momentum than incoming and outgoing electrons \((k, k' \ll p)\). This allows one to approximate the electron Green’s function, when the virtual states have an energy \( \hbar v_F p \gg k_B T, \mu \), as \( G(p) = -\frac{1}{\hbar v_F p} \). Plugging this into Eq. (26), we find

\[ |M_n|^2 = |M|^2 = \frac{\pi u^2 D^2 n_0}{4\rho \hbar c_s v_F^2 q^2} |(k' | (\hat{\sigma} \times \hat{q}) | k)|^2, \] (27)

where \( n_0 \) is the impurity concentration. For simplicity, we use the angular average of \( |(k' | (\hat{\sigma} \times \hat{q}) | k)|^2 \) which is \( q^2 / 2 \). If \( \mu \gg k_B T \), we can approximate the sum over \( k \) and \( p \) as \( g(\mu)^2 \int \int d\epsilon d\epsilon' \). The power loss is then

\[ P = v(\mu)^2 u^2 \sum_{\tilde{q}} \left( |M_{\perp}|^2 \omega_{\perp} \int d\epsilon (1 - f(\epsilon + \omega_{\perp})) N_{\perp}^{ph} + |M_{\perp}|^2 (-\omega_{\perp}) \int d\epsilon (1 - f(\epsilon - \omega_{\perp})) (N_{\perp}^{ph} + 1) \right). \] (28)

Evaluating the remaining \( \epsilon \) integral, we have (defining the mean free path, \( l = \frac{v_F}{2\pi n_0 \rho(\epsilon_F)} \)),

\[ P = \frac{V \pi v(\mu) D^2 k_B^4 \pi^2}{\rho(\hbar c_s)^3 v_F l} \left( T^2_\perp - T^2_\perp \right). \] (29)

### PHONON SELF-ENERGY IN A MAGNETIC FIELD

In this section we derive the imaginary part of the phonon self-energy in a magnetic field. The Green’s function (for a given chirality, \( \chi \)) for a Weyl semimetal described the Hamiltonian in the main text is given by [58]

\[ G(x, \vec{k}, \vec{k}_\perp) = i e^{-ik_\parallel} \sum_{\lambda=\pm} \sum_{n=0}^\infty \frac{(-1)^n}{E_n^x} \left( (E_n^x \gamma_0 - \lambda v_F (k_\parallel - \chi b) \gamma_3) (\mathcal{P}_- L_0 (2k_{\perp B}^2) - \mathcal{P}_+ L_{n-1} (2k_{\perp B}^2)) + 2 \lambda v_F (\vec{k}_\perp \cdot \vec{\gamma}_\perp) L_{n-1} (2k_{\perp B}^2) \right) \frac{1}{\omega + \mu - \lambda E_n^x}, \] (30)

where \( L_n^\chi \) are the generalized Laguerre polynomials, \( \mathcal{P}_\pm = \frac{1}{2} \left( 1 \pm i \text{sign}(eB) \gamma_3 \right) \) and

\[ E_n^x = v_F \sqrt{(k_\parallel - \chi b)^2 + 2n \frac{|eB|}{c}}. \] (31)

Following Ref. [76], we rewrite our Green’s function in a mix of real-space and momentum space coordinates. The partial Fourier transform of the Green’s function is given by

\[ G(x, k_\parallel, \vec{k}_\perp) = V \int \frac{d\vec{k}_\perp}{(2\pi)^2} e^{i\vec{k}_\perp \cdot \vec{r}_\perp} G^x(x, k_\parallel, \vec{k}_\perp). \] (32)

The inverse partial Fourier transform is

\[ G(x, k_\parallel, \vec{k}_\perp) = V \int d\vec{r}_\perp e^{-i\vec{k}_\perp \cdot \vec{r}_\perp} G(x, k_\parallel, \vec{r}_\perp). \] (33)

The hybrid real-space/momentum-space Green’s function is then

\[ G^x(x, k_\parallel, \vec{r}_\perp) = \frac{V}{2\pi} \frac{1}{2} \frac{1}{4\pi^2} \sum_{\lambda=\pm} \sum_{n=0}^\infty \frac{(-1)^n}{E_n^x} \left( (E_n^x \gamma_0 - \lambda v_F (k_\parallel - \chi b) \gamma_3) (\mathcal{P}_- L_0 (\frac{r_{\perp B}^2}{2}) - \mathcal{P}_+ L_{n-1} (\frac{r_{\perp B}^2}{2})) + 2 \lambda v_F (\vec{r}_\perp \cdot \vec{\gamma}_\perp) L_{n-1} (\frac{r_{\perp B}^2}{2}) \right) \frac{1}{\omega + \mu - \lambda E_n^x}, \] (34)
It is convenient to introduce the spectral function
\[ G(\omega, k_z, \vec{r}_\perp) = \sum_{\chi=\pm} G^\chi(\omega, k_z, \vec{r}_\perp) \mathcal{P}^\chi. \] (35)

It is convenient to introduce the spectral function
\[ A(\omega, k_z, \vec{r}_\perp) = \frac{1}{2\pi i} \left( G_{\mu=0}(\omega - i\epsilon, k_z, \vec{r}_\perp) - G_{\mu=0}(\omega + i\epsilon, k_z, \vec{r}_\perp) \right) \sum_{\chi=\pm} A^\chi(\omega, k_z, \vec{r}_\perp) \mathcal{P}^\chi, \] (36)

where
\[ A^\chi(\omega, k_z, \vec{r}_\perp) = \frac{V_8}{2\pi} \frac{1}{4!} e^{-\frac{\omega}{\mu}} \sum_{\Lambda=\pm} \sum_{n=0}^\infty \frac{(-1)^n}{E_n^\Lambda} \left( (E_n^\Lambda)^{\gamma_0 - \lambda_{VF}(k_z - \chi b)} \mathcal{P} \cdot L_{\Lambda}(\frac{\vec{r}_\perp^2}{2L_B^2}) \mathcal{P} \cdot L_{n-1}(\frac{\vec{r}_\perp^2}{2L_B^2}) \right) \right] + \right]
\[ 2i V_F^\Lambda \mathcal{A}(\vec{r}_\perp \cdot \vec{\gamma}_\perp) L_{n-1}(\frac{\vec{r}_\perp^2}{2L_B^2}) \delta(\omega - \lambda E_n^\Lambda), \] (37)
as done in Ref. [58]. The spectral function and Green’s function are related by
\[ G(i\omega_n, k_z, \vec{r}_\perp) = \int_0^\infty \frac{d\omega}{i\omega_n + \mu - \omega} \] (38)

As discussed in the main text, the phonon self-energy to one-loop order is given by
\[ \Pi^\text{Ph}(B, \vec{q}, i\omega_n) = \frac{g^2(q)}{\beta V} \sum_{\alpha, \beta} \sum_{\vec{r}} \text{Tr}[\gamma^0 G(\vec{k}, \gamma) \gamma^0 G(\vec{k} + \vec{q}, \gamma)] \] (39)

where the trace is over spinor indices. After performing the Matsubara sum and analytically continuing \((i\omega_n \rightarrow \Omega + i\eta)\)
\[ \Pi^\text{Ph}(B, \vec{q}, \Omega) = \frac{g^2(q)}{V} \int d\omega \int d\omega' \frac{n_{\alpha}(\omega - \mu) - n_{\beta}(\omega' - \mu)}{\omega - \omega' - \Omega + i\eta} \sum_{\vec{r}} \text{Tr}[\gamma^0 A(\vec{k}, \omega) \gamma^0 A(\vec{k} + \vec{q}, \omega')]. \] (40)

We are only concerned with the imaginary part of the phonon self-energy. Using the identity \(1 + \frac{1}{a + i\eta} = \mathcal{P} \left( \frac{1}{a} \right) + i\pi \delta(a) \) (when \(a\) is real), we have
\[ \text{Im} \Pi^\text{Ph}(B, \vec{q}, \Omega) = \frac{g^2(q)}{V} \int d\omega \frac{n_{\alpha}(\omega - \mu) - n_{\beta}(\omega - \mu)}{\omega - \Omega + i\eta} \sum_{\vec{r}} \text{Tr}[\gamma^0 A(\vec{k}, \omega) \gamma^0 A(\vec{k} + \vec{q}, \omega)]. \] (41)

Switching to the real-space/momentum space spectral function via Eq. [53] we have
\[ \text{Im} \Pi^\text{Ph}(B, \vec{q}, \Omega) = \frac{g^2(q)}{V} \int d\omega \frac{n_{\alpha}(\omega - \mu) - n_{\beta}(\omega - \mu)}{\omega - \Omega + i\eta} \sum_{\vec{r}} \text{Tr}[\gamma^0 A(\vec{k}, \omega, \vec{r}_\perp) \gamma^0 A(\vec{k} + \vec{q}, \omega, \vec{r}_\perp)] e^{-i\vec{q} \cdot \vec{r}_\perp}. \] (42)

There are two different real-space integrals that need to be evaluated. They are as follows
\[ \int_0^\infty \frac{d^2 r}{2\pi} e^{i\vec{q} \cdot \vec{r}_\perp} L_n(\frac{r^2}{2L_B^2}) L_{n-1}(\frac{r^2}{2L_B^2}) e^{-\frac{r^2}{2L_B^2}} = 2\pi L_B^2(1)^{\delta_{n,n'}} \frac{L_n^{\gamma_0}}{L_n^{\gamma_0}} \frac{q^2 L_B^2}{2} \frac{L_{n-1}^{\gamma_0}}{L_{n-1}^{\gamma_0}} \frac{q^2 L_B^2}{2}, \] (43)
\[ \int d^2 r e^{i\vec{q} \cdot \vec{r}_\perp} L_n(\frac{r^2}{2L_B^2}) L_{n-1}(\frac{r^2}{2L_B^2}) e^{-\frac{r^2}{2L_B^2}} = 2\pi L_B^2(-1)^{\delta_{n,n'}} \frac{L_n^{\gamma_0}}{L_n^{\gamma_0}} \frac{L_{n-1}^{\gamma_0}}{L_{n-1}^{\gamma_0}} \frac{q^2 L_B^2}{2} \frac{L_{n-1}^{\gamma_0}}{L_{n-1}^{\gamma_0}} \frac{q^2 L_B^2}{2}. \] (44)

After performing the trace, we are left with three terms that group by their Laguerre polynomials and the imaginary phonon self-energy can be written as sum of two terms, \(I_1 + I_2\). The first term is
\[ I_1 = \frac{g^2(q)}{4\pi^2 L_B^2} \sum_{n,n', \alpha, \beta} \sum_{\vec{r}} \int d\omega \frac{\sinh(\beta \omega)}{\cosh(\beta \omega - \frac{\omega}{2}) + \cosh(\beta \omega + \frac{\omega}{2})} \frac{1}{E_n^{\alpha}(k_z + q_z)} \delta(\omega - \lambda E_n^{\alpha}(k_z + q_z)) \times \left[ E_n^{\beta}(k_z + q_z) + \lambda \gamma_0^{\perp}(k_z - \chi b)(k_z + q_z - \chi b) \right] \] (45)
The second term is

\[ I_2 = \frac{g^2(q)}{4\pi^2 I_B^2} \frac{1}{\pi^2} \sum_{n,n'} \sum_{\lambda' \neq \lambda} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\omega + \mu - \frac{q}{2}))} \delta(\omega - \Omega - \lambda' E_n(k_z + q_e)) \delta(\omega - \lambda E_n(k_z)) \]

After shifting the \( k_z \) in the integral by \( b\chi \), doing the \( \omega \) integral and summing over chirality, we find

\[ I_1 = \frac{g^2(q)}{4\pi^2 I_B^2} \frac{1}{\pi^2} \sum_{n,n'} \sum_{\lambda' \neq \lambda} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\lambda E_n(k_z) - \mu + \frac{q}{2})))} \delta(\lambda E_n(k_z) - \Omega - \lambda' E_n(k_z + q_e)) \]

\[ \times \left( E_n(k_z) E_n(k_z + q_e) + \lambda' v_F^2(k_z)(k_z + q_e) \right) e^{-\frac{\beta E_n}{2}} \left( \frac{q E_n^2}{2} \right) \sum_{l = 1}^{\infty} \frac{\delta\left( \lambda E_n(k_z) - \Omega - \lambda' E_n(k_z + q_e) \right)}{l_{n-1}^2} \]

and

\[ I_2 = \frac{g^2(q)}{4\pi^2 I_B^2} \frac{1}{\pi^2} \sum_{n,n'} \sum_{\lambda' \neq \lambda} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\lambda E_n(k_z) - \mu - \frac{q}{2})))} \delta(\lambda E_n(k_z) - \Omega - \lambda' E_n(k_z + q_e)) \]

\[ \times \lambda' n' e^{-\frac{\beta E_n}{2}} \left( \frac{q E_n^2}{2} \right) \sum_{l = 1}^{\infty} \frac{\delta\left( \lambda E_n(k_z) - \Omega - \lambda' E_n(k_z + q_e) \right)}{l_{n-1}^2} \]

We observe that due to the hyperbolic functions, the cooling power will be suppressed exponentially in terms of \( \alpha n \). We thus focus on the contribution of the lowest Landau level to the cooling power. The only term to contribute from the lowest Landau level is \( I_1 \) due to the vanishing of the Laguerre polynomials \( (L_n(x)) \) with \( n < 0 \) is defined to be zero \([58]\). For \( n = 0 \), the first term becomes

\[ I_1 = \frac{g^2(q)}{4\pi^2 I_B^2} \frac{1}{\pi^2} \sum_{\lambda' \neq \lambda} \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\lambda v_F k_z - \Omega - \lambda' v_F(k_z + q_e))(1 + \lambda'))} e^{-\frac{\beta E_n}{2}} \]

Summing over \( \lambda \) and doing the \( k_z \) integral, we arrive at our final expression for the imaginary part of the phonon self-energy

\[ \text{Im}\Pi^{\text{ph}}(q, \Omega) = \frac{1}{2v_F} \frac{1}{2\pi} g^2(q) \left( \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\frac{\lambda v_F}{2} - \mu))} + \frac{\sinh(\beta \Omega)}{\sinh(\beta \Omega) \sinh(\beta(\frac{\lambda v_F}{2} - \mu))} \right) e^{-\frac{\beta E_n}{2}} \]

\[ \frac{1}{2\pi} g^2(q) \left( \frac{1}{\sinh(\beta \Omega)} \frac{1}{\cosh(\beta \Omega) + \cosh(\beta(\frac{\lambda v_F}{2} - \mu))} + \frac{\sinh(\beta \Omega)}{\sinh(\beta \Omega) \sinh(\beta(\frac{\lambda v_F}{2} - \mu))} \right) e^{-\frac{\beta E_n}{2}} \]