Auditory evoked fields elicited by spectral, temporal, and spectral–temporal changes in human cerebral cortex
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INTRODUCTION

Natural sounds such as bird songs or human speech are complex and time-varying signals. Previous studies have suggested that the perception of such sounds depends on the simultaneous decoding of both fine frequency structures (spectral information) and slowly modulated temporal patterns (temporal information; Deboer and Dreschler, 1987; Eggermont, 1998; Lu et al., 2001; Zatorre and Belin, 2001; Olesler et al., 2008). Interestingly, human auditory perception seems disproportionately driven by these two features, depending on the sound type. Spectral sound information plays a dominant role in perceiving pitch and music, whereas temporal information is more important for speech and melody perception (Houtgast and Steenke, 1973; Rosen, 1992; Belin et al., 1998; Zatorre et al., 2002; Zatorre and Gandour, 2008). Additionally, recent neuroimaging studies have demonstrated that spectral information processing is functionally lateralized to the right hemisphere, while temporal information is predominantly processed in the left hemisphere (Zatorre and Belin, 2001; Jamison et al., 2006; Okamoto et al., 2009).

Sound waves entering the cochlea cause different parts of the basilar membrane to vibrate in a frequency-dependent manner, and thereby spectral sound information is systematically translated into a place code (cochleotopy or tonotopy; Robles and Ruggero, 2001). This place coding is maintained throughout the central auditory pathway (Reale and Imig, 1980; Schreiner and Langner, 1988). Previous magnetoencephalography (MEG; Romani et al., 1982; Pantev et al., 1988, 1996), functional MRI (Wessinger et al., 1997; Bilecen et al., 1998), and positron emission tomography (Lauter et al., 1985) based studies have demonstrated tonotopic maps in the human auditory cortex. Additionally, in cats, at the level of the auditory nerve, for frequencies of up to 3–4 kHz the fine-structure of auditory signals (spectral information) is also precisely represented by the firing patterns of nerve fibers; Johnson, 1980). However, the synchronized firing patterns of primary auditory cortex neurons no longer accurately represent this spectral fine-structure (Joris et al., 2004). Therefore, it is reasonable to assume that the spectral fine-structure is not coded by the firing patterns of neurons in the human auditory cortex.

In contrast to spectral information processing, slowly modulated temporal patterns are not translated into a place code in the cochlea. Rather, this information is coded into slowly modulated, temporally synchronized activation patterns of auditory nerve fibers (Joris and Yin, 1992). This slowly modulated temporal sound information is represented also in the primary auditory cortex by synchronized spike timing (Eggermont, 1994; Liang et al., 2002; Joris et al., 2004). Recent studies (Bendor and Wang, 2007; Wang et al., 2008) in monkeys showed that in cortical fields rostral to the primary auditory cortex, slow sound wave modulations are represented by a monotonic rate code without stimulus-synchronized neural discharges, suggesting that the temporal sound information is both processed and recoded by auditory cortical neurons.

Under natural circumstances, spectral and temporal changes usually co-occur. Spectral–temporal receptive fields in the auditory pathways have been recorded in cats (Miller et al., 2002;
Atencio and Schreiner, 2008), mice (Linden et al., 2003), and zebra finches (Theunissen et al., 2000; Woolley et al., 2005). Until now, studies investigating sound decoding in the human auditory cortex have mainly focused on neural activity elicited by either solely spectral or solely temporal sound pattern changes. Mäkelä et al. (1987) investigated adaptation effects of spectral and temporal modulations on the N1m response by means of MEG. The results demonstrated that pairs of the same modulation caused reduced and delayed N1m responses. The findings suggested that the neural mechanisms underlying spectral and temporal sound processing differ in the human auditory cortex. Recently, Altmann et al. (2010) investigated adaptation effects of spectral and/or temporal envelopes of natural sounds in the human auditory cortex by means of functional MRI. The results showed that encoding of the spectrotemporal features takes place in the non-primary auditory cortex. However, it still remains unclear how the human brain deals with spectral change (SC), temporal change (TC), as well as combinations of the two. Notably, it is known that sound transitions can elicit auditory evoked responses (Mäkelä et al., 1988; Martin and Boothroyd, 2000). In the present study, we have investigated auditory evoked neural activity time-locked to spectral, temporal, or spectral–temporal changes by means of MEG.

MATERIALS AND METHODS

SUBJECTS

Fifteen healthy subjects participated in experiment 1 (seven females; 22–29 years), and 14 healthy subjects participated in experiment 2 (eight females; 23–29 years). All participants were right-handed (assessed via the “Edinburgh Handedness Inventory”; Oldfield, 1971), and had no history of psychological and otorhinolaryngological disorders. All participants gave written informed consent in accordance with procedures approved by the Ethics Commission of the Medical Faculty, University of Muenster.

STIMULI AND EXPERIMENTAL DESIGN

Experiment 1 (tonal stimuli)

We used tonal test stimuli (TS) with a duration of 1600 ms, as in our previous study (Okamoto et al., 2009). The TS were composed of two parts, each having a duration of 800 ms: 500 Hz (PT500) or 2000 Hz (PT2000) pure tones with 12.5 ms rise and fall times, and 40 Hz fully amplitude-modulated (AM) tones with a carrier frequency of 500 Hz (AM500) or 2000 Hz (AM2000). Combinations of two of these stimuli resulted in three conditions: SC, TC, or spectral–temporal change (STC; Figure 1). The SC condition was characterized by a carrier frequency change, which occurred at the middle of the TS. The first part of the TS had a 12.5-ms sigmoid offset ramp starting at a latency of 787.5 ms, and the second part, which was characterized by a different carrier frequency but the same slow temporal modulation pattern, had a 12.5-ms sigmoid onset ramp starting at a latency of 787.5 ms. Thus, the carrier frequency of the TS changed between 787.5 and 800 ms after the TS-onset, but the slow temporal modulation pattern remained constant. On the other hand, in the TC condition, a modulation pattern change started at a latency of 787.5 ms, and ended at a latency of 800 ms, while the carrier frequency remained constant. In the STC condition, the carrier frequency and the temporal pattern changed at the same time, between 787.5 and 800 ms after the TS-onset.

All sound stimuli (sampling rate = 48000 Hz) were presented under the control of Presentation software (Neurobehavioral...
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All sounds were presented through 0.6 m plastic tubes and silicon earpieces fitted individually to each subject's ears. The hearing threshold for the PT500 was determined prior to each MEG measurement, and PT500 was presented binaurally at an intensity level 60 dB above the individual sensation level. The maximal amplitudes for the PT500, PT2000, AM500, and AM2000 were set to be identical. Hundred stimulus sequences for each TS were presented in a random order, resulting in 400 trials for each condition (SC, TC, or STC). The sound onset asynchrony between the TS was fixed to 1600 ms (Figure 1).

Experiment 2 (pulse-train stimuli)
As in experiment 1, TS were composed of two sound stimuli. However, here the sounds were prepared from band-pass filtered pulse-trains, as in our previous study (Okamoto et al., 2009). First, we generated 32 and 48 Hz pulse-trains with durations of 750 ms. The initial pulses of the 32 and 48 Hz pulse-trains occurred after silent intervals of 15.6 and 10.4 ms durations, respectively. These pulse-trains were then filtered either between 2800 and 4000 Hz (TS32_Low and TS48_Low), or between 4000 and 5600 Hz (TS32_High and TS48_High). As in experiment 1, in each case two pulse-train stimuli were combined to represent three experimental conditions (Figure 2): SC, TC, and STC. In the SC condition, the band-pass filter settings changed in the middle of the TS, while the type of train-pulse remained identical. In the TC condition, the filter settings remained identical, but the type of pulse-train changed in the middle of the TS. In the STC condition, the filter settings and pulse-patterns changed at the same time.

All sound stimuli (sampling rate = 48000 Hz) were prepared and presented as in experiment 1. First, the hearing threshold for TS32_Low was determined, and the intensity was set to 60 dB above the hearing threshold. The other TS were adjusted to have identical power to the TS32_Low. In each change condition (SC, TC, or STC), 100 stimulus sequences for each TS were presented in random order, resulting in 400 trials. The sound onset asynchrony between the TS was fixed to 1500 ms (Figure 2).

DATA ACQUISITION AND ANALYSIS
Auditory evoked fields were measured with a helmet-shaped 275 channel whole head MEG system (Omega; CTF Systems, Coquitlam, BC, Canada) in a quiet and magnetically shielded room. The magnetic field signals were digitally recorded using a sampling rate of 600 Hz. In order to keep subjects in a stable alert state, they watched a silent movie of their choice during the MEG recordings. The status of the subjects was continuously monitored by the experimenters via video camera.

Epochs of magnetic field data, starting 300 ms prior to the TS-onset and ending 300 ms after the TS-offset, were averaged selectively for each condition and each experiment after the rejection of artifact-affected epochs containing field changes larger than 3 pT. The averaged magnetic field signals were 30 Hz low-pass filtered and baseline-corrected based on the 300 ms pre-stimulus silent interval in order to evaluate the transient auditory evoked magnetic responses elicited by the sound changes. Thereafter, the time courses of the root-mean-square (RMS) amplitudes of the magnetic fields of all sensors elicited in each condition (SC, TC, or STC) were calculated in experiments 1 and 2. The most prominent RMS peak around 100 ms after the sound change was defined as N1m response. The valleys preceding and following the N1m response were defined as P1m and P2m responses. The P1m, N1m, and P2m RMS amplitudes and latencies were evaluated separately by means of repeated-measures analyses of variance (ANOVA) using one factor (CONDITION: SC, TC, and STC). Thereafter, planned contrasts were calculated in order to reveal the P1m-.
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N1m-, and P2m-response differences between the SC and STC and between the TC and STC conditions.

Additionally, in order to compare the complete auditory evoked fields between STC and SC and between STC and TC, we subtracted the auditory evoked field of each sensor in the SC and TC conditions from the auditory evoked field of the corresponding sensor elicited in the STC condition (STC – SC and STC – TC) in experiments 1 and 2. Thereafter, the time courses of the means and the 95% confidence interval limits of the RMS values of the subtracted magnetic fields of all sensors (STC – SC and STC – SC) were calculated by means of bootstrap resampling tests (iteration = 10000).

RESULTS

MAGNETIC WAVEFORMS

We obtained clear auditory evoked fields from all participants in both experiments 1 and 2. Examples of individual magnetic field waveforms obtained in each experimental condition (SC, TC, and STC) and the difference waveforms between STC and SC and between STC and TC are shown in Figure 3 (experiment 1) and 4 (experiment 2). The auditory evoked fields elicited by the TS sound onsets demonstrate clear N1m responses (Näätänen and Picton, 1987) as well as further N1m-responses peaking at around 100 ms after the sound changes in all conditions (SC, TC, and STC).

The subtracted magnetic waveforms (STC – SC and STC – TC, Figures 3 and 4), however, do not exhibit clear responses elicited by the TS-onset. Additionally, the subtracted STC – SC magnetic waveforms did not show clear neural response elicited by the sound changes at the TS-middle. In contrast, the subtracted magnetic STC – TC waveforms demonstrated clear evoked responses elicited by the sound changes. The calculated means of the RMS values of the auditory evoked fields for each condition averaged across all participants are displayed in Figure 5 (for experiment 1) Figure 6 (for experiment 2). Clear auditory evoked responses corresponding to both the onset of the test stimulus as well as the stimulus changes were observed. The RMS peaks corresponding to the N1m responses elicited by TC were delayed compared to those for the SC and STC conditions in experiments 1 (Figure 5) and 2 (Figure 6).

AUDITORY EVOKED COMPONENTS

The repeated-measures ANOVAs applied to the P1m, N1m, and P2m RMS amplitudes in experiments 1 (Figure 7) and 2 (Figure 8) resulted in significant main effects [P1m (experiment 1): F(2, 28) = 4.57, p < 0.02; P1m (experiment 2): F(2, 26) = 3.43, p < 0.05; N1m (experiment 2): F(2, 26) = 5.06, p < 0.02; P2m (experiment 1): F(2, 28) = 24.10, p < 0.001; P2m (experiment 2): F(2, 26) = 12.34, p < 0.001], but no significant main effect was found for the N1m RMS amplitudes in experiment 1 [F(2, 28) = 0.06, p = 0.944]. The planned contrasts applied to the P1m and P2m RMS amplitudes showed significant differences between TC and STC [P1m (experiment 1): p < 0.03; P1m (experiment

![FIGURE 3 | Examples of individual magnetic waveforms of all sensors in experiment 1. The upper panels represent the auditory evoked fields of one representative subject elicited by the spectral change (SC: left), spectral-temporal change (STC: middle), and temporal change (TC: right). The lower panels show the difference waveforms between STC and SC (STC – SC: left) and between STC and TC (STC – TC: right).](image-url)
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FIGURE 4 | Examples of individual magnetic waveforms of all sensors in experiment 2. The figure displays the auditory evoked fields elicited by the test stimuli (band-pass filtered train pulses). All graphs are arranged according to Figure 3.

2): \( p < 0.03; \) P2m (experiment 1): \( p < 0.001; \) P2m (experiment 2): \( p < 0.001 \), but no significant differences between SC and STC [P1m (experiment 1): \( p = 0.59; \) P1m (experiment 2): \( p = 0.77; \) P2m (experiment 1): \( p = 0.58; \) P2m (experiment 2): \( p = 0.52 \)]. The planned contrasts applied to the N1m RMS amplitudes showed a significant difference between TC and STC \( (p < 0.01) \) in experiment 2, but no significant differences between TC and STC \( (p = 0.76) \) in experiment 1 and between SC and STC (experiment 1: \( p = 0.78; \) experiment 2: \( p = 0.66 \)) were found.

The repeated-measures ANOVAs applied to the P1m, N1m, and P2m latencies in experiments 1 (Figure 7) and 2 (Figure 8) resulted in significant main effects \([P1m (experiment 1): F(2, 28) = 14.91, p < 0.001; P1m (experiment 2): F(2, 26) = 20.63, p < 0.001; N1m (experiment 1): F(2, 28) = 49.02, p < 0.001; N1m (experiment 2): F(2, 26) = 69.28, p < 0.001; P2m (experiment 1): F(2, 26) = 76.85, p < 0.001; P2m (experiment 2): F(2, 26) = 22.21, p < 0.001 \). The planned contrasts applied to the P1m, N1m, and P2m latencies showed significant differences between TC and STC [P1m (experiment 1): \( p < 0.001; \) P1m (experiment 2): \( p < 0.001; \) N1m (experiment 1): \( p < 0.001; \) N1m (experiment 2): \( p < 0.001; \) P2m (experiment 1): \( p < 0.001; \) P2m (experiment 2): \( p < 0.001 \)], but no significant differences were found between SC and STC [P1m (experiment 1): \( p = 0.63; \) P1m (experiment 2): \( p = 0.76; \) N1m (experiment 1): \( p = 0.78; \) N1m (experiment 2): \( p = 0.75; \) P2m (experiment 1): \( p = 0.24; \) P2m (experiment 2): \( p = 0.78 \)].

SUBTRACTED AUDITORY EVOKED FIELDS
The means of the calculated RMS values of the subtracted auditory evoked fields (STC – SC and STC – TC) with the 95% confidence limits are displayed in Figure 9 (experiment 1) Figure 10 (experiment 2). The subtracted waveforms corresponding to the first part of the TS in experiments 1 and 2 did not demonstrate clear responses, because the first parts of the TS were totally counterbalanced between conditions. The RMS values of the difference waveforms between the STC and SC with 95% confidence limits did not exhibit clear neural responses elicited by the sound changes, which happened at the middle of the TS in both experiments 1 and 2. This result indicated that the auditory evoked fields elicited by SC were very similar to those elicited by STC. On the other hand, the auditory evoked fields in the STC and TC conditions exhibited significant neural activity differences elicited by the sound changes in experiments 1 (Figure 9) and 2 (Figure 10). Please note that Figures 9 and 10 represent the RMS values of the subtracted magnetic waveforms, not the subtraction of the RMS values of the magnetic fields of each condition displayed in Figures 5 and 6.

DISCUSSION
The results of the present study demonstrated that the neural responses elicited by spectral–temporal sound changes (STC) were very similar to those elicited solely by SC. However, they differed from the neural responses elicited solely by temporal sound
FIGURE 5 | Grand averaged root-mean-square (RMS) values of the magnetic fields of all sensors across all subjects \((N = 15)\) elicited by the tonal test stimuli (Figure 1) in experiment 1. The lines represent the spectral change (SC: blue line), temporal change (TC: green), or spectral–temporal change (STC: red) condition.

FIGURE 6 | Grand averaged root-mean-square (RMS) values of the magnetic fields of all sensors across all subjects \((N = 14)\) elicited by the band-pass filtered train pulses (Figure 2) in experiment 2 (arrangement according to Figure 5).
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FIGURE 7 | The graphs display the group means \((N = 15)\) of the P1m (left column), N1m (middle column), and P2m (right column) root-mean-square (RMS) amplitudes (upper row), and latencies (lower row) after the sound changes for the spectral change (SC), temporal change (TC), and spectral–temporal change (STC) conditions, with error bars denoting the 95% confidence intervals in experiment 1 (*\(p < 0.05\); **\(p < 0.01\)).

changes (TC). Notably, the total physical sound input was identical between these conditions (SC, TC, and STC). Therefore, the summation of onset-, offset-, and sustained-responses elicited by the first and second parts of the TS could not have caused any differences between these conditions. In fact, the auditory evoked responses corresponding to the first part of the TS (i.e., 0–800 ms in experiment 1, and 0–750 ms in experiment 2) did not show any significant differences between the three conditions (Figures 3–6, 9, and 10). Only the interactions between the first and second parts of the TS could have caused the differences in the neural activity elicited by the sound changes. Furthermore, the congruent results of experiments 1 (tonal stimuli) and 2 (pulse-trains) indicate that the neural responses elicited by the spectral, temporal, and STC did not depend on a specific sound type. In our experiments, we did not use complex natural sounds (i.e., voices, music, birdsongs, etc.), but basic artificial sounds (i.e., tones and train pulses), which were carefully designed to include specific sound changes in the spectral and temporal domains within a short stimulus duration. Therefore, we suppose that the brain responses obtained in the present study represented general auditory neuronal responses to sound signals, which do not necessarily convey specific contents, as for instance speech sounds and music do. Additionally, the participants were distracted from the auditory signals during the MEG measurement by watching self-chosen silent movies. Therefore, top-down attentional neural modulation should have had little influence on the obtained results.

In the present study, we have performed two experiments. In experiment 1, we used combinations of pure tones and amplitude-modulated tones, which were adjusted to have identical maximal sound wave amplitude (the power of the AM sounds was 4.2 dB smaller). Therefore, sound power differed between the first and second parts of the TS in the TC and the STC, but not in the SC. In order to exclude the possibility that these power differences caused the observed results, we performed experiment 2, where sound power was balanced between the first and the second TS parts. However, the maximal amplitudes differed between the 32 and 48 Hz pulse-trains. Both experiments showed a similar results pattern. The auditory evoked fields elicited by the SC (characterized by identical maximal amplitude and identical power between the first and the second parts of the TS) were almost identical to the auditory evoked fields elicited by the STC, in case of which the second TS part was different in power (experiment 1) or maximal amplitude (experiment 2) compared to the first TS part. Therefore, the differences in power or maximal amplitude seem to have only little influence on the obtained results.

Spectral sound changes would cause shifts in the location of maximal vibration on the basilar membrane (Robles and Ruggero, 2001). Therefore, the first and second parts of the TS in the SC condition were encoded by different neural groups from the...
beginning of the auditory pathway on. In contrast, in the TC condition the location of maximal vibration did not change between the first and second parts of the TS, because the two parts were characterized by very similar spectral components. However, in the central auditory system, temporal information is not only represented by synchronized neural activity, but it is also encoded into rate codes, which are not synchronized to temporal modulation (Lu et al., 2001; Liang et al., 2002; Bendor and Wang, 2007). Yin et al. (2011) reported that primary auditory cortex neurons encoded temporal modulation patterns at least partially into firing rate patterns. Therefore, the neural processing of temporal sound changes seems to take place mainly at higher levels of the central auditory system than that of spectral sound changes. This might result in a delayed N1m in the TC compared to SC condition. In the combined STC condition, the earlier neural processing of the SC would elicit auditory evoked fields similar to the SC condition, and it might mask the subsequent neural responses corresponding to the TC, which would be processed at higher levels of the auditory pathway. Shamma et al. (2011) also suggested that two sound processing stages are necessary for auditory stream formation. First, in a feature-analytic stage, timbre, pitch, and location are predominantly processed. Thereafter, sounds are processed in a temporal-coherence analytic stage, which computes correlations among the outputs of the different feature-selective neurons. In the present study, the sound changes in the SC and STC conditions would be first detected in the feature-analytic stage, whereas the sound changes in the TC would be processed in the later temporal-coherence analytic stage. Eventually, this would lead to similar auditory evoked fields between the SC and STC conditions and to delayed and different auditory evoked fields elicited by the TC.

In order to elicit clear auditory evoked responses without distorting frequency characteristics, onset and offset ramps of around 10 ms duration were usually used. In the present study, we have used temporal modulations of 40 Hz, which corresponds to 12.5 ms onset- and offset-ramps. Previous studies have shown that human auditory cortex responses are preferentially time-locked to 40-Hz stimuli (Ross et al., 2000, 2002). Even though we used the most preferential temporal modulation rate for the human auditory cortex, the auditory evoked fields in the STC were similar to those in the SC and differed from those in the TC. Therefore, it appears less likely that using other temporal modulation frequencies would result in STC-evoked auditory evoked fields being very similar to auditory evoked fields elicited by TC alone.

The temporal integration window is an important factor in the analysis of spectral and temporal sound changes in the human brain. As suggested by previous studies (Joos, 1948; Zatorre et al., 2002), the window’s lengths might differ between spectral and temporal information processing. The detection of TC needs a longer temporal integration window than that of SC. The delayed N1m observed in the TC also demonstrates that the neural processing of temporal sound changes takes longer. Therefore, in the

![Figure 8](image_url)

**FIGURE 8** | The group means ($N = 14$) of the P1m, N1m, and P2m RMS amplitudes and latencies in experiment 2 (arrangements according to Figure 7).
FIGURE 9 | The means (solid lines) and the 95% confidence interval limits (dashed lines) of the root-mean-square (RMS) values of the subtracted auditory evoked fields (STC – SC: blue, STC – TC: red) across all subjects in experiment 1.

FIGURE 10 | The means and the 95% confidence interval limits of the root-mean-square (RMS) values of the subtracted magnetic fields (STC – SC: blue, STC – TC: red) across all subjects in experiment 2.
STC condition, the neural processing corresponding to the SCs may precede temporal processing in the human auditory cortex, and the temporal pattern changes may not elicit neural responses which are detectable by MEG.

Moreover, the results showed that the P1m, N1m, and P2m latencies were significantly delayed in the TC as compared to the SC condition in both experiments 1 and 2 (Figures 7 and 8). Thus, one might argue that the timing of the sound changes differed between the SC and the TC conditions. However, from a physical point of view, the onset latency of sound change was identical between the SC and the TC conditions, as shown in Figure 1 (experiment 1) and Figure 2 (experiment 2). Therefore, the physical sound stimulus properties alone cannot explain the finding that the P1m, N1m, and P2m responses were significantly delayed in the TC compared to the SC condition (Figure 7). The cyclic nature of sound signals plays an important role for the perception of spectral and temporal sound changes. The 40 Hz AM sound that we used was constituted of repeating cycles of a 25-ms sound signal segment. If the auditory evoked fields had been elicited after the completion of at least one cycle of audible (i.e., above threshold) sound change, the latencies of the auditory evoked responses would have been delayed in the TC compared to the SC condition, in which one cycle of the 500 or 2000 Hz pure tones took only 2 or 0.5 ms, respectively. However, it still remains elusive whether one complete cycle of the modulated sound was essential for eliciting the auditory evoked fields, or whether a partial 40 Hz cycle was enough. Nevertheless, as shown in Figures 5–8, the RMS amplitudes of the P1m and P2m responses were significantly different between the SC and the TC conditions in both experiments 1 and 2, indicating that the auditory evoked fields elicited by the TC were not only delayed, but also significantly different from those elicited by the SC.

The neural activity elicited by more salient changes is known to elicit larger N1m responses in the human auditory cortex (Nätänen and Picton, 1987). One might argue that the perceived sound differences between the first and second parts of the TS were more salient in the SC than TC condition, which might have led to the very similar auditory evoked fields in the SC and STC, but different auditory evoked fields in the TC and STC. The neural activity corresponding to the TCs might have been too small to cause any difference between the SC and STC conditions. However, both the spectral and the temporal changes were easily detected by the participants, and the maximal RMS amplitudes of the N1m responses in the SC condition were similar (experiment 1) or even smaller (experiment 2) compared to the N1m RMS amplitudes in the TC condition (Figures 7 and 8). Therefore, it is less likely that the neural processing corresponding to the STC in the human cortex was caused merely by more salient changes in the spectral domain compared to the temporal domain.

In conclusion, using sophisticated sound stimuli, which contained spectral, temporal, or spectral and temporal changes at the same time, the present study demonstrated that the auditory evoked fields elicited by spectral–temporal sound changes were similar to those elicited by spectral sound changes, but differed from those elicited by temporal sound changes. Even though previous studies showed that natural sounds (e.g., voices) could elicit different neural activity compared to artificial sounds (Belin et al., 2000; Theunissen et al., 2000; Woolley et al., 2005; Petkov et al., 2008), the results contribute to our understanding of how the human brain deals with complex auditory environments containing multiple and correlated spectral and temporal sound changes.
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