Robust Analysis and Laser Stripe Center Extraction for Rail Images
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Abstract: In this paper, a novel method for the effective extraction of the light stripes in rail images is proposed. First, a preprocessing procedure that includes self-adaptive threshold segmentation and brightness enhancement is adopted to improve the quality of the rail image. Secondly, center of mass is utilized to detect the center point of each row of the image. Then, to speed up the procedure of centerline optimization, the detected center-points are segmented into several parts based on the geometry of the rail profile. Finally, piecewise fitting is adopted to obtain a smooth and robust centerline. The performance of this method is analyzed in detail, and experimental results show that the proposed method works well for rail images.
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1. Introduction

With the rapid development of high-speed railway systems, railway profile detection has become an important method by which to measure rail wear to guarantee the safety of railway transportation. Rather than the use of a manual detection method, line-structured light measurement is extensively applied due to its advantages of being non-contact, fast, and highly accurate [1–3].

A line-structured light sensor containing a camera and one laser projector is mounted on the inside of the rail. The sensor projects a laser onto the surface of the rail, and the camera then captures an image of the distorted laser stripe modulated by the rail surface. The architecture of this system is shown in Figure 1. Three-dimensional (3D) information about the profile of the rail can be obtained based on the laser stripe center and the calibrated results [4–7]. Therefore, the light stripe center extraction of the rail image is a significant step in the measurement of rail wear.

Figure 1. The architecture of the line-structured light sensor.
The process of light stripe center extraction in rail wear measurement systems based on laser triangulation techniques is difficult. Different from the under-controlled conditions of the surrounding light, many factors, such as variable luminance and uneven surfaces, modulate the shape of the light stripe on a rail image captured in outdoor environments, and show up as image noise. While most noise can be filtered with the assistance of interferential filters, it usually cannot be removed completely, as shown in Figure 2. The light stripe in the rail image may be of different widths and luminance, and while some regions of the stripe appear dim, other regions are already saturated. Moreover, in some regions, the cross-sectional distribution of the light stripe no longer conforms to the Gaussian distribution. This results in the difficulty of light stripe center extraction in complex environments, and most traditional light stripe extraction methods cannot be directly applied to rail images.

![Figure 2. Light stripe in a rail image.](image)

Most existing light stripe extraction methods are sensitive to noise, and therefore cannot work well in outdoor environments. The Center of Mass method detects the centerpoints in each column or row, whereas the correlations between columns and rows are not taken into account; thus, this method is sensitive to image noise. The Steger method [8,9] is most commonly used for light stripe extraction because of its high accuracy; however, it is time-consuming, and it is difficult to select a proper scale factor when the widths of the light stripe vary over a large range. In addition, the Gaussian distribution is normally thought to be satisfied on the cross-section, which is impractical for rail images. Fisher et al. [10] evaluated the performances of five methods, including Gaussian approximation, the Center of Mass method, parabolic estimation, the Blais and Rioux detector, and linear approximation. The results showed that their accuracies were all on the sub-pixel level. Other works, such as that by Haug et al. [11], have revealed that the Center of Mass method can be conducted in real time with strong robustness.

In addition to these traditional methods, some novel robust laser stripe extraction methods have been proposed. In the work by Yang et al. [12], a high-dynamic-range imaging system was constructed to measure an object partially highlighted or partially reflected in a specular manner; however, this method requires a sophisticated hardware setup. In the method developed by Usamentiaga et al. [13], center of mass is used in rows only if the maximum grayscale of pixels in the row is larger than the adjacent background. Then, a laser peak linking process is applied to fill in the gaps generated in the previous step. In the method proposed by Yin et al. [14], preprocessing, including self-adaptive convolution and threshold segmentation, is adopted to reduce the influence of noise before center of mass is determined. Piecewise fitting is then applied to acquire the optimized laser
stripe centerline. However, while there is always a gap in rail images, these methods [13,14] cannot recognize the gaps between surfaces caused by the shooting angle, and cannot always link the gaps; moreover, a considerable amount of time is spent on centerline optimization. In the work by Du et al. [15], a robust laser stripe extraction method that uses ridge segmentation and region ranking was proposed; however, ridge direction cannot be computed for saturated regions of the stripe, which may occur in rail images. In the method proposed by Liu et al. [16], template matching is utilized to enhance the light stripe image. In this method, the grayscale distribution of the normal cross-section of the corresponding position of a good-quality light stripe image is used as a template for poor-quality light stripe images. However, this strategy is not appropriate for use in rail profile measurement, as the obtained results cannot represent the true profile. In the method developed by Pan et al. [17], a multi-scale Retinex (MSR) algorithm is used to enhance the light stripe image. However, because this method enhances the entire image, it is prone to local over-enhancement.

Recently, some light stripe extraction methods [18,19] particularly for use on rail images have been proposed. In the work by Liu et al. [2], regions containing the rail waist light stripe are tracked using a Kalman filter, and the extreme value method, center of mass, and Hessian matrix are then combined to extract the precise sub-pixel coordinates of the light stripe centers. In the method proposed by Wang et al. [20], the deep learning model ENet was applied to segment the rail laser stripe using the grayscale and gradient direction, which makes it more robust to noise. Nevertheless, the construction of the ENet model is complicated, and due to the influence of changing ambient light, the grayscale and gradient information of the same segment may not be consistent.

The current image enhancement methods can be divided into two categories, including the spatial domain and frequency domain. For the frequency domain method, firstly, the image is converted to a frequency domain, then processed with an enhancement operator, and the enhanced image is finally obtained by inverse transform. Fourier transform (FT) [21] provides a means for transformation to the frequency domain, and the information will not be lost in the process of inverse transform. This method is efficient, but has difficulty coping with adaptive image enhancement. Wavelet transform (WT) [22], like FT, is a mathematical transform. Its basic idea is to use a family of functions to express or approximate a signal. The WT image enhancement algorithm can effectively highlight the details of the image, but can easily magnify the noise in the image. The spatial method performs the operation on each pixel in the image, and directly changes the gray value of the image pixel. The Savitzky Golay filter [23] is a kind of low-pass filter. It calculates the filter coefficients by using polynomial convolution. This method is simple and easy to understand, and has strong operability. However, its parameters need to be set carefully, and automatic filtering cannot be realized.

Via the preceding analysis, it is evident that the existing light stripe extraction methods are not robust to image noise, and do not make full use of the characteristics of the rail light stripe image in the procedures of preprocessing and centerline optimization. Therefore, the image quality after preprocessing remains poor, and the speed of centerline optimization is slow. To overcome these problems, this paper proposes a laser stripe center extraction method for rail images captured in outdoor environments by considering the characteristics of the rail stripe image. This method consists of two steps, namely, image preprocessing and center extraction. In the first step, complete light stripe regions are extracted with the adaptive multi-threshold Otsu algorithm [24], and the dark regions of the light stripe, rather than the entire light stripe, are enhanced by simple histogram equalization. In the second step, the center of mass method is adopted to detect the center-points. Then, based on the geometric information and the continuity of the laser stripe, the center-points are optimized via light stripe segmentation and polynomial fitting technology.

The remainder of this paper is organized as follows. Section 2 presents the method for the extraction of the light stripe centerline. Section 3 reports the conditions and results...
of experiments, and the performance of the method is evaluated. Section 4 provides the
conclusion of this research.

2. Laser Stripe Center Extraction for Rail Images
2.1. Light Stripe Preprocessing

The rail image is preprocessed by threshold segmentation. The Otsu algorithm is the
optimal algorithm for threshold selection due to its efficient computation and robustness
to image brightness and contrast. A rail image processed by the single-threshold Otsu
method is displayed in Figure 3a. As can be seen, a portion of the stripe segments disap-
pears because the grayscale of these pixels is similar to the background. To address this
issue, a novel preprocessing method is proposed, which integrates self-adaptive threshold
segmentation and image enhancement.

First, the multiple-threshold Otsu method is adopted to segment the light stripe from
the background. The number of thresholds is chosen, by enumeration from one to nine, as
the value that can produce the maximum interclass variance. Then, the minimum value of
the optimal multiple thresholds is selected to segment the light stripe from the background.
As can be seen in Figure 3b, the segmentation result achieved with the proposed method
can retain more complete light stripe information than the single-threshold Otsu method.
Image enhancement is subsequently conducted to improve the contrast of dark segments
of the stripe.

Inspired by Hanmandlu [25], a parameter related to exposure is defined to divide the
light stripe into under-exposed and over-exposed regions. The value of stripe exposure
can be calculated as

\[
\text{exposure} = \frac{1}{L} \sum_{k=0}^{t_m} \frac{h(k)k}{\sum_{k=0}^{t_m} h(k)},
\]

where \(k\) is the gray-level values of the light stripe, \(h(k)\) is the histogram of the image, \(L\)
is the total number of gray levels, \(t_0\) is the threshold to segment the light stripe and the
background, and \(t_m\) is the maximum gray level of the light stripe.

t is another parameter related to exposure. It provides a value of the gray boundary,
which can divide the image into sub-images of under-exposure and over-exposure.

\[
t = L(1 - \text{exposure})
\]
Rows on the light stripe with a maximum value less than \( t \) are considered the under-exposed sub-image, and histogram equalization (HE) is subsequently applied to enhance this sub-image. The probability density function (PDF) is defined as

\[
p(k) = \frac{h(k)}{N}, \quad \text{for } t_0 < k \leq t,
\]

where \( N \) is the total number of pixels in this sub-image. The corresponding cumulative density function (CDF) is defined as

\[
C(k) = \sum_{i=t_0+1}^{k} p(i).
\]

The transfer function for HE can then be defined as

\[
F = (t_0 + 1) + (t - t_0 - 1)C(k).
\]

For each point of the under-exposed sub-image, the corresponding gray value after enhancement can be calculated according to Equation (5).

Comparative tests are carried out to verify the reliability of the proposed method, and the results are displayed in Figure 4. The MSR and CLAHE methods led to over-exposure to different extents, whereas the proposed method achieved better performance for stripe image enhancement. The dark area of the light stripe was recovered, especially the top section of the rail stripe; this can ensure the accuracy of light stripe center extraction, as well as the measurement of rail wear.

2.2. Light Stripe Extraction

After the preprocessing procedure is conducted, the laser stripe center for each row can be calculated with subpixel precision by using the center of mass, as given by Equation (6):

\[
P_i = \frac{\sum_{(i,j)>t_0} I(i,j) \ast j}{\sum_{(i,j)>t_0} I(i,j)},
\]

where \( P_i \) is the center of the light stripe in row \( i \), and \( I(i,j) \) is the pixel value in row \( i \) and column \( j \).

The detection results are presented in Figure 5. As is evident, most parts of the light stripe were successfully detected. However, the centerlines in the curved parts are not very smooth, which mainly resulted from the reflectivity. Another reason is that the detection method does not take into account the continuity between adjacent center-points; this can be overcome by laser stripe centerline optimization, which is subsequently elaborated.

Piecewise fitting is selected to optimize the center-points, but light stripe segmentation must first be conducted. The neighborhood difference method is used to segment the laser stripe into the rail head region and rail waist region. First, an array is constructed, the elements of which are horizontal coordinates of the centers detected previously. The neighborhood difference is then calculated by Equation (7):

\[
d = P_{i+1} - P_i.
\]

The position at which the maximum value is located is considered as the segmentation point between the rail head and rail waist. The distribution of the neighborhood difference values is displayed in Figure 6, and the segmentation results are shown in Figure 7.
Figure 4. Results of comparative tests on light stripe image enhancement: (a) The original image; (b) the result of the proposed method; (c) the result of MSR; (d) the result of contrast-limited adaptive histogram equalization (CLAHE).

Figure 5. Light stripe center detection results.
According to the geometric characteristics of the rail profile, the rail head and rail waist regions are respectively subdivided into three parts. For the laser stripe segment of the rail head, the first and last center-points are used to estimate the coefficients of the line that links them. The distance between the approximation function and the detected center-points can be calculated based on these coefficients, and the largest distance is located at the corner of the region, which is indicated by the blue point in Figure 8a. The points in the neighborhood of the blue point compose the middle part of the rail head, while the points at the ends of this section compose the other two parts. Considering speed and accuracy, and taking advantage of the profile feature and experimental research, three-order and two-order polynomials are selected to fit the subsection curves for the middle and end parts, respectively. The same procedures are applied for the segment of the rail waist. The
results of segmentation and piecewise approximation are shown in Figure 8. The proposed method takes only 14% of the time required by the iterative endpoint method to perform centerline optimization.

![Figure 8](image)

**Figure 8.** (a) Segmentation of the rail profile; (b) piecewise approximation of the rail profile.

3. Experiments

In this experiment, a line-structured light measurement system was set up. The system included a camera (MER-131-75CM-P NIR, DaHeng), a lens (M0814-MP2, Computar), a laser (LWIRL808-CD, LeiZhiWei), and a corresponding filter. The laser source was located approximately 50 cm away from the surface under measurement, and the laser plane was perpendicular to the measured surface. The images displayed in the previous figures were obtained from this system. Moreover, the images were tailored so as to be shown clearly.

3.1. Robustness

Two methods were implemented for comparison with the proposed method. The first method is the Usamentiaga’s method (UM) [13], which adopts the improved Center of Mass method to detect centers, and then utilizes the iterative endpoint method to optimize the centerline. Its result is shown in Figure 9b. The second comparison method is Steger; its extraction result is displayed in Figure 9c. It can be seen from the detection results that the center-points are missing in the low-brightness part of the light stripe, while the excess center-points are detected in the over-exposed part of the light stripe. This is because the parameter setting of the Steger method is related to the stripe width, and the stripe width is varied in a range for rail stripe images. Therefore, it is difficult to determine the most suitable parameters for Steger to be suitable for the stripe with different width. As can be seen from Figure 9a, the center-points acquired with the proposed method are unbroken and smoother, and the robustness of our method is comparable to that of the UM method. In addition, several other rail images were processed with the proposed method, as shown in Figure 10, and the results further verify its robustness.
Figure 9. Comparison of experimental results achieved by (a) the proposed method, (b) the UM method, and (c) the Steger method.

Figure 10. (a–c) Experimental results of center extraction for different rail images.

3.2. Efficiency

A short execution time is essential in industrial environments. In the experiments conducted in the present study, the program was run on an Intel(R) Core (TM) i3-4150U CPU at 3.5 GHz with 4 GB of RAM. The compared methods were coded in MATLAB® [26] r2014a compiled for 32 bits on Windows 7. The compared methods were run 20 times, and the average times of different center extraction methods were recorded. The UM method, the Steger method, and the proposed method took 1.09 s, 0.792 s, and 0.20 s to process the image in Figure 2 with a resolution of 330 × 570 pixels, respectively. For the iterative endpoint method in UM, quadratic function was used for fitting, with a threshold of $\epsilon = 2$. The main reason why our method is faster than the UM method is that we make use of the shape characteristics of the rail stripe in the process of optimizing the centerline of the light stripe. The Steger method needs to convolve the whole image with Gaussian kernels five times, so it takes more time than our method. Furthermore, the proposed method...
was implemented sequentially, and the run time would be significantly reduced if they are implemented in a parallel manner on multiple processors. Specifically, it was implemented by multi-thread flow acceleration and the serialized output constraints program in [17].

3.3. Accuracy

In order to verify the accuracy of the detected center-points, we manually generated an image containing one light stripe. The synthetic image is $512 \times 512$ pixels, and the horizontal coordinates of the ideal center line of the light stripe is 256. In order to simulate the light stripe with different width and brightness, for the first 200 rows, the width of the light stripe is set to 11, and the central lightness of the light stripe is 80. For other rows, the width of the light stripe is set to 17, and the central lightness of the light stripe is 255. Then, Gaussian noise of 0 mean and $\sigma$ standard deviation is added to the light stripe. The synthetic image is shown in Figure 11. It should be noted that, in order to analyze sub-pixel center extraction accuracy, centerline fitting is not employed for the UM method and the proposed method.

![Figure 11. The synthetic image for the accuracy test.](image)

The detection error can be calculated as:

$$e = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (x_k - x_t)^2}.$$  

(8)

Here, $x_k$ and $x_t$ are the detected and ideal positions of the $k$th line point, and $N$ is the number of detected points. The comparison results are reported in Table 1. It can be seen that the detection error of the proposed method is the smallest. For the Steger method, its accuracy is poor when the light stripe width is varied. Both the UM and proposed methods are based on center of mass, which is more robust for the width variety of the light stripe, and the detection accuracy of our method is slightly higher than that of the UM method.

| Noise Parameter $\sigma$ | UM      | Steger  | The Proposed Method |
|--------------------------|---------|---------|---------------------|
| 0.1                      | 0.0045  | 0.4230  | 0.0009              |
| 0.15                     | 0.0051  | 0.4231  | 0.0015              |
| 0.2                      | 0.0057  | 0.4230  | 0.0019              |

4. Conclusions

A robust, fast, and accurate light stripe extraction method for rail images was proposed in the present work. Via the self-adaptive multi-threshold segmentation method, the light
stripe can be completely extracted from the background without the interference of variable illumination and reflection. Additionally, the image quality is improved by the proposed image enhancement method. Moreover, the light stripe is segmented into several parts via the geometry of the rail profile, which simplifies the procedure of light stripe segmentation. Piecewise fitting based on polynomials makes the centerline smoother, and is a fast process. The results of the conducted experiments validate the performance of the proposed method, and center-points of different rail images were successfully extracted. For rail profile stripes with different widths and brightness, the proposed method can obtain comparable robustness with the UM method, and its average run time is only about one-fourth and one-fifth of the Steger and UM methods, respectively. Besides, the proposed method can achieve higher center extraction accuracy level for synthetic images. Consequently, the proposed method is suitable for the light stripe extraction of rail profile images.
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