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In this work we consider thermodynamic geometries defined as Hessians of different potentials and derive some useful formulae that show their complementary role in the description of thermodynamic systems with two degrees of freedom that show ensemble nonequivalence. From the expressions derived for the metrics, we can obtain the curvature scalars in a very simple and compact form. We explain here the reason why each curvature scalar diverges over the line of divergence of one of the specific heats. This application is of special interest in the study of changes of stability in black holes as defined by Davies. From these results we are able to prove on a general footing a conjecture first formulated by Liu, Lü, Luo and Shao stating that different Hessian metrics can correspond to different behaviors in the various ensembles. We study the case of two thermodynamic dimensions. Moreover, comparing our result with the more standard turning point method developed by Poincaré, we obtain that the divergence of the scalar curvature of the Hessian metric of one potential exactly matches the change of stability in the corresponding ensemble.
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I. INTRODUCTION

In recent years there has been a lot of debate about the application of thermodynamic geometry to the investigation of the thermodynamic properties of black holes. In particular, many authors have been discussing the relationship between divergences of the thermodynamic curvature of different thermodynamic metrics and black holes phase transitions (see, e.g., [1–4]). Among these works, a major role is played by phase transitions as defined by Davies [15]. Although the physical interpretation of the lines individuated by Davies as real phase transitions has been long discussed and there is no general consensus about the fact that a concrete change in the thermodynamic phase is present along such curves (see, e.g., [6–21]), however the divergence of second order response functions (most typically heat capacities) cannot be underestimated because it signals that some abrupt physical process occurs and instabilities develop.

In this work, we will not enter into the discussion about the physical nature of Davies lines, but we will focus on a more geometrical aspect, that is, we will prove that the thermodynamic curvature defined as the Hessian of one potential (say $F$) always diverges along lines of diverging heat capacity at some constant variable $X$ (i.e., $C_X$), while the thermodynamic curvature of the metric defined as the Hessian of its partial Legendre transform (say $M$) always diverges at Davies lines of diverging $C_Y$, where $Y$ is the variable conjugated to $X$. This topic has so far represented a puzzle in the literature. An interesting insight about the nature of this correspondence has recently come from the work of Liu, Lü, Luo and Shao [8]. The main idea is that for systems like black holes, that show a different behavior depending on the ensemble that one is considering, it would be necessary to introduce more than one thermodynamic geometry, each one taking account of the characteristics of the ensemble corresponding to the potential used to define the metric. Here we give both heuristic arguments and a general proof that the thermodynamic curvature of different Hessian metrics diverge along different Davies lines, at least for system with two degrees of freedom. This is the main result of the paper.

Moreover, comparing our results with the ones obtained by means of the turning point method developed by Poincaré [20–24], we can give strong further support to the idea that for systems showing ensemble nonequivalence (such as black holes) one needs to define different thermodynamic metrics, according to the different ensembles that can be individuated.

The structure of the paper is as follows: in Sec. III we introduce two different thermodynamic geometries based on the Hessians of different thermodynamic potentials and we derive useful mathematical formulae that highlight their complementarity. In Sec. IV we present the general behavior of the thermodynamic curvatures along Davies lines for black holes. This is the main result of this work. Afterwards, we compare our results with the ones obtained using the turning point method and infer an interpretation of the role of thermodynamic curvature of Hessian metrics for systems with ensemble nonequa-
II. THERMODYNAMIC GEOMETRIES FROM DIFFERENT POTENTIALS

A. Thermodynamic metrics

Consider a general thermodynamic system with two degrees of freedom described by a thermodynamic potential \( M = M(S, X) \) where \( S \) is the entropy and \( X \) is the other control parameter for the system. In general, in the case of black hole thermodynamics the potential \( M \) is the ADM mass and represents the internal energy of the system, but here we leave its name unspecified given that for black holes with a cosmological constant \( \Lambda \) this thermodynamic potential is identified with the enthalpy in the extended phase space where \( \Lambda \) is considered as a conjugated pressure (see, e.g. [25]). We will refer to this representation as the \( M \)-potential. Now consider the following Hessian metric for the space of equilibrium states with parameters \( X^i = \{ S, X \} \)

\[
g^M = M_{SS} \, dS \otimes dS + 2M_{SX} \, dS \otimes dX + M_{XX} \, dX \otimes dX, \quad (1)
\]

where we use the notation \( M_{X_i X_j} = \partial^2 M / \partial X_i \partial X_j \). It can be shown that such a metric can be re-written in a more compact form as [26]

\[
g^M = dT \otimes dS + dY \otimes dX, \quad (2)
\]

where \( T = \partial_S M \) is the temperature of the system and \( Y = \partial_X M \) is the conjugated variable to \( X \). We will refer in the following to Eq. \( 1 \) as the expression for \( g^M \) in the parameters space and to Eq. \( 2 \) as the general or coordinate free expression for \( g^M \).

A third form in which we can write \( g^M \) is considering the free energy \( F = M - TS \). Such function \( F(T, X) \) has different control parameters as its natural variables, the temperature \( T \) and the variable \( X \). It can be shown that in terms of these variables and of the function \( F \) the metric \( g^M \) takes a diagonal form

\[
g^M = -F_{TT} \, dT \otimes dT + F_{XX} \, dX \otimes dX. \quad (3)
\]

Now introduce a different metric defined as the Hessian of the free energy \( F(T, X) \), that is,

\[
g^F = F_{TT} \, dT \otimes dT + 2F_{TX} \, dT \otimes dX + F_{XX} \, dX \otimes dX. \quad (4)
\]

The above definition gives of course the expression for this metric in terms of its natural coordinates \( \{ T, X \} \). As we did above for \( g^M \), we can now rewrite \( g^F \) in the coordinate free expression

\[
g^F = -dS \otimes dS + dX \otimes dY, \quad (5)
\]

and we can further give \( g^F \) in terms of the the \( M \)-potential and its natural coordinates \( \{ S, X \} \) to obtain

\[
g^F = -M_{SS} \, dS \otimes dS + M_{XX} \, dX \otimes dX. \quad (6)
\]

The metrics \( g^M \) and \( g^F \) described by the sets of equations \( (1,3) \) and \( (2,4) \), respectively, show an interesting parallelism. Indeed, written in their natural coordinates, they look as full Hessian metrics of their respective potentials, while each of them becomes diagonal when rewritten in terms of the transformed potential and its own natural coordinates. We will use this complementary property in the following to find simple expressions to write the determinants and curvature scalars of the two metrics and to investigate their physical meaning.

We conclude this section by noticing that in principle for a system with two thermodynamic degrees of freedom we could also have defined the Hessian metrics of the potentials \( H = M - YX \) and \( G = M - TS - YX \). However, it can be shown that the resulting metrics \( g^H \) and \( g^G \) are related to the ones that we are using here by the relations \( g^H = -g^F \) and \( g^G = -g^M \) [29]. Alternatively, we could have also worked with metrics defined as Hessian of the entropy and of its Legendre transforms, but again we would have obtained similar results, due to the fact that conformal relations always exist between the Hessian metrics of the energy potentials and the Hessian metrics of the entropy potentials [3]. Therefore, for the case of two degrees of freedom it is sufficient to use only the metrics \( g^M \) and \( g^F \).

B. Thermodynamic curvatures

The general expression for the curvature scalar of a two dimensional space can be calculated by means of the following expression

\[
R = -\frac{1}{\sqrt{\det(g)}} \left\{ \left( \frac{g_{11} \, g_{22} - g_{12} \, g_{21}}{\sqrt{\det(g)}} \right)^2 + \left( \frac{g_{22} \, g_{11} - g_{12} \, g_{21}}{\sqrt{\det(g)}} \right)^2 - \frac{1}{2\det(g)^2} \det(h) \right\}, \quad (7)
\]

with \( h = \begin{pmatrix} g_{11} & g_{12} & g_{21} \\ g_{12} & g_{22} & g_{21} \end{pmatrix} \),

\[
\det(h) = g_{11} \, g_{22} - g_{12} \, g_{21}, \quad (8)
\]

where as usual \( g_{ij} \) are the components of the metric \( g \) in some coordinate system and a comma stands for partial derivative with respect to the corresponding variable. Now, for the case of a Hessian metric of some function \( \Phi \) in terms of its natural variables the expression [7] reduces to [27]

\[
R_{\text{Hessian}} = -\frac{1}{2\det(g)^2} \det(h), \quad (9)
\]
with
\[
h = \begin{pmatrix}
\Phi_{11} & \Phi_{12} & \Phi_{12} \\
\Phi_{11} & \Phi_{12} & \Phi_{12} \\
\Phi_{11} & \Phi_{12} & \Phi_{12}
\end{pmatrix}.
\]
(10)

On the other hand, for a diagonal metric (i.e., \( g_{12} = 0 \)), it is immediate to see that \( \det(h) = 0 \) and therefore Eq. (7) can be also simplified to
\[
R_{\text{diagonal}} = -\frac{1}{\sqrt{\det(g)}} \left\{ \left( \frac{g_{11,2}}{\sqrt{\det(g)}} \right)^2 + \left( \frac{g_{22,1}}{\sqrt{\det(g)}} \right)^2 \right\}.
\]
(11)

\[
R^M = \frac{M_{SS}(M_{XX}^2 - M_{SS}X_{XXX}) + X_{XX}(M_{SS}^2 - M_{SS}M_{XX}) + M_{XX}(M_{SS}M_{XX} - M_{SS}X_{SS})}{2(M_{SS}X_{XX} - M_{SS}^2)^2},
\]
(12)

while for \( R^F \), using Eqs. (4) and (6), we get
\[
R^F = \frac{F_{TT} F_{XX}^2 + F_{TTX} F_{XX} X_{XX} + F_{TTXX} X_{XX} - F_{XX} F_{TTX} X_{XX}}{2 F_{TT}^2 - X_{XX}}.
\]
(13)

Again, these formulae for the curvature scalars reflect the complementarity between the two metrics \( g^M \) and \( g^F \). In the next section we will use these mathematical identities to study the relation between the divergence of some of the response functions and those of the thermodynamic curvatures and explain why this is interesting in the case of systems showing ensemble inequivalence, referring for simplicity to the case of black holes.

**III. DAVIES LINES AND THERMODYNAMIC GEOMETRIES**

**A. Davies lines and second order response functions**

Consider a black hole of mass \( M \). We can consider the black hole mass as our thermodynamic potential \( M(S, X) \). In this case the first law of black holes thermodynamics reads \( dM = T dS + Y dX \).

We want to consider here Davies lines of divergence of some response functions \[15\]. Therefore, we introduce the quantities
\[
C_X = T (\partial_T S)_X, \quad C_Y = T (\partial_T S)_Y, \quad \alpha = -X^{-1}(\partial_T X)_Y, \quad \kappa_T = -X^{-1}(\partial_T X)_T, \quad \kappa_S = -X^{-1}(\partial_Y X)_S,
\]
(14)

Equations (9) and (11) provide us with two compact formulae to compute the curvature scalars of the thermodynamic metrics \( g^M \) and \( g^F \) defined above. Indeed, using Eqs. (11) and (3), we can write \( R^M \) explicitly in the following two ways

\[
R^F = \frac{F_{TT} F_{XX}^2 + F_{TTX} F_{XX} X_{XX} + F_{TTXX} X_{XX} - F_{XX} F_{TTX} X_{XX}}{2 F_{TT}^2 - X_{XX}}.
\]
(13)

which are respectively the heat capacity at constant \( X \), the heat capacity at constant \( Y \), the rate at which the black hole acquires the quantity \( X \) at constant \( T \), the rate at which the black hole acquires \( X \) at constant entropy and the coefficient of thermal \( X \). For instance, in the case of the Reissner-Nordström black hole the quantity \( Y \) and its conjugated variable \( X \) are the electric charge \( X = Q \) and the electric potential \( Y = \phi \), respectively, while for the Kerr black hole they are the angular momentum \( J \) and the angular velocity \( \Omega \) \[15\].

As it is known from standard thermodynamics \[28\], the second order response functions are related by the condition
\[
C_Y - C_X = \frac{T \alpha^2}{\kappa_T},
\]
(15)

which remains valid for non-additive and non-extensive systems such as black holes \[15\]. Moreover, along Davies lines, only one of the response functions (typically \( C_X \)) diverges, while \( C_Y, \alpha, T, \) and \( X \) are continuous. This fact, together with the above-mentioned identity \[15\], lead to conclude that \( \kappa_T \) vanishes at the Davies points. Therefore, we can see that the behavior at those points is
\[
C_X \big|_{\text{Davies}} \sim \frac{1}{\kappa_T} \big|_{\text{Davies}},
\]
(16)
where the subscript “Davies” means that we are observing the limiting behavior along Davies curve. Moreover, we can write another identity between the response functions, that is,

\[ \kappa_T - \kappa_S = \frac{TX\alpha^2}{C_Y}. \]  

(17)

Equations (15) and (17) imply a third identity which reads

\[ \frac{C_X}{C_Y} = \frac{\kappa_S}{\kappa_T}. \]  

(18)

Using the above identity (18), it is immediate to see that along Davies lines, i.e., whenever \( C_X \) (\( C_Y \)) diverges and all other quantities are finite, \( \kappa_T \) (\( \kappa_S \)) vanishes. This remark will be useful for the comments in the following subsection.

**B. Thermodynamic metrics and determinants in terms of the response functions**

Using the definitions of the response functions, Eq. (13), and Eq. (11), \( g^M \) can be expressed equivalently in terms of the response functions as

\[ g^M = \frac{T}{C_X} dS \otimes dS - \frac{T\alpha}{C_X\kappa_T} dS \otimes dX + \frac{C_Y}{C_X\kappa_T} dX \otimes dX, \]  

(19)

with determinant given by

\[ \det(g^M) = \frac{C_Y}{C_X\kappa_T} = \frac{T}{X\kappa_SC_Y}, \]  

(20)

where in the second equality we have used the identity (18).

On the other hand, using Eq. (9), we see that

\[ g^F = -\frac{T}{C_X} dS \otimes dS + \frac{C_Y}{C_X\kappa_T} dX \otimes dX. \]  

(21)

with determinant

\[ \det(g^F) = -\frac{C_Y}{C_X\kappa_T} = \frac{T}{X\kappa_SC_Y}, \]  

(22)

where in the second equality we have used again the identity (18).

We notice that the last equation can also be rewritten in a quite appealing form

\[ \det(g^F) = -\frac{C_Y}{C_X} \det(g^M) = -\frac{\kappa_T}{\kappa_S} \det(g^M) = -\gamma \det(g^M), \]  

(23)

where in the first equality we have substituted Eq. (20), while in the second one we have used the relation (18), and in the last we have introduced the heat capacity ratio \( \gamma \equiv C_Y/C_X \).

From Eq. (16) and the first equality in (20) we see that the determinant of \( g^M \) at Davies curve remains finite and non-vanishing,

\[ \det(g^M)|_{\text{Davies}} \sim \frac{T}{X}|_{\text{Davies}} \]  

(24)

while Eq. (22) implies that \( \det(g^F) \) vanishes as \( C_X \) diverges

\[ \det(g^F)|_{\text{Davies}} \sim \frac{1}{C_X}|_{\text{Davies}}. \]  

(25)

Accordingly, the situation is reversed along the line where \( C_Y \) diverges, that is, \( \det(g^F) \) is finite and non-vanishing while \( \det(g^M) \) vanishes as \( C_Y^{-1} \).

From the expressions for the curvature scalars (9) and (11), it is possible to convince oneself that as the determinant of the metric vanishes the curvature diverges (provided the other terms are sufficiently well behaved in the sense that they do not introduce any singularity nor a vanishing quantity which modifies the behavior of the determinant function at the Davies line dictated by the divergence of the heat capacity at constant \( X \). Such is the case of black holes systems, as we will explicitly show in the next subsection). This heuristic observation, together with the limits derived in (24) and (25), lead us to suggest that there is a general mathematical reason according to which \( R^F \) always diverges at Davies line where \( C_X \) diverges, while \( R^M \) is in general finite. On the contrary, along Davies line where \( C_Y \) diverges the situation is reversed. In the next subsection we will give a proof of this statement for the case of black holes.

**C. Behavior of the curvature scalar for black holes at Davies lines**

Consider Eqs. (12) and (13), from where we see that the curvature scalars in fact depend only on the second and third derivatives of the potential. This implies that if we know a general form for the second derivatives, then we can compute the behavior of the curvature scalar for all the examples belonging to this general class. Therefore, keeping in mind the case of black holes, we make the following remarks:

1) We can single out the term \( f(S,X) \) that provides the divergence in the denominator of \( C_X \), i.e., we can write

\[ C_X = \frac{K(S,X)}{f(S,X)^n}, \]  

(26)

with \( n \geq 1 \). Here we are assuming that the numerator \( K(S,X) \) in the heat capacity at constant \( X \) is a non-vanishing finite function in the region of thermodynamic interest. In this way Davies line is defined by \( f(S,X) = 0 \) and its derivatives \( \partial_X f(S,X) \) are non-vanishing finite functions at
the Davies line. Using the definition of $C_X$, Eq. (14), we can always write

$$M_{SS} = f(S, X)^n N(S, X),$$

(27)

where $N(S, X) = T/K(S, X)$ is also well-behaved and not vanishing along Davies line.

2) $M_{SS}$ goes to zero at Davies line and, depending on the value of $n$, its derivatives too. However, $M_{XX}$ and its first derivatives are finite on Davies line. Therefore, in what follows we will write explicitly the behavior of the derivatives of $M_{SS}$ in terms of the function $f(S, X)$, while we will let the derivatives of $M_{XX}$ implicit, since they do not play a significant role. Using Eq. (27), we get

$$M_{SSS} = n f^{n-1} f_S N + f^n N_S,$$

(28)

$$M_{SSX} = n f^{n-1} f_X N + f^n N_X,$$

(29)

and the derivative of $N$ with respect to the entropy reads

$$N_S = \frac{N^2}{T} (f^n - K_S).$$

(30)

Therefore, plugging Eqs. (27-29) into the second equation in (12), we get

$$R_F|_{\text{Davies}} \sim \frac{1}{2N^2 M_{XX}^2} \left[ (n^2 f_X^2 N^2 f^{-2} + 2n f_X N N_X f^{-1}) M_{XX} \right.$$ \hspace{1cm} \hspace{1cm}

$$+ n f_X N^2 M_{XXX} f^{-1} - (n f_S N f^{-n-1} + f^{-n} N_S) M_{SSX} M_{XX} - N M_{XX}^2 f^{-n} \right],$$

(31)

whose general behavior can be described by the following relation

$$R_F|_{\text{Davies}} \sim a f^{-2} + b f^{-1} + c f^{-n} + d f^{-n-1},$$

(32)

where in the above expressions we have omitted the terms that do not diverge in the $f = 0$ limit and $a, b, c, and d$ are functions of $S$ and $X$ which remain finite at the Davies line. Therefore, $R_F$ always diverges along Davies line.

Analogously, following the above remarks 1) and 2) and going through the same steps as for $R_F$, but using the first identity in Eq. (12), we get

$$R_M|_{\text{Davies}} \sim \frac{n f^{n-1} N}{2M_{XX}^3} \left[ M_{XX} \left[ M_{SSX} f_S - n f^{-n-1} N f_X \right] + M_{SX} \left[ M_{SSX} f_X - M_{XXX} f_S \right] \right],$$

(33)

so that the general behavior in this case is

$$R_M|_{\text{Davies}} \sim A f^{n-1} + B f^{2n-2},$$

(34)

where $A$ and $B$ are nonvanishing finite functions at the Davies line. This shows that $R_M$ is finite along Davies line $f = 0$ for any $n \geq 1$ (for $n > 1$ the finite terms that we have suppressed in the above equations will be the only ones surviving). In the Appendix A we provide some explicit examples which comply with our assumption $M_{SS} = f(S, X)^n N(S, X)$ with $n \geq 1$ making the above statements more clear. We remark that this mathematical treatment clarifies in general what happens at Davies lines of diverging $C_Y$, a proof that has been lacking in the literature for a long time. Furthermore, repeating the same reasoning but at lines of diverging $C_Y$, one can show that the situation is reversed as expected. In fact $R_M$ always diverges along such lines while $R_F$ is finite in general. In the next section we will also give a physical interpretation to this complementarity, based on the analogy with the results obtained for black holes by using the turning point method developed by Poincaré [20, 24].

To conclude this subsection, we comment on the fact that in the Geometrothermodynamics (GTD) program there is a metric structure, dubbed $g^{H}$, that has been applied to describe black hole geometric thermodynamics and for which the curvature always diverge at the Davies line. We argue here that the reason for this behaviour resides in the fact that the metric $g^{H}$ (with the choice $\Phi = M$, see [31]) is conformal to the metric $g^{F}$ used here, and the conformal factor does not play a significant role along Davies lines.

Therefore, from this point of view the GTD metric $g^{H}$ is complementary to the Hessian metric $g^{M}$ in the description of Davies lines for black holes and in general for systems showing ensemble nonequivalence. Moreover, in
the GTD context it has also been found another thermo-
dynamic metric which is conformal both to the metric
$g^M$ and to the Hessian metric of the entropy. Such a
metric was called the natural metric ($g^F$), because it has
been argued that it is the metric which complies with
the demands of GTD [31] and it has been applied so far
only to ordinary systems [32]. We argue here that in the
GTD context the metrics $g^M$ and $g^F$ can be regarded as
two complementary metrics for describing different en-
sembles, as well as the two metrics $g^F$ and $g^M$ used here.

D. Analogy with the Poincaré method

In standard thermodynamics the analysis of the local
stability conditions is based on considerations on the Hes-
sian of the relevant thermodynamic potential, and this
implies conditions on the signs of the second order re-
response functions [28]. Such standard method is based on
the hypothesis of the additivity of the entropy function.
This is a correct assumption for ordinary systems, but in
the case of black holes it is known that this is not the case
[24]. A direct consequence of the lack of the additivity of
the entropy is therefore the fact that the changes in sign of
the response functions do not necessarily represent a
change in the stability, at least not in all the ensembles
[24].

Nevertheless, Poincaré developed a simple method to
identify changes of stability over a linear series of equi-
librium configurations, which is based on the representa-
tion of the diagram of a thermodynamic variable, plot-
ted against its conjugate, taken to be the control pa-
rameter of the system, the so-called conjugacy diagrams.
The strength of this method resides in the fact that it
is not assumed the property of additivity for the total
entropy of the system plus its surrounding, making this
approach particularly suitable to study changes of sta-
tility in nonextensive systems. The method, known as
the “turning point” method, prescribes that there is a
real change in the stability of the system in one ensem-
ble only at those points where the corresponding conjug-
gacy diagram shows a vertical tangent. Due to its power
and simplicity, the turning point method has been exten-
sively used in the black hole literature, in particular to
clarify the physical nature of the phenomenon occurring
along Davies lines in different ensembles (see, e.g., [20–
[24]; in particular, [24] contains a detailed description of
the method, its advantages and drawbacks).

For our purposes here, it is remarkable that for the
black holes studied in the literature, no change in sta-
bility happens at Davies line when $C_X$ diverges in the
microcanonical ensemble according to the turning point
method, while in the canonical ensemble there is a ver-
tical tangent, i.e., a change in the stability in this en-
semble. In fact, there is a striking correspondence with
the results presented here, that is, the metric defined as
the Hessian of $F$, representing the canonical ensemble in
this analogy, has a curvature scalar that diverges exactly
along Davies curve, while the metric defined as the Hes-
sian of the $M$-potential, connected to the microcanonical
ensemble, does not.

To conclude these lines about the analogy a remark is
in order. Using the turning point method one can detect
the lines of change of stability in each ensemble. Ne-
evertheless, the method cannot assure that one of the two
phases is completely stable. In fact, a change of stability
can occur from an unstable phase to a “more unstable”
one. Also, the presence of a bifurcation on the conjugacy
diagram cannot be signalized by this method and the re-
relationship with the development of dynamic instabilities
is not fully understood [24]. Nevertheless, this method
clarifies the discussion about the nature of Davies lines of
black holes and it strikingly agrees with the information
coming from the use of the thermodynamic geometries
$g^M$ and $g^F$ presented here.

IV. CONCLUSIONS

In this work we have analyzed the thermodynamic ge-
ometry of general thermodynamic systems with two de-
grees of freedom that show ensemble nonequivalence, re-
ferring for clarity to black holes. To do so, we have fo-
cused on the Hessian metrics of different thermodynamic
potentials, the so-called $M$-potential ($M = M(S,X)$)
and its associated free energy ($F = F(T,X)$). In fact,
we have argued that the critical behavior of such metrics
qualitatively reproduces the behavior of the vast range of
thermodynamical metrics defined in the literature, that
is, Weinhold and Ruppeiner metrics, the Liu-Lü-Luo-
Shao set of metrics, and the GTD metrics based on sym-
metry with respect to Legendre transformations. This is
so because all such metrics are Hessians of a thermody-
namic potential or they are conformal to some Hessian
metric.

As a starting point, we have presented here some in-
teresting mathematical relations between the metrics $g^M$
and $g^F$ that hint to the fact that there exists a com-
plementarity in the role of these two metrics. Moreover, by
writing the metrics and their determinants in terms of
the response functions, we argued heuristically that such
complementarity can be given a physical interpretation,
that is, the two metrics represent fluctuations in different
ensembles.

In order to give this argument a more rigorous proof,
we have written also the curvature scalars of the two
metrics with respect to different sets of coordinates, thus
showing that the complementarity also persists at the
level of the curvature, as expected. This fact, together
with some general remarks about the mathematical prop-
erties of Davies lines of change of stability for black holes,
enabled us to prove that the curvature scalar of the $F$-
potential diverges along Davies line where $C_X$ diverges,
whereas the curvature of the $M$-potential in general stays
finite. On the contrary, along Davies line of diverging
$C_Y$ the situation is reversed: the curvature of the $M$-
potential diverges, while the curvature of the $F$-potential stays finite. This result coincides with a previous description based on the analysis of several examples performed in [8]. However, to the best of our knowledge, a precise mathematical explanation underlying this behavior for the Hessian metrics was not present in the literature.

In addition, we have seen that our results are in strict agreement to the ones obtained using the Poincaré method of turning points, giving a strong indication that the Hessian metrics corresponding to different potentials can carry a detailed information about the nonequivalence of the ensembles. In this context, it would be interesting to further investigate in the future the role of the thermodynamic curvatures as compared to the turning point method. In particular, we would like to understand if the thermodynamic curvatures can add some information about stability or presence of bifurcations, which cannot be fully described by means of the Poincaré method only.

Moreover, although we have been working here only with diverging heat capacities, we expect that the results can be easily generalized to the lines of divergence of any of the response functions (in particular it is of interest to investigate the behavior at lines of divergence of the generalized compressibilities, or generalized moments of inertia, because they correspond to the spinodal curves for fluid systems). We also consider that it would be interesting to extend the analysis to the case of systems with three or more thermodynamic degrees of freedom (see [8, 14] for examples), to see if an analogous result can be stated. We thus believe that these results can contribute to clarify the debate about the nature of phase transitions and changes of stability in the context of thermodynamic geometry for systems showing nonequivalence of the different ensembles, such as black holes.

To conclude, we mention that Eq. (23) has not been fully exploited here, but we expect that this relation will be found to have a physical meaning, considering that for fluids the heat capacity ratio can be related to the internal degrees of freedom and to the speed of sound.
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Appendix A: Examples from black holes thermodynamics

In this Appendix we provide two examples taken from black holes thermodynamics which are the model examples in the context of black holes with two thermodynamic degrees of freedom, namely, the Reissner-Nordström and Kerr black holes. We report them here just to exemplify the validity and generality of our assumption $M_{SS} = f(S, X)^n N(S, X)$ with $n \geq 1$ and to make the statements in Sec. III more clear. For more examples we refer to [8], where the authors performed a detailed analysis of the relation between the diverging response functions and the divergence of the curvature scalars $R^M$ and $R^F$ using several examples.

1. Example: the Reissner-Nordström black hole

The $M$-potential for the Reissner-Nordström black hole in 4 dimensions reads [13]

$$M(S, Q) = \frac{\sqrt{S}}{2} \left( 1 + \frac{Q^2}{S} \right). \quad (A1)$$

Therefore,

$$M_{SS} = -\frac{S - 3Q^2}{8S^{5/2}}, \quad (A2)$$

and hence

$$f = S - 3Q^2 \quad N = -\frac{1}{8S^{5/2}} \quad n = 1. \quad (A3)$$

In this case we expect from Eqs. (51) and (53) that $R^F$ diverges as $f^{-2}$ at Davies line, while $R^M$ is finite. Indeed, a direct computation gives

$$R^F = \frac{4S^{3/2}}{f^2} \quad R^M = \frac{2S^{3/2}}{(S - Q^2)^2}. \quad (A4)$$

2. Example: the Kerr black hole

The $M$-potential for the Kerr black hole in 4 dimensions reads [13]

$$M(S, J) = \sqrt{\frac{S}{4} + \frac{J^2}{S}}. \quad (A5)$$

Therefore,

$$M_{SS} = -\frac{S^4 - 24S^2J^2 - 48J^4}{8S^{5/2}(S^2 + 4J^2)^{3/2}} \quad (A6)$$

and hence

$$f = S^4 - 24S^2J^2 - 48J^4, \quad (A7)$$

$$N = -\frac{1}{8S^{5/2}(S^2 + 4J^2)^{3/2}}, \quad n = 1. \quad (A8)$$

A direct calculation from Eqs. (51) and (53) shows that $R^F$ diverges as $f^{-2}$ at Davies line, while $R^M$ is finite

$$R^F = \frac{18(S^2 + 4J^2)^{7/2}(S^2 - 4J^2)}{S^{5/2}f^2}, \quad R^M = 0. \quad (A9)$$
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