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Abstract: Object detection is a challenging task in aerial images, where many objects have large aspect ratios and are densely arranged. Most anchor-based rotating detectors assign anchors for ground-truth objects by a fixed restriction of the rotation Intersection-over-Unit (IoU) between anchors and objects, which directly follow horizontal detectors. Due to many directional objects with a large aspect ratio, the object-anchor IoU is heavily influenced by the angle, which may cause few anchors assigned for some ground-truth objects. In this study, we propose an anchor selection method based on sample balance assigning anchors adaptively, which we name the Self-Adaptive Anchor Selection (A2S-Det) method. For each ground-truth object, A2S-Det selects a set of candidate anchors by horizontal IoU. Then, an adaptive threshold module is adopted on the set of candidate anchors, which calculates a boundary of these candidate anchors aiming to keep a balance between positive and negative anchors. In addition, we propose a coordinate regression of relative reference (CR2) module to precisely regress the rotating bounding box. We test our method on a public aerial image dataset, and prove better performance than many other one-stage detectors and two-stage detectors, achieving the mAP of 70.64. An efficiency anchor matching method helps the detector achieve better performance for objects with large aspect ratios.
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1. Introduction

Object detection is a crucial task in aerial image information extraction. Unlike natural images, objects in aerial images may be densely arranged, in any direction and with large aspect ratios, which make it very challenging to precisely detect objects in aerial images. The scene where objects are densely arranged requires detectors to locate and identify a category precisely for each object. In addition, objects may be in any direction, which may cause missing objects in the dense scene by the postprocessing of non-maximum suppression (NMS). Objects with large aspect ratios make it hard to extract features and predict the bounding box.

For objects in any direction, many rotating detectors based on common object detectors are proposed to detect objects as rotating rectangles, which originate from text detection, such as RRPN [1] and R2CNN [2]. Furthermore, the rotating object detection partly solves the problem of missing some objects caused by NMS where objects are densely arranged in aerial images. In the common detection, detectors are divided into two-stage detectors and one-stage detectors, where it has been generally thought that two-stage detectors perform better while one-stage detectors are faster. RRPN [1] and R2CNN [2] are both two-stage detectors. Considering the large amount of aerial images, the speed of detectors are also important. Recent evidences suggest that the one-stage detector also shows great potential in aerial image rotating object detection [3]. The Anchor-based method and the anchor-free method are two main approaches to define positive samples and negative
samples. Anchor-based detectors adopt preset rectangles of different shapes in each feature point and assign these positive anchors to the corresponding ground-truth boxes by some certain rules. Anchor-free detectors define samples by points, grids, or other rules. Without preset anchors, anchor-free detectors save time in the label assignment process, but for objects densely arranged in aerial images, anchor-based detectors with dense anchors may be a good choice compared with anchor-free detectors. The characteristics of objects in aerial image may cause these challenges:

**Samples are hard to be defined.** Most anchor-based rotating detectors assign anchors by a restriction of the rotating IoU. As shown in Figure 1c, a small-angle deviation may lead to low IoU for objects with large aspect ratio, which may cause few anchor assigned for ground-truth objects.

**Bounding boxes are hard to be regressed precisely.** The sensitive rotating IoU of a large aspect ratio object means the predicted rotating bounding box must be very precise when using the rotating IoU as the evaluation method, compared with horizontal detectors.

![Figure 1](image-url)  
**Figure 1.** Aspect ratio heavily affects the anchor selection process while RetinaNet is applied to rotating object detection. 
(a) visualizations of the ground-truth object and selected anchors; (b) the IoU distribution of object-anchors and anchors selection process; (c) the effect of angle on IoU.

As shown in Figure 1a, the ship object only selects one anchor as the positive anchor by the fixed restriction of IoU, where the fixed restriction is set to 0.5. Figure 1b shows the IoU distribution of top-k anchors, which are divided into positive anchors and negative anchors by the IoU threshold. The IoU between anchors and objects with large aspect ratios is sensitive to the angle deviation. As shown in Figure 1c, the IoU between the box and rotating box with larger aspect ratios is smaller while the angle deviation is the same. In the anchor selection process, anchors are generated following certain rules, where there may be some deviation of location, box size, and angle from ground-truth objects. The difficulty of anchor selection in rotating object detection may cause inadequate training for objects with large aspect ratios.

In this paper, we discuss that the missing matching and low matching ratio between anchors and objects are two of the influencing factors for detector training, especially for objects with large aspect ratios. To solve these, we propose an anchor selection method based on sample balance to improve the anchor selection process, which consists of three modules. Firstly, candidate anchors are selected by a self-adaptive anchor selection module based on horizontal IoU, which will be divided into positive and negative anchors by the statistical threshold of rotating IoU. For the statistical threshold, a self-adaptive threshold module is devised to determine a threshold that keeps a balance between positive and negative anchors according to the rotating IoU in the set of candidate anchors. Finally, we design a coordinate regression of the relative reference module to predict the rotating bounding box precisely. In this module, there is some improvement in the coordinate regression and angle regression for rotating objects.
The contributions of this work are concluded as follows:

- We propose an anchor selection method combining horizontal features and rotating features. For the set of candidate anchors, a self-adaptive threshold module based on sample balance is adopted to determine a threshold, which divides these candidate anchors into positive and negative anchors. There are larger improvements in DOTA [4] compared with the baseline for objects with large aspect ratios.
- For bounding box prediction, the coordinate regression of the relative reference module can predict box more precisely and be to the benefit of more rigorous evaluations, like $AP_{IoU=0.75}$.

2. Materials and Methods

2.1. Data

DOTA [4] is a large dataset for object detection in aerial images, which contains 2806 aerial images from different sensors and with different resolutions. The image size ranges from around 800 × 800 to 4000 × 4000 pixels. This dataset consists of 15 categories, including Plane, Ship, Bridge, Harbor, Baseball Diamond (BD), Ground Track Field (GTF), Small Vehicle (SV), Large Vehicle (LV), Tennis Court (TC), Basketball Court (BC), Storage Tank (ST), Soccer Ball Field (SBF), Roundabout (RA), Swimming Pool (SP), and Helicopter (HC). There are 188,282 instances in this dataset, which are labeled respectively by horizontal bounding boxes and rotating bounding boxes. The dataset is officially spilled into three parts of training, validation, test. We merge these two sets of training and validation for training and test on the test dataset by the official evaluation server. In the training process, we divide these images into 600 × 600 sub-images, whose overlaps are 200 pixels. Those sub-images without any objects are discarded directly. Finally, there are 30,250 sub-images for training.

Furthermore, we adopt online data augmentation if data augmentation is needed. The data augmentation method includes random rotation and random flip, whose probabilities of occurrence are both 50%. For the random rotation, the rotation angle randomly generates from 0 to 360° by the step of 15°.

2.2. Related Work

Two-Stage Detectors. R-CNN [5] divides the detection process into the region proposal stage and regression stage, which develops a two-stage detector. Fast R-CNN is proposed to solve the problem of a heavy calculation burden by generating region proposals in the feature map. Two-Stage detectors consist mainly of region proposal network (RPN) and convolutional neural networks (CNN) from Faster C-NN [6]. The RPN module generates many proposals to distinguish foreground and background by the score, such as 0.7. Then, the CNN module randomly selects positive and negative proposals in a ratio of $(3/1)$ for training. In the inference process, the RPN module generates quantitative proposals and the CNN module predicts the categories and the bounding boxes from these proposals, which avoids lots of windows and reduces computation. Many worthy two-stage detection method are proposed from then, such as Mask R-CNN [7], FPN [8], OHEM [9], Context-Aware [10], etc.

One-Stage Detectors. Although the two-stage detectors are faster than before. The speed is still so slow to satisfy the needs of real-time detection. Different from two-stage detectors, one-stage detectors define positive and negative samples based on points in the feature map, whose inference speed is faster. Unlike two-stage detectors like YOLO [11], which compute image features for anchors of each feature point, anchors make use of the feature maps and compute class probability and bounding box based on the corresponding anchor. There is a weakness that negative samples are far more than positive samples, which makes the training process difficult. To solve this problem, RetinaNet [12] proposed the focal loss to keep a balance of loss between positive loss and negative loss, which makes it possible to train a one-stage high-detector with high performance. Many one-stage detectors are proposed today, such as FCOS [13], CenterNet [14], etc.
Rotation Detectors. Rotation target detection is derived from text detection. RRPN [1] proposed a rotation region proposal network based on Faster R-CNN [6] to detect text with direction. RRPN defines a rotation box as \((x, y, w, h, \theta)\) while Faster R-CNN [6] defines a horizontal box as \((x, y, w, h)\). \((x, y)\) indicates the centroid coordinates of rotation box. \((w, h)\) indicates the width and height of rotation box. \(\theta\) indicates the direction of rotation box relative to the horizontal coordinate system. \(R^2CNN\) [2] defines rotation box as \((x_1, y_1, x_2, y_2, w, h)\). \((x_1, y_1)\) and \((x_2, y_2)\) mean the coordinates of the first two points. \((w, h)\) is the same as definition in RRPN [1]. In addition, \(R^2CNN\) [2] proposed a special RoI Pooling method, whose pooled size are \(7 \times 7, 3 \times 11\) and \(11 \times 3\). There are many other outstanding rotation detectors applying in text detection, such as EAST [15], DRBOX [16], TextBoxes++ [17], etc. In aerial image target detection, many high-performance detectors are proposed. RoI transformer [18] proposed an RRoi learner to learn direction information from horizontal anchors, which reduces the amount of computation compared with the RRPN module. R3Det [3] proposed a feature refinement module to reconstruct the feature map, which achieves the purpose of feature alignment. In R3Det [3], it is proved that one-stage detectors also have huge potential in aerial image target detection. Many rotation detectors aim at how to define rotation boxes and how to define samples. For instance, Axis-learning [19] predicts the axis of rotation objects based on the idea of anchor free, which has good performance and inference fast. O2-DNet [20] define boxes as two middle lines and the intersection point of middle lines. There are many other high-performance rotation detectors, such as SCRDet [21], Gliding Vertex [22], CenterMap OBB [23], etc.

Label Assignment. ATSS [24] discusses that anchor-based method (RetinaNet [12]) perform as well as anchor free method (FCOS [13]) if the method of sample definition is similar. What affects the performance is the method to define positive and negative samples instead of how to regress the box. It matters little whether regressions by anchors or by points. Therefore, ATSS [24] proposed an adaptive training sample selection method defining samples by a dynamic threshold. FreeAnchor [25] proposed that the largest \(k\) IoU of anchors are potential positive samples. When calculating loss, each anchor has a weight which determines the regression effect. At the beginning of training, all anchors have similar weights due to a bad regression effect, but as the training goes on, some anchors regress well and weights improve. At the ending of training, there are only several anchors whose weights are far beyond other anchors. In brief, FreeAnchor [25] defines positive and negative samples by prediction, which is a special method of label assignment. MAL [26] proposed a multiple anchor learning method to assess positive anchors in the anchor bag selected by \(IoU\). The assessment method combines the score of classification and location. PISA [27] indicates that what affects performance most is not the hard sample, but the prime sample.

2.3. Method

We adopt backbone, feature pyramid network, and detector head as basic structures. Similar to RetinaNet [12], there are several rotation anchors for each point in the feature map, which are in charge of predicting objects. For the detector head, we propose a coordinate regression module based on the relative reference module. In the training process, we propose a self-adaptive anchor selection module to define positive anchors and negative anchors, which can keep a balance between these anchors. In general, our work focuses on the training process and rotation detector head.

2.3.1. Network Architecture

Our main network architecture uses ResNet architecture with a Feature Pyramid Network backbone to extract rich, multi-scale, directional feature information from images. As shown in Figure 2, ResNet generates \(C_3, C_4\) and \(C_5\), which denote \(P_3\) to \(P_7\) of feature pyramid network. Furthermore, \(P_3\) to \(P_7\) are the feature levels for prediction, whose feature map size are the down-sampling ratio of \(8, 16, 32, 64, 128\) times of input image. In this paper, all input images are resized into \(800 \times 800\). There are two subnetworks in charge
of predicting category and bounding box for each $P_i$, where $i = 3, 4, 5, 6, 7$. The final feature map of category prediction branch predicts $K$ values representing $K$ categories for each anchor in each feature point where there are $A$ anchors in each feature point. The predicting values are transformed into the probability of each category by Sigmoid function. In the bounding box predicting branch, the final feature map predicts a tuple of $(\delta x, \delta y, \delta w, \delta h, \delta \theta)$ representing the deviation relative to the anchor, which needs to be decode into $(x, y, w, h, \theta)$. In addition, two subnetworks share the same parameter weights of all feature levels, which greatly reduces computation. The network architecture is almost the same as RetinaNet [12], except using rotating anchors and predicting a tuple of 5 values in the output feature map of the bounding box predicting branch. The details of implementation for those differences are represented in Sections 2.3.4 and 2.3.6.

**Figure 2.** The main structure of our detector and training process. (1) $A$ in this figure means there are $A$ rotation anchors in each feature point and $K$ means there are $K$ categories needing to be predicted; (2) The values of points in label map mean which target this anchor matches; (3) The positive anchor set is selected by a fixed threshold of horizontal IoU (referred to as HIoU), which is a rough selection; (4) AT module calculates the threshold based on the distribution of the rotating IoU (referred to as RIoU) and the final positive anchors are selected by this threshold in the subtle selection process; (5) $(\delta x, \delta y, \delta w, \delta h, \delta \theta)$ are the deviations between anchors and objects, which need to be decoded.

### 2.3.2. Self-Adaptive Anchor Selection

The baseline rotating detector derives from RetinaNet and has an imbalance performance on objects with different aspect ratios. Due to the inflexible anchor selection process, objects with large aspect ratios match fewer anchors for training. We propose a self-adaptive anchor selection method which can define anchors adaptively. As shown in Figure 3, there are many anchors for the object and these anchors are disorderly. Candidate anchors are selected by horizontal IoU, which ensures that the horizontal features correspond. Then, positive anchors are selected by rotating IoU, using an adaptive threshold computed by the AT module.

In this section, the self-adaptive anchor selection method combines horizontal features and rotating features. As shown in Algorithm 1, there are the set of ground-truth boxes($G$) on the image and the set of anchors($A$) for all feature map. In the training process, each anchor in $A$ is either assigned to one of the ground-truth boxes($G$) or defined as a negative anchor. Firstly, we compute the horizontal IoU and the rotating IoU between $A$ and $G$, represented as $HD$ and $RD$. For each anchor, the ground-truth box which has the max rotating IoU is assigned to this anchor, ensuring only one ground-truth box for an anchor. Secondly, a set of candidate anchors is selected by a conditional inequality($HD_g \geq 0.6$) for each ground-truth box($g$). Thirdly, we compute a threshold $T_g$ based on a statistical method to distinguish the candidate anchors. The function of self-adaptive computing $T_g$ is described in Section 2.3.3 and discussed in Section 4.1. For each candidate anchor($d$),
the anchor is assigned to the ground-truth box (g) and defined as a positive anchor if \( \text{RIoU}(d, g) \geq T_g \). Finally, a set of positive anchors \( \mathcal{P} \) is selected by this algorithm and the rest of the anchors are defined as negative anchors \( \mathcal{N} \).

**Algorithm 1 Self-Adaptive Anchor Selection**

**Require:**
- \( \mathcal{G} \) is a set of ground-truth boxes on the image
- \( \mathcal{L} \) is the number of feature pyramid levels
- \( \mathcal{A} \) is a set of all anchor boxes

**Ensure:**
- \( \mathcal{P} \) is a set of positive samples
- \( \mathcal{N} \) is a set of negative samples

1: compute \( \text{RIoU} \) between \( \mathcal{A} \) and \( \mathcal{G} \):
   \[
   \mathcal{RD} = \text{RIoU}(\mathcal{A}, \mathcal{G})
   \]
2: build an empty set for candidate positive samples of the ground-truth \( \mathcal{G} \):
   \[
   \mathcal{C} \leftarrow \text{Max} (\mathcal{RD})
   \]
3: for each ground-truth \( g \in \mathcal{G} \) do
4:   compute \( \text{HIOU} \) between \( \mathcal{C}_g \) and \( g \):
   \[
   \mathcal{HD}_g = \text{HIOU}(\mathcal{C}_g, g)
   \]
5:   remove those anchors whose \( \text{HIOU} \) are less than 0.6: \( \mathcal{C}_g \) where \( \mathcal{HD}_g \geq 0.6 \);
6:   \( \mathcal{D}_g = \mathcal{C}_g \cap \mathcal{RD}_g \);
7:   compute threshold \( T_g \) on the basis of statistical method: \( T_g = \text{Fun}(\mathcal{D}_g) \);
8:   for each candidate \( d \in \mathcal{D}_g \) do
9:     if \( \text{RIoU}(d, g) \geq T_g \) then
10:        \( \mathcal{P} = \mathcal{P} \cup d \);
11:    end if
12:  end for
13: end for
14: \( \mathcal{N} = \mathcal{A} - \mathcal{P} \);
15: return \( \mathcal{P}, \mathcal{N} \);

Moreover, we define horizontal IoU and rotating IoU as Figure 4. For the horizontal IoU, the rotating box is transformed into the horizontal box based on the vertexes of the rotating box and the horizontal IoU is computed based on the horizontal boxes. For the rotating IoU, the computing method is the same as the common IoU, using the rotating intersection area and the rotating box area.

**Figure 3.** The visualization of the anchor selection process. HIoU and RIoU are described in Figure 4. AT module is described in Section 2.3.3.
2.3.3. Self-Adaptive Threshold Based on Sample Balance

In Section 2.3.2, we discuss the algorithm flow of the self-adaptive anchor selection method. There is a key problem, which is how to compute the threshold($T_g$) adaptively. Functions based on statistical methods are reasonable. Statistical data varies from different samples. Mean value and standard deviation are common statistical parameters, whose combination is a common method to describe the normal distribution. In this section, we discuss how to describe the distribution of positive and negative samples correctly. In general, anchors are divided into positive anchors and negative anchors by IoU, and they can be formulated as:

$$A_i \text{ is } \begin{cases} + & T_g \leq RIoU(A_i, g), \text{ and } A_i \in C_g, \\ - & \text{others}. \end{cases}$$

Here, $RIoU(A_i, g)$ means the rotating IoU between the anchor($A_i$) and the object($g$). $T_g$ is a key parameter to divide positive anchors and negative anchors. $(Mean + Std)$ may be an effective method to divide anchors while IoU between anchors and objects is a normal distribution. For those objects with large aspect ratios, the distribution of IoU may be random. The adaptive anchor selection method aims at finding a rotating IoU boundary to divide these anchors into two sets and keeping a balance between positive anchors and negative anchors. The algorithm can be described as:

$$\arg \min F(T_g)$$

s.t. \begin{align*}
F(T_g) &= |Std(C_1) - Std(C_2)|, \\
&= |t_{C_1} - t_{C_2}|, \\
c \leq T_g, \text{ and } c \in C_1, \\
c > T_g, \text{ and } c \in C_2, \\
C_1 \cup C_2 &= C_g.
\end{align*}

The Formula (2) and (3) describes this problem as an optimization problem. The key problem is how to define sample balance and solve $T_g$. The standard deviation reflects the dispersion degree of data. In this formula, the standard deviation is adopted to describe the stability of the rotating IoU. The optimization goal is to minimize $|Std(C_1) - Std(C_2)|$, which represents the balance degree between these two sets($C_1, C_2$). The solving process of $T_g$ will be complicated if a precise solution is needed. Considering both speed and effectiveness, this part adopts an estimation method to compute a rough $T_g$:

$$T_g \in (0, step, 1), \text{ and } step = 0.01.$$
Then, the algorithm can be simplified as:

$$\arg \min F(T_g)$$

$$F(T_g) = |\text{Std}(C_1) - \text{Std}(C_2)|,$$

s.t.

$$\begin{align*}
    & F(T_g) = |\text{Std}(C_1) - \text{Std}(C_2)|, \\
    & c \leq T_g, \text{ and } c \in C_1, \\
    & c > T_g, \text{ and } c \in C_2, \\
    & C_1 \cup C_2 = C_g, \\
    & T_g \in (0, \text{step}, 1), \text{ and step} = 0.01.
\end{align*}$$

2.3.4. Coordinate Regression of Relative Reference

In common detector, the box regression method is shown as (a) in Figure 5. This box regression method of the horizontal detector is used in most rotating detectors, which is shown as (b) in Figure 5. The box encoding method can be described as:

$$\begin{align*}
    t_x &= \frac{x - x_a}{w_a} \\
    t_y &= \frac{y - y_a}{y_a} \\
    t_w &= \ln\left(\frac{w - w_a}{w_a}\right) \\
    t_h &= \ln\left(\frac{h - h_a}{h_a}\right) \\
    t_\theta &= \frac{\theta - \theta_a}{180^\circ}
\end{align*}$$

$(x, y, w, h, \theta)$ represents bounding box of the object while $(x_a, y_a, w_a, h_a, \theta_a)$ represents bounding box of the anchor. For objects, $(x, y)$ is the centroid coordinates of bounding box. $(w, h)$ represents width and height. $\theta$ represents the rotation angle of bounding box. $(t_x, t_y, t_w, t_h, t_\theta)$ is values which we want to regress precisely, representing the offsets relative to the corresponding anchor.

**Figure 5.** (a) the encode method of common detection; (b) the encode method of rotation detection which is similar to horizontal detection; (c) the encode method we propose based on relative reference.

The edges of the box are parallel to the axes of the image in horizontal detection while there is an angle between the rotating box and axes of the image in rotating detection. Therefore, the coordinate regression method of horizontal detection can not well describe the relation between $(\delta x, \delta y)$ and rotating IoU in rotating detection. To solve this problem, we propose a coordinate regression method based on relative reference. The new coordinate encoding method is shown as:

$$\begin{align*}
    \delta x &= (x - x_a)\cos(\theta_a) - (y - y_a)\sin(\theta_a), \\
    t_x' &= \frac{\delta x}{w_a} \\
    \delta y &= (y - y_a)\cos(\theta_a) + (x - x_a)\sin(\theta_a), \\
    t_y' &= \frac{\delta y}{h_a}
\end{align*}$$

$$\delta x = (x - x_a)\cos(\theta_a) - (y - y_a)\sin(\theta_a), \\
\delta y = (y - y_a)\cos(\theta_a) + (x - x_a)\sin(\theta_a), \\
t_x' = \frac{\delta x}{w_a}, \\
t_y' = \frac{\delta y}{h_a}$$
We establish the coordinate system which takes \((x_a, y_a)\) as the origin. The X-axis and the Y-axis are separately parallel to the width and height of the anchor. The new coordinate system and \((\delta x, \delta y)\) are shown in Figure 5c. In the inference process, the corresponding coordinate decoding method can be described as:

\[
\begin{align*}
\delta x &= \text{reg}_x \, w_a \cos(\theta_a) + \text{reg}_y \, h_a \sin(\theta_a), \quad \text{pred}_x = \delta x + x_a \\
\delta y &= \text{reg}_y \, h_a \cos(\theta_a) - \text{reg}_x \, h_a \sin(\theta_a), \quad \text{pred}_y = \delta y + y_a
\end{align*}
\] (9)

\((\text{reg}_x, \text{reg}_y)\) represents the coordinate for network output, which needs to be decoded to \((\text{pred}_x, \text{pred}_y)\). The angle \((\theta)\) of the rotating box also needs to be predicted. The angle is usually defined in \([-90, 90]\), which may cause ambiguity in the border. For instance, the \(\delta \theta\) between \(-89^\circ\) and \(89^\circ\) should be \(2^\circ\) instead of \(178^\circ\). The new theta encoding method is shown as:

\[
t'_{\theta} = \begin{cases} 
(\theta - \theta_a) + 180, & (\theta - \theta_a) \in (-180^\circ, -90^\circ) \\
(\theta - \theta_a) + 180, & (\theta - \theta_a) \in (90^\circ, 180^\circ) \\
\theta - \theta_a, & (\theta - \theta_a) \in (-90^\circ, 90^\circ)
\end{cases}
\] (10)

Combined with the formula of (3), (4) and (6), the box regression method based on relative reference can be described as:

\[
\begin{align*}
t_x &= t'_x \\
t_y &= t'_y \\
t_w &= \ln\left(\frac{w - w_a}{w_a}\right) \\
t_h &= \ln\left(\frac{h - h_a}{h_a}\right) \\
t_{\theta} &= \left(\frac{t_{\theta}}{180}\right) \pi
\end{align*}
\] (11)

### 2.3.5. Loss

The loss function consists of classification loss and regression loss. Classification loss calculates loss of all anchors, including positive anchors and negative anchors. Regression loss calculates loss only for those positive anchors. It can be formulated as:

\[
L = \frac{\lambda_1}{N_{\text{pos}}} \cdot L_{\text{reg}}\{\text{positive}\} + \frac{\lambda_2}{N_{\text{pos}}} \cdot L_{\text{cls}}
\] (12)

\(L_{\text{cls}}\) and \(L_{\text{reg}}\) are classification loss and regression loss. The classification loss is \(\text{focal loss}\) while the regression loss is Smooth L1 loss. \((\lambda_1, \lambda_2)\) represents the weight of \(L_{\text{cls}}\) and \(L_{\text{reg}}\), which are hyperparameters. \(N_{\text{pos}}\) is the number of positive anchors. \((t_x, t_y, t_w, t_h, t_{\theta})\) is the input parameter of Smooth L1, which can be formulated as:

\[
\text{SmoothL1}\{\text{positive}\} = \begin{cases} 
\sum 0.5 \times (\Delta_i - \Delta_i^{\text{pred}})^2 & |\Delta_i - \Delta_i^{\text{pred}}| \leq \beta, \quad i = t_x, t_y, t_w, t_h, t_{\theta} \\
\sum (|\Delta_i - \Delta_i^{\text{pred}}| - 0.5 \times \beta) & \text{others}, \quad i = t_x, t_y, t_w, t_h, t_{\theta}
\end{cases}
\] (13)

### 2.3.6. Implementation Details

The code of the proposed method is implemented with PyTorch [28] and based on RetinaNet [12]. For some rotating modules, we refer to RRPN [1]. In this paper, we adopt ResNet-50 and ResNet-101 as the backbone network with the initialization of the pre-trained model. There are two Nvidia GeForce RTX 2080 Ti GPUs with 11G memory for experiments. We train the model for 24 epoch, about 90 k iterations on DOTA. Stochastic gradient descent(SGD) is adopted to train the model. The learning rate is initialized at 0.01 and decays to 10% of the current learning rate at the 60 k and 82.5 k learning rate decay steps. The weight decay and momentum are 0.001 and 0.9. In the anchor generation process, the aspect ratios are set to \((1/1, 3/1, 5/1)\). The anchor angles are set to \((60^\circ, 30^\circ, 0, -30^\circ, -60^\circ, -90^\circ)\). The anchor scales are set to \((0.2, 4)\), which means the anchor
scales are $(0.2^{1/4}, 0.2^{2/4}, 0.2^{3/4}, 0.2^{4/4})$. There are 72 anchors for each feature point and 960k anchors totally. Loss parameters are the same as RetinaNet [12], including focal loss and smooth L1 loss. In the inference and evaluation stage, the prediction is judged to be correct if the confidence score is greater than 0.1. Furthermore, the threshold of Non-Maximum Suppression (NMS) is set to 0.15 for each category.

3. Results

$A^2$S-Det is compared with other rotating detectors in Table 1 under the evaluation method of $AP_{IoU=0.5}$. In the inference process, we divide test images into 600 with the overlap of 200, referring to R3Det [3]. $A^2$S-Det has better performance than most detectors in Table 1, including one-stage detectors [3,12,19,20,29–31] and two-stage detectors [1,2,6,18,32]. On Ship, Small Vehicle(SV), Large Vehicle(LV), Basketball Court(BC), Storage Tank(ST), Swimming Pool(SP), our method achieves the best performance. For categories with large aspect ratios, $A^2$S-Det has a distinct advantage compared with other detectors where the self-adaptive anchor selection method improves the anchor selection process. The visualizations of predictions are shown in Figure 6.

Our method aims to improve the performance for objects with large aspect ratios but does not achieve the best performance on Bridge and Harbor. IENet [31] achieves the best performance on Bridge and R3Det [3] achieves the best performance on Harbor. The mAP of $A^2$S-Det is very close to the mAP of R3Det [3] on Harbor, which respectively are 65.29% and 65.44%. For Bridge, the mAP of $A^2$S-Det is lower than several state-of-art detectors (IENet [31], O$^2$-DNet [20], and R3Det [3]). From another perspective, there are 3.01% increase compared with the baseline (RetinaNet-R [12]) under no data augmentation on Bridge, as shown in Figure 2.

As shown in Figure 2, $A^2$S-Det has worse performance than the baseline on several categories, such as Baseball Diamond(BD), Basketball Court(BC), and Helicopter (HC). As opposed to objects with large aspect ratios, the aspect ratios of these objects are close to 1. Under these circumstances, $A^2$S-Det may define many anchors with high IoU into negative anchors, which are not conducive to the training process, but there are few impacts for Plane and Storage Tank, whose aspect ratios are also close to 1. Taken as a whole, there is a large number of objects for Plane and Storage Tank, which can make up the deficiency of the anchor selection process.
Table 1. Comparison of our method with other detectors performance (AP<sub>iou=0.5</sub>) on DOTA.

| Methods          | Backbone   | Plane | BD   | Bridge | GTF  | SV  | LV  | Ship | TC  | BC  | ST  | SBF | RA  | Harbor | SP  | HC  | mAP  |
|------------------|------------|-------|------|--------|------|-----|-----|------|-----|-----|-----|-----|-----|--------|-----|-----|------|
| two-stage detectors |            |       |      |        |      |     |     |      |     |     |     |     |     |        |     |     |      |
| FR-O [6]         | ResNet-101 | 79.09 | 69.12| 17.17  | 63.49| 34.20| 37.16| 36.20| 89.19| 69.60| 58.96| 49.4 | 52.52  | 46.69| 44.80| 52.93 |
| R-DFPN [32]      | ResNet-101 | 80.92 | 65.82| 33.77  | 58.94| 55.77| 55.77| 50.94| 54.78| 90.33| 66.34| 68.66| 48.73  | 51.76| 55.10| 57.94 |
| R²CNN [2]        | VGG16      | 80.94 | 65.67| 35.34  | 67.44| 59.92| 50.91| 55.81| 90.67| 66.92| 72.39| 55.06| 52.23  | 55.14| 53.35| 48.22 |
| RRPN [1]         | VGG16      | 88.52 | 71.20| 31.66  | 59.30| 51.85| 56.19| 57.25| 90.81| 72.84| 67.38| 56.69| 52.84  | 53.08| 51.94| 60.67 |
| Rol-Transformer [18] | ResNet-101 | 88.64 | 78.52| 43.44  | 75.92| 68.81| 73.68| 83.59| 90.74| 77.27| 81.46| 58.39| 53.54  | 62.83| 58.93| 69.56 |
| one-stage detectors |            |       |      |        |      |     |     |      |     |     |     |     |     |        |     |     |      |
| SSD [29]         | SSD        | 39.83 | 9.09 | 0.64   | 13.18| 0.26| 0.39| 1.11 | 16.24| 27.57| 9.23 | 27.16| 9.09   | 3.03 | 1.05 | 1.01 |
| YOLOv2 [30]      | DarkNet-19 | 39.57 | 20.29| 36.58  | 23.42| 8.85| 2.09| 4.82 | 44.34| 38.35| 34.65| 16.02| 37.62  | 47.23| 25.5 | 7.45 |
| IENet [31]       | ResNet-101 | 57.14 | 80.20| 64.54  | 39.82| 32.07| 49.71| 65.01| 52.58| 81.45| 44.66| 78.51  | 56.73| 64.40| 62.47 |
| Axis-Learning [19]| ResNet-101 | 79.53 | 77.15| 38.59  | 61.15| 67.53| 70.49| 76.30| 89.66| 79.07| 83.53| 47.27  | 61.01| 56.28| 66.06 |
| RetinaNet-R [12] | ResNet-50  | 88.03 | 71.04| 40.27  | 50.70| 71.33| 72.99| 84.83| 90.76| 77.12| 82.95| 38.38  | 58.91| 55.08| 67.41 |
| O²-DNet [20]     | 104-Hourglass | 89.31 | 82.14| 47.33  | 61.21| 71.32| 74.03| 78.62| 90.76| 82.23| 81.36| 60.93  | 60.17| 58.21| 66.98 |
| R3Det [3]        | ResNet-101 | 89.54 | 81.99| 48.46  | 62.52| 70.48| 74.29| 77.54| 90.80| 81.39| 83.54| 61.97  | 59.82| 65.44| 67.46 |
| proposed         |            |       |      |        |      |     |     |      |     |     |     |     |     |        |     |     |      |
| A²S-Det          | ResNet-50  | 89.45 | 78.52| 42.78  | 53.93| 76.37| 74.62| 86.03| 90.68| 83.35| 83.55| 48.58  | 60.51| 63.46| 71.33 |
| A²S-Det          | ResNet-101 | 89.59 | 77.89| 46.37  | 56.47| 75.86| 74.83| 86.07| 90.58| 81.09| 83.71| 50.21  | 60.94| 65.29| 69.77 |

[1] A²S-Det: Our proposed method.
Figure 6. The visualizations of predictions using $A^2$S-Det on the DOTA dataset.
4. Discussion

4.1. Effectiveness of Self-Adaptive Anchor Selection

In Section 1, we discuss that there are some weaknesses in rotating detection when using the traditional anchor selection method. The self-adaptive anchor selection method proposed in the Section 2.3.2 is effective, especially for objects with large aspect ratios. As shown in Table 2, \( A^2 \text{S-Det} \) with \( AT \) module has 1.12% improvements on the evaluation method of \( mAP_{IoU=0.5} \), compared with the baseline RetinaNet-R [12]. For objects with large aspect ratios, there are 2.46% increase for the bridge, 3.06% increase for the \( SV \), 0.25% increase for the \( LV \) and 4.73% increase for the harbor. Moreover, the \( AT \) module plays an important role in \( A^2 \text{S-Det} \). In this paper, \( A^2 \text{S-Det} \) without \( AT \) module adopts \((\text{Mean}+\text{Std})\) to define positive anchors and negative anchors. From the Table 2, \( A^2 \text{S-Det} \) with \( AT \) module has 0.31% improvements, compared with \( A^2 \text{S-Det} \) without \( AT \) module. For those objects with large aspect ratios, there are 1.89% increase for the bridge, 0.3% increase for the \( LV \) and 3.95% increase for the harbor. The \( A^2 \text{S-Det} \) and \( AT \) module are very effective in terms of both objects with large aspect ratios and the whole result.

Due to the randomness in anchor generation, defining anchors by a fixed restriction of rotating \( IoU \) may lead to few positive anchor in the training process. In Figure 7, we compare the differences of anchor visualization of these three anchor selection methods. The origin anchor selection method in (a) defines positive samples by a fixed \( IoU \) threshold. For objects with large aspect ratios, this anchor selection method may cause matching no anchor, such as bridge and harbor. Compared with the origin anchor selection, \( A^2 \text{S-Det} \) which is a flexible anchor selection method performs better in the anchor selection process, especially for objects with large aspect ratios. In \( A^2 \text{S-Det} \), a set of candidate anchors selected by horizontal \( IoU \) can avoid matching no anchor in some special situation. \( A^2 \text{S-Det} \) without \( AT \) module use the function of \((\text{mean} + \text{std})\) as the threshold to distinguish samples, which is an empirical value. The \( AT \) module can adaptively find a boundary between the set of positive samples and the set of negative samples. As shown in Figure 7, selected positive anchors in (c) seem more regular than positive anchors in (b), which is more obvious in images with bridge and harbor. From the distribution of \( IoU \) in (d), the \( AT \) module can divide the candidate anchors into positive anchors and negatives anchors by the characteristics of \( IoU \) distribution, instead of an empirical value.
Table 2. Ablation study ($A_{iou=0.5}^p$) of each module in our proposed method on DOTA.

| Methods     | DataAug | AT | $CR^3$ | Plane | BD | Bridge | GTF | SV | LV | Ship | TC | BC | ST | SBF | RA | Harbor | SP | HC | mAP |
|-------------|---------|----|--------|-------|----|--------|-----|----|----|------|----|----|----|-----|----|--------|----|----|-----|
| RetinaNet-R [12] | -       | -  | -      | 88.03 | 71.04 | 40.27  | 50.70 | 71.33 | 72.99 | 84.83 | 90.76 | 77.12 | 82.95 | 38.38 | 58.91 | 55.08 | 67.41 | 54.29 | 66.94 |
| $A^2$S-Det | -       | -  | -      | 89.05 | 69.67 | 40.84  | 56.88 | 75.95 | 72.94 | 84.13 | 90.66 | 73.39 | 82.15 | 41.90 | 62.12 | 55.86 | 70.17 | 50.60 | 67.75 |
|             | -       | ✓  | -      | 89.09 | 68.68 | 42.73  | 56.94 | 74.39 | 73.24 | 84.68 | 90.74 | 73.80 | 82.95 | 44.03 | 59.63 | 59.81 | 69.64 | 50.50 | 68.06 |
|             | -       | ✓  | ✓      | 89.08 | 70.53 | 43.28  | 55.89 | 74.20 | 73.54 | 84.92 | 90.48 | 74.42 | 84.05 | 42.70 | 62.63 | 60.31 | 68.38 | 52.36 | 68.45 |
|             | ✓       | ✓  | ✓      | 89.45 | 78.52 | 42.78  | 53.93 | 76.37 | 74.62 | 86.03 | 90.68 | 83.35 | 83.55 | 48.58 | 60.51 | 63.46 | 71.33 | 53.10 | 70.42 |

✓ means this method or module is adopted.
Figure 7. Images of the bridge, harbor, large vehicle and ship from train dataset with their ground truth and positive anchors. (a) visualizations of positive anchors when using origin anchor selection; (b) visualizations of positive anchors in $A^2$S-Det without AT; (c) visualizations of positive anchors in $A^2$S-Det with AT; and (d) the anchor selection process using two threshold defining methods of $(\text{Mean} + \text{Std})$ and AT.

4.2. Effectiveness of CR$^3$ Module

CR$^3$ module proposed in Section 2.3.4 solves the problem of inaccurate regression. As shown in Table 2, CR$^3$ module has a positive influence. In the benchmark of $A^2$S-Det without CR$^3$ module, there is a total $0.39\%$ increase if CR$^3$ module is applied to $A^2$S-Det. For those objects with large aspect ratios, there is an obvious increase, especially for Bridge,
LV, Ship, and Harbor. What is more, there are 0.55% increase for bridge, 0.3% increase for LV, and 0.5% increase for harbor. Just from the view of Average Precision (AP), CR³ module may not have a big advantage while the increase of AP is not obvious. For evaluating if a target is detected correctly, the rotating IoU threshold is set to 0.5 in Evaluation-Server [4]. The object is considered to be detected correctly if the rotating IoU between the predicted bounding box and the ground-truth box is greater than the threshold. As shown in Figure 8, the bounding box of $A^2S$-Det with CR³ module regresses better than the bounding box of $A^2S$-Det without CR³ module. Due to the rotating IoU threshold of 0.5, most predicted boxes are judged as correct while there is a little deviation in the regression of bounding box, such as results in Figure 8. Whether regressing precisely has a greater influence on objects with larger aspect ratios (bridge, harbor, LV).

![Figure 8](image_url)

Figure 8. The visualizations of whether the CR³ module is adopted. (a) visualizations of predictions without the CR³ module; (b) visualizations of predictions with the CR³ module.

The official evaluation server only support $AP^{IoU=0.5}$. To verify the reasoning, we train the model on training dataset and test on validation dataset, whose performance evaluation method uses $AP^{IoU=0.75}$ and $AP^*$. $AP^*$ means we test the model from $AP^{IoU=0.5}$ to $AP^{IoU=0.95}$, where the IoU step is 0.05, and calculate the average value as $AP^*$. As shown in Table 3, $A^2S$-Det without CR³ performs better than $A^2S$-Det with CR³ for the bridge and the harbor on $AP^{IoU=0.5}$, but on $AP^{IoU=0.75}$, there are 1.52% increase for the bridge and 1.01% increase for the harbor on $A^2S$-Det with CR³. On the stricter evaluation method (like $AP^{IoU=0.75}$), the impact of CR³ module is more obvious, such as the LV, the BC and the SBF.
Table 3. Comparison of CR³ module effect with different evaluation methods (AP\text{IoU}=0.5, AP\text{IoU}=0.75, and AP*) on DOTA.

| Methods    | Evaluation | CR³ | Plane | BD | Bridge | GTF | SV | LV | Ship | TC | BC | ST | SBF | RA | Harbor | SP | HC | mAP |
|------------|------------|-----|-------|----|--------|-----|----|----|------|----|----|----|-----|----|--------|----|----|-----|
| A²S-Det    | AP\text{IoU}=0.5 | -   | 89.01 | 58.36 | 31.82 | 44.35 | 53.50 | 71.34 | 86.40 | 90.37 | 54.91 | 85.27 | 32.97 | 58.13 | 51.17 | 52.14 | 39.59 | 59.95 |
|            | ✓          | 89.12 | 59.64 | 29.59 | 45.10 | 58.08 | 72.52 | 86.13 | 90.23 | 56.67 | 84.98 | 34.76 | 56.08 | 50.82 | 51.37 | 36.52 | 60.11 |
| A²S-Det    | AP\text{IoU}=0.75 | -   | 51.23 | 9.76  | 3.03  | 20.93 | 19.41 | 31.30 | 34.12 | 80.53 | 30.73 | 43.24 | 5.57  | 22.73 | 6.94  | 6.36  | 9.70  | 25.04 |
|            | ✓          | 54.18 | 8.65  | 4.55  | 23.49 | 19.21 | 34.85 | 34.82 | 80.36 | 37.20 | 40.31 | 9.04  | 22.55 | 7.95  | 4.32  | 8.77  | 26.02 |
| A²S-Det    | AP         | -   | 50.72 | 24.47 | 10.69 | 21.98 | 27.20 | 37.31 | 42.51 | 70.42 | 29.82 | 46.95 | 11.28 | 29.26 | 17.83 | 17.73 | 18.06 | 30.42 |
|            | ✓          | 53.89 | 25.13 | 10.32 | 22.67 | 26.76 | 38.55 | 42.65 | 70.19 | 34.54 | 46.36 | 13.21 | 29.73 | 17.33 | 16.96 | 15.22 | 30.92 |

✓ means this method or module is adopted.
4.3. Advantages and Limitations

The anchor-based rotating detectors are very dependent on anchor parameters and the positive-negative threshold, which are hard to be adjusted. The anchor parameters affect the anchor generation process, indirectly affecting the anchor selection process, such as aspect ratios, angels, and scales. Moreover, the anchor selection process is directly affected by the positive-negative threshold. As is discussed in Section 1, there are some situations where some objects with large aspect ratios match few anchors for training, leading to inadequate training and bad performance. \(A^2S\)-Det combines horizontal features and rotating features and selects anchors entirely based on the distribution of the rotating IoU. Our method solves the problem of the missing matching and low matching ratio between anchors and objects, especially for objects with large aspect ratios. As the visualizations of the anchor selection process in Figure 7 shows, \(A^2S\)-Det is suitable for both general situations and extreme situations. For predicting rotating bounding boxes, the \(CR^3\) module helps regress the rotating bounding box precisely. As shown in Table 1, our method has better performance than most rotating detectors, showing great potential on those objects with large aspect ratios. The Table 2 shows there are big improvements when the modules proposed in Sections 2.3.2, 2.3.3 and 2.3.4 are applied in the baseline(RetinaNet-R [12]).

Combining horizontal features with rotating features and searching for an appropriate threshold based on the balance of samples provide a possible direction to improve the anchor matching process. For objects with large ratio aspects, horizontal features benefit the category classification while rotating features benefit the box regression, but it takes up a lot of computation to calculate both the rotating IoU and the horizontal IoU, which may be simplified in future work. In this paper, we explore how to define positive anchors and negative anchors by the distribution of anchors. The anchor matching process is considered as an optimization problem, whose goal is to keep a balance between positive anchors and negative anchors. To reduce the amount of calculation and achieve end-to-end training, we simplify the goal function and the solving process. As shown in Tables 1 and 2, considering the anchor matching process as an optimization problem shows great potential.

There are also some limitations of this method. Firstly, the angle deviation has a little impact for objects whose aspect ratios are close to 1, such as Plane, BD, ST, BC, RA, and HC. Therefore, the self-adaptive anchor selection method based on the one-stage detector is not suitable for all categories. In Table 2, there are 0.51% decreases for BD, 2.7% decreases for BC and 1.93% decreases for HC on \(AP_{\text{IoU}=0.5}\) when \(A^2S\)-Det is compared with the baseline. Benefiting from a large number of objects, the AP of \(A^2S\)-Det does not decline on Plane and ST. This limitation may lead to low AP for the object whose height is close to width if there is a small number of objects. Further, this method increases the training time. Both the rotating IoU and the horizontal IoU are needed in \(A^2S\)-Det, and the threshold solving process in the \(AT\) module costs a lot of time. The training time of \(A^2S\)-Det nearly doubles the baseline. The inference process of \(A^2S\)-Det is almost unaffected, whose inference time is very close to the baseline. There are some inadequacies of the proposed method on \(mAP\) compared with some state-of-art rotating detectors. The IoU can not describe the relationship between positive anchors and objects well. We will aim to adopt a better way to describe it and improve this method in the future.

5. Conclusions

We have presented a self-adaptive anchor selection method based on the one-stage detector. Aiming at objects with large aspect ratios, three modules are proposed in this paper, which are the self-adaptive anchor selection module, the \(AT\) module, and the \(CR^3\) module. \(A^2S\)-Det improves the prediction performance of objects with large aspect ratios by improving the anchor selection process. The \(CR^3\) helps regress the rotating bounding box more precisely. Further, we design several experiments on DOTA [4] dataset and prove that these modules are effective in aerial image object detection. Our approach has better performance than many other state-of-art rotating detectors according to \(mAP_{\text{IoU}=0.5}\), achieving the \(mAP\) of 70.64. Compared with the baseline detector, there is an averagely
1.51% increase when these three modules are applied. For objects with large ratio aspects, the increases of mAP range from 0.09% to 5.23%. The results prove that an efficient anchor matching method helps the detector learn better feature information and achieve better performance for objects with large ratio aspects. In future work, we will aim to improve this method and explore more potential methods of label assignment to improve the detection performance in aerial images.
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- A²S-Det: self-adaptive anchor selection
- CR³: coordinate regression of relative reference
- AT: self-adaptive threshold
- IoU: intersection over unit
- NMS: non-maximum suppression
- BD: baseball diamond
- GTF: ground track field
- SV: small vehicle
- LV: large vehicle
- TC: tennis court
- BC: basketball court
- ST: storage tank
- SBF: soccer ball field
- RA: roundabout
- SP: swimming pool
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- Std: standard deviation
- AP: average precision
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