Resonant optical gating of suspended carbon nanotube transistor
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Abstract: Building smaller transistors with enhanced functionality is critical in extending the limits of Moore’s law and meeting the demands of the electronics industry. Here we demonstrate transistor operation in a suspended single carbon nanotube (CNT) using feedback-enabled radiation pressure of a near-field focused laser that enabled significant changes in conductivity of the CNT. Further, using in-situ tip-enhanced Raman spectroscopy, we show that the change in conductivity of over five orders in magnitude is accompanied by self-induced defect states within the CNT. The entire structure is less than 10 nm in dimension and shows promise of scalability. This is a novel method for achieving logic operations at the nanoscale.

The electronics industry is turning towards nanotechnology to meet the growing need to extend Moore’s law into the regime of operation and scalability that cannot be achieved by conventional semiconductor technology. Apart from the physical scale of electronic gadgets, there is a need to enhance their functionality to pack more features within a smaller space. This puts great emphasis on nanoscale materials that can provide such dense functionality. Transistors enable current logic operation and also several other electronic operations including amplification, memory, etc. Hence, making smaller and better transistors is of prime importance and focus of the nanotechnology community. Carbon nanotubes (CNT) are arguably the most widely used nanomaterial in a range of applications ranging from electronics, military, reinforced structures, optics, etc. The ease of fabrication of CNT coupled with the immense research that has been devoted to its application to several domains makes it easier to extend its utility to electronics. Here we demonstrate the utility of CNTs in a single-CNT transistor. In a novel approach to gate the transistor (control its conductivity), we utilized a near-field focused optical laser interferometer-like setup that produced significant radiation pressure, sufficient to physically bend the CNT, thereby altering its conductivity. We tuned the gating process, using
feedback, to exploit the resonant frequency response of the CNT, which produced a large signal sufficient to obtain real-time feedback. We showed that the conductivity changed by over five orders of magnitude as the gating process was controlled (conveniently read by an effective gating voltage). Further, using tip enhanced Raman spectroscopy (TERS), we showed that the defect states in the CNT appeared to increase and decrease with altering of the conductivity. This process provides an insight into the mechanism that achieves such a large change in conductivity. Also, this helps us speculate on the required conditions that enable such transistor behavior in structures that are driven by several other stimuli, including conventional gating through a dielectric.

The growth of CNT was performed by controlled annealing of metallic catalyst precursors. A lightly boron-doped Si wafer was chosen as the substrate with 500 µm thickness. This was cleaned using a standard RCA cleaning process, in order to remove contaminants, ionic impurities, residual oxides, etc. To drive moisture out, the substrates were baked in vacuum at ~450 K for two hours. Following this, we deposited 5 nm of Al and 5 nm of Fe using e-beam evaporation. We then cleaned the substrates using acetone and iso-propyl alcohol, along with dry nitrogen gas. The substrate was then taken through a catalytic growth process, wherein we introduced the following gases: Ar gas (an inert gas) at room temperature (25 C) for 30 minutes, using Ar partial pressure of 1000 mTorr; ramping up of the temperature to 760 C over 15 minutes without changing the gas environment; flow of ethylene gas at a partial pressure of 450 mTorr along with hydrogen gas at a partial pressure of 150 mTorr at 760 C; Ar flow at a partial pressure of 1000 mTorr at 760 C for 10 minutes; followed by cool down. The details of this process is described elsewhere in our prior publications. In order to bridge the CNT as a cantilever between two electrodes with a gap in between, the metallic catalysts were patterned using electron beam lithography on either of the electrodes, after which the CNT was allowed to grow across the gap in the process described above. A sufficiently small feature of the catalyst allowed for the growth of a single CNT. This naturally resulted in a cantilever that was anchored either at one end or both ends. Figure 1a is a schematic of the setup described above. This also depicts the scheme used for optical gating using radiation pressure. Figure 1b is a scanning electron micrograph (SEM) of CNTs suspended on one end and anchored on the other. Figure 1c is SEM of a single CNT anchored on both ends and suspended in between the anchoring surfaces.
Figure 1: (a) Schematic of the suspended CNT transistor and its gating process using radiation pressure. (b) Scanning electron micrograph (SEM) of CNTs suspended and anchored on one end. (c) SEM of a single CNT suspended across a gap between two platinum electrodes and anchored on two ends.

The mechanism of actuation, or gating, is depicted in Figure 2a. Here we used a reference photodiode which produced a laser source, coupled with a readout laser at 1310 nm through a fiber coupler. There was a signal photodiode which went through an amplifier followed by a phase shifter which controlled a 1550 nm laser. The 1310 nm laser and 1550 nm laser were combined by a wavelength division multiplexer (WDM) which was then focused through a lens, followed by a near-field tip (not pictured), which was then focused onto the CNT cantilever. The feedback part of this system corresponds to exciting or damping the frictional component of the damped harmonic oscillator. One such system can be described by the equation
\[ x(\omega) = \frac{\omega_0^2/k}{\omega_0^2 - \omega^2 + i\Gamma\omega}[F_{\text{thermal}}(\omega) + F_{\text{ext}}(\omega)], \quad \ldots (1) \]

Where \( \omega \) is the oscillation frequency and \( F \) indicates force on the cantilever. \( \Gamma \) is the feedback component affecting the first derivative of displacement, \( x \). Such a system is capable of constantly tuning the resonance of the cantilever, especially its amplitude without affecting its Q factor. The Q factor in our case was as high as 100,000. To prevent the highly oscillatory nature of the change in conductivity, we constantly damped the cantilever. Damping of the cantilever without reducing its Q factor enabled us to achieve high signal sensitivity without compromises. It is notable that such a system was primarily invented to study effects of gravity on cantilevers.

Figure 2b depicts the signal read-out mechanism, where we used multiple comparators that allowed us to obtain a reference signal from the background (laser), which was used as the source of background noise. This was then subtracted from the signal obtained from the read-out laser. This provided a very high signal level. Figure 2c displays data from the resonance of the cantilever before damping of the same. This shows a very clearly defined resonant frequency in the order of several hundred kHz. The resolution from this read-out technique was found to be 0.01 nm. We fitted a sum of two lorentzian peaks to the frequency response, described elsewhere. From this system, we define the voltage produced by the laser read-out as the gate voltage on the CNT.

In order to simulate the observed transistor behavior, we employ traditional semiconductor transistor equations. For a long channel field effect transistor, without substrate bias, the drain current can be expressed as:

\[ I_D = \mu_{\text{eff}} C_{\text{ox}} \frac{W_{\text{eff}}}{L_{\text{eff}}} [(V_G - V_{TH})V_D - \frac{1}{2}V_D^2] \quad \ldots (2) \]

Where \( \mu_{\text{eff}} \), \( W_{\text{eff}} \) and \( L_{\text{eff}} \) are the effective channel mobility, effective channel length, and effective channel width which will be discussed later. \( C_{\text{ox}} \) is taken to be 3.9X10^{-7} F/cm², which is taken from the direct measurements. When \( V_D \) starts from a small value, Eq (1) can be reduced to \( I_D = \mu_{\text{eff}} C_{\text{ox}} \frac{W_{\text{eff}}}{L_{\text{eff}}} [(V_G - V_{TH})V_D] \) the \( I_D \) goes up with \( V_D \) linearly and this corresponds to the triode region of \( I_D - V_D \) curves.
Figure 2: (a) Schematic of the gating setup. This shows the laser focus setup, feedback setup, wavelength division multiplexing and the CNT cantilever. (b) Signal readout, by incorporating a reference (background/noise) subtraction. (c) Resonance response of one of the cantilevers (suspended CNT) under study.
As \( V_D \) increases furthermore, the \( \frac{1}{2}V_D^2 \) term plays a more important role and finally when \( V_D \) reaches the pinch-off point, it will be saturated at \( V_G-V_{TH} \), i.e. \( V_{D,sat} = V_G-V_{TH} \). The saturation drain current thus becomes \( I_{D,sat} = \mu_{eff}C_{ox} L_{eff} \left[ \frac{1}{2} \left( V_G - V_{TH} \right)^2 \right] \) and it refers to the saturation region where \( I_D \) is independent of \( V_D \). Increasing \( V_G \) intuitively makes \( I_D \) larger, as well as the value at which \( V_D \) reaches the saturation point. Now let’s look at the \( I_D-V_G \) curves. Before \( V_G \) reaches \( V_{TH} \), the inversion layer hasn’t formed so there is barely any \( I_D \). As \( V_G > V_{TH} \), the channel is turned on and \( I_D \) follows the above equation, goes up with larger \( V_G \). Increasing \( V_D \), again, intuitively makes \( I_D \) larger; however, when \( V_D \) is larger than \( V_G-V_{TH} \), saturation happens and the curve will no longer be moved upward.

The threshold voltage, \( V_{TH} \), can be obtained with equations above in the different regimes. Plotting \( I_D-V_G \) curves with small \( V_D \), which ensures the curves are located in the linear region, we can get \( V_{TH} \) as the x-intercept minus \( \frac{1}{2} V_D \) of the line extrapolated by the linear part of the curves. To double check the values, vertical lines are drawn in Figure 3a from \( V_{TH} \) to confirm that they correspond to the linear part of \( I_D-V_D \) curves.

In comparison to the \( V_{TH} \) from simulation results, we can see that for the cross section, the values we got are both around -0.75 V. However, the \( V_{TH} \) for our devices were simulated to be negative rather than positive. It can be attributed to the existence of an effective “P-well”. The formation of P-well adds more uncertainty throughout the process via parameters such as doping concentration, oxide thickness, interface charge, etc. They are all possible sources of inaccuracy and can be added up to the deviation of simulation model itself. On the other hand, we use the CNT as channel, so it is understandable that the \( V_{TH} \) from simulation is closer to the empirical values.

A method to extract effective mobility, \( \mu_{eff} \), using \( I_D-V_G \) curves is proposed by Gupta et.al. In this method, \( \mu_{eff} \) in the linear region is given by \( \mu_{eff} = \frac{g_m L_{eff}}{W_{eff} C_{ox} V_D} \) where \( g_m \) is the transconductance which will be introduced in the next section. In the saturation region, \( \mu_{eff} \) is given by \( \mu_{eff} = \frac{2L_{eff}}{W_{eff} C_{ox}} \left( \frac{\partial \sqrt{I_D}}{\partial V_G} \right)^2 \). The \( \mu_{eff} \) obtained by this method is plotted in Figure 3c, which shows a considerable inconsistency with the first method we used.
Figure 3: (a) Transistor characteristics by plotting the gate voltage (defined in the text) versus the drain current. The drain current is displayed in both linear and logarithmic scales (on the left and right ordinates). The applied drain
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Voltage is indicated. (b) Transconductance as a function of gate voltage and drain voltage. (c) Effective mobility calculated for two different drain voltages as a function of gate voltage.

The reason for this inconsistency between traditional transistor modeling and CNT transistor modeling can be found to be well explained elsewhere. The effective mobility observed in this method follows the equation

\[ \mu^* = \mu_n \left( 1 - \frac{1}{\sqrt{1 + \frac{2(2\Phi_F + V_{SB})C_{ox}}{qN_e}}^2} \right) \ldots \text{(3)} \]

Where \( \mu^* \) is the modified mobility in the variable depletion layer charge model. Quadratic model yields a larger drain current compared to the more accurate variable depletion layer charge model as described in the reference.

We can represent a biased CNT transistor by an equivalent circuit where changes in drain current are related to gate voltage changes by \( g_m = \frac{\partial I_D}{\partial V_G} \). By taking the slopes of \( I_D-V_G \) curves, as illustrated in Figure 3, \( g_m \) are extracted and plotted in Figure 3b. The transconductance is zero when \( V_G \) is below \( V_{TH} \) because there is little drain current. It goes through a maximum at the point of inflection of the \( I_D-V_G \) curve, and then decreases. This decrease is due to two factors. The first one is degradation of the effective channel mobility as a function of increasing transverse electric field across the gate oxide. The mobility of carriers in the channel of a CNT transistor is lower than in bulk semiconductors because there are additional scattering mechanisms such as surface roughness. This mobility degradation increases with the gate bias because a higher gate bias draws the carriers closer to the oxide-silicon interface, where they are more influenced by the interfacial roughness. The second one is source/drain series resistance. For a certain applied drain bias to the source/drain terminals, part of the applied voltage is wasted as an ohmic voltage drop across these resistances, depending on the drain current (or gate bias). In practice, \( g_m \) parameter plays a role as the device output admittance or the a.c. conductance of the channel between the source and drain. Higher \( g_m \) is mostly pursued. As channel length decreases, the \( g_m \) goes up and the other way around for the channel width reduction. These trends are consistent with equations presented above. We extract the maximum \( g_m \) and also the gate voltage at which this maximum occurs since we feel it’s important for the device to be labeled for these numbers.
In order to understand the nanoscale chemical changes to the CNT during transistor operation, we performed in-situ tip enhanced Raman spectroscopy (TERS), which has a spatial resolution of ~1 nm to obtain the Raman spectrum of the CNT. The spectra corresponding to the two prominent states of the transistor, namely, the low resistance state (high gate voltage) and high resistance state (no gate voltage) are presented in Figure 4. The spectra display the known modes of vibration, stretching and rotations of the CNT. The most prominent difference between the two spectra is the growth of the defect peak (labeled ‘D’) in the OFF state of the transistor. This shines light on the local changes to the structure of the CNT that enables the massive change in resistance. The reduction in the intensity of the defect peak indicates relaxation of the bonds and promotes higher conductivity by lesser scattering of the electronic conduction by the defect sites. This also helps us understand the location of the conduction sites within the CNT and identifies them as predominantly being situated on the surface of the CNT walls.

In conclusion, we constructed a transistor structure using a single suspended CNT and enabled transistor behavior by employing a sophisticated but scalable resonantly tuned optical gating technique. We show changes in conductivity by several orders of magnitude upon application of a gate signal (measured in effective gate voltage). We further shine light on the local chemistry in action during transistor operation by utilizing in-situ TERS measurements.

The authors gratefully acknowledge Prof. K. Ashby for fruitful discussions and comments. The authors also acknowledge the fabrication facility at the Arizona State University for fabrication of the CNT transistor structures.
Figure 4: Tip enhanced Raman spectroscopy of the CNT in the two states of the transistor, namely, ON (low resistance) and OFF (high resistance). The peak labeled ‘D’ is the defect peak that shows significant changes upon switching of the conductance of the CNT.
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