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Abstract

Recent empirical work on stochastic gradient descent (SGD) applied to over-parameterized deep learning has shown that most gradient components over epochs are quite small. Inspired by such observations, we rigorously study properties of Truncated SGD (T-SGD), that truncates the majority of small gradient components to zeros. Considering non-convex optimization problems, we show that the convergence rate of T-SGD matches the order of vanilla SGD. We also establish the generalization error bound for T-SGD. Further, we propose Noisy Truncated SGD (NT-SGD), which adds Gaussian noise to the truncated gradients. We prove that NT-SGD has the same convergence rate as T-SGD for non-convex optimization problems. We demonstrate that with the help of noise, NT-SGD can provably escape from saddle points and requires less noise compared to previous related work. We also prove that NT-SGD achieves better generalization error bound compared to T-SGD because of the noise. Our generalization analysis is based on uniform stability and we show that additional noise in the gradient update can boost the stability. Our experiments on a variety of benchmark datasets (MNIST, Fashion-MNIST, CIFAR-10, and CIFAR-100) with various networks (VGG and ResNet) validate the theoretical properties of NT-SGD, i.e., NT-SGD matches the speed and accuracy of vanilla SGD while effectively working with sparse gradients, and can successfully escape poor local minima.

1 Introduction

While deep networks have made amazing breakthroughs in processing images, video, natural language, and speech [LeCun et al., 2015, Minar and Naher, 2018, Dutta, 2018], training deep networks remains a challenging problem. The large number of parameters in such models leads to substantial computation and communication costs. Fortunately, recent empirical observation suggests that during training most components of the the stochastic gradients of over-parameterized deep networks are near zero [Aji and Heafield, 2017, Renggli et al., 2018, Zhou et al., 2021, Zhang et al., 2021] (Figures 1(a)-(b)). Thus, hard thresholding or truncating gradient components corresponding to small values to zeros is a potentially promising direction. As shown in Figure 1(c), one can truncate 80-90% or more of the small gradient components to zero in every iteration with virtually no change in generalization performance. Related observations have been explored by gradient sparsification methods [Aji and Heafield, 2017, Alistarh et al., 2018, Stich et al., 2018, Zhang et al., 2021] which aim to reduce the communication bottleneck in distributed SGD.

*Equal Contribution
Figure 1: (a)-(b): Sorted absolute values of stochastic gradient components $|g_i|$ for VGG-5 ($p = 3,646,154$) trained on MNIST and ResNet-18 ($p = 11,173,962$) trained on CIFAR-10 respectively. (c): Test accuracy versus the gradient sparsity for networks trained by Truncated-SGD (T-SGD) which truncates (hard thresholds) the majority of small gradient components to zeros. $g_t$ is the $p$-dimensional stochastic gradient computed from mini-batch and $|g_t|_i$ denotes the $i$-th component of $g_t$ for $i \in [p]$. During training, gradient components decay very fast and only a small portion is significant. We can truncate more than 90% of the small gradient components to zero without adversely effecting the test accuracy.

Figures 1(a)-(c) represent the motivation for the current work. Given the nature of gradients as shown in Figures 1(a)-(b), in this paper, we focus on rigorously understanding why truncated SGD methods should work well both in terms of optimization and generalization. Note that hard thresholding or truncating the stochastic gradients in every iteration leads to a potentially different trajectory compared to vanilla SGD, and potentially substantially different trajectory compared to adaptive gradient methods [Kingma and Ba, 2014, Duchi et al., 2011, Reddi et al., 2018], which effectively use large step sizes for gradient components with small values. Hence, the empirical results in Figure 1(c), especially the robustness of the test set accuracy to 80-90% gradient sparsity, do not necessarily automatically follow from the skew structure of the un-truncated stochastic gradients in Figure 1(a)-(b).

Despite several efforts [Alistarh et al., 2018, Stich et al., 2018, Bernstein et al., 2018, Alistarh et al., 2017] on deriving theoretical convergence results for gradient sparsification methods for non-convex problems, most existing results have proved convergence to stationary points, which include saddle points. However, the existence of saddle points can slow down and even prevent the algorithm from converging. Moreover, understanding of the generalization behavior of such sparse or truncated gradient methods is limited to empirical observations and has not been well studied in theory.

To bridge the gap, we first analyze the optimization and generalization properties of Truncated-SGD (T-SGD) that truncates (hard thresholds) the majority of small gradient components to zeros in each iteration. Considering non-convex smooth problems, we analyze the convergence of T-SGD to stationary point i.e., bound on the norm of the empirical gradient. We show that convergence rate of NT-SGD matches that of vanilla SGD. Then, we provide an $O(T/n)$ generalization bound for T-SGD, given $n$ samples and $T$ iteration steps, based on uniform stability [Hardt et al., 2016, Bousquet and Elisseeff, 2002]. To the best of our knowledge, we are the first to perform such analysis for truncated or sparse gradient methods.

Next, we propose Noisy Truncated SGD (NT-SGD), a variant of T-SGD that adds Gaussian noise to all components of the truncated sparse gradient vector, and analyze the optimization and generalization behavior of NT-SGD. For optimization, we consider non-convex smooth problems and show that NT-SGD matches the
convergence rate of SGD. We prove that NT-SGD can escape from saddle points with less noise compared to previous related work [Jin et al., 2019]. In particular, we show that the noise variance needed to escape can be improved from a constant to $O(1/\Lambda)$, where $\Lambda \in [1, p]$ is the stable rank, measuring the curvature at a saddle point. If a saddle point has significant negative curvatures in many directions, $\Lambda$ becomes large, resulting in a small noise.

We also analyze the generalization error of NT-SGD using uniform stability [Bousquet and Elisseeff, 2002, Hardt et al., 2016] from the perspective of discretized generalized Langevin dynamics [Mou et al., 2018, Raginsky et al., 2017]. We show that the generalization bound of NT-SGD is $O(\sqrt{T/n}\sigma)$, which improves the dependence on iteration number $T$ over the $O(T/n)$ generalization bound of T-SGD with the help of noise.

Further, we show higher gradient sparsity leads to smaller constants in the $O(\cdot)$ notation implying better stability and hence generalization. In fact, extremely high sparsity adversely impacts the optimization but helps the generalization, illustrating a trade-off. The bound also has an inverse dependency on $\sigma$, showing that increasing the noise variance $\sigma^2$ actually improves stability. Such inverse dependence has been found in recent work on smoothed analysis applied to other learning problems [Sivakumar et al., 2020, Haghtalab et al., 2020]. Our generalization analysis applies to a general version of NT-SGD which covers a wide range of noise scaling and applies to non-smooth problems.

Finally, we evaluate both T-SGD and NT-SGD on various benchmark classification tasks, viz., MNIST, Fashion-MNIST, CIFAR-10 and CIFAR-100. Empirical evidence illustrates that in spite of significant gradient truncation, e.g., more than 90% of gradient components truncated to zeros, both T-SGD and NT-SGD converges as fast as vanilla SGD and generalizes as well as SGD. In addition, we also empirically demonstrate that NT-SGD escapes sharp minima with the help of the noise.

The rest of the paper is organized as follows. We start with a brief review of related work in Section 2. In Section 3, we introduce notation and preliminaries for the paper. In Section 4, we formally introduce our T-SGD algorithm, characterize its optimization, and provide a generalization bound based on uniform stability. We study the optimization and generalization behavior of NT-SGD in Section 5, show it provably converges in expectation, investigate its behavior of escaping from saddle points, and demonstrate that NT-SGD achieves better generalization error bound compared to T-SGD as the stability improves considerably due to noise. Section 6 presents the empirical evidence to support our theories. We conclude the paper in Section 7. All proofs and additional experimental results are deferred to Appendix.

2 Related work

Gradient sparsification. Gradient sparsification has been well-studied in the last decade to save the communication cost in synchronous SGD. Methods such as gradient quantization [Alistarh et al., 2017, Wen et al., 2017, Jiang and Agrawal, 2018, Stich et al., 2018, Wangni et al., 2018, Haddadpour et al., 2019] that quantizes the gradient to a small number of bits, gradient sparsification [Aji and Heafield, 2017] that selects top $k$ components of the gradient, signSGD [Bernstein et al., 2018, Karimireddy et al., 2019] that only considers signs of gradient components, low-precision SGD [De Sa et al., 2017, Sa et al., 2018, Yang et al., 2019] that limits the number of bits to transmit, have been proposed to reduce the communication cost. Most of the existing works on gradient sparsification focused on deriving the convergence rate of empirical risk minimization problems, i.e. their performance on training data. For non-convex problems, Alistarh et al. [2018, 2017], Bernstein et al. [2018], Karimireddy et al. [2019] showed compressed gradients achieve the same rate of convergence as SGD, i.e., $1/\sqrt{T}$, to stationary point. Although Karimireddy et al.
[2019] proposed a “max-margin” explanation for the discrepancy in generalization behaviors among different methods, to the best of our knowledge, generalization bounds have not been studied yet.

**Noisy gradient methods.** Introducing additional noise in the stochastic gradient has been popular in training deep nets. Noisy gradient methods have proven to be useful in escaping from saddle points Jin et al. [2017, 2019]. Non-convex optimization is ubiquitous in machine learning applications, especially for deep neural networks. Since finding the global minimum in non-convex problems generally is NP-hard (in general intractable) [Wang and Xu, 2019], the utility of an algorithm is typically measured by the convergence to a first-order stationary point which can be a local minimum, a local maximum, or a saddle point. Du et al. [2017] showed gradient descent (GD) can be significantly slowed down by saddle points, taking exponential time to escape. Later, Jin et al. [2017, 2019] showed adding isotropic noise is enough for both GD and SGD to escape saddle points without additional assumptions [Daneshmand et al., 2018]. Besides, the study on Stochastic gradient Langevin dynamics (SGLD) [Mou et al., 2018, Raginsky et al., 2017, Li et al., 2019] has demonstrated the benefit of adding noise to guarantee good generalization properties. Other works on noisy gradient such as DP-SGD (differentially private SGD) [Bassily et al., 2019, 2014, Wang and Xu, 2019] have utilized the randomness in noise to protect the privacy of training data.

**Generalization via uniform stability.** Stability is a classical approach to derive generalization bounds pioneered by Rogers and Wagner [1978], Devroye and Wagner [1979]. Stability measures the sensitivity of the learning algorithm to changes in the dataset such as leaving one of the samples out or replacing it with a different one. There has been a variety of stability notions depending on the choice of how to measure the effect of the change in datasets [Shalev-Shwartz et al., 2010, Bousquet and Elisseeff, 2002, Kearns and Ron, 1997]. The notion of uniform stability was introduced by Bousquet and Elisseeff [2002] to derive general high-probability bounds on the generalization error. Hardt et al. [2016] provided the first generalization bound of SGD using uniform stability, which is most related to our work. Uniform stability has also been used to derive generalization bound for noisy gradient methods such as SGLD [Mou et al., 2018, Raginsky et al., 2017, Li et al., 2019] and differentially private SGD [Bassily et al., 2019]. It is worth mentioning that the prior approach to derive generalization bounds on the gradient relies on *uniform convergence* of empirical gradient to population gradient [Mei et al., 2016, Foster et al., 2018, Wang and Xu, 2019].

## 3 Background and Preliminaries

Many fundamental machine learning tasks involve solving empirical risk minimization (ERM): given a loss function $\ell$ and a dataset $S = \{z_1, \ldots, z_n\}$ drawn i.i.d. from the underlying distribution $P$, find a model $w \in \mathbb{R}^p$ that minimizes the empirical risk, i.e.,

$$L_S(w) = \frac{1}{n} \sum_{i=1}^{n} \ell(w, z_i).$$  \hspace{1cm} (1)

The ultimate goal is to find a minimizer of the population risk Shalev-Shwartz and Ben-David [2014], Bubeck [2015], i.e.,

$$L_P(w) = \mathbb{E}_{z \sim P}[\ell(w, z)].$$  \hspace{1cm} (2)

Thus, given a minimizer $w^*_S$ obtained by solving the empirical risk minimization, one needs to characterize the generalization error of $w^*_S$, i.e., $L_P(w^*_S) - L_S(w^*_S)$.

In this paper, we consider non-convex smooth loss functions which is popular in practice.
We also make the following assumptions about the non-convex loss function $\ell$ throughout the paper [Bubeck, 2015, Shalev-Shwartz et al., 2010]:

**Assumption 1** For any $w \in \mathbb{R}^p$ and example $z$, the loss $\ell$ has bounded gradient, i.e., $\|\nabla \ell(w, z)\| \leq G$.

**Assumption 2** For any sample $z$, the loss function $\ell$ is bounded below by $\ell^*$ and has $L$-Lipschitz gradient, i.e.,

$$
\|\nabla \ell(w, z) - \nabla \ell(w', z)\| \leq L\|w - w'\|, \forall w, w' \in \mathbb{R}^p.
$$

Assumption 1 implies that the norms of both population gradient and empirical gradient are bounded by $G$. The above assumptions are widely used in non-convex optimization problems [Shalev-Shwartz et al., 2010, Wang and Xu, 2019, Hardt et al., 2016].

**Notations.** For a vector $v \in \mathbb{R}^p$, $[v]_i$ denotes the $i$-th coordinate of $v$, where $i \in [p]$. We use $\|v\|$ to represent the $\ell_2$-norm of $v$. For a matrix $A$, $\|A\|_2$ is the spectral norm of $A$, and $\lambda_{\min}(A)$ denotes the minimum eigenvalue of $A$. We use $H(w)$ to denote the Hessian of $L_S(w)$, i.e. $H(w) = \nabla^2 L_S(w)$.

**Generalization via Stability.** Now we introduce the stability. Consider the general setting that $A$ is a randomized algorithm (such as SGD) and $S = \{z_1, ..., z_n\}$ be $n$ samples drawn i.i.d. from $P$. Denote $A(S)$ as the output of $A$ with the input $S$ and $\ell(A(S); z)$ denote the loss function of $A(S)$ applying to a sample $z$. Note that $A(S)$ is random due to the randomness of $A$. Thus, $\ell(A(S); z)$ is also a random variable due to $A(S)$.

With $L_P(A(S)) = \mathbb{E}_{z \sim P}[\ell(A(S); z)]$ to denote the population risk and $L_S(A(S)) = \frac{1}{n} \sum_{z \in S} \ell(A(S); z)$ to be the empirical risk, the expected generalization error is [Hardt et al., 2016]

$$
\text{err}_{\text{gen}}(A(S)) \triangleq \mathbb{E}_{S,A}[L_S(A(S)) - L_P(A(S))]. \tag{4}
$$

To bound the generalization error of $A$, we employ the notion of uniform stability from Hardt et al. [2016], Bousquet and Elisseeff [2002].

**Definition 1 (Uniform stability)** A randomized algorithm $A$ is $\alpha$-uniformly stable if for all dataset $S, S' \in \mathcal{Z}^n$ such that $S$ and $S'$ differ in at most one example, we have

$$
\text{sup}_{z} \mathbb{E}_{A}[\ell(A(S); z) - \ell(A(S'); z)] \leq \alpha. \tag{5}
$$

Here, the expectation is taken only over the randomness of $A$. In the context of optimization, $A$ can be a gradient-based iterative algorithm that minimize the empirical risk.

In this paper, $A$ is referred to as T-SGD or NT-SGD algorithm. We recall the important argument that uniform stability implies generalization in expectation [Hardt et al., 2016].

**Theorem 1 (Generalization via uniform stability)** Let $A$ be $\alpha$-uniformly stable with respect to the gradient. Then we have

$$
\|\mathbb{E}_{S,A}[L_S(A(S)) - L_P(A(S))]\| \leq \alpha. \tag{6}
$$

With $A$ being T-SGD or NT-SGD and $w_S = A(S)$ being the output of $A$ applied to training data $S$, we can quantify the expected generalization error, i.e., $\text{err}_{\text{gen}}(w_S)$. 
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Theorem 2 shows that the convergence rate of T-SGD is $O(\frac{1}{\sqrt{T}})$ which matches the rate of SGD, meaning that truncating a portion of the small gradient components will not affect the convergence rate.

Next we bound the generalization error of T-SGD based on uniform stability [Bousquet and Elisseeff, 2002, Hardt et al., 2016]. To establish the uniform stability of T-SGD, we consider two datasets $S$ and $S'$ that differ in at most one example. The goal is to bound $\sup_{z} \mathbb{E}[\ell(w_T; z) - \ell(w'_T; z)]$ where $w_T = A(S)$
With Theorem 1, we obtain the following generalization error bound for T-SGD.

**Algorithm 2** Gradient Truncation (GT)

```plaintext
1: Input: Gradient \( g = [g_1, \ldots, g_p] \in \mathbb{R}^d \), cut rate \( \varepsilon^2 \)
2: Sort the squares of gradient coordinates \( |g_1|^2, \ldots, |g_p|^2 \) by descending order: \( |g_1|^2 \geq \ldots \geq |g_p|^2 \).
3: \( g_{\text{CumSum}} = 0 \)
4: for \( i = 1, \ldots, p \) do
5:   if \( g_{\text{CumSum}} \geq (1 - \varepsilon^2)||g||^2 \) then
6:     Return \( ||g||^2 \) and Halt.
7: end if
8: \( g_{\text{CumSum}} = g_{\text{CumSum}} + |g_i|^2 \)
9: end for
```

and \( w_T' = A(S') \) are respectively the outputs of T-SGD with inputs \( S \) and \( S' \). Here the expectation is over the randomness of T-SGD and we omit the subscript T-SGD in the expectation \( \mathbb{E} \). Since the function is \( G \)-Lipschitz by Assumption 1, we have \( \sup_x \mathbb{E}||\nabla \ell (w_T); z - \nabla \ell (w_T'); z|| \leq \sup_x G \mathbb{E}||w_T - w_T'||. \)

Thus, the problem is reduced to bounding \( \mathbb{E}||w_T - w_T'||. \) We follow the gradient expansivity approach, first proposed by Hardt et al. [2016], to show that \( \mathbb{E}||w_{t+1} - w_{t+1}'|| \) can be bounded by \( \mathbb{E}||w_t - w_t'|| \) with additional terms for any \( t \leq T \), and applying the inequality recursively.

**Theorem 3** Under Assumptions 1 and 2, suppose that we run T-SGD for \( T \) iterations with batch size \( |B_t| = 1, \forall t \in [T], \varepsilon \leq O(\frac{1}{n}). \) Then,

1. T-SGD with step size \( \eta_t = O(\frac{1}{\sqrt{T}}) \), is \( O\left( \frac{G^2T}{n} \right) \)-uniformly stable.
2. T-SGD with step size \( \eta_t = \frac{c}{T} \) for any \( c > 0 \), is \( O\left( \frac{G^2T^{1-\frac{1}{T}}}{n} \right) \)-uniformly stable.

Theorem 3 shows the stability of T-SGD scales linearly with the number of iterations if one chooses step size \( \eta_t = O(1/\sqrt{T}) \) in order to match the step size for optimization as in Theorem 2. If one chooses a decaying step size as \( \eta_t = c/t \) for T-SGD for \( c > 0 \), the stability bound can be improved to \( O\left( G^2T^{1-1/Lc+1/n} \right) \). However, a decaying step size \( \eta_t = c/t \) will make T-SGD converges much slower, i.e., \( \mathbb{E}||\nabla \mathcal{L}_S(w_J)||^2 \leq O(LG^2/\log T) \) for \( \eta_t = O(1/t) \), illustrating a fundamental trade-off between optimization and stability [Chen et al., 2018].

With Theorem 1, we obtain the following generalization error bound for T-SGD.

**Corollary 1** Under Assumptions 1 and 2, suppose that we run T-SGD for \( T \) iterations with batch size \( |B_t| = 1, \forall t \in [T], \varepsilon \leq \min(1, \frac{c'}{n}) \) for any \( c' > 0 \). Then,

1. T-SGD with step size \( \eta_t = O(\frac{1}{\sqrt{T}}) \) has generalization error bound as
   \[
   \text{err}_{\text{gen}}(w_T) \leq O\left( \frac{G^2T}{n} \right).
   \]  
   \[
   (9)
   \]

2. T-SGD with step size \( \eta_t = \frac{c}{T} \) for any \( c > 0 \) has generalization error bound as
   \[
   \text{err}_{\text{gen}}(w_T) \leq O\left( \frac{G^2T^{1-\frac{1}{T}}}{n} \right). 
   \]
   \[
   (10)
   \]

The stability and generalization analysis works for general batch size and corresponding results can be found in the proofs of Theorem 3. The above bound holds for \( w_J \) that is uniformly sampled from \( \{w_1, w_2, \ldots, w_T\} \) as well.
We first present rate of convergence and then show that NT-SGD can escape from saddle points.

Algorithm 3 Noisy Truncated SGD

1: **Input**: Training set $S$, certain loss $\ell(\cdot)$, initial point $w_0$.
2: **Set**: Noise parameter $\sigma$, iteration time $T$, learning rate $\eta_t$, cut rate $\varepsilon^2$, $\beta \in [0, \frac{1}{2}]$.
3: for $t = 0, \ldots, T$ do
4:   $g(w_t, B_t) = \frac{1}{|B_t|} \sum_{i \in B_t} \nabla \ell(w_t, z_i)$, with $B_t$ uniformly sampled from $S$ with replacement.
5:   for $i = 1, \ldots, p$ do
6:     If $||g(w_t, B_t)||_i < \kappa_{\varepsilon, t}$, then $[\tilde{g}_t]_i = 0$, else $[\tilde{g}_t]_i = [g(w_t, B_t)]_i$.
7:   end for
8: Update parameter using sparse gradient $\tilde{g}_t$: $w_{t+1} = w_t - \eta_t \tilde{g}_t + \eta_t^{\frac{1}{2}+\beta} b_t$, where $b_t \sim \mathcal{N}(0, \sigma^2 I)$.
9: end for

5 Noisy Truncated SGD (NT-SGD)

In this section, we introduce a variant of T-SGD called Noisy truncated SGD (NT-SGD) by adding Gaussian noise in the truncated iterative update. Given the truncated gradient $\tilde{g}_t$ as in T-SGD, NT-SGD updates the iterates as follows, for $\beta \in [0, \frac{1}{2}]$,

$$w_{t+1} = w_t - \eta_t \tilde{g}_t + \eta_t^{\frac{1}{2}+\beta} b_t$$

Note that NT-SGD with $\beta = \frac{1}{4}$ captures differential private SGD type of algorithm [Bassily et al., 2019] and $\beta = 0$ captures the SGLD type algorithm [Mou et al., 2018, Welling and Teh, 2011] without truncating the gradient. The pseudo code of NT-SGD is given in Algorithm 3 which is obtained by replacing line 8 in Algorithm 1 with $w_{t+1} = w_t - \eta_t \tilde{g}_t + \eta_t^{\frac{1}{2}+\beta} b_t$, where $b_t \sim \mathcal{N}(0, \sigma^2 I)$.

5.1 Optimization

We first present rate of convergence and then show that NT-SGD can escape from saddle points.

**Theorem 4** Under Assumptions 1 and 2, for any $T > 0$, NT-SGD with $\eta_t = \eta = \frac{1}{\sqrt{T}}$, $\beta = \frac{1}{2}$ $\sigma^2 = \frac{R}{p}$ for any $R \geq 0$, $0 \leq \varepsilon \leq \min(1, \frac{\eta L}{2})$, we have

$$\mathbb{E}\|\nabla L_S(w_J)\|^2 \leq O\left(\frac{L(G^2 + R^2)}{\sqrt{T}}\right)$$

where $w_J$ is uniformly sampled from $\{w_1, w_2, \ldots, w_T\}$ produced by NT-SGD and the expectation is over the randomness of NT-SGD and the random draw of $w_J$.

Theorem 4 encapsulates the converges rate of T-SGD (when $\varepsilon^2 = 0$) and SGD (when $R = 0$).

Now we analyze NT-SGD in terms of its ability to escape from saddle points. We first review some basic definitions and assumptions. A first-order stationary point can be a local minimum, a local maximum, or even a saddle point [Jin et al., 2019]:

**Definition 2** For a differentiable function $f : \mathbb{R}^p \rightarrow \mathbb{R}$, a stationary point $x \in \mathbb{R}^p$ is a

- **local minimum**, if there exists $\delta > 0$ such that $f(x) \leq f(y)$ for any $y$ with $\|y - x\| \leq \delta$.
- **local maximum**, if there exists $\delta > 0$ such that $f(x) \geq f(y)$ for any $y$ with $\|y - x\| \leq \delta$. 
• **saddle point**, otherwise.

Since distinguishing saddle points from local minima for smooth functions is NP-hard in general [Anandkumar and Ge, 2016], following Jin et al. [2019], we focus on escaping from “strict saddle points”. Let \( \lambda_{\text{min}}(A) \) represent the smallest eigenvalue of a matrix \( A \). A “strict saddle point” is defined as follows:

**Definition 3** For a twice-differentiable function \( f, x \) is a strict saddle point if \( x \) is a stationary point and \( \lambda_{\text{min}}(\nabla^2 f(x)) < 0 \).

A strict saddle point has zero gradient so that gradient descent will be stuck, but there are directions along which the function can decrease. Let \( \nabla^2 \ell(w, z) \) be the Hessian of the loss \( \ell(w, z) \). We make the following assumption about the loss.

**Assumption 3** The twice-differentiable function \( \ell \) is \( \rho \)-Hessian Lipschitz, i.e., for any \( z \in \mathcal{Z}, \forall w_1, w_2 \in \mathbb{R}^p \),
\[
\| \nabla^2 \ell(w_1, z) - \nabla^2 \ell(w_2, z) \| \leq \rho \| w_1 - w_2 \|.
\]

We consider \( w_{t_0} \) for \( t_0 \geq 0 \) to be a strict saddle point with sharp negative curvature, i.e., \( \lambda_{\text{min}}(H(w_{t_0})) \leq -\sqrt{\rho \gamma} \) for a certain \( \gamma > 0 \), where \( H(w_{t_0}) = \nabla^2 \mathcal{L}_S(w_{t_0}) \). Inspired by the analysis in Daneshmand et al. [2018], Jin et al. [2019], in Theorem 5 we show that NT-SGD can provably escape saddle points.

**Theorem 5 (Escaping Saddle Points)** Under Assumptions 1, 2, and 3, let \( w_{t_0} \) be the strict saddle point such that \( \lambda_{\text{min}}(H(w_{t_0})) \leq -\sqrt{\rho \gamma} \). Running NT-SGD starting from \( w_{t_0} \) for
\[
\tau \geq \left( 24 + 4 \log \left( \frac{\sqrt{\gamma}/(2\sqrt{p} + G)}{G \max\{1, 10G/\gamma\}} + 4p \right) \right) / (\eta^2 \rho \gamma)
\]
iterations, with
\[
\eta = \min \left\{ \frac{1}{L}, \frac{\sqrt{7} \Lambda_{\tau}}{144 \sqrt{p} G}, \frac{\gamma \Lambda_{\tau}}{576 G L} \right\}, \quad \sigma^2 \geq \frac{576 G^2}{\Lambda_{\tau}} \cdot \max\{1, 10G/\gamma\},
\]
where \( \Lambda_{\tau} = \frac{\text{Tr}((I - \eta H(w_{t_0}))^{2\tau})}{\| (I - \eta H(w_{t_0}))^{2\tau} \|_2^2} \) is the stable rank\(^1\) of \((I - \eta H(w_{t_0}))^{2\tau}\), yields:
\[
\mathbb{E}[\mathcal{L}_S(w_{t_0 + \tau})] - \mathcal{L}_S(w_{t_0}) \leq -\frac{3\sqrt{\gamma} G}{2\sqrt{p}},
\]
where \( w_{t_0 + \tau} \) is the \( \tau \)-th iterate starting from \( w_{t_0} \), and the expectation is over the randomness of NT-SGD which includes the draw of the mini-batch and the noise.

Theorem 5 shows that running NT-SGD for \( \tau \) iterations from the saddle point \( w_{t_0} \) with suitable choice of step size \( \eta \) and noise variance \( \sigma^2 \) guarantees the loss to decrease in expectation. The dependence of \( \tau \) on \( \rho \gamma \) and \( \eta \), i.e., \( \tau \geq O(1/(\eta^2 \rho \gamma)) \) ignoring other factors, shows that the sharper the negative curvature and the larger the step size \( \eta \) is, the fewer the iterations needed to escape from a saddle point. Theorem 5 shows that \( \eta \) needs to be small and has a potential dimensional dependency, i.e., \( \eta \leq O(\Lambda_{\tau}/p) \). It is worth mentioning that our result improves \( \eta \) from \( O(1/p) \) [Jin et al., 2017] to \( O(\Lambda_{\tau}/p) \) with the stable rank \( \Lambda_{\tau} \in [1, p] \). If the saddle point \( w_{t_0} \) has significant negative curvatures in many directions, \( \Lambda_{\tau} \) is large implying a larger

\(^1\)Here, the stable rank of a positive-semi-definite matrix \( B \) means the ratio of the trace of \( B \) to the spectral norm of \( B \), i.e., \( \frac{\text{Tr}(B)}{\|B\|_2} \).

So \( \Lambda_{\tau} = \frac{\text{Tr}((I - \eta H(w_{t_0}))^{2\tau})}{\| (I - \eta H(w_{t_0}))^{2\tau} \|_2^2} \).
step size $\eta$, which results in a smaller $\tau$ implying fewer iterations needed to escape. Also, the required noise variance $\sigma^2$ can be improved from a constant to $O(1/\Lambda \tau)$. With large $\Lambda \tau$, less noise is needed in order to escape. Note that with the result on escaping saddle points, one can derive a bound on convergence to a second-order stationary point following approaches in Daneshmand et al. [2018], Jin et al. [2019].

5.2 Improved Generalization Bound

To establish the bound on stability, we leverage discretized Langevin dynamics and Fokker-Planck equations, which have been used in the existing analysis of SGLD [Mou et al., 2018, Raginsky et al., 2017]. Considering $T$ steps, we denote $w_1, \ldots, w_T$ as the sequence of parameters after applying NT-SGD to $S$ and denote $p_1, \ldots, p_T$ as the corresponding distributions over parameters. Let $S'$ be a neighboring dataset which differs from $S$ at a single sample, and $w'_1, \ldots, w'_T$ and $p'_1, \ldots, p'_T$ be the sequence of parameters and the corresponding distributions. Given two probability distributions with probability density functions of $p$ and $q$ respectively, let $D_H(p||q)$ denote the squared Hellinger distance between the density function $p$ and $q$:

$$D_H(p||q) \triangleq \frac{1}{2} \int_{\mathbb{R}^d} (\sqrt{p} - \sqrt{q})^2 d\mathbf{w}.$$  

Our analysis uses the following bound on uniform stability based on the Hellinger distance [Mou et al., 2018]:

**Proposition 1** Let $S, S'$ be two datasets of size $n$ differing in one sample point. Let $A$ be a randomized algorithm applied on $S$ and $S'$ to obtain distributions $p$ and $p'$ over the parameters. If $A$ is $\alpha$-uniformly stable as in Definition 1, assuming the loss function $\ell(w, z)$ is uniformly bounded by $C$, then we have $\alpha \leq 2C\sqrt{D_H(p||p')}$. 

Thus, our analysis focuses on bounding $D_H(p_T||p'_T)$. We first focus on bounding $D_H(p_t||p'_t)$ for $t \in [T]$. Note that $D_H(p_t||p'_t) = 0$ for $t = 0$. For $t > 0$, analyzing $D_H(p_t||p'_t)$ requires establishing discretized Fokker-Planck equations that measure the dynamics of $p_t$ and $p'_t$ within one step. Thus, we can show

**Lemma 1** For $\eta_t^{1-2\beta} \leq \frac{\sigma^2 \ln 4}{12(1-\epsilon)^2 \sigma^2}$ in NT-SGD, with Assumption 1, we have, for all $t \in [T]$,

$$D_H(p_{t+1}||p'_{t+1}) \leq D_H(p_t||p'_t) + \frac{16 (1 - \epsilon^2) G^2 \eta_t^{1-2\beta}}{\sigma^2 n^2}.$$  

(16)

Since $D_H(p_t||p'_t) = 0$ for $t = 0$, by induction, we have

$$D_H(p_T||p'_T) \leq \frac{16 (1 - \epsilon^2) G^2 \sum_{t=1}^T \eta_t^{1-2\beta}}{\sigma^2 n^2}.$$  

(17)

With Proposition 1, Theorem 1, and Lemma 1, we have the expected generalization error bound as follows:

**Theorem 6** Consider $T$ iterations of generalized NT-SGD with $\eta_t^{1-2\beta} \leq \frac{\sigma^2 \ln 4}{12(1-\epsilon)^2 \sigma^2}$, $\beta \in [0, \frac{1}{2}]$, $\sigma^2$ and $\epsilon \in [0, 1]$, $|B_t| = 1, \forall t \in [T]$. Suppose the loss function is uniformly bounded by $C$. Under Assumption 1, we have

$$\text{err}_{\text{gen}}(w_T) \leq O\left(CG \frac{1}{n\sigma} \sqrt{(1 - \epsilon^2) \sum_{t=1}^T \eta_t^{1-2\beta}} \right).$$  

(18)

The stability-based bound exhibits a $O(\frac{1}{n})$ rate of convergence, with the complexity factor mainly depends on the square root of the aggregated step sizes $\sum_{t=1}^T \eta_t^{1-2\beta}$, implying that a small step size leads to a small

---

2This condition suggests that step size $\eta_t$ needs to be bounded by a constant for $t \in [T]$.  
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generalization error. The bound also suggests that the larger cut rate $\varepsilon^2$ is, the more stable the algorithm becomes in terms of a constant factor. Such dependence is due to the fact that with a large $\varepsilon^2$, the majority of the gradient updates reduce to zeros, thus the difference between running NT-SGD on $S$ and $S'$ becomes small. In an extreme case, when $\varepsilon^2 = 1$, such difference reduces to zero as all gradient components are zeros. Besides, the generalization improves as noise variance $\sigma^2$ increases since the noise helps to smooth the divergence between running a randomized algorithm on neighboring datasets. We also note that the step size plays an important role in the generalization bound. Below, we give some examples with respect to the step size along with the choice of $\beta$.

**Corollary 2** Choose $\beta = 0$ for NT-SGD, under the conditions in Theorem 6,

1. If $\eta_t = O(1)$, then we have $\text{err}_\text{gen}(w_T) \leq O\left(\sqrt{\frac{(1-\varepsilon^2)T}{\sigma n}}\right)$;
2. If $\eta_t = O(1/\sqrt{T})$, then we have $\text{err}_\text{gen}(w_T) \leq O\left(\frac{\sqrt{(1-\varepsilon^2)T^{1/4}}}{\sigma n}\right)$;
3. If $\eta_t = O(1/t)$, then we have $\text{err}_\text{gen}(w_T) \leq O\left(\frac{\sqrt{(1-\varepsilon^2)\log T}}{\sigma n}\right)$.

The above results show that as the step size decreases, the stability and generalization error bound improves. As discussed in Chen et al. [2018], there is a trade-off between convergence and stability controlled by the step size; one needs to balance the optimization error and stability by choosing a suitable step size. The bound applies to NT-SGD when $\beta = 1/2$, with a generalization bound of $O\left(\frac{\sqrt{T}}{n}\right)$.

Compared to T-SGD that has $O(T/n)$ generalization error with $\eta_t = O(1/\sqrt{T})$, which only exploits randomness from choosing mini-batch to derive the stability analysis of T-SGD without considering injecting Gaussian noise. NT-SGD improves generalization bound to $O(T^{1/4}/n)$ with $\beta = 0$.

We discuss a few additional properties of the above results. First, Theorem 6 only requires the assumptions on bounded gradient and loss function, i.e., $\ell$ is Lipschitz and bounded. Thus, our bound in Theorem 6 applies to both convex and non-convex functions. Second, the above results hold for non-smooth loss functions as well. In contrast, the stability analysis of T-SGD requires the loss function to be smooth, i.e., Assumption 2.

### 6 Experimental Results

In this section, we conduct a series of experiments to investigate the performance of T-SGD and NT-SGD, and address the following question: under various cut rates $\varepsilon^2$ and noise levels $\sigma$, how does NT-SGD perform in terms of both optimization and generalization? We also investigate how does the injected noise help NT-SGD escape from poor local minima.

**Experimental setup.** We consider several deep learning scenarios: VGG-5 ($p = 3, 646, 154$) from the family of Visual Geometry Group network Simonyan and Zisserman [2015] trained on MNIST [LeCun et al., 1998] and Fashion-MNIST [Xiao et al., 2017], and ResNet-18 ($p = 11, 173, 962$) from the family of residual neural network [He et al., 2016] trained on CIFAR-10 [Krizhevsky, 2009] and CIFAR-100 [Krizhevsky, 2009]. Vanilla SGD and noisy SGD\(^4\) are considered as baseline methods. We use constant learning rate $\eta = 0.1$ and batch size 100 for all datasets, and minimize cross-entropy loss for a fixed number of epochs. We have not included dropout, batch normalization and other common regularization used in deep learning since the focus of experiments is to compare the performance of NT-SGD with baselines. All experiments have been run on

\(^3\)Since a saddle point is hard to construct for complicated deep learning models, we follow the experimental design in Zhu et al. [2019] to show that NT-SGD can escape poor local minima.

\(^4\)For noisy SGD, we use the following gradient update: $w_{t+1} = w_t - \eta_t (g_t + b_t)$, where $b_t \sim \mathcal{N}(0, \sigma^2I)$. 

---
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NVIDIA Tesla K40m GPUs, and we repeat each experiment 5 times and report the mean of training and test accuracy.

**Convergence and generalization.** Figures 2 and 3 show the training dynamic of NT-SGD under a fixed noise level $\sigma$ and under a fixed cut rate $\epsilon^2$ respectively. The joint selection of $\epsilon^2$ and $\sigma$ controls the optimization and generalization behavior of NT-SGD. With suitable selected $\epsilon^2$ and $\sigma$, i.e., $\epsilon^2 \leq 50\%$, NT-SGD matches the training dynamics exhibited by vanilla SGD and finds minima that generalize as well as vanilla SGD. Such observations verify our claim in Theorem 4 that NT-SGD can achieve the same rate of convergence as vanilla SGD. However, an extremely large $\epsilon^2$ can damage the performance as too many gradient components have been truncated, e.g., in Figure 3, NT-SGD with $\epsilon^2 = 90\%$ (the corresponding gradient sparsity $^{5} \geq 95\%$) has low test accuracy. Additional results on other choices of noise level $\sigma$ and cut rate $\epsilon^2$ can be found in Appendix A.

The influence of the cut rate $\epsilon^2$ on the behaviors of NT-SGD (Figure 3) is two-fold: on one hand, large $\epsilon^2$ makes NT-SGD more stable thus improves the generalization. This is due to the fact that, during training, $\epsilon^2$ directly determines the actual cutting threshold $\kappa_{\epsilon,t}$, thus also directly determines the gradient sparsity. As shown in Figure 4, the sparsity in gradients increases as we increase $\epsilon^2$. NT-SGD with $\epsilon^2 \leq 50\%$ can drop more than $90\%$ of gradient components to zeros and only suffers a minor performance degradation (Table 1).

---

$^{5}$Gradient sparsity (%) is the ratio of the number of coordinates been truncated to the full gradient dimension.
(a) MNIST, $\varepsilon^2 = 10\%$

(b) Fashion, $\varepsilon^2 = 10\%$

(c) CIFAR10, $\varepsilon^2 = 10\%$

(d) CIFAR100, $\varepsilon^2 = 10\%$

Figure 3: Training dynamics of NT-SGD at a fixed cut rate $\varepsilon^2$. Legends indicate the choice of $\sigma^2$, and the numbers in brackets are the test accuracy at convergence. NT-SGD with moderate injected noise matches the performance of vanilla SGD. However, NT-SGD can suffer if we add too much noise.

On the other hand, gradient truncation slows down the optimization (Figure 2), since it introduces bias in the gradient.

Noise variance $\sigma^2$ also plays an important role when studying the behavior of NT-SGD. In general, a large $\sigma$ increases the optimization error (See (12)), helps NT-SGD escape from saddle points (Theorem 5), and also decreases the generalization error (Eq. (18)). A large $\sigma$ may negatively affect the generalization, hence the performance of NT-SGD with $\sigma = 0.1$ (the red line in Figure 3 (a)) suffers from a 5% performance drop in the final test accuracy.

Escaping from sharp minima. We follow the experimental design in Zhu et al. [2019], providing an empirical example to demonstrate that NT-SGD can escape from sharp minima effectively. We initialize NT-SGD from the sharp minimum $\theta^*_{GD}$ found by Gradient Descent (GD), use a constant cutting threshold $\kappa = 10^{-3}$, and compare the escaping behavior of NT-SGD at 4 different levels of noise $\sigma \in \{0.0, 10^{-3}, 10^{-4}, 10^{-5}\}$. Figure 5 shows NT-SGD successfully escapes from $\theta^*_{GD}$, and the higher $\sigma$ is, the fewer epochs NT-SGD needs to escape from poor local minima. For example, T-SGD with no additional noise $\sigma = 0$ (orange line) takes the longest epochs ($\approx 300$) to escape from $\theta^*_{GD}$, and increasing $\sigma$ from $10^{-5}$ to $10^{-3}$ reduces the number of epochs for NT-SGD to escape from $\theta^*_{GD}$ (see zoomed-in view in Figure 5). NT-SGD find minima that generalize better than the one found by GD, with approximately 2% higher test accuracy (see the number provided within the parentheses in the legend). Such observations demonstrate that injecting a small amount
Figure 4: Gradient sparsity (orange) and the corresponding test accuracy in percentage (blue) versus cut rate $\varepsilon^2$ at a fixed noise level $\sigma$ for VGG-5 ($p = 3, 646, 154$) ((a)-(b)) and ResNet-18 ($p = 11, 173, 962$) ((c)-(d)). Solid lines represent the mean values of gradient sparsity averaged over training epochs of 5 independent runs and shaded bands indicate the 95% confidence intervals. For a moderate cut rate, i.e., $\varepsilon^2 \leq 50\%$, we can drop more than 90% of coordinates without significantly degrading the test accuracy.

of noise can help NT-SGD effectively escape from saddle points, and the more noise we add, the faster it escapes.

7 Conclusions

In this paper, we analyze Truncated SGD (T-SGD), a sparse gradient algorithm that reduces small gradient components to zeros, and propose Noisy Truncated SGD (NT-SGD), a perturbed version of T-SGD that adds Gaussian noise to all components after gradient truncation. We establish the optimization rate of convergence for both T-SGD and NT-SGD, and prove that NT-SGD is capable of escaping from saddle points with the help of a small amount of injected Gaussian noise. We also derive generalization error bounds of T-SGD and NT-SGD based on uniform stability. We demonstrate that NT-SGD achieves better generalization error bound compared to T-SGD with considerably improved stability due to the noise. Empirical evidence demonstrates that both T-SGD and NT-SGD matches the speed and accuracy of vanilla SGD, and NT-SGD can successfully escape sharp minima, which support our theoretical analysis.
Table 1: Gradient sparsity (%) and test accuracy (%) of NT-SGD for different cut rates $\varepsilon^2$. With over 70% of gradient components being dropped to zeros, T-SGD and NT-SGD achieve similar or even slightly better test accuracy compared with vanilla SGD.

| Data       | Vanilla SGD | T-SGD $\varepsilon^2 = 10\%$ | NT-SGD $\varepsilon^2 = 10\%$ | T-SGD $\varepsilon^2 = 20\%$ | NT-SGD $\varepsilon^2 = 20\%$ |
|------------|-------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
|            | Test Acc.   | Gradient Sparsity | Test Acc.   | Gradient Sparsity | Test Acc.   | Gradient Sparsity | Test Acc.   | Gradient Sparsity | Test Acc.   | Gradient Sparsity |
| MNIST      | 99.41       | 76.60                  | 99.44       | 76.66              | 99.39       | 96.77              | 99.34       | 96.72              | 99.37       | 96.29              |
| Fashion-MNIST | 93.82       | 73.67                  | 93.68       | 75.52              | 92.34       | 83.39              | 92.34       | 85.18              | 93.29       | 91.52              |
| CIFAR-10   | 72.11       | 71.11                  | 72.24       | 71.27              | 72.34       | 83.37              | 71.72       | 83.22              | 72.07       |                  |
| CIFAR-100  | 72.11       | 71.11                  | 72.24       | 71.27              | 72.34       | 83.37              | 71.72       | 83.22              | 72.07       |                  |

Figure 5: Dynamics of NT-SGD initialized at $\theta^*_{GD}$ found by GD, for ResNet-18 on a small subset of CIFAR-10 dataset ($n = 1,000$). Injecting a small amount of noise can help NT-SGD effectively escape from the sharp minimum $\theta^*_{GD}$, and the more noise we add, the faster NT-SGD escapes. T-SGD with no injected noise is the last to escape (the orange peak around epoch 300). The final test accuracy of new minima found by NT-SGD improves up to $2\%$.

Acknowledgment

The research was supported by NSF grants IIS-1908104, OAC-1934634, IIS-1563950, IIS-1447566, IIS-1447574, IIS-1422557, CCF-1451986. The authors would like to thank Minnesota Supercomputing Institute (MSI) at the University of Minnesota for providing the computing support.

References

A. F. Aji and K. Heafield. Sparse communication for distributed gradient descent. *Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing*, 2017.

D. Alistarh, D. Grubic, J. Li, R. Tomioka, and M. Vojnovic. Qsgd: Communication-efficient sgd via gradient quantization and encoding. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, *Advances in Neural Information Processing Systems 30*, pages 1709–1720. Curran Associates, Inc., 2017.

D. Alistarh, T. Hoeffler, M. Johansson, N. Konstantinov, S. Kfirirat, and C. Renggli. The convergence of
sparsified gradient methods. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors, Advances in Neural Information Processing Systems 31, pages 5973–5983. 2018.

A. Anandkumar and R. Ge. Efficient approaches for escaping higher order saddle points in non-convex optimization. In V. Feldman, A. Rakhlin, and O. Shamir, editors, 29th Annual Conference on Learning Theory, volume 49 of Proceedings of Machine Learning Research, pages 81–102, Columbia University, New York, New York, USA, 23–26 Jun 2016. PMLR.

R. Bassily, A. Smith, and A. Thakurta. Private empirical risk minimization: Efficient algorithms and tight error bounds. In 2014 IEEE 55th Annual Symposium on Foundations of Computer Science, pages 464–473. IEEE, 2014.

R. Bassily, V. Feldman, K. Talwar, and A. G. Thakurta. Private stochastic convex optimization with optimal rates. In Advances in Neural Information Processing Systems, pages 11282–11291, 2019.

J. Bernstein, Y.-X. Wang, K. Azizzadenesheli, and A. Anandkumar. signSGD: Compressed optimisation for non-convex problems. volume 80 of Proceedings of Machine Learning Research, pages 560–569, Stockholmsmässan, Stockholm Sweden, 10–15 Jul 2018. PMLR.

O. Bousquet and A. Elisseeff. Stability and generalization. Journal of Machine Learning Research, 2:499–526, 2002.

S. Bubeck. Convex optimization: Algorithms and complexity. Foundations and Trends® in Machine Learning, 8(3-4):231–357, 2015.

Y. Chen, C. Jin, and B. Yu. Stability and convergence trade-off of iterative optimization algorithms. arXiv preprint arXiv:1804.01619, 2018.

H. Daneshmand, J. Kohler, A. Lucchi, and T. Hofmann. Escaping saddles with stochastic gradients. In International Conference on Machine Learning, pages 1155–1164, 2018.

C. De Sa, M. Feldman, C. Ré, and K. Olukotun. Understanding and optimizing asynchronous low-precision stochastic gradient descent. In 2017 ACM/IEEE 44th Annual International Symposium on Computer Architecture (ISCA), pages 561–574, 2017.

L. Devroye and T. Wagner. Distribution-free inequalities for the deleted and holdout error estimates. IEEE Transactions on Information Theory, 25(2):202–207, 1979.

S. S. Du, C. Jin, J. D. Lee, M. I. Jordan, A. Singh, and B. Poczos. Gradient descent can take exponential time to escape saddle points. In Advances in neural information processing systems, pages 1067–1077, 2017.

J. Duchi, E. Hazan, and Y. Singer. Adaptive subgradient methods for online learning and stochastic optimization. Journal of machine learning research, 12(7), 2011.

S. Dutta. An overview on the evolution and adoption of deep learning applications used in the industry. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, 8(4):e1257, 2018.

D. J. Foster, A. Sekhari, and K. Sridharan. Uniform convergence of gradients for non-convex learning and optimization. In Advances in Neural Information Processing Systems, pages 8745–8756, 2018.
F. Haddadpour, M. M. Kamani, M. Mahdavi, and V. Cadambe. Trading redundancy for communication: Speeding up distributed sgd for non-convex optimization. In *International Conference on Machine Learning*, pages 2545–2554, 2019.

N. Haghtalab, T. Roughgarden, and A. Shetty. Smoothed analysis of online and differentially private learning. *Advances in Neural Information Processing Systems*, 2020.

M. Hardt, B. Recht, and Y. Singer. Train faster, generalize better: Stability of stochastic gradient descent. In *International Conference on Machine Learning*, pages 1225–1234, 2016.

K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 770–778, 2016.

P. Jiang and G. Agrawal. A linear speedup analysis of distributed deep learning with sparse and quantized communication. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors, *Advances in Neural Information Processing Systems 31*, pages 2525–2536. Curran Associates, Inc., 2018.

C. Jin, R. Ge, P. Netrapalli, S. M. Kakade, and M. I. Jordan. How to escape saddle points efficiently. In *International Conference on Machine Learning*, pages 1724–1732, 2017.

C. Jin, P. Netrapalli, and M. I. Jordan. Accelerated gradient descent escapes saddle points faster than gradient descent. In *Conference On Learning Theory*, pages 1042–1085. PMLR, 2018.

C. Jin, P. Netrapalli, R. Ge, S. M. Kakade, and M. I. Jordan. On nonconvex optimization for machine learning: Gradients, stochasticity, and saddle points. *arXiv preprint arXiv:1902.04811*, 2019.

S. P. Karimireddy, Q. Rebjock, S. Stich, and M. Jaggi. Error feedback fixes signsgd and other gradient compression schemes. In *International Conference on Machine Learning*, pages 3252–3261, 2019.

M. Kearns and D. Ron. Algorithmic stability and sanity-check bounds for leave-one-out cross-validation. In *Proceedings of the Tenth Annual Conference on Computational Learning Theory*, COLT ’97, page 152–162, New York, NY, USA, 1997. Association for Computing Machinery. ISBN 0897918916. doi: 10.1145/267460.267491. URL https://doi.org/10.1145/267460.267491.

D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

A. Krizhevsky. Learning Multiple Layers of Features from Tiny Images. Technical Report Vol. 1. No. 4., University of Toronto, 2009.

Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to document recognition. *Proceedings of the IEEE*, 86(11):2278–2324, 1998.

Y. LeCun, Y. Bengio, and G. Hinton. Deep learning. *nature*, 521(7553):436–444, 2015.

J. Li, X. Luo, and M. Qiao. On generalization error bounds of noisy gradient methods for non-convex learning. In *International Conference on Learning Representations*, 2019.

S. Mei, Y. Bai, and A. Montanari. The landscape of empirical risk for non-convex losses. *arXiv preprint arXiv:1607.06534*, 2016.

M. R. Minar and J. Naher. Recent advances in deep learning: An overview. *arXiv:1807.08169*, 2018.
W. Mou, L. Wang, X. Zhai, and K. Zheng. Generalization bounds of sgld for non-convex learning: Two theoretical viewpoints. In Conference on Learning Theory, pages 605–638, 2018.

M. Raginsky, A. Rakhlin, and M. Telgarsky. Non-convex learning via stochastic gradient langevin dynamics: a nonasymptotic analysis. In Conference on Learning Theory, pages 1674–1703, 2017.

S. Reddi, M. Zaheer, D. Sachan, S. Kale, and S. Kumar. Adaptive methods for nonconvex optimization. In Proceeding of 32nd Conference on Neural Information Processing Systems (NIPS 2018), 2018.

C. Renggli, S. Ashkboos, M. Aghagolzadeh, D. Alistarh, and T. Hoefler. Sparcml: High-performance sparse communication for machine learning, 2018.

W. H. Rogers and T. J. Wagner. A finite sample distribution-free performance bound for local discrimination rules. The Annals of Statistics, pages 506–514, 1978.

C. D. Sa, M. Leszczynski, J. Zhang, A. Marzoev, C. R. Aberger, K. Olukotun, and C. Ré. High-accuracy low-precision training, 2018.

S. Shalev-Shwartz and S. Ben-David. Understanding machine learning: From theory to algorithms. Cambridge university press, 2014.

S. Shalev-Shwartz, O. Shamir, N. Srebro, and K. Sridharan. Learnability, stability and uniform convergence. The Journal of Machine Learning Research, 11:2635–2670, 2010.

K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. In Y. Bengio and Y. LeCun, editors, 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, 2015.

V. Sivakumar, S. Wu, and A. Banerjee. Structured linear contextual bandits: A sharp and geometric smoothed analysis. In International Conference on Machine Learning, pages 9026–9035. PMLR, 2020.

S. U. Stich, J.-B. Cordonnier, and M. Jaggi. Sparsified sgd with memory. In Proceedings of the 32nd International Conference on Neural Information Processing Systems, NIPS’18, page 4452–4463, Red Hook, NY, USA, 2018. Curran Associates Inc.

D. Wang and J. Xu. Differentially private empirical risk minimization with smooth non-convex loss functions: A non-stationary view. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33, pages 1182–1189, 2019.

J. Wangni, J. Wang, J. Liu, and T. Zhang. Gradient sparsification for communication-efficient distributed optimization. In Advances in Neural Information Processing Systems, pages 1299–1309, 2018.

M. Welling and Y. W. Teh. Bayesian learning via stochastic gradient langevin dynamics. In Proceedings of the 28th international conference on machine learning (ICML-11), pages 681–688, 2011.

W. Wen, C. Xu, F. Yan, C. Wu, Y. Wang, Y. Chen, and H. Li. Terngrad: Ternary gradients to reduce communication in distributed deep learning. In Advances in neural information processing systems, pages 1509–1519, 2017.

H. Xiao, K. Rasul, and R. Vollgraf. Fashion-mnist: a novel image dataset for benchmarking machine learning algorithms, 2017.
G. Yang, T. Zhang, P. Kirichenko, J. Bai, A. G. Wilson, and C. De Sa. Swalp: Stochastic weight averaging in low-precision training. *36th International Conference on Machine Learning (ICML)*, 2019.

H. Zhang, I. Mironov, and M. Hejazinia. Wide network learning with differential privacy. *arXiv preprint arXiv:2103.01294*, 2021.

Y. Zhou, Z. S. Wu, and A. Banerjee. Bypassing the ambient dimension: Private sgd with gradient subspace identification. In *The Ninth International Conference on Learning Representations (ICLR)*, 2021.

Z. Zhu, J. Wu, B. Yu, L. Wu, and J. Ma. The anisotropic noise in stochastic gradient descent: Its behavior of escaping from sharp minima and regularization effects. In *ICML*, pages 7654–7663, 2019.
A Additional Experimental Results

In this section, we first describe the datasets. Then, we present additional experimental results discussed in Section 6.

**MNIST dataset:** 60,000 black and white training images, including handwritten digits 0 to 9. We use a subset of MNIST with \( n = 10,000 \) data points where 1,000 samples from each class are randomly selected. Each image of size \( 28 \times 28 \) is first re-scaled into \([0,1]\) by dividing each pixel value by 255, then z-scored by subtracting the mean and dividing the standard deviation of the training set.

**Fashion-MNIST dataset:** 60,000 gray-scale training images and 10,000 test images, including 10 clothing categories such as shirts, dresses, sandals, etc. Each image of size \( 28 \times 28 \) is first re-scaled into \([0,1]\) by dividing each pixel value by 255, then z-scored by subtracting the mean and dividing the standard deviation of the training set.

**CIFAR-10 dataset:** 60,000 color images consisting of 10 categories, e.g., airplane, cat, dog etc. The training set includes 50,000 images while the test set contains the rest 10,000 images. Each image of size \( 32 \times 32 \) has 3 color channels. We first re-scale each image into \([0,1]\) by dividing each pixel value by 255, then each image is normalized by subtracting the mean and dividing the standard deviation of the training set for each color channel. We also use RandomCrop and RandomHorizontalFlip for data augmentation.

**CIFAR-100 dataset:** 60,000 color images consisting of 100 categories, e.g., airplane, cat, dog etc. The training set includes 50,000 images while the test set contains 10,000 images. Each image of size \( 32 \times 32 \) has 3 color channels. We first re-scale each image into \([0,1]\) by dividing each pixel value by 255, then each image is normalized by subtracting the mean and dividing the standard deviation of the training set for each color channel. We also use RandomCrop and RandomHorizontalFlip for data augmentation.

**Additional results.** Figure 6 presents the training and test dynamics of NT-SGD and Vanilla SGD under different cut rates \( \varepsilon^2 \) with a fixed noise variance \( \sigma \) for MNIST ((a)-(b)), Fashion-MNIST ((c)-(d)), CIFAR-10 ((e)-(f)), and CIFAR-100 ((g)-(h)). The range of different \( \varepsilon^2 \) we considering is \( \varepsilon^2 \in \{1\%, 5\%, 10\%, 50\%, 90\%\} \). When \( \sigma \) is small, i.e., \( \sigma = 10^{-4} \) or \( 10^{-5} \) (Figure 6 (b), (d), (f), and (h)), NT-SGD with an appropriate cut rate, i.e., \( \varepsilon^2 \leq 50\% \) performs similarly to Vanilla SGD. However, for a very large \( \sigma \), i.e., \( \sigma = 0.1 \) (Figure 6 (a) and (c)) or \( \sigma = 0.01 \) (Figure 6 (e) and (g)), there is a performance degradation for various \( \varepsilon^2 \). This observation is consistent with the theoretical bound in Theorem 4 that the error rate increases as the total noise variance \( R = p\sigma^2 \) increases.

Figure 7 presents the training and test dynamics of NT-SGD and Vanilla SGD under different noise variance \( \sigma \) with a fixed cut rate \( \varepsilon^2 \). In particular, we show results for \( \varepsilon^2 \in \{1\%, 5\%, 50\%, 90\%\} \). The range of \( \sigma \) we considering is \( \sigma \in \{10^{-1}, 10^{-3}, 10^{-5}, 0\} \) for MNIST and Fashion-MNIST, \( \sigma \in \{10^{-4}, 10^{-5}, 10^{-6}, 0\} \) for CIFAR-10, and \( \sigma \in \{10^{-2}, 10^{-3}, 10^{-5}, 0\} \) for CIFAR-100. The results shows that NT-SGD with small amount of noise can match the performance of SGD. However, NT-SGD may generalize poorly with large injected noise, e.g., \( \sigma = 0.1 \) in Figure 7 (a)-(d).
Table 2: Gradient sparsity (%) and test accuracy (%) of NT-SGD for selected $\varepsilon^2$. With over 70% (sometimes even more than 90%, see numbers in bold) of gradient components been dropped to zeros, T-SGD and NT-SGD achieve similar or even slightly better test accuracy compared with vanilla SGD.

| Data          | Vanilla SGD | T-SGD $\varepsilon^2 = 10\%$ | NT-SGD $\varepsilon^2 = 10\%$ | T-SGD $\varepsilon^2 = 20\%$ | NT-SGD $\varepsilon^2 = 20\%$ |
|---------------|-------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
|               | Test Acc.   | Gradient Sparsity             | Test Acc.                     | Gradient Sparsity             | Test Acc.                     |
| MNIST         | 99.41(0.04) | 76.60(0.29)                   | 99.44(0.05)                   | 76.66(0.43)                   | 99.39(0.09)                   | 96.77(0.05)                   | 99.34(0.13)                   | 96.72(0.10)                   | 99.37(0.08)                   |
| Fashion-MNIST | 93.82(0.15) | 73.67(0.83)                   | 93.68(0.10)                   | 75.52(0.20)                   | 93.02(0.27)                   | 83.39(0.15)                   | 93.80(0.09)                   | 85.18(0.25)                   | 93.29(0.12)                   |
| CIFAR-10      | 92.82(0.14) | 86.10(0.70)                   | 92.75(0.33)                   | 85.68(0.69)                   | 92.83(0.28)                   | 91.96(0.33)                   | 92.34(0.46)                   | 91.52(0.37)                   | 92.73(0.21)                   |
| CIFAR-100     | 72.11(0.26) | 71.11(0.20)                   | 72.24(0.24)                   | 71.27(0.16)                   | 71.96(0.40)                   | 83.37(0.15)                   | 71.72(0.22)                   | 83.22(0.06)                   | 72.07(0.14)                   |

| Data          | Vanilla SGD | T-SGD $\varepsilon^2 = 50\%$ | NT-SGD $\varepsilon^2 = 50\%$ | T-SGD $\varepsilon^2 = 90\%$ | NT-SGD $\varepsilon^2 = 90\%$ |
|---------------|-------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
|               | Test Acc.   | Gradient Sparsity             | Test Acc.                     | Gradient Sparsity             | Test Acc.                     |
| MNIST         | 99.41(0.04) | 96.77(0.05)                   | 99.34(0.13)                   | 96.87(0.08)                   | 99.37(0.08)                   | 99.88(0.01)                   | 99.23(0.04)                   | 99.88(0.01)                   | 99.24(0.08)                   |
| Fashion-MNIST | 93.82(0.15) | 95.62(0.08)                   | 93.32(0.27)                   | 95.72(0.04)                   | 93.40(0.26)                   | 99.99(0.00)                   | 62.34(7.81)                   | 99.99(0.00)                   | 81.58(3.44)                   |
| CIFAR-10      | 92.82(0.14) | 97.90(0.12)                   | 90.58(0.69)                   | 97.86(0.13)                   | 91.01(0.27)                   | 97.90(0.12)                   | 90.58(0.69)                   | 97.86(0.13)                   | 91.01(0.27)                   |
| CIFAR-100     | 72.11(0.26) | 97.16(0.03)                   | 65.23(0.31)                   | 97.14(0.05)                   | 64.96(0.38)                   | 99.76(0.03)                   | 53.96(1.52)                   | 99.75(0.00)                   | 54.37(1.18)                   |
Figure 6: Training and test dynamics of NT-SGD and Vanilla SGD (black line) as we vary cut rates \( \varepsilon^2 \) at fixed noise level for MNIST ((a)-(b)), Fashion-MNIST ((c)-(d)), CIFAR-10 ((e)-(f)), and CIFAR-100 ((g)-(h)). The X-axis is the number of epochs, and the Y-axis is the train/test accuracy. Legends indicate the choice of \( \varepsilon^2 \) and the number within the parentheses represents the corresponding test accuracy at last epoch. The inset plot provides a zoom-in view of what happened at “elbow”. With suitable selected \( \varepsilon^2 \) and \( \sigma \), i.e., \( \varepsilon^2 \leq 50\% \), NT-SGD shows comparable performance to vanilla SGD and finds minima that generalize as well as vanilla SGD. However, in the extreme case, the large injected noise (\( \sigma = 0.1 \)) causes NT-SGD to settle down at different local minima, depending on the selection of cut rate \( \varepsilon^2 \). In general, appropriate cut rate, i.e., \( \varepsilon^2 \leq 50\% \), generalizes well while the extreme high value of \( \varepsilon^2 = 90\% \) harms the generalization.
(a) VGG-5, MNIST, $\varepsilon^2 = 1\%$

(b) VGG-5, MNIST, $\varepsilon^2 = 5\%$

(c) VGG-5, MNIST, $\varepsilon^2 = 50\%$

(d) VGG-5, MNIST, $\varepsilon^2 = 90\%$

(e) VGG-5, Fashion-MNIST, $\varepsilon^2 = 1\%$

(f) VGG-5, Fashion-MNIST, $\varepsilon^2 = 5\%$

(g) VGG-5, Fashion-MNIST, $\varepsilon^2 = 50\%$

(h) VGG-5, Fashion-MNIST, $\varepsilon^2 = 90\%$
Figure 7: Training and test dynamics of T-SGD ($\sigma = 0$), NT-SGD, and Vanilla SGD (black line) with different noise levels $\sigma$ for MNIST ((a)-(d)), Fashion-MNIST ((e)-(h)), CIFAR-10 ((i)-(l)), and CIFAR-100 ((m)-(p)) with $\epsilon^2 \in \{1\%, 5\%, 50\%, 90\%\}$. The X-axis is the number of epochs, and the Y-axis is the train(test) accuracy. Legends indicate the choice of $\sigma$ and the number within the parentheses represents the corresponding test accuracy at last epoch. The inset plot provides a zoom-in view of what happened at “elbow”. Both T-SGD and NT-SGD with small amount of noise can match the performance of SGD. However, T-SGD and NT-SGD may generalize poorly with large injected noise, e.g., $\sigma = 0.1$. 

(i) ResNet-18, CIFAR-10, $\epsilon^2 = 1\%$

(j) ResNet-18, CIFAR-10, $\epsilon^2 = 5\%$

(k) ResNet-18, CIFAR-10, $\epsilon^2 = 20\%$

(l) ResNet-18, CIFAR-10, $\epsilon^2 = 90\%$

(m) ResNet-18, CIFAR-100, $\epsilon^2 = 1\%$

(n) ResNet-18, CIFAR-100, $\epsilon^2 = 5\%$

(o) ResNet-18, CIFAR-100, $\epsilon^2 = 50\%$

(p) ResNet-18, CIFAR-100, $\epsilon^2 = 90\%$
B Proofs for Section 4

Theorem 2 Under Assumptions 1 and 2, for any \( T > 0 \), T-SGD with \( \eta_t = \eta = O(\frac{1}{\sqrt{T}}) \) for any \( 0 \leq \varepsilon \leq \min(1, \frac{L}{2\sqrt{T}}) \), we have

\[
\mathbb{E}[\|\nabla L_S(w_T)\|^2] \leq O\left(\frac{L^2G^2}{\sqrt{T}}\right)
\]

(8)

where \( w_j \) is uniformly sampled from \( \{w_1, w_2, \ldots, w_T\} \) produced by T-SGD and the expectation is over the randomness of T-SGD and the random draw of \( w_j \).

Proof: At every iterate \( t \), since \( B_t \) is uniformly sampled from \( S \), the mini-batch gradient is an unbiased estimate of the empirical gradient, i.e., \( \mathbb{E}[g(w_t, B_t)] = \nabla L_S(w_t) \). Note that \( \kappa_{\varepsilon,t} \) is dynamically changed over \( t \) and the value of which is decided by \( \varepsilon^2 \) to satisfy \( \|g_t\|^2 = (1 - \varepsilon^2)\|g(w_t, B_t)\|^2 \). We have for \( i = 1, \ldots, p, \)

\[
[g_t]_i = \begin{cases} 
[g(w_t, B_t)]_i, & \text{if } \|g(w_t, B_t)\|_i \geq \kappa_{\varepsilon,t} \\
0, & \text{if } \|g(w_t, B_t)\| < \kappa_{\varepsilon,t} 
\end{cases}
\]

To present the analysis, we decompose \( g(w_t, B_t) \) as

\[
g(w_t, B_t) = \tilde{g}_t + \nu_t,
\]

where

\[
[\nu_t]_i = \begin{cases} 
0, & \text{if } \|g(w_t, B_t)\|_i \geq \kappa_{\varepsilon,t} \\
[g(w_t, B_t)]_i, & \text{if } \|g(w_t, B_t)\| < \kappa_{\varepsilon,t} 
\end{cases}
\]

Then we have \( \|\nu_t\|^2 = \varepsilon^2\|g(w_t, B_t)\|^2 \). Recall the update at iterate \( t \) is

\[w_{t+1} = w_t - \eta_t \tilde{g}_t.\]

By the smoothness \(^6\) of \( L_S(w) \), conditioned on iterate \( t \), we have

\[
\mathbb{E}[L_S(w_{t+1})] \leq L_S(w_t) + \mathbb{E}[(\nabla L_S(w_t), w_{t+1} - w_t)] + \frac{L}{2} \mathbb{E}[\|w_{t+1} - w_t\|^2]
\]

\[
= L_S(w_t) - \eta_t \mathbb{E}[(\nabla L_S(w_t), \tilde{g}_t)] + \frac{Ln_t^2}{2} \mathbb{E}[\|\tilde{g}_t\|^2]
\]

\[
\overset{(a)}{\leq} L_S(w_t) - \eta_t \|\nabla L_S(w_t)\|_2^2 + \eta_t \|\nabla L_S(w_t)\| \|\nu_t\|_2^2 + \frac{Ln_t^2}{2} (1 - \varepsilon^2)G^2
\]

\[
\overset{(b)}{\leq} L_S(w_t) - \eta_t \|\nabla L_S(w_t)\|_2^2 + \eta_t \varepsilon^2 \|\nabla L_S(w_t)\|_2^2 + \frac{Ln_t^2}{2} (1 - \varepsilon^2)G^2
\]

\[
\overset{(c)}{\leq} L_S(w_t) - \eta_t \|\nabla L_S(w_t)\|_2^2 + \eta_t \varepsilon^2 \|\nabla L_S(w_t)\|_2^2 + \frac{Ln_t^2}{2} (1 - \varepsilon^2)G^2
\]

\[
\overset{(d)}{\leq} L_S(w_t) - \eta_t \|\nabla L_S(w_t)\|_2^2 + \frac{Ln_t^2}{2} (2 - \varepsilon^2)G^2,
\]

where (a) is true because \( b_t \) is independent of \( \nabla L_S(w_t) \), \( \mathbb{E}[b_t] = 0, \mathbb{E}[\|\tilde{g}_t\|^2] = (1 - \varepsilon^2)\mathbb{E}[\|g(w_t, B_t)^2\] \leq (1 - \varepsilon^2)G^2 \), and \( \mathbb{E}[b_t^2] = p\sigma^2 \); (b) is true because \( \mathbb{E}[g(w_t, B_t)] = \nabla L_S(w_t) \) and \( a^T b \leq \|a\|_2 \|b\| \) for vectors \( a \) and \( b \); (c) is true because \( \|\nu_t\| = \varepsilon \|g(w_t, B_t)\| \); (d) is true because \( \varepsilon \leq \frac{\eta_t}{2} \) and \( \mathbb{E}[\|g(w_t, B_t)\|] \leq G.\)

---

\(^6\)Assumption 2 suggests that \( L_S \) is \( L \)-smoothness.
Rearrange the above inequality we have
\[
\eta_t \| \nabla \mathcal{L}_S(w_t) \|^2 \leq \mathcal{L}_S(w_t) - \mathbb{E}[\mathcal{L}_S(w_{t+1})] + \frac{L\eta_t^2}{2}(2-\varepsilon^2)G^2.
\] (19)

Sum over \(t\) from 1 to \(T\) with \(\eta_t = \frac{1}{\sqrt{T}}\), \(\sigma^2 = \frac{R}{p}\) and apply expectation to each step, with \(w_j\) to be uniformly sampled from \(\{w_1, \ldots, w_T\}\), we have
\[
\mathbb{E}\| \nabla \mathcal{L}_S(w_j) \|^2 = \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\| \nabla \mathcal{L}_S(w_t) \|^2 \leq \frac{\mathcal{L}_S(w_1) - \mathcal{L}_S^*}{\sqrt{T}} + \frac{L G^2}{\sqrt{T}},
\]
where \(\mathcal{L}_S^*\) is the minimal value of \(\mathcal{L}_S(w)\).

**Theorem 3** Under Assumptions 1 and 2, suppose that we run T-SGD for \(T\) iterations with batch size \(|B_t| = 1\), \(\forall t \in [T]\), \(\varepsilon \leq O\left(\frac{1}{n}\right)\). Then,

1. T-SGD with step size \(\eta_t = O\left(\frac{1}{\sqrt{T}}\right)\), is \(O\left(\frac{G^2 T}{n}\right)\)-uniformly stable.

2. T-SGD with step size \(\eta_t = \frac{c}{T}\) for any \(c > 0\), is \(O\left(\frac{G^2 T^{1-\frac{1}{T}}}{n}\right)\)-uniformly stable.

**Proof**: Consider any pair of datasets \(S = (z_1, \ldots, z_j, \ldots, z_n)\) and \(S' = (z_1, \ldots, z_j', \ldots, z_n)\) differing in exactly one data point \(z_j \neq z_j'\) for some fixed \(j \in [n]\). For \(t \in [T]\), we write \(w_1, \ldots, w_T\) as the sequence of parameters updated by NT-SGD with input data \(S\). Let \(|B_t| = m\), where \(1 \leq m \leq n\). We write \(w'_1, \ldots, w'_T\) as the sequence of parameters updated by T-SGD with input data \(S'\). Let \(I_1, \ldots, I_T \subset [n]^m\) denote the index sets of the mini-batches selected in the \(T\) iterations.

First, at every iteration \(t\), fix the randomness in \(I_t\). Let \(k\) denote the number of occurrences of the index \(j\) (where \(S\) and \(S'\) differ) in \(I_t\). Note that \(k\) is a random variable depending on \(I_t\). Based on the update rule of T-SGD, let \(v_t = g(w_t, B_t) - \tilde{g}_t\) and \(v'_t = g(w'_t, B'_t) - \tilde{g}'_t\), we have
\[
\| w_{t+1} - w'_{t+1} \| = \| w_t - w'_t + \eta_t \tilde{g}'_t - \eta_t \tilde{g}_t \|
\]
\[
= \| w_t - w'_t + \eta_t g(w'_t, B'_t) - \eta_t g(w_t, B_t) + \eta_t v_t - \eta_t v'_t \|
\]
\[
\leq \| w_t - w'_t \| + \eta_t \frac{L}{m} \| w_t - w'_t \| + \frac{k}{m} G + \eta_t \| v_t - v'_t \|
\]
\[
= \| w_t - w'_t \| + \eta_t \frac{L}{m} \| w_t - w'_t \| + \frac{k}{m} G + \eta_t \varepsilon (\| g(w_t, B_t) \| + \| g(w'_t, B'_t) \|)
\]
\[
\leq \| w_t - w'_t \| + \eta_t \frac{L}{m} \| w_t - w'_t \| + \frac{k}{m} G + \eta_t \frac{c}{n} 2G .
\]

Now, we invoke the randomness in \(I_k\) and \(b_t\). Note that \(k\) is a Binomial random variable with mean \(\frac{m}{n}\).

Hence, by taking expectation and conditioned on \(t\), we end up with
\[
\mathbb{E}_{I_t} \| w_{t+1} - w'_{t+1} \| \leq \left( 1 + (1 - \frac{1}{n}) \eta_t L \right) \| w_t - w'_t \| + \frac{\eta_t}{n} G + \frac{c}{n} 2G .
\] (20)

The above inequality shows the distance between \(\| w_{t+1} - w'_{t+1} \|\) can be bounded by \(\| w_t - w'_t \|\) with additional terms. We will use this result latter to derive the bound on the stability of T-SGD with \(T\) iterations.

Recall the definition of stability which is the upper bound on \(\sup_S \mathbb{E}_A \| \ell(A(S); z) - \ell(A(S'); z) \|\) for any \(S, S'\) differing in at most one sample. Now \(A\) is the algorithm NT-SGD with \(T\) iterations. Thus,
\( A(S) = w_T \) and \( A(S') = w'_T \). To derive the stability of T-SGD with \( T \) iterations. We need to bound 
\[
\sup_z \mathbb{E} [\|\ell(w_T; z) - \ell(w'_T; z)\|] \quad \text{for any } S, S' \in \mathbb{Z}^n, \text{ where the expectaion is over the randomness of } I_0, \ldots, I_T.
\]
The crux of the proof is to observe that T-SGD typically makes several steps before it picks up the one example which starts to produce the difference between parameters from running T-SGD with \( S \) and \( S' \).

For \( \tau_0 \in \{1, \ldots, T\} \), let \( \tau = \tau_0 \) be the time step that NT-SGD has not picked up the \( j \)-th sample where \( S \) and \( S' \) differ. Let \( \mathbb{I}\{\|w_{\tau_0} - w'_{\tau_0}\| = 0\} \) denotes the event that \( \|w_{\tau_0} - w'_{\tau_0}\| = 0 \). To simplify the notation, we also use \( \Delta_{\tau_0} = \|w_{\tau_0} - w'_{\tau_0}\| \). Thus, \( \mathbb{I}\{\|w_{\tau_0} - w'_{\tau_0}\| = 0\} = \mathbb{I}\{\Delta_{\tau_0} = 0\} \) for simplification. Based on Bayesian rule and gradient Lipschitz, we have for any \( z \in \mathbb{Z} \),

\[
\mathbb{E}[\|\ell(w_T; z) - \ell(w'_T; z)\| = \mathbb{P}\{\|\Delta_{\tau_0} = 0\}\} \mathbb{E}\{\|\ell(w_T; z) - \ell(w'_T; z)\| \mid \|\Delta_{\tau_0} = 0\}\} \\
+ \mathbb{P}\{\|\Delta_{\tau_0} \neq 0\}\} \mathbb{E}\{\|\ell(w_T; z) - \ell(w'_T; z)\| \mid \|\Delta_{\tau_0} \neq 0\}\} \\
\leq \mathbb{E}\{\|\ell(w_T; z) - \ell(w'_T; z)\| \mid \|\Delta_{\tau_0} = 0\}\} \\
+ \mathbb{P}\{\|\Delta_{\tau_0} \neq 0\}\} \cdot \sup_{w, w', z} \|\ell(w; z) - \ell(w'; z)\| \\
\leq G \cdot \mathbb{E}\{\|w_T - w'_T\| \mid \|\Delta_{\tau_0} = 0\}\} + \mathbb{P}\{\|\Delta_{\tau_0} \neq 0\}\} \cdot 2G \quad (21)
\]

Note that \( \mathbb{P}\{\|\Delta_{\tau_0} \neq 0\}\} \) is the probability that in the first \( \tau_0 \) iterations, the \( j \)-th sample will be picked at least once. Let random variable \( I_t \) denote the event that NT-SGD picks the \( j \)-th sample in iteration \( t \) for \( t \leq T \), and \( I^c_t \) denotes the event that NT-SGD does not pick up the \( j \)-th sample in iteration \( t \). Since each sampling is independent, the probability of \( j \)-th sample being picked in each iteration is \( 1 - (1 - \frac{1}{n})^m \leq \frac{m}{n} \).

Also sampling the batch \( B_t \) is also independent for all \( t \leq T \). We have \( \mathbb{P}(I_1) = \ldots = \mathbb{P}(I_T) \leq \frac{m}{n} \).

Then we have

\[
\mathbb{P}\{\|\Delta_{\tau_0} \neq 0\}\} = \mathbb{P}\{I_1 \cup I_2 \cup \ldots \cup I_{\tau_0}\} \leq \sum_{t=1}^{\tau_0} \mathbb{P}\{I_t\} \leq \frac{\tau_0 m}{n}. \quad (22)
\]

Now we bound \( \mathbb{E}\{\|w_T - w'_T\| \mid \|\Delta_{\tau_0} = 0\}\} \). We apply (20) recursively from \( T \) to \( \tau_0 + 1 \) with expectation over the randomness of \( I_0, \ldots, I_T \).

1) Considering the case \( \eta_t = c/t \), we have

\[
\mathbb{E}\{\|w_T - w'_T\| \mid \|\Delta_{\tau_0} = 0\}\} \leq \sum_{t=\tau_0+1}^{T} \left\{ \Pi_{k=t+1}^T \left( 1 + \left( 1 - \frac{1}{n} \right) \eta_t L \right) \right\} \left( \frac{2G\eta_t}{n} (1 + c') \right) \]

\[
\leq \sum_{t=\tau_0+1}^{T} \left\{ \Pi_{k=t+1}^T \exp \left( \left( 1 - \frac{1}{n} \right) \eta_t L \right) \right\} \left( \frac{2G\eta_t}{n} (1 + c') \right) \]

\[
\leq \sum_{t=\tau_0+1}^{T} \left\{ \exp \left( \left( 1 - \frac{1}{n} \right) \log \frac{T}{t} c L \right) \right\} \left( \frac{2Gc}{tn} (1 + c') \right) \]

\[
\leq \sum_{t=\tau_0+1}^{T} \left\{ \left( \frac{T}{t} \right)^{(1 - \frac{1}{n}) L c} \right\} \left( \frac{2Gc(1 + c')}{t} \right) \]

\[
= \frac{2Gc(1 + c') \cdot (1 - \frac{1}{n}) L c}{n} \sum_{t=\tau_0+1}^{T} t^{-(1 - \frac{1}{n}) L c - 1}
\]
\[
\| \mathbf{w}_\tau - \mathbf{w}'_\tau \| = 0; \quad (b) \text{ is true because } (1 + x) \leq \exp(x) \text{ for all } x; \quad (c) \text{ is true because } \eta_t = \frac{c}{\sqrt{T}} \text{ for all } t \leq T. \text{ Now combine the above inequality with (22) and (21), we have }
\]
\[
\mathbb{E}\| \ell(\mathbf{w}_T; z) - \ell(\mathbf{w}'_T; z) \| \leq \frac{2G^2(1 + c')}{n(1 - \frac{1}{n})L} \left( \frac{T}{\tau_0} \right)^{Lc} + 2G\tau_0m.
\]

The right hand side is approximately minimized when
\[
\tau_0 = m - \frac{1}{Lc+1} T \frac{Lc}{Lc+1}.
\]

Under this setting, we have
\[
\mathbb{E}\| \ell(\mathbf{w}_T; z) - \ell(\mathbf{w}'_T; z) \| \leq \frac{2G^2(2 + c')(mT)^{1-Lc}}{n(1 - \frac{1}{n})}.
\]

2) Considering the case \( \eta_t = \frac{c}{\sqrt{T}} \) for constant \( c > 0 \), we have
\[
\mathbb{E} [\| \mathbf{w}_T - \mathbf{w}'_T \| \mid \{ \Delta_{\tau_0} = 0 \}] \leq \sum_{t=\tau_0+1}^{T} \left\{ \Pi_{k=t+1}^{T} \left( 1 + \left( 1 - \frac{1}{nL} \right) \eta_k \right) \right\} \left( \frac{2G\eta_t}{n} (1 + c') \right)
\]
\[
\leq \sum_{t=\tau_0+1}^{T} \left\{ \Pi_{k=t+1}^{T} \left( 1 + \left( 1 - \frac{1}{n} \right) \frac{cL}{\sqrt{T}} \right) \right\} \left( \frac{2Gc}{\sqrt{T}} (1 + c') \right)
\]
\[
\leq \frac{2Gc}{\sqrt{T}} (1 + c') \sum_{t=\tau_0+1}^{T} \left( 1 + \left( 1 - \frac{1}{n} \right) \frac{cL}{\sqrt{T}} \right)^{T-t}
\]
\[
\leq \frac{2G(1 + c')}{n(1 - \frac{1}{n})L} \left( 1 + \left( 1 - \frac{1}{n} \right) \frac{cL}{\sqrt{T}} \right)^{T-\tau_0},
\]
where \( (a) \) is true because \( \| \mathbf{w}_\tau - \mathbf{w}'_\tau \| = 0; \quad (b) \) is true because \( \eta_t = \frac{c}{\sqrt{T}} \) for all \( t \leq T. \) Now combine the above inequality with (22) and (21), we have
\[
\mathbb{E}\| \ell(\mathbf{w}_T; z) - \ell(\mathbf{w}'_T; z) \| \leq \frac{2G^2(1 + c')}{n(1 - \frac{1}{n})L} \left( 1 + \left( 1 - \frac{1}{n} \right) \frac{cL}{\sqrt{T}} \right)^{T-\tau_0} + 2G\tau_0m.
\]

The right hand side is approximately minimized when
\[
\tau_0 = T - \ln \left( \frac{m(1 - \frac{1}{n})L}{(1 + c') \ln \left( 1 + \left( 1 - \frac{1}{n} \right) \frac{cL}{\sqrt{T}} \right)} \right).
\]

Under this setting, we have
\[
\mathbb{E}\| \ell(\mathbf{w}_T; z) - \ell(\mathbf{w}'_T; z) \| \leq O\left( \frac{G^2mT}{n} \right).
\]
where

Then we have

\|

To present the analysis, we decompose\( g \)

At every iterate\( t \), the randomness of NT-SGD and the random draw of \( w \) is uniformly sampled from \( \{w_1, w_2, \ldots, w_T\} \) produced by NT-SGD and the expectation is over the randomness of NT-SGD and the random draw of \( w \).

Proof: Based on Theorem 1, if an algorithm is \( \alpha \)-uniformly stable, then we have its generalization error bounded by \( \alpha \). In Theorem 1, we show that T-SGD with \( T \) iterations, \( |B_t| = 1 \) and \( \eta_t = O(1/\sqrt{T}) \) is \( O(\sqrt{T}/n) \)-uniformly stable. Thus we have \( \text{err}_{\text{gen}}(w_T) \leq O \left( G^2 T/n \right) \). That completes the proof.

C Proofs for Section 5.1

Theorem 4 Under Assumptions 1 and 2, for any \( T > 0 \), NT-SGD with \( \eta_t = \eta = \frac{1}{\sqrt{T}} \), \( \beta = \frac{1}{2} \sigma^2 = \frac{R}{p} \) for any \( R \geq 0 \), \( 0 \leq \varepsilon \leq \min(1, \frac{\eta L}{2}) \), we have

\[
\mathbb{E}[\|\nabla L_S(w_J)\|^2] \leq O \left( L \left( G^2 + R^2 \right)/\sqrt{T} \right)
\]  

where \( w_J \) is uniformly sampled from \( \{w_1, w_2, \ldots, w_T\} \) produced by NT-SGD and the expectation is over the randomness of NT-SGD and the random draw of \( w_J \).

Proof: At every iterate \( t \), since \( B_t \) is uniformly sampled from \( S \), the mini-batch gradient is an unbiased estimate of the empirical gradient, i.e, \( E[g(w_t, B_t)] = \nabla L_S(w_t) \). Note that \( \kappa_{\varepsilon, t} \) is dynamically changed over \( t \) and the value of which is decided by \( \varepsilon^2 \) to satisfy \( \|\tilde{g}_t\|^2 = (1 - \varepsilon^2)\|g(w_t, B_t)\|^2 \). We have for \( i = 1, \ldots, p, \)

\[
[g_{\tilde{t}}]_i = \begin{cases} 
[g(w_t, B_t)]_i, & \text{if } |[g(w_t, B_t)]_i| \geq \kappa_{\varepsilon, t} \\
0, & \text{if } |[g(w_t, B_t)]_i| < \kappa_{\varepsilon, t},
\end{cases}
\]

To present the analysis, we decompose \( g(w_t, B_t) \) as

\[
g(w_t, B_t) = \tilde{g}_t + v_t,
\]

where

\[
[v_t]_i = \begin{cases} 
0, & \text{if } |[g(w_t, B_t)]_i| \geq \kappa_{\varepsilon, t} \\
[g(w_t, B_t)]_i, & \text{if } |[g(w_t, B_t)]_i| < \kappa_{\varepsilon, t},
\end{cases}
\]

Then we have \( \|v_t\|^2 = \varepsilon^2 \|g(w_t, B_t)\|^2 \). Recall the update at iterate \( t \) is

\[
w_{t+1} = w_t - \eta_t (\tilde{g}_t + b_t).
\]

By the smoothness\(^7 \) of \( L_S(w) \), conditioned on iterate \( t \), we have

\(^7\)Assumption 2 suggests that \( L_S(w) \) is \( L \)-smoothness.
\[ \mathbb{E}[\mathcal{L}_S(w_{t+1})] \leq \mathcal{L}_S(w_t) + \mathbb{E}\langle \nabla \mathcal{L}_S(w_t), w_{t+1} - w_t \rangle + \frac{L}{2}\mathbb{E}[\|w_{t+1} - w_t\|^2] \]

\[ = \mathcal{L}_S(w_t) - \eta_t \mathbb{E}[\langle \nabla \mathcal{L}_S(w_t), \tilde{g}_t + b_t \rangle] + \frac{L_\eta_t^2}{2}\mathbb{E}[\|\tilde{g}_t + b_t\|^2] \]

\[ \leq \mathcal{L}_S(w_t) - \eta_t \mathbb{E}[\langle \nabla \mathcal{L}_S(w_t), g(w_t, B_t) - v_t \rangle] + \frac{L_\eta_t^2}{2} \left((1 - \varepsilon^2)G^2 + p\sigma^2\right) \]

\[ \leq \mathcal{L}_S(w_t) - \eta_t \|\nabla \mathcal{L}_S(w_t)\|^2 + \eta_t \mathbb{E}[\|\nabla \mathcal{L}_S(w_t)\|] + \frac{L_\eta_t^2}{2} \left((1 - \varepsilon^2)G^2 + p\sigma^2\right) \]

\[ \leq \mathcal{L}_S(w_t) - \eta_t \|\nabla \mathcal{L}_S(w_t)\|^2 + \frac{L_\eta_t^2}{2} \left((2 - \varepsilon^2)G^2 + p\sigma^2\right), \]

where (a) is true because \( b_t \) is independent of \( \nabla \mathcal{L}_S(w_t) \), \( \mathbb{E}[b_t] = 0 \), \( \mathbb{E}[\|\tilde{g}_t\|^2] = (1 - \varepsilon^2)\mathbb{E}[\|g(w_t, B_t)\|^2] \leq (1 - \varepsilon^2)G^2 \), and \( \mathbb{E}[\|b_t\|^2] = p\sigma^2 \); (b) is true because \( \mathbb{E}[g(w_t, B_t)] = \nabla \mathcal{L}_S(w_t) \) and \( a^\top b \leq \|a\|\|b\| \) for vectors \( a \) and \( b \); (c) is true because \( \|v_t\| = \varepsilon \|g(w_t, B_t)\| \); (d) is true because \( \varepsilon \leq \frac{\eta \|	ilde{g}\|}{2} \) and \( \mathbb{E}[\|g(w_t, B_t)\|] \leq G \).

Rearrange the above inequality we have

\[ \eta_t \|\nabla \mathcal{L}_S(w_t)\|^2 \leq \mathcal{L}_S(w_t) - \mathbb{E}[\mathcal{L}_S(w_{t+1})] + \frac{L_\eta_t^2}{2} \left((2 - \varepsilon^2)G^2 + p\sigma^2\right). \] (23)

Sum over \( t = 1 \) to \( t = T \) with \( \eta_t = \frac{1}{\sqrt{T}}, \sigma^2 = \frac{R}{p} \) and apply expectation to each step, with \( w_t \) to be uniformly sampled from \{\( w_1, \ldots, w_T \)\}, we have

\[ \mathbb{E}[\|\nabla \mathcal{L}_S(w_{T})\|^2] = \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[\|\nabla \mathcal{L}_S(w_t)\|^2] \leq \frac{\mathcal{L}_S(w_1) - \mathcal{L}_S^*}{\sqrt{T}} + \frac{L((2 - \varepsilon^2)G^2 + p^2)}{\sqrt{T}}. \]

where \( \mathcal{L}_S^* \) is the minimal value of \( \mathcal{L}_S(w) \).

**Theorem 5 (Escaping Saddle Points)** Under Assumptions 1, 2, and 3, let \( w_{t_0} \) be the strict saddle point such that \( \lambda_{\min}(H(w_{t_0})) \leq -\sqrt{\rho_\gamma} \). Running NT-SGD starting from \( w_{t_0} \) for

\[ \tau \geq \left(24 + 4 \log \left(\frac{\sqrt{\gamma}/(2\sqrt{p}\eta + G)}{G \max\{1, 10G/\gamma\}} + 4p\right)\right) / (\eta^2 \rho \gamma) \] (13)

iterations, with

\[ \eta = \min\left\{ \frac{1}{\sqrt{\gamma}}, \frac{\sqrt{\gamma}\Lambda_{\tau}}{144\sqrt{p}\rho G}, \frac{\gamma \Lambda_{\tau}}{576pGL} \right\}; \quad \sigma^2 \geq \frac{576G^2}{\Lambda_{\tau}} \cdot \max\{1, 10G/\gamma\}, \] (14)

where \( \Lambda_{\tau} = \frac{\text{Tr}((I - \eta H(w_{t_0}))^{2\tau})}{\|((I - \eta H(w_{t_0}))^{2\tau})\|_2} \) is the stable rank\(^8\) of \( (I - \eta H(w_{t_0}))^{2\tau} \), yields:

\[ \mathbb{E}[\mathcal{L}_S(w_{t_0 + \tau})] - \mathcal{L}_S(w_{t_0}) \leq -\frac{3\sqrt{\gamma}G}{2\sqrt{\rho}}, \] (15)

where \( w_{t_0 + \tau} \) is the \( \tau \)-th iterate starting from \( w_{t_0} \), and the expectation is over the randomness of NT-SGD which includes the draw of the mini-batch and the noise.

\(^8\) Here, the stable rank of a positive-semi-definite matrix \( B \) means the ratio of the trace of \( B \) to the spectral norm of \( B \), i.e., \( \frac{\text{Tr}(B)}{\|B\|} \).

So \( \Lambda_{\tau} = \frac{\text{Tr}((I - \eta H(w_{t_0}))^{2\tau})}{\|((I - \eta H(w_{t_0}))^{2\tau})\|_2} \).
We assume that the loss does not decrease sufficiently by $F$. We can also bound the norm of the sparse gradient when the loss function stops decreasing. This idea is originated from Jin et al. [2017, 2018, 2019]. We first assume that the loss does not decrease sufficiently by $F$, i.e., $\mathbb{E}[\mathcal{L}_S(w_{t_0+\tau}) - \mathcal{L}_S(w_{t_0})] > -F$. The value of $F$ will be analyzed later. Under this assumption, we derive an upper bound and lower bound on the distance moved over a given number of iterations. We then show that the lower bound contradicts the upper bound for the specific choice of parameters introduced earlier. So the proof is composed of two parts: 1) upper bound on $\|w_{t_0+\tau} - w_{t_0}\|^2$ and 2) lower bound on $\|w_{t_0+\tau} - w_{t_0}\|^2$.

**Part 1: Upper bounding the distance on the iterates $\|w_{t_0+\tau} - w_{t_0}\|^2$.

We assume that the loss does not decrease sufficiently by $F$ in $\tau$ iterates, i.e.,

$$
\mathbb{E}[\mathcal{L}_S(w_{t_0+\tau}) - \mathcal{L}_S(w_{t_0})] > -F.
$$

(24)

Then we have the iterates $w_{t_0+\tau}$ stay close to $w_{t_0}$. We formalize this result in the following lemma.

**Lemma 2 (Distance Upper Bound)** The expected distance to the initial parameter can be bounded as

$$
\mathbb{E}\|w_{t_0+\tau} - w_{t_0}\|^2 \leq (4\eta F + 2\eta^2 p\sigma^2) \cdot \tau + (12\eta^2 G^2 + 2\eta^3 Lp\sigma^2) \cdot \tau^2
$$

as long as $\eta \leq \frac{1}{\tau}$.

**Proof:** Since the algorithm is Markovian, the update in each iteration only depends on the current time step. Thus, it suffices to prove Lemma 2 for special case $t_0 = 0$ and $\tau + t_0 = \tau$. So $w_{\tau}$ is the $\tau$-th update of NT-SGD starting from $w_0$. Let the mini-batch gradient be decomposed as $g(w_s, B_s) = \tilde{g}_s + v_s$ for $s = 1, \ldots, \tau$, with $\|\tilde{g}_s\|^2 = (1 - \varepsilon^2)\|g(w_s, B_s)\|^2$ and $\|v_s\|^2 = \varepsilon^2\|g(w_s, B_s)\|^2$. Recall that the update of NT-SGD is

$$
w_{s+1} = w_s - \eta(\tilde{g}_s + b_s).
$$

For all $s = 1, \ldots, \tau$, conditioned on $w_s$, from (23), we have

$$
\|\nabla \mathcal{L}_S(w_s)\| \leq \frac{\mathcal{L}_S(w_s) - \mathbb{E}[\mathcal{L}_S(w_{s+1})]}{\eta} + \frac{L\eta}{2} \left((2 - \varepsilon^2)G^2 + p\sigma^2\right).
$$

Sum over $s = 1$ to $s = \tau$ with expectation, we have

$$
\mathbb{E}\sum_{s=1}^{\tau}\|\nabla \mathcal{L}_S(w_{s-1})\|^2 \leq \frac{\mathbb{E}[\mathcal{L}_S(w_0) - \mathcal{L}_S(w_{\tau})]}{\eta} + \frac{L\eta(2G^2 + p\sigma^2)\tau}{2}
$$

(25)

We can also bound the norm of the sparse gradient $\tilde{g}_s$ as

$$
\mathbb{E}\|\tilde{g}_s\|^2 = (1 - \varepsilon^2)\mathbb{E}\|g(w_s, B_s)\|^2 \leq (1 - \varepsilon^2)\mathbb{E}\left[\|\nabla \mathcal{L}_S(w_s)\| + \|g(w_s, B_s) - \nabla \mathcal{L}_S(w_s)\|\right]^2
$$

$$
\leq (1 - \varepsilon^2)\mathbb{E}\left[2\|\nabla \mathcal{L}_S(w_s)\|^2 + 8G^2\right]
$$

Sum over $s = 1$ to $s = \tau$, with (25), we have

$$
\mathbb{E}\sum_{s=1}^{\tau}\|g_{s-1}\|^2 \leq (1 - \varepsilon^2)\left(2\mathbb{E}\sum_{s=1}^{\tau}\|\nabla \mathcal{L}_S(w_{s-1})\|^2 + 8G^2\tau\right)
$$
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where the\( H \) holds because of Cauchy–Schwarz inequality and\( \sigma \) is true because the parameter vector stays close to\( w \) gradient of\( \phi \) objective. Furthermore, the guaranteed closeness to the initial parameter allows us to use the gradient of the quadratic approximation of the loss function and the Hessian Lipshitz condition. By a similar argument as in the proof of Lemma 2, it suffices to derive the lower bound in the special case:

\[
E \left[ \left\| \nabla L_S(w) - \nabla \phi(w) \right\| \right] \leq \frac{4}{\eta} F + 2\eta^2 p\sigma^2 \cdot \tau + (20\eta^2 G^2 + 2\eta^3 Lp\sigma^2) \cdot \tau^2,
\]

where (a) holds because of Cauchy–Schwarz inequality and\( b_1, \ldots, b_\tau \) are i.i.d. Gaussian; (b) is true because\( \eta L \leq 1 \) and we assume\( E[\nabla L_S(w_\tau) - \nabla L_S(w_0)] > -F \).

**Part 2: Lower bounding the distance on the iterates**\( \|w_{t_0+\tau} - w_{t_0}\|^2 \).

To lower bound the distance, we will use the approach from Daneshmand et al. [2018] which used the quadratic approximation of the loss function and the Hessian Lipshitz condition. By a similar argument as in the proof of Lemma 2, it suffices to derive the lower bound in the special case\( t_0 = 0 \). Since the parameter vector stays close to\( w_0 \) under the condition in (24), we can use a Taylor expansion approximation of the function\( L_S \) at\( w_0 \):

\[
\phi(w) = L_S(w_0) + (w - w_0)^\top \nabla L_S(w_0) + \frac{1}{2} (w - w_0)^\top H(w_0)(w - w_0),
\]

where the\( H(w_0) = \nabla^2 L_S(w_0) \) is the Hessian of\( L_S(w_0) \) w.r.t.\( w_0 \).

Using Lemma 9 from Daneshmand et al. [2018], we have

\[
\|\nabla L_S(w) - \nabla \phi(w)\| \leq \frac{\rho}{2} \|w - w_0\|^2.
\]

Then we have, for\( s = 1, \ldots, \tau, \)

\[
\|\tilde{g}_s - \nabla \phi(w_s)\| \leq \|\tilde{g}_s - \nabla L_S(w_s)\| + \|\nabla L_S(w_s) - \nabla \phi(w_s)\| \leq (2-\varepsilon^2)G + \frac{\rho}{2} \|w_s - w_0\|^2. \tag{26}
\]

Furthermore, the guaranteed closeness to the initial parameter allows us to use the gradient of the quadratic objective\( \phi(w) \) in the NT-SGD steps as follows. To simplify the notation, we use\( h_s = \nabla \phi(w_s) \) as the gradient of\( \phi(w_s) \) at\( w_s \) for\( s = 0, \ldots, \tau \).

\[
w_{\tau+1} - w_0 = w_\tau - \eta \tilde{g}_\tau - \eta b_\tau - w_0
\]

\[
= w_\tau - w_0 - \eta h_\tau + \eta (\tilde{h}_\tau - \tilde{g}_\tau) - \eta b_\tau,
\]
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We need to lower bound each term in the above inequality, where the computation for bounded series refers where the last inequality is true because 

Let \( \eta < 1 \) be the eigenvector corresponding to \( \lambda_{\text{min}}(H(w_0)) \) in term \( D_{\tau} \) is independent of \( B_{\tau} \) and \( C_{\tau} \) and the expectation of \( b_s \) is zero. Thus the linear product of \( B_{\tau} \) and \( C_{\tau} \) with \( D_{\tau} \) is zero in expectation: 

\[
E[D_{\tau}^T (B_{\tau} - C_{\tau})] = 0.
\]

Also the term \(-2\eta E[A_{\tau}^T D_{\tau}] \geq 0:\)

\[
-2\eta E[A_{\tau}^T D_{\tau}] = -2\eta E \left< (\mathbb{I} - \eta H(w_0))^T (w_1 - w_0), \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{r-s} b_s \right>
\]

\[
= -2\eta^2 E \left< (\mathbb{I} - \eta H(w_0))^T (-\bar{g}_0 - b_0), \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{r-s} b_s \right>
\]

\[= a \] is true because \( b_s \) is independent of \((\mathbb{I} - \eta H(w_0))^T (-\bar{g}_0 - b_0)\) for \( s = 1, \ldots, \tau \) and \( E[b_s] = 0; \)

(b) is true because \( b_0 \) is independent of \( \bar{g}_0 \) and \( E[b_0] = 0; \)

(c) is true because \((\mathbb{I} - \eta H(w_0))^{2\tau} \) is a positive semi-definite matrix for \( \eta < \frac{1}{L}. \)

Now we lower bound

\[
\mathbb{E}[\|w_{\tau} - w_0\|^2 \geq \mathbb{E}[\|A_{\tau}\|^2] + \eta^2 \mathbb{E}[\|D_{\tau}\|^2] + 2\eta E[A_{\tau}^T (B_{\tau} - C_{\tau})]
\]

We need to lower bound each term in the above inequality, where the computation for bounded series refers to Lemma 3.

(I) Lower-bound on \( \mathbb{E}[\|A_{\tau}\|^2] \).

Let \( v_{w_0} \) be the eigenvector corresponding to \( |\lambda_{\text{min}}(H(w_0))| = \lambda \). Let \( \chi = (1 + \eta \lambda) \) We have

\[
\mathbb{E}[\|A_{\tau}\|^2] \geq \mathbb{E}[\|v_{w_0} A_{\tau}\|^2]
\]
We upper bound
\[ U(\tau) = \frac{\|v_{w_0}^{T}(\mathbb{I} - \eta H(w_0))^{\tau}(w_1 - w_0)\|^2}{\|v_{w_0}^{T}\|^2 + \|v_{w_0}^{T}b_0\|^2} \]

We can also upper bound
\[ U(\tau) \leq \eta^2 (1 + \eta \lambda)^{2\tau} \mathbb{E} \left[ \left( v_{w_0}^{T}(-\tilde{g}_0 + b_0) \right)^2 \right] \]

\[ \geq \eta^2 \lambda^2 \sigma^2 \]

(II) Lower-bound on \( \mathbb{E}[D_{\tau}] \).

For a matrix \( A \), let \( R(A) \) denote the stable rank of \( A \), i.e., \( R(A) = \frac{\text{Tr}(A)}{\|A\|_2} \). Let \( \Lambda_{\tau} = R((\mathbb{I} - \eta H(w_0))^{2\tau}) \) denote the stable rank of \( (\mathbb{I} - \eta H(w_0))^{2\tau} \). We have

\[ \mathbb{E}[D_{\tau}]^2 = \mathbb{E} \left[ \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{2\tau-2s} \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{2\tau-s} b_s \right] \]

\[ = \sigma^2 \sum_{s=1}^{\tau} \text{Tr} \left( (\mathbb{I} - \eta H(w_0))^{2\tau-2s} \right) \geq \sum_{s=1}^{\tau} (1 + \eta \lambda)^{2\tau-2s} \sigma^2 R((\mathbb{I} - \eta H(w_0))^{2\tau}) \]

\[ = \sum_{s=1}^{\tau} (1 + \eta \lambda)^{2\tau-2s} \sigma^2 \Lambda_{\tau} \geq \frac{\sigma^2 \lambda^{2\tau} \Lambda_{\tau}}{8\eta \lambda} \]

(III) Lower-bound on \( \mathbb{E}[A_{\tau}^{T}(B_{\tau} - C_{\tau})] \).

\[ \mathbb{E}[A_{\tau}^{T}(B_{\tau} - C_{\tau})] = \mathbb{E} \left( (\mathbb{I} - \eta H(w_0))^{\tau} (w_1 - w_0), \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{\tau-s} (h_s - \tilde{g}_s - \nabla L_S(w_0)) \right) \]

\[ = \eta \mathbb{E} \left( (\mathbb{I} - \eta H(w_0))^{\tau} (-\tilde{g}_0 + b_0), \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{\tau-s} (h_s - \tilde{g}s - \nabla L_S(w_0)) \right) \]

\[ \geq -\eta \mathbb{E} \left\{ (\mathbb{I} - \eta H(w_0))^{\tau-s} \mathbb{E} \left[ \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{\tau-s} (h_s - \tilde{g}_s - \nabla L_S(w_0)) \right] \right\}, \]

where \( \mathbb{E}[b_0] = 0 \) and \( b_0 \) is independent of \( B_{\tau} - C_{\tau} \).

We upper bound \( U_{\tau,1} \):

\[ U_{\tau,1} = \left\| (\mathbb{I} - \eta H(w_0))^{\tau} \tilde{g}_0 \right\| \leq (1 + \eta \lambda)^{\tau} G \sqrt{1 - \epsilon^2} = \chi^\tau G. \]

We can also upper bound \( U_{\tau,2} \):

\[ U_{\tau,2} = \mathbb{E} \left\| \sum_{s=1}^{\tau} (\mathbb{I} - \eta H(w_0))^{\tau-s} (h_s - \tilde{g}_s - \nabla L_S(w_0)) \right\| \]
where (a) holds because \( \| \mathbf{h}_s - \tilde{g}_s \| \leq (2 - \varepsilon^2)G + \frac{\rho}{2} \| \mathbf{w}_s - \mathbf{w}_0 \| \) from (26); (b) holds because of Lemma 2 and (c) follows Lemma 3. Now we have

\[
\mathbb{E}[A^\top_t (B_t - C_t)] \geq -\eta U_{\tau,1} U_{\tau,2}
\]

\[
\geq -\eta \chi^{2\varepsilon} \left( \frac{2G(3 - \varepsilon^2)}{\eta \lambda} + \frac{4\rho F}{\eta \lambda^2} + \frac{2\rho \sigma^2}{\lambda^2} + \frac{60\rho G^2}{\eta \lambda^3} + \frac{6\rho \sigma^2 L}{\lambda^3} \right)
\]

Combine (I) (II) and (III), we have

\[
\mathbb{E}\| \mathbf{w}_t - \mathbf{w}_0 \|^2 \geq \mathbb{E} \left[ \| A_t \|^2 \right] + \eta^2 \mathbb{E} \left[ \| D_t \|^2 \right] + 2\eta \mathbb{E} \left[ A^\top_t (B_t - C_t) \right]
\]

\[
\geq \chi^{2\varepsilon} \left( \eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda_t}{8\eta \lambda} - 2\eta G \left( \frac{2G(3 - \varepsilon^2)}{\eta \lambda} + \frac{4\rho F}{\eta \lambda^2} + \frac{2\rho \sigma^2}{\lambda^2} + \frac{60\rho G^2}{\eta \lambda^3} + \frac{6\rho \sigma^2 L}{\lambda^3} \right) \right)
\]

\[
\geq \chi^{2\varepsilon} \left( \eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda_t}{8\eta \lambda} - \frac{8\eta \rho G \gamma}{\lambda^2} - \frac{8\eta \rho G \gamma}{\lambda^2} - \frac{120\eta \rho G^3}{\lambda^3} - \frac{12\eta^2 \rho \sigma^2 L}{\lambda^3} \right)
\]

To make the lower bound to be positive, we choose the parameters to make the following condition holds

\[
\eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda_t}{8\eta \lambda} - \frac{4\eta G (3 - \varepsilon^2)G^2}{\lambda} - \frac{8\eta \rho G}{\lambda^2} - \frac{4\eta^2 \rho \sigma^2 \rho G}{\lambda^2} - \frac{120\eta \rho G^3}{\lambda^3} - \frac{12\eta^2 \rho \sigma^2 L}{\lambda^3} \geq \eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda_t}{6 \cdot 8 \eta \lambda}
\]

To satisfy the above conditions, with \( |\lambda_{\min}(H(\mathbf{w}_0))| = \lambda \geq \sqrt{\rho G} \), we have

\[
\eta \leq \min \left\{ \frac{1}{144 \sqrt{\rho G}} \frac{\gamma \Lambda_t}{576 \rho G \gamma}, \frac{\sigma^2}{G^2} \right\}, \quad \sigma^2 \geq 576 G^2 \cdot \max \left\{ \frac{1}{\Lambda_t}, \frac{10G}{\gamma \Lambda_t} \right\}, \quad \text{and} \quad F \leq \frac{3 \sqrt{G}}{2 \sqrt{\rho}}.
\]

These choices of parameters establish an exponential lower bound on the distance as

\[
\mathbb{E}\| \mathbf{w}_t - \mathbf{w}_0 \|^2 \geq \chi^{2\varepsilon} \left( \eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda_t}{48 \eta \lambda} \right).
\]
To derive the contradiction, we have to choose the number of steps such that the established lower-bound exceeds the upper-bound in Lemma 2:

\[ \chi^2 \left( \eta^2 \sigma^2 + \frac{\eta^2 \sigma^2 \Lambda}{48 \sqrt{\lambda}} \right) \geq \left( 4 \eta F + 2 \eta^2 p \sigma^2 \right) + \tau + \left( 12 \eta^2 G^2 + 2 \eta^3 L \sigma^2 \right) \cdot \tau^2. \]

Since the left hand side is exponentially growing, we can derive the contradiction by choosing a large enough number of steps as:

\[ \tau \geq \left( 24 + 4 \log \left( \sqrt{\gamma/(2 \sqrt{\rho \eta} + G)} \right) \right) / (\eta^2 \rho \gamma). \]

That completes the proof.

\[ \text{Lemma 3 (Lemma 6 in Daneshmand et al. [2018]) For all } 1 > \beta > 0, \text{ the following series are bounded as} \]

\[ \sum_{i=1}^{t} (1 + \beta)^{t-i} \leq 2 \beta^{-1} (1 + \beta)^t, \]

\[ \sum_{i=1}^{t} (1 + \beta)^{t-i} i \leq 2 \beta^{-2} (1 + \beta)^t, \]

\[ \sum_{i=1}^{t} (1 + \beta)^{t-i} i^2 \leq 6 \beta^{-3} (1 + \beta)^t. \]

\[ \text{D Proofs for Section 5.2} \]

Proposition 1 is from Mou et al. [2018] that controls stability via squared Hellinger distance.

\[ \text{Proposition 1 Let } S, S' \text{ be two datasets of size } n \text{ differing in one sample point. Let } \mathcal{A} \text{ be a randomized algorithm applied on } S \text{ and } S' \text{ to obtain distributions } p \text{ and } p' \text{ over the parameters. If } \mathcal{A} \text{ is } \alpha \text{-uniformly stable as in Definition 1, assuming the loss function } \ell(w, z) \text{ is uniformly bounded by } C, \text{ then we have } \alpha \leq 2 C \sqrt{D_H(p||p')} . \]

\[ \text{Proof: The proof follows Mou et al. [2018]. Take } p(w) \text{ and } p'(w) \text{ as the probability density functions over } w \text{ from running } \mathcal{A} \text{ with } S \text{ and } S'. \text{ Thus, we have} \]

\[ \epsilon_n = \sup_{x, S, S'} \left| \int_{\mathbb{R}^d} \ell(w; z)p(w)dw - \int_{\mathbb{R}^d} \ell(w; z)p'(w)dw \right| \]

\[ = \sup_{x, S, S'} \left| \int_{\mathbb{R}^d} \ell(w; z) \left( \sqrt{p(w)} + \sqrt{p'(w)} \right) \left( \sqrt{p(w)} - \sqrt{p'(w)} \right) dw \right| \]

\[ \leq \sup \left\{ \left( \int_{\mathbb{R}^d} \left( \sqrt{p(w)} - \sqrt{p'(w)} \right)^2 dw \right) \frac{1}{2} \left( \int_{\mathbb{R}^d} \left( \sqrt{p(w)} + \sqrt{p'(w)} \right)^2 dw \right) \right\} \]

\[ < 2 C \sqrt{D_H(p(w)||p'(w))} , \]
where the first inequality follows by Cauchy-Schwarz and the last inequality follows by bounded loss function.

One can also consider bounding the stability using Rényi divergence or Kullback–Leibler divergence, since the squared Hellinger distance can be bounded by Rényi divergence of any order $\lambda > 1/2$, i.e., $D_H(p||q) \leq D_\lambda(p||q)$, $\forall \lambda \geq \frac{1}{2}$. In this paper, we follow the approach of bounding the squared Hellinger distance.

**Definition 4 (Rényi divergence)** For two probability distribution $p$ and $q$ (density functions), the Rényi divergence of order $\lambda \in (0, 1) \cup (1, \infty)$ is

$$D_\lambda(p||q) \triangleq \frac{1}{\lambda - 1} \log \mathbb{E}_{x \sim q} \left( \frac{p(x)}{q(x)} \right)^\lambda .$$

The Rényi divergence for the special values $\lambda = 0, 1, \infty$ is defined by taking a limit. In particular $\lambda = 1$ gives the Kullback–Leibler divergence, i.e., $D_1(p||q) = KL(p||q) = \mathbb{E}_{x \sim p} \left[ \frac{p(x)}{q(x)} \right]$ and $\lambda = \infty$ gives the log of the maximum ratio of the probabilities, i.e., $D_\infty = \log \sup_x \frac{p(x)}{q(x)}$.

**Lemma 1** For $\eta_t \leq \frac{\sigma^2 \ln 4}{12(1-\epsilon^2)G^2}$ in NT-SGD, with Assumption 1, we have, for all $t \in [T]$,

$$D_H(p_{t+1}||p'_{t+1}) \leq D_H(p_t||p'_t) + \frac{16(1-\epsilon^2)G^2\eta_t^{1-2\beta}}{\sigma^2 n^2} .$$

**Proof:** Consider two neighboring datasets $S$ and $S'$ differing only in the $i_s$-th sample, i.e., $S = \{z_1, \ldots, z_{i_s}, \ldots, z_n\}$ and $S' = \{z_1, \ldots, z'_i, \ldots, z_n\}$, at iteration $t$, we write the density function of $w_t$ and $w'_t$ as $p_t$ and $p'_t$ respectively for all $t \in [T]$. To bound the Hellinger distance between $p_T$ and $p'_T$, we will focus on bounding $D_H(p_t||p'_t)$ for $t \in [T]$. Recall the update at $t$-th iteration is

$$w_{t+1} = w_t - \eta_t \tilde{g}_t + \eta_t^{\frac{1}{2}+\beta} b_t,$$

where $b_t \sim \mathcal{N}(0, \sigma^2 I)$.

Note that $\tilde{g}_t$ is the truncated gradient which depends on $w_t$ and mini-batch $B_t$. We consider the case when $|B_t| = 1$ for all $t \in [T]$, meaning that we randomly sample one sample from $S$ to compute the stochastic gradient. Thus, we can write mini-batch gradient $g(w_t, B_t) = \nabla \ell(w_t, z_{i_t})$, where $i_t$ is uniformly sampled from $\{1, \ldots, n\}$. Let $\tilde{g}_t = \nabla \ell(w_t, z_{i_t}).$ Then we can write the update as

$$w_{t+1} = w_t - \eta_t \tilde{g}_t + \eta_t^{\frac{1}{2}+\beta} \sigma \mathcal{N}(0, I).$$

We can also view the update as

$$w_{t+1} = w_t - \eta_t (1 - X_t) \nabla \ell(w_t, z_{i_t}) - \eta_t X_t \nabla \ell(w_t, z_{i_t}) + \eta_t^{\frac{1}{2}+\beta} \sigma \mathcal{N}(0, I),$$

where $w_t$, $X_t$ and $i_t$ are independent random variable with $w_t \sim p_t$, $X_t \sim \text{Bernoulli}\left(\frac{1}{n}\right)$ and $i_t \sim \text{Uniform}\left(\{1, \ldots, n\} \setminus \{i_s\}\right)$.

For the $t$-th step update, we consider random variable $\theta_s, \forall s \in [0, \eta_t]$ given by

$$\theta_s = w_t - \eta_t \nabla \ell(w_t, z_{i_t}) - s X_t \left( \nabla \ell(w_t, z_{i_t}) - \nabla \ell(w_t, z_{i_t}) \right) + \mathcal{N}(0, s \cdot \eta_t^{2\beta} \sigma^2 I),$$

which can be written as $\forall s \in [0, \eta_t]$, with $\theta_0 = w_t - \eta_t \nabla \ell(w_t, z_{i_t})$,

$$\theta_s = \theta_0 - \int_0^s X_t \left( \nabla \ell(w_t, z_{i_t}) - \nabla \ell(w_t, z_{i_t}) \right) d\tau + \eta_t^\beta \sigma \int_0^s dB_\tau.$$
Following Raginsky et al. [2017], Mou et al. [2018], consider the conditional expectation

\[ g_s(w) = \mathbb{E}_{w_t, i_t, X_t} \left[ X_t \left( \nabla \ell(w_t, z_{i_t}) - \nabla \ell(w_t, z_{i_t}) \right) \mid \theta_s = w \right] . \]

The mimicking distribution results guarantees that \( \theta_s \) has the same marginals as the Ito process

\[ \mathbf{v}_s = \mathbf{v}_0 - \int_0^s g_r(\mathbf{v}_r) \, dr + \eta t^\beta \sigma \int_0^s dB_r , \]

where \( \mathbf{v}_0 = u_0 - \eta t \nabla f(u_0, z_{i_t}), u_0 \sim p_k \). Equivalently, the solution to the following SDE has the same one-time marginal as \( \theta_s \):

\[ d\mathbf{v}_r = -g_r(\mathbf{v}_r) \, dr + \eta t^\beta \sigma dB_r . \]

Let \( \pi(\theta, s) \) and \( \pi(\mathbf{v}, s) \) denote the marginal pdfs of \( \theta_s \) and \( \mathbf{v}_s \) respectively, we have \( \pi(\theta, s) = \pi(\mathbf{v}, s) \). Thus, for our analysis, it suffices to focus on \( \pi(\mathbf{v}, s) \), which satisfies the Fokker-Planck equation

\[ \frac{\partial \pi(\mathbf{v}, s)}{\partial s} = \nabla \cdot (\pi(\mathbf{v}, s) g_s(\mathbf{v}_s)) + \frac{(\eta t^\beta \sigma)^2}{2} \Delta \pi(\mathbf{v}, s) , \]

where \( \Delta \) is the Laplace operator. For the counterparts for the neighboring dataset \( S' \), denoted by \( \pi'(\mathbf{v}, s) \), we have

\[ \frac{\partial \pi'(\mathbf{v}, s)}{\partial s} = \nabla \cdot (\pi'(\mathbf{v}, s) g'_s(\mathbf{v}_s)) + \frac{(\eta t^\beta \sigma)^2}{2} \Delta \pi'(\mathbf{v}, s) , \]

Now we can bound the variation of squared Hellinger distance. Denote \( \pi_s \) and \( \pi'_s \) for \( \pi(\mathbf{v}, s) \) and \( \pi'(\mathbf{v}, s) \) for short. For step \( t \) and \( s \in [0, \eta t] \), from Mou et al. [2018], we have

\[
\frac{d}{ds} D_H(\pi_s || \pi'_s) = - \int_{\mathbb{R}^d} \frac{\partial}{\partial s} \sqrt{\pi_s \pi'_s} \, dw \\
= - \int_{\mathbb{R}^d} \sqrt{\pi'_s} \frac{\partial \pi_s}{\partial s} \, dw - \int_{\mathbb{R}^d} \sqrt{\pi_s} \frac{\partial \pi'_s}{\partial s} \, dw \\
= - \int_{\mathbb{R}^d} \sqrt{\pi'_s} \left[ \frac{(\eta t^\beta \sigma)^2}{2} \Delta \pi_s + \nabla \cdot (\pi_s g_s(w)) \right] \, dw - \int_{\mathbb{R}^d} \sqrt{\pi_s} \left[ \frac{(\eta t^\beta \sigma)^2}{2} \Delta \pi'_s + \nabla \cdot (\pi'_s g'_s(w)) \right] \, dw \\
\leq - \frac{1}{8(\eta t^\beta \sigma)^2} \int_{\mathbb{R}^d} \sqrt{\pi_s \pi'_s} \left\| g_s(w) - g'_s(w) \right\|^2 \, dw
\]

where the first inequality follows the chain rule, the second inequality follows the Fokker-Planck equation, and third inequality follows the integration by parts. Note that

\[
\left\| \sqrt{\frac{(\eta t^\beta \sigma)^2}{2}} \left( \nabla \log \frac{\pi'_s}{\pi_s} \right) - \sqrt{\frac{1}{2(\eta t^\beta \sigma)^2}} (g_s(w) - g'_s(w)) \right\|^2 \geq 0
\]

\[
\Rightarrow - \left( \frac{(\eta t^\beta \sigma)^2}{2} \left\| \nabla \log \frac{\pi'}{\pi} \right\|^2 - \nabla \log \frac{\pi'}{\pi} \cdot (g_s(w) - g'_s(w)) \right) \leq \frac{1}{2(\eta t^\beta \sigma)^2} \left\| g_s(w) - g'_s(w) \right\|^2 .
\]
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Thus, with Lemma 4 below, we have
\[
\frac{d}{ds} D_H (\pi_s \| \pi'_s) \leq \frac{1}{8(n_0^2)} \int_{\mathbb{R}^d} \sqrt{\pi_s \pi'_s} \| g_s(w) - g'_s(w) \|^2 dw
\]
\[
\leq \frac{16(1 - \epsilon^2) G^2}{\eta_t \tilde{w}_t^2 \sigma^2 n^2}.
\]

So we have
\[
D_H (p_{t+1} \| p'_{t+1}) = D_H (\pi_t \| \pi'_{t}) \leq D_H (\pi_0 \| \pi'_0) + \frac{16(1 - \epsilon^2) G^2}{\eta_t \tilde{w}_t^2 \sigma^2 n^2} \eta_t \leq D_H (p_t \| p'_t) + \frac{16(1 - \epsilon^2) G^2}{\sigma^2 n^2} \eta_t^{1-2\beta}
\]
where the last inequality follows the non-expansive property of \( f \)-divergence (including KL divergence and squared Hellinger distance). Note that \( \pi_0 \) and \( \pi'_0 \) is the pdf of \( \theta_0 = w_t - \eta_t \hat{\nabla} \ell (w_t, z_t) \) and \( \theta'_0 = w'_t - \eta_t \hat{\nabla} \ell (w'_t, z_t) \), where \( w_t \sim p_t \) and \( w'_t \sim p'_t \). Let \( \phi() \) denote the gradient truncation function which only depends on the random sample \( i_t \) and \( w_t \), we have \( \hat{\nabla} \ell (w_t, z_t) \triangleq \nabla \ell (w_t, z_t) \). Thus, \( \theta_0 \) and \( \theta'_0 \) follows the same mapping function. Following the non-expansive property of squared Hellinger distance, we have
\[
D_H (\pi_0 \| \pi'_0) \leq D_H (p_t \| p'_t).
\]

That completes the proof.

\[\textbf{Theorem 6} \quad \text{Consider } T \text{ iterations of generalized NT-SGD with } \eta_t^{1-2\beta} \leq \frac{\sigma^2 \ln 4}{12(1 - \epsilon^2) G^2}, \beta \in [0, \frac{1}{2}], \sigma^2 \text{ and } \epsilon \in [0, 1], |B_t| = 1, \forall t \in [T]. \text{ Suppose the loss function is uniformly bounded by } C. \text{ Under Assumption 1, we have}
\]
\[
\text{err}_{\text{gen}} (w_T) \leq O \left( CG \frac{1}{n \sigma} \sqrt{1 - \epsilon^2} \sum_{t=1}^{T} \eta_t^{1-2\beta} \right)
\]

**Proof:** Consider two neighboring datasets \( S \) and \( S' \) differing only in the \( i_s \)-th sample, i.e., \( S = \{z_1, \ldots, z_{i_s}, \ldots, z_n\} \) and \( S' = \{z_1, \ldots, z_{i_s}', \ldots, z_n\} \), at iteration \( t \), we write the density function of \( w_t \) and \( w'_t \) as \( p_t \) and \( p'_t \) respectively for all \( t \in [T] \). Given two distributions \( p, q \), the Hellinger distance is given by:
\[
D_H (p \| q) \triangleq \frac{1}{2} \int_{\mathbb{R}^d} (\sqrt{p} - \sqrt{q})^2 dw.
\]
Assume the loss function is uniformly bounded by \( C \), following Mou et al. [2018] and Proposition 1, we have
\[
\alpha_T \leq 2C \sqrt{D_H (p_T \| p'_T)}.
\]
From Lemma 1, we have
\[
D_H (p_{t+1} \| p'_{t+1}) \leq D_H (p_t \| p'_t) + \frac{16(1 - \epsilon^2) G^2 \eta_t^{1-2\beta}}{\sigma^2 n^2}
\]
By induction, we have
\[
D_H (p_T \| p'_T) \leq \frac{16(1 - \epsilon^2) G^2 \sum_{t=1}^{T} \eta_t^{1-2\beta}}{\sigma^2 n^2}.
\]

\[\text{This condition suggests that step size } \eta_t \text{ needs to be bounded by a constant for } t \in [T].\]
Thus, we have
\[
\alpha_T \leq 2C \sqrt{D_H (p_T \| p_T')} \leq 8CG \sqrt{(1 - \epsilon^2) \sum_{t=1}^{T} \eta_t^{1-2\beta}}.
\]

**Definition 5** (non-expansive). Suppose \( w \) and \( w' \) are two random points in \( \mathbb{R}^d \), and their distributions are denoted as \( \mathcal{P}(w), \mathcal{P}(w') \). We say a bivariate functional \( D(\cdot \| \cdot) \) defined on two density functions, is non-expansive, if for any mapping \( \psi : \mathbb{R}^d \to \mathbb{R}^d \), there is
\[
D \left( \mathcal{P}(\psi(w)) \| \mathcal{P}(\psi(w')) \right) \leq D \left( \mathcal{P}(w) \| \mathcal{P}(w') \right)
\]
(28)

**Lemma 4** Suppose \( \eta_t^{1-2\beta} \leq \frac{\sigma^2 \ln 4}{12(1 - \epsilon^2)G^2} \), then there is
\[
\int \sqrt{\pi_s \pi'_s} \left\| g_s(w) - g'_s(w) \right\|^2 \, dw \leq \frac{128(1 - \epsilon^2)G^2}{n^2}
\]

**Proof:** The proof mainly follows the Lemma 4 in Mou et al. [2018]. Let \( u_s, u'_s \) denote the pdfs of \( \theta_s, \theta'_s \) conditioned on \( X = 1 \) respectively, and let \( v_s, v'_s \) denote the pdfs of \( \theta_s, \theta'_s \) conditioned on \( X = 0 \) respectively. We have
\[
g_s(w) = \frac{u_s(w)}{n \pi_s(w)} \mathbb{E} \left( \tilde{\nabla} \ell(w_t, z_{i_t}) - \tilde{\nabla} \ell(w_t, z_{i_t}) \mid \theta_s = w \right)
\]
as
\[
g'_s(w) = \frac{u'_s(w)}{n \pi'_s(w)} \mathbb{E} \left( \tilde{\nabla} \ell(w'_t, z_{i_t}) - \tilde{\nabla} \ell(w'_t, z_{i_t}) \mid \theta_s = w \right).
\]

Based on the Assumption 1, we have
\[
\left\| g_s(w) \right\| \leq \frac{2u_s(w) \sqrt{(1 - \epsilon^2)G}}{n \pi_s(w)}
\]
and
\[
\left\| g'_s(w) \right\| \leq \frac{2u'_s(w) \sqrt{(1 - \epsilon^2)G}}{n \pi'_s(w)}.
\]

Then we have
\[
\int \sqrt{\pi_s \pi'_s} \left\| g_s(w) - g'_s(w) \right\|^2 \, dw \leq 2 \int \sqrt{\pi_s \pi'_s} \left\| g_s(w) \right\|^2 \, dw + 2 \int \sqrt{\pi_s \pi'_s} \left\| g'_s(w) \right\|^2 \, dw
\]
\[
\leq 2 \sqrt{\int \pi_s \left\| g_s(w) \right\|^4 \, dw} + 2 \sqrt{\int \pi'_s \left\| g'_s(w) \right\|^4 \, dw}
\]
\[
= 2 \sqrt{\int \pi_s \left\| g_s(w) \right\|^4 \, dw} + 2 \sqrt{\int \pi'_s \left\| g'_s(w) \right\|^4 \, dw}
\]
\[
\leq 2 \sqrt{\int \pi_s \left( \frac{2u_s(w) \sqrt{(1 - \epsilon^2)G}}{n \pi_s(w)} \right)^4 \, dw} + 2 \sqrt{\int \pi'_s \left( \frac{2u'_s(w) \sqrt{(1 - \epsilon^2)G}}{n \pi'_s(w)} \right)^4 \, dw}
\]
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\[
\frac{d}{ds} \int \frac{u_s^4}{v_s^3} = \int \frac{12u_s^4}{v_s^3} \left\{ -\left( \frac{\eta_t \sigma}{2} \right)^2 \left\| \nabla \log \frac{v_s}{u_s} \right\|^2 - \left( g_s(w) - g_s'(w) \right) \cdot \nabla \log \frac{u_s}{v_s} \right\} \\
\leq \frac{6}{\eta_t^2 \sigma^2} \int \frac{u_s^4}{v_s^3} \left\| g_s(w) - g_s'(w) \right\|^2 \\
\leq \frac{12(1 - \epsilon^2)G^2}{\eta_t^2 \sigma^2} \int \frac{u_s^4}{v_s^3}.
\]

Thus,

\[
\frac{d}{ds} \ln \int \frac{u_s^4}{v_s^3} \leq \frac{12(1 - \epsilon^2)G^2}{\eta_t^2 \sigma^2}.
\]

For \( s \leq \eta_t \) and \( \eta_t^{1-2\beta} \leq \frac{\sigma^2 \ln 4}{12(1 - \epsilon^2)G^2} \), we have

\[
\ln \int \frac{u_s^4}{v_s^3} \leq \frac{12(1 - \epsilon^2)G^2}{\eta_t^2 \sigma^2} \cdot \eta_t \leq \ln 4.
\]

Thus,

\[
\int \frac{u_s^4}{v_s^3} \leq 4.
\]

Similarly we have

\[
\int \frac{u_s^4}{v_s^3} \leq 4.
\]

As a result, we have

\[
\int \sqrt{\sigma_s \sigma_s'} \left\| g_s(w) - g_s'(w) \right\|^2 d\mathbf{w} \leq \frac{8(1 - \epsilon^2)G^2}{n - 1} \left( \int \frac{u_s^4}{v_s^3} + \int \frac{u_s^4}{v_s^3} \right) \\
\leq \frac{32(1 - \epsilon^2)G^2}{n - 1} \leq \frac{128(1 - \epsilon^2)G^2}{n^2}.
\]

That completes the proof.