In order to reduce overfitting, neural networks are typically trained with data augmentation, the practice of artificially generating additional training data via label-preserving transformations of existing training examples. While these types of transformations make intuitive sense, recent work has demonstrated that even non-label-preserving data augmentation can be surprisingly effective, examining this type of data augmentation through linear combinations of pairs of examples. Despite their effectiveness, little is known about why such methods work. In this work, we aim to explore a new, more generalized form of this type of data augmentation in order to determine whether such linearity is necessary. By considering this broader scope of “mixed-example data augmentation”, we find a much larger space of practical augmentation techniques, including methods that improve upon previous state-of-the-art. This generalization has benefits beyond the promise of improved performance, revealing a number of types of mixed-example data augmentation that are radically different from those considered in prior work, which provides evidence that current theories for the effectiveness of such methods are incomplete and suggests that any such theory must explain a much broader phenomenon.

Deep neural networks have demonstrated remarkable performance on many tasks previously considered intractable, but they come with a cost: they require large amounts of data. While great progress has been made at making neural nets more data-efficient through the use of improved network architectures and training methods, the limitation remains, with the greatest effect in data-starved domains such as robotics [18, 19] and medical applications [4, 8, 7].

To get around the requirement for large amounts of data, machine learning practitioners typically either transfer knowledge from other tasks, or employ large amounts of “data augmentation”, the practice of generating synthetic data based on real examples. This synthetic data artificially expands the size of datasets used for training models by many orders of magnitude, and typically takes the form of transformations that maintain the realistic appearance of the input, e.g. for image classification, flipping an image horizontally or making minor adjustments to its brightness.

A handful of recent work, however, has pointed out a new direction: data augmentation can take the form of mixing training examples together, specifically via element-wise averages of pairs of inputs [27, 24, 25, 12]. Though
this type of data augmentation does not produce data realistic to humans, it is surprisingly effective at training models, significantly improving performance across a variety of tasks and domains even after other forms of data augmentation are considered. Due to the nascentness of such techniques, we currently do not have a good understanding of why they are effective. One hypothesis comes from Zhang et al. [27], who suggest that the added linearity this form of data augmentation encourages is a useful inductive bias. Another is from Tokozume et al. [24], who put forth the idea that CNNs treat imagery as waveform data and that such data augmentation puts constraints on internal feature distributions. While the true modus operandi by which these methods are successful remains an area of active research, these works nevertheless point to new directions for reducing the dependence of modern deep neural networks on large quantities of labeled data.

In this paper, we ask the question: is linearity critical to the success of these data augmentation methods that combine multiple input examples? To answer this question, we explore this new area of data augmentation as generalized functions of multiple inputs, which we denote “mixed-example data augmentation”. We propose a variety of alternative methods for example generation, and surprisingly find that almost all methods result in improvements over models trained without any form of mixed-example data augmentation (see Fig. 1 for examples). As a byproduct of increasing this search space, we find multiple methods that improve upon existing work [27, 24]. Though we do not propose new theoretical reasons for the utility of mixed-example data augmentation, our experiments shed empirical light on existing hypotheses, providing evidence that they are incomplete.

The remainder of this paper is organized as follows: In Sec. 2 we review related work in data augmentation and regularization more generally, and in Sec. 3 we present our exploration of mixed-example data augmentation, overviewing 14 alternatives. We present experiments on CIFAR-10, CIFAR-100, and Caltech-256 in Sec. 4, then conclude with a discussion in Sec. 5.

2. Related Work

Data Augmentation. Data augmentation is key to the success of most modern neural networks across nearly every domain. Here we limit our discussion of data augmentation to applications with images, the focus of this work.

Common forms of data augmentation include random crops, horizontal flipping, and color augmentation [15], which improve robustness to translation, reflection, and illumination, respectively. Occasionally, random scalings are also done [21] as well as random rotations and affine transformations, though these tend to get somewhat less use. One more recent form of data augmentation consists of zeroing out random parts of the image [3, 28], a structured form of input-layer dropout, which works surprisingly well on the CIFAR-10/100 datasets. Though they differ greatly in technique, all of these methods are a form of label-preserving data augmentation, i.e. they are designed to maintain the label of the transformed image, which requires a small amount of task-specific knowledge. For example, in the context of image classification, an image of a cat, even after horizontally flipping it and altering its brightness, is still recognizable as an image of a cat.

More directly relevant to our work is recent progress on generating images for training as linear combinations of other training images [27, 24, 12]. While we save a detailed overview for Sec. 3.2, these methods take the general form of randomly generating a mixing coefficient and producing a new image and label as a convex combination of two images/labels. Tokozume et al. [24] further considered an improved form based on the interpretation of images as waveform data, and Inoue restricted the sampling coefficient to 0.5. Our research, inspired by these, considers more generalized functions of a different form, showing that the space of effective mixed-example data augmentation is much more broad than linearity-based methods.

Regularization. Closely related to the topic of data augmentation is regularization. One of the most common approaches to regularization is weight decay [16], which is equivalent to $L_2$-regularization when using a vanilla stochastic gradient descent learning rule. Other common types of regularization include Dropout [22], which can also be considered a form of feature-space data augmentation injected at intermediate layers in a neural network, and Batch Normalization [13], which has a regularization effect due to randomness in minibatch statistics. Other more exotic forms of regularization include randomly dropping out layers [11] and introducing disparities between forward- and backward-propagation [5]. Data augmentation and regularization can both be viewed as ways to incorporate prior knowledge into models, either via invariances in data (label-preserving data augmentation) or through priors on how weights and activations in neural networks should behave (regularization), and both have the goal of reducing the train-test generalization gap. As such, it is folk wisdom that there is a tradeoff between the optimal amount of data augmentation and regularization to use — for example, Zhang et. al [27] found that using mixup well required a 5x lower amount of weight decay than without mixup on CIFAR-10.

3. Methods

3.1. General Formulation

Most uses of label-preserving data augmentation can be represented by stochastic functions of the form

$$ (\tilde{x}, \tilde{y}) = \tilde{f}(x, y) = (f(x), y). \quad (1) $$
For example, $f$ may be a function randomly altering the brightness of its input, horizontally flipping it, or applying a projective transformation. Of key note, however, is that $f$ is an identity function with respect to its second input.

In this work, we consider generalized methods for data augmentation of the form:

$$ (\tilde{x}, \tilde{y}) = f((x_i, y_i))_{i=1}^N $$

That is, we consider arbitrary functions mapping two examples into a single new training example. This is a strict generalization of the form of augmentation in Eq. 1, which can be obtained by ignoring either one of the two inputs. In theory one could consider functions with $N > 2$ examples as input, but in initial experiments (also agreeing with [27]) we did not see improvement beyond $N = 2$, so in this work we restrict our methods to this setting.

### 3.2. Linearity-Based Methods

In this section we present previous work [27, 24, 25, 12], which can be represented as special cases of Eq. 2 in which $f$ is a linear combination of $(x_1, y_1), (x_2, y_2)$:

#### Mixup. In mixup[27], the augmentation function $f$ is represented by:

$$\begin{align*}
\tilde{x} &= \lambda x_1 + (1 - \lambda) x_2 \\
\tilde{y} &= \lambda y_1 + (1 - \lambda) y_2
\end{align*}$$

where $\lambda \sim Beta(\alpha, \alpha)$ for each pair of examples, with $\alpha$ a hyperparameter. For experiments on CIFAR-10 and CIFAR-100, Zhang et al. [27] used the value $\alpha = 1$, which results in a uniform distribution between 0 and 1, and found that on larger datasets such as ImageNet [20] a smaller value of $\alpha$ was required due to underfitting. Mixup was motivated as encouraging linearity between training examples, with the hypothesis that linearity is an effective inductive bias (an assumption built into a model) for most models. Indeed, mixup was shown to be useful across a wide variety of tasks and models. As we shall show in our work, this picture is incomplete — linearity, while useful, is not required for mixed-example data augmentation to be effective, and extremely non-linear methods can perform nearly as well.

**Between Class (BC+).** Tokozume et al. [24] developed two methods for mixed-example data augmentation. The first, “BC” (Between-Class), is equivalent to mixup and was developed in parallel with Zhang et al. [27]. Improving upon “BC” and building upon their previous work with audio [25], Tokozume et al. developed “BC+”, which is based on the intuition that neural networks (specifically CNNs) can treat imagery as waveform data. Using this intuition, two improvements were made:

First, waveforms are naturally zero-mean signals, while images are not. Therefore, Tokozume et al. first subtract each image’s mean (computed across all channels, i.e. a single number per image) from itself before further processing. This stands in contrast to most recent work with CNNs [26], which uses a mean across an entire dataset for normalization.

The second improvement comes from noting that combining examples in a strictly linear fashion does not produce a perceptually linear combination of images, a fact which was an acute concern in their prior work on audio [25]. To solve this, Tokozume et al. used the standard deviation of each image $\sigma_1, \sigma_2$ to measure energy, and ultimately derive the mixing equation

$$\tilde{x} = \frac{p(x_1 - \mu_1) + (1 - p)(x_2 - \mu_2)}{\sqrt{p^2 + (1 - p)^2}}$$

where $p \sim U[0, 1]$ and the label being linearly determined as in mixup. While BC+ is technically a non-linear method, we group it together with linearity-based methods such as mixup since the non-linearity only occurs in the normalization term and the method is still fundamentally based on element-wise averaging.

### 3.3. Non-Linear Methods

We now illustrate the generality of our formulation (Eq. 2) by presenting many different non-linear methods for mixed-example data augmentation. Although we present them as alternatives to linearity-based approaches, we note that most of these methods are largely orthogonal both to such approaches as well as to more traditional forms of data augmentation and can potentially be employed in combination with them. Illustrative examples are shown in Fig. 2.

**Vertical Concat.** As in mixup and similar to BC+,” Vertical Concat” begins be sampling a random mixing coefficient $\lambda \sim Beta(\alpha, \alpha)$. However, instead of element-wise averaging, in this method the top $\lambda$ fraction of image $x_1$ is vertically concatenated with the bottom $(1 - \lambda)$ fraction of image $x_2$. Formally, we have

$$\tilde{x}(r, c) = \begin{cases} 
x_1(r, c), & \text{if } r \leq \lambda H \\
x_2(r, c), & \text{otherwise}
\end{cases}$$

where $H$ is the height of the image and $x(r, c)$ denotes the 3-dimensional pixel at row $r$ and column $c$ of an image $x$. Though simple, this is an extremely non-linear transformation with respect to the input. The label $\tilde{y}$ remains equal to the original labels weighted by the mixing coefficient: $\lambda y_1 + (1 - \lambda)y_2$. Thus, a network trained with “Vertical
Concat must not only correctly classify the top and bottom portions of the image, but also correctly identify what fraction of the image they occupy.

**Horizontal Concat.** This method is similar to “Vertical Concat.”, but instead horizontally concatenates the left $\lambda$ fraction of $x_1$ with the right $(1 - \lambda)$ fraction of $x_2$:

$$\tilde{x}(r, c) = \begin{cases} x_1(r, c), & \text{if } c \leq \lambda W \\ x_2(r, c), & \text{otherwise} \end{cases}$$

(6)

where $W$ is the width of the image. As before, we have $\tilde{y} = \lambda y_1 + (1 - \lambda)y_2$.

**Mixed Concat.** This is a combination of vertical and horizontal concatenation: first we sample $\lambda_1, \lambda_2 \sim \text{Beta}(\alpha, \alpha)$. Then we divide the output image in a $2 \times 2$ grid as shown in Fig. 2, where the horizontal boundary between grid members is determined by $\lambda_1$ and the vertical boundary is determined by $\lambda_2$. The top-left and bottom-right portions of the output image are set to the corresponding pixel values in $x_1$, and the top-right and bottom-left are set to $x_2$, with $\tilde{y} = (\lambda_1 \lambda_2 + (1 - \lambda_1)(1 - \lambda_2))y_1 + (\lambda_1(1 - \lambda_2) + (1 - \lambda_1)\lambda_2)y_2$, i.e. $\tilde{y}$ is determined by the relative area of $x_1$ vs $x_2$. Another interpretation of “Mixed Concat.” is an application of “Vertical Concat.” to two images produced by “Horizontal Concat.” with the same mixing coefficient but opposite argument order.

**Random $2 \times 2$.** This method is a more randomized version of “Mixed Concat.”. First, this method divides the image into a $2 \times 2$ grid with random sizes as before, but instead of using a fixed assignment of grid cells to input images, “Random $2 \times 2$” randomly decides for each square in the grid whether it should take content from $x_1$ or $x_2$. This prevents the network from relying on the fixed assignment in “Mixed Concat.”, instead forcing it to adapt to potentially changing positions of the input content. The target label $\tilde{y}$ is measured as a function of the relative area of $x_1$ vs $x_2$ in the generated image.

One implementation detail that we have found to modestly help “Random $2 \times 2$” is a constraint on the $2 \times 2$ grid produced. Specifically, this constraint forces the intersection lines of the grid to occur in the middle $p$ fraction of the image, preventing image content from becoming too long, narrow, or not even present. Though this constraint is not critical to the success of the method, we find that it tends to improve performance by a small but significant amount. In our experiments we set $p$ to 0.5.

**VH-Mixup.** In order to explore whether it is possible to combine the strengths of non-linear methods with methods based on linearity, we introduce “VH-Mixup”, the goal of which is to leverage the advantages of “Vertical Concat.”, “Horizontal Concat.”, and mixup [27] (or equivalently BC [24]). First, two intermediate images are made as the result of “Vertical Concat.” and “Horizontal Concat.”, each with their own randomly chosen $\lambda$. Then, mixup is applied...
with these two images as input. This has the effect of producing an image where the top-left is from \(x_1\), the top-right is from \(x_2\), and the top-right and bottom-left are mixed between the two with different mixing coefficients. All together, with \(\lambda_1, \lambda_2, \lambda_3 \sim \text{Beta}(\alpha, \alpha)\), we have that \(\tilde{x}(r,c)\) is equal to:

\[
x_1(r,c), \quad \text{if } r \leq \lambda_1 H \land c \leq \lambda_2 W \\
\lambda_3 x_1(r,c) + (1 - \lambda_3) x_2(r,c), \quad \text{if } r \leq \lambda_1 H \land c > \lambda_2 W \\
(1 - \lambda_3) x_1(r,c) + \lambda_3 x_2(r,c), \quad \text{if } r > \lambda_1 H \land c \leq \lambda_2 W \\
x_2(r,c), \quad \text{if } r > \lambda_1 H \land c > \lambda_2 W
\]

The label \(\tilde{y}\) is determined in a straightforward manner based on the rules for label generation in “Vertical Concat.”, “Horizontal Concat.”, and \textit{mixup}, and can be thought of as the expected fraction of its value a random pixel takes from \(x_1\) vs \(x_2\).

\textbf{VH-BC+.} Rather than combining the outputs of “Vertical Concat.” and “Horizontal Concat.” with \textit{mixup}, in “VH-BC+” they are combined with BC+. While it is tempting to think of this as simply replacing \textit{mixup} with BC+, there is a subtle implementation detail: when to subtract the mean for each image. There are two options: directly before applying BC+, i.e. after performing “Vertical Concat.” and “Horizontal Concat.”, or before producing either of the concatenated images. We argue that the latter is correct — if an output of one of the concatenation methods is made into a zero-mean image, then it will have relatively little effect, as the image will still be clearly made of two distinct parts, even only based on first-order statistics (the mean). However, if the original two images are zero-meaned before either of the concatenation methods, then each concatenated image will still be zero mean in expectation, but the boundary between the two will no longer be as easily discerned. Indeed, we tested both methods in initial experiments, and while we found both to perform reasonably, ultimately the latter was slightly better on average.

\textbf{Random Square.} In this method, a random square within \(x_1\) is replaced with a portion of \(x_2\). This method is inspired by Cutout [3] and random erasing data augmentation [28], but instead of replacing the subimage with 0, we replace it with part of a different image. As in Cutout, the size of the square is a hyperparameter, which we set to 16 pixels. One subtle implementation choice with this method is which region in \(x_2\) to use as a replacement — in our implementation, we use a portion of \(x_2\) picked randomly among all regions of the appropriate size, which we found slightly better than using the region in \(x_2\) directly corresponding to the replaced region of \(x_1\).

\textbf{Random Column Interval.} This method is a slight generalization of “Horizontal Concat.” — a random interval of columns is picked and that part of image \(x_1\) is replaced with columns in \(x_2\). The difference between this method and “Horizontal Concat.” is that this column interval need not begin with the first column. The interval in this method is picked by sampling the lower bound of the interval uniformly, with the upper bound then sampled uniformly between all possible remaining upper bounds.

\textbf{Random Row Interval.} This method is identical to “Random Column Interval” but is applied to a random interval of rows instead of columns.

\textbf{Random Rows.} For each row in the output image \(\tilde{x}\), this method randomly samples whether to take the row from \(x_1\) or \(x_2\), where the probability of choosing the corresponding row in \(x_1\) is given by \(\lambda\). As before, \(\tilde{y}\) is determined based on the fraction of rows that were taken from \(x_1\) compared with \(x_2\). One interpretation of this method is as a higher-frequency variant of “Vertical Concat.” in that rows are still taken entirely from \(x_1\) or \(x_2\), but with this method they may alternate between \(x_1\) and \(x_2\), possibly many times, rather than being grouped into a single large block of rows.

\textbf{Random Columns.} This method is identical to “Random Rows” but samples columns instead of rows.

\textbf{Random Pixels.} This method is similar to “Random Rows” but samples each pixel separately. That is, after first sampling \(\lambda\), a matrix of size \(W \times H\) is created, consisting of numbers drawn uniformly from [0, 1], and converted to a binary matrix via comparison with \(\lambda\). This is interpreted as a boolean mask which can be element-wise multiplied with \(x_1\) and \(x_2\) in order to efficiently compute the output. The label \(\tilde{y}\) can also be easily determined using the expected value of the mask.

\textbf{Random Elements.} This method is similar to “Random Rows” but samples each element of the image separately. That is, when the image is represented as a \(H \times W \times 3\) tensor (using RGB), each element in the tensor is randomly sampled from the corresponding value in either \(x_1\) or \(x_2\). As with “Random Pixels”, this can be efficiently computed by using a \(H \times W \times 3\) tensor of random numbers.

\textbf{Noisy Mixup.} Normally, in \textit{mixup} [27], a single \(\lambda \sim \text{Beta}(\alpha, \alpha)\) is sampled and then used across the entire image (or \(\lambda \sim U[0, 1]\) for BC [24]). However, in order to produce an output with an expected label of \(\lambda y_1 + (1 - \lambda) y_2\), there is no need for \(\lambda\) to be the same across an entire image.
– instead, as long as its expectation is the same, the same label applies. In this method, we first sample $\lambda$ in the same fashion, but then for each pixel identified by a row $r$ and column $c$ we add random zero-centered noise to the mixing coefficient: $\lambda_{r,c} = \lambda + \ell_{r,c}$ where $\ell_{r,c} \sim N(0, \sigma^2)$, with $\sigma^2$ a hyperparameter that we set to $\sqrt{0.025} \approx 0.16$, indicating adding a small amount of pixel-wise data-dependent noise. It is also useful to constrain $\lambda_{r,c}$ to lie in the range $[0,1]$, i.e. $\lambda_{r,c} = \max(\min(\lambda + \ell_{r,c} , 1) , 0)$. Though this method is nearly linear, we find that it makes for an interesting comparison experimentally with the strictly linear methods mixup [27] and BC [24].

### 4.1. Implementation Details

In all experiments, we perform mixed-example data augmentation by directly pairing together two examples at a time, rather than doing it on a batch-by-batch basis [27]. While this has the potential to slow down data processing due to twice as much I/O and non-vectorized operations, it is somewhat simpler to develop with, especially for the slightly more involved data generation methods. Furthermore, we found that we were still able to generate data fast enough for models to use via effective use of dataset caching, which keeps I/O to a minimum. Initial experiments furthermore suggested that this does not affect accuracy. We also found that it was crucial to do other types of data augmentation (e.g. random cropping and flips) before applying any type of mixed-example data augmentation, with differences in accuracy greater than 1% on CIFAR-10, but do not currently have an explanation for why this is important, an implementation detail we also found shared in all existing open-source code of prior work. All experiments were done on a desktop with two Nvidia GeForce GTX 1080 Ti GPUs. We now list dataset-specific implementation details.

**CIFAR 10/100.** We perform the bulk of our experiments on the CIFAR-10 and CIFAR-100 datasets [14], the primary test bed used by prior work [27, 24]. Following [27], we conduct our experiments using the pre-activation ResNet-18 [9], which we re-implemented in TensorFlow [1]. This network architecture has the advantage of having a relatively high accuracy (e.g. 5.4% error on CIFAR-10) while taking only 2 hours for a complete training run with any of the methods. Furthermore, previous work [27, 24] has already shown strong correlations in improvements across model architectures. We also note that this ResNet variant is slightly different from the official pre-activation ResNet-18, attaining somewhat higher accuracy.

Following both Zhang et al. [27] and Tokozume et al. [24], we use $\alpha = 1$ where applicable, which results in a uniform distribution for $\lambda$, though this parameter can in principle be tuned based on the extent of overfitting. On CIFAR-10 we use a weight decay of $10^{-4}$ for all mixed-example methods and $5 \cdot 10^{-4}$ for the baseline ResNet-18, and on CIFAR-100 we use a weight decay of $5 \cdot 10^{-4}$ for all methods on CIFAR-100, which we found necessary in order to reproduce prior work [27], making a difference of slightly more than 1% in final accuracy.

Following [9], we use minibatches of size 128, the learning rate starts at .01 for a warm-up period of 400 steps, increases to 0.1, then decays by a factor of 10 after 32,000, 48,000, and 70,000 steps. In practice, we noticed that this learning rate strategy can be somewhat unstable, with losses spiking up at the 400-step transition, after which models failed to recover well and ended up with a few percent lower accuracy than they would otherwise. Though the extent of this problem depended on the method, for reproducibility we have taken the practice of running 20 copies of each model for three epochs ($\approx 1,200$ steps) and then only continuing the three models with the lowest loss values, which tended to not observe dramatic spikes in loss. This both improved final performance and reduced training variability.

**Caltech-256.** For experiments on Caltech-256 [6] we used the Inception-v3 [23] architecture with the default “Inception” preprocessing, resulting in a 299 × 299 pixel image input to the model. We used the default weight decay for Inception models of $4 \cdot 10^{-5}$ and a batch size of 64 for all methods. For the baseline model we used a learning rate of .03, decayed by a factor of 10 when validation performance saturated, which occurred after 20,000 and 26,000 steps. The learning rate additionally had a warm-up period of 2,000 steps, during which time we increased it at a log-linear rate from $3 \cdot 10^{-5}$ to .03. All other methods had a similar warm-up phase and initial learning rate, but with learning rate decays by a factor of 10 after 45,000 and 57,000 steps, echoing the observation in prior work [27, 24] that mixed-example data augmentation can take longer to train, particularly with larger models. For “BC+” and “VH-BC+”, we found it important to add a small constant when determining the standard deviation of each image in order to avoid numerical issues that made the loss diverge.

### 4.2. Results

**CIFAR-10.** CIFAR-10 [14] consists of 60,000 images of size $32 \times 32$ pixels, split evenly among 10 categories, with 50,000 training images and 10,000 test images, and is a standard test bed for training of small-scale deep learning models, having been used extensively in related work [27, 24]. Results on CIFAR-10 are shown in Table 1. A few trends are immediately apparent:

First, we examine the central question of our work: is linearity required for mixed-example data augmentation to be successful? Our experimental results answer this clearly:
Table 1. Experimental results on CIFAR-10. All numbers are the average across three training runs, measured at the final step of training, and methods are ordered by performance. Numbers for the baseline ResNet-18 model, mixup, and BC+ are from our TensorFlow re-implementation. Italicized method names and performances indicate methods which performed better than either existing state-of-the-art mixed-example method.

| Method            | Error (%) |
|-------------------|-----------|
| ResNet-18         | 5.4       |
| mixup [27]        | 4.3       |
| BC+ [24]          | 4.2       |
| Rand. Elems.      | 6.2       |
| Rand. Pixels      | 5.7       |
| Rand. Col. Int.   | 5.1       |
| Rand. Cols        | 4.8       |
| Horiz. Concat.    | 4.7       |
| Rand. Rows        | 4.6       |
| Noisy Mixup       | 4.5       |
| Rand. Row. Int.   | 4.5       |
| Vert. Concat.     | 4.4       |
| Mixed. Concat.    | 4.4       |
| Rand. Square.     | 4.3       |
| Rand. 2 × 2       | 4.1       |
| VH-BC+            | 3.8       |
| VH-Mixup          | 3.8       |

Table 2. Experimental results on CIFAR-100. As in CIFAR-10, all numbers are the average across three training runs, measured at the final step of training, and methods are ordered by performance. Italics indicates better than existing state-of-the-art mixed-example methods.

| Method            | Error (%) |
|-------------------|-----------|
| ResNet-18         | 23.6      |
| mixup [27]        | 21.3      |
| BC+ [24]          | 21.1      |
| Rand. Elems.      | 24.2      |
| Rand. Pixels      | 24.0      |
| Rand. Cols        | 22.4      |
| Noisy Mixup       | 21.8      |
| Horiz. Concat.    | 21.7      |
| Rand. Col. Int.   | 21.4      |
| Rand. Square.     | 20.9      |
| Rand. Rows        | 20.9      |
| Vert. Concat.     | 20.8      |
| Mixed. Concat.    | 20.9      |
| Rand. 2 × 2       | 20.4      |
| Rand. Row. Int.   | 20.1      |
| VH-BC+            | 19.9      |
| VH-Mixup          | 19.7      |

linearity is not required for effective mixed-example data augmentation. Rather, the space of useful mixed-example data augmentation appears to be much larger than realized in previous work [27, 24, 12] — with the exception of “Rand. Pixels” and “Rand. Elems”, all other mixed-example techniques improved upon the baseline ResNet. Even the simplest of methods, “Horiz. Concat” and “Vert Concat”, improved upon the baseline significantly, and are perhaps the least similar to prior work of the methods considered.

While linearity may not be a requirement in order for a method to improve upon baseline performance, is it required among the most effective methods? Again, our results indicate that this need not be the case. While “VH-BC+” and “VH-Mixup” have some element of linearity in portions of the image, “Rand. 2 × 2”, despite containing no element-wise weighted averaging at all, was just as useful a form of data augmentation as BC+ and mixup, even slightly outperforming them in the sample set of runs we conducted. While we agree with previous work that linearity on its own can be a fruitful inductive bias, it is by no means necessary.

Can we get the best of both worlds by combining the insights of linearity as an inductive bias with non-linear types of mixed-example data augmentation? Two of the methods we explored, “VH-Mixup” and “VH-BC+”, do just that, and in fact both were able to outperform all other approaches, setting a new state of the art for mixed-example data augmentation. This result is particularly promising due to the nascency of mixed-example approaches and the general applicability to a wide range of tasks (for the methods in this paper, tasks in computer vision).

Last, in an effort to learn more about which aspects of such augmentation methods are useful, it is worth remarking on the methods that did not work well as negative examples. In particular, “Rand. Elems” and “Rand. Pixels” both worked worse than the baseline of doing no mixed-example data augmentation. These methods have a commonality: by treating every pixel differently, they exhibit the tendency to introduce high-frequency signals in the data. We hypothesize that this type of data augmentation makes it more difficult for models to capture local details within images, forcing them to rely more on low-frequency content and limiting their ability to properly learn from all available signals. In a similar vein, we also note that “Noisy Mixup”, although it worked reasonably well, was not even as effective as mixup without any modifications, which we also attribute to the addition of high-frequency content.

CIFAR-100. CIFAR-100 [14] is a 100-class companion of CIFAR-10 with otherwise similar properties. We present our results on CIFAR-100 in Table 2. Trends on CIFAR-100 were largely similar to results on CIFAR-10, with the best and worst methods consistent, though the ordering in between changed somewhat. One clear difference, though, is that many more of our exploratory methods out-
performed prior work on CIFAR-100 (8 for CIFAR-100 vs 3 for CIFAR-10). While we do not offer any compelling hypothesis for this change, it provides evidence that at least some minor differences in effectiveness between each mixed-example method are likely to be data-dependent.

A further point worth noting, shared across both CIFAR-10 and CIFAR-100, is that row-based methods performed better than their column-based counterparts: “Vert. Concat” outperformed “Horiz. Concat”, “Rand. Rows” outperformed “Rand. Cols”, and “Rand. Row. Int” improved upon “Rand. Col. Int”. This potentially indicates the importance of keeping horizontal information intact when doing data augmentation, a finding reminiscent of much older work in the field of mixed-example data augmentation, and even this simple detail eludes current understanding.

**Caltech-256.** In order to test methods for mixed-example data augmentation on larger, more real-world images, we additionally evaluate on Caltech-256 [6], a dataset of 256 categories. Since there is no canonical training, validation, or test splits, we constructed splits by randomly taking 40 images from each category for training, 10 for validation, and 30 for testing, resulting in splits of size 10,240, 2560, and 7,680, respectively. While smaller than other datasets of large natural images, e.g. ImageNet [20], experiments are also much more tractable, taking roughly 10 hours on average when training from scratch, compared with an estimated 25 days to run a single ImageNet experiment, which is prohibitively long. For this set of experiments, we focused our analysis on the best-performing methods from CIFAR-10 and 100, “VH-Mixup” and “VH-BC+”, in addition to the three baselines. Results are presented in Table 3.

Most noticeably, we found that all mixed-example data augmentation methods were able to improve performance over the baseline Inception-v3 network. The effect is dramatic, with improvements of up to 10% in accuracy above baseline. This highlights the strength of mixed-example methods, particularly with high-capacity models, a finding that strengthens results from prior work [27, 24].

Within the set of mixed-example methods, though, ordering is less obvious — while it is clear that “VH-BC+” was particularly successful, the reason by which it was so much better than “VH-Mixup” remains mysterious. It is also worth noting that confidence intervals for these experiments are somewhat wide: a 95% confidence interval due to data sampling alone is roughly ±1% at current accuracy levels, and the true interval is likely larger due to additional run-to-run variance from random initialization and data processing. Despite these limitations in measurement, we see these results as highly encouraging for applied tasks where data may be limited and performance is critical.

### Table 3. Experimental results on Caltech-256. Accuracies are determined by a single run of model training, with evaluation checkpoints picked based on maximum validation performance.

| Method      | Accuracy (%) |
|-------------|--------------|
| Inception-v3| 48.6         |
| mixup[27]   | 57.3         |
| BC+[24]     | 57.4         |
| VH-Mixup    | 56.3         |
| VH-BC+      | 59.7         |

5. **Discussion**

In this paper we explored the space of mixed-example data augmentation, in the process generalizing and improving upon recent work [27, 24, 12]. We sought to determine whether linearity was necessary in order for mixed-example data augmentation to be effective, and in the process of answering that question, found a surprisingly large spectrum of non-linear methods that resulted in improvements over models trained with standard augmentation methods. Our methods, though specific to image-based tasks, are straightforward to implement and do not require any hyper-parameter tuning beyond those in existing methods [27, 24]. Though we considered a variety of methods in this work, the field of mixed-example data augmentation is still in its early stages, and we postulate that it is likely even more effective methods exist. We hope that our explorations inspire further research in the area.

Key questions for future research include developing an understanding for why mixed-example data augmentation works and determining which specific properties of such augmentation methods are useful. We have shown that it is possible to combine the strengths of multiple approaches, but it remains unclear what the limits of mixed-example data augmentation are. On a lower level, it would also be interesting to understand the relationship between mixed-example data augmentation and other more traditional forms of data augmentation. For example, we found the puzzling behavior that mixed-example data augmentation is only effective when performed after other forms of data augmentation, and even this simple detail eludes current understanding.

One disadvantage of our approach is that, unlike some prior work [27, 24], our methods operate only on images. While this is true, we believe it is likely that domain-specific approaches such as ours can be made for other problems, such as speech [10] or natural language processing [2]. Furthermore, we believe that such approaches are actually most important for domain-specific tasks, such as robotics [18], which also tend to be the most data-starved and in need of improved methodology and further research.
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