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1. Introduction

Salient object detection (SOD), which segments the most attractive objects in an image, has drawn increasing research efforts in recent years [1–10]. SOD has a large number of applications, such as object recognition [11], image video compression [12], image retrieval [13, 14], image redirection [15], image segmentation [16, 17], image enhancement [18], quality assessment [19], etc. With the rapid progress in this field, a number of derived techniques are developed. Typical instances include video saliency detection [20–26], co-saliency detection [27, 28], stereo saliency detection [29], etc.

The perception of depth information is the premise of human stereoscopic vision. Therefore, considering depth information in SOD can better imitate the human visual mechanism and improve the detection accuracy. In recent years, increasing research effort has been made to study the RGB-D saliency detection [30–39]. Existing methods employ different schemes to handle the multi-level multi-modal features. For the multi-level features, Liu et al. [40] utilized pixel-wise contextual attention network to focus on context information for each pixel and hierarchically integrate the global and local context features. Wang et al. [41] devised a pyramid attention structure to concentrate more on salient regions based on typical bottom-up/top-down network architecture. Zhang et al. [42] developed an aggregating multi-level convolutional feature framework to extract the multi-level features and integrate them into multiple resolutions. For the fusion of the multi-modal features, Liu et al. [43] took depth maps as the fourth channel of the input and employed a parallel structure to extract features through spatial/channel attention mechanisms. Piao et al. [44] exploited a multi-level cross-modal way to fuse the RGB and depth features, and proposed a depth distiller to transfer the depth information to the RGB stream. Li et al. [34] designed an information conversion module to fuse high-level RGB and depth features adaptively, and RGB features at each level were enhanced by weighting depth information. Piao et al. [45] adopted a depth refinement block based fusion method for each level RGB and depth features. More details can be found in the recently released RGB-D survey and benchmark papers [46–48].

Despite their advantages, most existing deep-based RGB-D saliency detection methods suffer from two major limitations. First, although attention mechanisms have been adopted, most existing methods only rely on a kind of attention mechanisms, e.g., channel attention, spatial attention, etc. This results in the drawback that the network is unable to sufficiently explore and make full use of the attention for improving the performance. Second, existing methods usually overlook the noise nature of depth maps, and directly fuse the RGB and depth features by simple concatenation or addition. More reasonable fusion of multi-level and cross-modal features can effectively reduce the error rate caused by misidentification. This is particularly important for the salient object detection in the interference environment, e.g., complex, low-contrast, similar background, etc. As shown in Fig. 1, the low-quality depth information and locally sim-
ilar scene affects the performance of existing cutting-edge models, making them unable to accurately detect the salient objects.

To address these limitations, in this paper, we propose a novel RGB-D saliency detection model, called Complementary Attention and Adaptive Integration Network (CAAI-Net), which employs a complementary attention mechanism along with adaptive feature fusion to detect mesh saliency from multi-modal RGB-D images. Our CAAI-Net effectively resolves the drawbacks in existing methods with a more comprehensive attention mechanism and a novel fusion strategy, which considers the low-quality issue of depth maps and fuses multi-modal features in an adaptive manner. Specifically, we employ two backbones to extract multi-level features from RGB images and depth maps. The multi-level features are first divided into low-level and high-level features according to their locations in the backbones. For the low-level features, the semantic information of the different channels is almost indistinguishable, therefore we adopt spatial attention (SA) components to refine the features rather than using channel attention (CA) components. The attention component is employed to suppress the useless background information and locate the informative features. For the high-level features, we propose a context-aware complementary attention (CCA) module for better informative feature concentration and noisy feature reduction. The CCA module consists of a feature interaction component, a complementary attention component, and a global-context component. The feature interaction component is designed to extract the local context features using a pyramid structure, which supplements missing information from adjacent levels. The resulting features are then fed to the complementary attention component, which is a mixture of CA and SA components with effective inter-level guidance. In addition, the global-context component further supplements the details. Finally, we design an adaptive feature integration (AFI) module to adaptively fuse the cross-modal features at each level. The AFI module employs the fusion weights generated from the adjacent levels as guidance to obtain enhanced RGB features, and then fuse the enhanced RGB and depth features in an adaptive manner.

In summary, our contributions lie in three-fold:

- We propose the CCA module, which is able to extract the informative features highly related to the accurate saliency detection. In the CCA module, the feature interaction component employs a pyramid structure along with nested connections to extract rich context features. The complementary attention component refines the features to capture highly informative features, while effectively reducing the noisy feature disturbances. The global-context component supplements the details to enrich the features.

- We propose a novel adaptive feature fusion module, AFI, which adaptively integrates the multi-modal features at each level. The AFI module is able to self-correct the ratio of different feature branches. Moreover, the feature coefficients automatically generated from pooling and softmax layers are assigned to the enhanced RGB features and depth features to balance their contributions to the feature fusion.

- Extensive experiments on six benchmark datasets demonstrate that our CAAI-Net outperforms nine state-of-the-art (SOTA) RGB-D saliency detection methods, both qualitatively and quantitatively. In addition, the effectiveness of the proposed modules is validated by extensive ablation studies.

Our paper is organized as follows. In Section 2, we will introduce related work. In Section 3, we will describe our CAAI-Net in detail. In Section 4, we will present the datasets, experimental settings, and results. Finally, we will conclude our work in Section 5.

2. Related Works

In this section, we discuss a number of works that are closely related to ours. These works are divided into three categories, including RGB-D saliency detection, global context and local context mechanism, and attention mechanism.

2.1. RGB-D Saliency Detection

The early RGB-D saliency detection methods are mostly based on hand-crafted features, such as color [49], brightness [50], and texture [51]. However, these methods are unable to capture the high-level semantic information of salient objects and have low confidence level and low recall rate. Afterwards, deep convolutional neural network (CNN) is introduced and has shown remarkable success in RGB-D saliency detection. Zhou et al. [52] utilized multi-level deep RGB features to combine the attention-guided bottom-up and top-down modules, which is able to make full use of multi-modal features. Li et al. [53] proposed an attention steered interweave fusion network to fuse cross-modal information between RGB images and corresponding depth maps at each level. These methods utilize attention modules to improve the ability of acquiring local information for salient
objects detection. Some of them consider spatial attention mechanism, while others use channel attention mechanism to guide RGB-D saliency detection. In our work, we take full advantage of both attention mechanisms for improved performance.

A number of RGB-D saliency detection methods focus on the fusion of cross-modal information. Xiao et al. [54] employed a CNN-based cross-modal transfer learning framework to guide the depth domain feature extraction. Wang et al. [55] designed two-streamed convolutional neural networks to extract features and employed a switch map to adaptively fuse the predicted saliency maps. Chen [56] proposed a three-stream attention-aware multi-modal fusion network to improve the performance of saliency detection. Zhang et al. [57] proposed a probabilistic RGB-D saliency detection model, which learns from the labeled data via conditional variational autoencoders. However, these methods usually employ simple concatenation or addition operations to aggregate RGB and depth features, which leads to unsatisfactory performance. In addition, the useless information are propagated, which degrades the saliency detection accuracy.

To resolve these issues, we propose a novel fusion module to integrate cross-modal features. The proposed module utilizes weight coefficients learnt from lower level to enhance the details of RGB features at current level, which generates the complement RGB information to improve the model performance. The learned coefficients are then assigned to the RGB, complementary RGB and depth feature branches, which fuses the features adaptively to self-correction and yields improved saliency maps. Moreover, our module can improve the quality of salient maps and suppress the interferences in the complex or low-contrast scenes.

2.2. Global and Local Context Mechanism

A number of studies have demonstrated that global and local information plays an important role in the effective salient object detection. Wang et al. [58] proposed a global recurrent localization network, which exploits the weighted contextual information to improve accuracy of saliency detection. Liu et al. [59] exploited the fusion of global and local information under multi-level cellular automata to detect saliency, and the global saliency map is obtained using the CNN-based encoder-decoder model. Ge et al. [60] obtained local information through superpixel segmentation, saliency estimation, and multi-scale linear combination. The resulting local information is fused with the CNN-based global information. Fu et al. [36, 61] proposed a joint learning and densely cooperative fusion architecture to acquire robust salient features. Chen et al. [62] proposed a global context-aware aggregation network, where a global module is designed to generate the global context information. The resulting context information is fused across different levels to compensate the missing information and to mitigate the dilution effect in high-level features. In this paper, local context features are acquired by a feature interaction component in the CCA module and then fed into a complementary attention component with the guidance from global context information to learn more meaningful features.

2.3. Attention Mechanism

The attention mechanism stems from the fact that human vision assigns more attention to the region of interests.
and suppresses the useless background information. Recently, it has been widely applied in various computer vision tasks [63, 64]. Li et al. [65] exploited the asymmetric co-attention to adaptively focus important information from different blocks at the interweaved nodes and to improve the discriminative ability of networks. Fu et al. [66] proposed a dual attention network including position attention and channel attention module to capture long-range contextual information and to fuse local features with global features. Zhang et al. [37] introduced a bilateral attention module to capture more useful foreground and background cues and to optimize the uncertain details between foreground and background regions. Zhang et al. [67] presented a split-attention block to enhance the performance of learned features and to apply across vision tasks. Noori et al. [68] adopted a multi-scale attention guided module and an attention-based multi-level integrator module to obtain more discriminative feature maps and assign different weights to multi-level feature maps. In our work, we suppress useless features and improve accuracy of salient object detection by our CCA module, which is based on the spatial attention and channel attention.

3. Method

In this section, we provide detail descriptions for the proposed RGB-D saliency detection model in terms of the overall network architecture and two major components, including CCA and AFI modules. Our network exploits the relationships between global and local features, high-level and low-level features, as well as different modality features. In addition, the features are fused effectively according to their respective characteristics.

3.1. Overall Architecture

Inspired by DMRANet [45], the proposed network, CAAI-Net, considers both the global and local context information. Fig. 2 shows an overview of CAAI-Net, which is based on a two-stream structure for RGB images and depth maps. As can be observed, CAAI-Net employs similar network branches to process the depth and RGB inputs. Low-level features have rich details, but the messy background information tends to affect the detection of salient objects. In contrast, high-level features have rich semantic information, which is useful for locating the salient objects, but the details are usually missing in the high-level features [69]. According to these characteristics, we divide the five convolutional blocks of VGG-19 [70] into two parts, of which the first two convolution layers (Conv1_2, Conv2_2) are regarded as low-level features and the rest (Conv3_4, Conv4_4, Conv5_4) are the high-level features. The high-level features are fed to our CCA module, which consists of three components (i.e., feature interaction component, complementary attention component, and global-context component), to obtain abundant context information and focus more on the regions with salient objects. The feature interaction component is proposed to extract sufficient features by fusing dense interwoven local context information. The output of feature interaction component is then fed into complementary attention component for extracting more meaningful features with the guidance of global context information. For the low-level features, we employ spatial attention components to refine them before the feature fusion. The underlying motivation lies in two folds. First, the attention mechanism has been demonstrated to be effective in improving the feature representation for capturing informative features, which is able to improve the performance effectively [63, 64]. Second, as demonstrated by visualizing the features maps of CNNs [71, 72], the low-level features contain abundant structural details (e.g., edges), indicating rich spatial information. Therefore, spatial attention components are employed to select effective features from the low-level features. We then utilize the AFI module to fuse the extracted RGB and depth features at all levels in an adaptive manner. Finally, the fused features at different levels are added together and then fed into the depth-induced multi-scale weighting and recurrent attention module [45] for predicting the saliency map.

3.2. Context-aware Complementary Attention Module

An overview of our CCA module is shown in Fig. 3. We will then detail in its three major components as follows.

3.2.1. Feature Interaction Component

Extracting the local context information plays an important role in the task of RGB-D saliency detection. Previous works adopt various methods to obtain the local context information for capturing the informative features related to saliency detection. Liu et al. [73] proposed a deep spatial contextual long-term recurrent convolutional network to boost the saliency detection performance by incorporating both global and local context information. Liu et al. [59] employed a locality-constrained linear coding model to generate local saliency map by minimizing its reconstruction errors. Liu et al. [40] proposed a pixel-wise contextual attention network to selectively focus on useful local-context information at each pixel, which can strengthen the performance of RGB-D saliency detection.

A number of works have shown that combining the features of adjacent layers can more effectively supplement mutual features. Therefore, we design the feature interaction component for high-level features to capture the local context information across levels (see Fig. 3 (a)). To suppress complex background information, we adopt the reticular pyramid to fuse multi-scale information, which yields the enhanced features $f_i$ with $i = 3, 4, 5$. Note that we omit the superscripts, h and d, for clarity. Mathematically, we define the feature interaction component as

$$f_{(0,0)} = CU_{(0,0)}(f_3),$$

$$f_{(1,0)} = CU_{(1,0)}(f_4 + DS(f_{(0,0)})),\quad f_{(0,1)} = CU_{(0,1)}(f_{(0,0)} + US(f_{(1,0)})),$$

$$f_{(2,0)} = CU_{(2,0)}(f_5 + DS(f_{(1,0)})), \quad \text{for} \quad i = 3, 4, 5.$$
therequiredsizeofoutputfeatures. The first two outputs, $k$, exploiting the interactive features between the adjacent levels.

The weight factor learnt from supplementary attention for each level is a normalized and reversed one divided into two parts, one is the original output $f_i$ and the other is a normalized and reversed one $\omega_i$, which is regarded as the weight factor learnt from supplementary attention for exploiting the interactive features between the adjacent levels. $\omega_i$ is then multiplied with the output $S_{i+1}$ of the next level to enhance the features and to supplement the details. Note that $k$ in the SA (see Fig. 4 (b)) component is taken as 5 to obtain the required size of output features. The first two outputs, $\hat{f}_i$, with $i = 3, 4$, of the CCA module are defined as

$$f_{(1,1)} = CU_{(1,1)}(f_{(1,0)}) + US(f_{(2,0)}) + DS(f_{(0,1)}),$$

(5)

$$f_{(0,2)} = CU_{(0,2)}(US(f_{(1,1)}) + f_{(0,1)}),$$

(6)

Taking Eq. (5) as an example, $f'_{(1,1)}$ denotes the output of convolution unit $CU_{(1,1)}$. $US(\cdot)$ is the up-sampling operation via bilinear interpolation, and $DS(\cdot)$ is the down-sampling operation. $f_i$ with $i = 3, 4, 5$ denotes the input of the $i$th layer. We then have the outputs of feature interaction component as $f'_3 = f_{(0,2)}$, $f'_4 = f_{(1,1)}$, and $f'_5 = f_{(2,0)}$. Furthermore, the CPM can be extended to more layers, and the principle is similar to the three-layer pyramid structure in this paper.

### 3.2.2. Complementary Attention Component

As shown in Fig. 3 (b), in order to further reduce the background redundant information and locate interested regions, the outputs $f'_{i}$ from the feature interaction component are fed into channel attention (see Fig. 4 (a)) and spatial attention (see Fig. 4 (b)) components [69]. Specifically, the features obtained from dual attention mechanism are first divided into two parts, one is the original output $S_i$, the other is a normalized and reversed one $\omega_i$, which is regarded as the weight factor learnt from supplementary attention for exploiting the interactive features between the adjacent levels. $\omega_i$ is then multiplied with the output $S_{i+1}$ of the next level to enhance the features and to supplement the details. Note that $k$ in the SA (see Fig. 4 (b)) component is taken as 5 to obtain the required size of output features. The first two outputs, $\hat{f}_i$.
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Taking Eq. (5) as an example, $f'_{(1,1)}$ denotes the output of convolution unit $CU_{(1,1)}$. $US(\cdot)$ is the up-sampling operation via bilinear interpolation, and $DS(\cdot)$ is the down-sampling operation. $f_i$ with $i = 3, 4, 5$ denotes the input of the $i$th layer. We then have the outputs of feature interaction component as $f'_3 = f_{(0,2)}$, $f'_4 = f_{(1,1)}$, and $f'_5 = f_{(2,0)}$. Furthermore, the CPM can be extended to more layers, and the principle is similar to the three-layer pyramid structure in this paper.

Figure 3: Illustration of the Context-aware Complementary Attention (CCA) module. The CCA module consists of a feature interaction component, a complementary attention component, and a global-context component.

$$f_{(1,1)} = CU_{(1,1)}(f_{(1,0)}) + US(f_{(2,0)}) + DS(f_{(0,1)}),$$

(5)

$$f_{(0,2)} = CU_{(0,2)}(US(f_{(1,1)}) + f_{(0,1)}),$$

(6)
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3.2.3. Global-context Component

For the fifth-level features, global context information (see Fig. 3 (c)) is introduced as the supplementary information to combine with the attention module, which is able to correct the location and enrich the features of salient objects. Simply adding the global with local features is not an effective solution, therefore we adopt the residual component as a rough locator to generate the global context information, i.e.,

$$f'_5 = \omega_5 \odot (f'_3 + e(Conv_{3\times3}(e(Conv_{3\times3}(f'_3))))),$$

(8)

where $\delta(\cdot)$ represents a Sigmoid activation function, $\odot$ denotes the Hadamard product, and $\oplus(\cdot)$ represents a reverse operation [74, 75], which subtracts the input from a matrix of all ones.

3.3. Adaptive Feature Integration Module

Although RGB and depth are complementary and depth can provide unique semantic information, the feature in the depth is not abundant in terms of structural details. If the depth information is treated equally with RGB, it may result in the degradation of model performance. Therefore, we develop AFI module, an effective fusion module, which is able to sufficiently integrate the features of the cross-modal
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to adaptively correct the impact of the depth features which have low-quality but abundant spatial information.

As illustrated in Fig. 5, the inputs $\hat{f}_i^h$ and $\hat{f}_i^d$ with $i = 1, 2, 3, 4, 5$ represent RGB and depth features at each layer, respectively. First, the RGB features of the lower layer are fed into 1×1 convolution layer after down-sampling, so that the resulting features have the same number of channels as the higher-level features. Then, the correction factor $n_i$ is obtained using a Sigmoid layer. Moreover, taking different receptive fields into consideration, we apply a 3×3 convolution layer after down-sampling. They are then concatenated for the new features. In addition, to learn the depth feature $d_i$, $\hat{f}_i^d$ is fed into two units, each of which includes a convolutional layer followed by PReLU activation function. The depth map usually suffers from low-quality and noise issues, therefore treating depth and RGB features equally in the fusion leads to unsatisfactory results. To resolve this issue, we add the modified RGB features $\hat{h}_i$, the depth features $d_i$, and the original RGB features $f_i^h$ proportionally with a learned coefficient $k_i$, which is obtained using the RGB feature $\hat{f}_i^h$ and a pooling layer that reduces the feature dimension. We utilize the RGB information to guide the complementary and depth information so that the fused features provide a good representation of multi-modal features. Finally, the output is concatenated with the depth features $\hat{f}_i^d$. Mathematically, the above procedure is defined as

$$n_i = \delta(Conv_{1\times1}(DS(f_{i-1}^h))),$$  \hspace{1cm} (9)

$$m_i = \delta(Conv_{3\times3}(DS(f_{i-1}^h))),$$  \hspace{1cm} (10)

$$\hat{h}_i = Cat(n_i \odot US(Conv_{3\times3}(f_i^h))),$$

where $Conv_{1\times1}(\cdot)$ denotes a 1×1 convolution layer. $Cat(\cdot)$ represents the concatenation operation, and $\theta(\cdot)$ denotes a PReLU activation function.

Furthermore, the output $\hat{f}_i''$ is fed into the traditional residual unit to obtain the cross-modal fused feature $f_{\text{fuse}(i)}$ at each layer. Finally, the features at different layers are added to obtain the final features $f_{\text{fuse}}$, i.e.,

$$f_{\text{fuse}} = \sum_{i=1}^{5} f_{\text{fuse}(i)},$$  \hspace{1cm} (15)

Our AFI module allows RGB and depth information to be effectively fused according to their own characteristics in order to improve the saliency detection performance.

4. Experiments

In this section, we first introduce the implementation details, datasets, and evaluation metrics. We then present the
experimental results to demonstrate the effectiveness of the proposed model by comparing with the SOTA models. Finally, we perform ablation analysis to investigate the proposed components.

4.1. Implementation Details

The proposed model is implemented using PyTorch, and the input images for training and testing are resized to 256x256 before feeding into the network. The batch size is set to 2 and the training is optimized by mini-batch stochastic gradient descent. Other parameter settings are as follows: Learning rate is set to 1e-10, the momentum is set to 0.99, and the weight decay is set to 0.0005. Our model takes 61 epochs to complete the training.

4.2. Datasets

We evaluate the proposed method on six public RGB-D saliency detection benchmark datasets, which are detailed as follows: LFSD [76] includes 100 RGB-D images and the depth maps are captured by Lytro camera. NJUD [77] is composed of 1985 RGB images and corresponding depth images estimated from the stereo images with various objects and complex scenes. NLPR [78] consists of 1000 RGB images and corresponding depth images captured by Kinect. STEREO [79] contains 797 stereo images captured from the Internet. RGBD135 [80] contains 135 RGB-D images captured by Kinect. DUT-RGBD [45] consists of 1200 paired images containing more complex real scenarios by Lytro camera.

4.3. Evaluation Metrics

Four evaluation metrics widely used in the field of RGB-D saliency detection are adopted in our experiments. These metrics include Structure Measure (S-Measure) [84], Mean Absolute Error (MAE) [85], E-measure [86] and F-Measure [87], each of which is detailed as follows.

1) Structure Measure ($S_a$) [84]: This is a evaluation metric to measure the structural similarity between the predicted saliency map and the ground-truth map. According to [84], $S_a$ is defined as

$$S_a = (1 - a) S_o + a S_r,$$  \hspace{1cm} (16)

where $S_o$ denotes the object-aware structural similarity and $S_r$ denotes the region-aware structural similarity. Following [84], we set $a = 0.5$. Note that the higher the S-measure score, the better the model performs.

2) Mean absolute error (MAE) [85]: This is a metric to directly calculate the average absolute error between the predicted saliency map and the ground-truth. MAE is defined as

$$MAE = \frac{1}{H \times W} \sum_{x=1}^{H} \sum_{y=1}^{W} |S(x, y) - G(x, y)|$$  \hspace{1cm} (17)

where $H$ and $W$ denotes the height and width of the saliency map, respectively. $S$ represents the predicted saliency map, and $G$ denotes the corresponding ground truth. $x$ and $y$ denote the coordinate of each pixel. Note that the lower the MAE, the better the model performance.

3) F-measure ($F_{\beta}$) [87]: This metric represents the weighted harmonic mean of recall and precision under a non-negative weights $\beta$. In the experiments, we use the maximum F-Measure (maxF) to evaluate the model performance. Mathematically, $F_{\beta}$ is defined as

$$F_{\beta} = \frac{(\beta^2 + 1) \text{Precision} \times \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}}$$  \hspace{1cm} (18)

Following [42], we set $\beta^2 = 0.3$. Note that the higher the F-measure score, the better the model performs.

4) E-measure [86]: E-measure is a perceptual-inspired...
metric and is defined as

$$E = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} \phi_{FM}(x,y)$$  \hspace{1cm} (19)$$

where $\phi_{FM}$ is an enhanced alignment matrix [86]. We adopt maximum E-Measure ($\max E$) to assess the model performance. Note that the higher the E-measure score, the better the model performs.

4.4. Comparison with State-of-the-arts

We perform extensive experiments to compare our CAAI-Net with nine state-of-the-art RGB-D saliency detection models, including DMRA [45], CPFP [82], MMCI [81], TAN [56], CFGA [33], A2dele [44], SSF [83], ASIF-Net [53] and D3Net [46]. For fair comparison, we adopt the results provided by the authors directly or generate the results using the open source codes with default parameters. In addition, for models without the source code publicly available, we adopt the corresponding published results. Our model is trained using the same training set with [44, 45, 83], which contains 800 samples from the DUT-RGBD, 1485 samples from NJUD and 700 samples from NLPR datasets. The remaining images in these datasets and other three datasets are used for testing.

**Quantitative evaluation.** The results, shown in Table 1, indicate that CAAI-Net achieves promising performance on all six datasets and outperforms the SOTA models. Specifically, CAAI-Net sets new SOTA in terms of $S_s$, $\max F$ and $\max E$ on all datasets. In addition, it provides the best $\text{MAE}$ results on four benchmark datasets and the second best $\text{MAE}$ results on RGB135 and DUT-RGBD. On the NLPR dataset, our model outperforms the second best with 3.8% improvement on $\max F$. It is worth noting that CAAI-Net outperforms SOTA models on the DUT-RGBD and STEREO, which are challenging datasets that are with complex background information. All the quantitative results demonstrate that CAAI-Net is capable of improving the performance effectively.

**Qualitative evaluation.** We further show the visual comparison of predicted saliency maps in Fig. 6. As can be observed, CAAI-Net yields saliency maps that are closer to the ground truth than other models.

| Low Quality Depth | Similar Background | Complex Background | Low Contrast | Small Objects |
|-------------------|--------------------|--------------------|--------------|---------------|
| RGB |
| Depth |
| GT |
| MMCI |
| TANet |
| CPFP |
| CFGA |
| ASIF |
| D3Net |
| DMRA |
| A2dele |
| SSF |
| Ours |

**Figure 6:** Qualitative visual comparison of the proposed model and the state-of-the-art models. Our model yields results that are closer to the ground truth maps than other models.
difference, low contrast, and small objects, CAAI-Net consistently provides promising results and outperforms the competing methods significantly. Specifically, the first two rows of Fig. 6 shows the results for the case of low-quality depth. Although challenging, CAAI-Net overcomes the low-quality issue and accurately detects the salient objects, especially for the regions marked by red rectangles. Besides, the object and the background have similar colors in the next two rows. The next two rows show the case of similar background where the salient object shares similar appearance with the background. Our model consistently provides the best performance in comparison with competing methods. The results, shown in the fifth and sixth rows, indicate that CAAI-Net consistently provides the best performance in the presence of complex background problems. Finally, the last four rows show the resulting regarding low contrast and small objects. The effectiveness of our method is further confirmed by these two challenging cases.

4.5. Ablation Study

In this section, the ablation experiments on three testing datasets are performed to validate the effectiveness of the proposed CCA and AFI modules.

Effectiveness of CCA module. The results, shown in Table 2, indicate that the ablated version, B+CCA, outperforms the backbone network, B, in all datasets and evaluation metrics, demonstrating that the CCA module is an effective module to improve the performance. In particular, CCA module significantly reduces the MAE value, indicating that the predicted saliency maps are much closer to the ground truth. The advantage of CCA module can be attributed to its ability of locating the interested regions more accurately. In addition, the visual results, shown in Fig. 7, provides the consistent conclusion, as in Table 2. Our CCA module is an effective module for improving the accuracy of saliency detection.

In addition, we further investigate the effectiveness of each component of CCA module by performing ablation studies. The results, shown in Table 3, indicate that “B+(a)” outperforms the baseline module “B” across different datasets, sufficiently demonstrating the effectiveness of our feature interaction component. The results, shown in the third row of Table 3, indicate that the complementary attention component effectively improves the performance on the complex scene (i.e., STEREO and DUT-RGBD). The complementary attention component enables the model to put more emphasis on informative features and suppressing background interferences. Finally, we show the results for the full version of CCA in the fourth row of Table 3. As can be observed, the global-context component improves the performance effectively, demonstrating its advantages.

Effectiveness of AFI module. We then investigate the effectiveness of AFI module. The results, shown in Table 2, indicate that the full version of our model with AFI module outperforms the ablated version, B+CCA, in terms of all evaluation metrics. This sufficiently demonstrates the effectiveness of AFI, which is capable of adaptively fusing the multi-modal features to capture the meaningful features for

| Methods | NJUD | STEREO | DUT-RGBD |
|---------|------|--------|----------|
| B       | 0.88 0.053 0.927 0.899 | 0.835 0.066 0.931 0.847 | 0.895 0.045 0.942 0.896 |
| B+CCA   | 0.900 0.044 0.937 0.896 | 0.904 0.044 0.943 0.897 | 0.902 0.036 0.953 0.921 |
| B+CCA+AFI | 0.903 0.043 0.945 0.902 | 0.901 0.041 0.945 0.902 | 0.916 0.035 0.953 0.927 |

Figure 7: Visual comparison of the ablated versions of our model. “B” denotes the backbone module. “B+CCA” denotes the model with backbone and CCA module. “B+CCA+AFI” means the model with backbone, CCA and AFI module.

Table 3: Ablation study of CCA module. “B” denotes the baseline module without three components, i.e., $g_i = f_i$ with $i = 3, 4, 5$. “B+(a)” denotes the module with feature interaction component. “B+(a)+(b)” represents the module with feature interaction and complementary attention components. “B+(a)+(b)+(c)” denotes the module with feature interaction, complementary attention, and global-context components.

| Methods | NJUD | STEREO | DUT-RGBD |
|---------|------|--------|----------|
| B       | 0.88 0.053 0.927 0.899 | 0.835 0.066 0.931 0.847 | 0.895 0.045 0.942 0.896 |
| B+(a)   | 0.904 0.043 0.937 0.896 | 0.904 0.043 0.943 0.897 | 0.902 0.036 0.953 0.921 |
| B+(a)+(b) | 0.900 0.044 0.937 0.896 | 0.904 0.044 0.943 0.897 | 0.912 0.036 0.953 0.921 |
| B+(a)+(b)+(c) | 0.903 0.043 0.945 0.902 | 0.901 0.041 0.945 0.902 | 0.916 0.035 0.953 0.927 |
accurate saliency detection. In addition, the visual results, shown in Fig. 7, confirm our observation in Table 2, further demonstrating the effectiveness of AFI module sufficiently. As can be observed, the full version of our model yields saliency maps that are close to the ground truth. In contrast, B+CCA fails to provide satisfactory results, especially in the regions marked by rectangles.

4.6. Failure Cases

Despite its various advantages, our model may yield misdetections for some extreme scenarios. For instance, as shown in the top row of Fig. 8, the object in image background is recognized as the salient one by mistake. In addition, as shown in the bottom row of Fig. 8, the detection accuracy decreases when the background objects share similar appearances with the target salient object. In the future, we will consider more comprehensive scenarios and explore more effective solutions to handle these challenging saliency detection tasks.

5. Conclusion

In this paper, we have proposed a novel RGB-D saliency detection network, CAAI-Net, which extracts and fuses the multi-modal features effectively for accurate saliency detection. Our CAAI-Net first utilizes the CCA module to extract informative features highly related to the saliency detection. The resulting features are then fed to our AFI module, which adaptively fuses the cross-modal features according to their contributions to the saliency detection. Extensive experiments on six widely-used benchmark datasets demonstrate that CAAI-Net is an effective RGB-D saliency detection model and outperforms cutting-edge models, both qualitatively and quantitatively.
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