Abstract

In this work we address the problem of the quantization of a simple harmonic oscillator that is perturbed by a time dependent force. The approach consists of removing the perturbation by a canonical change of coordinates. Since the quantization procedure uses the classical Hamiltonian formalism as staring point, the change of variables is carried out using canonical transformations, and to transform between the quantized systems the canonical transformation is implemented as a unitary transformation mapping the states of the perturbed and unperturbed system onto each other.
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1 Introduction and Preliminaries

When confronted with a classical or quantum system subject to a perturbation, one possible approach to describe it consists in removing the perturbation by means of a change of coordinates. So the first problem to consider is to determine the change of coordinates that simplifies the description of the system. Here, the correct way is dictated by the fact that the time evolution of a quantum system is described by a Hamiltonian operator which is obtained from the classical (non quantum) Hamiltonian by an application of the Bohr-Sommerfeld rules. Thus, if we want to remove the
effect of a perturbation by means of a change of variables, it is natural to do it first in the classical version of the system and then transport the procedure to the quantized version. It so happens that the canonical transformation that maps the perturbed oscillator onto the simple oscillator can be implemented as a unitary transformation between the corresponding quantized versions of the two systems. It is the aim of this paper to work this out explicitly and thus obtain the time evolution of the perturbed system in terms of that of the unperturbed one.

The study of time dependent Hamiltonian systems in general and harmonic oscillators with time dependent Hamiltonians is not new. Much attention has been devoted to systems with time dependent quadratic Hamiltonians. To cite but a few references, consider [15] in which the quantum perturbed oscillator appears as part of a system to detect gravitational waves. In [6] the Schrödinger equation is solved directly. Time dependent quadratic Hamiltonians, which include the cases of the damped harmonic oscillator and/or the harmonic oscillator with a time dependent frequency, have been treated by a variety of techniques. For example, [4] uses the Hamilton-Jacobi equation to obtain a solution to the Schrödinger equation. The solution to the Hamilton-Jacobi equation is the generating function of a canonical transformation that brings the system to its initial state. Another approach is based on the construction of invariants of motion (the Ermakov-Lewis invariant) using a variety of techniques, including canonical transformations. See for example [5], [7], [9], and [8] (in which references to applications are given). Other approaches involve more advanced group theoretic or algebraic approaches using symplectic geometry: [10], [11], [12], [14], [13] for a sample of works using these approaches. Anyway, all of these differ from the approach developed here, which consists of using a the machinery of canonical transformations and their unitary representations to solve the quantum mechanical problem.

To establish notations, in the remainder of this section we solve the equations of motion of the forced harmonic oscillator within the Hamiltonian formalism, and then
see how the solution can be described as the superposition of the solution without the forcing term plus describing the motion of a system under the action of the "external" forcing.

In Section 2 we explain how to relate the two descriptions by means of a canonical transformation. This the first step to relate the quantized versions on the forced and the non forced oscillators. The second is to implement the canonical transformation as a unitary transformation between the corresponding Hilbert spaces. We do that in Section 3, where we prove that the unitary transformation maps the position, momentum and Hamiltonian operators as in the classical case. On the one hand this means that the quantization rules behave consistently under canonical transformations, and on the other, that we can transform the solutions of the corresponding Schrödinger equations onto each other. There we also indicate how we can compute transition probabilities using the canonical mapping.

1.1 The Hamiltonian description of the forced harmonic oscillator

The harmonic oscillator subject to a time dependent force independent of its position is a simple mechanical system. The Hamiltonian from which the dynamics of the forced oscillator is obtained is $H(x, p) = p^2/2m + m\omega^2 x^2/2 - xk(t)$. When $\omega = 0$ the Hamiltonian describes a particle in spatially constant but time dependent force, while when $k(t) = k$ is time independent, the Hamiltonian describes a particle under the action of a harmonic force plus a constant force.

In the Hamiltonian formalism the equations of motion are obtained from the Hamiltonian $H(x, p)$ as follows:

$$
\frac{d}{dt} \begin{pmatrix} x \\ p \end{pmatrix} = \begin{pmatrix} \frac{\partial H}{\partial p} \\ -\frac{\partial H}{\partial x} \end{pmatrix} = \begin{pmatrix} 0 & 1/m \\ -m\omega^2 & 0 \end{pmatrix} \begin{pmatrix} x \\ p \end{pmatrix} + \begin{pmatrix} 0 \\ k(t) \end{pmatrix} = \mathbb{H}_0 \begin{pmatrix} x \\ p \end{pmatrix} + \begin{pmatrix} 0 \\ k(t) \end{pmatrix}.
$$

The initial conditions are $x(0) = x_0, p(0) = p_0$. This is a common textbook example. It appears as a mathematical model of many physical systems: from electrical circuits
to charged particles taken out of equilibrium by the action an electric fields. See [1], [3] or [2] for example. The solution to that system is simple to obtain and it is given by:

\[
\begin{pmatrix}
  x(t) \\
  p(t)
\end{pmatrix}
= U(t) \begin{pmatrix}
  x_0 \\
  p_0
\end{pmatrix} + \int_0^t U(t - s) \begin{pmatrix}
  0 \\
  k(s)
\end{pmatrix} ds.
\] (1.2)

Here it is clear that the time dependence of the forcing term is arbitrary, subject to a mathematical requirement, namely, that the integrals on the right hand side of (1.2) are defined. See the concluding remarks section for more on this issue. In (1.2) we introduced the following notations:

\[
U(t) = \begin{pmatrix}
  \cos(\omega t) & 1/\sqrt{m\omega} \sin(\omega t) \\
  -\omega/\sqrt{m} \sin(\omega t) & \cos(\omega t)
\end{pmatrix},
\] (1.3)

Note as well that \( U(t + s) = U(t)U(s) \) or \( U(t - s) = U(t)U(-s) \) for all \( s, t \). To simplify the notations in what comes below, let us denote the coordinates \((x, v)\) by \( z \) (thought of as column vector), and denote by \( k(s) \) the transpose of \((0, k(s))\). With those notations, write the solution (1.2) to the system (1.1) as

\[
z(t) = U(t)z(0) + \int_0^t U(t - s)k(s)ds = z_h(t) + z_{nh}(t).
\] (1.4)

The subscript \( h \) stands for \emph{homogeneous} and \( nh \) stands for \emph{non-homogeneous}. If we put \( H_0(x, p) = \frac{1}{2}(m\omega^2 x^2 + p^2/m) \), then \( z_h(t) \) solves (1.1) with \( H_0(x, p) \) instead of \( H(x, p) \). Or, if you prefer, \( z_{nh}(t) \) is just the particular solution to (1.1) with zero initial conditions. It is also easy to see that the matrix \( H_0 \) introduced in (1.1) satisfies

\[
U^\dagger(t)H_0U(t) = H_0.
\] (1.5)

Using this we have the following geometric way of visualizing the solutions is as ellipses with center moving according to \( z_{nh}(t) \). This follows from the fact that

\[
\langle (z(t) - z_{nh}(t)), H_0(z(t) - z_{nh}(t)) \rangle = \text{constant} = \langle z(0), H_0z(0) \rangle.
\]

That is, we might think of the two terms in the right hand side of (1.4) as follows: Interpret \( z_{nh}(t) \) as the motion of the center of coordinates of a “laboratory” that
undergoes a non-uniform motion, and interpret $z_h(t)$ as the motion with respect to a system of coordinates in which there is no external force, that is of the motion described in a system of coordinates moving with the laboratory. To visualize the motion of the laboratory system, consider the three ellipses displayed in the panels of Figure 1. These correspond to $z_{nh}(t)$ when $k(t) = K$ is constant in time. In this case we have $\left(\frac{K}{\omega}\right)\left(\frac{1 - \cos(\omega t)}{\omega}, \sin(\omega t)\right)$, which is an ellipse. Notice that it stretches out when $\omega \to 0$ and shrinks when $\omega \to \infty$. Notice that the scales in the time axis and

\begin{figure}[h]
\centering
\begin{tabular}{ccc}
(a) $\omega = 2\pi/100$ & (b) $\omega = 2\pi$ & (c) $\omega = 200\pi$
\end{tabular}
\caption{Motion of the laboratory system}
\end{figure}

in the coordinates axes are very different. Had we plotted them on the same scale, the first ellipse (1a) would be very elongated compared to (1b), while the third (1c) would be compressed almost on top of the origin of coordinates.

2 The canonical transformations

To perform the change of frame of reference mentioned at the end of the previous section in such a way that the Hamiltonian equations of motion are preserved, we have to consider canonical transformations. We shall think of the coordinates $z = (x, p)^t$ as coordinates in the laboratory system and the new coordinates $\zeta = (\xi, \eta)$ as the position and momentum in the moving coordinate system. Let us denote the coordinates of $z_{nh}(t)$ by $x_{nh}(t)$ and $p_{nh}(t) = m\ddot{x}_{nh}(t)$, where as customary, the dot
stands for the derivative with respect to time.

Let us write \( H(x, p) = (p^2/m + m\omega^2 x^2)/2 - x k(t) \) and \( K(\xi, \eta) = (\eta^2/m + m\omega^2 \xi^2)/2 \) for the two Hamiltonian functions of interest. The passage from one to the other by means of a canonical transform can be achieved in several ways, but we shall consider the following cases when implementing them as unitary transformations. We put

Either

\[
F_1(x, \eta, t) = (x - x_{nh}(t))(\eta + \dot{x}_{nh}(t)) + G(t) \tag{2.1}
\]

or

\[
F_2(\xi, p, t) = (\xi + x_{nh}(t))(p - \dot{x}_{nh}(t)) + G(t) \tag{2.2}
\]

depending on which coordinates we want to regard old or new. Which one we consider will depend on which solution of the two possible Schrödinger equations we want to transform onto which. The equations that relate the old and new coordinates are (see [2] or [3]):

\[
\xi(t) = \frac{\partial F_1}{\partial \eta} \tag{2.3}
\]

\[
p(t) = \frac{\partial F_1}{\partial x} \tag{2.4}
\]

\[
K = H + \frac{\partial F_1}{\partial t}. \tag{2.5}
\]

Note that the transformation equations yield that \( \xi(t) = x(t) - x_{nh}(t) \) and \( p = \eta + \dot{x}_{nh}(t) \). It is understood that in (2.5) the partial derivation with respect to \( t \) is carried out and the old coordinates are substituted for the new after solving (2.3)-(2.4). To see that \( H(x, p) \) becomes \( K(\xi, \eta) \) when we apply (2.3)-(2.4)-(2.5) to (2.1) we have to make use of the fact that

\[
\ddot{x}_{nh}(t) + m\omega^2 x_{nh}(t) - k(t) = 0 \tag{2.6}
\]

and that \( G(t) \) is to be chosen so that

\[
\dot{G}(t) - \dot{x}_{nh}(t)^2/2m + m\omega^2 x_{nh}(t)^2/2 - x_{nh}(t)k(t) = 0. \tag{2.7}
\]

A similar procedure is followed for the passage from \( K(\xi, \eta) \) to \( H(x, p) \).
3 Representation of the canonical transformations and quantization

Our starting point consists of two classical systems, with phase spaces labeled by \((x, p)\) and \((\xi, \eta)\), and with dynamics determined by the Hamiltonians \(H(x, p)\) and \(K(\xi, \eta)\). We shall denote by \(\Psi(x)\) and \(\Phi(\xi)\) the states in the Schrödinger representation, and we shall suppose that they are at least twice continuously differentiable, square integrable, complex valued functions such that all the integration by parts necessary to verify the identities presented below are valid. Let us denote by \(\mathcal{H}\) and \(\mathcal{K}\) the corresponding state spaces provided with the usual scalar product.

As the canonical transformations involve the momentum variables of one system and coordinate variables of the other, the unitary transformations are defined to act on the momentum representation of the states to yield states in the coordinate representations. The description of the states in terms of the momentum representation is given by taking the Fourier transforms, that is:

\[
\Psi(p) = \frac{1}{\sqrt{2\pi}} \int e^{-ipx}\Psi(x)dx \quad \text{and} \quad \Phi(\eta) = \frac{1}{\sqrt{2\pi}} \int e^{-i\eta\xi}\Phi(\xi)d\xi. \tag{3.1}
\]

Consider (2.1)-(2.2). In each case the transform depends on the “new” momentum and the “old” coordinates. Thus the unitary transformations induced by \(F_1\) and \(F_2\) go in the opposite directions and are defined as follows.

\[
\tilde{\Phi}(x, t) = U_{F_1}(t)\Phi(x, t) = \frac{1}{\sqrt{2\pi}} \int e^{iF_1(x, \eta)}\Psi(\eta, t)d\eta,
\]

\[
\tilde{\Psi}(\xi, t) = U_{F_2}(t)\Psi(x, t) = \frac{1}{\sqrt{2\pi}} \int e^{iF_2(\xi, p)}\Phi(p, t)dp. \tag{3.3}
\]

The tilde is a notational reminder of the fact that the state is obtained by applying the canonical transform. Keep in mind that the transformation is time dependent and applied to the state dynamically. Note as well that at \(t = 0\) the transforms reduce to the connection between the momentum and the coordinate representations. The
explicit computation of these transforms is simple:

\[ \tilde{\Phi}(x, t) = e^{i\theta(x,t)}\Phi(x - x_{nh}(t), t), \quad \text{(3.4)} \]
\[ \tilde{\Psi}(\xi, t) = e^{i\theta'(\xi,t)}\Psi(\xi + x_{nh}(t), t). \quad \text{(3.5)} \]

Here we put

\[ \theta(x, t) = (x - x_{nh}(t))\dot{x}_{nh}(t) + G(t) \quad \text{(3.6)} \]
\[ \theta'(\xi, t) = - (\xi + x_{nh}(t))\dot{x}_{nh}(t) + G(t). \quad \text{(3.7)} \]

Clearly the transformations are unitary. Let us now verify that the position and momentum operators are transformed consistently with the correspondence rules.

### 3.1 Transformation of the position and momentum operators

Let us begin by recalling that using (3.1) one verifies that

\[ \hat{\xi}\Phi(\eta) = -i\frac{\partial}{\partial \eta}\Phi(\eta) \quad \text{and} \quad \hat{\eta}\Phi(\eta) = \eta\Phi(\eta). \]

Now, applying \(U_{F_1}\) to \(\Phi\) as in (3.2) and (3.3) we obtain that the position operator transforms as:

\[ U_{F_1}(\hat{\xi}\Phi)(x, t) = (x - x_{nh}(t))\tilde{\Phi}(x, t) = (\dot{x} - x_{nh}(t))\tilde{\Phi}(x, t), \quad \text{(3.8)} \]

whereas the momentum operator transforms as:

\[ U_{F_1}(\hat{\eta}\Phi)(x, t) = (-i\frac{\partial}{\partial x} - \dot{x}_{nh}(t))\tilde{\Phi}(x, t) = (\dot{p} - \dot{x}_{nh}(t))\tilde{\Phi}(x, t). \quad \text{(3.9)} \]

To conclude, keep in mind that the Hamiltonian operators in the “laboratory” system and in the “accelerated” system are given by

\[ \mathcal{H} = -\frac{1}{2m}\frac{\partial^2}{\partial x^2} + \frac{m\omega^2}{2}x^2 - xk(t) \quad \text{resp.} \quad \mathcal{K} = -\frac{1}{2m}\frac{\partial^2}{\partial \xi^2} + \frac{m\omega^2}{2}\xi^2. \quad \text{(3.10)} \]
3.2 The evolution in time transforms consistently

Let us now verify that the time evolution in with respect to one Hamiltonian transforms into time evolution with respect to the other Hamiltonian. The result drops out of the fact that

\[ i \frac{d}{dt} \tilde{\Psi}(\xi, t) = i \frac{d}{dt} \left( U_{F_2} \Psi \right)(\xi, t) = \left( i \frac{d}{dt} U_{F_2} \right) \Psi(\xi, t) + U_{F_2} \left( i \frac{d}{dt} \Psi \right)(\xi, t). \]  

(3.11)

Actually, a look at the definition in (3.2) and its effect on \( \Psi \) explicitly shown in (3.5), shows that the claim will follow from the fact that

\[ i \frac{d}{dt} \tilde{\Psi}(\xi, t) = i \frac{d}{dt} \left( e^{i \theta'(\xi, t)} \Psi(\xi + x_{nh}(t), t) \right) = i \frac{d}{dt} \left( e^{i \theta'(\xi, t)} \Psi(\xi + x_{nh}(t), t) \right) + e^{i \theta'(\xi, t)} \left( i \frac{d}{dt} \Psi(\xi + x_{nh}(t), t) \right). \]  

(3.12)

Notice that

\[ \left( i \frac{d}{dt} \Psi(\xi + x_{nh}(t), t) \right) = i \dot{x}_{nh}(t) \frac{\partial}{\partial x} \Psi(\xi + x_{nh}(t), t) + \mathcal{H} \Psi(\xi + x_{nh}(t), t). \]

It is just a matter of substituting (3.8)-(3.9), making use of (2.3)-(2.5), and the fact that neither \( x_{nh}(t) \) nor \( \dot{x}_{nh}(t) \) involves \( x \) or \( p \), to verify that all necessary cancellations take place to conclude that when \( \Psi(x, t) \) satisfies Schrödinger’s equation in the laboratory system, then

\[ i \frac{d}{dt} \tilde{\Psi}(\xi, t) = \mathcal{K} \tilde{\Psi}(\xi, t), \quad \text{with} \quad \tilde{\Psi}(\xi, 0) = \Psi(\xi, 0) = \Psi(x, 0). \]  

(3.13)

That is, \( \tilde{\Psi}(\xi, t) \) satisfies Schrödinger’s equation in the moving system. An exactly analogous argument proves that if \( \Phi(\xi, t) \) satisfies Schrödinger’s equation with Hamiltonian operator \( \mathcal{K} \), then \( \tilde{\Phi}(x, t) = \left( U_{F_2} \Phi \right)(x, t) \) satisfies ”Schrödinger’s equation with Hamiltonian \( \mathcal{H} \). Next, we use these results to compute the transition probabilities between the eigenstates of the oscillator induced by the time dependent perturbation.

3.3 Computation of transition probabilities

Suppose that at \( t = 0 \) the oscillator was in the \( n \)th eigenstate \( \Psi_n \)of energy \( E_n \) and the perturbation is turned on. We are interested in computing the probability of finding
the oscillator in some other eigenstate $\Psi_m$ as time passes by. That is we want to compute

$$P_{n,m}(t) = |\langle \Psi_m, \Psi_n(t) \rangle|^2.$$ 

From the closing comment in the previous section we know that the state at current time $t$ that evolved from the eigenstate $\Psi_n(x) = \Phi_n(\xi)$ at time 0 is, according to (3.4), given by

$$\tilde{\Phi}_n(x, t) = e^{-i\theta(x, t)}\Phi_n(x - x_nh(t), t)$$

and that $\Phi_n(x - x_nh(t), t) = \exp(-iE_n t)\Phi_n(x - x_nh(t))$. From (3.6) we obtain

$$\langle \Psi_m, \Psi_n(t) \rangle = e^{-iE_n t}e^{-iG(t)} \int \Psi_m(x) e^{-i(x-x_nh(t))x Nh(t)} \Psi_n(x - x_nh(t)) dx.$$ 

The phase in front of the integral disappears when we consider the absolute value, so we drop it. A change of variables in the integral yields

$$|\langle \Psi_m, \Psi_n(t) \rangle| = \left| \int \Psi_m(x + x_nh(t)) \Psi_n(x)e^{-ixx Nh(t)} dx \right|. \quad (3.14)$$

To explicitly compute the scalar products we need to recall the following facts: The eigenstate $\Psi_n(x)$ is expressed in terms of the Hermite polynomials as

$$\Psi_n(x) = \frac{1}{\sqrt{2^n n!}} \left( \frac{m\omega}{\pi} \right)^{1/4} H_n(\sqrt{m\omega}x) e^{-m\omega x^2/2}. \quad (3.15)$$

The constants are such that $\langle \Psi_n, \Psi_m \rangle = \delta_{n,m}$. The Hermite polynomials are obtained from their generating function as follows:

$$G(x, u) = e^{2xu - u^2} = \sum_{n=0}^{\infty} \frac{u^n}{n!} H_n(x). \quad (3.16)$$

To complete the list, we need to keep in mind that for any complex $z$ we have:

$$\int_{\mathbb{R}} e^{zx} e^{-x^2} dx = \sqrt{\pi} e^{z^2/4}. \quad (3.17)$$

If we leave aside the factor $C(m, n) = \left( 2^{(m+n)m!n!\pi} \right)^{-1/2}$, and make the change of variables $\sqrt{m\omega}x \rightarrow x$, to calculate the transition probabilities we need to compute

$$\int_{\mathbb{R}} H_m(x + a)H_n(x)e^{-ibx}e^{-(x+a)^2/2} e^{-x^2/2} dx.$$ 
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where we put \( a = \sqrt{m\omega}x_{nh}(t) \) and \( b = \dot{x}_{nh}(t)/\sqrt{m\omega} \). Instead of evaluation this integral for each \( m, n \) we make use of (3.16) and evaluate instead

\[
\int_{\mathbb{R}} G(x + a, v)G(x, u)e^{-ixb}e^{-(x+a)^2/2}e^{-x^2/2}dx.
\]

(3.19)

To obtain the desired integral, we compute \( \frac{\partial^{m+n}}{\partial v^m \partial u^n} \) at \( v = u = 0 \). The integrand in the last expression is an exponential, which after collecting powers of \( x \) looks like

\[
2av - a^2/2 - u^2 - v^2 + [2(u + v) - (ib + a)]x - x^2.
\]

Now, make use of (3.17) to obtain

\[
\int_{\mathbb{R}} G(x + a, v)G(x, u)e^{-ixb}e^{-x^2}dx = \sqrt{\pi}e^{2av-a^2/2-u^2-v^2/4}[2(u+v)-(ib+a)]^2/4.
\]

(3.20)

We can now replace back \( a \) and \( b \) with \( \sqrt{\omega}x_{nh}(t) \) and \( b = \dot{x}_{nh}(t)/\sqrt{\omega} \). As a simple example we can compute the probability of finding the system in its ground state at time \( t > 0 \) is given by

\[
|\langle \Psi_0, \Psi_0(t) \rangle| = \exp \left( -\frac{m\omega x_{nh}^2(t)}{4} + \frac{x_{nh}(t)\dot{x}_{nh}(t)}{2} - \frac{\dot{x}_{nh}^2(t)}{4m\omega} \right).
\]

(3.21)

The term in the exponent can be written as \( (\omega L_{nh} - \mathcal{E}_{nh})/2\omega \), where \( L_{nh} \) in the angular momentum of the non-homogeneous solution and \( \mathcal{E}_{nh} \) its total energy.

We direct the interested reader to [16] for a different approach to computing integrals of products of Hermite polynomials and exponentials. They use a somewhat different scaling for the Hermite polynomials.
4 Closing comments

We mentioned at the beginning that the time dependence of the forcing term is arbitrary, subject to the requirement that \( \int_0^t |k(s)| ds \) be finite for all \( t > 0 \). But actually, at the expense of complicating the mathematical apparatus, we might consider impulsive forces (random or not), or white noise.

To finish and to repeat ourselves once more, sometimes a perturbed system can be rendered unperturbed by a change of coordinates. It is therefore convenient to consider a framework in which the equations of motion in both coordinate systems are the same. This is the role of canonical transformations in the Hamiltonian description of particle dynamics. The bonus is that in some cases the canonical transformation can be explicitly implemented as a unitary transformation between the quantized descriptions of the perturbed and unperturbed systems.
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