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ABSTRACT
We consider the multi-dimensional generalization of the Aw-Rascle system for vehicular traffic. For arbitrary large initial data and the periodic boundary conditions, we prove the existence of global-in-time measure-valued solutions. We also show, using the relative energy technique, that the measure-valued solutions coincide with the classical solutions as long as the latter exist.
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1. Introduction
The macroscopic modeling of traffic goes back to the work of Lighthill and Whitham [1] and Richards [2] from the late 50s. Their description was using a single continuity equation for the conservation of mass

$$\partial_t q + \partial_x (q V(q)) = 0,$$

in which the equilibrium state velocity $V = V(q)$ was given explicitly. An additional equation for velocity, similar to that in the fluid models, appeared nearly 20 years later in the work of Payne [3] and Whitham [4]. In 1995 Daganzo published a “requiem” for the fluid models of traffic [5], pointing out some of their serious drawbacks. They were subsequently remedied in the memorable work of Aw and Rascle [6] who “resurrected” the idea of using the second order fluid-like system to describe the traffic. The connection between the Aw-Rascle model and the microscopic Follow-the-Leader was established in [7] through a scaling limit.

The Aw-Rascle model in its homogeneous form (without relaxation term on the r.h.s.) describes the motion of cars on a single-lane road using two conservation laws:

$$\begin{cases}
\partial_t q + \partial_x (q u) = 0, \\
\partial_t (qw) + \partial_x (quw) = 0,
\end{cases}$$

(1a) (1b)
where \( q(t, x) \) stands for the number of vehicles per unit length of road, a sort of one-dimensional density, and \( u(t, x) \) stands for the velocity of the cars. The system (1) resembles the compressible pressureless Euler equations, except that the conservation of momentum involves not the actual velocity of motion \( u \), but the preferred velocity \( w \).

Because the cars do not move freely on an empty road, these velocities differ by a cost function (velocity offset) \( p \) that depends on the concentration of the cars, i.e. \( w = u + p(q) \). The use of the letter \( p \) is not a coincidence. Here, \( p(q) \) plays the same role as the pressure in the fluid mechanics: it propagates the flow perturbations. It should be noted, however, that because it is also the velocity offset, it has a different physical dimension. In one space dimension it does not strike as a problem, but it is not clear how to generalize the Aw-Rascle model to describe the multi-lane traffic. One of possibilities\(^1\) is to replace the scalar cost function \( p(q) \) by \( \nabla p(q) \), so that the velocity offset is also a vector, i.e. \( w = u + \nabla p(q) \). We then arrive at the following multi-dimensional version of (1):

\[
\begin{align*}
\frac{\partial}{\partial t} q + \text{div}(q u) &= 0, \\
\frac{\partial}{\partial t}(q w) + \text{div}(q u \otimes w) &= 0.
\end{align*}
\]

(2a)\(\text{ and }\) (2b)

The first main result of this work is the existence of global-in-time solutions to system (2) for arbitrary large initial data. We look for solutions in terms of \( q \) and \( w \) treating \( u \) as given function, defined by

\[
u = w - \nabla p(q), \quad \text{where} \quad p(q) = \bar{q}^\gamma, \quad \gamma \geq 1.
\]

(3)

For simplicity, we restrict the analysis to periodic spacial domain, i.e. \( \Omega = T^d, d = 2, 3 \). The proof of existence of solutions to the system (1) consists of a multi-layer construction procedure leading eventually to the generalized measure-valued solution. A remarkable property of the measure-valued solutions is their usability in the construction of numerical algorithms. For example, in [8] it was shown that the widely accepted entropy solutions to Euler system are not the ones observed as a limit of numerical schemes. More recently, the weak-strong uniqueness of dissipative measure-valued solutions was used to prove the convergence of finite volume numerical schemes for the Euler and the Navier-Stokes equations [9, 10]. For an overview of results in this direction we refer to the recent monograph [11].

Motivated by these findings, in our second main result we show that the measure-valued solutions to system (2) coincide with the classical solutions emanating from the same initial data, as long as the latter exist. This is the so-called weak(measure-valued)-strong uniqueness principle. Its proof relies on the application of the relative energy method. Roughly speaking, we show that the functional measuring the distance between the solutions can be controlled by the difference of the corresponding initial data. For two smooth solutions \((\bar{q}, \bar{w})\) and \((\bar{q}, \bar{w})\) this functional has a form:

\[
E(q, w|\bar{q}, \bar{w}) := \int_{T^d} \left( \frac{1}{2} |w - \bar{w}|^2 + E(q) - E(\bar{q}) - E'(\bar{q})(q - \bar{q}) \right) \, dx
\]

(4)

where

\[
E(q) = \int_0^q p(s) \, ds.
\]

(5)
One of the main challenges in our proof is to verify that one of the smooth solutions in this functional can be replaced by the measure-valued solution constructed in the first part.

The concept of relative energy was first introduced by Dafermos [12] in the context of the hyperbolic conservation laws. It was later on adapted to prove weak-strong uniqueness (admissibility) of the weak solutions to the compressible Navier-Stokes equations by Feireisl, Jin, Novotný [13], and by Feireisl, Novotný and Sun in [14]. We also refer to the review paper by Wiedemann [15] for a survey of recent results on weak-strong uniqueness for compressible and incompressible Euler and Navier-Stokes equations. The weak-strong property of measure-valued solutions for the incompressible Euler system was first observed by Brennier et al. [16]. After that, analogous results were proven for the whole variety of fluid models [17–19] including ultimately the compressible Navier-Stokes equations [20], and general conservation laws [21].

One more observation that should be made at this stage is that system (1) resembles compressible pressureless Navier-Stokes equations with variable viscosity coefficient. Indeed, rewriting the equations in terms of \( (\rho, u) \), we obtain:

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0, \\
\partial_t (\rho u) + \partial_x (\rho u^2) - \partial_x (\rho^2 p'(\rho) \partial_x u) &= 0.
\end{align*}
\]

Note that the viscosity coefficient \( \rho^2 p'(\rho) \) vanishes when density is equal to 0. For that reason, system (6) is sometimes called the degenerate Navier-Stokes system. The weak solutions to (6) were obtained in the vanishing pressure limit by Haspot and Zatorska in [22]. They used the artificial velocity reformulation (1) to compare the profile of the density with the Barenblatt solutions to the porous medium equation. An analogue of this result in multi-dimensional case is due to Haspot [23]. The two-velocity structure of the degenerate compressible Navier-Stokes equations was used earlier by Bresch and Desjardins [24, 25] to derive additional estimate of the gradient of the density. This extra estimate is nowadays called the BD entropy, and the algebraic relation for the viscosity coefficients necessary to close this estimate is called the BD relation. Later on, this relation was generalized, and the concept of \( \kappa \)-entropy two-velocity solutions was introduced in the series of works [26, 27]. The relative-entropy functional based on this concept was proposed for the degenerate compressible Navier-Stokes system in [28]. The complete approximation scheme allowing to construct a weak solution in case of linear viscosity is due to Vasseur and Yu [29]. In all these works the additional estimate for the density compensates for the lack of information on the velocity vector field that would be independent of \( \rho \). In a sense, the velocity vector field cases to be defined in the regions of vacuum. In a sense the momentum and the continuity equations play the opposite roles in comparison to compressible Navier-Stokes equations with constant viscosity coefficients. A similar shift of regularity between the momentum and the continuity equations has been recently observed for the one-dimensional collective motion models, see for example [30–32], and in the so called Brenner model [33–35].

2. Definition of solution and main results

In this section, we first explain the reasons for working in the framework of generalized measure-valued solution. After this, we introduce some basics of the Young measures
theory, and explain the extensions necessary to define the measure-valued solutions to system (2).

2.1. Motivation: a-priori estimates

Below we derive some basic a-priori estimates for smooth solutions of system (2) supplemented with the initial data \( \varrho(0,x) = \varrho_0 \) and \( (\varrho \mathbf{w})(0,x) = \mathbf{m}_0 \) such that

\[
0 \leq \varrho_0 \quad \text{in } \mathbb{T}^d \quad \text{and} \quad E_0 = \int_{\mathbb{T}^d} \left( \frac{1}{2} \frac{|\mathbf{m}_0|^2}{\varrho_0} + E(\varrho_0) \right) \, dx \leq \infty. 
\]

(7)

The above choice of initial data includes a possibility of vacuum (i.e. \( \varrho_0 = 0 \)) in some subset of \( \mathbb{T}^d \), but the condition (7) ensures that \( \mathbf{m}_0 = 0 \) on \( \{ x \in \mathbb{T}^d | \varrho_0(x) = 0 \} \).

Lemma 1. Let \( (\varrho, \mathbf{w}) \) be a smooth solution to (2) and let \( \mathbf{u} \) be given by (3). Let the initial data satisfy (7), then we have for any \( p \in [2, \infty) \)

\[
\|\varrho\|_{L^\infty(0,T;L^1(\mathbb{T}^d))} \leq C, 
\]

(8)

\[
\|\varrho|\mathbf{w}|^p\|_{L^\infty(0,T;L^1(\mathbb{T}^d))} \leq C, 
\]

(9)

where the constant \( C \) depends only on the initial data.

Proof. The proof is quite straightforward. To obtain (8) we integrate Eq. (2a) over space, and use the periodicity of the domain. To obtain (9), we multiply (2b) by \( \mathbf{w}|\mathbf{w}|^{p-2} \) and (2a) by \( \frac{1}{p} |\mathbf{w}|^p \), we integrate over space and sum up the resulting expressions.

There is another interesting way of thinking about system (2), namely we can formally rewrite it in terms of \( \varrho \) and \( \mathbf{w} \) as:

\[
\begin{aligned}
\partial_t \varrho + \text{div}(\varrho \mathbf{w}) - \text{div}(\varrho \nabla p) &= 0, \\
\partial_t (\varrho \mathbf{w}) + \text{div}(\varrho \mathbf{w} \otimes \mathbf{w}) &= \text{div}(\varrho \nabla p \otimes \mathbf{w}).
\end{aligned}
\]

System (10) is a porous medium equation coupled to convection equation with a drift term. This reformulation allows us to get further density estimates.

Lemma 2. Let assumptions of Lemma 1 be satisfied. Then we have the following estimates

\[
\|E(\varrho)\|_{L^\infty(0,T;L^1(\mathbb{T}^d))} \leq C, 
\]

(11)

\[
\|\varrho \nabla p(\varrho)\|_{L^1((0,T) \times \mathbb{T}^d)} \leq C, 
\]

(12)

where the constant \( C \) depends only on the initial data.

Proof. We multiply the continuity Eq. (10a) by \( p(\varrho) \) and integrate over space

\[
\int_{\mathbb{T}^d} \partial_t \varrho \, p(\varrho) \, dx - \int_{\mathbb{T}^d} \varrho \mathbf{w} \cdot \nabla p(\varrho) \, dx + \int_{\mathbb{T}^d} \varrho |\nabla p(\varrho)|^2 \, dx = 0.
\]

Definition (5) implies that \( E'(\varrho) = p(\varrho) \), and thus
\[
\frac{d}{dt} \int_{\mathbb{T}^d} E(q) \, dx - \int_{\mathbb{T}^d} q \mathbf{w} \cdot \nabla p(q) \, dx + \int_{\mathbb{T}^d} \rho |\nabla p(q)|^2 \, dx = 0.
\]

Using Young’s inequality with \( \delta \ll 1 \) to estimate the second term, we obtain
\[
\frac{d}{dt} \int_{\mathbb{T}^d} E(q) \, dx + \int_{\mathbb{T}^d} q |\nabla p(q)|^2 \, dx \leq C_\delta \int_{\mathbb{T}^d} \rho |w|^2 \, dx + \delta \int_{\mathbb{T}^d} \rho |\nabla p(q)|^2 \, dx.
\]

The last term can be thus absorbed by the left hand side (l.h.s), and we conclude the proof by integrating over time and using (9) to bound the first term on the r.h.s. \( \square \)

As a consequence of the above two lemmas, it is easy to check that all the terms of the system (2) are bounded in the sense of distributions. The \( L^1 \) bounds for all terms in the weak formulation of the system (2) could allow us to consider it as possible framework for the existence theory. However, the Lemmas 1 and 2 do not provide a-priori bound for \( w \) that would be independent of \( \rho \). Indeed, the \( L^p \) bound for \( \sqrt{\rho}w \) is the maximum we can expect. This causes that the nonlinear terms in the momentum Eq. (10b) are difficult to handle, similarly as in the case of the compressible Euler system. To bypass this difficulty we employ the notion of Young measures which are tailored to identify the limits in the nonlinear terms.

Below we recall some of the basic facts from the theory of Young measures.

2.2. Basic facts about the Young measures

We first introduce some notation:

- \( C_0(\mathbb{R}^d) \) denotes the closure under the supremum norm of compactly supported, continuous functions on \( \mathbb{R}^d \), that is the set of continuous functions on \( \mathbb{R}^d \) vanishing at infinity;
- \( \mathcal{M}(\mathbb{R}^d) \) denotes the dual space of \( C_0(\mathbb{R}^d) \) consisting of signed Radon measures with finite mass, equipped with the dual norm of total variation;
- \( \mathcal{M}^+(\mathbb{R}^d) \) denotes the cone of non-negative Radon measures on \( \mathbb{R}^d \) and \( \mathcal{P}(\mathbb{R}^d) \) indicates the space of probability measures, i.e. for \( \nu \in \mathcal{P}(\mathbb{R}^d) \subset \mathcal{M}^+(\mathbb{R}^d) \) we have \( \nu([\mathbb{R}^d]) = 1 \).

Let \( \Omega = (0,T) \times \mathbb{T}^d \) for any \( T > 0 \), and let \( \{U_n\}_{n \in \mathbb{N}} \) be a sequence of measurable functions

\[
U_n : \Omega \to \mathbb{R}^k.
\]

With a slight abuse of notation we identify \( U_n \) with the probability measures

\[
U_n : y(\in \Omega) \mapsto \delta_{U_n(y)} \in \mathcal{P}(\mathbb{R}^k) \subset \mathcal{M}(\mathbb{R}^k).
\]

The new sequence converges to a measure \( \mathcal{V} \) parameterized by \( y \) in the natural weak topology

\[
U_n \to \mathcal{V} \text{ weak-}\ast \text{ly in } L^\infty_{\text{weak-}\ast}(\Omega; \mathcal{M}(\mathbb{R}^k)) = \left[ L^1(\Omega; C_0(\mathbb{R}^k)) \right]^*.
\]
Assuming that $||U_n||_{L^1(\Omega;\mathbb{R}^k)} \leq C$ uniformly in $n$, allows us to deduce that $\mathcal{V}$ is a probability measure, i.e.,

$$\mathcal{V} \in L^\infty_{\text{weak-*}}(\Omega; \mathcal{P}(\mathbb{R}^k)),$$

called the Young measure associated to the sequence $\{U_n\}_{n \in \mathbb{N}}$.

We now provide a few more important results on the Young measures theory. For a more complete overview we refer the reader, for example, to Pedregal [36, Chapter 6], Malek et al. [37, Chapter 3], or a recent monograph by Feireisl et al. [11, Chapter 5].

If $U_n \in L^p(\Omega;\mathbb{R}^k)$ for $||U_n||_{L^p(\Omega;\mathbb{R}^k)} \leq C$ uniformly in $n$ and $1 < p \leq \infty$, then for $1 < p < \infty$, the weak limit of $U_n$ (weak-$^*(\cdot)$, for $p = \infty$), denoted by $U$, is given by the barycenter of the Young measure, i.e.,

$$U(y) = \langle \mathcal{V}_y; \text{Id} \rangle := \int_{\mathbb{R}^k} \lambda \, d\mathcal{V}_y(\lambda).$$

The situation becomes much more interesting when $U_n \in L^1(\Omega;\mathbb{R}^k)$ and $||U_n||_{L^1(\Omega;\mathbb{R}^k)} \leq C$ uniformly in $n$. Following Ball and Murat [38, Section 3], we conclude that $\langle \mathcal{V}_y; \text{Id} \rangle = \int_{\mathbb{R}^k} \lambda \, d\mathcal{V}_y(\lambda)$ coincides with the biting limit of $U_n$, denoted by $U$, defined as follows. There exists a function $U \in L^1(\Omega;\mathbb{R}^k)$, a subsequence $U_{n_k}$ of $U_n$ and a non-increasing sequence of Borel subsets of $\Omega$, denoted by $\{E_l\}_{l \in \mathbb{N}}$ with $\lim_{l \to \infty} |E_l| = 0$, such that

$$U_{n_k} \rightharpoonup U \text{ weakly in } L^1(\Omega \setminus E_l;\mathbb{R}^k),$$

as $n_k \to \infty$ for fixed $l$. More details on the biting limit and its identification are provided in [38, Section 1].

Let us now understand how the Young measures can be applied to identify the limits of nonlinear functions of weakly converging sequences.

For any continuous function $b : \mathbb{R}^k \to \mathbb{R}^d$, with $||U_n||_{L^p(\Omega;\mathbb{R}^d)} + ||b(U_n)||_{L^p(\Omega;\mathbb{R}^d)} \leq C$ and $p \geq 1$ where $C$ is independent of $n$. Then the mapping

$$y \mapsto \int_{\mathbb{R}^k} b(\lambda) \, d\mathcal{V}_y(\lambda)$$

is well defined and finite for a.e. $y \in \Omega$. Here $\{\mathcal{V}_y\}_{y \in \Omega}$ is a Young measure generated by $\{U_n\}_{n \in \mathbb{N}}$ and we have

$$y \mapsto \int_{\mathbb{R}^k} b(\lambda) \, d\mathcal{V}_y(\lambda) \in L^p(\Omega),$$

see [11, Proposition 5.2]. It is convenient to introduce the notation

$$\langle \mathcal{V}_y; b \rangle := \int_{\mathbb{R}^k} b(\lambda) \, d\mathcal{V}_y(\lambda) \quad \text{(14)}$$

Let us now consider the case that

$$U_n \in L^1(\Omega;\mathbb{R}^k), \quad ||U_n||_{L^1(\Omega;\mathbb{R}^k)} \leq C, \quad ||b(U_n)||_{L^1(\Omega;\mathbb{R}^d)} \leq C$$
uniformly w.r.t $n$. From the continuous embedding of $L^1(\Omega)$ into $\mathcal{M}(\Omega)$, we have

$$b(U_n) \to \overline{b(U)} \text{ weak-*(*)ly in } \mathcal{M}(\Omega; \mathbb{R}^k),$$

which does not necessarily coincide with $\langle \mathcal{V}_j; b \rangle$. Therefore, we define a **Concentration Defect** as the difference

$$\mathcal{R}^{cd} = \overline{b(U)} - \langle \mathcal{V}_j; b \rangle \in \mathcal{M}(\Omega; \mathbb{R}^k).$$

It is important to note that, if we assume $U_n \in L^p(\Omega; \mathbb{R}^k)$, $\|U_n\|_{L^p(\Omega; \mathbb{R}^k)} \leq C$, $\|b(U_n)\|_{L^p(\Omega; \mathbb{R}^k)} \leq C$

uniformly w.r.t $n$ and $p > 1$, we have $\mathcal{R}^{cd} = 0$.

### 2.3. Definition of the measure-valued solution of (10)

In this article, we will focus on the existence of solutions to the Aw-Rascle system (10), which is equivalent to (2) on the level of classical solutions. Perhaps, the most natural idea would be to consider a measure-valued solution defined by a Young measure $\mathcal{V}$ generated by the sequence $\{q_n, \sqrt{\rho_n}w_n\}_{n \in \mathbb{N}}$, in full analogy with the compressible Euler system, [39, Chapter 2].

Unfortunately, in case of system (10) the nonlinear term $\rho_n \nabla p(q_n) \otimes w_n$ is only a-priori bounded in $L^1$ and its limit cannot be identified in this space. This obstacle requires to consider a generalized Young measure involving the density $\rho$, the gradient of a certain function of the density

$$\nabla Q(\rho) = \sqrt{\rho} \nabla p(\rho),$$

where $Q(\rho) = \sqrt{\rho} p'(\rho)$ for $\rho \geq 0$, (15)

and the “weighted” velocity $\sqrt{\rho}w$. Similar idea appeared in the articles of Březina, Feireisl, and Novotný [40] and also in [41] devoted to the compressible Navier-Stokes system, but in the context of velocity and velocity gradient.

Summarizing the above considerations, the solution to (2) will be the Young measure $\mathcal{V}$, generated by $\{(q_n, \sqrt{\rho_n}w_n, \nabla Q(\rho_n))\}_{n \in \mathbb{N}}$, where $(q_n, w_n)$ is the solution of a suitable approximation of (10). Note however, that thanks to (10a) and the uniform bounds from Lemma 2, we gain some control over the oscillations of the sequences which approximate the density. In fact, we are able to show that these sequences converge strongly. This allows us to deduce that the measure associated to the nonlinear functions of the density can be identified with a Dirac delta. For further details, we refer the reader to Lemma 7 below.

Suppose that $\{\langle q_n, \sqrt{\rho_n}w_n, \nabla Q(\rho_n) \rangle\}_{n \in \mathbb{N}}$ generates the Young measure $\mathcal{V}$, i.e.

$$\mathcal{V} \in L^\infty_{\text{weak-*(*)}}((0, T) \times \mathbb{T}^d, \mathcal{P}(\mathcal{F}))$$

where $\mathcal{F} = \{\lambda, \lambda \in [0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d\}$.

Consider a continuous function $b = b(q_n, \sqrt{\rho_n}w_n, \nabla Q(\rho_n)) : \mathcal{F} \to \mathbb{R}^k$, which certain uniform $L^p$-bound with $p \geq 1$. In agreement with (14), we have

$$\langle \mathcal{V}_{t,x}; b \rangle = \int_{\mathcal{F}} b(\lambda) \, d\mathcal{V}_{t,x}(\lambda),$$

where $\lambda = (s, v, F)$. 


Now we want to consider a particular nonlinearity that appears in the convective term of (10b), that is \( g \mathbf{w} \otimes \mathbf{w} \). In this case our nonlinear function can be written as
\[
b(s, \sqrt{s} \mathbf{v}, \mathbf{F}) = \sqrt{s} \mathbf{v} \otimes \sqrt{s} \mathbf{v}.
\]

In what follows, we use a slight abuse of notation and simply write
\[
\langle \mathcal{V}_{t,x}; b \rangle = \int_{\mathcal{F}} \sqrt{s} \mathbf{v} \otimes \sqrt{s} \mathbf{v} \, d\mathcal{V}_{t,x}(s, \sqrt{s} \mathbf{v}, \mathbf{F}) := \langle \mathcal{V}_{t,x}; \sqrt{s} \mathbf{v} \otimes \sqrt{s} \mathbf{v} \rangle.
\]

Similarly, we can express the other nonlinear term \( \langle \mathcal{V}_{t,x}; \sqrt{s} \mathbf{v} \otimes \mathbf{F} \rangle \) in (10b). In the literature, the variables \((s, \sqrt{s} \mathbf{v}, \mathbf{F})\) are often called “dummy” variables. Moreover, in the above notation the barycenter of the Young measure as
\[
\langle \mathcal{V}_{t,x}; \mathbf{I} \rangle = \int_{\mathcal{F}} (s, \sqrt{s} \mathbf{v}, \mathbf{F}) \, d\mathcal{V}_{t,x}(s, \sqrt{s} \mathbf{v}, \mathbf{F}) := \langle \mathcal{V}_{t,x}; s \rangle, \langle \mathcal{V}_{t,x}; \sqrt{s} \mathbf{v} \rangle, \langle \mathcal{V}_{t,x}; \mathbf{F} \rangle.
\]

Let us also rewrite the assumptions on the initial data (7) in terms of our new unknowns \((q, \sqrt{q} \mathbf{w}, \nabla Q(q))\) generating the Young measure. From the estimate (7) it is evident that \( \mathbf{m}_0 = 0 \) a.e. on the set \( \{x \in \mathbb{T}^d | q_0(x) = 0\} \). Therefore, considering \( \mathbf{w}_0 = \mathbf{m}_0 \), our bounds on initial data can be rewritten in the form:
\[
0 \leq q_0 \text{ in } \mathbb{T}^d \quad \text{and} \quad E_0 = \int_{\mathbb{T}^d} \left( \frac{1}{2} \mathbf{w}_0^2 + E(q_0) \right) \, dx < \infty. \tag{16}
\]

For the existence of solutions, one can consider even more general assumption in terms of the Young measures, i.e., to assume for some \( \mathcal{V}_0 \in L_{\text{weak}-(s)}^\infty(\mathbb{T}^d; \mathcal{P}([0, \infty) \times \mathbb{R}^d)) \), that
\[
0 \leq \langle \mathcal{V}_{0,x}; s \rangle, \text{for.a.e. } x \in \mathbb{T}^d \quad \text{and} \quad \int_{\mathbb{T}^d} \langle \mathcal{V}_{0,x}; \frac{1}{2} |\sqrt{s} \mathbf{v}|^2 + E(s) \rangle \, dx < \infty, \tag{17}
\]
where \((s, \sqrt{s} \mathbf{v})\) are the dummy variables. Note that since the initial energy depends only on \( q \) and \( \sqrt{q} \mathbf{w} \), it is enough to consider the phase space of \( \mathcal{V}_{0,x} \) as \((0, \infty) \times \mathbb{R}^d\).

Our ultimate goal is to prove the weak(measure-valued)–strong uniqueness, and so, the initial data should coincide for both measure-valued and strong solutions. Therefore, for this part we will use (7). In other words, we will assume (17) with the initial measure \( \mathcal{V}_{0,x} = \delta_{\{q_0(x), \sqrt{q_0} \mathbf{w}_0(x)\}} \) for.a.e. \( x \in \mathbb{T}^d \).

Let us now provide a precise definition of the measure-valued solution to the system (10).

**Definition 1.** We say that a parametrized measure \( \{\mathcal{V}_{t,x}\}_{(t,x) \in (0,T) \times \Omega} \)
\[
\mathcal{V} \in L_{\text{weak}-(s)}^\infty((0, T) \times \mathbb{T}^d; \mathcal{P}(\mathcal{F})),
\]
on the phase space
\[
\mathcal{F} = \left\{ (s, \sqrt{s} \mathbf{v}, \mathbf{F}) \mid s \in [0, \infty), \sqrt{s} \mathbf{v} \in \mathbb{R}^d, \mathbf{F} \in \mathbb{R}^d \right\}
\]
is a measure–valued solution of the Aw-Rascle system (2) in \((0, T) \times \mathbb{T}^d\), with the bounded energy initial data (16) and dissipation defect \( \mathcal{D} \),
\[ \mathcal{D} \in L^\infty(0, T), \mathcal{D} \geq 0, \]

if the following conditions hold:

- The unknowns enjoy the following regularity:
  \[ q = \langle \mathcal{V}_{t,x} ; s \rangle \in C_{\text{weak}}(0, T; L^{\gamma+1}(T^d)), \]
  \[ q^z = \langle \mathcal{V}_{t,x} ; s^z \rangle \in C_{\text{weak}}(0, T; L^{\gamma}(T^d)) \text{ with } 0 < \alpha < \gamma + 1, \]
  \[ \langle \mathcal{V}_{t,x} ; \sqrt{s} \rangle \in L^\infty(0, T; L^2(T^d)) \text{ with } \sqrt{\xi} \langle \mathcal{V}_{t,x} ; \sqrt{s} \rangle = \langle \mathcal{V}_{t,x} ; \sqrt{s} \sqrt{\mathbf{v}} \rangle, \]
  \[ Q(q) = \langle \mathcal{V}_{t,x} ; Q(s) \rangle \in L^2(0, T; W^{1,2}(T^d)) \text{ with } \nabla Q(q) = \langle \mathcal{V}_{t,x} ; \mathbf{F} \rangle. \]

- For a.e. \( \tau \in (0, T) \) and \( \psi \in C^1([0, T] \times T^d) \) we have
  \[ \int_{T^d} q(\tau, \cdot)\psi(\tau, \cdot)\,dx - \int_{T^d} q_0\psi(0, \cdot)\,dx \]
  \[ = \int_0^\tau \int_{T^d} \left[ \alpha \partial_t \psi + \sqrt{\xi} \langle \mathcal{V}_{t,x} ; \sqrt{s} \rangle \cdot \nabla \psi - \sqrt{\xi} \nabla Q(q) \cdot \nabla \psi \right] \,dx\,dt. \]

- There exists a defect measure \( r^M \in L^\infty_{\text{weak}}(0, T; \mathcal{M}(T^d; \mathbb{R}^{d \times d})) + \mathcal{M}([0, T] \times T^d; \mathbb{R}^{d \times d}) \) and \( \zeta \in L^1(0, T) \) such that for a.e. \( \tau \in (0, T) \), for all \( \epsilon > 0 \) and \( \phi \in C^1([0, T] \times T^d; \mathbb{R}^d) \) we have
  \[ \int_{T^d} \sqrt{\xi}(\tau, \cdot) \langle \mathcal{V}_{t,x} ; \sqrt{s} \rangle \cdot \phi(\tau, \cdot)\,dx - \int_{T^d} \langle \mathbf{v}_0 ; \sqrt{s} \sqrt{\mathbf{v}} \rangle \cdot \phi(0, \cdot)\,dx \]
  \[ = \int_0^\tau \int_{T^d} \sqrt{\xi} \left[ \langle \mathcal{V}_{t,x} ; \sqrt{s} \rangle \cdot \partial_t \phi + \langle \mathcal{V}_{t,x} ; \sqrt{s} \mathbf{v} \otimes \sqrt{s} \mathbf{v} \rangle : \nabla \phi - \langle \mathcal{V}_{t,x} ; \sqrt{s} \mathbf{v} \otimes \mathbf{F} : \nabla \phi \rangle \right] \,dx\,dt \]
  \[ + \langle r^M ; \nabla \phi \rangle_{\mathcal{M}([0, \tau] \times T^d; C([0, \tau] \times T^d))} \]
  \[ \text{and} \]
  \[ \left\langle r^M ; \nabla \phi \right\rangle_{\mathcal{M}([0, \tau] \times T^d; C([0, \tau] \times T^d))} \leq \left( 1 + \frac{1}{4\tau} \right) \int_0^\tau \xi(t) D(t) \left\| \phi \right\|_{C^1(T^d)}\,dt + \epsilon \left\| \phi \right\|_{C^1([0, \tau] \times T^d)} D(\tau). \]

- There exists a defect measure \( \mathcal{R} \in L^\infty_{\text{weak}}(0, T; \mathcal{M}(T^d)) + \mathcal{M}([0, T] \times T^d) \) such that for a.e. \( \tau \in (0, T) \) and \( \epsilon > 0 \) we have
  \[ \int_{T^d} \langle \mathcal{V}_{t,x} ; \frac{1}{2} \sqrt{s} \mathbf{v} \rangle^2 + E(s)\,dx + \int_0^\tau \int_{T^d} \langle \mathcal{V}_{t,x} ; |\mathbf{F}|^2 \rangle \,dx\,dt + D(\tau) \]
  \[ \leq \int_{T^d} \langle \mathcal{V}_{0,x} ; \frac{1}{2} \sqrt{s} \mathbf{v} \rangle^2 + E(s)\,dx + \int_0^\tau \int_{T^d} \langle \mathcal{V}_{t,x} ; \sqrt{s} \mathbf{v} \cdot \mathbf{F} \rangle \,dx\,dt + \int_{(0, \tau) \times T^d} d\mathcal{R}, \]
  where
\[
\left| \int_{(0,T) \times \mathbb{T}^d} \mathrm{d}R \right| \leq C \left( 1 + \frac{1}{4\epsilon} \right) \int_0^T \mathcal{D}(t) \mathrm{d}t + \epsilon \mathcal{D}(\tau). \tag{25}
\]

Here we can identify \( \langle \mathcal{V}_{t,x}; E(\cdot) \rangle = E(q) \).

**Remark 1.** Our definition of measure-valued solution uses less regularity than a-priori available for \( \sqrt{\omega} \mathbf{w} \) in (9). In fact, following our approximation procedure, we are only able to justify the uniform \( L^1((0,T) \times \mathbb{T}^d) \) bound on \( \omega \mathbf{w} \otimes \mathbf{w} \). Therefore we also need to include possible concentration defect \( \mathcal{R} \) associated with this term in the definition of the solution (23).

**Remark 2.** The regularity assumptions (18) and (19) imply \( \langle \mathcal{V}_{t,x}; \mathcal{S} \rangle = \langle \mathcal{V}_{t,x}; \mathcal{S} \rangle^\mathcal{S} \) for a.e. \( (t,x) \in (0,T) \times \mathbb{T}^d \). Recall that for a strictly convex function the Jensen inequality is an equality if and only if the measure is a Dirac delta. Choosing \( \alpha = 1 + \frac{c}{2} \) we get that the projection of Young measure on the first component is a Dirac delta.

Therefore
\[
\mathcal{V}_{t,x} = \delta \{ q(t,x) \} \otimes Y_{t,x} \quad \text{for a.a. } (t,x) \in (0,T) \times \mathbb{T}^d,
\]
where \( Y \in L^\infty_{\text{weak}-(s)}((0,T) \times \mathbb{T}^d; \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d)) \).

### 2.4. The main results

The main results of the paper are formulated in the two theorems below.

**Theorem 3.** Let \( p(q) = q^\gamma, \gamma \geq 1 \), and let the initial data satisfy (16). Then, for any \( T > 0 \), there exists a measure-valued solution to (10) in the sense of Definition 1.

**Remark 3.** In a more recent development, Abbatiello, Feireisl and Novotný [42] and Woźniacki [43] simplified the notion of measure-valued solutions to the so-called dissipative solutions (with no Young measure), for both compressible and incompressible Navier-Stokes systems with a general viscosity law describing non-Newtonian fluids. The same can also be used for the compressible Euler system, see Breit, Feireisl, and Hofmanová [44]. This definition relies on writing the nonlinear term \( \omega \mathbf{u} \otimes \mathbf{u} \) in terms of variables \( (q, \mathbf{m} = \omega \mathbf{u}) \), and on using the convexity of the function
\[
(q, \mathbf{m}) \mapsto 1_{\{ q > 0 \}} \frac{\mathbf{m} \otimes \mathbf{m}}{q} : (\xi \otimes \xi) = 1_{\{ q > 0 \}} \frac{\mathbf{m} \cdot \xi^2}{q} \quad \text{for all } \xi(\neq 0) \in \mathbb{R}^d.
\]

However, in our case, we have two nonlinearities. The first one \( (q, \mathbf{w}) \mapsto \sqrt{q} \mathbf{w} \otimes \mathbf{w} \) is of course similar if we write it in terms of variable \( \sqrt{q} \) or \( (q, \mathbf{m} = q \mathbf{w}) \), but the nonlinearity \( (\nabla Q(q), \sqrt{q} \mathbf{w}) \mapsto \sqrt{q} \mathbf{w} \otimes \nabla Q(q) : (\xi \otimes \xi) \) is not convex. This is the main obstacle that prevents us from getting rid of the Young measure.

**Theorem 4.** Let \( (\mathcal{V}, \mathcal{D}) \) be a measure-valued solution of (10) in the sense of Definition 1. Let \( (\bar{q}, \bar{\mathbf{w}}) \) be a strong solution to the same system, s.t.
\( \tilde{\varrho} \in C^1([0, T]; C^2(\mathbb{T}^d)), \tilde{\mathbf{w}} \in C^1([0, T]; C^2(\mathbb{T}^d; \mathbb{R}^d)) \text{ with } \tilde{\varrho} > 0, \)

eemanating from the initial data \((\tilde{\varrho}_0, \tilde{\mathbf{w}}_0) \in (C^2(\mathbb{T}^d), C^2(\mathbb{T}^d; \mathbb{R}^d)) \text{ s.t. } \tilde{\varrho}_0 > 0. \) If the initial data coincide, i.e.
\[
\mathcal{V}_{0,x} = \delta\{\tilde{\varrho}(x), \tilde{\mathbf{w}}(x)\} \text{ for a.e. } x \in \mathbb{T}^d
\]
then \( D = 0, \) and
\[
\mathcal{V}_{t,x} = \delta\{\tilde{\varrho}(t,x), \sqrt{\tilde{\varrho}(t,x)} \nabla \tilde{\varrho}(t,x)\} \text{ for a.e. } (t,x) \in (0, T) \times \mathbb{T}^d.
\]

**Remark 4.** Theorem 4 asserts that, starting from the same initial data, the measure-valued solutions and the strong solution coincide in the time interval \([0, T)\) in which the strong solution exists. The existence of the strong solution is however not yet known, it is the subject of our future studies.

**Remark 5.** In the course of the proof it will become clear that for the Theorem 4 to hold, the initial density needs to be strictly positive. In the context of weak-strong uniqueness results this assumption can sometimes be lifted, see for example [45].

The outline of the paper is as follows. Section 3 is devoted to the formulation of the approximate problem. In Section 4, we perform the limit passages leading ultimately to the measure-valued solution of the target system (10) as stated in Theorem 3. Section 5 deals with the informal derivation of the relative energy inequality, justified only for smooth solutions and test functions. And finally, in Section 6, we extend the relative energy functional to the measure-valued solutions and conclude the proof of Theorem 4.

### 3. Existence of solutions: the approximation scheme

At first, we fix positive parameters \( \varepsilon > 0, \delta > 0 \) and \( \kappa > 0. \)

- For \( \kappa > 0, \) we denote
  \[
  \hat{\varrho}_\kappa = \frac{\sqrt{\varrho^2 + \kappa^2}}{1 + \kappa \sqrt{\varrho^2 + \kappa^2}}.
  \]
- The operator \( f \rightarrow |f|^\kappa, \kappa = (\kappa_t, \kappa_x) \) is the standard smoothing operator, that applies to the variables \( x \) and \( t. \)
- We choose a system of functions \( \{w_j\}_{j=1}^\infty \subset C^\infty(\Omega; \mathbb{R}^d) \) that form an orthonormal basis of the space \( L^2(\Omega; \mathbb{R}^d). \) For \( n \in \mathbb{N}, \) we define
  \[
  X_n = \text{span}\{w_j | 1 \leq j \leq n\}
  \]
with the scalar product
\[
\langle \mathbf{w}, \mathbf{v} \rangle = \int_{\mathbb{T}^d} \mathbf{w} \cdot \mathbf{v} \, dx, \quad \forall \mathbf{w}, \mathbf{v} \in X_n.
\]

Now, for fixed \( \kappa, n, \delta, \varepsilon, \) our basic level of approximation consists of:
the augmented quasi-linear continuity equation:
\[ \partial_t \rho + \text{div}(\rho w) - \text{div}\left( \left( \varepsilon + \left[ \hat{\rho}_x \rho'(\hat{\rho}_x) \right]^\kappa \right) \nabla \rho \right) = 0, \]  
(26)

the Faedo-Galerkin approximation for the weak formulation of the momentum equation:
\[ \int_{T^d} \rho w(T) \cdot \phi \, dx - \int_{T^d} \mathbf{m}_0 \cdot \phi \, dx + \int_0^T \int_{T^d} \nabla \rho : \nabla \phi \, dx \, dt - \int_0^T \int_{T^d} (\rho \otimes w) : \nabla \phi \, dx \, dt + \int_0^T \int_{T^d} \left( \varepsilon + \left[ \hat{\rho}_x \rho'(\hat{\rho}_x) \right]^\kappa \right) \nabla \rho \otimes w : \nabla \phi \, dx \, dt = 0, \] 
(27)
satisfied for any test function \( \phi \in X_n. \)

In order to get our desired results we have to perform a limit passage in each of these parameters. This will be discussed in detail in Section 4. Note that one of the construction levels involves viscous regularization of the equation for \( w \): At this stage, the approximate system might be viewed as a pressureless version of Brenner’s model introduced in [33, 34]. The existence result for this system with barotropic pressure was provided by Feireisl and Vasseur in [35].

We consider the following approximation of the initial data for (26) and (27)
\[ \rho_0(0,x) = \rho_{0,\delta}(x) \in C^2(\mathbb{T}^d), \quad (\rho w)_0(0,x) = \mathbf{m}_{0,\delta}(x) = \mathbf{m}_0(x), \] 
(28)
such that (7) is satisfied uniformly with respect to all approximation parameters, and
\[ \rho_{0,\delta} \rightarrow \rho_0 \in L^{1+1}(\mathbb{T}^d) \text{ as } \delta \rightarrow 0. \]

**Theorem 5.** Let \( \kappa, n, \varepsilon, \delta \) be fixed positive parameters. The approximate problem (26-27) admits a strong solution \( \{\rho, w\} \) which enjoys the following regularity:
\[ w \in C^1([0,T], X_n), \]
\[ \rho \in C([0,T]; C^2(\mathbb{T}^d)) \cap C^1([0,T] \times \mathbb{T}^d), \quad \partial_t \rho \in C^{0,\nu/2}([0,T]; C(\Omega)), \]
(29)

where \( 0 < \nu < 1, \) and \( \rho, \bar{\rho} \) depend only on \( \|w\|_{C^1([0,T], X_n)}. \)

**Proof.** The approximate system (26) and (27) is similar to the classical approximations used in the construction of solutions to compressible Navier-Stokes equations. Some of the basic arguments developed for this system are described in detail in the book of Novotný and Straskraba [46], Feireisl and Novotný [47], or in the pioneering work of Lions [48]. The only differences in our approximation are 1) the additional quasi-linear diffusion in the continuity equation, and 2) the additional drift term in the momentum equation instead of the pressure. In the proof below we focus on explaining how to incorporate these differences in the classical proof.

**Step 1.** We set \( w \in C([0,T]; X_n) \) for which we find the mapping \( w \rightarrow \rho(w) \) determining the unique solution to the continuity equation. Note, that our approximation of
continuity equation includes artificial linear diffusion with parameter \( \varepsilon \) as well as truncation and regularization of nonlinear diffusion coefficient. This resembles the approximation often used for the temperature equation in the full compressible Navier-Stokes (-Fourier) system, see Section 3.4.2 in [47]. To prove the existence of strong solution to this equation we use the theory of Ladyzenskaja, Solonnikov and Uralceva [49], developed in the framework of continuously differentiable functions, and also for the Sobolev spaces. For convenience, we refer the reader to the book of Novotný and Feireisl [47], where the relevant theorem has been recalled as Theorem 10.24. Applying this theorem, we get that (26) admits a unique classical solution \( \varrho = \varrho_0 \) in the class (29).

Moreover, using the structure of the Eq. (26) we can show the following lemma

**Lemma 6.** Let \( w \in C([0,T]; X_n) \) and let \( \varrho(0,x) = \varrho_{0,0}(x) \) be such that (28) is satisfied. Then problem (26) admits at most one strong solution \( \varrho \) in the class (29). This \( \varrho \) satisfies the following estimates:

\[
\|\varrho^{-1}\|_{L^\infty([0,T) \times \mathbb{T}^d)} + \|\varrho\|_{L^\infty([0,T) \times \mathbb{T}^d)} \leq C
\]

\[
\text{ess sup}_{t \in (0,T)} \|\varrho\|_{L^2(\mathbb{T}^d)}^2 + \int_0^T \left( \|\partial_t \varrho\|_{L^2(\mathbb{T}^d)}^2 + \|\Delta \mathcal{K}(\varrho)\|_{L^2(\mathbb{T}^d)}^2 \right) dt \leq C,
\]

where we denoted

\[
\mathcal{K}_\kappa(\varrho) = \int_1^q \left( \varepsilon + \left[ \tilde{z}_\kappa p(\tilde{z}_\kappa) \right]^\kappa \right) dz.
\]

Moreover, the mapping \( w \to \varrho(w) \) maps bounded sets in \( C([0,T]; X_n) \) into the bounded sets of the space specified by the above regularity class, and is continuous with values in \( C^1([0,T] \times (\mathbb{T}^d)) \).

**Step 2.** In this step, for sufficiently small time interval \([0,T]\), we find the unique solution to the momentum Eq. (27) applying the Banach fixed point theorem. Then we extend the existence result for the maximal time interval.

Let us prove that there exists \( T = T(n) \) and \( w \in C([0,T]; X_n) \) satisfying (27). To this purpose, we apply the fixed point argument to the mapping

\[
T : C([0,T]; X_n) \to C([0,T]; X_n),
\]

\[
T[w](t) = \mathcal{M} \left[ \varrho(t), P_n \varrho_0 + \int_0^t P_n \mathcal{N}(w(s)) ds \right],
\]

where \( P_n \) is the orthogonal projection of \( L^2(\Omega) \) onto \( X_n \),

\[
\mathcal{N}(w) = -\text{div}(\varrho w \otimes w) + \text{div}(\varrho \nabla p(\varrho) \otimes w) + \delta \Delta w
\]

and

\[
\mathcal{M}[\varrho(t), \cdot] : X_n \to X_n,
\]

\[
\int_{\mathbb{T}^d} \varrho(t) \mathcal{M}[\varrho(t), w] \phi \ dx = \langle w, \phi \rangle, \quad w, \phi \in X_n.
\]

First, let us observe that \( P_n \mathcal{N}(w)(t) \) is bounded in \( X_n \) for \( t \in [0,T] \). Using the equivalence of norms on the finite dimensional space \( X_n \) we can easily check that
\[ \|P_nN(w)\|_{X_n} \leq C \left( \|w\|_{X_n} + \|q\|_{L^\infty(T)} \|w\|_{X_n}^2 + \|\dot{q}\|_{L^1(T)} \|w\|_{X_n} \right). \]

Concerning the operator \( M \), it is easy to see that provided \( q(t, x) \geq \underline{q} > 0 \) we have
\[ \|M[q]\|_{L^1(X_n)} \leq \underline{q}^{-1}. \]

Moreover, since \( M[q] - M[q'] = M[q'](M^{-1}[q'] - M^{-1}[q])M[q] \) for any \((t, x) \in ([0, T] \times \Omega)\) we have that
\[ \|M[q] - M[q']\|_{L^1(C_\varepsilon, X_n)} \leq C\underline{q}^{-2}\|(q - q')(t)\|_{L^1(\Omega)} \]
for \( \varepsilon \in [0, T] \). Thus by virtue of continuity of mapping \( w \to q(w) \) and the estimates established in Lemma 6, one can verify that \( T[w] \) maps the ball
\[ B_{R,T} = \left\{ w \in C([0, T], X_n) : \|w\|_{C([0,T],X_n)} \leq R, w(0,x) = P_n \left( \frac{m_0}{\underline{q}, \delta} \right) \right\} \]
into itself, and it is a contraction for sufficiently small \( T > 0 \). It therefore posses the unique fixed point satisfying (27) on the time interval \([0, T]\). In view of previous remarks, the proof of this step can be done by a minor modification of the procedure described in [46], Section 7.7, so we skip this part.

**Step 3.** Additionally, the time regularity of \( w \) may be improved directly by differentiating (31) with respect to time and estimating the norm of the resulting right hand side in \( X_n \), so we get
\[ w \in C^1([0, T], X_n). \]

This is the crucial information that enables to extend our solution to the maximal time interval \([0, T]\), for \( T \) arbitrary large, see again [46] for more details.

\[ \square \]

**4. Passage to the limit with approximation parameters**

From this point on the original system (2) might be recovered through limit passages with the approximation parameters in the following order: \( \kappa \to 0, n \to \infty, \varepsilon \to 0, \delta \to 0 \).

The first three limit passages can be made within the standard weak formulation, and only the last limit passage will require switching to the definition of measure-valued solutions.

**4.1. Passage to the limit \( \kappa \to 0 \)**

From now on, we denote the constructed solutions by \( \{q_{\kappa}, w_{\kappa}\}_{\kappa > 0} \) to indicate that all parameters except for \( \kappa \) are fixed. Recall that the bounds (30) are uniform with respect to \( \kappa \) provided that the dimension of Faedo-Galerkin approximation \( n \) is fixed. They can be therefore used in order to deduce strong convergence of the density, we have
\[ q_{\kappa} \to q \quad \text{a.e. in } (0, T) \times \Omega. \]

The classical energy estimate, on the other hand, yields the uniform estimates for the velocity vector field. To obtain it we first differentiate (27) with respect to time, and then observe that \( w_{\kappa} \) can be used in it as a test function, we obtain
\[ \frac{d}{dt} \int_{\mathbb{T}^d} \partial_t |w_k|^2 \, dx + \delta \int_{\mathbb{T}^d} |\nabla w_k|^2 \, dx = 0. \] (33)

From this, integrating over time we obtain the following uniform estimates
\[ \|\partial_t |w_k|^2\|_{L^\infty(0,T;L^1(\mathbb{T}^d))} \leq C, \]
\[ \delta^\frac{1}{2} \|\nabla w_k\|_{L^2(0,T;L^2(\mathbb{T}^d))} \leq C, \] (34)

where \( C \) is a generic constant, that is uniform with respect to \( \kappa \). Therefore, we obtain that, up to a subsequence,
\[ w_k \rightarrow w \quad \text{weakly in} \quad L^2(0,T;W^{1,2}(\mathbb{T}^d)). \] (35)

The uniform bounds (30) and (34), the strong convergence of \( \partial_t \) and weak convergence of \( w_k \) allow us to pass to the limit in (26). As a consequence, we have
\[ \partial_t \varrho + \text{div}(\varrho w) - \text{div}\left((\varepsilon + \varrho' \varrho) \nabla \varrho\right) = 0, \quad \text{a.e. in} \ (0,T) \times \mathbb{T}^d. \] (36)

We can also pass to the limit in all terms of (27) except for the convective term which is nonlinear in terms of \( w \). To justify the limit passage in the convective term, let us first observe that the convergence of the momentum can be strengthened to
\[ \partial_t w \rightarrow w \quad \text{weakly* in} \quad L^\infty(0,T;L^1(\mathbb{T}^d)), \]
due to the uniform estimates (30), (34) and the strong convergence of the density. Next, one can show that for any \( \phi \in \bigcup_{n=1}^\infty X_n \) the family of functions \( \int_{\mathbb{T}^d} \partial_t w_k(t) \cdot \phi \, dx \) is bounded and equi-continuous in \( C[0,T] \). Thus, via the Arzelà-Ascoli theorem and density of smooth functions in \( L^2(\mathbb{T}^d) \) we get that
\[ \partial_t w_k \rightarrow \varrho \quad \text{in} \ C_{\text{weak}}([0,T];L^2(\mathbb{T}^d)). \]

Finally, by the compact embedding \( L^2(\mathbb{T}^d) \subset W^{-1,2}(\mathbb{T}^d) \) and the weak convergence of \( w_k \) (35) we verify that
\[ \partial_t w_k \otimes w_k \rightarrow \varrho \otimes w \quad \text{weakly in} \ L^2((0,T) \times \mathbb{T}^d). \] (37)

With this convergence at hand, we can pass to the limit in (27) to obtain
\[
\int_{\mathbb{T}^d} \varrho w(T) \cdot \phi \, dx - \int_{\mathbb{T}^d} m_0 \cdot \phi \, dx + \delta \int_0^T \int_{\mathbb{T}^d} \nabla w : \nabla \phi \, dx \, dt - \int_0^T \int_{\mathbb{T}^d} (\varrho w \otimes w) : \nabla \phi \, dx \, dt \\
+ \int_0^T \int_{\mathbb{T}^d} \left( (\varepsilon + \varrho' \varrho) \nabla \varrho \otimes w \right) : \nabla \phi \, dx \, dt = 0,
\] (38)
satisfied for any test function \( \phi \in X_n \).

Let us also observe, that using lower semi-continuity argument, we can pass to the limit in the energy equality (33) integrated w.r.t. time. It will now change into inequality, we obtain
\[
\int_{\mathbb{T}^d} \varrho |w|^2(T) \, dx + \delta \int_0^T \int_{\mathbb{T}^d} |\nabla w|^2 \, dx \, dt \leq \int_{\mathbb{T}^d} \varrho_0 |w_0|^2 \, dx.
\] (39)

Note that we could also write the above inequality for a.a. \( \tau \in (0,T) \) instead of \( T \).
4.2. Passage to the limit $n \to \infty$

At this level we are not able to obtain a uniform upper and lower bound of density with respect to $n$ as in (30). We have only $\rho_n \geq 0$, and the uniform estimates of the velocity (34). However, for $n$ fixed, we can still multiply (36) by $p(\rho_n)$. Integrating by parts we obtain

$$
\int_{T^d} \partial_t \rho_n p(\rho_n) \, dx - \int_{T^d} \rho_n w_n \cdot \nabla p(\rho_n) \, dx + \varepsilon \int_{T^d} p'(\rho_n |\nabla \rho_n|^2 \, dx + \int_{T^d} \rho_n |\nabla p(\rho_n)|^2 \, dx = 0.
$$

Seeing that $E(\rho) = p(\rho)$, we get

$$
\frac{d}{dt} \int_{T^d} E(\rho_n) \, dx - \int_{T^d} \rho_n w_n \cdot \nabla p(\rho_n) \, dx + \varepsilon \int_{T^d} p'(\rho_n |\nabla \rho_n|^2 \, dx + \int_{T^d} \rho_n |\nabla p(\rho_n)|^2 \, dx = 0.
$$

(40)

To estimate the second term on the l.h.s. we use some small constant $\sigma \ll 1$, and split

$$
\left| \int_{T^d} \rho_n w_n \cdot \nabla p(\rho_n) \, dx \right| \leq C_{\sigma} \int_{T^d} \rho_n |w_n|^2 \, dx + \sigma \int_{T^d} \rho_n |\nabla p(\rho_n)|^2 \, dx.
$$

(41)

Integrating (40) w.r.t. time and using (34) to bound the first term on the r.h.s. of (41), we finally obtain

$$
\int_{T^d} E(\rho_n)(T) \, dx + \varepsilon \int_{T^d} p'(\rho_n) \nabla \rho_n \cdot \nabla \rho_n \, dx + (1 - \sigma) \int_{T^d} \rho_n |\nabla p(\rho_n)|^2 \, dx \leq C,
$$

where the constant $C$ depends only on the initial data $E_0$ and $\varepsilon$. Summarizing the so-far obtained a-priori estimates, we get

$$
\left| \rho_n \right|_{L^\infty(0,T;L^2(T^d))} \leq C,
$$

$$
\delta^{1/2} \left| \nabla \rho_n \right|_{L^2(0,T;L^2(T^d))} \leq C,
$$

$$
\left| E(\rho_n) \right|_{L^\infty(0,T;L^1(T^d))} \leq C,
$$

$$
\varepsilon^{1/2} \left| \nabla p(\rho_n) \nabla \rho_n \right|_{L^2(0,T;L^2(T^d))} \leq C,
$$

$$
\delta^{1/2} \left| \nabla p(\rho_n) \right|_{L^2(0,T;L^2(T^d))} \leq C.
$$

(42)

Recalling the definition of $Q(\rho_n)$ (15), we obtain in particular that

$$
\left| \nabla Q(\rho_n) \right|_{L^2(0,T;L^1(T^d))} \leq C,
$$

$$
\left| Q(\rho_n) \right|_{L^\infty(0,T;L^{(d+1)(1/2)}(T^d))} \leq C,
$$

(43)

which, due to the Poincaré inequality

$$
\left| Q \right|_{L^2(T^d)}^2 \leq C(d) \left| \nabla \rho \right|_{L^2(T^d)}^2 + \left( \int_{T^d} Q \, dx \right)^2
$$

implies that

$$
\left| Q(\rho_n) \right|_{L^2(0,T;L^{1/2}(T^d))} \leq C.
$$

We now use the structure of $E$ and $Q$, along with the Sobolev imbedding to write the above estimates in terms of $\rho_n$. In the more restrictive 3-dimensional case we obtain
\[ \| \varrho_n \|_{L^\infty(0,T; L^{2+1}(\mathbb{T}^d))} \leq C, \]
\[ \| \varrho_n \|_{L^{2+1}(0,T; L^{6+3}(\mathbb{T}^d))} \leq C, \]
\[ \] (44)
and so, by interpolation, we finally obtain
\[ \| \varrho_n \|_{L^{2+3}(0,T; L^{8+3}(\mathbb{T}^d))} \leq C. \]
\[ \] (45)

Note that for \( d = 2 \) we get even higher integrability in space for \( \varrho_n \). With this estimate at hand we again multiply the approximate continuity Eq. (36), this time by \( \varrho_n \), we get
\[ \frac{d}{dt} \int_{\mathbb{T}^d} \frac{\varrho_n^2}{2} \, dx + \int_{\mathbb{T}^d} \left( \varepsilon + \varrho_n p'(\varrho_n) \right) | \nabla \varrho_n |^2 \, dx = \int_{\mathbb{T}^d} \varrho_n \varrho_n \cdot \nabla \varrho_n \, dx. \]
\[ \] (46)

Notice that the time integral of the r.h.s. might be estimated as follows
\[ \left| \int_{0}^{T} \int_{\mathbb{T}^d} \varrho_n \varrho_n \cdot \nabla \varrho_n \, dx \, dt \right| = \frac{1}{2} \int_{\mathbb{T}^d} \varrho_n^2 \, \text{div} \varrho_n \, dx \leq C \| \text{div} \varrho_n \|_{L^2(0,T; L^2(\mathbb{T}^d))} \| \varrho_n \|_{L^4(0,T; L^4(\mathbb{T}^d))}^2, \]
\[ \] (47)
and the last term is bounded due to (45). Thanks to this estimate, we obtain additionally that
\[ \varepsilon^2 \| \nabla \varrho_n \|_{L^2(0,T; L^2(\mathbb{T}^d))} \leq C, \]
\[ \varepsilon^2 \| \sqrt{p'(\varrho_n)} \nabla \varrho_n \|_{L^2(0,T; L^2(\mathbb{T}^d))} \leq C. \]
\[ \] (48)

In order to pass to the limit \( n \to +\infty \), we must first show that the sequence \( \{ \varrho_n \}_{n \in \mathbb{N}} \) converges strongly to \( \varrho \). To this purpose we use the following generalization of the classical Aubin-Lions lemma.

**Lemma 7.** Let
\[ \sup_{n \in \mathbb{N}} \| \partial_t \varrho_n \|_{L^2(0,T; W^{-m,2}(\mathbb{T}^d))} \leq C_1 < +\infty \]
\[ \] (49)
for some \( m \in \mathbb{N} \), and let
\[ \sup_{n \in \mathbb{N}} \| Q(\varrho_n) \|_{L^2(0,T; W^{1,2}(\mathbb{T}^d))} \leq C_2 < +\infty. \]
\[ \] (50)

Then, up to extraction of a subsequence, we have
\[ \varrho_n \to \varrho \quad \text{in} \quad L^2((0,T) \times \mathbb{T}^d). \]

**Proof.** Step 1. First note that the assumption (49) is satisfied uniformly w.r.t. \( n \). For this, we estimate the time derivative from (36) using (42), (44) and (48). Indeed, we have
\[ \| \varrho_n \varrho_n \|_{L^\infty(0,T; L^{2+1/2+2}(\mathbb{T}^d))} + \| \varrho_n \nabla p(\varrho_n) \|_{L^2(0,T; L^{2+2/2+2}(\mathbb{T}^d))} \leq C. \]

We know that the spaces \( W^{-m,2}(\mathbb{T}^d) \), \( L^2(\mathbb{T}^d) \), and \( W^{1,2}(\mathbb{T}^d) \) have common basis \( \{ v_i \}_{i=1}^{+\infty} \) (orthonormal in \( L^2(\mathbb{T}^d) \) and orthogonal in \( W^{1,2}(\mathbb{T}^d) \) and in \( W^{-m,2}(\mathbb{T}^d) \)). Note that in such a case also \( \{ \nabla v_i \}_{i=1}^{+\infty} \) is an orthogonal system in \( L^2(\mathbb{T}^d) \) (but not a basis). Such
functions can be constructed as tensor products of Fourier’s one dimensional basic functions i.e. constant function, \( \{ \sin (2j\pi x) \}_{j=1}^{\infty} \) and \( \{ \cos (2j\pi x) \}_{j=1}^{\infty} \).

Let us denote \( \lambda_j := \frac{\| \nabla v_j \|_{L^2(V_k)}}{\| v_j \|_{L^2(\Omega)}} \). The compactness of the embedding \( W^{1,2} \subset L^2 \) implies that \( \lambda_i \to \infty \) as \( i \to \infty \). Changing the order if necessary we can regard \( \{ \lambda_i \}_{i=1}^{\infty} \) as monotone non-decreasing sequence.

Let \( \{ w_j \}_{j=1}^{\infty} \) be an orthonormal basis of \( L^2(0, T) \). We denote \( V_k = \text{lin} \{ \{ w_j \cdot v_i \}_{j=1}^{\infty} \}_{i=1}^{k} \), and by \( \Pi_{V_k} \) we denote the projection operator on this space.

The main idea of the proof is to replace \( \varrho_n \) by \( \Pi_{V_k} \varrho_n \), to which we will apply the classical Arzelà-Ascoli argument.

**Step 2.** Denote \( \bar{\varrho}^\sigma := \max \{ \sigma, \varrho \} \) for some small \( \sigma > 0 \), we use it to split

\[
\| \varrho_n - \Pi_{V_k} \varrho_n \|_{L^2((0,T)\times\mathbb{T}^d)} \\
\leq \| \varrho_n - \bar{\varrho}^\sigma \|_{L^2((0,T)\times\mathbb{T}^d)} + \| \bar{\varrho}^\sigma - \Pi_{V_k} \bar{\varrho}^\sigma \|_{L^2((0,T)\times\mathbb{T}^d)} + \| \Pi_{V_k} \bar{\varrho}^\sigma - \Pi_{V_k} \varrho_n \|_{L^2((0,T)\times\mathbb{T}^d)}.
\]

Note that

\[
\| \varrho_n - \bar{\varrho}^\sigma \|_{L^2((0,T)\times\mathbb{T}^d)} \leq C \sigma
\]

and

\[
\| \Pi_{V_k} \bar{\varrho}^\sigma - \Pi_{V_k} \varrho_n \|_{L^2((0,T)\times\mathbb{T}^d)} \leq C \sigma,
\]

where \( C \) depends only on the measure of \( \mathbb{T}^d \). To treat the middle term of (51) we use that (50) implies that

\[
\sup_{n \in \mathbb{N}} \| Q(\bar{\varrho}^\sigma) \|_{L^2(0,T;W^{1,2}(\mathbb{T}^d))} \leq C,
\]

therefore

\[
\sup_{n \in \mathbb{N}} \| \nabla \bar{\varrho}^\sigma \|_{L^2((0,T)\times\mathbb{T}^d)} = \sup_{n \in \mathbb{N}} \left\| \frac{1}{Q(\bar{\varrho}^\sigma)} \nabla Q(\bar{\varrho}^\sigma) \right\|_{L^2((0,T)\times\mathbb{T}^d)} \leq \frac{C}{Q'(\sigma)}.
\]

And so, we have

\[
\| \bar{\varrho}^\sigma - \Pi_{V_k} \bar{\varrho}^\sigma \|_{L^2((0,T)\times\mathbb{T}^d)} \leq \frac{C}{\lambda_k Q'(\sigma)}.
\]

Therefore, plugging it into (51), we obtain

\[
\| \varrho_n - \Pi_{V_k} \varrho_n \|_{L^2((0,T)\times\mathbb{T}^d)} \leq C(k, \sigma),
\]

where \( C = C(k, \sigma) \to 0 \) as \( k \to +\infty \) for \( \sigma \) fixed.

**Step 3.** Clearly, we have

\[
\| \Pi_{V_k} \partial_t \varrho_n \|_{L^2((0,T;W^{-m,2}(\mathbb{T}^d)))} \leq \| \partial_t \varrho_n \|_{L^2((0,T;W^{-m,2}(\mathbb{T}^d)))} \leq C_1.
\]

On the other hand, on the finite-dimensional space \( V_k \) all the norms are equivalent. In particular, \( \| \cdot \|_{W^{-m,2}(\mathbb{T}^d)} \) and \( \| \cdot \|_{L^2(\mathbb{T}^d)} \) are equivalent, therefore
\[
\| \partial_t \Pi V_k \varrho_n \|_{L^2((0,T) \times \mathbb{T}^d)} = \| \Pi V_k \partial_t \varrho_n \|_{L^2((0,T) \times \mathbb{T}^d)} \leq \| \Pi V_k \partial_t \varrho_n \|_{L^2(0,T; W^{-2(\mathbb{T}^d))}} \leq C_1.
\]

We can now apply the Arzelà-Ascoli theorem to prove the compactness of the sequence \( \{ \Pi V_k \varrho_n \}_{n \in \mathbb{N}} \) in \( L^2((0,T) \times \mathbb{T}^d) \) as \( k \to \infty \). We conclude the proof by taking first \( k \to \infty \) and then \( \epsilon \to 0 \) in Steps 2 and 3. \( \square \)

With this lemma at hand, and with the uniform bounds (44) we deduce that, up to a subsequence
\[
\varrho_n \to \varrho \quad \text{strongly in} \quad L^{p_1}(0,T; L^{q_1}(\mathbb{T}^d)) \cap L^{p_2}(0,T; L^{q_2}(\mathbb{T}^d)),
\]
for all \( 1 \leq p_1 < \infty, 1 \leq q_1 < \gamma + 1, 1 \leq p_2 < 2\gamma + 1 \leq \) and \( 1 \leq q_2 < 6\gamma + 3 \). Having this, passage to the limit in the continuity equation leads to a weak formulation
\[
\int_{\mathbb{T}^d} \varrho \psi(\tau, \cdot) \psi(\tau, \cdot) \, dx - \int_{\mathbb{T}^d} \varrho_0(\cdot) \psi(0, \cdot) \, dx
\]
\[
= \int_0^T \int_{\mathbb{T}^d} \left[ \varrho \partial_t \psi + \varrho \mathbf{w} \cdot \nabla \psi - (\varepsilon + \varrho \psi'(\varrho)) \nabla \varrho \cdot \nabla \psi \right] \, dx \, dt,
\]
satisfied for a.e. \( \tau \in (0,T) \) and every \( \psi \in C^1([0,T] \times \mathbb{T}^d) \).

The biggest problem in passing to the limit \( n \to +\infty \) in the momentum equation is identification of the limit in the drift term \( \varrho_n \nabla \varrho(\varrho_n) \otimes \mathbf{w}_n = \frac{1}{\gamma} \nabla E(\varrho_n) \otimes \mathbf{w}_n \). This can be sorted out thanks to the uniform estimate for \( \nabla \mathbf{w}_n \), the estimate for \( \partial_t E(\varrho_n) \) in some negative Sobolev space, and the compensated compactness type of argument. Let us recall the following lemma, whose proof can be found in [48, Lemma 5.1].

**Lemma 8.** Let \( g_n, h_n \) converge weakly to \( g, h \) respectively in \( L^{p_1}(0,T; L^{p_2}(\Omega)), L^{q_1}(0,T; L^{q_2}(\Omega)) \) where \( 1 \leq p_1, p_2 \leq \infty \), \( \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_1} + \frac{1}{q_2} = 1 \). We assume in addition that

- \( \partial_t g_n \) is bounded in \( L^1(0,T; W^{-m,1}(\Omega)) \) for some \( m \geq 0 \) independent of \( n \).
- \( ||h_n - h_n(t, \cdot, \xi)\||_{L^{p_1}(0,T; L^{p_2}(\Omega))} \to 0 \) as \( |\xi| \to 0 \), uniformly in \( n \).

Then \( g_n h_n \) converges to \( gh \) in \( \mathcal{D}' \).

First note that \( g_n = \nabla E(\varrho_n) = \varrho_n \nabla \varrho(\varrho_n) \) is uniformly bounded in \( L^2(0,T; L^{2(m+1)}(\mathbb{T}^d)) \), and \( h_n = \mathbf{w}_n \) is uniformly bounded in \( L^2(0,T; L^6(\mathbb{T}^d)) \), so the product of \( g_n \cdot h_n \) is bounded in \( L^1(0,T; L^1(\mathbb{T}^d)) \) provided that \( \gamma \geq \frac{1}{2} \). Moreover, due to strong convergence of the density (52) and uniform bound for \( \nabla E(\varrho_n) \), we know that
\[
\nabla E(\varrho_n) \to \nabla E(\varrho) \quad \text{weakly in} \quad L^2\left(0, T; L^{\frac{2(m+1)}{(m+2)}}(\mathbb{T}^d)\right).
\]

Next, using (5) and (36) we compute
\[
\partial_t E(\varrho_n) = p(\varrho_n) \varrho_n = -\text{div}(\varrho_n \mathbf{w}_n)p(\varrho_n) + \text{div}(\varrho_n \nabla p(\varrho_n)p(\varrho_n) + \varepsilon \text{div}(\nabla \varrho_n)p(\varrho_n)
\]
\[
= -\text{div}(p(\varrho_n) \varrho_n \mathbf{w}_n) + \varrho_n \mathbf{w}_n \cdot \nabla p(\varrho_n) + \text{div}(\varrho_n p(\varrho_n) \nabla p(\varrho_n)) - \varepsilon |\nabla p(\varrho_n)|^2
\]
\[
+ \varepsilon \text{div}(p(\varrho_n) \nabla \varrho_n) - \varepsilon \varrho_n p(\varrho_n) |\nabla \varrho_n|^2.
\]

From the uniform estimates (42), we check that the second, the fourth, and the sixth terms are bounded in \( L^1(0,T; L^1(\mathbb{T}^d)) \). The first, the third and the fifth terms are
bounded in $L^1(0, T; W^{-1,1} (\mathbb{T}^d))$ provided that $\sqrt{\alpha_n} p(\varrho_n) \in L^1(0, T; L^2(\mathbb{T}^d))$ uniformly in $n$, which is true due to uniform bounds for $\varrho_n$ (44).

From what has been written we deduce that $\partial_t \varrho_n$ is uniformly bounded in $L^1(0, T; W^{-2,1} (\mathbb{T}^d))$. We also know that the second condition in Lemma 8 is satisfied because $\nabla w_n$ is uniformly bounded in $L^2(0, T; L^2(\mathbb{T}^d))$. Thanks to this, we can now verify that

$$g_n \cdot h_n = \nabla E(\varrho_n) \cdot w_n \to g \cdot h = \nabla E(\varrho) \cdot w$$

(55)
in the sense of distributions. Moreover, we note that $\nabla E(\varrho) \cdot w = \sqrt{\varrho} \nabla Q(\varrho) \cdot w$. The limit in the convective term can be proven exactly the same way as in (37).

Letting $n \to +\infty$ in the approximate momentum Eq. (38), we obtain:

$$\int_{T^d} q \phi(\tau, \cdot) \phi(\tau, \cdot) d\tau - \int_{T^d} m_0(\cdot) \phi(0, \cdot) dx = \int_0^T \int_{T^d} [q \phi - \delta \nabla \phi : \nabla \phi + (q \otimes w) : \nabla \phi - ((\varrho + q \varphi') \nabla \varrho \otimes w) : \nabla \phi] dx \, dt,$$

(56)
satisfied for a.e. $\tau \in (0, T)$ and every $\phi \in C^1([0, T] \times \mathbb{T}^d)$. Moreover, we can also pass to the limit in the approximate energy estimate (39) and integrated in time Eq. (40) that will now change into the inequality

$$\int_{T^d} E(\varrho(T)) dx + \epsilon \int_0^T p'(\varrho) \nabla \varrho|^2 dx \, dt + \int_0^T \int_{T^d} |\nabla p| dx \, dt \leq \int_{T^d} E(\varrho_0) dx + \int_0^T \int_{T^d} q w \cdot \nabla \varrho dx \, dt.$$

The main difficulty in this step comes from the fact that the bounds (48) do no longer provide us with estimates independent of $\epsilon$. However, the arguments for the strong convergence of the density, as well as justification of convergence in the most restrictive nonlinear terms (37), (55) are the same as in the previous steps. Note, in particular, that the two last terms in (54) can be estimated as previously. Indeed, we have

$$|\epsilon p(\varrho_\varepsilon) \nabla \varrho_\varepsilon| = \epsilon \varrho_\varepsilon^{\gamma-1} |\nabla \varrho_\varepsilon| = \sqrt{\epsilon} \sqrt{\varrho_\varepsilon^{\gamma-1}} |\nabla \varrho_\varepsilon| \sqrt{\epsilon} \varrho_\varepsilon^{\gamma-1} \varrho_\varepsilon \leq C_\varepsilon p'(\varrho_\varepsilon) |\nabla \varrho_\varepsilon|^2 + C_\varepsilon p'(\varrho_\varepsilon) \varrho_\varepsilon^2.$$

Both of the terms are bounded at least in $L^1(0, T; L^1(\mathbb{T}^d))$ due to the uniform bounds (42), (44). Thanks to the strong convergence of the density and weak convergence of the velocity, passages to the limits in the convective terms and drift terms, can be done as on the previous level. Indeed for the latter we choose $g_\varepsilon = \sqrt{\varrho_\varepsilon} \nabla Q(\varrho_\varepsilon)$ and $h_\varepsilon = w_\varepsilon$ and apply Lemma 8.

Next, one also needs to verify, that all $\varepsilon$-dependent terms in the continuity equation, as well as the momentum equation converge to 0 for $\varepsilon \to 0$. For this, we simply use the uniform estimate (48) thanks to which

$$\varepsilon \nabla \varrho_\varepsilon \to 0 \quad \text{strongly in } L^2(0, T; L^2(\mathbb{T}^d)).$$
So, for example, the $\varepsilon$-dependent term in the momentum Eq. (56) vanishes because
\[
\left| \int_0^T \varepsilon \nabla \phi_{\varepsilon} \otimes \phi_{\varepsilon} \, dx \, dt \right| \leq \varepsilon \| \phi_{\varepsilon} \|_{L^2(0,T;L^2(\mathbb{R}^d))} \| w_{\varepsilon} \|_{L^2(0,T;L^2(\mathbb{R}^d))} \rightarrow 0,
\]
when $\varepsilon \rightarrow 0$ thanks to the uniform bound for $w_{\varepsilon}$ from (42).

The summary of this section can be formulated as a separate result

**Lemma 9.** Let $\delta > 0$ be fixed, and let the initial data satisfy (28). Then, there exists a sequence of weak solutions $\{\phi_{\delta}, w_{\delta}\}_{\delta > 0}$ such that:

1. The continuity equation
\[
\int_{\mathbb{T}^d} \phi_{\delta} \psi'(\tau, \cdot) \psi(\tau, \cdot) \, dx - \int_{\mathbb{T}^d} \phi_{\delta,0} \psi(0, \cdot) \, dx = \int_0^T \int_{\mathbb{T}^d} \left[ \phi_{\delta} \partial_t \psi + \phi_{\delta} \nabla \psi - \phi_{\delta} \rho'(\phi_{\delta}) \nabla \phi_{\delta} \cdot \nabla \psi \right] \, dx \, dt \tag{57}
\]
is satisfied for a.e. $\tau \in (0, T)$ and every $\psi \in C^1([0, T] \times \mathbb{T}^d)$;

2. The momentum equation
\[
\int_{\mathbb{T}^d} \phi_{\delta} w_{\delta}'(\tau, \cdot) \phi(\tau, \cdot) \, dx - \int_{\mathbb{T}^d} m_{\delta}(\cdot) \phi(0, \cdot) \, dx = \int_0^T \int_{\mathbb{T}^d} \left[ \phi_{\delta} \phi_{\delta} \cdot \phi - \delta \nabla \phi_{\delta} : \nabla \phi + (\phi_{\delta} \phi_{\delta} \otimes \phi_{\delta}) : \nabla \phi - \sqrt{\phi_{\delta}} \nabla Q(\phi_{\delta}) \otimes \phi_{\delta} : \nabla \phi \right] \, dx \, dt \tag{58}
\]
is satisfied for a.e. $\tau \in (0, T)$ and every $\phi \in C^1([0, T] \times \mathbb{T}^d)$;

3. The energy estimates
\[
\int_{\mathbb{T}^d} \phi |w_{\delta}|^2(\tau) \, dx + \delta \int_0^T \int_{\mathbb{T}^d} |\nabla w_{\delta}|^2 \, dx \, dt \leq \int_{\mathbb{T}^d} \phi_{\delta,0} |w_{\delta,0}|^2 \, dx, \tag{59}
\]
and
\[
\int_{\mathbb{T}^d} E(\phi_{\delta})(\tau) \, dx + \int_0^T \int_{\mathbb{T}^d} |\nabla Q(\phi_{\delta})|^2 \, dx \, dt \leq \int_{\mathbb{T}^d} E(\phi_{\delta,0}) \, dx + \int_0^T \int_{\mathbb{T}^d} \sqrt{\phi_{\delta}} \nabla Q(\phi_{\delta}) \, dx \, dt
\]
are satisfied for a.e. $\tau \in (0, T)$;

**4.3. Passage to limit $\delta \rightarrow 0$ : proof of Theorem 3**

This section is dedicated to completion of the proof of Theorem 3. First note that the sequence $\{\phi_{\delta, w_{\delta}}\}_{\delta > 0}$ constructed in Lemma 9 satisfies the bounds (42), (43), (44) uniformly in $\delta$. Note also that at this level we do not have any information on the bounds of $w_{\delta}$ independently of $\phi_{\delta}$. However, we still can prove a strong convergence of the sequence approximating the density. From the assumption (7), or (16) equivalently, the initial data is uniformly bounded, and thus, uniformly w.r.t. $\delta$ we have
This allows us to conclude that
\[ \| E(\psi_0) \|_{L^\infty(0,T;L^1(T^d))} \leq C, \]
\[ \| \nabla Q(\psi_0) \|_{L^2(0,T;L^2(T^d))} \leq C, \]
\[ \| \sqrt{\rho_0} w_0 \|_{L^\infty(0,T;L^2(T^d))} \leq C, \]
\[ \rho^\frac{1}{2} \| \nabla w_0 \|_{L^2(0,T;W^{1,2}(T^d))} \leq C, \]

where \( C \) depends only on \( E_0 \). As a consequence we have
\[ \| \psi_0 \|_{L^\infty(0,T;L^{1+1}(T^d))} \leq C, \]
\[ \| Q(\psi_0) \|_{L^\infty(0,T;L^{(1+1)/(1+1/2)}(T^d))} \leq C, \]
\[ \| Q(\psi_0) \|_{L^2(0,T;W^{1,2}(T^d))} \leq C. \]

Thus we can apply Lemma (8) to deduce
\[ \psi_0 \to \psi \text{ in } L^p(0,T;L^q(T^d)), \quad \forall p < \infty, q < \gamma + 1. \]

From this we deduce
\[ Q(\psi_0) \to Q(\psi) \text{ in } L^p(0,T;L^q(T^d)), \quad \forall p < \infty, q < \frac{\gamma + 1}{\gamma + 1/2}, \]
\[ \nabla Q(\psi_0) \to \nabla Q(\psi) \text{ weakly in } L^2(0,T;L^2(T^d)). \]

On the other hand, we only know that
\[ \sqrt{\rho_0} w_0 \to \sqrt{\rho} w \text{ weakly in } L^\infty(0,T;L^2(T^d)). \]

Using the fundamental theorem of the Young measures (see Málek et al. [37, Section 4.2, Theorem 2.1]), we can say that there exists a Young measure \( \mathcal{V} \) generated by \( \{ (\psi_0, \sqrt{\rho_0} w_0, \nabla Q(\psi_0)) \}_{\delta > 0} \). Due to Lemma 7 and [50, Corollary 3.4] we get that the projection of the Young measure on the first component is a Dirac delta i.e., our measure is of a particular form:
\[ \mathcal{V}_{t,x} = \delta_{\{\psi(t,x)\}} \otimes Y_{t,x} \quad \text{for a.a. } (t,x) \in (0,T) \times T^d. \]

Therefore, a correct phase space for the Young measure is
\[ \mathcal{F} = \left\{ (s, \sqrt{sv}, F) | s \in [0,\infty), \sqrt{sv} \in \mathbb{R}^d, F \in \mathbb{R}^d \right\}. \]

Clearly, we notice that
\[ \sqrt{\rho} w = \langle \mathcal{V}_{t,x}; \sqrt{sv} \rangle, \quad \psi = \langle \mathcal{V}_{t,x}; s \rangle, \]
\[ Q(\psi) = \langle \mathcal{V}_{t,x}; Q(s) \rangle, \quad \nabla Q(\psi) = \langle \mathcal{V}_{t,x}; F \rangle. \]

This allows us to conclude that
\[ \rho_0 w_0 \to \sqrt{\rho} (\mathcal{V}_{t,x}; \sqrt{sv}) \text{ weak } -(\ast) \text{ly in } L^\infty \left( 0, T; L^{2(1+1)}(T^d) \right), \]
\[ \rho_0 \nabla p(\psi_0) \to \sqrt{\rho} \nabla Q(\psi) \text{ weak } -(\ast) \text{ly in } L^\infty \left( 0, T; L^{2(1+1/2)}(T^d) \right). \]

Thus we can pass to limit in the continuity equation to obtain that for a.e. \( \tau \in (0,T) \) and \( \psi \in C^1([0,T] \times T^d) \), we have
\[
\int_{T^d} q(t, \cdot) \psi(t, \cdot) dx - \int_{T^d} q_0 \psi(0, \cdot) dx \\
= \int_0^T \int_{T^d} \left[ q \partial_t \psi + \sqrt{q} \langle V_{ix}, \sqrt{s}v \rangle \cdot \nabla \psi - \sqrt{q} \nabla Q(q) \cdot \nabla \psi \right] dx \ dt.
\]

Our goal now is to identify the limits of the nonlinear terms in the momentum equation and energy inequality. At this point we give a lemma that generalizes the result by Feireisl et al. [20] [Lemma 2.1].

**Lemma 10.** Let \( M, N \in \mathbb{N}, Q \subset \mathbb{R}^M \) be a bounded domain and \( \{Z_n\}_{n \in \mathbb{N}}, Z_n : Q \to \mathbb{R}^N \) be a sequence of equi-integrable functions which generates the Young measure \( \{\nu_y\}_{y \in Q} \). Let \( f, g : \mathbb{R}^N \to [0, \infty) \) be continuous functions such that

\[
\sup_n(||f(Z_n)||_{L^1(Q)} + ||g(Z_n)||_{L^1(Q)}) < \infty
\]

and let \( F \) be a continuous function such that

\[
F : \mathbb{R}^N \to \mathbb{R}, |F(z)| \leq cf(z) + \frac{1}{4\epsilon}g(z), \text{ for all } z \in \mathbb{R}^N \text{ and for some } \epsilon > 0.
\]

Denote the concentration defects as

\[
F_\infty = \overline{F} - \langle \nu_y; F(Y) \rangle, f_\infty = \overline{f} - \langle \nu_y; f(Y) \rangle \text{ and } g_\infty = \overline{g} - \langle \nu_y; g(Y) \rangle,
\]

where \( \overline{F}, \overline{f} \) and \( \overline{g} \) are the weak-(*) limits of \( \{F(Z_n)\}_{n \in \mathbb{N}}, \{f(Z_n)\}_{n \in \mathbb{N}} \) and \( \{g(Z_n)\}_{n \in \mathbb{N}} \) in \( \mathcal{M}(Q) \), respectively, and \( Y \) stands for a dummy variable. Then we have

\[
|F_\infty| \leq cf_\infty + \frac{1}{4\epsilon}g_\infty.
\]

From the uniform bounds we have

\[
\frac{1}{2} q_\delta |w_\delta|^2 + E(q_\delta) \to \overline{E} \text{ weak-(*)ly in } L^\infty_{\text{weak-*(s)}}(0, T; \mathcal{M}(\mathbb{T}^d)),
\]

\[
|\nabla Q(q_\delta)|^2 \to \sigma \text{ weak-(*)ly in } \mathcal{M}((0, T) \times \mathbb{T}^d).
\]

Applying Lemma 10 we can show that

\[
E_\infty = \overline{E} - \langle V_{ix}, \frac{1}{2} |\sqrt{s}v|^2 + E(s) \rangle \in L^\infty_{\text{weak-*(s)}}(0, T; \mathcal{M}(\mathbb{T}^d)),
\]

\[
\sigma_\infty = \sigma - \langle V_{ix}, |F|^2 \rangle \in \mathcal{M}^+((0, T) \times \mathbb{T}^d).
\]

We also define the total defect as

\[
D(\tau) = E_\infty(\tau) [\mathbb{T}^d] + \sigma_\infty[[0, \tau] \times \mathbb{T}^d].
\]

We denote the weak-(*) limit of the convective term \( q_\delta w_\delta \otimes w_\delta \) by \( \overline{q}w \otimes \overline{w} \). The defect measure associated to the convective term is

\[
r^{\text{M}*} = \overline{q}w \otimes \overline{w} - \langle V_{ix}, \sqrt{s}v \otimes \sqrt{s}v \rangle.
\]

We note that

\[
|\langle q_\delta w_\delta \otimes w_\delta \rangle_{ij}| = |q_\delta w_{\delta,i}w_{\delta,j}| \leq q_\delta|w_\delta|^2, \text{ for all } i, j = 1, ..., d.
\]
Therefore, using the Lemma 10 in each entry of the matrix, we deduce that
\[ |r_{ij}^{M,1}(\tau)| \leq CE_\infty(\tau), \quad \text{for all } i,j = 1, \ldots, d. \]

We also have \( r_{ij}^{M,1} \in L_{\text{weak}-(\ast)}(0, T; M(\mathbb{T}^d)) \). Thus from (60), we obtain
\[ \left| \left( r_{ij}^{M,1}, \nabla \phi \right)_{M([0, \tau] \times \mathbb{T}^d), C([0, \tau] \times \mathbb{T}^d)} \right| \leq C \int_0^\tau \| \phi(t) \|_{C(\mathbb{T}^d)} D(t) dt. \]

For the term \( \sqrt{q_\delta} w_\delta \otimes \nabla Q(\varrho_\delta) \), we consider the defect measure
\[ r_{ij}^{M,2} = \varrho w \otimes \nabla p(\varrho) - \langle \nu_{tx}; \sqrt{s} v \otimes F \rangle. \]

In this case, we observe that
\[ \left| \left( \sqrt{q_\delta} w_\delta \otimes \nabla Q(\varrho_\delta) \right)_{ij} \right| = \left| \sqrt{q_\delta} w_{\delta_1} (Q(\varrho_\delta) \times) \right| \leq \frac{1}{4\epsilon} \varrho_\delta \| w_\delta \|^2 + \epsilon \| \nabla Q(\varrho_\delta) \|^2, \]

for \( \epsilon > 0 \). Applying Lemma 10 again, we have
\[ \left| r_{ij}^{M,2} \right| \leq \frac{1}{4\epsilon} E_\infty + \epsilon \sigma_\infty, \]
in \( M([0, T] \times \mathbb{T}^d) \) and \( r_{ij}^{M,2} \in M([0, T] \times \mathbb{T}^d) \). Moreover, for \( \psi \in C^1([0, T] \times \mathbb{T}^d) \), it holds
\[ \langle E_\infty; \psi \rangle_{M([0, \tau] \times \mathbb{T}^d), C([0, \tau] \times \mathbb{T}^d)} = \int_0^\tau \langle E_\infty; \psi \rangle_{M(\mathbb{T}^d), C(\mathbb{T}^d)} dt. \]
The above statement follows from the fact that \( E_\infty \in L_{\text{weak}-(\ast)}(0, T; M(\mathbb{T}^d)) \). Therefore, we conclude that
\[ \left| \left( r_{ij}^{M,2}, \nabla \phi \right)_{M([0, \tau] \times \mathbb{T}^d), C([0, \tau] \times \mathbb{T}^d)} \right| \leq \frac{1}{4\epsilon} \int_0^\tau \| \phi(t) \|_{C(\mathbb{T}^d)} E_\infty(\tau) dt + \epsilon \| \phi \|_{C^1([0, \tau] \times \mathbb{T}^d)} \sigma_\infty \left[ [0, \tau] \times \mathbb{T}^d \right]. \]
The total defect is equal to
\[ r^M = r^{M,1} + r^{M,2}. \]

We also note that
\[ \delta \int_0^\tau \int_{\mathbb{T}^d} \varrho_\delta w_\delta \cdot \nabla p(\varrho_\delta) : \nabla \phi \, dx \, dt \to 0 \]
as \( \delta \| w_\delta \|_{L^2([0, \tau]; L^2(\mathbb{T}^d))} \) is uniformly bounded. Thus, if we pass to the limit \( \delta \to 0 \) in the equation (58) we get
\[ \int_{\mathbb{T}^d} \sqrt{\varrho}(\tau, x) \langle \nu_{tx}; \sqrt{s} v \rangle \cdot \phi(\tau, \cdot) dx - \int_{\mathbb{T}^d} \langle \nu_0; \sqrt{s} v \rangle \cdot \phi(0, \cdot) dx \]
\[ = \int_0^\tau \int_{\mathbb{T}^d} \left[ \sqrt{\varrho} \langle \nu_{tx}; \sqrt{s} v \rangle \cdot \partial_t \phi + \langle \nu_{tx}; \sqrt{s} v \otimes \sqrt{s} v \rangle : \nabla \phi - \langle \nu_{tx}; \sqrt{s} v \otimes F \rangle : \nabla \phi \right] dx \, dt \]
\[ + \langle r^M, \nabla \phi \rangle_{M([0, \tau] \times \mathbb{T}^d), C([0, \tau] \times \mathbb{T}^d)}, \]

(61) for a.e. \( \tau \in (0, T) \), for all \( \epsilon > 0 \) and \( \phi \in C^1([0, T] \times \mathbb{T}^d; \mathbb{R}^d) \), where \( r^M \) satisfies (24).
In the energy inequality, there is another nonlinear term $\int_0^T \int_{\Omega} q_0 w_0 \cdot \nabla p(q_0) \, dx \, dt$. We define the defect measure related to this term as

$$\mathcal{R} = \sqrt{\partial_t w_0 \cdot \nabla Q(q)} - \langle \nabla_{t,x} \partial_t w_0 \cdot \sqrt{\partial_t \nabla} \rangle,$$

where $\sqrt{\partial_t w_0 \cdot \nabla Q(q)}$ stands for the weak-$(*)$ limit of $q_0 w_0 \cdot \nabla p(q_0)$ in $L^1_{\text{weak}}(0,T; \mathcal{M}(\mathbb{T}^d))$. We proceed similarly and for $\varepsilon > 0$ we have

$$\int_0^T \int_{\Omega} \left( \nabla_{t,x} \partial_t w_0 \cdot \sqrt{\partial_t \nabla} + \frac{1}{2} |\sqrt{\partial_t \nabla}|^2 + E(s) \right) \, dx \, dt + D(t) \leq \frac{C}{4\varepsilon} \int_0^T E_\infty(t) \, dt + \varepsilon \sigma_\infty \left[ [0,T] \times \mathbb{T}^d \right].$$

This yields

$$\int_0^T \int_{\Omega} \left( \nabla_{t,x} \partial_t w_0 \cdot \sqrt{\partial_t \nabla} + \frac{1}{2} |\sqrt{\partial_t \nabla}|^2 + E(s) \right) \, dx \, dt + D(t) \leq \frac{C}{4\varepsilon} \int_0^T E_\infty(t) \, dt + \varepsilon \sigma_\infty \left[ [0,T] \times \mathbb{T}^d \right].$$

The proof of Theorem 3 is therefore complete.

5. Relative energy: formal derivation

The purpose of this section is to derive the relative energy (4) and to show that it is sufficient to prove the weak-strong uniqueness property at least at the level of strong solutions.

5.1. Relative energy inequality

We assume that $(\tilde{q}, \tilde{w})$ is a smooth solution of (10), and we denote by $(\tilde{\tilde{q}}, \tilde{\tilde{w}})$ another (smooth) solution to the system (2) s.t. $\tilde{\tilde{q}} > 0$ and $\tilde{\tilde{w}}$ is given by (3). Moreover, we introduce the following notation:

$$W = w - \tilde{w}, \quad U = u - \tilde{u}, \quad R = \tilde{q} - \tilde{\tilde{q}}.$$

First, we verify that the functional given in the introduction by (4) is a relative energy, i.e., a distance between the solutions $(\tilde{q}, \tilde{w})$ and $(\tilde{\tilde{q}}, \tilde{\tilde{w}})$ controlled by the difference of the corresponding initial data. The first step is to prove the following result:

Lemma 11. Let $(q, w)$ and $(\tilde{q}, \tilde{w})$ be smooth solutions to (2), s.t.

$$\tilde{q} > 0 \quad \text{and} \quad \int_{\mathbb{T}^d} \tilde{q}_0 \, dx = \int_{\mathbb{T}^d} q_0 \, dx.$$

Then for all $t \in [0,T)$ we have

$$\frac{d}{dt} \int_{\mathbb{T}^d} q \frac{|W|^2}{2} \, dx = \int_{\mathbb{T}^d} \partial_t q \cdot W \nabla \tilde{w} \, dx.$$ 

Proof. Differentiation with respect to time gives:

$$\frac{d}{dt} \int_{\mathbb{T}^d} q \frac{|w - \tilde{w}|^2}{2} \, dx = \int_{\mathbb{T}^d} \partial_t q \frac{|w - \tilde{w}|^2}{2} \, dx + \int_{\mathbb{T}^d} q (w - \tilde{w}) \cdot \partial_t (w - \tilde{w}) \, dx. \quad (62)$$
The first part can be evaluated using the continuity equation, and the second part from the momentum equations, more precisely
\[ \rho \partial_t w + \rho u \nabla w = 0 \quad \text{and} \quad \bar{\rho} \partial_t \bar{w} + \bar{\rho} \bar{u} \nabla \bar{w} = 0. \]

Therefore, (62) is rewritten as
\[
\frac{d}{dt} \int_{T^d} \rho \frac{|w - \bar{w}|^2}{2} \, dx = - \int_{T^d} \text{div}(\rho u) \frac{|w - \bar{w}|^2}{2} \, dx - \int_{T^d} \rho (w - \bar{w}) \cdot (u \nabla w - \bar{u} \nabla \bar{w}) \, dx \\
= \int_{T^d} \rho u \cdot (w - \bar{w}) \nabla (w - \bar{w}) \, dx - \int_{T^d} \rho (w - \bar{w}) \cdot (u \nabla w - \bar{u} \nabla \bar{w}) \, dx \\
= - \int_{T^d} \rho u \cdot (w - \bar{w}) \nabla w \, dx + \int_{T^d} \rho u \cdot (w - \bar{w}) \nabla \bar{w} \, dx
\]

which concludes the proof. \( \square \)

Note that, plugging into this expression formulas \( u = w + \nabla p(\rho) \) and \( \bar{u} = \bar{w} + \nabla p(\bar{\rho}) \), we get that
\[
\frac{d}{dt} \int_{T^d} \rho \frac{|w - \bar{w}|^2}{2} \, dx \leq C_1 \int_{T^d} \rho |w - \bar{w}|^2 |\nabla \bar{w}| \, dx + C_2 \int_{T^d} \rho |\nabla p(\rho) - \nabla p(\bar{\rho})|^2 |\nabla \bar{w}| \, dx.
\]

The purpose of the next lemma is to control the second term in the above equation. To this purpose we evaluate the time evolution of the second quantity in (4), i.e.
\[
\mathcal{E}(\rho, \bar{\rho}) = \int_{T^d} (E(\rho) - E(\bar{\rho}) + E'(\bar{\rho})(\rho - \bar{\rho})) \, dx.
\]

**Lemma 12.** Under the assumptions of Lemma 11, we have
\[
\frac{d}{dt} \mathcal{E}(\rho, \bar{\rho}) + \int_{T^d} \left| \nabla Q(\rho) - \sqrt{\frac{\rho}{\bar{\rho}}} \nabla Q(\bar{\rho}) \right|^2 \, dx = \mathcal{R}(\rho, u, \bar{\rho}, \bar{u})
\]

where
\[
\mathcal{R}(\rho, u, \bar{\rho}, \bar{u}) = \int_{T^d} \sqrt{\rho} (w - \bar{w}) \cdot \left( \nabla Q(\rho) - \sqrt{\frac{\rho}{\bar{\rho}}} \nabla Q(\bar{\rho}) \right) \, dx \\
+ \int_{T^d} (\sqrt{\rho} - \sqrt{\bar{\rho}}) \bar{w} \cdot \left( \nabla Q(\rho) - \sqrt{\frac{\rho}{\bar{\rho}}} \nabla Q(\bar{\rho}) \right) \, dx \\
+ \int_{T^d} \left( 1 - \sqrt{\frac{\rho}{\bar{\rho}}} \right) \nabla Q(\bar{\rho}) \cdot \left( \nabla Q(\rho) - \sqrt{\frac{\rho}{\bar{\rho}}} \nabla Q(\bar{\rho}) \right) \, dx \\
- \int_{T^d} (Q(\rho) - Q(\bar{\rho}) - (\rho - \bar{\rho}) Q'(\bar{\rho})) \text{div}(\sqrt{\rho} \bar{u}) \, dx \\
- \int_{T^d} \left( \sqrt{\rho} - \sqrt{\bar{\rho}} - \frac{1}{2 \sqrt{\rho}} (\rho - \bar{\rho}) \right) \bar{u} \cdot \nabla Q(\bar{\rho}) \, dx.
\]
Proof. We differentiate w.r.t. time to get

\[
\frac{d}{dt} E(q, \bar{q}) = \frac{d}{dt} \int_{T^d} E(q) \, dx - \int_{T^d} \left( E'(q) \right)_t \, dx + \int_{T^d} \left( qE'(\bar{q}) - E(\bar{q}) \right)_t \, dx.
\]

Using the energy equality (40) and mass conservation (10a) we obtain

\[
\frac{d}{dt} E(q, \bar{q}) + \int_{T^d} q|\nabla p(q)|^2 \, dx = \int_{T^d} qw \cdot \nabla p(q) \, dx - \int_{T^d} (q - \bar{q}) E''(\bar{q}) \bar{q}_t \, dx
\]

\[
- \int_{T^d} \nabla (E'(\bar{q}))(qw - q\nabla p(q)) \, dx.
\]

From the fact that \( E_0(\bar{q}) = p(\bar{q}) \) the above equality reduces to

\[
\frac{d}{dt} E(q, \bar{q}) + \int_{T^d} q\nabla p(q)(\nabla p(q) - \nabla \bar{q}) \, dx \]

\[
= \int_{T^d} qw \cdot (\nabla p(q) - \nabla \bar{q}) \, dx - \int_{T^d} (q - \bar{q}) E''(\bar{q}) \bar{q}_t \, dx. \tag{65}
\]

We rewrite (65) as

\[
\frac{d}{dt} E(q, \bar{q}) + \int_{T^d} \nabla Q(q) \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right) \, dx
\]

\[
= \int_{T^d} \sqrt{\frac{q}{\bar{q}}} w \cdot \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right) \, dx - \int_{T^d} (q - \bar{q}) E''(\bar{q}) \bar{q}_t \, dx.
\]

Rearranging terms we have

\[
\frac{d}{dt} E(q, \bar{q}) + \int_{T^d} \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right)^2 \, dx
\]

\[
= \int_{T^d} \sqrt{\frac{q}{\bar{q}}} (w - \bar{w}) \cdot \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right) \, dx
\]

\[
+ \int_{T^d} \sqrt{\frac{q}{\bar{q}}} w \cdot \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right) \, dx
\]

\[
- \int_{T^d} \sqrt{\frac{q}{\bar{q}}} \nabla Q(q) \left( \nabla Q(q) - \sqrt{\frac{q}{\bar{q}}} \nabla \bar{Q}(\bar{q}) \right) \, dx
\]

\[
- \int_{T^d} (q - \bar{q}) E''(\bar{q}) \bar{q}_t \, dx = \sum_{i=1}^{4} I_i. \tag{66}
\]

The term \( I_1 \) already has the form we want. Now, for the term \( I_2 \) we use (3) to get
\[
\sqrt{\bar{\omega}} \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right)
\]

\[
= (\sqrt{\bar{\omega}} - \sqrt{\bar{q}}) \bar{w} \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) + \sqrt{\bar{\omega}} \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right)
\]

\[
= (\sqrt{\bar{\omega}} - \sqrt{\bar{q}}) \bar{w} \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) + (\sqrt{\bar{\omega}} \bar{u} + \nabla Q(\bar{q})) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) .
\]

(67)

We rewrite the last term in the above equation in the following way

\[
\nabla Q(\bar{q}) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right)
\]

\[
= \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) + \left( 1 - \sqrt{\bar{\omega}} \right) \nabla Q(\bar{q}) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) ,
\]

(68)

so that the first part cancels out \( I_3 \), and

\[
\sqrt{\bar{\omega}} \bar{u} \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) = \sqrt{\bar{\omega}} \bar{u} (\nabla Q(q) - \nabla Q(\bar{q})) - \left( \sqrt{\bar{\omega}} - 1 \right) \sqrt{\bar{\omega}} \bar{u} \nabla Q(\bar{q}) .
\]

The first term can be integrated by parts, thus

\[
\int_{\mathbb{T}^d} \sqrt{\bar{\omega}} \bar{u} (\nabla Q(q) - \nabla Q(\bar{q})) \, dx = -\int_{\mathbb{T}^d} \text{div}(\sqrt{\bar{\omega}} \bar{u}) (Q(q) - Q(\bar{q})) \, dx .
\]

(69)

Plugging these calculations into (66) we obtain

\[
\frac{d}{dt} \mathcal{E}(q|\bar{q}) + \int_{\mathbb{T}^d} \left| \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right|^2 \, dx
\]

\[
= \int_{\mathbb{T}^d} \sqrt{\bar{\omega}} (\omega - \bar{w}) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) \, dx
\]

\[
+ \int_{\mathbb{T}^d} \left( \sqrt{\bar{\omega}} - \sqrt{\bar{q}} \right) \bar{w} \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) \, dx
\]

\[
+ \int_{\mathbb{T}^d} \left( 1 - \sqrt{\bar{\omega}} \right) \nabla Q(\bar{q}) \cdot \left( \nabla Q(q) - \sqrt{\bar{\omega}} \nabla Q(\bar{q}) \right) \, dx
\]

\[
- \int_{\mathbb{T}^d} \text{div}(\sqrt{\bar{\omega}} \bar{u}) (Q(q) - Q(\bar{q})) \, dx - \int_{\mathbb{T}^d} \left( \sqrt{\bar{\omega}} - 1 \right) \sqrt{\bar{\omega}} \bar{u} \nabla Q(\bar{q}) \, dx
\]

\[
- \int_{\mathbb{T}^d} (q - \bar{q}) E''(\bar{q}) \bar{t} \, dx.
\]

(70)

For the last term in the above equation, we use the continuity equation for the strong solutions to get
\[- \int_{\mathbb{T}^d} (\varrho - \bar{\varrho}) E''(\bar{\varrho}) \bar{\varrho}, \, dx = \int_{\mathbb{T}^d} (\varrho - \bar{\varrho}) E''(\bar{\varrho}) \text{div}(\bar{\varrho} \mathbf{u}) \, dx. \]  

(71)

Using the relation

\[ \frac{1}{\sqrt{\varrho}} \text{div}(\bar{\varrho} \mathbf{u}) = \text{div}(\sqrt{\varrho} \mathbf{u}) + \mathbf{u} \cdot \nabla \sqrt{\varrho}, \]

along with relations \( E'(\varrho) = p(\varrho) \) and \( Q'(\varrho) = \sqrt{\varrho} p'(\varrho) \), we obtain

\[ \int_{\mathbb{T}^d} (\varrho - \bar{\varrho}) E''(\bar{\varrho}) \text{div}(\bar{\varrho} \mathbf{u}) \, dx = \int_{\mathbb{T}^d} (\varrho - \bar{\varrho}) Q'(\bar{\varrho}) \frac{1}{\sqrt{\varrho}} \text{div}(\bar{\varrho} \mathbf{u}) \, dx \]

\[ = \int_{\mathbb{T}^d} (\varrho - \bar{\varrho}) Q'(\bar{\varrho}) (\text{div}(\sqrt{\varrho} \mathbf{u}) + \mathbf{u} \cdot \nabla \sqrt{\varrho}) \, dx. \]

(72)

At last, combining the last three terms, we have

\[ \frac{d}{dt} \mathcal{E}(\varrho | \bar{\varrho}) + \int_{\mathbb{T}^d} \left( \left( \nabla Q(\varrho) - \sqrt{\frac{\varrho}{\bar{\varrho}}} \nabla Q(\bar{\varrho}) \right)^2 \right) \, dx \]

\[ \leq \int_{\mathbb{T}^d} \sqrt{\varrho} (\varrho - \bar{\varrho}) \cdot \left( \nabla Q(\varrho) - \sqrt{\frac{\varrho}{\bar{\varrho}}} \nabla Q(\bar{\varrho}) \right) \, dx \]

\[ + \int_{\mathbb{T}^d} \sqrt{\varrho} - \sqrt{\bar{\varrho}} \bar{\varrho} \cdot \left( \nabla Q(\varrho) - \sqrt{\frac{\varrho}{\bar{\varrho}}} \nabla Q(\bar{\varrho}) \right) \, dx \]

\[ + \int_{\mathbb{T}^d} \left( 1 - \sqrt{\frac{\varrho}{\bar{\varrho}}} \right) \nabla Q(\bar{\varrho}) \cdot \left( \nabla Q(\varrho) - \sqrt{\frac{\varrho}{\bar{\varrho}}} \nabla Q(\bar{\varrho}) \right) \, dx \]

\[ - \int_{\mathbb{T}^d} (Q(\varrho) - Q(\bar{\varrho}) - (\varrho - \bar{\varrho}) Q'(\bar{\varrho})) \text{div}(\sqrt{\varrho} \mathbf{u}) \, dx \]

\[ - \int_{\mathbb{T}^d} \left( \sqrt{\varrho} - \sqrt{\bar{\varrho}} - \frac{1}{2\sqrt{\bar{\varrho}}} (\varrho - \bar{\varrho}) \right) \bar{\varrho} \cdot \nabla Q(\bar{\varrho}) \, dx \]

(73)

which concludes the proof.

Finally, plugging the outcomes of Lemmas 11 and 12 into the definition of relative energy (4), we conclude the subsection with the following lemma.

**Lemma 13.** Suppose \((\varrho, \mathbf{w})\) and \((\bar{\varrho}, \bar{\mathbf{w}})\) are two sets of strong solutions for the system (10). Then we have the following inequality:
\[
\frac{d}{dt} \mathcal{E}(q, w|\tilde{q}, \tilde{w}) + \int_{\mathbb{T}^d} \left[ \nabla Q(q) - \sqrt{\nabla Q(\tilde{q})} \right]^2 dx \\
\leq - \int_{\mathbb{T}^d} q(w - \tilde{w}) \cdot (w - \tilde{w}) \nabla \tilde{w} dx \\
+ \int_{\mathbb{T}^d} \sqrt{\nabla Q(q)} \cdot \left( \nabla Q(q) - \sqrt{\nabla Q(\tilde{q})} \right) \nabla \tilde{w} dx \\
+ \int_{\mathbb{T}^d} \sqrt{\nabla Q(q)} \cdot \left( \nabla Q(q) - \sqrt{\nabla Q(\tilde{q})} \right) dx \\
+ \int_{\mathbb{T}^d} (\sqrt{\nabla Q(q)} - \sqrt{\nabla Q(\tilde{q})}) \nabla Q(\tilde{q}) \cdot \left( \nabla Q(q) - \sqrt{\nabla Q(\tilde{q})} \right) dx \\
+ \int_{\mathbb{T}^d} \left( 1 - \sqrt{\nabla Q(\tilde{q})} \right) \nabla Q(\tilde{q}) \cdot \left( \nabla Q(q) - \sqrt{\nabla Q(\tilde{q})} \right) dx \\
- \int_{\mathbb{T}^d} (Q(q) - Q(\tilde{q}) - (q - \tilde{q})Q'(\tilde{q})) \text{div}(\sqrt{\nabla \tilde{u}}) dx \\
- \int_{\mathbb{T}^d} \left( \sqrt{\nabla Q(q)} - \sqrt{\nabla Q(\tilde{q})} \right) \tilde{u} \cdot \nabla Q(\tilde{q}) dx = \sum_{i=1}^7 T_i. 
\]

(74)

### 5.2. Relative energy estimate

Our goal is to show that the terms in (74) are either controlled by the relative energy or can be absorbed in the left hand side. To do this, we first give a lemma which is a direct consequence of the coercivity of the relative energy functional.

**Lemma 14.** Suppose \( E(q) = p(q) \) and \( \bar{q} \) lies in a compact subset of \( (0, \infty) \), then for some \( 0 < r_1 < r_2 \) we have

\[
E(q) - E(\bar{q}) - E'(\bar{q})(q - \bar{q}) \geq \begin{cases} 
(c(\bar{q})(q - r)^2 & \text{for } r_1 \leq q \leq r_2, \\
(c(\bar{q})(1 + \bar{q}^{r+1}) & \text{otherwise}
\end{cases}
\]

where, \( c(\bar{q}) \) is uniformly bounded in \( [0, \infty) \) for \( \bar{q} \) belonging to compact subsets of \( (0, \infty) \).

In our case, we consider \( r_1, r_2 > 0 \) such that they satisfy

\[
r_1 < \frac{\inf_{(x,t) \in (0,T) \times \mathbb{T}^d} \bar{q}(x,t)}{2}, \quad r_2 > 2 \times \sup_{(x,t) \in (0,T) \times \mathbb{T}^d} \bar{q}(x,t)
\]

and

\[
1 + \bar{q}^r \geq \max \left\{ \bar{q}^{r+1}, \bar{q}^2 \right\}, \quad \text{for all } \bar{q} \geq r_2.
\]

Now, we estimate each term in the r.h.s of (74). First we notice that

\[
|T_1| \leq \|\nabla \tilde{w}\|_{L^\infty(\mathbb{T}^d)} \int_{\mathbb{T}^d} |q| |w - \tilde{w}|^2 dx.
\]
Then for $T_2$ and $T_3$ we obtain
\[
|T_2 + T_3| \leq C_0 \left( 1 + ||\nabla \tilde{w}||_{L^\infty(T^t)} \right)^2 \int_{T^t} \frac{\partial}{\partial t} |w - \tilde{w}|^2 \, dx + \eta \int_{T^t} \left( \nabla Q(q) - \sqrt{\frac{\partial}{\partial q}} \nabla Q(q) \right)^2 \, dx,
\]
where $\eta > 0$. Since $\tilde{q}$ is a strong solution with $0 < \inf_{(0,T) \times \Gamma^e} \tilde{q} = \bar{q}$, we notice that
\[
|\sqrt{\tilde{q}} - \sqrt{\bar{q}}| \leq \frac{|q - \bar{q}|}{\sqrt{\tilde{q}}} \leq \frac{|q - \bar{q}|}{\sqrt{\bar{q}}}.
\]

Thus, for $T_4$ and $T_5$ we have
\[
|T_4 + T_5| \leq \frac{C_\eta}{\bar{q}} \left( ||Q(\tilde{q})||_{L^\infty(T^t)} + ||\tilde{w}||_{L^\infty(T^t)} \right)^2 \int_{T^t} |q - \bar{q}|^2 \, dx
+ \eta \int_{T^t} \left( \nabla Q(q) - \sqrt{\frac{\partial}{\partial q}} \nabla Q(q) \right)^2 \, dx.
\]
Since $p(q) = \bar{q}^\gamma$ with $\gamma \geq 1$ we have $E \approx \bar{q}^{\gamma+1}$ thus $(q - \bar{q})^2$ is controlled by $E(q|\bar{q})$. Furthermore, using $Q \approx \bar{q}^{\gamma+1}$, we have
\[
|T_6| \leq ||\sqrt{\bar{q}} u||_{L^\infty(T^t)} E(q|\bar{q}).
\]

For the term $T_7$, first we note that
\[
\left( \sqrt{\tilde{q}} - \sqrt{\bar{q}} - \frac{1}{2\sqrt{\bar{q}}} (q - \bar{q}) \right) = (q - \bar{q}) \left( \frac{1}{\sqrt{\bar{q}} + \sqrt{\bar{q}}} - \frac{1}{2\sqrt{\bar{q}}} \right) = (q - \bar{q}) \frac{\sqrt{\tilde{q}} - \sqrt{\bar{q}}}{2(\sqrt{\bar{q}} + \sqrt{\bar{q}})^2 \sqrt{\bar{q}}}
= - \frac{(q - \bar{q})^2}{2(\sqrt{\bar{q}} + \sqrt{\bar{q}})^2 \sqrt{\bar{q}}}.
\]
Hence we have the estimate
\[
\left| \left( \sqrt{\tilde{q}} - \sqrt{\bar{q}} - \frac{1}{2\sqrt{\bar{q}}} (q - \bar{q}) \right) \right| \leq \frac{|q - \bar{q}|^2}{2\bar{q}^3},
\]
and so, as a consequence
\[
|T_7| \leq \frac{1}{\bar{q}^3} E(q|\bar{q}).
\]

Ultimately, choosing $\delta$ suitably small we deduce
\[
\frac{d}{dt} \mathcal{E}(q, w|\bar{q}, \bar{w}) + \frac{1}{2} \int_{T^t} \left( \nabla Q(q) - \sqrt{\frac{\partial}{\partial q}} \nabla Q(q) \right)^2 \, dx \leq C(\bar{q}, \bar{w}) \mathcal{E}(q, w|\bar{q}, \bar{w}).
\]
We use Grönwall’s lemma to conclude $q = \bar{q}$ and $w = \bar{w}$ if they share same initial data.
6. Weak(measure-valued)-strong uniqueness

In Section 5, we gave a formal derivation of the relative energy inequality for the system (10). It is clear that for the derivation we need certain regularity for $w$, which is missing in Definition 1.

A suitable relative energy in terms of the Young measure is given by
\[
\mathcal{E}_{mv}(\tau) = \mathcal{E}_{mv}(\mathcal{V}, \mathcal{D}[\bar{\phi}, \bar{w}](\tau)
:= \int_{T^d} \left( \mathcal{V}_{t,x} \cdot \frac{1}{2} \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right)^2 + (E(s) - E(\bar{\phi}) - E'(\bar{\phi})(s - \bar{\phi})) \right)(\tau) \, dx,
\]
where $(\mathcal{V}, \mathcal{D})$ is the measure-valued solution and $(\bar{\phi}, \bar{w}) \in C^2([0, T] \times T^d) \times C^2([0, T] \times T^d; \mathbb{R}^d)$ with $\bar{\phi} > 0$.

6.1. Relative energy inequality for measure-valued solutions

For the measure-valued solution we have the following analogue of Lemma 13.

**Lemma 15.** Let $\{\mathcal{V}, \mathcal{D}\}$ be a measure-valued solution and $\{\bar{\phi}, \bar{w}\}$ be a strong solution of the system (10) with $\bar{\phi} > 0$ in $(0, T) \times T^d$. Then we have
\[
\mathcal{E}_{mv}(\tau) + \int_0^\tau \int_{T^d} \left( \mathcal{V}_{t,x} \cdot \left( F - \sqrt{\bar{\phi}} \nabla Q(\bar{\phi}) \right) \right) \, dx \, dt + \mathcal{D}(\tau)
\leq \mathcal{E}_{mv}(0) + \mathcal{R}_{mv}(\tau),
\]
where the remainder is of the form
\[
\mathcal{R}_{mv} = \int_0^\tau \int_{T^d} \left( \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \cdot \left( F - \sqrt{\bar{\phi}} \nabla Q(\bar{\phi}) \right) \right) \, dx \, dt
- \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \otimes \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) : \nabla \mathbf{w} \, dx \, dt
+ \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \otimes \left( F - \sqrt{\bar{\phi}} \nabla Q(\bar{\phi}) \right) \, dx \, dt
+ \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \nabla Q(\bar{\phi}) \cdot \left( F - \sqrt{\bar{\phi}} \nabla Q(\bar{\phi}) \right) \, dx \, dt
+ \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( 1 - \sqrt{\bar{\phi}} \right) \nabla Q(\bar{\phi}) \cdot \left( F - \sqrt{\bar{\phi}} \nabla Q(\bar{\phi}) \right) \, dx \, dt
- \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( Q(s) - Q(\bar{\phi}) - (s - \bar{\phi}) Q'(\bar{\phi}) \right) \, div(\sqrt{\bar{\phi}} \mathbf{u}) \, dx \, dt
- \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \nabla Q(\bar{\phi}) \, dx \, dt
+ \int_0^\tau \int_{T^d} \mathcal{V}_{t,x} \cdot \left( \sqrt{s} \mathbf{v} - \sqrt{s} \mathbf{w} \right) \, dx \, dt
+ \int_0^\tau \int_{(0, \tau) \times T^d} \mathbf{r} \cdot d\mathcal{R}
\]
with $\mathbf{u} = \mathbf{w} - \nabla p(\bar{\phi})$. 
Proof. At first, a simple calculation leads us to the following identity:

\[
\mathcal{E}_{\text{mv}}(\tau) = \int_{\mathbb{T}^d} \left( \mathcal{V}_{t,x}; \frac{1}{2} |\sqrt{s}v|^2 + E(s) \right) \, dx - \int_{\mathbb{T}^d} \sqrt{\bar{v}}(\tau, x) \left( \mathcal{V}_{t,x}; \sqrt{s}v \right) \cdot \bar{w}(\tau, x) \, dx \\
+ \int_{\mathbb{T}^d} \bar{q}(\tau, x) \left( \frac{\bar{w}^2}{2} - E'(\bar{q}) \right) (\tau, x) \, dx + \int_{\mathbb{T}^d} (\bar{q}E'(\bar{q}) - E(\bar{q}))(\tau, x) \, dx = \sum_{i=1}^{4} \mathcal{J}_i^{(1)}. \tag{80}
\]

In the above identity, the first term \( \mathcal{J}_1^{(1)} \) will be replaced by the energy inequality from the Definition 1. For \( \mathcal{J}_2^{(1)} \) and \( \mathcal{J}_3^{(1)} \), we use \( (22) \) and \( (23) \), respectively. Finally, we rewrite the term \( \mathcal{J}_4^{(1)} \) as

\[
\mathcal{J}_4^{(1)} = \int_{T} \int_{\mathbb{T}^d} \partial_t (\bar{q}E'(\bar{q}) - E(\bar{q})) \, dx \, dt + \int_{\mathbb{T}^d} (\bar{q}E'(\bar{q}) - E(\bar{q}))(0) \, dx.
\]

After substituting for \( \mathcal{J}_i^{(1)} \)'s into \( (80) \), we obtain the inequality

\[
\mathcal{E}_{\text{mv}}(\tau) + \int_{0}^{\tau} \int_{\mathbb{T}^d} \left( \mathcal{V}_{t,x}; F - \sqrt{\bar{q}} \nabla Q(\bar{q}) \right) \, dx \, dt \\
\leq \mathcal{E}_{\text{mv}}(0) + \int_{0}^{\tau} \int_{\mathbb{T}^d} \left( \mathcal{V}_{t,x}; \sqrt{s}v \cdot \left( F - \sqrt{\bar{q}} \nabla Q(\bar{q}) \right) \right) \, dx \, dt \\
- \int_{0}^{\tau} \int_{\mathbb{T}^d} (\mathcal{V}_{t,x}; \sqrt{s}(\sqrt{s}v - \sqrt{s}w)) \bar{w} \, dx \, dt \\
- \int_{0}^{\tau} \int_{\mathbb{T}^d} (\mathcal{V}_{t,x}; (\sqrt{s}v - \sqrt{s}w) \otimes \sqrt{s}v) \cdot \nabla w \, dx \, dt \\
+ \int_{0}^{\tau} \int_{\mathbb{T}^d} (\mathcal{V}_{t,x}; (\sqrt{s}v - \sqrt{s}w) \otimes F) \cdot \nabla \bar{w} \, dx \, dt \\
- \int_{0}^{\tau} \int_{\mathbb{T}^d} (\mathcal{V}_{t,x}; s - \bar{q}) (E'(\bar{q})) \, dx \, dt \\
+ \langle r^M, \nabla \phi \rangle_{\mathcal{M}([0,\tau] \times \mathbb{T}^d),C([0,\tau] \times \mathbb{T}^d)} + \int_{(0,\tau) \times \mathbb{T}^d} d\mathcal{R}.
\]

Next, since \((\bar{q}, \bar{w})\) is a strong solution of the system \((10)\), the above inequality reduces to
\[ 
\mathcal{E}_{mv}(\tau) + \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; F - \sqrt{\frac{s}{\bar{Q}}} \nabla \mathcal{Q}(\bar{Q}) \right\rangle \, dx \, dt + \mathcal{D}(\tau) 
\]
\[ 
\leq \mathcal{E}_{mv}(0) + \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; \left( \sqrt{\mathbf{v}} - \sqrt{\mathbf{w}} \right) \cdot \left( F - \sqrt{\frac{s}{\bar{Q}}} \nabla \mathcal{Q}(\bar{Q}) \right) \right\rangle \, dx \, dt 
\]
\[ 
- \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; \left( \sqrt{\mathbf{v}} - \sqrt{\mathbf{w}} \right) \otimes \left( \sqrt{\mathbf{v}} - \sqrt{\mathbf{w}} \right) \right\rangle : \nabla \mathbf{w} \, dx \, dt 
\]
\[ 
+ \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; \left( \sqrt{\mathbf{v}} - \sqrt{\mathbf{w}} \right) \cdot \left( F - \sqrt{\frac{s}{\bar{Q}}} \nabla \mathcal{Q}(\bar{Q}) \right) \right\rangle : \nabla \mathbf{w} \, dx \, dt 
\]
\[ 
+ \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; \sqrt{\mathbf{w}} \cdot \left( F - \sqrt{\frac{s}{\bar{Q}}} \nabla \mathcal{Q}(\bar{Q}) \right) \right\rangle \, dx \, dt 
\]
\[ 
- \int_0^\tau \int_\Omega \left\langle \mathcal{V}_{t,x}; \mathbf{s} - \bar{Q} \right\rangle (\mathbf{E}'(\bar{Q})) \, dx \, dt 
\]
\[ 
+ \left( r^M, \nabla \phi \right)_{M((0,\tau] \times \mathbb{T}^d), C((0,\tau] \times \mathbb{T}^d)} + \int_{(0,\tau] \times \mathbb{T}^d} d\mathcal{R} = \sum_{i=0}^7 J_i^{(2)}. 
\]

For \( \mathcal{J}_4^{(2)} \), we can perform rearrangement of the terms as we did in (67) and (68).

Next, we use the \( L^2 \) integrability of the term \( \nabla Q(\bar{Q}) \) to obtain
\[ 
\int_{\mathbb{T}^d} \sqrt{\bar{Q}} u \left\langle \mathcal{V}_{t,x}; F - \nabla \mathcal{Q}(\bar{Q}) \right\rangle \, dx = -\int_{\mathbb{T}^d} \text{div} \left( \sqrt{\bar{Q}} u \right) \left( \left\langle \mathcal{V}_{t,x}; \mathcal{Q}(s) - \mathcal{Q}(\bar{Q}) \right\rangle \right) \, dx. 
\]

Also, for the term \( \mathcal{J}_5^{(2)} \), we follow similar calculation as in (71) and (72).

Finally, we derive the relative energy inequality as stated in (78) with remainder term \( \mathcal{R}_{mv} \) as in (79).

We split
\[ 
\mathcal{R}_{mv} = \sum_{i=0}^9 J_i^{(3)}. 
\]

The expressions for the consecutive parts of the reminder can be pretty much copied from the formal level. Indeed, most of the identities in (67), (68), (71) and (72) are either rearrangements or algebraic calculations easily justified on the measure-valued level. The only difficulty is related to the analogue of the identity (69), but it is justified in (82).

\[ \square \]

**6.2. Proof of Theorem 4**

To conclude the proof of Theorem 4, we need to establish that the terms in \( \mathcal{R}_{mv} \) are either controlled by the relative energy or can be absorbed in the left hand side of (78). Since measure-valued and strong solution share same initial data thus we have
\[ 
J_0^{(3)} = 0. 
\]
We also get
\[ |J_2^{(3)}| \leq \| \nabla w \|_{L^\infty(0,T \times T^d)} \int_0^T \int_{T^d} \left\langle \nabla_{tx}; \sqrt{sv} - \sqrt{s}\nabla w \right\rangle \, dx \, dt \leq \| \nabla w \|_{L^\infty(0,T \times T^d)} \int_0^T E_{mv}(t) \, dt. \]

Then, for \( J_1^{(3)} \) and \( J_3^{(3)} \), we obtain
\[
|J_1^{(3)} + J_3^{(3)}| \leq C_\eta \left( 1 + \| \nabla w \|_{L^\infty(T^d)} \right)^2 \int_0^T \int_{T^d} \left\langle \nabla_{tx}; |\sqrt{s}v - \sqrt{s}\nabla w| \right\rangle \, dx \, dt
+ \eta \int_0^T \int_{T^d} \left\langle \nabla_{tx}; \left( F - \sqrt{\frac{s}{\bar{q}}} \nabla Q(\bar{q}) \right) \right\rangle^2 \, dx \, dt,
\]
for some \( \eta > 0 \). Now, for the term \( J_4^{(3)} \) and \( J_5^{(3)} \) we follow the computation from (75) and obtain
\[
|J_4^{(3)} + J_5^{(3)}| \leq \frac{C_\eta}{\bar{q}} \left( \| Q(\bar{q}) \|_{L^\infty(T^d)} + \| w \|_{L^\infty(T^d)} \right)^2 \int_0^T \int_{T^d} \langle \nabla_{tx}; |q - \bar{q}|^2 \rangle \, dx \, dt
+ \eta \int_0^T \int_{T^d} \left\langle \nabla_{tx}; \left( F - \sqrt{\frac{s}{\bar{q}}} \nabla Q(\bar{q}) \right) \right\rangle^2 \, dx \, dt,
\]
where \( \eta > 0 \) and \( 0 < \inf_{(0,T) \times T^d} \bar{q} = \bar{q} \). Since \( p \approx \bar{q}^{\gamma} \) with \( \gamma \geq 1 \), we have \( E \approx \bar{q}^{\gamma+1} \) thus \( (q - \bar{q})^2 \) is controlled by \( E_{mv} \). Moreover, \( Q \approx \bar{q}^{\gamma+1} \) leads to
\[
|J_6^{(3)}| \leq \| \sqrt{\bar{q}}u \|_{L^\infty(0,T \times T^d)} \int_0^T E_{mv}(t) \, dt.
\]

Following the computation from (76), we estimate
\[
|J_7^{(3)}| \leq C(\bar{q}, \bar{u}) \int_0^T E_{mv}(t) \, dt.
\]

From the properties of the defect measures (24) and (25), for any \( \epsilon > 0 \) we get
\[
|J_8^{(3)} + J_9^{(3)}| \leq C(\bar{w}) \frac{1}{4\epsilon} \int_0^T D(t) \, dt + \epsilon \left( \| \nabla w \|_{C([0,T] \times T^d)} + 1 \right) D(t).
\]

Choosing \( \eta \) and \( \epsilon \) sufficiently small, we ultimately deduce
\[
E_{mv}(\tau) + \frac{1}{2} \int_0^\tau \int_{T^d} \left\langle \nabla_{tx}; \left( F - \sqrt{\frac{s}{\bar{q}}} \nabla Q(\bar{q}) \right) \right\rangle^2 \, dx \, dt + \frac{1}{2} \int_0^\tau D(t) \, dt.
\]

Thus, Gronwall’s argument gives the desired result and completes the proof of Theorem 4.

\( \square \)
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