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Abstract
This paper describes AISP-SJTU’s submissions for the IWSLT 2022 Simultaneous Translation task. We participate in the text-to-text and speech-to-text simultaneous translation from English to Mandarin Chinese. The training of the CAAT is improved by training across multiple values of right context window size, which achieves good online performance without setting a prior right context window size for training. For speech-to-text task, the best model we submitted achieves 25.87, 26.21, 26.45 BLEU in low, medium and high regimes on tst-COMMON, corresponding to 27.94, 28.31, 28.43 BLEU in text-to-text task.

1 Introduction
This paper describes the systems submitted by AI Speech Co., Ltd. (AISP) and Shanghai Jiao Tong University (SJTU) for IWSLT 2022 Simultaneous Translation task. Two speech translation systems including cascade and end-to-end (E2E) for the Simultaneous Speech Translation track, and a simultaneous neural machine translation (MT) system for the text-to-text Simultaneous Translation track. The systems are focused on English to Mandarin Chinese language pair.

For simultaneous speech translation, recent work tends to fall into two categories, cascaded systems and E2E systems. And the cascaded system often outperforms the fully E2E approach. Only one work (Ansari et al., 2020; Anastasopoulos et al., 2021) shows that the E2E model can achieve better results than the cascaded model. In their work they introduce pre-training (Stoian et al., 2020; Dong et al., 2021; Wang et al., 2020b) and data augmentation techniques (Pino et al., 2020; Xu et al., 2021) to E2E models. Therefore, in this paper, we hope to optimize the speech translation model from two aspects. First, we aim to build a robust cascade model and learn best practices from WMT evaluation activities (Wu et al., 2020; Meng et al., 2020; Zeng et al., 2021), such as back translation (Senrich et al., 2015; Edunov et al., 2018; Lample et al., 2017). Second, we explore various self-supervised learning methods and introduce as much semi-supervised data as possible towards finding the best practice of training cascaded speech-to-text (S2T) models. In our settings, ASR data, MT data, and monolingual text data are all considered in a progressively training framework. We only trained one E2E model, and its BLEU is 22.49 with 1272 AL. Due to the huge difference in the scale of training data from the cascaded model, E2E performance is far lower than that of the latter. The cascaded S2T final performance on the MuST-C V2 test set is 25.87, 26.21, 26.45 BLEU with low, medium and high regimes.

In addition, we also participate in the simultaneous text-to-text (T2T) task. Our system is based on an efficient wait-k model (Elbayad et al., 2020) and CAAT model (Liu et al., 2021b). We investigate large-scale knowledge distillation (Kim and Rush, 2016; Freitag et al., 2017) and back translation methods. Specially, we develop a multi-path training strategy, which enables a unified model serving different wait-k paths. All MT models are based on transformer (Vaswani et al., 2017). The organizers use the output of a streaming ASR system as input to the text-to-text system, and the results will be shown in the overview paper (Anastasopoulos et al., 2022).

The rest of this paper is organized as follows. Section 2 describes the details of the data preprocessing and augmentation. Section 3 describes the models used in our system and introduces details of the model structure and techniques used in training and inference. We present experimental results in Section 4 and related works in Section 5. Finally, the conclusion is given in Section 6.
2 Data Preprocessing and Augmentation

2.1 Data Preprocessing

**En-Zh Text Corpora** We use English-Chinese (EN-ZH) parallel sentences from WMT2019, WMT2020, WMT2021, OpenSubtitles2018 and MuST-C for training. The statistics of the parallel data is shown in Table 1. Additionally, we select 15% of the Chinese monolingual corpora from News Crawl, News Commentary and Common Crawl for data augmentation. For EN-ZH language pairs, the filtering rules are as follows:

* Filter out sentences that contain long words over 40 characters or over 120 words.
* The word ratio between the source word and the target word must not exceed 1:3 or 3:1.
* Filter out the sentences that have invalid Unicode characters or HTML tags.
* Filter out the duplicated sentence pairs.

Finally, we filter the real and pseudo parallel corpora through a semantic matching model which is trained using limited data. The statistics of the text training data is shown in Table 2.

As for text preprocessing, we apply Moses tokenizer and SentencePiece with 32,000 merge operations on each side.

**En-Zh Speech Corpora** The speech datasets used in our systems are shown in Table 3, where MuST-C is speech-translation specific (speech, transcription and translation included), and Europarl, CoVoST2, LibriSpeech, TED-LIUM3 and VoxPopuli are speech-recognition specific (only speech and transcription). Kaldi (Ravanelli et al., 2019) is used to extract 80 dimensional log-mel filter bank features, which are computed with a 25ms window size and a 10 ms window shift, and specAugment (Park et al., 2019) are performed during training phase.

| Language | Corpus | Sentences |
|----------|--------|-----------|
| EN→ZH    | WMT2019| 20.1M     |
| EN→ZH    | WMT2020| 20.7M     |
| EN→ZH    | WMT2021| 42.3M     |
| EN→ZH    | OpenSubtitles2018 | 9.969M  |
| EN→ZH    | MuST-C | 0.359M    |

Table 1: Statistics of text parallel datasets.

| Corpus     | Frames | Aug | Snt |
|------------|--------|-----|-----|
| MuST-C     | 211M   | 599M| 0.35M |
| Europarl   | 30M    | 80M | 0.035M |
| CoVoST2    | 711M   | 202M| 1.42M |
| LibriSpeech | 131M  | 372M| 0.1M  |
| TED-LIUM3  | 163M   | 463M| 0.26M |
| VoxPopuli  | 191M   | 543M| 0.18M |

Table 2: Statistics of the text training data.

| Corpus     | Frames | Aug | Snt |
|------------|--------|-----|-----|
| MuST-C     | 211M   | 599M| 0.35M |
| Europarl   | 30M    | 80M | 0.035M |
| CoVoST2    | 711M   | 202M| 1.42M |
| LibriSpeech | 131M  | 372M| 0.1M  |
| TED-LIUM3  | 163M   | 463M| 0.26M |
| VoxPopuli  | 191M   | 543M| 0.18M |

Table 3: Statistics of raw and augmented speech corpora. Frames is the audio frames number of the raw data, and Aug is for the audio augmented data. Snt refers to the number of sentences corresponding to the raw audio data.

2.2 Text-to-Text Augmentation

For text-to-text machine translation, augmented data from monolingual corpora in source and target language are generated by knowledge distillation (Kim and Rush, 2016; Freitag et al., 2017) and back translation (Edunov et al., 2018) respectively. Moreover, we use automatic speech recognition (ASR) output utterances to improve MT’s robustness.

**Back-Translation** Back-translation (Sennrich et al., 2015; Lample et al., 2017) is an effective way to improve the translation quality by leveraging a large amount of monolingual data and it has been widely used in WMT campaigns. In our setting, we add a “<BT>” tag to the source side of back-translated data to prevent overfitting on the synthetic data, which is also known as tagged back-translation (Caswell et al., 2019; Marie et al., 2020; Tong et al., 2021).

**Knowledge Distillation** Sequence-level knowledge distillation (Wang et al., 2021; Sun et al., 2020) is another useful technique to improve translation performance. We enlarge the training data by translating English sentences to Chinese using a good teacher model. Specifically, we trained an EN→ZH offline model based on the deep Transformer as a teacher model. And the beam-search strategy of beam-size 5 is used when translating the English source text into the Chinese target text.

**ASR Output Adaptation** Traditionally, the
output of ASR systems is lowercased with no punctuation marks, while the MT systems receive natural texts. In our system, we attempt to make our MT systems robust to these irregular texts. A simple method is to apply the same rules on the source side of the MT training set. However, empirical study shows this method causes translation performance degradation. Inspired by the tagged back-translation method (Caswell et al., 2019), we enhance the regular MT models with transcripts from both ASR systems and ASR datasets. An extra tag “<ASR>” indicates the irregular input. Note that the basic idea to bridge the gap between the ASR output and the MT input involves additional sub-systems, like case and punctuation restoration. In our cascaded system, we prefer to use fewer sub-systems, and we will conduct detailed comparison in our future work.

2.3 Speech-to-Text Augmentation

All datasets except MuST-C only contain speech and transcription data. For these datasets, an offline translation model (trained with constrained data) is used to generate Chinese pseudo sentences, which serves as augmented data for training E2E model. In addition, we augment each audio dataset by about 300% using the speed, volume and echo perturbation method as well, and for the CoVoST2 corpus, we augment by 30%. The details are shown in Table 3. Specifically, we first make two copies of all original audio except for CoVoST2. And then, the original audio of all datasets is mixed with all the augmented audio. Finally, we get these training data that are about 1:1 of the original and the augmented audio. Therefore, these training data naturally include the Chinese pseudo data mentioned above. Both ASR and E2E are trained on this training data.

3 Models

3.1 Dynamic-CAAT

Our simultaneous translation systems are based on Cross Attention Augmented Transducer (CAAT) (Liu et al., 2021b), which jointly optimizes the policy and translation model by considering all possible READ-WRITE simultaneous translation action paths. CAAT uses a novel latency loss whose expectation can be optimized by a forward-backward algorithm. Training with this latency loss ensures the controllable latency of CAAT simultaneous translation model. For speech-to-text task, CAAT process the streaming encoder for speech data by block processing with the right context and infinite left context. For text-2-text task, CAAT use conventional unidirectional transformer encoder for text data, which masking the self-attention to only consider previous time-steps.

We improve the training of the CAAT by multiple values of right context window size. Training along multiple right context window size achieves good online performance without setting a prior right context window size in model training. Compared to unidirectional encoder, models trained in this manner can use more source information. The encoder updates the encoder states when new source tokens are available, so that both the encoding of past source tokens and new source tokens are updated. We also show that it is possible to train a single model that is effective across a large range of latency levels.

3.2 Pre-trained LM

For ASR, great advances can be made through pre-training a language model (LM), such as BERT (Devlin et al., 2018), by using sufficient target-domain text (Gao et al., 2021). Inspired by these work, we re-train two language models based on BERT: an English LM and a Chinese LM, respectively for ASR and E2E. Unlike traditional BERT, these two LMs are unidirectional and can be regarded as a special predictor architecture of CAAT.

3.3 Text-to-Text Simultaneous Translation

Our text-to-text Simultaneous Systems are based on Dynamic-CAAT. We use the Dynamic-CAAT implemented based on Transformer, by dividing Transformer’s decoder into predictor and joiner module. The predictor and joiner share the same number of transformer blocks as the conventional transformer decoder, while there are no cross-attention blocks in the predictor module and no self-attention blocks in the joiner module.

3.4 Speech-to-Text Simultaneous Translation

3.4.1 Cascaded Systems

The cascaded system includes two modules, simultaneous ASR and simultaneous text-to-text MT. Simultaneous MT system is built with Dynamic-CAAT proposed in Sec. 3.1. However, ASR system directly uses the original CAAT framework for training.
We adjust the range of AL through three hyperparameters: $K$, $B$ and $P$. Where $K$ means the number of ASR output tokens is at least $K$ more than the number of MT output tokens. $B$ is the beam width of MT. $P$ means that the probability of the token generated by the MT model must be greater than $P$.

The pre-trained LM for ASR is retrained by only using English text corpora described in Sec. 2.1.

3.4.2 E2E Systems

E2E model is built on the original CAAT model. First, we train the E2E model with mixed real and pseudo paired speech-translation data and the scale of the pseudo data is about 1:1 to the real data. Second, pre-training ASR encoder and pre-training LM predictor are used to improve performance under restricted resources. Finally, we train E2E model using multitask learning (Wang et al., 2020a; Ma et al., 2020b; Tang et al., 2021), but didn’t achieve the expected effect in this task.

Compared with the tens of millions of data in the MT model, the training data for E2E system is insufficient. So we just train E2E model with low regime, and the E2E model is only used to verify the effectiveness of the training methods.

4 Experiments

In our experiments, pre-norm Transformer-base (Xiong et al., 2020) is used as the offline baseline model to compare with the text-to-text models. The baseline model has 12 encoder layers and 6 decoder layers and it is trained only using bilingual data. We compare the baseline model with three text-to-text models: wait-$k$ (Elbayad et al., 2020), efficient wait-$k$ and Dynamic-CAAT. For speech-to-text task, we compare the results of ASR cascaded Dynamic-CAAT and efficient wait-$k$ respectively. The details of models are summarized in Table 4.

Systems are evaluated with respect to quality and latency. Quality is evaluated with the standard BLEU metric (Papineni et al., 2002). Latency is evaluated with metric average lagging (AL), which is extended to the task of simultaneous speech translation from simultaneous machine translation (Ma et al., 2020d). We conduct all our experiments using Simuleval toolkit (Ma et al., 2020a) and report results for the submitted speech translation tasks. Latest 6 checkpoints of a single training process are averaged in our experiments. We also adopted FP16 mix-precision training to accelerate the training process with almost no loss in BLEU. All models are trained on 8 RTX A10 GPUs. All translation systems are followed by a post-processing module for Chinese punctuation.

4.1 Effectiveness of Dynamic-CAAT

To demonstrate the effectiveness of Dynamic-CAAT, we compare it with CAAT with different right context window size. Offline results are used for reference, and the offline model has a latency of $AL = |x|$. Models are trained with a batch size of 32,000 token. Figure 1 presents the performance of models trained for a single right context window size $w$, with $w_{\text{train}} \in \{3, 24\}$. Each model is evaluated across different right context window size $w$, $w_{\text{eval}} \in \{4, 5, \ldots, 11\}$. From Figure 1 we observe that performance of model with $w = 24$ is worse than that of model with right window size $w = 3$, especially $w_{\text{eval}} \in \{4, 5, 6\}$). Meanwhile, we found that training on a small right context window size $w = 3$ can generalize well to other $w$. We note that jointly training on Dynamic right context window size $w$ outperforms training on a single path.

4.2 Effectiveness of Pre-trained LM

We compare the results of the ASR and E2E systems with their respective LM methods. The implementation of our models are based on the CAAT code 1. For both ASR and E2E tasks, we use specAugment (Park et al., 2019) with $F = 15, m_F = 2, T = 70, p = 0.2, m_T = 2$, and use Adam optimizer (Kingma and Ba, 2014) with $\beta_1 = 0.9, \beta_2 = 0.98$. We set max tokens as 20000

---

1https://github.com/danliu2/caat
Table 4: The details of several model architectures we used.

| Model           | Encoder Layers | Decoder Layers/Predictor Layers | Joiner Layers | Hidden Size | FFN     |
|-----------------|----------------|---------------------------------|---------------|-------------|---------|
| Offline         | 12             | 6                               | -             | 512         | 2048    |
| wait-k          | 6              | 6                               | -             | 512         | 1024    |
| efficient wait-k| 6              | 6                               | -             | 1024        | 4096    |
| Dynamic-CAAT    | 12             | 6                               | 6             | 512         | 2048    |
| ASR             | 12             | 6                               | 6             | 512         | 2048    |
| E2E             | 12             | 6                               | 6             | 512         | 2048    |

Table 5: Effectiveness of pre-trained LM.

| Models          | tst-COMMON    | dev                      |
|-----------------|---------------|--------------------------|
|                 | (WER / AL)    | (WER / AL)               |
| ASR-base        | 13.81 / 927   | 14.98 / 883              |
| +LM             | 11.32 / 901   | 13.32 / 869              |
| E2E-base        | 19.56 / 1304  | 17.62 / 1381             |
| +LM             | 22.49 / 1272  | 19.71 / 1347             |

Figure 2: Latency-quality trade-offs of text-to-text simultaneous translation.

and update frequency as 8 during training. And during inference, the beam width is set to 5. Table 5 shows ASR and E2E experiment results. We observe that the ASR and E2E both outperform the baseline systems trained without pre-trained LM.

4.3 Text-to-Text Simultaneous Translation

In text-to-text simultaneous translation task, experiments are conducted on tst-COMMON test set. The latency is measured with the subword-level latency metric. We compare Dynamic-CAAT models with wait-k and efficient wait-k\(^2\). The results of text-to-text EN→ZH are shown in Figure 2. We can see that performance of Dynamic-CAAT is always better than that of wait-k and efficient wait-k, especially in low latency regime, and performance of Dynamic-CAAT is nearly equivalent to offline result.

And during inference, the “<ASR>” tag is added to the front of the ASR output and it can increase 0.2 bleu. For the text-to-text task, we set the beam width to 1.

4.4 Cascaded Speech Translation

Under the cascaded setting, we paired two well-trained ASR and Dynamic-CAAT systems. The WER of ASR system’s performance is 11.32 with 901 AL, and the cascaded system’s results vary with the Dynamic-CAAT hyperparameters \(K, B, P\). The range of \(K\) is 3 to 20. \(P\) is set to 0.35, and \(B\) is set to 1, however, when \(K\) is greater than 14, \(B\) is set to 6. For comparison, we use another text-to-text machine translation model, efficient wait-k. Performance of cascaded systems is shown in Figure 3. On the test set tst-COMMON from MuST-C v2, the cascaded system of Dynamic-CAAT achieves 25.87, 26.21, 26.45 BLEU with

---

\(^2\)https://github.com/elbayadm/attn2d
1987, 2972, 3974 AL respectively. We also find that the BLEU value of Dynamic-CAAT is on average 1.0 higher than that of efficient wait-\(k\) in the same AL range.

5 Related Work

5.1 Data Augmentation

In terms of data scale, the amount of training data for speech translation is significantly smaller than that for text-to-text machine translation, and lack of data decreases performance of speech translation. As described in Section 2, based on the text-to-text MT model, sequence-level knowledge distillation and self-training are used to solve the problem of low performance of the speech translation model. This approach has also proven to be the most efficient way to utilize large amounts of ASR training data (Pino et al., 2020; Gaido et al., 2020). In addition, generating speech synthetic data is also effective for low-resource speech recognition tasks (Bansal et al., 2018; Ren et al., 2020).

5.2 Simultaneous Translation

Recent work on simultaneous translation (including S2T and T2T) can be roughly divided into two categories. The first category is represented by the wait-\(k\) method, which uses a fixed strategy for the READ/WRITE actions of simultaneous translation, and these models are easy to implement. The second category assumes that adaptive policies are superior to fixed policies, because adaptive policies can flexibly balance the tradeoff between translation quality and latency based on current context information. Research in this category includes supervise learning (Zheng et al., 2019), simultaneous translation decoding with adaptive policy (Zheng et al., 2020), and so on. In addition, researchers have also proposed a monotonic attention mechanism optimized for translation and policy for flexible policy, e.g., Monotonic Infinite Lookback (MILk) attention (Arivazhagan et al., 2019) and Monotonic Multihead Attention (MMA) (Ma et al., 2020c).

6 Conclusion

This paper summarizes the results of the shared tasks in the IWSLT 2022 produced by the AISPSJTU team. In this paper, Dynamic-CAAT we used outperforms efficient wait-\(k\), and its result is close to offline model in the case of AL > 9. From the experiments we also can see that the pre-trained language model plays a most important role in both ASR and E2E translation. Because of the huge difference in the amount of data, the performance of the E2E system is much lower than that of cascaded system. In the future, we hope to explore more effective data augmentation experiments applied to E2E translation. We hope that our practice can facilitate research work and industrial applications.
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