PREDICTION OF POLLUTANT CONCENTRATIONS BY METEOROLOGICAL DATA USING MACHINE LEARNING ALGORITHMS
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ABSTRACT:

Air pollution, which is one of the biggest problems created by the developing world, reaches severe levels, especially in urban areas. Weather stations established at certain points in countries regularly obtain data and inform people about air quality. In Smart City applications, it is aimed to perform this process with higher speed and accuracy by collecting data with thousands of sensors based on the Internet of Things. At this stage, artificial intelligence and machine learning plays a vital role in analyzing the data to be obtained. In this study, six pollutant concentrations; particulate matters (PM2.5 and PM10), nitrogen dioxide (NO2), sulfur dioxide (SO2), Ozone (O3), and carbon monoxide (CO), were predicted using three basic machine learning algorithms, namely, random forest, decision tree and support vector regression, by considering only meteorological data. Experiments on two different datasets showed that the random forest has a high prediction capacity (R² 0.74-0.86), and high-accuracy predictions can be performed on pollutant concentrations using only meteorological data. This and further studies based on meteorological data would help to reduce the number of devices in Smart City applications and will make it more cost-effective.

1. INTRODUCTION

Increasing air pollution has reached a level that may endanger human life. Even if developed countries applied different precautions against this threat, the increase in the number of vehicles in cities, forest fires, and especially industrialization still cause the release of harmful substances. Therefore, air quality indexes are followed up daily, and notifications or warnings are announced to people living in cities.

World Health Organization (WHO) announced that (World Health Organization, 2018) air pollution is a leading cause of chronic or noncommunicable diseases (NCDs), causing over one-third of deaths from stroke, lung cancer, and chronic respiratory disease, and one-quarter of deaths from ischaemic heart disease (Martinez et al., 2018).

With the new applications and development in the Internet of Things (IoT) in Smart City applications, instead of the data received from the weather stations deployed in a fixed location, thousands of more cost-effective and highly accurate sensors are designed and started to be implemented in the Smart Cities (Catlett et al., 2017).

Concentrations which are used as indicators of air pollution are nitrogen dioxide (NO2), sulfur dioxide (SO2), ozone (O3), carbon monoxide (CO), and other small invisible particles that are named as particulate matter 2.5 (PM2.5) and particulate matter 10 (PM10). Data mining, artificial intelligence, and machine learning are of great importance at this point, as it is not possible to process the data obtained from thousands of sensors to be used to measure the levels of all these concentrations in Smart Cities.

Estimating air pollution in advance, analyzing data, and achieving desired information with less data will increase the efficiency of Smart Cities, and a cost-effective system can be created, minimizing the unnecessary sensors or data. For this reason, many researchers have conducted studies on air pollution and performed different experiments on different components.

Eslami et al. (Eslami et al., 2019) implemented a deep convolutional neural network (CNN) for real-time hourly ozone concentration prediction over the city of Seoul, South Korea. Several predictors (attributes) such as O3, and NOx concentrations, temperature, relative humidity, precipitation, etc. were considered as inputs for the model. They implemented a deep CNN with five convolutional layers (32 filters for each) and a fully connected layer with 256 neurons. They used several metrics such as mean absolute error (MAE), correlation coefficient (r), etc. to evaluate the results obtained, and the comparison was performed using other artificial neural networks (ANN) models as long-short term memory (LSTM), stacked autoencoder (SAE) and multi-layer perceptron (MLP). It was concluded that deep CNN outperformed other ANN models with r = 0.74–0.81; however, it was also noticed that the underprediction of the peak ozone was the limitation of the study.

Leong et al. (Leong et al., 2019) used Support Vector Machine (SVM) to predict the air quality index (AQI) of Malaysia instead of predicting the concentrations. They used the data from 2009 to 2014, collected at the air quality monitoring stations of two states of Malaysia, and they concluded that SVM with radial-basis function achieved an R² score of 0.9843.

Qadeer et al. (Qadeer et al., 2020) implemented the LSTM network to predict the PM2.5 concentration over two cities in South Korea. They provided the past 24h data of 16 predictors as measured concentration values and meteorological measurements, to predict the next 1h of PM2.5 concentration. They used four metrics, such as MAE, mean squared error.
Shishegaran et al. (Shishegaran et al., 2020) developed an ensemble model to predict the air quality index in Tehran, Iran. Daily air pollution data such as O\textsubscript{3}, NO\textsubscript{2}, PM\textsubscript{2.5}, and PM\textsubscript{10} for five years (2012-2016) and meteorological data such as radiation, visibility, pressure, wind speed and sunshine hours were considered in their study. They concluded that the proposed model was capable of predicting AQI and outperformed other considered models with an R\textsuperscript{2} score of 0.983.

Su et al. (Su et al., 2020) proposed a method for predicting ozone O\textsubscript{3} concentration based on kernel extreme learning machine (KELM) and support vector machine regression (SVR). The pre-processing was applied using wavelet transformation (WT) and partial least squares (PLS). The meteorological data and hourly O\textsubscript{3} concentrations of the years 2014 – 2016 summer were considered in a city of China. Several metrics, such as mean absolute error, root mean squared error (RMSE), and coefficient of determination (R\textsuperscript{2}) was used to evaluate the proposed model. They concluded that the proposed method outperformed the backpropagation neural network and linear regression models in the comparison.

In addition to these studies, Aljanabi et al. (Aljanabi et al., 2020) performed another study using machine learning models for the prediction of ground-level ozone in Amman, Jordan. They concluded that the multi-layer perceptron outperformed other considered models using pre-processing filters. Zhu et al. (Zhu et al., 2020) proposed a hybrid model for air quality index prediction, and Ho et al. (Ho et al., 2020) proposed several models on data obtained by Airbox micro-sensors to predict ground-level PM\textsubscript{2.5} levels in Taiwan.

Most of the studies mentioned above proposed ML models to predict particular pollutant concentrations and air quality index using meteorological data and measured concentrations values together. A few of them were considered only meteorological data to predict the values of six primary pollutant concentrations. In this paper, we present the implementation of three ML algorithms to predict the values of six concentrations, namely, particulate matters (PM\textsubscript{2.5} and PM\textsubscript{10}), nitrogen dioxide (NO\textsubscript{2}), sulfur dioxide (SO\textsubscript{2}), ozone (O\textsubscript{3}), and carbon monoxide (CO) by considering only the meteorological data to minimize the use of sensors or measurement devices for Smart City applications.

This paper is organized as follows: Section 2 introduces the considered dataset, machine learning models, and design of experiments in detail, and Section 3 presents the obtained results in this study. Discussions and conclusions of the study are presented in Section 4 and Section 5, respectively.

2. MATERIALS AND METHODS

This section presents the details of the considered dataset, used machine learning algorithms, and the design of performed experiments.

2.1 Dataset

The publicly available Beijing Multi-Site Air-Quality Data Dataset (Zhang et al., 2017) was used in this study. The data included the air quality and the meteorological data of twelve stations in Beijing, China, between March 1st, 2013 to February 28th, 2017. It consisted of 18 attributes and a total of 420,768 instances. The list of all attributes of the dataset is shown in Table 1. In this study, two air quality weather stations (Guanyuan and Wanshouxigong) of the Beijing Multi-Site Air-Quality Data Dataset were considered to perform preliminary experiments and to observe the ability for predicting the levels of concentrations separately that primarily cause air pollution, using meteorological data and time information.

| Attributes          | Number | Year | Month | Day | Hour | Wind Direction | Precipitation | Wind Speed | Temperature | Pressure | Station |
|---------------------|--------|------|-------|-----|------|----------------|---------------|------------|-------------|----------|---------|
|                     | 425    | 2013 | 12    | 1   | 8:00 | 180° West      | 0 mm          | 3 m/s      | 23°C        | 984.39   | 9.45    |

Table 1. All attributes of the dataset

2.2 Machine Learning Algorithms

Three machine learning algorithms, namely a decision tree (DT), support vector regression (SVR), and random forest (RF), were considered in this study.

2.2.1 Decision Tree: The decision tree is a unique structure that is constructed using instances and attributes of the dataset. The constructed tree form starts with a root node, and decisions are performed in decision nodes. It can be used for both classification (Vanfretti, Arava, 2020) (Yilmaz, Sekeroglu, 2020) and prediction problems (Oytun et al., 2020). The main advantage of DT is the minimized computation time once it is constructed. However, it is possible to construct several DTs from a single dataset, and it is a challenging task to determine which tree is superior. For that reason, different algorithms, such as Gini, entropy, ID3, etc. were proposed to construct an optimal tree.

2.2.2 Support Vector Regression: Support vector regression is the improved version of support vector machines to accept and produce real-valued inputs and outputs (Ever et al., 2019). Input features are mapped into higher-dimension to provide a linear relationship that is not possible in lower-dimensions. This mapping process is performed by the kernels such as radial-basis function, quadratic, etc. used in SVR, and support vectors, which are the closest points to the data, are used to determine the regression line. It has been widely implemented in regression studies (Oytun et al., 2020) (Nourali, Osanloo, 2018).

2.2.3 Random Forest: The random forest was first proposed by Ho (Ho, 1995), and its’ extended version was created by Breiman (Breiman, 2001). It constructs several individual decision trees using bagging and feature randomness, and its’ aim is to create an uncorrelated forest. This provides more accurate predictions than any of the individual trees. It can be used for both classification and regression tasks (Wu et al., 2018) (Zhang et al., 2019).
2.3 Design of Experiments

Totally 36 experiments were performed for the data of two air quality weather stations (Guanyuan and Wanshouxigong) of the considered dataset using three ML algorithms described above. The aim was to predict the levels of concentrations separately that primarily cause air pollution, using meteorological data and time information.

Totally ten attributes, namely year, month, day, hour, temperature, pressure, dew point temperature, rain (precipitation), wind direction, and wind speed, were considered as the inputs of machine learning algorithms for each station, separately. Then, six concentration levels, as particulate matters (PM$_{2.5}$ and PM$_{10}$), nitrogen dioxide (NO$_2$), sulfur dioxide (SO$_2$), Ozone (O$_3$), and carbon monoxide (CO), were predicted.

Missing values of each station were removed from the dataset, and all instances were normalized between 0 and 1 using min-max normalization in order to minimize the complexity of the data and computational cost. The formula of min-max normalization is shown in Equation 1. Table 2 shows the details of the training data used in this study.

$$X_i = \frac{t_i - \text{min}(t)}{\text{max}(t) - \text{min}(t)}$$

where $X_i$ = normalized value $t_i$ = data point $\text{min}(t)$ = minimum value of the attribute $\text{max}(t)$ = maximum value of the attribute

| Number of Training Instances | Guanyuan WS | 32,263 |
|------------------------------|------------|-------|
|                              | Wanshouxigong WS | 32,768 |

| Training Attributes | Year | Month | Day | Hour | Temperature |
|---------------------|------|-------|-----|------|-------------|
|                     | Pressure | dew point temperature | Rain (precipitation) | Wind Direction | Wind Speed |

Table 2. Properties of training data

Training was performed for each concentration separately using the 80% of instances for each weather station. The rest of the data (20%) were used in the testing phase. $R^2$ (coefficient of determination) and the mean-squared error (MSE) metrics were used to evaluate the prediction ability of the considered algorithms. $R^2$ score is a statistical measure of the predicted and observed points to determine how well the regression line fits data. A higher value (maximum=1) indicates the better-fitted data. Equation 2 shows the formula of the coefficient of determination ($R^2$).

$$R^2 = 1 - \frac{\sum_i (O_i - \hat{O}_i)^2}{\sum_i (O_i - \bar{O})^2}$$

where $O_i$ = observed data $\hat{O}_i$ = predicted value $\bar{O}$ = mean value of all observed data

Mean-squared error calculates the average of the squared errors, where the errors are obtained from the difference between the observed and the predicted values. The lowest MSE demonstrates the algorithm with the best prediction ability. Equation 3 shows the formula of MSE.

All parameters of the ML algorithms were decided by trial and error during the experiments, while there are no exact criteria to determine the parameters for the ML models.

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (O_i - \hat{O}_i)^2$$

where $N$ = number of instances $O_i$ = observed data $\hat{O}_i$ = predicted value

In the decision tree, the construction was performed using the MSE, and two samples were used to split the internal nodes.

The radial-basis function kernel was used in SVR, and the $\gamma$ and $\varepsilon$ values were initially set as 0.005 and 0.001, respectively. Then, the grid search was performed for optimal parameters, and the algorithm was tested using the optimal hyperparameters. In the random forest algorithm, 500 trees were used to build the forest. Mean Absolute Error criterion was used to construct the algorithms, and similar to DT, two samples were used to split the internal nodes.

3. EXPERIMENTAL RESULTS

As mentioned above, 36 experiments were performed for the data of two weather stations using three ML algorithms to predict six concentration levels.

3.1 Results of Guanyuan Weather Station Experiments

In the prediction of PM$_{2.5}$, which was performed on the first considered weather station (Guanyuan), the SVR produced the worst results both in terms of MSE and $R^2$ score. Even SVR obtained 0.0106 MSE value; it could not produce an acceptable $R^2$ score 0.2768. DT had better results than SVR in MSE and $R^2$ score 0.0045 and 0.6894, respectively; however, the optimal results were achieved by random forest for both MSE and $R^2$ scores (0.0020 and 0.8588, respectively).

In the prediction of PM$_{10}$ of Guanyuan, it was observed that the decrement in the prediction levels occurred for all algorithms. Similar to PM$_{10}$ experiments, SVR produced the lowest prediction results (MSE=0.0067 and $R^2$ score = 0.2362). It was followed by DT with higher scores, but the highest prediction results were obtained by RF for both evaluation metrics (MSE = 0.0017 and $R^2$ score = 0.7971).

In CO prediction, SVR increased its performance in terms of $R^2$ score when compared to the first two prediction experiments. However, even it produce relatively better results, it was not able to achieve the highest prediction levels. The MSE and $R^2$ scores of SVR were obtained as 0.0088 and 0.3512, respectively. DT achieved 0.0046 and 0.6623 MSE and $R^2$ scores, respectively. However, similar to other experiments, optimum results were achieved by RF (MSE = 0.0023 and $R^2$ score = 0.8306).

In NO$_2$ predictions, while the prediction levels of DT and RF decreased, a little increment in the performance of SVR was observed. However, similar results as in previous experiments were obtained, and worse and optimum results were achieved by SVR and RF, respectively. It should be noticed that even the
highest prediction level was achieved by RF in NO\textsubscript{2} predictions, it was the lowest score that was achieved for Guanyuan data (MSE=0.0044 and R\textsuperscript{2} score= 0.7442).

In ozone (O\textsubscript{3}) prediction experiments, even SVR achieved its highest performance for Guanyuan data (MSE=0.0069 and R\textsuperscript{2} score=0.6342); it could not produce optimum results. DT produced close but higher results than SVR for both MSE and R\textsuperscript{2} score (0.0059 and 0.6862, respectively). Optimum results in O\textsubscript{3} predictions were achieved by RF (MSE=0.0027 and R\textsuperscript{2} score=0.8538).

In the last experiment for Guanyuan city, which is the prediction of SO\textsubscript{2}, similar results to all other experiments were obtained. SVR produced the lowest prediction results, followed by DT, and RF achieved the highest results. However, it should be noticed that the minimum MSE value for Guanyuan experiments was obtained in SO\textsubscript{2} prediction by RF (0.0012), even its R\textsuperscript{2} score (0.7918) was not the highest for all the experiments.

Table 3 shows all obtained results for Guanyuan city weather station in detail. Figure 1 demonstrates the regression lines of RF for PM\textsubscript{2.5} and O\textsubscript{3}.

| R\textsuperscript{2} Score |
|--------------------------|
| PM\textsubscript{2.5} | 0.6894 | 0.2768 | 0.8588 |
| PM\textsubscript{10} | 0.5784 | 0.2362 | 0.7971 |
| CO | 0.6623 | 0.3512 | 0.8306 |
| NO\textsubscript{2} | 0.4616 | 0.4255 | 0.7442 |
| O\textsubscript{3} | 0.6862 | 0.6342 | 0.8538 |
| SO\textsubscript{2} | 0.6159 | 0.3195 | 0.7918 |

| MSE |
|--------------------------|
| PM\textsubscript{2.5} | 0.0045 | 0.0106 | 0.0020 |
| PM\textsubscript{10} | 0.0037 | 0.0067 | 0.0017 |
| CO | 0.0046 | 0.0088 | 0.0023 |
| NO\textsubscript{2} | 0.0093 | 0.0099 | 0.0044 |
| O\textsubscript{3} | 0.0059 | 0.0069 | 0.0027 |
| SO\textsubscript{2} | 0.0023 | 0.0041 | 0.0012 |

Table 3. Results Obtained for Guanyuan City Weather Station Data

3.2 Results of Wanshouxigong Weather Station Experiments

In the Wanshouxigong Weather Station Experiments, all ML algorithms produced closer prediction results for particulate matters, PM\textsubscript{2.5} and PM\textsubscript{10}, in terms of MSE values. The highest and the worst MSE results were obtained by SVR (0.0077 for both PM\textsubscript{2.5} and PM\textsubscript{10}), and followed by DT with 0.0033 and 0.0053 for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively. RF achieved the minimum MSE value for both fine particulate matters (0.0018 and 0.0024 for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively). Similar results to MSE values were obtained by the considered ML algorithms in terms of R\textsuperscript{2} scores for both PM\textsubscript{2.5} and PM\textsubscript{10} concentrations. SVR produced the lowest prediction levels (0.3124 and 0.2691 for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively). DT achieved higher scores than SVR (0.7008 and 0.5006 for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively); however, the optimum R\textsuperscript{2} scores were achieved by RF (0.8362 and 0.7687 for PM\textsubscript{2.5} and PM\textsubscript{10}, respectively).

In CO prediction, DT, SVR, and RF produced R\textsuperscript{2} scores in the same order as in other experiments with 0.6389, 0.3887, and 0.8185, respectively. The algorithms also minimized errors as in the same success level of R\textsuperscript{2} scores obtained, and the minimum error was achieved by RF (0.0030).

In the NO\textsubscript{2} prediction of Wanshouxigong Weather Station Experiments, DT obtained its minimum prediction levels in this study both in terms of MSE and R\textsuperscript{2} score (0.0122 and 0.4535, respectively). SVR obtained closer results to DT for both MSE and R\textsuperscript{2} scores (0.0123 and 0.4490, respectively), but it could not outperform any of the considered algorithms. Even also RF achieved its lowest prediction level in this study, it achieved the optimum results in NO\textsubscript{2} predictions (MSE = 0.0058 and R\textsuperscript{2} score = 0.7411).

In ozone (O\textsubscript{3}) prediction, all algorithms reached their highest prediction levels in terms of R\textsuperscript{2} scores. However, the success rate of the algorithms did not differ, and the lowest and the highest prediction rates were achieved by SVR and RF, respectively. The RF produced 0.8654 of the R\textsuperscript{2} score and 0.0034 MSE value.

In the last experiment of this study, SO\textsubscript{2} prediction was performed for Wanshouxigong Weather Station Dataset. The lowest prediction level was obtained by SVR and followed by DT as it was in all experiments of this study. The highest results for both MSE and R\textsuperscript{2} scores were achieved by RF (0.0013 and 0.8301, respectively).

Figure 1. Regression lines of RF for Guanyuan City Weather Station Data (a) for PM\textsubscript{2.5} and (b) for O\textsubscript{3}
Table 4 shows all obtained results for Wanshouxigong weather station in detail, and Figure 2 demonstrates the regression lines of RF for NO\textsubscript{2} and O\textsubscript{3}.

|            | DT       | SVR      | RF       |
|------------|----------|----------|----------|
| PM\textsubscript{2.5} | 0.7008   | 0.3124   | 0.8362   |
| PM\textsubscript{10}  | 0.5006   | 0.2691   | 0.7687   |
| CO         | 0.6389   | 0.3887   | 0.8185   |
| NO\textsubscript{2}  | 0.4535   | 0.4490   | 0.7411   |
| O\textsubscript{3}   | 0.7242   | 0.6524   | 0.8654   |
| SO\textsubscript{2}  | 0.6792   | 0.3303   | 0.8301   |

Table 4. Results Obtained for Wanshouxigong Weather Station Data

Three machine learning models were considered to predict six concentrations that indicate air quality in the cities, using ten meteorological and time attributes. The obtained results were evaluated using the MSE, which is sensitive to the outliers of the data, and the $R^2$ score that measures how well the algorithms’ prediction line fits the observed data.

The results obtained in this study should be evaluated in two stages. The first is the comparison of machine learning algorithms considered in this study, and the second is to evaluate the optimal performances achieved on six concentrations.

When the MSE results were considered, it was observed that all considered machine learning algorithms were capable of minimizing the error between predicted and observed data. However, the obtained MSE results showed that the regression lines of SVR for all concentrations were not well-fitted while DT and RF were minimized MSE results more accurately for all experiments performed in this study. Even though the DT produced more steady and more accurate results than SVR, RF outperformed other considered algorithms in all experiments by minimizing the MSE.

The visualization of the obtained MSE results for the comparison of considered algorithms can be seen in Figure 3. When $R^2$ scores were analyzed, similar results were observed for all algorithms. SVR could not produce accurate results to perform reliable predictions. DT produced more accurate results, and the optimum results were achieved by RF in all experiments for both weather stations.

Figure 2. Regression lines of RF for Wanshouxigong Weather Station Data (a) for NO\textsubscript{2} and (b) for O\textsubscript{3}

Figure 3. Visualization of MSE results obtained in all experiments, (a) for Guanyuan City Weather Station Data, and (b) for Wanshouxigong Weather Station Data
The general analysis of algorithms showed that fluctuated results occurred in SVR experiments, while the difference between the minimum and maximum $R^2$ scores of SVR obtained in this study was 0.4162. This difference decreased to 0.2707 and 0.1243 in DT and RF experiments, respectively. These results demonstrated the effectiveness and the steadiness of the RF for all kind of predictions considered in this study.

The visualization of the obtained $R^2$ scores for the comparison of considered algorithms can be seen in Figure 4.

The optimal results achieved by RF in all experiments showed that the NO$_2$ and PM$_{10}$ were the least predictable concentrations for both datasets using the meteorological data. Increment of the data, the addition of new attributes, or implementing different ML algorithms not considered in this study may increase the prediction rates for these concentrations.

Besides, the prediction of SO$_2$ in the Guanyuan weather station dataset decreased to the prediction level of PM$_{10}$; however, a higher prediction level was achieved in the Wanshouxigong Weather Station Experiments dataset. This showed that the SO$_2$ level prediction is more sensitive to the data considered and may vary depending on the differences of meteorological data. While PM$_{2.5}$, CO, and O$_3$ concentrations were predicted more consistently, especially the prediction levels of PM$_{2.5}$ and O$_3$ concentrations were at higher levels than other concentrations. This shows that the levels of the concentrations and, therefore, air quality index can be predicted using only meteorological data, and this would minimize the number of excessive sensors in smart cities. However, it should be noticed that this study was limited to the data collected by two weather stations, and further experiments are required to achieve more steady and generalized results.

Figure 4. Visualization of $R^2$ scores obtained in all experiments, (a) for Guanyuan City Weather Station Data, and (b) for Wanshouxigong Weather Station Data

### 5. CONCLUSION

Prediction of the pollutant concentrates values has crucial importance for human health as well as Smart City applications. More accurate predictions with minimized predictors led to minimized devices and the implementation of cost-friendly applications. In addition, simplified data would also be provided for both human researchers and interconnected devices.

Three basic machine learning algorithms, random forest, decision tree, and support vector regression, were implemented in this study to obtain preliminary results for the prediction of six primary pollutant concentrations by considering only meteorological data. Obtained results showed that random forest is capable of predicting concentrations with high $R^2$ scores (0.7411-0.8654), and there is a strong correlation between the pollutant concentrations and meteorological data.

Even the obtained preliminary results of this study are encouraging; further studies are required to improve the prediction levels to obtain more accurate results.

Future work will include the implementation of more machine learning algorithms such as neural network-based algorithms, and to consider more datasets from different weather stations. In addition, the most significant meteorological factors will be determined on pollutant concentrations using machine learning algorithms.
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