Support Vector Regression for GPA Prediction
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Abstract. This study aims to predict student GPA. This research began by collecting data. The features used in predicting GPA are semester 1 and semester 1 IP grades. The process of GPA prediction uses SVM regression, Linear Regression, and Simple Linear Regression. Based on testing with normalized data, the smallest error is obtained by the SVM regression method with Kernel RBF which is equal to 0.1505. Whereas by using standardized data, the smallest error is obtained by using the SVM regression improve method with the Kernel RBF, which is 0.1487. Based on this research, in order to obtain prediction results that are closer to the actual values, it is better to standardize the data first and to predict the process using the SV Regression Improve method using the Kernel RBF.

1. Introduction
The level of education in Indonesia consists of early childhood education, basic education, secondary education, and higher education, according to Law Number 20 of 2003[1]. Most secondary education graduates hope to continue to tertiary education. The higher education level is different from the previous levels. Because at this level has begun to be more direct according to one's abilities. It is not uncommon for someone to choose the wrong major. This can be seen from the number of students choosing to change majors or even choosing not to continue studying[2].

GPA prediction at the beginning of the academic year can help students predict learning success. By predicting a student's GPA, it can help monitor student progress [2,3]. Predicting the CPI has been done by many researchers beforehand. In 1975, Brad S Chissom [4] predicted a student's GPA using a multiple regression method based on SAT scores and grades in high school. In the research of Chris Verhoven and Arie Van Staveren [5], a system for grade prediction was made. Various methods have also been used, some of which use factorization machines[3], Restricted Boltzman Machines [2,6] Decision trees [7], linear regression [8,9] Support Vector Regression [10]. In Huang [10] research predicting the value of dynamics courses, using statistical subjects, calculus 1, calculus 2, physics, and 3 quiz values, obtained using SVM better than linear regression, multilayer perceptron neural network.

In this study, the GPA will be predicted using the Support Vector Machine Regression (SVR) method. By using 1462 data on the value of students who have graduated. Before being predicted using the SVR method the data is normalized and standardized first. Based on the test results obtained that the standardized data has a smaller error when compared to the normalized data first. The kernel that produces the smallest error is the Radial Base Function (RBF). The conclusion from this study the prediction of GPA can be done using SVR.
2. Method
The stages of this research are:

2.1. Study the literature and formulate problems
Researchers study journals about GPA predictions and researchers also study machine learning methods for prediction. This stage ends with the resulting problem formulation for this research.

2.2. Collecting data
At this stage, the researcher coordinates with PTSI to obtain data. The data used in this study are eight-semester 1 course scores, semester one GPA and cumulative GPA of students who have graduated.

2.3. Processing data
In this study to predict cumulative GPA, the SVR method is used, according to Neeraj [11], it is said that the data should be normalized first. Normalization here makes the data range between 0 and 1. Also, the data is standardized to match the Gaussian distribution.

2.4. SVR training and testing
The method used to predict the GPA in this study includes the supervised method, so the data is divided into 2 namely training data that will be used to make prediction models and test data to test the models generated from the training process.

2.5. Conclusion
In this study to see the performance of the machine using an error. The error values used in this study are Mean absolute error (MAE) and root mean squared error (RMSE).

3. Results and Discussion
Research on the prediction of GPA has been carried out. Most research that has been done only classifies GPA [12][8] or even just predicts the value of a course [7]. While what is done in this study is to predict the GPA of a student based on eight semesters 1 grades and semester 1 GPA. In this study, it is assumed that eight-course scores in the first semester and the first semester GPA can demonstrate the adaptability of students with higher education. This is because in semester 1 there are courses that are the basis of the Information Technology major, namely Calculus 1 and Algorithms and Programming.

In this study to predict the Cumulative GPA using the Support Vector Regression (SVR) method. The use of SVR in predicting has been done a lot. As in Yang research [13] that uses SVM in predicting the price of gold, which strongly advocates the use of SVM. There are also studies of Li [14] which are protein folds prediction and many more. Before applying the SVR method in predicting, according to Neeraj Kumar [11] the data must be normalized first. So that the data is valued between 0 and 1. To normalize in this study using equation 1 where \(s_k\) is the corresponding value and \(s\) is the value to be normalized[15].

\[
s' = \frac{s - \min(s_k)}{\max(s_k) - \min(s_k)}
\] (1)

In addition to normalizing data first, before using SVR we also need to know the characteristics of the data encountered. Each data has different characteristics. There is data that can be separated linearly and there is data that cannot be linearly separated. Because in this study using nine attributes, it is difficult to know that the data can be linearly separated or not. So in this study, it is assumed that the data cannot be separated linearly. Therefore, in predicting the cumulative performance index the kernel function is used to transform data. In this research, the kernel functions that are used [Grab your reader’s attention with a great quote from the document or use this space to emphasize a key point. To place this text box anywhere on the page, just drag it.]
Sed is the polynomial kernel and the Radial Basis Function (RBF) kernel[16]. In the polynomial kernel, \( x_i \) is the i-th data and \( x_j \) is the j-th data, while \( d \) is the degree of a polynomial, the polynomial kernel equation can be seen in equation 2. The equation for the RBF kernel also has the same variable with the addition of \( \gamma = \frac{1}{\sigma} \) as a value of data variation, the RBF kernel equation can be seen in equation 3

\[
K(x_i, x_j) = (x_i^T x_j + 1)^d
\]

\[
K(x_i, x_j) = \exp \left( -\frac{1}{2} \gamma \|x_i - x_j\|^2 \right)
\]

Tests carried out using Weka 3.8.4. To find out the performance of the algorithm, what is considered is the error results obtained from each method. The errors used are Mean Square Error (MSE) and Root Mean Squared Error (RMSE). The first test scenario, using normalized data, in making predictive models using SVR kernel polynomials with values \( d = 1, 2, \) and 3. The results of testing using the polynomial kernel can be seen in table 1. Based on table 1 can be seen as the smallest error obtained at the time \( d = 1 \) (linear kernel) with an error value of 0.1512 for the MAE value and 0.1896 for the RMSE value. The second test scenario, using normalized data, predictive modeling using SVR with RBF kernel, with \( \gamma \) value = 0.1; 0.01; 0.001; and 0.0001. The results of the second test scenario can be seen in table 2. Based on table 2, it was found that \( \gamma = 0.1 \) gets the best error, with an error of 0.149 for the MAE value and 0.1862 for the RMSE value. So to predict the cumulative achievement index, based on tables 1 and 2 it is better to use the RBF kernel.

**Table 1. Test Results using Normalized Data And Polynomial Kernels (\( d = 1, 2, \) and 3)**

| d   | MAE   | RMSE  |
|-----|-------|-------|
| 1   | 0.1512| 0.1896|
| 2   | 0.1521| 0.1892|
| 3   | 0.1566| 0.196 |

**Table 2. Test Results using Normalized Data And RBF Kernels (\( \gamma = 0.1; 0.01; 0.001; 0.0001 \))**

| \( \gamma \) | MAE   | RMSE  |
|--------------|-------|-------|
| 0.1          | 0.149 | 0.1862|
| 0.01         | 0.1506| 0.1885|
| 0.001        | 0.1603| 0.1987|
| 0.0001       | 0.2119| 0.2591|

This research also shows the effect of pre-data processing by standardizing the data. The process of standardizing data is done by changing values into standard numbers. The standardization process is to change the data set to an average of 0 and variance 1. If \( x \) is the value to be changed, and \( \bar{x} \) is the average of the related data (in 1 column/attribute) and \( \sigma \) is the standard deviation of the related data (in 1 column/attribute). Then the standardization process can be seen in equation 4[17].

\[
z = \frac{x - \bar{x}}{\sigma}
\]

Using standardized data, three and four test scenarios are performed. The third test scenario is to use standardized data, prediction models are made using SVR with a polynomial kernel, with values \( d = 1 \) and 2. Scenario 3 test results can be seen in table 3. Based on the test results that can be seen using the polynomial kernel obtained by the value the smallest error at \( d = 1 \) is 0.1512 for MAE values and 0.1896 for RMSE values. While testing scenario 4, the prediction model is created using SVR with the RBF kernel.
kernel. The results of testing with scenario 4 can be seen in table 4. Based on table 4 can be seen with the RBF kernel the smallest error value is no longer at gamma = 0.1 but changes to gamma = 0.01. The error value obtained at 0.01 gamma was 0.1487 for the MAE value and 0.1861 for the RMSE value. This value is the smallest error value obtained from all test scenarios that have been carried out. Then in this study, the 5th test scenario will be continued, by comparing the results of the RBF kernel SVR with 0.01 gamma with the predicted results using linear regression and simple linear regression methods. Because these two algorithms are often and the simplest in predicting a value. The results of testing scenario 5 can be seen in table 5.

Table 3. Test Results using Standardized Data And Polynomial Kernels (d = 1 and 2)

| d  | MAE   | RMSE  |
|----|-------|-------|
| 1  | 0.1512| 0.1896|
| 2  | 0.2222| 0.2772|

Table 4. Test Results Using Standardized Data And RBF Kernels (γ =0.1; 0.01; 0.001; 0.0001)

| γ  | MAE   | RMSE  |
|----|-------|-------|
| 0.1| 0.153 | 0.191 |
| 0.01| 0.1487| 0.1861|
| 0.001| 0.1514 | 0.189 |
| 0.0001| 0.1779 | 0.2194|

Another name for the RBF kernel is the Gaussian function [16]. In this study, the data is also standardized. The standardization process in this study is intended to make the data have an average of 0 and the variance of the data is 1. So that the standardized data follows the Gaussian distribution. The results of testing using standardized data can be seen in table 5 obtained better results for the RBF kernel.

Table 5. Test Results using Standardized Data

|                      | MAE   | RMSE  |
|----------------------|-------|-------|
| SVR RBF              | 0.1487| 0.1861|
| Linear Regression    | 0.1511| 0.1894|
| Simple Linear Regression | 0.1632| 0.2026|

Based on the test results above it can be seen that the results of this study are in line with research Huang [10], which uses smaller SVR errors than Linear Regression. In contrast to the results of Muflikah's research [18], in his research SVM is used to calciﬁy sentiment analysis, the polynomial kernel is better than the RBF kernel. This is because in this study the data has gone through a standardization process. So the data has been made following the same Gaussian distribution as the RBF kernel function. In this study do not compare with the Decision trees as in the study of Mashael et al [7] because in this study machine learning is used to predict not to classify.

4. Conclusion

Based on the result and discussion, it is found that by standardizing the data by changing the average data to 0 and the variance to 1, the prediction error is smaller. This means that standardized input data can further assist the machine in creating models that are compatible with the data. Standardized data better meets the RBF kernel assumptions, so using the RBF kernel the smallest error is obtained.
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