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Abstract. Recent studies of attribute independent assumptions on Naïve Bayes (NB) typically generate data sets, methods and frameworks that enable researchers to focus on development activities in terms of finding solutions to attribute independent issues, thereby enhancing the quality of NB classification and better utilizing resources. Many data sets deal with the NB attribute independence issues and different frameworks, so the overall picture of the independent assumption of the current NB attribute is not yet complete. This literature review aims to identify and analyze the research trends, data sets, methods and frameworks used in the attribute independence assumption research on NB for data classification between 2010 and 2018. The results of this research identified three frameworks that are highly cited and therefore influential in the software defect prediction field. They are Langley and Sage Framework, Friedman et al. Framework, and Wu et al. Framework

1. Introduction

Naïve Bayes (NB) is a Bayes-oriented learning method that is very useful for learning involving high-dimensional data[1]–[3], such as text classification[1], [4]–[6], Searching[7]–[10] and web mining[11]. In general, the Bayesian classification method has a conditional dependency between random variables. This problem is often called the independent assumption of attribute which assumes all independent attributes so that the effect is time consuming because it examines the relationship between all random variables in which this task is a combinatorial optimization task[1]. Alternatively, the NB relaxes the restriction of the dependency structure between attributes by simply assuming that attributes are independent by class labeling. Consequently, examining relationships between attributes is no longer necessary and derivation of NB methods can be linearly measured by training data.

Many data sets are used to solve the problem of NB attribute independence attributes, different methods and frameworks[12]–[14], so a through overview of the assumptions of independent attribute solutions is necessary. This literature review aims to identify and
analyze the research trends, data sets, methods and frameworks used in the study of attribute independent assumptions on NB between 2010 and 2017.

2. Methodology
This paper will use the SLR approach to review research on the Naïve Bayes algorithm with the problem of attribute independence assumptions. Systematic Literature Review (SLR) is a process for identifying, assessing, and interpreting all available research with a view to providing answers to specific RQs[15]. In the guide that Kitchenham has made in 2007[15], the literature review will be compiled based on the Systematic Literature Review.

![Figure 1. Systematic review diagram](image)

The Research Question (RQ) is used to keep current research remains focused. At this stage will use the design criteria of[15], namely Population, Intervention, Comparison, Outcomes, and Context (PICOC). Table 1 shows the PICOC design of the research question. The RQ in the literature review can be seen in Table 2. The mind map of the research question can be seen visually in Figure 2.
Before starting the search, specifying keywords must first be done to increase the likelihood of finding the corresponding related research. In this research will be used source search from:

a. ScienceDirect (scienecedirect.com)
b. IEEE eXplore (ieeexplore.ieee.org)
c. SpringerLink (link.springer.com)

The search keywords will be organized according to the following steps:

a. Identification of keywords from PICOC, mainly from population and intervention
b. Identify the keyword from the problem formulation
c. Identify keywords from relevant titles, abstractions and keywords
d. Identify the keyword from its synonym
e. Construct complex keywords, consisting of multiple keywords using AND and OR boolean. The search keyword used are: “Naïve Bayes” AND “Assuming” AND “Independent” AND “Attribute” OR “Feature”

Searching for publications using several criteria, these criteria can be seen in Table 3. Thereafter, an extraction of the research publication on the assumption of attribute independence on Naïve Bayes required to obtain data relating to RQ is presented in Table 4. Furthermore, we conducted a quality research assessment to help interpret the quality of the findings and to determine the strength of the conclusions described. The last step, synthesize the data in which the purpose of collecting evidence from the survey paper that has been obtained to answer RQ. Synthesis data used in this study, will generally be a narrative synthesis. Some tables and visual tools will be used to support the explanation in this study.

Table 3. Inclusion and Exclusion Criteria

| Inclusion Criteria                          | The study discusses the feature independence assumption on the naïve bayes algorithm |
|--------------------------------------------|--------------------------------------------------------------------------------------|
|                                            | For research that has two types of journal and conference publications, it will take the type of journal publication |
|                                            | For duplicate research, the most comprehensive and up-to-date data is available |
| Exclusion Criteria                         | The study discusses the independent attribute assumption on naïve bayes method, but does not propose methods to overcome the independent attribute assumption on the naïve bayes method |
|                                            | Research that does not use strong validation |
|                                            | Studies not written in English |

Figure 2. Mind map research question
3. Result and Discussion
As mentioned earlier, this literature review will be limited to journals published in 2010 through 2018. The time span is to see if research on the feature independence assumption on the Naïve Bayes method is still relevant. In Figure 3 it can be seen that the trend of research from 2010 to 2016 has increased, so it can be concluded that research on the assumption of attribute independence on the Naïve Bayes method is still very relevant to date.’

![Figure 3. Publication per-year](image)

Then in figure 4 can be seen a journal that published a paper about the assumption of feature independence in the Naïve Bayes method. For the record, the journal in question is a journal that publishes papers that have been selected.

![Figure 4. Number of publications per year](image)
Contributing to the research topic on the assumption of attribute independence on the Naïve Bayes method will be investigated and identified. Figure 5 shows the most active researcher on research on the assumption of attribute independence on the Naïve Bayes method. The most influential researchers were Liang Xiao Jiang and followed by Lungan Zhang, and Shasa Wang. In addition it is not the first writer that is Chaoqun Li and Yang Xiang.

![Figure 5. The most active and influential researcher](image)

Figure 6 shows the percentage of total data sets used from 2010 to 2018. 70% of researchers use public datasets and 30% of researchers use private datasets. Public datasets are mostly accessible at the University of California Irvine (UCI) repository[16].

![Figure 6. Dataset Distribution](image)

The main study distribution over the years, and by source, is presented in Figure 7. More research has been published, and more public datasets have been used for research topics assuming attribute independence in naïve bayes since 2011.

![Figure 7. Distribution of private datasets and public datasets](image)
On investigation, there are three strategies method approaches used to overcome the assumption of independence in naive bayes, including: 1) weighted strategies based on single correlation (Mutual Information (MI)[2], Attribute Weighted K-Nearest Neighboard (AWKNN) [17], Hidden Naïve Bayes (HNB)[3], Attribute weighted Naive Bayes using mutual information weighted method (MIWNB)[4], GRWNB [18]), 2) attribute weighting strategy using attribute correlation (like CFSWNB [19], SBC [20], TreeWNB [21], ReFWNB [22], FDNB [23]), and 3) self-adaptive attribute strategy (like NACO [24], DPGA [25], ES [26], SODE [27]and AISWNB [28]).

Some researchers propose several techniques to improve the accuracy of previously proposed classifier to overcome attribute independence on NB. This proposed technique has recently attempted to improve the prediction accuracy of methods generated by the modification and incorporation of several machine learning methods[27], add feature selection method[17]using several methods of optimizing evolutionary calculations[29].

Sixteen different methods have been applied to find the attribute independence solution on the NB method. Of the sixteen methods are found the most frequently used method of Mutual Information (MI)[2], metode Selective Bayes Classifier (SBC) [20], and immune Systems based weighting scheme for Naive Bayes classification (AISWNB) method[28].

4. Conclusion

This literature review aims to identify and analyze the trends, datasets, methods and frameworks used in the topic of attribute independence assumption assumptions on NB between 2010 and 2018. Based on the inclusion and exclusion criteria designed, it shows 71 study studies of attribute independence assumptions on the published NB between January 2010 and December 2018 are investigated in this literature review have been conducted as a review of systematic literature. A systematic literature review is defined as the process of identifying, assessing, and interpreting all available research evidence in order to provide answers to specific research questions.

The results of this study identified three of the most commonly used and influential framework methods in the topic of attribute independence on the NB. They are Menzies et al. Framework, Lessmann et al. Framework, and Song et al. Framework. They are Langley et al [20], Friedman et al [2], and Wu et al [28].
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