Manipulating spin and charge in magnetic semiconductors using superconducting vortices
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The continuous need for miniaturization and increase in device speed¹ exerts pressure on the electronics industry to explore new avenues of information processing. One possibility is to use the spin to store, manipulate and carry information. Indeed, spintronics may hold the promise of providing such a new paradigm². However, all spintronics applications are faced with formidable challenges in attempting to find fast and efficient ways to create, transport, detect, control and manipulate spin textures and currents. Here we show how most of these operations can be performed in a relatively simple manner in a hybrid system consisting of a superconducting (SC) film and a paramagnetic diluted magnetic semiconductor (DMS) quantum well (QW). Our proposal is based on the observation that the inhomogeneous magnetic fields of the SC create local spin and charge textures in the DMS, leading to effects such as Bloch oscillations, an unusual Quantum Hall Effect, etc. We exploit the recent progress in manipulating magnetic flux bundles (vortices) in superconductors³,⁴ and show how these can create, manipulate and control the spin textures in DMS.

The magnetic properties of SC and DMS are vastly different. When placed in a magnetic field, a type-II SC allows the field to penetrate in a non-uniform fashion, as Abrikosov vortices – the field lines are bundled up into flux quanta surrounded by superfluid eddy currents⁵. The length scale characterizing the field inhomogeneity is the decay length of the superfluid eddy currents surrounding the core of an isolated vortex. This is known as the
penetration depth $\lambda$, and is a few tens of nanometers for several SC (e.g. $\lambda=39$ nm in Nb). In contrast, magnetic impurities (typically Mn) embedded in a paramagnetic DMS (such as Ga$_{1-x}$Mn$_x$As, $x \sim 1.5 - 5\%$) align their spins along the external field lines, producing a local magnetization $\mathbf{M}(\mathbf{r}) \propto \mathbf{B}(\mathbf{r})$. The strong exchange between these impurities’ spins with the spins of free charge carriers present in the DMS induces a local spin polarization of the charge carriers, $\int d\mathbf{r} J(\mathbf{r}) \mathbf{M}(\mathbf{r}) \cdot \mathbf{\sigma} \propto \mathbf{B}(\mathbf{r}) \cdot \mathbf{\sigma}$. This is incorporated into a formally unchanged Zeeman energy $E_z = -\frac{1}{2} g_{\text{eff}} \mu_B \mathbf{\sigma} \cdot \mathbf{B}(\mathbf{r})$, but now with an enormous effective gyromagnetic ratio $g_{\text{eff}} \sim 10^2$. The end result is a giant Zeeman splitting between charge carrier spin states aligned parallel and antiparallel to the magnetic field$^6$.

A novel situation arises when these two materials are brought into close proximity (see Fig. 1a). The inhomogeneous magnetic field of a SC vortex creates a Zeeman potential landscape in the DMS QW. If a large enough field variation occurs on small length scales, magnetic field induced localization of charge carriers occurs in the DMS$^7$. These localized states exhibit spin textures, which reflect the local magnetic field distribution. The charge and spin texture remains attached to and adiabatically follows a moving vortex, as long as the Doppler shift in the bound state energy is smaller than the binding energy. Thus, the vortex acts as a spin and charge tweezer: control of the vortices’ locations and dynamics translates into controlled manipulation of the spin and charge textures in the DMS. A further advantage is that these effects are present in the paramagnetic DMS, and therefore a low Curie temperature is not a hindering factor. The devices, however, must operate below the superconducting transition temperature.

To illustrate these concepts, we first consider an isolated vortex in a SC-DMS bilayer structure. This limit is relevant for low fields when vortices are far apart, or when the DMS is covered by nanoscale SC dots with lateral size $d \sim \lambda$. The magnetic field$^8$ of a vortex out of a half-space isotropic SC is used to compute numerically the energies and wave functions of the bound states localized by the vortex field in the DMS QW. For simplicity we use DMS/SC parameters typical of Ga$_{1-x}$Mn$_x$As/Nb. We envision the QW as being made from several DMS digital layers$^9$, which are less disordered than bulk-doped DMS and have the
ideal geometry. Good mobilities have been demonstrated in similar QW\textsuperscript{10}. Moreover, the charge carrier density can be controlled independently in digital layers. Nb is a canonical type-II SC. It can be grown via sputtering at room-temperature - this limits Mn diffusion, preserving the quality of the QW and preventing magnetic doping of the SC. (For further details on material issues and the numerical solution, see the supplementary material). The results for the local density of states (LDOS), or charge texture, are shown in Fig. 1. For any energy $E_f$ the LDOS is $\left|\Psi_n(r,E_f)\right|^2 = \sum_n \left|\psi_{n,\sigma}\right|^2 (r,E)\delta(E_n - E_f)$. (We make the usual assumption that the local tunneling amplitude is a weak function of the energy). The charge distribution bound by the vortex is made predominantly of spin-up contributions, as seen from comparing panels (b) and (c) in Fig. 1: while both spin components extend over the same area (roughly the size of the vortex), their maxima differ by about a factor of 10. The spin-down components appear due to the finite radial component of the vortex field (see inset (d) of Fig. 1). The spin-up components are concentrated right under the vortex core where the perpendicular field is largest, whereas the spin-down components are pushed away from the vortex core, close to where the radial magnetic field is largest. The total charge and spin distributions plotted in Fig. 1 (e) show that the spin texture is strongly polarized along the axis of the vortex. These textures should be observable with spin-polarized scanning tunneling spectroscopy. However, as discussed below, magneto-transport may provide the most direct signature of the appearance of these textures in the DMS.

The location of the vortices can be constrained spatially using nano-engineered grooves in the SC layer: the vortices are trapped in the regions where the SC film is thinnest. The vortex position in the groove can be controlled by sending a current through the SC layer. The current exerts a transversal force which moves the vortex\textsuperscript{3}, together with the texture it created in the DMS. The spin textures attached to single vortices can therefore be used as operational units, or as building blocks in systems with multiple vortices. A simple device controlling the distance between two spin textures is sketched in Fig. 2 (a), (b). Other examples, ranging from using ratchets to create vortex (and thus spin) lenses and pumps up to quantum cellular automata, are described in the supplementary material.

In uniform SC films there is a simpler way to control the location of the vortices. The
repulsion between vortices leads to appearance of regular vortex lattices. Since each vortex carries a magnetic flux $\phi_0/2=\hbar/(2e)$, the distance between vortices can be continuously tuned with the external magnetic field. Let us first analyze the quasi one-dimensional (1-D) case, with long stripes of superconducting film, of width $w\sim\lambda$, deposited above a DMS QW. Such SC structures allow formation of 1-D vortex chains. We use the 1-D case to give an intuitive illustration of the various phenomena expected to occur in a tunable SC-DMS hybrid system, but present numerical results only for the more complex 2-D case. The low field limit (Fig. 2(c)) has the spin textures of a 1-D set of isolated vortices. If the external magnetic field is increased, the inter-vortex distance $a(B)$ is reduced, together with the modulation of the Zeeman potential which traps the charges under individual vortices. Consequently, the bound states under each vortex are broadened into bands (Fig. 2(d)), and the trapped charges undergo a delocalization transition: they are now free to propagate along the 1-D array. The new eigenstates of the charge carriers in the DMS are Bloch states of a 1-D crystal, reflecting its translational symmetry. If the vortex array is along the x axis, then $\psi_k(x,y,z)=e^{ikx}u_k(x,y,z)$ with $u_k(x,y,z)=u_k(x+a(B),y,z)$ (see the supplementary material for details). An immediate consequence of – or, conversely, the most convincing evidence for – the translational symmetry and the establishment of Bloch eigenstates is the appearance of the so-called Bloch oscillations: If the DMS is subjected to an electric field $E=E\hat{x}$, then $A/C$ charge oscillations should appear, with a characteristic period $T=h/[eEa(B)]$. Bloch oscillations have never been observed in normal metals, due to scattering off impurities before the Bloch states traverse the entire k-space Brillouin zone of size $2\pi/a(B)$. They have been detected only in artificial heterostructures where the lattice constant $a$ is engineered to be much larger than in crystals. The structure we suggest is unique because in this case the periodicity $a(B)\sim B^{-1}$ is tunable with the external magnetic field, and therefore Bloch oscillations can be searched for more easily.

Even more interesting is the 2-D case. For an external magnetic field $B>B_c$, the SC vortices order on a triangular lattice. Since each unit cell encloses the magnetic flux $\phi=Ba^2\sqrt{3}/2=\phi_0/2$ of a vortex, the lattice constant $a\sim 1/\sqrt{B}$ is controlled by $B$. The 2D electron gas in the DMS QW is now in a periodic Zeeman potential and a perpendicular...
magnetic field. Its energy spectrum has a fractal-like structure as a function of $\phi/\phi_0$ (named the Hofstadter butterfly because it resembles a butterfly). Since $\phi/\phi_0=q/p=1/2$, the energy bands are those of a $q=1$, $p=2$ triangular Hofstadter butterfly$^{12,13}$. In the limit $a(B)>>\lambda$, the vortices are well-separated. The “atom-like” states bound to each isolated vortex widen into energy bands, typical of an ordered crystal. The width of the bands is defined by the hopping amplitude $t$ between neighboring bound states. If $t$ is small compared to the energy spacing between consecutive bound states, this Hofstadter problem corresponds to the regime of a dominant periodic modulation, which can be treated within a simple tight-binding model$^{12}$ and each band splits into $p$ (here $p=2$) magnetic subbands. This band structure has unique signatures in the magnetotransport, as discussed below. Its measurement would provide a clear signature of the Hofstadter butterfly, which is a matter of considerable experimental interest$^{14-16}$. As the external field $B$ is increased such that $a\sim\lambda$, the magnetic fields of different vortices start to overlap significantly. In this limit, the total magnetic field in the DMS layer is almost homogeneous. Its average is $B \hat{z}$ and it has a small additional periodic modulation. For such quasi-homogeneous magnetic fields, the Zeeman interaction can no longer induce trapping; instead it reverts to its traditional role of lifting the spin degeneracy. The system still corresponds to a $\phi/\phi_0=1/2$ Hofstadter butterfly, but now in the other asymptotic limit, i.e. that of a weak periodic modulation. In this case, each Landau level splits into $q$ subbands, with a bandwidth controlled by the amplitude of the weak modulation. The case $\phi/\phi_0=1/2$ has $q=1$, i.e. there are no additional gaps in the band structure. One therefore expects to see the usual Integer Quantum Hall Effect (IQHE) in magnetotransport in this regime$^{17}$.

Three aspects must be emphasized: (i) to our knowledge, this is the first proposal of an experimental setup for the measurement of the Hofstadter butterfly in the limit of a strong periodic modulation (the tight-binding limit); (ii) the applied field $B$ plays a very unusual role here. Typically, one assumes a fixed lattice cell. Varying $B$ changes the flux $\phi$ through the unit cell, resulting in the self-similar eigenspectrum of the Hofstadter butterfly. In contrast, here a change in $B$ implies a change in the lattice constant, but $\phi$ always equals $\phi_0/2$. As long as there is a vortex lattice, the setup corresponds to a $\phi/\phi_0=1/2$ Hofstadter
butterfly irrespective of the value of $B$. Instead, $B$ controls the amplitude of the periodic modulation, from being the large energy scale (small $B$) to being a small perturbation (large $B$); (iii) here the spin plays an essential role, since the periodic modulation is mainly due to the spin-dependent Zeeman potential which is strongly enhanced in the DMS. In previous work considering periodically modulated magnetic fields\textsuperscript{18-20} the Zeeman term was ignored. The spin-polarized bound states we discuss cannot appear in the absence of the Zeeman term, and the physics is qualitatively different.

We now present numerical results that confirm these expectations (for details, see the supplementary material). In Fig. 3 we show the evolution of the charge carrier energy spectra as $B$ is varied. The large-$B$ limit corresponds to a small periodic modulation and indeed we see the emergence of equally spaced Landau levels with a weak dispersion due to the weak modulation. As $B$ is lowered, the band structure evolves into that corresponding to a strong modulation, and for the lowest $B$ we see flat bands corresponding to isolated vortex bound levels. This significant change in the dispersion as $B$ is varied is reflected in magnetotransport, in particular in the Hall conductivity. When Fermi level is inside a gap, the Hall conductivity has a plateau at a quantized value\textsuperscript{21} $\sigma_{xy}=ne^2/h$. Laughlin’s gauge arguments\textsuperscript{22} insure that this quantization holds in the presence of moderate disorder (small enough to not close these gaps). In the weak-modulation limit $\sigma_{xy}$ increases by $e^2/h$ after each transition through a Landau level, as in typical IQHE. In the tight-binding limit, it is known that the Hall conductance of the entire band is always zero, although if inner gaps are opened by the periodic modulation, they can have different Hall conductances. By explicitly counting the number of zeros (and their vorticities) of the Bloch wave function $u_k(r) = e^{-ik\cdot r}\psi_k(r)$ inside the magnetic Brillouin zone\textsuperscript{23-25}, we have verified that the Hall conductance of the sub-bands follow this expected behavior in both limits of the Hofstadter problem (see Fig. 3).

Fig. 4 shows $\sigma_{xy}$ as a function of the charge carrier density $n$ and magnetic field $B$. Disorder leads to some widening (arbitrarily drawn in this figure) of each gap, through localization of some fraction of states. The main sources of disorder are inhomogeneity in the DMS and vortex lattice irregularities. The former can be minimized using digital
doping, leading to reasonably high mobilities\textsuperscript{10}. The latter and the so-called Bean profile can be practically eliminated by using SC with low intrinsic pinning. As $B$ is varied at constant $n$ (or vice-versa) one expects to see non-trivial sequences of the plateau values of $\sigma_{xy}$. Experimental measurement of such nontrivial sequences would clearly signal the emergence of the tight-binding limit of the Hofstadter butterfly, correlated with the appearance of the spin and charge textures in the DMS QW.

In conclusion, we demonstrated that SC vortices can act as effective spin and charge tweezers in a DMS QW. Recent progress in manipulation of SC vortices can be directly used to create spin lenses, ratchets, pumps, cellular automata, and other devices. The spin textures can also be placed on regular lattices that can be tuned by modifying the external field. This provides a new system to investigate many beautiful \textit{basic physics} phenomena, such as Bloch oscillations or the $\phi/\phi_0=1/2$ Hofstadter butterfly, but also 1-D and 2-D metal-insulator transitions, to name just a few. Thus, hybrid systems of DMS and SC have a remarkable potential both in applied and basic condensed matter physics.
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Figure 1: Spin and charge textures created by SC vortices in a DMS. (a) Sketch of the hybrid structure, containing a SC layer in the vortex phase and a DMS QW. The field inhomogeneity of the vortex state is imprinted onto the DMS layer. Spin and charge textures are trapped in the high-field regions inside the DMS; (b) charge texture for spin-up states; (c) charge texture for spin-down states (note the smaller scale); (d) spatial variation of the axial (blue) and radial (red) components of the isolated vortex field; (e) total spin-charge texture. Arrows indicate the direction and relative magnitude of the local spin in the texture. (b)-(e): The DMS-SC distance is $z=10$ nm and we use typical values of $\lambda\sim 40$ nm and $\xi\sim 35$ nm for the SC, and $m=0.5m_e$ and a moderate $g_{eff}=500$ for the DMS charge carriers.
Figure 2: Devices with tunable distance between spin-charge textures (a) A finite-size groove is produced in the SC film by etching and two vortices are trapped into it. Due to repulsion, in equilibrium the vortices will stay at maximum possible separation; (b) if a current flows through the SC layer, its transversal force on the vortices will move them (and their spin textures) closer together; (c) Field (top panel) and spin texture (bottom panel) for a one-dimensional vortex array in low field regime, when inter-vortex separation $a(B)$ is larger than the penetration depth, $a(B) > \lambda$. Vortices trap bound states and form textures independently of each other; there is little overlap between the resulting spin and charge textures; (d) Same as in (c), but now for intermediate-to-high magnetic field regime: there is substantial overlap between the bound states, resulting in a collective spin and charge texture.
Figure 3: Band structure of the DMS in the hybrid system for $B=0.07, 0.10, 0.15$ and $0.19$ T. The symmetry points in the Brillouin zone are defined as usual: $\Gamma=(0,0); M=(\pi/a,0)$ and $X=(\pi/a,\pi/a)$. The shaded regions mark the gaps. The value $n$ for the expected plateau in the Hall conductivity, $\sigma_{xy}=ne^2/h$, is marked for the first few gaps. The parameters are as in Fig. 1, except for $z=8$ nm. The insets show the modulation of the magnetic field in the DMS. The number of vortices per area increases for increasing magnetic fields.
Figure 4: Hall conductivity $\sigma_{xy}$ in units of $e^2/h$, as a function of the magnetic field $B$ and the charge carrier density $n$. The colored areas mark the gaps between the bands. For some ranges of $B$, neighboring bands touch and some of the gaps close. The integers give the quantized values of the $\sigma_{xy}$ plateaus. For example, $\sigma_{xy}$ as a function of $B$, at a constant density $n=5.5\times10^{10}\text{cm}^{-2}$ (red line) is shown in the inset. It is quantized every time the Fermi level is inside a gap. The parameters are the same as for Fig. 3.