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ABSTRACT
In this paper, we present a novel approach of automated evaluation of programming assignments (AEPA) the highlight of which is that it automatically identifies multiple solution approaches to the programming question from the set of submitted solutions. Our approach does not require the instructor to foresee all the possible solution approaches and accomplishes this task with little or no human intervention. This paves the way to multiple fundamental improvements in the way automated evaluation of programming assignments is done today. We have applied our method on multiple data sets of practical scale. In all cases, our method was able to detect the solution approaches employed by the students.
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1 INTRODUCTION
Programming is a skill essential for all professionals, especially in the field of science and technology. In the age of online learning, anyone who is passionate about learning can overcome the challenges and make learning much easier. In online platforms like Massive Open Online Courses (MOOCs), the number of students that can be enrolled in a course is virtually unlimited. Manual methods of evaluation do not scale for such numbers. It is in this context that the need for an automated evaluation tool emerges.

A majority of the current automated evaluation tools used today are mainly test-case based. The marks assigned to a submitted solution depends on the number of test cases that pass on it. The pass or fail status of a submitted solution depends on a comparison of its output with that of a reference solution provided by the instructor. Following are some of the important drawbacks to this method:

(1) Over penalisation of silly mistakes. Novice programmers, who constitute a large section of the students in introductory programming courses, are likely to make silly mistakes, both at the syntax level (e.g., forgetting to close a brace), but also at the semantic level (e.g., forgetting to increment a loop counter leading to infinite loop). While syntax errors can be caught upfront by the compiler, semantic errors may not get caught through preliminary testing. Such silly mistakes are more a result of unfamiliarity or nervousness than of lack of understanding. In practical cases, a human evaluator would always be considerate to such silly mistakes, maybe awarding partial marks. However, testing is very unforgiving to such silly mistakes. Worst still, testing is completely unable to distinguish between silly mistakes and mistakes arising out of lack of conceptual understanding. This makes purely testing based approach fundamentally inappropriate for automated evaluation particularly for entry level programming courses.

(2) False negatives. When a verification method fails to find a defect which actually exists, it is called false negative. Testing is well known to be incapable of ensuring the absence of a defect. Likewise, in the context of automated evaluation, it is possible to mark incorrect programs as correct in a system that evaluates assignments only on the basis of test cases. Consider an example where an assignment requires to sort an array using Quick-sort method. The solution can also be implemented by using any other sorting (say, merge-sort) method. The output of this solution would be identical to the that of Quick-sort, even though it is not a correct solution. Mistakes arising out of lack of conceptual understanding. This makes purely testing based approach fundamentally inappropriate for automated evaluation particularly for entry level programming courses.

In this paper, we introduce a novel idea for identifying the solution approach followed by a submitted program. Our method has the following unique features:

(1) Our method identifies a solution approach by mining the set of submitted solutions using node clustering [1]:

Although, in some cases, there may be ways to design test cases that track the performance of the program and make inferences out of that, these do not yield robust evaluation strategies.
Our method practically needs no extra inputs from the instructor to identify novel solution approaches amongst the solutions submitted. It can identify solution approaches which may not even have been foreseen by the instructor.

With minimal manual intervention, incorrect solution approaches which would pass the test cases can be identified in a scalable way.

The paper is organised as follows: Section 2 presents an example to motivate the idea proposed in this paper. Section 3 discusses the related work. Section 4 introduces our approach for automated evaluation and briefly explains the architecture and the different steps in the evaluation algorithm. Section 5 explains in detail the method for discovering the multiple design approaches in programming assignments. In Section 6 and Section 7, we present the experimental evaluation and results. Section 8 concludes the paper with a summary and future work.

2 MOTIVATING EXAMPLE

```c
int sum(int n) {
    if (n==1)
        return 1;
    else
        return n+sum(n-1);
}
```

```c
int sum(int limit) {
    int sum=0, k=1;
    while (k<=limit)
    {
        sum+=k;
        k++;
    }
    return sum;
}
```

```c
for (k=1;k <= limit ;k ++)
{
    sum +=k;
}
```

Figure 1: Different solution approaches: (a) Recursion; (b), (c): loops

In this section, we present an example to motivate the work. The same example will be used to illustrate the main parts of our approach in section 5.

Consider the following programming problem appearing in a fictitious online programming contest: Implement a function sum that takes an integer n as input parameter and returns the sum of all natural numbers less than or equal to n using loop, i.e. \(1 + 2 + \ldots + n\).

500 programmers\(^2\) participate in the contest. As it turns out, 300 submissions are correct, while the remaining 200 are partially or completely incorrect. Evaluation is done automatically using the following two approaches:

- Pure testing
- Our approach

\(^2\)all numbers in this example are indicative

Pure testing approach identifies 305 submissions as correct. This includes all correct submission, but also 5 false negatives. These include solutions which have a fundamental conceptual flaw, but output a correct value for all the test cases run. But more importantly, it gives zero marks to 75 incorrect submissions because they fail all the test cases. Examples include submissions which use a while loop to solve the problem, but forget to initialise the counter variable k in the beginning, or to increment it inside the body of the loop (as in Figure 1 (c)). In manual evaluation, such solutions would have been awarded partial marks, the mistakes can be categorised as silly mistakes rather than conceptual mistakes.

Our evaluation approach correctly identifies that these 75 incorrect solutions are really attempts to implement a solution which resembles one of the 3 solution approaches as shown in Figure. 1. The marks are given, not merely by taking into account the test output, but by considering the structural similarity of each submitted solution to an appropriate approach. These 75 incorrect solutions are not awarded full-marks, as they fail the test cases. However, they are given partial marks which is a more just evaluation.

Importantly, the instructor had provided only one reference solution, say the iterative one in Figure. 1 (b). However, our approach automatically detects all the three correct approaches from amongst the 300 solutions. Further, our approach naturally singles out the 5 false negatives whose marks can then be corrected after manual inspection.

This paper focuses on the approach detection module of our evaluation approach, the complete evaluation approach being the topic of a separate paper.

3 RELATED WORK

In this section, we discuss the prior art in similarity checking methods and various automated evaluation methods available for evaluating programming assignments and position our work w.r.t. them. A majority of the current automated evaluation tools used today are mainly test-case based \([7, 9, 22]\). In most of these, the evaluator generates a set of test cases either manually or automatically for the evaluation of the programs. Each test case carries a particular weight of marks and calculates the number of test cases passed and assign grades \([10, 24, 26]\). An alternative of this method is to estimate the average running time when evaluating solutions in test sets. Then it is used to determine the efficiency of each solution and is graded according to those criteria \([17]\).

Another category of automated grading methods is based on abstract representation of the program like abstract syntax tree (AST), control flow graph (CFG), data flow graph (DFG)) and program dependence graph (PDG) etc. In \([25]\) a method of evaluation using semantic similarities is presented. Here, programs are standardized and then compared to a set of correct program models. They have used system dependence graphs as abstract representation and the submissions are evaluated by comparing size, structure, concrete statements and expressions. In \([14]\), a method of evaluation using graph similarity is presented. In this method, after converting submissions to directed acyclic graph, the similarity is measured based on the idea that similar nodes will have similar neighbours. The main drawback of the methods based on the similarity check is that they cannot recognise the submissions that deviate from the
intended algorithm. Wang et al. [25] considered multiple correct reference solutions that were manually created using different approaches to address this problem. The creation of such multiple correct reference solutions using different approaches is a tedious task.

The work presented in the paper [20] introduces another way of automated evaluation using path equivalence checking. The basic idea is to build a Petri net model of the submission and reference solution, and then perform a path equivalence checking on that model for evaluation.

In addition, we have recently seen the evolution of automated grading using machine learning. The authors of the papers [21, 23] have extracted the features that make it possible to understand the functionality of the program from the abstract representation of the program. These features were later used to learn a regression model to perform grading.

The similarity checking [18] and plagiarism checking [15] has been studied widely for many years and several tools like GPLAG, MOSS, JPLAG, DUP are now available. These tools are mainly based on different program representations such as Textual, AST, PDG etc. Dup [2] is a program which helps to locate duplication or near duplication in source code. Dup uses the textual representation of the program, ignores comments and white spaces and identifies similar sequences of code. This tool works well for finding the textual similarity.

In [16, 19], the authors have introduced token based similarity checking. These methods tokenize identifiers and keywords from the text representation of the source code. These tokens are then represented as a token sequence and the algorithm that checks the similarity finds similar token sequences and calculates the similarity. These algorithms can detect both textual and lexical similarities and to some extent syntactical / structural similarities.

GPLAG [11] is another tool for plagiarism detection based on program dependence graph. This tool first converts the source code into PDG and examines similar structures of the PDG using subgraph isomorphism. The basic idea of this method is that similar pieces of code have the similar PDG structure. This is capable of detecting syntactic/structural similarity. As PDG is the basic structure, this method does not easily scale to multi-procedure programs.

A tool called SamaTulyata is presented in the paper [3]. The tool works for program equivalence checking based on path equivalence check. It constructs a Petri net based CFGs from the source code and then performs path equivalence check on this CFGs to capture program equivalence.

The work presented in our paper builds upon several of the above pieces of work. We use testing to segregate the correct solutions from the partially correct/incorrect ones. The output of running test cases is used again for marking. However, much of the approach relies on static similarity estimate. We have used external tools like MOSS and GPLAG to estimate similarity between programs. It is noteworthy that here our objective is to estimate similarity in a positive sense, unlike in the case of referred work which is plagiarism detection tools. We apply feature based similarity estimation in our work both at the similarity estimation stage and marking stage similar to [23]. However, this is done as a step in a larger process. Further, we estimate structural similarity w.r.t. multiple possible reference solutions, rather than a unique one provided by the instructor. Unlike in [21], we automatically detect all correct approaches. This is the most distinctive feature of our contribution. The details of this idea is the major topic of this paper. Unlike in all pure testing or pure static analysis based approaches, we use a combination of testing and static analysis to award the final marks to a solution. This also distinguishes our contribution w.r.t. all evaluation approaches surveyed above.

4 AUTOMATED EVALUATION OF PROGRAMMING ASSIGNMENTS

Algorithm 1 Automated Evaluation

1. procedure EVALUATE(S)
2. \[G ← \{s ∈ S : \forall t \in T \ s(t) \models s_E(t)\}\]
3. \[I ← S \setminus G\]
4. \[G’ ← \text{SAMPLE}(K, G)\]
5. \[G’ ← \text{MAKE-SIMILARITY-GRAPH}(G’)\]
6. \[A ← \text{CLUSTER}(G’)\]
7. \[\alpha ← \text{RANDOM-SELECT}(c)\]
8. \[∀i \in I, S[i] ← \max_{c ∈ C_A} \text{SIMILARITY}(i, c)\]
9. \[∀i \in I, M ← \text{R}(S[i])\]
10. return M

Algorithm 1 presents our AEPA approach in the form of pseudo-code. We present the steps of the algorithm in more details below.

4.1 Gold Standard Detection

Let \(S\) be the set of all submitted solutions. In this stage, we identify subset \(G\) of \(S\) such all members of \(G\) are completely correct. We call the members of \(G\) as gold standard solutions. As shown in line 2, \(G\) is identified by pushing through each solution \(s\) in \(S\), a battery of test inputs \(t\) which are members of a test input set \(T\), and comparing the output of \(s\) (given by \(s(t)\)) with that of the reference solution \(s_E\) provided by the evaluator. If \(s(t)\) matches \(s_E(t)\) for all \(t \in T\), \(s\) is considered to be a completely correct solution and is included in \(G\). All gold standard solutions are decided to get full marks.

All the other members of \(S\) are identified as incorrect solutions, and are included in the set \(I\), as given in line 3. Most of the further effort of AEPA is invested on \(I\) to determine what partial marks to give each of its members.

As shown in line 4 of algorithm 1, next, we sample a subset of \(G\). This gives us \(G’\). This is to contain the computational cost of constructing the similarity graph which is an expensive step. We present further details on this aspect in Section 7.

4.2 Approach Detection

As summarised in line 6, to detect the different approaches present in \(G’\), we use node clustering. As a first step, we compute a complete graph \(G’\), in which each node represents a member of \(G’\) and the weight of each edge between nodes \(p_i\) and \(p_j\) in \(G’\) given by \(w_{ij}\) is the similarity between the the two nodes (solutions). For every pair of solutions \(p_i, p_j\) in \(G’\), we compute the similarity between the two, using a method termed as similarity in the algorithm.
In our current implementation, we use an off-the-shelf program similarity detection tool for SIMILARITY. This gives us a complete graph $G_C$. $G_C$ is given as the input to a graph clustering algorithm. This clusters the graph giving a set $A$. Each element of $A$ is a set of nodes of $G'$ that represents one solution approach. Most of the rest of this paper focuses on this step of our automated evaluation approach.

From each set in $A$, we pick one member at random as the representative of the approach of that set to create the set $\alpha$ of approach representatives, as shown in line 7.

### 4.3 Evaluation of Incorrect Solutions

To identify the approach of the incorrect solutions in set $I$, we do the following with each member $i$ of $I$: using SIMILARITY, we compute the similarity of $i$ with each member of $\alpha$. The approach represented by $\alpha_j$, the member of $\alpha$ whose similarity with $i$ is the highest among all members of $\alpha$, is considered to be the approach followed by $i$. The overall similarity measure of $i$, given as $S[i]$, is the similarity of $i$ with $\alpha_j$.

The intuition behind the above step is that the approach attempted in the solution $i$ very likely matches one of the approaches in $\alpha$, say $\alpha_j$. Also, the similarity of $i$ with $\alpha_j$ is also very likely to be higher than that with any other member of $\alpha$.

### 4.4 Assigning Marks

As shown in line 9, we use a pre-trained regression model $R$ to compute the marks of each member $i$ of $I$ using $M[i] = R[i]$. $M$ is returned as the final result. Final marks are calculated as a combined outcome of weighted combination of both the structural similarity of the submitted solution with the respective gold standard solution, and its performance with the test cases. The details of this module are outside the scope of this paper.

In this paper, we focus our attention to the problem of approach detection. Details of this method are presented in section 5. The other aspects of our automated evaluation approach are subjects of separate papers.

### 5 APPROACH DETECTION METHOD

When given a programming question, each student may solve it by using different approaches. By approach, we mean the specific design or implementation strategy used by the student. Here, we propose a novel method to identify the approaches from a set of submitted solutions. The basic idea is to construct a complete graph called similarity graph and perform node clustering on it. Nodes in the graphs represent the solutions in the submitted set and edges represent the structural similarity between each solution.

Our hypothesis is that node clustering on the same graph leads to similar approaches to cluster together. To validate this hypothesis, we took data from ideal clustering (manual clustering) which we consider as ground truth and measured the effectiveness between the clusters formed using our method and the ground truth. The framework of our approach detection method is shown in Figure 2.

#### 5.1 Similarity Graph

This step detects the structural/syntactic similarity between programs. This similarity is later used for clustering. To understand more about structural similarity, consider the example programs shown in Figure 1. These example programs are meant to find the sum of first $n$ natural numbers, i.e. they are functionally similar. The program in Figure 1 (a) uses recursion and the two programs in Figure 1 (b) and (c) use iterative structure using loops. Therefore, the two programs in Figure 1 (b) and (c) structurally similar to each other but are different from the program in Figure 1 (a).

We use an off-the-shelf program similarity estimation method to compute the similarity graph ($G$). The similarity estimation technique is modelled as a function $SIMILARITY : program \times program \rightarrow [0, 1]$ which assigns a similarity value between 0 and 1 to two programs given as inputs to it. A similarity value 1 means that the two programs are identical and a similarity value 0 means that the two programs are completely different. $G$ is a complete undirected weighted graph in which each node corresponds to a correct solution. Each edge $e_{ij}$ in $G$ between nodes $n_i$ and $n_j$ is labelled with the similarity value $SIMILARITY(P_i, P_j)$ where $P_i$ and $P_j$ are programs corresponding to nodes $n_i$ and $n_j$ respectively.

**Example:** Our example data set First-n-Sum-Sample mentioned in the section 2 contains over 500 submissions. Among these 305 are correct submissions identified by the test-case method. From these correct solutions, we have to find out all the approaches that students have taken to solve the problem. For this purpose, we have created a similarity graph which is a complete weighted undirected graph $G(V, E)$. Here, $|V| = 305$ and $|E| = 46360$. The edges $(n_i, n_j) \in E$ are the pairwise combinations of each node and the edge weight represent the similarity($P_i, P_j$) is the submissions programs corresponding to the nodes $n_i, n_j \in V$.

#### 5.2 Node Clustering

In this module we cluster solutions that have high degree of similarity together.

**Definition 5.1.** Node Clustering: It is a method of determining the dense areas of the graph based on the edge behavior. Edge behaviour can be either a distance value or a similarity value.

**Definition 5.2.** Gold standard solution: A solution which passes set of all test cases are considered to be a completely correct solution and it is known as the gold standard solution.

**Definition 5.3.** Gold standard solution set($G$): Let $S$ be a set of all submitted solutions, $G \subseteq S$ such that all members in $G$ are the gold standard solutions.
We use an off-the-shelf clustering algorithm to perform node clustering of the similarity graph $G$. We cluster $G$ using weighted node clustering. Each resultant cluster will have nodes where the similarity between them are high. Since the nodes represent the gold standard solutions and the edges represent the degree of similarity, each cluster contains very similar gold standard solutions. Our hypothesis states that highly similar solutions have common approaches, so it is highly probable that each cluster represents a unique approach that was taken by the student to solve the problem. To detect clusters, we tried Louvain modularity [4], IPCA [5], and spectral clustering [12].

6 EXPERIMENTAL EVALUATION

In the current set up, we use off-the-shelf tools for both similarity estimation and clustering. Further, we carry out these activities for discovering the ground truth data. For similarity estimation, we used MOSS [19] and GPLAG [11]. For clustering, we use Louvain modularity [4], IPCA [5], and spectral clustering [12]. During our experiments, we observed differences in the performance of each of these methods over the different programs in our data set. It was also evident that different combinations of similarity estimation tools and clustering tools yielded different results. While we did not attempt to try all combinations exhaustively, we were interested in setting up experiments which could help evaluate the various tools used and their combinations. Therefore, we designed our experiments with the objective of addressing the following research questions:

(1) $RQ_1$: Which similarity checking algorithm is well suited for discovering the solution approaches?
(2) $RQ_2$: Which clustering algorithm is acceptable to obtain exact solution approaches?
(3) $RQ_3$: How effective is our method in identifying solution approaches?

6.1 Data

We intend to use our evaluation method primarily for fresher level programming tests. Hence, for our experiments, we prepared a data set with the following properties:

(1) short length ($\leq 50$ lines)
(2) Basic programming language (PL) features are used e.g. integer values as input/output, conditional statements, loops etc are present
(3) Advanced PL features are excluded, e.g. function definition-calls, structures, pointer manipulations etc.

We used three data sets from competitive coding websites such as HackerRank [8] and Codeforces [13] which offer programming courses. These are summarised in Table 2. Here, ground truth is needed to measure the quality of similarity estimation and the clustering. For this, the similarity is calculated and clustering is performed through a manual method presented below.

- **Similarity estimation:** For each of the programs in our data set, we collaboratively designed a feature rubric. As an example, the feature rubric for Figure. 1 (b) is presented in Table 1. If $p_1$ and $p_2$ (the two gold standard programs whose similarity is being estimated) matched on a particular feature, the similarity score goes up by the feature weight in the rubric. The total similarity score is the sum of all the feature scores. Two independent experts (helpful research scholars outside the team) were provided with the data set and the rubric. They independently estimated the similarity between each pair of programs in the data set. As a final step, they tallied the scores they provided to each pair. For data points in which the estimated similarity was less than or equal to 0.2, the average of the similarity scores assigned by each expert was taken as the final similarity score. Where the discrepancy between the individual estimated similarities exceeded 0.2, they got together and reached a consensus through discussion. This was needed for 10-15% cases in each data set.

- **Clustering:** A group inspection of the submitted programs was done to identify the solution approach. No formalised process was needed here. Various approaches were identified through manual inspection. The manually estimated similarity scores were passed through automated clustering (Louvain). Interestingly, the clustering thus computed matched the manually identified approaches exactly for all data sets.

### Table 1: Feature rubric for manual similarity estimation for Program shown in Figure. 1 (b)

| Feature                          | Feature weight |
|----------------------------------|----------------|
| Variable declaration             | 0.1            |
| Loop matches                     | 0.1            |
| Loop condition matches           | 0.2            |
| Calculation inside loop          | 0.2            |
| Sum calculation                  | 0.3            |
| Output Statement                 | 0.1            |
| Each extra statements            | -0.025         |

### Table 2: Data sets

| Data set         | Size | #Correct Solutions | #Expected Clusters |
|------------------|------|--------------------|--------------------|
| Let’s Watch Football | 44   | 27                 | 4                  |
| First-n-Sum-Sample         | 500  | 305                | 3                  |
| First-n-Sum-Original       | 1415 | 1220               | 3                  |
| Recursion-in-c                | 2280 | 1280               | 5                  |
| For-loop-in-c                | 2480 | 1280               | 4                  |

6.2 Experiments

6.2.1 Experiment 1: Here, we would like to address $RQ_1$. We used methods MOSS and $\gamma$-isomorphism [11] to estimate the similarity. To measure the effectiveness of these methods, we compare the methods with an ideal similarity checker (a manual method) and the results are shown in Table 3. From Table 3, we can see that the $\gamma$-Isomorphism gives the best correlation and the least error are made for the first three problems and MOSS works well for the remaining data set. This is because MOSS works better for large size codes. The programs in the first three data sets are small (LOC $\leq$15).
One of our current efforts is to come out with structural similarity estimation algorithms to improve upon the results obtained from off-the-shelf methods like $\gamma$-isomorphism.

Table 3: Comparison of MOSS and $\gamma$-isomorphism with Ideal method

| Data set                | Method  | MAE     | EV      | SC      |
|-------------------------|---------|---------|---------|---------|
| Let’s Watch Football    | $\gamma$-Iso | 0.3216  | -0.1193 | -0.088  |
|                         | MOSS    | 0.3159  | -0.4883 | 0.140   |
| First-n-Sum-Sample      | $\gamma$-Iso | 0.2213  | 0.2234  | 0.763   |
|                         | MOSS    | 0.5643  | -0.0273 | 0.293   |
| First-n-Sum-Original    | $\gamma$-Iso | 0.2144  | 0.2354  | 0.798   |
|                         | MOSS    | 0.5556  | -0.0187 | 0.338   |
| Recursion-in-c          | $\gamma$-Iso | 0.4178  | 0.02822 | 0.246   |
|                         | MOSS    | 0.1173  | 0.8221  | 0.892   |
| For-loop-in-c           | $\gamma$-Iso | 0.7149  | -3.4166 | 0.198   |
|                         | MOSS    | 0.0771  | 0.7881  | 0.724   |

MAE: Mean Absolute Error, EV: Explanatory Variance, SC: Spearman’s Correlation

6.2.2 Experiment 2: In this section we address $RQ_2$ and $RQ_3$. Here, we are looking for clusters that do not have cluster overlapping. If cluster overlapping is formed, this means that the same solution appeared in multiple approaches. This is not permissible in our method. In addition, in practice, it would be impossible to say how many approaches exist before clustering. Therefore, we tried Louvain and IPCA and exclude the methods like spectral clustering [12] which use the number of clusters as input.

![Figure 3: Clustering output of Data set First-n-Sum-Sample: (a) Louvain (b) IPCA](image)

Five experiments were performed using five different size data sets and the results are given in Table 4.

Table 4: Comparison of Clustering Output

| Data set                | #GS | #EC | SCM  | CM  | #AC |
|-------------------------|-----|-----|------|-----|-----|
| Let’s Watch Football    | 27  | 4   | MOSS | Louvain | 23  |
|                         |     |     |      | IPCA | 4   |
| First-n-Sum-Sample      | 305 | 3   | MOSS | Louvain | 12  |
|                         |     |     |      | IPCA | 3   |
| First-n-Sum-Original    | 1220| 3   | MOSS | Louvain | 12  |
|                         |     |     |      | IPCA | 3   |
| Recursion in C          | 1280| 5   | MOSS | Louvain | 4   |
|                         |     |     |      | IPCA | 3   |
| For loop in C           | 1280| 4   | MOSS | Louvain | 5   |
|                         |     |     |      | IPCA | 8   |

#GS: Size of Gold standard solution set, #EC: Expected Clusters, SCM: Similarity checking method, CM: Clustering method, #AC: Actual Cluster

Louvain clustering consistently captures unique clusters, which are really different approaches.

7 MAXIMUM SIZE OF SIMILARITY GRAPH

The cost of preparing the similarity graph is quadratic in the number of gold standard solutions. For $n$ gold standard solutions, we need $\binom{n}{2}$ computations of pairwise similarity. This may lead this step to become unscalable when the number of gold standard solutions exceeds a certain value. For example, in our observation, for a data set with around 1000 gold standard solutions, the time required to compute the similarity graph may extend to several weeks on a normal PC, which may be unaffordable in most cases.

However, we have found that it is not necessary to use all the gold standard solutions for computing the similarity graph. If the number of gold standard solutions exceeds $K = 720$, our experiments have revealed that it suffices to randomly select $K$ gold standards solutions out of that and construct the similarity graph from that set.

Having an experimentally validated value of $K$ is critical to the scalability of our approach. With the assurance of having $K$, we are guaranteed that we need use no more than $K$ nodes to prepare our similarity graph. Thus, similarity graph construction despite being a $O(N^2)$ step does not become a hurdle in our approach scaling to classes of arbitrary size.

In the rest of the section, we present our experimental approach to estimate $K$. 
7.1 Inflating the Data
All output of our algorithms are compared against the ground truth which is manually estimated values, e.g., similarity between programs. Due to resource constraints, it was not feasible for us to work with gold standard solution sets of large sizes. For example, for a gold standard solution set of size 1000, we would need to estimate similarity between \( \binom{1000}{2} = 499500 \) pairs of solutions. With approximately half a minute needed to process each pair manually, this would take 249750 minutes – corresponding to nearly two human years of work!

To get around this problem, we took a gold standard solution set with \( \approx 300 \) solutions, computed the similarity graph \( G < V, E > \) for the same, and inflated this graph to three times its size using repeated graph join [6] of \( G \) with itself. The resultant graph \( G' < V', E' > \) is also a complete graph such that \( |V'| = 3|V| \). There are three nodes in \( V' \) corresponding to every node in \( V \). For any node \( v' \in V' \), we denote its counterpart in \( v \in V \) as \( M_V(v') \). Likewise, each edge \( e' \in E' \) has a counterpart \( e \in G \) denoted by \( M_E(e') \). The weights of the edges in \( E' \), with its source and destination nodes denoted by \( e'.s \) and \( e'.d \) respectively, are computed as follows:

\[
W(e') = \begin{cases} 
W(M_E(e')) & \text{if } M_V(e'.s) \neq M_V(e'.d), \\
1 & \text{otherwise}
\end{cases}
\]

### 7.1.1 Justification
We believe that the method of inflating the similarity graph size presented above is useful and justified. Given that the programs we are dealing with are small, a similarity graph created from an originally large set of gold standard solutions tends to have very similar information as another similar sized graph generated from a smaller sized data using repeated graph joins. Our observation on all large data sets we have seen so far also indicates without exception that we cease to see any noticeable variations in solutions after having processed a certain number of them.

7.2 Experimental estimation of the Maximum Size

**Definition 7.1.** Clustering Agreement: Let \( C \) and \( C' \) be a clustering defined on a graph \( G \) and \( G' \) respectively, where \( G' \) is an induced subgraph of \( G \). The clustering \( C' \) is said to agree with \( C \) (denoted by \( C' \sqsubseteq C \)) iff:

- The number of clusters in \( C' \) is equal to the number of clusters in \( C \).
- For each node cluster \( c_i \) in \( C \), there exists a node cluster \( c'_i \) in \( C' \) such that \( c'_i \sqsubseteq c_i \).

With the inflated similarity graph \( G' \) we first compute the cluster, denoted by \( C \). We randomly sample a subgraph \( G_i \) of \( G' \) having \( k_i \) nodes. If, for 5 repetitions of this step, we find \( G_i \) to result clusters \( C'_i \) such that \( C'_i \sqsubseteq C \), then we conclude that \( k_i \geq K \), the maximum size required for the similarity graph. We repeat this step for progressively smaller values of \( k_i \). The smallest \( k_i \) for which \( C'_i \sqsubseteq C \) is considered as \( K \).

Note that \( K \) is an experimental estimate of the maximum required size of the similarity graph for programs which are comparable to the ones we have considered. \( K \) may assume other values for programs which are much larger, or use a different programming language. The actual relation between \( K \) and the characteristics of the program in consideration is an interesting research question which we have not tried to address directly here. However, it is noteworthy that the approximate range within which we have experimentally located the value of \( K \) is precise enough to be practically useful for our purpose.

### Table 5: Experimental estimation of maximum size of similarity graph

| Example            | Number of nodes | \( K \) | #EC | #AC |
|--------------------|-----------------|--------|-----|-----|
| First-n-Sum-Original | 1220            | 720    | 3   | 5   |
| Recursion in C     | 1280            | 700    | 5   | 4   |
| For loop in C      | 1280            | 690    | 4   | 5   |

#EC: Expected Clusters, #AC: Actual Clusters

We conducted this experiment with different data sets as presented in Table 5. We observe, that for all data sets, \( K \approx 700 \) for the programs we have considered.

8 CONCLUSION
Neither a purely testing based approach, nor a purely static analysis based approach can completely mimic the judgements of a human evaluator for evaluating programming assignments. In this paper, we have introduced a novel approach for automated evaluation of programming assignments that combines testing and static analysis approach including machine learning. One of the most important features of this approach is its ability to discover the various solution approaches to the programming problem done by mining the set of submitted solutions. This frees the instructor/evaluator from the unrealistic requirement of imagining a priori all possible approaches that may be employed by the students to solve a programming problem. This paper presents in detail this aspect of our automated evaluation approach. Our experiments establish that our method successfully discovers the different solution approaches in the set of submitted solutions. We have presented multiple experiments to provide pragmatic pointers that may help in tuning this step for increased reliability (Section 6). We have also presented an experimental evidence that the computational complexity of our approach detection method is effectively independent of the number of submitted solutions (Section 7). This means that our method scales well to arbitrarily large class sizes.

The approach detection method presented in the paper is a part of an automated evaluation approach introduced in Section 4 of this paper. The approach essentially has three main modules: similarity estimation, approach detection and marking. Our current research efforts are directed towards developing algorithms for each of these modules. Concurrently, design of the overall approach is about combining each of these three modules in the best configuration. This will be one of the focus areas of our future efforts in this project.
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