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Abstract: The transverse momentum distribution of the $t\bar{t}$ system is of both experimental and theoretical interest. In the presence of azimuthally asymmetric divergences, pursuing resummation at high logarithmic precision is rather demanding in general. In this paper, we propose the projected transverse momentum spectrum $d\sigma_{t\bar{t}}/d\vec{q}_T$, which is derived from the classical $q_T$ spectrum by integrating out the rejection component $q_{\perp}$ with respect to a reference unit vector $\vec{\tau}$, to serve as an alternative solution to remove these asymmetric divergences, in addition to the azimuthally averaged case $d\sigma_{t\bar{t}}/d|\vec{q}_T|$. In the context of the effective field theories, SCET\textsubscript{II} and HQET, we will demonstrate that in spite of the $q_{\perp}$ integrations, the leading asymptotic terms of $d\sigma_{t\bar{t}}/d q_T$ still observe the factorisation pattern in terms of the hard, beam, and soft functions in the vicinity of $q_T = 0$ GeV. Then, with the help of the renormalisation group equation techniques, we carry out the resummation at NLL+NLO, N\textsuperscript{2}LL+N\textsuperscript{2}LO, and approximate N\textsuperscript{2}LL'+N\textsuperscript{2}LO accuracy on three observables of interest, $d\sigma_{t\bar{t}}/d\vec{q}_{T,\text{in}}$, $d\sigma_{t\bar{t}}/d\vec{q}_{T,\text{out}}$, and $d\sigma_{t\bar{t}}/d\Delta\phi_{t\bar{t}}$, within the domain $M_{t\bar{t}} \geq 400$ GeV. The first two cases are obtained by choosing $\vec{\tau}$ parallel and perpendicular to the top quark transverse momentum, respectively. The azimuthal de-correlation $\Delta\phi_{t\bar{t}}$ of the $t\bar{t}$ pair is evaluated through its kinematical connection to $\vec{q}_{T,\text{out}}$. This is the first time the azimuthal spectrum $\Delta\phi_{t\bar{t}}$ is appraised at or beyond the N\textsuperscript{2}LL level including a consistent treatment of both beam collinear and soft radiation.
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1 Introduction

Hadroproduction of top-antitop pairs plays a pivotal part in the physics programme of the LHC experiments due to its role in the precise extractions of fundamental parameters of the Standard Model (SM). It has thus drawn plenty of theoretical and experimental attention in the recent years. On the experimental side, the inclusive top-pair production cross section has been measured at the colliding energies \( \sqrt{s} = 5.02 \text{ TeV} \) [1–4], 7 TeV [5–7], 8 TeV [6, 9], 13 TeV [10–16] and 13.6 TeV [17], respectively, whilst a large number of the differential spectra have been published in the latest analyses [12, 16, 18–21], including the transverse momentum of the \( tt \) system \( q_T \), the invariant mass of the top quark pair \( M_{tt} \), and the azimuthal opening angle of the top and antitop quarks \( \Delta \Phi_{tt} \). Theoretical calculations of these spectra also have since long attracted a lot of interest in the community. While NLO QCD corrections to top-pair production were determined already some time ago [22–25], recent advances have reached the NNLO accuracy [26–32]. Top-quark decay effects were considered in [33–37] and the electroweak (EW) corrections in [30, 38–45]. Along with the progress made in fixed-order calculations, in a bid to improve the perturbative convergence and in turn the predictivity of the theoretical results, resummed calculations have also been carried out within a variety of frameworks and the kinematical limits. Examples include the mechanic threshold [46–56], the top-quark pair production threshold [57, 63], the low transverse momentum domain [64, 68], and the narrow jettiness regime [69]. Very recently, the combination of the fixed-order results with a parton shower has been
This work will investigate the projection of the $t\bar{t}$ system’s transverse momentum with respect to a reference unit vector $\vec{r}$ on the azimuthal plane, more explicitly, $q_t \equiv |\vec{q}_t| \equiv |\vec{q}_t \cdot \vec{r}|$. In contrast to the traditional transverse momentum spectrum $d\sigma_{tt}/dq_T$, $q_T = |\vec{q}_T|$, where both components of $\vec{q}_T$ are measured and thereby constrained, the present observable $d\sigma_{tt}/dq_t$ only concerns the projected piece $|\vec{q}_T|$, leaving the perpendicular part $\vec{q}_{\perp}$ unresolved and, hence, it should be integrated out. As will be demonstrated in this paper, the act of integrating out the perpendicular components will introduce new and distinguishing features to the $q_T$ spectrum, particularly in regards to the treatment on the azimuthal asymmetric contributions [66,67,72,73].

Induced by the soft and collinear radiation, the fixed-order calculation of the $q_t$ distribution exhibits substantial higher-order corrections in the small $q_t$ region. This, thus, necessitates a resummation of the dominant contributions in this regime to all orders to stabilise the perturbative predictions. In order to accomplish this target, one of the prerequisite conditions is to determine the dynamic regions driving the asymptotic behaviour in the limit $q_T \to 0$. For the classic transverse momentum resummation, this analysis was first presented for Drell-Yan production in [74] by means of inspecting the power laws of a generic configuration on the pinch singularity surface [75–77]. It was proven that the leading singular behaviour in the small $q_T$ domain was well captured by the beam-collinear, soft, and hard regions. However, this conclusion cannot be straightforwardly applied onto the $q_t$ resummation in top-pair production, as the deep recoil configuration $|\vec{q}_T| \sim M_{tt} \gg q_T$, which stems from the integral over the perpendicular component, was kinematically excluded in [74]. Therefore, for delivering an honest and self-consistent study on $d\sigma_{tt}/dq_t$, this work will reappraise the scalings of the relevant configurations, comprising both the $q_T$-like configuration $M_{tt} \gg |\vec{q}_{\perp}| \sim q_T$ and the asymmetric one $|\vec{q}_{\perp}| \sim M_{tt} \gg q_T$.

To this end, we will exploit the strategy of expansion by regions [78–81] to motivate the momentum modes governing the low $q_T$ regime, which will cover the beam-collinear, soft, central-jet, and hard regions. Then, the soft-collinear effective theory (SCET) [82–91] and the heavy quark effective theory (HQET) [92–95] are used to embody those dynamic modes, thereby calculating the effective amplitudes and the respective differential cross sections. After carrying out a multipole expansion, the results constructed by those dynamic regions all reflect the unambiguous scaling behaviors, which can be determined from the power prescriptions of the relevant effective fields. From the outcome, we point out that the leading asymptotic behavior of $d\sigma_{tt}/dq_T$ is still resultant of the symmetric configuration $M_{tt} \gg |\vec{q}_{\perp}| \sim q_T$, which is in practice dictated by the beam-collinear, soft, and hard momenta, akin to the case of $d\sigma_{tt}/dq_T$, whereas the contributions from the $|\vec{q}_{\perp}| \sim M_{tt} \gg q_T$ pattern are suppressed by at least one power of $\lambda_t \equiv q_T/M_{tt}$.

Upon the identification of the leading regions, we make use of the decoupling properties of the soft modes [58,82] to derive the factorisation formula for $d\sigma_{tt}/dq_T$. Owing to the integration over $|\vec{q}_{\perp}|$, the impact space integrals herein are all reduced from 2D to 1D. Thus, the azimuthal asymmetric contributions, which in principle contain divergent terms in the asymptotic regime in the general $d\sigma_{tt}/dq_T$ cross section after completing the inverse Fourier transformations, do not contribute any divergences to the $q_T$ spectrum. This is the second $\vec{q}_T$-based observable free of asymmetric singularities in addition to the azimuthally averaged spectra $d\sigma_{tt}/dq_T$ [63,65,68].

To implement the resummation, we employ the renormalisation group equations (RGE) and the rapidity renormalisation group equations (RaGE) to evolve the intrinsic scales in the respective ingredients and in turn accomplish the logarithmic exponentiations [98,99]. Alternative approaches can also be found in [100,109]. For assessing the resummation accuracy, we take the logarithmic counting rule $L_M \sim \alpha_s^{-1} \sim \lambda_L^{-1}$ throughout and organise the perturbative corrections to the relevant sectors in line with the following prescription,

$$
\frac{d\sigma_{tt}}{dq_t} \sim \sigma_{tt}^{\text{Born}} \exp \left[ \sum_{\substack{\text{LL} \rightarrow \text{NLL}, \text{NLL}' \rightarrow \text{N}^3 \text{LL}, \text{N}^3 \text{LL}' \rightarrow \text{N}^4 \text{LL} \cdots}} \frac{L_M f_0(\alpha_s L_M)}{\text{LL}} + f_1(\alpha_s L_M) + \alpha_s f_2(\alpha_s L_M) + \alpha_s^2 f_3(\alpha_s L_M) + \ldots \right]
\times \left\{ 1(\text{LL}, \text{NLL}) + \alpha_s(\text{NLL}', \text{N}^2 \text{LL}) + \alpha_s^2(\text{N}^2 \text{LL}', \text{N}^3 \text{LL}) + \alpha_s^3(\text{N}^3 \text{LL}', \text{N}^4 \text{LL}) + \ldots \right\}.
$$

Therein, the desired precisions of the anomalous dimensions are specified between the square brackets in the exponent as for a given logarithmic accuracy, while the according requirements on the fixed-order elements are presented within the curly brackets. In this work, we will evaluate and compare the resummed $q_T$ spectra on the next-to-leading-logarithmic (NLL), $\text{N}^2 \text{LL}$, and approximate $\text{N}^2 \text{LL}'$ ($\text{aN}^2 \text{LL}$) levels.

The paper is structured as follows. In Sec. 2 we will utilise the strategy of expansion by dynamic regions [78,81] and effective field theories, i.e. SCET [89,91] and HQET [92,95], to derive the factorisation...
formula governing the leading asymptotic behaviour of $d\sigma_{tt}/dq_\tau$ in the limit $q_\tau \to 0$. Then, the (rapidity) renormalisation group equations will be solved in Sec. 3 for the respective sectors participating into the factorisation formula, from which we exponentiate the characteristic logarithmic constituents in the impact space and thereby accomplish the resummation of the singular terms in the momentum space. Sec. 4 will be devoted to the numeric evaluations on the spectra $q_T$. Therein, we will at first validate the approximations of our factorisation formula up to N$^4$LO, and then present the resummation improved differential distributions for three particular observables, $d\sigma_{tt}/q_{T,\text{in}}$, $d\sigma_{tt}/q_{T,\text{out}}$, and $d\sigma_{tt}/\Delta\phi_{tt}$. $q_{T,\text{in(out)}}$ is a special case of $q_\tau$ on the choice of $\vec{\tau}$ parallel (perpendicular) to the top quark transverse momentum, while $\Delta\phi_{tt}$ represents the azimuthal de-correlation of the $t\bar{t}$ pair and can be extracted through its kinematical connection to $q_{T,\text{out}}$. Finally, we will offer some concluding remarks in Sec. 5.

2 Factorisation

2.1 Kinematics and the factorised cross section

We start this section with the elaboration on the kinematics. As illustrated in Fig. 1 the main concern of this work is on the interplay between a reference unit vector $\vec{\tau}$ and the transverse momentum $\vec{q}_T$ of the $t\bar{t}$ system. By means of the reference vector $\vec{\tau}$, the choice of $\vec{q}_T$ parallel (perpendicular) to the top quark transverse momentum, while $\Delta\phi_{tt}$ represents the azimuthal de-correlation of the $t\bar{t}$ pair can be extracted through its kinematical connection to $q_{T,\text{out}}$.

Figure 1: The kinematics on the transverse plane in the laboratory reference frame. $\vec{P}^\perp_{t(t)}$ stands for the transverse momentum of the (anti-)top quark. $\Delta\Phi_{tt}$ is the azimuthal opening angle between the top and anti-top quarks. $\vec{\tau}$ is a unit reference vector in the transverse plane.

We perform the integral of $q_\tau$ in Eq. (2.2), it is of essence to establish suitable kinematical boundaries to fulfill energy-momentum conservation condition. To this end, we introduce the function $\Theta_{\text{kin}}$ to impose the
following constraints,

\[
\Theta_{\text{kin}} = \Theta \left[ \sqrt{s} - M_{T}^{(f)} - |\vec{q}_f| \right] \Theta \left[ M_{T}^{(f)} - m_T^{(t)} - m_T^{(q)} \right] \Theta \left[ \frac{(M_{T}^{(f)} + s)^2}{4 s M_{T}^{(f)}} - 1 - |Y_{tt}| \right],
\]

(2.3)

where \(\Theta[\ldots]\) is the usual Heaviside function. Therein, \(m_T^{(t)}\) and \(m_T^{(q)}\) are the transverse masses of the top and anti-top quarks in the LF, respectively. Finally, Eq. (2.2) also entails \(\Sigma_{tt}\), encoding the contributions from all partonic processes, defined as,

\[
\Sigma_{tt} = \sum_{i,j} \int_{x_0}^{1} \frac{dx_i}{x_i} \frac{dx_j}{x_j} f_{i/N}(x_i) f_{j/N}(x_j) \sum_{r} \int \prod_{m} d\Phi_{km} (2\pi)^4 \delta^4 \left( p_i + p_j - p_t - p_{\bar{t}} - \sum_{m} k_m \right)
\]

\[
\times \sum_{\text{hel.,col.}} |M(i + j \rightarrow t + \bar{t} + X)|^2.
\]

Here \(f_{i/N}(x)\) is the parton distribution function (PDF) for the parton \(i\) within the proton \(N\) carrying the momentum fraction \(x\). \(d\Phi_{km}\) characterises the phase space integral of the \(m\)-th emitted parton, that is,

\[
d\Phi_{km} \equiv \frac{d^4 k_m}{(2\pi)^4} \delta(k_m^2) \Theta(k_m^0) = \frac{1}{2} \frac{dy_m}{2\pi} \frac{d^2 \vec{k}_m}{(2\pi)^2},
\]

(2.4)

where \(y_m\) and \(\vec{k}_m\) indicate the rapidity and transverse momentum of the occurring emission, respectively. \(|M|^2\) is the squared transition amplitude for the partonic processes of the indices indicated. Substituting Eq. (2.4) into Eq. (2.2), it is ready to perform the fixed-order calculations of the spectra of \(q_T\). In the vicinity of \(q_T = 0\) GeV, however, this perturbative expansion fails to converge, and an asymptotic expansion of \(d\sigma_{tt}/dq_T\) can be carried out in the small parameter \(\lambda_T \equiv q_T/M_{tt}\),

\[
\frac{d\sigma_{tt}}{dq_T} \sim \sigma_B^{tt} \sum_{m,n} \left[ \alpha_s(M_{tt}) \right]^m \left[ \frac{c_{m,n}^{(0)} \ln^n(\lambda_T)}{\lambda_T} + c_{m,n}^{(2)} \ln^n(\lambda_T) \right]_{\text{N}^2\text{LP}} + \ldots,
\]

(2.5)

indicating the leading, next-to-leading and next-to-next-to-leading power terms in \(\lambda_T\), labelled LP, NLP, and \(N^2\text{LP}\), respectively. Therein, \(\sigma_B^{tt}\) is the Born level total cross section of the process \(pp \rightarrow t\bar{t} + X\), \(\alpha_s\) denotes the strong coupling constant, and \(c_{m,n}^{(k)}\) represents the coefficient for the asymptotic constituent with the superscript \(k\) specifying the occurring power. Thus, conventionally, the leading power terms \(c_{m,n}^{(0)} \ln^n(\lambda_T)/\lambda_T\) are associated with the most singular behaviors in the low \(q_T\) domain and also the main concern of this work. It is important to note, that also the next-to-leading power terms, \(c_{m,n}^{(1)} \ln^n(\lambda_T)\), are divergent as \(\lambda_T \to 0\).

### 2.2 Dynamic regions

Based on the strategy of expansion of dynamic regions [89–91], the asymptotic series of Eq. (2.5) can be interpreted with the aid of a set of regions from the phase space and loop integrals. This work, in particular, will choose the formalism of [81]. We base the definition of our regions on the criterion of domain completeness, i.e. the existence of a set of non-intersecting dynamic regions that cover the whole integration domain. This criterion plays an essential role in consistently extrapolating the expanded integrands from their own convergent domains to the entire integration ranges. Other constraints are also imposed therein, including the regularisation of the expanded integrands and the (at least partial) commutativity amongst the asymptotic expansions. The former case can be fulfilled by introducing the rapidity regulator [96] in implementing the SCET\text{II} formalism [69]. However, for the latter criterion, we assume that all the non-commutative dynamic regions, such as the collinear-plane modes [81], will cancel out in the eventual \(q_T\) spectra. It merits noting that, this ansatz, together with the proposal of [81], has been scrutinised only within the one-loop integrals in the various kinematical limits. We regard their effectiveness on \(t\bar{t}\) hadroproduction as the primary hypothesis in this work. Recent developments on the criteria to implement the region analysis can be found in [112–114].
As the first application of the domain completeness, we explore the relevant modes for the $q_{τ,z}$ integral here. From Eq. (2.2), two types of scales will be involved, one of $O(q_τ)$ and the other of $O(M_t)$. In order to disentangle the influences of those two scales and to also fulfill the constraints of [81], we identify the dynamic regions for the rejection component as follows

Isotropic-recoil: $M_t \gg |\vec{q}_{τ,z}| \sim q_τ$,

Asymmetric-recoil: $|\vec{q}_{τ,z}| \sim M_t \gg q_τ$.

(2.7)

(2.8)

To precisely separate both regimes and still cover the complete integration range, we introduce the auxiliary boundary $Λ_τ$ satisfying $M_t \gg Λ_τ \gg q_τ$, from which the two non-intersecting intervals read $|\vec{q}_{τ,z}| \lesssim Λ_τ$ and $Λ_τ \lesssim |\vec{q}_{τ,z}|$. However, as demonstrated in [81], those auxiliary boundary dependences will all drop out after assembling all relevant domains. Their dependence is thus dropped in the following. An analogous analysis is also applied to the phase space integral for the real emissions in Eq. (2.5), which leads to,

$$\text{Soft : } y_m \sim 0, \quad |\vec{k}_m^⊥| \sim q_τ,$$  

$$\text{Beam-collinear-n : } y_m \sim + \ln \lambda_τ, \quad |\vec{k}_m^⊥| \sim q_τ,$$  

$$\text{Beam-collinear-\bar{n} : } y_m \sim - \ln \lambda_τ, \quad |\vec{k}_m^⊥| \sim q_τ,$$  

$$\text{Jet-collinear-n}_3 : y_m \sim 0, \quad |\vec{k}_m^⊥| \sim M_t.$$

(2.9)

(2.10)

(2.11)

(2.12)

Therein, the decomposition of the $\vec{k}_m^⊥$ integration range respects a similar pattern as the $q_{τ,z}$ case. The rapidity integrals are broken down with respect to the reference points $\pm \Lambda y_m$ with the relationship $0 \ll \Lambda y_m \ll \ln \lambda_τ$, from which three non-overlapping regions emerge, $y_m \lesssim - \Lambda y_m$, $- \Lambda y_m \lesssim y_m \lesssim \Lambda y_m$, and $\Lambda y_m \lesssim y_m$. As before, the dependence on the auxiliary boundary $Λ y_m$ cancels, and we omit it in the following. In addition, please note that in deriving Eq. (2.12) the super-hard-collinear domains $y_m \sim \pm \ln \lambda_τ$ and $|\vec{k}_m^⊥| \sim M_t$ are ignored as they explicitly contradict the energy-momentum conservation condition in Eq. (2.4).

Apart from the above momentum modes, the amplitudes in Eq. (2.4) also contain the loop integrals. A region analysis of this case can proceed in principle in a similar way as for the real emission corrections. However, due to the variability in the off-shellness and the varying multiplicity of the external particles, exhausting all relevant circumstances herein is usually more challenging. To this end, this work will utilise momentum regions that can lead to pinched singularities (PS) in a hadron collider process [74][77][115][116], which in general consists of hard, collinear, soft, Coulomb, and Glauber regions. During our calculation, to circumvent the complexity induced by Coulomb singularities, we introduce the lower cutoff upon $M_t$ in the phase space integral to stay clear of the $t \bar{t}$ production threshold. In order to cope with the remaining hard, collinear, and soft components, we apply effective field theories, i.e. SCETII [89][91] and HQET [92][95], onto the massless and heavy partons, respectively. Regarding Glauber gluon exchanges, even though their cancellation for inclusive observables has been demonstrated in colour-singlet production in hadronic collisions using a variety of approaches [117][120], a systematic discussion of their effects on the production of coloured systems, like hadronic $t \bar{t}$ pair production, is still absent. While leftover soft contributions were observed in $t \bar{t}$ production in the context of light-cone ordered perturbation theory [121][123], it nevertheless deserves further confirmation from perturbative QCD, in particular as to whether those soft remnants are eikonalisable or not [124][125].

In this work, we will follow the approach of [66][67], and assume the irrelevance of the Glauber contributions. Recent developments in generalizing SCET to encode the Glauber interactions can be found in [124][126][129].

We are now ready to summarise the dynamic modes presiding over the virtual and real corrections to the $q_τ$ spectra,

Hard : $k_h \sim M_t \left[ O(1), O(1), O(1) \right]_n$,

Soft : $k_s \sim M_t \left[ O(λ_τ), O(λ_τ), O(λ_τ) \right]_n$,

Beam-collinear-n : $k_c \sim M_t \left[ O(λ_τ), O(λ_τ), O(λ_τ) \right]_n$,

Beam-collinear-\bar{n} : $k_{\bar{n}} \sim M_t \left[ O(λ_τ^2), O(1), O(λ_τ) \right]_n$,

Jet-collinear-n_3 : $k_3 \sim M_t \left[ O(1), O(λ_τ^2), O(λ_τ) \right]_n$.

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

In writing those momentum modes, the light-cone coordinate system has been applied, from which an arbitrary momentum $p^µ$ are decomposed and reforged as

$$p^µ = \frac{p \cdot n_k}{2} n_k^µ + \frac{p \cdot n_k}{2} n_k^µ + p^µ_{n_k} = \frac{p_{n_k}}{2} n_k^µ + \frac{p_{n_k}}{2} n_k^µ + p^µ_{n_κ} = \left[ p_{n_k}, p_{n_k}, p_{n_k} \right]_n.$$

(2.18)
Therein, \( n_k \) and \( \bar{n}_k \) are two light-like vectors with the normalisation conditions \( n_k \cdot \bar{n}_k = 2 \) and \( n_0^k = \bar{n}_0^k = 1 \). Throughout this paper, we will make use of the symbols \( n (\bar{n}) \) and \( n_J \) to characterise the positive (negative) beam and jet directions, respectively. In accordance with Eq. (2.13), at least one of the transverse components of the vector \( n_J^\mu \) should be non-vanishing. In establishing Eqs. (2.14)-(2.17), the offshellnesses of the collinear and soft fluctuations are assigned to be of \( \mathcal{O}(\lambda^2) \) so as to accommodate the projected transverse momentum. The hard-collinear degree of freedom, e.g., \( k_{hc} \sim M_t \mathcal{O}(\lambda), \mathcal{O}(1), \mathcal{O}(\sqrt{\lambda}) \), is neglected in the analysis as it always results in a scaleless integral for the leading power accuracy investigated in this paper.

By comparison with the calculations on \( \frac{d\sigma_{tt}}{dq_T} \) of [64,68,130], in addition to the common pattern of the hard, beam-collinear, and soft regions, this work will also take into account the central jet mode as shown in Eq. (2.17). For the low \( q_T \) domain, the subleading nature of the jet region has been demonstrated in [74,131] by analyzing the powers of the relevant PS surfaces. This conclusion is also expected to hold for our symmetric configuration in Eq. (2.7). Nevertheless, aside from the isotropic recoil, the region expansion strategy in [81] also leads to the asymmetric configuration of Eq. (2.8) participating in the \( q_T \) spectra. In light of the different scaling behaviors in both regions, it is \textit{a priori} not clear whether the conclusion in [74,131] derived for the isotropic pattern of Eq. (2.7) is still applicable to the asymmetric configuration of Eq. (2.8). To this end, we will revisit the power rules of all the relevant configurations induced by Eqs. (2.7)-(2.8) and Eqs. (2.13)-(2.17) in the following subsections.

To facilitate our discussion, we categorise the \( q_T \) spectrum according to the number of the embedded jet modes \( N_J \), more explicitly,

\[
\frac{d^5\sigma_{tt}}{dM_t^2 d^2\vec{P}_t dY_t dq_T} \rightarrow \sum_{n=0}^\infty \frac{d^5\sigma_{tt}}{dM_t^2 d^2\vec{P}_t dY_t dq_T}\bigg|_{N_J=m}.
\]

In Sec. 2.3, we will concentrate on the \( N_J = 0 \) configuration, elaborating on the factorisation properties of the occurring constituents and utilising SCET\textsubscript{II} and HQET to determine the power accuracy. Sec. 2.4 will then be devoted to all configurations comprising at least one jet. This discussion will be subdivided into Sec. 2.4.1 examining the \( N_J = 1 \) configuration as an example to present the generic scaling feature in presence of the jet mode, and Sec. 2.4.2 where we move on to the more general situation, the \( N_J \geq 2 \) contributions, enumerating all the possible scaling behaviors brought about by the various jet momenta present. At last, we will summarise our observations and compare the power prescriptions derived in EFT with those established in [74,131].

2.3 The case of \( N_J = 0 \)

![Figure 2: Dynamic regions in the \( N_J = 0 \) configuration. Herein, the black bubbles stand for the hard modes. The red bubble and springs encode the soft fluctuations connecting the heavy partons represented by the black double lines as well as the collinear modes depicted in the blue straight lines.](image)

In this part, we will discuss the dynamic regions contributing to the \( N_J = 0 \) configuration, which comprises the hard, beam-collinear, and soft regions, as exhibited in Eqs. (2.13)-(2.16). As opposed to the beam-collinear and soft regions, which can be assigned to both the phase space and loop integrals, the hard mode is only present in the virtual processes. In this regard, the transverse momentum for the \( t\bar{t} \) system observes only the isotropic pattern in Eq. (2.7), which thus permits us to perform the expansion on the kinematic
variables in Eq. (2.2) as follows,
\[
P_t^2 \bigg|_{N_J=0} = \frac{x_t \beta_{tl}}{\sqrt{1-\beta^2_{tl}}} m_t + \mathcal{O}(\lambda_t),
\]
(2.20)
where \(\beta_{tl} \equiv \sqrt{1 - 4m^2_t/M^2_t}\) with \(m_t\) denoting the mass of the (anti-)top quark. \(x_t\) is the cosine of the scattering angle of the top quark in the \(tl\) rest frame. Further,
\[
M^H_T \bigg|_{N_J=0} = M_{tl} + \mathcal{O}(\lambda_t),
\]
(2.21)
and, thus,
\[
\Theta_{\text{kin}} \bigg|_{N_J=0} = \Theta \left(\sqrt{s} - M^2_{tl}\right) \Theta \left(M_{tl} - 2\sqrt{m^2_t + (\vec{p}^2_{tl})}\right) \Theta \left[\sinh^{-1} \left(\frac{s - M^2_{tl}}{2m_{tl}\sqrt{s}}\right) - |Y_{tl}|\right] + \mathcal{O}(\lambda_t)
\]
\[
\equiv \Theta^{(0)}_{\text{kin}} + \mathcal{O}(\lambda_t).
\]
(2.22)
Please note, in the results above only the LP contributions are kept. Similarly, in the following, we define the LP term in Eq. (2.22) as \(\Theta^{(0)}_{\text{kin}}\) hereafter.

The remaining task is now to expand the partonic convolution function \(\Sigma_{tl}\) in line with Eqs. (2.13)-(2.16). This can be achieved by means of the effective field theories, i.e. SCET\(_{\Pi}\) and HQET. Therein, the beam-collinear regions are embodied in terms of the gluon and quark fields, \(A_{n(\bar{n})}\) and \(\xi_{n(\bar{n})}\) \[88,90,91,132\] in SCET\(_{\Pi}\). The soft fluctuations on the heavy (anti-)quark are encoded by the field operators \(h_{\nu}(\vec{x})\) from HQET, while those from the incoming gluons and massless quarks are reflected by the fields \(A_{s}^{[\bar{u}]}\) and \(q_{s}\) \[88,90,91\] in SCET\(_{\Pi}\). The hard mode can be taken care of by the effective Hamiltonian \(\mathcal{H}_{eff}^{[\bar{t}]\bar{t}}\) \[51\], which consists of products of Wilson coefficients and the corresponding field operators.

Up to LP, the interactions in the individual momentum regions are governed by the effective Lagrangians \[89,91,95\],
\[
\mathcal{L}_n = \xi_{n} \left(i n \cdot D_n + iD_{n\perp} \cdot i\vec{n}_{\perp} \xi_{n} - \frac{1}{\bar{n} \cdot D_{n\perp}} \right) + \frac{1}{2} \mathcal{T} \left[F_{\mu\nu}^{n \bar{n}} F_{\mu\nu}^{n \bar{n}}\right],
\]
(2.23)
\[
\mathcal{L}_a = -\frac{1}{2} \mathcal{T} \left[F_{s}^{\mu\nu} F_{s}^{\mu\nu}\right] + \frac{1}{2} i \mathcal{T} \left[A_{n_{(\bar{n})}}^{\mu} A_{s}^{\nu}\right] + \frac{1}{2} i \mathcal{T} \left[A_{n_{(\bar{n})}}^{\mu} A_{s}^{\nu}\right],
\]
(2.24)
\[
\mathcal{L}_v = \bar{h}_{\nu} \left(i \vec{d} \cdot v\right) h_{\nu} + \bar{\chi}_{v} \left(i \vec{d} \cdot v\right) \chi_{v},
\]
(2.25)
where \(D_{n(\bar{n})}^{\mu} \equiv \partial^{\mu} - ig_{s}A_{n(\bar{n})}^{\mu}\) and \(F_{n(\bar{n})}^{\mu\nu} \equiv (i/g_{s})[D_{n(\bar{n})}^{\mu},D_{n(\bar{n})}^{\nu}]\) stand for the covariant derivative and the field strength tensor for the collinear (soft) fields \(A_{n(\bar{n})}^{\mu}\), respectively. The Lagrangian \(\mathcal{L}_{n}\) can be obtained by exchanging \(n \leftrightarrow \bar{n}\) in \(\mathcal{L}_{n}\). In deriving Eqs. (2.23)-(2.25), the decoupling transformations \[58,88\] have already been performed to strip the soft particle of the collinear and heavy partons. As a result, the (anti-)top quark is free of any interactions at this point, while the collinear partons only communicate with themselves. The LP contribution of \(\Sigma_{\ell}\) can be found through assembling the amplitudes induced by \(\mathcal{H}_{eff}^{[\bar{t}]\bar{t}}\) and the effective Lagrangians in Eqs. (2.23)-(2.25), and we follow the scheme of \[51,65\] to construct the hard contributions. In light of the rapidity divergences arising from the soft and collinear integrals, the exponential regulator proposed in \[98,99\] is applied throughout. Finally, the decoupling nature of the Lagrangians in Eqs. (2.23)-(2.25) allows us to rewrite \(\Sigma_{\ell}\) as,
\[
\Sigma_{\ell} \bigg|_{N_J=0} = \frac{8\pi^2}{M^H_{\ell}} \sum_{\mathcal{J}} d^2 \vec{b}_{\ell} \exp \left(\vec{b}_{\ell} \cdot \vec{q}_{\ell}\right) \sum_{\mathcal{J}} \left|\langle \vec{b}_{\ell} | M_{\ell}, \beta_{\ell t}, x_t, Y_{\ell t}, \mu, \nu \rangle \right| W_{\ell} W_{\ell}^*,
\]
(2.26)
where \(\vec{b}_{\ell}\) is the impact parameter introduced during the Fourier transformation. \(\Sigma_{\ell}\) includes the contributions from all channels \(\mathcal{J} \in \{g_{u}g_{u}, g_{d}g_{d}, g_{s}g_{s}, g_{c}g_{c}, g_{b}g_{b}\}\), with \(i, j \in \{u, d, c, s, b\}\) indicating the flavour of the quark field. \(\mu\) and \(\nu\) are the scales associated with the virtuality and rapidity renormalisations, respectively. Finally, \(W_{\ell}\) and \(W_{\ell}^{*}\) are the heavy parton correlation functions,
\[
W_{\ell} = \frac{1}{4m_{t}N_{c}} \mathcal{T} \left| h_{\nu_{t}} (0) | l \rangle (l) h_{\nu_{t}} (0) \right| 1 + \frac{i}{2} \chi_{v_{t}} (0) | 0 \rangle = 1,
\]
(2.27)
\[
W_{\ell}^{*} = -\frac{1}{4m_{t}N_{c}} \mathcal{T} \left| \bar{\chi}_{v_{t}} (0) | l \rangle (l) \bar{\chi}_{v_{t}} (0) \right| 1 + \frac{i}{2} \chi_{v_{t}} (0) | 0 \rangle = 1,
\]
(2.28)
where $N_c = 3$ is the colour factor. $v_{i(t)}$ is the velocity of the (anti)top quark in the rest frame of the $t\bar{t}$ system. Considering that the (anti-)top quark up to the LP accuracy amounts to a free particle, the correlation functions $\mathcal{W}_{i(t)}$ will never receive any perturbative corrections. Therefore, in the second steps of Eqs. (2.27)-(2.28), we evaluate them using the tree-level expressions. Apart from the correlation function $\mathcal{W}_{i(t)}$, Eq. (2.26) entails the partonic cross sections $\bar{\Sigma}^{[c]}_{it}$ as well, which are built by suitably combining beam-collinear, soft and hard functions,

\[
\bar{\Sigma}^{[c]}_{it}(\bar{b}_T, M_{tt}, \beta_{tt}, x_t, Y_{tt}, \mu, \nu) = \left(\frac{1}{2N_c}\right)^2 \frac{E_n^{[c]}(\eta_n, \beta_T, \mu, \nu) B_n^{[c]}(\eta_n, \beta_T, \mu, \nu)}{\sum_{\alpha, \beta} \{ \mathcal{H}^{[i]}_{\alpha\beta}(M_{tt}, \beta_{tt}, x_t, \mu) S_{[g_n; g_n]}^{\alpha\beta}(\bar{b}_T, \mu, \nu) \}}, \tag{2.29}
\]

\[
\bar{\Sigma}^{[g_n,g_n]}_{it}(\bar{b}_T, M_{tt}, \beta_{tt}, x_t, Y_{tt}, \mu, \nu) = \left(\frac{1}{N_c}\right)^2 \sum_{\alpha, \beta, h_n, h_n', h_n''} \{ \mathcal{H}^{[g_n,g_n]}_{\alpha\beta}(M_{tt}, \beta_{tt}, x_t, \mu) S_{[g_n; g_n]}^{\alpha\beta}(\bar{b}_T, \mu, \nu) \}
\]

where the momentum fractions $\eta_n$ and $\bar{\eta}_n$ are defined as $\eta_n = M_{tt} e^{Y_{tt}^I}/\sqrt{s}$ and $\bar{\eta}_n = M_{tt} e^{-Y_{tt}^I}/\sqrt{s}$, respectively. The expression for $\bar{\Sigma}^{[c]}_{it}$ can be derived by exchanging the labels $n \leftrightarrow \bar{n}$. $\mathcal{H}^{[i]}_{\alpha\beta}$ and $\mathcal{H}^{[g_n,g_n]}_{\alpha\beta,h_n,h_n',h_n''}$ are the hard functions for the quark and gluon initiated processes, respectively. The indices $\alpha$ and $\beta$ label the colour states to track the full colour correlation between the hard and the soft functions detailed below. Similarly, the $h_n$, $h_n'$, $h_n''$ and $h_n''$ denote the polarisation states of the incoming gluons to capture all off-diagonal correlation effects of the beam-collinear and hard functions. Please note, that the beam-hard function correlation for massless quarks is devoid of off-diagonal contributions.

The hard functions now account for the LP contributions from the deep off-shell region in Eq. (2.13). Their expressions read \[51^{1}\,[65].\]

\[
\mathcal{H}^{[g_n,g_n]}_{\alpha\beta}(M_{tt}, \beta_{tt}, x_t, \mu) = \sum_{\alpha', \beta'} \left( Z_n^{h_n\alpha'-h\alpha} \right)^* Z_{\bar{n}}^{h_n\beta'-\bar{h}\beta} \sum_{\{a,a',h\}} e_{\alpha\beta}^{gq}(\alpha') e_{\alpha\beta}^{gq}(\beta') c_{q^q}^{(\alpha')} c_{q^q}^{(\beta')} \times \mathcal{M}^{(g_nh_n^{\alpha})} (\eta_n^{a\alpha} \eta_n^{h\alpha}) \mathcal{M}(g_n^{h_n^{\alpha}} \eta_n^{a\alpha} \eta_n^{h\alpha}) \tag{2.32}
\]

where $\mathcal{M}$ denotes the amplitude for the partonic process $gq \rightarrow t\bar{t}$ or $gg \rightarrow t\bar{t}$. Therein, the variables $a_i (i = 1, \ldots, 4)$ are introduced for the colour states of the individual external particles. In particular, every $a_i$ runs over the set $\{1, \ldots, 3\}$ for quarks and anti-quarks, and $\{1, \ldots, 8\}$ for gluons. Also, to facilitate our calculation, the orthonormal colour bases $c_{\alpha}^{(gq)}$ and $c_{\alpha}^{(gg)}$ are exploited in Eqs. (2.31)-(2.32), more explicitly,

\[
e_{\alpha_1 a_2 a_3 a_4}^{gq} = \frac{1}{3} \delta_{\alpha_1 a_2} \delta_{a_3 a_4}, \quad e_{\alpha_1 a_2 a_3 a_4}^{gg} = \frac{1}{6 \sqrt{2}} \sum_{c} T_{\alpha_1 a_2 a_3 a_4}^{c c}, \tag{2.33}
\]

\[
e_{\alpha_1 a_2 a_3 a_4}^{gq} = \frac{1}{6 \sqrt{6}} \delta_{\alpha_1 a_2} \delta_{a_3 a_4}, \quad e_{\alpha_1 a_2 a_3 a_4}^{gg} = \frac{i}{2 \sqrt{3}} \sum_{c} f_{a_1 a_2 a_3}^{c c} T_{a_4 a_2 a_3}^{c c}, \quad e_{\alpha_1 a_2 a_3 a_4}^{gg} = \frac{1}{2 \sqrt{3} \sqrt{5}} \sum_{c} d_{a_1 a_2 a_3}^{c c} T_{a_4 a_2 a_3}^{c c}, \tag{2.34}
\]

where $T_{a_b}$ stands for the generator in the fundamental representation of the SU(3) group. $f_{a b c}$ and $d_{a b c}$ mark the antisymmetric and symmetric structure constants for the SU(3) group, respectively. As alluded to above, in calculating the hard functions, due to the absence of spin-correlations for external quarks, we take the sum over all the helicity configurations for the quark channel, while, to capture the non-diagonal gluon polarisation effects, the explicit dependence of $\mathcal{H}^{[g_n,g_n]}_{\alpha\beta,h_n,h_n',h_n''}$ on the gluon helicities is retained.

To evaluate the amplitudes in Eqs. (2.31)-(2.32), we make use of the on-shell prescription to renormalise the top quark mass and the $n_f = 5$ active flavor scheme to handle the UV divergences from the strong coupling.
The remaining singularities are of infrared origin, and are subtracted by means of $Z_{[q_n q_a]}^h$ and $Z_{[q_n q_a]}^h$ following the method in [134]. Up to NLO, the amplitudes of all the helicity and colour configurations can be extracted from RECOLA [135,136]. The NNLO results are more involved, and in consequence we will only address their logarithmic parts in this work. For reference, grid-based NNLO results can be found in [137], and the progress towards the full analytic evaluations is discussed in [138,140].

$B_{[n]}^{(q_a)}$ and $B_{[n,h]}^{(g_a)}$ are the quark and gluon beam functions, respectively, collecting the contributions from the region in Eq. (2.23). Their definitions in the exponential regularisation scheme are [98,141,142],

$$B_{[n]}^{(q_a)}(\eta_n, b_T, \mu, \nu) = Z_{[q_n]}^c \left(Z_{[q_n]}^{\alpha} \right)^{-1} \lim_{\delta \to 0^+} \int \frac{db_n}{4\pi} \exp \left( -i\eta_n b_n P_n \right) \left. \right|_{\delta = \frac{1}{\lambda}},$$

$$B_{[n,h]}^{(g_a)}(\eta_n, b_T, \mu, \nu) = Z_{[g_n]}^c \left(Z_{[g_n]}^{\alpha} \right)^{-1} \lim_{\delta \to 0^+} \int \frac{db_n}{4\pi} \exp \left( -i\eta_n b_n P_n \right) \left. \right|_{\delta = \frac{1}{\lambda}},$$

where $Z_{[q_n]}^c(\eta_n)$ is the renormalisation constant for the quark (gluon) beam function in the MS scheme, $Z_{[q_n]}^{\alpha}$ and $Z_{[g_n]}^{\alpha}$ represent the ensuing zero-bin subtrahend to remove the soft-collinear overlapping terms. $\delta$ is the exponential regulator suggested in [98], accompanied by the constant $b_0 \equiv 2 \exp(-\gamma_E)$. $\mu$ and $\nu$ are the scales associated with the virtuality and rapidity renormalisations, respectively. Within the matrix elements, $\xi_n^i$ denotes the collinear quark field of the flavour $i$ given in Eq. (2.23). $A_n^{\alpha} = \frac{1}{g_s} W_n(iD^\mu_n W_n)$ signifies the gauge invariant building block for the gluon field with $W_n$ denoting the collinear Wilson line [132]. Finally, $P$ is the momentum carried by the initial proton with $P_n = P \cdot n$ being the largest light-cone component. The anti-quark beam function $B_{[n]}^{-1}$ and those for the $\bar{n}$ direction can be obtained by adjusting the labels and fields in Eqs. (2.35)-(2.36) appropriately.

Comparing with the quark beam function, the gluon case possesses extra indices, $h_n, h'_n \in \{+, -\}$, to characterise its intrinsic polarisation effects [73]. In this work, the following helicity basis is adopted,

$$\epsilon_{n,\pm}^{\alpha} = \begin{pmatrix} 0 & \mp 1 \sqrt{2} & -i \sqrt{2} \end{pmatrix}, \quad \epsilon^{\mu}_{n,\pm} = \begin{pmatrix} 0 & \pm 1 \sqrt{2} & -i \sqrt{2} \end{pmatrix}.$$

In principle, the representations of the helicity polarisation states $\epsilon_{n,\pm}^{\alpha}$ are not unique. Nevertheless, in order to avoid the appearance of an unphysical phase factor in the cross section, the helicity space utilised in the beam sector must synchronise with the one used for the hard function in Eq. (2.23). In our case, since we use RECOLA to extract the hard function, Eq. (2.23) is subject to the choice adopted in this program. The quark beam function is known to N^3LO accuracy [143,144], while for the gluon case only the helicity-conserving components $B_{[n,h]}^{(g_n)}$ and $B_{[n,h]}^{(g_n)\alpha}$ are known to this order [143]. The helicity-flip components $B_{[n,h]}^{(g_n)}$ and $B_{[n,h]}^{(g_n)\alpha}$ are only known to N^3LO [142,145,146].

Finally, $S_{[q_n,q_a]}^{0\beta}$ is the soft function and covers the wide angle domain in Eq. (2.14). Its LP expression is,

$$S_{[q_n,q_a]}^{0\beta}(b_T, \mu, \nu) = \sum_{\alpha',\beta'} \left(Z_{[q_n,q_a]}^{\alpha \alpha'} \right)^* \sum_{\{a',b\}} \lim_{\delta \to 0^+} \left[ \epsilon^{\alpha \beta}_{a',a_2 a_4} \epsilon^{\alpha \beta}_{a_1 a_2 a_4} \right]^* \left[ \epsilon^{\alpha \beta}_{a_1 a_2 a_4} \right] \times \left\{ \left[ \begin{array}{c} \left[ Y_{n,b_2 a_2}^{\dagger} Y_{n,a_1 b_1}^{\dagger} Y_{v_1 a_4}^{\dagger} Y_{v_2 a_3}^{\dagger} \right] \end{array} \right] \right|_{\delta = \frac{1}{\lambda}},$$

$$S_{[g_n,g_a]}^{0\beta}(b_T, \mu, \nu) = \sum_{\alpha',\beta'} \left(Z_{[g_n]}^{\alpha \alpha'} \right)^* \sum_{\{a',b\}} \lim_{\delta \to 0^+} \left[ \epsilon^{\alpha \beta}_{a',a_2 a_4} \epsilon^{\alpha \beta}_{a_1 a_2 a_4} \right]^* \left[ \epsilon^{\alpha \beta}_{a_1 a_2 a_4} \right] \times \left\{ \left[ \begin{array}{c} \left[ Y_{n,b_2 a_2}^{\dagger} Y_{n,a_1 b_1}^{\dagger} Y_{v_1 a_4}^{\dagger} Y_{v_2 a_3}^{\dagger} \right] \end{array} \right] \right|_{\delta = \frac{1}{\lambda}}.$$
where \( Z^s_{[q, q^n]} \) and \( Z^s_{[q^n]} \) are the renormalisation constants of the soft function in the \( \overline{\text{MS}} \) scheme. Again, \( \delta \) denotes the rapidity regulator \( [98,99] \), and the \( c_i^{\text{gg}(sp)} \) are the colour coefficients defined in Eqs. (2.33)-(2.34). \( \Sigma_{n(n)} \) and \( \Sigma_{n(n)}^r \) describe the incoming soft Wilson lines for the (anti-)quark and gluon fields, respectively, while the \( Y_{n(n)} \) are the outgoing soft Wilson lines of the (anti-)top quark. Their specific expressions have been summarised in [133]. Even though the azimuthally averaged soft functions have been computed up to N^2LO \([64,65,147]\) recently, the azimuthally resolved soft functions, as displayed in Eqs. (2.38)-(2.39), are not yet available in the context of effective field theories. The relevant function at this point is the soft correlation factor defined in \([66,148]\) which is derived in the generalised \( q_T \) resummation framework of \([100,131]\). Nevertheless, in this paper, aiming at a self-consistent and independent study, we will revisit the factorisation of Eqs. (2.29-2.30), providing a powerful test of its validity. Moreover, regarding the finite soft sector defined in Eqs. (2.38)-(2.39) and utilise them to examine the consistency condition required by the factorisation of Eqs. (2.29-2.30), providing a powerful test of its validity. Moreover, regarding the finite contributions in the soft function, we will present a comparison between our results and those obtained in \([66,148]\).

Now we can consider the differential cross section in Eq. (2.2) with the reduced kinematic variables of Eqs. (2.20-2.22) as well as the expanded partonic contributions in Eq. (2.26). We begin by disentangling the Fourier integrals in Eq. (2.26) with the help of the reference vector \( \bar{\tau} \), using the different scaling behaviours of the components of the vector \( \bar{b}_T \) (or correspondingly, \( \bar{q}_T \)),

\[
\Sigma_{tt}^{(1)} \propto \sum_{n=0}^{\infty} \frac{d b_T}{d b_T} \exp \left( i q_T b_T \right) \frac{d b_T}{d b_T} \exp \left( i q_T b_T \right) \frac{d b_T}{d b_T} \exp \left( i q_T b_T \right) + \ldots ,
\]

where in analogy to the case in Fig. 1 we apply the relationships,

\[
\bar{b}_T = b_T + b_T = b_T \bar{\tau} + \bar{n} + b_T \bar{\tau}, \quad \bar{q}_T = q_T + \bar{q}_T = q_T + \bar{\tau} + \bar{n} + q_T \tau.
\]

Substituting the separated expression in Eq. (2.40) into Eq. (2.2) yields,

\[
\frac{d^3 \sigma_{tt}}{d M_{tt}^2 d^2 P_T^2 d Y_{tt} dq_T} \bigg|_{N_3=0} \propto \sum_{n=0}^{\infty} \frac{d b_T}{d b_T} \int_{-\infty}^{\infty} dq_T \delta(q_T - |q_T|) \exp \left( i q_T b_T \right) \exp \left( i q_T b_T \right)
\]

where the variables that are independent of \( \bar{b}_T \) or \( \bar{q}_T \) are omitted for simplicity. In comparison to Eq. (2.2), one of the main differences in Eq. (2.42) resides in the absence of the boundaries on the \( q_T \) integral, which is a consequence of the \( \bar{q}_T \) independence in the expanded function \( \Theta_{\text{kin}}^{(0)} \) of Eq. (2.22). In this way, the integral over \( q_T \) in the third line of Eq. (2.42) can be completed before the inverse Fourier transformation, thereby leading to the Dirac delta function \( \delta(b_T) \). \[1\] The integration over \( b_T \) is then straightforward, reducing the \( \bar{b}_T \) dependence of \( \Sigma_{tt}^{(1)} \) to a dependence on \( b_T \) only. This leaves the integrals over \( b_T \) and \( q_T \). The evaluation on the latter is immediate via the function \( \delta(q_T - |q_T|) \) in the first line of Eq. (2.42), eliminating the imaginary part of \( \exp(i q_T b_T) \). The integration over \( b_T \), finally, is less straightforward to perform, and we turn to the numeric solutions in Sec. 4.

To summarise, specifying the kinematic factors in Eq. (2.42), we are able to establish the LP contribution from the \( N_3 = 0 \) configuration,

\[
\frac{d^3 \sigma_{tt}}{d M_{tt}^2 d^2 P_T^2 d Y_{tt} dq_T} \bigg|_{N_3=0} = \sum_{\text{sign}(x_t)} \frac{\Theta_{\text{kin}}^{(0)}}{16 \pi^3 \beta_{tt} |x_t| M_{tt}^4} \sum_{n=0}^{\infty} \frac{d b_T}{d b_T} \cos \left( b_T q_T \right) \times \Sigma_{tt}^{(1)} \left( b_T \bar{\tau}, \beta_{tt}, b_T \tau, x_t, Y_{tt}, \mu, \nu \right),
\]

\[1\] It is worth emphasizing that this operation is prohibited in the original expression of Eq. (2.22) due to the explicit dependences on \( q_T \) in the boundary function of Eq. (2.23).
where the index $\kappa$ runs over $\{g_n g_n, q_n^i q_n^j, q_n^i \bar{q}_n^j\}$ as before. $\Theta_{\text{kin}}^{(0)}$ imposes the kinematic constraints as defined in Eq. (2.20), and the $\tilde{\Sigma}_{t\ell}$ are the contributions of the individual partonic processes, as presented in Eqs. (2.29)-(2.30). It should be stressed that the result in Eq. (2.43) and the factorisation in Eqs. (2.29)-(2.30) are subject to the absence of other sources of divergent behaviour. In particular, Coulomb divergences encountered in the threshold region must be avoided. In the vicinity of the threshold $\beta_{t\ell} = 0$, according to pNRQCD [149-152] and also the analysis in [62], the function $\tilde{\Sigma}_{t\ell}$ can develop the power like singularities, i.e.,

$$\lim_{\beta_{t\ell} \to 0} \tilde{\Sigma}_{t\ell} \sim \sum_n c_n \alpha_s^n \beta_{t\ell},$$

as a result of the exchanges of Coulomb gluons between top and antitop quarks. As for lower powers of $\alpha_s$, those singular behaviours are innocuous, thanks to the kinematic suppressions in the threshold regime. However, with increasing perturbative accuracy, the severity of the Coulomb singularities worsens, such that beyond a given precision, they can not be regularised by any kinematic factors any longer and, thereby, develop a Coulomb divergence during the phase space integration.

The emergence of such Coulomb divergences marks a failure of the factorisation of Eq. (2.26) and Eqs. (2.29)-(2.30) within the threshold domain and therefore prompts a combined treatment of the Coulomb, soft, and beam-collinear interactions. The combination of the former two cases has been addressed in both the static [58, 59, 61] and recoiled [153] top–antitop systems in the soft limit. However, with the participation of the beam-collinear sector and the ensuing appearance of the rapidity divergences, novel types of subleading beam-collinear interactions. The combination of the above scaling relationships, we observe that the only ingredient of Eq. (2.43) that can bring

$$b_{t\gamma} \sim O(\lambda_\tau^{-1}), \quad \cos(b_{t\gamma} q_\tau) \sim O(1).$$

The remaining task is to ascertain the power of $\tilde{\Sigma}_{t\ell}$. As defined in Eqs. (2.29)-(2.30), $\tilde{\Sigma}_{t\ell}$ entails the hard, soft, and beam functions from the various partonic transitions. The hard sector consists of nothing but the Wilson coefficients multiplied by the colour (helicity) bases, which invokes no power-like behaviour and is, hence, of $O(1)$. The soft functions are defined in Eqs. (2.38)-(2.39) as the products of the soft Wilson lines sandwiched by the vacuum states. From the scaling prescriptions in SCETII [89-91], the soft Wilson lines are also of $O(1)$, regardless of the quark or gluon channels, which in turn yields,

$$S_{[g_n q_n]}^{a,\beta} \sim S_{[\bar{g}_n q_n]}^{a,\beta} \sim O(1).$$

The last piece to examine is the beam function, see Eqs. (2.35)-(2.36). It contains the integral of the collinear building blocks, $(W_n^a \xi_n)$ and $A_n^\perp$ sandwiched between the proton states, with respect to $b_n$. Akin to the case of $b_{t\gamma}$, the power of $b_n$ is now related to $P_n$, giving $b_n \sim P_n \sim O(1)$. For the integrand, the scaling rules of those operators and the corresponding external states are $(W_n^a \xi_n) \sim A_n^\perp \sim O(\lambda_\tau)$ and $|g_{n} \rangle \sim |g_{\nu}(\pm)\rangle \sim O(\lambda_\tau^{-1})$ [89-91], respectively. We can thus conclude,

$$B_{[g_n]}^{a} \sim B_{[\bar{g}_n, A^\perp]}^{a} \sim O(1).$$

Combining the above scaling relationships, we observe that the only ingredient of Eq. (2.43) that can bring about a power-like behaviour is the differential $d b_{t\gamma}$, from which the power of the $N_1 = 0$ configuration is lowered by $\lambda_\tau$. In accordance, the $q_\tau$ spectrum behaves as,

$$\frac{d^5 \sigma_{t\ell}}{dM_{t\ell}^2 \, d^2 P_{t\ell}^+ \, dY_{t\ell} \, dq_{\tau}} \Bigg|_{N_1 = 0} \sim O(\lambda_\tau^{-1}).$$
Confronting Eq. (2.47) with the series in Eq. (2.6), it illustrates that Eq. (2.43) can deliver at least in part the most singular behaviors of Eq. (2.6). In order to assess the existence of other contributions to the leading asymptotic terms in Eq. (2.6), we devote the following section to investigate all possible $N_J \geq 1$ configurations.

2.4 The case of $N_J \geq 1$
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**Figure 3:** Dynamic regions in the $N_J \geq 1$ configuration. Herein, the black bubbles stand for the hard modes. The red bubble and curly lines encode the soft corrections connecting the heavy partons represented by the black double lines as well as both the beam- and jet-collinear modes depicted in the blue straight lines.

This part will discuss the contributions induced by the hard, beam-collinear, jet-collinear, and soft modes in the layouts with at least one hard jet. A representative diagram of the associated dynamic regions is displayed in Fig. 3.

2.4.1 The $N_J = 1$ configuration

We start our analysis with a single insertion of a jet region. So far, as the jet momentum is the sole source of energetic transverse recoil for the $t\bar{t}$ system, the components $q_{\tau\perp}$ and $q_{\tau\parallel}$ must admit the asymmetric configuration in Eq. (2.8) as a result of momentum conservation. With this in mind, we can now expand the kinematic variables and the boundary conditions of Eq. (2.2),

$$M^H_{TT} \bigg|_{N_J=1} = \sqrt{M^2_{tt} + q^2_{\tau\perp}} + \mathcal{O}(\lambda_{\tau}) \equiv M^H_{TT,\tau} + \mathcal{O}(\lambda_{\tau}),$$

$$\Theta_{\text{kin}} \bigg|_{N_J=1} = \Theta \left[ \sqrt{s} - M^H_{TT,\tau} - |q_{\tau\perp}| \right] \Theta \left[ M^H_{TT,\tau} - m^H_{T,\tau} - m^H_{\bar{T},\tau} \right]$$

$$\times \Theta \left[ \sinh^{-1} \left( \sqrt{\frac{(M^2_{tt} + s)^2}{4s M^2_{TT,\tau}}} - 1 \right) - |Y_{\tau\perp}| \right] + \mathcal{O}(\lambda_{\tau})$$

$$\equiv \Theta^{(1)}_{\text{kin}} + \mathcal{O}(\lambda_{\tau}),$$

$$P^z_t \bigg|_{N_J=1} = \pm \frac{M^H_{TT,\tau}}{2} \left[ \frac{m^T_{T,\tau} + m^T_{\bar{T},\tau}}{M^H_{TT,\tau}} \sqrt{1 + \frac{m^T_{T,\tau} - m^T_{\bar{T},\tau}}{M^H_{TT,\tau}}} \right]$$

$$+ \mathcal{O}(\lambda_{\tau})$$
\[ \equiv \hat{P}_t^2 + \mathcal{O}(\lambda_t^2) , \]

where the approximate transverse masses of the top and antitop quarks are defined as \( m_{T,\tau}^2 \equiv \sqrt{m_t^2 + (\vec{q}_t^2)^2} \) and \( m_{T,\bar{\tau}}^2 \equiv \sqrt{m_{\bar{t}}^2 + (\vec{q}_{\bar{t}}^2)^2} \), respectively. The approximate \( t\bar{t} \) invariant mass \( M_{T,\tau}^2 \) is defined in Eq. (2.48). While Eqs. (2.48)-(2.49) follow immediately from the definition of the transverse mass \( M_T \) and the boundary condition of Eq. (2.3), deriving Eq. (2.50) necessitates solving the energy conservation equation in the zRF,

\[ M_T = \sqrt{m_T^2 + (P_t^2)^2} + \sqrt{m_T^2 + (P_{\bar{t}}^2)^2} . \]

The solution is then expanded using the power counting of Eq. (2.8), keeping the lowest power contributions. Using these results, we can now evaluate the partonic contributions for \( N_1 \) = 1. We follow the same steps as in the derivation of Eq. (2.26) with the addition of embedding the soft Wilson lines and the jet functions as appropriate here. The soft-collinear decomposition as illustrated in Eqs. (2.23)-(2.26) is independent of the specific configurations and, thus, still holds at present. After combining all contributions and omitting the unrelated higher power correction terms, we arrive at the partonic function \( \Sigma_{t\bar{t}} \) of the \( N_1 \) = 1 case,

\[ \Sigma_{t\bar{t}} \bigg|_{N_1=1} = \frac{1}{2\pi s n_f n_p} \sum_{\alpha,\lambda} \int d^2k_T dy_k d^2\vec{b}_T \exp \left( i\vec{b}_T \cdot \vec{q}_T + i\vec{b}_T \cdot \vec{k}_T \right) \Sigma_{t\bar{t},[\lambda]}(\vec{b}_T, \vec{P}_t, \vec{K}_T, Y_{t\bar{t}}, y_k, \mu, \nu) , \]

where now the indices \( \kappa \in \{g_n, g_n, q_i^0, q_i^1, q_i^0, q_i^1, q_i^0, q_i^1, q_i^0, q_i^1\} \) and \( \lambda \in \{g_{n_i}, q_{n_i}, q_{n_i}\} \) label the initial and final state light partons, respectively. \( \vec{P}_t \equiv (\vec{P}_t^1, \vec{P}_t^2) \) denotes the spatial momentum of the top quark as measured in the zRF. \( \vec{k}_T \) and \( y_k \) stand for the transverse momentum and rapidity of the jet in the LF, respectively. The variables \( \eta'_n \) and \( \eta'_\bar{n} \) are the momentum fractions of the active partons in the beam functions with respect to the colliding protons, namely,

\[ \eta'_{n} = (M_{T,\tau}^2 e^{Y_{t\bar{t}}} + k_T e^{\mu_k})/\sqrt{s} , \]

\[ \eta'_{\bar{n}} = (M_{T,\tau}^2 e^{-Y_{t\bar{t}}} + k_T e^{-\mu_k})/\sqrt{s} . \]

In the following discussion, we will particularly focus on the \( q_i^0 q_i^1 \rightarrow t\bar{t} g_n \) process. All other partonic processes can be accessed through exchanging the labels \( n \leftrightarrow \bar{n} \) or the active partons herein, as appropriate. The expression of \( \Sigma_{t\bar{t},[g_{n_i}\bar{q}_{n_i}]} \), reads,

\[ \Sigma_{t\bar{t},[g_{n_i}\bar{q}_{n_i}]}(\vec{b}_T, \vec{P}_t, \vec{K}_T, Y_{t\bar{t}}, y_k, \mu, \nu) = \left( \frac{1}{2N_c} \right)^2 B_{n_i}^{[q_i] \{\eta'_{n}, b_T, \mu, \nu\}} B_{\bar{n}_i}^{[\bar{q}_i] \{\eta'_{\bar{n}}, b_T, \mu, \nu\}} J_{n_i}^{[q_i]}(\vec{k}_T, y_k) \]

\[ \times \sum_{\alpha,\beta} \left\{ H_{\alpha\beta, [g_{n_i}\bar{q}_{n_i}]}(\vec{P}_t, \vec{K}_T, Y_{t\bar{t}}, y_k, \mu) \mathcal{S}_{\alpha,\beta, [g_{n_i}\bar{q}_{n_i}]}(\vec{b}_T, \mu, \nu) \right\} , \]

where the beam functions \( B_n^{[q_i]} \) and \( B_{\bar{n}}^{[\bar{q}_i]} \) are defined in the same way as those in Eqs. (2.33)-(2.36). The soft sector \( \mathcal{S}_{\alpha\beta, [g_{n_i}\bar{q}_{n_i}]} \) takes the similar appearance to that in eq. (2.38), except for the necessary adaptation in the colour bases and the inclusion of the jet Wilson lines. The jet function \( J_{n_i}^{[q_i]} \) is the novel ingredient in the \( N_1 = 1 \) configuration,

\[ J_{n_i}^{[q_i]}(\vec{k}_T, y_k) = \frac{1}{4\pi(N_c^2 - 1)} \int dm_k^2 d^4x \exp (ik \cdot x) \text{Tr} \left( A_{n_i}^\perp (x) A_{n_i}^\perp (0) \right) = 1 , \]

where \( m_k^2 = k^2 \) measures the offshellness of the jet radiations. \( A_{n_i}^\perp \) stands for the gauge-invariant collinear fields in SCETII, see Eq. (2.36). In calculating Eq. (2.56), after using the dimensional regulator to regulate the UV divergences, completing the coordinate space integral in Eq. (2.56) always results in contributions of the form \( (m_k^2/\mu^2)^{154-159} \). The following integration over the complete \( m_k \) range, however, turns out to be scaleless and, thus, the unmeasured jet functions involved in this paper will never receive any perturbative corrections in \( \alpha_s \). Therefore, we equate \( J_{n_i}^{[q_i]} \) in Eq. (2.56) with its tree-level result. Further, it is worth pointing out that, since we are not observing the jet itself, but only its recoil on the \( t\bar{t} \) system, the relative transverse momenta amongst the collinear emissions as well as their helicity dependence have been integrated out.
The quark jet function shows the same behaviour \cite{158,159},

$$J_{\alpha}^{[c]}(k_T, y_k) = \frac{1}{8\pi N_c n_f i} \int d m_b^2 d^4 x \exp(i k \cdot x) \mathrm{Tr} \{0|\xi_{n_f}(x)\tilde{\xi}_{\alpha}(0)|0\} = 1.$$ \hspace{1cm} (2.57)

In addition to the above functions capturing the low-offshellness effects, \(\hat{\Sigma}_{tt,[q_g]}^{[c]}\) also needs the hard function \(H_{[\alpha\beta],[g_n]}^{[c]}\), consisting of the UV-renormalised and IRC-subtracted partonic amplitude \(M(q\bar{q} \rightarrow t\bar{t} g)\) constructed in analogy to Eqs. (2.31)-(2.32). The presence of the jet mode, however, complicates the IRC-subtraction procedure as singularities arising from the region \(|k_T| \rightarrow 0\) will need to be treated. This necessitates the inclusion of lower-multiplicity partonic processes, e.g., by using

$$Z_3 \otimes M(q\bar{q} \rightarrow t\bar{t} g) + Z_2 \otimes M(q\bar{q} \rightarrow t\bar{t})$$ \hspace{1cm} (2.58)

as the IRC-finite quantity \cite{160,161}. Its details, however, are unimportant in the following as the only quantity of interest in this paper is the scaling behaviour of the hard function \(H_{[\alpha\beta],[g_n]}^{[c]}\) itself. Substituting Eq. (2.52) into Eq. (2.2), we obtain the master formula for the \(N_1 = 1\) configuration,

$$\frac{d^3 \sigma_{tt}}{d M_{tt}^2 d^2 P_{\perp t}^2 d Y_{tt} d q_r} \bigg|_{N_1 = 1} = \sum_{\text{sign}[P_{t}]} \sum_{n,\lambda} \int d q_{\perp r} d y_k \frac{\Theta_{\text{kin}}^{(1)}(8(2\pi)^5 \tilde{\Sigma}_{tt,[\lambda]}^{[c]}(0, P_{t}, -q_{\perp r}, Y_{tt}, y_k, \mu, \nu))}{M_{tt}^2 |P_{t}^2| [g_{n}^2 y_k^2]}.$$ \hspace{1cm} (2.59)

In deriving this formula, the argument \(\vec{b}_T\) of the function \(\tilde{\Sigma}_{tt,[\lambda]}^{[c]}\) has been integrated out following the multipole expansion. To see this, we apply the decomposition in Eq. (2.41) again onto the impact parameter \(\vec{b}_T\) and the jet transverse momentum \(\vec{k}_T\) in eq. (2.52)

$$\vec{b}_T = \vec{b}_{r_{\perp}} + \vec{b}_{r_{\parallel}} = b_{r_{\perp}} \vec{\tau} \times \vec{n} + b_{r_{\parallel}} \vec{\tau}, \quad \vec{k}_T = \vec{k}_{r_{\perp}} + \vec{k}_{r_{\parallel}} = k_{r_{\perp}} \vec{\tau} \times \vec{n} + k_{r_{\parallel}} \vec{\tau}.$$ \hspace{1cm} (2.60)

The parallel component \(k_{r_{\parallel}}\) drops out of the lowest power hard sector \(H_{[\alpha\beta],[\lambda]}^{[c]}\) during the asymptotic expansion, due to the scaling hierarchy

$$k_{r_{\parallel}} \sim \mathcal{O}(\lambda_T) \ll k_{r_{\perp}} \sim \mathcal{O}(1).$$ \hspace{1cm} (2.61)

Therefore, the \(k_{r_{\parallel}}\) integral therein can be calculated immediately, resulting in a \(\delta(b_{r_{\parallel}})\) distribution in the integral. The following \(b_{r_{\parallel}}\) integral in \(\tilde{\Sigma}_{tt,[\lambda]}^{[c]}\) can then also be carried out without further complications. On the other hand, in the perpendicular direction, the expansion in \(\lambda_T\) is subject to the relationship

$$q_{\perp r} \sim k_{\perp} \sim \mathcal{O}(1) \gg k_{r_{\perp}}^+ \sim k_c^+ \sim k_c^+ \sim \mathcal{O}(\lambda_T),$$ \hspace{1cm} (2.62)

where \(k_c^+\) and \(k_c^-\) represent the transverse momenta of the soft and beam-collinear regions, as given in Eqs. (2.14)-(2.16). Thus, the multipole expansion at the hard vertices can eliminate the argument \(b_{r_{\perp}}\) of the beam-collinear and soft functions up to \(\mathcal{O}(\lambda_T)\) \cite{87}, such that the inverse Fourier transformation in Eq. (2.52) can be completed prior to the integral over \(k_{r_{\perp}}\), giving rise to \(\delta(k_{r_{\perp}} + q_{\perp r})\) and, thus, sets \(\vec{k}_T = -\vec{q}_{\perp r}\) upon integration.

Using Eq. (2.59), we are now ready to determine the power accuracy of the \(N_1 = 1\) configuration. Following the assessment of Eq. (2.43), for the bulk of the phase space, the kinematic factors in Eq. (2.59), such as \(M_{tt}^2, P_{t}^2\), and \(d q_{\perp r}\), invoke no power-like behaviour, and thus all belong to \(\mathcal{O}(1)\). The hard, beam-collinear, and soft functions are of \(\mathcal{O}(1)\) by construction, and so are the jet functions of Eqs. (2.56)-(2.57). Then, the remaining factors that matter to the power counting are the differentials \(d q_{\perp r}\) and \(d y_k\), which are of \(\mathcal{O}(1)\) as well due to the scaling laws in Eq. (2.8) and the definition of Eq. (2.17). Hence, all the ingredients from Eq. (2.59) are characterised by the \(\mathcal{O}(1)\) behaviour, which then allows us to establish,

$$\frac{d \sigma_{tt}}{d M_{tt}^2 d^2 P_{\perp t}^2 d Y_{tt} d q_r} \bigg|_{N_1 = 1} \sim \mathcal{O}(1).$$ \hspace{1cm} (2.63)

Comparing Eq. (2.63) with the asymptotic series in Eq. (2.6) and the \(N_1 = 0\) scaling rule in Eq. (2.47), it is noted that the \(N_1 = 1\) configuration here gives rise to the regular behaviors of Eq. (2.6), which pertains to the NLP corrections and is one power higher than the \(N_1 = 0\) influences.
2.4.2 The $N_J \geq 2$ configuration

The case with (at least) two hard jet insertions differs from the previous case where the scaling laws for $q_{\tau_j}$ and $q_{\tau_l}$ are uniquely determined. The variety of the jet transverse momenta in the $N_J \geq 2$ configuration can accommodate both the isotropic and asymmetric recoil configurations in Eqs. (2.7)-(2.8). In the following paragraphs, we will discuss them individually.

Isotropic recoil. We start with the isotropic recoil configuration. In this case, the transverse components $q_{\tau_j}$ and $q_{\tau_l}$ respect the power prescription in Eq. (2.7), from which the reduced kinematics variables have been presented in Eqs. (2.22)-(2.20). As demonstrated in Eq. (2.47), none of them bears any power-like behaviour. Then, the problem reduces to the scaling behaviour of the partonic function $\Sigma_{\text{eff}}$ in Eq. (2.4) in the $N_J \geq 2$ configuration. The calculation of $\Sigma_{\text{eff}}$ now follows similarly to Eq. (2.52) in the $N_J = 1$ case, aside from duplicating the jet function and generalizing the hard and soft sectors in accordance, giving

$$
\Sigma_{\text{eff}} \bigg|_{N_J \geq 2} \sim \int \left[ \prod_{i=1}^{N_1} dy_i \, d^2k_{iT}^i \right] d^2\vec{b}_T \exp \left[ i \, \vec{b}_T \cdot \left( \vec{q}_T + \sum_{j=1}^{N_1} \vec{k}_T^j \right) \right] \mathcal{H} \otimes S \otimes B_n \otimes B_\parallel \otimes \prod_{j=1}^{N_1} J_{n_j},
$$

(2.64)

where $y_i$ and $\vec{k}_T^i$ denote the pseudo-rapidity and transverse momentum of the $i$-th jet. For simplicity, the indices specifying the partonic channels have been omitted here. Akin to the $N_J = 1$ case, the hard, soft, beam, and jet functions in Eq. (2.64) are all of $O(1)$. To appraise the power accuracy of the pseudo-rapidity $y_i$, it merits noting that due to the scaling rules in Eq. (2.12) and Eq. (2.17), the differential $dy_i$ always evaluates to $O(1)$ and thus does not influence the scaling behaviour of $\Sigma_{\text{eff}}$.

Now the remaining task is to determine the scaling behaviour of $\vec{k}_T^i$ and $\vec{b}_T$. It is noted that the scaling behaviour of $\vec{b}_T$ depends on the regions of $\vec{k}_T^i$. To exhaust all the possibilities, we regroup the jets here according to the scaling behaviour of the transverse components,

$$
P_k \equiv \{ \vec{k}_T^i \in R_k; \, O(\lambda_T) \sim q_{\tau_j} \sim q_{\tau_l} \ll \vec{k}_{i,\tau_\parallel} \sim O(\lambda_j^0) \},
$$

(2.65)

$$
O_k \equiv \{ \vec{k}_T^i \in R_k; \, O(\lambda_T) \sim q_{\tau_j} \sim q_{\tau_l} \ll \vec{k}_{i,\tau_\parallel} \sim O(\lambda_j^0) \},
$$

(2.66)

$$
I_k \equiv \{ \vec{k}_T^i \in R_k; \, O(\lambda_T) \sim q_{\tau_j} \sim q_{\tau_l} \ll \vec{k}_{i,\tau_\parallel} \sim O(\lambda_j^0) \},
$$

(2.67)

where the full set $R_k$ collects all transverse momenta for the $N_J$ jets, more explicitly,

$$
\text{card}[R_k] = N_J.
$$

(2.68)

Here the operator $\text{card}$ evaluates the cardinality of a set. $P_k$, $O_k$, and $I_k$ are three non-intersecting subsets of $R_k$ consisting of different types of the jet directions. For instance, $P_k$ contains $k_T^i$ parallel or antiparallel to the reference vector $\vec{\tau}$, while $O_k$ encompasses the orthogonal ones. $I_k$ comprises all the other configurations.

We are now ready to investigate the scalings for $\vec{b}_T$. As required by the label momentum conservation [87], the scaling power of $b_T$ ($b_{\tau_j}$) is subject to the strongest momenta in the $\vec{\tau}$ (/$\vec{\tau}$) direction. To this end, if there are label momenta dictating both sides, namely, $\text{card}[P_k] \text{card}[O_k] + \text{card}[I_k] \geq 1$, we have $d\vec{b}_T \sim O(1)$. Otherwise, either the $\vec{\tau}$ or the $\vec{\eta} \times \vec{\tau}$ direction will be governed by $O(\lambda_T)$ fluctuations, which gives rise to $d\vec{b}_T \sim O(\lambda_T^{-1})$. Summarising these relationships, we are capable of establishing the power counting for $\Sigma_{\text{eff}},$

$$
\Sigma_{\text{eff}} \bigg|_{N_J \geq 2, \text{Iso}} \sim \\begin{cases} 
O(\lambda_T \text{card}[P_k] + \text{card}[O_k]), & \text{card}[P_k] \text{card}[O_k] + \text{card}[I_k] \geq 1, \\
O(\lambda_T^{N_J-1}), & \text{card}[P_k] \text{card}[O_k] + \text{card}[I_k] = 0,
\end{cases}
$$

(2.69)

where the extra powers of $\lambda_T$ come from the differentials $dk_{i,\tau_\parallel} \sim O(\lambda_T)$ of $P_k$ and $dk_{i,\tau_j} \sim O(\lambda_T)$ of $O_k$. In light of the non-negative nature of the cardinality, the lowest power Eq. (2.69) can reach is $O(1)$, where the sets $P_k$ and $O_k$ are both empty and thus $I_k = R_k$. It should be emphasised that this finding is not dependent on the number of the embedded jet modes, or, more specifically, the result of $\text{card}[I_k]$. This differs from the naive expectation from the scaling behaviour of the effective Hamiltonian $H_{\text{eff}}$, where it appears that the power accuracy of $H_{\text{eff}}$ grows along with the increase in the number of jets. The reason is that every jet in our calculation is unmeasured and thus participates in the $q_T$ spectrum such that, when calculating the contributions in Eqs. (2.56)-(2.57), the 4-dimensional coordinate space integral $d^4x \sim O(\lambda_T^{-4})$ balances the
Substituting the result of Eq. (2.69) into Eq. (2.2), we arrive at

\[
\text{Min} \left[ \frac{d\sigma_{t\ell}}{dM_{t\ell}^2 \, d^2 \vec{P}_t^\perp \, dY_{t\ell} \, dq_t} \bigg|_{N_1 \geq 2, \text{Asy}} \right] \sim \mathcal{O}(\lambda_{\tau}),
\] (2.70)

where the integral over \( q_{\tau \perp} \) has increased the power of Eq. (2.69) by one order of \( \lambda_{\tau} \). In previous investigations on the \( q_{\tau} \) spectrum, the scaling of the isotropic pattern was also addressed in \cite{74} and the outcome in Eq. (2.70) is in agreement with their findings. Comparing Eq. (2.70) with the \( N_J = 0 \) and \( N_J = 1 \) configurations, it is found that the result here is one order higher than \( N_J = 1 \) case in Eq. (2.63), and two orders higher with respect to the \( N_J = 0 \) one from Eq. (2.47).

### Asymmetric recoil
Turning now to the asymmetric recoil configuration, the transverse components \( q_{\tau \perp} \) and \( q_{\tau \parallel} \) observe the scaling rules in Eq. (2.25). The accordingly expanded boundary conditions can be found in Eqs. (2.49)-(2.50). As demonstrated in Eq. (2.63), those kinematic factors are all of \( \mathcal{O}(1) \). Thus, the investigation of the scaling behaviour driven by the asymmetric recoil configuration relies again on the analysis of the convolution function in Eq. (2.64). As before, to denominate all the possible configurations of the jet transverse momenta, we introduce the sets,

\[
\mathcal{P}_k \equiv \{ \vec{k}_{\tau \perp}^i \in \mathcal{R}_k; \ O(\lambda_{\tau}) \sim q_{\tau \parallel} \sim \vec{k}_{\tau \parallel} \sim \mathcal{O}(\lambda_{\tau}^0) \},
\] (2.71)

\[
\mathcal{O}_k \equiv \{ \vec{k}_{\tau \perp}^i \in \mathcal{R}_k; \ O(\lambda_{\tau}) \sim q_{\tau \parallel} \sim \vec{k}_{\tau \parallel} \sim \mathcal{O}(\lambda_{\tau}^0) \},
\] (2.72)

\[
\mathcal{I}_k \equiv \{ \vec{k}_{\tau \perp}^i \in \mathcal{R}_k; \ O(\lambda_{\tau}) \sim q_{\tau \parallel} \sim \vec{k}_{\tau \parallel} \sim \mathcal{O}(\lambda_{\tau}^0) \}.
\] (2.73)

Since there are at least one pair of label momenta presiding over the direction \( \vec{n} \times \vec{\tau} \) now, the differential \( db_{\tau \perp} \) is always of \( \mathcal{O}(\lambda_{\tau}^0) \). As for the \( \vec{\tau} \) direction, if there also appear any label momenta, namely \( \text{card}[\mathcal{O}_k] + \text{card}[\mathcal{I}_k] \geq 1 \), the power scaling of \( b_{\tau \parallel} \) will give the same result as the perpendicular piece, i.e. \( db_{\tau \perp} \sim \mathcal{O}(\lambda_{\tau}^0) \). Otherwise, this direction will still be occupied by the soft and beam fluctuations, which leads to \( db_{\tau \perp} \sim \mathcal{O}(\lambda_{\tau}^{-1}) \). Summarizing those observations, it follows,

\[
\Sigma_{t\ell} \bigg|_{N_J \geq 2, \text{Asy}} \sim \begin{cases} \mathcal{O}(\lambda_{\tau}^{-\text{card}[\mathcal{P}_k] + \text{card}[\mathcal{O}_k]}), & \text{card}[\mathcal{O}_k] + \text{card}[\mathcal{I}_k] \geq 1, \\ \mathcal{O}(\lambda_{\tau}^{-N_J - 1}), & \text{card}[\mathcal{O}_k] + \text{card}[\mathcal{I}_k] = 0. \end{cases}
\] (2.74)

Combining this result with Eq. (2.2) and exploiting the non-negative nature of the cardinality, the minimal power of the cross section in the asymmetric recoil configuration can be derived,

\[
\text{Min} \left[ \frac{d\sigma_{t\ell}}{dM_{t\ell}^2 \, d^2 \vec{P}_t^\perp \, dY_{t\ell} \, dq_t} \bigg|_{N_1 \geq 2, \text{Asy}} \right] \sim \mathcal{O}(1),
\] (2.75)

where the scaling rule \( q_{\tau \perp} \sim \mathcal{O}(\lambda_{\tau}^0) \) has been utilised in line with Eqs. (2.8). Comparing the outcome with Eq. (2.63) of the \( N_J = 1 \) case, it is interesting to note that the lowest power behaviour for the asymmetric configuration is not impacted by the increase in the number of jets \( N_J \), both are of \( \mathcal{O}(1) \). However, in light of the asymptotic series in Eq. (2.6) and the power accuracy of the \( N_J = 0 \) configuration in Eq. (2.47), it is noted that Eq. (2.75) is only able to account for the regular terms in part, which belongs to at least NLP and thus will not be the main concern in the latter numeric evaluations.

### 2.4.3 Summary and discussion
In Sec. 2.3 and 2.4.1, we have enumerated all configurations that are relevant to the regime \( q_{\tau} \to 0 \) and determined the corresponding power precision with the help of the effective field theories SCET\textsubscript{II} and HQET. We find that the leading-power contribution of \( \mathcal{O}(\lambda_{\tau}^{-1}) \) is given by the \( N_J = 0 \) configuration in Eq. (2.47). It is followed at next-to-leading power at \( \mathcal{O}(\lambda_{\tau}^0) \) by the asymmetric recoil configurations regardless of the total number of the embedded jet modes, see Eq. (2.63) for \( N_J = 1 \) and Eq. (2.75) for \( N_J \geq 2 \), respectively.
The highest order contribution at $O(\lambda_T)$ is produced by the isotropic recoil configuration in Eq. (2.70) with the $N_J \geq 2$ jets having been incorporated.

Comparing those power rules with the asymptotic series in Eq. (2.6), we observe that the leading singular terms are solely governed by the $N_J = 0$ configuration. As will be illustrated below, this finding imposes non-trivial constraints on the ingredients of Eqs. (2.29)-(2.30). Firstly, due to the IRC-safe nature of the observable $\sigma_{uu}/d\tau_s$, the asymptotic terms in Eq. (2.6) are finite at each power in $\lambda_T$. In terms of the EFT ingredients, this means the IRC subtraction factor of the hard sector in Eqs. (2.31)-(2.32) and the renormalisation constants of the beam and soft functions in Eqs. (2.35)-(2.36) and Eqs. (2.38)-(2.39) must cancel after the combination,

$$\sum_{\alpha,\beta} \left( \bar{Z}^{h,\alpha\alpha'}_{\{\kappa\}} \alpha' \right) \bar{Z}^{h,\beta\beta'}_{\{\kappa\}} \bar{Z}^{\beta}_{\{\kappa\}} = 0,$$  

where the superscript $\kappa$ here runs again over the partonic channels $\{\lambda_n,\lambda_\bar{n},\lambda_\bar{q}_n,\lambda_\bar{q}_\bar{n}\}$ as in Eq. (2.26). $\kappa_n$ and $\kappa_\bar{n}$ mark the incoming active partons along the $n$ and $\bar{n}$ directions, respectively. We have omitted the contributions from $\bar{Z}^{\alpha}_{\{\kappa(n)\}}$ of Eq. (2.35) as it was solely introduced to remove the soft-collinear overlap and is thus not involved with the renormalisation of the beam function. The relationship in Eq. (2.76) will be examined in Sec. 2.5 through an explicit NLO calculation.

From Eq. (2.76), we can infer the scale evolution relationship amongst the elements of Eqs. (2.29)-(2.30). It is worth reminding that the scale dependences in the hard, beam, and soft functions are all brought about through the IRC subtraction or the UV/rapidity renormalisation. To this end, the cancellation of those subtraction factors and the renormalisation constants renders the partonic convolution functions $\bar{Z}^{\alpha}_{\{\kappa\}}$ in Eqs. (2.31)-(2.32) independent of the scale $\mu$ or $\nu$, more specifically,

$$\frac{d}{d\ln \mu} \bar{Z}_{\{\kappa\}}(\beta_T, M_{\beta_T}, \beta_{\beta_T}, x, t_{\beta_T}, \mu, \nu) = \frac{d}{d\ln \nu} \bar{Z}_{\{\kappa\}}(\beta_T, M_{\beta_T}, \beta_{\beta_T}, x, t_{\beta_T}, \mu, \nu) = 0.$$  

(2.77)

This result correlates the RGEs and RaGEs of the relevant ingredients therein, and also permits us to leave out the scales $\mu$ and $\nu$ from the arguments of $\bar{Z}_{\{\kappa\}}$ hereafter. In Sec. 3, we will utilise Eq. (2.77) to derive the evolution equations for the soft interactions.

Apart from the leading singularities in Eq. (2.6), our analyses in Sec. 2.4.1 and Sec. 2.4.2 demonstrate that the following subleading terms entail the participations of the jet modes. In the previous investigations, a similar point was first addressed in [74]. There, the power scaling of the jet contributions is determined by assessing the relevant pinch singularity surfaces in the low $q_T$ domain, from which the asymptotic behaviors of the $q_T$ spectra are related to the power laws of the hard vertices

$$\frac{d\sigma_{uu}}{dq_T^2} \propto \delta^2(q_T - \bar{K}_{1,2}^+) = \bar{K}^+_T - \bar{K}^+_\perp,$$  

(2.78)

where $\bar{K}^+_1$ and $\bar{K}^+_2$ are the transverse momenta of two active partons connecting the hard vertex producing the top quark pair. If $\bar{K}^+_1$ and $\bar{q}_T$, including all their components, are of $O(\lambda_T)$, it yields $\sigma_{uu}/d^2\bar{q}_T \sim O(\lambda_T^{-2})$, which is in agreement with our result in Eq. (2.47) from the $N_J = 0$ configuration after integrating out $q_{\perp}$. When the jet modes are taken into account in the isotropic recoil configuration in Eq. (2.7), it follows that $\bar{q}_T \sim O(\lambda_T)$ and $\bar{K}^+_T \sim O(1)$, which gives rise to the scaling behaviour $\sigma_{uu}/d^2\bar{q}_T \sim O(1)$ from Eq. (2.78), also coinciding with the expression in Eq. (2.70) once the integral over $q_{\perp}$ is performed. This congruence of findings is a consequence of the equivalence of Eq. (2.78) and our approach in regards to the isotropic configuration in Eq. (2.7). During our derivations, the power behaviour of the $q_T$ spectrum is extracted in part from the scaling laws of the impact parameter $\vec{b}_T$, which is in practice correlated to the delta function in Eq. (2.78) by means of the inverse Fourier transformation, as illustrated in (2.44).

Nevertheless, once the asymmetric recoil configuration of Eq. (2.6) is encountered, it is not straightforward to apply Eq. (2.78). The power rules for the transverse components are $q_{\perp} \sim O(\lambda_T)$ and $q_{\perp} \sim O(1)$ here, from which the right-hand side of Eq. (2.78) is of $O(\lambda_T^{-1})$ in the $N_J = 1$ situation and $O(1)$ in the $N_J \geq 2$ case. Even though this accidentally agrees with our EFT-based derivation in the $N_J \geq 2$ case, see Eq. (2.75), its prediction in the $N_J = 1$ case is one power lower than our EFT-based outcome in Eq. (2.63).

\footnote{The focus of [74] is only on the Drell-Yan process. However, in absence of the super renormalisable vertices, such as the Coulomb exchanges, the findings of [74] are, however, generalisable to top quark pair production at LHC.}
2.5 The soft function with the exponential regulator

Without any loss of generality, the fixed-order results can be parameterised as their three typical contributions are depicted in Fig. 4. in Eqs. (2.33)-(2.34). In this part, we will calculate the soft function to NLO accuracy. Their three typical contributions are depicted in Fig. 4.

(a) Light-light correlation  (b) Light-heavy correlation  (c) heavy-heavy correlation

In the previous parts, we have derived the factorisation formula for the leading singular behaviour of the $q_\tau$ spectrum in Eqs. (2.29)-(2.30), which entails the soft functions $S^{\alpha \beta}$ to accommodate the wide angle correlations amongst the active partons. The field-operator definitions of the soft elements have been presented in Eqs. (2.38)-(2.39) in terms of the soft Wilson lines, see [133] sandwiched by the orthonormal colour basis in Eqs. (2.33)-(2.34). In this part, we will calculate the soft function to NLO accuracy. Their three typical contributions are depicted in Fig. 4.

Without any loss of generality, the fixed-order results can be parameterised as

$$S^{\alpha \beta}_{[\kappa]}(\vec{b}_T, \mu, \nu) \equiv \sum_{m=0}^{\infty} \left[ \frac{\alpha_s(\mu)}{4\pi} \right]^m S^{\alpha \beta,(m)}_{[\kappa]}(\vec{b}_T, \mu, \nu),$$

(2.79)

where $\kappa \in \{ g_n g_s, q_n^a q_n^\alpha, q_n^a g_n^\alpha \}$ as that in Eq. (2.26). The coefficients for the first two orders in $\alpha_s$ read

$$S^{\alpha \beta,(0)}_{[\kappa]}(\vec{b}_T, \mu, \nu) = \delta_{\alpha \beta},$$

(2.80)

$$S^{\alpha \beta,(1)}_{[\kappa]}(\vec{b}_T, \mu, \nu) = \sum_{a,b} (c_{\kappa}^a | T_a \cdot T_b | c_{\kappa}^b) \mathcal{I}_{ab}(\vec{b}_T, \mu, \nu).$$

(2.81)

In absence of any soft interactions, the LO result $S^{\alpha \beta,(0)}_{[\kappa]}$ is equal to the identity matrix as a consequence of the orthonormality of our colour basis in Eqs. (2.33)-(2.34). For the NLO expression, we employ the colour algebra formalism suggested in [162] to illustrate the outcome. Therein, the flavour subscripts $a, b \in \{ q, \bar{q}, g, t, \bar{t} \}$ denote the active partons participating in the hard kernel. $T_a$ signifies the colour charge operator for the parton $a$, and $T_b$ likewise. $| c_{\kappa}^a \rangle$ is the vector representation of $c_{\kappa}^a$ in Eqs. (2.33)-(2.34) in colour space. The coefficient function $\mathcal{I}_{ab}(\vec{b}_T, \mu, \nu)$ contains the contributions from the squared soft amplitudes induced by the Wilson lines in Eqs. (2.33)-(2.34). Its expression in the exponential regularisation scheme [98,99] is

$$\mathcal{I}_{ab}(\vec{b}_T, \mu, \nu) \equiv -\frac{(\mu^2 e^{\gamma_E} \pi)^{\epsilon}}{\pi} \lim_{\delta \to 0} \int d^2 k_n d^2 k_n d^2 k_n (2 \pi)^2 K^\delta (k^2) \frac{v_n \cdot v_n}{(k \cdot v_n)(k \cdot v_n)} e^{i \vec{K} \cdot \vec{b}_T - i E_n^\delta} \bigg|_{\delta \to 0} + Z_{ab}.$$

(2.82)
where $b_0 = 2 \exp(-\gamma_E)$ with $\gamma_E$ being the Euler constant. $\epsilon$ and $\delta$ are the regulators for the virtuality and rapidity divergences, respectively. $v_n$ denotes the four-velocity of parton $a$, for instance $n^\mu(n^\nu)$ for $a = q_{(n)}$ and $v_n^\mu = P_n^\mu/m_n$ for the $a = t(l)$. $Z_{c.t.}$ stems from the perturbative expansion of the renormalisation constant $Z_{qg}$ and its complex conjugate in Eqs. (2.38-2.39), defined in the $\overline{MS}$ scheme throughout this paper. The result of Eq. (2.82) depends on the partons $a$ and $b$. We will first examine the case of $a$ and $b$ being light flavours, $a, b = l \in \{q, \bar{q}, g\}$, depicted in Fig. [4a]. Starting with the case $a = b = l$, the light-like nature of the vectors $n$ and $\bar{n}$ trivialises the calculation and we have,

$$I_{ll}(\vec{b}_T, \mu, \nu) = 0, \quad Z_{c.t.}^{ll}(\vec{b}_T, \mu, \nu, \epsilon) = 0.$$  

(2.83)

However, if the participants consist of different light particles, $a = l \neq b = l'$, $I_{ll'}$ does not vanish in general. To calculate its contribution, we follow [98] and first integrate out the longitudinal components $k_n$ and $k_{n'}$ in line with the exponential regularisation. Then, we expand the result in $\delta$ and truncate the series to $\mathcal{O}(\delta^0)$.

Finally, we carry out the integral over $\vec{k}_T$ with the aid of the dimensional regulator, giving

$$I_{ll'}(\vec{b}_T, \mu, \nu) = L_T^2 - 2 L_T L_v + \frac{\pi^2}{6}, \quad Z_{c.t.}^{ll'}(\vec{b}_T, \mu, \nu, \epsilon) = \frac{2}{c_T} + \frac{4}{c_\epsilon} L_v,$$

(2.84)

where $L_v = \ln(\mu^2/\nu^2)$ and $L_T = \ln(b_T^2\mu^2/b_0^2)$. We have compared Eq. (2.84) to the expressions in [98] and find the agreement after synchronising the overall colour factors.

In addition to those correlations between the incoming particles, Eq. (2.82) also involves the contributions from the heavy top quark, $h \in \{t, l\}$, see Fig. [4b]. The presence of the massive partons complicates the calculation substantially. Since the denominators at this moment are not homogeneous in $k_n$ and $k_{n'}$, performing the integral over those longitudinal components is not straightforward, especially when involving the exponent $E_h$. To this end, we resort to the Mellin-Barnes (MB) representation [163, 164] to recast the inhomogeneous propagators in a first step. For $I_{lh}$, we thus apply the following substitution [80, 165],

$$\frac{1}{(k \cdot v_h)^\lambda} \xrightarrow{\text{MB}} -\frac{1}{\Gamma(\lambda)} \frac{1}{4\pi^2} \int_{c_i-\infty}^{c_i+\infty} dz_1 dz_2 \Gamma(-z_1) \Gamma(-z_2) \Gamma(\lambda + z_1 + z_2)$$

$$\times \left[(k \cdot n)(v_h \cdot \bar{n})\right]^{z_1} \left[\frac{(k \cdot \bar{n})(v_h \cdot n)}{2}\right]^{z_2} (\vec{k}_T \cdot \bar{\vec{n}}_h^{\perp})^{-\lambda - z_1 - z_2},$$

(2.85)

where the contours (or the values $c_i$) are chosen such that the poles from $\Gamma(\lambda + z_1 + z_2)$ are to the left of the path, while those of $\Gamma(-z_1) \Gamma(-z_2)$ are to the right. Integrating the MB-transformed propagators over $k_{n(\bar{n})}$ and $\vec{k}_T$ now follows the similar pattern to that in deriving Eq. (2.84). Then, to perform the $\delta$-expansion, we first make use of the package $\text{MBAsymptotics}$ [167] for deriving the asymptotic series in $\delta$. The remaining integrals are those over $z_1$ and $z_2$, for which we utilise $\text{MBSums}$ [168] to implement Cauchy’s residue theorem and sum up the ensuing residues from the software Mathematica. The final expression is,

$$I_{lh}(\vec{b}_T, \mu, \nu) = \frac{L_T^2}{2} - L_T L_v + 2 L_T \ln(v_h \cdot v_h)$$

$$+ 2 \arcsin^2\left[|\bar{v}_h^\perp| \sin(\varphi_{hb})\right] - (2\pi i) \arcsinh\left[|\bar{v}_h^\perp| \cos(\varphi_{hb})\right]$$

$$+ \frac{\pi^2}{12} + D_h(\varphi_{hb}) + D_h(-\varphi_{hb}),$$

(2.86)

$$Z_{c.t.}^{lh}(\vec{b}_T, \mu, \nu, \epsilon) = \frac{1}{c_T} + \frac{1}{c_\epsilon} \left[L_v - 2 \ln(v_1 \cdot v_h)\right],$$

(2.87)

where $\varphi_{hb}$ denotes the azimuthal opening angle between the vectors $\bar{v}_h^\perp$ and $\vec{b}_T$. The function $D_h$ is defined as

$$D_h(\theta) = \frac{4|\bar{v}_h^\perp|}{\pi} \int_0^\pi d\phi \ln[\cot(\phi)] \left\{\frac{\cos(\theta + \phi)}{1 + |\bar{v}_h^\perp|^2 \sin^2(\theta + \phi)} \arcsin\left[\frac{|\bar{v}_h^\perp| \cos(\theta + \phi)}{\sqrt{1 + |\bar{v}_h^\perp|^2}}\right]\right\}.$$  

(2.88)

An analogous strategy is also applicable for the evaluations of the $a = b = h$ and $a = h \neq b = h'$ cases, $I_{hh}$ and $I_{hh'}$, of Fig. [4c]. Since rapidity divergences do not emerge from those time-like gauge links, we can set the
regulator $\delta = 0$ from the beginning and solve the $k^\mu$-integrals in the conventional dimensional regularisation. The results exhibit explicit $z_1$ and $z_2$ dependences, which are treated with the above MB-Tools \cite{166,168} to complete the inverse MB transformations. Eventually, they yield,

$$\mathcal{I}_{hh}(\vec{b}_T, \mu, \nu) = 2L_T + \frac{r_b^b}{\sqrt{1 + (r_b^b)^2}} \left[ 4 \arcsinh(r_b^b) - (2\pi i) \right],$$

(2.89)

$$Z_{c.t.}^{hh}(\vec{b}_T, \mu, \nu, c) = -\frac{2}{\epsilon},$$

(2.90)

$$\mathcal{I}_{hh'}(\vec{b}_T, \mu, \nu) = L_T \frac{4v_h \cdot v_{h'}}{(v_h \cdot v_{h'})^2 - 1} \arctanh \left[ \frac{v_h \cdot v_{h'} - 1}{v_h \cdot v_{h'} + 1} \right]$$

$$+ \int_0^1 d\zeta \frac{v_{h'}^h(\zeta)}{1 + (v_{h'}^h(\zeta))^2} \frac{(v_h \cdot v_{h'})}{\sqrt{1 + (r_{hh'}^h(\zeta))^2}} \left[ 4 \arcsinh(r_{hh'}^h(\zeta)) - (2\pi i) \right],$$

(2.91)

$$Z_{c.t.}^{h'h'}(\vec{b}_T, \mu, \nu, c) = -\frac{1}{\epsilon} \frac{4v_h \cdot v_{h'}}{(v_h \cdot v_{h'})^2 - 1} \arctanh \left[ \frac{v_h \cdot v_{h'} - 1}{v_h \cdot v_{h'} + 1} \right],$$

(2.92)

where

$$v_{h'}^h(\zeta) = \zeta v_h^h + (1 - \zeta) v_h', \quad r_b^b = \vec{b}_T \cdot \vec{v}_h^b, \quad r_{hh'}^h(\zeta) = \vec{b}_T \cdot \frac{\vec{v}_{hh'}^h(\zeta)}{\sqrt{v_{hh'}^h(\zeta)}}.$$  

(2.93)

During the calculations, we have exploited the on-shell conditions $v_i^2 = v_i^2 = 1$ and introduced the definition $\vec{b}_T \equiv \vec{b}_T/b_T$.

With all relevant coefficient functions $\mathcal{I}_{ab}$ at hand, together with the colour factors of Eq. (2.81), we can now establish the NLO soft function together with the renormalisation constants $Z_n$. For the latter case, we have checked that the results in Eqs. (2.84)-(2.92) indeed satisfy the identity in Eq. (2.76), where the hard and beam renormalisation constants are extracted from \cite{134} and \cite{141,142}, respectively. Regarding the renormalised finite parts $\mathcal{I}_{ab}$, we compare our expressions with those from the CSS framework \cite{66} at the scale $\mu = \nu = b_T^b/b_T^2$ and find full agreement. Furthermore, since during the derivation we did not utilise the relationship $\vec{v}_T^b + \vec{v}_T^b = 0$ for simplification, the results in Eqs. (2.84,2.91) are also comparable with the soft function in the process $pp \to tH$ \cite{148}. However, at this moment, although the real parts of $\mathcal{I}_{ab}$ still coincide with those in \cite{148}, the signs in front of the terms $2\pi i$ in Eq. (2.86), Eq. (2.89), and Eq. (2.91) are inverted. This purely imaginary term does not enter the present calculation on the $tH$ production or the comparison with \cite{66}, as these imaginary contributions cancel through the momentum conservation $\vec{v}_T^b + \vec{v}_T^b = 0$. Nonetheless, this difference can influence the transverse momentum spectrum in $tH$ production, or similar processes, especially within the domain $M_{tH} \gtrsim M_{tH} \sim 2m_t$. We leave it to a forthcoming publication to elaborate on those processes and, in particular, deliver a numeric comparison of our results, to those from \cite{148}, and a fixed-order QCD calculation from SHERPA \cite{169,171}.

3 Resummation

In the previous section we have analysed the dynamic regions contributing to the leading singularities in Eq. (2.6) and established the corresponding factorisation formula in impact parameter space. This section will now be devoted to the resummation of these asymptotic behaviours.

3.1 Asymptotic behavior

We start with identifying the singular terms in Eq. (2.43). Therefore, without loss of generality, we parametrise the perturbative expansion of $\tilde{\Sigma}_{tt}$ as follows,

$$\tilde{\Sigma}_{tt} \sim \sum_{m,n} \alpha_s^m(M_{tt})L_M^t \left\{ s_{m,n}(\beta_{tt}, x_t, Y_{tt}) + a_{m,n}(\text{sign}[b_{tg}], \beta_{tt}, x_t, Y_{tt}) \right\}.$$  

(3.1)
where \( L_M := \log \left[ \frac{b^2_t M^2_{it}}{b^2_0} \right] \) collects all the relevant dimensionful quantities. Order by order, there are two dimensionless coefficients, \( s_{m,n} \) and \( a_{m,n} \). While both depend on \( \beta_{it}, x_t \), and \( Y_{it} \), \( s_{m,n} \) and \( a_{m,n} \) is independent of the magnitude and orientation of the impact parameter. Thus, we will refer them to the azimuthal symmetric terms (AST) hereafter. On the other hand, in presence of the helicity-flipping beam radiation in Eq. \( (2.36) \) and the wide angle soft correlations from Eqs. \( (2.38)-(2.39) \), \( \Sigma_{it} \) also contains contributions sensitive to the orientation of the impact parameter, i.e. the azimuthal asymmetric term (AAT) \( a_{m,n} \). Since the rejection component \( b_{\tau_l} \) has been integrated out in Eq. \( (2.42) \), the orientation dependence is reduced to a dependence on the sign of \( b_{\tau_l} \) in Eq. \( (3.1) \). Please note, in deriving eq. \( (3.1) \), we have set the scales \( \mu = \nu = M_{it} \) in Eqs. \( (2.29)-(2.31) \) and then extracted the \( L_M \) terms through dimensional analysis. Other scales choices \( \{ \mu, \nu \} \) lead to the same result after regrouping the dimensional quantities appropriately, on account of the (rapidity) renormalisation group discussed in Sec. \( 2.4.3 \).

From Eq. \( (3.1) \), we can evaluate the \( q_\tau \) spectrum by completing the inverse Fourier transformation in Eq. \( (2.43) \). Exploiting the fact that the function \( \cos(b_{\tau_l} q_\tau) \) is even under the integral over \( b_{\tau_l} \), we have

\[
\frac{d\sigma_{it}}{dM^2_{it} d^2 \vec{P}_+^2 dY_{it} dq_\tau} \sim \sum_{m,n} \int_{-\infty}^{\infty} db_{\tau_l} \cos(b_{\tau_l} q_\tau) L_M^n \left\{ s_{m,n}(\beta_{it}, x_t, Y_{it}) + a_{m,n}(\text{sign}[b_{\tau_l}], \beta_{it}, x_t, Y_{it}) \right\} 
\]

\[
= \sum_{m,n} \left\{ 2s_{m,n}(\beta_{it}, x_t, Y_{it}) + a_{m,n}^+(\beta_{it}, x_t, Y_{it}) + a_{m,n}(\beta_{it}, x_t, Y_{it}) \right\} F^{(n)}_{\tau_l}(q_\tau, M_{it}),
\]

where \( a_{m,n}^+ \) are the decomposition of the AAT components according to sign[\( b_{\tau_l} \)] and the function \( F^{(n)}_{\tau_l}(q_\tau, M_{it}) \) is defined as,

\[
F^{(n)}_{\tau_l}(q_\tau, M_{it}) = \int_0^\infty db_{\tau_l} \cos(b_{\tau_l} q_\tau) L^n_M.
\]

To appraise \( F^{(n)}_{\tau_l}(q_\tau, M_{it}) \), we follow the strategy of \( \overline{102} \) and introduce the generating function,

\[
F_{\tau_l}(\eta, q_\tau, M_{it}) = \sum_{n=0}^{\infty} \frac{\eta^n}{n!} F^{(n)}_{\tau_l}(q_\tau, M_{it}) = \int_0^\infty db_{\tau_l} \cos(b_{\tau_l} q_\tau) \left( \frac{b^2_{\tau_l} M^2_{it}}{b^2_0} \right) \eta^n
\]

\[
= -4^{-\eta} e^{2\pi\eta} \sin(\pi\eta) \Gamma[2n+1] \frac{M^2_{it}}{q^2_\tau} \eta^n .
\]

Hence, \( F^{(n)}_{\tau_l}(q_\tau, M_{it}) \) corresponds to the \( n \)-th derivative of \( F_{\tau_l}(\eta, q_\tau, M_{it}) \) with respect to \( \eta \) at the point \( \eta = 0 \). The results of the first few ranks read

\[
F^{(0)}_{\tau_l}(q_\tau, M_{it}) = 0,
\]

\[
F^{(1)}_{\tau_l}(q_\tau, M_{it}) = -\frac{\pi}{q_\tau},
\]

\[
F^{(2)}_{\tau_l}(q_\tau, M_{it}) = -\frac{2\pi}{q_\tau} \ln \left[ \frac{M^2_{it}}{4q^2_\tau} \right],
\]

\[
F^{(3)}_{\tau_l}(q_\tau, M_{it}) = -\frac{3\pi}{q_\tau} \ln^2 \left[ \frac{M^2_{it}}{4q^2_\tau} \right] - \frac{\pi^3}{q_\tau},
\]

\[
F^{(4)}_{\tau_l}(q_\tau, M_{it}) = -\frac{4\pi}{q_\tau} \ln^3 \left[ \frac{M^2_{it}}{4q^2_\tau} \right] - \frac{4\pi^3}{q_\tau} \ln \left[ \frac{M^2_{it}}{4q^2_\tau} \right] + \frac{64\pi^3 \zeta_3}{q_\tau},
\]

\[
\vdots
\]

\[
F^{(k)}_{\tau_l}(q_\tau, M_{it}) = -\frac{k\pi}{q_\tau} \ln^{k-1} \left[ \frac{M^2_{it}}{4q^2_\tau} \right] + \ldots .
\]

Here we have focussed on the regime where \( q_\tau \) is small, but always larger than 0. Otherwise, contributions such as \( \delta(q_\tau) \) will enter the expressions above. From these results, it is observed that the coefficients \( s_{m,n} \) and \( a_{m,n}^+ \) cannot induce any divergent behaviour by themselves as exhibited in Eq. \( (3.5) \), whilst the logarithmic terms \( L^*_M \) produce the singular series up to \( \ln^{k-1}[M^2_{it}/(4q^2_\tau)]/q_\tau \), i.e. the entire LP asymptotic behaviors of Eq. \( (2.6) \). As a consequence, the resummation of the \( q_\tau \) spectrum can now be expressed as an exponentiation.
of the $L_{A\gamma}$, resembling the corresponding resummation in the Drell-Yan processes and Higgs production \cite{96,102,107,109}. In Sec. 3.2, we will use the solutions of RaGE and RGE to accomplish this exponentiation.

It is interesting to note that, by analogy to the $q_T$ resummation, the leading singular behaviour of the azimuthally averaged $q_T$ distribution is also governed by the characteristic logarithmic terms from the impact space \cite{64,65}, such that the R($a$)GE framework is in principle applicable therein as well to accomplish the resummation. However, aside from those two observables, the transverse momentum resummation is generally more involved on the $pp \to t\bar{t} + X$ process. For instance, the singular behaviour of the double differential observable $d\sigma_{t\bar{t}}/d\vec{q}_T$ is not only contained in the logarithmic terms, but the AATs can also make up in part the asymptotic series \cite{67}. The appearance of these asymmetric divergent terms can have non-trivial impacts on the pattern of the LP singularities and the choice of resummation scheme. In App. A we will deliver a comparative study on this issue.

### 3.2 Evolution equations

We will now elaborate on the evolution equations of the hard, beam, and soft functions introduced in Eqs. (2.29)-(2.30).

The hard function, see Eqs. (2.31)-(2.32), contains the squared UV-renormalised amplitudes multiplied by the IRC regulator. Considering that the scale dependences induced by the UV renormalisation cancel fully within the amplitudes, the evolution equation of the hard sector is governed solely by the IRC counterterm $Z^h_{[\kappa]}$. According to the parametrisation of $Z^h_{[\kappa]}$, we have,

$$
\frac{d}{d\ln \mu^2} \mathcal{H}^{[\kappa]}_{\alpha\beta}(M^2_{t\bar{t}}, \beta_{t\bar{t}}, x_t, \mu) = -C^{[\kappa]} \Gamma_{cusp} \ln \left( \frac{\mu^2}{M_{t\bar{t}}^2} \right) \mathcal{H}^{[\kappa]}_{\alpha\beta}(M^2_{t\bar{t}}, \beta_{t\bar{t}}, x_t, \mu)
$$

\begin{equation}
+ \sum_{\gamma} \left[ \frac{C^{[\kappa]}_{\gamma}}{2} \mathcal{H}^{[\kappa]}_{\gamma\gamma}(M^2_{t\bar{t}}, \beta_{t\bar{t}}, x_t, \mu) + \left( \frac{\gamma^{[\kappa]}}{2} \right) \mathcal{H}^{[\kappa]}_{\gamma\gamma}(M^2_{t\bar{t}}, \beta_{t\bar{t}}, x_t, \mu) \right],
\end{equation}

where the subscripts $\{\alpha, \beta, \gamma\}$ represent the colour indices in the set of colour basis in Eqs. (2.33)-(2.34). The helicity indices involved in the gluonic channel have been omitted for brevity. $\kappa$ runs over $\{g_n g_n, g_n q^\dagger, q^\dagger q^\dagger\}$, indicating the partonic channel. $C^{[\kappa]}_{\kappa}$ denotes the colour factor in QCD with $\kappa \in \{g_n g_n\} : C_{[\kappa]} = C_A$, $\kappa \in \{q_n^i q_n^j, q_n^i \bar{q}_n^j\} : C_{[\kappa]} = C_F$.

$\Gamma_{cusp}$ is the cusp anomalous dimension. It is needed to three-loop accuracy \cite{173} in this paper, but is available to four-loop precision in the literature \cite{174,175}. A numeric estimation of the five-loop contribution is addressed in \cite{176}. Analogously, $\gamma^{[\kappa]}_{h}$ is the non-cusp anomalous dimension for the hard contribution. Their analytic expressions up to N$^2$LO can be found in \cite{134,172} and progress towards the three-loop result has been made in \cite{177}.

The quark and gluon beam functions are given in Eqs. (2.35)-(2.36) in terms of the SCET$_{II}$ field operators. They are same as those participating into the Drell-Yan processes and Higgs production. They admit the RGEs \cite{98},

\begin{equation}
\frac{\partial}{\partial \ln \mu^2} \ln \mathcal{B}^{(q_n)}_{\eta_n}(\eta_n, b_T, \mu, \nu) = C_F \Gamma_{cusp} \ln \left( \frac{\nu}{\eta_n \sqrt{s}} \right) + \gamma^{[q]}_{h},
\end{equation}

\begin{equation}
\frac{\partial}{\partial \ln \mu^2} \ln \mathcal{B}^{(q_n,q_n)}_{n,h}\bar{h}(\eta_n, \bar{b}_T, \mu, \nu) = C_A \Gamma_{cusp} \ln \left( \frac{\nu}{\eta_n \sqrt{s}} \right) + \gamma^{[q]}_{h},
\end{equation}

as well as the RaGEs \cite{98},

\begin{equation}
-2 \frac{\partial}{\partial \ln \nu^2} \ln \mathcal{B}^{(q_n)}_{\eta_n}(\eta_n, b_T, \mu, \nu) = - \frac{2 C_F}{C_F} \frac{\partial}{\partial \ln \nu^2} \ln \mathcal{B}^{(q_n,q_n)}_{n,h}\bar{h}(\eta_n, \bar{b}_T, \mu, \nu)
\end{equation}

\begin{equation}
= \frac{\Gamma_{cusp} \left[ \alpha_s \left( \frac{b_0}{b_T} \right) \right]}{\sum_{\nu} \frac{d\nu^2}{\mu^2} \Gamma_{cusp} \left[ \alpha_s (\nu) \right]}.
\end{equation}

Here, $\eta_n$ stands for the momentum fraction along the $n$ direction. $\gamma^{[q]}_{h}$ and $\gamma_{r}$ are the non-cusp anomalous dimensions brought about in the virtuality and rapidity renormalisations, respectively. Their specific expressions are dependent on the choice of regularisation prescription, and this work will use those that correspond
with our choice of using the exponential rapidity regulator [98]. They are known at N^2LO accuracy [141,142], which we use in the following. N^3LO results are also available in the literature [99,143,144,178,179], and N^4LO corrections [180,183] have appeared recently.

In order to derive the evolution equations for the soft sector, we utilise the scale invariance condition in Eq. (2.77) and the R(a)GEs above. It follows that

\[
\frac{\partial}{\partial \ln \mu^2} S_{[\gamma]}^{\alpha\beta}(\vec{b}_T, \mu, \nu) = \left\{ C_{[\gamma]} \Gamma_{\text{cusp}} \ln \left[ \frac{\mu^2}{\bar{b}_T^2} \right] + 2 \gamma_{[\gamma]} \right\} S_{[\gamma]}^{\alpha\beta}(\vec{b}_T, \mu, \nu)
\]

\[
- \sum_\gamma \left[ S_{[\gamma]}^{\alpha\gamma}(\vec{b}_T, \mu, \nu) \frac{\gamma_{h,\gamma,\alpha}}{2} + S_{[\gamma]}^{\beta\gamma}(\vec{b}_T, \mu, \nu) \left( \frac{\gamma_{h,\gamma,\alpha}}{2} \right)^* \right],
\]

(3.11)

and

\[
\frac{1}{C_{[\gamma]}} \frac{\partial}{\partial \ln \mu^2} \ln S_{[\gamma]}^{\alpha\beta}(\vec{b}_T, \mu, \nu) = \gamma_r \left[ \frac{h_n}{b_T} \right] + \int_{\mu^2}^{\bar{b}_T^2} d\mu^2 \Gamma_{\text{cusp}} [\alpha_s(\bar{\mu})].
\]

(3.12)

For brevity, we make use of \(\gamma_{[\gamma]}\) here to represent the virtuality anomalous dimensions in Eqs. (3.8)-(3.9), more specifically,

\[
\kappa \in \{ g_\alpha \} : \gamma_{[\gamma]} = \frac{\gamma_{[\gamma]}}{\gamma_{b}} , \quad \kappa \in \{ q_{\alpha}, q_{\alpha}^\prime, q_{\alpha}^\prime, q_{\alpha} \} : \gamma_{[\gamma]} = \frac{\gamma_{\zeta}}{\gamma_{b}} .
\]

(3.13)

As observed in Eqs. (3.11)-(3.12), since the anomalous dimensions herein are all independently extracted from the hard and beam functions, these evolution equations provide a non-trivial opportunity to examine our soft function of Sec. 2.5, and in turn the factorisation in Eqs. (2.81) into Eqs. (3.11)-(3.12), we have checked that our results indeed satisfy the criteria above on the scale dependences.

Solving those RGEs and RaGEs permits us to bridge the intrinsic scales of the hard, beam, and soft ingredients, thereby exponentiating the characteristic logarithmic terms in Eq. (3.1). Substituting these solutions into the master formula of Eq. (2.43), we arrive at the resummed \(q_T\) spectrum,

\[
\frac{d\sigma_{\text{res}}^{[q_T^2\nu^2]}(\vec{b}_T, M_{\text{cusp}}, \beta_{T\ell}, x_{\ell})}{dM_{\text{cusp}}^2 \, d^2P_T \, dY_{\ell} \, dq_T} = \sum_{\text{sign}[x_{\ell}]} \frac{\Theta_{\text{kin}}^{(0)}}{16 \pi^3} \beta_{T\ell} \left| x_{\ell} \right| M_{\text{cusp}}^4 \int_{-\infty}^{\infty} db_{T\ell} \cos \left( b_{T\ell} q_T \right) \tilde{\Sigma}_{\text{res}}^{[q_T^2\nu^2]}(\vec{b}_T, M_{\text{cusp}}, \beta_{T\ell}, x_{\ell}, Y_{\ell}),
\]

(3.14)

where

\[
\tilde{\Sigma}_{\text{res}}^{[q_T^2\nu^2]}(\vec{b}_T, M_{\text{cusp}}, \beta_{T\ell}, x_{\ell}, Y_{\ell}) = \left( \frac{1}{N_c} \right)^2 \sum_{\{\alpha,\beta\}} \left\{ S_{[\gamma]}^{\alpha\beta}(\vec{b}_T, \mu, \nu) \left[ T_{[\gamma]}^{[g_{\alpha}]}(\beta_{T\ell}, x_{\ell}, \mu, \nu) \right]^* \right\}
\]

(3.15)

The expression of \(\tilde{\Sigma}_{\text{res}}^{[q_T^2\nu^2]}(\vec{b}_T, M_{\text{cusp}}, \beta_{T\ell}, x_{\ell}, Y_{\ell})\) can be obtained from Eq. (3.15) by adjusting the label momenta of the beam-collinear modes as appropriate. As is apparent in Eqs. (3.15)-(3.16), two sets of auxiliary scales \(\{\mu_h, \mu_b, \mu_s\}\)
and \{ν_b, ν_s\} have been introduced to define the initial conditions utilised in solving the RaGEs and RGEs above. An appropriate choice of their values minimises the missing higher-order corrections, and in this paper, in a bid to minimise the logarithmic dependences on the respective sectors, the following values will be taken as defaults in this paper \cite{77,184}:
\[ \mu_b^{\text{def}} = \nu_b^{\text{def}} = M_{tt}, \quad \mu_s^{\text{def}} = \nu_s^{\text{def}} = b_0/|b_{tr}|. \] (3.17)

With the choices in Eq. (3.17), the impact space integral in Eq. (3.14) may approach or cross the Landau singularity in the large \(|b_{tr}|\) regime. In order to avoid the divergence, we impose upper and lower boundaries \(|b_{tr}| \leq b_{\text{cut}} = 2 \text{GeV}^{-1}\) in Eq. (3.14) \cite{184}. Alternative schemes have been discussed in \cite{107,185}.

Further, Eqs. (3.15)-(3.16) also include the kernels \(D_{\alpha\beta}[\alpha]\) and \(\nu_{\alpha\beta}^{[\alpha]}\) to evolve the intrinsic scales amongst the fixed-order functions. \(D_{\alpha\beta}[\alpha]\) is induced by the diagonal anomalous dimensions, such as \(\gamma_{\text{cusp}}, \gamma_{b}^{[\alpha]}\), and \(\gamma_r\) in Eqs. (3.6)-(3.10). Its definition reads
\[ \ln D_{\alpha\beta}[\alpha] = \int_{\mu_f}^{\mu_r} \frac{d\mu^2}{\mu^2} \left\{ C_{[\alpha]} \Gamma_{\text{cusp}}[\alpha_\mu(\mu)] \ln \left[ \frac{\nu_{\alpha}^2}{M_{tt}^2} \right] + \frac{1}{2} \gamma_{b}^{[\alpha]} \right\} - \int_{\mu_f}^{\mu_r} \frac{d\mu^2}{\mu^2} \left\{ C_{[\alpha]} \Gamma_{\text{cusp}}[\alpha_\mu(\mu)] \ln \left[ \frac{\mu_s^2}{M_{tt}^2} \right] \right\} \]
\[ + C_{[\alpha]} \ln \left[ \frac{\nu_{\alpha}^2}{\nu_b^2} \right] \int_{\mu_f}^{\mu_s} \frac{d\mu^2}{\mu^2} \Gamma_{\text{cusp}}[\alpha_\mu(\mu)] - C_{[\alpha]} \ln \left[ \frac{\nu_r^2}{\nu_b^2} \right] \gamma_r \left[ \alpha_\mu \left( \frac{b_0}{b_{tr}} \right) \right]. \] (3.18)

\(\nu_{\alpha\beta}^{[\alpha]}\) accounts for the contributions from the non-diagonal anomalous dimension \(\gamma_{b}^{[\alpha\beta]}\), which, in principle, can be extracted from the solutions of the RGE of the hard function in Eq. (3.6). However, in the presence of the non-diagonal elements in \(\gamma_{b}^{[\alpha]}\), it is somewhat challenging to achieve a closed expression. Hence, in this work we adopt the perturbative approaches suggested in \cite{51,186,187}. The details on the implementation are collected in App. \[3]\.

| Logarithmic accuracy | \(H, S, B\) | \(\Gamma_{\text{cusp}}\) | \(\gamma_{b,s,h,r}\) |
|----------------------|---------------|-----------------|-----------------|
| NLL'                 | \(O(\alpha_s^0)\) | \(O(\alpha_s^2)\) | \(O(\alpha_s^0)\) |
| N2LL                 | \(O(\alpha_s)\)  | \(O(\alpha_s^2)\) | \(O(\alpha_s^0)\) |
| N2LL'                | \(O(\alpha_s^2)\)| \(O(\alpha_s^2)\) | \(O(\alpha_s^0)\) |

Table 1: Precision prerequisites on the anomalous dimensions and the fixed-order functions for a given logarithmic accuracy.

Equipped with Eqs. (3.15)-(3.16), we can calculate the resummed projected transverse momentum distributions. In this work, we will present the results in particular at NLL', N2LL, and approximate N2LL' levels. For NLL', N2LL, and strict N2LL' accurate calculations, the required precisions for the various anomalous dimensions and fixed-order functions have been summarised in Table 1. In particular, for the N2LL' result, the hard and soft sectors need to be known at full N2LO accuracy. However, only the logarithmic terms, which are derived from Eq. (3.6) and Eqs. (3.11)-(3.12), are included in this work. We thus label our results with this approximation as aN2LL' in the rest of this paper.

3.3 Observables

In Eq. (3.14), we have presented the master formula of the resummed \(q_T\) spectrum with a general choice of \(\vec{t}\). In Sec. 4, we will investigate three observables, \(q_{T,\text{out}}, q_{T,\text{in}}, \text{and } \Delta \Phi_{t_i}\). The calculations of the first two observables are immediate from Eq. (3.14) by choosing the reference vector \(\vec{t}\) to be perpendicular or parallel with respect to the top-quark transverse momentum \(\vec{P}_t\),
\[ q_T = q_{T,\text{out}}, \quad \text{if } \vec{t} = \pm \vec{n} \times \frac{\vec{P}_t}{|\vec{P}_t|}, \] (3.19)
\[ q_T = q_{T,\text{in}}, \quad \text{if } \vec{t} = \pm \frac{\vec{P}_t}{|\vec{P}_t|}, \] (3.20)
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where the unit vector \( \vec{n} \) characterises the flight direction of one of the colliding protons. Since the value of \( q_r \) only concerns the magnitude of the projected component, the calculation with either + or − sign in Eqs. (3.19)-(3.20) gives the same result. In order to determine the azimuthal distribution \( \Delta \phi_{tt} \), it is worth noting that in the vicinity of \( \Delta \phi_{tt} \rightarrow \pi \), we are able to perform the expansion in \( \Delta \phi_{tt} \equiv (\pi - \Delta \phi_{tt}) \sim \lambda_r \),

\[
\Delta \phi_{tt} \equiv \arccos \left( \frac{\vec{P}_{t} \cdot \vec{P}_{t}^\perp}{|\vec{P}_{t}||\vec{P}_{t}^\perp|} \right) \sim \pi - q_{T,\text{out}} + O(\lambda_r^2). \tag{3.21}
\]

In this work, only the leading kinematical effects will be taken into account, such that the azimuthal spectrum can be calculated from the results on \( q_{T,\text{out}} \),

\[
\frac{\frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} M^2_{tt}}} = \frac{\frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} M^2_{tt}}} = \frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} M^2_{tt}} + O(\lambda_r^0). \tag{3.22}
\]

As demonstrated in Sec. 3.3 all \( q_r \) associated observables are free of azimuthal asymmetric divergences in momentum space and so are the spectra of \( q_{T,\text{out}}, q_{T,\text{in}}, \) and \( \Delta \phi_{tt} \). This justifies our application of the resummation schemes in Tab. II and also the R(a)GE framework in Eqs. (3.14)-(3.16) during the calculation.

### 3.4 Matching to fixed-order QCD

We are now ready to match the resummed predictions derived in the previous sections to exact fixed-order QCD calculations. As the expansion in \( \lambda_r \) has been applied in the derivation of the resummed results of Eq. (3.14), its validation is maintained only within the asymptotic domain. To continue the resummed spectra to the entire phase space, we match Eq. (3.14) onto the fixed-order result using a multiplicative scheme \[188,190\],

\[
\frac{\text{d} \sigma^\text{mat}_{tt}}{\text{d} Q} \equiv \left\{ \frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} Q} - \frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} Q} \right\} f_{\text{tran}}(Q, c_m, r_m) + \frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} Q} \bigg|_{\text{exp}} + \left\{ 1 - f_{\text{tran}}(Q, c_m, r_m) \right\} \frac{\text{d} \sigma^\text{res}_{tt}}{\text{d} Q} \bigg|_{\text{exp}} + \ldots \tag{3.23}
\]

where \( Q \in \{q_{T,\text{out}}, q_{T,\text{in}}, \Delta \phi_{tt}\} \) represents a general observable of our concern. \( \text{d} \sigma^\text{res}_{tt}/\text{d} Q \) is the resummed differential distribution calculated from Eq. (3.14). \( \text{d} \sigma^\text{mat}_{tt}/\text{d} Q \) stands for the perturbative expansion of \( \text{d} \sigma^\text{res}_{tt}/\text{d} Q \) at the scale \( \mu_{t.o.} \) and also corresponds to the leading singular terms in Eq. (2.6). \( \mu_{t.o.} \) is the scale of the fixed-order expansion, and typically identified with \( \mu_F \) and \( \mu_R \) in an exact QCD fixed-order calculation. In the numerical study presented in the next section of this paper, we will take as default choice

\[
\mu^\text{def}_{t.o.} = M_{tt}. \tag{3.24}
\]

Taking the difference between \( \sigma^\text{res}_{tt} \) and \( \sigma^\text{mat}_{tt} \) yields the pure resummation corrections beyond the fixed-order accuracy of the calculation that our result is matched to, as shown in the square brackets of Eq. (3.23). Multiplying this difference by the transition function \( f_{\text{tran}} \) permits us to regulate the active range of the resummation through the shape of \( f_{\text{tran}} \), and avoid double counting at the same time. To accomplish a continuous and progressive transition towards the exact result, this paper will employ the following piecewise form of \( f_{\text{tran}} \):

\[
f_{\text{tran}}(Q, c_m, r_m) = \begin{cases} 
1, & Q \leq c_m - r_m; \\
1 - \frac{(Q - c_m + r_m)^2}{2r_m^2}, & c_m - r_m < Q \leq c_m; \\
\frac{(Q - c_m + r_m)^2}{2r_m^2}, & c_m < Q \leq c_m + r_m; \\
0, & c_m + r_m \leq Q,
\end{cases}
\]
where the parameters $c_m$ and $r_m$ are introduced to measure the focal point and the transition radius, respectively. In our calculation, the following parameters will be taken by default,

$$c_m^{\text{def}} = 30 \text{ GeV}, \quad r_m^{\text{def}} = 20 \text{ GeV}, \quad \text{if } Q \in \{q_{T,\text{out}}, q_{T,\text{in}}\}, \quad (3.26)$$

$$c_m = 0.3, \quad r_m = 0.2, \quad \text{if } Q \in \{\Delta \phi_{t\bar{t}}\}. \quad (3.27)$$

Please note, that the focal point of our transition function, $c_m$, plays the role of a traditional matching scale for the $q_{T,\text{out}}$ and $q_{T,\text{in}}$ spectra. As the $\Delta \phi_{t\bar{t}}$ spectrum, however, is dimensionless, $c_m$ is dimensionless, and can thus not be directly connected to an “intrinsic” scale of the scattering process. Instead, we choose it solely on the basis of the quality of the approximation of the fixed-order expansion of Eq. (3.14) w.r.t. the exact QCD result, see Sec. 4.2. Besides the resummed differential cross sections and its perturbative expansions aforementioned, to compensate for the power corrections having been truncated during the asymptotic expansions, Eq. (3.23) also includes the ratio of the exact spectra to the leading singular terms derived from SCETII and HQET,

$$\mathcal{R}_{fs}(\mu_{t,o}) \equiv \frac{d\sigma^{t,o}_{fs}(\mu_{t,o})/dQ}{d\sigma^{\text{res}}_{t\bar{t}}(\mu_{t,o})/dQ}. \quad (3.28)$$

Herein, $\sigma^{t,o}_{fs}$ denotes the fixed-order QCD results assessed at the identical scale to that of $\sigma^{\text{res}}_{t\bar{t}}$, and will be evaluated by the program SHERPA [169–171]. Starting from N$^3$LO, the fixed-order predictions are not positive definite on the whole range of $Q$, and indeed can turn negative in the asymptotic domain that will be improved by our resummation. This invariably leads to the vanishing denominators in Eq. (3.28). We thus expand $\mathcal{R}_{fs}$ in $\alpha_s(\mu_{t,o})$ in the second step of Eq. (3.23) following the spirit of [190].

### 4 Numerical Results

#### 4.1 Parameters and uncertainty estimates

In this part, we will present numeric results for the observables $q_{T,\text{out}}$, $q_{T,\text{in}}$, and $\Delta \phi_{t\bar{t}}$, which are calculated using the master formulae in Eq. (3.14) and Eq. (3.23). The resummed result of Eq. (3.14) comprises a convolution of the hard, beam, soft functions. We calculate the NLO amplitudes of all the helicity and color configurations of the hard sector using program RECOLA [135,136], and then evolve them by means of the RGE in Eq. (3.6) to derive the logarithmic contributions at N$\text{LO}$. For computing the beam functions, the package HPOLY [192] is embedded to calculate the harmonic poly-logarithms participating in the hard-collinear coefficients in [142–144]. The partonic content of the proton is parametrised using the NNPDF31 [194] parton distribution function, interfaced through LHAPDF [194,195]. To be consistent, we use the corresponding value of the strong coupling with $\alpha_s(m_Z) = 0.118$. The evaluation of the soft ingredients at NLO accuracy is straightforward from the analytic expressions presented in Sec. 2.5. To access the N$^3$LO logarithmic terms, we expand the solutions of Eqs. (3.11), (3.12) up to $O(\alpha_s^2)$. In addition to those fixed-order constituents, Eq. (3.14) also requires the evolution kernels $D_{[c]}^{\text{res}}$ and $V_{[c]}^{[\vec{c}]}$. The analytic result of $D_{[c]}^{\text{res}}$ can be found with the approach of [196]. To appraise $V_{[c]}^{[\vec{c}]}$, we first diagonalise the one-loop anomalous dimension $\gamma_h^{[c]}$ (see Eq. (3.6)) by means of $\text{Diag}$ [197] to reach NLL accuracy. Then, based on the perturbative scheme proposed in [51,186,187], we reinstate the higher order corrections from $\gamma_h^{[c]}$ to address the N$^2$LL requirements and beyond.

Combining these evolution kernels and fixed-order functions permits us to evaluate the differential cross sections. To assess the phase-space and impact-space integrals therein, the package Cuba is employed to manage the relevant multidimensional numerical integrations. Over the course, to circumvent the threshold regime $\beta_{t\bar{t}} \sim 0$, where the Coulomb singularity manifests itself and sabotages the factorisation formula established in Eq. (2.43), the constraint $M_{t\bar{t}} \geq 400$ GeV, resulting in $\beta_{t\bar{t}} \gtrsim 0.5$, is imposed in the phase integral.

With the resummed spectra in hand, we can proceed with the matching procedure formulated in Eq. (3.23). The leading singular contribution $d\sigma^{t\bar{t}}_{\text{res}}/dQ$ is obtained by expanding $d\sigma^{t\bar{t}}_{\text{res}}/dQ$ in $\alpha_s$. To calculate the exact
fixed-order QCD differential cross sections, we use SHERPA [169, 171] together with RECOLA [135, 136] and RIVET [198, 199]. In particular, we will restrict the fixed-order calculations to the domains

\[ \mathcal{Q} \geq 10^{-1} \text{ GeV}, \quad \text{if } \mathcal{Q} \in \{ \mathcal{q}_{T,\text{out}}, \mathcal{q}_{T,\text{in}} \}, \]  
\[ \mathcal{Q} \geq 10^{-2}, \quad \text{if } \mathcal{Q} \in \{ \Delta \phi_{\text{tr}} \} \]  

(4.1) \hspace{2cm} (4.2)

to avoid numerical inaccuracies. The NLO calculations involve only the tree level amplitudes\(^3\) which can thus be generated by the built-in tree-level matrix element generator AMEGIC [200] and then processed by RIVET to extract the observables \(\mathcal{q}_{T,\text{out}}, \mathcal{q}_{T,\text{in}}, \) and \(\Delta \phi_{\text{tr}}\). To access the N\(^2\)LO results, RECOLA is used to compute the renormalised one-loop virtual amplitudes of the relevant subprocesses, while the program AMEGIC calculates the real emission corrections and performs the dipole subtraction in the Catani-Seymour scheme [162, 201–203]. The subsequent event analysis procedures again proceed through RIVET as in the NLO case.

Our calculations, Eq. (3.14) and Eq. (3.23), involve a set of auxiliary scales, \(\{ \mu_i, \nu_i \} \equiv \{ \mu_p, \mu_b, \mu_s, \mu_{e.o.}, \nu_b, \nu_s \} \) and two shape parameters \(\{ c_m, r_m \} \) of the transition function in the matching procedure. To estimate the theoretical uncertainties of choosing the default values of those scales, as presented in Eqs. (3.17) and (3.24), we appraise the differential cross sections with the scales varied to twice or half their default values independently. The deviations from the calculation using the default scales are then combined in the quadrature. The so estimated error is referred to as \(\delta_{\text{scale}}\) hereafter. Moreover, to investigate the sensitivity to the shape parameters of the transition function of Eqs. (4.26)–(4.27), the differential spectra are also calculated with the combinations,

\[ \{ c_m, r_m \} = \{ 25 \text{ GeV}, 15 \text{ GeV} \}, \{ 35 \text{ GeV}, 25 \text{ GeV} \}, \quad \text{if } \mathcal{Q} \in \{ \mathcal{q}_{T,\text{out}}, \mathcal{q}_{T,\text{in}} \}, \]  
\[ \{ c_m, r_m \} = \{ 0.25, 0.15 \}, \{ 0.35, 0.25 \}, \quad \text{if } \mathcal{Q} \in \{ \Delta \phi_{\text{tr}} \}, \]  

(4.3) \hspace{2cm} (4.4)

which amount to fixing the lower boundaries of \(f_{\text{tran}}\) but adjusting the descending gradients around the central choice in Eqs. (4.26)–(4.27). Again, the deviation from the central value using the default choices defines the uncertainty, which we denote by \(\delta_{\text{tran}}\). The total theoretical error is then obtained through

\[ \delta_{\text{tot}} = \sqrt{\delta_{\text{scale}}^2 + \delta_{\text{tran}}^2}. \]

### 4.2 Validation

In this part, we will confront the differential cross sections derived from the factorisation formula of Eq. (2.43) with those evaluated in the full theory. At this point, it merits reminding that in establishing Eq. (2.43), the asymptotic expansion has been carried out in \(\lambda_r\) by means of the region expansion of [78–81], and only the leading singular contributions have been taken into account in the approximate outputs. In order to assess the effectiveness of this approximation, and in turn the resummation scheme of Eqs. (3.14)–(3.16), it is of the crucial importance for this work to compare the numeric performances of the exact and approximate spectra in the asymptotic regime.

Fig. 3 exhibits the calculation of the \(\mathcal{q}_{T,\text{in}}\) and the weighted \(\mathcal{q}_{T,\text{in}}\) spectra at NLO and N\(^2\)LO precision. In the left panel, we focus on the distributions \(d\sigma^T_{\ell\ell}/d\mathcal{q}_{T,\text{in}}\) and \(d\sigma^{\ell\ell, o}_{\ell\ell}/d\mathcal{q}_{T,\text{in}}\), in the notation of Sec. 3.4. Please note that while the NLO fixed-order expansions are strictly positive throughout, the N\(^2\)LO results, R\(_\text{LO}\) results, are negative at small \(\mathcal{q}_{T,\text{in}}\) and only return to the positive for \(\mathcal{q}_{T,\text{in}} \gtrsim 3 \text{ GeV}\). As shown in the top plot, owing to the singular contributions from the asymptotic expansion of Eq. (2.6), the absolute values of the NLO, and N\(^2\)LO results are both in excellent agreement with the exact results in the low \(\mathcal{q}_{T,\text{in}}\) region. As the value of \(\mathcal{q}_{T,\text{in}}\) grows, the acuteness of the singular terms becomes gradually alleviated, from which the overall cross-section is reduced.

As a result, the NLO, and N\(^2\)LO approximations show progressively larger deviations. The fluctuations visible around \(\mathcal{q}_{T,\text{in}} = 3 \text{ GeV}\) are caused by the slightly different crossing points from the negative to the positive realm of the exact N\(^2\)LO and approximate N\(^2\)LO results. At some point, far outside its validity range, the approximate NLO\(_s\) and N\(^2\)LO\(_s\) results again become unphysical, e.g. at \(\mathcal{q}_{T,\text{in}} \approx 80 \text{ GeV}\) for the NLO\(_s\) results.

Below the main plot, we show two ratios to highlight the relationship between the exact and approximate spectra. Independent of the order of the expansion or the choice on the scale, as indicated by their respective bands, excellent agreement is observed between \(d\sigma^T_{\ell\ell}/d\mathcal{q}_{T,\text{in}}\) and \(d\sigma^{\ell\ell, o}_{\ell\ell}/d\mathcal{q}_{T,\text{in}}\) below \(\mathcal{q}_{T,\text{in}} = 1 \text{ GeV}\). Within

\(^3\)In this work, the perturbative accuracy is counted with respect to the Born cross section. Thus, the NLO contributions here correspond to the tree-level amplitudes of the process \(pp \rightarrow t\bar{t} + \text{jet}\).
Comparing with Eq. (2.6), the power series of Eq. (4.5) exhibits a less singular behaviour in each order and power in $\lambda_T$. This characteristic is reflected by the shallower slopes of the NLO$_s$ and N$^2$LO$_s$ curves in the main plot of Fig. 5b. More explicitly, whilst the magnitudes of $d\sigma_{t\bar{t}}^{(f.o.)}/d\ln q_{T,in}$ in the vicinity of $q_{T,in} = 0$, they approach each other when entering the area $q_{T,in} \sim 10$ GeV. On the other hand, differing from Eq. (2.6), the leading power terms of $d\sigma_{t\bar{t}}/d\ln q_{T,in}$ are expected to capture the entire singular behaviour of the spectrum as all subleading power corrections are finite in the limit $q_{T,in} \rightarrow 0$. To verify this property and in turn scrutinise our calculations of the leading singular contributions, the difference between the full QCD result and our approximation continuously decreases for all scale choices. In particular, in the vicinity of $q_{T,in} \sim 0.1$ GeV, the gaps between the NLO and NLO$_s$ results shrink to $0.3$ pb, almost a thousand times smaller than the magnitudes of $d\sigma_{t\bar{t}}^{(f.o.)}/d\ln q_{T,in}$. We thus conclude that all the singularities of $d\sigma_{t\bar{t}}^{(f.o.)}/d\ln q_{T,in}$ at NLO have been successfully incorporated in $d\sigma_{t\bar{t}}/d\ln q_{T,in}$. Analogous behaviors can also be found in the N$^2$LO$_s$ results from the region $q_{T,in} \geq 2$ GeV, where the Monte-Carlo integration errors $\epsilon_{MC}$ for the difference N$^2$LO$-N^2$LO$_s$ (indicated by the red bars) are still under control. Further reducing $q_{T,in}$ leads to growing numerical uncertainties in the calculation of this small residual difference of increasingly large individual weighted cross sections. Nonetheless, numeric zero is still within a few standard deviations $\epsilon_{MC}$ and, thus, the EFT spectra can still be regarded as compatible with

**Figure 5:** The fixed-order results of the $q_{T,in}$ and the weighted $q_{T,in}$ spectra of the process $pp \rightarrow t\bar{t} + X$ at $\sqrt{s} = 13$ TeV. NLO/N$^2$LO represents the differential cross section calculated in the full QCD, while NLO$_s$/N$^2$LO$_s$ encodes the leading singular behaviour derived from SCET$_{II}$ +HQET.

a few percents of deviation, this holds up to $q_{T,in} \sim 10$ GeV for the NLO$_s$ bands and $q_{T,in} \sim 20$ GeV in the N$^2$LO$_s$ results. Further increase in $q_{T,in}$ will render the power suppressed terms in Eq. (2.6) manifestly important, thereby developing appreciable discrepancies between the QCD and EFT outcomes. For instance, it is seen that in the domain $q_{T,in} \sim 30$ GeV, the leading singular terms only account for about 75% of the NLO and $\sim 80\%$ of the N$^2$LO spectra.

In order to further ascertain the asymptotic properties in the $q_{T,in} \rightarrow 0$ limit, we investigate the $q_{T,in}$-weighted differential distributions $d\sigma_{t\bar{t}}/d\ln q_{T,in}$ in Fig. 5b. Akin to Eq. (2.6), the asymptotic expansion can also be applied onto the present case,

$$
\frac{d\sigma_{t\bar{t}}}{d\ln q_T} \sim \sigma_B \sum_{m,n} \left[ \frac{\alpha_s(M_{t\bar{t}})}{4\pi} \right]^m \left[ \epsilon_{m,n}^{(0)} \ln^n(\lambda_T) + \epsilon_{m,n}^{(1)} \lambda_T \ln^n(\lambda_T) + \epsilon_{m,n}^{(2)} \lambda_T^2 \ln^n(\lambda_T) + \ldots \right].
$$

Comparing with Eq. (2.6), the power series of Eq. (4.5) exhibits a less singular behaviour in each order and power in $\lambda_T$. This characteristic is reflected by the shallower slopes of the NLO$_s$ and N$^2$LO$_s$ curves in the main plot of Fig. 5b. More explicitly, whilst the magnitudes of $d\sigma_{t\bar{t}}^{(f.o.)/d\ln q_{T,in}$ are nearly 10 times smaller than those of $d\sigma_{t\bar{t}}^{(f.o.)/d\ln q_{T,in}$ in the vicinity of $q_{T,in} = 0$, they approach each other when entering the area $q_{T,in} \sim 10$ GeV. On the other hand, differing from Eq. (2.6), the leading power terms of $d\sigma_{t\bar{t}}/d\ln q_{T,in}$ are expected to capture the entire singular behaviour of the spectrum as all subleading power corrections are finite in the limit $q_{T,in} \rightarrow 0$. To verify this property and in turn scrutinise our calculations of the leading singular contributions, the difference between the full QCD result and the EFT results is addressed in the middle and bottom graphs, at NLO and N$^2$LO accuracy, respectively, of Fig. 5b. For the NLO$_s$ results, with the decrease in $q_{T,in}$, the difference between the full QCD result and our approximation continuously decreases for all scale choices. In particular, in the vicinity of $q_{T,in} \sim 0.1$ GeV, the gaps between the NLO and NLO$_s$ results shrink to $0.3$ pb, almost a thousand times smaller than the magnitudes of $d\sigma_{t\bar{t}}^{(f.o.)/d\ln q_{T,in}$. We thus conclude that all the singularities of $d\sigma_{t\bar{t}}^{(f.o.)/d\ln q_{T,in}$ at NLO have been successfully incorporated in $d\sigma_{t\bar{t}}/d\ln q_{T,in}$. Analogous behaviors can also be found in the N$^2$LO$_s$ results from the region $q_{T,in} \geq 2$ GeV, where the Monte-Carlo integration errors $\epsilon_{MC}$ for the difference N$^2$LO$-N^2$LO$_s$ (indicated by the red bars) are still under control. Further reducing $q_{T,in}$ leads to growing numerical uncertainties in the calculation of this small residual difference of increasingly large individual weighted cross sections. Nonetheless, numeric zero is still within a few standard deviations $\epsilon_{MC}$ and, thus, the EFT spectra can still be regarded as compatible with
Figure 6: The fixed-order results of the $q_{T,\text{out}}$ and the weighted $q_{T,\text{out}}$ spectra of the process $pp \rightarrow t\bar{t} + X$ at $\sqrt{s} = 13$ TeV. NLO/N$^2$LO represents the differential cross section calculated in the full QCD, while NLO$_s$/N$^2$LO$_s$ encodes the leading singular behaviour derived from SCET$_{\text{II}}$ $+$HQET.

the exact results. It should again be stressed that since the absolute values of the N$^2$LO$_s$ curves are generally above $\mathcal{O}(10^3)$ within the asymptotic domain, mitigating their absolute uncertainties down to the same level as those in the NLO$_s$ results necessitates the sub-permille relative accuracy in running the programs, which is rather demanding in time and thus has to be postponed to future research.

In Fig. 6 we illustrate the fixed-order results of the distributions $d\sigma_{t\bar{t}}/dq_{T,\text{out}}$ and $d\sigma_{t\bar{t}}/d\ln q_{T,\text{out}}$. Within the asymptotic regime, since the $q_{T,\text{out}}$ observable is subject to the same factorisation formula as that in the $q_{T,\text{in}}$ case, the general pattern of the $q_{T,\text{out}}$ and the weighted spectra are similar to those of Fig. 5. Furthermore, due to the fact that the double-logarithmic terms, induced by the cusp anomalous dimensions in Eq. (3.18) which dominate the leading singular behaviour, are independent of the choice of the reference vector $\vec{r}$, the absolute values for $d\sigma_{t\bar{t}}/dq_{T,\text{out}}$ and $d\sigma_{t\bar{t}}/d\ln q_{T,\text{out}}$ are close to those of $q_{T,\text{in}}$ in Fig. 5. In addition to the top diagrams focusing on the magnitudes of the respective spectra, the lower two panels of Fig. 6 are again dedicated to the comparisons of the exact and approximate results. It is seen that, up to statistical uncertainties, the leading singular terms have suitably reproduced the asymptotic behaviour of the full theory in the small $q_{T,\text{out}}$ domain.

Fig. 6 finally depicts the results for the $d\sigma_{t\bar{t}}/d\Delta \phi_{t\bar{t}}$ and $d\sigma_{t\bar{t}}/d\ln \Delta \phi_{t\bar{t}}$ spectra. Taking into account the facts that the azimuthal distributions are in practice derived from the $q_{T,\text{out}}$ spectrum by means of Eq. (3.22) and also that the contributions from the region $\vec{P}_t^\perp \sim \mathcal{O}(10^2)$ GeV provide the bulk of the cross section [27,28], we find that the $d\sigma_{t\bar{t}}/d\Delta \phi_{t\bar{t}}$ and $d\sigma_{t\bar{t}}/d\ln \Delta \phi_{t\bar{t}}$ results in the interval $\Delta \phi_{t\bar{t}} \in [0.01,1]$ of Fig. 7 present a corresponding behaviour to the $q_{T,\text{out}}$ spectra within the $q_{T,\text{out}} \in [1,100]$ GeV region of Fig. 6. For example, the NLO$_s$ curves intercept the N$^2$LO$_s$ ones around $\Delta \phi_{t\bar{t}} = 0.01$ and $\Delta \phi_{t\bar{t}} = 0.1$ in Fig. 7 while similar intercepts also take place close to $q_{T,\text{out}} = 1$ GeV and $q_{T,\text{out}} = 10$ GeV in Fig. 6. Finally, as before, Fig. 7 delivers the ratios of the $\Delta \phi_{t\bar{t}}$ spectra as well as the differences of the weighted $\Delta \phi_{t\bar{t}}$ distributions, to compare the approximate and exact spectra. As before, except for the calculations crossing from negative to positive cross sections in the vicinity of $\Delta \phi_{t\bar{t}} \sim 0.03$ of Fig. 7a and the numerical instability observed at $\Delta \phi_{t\bar{t}} \sim 0.04$ in Fig. 7b we observe excellent agreement in the asymptotic domain $\Delta \phi_{t\bar{t}} \lesssim 0.1$.

4.3 Resummation improved results

We now match our resummed calculation, validated in the previous section, to the exact fixed-order result, according to Eq. (3.23). To facilitate our calculations of the exact spectra, lower cutoffs in the respective
Figure 7: The fixed-order results of the $\Delta \phi_{t\bar{t}}$ and the weighted $\Delta \phi_{t\bar{t}}$ spectra of the process $pp \rightarrow t\bar{t} + X$ at $\sqrt{s} = 13$ TeV. NLO/N$^2$LO represents the differential cross section calculated in the full QCD, while NLO$_s$/N$^2$LO$_s$ encodes the leading singular behaviour derived from SCET$_{II}$. NLL+NLO, N$^2$LL+N$^2$LO accuracies (aN$^2$LL'+N$^2$LO).

Figure 8: The resummation improved spectra of $q_{T,\text{in}}$ and $q_{T,\text{out}}$ at NLL+NLO, N$^2$LL+N$^2$LO, and approximate N$^3$LL'+N$^3$LO accuracies (aN$^2$LL'+N$^2$LO).

The other major ingredient in our matching procedure is the transition function $f_{\text{tran}}$ which, together with the shape parameters $\{c_m, r_m\}$, governs the active range of the resummation. In light of the excellent agreement of the fixed-order expansion of the approximation and the full QCD calculation, in the asymptotic domain. It is important to note that the full theory calculation participates in the matching procedure through the ratio $R_{\Delta}$ defined in Eq. (3.28). As illustrated in Figs. 5a, 6a, and 7a, this ratio approaches unity in the asymptotic region for all observables investigated in this paper. Consequently, for practical evaluations, we are justified to truncate the impact of the full theory below the boundaries in Eq. (4.1). Further lowering these boundaries in principle helps to suppress the power corrections, which however entails much longer run time of our programs.
between QCD and EFT, see Figs. 5-7, the chosen default values of \( \{c_m, r_m\} \) are given in Eq. (3.26) and Eq. (3.27). The transition function ensures that the resummation of Eq. (3.14) is fully operational in the asymptotic regions. In the present paper, we choose these regions to be \( q_{T, \text{in(out)}} \leq 10 \text{GeV} \) and \( \Delta \phi_{tt} \leq 0.1 \). The contribution of the resummation to the matched result is then continuously reduced, reaching half its intrinsic value at the focal point \( c_m, 30 \text{GeV} \) in the \( q_{T, \text{in(out)}} \) spectra and 0.3 in the \( \Delta \phi_{tt} \) spectrum. The resummation is eventually fully switched off for \( q \geq c_m + r_m, 50 \text{GeV} \) for \( q = q_{T, \text{in(out)}} \) and 0.5 for \( q = \Delta \phi_{tt} \). Alternative settings for \( c_m \) and \( r_m \), see Eq. (4.3) and Eq. (4.4), are assessed to estimate the associated theoretical uncertainty of the matching processes.

In Fig. 8, we present the resummation improved differential cross sections \( d\sigma_{tt}/dq_{T, \text{in(out)}} \) and \( d\sigma_{tt}/dq_{T, \text{out}} \). Within the small \( q_{T, \text{in(out)}} \) regimes, in contrast to the fixed-order results of Figs. 5a-7a, where substantial \( N^2\text{LO} \) contributions were observed, the resummed spectra here have been stabilised at the respective accuracies. Especially, a reduction in the theoretical uncertainties, detailed through their respective coloured bands, can be found with the increase in the logarithmic accuracy. For example, in the limits \( q_{T, \text{in}} \to 0 \) and \( q_{T, \text{out}} \to 0 \), the results on the \( \text{aN}^2\text{LL}^++\text{N}^2\text{LO} \) level, that constitute our best prediction, possess relative uncertainties of about +1% and −5%. They are greatly reduced from the uncertainties of the \( N^2\text{LL}^+\text{N}^2\text{LO} \) calculations, being from +6% to −12%. For illustrational purposes we also include the lowest order \( \text{N}^2\text{LO} \) calculation showing uncertainties of ±30%. The primary driver behind those theoretical uncertainties is the variation of the beam scale \( \mu_0 \).

On the other hand, as exhibited in Fig. 8 the central values in higher precision are in general contained in the uncertainty bands at the lower accuracy and in particular, the central result of \( N^2\text{LL}^++\text{N}^2\text{LO} \) almost coincides with that at \( \text{aN}^2\text{LL}^+\text{N}^2\text{LO} \). At this point, it merits reminding that with our default choice in Eq. (3.17), the logarithmic contributions from the fixed order functions are all diminished, such that the discrepancy between \( N^2\text{LL}^+\text{N}^2\text{LO} \) and \( \text{aN}^2\text{LL}^+\text{N}^2\text{LO} \) central curves is determined by the constant terms, which, in our case, are those from the beam sectors only. Further inclusion of the \( \text{N}^2\text{LO} \) constant terms from the hard and soft ingredients may alter this difference, which nevertheless has to be verified by an exact \( N^2\text{LL}^+\text{N}^2\text{LO} \) calculation.

Departing from the asymptotic regime, the curves in Fig. 8 enter transitional period ranging from \( q_{T, \text{in(out)}} \approx 25 \text{GeV} \) to \( q_{T, \text{in(out)}} = 35 \text{GeV} \), where the error bands are progressively aligning as the different resummations are faded out and the fixed order contributions, which are the same in the \( N^2\text{LL}^+\text{N}^2\text{LO} \) and \( \text{aN}^2\text{LL}^+\text{N}^2\text{LO} \) calculations, gradually take over. The cause for the uncertainties in this interval is multifaceted, comprising the variation of the beam scale \( \mu_0 \), the fixed order scale \( \mu_{\text{f.o.}} \), and the reshaping of the transition function \( f_{\text{tran}} \) through the inputs \( \{c_m, r_m\} \). Further increasing the magnitudes of \( q_{T, \text{in(out)}} \) dives into the tail domain, where the central values of the respective spectra are dominated by the fixed order results and the uncertainties therein are ruled by the sensitivity to the scale \( \mu_{\text{f.o.}} \). Improving the theoretical uncertainties at this moment is out of the scope of resummation and entails a full \( \text{N}^3\text{LO} \) QCD calculation of \( pp \to t\bar{t} + X \).

Comparing the spectra of \( q_{T, \text{in}} \) with the \( q_{T, \text{out}} \) ones, it is interesting to find that their \( \text{NLL}+\text{NLO} \) results are in close agreement with each other, whereas those at \( \text{N}^2\text{LL}^+\text{N}^2\text{LO} \) or \( \text{aN}^2\text{LL}^+\text{N}^2\text{LO} \) accuracy start to exhibit larger differences. In particular, the \( q_{T, \text{out}} \) spectra are raised by \( \approx 1 \text{ pb/GeV} \) with regard to the \( q_{T, \text{in}} \) one in the asymptotic regime. To interpret this, it is beneficial to remind that according to Tab. 1 the NLL resummation only involves the evolution kernels \( D_{[\kappa]}^{\text{res}} \) and \( Y_{[\kappa]} \) in Eqs. (3.15)-(3.16), both of which, as defined in Eq. (3.18) and Eq. (3.3), concern only the magnitude of \( \vec{b}_s \) and thus fail to differentiate between the \( q_{T, \text{out}} \) and \( q_{T, \text{in}} \) observables. However, starting from \( \text{N}^2\text{LL} \), the \( \vec{r} \)-dependent components, such as the soft function \( S_{[\kappa]} \) and the gluon beam sector \( B^{[\theta, \phi]} \), come into play, thus including a non-trivial impact that the projected direction \( \vec{r} \) can make on the results.

Furthermore, contrary to the azimuthally averaged transverse momentum distributions calculated in [65,68], no Sudakov peak is formed in the projected transverse momentum case, as displayed in Fig. 8. This originates in part from the kinematic differences of these two observables. In the R(α)GE framework introduced in Sec. 3.2, the resummed \( q_T \) distributions can be addressed as,

\[
\frac{d\sigma_t}{dq_T} \sim q_T \sum_{\kappa} \int d\vec{b}_T J_0(b_T q_T) \hat{S}_{[\kappa]}^{\text{res}}(\vec{b}_T, M_{tt}, \beta_{tt}, x_t, Y_{tt}),
\]

(4.6)

where \( J_0 \) stands for the zeroth-rank Bessel function. Taking the limit \( q_T \to 0 \), while the integrand in Eq. (4.6) approaches a constant value, the pre-factor \( q_T \) linearly suppresses the resummed spectra, which in turn leads to the formation of a Sudakov peak. Such a linear factor is absent for \( q_{T, \text{in}} \) and \( q_{T, \text{out}} \). As formulated in
Figure 9: The resummation improved azimuthal spectra $d\sigma_{tt}/d\Delta\phi_{tt}$ at NLL+NLO, N$^2$LL+N$^2$LO, and approximate N$^2$LL$'$+N$^2$LO accuracies (aN$^2$LL$'$+N$^2$LO).

Eq. (3.14), the situation of the $q_\tau$ resummation is

$$\frac{d\sigma_{tt}}{dq_\tau} \sim \sum_\kappa \int db_\tau \cos(b_\tau q_\tau) \Sigma_{tt}^{\text{res},[\kappa]}(b_\tau, M_{tt}, \beta_{tt}, x_t, Y_{tt}).$$

Thus, the $q_\tau$ spectra here receive no kinematical suppressions in the asymptotic limit, explaining the absence of the Sudakov peaks in Fig. 8.

Finally, in Fig. 9, we show the resummation improved azimuthal separations between the top and anti-top quarks. Since at the leading power, the observable $\Delta\phi_{tt}$ exhibits the same factorisation and resummation patterns as the $q_T$, out and $q_T$, in spectra, the curves from Fig. 9 present analogous behaviors to the ones in Fig. 8 including the converging theoretical uncertainties with the increasing of the precision of the calculation. Due to the same reasons as before, a Sudakov peak cannot be observed in the asymptotic domain. In particular, the latter case appears to be in conflict with the finding in a similar observable in Drell-Yan production [204] where Sudakov peaks were observed in the azimuthal spectra. This contradiction is, however, found to be spurious. The constraints on the transverse momentum that had been imposed on the final state in [204] through fiducial cuts and the projection of the observable into multiple transverse momentum slices introduced an effective kinematic damping factor through the shrinking phase space, thereby restoring a similar Sudakov peak structure as observed in the azimuthally averaged transverse momentum distribution of [204]. On the contrary, despite requiring $M_{tt} \geq 400$ GeV in this paper and the prefactor $\vec{P}_{\perp t}$ having emerged from the expansions in Eq. (3.22), neither of them can collapse the phase space for $\Delta\phi_{tt} \rightarrow 0$ sufficiently for such a structure to emerge.

5 Conclusions

In this paper, we investigated the projected transverse momentum spectrum $q_\tau$, which can be evaluated by integrating out the rejection components of $\vec{q}_T$ with respect to the reference unit vector $\vec{\tau}$. We focussed on its singular behaviour in the low $q_\tau$ domain in particular.

Using the region expansion methods [78–81] we resolved the phase space and loop integrals in terms of the dynamic regions that capture the asymptotic properties of $d\sigma_{tt}/dq_\tau$ in the vicinity of $q_\tau = 0$. It comprises the usual hard, beam-collinear, jet-collinear, and soft domains. Then, in the context of the effective field theories, SCET$\text{II}$ and HQET, we enumerated the possible configurations constructed by those momentum modes, and determined the power accuracy in each case by probing the corresponding factorisation formulae. It is observed that the leading singular terms of the $q_\tau$ distribution are governed by the hard, beam-collinear, and soft regions, akin to the $q_T$ spectrum [64–68, 74], whilst the higher power regular terms entail the
participations of the jet-collinear regime.

In the subsequent resummation, we focussed on the leading asymptotic behaviour of \( d\sigma_{tt}/dq_T \). By inspecting the corresponding factorisation formula in impact space, we illustrated that the driving factor of the singular behaviour in momentum space is the characteristic logarithm \( \ln^k [b^2 \sigma_{tt}/b^2] \), for \( k \geq 1 \), which therefore permitted us to apply the framework of RGE and RaGE \([96–99]\) to accomplish the logarithmic exponentiation and in turn the resummation. It is worth emphasizing that in presence of the azimuthal asymmetric terms, this phenomenon is not general on the process \( pp \rightarrow t\bar{t} + X \). The \( q_T \) spectra and the azimuthally averaged case \( d\sigma_{tt}/dq_T \) are known to be the only two observables which stem from the double-differential distribution \( d\sigma_{tt}/dq_T \) but are free of the azimuthal asymmetric divergences. \(^4\)

Although the derivation and findings summarised above hold for an arbitrary choice of reference vector \( \vec{r} \), we focussed on three specific observables to demonstrate the validity and usefulness of our framework, \( q_{T,\text{in}}, q_{T,\text{out}} \), and \( \Delta\phi_{tt} \). The first two cases are obtained by assigning \( \vec{r} \) to be parallel and perpendicular with respect to the transverse momentum of the top quark, respectively. The azimuthal spectrum \( d\sigma_{tt}/d\Delta\phi_{tt} \) is extracted from \( d\sigma_{tt}/dq_T \) according to the kinematical relationship in between. Owing to the independence from azimuthally asymmetric divergences, we were able to calculate those observables at NLL+NLO, N^2LL+N^2LO, and approximate N^2LL'+N^2LO (aN^2LL'+N^2LO) accuracy. From the numerical results, a manifest perturbative convergence is observed in the asymptotic regime, i.e. the central values at the higher precisions are generally contained in the uncertainty bands of the lower ones and the respective uncertainties are systematically reduced down to the percent level at aN^2LL'+N^2LO. During our calculation, we have focussed on the domain \( M_{tt} \geq 400 \text{ GeV} \) to evade Coulomb divergences which inevitably manifest themselves in the higher order corrections. It is expected that our results can be compared against the very recent measurement on the double differential spectra \( d\sigma_{tt}/(dM_{tt}/d\Delta\phi_{tt}) \) \([21]\) within the corresponding \( M_{tt} \) slices upon the full publication of the experimental data. To expand our results to the full phase space, including the threshold regime \( M_{tt} < 400 \text{ GeV} \), the emergence of Coulomb singularities at the \( t\bar{t} \) production threshold necessitates a combined resummation of the beam-collinear, soft, and Coulomb interactions, which we seek to address in a future publication.
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A The double differential transverse momentum distribution \( d^2\sigma_{tt}/d^2q_T \)

As discussed in Sec. 3.1, in absence of the azimuthal asymmetric term (AAT), the main task in resumming the singular behaviors on the \( q_T \) spectra is to exponentiate the characteristic logarithmic terms in impact space. Nevertheless, in light of the non-trivial contributions of the helicity-flipping beam functions as well as the soft correlations, the resummation of a general observable is more complicated. Hence, this appendix will calculate the double differential spectrum as an example to illustrate the effect of the AATs on the fixed-order expansion and the organisation of the logarithmic terms. Alternative cases with active AATs contributions can also be found in \([66,67,72,73,206,209]\).

Considering that the contributions to the \( q_T \) distributions from the hard jet regions, \( N_1 \geq 1 \), have been demonstrated to be power suppressed \([74,131]\), the factorisation formula is now subject to only the \( N_1 = 0 \) configuration at leading power. Therefore, they can be extracted from Eq. (2.25) after reducing the heavy

\[^4\text{It is interesting to note that in a very recent calculation \([205]\) on the semi-inclusive deep-inelastic scattering (SIDIS), the observable } q_T \text{ is proposed and also demonstrated to be promising to cope with the azimuthal asymmetric divergences. Within the asymptotic regime, the } q_T \text{ spectrum actually bears a close resemblance to the } q_T,\text{out} \text{ distribution used in this work, up to rapidity-dependent factors.}\]
The calculation of reads \([102]\), dependence on the orientation of on the other hand, Eq. (A.3) also includes contributions from the AATs with Eq. (3.5) and also the circumstances of the azimuthally averaged observables in \([64,65,68]\).

Herein, since the ASTs are all independent of the impact parameter \(\kappa\) where \(\ast\equiv\{g_{\ast}q_{\ast}, q_{\ast}q_{\ast}, \eta_{\ast}q_{\ast}\}\) again denotes the partonic channel. The constituents of \(\Sigma^{[\ast]}\) have been specified in Eqs. (2.29)-(2.30) for each partonic channel. Upon the usage of the identities in Eqs. (2.27)-(2.28), Eq. (A.1) inherits the problems from Coulomb exchanges as well, akin to Eq. (2.43). To this end, we will constrain the following investigation within the domain \(M_{tT} \geq 400\) GeV, or equivalently, \(\beta_{tT} \gtrsim 0.5\), to circumvent the threshold regime.

Generically, the expressions of \(\Sigma^{[\ast]}\) at an arbitrary order in \(\alpha_s\) can be parameterized as

\[
\Sigma^{[\ast]} \sim \sum_{m,n} \alpha_s^n (M_{tT}) L_T^n \left\{ s_m (\beta_{tT}, x_t, Y_{tT}) + a_m (\bar{b}_{tT}, \beta_{tT}, x_t, Y_{tT}) \right\},
\]

where \(L_T \equiv \log [b^2 T/M^2_{tT}/b_0^2]\) and \(\bar{b}_{tT} \equiv \bar{T}_{tT}/b_{tT}\). The dimensionless coefficients \(s_{m,n}\) and \(a_{m,n}\) encode the azimuthal symmetric and asymmetric contributions, respectively. Substituting Eq. (A.2) into Eq. (A.1) permits us to evaluate the impact space integrals, namely,

\[
\frac{d\sigma_{tT}}{dM_{tT}^2 d^2 \bar{T}_{tT} dY_{tT} d^2q_{tT}} \sim \sum_{m,n} \alpha_s^n (M_{tT}) \left\{ s_m (\beta_{tT}, x_t, Y_{tT}) F_T^{(n)}(q_T, M_{tT}) + A_T^{(n)} (\bar{q}_{tT}, M_{tT}, a_{m,n}) \right\}.
\]

Herein, since the ASTs are all independent of the impact parameter \(\bar{b}_{tT}\), we can factor them out of the \(\bar{b}_{tT}\)-integrals and apply the inverse Fourier transformations only onto the logarithmic terms, i.e.

\[
F_T^{(n)}(q_T, M_{tT}) = \int d^2 \bar{b}_{tT} \exp \left( \bar{q}_{tT} \cdot \bar{b}_{tT} \right) L_T^n.
\]

The calculation of \(F_T^{(n)}\) follows a similar pattern to Eq. (3.4). The corresponding generating function now reads \([102]\).

\[
F_T(\eta, q_T, M_{tT}) = \sum_{n=0} F_T^{(n)}(q_T, M_{tT}) = \int d^2 \bar{b}_{tT} \exp \left( \bar{q}_{tT} \cdot \bar{b}_{tT} \right) \left( \frac{b_{tT}^2 T}{b_0^2} \right)^\eta = 4\pi e^{2\eta \gamma} \Gamma[1+\eta] \frac{\Gamma[-\eta]}{q_{Tt}^2} \left( \frac{M_{tT}^2}{q_{Tt}^2} \right)^\eta.
\]

\(F_T^{(n)}\) can be extracted by expanding \(F_T(\eta, q_T, M_{tT})\) in \(\eta\) as appropriate. The expressions of the first few ranks are

\[
F_T^{(0)}(q_T, M_{tT}) = 0, \\
F_T^{(1)}(q_T, M_{tT}) = -\frac{4\pi}{q_{Tt}^2}, \\
F_T^{(2)}(q_T, M_{tT}) = -\frac{8\pi}{q_{Tt}^2} \ln \left( \frac{M_{tT}^2}{q_{Tt}^2} \right),
\]

\(\vdots\)

From Eq. (A.6) it is seen that the ASTs themselves cannot induce any asymptotic behaviour in the small \(q_T\) domain, whilst the logarithmic term \(L_T^n\) \((m \geq 1)\) is able to produce singular contributions up to \(\ln^{m-1}[M_{tT}^2/q_{Tt}^2]/q_{Tt}^2\) after completing the inverse Fourier transformations. This observation is found by analogy with Eq. (3.5) and also the circumstances of the azimuthally averaged observables in \([64,65,68]\).

On the other hand, Eq. (A.3) also includes contributions from the AATs \(a_{m,n}\). In light of their explicit dependence on the orientation of \(\bar{b}_{tT}\), the inverse Fourier transformation now comprises both \(a_{m,n}\) and \(L_T^n\), that is,

\[
A_T^{(n)} (\bar{q}_{tT}, M_{tT}, A) = \int d^2 b_{tT} \exp \left( \bar{q}_{tT} \cdot \bar{b}_{tT} \right) L_T^n A(\bar{\phi}_{qT})
\]
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where $A(\phi_{qb})$ represents a generic function of the azimuthal difference $\phi_{qb}$ between the vector $\vec{b}_T$ and $\vec{q}_T$, which thereafter participates in the functional $A_T^{(n)}$ as one of its arguments. Appraising $A_T^{(n)}$ will benefit from its generational form as well,

$$A_T^{(n)}[\eta, \vec{q}_T, M_{tt}, A] = \sum_n \frac{n^n}{n!} A_T^{(n)}[\vec{q}_T, M_{tt}, A] = \int d^2\vec{b}_T \exp \left( i \vec{b}_T \cdot \vec{q}_T \right) \left( \frac{b_T^2 M_{tt}^2}{q_T^4} \right)^\eta A(\phi_{qb})$$

$$= -\frac{\Gamma[2\eta + 2]}{q_T^4} \left[ \hat{M}_{tt}^2 \right]^\eta \int_0^\frac{2}{\hat{b}} d\phi \left\{ c_\phi e^{2(1+\eta)} e^{i\eta \phi} \left[ A(\phi) - A(\pi) + c_\phi A'(\frac{\pi}{2}) \right] \right. \right.$$

$$+ s_\phi e^{2(1+\eta)} e^{-i\eta \phi} \left[ A(\phi + \frac{\pi}{2}) - A(\pi) - s_\phi A'(\frac{\pi}{2}) \right] + c_\phi e^{2(1+\eta)} e^{-i\eta \phi} \left[ A(\phi + \frac{\pi}{2}) - A(\pi) - s_\phi A'(\frac{\pi}{2}) \right]$$

$$- s_\phi e^{2(1+\eta)} e^{-i\eta \phi} \left[ A(\phi + \frac{\pi}{2}) + c_\phi A'(\frac{\pi}{2}) \right] + s_\phi e^{2(1+\eta)} e^{i\eta \phi} \left[ A(\phi + \frac{3\pi}{2}) - A(\pi) - s_\phi A'(\frac{3\pi}{2}) \right]$$

$$- \sqrt{\pi} \frac{\Gamma[2\eta + 2]}{q_T^4} e^{2\eta \phi} \left[ \frac{M_{tt}^2}{q_T^4} \right] \left\{ \cos(\pi \eta) \Gamma[\frac{1}{2} - \eta] \left( \frac{A(\pi) - A(\frac{3\pi}{2})}{\Gamma[-\eta]} \right) \right. \right.$$

$$- \frac{i \sin(\pi \eta) \Gamma[\frac{1}{2} - \eta]}{\Gamma[\frac{1}{2} - \eta]} \left[ A'(\frac{\pi}{2}) - A'(\frac{3\pi}{2}) \right] \right\}, \quad (A.10)$$

where $c_\phi = \cos(\phi)$ and $s_\phi = \sin(\phi)$. In deriving Eq. (A.10), the function $A(\phi_{qb})$ is assumed to be analytically continuous in the entire domain $\phi_{qb} \in [0, 2\pi]$, and the result is expected to be applicable to any azimuthal asymmetric contributions that stem from the beam functions, the soft sectors, or the products of these two cases. In the following discussion, we will focus on scenarios of the beam constituent. The other two pieces observe the same scaling manner but incur lengthier expressions.

As defined in Eq. (2.36), the gluon beam function constitutes a $2 \times 2$ matrix in the helicity space. While the choice of helicity bases of Eq. (2.37), while the diagonal entries characterise the ASTs, the off-diagonal ones, which are always proportional to $e^{\pm i2\phi_{v\alpha b}}$, encode the azimuthal asymmetric contributions, namely, $A(\phi_{qb}) \propto e^{\pm i2(\phi_{v\alpha b} + \phi_{v\alpha v})}$. Here $\phi_{vb}$ ($\phi_{v\alpha}$) signifies the azimuthal difference between the top quark with respect to the vector $\vec{b}_T$ ($\vec{q}_T$). Plugging this expression into Eq. (A.10) and then performing the expansions in $\eta$, it yields,

$$A_T^{(0)}[\vec{q}_T, M_{tt}, e^{\pm i2(\phi_{v\alpha b} + \phi_{v\alpha v})}] = -\frac{4\pi}{q_T^4} e^{\pm i2\phi_{v\alpha v}}, \quad (A.11)$$

$$A_T^{(1)}[\vec{q}_T, M_{tt}, e^{\pm i2(\phi_{v\alpha b} + \phi_{v\alpha v})}] = -\frac{4\pi}{q_T^4} \left\{ \ln \left[ \frac{M_{tt}^2}{q_T^4} \right] + 1 \right\} e^{\pm i2\phi_{v\alpha v}}, \quad (A.12)$$

$$A_T^{(2)}[\vec{q}_T, M_{tt}, e^{\pm i2(\phi_{v\alpha b} + \phi_{v\alpha v})}] = -\frac{4\pi}{q_T^4} \left\{ \ln^2 \left[ \frac{M_{tt}^2}{q_T^4} \right] + 2 \ln \left[ \frac{M_{tt}^2}{q_T^4} \right] \right\} e^{\pm i2\phi_{v\alpha v}}, \quad (A.13)$$

It is noted that the situation of $A_T^{(n)}$ above is quite different from that for the $F_T^{(m)}$ aforementioned. Firstly, as opposed to Eqs. (A.0)-(A.8), in which the logarithmic contribution is the only driver for the singularities in the momentum space, Eq. (A.11) illustrates that the AAT itself can serve as a standalone factor to induce an asymptotic behavior. Secondly, in comparison with Eqs. (A.7)-(A.8), the product of $L_T^m$ ($m \geq 1$) and AATs can induce asymptotic terms up to $\ln^m \left[ \frac{M_{tt}^2}{q_T^4} \right]/q_T^4$, which are stronger than the case of ASTs by one power in $\ln \left[ \frac{M_{tt}^2}{q_T^4} \right]$. Thirdly, differing from Eqs. (A.0)-(A.8) concerning only the absolute value of $\vec{q}_T$, the expressions for $A_T^{(m)}$ additionally depend on the orientation of $\vec{q}_T$ through the phase factor $\exp(\pm 2\phi_{v\alpha v})$. It is worth emphasising that even though the gluon beam function is utilised here as an example to derive the $A_T^{(m)}$ above, as a matter of fact, the phase factor $\exp(\pm k\phi_{v\alpha v})$ ($k \in \mathbb{Z}$) can also participate in the soft sectors at an arbitrary perturbative order upon which the spherical harmonics expansion was performed. Given those non-trivial impacts from the AATs, the fixed-order results in the low $q_T$ regime, and the subsequent resummation may show a different behaviour from that solely driven by the ASTs. The following paragraphs will take the NLO double differential spectrum $d\sigma_{tt}/(d\eta_dt\Delta\Phi_{tx})$ and its required ingredients for a NLL' resummation as examples to elucidate this. Here $\Delta\Phi_{tx}$ stands for the azimuthal separation between the top quark and the total momentum of the emitted partons.
In Figs. 10 [12] we display a comparison of the double differential spectra $d\sigma_{t\bar{t}}/(dq_Td\Delta\Phi_{tX})$ among the exact NLO result, the approximate spectrum $NLO_a$ comprising only the AST contributions, and the full EFT-derived spectrum $NLO_{s+a}$ including both AST and AAT ingredients. As a first observable, Fig. 10 presents the $\Delta\Phi_{tX}$ distributions, ranging from the parallel configuration, $\Delta\Phi_{tX} = 0^\circ$, to the opposite one, $\Delta\Phi_{tX} = 180^\circ$, within three $q_T$ intervals, $q_T \in [0, 1, 2]$ GeV, $q_T \in [1, 2]$ GeV, and $q_T \in [10, 20]$ GeV. As observed in the left panel of Fig. 10, the distribution on the domain closest to the singularity, $q_T \in [0, 1, 2]$ GeV, the curves of NLO and NLO$_{s+a}$ are in very good agreement and exhibit a nearly cosinusoidal behaviour on account of the phase factors in Eqs. (A.11)-(A.13) and those stemming from the soft functions. However, if we were to remove the AAT contributions, leaving only the ASTs as active ingredients of our approximation, governed now by Eqs. (A.6)-(A.8), which depend only on the magnitude of $q_T$, the resulting curve $NLO_a$ is independent of $\Delta\Phi_{tX}$. After taking the azimuthal averaging operations upon the exact and approximate spectra, however, it is interesting to note that the result of NLO$_{Azm.Avg}$ coincides with that of NLO, and both of them reproduce the exact NLO$^{Azm.Avg}$ result well. This observation demonstrates that the asymptotic terms in Eqs. (A.11)-(A.13) are indeed able to be eliminated by completing the $\phi_{qt}$ integral, which confirms the discussions in [67] at least at the NLO level. In the centre and right plots of Fig. 10 we move on to the slices $q_T \in [1, 2]$ GeV and $q_T \in [10, 20]$ GeV. Even though the general patterns herein follow that in the left panel, it is seen that the power corrections gradually become more important with the increase in $q_T$. They give rise to the growing discrepancies between NLO and NLO$_{s+a}$ results, and also lead to the deviations amid the azimuthally averaged spectra.

In Fig. 11, we exhibit the $q_T$ distributions in slices of $\Delta\Phi_{tX} \in [0^\circ, 10^\circ]$, $\Delta\Phi_{tX} \in [30^\circ, 50^\circ]$, and $\Delta\Phi_{tX} \in [170^\circ, 180^\circ]$, which correspond to the peak and trough regions in Fig. 10. We observe that for the majority of the $q_T$ range, the magnitudes of the exact results are close to the approximate calculations NLO, and NLO$_{s+a}$, however, only the NLO$_{s+a}$ reproduces it well in the region of $q_T \lesssim 1$ GeV. To interpret this, it is worth noting
that at NLO, the most singular terms generated by the ASTs and AATs are \( \propto \ln \left[ \frac{M^2_{\text{th}}/q_T^2}{q_T} \right] / q_T \) and \( 1/q_T \), respectively. In this regard, the asymptotic behaviors in the low \( q_T \) regime are actually dominated by the AST contributions, which therefore is the cause for the nearly coinciding curves in the main plot of Fig. 11. However, it should be stressed that in spite of the minor roles played by AATs, their participations are still of the crucial importance in reproducing the correct singular manner of the exact spectra. As illustrated in the ratio diagrams of Fig. 11 whereas the AST contributions either underestimate or overshoot the NLO results by \( \sim 2\% \) in the vicinity of \( q_T = 0.1 \) GeV, the curves of NLO\(_{\text{s+a}}\) achieve permille level agreement with the exact spectra for all three slices. These phenomena can also be confirmed by Fig. 12 especially in the centre and bottom diagrams therein.

\[
\hat{f}_{\phi_{\text{th}}} \mid \text{AAT} \sim \exp \left[ LT f_0(\alpha_sLT) + f_1(\alpha_sLT) + \alpha_s f_2(\alpha_sLT) + \alpha_s^2 f_3(\alpha_sLT) + \ldots \right] \times \sum_m \rho_s \left\{ \hat{s}_m(\beta_{\text{th}}, x_t, Y_{\text{th}}) + \hat{a}_m(\beta_{\text{th}}, x_t, Y_{\text{th}}) \right\}, \tag{A.14}
\]

where the coefficient functions \( f_k(k \geq 0) \) are introduced to collect the logarithmic terms at the respective accuracies. \( \hat{a}_m \) and \( \hat{s}_m \) stem from the coefficients in Eq. (A.2) capturing the azimuthally symmetric and asymmetric contributions, respectively. In spite of the similar appearance of Eq. (A.14) to the AST-driven result in Eq. (A.2), it is worth emphasising that the perturbative series in Eq. (A.14) still possesses the constituents \( \hat{a}_m \), which can induce a leading asymptotic behaviour after completing the \( \bar{b}_T \)-integral. To this end, it is of essence to clarify the higher order performance of \( \hat{a}_m \) so as to determine the subsequent treatments during the resummation. If, akin to the logarithmic contributions in Eqs. (A.6)–(A.8), \( \hat{a}_m \) invokes deteriorating singularities with the increase in \( \alpha_s \), a second exponentiating procedure will be necessary to mitigate the theoretical uncertainty caused by the perturbative truncation. Otherwise, after suitable adaptations, we are in principle able to regard the AAT contributions in the similar manner to the ASTs.

To facilitate the discussion, we note that as for an arbitrary order in \( \alpha_s \), the term \( \hat{a}_m \) exists as a function of \( \phi_{\text{th}} \) and can thus be expanded in terms of the spherical harmonics,

\[
\hat{a}_m(\beta_{\text{th}}, x_t, Y_{\text{th}}) = \sum_k \hat{a}_m^{(k)}(\beta_{\text{th}}, x_t, Y_{\text{th}}) e^{ik\phi_{\text{th}}}, \tag{A.15}
\]
where we have utilised the momentum conservation condition \( \vec{p}_t = -\vec{q}_\perp \) to reduce the dependence on the azimuthal angle \( \phi_{th} \). Substituting this harmonic series into Eq. (A.10) and then repeating the derivation of Eqs. (A.11)-(A.13) yields
\[
e^{i k \phi_{th}} \frac{\vec{q}_\perp}{q_T^2}.
\]
(A.16)

As this consequence holds independent of the rank of the spherical harmonics or the specific expression of \( \hat{a}_m \), we can now conclude that for all perturbative orders, the singular behaviour induced by \( \hat{a}_m \) is always \( \propto 1/q_T^{k/2} \). Therefore, we can carry out a perturbative truncation of the fixed-order functions in Eq. (A.14).

According to Eq. (1.1), there are two kinds of customary prescriptions in the AST-driven resummation to truncate the perturbative series, i.e. the \( N^\text{LL} \) and \( N^{\text{LL}'} \) schemes. In the following paragraphs, we will implement both methods separately for the resummation of the double differential distribution \( d\sigma_{Lt}/(dq_T d\Delta \Phi_{tX}) \) at NLL and NLL’ accuracy. Then we will compare their first few perturbative terms against the solely AST governed case, e.g. \( q_T \) resummation.

Based on the factorisation in Eq. (A.2) and the exponentiated impact space cross section in Eq. (A.14), the resummed \( \vec{q}_T \) spectra at NLL can be organized as follows,
\[
\frac{d\sigma_{Lt}}{dq_T d\Delta \Phi_{tX}} \bigg|_{\text{NLL}} \sim \int q^2 \vec{q}_T \exp \left( \frac{\vec{q}_T \cdot \vec{b}_T}{q_T^2} \right) \exp \left[ L_T f_0(\alpha_s L_T) + f_1(\alpha_s L_T) \right] \\
\sim \alpha_s \left\{ \frac{1}{q_T} \ln \left[ \frac{M_T^2}{q_T^2} \right] \right\} + \alpha_s^2 \left\{ \frac{1}{q_T} \ln^3 \left[ \frac{M_T^2}{q_T^2} \right] + \frac{1}{q_T} \ln^2 \left[ \frac{M_T^2}{q_T^2} \right] + \frac{1}{q_T} \ln \left[ \frac{M_T^2}{q_T^2} \right] \right\} + \ldots ,
\]
(A.17)

where in the second step, we expand the resummed result in \( \alpha_s \) and keep the first two orders contributing to the low \( q_T \) domain. For brevity, we omit the specific coefficient in front of each singular term. With the underbraces, we manifest the status of each term. For instance, in presence of the LL anomalous dimensions, the most singular behaviour at each perturbative order can be exactly reproduced, whereas, for the lack of the AAT correction and the \( N^\text{LL} \), \( m \geq 2 \), anomalous dimensions, the terms \( 1/q_T^2 \) at NLO and those of \( \ln^k[M_T^2/q_T^2]/q_T^2 \), \( k \leq 2 \), at \( N^2\text{LO} \) are not complete and thus will receive further correction once the calculation at the higher accuracy is performed.

A similar analysis can also be applied to the projected transverse momentum resummation with the help of Eq. (3.14),
\[
\frac{d\sigma_{Lt}}{dq_T} \bigg|_{\text{NLL}} \sim \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\tau_\parallel \cos (\kappa_\tau q_T) \exp \left[ L_M f_0(\alpha_s L_M) + f_1(\alpha_s L_M) \right] \\
\sim \alpha_s \left\{ \frac{1}{q_T} \ln \left[ \frac{M_T^2}{q_T^2} \right] \right\} + \alpha_s^2 \left\{ \frac{1}{q_T} \ln^3 \left[ \frac{M_T^2}{q_T^2} \right] + \frac{1}{q_T} \ln^2 \left[ \frac{M_T^2}{q_T^2} \right] + \frac{1}{q_T} \ln \left[ \frac{M_T^2}{q_T^2} \right] \right\} + \ldots ,
\]
(A.18)

where \( L_M \equiv \log \left[ b_{\tau_\parallel}^2 M_T^2/b_0^2 \right] \). Herein, due to the absence of the AAT, the NLO singular terms of the \( q_T \) spectrum have been completely reproduced by the NLL expansions, while at \( N^2\text{LO} \) only the terms \( \ln^k[M_T^2/q_T^2]/q_T^2 \), \( k \geq 2 \) can still be finalised by the occurring Sudakov factor. This feature permits our matching procedure proceeding at the NLL+NLO precision as illustrated in Sec. 4. This, however, is infeasible for the double differential spectrum \( d\sigma_{Lt}/(dq_T d\Delta \Phi_{tX}) \) as their NLO asymptotic behaviour is incomplete, as demonstrated in Eq. (A.17).\footnote{This sort of perturbative truncatability has also been addressed in \cite{67} in the context of the CSS resummation framework \cite{191}.}
and

\[ \frac{d\sigma_{\ell\ell}}{dq_T d\Phi_{TX}} \bigg|_{\text{NLL'}} \sim \int d^2q_T \exp \left( \frac{q_T \cdot \vec{b}_T}{2} \right) \exp \left[ L_T f_0(\alpha_s L_T) + f_1(\alpha_s L_T) \right] \]

\[ \times \ \left\{ 1 + \alpha_s \left[ \tilde{s}_1(\beta_{tT}, x_T, Y) + \tilde{a}_1(\beta_{tT}, x_T, Y) \right] \right\} \]

\[ \sim \alpha_s \left\{ 1 + \alpha_s \left[ \frac{1}{q_T} \ln \left( \frac{M_{tt}^2}{q_T^2} \right) \right] \right\} + \alpha_s^2 \left\{ 1 + \alpha_s \left[ \frac{1}{q_T} \ln \left( \frac{M_{tt}^2}{q_T^2} \right) \right] \right\} + \ldots , \quad (A.19) \]

Confronting Eqs. (A.19)-(A.20) with Eqs. (A.17)-(A.18), it is seen that the inclusion of the fixed-order function can make up the missing singular parts at NLO, and that at N^2LO the asymptotic performance of the spectrum \(d\sigma_{\ell\ell}/(dq_T d\Phi_{TX})\) is aligned with the AST-driven case, i.e. \(d\sigma_{\ell\ell}/dq_T\). It should be stressed that this kind of alignment can also hold in the perturbative series for other logarithmic accuracies, if one notes that as to a given precise N^{k+1}LL', \(k \geq 1\), the missing AAT contributions caused by the perturbative truncation in practice start from \(\alpha^{k+1}_s\alpha_{k+1}\), which are mapped onto the singular terms \(\alpha_s^k/\alpha_{k+1}\) through the inverse Fourier transformation and thus amount to the N^k+1LL', \(k \geq 1\), corrections. To this end, differing from the AST-driven observables, which are able to switch between the unprimed and primed schemes flexibly, the double differential spectra \(d\sigma_{\ell\ell}/(dq_T d\Phi_{TX})\) prefers the primed prescriptions in organizing the relevant ingredients in regard to the intact asymptotic series therein and so the improved matching precision.

Also, it is worth noting that the discussions above are subject to the condition that AATs do not participate into the anomalous dimensions, which is true for the process \(pp \to tt\) as well as the associated productions \(pp \to t\bar{t}B(B = H, W^\pm, Z)\) as required by the consistency condition in Eq. (2.77), but can not be guaranteed in the processes with measured jet(s) in the final state, e.g., [206, 207], where the azimuthally asymmetric anomalous dimensions may emerge from the soft and soft decomposition and thereby invoke extra divergences in the scale evolution. In the recent years, different strategies have been devoted to this issue [206, 207], and it is also unveiled that, akin to the top-pair production in this paper, the azimuthal decorrelation in the jet-boson [210, 213] and dijet [214, 215] productions can be utilized as well to circumvent the azimuthal asymmetric divergences, including those stemming from the resummation exponential.

**B Evolution kernel for the non-diagonal anomalous dimension**

In this part, we will elaborate on the calculation on the evolution kernel \(\mathcal{V}^{[\kappa]}_{\alpha\beta}\) which is induced by the hard non-diagonal anomalous dimensions \(\gamma^{[\kappa]}_{h,\alpha\beta}\) in Eq. (3.6). Here \(\kappa\) runs over \(\{g_n g_n, q_n q_n, q_n \bar{q}_n\}\), indicating the partonic channel.
We define the perturbative series of $\gamma_{h,\alpha\beta}^{[s]}$ below

$$\gamma_{h,\alpha\beta}^{[s]} = \sum_{m=0}^{N^2\text{LO}} \left( \frac{\alpha_s}{4\pi} \right)^{m+1} \gamma_{h,\alpha\beta}^{[s],(m)},$$

(B.1)

where the $\gamma_{h,\alpha\beta}^{[s],(m)}$ are the coefficients in each order. The $N^2\text{LO}$ expressions can be found in [134,172], while progress towards $N^3\text{LO}$ precision has been made in [177]. Other than that, the resummation procedure also entails the QCD-$\beta$ functions,

$$\frac{d\alpha_s}{d\ln \mu} = -2\alpha_s \sum_{k=0}^{\infty} \left( \frac{\alpha_s}{4\pi} \right)^{k+1} \beta_k,$$

(B.2)

where the $\beta_k$ characterise the anomalous dimensions for the strong coupling $\alpha_s$. By now, they are known to five-loop accuracy [216].

Equipped with these expressions, we are now ready to calculate the kernel $V_h^{[s]}$. At NLL, according to Tab. 1, the resummation only concerns the contribution of $\gamma_{h,\alpha\beta}^{[s],(0)}$ to the kernel $V_h^{[s]}$, which is independent of either the scale evolution or the $\alpha_s$ running, and thus allows us to solve the hard RG equations in diagonal space. It yields,

$$V_h^{[s]}(\beta_{\text{H}}, x_t, \mu_f, \mu_i) \bigg|_{\text{NLL}} = R^{-1}_{[s]} \exp \left\{ \frac{r_h^{[s],(0)}}{2\beta_0} \ln \left( \frac{\alpha_s(\mu_f)}{\alpha_s(\mu)} \right) \right\} R_{[s]},$$

(B.3)

where $V_h^{[s]}$ stands for the matrix representation of the evolution kernel $V_{h,\alpha\beta}^{[s]}$, $r_h^{[s],(0)}$ denotes the resulting diagonal matrix of $\gamma_{h,\alpha\beta}^{[s],(0)}$ with the invertible transformation matrix $R_{[s]}$, namely

$$r_h^{[s],(0)} = R_{[s]} \gamma_{h,\alpha\beta}^{[s],(0)} R_{[s]}^{-1}.$$  

(B.4)

However, the situation on the $N^2\text{LL'}$ level is different on the ground that due to the participation of $\gamma_{h,\alpha\beta}^{[s],(1)}$, factoring out all the scale dependent pieces is not straightforward any longer. To this end, we resort to the perturbative resolution suggested in [21,186,187] to introduce the correction matrices,

$$J_{ij}^{[s]} = r_h^{[s],(0)} \delta_{ij} \frac{\beta_1}{2\beta_0} - \frac{r_h^{[s],(1)}}{2\beta_0 + r_h^{[s],(0)} - r_h^{[s],(0)}},$$

(B.5)

where $\delta_{ij}$ is the Kronecker delta function with the indices $i$ and $j$ running over the set $\{1, 2\}$ ($\{1, 2, 3\}$) for the quark (gluon) channel. $V_h^{[s],(1)}$ is defined in the similar way of Eq. (B.4) except for replacing $\gamma_{h,\alpha\beta}^{[s],(0)}$ with $\gamma_{h,\alpha\beta}^{[s],(1)}$.

Combining the $J^{[s]}$ matrix above with Eq. (B.3), we then arrive at the result for $N^2\text{LL'}$ precision,

$$V_h^{[s]}(\beta_{\text{H}}, x_t, \mu_f, \mu_i) \bigg|_{N^2\text{LL'}} = R^{-1}_{[s]} \left[ I + \frac{\alpha_s(\mu_f)}{4\pi} J^{[s]} \right] \exp \left\{ \frac{r_h^{[s],(0)}}{2\beta_0} \ln \left( \frac{\alpha_s(\mu_f)}{\alpha_s(\mu)} \right) \right\} \left[ I - \frac{\alpha_s(\mu_i)}{4\pi} J^{[s]} \right] R_{[s]},$$

(B.6)

where $I$ signifies the unit matrix.

C Decomposition of the theoretical uncertainty estimate

In Sec. 4.3 the theoretical uncertainties of the resummation-improved differential cross sections have been estimated by combining the results of the individual variations of each auxiliary scale in Eq. (3.17) or shape parameters in Eqs. (3.26)-(3.27) in quadrature. In the following, we will take the $d\sigma_{ij}/dq_T,\text{out}$ spectrum as an example to inspect the contributions of the individual variations. Fig. 13 details the individual variations of the virtuality scales associated with the beam-collinear, soft, and hard sectors, $\mu_b$, $\mu_s$, and $\mu_h$, respectively. They arise from the renormalisation or subtraction of the
virtuality divergences in each regime. As demonstrated in [98], the beam scale $\mu_b$ is associated with both the QCD factorisation and the hard-soft-collinear decomposition, such that any variations of $\mu_b$ value will induce perturbative corrections from both the solutions of the DGLAP equation [217, 220] and the RGE in Eqs. (3.8)-(3.9). Therefore, as observed in Fig. 13, a variation of the beam scale $\mu_b$ generates a larger theoretical uncertainty than a variation of the soft or hard scales, that are only governed by their respective RGEs only, as illustrated in Eq. (3.6) and Eq. (3.11). It is interesting to note that the default choices for $\mu_s$ and $\mu_b$ produce results that lie on one edge of their respective uncertainty interval, see Fig. 13b and Fig. 13c. This is particularly noticeable at NLL. This phenomenon can be interpreted through the evolution kernel in Eq. (3.18), more explicitly,

$$\ln \left[ \frac{D_{[n]}^{\text{res}}(bT, M_{tt}, \mu_s, \mu_b, \mu_s^{\text{def}}, \mu_b^{\text{def}}, \nu_s^{\text{def}}, \nu_b^{\text{def}})}{D_{[n]}^{\text{res}}(bT, M_{tt}, \mu_s^{\text{def}}, \mu_b^{\text{def}}, \nu_s^{\text{def}}, \nu_b^{\text{def}})} \right]_{\text{NLL}} = C_{[n]} \Gamma_{\text{cusp}}^{(0)} \frac{\alpha_s(M_{tt})}{4\pi} \frac{1}{2} \ln^2 \left( \frac{\mu_s^2}{(\mu_b^{\text{def}})^2} \right) + \ldots,$$

$$\ln \left[ \frac{D_{[n]}^{\text{res}}(bT, M_{tt}, \mu_s^{\text{def}}, \mu_b^{\text{def}}, \nu_s^{\text{def}}, \nu_b^{\text{def}})}{D_{[n]}^{\text{res}}(bT, M_{tt}, \mu_s^{\text{def}}, \mu_b^{\text{def}}, \nu_s^{\text{def}}, \nu_b^{\text{def}})} \right]_{\text{NLL}} = -C_{[n]} \Gamma_{\text{cusp}}^{(0)} \frac{\alpha_s(M_{tt})}{4\pi} \frac{1}{2} \ln^2 \left( \frac{\mu_b^2}{(\mu_s^{\text{def}})^2} \right) + \ldots,$$

wherein the perturbative expansion of the cusp dimension is given by

$$\Gamma_{\text{cusp}} = \sum_{k=0}^{\infty} \Gamma_{\text{cusp}}^{(k)} \left( \frac{\alpha_s}{4\pi} \right)^k.$$

In Eqs. (C.1) - (C.2), we only present the leading contributions from the cusp dimension, which dictates the scale dependences at NLL. We observe that at NLL, the default choice of the hard (soft) scale is situated close to the saddle point of the evolution function $D_{[n]}^{\text{res}}$, such that any changes in the scale will only enhance (reduce) the cross section, prompting the behaviour displayed in Fig. 13b and Fig. 13c. Further increasing the logarithmic accuracy may bring in the fixed order contributions counterbalancing the alternations of $D_{[n]}^{\text{res}}$. In particular, as for the results at aN$^2$LL'+N$^2$LO, the inclining trends of the default curves are nearly reversed in comparison to those at lower accuracies.

Fig. 13 illustrates the variations induced by scales introduced by regulating the rapidity divergences, $\nu_b$ and $\nu_s$, respectively. Differing from the converting behaviour in Fig. 13 the theoretical uncertainty here grows from NLL to N$^2$LL. As exhibited in Tab. 1 NLL curves only comprise tree-level fixed order functions and thus the $\nu_s$ and $\nu_b$ dependences are entirely determined by Eq. (3.18), or, more specifically, the rapidity anomalous dimension $\gamma_r$ in Eq. (3.10). However, as presented in [98], $\gamma_r$ vanishes in the exponential regularisation prescription at LO. Subsequently, there is no rapidity scale dependence at NLL, as observed in Fig. 13c and the first non-trivial variation induced by $\nu_s$ and $\nu_b$ occurs in N$^2$LL. Confronting N$^2$LL+N$^2$LO and aN$^2$LL'+N$^2$LO shows that the manifestly convergent behaviour is also found for the rapidity scale dependences.

At last, we present the variations of the auxiliary inputs pertinent to the matching procedure, such as the fixed-order scale $\mu_{i\alpha}$, and the shape parameters $\{c_m, r_m\}$ in the transition function. In Fig. 15a the

**Figure 13:** Dependence on the virtuality scales associated with the beam-collinear, soft, and hard sectors of the differential cross section $d\sigma_{tt}/dq_{T,\text{out}}$. 
Figure 14: Dependence on the rapidity scales associated with the beam-collinear and soft sectors of the differential cross section $d\sigma_{t\bar{t}}/dq_{T,\text{out}}$.

Figure 15: Dependence on the fixed-order scale and the matching parameters of the differential cross section $d\sigma_{t\bar{t}}/dq_{T,\text{out}}$.

$\mu_{t\bar{t}}$ variation has been assessed. It is seen that the theoretical uncertainties in the asymptotic regime are highly suppressed due to the excellent agreement between QCD and EFT outputs, as demonstrated in Figs. 14 and 15. But experience continuous growth with the increase in $q_{T,\text{out}}$, as a result of the manifesting power corrections, until the stabilising resummation is switched off and the pure fixed-order behaviour is recovered. The sensitivity of the $q_{T,\text{out}}$ spectrum on the matching transition function parameters $\{c_m, r_m\}$ is illustrated in Fig. 15b. It, in essence, reflects both the size of the higher power corrections and fixed-order corrections. As expected, the reduction in error bands is discovered along with the improvements on the logarithmic and fixed-order precisions.
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