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Abstract. The nonequilibrium dynamic phase transition arises in various magnetic systems such as ferromagnetic Ising model when system is driven by both an external field and temperature simultaneously. In this paper, the nonequilibrium dynamic phase transition in the $q$-state Potts model in the presence of a time dependent oscillating magnetic field on a simple cubic lattice is investigated by mean field theory and time dependent Ginzburg-Landau equation. For the case of $q = 2$, with decrease of the temperature the system undergoes a dynamically ordered phase transition, which is characterized by the period averaged magnetization $Q$, from a dynamically disordered state $Q = 0$ to the dynamically ordered state $Q \neq 0$. On the other hand, for the case of $q = 3$ the system has indicated more complicated behavior than that of $q = 2$. We investigated those characteristic features of the dynamical phase state from the behavior of the dynamic magnetization and the Lyapunov exponent.

1. Introduction

The nonequilibrium phase transition characterized by the period time averaged magnetization is called as the dynamic phase transition (DPT) [1]. The DPT was first observed in a study of mean-field calculation of the time dependent magnetization for an Ising ferromagnetic system in an oscillating field [2]. Since then, many investigations have been performed by using various methods including mean-field type and Monte Carlo calculation [3, 4, 5], for various systems such as Blume-Capel model [6] and Ising ferrimagnets [7] as well as standard Ising ferromagnetic systems. The DPT has been also experimentally observed in Co films on a Cu (001) ultrathin magnetic films [8] and [Co/Pt]$_3$ multilayers [9]. From these studies it is now well established that there appears a genuine continuous phase transition between the symmetric and asymmetric dynamic phase for some region in the parameter space spanned by temperature and magnetic field amplitude and frequency.

In this paper, we have investigated the nonequilibrium DPT by use of a mean field theory (MFT) and the time dependent Ginzburg-Landau equation for the kinetic Potts model in an oscillating field on a simple cubic lattice.
2. Theory
We consider the \( q \)-state ferromagnetic Potts system under an oscillating magnetic field and the Hamiltonian is given by

\[
\mathcal{H} = - \sum_{\langle ij \rangle} J_{ij} (q \delta_{\sigma_i, \sigma_j} - 1) - h(t) \sum_i (q \delta_{\sigma_i, 1} - 1). \tag{1}
\]

In equation (1), \( J_{ij} \) is the ferromagnetic interaction between the nearest neighboring site \( i \) and \( j \), and \( h(t) = h_0 \cos \omega t \) where \( h_0 \) and \( \omega \) are the amplitude and the frequency of the oscillating field, respectively. The \( \sigma_i \) represents discrete spin variable for site \( i \) which can take \( q \)-state \( (\sigma_i = 1, 2, \ldots, q) \). In the case of \( q = 2 \), this system reduces to the simple \( s = \pm 1/2 \) Ising model.

Here, we define a set of the unit vector \( e_i (i = 1, 2, \ldots, q) \) pointing to \( q \) directions in the \((q - 1)\)-dimensional space with the restriction that any two of them make the same angle with each other and the sum of all unit vector is zero, i.e. \( \sum_{i=1}^{q} e_i = 0 \). Then we introduce the vector magnetization: \( m(\sigma_i) = \sum_{j=1}^{q} \delta_{\sigma_i, j} e_j \), so that the interaction energy \( \delta_{\sigma_i, \sigma_j} \) is given by

\[
\delta_{\sigma_i, \sigma_j} = \frac{1}{q} \{1 + (q - 1) m(\sigma_i) \cdot m(\sigma_j)\}. \tag{2}
\]

By substituting equation (2) into (1), we get

\[
\mathcal{H} = -(q - 1) \sum_{\langle ij \rangle} J_{ij} m(\sigma_i) \cdot m(\sigma_j) - (q - 1) \sum_i h(t) \cdot m(\sigma_i), \tag{3}
\]

with \( h(t) = h(t) e_1 \). We denote the projection of \( m(\sigma_i) \) on \( e_1 \) by \( m(\sigma_i) \), that is \( m(\sigma_i) \cdot e_1 = m(\sigma_i) \) and it can be given by

\[
m(\sigma_i) = \frac{q \delta_{\sigma_i, 1} - 1}{q - 1}. \tag{4}
\]

In the present study, for simplicity we consider only the case of \( J_{ij} = J \), and applied a mean field theory (MFT) to the Hamiltonian (3) and derived it’s free energy \( f \) as a function of spin average \( \langle m(\sigma_i) \rangle \equiv m \).

The evolution equation for \( m \) is directly obtained by use of the time dependent Ginzburg-Landau equation, \( \frac{d}{dt} m = -\gamma \frac{d}{dm} f \), where \( \gamma \) is a diffusion constant. Finally, we get the following equation for \( m \),

\[
\Omega \frac{d m}{d \xi} = -m + \frac{1 - \exp\{-\frac{\xi}{2} (m + h \cos \xi)\}}{1 + (q - 1) \exp\{-\frac{\xi}{2} (m + h \cos \xi)\}}. \tag{5}
\]

Hereafter we use the dimensionless parameters which are defined by \( \xi = \omega t \), \( T = (z \beta J)^{-1} \), \( h = h_0/zJ \), and \( \Omega = \omega \tau \), where \( z \) is the coordination number and \( \tau \) is a relaxation time proportional to \( \gamma^{-1} \). The equation (5) can be also derived by applying the Glauber-type stochastic dynamics to the Hamiltonian (1). In the next section, by use of equation (5), we will study the stationary solutions of this system and its dependence on the parameters, \( T \), \( h \) and \( \Omega \).

3. Results and Discussion
The stationary solutions of equation (5) will be a periodic function of \( \xi \) with period \( 2\pi \), that is \( m(\xi + 2\pi) = m(\xi) \), and for the \( q = 2 \) state Potts model those solutions are also distinguished by whether they satisfy \( m(\xi) = -m(\xi + \pi) \) or not. Here we introduce the dynamical order parameter \( Q \) which is defined by the average of the total magnetization in a period, \( Q = \frac{1}{2\pi} \int_{2\pi}^{2\pi} m(\xi) d\xi \). Then, for the case of \( q = 2 \) we can classify the solutions of the equation (5) in two types: a symmetric one where \( m(\xi) \) completely follows the field and oscillates around zero leading \( Q = 0 \),
and an asymmetric one where $m(\xi)$ does not follow the field and oscillates around a finite value leading $Q \neq 0$. On the other hand, in the case of $q = 3$, $m(\xi)$ does not satisfy the relation $m(\xi) = -m(\xi + \pi)$ as shown later, and $Q$ will not play the role of the order parameter adequately. For several fixed values of $h = h_0/zJ$ and $\Omega = \omega\tau$, the equation (5) is solved by using fourth order Runge-Kutta method and the quantity $Q$ is calculated as a function of $T = (\beta zJ)^{-1}$.

In the calculation, we also checked and verified the results and stability of the solutions by estimating the Liapunov exponent adapted for the present periodic system. If we write equation (5) as $\Omega \frac{dm}{d\xi} = F(m, \xi)$, then the Liapunov exponent $\lambda$ is given by $\Omega \lambda = \frac{1}{2\pi} \int_0^{2\pi} \frac{2F}{\lambda m} d\xi$. When the Liapunov exponent $\lambda$ is negative, the solution is stable.

The temperature dependences of $Q$ and $\lambda$ for the $q = 2$ state Potts model at $h = 0.4$ and $\Omega/2\pi = 1.0$ are shown in figure 1. Here we denote $Q$ and $\lambda$ corresponding to the state in which most of the sites are in the spin state $\sigma_i = 1(\sigma_i = 2)$ by $Q_{\sigma_i=1}$ ($Q_{\sigma_i=2}$) and $\lambda_{\sigma_i=1}$ ($\lambda_{\sigma_i=2}$), respectively. From the calculation for various fixed values of $h$, we can construct the phase diagram for the $q = 2$ state Potts model in $(T, h)$ plane as shown in figure 2. We confirmed that the present MFT gives DPT in the region of sufficiently small $h$ and small $T$. In addition to the ferromagnetic (F) and paramagnetic (P) phase there appears the coexistence phase F+P. The DPT between the F+P phase and F (P) phase is of first order, while the DPT between F and P phase is of second order. Now it is believed and confirmed by various Monte Carlo simulation that for the present system the P and F phase do not coexist and the tricritical point (TCP) does not appear [5]. Then, it is considered that the coexistence of P and F phase is an artifact of MFT.
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**Figure 1.** The temperature dependences of the dynamical order parameter $Q$ and the Liapunov exponent $\lambda$ for the $q = 2$ state Potts system at $h = 0.4$ and $\Omega/2\pi = 1.0$. $\lambda_p$ indicates the Liapunov exponent for the paramagnetic state.
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**Figure 2.** The phase diagram projected in $(T, h)$ plane for the $q = 2$ state Potts system ($\Omega/2\pi = 1.0$). The P, F and P+F are explained in the text. TCP is denoted by cross mark ($\times$). The phase boundaries are shown by solid lines.

The similar calculation has been performed for the $q = 3$ state Potts model. In figure 3, we present the result of the temperature dependence of $Q$ and $\lambda$ for the $q = 3$ state Potts model at $h = 0.2$ and $\Omega/2\pi = 0.2$. In the low temperature region of $T \leq 0.7$, both $\lambda_{\sigma_i=1}$ and $\lambda_{\sigma_i\neq1}$ are negative until the latter reaches to zero at $T = T_1$ with increase of the temperature. On the other hand, the former preserves negative value with steep cusp at $T = T_2$. These results indicate that the two stable states exist below $T_1$ and only the one corresponding to the spin state having $\sigma_i = 1$ for most of the sites becomes stable above $T_1$ while the quantity $Q_{\sigma_i=1}$ does not show any singularity even in the vicinity of $T \sim T_2$. Figure 4 shows the result for the case of stronger field of $h = 0.7$. In this case only one state is stable at all temperatures and we
cannot see any clear phase change. Those behaviors different from that of the \( q = 2 \) case will be attributed to that the applied oscillating magnetic field is not symmetric between \( \sigma_i = 1 \) state and \( \sigma_i \neq 1 \) state in the present formalism. The cusp of \( \lambda_{\sigma_i=1} \) found in figure 3 and 4 may be suggesting an increase of dynamic spin state instability at around \( T \sim T_1 \). In order to have a deep insight into this problem it will need more sophisticated analysis than that of MFT.

**Figure 3.** The temperature dependence of the time-averaged magnetization \( Q \) and the Liapunov exponent \( \lambda \) for the \( q = 3 \) state Potts system at \( h = 0.2 \) and \( \Omega/2\pi = 0.2 \).

**Figure 4.** The temperature dependence of the time-averaged magnetization \( Q \) and the Liapunov exponent \( \lambda \) for the \( q = 3 \) state Potts system at \( h = 0.7 \) and \( \Omega/2\pi = 0.2 \).

4. **Concluding Remarks**

By use of the mean field theory and time dependent Ginzburg-Landau equation, we have analyzed the dynamical phase transition (DPT) for the \( q \)-state ferromagnetic Potts model in an oscillating magnetic field. While the system undergoes DPT in the case of \( q = 2 \), the dynamic behavior in the \( q = 3 \) system is different from that because of an asymmetry of the effect of the oscillating field. In order to elucidate the complicated dynamic properties of the present system, it is interesting to perform the Monte Carlo simulation and such calculation is now in progress.
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