Abstract

This paper describes the SEBAMAT contribution to the 2021 WMT Similar Language Translation shared task. Using the Marian neural machine translation toolkit, translation systems based on Google’s transformer architecture were built in both directions of Catalan–Spanish and Portuguese–Spanish. The systems were trained in two contrastive parameter settings (different vocabulary sizes for byte pair encoding) using only the parallel but not the comparable corpora provided by the shared task organizers. According to their official evaluation results, the SEBAMAT system turned out to be competitive with rankings among the top teams and BLEU scores between 38 and 47 for the language pairs involving Portuguese and between 76 and 80 for the language pairs involving Catalan.

1 Introduction

In recent years, neural machine translation (NMT) has become the state of the art in machine translation (MT). Using toolkits such as Marian NMT (Junczys-Dowmunt et al., 2018), it is relatively straightforward to construct end-to-end NMT systems which need only little pre-processing of the training corpora and post-processing of the system output. As NMT is a supervised approach to MT based on machine learning technology, training is usually conducted using sentence aligned human translations. Given a large number of source/target-language sentence pairs, the neural system fully automatically learns how to translate.

The SEBAMAT submission to the Similar Language Translation (SLT) task1 of the 6th Conference on MT is based on work conducted as part of the SEBAMAT project2 (semantics-based machine translation; Rapp & Tambouratzis, 2020). This project has a focus on experiments introducing semantics into MT but, for comparative purposes, also deals with standard NMT systems. The latter were used as the basis for the current shared task. During the SEBAMAT project a number of MT systems had been developed for language pairs involving English, French, German, Greek and Spanish, but there had been no prior work on Catalan and Portuguese. The aims of the participation in the SLT shared task were the following:

- See in how far the SEBAMAT-based MT systems are competitive.
- Extend the number of SEBAMAT languages by Catalan and Portuguese.
- Find out whether systems for new language pairs can be developed in a very short time.
- See whether reasonably well working systems can be developed without much proficiency of the respective languages on the developer side.

2 Resources

2.1 Corpora

For the training of the NMT systems sentence-aligned parallel corpora are required. We used all parallel corpora suggested by the SLT shared task organizers who in their task description explicitly stated that no additional parallel corpora were allowed for training.

For Catalan–Spanish the following parallel corpora were used:

- Wiki Titles v3 (476,475 sentence pairs) (Barrault et al., 2020)3
- ParaCrawl (6,870,183 sentence pairs) (Bañón et al., 2020)
- DOGC v2 (10,933,622 sentence pairs) (Tiedemann, 2012).

---

1 http://www.statmt.org/wmt21/similar.html
2 https://cordis.europa.eu/project/id/844951
3 http://data.statmt.org/wikititles/README
For Portuguese–Spanish, these parallel corpora were used:

- Europarl v10 (1,801,845 sentence pairs) (Koehn, 2005)
- News Commentary v16 (48,259 sentence pairs) (Tiedemann, 2012)
- Wiki Titles v3 (649,833 sentence pairs) (Barraud et al., 2020)
- Tilde MODEL (13,464 sentence pairs) (Rozis & Skadiņš, 2017).
- JRC-Acquis (1,650,126 sentence pairs) (Steinberger et al., 2006; Tiedemann, 2012)\(^4\)

The above length specifications were taken from the SLT 2021 website’s corpus download page. We did not use any of the comparable corpora provided by the SLT task organizers which, among others, included about 65 million sentences of Spanish news crawl.\(^5\) The reason is that in the SEBAMAT project we achieved fairly good translation results when training with the Europarl corpus only. For example, we obtained BLEU scores (Papineni et al., 2002) well above 40 for Spanish–English and Greek–English when evaluated with randomly held out data. The Europarl corpus comprises in the order of 2 million sentences per language pair for many languages. As the parallel corpora for the shared task were much larger than this (with the Portuguese–Spanish language pair even including the respective language parts of the Europarl corpus), we saw no need to extract additional parallel sentences from comparable corpora. Such sentences are usually much noisier than parallel sentences based on human translations and could therefore possibly even reduce the quality of the NMT training in this high resource scenario.

Given the good quality of the training data provided by the shared task organizers, we only had to convert some of the files from a two-column translation memory format to the standard Moses format, and then concatenate all files of the source language as well as all files of the target language to form a large parallel training set. The concatenation was done in the order as listed above. However, as Marian NMT by default randomly shuffles the sentence pairs for training, the order of concatenation should not be of importance in our scenario.

\(2.2\) Hardware

Marian NMT supports training using CPUs or GPUs. According to our experiments in the SEBAMAT project, training times in NMT can typically be reduced by about two orders of magnitude by conducting the training on a current GPU rather than on a (single) CPU. We therefore used a PC with an nVidia RTX 3090 GPU, supported by an i9 CPU. With 24 GB of memory, 28.3 billion transistors and 35.58 TFLOPS FP32 (float) performance, this GPU is state of the art in 2021, so – depending on parameter settings – with a single GPU we typically had training times of only a few hours per language pair. As our operating system we used Ubuntu 20.04 LTS.

As a side note, let us mention that performance in CPU-based training can be increased by using several CPU cores in parallel, which is supported by Marian NMT. With the 16 cores of the i9 processor, this looks promising if an appropriate GPU is not at hand. However, according to our experiments, each of the processors requires the full amount of memory. Therefore, if we assume 8 GB of memory per CPU core (which is typically the minimum for serious NMT work), we would require a total of 128 GB of RAM if we wished to use all 16 cores.

\(2.3\) Software

As the translation engine we used the Marian NMT toolkit as it is well established and, for the reason that it is implemented in the C++ programming language, runs very fast (Kim et al., 2019), thereby substantially reducing training times. This is a particularly important consideration in a shared task where time tends to be very limited.

Marian NMT was installed on the above PC together with the nVidia driver and CUDA software. Our pre-processing pipeline involves the following steps: tokenization, cleaning, i.e. removal of very long sentences and sentence pairs with very different lengths, true-casing, and byte-pair encoding. For the first three steps we used the Moses tools *tokenizer*, *clean-corpus-n*, and *truecase* (Koehn et al., 2007).\(^6\) For byte-pair encoding we used Rico Sennrich’s Python program *bpe* (Sennrich et al., 2016). For post-processing of the translations, the tokenization and true-casing was reversed using the Moses tools *detruecase* and *detokenizer*.

\(^4\) [https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis](https://ec.europa.eu/jrc/en/language-technologies/jrc-acquis)

\(^5\) [http://data.statmt.org/news-crawl/README](http://data.statmt.org/news-crawl/README)

\(^6\) [http://statmt.org/moses/](http://statmt.org/moses/)
The Moses tokenizer works well for Spanish and Portuguese, but has some problems with Catalan as there are some peculiarities in this language, most notably the interpunct (as used e.g. in the word *cel·la*). An insightful discussion on this can be found on GitHub.\(^7\) As we did not have time to adapt the tokenizer to Catalan, to account for a few obvious errors, we did some minimalistic automatic post-processing (replacing a few short character sequences) as described in Section 4.

### 3 Experiments

To obtain any information on the training data and on the development and test sets, it was required to register for the shared task. We did so on July 13, 2021, so had seven days until July 19 when the submission of the results was due. This did not leave us much time for parameter optimization which is why we mostly took the standard parameters as suggested in the Marian NMT documentation for the Transformer architecture (Vaswani et al., 2017).

We only did a few test runs with various settings concerning the number of merge operations in byte pair encoding (later to be referred to as *vocabulary size*), but did not have time to systematically optimize it. In our primary submissions, this parameter is set to 40,000, whereas in the comparative submissions, as in some previous SEBAMAT work, it is set to 85,000. For all language pairs and data sets (development and test), the smaller size performed better in terms of BLEU scores, although the exact size appears to be not very critical within a wide range of values.

To provide details on the core part of our experiments, in Table 1 we show the script for the Marian NMT training. As the parameters are well described in the Marian NMT documentation, we do not discuss them here. Let us only mention that during training BLEU scores are computed periodically on the development set, and that the training stops if the best score cannot be improved within ten iterations.

---

\(^7\) [https://github.com/alvations/sacremoses/issues/43](https://github.com/alvations/sacremoses/issues/43)
4 Results

We pre-processed the corpora as described in section 2 and trained the system for the language pairs Catalan→Spanish, Spanish→Catalan, Portuguese→Spanish and Spanish→Portuguese. We then inspected the translation results. For all language pairs the translations looked ok except for Spanish→Catalan. For this language pair we noticed, apparently because the tokenizer was not well suited for Catalan, the following three types of systematic errors in the output:

- There were extra spaces within Catalan words such as *paral·lel* because the *interpunct (punt volat)* was incorrectly interpreted as a separator between words rather than between syllables, which is why during tokenization blanks were inserted around it. We corrected this by replacing all «˽·˽» sequences («˽» stands for blank) in the translation output by « ».
- We found extra spaces before the apostrophe in phrases such as «l’efectiu» or after the apostrophe in phrases such as «d’informes». We therefore removed all spaces before and after apostrophes in the translation output.
- We noticed that whereas in the translated output «’» was used as the apostrophe, the sample translations in the development set used «´» instead. The reason is probably a discrepancy between training corpora and development sets. Assuming that the test set would have the same characteristics as the development set, we replaced in the translation output all occurrences of the former by the latter.

| Vocabulary size | Language pair | BLEU score |
|-----------------|---------------|------------|
| 40,000 (primary) | ca–es         | 80.72      |
|                 | es–ca         | 83.32      |
|                 | pt–es         | 50.37      |
|                 | es–pt         | 44.96      |
| 85,000 (contrastive) | ca–es | 79.40      |
|                  | es–ca         | 81.21      |
|                  | pt–es         | 47.29      |
|                  | es–pt         | 42.77      |

Table 2: Results for the development sets. ca = Catalan, es = Spanish, pt = Portuguese. Without the interpunct and apostrophe substitutions, the BLEU score of es–ca (primary) is 69.40 and the BLEU score of es–ca (contrastive) is 68.01.

Table 3: Shared task results for the test sets as computed by the shared task organizers.

Especially the substitution of the apostrophes resulted in an improvement of several BLEU points, whereas the effects of blank removal before and after apostrophes differed depending on the software used for automatic evaluation. When using *Tilde’s interactive BLEU score evaluator* this change had no effect, whereas with the Moses *multi-bleu-detok.perl* tool, which we used in our scripts, a small improvement was obtained. The discrepancy can be explained by assuming that tools for computing BLEU scores often introduce some forms of tokenization or de-tokenization by themselves, and that these operations can slightly differ between tools.

Table 2 shows the BLEU scores obtained with the *multi-bleu-detok.perl* tool on the development sets for the four language pairs and the two parameter settings (byte pair encoding vocabulary sizes of 40,000 vs. 85,000). Table 3 shows the official BLEU scores for the test sets as computed by the shared task organizers who also provided scores for the RIBES (Isozaki et al., 2010) and TER (Snover et al., 2006) measures on the evaluation section of the SLT webpage. These scores we cite in Table 3. The last column shows our submissions’ ranks among the other teams participating in the competition. As can be seen, our primary submissions (byte pair encoding vocabulary size of 40,000) won the competition for Spanish → Catalan, and ranked second for the other three language pairs.

As can be expected from the evaluation scores, the translation quality is to the most part very good. This is particularly true for the language pairs involving Catalan. Table 4 shows a translation example for Portuguese → Spanish which is harder than Catalan → Spanish. For all language pairs, we

---

8 [https://www.letsmt.eu/Bleu.aspx](https://www.letsmt.eu/Bleu.aspx)
found a few occurrences of hallucinations (Raunak et al., 2021), mainly of the type where the beginning of a long sentence is translated well but towards the end a phrase translation is repeated over and over again. To give an idea how often this happened: manual inspection of the results for Catalan → Spanish (vocabulary size 85,000) showed that such hallucinations occurred in 7 of the 970 sentence translations of the development set.

The hallucinations could be detected by looking at the ratio of sentence lengths between a source language sentence and its translation, and/or by detecting repetitive phrases towards the end of a sentence translation. However, according to Raunak et al. (2021), hallucinations are a problem of training data quality, which to improve would have been too time-consuming. We thought of greedy solutions such as cutting off repetitive sentence ends, but did not implement them for lack of time and as they would be hard to justify.

5 Discussion and conclusions

Given the observation that the language pairs involving Catalan achieved considerably higher evaluation scores than those involving Portuguese, the question arises how this can be explained. Our somewhat speculative answer is as follows: As Catalan’s grammar and sentence structure is very similar to Spanish, with differences mainly on the vocabulary side, extremely high scores can be achieved because in many cases, often in the form of a word-by-word translation, there is just one obvious way how to translate a sentence for both man and machine. This is only to a lesser extend true for Spanish–Portuguese, so the lower scores are likely caused by more variability in acceptable translation options, rather than by lower translation quality.

When comparing the BLEU scores in Tables 2 and 3, it can be seen that our system performed significantly worse on the test sets than it did on the development sets. From this we conclude that probably the test data is less representative of the training data than the development data. Problems with overfitting seem unlikely as in the previous SEBAMAT work we had usually used randomly held out sentences of the training data for both development and testing. In such a scenario, the results were very similar in both cases, with only minor unsystematic discrepancies in BLEU scores.

Finally, let us try to answer the questions raised in the introduction. As it was ranked first for Spanish → Catalan and second for the other three language pairs, it appears that especially our primary systems (with vocabulary size 40,000) are competitive. Let us mention, however, that all participating systems showed similarly convincing evaluation scores, so that minor differences in parameter choice (such as vocabulary size) or in the organizers’ selection of the test set may have had a noticeable impact on the rankings.

| FIRST THREE SEGMENTS OF TEST SET (PORTUGUESE) | SEBAMAT TRANSLATION (SPANISH) |
|-----------------------------------------------|--------------------------------|
| O plano pretende contribuir para a realização dos objetivos da política comum das pescas e, em especial, para garantir que a exploração dos recursos biológicos marinhos vivos restabeleça e mantenha as populações das espécies exploradas acima de níveis que possam produzir o rendimento máximo sustentável (MSY). | El plan pretende contribuir a la consecución de los objetivos de la política pesquera común y, en particular, garantizar que la explotación de los recursos biológicos marinos vivos restablezca y mantenga a las poblaciones de especies explotadas por encima de niveles que puedan producir el rendimiento máximo sostenible (RMS). |
| Coordenar, em consulta com a Comissão, os métodos de diagnóstico da doença de Newcastle nos Estados-Membros, nomeadamente, mediante: | Coordinar, en consulta con la Comisión, los métodos de diagnóstico de la enfermedad de Newcastle en los Estados miembros, en particular mediante: |
| Por conseguinte, atualmente é preciso cofinanciar la Unión para garantizar que Finance Watch y Better Finance reciban los recursos necesarios para alcanzar los objetivos deseados en los próximos años y para proporcionar estabilidad financiera a ambas organizaciones, a sus expertos y a su personal administrativo, que hasta ahora han logrado lanzar sus actividades relevantes en poco tiempo. | Por lo tanto, hoy es necesario cofinanciar la Unión para garantizar que Finance Watch y Better Finance reciben los recursos necesarios para alcanzar los objetivos deseados en los próximos años y para proporcionar estabilidad financiera a ambas organizaciones, a sus expertos y a su personal administrativo, que hasta ahora han logrado lanzar sus actividades relevantes en poco tiempo. |

Table 4: First three Portuguese segments of the SLT 2021 test set and their translations to Spanish as produced by the primary SEBAMAT NMT system.
Like many other studies, this work provides once again evidence how powerful NMT is, and how well the Marian toolkit works: Within a week it was possible for a single developer to add two new language pairs (in two directions each) to the SEBAMAT portfolio, despite mediocre proficiency of Spanish and hardly any proficiency of Catalan and Portuguese. Of course, achieving good translation quality was considerably facilitated by the similarity of the languages and by the good quality and size of the training data provided by the shared task organizers.
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