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Abstract
We give new polynomial lower bounds for a number of dynamic measure problems in computational geometry. These lower bounds hold in the Word-RAM model, conditioned on the hardness of either 3SUM, APSP, or the Online Matrix-Vector Multiplication problem [Henzinger et al., STOC 2015]. In particular we get lower bounds in the incremental and fully-dynamic settings for counting maximal or extremal points in \( \mathbb{R}^3 \), different variants of Klee’s Measure Problem, problems related to finding the largest empty disk in a set of points, and querying the size of the \( i \)’th convex layer in a planar set of points. We also answer a question of Chan et al. [SODA 2022] by giving a conditional lower bound for dynamic approximate square set cover. While many conditional lower bounds for dynamic data structures have been proven since the seminal work of Pătraşcu [STOC 2010], few of them relate to computational geometry problems. This is the first paper focusing on this topic. Most problems we consider can be solved in \( O(n \log n) \) time in the static case and their dynamic versions have only been approached from the perspective of improving known upper bounds. One exception to this is Klee’s measure problem in \( \mathbb{R}^2 \), for which Chan [CGTA 2010] gave an unconditional \( \Omega(\sqrt{n}) \) lower bound on the worst-case update time. By a similar approach, we show that such a lower bound also holds for an important special case of Klee’s measure problem in \( \mathbb{R}^3 \) known as the Hypervolume Indicator problem, even for amortized runtime in the incremental setting.
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1 Introduction

In 1995, Gajentaan and Overmars [30] introduced the notion of 3SUM hardness, showing that a number of problems in computational geometry can not be solved in subquadratic time, assuming the so-called 3SUM problem can not be solved in subquadratic time.\(^1\) The general approach of proving polynomial lower bounds based on a few conjectures about key problems has since grown into its own subfield of complexity theory known as \textit{fine-grained}

\(^1\) In 2014, Grønlund and Pettie [31] showed that the 3SUM problem can be solved in (slightly) subquadratic time. The modern formulation thus replaces “subquadratic” with “truly subquadratic”, i.e. \( O(n^{2-\varepsilon}) \) for some constant \( \varepsilon > 0 \).
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complexity. The most popular of these conjectures concern the aforementioned 3SUM problem, All-Pairs-Shortest-Paths (APSP), Boolean Matrix Multiplication (BMM), Triangle finding in a graph, Boolean Satisfiability (SAT) and the Orthogonal Vectors problem (2OV) (see for example the introductory surveys by Bringmann [13] and V. V. Williams [55]). Another problem which crops up as a bottleneck in computational geometry is Hopcroft’s problem (see the recent paper by Chan and Zheng [24]).

Pătraşcu [50] launched the study of such polynomial lower bounds for dynamic problems, where instead of simply computing a function on a single input, we want to be able to update that input and get the corresponding output of the function without having to recompute it from scratch. In particular, he introduced the Multiphase problem and showed a polynomial lower bound on its complexity, conditioned on the hardness of the 3SUM problem. Using the Multiphase problem as a stepping stone, he showed conditional hardness results for a variety of dynamic problems. Improvements and other conditional lower bounds for dynamic problems (data structure problems) have since appeared in the literature [1–3, 5–7, 9, 11, 12, 25, 27, 34, 35, 38, 40, 41, 49, 53]. Of particular interest for the purpose of this work is a paper by Kopelowitz et al. [41] where the approach of Pătraşcu is improved by showing a tighter reduction from 3SUM to the so-called Set Disjointness problem (an intermediate problem between 3SUM and the Multiphase problem), as well as a paper by V. V. Williams and Xu [56], which obtains a similar reduction from the so-called Exact Triangle problem. Also particularly relevant here is the work of Henzinger et al. [34], who show that many of the known bounds on dynamic problems can be derived (and even strengthened) by basing proofs on a hardness conjecture about the Online Boolean Matrix-Vector Multiplication (OMv) problem which they introduce.

While computational geometry was one of first fields where conditional lower bounds for algorithms were applied, for example by showing that determining if a point set is in general position is 3SUM hard [30], the progress in conditional lower bounds for dynamic problems has not found widespread application to computational geometry; recent work has been largely confined to improved upper bounds. The only examples before the first version of this paper 2 relate to (approximate) nearest-neighbor search under different metrics (see the paper by Rubinstein [51], the introductory article by Bringmann [14] as well as a preprint by Ko and Song [39]), a paper by Lau and Ritossa [44] with results for orthogonal range update on weighted point sets and an (unconditional) lower bound by Chan [17] for a dynamic version of Klee’s Measure Problem. After a previous version of the present paper appeared on arXiv, and independent of our work, Jin and Xu [37] studied generalized versions of the OMv and BMM problems and proved polynomial lower bounds for various dynamic problems based on their hardness, among which Dynamic 2D Orthogonal Range Color Counting, Counting Maximal Points, Dynamic Klee’s measure problem for unit hypercubes and Chan’s Halfspace Problem.

In this work, we exploit the results of Pătraşcu, Kopelowitz et al., V. V. Williams and Xu, and Henzinger et al. to give conditional polynomial lower bounds for a variety of dynamic problems in computational geometry, based on the hardness of 3SUM, APSP and Online Boolean Matrix-Vector Multiplication. Almost all the problems we study here share the common characteristic of being about computing a single global metric for a set of objects in space subject to updates. Moreover, in the static case (where there are no updates) most of these metrics can be computed in worst-case $O(n \log n)$ time using standard computational

2 We exclude from this list examples where (conditional) bounds on the static case trivially imply polynomial bounds on the dynamic case.
geometry results. In particular, we show conditional hardness results for orthogonal range marking, maintaining the number of maximal or extremal points in a set of points in $\mathbb{R}^3$, dynamic approximate square set cover, problems related to Klee’s Measure Problem, problems related to finding the largest empty disk in a set of points, testing whether a set of disks covers a given rectangle, and querying for the size of the $i$'th convex layer of a set of points in the plane. We also give an unconditional lower bound for the incremental Hypervolume Indicator problem in $\mathbb{R}^3$, where the goal is to maintain the volume of the union of a set of axis-aligned boxes which all have the origin as one of their vertices.

The most basic of these problems, and the one we present first, is Square Range Marking: given a set of $n$ initially unmarked points in the plane, preprocess them to allow marking of the points in any given axis-aligned square and testing if there is any unmarked point. This encompasses the idea of augmenting a range query structure where augmentations can be applied to all data in a query range; a mark is the simplest such augmentation. While many variants of augmented orthogonal range queries have been studied (especially in the static case) [4, 21, 22, 33, 36, 42, 45, 46, 52], this natural variant has been given little attention. This is perhaps no coincidence, as we show that the straightforward polynomial-time solution based on kd-trees is likely almost optimal, in contrast to standard 1-D range marking and other augmentation problems which are easily handled by suitable variants of BSTs [26, Ch. 14].

Lau and Ritossa [44] give similar lower bounds for data structures on weighted points, conditioned on the hardness of Online Boolean Matrix-Vector Multiplication, but explicitly leave open questions on points which have a color or a “category.” They show for example a lower bound for a data structure which allows to increment the weight of all points in an orthogonal range and to query the sum of weights for all points in a given range, as well as for variants of this problem.

1.1 Setting and computational model

We work in the standard Word RAM model, with words of $w = \Theta(\log n)$ bits unless otherwise stated, and for randomized algorithms we assume access to a perfect source of randomness. We will base our conditional lower bounds on the following well known hardness conjectures.

- **Conjecture 1 (3SUM conjecture)**. The following problem (3SUM) requires $n^{2-o(1)}$ expected time to solve: given a set of $n$ integers in $\{-n^3, \ldots, n^3\}$, decide if three of them sum up to 0.

- **Conjecture 2 (APSP conjecture)**. The following problem (APSP) requires $n^{3-o(1)}$ expected time to solve: given an integer-weighted directed graph $G$ on $n$ vertices with no negative cycles, compute the distance between every pair of vertices in $G$.

The 3SUM problem can easily be solved in $O(n^2)$ time, while APSP can be solved in cubic time by the Floyd–Warshall algorithm, for example. The best known methods improve these runtimes by subpolynomial factors [19, 54].

In addition to being the basis for these standard conjectures in fine-grained complexity, the 3SUM problem and the APSP problem are related in other ways (see [56]). In particular, they both fine-grained reduce to the Exact Triangle problem, meaning that if either the 3SUM conjecture or the APSP conjecture is true, then the following conjecture is true.

---

3 The assumption that the integers are in $\{-n^3, \ldots, n^3\}$ is done without loss of generality. In the model we consider one can always reduce the problem to this setting while preserving the expected run-time, via known hashing methods [8].
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- **Conjecture 3** (Exact Triangle conjecture). The following problem (Exact Triangle) requires $n^{3-o(1)}$ expected time to solve: given an integer-weighted graph $G$ and a target weight $T$, determine if there is a triangle in $G$ whose edge weights sum to $T$.

Thus, any bound conditioned on this conjecture also holds conditioned on the 3SUM conjecture or the APSP conjecture. We also consider a conjecture introduced by Henzinger et al. [34], which can be thought of as a weakening of the informal conjecture which says that “combinatorial” matrix multiplication on $n \times n$ matrices requires essentially cubic time (note that the term “combinatorial” is not well defined).

- **Conjecture 4** (OMv conjecture). The following problem (OMv) requires $n^{3-o(1)}$ expected time to solve:

We are given a $n \times n$ boolean matrix $M$. We can preprocess this matrix, after which we are given a sequence of $n$ boolean column-vectors of size $n$ denoted by $v_1, \ldots, v_n$, one by one. After seeing each vector $v_i$, we must output the product $Mv_i$ before seeing $v_{i+1}$.

The OMv problem can be solved in total time $O(n^3)$ by the naive algorithm. Here the best known method improves this runtime by a subpolynomial factor [43]. The conjecture was originally introduced in the Monte-Carlo setting (i.e. algorithms with a deterministic runtime but which are allowed to err with a small enough probability). We state it in the Las Vegas setting for the sake of uniformity of presentation. All the results of Henzinger et al. carry over to that setting with no difficulty.

While Henzinger et al. showed that most known lower bounds on dynamic problems derived from the 3SUM conjecture can be derived from the OMv conjecture (and often even strengthened), it is not known whether one conjecture implies the other. For most of our problems we derive polynomial lower bounds from both the OMv conjecture and the Exact Triangle conjecture. In such cases, we still get such lower bounds if at least one of the four considered conjectures is true. Moreover, the reductions used here could also give bounds in the case some of these conjecture fail by a small enough polynomial factor (for example if 3SUM requires $\Omega(n^{4/3})$ time).

Note also that recent work by Chan et al. [23] directly implies that the lower bounds we obtain from the APSP conjecture also hold in the so-called Real RAM model (conditioned on the analogous Real-APSP conjecture) and in restricted versions of the model. For the real versions of the 3SUM and Exact Triangle conjectures, combining our reductions with theirs would also imply polynomial lower bounds for many of the problems considered here, although weaker than the ones we obtain in the Word RAM model.

### 1.2 Main results

In the full version of this paper we obtain (conditional) polynomial lower bounds for a variety of dynamic geometric problems, and an unconditional bound for the incremental Hypervolume Indicator problem in $\mathbb{R}^3$. Our bounds are stated as inequalities which imply trade-offs between achievable update and query times. The lower bounds we get on the maximum of both are summarized in Table 1, together with known upper bounds. Note that the bounds we get for squares or square ranges imply the same bounds for rectangles or general orthogonal ranges, although we sometimes get better trade-offs in these cases. Here we focus on some results for Square Range Marking, Counting Extremal Points in $\mathbb{R}^3$, and unweighted Square Set Cover, in the fully-dynamic setting. The other results can be found in the full version [28].
Table 1 Non-trivial known upper bounds and new (at the time of the first version of this paper being made public) lower bounds on the maximum over update and query time derived from the Exact Triangle conjecture, the OMv conjecture or (in the case of the Hypervolume Indicator problem) unconditionally. The $\tilde{O}$ notation hides polylog factors, while the $O^*$ notation hides factors which are $o(n^*)$ for an arbitrarily small constant $\varepsilon > 0$. All upper bounds are for data structures with at most $O^*(n)$ preprocessing. Note that the lower bounds for Square Range Marking also hold in the case of a static set of points (with some assumptions on preprocessing time) and that the lower bound for the Depth Problem derived from the OMv conjecture also holds for amortized runtime in the incremental setting. The lower bound obtained for counting maximal points has since been superseded by the more general result of Jin and Xu [37] who obtain lower bounds also in higher dimension.

| Problem                                      | Upper Bound                  | Lower Bound                   |
|----------------------------------------------|------------------------------|--------------------------------|
| Square Range Marking [§2,2,28]               | $\tilde{O}(n^{1/2})$        | From Exact Triangle:           |
|                                              |                              | $n^{1/4-o(1)}$ †              |
|                                              |                              | From OMv:                      |
|                                              |                              | $n^{1/2-o(1)}$ †              |
| Counting Extremal Points in $\mathbb{R}^3$ [§3,28] | $O^*(n^{7/8})$ †            | From Exact Triangle:           |
| Largest Empty Disk in Query Region [28]       | $O^*(n^{11/12})$ †           | $n^{1/5-o(1)}$ †‡             |
| Largest Empty Disk in a Set of Disks [28]     | $O^*(n^{11/12})$ †           | $n^{1/4-o(1)}$ †‡             |
| Rectangle Covering with Disks [28]            | $\tilde{O}(n^{1/2})$ ‡      | From OMv:                      |
|                                              |                              | $n^{1/2-o(1)}$ †‡             |
| Square Covering with Squares [28]             | $\tilde{O}(n^{1/2})$ ‡      | $n^{1/2-o(1)}$ †‡             |
|                                              |                              | §                               |
| Convex Layer Size in $\mathbb{R}^2$ [28]      |                              |                                |
|                                              |                              |                                |
| Counting Maximal Points in $\mathbb{R}^3$ [§3,28] | $\tilde{O}(n^{2/3})$ ‡      | From Exact Triangle:           |
| $O(n^{\alpha})$-approx. Weighted Square Set Cover [28] | $\tilde{O}(n^{1/2})$ ‡      | $n^{1/4-o(1)}$ †‡             |
| Klee’s Measure Problem with Squares [28]       | $\tilde{O}(n^{1/2})$ ‡      | From OMv:                      |
|                                              |                              | $n^{1/3-o(1)}$ †‡             |
| Discrete KMP with Squares [28]                | $O(n^{1/2})$ †‡             | From OMv:                      |
|                                              |                              | $n^{1/2-o(1)}$ †‡             |
|                                              |                              | §                               |
| Depth Problem with Squares [28]               | $\tilde{O}(n^{1/2})$ ‡      | From Exact Triangle:           |
|                                              |                              | $n^{1/3-o(1)}$ †‡             |
|                                              |                              | From OMv:                      |
|                                              |                              | $n^{1/2-o(1)}$ †‡             |
|                                              |                              | §                               |
| $O(1)$-approximate Square Set Cover [§4,28]    | $O^*(n^{1/2})$ †             | From OMv:                      |
|                                              |                              | $n^{1/3-o(1)}$ †‡             |
|                                              |                              | §                               |
| Hypervolume Indicator in $\mathbb{R}^3$ [28]  | $\tilde{O}(n^{2/3})$ ‡      | $\Omega(\sqrt{n})$ #          |

† per-operation runtime in the incremental setting.
‡ amortized runtime in the fully-dynamic setting.
§ assuming $n^{1+o(1)}$ expected preprocessing time.
# unconditional lower bound in the incremental setting on amortized time, assuming at most polynomial time preprocessing, or on worst-case time without preprocessing assumptions.
Some of the lower bounds reveal interesting separations between geometric dynamic problems whose operations can be supported in subpolynomial or $O(n^\varepsilon)$ time and similar problems which require polynomial time with a fixed exponent (under the hardness conjectures we consider).

- Orthogonal range queries with dynamic updates on single points can be done with polylog time operations, while dynamic updates on orthogonal ranges of points require polynomial time.
- Dynamically maintaining maximal points in a point set can be done in polylog time in $\mathbb{R}^2$, while maintaining only their number in $\mathbb{R}^3$ already requires polynomial time.
- The same separation between dimensions 2 and 3 applies for maintaining (the number of) extremal points.
- Related to the previous point, the ability to query for the size of any convex layer on a dynamic set of points in $\mathbb{R}^2$ requires polynomial time (compared to polylog time when we are only interested in the first convex layer, i.e. the convex hull).
- Maintaining a $O(1)$-approximation for the size of dynamic unit square set cover can be done in $2^{O(\sqrt{\log n})}$ amortized time per update [20], while maintaining the size of a $O(n^\alpha)$-approximation (for a constant $0 \leq \alpha < 1$) requires polynomial time for arbitrarily sized squares (with an exponent dependent on $\alpha$).
- In the weighted case of the previous problem, we also get such a separation: $O(1)$-approximate weighted unit square set cover can be done in $O(n^\varepsilon)$ time [20] while $O(n^\alpha)$-approximate weighted dynamic square set cover requires polynomial time, with an exponent independent of $\alpha$.

2 The general approach

In all the problems we consider, we have a data structure $D$ which maintains a set $S$ of $O(n)$ geometric objects, supporting some form of update and query (a query is any operation which never impacts the result of any subsequent operation). We say that a data structure (or that the set of objects it maintains) is incremental when it allows updates which consist of inserting a new object in $S$. We use the term fully-dynamic when both insertions and deletions are allowed. The set $S$ can be initialized in a preprocessing phase.

2.1 General reduction schemes

All our reductions have the same basic structure based on a geometric view of Pătraşcu’s Multiphase problem [50], where we encode a family $\mathcal{F} = \{F_1, \ldots, F_k\}$ of subsets of $\{1, \ldots, m\}$ as a grid of objects where the presence (or absence) of an object at the grid coordinates $(x, y)$ encodes $x \in F_y$. We can then select some of the columns $I \in \{1, \ldots, k\}$ and a row $j \in \{1, \ldots, m\}$, allowing us to test if $I \cap F_j \neq \emptyset$ efficiently. We abstract some of the commonalities of the reductions in the following “general” reduction schemes, so we can focus on the specifics of each problem and avoid repetitions later on. Rather than give the original definition of the Multiphase problem, let us define what it means for a data structure to solve it, as this will make the statements of reductions easier, more uniform, and makes the required constraints on the data structure we consider explicit.
Definition 5 (Solving the Multiphase problem). Let \( F = \{ F_1, \ldots, F_k \} \) be a family of \( k \) subsets of \( \{1, 2, \ldots, m\} \). Let \( s_F = \sum_{F \in \mathcal{F}} |F| \). Consider a data structure \( D \) with an undo operation\(^4\) which maintains a set \( S \) of \( O(n) \) objects with expected preprocessing time \( O(t_p) \), expected amortized update time \( O(t_u) \) and expected amortized query time \( O(t_q) \). Suppose it allows us to do the following.

- \textbf{(Step 1)} First, we read \( F \) and store a set of \( n \) objects in \( S \) using only the preprocessing operation of \( D \).
- \textbf{(Step 2)} Then, we receive a subset \( J \subset \{1, 2, \ldots, m\} \) and perform \( u_J \) updates on \( S \).
- \textbf{(Step 3)} Finally, we are given an index \( 1 \leq i \leq k \) and after \( O(1) \) updates and queries on \( S \) we decide if \( J \cap F_i \neq \emptyset \).

Assume that the time of each of these three steps is dominated by the time of the operations on \( D \) and that in each step, the only information available from the previous steps is what is accessible through \( D \). Let \( t_{u_q} = t_q \) if only queries are performed in Step 3, otherwise let \( t_{u_q} = t_u + t_q \).

We say that such a data structure solves the Multiphase problem.

As mentioned in the introduction, Pătraşcu gave lower bounds on the time required to solve the Multiphase problem conditioned on the 3SUM conjecture and reduced this problem to various dynamic problems. His reduction from 3SUM has since been tightened by Kopelowitz et al. [41] and reductions from the Exact Triangle and OMv conjectures have been found by Vassilevska Williams and Xu [56] and Henzinger et al. [34] respectively.

We summarize the implications from these works for different parameters in the following theorems. While this results in somewhat verbose statements, we chose this approach in order to streamline the reductions in this paper and to make the lower bounds we obtain explicit in terms of \( n \).

Theorem 6. Let \( D \) be a data structure which solves the Multiphase problem. If the Exact Triangle conjecture is true (or in particular if either the 3SUM or APSP conjecture is true), then for any \( 0 < \gamma < 1 \):

- \textbf{(Scenario 1)} If \( n = O(m \cdot k) \) and \( u_J = O(m) \), we have
  \[ t_p + t_u \cdot n + t_{u_q} \cdot n^{\frac{1+\gamma}{2-\gamma}} = \Omega \left(n^{\frac{2}{2-\gamma} - o(1)}\right).\]

- \textbf{(Scenario 2)} If \( n = O(m \cdot k) \) and \( u_J = O(|J|) \), we have
  \[ t_p + t_u \cdot n^{\frac{2-\gamma}{2-\gamma}} + t_{u_q} \cdot n^{\frac{1+\gamma}{2-\gamma}} = \Omega \left(n^{\frac{2}{2-\gamma} - o(1)}\right).\]

- \textbf{(Scenario 3)} If \( n = O(s_F) \) and \( u_J = O(m) \), we have
  \[ t_p + t_u \cdot n^{\frac{3-2\gamma}{2-\gamma}} + t_{u_q} \cdot n^{\frac{1+\gamma}{2-\gamma}} = \Omega \left(n^{\frac{2}{2-\gamma} - o(1)}\right).\]

- \textbf{(Scenario 4)} If \( n = O(s_F) \) and \( u_J = O(|J|) \), we have
  \[ t_p + t_u \cdot n + t_{u_q} \cdot n^{\frac{1+\gamma}{2-\gamma}} = \Omega \left(n^{\frac{2}{2-\gamma} - o(1)}\right).\]

Note that for incremental (or fully-dynamic) data structures where we can insert objects, we can always assume \( t_p = O(t_u \cdot n) \) by inserting the \( O(n) \) initial objects individually.

\(^4\) A data structure is said to have an undo operation if for any update \( U \) there is complementary update \( U' \) so that if \( U \) and \( U' \) are executed sequentially the results of subsequent operations are identical to the case where \( U \) and \( U' \) were never executed. This requirement is easily satisfied in structures that maintain a set and have insertion and deletion update operations.
The results of Henzinger et al. [34] imply that whenever we have such lower bounds from the hardness of Exact Triangle, we can get stronger bounds if we assume hardness of the OMv problem instead.

**Theorem 7.** Let $D$ be a data structure which solves the Multiphase problem. Assume $n = O(m^{c_1} \cdot k^{c_2})$ for some constants $c_1, c_2 > 0$, $u_J = O(m)$, and the expected preprocessing time $t_p$ is at most polynomial in $n$. If the OMv conjecture is true, then for any $0 < \gamma < 1$,

$$
t_u \cdot n^{\gamma} + t_uq \cdot n^{\frac{1-\gamma}{2}} = \Omega \left( n^{\frac{1+c_2-c_1}{2}} - o(1) \right).
$$

In particular if $n = O(m \cdot k)$ (as is the case in the four scenarios of Theorem 6), for any $0 < \gamma < 1$ we have $t_u \cdot n^{\gamma} + t_uq \cdot n^{1-\gamma} = \Omega \left( n^{1-o(1)} \right)$. For $\gamma = 1/2$, we thus have $t_u + t_q = \Omega \left( n^{1/2-o(1)} \right)$.

These results follow from straightforward adaptations of Pătraşcu’s proofs [50] together with the more recent results from Williams and Xu [56] and Henzinger et al. [34], and are implicit in the two latter papers. To apply these theorems, we need data structures with an undo operation. When considering structures in the fully-dynamic setting where updates consist of inserting or deleting an object, then this requirement is automatically satisfied. For structures with guarantees on the runtime per operation (rather than amortized guarantees), we can use the following standard technique (see for example [47, Theorem 2.1]).

**Lemma 8.** Any data structure with guarantees on the runtime per operation (non-amortized) can be augmented to support an undo operation with the same guarantees.

From now on, whenever we consider a structure with per-operation runtime guarantees, we assume (without loss of generality) that it has been augmented to support undo.

### 2.2 An example: Square Range Marking

We illustrate the use of these theorems on the following problem.

**Square Range Marking.** Preprocess a static set of $n$ initially unmarked points, where an update consists of marking all points in a given axis-aligned square range and a query returns if there is any unmarked point in the set.

Here the dynamic part of the problem is rather limited as only the markings of the points can change after an update, the set of points itself is static. The updates are even monotone in the sense that once a point has been marked it is never unmarked (in particular, the number of unmarked points can never increase). Even for this seemingly simple problem, we can use Theorems 6 and 7 to get the following (conditional) polynomial lower bounds.

**Theorem 9.** Let $D$ be a data structure for Square Range Marking with $t_p$ expected preprocessing time and $t_u$ expected time per update (i.e. non-amortized). If the Exact Triangle conjecture holds, then

$$
t_p + t_u \cdot \left( \frac{3}{2^{2\gamma}} + n^{\frac{1+\gamma}{2}} \right) + t_q \cdot n^{\frac{1+\gamma}{2}} = \Omega \left( n^{\frac{2-2\gamma}{2}} - o(1) \right).
$$

If the OMv conjecture holds and $t_p$ is at most polynomial then for any $0 < \gamma < 1$

$$
t_u \cdot (n^{1-\gamma} + n^{\gamma}) + t_q \cdot n^{1-\gamma} = \Omega \left( n^{1-o(1)} \right).
$$

In particular, by setting $\gamma = 1/2$, we have $t_u + t_q = \Omega \left( n^{1/2-o(1)} \right)$. 

Proof. It suffices to show that such a data structure fits the conditions of Scenario 3 in Theorem 6. Let \( F = \{ F_1, \ldots, F_k \} \) be a family of \( k \) subsets of \( \{ 1, 2, \ldots, m \} \).

We perform Step 1 by initializing \( D \) with the following points: for each \( 1 \leq i \leq k \) and \( 1 \leq j \leq m \) for which \( j \in F_i \), we put a point \( p_{i,j} \) at coordinates \( ((k+2)j+1, i+1) \). The total number of points is \( n = s_F \).

To perform Step 2 when given \( J \subseteq \{ 1, 2, \ldots, m \} \), we mark the points inside a square range of side-length \( k + 2 \) whose lower-left corner has coordinates \( ((k+2)j, 1) \), for all \( j \not\in J \). This requires \( O(m) \) updates on \( D \). The unmarked points are exactly the \( p_{i,j} \)'s such that \( j \in J \).

In Step 3, when given an index \( 1 \leq i' \leq k \), we mark the points inside the two squares of side-length \( (k+2)m \) whose lower-left corners lie at coordinates \( (0, i'+1/2) \) and \( (0, i'-(k+2)m-1/2) \) respectively. Now there is an unmarked point if and only if there is some point \( p_{i,j} \) such that \( j \in J \) and \( p_{i,j} \) was not marked by these two last updates. This is the case if and only if \( i = i' \). By construction, such a point exists if and only if there is some \( j \in J \) such that \( j \in F_{i'} \) (i.e. \( J \cap F_{i'} \neq \emptyset \)). Thus, we can answer a Step 3 query after two more updates to \( D \).

By applying Theorems 6 and 7 we get the result. \( \blacktriangleleft \)

If we assume truly subquadratic expected preprocessing time we get polynomial lower bounds on \( t_u \) or \( t_q \) from the Exact Triangle conjecture. The bounds from the OMv conjecture are almost tight, as an upper bound can easily be obtained by taking a two-dimensional kd-tree [10] and augmenting it by adding markers to the nodes indicating if the points in the corresponding subtrees are marked. We then get a data structure with \( O(n \log n) \) worst-case preprocessing time and \( O(\sqrt{n}) \) worst-case time per update. As noted by Cardinal et al. [15], using standard dynamization techniques such a data structure can even be made to support insertion and deletion of points in \( O(\log^2 n) \) worst-case time.

3 Counting the number of extremal points in \( \mathbb{R}^3 \)

We show polynomial lower bounds for the following problem, which in the plane can be solved in polylog worst-case time per operation by known techniques [48].

Counting Extremal Points in \( \mathbb{R}^3 \). Maintain a dynamic set of \( O(n) \) points in \( \mathbb{R}^3 \) and allow for queries counting the number of extremal points in the set.

\( \blacktriangleright \) **Theorem 10.** Let \( D \) be a fully-dynamic data structure for Extremal Points in \( \mathbb{R}^3 \) with \( t_p \) expected preprocessing time, \( t_u \) expected amortized update time and \( t_q \) expected amortized query time. If the Exact Triangle conjecture holds, then

\[ t_p + t_u \cdot \left( n^{2-\gamma} + n^{1+\gamma} \right) + t_q \cdot n^{1+\gamma} = \Omega \left( n^{2-\gamma-o(1)} \right). \]

If the OMv conjecture holds, then for any \( 0 < \gamma < 1 \), \( t_u \cdot (n^{1-\gamma} + n^\gamma) + t_q \cdot n^{1-\gamma} = \Omega \left( n^{1-o(1)} \right). \)

In particular, by setting \( \gamma = 1/2 \), we have \( t_u + t_q = \Omega \left( n^{1/2-o(1)} \right). \)

Because we can assume \( t_p = O(t_u \cdot n) \) this also implies that under the Exact Triangle conjecture we have \( t_u = \Omega \left( n^{1/5-o(1)} \right). \)

Before proving this theorem, let us introduce some notation. We let \( F = \{ F_1, \ldots, F_k \} \) be a family of \( k \) subsets of \( \{ 1, 2, \ldots, m \} \), where \( m, k \geq 5 \). Here we work in cylindrical coordinates \((r, \theta, z)\) (where this would denote the point \((r \cos \theta, r \sin \theta, z)\) in Cartesian coordinates).

Let \( R = 4k^2m^2 \). For all \( 0 \leq i \leq k \) and \( 1 \leq j \leq m \), let \( q_{i,j} \) be the point with cylindrical coordinates \((R - (2i+1)^2, \frac{2\pi}{m} j, 2i+1)\). Similarly, for all \( 1 \leq j \leq m \) and \( 1 \leq i \leq k \) such that \( j \in F_i \), let \( p_{i,j} \) be the point with cylindrical coordinates \((R - (2i)^2, \frac{2\pi}{m} j, 2i)\). We let \( S_F \) denote the set consisting of all these points.
Figure 1 Illustration (not to scale) of the set of points obtained for \( m = k = 5 \) and the family of sets \( \mathcal{F} = \{\{1\}, \{2\}, \ldots, \{3\}\} \). The points \( q_{\bullet \bullet} \) are represented in white, the points \( p_{\bullet \bullet} \) in black and all these points lie on the translucent gray surface. The points \( b_{\bullet} \) are represented with a cross in a white circle and are above the translucent gray surface. The asterisks represent the points of the form \( t_{\bullet} \) and lie on the axis of rotational symmetry of the translucent gray surface.

For all \( 1 \leq j \leq m \), we let \( b_j \) denote the point with cylindrical coordinates \((R-1, \frac{2\pi j}{m}, 2k+2)\). For all \( 1 \leq i \leq k+1 \), we let \( t_i \) denote the point lying on the longitudinal axis (the \( z \)-axis) at height \( \frac{R+(2i-1)^2}{2(2i-1)} \). Note that for all \( 1 \leq i_1 \leq i_2 \leq k+1 \), the point \( t_{i_2} \) is higher on the \( z \)-axis than \( t_{i_1} \) and that all points \( t_{\bullet} \) have a larger \( z \)-coordinate than all other previously defined points. See Figure 1 for an illustration.

Lemma 11. Let \( S \) be a set of points such that \( S_{\mathcal{F}} \subseteq S \subseteq S_{\mathcal{F}} \cup \{b_j \mid 1 \leq j \leq m\} \cup \{t_i \mid 1 \leq i \leq k\} \). Let \( 1 \leq j' \leq m \) and \( 1 \leq i' \leq k \). Then:

- The point \( q_{j', j'} \) is extremal.
- The point \( q_{j', j'} \) is extremal if and only if \( b_{j'} \not\in S \) and for all \( 1 \leq i \leq i' \), \( t_i \not\in S \). If \( p_{j', j'} \in S \) (i.e. \( j' \in F_{j'} \)), then the same holds for \( p_{j', j'} \).
- If \( t_{i'} \in S \), then \( t_{i'} \) is extremal if and only if for all \( 1 \leq i < i' \), \( t_i \not\in S \).

Moreover, this remains true even if all points are arbitrarily perturbed by moving them a distance of at most \( 1/R^2 \).

See the full version of the paper [28] for the proof of this lemma.

Proof of Theorem 10. It suffices to show that such a data structure fits the conditions of Scenario 2 in Theorem 6. Let \( \mathcal{F} = \{F_1, \ldots, F_k\} \) be a family of \( k \) subsets of \( \{1, 2, \ldots, m\} \). We use the notation of Lemma 11. We first describe the procedure without discussing issues of finite precision and later show how this can be carried out on a Word RAM machine with words of \( O(\log n) \) bits.

We perform Step 1 by initializing \( D \) with all points of the form \( q_{\bullet \bullet}, p_{\bullet \bullet} \) and \( b_{\bullet} \). This costs \( t_u \) expected time, for a total number of points \( n = \Theta(m \cdot k) \).

To perform Step 2 when given \( J \subseteq \{1, 2, \ldots, m\} \), we delete the points \( b_j \) for all \( j \in J \). This requires \( O(|J|) \) updates on \( D \).
In Step 3, when given an index \(1 \leq i' \leq k\) we start by inserting the point \(t_{i'+1}\) to \(D\) and getting the count \(c\) of extremal points. By Lemma 11, the extremal points of \(S\) at this point are exactly those of the following 6 types:

1. the point \(t_{i'+1}\),
2. the points \(b_j\) for all \(j\) such that \(j \notin J\),
3. the points \(q_{i',j}\) for all \(i, j\) such that \(j \in J\) and \(i < i'\),
4. the points \(p_{i',j}\) for all \(i, j\) such that \(j \notin J\) and \(i < i'\),
5. the points \(q_{i,j}\) for all \(j\) such that \(j \in J\),
6. the points \(p_{i,j}\) for all \(j\) such that \(j \in F_{i'}\) and \(j \in J\).

To answer the query, we want to know if the number of points of the last type is greater than 0. We know that the number of points of the fifth category is exactly \(|J|\). Notice that if we now insert \(t_{i'}\) to \(D\) and get the new count \(c'\) of extremal points, we are counting exactly the first four categories of points, where we have replaced \(t_{i'+1}\) with \(t_{i'}\). Thus, we can test if the number of points of the last category is 0 simply by testing if \(c - c' = |J|\). We can thus perform Step 3 with \(O(1)\) updates.

We can adapt this to work on a Word RAM machine with words of length \(w \geq \log n\) by moving the points to vertices of the integer lattice (after appropriate scaling). This is detailed in the full version of the paper [28]. By applying Theorems 6 and 7 we get the result.

In the fully-dynamic setting, Chan [18] gives a data structure for this problem with \(O(n^{1+\varepsilon})\) preprocessing time and \(O(n^{11/12+\varepsilon})\) amortized update and query time, for an arbitrary \(\varepsilon > 0\). In the more restricted semi-online setting (which generalizes the incremental case), another paper by the same author [16] gives a data structure with \(O(n^{1+\varepsilon})\) preprocessing time and \(O(n^{7/8+\varepsilon})\) worst-case time per operation.

4 Dynamic geometric Set Cover with squares

In this section we answer a question by Chan et al. [20], by giving a conditional polynomial lower bound on the time required to approximately maintain (the size of) a dynamic square set cover in the plane under range updates.

**Dynamic Square Set Cover.** Maintain a set \(S\) of \(n\) points and axis-aligned squares in the plane to support queries asking for the size of the smallest subset of squares which covers all points.

Even the static version of this problem with unit squares is NP-complete [29], thus the focus on approximations. Chan et al. [20] recently gave a \(O(1)\)-approximate solution in the fully dynamic case where both squares and points may be inserted or deleted. This (Monte Carlo randomized) solution achieves \(O(n^{1/2+\varepsilon})\) amortized update and query time. The authors ask if there is a conditional polynomial lower bound for this problem. We show the following.

**Theorem 12.** Let \(0 \leq \alpha < 1\) be an efficiently computable\(^5\) constant. If there is a fully-dynamic data structure for \(O(n^\alpha)\)-approximate Dynamic Square Set Cover with \(t_u\) expected amortized update time and \(t_q\) expected query time, then the Multiphase problem can be solved with \(n = O \left( k^{1/(1-\alpha)} \cdot m^{2/(1-\alpha)^\alpha} \right)\), \(t_{uq} = t_u + t_q\) and \(u_J = O(m)\).

\(^5\) We say that a number \(\alpha\) is efficiently computable if there is an algorithm which, for any \(k \geq 0\), can output the first \(k\) bits of \(\alpha\) in \(O(\text{poly}(k))\) time.
Together with Theorem 7 this implies polynomial lower bounds under the OMv conjecture, for all $0 \leq \alpha < 1$. In particular, for $\alpha = 0$ (i.e. for a constant approximation factor) it implies $t_u + t_q = \Omega\left(n^{1/3-o(1)}\right)$.

**Proof.** We first prove the result in the case of arbitrary axis-aligned rectangles and then show how to adapt it to use only squares. Let $D$ be a family of $k$ subsets of $\{1, ..., m\}$. Suppose $D$ achieves an approximation ratio of at most $\beta \cdot n^\alpha$ for some constant integer $\beta > 1$ (we can assume this without loss of generality). Let $c$ be an integer value which we specify later.

We perform Step 1 by initializing $D$ with the following points and rectangles:

- for each $1 \leq i \leq k$ and $1 \leq j \leq m$ for which $j \in F_i$, we put a point $p_{i,j}^a$ at coordinates $(c \cdot j + a, i)$ for each $0 \leq a < c$;
- for each $1 \leq j \leq m$ and each $0 \leq a < c$, we put a thin vertical rectangle which covers exactly the points of the form $p_{i,j}^a$.

The total number of points and rectangles at this point is $n_1 = s_x + m \cdot c \leq m \cdot (k+1) \cdot c$. Set $c$ to be the smallest integer such that $c > \beta(n_1 + m + 2)^\alpha \cdot (m + 2)$ (note that the value of $n_1$ depends on $c$, but $c$ is nonetheless well defined and can be computed in $O(\text{polylog}(m \cdot k))$ time). We then have $n_1 = O\left(k^{1/(1-\alpha)} \cdot m^{2/(1-\alpha)^2}\right)$.

To perform Step 2 when given $J \subset \{1, ..., m\}$, we insert a rectangle covering all points of the form $p_{i,j}^a$ for each $j \notin J$. This requires $O(m)$ updates on $D$. See Figure 2 for an illustration of the first two steps.

In Step 3, when given an index $1 \leq i' \leq k$, we insert two rectangles: the first covers all points $p_{i',i}^a$ with $i < i'$ and the second covers all points $p_{i',i}^a$ with $i > i'$. The total number of points and rectangles at this point is $n \leq n_1 + m + 2$. Now, if $J \cap F_{i'} = \emptyset$ then all points can be covered with at most $m + 2$ rectangles: the (at most) $m$ rectangles inserted in step 2 together with the two rectangles inserted in Step 3. On the other hand, if there is some $j \in J \cap F_{i'}$, then the points of the form $p_{i',j}^a$ can only be covered by choosing $c$ thin rectangles created in Step 1. Thus, any approximation of the set cover with a ratio better than $2^{\frac{\alpha}{m+2}}$ suffices to distinguish between the two cases. Moreover, we have $2^{\frac{\alpha}{m+2}} > \beta \cdot (n_1 + m + 2)^\alpha \cdot (m + 2)^2 \geq \beta \cdot n^\alpha$. We can then answer a Step 3 query by asking the data structure for a $\beta \cdot n^\alpha$ approximation of the size of the minimum set cover.

To see how to adapt this reduction using only squares, notice that we can increase the height of any rectangle without affecting the results. Thus, we can stretch the whole configuration of points and rectangles horizontally until the thinnest vertical rectangles become squares, and adjust the heights of the other rectangles to make them squares as well.

Contrast this lower bound with the case of unit axis-aligned squares, for which Chan et al. [20] give a data structure for $O(1)$-approximation achieving $2^{O(\sqrt{\log n})}$ amortized update and query time.
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