Dense FixMatch: a simple semi-supervised learning method for pixel-wise prediction tasks
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\section*{Abstract}
We propose Dense FixMatch, a simple method for online semi-supervised learning of dense and structured prediction tasks combining pseudo-labeling and consistency regularization via strong data augmentation. We enable the application of FixMatch in semi-supervised learning problems beyond image classification by adding a matching operation on the pseudo-labels. This allows us to still use the full strength of data augmentation pipelines, including geometric transformations.

We evaluate it on semi-supervised semantic segmentation on Cityscapes and Pascal VOC with different percentages of labeled data and ablate design choices and hyper-parameters. Dense FixMatch significantly improves results compared to supervised learning using only labeled data, approaching its performance with 1/4 of the labeled samples.

\section{Introduction}
Semi-supervised learning (SSL) has shown great potential to reduce the annotation costs of training deep learning models. Modern methods achieve competitive results at a fraction of the amount of annotated samples required for standard supervised learning \cite{1,2,25}. The potential cost savings are even larger for structured or dense prediction tasks, such as object detection, instance or semantic segmentation since the annotation cost for such tasks is much larger than for image classification.

However, SSL methods have been mainly developed and studied with image-level classification in mind \cite{27,19,90,22}. Only more recently, methods have appeared adapting or proposing solutions to structured or dense tasks such as object detection \cite{37,13,26,16,31} or semantic segmentation \cite{9,20,14,35,3,12}. Still, most works have focused on improving performance on specific tasks and not aimed at finding methods that could be applied to different tasks. Only a handful of methods are generic enough to be used for multiple tasks with no or few changes \cite{9,30,37,34,26}. Designing task-generic methods is important for ease of portability to new tasks and the goal of our work, as well as a must in multi-task learning scenarios.

To this end, we perform simple but effective modifications to FixMatch \cite{25} to adapt it for a larger class of dense or structured task, staying as close as possible to the original formulation. We call our approach Dense FixMatch and summarise it in Figure \ref{fig:diagram}. We align the reference frame of the pseudo-labels obtained from the weakly-augmented view with that of the predictions obtained from the...
Our contributions are as follows:

- We propose Dense FixMatch, a simple method that adds a matching operation between pseudo-labels and predictions to FixMatch thereby enabling its use on semi-supervised learning for any dense or structured task.
- We study its performance on semi-supervised semantic segmentation on Cityscapes and Pascal VOC 2012, showing improvements across multiple labeled data regimes over supervised baselines. For Cityscapes, we get improvements of up to +0.1 mean Intersection-over-Union (mIOU) for 93 and 186 labeled samples reaching 0.6697 mIoU and 0.7110 mIoU respectively, and +0.04 mIoU when using all labeled samples and extra unlabeled data reaching 0.8082 mIoU.
- We ablate our design choices and hyper-parameters to give practitioners insights on how to tune it for new tasks and datasets.

2 Related work

The success of semi-supervised learning has come mainly from its application to image classification with deep learning. Wei et al. [29] proved that SSL methods based on (a) self-training and (b) consistency regularization will achieve high accuracy with respect to ground-truth labels with the key to their success being to explore large enough neighbourhoods of the pseudo-labeled examples in the input data manifold, for example via aggressive data augmentation. Self-training or pseudo-labeling methods rely on bootstrapping current model predictions on unlabeled data and using them as labels. Consistency regularization relies on the assumption that small perturbations strongly-augmented view. This way, we can define a consistency loss at each output location while still using the full set of possible augmentations. Using strong and varied augmentations has been identified as a key component of self-training with input-consistency since they allow exploring larger neighbourhoods of the training data points in the input data manifold as well as in different directions. In addition, we incorporate the Mean Teacher (MT) framework for robustness to noisy pseudo-labels and imbalanced class size.

We evaluate our approach on semantic segmentation with Cityscapes and Pascal VOC 2012 datasets and show the results in Figure 1 and Table 1 outperforming supervised baselines across different labeled data regimes by a large margin and achieving comparable results to other works in the literature. We also compare different mini-batch sampling approaches to assess whether it is feasible to use our method for semi-supervised multi-task learning where separate labeled and unlabeled data sampling is not possible.

Our contributions are as follows:

- We propose Dense FixMatch, a simple method that adds a matching operation between pseudo-labels and predictions to FixMatch thereby enabling its use on semi-supervised learning for any dense or structured task.

Figure 2: Dense FixMatch diagram for semantic segmentation. From an input image (top-left), two different views are created via $\alpha$ and $A$, the weak and strong augmentation pipelines respectively. The squares represent the crops used for obtaining both views. Top: the first view is used by the teacher in the Mean Teacher framework to generate pseudo-labels, updated via the exponential moving average (EMA) of the student weights. These are matched to the second view after applying the inverse of the weak augmentation $\alpha^{-1}$, and then the strong one $A$. Bottom: the second view is passed to the student model to obtain predictions to train against the pseudo-labels via the consistency loss, possible to define thanks to the shared structure and reference frame between both.
of the data points in either input or latent space should not change the output.

FixMatch [25] and Noisy Student self-training [30] are two methods combining such building blocks: the former follows an online approach where pseudo-labels are generated during training, and the latter has subsequent pseudo-labeling and re-training phases. Both use strong data augmentation to train against the weak-labeled samples. Other works have also used other kinds of perturbations for the consistency objective, such as adversarial examples [19], network perturbations [15, 27, 30] or MixUp [36, 11] as well as other techniques to tackle distribution misalignment between true- and pseudo-labels [2].

SSL applied to tasks other than image classification has also seen significant developments in recent years. For semi-supervised object detection, multiple works have used consistency regularization and perturbations via data augmentation [13, 29, 16, 31]. For semi-supervised semantic segmentation, the work in [11] found that strong and varied perturbations are required and proposed CutMix [35] as the strong augmentation. CCT [20] enforces consistency between predictions perturbing latent features. GCT [14] uses two differently initialized networks for co-training and a flaw detection module. CPS [5] instead enforces consistency against hard pseudo-labels. Pseudoseg [38] uses strong augmentation and fuses pseudo-labels from decoder predictions with ones from GradCAM [24]. ST+++ [33] does self-training with strong data augmentation in the re-training phase while selecting and prioritizing reliable images. AEL [12] focuses on balancing the performance between classes via different task-specific strategies. U2PL [28] uses unreliable pseudo-labels for negative learning.

In contrast, we follow FixMatch as close as possible to keep the benefits of using online pseudo-labeling and consistency regularization between predictions on weakly and strongly augmented images. We add only a spatial matching operation to enable its use in dense and structured tasks and the MT framework for improving pseudo-label quality.

Our method assumes the standard framework of semi-supervised learning where labeled samples $X_L$ contribute to the supervised objective $L_s$ and unlabeled samples $X_U$ are used in an unsupervised objective $L_u$, with the option to use the labeled samples also for the latter. The unsupervised loss weight $\lambda$ trades off the contribution of both objectives to the final loss: $L = L_s(x, y, \theta) + \lambda L_u(x, \theta)$.

To define the unsupervised or consistency objective, FixMatch uses image-level pseudo-labels obtained from a weakly-augmented version of the unlabeled images (via augmentation pipeline $\alpha$) to supervise learning on the strongly-augmented version of the same images (via $A$). For image classification, the output is expected to be invariant to the applied transformations and so the obtained pseudo-label can be directly used for this purpose. In contrast, this is not possible when the output of the task at hand has a spatial structure related to that of the input and thus will vary depending on the applied augmentations. This is the case for dense or structured tasks such as semantic segmentation or object detection, among others. For those tasks, any geometric transformation of the input equivariantly transforms its corresponding output. Therefore, when using geometric transformations as part of the weak and strong augmentation pipelines, the obtained pseudo-labels will not generally match pixel-to-pixel or at each location.

We adopt a simple approach to align the predictions of one view (e.g. weak augmentation $\alpha$) to the reference frame of the other view (e.g. strong augmentation $A$). Specifically, we first apply the inverse geometric transformation of the first view to the predictions obtained on it and then apply the geometric transformation of the second view so that predictions on both views end up in the same reference frame. This simple mechanism enables to define a consistency objective between the two views for any dense or structured task, including semantic segmentation, object detection, and instance segmentation, while still being able to use different geometric transformations in both augmentation pipelines. Figure 2 illustrates our approach for the case of semantic segmentation.

For our experiments on semantic segmentation, we define the supervised objective $L_s$ as a per-sample, location-wise cross-entropy loss between predictions on a weakly-augmented view of labeled samples and their corresponding (aug-
mented) ground-truth labels, and averaging over all valid locations. The unsupervised or consistency objective \( \mathcal{L}_u \) is defined by applying the same location-wise cross-entropy objective between the predictions of a strongly-augmented view and the pseudo-label obtained from a weakly-augmented view of the same sample after spatially matching the latter. Note that, for the unsupervised loss \( \mathcal{L}_u \), gradients are back-propagated only through the predictions on strongly-augmented samples, and not through the pseudo-labels.

**From prediction to pseudo-label.** For our experiments in semantic segmentation, the model outputs normalized classification probabilities, using softmax operation, for each possible class at each output location. Obtaining a “hard” pseudo-label means retaining only the most likely class at each location, achieved by applying the argmax operation. In addition, it is common to use only high-confidence predictions as pseudo-labels \([30, 25]\) via a confidence threshold \( \tau \) above which to retain the labels. Locations with prediction confidence below the threshold do not contribute to the loss.

**Matching operation.** In order to spatially align or match predictions and pseudo-labels, we bring the pseudo-label to the prediction reference frame by first applying the inverse of the geometric transforms in the weak augmentation pipeline, \( \alpha^{-1} \), and then the transforms of the strong augmentation pipeline, \( \mathcal{A} \), to the pseudo-label \( \bar{y}_i \). In this way, we avoid back-propagating gradients through the matching operation. However, some locations of the matched pseudo-label will end up with invalid values which should not contribute to the loss.

\[
\text{match}(\bar{y}_i; \alpha, \mathcal{A}) = \mathcal{A}(\alpha^{-1}(\bar{y}_i)).
\]

**Augmentation pipelines.** We adapt the augmentations of FixMatch \([25]\) to semantic segmentation. We use flip-and-shift as the weak augmentation \( \alpha \) and RandAugment \([7]\) for the strong augmentation \( \mathcal{A} \) for simplicity, including both geometric and color transforms. We use random crops for both pipelines before applying the rest of the transforms to ensure the same input size and instead of the shift operations. Other works focusing on dense tasks and inspired by FixMatch avoid the misalignment by dropping the geometric transforms \([35, 16]\), applying the same to both views \([15]\), or applying them only as part of \( \mathcal{A} \) \([31]\).

**Mean Teacher.** To obtain cleaner and more stable pseudo-labels \([32, 16]\), we generate them using the teacher in MT \([27]\) instead of the same model. The teacher is updated via the exponential moving average (EMA) of the student weights.

### 4 Experiments

**Datasets.** We use Cityscapes \([6]\) and Pascal VOC 2012 \([8]\) datasets for evaluating our method on semi-supervised semantic segmentation. Cityscapes consists of 2975 samples for training, with fine annotations for 19 classes, and 500 samples for evaluation. In addition, further 20000 samples are available in the extra set with coarse annotations, but we will use them later as unlabeled samples only. Pascal VOC consists of 1464 samples for training in the original set with annotations for 21 classes including background, and 1449 samples for evaluation in the validation set. Moreover, there are further 9118 labeled samples in the augmented set from SBD \([10]\). As is common in the literature, we simulate the semi-supervised setting with labeled and unlabeled splits of the training set with different labeled data regimes or ratios of labeled samples. For each split, we generate four different random splits with no guarantees of class balance. For Pascal VOC, we split the original set and use the augmented set as unlabeled data.

**Model.** Following the literature, we use DeepLabv3+ \([4]\) on ResNet-50 or ResNet-101 backbones \([11]\) to define our semantic segmentation model, giving predictions at the same spatial resolution as the input. The model is initialized with ImageNet \([23]\) pre-trained weights.

**Implementation details.** We implement and train our models using PyTorch \([24]\) with distributed training and mixed precision on up to four NVIDIA A100 GPUs, depending on the total batch size and the backbone used. We use the computer vision library Kornia \([22]\) for implementing the data augmentation pipelines for its support of invertible geometric transforms and differentiable augmentations for multiple tasks, including semantic segmentation. We follow EMAN \([3]\) and use the exponential moving average of the Batch Normalization statistics of the student to update the teacher.

**Evaluation.** We evaluate the performance of
explicit strategies for SSL: (a) the common flips. We employ two different mini-batch sampling of [28]. The baselines use a standard augmentation of 80 or 240 epochs on the full train set for the labels [17]. We train each setting for the equivalent in which all data is sampled uniformly regardless of implicit separately, and (b) the alternative. We follow the training details according to the mIOU and compute the mean and evaluation. For each labeled data regime, we train our method using as the main metric the mean Intersection-over-Union (mIOU) over all classes. For simplicity, we use full-resolution, single-scale, and single-pass evaluation in contrast to the sliding evaluation approach used in other works [5, 12, 28]. For stability, the model used for evaluation has and single-pass evaluation in contrast to the sliding evaluation approach used in other works [5, 12, 28].

| Method       | Backbone | Sampling | 93/1(32) | 186/1(16) | 372/1(8) | 744/1(4) | 1488/1(2) | 2975 All |
|--------------|----------|----------|----------|-----------|----------|----------|-----------|----------|
| Supervised   | RN-50    |          | .557±.0091 | .600±.0122 | .655±.0051 | .694±.0065 | .732±.0095 | .760±.0054 |
|              | RN-101   |          | .569±.0080 | .612±.0025 | .662±.0081 | .679±.0049 | .742±.0081 | .765±.0023 |
| Dense        | RN-50    | Explicit | .658±.0020 | .701±.0079 | .724±.0049 | .750±.0063 | .759±.0063 |          |
| FixMatch     |          | Implicit | .655±.0158 | .706±.0065 | .733±.0055 | .754±.0070 | .763±.0079 |          |
|              | RN-101   | Explicit | .669±.0119 | .711±.0063 | .728±.0069 | .757±.0015 | .766±.0050 |          |
|              |          | Implicit | .648±.0178 | .708±.0098 | .789±.0028 | .756±.0058 | .765±.0088 |          |

Table 1: Results of Dense FixMatch for semantic segmentation (mIOU) on Cityscapes val set with few labeled samples on different amounts of labeled data, ResNet-50/101 backbones and DeepLabv3+, and explicit or implicit mini-batch sampling settings. Dense FixMatch significantly improves over the baselines for both settings. Results highlighted with color match those reported in Figure 4.

| Method       | Backbone | Sampling | 92/1(16) | 183/1(8) | 366/1(4) | 732/1(2) | 1464 Original | 10582 Augmented |
|--------------|----------|----------|----------|-----------|----------|-----------|---------------|------------------|
| Supervised   | RN-50    |          | .407±.014 | .530±.025 | .618±.015 | .678±.0056 | .721±.0029 | .752±.0038 |
|              | RN-101   |          | .488±.026 | .577±.0247 | .654±.0081 | .705±.0061 | .745±.0023 | .772±.0017 |
| Dense        | RN-50    | Explicit | .521±.004 | .624±.037 | .690±.0045 | .716±.0010 | .739±.0012 |          |
| FixMatch     |          | Implicit | .492±.028 | .589±.0334 | .672±.0076 | .703±.0028 | .743±.0045 |          |
|              | RN-101   | Explicit | .548±.0046 | .658±.0334 | .720±.0059 | .747±.0008 | .771±.0020 |          |
|              |          | Implicit | .498±.0030 | .613±.0013 | .704±.0053 | .741±.0044 | .771±.0046 |          |

Table 2: Results of Dense FixMatch for semantic segmentation (mIOU) on Pascal VOC 2012 val set with few labeled samples on different amounts of labeled data, ResNet-50/101 backbones and DeepLabv3+, and explicit or implicit settings.

For stability, the model used for evaluation has weights following the EMA of the weights obtained during training. For most experiments, this means exactly using the teacher in the MT framework for evaluation. For each labeled data regime, we train our model on each of the four random data splits using also a different random seed for each training run. We take the best checkpoint of each run according to the mIOU and compute the mean and standard deviation over the four runs.

Training details. We follow the training details of [28]. The baselines use a standard augmentation pipeline with random resized crops and horizontal flips. We employ two different mini-batch sampling strategies for SSL: (a) the common explicit setting in which labeled and unlabeled data are sampled separately, and (b) the alternative implicit setting in which all data is sampled uniformly regardless of labels [17]. We train each setting for the equivalent of 80 or 240 epochs on the full train set for the supervised baseline, i.e. 52910 or 89250 updates, for Pascal VOC and Cityscapes, respectively.

4.1 Results on few labeled samples

In Figure 4 and Tables 1 and 2 we show results for the common splits of 1/32 to 1/2 of all the full train set for Cityscapes and 1/16 to the full original train set for Pascal VOC 2012, respectively. We compare few-supervision baselines using only the labeled data with Dense FixMatch, which also uses the unlabeled samples in either the explicit or implicit settings. Our method performs better than the baselines for both mini-batch sampling approaches. The explicit setting is slightly better for more label-scarce regimes but both give similar results with more labeled data.

4.2 Results on full labeled set and extra unlabeled samples

In addition, we evaluate Dense FixMatch in the more realistic setting where all labeled samples are used and extra unlabeled data is available in Cityscapes. We use all samples from the extra set
| Method    | Backbone | mIoU  |
|-----------|----------|-------|
| Supervised|          |       |
|           | RN-50    | 0.7608 ± 0.0054 |
|           | RN-101   | 0.7652 ± 0.0023 |

| Train | Extra | Explicit | Implicit |
|-------|-------|----------|----------|
| ✓     | ✓     | ✓        |          |

| Backbone | RN-50 | 0.7869 ± 0.0018 |
|          | RN-101| 0.8082 ± 0.0024 |

Table 3: Results on Cityscapes full labeled set and extra unlabeled samples for the supervised baselines and semi-supervised Dense FixMatch in both the explicit and implicit mini-batch sampling settings for SSL. We also compare using our method as a regularization on the labeled data only and using it on both labeled and unlabeled data. † is our setting for the main experiments.

| Method    | mIoU  |
|-----------|-------|
| Supervised| 0.5409 |
| Mean Teacher*| 0.5320 |

| Crop relation | Augmentation | MT |
|---------------|--------------|----|
| Same          | Crop+color   | ✓ 0.5794 |
| Min. overlap  | Crop+color+cutout | ✓ 0.6531 |
| Same          | Crop+color+geom. | ✓ 0.6579 |
| Min. overlap  | Crop+color+geom. | ✓ 0.6579 |
| Any           | Crop+color+geom.+cut. | ✓ 0.6539 |
| Same          | Crop+color+geom.+cut. | ✓ 0.6539 |
| Min. overlap  | Crop+color+geom.+cut. | ✓ 0.6539 |

Table 5: Ablation on the use of Mean Teacher (MT) framework, the relation between crops in the two views of Dense FixMatch and the use of the geometric, color or all augmentations in RandAugment. * Using MT on its own with the augmentation pipeline of the supervised baseline. We use a logistic warm-up schedule for the consistency weight during the first 60 epochs. † is our setting for the main experiments.

4.3 Ablations

In Table 4 we ablate the main hyper-parameters of our method using the 93 labeled samples regime of semi-supervised semantic segmentation with Cityscapes, with a single data split and seed, and the explicit setting. For dense tasks such as semantic segmentation, other works have reported that using a low \( \tau \) or removing it altogether gives better final results [38], hypothesizing that discarding predictions of lower confidence makes the loss dominated by easy classes [18, 12]. Moreover, low-confidence predictions in semantic segmentation tend to concentrate in truly ambiguous regions such as the boundaries between objects of different classes [28] so discarding them means removing supervision mainly from boundary pixels which are in fact the most informative. Values for \( \lambda \) between 0.2 and 2 give comparable results.

| \( \tau \) | \( \lambda \) | mIoU |
|----------|----------|------|
| 0.2      | 0.6566   |      |
| 0.5      | 0.6464   |      |
| 0.5      | 0.6495   |      |
| 0.5      | 0.6501†  |      |
| 2        | 0.6554   |      |
| 5        | 0.5690   |      |
| 10       | 0.5276   |      |
| 0.8      | 0.6388   |      |
| 0.95     | 0.6148   |      |

Table 4: Ablation study on the pseudo-label confidence threshold \( \tau \) and the consistency loss weight \( \lambda \). † values used in the main experiments.

but discard the coarse annotations and just treat them as unlabeled samples. We also compare to the fully-supervised baseline using only the labeled data and using the consistency loss as a regularization term only, i.e. computed on the same labeled data as the supervised loss. Results are shown in Table 3. Computing the loss on both labeled and unlabeled samples gives the best results.

In Table 5 we ablate our design choices: the relation between crops in both views, the choice of augmentations, and the use of MT. The best results are obtained when using MT and all possible augmentations, although using the same crop instead of overlapping crops between views improves results. We hypothesize this is due to a larger number of valid locations in the matched pseudo-labels.
| Method                     | Road | Side | Build | Wall | Fence | Pole | T.light | T.sign | Veg. | Terr. | Sky | Person | Rider | Car | Truck | Bus | Train | Motor | Pix. | Mean   |
|---------------------------|------|------|-------|------|-------|------|---------|--------|------|-------|-----|--------|-------|-----|-------|-----|------|-------|------|--------|
| Supervised                | 36.0 | 7.0  | 21.6  | 0.41 | 0.16  | 0.18 | 0.39    | 14.06  | 0.09 | 0.94  | 0.41 | 0.67   | 1.22  | 3.80 | 1.08  | 2.45 | 0.25 | 0.21  | 0.14 | 0.34  |
| Dense FixMatch (E)        | 376  | 8.0  | 29.3  | 0.41 | 0.35  | 0.26 | 0.47    | 9.86   | 0.09 | 0.94  | 0.33 | 0.59   | 1.16  | 0.59 | 0.18  | 1.16 | 2.13 | 0.34  | 0.31 | 0.24  |
| Dense FixMatch (I)        | 374  | 8.0  | 30.2  | 0.41 | 0.35  | 0.26 | 0.47    | 9.86   | 0.09 | 0.94  | 0.33 | 0.59   | 1.16  | 0.59 | 0.18  | 1.16 | 2.13 | 0.34  | 0.31 | 0.24  |

Table 6: Class-wise IoU on val set of Cityscapes (top) when training on a 93 labeled samples data split and on val set of Pascal VOC 2012 (bottom) when training on a 92 labeled samples data split. We show in bold the best result for each class and in red the classes that perform worse than the supervised baseline for both the explicit (E) and implicit (I) mini-batch sampling settings.

Figure 3: Qualitative results for semi-supervised learning on Cityscapes with 93 labeled samples for the supervised baseline and Dense FixMatch in the explicit (E) and implicit (I) mini-batch sampling settings, shown on samples in the validation set.

### 4.4 Class-wise analysis

In both Cityscapes and Pascal VOC, the predominant classes appear in orders of magnitude more pixels than the least frequent ones. In Table 6, we give per-class results comparing the supervised baseline to Dense FixMatch on a single data split of 93 or 92 labeled samples for each dataset respectively. For Cityscapes, our method improves significantly on average over the baseline, and does so while improving for all but one class. Importantly, it also reduces the effect of class imbalance since the gap between the best-performing classes and the worst-performing ones is reduced significantly, as shown by the lower standard deviation across classes. For Pascal VOC, Dense FixMatch improves the results on average, but up to 3 classes get lower IoU.

### 4.5 Qualitative results

In Figure 3, we give some examples for the 93 labeled samples experiments with Cityscapes comparing the baseline and Dense FixMatch for both the explicit and implicit settings. Both settings give similar results and outperform the supervised baseline. Some examples are the cleaner boundaries between road and side-walk and for poles.

### 5 Conclusions

We proposed Dense FixMatch, a simple method that puts together the most important components in modern deep semi-supervised learning and adds a matching operation on the pseudo-labels. In this way, it can be used for multiple dense or structured prediction tasks with the full strength of data augmentation pipelines, including strong geometric transformations. We evaluated it on semi-supervised semantic segmentation on Cityscapes and Pascal VOC and ablate design choices as well as hyper-parameters. This gives future practitioners insights on how to tune the proposed method for other datasets and tasks.
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