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Abstract
This thesis presents the strong and weak forms of the Banach-Tarski paradox based on the Hausdorff paradox. It provides modernized proofs of the paradoxes and necessary properties of equidecomposable and paradoxical sets. The historical significance of the paradox for measure theory is covered, along with its incorrect attribution to Banach and Tarski. Finally, the necessity of the axiom of choice is discussed and contrasted with other axiomatic and topological assumptions that enable the paradoxes.

Sammanfattning
Den här uppsatsen presenterar den starka och svaga formen av Banach-Tarskis paradox baserade på Hausdorffs paradox. Den tillhandahåller moderniserade bevis av paradoxerna och nödvändiga egenskaper av likuppdelningsbara och paradoxala mängder. Den historiska betydelsen av paradoxen på måtteori tas upp samt dess felaktiga tillskrivning till Banach och Tarski. Till sist diskuteras behovet av urval-saxiomet som ställs i kontrast mot andra axiomatiska och topologiska antaganden som möjliggör paradoxerna.
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1 Introduction

Humanity has always been fascinated by paradoxes: seemingly valid reasonings on acceptable premises that give unreasonable results. In mathematics, paradoxes have been the cause for particular concern as they seem to question the trust we put in our results and the assumptions on which they are built. Sometimes, these results turn out to be either antinomous: contradictions such as Russell’s paradox, or falsidical: fallacies in the reasoning like Zeno’s infamous paradoxes.

However, there are also veridical paradoxes: valid results that challenge our expectations. Generally, only these paradoxes are of interest within the mathematical community, and for a good reason. Veridical paradoxes have been explored since the early days of mathematics, from famous results by Galileo to significantly older. However, few have gained such recognizability as the Banach-Tarski paradox, reaching well beyond the mathematical community and given such colorful interpretations as the "pea and Sun paradox" by the general public.

Some popular descriptions of the Banach-Tarski paradox, illustrated in Figure 1.1, are as follows:

Quote 1. "A pea can be chopped up and reassembled into the Sun."
Quote 2. "A ball can be divided into a finite number of pieces and reassembled into two identical copies of the original ball."

Although expressed in layman’s terms, these two descriptions also illustrate the two different mathematical forms of the paradox, sometimes referred to as its strong and weak forms by Quotes 1 and 2, respectively. The weak form is usually the one referred
to as the Banach-Tarski paradox. Mathematical definitions of both forms are provided in Section 3, where we also will see that they are equivalent. The weak form offers us an easier avenue for proving both forms. However, it also has a curious history by originally being presented by Felix Hausdorff ten years prior to the work of Stefan Banach and Alfred Tarski.

Hausdorff’s result has remained relatively unknown to this day and was not credited by Banach and Tarski even though they credit their use of an intermediary step from Hausdorff’s work, on which they apply a series of constructions identical to what Hausdorff originally presented. Ironically, this intermediary result is today known as the Hausdorff paradox. Of everything presented in this thesis, the Hausdorff paradox is still by far the single most significant result with the most sophisticated proof. Its significance has inspired this thesis to dedicate a section, Section 4, to it. How the Hausdorff paradox leads to the Banach-Tarski paradox is covered in Section 5. Further historical discussion on its attribution is in Section 6.1, and Section 3.2 covers the historical significance of the result.

A formal mathematical statement of the strong form of the Banach-Tarski paradox is as follows:

**Theorem 3.1 (The strong Banach-Tarski paradox).** Let $A$ and $B$ be bounded subsets of $\mathbb{R}^3$ with nonempty interiors, then $A$ and $B$ are $G_3$-equidecomposable.

It is this result to which this thesis is dedicated. From the basic definitions needed for its formulation and interpretation to its construction, history and to what extent the result and assumptions it is based on can be questioned. It is worth noting that the Banach-Tarski paradox is veridical, but only if we accept the axiom of choice. This axiom has a long history of controversies among mathematicians but is these days generally accepted. However, it is still common to see the axiom of choice blamed as the sole cause of the Banach-Tarski paradox. Section 6.2 provides some arguments as to why this reasoning overlooks far more critical flaws in our core assumptions, enabling many other paradoxes independently of the axiom of choice. It also covers how these assumptions can be changed to prevent paradoxes without discarding the axiom of choice.

Although the result is often discussed from its analytical implication, its proof relies on the time-honored tradition of unifying seemingly different fields of mathematics to achieve results beyond what each field could do on its own. In some cases, it has also brought something back to the individual fields, from the immediate result for measure theory to sparking more research into topics like free groups and pointless topologies. The presented proofs combine fields such as analysis, linear algebra, group theory, set theory and even discrete mathematics.

One of the most critical proofs, that of Theorem 4.19, uses modular arithmetics, which is a modern approach not part of the original proofs. For the same proof, this thesis utilizes a Pythagorean triple in an initial construction and observes the potential of a simple generalization to any primitive Pythagorean triple in Remark 4.22. This use and generalization by Pythagorean triples is an approach the author has not seen previously documented. The material is based mainly on [WT16] and [Coh16], while all other sources are cited where used.

A central concept in the work of Hausdorff, as well as Banach and Tarski, was the
study of the new field of measure theory, specifically in proving the existence of non-measurable sets, which will be discussed in Section 3.2. A clear inspiration comes from a result by Giuseppe Vitali, whose well-known Vitali set had already shown such existence. The result of Hausdorff is significantly stronger, but much of the construction shares significant similarities to that of Vitali, who had successfully applied his reasoning to a circle obtaining the paradoxical ability to duplicate it in much the same way as the other paradoxes, as shown in Example 3.6.

A common theme for all paradoxes that results in non-measurable sets is the necessity of the axiom of choice. Nevertheless, there are many other kinds of paradoxes in mathematics that do not require it. A simple and well-known paradoxical result can be obtained from the concept of irrational rotation.

The following example might look out of place for an introduction. However, it is motivating to see that we can achieve easy-to-understand paradoxical results without too much work, heavy theory, or usage of the axiom of choice. We will repeatedly return to this example to illustrate, motivate and contrast various ideas and properties we will encounter. Furthermore, it will even return in a generalized form as part of a vital lemma in Lemma 5.1.

**Example 1.1 (Irrational rotation).** Let $\theta = 2\pi a$ where $a$ is irrational. Let $\rho$ be the rotation by $\theta$ around origo in the $xy$-plane in $\mathbb{R}^2$. This type of transformation is known as an irrational rotation. Informally we call $\theta$ an irrational angle.

Consider the point $p = (1, 0)$, as in Figure 1.2a. Every repeated rotation of $p$ by $\rho$ must result in a unique point. In other words, none of the points obtained will have periodic orbits in $\rho$: otherwise, there are $n, m \in \mathbb{N}$ such that $\rho^m p = \rho^n p$, which gives that $\rho^k p = p$ where $k = |m - n|$, and thus $\theta k$ must be an integer multiple of $\pi$. This would contradict our choice of $\theta$.

Now consider the set of all these points, $X = \bigcup_{n=0}^{\infty} \rho^n p$, as illustrated in Figure 1.2b. If we apply our rotation $\rho$ to the whole set $X$, this means each point gets moved to the position of the next, resulting in $\rho X = X \setminus p$, as shown in Figure 1.2c. Hence by doing nothing more than rotating $X$, we can remove points from it. Similarly, we can add new points by rotating $X$ in the opposite direction, by $\rho^{-1}$, as illustrated in Figure 1.2d.

This paradox marks our first mathematical deviation from intuition. Unlike the Hausdorff and Banach-Tarski paradoxes, it does not depend on the axiom of choice, but just like them, it does depend on the notion of points and that sets of infinite size do exist, the axiom of infinity. These concepts turn out to be more noteworthy for the paradoxical results than the axiom of choice.
The point \( p \).

Construction of \( X \) as the set of repeated rotations of \( p \) by \( \rho \).

\( X \) rotated by \( \rho \), \( \rho X \), is identical to \( X \) except for the missing point \( p \).

\( X \) rotated by \( \rho^{-1} \), \( \rho^{-1} X \), is identical to \( X \) with the additional point \( \rho^{-1} p \).

Figure 1.2 – Construction and rotation of \( X \). Only the first 33 points are drawn and the points are spiraling towards the center only to improve visual clarity.
2 Preliminaries

The axiom of choice is needed in one proof, of Proposition 4.18.

**Axiom 1** (axiom of choice). *For any nonempty collection of disjoint nonempty sets, there is a set containing exactly one element from each set in the collection.*

Of course, this is not the only axiom we use. We always use many axioms implicitly, such as Zermelo–Fraenkel set theory. However, it deserves special attention as it often gets used without being explicitly named and has a history of being questioned and often blamed for various controversial results.

In the case of a finite collection, this property follows directly from Zermelo–Fraenkel set theory. The collection of sets is allowed to be uncountably infinite. There are weaker versions, for instance, restricted to only countably infinite collections, but they will be too weak for our use.

The axiom of choice is necessary to construct the Hausdorff paradox, and thus the Banach-Tarski paradox. It is also needed when constructing a similar paradox by Vitali in Example 3.6. Even though it is generally accepted, it is still common to see the axiom of choice singled out as the reason for these paradoxical results, often due to its non-constructive nature.

However, there is a far more nuanced discussion to be had on what assumptions make these paradoxes possible. We will see in Section 6.2 that there are further, often overlooked assumptions that have received far less scrutiny. And by changing them, we would be able to keep the axiom of choice together with the critical results it gives while still eliminating most paradoxes of this kind, including several paradoxes that can be constructed without even using the axiom of choice.

The rest of this section is group- and set-theoretic: we will describe objects as sets of points and we need a proper mathematical description of the concept of moving and rotating them, known as a *rigid transformation*, which will be defined using *group actions*. Furthermore, we need to introduce the concept of *equidecomposability* and *paradoxicality* of sets, and deduce some important properties of them. First, we define two objects that we will use repeatedly:

**Definition 2.1** (The unit sphere and ball). The unit sphere $S^2$ and ball $B^3$, centered at origo in $\mathbb{R}^3$, are defined by $S^2 := \{ x \in \mathbb{R}^3 \mid \| x \| = 1 \}$ and $B^3 := \{ x \in \mathbb{R}^3 \mid \| x \| \leq 1 \}$.

### 2.1 Rigid Transformations: Rotations and Translations

To begin, we need to define rotations around origo and will use a common definition:

**Definition 2.2** (The special orthogonal group in $\mathbb{R}^3$). The $SO(3)$ is the group of all orthogonal $3 \times 3$ matrices in $\mathbb{R}^3$ with determinant 1.

This group consists of precisely all rotations in $\mathbb{R}^3$, together with the identity which describes the trivial case of no rotation. The fact that $SO(3)$ is a group is easy to verify: the identity matrix is in $SO(3)$, and the inverse of an orthogonal matrix is its inverse, which is still an orthogonal matrix with determinant 1 and also belongs to
The remaining properties, such as transitivity, follow directly from the usual matrix properties.

The name special orthogonal group and notation $SO(3)$ comes from the fact that it is a subgroup of the orthogonal group, $O(3)$, which consists of all orthogonal $3\times3$ matrices in $\mathbb{R}^3$. Remember that an orthogonal matrix means that its column vectors are orthogonal and normal, or equivalently defined on the row vectors. Basic linear algebra tells us that the matrices in $O(3)$ must have either determinant $1$ or $-1$. The matrices with determinant $-1$ result in a reflection, which we do not consider to be a proper rotation, but they belong to a broader concept of isometries and congruence in geometry as part of the group $O(3)$.

**Remark 2.3 (SO(3) is the rotations in $\mathbb{R}^3$).** A complete proof that $SO(3)$ contains all rotations $\mathbb{R}^3$ and only these rotations can get long and technical, but a couple of points are worth bringing up to help justify what might otherwise seem like an arbitrary set of requirements: first, consider what a rotation does: it places a local coordinate-system within the global.

Three base vectors give this local frame-of-reference as a coordinate system in the global frame-of-reference. Placing these base vectors as columns in a matrix gives a transformation of coordinates from the local frame to the global frame, and it will be an orthogonal matrix since the base vectors are orthonormal. And vice versa, all orthonormal matrices describe a rotation with possible reflection. This is precisely all the $O(3)$ matrices without further requirements.

For the determinant, consider $A$ to be a rotation and observe that since it’s orthogonal its inverse is its transpose, $AA^T = I$, and since determinants remain the same after a matrix gets transposed, $\det(A^T) = \det(A)$ we see $\det(A)^2 = \det(A)\det(A^T) = \det(AA^T) = \det(I) = 1$, and thus $\det(A) = \pm1$.

Now for the sign: any proper rotation can also be performed halfway, and consider $B$ to be a rotation of half the angle of $A$, so that $A = BB$. Since $B$ is a rotation it also satisfies $\det(B) = \pm1$ and we see $\det(A) = \det(BB) = \det(B)\det(B) = (\pm1)^2 = 1$.

We can also obtain that all improper rotations have determinant $-1$, by consider them as a one reflection and a combination of proper rotations, for instance the reflection along the $x$-axis:

$$R = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

from which we see that $\det(R) = -1$ and the determinant of the total combination of matrices is the product of $-1$ and some numbers of $1$.

Thus $SO(3)$ contains all proper rotations and nothing more. \hfill \checkmark

From now on, the elements of $SO(3)$ will interchangeably be referred to by matrices or just plainly described rotations. Another equivalent form of describing all of these rotations is provided by the following famous result of Leonhard Euler dating back to 1775:

**Theorem 2.4 (Euler’s rotation theorem).** All rotations from $SO(3)$ can be described by a rotation along an axis passing through origo.
This will be a useful and intuitive way of considering rotations. This classic result has received many different proofs, see [PPR09] for one of them, together with some history and Euler’s original geometric proof translated to English. Of course, we could also use quaternions to describe rotations, but that will not be covered.

We can now easily build on $\text{SO}(3)$ by adding translations:

**Definition 2.5** (The group of rigid transformations in $\mathbb{R}^3$). Let $G_3$ be the collection of all transformations $x \mapsto Ax + b$ where $A \in \text{SO}(3)$ and $b \in \mathbb{R}^3$. It follows easily from the fact that $\text{SO}(3)$ is a group that $G_3$ must also be a group.

Unlike $\text{SO}(3)$, the notation $G_3$ is not an established convention but seems to be a somewhat common choice in this specific area, probably as a result of its usage in [WT16]. It is often called a *rigid transformation*, or a *rigid body transformation* since its elements preserve distances between points and does not cause reflections.

Recall that applying group elements on sets is known as *group actions*:

**Definition 2.6** (Group actions). We say that a group $G$ acts on a set $X$ when there is an action defining a mapping $G \times X \rightarrow X$, usually written as $gx$ for some $g \in G$ and $x \in X$, which satisfies the two axioms $ex = x$ and $f(gx) = (fg)x$ for all $x \in X$ and $f, g \in G$.

We can also say that $X$ is a $G$-set. For convenience we often define $gX := \{gx \mid x \in X\}$ for some $g \in G$, $Gx := \{gx \mid g \in G\}$ for some $x \in X$ and $GX := \{gx \mid g \in G, x \in X\}$. The set $Gx$ is sometimes called the $G$-orbit of $x$, or just orbit if $G$ is understood.

We will mainly let $G$ be $\text{SO}(3)$ or $G_3$ and $X = \mathbb{R}^3$. In this situation, the group action will always be taken as the obvious transformation of the vectors that these group elements represent.

### 2.2 Equidecomposability

Recall that a set can be *partitioned* into subsets:

**Definition 2.7** (Partition, decomposition). A partition of a set $A$ is a collection $P$ of pairwise disjoint and nonempty subsets of $A$ such that $A = \bigcup_{A' \in P} A'$. When the sets are written as a union in this way, it is also called a decomposition of $A$.

The partitions and decompositions can consist of an infinite number of sets, but we will primarily use a finite number. Furthermore, we allow the trivial case where the decomposition is a single set: the set being its own decomposition, or equivalently $\{A\}$ being a partition of the set $A$.

We can now define a key concept:

**Definition 2.8** (Equidecomposability). Let $G$ be a group and $X$ a $G$-set, then $A, B \subseteq X$ are $G$-equidecomposable if both sets have a decomposition in the same finite number of subsets, $A = A_1 \cup A_2 \cup \cdots \cup A_n$ and $B = B_1 \cup B_2 \cup \cdots \cup B_n$ and there are $g_i \in G$ so $B_i = g_i A_i$ for all $i = 1 \ldots n$. We can also say that $A$ and $B$ are equidecomposable if $G$ is understood. This is sometimes written as $A \sim_G B$, or just $A \sim B$ if there is no risk of misunderstanding.
From the definition, it should be clear that the identity of the group $G$ means that any subset of a $G$-set is equidecomposable with itself, and since each $g_i$ in the definition has an inverse such that $A_i = g_i^{-1}B_i$ where $i = 1\ldots n$, from which we observe:

**Proposition 2.9** (Reflexivity and symmetry of equidecomposability). $G$-equidecomposability is reflexive: $A \sim A$, and symmetric: if $A \sim B$ then $B \sim A$, for all subsets of a $G$-set.

We will see that equidecomposability is also transitive, in Proposition 2.17, which means it is an equivalence relation, justifying the use of the symbol $\sim$.

**Example 2.10.** The square $A$ can be decomposed into subsets $A_1$ and $A_2$, which are rotated and translated by $g_1$ and $g_2$ to form the triangle $B$. See Figure 2.1. Here $g_1, g_2 \in G_2$ which is defined in the same spirit of $G_3$; the rotations and translations in $\mathbb{R}^2$.

![Figure 2.1](image)

**Figure 2.1** – The square $A$ can be decomposed into subsets $A_1$ and $A_2$, which are rotated and translated by $g_1$ and $g_2$ to form the triangle $B$. $A$ and $B$ are equidecomposable.

A less obvious but quite important example can be found in Example 1.1. This construction gives us a simple example of an extreme case of equidecomposability:

**Example 2.11.** The irrational rotation in Example 1.1 also gives us an example of equidecomposability: let $p$, $\rho$ and $X$ be as in Example 1.1, then the set $X$ and $X \setminus p$ are $SO(2)$-equidecomposable, where $SO(2)$ is the group of rotations around origo in $\mathbb{R}^2$, since $\rho X = X \setminus p$ and $\rho \in SO(2)$. Similarly, from the opposite rotation, $X \sim_{SO(2)} X \cup \rho^{-1}p$.

Observe that here we do not even need to decompose the original set $X$ into any subsets to get any of the other sets. A single rotation of the entire set $X$ is enough.

We also see some immediate properties that help us apply these properties more generally. First note that a trivial decomposition of a set is the set itself. From this case, we see that an action from $G$ applied directly to a set gives a trivial form of equidecomposability, and due to the transitivity, two equidecomposable sets remain equidecomposable even when one of them is further transformed:
Remark 2.14

Proposition 2.12 (Transformation invariance of equidecomposability). If \( A \sim_G B \) then \( A \sim_G gB \) for any \( g \in G \).

For instance, two \( G_3 \)-equidecomposable sets will remain \( G_3 \)-equidecomposable even after one of them gets rotated and translated. This is also true when both sets are transformed, as we will prove transitivity for equidecomposability below in Proposition 2.17.

One more property in a similar spirit can be deduced specifically for \( \mathbb{R}^3 \) and \( G_3 \):

Remember that if \( X \subseteq \mathbb{R}^3 \), the elements are vectors which allows scalar multiplication by elements like \( k \in \mathbb{R} \). Similarly to Definition 2.6, but not to be confused with it, we define \( kX := \{ kx \mid x \in X \} \) and observe:

Proposition 2.13 (Scaling invariance of equidecomposability). \( G_3 \)-equidecomposability in \( \mathbb{R}^3 \) is invariant under scaling, meaning that for any \( A, B \subseteq \mathbb{R}^3 \) and \( A \sim_G B \) it’s also true that \( kA \sim_G kB \) for any \( k \in \mathbb{R}, k > 0 \).

Proof. Let \( A, B \) and \( k \) be as stated. From the definition of \( A \sim_G B \) we have, for some \( n \geq 1 \), decompositions \( A = A_1 \cup \cdots \cup A_n, B = B_1 \cup \cdots \cup B_n \), and \( g_i \in G_3 \) for \( i = 1, 2, \ldots, n \), such that \( A_i = g_iB_i \) for \( i = 1, 2, \ldots, n \).

We see directly that we have decompositions \( kA = kA_1 \cup \cdots \cup kA_n \) and \( kB = kB_1 \cup \cdots \cup kB_n \), since all sets are disjoint after multiplication by \( k \). Let \( g'(x) := kg(k^{-1}x) \). It follows that

\[
g'_i(kA_i) = kg_i(k^{-1}kA_i) = kg_i(A_i) = kB_i,
\]

so \( g'_i : kA_i \to kB_i \). We just need to verify that \( g' \in G_3 \). Remember that the operators \( g_i \in G_{G_3} \) are defined to be of the form \( g_i = t_i + r_i(x) \), where \( t_i \in \mathbb{R}^3 \) gives the translation and \( r_i \in SO(3) \) gives the rotation.

Since \( r_i \) is linear, we get:

\[
g'_i(x) = kg_i(k^{-1}x) = k(t_i + r_i(k^{-1}x)) = kt_i + kk^{-1}r_i(x) = kt_i + r_i(x)
\]

and since \( kt_i \in \mathbb{R}^3 \) it must be that all \( g'_i \in G_3 \) and we have our proof. \( \square \)

Remark 2.14. Observe that the last proposition only covers the group \( G_3 \) acting on \( \mathbb{R}^3 \). It is not a general property for all groups and sets, but of course, it be deduced for some others like \( SO(3) \) for \( \mathbb{R}^3 \). And also \( G_2 \) and \( SO(2) \) for \( \mathbb{R}^2 \).

Beyond just stating that two sets are equidecomposable, it is often convenient to be able to describe and work with the underlying decompositions and actions that give the equidecomposability. An easy way of doing this is by certain piecewise functions:

Definition 2.15 (Piecewise function in a group). Let \( A \) and \( B \) be two \( G \)-equidecomposable sets. Then for some \( n \) there exist decompositions \( A = A_1 \cup A_2 \cup \cdots \cup A_n \) and \( B = B_1 \cup B_2 \cup \cdots \cup B_n \) and \( g_1, g_2, \ldots, g_n \in G \) such that \( A_i = g_iB_i \) for every \( i = 1, 2, \ldots, n \). An equivalent way of specifying the equidecomposability between two sets is through a piecewise-defined bijection \( f : A \to B \) as:

\[
f(x) = \begin{cases} 
  g_1x, & x \in A_1 \\
  g_2x, & x \in A_2 \\
  \vdots \\
  g_nx, & x \in A_n
\end{cases}
\]
And vice-versa: if there exists a bijection that is piecewise-defined on the sets from a partition by operators from a group, then it describes the equidecomposability of the partitioned set and its image. A function of this kind is sometimes said to be *piecewise in* $G$. But note that this is not a well-established name, even though the construction itself is.

This form makes it easy to see and prove certain interesting properties of equidecomposability. Since it is a bijection we might suspect, correctly, that the inverse function describes the original process of equidecomposability one set to the other in reverse: both properties Proposition 2.9 are easily represented in this form: reflexivity, $A \sim A$, is given by $f : A \to A$ as $f := e$ and if $g : A \to B$ represents $A \sim B$, then $g^{-1} : B \to A$ gives the symmetry $B \sim A$.

Furthermore, we immediately see an important property: that the same decomposition and actions that describes the equidecomposability between two sets also works for their subsets, as illustrated in Figure 2.2: A bijection $f : A \to B$ piecewise in a group describing $A \sim B$ can be restricted to a subset $A' \subseteq A$ as $f' : A' \to f(A)$ and it will remain a bijection, and $f'$ is defined on a partition of $A'$ instead of $A$. This partition is obtained by the intersection of $A'$ and each set in the partition of $A$, as in Figure 2.2.

![Figure 2.2](image)

**Figure 2.2** – The equidecomposability of $A$ and $B$ allows the same decomposition and transformations between the subset $A' \subseteq A$ and $B' \subseteq B$, so $A' \sim B'$.

**Proposition 2.16 (Equidecomposability of subsets).** If $A \sim B$, then every a subset $A' \subseteq A$ is equidecomposable with a subset of $B$. If $f : A \to B$ describes the equidecomposability of $A$ and $B$, as in Definition 2.15, then we have $A' \sim f(A')$. Illustrated in Figure 2.2.

The function-based description of equidecomposability also allows us to prove that equidecomposability is transitive.

**Proposition 2.17.** Equidecomposability is transitive: if $A \sim_G B$ and $B \sim_G C$ for some group $G$, then $A \sim_G C$.

**Proof.** Let $A$, $B$ and $C$ satisfy $A \sim B$ and $B \sim C$, where the equidecomposabilities are described by $f : A \to B$ and $g : B \to C$, defined piecewise in the group $G$ as in
The two steps of decomposition and transformation for $A \sim B$ and $B \sim C$ described by $f : A \to B$ and $g : B \to C$.

$D_1,1, D_1,2, D_2,1, D_2,2$

$h = g \circ f$

Figure 2.3 – Example of transitivity of equidecomposability.

Definition 2.15. Let $A = A_1 \cup A_2 \cup \cdots \cup A_n$ be the decomposition of $A$ for $A \sim B$ and $B = B_1 \cup B_2 \cup \cdots \cup B_m$ the decomposition of $B$ for $B \sim C$. See the illustration in Figure 2.3a.

Since $f$ and $g$ are bijections, we can composite them to obtain a bijection $h : A \to C$ by $h := g \circ f$. We know that it satisfies $h(A) = g(f(A)) = C$, and by transitivity of $G$, $h$ maps each element in $A$ to $C$ by an element from $G$. We just need to check that $h$ is defined on a finite partition of $A$.

But this partition of $A$ consists of at most $n \cdot m$ pieces: for each $i = 1, 2, \ldots, n$, the elements in $A_i$ are mapped by $f$ into $B_j$ where they are contained in one of $B_1, B_2, \ldots, B_m$.

For a different perspective: the new partition of $A$, as illustrated in Figure 2.3b, can also be explicitly defined by intersecting each of the sets that partition $A$ with each of the preimages of the sets that partition of $B$. Defined these by $D_{i,j} := A_i \cap f^{-1}(B_j)$ for $i = 1, 2, \ldots, n, j = 1, 2, \ldots, m$. Some, but not all, of the $D_{i,j}$ might be empty and can be discarded. There are at most $n \cdot m$ remaining nonempty sets, forming the new partition of $A$ for $h$.

The transitivity property will play an important role in several proofs. Together with Proposition 2.9 we see that equidecomposability is an equivalence relation.

Proposition 2.18. For a group $G$ and a $G$-set $A$, equidecomposability is an equivalence relation on $\mathcal{P}(A)$, the collection of all subsets of $A$.

2.3 Paradoxicality

We can now define the concept of a set being paradoxical. This terminology does not appear in the original papers by Hausdorff or Banach and Tarski. Its purpose is only to
ease repeated statements about a particular paradoxical property to make the reasoning more compact and clearer:

**Definition 2.19** (Paradoxical set). Let $G$ be a group acting on a set $X$, and let $E \subseteq X$ be a non-empty subset. Then $E$ is $G$-paradoxical, or paradoxical with respect to $G$, if it has a paradoxical decomposition: $E = A \cup B$ where $A \cap B = \emptyset$, $A \sim G E$ and $B \sim G E$. We can also say that $X$ is paradoxical if the group is understood.

Although the definition might appear convoluted, its form is suitable when being proved and used inside proofs. The practical implication of it is that an object can be duplicated, like in Quote 2 on page 1 and the second illustration in Figure 1.1:

**Example 2.20** (Duplication of paradoxical objects). By definition, a $G$-paradoxical set contains two subsets which are $G$-equidecomposable itself. If these two copies can be translated by elements of $G$ so that they are disjoint, which is the case for all $G_3$-paradoxical bounded sets in $\mathbb{R}^3$, then their union is $G$-equidecomposable with the original set, as a result of transformation invariance of Proposition 2.12 and transitivity of Proposition 2.17:

$$A \sim g_1 A \cup g_2 A$$

This result is not the case if the two copies share common points; taking their union would remove these duplicate points so parts of $A$ would be lost. ◊

Observe that the description of duplicating a ball in Quote 2 on page 1 is inspired by the idea above, where the ball is $G_3$-paradoxical. That the ball in $\mathbb{R}^3$ is $G_3$-paradoxical is the definition of the Banach-Tarski paradox, or its weak form, and is stated in Theorem 3.2. Furthermore, it is equivalent to the strong form of the Banach-Tarski paradox, in Theorem 3.1. All of this will be stated and proven in the following sections.

**Remark 2.21.** There are other definitions of $G$-paradoxicality; for example, in the famous book on the subject, [WT16], the subsets need only be disjoint, with no requirements on their union. This turns out to be equivalent to our definition, which we will see in Corollary 2.27. ◊

Some further important properties follow from those of equidecomposability, the first two being immediate results from the definition above, together with Proposition 2.12 and Proposition 2.13, respectively, which gives us:

**Corollary 2.22** (Transformation invariance of paradoxicality). If $A$ is $G$-paradoxical, then $gA$ is also $G$-paradoxical for all $g \in G$.

**Corollary 2.23** (Scaling invariance of paradoxicality). A $G_3$-paradoxical set $A \subseteq \mathbb{R}^3$ is still paradoxical after being scaled: $cA$ is $G_3$-paradoxical for any $c \in \mathbb{R}, c > 0$.

Just like in Proposition 2.13, observe that this property is only stated for the group $G_3$ and set $\mathbb{R}^3$.

Much in the spirit of the reasoning behind the proof of Proposition 2.16, as illustrated by Figure 2.2, another powerful property can be proven: that paradoxicalness is a property inherited between equidecomposable sets.
A and B are equidecomposable and B is paradoxical, being equidecomposable with its subsets $B_1$ and $B_2$. Transitivity shows that $A$ is equidecomposable with two copies of itself.

From $A \sim B$ and $B = B_1 \cup B_2$ a partition of $A$ can be made by creating subsets $A_1$ and $A_2$ such that $A_1 \sim B_1$ and $A_2 \sim B_2$.

Paradoxicality of $A$ is equidecomposable with its two subsets.

Figure 2.4 – Creation of a paradoxical decomposition of the set $A$, using the paradoxical set $B$ it is equidecomposable with.

**Lemma 2.24.** Let $A$ and $B$ be two equidecomposable sets. Then $B$ is paradoxical if and only if $A$ is paradoxical.

**Proof.** Let $A$ and $B$ be as stated, with $B_1$ and $B_2$ being the paradoxical decomposition of $B$, that is: $A \sim B$, $B_1 \sim B$ and $B_2 \sim B$, where $B = B_1 \cup B_2$ and $B_1 \cap B_2 = \emptyset$. See Figure 2.4a for an illustration. Since $A \sim B$, there is a bijection $f : B \to A$ describing the equidecomposability according to Definition 2.15.

As noted in Proposition 2.16 we can apply this bijection to subsets of $B$ to obtain equidecomposable subsets in $A$: define $A_1 := f(B_1)$ and $A_2 := f(B_2)$ as shown in Figure 2.4b. These subsets partition $A$: both $A = A_1 \cup A_2$ and $A_1 \cap A_2 = \emptyset$ follows from the same properties of $B$, $B_1$ and $B_2$ and that $f$ is a bijection from $B$ to $A$.

We now observe that the subsets satisfy $A_1 \sim B_1$ and $A_2 \sim B_2$: from the construction $A_1 \sim B_1$ and we know that $B_1 \sim B$ and $B \sim A$ from which it follows directly by transitivity of equidecomposability in Proposition 2.17 that $A_1 \sim A$. Similarly, $A_2 \sim A$, from which we see that $A$ is paradoxical.

**Remark 2.25.** Of course, the equidecomposability can also be shown directly by composing functions describing the two instances of equidecomposability: let the bijections $g_1 : B \to B_1$ and $g_2 : B \to B_2$ describe the paradoxicality of $B$. Again, define $A_1 :=$
\( f(B_1) \) and \( A_2 := f(B_2) \). It follows that \( f(g_1^{-1}(f^{-1}(A_1))) = f(g_1^{-1}(B_1)) = f(B) = A \), thus \( A \sim A_1 \) and similarly \( A \sim A_2 \).

We end this section by deducing a final property, which brings the machinery of the Schröder-Bernstein theorem from set theory to equidecomposability. Due to its close resemblance, it has received the nickname the Banach-Schröder-Bernstein theorem. Banach published it in the same volume containing the article where he and Tarski presented their famous paradox it enables, [Ban24].

**Theorem 2.26** (The Banach-Schröder-Bernstein Theorem). Let \( G \) be a group and \( A, B \subseteq X \) for some \( G \)-set \( X \). If \( A \) is \( G \)-equidecomposable with a subset of \( B \) and \( B \) is \( G \)-equidecomposable with a subset of \( A \), then \( A \) and \( B \) are \( G \)-equidecomposable.

This version of the proof is based on a well-known proof for the normal Schröder-Bernstein theorem due to Birkhoff and MacLane. See [Sim63, pp. 29–30] for more details and [Coh16, pp. 419] for this proof in a briefer form.

**Proof.** Let \( A \) and \( B \) be as stated, with subsets \( A' \subseteq A \) and \( B' \subseteq B \) such that \( A \sim_G B' \) and \( B \sim_G A' \). From Definition 2.15, let \( f : A \rightarrow B' \) and \( g : B \rightarrow A' \) be the bijections describing the equidecomposabilities \( A \sim B' \) and \( B \sim A' \), respectively.

The inverses of the bijections, \( f^{-1} \) and \( g^{-1} \), are defined on \( B' \) and \( A' \), respectively, but undefined for any other elements. We can also consider \( f \) and \( g \) to be injections between \( A \) and \( B \), but not necessarily surjective, see Figure 2.6a on the next page.

![Diagram](image)

**Figure 2.5** – \( a_1 \) and \( b_3 \) have one ancestor each: \( b_1 \) in \( B \) and \( a_3 \) in \( A \), while \( b_2 \) has 3: its first \( a_2 \), second \( b_3 \) and third ancestor \( a_3 \) in \( A \), \( B \) and \( A \), respectively. Since \( b_1 \) and \( a_3 \) are not in the range of \( g \) and \( f \), they have no ancestors, illustrated by the empty preimages.

The first step is to partition \( A \) and \( B \) into three pairwise disjoint subsets each, between which we can find new bijections. The subsets will be defined using the concept of ancestors of the elements, illustrated in Figure 2.5: each element \( a \in A \) has an ancestor \( g^{-1}(a) \) if it is defined, that is, if \( a \) is in the range of \( g \). This ancestor is an element in
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B, which gets mapped to a by g. The ancestors of B are similarly defined. Since each ancestor, in turn, may have an ancestor, we can talk about the number of ancestors for each element. The first ancestor of an element is referred to as its parent. Since f and g are injective, each element has at most one parent.

We can now partition A and B into three subsets, each containing elements based on how many ancestors they have: \( A_o, A_e, A_\infty \) and \( B_o, B_e, B_\infty \). For the elements in \( A_\infty \) and \( B_\infty \), it is clear that we can consider f as a bijection when restricted to \( A_\infty \to B_\infty \), which describes a new equidecomposability \( A_\infty \sim B_\infty \) as in Proposition 2.16. For the remaining subsets, some more observations are needed.

Every element in \( B_o \) has a nonzero number of ancestors, so it has at least one parent in A. For those with 1 ancestor, their parents are precisely the elements in \( A_e \) that lack parents, those having 0 ancestors. Thus these parents are in \( A_e \). Similarly, those of \( B_o \) with 3 ancestors have the elements in \( A_e \) with 2 ancestors as parents. And so on, every element in \( B_o \) has a parent in \( A_e \). We see that f maps some element of \( A_e \) to every element in \( B_o \), which means f is a bijection when restricted to \( A_e \to B_o \). Again, using Proposition 2.16, we see that it describes \( A_e \sim B_o \).

Similarly, g is bijective when restricted to \( B_e \to A_o \), describing \( A_o \sim B_e \). We can also describe it by \( g^{-1} : A_o \to B_e \). Figure 2.6b illustrate these subsets and their equidecomposabilities.

![Figure 2.6](image.png)

(a) Equidecomposability \( A \sim B' \) by f. f(A) = B' is not necessarily all of B.

(b) Equidecomposabilities by f and \( g^{-1} \) on the subsets, together giving \( A \sim B' \).

**Figure 2.6** – Construction of the new bijection, h.

Figure 2.6b also shows how these functions and subsets together define a new piecewise bijection \( h : A \to B \), defined by:

\[
    h(x) = \begin{cases} 
    f(x), & x \in A_e \cup A_\infty \\
    g^{-1}(x), & x \in A_o. 
    \end{cases}
\]

We can see that it is piecewise in G if we consider the individual partitions of the sets \( A_e, A_o, A_\infty \) and the restricted bijections from f and \( g^{-1} \) that were created when we deduced \( A_\infty \sim B_\infty, A_e \sim B_o \) and \( A_o \sim B_e \): the bijections are still piecewise in G and the partitions together gives us a new, finite, partition of A.

By Definition 2.15, h gives us that A and B are G-equidecomposable. 

\[\square\]
The following corollary to Theorem 2.26 helps make certain proofs easier:

**Corollary 2.27.** Let $G$ be a group acting on a set $X$. Then $A \subset X$ is $G$-paradoxical if it contains disjoint subsets $A_1$ and $A_2$, both equidecomposable with $A$.

**Proof.** Let $A, A_1$ and $A_2$ be as stated. Then $A \setminus A_1$ is equidecomposable with a subset of $A$, since it is a subset. And $A$ is equidecomposable with $A_2$, a subset of $A \setminus A_1$. Then theorem Theorem 2.26 directly gives us that $A \sim_G A \setminus A_1$.

And since $A_1$ and $A \setminus A_1$ are disjoint such that $A = A_1 \cup (A \setminus A_1)$, they form a paradoxical decomposition of $A$ and the result follows immediately from the definition of paradoxicality.

This result allows us to relax the conditions in Definition 2.19, by not requiring the subsets to form a partition. This can make the process of proving that a set is paradoxical easier since we don not need to consider the union of the subsets.

**Remark 2.28.** An immediate result of Corollary 2.27 is a weaker version of Lemma 2.24: let $A \subseteq_G B$, where $A$ and $B$ are $G$-equidecomposable and $A$ is $G$-paradoxical, for some group $G$. Then $B$ is also paradoxical. Just observe that the two subsets in the paradoxical decomposition of $A$ are also subsets of $B$ and equidecomposable with $B$ by transitivity from Proposition 2.17. The result now follows directly from Corollary 2.27.
3 The Banach-Tarski Paradox

3.1 The Strong and Weak forms of the Banach-Tarski Paradox

We now have the foundation needed to define the Banach-Tarski paradox, which is often claimed to have first been published in [BT24] by Stefan Banach and Alfred Tarski in 1924. However, a less known fact is that an equivalent version of the Banach-Tarski paradox was already published ten years earlier, in 1914 by Felix Hausdorff, in [Hau14b, pp. 469–473], Banach and Tarski still seem to be the creators of the form referred to as the strong Banach-Tarski paradox:

**Theorem 3.1 (The strong Banach-Tarski paradox).** Let $A$ and $B$ be bounded subsets of $\mathbb{R}^3$ with nonempty interiors, then $A$ and $B$ are $G_3$-equidecomposable.

Banach and Tarski note that this result is also valid for higher dimensions but not for lower. By nonempty interior, we mean that there exists an open set entirely contained within the set. Specifically want there to exist an open ball entirely contained within the set, which can always be found if there is a nonempty interior: an open ball centered at any interior point is contained if we choose a sufficiently small radius. In euclidean space, like $\mathbb{R}^3$, the existence of such a ball is equivalent to a nonempty interior. While this result is valid for all dimensions of three or higher, we will only focus on the case of three dimensions.

Observe that Theorem 3.1 results in both of the popular descriptions of the paradox stated in Quotes 1 and 2 on page 1, illustrated by Figure 1.1. The first states that a pea and the sun are $G_3$-equidecomposable, ignoring that the mathematical description of the objects as sets of points fails to capture the aspects of their physical matter. The second description, duplication of a ball, follows similarly. However, note that the last result only needs $G_3$-paradoxicality of the ball, as noted after Example 2.20. This seemingly weaker property is actually equivalent and is usually the version referred to as the Banach-Tarski paradox:

**Theorem 3.2 (The Banach-Tarski paradox).** $B^3$, the closed unit ball at origo in $\mathbb{R}^3$, is $G_3$-paradoxical.

The requirements on the radius and location of the ball are usually not expressed in the theorem, but it will help reduce the size of the proofs. As we have already seen in Corollary 2.22 and Corollary 2.23, this result trivially generalizes to spheres of any radius and location.

As previously mentioned, an equivalent result was originally published in 1914 by Hausdorff in [Hau14b, pp. 469–473]. He built it on top of what is now known as the Hausdorff paradox, using the exact same ideas and reasoning as Banach and Tarski. This construction will be covered in Section 5 and the Hausdorff paradox in Section 4. The result is instead typically credited to Banach and Tarski, even though arguably the originality in their work was in deducing the strong form from it and presenting further discussion on measurability. See Section 4 for details on the Hausdorff paradox, Section 3.2 for more historical background and Section 6.1 for some discussion regarding the attribution of this result. It was shown in 1947 that only five pieces are needed to duplicate the ball while any less is impossible, in [Rob47].
Remark 3.3. There is also a concept of sets being *continuously equidecomposable*, where instead of using elements of $G$ to map the subsets directly to each other, we use paths in $G$. In $G_3$, this process of continuous rigid transformation describes the entire process of moving and rotating the subsets, in contrast to only describing the subsets before and after translation and rotation. Remarkably, in 2005 it was shown that the underlying process of the equidecomposability giving the paradoxicality of the ball in Theorem 3.2 can be performed by continuous equidecomposability without any intersections. In other words: the ball can be decomposed into a finite number of pieces, which are then moved and reassembled into two copies of the ball, without the pieces ever intersecting. This result was presented in [Wil05].

While the second version is less striking and might at first seem less powerful, the two statements are equivalent. Showing the equivalence of these two forms of the paradox will be the immediate next goal. Recall from Proposition 2.12, that two $G_3$-equidecomposable sets remain $G_3$-equidecomposable after any of them have been translated. And from the equivalent property for paradoxicality of sets in Corollary 2.22 and Corollary 2.23, we know that a $G_3$-paradoxical set remains paradoxical after being translated and scaled. Furthermore, remember that multiple equidecomposability properties can be combined from the transitivity shown in Proposition 2.17.

**Proposition 3.4** (Equivalence of the Banach-Tarski paradox forms). *The strong and weak forms of the Banach-Tarski paradox, as presented in Theorems 3.1 and 3.2, are equivalent.*

*Proof.* Suppose that Theorem 3.1 holds, then clearly Theorem 3.2 holds since the ball $B^3$ has a nonempty interior, and we can easily partition it into two subsets with nonempty interiors. From Theorem 3.1 both are equidecomposable with $B^3$ from which it follows that $B^3$ is paradoxical. Now assume Theorem 3.2 holds, and let $A$ and $B$ be as specified. Having a nonempty interior, both must contain an open ball inside which we can find a closed ball, $K$, by choosing a smaller radius than the open ball. The following steps in the proof are illustrated in Figure 3.1.

Corollary 2.23 and Corollary 2.22 allows us to apply Theorem 3.2 to $K$ even when the ball is not of unit radius or centered at origo: $K$ is $G_3$-paradoxical. Just like in Example 2.20 this means the ball can be duplicated: it has two subsets, each of which is equidecomposable with an identical copy the ball. We can repeatedly perform this duplication on the new balls to obtain any finite number of balls, $K_1, K_2, \ldots, K_n$.

Furthermore, since the balls are bounded, and translation is part of $G_3$, we can consider the balls to be translated to be pairwise disjoint using the transformation invariance of Proposition 2.12 and transitivity of Proposition 2.17. Doing so, their union is equidecomposable with the original ball: $K \sim \bigcup_{i=1}^n K_i$.

Since $B$ is bounded, there is a sufficiently large $n$ such that this finite collection of balls can be translated to fully cover $B$, and let these translations be $g_1, g_2, \ldots, g_n \in G_3$, so that $B \subseteq \bigcup_{i=1}^n g_i K_i$. Note however that some of the translated balls might overlap, so this does not describe an equidecomposability between $\bigcup_{i=1}^n K_i$ and $\bigcup_{i=1}^n g_i K_i$.

However, we can now define subsets $K'_i \subseteq K_i$ by removing all redundant points mapped to the same points in $B$ to keep these subsets pairwise disjoint after the translations. Furthermore, their union is made equidecomposable with $B$ by only including
points mapped into $B$. Consider the points in $B$ that are contained in $g_1 K_1$, and translate them back into a subset of $K_1$ by $K'_1 := g_1^{-1}(Y \cap g_1 K_1)$. We now repeat this for $K_2$ and the remaining points $B \setminus g_1 K_1$ by $K'_2 := g_2^{-1}((Y \setminus g_1 K_1) \cap g_2 K_2)$, for $K_3$ using the points $B \setminus (g_1 K_1 \cup g_2 K_2)$ and so forth up until $K'_n := g_n^{-1}((Y \setminus (g_1 K_1 \cup \cdots \cup g_{n-1} K_{n-1})) \cap g_n K_n)$.

See Figure 3.1 for an illustration of the process and result. The sets $K'_1, K'_2, \ldots, K'_n$ are pairwise disjoint and this is also true for their translations $g_1 K'_1, g_2 K'_2, \ldots, g_n K'_n$ satisfying $\bigcup_{i=1}^n g_i K'_i = B$. Thus we see that $B$ is equidecomposable with $\bigcup_{i=1}^n K'_i$, which is a subset of $\bigcup_{i=1}^n K_i$, which in turn is equidecomposable with $K \subseteq A$. By Proposition 2.16 and the transitivity in Proposition 2.17 means $B$ is equidecomposable with a subset of $A$.

Repeating this process also shows that $A$ is equidecomposable within a subset of $B$. From this we can now apply Theorem 2.26 to obtain equidecomposability of $A$ and $B$.

Obtaining a proof of Theorem 3.2 will be the goal of the following two sections.

### 3.2 Non-measurable Sets and their History

Now that we have defined the Banach-Tarski paradox and understand its meaning, we can end the section by showing its most important result: the existence of non-measurable sets, primarily for the Lebesgue measure. This was the original goal of Hausdorff’s construction. However, let us first reflect on the historical significance of this result:

In the 19th century, the foundations of mathematics began to change significantly, leading to more robust reasoning with a stricter, axiomatic approach. Towards the end of the century, the concept of measures entered the mathematical world. By the shift of the century, the field of measure theory was quickly reshaping analysis into its modern form with concepts such as the Lebesgue integral and measure. Measures were still under active research.

In 1905 mathematician Giuseppe Vitali from Italy published in [Vit05] a remarkable construction allowing the interval $[0, 1)$ in $\mathbb{R}$ to be split into a countably infinite number of disjoint subsets. Each one being identical except for being translated along the real axis, now called the Vitali set. Should these sets be measurable by a countably additive measure that is invariant under translation, the measure of $[0, 1)$ would be equal to the
infinite sum of the measures of these subsets. Since each of these sets must have the same measure, the sum could only be 0 or infinite. This proved the existence of non-measurable subsets of $\mathbb{R}$ for measures like the Lebesgue measure. But this construction also allowed for a curious paradox: not only could these subsets be reassembled into $[0,1)$, but by further translating them, their union could also become $[0,2)$. The construction also had another trick up its sleeve: this reasoning could also be applied to a circle. This meant the circles in $\mathbb{R}^2$ could also be duplicated, using an infinite number of pieces.

Vitali’s result would encourage more research into finite additivity of measures. Surely, limiting ourselves to only finite sums of measures would avoid this problem? Any hope that restricting measures to be finitely additive would avoid these kinds of results would soon be shattered. In 1914 German mathematician Felix Hausdorff, taking inspiration from Vitali’s construction and using similar reasoning on a combination of different fields of mathematics, published a groundbreaking result for $\mathbb{R}^3$, in [Hau14b, pp. 469–473]. And this time, the paradoxical outcome would receive full attention: using only a finite number of subsets and purely rotating them, he was able to duplicate a subset of a sphere, and from this result, he deduced what we call the Banach-Tarski paradox: that the entire ball could also be duplicated! What this meant for the research into measures was only outshined by the paradoxical result itself.

Hausdorff’s work also laid the foundation for Polish mathematicians Stefan Banach and Alfred Tarski, who 1924 published [BT24] presenting a collection of various results regarding the decomposition of sets in different dimensions. Of the results, the most well known has become known as the Banach-Tarski paradox, and its strong form built on top of the results of Hausdorff, using a more rigorous definition of equidecomposability and Banach’s variant of the Schröder-Bernstein theorem applied to equidecomposability.

To finish this section, we can now observe one of the key results of the Banach-Tarski paradox: the existence of non-measurable sets in $\mathbb{R}^3$. This was the main result that Hausdorff wanted to show when he created his version of the Banach-Tarski paradox, as in Theorem 3.2, and in the process, what is now known as the Hausdorff paradox, the key to prove the Banach-Tarski paradox and the goal of the next section.

Let us begin by showing how the Banach-Tarski paradox shows the existence of non-measurable subsets of $\mathbb{R}^3$, primarily for the Lebesgue measure, but also for many others:

**Example 3.5** (Existence of non-measurable subsets of $\mathbb{R}^3$). Let $\lambda$ be a measure on $\mathbb{R}^3$, such as the Lebesgue measure, which is invariant under $G_3$ and at least finitely additive. That is, for any measurable $X \subseteq \mathbb{R}^3$, $\lambda X = \lambda gX$ for any $g \in G_3$, and any disjoint and measurable $X_1, X_2, \ldots, X_n \in \mathbb{R}^3$, $\lambda (X_1 \cup X_2 \cup \cdots \cup X_n) = \lambda (X_1) + \lambda (X_2) + \cdots + \lambda (X_n)$.

Now assume that all subsets of $\mathbb{R}^3$ are measurable. Then two equidecomposable sets must have the same measure: assume $A$ and $B$ are equidecomposable, then from the definition there exist decompositions $A = A_1 \cup A_2 \cup \cdots \cup A_n$ and $B = B_1 \cup B_2 \cup \cdots \cup B_n$ together with $g_1, g_2, \ldots, g_n \in G_3$ such that $A_i = g_i B_i$ for $i = 1, 2, \ldots, n$. Then by the
properties of \( \lambda \) we get:

\[
\lambda(B) = \lambda(B_1 \cup B_2 \cup \cdots \cup B_n) \\
= \lambda(B_1) + \lambda(B_2) + \cdots + \lambda(B_n) \\
= \lambda(g_1B_1) + \lambda(g_2B_2) + \cdots + \lambda(g_nB_n) \\
= \lambda(A_1) + \lambda(A_2) + \cdots + \lambda(A_n) \\
= \lambda(A_1 \cup A_2 \cup \cdots \cup A_n) = \lambda(A).
\]

However, the Banach-Tarski paradox, in Theorem 3.2, gives us the following paradoxical decomposition of the ball: \( \mathbb{B}^3 = A \cup B \), where \( \mathbb{B}^3 \) is equidecomposable with \( A \) and \( B \). This means

\[
\lambda(\mathbb{B}^3) = \lambda(A) + \lambda(B) = \lambda(\mathbb{B}^3) + \lambda(\mathbb{B}^3).
\]

Assuming \( \lambda(\mathbb{B}^3) \) is nonzero and not infinite, this is a contradiction, and it is impossible for all of the subsets to be measurable. This is the case for the Lebesgue measure: for a ball of radius \( r \), its measure is its volume, \( \frac{4}{3}\pi r^3 \), which is nonzero and finite.

Some properties of the Lebesgue measure are covered in [Coh16]. Of course, this result could just as easily have been deduced from the strong form, Theorem 3.1, but this more closely reflects Hausdorff’s ambitions. Again, the weak form was presented by Hausdorff about ten years before Banach and Tarski, with the explicit goal of showing this result. This result can be applied to other measures than the Lebesgue, especially since the measure only needs to be finitely measurable.

A far more straightforward approach to showing the existence of non-measurable subsets, for countably additive measures such as the Lebesgue measure, is the famous Vitali set previously mentioned. This is a well-known result, and it will not be covered here; see [Coh16, Thm. 1.4.9] for details. While it is significantly weaker than the result of Hausdorff, Banach and Tarski, by requiring a countably additive measure, it works in the one-dimensional case of \( \mathbb{R} \) instead of \( \mathbb{R}^3 \) and higher.

When Giuseppe Vitali introduced his famous set in 1905, he also provided a lesser-known application of the construction to a circle, which sometimes has received the informal nickname the \textit{Vitali paradox}. Briefly, the classic Vitali set construction relies on the creation of a subset of the interval \([0,1)\) from which cosets are created by adding numbers, essentially moving the subset along the \( x \)-axis. If the interval is instead turned into a circle, the movement becomes equivalent to a rotation. The construction presented here is based on [WT16, Thm. 1.5] but follows Vitali’s original idea.

This construction has similarities with Example 1.1 and we could consider each rotation to be either a \textit{rational rotation} or an \textit{irrational rotation}.

\begin{example}[The Vitali paradox] \textup{Let} \( SO(2) \) \textup{be the group of rotation around origo in} \( \mathbb{R}^2 \) \textup{and} \( S^1 \) \textup{be the unit circle centered at origo in} \( \mathbb{R}^2 \). \textup{There is an equivalence relation on the points of} \( S^1 \) \textup{such that} \( p_1 \sim p_2 \) \textup{if the central angle between them is a rational multiple of} \( 2\pi \). \textup{See Figure 3.2.}

\textup{Each point on} \( S^1 \) \textup{belongs to one of these orbits, and the collection of unique orbits forms a partition of} \( S^1 \). \textup{We use the axiom of choice to select one point from each orbit and call this set of points} \( C \). \textup{Each point on the circle can be obtained by taking the}
\end{example}
Figure 3.2 – The central angle $\theta$ between $p_1$ and $p_2$ on $S^1$. If $\theta$ is a rational multiple of $2\pi$ then $p_1 \sim p_2$.

point of $C$ that belongs to the same orbit and rotating it by one specific rotation of a rational number in $[0, 1)$ multiplied by $2\pi$. Observe that each point can be obtained by precisely one rotation like this.

Now consider all rational numbers in $[0, 1)$: since they are countable, we can enumerate them as $q_1, q_2, \ldots$. For each $q_n$ there is a rotation $r_n$ in $SO(2)$ by $2\pi q_n$ radians. By defining every rotation of $C$ by $q_n$ as $C_n := q_n C$ we have:

$$S^1 = C_1 \cup C_2 \cup C_3 \cup \ldots$$

We can utilize the countable infinity we have obtained: we can recreate $S^1$ using only the sets of even or odd index by applying a suitable rotation to them:

$$S^1 = C_1 \cup C_3 + (q_2 - q_3) \cup C_5 + (q_3 - q_5) \cup \ldots,$$

and

$$S^1 = C_2 + (-q_2) \cup C_3 + (q_2 - q_3) \cup C_5 + (q_3 - q_5) \cup \ldots.$$

Thus $S^1$ has a decomposition into two subsets, $C_1 \cup C_3 \cup \ldots$ and $C_2 \cup C_4 \cup \ldots$, such that each of them is countably $SO(2)$-equidecomposable with $S^1$, from which $S^1$ is countably $SO(2)$-paradoxical.

Beyond the remarkable result, we will see a surprising similarity between the steps above and in the construction of the Hausdorff paradox in the next section. There, a subset of $S^2$, the unit sphere, will be rotated by elements of $SO(3)$. This includes a similar use of the axiom of choice to select points from orbits. However, Hausdorff goes one step further by carefully selecting rotations that cause a curious pattern, from which certain unions can be made on a countable number of subsets, filling the same role as the subsets $C_n$ above. This reduces them to only a finite number of subsets resulting in finite paradoxicality, which is much stronger.

The work by Vitali is a clear source of inspiration for Hausdorff. And it will be worthwhile to keep this example in mind when reading the next section.
4 The Hausdorff Paradox

An essential part of the proof of the Banach-Tarski paradox is the Hausdorff paradox. Even though the result is not as immediately striking, it is far more groundbreaking and uses much more advanced reasoning. It was published by Felix Hausdorff in 1914 with the goal of showing the existence of a stronger form of non-measurable sets compared to the previous results by Vitali, by the idea of Example 3.5. In doing so, he also provides all the reasoning we will see in Section 5 where the weak Banach-Tarski paradox of Theorem 3.2 is deduced from the Hausdorff paradox of this chapter.

The result and the proof of this paradox were published the same year in both [Hau14b, pp. 469–473] and [Hau14a]. The latter does not include the further reasoning of Section 5. In short, the original formulation translates to:

**Theorem 4.1** (The Hausdorff paradox). The sphere, $K$, can be divided into the disjoint sets $A$, $B$, $C$ and $Q$ such that $A$, $B$ and $C$ are congruent with each other and with $B \cup C$, and $Q$ is countable.

In Hausdorff’s own words, this effectively means that ”a half” and ”a third of the sphere” are congruent. The term congruent here means one set can be transformed into the other by some element of $G_3$ together with a possible reflection. As the proof does not use reflections and only rotations as in $SO(3)$, this would seem unnecessarily broad and probably reflects common terminology at the time. The concept of equidecomposability and paradoxicality had not been defined at this time.

From this result, it is easy to see that the sphere with the points of $Q$ removed is $SO(3)$-paradoxical: let $\sim$ represent congruence, then $K \setminus Q = A \cup B \cup C$ and $A \cup B \sim A \cup B \cup C$ together with $C \sim B \cup C \sim A \cup C \sim A \cup B \cup C$ shows us that $A \cup B$ and $C$ gives a paradoxical decomposition of $K \setminus Q$. While the original result was used by Hausdorff as well as Banach and Tarski, the paradoxical property is the only result we need. By simplifying the theorem we also simplify its proof.

**Theorem 4.2** (The simplified Hausdorff paradox). Let $S^2$ be the unit sphere centered at origin in $\mathbb{R}^3$. There is a countable subset $D$ of $S^2$ such that $S^2 \setminus D$ is $SO(3)$-paradoxical.

To reduce the size of the proof, the statement is restricted to a unit sphere centered at origin. As we have already seen in Corollaries 2.22 and 2.23, this result trivially generalizes to spheres of any radius and location. While there are differences, both results and proofs share the same core ideas, including the need to remove a countable subset from the sphere. In contrast to the original, our proof will be divided into several individual steps and utilize modern concepts and terminology.

The work by Vitali is a clear source of inspiration to Hausdorff. It is worthwhile to keep the construction of Vitali from Example 3.6 in mind as many of the core ideas will return throughout this section. Working in $\mathbb{R}^3$ or higher dimensions is vital to this result, and we will see why it is impossible in lower dimensions. Just like in Vitali’s construction, we will require the axiom of choice, Axiom 1, to pick points of certain orbits in the proof of Proposition 4.18.

Where Vitali’s construction in Example 3.6 gave us a countable collection of sets with paradoxical properties, Hausdorff’s construction takes it one step further by putting
these sets back together into just two: a paradoxical decomposition. What enables this is a group of rotations with the curious property of being paradoxical on itself.

What enables this property on the group is that it is a free group, covered in Definition 4.11. The existence of this group is given by Theorem 4.19, and its proof is by far the biggest and arguably most important in this thesis. Free groups, in general, have received much research and offer many exciting properties beyond our usage case. Free groups will require some work to define, but the following example, inspired by [Ste96, pp. 175–176], can help introduce the property and demonstrate its usefulness:

**Example 4.3 (The Hyperwebster).** The Hyperwebster is an overambitious work that provides a complete list of all words in the form of every possible combination of letters of any finite length. It is a countably infinite collection of all letter combinations and not just the words we know. Sadly it does not attempt to assign a definition to the words. It is divided into 26 volumes, a to z, each one contains all words that start with the volume’s unique letter: A contains ALFRED, AALFRED, ABANACH and similar.

We now vandalize the first volume, A, by crossing over the first letter of each word. However, the resulting list of words still contains all of its original words: the word ALFRED returns when the first letter of the word AALFRED gets crossed over. However, we also see that the words from all the other volumes also appear: the word BANACH from volume B appears when the first letter of the word ABANACH gets crossed over. See Figure 4.1. Remarkably, by removing the first letter of each word in one volume, we have managed to recreate all the other volumes and thus the entire Hyperwebster.

![Figure 4.1](image)

> Figure 4.1 – The words in volume A can be modified to become all words in the entire Hyperwebster. Here _ represents a kind of empty word that remains of the word A.

If we ignore for a moment that the volumes are of infinite length, the result is truly paradoxical to our intuition. However, just like the irrational rotation in Example 1.1 we...
are once again dealing with infinite collections, this time of the words. The Hyperwebster and each of its volumes are countably infinite. It is still a powerful result and will be the essential inspiration for this section. Note that the minimum number of letters required for this paradox is two; with only one letter, we would only have one volume. Any attempt to add and remove letters to these words will not accomplish anything useful.

We have seen a way of modifying a subset of words into the entire set. This has a striking resemblance to our mathematical definition of paradoxicality, Definition 2.19. Under certain conditions, this procedure can be applied almost identically to certain groups: the alphabet and dictionary are instead a set of group elements and the group it spawns. The words represent compositions of the elements from the set, from which all elements from the group are obtained. Like in the example, we create subsets of the group based on the leftmost element in the composition. By manipulating the sets using group actions, we can significantly increase the elements they contain. Just like in the example, we will need at least two letters.

Based on the formulation of the Hausdorff paradox in Theorem 4.2, the reader might already have guessed that our end goal is to use elements from $SO(3)$ as our dictionary. However, we first need to give a precise mathematical definition of letters and words, which is the goal of the following subsection. There will be some requirements on our choice of letters; we want our words to represent unique elements in the group. Otherwise, the process of adding or removing letters to words will not work as in the example.

These definitions will require some work which will be the goal in the following subsection. However, this work is not without some rewards. As a practical upshot, we obtain a proper definition of an empty word, which solves the one leftover element we obtained in our example when we removed the letter $\mathcal{A}$ from the word $\mathcal{A}$, which we simply discarded. Furthermore, having inverses as part of our letters gives us a mathematical way of removing the leftmost letter in words: we just apply the inverse of the letter. This would otherwise not have been an obvious approach.

### 4.1 Words and Free Groups

We now define a mathematical version of words, letters and similar for groups and their elements.

**Definition 4.4 (Generated group).** Let $G$ be a group with a subset $S \subset G$. The smallest subgroup $F \leq G$ that includes $S$ is called the group, or subgroup, generated by $S$. $S$ is a generating set of $G$ and, the elements in $S$ are the generators of $G$.

**Example 4.5.** Let $G$ be a group. Then $G$ itself is a generating set of $G$.

**Definition 4.6 (Word).** Let $S = \{a, b, c \ldots \}$ be a finite or countable set of symbols, then a word in $S$ is a finite sequence of letters, $(s_1, s_2, \ldots, s_n)$, where each $s_i$ is one of $a, b, c, \ldots$ or $a^{-1}, b^{-1}, c^{-1}, \ldots$. The number of letters in the word, $n$, is its length. The set $S$ is called an alphabet and its elements are symbols. Each symbol gives us two letters.

Words are often written without parentheses and commas between letters. To avoid confusion, words and letters will always be written stylized as $s_1 s_2 \ldots s_n$. 


Definition 4.7 (Representation). Each symbol in $S$ is defined to represent some element in a group $G$ by a mapping $S \to G$. If $a$ represents $g \in G$, then $a^{-1}$ represents the inverse: $g^{-1} \in G$. The word $s_1s_2\ldots s_n$ represents the result of the composition of the group elements represented by the letters, $g_1g_2\ldots g_n \in G$. The special case when $n = 0$ is called the empty word and is always defined to represent $e \in G$.

We will always consider $S$ as a subset of a group, $S \subseteq G$, where each letter is implicitly defined to represent the same element in the group. Note that $S$ is a set and not necessarily a subgroup. Since the words allow us to represent all combinations of the group elements and their inverses, including the identity element, we see the following:

Remark 4.8 (Group element representations by words). Each element in the group generated by $S$ can be represented as a word in $S$. The element $e$ can be represented by the empty word, in case $e \not\in S$. $S \subseteq G$ might contain both an element and its inverse from the group $G$. It might also contain the identity element. In these cases, it is vital to understand the difference between a letter like $a^{-1}$ based on the symbol $a$ from our alphabet $S$, and when the symbol $a^{-1}$ itself has been taken directly from $S$, assuming both are in $S$. These two letters are different and result in entirely different words, even though they represent the same element in $G$. Similarly, both the word $e$ and the empty word are different words representing the same element. Apart from the awkward ambiguity of writing $a^{-1}$ in these cases, which is merely a syntactical issue, we will find that identifying and avoiding these kinds of redundant words will be important. To clarify, consider:

Example 4.9 (Generators of integers). Let $S = \{-1, 0, 1\} \subset \mathbb{Z}$, where $\mathbb{Z}$ is the group of integers under the operation of addition. Then it is easy to see that $S$ generates $G$; for example, $3 \in \mathbb{Z}$ can be represented by the word $111$. However, words like $-1$ and $1^{-1}$ are different words in $S$ even though they represent the same element, $-1$, in $\mathbb{Z}$. Similarly, words like $1^{-1}$, $-11$, $11^{-1}$, $1^{-1}1$, $0$ and the empty word are all different words that represent the same identity element $0 \in \mathbb{Z}$. And even they are not the only ones. In fact, it would have been enough to have just $S = \{1\}$ or $S = \{-1\}$ to generate $\mathbb{Z}$. We will revisit this in Example 4.14.

Consider a word representing an element of a group $G$ generated by $S$. Any sequence of letters of the form $ss^{-1}$ and $s^{-1}s$ in the word is redundant: they do not affect the element of $G$ represented since $ss^{-1} = s^{-1}s = e$ in the group. Consider $1^{-1}$ which represents $0 \in G$ in the example above. They can be removed from the word without changing the element it represents, even if the result is the empty word. This observation gives us the concept of reduction of words:

Definition 4.10 (Reduced word). A word in $S$ is reduced if a symbol and its inverse never occur next to each other. That is, the word contains no consecutive letters of the form $ss^{-1}$ or $s^{-1}s$ for any $s \in S$. Any word in $S$ can be turned into reduced form by removing all such pairs. This process is called reduction, and the reduced word will still represent the same element in $G$.

Note that even if we only use reduced words, they may still not represent unique elements in the group. As noted above, if $S$ generates a group and happens to contain
both an element and its inverse in \( G \), let us say call them \( a \) and \( b \), then \( ab \) is a reduced word but still represents the same element in \( G \) as the empty word, as illustrated by \( a = 1 \) and \( b = -1 \) in Example 4.9. Similarly, if \( c \in S \) represents the identity element of the group, then \( c \) and the empty word are both reduced words that represent the identity element, as illustrated by \( c = 0 \) in Example 4.9. This also occurs for words like \( aa \) where \( a \) is its own inverse in \( G \).

However, even if \( S \) does not contain \( e \) or both a group element and its inverse, there can still be group elements that are represented by several different reduced words. For example, say we have \( ab = c \) in the group generated by \( S \). If \( a, b, c \in S \) then both the words \( ab \) and \( c \) are reduced words in \( S \) that represent the same element in \( G \). Equivalently, \( abc^{-1} \) represents the identity, just like the empty word. Similarly \( S \) might contain a cyclic element, \( a \), such that \( aaa = e \) in \( G \), meaning the word \( aaa \) and the empty word represent the same element.

If we want to use our mathematical words with similar results to what we did with the Hyperwebster in Example 4.3, each reduced word needs to have a unique meaning. Otherwise, we get the situation as in Example 4.9. This important concept is given a mathematical definition in free groups and free generators. The definition might not at first appear strong enough to prevent all cases mentioned above, but Definition 4.12 will show that it really is.

**Definition 4.11** (Free group). Let \( G \) be a group generated by the set \( S \). Then \( G \) is free if no nonempty reduced word in \( S \) represents the identity element in \( G \). We might also say that \( G \) is freely generated by \( S \) or that \( S \) is a free generating set of \( G \). The elements of \( S \) are free generators of \( G \), and the number of free generators, the cardinality of \( S \), is the rank of the group. \( G \) is said to be free on \( n \) generators, where \( n \) is its rank.

**Definition 4.12** (Equivalent definition of free group). An equivalent definition of \( G \) being freely generated by \( S \) is that every element in \( G \) can be represented by only one reduced word; that is, no two different reduced words represent the same element in \( G \).

**Proof of the equivalence of Definitions 4.11 and 4.12.** Assume that we have two reduced words in \( S \) describing the same element in \( G \), that is:
\[
s_1s_2\ldots s_nx = s'_1s'_2\ldots s'_mx \quad \forall x \in X,
\]
then by picking one side and repeatedly applying the inverse of the leftmost element to both sides, we get:
\[
x = s_n^{-1}s_{n-1}^{-1}\ldots s_1^{-1}s'_1s'_2\ldots s'_mx \quad \forall x \in X,
\]
and the nonempty word on the other side can further be reduced to a nonempty word; otherwise, the original two words would be equal. Thus we have a reduced nonempty word which represents the identity element. And vice versa: if there is a reduced nonempty word such that:
\[
x = s_1s_2\ldots s_nx \quad \forall x \in X,
\]
then we immediately have two words, the empty word, and \( s_1s_2\ldots s_n \), representing the identity element. Thus Definitions 4.11 and 4.12 are equivalent. \(\square\)
While the precise definition and terminology for words and free groups vary, the underlying idea is always the same. We want to find operators from a group that generates the group, or a subgroup, so each element can only be reached uniquely from reduced compositions of these generating operators. For an attempt at a simpler definition, see [Coh16, pp. 421]. However, be aware that this approach requires some additional explicit requirements on the generating set, a cost to be paid in exchange for simplicity. This approach is mainly based on [MKS76].

Remark 4.13. The area of free groups has received much research, not at least due to the works by Hausdorff, Banach and Tarski. More on the subject can be found in [WT16] and [MKS76]. Among their many interesting properties is that any two free groups are isomorphic if, and only if, they have the same rank. We will not have a use for this.

Another property that is somewhat related to our usage is that all free groups of rank 2 or higher must be non-abelian. Otherwise, changing the order of two letters in a reduced word would result in a different word representing the same element.

Example 4.14 (Free generators of integers). Recall Example 4.9. As we observed, the subset \( \{1\} \subset \mathbb{Z} \) generates \( \mathbb{Z} \). Similarly, the subset \( \{2\} \subset \mathbb{Z} \) generates \( 2\mathbb{Z} \), the group of even integers under the operation of addition. These words would be of the form \( 2^2 \)and \( 2^{-1}2^{-1} \) representing the elements 6 and \(-4\) in \( 2\mathbb{Z} \). Clearly, \( \{1\} \) and \( \{2\} \) are free generators of \( \mathbb{Z} \) and \( 2\mathbb{Z} \), respectively. Meaning both \( \mathbb{Z} \) and \( 2\mathbb{Z} \) are free of rank 1. Another, and only other, free generating subset of \( \mathbb{Z} \) is \( \{-1\} \). As we observed in Example 4.9, \( \mathbb{Z} \) is not freely generated by \( S = \{-1,0,1\} \).

Since these two groups are free of rank 1, they must also be isomorphic, as noted in Remark 4.13. This can be verified by the classic isomorphism \( x \mapsto 2x \), which maps \( \mathbb{Z} \to 2\mathbb{Z} \). However, properties of isomorphism will not be of further interest to us.

Another example, which will be important, can be based on the irrational rotation in Example 1.1:

Example 4.15. Recall the operator \( \rho \) of irrational rotation from Example 1.1. The collection of all repeated rotations by \( \rho \) and its inverse, the counter-rotation by \( \rho^{-1} \), together with the identity, no rotation by \( \rho^0 = e \), can be described by \( \{\rho^n \mid n \in \mathbb{Z}\} \). This is a subgroup of all rotations around origo in \( \mathbb{R}^2 \).

Furthermore, this group is freely generated by the irrational rotation, \( \rho \), using the carefully selected angle \( \theta \). This observation will be useful later in this section.

4.2 Proof of the Hausdorff Paradox

Now we are ready to prove the Hausdorff paradox. We begin by proving two crucial propositions.

We begin with a result in the spirit of the Hyperwebster of Example 4.3, using reduced words and free groups. Note that in the following theorem, similarly to the example, our alphabet needs at least two symbols:

Proposition 4.16. If the group \( G \) is free of rank 2, then \( G \) is \( G \)-paradoxical. Here \( G \) is seen as acting on itself.
Proof. Let \( G \) be freely generated by \( S = \{ \rho, \tau \} \) and define \( G_g \) for each of \( g = \rho, \tau, \rho^{-1}, \tau^{-1} \) as the set of all elements from \( G \) represented by reduced words in \( S \) having the element \( g \) as the first, or leftmost, letter. By Definition 4.12, we know the sets \( \{ e \}, G_\rho, G_\tau, G_\rho^{-1}, \) and \( G_\tau^{-1} \) are pairwise disjoint and form a partition of \( G \). Here \( e \) is the identity element in \( G \).

We will show that \( G \cong G_\rho \cup G_\rho^{-1} \). Observe that, with the exception of \( \rho \), all the elements in \( G_\rho \) can be further separated by their second letter in their word, the one after the initial \( \rho \). And since the words are reduced, the second letter is never \( \rho^{-1} \), but must be one of \( \rho, \tau \) or \( \tau^{-1} \). These three sets of words can also be obtained from the words describing \( G_\rho, G_\tau \) and \( G_\tau^{-1} \), respectively, by appending the letter \( \rho \) to the beginning of all words. That is:

\[
G_\rho = \{ \rho \} \cup \rho G_\rho \cup \rho G_\tau \cup \rho G_\tau^{-1}.
\]

Inspired by what we did with the Hyperwebster in Example 4.3 we now remove the first letter, \( \rho \), from the words that represent these elements. We do this by applying \( \rho^{-1} \) to the elements in the set \( G_\rho \) to obtain:

\[
\rho^{-1} G_\rho = \{ e \} \cup G_\rho \cup G_\tau \cup G_\tau^{-1}.
\]

And since \( G = \{ e \} \cup G_\rho \cup G_\tau \cup G_\tau^{-1} \cup G_\rho^{-1} \), we see that \( G = \rho^{-1} G_\rho \cup G_\rho^{-1} \), meaning \( G \) is \( G \)-equidecomposable with \( G_\rho \cup G_\rho^{-1} \). Remember that \( \rho^{-1} \in G \).

Similarly, it can be shown that \( G \cong G_\tau \cup G_\tau^{-1} \). Since \( G \) is \( G \)-equidecomposable with its two disjoint subsets \( G_\rho \cup G_\rho^{-1} \) and \( G_\tau \cup G_\tau^{-1} \), Corollary 2.27 now gives us that \( G \) is \( G \)-paradoxical.

Observe the striking resemblance to the example of the Hyperwebster in Example 4.3. We can consider \( G \) as the entire dictionary, and for all four choices of \( g \), the subsets \( G_g \) can be thought of as being the volume \( g \). The only significant difference is that we take a specific subset, \( G_\rho^{-1} \), and leave it unchanged during the reasoning. And just like in the example, we need at least two symbols in our alphabet: a rank of 2 or more. Let us instead say \( G \) is freely generated by just \( \{ \rho \} \), then all reduced words except the empty could only consist of one of the two letters repeated, such as \( \rho \rho \) and \( \rho^{-1} \rho \). Any word containing \( \rho \rho \) or \( \rho^{-1} \rho \) is not reduced. A direct equivalence in our example of the Hyperwebster would be to only use words in the single letter \( \text{A} \), which, as already stated, would not allow us to achieve the paradoxical result.

Remark 4.17. In a more general context, what we truly need is a non-abelian free group. And as noted in Remark 4.13, all free groups of rank 2 or higher are non-abelian.  

If the paradoxical group acts on a set, we can use this paradoxicality to show that the set also is paradoxical, under one condition. It is here, and only here, that we need the axiom of choice, which is stated in Axiom 1. We say that an action, \( g \), from a group \( G \) acting on a \( G \)-set \( X \) has a fixed point in a \( G \)-set \( X \) if some element in \( X \) satisfies \( gx = x \). Recall from Definition 2.6 that an orbit of an element \( x \in X \) is the set of all elements it gets mapped to by all actions of \( G \), written \( Gx \). Observe that any two orbits either share all points or are disjoint, so the collection of all unique orbits is a partition of \( X \).

Proposition 4.18. Let \( G \) be a \( G \)-paradoxical group, acting on a set \( X \). If only the identity in \( G \) has any fixed points in \( X \), then \( X \) is also \( G \)-paradoxical.
Informally, we might consider this to lift the paradoxical decomposition of $G$ to the $G$-set. The proof essentially creates an isomorphism from the decomposition and actions between the group and the $G$-set.

**Proof.** Let $G$ and $X$ be as stated and consider the orbits of the elements in $X$. From the collection of all orbits of the elements in $X$, we use the axiom of choice, Axiom 1, to obtain a set, $C$, containing one element from each unique orbit.

We see that applying all group actions of $G$ on an element from $C$ results in all elements in that element’s orbit. Thus applying all group actions on all elements of $C$ gives us the original $X$:

$$GC = \{ gc \mid g \in G, c \in C \} = \{ GC \mid c \in C \} = X.$$  

Since $G$ is $G$-paradoxical, there exists a paradoxical decomposition $G = A \cup B$ such that $G \sim_G A$ and $G \sim_G B$. Just as $X = GC$, we can apply the group actions of $A$ and $B$ on $C$ to obtain a partition of $X$ by $Y := AC$ and $Z := BC$. We see that $X = Y \cup Z$ directly from $X = GC = (A \cup B)C = AC \cup BC = Y \cup Z$, and disjointness follows from requirements on fixed points in $X$ and the construction of $C$: assume there is a common element in $Y$ and $Z$, meaning there are $a \in A$, $b \in B$ and $c_1, c_2 \in C$ such that $ac_1 = bc_2$.

But then $c_1 = a^{-1}bc_2$, so both $c_1$ and $c_2$ belong to the same orbit. Since $A$ and $B$ are disjoint $a \neq b$ and $a^{-1}b$ is not the identity. Combined with our assumption on $X$, this means $c_1 \neq c_2$ because otherwise it would be a fixed point for $a^{-1}b$. Thus $C$ contains more than one element from an orbit, which is a contradiction.

We wish to show that $Y$ and $Z$ form a paradoxical decomposition of $X$. It only remains to check that $X \sim_G Y$ and $X \sim_G Z$: since $G \sim_G A$ the definition of paradoxicality means there are decompositions $G = \bigcup_{i=1}^{n} G_i$ and $A = \bigcup_{i=1}^{n} A_i$ with elements $g_1, g_2, \ldots, g_n \in G$ such that $A_i = g_iG_i$ for $i = 1, 2, \ldots, n$. Using this, we define decompositions $X = \bigcup_{i=1}^{n} X_i$ and $Y = \bigcup_{i=1}^{n} Y_i$ by $X_i := G_iC$ and $Y_i := A_iC$. That these are decompositions follows from the same reasoning as for $X = Y \cup Z$ above and keeping in mind that $X = GC$ and $Y = AC$.

It’s now easy to show that $Y_i = g_iX_i$ for all $i = 1, 2, \ldots, n$. Let $i$ be any of these integers. Since $A_i = g_iG_i$, we get

$$Y_i = A_iC = (g_iG_i)C = \{ hc \mid h \in g_iG_i, c \in C \} = \{ g_iy'c \mid g' \in G_i, c \in C \} = \{ g_ix \mid x \in G_iC \} = g_i(G_iC) = g_iX_i,$$

and we have shown the $G$-equidecomposability of $Y$ and $A$ using the same actions from $G$ that gives $G \sim_G A$. $X \sim_G Z$ follows similarly and we see that $X$ is $G$-paradoxical. 

Observe that the paradoxicality of $X$ is built from the decompositions and elements $g_i$ that describe the paradoxicality of $G$. In order to do this we the axiom of choice, Axiom 1. In many cases, the collection of orbits is uncountable, which means we need the full strength of the axiom since no weaker version is sufficient.

Once again, we see the close resemblance to Vitali’s construction in Example 3.6, both in the usage of the axiom of choice to pick one element from each unique orbit.
and how group actions are applied to this set to restore the original orbits. This is also where the key difference appears: we use the properties of the group to put these subsets back together into two paradoxical subsets and obtain finite paradoxicality instead of the infinite paradoxicality of Vitali’s approach.

We are now ready to prove the Hausdorff paradox. Recall that it says:

**Theorem 4.2** (The simplified Hausdorff paradox). Let $S^2$ be the unit sphere centered at origo in $\mathbb{R}^3$. There is a countable subset $D$ of $S^2$ such that $S^2 \setminus D$ is $SO(3)$-paradoxical.

Based on the results of Propositions 4.16 and 4.18 our goal is to find a subgroup of $SO(3)$ free on two generators, from which Proposition 4.16 makes it paradoxical on itself. And then find a subset $D$ of $S^2$ that will allow Proposition 4.18 to transfer the paradoxical property to $S^2 \setminus D$ itself.

Even though Proposition 4.18 requires the axiom of choice, the result from Proposition 4.16 already gives us a paradoxical result without the use of the axiom of choice. Still, the latter is often blamed for the paradoxical outcomes we are about to see.

We begin with finding the free subgroup of $SO(3)$. This forms the core of the Hausdorff paradox, which itself is the core of the Banach-Tarski paradox.

**Theorem 4.19** (Existence of a free rotation group). The group $SO(3)$ has a subgroup that is free on two generators.

The following is by far the single biggest proof in this thesis and arguably the most important. It ties into the more extensive study of free groups. This proof will utilize modular arithmetics, a later approach not seen in the original proof. It is unclear where it first originated, but the idea has been expressed in various forms in [Coh16], [Tao04] and the later edition of [WT16]. The version presented here also utilizes a Pythagorean triple, which lends itself to a simple generalization in Remark 4.22. This approach does not seem to have been previously documented.

Remember the example of irrational rotation in Example 1.1. As observed in Example 4.15, we know that a single rotation operator by any irrational angle, an irrational multiple of $2\pi$, will give us a free generator. And a rational angle would not. Unfortunately, this method and result do not generalize cleanly to multiple rotation operators in $\mathbb{R}^3$, but it motivates us to limit our focus to irrational angles.

However, it is worth noting that the result we seek can be obtained using any irrational angle, and surprisingly any angle, depending on the axes of rotation. In fact, Hausdorff’s original proof used rotations of $180^\circ$ and $120^\circ$. However, all of these results require more complicated reasoning. See Remark 4.21 for more details.

**Proof of Theorem 4.19.** Let us pick two rotations around irrational angles. To make the reasoning as simple as possible, we pick two perpendicular axes to rotate around: one along the $x$-axis and the other along the $y$-axis. For further simplicity, we use the same rotation angle for both. Define $\sigma$ and $\tau$ as rotations around the $x$-axis and $y$-axis by $\theta = \arcsin(3/5) = \arccos(4/5)$. This angle is taken from the right-angled triangle of sides 3, 4 and 5, in Figure 4.2, from the well-known Pythagorean triple. We can observe that this must be an irrational angle, for instance, by Niven’s theorem, which shows this for
any angle like this from a Pythagorean triple except for the right angle. This choice gives us the following rotation matrices from the well-known formulas for rotation matrices:

\[
\sigma = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\theta) & -\sin(\theta) \\
0 & \sin(\theta) & \cos(\theta)
\end{bmatrix} = \frac{1}{5} \begin{bmatrix}
5 & 0 & 0 \\
0 & 4 & -\frac{3}{5} \\
0 & \frac{3}{5} & 4
\end{bmatrix} = \frac{1}{5} \begin{bmatrix}
5 & 0 & 0 \\
0 & 4 & -3 \\
0 & 3 & 4
\end{bmatrix},
\]

and similarly:

\[
\tau = \begin{bmatrix}
\cos(\theta) & 0 & \sin(\theta) \\
0 & 1 & 0 \\
-\sin(\theta) & 0 & \cos(\theta)
\end{bmatrix} = \frac{1}{5} \begin{bmatrix}
4 & 0 & 3 \\
0 & 5 & 0 \\
-3 & 0 & 4
\end{bmatrix}.
\]

Their inverses, their counter-rotations, being:

\[
\sigma^{-1} = \frac{1}{5} \begin{bmatrix}
5 & 0 & 0 \\
0 & 4 & 3 \\
0 & -3 & 4
\end{bmatrix} \quad \text{and} \quad \tau^{-1} = \frac{1}{5} \begin{bmatrix}
4 & 0 & -3 \\
0 & 5 & 0 \\
3 & 0 & 4
\end{bmatrix}.
\]

Note that the choice of \( \theta \) and axes gives easy-to-read matrices. All matrices have rational elements, so we can also consider them as mappings \( \mathbb{Q}^3 \to \mathbb{Q}^3 \), and the only denominator that occurs in their elements is 5. Instead of matrices, we can describe them as the following linear mappings:

\[
\sigma(x, y, z) = \frac{1}{5} \cdot (5x, 4y - 3z, 3y + 4z),
\]

\[
\sigma^{-1}(x, y, z) = \frac{1}{5} \cdot (5x, 4y + 3z, -3y + 4z),
\]

\[
\tau(x, y, z) = \frac{1}{5} \cdot (4x + 3z, 5y, -3x + 4z),
\]

\[
\tau^{-1}(x, y, z) = \frac{1}{5} \cdot (4x - 3z, 5y, 3x + 4z).
\]

To show that these rotations freely generate a subset of \( SO(3) \), we want to show that none of their compositions, represented by a nonempty reduced word in \( \{ \sigma, \tau \} \), represents the identity mapping, as in Definition 4.11. Figure 4.3 illustrates an equivalent perspective. Note that we will consider our mappings to be \( \mathbb{Q}^3 \to \mathbb{Q}^3 \), and work with vectors in \( \mathbb{Q}^3 \) instead of \( \mathbb{R}^3 \). Remember that the identity maps all vectors to themselves, so for any other mapping there exists some vector that does not get mapped to itself.
Figure 4.3 – $\sigma \tau$ and $\tau \sigma$ move $\mathbf{v}$ to two different points, and more generally, no two different reduced words represent the same rotation. As in Definition 4.12, this is equivalent to no nonempty reduced word representing the identity, which keeps all points stationary.

We will show that for any mapping represented by a nonempty reduced word in $\{\sigma, \tau\}$, there is a rational vector that does not get mapped to itself. For consistency with later parts of the proof, we will avoid the terminology of words:

Claim 1. For any mapping $\rho : \mathbb{Q}^3 \rightarrow \mathbb{Q}^3$ by a finite composition of mappings from (4.1), not containing $\sigma \sigma^{-1}$, $\sigma^{-1} \sigma$, $\tau \tau^{-1}$ or $\tau^{-1} \tau$, there is a $\mathbf{v} \in \mathbb{Q}^3$ such that $\rho \mathbf{v} \neq \mathbf{v}$.

By proving Claim 1 we obtain a proof of Theorem 4.19.

Since all mappings in Claim 1 are rotations around origo, we observe that they do not change the norm of vectors, only their directions. Any two nonzero vectors with the same direction will still share the same direction after transformation: just observe that a mapping $\rho$ as in Claim 1 is linear and that $\rho(k \mathbf{v}) = k \rho \mathbf{v}$ for all $\mathbf{v} \in \mathbb{Q}^3$ and $k \in \mathbb{Q}$. This motivates us to make some simplifications to work with integers instead of rationals:

First, observe that for every vector in $\mathbb{Q}^3$, there is a vector in $\mathbb{Z}^3$ with the same direction: for any $\mathbf{v} \in \mathbb{Q}^3$, let $k \in \mathbb{Z}$ be the product of the denominators in the components of $\mathbf{v}$, or their least common multiple, for example. Then $k \mathbf{v}$ has integer components. For any $\rho$ as in Claim 1, $\rho(k \mathbf{v}) = k \rho \mathbf{v}$ if and only if $\rho \mathbf{v} = \mathbf{v}$, since $k \neq 0$. Thus we can limit ourselves to only vectors in $\mathbb{Z}^3$ when finding a $\mathbf{v}$ for Claim 1.

Furthermore, not all mappings $\rho$ will transform vectors from $\mathbb{Z}^3$ into vectors in $\mathbb{Z}^3$ since the mappings in (4.1) contain rational coefficients, some of which have denominators of 5. However, similarly to how we scaled the vectors, the mappings can also, in a way, be scaled: we define these mappings from them by, informally, multiplying them by 5 and observing that the new mappings only have integer coefficients. Thus they map
vectors from \( \mathbb{Z}^3 \) to \( \mathbb{Z}^3 \). We define these new \( \mathbb{Z}^3 \to \mathbb{Z}^3 \) mappings as:

\[
\begin{align*}
    s_+(a,b,c) &:= (5a,4b-3c,3b+4c), \\
    s_-(a,b,c) &:= (5a,4b+3c,-3b+4c), \\
    t_+(a,b,c) &:= (4a+3c,5b,-3a+4c), \\
    t_-(a,b,c) &:= (4a-3c,5b,3a+4c).
\end{align*}
\] (4.2)

From any mapping \( \rho : \mathbb{Q}^3 \to \mathbb{Q}^3 \) as in Claim 1, we can obtain a mapping \( \rho' : \mathbb{Z}^3 \to \mathbb{Z}^3 \) by replacing all occurrences of mappings \( \sigma, \sigma^{-1}, \tau \) and \( \tau^{-1} \) in the composition with \( s_+ \), \( s_- \), \( t_+ \) and \( t_- \), respectively.

The new mapping satisfies \( \rho' \mathbf{v} = 5^n \rho \mathbf{v} \), for any \( \mathbf{v} \in \mathbb{Z}^3 \), where \( n \geq 1 \) is the number of mappings in the composition; remember that each mapping in (4.2) increases the vector’s norm by 5.

We combine these two simplifications: if there is a \( \rho \) as in Claim 1 and a \( \mathbf{v} \in \mathbb{Q}^3 \) such that \( \rho \mathbf{v} = \mathbf{v} \), then there also exists a \( \mathbf{v}' \in \mathbb{Z}^3 \) and \( \rho' : \mathbb{Z}^3 \to \mathbb{Z}^3 \), as above, such that \( \rho' \mathbf{v} = 5^n \mathbf{v} \) for some \( n \geq 1 \). Now, observe its contrapositive: given any \( \rho \) with \( \rho' \) obtained from it as above, we see that if there is a \( \mathbf{v}' \in \mathbb{Z}^3 \) such that \( \rho' \mathbf{v}' \neq 5^k \mathbf{v}' \) for all \( k \geq 1 \), then it must also be that \( \rho \mathbf{v} \neq \mathbf{v}' \).

Since the composition for any \( \rho \) of Claim 1 contains none of \( \sigma \sigma^{-1}, \sigma^{-1} \sigma, \tau \tau^{-1} \) and \( \tau^{-1} \tau \), we get that the composition for \( \rho' \) above never contains \( s_+ s_-, s_- s_+, t_+ t_- \) or \( t_- t_+ \). Observe that mappings like \( s_+ \) and \( s_- \) are no longer each other’s inverses because they also scale vectors: \( s_+ s_- \mathbf{v} = 5 \sigma_5 \sigma^{-1} \mathbf{v} = 5^2 \mathbf{v} \), for any \( \mathbf{v} \in \mathbb{Z}^3 \). Nevertheless, they can still be considered in the same spirit, and avoiding these pairs in the composition will be vital.

We can thus simplify our reasoning in Claim 1 from \( \mathbb{R}^3 \), or rather \( \mathbb{Q}^3 \), to \( \mathbb{Z}^3 \), using only vectors with integer components and considering mappings from (4.2) instead of (4.1). This turns Claim 1 into:

**Claim 2.** For any mapping \( \rho : \mathbb{Z}^3 \to \mathbb{Z}^3 \) by a finite composition of the mappings from (4.2), not containing \( s_+ s_-, s_- s_+, t_+ t_- \) or \( t_- t_+ \), there is a \( \mathbf{v} \in \mathbb{Z}^3 \) such that \( \rho \mathbf{v} \neq 5^k \mathbf{v} \) for all \( k \geq 1 \).

If we can prove Claim 2, then Claim 1 follows. Note that \( k \geq 1 \) and never 0. This is because \( \rho \) consists of at least one transformation.

So far, we have simplified our space without changing what we can or cannot prove, but we can make one more significant simplification by considering all integers in modular form; this includes both scalars and each component in the vectors. Since the condition in Claim 2 contains a multiple of 5, it would be practical to work modulo 5: observe that \( 5^k \mathbf{v} \equiv_5 \mathbf{0} \mod 5 \) for all \( k \geq 1 \) and \( \mathbf{v} \in \mathbb{Z}^3 \), where \( \mathbf{0} = (0,0,0) \).

Some notation: we will use vectors from \( \mathbb{Z}_5^3 \) and indicate congruence modulo 5 by \( a \equiv_5 b \) as a shorter form for \( a \equiv b \mod 5 \), where a and b can be either scalars or vectors. Two vectors are considered congruent component-wise: if each component of one vector is congruent to the matching component of the other. Our existing linear maps from (4.2)
can be used within this context, considered as mappings $\mathbb{Z}_5^3 \rightarrow \mathbb{Z}_5^3$, instead of $\mathbb{Z}^3 \rightarrow \mathbb{Z}^3$:

\[
\begin{align*}
{s'}_+(a, b, c) & \equiv_5 (0, 4b + 2c, 3b + 4c), \\
{s'}_-(a, b, c) & \equiv_5 (0, 4b + 3c, 2b + 4c), \\
t'_+(a, b, c) & \equiv_5 (4a + 3c, 0, 2a + 4c), \\
t'_-(a, b, c) & \equiv_5 (4a + 2c, 0, 3a + 4c).
\end{align*}
\] (4.3)

Here the negative coefficients from (4.2) have been recalculated modulo 5, and terms with coefficients of 5 are always congruent with 0.

It turns out that this simplification from $\mathbb{Z}^3$ to $\mathbb{Z}_5^3$ will still allow us to prove what we want but also make it much easier. Of course, any result made modulo 5 will be made in a smaller number of objects: $5^5 = 125$ different vectors in $\mathbb{Z}_5^3$ compared to the infinite number of vectors in $\mathbb{Z}^3$. Each vector in $\mathbb{Z}_5^3$ simultaneously represents a countably infinite number of vectors in $\mathbb{Z}^3$. In contrast, going from $\mathbb{Q}^3$ to $\mathbb{Z}_5^3$ above does not cause these kinds of potential problems.

However, as long as we can show that our rotations do not give the identity in $\mathbb{Z}_5^3$, then it cannot possibly occur in $\mathbb{Z}^3$ either, and we have our proof: consider a mapping $\rho$ as in Claim 2, if $\rho v = 5^k v$ for some $k \geq 1$ and $v \in \mathbb{Z}^3$, then we must also have $\rho v \equiv_5 0$. So if there exists a $v \in \mathbb{Z}_5^3$ such that $\rho v \not\equiv_5 0$, then $\rho v \not= 5^k v$ for all $k \geq 1$ and Claim 2 follows.

**Claim 3.** For any mapping $\rho : \mathbb{Z}_5^3 \rightarrow \mathbb{Z}_5^3$ by a finite composition of the mappings from (4.3), not containing $s'_+, s'_-, s^{'}_+ s^{'}_+, t^{'}_+ t^{'}_-$ or $t^{'}_- t^{'}_+$, there is a $v \in \mathbb{Z}_5^3$ such that $\rho v \not\equiv_5 0$.

If we can prove Claim 3, then Claim 2 follows, by which Claim 1 and Theorem 4.19 is proven. Now we begin observing useful properties of our mappings and prove Claim 3.

**Proof of Claim 3.** Let $s'_+, s'_-, t'_+$ and $t'_-$ be as in (4.3). We know $s'_+$ maps any vector $(a, b, c) \in \mathbb{Z}_5^3$ to $(0, 4b + 2c, 3b + 4c)$. Basic algebra shows that $4b + 2c \equiv_5 3(3b + 4c)$, which means all these vectors can be described by $(0, 3m, n)$ for all $m, n \in \mathbb{Z}_5$. This gives us the range of $s'_+$: $\text{range}(s'_+) = \{(0, 3m, n) \in \mathbb{Z}_5^3\}$.

Of the vectors $(a, b, c)$, those that get mapped to 0 by $s'_+$ are precisely those that satisfy $(0, 4b + 2c, 3b + 4c) \equiv_5 (0, 0, 0)$, which means $a$ can be of any value and $4b + 2c \equiv_5 0$, or equivalently $3b + 4c \equiv_5 0$ because $4b + 2c \equiv_5 3(3b + 4c)$. From any of the congruences for $b$ and $c$, we obtain $c \equiv_5 3b$. Similar to the range, this gives us the kernel of $s'_+$: $\text{ker}(s'_+) = \{(m, n, 3n) \in \mathbb{Z}_5^3\}$. In the same way, we calculate the range and kernel for all mappings:

\[
\begin{align*}
\text{range}(s'_+) = \{(0, 3m, m) \in \mathbb{Z}_5^3\} \quad \text{and} \quad \text{ker}(s'_+) = \{(m, n, 3n) \in \mathbb{Z}_5^3\}, \\
\text{range}(s'_-) = \{(0, m, 3m) \in \mathbb{Z}_5^3\} \quad \text{and} \quad \text{ker}(s'_-) = \{(m, 3n, n) \in \mathbb{Z}_5^3\}, \\
\text{range}(t'_+) = \{(m, 0, 3m) \in \mathbb{Z}_5^3\} \quad \text{and} \quad \text{ker}(t'_+) = \{(3m, n, m) \in \mathbb{Z}_5^3\}, \\
\text{range}(t'_-) = \{(3m, 0, m) \in \mathbb{Z}_5^3\} \quad \text{and} \quad \text{ker}(t'_-) = \{(m, n, 3m) \in \mathbb{Z}_5^3\}.
\end{align*}
\]

We see that the range of $s'_+$ is contained in the kernel of $s'_-$, $\text{range}(s'_+) \subset \text{ker}(s'_-)$, and vice versa, $\text{range}(s'_-) \subset \text{ker}(s'_+)$. This is not surprising since they represent $\sigma$ and
\(\sigma^{-1}\), with additional multiplications of 5: \(s'_+ s'_- \mathbf{v} = 5\sigma 5\sigma^{-1} \mathbf{v} = 5^2 \mathbf{v} = 5 \mathbf{0}\) for any \(\mathbf{v} \in \mathbb{Z}^3\).

And similarly for \(t'_+\) and \(t'_-\). But more importantly, no further overlappings of kernels and ranges occur for other pairs of mappings, except for \(\mathbf{0}\), which belongs to all of them. For example: \(\text{range}(s_+) \cap \ker(t_-) = \{ \mathbf{0} \}\).

Since \(\rho\) in Claim 3 is given by a composition of these mappings where none of \(s'_+ s'_-\), \(s'_- s'_+\), \(t'_+ t'_-\) or \(t'_- t'_+\) occur, the only common element between the kernel and range of each mapping in the composition is the zero vector. If a vector is not in the kernel of the first mapping, it gets mapped to a vector that is not in the kernel of the next. This continues for all mappings in the finite composition until the last mapping gives a nonzero vector, and we would have our proof.

All that remains is to find a nonzero vector \(\mathbf{v} \in \mathbb{Z}^3\) that is not in the kernel of the first transformation, for each of the four mappings. We can easily do this, but we can even go one step further and find a single vector outside the kernel of all mappings, meaning it always gets mapped to a nonzero vector by all transformations. One such is \((0, 0, 1)\) which represents, among others, the point \((0, 0, 1)\) on \(S^2\) in \(\mathbb{R}^3\). To see that this vector does not fit in any of the kernels, observe that the two components that are congruent to zero would mean the last component also would need to be congruent to zero for it to match the form of any kernel. Therefore, it is 1.

Having proven Claim 3, the earlier discussion also gives Claim 2 and finally Claim 1, from which we see that \(\{ \sigma, \tau \}\) freely generates a subgroup of \(SO(3)\). We have proven Theorem 4.19.

\textbf{Remark 4.20.} A shorter but less insightful approach would have been to immediately choose the vector \(\mathbf{v} = (0, 0, 1)\) as mentioned above and, by induction on the length of the sequence, show that any mapping of \(\mathbf{v}\) by the sequence in Claim 3 would result in a different vector. This is closer to the approach taken in [Coh16, pp.422] and does not need any reasoning regarding the kernels of the mappings, only their ranges. However, it offers less insight as we merely verify a suitable guess.

\textbf{Remark 4.21.} Regarding the choice of rotation angles, Hausdorff’s original proof uses angles of 180° and 120° degrees, around two non-orthogonal axes. It might at first seem to be an impossible choice since these rotations can be seen on their own to generate cyclic subgroups of rotations, isomorphic to \(\mathbb{Z}_2\) and \(\mathbb{Z}_3\), and cyclical groups themselves can not be free. But a clever composition of the two can create new elements that instead freely generate a subgroup of the rotations. This subgroup can be described by a \textit{free product}, \(\mathbb{Z}_2 \ast \mathbb{Z}_3\), which is isomorphic to the free group of rank 2, not to be confused with the usual product of groups. Further investigation of this idea and relaxing of the requirements of the rotations can be found in [WT16, pp. 15–16] and, of course, the original works by Hausdorff in [Hau14b] and [Hau14a], which do not explicitly use this terminology.

\textbf{Remark 4.22 (Generalization of the choice of Pythagorean triple).} The reasoning above seems to generalize to any angle obtained from a \textit{primitive Pythagorean triple}, let one such be \((a, b, c)\). \textit{Primitive} means all values are relatively prime, and here \(c\) is taken to be the length of the hypothenuse.
The same reasoning follows, with the slight generalization towards the end when we determine images and kernels; for example, we need to be sure that we can find exactly one \(k \in \mathbb{Z}_c\) such that \(k(ax + by) \equiv_c -bx + ax\) holds for all \(x, y \in \mathbb{Z}_c\), and similarly for the other equations. That is \(ka \equiv_c -b\) and \(kb \equiv_c a\). Should none or more than one \(k\) like this exist, then the image and kernel spaces will not have the necessary properties.

However, \(a^2 + b^2 = c^2\) and \(a^2 \equiv_c -b^2\). And since both of \(a\) and \(b\) are relatively prime to \(c\), they have inverses. From this, we see that \(ab^{-1} \equiv_c -ba^{-1}\) and let this be \(k\). This value of \(k\) satisfies both \(ka \equiv_c -b\) and \(kb \equiv_c a\).

After this deduction for all kernels and images, the resulting properties of disjoint and suitably subsets of images and kernels follows similarly to the original reasoning.

It is worth noting that if \(c\) is not prime, then \(Z_c\) and \(Z_c^1\) are not fields. However, this should not affect our calculations, as long as all values \(a, b,\) and \(c\) are relatively prime, which is guaranteed by the use of primitive triples.

Finally, it is curious that all Pythagorean triples can be obtained from two elements, in the form of matrices, that on their own also generate a free group of rank 2, as noted in [Alp05].

We now have all results we need to prove the Hausdorff paradox:

**Theorem 4.2** (The simplified Hausdorff paradox). Let \(S^2\) be the unit sphere centered at origo in \(\mathbb{R}^3\). There is a countable subset \(D\) of \(S^2\) such that \(S^2 \setminus D\) is \(SO(3)\)-paradoxical.

**Proof.** By Theorem 4.19, we can obtain a subgroup \(G\) of \(SO(3)\) that is free on two generators. All elements of \(G\) are rotations around origo, so when they are applied to points of \(S^2\), the resulting points will also be in \(S^2\). That is, \(S^2\) is closed under \(G\). That means we can consider \(G\) to act on \(S^2\).

We now want to apply Proposition 4.18 to \(S^2\), but \(S^2\) contains fixed points for elements of \(G\) that are not the identity. Our goal is to construct \(D\) so that \(S^2 \setminus D\) does not contain these fixed points and remains closed under \(G\), so that \(S^2 \setminus D\) can be seen as a \(G\)-set.

From Euler’s rotation theorem, Theorem 2.4, every non-identity element in \(G\) can be seen as a rotation around a line through origo. Each such line will intersect \(S^2\) in precisely two points: the two points that will stay fixed when this rotation is applied.

Let \(D\) be the collection of all these fixed points. Since all elements of \(G\) can be represented by words in \(\{\rho, \tau\}\), and these words are countable, \(G\) is countable. Therefore \(D\) must also be countable.

It remains to show that \(S^2 \setminus D\) is closed under \(G\). But if that was not the case, there would be a \(p \in S^2 \setminus D\) and \(\rho \in G\) such that \(\rho p \in D\). But that means \(\rho p\) is a fixed point for some other nontrivial rotation \(\tau \in G\), so \(\tau \rho p = \rho p\). Applying \(\rho^{-1}\) to the left of both sides gives \(\rho^{-1} \tau \rho p = p\). And since \(p\) cannot be a fixed point for any other element in \(G\) but the trivial identity element, this means \(\rho^{-1} \tau \rho = e\), and thus \(\tau = \rho \rho^{-1} = e\), which contradicts that \(\tau\) is nontrivial.

From Proposition 4.16, we know that the actions of \(G\) on \(G\) is paradoxical. And we have constructed \(D\) such that \(S^2 \setminus D\) is closed under \(G\) and hence is a \(G\)-set without any fixed points, except for the trivial identity element of \(G\). We can now apply Proposition 4.18 to obtain that \(S^2 \setminus D\) is \(G\)-paradoxical. Since \(G\) is a subset of \(SO(3)\), \(S^2 \setminus D\) is also \(SO(3)\)-paradoxical.

\[\square\]
Note that $D$ is not all of $S^2$ since the latter is uncountable, so $S^2 \setminus D$ is non-empty. The elements in $D$ are sometimes called the poles of the rotations since each point is kept stationary under some rotation. This result remains valid in higher dimensions but not in lower dimensions as we can at most find free groups of rank 1; such as the subgroups of the rotation around origo in $\mathbb{R}^2$.

In this proof, the full strength of the axiom of choice, Axiom 1, is needed: the number of orbits is uncountably infinite. However, this is not always the case:

Remark 4.23 (Hausdorff paradox without the axiom of choice). We have seen that the group of rotations used above maps any rational point in $S^2$ to a rational point in $S^2$, which means the group also acts on the rational subset of the sphere, the rational sphere $S^2 \cap \mathbb{Q}^3$. Thus, Proposition 4.18 can be applied to the rational sphere. We obtain a result that could be described as the Hausdorff paradox for the rational sphere: $(S^2 \cap \mathbb{Q}^3) \setminus D$ is $SO(3)$-paradoxical for some countable set $D$.

However, there are similar groups of rotations closed in $S^2 \cap \mathbb{Q}^3$ that also have no fixed points in the set, except for the trivial identity. This means the entire rational sphere is $SO(3)$ paradoxical. A proof of the existence of rotations like this can be found in [WT16, pp. 18–20], where the result is named the Satô paradox in $S^2 \cap \mathbb{Q}^3$.

Of the two groups of rotations mentioned, the second gives a significantly more powerful and exciting result: not only is $S^2 \cap \mathbb{Q}^3$ dense in the sphere, as shown in [WT16, Prop. 2.7], but according to Wagon, the Satô paradox has the remarkable property of showing that the rational sphere is $SO(3)$-paradoxical without the need to use the axiom of choice.

We have now constructed a paradoxical subset of the sphere. The next section will build on this result by recovering the points we excluded and turn the sphere into a ball to obtain the famous result.
5 Proof of the Banach-Tarski Paradox

This section will present the final steps deducing the weak Banach-Tarski paradox, Theorem 3.2, from the Hausdorff paradox in Theorem 4.2. As we saw by Proposition 3.4, this result then immediately gives us the strong Banach-Tarski paradox, Theorem 3.1.

Although Banach and Tarski are typically credited for this result, an equivalent statement by the exact same ideas used here had already been presented by Hausdorff ten years prior to Banach and Tarski, in [Hau14b, pp. 469–473] in 1914. To Hausdorff, it appears to have been a simple and an immediate result from what has now instead become known as the Hausdorff paradox, covered in Section 4. See Section 6.1.

Our goal is to turn the paradoxicality from the subset of the sphere into paradoxicality of the entire ball. To give a rough outline: we will begin by obtaining the paradoxical result on the unit sphere $S^2$ by adding the missing points from Theorem 4.2 in Proposition 5.3. Then expand the paradoxical property on the sphere to a ball, without its center point, by extruding the subsets on the sphere into cones in Proposition 5.4. Finally, we add the missing point in the center of the ball and prove Theorem 3.2. Fundamental to the first and last of these steps is the familiar reasoning by irrational rotation in Lemma 5.1 as a generalization of Example 1.1.

In the first and last of these steps, equidecomposability is shown between the different stages of the ball’s construction. We then apply Lemma 2.24 to transfer paradoxicality between them. Alternatively, instead of Lemma 2.24, the weaker result of Remark 2.28 can also be used.

5.1 Prerequisites

Remember our irrational rotation in Example 1.1. Not only has it served to illustrate various properties and ideas, but we will now create a lemma as a direct generalization which essentially allows us to recover missing points. The generalization consists of moving from $\mathbb{R}^2$ to $\mathbb{R}^3$, allowing an arbitrary axis of rotation and replacing the rotation of a single point with a, possibly countably infinite, set of points. The only requirement is that no point stays stationary by the rotation, which is equivalent to the no point being located along the axis of rotation.

A quick clarification on notation: here powers of $\rho$ means the number of times it, or its inverse, are repeated. That is $\rho^0 = e$, $\rho^n = \rho\rho\ldots\rho$ and $\rho^{-n} = \rho^{-1}\rho^{-1}\ldots\rho^{-1}$.

Lemma 5.1 (Generalized irrational rotation). Let the set $D \subset \mathbb{R}^3$ be finite or countably infinite. If there is a line $L$ not passing through any point in $D$, then there exists a rotation $\rho \in G_3$ with $L$ as its axis, such that for $A := \bigcup_{n=0}^{\infty} \rho^n D$ we have:

$$\rho A = A \setminus D.$$ 

If $L$ passes through origo, then $\rho$ also belongs to $SO(3)$.

Note that if the line does not pass through origo, we need the larger group $G_3$, which also includes translations and thus allows for rotations around any point. If $D$ consists of a single point, we could use any irrational angle for $\rho$, and the result is almost identical to Example 1.1.
Proof. Let $\rho_0$ be a rotation around $L$ by the angle $\theta$, where $\rho_0 \in SO(3)$ if $L$ passes through origo, otherwise $\rho_0 \in G_3$. Consider the values of $\theta \in (0, 2\pi]$ when $\rho_0$ is applied to $D$.

First, we observe that only a countable number of angles can give $\rho_0 D \cap D \neq \emptyset$. That is, any of the points in $D$ remain a point in $D$ after the rotation. This follows from $D$ being at most countable: for each point in $D$, there can only be a countable number of angles that make $\rho_0$ map the point to any point in $D$. Repeating this for each point in $D$, we get a set of angles like these for each point. We have at most a countable collection of sets, each containing a countable number of angles. Since the union of a countable collection of countable sets is countable, these angles are together at most countable.

This result can be extended to repeated rotations: only a countable number of angles give $\rho_0^n D \cap D \neq \emptyset$, for some $n = 1, 2, \ldots$. By repeating the reasoning above with $\rho_0^n$ instead of $\rho$, for every $n = 1, 2, \ldots$, we get a countable collection of sets containing at most a countable number of angles. The union of all these sets is countable.

Since we have an uncountable number of angles to choose from, we can choose $\theta$ to be different from all angles deduced above and define $\rho := \rho_0$ for that value of $\theta$. This means $\rho^n D \cap D \neq \emptyset$ for all $n = 1, 2, \ldots$. We also note that $\rho^n D \cap \rho^{n+m} D = \emptyset$ for all $n = 0, 1, \ldots$ and $m = 1, 2, \ldots$; otherwise, we can apply $\rho^{-n}$ to both sides to obtain $D \cap \rho^m D \neq \emptyset$, contradicting our choice of $\theta$. Thus the sets in $\{ \rho^n D \}_{n=1}^{\infty}$ are disjoint.

Let $A := \bigcup_{n=0}^{\infty} \rho^n D$, and by the disjointness noted above, we obtain:

$$
\rho A = \rho \left( \bigcup_{n=0}^{\infty} \rho^n \right) = \bigcup_{n=0}^{\infty} \rho^{n+1} D = \bigcup_{n=1}^{\infty} \rho^n D = \left( \bigcup_{n=0}^{\infty} \rho^n D \right) \setminus D = A \setminus D.
$$

This result provides an equidecomposability property of a larger set containing $D$ and its rotations, which will be vital for some of the remaining proofs:

**Corollary 5.2** (Equidecomposability by irrational rotation). Let $X$ be a subset of $R^3$ with a finite or countably infinite subset $D$. If there is a line $L$ not passing through any point in $D$, and $D$ remains in $X$ after any rotation around $L$, then $X \setminus D$ is $G_3$-equidecomposable with $X$. Should $L$ pass through origo, then $X \setminus D$ is also $SO(3)$-equidecomposable with $X$.

See Figure 5.1 for a visualization of this kind of rotation, where $X$ is the unit sphere $S^2$. Used with Lemma 2.24, this effectively allows us to add certain additional points to a paradoxical set to obtain a larger set that remains paradoxical.

**Proof.** Let $X$, $D$ and $L$ be as stated. By Lemma 5.1, there is a rotation $\rho$ around $L$ such that for $A := \bigcup_{n=0}^{\infty} \rho^n D$, we have $\rho A = A \setminus D$. Since $\rho^n D \subset X$ for all $n = 1, 2, \ldots$ it follows that $A \subset X$.

Now let $B := X \setminus A$ so that $A$ and $B$ partition $X$. Since $\rho A = A \setminus D$ and $B \cap D = \emptyset$ the decomposition $\rho A \cup B = A \setminus D$ follows, and we have shown the equidecomposability. If $L$ passes through origo $\rho \in SO(3)$ they are $SO(3)$-equidecomposable; otherwise, they must be $G_3$-equidecomposable.

$SO(3)$-equidecomposability also means $G_3$-equidecomposability, since $SO(3) \subset G_3$.  
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5.2 Formal Proof

We now have everything we need to prove the Banach-Tarski paradox.

**Proposition 5.3.** \( S^2 \), the unit sphere centered at origo in \( \mathbb{R}^3 \), is \( SO(3) \)-paradoxical.

*Proof.* Let \( S^2 \) and \( D \) be as in Theorem 4.2: \( S^2 \setminus D \) is \( SO(3) \)-paradoxical. Select a line \( L \) passing through origo but not intersecting any point in \( D \). Note that there is an uncountable number of choices for lines passing through the center of \( S \). But only a countable number of these will pass through any point in \( D \) since \( D \) is countable. Thus such a line \( L \) can always be found.

Since rotations of \( D \) around \( L \) does not change the distance between the points and origo, they will remain inside \( S^2 \). See Figure 5.1. By applying Corollary 5.2 on \( S \), \( D \) and \( L \) we have that \( S^2 \setminus D \) and \( S^2 \) are \( SO(3) \)-equidecomposable. Since \( S^2 \setminus D \) is \( SO(3) \)-paradoxical, by Theorem 4.2, we can now apply Lemma 2.24 to see that \( S^2 \) also is \( SO(3) \)-paradoxical. \( \square \)

![Figure 5.1](image)

**Figure 5.1** – The set \( D \) of countably infinite points in the sphere \( S^2 \) gets rotated around \( L \) and remains in \( S^2 \).

**Proposition 5.4.** Let \( B^3 \) be the closed unit ball centered at origo in \( \mathbb{R}^3 \). The ball with its center removed, \( B^3 \setminus \{0\} \), is \( SO(3) \)-paradoxical.

The proof is based on the idea of turning the decompositions and actions from subsets on the sphere to subsets of the ball in an isomorphic way. This informally lifts the paradoxicality from the sphere to the ball.

*Proof.* From Proposition 5.3, we know that \( S^2 \) is \( SO(3) \)-paradoxical. For each subset \( E \subset S^2 \), define the following conical shape:

\[
c(E) := \{ t \mathbf{x} \mid \mathbf{x} \in E, t \in (0, 1] \},
\]

The resulting mapping is illustrated in Figure 5.2a. Observe that

\[
B^3 \setminus \{0\} = \{ \mathbf{x} \in \mathbb{R}^3 \mid 0 < \| \mathbf{x} \| \leq 1 \}
\]

So \( c(S^2) = B^3 \setminus \{0\} \) as illustrated in Figure 5.2b and \( c(E) \subseteq B^3 \setminus \{0\} \) for all \( E \subseteq S^2 \).
interest was in measurability, or lack thereof, and a single point would have zero measure.

but applied in Lemma 5.1, which is almost identical to the example of irrational rotation in Example 1.1, can also be absorbed through equidecomposability, this time a simpler application of $SO(3)$ are disjoint subsets that are piecewise in $SO(3)$, which remains defined piecewise in the same group actions used in $SO(3)$, we see that if $x \parallel y$, and injectivity follows by observing that if $g(x) = g(y)$ for any nonzero $x$ and $y$ then $|x| = |y|$ and $f(x/\|x\|) = f(y/\|y\|)$ from which $x/\|x\| = y/\|y\|$ and $x = y$ follows.

From the equidecomposability of $S^2$ and $C$ there is a bijection $f : S^2 \rightarrow C$ defined piecewise in $SO(3)$, as in Definition 2.15. And using it we can define a mapping $g : c(S^2) \rightarrow c(C)$ by extending the actions of $f$ to work on the conical shapes:

$$g(x) = \|x\| \cdot f(x/\|x\|),$$

which remains defined piecewise in the same group actions used in $f$. $g$ is bijective: it is surjective since

$$g(c(S^2)) = \{ tf(x) \mid x \in S^2, 0 < t \leq 1 \} = \{ ty \mid y \in C, 0 < t \leq 1 \} = c(C)$$

and injectivity follows by observing that if $g(x) = g(y)$ for any nonzero $x$ and $y$ then $|x| = |y|$ and $f(x/\|x\|) = f(y/\|y\|)$ from which $x/\|x\| = y/\|y\|$ and $x = y$ follows.

Thus by Definition 2.15 $g$ shows that $c(S^2) = \mathbb{B}^3 \setminus \{0\}$ is equidecomposable with $c(C)$. The same reasoning also applies to $\mathbb{B}^3 \setminus \{0\}$ and $c(D)$.

Since $\mathbb{B}^3 \setminus \{0\}$ is equidecomposable with both $c(C)$ and $c(D)$ whose union is $c(C) \cup c(D) = c(S^2) = \mathbb{B}^3 \setminus \{0\}$, we see that $\mathbb{B}^3 \setminus \{0\}$ is paradoxical by definition.

Finally, using the same steps as Proposition 5.3, the point in the center of the ball can also be absorbed through equidecomposability, this time a simpler application of Lemma 5.1, which is almost identical to the example of irrational rotation in Example 1.1, but applied in $R^3$. This final detail was omitted by Hausdorff, most likely since his interest was in measurability, or lack thereof, and a single point would have zero measure.

---

Figure 5.2 – Construction of conical shapes inside $\mathbb{B}^3 \setminus \{0\}$ from subsets of $S^2$, the surface of $\mathbb{B}^3$.

For any two disjoint subsets $A, B \subset S^2$, their images by $c$ are also disjoint: $c(A) \cap c(B) = \emptyset$, otherwise they would share some point on $S^2$ and not be disjoint, $A \cap B \neq \emptyset$. See Figure 5.2c. This generalizes to any finite number of pairwise disjoint sets.

Since $S^2$ is paradoxical, let $S^2 = C \cup D$ be a paradoxical decomposition into two disjoint subsets that are $SO(3)$-equidecomposable with $S^2$. Note that this makes $c(S^2) = c(C \cup D) = c(C) \cup c(D)$ a decomposition of $\mathbb{B}^3 \setminus \{0\}$. We will show that these subsets are $SO(3)$-equidecomposable with $c(S^2)$, making $\mathbb{B}^3 \setminus \{0\}$ $SO(3)$-paradoxical:

\[ \text{Figure 5.2} \] – Construction of conical shapes inside $\mathbb{B}^3 \setminus \{0\}$ from subsets of $S^2$, the surface of $\mathbb{B}^3$.

The set $E$ in $S^2$ gets mapped to the conical shape $c(E)$ without the point in origo.

(b) $S^2$ gets mapped to the unit ball without the point in origo, $c(S^2) = \mathbb{B}^3 \setminus \{0\}$.

(c) The sets $A$ and $B$ get mapped to disjoint conical shapes $c(A)$ and $c(B)$.
Theorem 3.2 (The Banach-Tarski paradox). $\mathbb{B}^3$, the closed unit ball at origo in $\mathbb{R}^3$, is $G_3$-paradoxical.

Proof. From Proposition 5.4, we know that $\mathbb{B}^3 \setminus \{0\}$ in Figure 5.3a is $SO(3)$-paradoxical. Let $L$ be a line that passes within the distance $1/2$ of origo, the center of $\mathbb{B}^3$, but without intersecting it. For example, we can let $L$ be the line along the $z$-axis intersecting the point $(1/3, 0, 0)$. Let $D$ be a set containing only the point in origo: $D = \{0\}$.

Let $L$ be a line that passes within the distance $1/2$ of origo, the center of $\mathbb{B}^3$, but without intersecting it. For example, we can let $L$ be the line along the $z$-axis intersecting the point $(1/3, 0, 0)$. Let $D$ be a set containing only the point in origo: $D = \{0\}$.

Note that all rotations of $D$ around $L$ move the point along a circle of radius less than $1/2$ centered within the distance $1/2$ from origo. Thus $D$ remains a subset of $\mathbb{B}^3$ for all rotations. See Figure 5.3b. These are rotations in $G_3$ and not $SO(3)$ since $L$ does not pass through origo. By applying Corollary 5.2 on $\mathbb{B}^3$, $D$ and $L$, we obtain that $\mathbb{B}^3$ and $\mathbb{B}^3 \setminus \{0\}$ are $G_3$-equidecomposable.

Since $\mathbb{B}^3 \setminus \{0\}$ is $SO(3)$-paradoxical, it is also $G_3$-paradoxical as $SO(3)$ is a subgroup of $G_3$. From Lemma 2.24, we see that $\mathbb{B}^3$ is also $G_3$-paradoxical. See Figure 5.3c.

We have now proven the Banach-Tarski paradox. From Proposition 3.4, we also get its strong form:

Theorem 3.1 (The strong Banach-Tarski paradox). Let $A$ and $B$ be bounded subsets of $\mathbb{R}^3$ with nonempty interiors, then $A$ and $B$ are $G_3$-equidecomposable.
6 Topics of Further Discussion

6.1 A case of Incorrect Attribution and its Widespread Adoption

Remarkably, even though Stefan Banach and Alfred Tarski are usually credited for the Banach-Tarski paradox, an equivalent statement by the same ideas and construction had already been presented by Felix Hausdorff ten years earlier, in [Hau14b, pp. 469–473] in 1914. It is striking how much of their work consists of what Hausdorff had already published, including the same ideas in the construction. This fact seems to have remained relatively unknown even to this day.

In his book, Hausdorff presented not just the Hausdorff paradox but also a result equivalent to the Banach-Tarski paradox and its proof. The reasoning was covered in Section 5 where we saw how the weak Banach-Tarski paradox, Theorem 3.2, follows from the Hausdorff paradox, Theorem 4.2. To Hausdorff, this seems to have been a simple result, following immediately from the far more intricate Hausdorff paradox, covered in Section 4.

But beyond using the Hausdorff paradox itself, Banach and Tarski only credit one of their constructions to Hausdorff. Which is the usage of rotations to recover the countable subset of $S^2$, as covered in Proposition 5.3. However, in the same book, [Hau14b, pp. 472], Hausdorff also briefly mentions the construction by "conical bodies" as subsets of the ball, of which Proposition 5.4 is obtained. Again, this seems to be an almost obvious result to him and a detail he only briefly explains in parenthesis while discussing the resulting existence of non-measurable sets.

In his paper, Hausdorff does not mention an equivalence to the final proof of Section 5: adding the center of the ball. However, it is a trivial extra step using a simpler version of the same reasoning already performed in Proposition 5.3. It is also a result of no real significance to him since his goal was to show the existence of non-measurable sets to which a single point of zero measure does not matter. However, Banach and Tarski seem to have made the final step by extending the result from the ball to more general geometrical shapes, giving it a more immediately striking result.

Although extending his result from a subset of the sphere to the entire ball is a necessary step to show the existence of non-measurable subsets, Hausdorff only seems to mention this construction in his book, [Hau14b], and not in his article published the same year, [Hau14a]. The latter only covers the construction of the sphere, the Hausdorff paradox. One could then suspect that Banach and Tarski might have been unaware of Hausdorff’s final construction. However, when citing his paradox for the sphere, in [BT24, pp. 261], they cite his book and not the article, where Hausdorff presented the same result Banach and Tarski would present themselves. We can conclude that there is no reason to believe they were unaware of this fact and unfortunately did not fully credit their results. Perhaps their intention was not to claim originality but only to present contemporary discoveries. Of course, they did not coin the name, but in contrast, they did use the name "Hausdorff’s paradox" when referring to what we call the Hausdorff paradox. Perhaps it is our fault that this error keeps repeating; it might be as simple as people tending to cite [Hau14a] instead of [Hau14b]. Or could it be that few ever take the time to verify the often cited sources?
It is even possible that Banach and Tarski ended up receiving more attention simply by releasing the paper in French instead of German, which is instead what Hausdorff did for his article and book. Also, the book by Hausdorff is almost 500 pages long, with an educative goal, making his results less noticeable as their primary purpose is to demonstrate the existence of non-measurable sets. Nevertheless, this is not to dismiss the work by Banach and Tarski, such as Banach’s version of Schröder-Bernstein, Theorem 2.26, and the construction of the strong form of the paradox, Theorem 3.1 by Proposition 3.4. Their paper also covers many other cases of decomposition of sets in different dimensions, including the construction of Vitali. The work’s title translates to “On the decomposition of sets,” even though this specific result certainly is the part that became well known. They also emphasized the more striking result of the paradox, in contrast to Hausdorff, who used it only to prove the existence of non-measurable sets. It should be noted that the latter result is more significant from a mathematical context, and the proof of the Hausdorff paradox itself is far more revolutionary and sophisticated than the results built on top of it. Nevertheless, the striking result that Banach and Tarski presented gave it a significant mainstream appeal by enabling colorful descriptions in layman’s terms.

It is also worth noting that there seems to be much confusion regarding the various attributions in the article by Banach and Tarski; for instance, many sources claim that they also credit Vitali for the result of the Banach-Tarski paradox, which is incorrect. They do mention "an idea from Vitali," but it seems to relate to a different part of the article and not the construction of the famous paradox and its results. In that part, they seem to be considering only one and two dimensions. They do not clarify what this idea is, but it most likely refers to the Vitali set.

Regarding the originality of Hausdorff’s result: outside of the obvious construction of Vitali, whom Hausdorff credits among several others. In [WT16, pp. 21] Wagon also speculates that the results relating to what we call free groups might have been motivated by the work of Felix Klein, which had inspired similar reasoning in another result, the Sierpiński–Mazurkiewicz paradox released the same year as Hausdorff and containing many similar ideas to Hausdorff's work. This paradox is also noteworthy as it creates a paradox by a construction that involves the same idea of the lifting in Proposition 4.18, yet it does never require the axiom of choice.

To conclude, the Banach-Tarski paradox’s weak form, the one usually referred to as the Banach-Tarski paradox, might deserve a change of name. An obvious choice could have been to call it the Hausdorff paradox, but since that name has already been established, one might suggest the Hausdorff-Banach-Tarski paradox instead. However, the chance of a new name gaining traction seems slim, considering the mainstream adoption of the current name and the attribution it implies.
6.2 In Defence of the Axiom of Choice

In this thesis, we have seen several paradoxes with constructions relying on the axiom of choice, both the so-called Vitali paradox in Example 3.6 and the Hausdorff paradox in Theorem 4.2, from which the two forms of the Banach-Tarski paradox in Theorems 3.1 and 3.2 follows. To repeat, it says:

**Axiom 1** (axiom of choice). *For any nonempty collection of disjoint nonempty sets, there is a set containing exactly one element from each set in the collection.*

It is not uncommon to see the axiom of choice blamed for these paradoxical results, mainly due to its non-constructive nature. This is especially common in the case of the Banach-Tarski paradox since the result so strikingly disobeys our expectations. And it is true that without the axiom of choice these results would be impossible under some conditions. If we assume the usual Zermelo-Fraenkel axioms and some basic conditions, construction of any non-measurable set would be impossible without the axiom of choice, as proven in [Sol70]. This includes the results of Vitali and Hausdorff.

However, if we disagree with the paradoxical results, we need to examine all assumptions we put in. Before we declare the axiom of choice to be solely the cause of these results and possibly dismiss them as quirks caused by a controversial axiom, we need to widen our perspective on what the axiom of choice means to the larger mathematical field and consider what other assumptions enable the results.

The fundamental result from which the Banach-Tarski paradox is obtained is the Hausdorff paradox, which was covered in Section 4. There, we saw that the core results in its construction were not based on the axiom of choice but on finding rotations that enable the creation of a free group of rank 2, in Theorem 4.19 and obtaining its paradoxicality in Proposition 4.16. Thus paradoxicality was already obtained before the axiom of choice was used. The axiom of choice was only needed in Proposition 4.18 to turn the paradoxicality of the group into that of a set. However, as noted in Remark 4.23, the axiom of choice is not even required for some sets.

Furthermore, there are plenty of other paradoxes not relying on the axiom of choice, with results still as staggering as the Banach-Tarski paradox. Wagon lists some significant examples in [WT16, pp. 31] and makes a much more comprehensive discussion on the subject of the axiom of choice in [WT16, Ch. 15]. We also saw many other straightforward paradoxes that did not rely on the axiom of choice: from the irrational rotation in Example 1.1 to the Hyperwebster in Example 4.3. And many paradoxical results have come directly from the integers and their subsets throughout history.

The most important point comes from considering all the results the axiom of choice allows us to prove. We have seen that removing the axiom would not prevent all paradoxes, even those of a geometrical nature, but it would remove other significant results. Beyond not being able to show the existence of non-measurable subsets, we would also lose significant results such as Tychonoff’s theorem, the Hahn-Banach theorem, the existence of the Stone–Čech compactification for all spaces and the continuum hypothesis, to name a few.

If we try to dismiss the axiom of choice to prevent certain paradoxes, we need to be careful: we can only dismiss the results of the axiom of choice if we are working in a
very focused field where we do not need the axiom of choice. However, it seems unlikely that the paradoxes that depend on it would be significant in that situation. At least compared to the other fundamental paradoxes that would still hold. Indeed, the axiom of choice is typically taken as true today by most mathematicians.

A final point worth mentioning is a result presented by Kurt Gödel in 1938, in the form of his constructible universe in [Göd38]. In it, he shows that for a suitable class of sets together with the Zermelo-Fraenkel system, both the axiom of choice and the closely related Generalized Continuum Hypothesis must be true. Although not representing the entire class of sets, it does show that the axiom of choice is not inconsistent with our core axioms. In some ways, this is a strong argument for the validity of the axiom.

We have seen some reasons for keeping the axiom of choice and how rejecting it would fail to eliminate all paradoxes, even geometrical ones. Let us now broaden our discussion to other, often overlooked, assumptions that have received less scrutiny and how changing them could prevent these paradoxes. This includes paradoxes whose constructions do not depend on the axiom of choice. There is little point in blaming the axiom of choice for the paradoxical results; instead, we should cherish the insight it offers us into other assumptions we put into our system and what we expect them to make possible.

We can observe that all mentioned paradoxes have something in common, not only those in focus of this thesis but also the irrational rotation of Example 1.1, the Hyperwebster in Example 4.3 as well as historical results such as Hilbert's hotel and Galileo's paradox. They all rely on infinite sets. That is, they rely on the existence of sets of infinite cardinality, the axiom of infinity. This property appears to lie at the heart of all veridical paradoxes, and removing it would prevent far more paradoxes than just removing the axiom of choice. However, doing so would also remove an even more significant part of our mathematical theory. It is a core part of Zermelo-Fraenkel set theory and a core part of modern mathematics. It would be impossible to discard the axiom of infinity without a major rework of centuries of mathematical foundations, as we would discard the existence of the set of integers.

Furthermore, removing the axiom of infinity would also affect all results that rely on the axiom of choice: since choices from finite collections of finite sets would not require anything outside the usual axioms. This would prevent most of the previously mentioned results that rely on the axiom of choice or, in many cases, make it impossible even to formulate them. Not allowing the existence of countably infinite sets not only seems to prevent all paradoxes but also many fundamental results. This is an axiom that would cause severe consequences if removed, even more so than the axiom of choice.

By accepting the axiom of infinity, we also have to accept some of its immediate paradoxical results. Consider the set of integers: the subset of all even integers is only half of all integers, yet it can be turned into all integers by simply dividing them by two. These kinds of results also conflict with our view of reality and are a consequence of countable infinity, but are something we learn to accept as part of the foundational assumptions that empower our mathematics. If we accept the axiom of infinity and the paradoxes it brings, the results enabled by the axiom of choice are not much more strange or harder to accept. The axiom of choice merely helps expand on, or perhaps visualize, the results caused by the axiom of infinity. Infinity gives us the core of the paradoxes, from the simple and immediate ones by Galileo and Hilbert to the Hyperwebster and
the results by Vitali, Hausdorff, Banach and Tarski.

However, accepting the axiom of choice and axiom of infinity does not mean we have to accept the geometrical outcomes of the paradoxes. We now reach the final and most exciting observation: our usage of points in the geometrical paradoxes. This relates to another core assumption we regularly use but with minimal reflection. Compared to the axiom of choice and axiom of infinity, there is a construction in our usual geometrical and topological reasoning that never receives much scrutiny but still enables all mentioned paradoxes with geometrical results. Furthermore, it is an assumption that we typically use implicitly and often without realizing it.

We typically consider topology to describe properties of geometrical objects, including the study of open sets and mappings. However, we often overlook how the objects and their open sets are defined. When we consider a circle, we tend to define it as the set of all points of a given distance from its center. This way of describing objects leads to what is known as the point-set topology or the general topology. As the name implies, we consider geometrical objects as sets of points. This is a concept we often do not even give a name or explicitly state.

We are taught this concept early and we rarely question it. But by merely allowing constructing and deconstructing geometrical objects by infinite sets of points, we allow something perhaps as remarkable as the paradoxes themselves. This is the core mechanic used in all paradoxes of geometrical nature mentioned in this thesis, including those not relying on the axiom of choice, such as the irrational rotation. It is from the infinite collections of points, through the other axioms, that the paradoxes of Vitali, Hausdorff, Banach and Tarski appear, similar to what infinite collections enable in the other paradoxes, like the words in the Hyperwebster.

Describing objects by sets of points goes back to ancient times, and simply discarding this notion, together with Euclidean geometry, would present a monumental challenge. But what is a point? We rarely question this object. We consider it geometrical, yet it lacks any geometrical property beyond representing a coordinate. The problem with the point-set construction goes beyond merely the usage of points or the sets being infinite: the point-set approach seems to lack aspects of the objects it tries to describe. We assume that a set of points can fully describe a geometrical object, yet it is not the individual points of a set that describe an object to us but their broader structure together. So why should our mathematical description of objects only focus on the points? Pointless topology, or point-free topology, brings us closer to this broader perspective. It is a fairly recent development, and the name pointless topology is typically used synonymously with the most popular such topology, called locales.

Briefly, the theory of locales discards the notion of sets of points in the general topology. However, it keeps the idea of open sets, treated as the fundamental objects instead of the sets of points. The topological theory is developed from these building blocks on a purely algebraic foundation. This enables the creation of new topologies from unexpected algebraic concepts such as boolean algebra. As proposed in [Sim12], we can apply locales to our existing notion of sets of points, basing their equivalence of open sets on those of the point-set topology. This generalizes the original topological space by building on it and gives further properties to objects beyond what the sets of points provide.
As locales can be defined without the use of points, a locale created from a traditional set of points describe something more than the set from which it was created. Locales contain sublocales without points that are still nonempty, with properties such as measure, which makes locales extend beyond the point-set definitions. In this perspective, locales from the sets created in the construction of the Banach-Tarski paradox in Theorem 3.2 will still overlap, unlike the disjoint sets, and they will also be measurable. The sum of their measure will even be greater than that of the original ball. Thus we see that the parts no longer describe a decomposition like they originally did. Observe that this approach does not discard the use of points of sets but rather the opposite: it expands on it and adds properties that allow more scrutiny of the process of the paradox. It also helps increase measurability.

Locales allow us to avoid many geometrical paradoxes while keeping the axiom of choice. Furthermore, some properties that require the axiom of choice in the point-set topology do not for locales. For example, a result equivalent to the Tychonoff theorem can be proven without it, as shown in [JV91]. Of course, it is still necessary for other proofs, but sometimes in a weaker form. The possibility of avoiding the axiom of choice altogether also makes locales appealing in constructive mathematics, or simply constructivism, in which a specific goal is to avoid the axiom of choice. This should not be confused with Gödel’s constructible universe. Despite the similar names, observe the different perspectives: constructible math avoids the axiom of choice, whereas the constructible universe tries to justify it. Despite their difference, this change of topology appeals to both perspectives. Locales offer many other advantages. Some introduction to the subject and its advantages can be found in [TJ83].

The use of locales will not eliminate all paradoxes. As already stated, the axiom of infinity enables paradoxes like the group in Proposition 4.16 and simpler constructions like the Hyperwebster and those by Hilbert and Galileo. These results remain valid since none of them have a geometrical result using points. Nevertheless, this change to our topology will prevent the more striking geometrical results. Still, as long as we have the axiom of infinity, there will most likely always be some paradoxical construction possible, even in a geometrical or topological context. For example, we can obtain a somewhat paradoxical property by picking some basic shape like a ball and repeatedly placing this shape at even distances along some axis. Moving all shapes one step further by this distance can be seen to add and remove shapes. However, this result is less geometrically significant, as the construction is unbounded, and its infinite volume remains unchanged in the process.

To conclude, the axiom of choice can not easily be discarded and would not sufficiently prevent paradoxes. However, we can prevent the geometrical paradoxes by Vitali, Hausdorff, Banach and Tarski by adopting the pointless topology of locales, which also offers further advantages. One could compare what the points are to topology right now with what infinitesimals once were to calculus: even though the original objects can be used to some extent, the new approach reduces their limitations and adds powerful new tools. We need to broaden our perspectives and look beyond the points. However, just like the Riemann integral is a concept still taught in introductory calculus instead of the Henstock–Kurzweil integral, we are taught early to think in terms of the point-set topology, which we, in turn, pass on to others. Changing this trend would be challenging by its
momentum alone. However, locales is a relatively modern concept under research, and one can remain optimistic about its future acceptance.

Finally, we need to consider the implication of the Banach-Tarski paradox itself. Are we too quick to dismiss the results of the paradox? We could choose to accept it as a valid result in our system. Does it even deviate from our reality if we just account for the change of energy by the change of mass? We see this process all the time in radioactive materials and particle accelerators. It does not seem more surprising than some observations made on the nature of our reality, like the wave-particle duality.

When used to describe objects, the points fail to capture the concept of materials in reality by not describing the underlying atoms and forces that keep matter together. Also, the decompositions in the paradox involve parts strikingly disconnected from reality, essentially clouds of points. However, that does not rule out the result on a smaller scale: [Aug84] is a well-known work that speculates on the connection between the paradox, with infinite sets of points in general, and properties in particle physics.

Furthermore, it would not be the first time math predicts some property of reality. From Maxwell predicting electromagnetic waves as a result of his own equations, to results such as $1 + 2 + \cdots = -\frac{1}{12}$ from the Zeta function finding practical use in string theory and quantum fields. In comparison, does it seem impossible that these paradoxes, and the infinite sets of points they are built on, could one day be used to describe aspects of our reality?

If nothing else, it still gives us insight into our own creation. Perhaps the strong reactions to the paradox say more about our implicit assumption of mathematics and maybe an overconfidence in the axioms we use. It is wrong to think of math as describing an absolute truth about the world. Instead, it preserves the truth of what we put into it. Just like Gödel famously proved the incompleteness of any sufficiently strong axiomatic system, we might have to accept that, despite our best effort, no choice of axioms will ever truly allow us to describe reality as we know it. Should we consider that a problem or an invitation to explore mathematics beyond the confines of reality? That is left for the reader to decide.

I, the author, began working on this thesis without a personal opinion on the axiom of choice but have grown to strongly support it, with a newfound skepticism to our trust in the points. The axiom of choice makes sense in a world where infinite collections are daily occurrences. Any criticism of that notion should instead be directed towards the axiom of infinity, one of the Zermelo-Fraenkel axioms. Likewise, the Banach-Tarski paradox itself is not much of a paradox if we live in a world where objects consist of infinitely small points that we can freely grasp and move as we want.
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