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Abstract

We consider general infinite-dimensional dynamical systems with the Galilean and spatiotemporal scaling symmetry groups. Introducing the equivalence relation with respect to temporal scalings and Galilean transformations, we define a representative set containing a single element within each equivalence class. Temporal scalings and Galilean transformations do not commute with the evolution operator (flow) and, hence, the equivalence relation is not invariant. Despite of that, we prove that a normalized flow with an invariant probability measure can be introduced on the representative set, such that symmetries are preserved in the statistical sense. We focus on hidden symmetries, which are broken in the original system but restored in the normalized system. The central motivation and application of this construction is the intermittency phenomenon in turbulence. We show that hidden symmetries yield power law scaling for structure functions, and derive formulas for their exponents in terms of normalized measures. The use of Galilean transformation in the equivalence relation leads to the quasi-Lagrangian description, making the developed theory applicable to the Euler and Navier–Stokes systems.
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1. Introduction

Symmetry principles play important role in understanding the laws of nature [8]. In particular, they provide powerful tools for the analysis of complex systems through self-similarity and
renormalization [9]. In this work, we focus on symmetries, which shape the modern understanding of developed turbulence: the Galilean and spatiotemporal scaling groups [19, 22]. Symmetry considerations are central in Kolmogorov’s theory of 1941 [27], which assumes a homogeneous, isotropic and scale invariant stationary state. These symmetries are understood in the statistical sense, i.e. being satisfied by probabilistic quantities rather than exact solutions of equations of motion. This is an important distinction, since probabilistic formulations may lead to additional symmetries; see e.g. [29, 30, 36, 41, 42, 51]. Whether or not, and in which sense solutions are symmetric is an important issue, both for the theory and applications. For example, the broken scale invariance of statistically stationary solutions underlines the still not well understood phenomenon of intermittency in turbulence [22].

In this work, we investigate the particular role of symmetries that do not commute with the flow (evolution) operator \( \Phi^t \). The two fundamental symmetries of this kind are temporal scalings and Galilean transformations. Their commutation with \( \Phi^t \) relates states at different times or translated in physical space. We prove that such noncommutativity is responsible for the existence of sophisticated ‘hidden’ symmetries of statistical solutions: these symmetries are broken in the original formulation but can be restored using equivalence relations.

The suggested new formalism follows and gives a rigorous foundation to several phenomenological ideas in the turbulence theory. Their origin lies in the famous work of Kolmogorov in 1962 [28], where the concept of ‘multipliers’ first appeared (as they were called later). Kolmogorov’s hypothesis of self-similarity for these multipliers, which are ratios of velocity differences at distinct scales, can be seen as the first manifestation of the hidden symmetry. This idea was inspired by the theory of multiplicative stochastic processes and further discussed in [3, 7, 11, 18, 50]. Another idea came from the work of Parisi and Frisch in 1983 on the multifractal model [22, 44]. Those authors remarked that ‘Since the Navier–Stokes equations (in the zero viscosity limit) are invariant under the group of scaling transformations (defined in equation (2.2)) for any value of \( h \), singularities of arbitrary exponents (and mixtures thereof) are consistent with the equations’. The hidden-symmetry formalism presented below naturally unifies the ideas of Kolmogorov with those of Parisi–Frisch. We prove that our construction fuses the one-parameter family of space-time scaling symmetries (depending on \( h \)) into the single hidden symmetry, therefore, reducing the Parisi–Frisch argument to the restoration of the hidden symmetry alone and in the usual sense. Existence of such kind of symmetry in intermittent turbulence was also anticipated in the work of She and Leveque in 1994 on the log–Poisson model [46], where the authors wrote that ‘we believe that this relation is a consequence of some hidden (statistical) symmetries in the solution of the Navier–Stokes equations’.

1.1. Spatiotemporal symmetries

Let us introduce a group of space-time symmetries of interest by examining the Euler system, which describes a flow of ideal incompressible fluid of unit density. Its equations have the form

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p, \quad \nabla \cdot \mathbf{u} = 0, \quad (1.1)
\]

where \( \mathbf{u}(\mathbf{r}, t) \in \mathbb{R}^d \) is the velocity field and \( p(\mathbf{r}, t) \in \mathbb{R} \) is the pressure in physical space \( \mathbf{r} \in \mathbb{R}^d \) of dimension \( d \). Given a solution \( \mathbf{u}(\mathbf{r}, t) \) the following relations generate new solutions as
Table 1. Commutation relations among the flow $\Phi'$ and symmetry mappings (1.3); the primes are dropped for simplicity. In these relations, the left-hand side is understood as (row map) $\circ$ (column map) and the right-hand side is given in the main part of the table.

For the diagonal elements, one assumes the index 1 for the row and 2 for the column.

| $\Phi'$ | $s^t_s$ | $s^Q_s$ | $s^v_s$ | $s^\rho_s$ | $s^\rho_\nu$ |
|--------|---------|---------|---------|-----------|-----------|
| $\Phi'$ | $\Phi'^{t,t+1}$ | $s^t_s \circ \Phi'$ | $s^Q_s \circ \Phi'$ | $s^v_s \circ \Phi'$ | $s^\rho_s \circ \Phi'$ |
| $s^t_s$ | $\Phi'^{v} \circ s^v_s$ | $s^Q_s \circ s^v_s$ | $s^v_s \circ s^v_s$ | $s^\rho_s \circ s^v_s$ |
| $s^Q_s$ | $\Phi'^{Q} \circ s^Q_s$ | $s^Q_s \circ s^Q_s$ | $s^Q_s \circ s^Q_s$ |
| $s^v_s$ | $\Phi'^{v} \circ s^v_s$ | $s^Q_s \circ s^v_s$ | $s^Q_s \circ s^v_s$ |
| $s^\rho_s$ | $\Phi'^{\rho} \circ s^\rho_s$ | $s^Q_s \circ s^\rho_s$ | $s^Q_s \circ s^\rho_s$ |
| $s^\rho_\nu$ | $\Phi'^{\rho} \circ s^\rho_\nu$ | $s^Q_s \circ s^\rho_\nu$ | $s^Q_s \circ s^\rho_\nu$ |

Temporal translation: $u(r,t) \mapsto u(r,t')$, $t' \in \mathbb{R}$;
Spatial translation: $u(r,t) \mapsto u(r+r',t)$, $r' \in \mathbb{R}^d$;
Rotation: $u(r,t) \mapsto Q^{-1}u(Qr,t)$, $Q \in O(d)$;
Galilean transformation: $u(r,t) \mapsto u(r+vr,t) - v$, $v \in \mathbb{R}^d$;
Temporal scaling: $u(r,t) \mapsto u(r/t,a)$, $a > 0$;
Spatial scaling: $u(r,t) \mapsto bu(r/b,t)$, $b > 0$, (1.2)

where $O(d)$ is the orthogonal group; the pressure is not included because it can be expressed through velocity [22]. Transformations (1.2) generate the sum of Galilean and spatiotemporal scaling groups.

We now write transformations (1.2) in terms of the evolution operator (flow) $\Phi'$ and mappings acting on velocity fields at a fixed time. In this description, points of the configuration space $\mathcal{X}$ are time-independent velocity fields $x = u(r)$, and the flow $\Phi' : \mathcal{X} \rightarrow \mathcal{X}$ relates velocity fields at different times with the property $\Phi'^{t,t_2} = \Phi'^{t,t_1} \circ \Phi'$ for any $t_1$ and $t_2$. The flow $\Phi'$ is associated with temporal translations, and remaining relations in (1.2) taken at $t = 0$ yield the maps $s : \mathcal{X} \rightarrow \mathcal{X}$ as

\[
\begin{align*}
    s^t_s : & \quad u(r) \mapsto u(r+r'), & r' \in \mathbb{R}^d, & \text{(Spatial translation)} \\
    s^Q_s : & \quad u(r) \mapsto Q^{-1}u(Qr), & Q \in O(d), & \text{(Rotation)} \\
    s^v_s : & \quad u(r) \mapsto u(r)-v, & v \in \mathbb{R}^d, & \text{(Galilean transformation)} \\
    s^\rho_s : & \quad u(r) \mapsto u(r)/a, & a > 0, & \text{(Temporal scaling)} \\
    s^\rho_\nu : & \quad u(r) \mapsto bu(r/b), & b > 0. & \text{(Spatial scaling)}
\end{align*}
\]

Table 1 describes commutation relations for the flow $\Phi'$ and all mappings in (1.3) in agreement with time-dependent transformations (1.2). In our study, we will not refer to any particular system, except in explicit examples, but instead consider table 1 as a definition, which is based on fundamental physical properties of space and time. Namely, we assume the existence of flow $\Phi'$ and other maps from table 1 acting on some configuration space $\mathcal{X}$ and generating a group with the composition operation.

The assumed existence of a flow (or semiflow) operator $\Phi'$ deserves a special remark, because it is a still unresolved issue for the Euler equation (1.1); see e.g. [24]. In the traditional approach of developed turbulence [22], symmetries of table 1 are considered in the asymptotic sense, corresponding to the inviscid limit of Navier–Stokes equations. The Navier–Stokes system is supposed to have a unique solution, though this has not yet been rigorously proven [21]. Having this approach in mind (developed in more details in section 3.3), we assume...
the existence of a flow map $\Phi^t$, therefore, bypassing the lack of global-in-time existence and uniqueness results for particular systems of interest. On the other hand, recent studies [6, 35, 39] indicate that the inviscid limit yields spontaneously stochastic solutions, in which case the map $\Phi^t$ is defined as acting on probability distributions (for both velocity fields [49] and particle trajectories [16, 17, 20]) rather than on specific deterministic states. We expect that the hidden symmetry formalism presented here can later be extended to such systems, along with the development of the theory of spontaneous stochasticity.

Focusing on statistical properties of the flow, we consider an invariant probability measure $\mu$ on the configuration space $X$. The invariance signifies that the push-forward $\Phi^t \# \mu = \mu$ for any time. Then, we consider symmetries in the statistical sense, as transformations of $\mu$ preserving its invariance. For example, one can see using the commutation relations of table 1 that all maps in (1.3), except for Galilean transformations, are symmetries: a push-forward of $\mu$ by these maps yield invariant measures. Galilean transformations become symmetries under an extra homogeneity condition for the invariant measure: $(s^v_r)_s \mu = \mu$ for any translation $r$ in physical space.

1.2. Quotient construction

Our study will be developed around the two groups

$$\mathcal{H} = \{s^a_v \circ s^v_g : a > 0, \, v \in \mathbb{R}^d\}, \quad \text{(1.4)}$$

$$\mathcal{G} = \{s^Q_s \circ s^b_{ss} : Q \in O(d), \, b > 0\}. \quad \text{(1.5)}$$

The group $\mathcal{H}$ contains maps $h : X \mapsto X$ generated by temporal scalings and Galilean transformations, which do not commute with the flow; see table 1. The commutation of $\Phi^t$ with $s^a_v$ leads to a different time $t/a$, while the commutation of $\Phi^t$ with $s^v_g$ contains an extra spatial translation $s^v_t$. Maps $g : X \mapsto X$ of the group $\mathcal{G}$ are generated by spatial rotations and scalings, which commute with $\Phi^t$. Spatial translations $s^r_v$, which are not included in $\mathcal{H}$ and $\mathcal{G}$, will play an auxiliary role in our study.

Using the group $\mathcal{H}$, we define the equivalence relation between two states as

$$x \sim x' \text{ if } x' = h(x), \quad h \in \mathcal{H}. \quad \text{(1.6)}$$

Equivalence classes

$$\mathcal{E}(x) = \{x' \in X : x' \sim x\} \quad \text{(1.7)}$$

form a partition of the configuration space $X$. Because of noncommutativity, this partition is not invariant with respect to the flow: generally, $\Phi^t(x)$ and $\Phi^t(x')$ are not equivalent for initially equivalent states $x \sim x'$; see figure 1(a). However, due to the specific form of commutation relations, the equivalence can be ‘repaired’ as follows. Using relations of table 1, we have

$$s^v_{-t} \circ \Phi^t \circ s^a_v \circ s^v_g = s^a_v \circ s^v_g \circ \Phi^t. \quad \text{(1.8)}$$

Hence, we can write

$$s^r_v \circ \Phi^t(x') = h \circ \Phi^t(x), \quad l' = at, \quad r = -vt, \quad \text{(1.9)}$$

for $x' = h(x)$ with a general element $h = s^a_v \circ s^v_g$ of the group (1.4). Thus, all initially equivalent states $x \sim x'$ are fit into the same equivalence class at larger times, if one assumes the specific
Figure 1. Structure of configuration space \( X \) with a partition to equivalence classes (straight vertical lines) with respect to the symmetry group \( H \). (a) Due to noncommutativity with the flow, the equivalence relation \( x \sim x' \) is not invariant: the states \( \Phi_t(x) \) and \( \Phi_t(x') \) are generally not equivalent. (b) The equivalence can be ‘repaired’ by choosing a specific time \( t' \) and an extra spatial translation \( r \), fitting the initially equivalent states \( x \sim x' \) into the equivalence class of \( \Phi_t(x) \) at a later time. Such construction can be introduced globally by synchronizing the flow with respect to a representative set \( Y \), which contains a single state from every equivalence class. This construction induces the dynamics in \( Y \) governed by a new normalized flow \( \Psi^\tau \).

time synchronization \( t' = at \) and the extra spatial translation \( r = -vt \) for each \( x' \), as shown in figure 1(b). This construction is determined by a selected representative element \( x \), with respect to which all other equivalent states are ‘synchronized’.

In this paper, we develop such a quotient-like construction globally in the configuration space \( X \) by introducing a representative set \( Y \subset X \), which contains a single element \( y \in Y \) within each equivalence class \( \mathcal{E}(x) \); see figure 1(b). As a result, we reduce the original dynamical system in \( X \) to the dynamical system in \( Y \), which we call the normalized system. We prove the following properties of this construction:

- There is a normalized flow \( \Psi^\tau : Y \mapsto Y \) on the representative set, which is induced by \( \Phi^\tau \) and the equivalence relation (1.6); see figure 1(b).
- The normalized flow \( \Psi^\tau \) has the invariant measure \( \nu \), which is explicitly related to the original invariant measure \( \mu \).
- The group (1.5) defines statistical symmetries in the normalized system. We introduce a transformation \( \nu \mapsto g_\ast \nu \) for any \( g \in G \), akin to the push-forward. This transformation preserves the group structure and the invariance of a measure with respect to \( \Psi^\tau \).
- For any given \( h \in H \) and \( g \in G \), the symmetry of \( \mu \) implies the symmetry of \( \nu \) in the form

\[
(g \circ h)_\ast \mu = \mu \quad \Rightarrow \quad g_\ast \nu = \nu.
\]  

The converse is not true in general.

- The property of statistical symmetry, \( g_\ast \nu = \nu \) for a given element \( g \in G \), does not depend on a choice of the representative set \( Y \).

Notice that the transformation from original to normalized system is time-dependent. In general, such transformations do not preserve statistical properties, e.g. the measure invariance.
In fact, the listed properties follow in a nontrivial way from the specific commutation relations of table 1.

1.3. Hidden symmetries, multifractality, intermittency and sweeping effects

The main motivation of the developed construction is related to the interplay between statistical symmetries in the original and normalized systems. For understanding a general idea, let us consider \( g = s^b \) with \( b = 2 \) corresponding to the change of spatial scale by a factor of two and \( h^a \) determining the temporal scaling with a particular factor \( a > 0 \). Using relations (1.2) and (1.3) for velocity fields, we see that the combined symmetry \( g \circ h^a \) is associated with the spatiotemporal scaling transformation of the form

\[
\mathbf{u}(\mathbf{r}, t) \mapsto 2^{1-a} \mathbf{u} \left( \frac{\mathbf{r}}{2}, \frac{t}{2^a} \right),
\]

where \( a = \log_2 a \). According to (1.10), every space-time symmetry \( (g \circ h)^\# \mu = \mu \) implies \( g^\star \nu = \nu \), but not vice versa. In particular, we can have situations when

\[
(g \circ h^a)^\# \mu \neq \mu, \quad g^\star \nu = \nu,
\]

where the first condition refers to any \( a > 0 \); see [37] for a rigorous example. This means that the normalized measure \( \nu \) remains symmetric, while all symmetries of the original measure are broken. This is what we call the hidden symmetry: a statistical symmetry is restored only in the normalized system.

Our central application is the demonstration that the hidden symmetry provides a rigorous foundation for the multifractal theory in turbulence [22, 44, 47]. This phenomenological theory models an intermittent turbulent state as a sum of statistical behaviours (singularities) featuring different scaling laws (1.11) and supported in subspaces of different fractal dimensions.

The intermittency is quantified using structure functions of different orders \( p \) defined as the mean value

\[
S_p(\ell) = \langle ||\delta\ell \mathbf{u}||^p \rangle
\]

for a difference of fluid velocities \( \delta \ell \mathbf{u} = \mathbf{u}(\mathbf{r}') - \mathbf{u}(\mathbf{r}) \) at a distance \( \ell = ||\mathbf{r}' - \mathbf{r}|| > 0 \). The multifractal statistics yields the asymptotic power law

\[
S_p(\ell) \propto \ell^{\zeta_p}
\]

at small \( \ell \) with the exponent \( \zeta_p \) depending nonlinearly on \( p \). In this work, we derive asymptotic power laws (1.13) from the assumption of hidden scaling symmetry (1.12). This derivation provides formulas for the exponent \( \zeta_p \) in terms of Perron–Frobenius eigenvalues of operators constructed for the symmetric normalized measure \( \nu \). We show that the resulting exponents \( \zeta_p \) can be anomalous, i.e. depending nonlinearly on \( p \). This leads us to the conjecture that the developed turbulent state in the inertial interval (where the dynamics is governed by the Euler system) possesses a hidden scaling symmetry (1.12). In fact, the formalism developed here was used in the subsequent works for verifying the hidden self-similarity and its implications in shell models of turbulence [36–38] and in the Navier–Stokes system [40].

Finally, we mention the role of Galilean transformations in the equivalence relation of our quotient construction. Galilean transformations yield a normalized system in the form analogous to the quasi-Lagrangian representation in fluid dynamics, i.e. describing the system in a reference frame moving with a Lagrangian (fluid) particle [2, 32]. As a consequence, the quotient construction removes the so-called sweeping effect caused by a large-scale motion, the well-known obstacle for describing statistical properties at small scales [22]. This makes the developed theory applicable to real turbulence problems. Remarkably, our quotient construction imposes extra algebraic conditions, one of which corresponds to incompressibility in fluid dynamics.
1.4. Structure of the paper

In section 2, we consider a simpler quotient construction by excluding Galilean transformations, i.e. the equivalence relation is considered only with respect to temporal scalings. We introduce the representative set \( Y \), the normalized flow \( \Psi \), the invariant normalized measure \( \nu \) and the group action \( g \), and investigate their basic properties. In section 3, this procedure is carried out explicitly for a shell model of turbulence, providing the evidence of hidden scaling symmetry.

Section 4 presents our central application. It shows that the hidden scaling symmetry implies asymptotic scaling laws for structure functions. The scaling exponents are obtained in terms of Perron–Frobenius eigenvalues by exploiting the symmetry of the normalized measure \( \nu \). These results are confirmed analytically and numerically for anomalous exponents of intermittent statistics in shell models [37,38].

Section 5 develops a quotient construction for the equivalence relation with respect to Galilean transformations. We show that this construction is possible assuming additional properties of the measure \( \mu \). Remarkably, these properties have the physical meaning of spatial homogeneity and incompressibility, and the resulting normalized system is analogous to the quasi-Lagrangian description in fluid dynamics. In section 6, we develop the final quotient construction, in which the equivalence takes into account both Galilean transformations and temporal scalings. We show how this construction can be applied to the study of turbulence in the Euler and Navier–Stokes systems. The conclusion section contains a short summary.

2. Quotient construction with temporal scalings

Let us consider a probability measure space \((\mathcal{X}, \Sigma, \mu)\). Because of applications we have in mind, the space is assumed to be infinite-dimensional. By definition [13], the flow operator \( \Phi^t : \mathcal{X} \mapsto \mathcal{X} \) is a one-parameter group of one-to-one measurable maps such that \( \Phi^t \circ \Phi^s = \Phi^{t+s} \) for all times. The flow must also be measurable as a function of \((x, t) \in \mathcal{X} \times \mathbb{R}\). We will use the following notions.

**Definition 1.** Here we introduce three interconnected concepts: the invariant measure, the symmetry map and the symmetric measure:

- A probability measure \( \mu \) is said to be invariant for the flow \( \Phi^t \) if the push-forward (image) \( \Phi^t \mu = \mu \) for all times.
- We call a one-to-one measurable map \( s : \mathcal{X} \mapsto \mathcal{X} \) symmetry, if the invariance of any measure \( \mu \) implies the invariance of \( s\mu \). A set of symmetries \( s \in \mathcal{S} \) with a group operation given by composition \( s_1 \circ s_2 \) is called a symmetry group.
- Let \( s \) be a symmetry. A given measure \( \mu \) is said to be symmetric with respect to \( s \) if \( s\mu = \mu \).

In the opposite situation, \( s\mu \neq \mu \), we say that the symmetry is broken.

We emphasize that symmetries in this definition are understood in the statistical sense: they are defined through their action on invariant probability measures. This, in particular, implies that symmetries do not necessarily commute with the flow \( \Phi^t \).

We will always assume that the measure \( \mu \) is invariant. In this section, we consider a symmetry group given by a direct sum

\[
\mathcal{S} = \mathcal{H}_s + \mathcal{G}.
\]
Here $\mathcal{H}_{ts}$ is a one-parameter group of temporal scalings

$$\mathcal{H}_{ts} = \{s_a^t : a > 0\}.$$ (2.2)

We will adopt the shorter notation $h^a = s_a^t$. The group $\mathcal{G}$ can be taken in the form (1.5), containing compositions of spatial rotations and scalings. Then, elements $h^a \in \mathcal{H}_{ts}$ and $g \in \mathcal{G}$ are one-to-one measurable maps in $\mathcal{X}$ satisfying the commutation relations (see table 1)

$$h^{a_1} \circ h^{a_2} = h^{a_1 a_2},$$ (2.3)
$$\Phi^t \circ g = g \circ \Phi^t,$$
$$g \circ h^a = h^a \circ g,$$ (2.4)
$$\Phi^t \circ h^a = h^a \circ \Phi^t/a.$$ (2.5)

Using these relations, it is straightforward to check that any element $s \in \mathcal{S}$ is a symmetry in the sense of definition 1. Relations (2.3)–(2.5) are all we need to know about the symmetry group for further derivations. Notice that Galilean transformations will not be considered until section 5.

2.1. Normalized flow and invariant measure

Let us consider the equivalence relation with respect to temporal scalings $\mathcal{H}_{ts}$ as

$$x \sim x' \text{ if } x' = h^a(x), \quad a > 0.$$ (2.6)

For each $x \in \mathcal{X}$, this relation defines the equivalence class

$$\mathcal{E}_x(x) = \{x' \in \mathcal{X} : x' \sim x\}.$$ (2.7)

Because of commutation relation (2.5), for the equivalent states (2.6) we have

$$\Phi^{at}(x') = h^{a} \circ \Phi^t(x).$$ (2.8)

Hence, the equivalence relation is not preserved by the flow: the states $\Phi^t(x)$ and $\Phi^t(x')$ are generally not equivalent at the same time $t > 0$. However, the equivalence can be restored by considering a different time $t' = at$ for the state $x'$, which yields $\Phi^{t'}(x') \sim \Phi^t(x)$; see figure 2. Such time synchronization requires a choice of a representative element $x$ in the equivalence class, and can be introduced globally using a representative set consisting of these elements.

**Definition 2.** We call $\mathcal{Y} \subset \mathcal{X}$ a representative set (with respect to the group $\mathcal{H}_{ts}$), if the following properties are satisfied. For any $x \in \mathcal{X}$, there exists a unique value $a = A(x) > 0$ such that $h^a(x) \in \mathcal{Y}$. The function $A : \mathcal{X} \mapsto \mathbb{R}_+$ is measurable with $\int A \, d\mu < \infty$.

Thus, a representative set $\mathcal{Y}$ contains a single state within every equivalence class. From definition 2 and relation (2.3) it follows that the function $A(x)$ has the property

$$A \circ h^a(x) = \frac{A(x)}{a}, \quad A(y) = 1$$ (2.9)

for any $h^a \in \mathcal{H}_{ts}$, $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. We introduce a measurable projector $P : \mathcal{X} \mapsto \mathcal{Y}$ as

$$P(x) = h^{A(x)}(x).$$ (2.10)
Figure 2. Structure of configuration space $\mathcal{X}$ with a partition to equivalence classes (straight vertical lines) $E_\parallel(x)$. The equivalence relation $x \sim x'$ is not invariant: the states $\Phi^t(x)$ and $\Phi^t(x')$ are generally not equivalent as shown by the dotted line. The equivalence can be restored by choosing a different time $t' = at$ for $x'$. Such construction is introduced globally by synchronizing the flow with respect to a representative set $Y$, which contains a single state from every equivalence class. This yields a normalized flow $\Psi^\tau$ in $\mathcal{Y}$.

We will need the following known property of invariant measures under a change of time.

**Proposition 1.** ([13]). For a positive measurable function $A(x)$, one can introduce a new flow $\Phi^\tau_A$ with a new time $\tau \in \mathbb{R}$ defined by the relations

$$\Phi^\tau_A(x) = \Phi^t(x), \quad \tau = \int_0^t A \circ \Phi^s(x) \, ds. \tag{2.11}$$

The flow $\Phi^\tau_A$ has the invariant measure $\mu_A$, which is absolutely continuous with respect to $\mu$ as

$$\frac{d\mu_A}{d\mu} = \frac{A(x)}{\int A \, d\mu}. \tag{2.12}$$

We adopt the subscript notation $\mu_A$ for transformation (2.12) from now on. In (2.11), the function $A(x)$ plays the role of a ‘relative speed’ between the original and new times. By construction, $\mu_A$ is a probability measure. For consecutive changes of time with relative speeds $A_1(x)$ and $A_2(x)$, one can verify the relations

$$\mu_A \circ A_2 \cdot A_1 \circ A_1 = \mu_A, \quad A_1(x) = A_1(x) A_2(x). \tag{2.13}$$

We now normalize the system by reducing the dynamics to the representative set $\mathcal{Y}$. This is the central part of our construction, which yields a normalized flow $\Psi^\tau$ and a corresponding normalized measure $\nu$ on $\mathcal{Y}$ by synchronizing the original time $t$ in $\mathcal{X}$ with the time $\tau$ in $\mathcal{Y}$; see figure 2.

**Theorem 1.** The map

$$\Psi^\tau(y) = P \circ \Phi^\tau_A(y) \tag{2.14}$$

with $y \in \mathcal{Y}$ defines a flow in the representative set. It has the invariant probability measure
\[ \nu = P_{\#} \mu_A. \] (2.15)

For all proofs, see subsection 2.3. Notice that the invariance of measure (2.15) is not a trivial fact, because it depends on the measure \( \mu_A \) on the full space \( \mathcal{X} \) while the flow (2.14) is determined by \( \Phi^t_A \) restricted to \( \mathcal{Y} \). The important property of \( \nu \) is that it is not affected by temporal scalings:

**Proposition 2.** All invariant measures \( \tilde{\mu} = h_{\#} \mu \) with \( a > 0 \) yield the same normalized measure \( \nu = P_{\#} \tilde{\mu}_A \) by theorem 1.

In applications, one often explores statistical properties of a system using test functions (also called observables), which are averaged with respect to time for particular solutions or with respect to statistical ensembles. Let us consider measurable functions \( \varphi: \mathcal{X} \to \mathbb{R} \) for the original system and \( \psi: \mathcal{Y} \to \mathbb{R} \) for the normalized system. We introduce their temporal and ensemble averages as

\[
\langle \varphi \rangle_t(x) = \lim_{t \to \infty} \frac{1}{t} \int_0^t \varphi \circ \Phi^s(x) ds, \quad \langle \varphi \rangle_\mu = \int \varphi \, d\mu,
\]

(2.16)

\[
\langle \psi \rangle_\tau(y) = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \psi \circ \Psi^\sigma(y) d\sigma, \quad \langle \psi \rangle_\nu = \int \psi \, d\nu,
\]

(2.17)

where the limits are assumed to exist; in general, the temporal averages depend on the initial state \( x \) or \( y \).

**Proposition 3.** For averages (2.16) and (2.17) the following relations hold

\[
\langle \psi \rangle_\tau(y) = \frac{\langle \varphi \rangle_t(x)}{\langle A \rangle_t(x)}, \quad \langle \psi \rangle_\nu = \frac{\langle \varphi \rangle_\mu}{\langle A \rangle_\mu},
\]

(2.18)

where \( y = P(x), \varphi(x) = \psi \circ P(x)A(x), \) and averages of \( A(x) \) are assumed to be finite and nonzero.

This proposition shows that both temporal and ensemble averages of any observable \( \psi(y) \) in the normalized system are related to respective averages of the observable \( \varphi(x) \) in the original system. Hence, the normalized system inherits some of the ergodic properties of the original flow: if temporal and ensemble averages are equal for \( \varphi(x) \) and \( A(x) \) in the original system, the same is true for \( \psi(y) \) in the normalized system. Recall that, in the definition of SRB (physical) measures [15], such equality is assumed for almost all initial states and bounded continuous test functions.

### 2.2. Symmetries of the normalized measure

Here we are going to extend the symmetry group \( \mathcal{G} \) to the normalized system. First, let us establish the action of symmetries on the normalized measure \( \nu \).

**Theorem 2.** Consider invariant measures \( \mu \) and \( g_* \mu \) of the flow \( \Phi^t \) for some \( g \in \mathcal{G} \). We denote by \( \nu \) and \( g_* \nu \) the corresponding invariant measures of the flow \( \Psi^\tau \) given by theorem 1. Then,

\[
g_* \nu = (P \circ g)_\# \nu_C, \quad C = A \circ g,
\]

(2.19)
where \( \nu_C \) is an absolutely continuous measure with respect to \( \nu \) such that

\[
\frac{d\nu_C}{d\nu} = \frac{C(y)}{\int C \, d\nu}.
\]

(2.20)

Here (2.20) is the change-of-time transformation (2.12), which is applied to the normalized measure \( \nu \). In the following, we assume \( \int C \, d\nu = \int A \circ g \, d\nu < \infty \) for all \( g \in \mathcal{G} \), implying that all measures \( g_\ast \nu \) exist. By theorem 2, elements of the group \( \mathcal{G} \) define transformations of normalized invariant measures through the relation \( \nu \mapsto g_\ast \nu \), which is a normalized counterpart of the push-forward \( \mu \mapsto g_\# \mu \) for the original measure. Therefore, \( g_\ast \) preserves the group structure:

**Corollary 1.** For any \( g \) and \( g' \in \mathcal{G} \), we have

\[
(g' \circ g)_\ast \nu = g'_\ast (g_\ast \nu),
\]

where the action of \( g_\ast \) is defined by (2.19) and (2.20).

We say that the normalized measure \( \nu \) is symmetric with respect to \( g \) if \( g_\ast \nu = \nu \). Combining proposition 2 and theorem 2, we see that this relation is not sensitive to temporal scalings:

**Corollary 2.** If the measure \( \mu \) is symmetric with respect to a composition \( g \circ h^a \) for some \( g \in \mathcal{G} \) and \( h^a \in \mathcal{H}_a \), then the normalized measure \( \nu \) is symmetric with respect to \( g \):

\[
(g \circ h^a)_\ast \mu = \mu \Rightarrow g_\ast \nu = \nu.
\]

(2.22)

We see that the normalized system inherits the symmetry group \( \mathcal{G} \) in the statistical sense. As we mentioned in section 1.3, the normalized measure \( \nu \) may be symmetric while \( \mu \) is not, manifesting a ‘hidden’ form of symmetry.

A specific form of the normalized system depends on a choice of the representative set \( \mathcal{Y} \). The next statement ensures that all choices are equivalent as far as the symmetry of the normalized measure is concerned.

**Theorem 3.** Assume that the normalized measure \( \nu \) from theorem 1 is symmetric with respect to \( g \in \mathcal{G} \) for some representative set: \( g_\ast \nu = \nu \). Then the same is true for any representative set.

It is useful to express \( g_\ast \nu \) in terms of the original measure \( \mu \).

**Proposition 4.** Under conditions of theorem 2, the following relation holds:

\[
g_\ast \nu = (P \circ g)_\ast \mu_C.
\]

(2.23)

In summary, we developed a quotient-like construction for the flow \( \Phi^t \) with respect to the group of temporal scalings \( \mathcal{H}_a \). It yields the normalized flow \( \Psi^t \) with the normalized invariant measure \( \nu \), which are not sensitive to temporal scalings. Symmetries of the remaining group \( \mathcal{G} \) persist in the form of transformations \( g_\ast \nu \) for normalized invariant measures.

### 2.3. Proofs of theorems 1–3 and propositions 2–4

We will need the following lemmas:
Lemma 1. For any measurable map $f: \mathcal{X} \mapsto \mathcal{X}$ and positive measurable functions $B: \mathcal{X} \mapsto \mathbb{R}_+$ and $B': \mathcal{X} \mapsto \mathbb{R}_+$ the following relations hold:

\[
(f \circ \mu)_B = f \circ \mu_{B;f}, \quad (f \circ \mu_{B'}) = f \circ \mu_{B'f}, \quad F = (B' \circ f)B.
\]

Proof. Equality of these measures can be verified by integrating them with a measurable function $\varphi: \mathcal{X} \mapsto \mathbb{R}$. Using (2.12) and the classical change-of-variables formula for a push-forward measure, one has

\[
\int \varphi d(f \circ \mu)_B = \int \varphi Bd(f \circ \mu) \frac{f \circ \mu}{f} \, d\mu = \int \varphi \circ f \, d\mu_{B;f}, \quad (2.26)
\]

proving (2.24). Equality (2.25) is obtained by combining (2.13) and (2.24).

Lemma 2. The maps $\Phi^\tau_A$ and $h^a$ commute for any $a > 0$ and time $\tau$.

Proof. Using expressions (2.11) and (2.5), we write

\[
h^a \circ \Phi^\tau_A(x) = h^a \circ \Phi(t_1) = \Phi^t \circ h^a(x), \quad (2.27)
\]

Similarly, using (2.11) for the state $x_1 = h^a(x)$, we express

\[
\Phi^\tau_A \circ h^a(x) = \Phi^\tau_A(x_1) = \Phi(t_1) \circ h^a(x), \quad (2.28)
\]

where the time $t_1$ is determined by the equation

\[
\tau = \int_0^{t_1} A \circ \Phi^\tau(x_1) \, ds = \int_0^{t_1} A \circ \Phi^\tau \circ h^a(x) \, ds. \quad (2.29)
\]

Using (2.5) and (2.9) in (2.29), we obtain

\[
\tau = \int_0^{t_1} A \circ h^a \circ \Phi^\tau(x) \, ds = \int_0^{t_1} A \circ \Phi^\tau(x) \frac{ds}{a} = \int_0^{t_1/a} A \circ \Phi^\tau(x) \, ds', \quad (2.30)
\]

where the last equality follows from the change of integration variable $s' = s/a$. Comparing (2.30) with the second expression in (2.11), we find $t = t_1/a$. Then, expressions (2.27) and (2.28) yield the commutativity property $h^a \circ \Phi^\tau_A = \Phi^\tau_A \circ h^a$.

Proof of Theorem 1. Let us show that

\[
P \circ \Phi^\tau_A \circ P(x) = P \circ \Phi^\tau_A(x) \quad (2.31)
\]

for any $x \in \mathcal{X}$. In the left-hand side, we use (2.10) and the commutation relation of lemma 2, which yields $P \circ \Phi^\tau_A \circ P(x) = P \circ h^a(x) \circ \Phi^\tau_A(x)$. Then, equality (2.31) follows from the projector property (see definition 2)

\[
P \circ h^a = P. \quad (2.32)
\]
By definitions (2.14) and (2.15), we have
\[
\Psi^\tau_1 \nu = (P \circ \Phi^\tau_1 \circ P)_{\mu_A} = (P \circ \Phi^\tau_1 \circ P)_{\mu_A} = (P \circ \Phi^\tau_1 \circ P)_{\mu_A} = P_{\mu_A} = \nu,
\] (2.33)
where we used (2.31) and the invariance of the measure \( \mu_A \) for the flow \( \Phi^\tau_1 \) by proposition 1. Hence, the measure \( \nu \) is invariant for the normalized flow \( \Psi^\tau \).

It remains to prove the property \( \Psi^{\tau_1} \circ \Psi^{\tau_2} = \Psi^{\tau_1+\tau_2} \). Using definition (2.14), we have
\[
\Psi^{\tau_1} \circ \Psi^{\tau_2} = P \circ \Phi^{\tau_1}_{A} \circ P \circ \Phi^{\tau_2}_{A} = P \circ \Phi^{\tau_1}_{A} \circ \Phi^{\tau_2}_{A} = P \circ \Phi^{\tau_1+\tau_2}_{A} = \Psi^{\tau_1+\tau_2},
\]
(2.34)
where we used (2.31) and the flow relation \( \Phi^{\tau_1}_{A} \circ \Phi^{\tau_2}_{A} = \Phi^{\tau_1+\tau_2}_{A} \).

**Proof of Proposition 2.** By theorem 1, the normalized measure for \( \tilde{\mu} = h^\tau_A \mu \) is found as
\[
\tilde{\nu} = P_2 \tilde{\mu}_A = P_2(h^\tau_A \mu)_A.
\] (2.35)
Taking \( f = h^\tau \) and \( B = A \) in (2.24), we obtain
\[
(h^\tau_A \mu)_A = h^\tau_A \mu_{A;B} = h^\tau_A \mu_{A/a} = h^\tau_A \mu_A,
\]
(2.36)
where we used (2.9) and the observation that dividing by a constant \( a \) in \( A(x)/a \) does not change the measure (2.12). Using (2.36) in (2.35) yields
\[
\tilde{\nu} = P_2 (h^\tau_A \mu_A) = (P \circ h^\tau)_{\mu_A} = P_{\mu_A} = \nu,
\] (2.37)
where we used the projector property (2.32).

**Proof of Proposition 3.** Using (2.14), we have
\[
\int_0^\tau \psi \circ \Psi^\sigma(y) d\sigma = \int_0^\tau \psi \circ P \circ \Phi^\sigma_{A}(y) d\sigma.
\] (2.38)
By proposition 1, we substitute \( \Phi^\sigma_{A}(y) = \Phi^\sigma(y) \) and \( d\sigma = A \circ \Phi^\sigma(y) ds \). This yields
\[
\int_0^\tau \psi \circ \Psi^\sigma(y) d\sigma = \int_0^\tau \psi \circ P \circ \Phi^\sigma(y)A \circ \Phi^\sigma(y) ds,
\] (2.39)
where
\[
\tau = \int_0^\tau A \circ \Phi^\sigma(y) ds.
\] (2.40)

Taking \( y = P(x) = h^{A(x)}(x) \) from (2.10) and using commutation relations (2.5), we reduce (2.39) to the form
\[
\int_0^\tau \psi \circ \Psi^\sigma(y) d\sigma = \int_0^\tau \psi \circ P \circ \Phi^\sigma \circ h^{A(x)}(x)A \circ \Phi^\sigma \circ h^{A(x)}(x) ds
\]
\[
= \int_0^\tau \psi \circ P \circ h^{A(x)} \circ \Phi^{s/A(x)}(x)A \circ h^{A(x)} \circ \Phi^{s/A(x)}(x) ds
\]
\[
= \int_0^\tau \psi \circ P \circ \Phi^{s/A(x)}(x)A \circ \Phi^{s/A(x)}(x) \frac{ds}{A(x)},
\] (2.41)
where the third equality follows from properties (2.9) and (2.32). Denoting \( \varphi = (\psi \circ P)A \) and performing the linear change of time \( s' = s/A(x) \), expression (2.41) becomes (dropping the primes)

\[
\int_0^T \psi \circ \Psi^s(y) d\sigma = \int_0^T \varphi \circ \Phi^s(x) ds, \quad T = \frac{t}{A(x)}.
\]  

(2.42)

Similarly, (2.40) is reduced to the form

\[
\tau = \int_0^T A \circ \Phi^s(x) ds.
\]

(2.43)

Since the average \( \langle A \rangle(x) \) of a positive function \( A \) is assumed to be finite and nonzero, one can see from (2.43) and (2.16) that the limit \( T \to \infty \) implies \( \tau \to \infty \) and vice versa. Hence, using (2.42) and (2.43), we have

\[
\langle \psi \rangle(y) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \psi \circ \Psi^s(y) d\sigma = \lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi \circ \Phi^s(x) ds = \frac{\langle \varphi \rangle(x)}{\langle A \rangle(x)}.
\]

(2.44)

Using (2.15) in (2.16) and (2.17) with the change-of-variables formula for the push-forward measure, we have

\[
\langle \psi \rangle = \int \psi d\nu = \int \psi P_\mu d\lambda = \int \psi P d\mu \frac{f(\psi \circ P)A d\mu}{\int A d\mu} = \frac{\langle \varphi \rangle}{\langle A \rangle}.
\]

(2.45)

where the last two equalities follow from (2.12) and \( \varphi(x) = \psi \circ P(x)A(x) \). □

**Proof of Theorem 2.** We first derive two simple identities. The first is

\[
P \circ g \circ P(x) = P \circ g \circ h^{(x)}(x) = P \circ g(x),
\]

(2.46)

where we substituted (2.10) and used commutation relation (2.4) with projector property (2.32).

The second identity is

\[
C \circ P(x)A(x) = A \circ g \circ h^{(x)}(x)A(x) = A \circ h^{(x)} \circ g(x)A(x) = A \circ g(x) = C(x).
\]

(2.47)

where we used sequentially \( C = A \circ g \), (2.10), (2.4) and (2.9).

By theorem 1 applied to the measure \( \tilde{\mu} = g_\mu \), we have

\[
g_\nu = P_{\mu} \tilde{\mu} = P_{\mu} (g_\mu) = P_{\mu} (g_\mu) = (P \circ g)_{\mu},
\]

(2.48)

where we used the equality \( (g_\mu) = g_{\mu} \) following from general relation (2.24) with \( C = A \circ g \). Using (2.46) in (2.48), we write

\[
g_\nu = (P \circ g \circ P)_{\mu} = (P \circ g)_{\mu}.
\]

(2.49)

Similarly, using (2.15) we express

\[
\nu_C = (P_{\mu}A)C = P_{\mu} F, \quad F = (C \circ P)A,
\]

(2.50)

where we used relation (2.25) written for the measure \( \nu \) with \( f = P, B = A \) and \( B' = C \). Notice that \( F = C \) by the identity (2.47). Hence, we obtain (2.19) by combining (2.49) and (2.50). □
Proof of Proposition 4. Expression (2.23) has been verified in (2.48).

Proof of Theorem 3. Let us consider two different representative sets, \( \mathcal{Y} \) and \( \tilde{\mathcal{Y}} \), with the corresponding projectors, \( P(x) = h^{h(x)}(x) \in \mathcal{Y} \) and \( \tilde{P}(x) = h^{\tilde{h}(x)}(x) \in \tilde{\mathcal{Y}} \). By theorem 1, the normalized measures are expressed as

\[
\nu = P_\mu A, \quad \tilde{\nu} = \tilde{P}_\mu A.
\] (2.51)

Using \( \nu \) from (2.51) and \( g_* \nu \) from (2.23), we write the symmetry condition \( \nu = g_* \nu \) as

\[
P_\mu A = (P \circ g)_\mu C.
\] (2.52)

Similarly, for the second representative set \( \tilde{\mathcal{Y}} \), the symmetry condition \( \tilde{\nu} = g_\tilde{\nu} \) is equivalent to

\[
\tilde{P}_\mu A = (\tilde{P} \circ g)_\mu \tilde{C}.
\] (2.53)

The proof will be completed by deriving (2.53) from (2.52).

Changing time in both sides of (2.52) with the relative speed \( \tilde{A}(x) \) yields

\[
(P_\mu A)_{\tilde{A}} = ((P \circ g)_\mu C)_{\tilde{A}}.
\] (2.54)

Using (2.25) in both sides of (2.54), we have

\[
P_\mu F = (P \circ g)_\mu H,
\] (2.55)

where

\[
F = (\tilde{A} \circ P) A, \quad H = (\tilde{A} \circ P \circ g) C.
\] (2.56)

The function \( F(x) \) is expressed using (2.10) and (2.9) as

\[
F(x) = \tilde{A} \circ h^{\tilde{h}(x)} A(x) = \tilde{A}(x).
\] (2.57)

Writing \( C(x) = A \circ g(x) = A(x_\varepsilon) \) with \( x_\varepsilon = g(x) \), we similarly express the function \( H(x) \) as

\[
H(x) = \tilde{A} \circ P(x_\varepsilon) A(x_\varepsilon) = \tilde{A} \circ h^{\tilde{h}(x_\varepsilon)} A(x_\varepsilon) = \tilde{A}(x_\varepsilon) = \tilde{A} \circ g(x) = \tilde{C}(x).
\] (2.58)

Combining (2.55) with (2.57) and (2.58), we have

\[
P_\mu F = (P \circ g)_\mu H.
\] (2.59)

Applying the push-forward \( \tilde{P} \) in both sides of this expression and using the relation \( \tilde{P} \circ P = \tilde{P} \) analogous to (2.32), yields the required identity (2.53). □

3. Hidden scaling symmetry in a shell model of turbulence

In this section we consider a popular toy-model, called a shell model, which mimics turbulent dynamics of incompressible three-dimensional Navier–Stokes equations [4, 25, 43]. It is represented by complex variables \( u_n \in \mathbb{C} \) called *shell velocities* and indexed by integer *shell*
numbers \( n \). Shell velocities are interpreted as amplitudes of velocity fluctuations at wavenumbers \( k_n = 2^n \). Thus, small wavenumbers (smaller \( n \)) describe large-scale motion and large wavenumbers (larger \( n \)) correspond to small-scale dynamics. Equations of motion are constructed in analogy with the Navier–Stokes system (preserving some of its symmetries and global inviscid invariants) and take the form [33]

\[
\frac{d u_n}{dt} = B_n - \text{Re}^{-1} k_n^2 u_n + f_n, \quad n \geq 0.
\]

Here \( B_n \) is the quadratic nonlinear term

\[
B_n = \begin{cases} 
  i(k_{n+1} u_{n+2} u_{n+1} - k_{n-1} u_{n+1} u_{n-1} + k_{n-2} u_{n-1} u_{n-2}), & n > 1; \\
  i(k_2 u_3 u^*_2 - k_0 u_2 u^*_0), & n = 1; \\
  ik_1 u_2 u^*_1, & n = 0,
\end{cases}
\]

where \( n = 0 \) and 1 are ‘boundary’ shell numbers, \( i \) is the imaginary unit, and the asterisks denote complex conjugation. We consider constant (time independent) forcing terms \( f_n \), which are nonzero only for the boundary shells \( n = 0 \) and 1. Equation (3.1) are written in non-dimensional form with characteristic integral scales set to unity. The viscous term \( \text{Re}^{-1} k_n^2 u_n \) is multiplied by the inverse of the dimensionless Reynolds number \( \text{Re} > 0 \).

Along with (3.1), we consider a shell model for the Euler equations of ideal flow. It is given by the equations

\[
\frac{du_n}{dt} = i(k_{n+1} u_{n+2} u^*_n - k_{n-1} u_{n+1} u^*_n + k_{n-2} u_{n-1} u^*_n), \quad n \in \mathbb{Z},
\]

where variables \( u_n \) are introduced for all integer shell numbers \( n \). Equation (3.3) are obtained from (3.1) and (3.2) for \( n > 1 \) after removing the forcing and viscous terms. We refer to [12] for analytical properties of equations (3.1)–(3.3), including the issues of existence and uniqueness of solutions.

### 3.1. Symmetries

In this subsection, we present the formal analysis of scaling symmetries for the ideal system (3.3). The state variable \( x = (u_n)_{n \in \mathbb{Z}} \) consists of all shell velocities. We assume the existence of a flow \( \Phi^t : \mathcal{X} \to \mathcal{X} \) in a properly defined configuration space \( x \in \mathcal{X} \). Having a solution \( (u_n(t))_{n \in \mathbb{Z}} = \Phi^t(x) \) of (3.3), new solutions are given by

\[
\begin{align*}
\text{Temporal scaling:} \quad & u_n(t) \mapsto u_n(t/a)/a, \quad a > 0; \\
\text{Spatial scaling:} \quad & u_n(t) \mapsto k_m u_{n+m}(t), \quad m \in \mathbb{Z}.
\end{align*}
\]

In terms of the state \( x \) considered at initial time \( t = 0 \), relations (3.4) define the mappings \( h^a : \mathcal{X} \to \mathcal{X} \) and \( g^m : \mathcal{X} \to \mathcal{X} \) acting on each shell velocity as

\[
\begin{align*}
x' &= h^a(x), \quad u'_n = u_n/a, \quad a > 0; \\
x' &= g^m(x), \quad u'_n = k_m u_{n+m}, \quad m \in \mathbb{Z}.
\end{align*}
\]

Notice that \( h^{a_1} \circ h^{a_2} = h^{a_1+a_2} \) and \( g^{m_1} \circ g^{m_2} = g^{m_1+m_2} \). These maps generate the two groups

\[
\mathcal{H} = \{h^a : a > 0\}, \quad \mathcal{G} = \{g^m : m \in \mathbb{Z}\}.
\]
We will write $g^l = g$, which represents the primary spatial scaling with the unit change of shell numbers $n \mapsto n + 1$. It is straightforward to see from (3.4)–(3.6) that the flow $\Psi^t$ and elements of the groups $\mathcal{H}_s$ and $G$ satisfy composition and commutation relations (2.3)–(2.5). Hence the theory of section 2 applies to the shell model.

3.2. Normalized system

The representative set $\mathcal{Y}$ is defined by a positive function $A(x)$ satisfying the homogeneity property (2.9). Given $x = (u_n)_{n \in \mathbb{Z}} \in \mathcal{X}$ the corresponding representative state $y = (U_n)_{n \in \mathbb{Z}} \in \mathcal{Y}$ is determined by the projector (2.10) as

$$y = P(x), \quad U_n = \frac{u_n}{A(x)} \quad (3.8)$$

As an example, we consider

$$A(x) = \sqrt{\sum_{n < 0} k_n^2 |u_n|^2}. \quad (3.9)$$

For turbulent solutions, the sum in (3.9) converges as a geometric progression with the main contribution from the largest (close to zero) shells numbers [36].

Given a solution $(u_n(t))_{n \in \mathbb{Z}} = \Psi(t)$ of system (3.3), we now derive formally the equations for the normalized solution $(U_n(\tau))_{n \in \mathbb{Z}} = \Psi^\tau(y)$. The normalized flow is defined by theorem 1 as $\Psi^\tau = P \circ \Phi^\tau$, which depends on the synchronized time given by expression (2.11) as

$$\tau = \int_0^t A \circ \Phi^s(x) ds. \quad (3.10)$$

Using expressions (3.8)–(3.10) in (3.3), after a long but elementary derivation one obtains [36]

$$\frac{dU_n}{d\tau} = i \left( k_{n+1} U_{n+2} U_{n+1}^* - k_{n-1} U_{n+1} U_{n-1}^* + k_{n-2} U_{n-1} U_{n-2}^* \right)$$

$$+ U_n \sum_{j < 0} k_j^3 \left( 2\pi j + 1 - \frac{\pi}{2} - \frac{\pi - 1}{4} \right), \quad \pi_j = \text{Im} \left( U_{j-1}^* U_j U_{j+1} \right). \quad (3.11)$$

These are equations satisfied by solutions $U_n(\tau)$ of the normalized system. The condition $A(y) = 1$ on the representative set is written using (3.9) as

$$\sum_{n < 0} k_n^2 |U_n|^2 = 1. \quad (3.12)$$

One can check that this condition is invariant for system (3.11).

Now let us analyze statistical symmetries of the normalized system. By theorem 1, the invariant measure $\mu$ of the flow $\Psi^t$ in the original system (3.3) yields the invariant measure

$$\nu = P \circ \mu A \quad (3.13)$$
of the flow $\Psi^\tau$ in the normalized system (3.11). For any scaling map $g^m \in G$, theorem 2 and proposition 4 yield the new invariant normalized measure as

$$g^m \nu = (P \circ g^m) \nu = (P \circ g^m)\mu_C, \quad C = A \circ g^m. \quad (3.14)$$

The transformation $\nu \mapsto g^m \nu$ can be associated with changes of variables. Indeed, expressions (3.14) imply transformations of state and time in the form

$$y \mapsto y^{(m)} = P \circ g^m(y),$$

$$d\tau \mapsto d\tau^{(m)} = A \circ g^m(y) d\tau. \quad (3.15)$$

Using projector (3.8) and the scaling map from (3.6), the first relation of (3.15) is written as

$$Un \mapsto U_n^{(m)} = km Un + A \circ g^m(y). \quad (3.16)$$

Using (3.6), (3.9) and (3.12), we derive

$$A \circ g^m(y) = \sum_{0 \leq n < m} k_n^2 |U_n|^2 = \begin{cases} \left(1 + \sum_{0 \leq n < m} k_n^2 |U_n|^2\right)^{1/2}, & m > 0; \\ 1, & m = 0; \\ \left(1 - \sum_{m \leq n < 0} k_n^2 |U_n|^2\right)^{1/2}, & m < 0. \end{cases} \quad (3.17)$$

One can check that these transformations define symmetries of the normalized system, i.e. equation (3.11) are satisfied by the velocities $U_n^{(m)}$ as functions of the time $\tau^{(m)}$ for any $m$, provided that $U_n(\tau)$ satisfy (3.11). Notice that, though symmetries (3.6) of the original system are linear, the respective transformation (3.15)–(3.17) for the normalized system is nonlinear.

### 3.3. Hidden scaling symmetry

Let us return to the original system (3.1) with forcing and viscous terms, which is used to model the developed turbulence for large Reynolds numbers, $Re \gg 1$. Dynamics of this model is not yet well understood theoretically, featuring important open problems of turbulence theory. The widely accepted conjecture [4, 22] is that shell variables can be grouped into three different ranges (see figure 3): the range of low wavenumbers $k_n \sim 1$ (small $n$) in which the forces are applied, the range of large wavenumbers $k_n \gtrsim Re^{3/4}$ (large $n$) in which the dynamics is dominated by the viscous term, and the intermediate range of wavenumbers

$$1 \ll k_n \ll Re^{3/4} \quad (3.18)$$

called the inertial interval. In the inertial interval, the forcing and viscous terms are negligible, which yields the equations of ideal system (3.3).

For the scaling analysis, it is convenient to define shell variables for all $n \in \mathbb{Z}$. This can be done by assigning some constant values to $u_n$ with $n < 0$; see the crossed cells in figure 3. We consider the system in a statistical equilibrium, i.e. assuming the existence of invariant measures denoted by $\mu^{Re}$ and dependent on the Reynolds number. Using (3.5) and (3.6) we introduce the measure obtained by a combination of spatial and temporal scalings as

$$s^m \mu^{Re}, \quad s = g^m \circ h^e. \quad (3.19)$$
Figure 3. Shell model describes a wide inertial interval, which separates a forcing range (shell numbers around zero) from a viscous range (shell numbers around $n_K = \log_2 \Re^{3/4}$). The double limit (3.21) extends the inertial interval to all shells. For invariant probability measures, this limit is expressed using spatiotemporal scalings $g^m \circ h^n$ in the original system or normalized scalings $g^m_\star$ in the normalized system.

Notice that the choice $a = k_n^{2/3}$ corresponds to the scaling $u_n \mapsto k_n^{1/3} u_{n+m}$ assumed in the Kolmogorov theory [4, 22]. According to (3.6), the transformation $g^m$ performs the shift of shell numbers $n \mapsto n + m$. Hence, the inertial interval (3.18) for measure (3.19) is given by the conditions

$$1 \ll k_{n+m} \ll \Re^{3/4}. \quad (3.20)$$

This condition is satisfied asymptotically for any $n \in \mathbb{Z}$ by considering the double limit

$$\lim_{m \to \infty} \lim_{\Re \to \infty}. \quad (3.21)$$

Here, the first limit $\Re \to \infty$ moves the viscous range $k_{n+m} \sim \Re^{3/4}$ to infinitely large positive shells $n \to +\infty$, and the second limit $m \to \infty$ moves the forcing range $k_{n+m} \sim 1$ to infinitely large negative shells $n \to -\infty$; see figure 3. Notice the importance of the limit order in this argument.

As we mentioned above, the dynamics in the inertial interval is governed by the ideal system (3.3). Hence, we can use the symmetry properties described in sections 3.1 and 3.2. It is known that spatiotemporal scaling symmetries $s = g^m \circ h^n$ from (3.19) are all broken in the inertial interval as a consequence of the intermittency phenomenon [4, 22], which signifies that the limit (3.21) of the measure (3.19) does not exist. We now argue, that a similar limit may exist for the scaled normalized measure, which is defined according to (3.14) as

$$g_\star^{m_\Re} \nu \Re = (P \circ g^m_\Re) \mu_\Re, \quad C = A \circ g^m. \quad (3.22)$$

Precisely, the asymptotic symmetry condition is formulated as

**Definition 3.** We say that the statistical stationary state of the shell model has a hidden scaling symmetry if the double limit

$$\nu_\infty = \lim_{m \to \infty} \lim_{\Re \to \infty} g_\star^{m_\Re} \nu \Re \quad (3.23)$$

converges weakly (for a proper, e.g. standard product topology). The limiting measure $\nu_\infty$ is symmetric:

$$g_\star \nu_\infty = \nu_\infty. \quad (3.24)$$
Notice that (3.24) follows from (3.23) and the group property (2.21) in corollary 1. We consider the convergence in (3.23) as a conjecture. Despite we are unable to prove it (the limit of high Reynolds numbers is still not well understood for the shell model), the hidden scaling symmetry can be tested by numerical simulations.

3.4. Numerical results

Here we present a brief account of numerical results supporting the conjecture of hidden scaling symmetry; we refer to [36] for further details on numerical simulations and statistical analysis. For approximating the limit (3.23), we took the very high Reynolds number Re = 2.5 × 10^{11} leading to the large inertial interval \( 1 \ll k_{\infty} \ll Re^{3/4} \approx k_{28} \). Equations (3.1) and (3.2) with the forcing terms \( f_0 = 2f_1 \) and \( f_1 = 1 + i \) were integrated numerically for the variables \( u_{10}, \ldots, u_{50} \) (with \( u_0 = 0 \) for \( n \geq 40 \)) in the large time interval \( 0 \leq t \leq 100 \).

Statistical properties of the normalized measure \( g^m_0Re \) from (3.22) can be accessed using proposition 3, which relates averages in the original and normalized system; see (2.16)–(2.18). The results presented below are obtained by means of temporal averages, assuming that the temporal and statistical ensemble averages are equal (ergodicity property); the latter is a usual though not rigorously proven assumption. Using relations of section 3.2, the normalized measure \( g^m_0Re \) reduces to computing temporal averages of the normalized and scaled shell velocities \( U^m_n \) as functions of the normalized and scaled times \( \tau^m_i \). Since the Reynolds number is already taken very large, we test the convergence of the limit (3.23) by verifying that probability density functions (PDFs) of the variables \( U^m_n \) do not depend on \( m \) in the inertial interval.

Figure 4 shows PDFs for the normalized velocities \( U^{(m)}_{2} \), \( U^{(m)}_{1} \), \( U^{(m)}_{0} \) and \( U^{(m)} \) for ten different values \( m = 12, \ldots, 21 \) chosen in the central part of the inertial interval. The coincidence of curves for different \( m \) provides a clear evidence of convergence. Figure 5 compares PDFs for \( U^{(m)}_{0} \) with PDFs for the rescaled variables \( k^{(m)}_{1} u_{m} \) considered in the Kolmogorov theory [4, 22]; see also (3.19) and the related discussion in section 3.3. While figure 5(a) confirms self-similarity for the normalized variable \( U^{(m)}_{0} \) up to numerical fluctuations, figure 5(b) demonstrates the symmetry breaking (a persistent drift of PDFs with a change of \( m \)) for the original variables.

The hidden scaling symmetry reveals an interesting connection with so-called Kolmogorov multipliers [11, 28]. For the shell model, these multipliers are defined as ratios \( u_{m+1}/u_{m} \). Using numerical simulations, statistics of the Kolmogorov multipliers was shown to be universal [3, 18], i.e. independent of the shell number \( m \) in the inertial range. The multipliers can be expressed in terms of normalized shell velocities given by (3.16) and (3.8) as

\[
\frac{u_{m+1}}{u_{m}} = \frac{U^{(m)}_{1}}{U^{(m)}_{0}} = \frac{U^{(m)}_{1}}{U^{(m)}_{0}}
\]

(3.25)

According to our numerical observations, the right-hand side in (3.25) has a universal (independent of \( m \)) statistics with respect to time \( \tau^{(m)} \) due to the hidden scaling symmetry.

In fact, the right-hand side in (3.25) can also be replaced by \( U^{(m-j)}_{j+1}/U^{(m-j)}_{j} \) for any integer \( j \). This generalization provides universal statistics with respect any fixed time \( \tau^{(m-j)} \) and justifies the earlier results [3, 18] on universal statistics of multipliers with respect to the original time \( t \) as follows. Increasing \( j \) yields a large separation between the scale of multiplier \( u_{m+1}/u_{m} \) and the much larger scale of time \( \tau^{(m-j)} \). It is natural to expect that the resulting statistics become independent of \( j \) for large-scale times \( \tau^{(m-j)} \), therefore, becoming the same as for the original time \( t \). We refer to [40], where such derivation is carried out in more detail for the Navier–Stokes system.
Figure 4. PDFs of real parts of normalized and scaled shell velocities $U^{(m)}_{-2}$, $U^{(m)}_{-1}$, $U^{(m)}_0$ and $U^{(m)}_1$ (green, blue, black and red) computed numerically. For each velocity, ten PDFs are shown for $m = 12, \ldots, 21$ in the inertial range. The collapse of PDFs onto a single profile verifies the hidden scaling symmetry.

Figure 5. PDFs for real parts of (a) self-similar normalized velocity $U^{(m)}_0$ and (b) the shell velocities rescaled according to the Kolmogorov theory as $k^{1/3}_n u_n$ and demonstrating a symmetry breaking. Both figures show numerical results for $m = 12, \ldots, 21$. The insets present the same graphs with a vertical logarithmic scale.

4. Intermittency

In fluid dynamics, intermittency refers to irregular alternation between concentrated turbulent and extended laminar-like motions at high Reynolds numbers, which is traditionally quantified as anomalous scaling of structure functions [22]. For the shell model from section 3, the structure function of degree $p > 0$ is defined as
which depends on the wavenumber $k_n = 2^n$ and a probability measure $\mu$ of a statistically stationary state. In the inertial interval (3.18), structure functions feature the asymptotic power law scaling

$$S_p(k_n) \propto k_n^{-\zeta_p}.$$  

The exponents can be defined by the double limit

$$\zeta_p = -\lim_{k_n \to \infty} \lim_{\Re \to \infty} \frac{\log S_p(k_n)}{\log k_n}.$$  

As described in section 3.3, this limit corresponds to large wavenumbers in the asymptotically infinite inertial interval (3.18). The anomaly is understood as a nonlinear dependence of $\zeta_p$ on $p$, deviating from the prediction $\zeta_p = p/3$ of the Kolmogorov theory and implying the broken scale invariance [19, 22].

Analysis of this section is based on the theory of section 2. Namely, we consider an invariant probability measure $\mu$ on $\mathcal{X}$ with the symmetry groups $H_{ts}$ and $G$, which define the normalized system on the representative set $\mathcal{Y}$. Introducing generalized structure functions, we relate intermittency to the hidden scaling symmetry. The main result is a formula for anomalous exponents, which is obtained as a consequence of the scaling symmetry of the normalized invariant measure. Being derived within a general group-theoretical formulation, this result is applicable to different turbulence models; see [37, 38] for different types of shell models and section 6.3 discussing the application to the Navier–Stokes system.

4.1. Generalized structure functions

Let $F : \mathcal{X} \to \mathbb{R}$ be a measurable function with the homogeneity property

$$F \circ h^a(x) = \frac{F(x)}{a^p}$$

for any $h^a \in H_{ts}$ and $x \in \mathcal{X}$. Let us also fix an arbitrary symmetry $g \in G$. We introduce the corresponding generalized structure function of order $p$ as

$$S_p(k_n) = \frac{1}{k_n^p} \int F \circ g^a \, d\mu,$$

where $k_n = 2^n$.

In applications to turbulence, we interpret $g$ as a space scaling map, which doubles spatial resolution. For the shell model example, structure functions (4.1) are recovered by taking $F(x) = |u_0|^p$ with the symmetries (3.5) and (3.6). A similar representation for the Navier–Stokes system is discussed in section 6.4.

First, let us describe the non-intermittent case, when the original measure $\mu$ is symmetric.

**Proposition 5.** Consider a measure $\mu$ satisfying the symmetry condition

$$(g \circ h^a)\mu = \mu$$

(4.6)
for some \( g \in G \) and \( h^n \in \mathcal{H}_n \). If \( \int F \, d\mu \) is finite and nonzero, then structure functions (4.5) have the power law scaling (4.2) with the exponents

\[ \zeta_p = (1 - \log_2 a) p. \tag{4.7} \]

**Proof.** Using properties (2.3) and (2.4), we express

\[ g^n = h^{1/d'} \circ (g \circ h^n)^e. \tag{4.8} \]

Substituting this formula into (4.5) yields

\[ S_p(k_n) = \frac{1}{k_n^p} \int F \circ h^{1/d'} \circ (g \circ h^n)^e \, d\mu. \tag{4.9} \]

Using the change-of-variables formula for a push-forward measure with symmetry assumption (4.6) and relation (4.4) yields

\[ S_p(k_n) = \frac{1}{k_n^p} \int F \circ h^{1/d'} \, d\mu = \frac{a^{np}}{k_n^p} \int F \, d\mu = k_n^{-\zeta_p} \int F \, d\mu \tag{4.10} \]

with exponent (4.7), where we took into account that \( k_n = 2^n \). \( \square \)

For example, by taking \( a = 2^{2/3} \), proposition 5 recovers the exponents \( \zeta_p = p/3 \) of the Kolmogorov theory [22]. As we already mentioned, it is known that the exponents \( \zeta_p \) depend nonlinearly on \( p \) in the intermittent turbulence [22, 44] and, hence, all symmetries (4.6) must be broken.

### 4.2. Structure functions in terms of multipliers

We turn now to the intermittent case assuming that, despite all scaling symmetries are broken for the measure \( \mu \), the hidden scaling symmetry is recovered for the normalized measure \( \nu \). In addition to (4.5), we introduce the normalized structure functions

\[ N_p(k_n) = \frac{1}{k_n^p} \int F \circ g^n \, d\nu, \tag{4.11} \]

in which the integration is performed with respect to the normalized measure \( \nu \) on the representative set \( Y \). In the next subsection 4.3 we will see that structure functions (4.5) and (4.11) have the same scaling asymptotics. In the present technical subsection, we derive iterative relations for the integral (4.11), which are used later for determining the scaling exponents \( \zeta_p \).

Our description uses the idea of Kolmogorov multipliers [3, 11, 28], which are ratios of velocity increments at different scales. Given a state \( x \), we introduce the generalized multiplier \( \sigma_n(x) \) as a similar ratio

\[ \sigma_n(x) = \frac{A \circ g^{n+1}(x)}{A \circ g^n(x)}, \tag{4.12} \]

where the function \( A(x) \) is computed at two different scales defined by the scaling maps \( g^{n+1} \) and \( g^n \). The important property of multipliers is that they are invariant with respect to time scalings: for \( x' = h^a(x) \) with any \( a > 0 \) one has

\[ \sigma_n(x') = \frac{A \circ g^{n+1}(x)}{A \circ g^n(x)} = \frac{A \circ h^a \circ g^{n+1}(x)}{A \circ h^a \circ g^n(x)} = \frac{A \circ g^{n+1}(x)/a}{A \circ g^n(x)/a} = \sigma(x), \quad x' = h^a(x), \tag{4.13} \]

\[ 3652 \]
where we used commutativity of $g$ with $h^n$ and (2.9). In particular, $\sigma(x) = \sigma(y)$ for $y = P(x)$.

We will use the sequences

$$\sigma_- = (\sigma_{-1}, \sigma_{-2}, \ldots) \in S_-$$  \hspace{1cm} (4.14)

considered as infinite-dimensional vectors in the space $S_- = \mathbb{R}^\infty_-$ with the standard product topology. Adding extra components $\sigma_0$ and $f$, we similarly introduce the sequences

$$\sigma_0 = (\sigma_0, \sigma_-) = (\sigma_0, \sigma_{-1}, \sigma_{-2}, \ldots) \in \mathbb{R} \times S_-.$$  \hspace{1cm} (4.15)

$$\phi = (f, \sigma_0) = (f, \sigma_0, \sigma_{-1}, \sigma_{-2}, \ldots) \in \mathbb{R} \times \mathbb{R} \times S_-.$$  \hspace{1cm} (4.16)

Functions $\sigma_n(y)$ from (4.12) and $f = F(y)$ define the mappings from $\mathcal{Y}$ to the spaces (4.14)–(4.16), which we denote as

$$\sigma_- = \mathcal{P}_-(y), \quad \sigma_0 = \mathcal{P}_0(y), \quad \phi = \mathcal{P}_0(y).$$  \hspace{1cm} (4.17)

We will also need the shift map $S : \mathbb{R} \times S_- \mapsto S_-$ defined by the relations

$$\sigma'_n = S(\sigma_n), \quad \sigma'_n = \sigma_{n+1}, \quad n < 0.$$  \hspace{1cm} (4.18)

Let us denote the scaled normalized measures as

$$\nu^{(n)} = g^n \nu,$$  \hspace{1cm} (4.19)

where the hidden scaling operator $g_\nu$ is given by expression (2.19) of theorem 2. We denote the images (pushforwards) of $\nu^{(n)}$ in the spaces (4.14)–(4.16) as

$$\nu^{(n)}(\sigma_-) = (\mathcal{P}_-)_n \nu^{(n)}, \quad \nu^{(n)}(\sigma_0) = (\mathcal{P}_0)_n \nu^{(n)}, \quad \nu^{(n)}(\sigma_0) = (\mathcal{P}_0)_n \nu^{(n)},$$  \hspace{1cm} (4.20)

where we specified the corresponding space variables in the parentheses. Finally, we assume that there exist conditional probability densities given by measurable functions $\rho^{(n)}_0(\sigma_0|\sigma_-)$ and $\rho^{(n)}_F(f|\sigma_0)$ satisfying the standard defining relations

$$d\nu^{(n)}(\sigma_0) = \rho^{(n)}_0(\sigma_0|\sigma_-) d\sigma_0 \nu^{(n)}(\sigma_-),$$

$$d\nu^{(n)}(\sigma_0) = \rho^{(n)}_F(f|\sigma_0) df \nu^{(n)}(\sigma_0).$$  \hspace{1cm} (4.21)

Here the assumption that the densities are measurable is taken for convenience; one can use conditional measures provided by the disintegration theorem in a more general situation; see e.g. [10].

The following theorem formulates structure functions in terms of multipliers; for the proof see subsection 4.4.

**Theorem 4.** Generalized structure functions (4.11) for $n \geq 0$ can be expressed in the form

$$N_p(k_n) = \int f \rho^{(n)}_F(f|\sigma_0) df \; d\lambda^{(n)}_p(\sigma_0),$$  \hspace{1cm} (4.22)

where

$$d\lambda^{(n)}_p(\sigma_0) = \frac{c_n}{k_n} \left( \prod_{j=1}^n \sigma^{n-1}_{-j} \right) d\nu^{(n)}(\sigma_0), \quad c_n = \prod_{j=1}^n A \circ g d\nu^{(n)} f^{-1}.$$  \hspace{1cm} (4.23)
The measures \( \lambda^{(n)}_p(\sigma_\varnothing) \) satisfy the iterative relations with \( \lambda^{(0)}_p = \nu^{(0)}_\varnothing \) and
\[
d\lambda^{(n+1)}_p(\sigma_\varnothing) = 2^{-p} \sigma_\varnothing \rho^{(n+1)}_0(\sigma_\varnothing) d\sigma_\varnothing d\lambda^{(n)}_p(\sigma_\varnothing), \quad \Lambda^{(n)}_p(\sigma_\varnothing) = S \lambda^{(n)}_p(\sigma_\varnothing), \quad (4.24)
\]
where the measure \( \Lambda^{(n)}_p(\sigma_\varnothing) \) is obtained using the shift operator (4.18).

We remark that expression (4.24) can be written as
\[
\lambda^{(n+1)}_p = L^{(n+1)}_p \lambda^{(n)}_p, \quad (4.25)
\]
where \( L^{(n+1)}_p \) is a linear operator acting on \( \lambda^{(n)}_p(\sigma_\varnothing) \). Notice that this operator does not preserve the probability property of measures, i.e. \( \int d\lambda^{(n)}_p \neq 1 \) in general.

4.3. Anomalous exponents as Perron–Frobenius eigenvalues

In this subsection, we show how the scaling power laws for structure functions appear as a consequence of the hidden scaling symmetry. We establish this connection in two steps. First, we relate the original (generalized) structure functions \( S_p \) from (4.5) with the normalized structure functions from (4.11). Then, using the symmetry condition for the normalized measure, \( g_\nu \nu = \nu \), and the iterative relation of theorem 4, we derive the asymptotic power law scaling (4.2) and determine the respective exponents \( \zeta_p \).

Let us use the shell model from section 3 as an example. System (3.1) describes the evolution of shell variables \( u_n(t) \) for \( n \geq 0 \), where \( n = 0 \) corresponds to the largest scale (lowest wavenumber \( k_0 = 1 \)) of the system. For a proper definition of the scaling group, we must introduce the ‘dummy’ shell variables with \( n < 0 \); see the crossed cells in figure 3. This is a purely formal procedure, because these variables are removed in the limit \( m \to \infty \); see figure 3 and definition 3 of the hidden scaling symmetry. Therefore, we are free to set \( u_{-1} = 2 \) and \( u_n = 0 \) for \( n < -1 \), which yields the sum \( \sum_{n<0} k_n^2 |u_n|^2 = 1 \). With such a choice the function \( A(x) \) from (3.9) takes the constant value
\[
A(x) = 1 \quad (4.26)
\]
for all states \( x \) of interest. According to definition 2 and theorem 1, we conclude that the normalized measure \( \nu \) coincides with \( \mu \) and, hence, the structure functions (4.5) coincide with their normalized counterparts (4.11):
\[
S_p(k_n) = N_p(k_n). \quad (4.27)
\]

One can imagine that the ‘trick’ leading to (4.26) and (4.27) is applicable in other fluid models, which possess the largest (so-called integral) scale. It is related to a proper artificial extension of the state variable \( x \) to larger scales. Obviously, this extension does not affect the asymptotic scaling properties referring to small-scale dynamics.

Now we turn to the hidden scaling symmetry introduced in definition 3 as the double limit (3.23) in the inertial interval. This symmetry implies that the measure \( \nu^{(n)} \) from (4.19) converges to the self-similar measure \( \nu^\infty \), and the same refers to the corresponding projections (4.20). In particular, we can write analogous limits for conditional probability densities from (4.21) as
\[
\lim_{n \to \infty} \lim_{\Re \to \infty} \rho^{(n)}_0 = \rho^\infty_0, \quad \lim_{n \to \infty} \lim_{\Re \to \infty} \rho^{(n)}_F = \rho^\infty_F. \quad (4.28)
\]
We define the limiting operator \( L^\infty_p \) acting on measures \( \lambda_p(\sigma_\ominus) \) and corresponding to (4.24) and (4.25) as

\[
\lambda'_p = L^\infty_p[\lambda_p], \quad d\lambda'_p(\sigma_\ominus) = 2^{-p} \sigma_{\ominus} \rho^\infty_0(\sigma_\ominus) d\sigma_0 d\lambda_p(\sigma_\ominus),
\]

\[
\lambda_p(\sigma_\ominus) = s_1 \lambda_p(\sigma_\ominus), \quad (4.29)
\]

where we replaced \( \rho^{(n+1)}_0 \) by its asymptotic form \( \rho^\infty_0 \). The operator \( L^\infty_p \) is linear and positive: it maps positive measures to positive measures. Hence, we can use the Krein–Rutman theorem under proper assumptions of compactness; see [14, section 19.5] for a precise formulation.

This theorem, generalizing the Perron–Frobenius theorem for matrices with positive entries [31, chapter 16], proves the existence of the (maximum) Perron–Frobenius eigenvalue \( R_p > 0 \) with a positive eigenvector (probability measure) \( \lambda^\infty_p \) satisfying the equation

\[
L^\infty_p[\lambda^\infty_p] = R_p \lambda^\infty_p. \quad (4.30)
\]

The eigenvalue \( R_p \) is simple and dominant: absolute values of all other eigenvalues of \( L^\infty_p \) are smaller than \( R_p \) under the assumption of strong positivity [14, section 19.5].

Let us write the iterative relations of theorem 4 in the operator form as

\[
\lambda^{(n)}_p = L^{(n)}_p \circ L^{(n-1)}_p \circ \ldots \circ L^{(1)}_p[\nu^{(0)}_\ominus], \quad \nu^{(0)}_\ominus = (P_\ominus)_1 \nu. \quad (4.31)
\]

The convergence properties (4.28) imply that the limiting operator \( L^{(n)}_p \to L^\infty_p \) asymptotically for large \( n \) in the inertial interval. Hence, the iterative procedure (4.31) with a generic initial measure \( \nu^{(0)}_\ominus \) converges for large \( n \) to the dominant Perron–Frobenius mode. In particular, the measures \( \lambda^{(n)}_p \) converge, up to a positive scalar factor, to the Perron–Frobenius eigenvector \( \lambda^\infty_p \).

In this limit, each iteration reduces to multiplication by the Perron–Frobenius eigenvalue \( R_p \).

Precisely, these properties are formulated as

\[
\lim_{n \to \infty} \lim_{R \to \infty} \frac{\lambda^{(n)}_p}{d\lambda^{(n)}_p} = \lambda^\infty_p, \quad \lim_{n \to \infty} \lim_{R \to \infty} \frac{d\lambda^{(n+1)}_p}{d\lambda^{(n)}_p} = R_p. \quad (4.32)
\]

Using limits (4.28) and (4.32) with expressions (4.22) and (4.27), yields the structure function asymptotically proportional to

\[
S_p(k_n) \propto R^p_p \int f \rho^\infty_p(f|\sigma_\ominus) df \ d\lambda^\infty_p(\sigma_\ominus). \quad (4.33)
\]

Notice that the limits in (4.32) are considered here as assumptions, which are naturally related to the hidden scaling symmetry. A precise formulation that guarantees the convergence would require technical details depending on a specific system under consideration. Recalling that \( k_n = 2^n \), we obtain the following formula for scaling exponents in (4.2).

**Corollary 3.** Assuming limits (4.28) and (4.32) and a finite nonzero value of the integral

\[
\int f \rho^\infty_p(f|\sigma_\ominus) df \ d\lambda^\infty_p(\sigma_\ominus), \quad (4.34)
\]

the structure function \( S_p(k_n) \) has the asymptotic power law scaling (4.2) in the inertial interval with the exponent

\[
\zeta_p = -\log_2 R_p, \quad (4.35)
\]

where \( R_p \) is the Perron–Frobenius eigenvalue; see (4.30).
The important property of corollary 3 is that exponents (4.35) can be anomalous, i.e. depending nonlinearly on \( p \). For example, consider the probability density \( \rho_0 (\sigma_0 | \sigma_0) = \rho (\sigma_0) \), which is independent of \( \sigma_- \). Recall that the Perron–Frobenius eigenvector is the only positive eigenvector (measure) solution of (4.30) \([14, 31]\). In this case the eigenvalue problem (4.30) with the operator (4.29) can be solved by using the ansatz

\[
\sigma_0^p \frac{d \tilde{\lambda}_p (\sigma_\circ)}{d \sigma_0} = \sigma_0^p \rho (\sigma_\circ),
\]

(4.36)

which yields

\[
2^{-p} \rho (\sigma_0) d \sigma_0 = \int \rho (\sigma_\circ) d \tilde{\lambda}_p (\sigma_\circ),
\]

(4.37)

After dividing by \( \sigma_0^p \), both sides can be integrated taking into account that

\[
\int d \tilde{\lambda}_p (\sigma_\circ) = \int d \tilde{\lambda}_p (\sigma_\circ),
\]

due to the pushforward relation. This yields

\[
R_p = 2^{-p} \int \sigma_0^p \rho (\sigma_0) d \sigma_0.
\]

(4.38)

Expression (4.38) defines the Perron–Frobenius eigenvalues \( R_p \) through moments of the probability density \( \rho (\sigma_0) \). As a consequence, the corresponding exponents \( \zeta_p = - \log_2 R_p \) are anomalous (depend nonlinearly on \( p \)) in general, e.g. consider \( \rho (\sigma_0) \) to be a normal distribution. Furthermore, one can show the well-known concave property of \( \zeta_p \) as a function of \( p \) \([22]\): applying the Cauchy–Schwarz inequality to (4.38) yields

\[
R_{p+q}^2 \leq R_p R_q
\]

and, hence,

\[
\zeta_{p+q} \geq \frac{(\zeta_p + \zeta_q)}{2}.
\]

We refer to the subsequent work \([37]\), where relation (4.38) is implemented rigorously for the anomalous statistics in a specially designed shell model. Also, we refer to \([38]\) for the numerical verification of corollary 3 in the Sabra shell model of turbulence, where the operator \( L_\infty^p \) is approximated using multi-dimensional histograms. This latter work uses the concept of turn-over times \( T_m \), which are defined through the function \( 1/(A(x)) \) from (3.9) in section 3.2, and the derivation of anomalous power-laws is given in a different way using temporal averages. The two derivations are equivalent under the ergodicity assumption.

Another consequence of corollary 3 is that the exponents \( \zeta_p \) depend only on the time-homogeneity property (4.4), i.e. they do not depend on a specific form of function \( F \). Using this property, one can apply our results to integrated multi-time correlation functions studied in \([5, 34]\). Notice, however, that the scaling may change if the integral (4.34) vanishes or diverges.

In summary, we see that normalized measures with a hidden scaling symmetry define scaling exponents \( \zeta_p \) in terms of Perron–Frobenius eigenvalues of the linear operators \( L_\infty^p \). These exponents may depend nonlinearly on \( p \), i.e. be anomalous.

4.4. Proof of theorem 4

Lemma 3. The formula

\[
N_p (k_n) = \frac{c_m}{k_0^m} \int \left( \prod_{j=1}^{m} \sigma_{j-1}^{p-1} \right) F \circ g^{m} \, d\nu_A^{(m)}
\]

(4.39)

is valid for any \( m \geq 0 \).

Proof of Lemma 3. Expression (4.39) reduces to the definition (4.11) for \( m = 0 \) and \( c_0 = 1 \). Hence, we can prove it by induction assuming that (4.39) is valid for a given \( m \geq 0 \) and verifying the next value \( m + 1 \).
Let us first prove the identity
\[ F \circ g^{n}(y) = C'(y)F \circ g^{n-1} \circ P \circ g(y), \quad C(y) = A \circ g(y) \] (4.40)
for any \( y \in \mathcal{Y} \). By definition (2.10), we have \( P \circ g(y) = h^{a} \circ g(y) \) with \( a = A \circ g(y) = C(y) \).

Using the inverse map \((h^{a})^{-1} = h^{1/a}\), we have
\[ g(y) = h^{1/C(y)} \circ P \circ g(y). \] (4.41)

Hence,
\[ F \circ g^{n}(y) = F \circ g^{n-1} \circ g(y) = F \circ g^{n-1} \circ h^{1/C(y)} \circ P \circ g(y). \] (4.42)

Using commutativity of \( g^{n-1} \) with \( h^{1/C(y)} \) and relation (4.4) yields (4.40).

Second, let us prove the relations
\[ \sigma_{n}(y) = \sigma_{n-1} \circ P \circ g(y), \quad \sigma_{0}(y) = C(y) \] (4.43)
for any \( n \in \mathbb{Z} \) and \( y \in \mathcal{Y} \). Relation (4.40) yields
\[ A \circ g^{n}(y) = C(y)A \circ g^{n-1} \circ P \circ g(y), \] (4.44)
because the function \( A(y) \) satisfies condition (4.4) with \( p = 1 \); see (2.9). Using (4.44) in both numerator and denominator of definition (4.12), yields the first relation of (4.43). The second relation follows from (4.12) for \( n = 0 \) because \( A(y) = 1 \); see (2.9).

Equality (4.39) is expressed using (4.40) as
\[ N_{p}(k_{n}) = \frac{C_{n}}{k_{n}} \int \left( \prod_{j=1}^{m} \sigma_{p-1}^{n-j} \right) C'F \circ g^{n-m-1} \circ P \circ g \, d\nu^{(m)}. \] (4.45)

With the second relation of (4.43), we replace \( C^{p-1} \) in (4.45) by \( \sigma_{0}^{p-1} \), extending the product to \( j = 0 \) as
\[ N_{p}(k_{n}) = \frac{C_{n}}{k_{n}} \int \left( \prod_{j=0}^{m} \sigma_{p-1}^{n-j} \right) CF \circ g^{n-m-1} \circ P \circ g \, d\nu^{(m)}. \] (4.46)

The change of time transformation (2.20) yields
\[ N_{p}(k_{n}) = \frac{C_{m+1}}{k_{n}} \int \left( \prod_{j=0}^{m} \sigma_{p-1} \right) F \circ g^{n-m-1} \circ P \circ g \, d\nu_{C}^{(m)}, \quad d\nu_{C}^{(m)} = \frac{C \, d\nu^{(m)}}{C \, d\nu^{(m)}}. \] (4.47)

where we used expression (4.23) for the coefficient \( c_{m+1} \). Using the first relation of (4.43) in (4.47) and changing the product index \( j \mapsto j + 1 \), we write
\[ N_{p}(k_{n}) = \frac{C_{m+1}}{k_{n}} \int \left( \prod_{j=1}^{m+1} \sigma_{j} \circ P \circ g \right) F \circ g^{n-m-1} \circ P \circ g \, d\nu_{C}^{(m)}. \] (4.48)
Finally, the change of variables \( y \mapsto P \circ g(y) \) reduces (4.48) to the form

\[
N_p(k_n) = \frac{C_{n+1}}{k_n} \int \left( \prod_{j=1}^{n+1} \sigma_{p-1}^{n+1-j} \right) F \circ g^{n-m-1} \, d\nu'',
\]

(4.49)

where \( \nu'' = (P \circ g)_\ast \nu^n_C \) is a pushforward measure given by the classical change-of-variables formula. This measure is expressed by the hidden symmetry transformation (2.19) and (4.19) as

\[
\nu'' = (P \circ g)_\ast \nu^n_C = g_\ast (g_\ast^{m+1} \nu) = \nu^{m+1}.
\]

(4.50)

Expressions (4.49) and (4.50) prove the induction step: the formula (4.39) for \( m + 1 \).

Equality (4.39) written for \( m = n \) takes the form

\[
N_p(k_n) = \frac{C_{n}}{k_n} \int \left( \prod_{j=1}^{n} \sigma_{p-1}^{n-j} \right) F \, d\nu^{(n)}.
\]

(4.51)

Notice that the integral expression depends only on \( F \) and \( \sigma_{p-1}, \sigma_{p-2}, \ldots, \sigma_0 \) as functions of \( y \in \mathcal{Y} \), integrated with respect to the measure \( \nu^{(n)} \) in the representative set \( \mathcal{Y} \). By changing the integration variables from \( y \) to \((f, \sigma_0, \sigma_{p-1}, \sigma_{p-2}, \ldots) = P \phi(y) \) with \( f = F(y) \), we reduce formula (4.51) to the form

\[
N_p(k_n) = \frac{C_{n}}{k_n} \int \left( \prod_{j=1}^{n} \sigma_{p-1}^{n-j} \right) f \, d\nu^{(n)}.
\]

(4.52)

Here the measure \( d\nu^{(n)} \) is substituted by its image \( d\nu^{(n)}_\phi \) in the space \( \phi = (f, \sigma_0, \sigma_{p-1}, \sigma_{p-2}, \ldots) \); see (4.16), (4.17) and (4.20). Finally, using the second expression in (4.21), we prove relations (4.22) and (4.23) of the theorem.

Let us now prove the iterative relations (4.24). Using the first relation of (4.21) and \( k_n = 2^n \) in expression (4.23) for \( n + 1 \), we write

\[
\lambda_{p+1}^{(n+1)}(\sigma_\ominus) = 2^{-p} \sigma_p^{p+1} \lambda_{p+1}^{(n+1)}(\sigma_\ominus) d\sigma_0 d\Lambda'(\sigma_\ominus),
\]

(4.53)

where

\[
d\Lambda'(\sigma_\ominus) = \frac{C_{n+1}}{k_n} \left( \frac{1}{\sigma_{p-1}} \prod_{j=1}^{n+1} \sigma_{p-1-j} \right) d\nu^{(n+1)}(\sigma_\ominus).
\]

(4.54)

Comparing with (4.24), one can see that for the proof of the theorem it remains to show that

\[
\Lambda'(\sigma_\ominus) = S_{p+1} \lambda_p^{(n)}(\sigma_\ominus).
\]

(4.55)

Using (4.20) we express the last measure in (4.54) as \( \nu_{p+1}^{(n+1)} = (P_\ominus)_\ast \nu^{(n+1)}_C \). Combining this expression with (4.50) yields

\[
\nu_{p+1}^{(n+1)} = (P_\ominus \circ P \circ g)_\ast \nu^{(n)}_C.
\]

(4.56)
One can see using (4.43) and definitions (4.14)–(4.18) that $P_\pm \circ P \circ g = S \circ P_\pm$. Hence,

$$\nu^{(n+1)}_\pm = (S \circ P)_{\pm}^{(n)} \nu^{(n)}_C.$$  \hspace{1cm} (4.57)

For $\nu^{(n)}_C$, we use expressions (2.20) with $C = A \circ g$ and (4.43) as

$$d\nu^{(n)}_C = \frac{\sigma_0 d\nu^{(n)}_C}{A \circ g d\nu^{(n)}_C}.$$ \hspace{1cm} (4.58)

Substituting (4.58) into (4.57) and using definitions (4.18) and (4.20), we have

$$\nu^{(n+1)}_\pm = S\lambda^{(n)}_\pm(A) , \hspace{1cm} d\lambda^{(n)}_\pm(A) = \frac{\sigma_0 d\nu^{(n)}_C}{A \circ g d\nu^{(n)}_C}.$$ \hspace{1cm} (4.59)

Substituting (4.59) into (4.54) and using properties of the shift map (4.18) yields

$$\Lambda'(\sigma_\pm) = S\lambda'(\sigma_\pm), \hspace{1cm} d\lambda'(\sigma_\pm) = \frac{c_{n+1}}{kn} \prod_{j=1}^{n} \sigma_{p-1}^{(n)} d\nu^{(n)}_C(A \circ g d\nu^{(n)}_C).$$ \hspace{1cm} (4.60)

Using (4.23) we finally derive

$$d\lambda'(\sigma_\pm) = \frac{c_n}{kn} \prod_{j=1}^{n} \sigma_{p-1}^{(n)} d\nu^{(n)}_C(A \circ g d\nu^{(n)}_C) = d\lambda^{(n)}_p(\sigma_\pm).$$ \hspace{1cm} (4.61)

Then, expressions (4.60) and (4.61) yield (4.55).

5. Quotient construction with Galilean transformations

In this section, we study the equivalence relation with respect to Galilean transformations. It is the second symmetry (in addition to temporal scalings), which does not commute with the flow; see table 1 in section 1.1. Here we develop a quotient construction similar to the one of section 2, but using different commutation relations. These two constructions will be put together in the next section 6. As before, we consider an infinite-dimensional probability measure space $(\mathcal{X}, \Sigma, \mu)$ with the measure $\mu$ invariant for a measurable flow $\Phi^t: \mathcal{X} \mapsto \mathcal{X}$.

5.1. Symmetries and spatial homogeneity

We explore the equivalence relation with respect to the group of Galilean transformations:

$$\mathcal{H}_g = \{ s^V : \mathbb{R}^d \}. \hspace{1cm} (5.1)$$

Additionally, we consider the group (2.1) from section 2. It is generated by rotations $s^Q_{a}$ and scaling maps $s^a_{\text{in}}$ and $s^b_{\text{out}}$ as

$$\mathcal{S} = \{ s^Q_{a} \circ s^a_{\text{in}} \circ s^b_{\text{out}} : Q \in \text{O}(d), \hspace{0.2cm} a > 0, \hspace{0.2cm} b > 0 \}. \hspace{1cm} (5.2)$$
Also, we consider spatial translations \( s^r \), which play an auxiliary role. Commutation relations for all these maps and the flow are defined by table 1. The central relation for this section is

\[
\Phi^t \circ s^v = s^v \circ \Phi^t, \quad (5.3)
\]

implying that Galilean transformations do not commute with the flow. The commuted states are translated by the distance \( r = vt \) in physical space \( \mathbb{R}^d \).

We say that the measure \( \mu \) is (spatially) homogeneous if

\[
(s^r)_\# \mu = \mu, \quad r \in \mathbb{R}^d.
\]

(5.4)

This means that \( \mu \) is symmetric with respect to all spatial translations. From now on, we restrict our study to homogeneous measures \( \mu \). One can check using table 1 that measures \( s^r \# \mu \) are homogeneous for any map \( s \in \mathcal{H}_g \) or \( S \); see (5.1) and (5.2). Also, due to commutation relation (5.3), the homogeneity is a necessary and sufficient condition for the invariance of Galilean transformed measures \( (s^v g)_\# \mu \) under the flow \( \Phi^t \). Thus, Galilean transformations are symmetries for homogeneous invariant measures in the sense of definition 1. We remark that spatial homogeneity is a typical assumption in the theory of turbulence [22].

### 5.2. Representative set, periodicity and incompressibility

We consider the equivalence relation with respect to the group \( \mathcal{H}_g \) as

\[
x \sim x' \text{ if } x' = s^v g (x), \quad v \in \mathbb{R}^d, \quad (5.5)
\]

i.e. two states are equivalent if they are related by a Galilean transformation for some velocity \( v \in \mathbb{R}^d \). Similarly to definition 2 of section 2.1, we introduce a representative set containing a single state from each equivalence class.

**Definition 4.** We call \( Z \subset \mathcal{X} \) a representative set (with respect to the group \( \mathcal{H}_g \)), if the following properties are satisfied. For any \( x \in \mathcal{X} \), there exists a unique velocity \( v = V(x) \in \mathbb{R}^d \) such that \( z = s^v g (x) \in Z \). The function \( V : \mathcal{X} \mapsto \mathbb{R}^d \) is measurable.

Consider any state \( x_1 = s^v g (x) \) from the equivalence class of \( x \in \mathcal{X} \). By definition 4 we have

\[
z_1 = s^{v_1} g (x_1), \quad v_1 = V(x_1) = V \circ s^v g (x). \quad (5.6)
\]

Using relation \( s^{v_1} g \circ s^v g = s^{v_1 + v} g \) from table 1, we have

\[
z_1 = s^{v_1} g (x_1) = s^{v_1} g \circ s^v g (x) = s^{v_1 + v} g (x) = s^{V(x_1) + v} g (x), \quad (5.7)
\]

On the other hand, since \( x_1 \sim x \), the uniqueness of a representative state in each equivalence class implies that \( z_1 = z = s^{V(x)} g (x) \). We conclude that the function \( V(x) \) from definition 4 has the properties

\[
V \circ s^v g (x) = V(x) - v, \quad V(z) = 0 \quad (5.8)
\]

for any \( v \in \mathbb{R}^d \).

Relation (5.3) is different from the commutation relation (2.5) for temporal scalings used in section 2. This difference affects our quotient construction, for which we need to impose
some extra conditions. The first condition is periodicity of a measure \( \mu \). It means that there exist linearly independent vectors \( e_1, \ldots, e_d \in \mathbb{R}^d \) such that

\[
x = s_1^0(x) = \ldots = s_d^0(x)
\]

(5.9)

for almost every \( x \in \mathcal{X} \) with respect to \( \mu \). The period vectors \( e_1, \ldots, e_d \) may depend on the measure \( \mu \) but not on the state \( x \). Periodicity is not crucial for our construction, but it considerably simplifies the analysis. This property features periodic flows, which are very common in the theory of turbulence [22].

The physical origin of a Galilean transformation is the change to a reference frame moving with a constant velocity \( \mathbf{v} \) in physical space \( \mathbb{R}^d \). Given a state \( x \in \mathcal{X} \), we are going to use \( \mathbf{V}(x) \) as a speed of a corresponding reference frame. Considering a solution \( \Phi^t(x) \), we now introduce a reference frame translated in physical space along some trajectory \( \mathbf{r} = \mathbf{R}^t(x) \); see figure 6. By \( \tilde{x} = s_t^x \circ \Phi^t(x) \) we represent the state at time \( t \) in a reference frame moved to position \( \mathbf{r} \in \mathbb{R}^d \).

We set the instantaneous speed of this reference frame to be \( \mathbf{V}(\tilde{x}) = \mathbf{V} \circ s_t^x \circ \Phi^t(x) \). Assuming that \( \mathbf{r} = 0 \) at \( t = 0 \), we obtain the Cauchy problem for the trajectory \( \mathbf{r} = \mathbf{R}^t(x) \) in the form

\[
\frac{d\mathbf{R}^t}{dt} = \mathbf{v}_x(\mathbf{R}^t, t), \quad \mathbf{R}^0 = 0,
\]

(5.10)

with the time-dependent velocity field

\[
\mathbf{v}_x(r, t) = \mathbf{V} \circ s_t^x \circ \Phi^t(x)
\]

(5.11)

in physical space \( \mathbb{R}^d \). Periodicity conditions (5.9) and commutation relations of table 1 yield the periodicity of velocity field (5.11) as

\[
\mathbf{v}_x(r, t) = \mathbf{v}_x(r + e_1, t) = \ldots = \mathbf{v}_x(r + e_d, t).
\]

(5.12)

**Definition 5.** Given the function \( \mathbf{V}(x) \), we say that the flow is incompressible if the velocity field \( \mathbf{v}_x(r, t) \) in (5.11) is continuous in \((r, t)\), continuously differentiable in \( r = (r_1, \ldots, r_d) \), and

\[
\text{div } \mathbf{v}_x = 0
\]

(5.13)

for all \( x, r \) and \( t \), where \( \text{div} = \partial/\partial r_1 + \cdots + \partial/\partial r_d \) is the divergence operator.
We emphasize that (5.13) is not the incompressibility condition for the phase-space volume in $\mathcal{X}$; instead, it refers to physical space $\mathbb{R}^d$ accessed by means of symmetries. By Picard’s theorem (see, e.g. [48]), problem (5.10) has a unique local solution for velocity fields from definition 5, and periodicity (5.12) ensures that the solution is defined globally in time. Additionally, we assume that $\mathcal{R}(x)$ is measurable as a function of $x$ and $t$. This assumption is natural, because one expects continuous dependence of solutions on initial states $x$ in well-posed problems; see, however, the remark in section 1.1.

To give an example, let us consider the Euler system from section 1.1 with $x = u_0(r)$ representing a fluid velocity field at initial time. For the function $V(x)$, the simplest choice is

$$V(x) = u_0(0)$$

(5.14)

corresponding to the velocity at $r = 0$. Expression (5.11) with the fluid velocity $u(r, t) = \Phi(x)$ and $s^x_s$ from (1.3) yield

$$v_s(r, t) = u(r, t).$$

(5.15)

We see that (5.13) is exactly the fluid incompressibility condition, and $r = \mathcal{R}(x)$ in (5.10) is the Lagrangian (particle) trajectory that starts at the origin at $t = 0$.

5.3. Normalized flow and invariant measure

Let us introduce a measurable Galilean projector $Q: \mathcal{X} \mapsto \mathcal{Z}$ as

$$Q(x) = s^{V(x)}_s(x).$$

(5.16)

We now define the normalized flow with the invariant measure for the representative set $\mathcal{Z}$.

**Theorem 5.** Consider a flow $\Phi^t$ with an invariant measure $\mu$ and a representative set $\mathcal{Z}$, which satisfy the properties of homogeneity, periodicity and incompressibility. Then, the mapping

$$\Omega^t(z) = Q \circ s^{\mathcal{R}^t(z)}_s \circ \Phi^t(z), \quad z \in \mathcal{Z},$$

(5.17)

defines the flow $\Omega^t: \mathcal{Z} \mapsto \mathcal{Z}$ in the representative set $\mathcal{Z}$ with the normalized invariant measure

$$\zeta = Q \mu.$$  

(5.18)

Here $\mathcal{R}(z)$ is a solution of (5.10) assumed to be a measurable function of $z$ and $t$.

Proofs of all statements are collected in section 5.5. The two assumptions of homogeneity and incompressibility are crucial in the proof, where homogeneity allows averaging in physical space and incompressibility yields the volume-preserving property for a change of integration variables. Generally, violation of homogeneity or incompressibility breaks invariance of the normalized measure. The normalized flow (5.17) can be seen as a reduction of every solution $\Phi^t(z)$ to a reference frame that moves along the trajectory $r = \mathcal{R}(z)$ in physical space. Since these reference frames are different for different solutions, invariance of the normalized measure (5.18) expressed in terms of $\mu$ is a remarkable property owing to homogeneity and incompressibility.

The example in (5.14) and (5.15) provides the physical interpretation of the normalized system. It is the quasi-Lagrangian representation [2, 32] for incompressible fluid dynamics, describing velocity fields in reference frames moving with selected fluid particles.
Analogously to proposition 2 in section 2, we show that Galilean transformations act trivially on normalized measures.

**Proposition 6.** All Galilean transformed invariant measures \( \tilde{\mu} = (s_{v}g)\mu \) with \( v \in \mathbb{R}^{d} \) yield the same normalized measure \( \zeta = Q_{s}\tilde{\mu} \) by theorem 5.

### 5.4. Symmetries in the normalized system

Here we show that the group \( S \) from (5.2) extends to the normalized system, provided that the velocity \( V(x) \) has proper transformation properties.

**Proposition 7.** Let us assume that the function \( V(x) \) satisfies the conditions

\[
V \circ s_{r}^{Q}(x) = Q^{-1}V(x), \quad V \circ s_{a}^{Q}(x) = \frac{V(x)}{a}, \quad V \circ s_{b}^{Q}(x) = bV(x).
\]  

(5.19)

Then, the projector \( Q \) commutes with all elements \( s \in S \).

One can see that conditions (5.19) describe natural rules for transformations of velocity vectors under spatial rotations and scalings, as described by relations (1.3) in section 1.1. Since \( Z = Q(X) \), the commutativity in proposition 7 implies that \( s(Z) = Z \) and, hence, elements \( s \in S \) can be considered as the maps \( s : Z \mapsto Z \).

**Theorem 6.** Under conditions of theorem 5 and proposition 7, mappings \( s \in S \) are symmetries of the normalized system, i.e. measures \( s_{Z} \zeta \) are invariant for the normalized flow \( \Omega' \) (see definition 1). Commutation relations for these symmetries and the flow take the form

\[
\Omega' \circ s_{+}^{Q} = s_{+}^{Q} \circ \Omega', \quad \Omega' \circ s_{a}^{Q} = s_{a}^{Q} \circ \Omega'/a, \quad \Omega' \circ s_{b}^{Q} = s_{b}^{Q} \circ \Omega',
\]  

(5.20)

the same as in the original system (see table 1).

We see that the normalized system inherits the symmetry group \( S \) of the original system together with the commutation relations. We remark that spatial translations \( s_{r}^{Q} \) could be extended to the normalized system in a similar way if one assumes \( V \circ s_{r}^{Q}(x) = V(x) \). But this condition is not of our interest: in the fluid dynamical representation it forbids the choice (5.14), which associates the normalized flow with particle trajectories (5.15). At the same time, one can check using (1.3) that the choice (5.14) satisfies all conditions in (5.19).

Similarly to corollary 2 from section 2.2, we formulate the symmetry relation between the original and normalized systems. It follows from propositions 6 and 7 as

**Corollary 4.** If the measure \( \mu \) is symmetric with respect to \( s \circ s_{v}^{Q} \) for some \( s \in S \) and \( s_{v}^{Q} \in H_{g} \), then the normalized measure \( \zeta \) is symmetric with respect to \( s \):

\[
(s \circ s_{v}^{Q})\mu = \mu \quad \Rightarrow \quad s_{s} \zeta = \zeta.
\]  

(5.21)

### 5.5. Proofs of theorems 5 and 6 and propositions 6 and 7

We first formulate and prove a few lemmas.

**Lemma 4.** The function \( v_{s}(r, t) \) from (5.11) satisfies the following identities

\[
v_{s}(r, t) = v_{s}(r + V(x)t, t) - V(x), \quad z = Q(x);
\]  

(5.22)

\[
v_{s}(r + r', t) = v_{s'}(r, t), \quad x' = s_{x}^{r'}(x).
\]  

(5.23)
Proof. Using definitions (5.11) and (5.16), we write
\[ \mathbf{v}_z(r, t) = \mathbf{V} \circ s^r \circ \Phi'(z) = \mathbf{V} \circ s^r \circ \Phi' \circ Q(x) = \mathbf{V} \circ s^r \circ \Phi' \circ s^y \mathbf{V}(x). \] (5.24)

Using commutation relations of table 1, we obtain
\[ \mathbf{v}_z(r, t) = \mathbf{V} \circ s^r \circ s^y \mathbf{V}(x) \circ \Phi'(x). \] (5.25)

Using (5.8) and (5.11) in (5.25) yields the identity (5.22) as
\[ \mathbf{v}_z(r, t) = \mathbf{V} \circ s^r \mathbf{V}(x) \circ \Phi'(x) - \mathbf{V}(x) = \mathbf{v}_z(r + \mathbf{V}(x)t, t) - \mathbf{V}(x). \] (5.26)

Equality (5.23) is obtained using definition (5.11) and relations of table 1 as
\[ \mathbf{v}_z(r + r', t) = \mathbf{V} \circ s^r \circ \Phi'(x) = \mathbf{V} \circ s^r \circ \Phi' \circ s^r \mathbf{V}(x) = \mathbf{V} \circ s^r \circ \Phi'(x') = \mathbf{v}_z(r, t). \] (5.27)

\[ \square \]

Lemma 5. The function \( \mathbf{R}'(x) \) defined by (5.10) satisfies the following identities
\[ \mathbf{R}'(z) = \mathbf{R}'(x) - \mathbf{V}(x)t, \quad z = Q(x); \] (5.28)
\[ \mathbf{R}'^{i_1+i_2}(x) = \mathbf{R}'^{i_1}(x) + \mathbf{R}'^{i_2}(x), \quad x_1 = s^{i_1} \mathbf{R}'^{i}(x) \circ \Phi^i(x). \] (5.29)

Proof. Using (5.10), we write the Cauchy problem for the function \( \mathbf{R}'(z) \) as
\[ \frac{d}{dt} \mathbf{R}'(z) = \mathbf{v}_z \left( \mathbf{R}'(z), t \right), \quad \mathbf{R}'^0(z) = 0. \] (5.30)

Using (5.22), we write (5.30) as
\[ \frac{d}{dt} \mathbf{R}'(z) + \mathbf{V}(x) = \mathbf{v}_z \left( \mathbf{R}'(z) + \mathbf{V}(x)t, t \right), \quad \mathbf{R}'^0(z) = 0. \] (5.31)

These expressions can be written as
\[ \frac{d}{dt} \mathbf{R}' = \mathbf{v}_z \left( \mathbf{R}', t \right), \quad \mathbf{R}'^0 = 0, \quad \mathbf{R}' = \mathbf{R}'(z) + \mathbf{V}(x)t. \] (5.32)

Comparison with (5.10) yields \( \mathbf{R}' = \mathbf{R}'(x) \) proving (5.28).

Fixing \( t_1 \), let us consider
\[ \mathbf{R}'^{i_2} = \mathbf{R}'^{i_1+i_2}(x) - \mathbf{R}'^{i_1}(x) \] (5.33)

as a function of \( t_2 \). Using (5.10), we have
\[ \frac{d}{dt_2} \mathbf{R}'^{i_2} = \frac{d}{dt_2} \mathbf{R}'^{i_1+i_2}(x) = \mathbf{v}_z \left( \mathbf{R}'^{i_1+i_2}(x), t_1 + t_2 \right), \quad \mathbf{R}'^0 = 0. \] (5.34)
Expressing $v_x$ from (5.11) yields
\[ v_x \left( R^{t_1 + t_2}(x), t_1 + t_2 \right) = V \circ s_x^{R^{t_1}(x)} \circ \Phi^{t_1 + t_2}(x) = V \circ s_x^{R^{t_1}} \circ \Phi^{t_2}(x), \]
where the last equality is derived using commutation relations of table 1, $\hat{R}^{t_2}$ from (5.33) and $x_1$ from (5.29). Using (5.11) and (5.35), we reduce (5.34) to the Cauchy problem
\[ \frac{d}{dt_2} \hat{R}^{t_2} = v_x \left( \hat{R}^{t_2}, t_2 \right), \quad \hat{R}^{0} = 0. \]

According to (5.10), this implies that $\hat{R}^{t_2} = R^{t_2}(x_1)$ and, hence, we derive (5.29) from (5.33).

Lemma 6. For an incompressible flow, the expression
\[ T_t^x(r) = r + R^{t} \circ s_x^t(x) \]
defines a volume-preserving map $T_t^x : \mathbb{R}^d \mapsto \mathbb{R}^d$ for all $x$ and $t$.

Proof. Denoting $\tilde{x} = s_x^t(x)$, we write $T_t^x(r) = r + R^t(\tilde{x})$. Then, using (5.10) for $\tilde{x}$, we obtain
\[ \frac{dT_t^x}{dt} = v_x \left( T_t^x(\tilde{x}), t \right). \]
Substituting (5.11) yields
\[ \frac{dT_t^x}{dt} = V \circ s_x^{R^t(\tilde{x})} \circ \Phi^t(\tilde{x}). \]
Since $\tilde{x} = s_x^t(x)$, we modify expression (5.39) as
\[ \frac{dT_t^x}{dt} = V \circ s_x^{R^t} \circ \Phi^t \circ s_x^t(x) = V \circ s_x^{s_x^{R^t} \circ \Phi^t(\tilde{x})} = V \circ s_x^{T_t^x \circ \Phi^t(x)}, \]
where we used commutation relations of table 1. Using (5.11) in (5.40) yields
\[ \frac{dT_t^x}{dt} = v_x(T_t^x, t). \]
The incompressibility condition in definition 5 implies that the vector field in the right-hand side of (5.41) is divergence-free. Also, since $R^0 = 0$ in (5.10), the mapping $T_t^x(r) = r$ is volume-preserving for any $t$. By Liouville’s theorem for divergence-free fields [26, section 5.3], $T_t^x(r)$ is volume-preserving.

Proof of Theorem 5. First, we prove that $\zeta$ is invariant, i.e. $\Omega_t^x \zeta = \zeta$. Using (5.18), we write
\[ \Omega_t^x \zeta = \tilde{\Omega}_t^x \mu, \]
where we introduced the mapping $\tilde{\Omega}^t : \mathcal{X} \mapsto \mathcal{Z}$ as
\[ \tilde{\Omega}^t = \Omega_t^x \circ Q. \]
Using (5.17) and (5.16), we obtain
\[ \tilde{\Omega}(x) = Q \circ s_{z}^{R(x)} \circ \Phi \circ s_{z}^{V(x)}, \quad z = Q(x). \] (5.44)

Then, commutation relations of table 1 yield
\[ \tilde{\Omega}(x) = Q \circ s_{z}^{V(x)} \circ s_{z}^{R(x)} \circ V(x) \circ \Phi(x). \] (5.45)

Using (5.16) and (5.8), we obtain the identity
\[ Q \circ s_{v}^{g}(x) = s_{v}^{V(x)} \circ s_{v}^{g}(x) = s_{v}^{Q(x)} = Q(x). \] (5.46)

for any \( x \) and \( v \). Using (5.28) and (5.46), we reduce (5.45) to the form
\[ \tilde{\Omega}(x) = Q \circ s_{z}^{R(x)} \circ \Phi(x). \] (5.47)

Now we use the homogeneity property (5.4) and express (5.42) as
\[ \Omega_{t}^{\gamma} \zeta = \left( \tilde{\Omega}_{r}^{\gamma} \right)^{\prime} \mu \] (5.48)

with the new mapping \( \tilde{\Omega}_{r}^{\gamma} : X \mapsto Z \) given by
\[ \tilde{\Omega}_{r}^{\gamma}(x) = \tilde{\Omega}(x) \] (5.49)

for any \( r \in \mathbb{R}^{d} \). Using (5.47), relations of table 1 and (5.37), we express (5.49) as
\[ \tilde{\Omega}_{r}^{\gamma}(x) = Q \circ s_{r}^{x}^{R(x)} \circ \Phi \circ s_{r}^{x} = Q \circ s_{r}^{T_{t}(x)} \circ \Phi(x). \] (5.50)

Considering a measure on \( X \times \mathbb{R}^{d} \) as a product of \( \mu \) and \( d \)-dimensional volume measure, Fubini’s theorem [45] allows integrating equality (5.48) with respect to \( r \). Taking into account the periodicity property (5.9), we integrate over the periodic domain
\[ T = \{ r \in \mathbb{R}^{d} : r = a_{1}e_{1} + \cdots + a_{d}e_{d}, \ a_{1}, \ldots, a_{d} \in [0, 1] \}. \] (5.51)

Since the left-hand side in (5.48) does not depend on \( r \), this yields
\[ V_{T} \Omega_{t}^{\gamma} \zeta = \int_{T} \left( \tilde{\Omega}_{r}^{\gamma} \right)^{\prime} \mu \, dr \] (5.52)

with the volume \( V_{T} = \int_{T} \, dr \). Now we change the integration variable as \( r' = T_{t}(r) \). There is no extra (Jacobian determinant) factor in the new integral expression, because \( T_{t} \) is volume-preserving by lemma 6. As a result, we write (5.52) as
\[ \Omega_{t}^{\gamma} \zeta = \frac{1}{V_{T}} \int_{T'} \left( Q \circ s_{r'}^{\gamma} \circ \Phi \right)^{\prime} \mu \, dr', \quad T' = T_{t}(T), \] (5.53)

where we substituted expression (5.50) written in terms of the new vector \( r' \). Since \( \mu \) is invariant and homogeneous, the push-forward in (5.53) is evaluated as
\[ (Q \circ s_{r'}^{\gamma} \circ \Phi)^{\prime} \mu = Q_{t}^{\gamma} \mu = \zeta, \] (5.54)
where we also used (5.18). This expression does not depend on \( r' \). Using (5.54) in (5.53) yields
\[
\Omega'_{\xi} = \left( \frac{1}{\sqrt{T'}} \int_{-T'}^{T'} \text{d}r' \right) \zeta = \zeta, \tag{5.55}
\]
because \( T' \) has the same volume as \( T \). This proves the invariance of \( \zeta \).

It remains to prove that \( \Omega' \) is a flow. Since \( \mathbf{R}^0 = \mathbf{0} \) from (5.10), expression (5.17) yields \( \Omega^0 = Q \), which is the identity map in \( Z \). We have to check the composition relation
\[
\Omega^2 \circ \Omega^1 (z) = \Omega^{1+1}(z). \tag{5.56}
\]
Denoting \( z_1 = \Omega^1 (z) \) and using (5.17) and (5.16), we write
\[
z_1 = Q \circ s_x R^{(q)} \circ \Phi^{(q)} (z) = s_g V(x_1) \circ s_x R^{(q)} \circ \Phi^{(q)} (z) = Q(x_1),
\]
\[
x_1 = s_s R^{(q)} \circ \Phi^{(q)} (z). \tag{5.57}
\]
Using (5.17) and (5.57) we obtain
\[
\Omega^2 \circ \Omega^1 (z) = Q \circ s_s R^{(q)} \circ \Phi^{(q)} (z_1)
= Q \circ s_s R^{(q)} \circ \Phi^{(q)} \circ s_g V(x_1) \circ s_x R^{(q)} \circ \Phi^{(q)} (z).
\tag{5.58}
\]
Commutation relations of table 1 and property (5.46) yield
\[
\Omega^2 \circ \Omega^1 (z) = Q \circ s_x \circ \Phi^{1+1} \circ Q(x_1 + V(x_1) t_2 + R^{(q)} (z). \tag{5.59}
\]
Applying identities of lemma 5 with \( x_1 \) from (5.57), we have
\[
r = R^{(q)} (x_1) + R^{(q)} (z) = R^{(q)} (z).
\tag{5.60}
\]
Using this expression with (5.17) in (5.59), we obtain (5.56).

**Proof of Proposition 6.** It is a direct consequence of identity (5.46).

**Proof of Proposition 7.** Let us consider the first relation in (5.19). Using (5.16), we obtain
\[
Q \circ s_t Q(x) = s_g V \circ s_t Q(x) = s_g V \circ s_t Q(x) = s_g Q(x) \circ s_g V(x) = s_g Q(x) = s_t Q \circ Q(x), \tag{5.61}
\]
where we used commutation relations of table 1. This proves the commutativity of \( Q \) with \( s_t Q \). One can check that similar derivations yield the commutativity of \( Q \) with the remaining generators \( s_s^a \) and \( s_s^b \) of the group (5.2).

For the proof of theorem 6 we need

**Lemma 7.** The following identities hold:
\[
s_{t}^{Q} \circ s_{s}^{R^{(q)}(x)} = s_{s}^{R^{(q)}(x)} \circ s_{t}^{Q}(x), \tag{5.62}
\]
\[
s_{s_{t}}^{Q} \circ s_{s}^{R^{(q)}(x)} = s_{s}^{R^{(q)}(x)} \circ s_{t}^{Q}(x), \tag{5.63}
\]
\[
s_{s_{t}}^{Q} \circ s_{s}^{R^{(q)}(x)} = s_{s}^{R^{(q)}(x)} \circ s_{t}^{Q}(x). \tag{5.64}
\]
Proof. Using commutation relations of table 1, equalities (5.62)–(5.64) reduce to the relations

\[ R_t' \circ s_{at}^b(x) = R_t'(x), \quad R_t' \circ s_{at}^b(x) = b R_t'(x). \]  

(5.65)

Since the proof is similar for each relation in (5.65), we demonstrate it only in the case of temporal scaling \( s_{at}^b \). In this case, we represent the left-hand side of the second equality in (5.65) as

\[ R_t' \circ s_{at}^b(x) = R_t'(x), \quad x' = s_{at}^b(x). \]  

(5.66)

The function \( r(t) = R_t'(x') \) solves the problem (5.10) written as

\[ \frac{dr}{dt} = v(x', t), \quad r(0) = 0. \]  

(5.67)

We express the vector field using (5.11) and \( x' = s_{at}^b(x) \) as

\[ v(x', t) = V \circ s_{at}^b \circ \Phi^t \circ s_{at}^b(x) = V \circ s_{at}^b \circ s_{at}^b \circ \Phi^t \circ s_{at}^b(x) = \frac{1}{a} V \circ s_{at}^b \circ \Phi^t \circ s_{at}^b(x) \]  

(5.68)

where we used commutation relations of table 1 and properties (5.19). Using (5.68) in (5.67) and comparing with (5.10) one finds \( r(t) = R_t'(x') \). Hence, \( R_t' = R_t'(x') \), proving the second equality of (5.65).

\[ \Box \]

Proof of Theorem 6. Using (5.18) and commutation property of proposition 7, we have

\[ s_{at}^b \zeta = (s \circ Q)_{at}^b \mu = (Q \circ s)_{at}^b \mu = Q \tilde{\mu}, \quad \tilde{\mu} = s_{at}^b \mu, \]  

(5.69)

for any \( s \in S \). As we mentioned in section 5.1, the measure \( \tilde{\mu} = s_{at}^b \mu \) is homogeneous. Hence, \( \tilde{\mu} \) satisfies conditions of theorem 5, which asserts that the measure \( s_{at}^b \zeta = Q \tilde{\mu} \) is invariant for the normalized flow \( \Omega^t \).

It remains to prove the commutation relations. Using (5.17), commutativity properties of proposition 7 and table 1, and relation (5.62), yields

\[ s_{at}^b Q \circ \Omega^t(z) = s_{at}^b Q \circ s_{at}^b \Phi^t(z) = Q \circ \Phi^t \circ s_{at}^b Q \circ s_{at}^b \Phi^t(z) = \Omega^t \circ s_{at}^b Q^t(z) \]  

(5.70)

proving the first relation in (5.20). Similarly, one can prove the other two relations in (5.20). \( \Box \)

6. Combining temporal scalings with Galilean transformations

In this section, we generalize the quotient construction to the group

\[ \mathcal{H} = \{ s_{at}^b \circ s_{av}^c : a, b > 0, v \in \mathbb{R}^d \}, \]  

(6.1)

which includes both temporal scalings and Galilean transformations. These are all elements of our spatiotemporal symmetry group that do not commute with the flow; see table 1 in
section 1.1. Now, the equivalence relation is considered with respect to any map from $\mathcal{H}$ as

$$x \sim x' \text{ if } x' = h(x), \quad h \in \mathcal{H},$$

and the representative set is introduced by selecting a unique element in each equivalence class.

### 6.1. Two-step quotient construction

We perform our construction in two steps, by utilizing the quotient constructions introduced in sections 2 and 5 separately for temporal scalings and Galilean transformations. In the first step, we consider the equivalence with respect to Galilean transformations only, by following the theory of section 5. Assuming that the system has the properties of homogeneity, periodicity and incompressibility, theorems 5 and 6 provide the representative set $Z$, the flow $\Omega'$, the invariant measure $\zeta$ and the symmetry group $S$. One can see that this system possesses the properties required in section 2, considering $Z$, $\Omega'$ and $\zeta$ in place of $X$, $\Phi'$ and $\mu$. Recall that the results of section 2 are based on composition and commutation relations (2.3)–(2.5). Thus, we have

**Corollary 5.** Consider the group (5.2) as the direct sum $S = H_{ts} + G$ with

$$H_{ts} = \{ s^a_{ts} : a > 0 \}, \quad G = \{ s^Q \circ s^b_{ss} : Q \in O(d), b > 0 \}. \quad (6.3)$$

By theorem 6, relations (2.3)–(2.5) are satisfied for $h^a = s^a_{ts} \in H_{ts}$, $g \in G$ and $\Omega'$ in place of $\Phi'$.

In the second step, theorems 1 and 2 of section 2 with $X$, $\mu$ and $\Phi'$ replaced by $Z$, $\zeta$ and $\Omega'$ provide the ‘second-generation’ normalized system defined on the representative set $Y$ with the flow $\Psi'$ and the invariant measure $\nu$. In this final system, each element $y \in Y$ represents an equivalence class with respect to the full group (6.1), and elements of the symmetry group $g \in G$ define transformations $\nu \mapsto g_{\ast} \nu$ preserving invariance of normalized measures.

### 6.2. The final normalized system

We now describe all components in our final construction explicitly. The two-step normalization of the system yields the nested representative sets $Y \subset Z \subset X$ with the two projectors

$$X \overset{Q}{\to} Z \overset{P}{\to} Y. \quad (6.4)$$

The projectors $Q : X \to Z$ and $P : Z \to Y$ are defined by (5.16) and (2.10) as

$$z = Q(x) = s^V_s(x) \in Z, \quad (6.5)$$

$$y = P(z) = s^{A(c)}_s(z) \in Y. \quad (6.6)$$

Here $V : X \to \mathbb{R}^d$ and $A : Z \to \mathbb{R}_+$ are measurable functions, which satisfy conditions

$$A \circ s^V_s(z) = \frac{A(z)}{a}, \quad V \circ s^V_s(x) = V(x) - v, \quad (6.7)$$

$$V \circ s^Q_s(x) = Q^{-1}(V(x)), \quad V \circ s^{a}_{ts}(x) = \frac{V(x)}{a}, \quad V \circ s^{b}_{ss}(x) = bV(x).$$
see (2.9), (5.8) and (5.19). The final normalized flow \( \Psi^\tau : \mathcal{Y} \mapsto \mathcal{Y} \) is given by combining (2.14) and (5.17) as

\[
\Psi^\tau = P \circ \Omega^\tau_A,
\]

where \( \Omega^\tau_A \) denotes a change of time (2.11) in the flow

\[
\Omega^\tau_A: \mathcal{Z} \mapsto \mathcal{Z}, \quad \Omega^\tau_A(z) = Q \circ \xi^R(z) \circ \Phi^\tau(z), \quad z \in \mathcal{Z}.
\]

Here the function \( R^c(z) \) is defined by equations (5.10) and (5.11).

The invariant measure \( \nu \) of the flow \( \Psi^\tau \) is given by combining (2.15) and (5.18) as

\[
\nu = P^\# \zeta_A = (P \circ Q)^\# h \mu_C, \quad \zeta = Q^\# \mu_C.
\]

where the subscripts \( A \) and \( A \circ Q \) denote the change-of-time transformations (2.12); in the second equality we used relation (2.24) of lemma 1. By theorem 2, elements of the symmetry group \( g \in G \) define the transformations

\[
g_* \nu = (P \circ g)^\# \nu_C, \quad C = A \circ g,
\]

providing invariant measures \( g_* \nu \) for the same flow \( \Psi^\tau \). Let us summarize these findings as

**Theorem 7.** Given measurable function \( V: \mathcal{X} \mapsto \mathbb{R}^d \) and \( A: \mathcal{Z} \mapsto \mathbb{R}_+ \) satisfying conditions (6.7) and assuming the properties of homogeneity, periodicity and incompressibility (see section 5), expressions (6.8) and (6.9) define the normalized flow \( \Psi^\tau \) in the representative set \( \mathcal{Y} \) with the invariant measure (6.10). Group elements \( g \in G \) define statistical symmetries in the normalized system: they generate invariant measures by means of transformation (6.11).

Combining propositions 2 and 6 we see that normalized measures are not sensitive to both temporal scalings and Galilean transformations.

**Corollary 6.** All invariant measures \( \tilde{\mu} = h^\# \mu \) with \( h \in H \) yield the same normalized measure \( \nu \) by expression (6.10).

Also, combining corollaries 2 and 4 yields the following symmetry relation between the original and normalized systems.

**Corollary 7.** If the measure \( \mu \) is symmetric with respect to a composition \( g \circ h \) for some \( g \in G \) and \( h \in H \), then the normalized measure \( \nu \) is symmetric with respect to \( g \):

\[
(g \circ h)^\# \mu = \mu \quad \Rightarrow \quad g_* \nu = \nu.
\]

The representative set \( \mathcal{Y} \) defines a configuration space for our normalized system, which depends on a choice of the functions \( V(x) \) and \( A(z) \) in (6.5) and (6.6). The following statement extends theorem 3 from section 2.2 ensuring that symmetry relations are not sensitive to a choice of \( \mathcal{Y} \) (for the proof see section 6.5).

**Theorem 8.** If the normalized invariant measure \( \nu \) in (6.10) is symmetric with respect to \( g \in G \), i.e. \( g_* \nu = \nu \), for some representative set \( \mathcal{Y} \), then the same is true for any representative set.

Since the group \( G \) in (6.3) contains spatial scalings, the theory of section 4 is applicable for the study of structure functions and intermittency in our final normalized system. The central feature of this theory is the notion of hidden symmetry: the normalized measure can be symmetric despite the original measure is not, i.e. \( g_* \nu = \nu \) while \( (g \circ h)^\# \mu \neq \mu \) for any \( h \in H \).
As we discuss in the next section, including Galilean transformations into the full quotient construction is crucial for applications in fluid dynamics.

Similarly to proposition 3 in section 2.1, we can express statistical averages in (2.17) for any measurable test function $\psi(y)$ in the normalized system through analogous averages (2.16) in the original system. Using (6.10), the derivation analogous to (2.45) yields

$$
\langle \psi \rangle_\nu = \frac{\langle \varphi \rangle_\mu}{\langle A \circ Q \rangle_\mu}, \quad \varphi(x) = \psi \circ P \circ Q(x) A \circ Q(x).
$$

(6.13)

This identity relates ensemble averages like in the second equality of (2.18). We cannot generalize the first equality in (2.18), which relates temporal averages for particular solutions. Technically, this is because spatial translations are not among symmetries in our final normalized system. However, the relation between temporal averages may follow from (6.13) assuming the ergodicity [13].

6.3. Application to the Euler system

Here present the quotient construction applied to the Euler system (1.1) that we started with in section 1.1. In this system velocity fields $x = u(r)$ are considered as elements of a configuration space $\mathcal{X}$. We proceed formally by assuming the existence of a flow (evolution) operator $\Psi^t : \mathcal{X} \mapsto \mathcal{X}$, which satisfies the commutation relations of table 1 with symmetry maps (1.3).

The full quotient construction of section 6.2 requires two projectors (6.4), and we denote the respective velocity fields as

$$
z = Q(x) = \tilde{u}(r), \quad y = P(z) = U(r).
$$

(6.14)

As suggested earlier in section 5.2, we define $V(x) \in \mathbb{R}^d$ as the velocity vector at the origin:

$$
V(x) = u(0).
$$

(6.15)

Then, relations (6.5) and (6.6) with symmetries (1.3) yield

$$
\tilde{u}(r) = u(r) - u(0), \quad U(r) = \frac{u(r) - u(0)}{A(z)}.
$$

(6.16)

One can check that conditions (6.7) are satisfied for $V(x)$ from (6.15) and $A(z)$ being a positive-homogeneous function of degree 1, i.e. $A(\alpha z) = \alpha A(z)$ for $\alpha > 0$. For example, one can take

$$
A(z) = \left( \int K(r)\|\tilde{u}(r)\|^2 \, dr \right)^{1/2},
$$

(6.17)

where $K : \mathbb{R}_+ \mapsto \mathbb{R}_+$ is some positive function vanishing (or decaying rapidly) at large $r = \|r\|$. Definitions based on vorticity in place of velocity can also be used in (6.17), which would resemble the definition (3.9) for the shell model.

The Euler system (1.1) already includes the incompressibility condition. Under extra assumptions of homogeneity and periodicity, theorem 7 yields the normalized flow $\Psi^\tau$. This flow has the invariant measure $\nu$, which describes the probability distribution of normalized velocity fields $y = U(r)$ and is given explicitly in terms of the original distribution $\mu$ for $x = u(r)$. Also, symmetries of the group $\mathcal{G}$ (rotations and spatial scalings) extend to the normalized system in the statistical sense: they generate invariant measures $g_\nu$ for the flow $\Psi^\tau$. In applications, invariant probability measures are usually accessed with the ergodicity hypothesis, which allows substituting averages with respect to a measure by averages with respect
to time. For this purpose, it is useful to have explicit relations between solutions for different flows. We devote the rest of this subsection to this issue.

Let $\Psi'(x) = u(r, t)$ be the velocity field describing a solution with the initial condition $x = u(r) \text{ at } t = 0$. Similarly, we denote by $\Omega'(z) = \tilde{u}(r, t)$ the velocity field generated by the flow (6.9). As we explained in sections 5.2 and 5.3, the field $\tilde{u}(r, t)$ is obtained by following the original system in the reference frame moving along a Lagrangian trajectory $r = R(x)$. Thus, we have

$$\tilde{u}(r, t) = u\left( R' + r, t \right) - u \left( R', t \right), \quad (6.18)$$

where $R'$ is defined by equations (5.10) and (5.15) as

$$\frac{dR'}{dt} = u(R', t), \quad R^0 = 0. \quad (6.19)$$

One can also derive these relations directly from expressions (6.9) and (6.16) with the help of identity (5.28) and commutation relations of table 1 for symmetries (1.3). The final velocity field $\Psi'(y) = U(r, \tau)$ of the normalized flow (6.8) is obtained as

$$U(r, \tau) = \frac{\tilde{u}(r, t)}{a_z(t)}, \quad \tau = \int_0^t a_z(s)ds, \quad a_z(t) = A \circ \Omega'(z), \quad (6.20)$$

where the first relation is given by the projector $P$ and the second relation introduces the change of time; see (2.11). Solution (6.20) has the physical meaning of the velocity field, which is considered in a reference frame moving along a Lagrangian trajectory, and having the temporal scale adjusted dynamically by the function $a_z(t)$.

Finally, let us describe solutions obtained by the spatial scaling from (1.3). In order to comply with our notations in sections 3 and 4 we introduce the map

$$g = s_0^2, \quad g : u(r) \mapsto 2u \left( \frac{r}{2} \right), \quad (6.21)$$

which decreases the spatial scale by the factor of two. Then, $g^m = s_0^b$ with $b = 2^m$. According to table 1 and theorem 6, $g$ commutes with both $\Phi'$ and $\Omega'$. Hence, the scaled solution $\Phi^g \circ g^m(x) = u^{(m)}(r, t)$ for the original system is expressed as

$$u^{(m)}(r, t) = bu \left( \frac{r}{b}, t \right), \quad b = 2^m. \quad (6.22)$$

Using (6.18), we obtain the corresponding scaled solution $\Omega' \circ g^m(z) = \tilde{u}^{(m)}(r, t)$ in $\mathcal{Z}$ as

$$\tilde{u}^{(m)}(r, t) = b\tilde{u} \left( \frac{r}{b}, t \right) = bu \left( R' + \frac{r}{b}, t \right) - bu \left( R', t \right). \quad (6.23)$$

The scaled solution $U^{(m)}(r, \tau^{(m)})$ of the flow $\Psi^{(m)}$ is obtained from (6.23) similarly to (6.20) as

$$U^{(m)}(r, \tau^{(m)}) = \frac{\tilde{u}^{(m)}(r, t)}{a_z^{(m)}(t)}, \quad \tau^{(m)} = \int_0^t a_z^{(m)}(s)ds, \quad a_z^{(m)}(t) = A \circ \Omega' \circ g^m(z). \quad (6.24)$$

This transformation features the change of both state and time. Similarly to the shell model in section 3.2, one can show that $U^{(m)}(r, \tau^{(m)})$ satisfies the same system of normalized Euler equations as $U(r, \tau)$, therefore, demonstrating the hidden scaling symmetry. We refer to a subsequent paper [40], where such derivations were carried out explicitly.
6.4. Hidden symmetry in developed turbulence of the Navier–Stokes system

Let us apply the developed formalism to the analysis of turbulence in the Navier–Stokes system. We will use similar arguments as in section 3.3 but now applied to the full normalized system. In the dimensionless form, the Navier–Stokes system is obtained from the Euler system by adding a forcing term \( f \) and a viscous term \( \text{Re}^{-1} \Delta u \) on the right-hand side of the first equation in (1.1) \([22]\). The regime of developed turbulence corresponds to large \( \text{Re} \gg 1 \) and features the so-called inertial interval of scales \( \ell \) expressed by the Kolmogorov theory \([22, 27]\) as

\[
\text{Re}^{-3/4} \ll \ell \ll 1. \tag{6.25}
\]

Here \( \text{Re}^{-3/4} \) represents the so-called Kolmogorov viscous scale and \( \ell \sim 1 \) corresponds to the scales at which external forces are applied. In the inertial interval (6.25), the flow is described asymptotically by the Euler system. We already discussed a similar dynamics for the shell model in section 3.3 (see figure 3), where the scale is defined as \( \ell \sim 1/k_{n} \). Similarly to the shell model, we now apply the spatial scaling \( g_{m} \) from (6.21), which modifies the inertial interval (6.25) as

\[
\text{Re}^{-3/4} \ll \frac{\ell}{b} \ll 1, \quad b = 2^{m}. \tag{6.26}
\]

This interval extends to all scales \( \ell > 0 \) by considering the double limit: first taking \( \text{Re} \to \infty \) and then \( m \to \infty \). One expects that the limiting dynamics (if it exists) is governed by the Euler system.

It is known that the scaling invariance is broken in the developed hydrodynamic turbulence due to the intermittency phenomenon \([19, 22]\), which precludes the convergence of the double limit for the turbulent statistics. As we have shown in this paper (see sections 3.3 and 4.3), the intermittency is not an obstacle for a similar convergence in the normalized system. As in section 3.3, we denote by \( \mu^\text{Re} \) the probability measure of the statistically stationary state in the Navier–Stokes system for a given Reynolds number, and by \( \nu^\text{Re} \) the corresponding normalized measure. Then the limiting normalized measure is defined as the double limit

\[
\nu^{\infty} = \lim_{m \to \infty} \lim_{\text{Re} \to \infty} S_{m} \mu^{\text{Re}}. \tag{6.27}
\]

Existence of this limit implies that the limiting normalized measure is symmetric: \( g \nu^{\infty} = \nu^{\infty} \).

Once the hidden symmetry is established, the theory of section 4 applies. This theory explains the power-law scaling for structure functions, and associates the scaling exponents to Perron–Frobenius eigenvalues defined in terms of \( \nu^{\infty} \). In this theory, structure functions are written in the generalized form (4.5). For example, consider the standard structure function \( S_{\mu}(d) = \langle \| \delta_{d} u \|^{p} \rangle \), where \( d = 2^{-n} \) and \( \delta_{d} u = u(r') - u(r) \) is a difference of fluid velocities at a distance \( d = \| r' - r \| > 0 \). It is expressed in the form (4.5) with \( k_{n} = 1/\ell \), the function \( F(x) \) defined as the average of \( \| u(r) - u(0) \|^{p} \) at distances \( ||r|| = 1 \), and the operator \( g \) given by (6.21) and describing the doubling of spatial resolution. One can write similar expressions for the longitudinal and transverse structure functions.

Current understanding of the Navier–Stokes system does not allow a rigorous study of the limit (6.27); see e.g. \([1]\). Nevertheless, the convergence can be verified numerically using expressions (6.24) and (6.23) with the ergodicity assumption. In this numerical analysis, the measure \( g_{m}^{\nu^\text{Re}} \) is approximated by the temporal statistics of the velocity field \( U^{(m)}(r, t) \) obtained from a solution \( u(r, t) \) of the Navier–Stokes system for a large Reynolds number. Hence, the convergence in (6.27) implies that this statistics is independent of \( m \) at the scales
of inertial interval (6.26). We emphasize that Galilean transformations play important role in this construction: they yield the quasi-Lagrangian form of the velocity fields (6.18) and (6.23) considered in the reference frame moving with a Lagrangian particle. Indeed, subtracting the Lagrangian particle speed in (6.23) eliminates the so-called sweeping effect [2, 5, 22, 32] (crucial for multi-time statistics and caused by large-scale motions), which otherwise would prevent the limit (6.27). We refer the reader to the subsequent work [40], where the numerical verification of hidden symmetry for the Navier–Stokes system was carried out.

Finally, let us remark on the connection of hidden scaling symmetry with the co-called Kolmogorov multipliers defined as [11, 28]

\[ w_{ij}(r; \ell, \ell') = \frac{\delta_i u_j(r, \ell)}{\delta_i u_j(r, \ell')}, \quad \delta_i u(r, \ell) = u(r + \ell e_i) - u(r), \tag{6.28} \]

where the indices \(i\) and \(j\) denote vector components, \(e_i\) are unit vectors in \(\mathbb{R}^3\), and \(\ell, \ell' \in \mathbb{R}_+\) are two positive scales. Using (6.24) and (6.23), the multipliers evaluated along the Lagrangian trajectory \(r = R^t\) are expressed as

\[ w_{ij}(r; \ell, \ell') = U_j^{(m)}(e_i), \quad \ell = 2^{-m}, \quad \gamma = \frac{\ell'}{\ell}. \tag{6.29} \]

It was first conjectured by Kolmogorov [28] and observed systematically both in numerical simulations and experimental data [11] that multipliers (6.28) have scale-invariant statistics depending only on the ratio \(\gamma = \ell' / \ell\) and the vector indices. Using representation (6.29) this scale invariance becomes the direct consequence of the hidden scaling symmetry: the latter implies that the statistics does not depend on \(m\). Strictly speaking, there are some reservations to this argument, because the statistics of normalized variables (6.29) is considered with respect to a different time \(\tau^{(m)}\). However, this argument can be extended to the original time \(t\) as shown in [40].

6.5. Proof of theorem 8

Let us consider a different choice of the representative set denoted by tildes as

\[ \tilde{X} \quad \tilde{\gamma} \quad \tilde{Z} \quad \tilde{Y}. \tag{6.30} \]

This system is defined by two functions \(\tilde{V}(x)\) and \(\tilde{A}(z)\) satisfying symmetry relations (6.7). Recall that the independence of condition \(g \star \nu = \nu\) to a choice of \(\tilde{A}(z)\) has already been proven in theorem 3 of section 2.2. Thus, we can assume a specific form of this function as

\[ \tilde{A} = A \circ Q. \tag{6.31} \]

The first condition in (6.7) is verified for (6.31) as

\[ \tilde{A} \circ s_{u}(z) = A \circ Q \circ s_{u}(z) = A \circ \tilde{V}_{g}(z) \circ s_{u}(z) = A \circ \tilde{V}_{g}(\tilde{z}) \circ s_{u}(z) = \frac{A \circ \tilde{V}_{g}(\tilde{z})}{a} = \frac{\tilde{A}(z)}{a}, \tag{6.32} \]

where we consecutively used (6.31) and (6.5), the fourth equality in (6.7), commutation relation from table 1, the first equality in (6.7), (6.5) and (6.31).
Lemma 8. For the choice (6.31), the following relations hold:

\[ Q \circ \tilde{Q} = Q, \quad Q \circ \tilde{P} \circ \tilde{Q} = P \circ Q, \quad \tilde{A} \circ \tilde{Q} = A \circ Q. \quad (6.33) \]

Proof. The first relation is obtained using (6.5) and the second equality in (6.7) as

\[ Q \circ \tilde{Q}(x) = s_g^{V(x)} \circ \tilde{s}_g^{V(x)}(x) = s_g^{V(x) - V(x)} \circ \tilde{s}_g^{V(x)}(x) = s_g^{V(x)}(x) = Q(x). \quad (6.34) \]

Denoting

\[ \tilde{z} = \tilde{Q}(x), \quad \tilde{a} = \tilde{A}(\tilde{z}), \quad (6.35) \]

we derive

\[ Q \circ \tilde{P} \circ \tilde{Q}(x) = Q \circ \tilde{P}(\tilde{z}) = s_g^{V(\tilde{z})} \circ \tilde{s}_g^{V(\tilde{z})} = s_g^{V(\tilde{z})} \circ s_g^{\tilde{z}}, \quad (6.36) \]

where we consecutively used (6.5) and (6.6), the fourth equality in (6.7), commutation relation from table 1, and again (6.5). Using (6.35), (6.34) and (6.31), we obtain

\[ Q(z) = Q \circ \tilde{Q}(x) = Q(x), \quad \tilde{a} = \tilde{A}(\tilde{z}) = A \circ Q \circ \tilde{Q}(x) = A \circ Q. \quad (6.37) \]

Substituting these relations into the right-hand side of (6.36) and using (6.6) yields

\[ Q \circ \tilde{P} \circ \tilde{Q}(x) = s_{\text{ts}}^{V(x)} \circ Q(x) = P \circ Q(x). \quad (6.38) \]

Using the first equality of (6.33) and (6.31), we have

\[ \tilde{A} \circ \tilde{Q} = A \circ Q \circ \tilde{Q} = A \circ Q. \quad (6.39) \]

\[ \square \]

Let us write invariant measures (6.10) for the two normalized systems as

\[ \nu = (P \circ Q)_{\mu_{A \circ Q}}, \quad \tilde{\nu} = (P \circ \tilde{Q})_{\mu_{A \circ \tilde{Q}}}. \quad (6.40) \]

Substituting (6.40) into (6.11), we expresses the invariant measure \( g_\ast \nu \) as

\[ g_\ast \nu = (P \circ g)_{\nu C} = (P \circ g)_{\nu C}(P \circ Q)_{\mu_{A \circ Q}}. \quad (6.41) \]

We modify this expression using relation (2.25) as

\[ g_\ast \nu = (P \circ g \circ P \circ Q)_{\mu_F}, \quad (6.42) \]

where

\[ F = (A \circ g \circ P \circ Q)A \circ Q. \quad (6.43) \]

Using (2.46) and commutativity of \( g \) with \( Q \) (see proposition 7 from section 5.4), we further reduce (6.42) to the form

\[ g_\ast \nu = (P \circ Q)_{\mu_F} = (P \circ Q)_{\mu_F}. \quad (6.44) \]
The similar derivation for the measure \( g_\nu \) in the other normalized system yields
\[
g_\nu = (\tilde{P} \circ Q \circ g)_{\sharp} \mu_F, \quad \tilde{F} = (A \circ g \circ \tilde{P} \circ \tilde{Q})A \circ \tilde{Q}.
\] (6.45)

For this function \( \tilde{F} \), we have
\[
\tilde{F} = (A \circ Q \circ g \circ \tilde{P} \circ \tilde{Q})(A \circ Q) = (A \circ g \circ Q \circ \tilde{P} \circ \tilde{Q})(A \circ Q) = (A \circ g \circ P \circ Q)(A \circ Q) = F,
\] (6.46)

where we used (6.31) and (6.33), commutativity of \( g \) with \( Q \) by proposition 7, and (6.43).

Let us assume that \( g_\nu = \tilde{\nu} \). This equality can be written using (6.45), (6.46) and (6.40) as
\[
(\tilde{P} \circ \tilde{Q} \circ g)_{\sharp} \mu_F = (\tilde{P} \circ \tilde{Q})_{\sharp} \mu_{A \circ \tilde{Q}}.
\] (6.47)

Applying the push-forward \( Q \) to both sides of this equality and using (6.33) yields
\[
(P \circ Q \circ g)_{\sharp} \mu_F = (P \circ Q)_{\sharp} \mu_{A \circ Q}.
\] (6.48)

According to (6.44) and (6.40), this yields the symmetry property \( g_\nu = \nu \), proving that this property does not depend on a choice of the representative set.

7. Conclusion

In this work we studied symmetries given by a sum of spatiotemporal scaling and Galilean groups, which are represented by maps in an infinite-dimensional configuration space. Here we understand symmetries in the statistical sense, i.e. as maps that preserve the invariance of probability measures with respect to a flow (evolution operator). We focused on the equivalence relation imposed by the two symmetries, which do not commute with the flow: temporal scalings and Galilean transformations. Equivalence classes with respect to these symmetries define the so-called quotient space. In the noncommutative case, the equivalence relation is not preserved by the flow and, therefore, the dynamics cannot be extended to the quotient space in general.

In this paper, we have shown that, despite of noncommutativity, a quotient-like construction is possible due to the specific form of commutation relations. This yields a normalized system with a corresponding flow, invariant measure and symmetries, which are restricted to a representative set containing a single element within each equivalence class. Such normalized flow and invariant measure are explicitly related to the flow and invariant measure of the original system. In this construction, temporal scalings induce a state-dependent time synchronization. The role of Galilean transformations is two-fold: they impose extra conditions of homogeneity and incompressibility, and they induce the normalized system resembling the quasi-Lagrangian representation of fluid dynamics.

Our construction leads to the notion of a hidden symmetry: this is a symmetry, which is broken in the original system but restored in the normalized system. As an application, we show that the hidden symmetry implies asymptotic power law scaling for structure functions in the theory of turbulence, with the exponents expressed as Perron–Frobenius eigenvalues. These exponents can be anomalous, i.e. depending nonlinearly on the order of a structure function. This theory is verified both numerically and analytically for anomalous scaling exponents in shell models of turbulence [37, 38].

Finally, we formulated the quotient construction and the concept of hidden scaling symmetry for the incompressible Euler and Navier–Stokes systems. In this paper, we mostly focused
on general properties of this construction, which have potential applications in the theory of turbulence. For the detailed formalism of hidden symmetry applied to the Navier–Stokes equations see [40].

There are several aspects to address in future developments. The hidden scaling symmetry can be verified by numerical methods in specific systems and, if confirmed, used in theoretical and applied studies. Important theoretical questions (not discussed in the present work) are related to the role of inviscid invariants and the form of dissipative mechanism in the normalized system. We revealed a peculiar role of incompressibility, which was obtained as a necessary condition from the analysis of symmetry groups alone. Thus, the proposed quotient construction does not apply to the compressible fluid dynamics, e.g. the turbulence in Burgers equation [23].
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