Curvature-induced pseudogauge fields from time-dependent geometries in graphene
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The massless Dirac equation is studied in curved space-time on the (2+1) dimensional graphene sheet in time-dependent geometries. Emergent pseudogauge fields are found both in the adiabatic regime and, for high-frequency periodic geometries, in the nonadiabatic regime for a generic Friedmann–Lemaître–Robertson–Walker metric in Fermi normal coordinates. The former extends the conventionally understood homogeneous pseudogauge field to include weak temporal inhomogeneities. The latter, through the usage of Floquet theory, represents a new class of emergent pseudogauge field, and is argued to potentially provide a condensed matter realization of cosmological high-frequency geometries.

I. INTRODUCTION

The realization of a Dirac-like dispersion relation in graphene\cite{1, 2} has made possible an interdisciplinary bridge between condensed matter, high-energy physics, and gravity. In particular, in curved space the study of the Hawking effect\cite{3, 4}, BTZ black holes\cite{5}, and even wormholes\cite{6}, among others, has been made possible through corrugations in graphene. A striking example is provided through the appearance of strain-induced pseudo-magnetic fields\cite{7}, observed even with previously inaccessible strength in excess of 300 T\cite{8}. pseudogauge fields in graphene have been widely discussed\cite{9} and moreover are thought relevant for fundamental quantum field theory (QFT) descriptions of high-energy phenomena. For example, SU(2) monopole like gauge fields were observed from the intrinsic curvature of fullerene molecules\cite{10, 11} and, furthermore, Abelian and non-Abelian, with Wu-Yang ambiguity, pseudogauge field differences from elastic degrees of freedom were explored in\cite{12}. Let us also stress that pseudogauge fields are not limited to graphene, e.g., Weyl semimetals\cite{13} and their pseudogauge manifestation from its torsional strain have been well studied\cite{14}. For a review of pseudogauge fields in graphene see\cite{15}.

A limitation of our current understanding of pseudogauge fields in graphene is that the emergent fields are modeled as homogeneous. While this approach is important for physical opacity and to make manifest the conventional curved space analog system may be realized on a tabletop experiment. This is thought important for high-frequency setups such as are found for rotating neutron stars, compact binaries, and early universe quantum fluctuations, among others.

To concretely study time-dependent geometries in graphene we examine the case of a Friedmann–Lemaître–Robertson–Walker (FLRW) metric in (2+1) dimensions. This is specifically examined because its simple yet general profile may readily be modeled (for shorter distances than the Hubble radius\cite{19}) on the graphene sheet for either weakly inhomogeneous times or in high-frequency Floquet induced systems.

Furthermore, the FLRW geometry covers a number of cosmological setups of interest. Floquet techniques have been used in the study of preheating scenarios following inflation via parametric resonance\cite{21}. Importantly, the idea that fermionic matter on FLRW systems plays an important role in cosmology has been gaining increasing attention. For example, in\cite{22}, a curvature dependent fermionic mass inspired by covariant Hamiltonian approaches has been reported to not only successfully drive inflation, but also to produce a tensor-to-scalar ratio in agreement with observations among other features. In addition, lepton number asymmetry induced by
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fermionic matter during inflationary epoch is being actively considered as an alternative mechanism of baryogenesis [22]. Last, spontaneous $CP$ violation may generate dark fermions in inflation [23].

To produce a map to a corresponding quantum mechanical system one can make use of a coordinate system that is locally flat. In contrast to time-independent fields where the connection to a local Lorentz frame may be achieved with Riemann Normal Coordinates (RNC), here for the general time-dependent case and proper interpretation of an observable in curved space [24, 25] one requires a frame along the worldline, and thus usage of Fermi Normal Coordinates (FNC) [26–28] is indispensable.

This work is organized as follows: In Sec. II we provide our setup of the Dirac equation in curved space motivating FNC. In Sec. III we argue an effective Hermitian Hamiltonian based on the scalar product making connection to a local flat space. Then we illustrate through a more conventional approach, namely with the bispinor Green’s function in Sec. IV, how emergent fields may be identified adiabatically; we concretely examine the case of an FLRW background in Sec. V. Finally, we argue the identification of a new class of emergent fields for the unique case of a Floquet engineered graphene in Sec. VI.

For our notations, we use Greek symbols for curved indices, and for flat Lorentz indices we use the Latin letter set $\{a, b, c, d\}$. Other Latin letters are reserved for spatial indices. We use a mostly plus flat space metric denoted as $\eta_{ab}$. Our spin tensor in flat space reads $\Sigma^{ab} = [\gamma^a, \gamma^b]$. In $(2+1)$ dimensions our gamma matrices are $\gamma^0 = -\sigma^3$ and $\gamma^\alpha \gamma^0 = \sigma^\alpha$ for $i = 1, 2; \sigma^a$ being the ordinary Pauli matrices.

II. CHIRAL FERMIONS IN CURVED SPACE-TIME

The scale that governs the graphene dynamics, the Fermi velocity, is a hundredfold of the speed of light bringing physics to relativistic domain and the particle-hole system is describable with chiral fermions. Due to the $\sigma$-bonds formed by the carbon atoms in the graphene monolayer, the sheet is able to withstand up to 25%, in elastic strains [29]. Last, out-of-plane ripples may result from topological defects such as occasional pentagon/heptagon dislocations in the honeycomb lattice. These properties allow one to model the graphene system as quasiparticles subject to a curved space-time. Therefore, we make use of a curved QFT approach to graphene. Such an approach has proved indispensable to graphene physics leading to experimental discoveries such as including the pseudo-quantum Hall effect [1, 30], space-time dependent Fermi velocities [31], and the Klein paradox [32].

The dynamics of the collective modes on graphene are governed by the massless Dirac equation [33]. Let us review some basics of the dynamics of chiral fermions on curved space. We will perform most of the analysis in $d+1$ dimensional space-time only to specialize on the graphene sheet, $(2+1)$ dimensions, later on.

$$i\gamma^\mu(x)\nabla_\mu \psi = 0,$$  \hspace{1cm} (1)

where the $\gamma$'s denote space-time dependent $\gamma$-matrices related to the usual $\gamma$ matrices as $\gamma^\mu(x) = \gamma^\mu(x) e^a_\mu(x)$, where $e^a_\mu(x)$ are vielbein vector fields describing the metric, $g_{\mu\nu}(x) = e^a_\mu(x) e^b_\nu(x) \eta_{ab}$. \{a, b, c, d\} correspond to flat Lorentz indices. The spinorial affine connections are defined by the vanishing of the covariant derivative of $\gamma^\mu$, that is,

$$\nabla^\mu \gamma^\nu = \partial^\mu \gamma^\nu - \Gamma^{\nu}_{\mu\lambda} \gamma^\lambda - \frac{1}{2} \Omega^\nu_{\mu \lambda} \gamma^\lambda = 0.$$  \hspace{1cm} (2)

The covariant derivative acting on the spinor fields with spin connection, $\Omega_\mu$, is

$$\nabla_\mu \psi = (\partial_\mu - \Omega_\mu)\psi = \left(\partial_\mu - \frac{1}{8} \omega^a_{\mu \lambda} \Sigma^{ab}\right)\psi,$$  \hspace{1cm} (3)

where the following are understood:

$$\Sigma^{ab} = [\gamma^a, \gamma^b],$$  \hspace{1cm} (4a)

$$\omega^a_{\mu b} = e^a_\nu g^{\nu \lambda} (\Gamma_{\mu\lambda}^\nu e^\lambda_b - \partial^\lambda e^\lambda_b).$$  \hspace{1cm} (4b)

To interpret an emergent quantum mechanical framework, our next task is to determine a suitable coordinate system that is locally flat. Usage of RNC is successful in this regard for time-independent systems. To study general emergent phenomena, such as is required for high frequency Hamiltonians found in Floquet engineered [18] graphene and semimetals, we must treat time dependence. To this end we make use of FNC [26]; see also [27, 28]. FNC have proved valuable in the determination of energy-levels of a single atom in curved spacetime [24, 25]. This is because FNC supplies one with a continuous locally inertial reference frame along the observer’s worldline making possible the determination of a well-defined observable. In essence FNC are defined by the Fermi conditions; $g_{\mu\nu}|_G = \eta_{\mu\nu}$ and $\Gamma^\nu_{\mu\lambda}|_G = 0$ imposed along the geodesic $G$. With time $y^0 = \tau$ and proper time $\tau$, one may construct an orthogonal set of timelike and spacelike geodesics, to which the timelike geodesic runs parallel to proper time and the spacelike hypersurface intersects it; see Fig. 1. In this way the region of validity of the coordinates form a cylinder about the proper time; this is in contrast to RNC, whose validity only exists at a single space-time point (taken as $O$ in Fig. 1) and are thus inadequate for time-dependent emergent systems from curved space. To specifically construct FNC, one may examine a second geodesic, which is orthogonal to the geodesic traversed by $\tau$ and thus serving as a spacelike hypersurface, extending a proper distance $\sigma$ away from point $O$ to point $P$. Then one may find in a rigorous way FNC such that $y^\mu = (\tau, \sigma x^i)$ for vielbein $e^{(i)}_{\nu}$. See Refs. [34] for further details.

The metric in FNC reads [34]

$$g_{\alpha\beta} = -1 - R_{\alpha 0 m n} y^m y^n + \cdots,$$  \hspace{1cm} (5a)
of the above expression by a change of sign of the second term to emphasize brevity. The inverses can be easily read off from the above one may determine $R$ as curvature components evaluated on the geodesic, or space components. Here $R_{\mu\nu}$ where Latin indices, with exception to $\{a, b, c, d\}$, denote space components. Here $R_{ijkl}$ are to be understood as curvature components evaluated on the geodesic, with $R_{ijkl}\vert_O$ omitting the evaluation on $G$ for notation brevity. The inverses can be easily read off from the above expression by a change of sign of the second term of $g_{0i}$ and $g_{ij}$, whereas $g^{00}$ remains unchanged. With the above one may determine

$$g_{0i} = -\frac{2}{3} R_{0lim} y^{l} y^{m} + \cdots, \quad (5b)$$

$$g_{ij} = \delta_{ij} - \frac{1}{3} R_{ijm} y^{l} y^{m} + \cdots, \quad (5c)$$

where Latin indices, with exception to $\{a, b, c, d\}$, denote space components. Here $R_{ijkl}$ are to be understood as curvature components evaluated on the geodesic, with $R_{ijkl}\vert_O$ omitting the evaluation on $G$ for notation brevity. The inverses can be easily read off from the above expression by a change of sign of the second term of $g_{0i}$ and $g_{ij}$, whereas $g^{00}$ remains unchanged. With the above one may determine

$$g = -1 + \frac{1}{3} (R_{\mu\nu} - 2 R_{0\mu0\nu}) y^{\mu} y^{\nu} + \cdots, \quad (6)$$

where $g := \det(g_{\mu\nu})$. The time dependence of this expressions is completely contained within the curvature components whereas space dependence is explicitly shown in the expansion, in contrast to RNC where the expansion is considered around a fixed space-time point. For our purposes the first term of the expansion suffices to address spatial dependence. In a similar way to $g$, the vielbein fields are

$$e^{a}_{0} = \delta^{a}_{0} - \frac{1}{2} R^{a}_{l0m} y^{l} y^{m}, \quad (7a)$$

$$e^{a}_{i} = \delta^{a}_{i} - \frac{1}{6} R^{a}_{lim} y^{l} y^{m}. \quad (7b)$$

With the above we can write in FNC the Christoffel connections to linear order in curvature, whose components read

$$\Gamma^{a}_{0i} = \frac{1}{2} \partial_{0} R_{0im} y^{l} y^{m}, \quad (8a)$$

$$\Gamma^{0}_{0i} = R_{00m} y^{m}, \quad (8b)$$

$$\Gamma^{i}_{00} = R_{00m} y^{m} - \frac{2}{3} \partial_{0} R_{0im} y^{l} y^{m}, \quad (8c)$$

$$\Gamma^{0}_{ij} = \frac{1}{3} (R_{0ijm} + R_{0jim}) y^{m} - \frac{1}{6} \partial_{0} R_{ijm} y^{l} y^{m}, \quad (8d)$$

$$\Gamma^{i}_{0j} = R_{0mj} y^{m} - \frac{1}{6} \partial_{0} R_{ijm} y^{l} y^{m}, \quad (8e)$$

$$\Gamma^{j}_{ik} = \frac{1}{3} (R_{jikm} + R_{kijm}) y^{m}. \quad (8f)$$

The above differ with those obtained in [24] in which terms with time derivatives were dropped under the criteria of temporal slowly varying fields. For the analysis of time-dependent background geometries, we employ FNC which is valid for arbitrary time. Spatial deformations in FNC are addressed by the inclusion of higher order terms in the $y$-expansion as needed. Here we keep the discussion within the weak regime, hence keep terms up to $O(g^{2})$ implying linear curvature. With Eq. (8) one can determine the components of the spin connection as

$$\Omega_{0} = \frac{1}{2} \gamma_{0}^{j} R^{i}_{00m} y^{m} + \frac{1}{4} \gamma_{k}^{i} \gamma_{j}^{l} R^{k}_{0lm} y^{m}$$

$$+ \frac{1}{12} \gamma_{0}^{j} \partial_{0} R^{i}_{j0m} y^{m}, \quad (9a)$$

$$\Omega_{i} = \frac{1}{4} \gamma_{0}^{j} R^{j}_{0im} y^{m} + \frac{1}{8} \gamma_{k}^{i} \gamma_{j}^{l} R^{k}_{kim} y^{m}$$

$$+ \frac{1}{12} \gamma_{0}^{j} \partial_{0} R^{j}_{kim} y^{m}. \quad (9b)$$

Equipped with the above, we are now in a position to explore effective and emergent systems made possible with FNC. We first analyze a linear effective Hamiltonian construction by means of the scalar inner product, that will lead us to a high-frequency description for usage in a Floquet environment. Then we analyze a quadratic form that emphasizes certain emergent features in an adiabatic sense.

III. EFFECTIVE HERMITIAN HAMILTONIAN

Let us begin our discussion of an effective Hamiltonian by examining the massless Dirac equation, Eq. (1). Such a Hamiltonian has been well studied in the context of a one-electron atom’s spectrum [24, 25], in condensed matter analog systems with gapless dispersion, among others. Rearranging terms, one can recast the massless Dirac equation as a Schrödinger-like equation, i.e, $i \partial_{0} \psi = \mathcal{H}_{\psi}$, whose Hamiltonian reads [24],

$$\mathcal{H} = -i (g^{00})^{-1} \frac{1}{2} \nabla_{i} + i \Omega_{0}. \quad (10)$$

Let us adopt FNC according to Eqs. (5)-(7). Then one may find

$$\mathcal{H} = -i \gamma_{0}^{i} (\partial_{i} - \Omega_{i}) + i \Omega_{0}$$

$$- \frac{1}{2} y^{m} (R_{00m} \gamma_{0}^{i} \partial_{i} + R_{0im} \partial_{i}).$$
constructed that is Hermitian with respect to the curved scalar product. They have demonstrated that a Hamiltonian may be constructed that is Hermitian, as an observable with associated well-defined real energy spectrum, let us confine our attention to the single particle Hamiltonian with conserved and Hermitian energy spectrum, let us confine our attention to the single particle Hamiltonian, Eq. (10), augmented to ensure Hermitian with respect to the curved scalar product, 

\[
(\phi, \mathcal{H}\psi) := -\int d^3x\sqrt{-g}\phi^{\dagger}\gamma^0\gamma^0(\phi, \mathcal{H}\psi),
\]

such that \((\phi, \mathcal{H}\psi) = (\mathcal{H}\phi, \psi)\) for Hermiticity. \(\mathcal{H}\) is the Dirac Hamiltonian, Eq. (10), augmented to ensure Hermiticity and reads

\[
\mathcal{H} := H - \Delta \mathcal{H},
\]

with Hermitian correction factor

\[
\Delta \mathcal{H} = \frac{i}{2} \frac{\alpha^0\gamma^0}{\sqrt{-g}} \partial_0[\sqrt{-g}\gamma^0\gamma^0].
\]

Let us now demonstrate the role of the above correction, again making use of FNC. One can find to leading order in curvature in FNC the corrective factor becomes

\[
\Delta \mathcal{H} = \frac{i}{12} (\partial_0 R_{00lm} + \partial_0 R_{lm} - \partial_0 R_{00lm} \gamma^0 \gamma^0) y^l y^m.
\]

\(\Delta \mathcal{H}\) has the effect of canceling out the time derivative contributions from the spin connection in Eq. (9), which would otherwise break the Hermicity of the Hamiltonian in Eq. (10). The second and third term cancel the time derivative at \(\Omega\), whereas the first cancels out with that of \(\Omega\).

To define our effective quantum mechanical Hamiltonian, let us take the scalar product in Eq. (12), however expressed in flat space indices, and thus depicting a flat scalar product. In this way, one may make sense of the spectrum and expectation values of observables. We take terms emerging from the deformed scalar product as contributions of an effective potential to the Dirac Hamiltonian describing our system. To arrive at the effective Hamiltonian let us note that the equivalent quantum mechanical scalar product reads, with single particle Hamiltonian, \(h_{\text{eff}}\), as

\[
(\phi, h_{\text{eff}}\psi)_0 := \int d^3x \phi^{\dagger}h_{\text{eff}}\psi.
\]

Equating the above with the curved space definition in Eq. (12), we can arrive at the corresponding effective quantum mechanical Hamiltonian,

\[
h_{\text{eff}} := -\sqrt{-g}\gamma^0\gamma^0(x)\mathcal{H}_F.
\]

In FNC the additional factor results in an overall correction:

\[
h_{\text{eff}} = \left\{ 1 - \frac{1}{6} [R_{lm} + R_{00lm} + R_{ijlm} \gamma^j \gamma^0] y^l y^m \right\} \mathcal{H}_F.
\]

And keeping to first order in curvature we finally find

\[
h_{\text{eff}} = -i\gamma^j \gamma^0 (\partial_i - \bar{\Omega}_i) + i\bar{\Omega}_0 + \frac{i}{6} y^l y^m [R_{lm} \gamma^l \gamma^0] + 2R_{00lm} \gamma^0 - R_{ijlm} \gamma^j \gamma^0 - 3R_{0ijlm} \partial^i.
\]

The modified spin connections read

\[
\bar{\Omega}_0 = \Omega_0 - \frac{1}{12} \gamma^j \gamma^0 \partial_0 R_{00lm} y^l y^m, \quad \bar{\Omega}_i = \Omega_i - \frac{1}{12} \gamma^0 \gamma^j \partial_0 R_{0ijlm} y^l y^m.
\]

with the spin connections given in Eq. (9). The above Hamiltonian is Hermitian, and let us simply show that is indeed the case. One should notice the offensive terms in the spin connections, i.e., the first term of \(\Omega_0\) and the first term of \(\Omega_i\) in (9), which both fail to preserve Hermicity. However additional terms in (19) yield new contributions from the derivative operator, which are

\[
h_{\text{eff}}^{\dagger} \geq \frac{i}{6} (\partial_l y^m + \partial_l y^m) [\gamma^j \gamma^0 (R_{lm} + 2R_{00lm}) - \gamma^l \gamma^0 R_{ijlm} - 3R_{0ijlm}].
\]

Their addition has the effect of ultimately ensuring the Hamiltonian is Hermitian, \(h_{\text{eff}}^{\dagger} = h_{\text{eff}}\). Eq. (19) is valid for arbitrary time dependence including time derivatives of Riemann curvature, stemming from its curved space analog by virtue of FNC.

We have formulated an emergent and effective Hamiltonian and we would like to briefly turn our attention to specific terms that resemble emergent fields. To do so, let us turn to the general case in the (2+1) dimensional graphene sheet of arbitrary geometry, in which the spin connections become

\[
\bar{\Omega}_0 = \frac{1}{2} \sigma^j R_{j00m} y^m - \frac{i}{2} \sigma^3 R_{12m0} y^m, \quad \bar{\Omega}_i = \frac{1}{4} \sigma^j R_{0ijm} y^m - \frac{i}{4} \sigma^3 R_{12mj} y^m.
\]

It is from the close identification of the spin connection resembling a gauge connection for a gauge covariant derivative, i.e., \(D_a - \bar{\Omega}_a \rightarrow D_a + ieA_a\), that motivates the emergent fields, and in the vicinity of curvature in graphene the spin connection is physical [36]. We will examine two such cases with time dependence whereby components of the spin connection in \(\bar{\Omega}_a\) give rise to curvature induced fields, one in the adiabatic case and the...
other in the nonadiabatic and high-frequency case. It turns out that they differ, with the high-frequency case representing a new class of emergent field. Before we analyze just how they emerge, let us spell out their decomposition from the above spin connections. Let us first look at the adiabatic case. What is essential here is the appearance of terms proportional to the spinor diagonal element, $i\sigma_3$. Let us go ahead and write their decomposition suggestively in the form of a pseudogauge field for spatial indices as

$$A_i^{Ad} := \frac{1}{4} R_{12mi} y^m.$$  \hspace{1cm} (23)

In two dimensions the Riemann tensor has only one degree of freedom and can be completely characterized by the Ricci scalar, and in $(2+1)$ dimensions, the Riemann tensor has six degrees of freedom allowing for a Ricci decomposition,

$$R_{\mu\nu\rho\sigma} = 2(g_{\mu[\rho} R_{\sigma]\nu} - g_{\nu[\rho} R_{\sigma]\mu}) - R g_{\mu\rho} g_{\sigma\nu}.$$ \hspace{1cm} (24)

In the above decomposition let us write the above pseudogauge fields as

$$A_i^{Ad} = \frac{1}{8} (R e_{im} + 4 R^j_{[i} \epsilon_{m]j}) y^m.$$ \hspace{1cm} (25)

In the static two-dimensional limit, the Ricci tensor is completely determined by its scalar $R_{ij} = \frac{1}{2} R g_{ij}$, hence only the vector potential $A_i^{Ad} = \frac{1}{8} R e_{ik} y^k$ remains. This hints at the emergence of a uniform pseudo-magnetic field in symmetric gauge modulated solely by curvature. Indeed, under some considerations, the two-dimensional system embeds the dynamics of the Landau Hamiltonian \[17\]. The consideration of time dependency results, in addition to $A_i^{Ad}$, into what could be a non-vanishing scalar potential $\bar{A}_i^{Ad}$ in $(1+2)$ dimensions. However, we will demonstrate in the next section that electric fields associated with the scalar potential are not present in the emergent system in the same way as they are for emergent magnetic fields.

Next let us turn our attention to the high-frequency nonadiabatic case; we will find such emergent fields exist in Floquet materials, which we will discuss in Sec. VI. To show their appearance let us write for the effective Hamiltonian in $(2+1)$ dimensions,

$$h_{eff} = \mathcal{H}_0 + i\sigma^i \Omega_i + i\bar{\Omega}_0 + h_L.$$ \hspace{1cm} (26)

Here the free Hamiltonian is $\mathcal{H}_0 = \sigma^i p_i$, and the remaining terms are represented by $h_L$. Note that we have also introduced the operator, $p_i = -i\partial_i$. We will eventually show the term $h_L$ introduces angular momentum dependent terms, with a specific example of FLRW space-time in Sec. V. The emergence of an entirely new pseudo-magnetic field comes from the identification that not only may $\Omega_i$ contribute to a gauge-like coupling, but also $\bar{\Omega}_0$. Let us consider the first term in $\bar{\Omega}_0$, or $(1/2)\sigma^j R_{j00m} y^m$. Then note that one may write

$$\sigma^j = -i\epsilon^{ij} \sigma^i$$ \hspace{1cm} for $j = 1, 2$. In this way one can see that there is an additional gauge-like term that is proportional to $\sigma^j$ and that modifies Eq. (23). For later usage, we go ahead and identify the combined term in a Floquet setting as

$$A_i^F := \frac{1}{4} R_{12mi} y^m + \epsilon_{j2} R_{j00m} y^m.$$ \hspace{1cm} (27)

where notice the first term is given by Eq. (23). Again let us perform a Ricci decomposition to find that

$$A_i^F = \frac{1}{2} \left( R_{00} + \frac{3}{4} R \right) \epsilon_{im} + R^j_{[i} \epsilon_{m]j} + R_{m} \epsilon_{j1} y^m.$$ \hspace{1cm} (28)

Then we can see that the proposed field will be modified by time-dependent contributions directly with the addition of the $R_{00}$ and also the coefficient associated with the scalar curvature will be changed in contrast to Eq. (23). While the effective Hermitian Hamiltonian given in Eq. (26) resembles the quantum mechanical equivalent, because of the spin dependent structure the relationship requires elucidation. An essential way to achieve this is by exploiting the quadratic form of the Dirac operator \[17\], which has the added benefit of physical opacity, as we will show in the next section. Moreover in examining the quadratic form we may first analyze the adiabatic case given in Eq. (23). Since this approach is conventional for the time-independent case, it will also provide insight into the coming sections relevant for Floquet environments.

Before introducing the quadratic form, let us remark on the evolution operator, describing fully the physics of our effective Hamiltonian system,

$$U(y^0, 0) = \exp \left( -i \int_0^{y^0} dt' h_{eff} \right).$$ \hspace{1cm} (29)

To leading order in the curvature, one can determine that $[\Omega_0, h_L] \approx 0$, thus it is anticipated that the pseudogauge dynamics should be decoupled from those in $h_L$ according to the Baker–Campbell–Hausdorff formula. We will treat an expansion of $h_{eff}$ with rigor and phenomenologically in the context of Floquet engineering for graphene in Sec. VI.

### IV. BISPINOR GREEN’S FUNCTION

Above we examined an effective time-dependent flat space Hamiltonian visible by virtue of FNC from its curved space counterpart. One may equally well express a flat space effective theory stemming from a competing bispinor auxiliary fermionic Green’s function that is quadratic in the Dirac operator suggested by deWitt (see, e.g., Refs. \[37, 38\]). The bispinor Green’s function approach has proved important in the realization of time-independent pseudo-magnetic fields in strained graphene \[17\]; we will shortly demonstrate their emergence below. While we will employ the effective Hamiltonian derived in Eq. (26) for the purpose of Floquet
analog realizations of high frequency time-dependent geometries, it is important that we draw the connection to the emergent fields in their conventionally understood quadratic form.

To begin let us recall that \((a^b \nabla_j) = - (1/4) R_j\) in accordance with the Lichnerowicz theorem \([39]\). Application of which for massless fermions leads to the defining bispinor Green’s function \([38]\), we write in FNC,

\[
\left(\Box - \frac{1}{4} R\right) \mathcal{G}(y, y') = -\delta(y, y') \Pi_s.
\]  

(30)

where \(\delta(y, y') := (-g)^{-1/2}\delta(y - y')\) is understood. To realize an effective quadratic flat space Green’s function stemming from a time-dependent Hamiltonian we define the propagator \((-g)^{-1/4}\mathcal{G}\). Such a redefinition is an important simplification in the construction of a momentum space bispinor Green’s function \([38]\). The redefinition serves additionally as a means of achieving a Hermitian Hamiltonian in the static limit (from which the quadratic form may be found after squaring). However, this feature for our time-dependent backgrounds is not necessarily the case; we will discover the quadratic form possesses anti-Hermitian terms. Last, as with the linear Hamiltonian examined earlier, usage of FNC in the bispinor Green’s function is indispensable in the construction of its emergent form: this is demonstrated in RNC in \([17]\) for the time-independent case. To introduce the new factors let us explicitly write the d’Alembertian as

\[
\Box \mathcal{G} = g^{\mu\nu}(\partial_{\mu}\Sigma_{\nu}) - (\partial_{\mu}\Sigma_{\nu}) - 2\Omega_{\mu\nu}\partial_{\nu} + \Omega_{\mu\nu} - \Gamma_{\mu\nu}^s[\partial_{\lambda} - \partial_{\lambda}]\mathcal{G}.
\]

(31)

Then, the redefined propagator can be shown to satisfy in FNC

\[
\left(\Box - \frac{1}{4} R + \bar{\Delta}\right) \mathcal{G}(y, 0) = -\delta(y) \Pi_s,
\]  

(32)

where we have conveniently chosen \(y' = 0\), and

\[
\bar{\Delta} = -\frac{1}{6} (\partial_0 R_{lm} - 2\partial_0 R_{l0m}) y^i y^m \partial_0
\]

\[
- \frac{1}{12} (\partial_0^2 R_{lm} - 2\partial_0^2 R_{l0m}) y^i y^m
\]

\[
+ \frac{1}{3} \Sigma_{ij}(2R_{l0m} - 2R_{l0m}) y^i y^m \partial_j + \frac{1}{6}(R - R_{00})\cdot
\]

(33)

The redefinition has augmented the quadratic operator with a new scalar addition.

To proceed let us make use of the FNC and explicitly express the operator up to linear order in curvature. Furthermore, we absorb \((-g^{00})^{-1}\) into the delta function. Then by application of Eq. (31) and by virtue of FNC, we find the bispinor Green’s function and Eq. (32) may be expressed as \(\mathcal{D}_2 \mathcal{G}(y, 0) = -\delta(y) \Pi_s\), where

\[
\mathcal{D}_2 := (\partial_0 - \partial_{\alpha}^2 - g^{ab}\Gamma_{ab}^c \partial_c - \frac{1}{4} R + \bar{\Delta}
\]

\[
+ y^i y^m [R_{l0m} \partial^i + \frac{2}{3} R_{i j m} \partial_j - \frac{4}{3} R_{0im} \partial_0] \partial_l
\]

(34)

to linear order in the curvature (let us emphasize the \(\Omega, \Omega^a\) term should be disregarded). The spin and Christoffel connections are those given in Eqs. (9) and (8) respectively. The bispinor Green’s function with Eq. (34) has been expressed entirely in terms of flat space indices, and it represents the most general quadratic form for time-dependent emergent flat space systems from their curved counterparts, a hallmark of which is emergent pseudogauge fields.

To begin, for reference, let us show the form of a bispinor Green’s function in flat space with the adiabatic pseudogauge as written in Eq. (23). Then in analogy to the Lichnerowicz theorem in flat space, one may write a quadratic in operator Green’s function for massive fermions in arbitrary dimension, i.e., \((\gamma_\alpha \Pi^a)^2 - m^2 |G_{01}(y, 0) = -\delta(y)\), where for \(U(1)\) covariant derivative, \(\Pi_a = \partial_\alpha + i e A_\alpha\) one has \((\gamma_\alpha \Pi^a)^2 = \Pi_a \Pi^a + (i/4) e F_{ab} \Sigma^{ab}\) for field strength \(F_{ab} = \partial_a A_b - \partial_b A_a\). One can readily contrast this with an analogous expression for the spin connection in Eq. (34), found by virtue of the Lichnerowicz theorem and FNC written in flat space, \((\partial_\alpha - \Omega_a)^2 - (1/4) R\). The spin connection possesses a similar form for the covariant operator as it does for the \(U(1)\) case, albeit with spin structure, which in turn gives rise to the scalar curvature in place of \(\Sigma_{ab} F^{ab}\). The key observation then is for the \((2+1)\) dimensional case of the graphene sheet with \(\Omega_a \rightarrow i A_a^\Lambda \sigma_3\), as in Eq. (23), one may more clearly recognize an emergent field structure than can be seen with a linear Dirac operator as demonstrated in Eq. (26). This interpretation, however, comes with qualification. Let us decompose the would be emergent field curvature as

\[
\mathcal{F}_{ij} = \frac{1}{2} R_{12ij},
\]

(35)

where \(\mathcal{F}_{ab} = \partial_a A_b^\Lambda + \partial_b A^\Lambda_{ab}\). Let us now consider the spin factor term using the above fields. One would expect to find \((i/4) \Sigma^{ab} F_{ab} \sigma_3 = -2 \mathcal{F}_{12}\). One can immediately recognize in Eq. (34), that the corresponding field term is included by the way of the Ricci scalar and its augmentation from \(\bar{\Delta}\). In passing let us comment on what would be an electric field identification; namely one would have \(\mathcal{F}_{ab} = -\frac{1}{4} (\partial_0 R_{12im}) y^m + \frac{1}{2} R_{120}\). While the pseudogauge of such a term is present in the \((\partial_\alpha - \Omega_a)^2\), no such corresponding field term is present in what would be the \((i/4) \Sigma^{ab} F_{ab} \sigma_3\) term, therefore we cannot see pseudo-electric fields the same way one could see pseudo-magnetic fields. Let us also remark in passing that the \((R/12)\) term has also been attributed to an emergent and effective quadratic mass term \([21, 40]\), rather than as part of an electromagnetic spin factor as we utilize here. The quadratic form of Eq. (34), while manifest in its connection to an emergent field structure, possesses many features that lie outside of the scope of this work such as non-Hermitian terms, but Eq. (34) is amenable to an adiabatic analysis we will show with the concrete FLRW example in the coming section. For now, in its most general form let us, however, emphasize the
emergence of homogeneous magnetic fields following the
time-independent approach of [17].

One may determine the time-independent limit of the
quadratic Dirac operator, Eq. (34), as
\[ \mathcal{D}_2 \xrightarrow{T} -\partial_0^2 + (\partial_i + i\sigma^3 A_i^{(A)})^2 - \frac{1}{6} RL^2 - \frac{1}{12} R, \]  
(36)
where we have introduced the angular momentum operator
\( L = y^i p^j - y^j p^i \). The appearance of \( L^2 \) corresponds
to a frame dependent effect emerging at the space sector
as a result of the choice of coordinates and is hence
present for RNC as well as FNC.

In this way, the \( \mathcal{D}_2 + \partial_0^2 \) operator exactly coincides with
the expression obtained by [17] for the effective quadratic
Hamiltonian. Already looking at the \( \Sigma_{ab} \) terms in (36), one
can identify the appearance of a pseudo-magnetic field,
\( B_{\mu
u} := bR/4e \), as reported in [17] and in [41] in the con-
text of strain fields.

Finally, before introducing the FLRW metric, let us
remark on the quadratic Hamiltonian. For the curved
space Hamiltonian given in Eq. (10), (not the effective
Hamiltonian later determined), let us contrast \( H^2 \) with
the \( \mathcal{D}_2 \) operator. One would anticipate from the time-
independent case that \( \mathcal{D}_2 \subset H^2 \). To verify this, we draw
our attention to
\[ H^2 = (g^{00})^{-1} \frac{1}{2} \gamma^a \gamma^\nu \nabla_a \gamma^\nu + 2\sigma^2 g^{00} \partial_0 k + \partial_i g_{00} \sigma^i \sigma^k \partial_k 
+ i\{H_0, \Omega_0\} + i\Omega_0 \partial \Omega_0, \]  
(37)
This quadratic Hamiltonian fully contains the spatial sector
of the quadratic Dirac operator,
\[ \frac{1}{g^{00}} \nabla_a \nabla_a \gamma^\nu = \partial_0^2 + H^2 - \frac{1}{4} R_{\mu
u} \Omega^\mu - \partial_i g_{00} \sigma^i \sigma^k \partial_k 
- i\Omega_0 [\Omega_0] - \partial \Omega_0. \]  
(38)
One may directly contrast the above with \( \mathcal{D}_2 \), given
in Eq. (34), with exception to the additive correction \( \Delta \) found from a rescaling of the Green’s function by
\( (-g)^{-1/4} \). For static time-independent Hamiltonians
Eq. (37) suffices to determine the dispersion relation; time
dependence, on the other hand, spoils the equivalence
between \( \mathcal{D}_2 + \partial_0^2 \) and \( H^2 \). Thus, for our adiabatic
approach we directly consider Eq. (34).

V. FLRW SPACE-TIME IN FERMI NORMAL
COORDINATES

Above we demonstrated the emergence of a flat space-
time Hermitian Hamiltonian from its curved space-time
counterpart by virtue of FNC, which fully describes the
time-dependent dynamics. In (2+1) dimensions it was
furthermore shown in Eq. (23) and Eq. (27), that for small
spatial inhomogeneities in the metric, components
of the spin connection could be likened to emergent pseu-
dogauge fields resembling electromagnetic fields. Let us
more fully explore the time-dependent effective Hamiltonian
with a concrete example of an FLRW metric in
(2+1) dimensions. The metric is well describable in FNC,
and moreover, models well time-dependent but small de-
formations of the membrane. In the context of the space-
homogeneous FLRW geometry, the corrugations pertin-
ting to this work then refer to time-dependent in-plane
elastic stresses propagating throughout the membrane.

Let us characterize the FLRW metric in the absence of
spatial curvature with conventional scalar factor, \( a(x^0) \), such that
\[ ds^2 = -(dx^0)^2 + a(x^0)^2 \gamma_{ij} dx^i dx^j, \]  
(39)
with \( i, j \in (1, 2) \) in Cartesian coordinates. Let us remark
at this point that we will later take \( a(x^0) \) as an oscil-
latory profile, describing deformations about flat space-
time that are periodic about \( x^0 \), for the purpose of ex-
perimental visibility in a Floquet environment; here the
scalar factor is an arbitrary function. Our task now is to
find a map between the conventional FLRW coordinates,
which we denote with \( x^a \), with those in FNC, which we
have denoted as above with \( y^i \).

To determine the map to FNC, let us follow the per-
turbative approach used in [42], extending their range of
validity to arbitrary scalar factor. First we require the
geoside equations that follow from Eq. (39), these read
\[ d^2 x^0 \over dt^2 = -a \partial_0^2 a \partial_0 x^0 \partial_0 x^j, \quad d^2 x^i \over dt^2 = -2 a \partial_0^2 a \partial_0 x^i \over dt^2, \]  
(40)
Here \( t \) is the proper time. To differentiate with the FNC
coordinates used elsewhere in this paper we denote par-
tials with respect to conventional FLRW coordinates as
\( \partial_\mu = \partial / \partial x^\mu \). The above reduce to
\[ \partial x^a \over \partial t = \sqrt{C_2 + |C_1|^2 \over a^2}, \quad dx^a / dt = C_1 \over a^2, \]  
(41)
for constants \( C_1 \) and \( C_2 \) to be determined. A
perturbative solution can be found to the above in
\( x^0(t) = x^0(0) + \tau dx^0 / dt \mid_{t=0} + 2! \tau^2 dx^0 / dt^2 \mid_{t=0} + 
3! \tau^3 dx^0 / dt^3 \mid_{t=0}, \) where we truncate to \( \mathcal{O}(\tau^4) \).
A similar series with truncation is applied for \( x^i(t) \). Then
we take FNC at the beginning of the geodesic such that
\( y^0 = x^0(0) \) and \( y^i = a(x^0)(dx^i / dt) \mid_{t=0} \), where we have
assumed for simplicity that \( x^i(0) = 0 \). The initial condi-
tions then set \( C_1 = a(x^0)y^i \) and \( C_2 = -|y^i|^2 \).

Last, one needs only to evaluate the perturbative solutions
about a reference proper time, \( \tau = 1 \), to determine the map
to the above in Eq. (39) as
\[ x^0 = y^0 - \frac{|y|^2}{a} \frac{\dot{a}}{a} \quad x^i = y^i \left( 1 + \frac{|y|^2}{a^2} \frac{\dot{a}}{a^2} \right) \]  
(42)
Here and throughout “dots” represents differentials with
respect to FNC time, i.e., \( \dot{a} = \partial a/\partial y^0 = \partial_0 a \). Using the
above map one may determine the line element, Eq. (39),
expressed in FNC as
\[ ds^2 = -\left[ 1 + \frac{|y|^2}{a^2} \right] (dy^0)^2 + \frac{a^2}{3a^2} (dy^0 dy^i)^2 \]
where we have for an electromagnetic like and an interaction-like term for the quadratic Dirac operator
\[
\mathcal{D}_2^{\text{EM}} = -\partial_0^2 + (\partial_i + i\sigma^A\mathcal{A}_i)^2 - \frac{1}{12} R,
\]
\[
\mathcal{D}_2^{\text{int}} = -H^2 y^i y_i \partial_0 - H^2 y^i y_i \partial_j \partial_j - \frac{1}{3} H^2 L^2.
\]
Recall that \( L = y^i p_i - y^2 p^0 \). Notice the close similarity to the fully time-independent case given in Eq. (36). The primary difference aside from a weak time dependence is that we have acquired a few additional terms. Let us emphasize that one cannot arrive at expression Eq. (36) in the time-independent limit of the Hubble parameter, since Eq. (36) is determined by omitting all time indices acting on the metric tensor.

To more clearly make the connection to its quantum mechanical counterpart let us express the Green’s function with a DeWitt/Schwinger propertime integral [37, 43] as
\[
\mathcal{G}(y, 0) = \lim_{\epsilon \to 0} \int_0^\infty ds \langle 0 | e^{-i[\mathcal{D}_1 (y) + \epsilon(1-i)]s} | 0 \rangle.
\]
\( \epsilon \) acts as a vanishing mass and provides propertime convergence in the IR limit. Then keeping terms only to the linear order in curvature we may use the Baker-Campbell-Hausdorff formula to write
\[
e^{-i\mathcal{D}_2 s} \approx e^{-i\mathcal{D}_2^{\text{EM}} s} e^{-i\mathcal{D}_2^{\text{int}} s}.
\]

Now let us write down the corresponding operator in (2+1) dimensional quantum electrodynamics as
\[
e^{-i\mathcal{D}_2 s} = e^{-i[-\partial_0^2 + (\partial_i + ieA_i)^2 - e^{i\mathcal{A}_i}F_{ij}\sigma_3]s}.
\]
The essential difference to Eq. (53) is with the placement of \( \sigma_3 \) coupled to the gauge. Therefore with the help of projection operators,
\[
P_{\pm} = (1/2)[1 \pm \sigma^3],
\]
one can determine that
\[
P_{\pm} e^{-i\mathcal{D}_2 s} = P_{\pm} e^{-i[-\partial_0^2 + (\partial_i + ieA_i)^2 - \nabla R]s},
\]
and equivalently for the electromagnetic case
\[
P_{\pm} e^{-i\mathcal{D}_2^{\text{EM}} s} = P_{\pm} e^{-i[-\partial_0^2 + (\partial_i + ieA_i)^2 \tau + e^{i\mathcal{A}_i}F_{ij}]s}.
\]
Then comparing the above two one can see that for a projection of \( P_+ \) of a curved space system leads to an equivalent electromagnetic system with positive coupling, \( e \). Likewise for projection \( P_- \), a system is represented with electromagnetic field, but in the opposite direction or simply taking, \( e \to -e \). The drawback or rather, differences, between the two stems from the interaction-like terms in \( \mathcal{D}_2^{\text{int}} \). Thus the pseudogauge fields of the curved space system can be realized with a projection of the Green’s function as \( P_{\pm} \mathcal{G}(y, 0) \) but
differ from a purely electromagnetic setup with the accompaniment of an interaction-like term. To leading order, and weak time dependence in graphene, one may write \( e^{-i\mathcal{G}_{2}^{\text{int}} s} \approx 1 - i\mathcal{G}_{2}^{\text{int}} s \). Rather than demonstrating emergent pseudogauge fields through curvature, in light of the above, if one were to demonstrate emergent curvature through real electromagnetic field, one could then see that such an interaction-like term may predict certain emergent curved space phenomena. We exploit this in the next section in a nonadiabatic setup through Floquet engineering. However, before introducing this let us briefly mention from a practical standpoint how one might achieve the adiabatic FLRW geometry in the lab.

Subtleties arise when trying to manufacture the FLRW geometry, Eq. (39), in the laboratory to produce adiabatic fields. First, let us recall that intrinsic curvature is the curvature detectable to the observers within the manifold, which emerges from distortions of the metric. In contrast, extrinsic curvature corresponds to the curvature perceived as a result of how the d-dimensional surface is embedded in \( \mathbb{R}^{d+1} \). In [4], the issue of translating (3+1) dimensional (with speed of light \( c \)) Lorentz invariant laboratory coordinates to the embedded (2+1) dimensional (with Fermi velocity, \( v_F \)) graphenes coordinates was exemplified for the cases of, e.g., Rindler and de Sitter space-times, wherein the shift to embedding coordinates implies the emergence of nonremovable singularities [44]. In depth analyses, as conducted in [4], in translating the embedded FLRW coordinates in Eq. (39)—we caution the FLRW (2+1) dimensional coordinates are again not the FNC—lies outside the scope of this work, however let us mention a few specific details concerning our setup. The FLRW geometry considered in this paper is conformally flat and has no Gaussian curvature and hence should not be subject to the issue of nonremovable singularities when shifting to embedding coordinates. Furthermore, we have emphasized above the importance of using FNC to correctly describe our time-dependent Hamiltonian, and for applications to real graphene systems we remark that fortunately one may make use of the simpler of the FLRW geometry given in Eq. (39), i.e., \( x^\mu \) when considering the embedding. Once the FLRW coordinates have been established, to make the connection to FNC, i.e., \( y^\mu \), we have supplied a map in Eq. (42); one must however determine \( y^\mu(x^\nu) \) by inverting the expressions perturbatively in FNC. Thus the process from laboratory coordinates to the desired FNC goes as (3+1) laboratory \( \rightarrow (2+1) x^\mu \rightarrow (2+1) y^\mu \). The delicate issue of time in the embedding, making it challenging for applications to, e.g., analog Hawking radiation in graphene, is skirted by the map, Eq. (42) in that one may select a common laboratory coordinates and FLRW times.

VI. FLOQUET INDUCED HIGH-FREQUENCY GEOMETRIES

We have shown in the adiabatic (or rather weakly modulated time in a FNC) picture that emergent gauge-like fields can be seen for the bispinor Green function. Specifically we considered an FLRW geometry leading to Eq. (50). We now turn our attention to the targeted high frequency and hence nonadiabatic regime, looking similarly at an FLRW geometry, which we study using Floquet engineering.

Floquet engineering is the manipulation of quantum systems through the use of driven external fields periodic in time; see [18] for a review. Floquet engineering has proved valuable in laser-driven systems [45], strongly correlated systems [46], cold atoms in optical traps [47], and even engineered to induce axial-vector fields [48], to name a few. In cosmology, the periodic time dependence of the inflaton or axion condensate backgrounds are known, via Floquet theory, to affect production rates in the form of parametric resonance [20]. As argued above, usage of Floquet theory for the condensed matter realizations of high-frequency cosmological setups are intuitive. Not only may one interpret a pseudogauge field as arising from curvature induced geometries, but also one may interpret the reverse, namely artificial geometries as arising from induced electromagnetic gauge fields. Such approaches have also been studied for cold atoms in spatial geometries in [49] and by Floquet analysis also in spatial geometries in [50]; however, our FLRW geometry as well as temporal periodicity approaches are new and, moreover, give rise to a new class of emergent fields.

Let us specifically examine the previous FLRW metric in Eq. (39), where we introduce temporal periodicity in the \( a(x^0) \) factor. Let us also make use of the high-frequency valid linear effective Hermitian Hamiltonian with components given in Eqs. (47) and (48). While we stress the importance of emergent space-time from induced periodic fields, it is conceptually simpler to proceed along the lines in previous sections beginning with curved space-time. Therefore, let us consider an observer in the laboratory frame who selects FLRW coordinates as given in Eq. (39); periodicity then dictates that \( h_{\text{eff}}(x^0) = h_{\text{eff}}(x^0 + T) \). However, notice that the effective Hamiltonian has already been transformed to \( \mathcal{O}(y^\mu T) \) in FNC, therefore neglecting higher order contributions according to Eq. (42), one may also consider periodicity in FNC as

\[ h_{\text{eff}}(y^\mu) = h_{\text{eff}}(y^\mu + T). \]

Under a high-frequency Hamiltonian, an expansion of Eq. (29) is possible whereby one averages over the period giving way to a time-independent effective Floquet Hamiltonian. Let us stress that the effective Hermitian Hamiltonian based on the scalar product in Eq. (26) is a different object.

To perform the high-frequency expansion let us use a Magnus expansion [51, 52] for small \( T \). Note that one
may alternatively make use of the unitary equivalent van Vleck theory [53]. Here we use the approach as outlined in [52]. Let us first write down the effective Floquet Hamiltonian as

$$\hbar^F_{\text{eff}} = \frac{i}{T} \ln U(T, 0),$$

(59)

where the unitary operator is given in Eq. (29); we have also chosen an initial FNC time $y^0 = 0$ for convenience. A hallmark of the Floquet-Magnus formalism is that a mapping to a time-independent system is provided by averaging over the period; thus the eigenvalues of $\hbar^F_{\text{eff}}$ represent Floquet pseudo-energies of a static system. Next, we gather Eq. (46) and Eq. (48) into an interaction like term,

$$\hbar_{\text{int}} = \frac{i}{2} (\hat{H} + \frac{3}{2} H^2)y^i \sigma_i + \hbar_L,$$

(60)

to which we can write the following unitary operator:

$$U_{\text{int}}(y^0, 0) = \mathcal{T} e^{-i \int_0^{y^0} dy^0 \hbar_{\text{int}}},$$

(61)

that satisfies $U_{\text{int}}(T, 0) = 1$. Using the above we can write in the interaction picture, for $\tilde{h}_0(y^0) = U_{\text{int}}(y^0, 0)\mathcal{H}_0 U_{\text{int}}(y^0, 0)$,

$$\tilde{U}_0(y^0, 0) = \mathcal{T} e^{-i \int_0^{y^0} dy^0 \hbar_0}.$$

(62)

It has been shown that [54] the original unitary operator of the effective Hamiltonian, Eq. (29), follows from the product

$$\tilde{U}_0(y^0, 0) U_{\text{int}}(y^0, 0) = U(y^0, 0),$$

(63)

and hence we can arrive at the effective Floquet Hamiltonian [52]

$$\hbar^F_{\text{eff}} = \frac{i}{T} \ln \tilde{U}_0(T, 0).$$

(64)

The above may be evaluated in a Magnus expansion; where we keep the leading order terms to $\mathcal{O}(T)$ in the Dyson series

$$\hbar^F_{\text{eff}} \simeq T^{-1} \int_0^T dy^0 \tilde{h}_0$$

$$\simeq \mathcal{H}_0 + iT^{-1} \int_0^T dy^0 \int_0^{y^0} dy^0 \left[ \hbar_{\text{int}}, \mathcal{H}_0 \right].$$

(65)

The evaluation of the effective Floquet Hamiltonian has been reduced to that of a commutator between the interaction and free terms. Let us turn our attention to the commutator. Using the following identities:

$$[y^i \sigma_i, \sigma^3 p_j] = 2i(1 + L \sigma^3),$$

(66a)

$$[y^i y^j \sigma^3 p_j, \sigma^3 p_k] = 2i \sigma^3 y^i \sigma^3 p_j,$$

(66b)

$$[y^i \sigma_i, y^j \sigma^3 p_j, \sigma^k p_k] = i(2L^3 + 3) y^i p_i + L \sigma^3,$$

(66c)

one can determine that the commutator becomes

$$[\hbar_{\text{int}}, \mathcal{H}_0] = -\hat{H} - \frac{3}{2} H^2 - i \left( \hat{H} + \frac{3}{2} H^2 \right) y^i p_i + \hbar^C_L.$$ (67)

Here the factor

$$\hbar^C_L := -\frac{1}{3} H^2 \sigma^3 [2L + iy^j L p_j]$$

(68)

arises from the commutator of the angular momentum dependent terms. A merit of the Floquet approach, in addition to providing a static formulation, is that the commutator is now diagonal, permitting some simplicities. Moreover, we may now make the connection to an emergent electromagnetic field.

The above form of the commutator shares close similarities with one under an electromagnetic gauge in a high frequency limit. To demonstrate this let us turn to the massless (2+1) dimensional Hamiltonian in a U(1) electromagnetic field that reads $\hbar^A = \hbar_0 + \hbar^A_{\text{int}}$, where $\hbar^A_0 = v_F \sigma^j p_j = \mathcal{H}_0$ and $\hbar^A_{\text{int}} = v_F \sigma^j A_j$, such as exists in graphene for Fermi velocity, $v_F$. Note that we have assumed only a spatial gauge and that the electric potential is zero. The equivalent commutator stemming from a Magnus expansion for a high-frequency driven electric field is

$$[\hbar^A_{\text{int}}, \mathcal{H}_0] = v_F^2 e \left\{ 2i(A_1 p_2 - A_2 p_1) - F_{12} \right\} \sigma^3.$$ (69)

Returning to the curved space expression, the commutator in Eq. (67) can be written in the suggestive form

$$[\hbar_{\text{int}}, \mathcal{H}_0] = v_F^2 \left\{ 2i(A^F_1 p_2 - A^F_2 p_1) - F^F_{12} + \hbar^C_L \right\},$$ (70)

where the emergent electromagnetic fields in the Floquet picture read

$$A^F_j = \frac{1}{2} \left( \hat{H} + \frac{3}{2} H^2 \right) \epsilon_{ji} y^i,$$

$$F^F_{12} = \hat{H} + \frac{3}{2} H^2.$$ (71)

See also Eq. (27), as advertised before. We have also made visible the implicit Fermi velocity in graphene. By virtue of the Floquet picture we have identified a completely different induced electromagnetic field. In contrast to the adiabatic picture where we found Eq. (23), we have as anticipated terms that depend on time derivatives. We also have a different coefficient in front of $H^2$, which is present due to an extra contribution coming from the $\Omega_0$ factor (it is also interesting that here as well no emergent electric field is found from the $\Omega_0$ factor).

The key difference between the electromagnetic case in Eq. (69) and the curved space case in Eq. (70) is the presence of $\sigma^3$ coupled to the electromagnetic terms. We saw earlier with the adiabatic case in Eq. (56), that such an identification did in fact lead to emergent fields. Here too the same feature is present with $A_j \sigma^3 \rightarrow A^F_j$. In contrast with the adiabatic case, however, here we see that the electromagnetic case equivalent is proportional to $\sigma^3$ rather than the emergent curved space case that is proportional to the identity element. Since the emergent
gauge fields are Abelian we find observables take a simple form.

With the identifications above, the effective Floquet Hamiltonian can be written as

\begin{equation}
\begin{aligned}
    h^F_{\text{eff}} &\simeq \mathcal{H}_0 + [h^F_\mathcal{T}] + i[h^C_\mathcal{T}]T, \\
    h^F_\mathcal{T} &:= -2(A^1_T p_2 - A^2_T p_1) - i\mathcal{F}^F_{12},
\end{aligned}
\end{equation}

where \([f]_{\mathcal{T}} := (v_f^T/T)\int_0^T dy^0 \int_0^y dy^0 f(y^0)\) for arbitrary function \(f\). Let us remark that while the above is not at first glance Hermitian, it is guaranteed to be so according to our Hermitian effective action, Eq. (26), and the Magnus expansion. Using the effective Floquet Hamiltonian let us write for the arbitrary observable, \(O\), the expectation value with the projection operator given in Eq. (55) as

\begin{equation}
    \langle OP_{\pm}\rangle = \text{Tr} O P_{\pm} e^{-iT h^F_{\text{eff}}}. 
\end{equation}

Let us analyze the above in the high-frequency small \(T\) limit, keeping only leading order terms upon factorizing according to the Baker–Campbell–Hausdorff formula. We find

\begin{equation}
    e^{-iT h^F_{\text{eff}}} \simeq e^{-iT[h^F_\mathcal{T}]T} e^{-iT\mathcal{H}_0} e^{T[h^C_\mathcal{T}]T},
\end{equation}

where we further assume \(e^{T[h^C_\mathcal{T}]T} \simeq 1 + T[h^C_\mathcal{T}]T\). The main observation here is that with the projection operator one may write

\begin{equation}
    P_{\pm} e^{-iT[h^F_\mathcal{T}]T} = P_{\pm} e^{iT[h^F_\mathcal{T}]T} \sigma^3,
\end{equation}

and therefore connect to the equivalent electromagnetic interaction term with \(\sigma^3\) coupling [as was similarly employed in the adiabatic case, Eq. (56)]. Use of different projection operators leads to differing in sign electromagnetic terms. We may finally express our observable in curved space as

\begin{equation}
    \langle OP_{\pm}\rangle \simeq \text{Tr} (1 + T[h^C_\mathcal{T}]T) O P_{\pm} e^{-iT(H_0 \pm [h^F_\mathcal{T}]T)\sigma^3}. 
\end{equation}

Our goal is to now replicate the same observable, however only through the use of induced electromagnetic fields. We write down as before for arbitrary observable with electromagnetic field, \(O^A\), the following expectation value:

\begin{equation}
    \langle O^A P_{\pm}\rangle_A = \text{Tr} O^A P_{\pm} e^{-iT(\mathcal{H}_0 + [h^C_\mathcal{T}]T)\sigma^3},
\end{equation}

\begin{equation}
    h^A_\mathcal{T} := -2(A^1_T p_2 - A^2_T p_1) - i\mathcal{F}^F_{12},
\end{equation}

with spin projection operator. Then it becomes clear by examining Eq. (68) that with the observable

\begin{equation}
    O^A = (1 \pm eT[h^A_\mathcal{T}]T)O,
\end{equation}

where the angular momentum included operator is again

\begin{equation}
    h^A_\mathcal{L} = -\frac{1}{3} \mathcal{H}^2 \sigma^3 [2L + iy^j L p_j],
\end{equation}

the curved space observable in Eq. (77) can be exactly reproduced using only high-frequency magnetic fields. One finds as anticipated that

\begin{equation}
    A_1 = \pm e^{-1} A^F_1, \quad F_{12} = \pm e^{-1} F^F_{12}.
\end{equation}

More specifically, to arrive at the \(P_+ \ (P_-)\) expression in Eq. (77) one need only interpret the fields as going in the same (opposite) direction as those found from curved space. In practice, it is simplest to superimpose two high-frequency magnetic fields, one with field strength \(\mathcal{H}\) and the other with \((3/2)H^2\), on to one another, and in this way the measurement of Eq. (81) can be performed. Since one can furthermore write \(\langle O \rangle = \langle OP_+ \rangle + \langle OP_- \rangle\), one can in theory make any measurement for the curved space analog system by performing two measurements of Eq. (78) for fields with opposing direction. The novelty and importance of the above identification is apparent in that one may simulate on a tabletop experiment an induced high-frequency space-time with known Floquet techniques.

\section{VII. Conclusions}

We have studied time-dependent geometries with the \((2+1)\) dimensional massless Dirac equation for target environment of graphene in both the adiabatic and nonadiabatic high-frequency cases. For both cases it was shown how, from a mapping to an effective quantum mechanical system, emergent pseudogauge fields may be recognized. For both approaches, FNC were used to supply one with a locally flat expansion good for making the connection to a quantum mechanical Hamiltonian, with intuitive understanding of observables in time-dependent geometries. Also, for both approaches a generic FLRW metric was employed to make the connection to cosmological systems of interest.

It has been recently argued that spatial deformations of the lattice, such as topological defects or out-plane distortions, may result into higher order derivative terms leading to a vanishing spin connection which hinders the relationship between a tight-binding model and the curved Dirac equation (see [55] and [36, 56]). However, the intrinsic curvature of the FLRW geometry we use in our work depends solely on a continuous time variable and therefore is not subject to such corrections. The corrugations in our setup are due to a simple elastic deformation. Let us also remark that in our work the pseudogauge fields and spin connection are dual to one another; however in [55], an Abelian strain gauge field enters quite differently and separate to a non-Abelian torsion-free spin connection. It would, however, be interesting to explore geometries beyond the FLRW which encompass additional spatial deformations.

For the adiabatic case, we used the bispinor Green’s function approach, which is known to predict homogeneous pseudo-magnetic fields in a time-independent geometry. We extended our understanding of such emer-
gent pseudogauge fields to encompass small variations in FNC time for an FLRW metric such that $H \ll \dot{H}$, for Hubble parameter $H$. It was shown that the emergent temporally inhomogeneous pseudo-magnetic fields agree with their static counterparts.

For the nonadiabatic and high-frequency case we made use of the Floquet theorem for periodically driven systems. We determined an entirely new class of pseudo-gauge fields to encompass small variations in temic. We determined an entirely new class of pseudo-gauge fields to encompass small variations in temic. We determined an entirely new class of pseudo-gauge fields to encompass small variations in temporal part of the Hermitic corrected spin connection, $\Omega$. It is thought the electromagnetic field, conversely, may be produced in the laboratory onto graphene, to give rise to an emergent curved space setting thought valuable to study on a tabletop experiment. Some potential areas of interest include rotating neutron stars, compact binaries, early universe quantum fluctuations, and, in particular stochastic gravitational wave background (SGWB) during the inflationary period whose gravitational wave bath encompasses a frequency span of at least 20 orders of magnitude.
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