Abstract. In this paper we prove some new results and give new proofs of known results related to the large coupling limit for stationary Schrödinger operators. The operators we consider are of the form $-\Delta + \lambda V(x)$ where $\Delta$ is the Laplacian, $V(x)$ is a real valued piecewise-constant potential having a jump discontinuity across a smooth interface and $\lambda$ is the coupling constant. Our main result is that the potential determines a non-local boundary condition on the interface and we systematically exploit this fact to derive various results about the large coupling problem. In particular, we obtain estimates for convergence rates and a description of the behavior of the spectrum of $-\Delta + \lambda V(x)$ as $\lambda \to \infty$.

1. Introduction and Statement of Results

1.1. Background. Historically, the large coupling problem is to understand the behavior of operators of the form $H_\lambda := -\Delta + \lambda V$ as $\lambda \to \infty$. Here $\Delta := \frac{\partial^2}{\partial x_1^2} + \ldots + \frac{\partial^2}{\partial x_n^2}$ is the Euclidean Laplacian; $V$ is the multiplication operator corresponding to a real-valued potential, $V(x)$; and $\lambda$ is a positive parameter called the coupling constant. The term $\Delta$ governs the “free evolution” of a particle while $V$ describes its interactions — with an external field or other particles, for example. Informally, the coupling parameter modulates the strength of the relevant interactions and as such the problem is really the description of quantum particles under very strong interactions.

Common questions are the existence and properties of the limit operator; the rate and mode of convergence; the asymptotic behavior of the spectrum; and the description scattering phenomena, to name a few. A related problem is the study of the various semigroups these operators generate. For instance, one could consider the standard semigroups $e^{tH_\lambda}$, $e^{itH_\lambda}$, and $\cos t\sqrt{H_\lambda}$, corresponding to the heat, Schrödinger and wave semigroups respectively, and attempt to describe them in the large coupling limit.
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1.2. Outline of Results and Methods. Our goal in this work is to apply basic ΨDO techniques to certain large coupling problems. In contrast to other work, we focus on Schrödinger operators defined on bounded domains in $\mathbb{R}^n$ and we only consider special types of interaction potentials. As will become clear, the restriction to bounded domains allows us to employ rather specific tools.

More concretely, let $\Omega \subset \mathbb{R}^n$ be a bounded, open domain with smooth, i.e. $C^\infty$, boundary which we denote by $\Gamma$. Let $\Omega_1 \Subset \Omega$ be a compact inclusion also with smooth boundary $\Gamma_1$. We define the “exterior region” $\Omega_2 := \Omega \setminus \overline{\Omega_1}$, so that $\Omega = \Omega_1 \cup \Gamma_1 \cup \Omega_2$ as in Figure 1. Furthermore, we assume that $\Gamma_1$ and $\Gamma$ are locally on one side of $\Omega_1$ and $\Omega$ respectively.

Our Schrödinger operator is of the form $A_\lambda := -\Delta + \lambda 1_{\Omega_1}(x)$ with domain

$$\text{Dom}(A_\lambda) = \{ u(x) \in H^2(\Omega) : \partial_\nu u|_\Gamma = 0 \}.$$  

Here $1_E(x)$ is the characteristic function of the set $E$, $\partial_\nu$ is the normal derivative and $H^k(\Omega)$ denotes the usual $L^2$ based Sobolev spaces. Note that the non-smooth interaction potential $1_{\Omega_1}(x)$ has singularities along the interface $\Gamma_1$. As for the usual large coupling problem on $\mathbb{R}^n$, our first question is

Figure 1. The domain $\Omega$
Problem 1. Does $A_{\lambda}$ converge to a limit operator? If so, to what operator and at what rate?

For $\lambda > 0$, standard results imply that the inverse $A_{\lambda}^{-1}$ exists and is bounded. Using quadratic forms for instance, one checks that $A_{\lambda}$ form a monotone sequence of operators. Abstract arguments (see Kato [16, Chap. VIII, §3]) then show the existence of a limit operator. A natural candidate for the limit operator is $A_{\infty} := 0 \oplus B$ where

$$\text{Dom}(B) = \{ v \in H^2(\Omega_2) : v|_{\Gamma_1} = \partial_{\nu} v|_{\Gamma} = 0 \}; \quad Bv = -\Delta v.$$ (1.2)

We will later put this intuition on more solid ground; but these heuristics suggest large potentials should be well approximated by Dirichlet boundary conditions. This leads to the slightly more general problem of describing these operators for intermediate values of the coupling constant:

Problem 2. Given $0 < \lambda_0 \leq \lambda < \infty$, find a boundary problem on the exterior domain, $\Omega_2$, whose solutions closely approximate that of $A_{\lambda}u = f$.

One point of view is that boundary conditions are actually simplifications used to capture the fact that certain parameters in the system under study change rapidly across an interface. Thus a solution to this question has practical implications for the numerical solution of PDEs where boundary conditions are often difficult to implement. The same point has been made by Bardos–Rauch in [17] which treats a large coupling problem for 1st order hyperbolic systems. This question also has implications for stochastic simulation algorithms as shown in Agbanusi–Isaacson [3] and was one motivation for the study here. In fact, that paper deals with the time dependent version of our equations which were used in a model of diffusion to a stationary target.

What follows is one of our main results and gives an answer to the questions posed above. More precise statements will be made later:

Main Result. Let $0 < \lambda_0 \leq \lambda < \infty$ be fixed and suppose that $f(x)$ has support in $\Omega_2$. If $u$ solves

$$(-\Delta + \lambda 1_{\Omega_1}(x))u = f, \quad x \in \Omega; \quad \partial_{\nu} u|_{\Gamma} = 0,$$

then $u_2$ defined by $u_2 := u|_{\Omega_2}$ satisfies the “exterior” boundary value problem

$$\begin{cases} 
-\Delta u = f, & x \in \Omega_2; \\
\partial_{\nu} u_2|_{\Gamma} = N_{\lambda} (\partial_{\nu} u_2)|_{\Gamma_1}, \\
\partial_{\nu} u_2|_{\Gamma} = 0;
\end{cases}$$ (1.3)

where $N_{\lambda}$ is a pseudodifferential operator depending on $\lambda$ and acting in $L^2(\Gamma_1)$. 

There are good reasons for the particular assumptions on \( f(x) \) in the above statement. For example, if one thinks of the corresponding diffusion equation, \( f \) could be interpreted as a probability density/distribution. Thus the support condition on \( f \) means that the distribution of the particles under consideration is outside the “obstacle” \( \Omega_1 \).

As already hinted, in most applications, we wish to compare the operators \( A_{\lambda}^{-1} \) and \( B^{-1} \). A potential source of difficulty is their being defined on different domains. To overcome this, we introduce the restriction operator:

\[
r_{\Omega_2} f := f|_{\Omega_2},
\]

and the “extension by zero” operator:

\[
e_{\Omega_2} f := \begin{cases} f, & x \in \Omega_2; \\ 0, & x \in \Omega_1, \end{cases}
\]

and we observe that \( r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} \) is now a bounded operator in \( L^2(\Omega_2) \). Using our main result, we show

\[
\| r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1} \|_{op} = O(\lambda^{-\frac{1}{2}}),
\]

as \( \lambda \to \infty \), which gives an estimate for the rate of convergence. The norm on the left is the operator norm and it is taken in \( L^2(\Omega_2) \). A further consequence of our approach is that we obtain an estimate — cumbersome to state here (cf. [3.2]) — for \( N(\mu; (r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})) \). The function \( N(\mu; T) \) is the spectral counting function and it counts the number of eigenvalues of the compact operator \( T \) greater than \( \mu \). These results show that one recovers the “external” Dirichlet problem in the large coupling limit.

Our analysis rests on the observation that solutions to \( A_{\lambda} u = f \) satisfy the following elliptic transmission problem:

\[
\begin{align*}
(\Delta + \lambda) u_1 &= f_1; & x &\in \Omega_1, \\
-\Delta u_2 &= f_2; & x &\in \Omega_2,
\end{align*}
\]

where, for \( i = 1, 2 \), \( f_i = f|_{\Omega_i} \); with the transmission condition on the interface \( \Gamma_1 \):

\[
\begin{align*}
|u_1|_{\Gamma_1} &= |u_2|_{\Gamma_1}, \\
\partial_{\nu} u_1|_{\Gamma_1} &= \partial_{\nu} u_2|_{\Gamma_1},
\end{align*}
\]

and the “external” boundary condition

\[
\partial_{\nu} u_2|_{\Gamma} = 0.
\]

The proofs of our results are effected by constructing a parametrix for the system (1.5)–(1.6) in a neighborhood of \( \Gamma_1 \). There are two key ideas here: the first, which goes back AGMON [4], is to treat \( \lambda \) as an extra “cotangent variable” in the parametrix construction; the second idea is to use a variant of the Calderón–Seeley–Hörmander method of reduction to the boundary (see, for instance, CHAZARAIN–PIRIOU [10], Chap. 5) for an exposition).
The ellipticity of the resulting equations and the transmission conditions allow us to determine \( u|_{\Gamma_1} \) and \( \partial_{\nu}u|_{\Gamma_1} \) which in turn determine \( \mathcal{N}_\lambda \) as a by-product. To apply this, we establish and exploit the following Green’s formula (cf. Lemma 3.2) which may be of independent interest:

\[
(r_{\Omega_2}A_\lambda^{-1}e_{\Omega_2} - B^{-1})f, g)_{L^2(\Omega_2)} = -\langle \mathcal{N}_\lambda \gamma_1 u, \gamma_1 v \rangle_{L^2(\Gamma_1)};
\]

where \( (\cdot, \cdot)_{L^2(\Omega_2)} \) and \( \langle \cdot, \cdot \rangle_{L^2(\Gamma_1)} \) are inner products, \( v = B^{-1}g \) and \( u = r_{\Omega_2}A_\lambda^{-1}e_{\Omega_2}f \). The crucial thing is that our construction of the pseudo-differential operator \( \mathcal{N}_\lambda \) comes with explicit information on its symbol and it is an analysis of the dependence of \( \mathcal{N}_\lambda \) on \( \lambda \) which give the various estimates.

It is worthwhile to give another interpretation of our main result. Since the operators \( \mathcal{N}_\lambda \) determine boundary conditions — albeit non-local ones — on \( \Gamma_1 \), we are entitled to view \( \lambda \) as parametrizing a family of boundary value problems in the exterior domain \( \Omega_2 \). Alternatively, these boundary problems correspond to certain realizations of the Laplacian acting in \( L^2(\Omega_2) \). Indeed our results show that the potential \( \lambda 1_{\Omega_1}(x) \) determines a one parameter family of relations, in this case graphs, in \( H^{-\frac{1}{2}}(\Gamma_1) \times H^{\frac{1}{2}}(\Gamma_1) \). This could be of independent interest and may allow for the application of other tools. We refer the reader to Grubb [13] for a thorough treatment of realizations of scalar elliptic differential operators; and to Vishik [20] on which [13] is based.

With some modifications, the ideas in this paper could be applied to large coupling problems for other 2\textsuperscript{nd} order equations and perhaps to similar large coupling problems on Riemannian manifolds — probably with more substantial modifications in the latter case. The method could also be applied to the study of the resolvent

\[
R_\lambda(z) := (A_\lambda - z)^{-1} = (-\Delta + \lambda 1_{\Omega_1}(x) - z)^{-1},
\]

with \( z \in \mathbb{C} \), as a prelude to studying the time dependent problems or developing a functional calculus in the large coupling limit. Indeed one may view this paper as the study of \( R_\lambda(0) \). We postpone these considerations to future papers.

1.3. Other Work. There are other approaches to the problem treated in this paper and we pause here to briefly review them. One standard approach is to use asymptotic expansions and is due to Vishik–Lyusternik [21]. In that work, the authors consider much the same problem we do except they treat the situation where the exterior domain, which we have called \( \Omega_2 \), is unbounded. Using similar methods, Bruneau–Carbou [9] have also obtained results on the asymptotic behavior of the eigenvalues when the exterior domain is bounded.

There is a related approach using WKB expansions in dimension 1 by Gesztesy et al [12, §3]. This paper treats more general potentials than we
do and also obtain asymptotics for convergence rates as well as the spectral behavior in the large coupling limit. There is a rather robust formalism in BelHadjAli et al. [7] capable of handling rather general Schrödinger type operators perturbed by measures.

The large coupling problem for the heat equation is treated in Demuth et al. [11] using probabilistic methods and by the present author in [2] using functional-analytic arguments. These papers treat the unbounded and bounded exterior domain cases respectively and we mention that in [11] results on the stationary operators are derived from the time dependent operator by “Laplace transform”.

2. CONSTRUCTION OF $\mathcal{A}^\lambda_\gamma$ AND RELATED OPERATORS

2.1. Notation and Preliminaries. We first gather some notation to be used in addition to those employed in §1. Throughout, $\mathbb{R}^n$ is $n$-dimensional Euclidean space and a variable point will be written $x = (x',x_n)$ with $x' = (x_1,\ldots,x_{n-1})$. Elements of the dual space to $\mathbb{R}^n$ are written $\xi = (\xi',\xi_n)$. We denote by $\mathbb{R}^n_+ (\mathbb{R}^n)$ the half-space defined by the relation $x_n > 0 (x_n < 0)$, and $\mathbb{R}^{n-1}$ the plane $x_n = 0$.

2.1.1. Sobolev Spaces. As usual, $L^2(\mathbb{R}^n)$ is the space of equivalence class of measurable, square-integrable functions normed by

$$\|u\|^2_{L^2(\mathbb{R}^n)} = \int |u(x)|^2 dx, \quad u \in L^2(\mathbb{R}^n).$$

We shall denote the Schwartz class of functions by $\mathcal{S}(\mathbb{R}^n)$ or simply $\mathcal{S}$, with its usual topology, and $\mathcal{S}'$ its dual space of tempered distributions. Let $\mathcal{F}$ denote the Fourier transform $u \rightarrow \hat{u}$:

$$\hat{u}(\xi) = \mathcal{F}u(\xi) = \int e^{-ix\cdot\xi}u(x) dx, \quad u \in \mathcal{S}.$$

By the Plancherel theorem, $\mathcal{F}$ can be extended to an isomorphism on $L^2$ and on $\mathcal{S}'$ and Parseval’s relation takes the form

$$\|u\|^2_{L^2(\mathbb{R}^n)} = (2\pi)^{-n}\|\hat{u}\|^2_{L^2(\mathbb{R}^n)}.$$

Let $\langle \xi \rangle = (1 + |\xi|^2)^{1/2}$ and for $s \in \mathbb{R}$ we define the Sobolev spaces $H^s(\mathbb{R}^n)$ by

$$H^s(\mathbb{R}^n) := \{u \in \mathcal{S}': \langle \xi \rangle^s \hat{u} \in L^2(\mathbb{R}^n)\}.$$

We denote the norm in $H^s(\mathbb{R}^n)$ by $\|\cdot\|_s$ or $\|\cdot\|_{s,\mathbb{R}^n}$ and identify $H^0$ with $L^2$. From Plancherel’s theorem, it follows that for $m \in \mathbb{N}$ we have

$$H^m(\mathbb{R}^n) := \{u : D^\alpha u \in L^2(\mathbb{R}^n), |\alpha| \leq m\},$$
with the equivalent norm
\[
\|u\|_m^2 \simeq \sum_{|\alpha| \leq m} \|D^\alpha u\|^2.
\]

Here the derivatives are taken in the distribution sense and we employ standard multi-index notation:
\[
D^\alpha = (-i)^{|\alpha|} \partial^\alpha, \quad \partial^\alpha = \partial_{x_1}^{\alpha_1} \cdots \partial_{x_n}^{\alpha_n}, \quad \alpha = (\alpha_1, \ldots, \alpha_n); \quad |\alpha| = \sum_{j=1}^n \alpha_j.
\]

If \( s = m + r \) with \( m \in \mathbb{N}_0 \) and \( 0 < r < 1 \), one can show that the following defines an equivalent norm in \( H^s(\mathbb{R}^n) \):
\[
\|u\|_s^2 \simeq \sum_{|\alpha| \leq m} \|D^\alpha u\|^2 + \sum_{|\alpha| = m} \int \int |D^\alpha u(x) - D^\alpha u(y)|^2 |x - y|^{-n-2r} \, dx \, dy.
\]

We can similarly define Sobolev spaces on \( \mathbb{R}^n_\pm \). Briefly for \( m \in \mathbb{N} \), \( 0 < r < 1 \) and \( s = m + r \)
\[
H^m(\mathbb{R}^n_\pm) = \{ u \in L^2(\mathbb{R}^n_\pm) : \sum_{|\alpha| \leq m} \|D^\alpha u\|_{L^2(\mathbb{R}^n_\pm)}^2 < \infty \},
\]
\[
H^s(\mathbb{R}^n_\pm) = \{ u \in H^m(\mathbb{R}^n_\pm) : [D^\alpha u]_{r, \mathbb{R}^n_\pm} < \infty; |\alpha| = m \},
\]
where we have defined the semi–norms
\[
[D^\alpha u]_{r, \mathbb{R}^n_\pm}^2 = \int_{\mathbb{R}^n_\pm} \int_{\mathbb{R}^n_\pm} |D^\alpha u(x) - D^\alpha u(y)|^2 |x - y|^{-n-2r} \, dx \, dy.
\]

We denote partial Fourier transforms by
\[
\hat{\hat{u}}(\xi', x_n) = \mathcal{F}'u(\xi', x_n) = \int e^{-ix' \cdot \xi' - i\xi_n} u(x) \, dx',
\]
and we consistently use primes to denote tangential variables or operators, i.e. variables or operators in \( \mathbb{R}^{n-1} \). For example, \( D' \) or \( D_{x'} \) denotes differentiation in the \( x' \) variables only, and so on. We will need following theorem:

**Theorem 2.1** (Trace Theorem). For \( u \in \mathcal{S} \) and nonnegative integers \( j \), the maps
\[
\gamma_j u := (\partial_{x_n}^j u) \big|_{x_n = 0}
\]
satisfy
\[
\mathcal{F}' \left[ \gamma_j u \right] (\xi') = \int (i\xi_n)^j \hat{\hat{u}}(\xi', \xi_n) \, d\xi_n.
\]
Moreover, for \( s > j + 1/2 \) and a constant depending only on \( s \)
\[
\|\gamma_j u\|_{s-j-\frac{1}{2}, \mathbb{R}^{n-1}} \leq C \|u\|_s,
\]
and \( \gamma_j \) extends to a bounded surjection \( \gamma_j : H^s(\mathbb{R}^n) \to H^{s-j-\frac{1}{2}}(\mathbb{R}^{n-1}) \).
The fractional Sobolev spaces on the boundary are defined via local charts and a partition of unity from the similar spaces defined in $R^{n-1}$. Using this we can extend the definition so that the trace operators $\gamma_j v = (\partial_j^\nu v)|_{\Gamma_1}$ define bounded surjections from $H^s(\Omega_i)$ to $H^{s-j-\frac{1}{2}}(\Gamma_1)$ for $s > j + \frac{1}{2}$. Note that we use the same notation to define taking the traces from “either side” of $\Gamma_1$. We refer the reader to [10, Chap. 2] or Adams [1] for more details.

2.2. Symbols and Pseudo-differential operators. For real $m$ and $k$ a non-negative integer, the function $a(x,\xi)$ belongs to the symbol class $S_{m^k}(R^{2n})$ if $a \in C^\infty(R^n \times R^n)$ and for any multi-indices $\alpha$ and $\beta$ there is a positive constant $C_{\alpha\beta}$ such that

$$|\partial_\beta^\xi \partial_\alpha^\xi a(x,\xi)| \leq C_{\alpha\beta}(1 + |\xi|)^{m-|\alpha|}; \quad |\alpha| \leq k.$$ 

If $k \geq j$ then $S_{m^k} \subseteq S_{m^j}$ and the usual symbol class, $S^m$, is characterized by $S^m = \bigcap_{k=0}^\infty S_{m^k}$. Important for us is a class of parameter dependent symbols which we now define. The symbol class $P_{m^k}(R^n \times R^n)$ consists of $b \in C^\infty(R^n \times R^n \times R^+)$ for which there exists a $\lambda_0 > 0$ such that for $\lambda \geq \lambda_0$,

$$|\partial_\beta^\xi \partial_\alpha^\xi b(x,\xi,\lambda)| \leq C_{\alpha\beta}(|\xi| + \lambda^\frac{1}{2})^{m-|\alpha|}; \quad |\alpha| \leq k.$$ 

Since we aim to work locally we shall always assume that the symbols are either compactly supported in $x$ or else do not depend on $x$ outside some ball (which may depend on the symbol).

Associated to a symbol in either symbol class is a pseudo-differential operator defined by

$$a(x,D)u = \text{Op}(a)u(x) = (2\pi)^{-n} \int e^{ix\cdot \xi}a(x,\xi)\hat{u}(\xi)\,d\xi.$$ 

Basic facts about these operators, at least for symbols in $S^m$, can be found in [10, Chap. 4]. The composition rule is pertinent for our purposes and we recall that the rule relies on the observation that products of symbols of the same type are also symbols. That is, if $a_i \in S^{m_i}$ and $b_i \in P^{r_i}$, for $i = 1, 2$, then $a_1a_2$ and $b_1b_2$ belong to $S^{m_1+m_2}$ and $P^{r_1+r_2}$ respectively. Later, we will need to compose operators with symbols of different types — one with a parameter and one without. We include some results in this direction as we have not found the exact statements we need in the existing literature. Nevertheless, some related results can be found in Agranovich [5] and Grubb [14].

Using Leibniz’s rule and the inequality

$$1 + |\xi| \leq (|\tau| + |\xi|) \leq (1 + |\tau|)(1 + |\xi|); \quad \tau \in C; \quad |\tau| \geq 1,$$ 

(2.1)
we see that for $|\alpha| \leq m_1$

$$|\partial^\beta_x \partial^\alpha_\xi \{a(x, \xi)b(x, \xi, \lambda)\}| \leq \sum_{\gamma \leq \alpha, \mu \leq \beta} C_{\gamma,\mu} |\partial^\mu_x \partial^\gamma_\xi \{a(x, \xi)b(x, \xi, \lambda)\}|$$

$$\leq \sum_{\gamma \leq \alpha, \mu \leq \beta} \tilde{C}_{\gamma,\mu} (1 + |\xi|)^{m_1-|\gamma|} (|\xi| + \lambda^{1/2})^{m_2+|\gamma|-|\alpha|}$$

$$\leq C (|\xi| + \lambda^{1/2})^{m_1+m_2-|\alpha|}.$$  

Close examination of the computation above shows we have established

**Lemma 2.2.** Suppose that $a \in S^{m_1}$ and $b \in P^{m_2}$. If $m_1 \geq 0$ then $ab \in P^{m_1+m_2}$ and if $m_2 \leq 0$ then $ab \in S^{m_1+m_2}$.

The next result describes the action of pseudo-differential operators with parameter dependent symbols. In the statements and proofs we replace $\lambda^{1/2}$ with $\tau$ to make the formulae less unwieldy.

**Proposition 2.3.** Suppose that $b \in P^m_0$ with $m \leq 0$. Let $r \in \mathbb{R}$ and $r + m \leq s \leq r$. Then $\text{Op}(b)$ can be extended to a bounded operator from $H^r(\mathbb{R}^n)$ to $H^{s-m}(\mathbb{R}^n)$ and we have

$$(2.2) \quad \|\text{Op}(b)u\|_{s-m} \leq \frac{C}{\tau^{r-s}} \|u\|_r,$$

for some constant independent of $u$ and $\tau$. In particular,

$$\|\text{Op}(b)u\|_r \leq \frac{C}{\tau^{|m|}} \|u\|_r.$$

**Proof.** This is a variant of the proof of the boundedness of “classical” pseudo-differential operators. Throughout we take $u \in S$ to avoid any convergence issues and justify switching the order of integration. Since $b$ vanishes for $x$ outside some compact set, it follows that

$$\left| \sigma^\beta \int e^{-ix \cdot \sigma} b(x, \xi, \tau) \, dx \right| = \left| \int e^{-ix \cdot \sigma} D_x^\beta b(x, \xi, \tau) \, dx \right| \leq C (|\xi| + \tau)^m \int_{\text{supp}(b)} \, dx$$

which implies the Paley-Wiener type estimate for the Fourier transform of $b$: for any integer $N > 0$

$$\hat{b}(\sigma, \xi, \tau) \leq C_N (|\xi| + \tau)^m (1 + |\sigma|)^{-N}.$$  

Writing $Bu$ for $\text{Op}(b)u$ we see that

$$\hat{Bu}(\xi) = \int \hat{b}(\xi - \sigma, \sigma, \tau) \hat{u}(\sigma) \, d\sigma,$$
Since Peetre’s inequality: 
\[ (1 + |\xi|^{2m})^{\frac{1}{2}} \leq (1 + |\xi - \sigma|)^{\frac{1}{2}} \leq (1 + |\xi - \sigma|)^{\frac{1}{2}} \]

Corollary 2.4. Let \( \Psi^m \) be the collection of pseudo-differential operators of order \( m \). If \( b \in P^m \) with \( m \leq 0 \), then \( \text{Op}(b) \in \Psi^m \). In other words \( \text{Op}(P^m) \subset \text{Op}(S^m) \) for \( m \leq 0 \).

Another simple consequence is

Corollary 2.5. Suppose that \( a \in S^{m_1} \) and \( b \in P^{m_2} \) with \( m_2 \leq 0 \). Then
\[ \| \text{Op}(a) \circ \text{Op}(b) u \|_{r-|m_1|} \leq C \frac{1}{\tau^{m_2}} \| u \|_r. \]

When \( m_1 \) is also negative in Corollary 2.5 \( \text{Op}(a) \circ \text{Op}(b) \) is smoothing and has a small norm for large \( \tau \). The next result refines Corollary 2.5 in certain respects

Proposition 2.6. Let \( a \in S^{m_1} \) and \( b \in P^{m_2} \) with \( m_1 > 0 \) and \( m_1 + m_2 \leq 0 \). Then \( \text{Op}(a) \circ \text{Op}(b) \) is a pseudo-differential operator with symbol in \( P^{m_1 + m_2} \). In particular for \( r \in \mathbb{R} \) and with \( t = r + 1 - m_1 + |m_1| \)

\[ \| \text{Op}(a) \circ \text{Op}(b) - \text{Op}(\sum_{|\alpha| = 0}^{[m_1]} \frac{1}{\alpha!} \partial_{\xi}^\alpha a(x, \sigma) \partial_{\xi}^\alpha b(x, \sigma, \tau)) \|_t \leq C \frac{1}{\tau^{m_2}} \| u \|_r. \]
Proof. Putting $A = \text{Op}(a)$ and $B = \text{Op}(b)$, we see

$$ABu(x) = \int \int e^{ix\xi}a(x,\xi)\hat{b}(\xi - \sigma,\sigma,\tau)\hat{u}(\sigma)\,d\sigma\,d\xi$$

$$= \int \int e^{ix\sigma}\hat{u}(\sigma)e^{ix(\xi-\sigma)}a(x,\xi)\hat{b}(\xi - \sigma,\sigma,\tau)\,d\xi\,d\sigma$$

$$:= \int e^{ix\sigma}c(x,\sigma,\tau)\hat{u}(\sigma)\,d\sigma$$

where we have interchanged the order of integration as well as defined

$$(2.4) c(x,\sigma,\tau) = \int e^{ix\omega}a(x,\omega + \sigma)\hat{b}(\omega,\sigma,\tau)\,d\omega.$$ 

Direct estimation as in the proof of Lemma 2.2 gives

$$|\partial_\alpha^\beta c(x,\sigma,\tau)| \leq \sum_{\gamma,\mu} C |\partial_\alpha^\beta \partial_\tau^\gamma \partial_\sigma^\mu a(x,\omega + \sigma)\partial_\sigma^\gamma b(\omega,\sigma,\tau)\,d\omega$$

$$\leq \sum_{\gamma,\mu} C \int (1 + |\omega + \sigma|)^{m_1 - |\gamma|}(1 + |\omega|)^{-N+|\beta - \mu|}(\tau + |\sigma|)^{m_2 - |\alpha - \gamma|}\,d\omega.$$ 

Using once again Peetre’s inequality, the fact $|\alpha| \leq m_1$ and taking $N$ sufficiently large we get

$$|\partial_\alpha^\beta \partial_\tau^\gamma \partial_\sigma^\mu a(x,\omega + \sigma)b(\omega,\sigma,\tau)| \leq C(\tau + |\sigma|)^{m_1 + m_2 - |\alpha|},$$

proving the first part of the proposition. The second part follows by Taylor expanding $a(x,\omega + \sigma)$ in (2.4) and estimating the remainder using Corollary 2.5 or as in the estimates for $c$ above. We leave the details to the reader. □

Combined, these results allow us to develop a symbol calculus to handle pseudo-differential operators with symbols which may or may not depend on a parameter. We have probably provided more detail than is necessary here as the results are really consequences of inequality (2.1) and the usual boundedness theorems.

We end this discussion with some examples. If $a \in S^1$ and $b \in P^{-1}$ then the composition $\text{Op}(a) \circ \text{Op}(b)$ makes sense as a pseudo-differential operator of order 0 and Proposition 2.6 and its corollaries show that we can view the principal symbol $ab$ as a symbol $ab \in P^0$ or $ab \in S^0$. If on the other hand $a \in S^1$ and $b \in P^{-2}$, it is more helpful to think of $ab$ as belonging to $P^{-1}$ than to $S^{-1}$ since the former viewpoint implies special operator bounds.

2.3. **Determination of the Operators.** To lighten the exposition, we first demonstrate the existence of the operators on functional-analytic considerations. Later we will characterize them as pseudo-differential operators. We begin with the observation, used implicitly in the Introduction, that the operator $B$ is a symmetric operator with compact inverse. This is a consequence of the following well known fact:
Lemma 2.7 (Poincaré Inequality). Let \( v \in \mathcal{H}^1(\Omega_2) \) satisfy \( \gamma_0 v = 0 \). Then, for some constant \( C > 0 \),

\[
\|v\|_{L^2(\Omega_2)} \leq C\|\nabla v\|_{L^2(\Omega_2)}.
\]

The invertibility of \( B \) allows us to define the Poisson operator \( \mathcal{K} \) which satisfies

\[
\begin{aligned}
-\Delta(\mathcal{K}\varphi) &= 0, & \text{in } \Omega_2; \\
\gamma_0(\mathcal{K}\varphi) &= \varphi, & \text{on } \Gamma_1; \\
(\mathcal{K}\varphi)|_\Gamma &= 0,
\end{aligned}
\]

for \( \varphi \in \mathcal{H}^{3/2}(\Gamma_1) \).

For \( \lambda \geq 1 \), we define the operator \( A_{\lambda,\nu}^{-1} \) which is the inverse of (the closure of) \( -\Delta + \lambda \) acting in \( L^2(\Omega_1) \), i.e. in the “interior domain”, with Neumann boundary conditions on \( \Gamma_1 \). That is, for \( f \in L^2(\Omega_1) \), the function \( w = A_{\lambda,\nu}^{-1}f \) satisfies:

\[
\begin{aligned}
(-\Delta + \lambda)w &= f, & \text{in } \Omega_1; \\
\gamma_1 w &= 0, & \text{on } \Gamma_1.
\end{aligned}
\]

Another standard functional analysis argument shows the existence of \( A_{\lambda,\nu}^{-1} \).

With this in mind, we may define the associated Poisson operator \( \mathcal{K}_\lambda \) which now solves, for \( \varphi \in \mathcal{H}^{3/2}(\Gamma_1) \),

\[
\begin{aligned}
(-\Delta + \lambda)(\mathcal{K}_\lambda\varphi) &= 0, & \text{in } \Omega_1; \\
\gamma_1(\mathcal{K}_\lambda\varphi) &= \varphi, & \text{on } \Gamma_1.
\end{aligned}
\]

As discussed in the Introduction, we solve the equation \( A_\lambda u = f \) by solving the transmission problem (1.5)–(1.6) which we recall for the readers convenience:

\[
\begin{aligned}
(-\Delta + \lambda)u_1 &= f_1; & x &\in \Omega_1, \\
-\Delta u_2 &= f_2; & x &\in \Omega_2 \\
\gamma_0 u_1 &= \gamma_0 u_2 \\
\gamma_1 u_1 &= \gamma_1 u_2 \\
\partial_\nu u_2|_\Gamma &= 0.
\end{aligned}
\]

We put \( \varphi_0 = \gamma_0 u_1 \) and \( \varphi_1 = \gamma_1 u_1 \) and we treat \( \varphi_0 \) and \( \varphi_1 \) as unknown functions. It is easy to verify that

\[
\begin{aligned}
\varphi_0 &= \gamma_0 u_1 \\
\varphi_1 &= \gamma_1 u_1
\end{aligned}
\]

and

\[
\begin{aligned}
u_2 &= B^{-1}f_2 + \mathcal{K}\varphi_0, \\
u_1 &= A_{\lambda,\nu}^{-1}f_1 + \mathcal{K}_\lambda\varphi_1
\end{aligned}
\]

furnish a solution to the transmission problem. We only have to determine the unknown boundary values \( \varphi_0 \) and \( \varphi_1 \). To this end, we apply the trace
operators $\gamma_1$ to (2.7) and $\gamma_0$ to (2.8) to obtain the system of equations on $\Gamma_1$:

\[
(\begin{array}{cc}
I_d & -\gamma_0 \mathcal{K}_\lambda \\
-\gamma_1 \mathcal{K} & I_d
\end{array}) \begin{pmatrix} \varphi_0 \\ \varphi_1 \end{pmatrix} = \begin{pmatrix} \gamma_0 A_{\lambda,\nu}^{-1} f_1 \\ \gamma_1 B^{-1} f_2 \end{pmatrix}.
\]

Here $I_d$ is the identity operator and $\gamma_0 \mathcal{K}_\lambda$ is the composition of the two operators. Note that $\gamma_0 \mathcal{K}_\lambda$ and $\gamma_1 \mathcal{K}$ are well defined operators with $\gamma_0 \mathcal{K}_\lambda : H^1_{\frac{3}{2}}(\Gamma_1) \rightarrow H^2_{\frac{3}{2}}(\Gamma_1)$ and $\gamma_1 \mathcal{K} : H^2_{\frac{3}{2}}(\Gamma_1) \rightarrow H^1_{\frac{3}{2}}(\Gamma_1)$. The next theorem pushes the whole program through:

**Theorem 2.8.** Let $\mathcal{M}_\lambda := \gamma_0 \mathcal{K}_\lambda$ and $\mathcal{D}_\lambda := I_d - \gamma_1 \mathcal{K} \mathcal{M}_\lambda$. Then $\mathcal{M}_\lambda$ and $\mathcal{D}_\lambda$ are elliptic pseudodifferential operators of orders $-1$ and $0$ respectively acting in $H^2_{\frac{3}{2}}(\Gamma_1)$. If we define $\mathcal{W}_\lambda = -\mathcal{M}_\lambda \mathcal{D}_\lambda^{-1}$, then $\mathcal{W}_\lambda$ is also an elliptic pseudodifferential operator of order $-1$. In particular $\mathcal{M}_\lambda \in \text{Op}(P^{-1})$, $\mathcal{D}_\lambda \in \text{Op}(P^0)$ and $\mathcal{W}_\lambda \in \text{Op}(P^{-1})$.

We will later sketch the proof of this theorem in the remaining subsections. For now we show

**Corollary 2.9.** Suppose that $u$ solves $A_{\lambda} u = f$ and that $f_1 = 0$ i.e., $f$ has support in $\Omega_2$. Then it holds that

\[
(\text{2.10}) \quad \varphi_0 = \mathcal{M}_\lambda \varphi_1, \quad \text{and} \quad \varphi_1 = \mathcal{D}_\lambda^{-1}(\gamma_1 B^{-1} f_2),
\]

or $\gamma_0 u_2 = \mathcal{M}_\lambda \gamma_1 u_2$ where $u_i = u|_{\Omega_i}$ for $i = 1, 2$.

This is one of our main results advertised in the Introduction.

**Proof.** It follows that $A_{\lambda,\nu}^{-1} f_1 = 0$ and by standard elliptic regularity theory, $A_{\lambda,\nu}^{-1} f_1$ belongs to $H^2$. By the trace theorem we have that $\gamma_0 A_{\lambda,\nu}^{-1} f_1 = 0$ and the first equation in (2.9) shows that $\varphi_0 = \mathcal{M}_\lambda \varphi_1$. Now the second equation in (2.9) and the ellipticity of $\mathcal{D}_\lambda$ show that $\varphi_1 = \mathcal{D}_\lambda^{-1}(\gamma_1 B^{-1} f_2)$. \(\square\)

The rest of this section is devoted to a sketch of the construction of $\mathcal{M}_\lambda$ as a pseudo-differential operator. We will skip some technical details to keep the paper to a reasonable length.

**2.4. Localization.** The statement of our main result is local and allows us to reduce, via a partition of unity and a local coordinate change, to considering a problem in the neighborhood of the origin in $\mathbb{R}^n$.

More precisely, let $x_0$ be a point in $\Gamma_1$. By assumption there is a local chart $U$ of $x_0$ and a $C^\infty$ change of coordinates which locally “flattens” the
boundary. We write the change of variables as $y = \Phi(x)$ and we assume it is of the form, possibly after a rotation, translation and relabeling:

$$
\begin{align*}
  y_i &= x_i, & 1 \leq i \leq n - 1 \\
  y_n &= x_i - \chi(x'), & i = n.
\end{align*}
$$

The boundary $\Gamma_1$ is now identified with the plane $y_n = 0$ after the coordinate change as in Figure 2. By the well known change of coordinates formula we can rewrite the Laplacian in such local coordinates as

$$
P(y', D) := \sum_{j,k} A_{jk}(y') \frac{\partial^2}{\partial y_j \partial y_k} + \sum_j b_j(y') \frac{\partial}{\partial y_j}
$$

where

$$
A = \begin{pmatrix}
  I & -\nabla x' \chi \\
  -\nabla x' \chi^t & 1 + |\nabla x' \chi|^2
\end{pmatrix}, \quad b_j = \begin{cases}
  0, & \text{for } j \leq n - 1; \\
  -\Delta \chi, & \text{for } j = n.
\end{cases}
$$

We note that $\det(A) = 1$ and that $P(y', D)$ is uniformly elliptic. The following lemma is nearly obvious and allows us to simplify the expression for the normal derivative. The proof is a consequence of $\Gamma_1$ being non-characteristic which in turn is a consequence of ellipticity:

**Lemma 2.10.** Let $g_1(x)$ and $g_2(x)$ be $C^1$ functions such that $g_1|_{\Gamma_1} = g_2|_{\Gamma_1}$, then $\partial_n g_1|_{\Gamma_1} = \partial_n g_2|_{\Gamma_1}$ if and only if $\partial_{x_n} g_1(x', \chi(x')) = \partial_{x_n} g_2(x', \chi(x'))$.

After relabeling our coordinates, we see that we must consider the following P.D.E in local coordinates:

$$
\begin{align*}
(P(x', D) - \lambda)u_1 &= f_1; & x &\in \mathbb{R}^n_+ \\
P(x', D)u_2 &= f_2; & x &\in \mathbb{R}^n \\
u_1(x', 0) &= u_2(x', 0) \\
\partial_{x_n} u_1(x', 0) &= \partial_{x_n} u_2(x', 0).
\end{align*}
$$

We are only really interested in compactly supported solutions to the above equations since they arise out of our localization procedure. Hence we may assume that all the data are supported in a ball $B_\delta(0)$ of radius $\delta$ near the origin.

The point is to reduce this to a study of ODEs in the normal variable $x_n$ by taking partial Fourier transform in $x'$. Thus we must consider the polynomial in $z$ with complex coefficients:

$$
p(x', \xi, z) := A_{nn}(x') z^2 + 2iz \sum_{k=1}^{n-1} A_{nk}(x') \xi_k - |\xi'|^2,
$$

obtained by taking Fourier–Laplace transforms of the principal term of $P(x', D)$ in the tangential and normal directions respectively with “frozen
coefficients”. Similarly let \( q(x', \xi', \omega, \lambda) := p(x', \xi', \omega) - \lambda \), that is,

\[
q(x', \xi', \omega, \lambda) = A_{nn}(x')\omega^2 + 2i\omega \sum_{k=1}^{n-1} A_{nk}(x')\xi_k - (|\xi'|^2 + \lambda)
\]

which the principal symbol of \( P(x', D) - \lambda \) obtained by treating \( \lambda \) as an extra cotangent variable. As we have mentioned, this idea goes back at least to [4] and was further refined in Agranovich–Vishik [6], and in Seeley [19] using \( \Psi DO \) techniques. The roots of these polynomials are given by

\[(2.12)\]

\[
z_{\pm} = \frac{1}{A_{nn}(x')} \left( \pm \sqrt{A_{nn}(x')|\xi'|^2 - \left( \sum_{k=1}^{n-1} A_{nk}(x')\xi_k \right)^2 - i \sum_{k=1}^{n-1} A_{nk}(x')\xi_k} \right),
\]

and

\[(2.13)\]

\[
\omega_{\pm} = \frac{1}{A_{nn}} \left( \pm \sqrt{A_{nn}(x')(|\xi'|^2 + \lambda) - \left( \sum_{k=1}^{n-1} A_{nk}(x')\xi_k \right)^2 - i \sum_{k=1}^{n-1} A_{nk}(x')\xi_k} \right)
\]

It is easy to check that \( z_{\pm}(x', \xi') \) and \( \omega_{\pm}(x', \xi', \lambda) \) are homogenous of degree 1 in \( \xi' \) and \( (\xi, \lambda^{\frac{1}{2}}) \) respectively and never vanish for \( |\xi'| \neq 0 \). In particular, \( \Re z_- < 0 < \Re z_+ \) and \( \Re \omega_- < 0 < \Re \omega_+ \) for \( |\xi'| \neq 0 \). For fixed \( x \in B_\delta(0) \), one can show that

\[
|z_{\pm}(x', \xi')| \leq C(1 + |\xi'|^2)^{\frac{1}{2}},
\]

if \( |\xi'| \geq 1 \) and that

\[
|\omega_{\pm}(x', \xi', \lambda)| \leq C(\lambda + |\xi'|^2)^{\frac{1}{2}},
\]

for \( \lambda \geq 1 \), where the constants depend only on \( \delta \) and the local coordinate map \( \chi \). Direct estimation of the derivatives, or availing ourselves of the
homogeneity of the symbols, show that \(z_\pm(x', \xi')\) and \(\omega_\pm(x', \xi', \lambda)\) belong to the symbol classes \(S^1\) and \(P^1\) respectively.

2.5. The Poisson Operators. Let \(\psi_0(x, \xi')\) be smooth compactly supported function vanishing in a neighborhood of \(\xi' = 0\), identically 1 for \(|x| \leq \delta\) and vanishing outside \(|x| \geq 2\delta\). Let \(\psi_1(x)\) be identically 1 for \(|x| \leq \delta\) and vanishing outside \(|x| \geq 2\delta\). Put \(\tau(x', \xi') = z_+(x', \xi')\) and \(\eta(x', \xi', \lambda) = \omega_-(x', \xi', \lambda)\).

As a first step, we define, for \(x_n < 0\), and \(x_n > 0\) respectively, the operators

\[
(K\varphi)(x) := \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix'\cdot \xi'} \psi_0(x, \xi') e^{x_n \tau(x', \xi')} \tilde{\varphi}(\xi') \, d\xi,
\]

and

\[
(K_\lambda \varphi)(x) := \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix'\cdot \xi'} \psi_1(x) \frac{e^{x_n \eta(x', \xi', \lambda)}}{\eta(x', \xi', \lambda)} \tilde{\varphi}(\xi') \, d\xi',
\]

where \(\varphi(x')\) is supported in \(|x'| \leq \delta\). These formulae arise out of the solution to the associated O.D.E. For instance if we put \(h = K\varphi\) then \(h\) satisfies the following O.D.E with frozen coefficients:

\[
p(x', \xi', \partial_{x_n}) \tilde{h}(\xi', x_n) = 0; \quad (x_n < 0)
\]

\[
\tilde{h}(\xi', 0) = \tilde{\varphi}(\xi').
\]

It is not too difficult to show that the integrals defining the operators above are absolutely convergent if \(\varphi(x')\) is nice, say \(\varphi \in \mathcal{S}(\mathbb{R}^{n-1})\).

It is possible to show that \(K : H^\frac{1}{2}(\mathbb{R}^{n-1}) \rightarrow H^2(\mathbb{R}^n)\) and \(K_\lambda : H^\frac{1}{2}(\mathbb{R}^{n-1}) \rightarrow H^2(\mathbb{R}^n)\) are continuous maps and, as such, the above expressions admit traces. That is:

\[
\gamma_0 K\varphi := (K\varphi)(x', 0) = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix'\cdot \xi'} \psi_0(x', 0, \xi') \tilde{\varphi}(\xi') \, d\xi' = \varphi + \text{Op}'(\psi_0(x', 0, \xi') - 1) \varphi,
\]

is well defined as is

\[
\gamma_1 K_\lambda \varphi = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix'\cdot \xi'} \left( \psi_1(x', 0) + \frac{\partial_{x_n} \psi_1(x', 0)}{\eta} \right) \tilde{\varphi}(\xi') \, d\xi' = \varphi + \text{Op}' \left( \psi_1(x', 0) - 1 + \eta^{-1} \partial_{x_n} \psi_1(x', 0) \right) \varphi.
\]

Since \(\varphi\) is supported in \(B_\delta(0)\) and the cut-off functions \(\psi_0\) and \(\psi_1\) are identically 1 there, the calculus of \(\Psi DO\) shows that the “error” terms in the traces above are smooth for any \(\varphi\).

If the compositions \(P(x', D) \circ K = 0\) and \((P(x', D) - \lambda) \circ K_\lambda = 0\), then we are in business. However, another computation shows that \(P(x', D) \circ K = Q\)
and also that \((P(x',D) - \lambda) \circ K_\lambda = Q_\lambda\) for some operators \(Q\) and \(Q_\lambda\). It is possible to show that these operators, which are like error terms, map bounded sets to compact sets. More precisely, \(Q_\lambda : H^\frac{1}{2}(\mathbb{R}^{n-1}) \rightarrow H^\frac{1}{2}(\mathbb{R}^+_{\mathbb{R}})\) and \(Q_\lambda : H^\frac{3}{2}(\mathbb{R}^{n-1}) \rightarrow H^1(\mathbb{R}^+_{\mathbb{R}})\) are bounded operators. Thus, modulo compact operators, \(P(x',D) \circ K = 0\) and \((P(x',D) - \lambda) \circ K_\lambda = 0\). With some more work, one can construct local approximations, i.e. in a neighborhood of \(\Gamma_1\), of \(H\) and \(H_\lambda\) with “leading terms” \(K\) and \(K_\lambda\) respectively.

2.6. The Symbols. We can now directly verify that

\[
\gamma_1 K \varphi = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix':\xi'} \tau(x',\xi')(\psi_0(x',0,\xi') + \partial_{x_n} \psi_0(x',0,\xi'))\tilde{\varphi}(\xi') d\xi'
\]

\[
= \text{Op}'(\tau)\varphi + \text{Op}'(\psi_0(x',0,\xi') + \partial_{x_n} \psi_0(x',0,\xi') - 1)\varphi
\]

and

\[
\gamma_0 K_\lambda \varphi = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{ix':\xi'} \frac{\psi_1(x',0)}{\eta(x',\xi',\lambda)} \tilde{\varphi}(\xi') d\xi'
\]

\[
= \text{Op}'(1/\eta)\varphi + \text{Op}'(\psi_1(x',0) - 1)\varphi.
\]

Hence the principal symbol of \(H_\lambda\) is \(1/\eta(x',\xi',\lambda)\) which never vanishes for \(\lambda \geq 1\). This shows that \(H_\lambda\) is elliptic and of order \(-1\). Also \(\tau(x',\xi')\), the principal symbol of \(\gamma_1 H\), never vanishes for \(|\xi'| \geq 1\) and thus is also elliptic. From the symbol calculus in \(\S\) it follows that the principal symbol of \(Id - \gamma_1 H\cdot H_\lambda\) is given by

\[
1 - \frac{\tau(x',\xi')}{\eta(x',\xi',\lambda)} = \frac{\Re \eta(x',\xi',\lambda) - \Re \tau(x',\xi')}{\eta(x',\xi',\lambda)}
\]

which is seen to be elliptic and in fact uniformly bounded away from 0 in modulus for \(\lambda \geq 1\). Direct estimation also shows that it belongs to the symbol class \(P_0^0\) being homogenous of degree 0 in \((\xi',\lambda^{\frac{1}{2}})\). Hence \(D_\lambda\) is seen to be invertible and of order 0.

Since \(\eta(x,\xi',\lambda)\) belongs to the symbol space \(P^{-1}\) it follows from Proposition \(\S\) that

\[
\|H_\lambda \varphi\|_{H^s(\mathbb{R}^{n-1})} \leq \begin{cases} \frac{C}{\sqrt{\lambda^{\frac{1}{2}}}}\|\varphi\|_{H^\frac{1}{2}(\mathbb{R}^{n-1})}, & \text{for } 0 \leq s \leq \frac{1}{2} \\ \frac{C}{\lambda^{\frac{1}{2}-\frac{s}{2}}}\|\varphi\|_{H^\frac{1}{2}(\mathbb{R}^{n-1})}, & \text{for } \frac{1}{2} \leq s \leq \frac{3}{2} \end{cases}
\]

for \(\lambda\) sufficiently large.

Finally, we note that the principal symbol of \(H_\lambda\) is given by

\[
(\Re \tau(x',\xi') - \Re \eta(x',\xi',\lambda))^{-1}
\]

which shows that \(H_\lambda\) is semi-bounded and elliptic with real principal symbol and thus, modulo a regularizing operator, is self-adjoint.
3. Applications

3.1. A Convergence Rate. Recall the definition of the restriction operator and the extension operator:

\[ r_{\Omega_2} f = f|_{\Omega_2}; \quad e_{\Omega_2} f = \begin{cases} f, & x \in \Omega_2; \\ 0, & x \in \Omega_1. \end{cases} \]

It is a standard fact that \( e_{\Omega_2} : H^s(\Omega_2) \to H^s(\Omega) \) is bounded for \( 0 \leq s \leq \frac{1}{2} \). Since differentiation is local, it is not too hard to show that \( D^\alpha (r_{\Omega_2} f) = r_{\Omega_2} (D^\alpha f) \) for \( |\alpha| = k \in \mathbb{N} \). Thus \( r_{\Omega_2} : H^k(\Omega) \to H^k(\Omega) \) is bounded and by interpolation, \( r_{\Omega_2} \) extends to a bounded operator in \( H^s(\Omega) \) for \( s \geq 0 \).

Moreover the operators \( e_{\Omega_2} \) and \( r_{\Omega_2} \) are each others adjoints since they are both bounded and for \( f \in L^2(\Omega) \) and \( g \in L^2(\Omega_2) \)

\[ (r_{\Omega_2} f, g)_{L^2(\Omega_2)} = \int_{\Omega_2} fg = \int_{\Omega} f e_{\Omega_2} g = (f, e_{\Omega_2} g)_{L^2(\Omega)}. \]

Here and in what follows we sometimes drop the differential, \( dx \), in integrals.

We can now state and prove the following theorem

**Theorem 3.1** (The Large Coupling Limit). The operator \( r_{\Omega_2} A^{-1}_\lambda e_{\Omega_2} - B^{-1} \) is compact and it holds that

\[ \|r_{\Omega_2} A^{-1}_\lambda e_{\Omega_2} - B^{-1}\|_{op} = O(\lambda^{-\frac{1}{2}}) \]

where the operator norm is taken in \( L^2(\Omega_2) \).

**Proof.** Compactness is straightforward since the set of compact operators form an algebra and both \( \text{Ran}(r_{\Omega_2} A^{-1}_\lambda e_{\Omega_2}) \) and \( \text{Ran}(B^{-1}) \) are compactly embedded in \( L^2(\Omega_2) \). The rest of the proof is an adaptation of an idea from Birman & Solomyak [8, pg 105]. Take \( f, g \in L^2(\Omega_2) \) and set \( u = r_{\Omega_2} A^{-1}_\lambda e_{\Omega_2} f \) and \( v = B^{-1} g \). An integration by parts shows that

\[ (A_\lambda u, v)_{L^2(\Omega_2)} = \int_{\Omega_2} A_\lambda uv = -\int_{\Omega_2} \Delta uv = \int_{\Omega_2} \nabla u \cdot \nabla v - \int_{\partial \Omega_2} \frac{\partial u}{\partial n} v \]

and

\[ (u, Bv)_{L^2(\Omega_2)} = -\int_{\Omega_2} u \Delta v = \int_{\Omega_2} \nabla u \cdot \nabla v - \int_{\partial \Omega_2} \frac{\partial v}{\partial n} u. \]

Using the fact that

\[ v|_{\Gamma_1} = \frac{\partial v}{\partial n}|_{\Gamma} = \frac{\partial u}{\partial n}|_{\Gamma} = 0, \]

the integrals over \( \Gamma \) vanish and we get

\[ (A_\lambda u, v)_{L^2(\Omega_2)} - (u, Bv)_{L^2(\Omega_2)} = (\gamma_0 u, \gamma_1 v)_{\Gamma_1}, \]
or, using the definition of $f$ and $g$, that
\[
(f, B^{-1}g)_{L^2(\Omega_2)} - (r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} f, g)_{L^2(\Omega_2)} = \langle \gamma_0 u, \gamma_1 v \rangle_{\Gamma_1}.
\]
Since $B$ is clearly symmetric (in fact it is self-adjoint), $B^{-1}$ is symmetric. Now $e_{\Omega_2}$ has support in $\Omega_2$ and by Corollary 2.9 we have that $\gamma_0 u = N_\lambda \gamma_1 u$ which in turn implies that
\[
((r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})f, g) = -\langle N_\lambda \gamma_1 u, \gamma_1 v \rangle_{\Gamma_1}.
\]
From this, it follows
\[
|((r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})f, g)| \leq \|N_\lambda \gamma_1 u\|_{L^2(\Gamma_1)} \|\gamma_1 v\|_{L^2(\Gamma_1)}.
\]
Using the fact $v \in H^2(\Omega_2)$, the trace theorem and the operator bounds on $N_\lambda$ we see that
\[
|((r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})f, g)| \leq \frac{C}{\sqrt{\lambda}} \|g\|_{L^2(\Omega_2)} \|f\|_{L^2(\Omega_2)}.
\]
The Riesz representation theorem shows, for some positive constant $C$,
\[
\|r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1}\|_{\text{op}} \leq \frac{C}{\sqrt{\lambda}},
\]
which completes the proof. \(\square\)

We single out the following result which the above proof and much of what is to follow rests on:

**Lemma 3.2 (Green’s Formula).** Let $f, g \in L^2(\Omega_2)$ and set $u = r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} f$ and $v = B^{-1} g$. Then the following equivalent formulae hold

(i). $(A_{\lambda} u, v)_{L^2(\Omega_2)} - (u, Bv)_{L^2(\Omega_2)} = \langle \gamma_0 u, \gamma_1 v \rangle_{\Gamma_1}$

(ii). $(f, B^{-1}g) - (r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} f, g) = \langle \gamma_0 u, \gamma_1 v \rangle_{\Gamma_1}$

(iii). $((r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})f, g) = -\langle N_\lambda \gamma_1 u, \gamma_1 v \rangle_{\Gamma_1}$

(iv). $(r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})f, g) = \langle W_\lambda \gamma_1 B^{-1} f, \gamma_1 B^{-1} g \rangle_{\Gamma_1}$

An easy corollary of the theorem and its proof is

**Corollary 3.3.** The spectrum $\sigma(r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1})$ is real and discrete and is contained in a closed interval $[-\varepsilon, \varepsilon]$ where $\varepsilon = O(\lambda^{-\frac{1}{2}})$.

**Proof.** Let $E_{\lambda} := r_{\Omega_2} A_{\lambda}^{-1} e_{\Omega_2} - B^{-1}$. Theorem 3.1 and its proof show that $E_{\lambda}$ is compact and symmetric and gives a bound for the operator norm. The result follows from the fact that the operator norm furnishes a bound for the spectral radius of a bounded operator. \(\square\)
3.2. Estimates for the Spectral Counting Function. Our next application will be to refine the corollary above by obtaining estimates on the singular values/eigenvalues of \( r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1} \). We first recall some well known definitions which can be found for instance in [8, Appendix 1].

Let \( T \) be a compact operator in a Hilbert space \( H \), which we always assume to be separable. Let \( s_k(T) \) be the eigenvalues of the non-negative compact operator \( \sqrt{T^*T} \) written in non increasing order. If \( T \) is positive and self adjoint, we will sometimes write \( \mu_k(T) \) as the (necessarily) positive eigenvalues of \( T \) also written with multiplicities and in non–increasing order. As in the Introduction we define the distribution or counting function

\[
N(\mu; T) = \sum_{\mu_k(T) > \mu} 1, \quad \mu > 0,
\]

which counts the number of eigenvalues of \( T \) which are greater than \( \mu \).

The rest of this subsection is devoted to deriving precise asymptotics for \( N(\mu; (r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1})) \). We commence with the following result which is easy to deduce from Theorem 3.1 and Corollary 3.3 and refines the latter result:

**Corollary 3.4.** Let \( \mu > 0 \) be fixed. Then there exists a \( \lambda_0 > 0 \) which depends on \( \mu \) and \( \Omega_2 \) such that for \( \lambda \geq \lambda_0 \) we have \( N(\mu; (r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1})) = 0 \).

Now for \( f \in L^2(\Omega_2) \), the Green’s formula, i.e. Lemma 3.2 and (2.10) show that

\[
((r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1}) f, f)_{\Omega_2} = \langle \mathcal{W}_\lambda(\gamma_1 B^{-1} f), \gamma_1 B^{-1} f \rangle_{\Gamma_1}.
\]

We may form the Rayleigh quotient and we see, for any \( f \neq 0 \),

\[
\frac{((r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1}) f, f)_{\Omega_2}}{(f, f)} = \frac{\langle \mathcal{W}_\lambda(\gamma_1 B^{-1} f), \gamma_1 B^{-1} f \rangle_{\Gamma_1}}{(f, f)}.
\]

Defining \( S = \gamma_1 B^{-1} \) we see that

\[
\frac{((r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1}) f, f)_{\Omega_2}}{(f, f)} = \frac{\langle S f, S f \rangle}{(f, f)} \frac{\langle \mathcal{W}_\lambda S f, S f \rangle_{\Gamma_1}}{(S f, S f)} \leq \|S\|_{\text{op}}^2 \frac{\langle \mathcal{W}_\lambda S f, S f \rangle_{\Gamma_1}}{(S f, S f)}
\]

where, as a consequence of the trace theorem, \( S \) is a bounded map from \( L^2(\Omega_2) \) into \( H^{\frac{3}{2}}(\Gamma_1) \). We have already observed that \( \mathcal{W}_\lambda \) is elliptic with a positive real principal symbol. The Gårding inequality implies that \( \mathcal{W}_\lambda \) is lower semi-bounded and modifying \( \mathcal{W}_\lambda \) if necessary, we assume from now on that it is positive. The above inequality leads to the following important result:
Theorem 3.5. The following inequality holds for the spectral counting function:

\begin{equation}
N(\mu; (r_{\alpha_2} A_\lambda^{-1} e_{\alpha_2} - B^{-1})) \leq N(\|S\|_{op}^{-2} \mu; \mathcal{M}).
\end{equation}

Theorem 3.5 is important because it allows us to reduce the study of the spectral counting function for the difference, \( r_{\alpha_2} A_\lambda^{-1} e_{\alpha_2} - B^{-1} \), to the study of the spectral function of a pseudodifferential operator on a closed compact manifold. The proof of Theorem 3.5 rests on several lemmas the first of which is

Lemma 3.6 (See Lemma 1.15 in [8]). Let \( \mathcal{H}_i, i = 1, 2 \) be two separable Hilbert spaces with norms \( \| \cdot \|_i \) and inner products \( \langle \cdot, \cdot \rangle_i \). Let \( T_1 \) be linear compact self-adjoint maps acting in \( \mathcal{H}_i \). Let \( S : \mathcal{H}_1 \to \mathcal{H}_2 \) be a continuous linear map such that \( (T_1 u, u) = 0 \) for \( u \in \text{Ker}(S) \). If for some real \( \alpha > 0 \) and all \( u \in \mathcal{H}_1 \) such that \( (T_1 u, u) > 0 \) we have

\[
\frac{(T_1 u, u)_1}{(u, u)_1} \leq \alpha \frac{(T_2 S u, S u)_2}{(S u, S u)_2}
\]

Then for \( \mu > 0 \) we have that \( N(\mu; T_1) \leq N(\alpha^{-1} \mu; T_2) \).

We need the next result which guarantees that the operator \( S = \gamma_1 B^{-1} \) satisfies the hypothesis of Lemma 3.6

Lemma 3.7. Let \( S = \gamma_1 B^{-1} \). Then it holds that \( S : L^2(\Omega_2) \to L^2(\Gamma_1) \) is compact with dense range. Moreover, \( ((r_{\alpha_2} A_\lambda^{-1} e_{\alpha_2} - B^{-1}) f, f) = 0 \) for \( f \in \text{Ker}(S) \), where

\[ \text{Ker}(S) = \{ f \in L^2(\Omega_2) : \exists u \text{ satisfying } -\Delta u = f, \text{ and } \gamma_0 u = \gamma_1 u = 0 \} \]

Proof. We establish the Lemma by showing that \( S \) is a surjection onto \( H^{\frac{n}{2}}(\Gamma_1) \). The result then follows because \( H^{\frac{n}{2}}(\Gamma_1) \) is dense in \( L^2(\Gamma_1) \) and is compactly embedded by Rellich’s theorem. As \( B \) is an isomorphism, it suffices to show that for \( \phi \in D(\Gamma_1) \) we can find \( \psi \in \text{Dom}(B) \) such that \( \gamma_1 \psi = \phi \). Since for \( f = B \psi \) this would imply that \( S f = S B \psi = \gamma_1 B^{-1} B \psi = \phi \). Using a partition of unity we can turn this into a local problem for a function \( \phi_t \in D(\Gamma_1 \cap O_t) \) where \( O_t \) is a coordinate patch of \( \Gamma_1 \) in \( \Omega_2 \). Identifying \( \Gamma_1 \cap O_t \) with \( x_n = 0 \) in \( \mathbb{R}^n \) we can simply choose

\[ \psi_t(x', x_n) = x_n \rho(x_n) \phi_t(x') \]

where \( \rho(t) \in C_c^\infty(\mathbb{R}) \) is identically one in a small neighborhood of the origin. Finally, the Green’s formula, i.e. Lemma 3.2, establishes that \( ((r_{\alpha_2} A_\lambda^{-1} e_{\alpha_2} - B^{-1}) f, f) = 0 \) for \( f \in \text{Ker}(S) \). \( \square \)

Remark 1. We could also just appeal directly to the trace theorem here and the expert reader will recognize that the above proof essentially does that.

With these results at our disposal, we turn to the
Proof of Theorem 3.5. As we have already seen, the following inequality holds
\[ \langle (r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1}) f, f \rangle_{\Omega_2} \leq \|S\|_{\text{op}}^2 \langle W_\lambda S f, S f \rangle_{\Gamma_1} \langle S f, S f \rangle. \]

With the Hilbert spaces \( H_1 := L^2(\Omega_2), H_2 := L^2(\Gamma_1) \); the operators \( T_1 := (r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1}), T_2 = W_\lambda \) and \( S := \gamma B^{-1} \), a direct application of Lemma 3.6 shows that \( N(\mu; (r_{\Omega_2} A_\lambda^{-1} e_{\Omega_2} - B^{-1})) \leq N(\|S\|_{\text{op}}^{-2} \mu; W_\lambda) \). \( \square \)

As mentioned previously, Theorem 3.5 reduces the study of the spectral function of the difference of the operators in the interior to that of the operator \( W_\lambda \) on the boundary, \( \Gamma_1 \) and we now turn our analysis to \( W_\lambda \). The following well known result, specialized to our particular situation, is known as the Weyl asymptotic formula. The statement which follows is modified from the one in Hörmander [15]:

**Proposition 3.8.** Let \( x' \in \Gamma_1 \) and for \( \mu > 0 \) define
\[ B_{x'}(\mu) = \{ \xi' \in T_{x'}^\ast(\Gamma_1) : \sigma_{-1}(W_\lambda) > \mu \}. \]
As \( \mu \to 0 \), it holds that
\[ N(\mu; \lambda) \sim \frac{1}{(2\pi)^{n-1}} \int_{\Gamma_1} \int_{B_{x'}(\mu)} d\xi' d\sigma_{x'}. \]
where \( d\sigma_{x'} \) is the surface measure on \( \Gamma \).

In order to apply this result, we begin by determining the principal symbol \( \sigma_{-1}(W_\lambda) \). Recall the formula (2.17) which shows that
\[ \sigma_{-1}(W_\lambda) = \frac{A_{nn}(x')}{\sqrt{A_{nn} |\xi'|^2 - |\nabla x' \cdot \xi'|^2 + \sqrt{A_{nn}(|\xi'|^2 + \lambda) - |\nabla x' \cdot \xi'|^2}}. \]
\[ = \frac{\sqrt{A_{nn}(x')}}{\sqrt{|\xi'|^2 - |\nabla x' \cdot \xi'|^2 + \sqrt{(|\xi'|^2 + \lambda) - |\nabla x' \cdot \xi'|^2}}. \]
where
\[ \nabla x' = \frac{(-\nabla x' \cdot 1, 1)^t}{\sqrt{A_{nn}(x')}} \]
is the unit normal vector to \( \Gamma_1 \) at \( x' \) written in local coordinates and \( \nabla x' \) denotes the first \( n - 1 \) components. We also note that in local coordinates
\[ d\sigma_{x'} = \sqrt{A_{nn}(x')} dx' \]
with \( dx' \) the usual Lebesgue measure on \( \mathbb{R}^{n-1} \).

With the above notation and considerations in mind, we can state and prove
Theorem 3.9. We have that

\[ N(\mu; \mathcal{H}_\lambda) \sim (4\pi)^{1-n} (n-1) \int_{\Gamma} I_n(x') \left( \frac{\sqrt{A_{n\nu}}(x')}{\mu} - \frac{\lambda \mu}{\sqrt{A_{n\nu}}(x')} \right)^{n-1} d\sigma_{x'} \]

where \( q_+ = \max\{0, q\} \) and

\[ I_n(x') := \int_{S^{n-2}} \frac{1}{(1 - |\hat{\nu}' \cdot \theta'|^2)^{\frac{n-1}{2}}} dS_{\theta'} , \]

with \( \theta' \in S^{n-2} \) and \( dS_{\theta'} \) the measure on \( S^{n-2} \).

Proof. This proof is really a computation and it all boils down to estimates for \( B_{x'}(\mu) \). By homogeneity considerations and a change of variables we have that

\[ \int_{B_{x'}(\mu)} d\xi' = \frac{n-1}{2} \int_{\Sigma_{x'}(\mu)} d\xi' , \]

where

\[ \Sigma_{x'}(\mu) = \left\{ \xi' : |\xi'| < \frac{1}{2} \left( \frac{\sqrt{A_{n\nu}(x')}}{\sqrt{\lambda \mu}} - \frac{\sqrt{\lambda \mu}}{\sqrt{A_{n\nu}(x')}} \right) \right\} . \]

From this, we see that \( \Sigma_{x'}(\mu) \) is nonempty if and only if \( 1 \leq \frac{\sqrt{A_{n\nu}(x')}}{\sqrt{\lambda \mu}} \). In particular we note that the Lebesgue measure of \( \Sigma_{x'}(\mu) \), which we denote by \( |\Sigma_{x'}(\mu)| \), for fixed \( \mu \) decreases as \( \lambda \) increases. A direct computation now shows that

\[ \Sigma_{x'}(\mu) = \left\{ \xi' : |\xi'| < \frac{1}{2} \left( \frac{\sqrt{A_{n\nu}(x')}}{\sqrt{\lambda \mu}} - \frac{\sqrt{\lambda \mu}}{\sqrt{A_{n\nu}(x')}} \right) \right\} . \]

Reverting to polar coordinates we see that

\[ \int_{B_{x'}(\mu)} d\xi' = \frac{n-1}{2} \int_{S^{n-2}} \int_0^{r^*} r^{n-2} dr d\theta' \]

where \( r^* = \frac{\rho(x')}{\sqrt{1 - |\hat{\nu}' \cdot \theta'|^2}} \) and \( \rho(x') = \frac{1}{2} \left( \frac{\sqrt{A_{n\nu}(x')}}{\sqrt{\lambda \mu}} - \frac{\sqrt{\lambda \mu}}{\sqrt{A_{n\nu}(x')}} \right) \).

Carrying out the integration we obtain

\[ \int_{B_{x'}(\mu)} d\xi' = \frac{n-1}{2} \int_{S^{n-2}} \frac{1}{(1 - |\hat{\nu}' \cdot \theta'|^2)^{\frac{n-1}{2}}} dS_{\theta'} . \]

It is easy to verify that the last integral on the right converges. To check this, we let \( t = t(x') := |\hat{\nu}'(x')| \) and we note that \( 0 \leq t < 1 \). Rotating the
sphere so that \( \hat{\nu}'(x') = t \hat{e}_1 \) we see that
\[
I_n(x') := \int_{S^{n-2}} \frac{1}{(1 - |\hat{\nu}' \cdot \theta'|^2)^{\frac{n-1}{2}}} dS_{y'} = \int_{S^{n-2}} \frac{1}{(1 - t^2 \theta_1^2)^{\frac{n-1}{2}}} dS_{y'}.
\]

Let \( L = \text{Lip}(\Gamma_1) \) denote the Lipschitz constant for \( \Gamma_1 \) i.e., the supremum of \( |\nabla \chi_l| \) over all the coordinate charts which locally flatten \( \Gamma_1 \). Then we see that \( 0 \leq t(x') \leq L/\sqrt{1 + L^2} \) and as such \( I_n(x') \) is uniformly bounded and also depends smoothly on \( x' \). We note in passing that
\[
\omega_{n-2} \leq I_n(x') \leq \omega_{n-2}(A_{nn}(x'))^{\frac{n-1}{2}},
\]
where \( \omega_{n-2} \) is the volume of the unit sphere \( S^{n-2} \). Putting it all together, we see that
\[
N(\mu; \mathcal{W}_\lambda) \sim \frac{1}{(2\pi)^{n-2}} \int_{\Gamma_1} \int_{B_{x'}(\mu)} d\xi' d\sigma_{x'}
\]
\[
\sim \left( \frac{4\pi}{n-1} \right)^{1-n} \int_{\Gamma_1} I_n(x') \left( \frac{\sqrt{A_{nn}(x')}}{\mu} - \frac{\lambda \mu}{\sqrt{A_{nn}(x')}} \right)^{n-1} d\sigma_{x'},
\]
which proves the theorem. \( \square \)

Finally, Theorem 3.5 and Theorem 3.9 just proved give the following relatively crude but new estimate

**Corollary 3.10.** For convenience set \( E_\lambda := r_{\omega_2} A_\lambda^{-1} e_{\omega_2} - B^{-1} \). Then, in local coordinates,
\[
(3.2) \quad N(\mu; E_\lambda) \sim \left( \frac{4\pi}{n-1} \right)^{1-n} \int_{\Gamma_1} I_n(x') \left( \frac{|\hat{\nu}_n(x')|^{-1}}{||S||_{op}^{-2} \mu} - \frac{||S||_{op}^{-2} \lambda \mu}{|\hat{\nu}_n(x')|^{-1}} \right)^{n-1} d\sigma_{x'}
\]

We have not found a good physical interpretation of the above formula. Although the integrand can be given a coordinate invariant meaning (recall that the principal symbol is coordinate invariant), the expression is still unwieldy. It is still worth pointing out that (3.2) shows that the asymptotics depend on the geometry of the domain in the following ways:

1. The norm \( ||S||_{op} \) depends on the volume of \( \Omega_1 \) and the distance from \( \Gamma_1 \) to \( \Gamma \). This is because \( B^{-1} \) depends on these quantities via the (best constant in the) Poincaré inequality.

2. Again let \( L = \text{Lip}(\Gamma_1) \) denote the Lipschitz constant for \( \Gamma_1 \). It follows that \( \sqrt{A_{nn}(x')} \leq \sqrt{1 + L^2} \) and thus the integrand vanishes if \( \sqrt{L} \mu \geq ||S||_{op}^{-2} \sqrt{1 + L^2} \).
Evidently, the integral in the formula depends on the volume of $\Gamma_1$ and we end this section with the comforting observation that for large but fixed $\lambda$, we recover the “Weylian” asymptotics as $\mu \to 0$:

$$N(\mu; (r_{\alpha_2} A_{\lambda}^{-1} e_{\alpha_2} - B^{-1})) \sim \left(\frac{4\pi}{(n-1)}\right)^{1-n} \omega_{n-2} |\Gamma_1| \left(\frac{\mu}{\|S\|_{op}}\right)^{1-n} \sim O(\mu^{1-n}).$$
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