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We propose a simple microscopic model to numerically investigate the stability of a two-dimensional fractional topological insulator (FTI). The simplest example of an FTI consists of two decoupled copies of a Laughlin state with opposite chiralities, or double-fermion phase. We focus on bosons at half filling. We study the stability of the FTI phase upon addition of two coupling terms of different nature: an interspin interaction term, and an inversion-symmetry-breaking term that couples the copies at the single-particle level. Using exact-diagonalization and entanglement spectra, we numerically show that the FTI phase is stable against both perturbations. We compare our system to a similar bilayer fractional Chern insulator. We show evidence that the time-reversal-invariant system survives the introduction of interaction coupling on a larger scale than the time-reversal-symmetry-breaking one, stressing the importance of time-reversal symmetry in the FTI phase stability. We also discuss possible fractional phases beyond $\nu = 1/2$.
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I. INTRODUCTION

The field of topological insulators has exploded in recent years, fueled by the theoretical prediction [1,2] and experimental realization [3,4] of the topological insulators that preserve time-reversal symmetry. Recently, the role of strong interactions in topological insulators has received much attention, especially in time-reversal-breaking systems [5–7] (see also Refs. [8,9] and references therein). It has also been noticed that adding symmetry to topological order might create even more diverse quantum phases [10,11]. Such phases have been dubbed symmetry-enriched topological phases, and include $Z_2$ topological order [12]. The existence of $Z_2$ topological order is supported by the numerical observation of $Z_2$ spin liquids [13]. The generalization of the fractional quantum Hall (FQH) effect to time-reversal-invariant (TRI) systems considered in Refs. [14,15] is another example of $Z_2$ topological order. In this paper, we are particularly interested in the double-fermion phase [16], a $Z_2$ topologically ordered phase that arises in both of these types of systems.

The simplest example of a two-dimensional TRI topological insulator is built from two decoupled copies of a Chern insulator. Chern insulators [17] are band insulators exhibiting a nonzero quantized Hall conductance (or integer quantum Hall effect) in the absence of a magnetic field. Chern insulators provide the simplest microscopic models of time-reversal-symmetry-breaking topological insulators. They can also be paired to create a TRI topological insulator: in the system of two decoupled copies of a Chern insulator with opposite chiralities, one for spin-up and one for spin-down, the counterpropagating spin currents add up to a zero Hall conductance [1]. Such a quantum spin Hall system is characterized by a $Z_2$ topological invariant [18], which takes value 0 for a trivial insulator and 1 for a topological insulator. In this context, two copies of a Chern insulator with an odd Chern number $C$ form a system with an odd number of Kramers pairs. Following the argument of Kane and Mele [18], the composite system is nontrivial when $C$ is odd.

In the presence of strong interactions, fractionally filled Chern bands host a physics similar to that of the FQH effect, with excitations that carry fractional charge and statistics. The existence of these fractional Chern insulators (FCIs) is supported by strong numerical [5,6,19–31] and analytical [32–35] evidence. Two copies of fractional Chern insulators with opposite chiralities for spin-up and spin-down can realize a TRI fractional topological insulator (FTI) [14]. However, the existence of a fractional topological phase in a Chern band does not guarantee the stability of the composite system, just as a nonzero Chern number does not guarantee the existence of a quantum spin Hall effect in the noninteracting case. Levin and Stern [15] developed a criterion to determine whether an FCI phase yields a stable FTI when doubled into a TRI topological invariant. They proved that a state with Abelian quasiparticles of charge $e^\ast$ is a FTI when $\sigma_{SH}/e^\ast$ is odd, with $\sigma_{SH}$ the spin-Hall conductance. Following this argument, any Laughlin-like FCI phase is a suitable candidate for the realization of an FTI. Subsequently, Refs. [36–39] also discussed a criterion to predict the stability of a TRI topological insulator in the presence of strong interactions.

A few microscopic models have been proposed to study the stability of a TRI fractional topological phase. They focus on one of the simplest FCI examples: two copies of a fermionic Laughlin $\nu = 1/3$ state (or its particle-hole conjugate) on a lattice [37,40] or on a continuous model [41]. Our approach is closer in spirit to the one of Ref. [37]. This latest reference studies the stability of a fermionic FCI phase made of two FCI copies coupled by an interlayer interaction. The filling factor is $\nu = 2/3$ in each copy, which should lead to an unstable FCI phase according to Levin and Stern’s criterion. However, one should not use this argument to explain the rather narrow range of stability of the FCI phase in Ref. [37]. Indeed, the numerical evidence presented in this work only uses the bulk properties of the system, while Levin and Stern’s criterion concerns the stability of the edge states. In this article, we choose a filling fraction that respects Levin and Stern’s stability rule, even though we only consider the bulk properties of our system. Additionally, the work of Kane and Mele [1,18] proves that the topology of the band structure does not require the conservation of spin. Consequently, we study the stability of the FTI phase when the two FCI layers are coupled at the band...
structure level. This type of coupling is particularly interesting as in realistic systems, the FCI copies are coupled by a Rashba term that emerges from spin-orbit coupling.

The purpose of this paper is to propose and study a simple and stable microscopic model for an FTI. Our model is based on the kagome lattice model with interacting bosons at half filling. The bulk stability of the FTI phase is probed through the ground state degeneracy and the particle entanglement spectrum (PES) \[42,43\]. This allows us to obtain the phase diagram indicating the stability of the FTI state with respect to the amplitude of the various coupling terms. The most salient feature is that the stability region is larger than that of a usual bilayer FCI system at the same filling fraction. When decoupled, these two systems are indistinguishable from the energy spectrum or PES perspective. As a result, time-reversal symmetry seems to be a crucial ingredient of the stability of the FTI.

This article is organized as follows. In Sec. II, we present the one-body lattice model used throughout the paper, and draw the phase diagram that gives the noninteracting topology of the two coupled Chern insulator copies. We also describe the interaction Hamiltonian. In Sec. III we show the phase diagram when the two layers are only coupled by an interaction term. We compare our system to the time-reversal-breaking system of two FCI copies, and show that the TRI FTI is significantly more stable. We compute the phase diagram interpolating these two systems, to stress their analogy. In Sec. IV, we discuss the stability of the FTI phase when an inversion-symmetry-breaking term couples the two layers at the band structure level. In Sec. V, we discuss the other filling factors, with particular attention to the bosonic \( v = 1/3 \) case.

II. MODEL HAMILTONIAN

A. One-body model

Our model is based on two copies of the kagome lattice \[44\] Chern insulator model with only nearest-neighbor hopping. The kagome lattice model has three atoms per unit cell and is spanned by \( a_1 \) and \( a_2 \) [see Fig. 1(a)]. The Bloch Hamiltonian of the single copy is given by

\[
h_{\text{CI}}(k) = \begin{pmatrix}
0 & e^{i\varphi}(1 + e^{-i k_x}) & e^{-i\varphi}(1 + e^{-i k_y}) \\
0 & e^{i\varphi}(1 + e^{i (k_x - k_y)}) & 0 \\
\text{H.c.} & & &
\end{pmatrix}
\]

Here we take the magnitude of the hopping term to be 1. Except for \( \varphi = 0 \) and \( \varphi = \pm 2\pi/3 \) (at which the system is gapless), the model has two nontrivial bands with Chern number \( C = \pm 1 \), in addition to a trivial band \( (C = 0) \) [see Fig. 1(b)]. For the sake of simplicity, we set \( \varphi = \pi/4 \). The model with \( \varphi = \pi/4 \) is known to stabilize a Laughlin-like phase when interactions are switched on, as shown numerically in the fermionic case in Ref. [22]. To build a two-dimensional time-reversal-invariant topological insulator, we put together two copies of this model. A pseudospin is used to label the two copies, the \( i \)th atoms of both pseudospins being geometrically at the same position as depicted Fig. 3. We wish to study this system in the presence of two coupling terms: an interpseudospin two-body interaction term, and a one-body term that couples the pseudospins at the band structure level. The single-particle Bloch Hamiltonian for this model can be written in the form of a block matrix:

\[
H_R(k) = \begin{pmatrix}
\hat{h}_{\text{CI}}(Rk) & R \\
R^\dagger & \hat{h}_{\text{CI}}(-Rk)
\end{pmatrix}
\]

(2)

where the top left block acts on the particles with pseudospin up only while the bottom right block acts on the particles with pseudospin down. In addition to these diagonal blocks, there is a coupling term which, in realistic models, is usually a Rashba term that depends on the momentum. We denote \( T \) the time-reversal operator \( (T^2 = -1) \). TRI requires that \( \hat{T} H_R(k) T^{-1} = H_R(-k) \). This condition forces the coupling term to be antisymmetric \( (R = -R^\dagger) \). When dealing with bosons, we have to keep in mind that \( T \) is just an unitary discrete symmetry that we impose on our system and is not the true time-reversal symmetry (which satisfies \( T^2 = 1 \) for bosons). While this is a misnomer, we will still refer to this symmetry as the time-reversal symmetry.

The lattice has \( N_u \) unit cells with periodic boundary conditions. The periodic boundary conditions result in the quantization of the momentum \( \mathbf{k} = (k_x, k_y) \), that can thus be labeled by two integers: \( k_x = 0, \ldots, (N_x - 1) \), and \( k_y = 0, \ldots, (N_y - 1) \) with \( N_s = N_x \times N_y \). When interactions are switched on, the geometric aspect ratio of the system has a critical influence on the magnitude of the many-body gap, as shown in the case of FCI in Refs. [7,27]. In order to minimize this effect while studying the evolution of the gap with the system size, we follow the approach introduced in Ref. [27] and use tilted boundary conditions. This technique allows the system to have a geometric aspect ratio very close to 1 for any number of unit cells \( N_s \). The details of the periodic boundary conditions used in this paper are described in Appendix A.
B. The $R$ term

The coupling term $R$ is a $3 \times 3$ antisymmetric matrix. In realistic systems, the Rashba effect emerges from spin-orbit coupling and is momentum dependent. In this article, we want to probe the effect of a term that both couples the two layers at the single-particle level and breaks inversion symmetry. Since we are not tight to a physically realistic model, we will replace the Rashba term with a real, $k$-independent matrix. Using this approximation, and the fact that $R' = -R$, the inversion-symmetry-breaking term is controlled by three parameters. We will study their influence independently. Examining how the inversion-breaking term transforms under spatial symmetry transformations shows us that there is a natural choice for one of the axes. The coupling matrix

$$
R_1 = \frac{1}{\sqrt{6}} \begin{bmatrix}
0 & 1 & -1 \\
-1 & 0 & 1 \\
1 & -1 & 0
\end{bmatrix}
$$

preserves the $C_3$ rotational invariance present in the kagome lattice model. For that reason, we choose this matrix to be one of the axes of the phase diagram. We define the two other directions $R_2$ and $R_3$ so that $(R_1, R_2, R_3)$ is an orthonormal basis under the scalar product $(M, M') = \text{Tr}(MM')$:

$$
R_2 = \frac{1}{\sqrt{12}} \begin{bmatrix}
0 & 1 & 2 \\
-1 & 0 & 1 \\
-2 & 1 & 0
\end{bmatrix},
$$

$$
R_3 = \frac{1}{2} \begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & -1 \\
0 & 1 & 0
\end{bmatrix}.
$$

The total coupling term as a function of the matrices $R_i$ is given below:

$$
R = \alpha_1 R_1 + \alpha_2 R_2 + \alpha_3 R_3,
$$

where $\alpha_1, \alpha_2, \alpha_3$ are real parameters. The one-body Hamiltonian has two symmetries with respect to $\alpha_1, \alpha_2, \alpha_3$ that we make explicit in the following. Note that for a generic case, $R$ breaks the mirror symmetry, even for $\alpha_2 = \alpha_3 = 0$.

1. Symmetry under the transformation $R \rightarrow -R$

The Hamiltonians with opposite coupling terms $H_R$ and $H_{-R}$ are related by the following unitary transformation

$$
H_R = U^\dagger H_{-R} U
$$

with

$$
U = \begin{bmatrix}
I_3 & 0 \\
0 & -I_3
\end{bmatrix},
$$

where $I_3$ is the $3 \times 3$ identity matrix. Therefore the transformation $R \rightarrow -R$ is a symmetry of the Hamiltonian.

2. Symmetry under the transformation $\alpha_3 \rightarrow -\alpha_3$

Rotating the lattice by an angle $2\pi/3$ and interchanging the sublattices 1 and 3 leaves the system invariant. In the Hamiltonian, this transformation changes the sign of $\alpha_3$.

Consequently, the transformation $\alpha_3 \rightarrow -\alpha_3$ is a symmetry of the Hamiltonian.

Using both symmetries, we can reduce the parameter space to span by fixing the sign of two parameters. We choose $\alpha_1, \alpha_3 > 0$.

In principle, we do not expect that adding interactions to a topologically trivial insulator will easily create a fractional phase. Therefore, we need to add the stability of the topological phase at the single-particle level before attacking the problem of the stability of a fractional topological phase. When $R = 0$, the single-particle model is topologically nontrivial because one copy has a Chern number +1, the other $-1$ [1,18]. Increasing the strength of the coupling term $R$ to infinity will drive the system into a trivial phase that corresponds to the atomic limit. In the generic case ($R \neq 0$), the $Z_2$ invariant can be effectively computed using the method developed in Ref. [45]. Figure 2 shows some slices of the three-dimensional phase diagram along the $\alpha_1$ axis. Note that for $|\alpha_1| > 7$, the kagome lattice model insulator is trivial for any value of $\alpha_2$ and $\alpha_3$.

C. Interaction

We consider $N$ bosons interacting through an on-site interaction. Figure 3 gives a schematic representation of the interaction: the interaction has a strength $U$ for bosons within
the same layer (same pseudospin), while it has a strength $V$ for bosons in different layers (opposite pseudospins). The interaction Hamiltonian is then

$$H_{\text{int}} = U \sum_{i,\sigma} n_{i\sigma} n_{i\sigma} + 2V \sum_i : n_{i\uparrow} n_{i\downarrow} :,$$  \hspace{1cm} (9)

where $\ : \$ \$ denotes normal ordering, and $\sigma$ represents the pseudospin index (up or down). The filling fraction $\nu = N/(2N_s)$ is defined with respect to the partially filled two lowest bands, which together carry a $\mathbb{Z}_2$ invariant 1. In conventional FQH systems, the filling fraction is usually defined with respect to the fully polarized Landau level $\nu_{\text{FQH}} = N/N_s = 2\nu$. We draw the reader’s attention to this unusual convention, to avoid any confusion.

We use the so-called flat-band limit \cite{5,7} to remove the effect of band dispersion and band mixing. The kagome lattice model with pseudospin $1/2$ has six bands. The original Bloch Hamiltonian is $H(k) = \sum_{\sigma} E_{\sigma}(k) P_{\sigma}(k)$ where $E_{\sigma}(k)$ and $P_{\sigma}(k)$ are the dispersion and the projector onto the $\sigma$th band, respectively \cite{46}. We remove the effect of dispersion by considering the flat-band Bloch Hamiltonian restricted to the two lowest bands $H(k) = 1 - \{ P_{\uparrow}(k) + P_{\downarrow}(k) \}$. We thus consider the effective Hamiltonian:

$$H_{\text{eff}}(k) = \mathcal{P}(k) H_{\text{int}}(k) \mathcal{P}(k),$$ \hspace{1cm} (10)

where $\mathcal{P}(k)$ is the projector onto the two lowest bands.

III. STABILITY OF THE FRACTIONAL PHASE AT HALF FILLING WITH PSEUDOSPIN CONSERVATION

We first consider the case of a single FCI copy on the kagome lattice model. Our model has a Bloch Hamiltonian $h_{\text{FCI}}(k)$ and spinless bosons with an on-site interaction. At half filling (with respect to the lowest band), the fractional Chern insulator ground state is a twofold almost degenerate ground state akin to a bosonic $1/2$ Laughlin state being twofold degenerate \cite{6}. The ground state manifold has an energy splitting $\delta$ and is separated from higher energy states by a many-body gap $\Delta$. A well defined ground state (i.e., $\Delta > 0$ and $\delta \ll \Delta$) is an indication of the stability of the topological phase. Exact diagonalization of our model at half filling reveals that it has a well defined ground state, with little to no finite-size effect. For instance, the system with $N = 6$ bosons and $N_s = 12$ unit cells with an aspect ratio $\kappa = 0.65$ is characterized by $\Delta = 0.17$ and $\delta/\Delta = 6.5 \times 10^{-3}$. The system with $N = 10$ bosons, $N_s = 20$ unit cells with an aspect ratio $\kappa = 0.93$ is characterized by $\Delta = 0.16$ and $\delta/\Delta = 1.0 \times 10^{-2}$. The ground state of the decoupled FTI system at $V = 0$ is the tensor product of two such FCI phases with opposite chiralities. The properties of the FCI ground state thus make our model an excellent candidate for the realization of FTI.

A. Energy spectra

We first focus on systems where the two Chern insulator copies are only coupled by the interaction, and not at the band structure level ($\mathcal{R} = 0$). We define $S_t$, the difference of population between the two layers:

$$S_t = \frac{N_\uparrow - N_\downarrow}{2},$$ \hspace{1cm} (11)

where $N_\uparrow$ (respectively $N_\downarrow$) is the number of particles with pseudospin up (respectively down). This is thus a good quantum number in the case where no interlayer hopping is allowed. We apply the interaction defined in Eq. (9), and study the stability of the fractional phase with increasing $V$, the amplitude of the interaction between bosons in different layers. When $V = 0$, the energy spectrum can be trivially induced from the spectrum of the FCI with the same number of unit cells. The energy spectrum of the decoupled system is an almost degenerate fourfold ground state (each bosonic $1/2$ Laughlin state being twofold degenerate), with a gap $\Delta$ to higher energy excitations. When we add some on-site interaction between bosons of opposite pseudospins, the gap is still clearly traceable [see Fig. 4(a)]. We plot $\Delta$ for different values of $V/U$ [see Fig. 5(a)]. We can also notice that the energy spread $\delta$ between the highest and lowest energy states of the ground state manifold increases.
We keep track of the momentum sectors where the ground state manifold lies. These quantum numbers can be deduced from the ground state momentum sectors of the FCI system. We set the gap to zero whenever at least one of the four lowest lying states in the spectrum does not lie in the expected momentum sector. There is a limit where \( V/U \) is large enough that the system becomes fully polarized (all bosons occupy the same layer), as seen in Fig. 5(a) at \( V/U = 1.8 \) for \( N = 8 \) and at \( V/U = 2.0 \) for \( N_s = 10, 12 \). Our results show that the gap amplitude decreases slowly, and does not vanish until \( V/U \approx 1.0 \). This suggests that the FTI phase is remarkably robust to the introduction of a coupling interaction. These results barely exhibit any finite-size effect, as the range of stability does not show any significant variation from 8 to 10 to 12 particles.

We also computed the overlap of the ground state eigenvectors with the eigenvectors of the decoupled system [see Fig. 6(a)]. This shows that as long as there is a well defined ground state overlap, the overlap remains close to 1, but drops to a value close to zero when the gap becomes smaller, thus confirming the results given in Fig. 5. Again, the results do no show any finite-size effect. In the following paragraph, we will show that time-reversal invariance is in fact crucial to such stability.

B. Comparison with the system of two FCI copies with no time-reversal invariance

The study we carried out can be repeated for a system of two Chern insulators with identical chiralities for pseudospin up and down. The physics of this system is the same as the physics of the bilayer FQH. The single-particle Hamiltonian reads

\[
H_{\text{Bilayer}}(k) = \begin{pmatrix}
  h_{\text{CT}}(k) & 0 \\
  0 & h_{\text{CT}}(k)
\end{pmatrix}
\begin{pmatrix}
  |\uparrow\rangle \\
  |\downarrow\rangle
\end{pmatrix}
\]

where \( h_{\text{CT}}(k) \) is defined in Eq. (1). This system breaks time-reversal symmetry. We remind the reader that we defined the FTI filling fraction with respect to the two lowest bands \( (\nu = \nu_{\text{FQH}}/2) \).

The interaction Hamiltonian is unchanged and given by Eq. (9). The physics of a bilayer FCI is similar to the one of a bilayer FQH effect. In particular, at \( \nu = 1/2 \) and \( V = 0 \), the ground state is similar to the Halperin (2,2,0) state [47]. When the two layers are completely decoupled, the energy spectrum of the bilayer FCI and the energy spectrum of the FTI are identical, due to the inversion symmetry of the kagome lattice model. Therefore, the starting point of the stability analysis is exactly the same in both cases.

We perform exact diagonalizations on the bilayer FCI system. Again, we expect a fourfold quasidegeneracy of the ground state. We look at the many-body gap \( \Delta \), and at the ground state manifold energy splitting \( \delta \) to see how well defined the ground state is. The evolution of the gap for systems with \( N = 8, 10, \) and 12 particles is shown Fig. 5(b), and also exhibits negligible finite-size effects. At \( V/U \approx 0.5 \), it is no longer possible to distinguish a clear low-energy manifold from higher energy excitations. This transition occurs near \( V/U \approx 1.0 \) in the FTI system. We also looked at the overlap of the low-energy manifold with the ground state of the decoupled system [see Fig. 6(b)]. As expected, the overlap decreases faster in the case of a bilayer FCI than in the case of an FTI.

Note that for \( V/U = 1.0 \), the bilayer system recovers the full \( SU(2) \) symmetry. Such a symmetry is absent in the FTI case. We conjecture that the relative lack of stability of the bilayer FCI phase might be explained by the emergence of a competing, \( SU(2) \) symmetric phase. A model wave function based on the Jain spin singlet state [48] has been proposed to describe the analogous continuum FQH system at the \( SU(2) \) symmetric point. Reference [49] showed that some longer range interaction was required to stabilize this phase. In our model, we have not observed any coherent signature of such state (or any ground state manifold with a well defined quasidegeneracy).

There is another striking difference between the bilayer FCI and the FTI phase diagrams at large interlayer interaction. As discussed in Sec. III A, at large \( V/U \), we expect the system to be fully polarized. In the FTI case, such a transition occurs around \( V/U \approx 2 \). For the bilayer FCI, the transition happens at a value that is one order of magnitude greater (\( V/U = 26.4, 21.8, \) and 19.6 for respectively \( N = 8, 10, 12 \)). This is another fundamental characteristic that differentiates the phase diagrams of these two systems.

C. Interpolating the time-reversal-invariant and the bilayer FCI systems

As pointed out in the previous section, when the two FCI copies are decoupled, the energy spectra of the FTI and bilayer FCI systems are identical. Moreover, when the interlayer interaction \( V/U \) is sufficiently large to obtain a fully polarized phase, these two systems are also equivalent. The object of this section is to further reveal the symmetry between the FTI and the bilayer FCI systems by studying the transition between them. This also serves as a test of the bulk stability of the FTI phase against perturbative breaking of the time-reversal invariance. We use a real parameter \( \lambda \) to tune the transition at the one-body level from the TRI system (\( \lambda = 0 \)) to its bilayer FCI counterpart (\( \lambda = 1 \)). Combining the Hamiltonians defined in Eqs. (2) and (12), the interpolating one-body Hamiltonian

\[
V_{\text{Interpolate}}(k) = \begin{pmatrix}
  h_{\text{CT}}(k) & 0 \\
  0 & h_{\text{CT}}(k)
\end{pmatrix}
\begin{pmatrix}
  |\uparrow\rangle \\
  |\downarrow\rangle
\end{pmatrix}
\]

where \( h_{\text{CT}}(k) \) is defined in Eq. (1). This system breaks time-reversal symmetry. We remind the reader that we defined the FTI filling fraction with respect to the two lowest bands \( (\nu = \nu_{\text{FQH}}/2) \).
FIG. 7. (Color online) Schematic interpretation of the interpolation procedure between a FTI and a bilayer FCI system in terms of a FQH bilayer system with varying magnetic fields.

is written

\[ H_{\lambda}(k) = (1 - \lambda) H_{B=0}(k) + \lambda H_{\text{Bilayer}}(k). \]  

(13)

Our system is similar to a bilayer FQH system where the magnetic field acting on the upper layer would be constant and equal to \( B_1 \), while one would tune the magnetic field in the lower layer from \( B_1 (\lambda = 0) \) to \( +B_1 (\lambda = 1) \) as depicted in Fig. 7. Note that the case \( \lambda = 1/2 \) corresponds to a zero magnetic field (i.e., to a topologically trivial phase) in the second layer, and thus to a phase transition of the one-body model. Although this is a convenient analogy, some difficulties would arise in the numerical implementation of this procedure in a FQH system. Indeed, one cannot tune the intensity of the magnetic field in one layer while keeping the filling fraction and the area of the system constant, as these quantities are mutually constrained.

The interaction Hamiltonian is unchanged and given by Eq. (9). We repeat the exact diagonalization study of Secs. III A and III B, with varying interlayer interaction \( V/U \) and varying \( \lambda \). We look at the gap \( \Delta \) to see how well defined the fourfold quasidegenerate ground state is. The resulting phase diagram is given in Fig. 8. As expected, the decoupled system \((V/U = 0)\) is invariant under the transformation \( \lambda \to (1 - \lambda) \), stressing the symmetry between the FTI and the bilayer FCI phases. Interestingly, for \( V/U < 0.4 \), both systems are affected similarly by a change in \( \lambda \); their respective gaps close around \( \lambda \simeq 0.4 \) (FTI) and \( \lambda \simeq 0.6 \) (bilayer FCI). Once again, we observe that the FTI phase is more stable than the bilayer FCI one, as a function of both \( \lambda \) and \( V/U \). Similar features can be observed in the phase diagram plotted using the system with \( N = 8 \) bosons (see Appendix B).

D. Particle entanglement spectrum

The signatures of a Laughlin-like phase in a FCI appear in different manners, the most simple one being the ground state quasidegeneracy. Unfortunately, the energy spectrum of a charge density wave (CDW) could present a similar property. The PES [42,43] allows one to distinguish FQH-like phases from CDW and thus offers better signatures of the FCI phases. For a \( d \)-fold degenerate state \(| \psi_i \rangle \), we consider the density matrix \( \rho = \frac{1}{d} \sum_{i=1}^{d} |\psi_i \rangle \langle \psi_i| \). We divide the \( N \) particles into two groups \( A \) and \( B \) with respectively \( N_A \) and \( N_B \) particles. Tracing out on the particles that belong to \( B \), we compute the reduced density matrix \( \rho_A = \text{Tr}_B \rho \). This operation preserves the geometrical symmetries of the original state, so we can label the eigenvalues \( \exp(-\xi) \) of \( \rho_A \) by their corresponding momenta \( k_{\lambda A}, k_{\lambda A} \). \( S_\lambda = \min(N_A - N_B) \) is also a good quantum number as long as \( S_\lambda = 1 \). The PES of the ground state of the system at \( V/U = 0.5 \) with \( N = 8 \) bosons is shown Fig. 4(b) for a particle partition with \( N_A = 4 \).

When the entanglement spectrum is gapped, the number of states below the gap is a signature of a given topological phase. It is related to the number of quasihole excitations, a hallmark of the fractional phase. References [7,19,29] have argued that the low-lying part of an FCI PES captures the physics of the corresponding model wave function. In contrast, the high entanglement energy structure above the gap is nonuniversal. We assume that this property holds true for FTI, and focus on the states that are separated by an entanglement gap \( \Delta_\xi(N_A) \) from the rest of the PES [see Fig. 4(b)]. Their number can be derived from the number of states below the entanglement gap of the FCI system, plus the condition that the original ground state is characterized by \( S_\lambda = 0 \). This results in additional constraints that affect the counting [see Ref. [50]]. We give the counting that results from these constraints and some additional properties of the FTI PES in Appendix B 2.

We check that in the fully decoupled case, the PES has the expected counting. We denote \( \Delta_\xi(N_A) \) the smallest of the entanglement gaps in all sectors \( \{S_\lambda, k_{\lambda A}\} \):

\[ \Delta_\xi(N_A) = \min\{\Delta_\xi(N_A, S_\lambda, k_{\lambda A})\}. \]  

(14)

We follow the evolution of \( \Delta_\xi(N_A) \) upon increasing interlayer interaction \( V/U \). In addition to the persistence of the entanglement gap, the consistent counting below this gap with increasing \( V/U \) allows us to conclude the stability of the FTI phase in a significant interval of \( V/U \). In Fig. 9(a) we show the evolution of the entanglement gap for three system sizes \((N = 8, 10, 12)\). We show the evolution of \( \Delta_\xi(N_A = N/2) \), as this gives the most conservative estimation of the stability of the phase \((N_A = N/2 \) gives the smallest entanglement gap). Additional results are presented in Appendix B. These results confirm the topological nature of the phase for values of the interlayer interaction up to \( V/U \simeq 0.8 \), with negligible finite-size effect.
the gap vanishes for similar values of \( V/U \) than a third) of the noninteracting TI stability zone. Note that \( V/U \) systems with \( N \) symmetry-breaking term layers are coupled via both the interaction and the inversion-bilayer system discussed in Sec.III B. The number of states \( N_A \) partition \( Z \) although it is very different at \( V/U \) when \( R \) larger parameter space to explore, with \( N \) that can all vary independently. We will limit ourselves to \( \alpha \) for both interactions, \( \alpha_1, \alpha_2, \alpha_3 \), and \( V/U \) that can all vary independently. We will limit ourselves to systems with \( N = 8 \) and 10 particles. We also compute the PES of the ground state of the FCI upon addition of a \( C_3 \) symmetry preserving coupling term of amplitude \( \alpha_1 \), in the absence of interlayer interaction [(a) and (b)], and with \( V/U = 0.5 \) [(c) and (d)]. The systems have \( N = 8 \) and \( N = 10 \) particles, \( N_s = N \) unit cells. The shaded area corresponds to the region where the one-body model is a trivial insulator, (a) and (c) Evolution of the many-body gap with \( \alpha_1 \), (b) and (d) Evolution of the PES gap with \( \alpha_1 \), for a particle partition \( N_A = N/2 \).

**IV. STABILITY OF THE FRACTIONAL PHASE AT HALF FILLING WITHOUT PSEUDOSPIN CONSERVATION**

We now investigate the system where the two kagome lattice layers are coupled via both the interaction and the inversion-symmetry-breaking term \( R \). We study here the influence of the magnitude of that coupling term on the stability of the fractional phase at half filling. \( S_z \) is no longer a good quantum number, which drastically increases the computational effort compared to the situation in Sec. III. For instance at \( N = 12 \), the dimension of the largest subspace was \( 1.3 \times 10^7 \) previously; it is now \( 7.0 \times 10^7 \). For \( N = 10 \), the dimension of the largest subspace rises from \( 4 \times 10^7 \) to \( 2 \times 10^8 \). Meanwhile, we have a larger parameter space to explore, with \( \alpha_1, \alpha_2, \alpha_3 \), and \( V/U \) that can all vary independently. We will limit ourselves to systems with \( N = 8 \) and 10 particles.

We first study the stability of the topological phase in the direction \( \alpha_2 = \alpha_3 = 0 \), for different values of \( \alpha_1 \). In that case, the inversion symmetry is broken, but the \( C_3 \) rotational invariance is preserved. The evolution of the gap \( \Delta \) is represented in Figs. 10(a) and 10(c) for the systems with respectively \( N = 8 \) and \( N = 10 \) particles. We also compute the PES of these systems and find that an entanglement gap exists for values of \( \alpha_1 \) up to \( \alpha_1 \approx 3.0 \). The evolution of the entanglement gap is represented in Figs. 10(b) and 10(d) for partitions with \( N_A = N/2 \) particles. We use two different values of the interlayer interaction: \( V/U = 0 \) [(a) and (b)] and \( V/U = 0.5 \) [(c) and (d)]. The stability region of the FTI lies well within the topological region of the one-body model \( (\alpha_1 \in [0,0.6]) \). Interestingly, it covers a significant part (more than a third) of the noninteracting TI stability zone. Note that the gap vanishes for similar values of \( \alpha_1 \) for both interactions, although it is very different at \( V/U = 0 \) and \( V/U = 0.5 \) when \( R = 0 \).

We also look at the stability of the topological phase at half filling along two different planes: \( \alpha_2 = 0 \) and \( \alpha_3 = 0 \). We plot the gap \( \Delta \) (see Fig. 11) and the PES gap (see Fig. 12) of the \( N = 10 \) system. Similar plots are displayed in Appendix B for the \( N = 8 \) system. The boundary between the trivial and topological regions in the one-body model is shown as a dotted line on the same graph. Again, the FTI stability regions covers a large part of the one-body TI stability zone. Phase diagrams are presented for both \( V/U = 0 \) and \( V/U = 0.5 \). We can then see how the FTI phase survives the introduction of both types of interlayer coupling (i.e., interaction and inversion-symmetry-breaking term) for a significant amplitude of both terms. Interestingly, the gap vanishes for similar values of \( \alpha_1 \), \( \alpha_2 \), and \( \alpha_3 \) for both values of the interaction, although for \( R = 0 \), the gaps at \( V/U = 0 \) and at \( V/U = 0.5 \) have very different values. Their ratio is 0.56 at \( N = 8 \), 0.69 at \( N = 10 \). As expected, the FTI stability regions are of similar area and lie in the same zone of the phase diagram for both the \( N = 8 \) and \( N = 10 \) systems. This is a good indication that the FTI phase might survive the coupling beyond the finite-size case.

**V. BEYOND THE HALF-FILLING FTI: EXPLORING OTHER FRACTIONS**

As discussed in Sec. III, the kagome lattice model hosts a very stable Laughlin-like \( \nu = 1/2 \) phase. Exploring other fractions (in particular the composite fermion series) would be very interesting, especially in the cases where Levin and Stern’s theory \([15,36]\) predicts an unstable FTI phase, such as \( \nu = 2/3 \). Unfortunately, the FQH bosonic composite fermion \([51]\) phase at \( \nu = 2/3 \) is less stable than the Laughlin phase. Although the kagome lattice model hosts a rather stable FCI bosonic phase at \( \nu = 2/3 \) (see Ref. \([26]\)), its threefold
low-energy manifold has a large splitting. As a result, the
FTI low-energy spectrum does not have a ninefold almost
degenerate ground state, even in the fully decoupled case.
Note that even for an ideal FQH system, the bosonic composite
fermion phase is not as stable as its fermionic counterpart, as
shown in Ref. [52] for the sphere geometry. Moreover, it would
be interesting to look at phases that are not the tensor product
of two FQH phases.

The physics of two FCI copies coupled by an interaction
term $V$ as described in Eq. (9) is similar to that of a FQH
bilayer. We focus on the filling fraction $\nu = 1/3$ (with respect
to the two lowest bands). The physics of the bilayer FQH
system at $V = 0$ can be deduced from the simple FQH case,
which is a Fermi sea of composite fermions [53]. At $V/U =
1.0$, the bilayer FQH system has an additional symmetry, the
$SU(2)$ symmetry. It has a threefold-degenerate ground state
described by the Halperin (2,2,1) wave function [47]. The FCI
bilayer with an interaction term $V/U = 1.0$ is analogous to
this system. Figure 13 shows that it has the expected threefold
almost degenerate ground state, with a large gap to higher
energy excitations, for $N = 6$ and $N = 8$.

At $V/U = 1.0$, the interaction term of the FTI model is
$SU(2)$ invariant. The one-body model, however, breaks the
$SU(2)$ symmetry, and so does the full model. Consequently,
there is no guarantee that this system can host any topological
phase. Still, this is an interesting starting point, as its
time-reversal-symmetry-breaking counterpart is so peculiar.
We perform exact diagonalizations to compute the low-energy
spectrum of the systems with $N = 6$, 8, and 10 particles at
$\nu = 1/3$. For $N = 6$ and $N = 10$ (i.e., when $N_s$ is odd),
we observe a twofold-degenerate ground state (with the exact
degeneracy explained by inversion symmetry) and a gap $\Delta$
to higher energy excitations (see Fig. 14). Unfortunately, for
$N = 10$, the ground state mixes with higher energy states upon
flux insertion in the $x$ direction. This excludes the possibility
that the ground state is of topological nature. For $N = 8$, the

FIG. 11. (Color online) Gap of the kagome lattice model topological
insulator at half filling with $N = 10$ bosons, in the plane
$\alpha_3 = 0$ [(a) and (b)] and in the plane $\alpha_2 = 0$ [(c) and (d)], for
$V/U = 0$ [(a) and (c)] and $V/U = 0.5$ [(b) and (d)]. $\Delta_{\text{max,V}}$ is the
amplitude of the gap in the case where $R = 0$, with an interlayer
interaction is $V$. We use the symmetries of the system with respect
to the coupling elements $\alpha_i$ and show only the zones $\alpha_1 > 0$ and
$\alpha_3 > 0$. The dotted line indicates the boundary between the trivial
and topological insulator phases in the noninteracting model.

FIG. 12. (Color online) PES gap of the kagome lattice model
topological insulator at half filling with $N = 10$ bosons, in the plane
$\alpha_3 = 0$ [(a) and (b)] and in the plane $\alpha_2 = 0$ [(c) and (d)], for
$V/U = 0$ [(a) and (c)] and $V/U = 0.5$ [(b) and (d)]. $\Delta_{\text{max,V,N/2}}$ is the
amplitude of the PES gap in the case where $R = 0$, with an
interlayer interaction $V$. The number of particles in the partition
is $N_s = 5$. We use the symmetries of the system with respect to the
coupling elements $\alpha_i$ and show only the zones $\alpha_1 > 0$ and $\alpha_3 > 0$. The
dotted line indicates the boundary between the trivial and topological
insulator phases in the noninteracting model.

FIG. 13. Low-energy spectrum of the bilayer FCI model at a
filling fraction $\nu = 1/3$ (with respect to the two lowest bands)
for $N = 6$, $N_s = 9$, $N_i = N_s = 3$ (a) and $N = 8$, $N_i = N_s = 12$,
$N_s = 1$ (b). There is a threefold almost degenerate ground state,
separated from higher energy excitations by a large gap.
low-energy spectrum also presents some energy separation, but the energy spread \( \delta \) between the two lowest energy states [in momentum sectors \((k_x, k_y) = (0,0)\) and \((6,0)\)] is of the same order of magnitude as the gap \( \Delta \) between these states and the state with the closest energy \((\delta/\Delta = 0.82)\).

Unlike the case of the bilayer FCI system, choosing \( V/U = 1.0 \) does not give the FTI Hamiltonian an additional symmetry that would justify restricting our study to \( V/U = 1.0 \). We looked at the \( \nu = 1/3 \) system with \( N = 6, 8, \) and 10, with \( 0 < V/U < 1.5 \) (the decoupled case is a Fermi sea of composite fermions [52]). Even when the low-energy spectrum is gapped, the gap does not survive the insertion of flux, nor does the PES show any particular feature. Moreover, the ground state of the \( N = 10 \) system has a twofold exact degeneracy for various values of \( V/U \), but a variation of \( V/U \) of less than 10\% will change the sectors it falls in. We also studied the influence of an inversion-breaking term \( R \) on the \( \nu = 1/3 \) system for various \( V/U \). We observe a gapped almost degenerate ground state for some values of \( R \), but the gap never survives the insertion of flux. In the absence of a robust phase, we scanned all systems with less than 16 unit cells and involving a Hilbert space dimension below 11 000. Besides the case of \( N = 6, N_y = 9 \), which corresponds to \( \nu = 1/3 \), we did not find any indication of a gapped ground state.

To summarize, we did not find any evidence of a robust FTI phase in our model beyond the half-filling case. Note that we expect the stability of an FTI phase to strongly depend on the microscopic model, since FCI systems exhibit strong model dependence [22]. Therefore, we cannot rule out the existence of topological phases beyond the \( \nu = 1/2 \) case.

VI. CONCLUSION

In this article, we have proposed and numerically studied the half-filling phase of a stable microscopic FTI model based on the kagome lattice. We proved that the system of two FCI copies with opposite chiralities survives the introduction of coupling terms of different natures. At the single-particle level, one can add an inversion-symmetry-breaking term of a significant amplitude without destroying the FTI phase. The FTI phase also survives the addition of an interlayer interaction term, as long as the amplitude of this term does not exceed the amplitude of the intralayer interaction term. We stress that the FTI phase has a larger stability range than the other lattice models studied in previous numerical works [37,41]. Surprisingly, the FTI model is more robust than the equivalent bilayer FCI model while these two systems are indistinguishable from both the energy and entanglement spectra when the two layers are decoupled. Further works will investigate the reasons for this difference. The comparison of different system sizes allows us to be confident that our results are not simple artifacts of the system’s finite size. Moreover, we have used a similar geometric aspect ratio for each system size, thus eliminating the aspect ratio as a factor of variation of the energetic quantities. We have also looked at other fractions, such as \( \nu = 1/3 \). We did not find convincing evidence of a robust FTI phase for these systems, as there is no consistent pattern in all the studied system sizes. Nevertheless, we do not exclude the possibility of a new FTI phase in other microscopic models. References [15,36,38,39] gave some criteria for the stability of the edge states in a TRI system with strong interactions. In contrast, our stability discussion was only based on the system’s bulk properties. Probing the stability of the edge states would be an exciting direction for further research.

Note added in the proof. A similar study by Furukawa et al. [54] was recently released. It studies a Bose gas of two pseudospin species in antiparallel magnetic field on the Haldane sphere. Interestingly, the FTI phase hosted by this system is also much more robust than the bilayer FQH system. It survives a coupling interaction term of the same order as the intralayer interaction.
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APPENDIX A: TILTED BOUNDARY CONDITIONS

We apply periodic boundary conditions defined by two vectors \( T_1 \) and \( T_2 \) (by definition, the system is invariant under a translation of any integer number of these vectors). The most common choice for \( T_1 \) and \( T_2 \) is

\[
T_1 = N_x a_1, \quad T_2 = N_y a_2, \tag{A1}
\]

where \( N_x \times N_y = N_z \), which constrains the aspect ratio to be

\[
\kappa = \frac{N_x}{N_y \sin(a_1, a_2)} \tag{A2}
\]

Some system sizes can thus only be realized with a small aspect ratio; for instance, one can only obtain \( N_x = 10 \) unit cells with \( N_y \times N_z = 5 \times 2 \). However, we know that the physics of fractional Chern insulators (FCIs) is highly influenced by the aspect ratio of the system [7,27]. For instance the many-body
lattice basis as a function of \( \epsilon \):
\[
\mathbf{T}_1 = \frac{2\pi}{N_s(1 - \epsilon^2)} [(n_{y_2} - \epsilon n_{x_2}) \mathbf{a}_1 - (n_{x_2} + \epsilon n_{y_2}) \mathbf{a}_2].
\]
\[
\mathbf{T}_2 = \frac{2\pi}{N_s(1 - \epsilon^2)} [(-n_{y_1} + \epsilon n_{x_1}) \mathbf{a}_1 + (n_{x_1} + \epsilon n_{y_1}) \mathbf{a}_2].
\]  
(A6)

In particular, for a triangular lattice, this gives
\[
\mathbf{T}_1 = \frac{4\pi}{3N_s} [(2n_{y_2} + n_{x_2}) \mathbf{a}_1 - (2n_{x_2} + n_{y_2}) \mathbf{a}_2],
\]
\[
\mathbf{T}_2 = \frac{4\pi}{3N_s} [-(2n_{y_1} + n_{x_1}) \mathbf{a}_1 + (2n_{x_1} + n_{y_1}) \mathbf{a}_2].
\]  
(A7)

Now that we have defined the spanning vectors of the momentum space, we would like to define the boundaries of the first Brillouin zone. Two vectors in the reciprocal space are equivalent (the corresponding wave functions are equal) if they are equal up to a translation of a vector of the reciprocal lattice \( \mathbf{a}_1 \) or \( \mathbf{a}_2 \). The definition of the reciprocal lattice vectors
\[
\mathbf{a}_1 \cdot \mathbf{a}_j = 2\pi \delta_{ij}, \quad i, j = 1, 2
\]  
(A8)
allows us to compute their expression in the direct space
\[
\mathbf{\tilde{a}}_1 = \frac{2\pi}{1 - \epsilon^2} (\mathbf{a}_1 - \epsilon \mathbf{a}_2),
\]
\[
\mathbf{\tilde{a}}_2 = \frac{2\pi}{1 - \epsilon^2} (-\epsilon \mathbf{a}_1 + \mathbf{a}_2).  
\]  
(A9)

For a triangular lattice, this gives
\[
\mathbf{\tilde{a}}_1 = 2\pi \frac{\sqrt{3}}{2} (2\mathbf{a}_1 - \mathbf{a}_2),
\]
\[
\mathbf{\tilde{a}}_2 = -2\pi \frac{\sqrt{3}}{2} (\mathbf{a}_1 - 2\mathbf{a}_2).  
\]  
(A10)

Their expression in the \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \) basis is
\[
\mathbf{\tilde{a}}_1 = n_{x_1} \mathbf{T}_1 + n_{y_1} \mathbf{T}_2,
\]
\[
\mathbf{\tilde{a}}_2 = n_{y_1} \mathbf{T}_1 + n_{x_1} \mathbf{T}_2.  
\]  
(A11)

The first Brillouin zone lies in the parallelogram defined by \( \mathbf{\tilde{a}}_1, \mathbf{\tilde{a}}_2 \). We want to label all of the \( N_s \) admissible momentum vectors \( \mathbf{k} \) within the first Brillouin zone using two integers \( p \) and \( q \) such that
\[
\mathbf{k} = p \mathbf{T}_1 + q \mathbf{T}_2.  
\]  
(A12)

We require that \( N_s \mathbf{T}_1 \) and \( N_s \mathbf{T}_2 \) be vectors of the reciprocal lattice (i.e., they can be written as linear combinations with integer coefficients of \( \mathbf{\tilde{a}}_1 \) and \( \mathbf{\tilde{a}}_2 \)), with \( N_s = N_x \times N_y \). This implies that \( p \) (resp. \( q \)) is in the interval \([0, N_s - 1]\) (resp. \([0, N_s - 1]\)). Note that for \( \mathbf{k} \) to be an admissible momentum vector, \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \) need to be linear combinations with integer coefficients of \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \). We stress that taking both \( \mathbf{T}_1 = \mathbf{T}_2 = \mathbf{T}_2 =\mathbf{0} \) is not a valid solution in general. Still for the sake of simplicity, we set \( \mathbf{T}_1 = \mathbf{T}_1 \).

We now want to find the possible values for \( N_s \). Using Eq. (A11), we find that
\[
N_s \mathbf{T}_1 = n_{x_2} \mathbf{\tilde{a}}_1 - n_{y_2} \mathbf{\tilde{a}}_2.  
\]  
(A13)

To select \( N_s \), we have an additional constraint besides \( N_s \mathbf{T}_1 \) being a vector of the reciprocal lattice: when \( p \) runs from
0 to \( N_x - 1 \), we should span only inequivalent admissible momentum vectors. In order to satisfy these two constraints, the only possible choice is

\[
N_x = \frac{N_x}{\gcd(N_x, n_{y2}, n_{x2})}.
\]

\( N_y \) is then given by

\[
N_y = \frac{N_y}{N_x} = \gcd(N_x, n_{y2}, n_{x2}).
\]

One now needs to find \( T_2' \). This vector could be written as

\[
T_2' = T_2 + \alpha T_1,
\]

where \( \alpha \) is an integer to ensure that \( k \) is an admissible momentum vector for any \( q \). In principle, the coefficient in front of \( T_2' \) could be any integer co-prime with \( N_x \), to describe all the admissible momentum vectors within the first Brillouin zone. Since this coefficient is also defined modulo \( N_y \), we can set it to 1. The last step is to find \( \alpha \) such that \( N_y T_2' \) is a vector of the reciprocal lattice. While it can be shown that \( \alpha N_y \) is an integer using Bezout’s identity, there is no guarantee that \( \alpha \) is integer. Still we have been able to find possible sets of parameters for all the relevant aspect ratios and system sizes. Figure 15(b) gives the value of all the lattice parameters \( (N_x, N_y, n_{x1}, n_{y1}, n_{x2}, n_{y2}, \alpha) \) that were used in this article, as well as the resulting aspect ratio \( \kappa \) for a triangular Bravais lattice. To exemplify the previous analysis, we give the explicit construction of the admissible momentum vectors for the tilted lattice for \( N_x = 10 \) shown in Fig. 15(a).

When we use tilted boundary conditions, the expression of the tight-binding Hamiltonian, which only depends on the phase is the energy spread \( \delta \). It happens for \( 20 < V/U < 30 \) depending on the system size.

APPENDIX B: ADDITIONAL EVIDENCE OF THE STABILITY OF THE FTI PHASE AT HALF FILLING

We present here additional data to support the existence and stability of the half-filling FTI in the presence of interlayer coupling.

1. Systems with pseudospin conservation

In the article, we relied on the energetic gap \( \Delta \), the PES gap \( \Delta_k(N_s) \), and the overlap to probe the stability of the fractional phase. Another important quantity to characterize the stability of the phase is the energy spread \( \delta \). It is defined as the difference between the largest and the smallest energy within the almost degenerate ground state manifold [as depicted in Fig. 4(a)]. We represent the quantity \( \max(1 - \delta/\Delta, 0) \) in Fig. 17. When \( \delta/\Delta > 1 \), the energy separation between the ground state manifold and the excitations cannot be identified. However, we can still extract \( \Delta \) and track the overlap. \( \max(1 - \delta/\Delta, 0) \) is thus a stricter criterion of the stability of the phase. In

FIG. 16. (Color online) Construction of the \((p,q)\) labels for the admissible momentum vectors on the \( N_x = 10 \) tilted lattice of Fig. 15(a). For this example, we have \( N_y = 5 \) and \( N_y = 2 \) according to the table of Fig. 15(b). (a) The dots denote the admissible momentum vectors. The shaded area is the first Brillouin zone defined by the two reciprocal vectors \( \tilde{a}_1 \) and \( \tilde{a}_2 \). Using \( T_1' = T_1 \), we can label the admissible momentum vectors \((p,0)\) with \( p \) going from 0 to 4. (b) We find the equivalents of \((3,0)\) and \((4,0)\) within the first Brillouin zone using reciprocal vectors. (c) Using \( T_1' = T_2' - T_1 \) (here \( \alpha = -1 \)), we can now label the \((p,1)\) admissible momenta. (d) Once again, we find the equivalents of \((0,1), (1,1), (4,1)\) within the first Brillouin zone. (e) We show the label of each admissible momentum vector within the first Brillouin zone.

FIG. 17. (Color online) Evolution of the quantity \( \max(1 - \delta/\Delta, 0) \) for the systems with \( N = 8, 10, 12 \) bosons and \( N_y = N \) unit cells with respect to the magnitude of the interaction between bosons of opposite pseudospin \( V/U \), for the TRI FTI (left panel) and for the bilayer FCI (right panel). The shaded area in (a) corresponds to a full polarization of the FTI system, for \( N = 10, 12 \) (light gray) and \( N = 8 \) (dark gray). The bilayer FCI system only becomes fully polarized for values of \( V/U \) that are beyond the scope of this graph (the transition happens for \( 20 < V/U < 30 \) depending on the system size).
particles, and observe the same qualitative features. The shaded area corresponds to a full polarization of the sector interaction. The magnitude of the interaction between bosons of opposite pseudospin $(\mathbf{V})$ for the system with $N = 8$ (a), $N = 10$ (b), and $N = 12$ (c), $N_s = N$. The two kagome layers are only coupled by the interaction. The area corresponds to a full polarization of the system, for $N = 10, 12$ (light gray) and $N = 8$ (dark gray).

In Fig. 17(a), we show its evolution in the TRI FTI system. There is a well defined fourfold almost degenerate ground state even for relatively large values of $V/U$, for all system sizes. In Fig. 17(b), we compare this evolution to the bilayer FCI case. The quantity $1 - \delta/\Delta$ decreases faster when time-reversal-symmetry is broken than when it is preserved, in agreement with the other quantities.

We also give some additional results concerning the PES. Figures 18(a), 18(b), and 18(c) give the evolution of the entanglement gap for $N_A \leq N/2$. As mentioned in the article, the sector $N_A = N/2$ has the smallest entanglement gap. In all the cases and all the system sizes, the picture is still consistent with what we have discussed in Sec. III.

Finally, we give some additional results concerning the interpolation of the FTI and the bilayer FCI phases. The interpolating phase diagram was computed in the $N = 10$ bosons system in Sec. III C. We give it in Fig. 19 for $N = 8$ particles, and observe the same qualitative features.

### 2. Some properties of the FTI PES

We now derive the number of states below the FTI entanglement gap $\Delta_\lambda$ starting from the number of states below the FCI gap, and explain the PES structure observed in Fig. 4(b). We first focus on the states that are separated by an entanglement gap $\Delta_\lambda$ from the rest of the PES [see Fig. 4(b)]. Let us first consider one FCI copy at half filling, say the pseudospin up FCI copy. This system has $N_t$ unit cells and $N_t = N/2$ particles. Its ground state has a twofold quasidegeneracy. If we make a cut in the particle space with a number of particles $N_A^\uparrow$, we obtain a gapped PES. We call $N^{\text{FCI}}(N_A^\uparrow, \mathbf{k}_A)$ the number of states below the entanglement gap in the momentum sector $\mathbf{k}_A = (k_A^\uparrow, k_A^\downarrow)$. We can also define a similar counting for the pseudospin-down FCI copy: $N^{\text{FCI}}(N_A^\uparrow, \mathbf{k}_A)$. In terms of the FCI quantum numbers, the FTI quantum numbers are written

\begin{align}
N_A &= N_A^\uparrow + N_A^\downarrow, \\
S_{zA} &= \frac{N_A^\uparrow - N_A^\downarrow}{2}, \\
k_{xA} &= (k_A^\uparrow - k_A^\downarrow) \mod N_x, \\
k_{yA} &= (k_A^\uparrow - k_A^\downarrow) \mod N_y.
\end{align}

Note that the minus sign in Eqs. (B3) and (B4) comes from the minus sign in the one-body Hamiltonian that acts on the pseudospin-down $h_{\mathbf{k}_A}(-\mathbf{k})$. For given $N_A$ and $S_{zA}$, Eqs. (B1) and (B2) fix $N_A^\uparrow$ and $N_A^\downarrow$. Naively, the FTI PES counting with a cut $(N_A, S_{zA})$ is thus the following in the $\mathbf{k}_A$ sector:

\begin{align}
N^{\text{FTI}}(\mathbf{k}_A) &= \sum_{k_x = k_1^\uparrow - k_1^\downarrow} N^{\text{FCI}}(N_A^\uparrow, \mathbf{k}_A) \times N^{\text{FCI}}(N_A^\downarrow, \mathbf{k}_A),
\end{align}

where the sum has to be taken over all the FCI momentum sectors that satisfy the constraints of Eqs. (B3) and (B4). The symbol $\sum$ signals that the momentum constraint has to be taken modulo $(N_x, N_y)$.

As pointed out in Ref. [50], additional constraints can reduce the number of eigenvalues of the PES when the ground state possesses an additional symmetry preserved by particle partitioning. Here the ground state has $S_z = 0$, which results in the removal of additional states from the PES.
in the following constraint:

\[
N_A^+ + N_B^+ = N^+ = N/2,
\]
\[
N_A^- + N_B^- = N^- = N/2,
\]

where the the \( B \) indices refer to the \( B \) partition. Additionally, for a ground state with a degeneracy \( d \neq 1 \), the PES counting is not the same in partitions \( A \) and \( B \):

\[
N^{\text{FTI}}(N_A^+, k_A^+) \neq N^{\text{FTI}}(N_B^+, k_B^+). \tag{B7}
\]

As a result, \( N^{\text{FTI}}(k_A^+) \neq N^{\text{FTI}}(k_B) \), and the number of states below the gap in the FTI system reduces to

\[
N^{\text{FTI}} = \min(N^{\text{FTI}}, N_B^{\text{FTI}}). \tag{B8}
\]

We now focus on the high entanglement energy region of the spectrum. For the FCI, it was shown in Ref. [22] that several subgaps appear in the nonuniversal part of the PES. These gaps are related to the violation of the generalized Pauli principle. In the FTI PES, we observe a similar substructure. We show that the number of states between the first and second gap [see Fig. 4(b)] can be explained by qualitative considerations on the number of states in the FCI PES. We can perform the following qualitative reasoning. Roughly speaking, the ground state of an FCI at half filling is the sum of an ideal FCI Laughlin state \( |\Psi_L\rangle \) and a perturbative term of amplitude \( \epsilon \):

\[
|\Psi\rangle \simeq |\Psi_L\rangle + \epsilon |\Psi_1\rangle. \tag{B9}
\]

\( |\Psi_L\rangle \) alone has an infinite entanglement gap. It contributes \( N_L \) states to the PES. Meanwhile \( \epsilon |\Psi_1\rangle \) contributes \( N_1 \) states to the PES, all in its high entanglement energy part, as shown in Ref. [29]. In the decoupled case, we can write the following approximation of the FTI wave function:

\[
|\Psi_{\text{FTI}}\rangle = |\Psi^1\rangle |\Psi^1\rangle \simeq |\Psi_L^1\rangle |\Psi^1\rangle + \epsilon( |\Psi_L^1\rangle |\Psi_1^1\rangle + |\Psi_1^1\rangle |\Psi_L^1\rangle ). \tag{B10}
\]

The first term is an ideal wave function, which contributes \( N_L^2 \) to the low-lying part of the PES for the part of the PES that we have studied in the last paragraph. The second term contributes \( 2N_1N_L \) to the high entanglement energy part of the PES. In Fig. 4(b), the number of states between the two dotted lines is indeed explained by this simple counting rule, as it is in other size systems. For a higher number of particles, we observe a substructure in the high-entanglement part of the PES. It is related to the FCI subgap hierarchy described in Ref. [22].

Finally, we followed the evolution of the secondary entanglement gap with increasing \( V/U \). Results show a much faster decrease of this gap compared to the lower gap \( \Delta_2(N_A) \). This is in agreement with the general observation in FCI that the entanglement gap corresponding to the model state is much more robust to perturbations than the other gaps.
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**Fig. 20.** (Color online) Gap of the kagome lattice model topological insulator at half filling with \( N = 8 \) bosons, in the plane \( \alpha_3 = 0 \) [(a) and (b)] and in the plane \( \alpha_2 = 0 \) [(c) and (d)], for \( V/U = 0 \) [(a) and (c)] and \( V/U = 0.5 \) [(b) and (d)]. \( \Delta_{\text{max}, V} \) is the amplitude of the gap in the case where \( R = 0 \), with an interlayer interaction \( V \). We use the symmetries of the system with respect to the coupling elements \( \alpha_i \) and show only the zones \( \alpha_i > 0 \) and \( \alpha_i < 0 \). The dotted line indicates the boundary between the trivial and topological insulator phases in the noninteracting model.
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**Fig. 21.** (Color online) PES gap of the kagome lattice model topological insulator at half filling with \( N = 8 \) bosons, in the plane \( \alpha_3 = 0 \) [(a) and (b)] and in the plane \( \alpha_2 = 0 \) [(c) and (d)], for \( V/U = 0 \) [(a) and (c)] and \( V/U = 0.5 \) [(b) and (d)]. \( \Delta_{\text{max}, V}(N/2) \) is the amplitude of the PES gap in the case where \( R = 0 \), with an interlayer interaction \( V \). The number of particles in the partition is \( N_A = 4 \). We use the symmetries of the system with respect to the coupling elements \( \alpha_i \) and show only the zones \( \alpha_i > 0 \) and \( \alpha_i < 0 \). The dotted line indicates the boundary between the trivial and topological insulator phases in the noninteracting model.
3. Systems without pseudospin conservation

We give some additional evidence for the stability of the FTI phase upon addition of an inversion-symmetry-breaking term. In Sec. IV, we have provided the data for $N = 10$. Here, we give the results for $N = 8$. We look at the gap (see Fig. 20) and the PES gap (see Fig. 21) in the planes $\alpha_2 = 0$ and $\alpha_3 = 0$. The results are quantitatively very similar to those obtained for $N = 10$ in the article.