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Abstract—Cell-free massive multiple-input multiple-output (MIMO) is a promising network to offer huge improvement of the achievable rate compared with conventional cellular massive MIMO systems. However, the commonly adopted Shannon-type achievable rate is only valid in the long block length regime that is not applicable to the emerging short-packet communication. To realize ultra-reliable and low-latency communication (URLLC) in cell-free massive MIMO systems, we optimize the precoding vector at the access points (APs) to maximize the minimum user rate in both the centralized and decentralized fashion. The design takes into account the impact of URLLC and we propose path-following algorithms (PFA) to address the considered problem which generates a sequence of advanced feasible points and converges to at least a locally optimal solution of the design problem. Moreover, we investigate the requirement of the precoding schemes, the length of the transmission duration, the number of antennas equipped at each AP, and the size of each AP cluster on the URLLC rate. Numerical results show that the decentralized PFA precoding can achieve 80% of the 95%-likely URLLC rate of the centralized precoding and 89% of the average URLLC rate with only 12% computational complexity of the centralized precoding.

Index Terms—Cell-free massive MIMO, nonconvex optimization, precoding, URLLC.

I. INTRODUCTION

Ultra-reliable and low-latency communication (URLLC) is one of the generic applications required to be covered in the fifth-generation (5 G) [1], [2], [3]. As a result, it has been attracted significant interests since it enables several innovative usages, especially in industrial production, such as remote heavy industrial machines operation and factory automation [4], [5]. However, compared with conventional communication systems, the achievable rate under URLLC is quite different since short blocklength is adopted to shorten the latency such that the classical Shannon-sense capacity no longer holds. Specifically, the URLLC rate is a complicated function of the transmission power, the precoding vector, the bandwidth, the transmission time, and the decoding error probability [6]. Indeed, guaranteeing URLLC represents unique challenges to resource allocation design due to the non-convexity introduced by the finite blocklength. In the literature, much attention has been devoted to designing effective resource allocation algorithms that support URLLC [7], [8], [9]. However, the systems considered in these works are all cellular networks and their performance is known to be limited by severe inter-cell interference.

Cell-free massive multiple-input multiple-output (MIMO) architecture is a new promising solution to overcome the issue discussed above [10], [11], [12], [13]. It reaps the advantages of massive MIMO and network MIMO, since massive distributed access points (APs) facilitate coherent signal transmission to serve all the users without any cell boundaries [14], [15], [16]. However, current literature focuses on the resource allocation in cell-free massive MIMO systems for URLLC is still limited. For example, in [17], the authors applied the path-following algorithm (PFA) for optimizing the power allocation with a special class of conjugate beamforming to maximize the users’ minimum URLLC rate and the energy efficiency. However, an adaptive and optimized precoding design at the APs is generally more effective that the fixed one. Besides, in [18], the upper bounds of the uplink and downlink decoding error probabilities (DEPs) were derived by using the saddlepoint method to support URLLC. While the closed-form expression of DEP can characterize the performance, it is generally intractable for the the design of cooperatively efficient resource allocation. As such, there is an emerging need for designing the precoding with the performance metric of the URLLC rate.

Motivated by the above discussion, the PFA-based precoding design for maximizing the users’ minimum URLLC rate is studied in this correspondence. First, a PFA-based centralized precoding design is proposed which generates a sequence of feasible points and converges to a locally optimal solution of the design optimization problem. Second, we propose a decentralized PFA-based precoding design by dividing the APs into several non-overlapping cooperative clusters in which the APs only share the data and instantaneous channel state information (CSI) in each cluster to design the precoding vectors to reduce the computational complexity. Simulation results show that compared with the centralized precoding, the decentralized PFA precoding can achieve 80% of the 95%-likely URLLC rate and 89% of the average URLLC rate with only 12% of the computational complexity of the counterpart. We also investigate the impact of the precoding schemes, the length of transmission duration, and the size of the AP cluster on the URLLC rate via extensive simulations.

II. SYSTEM MODEL

We consider a cell-free massive MIMO system, which consists of L APs and K single-antenna users that are distributed arbitrarily over a large area. We assume that each AP is equipped with N antennas. Moreover, all the APs are connected with each other and a central processing unit (CPU) via dedicated fronthaul links with sufficient capacity. All APs serve all users on the same time-frequency resource through time division duplex (TDD) operation [19].

The channel coefficient between AP l and user k, h_{lk} ∈ C^{N×1}, is assumed to follow a correlated Rayleigh fading distribution. We adopt a classic block fading model for modeling the channels such that h_{lk} remains constant in t channel uses of the time-frequency blocks and experience an independent realization in every block. Note that the channel coefficients can be acquired at the APs by existing channel
estimation algorithms [20] and this is beyond the scope of this work as we aim to optimize the precoding for URLLC. Therefore, we assume that perfect CSI is available at the APs.

In the downlink payload data transmission phase, the received signal at user $k$ can be expressed as $y_k = \sum_{i=1}^{L} h_{ki}^H w_k s_i + \sum_{i \neq k} h_{ki}^H w_i s_i + n_k$, where $s_i \sim \mathcal{C}(0, 1)$ at AP $i$, $w_i \in \mathbb{C}^{N \times 1}$ is the precoding vector for user $i$ at AP $i$, and $n_k \sim \mathcal{C}(0, \sigma^2)$ represents the thermal noise at user $k$. Then, the corresponding effective signal-to-interference-plus-noise ratio (SINR) is given as

$$\varphi_k = \frac{||h_k^H w_k||^2}{\sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2},$$

where $h_k^H = \{h_{ki}^H, \ldots, h_{kL}^H\} \in \mathbb{C}^{L \times N}$ and $w_i = \{w_{i1}, \ldots, w_{iL}\} \in \mathbb{C}^{L \times N}$. By treating the inter-user interference $h_k^H \sum_{i \neq k} w_i s_i$ as Gaussian noise, where $p_{di}^H \triangleq ||w_i||^2$ is the power allocated to user $i$ at AP $i$, the achievable rate in nats/sec/Hz for user $k$ for the case of sufficiently long blocklength is given by the Shannon rate function $R_k = \ln(1 + \varphi_k)$, and the achievable URLLC rate in nats/sec/Hz for user $k$ can be approximated as [8, eq. (30)]

$$R_k = \ln(1 + \varphi_k) - \sqrt{\frac{1}{tB}} V_k \times Q^{-1}(\epsilon),$$

where $t$ is the transmission duration, $B$ is the communication bandwidth, $V_k$ is the channel dispersion [8] which can be expressed as $V_k = 1 - \frac{1}{(1 + \varphi_k)^2} Q^{-1}(\epsilon)$ is the inverse of the Gaussian Q-function, i.e., $Q(x) = \int_{x}^{\infty} \exp(-t^2/2)dt$, and $\epsilon$ is the decoding error probability. Note that (2) is the normal approximation when the channel $h_k$ is assumed to be quasi-static and deterministic over the transmission duration $t$. The subtrahend in (2) captures the rate penalty due to the finite block length, $tB$.

### III. MAX-MIN RATE BASED PRECODING DESIGN

#### A. Centralized Precoding Design

In the centralized precoding design, the optimization of the precoding vectors takes place at the CPU, where the estimate of the global instantaneous CSI $h_{ki}, \forall k \in \{1, \ldots, K\}, \forall i \in \{1, \ldots, L\}$, available. The centralized max-min URLLC rate optimization problem can be expressed as

$$\max_{w} \min_{k=1, \ldots, K} \left\{ R_k (w) \right\}$$

s.t.

$$\sum_{k=1}^{K} ||w_k||^2 \leq p_{\text{max}}, \forall i,$$

where $w = \{w_k : k = 1, \ldots, K, i = 1, \ldots, L\}$ and $p_{\text{max}}$ is the maximum power at each AP. The problem (3a) is non-convex due to the URLLC rate function $R_k(w)$. With the help of [8], we apply the PFA to develop a concave lower bound for $R_k(w)$.

Without loss of generality, the URLLC rate expression for user $k$ can be rewritten as $R_k(w) = f_k(w) - a g_k(w)$, where $a \triangleq Q^{-1}(\epsilon)/\sqrt{tB}$, $f_k(w) = \ln(1 + \varphi_k(w))$, and $g_k(w) = \sqrt{1 - 1/(1 + \varphi_k(w))}$.

Now, we aim to establish a convex lower bound for $f_k(w)$ and a concave upper bound for $g_k(w)$.

Let $w^{(n)}$ be a feasible point for (3a) that is computed from the $(n-1)$th iteration of the iterative PFA.

1) **Lower Bounding for $f_k(W)$:** According to [8], the following inequality holds for all $x \in \mathbb{C}^{M_1}, y \in \mathbb{C}^{M_2}$ and $x, y \in \mathbb{C}^{M_2}$

$$\ln \left( 1 + \frac{||x||^2}{||y||^2 + \sigma^2} \right) \geq a - \frac{||x||^2}{2R||x\|^2 - ||y||^2 - c||y||^2}.$$

(4)

Applying the inequality in (4) for $x = h_k^H w_k, y = L_k(w), \tilde{x} = h_k^H w_k^{(n)}, \tilde{y} = L_k(w^{(n)})$, where $L_k(w)$ arranges $h_k^H w_i, i \neq k$ into a vector of dimension $K - 1$, we obtain

$$f_k(w) \geq \alpha_k^{(n)} - \frac{||h_k^H w_k||^2}{2R\left\{ \left(h_k^H w_k^{(n)}\right)^H h_k^H w_k \right\} - h_k^H w_k^{(n)}} - \tilde{\alpha}_k^{(n)} ||h_k^H w_k||^2 - \tilde{\alpha}_k^{(n)} \sum_{i \neq k} ||h_k^H w_i||^2 \Delta f_k^{(n)} (w),$$

(5)

with the constraint of

$$2R\left\{ \left(h_k^H w_k^{(n)}\right)^H h_k^H w_k \right\} - h_k^H w_k^{(n)} > 0,$$

(6)

where $\alpha_k^{(n)} = f_k(w^{(n)}) + 2 - \frac{||h_k^H w_{k}^{(n)}||^2 + \sigma^2}{\beta_k^{(n)}}, \tilde{\alpha}_k^{(n)} = \frac{\alpha_k^{(n)} - \alpha_k^{(n)} ||h_k^H w_{k}^{(n)}||^2}{\beta_k^{(n)}}, 0 < \tilde{\alpha}_k^{(n)} = \frac{\alpha_k^{(n)} - 2\beta_k^{(n)} ||h_k^H w_{k}^{(n)}||^2}{\beta_k^{(n)}}, \tilde{\alpha}_k^{(n)} = \tilde{\alpha}_k^{(n)} \tilde{\alpha}_k^{(n)} + \sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2, \tilde{\alpha}_k^{(n)} = \tilde{\alpha}_k^{(n)} \tilde{\alpha}_k^{(n)} + \sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2.$

According to [8], the function $f_k^{(n)}(w)$ is concave over the trust region (6) and achieves the same value as $f_k(w)$ at $w^{(n)}$, $f_k^{(n)}(w^{(n)}) = f_k(w)$.

2) **Upper Bounding for $g_k(W)$:** Since the function $f(x) = \sqrt{x}$ is concave on $x > 0$, the following inequality for all $x > 0$ and $\tilde{x} > 0$ holds true

$$\sqrt{x} = f(x) \leq f(\tilde{x}) + \frac{\partial f(x)}{\partial x} |_{x = \tilde{x}} (x - \tilde{x}) = \frac{\sqrt{x}}{2} + \frac{x}{2\sqrt{x}},$$

(7)

where $\frac{\partial f(x)}{\partial x}$ refers to the partial derivative of the function $f(x) \leq f(\tilde{x})$ with respect to $x$. Applying the inequality in (7) for $x = 1 - 1/(1 + \varphi_k(w))$ and $\tilde{x} = 1 - 1/(1 + \varphi_k(w))$ and using

$$\sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2 \leq 2\beta_k^{(n)} \sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2

(8)

$$2\left\{ \frac{\alpha_k^{(n)}}{\beta_k^{(n)}} \right\}^2 \sum_{i = 1}^{K} ||h_k^H w_i||^2 + \sigma^2 - \left( \sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2 \right)^2,$$

with the constraints of

$$\sum_{i = 1}^{K} ||h_k^H w_i||^2 + \sigma^2 \leq 2\beta_k^{(n)}$$

(9)

$$\frac{1}{\beta_k^{(n)}} \sum_{i = 1}^{K} ||h_k^H w_i||^2 + \sigma^2 \leq \frac{2}{\alpha_k^{(n)}} \sum_{i \neq k} ||h_k^H w_i||^2 + \sigma^2$$

$$\times \left( \sum_{i \neq k} \left\{ \left(h_k^H w_i^{(n)}\right)^H h_k^H w_i - ||h_k^H w_i^{(n)}||^2 \right\} + \sigma^2 \right),$$

(10)
Algorithm 1: Path-Following Algorithm for Solving Problem (3a).

1. **Initialization:** Iterate the convex problem (14) until the convergence to obtain an initial point $w^{(0)}$. Set $n = 0$.
2. Using (5) to obtain a concave lower bound for $f_k(w)$ with constraint (6).
3. Using (11) to obtain a convex upper bound for $g_k(w)$ with constraints (9) and (10).
4. Using (12) to obtain a concave lower bound for $R_k(w)$ under the trust region constrained by (6), (9), and (10).
5. Repeat until (3a) converges: Solve the convex problem (13) to generate $w^{(n+1)}$.

we have

$$g_k (w) = d_k^{(n)} - \frac{4\sigma_k^{(n)} e_k^{(n)}}{(\beta_k^{(n)})^2} \left( \sum_{i\neq k} (2R \left\{ (h_i^H w_i^{(n)})^* h_k^H w_i \right\} - |h_k^H w_i^{(n)}|^2) + \sigma^2 \right) + \frac{2(\sigma_k^{(n)})^2 e_k^{(n)}}{(\beta_k^{(n)})^2} \left( \sum_{i=1}^K |h_i^H w_i|^2 + \sigma^2 \right) + \frac{\sum_{i\neq k} |h_i^H w_i|^2 + \sigma^2}{} \geq g_k^{(n)} (w), \quad (11)$$

where $0 < d_k^{(n)} = \frac{1}{2} \frac{1}{\sqrt{1 + (\alpha_k^{(n)}/(\beta_k^{(n)}/w_i^{(n)}))^2}}$ and $0 < e_k^{(n)} = \frac{1}{2\sqrt{1 + (\alpha_k^{(n)}/(\beta_k^{(n)}/w_i^{(n)}))^2}}$. The function $g_k^{(n)} (w)$ is convex and achieves the same value as $g_k (w)$ at $w^{(n)}$, $g_k^{(n)} (w^{(n)}) = g_k (w^{(n)})$.

### 3) Concave Lower Bound for $R_k(w)$

By applying (5) and (11), we have $R_k(w) \geq R_k^{(n)} (w) - \sigma_k^{(n)} (w) \geq R_k^{(n)} (w) + \sum_{i\neq k} |h_i^H w_i|^2 + \sigma^2$, under the trust region constrained by (6), (9), and (10). The function $R_k^{(n)} (w)$ is concave and matches with the function $R_k (w)$ at $w^{(n)}$:

$$R_k (w^{(n)}) = R_k^{(n)} (w^{(n)}). \quad (12)$$

At the $n$th iteration, we solve the following convex problem with the computational complexity $O((LNK)^{3}(2K + 1))$ to generate the next feasible point $w^{(n+1)}$:

$$\max_{w} \min_{k=1,\ldots,K} R_k^{(n)} (w) \quad \text{s.t.} \quad (3b), (6), (9), (10). \quad (13)$$

According to (5) and (11), we can conclude that $\min_{k=1,\ldots,K} R_k^{(n)} (w^{(n)}) \geq \min_{k=1,\ldots,K} R_k (w^{(n)})$, which guarantees the monotonicity in convergence.

According to [8], [17], [21], [22], it is important to have a proper initial point $w^{(0)}$ with the positive URLLC rate. Thus, we start from any random point $w^{(0)}$ satisfying the convex power constraint $\sum_{k=1}^K |w_k|^2 \leq K$, and then iterate

$$\max_{w} \min_{k=1,\ldots,K} f_k^{(n)} (w) \quad \text{s.t.} \quad (3b), \quad (14)$$

The solution obtained by these iterations can be adopted as the feasible initial point $w^{(0)}$. Finally, Algorithm 1 provides the pseudo-code for the applied path-following procedure.

### B. Decentralized Precoding Design

The previously proposed centralized precoding design requires all the APs to upload the instantaneous CSI to the CPU, which put a significant burden on the front-end signaling. Besides, the computational complexity of the centralized precoding design can be exceedingly high for a huge number of antennas. As such, there is a desire for designing the precoding in a decentralized manner which only requires local instantaneous CSI at the APs.

Instead of solving the problem directly, we first observe that the APs can be divided into several non-overlapping clusters in which all the APs in each cluster share both the data and the instantaneous CSI to design the precoding vectors. The APs in different clusters only have the knowledge of the statistical CSI, such as the mean and the variance. Note that although APs are divided into clusters, each user is served by all the APs instead of the APs in the cluster which the user resides in.

Assume each cluster contains $M$ APs, therefore, there are $L/M$ clusters in the network. As stated before, each AP can obtain the instantaneous CSI of the APs in the same cluster and the statistical CSI of the APs in different clusters. Therefore, the virtual SINR of user $k$ in cluster $L$ can be expressed as

$$\varphi_{kL} (w_{kL}) = \frac{\sum_{l\in L} |h_{kL}^{(l)} w_{kL}|^2}{\sum_{l\in L} |h_{kL}^{(l)} w_{kL}|^2 + \sum_{l\in L} \sigma_l^{(l)} |h_{kL}^{(l)} w_{kL}|^2 + \sigma^2}. \quad (15)$$

Since we consider Rayleigh fading channels, we have $\sigma_l^{(l)} = 0$. Therefore, (15) can be written as

$$\varphi_{kL} (w_{kL}) = \frac{\sum_{l\in L} |h_{kL}^{(l)} w_{kL}|^2}{\sum_{l\in L} |h_{kL}^{(l)} w_{kL}|^2 + \sigma^2}. \quad (16)$$

The decentralized max-min URLLC rate optimization problem can be expressed as

$$\max_{w_{kL}} \min_{k=1,\ldots,K} R_{kL} (w_{kL}) \quad \text{s.t.} \quad \sum_{k=1}^K |w_{kL}|^2 \leq p_{max}, \forall l \in L; \quad (17)$$

where $w_{kL}$ represents the precoding vectors designed for all the users by APs in cluster $L$ according to (16), and $R_{kL} (w_{kL}) = \ln \left(1 + \varphi_{kL} (w_{kL})\right) - \sqrt{\frac{1}{\sigma_{kL}^2} \times \sqrt{V_{kL}^N} \times Q^{-1}(\epsilon)}$. $V_{kL}^N = 1 - \frac{1}{\left(1 + \varphi_{kL} (w_{kL})\right)^2}$.

The problem (17) can be solved in a similar approach as the one for (3a). When the problem (17) has been solved for all the clusters, we can obtain the precoding vector for user $k$ by

$$w_k = \left(\begin{array}{c} w_{k1}^H \end{array}, \ldots, \begin{array}{c} w_{k(L/M)}^H \end{array} \right)^H. \quad (18)$$

Then, the URLLC rate of user $k$ can be obtained by computing (2) using the precoding vector obtained from (18). The computational complexity for each iteration in decentralized precoding design is $O((L/M)NK^3(2K + 1))$. Compared with the centralized precoding, the computational complexity decreased by $M^3$.

### IV. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed PFA precoding design for the centralized and the decentralized fashion and investigate the impact of the precoding schemes, the length of transmission duration $t$, the number of antennas equipped at each AP $N$, and the size of the AP cluster $M$ on the URLLC rate. We first describe
and $N = 4$. Furthermore, when the number of users increases from 6 to 15, we can observe that the achievable rate decreases since there are more users competing for limited resources that reduces the flexibility of the resource allocation for effective beamforming. The performance gap increasing number of users as the performance of these two schemes is limited by the user with the weakest channel gain.

Fig. 3 shows the performance of the PFA precoding in the centralized and decentralized fashion in terms of the URLLC rate. The curve “C-PFA” represents the URLLC rate computed using the centralized PFA precoding design. Also, the curve “D-4-cluster,” “D-2-cluster,” and “D-16-cluster” stand for the performance of the decentralized PFA precoding design with 4 APs, 8 APs, and 1 AP in each cluster, respectively. The first observation from Fig. 3 is that compared with the centralized PFA precoding, the 95%-likely URLLC rate with the decentralized PFA precoding is generally lower. This is because when the decentralized PFA precoding is adopted, only the instantaneous CSI within the cluster and the statistical CSI outside the cluster are used for optimization in each cluster. As there is a mismatch between the statistical CSI and the instantaneous CSI, the optimization for the decentralized setting is less effective for the utilization of the system resources. Besides, the performance of the 2-cluster decentralized PFA precoding outperforms the centralized PFA precoding for the strong users. The reason is that the performance of the centralized PFA precoding is always limited by the worst-case users, since substantial resources are allocated to equalize all the SINRs, while the decentralized PFA precoding benefits from being more scalable. Compared with the 2-cluster decentralized PFA precoding, when adopting the 4-cluster or 16-cluster decentralized PFA precoding, the mismatch between the statistical CSI and the instantaneous CSI is pronounced, so the performance

$$w_k = \frac{\nu_k}{\|\nu_k\|}, \quad \nu_k = p \left( \sum_{i=1}^{K} ph_i h_i^H + \sigma^2 I_{LN} \right)^{-1} h_k, \quad (19)$$

where $p$ is the transmit power intend for each user at each AP. It can be observed that the proposed PFA centralized precoding scheme performs very well. The achievable rate per user distribution with the proposed PFA centralized precoding almost uniformly outperforms the duality-based MMSE precoding, and the former is more steeper. Specifically, applying the PFA centralized precoding leads to 32% improvement in terms of average URLLC rate and 65% improvement in terms of 95%-likely URLLC rate. Note that the duality-based MMSE precoding in (19) is only a heuristic solution utilizing the uplink-downlink duality and cannot effectively minimize the MSE $E[|y_k - s_k|^2|h_k|]$. Moreover, compared with the PFA centralized precoding, the duality-based MMSE precoding has a lower computational complexity since it only requires $N^2 K_2 N_{LK}$ multiplications. Besides, as expected, the performance of Shannon rate serves as a performance upper bound of the URLLC rate at the expense of infinite long code length.

Fig. 2 plots the optimized 95%-likely achievable rate versus the transmission time $t$ with $N = 4$ and $B = 1$ MHz. As expected, the URLLC rate increases along with the transmission time $t$ according to the expression of the URLLC rate. Note that the Shannon rate is fixed since it is computed assuming a sufficient long blocklength, e.g., $t \to \infty$. Besides, when the number of user increases from 6 to 15, we can observe that the achievable rate decreases since there are more users competing for limited resources that reduces the flexibility of the resource allocation for effective beamforming. The performance gap between the Shannon rate and URLLC rate is also reduced with the increasing number of users as the performance of these two schemes is limited by the user with the weakest channel gain.

Fig. 3 shows the performance of the PFA precoding in the centralized and decentralized fashion in terms of the URLLC rate. The curve “C-PFA” represents the URLLC rate computed using the centralized PFA precoding design. Also, the curve “D-4-cluster,” “D-2-cluster,” and “D-16-cluster” stand for the performance of the decentralized PFA precoding design with 4 APs, 8 APs, and 1 AP in each cluster, respectively. The first observation from Fig. 3 is that compared with the centralized PFA precoding, the 95%-likely URLLC rate with the decentralized PFA precoding is generally lower. This is because when the decentralized PFA precoding is adopted, only the instantaneous CSI within the cluster and the statistical CSI outside the cluster are used for optimization in each cluster. As there is a mismatch between the statistical CSI and the instantaneous CSI, the optimization for the decentralized setting is less effective for the utilization of the system resources. Besides, the performance of the 2-cluster decentralized PFA precoding outperforms the centralized PFA precoding for the strong users. The reason is that the performance of the centralized PFA precoding is always limited by the worst-case users, since substantial resources are allocated to equalize all the SINRs, while the decentralized PFA precoding benefits from being more scalable. Compared with the 2-cluster decentralized PFA precoding, when adopting the 4-cluster or 16-cluster decentralized PFA precoding, the mismatch between the statistical CSI and the instantaneous CSI is pronounced, so the performance
is the worse. Specifically, compared with the centralized precoding, the 95%-likely URLLC rate is reduced from 16.73 bits/s/Hz to 13.25 bits/s/Hz with the 2-cluster decentralized PFA precoding and to 8.95 bits/s/Hz with the 4-cluster decentralized PFA precoding. Moreover, when the fully distributed 16-cluster decentralized PFA precoding is adopted, the 95%-likely URLLC rate is only 0.17 bits/s/Hz. However, since the computational complexity is also reduced, the performance loss of adopting the 2-cluster decentralized PFA precoding instead of the centralized precoding is tolerable. In particular, the 2-cluster decentralized PFA precoding achieves 80% of the 95%-likely URLLC rate, 89% of the average URLLC rate, and 12% of the computational complexity of the centralized precoding.

The second observation is that the CDF of users’ URLLC rate is not as steep as the counterpart when the decentralized PFA precoding design is adopted. The reason is that the optimization target of each cluster contains virtual SINR rather than the actual SINR, leading to under utilisation of system resources.

V. CONCLUSION

In this correspondence, we considered the precoding design in the cell-free massive MIMO system for URLLC in the centralized and decentralized fashion. PFA was designed for maximizing the users’ minimum URLLC rate and its performance was evaluated with different settings of the transmission time, the number of antennas per AP, and the size of the AP cluster. Simulation results showed that the centralized PFA precoding design can effectively improve the performance of 95%-likely achievable rate and the decentralized PFA precoding with a reasonable setting can approach the performance of the former but with low computational complexity. In the future, we will jointly optimize the precoding vector, the cluster formation, and the number of APs in each cluster in a distributed fashion for URLLC.
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