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ABSTRACT

In the current salient object detection network, the most popular method is using U-shape structure. However, the massive number of parameters leads to more consumption of computing and storage resources which are not feasible to deploy on the limited memory device. Some others shallow layer network will not maintain the same accuracy compared with U-shape structure and the deep network structure with more parameters will not converge to a global minimum loss with great speed. To overcome all of these disadvantages, we proposed a new deep convolution network architecture with three contributions: (1) using smaller convolution neural networks (CNNs) to compress the model in our improved salient object features compression and reinforcement extraction module (ISFCREM) to reduce parameters of the model. (2) introducing channel attention mechanism in ISFCREM to weigh different channels for improving the ability of feature representation. (3) applying a new optimizer to accumulate the long-term gradient information during training to adaptively tune the learning rate. The results demonstrate that the proposed method can compress the model to 1/3 of the original size nearly without losing the accuracy and converging faster and more smoothly on six widely used datasets of salient object detection compared with the others models. Our code is published in https://gitee.com/binzhangbinzhangbin/code-a-novel-attention-based-network-for-fast-salient-object-detection.git
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1. INTRODUCTION

Salient object detection plays an important role in many computer vision tasks, such as computer vision tracking [1], content aware image processing [2], medical segmentation, robot vision navigation [3] and so on. Most of traditional detection methods [4,5,6,7,8,9,10,11] extract handle-crafted features to capture low-level visual features such as color, intensity and orientation. Traditional models are also dependent on the manually designed regional salient descriptors. However, low-level semantic information which means local contrast operator has a limited spatial neighborhood and large high-level feature information can be easily missed out. With the advent of convolution neural network, it can not only capture the low-level semantic information but also extract the high-level semantic information, which greatly improves the accuracy of significance by fusing the context details features of multi-scale space.
Based on the Edge Guidance Network we replace the convolution layers of the decoder of U-shape structure with fire module. Follows we use squeeze-and-excitation module to focus more attention on different channel. PSFEM: progressive salient object features extraction module. NLSEM: non-local salient edge features extraction module. O2OGM: one-to-one guidance module. FF: feature fusion. ISFCREM: improved salient object features compression and reinforcement extraction module.

Methods [12,13,14] pointed out that the shape of CNN pyramid structure usually has a larger space and contains detailed low-order information in the shallow stage, while the deeper stage will contain more high-order information which can accurately highlight the location information of the positioning target. The U-shape structure [15,16] is used in the salient object detection framework [17,18,19] designed by fusing high-order and low-order information, which has caught global low-high level information by uniting different phase features. It constructs the feature fusion path from top to bottom in the classification network which means the low-level semantic information can better fuse the high-level semantic information so as to build a rich feature map.

Recently, based on the U-shape structure designed a new network that is EGNet [20] for salient objection detection which benefit from the rich edge information and location information in salient edge features. The EGNet can help locate salient objects more efficiently. Most of images utilize image blocks as input then using context information and end-to-end deep network structure to output salient map based on each pixel in the image region. After fusing edge information, the local edge information of the object is more prominent and it is used to refine the high-order semantic information. At the same time, the complete consistency between the edge information and the object information is highlighted. However, we found that the original convolution network can be compressed which received the influence of SqueezeNet [21] architecture when fusing the edge information and the salient map information of the context. We changed the convolution design on the premise of nearly keeping the receptive field unchanged and used the compressed convolution to reduce the parameters of the model. We also find that on the basis of the U-shape structure paying attention to the relationship between the channel can automatically learn the importance of different features according to different channel features so introducing channel attention mechanism is to make up for the loss of the details of the feature map caused by the compression of the model.
We focus the balanced compensation between the model compression of net and the precise of feature maps to save storage space on the premise of almost keeping the accuracy of the original model unchanged. Then we introduce the attention mechanism to focus on the weight attention of the different model channels in order to focus more on salient feature maps and make up for the loss caused by compression. In summary, this paper makes three major contributions:

- We design a new model structure with reduced model size which using smaller CNN architectures are more feasible to deploy on FPGAs and other hardware with limited memory and require less communication across servers during distributed training.

- We introduce the channel attention mechanism to increase the feature focus degree between different channels when the high-order semantic information and low-order semantic information are fused in the up sampling to improve the focus degree of salient map detection offsetting the loss caused by compression.

- We use a new optimization strategy for fast convergence instead of traditional optimization strategy which would possibly lead to local minimums only half of the training time compared with original model.

On the whole, we introduced the related works of the current development method in Sec 2. Next we proposed our network structure and concisely introduced the related modules respectively in Sec 3. Sec 4 is the analysis of results compared with others experiments. Finally we concluded our work in Sec 5.

2. RELATED WORKS

Recently, benefiting from the powerful feature extraction capability of CNNs, most of the traditional salient detection methods based on hand-crafted features [22] have been gradually surpassed.

In recent years, the commonly used salient object detection methods based on deep neural network are mostly optimized from the following three aspects: the method based on boundary enhancement, the method based on semantic enhancement, and the method based on boundary with semantic enhancement. Boundary based enhancement is to obtain more boundary information by enhancing the low-level features of depth features to better locate the significant target boundary. Typical algorithms include ELD [23] algorithm proposed by Tai et al., KSR [24] algorithm proposed by Wang et al., DCL [25] algorithm proposed by Li et al., and DSS algorithm proposed by Hou et al. Semantic enhancement is to obtain rich semantic information from high-level features to better locate the salient target and make the salient target more prominent. Typical algorithms include R-FCN [26] algorithm proposed by Dai et al., CPD [27] algorithm proposed by Wu et al., and PoolNet [28] algorithm proposed by Liu et al. These methods can accurately locate the position of salient object. However, the semantics contained in high-level features are enhanced but sometimes the boundary is blurred or multiple salient object is overlaid. It is easy to cause ambiguity of salient object while only semantic enhancement or boundary enhancement. In order to overcome the shortcomings of the two questions, some researches enhance the boundary and semantics at the same time which obtain good salient object information and contour information to improve the performance of salient object detection. Typical algorithms include Amulet algorithm proposed by Zhang et al. And BDMPM [29] algorithm proposed by Zhang et al.

Compared with the above network structure design, the popular edge information fusion strategy of EGNet makes up for the salient graph information. Through an end-to-end model design, we can better capture the salient graph information. We explore the model structure
design and use the model compression strategy to reduce the parameters improving the model inference speed while maintaining the same sensing field using smaller CNNs. We introduce the channel attention mechanism to focus on the focusing degree between different map channels to enhance the correlation between channels to better make up for the loss caused by using model compression and use a new optimization strategy to converge the global loss minimum more quickly.

3. NETWORK ARCHITECTURE

The overall architecture is shown in Figure 1. In this section, we begin by describing the compression module in Sec. 3.1, then introduce the channel attention mechanism module in Sec. 3.2, introduce our improved salient object features compression and reinforcement extraction module (ISFCREM) in Sec. 3.3, and finally introduce the new AdaX optimizer in Sec. 3.4.

We also use the VGG [30] network as backbone, followed by the original EGNet we obtain six side features extracting Conv1-2, Conv2-2, Conv3-3, Conv4-3, Conv5-3, Conv6-3. Because the Conv1-2 is too close to the input and the receptive field is too small, we leverage the widely used architecture U-shape from Conv2-2 to Conv6-3 to generate more robust salient object features. But we use fire module instead of original up sampling layers to compress the model. Before adapt a single convolution layer to convert the feature maps to the single-channel prediction mask we use squeeze-and-excitation module [31] (SE module) to study the important weights of different channels which will enhance important and restrain unimportant channel features automatically. Then use the Conv2-2 which preserves better edge information to guide the Convi-3, i∈[3,6]. Finally, after fuse the O2OGM feature maps to use cross-entropy loss to compute the final sum loss between PSFEM and O2OGM. More details of these modules can be found in original EGNet paper.

3.1 Fire Module

In the model space, we explore the convolution structure and compress the size of the model. The purpose is to achieve the compression of the model parameters while maintaining the same receptive field with smaller convolution kernel. The core idea of SqueezeNet design is introducing the fire module. The design architecture is shown in Figure 2, using 1×1 convolution kernel can limit the number of channels and enhance the abstract expression ability of convolution network which is equivalent to using line sense machine. A larger activation graph is provided for convolution by postponing the down sampling operation which retains more information and can provide higher classification accuracy. The design scale is shown in Figure 3.

![Figure 2. The squeeze and expand Module architecture](image-url)
3.2 Squeeze-and-Excitation Module

We explore the channel attention mechanism in order to improve the focus of the feature graph after up sampling on the U-shape structure decoder. We introduce the SE module to allocate the available feature resources to the most valuable information in an input semaphore and enhance the expression ability of the network by aggregating the attention weight ratio between different channels.

3.3 Our Improved Salient Features Compression Reinforcement Extraction Module

Our improved module (ISFCREM) use $1 \times 1$ convolution kernel on the squeeze portion to reduce dimension and combining $3 \times 3$ with $1 \times 1$ convolution kernel of expand portion keep the ratio of 1:1 to increase dimension which not only decreases the kernel parameters caused by the $3 \times 3$ convolution kernel but also retain the same received sensation. The number of input channels in the fire module keeps the same receptive field as the original convolution to the greatest extent and reduces the count of parameters.

Secondly, concatenate the SE module. SE module first compresses the global spatial information by using the global average pooling to generate the statistical information between channels for a channel descriptor so that the following network layer can obtain the global receptive field information. In the second step, one fully connected layer is used to compress the number of channels to reduce the amount of computation and then the second fully connected layer is used to recover the number of channels. The two fully connected layers leverage the different channel correlation to enhance important features and weaken unnecessary features. Finally, the sigmoid activation function is used to enlarge and shrink the range and the scale factor is fused into the original feature map as the weight ratio then add directly for enhancing the weight of important feature map.

Our improved module (ISFCREM) compress the model while maintaining maximum accuracy.

3.4 The Optimizer of AdaX

Compared with the Adam optimizer [32], we use a new optimizer that is AdaX [33] optimizer. The main formulation of updating parameters can be seen as Table 1.

Table 1. The different formulation of optimization strategy between Adam and AdaX optimizer

| Formula | Description |
|---------|-------------|
| $g_t = \nabla_\theta L(\theta_t)$ | (1) |
| $m_t = \beta_1 m_{t-1} + (1 - \beta_1)g_t$ | (2) |
| $v_t = \beta_2 v_{t-1} + (1 - \beta_2)g_t^2$ | (3) |
| $g_t = \nabla_\theta L(\theta_t)$ | (7) |
| $m_t = \beta_1 m_{t-1} + (1 - \beta_1)g_t$ | (8) |
| $v_t = (1 + \beta_2)v_{t-1} + \beta_2 g_t^2$ | (9) |
\[
m_t = m_{t-1} / (1 - \beta_1^t) \quad (4)
\]
\[
\hat{v}_t = v_{t-1} / (1 - \beta_2^t) \quad (5)
\]
\[
\theta_t = \theta_{t-1} - \alpha_t m_t / \sqrt{\hat{v}_t} + \epsilon \quad (6)
\]

(a) The mainly updating formula (1-6) of AdaX optimizer

\[
v_0 = v / (1 + \beta_2)^t - 1 \quad (10)
\]
\[
\theta_t = \theta_{t-1} - \alpha_t m_t / \sqrt{\hat{v}_t} + \epsilon \quad (11)
\]

(b) The mainly updating formula (7-11) of Adam optimizer

The difference of the two optimizer is that AdaX optimizer remove the offset correction of momentum (4) firstly. Secondly, AdaX optimizer can adapt its learning rate by itself with exponential longterm memory. As time goes on, the decay strategy of Adam optimizer learning rate may not converge a constant but we hope that the learning rate to be a constant because the gradient becomes smaller and the training itself tends to be stable in the later stage of training. So the significance of correcting the learning rate is not great and the correction strength of the learning rate should become smaller that should be better a constant. As the formulation can be seen that AdaX optimizer can better convergence a constant that make the loss convergence smoother than Adam optimizer. Our training experiment results using three different optimizer for a comparison can be shown as Figure 4.

![Epochs 30 & Train Loss](image)

**Figure 4.** The comparison between Adadelta, Adam, Adagrad, Rmsprop, AdamW and AdaX optimizer based on Resnet-50 as backbone after training 30 epochs on DUTS-TE salient object detection dataset.

## 4 Experiments

### 4.1 Implementation Details

We train the improved model on DUTS-TS [34] dataset in our device which contains two P40 GPUs having 24GB video random access memory each other. We also use VGG-16 and Resnet-50 [35] as backbone for a comparison respectively. Our code is implied by PyTorch. We set the weights of newly added convolution layers are initialized randomly with a truncated normal (σ=0.01), and the biases are initialized to 0. We use AdaX as the optimizer. The hyperparameters are set as followed: learning rate=5e-5, weight decay=0.0005, momentum = 0.9, loss weight for each side output is equal to 1. A back propagation is processing for each of the ten images. We do not use the validation dataset during training. We train our model 18 epochs and divide the learning rate by 10 after 9 epochs. We apply the official model to train original experiment as comparison. The results can be shown as Figure 5.
Figure 5. The result salient map of improved model based on the Resnet-50 can be seen as a contrast with the original net. As we can see, the salient object can be focus more of its construction when we imported the SE module in the second line feature maps.

4.2 Datasets and Evaluation Criteria

We test the improved model on six widely public benchmark datasets: DUTOMRON [36], DUTS-TE, ECSSD, PASCAL-S [37], HKU-IS [38] and SOD [39] that altogether nearly contains 30000 meaningful semantic images with various complex scenes. DUTS dataset contains 10553 original images, saliency images and corresponding edge images. DUTOMRON dataset contains 5168 original images and salient feature images respectively. Images in this dataset contain one or more salient objects with a relatively complex background. SOD, ECSSD, PASCAL-S and HKU-IS dataset includes 300, 1000, 850, 4447 original images and salient feature images respectively. DUTS-TE dataset includes 5017 original images and salient feature images respectively. The dataset of DUTS is the largest salient object detection stand which include more challenged images with various locations and scales.

We use four metrics, F-Value, mean absolute error (MAE), S-measure [40] to compare with baseline model. F-value is a mean of average precision and average recall, the formula can be described as Equation (12):

\[
F_{\beta} = \frac{(1+\beta^2) \cdot \text{Precision} \cdot \text{Recall}}{\beta^2 \cdot \text{Precision} + \text{Recall}}
\]  

(12)

where \(\beta^2\) is set to 0.3 as done in previous work to weight precision more than recall. The MAE score indicates how similar a saliency map \(S\) is compared to the ground truth \(G\) and the formula as Equation (13):

\[
\text{MAE} = \frac{1}{W \cdot H} \sum_{x=1}^{W} \sum_{y=1}^{H} |S(x, y) - G(x, y)|
\]  

(13)

where \(W\) and \(H\) denote the width and height of \(S\), respectively. The IOU can be described as the intersection-over-union between the predicted map \(S\) and ground truth \(G\) and the formula as Equation (14):

\[
\text{IOU} = \frac{S \cap G}{S \cup G}
\]  

(14)

S-measure focuses on evaluating the structural information of salient maps. It is closer to the human visual system than F-measure. We include S-measure for a more comprehensive evaluation for comparison. S-measure could be computed as Equation (15):

\[
S = \gamma S_o + (1 - \gamma) S_r
\]  

(15)
4.3 Evaluation Results

First of all, we compare the traditional mainstream method with our improved model on ESSCSD, PASCAL-S, DUTOMRON, HKU-IS, SOD and DUTS-TE databases respectively, and the comparison results are shown in Table 2. We draw the PR curve on DUTOMRON, PASCAL-S, and DUTS-TE datasets which are shown on Figure 6. Next, we also compared the results of IOU, Inference Speed between EGNet and our improved model. The result shown as Table 3 and Table 4 respectively.

Table 2. Quantitative comparison including max F-measure, MAE, and S-measure over six widely used datasets. “*” denotes that corresponding methods are trained on that dataset. “**” means methods using pre-processing or post-processing. Compared with traditional methods that our improved model evaluation result is nearly the same as EGNet but more better than others. The best results are marked in red and the second best results are marked blue respectively.

| ECSSD | PASCAL-S | DUTOMRON | HKU-IS | SOD | DUTS-TE |
|-------|----------|----------|--------|-----|---------|
| MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S |
| DCL* | 0.899 | 0.082 | 0.861 | 0.086 | 0.114 | 0.790 | 0.735 | 0.094 | 0.742 | 0.895 | 0.041 | 0.860 | 0.81 | 0.131 | 0.749 | 0.784 | 0.080 | 0.785 | 0.812 | 0.006 | 0.814 |
| CSSS | 0.905 | 0.042 | 0.881 | 0.052 | 0.101 | 0.785 | 0.900 | 0.013 | 0.766 | 0.801 | 0.052 | 0.799 | 0.835 | 0.121 | 0.744 | 0.812 | 0.006 | 0.814 |
| MRR* | 0.904 | 0.035 | 0.871 | 0.040 | 0.082 | 0.801 | 0.911 | 0.072 | 0.761 | 0.909 | 0.045 | 0.855 | 0.840 | 0.107 | 0.737 | 0.825 | 0.064 | 0.810 |
| AILDS | 0.905 | 0.066 | 0.814 | 0.521 | 0.096 | 0.865 | 0.732 | 0.080 | 0.751 | 0.900 | 0.049 | 0.876 | 0.837 | 0.123 | 0.753 | 0.814 | 0.067 | 0.807 |
| FANX[41] | 0.917 | 0.020 | 0.885 | 0.033 | 0.100 | 0.783 | 0.814 | 0.062 | 0.793 | 0.911 | 0.048 | 0.865 | 0.845 | 0.132 | 0.782 | 0.920 | 0.050 | 0.825 |
| ELP[56] | 0.886 | 0.084 | 0.840 | 0.772 | 0.123 | 0.796 | 0.736 | 0.093 | 0.744 | 0.845 | 0.075 | 0.825 | 0.761 | 0.154 | 0.796 | 0.845 | 0.093 | 0.796 |
| MINS[52] | 0.904 | 0.014 | 0.885 | 0.032 | 0.090 | 0.800 | 0.891 | 0.025 | 0.800 | 0.925 | 0.127 | 0.754 | 0.814 | 0.064 | 0.809 |
| RFCN*[63] | 0.897 | 0.096 | 0.854 | 0.825 | 0.120 | 0.799 | 0.747 | 0.106 | 0.753 | 0.948 | 0.086 | 0.860 | 0.847 | 0.167 | 0.731 | 0.784 | 0.088 | 0.782 |
| UCF[40] | 0.906 | 0.014 | 0.886 | 0.032 | 0.116 | 0.864 | 0.732 | 0.135 | 0.749 | 0.886 | 0.075 | 0.873 | 0.796 | 0.164 | 0.796 | 0.845 | 0.114 | 0.778 |
| Amrout | 0.913 | 0.035 | 0.895 | 0.027 | 0.098 | 0.820 | 0.935 | 0.085 | 0.791 | 0.847 | 0.026 | 0.888 | 0.797 | 0.148 | 0.793 | 0.845 | 0.016 | 0.749 |
| C2S[45] | 0.910 | 0.037 | 0.892 | 0.843 | 0.082 | 0.839 | 0.740 | 0.074 | 0.785 | 0.909 | 0.048 | 0.887 | 0.823 | 0.124 | 0.763 | 0.811 | 0.060 | 0.821 |
| FAMO | 0.924 | 0.024 | 0.880 | 0.849 | 0.089 | 0.833 | 0.932 | 0.092 | 0.752 | 0.911 | 0.059 | 0.889 | 0.848 | 0.148 | 0.710 | 0.851 | 0.035 | 0.854 |
| EGNet | 0.942 | 0.035 | 0.916 | 0.861 | 0.078 | 0.846 | 0.824 | 0.054 | 0.813 | 0.923 | 0.036 | 0.872 | 0.830 | 0.111 | 0.789 | 0.806 | 0.043 | 0.804 |
| Ours | 0.936 | 0.031 | 0.909 | 0.835 | 0.081 | 0.837 | 0.815 | 0.073 | 0.813 | 0.925 | 0.037 | 0.893 | 0.858 | 0.110 | 0.773 | 0.810 | 0.046 | 0.802 |

Table 3. The evaluation of IOU between different datasets compared EGNet with our improved model.

| ECSSD | PASCAL-S | DUTOMRON | HKU-IS | SOD | DUTS-TE |
|-------|----------|----------|--------|-----|---------|
| MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S |
| ECSSD | 0.867 | 0.750 | 0.697 | 0.843 | 0.654 | 0.767 |
| PASCAL-S | 0.846 | 0.728 | 0.658 | 0.828 | 0.639 | 0.737 |
| DUTOMRON | 0.878 | 0.755 | 0.701 | 0.858 | 0.692 | 0.782 |
| HKU-IS | 0.854 | 0.735 | 0.654 | 0.832 | 0.637 | 0.740 |
| SOD | |
| DUTS-TE | |

Table 4. The evaluation of inference speed between different datasets compared EGNet with our improved model. The inference speed of our improved model is faster than EGNet.

| PASCAL-S (seconds/sheet) | DUTOMRON (seconds/sheet) | HKU-IS (seconds/sheet) | SOD (seconds/sheet) | DUTS-TE (seconds/sheet) |
|---------------------------|--------------------------|------------------------|---------------------|------------------------|
| MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S | MaxF | S |
| ECSSD | 0.476 | 0.126 | 0.244 | 0.117 | 0.113 |
| PASCAL-S | 0.448 | 0.142 | 0.233 | 0.090 | 0.122 |
| DUTOMRON | 0.128 | 0.131 | 0.270 | 0.180 | 0.129 |
| HKU-IS | 0.113 | 0.076 | 0.198 | 0.103 | 0.078 |
5. CONCLUSIONS

In this paper, we use smaller CNNs compressed the model size based on the EGNet structure firstly. The parameters are reduced from 108068426 to 30175602 (111692618 to 33799794) and the model size from 432MB to 115MB (426MB to 129MB) using VGG-16 (Resnet-50) as the backbone respectively. It is a third of the original size. But we found that the accuracy is lower 3.0+ compared with the-state-of-art that is EGNet. For a remedy, we introduce channel attention to minimize gaps. The results shown that our improved model is close to the-state-of-the-art. We also explore a new optimizer for better and faster convergence a global minimum loss. The experiment shown that its test result is crowded on the Adam optimizer which is the best optimizer widely used but nearly half of training time.

In the future work, we want to explore a larger proportion of compression models by means of model weight pruning and knowledge distillation. In terms of model accuracy, we will continue to explore the edge structure extraction of refined feature map to make the segmented region more effective. At the same time, we will explore new self-attention structure mechanisms, such as introducing the latest transformer mechanism to capture global context information and improve segmentation accuracy.
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