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Abstract. We propose new algorithms of Greedy Heuristic Method for solving the classical problem of cluster analysis, k-Means, which allows us to obtain results with better objective function values in comparison with known algorithms such as k-Means and j-Means. Their comparative efficiency is proved by experiment on various data sets including multidimensional data of non-destructive rejection tests of electronic components for the space industry.

1. Introduction

Developing the methods of forecasting and providing electronic components performance under adverse external influences is a very important problem. One of the most important part of this problem is providing of resistance to thermal and radiation stresses [1, 2].

Traditional methods of ensuring resistance to impacts are applied under the assumption that the resistance of all electronic components in the batch is the same. However, the resistance of components in the batch is different and depends on the internal defects of the product.

The identification of the most significant of such defects is the purpose of the selective destructive physical analysis (DPA). At the same time, disseminating the results of DPA for the whole batch should proceed with caution. We need to be sure, that we are dealing with a single batch of electronic components, which are made of single party of raw material. Therefore, the identification of true production batches from presumably combined parties of the EEE components is one of the most important measures during tests [3].

The non-destructive tests consist of monitoring the current-voltage characteristics of Electrical, Electronic and Electro-mechanical (EEE) components. Test results tabulating and serve as data for analysis. Differences in results means differences in the performance characteristics of EEE components and its belonging to different production batch. The entire array of diagnostic test data is used to identify groups of components with homogeneous characteristics in the incoming batch. The range of the value of each parameter is too narrow to ascribe the component to a particular batch, but this is possible by the totality of parameters.

Thus, problem of identifying these homogeneous groups is a clustering problem.
The k-means problem is the most popular clustering model [4]. The aim of this problem is finding \( k \) cluster centers \( X_1\ldots X_k \) in a \( d \)-dimensional space, such that the sum of squared distances to known points \( A_i \) (clustered objects) is minimum.

\[
F(X_1\ldots X_k) = \arg\min_{X \in \mathbb{R}^{d}} \sum_{i=1}^{N} \min_{X \in \{X_1\ldots X_k\}} \|A_i - X\|^2,
\]

(1)

In conditions of the space industry, this problem must be solved with maximum accuracy, the result must be verifiable and multiple runs of the clustering algorithm must result in the same or very similar solution.

2. Known algorithms

The most popular algorithm for this problem is a procedure of the same name (k-means), also called ALA procedure (Alternating Location- Allocation) or Lloyd’s algorithm. This popular algorithm includes two repeated steps: allocating the objects to the cluster centers (an object is allocated to the nearest center, a subset of objects with the same nearest center is considered as a cluster) and recalculating the centers of each cluster. The number of clusters must be known.

Algorithm 1 (k-means). Required: data objects \( A_1\ldots A_N \), \( k \) initial cluster centers \( X_1\ldots X_k \).

1. For each center \( X_i \), form a cluster, i.e. a subset \( C_i \) of objects, for which this center is the nearest one.
2. For each cluster \( C_i \), calculate a new center \( X_i \). (i.e. solve the Weber problem).
3. Repeat Step 1 if any changes were made at Steps 1 and 2.

The idea of the k-mean algorithm was proposed in 1956 by Steinhaus [5], the algorithm was developed by Lloyd a year later, although his work [6] was published only in 1982. After McQueen’s paper [7], the algorithm became known as the k-means algorithm or Lloyd’s algorithm. Since then, the k-means algorithm, its improvement, modification and combination with other algorithms, has become the topic of many researchers’ work.

Alsabti et al [8] have proposed an efficient algorithm based on k-means using a pattern in a k-d tree. Nigam et al [9] has given an algorithm which uses labeled and unlabeled documents based on a classifier. Kanungo et al [10] have presented a filtering algorithm based on K-means clustering algorithm. Cheung [11] have developed a generalized K-means clustering algorithm, which give a correct results without previously known number of clusters. Xiaoli Cui [12] presented an algorithm based on k-means, which not use the whole dataset, but only representative points selecting by a sampling technique. Xiong et al [13] studied the effect of skewed data distribution on k-means clustering. They investigate how data distributions influences the performance of k-means clustering algorithm. Zhang et al [14] developed a simple and effective technique based on k-means clustering algorithm for classification and evaluation of NBA guards, including Euclidean distance as a measure of similarity. Wang et al [15] presented an improved k-means algorithm, which includes noise data filter and overcome the shortcomings of the traditional k-means clustering algorithm. Noise filter use the density based detection methods based on characteristics of noise data. R. V. Singh et al [16] provide a modified k-means algorithm based on the sensitivity of initial center of clusters. This algorithm separates the whole data space into different segments and calculates frequency of data points in each segment. The segment with maximum frequency of data point will contain the centroid of cluster at a maximum probability. Shi Na et al [17] presents a k-means algorithm, improved by storing calculated distance information in every iteration, which is to be used in the next iteration. Method avoids computing the distance of each data object to the cluster centers repeatedly and saves the running time. A similar approach is applied by Rani [18].

An important part of the k-means algorithm is the selection of the initial centers, which is often the subject of separate studies. Bhusare and Bansode [19] presents k-means algorithm in combination with Pillar algorithm. Pillar algorithm effectively chooses the initial centroids and improves accuracy of clusters. However, this algorithm has outlier problem leads to reduced performance. Improvement of the Pillar algorithm allowed to solve this problem. Kaur et al [20] also investigated the problem of the
choice of initial centers. Wang Shunye et al [21] uses dissimilarity matrix and Huffman tree for selection of initial centroid. Mahmud et al [22] has proposed a heuristic method to find better initial centroids and improve cluster accuracy. Their method includes merge sort and computing the average score. K.A. Abdul Nazeer et al [23] presents an improved k-means clustering algorithm, which includes special methods of the selection of initial centroids and assigning data points to the clusters. Speaking about solving of k-means problem, it is necessary to mention J-means algorithm, which has developed by Hansen and Mladenović [24]. This algorithm is considered one of the most effective and accurate algorithms for this problem and for p-median problem as well. The algorithm replaces the centroids with one from the data vectors (best one in terms of an object function), and then continues the search using the standard k-means.

It is possible to note the generality of clustering problems on the k-means model basis and the similar ones (the parameters are the coordinates of the cluster centers) with problems based on the mixture distribution model. Parameters of this kind of problems are the parameters of distribution (in fact, mathematical expectations are actually cluster centers) supplemented by probability distributions. In addition, the most popular algorithms for solving such problems – k-means and EM-algorithm are similar in structure: both are procedures with two alternating steps of cluster location and allocation. Finally, the objective functions have the multiple extrema. This makes it possible to use for the k-means problems the same methods of increasing the accuracy and stability of the solutions, which are successfully used in solving problems of separation of a mixture of distributions.

stashkov et al [25, 26] considered the application of the VNS-algorithm (variable neighborhood search) as an extended local search in combination with EM-algorithm. The essence of the VNS-algorithm [27] is that for a certain intermediate solution, the set of neighborhoods of this solution is determined. A solution with the best value of the objective function is searched in the next neighborhood of this set with the use of the corresponding algorithm of local search. If a solution is found, the intermediate solution is replaced by this new solution, and the search in the same neighborhood continues. If such a solution is not found, a new neighborhood of the search is chosen from the set of neighborhoods of the intermediate solutions.

The idea of the present paper is to apply new approaches of the greedy heuristic method [28] to the k-means problem in order to obtain the most accurate (in terms of the objective function) and stable result.

3. Algorithms of the Greedy Heuristics Method
A greedy agglomerative heuristic procedure for the k-means problem and analogous ones [25] consists of two steps. Suppose that there are two known (parent) solutions to the problem (the first of which, for example, is the best one from known), represented by the sets of centers of the clusters S.

Step 1. The sets of parent solutions have to be united. We obtain an intermediate infeasible (with an excessive number of clusters) solution.

Step 2. We make a gradual decrease in the number of distributions, removing distribution one by one in order to minimally deteriorate the value of the objective function.

Below, we describe the basic greedy heuristic algorithm of the Greedy Heuristic Method [25]:

**Algorithm 2.** Basic greedy agglomerative heuristic procedure.

Required: initial number of clusters \( K \), needed number of clusters \( k \).

1. Choose randomly an initial solution with \( K \) cluster centers \( S = \{X_1, \ldots, X_k\} \).
2. Run Algorithm 1 with initial solution \( S \), obtain the new (improved) solution \( S' \).
3. If \( K = k \) then STOP.
4. For each \( i \in \{1, K \} \) do:
   4.1. Obtain truncated set \( S' = S \setminus \{X_i\} \).
   4.2. Run Algorithm 1 with initial solution \( S' \). Here, only one iteration of Algorithm 1 is performed. Store the obtained value of the objective function (1) to variable \( F'_i \).
   4.3. Next iteration 4.
5. Choose index $i'' = \arg \max_{i'=1,2,...,k} F_i'$.
6. Obtain truncated set $S'' = S \setminus \{X_{i''}\}$, improve it with Algorithm 1, then go to Step 3.

The three procedures below are based on this basic procedure.

Algorithm 3. Greedy procedure with the partial merger #1.

Required: sets of cluster centers $S' = \{X'_1, ..., X'_k\}$ and $S'' = \{X''_1, ..., X''_k\}$.

1. For each $i'' \in \{1, k\}$ do:
   1.1. Merge set $S'$ with one element of set $S''$: $S = S' \cup \{X''_{i''}\}$
   1.2. Run Algorithm 2 from Step 2 with the initial solution $S$. Remember the obtained result (obtained set of cluster centers and the corresponding value of the objective function).
3. Return the best of the solutions (in accordance with the objective function value) obtained at Step 1.2.

The next algorithm requires more computations.

Algorithm 4. Greedy procedure with the full merger.

1. Merge sets $S = S' \cup S''$.
2. Run Algorithm 2 with the initial solution represented by $S$.
3. The last option is an algorithm which adds a randomly chosen part of the second set of cluster centers to the first set [28].

Algorithm 5. Greedy procedure with partial merger #2.

1. Choose random value $r' \in [0,1]$. Calculate $r=[2r' (k/2-2)] + 2$. Here, $[.]$ is the integer part.
2. Repeat $k$-times:
   2.1. Form randomly subset $S'''$ of $r$ elements of $S''$. Merge sets $S = S' \cup S'''$.
   2.2. Run Algorithm 2.1 with the initial solution $S$.
3. Return the best of the solutions obtained at Step 2.2.

The above procedures are local search procedures which search in a neighborhood of a known (“parent”) solution represented by set $S'$. In this process, the second solution $S''$ is a parameter of this neighborhood.

The following algorithm performs search in various neighborhoods with randomly chosen parameter.

Algorithm 6 (k-VNS).
1. Run Algorithm 1 from a randomly chosen initial solution and obtain solution $S$.
2. $s=s_{\text{start}}$ (number of the current neighborhood).
3. $i=0$, $j=0$ (number of idle iterations in the current neighborhood and overall number of idle iterations).
4. Run Algorithm 1 from a randomly chosen initial solution and obtain solution $S'$.
5. Depending on variable $s$ (values 1, 2 and 3 are allowed), run Algorithm 3, 4 or 5 with the initial solutions $S$ and $S'$, correspondingly. Thus, the integer variable $s$ and the $S'$ determine the neighborhood.
6. If the obtained result is better than $S$ (in terms of the objective function values) then replace $S$ with this new result; $i=0$, $j=0$; go to Step 5.
7. $i=i+1$.
8. If $i < i_{\text{max}}$ then go to Step 4.
9. $i=0$, $j=j+1$, $s=s+1$; if $s>3$ then $s=1$.
10. If $j > j_{\text{max}}$ or the time limit is exceeded then STOP. Otherwise, go to Step 5.

Parameter $i_{\text{max}}$ is the maximum number of idle iterations in the current neighborhood and $j_{\text{max}}$ is the maximum allowed number of neighborhood switchings. We ran our algorithm with $i_{\text{max}}=2k$, $j_{\text{max}}=2$.

The other important parameter is $s_{\text{start}}$, which determines the initial number of the neighborhood. In our computational experiments, we used all allowed values of this parameter. Depending on this value, algorithms are denoted as k-VNS1, k-VNS2, k-VNS3.
4. Experimental results

For computational experiments with our new algorithm, we used datasets of the UCI repository and data of non-destructive tests of electronic components. For each of the datasets, we performed 30 attempts of each algorithm. Algorithms k-means and j-means ran in multistart mode (tables 1-8).

Table 1. Results of experiments with dataset Ionosphere (10 clusters, 15 seconds, 30 attempts).

| Algorithm | Objective function value | Min     | Max     | Average | Std. dev. |
|-----------|-------------------------|---------|---------|---------|-----------|
| j-Means   |                         | 1 590.34| 1 598.83| 1 594.77| 2.41      |
| k-means   |                         | 1 590.93| 1 598.61| 1 595.28| 2.47      |
| VNS1      |                         | 1 586.38| 1 586.65| 1 586.52| 0.12      |
| VNS2      |                         | 1 586.38| 1 591.99| 1 588.00| 2.36      |
| VNS3      |                         | 1 586.38| 1 591.99| 1 587.24| 1.57      |

Table 2. Results of experiments with dataset Ionosphere (20 clusters, 15 seconds, 30 attempts).

| Algorithm | Objective function value | Min     | Max     | Average | Std.dev.  |
|-----------|-------------------------|---------|---------|---------|-----------|
| j-Means   |                         | 1 282.18| 1 299.13| 1 291.92| 4.83      |
| k-means   |                         | 1 286.30| 1 310.54| 1 301.98| 5.81      |
| VNS1      |                         | 1 239.16| 1 259.56| 1 246.39| 5.18      |
| VNS2      |                         | 1 243.94| 1 263.11| 1 252.26| 4.96      |
| VNS3      |                         | 1 238.53| 1 265.28| 1 252.53| 6.47      |

Table 3. Results of experiments with dataset Mopsi-Joensuu (20 clusters, 1200 seconds, 30 attempts).

| Algorithm | Objective function value | Min     | Max     | Average | Std.dev.  |
|-----------|-------------------------|---------|---------|---------|-----------|
| j-Means   |                         | 36.565  | 37.520  | 36.730  | 0.253     |
| k-means   |                         | 47.891  | 52.759  | 50.387  | 1.359     |
| VNS1      |                         | 36.565  | 36.565  | 36.565  | 0.000     |
| VNS2      |                         | 36.565  | 36.565  | 36.565  | 0.000     |
| VNS3      |                         | 36.565  | 36.565  | 36.565  | 0.000     |

Table 4. Results with Chess dataset (30 clusters, 150 seconds, 30 attempts).

| Algorithm | Objective function value | Min       | Max       | Average  | Std.dev. |
|-----------|-------------------------|-----------|-----------|----------|---------|
| j-Means   |                         | 8 021.22  | 8 102.13  | 8 060.24| 21.05   |
| k-means   |                         | 7 989.20  | 8 038.81  | 8 019.24| 13.68   |
| VNS1      |                         | 7 960.82  | 7 978.85  | 7 967.27| 4.99    |
| VNS2      |                         | 7 959.92  | 7 989.01  | 7 974.27| 8.61    |
| VNS3      |                         | 7 998.48  | 8 007.96  | 8 003.84| 3.51    |

Table 5. Results with Chess dataset (30 clusters, 1 hour, 30 attempts).

| Algorithm | Objective function value | Min       | Max       | Average  | Std.dev. |
|-----------|-------------------------|-----------|-----------|----------|---------|
| j-Means   |                         | 7 997.43  | 8 031.05  | 8 014.72| 10.71   |
| k-means   |                         | 7 970.88  | 8 005.28  | 7 990.12| 9.31    |
Table 6. Results with Europe dataset (30 clusters, 2 hours, 30 attempts).

| Algorithm  | Min       | Max       | Average   | Std.dev. |
|------------|-----------|-----------|-----------|----------|
| j-Means    | 7.51477E+12 | 7.60536E+12 | 7.56092E+12 | 29.764E+9 |
| k-means    | 7.54811E+12 | 7.57894E+12 | 7.56331E+12 | 13.560E+9 |
| VNS1       | 7.4918E+12  | 7.49201E+12 | 7.49185E+12 | 0.0735E+9  |
| VNS2       | 7.49488E+12 | 7.52282E+12 | 7.50082E+12 | 9.989E+9   |
| VNS3       | 7.4918E+12  | 7.51326E+12 | 7.49976E+12 | 9.459E+9   |
| VNS1-RND   | 7.51477E+12 | 7.60536E+12 | 7.56092E+12 | 29.764E+9 |

Table 7. Results with BIRCH3 dataset (100 clusters, 3 hours, 30 attempts).

| Algorithm  | Min       | Max       | Average   | Std.dev. |
|------------|-----------|-----------|-----------|----------|
| j-Means    | 3.76222E+13 | 3.7965E+13 | 3.77715E+13 | 0.116211E+12 |
| k-means    | 7.92474E+13 | 8.87404E+13 | 8.31599E+13 | 3.088140E+12 |
| VNS1       | 3.72537E+13 | 3.77474E+13 | 3.74703E+13 | 0.171124E+12 |
| VNS2       | 4.21378E+13 | 6.01082E+13 | 5.18976E+13 | 7.191247E+12 |
| VNS3       | 3.72525E+13 | 3.74572E+13 | 3.73745E+13 | 0.074315E+12 |

Table 8. Results with data of non-destructive tests of integrated circuits N5503XhM1-289 (10 clusters, 30 seconds, 30 attempts).

| Algorithm  | Objective function value | Average | Std. dev. |
|------------|--------------------------|---------|-----------|
| j-Means    | 43701.45                 | 12.22   |           |
| k-means    | 43722.19                 | 9.87    |           |
| k-VNS1     | 43689.39                 | 4.89    |           |

5. Conclusion
Results of our computational experiments (tables 1-8) show that our new algorithm k-VNS allows us to obtain better values of objective function.

In the case of large-scale datasets, the comparative efficiency of new algorithm increases. For the problems of detection of homogeneous production batches of electronic components, implementation of new algorithm allows to obtain the most stable and precise results which cannot be significantly improves by other known methods in comparable time. Thus, results of detecting homogeneous groups can be verified which is important for the space industry where each operation must be well-regulated and easily verifiable.
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