Prenatal stress assessment using heart rate variability and salivary cortisol: A machine learning-based approach
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Abstract

Objective

To develop a machine learning algorithm utilizing heart rate variability (HRV) and salivary cortisol to detect the presence of acute stress among pregnant women that may be applied to future clinical research.

Methods

ECG signals and salivary cortisol were analyzed from 29 pregnant women as part of a crossover study involving a standardized acute psychological stress exposure and a control non-stress condition. A filter-based features selection method was used to identify the importance of different features [heart rate (HR), time- and frequency-domain HRV parameters and salivary cortisol] for stress assessment and reduce the computational complexity. Five machine learning algorithms were implemented to assess the presence of stress with and without salivary cortisol values.

Results

On graphical visualization, an obvious difference in heart rate (HR), HRV parameters and cortisol were evident among 17 participants between the two visits, which helped the stress assessment model to distinguish between stress and non-stress exposures with greater accuracy. Eight participants did not display a clear difference in HR and HRV parameters but displayed a large increase in cortisol following stress compared to the non-stress conditions. The remaining four participants did not demonstrate an obvious difference in any feature. Six out of nine features emerged from the feature selection method: cortisol, three time-domain HRV parameters, and two frequency-domain parameters. Cortisol was the strongest contributing feature, increasing the assessment accuracy by 10.3% on average.
across all five classifiers. The highest assessment accuracy achieved was 92.3%, and the highest average assessment accuracy was 76.5%.

**Conclusion**

Salivary cortisol contributed a significant increase in accuracy of the assessment model compared to using a range of HRV parameters alone. Our machine learning model demonstrates acceptable accuracy in detection of acute stress among pregnant women when combining salivary cortisol with HR and HRV parameters.

**Introduction**

Stress is a body’s physiological response to one or more stimuli that have disrupted its mental or physical equilibrium [1]. In contrast to the environments in which our stress reaction system evolved, the growing mental burden from societal expectations and daily workload in the present day contributes to pervasive, chronic stress [2]. In a comprehensive survey conducted in 2017, up to 60 percent of employees across 35,000 organizations worldwide reported high levels of stress, and 35 percent reported constant but manageable stress levels [3]. Prolonged stress is usually associated with depletion of overall health [4], resulting in a higher likelihood of disease, including psychological illnesses, heart disease, asthma, obesity, and diabetes [5]. Many studies have also shown that stress can lead to various maladaptive health behaviors such as smoking, poor sleep, and unhealthy eating habits [6].

Maternal stress in the context of pregnancy may be particularly harmful due to the transmission of stress signals to the developing fetus. Pregnant women may encounter various stressors that exceed those of everyday life for non-pregnant people including worries about the wellbeing of themselves and their developing baby, concerns about delivery, and financial or other socioeconomic stressors associated with a growing family. The Covid-19 pandemic in the last two years is another factor that significantly contributes to elevated maternal stress [7]. These stressors have been shown to be associated with preterm birth, low birth weight, risk of gestational hypertension, and adverse health and behavioral outcomes in offspring [8–10]. In order to design effective interventions that may help to mitigate the adverse effects of maternal stress on pregnancy and offspring health outcomes, there is first a need to understand the optimal approach for assessing stress in pregnancy.

Stress assessment with high accuracy is challenging as stress is related to many different factors. The most common method of assessing current or recent psychological stress is through self-report questionnaires [11]. Although questionnaires and interviews are practical and enable researchers to collect subjective information from a large number of participants, these methods suffer from multiple disadvantages including recall bias, social desirability bias, and ignoring some questionnaire items. Studies that aim to capture changes in stress by administering repeat questionnaires over a short time span can cause survey fatigue [12]. Furthermore, inter-individual variability in how questionnaire items are interpreted may reduce the validity of some questionnaires [13]. In standard clinical practice with pregnant women, stress assessment surveys are not typically used due to time constraints and the various limitations of these methods as noted above. As research on objective stress characterization using real time, non-invasive technology evolves, there is potential for these techniques to be translated to clinical settings so that clinicians and/or their pregnant patients may benefit from momentary feedback on patients’ physiological state. In turn, this could facilitate implementation of simple,
effective stress management techniques that could reduce the adverse effects of stress on health outcomes for mother and baby.

Objective stress assessment methods using ubiquitous sensing and machine learning technologies are therefore preferable in human studies to more reliably capture stress reactivity or changes in stress over time. Statistical methods can measure stress according to one or two physiological features at a time. However, machine learning approaches can assess stress objectively by fusing multiple physiological features, and even multiple modalities, thereby increasing efficiency and accuracy. Psychological stress first activates the autonomic nervous system (ANS), which can be detected through fluctuations in biological signals such as stress hormones or heart rate activity [14].

Cortisol, a glucocorticoid stress hormone, is one of the primary biomarkers of psychological stress [15]. During pregnancy, cortisol plays a crucial role in supporting fetal development [16]. Maternal cortisol levels may be increased up to four times compared to non-pregnant individuals [17], which has a positive influence on fetal neural development [18]. However, excessive prenatal stress results in fetal exposure to heightened circulating cortisol levels, which has negative consequences for neurodevelopmental outcomes and may contribute to preterm delivery [19]. Although cortisol is readily detectable in saliva in the unbound form and salivary cortisol levels correlate strongly with serum levels [20], assessing stress via cortisol measurement in pregnancy has several challenges. As cortisol levels increase with advancing gestation, studies must aim to standardize the gestational timing of sample collection across subjects. Moreover, stress assessment relying on self-obtained saliva collections in free-living situations may be inaccurate as cortisol is very sensitive to changes across time of day and time of awakening [21].

Heart rate variability (HRV) is another important avenue for stress research but has been understudied in the context of pregnancy. HRV is a measure of cyclical variations in beat-to-beat intervals. It contains time-domain, frequency-domain as well as nonlinear parameters. Greater variation in beat-to-beat intervals indicates lower stress activity in the ANS. Therefore, lower levels of time-domain HRV features are indicative of higher stress [22]. Certain patterns in frequency-domain HRV parameters (e.g., low-frequency band and high-frequency band) are associated with stress exposure [23]. The ratio of the low-frequency band and the high-frequency band is also associated with self-reported maternal depression and stress in pregnancy [24]. HRV can be easily measured using non-invasive wearable technology, making it an attractive physiological measure in both lab-based and free-living research settings. However, little is known about the reliability of HRV parameters as a measure of stress and stress reactivity in pregnancy, or how HRV performs compared to cortisol levels to characterize stress.

The aim of this study is to develop an objective, multi-feature algorithm to detect the presence of acute stress among pregnant women following standardized stress exposure, using HRV parameters, salivary cortisol, and machine learning with the help of a filter-based feature selection method. We also determine the contribution of including salivary cortisol measures to increase the accuracy of the assessment model. To the best of our knowledge, this research is the first effort to leverage the association between cortisol and HRV in building objective stress assessment methods.

Methods

Study design

This is a secondary analysis of cortisol and HRV data collected from a cross-over study that aimed to assess the effects of superimposed psychological stress on the postprandial metabolic response to a standardized breakfast meal during pregnancy. The study was a cross-over...
design involving two visits to the clinical research facility, during which participants underwent either a control non-stress task or an acute psychosocial stress challenge task, with a 1 to 2 week washout period between visits. The visit order was the same for all participants, with the control task on the first visit and stress task on the second, in order to reduce the likelihood of higher anticipatory stress when returning for visit 2 if the stress task was undertaken on visit 1. The University of California, Irvine (UCI) institutional review board approved this study, and all participants provided written informed consent.

Participants and recruitment

Pregnant women were recruited to the study between February 2018 and March 2020. Women were eligible if they were of Hispanic ethnicity, aged 18–40 years, had a pre-pregnancy BMI 25.0–34.9 Kg/m², carrying a singleton pregnancy, less than 30 week’s gestation, non-diabetic with a normal result on the standard glucose challenge test at 24–28 weeks, non-smoker, and fluent in either English or Spanish. Study exclusion criteria were non-Hispanic ethnicity, aged < 18 or > 40 years, pre-pregnancy BMI < 25.0 or > 35.0 Kg/m², carrying more than one baby, > 30 week’s gestation, diabetes (including gestational diabetes mellitus), hypertension, preeclampsia, diagnosis or treatment of any other condition that may disrupt metabolic, endocrine or immune function, diagnosis of a current psychiatric disorder or use of psychotropic medications, unwillingness to attend two study visits or consume the milkshake drink on each visit. The parent study restricted eligibility to women of Hispanic ethnicity to have a homogeneous cohort of participants known to experience higher levels of socio-cultural stressors. Homogeneity among participants is important to limit inter-individual variability that could influence metabolic biomarkers that are primary outcome measures for the parent study. Recruitment took place in-person at UCI Health-affiliated obstetric clinics in Orange County, California, or by passive measures through the dissemination of brochures or recruitment emails.

Data collection

The data collection protocol is shown in Fig 1. Participants arrived at the clinical research facility in the morning (8–9 am) following an overnight fast. Their cell phone and any other electronic devices in their possession were stored in a secure location for the duration of the visit to avoid potential distractions that may influence stress levels. Participants were asked to report their time of awakening on the morning of each visit. On visit 1, usual stress levels over the past month were assessed by the Perceived Stress Scale [25].

A baseline saliva sample was collected before consuming a milkshake drink, which was the same at both visits. Participants then stood upright while an Actiheart electrocardiograph monitor (CamNtech Ltd.) was placed on the chest to continuously measure heart rate and inter-beat interval. A second saliva sample was collected at 15 minutes after the baseline sample, followed by the task period (15-minute duration), and post-task saliva sample collection immediately after the task (30 minutes post-baseline sample). Subsequent saliva sample collections occurred at 45-, 60-, 90-, and 120-minutes post-baseline. Only water was provided and no other food or drink was consumed until the end of the study visit. Apart from the
20-minute period from the time of Actiheart placement until the end of the task, participants remained comfortably seated throughout the visit with neutral reading material.

The 15-minute control non-stress task during visit 1 was performed with a friendly research staff member already familiar with the participant. This involved a relaxed conversation on topics such as recent or upcoming holiday plans, movies, TV shows, or books they enjoyed or selecting baby names. The researcher ended the task period by announcing the time for the next saliva sample collection.

The Trier Social Stress Test (TSST) was used during visit 2 as a standardized, validated performance task designed to activate the hypothalamic-pituitary-adrenal (HPA) axis and the sympathetic nervous system to evoke a measurable physiological stress response [26]. This laboratory-based psychosocial stressor incorporates elements of unfamiliarity, uncontrollability, and a threat to self-esteem to induce a short-term psychological and physiological stress response. The TSST has been previously administered among pregnant populations without any adverse effects [27]. It consists of 5 minutes of speech preparation, 5 minutes of speech performance under the stern observation of an evaluative committee while being video-taped, and a 5-minute complex, mental arithmetic task. This task was performed in a different room to other study procedures and with two research personnel who were unknown to the participant to increase sensations of unfamiliarity.

Saliva samples were collected using Salimetrics oral swabs, which were placed under the tongue for 2 minutes at each collection time point. Saturated swabs were inserted into a Salivette tube (Sarstedt) and centrifuged at 1500g for 15 minutes to extract saliva, which was then aliquoted and stored at -80°C. Saliva samples were assayed for cortisol at the Institute for Interdisciplinary Salivary Bioscience Research, UCI, using a commercially available enzyme immunoassay (Salimetrics, LLC). The assay uses 25 microliters of saliva per determination, has a lower limit of detection of 0.003 μg/dl, a standard curve range from 0.012 to 3.0 μg/dl, and average intra- and inter-assay coefficients of variation less than 5% and 10%, respectively. Assays were performed in duplicate and the average of the duplicate was used in statistical analyses. Outliers were assessed by detecting data points greater than 3SD from the mean on samples from both visits and outlying values were excluded. To account for inter-individual variation in cortisol values influenced by time of awakening on the mornings of the study visits, we used normalized cortisol variables, adjusted for time (minutes) interval from awakening until time of arrival at the visit, as the input for statistical analysis and the assessment model.

**Data processing and analysis**

**Actiheart data.** The Actiheart device provides Inter-beat Intervals (R-peak intervals) extracted from processed ECG signals. We used the 5-minute time windows of the Inter-beat Interval (IBI) signal to calculate the heart rate (HR, heartbeats per minute), time-domain parameters (i.e., RMSSD, AVNN, SDNN, and pNN50), and frequency-domain parameters (i.e., low frequency (LF), high frequency (HF), and LF/HF). The HRV parameters are briefly described in Table 1. Further details about the heart rate and HRV features calculation have been previously described [4]. The abnormal IBI and HRV values generated by motion artifacts were removed before proceeding with the analysis according to the removal criteria described in another study utilizing HRV measures [28]. The removal criteria are based on the normal range of HR and IBI values.

Since the frequency of cortisol measurement was less than the measurement of the HRV parameters, we matched the cortisol value measured at the beginning of a 15-minute interval to the HRV parameter values measured at the three subsequent 5-minute time intervals. For instance, we matched the three 5-minute windows of HRV data between the 15- and
30-minute saliva collection time points to a single cortisol value (i.e., the value measured at 15 minutes). We characterized the acute stress exposure period during visit 2 as the 30-minute window starting from the initiation of the TSST (i.e., between the 15–45 minute saliva collection time points). Data collected at all time points during visit 1 were considered for the non-stress status.

**Statistical analysis.** We first visually compared the pattern of HR, HRV features, and cortisol values across time between two visits for each participant using line graphs, and the average values for each measure at each visit per participant using bar graphs. The area-under-the-curve (AUC) values of HR, each HRV feature, and cortisol for the two study visits were calculated, using the formula shown below (1), where \( C(t) \) represents the value HR or HRV or cortisol values in time \( t \).

\[
AUC = \int_{0}^{\infty} C(t) \, dt
\]  

We used the paired-samples t-test to assess differences in the mean AUC values between visits using a p-value of <0.05 to indicate significance. We used Python and Python libraries, including Scipy [29] and Panda [30] to program the statistical analysis functions.

**Feature selection.** To maintain generalizability and avoid overfitting during the objective stress assessment, we implemented a feature selection method. Feature selection reduces the computational complexity, training time, and overfitting degree. Moreover, it improves the accuracy of the classification. Feature selection methods can be summarized into three categories: filter-based methods, wrapper-based methods, and embedded methods. We used a filter-based feature selection method which determines the relationship between multiple input features and target labels statistically. In other words, it can evaluate and filter out features that will be used in the classification model. Compared to the other two methods, the filter-based method is computationally cheaper and has less risk of overfitting [31].

In our filter-based methods, Gini impurity gain is added to find the most informative features for the assessment model. A decision-tree-based random forest classifier (max depth = 16) [32] is used to output the feature importance vector. Inside the decision tree model, each node is a condition on one of the features, and these nodes separate the data into two different sets. Data with the same labels are separated into the same set in an optimal scenario. The splitting condition depends on the impurity of the features chosen in each node. During the training process, the contribution to the decrease in the impurity of each feature is computed. Finally, the importance of each feature is ranked according to this measurement.
Machine learning-based predictive models for stress assessment. We developed a set of machine learning-based algorithms to detect the presence of acute stress exposure among pregnant women using HRV parameters and salivary cortisol. This is a binary classification between stress versus non-stress. Five different classification methods were implemented, including AdaBoost [33], XGBoost [34], Random Forest [32], Support Vector Machine (SVM) [35], and K-nearest-neighbor (KNN) classifiers [36]. The AdaBoost classifier is a meta-estimator that begins by fitting a classifier on the original dataset and then fits additional copies of the classifier on the same dataset but where the weights of incorrectly classified instances are adjusted such that subsequent classifiers focus more on difficult cases. XGBoost classifier is an optimized distributed gradient boosting library designed to be highly efficient, flexible, and portable. Random Forest classifier is an ensemble learning algorithm that fits a number of decision tree classifiers on various sub-samples of the dataset and uses averaging to improve the predictive accuracy and control over-fitting. Support Vector Machine is a margin-based classification technique used for the classification of linear as well as non-linear data. K-nearest-neighbor method uses k number of nearest data points and predicts the result based on a majority vote. We used the Scikit-learn library to create our classification models [37].

To accurately evaluate the performance of our classification models in terms of generalizability, the 10 folds Leave-one-subject-out cross-validation method [38] was used. Cross-validation is one of the most reliable algorithms that is used to objectively estimate the accuracy of a machine learning model on unseen data. It achieves this by training a model using different subsets of data and obtaining the average accuracy on the rest of the data as a test. In our study, among each iteration of our Leave-one-subject-out cross-validation method, 28 out of the total 29 participants’ data were included for model training. For testing, only the remaining participants’ data points were used. The final assessment accuracy of the model was obtained by averaging the accuracy of all constructed models.

Results

Thirty-three participants completed the study and of these, HRV and cortisol data at both study visits were available for 29 participants. The mean PSS score was 13.4 ± 3.7 out of a potential range of 0–40. PSS values from 14–26 indicate moderate stress and values from 27–40 indicate high stress levels. Thus, on average, this population of pregnant women had borderline moderate levels of perceived stress in their daily lives.

Within-subject comparisons of parameters

We first visually compared the HR, HRV parameters, and cortisol in 5-minute time windows separately for each participant across the two studies visits. The comparison results can be summarized into three distinct types, representing inter-individual variability in the physiological response to acute stress exposure. Seventeen participants display an obvious difference in HR, HRV parameters, and cortisol between the stress and non-stress conditions. One example of this type of response is shown in Fig 2. Eight participants do not display a clear difference in HR and HRV parameters but do display a notable difference in cortisol, as shown in Fig 3. In the remaining 4 participants, no obvious difference in any of the parameters including cortisol could be detected. Fig 4 presents an example of this pattern of physiological non-responsiveness to the stress exposure. This variability in stress reactivity creates challenges for standard statistical techniques to detect the presence of stress.

We also visually compared the average value for all HRV features and cortisol between study visits for each participant (Fig 5). Among the 29 participants, we see that 19 participants have higher heart rate, 12 participants have higher RMSSD, 17 participants have higher
SDNN, 13 participants have higher AVNN, and 12 participants have higher pNN50 on exposure to stress (visit 2) versus non-stress (visit 1) conditions. As for frequency-domain features, 14 participants have higher LF band, 17 participants have higher HF band, and 12 participants have higher LF/HF ratio in visit 2 compared to visit 1. Finally, 23 participants have a higher average cortisol value in visit 2 compared to visit 1, which is the most obvious feature. In summary, for most participants, average values for HR, SDNN, HF, LF/HF ratio, and cortisol tend to be higher under acute stress, while other time- and frequency-domain parameters tend to be lower compared to the non-stress condition upon visual inspection.

Results of the paired t-test comparing the group mean AUC data for 9 features between visits are summarized in Table 2. Only the AUC for heart rate is statistically significantly different between visits, such that on average, participants had higher heart rate throughout the stress visit versus the non-stress visit.
Objective stress assessment results. We built an objective stress assessment model using the 9 features mentioned above based on machine learning methods. In order to reduce the computational complexity and save training time, we implemented a feature selection method using Gini impurity gain.

We first conducted the feature selection on HR and HRV parameters only, excluding cortisol. According to the feature selection results, 5 out of 8 features were selected as the best combination. The selected features in the order of importance are AVNN, HR, SDNN, LF, and LF/HF, indicating that AVNN is the most important feature for accurately detecting stress reactivity in the absence of cortisol. HR represents the frequency of heart beats and AVNN represents the average length of heartbeat intervals. Although AVNN and HR appear highly related from a statistical perspective, they represent distinct HRV features and thus, both contribute value to the model. When cortisol is added into the feature selection process, the order of importance among the features is cortisol, SDNN, AVNN, LF/HF, pNN50, and LF. Cortisol makes

Fig 3. Comparison of the HR, HRV parameters, and cortisol between visit 1 and visit 2 in 5-minute segments for a sample participant. This participant did not demonstrate a clear difference in HR and HRV parameters but did have a significant difference in salivary cortisol.

https://doi.org/10.1371/journal.pone.0274298.g003
Among all the HRV features, SDNN contributes most to the assessment accuracy in the presence of cortisol, and HR is no longer selected as an important feature.

Following feature selection, we built the stress assessment model using the top 5 features selected in the absence of cortisol using 5 different machine learning models. The assessment results are shown in Table 3. The AdaBoost classifier has the best performance with an assessment accuracy of 67.11%. The model was then repeated using the 6 features selected from 9 parameters including cortisol. AdaBoost remained the best classifier with an increased assessment accuracy of 76.51%, which is a 9.4% improvement compared to the stress assessment model without cortisol.

The performance of the AdaBoost classifier with six selected features using the Leave-one-subject-out cross-validation method is shown in Fig 6. The highest accuracy is 92.31% and the lowest accuracy is 42.51%. For other classifiers, the accuracy improvement after adding cortisol

---

Fig 4. Comparison of the HR, HRV parameters, and cortisol between visit 1 and visit 2 in 5-minute segments for a sample participant. This participant did not demonstrate any clear difference among all the features, including salivary cortisol.

https://doi.org/10.1371/journal.pone.0274298.g004
as a feature is 8.67% for the XGB classifier, 9.51% for the Random Forest classifier, 10.51% for the SVM classifier, and 13.12% for the KNN classifier. That is an average 10.24% increase after introducing cortisol into the stress assessment model. The stress assessment results using all 9

Table 2. Within-subject comparison of AUC values for HR, HRV parameters, and cortisol between stress and non-stress conditions.

| Features          | Visit 1, non-stress condition (Mean±SD) | Visit 2, stress condition (Mean±SD) | t value | df   | P-value |
|-------------------|----------------------------------------|-------------------------------------|---------|------|---------|
| HR                | 1726.31 ± 209.03                       | 1836.13 ± 263.57                    | -3.285  | 28   | 0.003   |
| RMSSD             | 649.13 ± 309.35                        | 633.53 ± 285.59                     | 0.369   | 28   | 0.715   |
| SDNN              | 971.17 ± 289.14                        | 1015.08 ± 317.29                    | -1.276  | 28   | 0.213   |
| AVNN              | 13195.91 ± 2156.73                     | 13219.98 ± 2540.54                  | -0.149  | 28   | 0.883   |
| pNN50             | 1.91 ± 2.10                            | 1.76 ± 2.10                         | 0.634   | 28   | 0.531   |
| LF                | 5606.18 ± 3400.39                      | 5352.93 ± 3115.48                   | 0.586   | 28   | 0.562   |
| HF                | 5268.97 ± 4880.39                      | 5523.71 ± 5213.20                   | -0.412  | 28   | 0.683   |
| LF/HF             | 34.05 ± 23.96                          | 34.98 ± 26.93                       | -0.262  | 28   | 0.796   |
| Cortisol (standardized for time of awakening) | 0.07 ± 1.05                            | 0.04 ± 1.00                         | 0.207   | 28   | 0.837   |

Fig 5. Comparison of average values for HR, HRV parameters, and cortisol between visit 1 and visit 2 for all 29 participants.

https://doi.org/10.1371/journal.pone.0274298.g005

https://doi.org/10.1371/journal.pone.0274298.t002
features without the feature selection are also shown in Table 3. There is a slight accuracy drop for all the classifiers besides the increase in computational complexity and training time.

### Discussion

#### Principle results

This study demonstrates wide inter-individual variability in bio signal responses to acute psychological stress, including HR, HRV, and salivary cortisol values, in a cohort of pregnant women. Despite this variability, using a machine learning-based algorithm, we identified the optimal combination and classification of stress bio signals that are capable of assessing the presence of stress with almost 77% accuracy. Salivary cortisol contributed a significant increase in accuracy of the assessment model compared to using a range of HRV parameters without cortisol.

The fluctuation of HR, time-domain HRV, and frequency-domain HRV parameters across stress and non-stress conditions was evident for more than half of the study participants (17 out of 29), which suggests that these parameters in isolation may only be moderately reliable signs of stress exposure. In comparison, a noticeable visual difference in cortisol values across the two visits was observed for 25 out of 29 participants, although on average, the difference in cortisol AUC was not statistically significant between the stress versus non-stress visits. This

![Fig 6. The performance of the AdaBoost classifier with 6 selected features using the Leave-one-subject-out cross-validation method.](https://doi.org/10.1371/journal.pone.0274298.g006)

**Table 3. Stress assessment results.**

|                                  | AdaBoost | XGBoost | Random Forest | Support Vector Machine | K Nearest Neighbor |
|----------------------------------|----------|---------|---------------|------------------------|--------------------|
| 5 selected features in the absence of cortisol | 67.11%   | 65.43%  | 64.04%        | 64.14%                | 60.15%             |
| 6 selected features in the presence of cortisol | 76.51%   | 74.1%   | 73.55%        | 74.65%                | 73.27%             |
| All 9 features (including cortisol) | 73.09%   | 72.21%  | 72.08%        | 73.1%                 | 69.5%              |

https://doi.org/10.1371/journal.pone.0274298.t003
points to the potential unreliability of using standard statistical methods and salivary cortisol alone as an objective measure of acute stress. Indeed, salivary cortisol is a more sensitive measure of HPA-axis function than serum cortisol since it is present only in the unbound, biologically active form in saliva [39]. Cortisol binding proteins in plasma increase markedly during pregnancy thereby reducing concentrations of the active hormone. Although both HRV and salivary cortisol levels reflect ANS activation, HRV parameters are affected by the sympathetic adrenal medullary (SAM) axis rather than the HPA-axis which triggers cortisol release. These different modes of activation may contribute to the observed differences in fluctuations of these bio signals under stress.

HR and HRV parameters can be measured easily using a chest band, a smartwatch, or a ring [28] in everyday life or in laboratory settings making it a feasible approach for most research studies. However, our results suggest that among pregnant women, HRV parameters alone may not be adequate as an acute stress assessment tool but may benefit from other bio signals to help distinguish between stress and non-stress states more accurately. Furthermore, ECG signals may be influenced by factors other than psychological stress. The results of the paired t-test in our study indicated a significant difference in HR between the stress and non-stress conditions. Besides the stimulation of stress, increased HR on the stress visit may also be related to the fact that women walked a short distance to a separate room for the TSST, while on the non-stress visit, they remained in the same room but stood up during the task period. These additional movements may have increased their HR to some extent around the time of stress exposure. Meanwhile, no significant difference was found in HRV parameters suggesting that standard statistical methods may not be sufficient to detect average HRV differences across a group. It is also important to note that 4 participants failed to demonstrate any notable difference in salivary cortisol, HR, or HRV between the stress and non-stress conditions. More advanced analytical approaches, such as machine learning-based feature selection, may be required in such cases to optimize the data and distinguish between stress and non-stress situations.

We implemented the machine learning-based feature selection using the Gini impurity index to reduce the computational complexity and avoid overfitting. Moreover, we present the most important features of the objective stress assessment model when cortisol is added by repeating the feature selection. The feature selection results differ from the statistical analysis because this method makes decisions according to the contribution of stress assessment accuracy. If the accuracy is not improved when a feature is added, these features will not be used further in the assessment model.

We also tested the performance of our model to reliably assess stress using five different machine learning methods. The assessment accuracy increased on average 10% across all five classifiers after adding cortisol as a feature. The significant difference in cortisol values for most participants helps the model to better distinguish between stress and non-stress states. Because of participants’ different HR, HRV, and cortisol reactions to stress exposure, the best performance model, AdaBoost classifier, achieved assessment accuracy higher than 90% and lower than 30% with different participants by using the Leave-one-subject-out cross-validation method. When we use all nine features, the assessment accuracy decreases slightly. The remaining three features add more computational complexity, resulting in model overfitting in the training process, and a poor performance during testing. The AdaBoost classifier achieved the highest assessment accuracy of almost 77% with the selected six features. These results demonstrate that our algorithm can assess an acute stress state for pregnant women using a combination of HRV parameters and salivary cortisol values with acceptable accuracy.
Comparison with previous studies

To the best of our knowledge, this is the first study to develop a machine learning-based algorithm to detect the presence of acute stress exposure among pregnant women using a combination of HRV features and salivary cortisol values. Ilyumzhinova et al. [40] reported the association between changes in salivary cortisol and RMSSD (one of the time-domain HRV parameters) among black pregnant women exposed to the TSST. They found that higher self-reported levels of stress related to experiences of discrimination among participants were associated with lower levels of cortisol reactivity and higher levels of RMSSD following the TSST, which demonstrates how baseline maternal factors may influence an individual’s stress reactivity. However, this study did not evaluate other HRV parameters in response to the TSST, nor did they utilize a combination of cortisol and HRV features to characterize the presence or absence of stress.

Previous studies that have attempted to objectively characterize stress in healthy, non-pregnant subjects report varying degrees of success. Bakker and Pechenizkiy proposed a stress assessment system using galvanic skin response (GSR), a measure of skin conductance that is affected by sweat gland activity under stress [41]. The authors concluded that using this bio signal in isolation was insufficient to determine the presence of stress with high accuracy. Sun et al. [42] used a physical activity protocol to induce stress and collected ECG, GSR, and accelerometer data for 30 minutes to implement a stress detection system. This study detects mental stress affected by physical activities. Han et al. [43] assessed stress among healthy people using 25 features extracted from ECG, Photoplethysmograph (PPG), and GSR signals. They achieved an accuracy similar to ours at the cost of huge computational complexity. In another study [44], a stress detection tool was developed using ECG, GSR, respiration rate, blood pressure, and peripheral capillary oxygen saturation (SpO2) using a waist strap. Although this study included multiple bio signals, the highest accuracy achieved by the Leave-one-subject-out cross-validation method was 89.3%, which is lower than the performance of our model (93.55%). None of these studies have pregnant participants, and their methods were all focused on healthy subjects. We identified only one published study that built a stress detection system for pregnant women [45]. This study implemented the TSST to induce stress and collected HR, ECG, GSR signals during the experiment. With more than 20 features extracted from these three signals, they achieved an average stress assessment accuracy of 70%, and their best Leave-one-subject-out accuracy was 81%. Our model performed better in both measurements using only six features that included salivary cortisol.

Future research is required to increase the accuracy of stress assessment by incorporating more bio signals such as GSR in combination with cortisol and HRV and applying more advanced machine learning methods. Although saliva samples can be conveniently collected by a cotton swab in free-living and human laboratory settings, this method is more invasive for participants than wearable sensors and performing cortisol assays adds a level of complexity.

Strengths and limitations

The crossover design is a strength of this study as it facilitates intra-individual comparison of physiological responses to stressful and non-stressful tasks. Also, the strict eligibility criteria concerning the gestational age at study assessments, ethnicity, and pre-pregnancy BMI range help to minimize inter-individual variation and thereby increase the validity of the results. We chose to study a cohort of Hispanic pregnant women as the Hispanic population in the U.S. may be subject to higher levels of baseline stress than non-Hispanic people due to various sociodemographic and acculturative factors. While our cohort perceived borderline moderate
levels of stress over the past month, it is unknown whether such baseline stressors contribute to higher or lower stress responses to the controlled stress task compared to non-Hispanic women. Furthermore, our findings cannot necessarily be generalized to other racial/ethnic groups, or to non-pregnant or free-living subjects encountering everyday stressors. However, data collection in free-living situations may be subject to more motion artifact noise in physiological signals in comparison with data collection in a controlled environment and mostly stationary state (especially for ECG data which is worn on the participant’s chest).

We also acknowledge that the use of a laboratory-based standardized stress protocol does not necessarily reflect real-world stressful events, and indeed not all participants in this study demonstrated a physiological stress response to the task. However, the TSST is the most widely used, validated protocol for stress research in laboratory settings and the machine learning approach helps to overcome the issue of non-responders to the stressor by utilizing those data to train the model with greater accuracy to detect the presence of stress. Introduction of meal ingestion as part of the parent study could also be considered a limitation for the present analysis, as it is unknown to what degree the act of consuming a meal may have moderated the stress response. However, as the meal type and time of ingestion was standardized across all subjects and occurred on both visits, we assume that any potential influence of the meal on the physiological stress response is also standardized across participants. While we adjusted cortisol values for time of awakening at each visit, it is also possible that stressful experiences occurred for some participants before arriving to their study visits, which could have elevated their baseline cortisol values. We were unable to account for these potential sources of external stress in the data.

Other limitations of this study relate to the data processing procedures. The Acticheart only provided the IBI data and not the raw ECG signal, which may have facilitated the calculation of more accurate HRV parameters. Removal of corrupted IBI data due to motion artifacts resulted in some gaps in our HRV feature comparisons. Most of these gaps occurred at the very beginning of data collection, in the 5 minutes before participants underwent the stress or non-stress task period. This resulted in inadequate baseline HRV measurements from which to compute reactivity scores for each parameter, which may have been a more robust summary measure than the AUC values on which we relied for the statistical analysis. As noted above, salivary cortisol values were only available at set intervals according to the timing of sample collections, while HRV parameters are continuously measured and data reported in 5-minute intervals. As a result, the cortisol value in three consecutive 5-minute segments was assumed to be the same for the purpose of the feature selection models. If it would be possible to measure cortisol every 5 minutes, there is potential to further increase the accuracy of our stress assessment model.

**Conclusion**

In summary, our results demonstrate wide variability in objectively measured stress reactivity signals among pregnant women exposed to a standardized laboratory stress task. HR, SDNN, HF, LF/HF ratio, and cortisol tend to be higher under acute stress, while other time- and frequency-domain parameters tend to be lower. By adding cortisol as a feature alongside HR and HRV parameters, our model can detect pregnant women’s stress status with acceptable accuracy. Therefore, our objective stress assessment algorithm provides a framework for future clinical research studies to consider a combination of physiological stress signals and machine learning-based approaches to assess stress more accurately in human subjects. The potential translation of this work to the assessment of chronic stress in humans requires further research.
Author Contributions

Conceptualization: Rui Cao, Karen L. Lindsay.

Data curation: Karen L. Lindsay.

Formal analysis: Rui Cao, Karen L. Lindsay.

Funding acquisition: Karen L. Lindsay.

Investigation: Karen L. Lindsay.

Methodology: Rui Cao, Amir M. Rahmani, Karen L. Lindsay.

Project administration: Karen L. Lindsay.

Resources: Karen L. Lindsay.

Software: Rui Cao.

Supervision: Amir M. Rahmani, Karen L. Lindsay.

Validation: Rui Cao, Karen L. Lindsay.

Visualization: Rui Cao, Karen L. Lindsay.

Writing – original draft: Rui Cao, Amir M. Rahmani, Karen L. Lindsay.

Writing – review & editing: Rui Cao, Amir M. Rahmani, Karen L. Lindsay.

References

1. Selye H. The stress of life. McGraw-Hill; 1956.
2. Bakker J, Pechenizkiy M, Sidorova N. What’s your current stress level? Detection of stress patterns from GSR sensor data. In 2011 IEEE 11th international conference on data mining workshops 2011 Dec 11 (pp. 573–580). IEEE.
3. Hudson J. 2017 Compsych stress pulse survey, 2017. Available from: https://www.compsych.com/press-room/press-article?nodeId=37b20f13-6b88-400e-9852-0f1028bd1ec1.
4. Sterling P., Eyer J. Allostasis: a new paradigm to explain arousal pathology. In: Fisher S., Reason J., editors. Handbook of life stress, cognition and health. New York (NY): John Wiley & Sons;1988. p. 629–649.
5. Selye H. Stress in health and disease. Butterworth-Heinemann; 2013.
6. Glanz K, Rimer BK, Viswanath K, editors. Health behavior and health education: theory, research, and practice. John Wiley & Sons; 2008.
7. Niela-Vilén H, Auxier J, Ekholm E, Sarhaddi F, Asgari Mehrabadi M, Mahmoudzadeh A, et al. Pregnant women’s daily patterns of well-being before and during the COVID-19 pandemic in Finland: Longitudinal monitoring through smartwatch technology. PloS one. 2021 Feb 3; 16(2):e0246494. https://doi.org/10.1371/journal.pone.0246494 PMID: 33534854
8. Bale TL. Sex differences in prenatal epigenetic programming of stress pathways. Stress. 2011 Jul 1; 14 (4):348–56.
9. Bilbo SD, Schwarz JM. Early-life programming of later-life brain and behavior: a critical role for the immune system. Front Behav Neurosci. 2009 Aug 24; 3:14. https://doi.org/10.3389/neuro.08.014.2009 PMID: 19738918
10. Grote NK, Bridge JA, Gavin AR, Melville JL, Iyengar S, Katon WJ. A meta-analysis of depression during pregnancy and the risk of preterm birth, low birth weight, and intrauterine growth restriction. Arch Gen Psych. 2010 Oct 4; 67(10):1012–24.
11. Andreou E, Alexopoulos EC, Lionis C, Varvogli L, Gnardellis C, Chrousos GP, et al. Perceived stress scale: reliability and validity study in Greece. Int J Environ Research Public Health. 2011 Aug; 8 (8):3287–98.
12. Egleston BL, Miller SM, Meropol NJ. The impact of misclassification due to survey response fatigue on estimation and identifiability of treatment effects. Stat Med. 2011 Dec 30; 30(30):3560–72. https://doi.org/10.1002/sim.4377 PMID: 21955305
13. Phellas CN, Bloch A, Seale C. Structured methods: interviews, questionnaires and observation. Researching society and culture. 2011 Dec 19; 3(1):23–32.
14. Greene S, Thapliyal H, Caban-Holt A. A survey of affective computing for stress detection: Evaluating technologies in stress detection for better health. IEEE Consumer Electronics Magazine. 2016 Sep 22; 5(4):44–56.
15. Zijlmans MA, Riksen-Walraven JM, de Weerth C. Associations between maternal prenatal cortisol concentrations and child outcomes: A systematic review. Neurosci Biobehav Rev. 2015 Jun 1; 53:1–24. https://doi.org/10.1016/j.neubiorev.2015.02.015 PMID: 25795521
16. Munch A, Guyre PM, Holbrook NJ. Physiological functions of glucocorticoids in stress and their relation to pharmacological actions. Endocr Rev. 1984 Jan 1; 5(1):25–44. https://doi.org/10.1210/edrv-5-1-25 PMID: 6368214
17. Mastorakos G, Ilia I. Maternal and fetal hypothalamic-pituitary-adrenal axes during pregnancy and postpartum. Ann N Y Acad Sci. 2003 Nov; 997(1):136–49. https://doi.org/10.1196/annals.1290.016 PMID: 14535359
18. Ward AM, Syddall HE, Wood PJ, Chrousos GP, Phillips DI. Fetal programming of the hypothalamic-pituitary-adrenal (HPA) axis: low birth weight and central HPA regulation. J Clin Endocrinol Metab. 2004 Mar 1; 89(3):1227–33. https://doi.org/10.1210/jc.2003-030978 PMID: 15001615
19. Shaikh K, Premji S, Khowaja K, Tough S, Kazi A, Khowaj S. The relationship between prenatal stress, depression, cortisol and preterm birth: A review. Open J Depress. 2013; 2(3):24.
20. Dorn LD, Lucke JF, Loucks TL, Berga SL. Salivary cortisol reflects serum cortisol: analysis of circadian profiles. Ann Clin Biochem. 2007 May 1; 44(3):281–4. https://doi.org/10.1258/00045630778048954 PMID: 17456296
21. van Eekelen AP, Kerkhof GA, van Amsterdam JG. Circadian variation in cortisol reactivity to an acute stressor. Chronobiol Int. 2003 Jan 1; 20(5):863–78. https://doi.org/10.1081/cbi-120024212 PMID: 14535359
22. Kim HG, Cheon EJ, Bai DS, Lee YH, Koo BH. Stress and heart rate variability: a meta-analysis and review of the literature. Psych Investig. 2018 Mar; 15(3):235. https://doi.org/10.30773/pi.2017.08.17 PMID: 29486547
23. Borchini R, Veronesi G, Bonzini M, Gianfagna F, Dashi O, Ferrario MM. Heart rate variability frequency domain alterations among healthy nurses exposed to prolonged work stress. Int J Environ Research Public Health. 2018 Jan; 15(1):113. https://doi.org/10.3390/ijerph15010113 PMID: 29324640
24. Shah Z, Pal P, Pal GK, Papa D, Bharadwaj B. Assessment of the association of heart rate variability and baroreflex sensitivity with depressive symptoms and stress experienced by women in pregnancy. J Affect Disorders. 2020 Dec 1; 277:503–9. https://doi.org/10.1016/j.jad.2020.08.039 PMID: 32882507
25. Cohen S, Kamarack T, Mermelstein R. A global measure of perceived stress. J Health Soc Behav. 1983; 24(4):385–96. PMID: 6668417
26. Kirschbaum C, Pirke KM, Hellhammer DH. The ‘Trier Social Stress Test’–a tool for investigating psychobiological stress responses in a laboratory setting. Neuropsychobiology. 1993; 28(1–2):76–81. https://doi.org/10.1159/000119004 PMID: 8255414
27. Deligianniidis KM, Kroll-Desrosiers AR, Svenson A, Jaitly N, Barton BA, Hall JE, et al. Cortisol response to the Trier Social Stress Test in pregnant women at risk for postpartum depression. Arch Women’s Ment Health. 2016 Oct; 19(5):789–97.
28. Cao R, Azimi I, Sarhaddi F, Niela-Vilen H, Axelin A, Liljeberg P, et al. Accuracy Assessment of Oura Ring Nocturnal Heart Rate and Heart Rate Variability in Comparison With Electrocardiography in Time and Frequency Domains: Comprehensive Analysis. J Med Internet Res. 2022 Jan 18; 24(1):e27487. https://doi.org/10.2196/27487 PMID: 35040799
29. Virtanen P, Gommers R, Oliphant TE, Haberland M, Reddy T, Cournapeau D, et al. SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python. Nat Methods. 2020; 17(3), 261–272. https://doi.org/10.1038/s41592-019-0686-2 PMID: 32015543
30. Pandas—Python Data Analysis Library. 2022. Available from: https://pandas.pydata.org/
31. Tang J, Aleyani S, Liu H. Feature selection for classification: A review. In: Data Classification: Algorithms and Applications. CRC Press; 2014. pp. 37–64.
32. Breiman L. Random forests. Mach Learn. 2001 Oct; 45(1):5–32.
33. Li SZ. Encyclopedia of Biometrics: I-Z. Springer Science & Business Media; 2009.
34. Chen T, Guestrin C. Xgboost: A scalable tree boosting system. In: Proceedings of the 22nd International Conference on Knowledge Discovery and Data Mining. 2016 Aug 13 (pp. 785–794).
35. Hearst MA, Dumais ST, Osuna E, Platt J, Scholkopf B. Support vector machines. IEEE Intelligent Systems and their Applications. 1998 Jul; 13(4):18–28.
36. Peterson LE. K-nearest neighbor. Scholarpedia. 2009 Feb 21; 4(2):1833.

37. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: Machine learning in Python. J Mach Learn Res. 2011 Nov 1; 12:2825–30.

38. Kohavi R. A study of cross-validation and bootstrap for accuracy estimation and model selection. In: Proceedings of the 14th International Joint Conference on Artificial Intelligence. 1995 Aug 20 (Vol. 14, No. 2, pp. 1137–1145).

39. Hellhammer DH, Wüst S, Kudielka BM. Salivary cortisol as a biomarker in stress research. Psychoneuroendocrinol. 2009 Feb 1; 34(2):163–71. https://doi.org/10.1016/j.psyneuen.2008.10.026 PMID: 19095358

40. Ilyumzhinova R, Mbayiya K, Fowle J, Jones C, Hipwell AE, Keenan K. Phenotyping stress exposures related to perinatal health disparities. Dev Psychobiol. 2021 Jul; 63(5):1006–12. https://doi.org/10.1002/dev.22060 PMID: 33200404

41. Bakker J, Pechenizkiy M, Sidorova N. What’s your current stress level? Detection of stress patterns from GSR sensor data. In: 2011 IEEE 11th international Conference on Data Mining Workshops. 2011 Dec 11 (pp. 573–580). IEEE.

42. Sun FT, Kuo C, Cheng HT, Buthpitiya S, Collins P, Griss M. Activity-aware mental stress detection using physiological sensors. International Conference on Mobile Computing, Applications, and Services. 2010 Oct 25 (pp. 282–301). Springer, Berlin, Heidelberg.

43. Han HJ, Labbaf S, Borelli JL, Dutt N, Rahmani AM. Objective stress monitoring based on wearable sensors in everyday settings. J Med Eng Technol. 2020 May 18; 44(4):177–89. https://doi.org/10.1080/03091902.2020.1759707 PMID: 32589065

44. Akmandor AO, Jha NK. Keep the stress away with SoDA: Stress detection and alleviation system. IEEE Transactions on Multi-Scale Computing Systems. 2017 May 11; 3(4):269–82.

45. King ZD, Moskowitz J, Egilmez B, Zhang S, Zhang L, Bass M, et al. Micro-stress EMA: A passive sensing framework for detecting in-the-wild stress in pregnant mothers. Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies. 2019 Sep 9; 3(3):1–22. https://doi.org/10.1145/3351249 PMID: 32432212