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Abstract

In this work, we study the partial sums of independent and identically distributed random variables with the number of terms following a fractional Poisson (FP) distribution. The FP sum contains the Poisson and geometric summations as particular cases. We show that the weak limit of the FP summation, when properly normalized, is a mixture between the normal and Mittag-Leffler distributions, which we call by Normal-Mittag-Leffler (NML) law. A parameter estimation procedure for the NML distribution is developed and the associated asymptotic distribution is derived. Simulations are run to check the performance of the proposed estimators under finite samples. An empirical illustration on the daily log-returns of the Brazilian stock exchange index (IBOVESPA) shows that the NML distribution captures better the tails than some of its competitors. Related problems such as a mixed Poisson representation for the FP law and the weak convergence for the Conway-Maxwell-Poisson random sum are also addressed.

1. Introduction

The sum of a random number of random variables constitutes a very important tool in statistical analysis. Besides being interesting from a probabilistic point of view, it also appears in a wide range of applications involving processes that evolve with time such as insurance models, queuing theory, finance, reliability theory, biology, among others. See Gnedenko et al. (1996) and Kalashnikov (1997) for a comprehensive list of such applications.

Let \( N \) be a non-negative integer-valued random variable and \( \{ W_j \}_{j \in \mathbb{N}} \) a sequence of independent and identically distributed (i.i.d.) random variables, independent of \( N \). Then, a random summation is given by...
where \( Y = 0 \) when \( N = 0 \). An important example of random sum is the compound Poisson distribution, which is obtained by taking \( N \) following a Poisson distribution with mean \( \zeta > 0 \) in (1). In this case, it can be shown that (1) properly normalized weakly converges to the standard normal distribution as \( \zeta \to \infty \).

The geometric random sum, obtained by assuming \( N \) geometrically distributed (with mean \( 1/p \) for \( p \in (0, 1) \)) in (1) was studied for instance by Rényi (1956), Kozubowski and Rachev (1994), Kozubowski and Rachev (1999), Kotz et al. (2001), Kalashnikov (1997) and Jørgensen and Kokonendji (2011).[19, 20, 24–26, 38] By taking \( p \to 0^+ \), (1) properly normalized converges in distribution to the Laplace law. Generalizations of the geometric random summation were proposed and studied by assuming that \( N \) belongs to the class of mixed Poisson distributions,[21] where the weak limits are normal variance mixture distributed.[3] Contributions on this direction are due to Korolev and Shevtsova (2012), Korolev and Zeifman (2016), Schluter and Trede (2016), Shevtsova (2018), and Oliveira et al. (2021),[22, 23, 34, 42, 43] just to name a few.

Our chief goal in this paper is to study the random sum in (1) when \( N \) follows a fractional Poisson (FP) distribution. In this case, we refer to (1) as fractional Poisson summation. The FP distribution is a generalization of the Poisson law introduced by Repin and Saichev (2000).[39] This count model is obtained as the marginal distribution of a renewal process with Mittag-Leffler waiting times, the so-called fractional Poisson process. Laskin (2003)[28] showed that the fractional Poisson process captures the long-memory effect which results in non-exponential waiting time distribution empirically observed in complex systems. Some applications of the fractional Poisson process, such as quantum physics and combinatorial number theory, are presented in Laskin (2009).[29] Additional works exploring the FP process are due to Mainardi et al. (2004), Cahoy et al. (2010), Meerschaert et al. (2011), Leonenko et al. (2017), Maheshwari and Vellaisamy (2019),[8, 30–33] among others.

Random sums involving the fractional Poisson distribution/process have already been studied in the literature. We refer the reader to the works by Scalas (2011), Beghin and Macci (2013), Beghin and Macci (2014), and Biard and Saussereau (2014),[4, 5, 7, 41] where stochastic properties and representations are obtained. Our paper goes in a different direction. We are interested in obtaining the weak limit of the FP summation under a proper normalization. We will show that the resulting limit law is a new normal variance mixture involving the Mittag-Leffler distribution, which we call by
Normal-Mittag-Leffler (in short NML) model. Moreover, we explore the statistical properties of this new law and show through an empirical illustration that it can be a good alternative for modeling financial data in comparison with existing models.

Other contributions of our paper are the discussion of two related problems: (i) as a result of the weak convergence of the FP sum, we show that the fractional Poisson distribution admits a mixed Poisson representation, which is a new finding; (ii) we show that the weak limit of a Conway-Maxwell-Poisson \cite{10, 44} sum (under proper normalization) is normally distributed. In particular, this last point illustrates that not all extensions of the Poisson distribution considered in (1) results in a non-normal asymptotic distribution.

This paper is organized as follows. In Section 2, we establish the weak limit of a properly normalized fractional Poisson random sum and show that it is a mixture between the normal and the Mittag-Leffler distributions. Statistical properties of the NML law are explored. Section 3 is devoted to the parameter estimation of the NML model and asymptotic distribution of the estimators as well. Numerical experiments aiming at the investigation of the proposed estimation procedure under finite-samples are also presented and a real data application on the daily log-returns of Brazilian stock exchange IBOVESPA are provided in Section 4. Two related problems are addressed in Section 5. Concluding remarks are provided in Section 6.

2. Fractional Poisson random sum: Convergence and properties

In this section, we obtain the weak limit of a fractional Poisson (FP) random summation when properly normalized and study the properties of its limiting distribution. We begin by presenting the FP distribution/process and some of its basic properties.

2.1. Fractional Poisson distribution

The fractional Poisson process was introduced in Repin and Saichev (2000)\cite{39} as a non-Markovian renewal process. More specifically, let \( \{\Delta T_i\}_{i \geq 1} \) be a sequence of i.i.d. waiting times with cumulative distribution function

\[
P(\Delta T_i \leq t) = 1 - \mathcal{E}_\kappa(-\nu t^\kappa), \quad t > 0,
\]

for \( \nu > 0 \) and \( 0 < \kappa \leq 1 \), where \( \mathcal{E}_\kappa(\cdot) \) is the Mittag-Leffler function defined by
\[ E_K(z) = \sum_{m=0}^{\infty} \frac{z^m}{\Gamma(km + 1)}, \quad z \in \mathbb{R}, \]  

(3)

where \( \Gamma(\cdot) \) is the gamma function. For more details on the Mittag-Leffler function, see Gorenflo et al. (2014).\[^{[15]}\] A random variable with distribution function given by (2) is said to follow a type 1 Mittag-Leffler distribution; see Huillet (2016).\[^{[17]}\] For \( \kappa = 1 \), the exponential distribution is obtained as a particular case. Write \( T_n = \Delta T_1 + \Delta T_2 + \ldots + \Delta T_n \) for the time of the \( n \)-th jump and let

\[ N_{\nu,\kappa}(t) = \sup\{n \geq 0 : T_n \leq t\}. \]

Then, \( \{N_{\nu,\kappa}(t)\}_{t \geq 0} \) is a renewal process with type 1 Mittag-Leffler waiting times, which is called fractional Poisson process, with parameters \( \nu \) and \( \kappa \). Let \( P_{\nu,\kappa}(n,t) \) be the probability of \( n \) arrivals up to time \( t \). Laskin (2003)\[^{[28]}\] has shown that

\[ P_{\nu,\kappa}(n,t) = \frac{(\nu t^\kappa)^n}{n!} \sum_{i=0}^{\infty} \frac{(i + n)!}{i!} \frac{(-\nu t^\kappa)^i}{\Gamma(k(i + n) + 1)}, \quad n = 0, 1, 2, \ldots. \]

The mean and variance of \( N_{\nu,\kappa}(t) \) are respectively given by

\[
E(N_{\nu,\kappa}(t)) = \frac{\nu t^\kappa}{\Gamma(k + 1)} \quad \text{and} \quad \text{Var}(N_{\nu,\kappa}(t)) = E(N_{\nu,\kappa}(t)) + E^2(N_{\nu,\kappa}(t)) \left\{ \frac{\kappa B(\kappa, 1/2)}{2^{2\kappa-1}} - 1 \right\}, \quad (4)
\]

where \( B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \) is the beta function with \( a > 0 \) and \( b > 0 \). For more details on the FP process, we refer to Laskin (2003).\[^{[28]}\]

We use \( \text{FPP}(\nu, \kappa) \) to denote a fractional Poisson process with parameters \( \nu \) and \( \kappa \). Note that the parameter \( \nu \) is also related to the asymptotic distribution of the inter-arrival times of the fractional Poisson process, which is a power-law with parameter \( \nu \). The FPP has the Poisson process as a particular case when \( \kappa = 1 \).

For fixed \( t > 0 \), we have that the probability generating function of \( N_{\nu,\kappa}(t) \) is given by

\[ G_{N_{\nu,\kappa}(t)}(s) = E(s^{N_{\nu,\kappa}(t)}) = E_K(\nu t^\kappa(s-1)), \quad s \in \mathbb{R}. \]

(5)

In what follows, we consider a fractional Poisson random variable \( N \equiv N_{\nu,\kappa}(1) \) (FP process at time \( t = 1 \)) and denote \( N \sim \text{FPP}(\nu, \kappa) \). The first two cumulants and probability generating function of the FP distribution are obtained respectively from (4) and (5) with \( t = 1 \).
2.2. Weak limit and properties

We now obtain the characteristic function of the limit distribution of a fractional Poisson random sum under a proper normalization. We show that the resulting limit distribution is a new type of normal variance mixture. In the sequence, a random variable \( U \) with a type 2 Mittag-Leffler (ML) distribution depending on the parameter \( \kappa \in (0, 1) \), denoted by \( U \sim \text{ML}(\kappa) \), has density function

\[
f_\kappa(u) = \frac{1}{\pi \kappa} \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j!} \sin(\pi \kappa j) \Gamma(\kappa j + 1) u^{j-1}, \quad u > 0,
\]

and moment generation function given by \( E(\exp(sU)) = \mathcal{E}_\kappa(s) \), for \( s \in \mathbb{R} \). For more details on the type 2 Mittag-Leffler law, see Huillet (2016).

From now on, we refer to this model as simply Mittag-Leffler; not to be confused with the type 1 version. We have that \( \lim_{\kappa \to 1^-} E(\exp(sU)) = \mathcal{E}_1(s) = \exp(s) \), for \( s \in \mathbb{R} \). Therefore, the (type 2) ML distribution converges in distribution to a degenerate random variable at 1 as \( \kappa \to 1^- \).

The notation \( V_1 \overset{d}{=} V_2 \) means the random variables \( V_1 \) and \( V_2 \) follow the same distribution.

**Proposition 2.1.** Let \( N \sim \text{FP}(\nu, \kappa) \) and \( \{W_n\}_{n \in \mathbb{N}} \) a sequence of i.i.d. random variables independent of \( N \) with \( E(W_1) = 0 \) and \( \text{Var}(W_1) = 1 \). Then,

i. it holds that

\[
\tilde{S}_\nu \equiv \frac{1}{\sqrt{\nu}} \sum_{i=1}^{N} W_i \overset{d}{\to} Y,
\]

where \( Y \) has characteristic function given by

\[
\varphi_Y(s) = \mathcal{E}_\kappa\left(-\frac{s^2}{2}\right), \quad s \in \mathbb{R}, \kappa \in (0, 1];
\]

ii. the limit random variable \( Y \) in (7) admits the stochastic representation

\[
Y \overset{d}{=} \sqrt{U}Z,
\]

where \( Z \sim N(0, 1) \) and \( U \sim \text{ML}(\kappa) \) are independent.

**Proof.** (i) We will show the convergence of the characteristic functions and then the result will follow from the Lévy’s Continuity Theorem.

We first need to justify the given normalization of \( S_\nu \equiv \sum_{i=1}^{N} W_i \). We have that \( E(S_\nu) = E(N)E(W_1) = 0 \) and \( \text{Var}(S_\nu) = E(\text{Var}(S_\nu|N)) + \text{Var}(E(S_\nu|N)) = E(\text{Var}(S_\nu|N)) = E(N) = \frac{\nu}{\Gamma(\kappa + 1)}. \) Therefore, \( \text{Var}(S_\nu) = \)
\( O(\nu^{1/2}) \) and then \( \tilde{S}_\nu = \frac{S}{\sqrt{\nu}} \) will have a non-trivial limit in distribution. Using properties of conditional expectation, it holds that

\[
\varphi_{\tilde{S}_\nu}(s) = E\left\{ E\left( \exp\left\{ i s \nu^{-1/2} \sum_{i=1}^{N} W_i \right\} \mid N \right) \right\} = G_N\left( \varphi_{W_1}\left( \frac{s}{\sqrt{\nu}} \right) \right)
\]

\[
= \mathcal{E}_\kappa\left( \nu\left\{ \varphi_{W_1}\left( \frac{s}{\sqrt{\nu}} \right) - 1 \right\} \right),
\]

where \( G_N(\cdot) \) is the probability generating function of \( N \) given in (5) with \( t = 1 \) and \( \varphi_{W_1}(\cdot) \) is the characteristic function of \( W_1 \). Since \( \mathcal{E}_\kappa(\cdot) \) is continuous, it follows that

\[
\lim_{\nu \to \infty} \varphi_{\tilde{S}_\nu}(s) = \mathcal{E}_\kappa\left( \lim_{\nu \to \infty} \nu\left\{ \varphi_{W_1}\left( \frac{s}{\sqrt{\nu}} \right) - 1 \right\} \right).
\]

The limit above has an indeterminate form of the type “\( \infty \times 0 \)”. We apply L’Hôpital’s rule in (10) to obtain that

\[
\lim_{\nu \to \infty} \varphi_{W_1}\left( \frac{s}{\sqrt{\nu}} \right) \frac{-1}{1/\nu} = \lim_{\nu \to \infty} \frac{(-s/2)\nu^{-3/2}\varphi'_{W_1}\left( s/\sqrt{\nu} \right)}{-\nu^{-2}} = \lim_{\nu \to \infty} \frac{(s/2)\varphi''_{W_1}\left( s/\sqrt{\nu} \right)}{\nu^{-1/2}},
\]

where \( \varphi'_{W_1}(x) = d\varphi_{W_1}(x)/dx \). Note that \( \varphi'_{W_1}(0) = iE(W_1) = 0 \) and, therefore, (11) has the indeterminate form “0/0”. A second application of L’Hôpital’s rule gives us that

\[
\frac{s}{2} \lim_{\nu \to \infty} \frac{\varphi''_{W_1}\left( s/\sqrt{\nu} \right)}{\nu^{-1/2}} = \frac{s}{2} \lim_{\nu \to \infty} \frac{(-s/2)\nu^{-3/2}\varphi''_{W_1}\left( s/\sqrt{\nu} \right)}{-1/2\nu^{-3/2}}
\]

\[
= \frac{s^2}{2} \lim_{\nu \to \infty} \varphi''_{W_1}\left( s/\sqrt{\nu} \right)
\]

\[
= \frac{s^2}{2} \varphi''_{W_1}(0) = \frac{s^2}{2} i^2 E(W_1^2) = -\frac{s^2}{2},
\]

where \( \varphi''_{W_1}(x) = d^2\varphi_{W_1}(x)/dx^2 \). Hence,

\[
\lim_{\nu \to \infty} \varphi_{\tilde{S}_\nu}(s) = \mathcal{E}_\kappa\left( -\frac{s^2}{2} \right), \forall s \in \mathbb{R}.
\]

(ii) In Gorenflo et al. (2014)\textsuperscript{[15]} (see Section 3.7) it is shown that the Mittag-Leffler function with negative argument can be written as

\[
\mathcal{E}_\kappa\left( -\frac{s^2}{2} \right) = \int_{0}^{\infty} e^{-u^2/2} f_{\kappa}(u) du,
\]

where \( f_{\kappa}(\cdot) \) is the density function of a (type 2) Mittag-Leffler distribution given in (6); see Blumenfeld and Mandelbrot (1997).\textsuperscript{[6]} This indicates that
the limiting distribution is a normal variance mixture involving a ML distribution. To prove this claim, let \( U \sim \text{ML}(\kappa) \) independent of \( Z \sim N(0, 1) \). The characteristic function of \( \sqrt{UZ} \) is

\[
\varphi_{\sqrt{UZ}}(s) = E(e^{is\sqrt{UZ}}) = E\left(E\left(e^{is\sqrt{UZ}} | U \right)\right) = E\left(\varphi_Z(s\sqrt{U})\right) = E\left(e^{-\frac{s^2}{2}U}\right) = \int_0^\infty e^{-\frac{s^2}{2}u} f_\kappa(u) du, \quad s \in \mathbb{R},
\]

which coincides with the characteristic function of our limiting distribution in (12). Therefore, we have proven that \( Y \equiv \sqrt{UZ} \).

**Definition 2.1.** A random variable \( Y \) is said to follow a standard Normal-Mittag-Leffler distribution if satisfies the stochastic representation (9). We denote by \( Y \sim \text{NML}(\kappa) \).

**Remark 1.** To the best of our knowledge, the NML distribution defined above as a normal variance mixture is a new law in the literature. Moreover, the stochastic representation in (9) will be particularly useful in Section 4.1 when performing Monte Carlo simulation, where an NML random variable generator is required.

**Remark 2.** From (8), it can be shown that our NML law weakly converges to the standard Laplace and normal distributions when \( \kappa \to 0^+ \) and \( \kappa \to 1^- \), respectively. Therefore, our model makes a continuous bridge between these two well-known distributions. Similarly, we have that the FP sum contains the geometric and Poisson summations as \( \kappa \to 0^+ \) and \( \kappa \to 1^- \), respectively.

**Remark 3.** Our NML law is different from the Mittag-Leffler-Gaussian (MLG) distribution proposed by Agahi and Alipour (2019)\[^2\] despite similar names. The MLG model was introduced by replacing the exponential function with the Mittag-Leffler function in the normal density function. In our case, the NML distribution naturally arises as a weak limit of a fractional Poisson random sum.

**Remark 4.** In Zolotarev (1986)\[^46\] (see Section 2.10), the author observes that a random variable \( U \sim \text{ML}(\kappa) \) can be represented by

\[
U \equiv \frac{1}{Q},
\]

where \( Q \) is one-sided stable distributed with tail exponent \( \kappa \in (0, 1) \) and with density function.
\( f_Q(q) = \frac{1}{\pi} \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j!} \sin (\pi kj) \Gamma(kj + 1)q^{-(kj+1)}, \quad q > 0. \)

See also Huillet (2016)\(^{[17]}\) for more details. Therefore, \( Y \) can be represented as

\[
Y \overset{d}{=} \frac{Z}{Q^{\kappa/2}}, \quad (13)
\]

where \( Z \sim N(0,1) \) and \( Q \) are independent. The stochastic representation (13) is an alternative to (9).

Let \( Y \sim \text{NML}(\kappa) \). The moments of \( Y \) are easily obtained through the characteristic function (8) and the sum representation of the Mittag-Leffler function in (3). Its moments of odd order are null, that is \( E(Y^{2j+1}) = 0 \) for all \( j \geq 0 \). The even moments are given by \( E(Y^{2j}) = \frac{(2j)!}{2\Gamma(jk+1)} \), for \( j \in \mathbb{N} \). In particular, the first four cumulants of the NML law are

\[
E(Y) = 0, \quad \text{Var}(Y) = \frac{1}{\Gamma(\kappa + 1)}, \quad \gamma_1 = 0, \quad \text{and} \quad \gamma_2 = \frac{6\Gamma^2(\kappa + 1)}{\Gamma(2\kappa + 1)} = 3,
\]

where \( \gamma_1 \) and \( \gamma_2 \) are the asymmetry coefficient and excess kurtosis, respectively.

The following limits indicate the asymptotic behavior of the variance and excess kurtosis of \( Y \) as function of \( \kappa \) when approaching the boundaries of the parameter space:

\[
\begin{align*}
\lim_{\kappa \to 0} \text{Var}(Y) &= \lim_{\kappa \to 0} \frac{1}{\Gamma(\kappa + 1)} = 1, \\
\lim_{\kappa \to 1} \text{Var}(Y) &= \lim_{\kappa \to 1} \frac{1}{\Gamma(\kappa + 1)} = 1,
\end{align*}
\]

\[
\begin{align*}
\lim_{\kappa \to 0} \gamma_2 &= \lim_{\kappa \to 0} \frac{6\Gamma^2(\kappa + 1)}{\Gamma(2\kappa + 1)} - 3 = 3, \\
\lim_{\kappa \to 1} \gamma_2 &= \lim_{\kappa \to 1} \frac{6\Gamma^2(\kappa + 1)}{\Gamma(2\kappa + 1)} - 3 = 0.
\end{align*}
\]
Figure 1 displays the graphics of the variance and $\gamma_2$ as function of $\kappa$. Note that, at the limit of the parametric space of $\kappa$, we have that the variance of the NML distribution is equal to one. For $\kappa > 0$, the NML law has tails heavier than the normal distribution since $\gamma_2 > 0$. When $\kappa \to 1$, the excess kurtosis of the Normal Mittag-Leffler distribution coincides with that of the normal law, as expected. The global maximum point of $\Gamma(\kappa + 1)^{-1}$, for $0 < \kappa \leq 1$, is approximately $\kappa = 0.4616$. Therefore, the variance starts at 1 in the limit when $\kappa \to 0$, increases reaching its maximum value of approximately 1.1292 and then decreases until it reaches 1 again when $\kappa \to 1$. The excess kurtosis takes on a maximum value of 3 when $\kappa \to 0$. This last fact was expected since our model converges to the standard Laplace distribution when $\kappa \to 0$.

From the normal variance mixture representation in (9) and Expression (6), we obtain that the density function of a NML random variable $Y$ can be expressed by

$$f_Y(y) = \int_0^\infty f(y|u)f_k(u)du$$

$$= \int_0^\infty \frac{1}{\sqrt{2\pi u}} e^{-\frac{y^2}{2u}} \sum_{j=1}^\infty \frac{(-1)^{j-1}}{j!} \sin(\pi \kappa j) \Gamma(\kappa j + 1) u^{j-1} du, y \in \mathbb{R}.$$  \hspace{1cm} (14)

The implementation of the density function above can suffer from numerical instability due to the ML density. To overcome this issue, we find another expression for the NML law based on the Inversion Formula Theorem, which is given in the next proposition.

**Proposition 2.2.** The probability density function of a random variable $Y \sim \text{NML}(\kappa)$, for $0 < \kappa \leq 1$, can be expressed by

$$f_Y(y) = \frac{1}{\pi} \int_0^\infty \cos(\pi \kappa t) \mathcal{E}_\kappa \left( -\frac{t^2}{2} \right) dt, y \in \mathbb{R}.$$  \hspace{1cm} (15)

**Proof.** To employ the Inversion Formula Theorem (for instance, see Chapter 4 of Gut (2013)$^{[16]}$), we need to show that the characteristic function is integrable, that is $\int_{-\infty}^{\infty} |\phi_Y(t)| dt < \infty$.

From Agahi and Alipour (2019),$^{[2]}$ we have that $\int_{-\infty}^{\infty} \mathcal{E}_\kappa \left( -\frac{t^2}{2} \right) dt = \frac{\pi \sqrt{2}}{\Gamma\left(1-\frac{1}{\kappa}\right)}, 0 < \kappa \leq 1$. Further, from Pollard (1948),$^{[36]}$ we obtain that $\mathcal{E}_\kappa \left( -\frac{t^2}{2} \right)$ is completely monotonic and strictly positive for all $t \in \mathbb{R}$. Using these results, it follows that
Finally, apply the Inversion Formula Theorem to obtain that the probability density function of $Y$ can be expressed by

$$f_Y(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iy \varphi_Y(t)} dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iy \varphi_Y(t)} dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left[ \cos(ty) - i \sin(ty) \right] \varphi_Y(t) dt$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} \cos(ty) E_{\kappa} \left( -\frac{t^2}{2} \right) dt - \frac{i}{2\pi} \int_{-\infty}^{\infty} \sin(ty) E_{\kappa} \left( -\frac{t^2}{2} \right) dt$$

$$= \frac{1}{\pi} \int_{0}^{\infty} \cos(\kappa \tau) E_{\kappa} \left( -\frac{\tau^2}{2} \right) d\tau, y \in \mathbb{R}.$$  

Figure 2 displays the graph of the probability density function given in (15) for some values of $\kappa$, including the limiting cases Laplace ($\kappa \to 0^+$) and normal ($\kappa \to 1^-$) densities. The implementation of the density function (15) involves numerical integration. The figure illustrates the continuous bridge made by the NML distribution connecting the normal and Laplace distributions. Moreover, the density functions are symmetric around zero and unimodal.
We now finish this section by proposing a location-scale extension of our standard NML distribution through a simple linear transformation, which is of practical interest.

**Definition 2.2.** Let \( Y \sim \text{NML}(\kappa), \mu \in \mathbb{R} \) and \( \sigma^2 > 0 \). If \( X = \sigma Y + \mu \), then we say that \( X \) follows a nonstandard NML law and denote \( X \sim \text{NML}(\mu, \sigma^2, \kappa) \).

From the moments obtained for the standard NML model, we directly obtain the moments of \( X \sim \text{NML}(\mu, \sigma^2, \kappa) \) as follows:

\[
E(X^n) = \begin{cases} 
\frac{(n-1)/2}{(2j + 1)!} \frac{n!}{\Gamma\left(\frac{n-2j-1}{2}\kappa + 1\right)} \sigma^{n-2j-1} \mu^{2j+1}, & \text{if } n \text{ is odd}, \\
\frac{n/2}{(2j)!} \frac{n!}{\Gamma\left(\frac{n}{2} - j\kappa + 1\right)} \sigma^{n-2j} \mu^{2j}, & \text{if } n \text{ is even},
\end{cases}
\]

In particular, we have that \( E(X) = \mu \) and \( \text{Var}(X) = \frac{\sigma^2}{\Gamma(\kappa+1)} \). Moreover, from Proposition 2.2, we obtain that the density function of \( X \sim \text{NML}(\mu, \sigma^2, \kappa) \) can be written as

\[
f_X(x) = \frac{1}{\sigma \pi} \int_0^\infty \cos\left(t \left(\frac{x - \mu}{\sigma}\right)\right) \mathcal{E}_\kappa\left(-\frac{t^2}{2}\right) dt, x \in \mathbb{R}.
\]

In the next section, we develop a parameter estimation procedure for the nonstandard NML distribution and obtain the asymptotic distribution of the proposed estimators.

### 3. Parameter estimation and asymptotic distribution

In this section, we approach the inferential aspects of the NML distribution. Due to the complicated form of the density function (14) (or (15)), the maximum likelihood method is cumbersome. A simple widely employed strategy in these cases is to consider a type-method of moments estimation procedure; for instance, see Kozubowski (2001), Cahoy et al. (2010), Wang et al. (2014), and Cahoy and Polito (2014).\[8, 9, 27, 45\] Let \( Y_1, \ldots, Y_n \) be an \( i.i.d. \) sample from the \( \text{NML}(\mu, \sigma^2, \kappa) \) law. We propose a method of moments (MM) estimation based on the first, second and fourth moments of the NML distribution; note that the skewness (related to the third moment) equals 0 in our case. Let \( \mu_k = E(Y_i^k) \) and \( M_k = \frac{1}{n} \sum_{i=1}^n Y_i^k \) denote the \( k \)-th population moment and \( k \)-th sampling moment, respectively, \( k \in \mathbb{N} \). The MM estimators, say \( \hat{\mu}, \hat{\sigma}^2 \), and \( \hat{\kappa} \), are obtained as the
solution of the following system of equations:

\[
\begin{align*}
\hat{\mu}_1 &= M_1 \\
\hat{\mu}_2 &= M_2 \\
\hat{\mu}_4 &= M_4
\end{align*}
\]

(17)

To find the solution of (17), we study the behavior of the function \(h : (0, 1] \rightarrow \mathbb{R}\) defined by

\[
h(\kappa) \equiv \frac{\Gamma^2(\kappa + 1)}{\Gamma(2\kappa + 1)}.
\]

Applying the logarithm and calculating the first derivative, we obtain that

\[
\frac{d}{d\kappa} \log h(\kappa) = \frac{d}{d\kappa} \log \left\{ \frac{\Gamma^2(\kappa + 1)}{\Gamma(2\kappa + 1)} \right\} = 2[\Psi(\kappa + 1) - \Psi(2\kappa + 1)],
\]

(18)

where \(\Psi(z) = \frac{\Gamma'(z)}{\Gamma(z)}\) is the digamma function. On the other hand, \(\Psi(z)\) can be written as (see Abramowitz and Stegun (1965))

\[
\Psi(z) = \int_0^1 \frac{1-t^{z-1}}{1-t} \, dt - \gamma, \quad z > 0,
\]

where \(\gamma = \int_0^\infty \left( \frac{1}{e^t - 1} - \frac{1}{te} \right) dt\). Hence, we can write (18) as
\[
\frac{d}{d\kappa} \log h(\kappa) = 2 \int_0^1 \frac{-\kappa(1-\kappa)}{1-t} dt.
\]

Since \( \int_0^1 \frac{-\kappa(1-\kappa)}{1-t} dt < 0 \) for all \( \kappa \in (0, 1] \), it follows that

\[
\frac{d}{d\kappa} \log h(\kappa) < 0, \quad \forall \kappa \in (0, 1].
\]

This shows that \( h(\cdot) \) is a monotone function. Also, the continuity of \( h(\cdot) \) follows from the continuity of the gamma function. Therefore, \( h(\cdot) \) has an inverse function which is denoted by \( h^{-1}(\cdot) \). Figure 3 presents the graphic of the function \( \frac{d}{d\kappa} \log h(\kappa) \) versus \( \kappa \), for \( \kappa \in (0, 1] \).

Solving the system of nonlinear equations in (17), we obtain explicit expressions for the MM estimators as follows:

\[
\begin{align*}
\hat{\mu} &= M_1, \\
\hat{\sigma}^2 &= (M_2 - M_1^2) \Gamma \left( h^{-1} \left( \frac{M_4 - 6M_2^2M_2 + 5M_1^4}{6(M_2 - M_1^2)^2} \right) + 1 \right), \\
\hat{\kappa} &= h^{-1} \left( \frac{M_4 - 6M_2^2M_2 + 5M_1^4}{6(M_2 - M_1^2)^2} \right).
\end{align*}
\]

(19)

In the next proposition, we establish the asymptotic properties of the MM estimators given in (19).

**Proposition 3.1.** The MM estimators \( \hat{\mu}, \hat{\sigma}^2, \) and \( \hat{\kappa} \) are strongly consistent for \( \mu, \sigma^2, \) and \( \kappa, \) respectively, and satisfy the asymptotic normality

\[
\sqrt{n} \{ (\hat{\mu}, \hat{\sigma}^2, \hat{\kappa}) - (\mu, \sigma^2, \kappa) \} \xrightarrow{d} N_3(0, \nabla g \Sigma \nabla g^\top),
\]

as \( n \to \infty \), where the elements of the matrix \( \Sigma \) are

\[
\begin{align*}
\Sigma_{11} &= \frac{\sigma^2}{\Gamma(\kappa + 1)}, \\
\Sigma_{12} &= \Sigma_{21} = \frac{2\mu \sigma^2}{\Gamma(\kappa + 1)}, \\
\Sigma_{13} &= \Sigma_{31} = \frac{24\mu \sigma^4}{\Gamma(2\kappa + 1)} + \frac{4\mu^3 \sigma^2}{\Gamma(\kappa + 1)}, \\
\Sigma_{22} &= \frac{6\sigma^4}{\Gamma(2\kappa + 1)} + \frac{4\mu^2 \sigma^2}{\Gamma(\kappa + 1)} - \frac{\sigma^4}{\Gamma(\kappa + 1)^2}, \\
\Sigma_{23} &= \Sigma_{32} = \frac{90\sigma^6}{\Gamma(3\kappa + 1)} - \frac{6\sigma^6}{\Gamma(2\kappa + 1)\Gamma(\kappa + 1)} + \frac{84\mu^2 \sigma^4}{\Gamma(2\kappa + 1)} - \frac{6\mu^2 \sigma^4}{\Gamma(\kappa + 1)^2} + \frac{8\mu^4 \sigma^2}{\Gamma(2\kappa + 1)}, \\
\Sigma_{33} &= \frac{16\mu^6 \sigma^2}{\Gamma(\kappa + 1)} + \frac{408\mu^4 \sigma^4}{\Gamma(2\kappa + 1)\Gamma(\kappa + 1)} - \frac{36\mu^4 \sigma^4}{\Gamma(\kappa + 1)^2} + \frac{72\mu^2 \sigma^6}{\Gamma(2\kappa + 1)} + \frac{2520\mu^2 \sigma^6}{\Gamma(3\kappa + 1)} + \frac{2520\sigma^8}{\Gamma(4\kappa + 1)} - \frac{36\sigma^8}{\Gamma(2\kappa + 1)^2},
\end{align*}
\]

and \( g : \mathbb{R}^3 \to \mathbb{R}^3 \) is defined by
\( g(x, y, z) \equiv (g_1(x, y, z), g_2(x, y, z), g_3(x, y, z)) \)

\[
\equiv (x, (y - x^2) \Gamma \left( h^{-1} \left( \frac{z - 6x^2y + 5x^4}{6(y-x^2)^2} \right) + 1 \right), h^{-1} \left( \frac{z - 6x^2y + 5x^4}{6(y-x^2)^2} \right)),
\]

with gradient \( \nabla g \) given explicitly in the Appendix.

**Proof.** The strongly consistency of the MM estimators follows from the Strong Law of Large Numbers. To establish the asymptotic normality, we apply the multivariate Central Limit Theorem to obtain that

\[
\sqrt{n} \left\{ \left( \frac{\sum_{i=1}^{n} Y_i}{n}, \frac{\sum_{i=1}^{n} Y_i^2}{n}, \frac{\sum_{i=1}^{n} Y_i^4}{n} \right) - (\mu_1, \mu_2, \mu_4) \right\} \xrightarrow{d} \mathcal{N}_3(0, \Sigma),
\]

as \( n \to \infty \),

where \( \mu_1 = E(Y) = \mu, \mu_2 = E(Y^2) = \frac{\sigma^2}{\Gamma(\kappa+1)} + \mu^2, \mu_4 = E(Y^4) = \frac{6\mu^2\sigma^4}{\Gamma(2\kappa+1)} + \mu^4 \), and \( \Sigma \) is the asymptotic covariance matrix given by

\[
\Sigma = \begin{pmatrix}
\text{Var}(Y) & \text{cov}(Y, Y^2) & \text{cov}(Y, Y^4) \\
\text{cov}(Y, Y^2) & \text{Var}(Y^2) & \text{cov}(Y^2, Y^4) \\
\text{cov}(Y, Y^4) & \text{cov}(Y^2, Y^4) & \text{Var}(Y^4)
\end{pmatrix},
\]

with explicit elements obtained from the moments of the random variable \( Y \sim \text{NML}(\mu, \sigma^2, \kappa) \) given in (16). The desired result is now obtained by applying the Delta Method in (21) with \( g(\cdot, \cdot, \cdot) \) assuming the form (20). \( \square \)

In the next section, we provide numerical experiments involving artificial and real data sets to illustrate the finite-sample performance of the proposed estimators and the usefulness of the NML law in practice.

### 4. Numerical experiments

#### 4.1. Monte Carlo simulation

We present a simulation study to verify the behavior of the proposed estimators for the NML parameters. All the numerical experiments provided in this paper were implemented using the software R (R Core Team, 2020).\[37\] To generate random samples from the NML distribution, we use its normal variance mixture representation given in (9), that is, \( Y = \mu + \sigma \sqrt{U} Z \), with \( Z \sim \text{N}(0, 1) \) independent of \( U \sim \text{ML}(\kappa) \). To generate from the ML distribution, we consider the algorithm proposed by Ridout (2009),\[40\] which is based on the Laplace transform.

In these simulations, we set \( \mu = 0.5, \sigma^2 = 1, \kappa = 0.2, 0.3, 0.5, 0.6, 0.8 \), and sample sizes \( n = 200, 500, 1000, 2000 \). We also set 5000 Monte Carlo replications and in each step we generate a random sample from the NML distribution.
and obtain the MM estimates. The empirical means of the parameter estimates and their root mean square error (RMSE) are reported in Table 1.

Looking at the results from Table 1, we observe that the bias and RMSE go to 0 as the sample size increases. This was expected since the estimators are consistent. In particular, the MM estimators of $l$ and $r^2$ work very well in all scenarios considered. Regarding the estimation of $j$, we see that $\hat{j}$ yields satisfactory estimates for $j/0.2$, but not for $j=0.2, 0.3$. Note that there is a considerable bias when $j<0.5$, even for large samples. The estimation under this setting needs further investigation. It is worth anticipating that this type of problem is not experienced in our application since $\hat{j}\approx0.5$ there.

A second simulation study enables us to evaluate the standard errors obtained through the asymptotic covariance matrix given in Proposition 3.1, which we call here the theoretical standard error. We compare them to the empirical standard errors obtained from the MM estimates in the same settings as before. The average theoretical and empirical standard errors are presented in Table 2. We observe a good agreement between the theoretical and empirical standard errors for the cases where $k\geq0.5$, especially when the sample size increases. On the other hand, we notice a considerable difference for the settings $k=0.2$ and $k=0.3$, except for the standard errors related to $\hat{l}$. Again, this gives evidence that a special study is required to make an inference on the NML law when $k<0.5$.

We conclude this subsection with an illustration of the asymptotic normality of the MM estimators established in Proposition 3.1. We present histograms of the standardized (mean-deviation) MM estimates obtained in the Monte Carlo replications along with the standard normal density curve in Figure 4 for the cases $k=0.3$ and $k=0.8$ with sample sizes $n=200, 500, 1000, 2000$. It can be seen that the normal approximation works
satisfactorily and becomes better as the sample size increases. We also observed this behavior for the MM estimators of $\mu$ and $\sigma^2$ but we did not report them here to save space.

### 4.2. IBOVESPA data analysis

We now illustrate the usefulness of the Normal-Mittag-Leffler distribution for modeling financial data. We study the daily log-returns of IBOVESPA
(São Paulo Stock Exchange Index), which can be obtained from the website https://finance.yahoo.com/. The data consists of 2226 observations collected from Jan 1st, 2010 to Dec 31st, 2018. For a justification of why using limiting laws from random summations to model high-frequency financial data, we refer to Schluter and Trede (2016) and Oliveira et al. (2021).[34, 43]

For comparison purposes, we also consider the well-known normal inverse-Gaussian (NIG) and normal gamma (NG) distributions with parameters \( \mu, \sigma^2 > 0 \), and \( \phi > 0 \); we use here the parameterization considered in Oliveira et al. (2021).[34] For estimating their parameters, we consider the EM-algorithm developed by Oliveira et al. (2021). [34]

Moreover, the limiting cases of the NML distribution, normal (\( \kappa = 1 \)) and Laplace (\( \kappa = 0 \)), are also considered in our application.

Table 3 presents the parameter estimates and their associated standard errors (in parentheses) for the NML, normal, Laplace, NG, and NIG models for the daily log-returns of IBOVESPA. In Figure 5, we show the histogram of the IBOVESPA log-returns along with the normal, Laplace, NML, NG, and NIG fitted density functions. From this figure, we observe a satisfactory fit of our proposed NML distribution to the data. To confirm this, we compute the empirical first four cumulants and compare them to the fitted quantities according to the models considered in this application. These empirical and fitted cumulants are provided in Table 4. Looking at this table, we see that all models captured well the empirical mean and variance, except for the estimated variance under the Laplace model. The empirical skewness is almost null, so the assumption of symmetry implicitly considered in the normal, Laplace, and NML laws is suitable. Moreover, the NG and NIG distributions estimated the skewness close to 0.

The major difference in the fitted models concerns the tails through the excess kurtosis. First, note that the normal and Laplace distributions have theoretical excess kurtosis equal to 0 and 3, respectively. These distributions are not adequate to model the tails in this financial data set. We observe that our NML distribution captured very well the excess kurtosis, providing better results than the well-used NIG and NG laws. It is important to emphasize the cruciality of modeling well the tails when dealing with financial data. This empirical illustration shows that the limiting distribution

| Model  | \( \mu \)    | \( \sigma^2 \)  | \( \kappa \) or \( \phi \) |
|--------|--------------|----------------|--------------------------|
| Normal | 0.00021 (0.00030) | 0.00020 (0.00001) | 1 (———) |
| Laplace| 0.00021 (0.00012) | 0.00021 (0.00001) | 0 (———) |
| NML    | 0.00021 (0.00030) | 0.00018 (0.00001) | 0.49123 (0.00554) |
| NIG    | 0.00021 (0.00030) | 0.00020 (0.00001) | 2.09675 (0.41203) |
| NG     | 0.00021 (0.00030) | 0.00020 (0.00001) | 2.58371 (0.40600) |
found in our paper can be useful for analyzing data when the excess kurtosis is between 0 and 3.

5. Related problems

In this section, we discuss two related problems to the FP summation: (1) the mixed Poisson representation of the FP distribution; (2) the weak limit of a Conway-Maxwell-Poisson random sum.

5.1. Mixed Poisson representation for the FP law

Proposition 2.1 provides, as a byproduct, the decomposition of an FP distribution as a mixture between the Poisson and (type 2) Mittag-Leffler distributions, which is stated in the next corollary. To the best of our knowledge, this property of the FP law is a new finding in the literature.

Corollary 5.1. Let $N \sim FP(\nu, \kappa), \nu > 0$ and $\kappa \in (0, 1]$. Then, $N$ satisfies the following mixed Poisson representation: $N | U \sim Poisson(\nu U)$, with $U \sim ML(\kappa)$.

We think that Corollary 5.1 can be useful to study properties of the FP distribution and to implement alternative estimation procedures rather
than the method of moments. In particular, a Monte Carlo Expectation-Maximization algorithm can be developed as an alternative to the direct maximization of the log-likelihood function, which is infeasible due to the complicated form of the FP probability function.

Moreover, by using Corollary 5.1 and Definition 4.3 from Grandell (1997), we can construct an associated mixed Poisson process as follows. Let \( \{N(t)\}_{t \geq 0} \) be a Poisson process with rate \( \nu > 0 \), independent of \( U \sim ML(\kappa) \). Define a new counting process by \( \{\tilde{N}(t)\}_{t \geq 0} \) by \( \tilde{N}(t) \equiv (N^\infty U)(t) \equiv N^\infty(tU) \), for \( t \geq 0 \). Then, \( \{\tilde{N}(t)\}_{t \geq 0} \) is a mixed Poisson process with marginals FP distributed.

We believe that the points discussed in this subsection deserve further investigation. Another question of interest is to explore if the existing non-Markovian FP process is related (in some sense) to the above mixed Poisson process. A referee pointed out a related work by Jordanova (2005), which investigates the connection between weak convergence of mixed processes with additive independent increments and weak convergence of the corresponding counting processes.

### 5.2. Conway-Maxwell-Poisson random sum

We conclude this paper showing that not all generalized Poisson random sums yield a non-normal limiting distribution. We consider the Conway-Maxwell-Poisson (COMP) distribution, also known as COM-Poisson, introduced by Conway and Maxwell (1962). This distribution has received a lot of attention after its revival by Shmueli et al. (2005).

A random variable \( K \) is COM-Poisson distributed if its probability mass function assumes the form

\[
P(K = j) = \frac{\lambda^j}{(j!)^\eta} H(\lambda, \eta), \quad j = 0, 1, 2, \ldots,
\]

for \( \lambda > 0 \) and \( \eta > 0 \), where \( H(\lambda, \eta) \) is a normalizing constant given by

\[
H(\lambda, \eta) = \sum_{i=0}^{\infty} \frac{\lambda^i}{(i!)^\eta}.
\]

We denote \( K \sim \text{COMP}(\lambda, \eta) \). The COM-Poisson law contains the Poisson distribution as a particular case when \( \eta = 1 \). The expected value, variance, and probability generating function of \( K \sim \text{COMP}(\lambda, \eta) \) are (for instance, see Daly and Gaunt (2016)) respectively

\[
E(K) = \lambda \frac{d}{d\lambda} \{ \log(H(\lambda, \eta)) \}, \quad \text{Var}(K) = \lambda \frac{d}{d\lambda} \{ E(K) \}, \quad G_K(t) = \frac{H(t\lambda, \eta)}{H(\lambda, \eta)}, \quad t \in \mathbb{R}.
\]

In Gaunt et al. (2019), it is shown that, for fixed \( \eta \) and for large \( \lambda \),
\[ H(\lambda, \eta) = \exp \left\{ \eta^{1/\eta} \right\} \frac{\lambda^{1/\eta}}{2\pi} \frac{1}{\sqrt{\eta}} (1 + \mathcal{O}(\lambda^{-1/\eta})) , \]  \hfill (22)

and

\[ E(K) \approx \lambda^{\frac{1}{\eta}} - \frac{\eta - 1}{2\eta} . \]  \hfill (23)

The Conway-Maxwell-Poisson random sum is given by (1) with \( N = K \sim \text{COMP}(\lambda, \eta) \). When \( \eta = 1 \), we obtain the Poisson random summation as a particular case. In the next proposition, we show that a proper normalization of the COMP summation yields a normal limiting distribution.

**Proposition 5.2.** Let \( \{X_n\}_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables with \( E(X_1) = 0 \) and \( \text{Var}(X_1) = 1 \). Let \( K \sim \text{COMP}(\lambda, \eta) \), independent of the \( X_n \)'s. Then,

\[ \tilde{S}_k \equiv a_k \sum_{i=1}^{K} X_i \rightarrow N(0, 1), \text{as } \lambda \rightarrow \infty, \]

where \( a_k = \lambda^{-\frac{1}{2\eta}} \).

**Proof.** Let \( S_\lambda = \sum_{i=1}^{K} X_i \) and observe that \( E(S_\lambda) = E(K)E(X_1) = 0 \). Also, with the help of (23), we get \( \text{Var}(S_\lambda) = \text{Var}(X_1)E(K) + E^2(X_1)\text{Var}(K) \approx \lambda^{\frac{1}{\eta}} - \frac{\eta - 1}{2\eta} \), when \( \lambda \) is large. Therefore, \( \text{Var}(S_\lambda) = \mathcal{O}(\lambda^{1/\eta}) \), which indicates we must choose \( a_k = \lambda^{-\frac{1}{2\eta}} \) as the proper normalization.

The characteristic function of the random variable \( \tilde{S}_k \) can be written as

\[ \varphi_{\tilde{S}_\lambda}(t) = \varphi_{S_\lambda}(a_{\lambda}t) = G_K(\varphi_{X_1}(a_{\lambda}t)) = \frac{H(\varphi_{X_1}(a_{\lambda}t))}{H(\lambda, \eta)} , \]

with \( G_K(\cdot) \) and \( \varphi_{X_1}(\cdot) \) being the probability generating function of \( K \) and characteristic function of \( X_1 \), respectively. Taking \( \lambda \rightarrow \infty \) and using (22), we obtain

\begin{align}
\lim_{\lambda \rightarrow \infty} \varphi_{\tilde{S}_\lambda}(t) &= \lim_{\lambda \rightarrow \infty} \frac{\exp \left\{ \eta^{1/\eta} \left[ \varphi^{1/\eta}_{X_1}(a_{\lambda}t) - 1 \right] \right\}}{\varphi^{(\eta-1)/2\eta}_{X_1}(a_{\lambda}t)} \\
&= \exp \left\{ \lim_{\lambda \rightarrow \infty} \eta^{1/\eta} \left[ \varphi^{1/\eta}_{X_1}(a_{\lambda}t) - 1 \right] \right\} \\
&= \exp \left\{ \lim_{\lambda \rightarrow \infty} \frac{\eta \left[ \varphi^{1/\eta}_{X_1}(a_{\lambda}t) - 1 \right]}{\lambda^{-1/\eta}} \right\} . \hfill (24)
\end{align}
Note that \( \lim_{\lambda \to \infty} \varphi_{X_1}^{1/\eta}(a_{\lambda} t) = 1 \) and, therefore, the limit in (24) has the indeterminate form “0/0”. Apply L'Hôpital's rule in (24) to obtain that
\[
\lim_{\lambda \to \infty} \frac{\eta \left[ \varphi_{X_1}^{1/\eta}(a_{\lambda} t) - 1 \right]}{\lambda^{-1/\eta}} = \frac{t}{2} \lim_{\lambda \to \infty} \frac{\varphi_{X_1}^{1/\eta-1}(\lambda^{-\frac{1}{\eta}} t) \varphi'_{X_1}(\lambda^{-\frac{1}{\eta}} t)}{\lambda^{-\frac{1}{\eta}} t},
\]
where \( \varphi_{X_1}'(x) = d\varphi_{X_1}(x)/dx \). Note that Expression (25) has again the indeterminate form “0/0” since \( \varphi_{X_1}'(0) = iE(X_1) = 0 \). A second application of the L'Hôpital's rule gives us that
\[
\lim_{\lambda \to \infty} \frac{\varphi_{X_1}^{1/\eta-1}(\lambda^{-\frac{1}{\eta}} t) \varphi'_{X_1}(\lambda^{-\frac{1}{\eta}} t)}{\lambda^{-\frac{1}{\eta}} t} = \lim_{\lambda \to \infty} \left\{ (1/\eta - 1) \varphi_{X_1}^{1/\eta-2}(\lambda^{-\frac{1}{\eta}} t) \left[ \varphi'_{X_1}(\lambda^{-\frac{1}{\eta}} t) \right]^2 t + \varphi_{X_1}^{1/\eta-1}(\lambda^{-\frac{1}{\eta}} t) \varphi''_{X_1}(\lambda^{-\frac{1}{\eta}} t) t \right\} = (1/\eta - 1) \varphi_{X_1}^{1/\eta-2}(0) \left[ \varphi'_{X_1}(0) \right]^2 t + \varphi_{X_1}^{1/\eta-1}(0) \varphi''_{X_1}(0) t = 0 + i^2 tE(X_1^2) = -t,
\]
where \( \varphi''_{X_1}(x) = d^2 \varphi_{X_1}(x)/dx^2 \). Hence,
\[
\lim_{\lambda \to \infty} \varphi_{S_{\lambda}}(t) = \exp \left\{ -\frac{i^2 t^2}{2} \right\}, \quad \forall s \in \mathbb{R},
\]
and the proof is completed by applying the Lévy’s Continuity Theorem. 

Proposition 5.2 gives us an example in which a generalized Poisson summation yields a normal limiting distribution when properly normalized, in contrast with the mixed Poisson sums, where the limit is a normal mean-variance mixture.

6. Concluding remarks

We obtained the limiting distribution of the Fractional Poisson summation when properly normalized. We characterized this new limiting law, namely the Normal Mittag-Leffler (NML) distribution, as a mixture between the normal and Mittag-Leffler distributions. We found the characteristic function, moments, and two representations for the probability density function of NML law. The Method of Moments was considered to estimate parameters and the associated asymptotic distribution provided. Moreover, we observed that the estimation of \( \kappa \) needs further investigation when \( \kappa < 0.5 \). To illustrate the applicability of the NML distribution, we fitted it to the Brazilian stock exchange index (IBOVESPA). This empirical illustration showed that the Normal Mittag-Leffler distribution captured well all the four first moments (including the kurtosis) with respect to the empirical
moments, and further having a better performance than important competitors such as the normal gamma and normal-inverse Gaussian distributions. We believe that our model is a good alternative to the existing competitor models when the excess of kurtosis is between 0 and 3 since the NML law makes a continuous bridge between the normal and Laplace distributions, but this needs a deeper investigation. We also derived a mixed Poisson representation for the FP distribution and showed that the limiting distribution of a COM-Poisson random summation is normally distributed. These related results are of own interest.

The proposed NML distribution is symmetric and unimodal. For instance, the former feature is a limitation of the NML law relative to the normal inverse-Gaussian and normal gamma distributions, which are skewed. We believe that generalizations to account for skewness and multimodality deserve future research. A skewed version of the NML model can be obtained by the stochastic representation \( Y = \mu U + \sigma \sqrt{U} Z \), with \( U \sim \text{ML}(\kappa) \) and \( Z \sim N(0, 1) \) independent, where \( \mu \in \mathbb{R} \) and \( \sigma > 0 \), while a multimodal version can be proposed based on finite mixtures. A last challenging point deserving more research is how to perform goodness-of-fit for the NML law since its cumulative distribution function is cumbersome.

**Appendix**

The elements of the gradient function \( \nabla g \) associated with the function in (20) are given by

\[
\nabla g(x, y, z) = \begin{pmatrix}
\frac{\partial g_1(x, y, z)}{\partial x} & \frac{\partial g_1(x, y, z)}{\partial y} & \frac{\partial g_1(x, y, z)}{\partial z}
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 \\
\nabla g_{21} & \nabla g_{22} & \nabla g_{23} \\
\nabla g_{31} & \nabla g_{32} & \nabla g_{33}
\end{pmatrix},
\]

where

\[
\nabla g_{21} = -2x\Gamma(h^{-1}(\omega) + 1) + (y-x^2)\Gamma'(h^{-1}(\omega) + 1) \frac{d}{dx} \{h^{-1}(\omega)\},
\]

\[
\nabla g_{22} = \Gamma(h^{-1}(\omega) + 1) + (y-x^2)\Gamma'(h^{-1}(\omega) + 1) \frac{d}{dy} \{h^{-1}(\omega)\},
\]

\[
\nabla g_{23} = (y-x^2)\Gamma'(h^{-1}(\omega) + 1) \frac{d}{dz} \{h^{-1}(\omega)\}, \quad \nabla g_{31} = \frac{d}{dx} \{h^{-1}(\omega)\},
\]

\[
\nabla g_{32} = \frac{d}{dy} \{h^{-1}(\omega)\}, \quad \nabla g_{33} = \frac{d}{dz} \{h^{-1}(\omega)\},
\]

for \( \omega = \frac{x^2+y^2+z^2}{6(y-x^2)^2} \), \((x, y, z) \in \mathbb{R}^3\), and
\[
\Gamma(h^{-1}(\omega) + 1) = \Gamma(h^{-1}(\omega) + 1) \Psi(h^{-1}(\omega) + 1),
\]
\[
\frac{d}{dx} h^{-1}(\omega) = \frac{1}{h'(h^{-1}(\omega))} \left( \frac{4x^3y - 6xy^2 + 2xz}{(y-x^2)^3} \right),
\]
\[
\frac{d}{dy} h^{-1}(\omega) = \frac{1}{h'(h^{-1}(\omega))} \left( \frac{-2x^4 + 3x^2y - z}{(3(y-x^2)^3)} \right),
\]
\[
\frac{d}{dz} h^{-1}(\omega) = \frac{1}{h'(h^{-1}(\omega))} 6(y-x^2)^2,
\]
\[
h'(h^{-1}(\omega)) = 2\Gamma^2(h^{-1}(\omega) + 1) \left[ \Psi(h^{-1}(\omega) + 1) - \Psi(2h^{-1}(\omega) + 1) \right] \frac{1}{\Gamma(2h^{-1}(\omega) + 1)},
\]
with \( \Psi(\cdot) \) being the digamma function.
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