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Evaluating an expectation value of an arbitrary observable $A \in \mathbb{C}^{2^n \times 2^n}$ through naïve Pauli measurements requires a large number of terms to be evaluated. We approach this issue using a method based on Bell measurement, which we refer to as the extended Bell measurement method. This analytical method quickly assembles the $4^n$ matrix elements into at most $2^{n+1}$ groups for simultaneous measurements in $O(nd)$ time, where $d$ is the number of non-zero elements of $A$. The number of groups is particularly small when $A$ is a band matrix. When the bandwidth of $A$ is $k = O(n^c)$, the number of groups for simultaneous measurement reduces to $O(n^{c+1})$. In addition, when non-zero elements densely fill the band, the variance is $O((n^{c+1}/2^n)\text{tr}(A^2))$, which is small compared with the variances of existing methods. The proposed method requires a few additional gates for each measurement, namely one Hadamard gate, one phase gate and at most $n-1$ CNOT gates. Experimental results on an IBM-Q system show the computational efficiency and scalability of the proposed scheme, compared with existing state-of-the-art approaches. Code is available at \url{https://github.com/ToyotaCRDL/extended-bell-measurements}.

1 Introduction

Variational quantum algorithms (VQAs) \cite{1, 2} have attracted attention in recent years because they are suitable for so-called Noisy Intermediate-Scale Quantum (NISQ) computers \cite{3}, which do not have a fault-tolerant mechanism and have only tens or hundreds of qubits.
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The VQA was first introduced in the field of chemistry but it has wide application, such as in solving linear systems \cite{4–8}, optimization \cite{9–11}, and machine learning \cite{12–18}. In VQAs, the quantum state, $|\psi\rangle$, is parametrized by learning parameters held on a classical computer, and is used to calculate the expectation value, $\langle \psi | A | \psi \rangle$, whose $A$ depends on the task. The desired quantum state is then obtained by minimizing the expectation value using a classical optimization algorithm.

The bottleneck of a VQA relates to the computational cost of calculating the expectation value \cite{19}. A popular method of evaluating the expectation value is a Pauli measurement that writes $A$ in the Pauli basis; i.e., $A = \sum_{i=1}^{N} c_i P_i$, where $P_i$ is the tensor product of Pauli matrices and $c_i = \text{Tr}(A^i P_i) / 2^n$ is the corresponding coefficient, with $(\bullet)^\dagger$ indicating the Hermitian conjugate. The drawback of a naïve Pauli measurement is that it requires a large number of unique circuits to evaluate $\langle \psi | A | \psi \rangle \approx \sum_{i=1}^{N} c_i \langle \psi | P_i | \psi \rangle$ where $N$ reaches $4^n$ when $A$ is a fully dense matrix.

Reducing the number of unique circuits for Pauli measurements is an interesting topic relating to the VQA \cite{20–26}. Both qubit-wise commuting (QWC) \cite{21, 27, 28} and general commuting (GC) \cite{24} methods, and their variants \cite{22, 23, 26}, reduce the number of unique circuits on the basis that commutative operators can be simultaneously diagonalized with the same unitary; i.e., commutative Pauli bases are simultaneously measurable. This approach successfully reduces the number of unique circuits but its weakness is that finding the smallest groups for simultaneous measurements itself is an NP-hard problem. These methods approximate solutions that are unfortunately not optimal in general. In other words, a smaller number of unique circuits results in a longer calculation time, and a shorter calcula-
lation time results in a larger number of unique circuits.

Another problem is that the expression of general matrices in the Pauli basis is numerically inefficient. Suppose a sparse matrix $A$ that has a few non-zero elements. In the extreme case, for example, if there exists just one non-zero element in $A$, then $2^n$ Pauli strings are required to represent $A$. Despite the inefficiency of the Pauli basis, the sparse matrix is widely used in the domain of computer science. A typical application is the finite element method (FEM) [29] used for structural analysis, fluid dynamics, heat transfer, electromagnetic analysis and many other continuum mechanics. In the FEM, three dimensional real-space is discretized by a finite number of elements and the stiffness of the system is constructed by the nodal coordinates and properties of each element. The resulting global stiffness matrix, $A$, in an appropriate node number ordering represents a band matrix because only the neighboring nodes in the elements can interact with each other. Then, solving $Ax = b$, where $b$ denotes the external inputs, gives the desired response $x$. Solving $Ax = b$ using VQAs has long been studied [4–8] but most of the VQAs limit the form of $A$. For example, the assumption is that $A$ can be represented as the sum of a few weighted unitaries or weighted Pauli strings [4–6] or can be decomposed into a few measurable terms using the problem-specific conditions [7, 8]. Recently, an efficient expectation estimation method for a sparse Hamiltonian has been developed [30], but it remains unsuitable for the NISQ device because of its two-qubit entangling gate counts. Efficient expectation evaluations for the non-Pauli observables in terms of both the number of measurements and the circuit complexity are in great demand, such as for FEM applications, but the above issues have not yet been resolved.

A completely different approach that can be taken to reduce the computational cost for the expectation evaluation is to use the so-called classical shadow [31–33], which reduces the number of measurements for the Pauli observables. However, in the case of non-Pauli observables, this approach is not suitable for NISQ devices because it requires $O(n^2/\log(n))$ two-qubit entangling gates as pointed out in the original literature [31].

In this paper, we propose an alternative method that we refer to as the extended Bell measurement (XBM). This method is based on not Pauli measurements but Bell measurements. The basic idea is inspired by Ref. [7], where the expectation value required to solve the Poisson equation was evaluated using Bell measurements. We generalize this method for an arbitrary expectation evaluation. In addition, we derive that the present method is closely related to the classical shadow with random Clifford measurements [31]. The XBM method has the following advantages over existing methods.

1. Fast grouping: The XBM method does not solve any difficult NP-hard problems, but it analytically groups the simultaneous measurements.

2. Small number of circuits: The method requires the number of unique circuits to be of the same order as the empirical number of an existing state-of-the-art Pauli measurement-based method, such as the GC method.

3. Fewer two-qubit entangling gates: The method takes at most $n-1$ CNOT gates for each measurement operator.

4. Tight upper bound of the variance when $A$ is the densely filled band matrix.

Concretely, when $A$ is a band matrix whose bandwidth is $k = O(n^c)$, the number of distinct measurement operators is $O(n^{c+1})$. In addition, when the non-zero elements are densely filled in the band, the upper bound of the variance of the expectation evaluation is $O(n^{c+1}/2^n) \text{tr}(A^2))$, which is smaller than that of the classical shadow [31].

Our algorithm is implemented with Qiskit [34] and its code is available at https://github.com/ToyotaCRDL/extended-bell-measurements. Additionally, real-device experiments are carried out using an IBM-Q system. The results show that the accuracy of the expectation evaluation is comparable to that of naïve Pauli measurements and QWC but the execution time is shorter than the execution times of the existing methods when $A$ is a band matrix.

The remainder of the paper is organized as follows: Section 2 describes the XBM method proposed in this paper. Section 3 presents algorithms of the XBM method and derives the
computational complexity. Section 4 presents the experimental results. Section 5 concludes the paper.

2 Method

2.1 Two-qubit Example of Proposed Method

Before describing the general proposed method, we show an example with two-qubit. Let $|\varphi\rangle \in \mathbb{C}^4$ be an arbitrary two-qubit quantum state. Consider the following expectation value:

$$
\langle \varphi | A | \varphi \rangle = \langle \varphi | \begin{bmatrix}
A_{00} & A_{01} & A_{02} & A_{03} \\
A_{10} & A_{11} & A_{12} & A_{13} \\
A_{20} & A_{21} & A_{22} & A_{23} \\
A_{30} & A_{31} & A_{32} & A_{33}
\end{bmatrix} | \varphi \rangle
$$

$$
= \sum_{b=0}^{3} \sum_{c=0}^{3} A_{bc} \langle \varphi | b \rangle \langle c | \varphi \rangle.
$$

The diagonal components of $A$ can be easily evaluated as

$$
\sum_{b=0}^{3} A_{bb} \langle \varphi | b \rangle \langle b | \varphi \rangle = \sum_{b=0}^{3} A_{bb} |\langle b | \varphi \rangle|^2
$$

where $|\langle b | \varphi \rangle|^2$ is the probability of obtaining a bit-string $b$ when measuring the quantum state $|\varphi\rangle$ in the computational basis. Meanwhile, evaluating the off-diagonal parts of $A$ is not trivial. Consider $A_{12}$ for example. The expectation value of $A_{12}$ can be rearranged as

$$
\langle \varphi | A_{12} | \varphi \rangle = \langle \varphi | A_{12} | \varphi \rangle = \frac{1}{2} \left( |\langle 01 | \varphi \rangle|^2 - |\langle 10 | \varphi \rangle|^2 \right)
$$

$$
= \frac{1}{2} \left( |\langle 01 | \varphi \rangle|^2 - |\langle 10 | \varphi \rangle|^2 \right)
$$

where $|01\rangle = |1\rangle$ and $|10\rangle = |2\rangle$, respectively. The quantum states $(|01\rangle \pm |10\rangle)/\sqrt{2}$ can be prepared using the Hadamard gate and CNOT gate as

$$
\frac{|01\rangle + |10\rangle}{\sqrt{2}} = \text{CNOT}(1,0)H(1)|01\rangle
$$

$$
\frac{|01\rangle - |10\rangle}{\sqrt{2}} = \text{CNOT}(1,0)H(1)|11\rangle
$$

where $H(j)$ denotes the Hadamard gate acting on $j$th qubit, and $\text{CNOT}(j,k)$ is the CNOT gate whose control and target qubits are $j$th and $k$th qubits, respectively. Here, the rightmost bit is 0th bit whereas the leftmost bit is $(n-1)$th bit. Using these preparation unitaries, $\text{Re}(\langle \varphi | 1 \rangle | 2 \rangle | \varphi \rangle)$ is written as

$$
\text{Re}(\langle \varphi | 1 \rangle | 2 \rangle | \varphi \rangle) = \frac{1}{2} \left( |\langle 01 | H(1) \text{CNOT}(1,0) | \varphi \rangle|^2 - |\langle 11 | H(1) \text{CNOT}(1,0) | \varphi \rangle|^2 \right).
$$

This value can be evaluated by the probabilities of obtaining bit-strings 01 and 11 when measuring $H(1) \text{CNOT}(1,0) | \varphi \rangle$ in the computational basis. In the same way, $\text{Im}(\langle \varphi | 1 \rangle | 2 \rangle | \varphi \rangle)$ is written as

$$
\text{Im}(\langle \varphi | 1 \rangle | 2 \rangle | \varphi \rangle) = \frac{1}{2} \left( |\langle 01 | H(1) \text{CNOT}(1,0) S^\dagger(1) | \varphi \rangle|^2 - |\langle 11 | H(1) \text{CNOT}(1,0) S^\dagger(1) | \varphi \rangle|^2 \right)
$$

where $S(j)$ denotes the phase gate acting on $j$th qubit. This value can be evaluated by the probabilities of obtaining bit-strings 01 and 11 when measuring $H(1) \text{CNOT}(1,0) S^\dagger(1) | \varphi \rangle$ in the computational basis. In summary,

$$
\langle \varphi | A_{12} | \varphi \rangle = \frac{1}{2} \left( |\langle 01 | M^{(1,2)}_{\text{Re}} | \varphi \rangle|^2 - |\langle 11 | M^{(1,2)}_{\text{Re}} | \varphi \rangle|^2 \right)
$$

$$
+ \frac{1}{2} \left( |\langle 01 | M^{(1,2)}_{\text{Im}} | \varphi \rangle|^2 - |\langle 11 | M^{(1,2)}_{\text{Im}} | \varphi \rangle|^2 \right)
$$

where $M^{(1,2)}_{\text{Re}} := H(1) \text{CNOT}(1,0)$.
and

\[ M_{\text{Im}}^{(1,2)} := H(1)\text{CNOT}(1,0)S^1(1), \]

respectively. The remaining parts of \( A \) can be evaluated in the same manner.

The most important part of the proposed method is the simultaneous measurements. That is, some components of \( A \) can be evaluated using the same unitary. For example, \( A_{03} \) can be evaluated using the same unitaries as those for \( A_{12} \), \( H(1)\text{CNOT}(1,0) \) and \( H(1)\text{CNOT}(1,0)S^1(1) \), because

\[
\frac{(0) - |3\rangle}{\sqrt{2}} = \text{CNOT}(1,0)H(1)|00\rangle,
\]

\[
\frac{(0) + |3\rangle}{\sqrt{2}} = \text{CNOT}(1,0)H(1)|10\rangle,
\]

\[
\frac{(0) + i|3\rangle}{\sqrt{2}} = \text{S}(1)\text{CNOT}(1,0)H(1)|00\rangle,
\]

\[
\frac{(0) - i|3\rangle}{\sqrt{2}} = \text{S}(1)\text{CNOT}(1,0)H(1)|10\rangle.
\]

In addition, \( A_{21} \) and \( A_{30} \) can be evaluated using the same unitaries as those for \( A_{12} \) and \( A_{03} \), respectively, because \( \text{Re}\{(\varphi|b\rangle|c\rangle)\} = \text{Re}\{(\varphi|c\rangle|b\rangle)\} \) and \( \text{Im}\{(\varphi|b\rangle|c\rangle)\} = -\text{Im}\{(\varphi|c\rangle|b\rangle)\} \). Similarly, the real and imaginary parts of \( A_{01} \), \( A_{10} \), \( A_{23} \) and \( A_{32} \) can be evaluated using \( H(0) \) and \( H(0)S^1(0) \), respectively, whereas the real and imaginary of \( A_{02} \), \( A_{13} \), \( A_{20} \) and \( A_{31} \) can be evaluated using \( H(1) \) and \( H(1)S^1(1) \), respectively.

\[ \langle \varphi | A | \varphi \rangle = \sum_{b,c} A_{bc} |b\rangle\langle c| \]

\[ = \sum_{b=0}^{2^n-1} |A_{bb}|^2|\varphi\rangle^2 + \sum_{b=0}^{2^n-1} \sum_{c=0,c\neq b}^{2^n-1} A_{bc} \left[ \text{Re}\{(\varphi|b\rangle|c\rangle)\} + i\text{Im}\{(\varphi|b\rangle|c\rangle)\} \right] \]

\[ = \sum_{b=0}^{2^n-1} |A_{bb}|^2|\varphi\rangle^2 + \sum_{b=0}^{2^n-1} \sum_{c=0,c\neq b}^{2^n-1} A_{bc} \left[ \frac{1}{2} \left( \frac{|b\rangle + |c\rangle}{\sqrt{2}} |\varphi\rangle - \frac{|b\rangle - |c\rangle}{\sqrt{2}} |\varphi\rangle \right)^2 \right] \]

\[ + \frac{i}{2} \left( \frac{|b\rangle - i|c\rangle}{\sqrt{2}} |\varphi\rangle - \frac{|b\rangle + i|c\rangle}{\sqrt{2}} |\varphi\rangle \right)^2 \]

\[ = \sum_{b=0}^{2^n-1} |A_{bb}|^2|\varphi\rangle^2 + \sum_{b=0}^{2^n-1} \sum_{c=0,c\neq b}^{2^n-1} A_{bc} \left[ \frac{1}{2} \left( |\langle b|M_{\text{Re}}^{(b,c)}|\varphi\rangle|^2 - |\langle b + 2^{(b,c)}|M_{\text{Re}}^{(b,c)}|\varphi\rangle|^2 \right) \right] \]

\[ + \frac{i}{2} \left( |\langle b|M_{\text{Im}}^{(b,c)}|\varphi\rangle|^2 - |\langle b + 2^{(b,c)}|M_{\text{Im}}^{(b,c)}|\varphi\rangle|^2 \right) \]

\[ = \sum_{b=0}^{2^n-1} |A_{bb}|^2|\varphi\rangle^2 + \sum_{l\in\mathcal{S}(A)} \sum_{s=\{\text{Re,Im}\}}^{2^n-1} \left( (-1)^m A_{\varphi'|s'} \langle |b|M_{\text{Re}}^{(l)}|\varphi\rangle^2 + i(-1)^m A_{|b|s'} |\langle b|M_{\text{Im}}^{(l)}|\varphi\rangle|^2 \right) \]

\[ = \sum_{l\in\mathcal{S}(A)} \sum_{s\in\{\text{Re,Im}\}} \sum_{b=0}^{2^n-1} a(l, s, b) p(l, s, b) \]

\[ \text{for arbitrary number of qubits. Let } A \in \mathbb{C}^{2^n \times 2^n} \text{ be an arbitrary matrix and } |\varphi\rangle \in \mathbb{C}^{2^n} \text{ be an arbitrary } n\text{-qubit quantum state. The goal is to express } \langle \varphi | A | \varphi \rangle \text{ in the form } E[a] = \sum_{i} a_i P(\hat{a} = a_i), \text{ where } \hat{a} \text{ is a complex random variable, } P \text{ is a probability distribution on the bit-strings obtained from a quantum circuit measurement, and } a_i \text{ is an outcome, which is calculated from a measured bit-string and the components of } A. \text{ The more general form, } \langle \psi_0 | A | \psi_1 \rangle (\text{where } |\psi_0\rangle \neq |\psi_1\rangle), \text{ can also be expressed in the same form (see Appendix A).}

Here, we show a brief derivation of the closed-form expression of \( \langle \varphi | A | \varphi \rangle \). In the subsequent paragraphs, we give an intuitive description of the derivation (see Appendix A for a detailed derivation). In this paper, the matrix \( A \) is expressed as

\[ A = \sum_{b,c} A_{bc} |b\rangle\langle c| \]

where \( A_{bc} \) is the \((b,c)\)-component of \( A \). Using this representation, we give the closed-form expression of \( \langle \varphi | A | \varphi \rangle \) derived in this study, where the notations appearing in Eq. (2) are defined in Table 1:
Note that selecting the measurement operator $A$ as shown in Eq. (1) means that the Pauli-measurement is no longer used to evaluate the expectation value. Instead, the real and imaginary parts of $\langle \psi | b \rangle \langle c | \phi \rangle$ are directly measured in the present method. Both the real and imaginary parts of $\langle \psi | b \rangle \langle c | \phi \rangle$ can be expressed as the projection of the state $| \varphi \rangle$ on the superposition state $| \phi \rangle$ of $| b \rangle$ and $| c \rangle$, as shown in the second line of Eq. (2).

### Measurement Operators (Lines 2–3 of Eq. (2))

A basis transformation is required to evaluate $| (1/\sqrt{2})(| b \rangle \pm i| c \rangle) | \varphi \rangle|^2$ and $| (1/\sqrt{2})(| b \rangle \pm i| c \rangle) | \varphi \rangle|^2$ using measurements in the computational basis. Fortunately, this basis transformation can be carried out using simple measurement operators defined as

$$\frac{| b \rangle + | c \rangle}{\sqrt{2}} := (M_{\text{Re}}^{(b,c)})^\dagger | b \rangle$$

and

$$\frac{| b \rangle + i| c \rangle}{\sqrt{2}} := (M_{\text{Im}}^{(b,c)})^\dagger | b \rangle.$$ 

Concrete circuit representations of these measurement operators are given in Table 1. A nice...
property of these measurement operators is that each of them contains at most \( n - 1 \) CNOT gates, which is suitable for the NISQ devices. We refer to the present method as the extended Bell measurements (XBM) because the measurement operators \( M_{\text{Re}}^{(b,c)} \) and \( M_{\text{Im}}^{(b,c)} \) are similar to those for the Bell measurements except for the number of CNOT gates. In Fig.1, typical circuits for a standard Bell measurements and the extended Bell measurements are shown.

Simultaneous Measurements (Lines 3–4 of Eq. (2)) We proved the following theorem.

**Theorem 1** If \( b \oplus c = b' \oplus c' \) and \( b' \neq c' \), then \( M_{\text{Re}}^{(b,c)} = M_{\text{Re}}^{(b',c')} \) and \( M_{\text{Im}}^{(b,c)} = M_{\text{Im}}^{(b',c')} \).

The proof is given in Appendix A.2. The above theorem states that the number of distinct measurement operators can be drastically reduced. In addition, the superscript \((\bullet)^{(b,c)}\) can be replaced with \((\bullet)^{(b \oplus c)}\) because each distinct measurement operator is identified by \( b \oplus c \). Reformulation leads to the fourth line of Eq. (2).

Operator Selecting Model (Lines 4–5 of Eq. (2)) The fourth line of Eq. (2) does not seem to express an expectation value because it does not take the form \( \sum_i a_i P(\hat{a} = a_i) \). Here, we introduce an operator selecting model \( p(l, s) \) that represents the probability of selecting the measurement operator \( M_i^{(l)} \), where \( l \in S(A) \) and \( s \in \{\text{Re, Im}\} \). Here, \( S(A) \) is a set of \( b \oplus c \) where \( A_{bc} \) has non-zero components, as defined in Table 1. Introducing \( p(l, s) \), \( \langle \varphi | A | \varphi \rangle \) is eventually represented as on the rightmost side of Eq. (2) and takes the form \( \sum_i a_i P(\hat{a} = a_i) \). Although the concrete description of \( p(l, s) \) is arbitrary the appropriate definition of \( p(l, s) \) reduces the variance of the expectation estimation.

When we regard Eq. (2) as expressing the expectation value in a stochastic process, an event is selecting a measurement operator \( M_i^{(l)} \) with probability \( p(l, s) \) followed by measuring a bit-string \( b \) of a state \( M_i^{(l)} | \varphi \rangle \) in the computational basis, and then obtaining a corresponding outcome. Denoting a complex random variable corresponding to such an event as \( \hat{a} \), we have

\[
E_{l, s, b \sim p(l, s, b)}[\hat{a}] = \langle \varphi | A | \varphi \rangle. \tag{7}
\]

In the following, we simply express \( E_{l, s, b \sim p(l, s, b)}[\hat{a}] \) as \( E_p[\hat{a}] \).

**Significance of Eq. (2)** There are three important aspects to the expression in Eq. (2).

1. There are fewer distinct measurement operators.
2. Each measurement operator has a simple explicit expression.
3. There are fewer CNOT gates in each measurement operator.

Equation (2) contains only \( |S(A) \times \{\text{Re, Im}\}| \) measurement operators, \( I, \{M_{\text{Re}}^{(l)}\}_{l \in S(A) \backslash \{0^e\}}, \) and \( \{M_{\text{Im}}^{(l)}\}_{l \in S(A) \backslash \{0^e\}} \). The number of distinct measurement operators depends on the structure of \( A \), which is discussed further in Sec. 3. A simple explicit expression of each measurement operator is beneficial from the viewpoint of time complexity for circuit construction. The number of CNOT gates included in each measurement operator is at most \( n - 1 \), which is suitable for the NISQ device because most of the real-device error comes from two-qubit entangling gates. In summary, qualitatively speaking, the construction of measurement operators is fast and the evaluation error on a real quantum computer using these operators is expected to be small. Further details of the complexity analyses are given in Sec. 3.

### 2.3 Upper Bound of Variance

An upper bound of the variance of \( \hat{a} \) associated with the XBM can be easily calculated as

\[
\text{Var}_p[\hat{a}] = E_p[|\hat{a}|^2] - |E_p[\hat{a}]|^2
\leq E_p[|\hat{a}|^2] = \sum_{l, s, b} |a(l, s, b)|^2 p(l, s, b), \tag{8}
\]
which depends on the operator selecting model \( p(l,s) \). A simple choice of \( p(l,s) \) is a uniform distribution over \( l \) and \( s \) whereas a more sophisticated choice can reduce the variance of \( \hat{a} \) (see Appendix B for details).

Here, we assume that \( |A|^2_{\text{max}} = O(\text{tr}(A^2)/q) \) where \( |A|_{\text{max}} := \max_{b,c} |A_{bc}| \) is the maximum norm of \( A \) and \( q \) the number of non-zero components of \( A \), respectively. Under this assumption, no matter which operator selecting model is used, the upper bound of the variance of \( \hat{a} \) can be roughly estimated as

\[
\text{Var}_p[\hat{a}] \leq m^2 |A|_{\text{max}}^2 = O(m^2 q \text{tr}(A^2)) \quad (9)
\]

where

\[
m := |\mathcal{S}(A) \times \{\text{Re}, \text{Im}\}| \quad (10)
\]

is the number of distinct measurement operators (see Appendix C.2 for details).

### 2.4 Relationship with the Classical Shadow

Our method is closely related to the classical shadow with random Clifford measurements \([31]\). The main differences are the unitary ensemble and the operator selecting model. The random Clifford circuits are used in the classical shadow whereas \( m \) distinct measurement operators are used in the XBM. In addition, only the uniform operator selecting model is considered in the original classical shadow whereas an arbitrary operator selecting model is considered in the XBM.

Additionally, the number of two-qubit entangling gates in each measurement operator is different. The classical shadow with random Clifford measurements requires \( O(n^2 / \log(n)) \) two-qubit entangling gates for each measurement operator whereas the XBM requires at most \( n - 1 \) CNOT gates for each.

The upper bound of the variance associated with the classical shadow with the random Clifford measurements is \( O(\text{tr}(A^2)) \) \([31]\). Hence, when \( m^2 \ll q \), our method has an upper bound tighter than that of the classical shadow. An example of this case is that non-zero components of \( A \) are densely filled in the tight bandwidth. When the bandwidth of \( A \) is \( k = O(n^c) \), and the non-zero components are densely filled in the band,

\[
\text{Var}_p[\hat{a}] = O\left(\frac{n^{c+1}}{2^n} \text{tr}(A^2)\right) \quad (11)
\]

(see Appendix C.2 for other cases). Such a matrix frequently appear in the case of the FEM as mentioned in the introduction. In this case, the adoption of our method exponentially improves the variance relative to the classical shadow.

The relationship between the XBM and classical shadow is further discussed in Appendix D, which gives the explicit form of the classical shadow associated with the XBM method.

### 3 Algorithm and Complexity

The algorithms for term grouping and calculating an expectation value using the XBM method are presented as Algorithms 1 and 2, respectively. These algorithms follow the equations described in Eq. (2) (see Appendix A for details). The greatest advantage of the proposed method, the XBM method, is that the number of unique circuits required to estimate \( \langle \psi_0 | A | \psi_1 \rangle \) can be rapidly reduced. In this section, the reduction ratio of the number of unique circuits and the computational cost of the XBM method are discussed.

#### 3.1 Number of Distinct Operators

In this paper, an \( s \)-sparse matrix and band matrix with bandwidth \( k \) are defined as follows.

**Definition 1 (\( s \)-sparse matrix \( A \) \([35]\))**

\( A \in \mathbb{C}^{2^n \times 2^n} \) is \( s \)-sparse if each column has at most \( s \) nonzero entries.

**Definition 2 (band matrix \( A \))**

\( A \in \mathbb{C}^{2^n \times 2^n} \) is a band matrix with bandwidth \( k \) if \( A_{ij} = 0 \) for all \( i, j \) such that \( |i - j| > k \).

According to these definitions, the following theorems hold.

**Theorem 2 (\( s \)-sparse matrix \( A \))** Let \( A \in \mathbb{C}^{2^n \times 2^n} \) and \( |\psi_0\rangle, |\psi_1\rangle \in \mathbb{C}^{2^n} \). When \( A \) is an \( s \)-sparse matrix, there exists an algorithm such that the number of quantum circuits required to evaluate \( \langle \psi_0 | A | \psi_1 \rangle \) is \( 2^{n+1} \) in the worst case.
Algorithm 1: Algorithm for term grouping in the XBM method

**Input**: Non-zero matrix elements and corresponding indices, \( \{b, c, A_{bc} | A_{bc} \neq 0\} \)

**Output**: Measurement operators \( M_s^{(l)} \) and outcomes \( \alpha(l, s, b) \)

**Initialize**: \( M_s^{(l)} \leftarrow \text{None} \) and \( \alpha(l, s, b) \leftarrow 0 \) for all \( l, s, b \)

for \( (b, c) \in \{(b, c) | A_{bc} \neq 0\} \) do

\[
\begin{align*}
\quad & l \leftarrow b \oplus c \\
\quad & \text{if } l \neq 0^n \text{ then} \\
\quad & \quad j^{(l)}_0 \leftarrow \max\{j | l_j = 1\} \\
\quad & \text{end}
\end{align*}
\]

/* Compute and store measurement operators */

if Measurement operators \( M_{\text{Re}}^{(l)} \) and \( M_{\text{Im}}^{(l)} \) have not yet been computed then

\[
\begin{align*}
\quad & \text{if } l = 0^n \text{ then} \\
\quad & \quad M_{\text{Re}}^{(l)} \leftarrow I \\
\quad & \text{else} \\
\quad & \quad M_{\text{Re}}^{(l)}, M_{\text{Im}}^{(l)} \leftarrow (\text{see Table 1}) \\
\quad & \text{end}
\end{align*}
\]

/* Compute and store outcomes */

if \( b = c \) then

\[
\begin{align*}
\quad & \alpha(l, \text{Re}, b) \leftarrow \alpha(l, \text{Re}, b) + A_{bc} \\
\quad & \text{else if } b < c \text{ then} \\
\quad & \quad \hat{b} \leftarrow b \oplus 2^{j^{(l)}_0} \\
\quad & \quad \alpha(l, \text{Re}, b) \leftarrow \alpha(l, \text{Re}, b) + A_{bc}/2 \\
\quad & \quad \alpha(l, \text{Re}, \hat{b}) \leftarrow \alpha(l, \text{Re}, \hat{b}) - A_{bc}/2 \\
\quad & \quad \alpha(l, \text{Im}, b) \leftarrow \alpha(l, \text{Im}, b) + iA_{bc}/2 \\
\quad & \quad \alpha(l, \text{Im}, \hat{b}) \leftarrow \alpha(l, \text{Im}, \hat{b}) - iA_{bc}/2 \\
\quad & \text{else if } b > c \text{ then} \\
\quad & \quad \hat{c} \leftarrow c \oplus 2^{j^{(l)}_0} \\
\quad & \quad \alpha(l, \text{Re}, c) \leftarrow \alpha(l, \text{Re}, c) + A_{bc}/2 \\
\quad & \quad \alpha(l, \text{Re}, \hat{c}) \leftarrow \alpha(l, \text{Re}, \hat{c}) - A_{bc}/2 \\
\quad & \quad \alpha(l, \text{Im}, c) \leftarrow \alpha(l, \text{Im}, c) + iA_{bc}/2 \\
\quad & \quad \alpha(l, \text{Im}, \hat{c}) \leftarrow \alpha(l, \text{Im}, \hat{c}) - iA_{bc}/2 \\
\quad & \text{end}
\end{align*}
\]

end

end

**Theorem 3 (band matrix A)** Let \( A \in \mathbb{C}^{2^n \times 2^n} \) and \( |\psi_0\rangle, |\psi_1\rangle \in \mathbb{C}^{2^n} \). When the bandwidth of \( A \) is \( k > 0 \), there exists an algorithm such that the number of quantum circuits required to evaluate \( \langle \psi_0 | A | \psi_1 \rangle \) is \( 2((n-r)k + 2^r) \) in the worst case where \( r = \lfloor \log_2 k \rfloor \). Note that when evaluating \( \langle \varphi | A | \varphi \rangle \) whose \( A \) has non-zero diagonal components, the upper bound can be reduced to \( 2((n-r)k + 2^r) - 1 \) for \( k > 1 \) (see Appendix E.2).

The proofs are given in Appendix E. Note that a fully dense matrix can be viewed as a \( 2^n \)-sparse matrix or a band matrix with bandwidth \( k = 2^n - 1 \).

Unfortunately, we find that the evaluation of the number of circuits in Algorithm 1 is tight; i.e., there exists an \( s \)-sparse matrix that requires \( 2^{n+1} \) unique circuits, which is the same as the case for the fully dense matrix. However, if \( A \) is a band matrix, then at least the number of
Algorithm 2: Algorithm for calculating an expectation value in the XBM method. Note that median-of-means or others can be used instead of the arithmetic mean in the last line.

**Input**: Number of shots $N$, operator selecting model $p(l, s)$, measurement operators $\{M^{(l)}_s\}$, quantum state $|\varphi\rangle$, outcomes $\{\alpha(l, s, b)\}$

**Output**: Expectation value $x$

for $i = 1$ to $N$

/* Pick a measurement operator */
$l, s \sim p(l, s)$; // Classical computing
$M \leftarrow M^{(l)}_s$; // Access to the classical memory
/* Measure a bit string and update $x$ */
$b \sim \langle b|M|\varphi\rangle^2$; // Quantum computing
$x_i \leftarrow \alpha(l, s, b)$; // Access to the classical memory and classical computing
end

$x \leftarrow \sum_i x_i/N$; // Take arithmetic mean

unique circuits required to estimate $\langle \psi_0|A|\psi_1\rangle$ can be reduced to $2((n-r)k+2^r)$, where $k$ is the bandwidth and $r = \lfloor \log_2 k \rfloor$. When $A$ is sufficiently tight (i.e., bandwidth $k = O(n^c)$), $2((n-r)k+2^r) = O(n^{c+1})$. Note that the number of unique Pauli strings required to evaluate $\langle \psi_0|A|\psi_1\rangle$ using na"ıve Pauli measurements is $2^{n+1}((n-r)k+2^r)$ (see Sec. E.4). The XBM thus outperforms the na"ıve Pauli measurements in terms of the number of unique circuits required to evaluate $\langle \psi_0|A|\psi_1\rangle$. This exponential improvement is due to the difference in the basis of $A$, but the number of unique circuits when using the XBM method does not appreciably increase even if $A$ is represented in the Pauli basis (see Sec. E.5).

As mentioned before, our method is the generalization of [7]. In their formulation, both $\langle \varphi|A^2|\varphi\rangle = \langle \varphi|(B + C^{(0)} + C^{(1)})|\varphi\rangle$ and $\langle b|A|\varphi\rangle$ are calculated to solve the one-dimensional Poisson equation, and the numbers of unique circuits required to evaluate $\langle \varphi|A^2|\varphi\rangle = \langle \varphi|(B + C^{(0)} + C^{(1)})|\varphi\rangle$ and $\langle b|A|\varphi\rangle$ are $4n+1$ and $2n+1$, respectively, where the bandwidth of $B$, $C^{(0)}$, $C^{(1)}$ and $A$ are 2, 0, 0 and 1, respectively. This is consistent with $m(n, k = 2) + m(n, k = 0) + m(n, k = 0) = 4n + 1 + 1 = 4n + 2$ and $m(n, k = 1) = 2n + 2$ (see Eq. (12)), where the +1 difference comes from the counting of an unnecessary term, $\text{Im}(\langle \varphi|b\rangle\langle b|\varphi\rangle) = 0$.

### 3.2 Time Complexity for Term Grouping

We assume that data $\{(b, c, A_{bc})|A_{bc} \neq 0\}$ are stored in the memory of the classical computer, where $A_{bc}$ is the $(b, c)$ component of the matrix $A$. For each $(b, c) \in \{(b, c)|A_{bc} \neq 0\} := B$, bit strings to be measured are calculated from $b$ and $j_0^{(b\oplus c)} = \max\{j|(b\oplus c)_j = 1\}$ for $b \neq c$. The computational cost of calculating $j_0^{(b\oplus c)}$ with classical computers is $O(n)$, and the total time complexity for term grouping is thus $O(nd)$, where $d$ is the size of $B$, which is the number of non-zero elements of $A$.

Note that in Algorithm 1, measurement operators $M^{(l)}_s$ are simultaneously calculated with term grouping. Each measurement circuit can be built in $O(n)$ time (see definition of $M^{(l)}_s$ in Table 1), and its calculation is only carried out when $M^{(l)}_s$ is not yet calculated. Therefore, the total time complexity of building measurement circuits is $O(nm)$ where $m \leq d$ is the number of distinct $b \oplus c$ values among $(b, c)$ pairs with non-zero $A_{bc}$ values, which does not affect the total time complexity of term grouping.

### 3.3 Gate Counts for Measurement Circuits

As described in Table 1, the maximum number of gate counts is $n + 1$ for each unique circuit; i.e., there are $n - 1$ CNOT gates, one Hadamard gate and one phase gate. Hence, the gate count for each measurement circuit is $O(n)$.

### 4 Experiments

We implement our model with Qiskit version 0.25.0 [34]. All experiments are carried out on a single Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz and ibm_kawasaki of an IBM-Q
system. To compare with the existing methods, QWC (qubit–wise commuting) [21, 27, 28] and GC (general commuting) [24] are conducted with the same machine. The Python function, \texttt{group_into_tensor_product_basics}, implemented in OpenFermion [36], is used for QWC whereas Python code provided by one of the authors of [24] is used for GC. In GC, the Bron-Kerbosh algorithm [37] is used to solve the minimum clique covering problem.

In our method, the XBM method, \(\mathrm{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) and \(\mathrm{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) can be separately evaluated. To take this advantage, we consider the two following cases in which \(\mathrm{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) does not need to be estimated.

1. \(A \in \mathbb{R}^{2^n \times 2^n}\) and only \(\mathrm{Re}(\langle \psi_0 | A | \psi_1 \rangle)\) is required. For example, \(A\) is real symmetric matrix and \(\langle \psi_0 \rangle = \langle \psi_1 \rangle\).

2. \(\exists \phi_0, \phi_1\) s.t. \(e^{i\phi_0} \langle \psi_0 \rangle, e^{i\phi_1} \langle \psi_1 \rangle \in \mathbb{R}^{2^n}\)

In these cases, only \(\mathrm{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) needs to be estimated because

\[
\begin{align*}
\mathrm{Re}(\langle \varphi | A | \varphi \rangle) &= \sum_{b,c} \mathrm{Re}(A_{bc}) \mathrm{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle) \\
&- \sum_{b,c} \mathrm{Im}(A_{bc}) \mathrm{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle)
\end{align*}
\]

and

\[
\begin{align*}
\mathrm{Im}(\langle \varphi | A | \varphi \rangle) &= \sum_{b,c} \mathrm{Im}(A_{bc}) \mathrm{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle) \\
&+ \sum_{b,c} \mathrm{Re}(A_{bc}) \mathrm{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle).
\end{align*}
\]

The computational cost is reduced by half in these cases and we thus refer these to these cases by “XBM (half)” in the following. Note that in the case that \(A \in \mathbb{C}^{2^n \times 2^n}\) and \(\langle \psi_0 \rangle, \langle \psi_1 \rangle \in \mathbb{C}^{2^n}\), even if \(\langle \psi_0 \rangle = \langle \psi_1 \rangle\) and \(A\) is an Hermitian matrix, which is the case that \(\langle \psi_0 | A | \psi_1 \rangle \in \mathbb{R}\), both \(\mathrm{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) and \(\mathrm{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle)\) have to be evaluated.

2\((0)\langle 1 \rangle \otimes A\) (Eq. (S.2)) is used instead of \(A\) when evaluating the case that \(\langle \psi_0 \rangle \neq \langle \psi_1 \rangle\). In QWC and GC, the matrix \(A\) is converted to the sum of the Pauli bases before adopting the term grouping algorithms.

4.1 Term Grouping

4.1.1 Setups

We first show that the present method is more efficient in terms of both the number of unique circuits and the computational cost for term grouping than existing methods. We conduct the following three experiments:

1. We compare the number of unique circuits and time required for term grouping between different methods when \(\langle \psi_0 \rangle = \langle \psi_1 \rangle\).

2. We repeat the first experiment but for \(\langle \psi_0 \rangle \neq \langle \psi_1 \rangle\).

3. We estimate the number of unique circuits for the XBM method when the non-zero elements of \(A\) are randomly placed.

In the first and second experiments, all components of \(A \in \mathbb{C}^{2^n \times 2^n}\) are randomly set to non-zero values. \(A\) is then restricted to be a band matrix by setting \(A_{bc} = 0\) for \(|b - c| > k\), where \(k = 0, 1, \cdots, 2^{n-1}\). In the third experiment, we observe the term groupings while changing the number of non-zero elements, \(d\), that are randomly placed in \(A\). The number of unique circuits is obtained 10 times for each value of \(d\). The mean and standard deviation are then calculated.

4.1.2 Results

\textbf{Experiment 1} Figure 2(a) shows the dependency of the number of unique circuits on \(n\), in the case that \(\langle \psi_0 \rangle = \langle \psi_1 \rangle\) and the bandwidth \(k = 3\). The XBM and GC results have similar tendencies that are much better than the tendencies of Naïve and QWC in terms of the reduction ratio of the unique circuits. When the imaginary part of \(\langle \varphi | b \rangle \langle c | \varphi \rangle\) is not required, as in the case of XBM (half), the number of unique circuits is lower for the XBM method than for the GC method.

Figure 2(b) shows the dependency of the computational time for term grouping on \(n\) when the bandwidth \(k = 3\). Obviously, the XBM method is much faster than all other methods for large \(n\). This is because GC and QWC methods heuristically solve a minimum clique cover problem that is NP-hard, whereas the XBM method analytically groups the terms as shown in Sec. 2. Note that this qualitative tendency of the comparison results does not change for any bandwidth as shown in Fig. 3(a) and Fig. 3(b).
Experiment 2  Figures 2(c) and 2(d) show the results for the case that $|\psi_0\rangle \neq |\psi_1\rangle$. In this case, regardless of whether the imaginary part of $\langle \phi | b \rangle (c | \phi \rangle$ is required, the number of unique circuits is lower for the XBM method than for all other methods. This is because the number of unique circuits for $|0\rangle (1 \otimes 2A$ is the same as that for $A$ for the XBM method, but not for the other methods. The tendency of the time required for term grouping against $n$ in the case that $|\psi_0\rangle \neq |\psi_1\rangle$ is the same as that in the case that $|\psi_0\rangle = |\psi_1\rangle$.

Experiment 3  The third experiment is carried out to show that the XBM method is more efficient in terms of the number of unique circuits when $A$ is a band-matrix. Figure 4 shows the results of the number of unique circuits for the XBM method when the non-zero elements of $A$ are randomly placed; this case is referred to as random-$A$. The upper bound of the number of unique circuits when $A$ is a band-matrix with a bandwidth $k = 3$ is also shown in the figure (blue line); this case is referred to as band-$A$.

The number of unique circuits required to evaluate random-$A$ is analytically derived as follows. Let $A$ have $d$ non-zero elements at random. Here, we consider a box that contains a total of $N^2$ balls of $N$ types, where $N = 2^n$. In fact, the number of unique circuits is twice the expectation number of ball types when one samples $d$ balls from the box. The probability that the balls are of type $k$ when $d$ balls are sampled from a box containing a total of $N^2$ balls of $N$ types, $P(k; d, N)$, is

$$P(k; d, N) = \frac{\mathfrak{N}(k, d, N)}{N^2 C_d}$$

where

$$\mathfrak{N}(k, d, N) = N C_k k N C_d - \sum_{i=1}^{k-1} \frac{N C_k}{N C_i} \mathfrak{N}(i, d, N).$$

The expectation value is then given as

$$E(d, N) = \sum_{k=1}^{d} k P(k; d, N).$$
Figure 3: Number of unique circuits in estimating $\langle \psi_0 | A | \psi_0 \rangle$ and the time required for term grouping with respect to the bandwidth of $A$, for a five-qubit system. XBM: present method, XBM (half): present method but only evaluating the real part of $\langle \varphi | b \rangle \langle c | \varphi \rangle$, Naïve: Pauli measurements without term grouping, QWC: Pauli measurements with grouping associated with the qubit-wise commutativity [21, 27, 28], GC: Pauli measurements with grouping associated with the general commutativity [24].

Figure 4: Results when the non-zero elements of $A$ are randomly placed for the five-qubit system. Red and green lines are the experimental and analytic results of the XBM, respectively. The blue line is the upper bound when all non-zero elements are placed in a $k = 3$ band, $\min(d, m(5, 3)) = \min(d, 2((5 - \lceil \log_2 3 \rceil) \cdot 3 + 2^{\lceil \log_2 3 \rceil}))$

The green line in Fig. 4 denotes the expectation value $E(d, N = 2^5)$ and is consistent with the red line, which is the mean of the experimental results. The figure shows that the number of unique circuits for random-$A$ is much larger than that for band-$A$ when the number of nonzero elements of $A$ is sufficiently large. For example, when $d = 50$, the expectation number of unique circuits for random-$A$ is approximately 52. Meanwhile, the number of unique circuits is at most 26 when all 50 non-zero elements are put into a bandwidth $k = 3$. This indicates that adoption of the XBM method can reduce the number of unique circuits more efficiently when the bandwidth of $A$ is narrower.

4.2 Real-device Experiments

4.2.1 Setups

In real-device experiments, we use the uniform operator selecting model $p(l, s) = 1/m$. For simplicity, all measurement operators are used at once instead of sampling $l$ and $s$. We set the number of shots for each measurement operator at 8192, which is the maximum number for the IBM-Q system. We use the ibm_kawasaki backend for all real-device experiments because its CNOT error and readout error are smaller than those of other backends. Both the elapsed wall time for preprocessing and execution time on the IBM-Q system are recorded. Here, preprocessing includes term grouping, calculating the coefficients of Pauli bases, building measurement circuits, and all other calculations conducted on a classical computer before carrying out quantum computing.

We conduct four real device experiments.

1. We compare the relative errors of $\langle \psi_0 | A | \psi_1 \rangle$ and execution time for each method when $|\psi_0\rangle = |\psi_1\rangle$.
2. We evaluate the relative errors of $\langle \varphi | A_{bc} | \varphi \rangle$ where $A_{bc}$ has only one non-zero element in the $b$th row and $c$th column.
3. We compare the relative errors of $\langle \psi_0 | A | \psi_1 \rangle$ and execution time for each method when $A$ is a band matrix and $|\psi_0\rangle = |\psi_1\rangle$.
4. We repeat the first experiment, but $|\psi_0\rangle \neq |\psi_1\rangle$. 
Here, we define the relative errors as

$$\frac{|\langle \psi_0 | A | \psi_1 \rangle_{\text{real device}} - \langle \psi_0 | A | \psi_1 \rangle_{\text{GT}}|}{\langle \psi_0 | A | \psi_1 \rangle_{\text{GT}}}$$

where $\langle \psi_0 | A | \psi_1 \rangle_{\text{real device}}$ and $\langle \psi_0 | A | \psi_1 \rangle_{\text{GT}}$ are the evaluation value of $(\bullet)_{\text{real device}}$ and $(\bullet)_{\text{GT}}$ on the real device and the ground truth of $(\bullet)$, respectively.

In the first, third and fourth experiments, all the components of $A$ are randomly set as $\text{Re}(A_{bc}), \text{Im}(A_{bc}) \in [-100, 100]$. In preparing $|\psi_0\rangle$ and $|\psi_1\rangle$, $R_x$, $R_y$ and $R_z$ gates are randomly

Figure 5: Results of the real device evaluation of $\langle \psi_0 | A | \psi_1 \rangle$. (a),(b) $|\psi_0\rangle = |\psi_1\rangle$; (c),(d) $|\psi_0\rangle = |\psi_1\rangle$ and $k = 3$; (e),(f) $|\psi_0\rangle \neq |\psi_1\rangle$. XBM: present method, Naïve: Pauli measurements without term grouping, QWC: Pauli measurements with grouping associated with the qubit-wise commutativity [21, 27, 28], GC: Pauli measurements with grouping associated with the general commutativity [24]. $\text{method (preprocessing)}$ and $\text{method (on IBM-Q)}$ denote the execution time of classical preprocessing required before quantum processing and of quantum processing on the IBM-Q system, respectively.
set for each qubit. The experiments are carried out 10 times for each condition, and the mean and standard deviation of the results are calculated.

In the second experiment, only one component, $A_{bc}$, is set to be non-zero (i.e., $\text{Re}(A_{bc}), \text{Im}(A_{bc}) \in [-100, 100]$), whereas all other components are set to zero. Unlike the case in the other experiments, $|\varphi\rangle$ is prepared by acting on all qubits with Hadamard gates to mitigate the effect of the randomness of the $|\varphi\rangle$ preparation. This experiment is repeated for $b = 0, 1, \cdots, 2^n - 1$ and $c = 0, 1, \cdots, 2^n - 1$. As a result, the relative errors for all components of $A$ are obtained. Only XBM and Naïve experiments are carried out here. The experiments are carried out 10 times for each $(b, c)$, and the mean results are calculated.

4.2.2 Results

Experiment 1 As shown in Fig. 5(a), the relative errors of the XBM method are much better than those of the GC method but worse than those of the Naïve and QWC methods for $n \geq 4$ when $|\psi_0\rangle = |\psi_1\rangle$. This trend can be explained by the circuit complexity. The XBM method uses multiple CNOT gates whereas the Naïve and QWC methods do not, and the circuit for the GC method is much more complex than the circuits of the other methods. Although the XBM method is slightly inferior in terms of the relative error compared with the Naïve and QWC methods, the total execution time for the XBM method is much shorter than the times for the other methods (Fig. 5(b)). The execution time on a real device for the XBM method is slightly longer than that for the GC method, which depends on the number of unique circuits. However, the total execution time for the XBM method is much shorter than that for the GC method because the XBM method performs term grouping much more rapidly than the GC method. In the case of the XBM method, the execution time for term grouping is negligible compared with the execution time on the IBM-Q system. In summary, the proposed method, namely the XBM method, can evaluate $\langle \psi_0 | A | \psi_0 \rangle$ with slightly worse accuracy than the Naïve and QWC methods but in much less time.

Experiment 2 Figure 6 compares the element-wise relative error between the XBM and Naïve methods. In the case of the XBM method, the relative errors are larger for the anti-diagonal components than for the other components, whereas all components have similar relative errors in the case of the Naïve method. This result is consistent with that of the XBM method using the most CNOT gates in the evaluation of anti-diagonal components. Note that the number of CNOT gates required for the XBM method to evaluate the $(b, c)$ component of $A$ is

$$\max \left(0, \sum_{i=0}^{2^n-1} b_i \oplus c_i - 1 \right).$$

This indicates that the XBM method can evaluate $\langle \psi_0 | A | \psi_0 \rangle$ with much smaller error when $A$ is a band matrix.

Experiment 3 Figure 5(c) shows that the relative errors of the XBM, Naïve and QWC methods are small in the case that $A$ is a band matrix; the
errors approximately range 0.1 – 0.15 and they are all comparable for at least $n \leq 7$. Meanwhile, the XBM method can evaluate $\langle \psi_0 | A | \psi_1 \rangle$ much more rapidly than the Naïve and QWC methods (Fig. 5(d)). It is thus concluded that the XBM method can evaluate $\langle \psi_0 | A | \psi_1 \rangle$ with the same accuracy as the Naïve and QWC methods and in a much shorter time when $A$ is a band matrix.

**Experiment 4** Figures 5(e) and 5(f) show the results for the case that $|\psi_0\rangle \neq |\psi_1\rangle$. As shown in Fig. 5(e), although the XBM method can evaluate $\langle \psi_0 | A | \psi_1 \rangle$ much more rapidly than all the other methods (Fig. 5(f)), the relative errors are much larger than in the case that $|\psi_0\rangle = |\psi_1\rangle$ for all methods. This is because in the case that $|\psi_0\rangle \neq |\psi_1\rangle$, $|\psi_0, \psi_1\rangle = (|0\rangle|\psi_0\rangle + |1\rangle|\psi_1\rangle)/\sqrt{2}$ is used to evaluate $\langle \psi_0 | A | \psi_1 \rangle$, which requires a large number of two-qubit entangling gates as shown in Fig. S.1. As pointed out above, the evaluation error increases with the number of two-qubit entangling gates, such as CNOT gates. Hence, to suppress the error in the case that $|\psi_0\rangle \neq |\psi_1\rangle$, reducing the two-qubit entangling gate error or adopting an alternative approach is required.

5 Conclusions

We proposed a method of evaluating $\langle \psi_0 | A | \psi_1 \rangle$ where $A \in \mathbb{C}^{2^n \times 2^n}$ and $|\psi_0\rangle, |\psi_1\rangle \in \mathbb{C}^{2^n}$. Using our method of XBM, the number of unique circuits required to estimate the expectation value can be reduced to $2(2^n + k(n - r))$ in the worst case, where $k$ is the bandwidth of $A$ and $r := \lceil \log_2 k \rceil$. The greatest advantage of the XBM method over existing methods is the computational time required to prepare the simultaneous measurements. The time complexity of the XBM method including term grouping and building the measurement circuits is $O(nd)$, where $d$ is the number of non-zero elements of $A$ and the gate counts for the measurement operators are $O(n)$ for each unique circuit. In addition, when non-zero elements of $A$ are densely filled in the bandwidth $k$, the variance of the expectation evaluation is $O((n^{c+1}/2^n)\text{tr}(A^2))$, which is smaller than that of existing methods. The real device experiments show that although there is a trade-off between accuracy and speed, the XBM method has an appreciable advantage over existing methods in terms of the computational cost, especially when $A$ is a band matrix.
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Figure S.1: Circuit for preparing $\frac{1}{\sqrt{2}}(\lvert 0 \rangle \lvert \psi_0 \rangle + \lvert 1 \rangle \lvert \psi_1 \rangle)$ [7], where $U_i : \lvert 0^{n} \rangle \mapsto \lvert \psi_i \rangle$ for $i = 0, 1$. Note that the most significant bit is illustrated at the bottom of the circuit diagram.

A Derivation of Eq. (2)

A.1 Deriving Measurement Operators

Let $A' \in \mathbb{C}^{2^n \times 2^n}$ be an arbitrary complex matrix and $\lvert \psi_0 \rangle, \lvert \psi_1 \rangle \in \mathbb{C}^{2^n}$ be arbitrary $n$ qubits quantum states. The expectation value $\langle \psi_0 \lvert A' \lvert \psi_1 \rangle$ can be written as

$$\langle \psi_0 \lvert A' \lvert \psi_1 \rangle = \langle \varphi \lvert A \varphi \rangle,$$  \hspace{1cm} (S.1)

where

$$A := \begin{cases} A' & \text{if } \lvert \psi_0 \rangle = \lvert \psi_1 \rangle \\ \begin{bmatrix} 0 & 2A' \\ 0 & 0 \end{bmatrix} & \text{else} \end{cases}$$ \hspace{1cm} (S.2)

and

$$\lvert \varphi \rangle := \begin{cases} \lvert \psi_0 \rangle = \lvert \psi_1 \rangle & \text{if } \lvert \psi_0 \rangle = \lvert \psi_1 \rangle \\ \frac{\lvert 0 \rangle \lvert \psi_0 \rangle + \lvert 1 \rangle \lvert \psi_1 \rangle}{\sqrt{2}} & \text{else} \end{cases}.$$ \hspace{1cm} (S.3)

Note that the state $\left(\lvert 0 \rangle \lvert \psi_0 \rangle + \lvert 1 \rangle \lvert \psi_1 \rangle\right)/\sqrt{2}$ can be prepared using the circuit described in Fig. S.1 [7].

$A$ is now expressed as

$$A = \sum_{b=0}^{2^n-1} \sum_{c=0}^{2^n-1} A_{bc} \langle b \lvert c \rangle$$ \hspace{1cm} (S.4)

where

$$c := \begin{cases} \hat{c} & \text{if } \lvert \psi_0 \rangle = \lvert \psi_1 \rangle \\ \hat{c} + 2^n & \text{else} \end{cases}.$$ \hspace{1cm} (S.5)

Using this representation, $\langle \psi_0 \lvert A' \lvert \psi_1 \rangle$ is reformulated as

$$\langle \psi_0 \lvert A' \lvert \psi_1 \rangle = \sum_{b=0}^{2^n-1} \sum_{c=0}^{2^n-1} A_{bc} \langle \varphi \lvert b \rangle \langle c \varphi \rangle.$$ \hspace{1cm} (S.6)

Unlike existing Pauli-measurement-based methods, Pauli bases are not used to represent $A$ in the method proposed in this study. This raises the problem that obtaining the value of $\langle \varphi \lvert b \rangle \langle c \varphi \rangle$ by measurement is no longer straightforward, but there is the advantage that corresponding coefficients $A_{bc}$ can be immediately determined. Meanwhile, in the case of Pauli-measurement-based methods, the calculation of $\text{Tr}(A^\dagger P_i)/2^n$ for each Pauli base $P_i$ is required.
The purpose of the present method is to evaluate \( \langle \varphi | b \rangle \langle c | \varphi \rangle \) for \( b, c = 0, 1, \cdots, 2^n - 1 \) by measurement. Let \( |d_{\pm}^{(b,c)}\rangle \) and \( |e_{\pm}^{(b,c)}\rangle \) be defined as

\[
|d_{\pm}^{(b,c)}\rangle := \frac{1}{\sqrt{2}} \left( |b\rangle \pm |c\rangle \right) \quad (S.7)
\]
\[
|e_{\pm}^{(b,c)}\rangle := \frac{1}{\sqrt{2}} \left( |b\rangle \pm |c\rangle \right). \quad (S.8)
\]

Using these definitions, the real and imaginary parts of \( \langle \varphi | b \rangle \langle c | \varphi \rangle \) can be expressed as

\[
\begin{align*}
\text{Re} \left( \langle \varphi | b \rangle \langle c | \varphi \rangle \right) &= \frac{1}{2} \left( |D_{+}^{(b,c)}|^2 - |D_{-}^{(b,c)}|^2 \right) \quad (S.9) \\
\text{Im} \left( \langle \varphi | b \rangle \langle c | \varphi \rangle \right) &= \frac{1}{2} \left( |E_{+}^{(b,c)}|^2 - |E_{-}^{(b,c)}|^2 \right) \quad (S.10)
\end{align*}
\]

where

\[
\begin{align*}
D_{\pm}^{(b,c)} &:= \langle d_{\pm}^{(b,c)} | \varphi \rangle \in \mathbb{C} \quad (S.11) \\
E_{\pm}^{(b,c)} &:= \langle e_{\pm}^{(b,c)} | \varphi \rangle \in \mathbb{C}. \quad (S.12)
\end{align*}
\]

Equations (S.9)-(S.12) suggest that the real and imaginary parts of \( \langle \varphi | b \rangle \langle c | \varphi \rangle \) can be evaluated using the probabilities of \( |\varphi\rangle \) evaluated on the basis of \( |d_{\pm}^{(b,c)}\rangle \) and \( |e_{\pm}^{(b,c)}\rangle \), respectively. Such basis transformations can be achieved by applying the inverse of the preparation unitaries of \( |d_{\pm}^{(b,c)}\rangle \) and \( |e_{\pm}^{(b,c)}\rangle \) to \( |\varphi\rangle \), respectively. Hence, in the following, we focus on how to obtain \( |d_{\pm}^{(b,c)}\rangle \) and \( |e_{\pm}^{(b,c)}\rangle \) from \( |b\rangle \) and \( |c\rangle \).

Let \( |b\rangle \) and \( |c\rangle \) be denoted by bit strings as

\[
|b\rangle = |b_{n-1}\cdots b_1 b_0\rangle, \quad (S.13)
\]
\[
|c\rangle = |c_{n-1}\cdots c_1 c_0\rangle, \quad (S.14)
\]

where \( b = \sum_{i=0}^{n-1} b_i 2^i, \ c = \sum_{i=0}^{n-1} c_i 2^i \), and \( b_i, c_i \in \{0, 1\} \). We define two sets of indices as

\[
\mathcal{T}^{(b,c)} := \{ j | b_j \neq c_j, \ j \in \{0, 1, \cdots, n-1\} \}, \quad (S.15)
\]
\[
\mathcal{T}_0^{(b)} := \{ j | b_j = 0, \ j \in \{0, 1, \cdots, n-1\} \}. \quad (S.16)
\]

We then denote an important index by

\[
j_0^{(b,c)} \in \mathcal{T}^{(b,c)} \cap \mathcal{T}_0^{(b)}. \quad (S.17)
\]

Note that any element of \( \mathcal{T}^{(b,c)} \cap \mathcal{T}_0^{(b)} \) can be used for \( j_0^{(b,c)} \) in the following. If \( \mathcal{T}^{(b,c)} \cap \mathcal{T}_0^{(b)} = \emptyset \), \( \mathcal{T}^{(c,b)} \cap \mathcal{T}_0^{(c)} \) is used instead through the relationships

\[
\begin{align*}
\text{Re} \left( \langle \varphi | b \rangle \langle c | \varphi \rangle \right) &= \text{Re} \left( \langle \varphi | c \rangle \langle b | \varphi \rangle \right) \quad (S.18) \\
\text{Im} \left( \langle \varphi | b \rangle \langle c | \varphi \rangle \right) &= -\text{Im} \left( \langle \varphi | c \rangle \langle b | \varphi \rangle \right). \quad (S.19)
\end{align*}
\]

That is, if there exists \( j \) such that \( b_j \neq c_j \) but \( b_j \neq 0 \), \( b \) and \( c \) are exchanged using Eqs. (S.18) and (S.19). Applying the Hadamard gate to \( |b\rangle \) on the \( j_0^{(b,c)} \)th qubit yields

\[
H(j_0^{(b,c)}) |b\rangle = \frac{1}{\sqrt{2}} \left( |b_{n-1}\cdots b_{j_0^{(b,c)}+1}\rangle + |b_{j_0^{(b,c)}+1}\cdots b_0\rangle \right)
\]
\[
= \frac{1}{\sqrt{2}} \left( |b\rangle + |b_{n-1}\cdots b_{j_0^{(b,c)}+1}c_{j_0^{(b,c)}+1}b_{j_0^{(b,c)}+1}\cdots b_0\rangle \right). \quad (S.20)
\]
where \( c_{j_0(b,c)} = 1 \) and \( \text{H}(j) \) denotes the Hadamard gate acting on the \( j \)th qubit. To convert \(|b_{n-1} \cdots b_{j_0(b,c)+1} c_{j_0(b,c)} b_{j_0(b,c)-1} \cdots b_1 b_0\rangle \) to \(|c\rangle\), multiple CNOT gates are used:

\[
\prod_{k \in \tilde{T}^{(b,c)}} \text{CNOT}(j_0^{(b,c)}, k) \text{H}(j_0^{(b,c)}) |b\rangle = \frac{1}{\sqrt{2}} \left( |b\rangle + |c\rangle \right) = |d_+^{(b,c)}\rangle
\]

where

\[
\tilde{T}^{(b,c)} := T^{(b,c)} \setminus \{j_0^{(b,c)}\}
\]

and \( \text{CNOT}(j, k) \) denotes the CNOT gate whose control and target bits are the \( j \)th and \( k \)th qubits, respectively. When \( \tilde{T}^{(b,c)} = \emptyset \), the CNOT gate is not used. We now express \( |d_{\pm}^{(b,c)}\rangle \) as

\[
|d_{\pm}^{(b,c)}\rangle = M_{\text{Re}}^{(b,c)} |\beta_{\pm}^{(b,c)}\rangle
\]

where

\[
|\beta_{+}^{(b,c)}\rangle := |b\rangle
\]

\[
|\beta_{-}^{(b,c)}\rangle := X(j_0^{(b,c)}) |b\rangle = |b\rangle \oplus 2^0\langle b^{(b,c)} |.
\]

\( \text{X}(j) \) indicates the \( \text{X} \) gate acting on the \( j \)th qubit, \( \oplus \) is a bit-wise exclusive OR operation, and

\[
M_{\text{Re}}^{(b,c)} := \prod_{k \in \tilde{T}^{(b,c)}} \text{CNOT}(j_0^{(b,c)}, k) \text{H}(j_0^{(b,c)}).
\]

Using the measurement operator \( M_{\text{Re}}^{(b,c)} \), \( |D_{\pm}^{(b,c)}\rangle^2 \) can be written as

\[
|D_{\pm}^{(b,c)}\rangle^2 = \left| \langle \beta_{\pm}^{(b,c)} | M_{\text{Re}}^{(b,c)} | \varphi \rangle \right|^2.
\]

This value is equivalent to the probabilities of outcomes \( \beta_{\pm}^{(b,c)} \) when measuring \( M_{\text{Re}}^{(b,c)} | \varphi \rangle \).

In the same sense, we define \( M_{\text{Im}}^{(b,c)} \) by

\[
M_{\text{Im}}^{(b,c)\dagger} := \text{S}(j_0^{(b,c)}) \prod_{k \in \tilde{T}^{(b,c)}} \text{CNOT}(j_0^{(b,c)}, k) \text{H}(j_0^{(b,c)}).
\]

where \( \text{S}(j) \) denotes the phase gate acting on the \( j \)th qubit. Then,

\[
|e_{\pm}^{(b,c)}\rangle = M_{\text{Im}}^{(b,c)} |\beta_{\pm}^{(b,c)}\rangle
\]

and

\[
|E_{\pm}^{(b,c)}\rangle^2 = \left| \langle \beta_{\pm}^{(b,c)} | M_{\text{Im}}^{(b,c)} | \varphi \rangle \right|^2.
\]

A.2 Reducing the Number of Circuits

To obtain the expectation value, \( \langle \psi_{0} | A' | \psi_{1} \rangle \), we need to measure the numerous circuits \( M_{\text{Re}}^{(b,c)} | \varphi \rangle, M_{\text{Re}}^{(b,c)} | \varphi \rangle, \ldots, M_{\text{Im}}^{(b,c)} | \varphi \rangle, M_{\text{Im}}^{(b,c)} | \varphi \rangle, \ldots \), which requires large computational resources. Fortunately, some of these circuits can be swapped with each other. In brief, the following lemma holds.

**Lemma 1** If \( b \oplus c = b' \oplus c' \), then any pair in \( \{ |d_{+}^{(b,c)}\rangle, |d_{-}^{(b,c)}\rangle, |d_{+}^{(b',c')}\rangle, |d_{-}^{(b',c')}\rangle, |d_{+}^{(b',c')}\rangle, |d_{-}^{(b',c')}\rangle, |d_{+}^{(b,c)}\rangle, |d_{+}^{(b,c)}\rangle \} \) is simultaneously diagonalizable. In the same way, if \( b \oplus c = b' \oplus c' \), then any pair in \( \{ |e_{+}^{(b,c)}\rangle, |e_{-}^{(b,c)}\rangle, |e_{+}^{(b,c)}\rangle, |e_{+}^{(b,c)}\rangle, |e_{-}^{(b,c)}\rangle, |e_{+}^{(b,c)}\rangle, |e_{+}^{(b,c)}\rangle, |e_{+}^{(b,c)}\rangle \} \) is simultaneously diagonalizable.
Proof. It is easily confirmed that \(|d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|\) is Hermitian for all \(b\) and \(c\). We show that any pair in \(\{d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{+}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{-}^{(b,c)}|\}\) commutes. When \(b \oplus c = b' \oplus c'\), the following holds.

\[
\begin{align*}
    b = c & \Rightarrow b' = b \oplus c \oplus c' = 0 \oplus c' = c' \\
    b' = c' & \Rightarrow b = b' \oplus c \oplus c = 0 \oplus c = c \\
    b = c' & \Rightarrow b' = b \oplus c \oplus c' = 0 \oplus c = c \\
    b' = c & \Rightarrow b = b' \oplus c \oplus c = 0 \oplus c' = c'
\end{align*}
\]

That is,

\[
    b \oplus c = b' \oplus c' \Rightarrow b = c \Leftrightarrow b' = c' \quad \text{and} \quad b = c' \Leftrightarrow b' = c.
\]

From this property, we need to check if \([|b\rangle\langle c|, |b'\rangle\langle c'|]\) = 0 or not, where \([A, B] = AB - BA\) is a commutator, only in the cases of (i) \(b \neq b'\) and \(c \neq c'\) and (ii) \(b = b'\) and \(c = c'\). In the same sense, we need to check if \([|b\rangle\langle c|, |c'\rangle\langle b'|]\) = 0 or not only in the cases of (i) \(b \neq c'\) and \(c \neq b'\), (ii) \(b = c'\) and \(c = b'\). These checks are easily carried out and the result is that

\[
    b \oplus c = b' \oplus c' \Rightarrow [|b\rangle\langle c|, |b'\rangle\langle c'|] = [|b\rangle\langle c|, |c'\rangle\langle b'|] = 0.
\]

As a consequence, because \(|d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|\) = \((|b\rangle \pm |c\rangle) / \sqrt{2}\),

\[
    b \oplus c = b' \oplus c' \Rightarrow [A, B] = 0
\]

where \(A, B \in \{d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{+}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{-}^{(b,c)}|\}\)

Any pair in \(\{d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{+}^{(b,c)}\rangle\langle d_{+}^{(b,c)}|, |d_{-}^{(b,c)}\rangle\langle d_{-}^{(b,c)}|\}\) is Hermitian and commutes, and is therefore simultaneously diagonalizable. In the same way, it can be shown that \(\{e_{\pm}^{(b,c)}\rangle\langle e_{\pm}^{(b,c)}|, e_{-}^{(b,c)}\rangle\langle e_{+}^{(b,c)}|, e_{+}^{(b,c)}\rangle\langle e_{+}^{(b,c)}|, e_{-}^{(b,c)}\rangle\langle e_{-}^{(b,c)}|\}\) are simultaneously diagonalizable.  

Lemma 1 states that there exists an unitary that simultaneously diagonalizes \(|d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|\) and \(|d_{\pm}^{(b',c')}\rangle\langle d_{\pm}^{(b',c')}|\) when \(b \oplus c = b' \oplus c'\). This could appreciably reduce the number of unique circuits required to estimate the expectation value. However, lemma 1 does not state that which unitary can do. In the following, we prove that \(M_{\text{Re}}^{(b,c)}\) can simultaneously diagonalize \(|d_{\pm}^{(b,c)}\rangle\langle d_{\pm}^{(b,c)}|\) and \(|d_{\pm}^{(b',c')}\rangle\langle d_{\pm}^{(b',c')}|\) when \(b \oplus c = b' \oplus c'\). In the same sense, we can show that \(M_{\text{Im}}^{(b,c)}\) can simultaneously diagonalize \(|e_{\pm}^{(b,c)}\rangle\langle e_{\pm}^{(b,c)}|\) and \(|e_{\pm}^{(b',c')}\rangle\langle e_{\pm}^{(b',c')}|\) when \(b \oplus c = b' \oplus c'\).

Before proving the general case, let us consider an example. Consider the example of Eq. (S.9); i.e.,

\[
\text{Re}\left(\langle \varphi | 011 \rangle \langle 101 | \varphi \rangle \right) = \frac{1}{2} (|D_{+}^{(011,101)}| - |D_{-}^{(011,101)}|^2).
\]

In this case, because \(b = 011\) and \(c = 101\),

\[
T^{(b,c)} \cap T_{0}^{(b)} = \{1, 2\} \cap \{2\} = \{2\}
\]

yielding

\[
\beta_{0}^{(b,c)} = 2
\]

as in Eq. (S.17). The bit strings used are

\[
\beta_{+}^{(b,c)} = b = 011 \quad \text{and} \quad \beta_{-}^{(b,c)} = X(2)b = 111.
\]
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Hence, from Eq. (S.27),

\[ |D_+^{(011,101)}|^2 = \langle 011 | M_{\text{Re}}^{(011,101)} | \varphi \rangle^2 \quad \text{and} \quad |D_-^{(011,101)}|^2 = \langle 111 | M_{\text{Re}}^{(011,101)} | \varphi \rangle^2 , \]

where

\[ M_{\text{Re}}^{(011,101)} = H(2) \text{CNOT}(2,1) . \]

We easily find that these values are equivalent to \(|D_+^{(101,011)}|^2 = \langle \beta_+^{(101,011)} | M_{\text{Re}}^{(101,011)} | \varphi \rangle^2\), in which \(M_{\text{Re}}^{(101,011)} = H(1) \text{CNOT}(1,2)\). This means that \(M_{\text{Re}}^{(011,101)}\) is no longer required to evaluate \(\text{Re} \left( \langle \varphi | 011 \rangle \langle 101 | \varphi \rangle \right)\) because \(M_{\text{Re}}^{(101,111)}\) can be used instead.

Here, the above example is generalized.

**Theorem 1** (reprint) If \(b \oplus c = b' \oplus c'\) and \(b' \neq c'\), then \(M_{\text{Re}}^{(b,c)} = M_{\text{Re}}^{(b',c')}\) and \(M_{\text{Im}}^{(b,c)} = M_{\text{Im}}^{(b',c')}\).

**Proof.** First of all, Eq. (S.18) and (S.19) guarantee that \(\langle \varphi | b \rangle \langle c | \varphi \rangle\) can be evaluated with \(\langle \varphi | c \rangle \langle b | \varphi \rangle\) instead. We can therefore restrict the following discussion to the case that \(b < c\). The index \(j_0^{(b,c)}\) is then redefined as

\[ j_0^{(b,c)} = \max_j T^{(b,c)} \cap T_0^{(b)} , \quad (S.31) \]

which satisfies Eq. (S.17). We also consider pairs of all \((b, c)\) and \((b', c')\) that satisfy \(b \oplus c = b' \oplus c'\). These conditions give the equality

\[ \forall s \in \{ \text{Re}, \text{Im} \}, \quad M_s^{(b',c')} = M_s^{(b,c)} \quad \text{for} \quad b \oplus c = b' \oplus c' \quad \text{and} \quad b' < c'. \quad (S.32) \]

Equation (S.32) is proved as follows. The bit-wise exclusive OR operation, \(b \oplus c\), returns bit strings that are composed of values of 1 when \(b_j \neq c_j\) and 0 otherwise; e.g., \(011 \oplus 101 = 110\). Therefore, the relationship \(b \oplus c = b' \oplus c'\) yields \(T^{(b,c)} = T^{(b',c')}\), given Eq. (S.15), and obviously

\[ j^* = \max_j T^{(b,c)} = \max_j T^{(b',c')} . \quad (S.33) \]

Furthermore, the conditions \(b < c\) and \(b' < c'\) provide \((b_j^*, c_j^*) = (b_j', c_j') = (0, 1)\), and thus \(j^* \in T_0^{(b)}\) and \(j^* \in T_0^{(b')}\). Consequently, we obtain \(j_0^{(b,c)} = j_0^{(b',c')}\). The measurement operators \(M_s^{(b,c)}\) depend only on \(j_0^{(b,c)}\) and \(T^{(b,c)}\) (see Eqs. (S.26) and (S.28)), resulting in Eq. (S.32). In the case that \(b' > c'\), as discussed above, the symmetry with respect to the exchange of \(b\) and \(c\) provides

\[ \forall s \in \{ \text{Re}, \text{Im} \}, \quad M_s^{(b',c')} = M_s^{(c,b)} \quad \text{for} \quad b \oplus c = b' \oplus c' \quad \text{and} \quad b' > c'. \quad (S.34) \]

In short, by combining the properties of Eqs. (S.18) and (S.19) and Eqs. (S.32) and (S.34), all \(\langle \varphi | b' \rangle \langle c' | \varphi \rangle\) that satisfy \(b' \oplus c' = b \oplus c\) can be evaluated using the same measurement operator \(M_s^{(b,c)}\).
A.3 Closed-form Expression of $\langle \varphi | A | \varphi \rangle$

Combining the equations derived in the previous subsections, $\langle \varphi | A | \varphi \rangle$ can be written as

$$\langle \varphi | A | \varphi \rangle = \sum_b A_{bb} \langle \varphi | b \rangle \langle b | \varphi \rangle$$

$$+ \sum_{b \geq c} \sum_{c > b} A_{bc} \text{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle) + \sum_{b \geq c} A_{bc} \text{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle)$$

$$+ \sum_{b \geq c} \sum_{c > b} iA_{bc} \text{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle) + \sum_{b \geq c} iA_{bc} \text{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle)$$

$$= \sum_b A_{bb} \langle \varphi | b \rangle \langle b | \varphi \rangle$$

$$+ \sum_{b \geq c} \sum_{c > b} \left[ (A_{bc} + A_{cb}) \text{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle) + i(A_{bc} - A_{cb}) \text{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle) \right]$$

$$= \sum_b A_{bb} \langle \varphi | b \rangle \langle b | \varphi \rangle + \sum_{b \geq c} \sum_{c > b} \left[ 2A_{bc} \text{Re}(\langle \varphi | b \rangle \langle c | \varphi \rangle) + 2iA_{bc} \text{Im}(\langle \varphi | b \rangle \langle c | \varphi \rangle) \right]$$

$$= \sum_b A_{bb} \langle \varphi | b \rangle \langle b | \varphi \rangle^2$$

$$+ \sum_{b \geq c} \sum_{c > b} A_{bc} \left( |\langle b | M_{\text{Re}}^{(bc)} | \varphi \rangle|^2 - |\langle b \oplus 2^{(b,c)} | M_{\text{Re}}^{(bc)} | \varphi \rangle|^2 \right)$$

$$+ \sum_{b \geq c} \sum_{c > b} iA_{bc} \left( |\langle b | M_{\text{Im}}^{(bc)} | \varphi \rangle|^2 - |\langle b \oplus 2^{(b,c)} | M_{\text{Im}}^{(bc)} | \varphi \rangle|^2 \right)$$

(S.35)

Here, we introduce

$$l := b \oplus c.$$  

(S.36)

Using this notation, $j_0^{(b,c)}$ can be rewritten as

$$j_0^{(b,c)} = \max \{ j | b_j = 0, c_j = 1 \}$$

$$= \max \{ j | b_j = 0, (l \oplus b)_j = 1 \}$$

$$= \begin{cases} \max \{ j | l_j = 1 \} & \text{for } c > b \\ \max \{ j | b_j = 0, (l \oplus b)_j = 1 \} & \text{for } c < b \end{cases}.$$  

(S.37)

Note that $c = l \oplus b$. Because $c > b$ throughout Eq. (S.35), $j_0^{(b,c)}$ can be rewritten as

$$j_0^{(l)} := \max \{ j | l_j = 1 \}.$$  

(S.38)

In addition, because $M_s^{(b',c')} = M_s^{(b,c)}$ when $b' \oplus c' = b \oplus c = l$, where $s \in \{ \text{Re}, \text{Im} \}$, $M_s^{(b,c)}$ can be rewritten as

$$M_s^{(l)} := M_s^{(b,c)}.$$  

(S.39)

Moreover, the following lemma holds.

**Lemma 2** Let $j_0^{(l)} := \max \{ j | l_j = 1 \}$ and $	ilde{b} := b \oplus 2^{j_0^{(l)}}$. Then, $\tilde{b} \oplus l < b$ if $b \oplus l > b$.

**Proof.** If $b_{j_0^{(l)}} = 1$, $b \oplus l < b$ because the operation $b \oplus l$ changes $b_{j_0^{(l)}}$ from 1 to 0, where $j_0^{(l)}$ is the most significant bit that changes value via the operation $b \oplus l$. Therefore, $b_{j_0^{(l)}} = 0$. This results in...
According to Lemma 2,\n\n$$\{l|b \oplus l > b\} = \{l|b \oplus l < b\} \quad \text{where} \quad \bar{b} := b \oplus 2^{b_0} \quad \text{(S.40)}$$

and obviously,\n\n$$\{b\} = \{0, 1, \cdots, 2^n - 1\} = \{\bar{b}\} \quad \text{(S.41)}$$

Using the above notations and relationships, we have\n\n$$\sum_{b} \sum_{c>b} A_{b|c}\langle b \oplus 2^{b_0} | M_{\text{Re}}^{(b,c)} | \varphi \rangle^2 = \sum_{b} \sum_{l:b \equiv l > b} A_{(b,b \oplus l)}\langle (b \oplus 2^{b_0}) | M_{\text{Re}}^{(l)} | \varphi \rangle^2 = \sum_{b} \sum_{l:b \equiv l < b} A_{(b \oplus 2^{b_0}) \oplus l}\langle (b \oplus 2^{b_0}) | M_{\text{Re}}^{(l)} | \varphi \rangle^2 \quad \text{(S.42)}$$

and\n\n$$\sum_{b} \sum_{c>b} A_{b|c}\langle b \oplus 2^{b_0} | M_{\text{Im}}^{(b,c)} | \varphi \rangle^2 = \sum_{b} \sum_{l:b \equiv l > b} A_{(b,b \oplus l)}\langle (b \oplus 2^{b_0}) | M_{\text{Im}}^{(l)} | \varphi \rangle^2 = \sum_{b} \sum_{l:b \equiv l < b} A_{(b \oplus 2^{b_0}) \oplus l}\langle (b \oplus 2^{b_0}) | M_{\text{Im}}^{(l)} | \varphi \rangle^2 \quad \text{(S.43)}$$

Note that all $b$ and $\bar{b}$ are exchanged. Substituting Eqs. (S.42) and (S.43) into (S.35), we obtain\n\n$$\langle \varphi | A | \varphi \rangle = \sum_{b} A_{b|c}\langle \varphi | b \rangle \langle b | \varphi \rangle + \sum_{b} \sum_{l \in S(A) \setminus \{0^n\}} \left( (-1)^w A_{(b,c')}\langle b | M_{\text{Re}}^{(l)} | \varphi \rangle^2 + i(-1)^w A_{b|c'}\langle b | M_{\text{Im}}^{(l)} | \varphi \rangle^2 \right) \quad \text{(S.44)}$$

where\n\n$$S(A) := \{l|b \oplus l > b\} \cup \{l|b \oplus l < b\} \cup \{0^n\} \quad \text{(S.45)}$$

and\n\n$$\langle b', c', w \rangle = \begin{cases} \langle b, b \oplus l, 0 \rangle & \text{for } b < b \oplus l \\ \langle b \oplus 2^{b_0}, b \oplus l \oplus 2^{b_0}, 1 \rangle & \text{for } b > b \oplus l \end{cases} \quad \text{(S.46)}$$

A.4 Operator Selecting Model

At first glance, the right-hand side of Eq. (S.44) does not seem to express the expectation value because it does not take the form $\sum_l a_l P(\hat{a} = a_l)$. Here, we further reformulate Eq. (S.44). During the reformulation, we introduce an operator selecting model that is useful in evaluating the variance of Eq. (S.44).
Consider that the measurement operator $M^{(l)}_s$ is selected with probability $p(l, s)$ where $l \in S(A)$, $s \in \{\text{Re, Im}\}$, $M^{(0^n)}_s = I$ and $p(l = 0^n) = p(l = 0^n, s)$. The values of

$$p(l, s, b) := \begin{cases} p(l, s)|(b|\varphi)^2 & l = 0^n \\ p(l, s)|(b|M^{(l)}_{\text{Re}}|\varphi)^2 & l \neq 0^n, s = \text{Re} \\ p(l, s)|(b|M^{(l)}_{\text{Im}}|\varphi)^2 & l \neq 0^n, s = \text{Im} \\ \end{cases}$$

(S.47)

are probabilities because $p(l, s, b) \in [0, 1]$ and $\sum_{l,s,b} p(l, s, b) = 1$. Note that in this representation,

$$p(b|l, s) := \begin{cases} |\langle b|\varphi \rangle|^2 & l = 0^n \\ |\langle b|M^{(l)}_{\text{Re}}|\varphi \rangle|^2 & l \neq 0^n, s = \text{Re} \\ |\langle b|M^{(l)}_{\text{Im}}|\varphi \rangle|^2 & l \neq 0^n, s = \text{Im} \\ \end{cases}$$

(S.48)

Meanwhile, the coefficients

$$a(l, s, b) := \begin{cases} \frac{A_{bb}}{p(l, s)} & l = 0^n \\ \frac{(-1)^w A_{[\varphi|c]}}{p(l, s)} & l \neq 0^n, s = \text{Re} \\ \frac{i(-1)^w A_{[\varphi|c]}}{p(l, s)} & l \neq 0^n, s = \text{Im} \\ \end{cases}$$

(S.49)

can be seen as outcomes. With these definitions, Eq. (2) can be rewritten as

$$\langle \varphi | A | \varphi \rangle = \sum_{l,s,b} a(l, s, b) p(l, s, b)$$

(S.50)

which is mathematically in the form of an expectation value.

**B Derivation of Variance**

According to Eq. (2), the upper bound of the variance associated with the XBM can be written as

$$\text{Var}[\hat{a}] \leq \sum_{b=0}^{2^n-1} \left| \frac{A_{bb}}{p(l = 0^n)} \right|^2 p(l = 0^n, b) + \sum_{l \in S(A) \setminus \{0^n\}} \sum_{b=0}^{2^n-1} \left( \left| \frac{(-1)^w A_{[\varphi|c]}}{p(l, s = \text{Re})} \right|^2 \right) p(l, s = \text{Re}, b) + \left( \left| \frac{i(-1)^w A_{[\varphi|c]}}{p(l, s = \text{Im})} \right|^2 \right) p(l, s = \text{Im}, b)$$

(S.51)

When we assume

$$p(l, s) = p_{\text{uniform}}(l, s) = \frac{1}{m}$$

(S.52)

where

$$m := |S(A) \times \{\text{Re, Im}\}|$$

(S.53)
is the number of distinct measurement operators appearing in Eq. (2), we obtain

\[
\text{Var}_\text{uniform}[\hat{a}] \leq m^2 \left( \sum_{b=0}^{2^n-1} |A_{bb}|^2 p(l = 0^n, b) \right)
\]

\[
+ \sum_{l \in S(A) \setminus \{0^n\}} \sum_{b=0}^{2^n-1} \left( |A_{(l,c)}|^2 p(l, s = \text{Re}, b) + |A_{(l,c')}|^2 p(l, s = \text{Im}, b) \right)
\]

\[
\leq m^2 \max_{b,c} \{ |A_{bb}|^2, |A_{(bc)}|^2, |A_{[bc]}|^2 \}
\]

\[
= m^2 \max_{b,c} \{ |A_{(bc)}|^2, |A_{[bc]}|^2 \}.
\]  

(S.54)

Meanwhile, when we assume

\[
p(l, s) = p_{\text{weighted}}(l, s) := \begin{cases} \max_b |A_{bb}| & l = 0^n \\ \max_b |A_{(l,c')}| & l \neq 0^n, \ s = \text{Re} \\ \max_b |A_{[l,c']}| & l \neq 0^n, \ s = \text{Im} \end{cases}
\]

where

\[
Z := \max_b |A_{bb}| + \sum_{l \in S(A) \setminus \{0^n\}} \left( \max_b |A_{(l,c')}| + \max_b |A_{[l,c']}| \right)
\]

we obtain

\[
\text{Var}_\text{weighted}[\hat{a}] \leq |Z|^2 \left[ \sum_{b=0}^{2^n-1} \left( \frac{A_{bb}}{\max_b A_{bb}} \right)^2 p(l = 0^n, b) \right.
\]

\[
+ \sum_{l \in S(A) \setminus \{0^n\}} \sum_{b=0}^{2^n-1} \left( \frac{A_{(l,c')}}{\max_{b,c} A_{(l,c')}} \right)^2 p(l, s = \text{Re}, b) + \left( \frac{A_{[l,c]}}{\max_{b,c} A_{[l,c]}} \right)^2 p(l, s = \text{Im}, b) \right]
\]

\[
\leq |Z|^2 \max \left\{ \left( \frac{A_{bb}}{\max_b A_{bb}} \right)^2, \left( \frac{A_{(bc)}}{\max_{b,c} A_{(bc)}} \right)^2, \left( \frac{A_{[bc]}}{\max_{b,c} A_{[bc]}} \right)^2 \right\}
\]

\[
\leq |Z|^2.
\]  

(S.57)

Obviously, \( \text{Var}_\text{weighted}[\hat{a}] \leq \text{Var}_\text{uniform}[\hat{a}] \).

C Variance Comparison

C.1 Pauli measurements

In [6], \( A \) is expressed as \( A = \sum_{i,j} A_{ij} |i\rangle \langle j| \), where \( |i\rangle \langle j| \) is expressed using the Pauli basis as

\[
|i\rangle \langle j| = \sum_k s_k^{(i,j)} \sigma_k^{(i,j)} \frac{1}{2^n}, \quad s_k^{(i,j)} \in \{ \pm 1, \pm i \}, \quad \sigma_k^{(i,j)} \in \{ I, X, Y, Z \}^\otimes n,
\]

(S.58)

where \( I, X, Y, \) and \( Z \) are the Pauli matrices. For example,

\[
|010\rangle \langle 110| = |0\rangle \langle 1| \otimes |1\rangle \langle 1| \otimes |0\rangle \langle 0| = \frac{X - iY}{2} \otimes \frac{I - Z}{2} \otimes \frac{I + Z}{2}
\]
\[ = \frac{1}{2^3} (XII + XIZ - XZI - XZZ - iYII - iYIZ + iYIZ + iYZZ). \]

The expectation value of the Pauli string can be evaluated using the Pauli measurement as

\[ \langle \varphi | \sigma_k^{(ij)} | \varphi \rangle = \sum_{b=0}^{2^n-1} t_{k,b}^{(ij)} | \langle b | U_k^{(ij)} | \varphi \rangle |^2, \quad t_{k,b}^{(ij)} \in \{ \pm 1 \}, \]  

(S.59)

where \( U_k^{(ij)} \) is an unitary for the Pauli measurement required to estimate \( \langle \varphi | \sigma_k^{(ij)} | \varphi \rangle \), which consists of the Hadamard and phase gates. Substituting with these equations, \( \langle \varphi | A | \varphi \rangle \) can be written as

\[ \langle \varphi | A | \varphi \rangle = \sum_{i,j} \langle \varphi | \left( A_{ij} | i \rangle \langle j | \right) | \varphi \rangle = \sum_{i,j} \sum_k \sum_{b=0}^{2^n-1} A_{ij} s_k^{(ij)} t_{k,b}^{(ij)} | \langle b | U_k^{(ij)} | \varphi \rangle |^2, \]  

(S.60)

Assuming

\[ p(i, j) = \frac{|A_{ij}|}{\sum_{p,q} |A_{pq}|}, \quad p(k|i, j) = \frac{1}{2^n}, \quad p(b|i, j, k) = |\langle b | U_k^{(ij)} | \psi \rangle |^2, \]  

(S.61)

\( \langle \varphi | A | \varphi \rangle \) can be rewritten as

\[ \langle \varphi | A | \varphi \rangle = \sum_{i,j} \sum_k \sum_{b=0}^{2^n-1} A_{ij} s_k^{(ij)} t_{k,b}^{(ij)} p(i, j) p(k|i, j) p(b|i, j, k). \]  

(S.62)

Hence, the variance is

\[ \text{Var}_p[\hat{a}] \leq \sum_{i,j} \sum_k \sum_{b=0}^{2^n-1} \left( A_{ij} s_k^{(ij)} t_{k,b}^{(ij)} p(i, j) p(k|i, j) p(b|i, j, k) \right)^2 \]  

\[ = \left( \sum_{p,q} |A_{pq}| \right)^2 \]  

(S.63)

Note that the method proposed in [6] is closely related to the classical shadow with the random Pauli measurements. That is, a classical shadow, \( \hat{\rho} \), associated with [6] can be expressed as

\[ \text{tr}(A\hat{\rho}) = s_k^{(ij)} t_{k,b}^{(ij)} \sum_{p,q} |A_{pq}| \frac{A_{ij}}{|A_{ij}|}, \]  

(S.64)

which is a slightly modified version of the classical shadow with the random Pauli measurements. Concretely, [6] modifies the operator selecting model \( p(i, j) p(k|i, j) \) from a uniform distribution to Eq. (S.61).

It is easily confirmed that

\[ \max_b |A_{bb}| + \sum_{l \in S(A) \setminus \{0^n\}} \left( \max_b |A_{\langle \nu, c | \rangle} + \max_b |A_{\langle \nu', c' | \rangle} \right) \leq \sum_{p,q} |A_{pq}| \]  

(S.65)

because the left-hand side of Eq. (S.65), which is the same as the definition of \( Z \) (Eq. (S.56)), only sums over some elements of \( A \) whereas the right hand side of Eq. (S.65) sums over all elements of \( A \). Thus, the upper bound of the variance associated with the XBM is tighter than that of [6] and the classical shadow with the random Pauli measurements.
C.2 Classical Shadow

The classical shadow [31] is expected to evaluate the expectation value from few measurements. In [31], two methods, namely random Pauli measurements and random Clifford measurements, were proposed. With respect to the arbitrary matrix $A$, the random Clifford measurements are far more suitable than the random Pauli measurements because the random Clifford measurements do not require the decomposition of $A$ into the Pauli basis. The upper bound of the variance associated with the random Clifford measurements obeys

$$\text{Var}[\hat{a}]_{\text{shadow}} \leq \sqrt{9 + \frac{6}{2^n} \text{tr}(A^2)} = O(\text{tr}(A^2)). \quad (S.66)$$

In the XBM method, the upper bound of the variance can be written as

$$\text{Var}_p[\hat{a}]_{\text{XBM}} \leq m^2 |A|_{\text{max}}^2 \quad (S.67)$$

for both models of $p(l,s)$ proposed in the main body, where $|A|_{\text{max}} = \max_{b,c} \{|A_{bc}|\}$ is a maximum norm of $A$. To compare Eq. (S.66) with Eq. (S.67), we assume

$$|A|_{\text{max}}^2 = O\left(\frac{\text{tr}(A^2)}{q}\right) \quad \text{(assumption)} \quad (S.68)$$

where $q$ is the number of non-zero elements of $A$. This assumption is rephrased as that the square of the maximum value of the elements of $A$ is the same order as the mean of the square of the non-zero elements of $A$, and is valid for such as FEM because the element stiffness of the system is the same order in each element. Under this assumption,

$$\text{Var}_p[\hat{a}]_{\text{XBM}} = O\left(\frac{m^2}{q} \text{tr}(A^2)\right) \quad (S.69)$$

This means the variance when using the XBM depends on the ratio of $m^2$ to $q$ under the assumption of Eq. (S.68). The range of the number of non-zero elements, $q$, is

$$m \leq q \leq 2^n(2k + 1) - k(k + 1). \quad (S.70)$$

The lower bound, $q = m$, is the case that each group for simultaneous measurement has only one element (Fig. S.2(a)) whereas the upper bound, $q = 2^n(2k + 1) - k(k + 1)$, is the case that all $A_{ij}$ for $|i - j| \leq k$ have a non-zero value (Fig. S.2(b)). The worst case for the variance when using the XBM method is $q = m = 2((n - \lceil \log_2 k \rceil)k + 2\lceil \log_2 k \rceil) \approx 2k(1 + n - \log_2 k)$. In this case,

$$\frac{m^2}{q} = \begin{cases} O(n^{c+1}) & \text{when } k = O(n^c) \\ O(2^n) & \text{when } k = O(2^n) \end{cases}. \quad (S.71)$$

Meanwhile, when $q = 2^n(2k + 1) - k(k + 1) = O(k2^n)$,

$$\frac{m^2}{q} = \begin{cases} O\left(\frac{n^{c+1}}{2^n}\right) & \text{when } k = O(n^c) \\ O(1) & \text{when } k = O(2^n) \end{cases}. \quad (S.72)$$
Figure S.2: Cases for the lower and upper bounds of the number of non-zero elements \( q \) for \( n = 3 \) qubits and \( k = 2 \) bandwidth. (a) Lower-bound case \( q = m \). (b) Upper-bound case \( q = 2^n(2k + 1) - k(k + 1) \). Components of the same color can be simultaneously evaluated by one measurement operator using the XBM method. The color range is defined by \( l = b \oplus c \), where \( b \) and \( c \) are the row and column indices of \( A \).

In summary,

\[
\text{Var}_p[\hat{a}]_{\text{XBM}} = \begin{cases} 
O(n^{c+1}\text{tr}(A^2)) & \text{when } k = O(n^c) \text{ and } q = O(m) \\
O(2^n\text{tr}(A^2)) & \text{when } k = O(2^n) \text{ and } q = O(m) \\
O\left(\frac{n^{c+1}}{2^n} \text{tr}(A^2)\right) & \text{when } k = O(n^c) \text{ and } q = O(k2^n) \\
O(\text{tr}(A^2)) & \text{when } k = O(2^n) \text{ and } q = O(k2^n)
\end{cases} . \tag{S.73}
\]

When \( q = O(m) \), which is the case shown in Fig. S.2(a), the variance associated with the XBM is worse than that associated with the classical shadow (Eqs. (S.73)) and (S.73)_2). However, when \( q = O(k2^n) \), which is the case shown in Fig. S.2(b), the variance associated with the XBM is at least of the same order as that associated with the classical shadow (Eqs. (S.73)_3 and (S.73)_4). In particular, when \( k = O(n^c) \) and \( q = O(k2^n) \), which is the case that \( A \) is a matrix with a narrow bandwidth whose non-zero elements are densely filled in the band, the variance associated with the XBM is exponentially tight than that associated with the classical shadow (Eqs. (S.73)_3). Such \( A \) frequently appear as the global stiffness matrix in the finite element method as mentioned in the introduction of the main body.

D Classical Shadow with XBM

The XBM method is closely related to the classical shadow \cite{31}. Let \( \rho \), \( \mathcal{U} \) and \( \mathcal{M} \) be an arbitrary density matrix, unitary ensemble, and quantum channel, respectively. These are defined as

\[
\mathcal{U} := \{ M^{(l)}_s \}_{l \in S(A), s \in \{\text{Re},\text{Im}\}} \tag{S.74}
\]
and

\[
\mathcal{M}(\rho) := \mathbb{E}_{U \sim \mathcal{P}_U, b \sim \langle \langle b | \rho | b \rangle | b \rangle} [U^\dagger | b \rangle \langle b | U]
\]

\[
= \sum_b \left[ p(l = 0^n) \langle b | \rho | b \rangle \langle b | + \sum_{l \in S(A) \setminus \{0^n\}} \sum_{s \in \{\text{Re,Im}\}} p(l, s) \langle b | M_s^{(l)} \rho M_s^{(l)\dagger} | b \rangle M_s^{(l)\dagger} | b \rangle \langle b | M_s^{(l)} \right],
\]

(S.75)

respectively, where \( \mathcal{P}_U \) is a probability distribution over \( \mathcal{U} \). A classical shadow, \( \hat{\rho} := \mathcal{M}^{-1}(U^\dagger | b \rangle \langle b | U) \), \( U \sim \mathcal{P}_U, b \sim \langle \langle b | \rho | b \rangle | b \rangle \), associated with the XBM method is expressed as

\[
\hat{\rho}(l, s, b) = \begin{cases} 
\frac{|b\rangle \langle b|}{p(l = 0^n)} & \text{for } l = 0^n \\
(-1)^w \frac{|c\rangle \langle c| + |b\rangle \langle b'|}{2p(l, s = \text{Re})} & \text{for } l \neq 0^n \text{ and } s = \text{Re} \\
i(-1)^w \frac{|c\rangle \langle c'|- |b\rangle \langle b'|}{2p(l, s = \text{Im})} & \text{for } l \neq 0^n \text{ and } s = \text{Im}
\end{cases}
\]

(S.76)

where \( |b', c', w\rangle \) are defined in Table 1. The above can be easily derived by replacing \( A_{bc} \) with \( |c\rangle \langle b| \) because \( |\psi\rangle \langle \psi| = \sum_{b,c} |c\rangle \langle b| \langle c| \langle b| \) takes the same form as Eq. (1). The simple choice for the operator selecting model is

\[
p(l = 0^n) = p(l \neq 0^n, s) = \frac{1}{2^{n+1} - 1}
\]

(S.77)

where \( 2^{n+1} - 1 \) is the number of unique circuits used to evaluate the expectation value of the dense \( 2^n \times 2^n \) matrix. The classical shadow associated with the XBM method satisfies

\[
\mathbb{E}_{l,s,b \sim p(l,s,b)}[\hat{\rho}(l, s, b)] = \rho
\]

(S.78)

and

\[
\text{tr}(A \hat{\rho}(l, s, b)) = a(l, s, b)
\]

(S.79)

where \( a(l, s, b) \) is defined in Eq. (S.49). There is a low requirement of the classical memory to store the classical shadow associated with the XBM method. That is, only the indices \( \{(l, s)\} \) and bit strings measured \{b\} need to be stored.

The measurement operators associated with the XBM method are Clifford circuits, which consist of CNOT, Hadamard and phase gates, and therefore the XBM can be seen as the classical shadow with the random Clifford measurement whose unitary ensemble is a subset of Clifford group \( \text{Cl}(2^n) \) (Eq. (S.74)), and the unitary is selected with probability \( p(l, s) \) that can be modeled to reduce the variance. From this point of view, our conclusion can be restated that by using an unitary ensemble Eq. (S.74) and appropriate operator selecting model, the expectation value can be evaluated computationally more efficiently than by using random Clifford measurements in a specific condition. Concretely,

1. the number of two-qubit entangling gates in each measurement operator is reduced from \( O(n^2 / \log(n)) \) to \( O(n) \) and

2. the variance reduces from \( O(\text{tr}(A^2)) \) to \( O((n^{c+1}/2^n)\text{tr}(A^2)) \) when non-zero elements of \( A \) are densely filled in the bandwidth \( k \).
E Proofs

E.1 Colored Matrix

In proving theorems 2 and 3, we introduce a colored matrix (see Fig. S.3) as a visual reference. In the colored matrix, the \((b,c)\) component of \(A\) is positioned on the \(b\) th row and \(c\) th column, and each component is colored with the \(b \oplus c\) th color. Components of the same color are simultaneously measurable using the XBM method. Hence, the number of colors with a non-zero element value is the same as the number of unique circuits used in evaluating \(\langle \psi_0 | A | \psi_1 \rangle\).

E.2 Proof of Theorem 2

We show that there exists an algorithm that produces a 1-sparse matrix including all colors in the colored matrix defined in Sec. E.1. First, for the two-qubit system, a 1-sparse matrix including all four colors is found manually (Fig. S.4(a) and (b)). Next, a \(2^2 \times 2^2\) matrix is split in half and the halves are moved to the top-left and right-bottom of a \(2^3 \times 2^3\) matrix as in Fig. S.4(c). The colored patterns are then copied to the top-right and bottom-left as in Fig. S.4(d). Repeating this procedure as in Fig. S.4(e) to (i), a 1-sparse matrix including all colors is obtained for any size \(2^n \times 2^n\).

E.3 Proof of Theorem 3

The number of colors in a colored matrix of bandwidth \(k\), which we denote by \(N_k^{(n)}\), is counted as in Fig. S.5. From Fig. S.5, \(N_k^{(n)}\) can be written as

\[
N_k^{(n)} = 1 + \sum_{i=1}^{k} \left( a_i^{(n)} + b_i^{(n)} \right)
\]

where

\[
a_i^{(1)} = 0, \quad b_i^{(n)} = \begin{cases} 1 & 1 \leq i \leq 2^{n-1} \\ 0 & \text{else} \end{cases}, \quad a_i^{(n)} = a_i^{(n-1)} + b_i^{(n-1)}.
\]

Solving this recurrence relation, we obtain

\[
N_k^{(n)} = 1 + \sum_{j=1}^{n} \sum_{i=1}^{k} b_i^{(j)} = 1 + (n - \lceil \log_2 k \rceil)k + \sum_{j=1}^{\lceil \log_2 k \rceil} 2^{j-1} = (n - r)k + 2^r,
\]
Figure S.4: Step-by-step algorithm for making a 1-sparse matrix including all colors: (a) the same illustration as in Fig. S.3 for \( n = 2 \); (b) in the first step, manually obtain a 1-sparse matrix for \( n = 2 \) including all colors; (c) split the matrix (b) in half and move the halves to the top-left and bottom-right; (d) fill the top-right and bottom-left color, copy the patterns from the top-left and bottom right to the top-right and bottom-left, respectively, and delete the unmarked square’s color; (e) 1-sparse matrix for \( n = 3 \) including all colors; (g)-(i) repeat (c) to (f) until the matrix has the desired size.

where \( r := \lceil \log_2 k \rceil \) (see Fig. S.6).

When both real and imaginary parts of \( \langle \varphi | b \rangle \langle c | \varphi \rangle \) are required, the number of unique circuits is doubled. Hence, the upper bound of the number of unique circuits is \( 2((n-r)k+2^r) \). When evaluating \( \langle \psi_0 | A' | \psi_1 \rangle = \langle \varphi | A | \varphi \rangle \) with \( | \psi_0 \rangle = | \psi_1 \rangle \), the matrix \( A \) can have non-zero diagonal components. Con...
considering that \( \text{Im}(\langle \varphi | b \rangle \langle b | \varphi \rangle) = \text{Im}(\langle b | \varphi \rangle^2) = 0 \), the upper bound of the number of unique circuits can be reduced to \( 2((n - r)k + 2^r) - 1 \) in this case.

\[ E.4 \text{ Na"ive Pauli measurements} \]

When \( A_{bc} \neq 0 \), \( \text{Tr}(A \mathbf{P}) \) takes a non-zero value where \( \mathbf{P} := P_{(b \oplus c)n-1} \otimes P_{(b \oplus c)n-2} \otimes \cdots \otimes P_{(b \oplus c)_0}, \)

and \( P_0 \in \{I, Z\}, P_1 \in \{X, Y\} \), and \( I, X, Y \) and \( Z \) are the Pauli matrices. Therefore, for each distinct \( b \oplus c \) such that \( A_{bc} \neq 0 \), \( 2^n \) Pauli strings are required to express \( \langle \psi_0 | A | \psi_0 \rangle = \sum \text{Tr}(A \mathbf{P})/2^n \langle \psi_0 | \mathbf{P} | \psi_0 \rangle \).

The number of distinct \( b \oplus c \) is the same as the number of colors in the colored matrix defined in Sec. E.1, and the number of unique Pauli strings required to express \( \langle \psi_0 | A | \psi_0 \rangle \) is therefore \( 2^n((n - r)k + 2^r) \). In the case that \( \langle \psi_0 | A | \psi_1 \rangle, \mathbf{P} := P_n \otimes P_{(b \oplus c)n-1} \otimes P_{(b \oplus c)n-2} \otimes \cdots \otimes P_{(b \oplus c)_0} \) is used instead where \( P_n \in \{X, Y\} \) and the number of unique Pauli strings required to express \( \langle \psi_0 | A | \psi_1 \rangle \) is therefore \( 2^{n+1}((n - r)k + 2^r) \).

\[ E.5 \text{ Evaluating Pauli strings by XBM} \]

Consider evaluating an expectation value of one given Pauli string using the XBM method. Let \( \sigma_{n-1} \sigma_{n-2} \cdots \sigma_1 \sigma_0 \) be a Pauli string where \( \sigma_i \in \{I, X, Y, Z\} \). Converting this Pauli string into a row-column basis gives a matrix \( A \), where \( A_{bc,b \oplus p} \neq 0 \) for all \( b = 0, 1, \cdots, 2^n - 1 \) and \( p \) is a bit string defined as

\[
p_i := \begin{cases} 
0 & \text{if} \quad \sigma_i \in \{I, Z\} \\
1 & \text{if} \quad \sigma_i \in \{X, Y\}
\end{cases}
\]

(S.83)

The non-zero elements of \( A \) are simultaneously measurable using the XBM method because the XBM method groups all \( A_{bc} \) that satisfy \( b \oplus c = b' \oplus c' \), and \( b \oplus (b \oplus p) = p \). For example, consider \( X I Y Y Z \). In this case, \( p = 10110 \) and non-zero elements of \( A \) are \( A_{00000,10110}, A_{00001,10111}, \cdots, A_{11111,01001} \). All components of such \( A \) are simultaneously measurable using the XBM method because \( 00000 \oplus 10110 = 00001 \oplus 10111 = \cdots = 11111 \oplus 01001 = 10110 = p \). Therefore, the number of unique circuits to evaluate \( \langle \varphi | X I Y Y Z | \varphi \rangle \) using the XBM method is two (corresponding to the real and imaginary parts).