Global $L^2$-Boundedness Theorems for Semiclassical Fourier Integral Operators with Complex Phase

Vidian ROUSSE and Torben SWART
Freie Universität Berlin

Abstract: In this work, a class of semiclassical Fourier Integral Operators (FIOs) with complex phase associated to some canonical transformation of the phase space $T^*\mathbb{R}^d$ is constructed. Upon some general boundedness assumptions on the symbol and the canonical transformation, their continuity (as operators) from the Schwartz class into itself and from $L^2$ into itself are proven.

1 Introduction

We consider semiclassical ($\varepsilon \in (0,1]$ will be the small parameter) oscillatory integral operators on $\mathbb{R}^d$ formally given by

$$
\varphi \mapsto [I^\varepsilon(\Phi;u)\varphi](x) := \frac{1}{(2\pi \varepsilon)^{(d+D)/2}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^D} e^{i\varepsilon\Phi(x,y,\eta)} u(x,y,\eta) \varphi(y) d\eta dy
$$

where

- $\Phi$ is a smooth real or complex-valued phase function,
- $u$ is a smooth complex-valued amplitude belonging to some symbol class.

An abundant literature is now available about numerous properties of such operators with different assumptions on the phase $\Phi$ and the amplitude $u$, we will mainly quote articles related to our work sometimes disregarding other interesting properties. The general formulation (1) includes as typical examples two families of operators with $D = d$ that have been intensively studied since the ’70s.

The first family corresponds to the choice $\Phi(x,y,\eta) = (x-y) \cdot \eta$ and consists of semiclassical Pseudo-Differential Operators (PDOs) (see for instance [24]). Those turned to be very relevant to produce parametrices of Partial Differential Equations (PDEs), for instance of elliptic type, with the help of symbolic and functional calculus. As far as global results are concerned, Calderón and Vail-lancourt [6] showed a fundamental result: PDOs are bounded operators from $L^2(\mathbb{R}^d;\mathbb{C})$ into itself if the amplitude and its derivatives up to some order are globally bounded.

The second family corresponds to the choice $\Phi(x,y,\eta) = S(x,\eta) - y \cdot \eta$ where the real-valued function $S$ is a generating function of some canonical transformation $\kappa$ of the phase space $T^*\mathbb{R}^d$, i.e.

$$
\kappa(\nabla_\eta S(x,\eta), \eta) = (x, \nabla_x S(x,\eta)).
$$
They are the so-called semiclassical Fourier Integral Operators (FIOs) with real-valued phase associated to a canonical transformation (see for instance [28]) and are widely used to produce parametrices and semiclassical approximations for evolution equations like wave or Schrödinger equations. In the case where $\kappa$ is the identity, we can choose $S(x, \eta) = x \cdot \eta$ and recover the PDOs. The local existence of a generating function $S$ for $\kappa(y, \eta) = (X^\kappa(y, \eta), \Xi^\kappa(y, \eta))$ around a point $(y_0, \eta_0) = \kappa^{-1}(x_0, \xi_0)$ completely relies on the invertibility of the matrix $(\partial_y X^\kappa_{jk})$ near $(y_0, \eta_0)$. When it is not the case, we usually call $(y_0, \eta_0)$ a turning point of $\kappa$ in the position representation (this is an expression of the problem of “caustics” originally exhibited in geometrical optics). To give an idea of how severe this problem can be, we simply mention that even in the case of linear canonical transformations the entire phase space might be constituted of turning points (think about $\kappa(y, \eta) = (\eta, -y)$). As implicitly suggested and first performed by Maslov [25], a local change of representation (for example to the momentum representation) allows to circumvent this difficulty. However, this procedure leads to FIOs whose representation by a single integral is often only local. The extension of the Calderón-Vaillancourt result to those FIOs with real-valued phase can be found in [28].

The study of even more general FIOs of the form (1) goes back to the pioneer works [14] and [10]. As for $L^2$-boundedness results, local results (compactly supported amplitudes) were first proven in [14] whereas different type of global results depending on the assumptions on $\Phi$ can be found in [15] or [12] for $D = 0$, [21], [8] or [29] for $D = d$ and finally [1] for general $D$.

The aim of this article is essentially to show that for some semiclassical FIOs with complex-valued phase associated to a canonical transformation the $L^2$-boundedness property still holds with $\varepsilon$-independent norm bound. More precisely, we consider $D = 2d$, set $\eta = (q, p)$ and make typically the following assumptions on phases and amplitudes:

- $\Phi$ is a complex-valued phase function of the form

$$
\Phi^\kappa(x, y, q, p) = S^\kappa(q, p) + \Xi^\kappa(q, p) \cdot (x - X^\kappa(q, p)) - p \cdot (y - q) + \frac{i}{2}|x - X^\kappa(q, p)|^2 + \frac{i}{2}|y - q|^2
$$

where $(X^\kappa(q, p), \Xi^\kappa(q, p))$ is the decomposition in position and momentum of the canonical transformation $\kappa(q, p)$ and $S^\kappa(q, p)$ is some real-valued function reminiscent of the action of classical dynamics (see Definition 4 for a precise definition and some properties),

- $u$ is a smooth complex-valued function in the symbol class $S[0; 4d]$ i.e.

$$
\forall \alpha \in \mathbb{N}^{4d}, \quad \|\partial^{\alpha}_{(x,y,q,p)}u\|_{L^\infty} = \sup_{(x,y,q,p) \in \mathbb{R}^{4d}} |\partial^{\alpha}_{(x,y,q,p)}u(x, y, q, p)| < \infty,
$$

- $\kappa$ is a canonical transformation of class $\mathcal{B}$ i.e. the Jacobian matrix $F^\kappa$ is in $S[0; 2d]$ (see Definitions 2 and 3 for more precision).

The main result now reads.

**Theorem** Upon preceding assumptions, the operator $I^\varepsilon(\Phi^\kappa; u)$ defined by (1) is continuous from $S(\mathbb{R}^{d}; \mathbb{C})$ into itself and can be uniquely extended to a bounded
operator on $L^2(\mathbb{R}^d; \mathbb{C})$ such that

$$\|\mathcal{I}^\varepsilon (\Phi^\varepsilon; u)\|_{L^2 \to L^2} \leq C(\kappa) \sum_{|\alpha| \leq 4d+1} \|\partial^\alpha_{(x,y)} u\|_{L^\infty}.$$  

Recent semiclassical contributions closely related to our work are [22], [2] and [5] where the authors provide uniform approximations to the solution of the time-dependent Schrödinger equation but all of them considered symbols compactly supported in some of the variables. One of the major improvement of our construction and proof is the removal of this restrictive hypothesis which enforced them to consider unitary propagators only in a truncated way.

More general considerations about non-semiclassical FIOs with complex phase are given in [26], [27] and [16] for local properties, [7], [32]–[33], [3]–[4] and [31] for global properties.

To summarize, the approach presented here combines two different global advantages: the amplitude needs not be compactly supported in momentum and the problem of turning points does not show up in this setting. Moreover, we get explicit control in $\varepsilon$ for the operator norm and the connection with the underlying geometry of phase space is rather transparent.

An application of those FIOs to approximated propagators of Schrödinger equations with subquadratic potential will be provided in the forthcoming article [30] in the spirit of [22], [2] or [5]. To the authors’ knowledge, this would be the first mathematical proof of a widely spread and used formal result from Theoretical Chemistry originally named after Herman and Kluk.

The plan of this article is as follows. In Section 2 we recall the definitions and main properties of symbol classes, we introduce the notion of action associated to a canonical transformation which will almost play the role devoted to generating function in the theory of FIOs with real phase, we remind the notion of diffeomorphism of class $\mathcal{B}$ as introduced in [13] and restrict it to the case of canonical transformation. In Section 3 we present a first construction of FIOs associated to a canonical transformation based on the FBI transform and relate it to Anti-Wick quantization. In Section 4 we introduce a more general notion of FIOs associated to a canonical transformation, show that they are continuous from the class of Schwartz functions into itself (see Theorem 11) and finally prove the main result of the article, Theorem 2 which states the $L^2$-boundedness for bounded symbols. In terms of technicalities, the proof of the Schwartz continuity is comparable with the corresponding result for pseudodifferential operators as presented in [12], [1] and [15] whereas the $L^2$-boundedness result uses the strategy of [12], [1] and [15].

We close this introduction by a short discussion of the notation we use. Throughout this paper, we will use column vectors. We will denote the inner product of two vectors $a, b \in \mathbb{R}^D$ as $a \cdot b := \sum_{j=1}^{D} a_j b_j$ which we extend to vectors of $\mathbb{C}^D$ by the same formula. The Hilbert norm of $\mathbb{C}^D$ will be denoted by $|a| := (\pi \cdot a)^{1/2}$. The transpose of a (real or complex) square matrix $A$ will be $A^\dagger$, whereas $A^* := A^\dagger$ and $I$ stands for the identity matrix. When dealing with diffeomorphisms of $T^*\mathbb{R}^d$ or operators on $L^2(\mathbb{R}^d; \mathbb{C})$, $\text{Id}$ stands for the identity morphism or operator. We will use the standard multi-index notation. Following [22] and [22], we will sometimes use subscript to denote differentiation. Thus, for a differentiable mapping $F \in C^1(\mathbb{R}^D, \mathbb{C}^D)$, $F_x(x)$ will denote the transpose of its Jacobian, i.e. $(F_x(x))_{jk} = \partial_{x_j} F_k(x)$. As a crucial example,
the factor $X^e$ in (3) stands for the matrix $(\partial_{ij} X^e)_{1 \leq j, k \leq d}$ so that we have the following identity of column vectors $(X, \Xi)_q = X_q \Xi + \Xi_q X$. The Hessian matrix of a mapping $F \in C^2(\mathbb{R}^D, \mathbb{C})$ will be denoted by $\text{Hess}_F(x)$ and the divergence of a mapping $F \in C^1(\mathbb{R}^D, \mathbb{C}^D)$ by $\text{div}_xF$.
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2 Symbol Classes, Canonical Transformations

Following the presentation of [9] and [24], we recall the definition of symbol classes.

Definition 1 (Symbol class) Let $d = (d_j)_{1 \leq j \leq J} \in \mathbb{N}^J$, $u(z_1, \ldots, z_J)$ a function of $C^\infty(\mathbb{R}^{d_1} \times \cdots \times \mathbb{R}^{d_J}, \mathbb{C}^N)$ and $m = (m_j)_{1 \leq j \leq J} \in \mathbb{R}^J$. We say that $u$ is a symbol of class $S[m; d]$ if the following quantities are finite for any $k \geq 0$

$$M^m_k[u] := \max_{\sum_{j=1}^J \alpha_j = k} \sup_{z_j \in \mathbb{R}^{d_j}} \left| \sum_{\alpha_j = k} \prod_{j=1}^J \langle z_j \rangle^{-m_j} \partial^{\alpha_j}_{z_j} u(z_1, \ldots, z_J) \right|$$

where $\langle z \rangle := \sqrt{1 + |z|^2}$.

We extend this definition to any $m_j \in \mathbb{R}_{-\infty} := \{-\infty\} \cup \mathbb{R} \cup \{+\infty\}$ by setting, for instance with non-finite $m_1$,

$$S[(-\infty, m_2, \ldots, m_J); d] = \bigcup_{m_1 \in \mathbb{R}} S[(m_1, m_2, \ldots, m_J); d]$$

and

$$S[(-\infty, m_2, \ldots, m_J); d] = \bigcap_{m_1 \in \mathbb{R}} S[(m_1, m_2, \ldots, m_J); d]$$

and so on.

Remark 1

(i) $S[m; d]$ is naturally endowed with a Fréchet space structure and is increasing with $m$ with continuous injection.

(ii) Only few values of $m_j$ allow collusion of different $z_j$: if $m = -\infty, 0, +\infty$

$$S[(m, m); (d, d')] = S[m; d + d']$$

(iii) The class $S[(-\infty, \ldots, -\infty); d] = S[-\infty; |d|]$ coincides with $\mathcal{S}(\mathbb{R}^{|d|}; \mathbb{C})$ the Schwartz functions on $\mathbb{R}^{|d|}$.

(iv) We have $S[m; d]S[m'; d] \subset S[m + m'; d]$ with continuous injection.

(v) If $u(z, z') \in S[(m, m'); (d, d')]$, then $\langle z \rangle^{-m}u(z, z') \in S[(0, m'); (d, d')]$.

(vi) To compare with the symbol classes $S^m_{p, \delta}$ introduced by Hörmander, we have $S^m_{0, 0}(\mathbb{R}^d \times \mathbb{R}^D) = S[(0, m); (d, D)]$. 


To fix notations, we first recall the definition of a canonical transformation and the link with symplectic matrices.

**Definition 2 (Canonical transformation)** Let us consider a smooth diffeomorphism $\kappa(q,p) = (X_\kappa(q,p), \Xi_\kappa(q,p))$ from $T^*\mathbb{R}^d = \mathbb{R}^d \times \mathbb{R}^d$ into itself. We represent its differential by the following Jacobian matrix:

$$F_\kappa(q,p) = \begin{pmatrix} X_\kappa^*(q,p) & X_\kappa^*(q,p) \\ \Xi_\kappa^*(q,p) & \Xi_\kappa^*(q,p) \end{pmatrix},$$

$k$ is said to be a **canonical transformation** if $F_\kappa(q,p)$ is symplectic for any $(q,p)$ in $\mathbb{R}^d \times \mathbb{R}^d$ i.e.

$$[F_\kappa(q,p)]^* J F_\kappa(q,p) = J \quad \text{where} \quad J := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.$$

We specialize here the notion of diffeomorphism of class $\mathcal{B}$ as presented by Fujiwara.

**Definition 3 (Class $\mathcal{B}$)** A canonical transformation $\kappa$ of $\mathbb{R}^d \times \mathbb{R}^d$ is said to be of class $\mathcal{B}$ if $F_\kappa \in \mathcal{S}[0;2d]$. For any $k \geq 0$, we set $M_k^\kappa := M_k^0[F_\kappa]$.

**Remark 2** The Hamiltonian flow $\kappa^t$ associated to a subquadratic Hamiltonian function $h(q,p)$ (i.e. such that the Hessian matrix $\text{Hess}_{(q,p)} h$ is in the class $\mathcal{S}[0,2d]$) is of class $\mathcal{B}$ for any time $t$ (see [13]).

Once again, for later use, we establish biLipschitzian estimates and properties with respect to composition of canonical transformations.

**Lemma 1** The subset of canonical transformations of class $\mathcal{B}$ is a subgroup (for composition) of diffeomorphisms of $\mathbb{R}^d \times \mathbb{R}^d$. Moreover, if $\kappa$ is a canonical transformation of class $\mathcal{B}$, then there exist two strictly positive constants $c_\kappa$ and $C_\kappa$ such that for any $(q_1, p_1)$ and $(q_2, p_2)$ in $\mathbb{R}^d \times \mathbb{R}^d$

$$c_\kappa \|(q_2,p_2) - (q_1,p_1)\| \leq \|\kappa(q_2,p_2) - \kappa(q_1,p_1)\| \leq C_\kappa \|(q_2,p_2) - (q_1,p_1)\|. \quad (3)$$

**Remark 3** [3] is a particular case of the notion of tempered diffeomorphism introduced in [3].

**Proof:** For $\kappa$ and $\kappa'$ two canonical transformations of class $\mathcal{B}$, we have $F_\kappa^{-1} \circ \kappa = (F_\kappa^{-1} \circ \kappa) F_\kappa$ and $F_\kappa^{-1} = (F_\kappa \circ \kappa^{-1})^{-1} = -J(F_\kappa \circ \kappa^{-1})^*J$. Thus $M_0^{\kappa^{-1}} = M_0^\kappa$ and $M_0^{\kappa^{-1}}$ (respectively $M_0^{\kappa \circ \kappa^{-1}}$) are bounded by polynomials in $M_0^\kappa$ (respectively $(M_0^\kappa, M_0^{\kappa \circ \kappa^{-1}}$)). Finally, with $C_\kappa = M_0^\kappa$ and $c_\kappa = [M_0^{\kappa^{-1}}]^{-1}$, [3] directly follows from the Mean Value Inequality applied to $\kappa$ and $\kappa^{-1}$.

In analogy with the situation of FIOs with real phase, we introduce now the notion of an action associated to a canonical transformation as already suggested in [31]. It will play the role usually devoted to a generating function $\Sigma^\kappa$ associated to $\kappa$ (see Section 5.5 (b) of [24]) i.e. such that

$$(x, \nabla_x \Sigma^\kappa(x,\eta)) = \kappa(\nabla_\eta \Sigma^\kappa(x,\eta), \eta).$$
**Definition 4 (Action)** Let \( \kappa = (X^\kappa, \Xi^\kappa) \) be a canonical transformation of \( \mathbb{R}^d \times \mathbb{R}^d \). A real-valued function \( S^\kappa \) is called an action associated to \( \kappa \) if it fulfills

\[
S^\kappa_0(q, p) = -p + X^\kappa_0(q, p) \Xi^\kappa(q, p), \quad S^\kappa_{p}(q, p) = X^\kappa_p(q, p) \Xi^\kappa(q, p).
\]

\( \text{(4)} \)

**Remark 4**

(i) The function \( S^\kappa \) always exists and is uniquely defined up to an additive constant. Whenever possible and unambiguous, we will choose the constant of \( \kappa = \text{Id} \) so that \( S^\kappa_{\text{Id}} = 0 \). If \( \kappa \) and \( \kappa' \) are two canonical transformations, then \( S^\kappa \circ \kappa' = S^\kappa \circ (\kappa + S^\kappa) \) and \( S^\kappa_{-1} = -S^\kappa \circ S^\kappa \) where both equalities hold up to an additive constant.

(ii) If \( \kappa \) is of class \( \mathcal{B} \) then \( S^\kappa \) is \( S[2; 2d] \), more precisely \( \nabla_{(q,p)}S^\kappa \) is \( S[1; 2d] \).

From now on, all canonical transformations considered are assumed to be of class \( \mathcal{B} \) and \( \varepsilon \) will denote a small parameter such that \( 0 < \varepsilon \leq 1 \).

### 3 Anti-Wick Calculus and FIOs

We combine here the presentations of Lerner [23] and Tataru [31] with the additional semiclassical parameter \( \varepsilon \) in the spirit of Section 3.4 of [24]. First, we introduce Gaussian wave packets centered in phase space and the FBI transform.

**Definition 5 (FBI transform)** Let \((q,p) \in \mathbb{R}^d \times \mathbb{R}^d\) and \(\Theta\) be a complex symmetric (i.e. \(\Theta^\dagger = \Theta\)) \(d \times d\) matrix with positive definite real part \(\Re\Theta\). We define

- **the normalized coherent state** \(g^{\varepsilon,\Theta}_{q,p}\) on \(\mathbb{R}^d\)
  
  \[
  g^{\varepsilon,\Theta}_{q,p}(y) := \frac{(\det \Re\Theta)^{1/4}}{(\pi\varepsilon)^{d/4}} e^{\frac{i}{\varepsilon}p(y-q) - \frac{\varepsilon}{2\pi}(y-q) \cdot \cdot (y-q)},
  \]

- **the FBI transform** of a function \(\varphi \in \mathcal{S}(\mathbb{R}^d; \mathbb{C})\)
  
  \[
  [W^{\varepsilon}(\Theta)\varphi](q, p) := (2\pi\varepsilon)^{-d/2} \left< g^{\varepsilon,\Theta}_{q,p}, \varphi \right>_{L^2_{\varepsilon,q,p}}
  = \frac{(\det \Re\Theta)^{1/4}}{2^{d/2}(\pi\varepsilon)^{3d/4}} \int_{\mathbb{R}^d} e^{-\frac{i}{\varepsilon}p(y-q) - \frac{\varepsilon}{2\pi}(y-q) \cdot \cdot (y-q)} \varphi(y)dy,
  \]

- **the inverse FBI transform** of a function \(\Phi \in \mathcal{S}(\mathbb{R}^{2d}; \mathbb{C})\)
  
  \[
  [W^{\varepsilon}_{\text{inv}}(\Theta)\Phi](y) := (2\pi\varepsilon)^{-d/2} \left< g^{\varepsilon,\Theta}_{q,p}, \Phi \right>_{L^2_{\varepsilon,q,p}}
  = \frac{(\det \Re\Theta)^{1/4}}{2^{d/2}(\pi\varepsilon)^{3d/4}} \int_{\mathbb{R}^{2d}} e^{-\frac{i}{\varepsilon}p(y-q) - \frac{\varepsilon}{2\pi}(y-q) \cdot \cdot (y-q)} \Phi(q,p)dqdp.
  \]

**Remark 5** Defining \(T_{d}^\varepsilon \varphi(y) := \varepsilon^{d/4} \varphi(\sqrt{\varepsilon}y)\) (which is unitary on \(L^2(\mathbb{R}^d; \mathbb{C}))\), we have the scaling formulas

\[
g^{\varepsilon,\Theta}_{q,p} = (T_{d}^\varepsilon)^* g^{1,\Theta}_{q/\sqrt{\varepsilon},p/\sqrt{\varepsilon}},
W^{\varepsilon}(\Theta) = (T_{2d}^\varepsilon)^* W^1(\Theta) T_{d}^\varepsilon, \quad W^{\varepsilon}_{\text{inv}}(\Theta) = (T_{d}^\varepsilon)^* W^1_{\text{inv}}(\Theta) T_{2d}^\varepsilon.
\]
We recall, with proof, elementary properties of the FBI transform as presented in [23].

**Proposition 1** If \( \varphi \in S(\mathbb{R}^d; \mathbb{C}) \), \( \Phi \in S(\mathbb{R}^{2d}; \mathbb{C}) \), then \( W^\varphi(\Theta) \varphi \in S(\mathbb{R}^{2d}; \mathbb{C}) \) and \( W^\varphi_{inv}(\Theta) \Phi \in S(\mathbb{R}^d; \mathbb{C}) \). Moreover \( W^\varphi(\Theta) : S(\mathbb{R}^d; \mathbb{C}) \to S(\mathbb{R}^{2d}; \mathbb{C}) \) is continuous, extends by duality to a continuous operator \( S'(\mathbb{R}^{2d}; \mathbb{C}) \to S'(\mathbb{R}^d; \mathbb{C}) \) and to a norm preserving map \( L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^{2d}; \mathbb{C}) \). Finally we have the reconstruction formula

\[
\varphi(y) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^{2d}} [W^\varphi(\Theta) \varphi](q,p)g^\varphi_{q,p}(y)dqd\varphi
\]

which holds pointwise whenever \( \varphi \in S(\mathbb{R}^d; \mathbb{C}) \).

**Remark 6** ([24]) corresponds to the fact that \( (g^\varphi_{q,p})_{(q,p) \in \mathbb{R}^{2d}} \) is an “overcomplete set of vectors” of \( L^2(\mathbb{R}^d; \mathbb{C}) \) which reads in the “bra-ket” notation

\[
\frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^{2d}} |g^\varphi_{q,p}| \langle g^\varphi_{q,p} \rangle dq dp = \text{Id}_{L^2(\mathbb{R}^d; \mathbb{C})} = W^\varphi_{inv}(\Theta)W^\varphi(\Theta).
\]

However, the composition \( W^\varphi(\Theta)W^\varphi_{inv}(\Theta) \) is only the orthogonal projection onto the image of \( L^2(\mathbb{R}^d; \mathbb{C}) \) under \( W^\varphi(\Theta) \) (see [24]).

**Proof:** Remark 6 shows that it is enough to treat the case \( \varepsilon = 1 \).

The Schwartz property follows from the fact that \( W^1(\Theta) \varphi \) is the partial Fourier transform \( (q,y) \to (q,p) \) of a Schwartz function (Schwartz in \( y \) and Gaussian in \( q \)) and an analogous treatment for \( W^1_{inv}(\Theta) \Phi \). The isometry property is proven by introducing an extra Gaussian factor to make the integrals absolutely convergent and allow several applications of Fubini’s Theorem. \( \|W^1(\Theta)\varphi\|^2 \) is the limit \( \delta \to 0 \) of the integral

\[
\int_{\mathbb{R}^{2d}} e^{-\frac{d}{\delta^2} |\varphi|^2} \frac{[W^1(\Theta)\varphi](q,p)[W^1(\Theta)\varphi](q,p) dq dp}{[W^1_{inv}(\Theta)\Phi](q,p) dq dp} \\
= \int_{\mathbb{R}^{2d}} e^{-\frac{d}{\delta^2} |\varphi|^2} \frac{2^{-d\pi/d}(det R\Theta)^{-1/2}}{2^{-d\pi/d}(det R\Theta)^{-1/2}} \varphi(y_1) \varphi(y_2) dy_1 dy_2 dq dp \\
= \delta^{-d} \int_{\mathbb{R}^{2d}} e^{-\frac{d}{\delta^2} |\varphi|^2} \frac{2^{-d\pi/d}(det R\Theta)^{-1/2}}{2^{-d\pi/d}(det R\Theta)^{-1/2}} \varphi(y_1) \varphi(y_2) dy_1 dy_2 dq dp \\
= \int_{\mathbb{R}^{2d}} e^{-\frac{d}{\delta^2} |\varphi|^2} \frac{2^{-d\pi/d}(det R\Theta)^{-1/2}}{2^{-d\pi/d}(det R\Theta)^{-1/2}} \varphi(y_1) \varphi(y_2) dy_1 dy_2 dq dp \\
= \int_{\mathbb{R}^{2d}} \frac{2^{-d\pi/d}(det R\Theta)^{-1/2}}{2^{-d\pi/d}(det R\Theta)^{-1/2}} \varphi(y_1) \varphi(y_2) dy_1 dy_2 dq dp
\]

with the abuse of notation \( \Theta z^2 \) for \( z \cdot \Theta z \). Hence

\[
\|W^1(\Theta)\varphi\|^2 = \int_{\mathbb{R}^d} (2\pi)^{-d/2} e^{-i|w|^2} dw \int_{\mathbb{R}^d} \varphi(y) \varphi(y) dy = \|\varphi\|^2.
\]
Finally, the reconstruction formula follows from the polarization of the preceding identity:

\[ \langle \psi | \varphi \rangle = \langle W^1(\Theta) \psi | W^1(\Theta) \varphi \rangle = (2\pi)^{-d/2} \int_{\mathbb{R}^d} g^1_{\varphi, \psi}(y) \psi(y) dy \langle W^1(\Theta) \varphi \rangle \\
= (2\pi)^{-d/2} \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^d} g^1_{\varphi, \psi}(y) \psi(y) [W^1(\Theta) \varphi](q,p) dy dp \\
= \int_{\mathbb{R}^d} \psi(y) \left( (2\pi)^{-d/2} \int_{\mathbb{R}^d} g^1_{\varphi, \psi}(y) [W^1(\Theta) \varphi](q,p) dy dp \right) dy.
\]

□

We define a notion of a FIO with complex phase that generalizes the so-called Anti-Wick quantization of pseudodifferential operators.

**Proposition-definition 6 (Anti-Wick FIO)** Let \( u \in L^\infty(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{C}) \), \( \kappa \) a canonical transformation and \( \Theta^x, \Theta^y \) two symmetric \( d \times d \) complex matrices with positive definite real part. We define the **semiclassical FIO associated to** \( \kappa \) **with symbol** \( u \) **as the linear operator** \( \mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) : L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^d; \mathbb{C}) \) **such that**

\[ \langle \psi | \mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) \varphi \rangle_{L^2} := \left\langle [W^\epsilon(\Theta^x) \psi] \circ \kappa | e^{iS^\epsilon u} [W^\epsilon(\Theta^y) \varphi] \right\rangle_{L^2(u; p)} . \tag{6} \]

\( \mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) \) **is bounded and**

\[ \| \mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) \|_{L^2 \to L^2} \leq \| u \|_{L^\infty} . \tag{7} \]

**Proof:** For any fixed \( \varphi \in L^2(\mathbb{R}^d; \mathbb{C}) \), the right-hand side of (6) is a continuous antilinear form in \( \psi \in L^2(\mathbb{R}^d; \mathbb{C}) \) with norm bounded by \( \| u \|_{L^\infty} \| \varphi \|_{L^2} \), so the Riesz representation theorem applies. □

**Remark 7**

(i) We have

\[ \mathcal{I}_{\text{AWick}}^\epsilon(\text{Id}; 1; \Theta^x, \Theta^y) = (\det \Re \Theta^x)^{1/4} (\det \Re \Theta^y)^{1/4} \det \left( \frac{\Theta^x + \Theta^y}{2} \right)^{-1/2} \text{Id} \]

where the choice of the square root is explained in the appendix.

(ii) \( \mathcal{I}_{\text{AWick}}^\epsilon(\text{Id}; u; I, I) \) is exactly the Anti-Wick quantization of pseudodifferential operators.

(iii) The situation with \( u = 1 \) and \( \kappa \) linear has been investigated in detail in Section 3.4 of [24].

(iv) If \( \kappa \) is a canonical transformation of class \( \mathcal{B} \), \( u \in \mathcal{S}(0; 2d) \) and \( \varphi \) is in \( \mathcal{S}(\mathbb{R}^d; \mathbb{C}) \), then \( \mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) \varphi \in \mathcal{S}(\mathbb{R}^d; \mathbb{C}) \) and pointwise

\[ [\mathcal{I}_{\text{AWick}}^\epsilon(\kappa; u; \Theta^x, \Theta^y) \varphi](x) = \frac{1}{(2\pi \epsilon)^{d/2}} \int_{\mathbb{R}^{2d}} e^{iS^\epsilon(q,p)u(q,p)} [W^\epsilon(\Theta^y) \varphi](q,p) g^\epsilon_{\kappa(q,p)}(x) dq dp. \]
Moreover, if \( u \in \mathcal{S}[(0, m^\nu); (d, d)] \) with \( m^\nu < -d \), this last expression equals the absolutely convergent integral

\[
\frac{(\det \Re \Theta^x)^{1/4}(\det \Re \Theta^y)^{1/4}}{2^{-d/2}(2\pi \varepsilon)^{3d/2}} \int_{\mathbb{R}^{2d}} e^{i\Phi^\kappa(x,y,q,p;\Theta^x,\Theta^y)} u(q,p) \varphi(y)dydqdp
\]

where

\[
\Phi^\kappa(x, y, q, p; \Theta^x, \Theta^y) = S^\kappa(q, p) + \Xi^\kappa(q, p) \cdot (x - X^\kappa(q, p)) - p \cdot (y - q) + \frac{i}{2} (x - X^\kappa(q, p)) \cdot \Theta^x(x - X^\kappa(q, p)) + \frac{i}{2} (y - q) \cdot \Theta^y(y - q). \tag{8}
\]

(v) The result also holds if \( S^\kappa \) is not an action associated to \( \kappa \). However, the presence of \( S^\kappa \) in the oscillating phase is motivated by stationary phase arguments. Indeed, if \( u \) is compactly supported the integral kernel of \( T_{\text{AWick}}(\kappa; u; \Theta^x, \Theta^y) \) is given by

\[
\frac{(\det \Re \Theta^x)^{1/4}(\det \Re \Theta^y)^{1/4}}{2^{-d/2}(2\pi \varepsilon)^{3d/2}} \int_{\mathbb{R}^{2d}} e^{i\Phi^\kappa(x,y,q,p;\Theta^x,\Theta^y)} u(q,p)dqdp
\]

and provides a contribution bigger than \( O(\varepsilon^\infty) \) if and only if there exists \((q_0, p_0)\) with \( u(q_0, p_0) \neq 0\),

\[
\Im \Phi^\kappa(x, y, q_0, p_0; \Theta^x, \Theta^y) = 0 \quad \text{and} \quad \nabla_{(q,p)} \Re \Phi^\kappa(x, y, q_0, p_0; \Theta^x, \Theta^y) = 0.
\]

The equation on the imaginary part is equivalent to

\[
x - X^\kappa(q_0, p_0) = 0 \quad \text{and} \quad y - q_0 = 0
\]

whereas the one on the gradient of the real part reads

\[
S^\kappa_q(q_0, p_0) = -p_0 + X^\kappa_q(q_0, p_0)\Xi^\kappa(q_0, p_0)
\]

\[
- [\Xi^\kappa_q + X^\kappa_q \Theta^x](q_0, p_0)(x - X^\kappa(q_0, p_0)) - \Im \Theta^y(y - q_0)
\]

\[
S^\kappa_p(q_0, p_0) = X^\kappa_p(q_0, p_0)\Xi^\kappa(q_0, p_0)
\]

\[
- [\Xi^\kappa_p + X^\kappa_p \Theta^x](q_0, p_0)(x - X^\kappa(q_0, p_0)) + (y - q_0)
\]

whose relation with \([\text{II}]\) is obvious.

(vi) With the formal “bra-ket” notation, we have

\[
T^x_{\text{AWick}}(\kappa; u; \Theta^x, \Theta^y) = \frac{1}{(2\pi \varepsilon)^d} \int_{\mathbb{R}^{2d}} u(q,p) \left| e^{\pm S^\kappa(q,p) g^\kappa_{(q,p)}}, \Theta^x \right> \left< \Theta^x, g^\kappa_{(q,p)} \right| dqdp.
\]

4 FIOs with Complex Phase

Trivial compositions of the FIO of the preceding section with the position operator (either on the left or on the right) show that it could be useful to consider FIOs with symbols depending not only on \((q, p)\) but also on \((x, y)\).
4.1 Definitions and $S$ Continuity

We define the main object of this article: semiclassical FIOs with quadratic complex phase.

**Proposition-definition 7 (FIO)** Let $\Theta^x$ and $\Theta^y$ be two complex symmetric matrices with positive definite real part. For $u \in S((+\infty, m^p); (3d, d)]$, $\varphi \in S(R^d; \mathbb{C})$ and a positive integer $k > m^p + d$, we define the action of the semiclassical FIO associated to $\kappa$ with symbol $u$ as the absolutely convergent integral

$$[I^\kappa(x; u; \Theta^x, \Theta^y)] = \frac{1}{(2\pi \varepsilon)^{3d/2}} \int_{R^{3d}} e^{i\Phi^\kappa(x,y,q,p; \Theta^x, \Theta^y)} (L_y^+)^k[u(x,y,q,p), \varphi(y)] dxdy$$

where $\Phi^\kappa$ is a complex-valued phase function given by (8), $L_y$ is the first order differential operator

$$L_y = \frac{1}{1 + |\nabla_y \Phi^\kappa(x,y,q,p; \Theta^x, \Theta^y)|^2} \left[1 - i\varepsilon \nabla_y \Phi^\kappa(x,y,q,p; \Theta^x, \Theta^y) \cdot \nabla_y \right]$$

and $L_0$ stands for its symmetric given by

$$\int_{R^d} v(y) [L_0 u](y) dy = \int_{R^d} [L_y v](y) u(x) dy.$$ 

If $m^p < -d$, its integral kernel is given by the absolutely convergent integral

$$K^\kappa(x; u; \Theta^x, \Theta^y)(x,y) := \frac{1}{(2\pi \varepsilon)^{3d/2}} \int_{R^{3d}} e^{i\Phi^\kappa(x,y,q,p; \Theta^x, \Theta^y)} u(x,y,q,p) dxdy.$$ 

**Remark 8**

(i) As already noticed in [1] or [12], the following property can be alternatively used as a definition. If $\sigma \in S(R^d \times R^d; C)$ is such that $\sigma(0,0) = 1$, we have

$$[I^\kappa(x; u^\lambda; \Theta^x, \Theta^y)] = \lim_{\lambda \to +\infty} [I^\kappa(x; u^\lambda, \Theta^x, \Theta^y)]$$

where $u^\lambda(x,y,q,p) := \sigma(q/\lambda, p/\lambda) u(x,y,q,p) \in S((+\infty, -\infty); (2d, 2d)]$.

(ii) For any $u \in S([+\infty; 2d])$, the operator $I^\kappa(x; u^\lambda; \Theta^x, \Theta^y)$ is clearly continuous from $S(R^d; C)$ into its dual $S'(R^d; C)$.

(iii) For $(x,y)$-independent symbols $u$, we have

$$I^\kappa(x; u; \Theta^x, \Theta^y) = 2^{-d/2} (\det \Re \Theta^x \det \Re \Theta^y)^{-1/4} I_{AWick}^\kappa(x; u; \Theta^x, \Theta^y).$$

In particular, $I^\kappa(Id; 1; \Theta^x, \Theta^y) = \left(\det [\Theta^x + \Theta^y] \right)^{-1/2} Id$.

(iv) To justify the presence of the action $S^\kappa$ in the oscillating phase, we notice that in general $e^{\pm S^\kappa}$ does not belong to any symbol class:

$$|\partial^\kappa(x; \varphi^\kappa)| \approx C \varepsilon^{-|\alpha|} |\nabla_{(q,p)} S^\kappa|^{|\alpha|} \approx C' \varepsilon^{-|\alpha|} ((q,p))^{(\alpha)}.$$

10
(v) With the rescalings

- $\kappa^{(\varepsilon)}(q, p) := \kappa(\sqrt{\varepsilon}q, \sqrt{\varepsilon}p)/\sqrt{\varepsilon}$ (which preserves the symplectic structure),
- $u^{(\varepsilon)}(x, y, q, p) := u(\sqrt{\varepsilon}x, \sqrt{\varepsilon}y, \sqrt{\varepsilon}q, \sqrt{\varepsilon}p)$,

we have $S^{\kappa^{(\varepsilon)}}(q, p) = S^{\kappa(\sqrt{\varepsilon}q, \sqrt{\varepsilon}p)}/\varepsilon$,

$$\Phi^{\kappa^{(\varepsilon)}}(x, y, q, p; \Theta^x, \Theta^y) = \Phi^{\kappa(\sqrt{\varepsilon}x, \sqrt{\varepsilon}y, \sqrt{\varepsilon}q, \sqrt{\varepsilon}p; \Theta^x, \Theta^y)}/\varepsilon$$

and

$$\mathcal{I}^{\varepsilon}(\kappa; u; \Theta^x, \Theta^y) = (T_4)_{d,d,d,d}^{(\varepsilon)}(\kappa^{(\varepsilon)}; u^{(\varepsilon)}; \Theta^x, \Theta^y) T_4.$$

(10)

Other rescalings exist with respect to $\Re \Theta^x$ and $\Re \Theta^y$ but they turned out to be useless.

(vi) In the non-semiclassical case ($\varepsilon = 1$), if $\kappa$ is of class $\mathcal{B}$ and if the symbol $u \in S[0; 3d]$ is independent of $y$, these FIOs are a special case of those introduced in [31] with symbol

$$\tilde{u}(x, X^{\kappa}(q, p), \Xi^{\kappa}(q, p)) = e^{-\frac{1}{2}(x-X^{\kappa}(q, p)) \Theta^x(x-X^{\kappa}(q, p))} u(x,q,p),$$

in the symbol class

$$S_T[0; 3d] = \{ \tilde{u} \in C^\infty(\mathbb{R}^{3d}; \mathbb{C}) \mid \forall \alpha, \beta \geq 0, \| (x - X)^\alpha \partial^\beta_{(x, q, p)} \tilde{u} \|_{L^\infty} < \infty \}.$$

The advantage of this last presentation is that, contrary to our situation, the class of FIOs corresponding to this class of symbols form an algebra of bounded operators (for composition) which contains the bounded PDOs. However, as soon as one introduces the semiclassical parameter $\varepsilon$, semiclassical expansions of symbols and FIOs are very difficult to obtain in that general setting.

We now state a result analogous to the situation of pseudodifferential operators which allows clear interpretation of composition of FIOs and composition of a FIO and a pseudodifferential operator.

**Theorem 1** If $u \in S[+\infty; 4d]$, then $\mathcal{I}^{\varepsilon}(\kappa; u; \Theta^x, \Theta^y)$ sends $S(\mathbb{R}^d; \mathbb{C})$ into itself, is continuous and extends by duality to a continuous operator from $S(\mathbb{R}^d ; \mathbb{C})$ into itself. More precisely, for finite $m^x$, $m^y$, $m^3$ and $m^p$, the map

$$S[(m^x, m^y, m^3, m^p); (d, d, d, d)] \rightarrow (S(\mathbb{R}^d ; \mathbb{C}) \rightarrow S(\mathbb{R}^d ; \mathbb{C}))$$

$u \rightarrow \mathcal{I}^{\varepsilon}(\kappa; u; \Theta^x, \Theta^y)$

is continuous. Finally, if $u \in S[[-\infty, -\infty); (2d, 2d)]$, then $\mathcal{I}^{\varepsilon}(\kappa; u; \Theta^x, \Theta^y)$ is smoothing i.e. $\mathcal{I}^{\varepsilon}(\kappa; u; \Theta^x, \Theta^y) : S^\prime(\mathbb{R}^d, \mathbb{C}) \rightarrow S(\mathbb{R}^d, \mathbb{C})$.

Before proving this theorem, we will state and prove interesting intermediate results. The identity [11] shows that, in all of those results (including Theorem 11), it is enough to consider $\varepsilon = 1$.

We introduce the block matrices

$$\Sigma_3 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}, \quad \Theta^{x,y} = \begin{pmatrix} \Theta^x & 0 \\ 0 & \Theta^y \end{pmatrix}$$
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and compute the derivatives of $\Phi^\kappa$ with respect to the variables $x, y, q$ and $p$

$$
\begin{pmatrix}
\Phi^\kappa_x \\
\Phi^\kappa_y \\
\Phi^\kappa_q \\
\Phi^\kappa_p
\end{pmatrix} = 
\begin{pmatrix}
\sum_3 & i\Theta_{xy} \\
0 & W(F^\kappa(q,p); \Theta^x, \Theta^y)
\end{pmatrix}
\begin{pmatrix}
\Xi^\kappa(q,p) \\
p \\
x - X^\kappa(q,p) \\
y - q
\end{pmatrix}
$$

(11)

where

$$W(F; \Theta^x, \Theta^y) := \left( F^\dagger \begin{pmatrix}
-i\Theta^x \\
I
\end{pmatrix} \begin{pmatrix}
-i\Theta^y \\
-I
\end{pmatrix} \right) = \begin{pmatrix}
C^\dagger - iA^\dagger \Theta x - i\Theta y \\
D^\dagger - iB^\dagger \Theta x - i\Theta y
\end{pmatrix}$$

for a matrix $F$ with block decomposition $egin{pmatrix} A & B \\ C & D \end{pmatrix}$.

We begin by establishing invertibility properties for $W(F; \Theta^x, \Theta^y)$.

**Lemma 2** If $F$ is a symplectic matrix, then $W(F; \Theta^x, \Theta^y)$ is invertible and, if $\kappa$ is a canonical transformation of class $B$ then $W(F^\kappa(\cdot, \cdot); \Theta^x, \Theta^y)^{-1}$ is in the class $S[0; 2d]$.

**Proof:** A straightforward computation shows that

$$W(\Re \Theta^y)^{-1} W^* = \left( \Lambda(\Theta^y) \right)^\dagger \Lambda(\Theta^y) + [\Lambda(\Theta^x) F]^\dagger \Lambda(\Theta^x) F$$

(12)

where we have introduced the symplectic matrix

$$\Lambda(\Theta) = \begin{pmatrix}
(\Re \Theta)^{1/2} & 0 \\
(\Re \Theta)^{-1/2} \Theta & (\Re \Theta)^{-1/2}
\end{pmatrix}$$

The matrix on the right-hand side is certainly invertible as the sum of two real symmetric positive definite matrices (because of the invertibility of $F$ for the second), hence the invertibility of $W(F; \Theta^x, \Theta^y)$.

If $\kappa$ is of class $B$, then $W(F^\kappa(\cdot, \cdot); \Theta^x, \Theta^y)$ is clearly in $S[0; 2d]$ so it remains to show that the inverse of the right-hand side in (12) is $S[0; 2d]$. As $F^\kappa$ is $S[0; 2d]$, the formula of the inverse with minors shows that it is enough to prove a bound from below for the determinant which follows from the following concavity inequality

$$[\det(A + B)]^{1/d} \geq (\det A)^{1/d} + (\det B)^{1/d}$$

for real symmetric positive matrices $A$ and $B$. □

We state now the best result one can get on the kernel $K^\kappa$.

**Proposition 2** If $u \in S[-\infty; 4d]$, then $K^\kappa(\cdot; u; \Theta^x, \Theta^y)$ is in $S(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{C})$. Therefore $I^\kappa(\cdot; u; \Theta^x, \Theta^y)$ sends $S(\mathbb{R}^d; \mathbb{C})$ into itself and is continuous. Moreover the map

$$u \in S[-\infty; 4d] \mapsto (I^\kappa(\cdot; u; \Theta^x, \Theta^y) : S(\mathbb{R}^d; \mathbb{C}) \to S(\mathbb{R}^d; \mathbb{C}))$$

is continuous.
Proof: By very crude estimates, we get

\[
\| K^1(\kappa; u; \Theta^x, \Theta^y) \|_{L^\infty(x,y)} \leq \frac{1}{(2\pi)^{3d/2}} \| u \|_{L^\infty(x,y) L^1_{(p,\gamma)}} \leq \frac{1}{(2\pi)^{3d/2}} \| ((q,p))^{2d+1} u \|_{L^\infty(x,y,q,p)} \int_{\mathbb{R}^{2d}} \frac{dz}{(z)^{2d+1}}.
\]

Moreover, we have \( (x,y)^\alpha \partial^\beta_{(x,y)} (e^{i\Phi^u} u) = e^{i\Phi^u} v_{\alpha\beta}(k; u; \Theta^x, \Theta^y) \) where

\[
v_{\alpha\beta}(k; u; \Theta^x, \Theta^y) = \sum_{\gamma_0 + \gamma = \beta} \sum_{k=1}^{i^k} \sum_{\gamma_1 + \cdots + \gamma_k = \gamma} (x,y)^\alpha \partial^{\gamma_0}_{(x,y)} u \prod_{j=1}^{k} \partial^{\gamma_j}_{(x,y)} \Phi^x.
\]

From (11), we see that \( \Phi^u_{(x,y)} \) is \( S[1; 4d] \) so that \( v_{\alpha\beta}(k; u; \Theta^x, \Theta^y) \) is \( S[-\infty; 4d] \).

Thus, by dominated convergence, \( K^1(\kappa; u; \Theta^x, \Theta^y) \) is smooth and

\[
(x,y)^\alpha \partial^\beta_{(x,y)} K^1(\kappa; u; \Theta^x, \Theta^y) = K^1(\kappa; v_{\alpha\beta}(k; u; \Theta^x, \Theta^y); \Theta^x, \Theta^y)
\]

with

\[
\left\| (x,y)^\alpha \partial^\beta_{(x,y)} K^1(\kappa; u; \Theta^x, \Theta^y) \right\|_{L^\infty(x,y)} \leq C \times \sum_{|\gamma| \leq |\beta|} \left\| ((q,p))^{2d+1} ((x,y))^{|\alpha|} \partial^\gamma_{(x,y)} u ((x,y,q,p)) \right\|_{L^\infty(x,y,q,p)}^{\beta - |\gamma|}
\]

Estimate (14) requires fast decay in \( (x,y) \) for the symbol \( u \) but in fact, one can drop any polynomial growth in \( (x,y) \) “by hand”.

Proposition 3 If \( u \in S([+\infty, -\infty); (2d, 2d)] \), then the corresponding kernel \( K^c(\kappa; u; \Theta^x, \Theta^y) \) is in \( S(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{C}) \). Therefore \( I^c(\kappa; u; \Theta^x, \Theta^y) \) sends \( S(\mathbb{R}^d; \mathbb{C}) \) into itself and is continuous. Moreover, for finite \( m^x \) and \( m^y \), the map

\[
u \in S([m^x, m^y, -\infty); (d, d, 2d)] \mapsto (I^c(\kappa; u; \Theta^x, \Theta^y) : S(\mathbb{R}^d; \mathbb{C}) \rightarrow S(\mathbb{R}^d; \mathbb{C}))
\]

is continuous.

Proof: Let us assume first that \( u \in S([0, 0, -\infty); (d, d, 2d)] \). Following the lines of the preceding proposition, we have

\[
v_{\alpha\beta}(k; u; \Theta^x, \Theta^y) = \sum_{\gamma \leq \beta} P_{\alpha\beta}^\gamma(\Theta^x, \Theta^y)(x,y,p,\Xi^\kappa(q,p), x - X^\kappa(q,p), y - q) \partial^\gamma_{(x,y)} u
\]

where \( P_{\alpha\beta}^\gamma(\Theta^x, \Theta^y) \) is polynomial in its variables of degree \( |\alpha| + |\beta| - |\gamma| \) at most. By an exact Taylor expansion, we get

\[
P_{\alpha\beta}^\gamma(\Theta^x, \Theta^y)(x,y,p,\Xi^\kappa(q,p), x - X^\kappa(q,p), y - q) = \sum_{|\delta| \leq |\alpha| + |\beta| - |\gamma|} Q_{\alpha\beta}^\gamma(\kappa, \Theta^x, \Theta^y)(q,p)(x - X^\kappa(q,p), y - q)^\delta
\]

where \( Q_{\alpha\beta}^\gamma(\kappa, \Theta^x, \Theta^y) \) is \( S[|\alpha| + |\beta| - |\gamma| - |\delta|, 2d] \). Now, we state and prove the lemma that will allow us to transfer the polynomial growth in \( (x,y) \) into \( (q,p) \).
Lemma 3  Let $u \in S((m^x, m^y, m^q, m^p); (d, d, d, d)]$ with $m^p < -d$ and $V$ a constant vector of $\mathbb{C}^d \times \mathbb{C}^d$, then

$$K^\varpi \left( \kappa; V \cdot \left( \frac{x - X^\varpi(q, p)}{y - q} \right) \right) u; \Theta^x, \Theta^y = i \varepsilon K^\varpi \left( \kappa; L(\kappa; \Theta^x, \Theta^y; V)u; \Theta^x, \Theta^y \right)$$

(15)

where

$$[L(\kappa; \Theta^x, \Theta^y; V)u](x, y, q, p) := \text{div}_{(q, p)} \left[ u(x, y, q, p)W(F^\varpi(q, p); \Theta^x, \Theta^y)^{-1}V \right]$$

(16)

and $L(\kappa; \Theta^x, \Theta^y; V)$ is continuous from $S((m^x, m^y, m^q, m^p); (d, d, d, d)]$ into itself.

**Proof:** By (11), we have

$$\left( \frac{x - X^\varpi(q, p)}{y - q} \right) e^{i \varepsilon \Phi^\varpi \left( \kappa, V \cdot \left( \frac{x - X^\varpi(q, p)}{y - q} \right) \right)} = -i \varepsilon W(F^\varpi(q, p); \Theta^x, \Theta^y)^{-1} \left( \frac{\nabla_q}{\nabla_p} \right) e^{i \varepsilon \Phi^\varpi},$$

(17)

hence the equality integrating by parts and the continuity by Lemma 2. □

By iterative applications of this Lemma, we have

$$K^1 \left( \kappa; (x - X^\varpi(q, p), y - q)^{\varpi \delta} Q_{\alpha \beta}^\delta(\kappa; \Theta^x, \Theta^y) \partial^\gamma_{(x, y)} u; \Theta^x, \Theta^y \right)$$

$$= K^1 \left( \kappa; \sum_{|\mu| \leq \delta} R_{\alpha \beta}^{\delta \mu}(\kappa; \Theta^x, \Theta^y) \partial^\mu_{(q, p)} \partial^\gamma_{(x, y)} u; \Theta^x, \Theta^y \right)$$

where $R_{\alpha \beta}^{\delta \mu}[\kappa, \Theta^x, \Theta^y]$ is $S(|\alpha| + |\beta| - |\gamma| - |\delta|, 2d]$. Hence

$$\| (x, y)^\alpha \partial^\beta_{(x, y)} K^1(\kappa; u; \Theta^x, \Theta^y) \|_{L^\infty_{(x, y)}} \leq C$$

$$\times \sum_{|\gamma| \leq |\beta| - |\gamma|} \| (q, p)^{\delta + 1 + |\alpha| + |\beta| - |\gamma| - |\delta|} \partial^\mu_{(q, p)} \partial^\gamma_{(x, y)} u \|_{L^\infty_{(x, y, q, p)}}.$$

The continuous injection induces the result for any negative $m^x$ and $m^y$. To get it for any $m^x$ and $m^y$, we will prove it for $m^x = m^y = 2m$ with $m$ a positive integer. If $u \in S((2m, 2m, -\infty); (d, d, 2d)]$ then $v := \langle x \rangle^{-2m} \langle y \rangle^{-2m} u$ is $S((0, 0, -\infty); (d, d, 2d)]$ and, by iterative applications of Lemma 3 as before,

$$K^1(\kappa; u; \Theta^x, \Theta^y) = K^1(\kappa; (x)2m \langle y \rangle^{2m} v; \Theta^x, \Theta^y)$$

$$= \sum_{|\delta| \leq 4m \atop |\mu| \leq |\delta|} K^1(\kappa; R_{\delta \mu}^{\delta \mu}[\kappa, \Theta^x, \Theta^y] \partial^\mu_{(q, p)} v; \Theta^x, \Theta^y)$$

with $R_{\delta \mu}^{\delta \mu}[\kappa, \Theta^x, \Theta^y] \in S(4m - |\delta|; 2d]$ and we are back to the preceding case. □

We have now reached the best we can do as far as the kernel is concerned.

The next step consists in compensating the possible polynomial growth in $(q, p)$ of the symbol $u$ by the fact that the function $\varphi$ on which we apply the operator has fast decay.
Proof of Theorem 1. Rereading (13), we see that, for \( \varphi \in S(\mathbb{R}^d; \mathbb{C}) \) and \( u \in S([0; 2d]_d, \mathbb{C}) \),

\[
(x^\alpha \partial_x^\beta)\mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y)\varphi = \sum_{\gamma_0 + \gamma = \beta} \left( \frac{\beta}{|\gamma|} \right) \sum_{k=1}^{|\gamma|} i^k \sum_{\gamma_1 + \cdots + \gamma_k = \gamma; |\gamma_i| \geq 1} \mathcal{I}^\varepsilon \left( \kappa; x^\alpha \partial_x^\gamma u \prod_{j=1}^k \partial_x^\gamma \Phi^\kappa; \Theta^x, \Theta^y \right) \varphi.
\]

Thus, if \( u \in S([+\infty; 4d]_d) \) and \( \varphi \in S(\mathbb{R}^d; \mathbb{C}) \), introducing \( \sigma \) and passing to the limit \( \lambda \to +\infty \), we get that \( \mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y)\varphi \) is smooth and (18) holds. It remains to estimate the right-hand side of (18) in norm \( L^\infty \).

We assume that \( u \in S([2m, 2m]; (d, d, 2d]) \) with \( m \) a non-negative integer. As \( \partial_x^\beta \Phi^\kappa \) is polynomial with degree at most 1 in \((\Xi^\kappa(q, p), x - X^\kappa(q, p), y - q)\) with coefficients in \( S[0; 2d] \) and using exact Taylor expansion in \( x = X^\kappa(q, p) \) for \( x^\alpha \langle x \rangle^{2m} \), we get

\[
x^\alpha \partial_x^\gamma u \prod_{j=1}^k \partial_x^\gamma \Phi^\kappa = \sum_{|\delta| \leq |\alpha| + 2m + k} P_{\alpha, \gamma, \delta} \langle \Xi^\kappa(q, p), X^\kappa(q, p), y - q \rangle (x - X^\kappa(q, p))^{\frac{\delta}{2}} \langle x \rangle^{-2m} \partial_x^\gamma u
\]

where \( P_{\alpha, \gamma, \delta} \) is polynomial in its variables of degree \(|\alpha| + 2m + k - |\delta|\) at most with coefficients depending only on \( \Theta^x \) and \( \Theta^y \). We now generalize Lemma 3 to the operator case.

Lemma 4. Let \( u \in S([+\infty; 4d]_d) \) and \( V \) a constant vector of \( \mathbb{C}^d \times \mathbb{C}^d \times \mathbb{C}^d \times \mathbb{C}^d \), then, for any \( \varphi \in S(\mathbb{R}^d; \mathbb{C}) \),

\[
\mathcal{I}^\varepsilon(\kappa; V \cdot \left( \begin{array}{c} \Xi^\kappa(q, p) \\ x - X^\kappa(q, p) \\ y - q \end{array} \right) u; \Theta^x, \Theta^y) \varphi = \left[ i\varepsilon \mathcal{I}^\varepsilon(\kappa; L'(\kappa; \Theta^x, \Theta^y; V) u; \Theta^x, \Theta^y) \varphi - i\varepsilon \mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y) \right] [V^y \cdot \nabla_y \varphi]
\]

where

\[
L'(\kappa; \Theta^x, \Theta^y; V) u := L \left( \kappa; \Theta^x, \Theta^y; \left( \begin{array}{c} V^y \\ V^p \end{array} \right) - i\Theta^{xy} \left( \begin{array}{c} V^x \\ -V^y \end{array} \right) \right) u
\]

and \( L'(\kappa; \Theta^x, \Theta^y; V) \) is continuous from \( S([m^x, m^y, m^z, m^p]; (d, d, d, d)] \) into itself.

Remark 9. In particular, the identity (19) also holds for \( u \in S([+\infty; 4d]_d) \) in a distributional sense.
Proof: By (11), we have
\[
\left( \frac{\Xi^\kappa(q,p)}{p} \right) e^{ix\Phi^\kappa} = \left( \frac{\gamma}{x - X^\kappa(q,p)} y - q \right) e^{ix\Phi^\kappa},
\]
(20)

\[
-i \varepsilon \left( \begin{array}{c} \Sigma_3 \\ 0 \\ I \end{array} \right) \left( \begin{array}{ccc} I & 0 \\ 0 & W(F^\kappa(q,p); \Theta^x, \Theta^y)^{-1} \end{array} \right) e^{ix\Phi^\kappa},
\]
hence the equality for \( u \in S[(m^x, m^y, -\infty); (d, d, 2d)] \) integrating by parts.

We deduce it then for \( u \in S[(m^x, m^y, m^x, m^p); (d, d, d, d)] \) passing to the limit \( \lambda \to +\infty \) on both sides and using that
\[
L'(\kappa; \Theta^x, \Theta^y; V)u_\lambda^\lambda = [L'(\kappa; \Theta^x, \Theta^y; V)u]^\lambda
\]
\[
+ \lambda^{-1} u \mathcal{W}^{-1} \left[ \left( \begin{array}{c} V^q \\ V^p \end{array} \right) - i \Theta^{xy} \left( \begin{array}{c} V^x \\ -V^y \end{array} \right) \right] \cdot (\nabla_{(q,p)} \sigma) \left( \frac{q}{\lambda}, \frac{p}{\lambda} \right).
\]
The continuity follows because of Lemma (12) \( \square \)

Lemma (12) has the particular case, for \( V \) a constant vector of \( \mathbb{C}^d \),
\[
I^1(\kappa; \Theta^x, \Theta^y; \Theta^x, \Theta^y) = i I^1 \left( \kappa; \text{div}_{(q,p)} \left[ V \mathcal{W}^{-1} \left( \begin{array}{c} V^q \\ 0 \end{array} \right) \right]; \Theta^x, \Theta^y \right)
\]
which, by iterative applications, induces that
\[
I^1 \left( \kappa; x^a \partial^a_0 u \prod_{j=1}^k \partial^a_0 \Phi^\kappa; \Theta^x, \Theta^y \right) = \sum_{|\delta| \leq |\alpha|+2m+k \atop |\mu| \leq |\delta|} Q_{\gamma_1 \cdots \gamma_k}^{\alpha \delta \mu} \left[ \Theta^x, \Theta^y \right] (x^\kappa(q,p), \Xi^\kappa(q,p), y - q) \partial^{\mu}_{(q,p)} \left[ \langle x \rangle^{-2m} \partial^a_0 u \right]; \Theta^x, \Theta^y
\]
where \( Q_{\gamma_1 \cdots \gamma_k}^{\alpha \delta \mu} \left[ \Theta^x, \Theta^y \right] \) is polynomial in its variables of degree \(|\alpha| + 2m + k - |\delta|\) at most with coefficients depending on \((q,p)\) (in \( \mathcal{S}[0; 2d] \)), \( \Theta^x \) and \( \Theta^y \).

By a trivial Taylor expansion in \((q,p) = (y,0)\), we have
\[
\left( \begin{array}{c} X^\kappa(q,p) \\ \Xi^\kappa(q,p) \end{array} \right) = \left( \begin{array}{c} X^\kappa(y,0) \\ \Xi^\kappa(y,0) \end{array} \right) + G^\kappa(y, q, p) \left( \begin{array}{c} q - y \\ p \end{array} \right)
\]
where
\[
G^\kappa(y, q, p) := \int_0^1 F^\kappa(y + \tau(q - y), \tau p) d\tau \in \mathcal{S}[0; 3d]
\]
as \( \kappa \) is of class \( \mathcal{B} \). Thus,
\[
Q_{\gamma_1 \cdots \gamma_k}^{\alpha \delta \mu} \left[ \Theta^x, \Theta^y \right] (X^\kappa(q,p), \Xi^\kappa(q,p), y - q)
\]
\[
= R_{\gamma_1 \cdots \gamma_k}^{\alpha \delta \mu} \left[ \Theta^x, \Theta^y \right] (X^\kappa(y,0), \Xi^\kappa(y,0), y - q, p)
\]
where \( R_{\gamma_1 \cdots \gamma_k}^{\alpha \delta \mu} \left[ \Theta^x, \Theta^y \right] \) is polynomial in its variables of degree \(|\alpha| + 2m + k - |\delta|\) at most with coefficients depending on \((y, q, p)\) (in \( \mathcal{S}[0; 3d] \)), \( \Theta^x \) and \( \Theta^y \).
Remark 11. In that situation, we use the notation we have $$I$$ operators. We say that
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reader. For symbols $$u$$ with $$\kappa$$ and $$\Theta$$, where the indices of summation can easily be deduced from above.

Lemma[4] has the second particular case, for $$V^y$$ and $$V^p$$ two constant vectors of $$\mathbb{C}^d$$,

\[ I^1(\kappa; [V^y \cdot p + V^p \cdot (y - q)]u; \Theta^x, \Theta^y)\varphi = \]

\[ iI^1(\kappa; \text{div}_{(q,p)}\left(u\nu^{-1}\left[\begin{array}{cc} 0 & (0 \ V_p) \\ 0 & (0 \ V^y) \end{array}\right]\right)] - V^y \cdot \nabla_y u; \Theta^x, \Theta^y)\varphi \]

which, by iterative applications, induces that

\[ I^1\left(\kappa; x^\alpha \partial_\gamma u \sum_{j=1}^{k} \partial_x^j \Phi^\kappa; \Theta^x, \Theta^y\right)\varphi = \]

\[ I^1\left(\kappa; R_{\gamma_1 \cdots \gamma_k}^{\mu_0 \mu_1 \cdots \mu_m} [\Theta^x, \Theta^y] \partial_{\gamma_0}^{\mu_0} (y,q,p) \left[\frac{\partial_\gamma u}{((x)(y)(q)(p))^{2m((y,q,p))^{2d+2}}}\right]; \Theta^x, \Theta^y\right) \partial_{\gamma_1}^{\mu_1} \varphi \]

where $$R_{\gamma_1 \cdots \gamma_k}^{\mu_0 \mu_1 \cdots \mu_m} [\Theta^x, \Theta^y]$$ is polynomial in $$(y, X^\kappa(y,0), Z^\kappa(y,0))$$ of degree at most $$|\alpha| + 8m + \kappa - |\delta| + 2d + 2$$ with coefficients depending on $$(y,q,p)$$ (in $$S[0;3d]$$), $$\Theta^x$$ and $$\Theta^y$$.

The last step is to observe that $$y \to \kappa(y,0)$$ is $$[1; d]$$ so that

\[
\| (x^\alpha \partial_\gamma) (I^1(\kappa; u; \Theta^x, \Theta^y)) \varphi \|_{L^\infty} \leq C \int_{\mathbb{R}^{2d}} \frac{dq dp}{(q,p)^{2d+2}} \int_{\mathbb{R}^{d}} \frac{dy}{(y)^{d+1}} \]

\[
\times \sum \left\| \partial_{\gamma_0}^{\mu_0} (y,q,p) \left[\frac{\partial_\gamma u}{((x)(y)(q)(p))^{2m((y,q,p))^{2d+2}}}\right] \right\|_{L^\infty} \| (y)^{|\alpha|+8m+\kappa-|\delta|+2d+3}\partial_{\gamma_1}^{\mu_1} \varphi \|_{L^\infty}
\]

where the indices of summation can easily be deduced from above. \thetheorem

Remark 10. The opportunity of stating results with minimal regularity of the type

\[ I^\ast(\kappa; u; \Theta^x, \Theta^y) : C^{k_1}(\mathbb{R}^d; \mathbb{C}) \to C^{k_2}(\mathbb{R}^d; \mathbb{C}) \cap L^2(\mathbb{R}^d; \mathbb{C}) \]

for symbols $$u$$ with $$M_k^m |u| < \infty$$ only for $$k \leq k_3$$ and canonical transformation $$\kappa$$ with $$M_k^k < \infty$$ only for $$k \leq k_4$$ (with appropriate $$(k_1,k_2,k_3,k_4)$$) is left to the reader.

4.2 Formal Adjoint

As they will be a useful tool for the proof of the main theorem, we prove some abstract results about the behaviour of FIOs with respect to adjunction.

Definition 8 (Formal adjoint) Let $$I, I' : S(\mathbb{R}^d; \mathbb{C}) \to S(\mathbb{R}^d; \mathbb{C})$$ be two linear operators. We say that $$I'$$ is a formal adjoint of $$I$$ if, for any $$\varphi, \psi \in S(\mathbb{R}^d; \mathbb{C})$$, we have

\[ \langle I \varphi | \psi \rangle_{L^2(\mathbb{R}^d; \mathbb{C})} = \langle \varphi | I' \psi \rangle_{L^2(\mathbb{R}^d; \mathbb{C})}. \]

In that situation, we use the notation $$I^{(*)}$$ for $$I'$$. 

Remark 11
(i) When it exists, the formal adjoint is necessarily unique because \( S(\mathbb{R}^d; \mathbb{C}) \) is dense in \( L^2(\mathbb{R}^d; \mathbb{C}) \).

(ii) Both the denomination and notation come from the following statement: if \( I \) can be extended to a (necessarily unique) linear bounded operator \( \overline{I} : L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^d; \mathbb{C}) \), then so does \( \overline{I}^{(*)} \) and \( \overline{I}^{(*)} = \overline{I^{(*)}} \) where the left-hand side is the usual adjoint of linear bounded operators.

(iii) For two linear operators \( I, I' : S(\mathbb{R}^d; \mathbb{C}) \to S(\mathbb{R}^d; \mathbb{C}) \), \( (I^{(*)})^{(*)} = I \) and \( (I'^{*})^{(*)} = I'^{(*)} \).

(iv) If \( I^{(*)} \) can be extended to a bounded operator \( L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^d; \mathbb{C}) \), then so do \( I \) and \( I^{(*)} \), moreover we have \( \|I\|^2 = \|I^{(*)}\|^2 = \|I^{(*)}I\| \).

**Proposition 4** Let \( u \in S[+\infty; 4d] \) and \( \kappa \) be a canonical transformation of class \( B \), then, as operators \( S(\mathbb{R}^d; \mathbb{C}) \to S(\mathbb{R}^d; \mathbb{C}) \),

\[
I^c(\kappa; u; \Theta^x, \Theta^y)^{(*)} = e^\frac{C}{2} I^c(\kappa^{-1}; u^\kappa; \Theta^y, \Theta^x)
\]

where \( u^\kappa(x, y, q, p) = u(y, x, X^\kappa(q, p), \Xi^\kappa(q, p)) \) and \( C \) is a constant that depends on the actions associated to \( \kappa \) and \( \kappa^{-1} \).

**Proof:** We restrict to \( u \in S[(+\infty, -\infty); (2d, 2d)] \) to show the strategy at the kernel level in a compact manner. The proof easily extends to the operator level introducing as many \( L^1_y \) as necessary to make the integral with respect to \( p \) absolutely convergent. The kernel of \( I^c(\kappa; u; \Theta^x, \Theta^y)^{(*)} \) is

\[
K^c(\kappa; u; \Theta^x, \Theta^y)(y, x) = \frac{1}{(2\pi\varepsilon)^{3d/2}} \int_{\mathbb{R}^{2d}} e^{-\frac{i}{\varepsilon} \Phi^c(y, x, q, p; \Theta^x, \Theta^y)} u(y, x, q, p) dq dp
\]

\[
= \frac{1}{(2\pi\varepsilon)^{3d/2}} \int_{\mathbb{R}^{2d}} e^{-\frac{i}{\varepsilon} \Phi^c(y, x, X^\kappa(q', p'), \Xi^\kappa(q', p'); \Theta^x, \Theta^y)} u^\kappa(x, y, q', p') dq' dp'
\]

with the symplectic change of variables \( (q', p') = \kappa(q, p) \). To conclude, it remains to show that

\[
-\Phi^c(y, x, X^\kappa(q', p'), \Xi^\kappa(q', p'); \Theta^x, \Theta^y) = \Phi^{-1}(x, y, q', p'; \Theta^y, \Theta^x)
\]

up to an additive constant, which follows from a straightforward computation and Remark 4.

**Corollary 1** Let \( u_1, u_2 \in S[+\infty; 4d] \) and \( \kappa_1, \kappa_2 \) be two canonical transformations of class \( B \), then

\[
I^c(\kappa_1; u_1; \Theta^1_1, \Theta^1_2)^{(*)} I^c(\kappa_2; u_2; \Theta^2_1, \Theta^2_2)(x, y)
\]

\[
= e^\frac{C}{2} I^c(\kappa_1^{-1}; u^\kappa_1; \Theta^1_1, \Theta^1_2)^{(*)} I^c(\kappa_2^{-1}; u^\kappa_2; \Theta^2_1, \Theta^2_2)
\]

where \( C \) is a constant depending on the four actions involved.
4.3 $L^2$ Continuity

In this last section, we will prove an $L^2$-boundedness result for our FIOs analogous to the Calderón-Vaillancourt Theorem for pseudodifferential operators. We assume that $0 < \lambda^* I \leq \mathbb{R}\Theta^\gamma \leq \gamma^* I$ as quadratic forms with analogous inequalities for $\mathbb{R}\Theta^\gamma$ (one can take $\gamma^* = \|\mathbb{R}\Theta^\gamma\|$ and $\lambda^* = \|(\mathbb{R}\Theta^\gamma)^{-1}\|^{-1}$).

**Theorem 2** Let $u \in S[0; 4d]$ be a symbol, then $\mathcal{I}_\varepsilon(\kappa; u; \Theta^x, \Theta^y)$ can be extended in a unique way to a linear bounded operator $L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^d; \mathbb{C})$ and there exists $C > 0$ such that

$$
\|\mathcal{I}_\varepsilon(\kappa; u; \Theta^x, \Theta^y)\|_{L^2 \to L^2} \leq C \left(1 + \frac{1}{[\min(1, \lambda^x, \lambda^y)]^{(4d+1)/4}}\right) \left(\frac{\|u\|_{W^{4d+1, \infty}_{(\kappa, \Theta^x, \Theta^y)}}}{(\det \mathbb{R}\Theta^x \det \mathbb{R}\Theta^y)^{1/4}}\right)
$$

(21)

where $\eta_{(\kappa, \Theta^x, \Theta^y)}$ is defined by (37) and

$$
\|w\|_{W^{4d+1, \infty}_{(x,y)}} := \sum_{|\alpha| \leq 4d+1} \|\partial_{(x,y)}^\alpha w\|_{L^\infty}.
$$

In the special case where $u \in S[0; 2d]$ is independent of $(x, y)$, restating (4), we have

$$
\|\mathcal{I}_\varepsilon(\kappa; u; \Theta^x, \Theta^y)\|_{L^2 \to L^2} \leq 2^{-d/2} \frac{\|u\|_{L^\infty}}{(\det \mathbb{R}\Theta^x \det \mathbb{R}\Theta^y)^{1/4}}.
$$

(22)

**Remark 12** With respect to the semiclassical parameter $\varepsilon$, (21) has the same type of scale invariance as Calderón-Vaillancourt Theorem: namely the result for $\varepsilon = 1$ induces a result for $\varepsilon < 1$ a little bit stronger than the one stated as

$$
\|\partial_{(x,y)}^\alpha u(x)\|_{L^\infty} = \varepsilon^{m/2} |\partial_{(x,y)}^\alpha u(x)|_{L^\infty}.
$$

As for the case of $S$ continuity, the proof will proceed by steps of increasing difficulty. Each step relies on the well-known Schur’s Lemma for integral operators.

**Lemma 5 (Schur)** If $A\varphi(x) = \int_{\mathbb{R}^d} K(x, y) \varphi(y) dy$ with $K \in C(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{C})$, then

$$
\|A\|_{L^2 \to L^2} \leq \left(\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |K(x, y)| dy\right)^{1/2} \left(\sup_{y \in \mathbb{R}^d} \int_{\mathbb{R}^d} |K(x, y)| dx\right)^{1/2}.
$$

First of all, we have this rather crude result.

**Lemma 6** Let $u \in S[(0, m^q, m^p); (2d, d, d)]$ with $\max(m^q, m^p) < -d$, then $\mathcal{I}_\varepsilon(\kappa; u; \Theta^x, \Theta^y)$ can be extended in a unique way to a linear bounded operator $L^2(\mathbb{R}^d; \mathbb{C}) \to L^2(\mathbb{R}^d; \mathbb{C})$. More precisely, there exists $C(m^q, m^p) > 0$ such that

$$
\|\mathcal{I}_\varepsilon(\kappa; u; \Theta^x, \Theta^y)\|_{L^2 \to L^2} \leq C \frac{M[u; m^q, m^p]}{\varepsilon^{d}(\det \mathbb{R}\Theta^x \det \mathbb{R}\Theta^y)^{1/4}}
$$

(23)

where

$$
M[u; m^q, m^p] := \sup_{(x, y, q, p) \in \mathbb{R}^{4d}} |q > m^q \ | p > m^p u(x, y, q, p)|.
$$
Moreover, if the support of \( u \) is contained in \( \mathbb{R}^{2d} \times B((q_0, p_0), r) \), there exists \( C' > 0 \) such that

\[
\|\mathcal{I}^e(k; u; \Theta^x, \Theta^y)\|_{L^2 \rightarrow L^2} \leq C' \frac{r^{2d} \|u\|_{L^\infty}}{\varepsilon^d \left( \det \Theta^x \det \Theta^y \right)^{1/4}}. \tag{24}
\]

**Remark 13**

(i) \([24]\) is scale invariant but \([23]\) is not: the weaker scale invariant result would be

\[
\|\mathcal{I}^e(k; u; \Theta^x, \Theta^y)\|_{L^2 \rightarrow L^2} \leq C \frac{M[u; m^q, m^p]}{\varepsilon^{- (m^q + m^p)/2} \left( \det \Theta^x \det \Theta^y \right)^{1/4}}.
\]

(ii) A crude estimate analogous to \([24]\) is used in \([22]\) to get estimate \([2.14]\) of Theorem 2.1.

**Proof:** By very crude estimates, we have

\[
\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |K^e(k; u; \Theta^x, \Theta^y)(x, y)| dy \leq \frac{M[u; m^q, m^p]}{(2\pi \varepsilon)^{3d/2}}
\]

\[
\times \int_{\mathbb{R}^{2d}} \left( \int_{\mathbb{R}^d} e^{-\frac{1}{2\varepsilon}((\Theta^y)^{1/2}(y-q)^2)} dy \right) \left( \sup_{x \in \mathbb{R}^d} e^{-\frac{1}{2\varepsilon}((\Theta^x)^{1/2}(x-\lambda^x(q, p))^2)} \right) dq dp
\]

and the same holds true exchanging the role of \( x \) and \( y \) in \( \sup_{x \in \mathbb{R}^d} \) and \( \int_{\mathbb{R}^d} dy \). Hence the required continuity and \([22]\) by application of Schur’s Lemma. \([23]\) is proven the same way by substituting \( \|u\|_{L^\infty} \) for \( M[u; m^q, m^p] \) and the indicator function of \( B((q_0, p_0), r) \) for \( q > m^q < p > m^p \) in the preceding estimate. \( \square \)

As in the proof of the Calderón-Vaillancourt Theorem we will use the following Cotlar-Stein Lemma (for a proof see \([23]\) pp.48-49).

**Lemma 7 (Cotlar-Stein)** Let \( \mathcal{H} \) be a Hilbert space, \( \omega : \mathbb{Z}^d \rightarrow \mathbb{R} \) and \( (\mathcal{I}_\Gamma)_{\Gamma \in \mathbb{Z}^d} \) a family of bounded operators on \( \mathcal{H} \) satisfying

\[
\forall \Gamma, \Gamma' \in \mathbb{Z}^d, \quad \|\mathcal{I}_\Gamma^* \mathcal{I}_{\Gamma'}\| + \|\mathcal{I}_{\Gamma'}^* \mathcal{I}_\Gamma\| \leq \omega(\Gamma - \Gamma')
\]

and

\[
\sum_{\Gamma \in \mathbb{Z}^d} \sqrt{\omega(\Gamma)} < \infty.
\]

Then the series \( \sum_{\Gamma \in \mathbb{Z}^d} \mathcal{I}_\Gamma \) is strongly convergent to a bounded operator \( \mathcal{I}_\infty \) such that

\[
\|\mathcal{I}_\infty\| \leq \sum_{\Gamma \in \mathbb{Z}^d} \sqrt{\omega(\Gamma)}.
\]

To shorten notation, we introduce the following quantity

\[
\mathcal{N}^e(k; u, v; \Theta^x, \Theta^y) = \|\mathcal{I}^e(k; u; \Theta^x, \Theta^y)^* \mathcal{I}^e(k; v; \Theta^x, \Theta^y)\|_{L^2 \rightarrow L^2} - \|\mathcal{I}^e(k; v; \Theta^x, \Theta^y)^* \mathcal{I}^e(k; u; \Theta^x, \Theta^y)\|_{L^2 \rightarrow L^2}
\]

where \( u \) and \( v \) are symbols of class \( S((0, \infty); (2d, 2d)) \) compactly supported in \((q, p)\) and first focus on the situation of symbols independent of \((x, y)\).
Proposition 5 Let \( u, v \in S[-\infty; 2d] \) be two compactly supported symbols independent of \((x, y)\) with support denoted by \( K_u \) and \( K_v \) respectively. Then, \( \mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y) \) has an \( \varepsilon \)-independent \( L^2 \) norm bound, more precisely,

(i) there exists \( C > 0 \) such that

\[
\|\mathcal{I}^\varepsilon(\kappa; v; \Theta^x, \Theta^y) \mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y)\|_{L^2 \to L^2} \leq C \frac{\varepsilon^{-\delta_{\lambda(\Theta^x)}([K_u, K_v])^2}}{\varepsilon^{2d}(\det \Theta^x \det \Theta^y)^{1/2}} \|u\|_{L^1} \|v\|_{L^1} \tag{25}
\]

\[
\|\mathcal{I}^\varepsilon(\kappa; v; \Theta^x, \Theta^y) \mathcal{I}^\varepsilon(\kappa; u; \Theta^x, \Theta^y)^*\|_{L^2 \to L^2} \leq C \frac{\varepsilon^{-\delta_{\lambda(\Theta^x)}([K_u, K_v])^2}}{\varepsilon^{2d}(\det \Theta^x \det \Theta^y)^{1/2}} \|u\|_{L^1} \|v\|_{L^1} \tag{26}
\]

where

\[
\delta_{\kappa'}[K_u, K_v] = \inf_{a \in \kappa'(K_u), \delta \in \kappa'(K_v)} |a - b| \tag{27}
\]

is the Hausdorff distance between \( \kappa'(K_u) \) and \( \kappa'(K_v) \).

(ii) if \((K_u \cup K_v) \subset B((q_0, p_0), r)\) for \( r \leq r_\infty \) with some fixed \( r_\infty \), there exists \( C' \) depending only on \( M^\varepsilon_{\delta_0} \) for \( k \leq d + 2 \), \( \|\Lambda(\Theta^x)\|_\delta, \|\Lambda(\Theta^x)^{-1}\|_\delta, \|\Lambda(\Theta^y)\|_\delta, \|\Lambda(\Theta^y)^{-1}\|_\delta \) and \( r_\infty \) such that

\[
\mathcal{N}^\varepsilon(\kappa; u, v; \Theta^x, \Theta^y) \leq C' r^d \frac{\|u\|_{W^{d+1, \infty}} \|v\|_{W^{d+1, \infty}}}{(\det \Theta^x \det \Theta^y)^{1/2}} \tag{28}
\]

where

\[
\|u\|_{W^{d+1, \infty}} := \sum_{|\alpha| \leq d+1} \|\partial_\alpha u\|_{L^\infty}.
\]

Remark 14

(i) \( \mathcal{N}_1^\varepsilon \) and \( \mathcal{N}_2^\varepsilon \) are scale invariant but \( \mathcal{N}_3^\varepsilon \) is not because of the factor \( r^d \).

(ii) An estimate analogous to \( \mathcal{N}_3^\varepsilon \) is used in the proof of Theorem 7 in \( \mathcal{I}^\varepsilon \) without explicit justification (a simple adaptation of the proof presented here provides one).

Proof: As (i) is scale invariant, we will restrict to \( \varepsilon = 1 \). By a straightforward computation the operator \((2\pi)^3 \mathcal{I}^1(\kappa; v; \Theta^x, \Theta^y)^* \mathcal{I}^1(\kappa; u; \Theta^x, \Theta^y)\) has kernel

\[
N(x, y) = \int_{R^{3d}} e^{i\omega^\kappa(x, y, z, q_1, q_2, p_1, p_2)} u(q_1, p_1) v(q_2, p_2) dq_1 dq_2 dp_1 dp_2 dz
\]

where

\[
\omega^\kappa(x, y, z, q_1, q_2, p_1, p_2) = \Phi^\kappa(z, y, q_1, q_2, p_1; \Theta^x, \Theta^y) - \Phi^\kappa(z, x, q_2, p_2; \Theta^x, \Theta^y)
\]

Reorganizing terms and writing \([\psi]_b^n\) for \( \psi(a) - \psi(b) \), \( \omega^\kappa \) splits into

\[
\omega^\kappa = \frac{[S^\kappa - X^\kappa](q_1, p_1) + [\Xi^\kappa](q_1, p_1)}{[\Xi^\kappa](q_2, p_2)} \cdot X^\kappa(q_1, p_1) + \frac{1}{2} \left[ (y - q_1) \cdot \Theta^y(y - q_1) + (x - q_2) \cdot \Theta^y(x - q_2) \right]
\]

\[
- p_1 \cdot (y - q_1) + p_2 \cdot (x - q_2)
\]
\[ \omega_2^\kappa = \frac{i}{4} [X^\kappa](q_1,p_1) \cdot \Re \Theta^x [X^\kappa](q_2,p_2) \]

\[ \omega_3^\kappa = [\Xi^\kappa + \Re \Theta^x X^\kappa](q_1,p_1) \left( \frac{z - X^\kappa(q_1,p_1) + X^\kappa(q_2,p_2)}{2} \right) + i \left| \left( \Re \Theta^x \right)^{1/2} \left( \frac{z - X^\kappa(q_1,p_1) + X^\kappa(q_2,p_2)}{2} \right) \right|^2. \]

The integral with respect to \( z \) can then be performed (Fourier transform of a Gaussian) to get

\[ N(x, y) = \frac{\pi^{d/2}}{(\det \Re \Theta^y)^{1/2}} \int_{\mathbb{R}^d} e^{i \omega_0^\kappa(x,y,q_1,q_2,p_1,p_2)} u(q_1,p_1) v(q_2,p_2) dq_1 dq_2 dp_1 dp_2 \]

with \( \omega_0^\kappa \) given by

\[ \omega_0^\kappa(x, y, q_1, q_2, p_1, p_2) + \frac{i}{4} | \Lambda(\Theta^x)[k](q_1,p_1) |^2. \]

We have

\[ \Im \omega_0^\kappa = \frac{1}{2} \left[ |(\Re \Theta^y)^{1/2}(y-q_1)|^2 + |(\Re \Theta^y)^{1/2}(x-q_2)|^2 \right] + \frac{1}{4} | \Lambda(\Theta^x)[k](q_1,p_1) |^2. \quad (29) \]

Thus,

\[ \sup_{z_1 \in \mathbb{R}^d} \int_{\mathbb{R}^d} |N(x, y)| dz_2 \leq \frac{\pi^{d/2}}{(\det \Re \Theta^y)^{1/2}} \left\| u \right\|_{L^1} \left\| v \right\|_{L^1} e^{-\delta_{\Lambda(\Theta^x)\kappa}(K_u,K_v)/2} \]

where \((z_1, z_2)\) stands for \((x, y)\) or \((y, x)\). Hence by Schur’s lemma,

\[ \left\| \mathcal{I}^1(\kappa; v; \Theta^x, \Theta^y) \mathcal{I}^1(\kappa; u; \Theta^x, \Theta^y) \right\| \leq \frac{\left\| u \right\|_{L^1} \left\| v \right\|_{L^1} e^{-\delta_{\Lambda(\Theta^x)\kappa}(K_u,K_v)/2}}{\pi^{2d} \delta^d} \]

Because of Corollary 1 and \( \| w^\kappa \|_{L^1} = \| w \|_{L^1} \), we easily deduce that

\[ \left\| \mathcal{I}^1(\kappa; v; \Theta^x, \Theta^y) \mathcal{I}^1(\kappa; u; \Theta^x, \Theta^y)^* \right\| \leq \frac{\left\| u \right\|_{L^1} \left\| v \right\|_{L^1} e^{-\delta_{\Lambda(\Theta^x)\kappa}(K_u,K_v)/2}}{\pi^{2d} \delta^d} \]

Finally, we will prove (ii). Putting back \( \varepsilon \) into the game and denoting by \( N^\varepsilon(x, y) \) the kernel of \((2\pi \varepsilon)^d \mathcal{I}^1(\kappa; v; \Theta^x, \Theta^y)^* \mathcal{I}^1(\kappa; u; \Theta^x, \Theta^y) \), we start from

\[ (\pi \varepsilon)^{-d/2} (\det \Re \Theta^y)^{1/2} N^\varepsilon(x, y) = N^\varepsilon_\mu(x, y) + N^\varepsilon_\mu(x, y) \]

where

\[ N^\varepsilon_\mu(x, y) = \int_{\{\varepsilon + |\xi|} \int_{\mathbb{R}^d} e^{i \omega_0^\kappa(x,y,q_1,q_2,p_1,p_2)} u(q_2,p_1) v(q_2,p_2) dq_1 dp_1 dp_2 \]

with \( \omega_0^\kappa(x, y, q, p; \xi, \zeta) := \omega_0^\kappa(x, y, q + \xi, p + \zeta) \) and \( \mu > 0 \) will be chosen later. On one hand, the bound from below

\[ \Im \omega_0^\kappa \geq \frac{1}{2} |(\Re \Theta^y)^{1/2}(y-q)|^2 + \frac{1}{4} | \Lambda(\Theta^x)[k](q_1,p_1) |^2 \]
implies that
\[
|N^\zeta(x, y)| \leq \int_{|\zeta|^2+|\xi|^2 \geq |x-y|} e^{-\frac{\alpha}{2} \xi^2} |\xi|^2 + |\zeta|^2 + |\zeta|^2)
\]
\[
\left( \int_{\mathbb{R}^{2d}} e^{-\frac{\alpha}{2} |\imath (\Phi \Theta v)^{1/2} (y-q)|^2} d\xi d\zeta \right) |\xi|^2
\]
\[
\leq \left( \int_{|\zeta|^2+|\xi|^2 \geq |x-y|} e^{-\frac{\alpha}{2} \xi^2} |\xi|^2 + |\zeta|^2 + |\zeta|^2) d\xi d\zeta \right) (\det \imath (\Phi \Theta v))^{1/2}
\]
and, on the other hand, for \( N^\zeta(x, y) \) we want to perform integration by parts with respect to \( p \) to gain decay in \(|x-y|/\varepsilon|\). To do this, we establish some estimates for the derivatives of the phase \( \tilde{\omega}_0^\kappa \).

\[
\nabla_p \Re \tilde{\omega}_0^\kappa
\]
\[
= (x - y) - \xi + \frac{X_0^{(q,p)}(q, p)}{2} (\Xi^{(q, p)}_{(q+\xi, \nu+\zeta)} + \Xi^{(q, p)}_{(q+\xi, \nu+\zeta)})
\]
\[
= (x - y)
\]
\[
- \int_{0}^{1} \frac{(1 - \tau)^2}{2} \sum_{|\alpha| = 3} \frac{1}{|\beta|} \left[ \frac{\partial^\alpha X_0^{(q,p)}(q, p)}{\partial^\alpha (\xi, \zeta)} - \frac{\partial^\alpha (\xi, \zeta)}{\partial^\alpha (q+\xi, \nu+\zeta)} \right] (\xi, \zeta)^\alpha d\tau
\]
\[
+ \frac{1}{2} \int_{0}^{1} (1 - \tau) \sum_{|\alpha| = 2} \left[ \frac{\partial^\alpha X_0^{(q,p)}(q, p)}{\partial^\alpha (\xi, \zeta)} - \frac{\partial^\alpha (\xi, \zeta)}{\partial^\alpha (q+\xi, \nu+\zeta)} \right] (\xi, \zeta)^\alpha d\tau
\]
\[
- \frac{1}{2} \int_{0}^{1} (1 - \tau) \sum_{|\alpha| = 2} \left[ \frac{\partial^\alpha X_0^{(q,p)}(q, p)}{\partial^\alpha (\xi, \zeta)} - \frac{\partial^\alpha (\xi, \zeta)}{\partial^\alpha (q+\xi, \nu+\zeta)} \right] (\xi, \zeta)^\alpha d\tau,
\]
where \( (\tau) \) stands for \((q + \tau \xi, \nu + \tau \zeta)\) and \([\psi]_1^{(q, p)}\) for \([\psi]_{(q+\xi, \nu+\zeta)}\). As a consequence, we have

\[
|\nabla_p \tilde{\omega}_0^\kappa| \geq |\nabla_p \Re \tilde{\omega}_0^\kappa| \geq |x - y| - K|\xi, \zeta|^{3}
\]
and

\[
|\partial^\alpha \nabla_p \Re \tilde{\omega}_0^\kappa| \leq K|\xi, \zeta|^{3}
\]
for \(|\alpha| \geq 1\) where \( K \) (respectively \( K_k \)) is polynomial in \( M_k^e \) for \( l \leq 2 \) (respectively \( l \leq k + 1 \)). Finally we have

\[
|\partial^\alpha \tilde{\Omega}_0^\kappa| = \frac{1}{4} \left| \partial^\alpha \Lambda(\Theta^e) \left| \kappa \right|^{(q, p)}_{(q+\xi, \nu+\zeta)} \right| \leq K|\xi, \zeta|^{2} (|\xi|^2 + |\zeta|^2)
\]
for \(|\alpha| \geq 2\) where \( K_k' \) is polynomial in \( M_k^e \) for \( l \leq k \).

Now, we take \( \mu \) small enough \((4K\tau\mu \leq 1)\) so that, if

\[
(q, p) \in K_u, \quad (q + \xi, \nu + \zeta) \in K_v \quad \text{and} \quad \mu|x - y| \geq |\xi|^2 + |\zeta|^2,
\]
then

\[
|\nabla_p \tilde{\omega}_0^\kappa| \geq \frac{1}{2}|x - y|
\]
and, for $|\alpha| \geq 2$,

$$|\partial^\alpha_p \tilde{w}_0| \leq \mu \sqrt{K^2_{|\alpha|} 4r^2 + K^2_{|\alpha|} 2 \|\Lambda(\Theta^x)\|_4^4 |x - y|}.$$ 

Thus, if we have (31), we can introduce the well-defined first order differential operator

$$L_p = \frac{1}{1 + \varepsilon^{-1}|\nabla_p \tilde{w}_0|^2} \left[ 1 - i \frac{\nabla_p \tilde{w}_0}{|\nabla_p \tilde{w}_0|} \cdot \nabla_p \right]$$

which is such that $L_p(e^{i\omega_0^p/\varepsilon}) = e^{i\omega_0^p/\varepsilon}$ and

$$|(L_p^k w) \leq \frac{M_k^{(p)} \mu^k [1 + r^2 + \|\Lambda(\Theta^x)\|_4^4]^{k/2}}{(1 + |x - y|/2\varepsilon)^k} \sum_{|\alpha| \leq k} |\partial^\alpha_p w|$$

where $M_k^{(p)}$ is polynomial in $K_l$ and $K_l'$ for $l \leq k + 1$. Hence

$$|N^\varepsilon(x, y)|$$

$$= \left| \int_{|\xi|^2 + |\zeta|^2 \leq \mu |x - y|} e^{i\xi \cdot \omega_0^p} (L_p^d)^{d+1} \left[ u(q, p)v(q, \xi, p + \zeta) \right] dq dp d\xi d\zeta \right|$$

$$\leq \left( \int_{|\xi|^2 + |\zeta|^2 \leq \mu |x - y|} e^{-\frac{\varepsilon}{2} |\xi| \cdot |\omega_0^p|} (L_p^d)^{d+1} d\xi d\zeta \right) 2^{d+1} \sum_{|\alpha| + |\beta| \leq d+1} \|\partial^\alpha_p u\|_{L^\infty_p L^2_q} \|\partial^\beta_p v\|_{L^\infty_p L^2_q}$$

$$\times e^{\varepsilon d/2} M_{d+1}^{(p)} \mu^{d+1} \left[ 1 + r^2 + \|\Lambda(\Theta^x)\|_4^4 \right]^{(d+1)/2}$$

$$\left( \det R\Theta^x \right)^{1/2} \left( 1 + |x - y|/2\varepsilon \right)^{d+1}$$

and finally

$$\sup_{z_1 \in \mathbb{R}^d} \int_{\mathbb{R}^d} |N^\varepsilon(x, y)| dz_2 \leq \frac{e^{\varepsilon d/2} \pi d/2}{(\det R\Theta^x \det R\Theta^y)^{1/2}} \|u\|_{L^\infty_p H^d_{q+p} L^2_q} \|v\|_{L^\infty_p H^d_{q+p}}$$

$$\times \left[ \int_{|\rho|^2 \leq \mu |\sigma|} e^{-\frac{\varepsilon}{2} |\xi| \cdot |\omega_0^p|} d\rho d\sigma + M[\kappa; \Theta^x, r] \int_{|\rho|^2 \leq \mu |\sigma|} e^{-\frac{\varepsilon}{2} |\xi| \cdot |\omega_0^p|} d\rho d\sigma \right]$$

where $(z_1, z_2)$ stands for $(x, y)$ or $(y, x)$ and

$$M[\kappa; \Theta^x, r] = 2^{d+1} M_{d+1}^{(p)} \mu^{d+1} \left[ 1 + r^2 + \|\Lambda(\Theta^x)\|_4^4 \right]^{(d+1)/2}.$$  \hspace{1cm} (32)

One concludes using Schur’s Lemma and Corollary 11 to get the corresponding estimate for $I^\varepsilon(\kappa; v; \Theta^x, \Theta^y) I^\varepsilon(\kappa; u; \Theta^x, \Theta^y)^*$.  \hspace{1cm} \Box

**Remark 15** In the proof of (ii), the use of Corollary 11 is essential: if one tries to prove the second estimate directly, the identity analogous to (30) is

$$\nabla_p R_{\tilde{w}_0^p} = -\Xi_p^\varepsilon(q, p)(x - y) + O(|(\xi, \zeta)|^3)$$

which has a bad behaviour for non-invertible $\Xi_p$.  \hspace{1cm} \Box

We extend this result to the situation of $(x, y)$-dependent symbols.
Proposition 6 Let \( u, v \in S([0, -\infty); (2d, 2d)] \) be two symbols supported in a compact set in \((q, p)\) independently of \((x, y)\), more precisely we will assume that the support of \( u \) (resp. \( v \)) is contained in \( \mathbb{R}^{2d} \times K_u \) (resp. \( \mathbb{R}^{2d} \times K_v \)) where \( K_u \) and \( K_v \) are compact subsets of \( \mathbb{R}^d \times \mathbb{R}^d \). Then, for any \( l \geq 0 \), there exists \( C_l > 0 \) such that

\[
\| I^x_r \left( \kappa; v; \Theta^x, \Theta^y \right) \| \leq C_l \sum_{|\alpha| + |\beta| \leq l} \left( \lambda^x \right)^{-|\alpha| - |\beta|} \left\| \partial^\alpha_x u \right\|_{L^\infty_{(x,y)} L^1_{(q,p)}} \left\| \partial^\beta_y v \right\|_{L^\infty_{(x,y)} L^1_{(q,p)}} \varepsilon^{2d \left( \det \Theta^x \right) \cdot \det \Theta^y} \left( 1 + \frac{\delta_{\kappa} \left( \Theta^x \right) \cdot \left( K_u, K_v \right)}{\varepsilon} \right)^{l/2} \tag{33}
\]

\[
\| I^x \left( \kappa; v; \Theta^x, \Theta^y \right) \| \leq C_l \sum_{|\alpha| + |\beta| \leq l} \left( \lambda^y \right)^{-|\alpha| - |\beta|} \left\| \partial^\alpha_x u \right\|_{L^\infty_{(x,y)} L^1_{(q,p)}} \left\| \partial^\beta_y v \right\|_{L^\infty_{(x,y)} L^1_{(q,p)}} \varepsilon^{2d \left( \det \Theta^x \right) \cdot \det \Theta^y} \left( 1 + \frac{\delta_{\kappa} \left( \Theta^x \right) \cdot \left( K_u, K_v \right)}{\varepsilon} \right)^{l/2} \tag{34}
\]

where \( \delta_{\kappa} \left( K_u, K_v \right) \) is defined by (27) and

\[
\| w \|_{L^\infty_{(x,y)} L^1_{(q,p)}} := \sup_{(x,y) \in \mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} |w(x, y, q, p)| dq dp.
\]

Remark 16 This result is scale invariant.

Proof: We adapt the proof of Proposition 4, the main difference is that instead of computing explicitly the \( z \)-integral, we treat it like the Fourier transform of a Schwartz function and use that it has polynomial decay. The operator \((2\pi)^{2d} I^y \left( \kappa; v; \Theta^x, \Theta^y \right) \) has kernel

\[
N(x, y) = \int_{\mathbb{R}^{2d}} e^{i\omega^\kappa \left( x, z, q_1, p_1, z, q_2, p_2 \right)} u(z, y, q_1, p_1) \overline{v(z, x, q_2, p_2)} dq_1 dq_2 dp_1 dp_2 dz
\]

with

\[
\Im \omega^\kappa = \frac{1}{2} \left( \left( \Theta^x \right)^{1/2} (y - q_1) \right)^2 + \frac{1}{2} \left( \left( \Theta^x \right)^{1/2} (x - q_2) \right)^2 + \frac{1}{4} \left( \left( \Theta^x \right)^{1/2} \left( X^\kappa_{q_1, p_1} \right) \right)^2
\]

and

\[
\nabla^\kappa \omega^\kappa = \left[ \nabla^\kappa + \Im \Theta^x X^\kappa_{q_1, p_1} \right] + 2i \Theta^x \left( z - \frac{X^\kappa_{q_1, p_1} + X^\kappa_{q_2, p_2}}{2} \right).
\]

We introduce the first order differential operator

\[
L_z = \frac{1}{1 + \left| \left( \Theta^x \right)^{1/2} \right\| \nabla^\kappa \omega^\kappa \| ^2 \left[ 1 - i \left( \Theta^x \right)^{-1/2} \nabla^\kappa \omega^\kappa \cdot \nabla_z \right]}
\]

which is such that \( L_z \left( e^{i\omega^\kappa} \right) = e^{i\omega^\kappa} \) and

\[
\left( L_z \right)^l w \leq \frac{M_l(z)}{ \left( 1 + \left| \left( \Theta^x \right)^{1/2} \right\| \nabla^\kappa \omega^\kappa \| ^2 \right)^{l/2}} \sum_{|\alpha| \leq l} \left| \left( \Theta^x \right)^{-1/2} \nabla_z \right|^\alpha w
\]
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where $M^{(z)}_l$ is a constant depending only on $l$. Hence the result, because of Schur’s Lemma applied to $\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |N(x, y)|dy$

\[
\begin{align*}
&\sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} e^{i\omega}(L_z^f)\xi [u(z, y, q, p_1)\nu(z, x, q_2, p_2)] d\nu d_1 dp_1 dp_2 dz \bigg| dy \\
&\leq M^{(z)}_l \tilde M_l 2^{2d} \frac{(1 + \delta_{\Lambda(\Theta^\gamma)\kappa}[K_u, K_v]^2)^{1/2}}{(1 + \delta_{\Lambda(\Theta^\gamma)\kappa}[K_u, K_v]^2)^{1/2}} \\
&\times \left( \sum_{x \in \mathbb{R}^d} \sup e^{-\frac{1}{2}} d\left(\Theta^\gamma\right)^1/2 d\right) \left( \int_{\mathbb{R}^d} e^{-\frac{1}{2}} d\left(\Theta^\gamma\right)^1/2 d\right) \left( \int_{\mathbb{R}^d} e^{-\frac{1}{2}} d\left(\Theta^\gamma\right)^1/2 d\right)
\end{align*}
\]

and the corresponding estimate exchanging the role of $x$ and $y$ in $\sup_{x \in \mathbb{R}^d}$ and $\int_{\mathbb{R}^d} dy$ (where $\tilde M_l = \sup_{x \in \mathbb{R}^d} e^{-r/4 (1 + r)^2}$).

Finally we prove our main $L^2$-boundedness result.

**Proof of Theorem 2.** Because of the scale invariance explained in Remark 12 it is enough to consider the case $\varepsilon = 1$. We introduce a function $\chi \in C_c^\infty(\mathbb{R}^{2d}; [0, 1])$ such that

\[
\begin{align*}
\text{supp} \chi \subset \left[ \frac{1}{2} - \nu, \frac{1}{2} + \nu \right]^{2d} &=: K, \quad \chi(z) = 1 \quad \text{for} \quad z \in \left[ \frac{1}{2} + \nu, \frac{1}{2} - \nu \right]^{2d} \\
\text{and} \quad \sum_{\Gamma \in \mathbb{Z}^d} \chi_{\Gamma} = 1
\end{align*}
\]

where $\chi_{\Gamma}(z) = \chi(z - \Gamma)$ and $\nu \leq 1/4$. This gives rise to a family of bounded FIOs whose symbols are defined by

\[
u_{\Gamma}(x, y, q, p) := \chi_{\Gamma}(\kappa_0(q, p)) u(x, y, q, p)
\]

with $\kappa_0$ a canonical transformation of class $\mathcal{B}$ to be determined later.

By Proposition 6 we have

- if $|\Gamma - \Gamma'|_\infty > 1$ then

\[
N^1(\kappa; u_{\Gamma}, u_{\Gamma'}; \Theta^\gamma, \Theta^\nu) \leq \min(1, \lambda^2, \lambda^\nu)^{-1/2} C_l (1 + 2\nu) 4d \left| u_\nu \right|_{L^\infty_{\nu}(\Theta^\nu)}^2 \left| u_\nu \right|_{L^\infty_{\nu}(\Theta^\nu)}^2 \left( \frac{(\text{det } \Theta^\gamma \text{ det } \Theta^\gamma)^1/2}{(\text{det } \Theta^\gamma \text{ det } \Theta^\gamma)^1/2} \right)^{1/2}
\]

where

\[
\delta_{\Gamma, \Gamma'} = \min \left( \delta_{\Lambda(\Theta^\gamma)\kappa_0^{-1}}[\text{supp } \chi_{\Gamma'}, \text{supp } \chi_{\Gamma}], \delta_{\Lambda(\Theta^\gamma)\kappa_0^{-1}}[\text{supp } \chi_{\Gamma'}, \text{supp } \chi_{\Gamma}] \right)
\]
• if $|\Gamma - \Gamma'|_\infty \leq 1$ then

$$\text{supp}(\chi_{\Gamma} \cup \text{supp}(\chi_{\Gamma'})) \subset B\left(\frac{\Gamma + \Gamma'}{2}, \sqrt{2d}(1 + 2\nu)\right)$$

and

$$\mathcal{N}^l(\kappa; u_{\Gamma}, u_{\Gamma'}; \Theta^x, \Theta^y) \leq C_0(2d)^{2d}(1 + 2\nu)^{4d} \frac{||u||_{L^{2\infty}}}{(\det \Theta^x \det \Theta^y)^{1/2}}. \quad (36)$$

Let $\omega(\Gamma - \Gamma')$ denote the right-hand side of (35) and (36), as the number of $\Gamma$ such that $|\Gamma|_\infty \leq k$ is $(2k + 1)^{2d}$, we have

$$\frac{(\det \Theta^x \det \Theta^y)^{1/4}}{(1 + 2\nu)^{2d}||u||_{W^{l,\infty}(\Gamma, z)}^2} \sum_{\Gamma \in \mathbb{Z}^{2d}} \sqrt{\omega(\Gamma)} \leq (18d)^d \sqrt{C_0} + \frac{\sqrt{C_1}}{\min(1, \lambda^x, \lambda^y)^{1/4}} \sum_{k \geq 2} \frac{(2k + 1)^{2d} - (2k - 1)^{2d}}{\left(1 + \eta_{\kappa, \Theta^x, \Theta^y}^2 |k - (1 + 2\nu)|^2\right)^{1/4}} \leq 18d^{d} \left[d^{d} \sqrt{C_0} + 2^{3d-1} \frac{\sqrt{C_1}}{\min(1, \lambda^x, \lambda^y)^{1/4}} \sum_{k \geq 1} \frac{k^{2d-1}}{\left(1 + \eta_{\kappa, \Theta^x, \Theta^y}^2 |k^2|^2\right)^{1/4}}\right]$$

where

$$\eta_{\kappa, \Theta^x, \Theta^y} = \inf_{\kappa_{0}} \left(c_{A(\Theta^x)\kappa_{0}^{-1}}, c_{A(\Theta^y)\kappa_{0}^{-1}}\right). \quad (37)$$

Hence the result on $\mathcal{N}^l(\kappa; u; \Theta^x, \Theta^y)$ by the Cotlar-Stein Lemma (the choice of $l = 4d + 1$ being the smallest that implies convergence of the series in $k$).

**Appendix: Gaussian Integrals and Square Root of Matrices**

We consider the convex cone $\mathcal{C}$ of complex symmetric matrices with positive definite real part. Every matrix of $\mathcal{C}$ is invertible and has its spectrum included in the open half-plane $\{z | \Re z > 0\}$. It follows from matrix theory (see [15]) that each matrix of $\mathcal{C}$ admits an unique square root in $\mathcal{C}$. Furthermore, the square root of $M$ is given by the Dunford-Taylor integral (see [19], §5.6)

$$M^{1/2} = \frac{1}{2\pi i} \int_{\Gamma} z^{1/2}(M - z)^{-1} dz$$

where the integration path is a closed contour in the half-plane $\{z | \Re z > 0\}$ making a turn around each eigenvalue in the positive direction and the value of $z^{1/2}$ is chosen so that it is positive for real positive $z$. As a consequence, the square root $M^{1/2}$ is an holomorphic function of $M$. Then, if one considers the computation of the Gaussian integral

$$\frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{\frac{-\|x\|_2^2}{2\nu}} dx,$$

it is well known that, for positive definite real symmetric $M$, its value is given by $(\det M)^{1/2} = \det(M^{1/2})$. It directly follows from above that this property extends to any matrix $M \in \mathcal{C}$ (see Appendix A in [11] or Section 3.4. in [17] for an alternative explanation).
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