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ABSTRACT
When there is gigantic difference between the ratio of two classes in the classification algorithms, then the classifier may tend to favor the instances of majority class whereas, it becomes difficult for the classifier to learn the minority class samples. Either, undersampling is used or oversampling is used for this imbalance but, most of the undersampling techniques does not consider distribution of information among the classes while the oversampling technique leads overfitting of the trained model. So, to resolve this issue integration of undersampling as well as oversampling technique can be done. Majority class samples can be undersampled using a new approach, namely, MLP-based undersampling technique (MLPUS). Majority Weighted Minority Oversampling Technique (MWMOTE) can be used for generating the synthetic samples for minority class. The main objective is to handle the imbalance classification problem occurring in the medical diagnosis of rare diseases and combines the benefits of both undersampling and oversampling. Experiments are performed on 7 real world data sets for the evaluation of proposed framework’s performance.
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1. INTRODUCTION
NOWADAYS, in many real-world applications, data sets are imbalanced in nature. Imbalanced data sets are nothing but one class containing much more samples and another contains very little. The class having more (negative) instances is called as a majority class while class containing little (positive) instances is called as minority class. Most of the machine learning algorithms performs better when data sets are almost balanced. But problem arises when given data sets are very much imbalanced in nature. Classification of these imbalanced data sets is a very critical and a challenging task for the classifier as classifier may tend to favor the instances of majority class.

Due to unequal distribution of data, majority class significantly dominates the minority class. The ratio of imbalance can be in the order of 100:1, 1000:1 or 10,000:1. This form of imbalance is known as between-class imbalance. When there is more than one concept in classes and some of them are rarer than others, then such imbalance is called as within-class imbalance. In this paper, the proposed system is dealing with between class imbalances only. In today’s era of machine learning, many data mining applications such as medical diagnosis [1], detection of oil spills in radar images [2], information retrieval systems [3], helicopter fault monitoring [4], data mining from direct marketing [5] facing this imbalanced learning problem. It is necessary to overcome this imbalanced learning problem as it affects the performance of a classifier very greatly. In the medical diagnosis of rare diseases, the data samples for heart diseases are very much less than data samples of non-heart diseases. After classification classifier may misclassify some of the heart disease samples as a non-heart disease sample. The consequence of this misclassification can be very much costlier than misclassifying non heart disease sample as a heart disease sample.

The imbalanced data can be approximately balanced by either undersampling i.e., reducing samples from majority class, or by oversampling i.e., adding samples to the minority class. There are various undersampling techniques which try to resolve imbalance learning problem. Along with undersampling, various oversampling methods such as SMOTE, Borderline SMOTE, ADASYN, RAMOBoost uses synthetic sample generation for balancing the distribution among classes. But in many scenarios, these methods may generate the wrong synthetic minority samples and make learning tasks harder. To this end, a method can be proposed which will integrate undersampling and oversampling. Majority class samples can be undersampled using a new approach, namely, MLPUS [6]. Majority Weighted Minority Oversampling Technique (MWMOTE) [7] can be used for generating the synthetic samples for minority class. The main objective is to handle the imbalance classification problem occurring in the medical diagnosis of rare diseases and combines the benefits of both undersampling and oversampling.

The remainder of this paper is divided into five sections. In section 2, a brief review of existing works on imbalanced learning domain is provided. Proposed method and its components are described in section 3. The experimental study and simulation results are presented in Section 4. Finally, section 5 concludes the paper with some future research directions.

2. RELATED WORK
To deal with the imbalanced learning problem significant works have been done which can be categorized as: sampling-based methods [8], cost-based methods [9], active learning-based methods [10] and kernel-based methods [11]. Though there is no single method which handles the imbalance optimally, sampling-based methods have been shown to be very successful nowadays. This section provides a brief review of the works performed in this category only. Details of works performed in other categories can be found in [12]. Sampling based methods focus on altering the size of either majority or minority class in order to balance between
them. Various sampling techniques exist in the literature, they are under-sampling and oversampling. Reduction of samples from majority class is done in under sampling. These methods again categorized into random and informed undersampling. Random under-sampling technique randomly removes the samples from majority class, but it may lead to loss of important samples also. To overcome this issue, researchers proposed some informed undersampling techniques such as EasyEnsemble, Balance cascade [13], and KNN based methods, namely Near miss 1, Near miss 2, Near miss 3 and most distant method [14]. One sided selection method also performs well to deal with imbalanced data [15]. To further refine this method ClusterOSS has been proposed [16].

In oversampling techniques, artificial samples are added to the minority class to balance between classes. Oversampling can be random or synthetic sample generation. In random oversampling, samples are randomly replicated, but which can lead to over fitting [17]. On the other hand, in synthetic oversampling method, it generates the synthetic samples to minority class. These generated samples add essential information to the minority class, resulting in improved performance of the classifier. In [18] proposed a powerful method, namely synthetic minority oversampling technique (SMOTE) which has been shown a great success in many applications. Initially for each minority sample k-nearest neighbors are determined. Then synthetic sample is generated along the line segment joining minority sample and its nearest neighbor. Firstly, SMOTE takes the difference between minority sample and its nearest neighbor. This difference is then multiplied by a random number between 0 and 1, and adds this to original minority sample. In this way synthetic sample is generated. SMOTE generates an equal number of synthetic samples for each minority sample. Several modifications are made to the SMOTE, e.g., borderline-SMOTE [19], safe-level SMOTE [20], local neighborhood-based SMOTE [21], and rough sets theory based SMOTE [22]. To handle the imbalanced learning problem in big data a novel approach, namely, the Enhanced SMOTE algorithm has been proposed in [23]. Haibo He, E.A. Garcia, pro-posed a novel approach adaptive synthetic sampling (ADASYN) to handle imbalanced data set. In synthetic sample generation process, there is no need to consider all minority samples as there may be problem of overlapping [24]. In [25] a novel method namely RAMOBoost has been proposed which systematically generates synthetic samples depending on sampling weights. It adjusts these weights of minority samples according to their distribution. Oversampling methods improve performance of the classifier and a lot more useful than undersampling. However, both under-sampling and oversampling can work efficiently. Remainder categories of imbalanced learning methods also perform well, but there is no single best method for all scenarios. While comparing undersampling and oversampling, one observation favoring oversampling is that undersampling may lose essential information while oversampling does not.

3. PROPOSED FRAMEWORK

The goal of the proposed system is to handle the imbalanced learning problem arises in the medical diagnosis of rare diseases. As shown in Fig.1 it will take imbalanced data of rare diseases as an input and produces balanced data. This system will contain two major subsystems. One is used for reducing the samples from majority class and another is used to increase the number of samples in the minority class. Both these subsystems produce different balanced data sets. The Number of classifiers is then applied to classify the data, and these classifiers again ensemble to improve the accuracy of classification. In this way data sets can be balanced.

![Figure 1: Overall flow of a System](image)

3.1 MLPUS

Figure. 2 shows the workflow of the MLPUS. The MLPUS consists of three major components:

1) Clustering of samples in the majority class using k-means clustering algorithm.

2) Finding most important samples (undersampling) using the stochastic sensitivity measure (SM).

3) A MLP trained by using training samples selected by the SM.

This method selects a sample which is located closest to the center of each of these clusters as representative samples and then their SM values are calculated. The k samples having the largest SM values will be selected from the majority class.

Similarly, k samples having the largest SM values will also be selected from the minority class. These samples with largest SM value are then added to the initial training set to form a balanced training data set for the MLP. In each turn of iteration, there are 2tk samples in the training data set, where t is the number of iterations. The value of t is at most equal to k. Selected samples are removed from the candidate set and these steps repeat until the number of samples in the minority class is less than k.
3.2 MWMOTE
The objective of MWMOTE is twofold: to improve the sample selection process and to improve the synthetic sample generation process. MWMOTE involves three key phases. In the first phase, MWMOTE identifies hard-to-learn and the most important minority class samples from the original minority set, \( S_{\text{min}} \) and construct a set, \( S_{\text{maj}} \) by the identified samples. In the second phase, each member of \( S_{\text{maj}} \) is given a selection weight, \( S_w \), according to its importance in the data. In the third phase, using the clustering approach, MWMOTE generates the synthetic samples from \( S_{\text{min}} \) using \( S_w \)s and produces the output set, by adding the synthetic samples to \( S_{\text{min}} \).

3.3 Ensemble Technique
There are many ensemble techniques available, but here the system will use majority voting method to ensemble the classifiers Majority (plurality) voting:

\[
\sum_{t=1}^{T} d_{t}(x) = \max_{j=1,...,c} \sum_{t=1}^{T} d_{t,j}
\]

Under the condition that the classifier outputs are independent, it can be shown the majority voting combination will always lead to a performance improvement. If there are a total of \( T \) classifiers for a two-class problem, the ensemble decision will be correct if at least \( \lceil T/2+1 \rceil \) classifier choose the correct class.

3.4 Mathematics Relevant to the System
Notations:
- \( S_{\text{maj}} \): Set of majority samples
- \( S_{\text{min}} \): Set of minority samples
- \( N_p \): Candidate samples in minority class
- \( S_{b\text{maj}} \): Filtered minority set
- \( S_{b\text{maj}} \): Borderline majority set
- \( S_{\text{min}} \): Identified minority set
- \( S_w \): Selection weight

**Problem Description:**
Let \( S \) be the system,
\[
S = \{S_{\text{maj}}, S_{\text{min}}\}
\]
Where, \( S_{\text{maj}} \rangle S_{\text{min}} \)

**Activity 1: Undersampling (MLPUS)**

**Step 1:** Training the initial MLP
a. Cluster both \( S_{\text{maj}} \) and \( S_{\text{min}} \) into \( k = \lceil \sqrt{N_p} \rceil \) clusters each.
b. Set both \( P_0 \) and \( R_0 \) to be empty sets.
c. For each of \( k \) clusters of the minority class, add the sample located closest to its center to \( P_0 \)
d. For each of \( k \) clusters of the majority class, add the sample located closest to its center to \( R_0 \)
e. \( S_{\text{min}} = S_{\text{min}} - P_0 \cdot S_{\text{maj}} = S_{\text{maj}} - R_0 \cdot S = P_0 \cup R_0 \) and \( b = 0 \)

**Step 2:** Find most important samples from \( S_{\text{maj}} \) and add them to set \( C \).

**Step 3:** Compute the value of SM for each sample of \( C \) and \( S_{\text{min}} \).

**Step 4:** Add \( k \) samples from \( C \) and \( S_{\text{min}} \) having largest SM value to set \( P_b \) and \( R_b \) respectively.

**Step 5:** \( S = S \cup P_b \cup R_b \)

**Step 6:** Train a MLP using \( S \).

**Activity 2: Oversampling (MWMOTE)**

**Step 1:** Construction of set \( S_{\text{min}} \)
1. Construct \( S_{\text{minf}} \) as
   \[
   S_{\text{minf}} = S_{\text{min}} - \{ x_i \in S_{\text{min}} : \text{NN}(x_i) \text{ contains no minority example}\}
   \]
2. For each \( x_i \in S_{\text{minf}} \), compute \( N_{\text{maj}}(x_i) \)
3. \( S_{\text{bmaj}} = \bigcup x_i \in S_{\text{minf}} N_{\text{maj}}(x_i) \)
4. For each \( y_i \in S_{\text{bmaj}} \), compute \( N_{\text{min}}(y_i) \)
5. \( S_{\text{imin}} = \bigcup y_i \in S_{\text{bmin}} N_{\text{min}}(y_i) \)

**Step 2:** Finding Selection weights
6. For each \( y_i \in S_{\text{bmin}} \) and for each \( x_i \in S_{\text{imin}} \), compute \( t_{w}(y_i, x_i) \).
7. For each \( x_i \in S_{\text{imin}} \), compute \( S_w(x_i) = \sum_{y_i \in S_{\text{bmin}} t_{w}(y_i, x_i)} \)
8. Convert each $S_w(x_i)$ into selection probability $S_p(x_i)$ such as
$$S_p(x_i) = S_w(x_i) / \sum_i S_w(x_i)$$

Step 3: Generating Synthetic Samples

Let $l_1, l_2, l_3, \ldots, l_M$ be the clusters of $S_{min}$
Initialize $S_{omin} = S_{min}$
9. Generate Synthetic sample using
$$s = x + \alpha \times (y - x)$$
$$S_{omin} = S_{omin} \cup \{s\}$$

Activity 3: Classification

- Classify the balanced data using CART
- Ensemble of classifiers using Majority voting

$$\sum_{t=1}^{T} d_{t,j}(x) = \max_{j=1,\ldots,c} \sum_{j=1}^{T} d_{t,j}$$

4. EXPERIMENTS AND RESULTS

This section presents the performance of proposed framework on 7 real-world data sets collected from the UCI repository. Here, for this system, imbalanced data sets of rare diseases are taken as an input. Table 1. shows characteristics of these data sets in the form of a number of attributes, number of minority and majority samples and imbalance ratio. All data sets are in a binary form. These data sets are selected in such a way that they have a different number of samples, attributes and imbalance ratio.

| Dataset        | No. of Attributes | Majority Samples | Minority Samples | Imbalance Ratio |
|----------------|-------------------|------------------|------------------|-----------------|
| Pima Diabetes  | 9                 | 499              | 120              | 0.65:0.35       |
| Breast Cancer  | 10                | 201              | 85               | 0.65:0.35       |
| Hepatitis      | 20                | 123              | 32               | 0.79:0.21       |
| Ionosphere     | 35                | 225              | 126              | 0.64:0.36       |
| Mammographic   | 6                 | 516              | 445              | 0.54:0.46       |
| Liver Disorder | 7                 | 200              | 145              | 0.57:0.43       |
| Spect Heart    | 23                | 3541             | 231              | 0.93:0.07       |

To integrate MLPUS and MWMOTE, the balance data sets derived from these 2 algorithms are used. As MLPUS processes majority samples to undersample the instances, in combine algorithm majority class is taken from MLPUS. Likewise, minority class is taken from MWMOTE as this technique generates synthetic samples to the minority class.

| Dataset        | MLPUS  | MWMOTE | Combined Algorithm |
|----------------|--------|--------|--------------------|
| Pima Diabetes  | 90.83  | 82.54  | 98.54              |
| Breast Cancer  | 98.26  | 96.73  | 90.72              |
| Hepatitis      | 97.14  | 98.91  | 98.76              |
| Ionosphere     | 98.54  | 99.14  | 97.47              |
| Mammographic   | 81.17  | 78.61  | 88.54              |
| Liver Disorder | 87.34  | 74.88  | 96.62              |
| Spect Heart    | 97.35  | 94.36  | 84.97              |

Finally, this new data set is classified using voting technique. For voting technique 3 classifiers namely, Multi-layer Perceptron (MLP), Classification and Regression Tree (CART) and Support Vector Machine (SVM) are used. MLPUS, MWMOTE and combined algorithm is compared with each other in terms of accuracy, time required and number of instances. Table 2 shows this comparison in terms of accuracy.

As MLPUS does undersampling, it does not consider all samples in data set. Likewise, MWMOTE adds extra samples to the original data set. Figure 5 shows comparison of these techniques in terms of number of samples.

From these observations, it is clear that MLPUS always takes less samples than original. Similarly, MWMOTE uses more samples than original, but in case of combine algorithm, number of samples used for this technique are almost equals to the original number of samples.

There is another parameter on which performance of techniques can be evaluated which is nothing but Receiver Operating Characteristics (ROC) curve. ROC graph can be obtained by plotting the false positive rate on the X-axis and the true positive rate on the Y-axis, where,
$$FPR = \frac{FP}{n}, \ TPR = \frac{TP}{n}$$

Figure 5 depicts the ROC curve for MLPUS, MWMOTE and COMBINE algorithm. If the curve is closer to the left border and top of the border, then more accurate results of classification. If the curve is closer to 45-degree diagonal then less accurate results. From the figure 6 it is clear that ROC of combine algorithm is closer to left and upper border as compared to MLPUS and MWMOTE. Hence, if ROC is considered then also combine algorithm performs well.
5. CONCLUSION AND FUTURE SCOPE

In the proposed system, in order to handle the imbalanced data, undersampling as well as oversampling is used together. This system tries to combine the benefits of both sampling techniques. MLPUS is used for undersampling, which preserves the distribution information of the majority class, and selects informative samples from both classes. The oversampling method not selects the most important minority class samples effectively and assigns them appropriate weights. Furthermore, it is able to generate correct synthetic samples. These both techniques perform well separately, but if they are combined using ensembling of classifier, then it will improve the classification results greatly. Several other research issues are left to be considered. This system can be generalized to handle imbalanced problem occurring in multiclass data sets. In MLPUS, k-means algorithm is used for clustering, which could be replaced by other clustering methods. Moreover, when the data changes across time, incremental learning needed.
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