Abstract

We describe multi-objective influence diagrams, based on a set of $p$ objectives, where utility values are vectors in $\mathbb{R}^p$, and are typically only partially ordered. These can still be solved by a variable elimination algorithm, leading to a set of maximal values of expected utility. If the Pareto ordering is used this set can often be prohibitively large. We consider approximate representations of the Pareto set based on $\epsilon$-coverings, allowing much larger problems to be solved. In addition, we define a method for incorporating user trade-offs, which also greatly improves the efficiency.

1 INTRODUCTION

Influence diagrams [1] are a powerful formalism for reasoning with sequential decision making problems under uncertainty. They involve both chance variables, where the outcome is determined randomly based on the values assigned to other variables, and decision variables, which the decision maker can choose the value of, based on observations of some other variables. Uncertainty is represented (like in a Bayesian network) by a collection of conditional probability distributions, one for each chance variable. The overall value of an outcome is represented as the sum of a collection of utility functions.

In many situations, a decision maker has more than one objective, and mapping several objectives to a single utility scale can be problematic, since the decision maker may be unwilling or unable to provide precise tradeoffs between objectives [2, 3, 4]. We consider multi-objective influence diagrams, where utility values are now vectors in $\mathbb{R}^p$, with $p$ being the number of objectives. Since utility values are now only partially ordered (for instance by the Pareto ordering) we no longer have a unique maximal value of expected utility, but a set of them.

The Pareto ordering on multi-objective utility is a rather weak one; the effect of this is that the set of maximal values of expected utility can often become huge. We discuss how the notion of $\epsilon$-covering, which approximates the Pareto set, can be applied for the case of multi-objective influence diagrams. As we demonstrate experimentally, this has a major effect on the size of the undominated utility vector sets and hence on the computational efficiency and feasibility for larger problems.

We also define a simple formalism for imprecise tradeoffs; this allows the decision maker, during the elicitation stage, to specify a preference for one multi-objective utility vector over another, and uses such inputs to infer other preferences. The induced preference relation then is used to eliminate dominated utility vectors during the computation. Our experimental results indicate that the presence of even a few such imprecise tradeoffs greatly reduces the undominated set of expected utility values.

The paper is organized as follows. We first discuss the related work. Then Section 2 describes standard influence diagrams and multi-objective utility values. Section 3 defines multi-objective influence diagrams, and how variable elimination can be used to compute the set of maximal values of expected utility, up to a form of equivalence. Section 4 describes the use of the $\epsilon$-covering of the Pareto set. Section 5 defines the formalism for tradeoffs and how the induced notion of preference dominance can be computed. Section 6 describes our experimental testing of multi-objective influence diagrams, based on the Pareto ordering, on the $\epsilon$-covering approximation, and based on the dominance relation induced by the user tradeoffs. Section 7 concludes.

RELATED WORK: Our approach to multi-objective influence diagram computation is based on our general framework [5].

Diehl and Haimes [6] describe a computational technique for influence diagrams with multiple objectives, with the
2 BACKGROUND

2.1 INFLUENCE DIAGRAMS

An influence diagram (ID) [1] is defined by a tuple \((X, D, P, U)\), where \(X = \{X_1, \ldots, X_n\}\) is a set of chance variables which specify the uncertain decision environment and \(D = \{D_1, \ldots, D_m\}\) is a set of decision variables which specify the possible decisions to be made in the domain. The chance variables are further divided into observable meaning they will be observed during execution, or unobservable. As in Bayesian networks [19], each chance variable \(X_i \in X\) is associated with a conditional probability table (CPT) \(P_i = P(X_i|pa(X_i))\), where \(P_i \in P\) and \(pa(X_i) \subseteq X \cup D \setminus \{X_i\}\). Each decision variable \(D_k \in D\) has a parent set \(pa(D_k) \subseteq X \cup D \setminus \{D_k\}\), denoting the variables whose values will be known at the time of the decision and may affect directly the decision.

Non-forgetting is typically assumed for an influence diagram, meaning that a decision node and its parents are parents to all subsequent decisions. The utility (or reward) functions \(U = \{U_1, \ldots, U_r\}\) are defined over subsets of variables \(Q = \{Q_1, \ldots, Q_r\}, Q_i \subseteq X \cup D\), called scopes, and represent the preferences of the decision maker.

The graph of an ID contains nodes for chance variables (circled), decision variables (boxed) and for the utility components (diamond). For each chance or decision node there is an arc directed from each of its parent variables toward it, and there is a directed arc from each variable in the scope of a utility function toward its utility node.

The decision variables in an influence diagram are typically assumed to be temporally ordered (also known as regularity). Let \(D_1, D_2, \ldots, D_m\) be the order in which the decisions are to be made. The chance variables can be partitioned into a collection of disjoint sets \(I_0, I_1, \ldots, I_m\). For each \(k\), where \(0 < k < m\), \(I_k\) is the set of chance variables that are observed between \(D_k\) and \(D_{k+1}\). \(I_0\) is the set of initial evidence variables that are observed before \(D_1\). \(I_m\) is the set of chance variables left unobserved when the last decision \(D_m\) is made. This induces a strict partial order \(\prec\) over \(X \cup D\), given by: \(I_0 \prec D_1 \prec I_1 \prec \cdots \prec I_m \prec D_m\) [20].

A policy (or strategy) for an influence diagram is a list of decision rules \(\Delta = (\delta_1, \ldots, \delta_m)\) consisting of one rule for each decision variable. A decision rule for the decision \(D_k \in D\) is a mapping \(\delta_k : \Omega_{pa(D_k)} \rightarrow \Omega_{D_k}\), where for a set \(S \subseteq X \cup D\), \(\Omega_S\) is the Cartesian product of the individual domains of the variables in \(S\). Therefore, a policy \(\Delta\) determines a value for each decision variable \(D_i\) (which depends on the parents set \(pa(D_i)\)). Given a utility function \(U\), a policy \(\Delta\) yields a utility function \([U]\Delta\) that involves no decision variables, by assigning their values using \(\Delta\). The expected utility given policy \(\Delta\) is \(EU_{\Delta} = \sum_X [\prod_{i=1}^m P_i \times \sum_{j=1}^r U_j]_{\Delta}\). Solving an influence diagram means finding an optimal policy that maximizes the expected utility, i.e., to find \(\arg \max_{\Delta} EU_{\Delta}\). The maximum expected utility can be shown to be equal to:

\[
\sum_{I_0} \max_{D_1} \cdots \sum_{I_{m-1}} \max_{D_m} \sum_{I_m} \left( \prod_{i=1}^n P_i \times \sum_{j=1}^r U_j \right)
\] (1)

Example 1 Figure 1 shows the influence diagram of the oil wildcatter problem (adapted from [21]). An oil wildcatter must decide either to drill or not to drill for oil at a
specific site. Before drilling, a seismic test could help determine the geological structure of the site. The test results can show a closed reflection pattern (indication of significant oil), an open pattern (indication of some oil), or a diffuse pattern (almost no hope of oil). The special value noted is if no seismic test is performed. There are therefore two decision variables, \( T \) (Test) and \( D \) (Drill), and two chance variables \( S \) (Seismic results) and \( O \) (Oil contents). The probabilistic knowledge consists of the conditional probability tables \( P(O) \) and \( P(S|O,T) \), while the utility function is the sum of \( U_1(T) \) and \( U_2(O,D) \). The optimal policy is to perform the test and to drill only if the test results show an open or a closed pattern. The expected utility of this policy is 22.5.

Several exact methods have been proposed over the past decades for solving influence diagrams using local computations [7, 22, 23, 20, 24, 25]. These methods adapted classical variable elimination techniques, which compute a type of marginalization over a combination of local functions, in order to handle the multiple types of information (probabilities and utilities), marginalization (\( \sum \) and max) and combination (\( \times \) for probabilities, + for utilities) involved in influence diagrams. Since the alternation of \( \sum \) and max in Equation 1 does not commute in general, it prevents the solution technique from eliminating variables in any ordering. Therefore, the computation dictated by Equation 1 must be performed along a legal elimination ordering that respects \( \prec \), namely the reverse of the elimination ordering is some extension of \( \prec \) to a total order [20, 24].

### 2.2 MULTI-OBJECTIVE UTILITY VALUES

In many real-world situations it may not be possible for the decision maker to map the various possible consequences of a set of actions to the same scale of utility in a way that avoids essentially arbitrary decisions. Hence, it is natural to consider multi-objective or multi-attribute utility functions to cope with multiple and non-commensurate utility scales on which the decision maker’s preferences are expressed.

Consider a situation with \( p \) objectives (or attributes). A multi-objective utility value is characterized by a vector \( \vec{u} = (u_1, \ldots, u_p) \in \mathbb{R}^p \), where \( u_i \) represents the utility with respect to objective \( i \in \{1, \ldots, p\} \). We assume the standard pointwise arithmetic operations, namely \( \vec{u} + \vec{v} = (u_1 + v_1, \ldots, u_p + v_p) \) and \( q \times \vec{u} = (q \times u_1, \ldots, q \times u_p) \), where \( q \in \mathbb{R} \). The comparison of utility values reduces to that of their corresponding \( p \)-dimensional vectors.

We are interested in partial orders \( \succeq \) on \( \mathbb{R}^p \) satisfying the following two monotonicity properties, where \( \vec{u}, \vec{v}, \vec{w} \in \mathbb{R}^p \) are arbitrary vectors.

- **[Independence:]** If \( \vec{u} \succeq \vec{v} \) then \( \vec{u} + \vec{w} \succeq \vec{v} + \vec{w} \)
- **[Scale-Invariance:]** If \( \vec{u} \succeq \vec{v} \) and \( q \in \mathbb{R}, q \geq 0 \) then \( q \times \vec{u} \succeq q \times \vec{v} \). An important example of such a partial order is the weak Pareto order.

**Definition 1** (weak Pareto ordering) Let \( \vec{u}, \vec{v} \in \mathbb{R}^p \) such that \( \vec{u} = (u_1, \ldots, u_p) \) and \( \vec{v} = (v_1, \ldots, v_p) \). We define the binary relation \( \succeq \) on \( \mathbb{R}^p \) by \( \vec{u} \succeq \vec{v} \iff \forall i \in \{1, \ldots, p\} u_i \geq v_i \).

Given \( \vec{u}, \vec{v} \in \mathbb{R}^p \), if \( \vec{u} \succeq \vec{v} \) then we say that \( \vec{u} \) dominates \( \vec{v} \). As usual, the symbol \( \succ \) refers to the asymmetric part of \( \succeq \), namely \( \vec{u} \succ \vec{v} \) if and only if \( \vec{u} \succeq \vec{v} \) and it is not the case that \( \vec{v} \succeq \vec{u} \). In particular, relation \( \preceq \) (resp. \( \succeq \)) is also called weak Pareto dominance (resp. Pareto dominance).

**Definition 2** (maximal/Pareto set) Given a partial order \( \succeq \) and a finite set of utility vectors \( \mathcal{U} \subseteq \mathbb{R}^p \), we define the maximal set, denoted by \( \max_{\succeq} (\mathcal{U}) \), to be the set consisting of the un-dominated elements in \( \mathcal{U} \), i.e., \( \max_{\succeq} (\mathcal{U}) = \{ \vec{v} \in \mathcal{U} | \exists \vec{w} \in \mathcal{U}, \vec{v} \succeq \vec{w} \} \). When \( \succeq \) is the weak Pareto ordering \( \succeq \), we call \( \max_{\succeq} (\mathcal{U}) \) the Pareto set.

### 3 MULTI-OBJECTIVE INFLUENCE DIAGRAMS

In this section, we introduce the extension of the standard influence diagram model to include multiple objectives. Towards this goal we consider a multi-objective utility function that is additively decomposable [26]. For simplicity and without loss of generality we assume that all objectives are to be maximized. We next define formally the graphical model and then derive a sequential variable elimination algorithm for evaluating the model.

#### 3.1 THE GRAPHICAL MODEL

A multi-objective influence diagram (MOID) extends the standard influence diagram by allowing a multi-objective utility function defined on \( p > 1 \) objectives. The graphical structure of a MOID is identical to that of a standard ID, namely it is a directed acyclic graph containing chance nodes (drawn as circles) for the random discrete variables X, decision nodes (drawn as rectangles) for the decision variables D, and utility nodes (drawn as diamonds) for the local utility functions U of the decision maker. The directed arcs in the MOID represent the same dependencies between the variables as in the standard model. Each chance node \( X_i \in X \) is associated with a conditional probability table \( P(X_i|pa(X_i)) : \Omega_{X_i|\text{pa}(X_i)} \rightarrow [0, 1] \). The utility functions \( U_j \in U \) represent the decision maker’s preferences with respect to each of the \( p \) objectives, namely \( U_j : \Omega_{Q_j} \rightarrow \mathbb{R}^p \), where \( Q_j \) is the scope of \( U_j \).

A policy for a MOID is a sequence \( \Delta = (\delta_1, \ldots, \delta_m) \), where each \( \delta_i \) is a function from \( \Omega_{X_i|\text{pa}(X_i)} \rightarrow \Omega_{D_i} \). Clearly, given a policy \( \Delta \) we have that \( EU_{\Delta} \subseteq \mathbb{R}^p \). Solving a multi-objective influence diagram means finding the set of
policies that generate maximal values of expected utility, i.e., values of utility in the set \( \max_{\Delta} \{ EU_{\Delta} \mid \text{policies } \Delta \} \). We say that a policy \( \Delta \) is optimal if the corresponding expected utility \( EU_{\Delta} \) is undominated.

**Example 2** Figure 2 displays a bi-objective influence diagram for the decision problem from Example 1. We consider a utility function with two attributes representing the testing/drilling payoff and damage to the environment, respectively. The utility of testing is \((-10, 10)\), whereas the utility of drilling is \((-70, 18), (50, 12), (200, 8)\) for a dry, wet and soaking hole, respectively. The aim is to find optimal policies that maximize the payoff and minimize the damage to environment. The dominance relation is defined in this case by \( u \geq v \) \( \Leftrightarrow u_1 \geq v_1 \) and \( u_2 \leq v_2 \) (e.g., \((10,2) \geq (8,4)\) and \((10,2) \not\geq (8,1)\)). The Pareto set \( \max_{\Delta} \{ EU_{\Delta} \mid \text{policies } \Delta \} \) contains 4 elements, i.e., \{\((22.5,17.56), (20,14.2), (11,12.78), (0,0)\}\}, corresponding to the four optimal policies shown below (we show how to obtain these in Section 3.4):

| \( \Delta \) | \( \Delta_1 \) | \( \Delta_2 \) | \( \Delta_3 \) | \( \Delta_4 \) |
| --- | --- | --- | --- | --- |
| \( R_D \) | yes (S = closed) | no (S = open) | yes (S = closed) | no (S = open) |
| \( R_V \) | yes (S = closed) | no (S = open) | yes (S = closed) | no (S = open) |
| \( EU_{\Delta} \) | \{\((22.5,17.56), (20,14.2), (11,12.78), (0,0)\}\} |

Because we are considering partially ordered utilities, the max operator does not necessarily lead to a unique element. This means that we need to extend the arithmetic operations, addition, multiplication and max, to finite sets of utility values.

### 3.2 Arithmetic Operations and Distributivity Properties

In this section we assume a partial order \( \succ \) on \( \mathbb{R}^p \) that satisfies Independence and Scale-Invariance. In particular, \( \succ \) can be the weak Pareto ordering.

Given two finite sets \( U, V \subseteq \mathbb{R}^p \) and \( q \geq 0 \), we define the summation and multiplication operations as \( U + V = \{ u + v \mid u \in U, v \in V \} \) and \( q \times U = \{ q \times u \mid u \in U \} \), respectively. The maximization operation is defined as \( \max(U, V) = \max_{\succ} (U \cup V) \). It is easy to see that +, \( \times \) and max are commutative and associative.

To ensure the correctness of a variable elimination computation (such as the one in Algorithm 1) we need some distributivity properties. However, the important property \((q_1 + q_2) \times U = q_1 \times U + q_2 \times U \) does not always hold. As a simple example, let \( q_1 = q_2 = 0.5 \) and consider a set of bi-objective utility vectors \( U = \{(1,0), (0,1)\} \). Using the point-wise operations on pairs of real numbers we have that \((q_1 + q_2) \times U \) yields the set \{\((1,0), (0,1)\}\), whereas \((q_1 \times U) + (q_2 \times U)\) is \{(0.5,0), (0.5,0)\} + \{(0.5,0), (0.5,0)\} = \{(1,0), (0.5,0.5), (0,1)\}. We will see next that this distributivity property does hold if we restrict to convex sets.

#### 3.3 Equivalent Sets of Utility Values

For \( U, V \subseteq \mathbb{R}^p \), we say that \( U \Preceq V \) if every element of \( V \) is (weakly) dominated by some element of \( U \) (so that \( U \) contains as least as large elements as \( V \)), namely if for all \( v \in V \) there exists \( u \in U \) with \( u \Preceq v \). We also define an equivalence relation \( \equiv \) between two finite sets \( U, V \subseteq \mathbb{R}^p \) by \( U \equiv V \) if and only if \( U \Preceq V \) and \( V \Preceq U \).

Given a set \( U \subseteq \mathbb{R}^p \), we define its convex closure \( C(U) \) to consist of every element of the form \( \sum_{j=1}^k (q_j \times \bar{w}_j) \), where \( k \) is an arbitrary natural number, each \( \bar{w}_j \in U \), each \( q_j \geq 0 \) and \( \sum_{j=1}^k q_j = 1 \), respectively.

Given \( U, V \subseteq \mathbb{R}^p \), we define the equivalence relation \( \equiv \) by \( U \equiv V \) if and only if \( C(U) \approx C(V) \). Therefore, two sets of utility vectors are considered equivalent if, for every convex combination of elements of one, there is a convex combination of elements of the other which is at least as good (with respect to the partial order \( \succ \) on \( \mathbb{R}^p \)). The following result shows, in particular, that the operations on sets of utility values respects the equivalence relation.

**Proposition 1** Let \( U, V, W \subseteq \mathbb{R}^p \) be finite sets and let \( q \geq 0 \). The following properties hold: (1) \( U \equiv \max_{\succ} (U) \); (2) if \( U \equiv V \) then \( q \times U \equiv q \times V \), \( U + W \equiv V + W \) and \( \max(U, W) \equiv \max(V, W) \). We can show now that the distributivity, and other properties we require, hold with respect to the \( \equiv \) relation between finite sets of partially ordered utility values.

**Theorem 1** Let \( \succ \) be a partial order on \( \mathbb{R}^p \) satisfying Independence and Scale-Invariance. Then, for all \( q, q_1, q_2 \geq 0 \) and for all finite sets \( U, V, W \subseteq \mathbb{R}^p \), we have that:

(i) \( q \times (U + V) = q \times U + q \times V \);
(ii) \( q_1 \times (q_2 \times U) = (q_1 \times q_2) \times U \);
(iii) \( q \times (q_2 \times U) = (q_1 \times q_2) \times U \);
(iv) \( \max(q \times U, q \times V) = q \times \max(U, V) \);
(v) \( \max(U + W, V + W) \).
compute the set of maximal expected utility values, up to equivalence (see also [5] for more details).

### 3.4 VARIABLE ELIMINATION

As well as operation $\max$ on sets of utilities, we define operation $+^\tau$ on finite sets of utility values by $\mathcal{U} +^\tau \mathcal{V} = \max_{\tau} (\mathcal{U} + \mathcal{V})$. Theorem 1 allows us to apply an iterative variable elimination procedure along a legal elimination ordering where chance variables are eliminated by $+^\tau$, decision variables by $\max$, and the probability and (set-valued) utility functions are combined by $\times$ and $+^{\psi}$, respectively. The set of maximal expected utility values is equivalent to

$$\sum_{i=1}^{n_0} \max_{D_1} \cdots \max_{D_m} \sum_{r_j=1}^{r_j} \left( \prod_{i=1}^{n_i} P_i \times \sum_{j=1}^{r_j} U_j \right).$$

The variable elimination algorithm, called ELIM-MOID, is described by Algorithm 1. It is based on Dechter’s bucket elimination framework [24] and computes the maximal set $\max_{\tau} \{ EU_{\Delta} : \text{policies } \Delta \}$ as well as an optimal policy (the algorithm can be easily instrumented to produce the entire set of optimal policies). Given a legal elimination ordering $\tau = Y_1, \ldots, Y_t$, the input functions are partitioned into a bucket structure, called buckets, such that each bucket is associated with a single variable $Y_i$ and contains all input probability and utility functions whose highest variable in their scope is $Y_i$.

ELIM-MOID processes each bucket, top-down from the last to the first, by a variable elimination procedure that computes new probability (denoted by $\phi$) and utility (denoted by $\psi$) components which are then placed in corresponding lower buckets (lines 3-11). For each chance variable $Y_i$, the $\phi$-message is generated by multiplying all probability components in that bucket and eliminating $Y_i$ by summation. The $\psi$-message is computed as the average utility in that bucket, normalized by the bucket’s compiled $\phi$ (here $Y_i$ is eliminated by $\sum_{j=1}^{r_j}$). For a decision variable $Y_i$, we compute the $\phi$ and $\psi$ components in a similar manner and eliminate $Y_i$ by maximization. In this case, the product of probability components in the bucket is a constant when viewed as a function of the bucket’s decision variable and therefore the compiled $\phi$-message is a constant as well [20, 5].

In the second, bottom-up step, the algorithm generates an optimal policy (lines 12-16). The decision buckets are processed in reversed order, from the first variable to the last. Each decision rule is generated by taking the argument of the maximization operator applied over the combination of probability and utility components in the respective bucket, for each combination of the variables in the bucket’s scope (i.e., the union of the scopes of all functions in the bucket minus $Y_i$) while remembering the values assigned to earlier decisions. Ties are broken uniformly at random.

As is usually the case with bucket elimination algorithms, the complexity of ELIM-MOID can be bounded exponentially (time and space) by the width of the ordered induced graph that reflects the execution of the algorithm (i.e., induced width of the legal elimination ordering) [24]. Since the utility values are vectors in $\mathbb{R}^p$, it is not easy to predict the size of the undominated set of expected utility values.

### 4 APPROXIMATING THE PARETO SET

In this section, we assume without loss of generality a weak Pareto ordering on $\mathbb{R}^p_+$ because the proposed approximation method relies on a log transformation of the solution space as we will see next. The cardinality of the Pareto set $\max_{\tau} \{ EU_{\Delta} : \text{policies } \Delta \}$ (and also the number of optimal policies) can often get very large. What would then be desirable for the decision maker is an approximation of the Pareto set that approximately dominates (or covers) all elements in $\{ EU_{\Delta} : \text{policies } \Delta \}$ and is of considerably smaller size. This can be achieved by considering the notion of $\epsilon$-covering of the Pareto set which is based on $\epsilon$-dominance between utility values [8].

**Definition 3 ($\epsilon$-dominance)** For any finite $\epsilon > 0$, the $\epsilon$-dominance relation is defined on positive vectors of $\mathbb{R}^p_+$ by $\vec{u} \geq_{\epsilon} \vec{v} \iff (1 + \epsilon) \cdot \vec{u} \geq \vec{v}$.

**Definition 4 ($\epsilon$-covering)** Let $\mathcal{U} \subseteq \mathbb{R}^p_+$ and $\epsilon > 0$. Then a set $\mathcal{U}_\epsilon \subseteq \mathcal{U}$ is called an $\epsilon$-approximate Pareto set or an $\epsilon$-covering, if any vector $\vec{v} \in \mathcal{U}$ is $\epsilon$-dominated by at least one vector $\vec{u} \in \mathcal{U}_\epsilon$, i.e., $\forall \vec{v} \in \mathcal{U} \exists \vec{u} \in \mathcal{U}_\epsilon$ such that $\vec{u} \geq_{\epsilon} \vec{v}$.
The set $U_\epsilon$ is not unique. However, it is possible to compute an $\epsilon$-covering of a finite set $U \subseteq \mathbb{R}_+^p$ by mapping each vector $\vec{u} \in U$ onto a hyper-grid using the log transformation $\phi : \mathbb{R}_+^p \rightarrow \mathbb{Z}_+^p$, defined by $\phi(\vec{u}) = (\phi(u_1), \ldots, \phi(u_p))$ where $\forall i, \phi(u_i) = \lceil \log u_i / \log(1 + \epsilon) \rceil$ [8]. By definition, we have that:

**Proposition 2** \( \forall \vec{u}, \vec{v} \in \mathbb{R}_+^p, \phi(\vec{u}) \geq \phi(\vec{v}) \Rightarrow \vec{u} \geq_\epsilon \vec{v} \).

It is easy to see that any cell of the grid represents a different class of vectors having the same image through $\phi$. Based on Proposition 2, any vector belonging to a given cell $\epsilon$-dominates any other vector of that cell. Therefore, for any finite $\epsilon$, we can obtain a valid $\epsilon$-covering of $U$ by choosing one representative element in each cell and by keeping only undominated cells occupied. For example, if we restrict the vectors in $U$ to be bounded by: $1 \leq u_i \leq B$ for all $i \in \{1, \ldots, p\}$, then the size of $U_\epsilon$ is polynomial in $\log B$ and $1/\epsilon$ (see also [8] for more details).

**Example 3** Let $U = \{\vec{u}, \vec{v}\}$ such that $\vec{u} = (3.1, 2.9)$ and $\vec{v} = (3, 3.05)$. Clearly, $\vec{u} \not\geq_\epsilon \vec{v}$ and $\vec{v} \not\geq_\epsilon \vec{u}$. Set $\epsilon = 0.1$. We have that $\phi(\vec{u}) = (\phi(u_1), \ldots, \phi(u_p)) = (12, 12)$, and it is easy to verify that $\vec{u} \geq_\epsilon \vec{v}$ and $\vec{v} \geq_\epsilon \vec{u}$. Therefore, $U_\epsilon = \{\vec{u}\}$ is a valid $\epsilon$-covering of $U$, as is $\{\vec{v}\}$.

We next extend algorithm ELIM-MOID to compute an $\epsilon$-covering of the expected utility set $\{EU_\Delta : \text{policies } \Delta\}$. However, it is not possible to just replace Pareto dominance with $\epsilon$-dominance at each variable elimination step and still guarantee a valid $\epsilon$-covering because $\epsilon$-dominance is not a transitive relation (e.g., if $\vec{u} \not\geq_\epsilon \vec{v}$ and $\vec{v} \not\geq_\epsilon \vec{u}$, we only have that $\vec{u} \geq (1 + \epsilon)^2 \cdot \vec{v}$). To overcome this difficulty, we use a finer dominance relation, defined as follows [9].

**Definition 5** \((\epsilon, \lambda)\)-dominance For any finite $\epsilon > 0$ and $\lambda \in (0, 1)$, the $(\epsilon, \lambda)$-dominance relation is defined on positive vectors of $\mathbb{R}_+^p$ by $\vec{u} \geq_\lambda \epsilon \vec{v} \equiv (1 + \epsilon)^\lambda \cdot \vec{u} \geq \vec{v}$. Given a set $U \subseteq \mathbb{R}_+^p$, a subset $U(\epsilon, \lambda) \subseteq U$ is called an $(\epsilon, \lambda)$-covering, if $\forall \vec{v} \in U \exists \vec{u} \in U(\epsilon, \lambda)$ such that $\vec{u} \geq_\lambda \epsilon \vec{v}$.

Algorithm 2 computes an $(\epsilon, \lambda)$-covering of a finite set $U \subseteq \mathbb{R}_+^p$ by using the log grid mapping $\phi_\lambda : \mathbb{R}_+^p \rightarrow \mathbb{Z}_+^p$ defined by $\phi_\lambda(\vec{u}) = (\phi(u_1), \ldots, \phi(u_p))$ where $\forall i, \phi_\lambda(u_i) = \lceil \log u_i / \log(1 + \epsilon)^\lambda \rceil$. It is easy to see that:

**Proposition 3** \( \forall \vec{u}, \vec{v} \in \mathbb{R}_+^p, \phi_\lambda(\vec{u}) \geq \phi_\lambda(\vec{v}) \Rightarrow \vec{u} \geq_\lambda^\epsilon \vec{v} \).
Pareto. The input preferences $\Theta$ could contradict the other assumptions we make. We say that $\Theta$ is consistent if there exists some partial order $\geq_{\Theta}$ that extends $\Theta$, extends Pareto, and satisfies Scale-Invariance and Independence.

The input preferences $\Theta$ (if consistent) give rise to a relation $\geq_{\Theta}$ which specifies the deduced preferences. We say that $(\vec{u}, \vec{v})$ can be deduced from $\Theta$ if $\vec{u} \geq_{\Theta} \vec{v}$ holds for all partial orders $\geq$ that extend $\Theta$, extend Pareto, and satisfy Scale-Invariance and Independence. In this case we write $\vec{u} \geq_{\Theta} \vec{v}$. The definition easily implies the following.

**Proposition 5** If $\Theta$ is consistent then $\geq_{\Theta}$ is a partial order extending $\Theta$ and Pareto, and satisfying Scale-Invariance and Independence.

Proposition 5 shows that this dominance relation $\geq_{\Theta}$ satisfies Scale-Invariance and Independence, giving the properties (Theorem 1) we need for the variable elimination algorithm to be correct (up to equivalence).

In Example 1, suppose now we have the additional user preference of $(50, 12)$ over $(0, 0)$, and hence include the pair $((50, 12), (0, 0))$ to the $\Theta$. This would then imply that $(11, 12, 78)$ is dominated w.r.t. $\geq_{\Theta}$ by $(20, 14, 2)$.

Theorem 3 below gives a characterization of the partial order $\geq_{\Theta}$, which we use as the basis of our implemented algorithm for testing this kind of dominance. Let $W$ be some subset of $\mathbb{R}^p$. Define $C(W)$, the convex cone generated by $W$, to be the set of all vectors $\vec{u}$ such that there exists $k \geq 0$ and non-negative real scalars $q_1, \ldots, q_k$ and $\vec{w}_i \in W$ with $\vec{u} \geq \sum_{i=1}^{k} q_i \vec{w}_i$, where $\geq$ is the weak Pareto relation (and an empty summation is taken to be equal to 0). $C(W)$ is the set of vectors that weakly-Pareto dominate some (finite) positive linear combination of elements of $W$.

**Theorem 3** Let $\Theta$ be a consistent set of pairs of vectors in $\mathbb{R}^p$. Then $\vec{u} \geq_{\Theta} \vec{v}$ if and only if $\vec{u} - \vec{v} \in C(\vec{u}_i - \vec{v}_i : (\vec{u}_i, \vec{v}_i) \in \Theta)$.

Write finite set of input preferences $\Theta$ as $\{ (\vec{u}_i, \vec{v}_i) : i = 1, \ldots, k \}$. Theorem 3 shows that, to perform the dominance test $\vec{u} \geq_{\Theta} \vec{v}$, it suffices to check if there exist, for $i = 1, \ldots, k$, non-negative real scalars $q_i$ such that $\vec{u} - \vec{v} \geq \sum_{i=1}^{k} q_i (\vec{u}_i - \vec{v}_i)$. This can be determined using a linear programming solver, since it amounts to testing if a finite set of linear inequalities is satisfiable.

**Example 4** Consider $\Theta = \{ (-1, 2, -1), (4, -3, 0) \}$ and vectors $\vec{u} = (1, -1, 0)$ and $\vec{v} = (0, -2, 1)$. Then $\vec{u} \geq_{\Theta} \vec{v}$ iff $\vec{u} - \vec{v}$ weak Pareto-dominates a non-negative combination of elements of $\Theta$, i.e., $3q_1 \geq 0, q_2 \geq 0$ such that $\vec{u} - \vec{v} \geq q_1 (1, -2, -1) + q_2 (4, -3, 0)$, which is iff there exists a solution for the linear system defined by: $1 \geq -q_1 + 4q_2$ and $1 \geq 2q_1 - 3q_2$, and $-1 \geq -q_1$. Since this is the case (e.g., $q_1 = 1; q_2 = 0.5$) we have $\vec{u} \geq_{\Theta} \vec{v}$.

Alternatively, we can use the fact that the dominance test corresponds to checking whether $\vec{u} - \vec{v}$ is in the convex cone generated by $\{ \vec{u}_i - \vec{v}_i : i = 1, \ldots, k \}$ plus the $p$ unit vectors in $\mathbb{R}^p$. We made use of an (incomplete) algorithm [27] for this purpose (which computes the distance of a vector from a cone).

Therefore, the algorithm called ELIM-MOID-ToF that exploits tradeoffs is obtained from Algorithm 1, by replacing the +’ and max operators with $+_{\Theta}$ and $\max_{\Theta}$, respectively, where $\max_{\Theta}(U, V) = \max_{\geq_{\Theta}} (U \cup V)$, $U +_{\Theta} V = \max_{\geq_{\Theta}} (U + V)$, and $\max_{\geq_{\Theta}} (U)$ is the set of undominated elements of finite set $U \subseteq \mathbb{R}^p$ with respect to $\geq_{\Theta}$.

Instead of eliminating $\geq_{\Theta}$-dominated utility values during the computation, one could generate the Pareto optimal set of expected utility values, and only then eliminate $\geq_{\Theta}$-dominated values. However, the experimental results in Section 6 (Table 2) indicate that this will typically be much less computationally efficient.

### 6 Experiments

In this section, we evaluate empirically the performance of the proposed variable elimination algorithms on random multi-objective influence diagrams. All experiments were run on a 2.6GHz quad-core processor with 4GB of RAM.

The algorithms considered were implemented in C++ (32-bit) and are denoted by ELIM-MOID (Section 3), ELIM-MOID$_{\text{ToF}}$ (Section 4) and ELIM-MOID-ToF (Section 5), respectively. We implemented both methods for performing the $\geq_{\Theta}$-dominance, namely the linear programming and the distance from a cone based one, and report only on the former because their performance was comparable overall.

We experimented with a class of random influence diagrams described by the parameters $(C, D, k, p, r, a, O)$, where $C$ is the number of chance variables, $D$ is the number of decision variables, $k$ is the maximum domain size, $p$ is the number of parents in the graph for each variable, $r$ is the number of root nodes, $a$ is the arity of the utility functions and $O$ is the number of objectives. The structure of the influence diagram is created by randomly picking $C + D - r$ variables out of $C + D$ and, for each, selecting $p$ parents from their preceding variables, relative to some ordering, whilst ensuring that the decision variables are connected by a directed path. We then added to the graph $D$ utility nodes, each one having $a$ parents picked randomly from the chance and decision variables.

We generated random problems with parameters $k = 2$, $p = 2$, $r = 5$, $a = 3$ and varied $C \in \{15, 25, 35, 45, 55\}$, $D \in \{5, 10\}$ and $O \in \{2, 3, 5\}$, respectively. In each case, 25% of the chance nodes were assigned deterministic CPTs (containing 0 and 1 entries). The remaining CPTs were randomly filled using a uniform distribution. The utility vectors were generated randomly, each objective value being
Table 1: Results with algorithms ELIM-MOID and ELIM-MOIDε on random influence diagrams. Time limit 20 minutes.

| size  | w* | # time | avg stdev | med  | # time | avg stdev | med  | # time | avg stdev | med  |
|-------|----|--------|-----------|------|--------|-----------|------|--------|-----------|------|
| (15,2) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |
| (15,5) |   |        |           |      |        |           |      |        |           |      |
| (25,5) |   |        |           |      |        |           |      |        |           |      |
| (55,5) |   |        |           |      |        |           |      |        |           |      |

We report the average CPU time (in seconds) as well as the average size (together with standard deviation and median) of the maximal expected utility sets generated. In addition, we also record the average induced width (w*) of the problems obtained using a minfill elimination ordering [24].

Impact of the ε-covering Table 1 summarizes the results obtained with algorithms ELIM-MOID and ELIM-MOIDε with ε ∈ {0.01, 0.1, 0.3} on problems with 5 and 10 decisions. The number shown in column (#) indicates how many instances out of 20 were solved within the time or memory limit. We see that ELIM-MOID can solve only relatively small instances and runs out of time/memory on the larger ones. For example, on problem size (25,5,2), ELIM-MOID solved 60% of the instances in about 17 seconds and generated Pareto sets containing about 3,600 vectors on average (with a standard deviation of about 6,900). On the other hand, algorithm ELIM-MOIDε scales up and solves larger problems while generating significantly smaller ε-coverings, especially as ε increases. For example, on problem class (25,5,2), the average size of the ε-covering for ε = 0.3 is about 2 orders of magnitude smaller than the corresponding Pareto optimal set. The reason is that as ε increases, the corresponding logarithmic grid gets coarser (i.e., fewer cells) and therefore the number of representative vectors needed to cover the optimal Pareto set is smaller.

Figure 3 plots the distribution (mean and standard deviation) of the size of the ε-coverings generated for problem class (35,5,5), as a function of ε. We can see that as ε increases the size of the ε-covering decreases considerably.

Figure 3: Distribution (mean and stdev) of the ε-covering size as a function of the ε value. We also plot the number of instances solved out of 100. Time limit 20 minutes.

Impact of imprecise tradeoffs For the purpose of this evaluation, we generated consistent random tradeoffs between the objectives of a given problem instance, as follows. Let (i, j) be a pair of objectives picked randomly out of p objectives. We generate two tradeoffs a⃗ ei − b⃗ ej and b⃗ ei − acc⃗ ej, where ⃗ ei and ⃗ ej are the i-th and j-th unit vectors. Intuitively, one of the tradeoffs indicates how much of objective i one is willing to sacrifice to gain a unit of objective j, and the other is vice versa. In addition, we also generate a 3-way tradeoff between three objectives (i, j, k) picked randomly as well as in the form of the tradeoff vector a⃗ ei + b⃗ ej − c⃗ ek. Therefore, our random tradeoffs generator is characterized by parameters (K, T, a, b, c), where K is the number of pairs of objectives, T is the number of triplets (and thus a total of 2K + T tradeoffs in Θ), and randomly chosen a, b, c ∈ {0, 1} are used to construct the tradeoff vectors. Notice that parameter c can be used to control the strength of the two-way tradeoffs. Specifically,
Table 2: Results comparing algorithms ELIM-MOID and ELIM-MOID-ToF on random influence diagrams with random tradeoffs. Time limit 20 minutes.

| size (C,D,O) | w* | # | ELIM-MOID | ELIM-MOID-ToF |
|--------------|----|---|==========|=============|
|              |    |   | time avg std dev med | time avg std dev med |
| (55,5,2)    | 9  | 9 | 19.38 2.14 2.64 1.673 | 33.68 8.24 13.19 |
| (25,5,2)    | 11 | 7 | 18.25 3.44 2.64 0.426 | 26.92 7.12 13.26 |
| (35,5,2)    | 14 | 2 | 283.29 9.115 8.934 9.024 | 59.18 147.37 8.19 |
| (45,5,2)    | 16 | 2 | 297.72 7.956 7.536 7.566 | 23.08 86.3 302.1 |
| (55,5,2)    | 18 | 4 | 717.68 10.422 5.851 14.986 | 48.02 90.23 33 |

Table 3: Impact of the quality of the random tradeoffs on bi-objective influence diagrams. Time limit 20 minutes.

| size (C,D,O) | w* | # | ELIM-MOID | ELIM-MOID-ToF |
|--------------|----|---|==========|=============|
|              |    |   | time avg std dev med | time avg std dev med |
| (55,5,2)    | 9  | 9 | 19.38 2.14 2.64 1.673 | 33.68 8.24 13.19 |
| (25,5,2)    | 11 | 7 | 18.25 3.44 2.64 0.426 | 26.92 7.12 13.26 |
| (35,5,2)    | 14 | 2 | 283.29 9.115 8.934 9.024 | 59.18 147.37 8.19 |
| (45,5,2)    | 16 | 2 | 297.72 7.956 7.536 7.566 | 23.08 86.3 302.1 |
| (55,5,2)    | 18 | 4 | 717.68 10.422 5.851 14.986 | 48.02 90.23 33 |

Table 2 reports the results obtained with algorithms ELIM-MOID and ELIM-MOID-ToF, respectively. For each problem class $\langle C,D,O \rangle$ we generated 10 random instances, and for each problem instance we generated 10 sets of random tradeoff vectors using the parameters $K, T, a, b, c$ indicated in the header of each horizontal block. As before, the columns labeled by # show how many problems out of 10 (respectively, out of 100) were solved by ELIM-MOID (respectively, ELIM-MOID-ToF). Overall, we notice that the expected utility sets computed by ELIM-MOID-ToF are orders of magnitude smaller than the corresponding Pareto optimal ones generated by ELIM-MOID. We also see that the median size is even smaller, in some cases being actually 1 indicating that the tradeoffs generated were strong enough to make $\succeq_{\Theta}$ fairly close to being a total order.

In Table 3 we take a closer look at the impact of the tradeoffs strength for bi-objective problems with 5 decisions. We see that even exploiting a single tradeoff (i.e., using $c = 0$ for two objective case) has a dramatic impact on the size of the maximal expected utility set. For example, on problem class $\langle 55,5,2 \rangle$, the undominated set of expected utility values computed by ELIM-MOID-ToF contains on average 38 times fewer utility values than the corresponding Pareto optimal set generated by ELIM-MOID.

Figure 4 shows the distribution (mean, standard deviation and median) of the size of the maximal sets generated by ELIM-MOID-ToF on problems from class $\langle 25,5,5 \rangle$ as a function of the number of pairwise tradeoffs $K$. As more tradeoffs become available the number of problem instances solved increases because the $\succeq_{\Theta}$-dominance gets stronger and therefore it reduces the undominated utility sets significantly.

7 CONCLUSION

In this paper, we describe how a variable elimination solution method for influence diagrams is extended to the case of multi-objective utility. A general problem with using the Pareto ordering for multi-objective utility is that the set of maximal expected utility values will often become extremely large. We show how the use of $\epsilon$-coverings can lead to a much more practical computational approach than the exact computation.

We also define a natural way of taking imprecise tradeoffs into account, and give a computational method for checking the resulting dominance condition. Our experimental results indicate that the resulting maximal (multi-objective) values of expected utility can be very much reduced by the adding of (even a small number of) tradeoffs.
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