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1. Introduction

Heaps were introduced by Prüfer [1] and Baer [2] as a set equipped with a ternary operation satisfying simple axioms. One can think of a heap as a group in which the identity element has been forgotten. Indeed, these axioms are satisfied in a group if we define the ternary operation as \((a, b, c) \mapsto ab^{-1}c\). For example, given a vector space, or more generally an affine space, we can construct a heap operation as \((u, v, w) \mapsto u - v + w\). Conversely, by selecting any element in a heap, one can reduce the ternary operation to a group operation, such that the chosen element is the identity element.

There is a slightly weaker notion of a semiheap. A semiheap is a non-empty set \(H\), equipped with a ternary operation \([a, b, c] \in H\) that satisfies the para-associative law

\[
[a, b, c] = [a, [d, c, b], e] = [a, b, [c, d, e]],
\]

for all \(a, b, c, d, e \in H\). A semiheap is a heap when all its elements are biunitary, i.e., \([a, b, b] = a\) and \([b, b, a] = a\), for all \(a, b, c \in H\). This condition is also referred to as the Mal’cev identities. A (semi)heap is said to be abelian if \([a, b, c] = [c, b, a]\) for all \(a, b, c \in H\). A homomorphism of semiheaps \(\phi : (H, [-, -, -]) \rightarrow (H', [-, -, -])\) is a map \(\phi : H \rightarrow H'\) such that \(\phi([a, b, c]) = [\phi(a), \phi(b), \phi(c)]'\). For more details about heaps and related structures the reader may consult Hollings & Lawson [3] and/or Brzeziński [4].

In this paper, we re-examine the natural occurrences of semiheaps in the formalism of standard non-relativistic quantum mechanics. The semiheaps explored here have appeared scattered in the mathematics literature under different names. However, there seems to be almost nothing written with physicists and quantum mechanics in mind. The exception here is Kerner (see [5]), who refers to “2nd type associativity” or “B-associativity”, this is precisely the above para-associativity law.

In the setting of quantum mechanics, we do not just have a semiheap but also a vector space structure. A \(C\)-vector space with a ternary product that is linear in the first and third arguments, and conjugate linear in the second argument, we will refer to as a ternary algebra (see [6–9]). If, in addition, the ternary product is para-associative, so defines a semiheap on the underlying set, then we speak of a para-associative ternary algebra. We will only deal with the para-associative case past this point. A homomorphism of para-associative ternary algebras is a linear map that is simultaneously a homomorphism of semiheaps.
We review the construction of semiheaps and ternary algebras on a Hilbert space and on the $*$-algebra of bounded operators on the said Hilbert space. While these constructions are not new, they are not well-known within the context of quantum mechanics. The new aspect of this work is a discussion of symmetries of quantum systems and how they induce semiheap and, in turn, ternary algebra homomorphisms. Generalised derivations of the ternary algebras are also discussed. We will focus on algebraic aspects of the theory and not address topological issues.

Rather generally, ternary operations and relations have a long history in physics. As examples, we have Nambu brackets (1973; [10]), the Yang-Baxter equation (1967, 1972; [11,12]) and the BLG model of M2-branes (2007, 2009; [13,14]). A review of n-ary generalisations of Lie algebras and their physical applications can be found in [15]. We also mention that $L_n$-algebras (cf. [16]) have found a wealth of applications in physics, notably through the BV-formalism of gauge theories. Returning to the Yang-Baxter equation, it has found applications in a diverse range of mathematics such as quantum groups, knot theory, braided geometry, integrable systems and noncommutative geometry. The classification of solutions to the Yang-Baxter equation is, at the time of writing, an unsolved problem. This challenge, first posed by Drinfeld in 1992, has inspired the development of various algebraic structures such as Rump’s braces (see [17]) and Brzeziński’s trusses (see [4,18]). For more information about current trends related to the Yang-Baxter equation the reader may consult [19,20].

It is also curious to note that, within the standard model, the number three constantly appears. Specifically, there are three generations of quarks, three generations of leptons, three fundamental forces (gravity is not included and is different), and three quarks are needed to make a baryon. Alongside this, there are three spatial dimensions and three fundamental inversions-charge (C), parity (P) and time (T). It is only the combination of CPT that is respected in all interactions. It is not known how, or indeed if, these threes are related.

2. Semiheaps Associated with Hilbert Spaces

2.1. The Semiheap and Ternary Algebra of a Hilbert Space

Given a vector space, there is no obvious way to multiply two vectors together and obtain another vector in the same space. However, if the vector space comes equipped with an inner product, then we can multiply three vectors together in a canonical way to obtain another vector. For the case at hand, we will restrict attention to (complex) Hilbert spaces, an inner product, then we can multiply three vectors together in a canonical way to obtain another vector in the same space. However, if the vector space comes equipped with an inner product, then we can multiply three vectors together in a canonical way to obtain another vector.

**Definition 1.** Let $\mathcal{H}$ be a Hilbert space, the vector ternary product $[-, -, -]: \mathcal{H} \times \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{H}$ is defined as

$$\langle \psi_1, \psi_2, \psi_3 \rangle := \langle \psi_1 | \psi_2 \rangle \psi_3.$$

Recall that the norm of a vector is defined as $|| \psi || := \sqrt{\langle \psi | \psi \rangle}$. It is then immediately clear that $|| \langle \psi_1, \psi_2, \psi_3 \rangle || = ||\langle \psi_2 | \psi_3 \rangle|| ||\psi_1|| \leq ||\psi_3|| ||\psi_2|| ||\psi_1||$ via the Cauchy–Schwarz inequality.

The following proposition is evident.

**Proposition 1.** Let $\mathcal{H}$ be a Hilbert space. Then the vector ternary product, see Definition 1, is linear with respect to the first and third arguments, and conjugate linear with respect to the second entry, i.e.,

$$\psi_1 + c_1 \psi_1', \psi_2, \psi_3 \rangle = \langle \psi_1, \psi_2, \psi_3 \rangle + c_1 \langle \psi_1', \psi_2, \psi_3 \rangle,$$

$$\langle \psi_1, \psi_2 + c_2 \psi_2', \psi_3 \rangle = \langle \psi_1, \psi_2, \psi_3 \rangle + c_2 \langle \psi_1, \psi_2', \psi_3 \rangle,$$

$$\langle \psi_1, \psi_2, \psi_3 + c_3 \psi_3' \rangle = \langle \psi_1, \psi_2, \psi_3 \rangle + c_3 \langle \psi_1, \psi_2, \psi_3' \rangle.$$
for all $|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle \in \mathcal{H}$ and $c_1, c_2, c_3 \in \mathbb{C}$.

Thus, the linear structure and the vector ternary product are compatible in the above sense. Moving on to the generalised notion of associativity we have the following theorem.

**Theorem 1.** The vector ternary product on a Hilbert space $\mathcal{H}$, see Definition 1, satisfies the para-associative law

$$[[|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle],|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle,[[|\psi_2\rangle,|\psi_3\rangle],|\psi_4\rangle,|\psi_5\rangle]] = [|\psi_1\rangle,|\psi_2\rangle,[[|\psi_3\rangle,|\psi_4\rangle],|\psi_5\rangle]],$$

for all $|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle \in \mathcal{H}$. In other words, $(\mathcal{H},[-,-,-])$ is a semiheap.

**Proof.** This follows via direct computation.

(i) $[[|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle],|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle\langle\psi_2\rangle|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle\langle\psi_2\rangle,|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle].$

(ii) $[[|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle],|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle\langle\psi_2\rangle,|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle\langle\psi_2\rangle,|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle].$

(iii) $[[|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle],|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle] = [|\psi_1\rangle,|\psi_2\rangle,|\psi_3\rangle,|\psi_4\rangle,|\psi_5\rangle].$

Clearly, (i) = (ii) = (iii). □

**Corollary 1.** By fixing a vector $|\phi\rangle \in \mathcal{H}$ we have an associated binary product $\cdot_{(\phi)} : \mathcal{H} \times \mathcal{H} \to \mathcal{H}$, given by $|\psi_1\rangle \cdot_{(\phi)} |\psi_2\rangle := [|\psi_1\rangle,|\phi\rangle,|\psi_2\rangle]$, i.e., the binary product satisfies

$$\left(|\psi_1\rangle \cdot_{(\phi)} |\phi\rangle,|\psi_2\rangle\right) \cdot_{(\phi)} |\psi_3\rangle = |\psi_1\rangle \cdot_{(\phi)} \left(|\psi_2\rangle \cdot_{(\phi)} |\phi\rangle,|\psi_3\rangle\right).$$

If the quantum system under consideration has a non-degenerate ground state $|0\rangle$ (normalised, i.e., $\langle 0|0 \rangle = 1$), then we have a canonical associative binary product.

Note that we do not have a heap, and so any associated binary product does not lead to a group structure. Specifically, the Mal’cev identities

$$[a, b, b] = a, \quad \text{and} \quad [b, b, a] = a,$$

are not, in general, satisfied. Explicitly, we see that

$$[[|\psi_1\rangle,|\psi\rangle,|\psi\rangle],|\psi\rangle] = [|\psi_1\rangle\langle\psi\rangle|\psi\rangle].$$

Thus, if $|\psi\rangle$ is normalised, i.e., $\langle\psi|\psi\rangle = 1$, then $|\psi\rangle$ is right unitary. That is

$$[[|\psi_1\rangle,|\psi\rangle,|\psi\rangle],|\psi\rangle] = [|\psi_1\rangle,|\psi\rangle,|\psi\rangle].$$

Again, assuming that $|\psi\rangle$ is normalised, $P_{|\psi\rangle} := |\psi\rangle\langle\psi|$ projects an arbitrary vector onto $|\psi\rangle$. Thus,

$$[[|\psi\rangle,|\psi\rangle,|\psi_3\rangle],|\psi_3\rangle] = P_{|\psi\rangle} (|\psi_3\rangle).$$

Thus, the binary product defined in Corollary 1, defines a semigroup, i.e., a set with an associative binary product. In analogy with the situation for heaps, we refer to this semigroup as the semigroup retract (with respect to $|\phi\rangle$) of the semiheap $(\mathcal{H},[-,-,-])$.

**Proposition 2.** Let $|\phi\rangle$ and $|\psi_1\rangle \in \mathcal{H}$ be non-orthogonal vectors, i.e., $\langle\phi|\psi_1\rangle \neq 0$. Then, $|\psi_1\rangle$ is a regular point of the semigroup $(\mathcal{H}, \cdot_{(\phi)})$, i.e., there exists a vector $|\psi\rangle \in \mathcal{H}$ (pseudoinverse) such that

$$|\psi_1\rangle \cdot_{(\phi)} |\psi\rangle \cdot_{(\phi)} |\psi_1\rangle = |\psi_1\rangle.$$
**Proof.** Setting $|\psi\rangle := \frac{|\phi\rangle}{\langle\phi|\phi\rangle}$ provides the required vector. Explicitly,

\[
|\psi_1\rangle \cdot |\phi\rangle = |\psi_1\rangle \cdot |\phi\rangle = |\psi_1\rangle \cdot |\phi\rangle = |\psi_1\rangle.
\]

\square

It is clear from the definition of the vector ternary product that

\[
[|0\rangle, |\psi_2\rangle, |\psi_3\rangle] = [|\psi_1\rangle, |0\rangle, |\psi_3\rangle] = [|\psi_1\rangle, |\psi_2\rangle, |0\rangle] = 0,
\]

where $0 \in \mathbb{H}$ is the zero vector. In other words, the zero vector is an absorbing element for the vector ternary product. Thus, $0$ is also an absorbing element in any semigroup $(\mathbb{H}, \cdot)$, that is, multiplication of any vector by the zero vector on the left or right, yields the zero vector. Similarly, the semigroup $(\mathbb{H}, 0)$ is a null semigroup, i.e., $|\psi_1\rangle \cdot 0 |\psi_2\rangle = 0$, for all vectors $|\psi_1\rangle$ and $|\psi_2\rangle \in \mathbb{H}$.

From Proposition 1, Theorem 1 and the above discussion we see that a Hilbert space naturally comes with the structure of a ternary algebra in which the ternary product defines a semiheap (see [7] for further generalities on ternary algebras). Note that we have conjugate linearity in the second argument of the product rather than linearity.

**Definition 2.** Let $\mathbb{H}$ be a Hilbert space. Then the ternary algebra $(\mathbb{H}, +, [-,-,-])$ defined via Proposition 1 and Theorem 1 is referred to as the vector ternary algebra.

**Example 1.** Consider the complex line $\mathbb{C}$ and define the inner product as $\langle z_1, z_2 \rangle = \bar{z}_1 z_2$ for arbitrary complex numbers $z_1$ and $z_2$. Then the vector ternary product is given by

\[
[z_1, z_2, z_3] = z_1 \bar{z}_2 z_3.
\]

Thus, the complex line is a ternary algebra over itself.

**Example 2.** The Hilbert space we consider is finite-dimensional and given by the span of two orthonormal vectors “spin up” and “spin down”

\[
\mathbb{H} = \text{Span}_\mathbb{C} \{|\uparrow\rangle, |\downarrow\rangle\} \cong \mathbb{C}^2.
\]

The non-zero vector ternary products of the basis elements are

\[
[|\uparrow\rangle, |\uparrow\rangle, |\uparrow\rangle] = |\uparrow\rangle, \quad [|\uparrow\rangle, |\downarrow\rangle, |\downarrow\rangle] = |\uparrow\rangle, \quad [|\downarrow\rangle, |\uparrow\rangle, |\uparrow\rangle] = |\downarrow\rangle.
\]

All other vector ternary products are equal to the zero vector $0 \in \mathbb{H}$. Note that there are 8 possible vector ternary products to consider. Using the linearity and conjugate linearity one can deduce the vector ternary product for arbitrary vectors (not necessarily normalised). For example

\[
[a |\uparrow\rangle, b |\uparrow\rangle, c |\uparrow\rangle] + d |\downarrow\rangle] = abc |\uparrow\rangle,
\]

with $a, b, c$ and $d \in \mathbb{C}$.

**Example 3.** The orthonormal basis of states for the one-dimensional harmonic oscillator is countably infinite as each basis vector is labelled by $n \in \mathbb{N}$ (including zero). The Hilbert space here is, of course, $L^2(\mathbb{R})$. The vector ternary product can be written in this natural basis (and then using linearity and conjugate linearity to deduce the product of arbitrary vectors) as

\[
[n_1, n_2, n_3] = |n_1\rangle \delta_{n_2 n_3}.
\]
Remark 1. All quantum systems with a finite or countably infinite number of states, e.g., the hydrogen atom, have a vector ternary product that can easily be expressed in a similar way to the previous example.

Recall that a linear map \( \varphi : \mathcal{H} \to \mathcal{H}' \) between Hilbert spaces is said to be bounded if there exists some \( r > 0 \) such that \( \| \varphi(\psi) \|' = r \| \psi \| \). It is a well-known result that boundedness implies continuity of a linear map and vice versa. A bounded linear isometry is a bounded linear map \( \varphi : \mathcal{H} \to \mathcal{H}' \) such that \( \varphi \varphi^\dagger = 1_{\mathcal{H}} \).

Proposition 3. Let \( \mathcal{H} \) and \( \mathcal{H}' \) be Hilbert spaces and let \( \varphi : \mathcal{H} \to \mathcal{H}' \) be a bounded linear isometry. Then \( \varphi \) is morphism of semieheaps

\[
\varphi : (\mathcal{H}, [-, -, \cdot]) \longrightarrow (\mathcal{H}', [-, -, \cdot']).
\]

Proof. Directly, using \( \mathbb{C} \)-linearity and the condition that the bounded linear map be an isometry, we observe that

\[
\varphi(| \psi_1 \rangle, | \psi_2 \rangle, | \psi_3 \rangle) = \varphi(| \psi_1 \rangle \langle \psi_2 | \psi_3 \rangle) = \varphi(| \psi_1 \rangle) \langle \psi_2 | \psi_3 \rangle = \varphi(| \psi_1 \rangle) \langle \psi_2 | \varphi^\dagger \psi_3 \rangle = [\varphi | \psi_1 \rangle, \varphi | \psi_2 \rangle, \varphi | \psi_3 \rangle]^\dagger.
\]

Remark 2. If we consider bounded linear maps that are not isometries, then we will not, in general, have a homomorphism of the relevant semieheaps.

As we are considering linear maps, it is clear that bounded linear isometries are also ternary algebra homomorphisms.

Unitary operators, i.e., bounded operators such that \( U^\dagger U = UU^\dagger = 1_H \), form a group, \( U(\mathcal{H}) \), and their action on \( \mathcal{H} \) are isometries. In particular, the action \( \rho_U : \mathcal{H} \to \mathcal{H} \) is \( | \psi \rangle \mapsto U | \psi \rangle \) for arbitrary \( U \in U(\mathcal{H}) \). We then have the following corollary.

Corollary 2. Let \( U(\mathcal{H}) \) be the group of unitary operators on a Hilbert space \( \mathcal{H} \). Furthermore, let \( (\mathcal{H}, [-, -, -]) \) be the associated semieheap. Then the action on \( U(\mathcal{H}) \) on \( \mathcal{H} \) is a semieheap isomorphism and so an isomorphism of ternary algebras.

Symmetries in quantum mechanics are usually understood as projective representations of some group \( G \). That is, we have a map

\[
U : G \longrightarrow U(\mathcal{H}),
\]

such that \( U(g_1)U(g_2) = \omega(g_1, g_2)U(g_1, g_2) \), with \( \omega : G \times G \to U(1) := \{ z \in \mathbb{C} \mid |z| = 1 \} \), being referred to as the Schur factor. Associativity implies that \( \omega(g_1, g_2)\omega(g_1g_2, g_3) = \omega(g_1, g_2g_3)\omega(g_2, g_3) \). Assuming that \( U(e) = 1_H \) (as standard) implies that \( \omega(e, e) = 1 \). One can also deduce that \( \omega(g, e) = \omega(e, g) = 1 \) and \( \omega(g, g^{-1}) = \omega(g^{-1}, g) \). If \( \omega(g_1, g_2) = 1 \) for all \( g_1, g_2 \in G \), then we have a unitary representation. Wigner’s theorem (see [21]) tells us that symmetries in quantum mechanics act via either projective or unitary representations. We thus, in general, have an “action up to a factor” \( \rho_U(-) : G \times \mathcal{H} \to \mathcal{H} \) given by \( (g, | \psi \rangle) \mapsto U(g) | \psi \rangle \).

Corollary 3. Let \( U(\mathcal{H}) \) be the group of unitary operators on a Hilbert space \( \mathcal{H} \) and let \( U : G \longrightarrow U(\mathcal{H}) \) be a projective representation. Furthermore, let \( (\mathcal{H}, [-, -, -]) \) be the associated semieheap. Then, for any \( g \in G \), \( \rho_U(g) : \mathcal{H} \to \mathcal{H} \) is a semieheap homomorphism and so a homomorphism of ternary algebras.
Remark 3. The dual of a Hilbert space also comes with the canonical structure of a semiheap and ternary algebra by defining \( [\langle \psi_3, \langle \psi_2, \langle \psi_1 \rangle \rangle \rangle := \langle \psi_3, \langle \psi_2, \langle \psi_1 \rangle \rangle \rangle \). By construction we have \( [\langle \psi_3, \langle \psi_2, \langle \psi_1 \rangle \rangle \rangle \rangle = [\langle \psi_3, \langle \psi_2, \langle \psi_1 \rangle \rangle \rangle \rangle \]. Note that although we can canonically identify a Hilbert space and its dual, we consider them as distinct spaces.

The vector ternary product can be extended to direct sums of Hilbert spaces as follows. Recall that the (orthogonal) direct sum \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) comes equipped with an inner product given by

\[
(\langle \psi_1 \rangle + \langle \psi_2 \rangle + \langle \psi_3 \rangle) \mapsto \langle \psi_1 \rangle \langle \psi_2 \rangle + \langle \psi_2 \rangle \langle \psi_3 \rangle.
\]

Then, the vector ternary product is given by

\[
[\langle \psi_1 \rangle + \langle \psi_2 \rangle + \langle \psi_3 \rangle] := [\langle \psi_1 \rangle \langle \psi_2 \rangle + \langle \psi_2 \rangle \langle \psi_3 \rangle] = [\langle \psi_1 \rangle, \langle \psi_2 \rangle, \langle \psi_3 \rangle].
\]

This construction extends to the orthogonal direct sum of any finite number of Hilbert spaces.

Example 4. In supersymmetric quantum mechanics, the relevant Hilbert space is the (orthogonal) direct sum on the bosonic sector \( \mathcal{H}_b \) and the fermionic sector \( \mathcal{H}_f \), i.e., \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \). Of course, being orthogonal implies that linear combinations of bosonic and fermionic states cannot be physically realised. Nonetheless, we can still consider the vector ternary product on the direct sum as the sum of two vector ternary products on each sector.

Remark 4. Note that, as vector spaces, \( \mathbb{C} \oplus \mathbb{C} \simeq \mathbb{C}^2 \), and more over, they are isomorphic as metric spaces. Specifically, the induced metric on \( \mathbb{C} \oplus \mathbb{C} \) is given by \( \langle z_1 + z_2, z_2 + z_2' \rangle = z_1 z_2 + z_2' z_2' \). Similarly, on \( \mathbb{C}^2 \) the standard metric is given by \( \langle Z_1, Z_2 \rangle = Z_1^T Z_2 = z_1 z_2 + z_2' z_2' \), where \( Z_i = (z_i, z_2')^T \). However, the associated semiheaps are not identical, and so the associated ternary algebras are distinct. In particular, \( \langle z_1 + z_1', z_2 + z_2', z_3 + z_3' \rangle = z_1 z_2 z_3 + z_1' z_2' z_3' \). Of course, \( \mathbb{C} \oplus \mathbb{C} \) comes equipped with an inner product \( \langle \psi_1, \psi_2 \rangle \langle \psi_3, \psi_3 \rangle = \langle \psi_1, \psi_2 \rangle \langle \psi_3, \psi_3 \rangle \), while

\[
[Z_1, Z_2, Z_3] = Z_1 \langle Z_2, Z_3 \rangle = \begin{pmatrix}
z_1 z_2 z_3 + z_1' z_2' z_3' \\
z_1 z_2' z_3' + z_1' z_2 z_3
\end{pmatrix} \in \mathbb{C}^2.
\]

Considering Example 2, and picking the natural representation \( | \uparrow \rangle = (1, 0)^T \) and \( | \downarrow \rangle = (0, 1)^T \), we see that we are using the natural metric on \( \mathbb{C}^2 \) and its associated semiheap structure. If we use the induced semiheap structure on \( \mathbb{C} \oplus \mathbb{C} \), then of the 8 possible ternary products (using the natural basis), the only non-zero ones are \( [\langle \uparrow, \uparrow \rangle], [\langle \uparrow, \downarrow \rangle], [\langle \downarrow, \uparrow \rangle] = | \uparrow \rangle \) and \( [\langle \downarrow, \downarrow \rangle], [\langle \downarrow, \uparrow \rangle] = | \downarrow \rangle \). In particular, we note that there are at least two natural semiheap structures on \( \mathbb{C}^2 \) induced by the same underlying metric structure.

Similarly, the vector ternary product can be extended to the tensor product of Hilbert spaces. We denote the (completed) tensor product as \( \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \). We remark that composite quantum systems are always described via the tensor products of their components. Basic elements of \( \mathcal{H} \) are pairs which, as standard, we write as \( | \psi \rangle \otimes | \phi \rangle \). The inner product (used for the completion) is, on basic elements, given by

\[
(\langle \psi_1 \rangle \otimes \langle \psi_1 \rangle, \langle \psi_2 \rangle \otimes \langle \psi_2 \rangle) \mapsto \langle \psi_1 \rangle \langle \psi_2 \rangle \langle \psi_1 \rangle \langle \psi_2 \rangle,
\]

which is then extended via linearity. The vector ternary product (on basic elements) is given by

\[
[\langle \psi_1 \rangle \otimes \langle \psi_1 \rangle, \langle \psi_2 \rangle \otimes \langle \psi_2 \rangle, \langle \psi_3 \rangle \otimes \langle \psi_3 \rangle] := [\langle \psi_1 \rangle \otimes \langle \psi_1 \rangle] \langle \psi_2 \rangle \langle \psi_3 \rangle \langle \psi_2 \rangle \langle \psi_3 \rangle
\]

\[
= [\langle \psi_1 \rangle \langle \psi_2 \rangle \langle \psi_3 \rangle] \otimes [\langle \psi_1 \rangle \langle \psi_2 \rangle \langle \psi_3 \rangle] = [\langle \psi_1 \rangle, \langle \psi_2 \rangle, \langle \psi_3 \rangle] \otimes [\langle \psi_1 \rangle, \langle \psi_2 \rangle, \langle \psi_3 \rangle].
\]
We observe that quite as expected, the vector ternary product on a tensor product of Hilbert spaces is the tensor product of the vector ternary products. This construction then generalises to any finite tensor product of Hilbert spaces.

2.2. Bounded Linear Operators and Their Ternary Algebra

We will denote the \( \ast \)-algebra of bounded (so, continuous) operators on \( \mathcal{H} \) by \( \mathcal{B}(\mathcal{H}) \). Following our previous notation, we may also mean by \( \mathcal{B}(\mathcal{H}) \) just the set of bounded linear operators, the context should be clear. If we want to consider just the vector space structure then we will write \((\mathcal{B}(\mathcal{H}), +)\).

**Definition 3.** Let \( \mathcal{H} \) be a Hilbert space and let \( \mathcal{B}(\mathcal{H}) \) be the \( \ast \)-algebra of bounded operators on \( \mathcal{H} \). The operator ternary product \([-,-,-] : \mathcal{B}(\mathcal{H}) \times \mathcal{B}(\mathcal{H}) \times \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})\) is defined as

\[
[A_1, A_2, A_3] := A_1 A_2^\dagger A_3.
\]

**Remark 5.** We focus on bounded linear operators to avoid mathematical subtleties with taking adjoints and forming algebras under composition.

**Remark 6.** The ternary product of bounded operators is closely related to the notion of a ternary ring of operators between Hilbert spaces as first introduced by Hestenes [22] and extended to the \( C^\ast \)-algebra case by Zettl [23].

**Proposition 4.** The operator ternary product on \( \mathcal{B}(\mathcal{H}) \), see Definition 3,

1. is linear in the first and third arguments, conjugate linear in the second argument, and
2. satisfies the para-associative law, or in other words, \((\mathcal{B}(\mathcal{H}), [-, -, -])\) is a semiheap.

**Proof.** Part (1) is clear from the definition. Part (2) follows from a direct calculation. Specifically,

(i) \([A_1, A_2, A_3], A_4, A_5\] = \(A_1 A_2^\dagger A_3 A_4^\dagger A_5\),

(ii) \([A_1, A_4, A_3, A_2, A_5]\] = \([A_1, A_4 A_3^\dagger A_2, A_5]\] = \(A_1 (A_4 A_3^\dagger A_2)^\dagger A_5\] = \(A_1 A_4^\dagger A_3 A_2^\dagger A_5\),

(iii) \([A_1, A_2, [A_3, A_4, A_5]\] = \(A_1 A_2^\dagger A_3 A_4^\dagger A_5\).

Clearly, (i) = (ii) = (iii). \(\square\)

**Definition 4.** Let \( \mathcal{B}(\mathcal{H}) \) be the \( \ast \)-algebra of bounded operators on a Hilbert space \( \mathcal{H} \). Then the ternary algebra \((\mathcal{B}(\mathcal{H}), +, [-, -, -])\) defined via Proposition 4 is referred to as the operator ternary algebra.

**Example 5.** Considering the complex line, it is clear that \( \mathcal{B}(\mathbb{C}) = \text{Mat}_{1 \times 1}(\mathbb{C}) = \mathbb{C} \). Thus, the operator and vector ternary products are identical, see Example 1.

**Example 6.** Continuing Example 2, as the Hilbert space is isomorphic to \( \mathbb{C}^2 \), it is clear that \( \mathcal{B}(\mathbb{C}^2) \cong \text{Mat}_{2 \times 2}(\mathbb{C}) \). To set some notation, we denote the components of a matrix for the standard basis as \( A_i \) and the components of the Hermitian conjugate as \( A_i^\dagger \). Then the components of the operator ternary product are

\[
[A, B, C]^\dagger = A_i^k B_i^\dagger C_i^\dagger.
\]

The operator ternary product for \( \mathbb{C}^n \ (n \in \mathbb{N}) \) is of the above from.

As mentioned earlier, unitary operators, i.e., bounded operators such that \( U^\dagger U = UU^\dagger = 1_{\mathcal{H}} \), form a group. Because we have the structure of a group and \( U^{-1} = U^\dagger \), we have the following corollary. Alternatively, one needs only check the Maćcev identities, and in this case, it is obvious they hold.
Corollary 4. The group of unitary operators \( \mathcal{U}(\mathcal{H}) \) on a Hilbert space \( \mathcal{H} \) is a heap under the operator ternary product.

As standard, we will denote the commutator of bounded operators as 
\[
[A_1, A_2] := A_1 A_2 - A_2 A_1,
\]
for arbitrary \( A_1 \) and \( A_2 \in \mathcal{B}(\mathcal{H}) \). We remind the reader that 
\[
[A_1, A_2] = -[A_2, A_1],
\]
and that we can cast the Jacobi identity into the Jacobi–Leibniz form
\[
[A_1, [A_2, A_3]] = [[A_1, A_2], A_3] + [A_2, [A_1, A_3]].
\]

(1)

Proposition 5. The following identity holds for the operator ternary product on \( \mathcal{B}(\mathcal{H}) \), see Definition 3,
\[
[A_1, [A_2, A_3, A_4]] = [[A_1, A_2], A_3, A_4] - [A_2, [A_1, A_3], A_4] + [A_2, A_3, [A_1, A_4]],
\]
for all \( A_1, A_2, A_3 \) and \( A_4 \in \mathcal{B}(\mathcal{H}) \).

Proof. Directly we observe that
\[
[A_1, [A_2, A_3, A_4]] = A_1 A_2 A_3 A_4 - A_2 A_3 A_4 A_1
\]
\[
= A_1 A_2 A_3 A_4 - A_2 A_3 A_4 A_1 - A_2 A_1 A_3 A_4 + A_2 A_1 A_3 A_4
\]
\[
+ A_2 A_1 A_3 A_4 - A_2 A_3 A_1 A_4 + A_2 A_3 A_1 A_4
\]
\[
= [[A_1, A_2], A_3, A_4] - [A_2, [A_1, A_3], A_4] + [A_2, A_3, [A_1, A_4]].
\]

\( \square \)

We interpret Proposition 5 as a generalised version of the Leibniz rule for the commutator over the ternary product, and this should be compared with (1). We make the following observation.

Corollary 5. If \( A_1 \in \mathcal{B}(\mathcal{H}) \) is self-adjoint, i.e., \( A_1^\dagger = A_1 \), then \([i A_1, -] \) is a derivation over the operator ternary product on \( \mathcal{B}(\mathcal{H}) \), i.e.,
\[
[i A_1, [A_2, A_3, A_4]] = [[i A_1, A_2], A_3, A_4] + [A_2, [i A_1, A_3], A_4] + [A_2, A_3, [i A_1, A_4]].
\]

The unitary group \( \mathcal{U}(\mathcal{H}) \) acts on \( \mathcal{B}(\mathcal{H}) \) via similarity transformations. That is, \( \rho_{\mathcal{U}} : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}) \) is given by \( A \rightarrow U^\dagger A U \), for arbitrary \( U \in \mathcal{U}(\mathcal{H}) \). We then have the following proposition.

Proposition 6. Let \( (\mathcal{B}(\mathcal{H}), [-, -, -]) \) be the semiheap associated with bounded linear operators on a Hilbert space \( \mathcal{H} \). Then, the action of the unitary group \( \mathcal{U}(\mathcal{H}) \) on \( \mathcal{B}(\mathcal{H}) \) is a semiheap homomorphism.

Proof. The proposition is proved via direct calculation. Specifically,
\[
\rho_{\mathcal{U}}(A_1, A_2, A_3) = U^\dagger [A_1, A_2, A_3] U = U^\dagger A_1 A_2 A_3 U = U^\dagger A_1 U(U^\dagger A_2 U)U^\dagger A_3 U
\]
\[
= [U^\dagger A_1 U, U^\dagger A_2 U, U^\dagger A_3 U] = [ho_{\mathcal{U}}(A_1), \rho_{\mathcal{U}}(A_2), \rho_{\mathcal{U}}(A_3)].
\]

\( \square \)

Corollary 6. Let \( \mathcal{U}(\mathcal{H}) \) be the group of unitary operators on a Hilbert space \( \mathcal{H} \) and let \( U : G \rightarrow \mathcal{U}(\mathcal{H}) \) be a projective representation. Furthermore, let \( (\mathcal{B}(\mathcal{H}), [-, -, -]) \) be the semiheap associated with bounded linear operators. Then, for any \( g \in G \), \( \rho_{\mathcal{U}}(g) : \mathcal{H} \rightarrow \mathcal{H} \) is a semiheap homomorphism and so a homomorphism of ternary algebras.

Note that \([A_1, A_2, A_3]^\dagger = [A_2^\dagger, A_3^\dagger, A_1^\dagger] \) and so the operator ternary product is well-behaved with respect to taking adjoints. We denote the set of bounded self-adjoint operators,
so the bounded observables, as $\mathcal{B}_s(\mathcal{H})$. Two operators $A$ and $B \in \mathcal{B}_s(\mathcal{H})$ are said to be compatible bounded observables if they commute, i.e., $AB = BA$. A compatible set of bounded observables is a subset of $\mathcal{B}_s(\mathcal{H})$ such that all elements are pairwise compatible, that is, they pairwise commute. Naturally, a sub-semiheap of a semiheap is a subset that is closed with respect to the semiheap operation.

**Proposition 7.** Let $\mathcal{B}_s(\mathcal{H})$ be the set of bounded observables on a Hilbert space $\mathcal{H}$. Then any compatible set of bounded observables is closed with respect to the operator ternary product. In other words, any set of compatible bounded observables forms a sub-semiheap of $(\mathcal{B}(\mathcal{H}), [-, -, -])$.

**Proof.** Consider three arbitrary (not necessarily distinct) bounded observables $A, B$ and $C \in \mathcal{B}_s(\mathcal{H})$. Then directly

$$[A, B, C]^\dagger = C^\dagger BA^\dagger = CBA = [C, B, A] .$$

Upon the assumption these bounded observables pairwise commute we see that $CBA = ABC$ and so $[A, B, C]^\dagger = [A, B, C]$ as required. $\Box$

2.3. Distributivity of Operators and Derivations

From the definition of the vector ternary product on a Hilbert space $\mathcal{H}$, see Definition 1, we have the following “distributive law”,

$$A[[|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] = [A|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] ,$$

for all $|\psi_1\rangle, |\psi_2\rangle$ and $|\psi_3\rangle \in \mathcal{H}$, and all $A \in \mathcal{B}(\mathcal{H})$. The following was first, to our knowledge, uncovered by Kerner [5]. Let us suppose the Hilbert space in question is finite or countable infinite. Furthermore, let us fix an orthonormal basis $\{|n\rangle\}_{n \in \mathbb{N}}$. With respect to this fixed basis, any vector and operator can be written as

$$|\psi\rangle = \sum_{n=1}^{\infty} c_n |n\rangle , \quad A = \sum_{l,m} a_{ml} |l\rangle \langle m| .$$

Then, combining the two above expressions

$$A|\psi\rangle = \sum_{n,m,l=1}^{\infty} c_n a_{ml} |l\rangle \langle m| |n\rangle = \sum_{n,m,l=1}^{\infty} c_n a_{ml} \langle l| \langle m| |n\rangle . (3)$$

By employing semiheaps and para-associative ternary algebras, we have a unification scheme in which vectors (states) and operators (observables) are treated as the same. It is linear combinations of triplets of vectors that are central to the theory rather than separately vectors and operators.

The distributivity law (2) can be written in the form of a generalised Leibniz rule, and this should directly be compared with Proposition 5.

**Proposition 8.** Let $\mathcal{H}$ be a Hilbert space and let $[-, -, -]$ be the associated vector ternary product. Then any bounded linear operator $A \in \mathcal{B}(\mathcal{H})$ satisfies a generalised ternary Leibniz rule

$$A[[|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] = [A|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] - [[|\psi_1\rangle, A^\dagger |\psi_2\rangle, |\psi_3\rangle] + [[|\psi_1\rangle, |\psi_2\rangle, A|\psi_3\rangle] ,$$

for all $|\psi_1\rangle, |\psi_2\rangle$ and $|\psi_3\rangle \in \mathcal{H}$.

**Proof.** In light of (2), we require that $-[[|\psi_1\rangle, A^\dagger |\psi_2\rangle, |\psi_3\rangle] + [[|\psi_1\rangle, |\psi_2\rangle, A|\psi_3\rangle] = 0$. However, this is the case for any bounded operator $A$ as, directly from Definition 3,

$$[[|\psi_1\rangle, A^\dagger |\psi_2\rangle, |\psi_3\rangle] = |\psi_1\rangle \langle \psi_2| A|\psi_3\rangle = [[|\psi_1\rangle, |\psi_2\rangle, A|\psi_3\rangle] .$$
Definition 5. Let \( \mathcal{H} \) be a Hilbert space and let \([-, -, -]\) be its associated vector ternary product. A bounded linear operator \( D \in B(\mathcal{H}) \) is said to be a derivation of the vector ternary product on \( \mathcal{H} \) if it satisfies the ternary Leibniz rule

\[
D[|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] = [D|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] + [|\psi_1\rangle, D|\psi_2\rangle, |\psi_3\rangle] + [|\psi_1\rangle, |\psi_2\rangle, D|\psi_3\rangle],
\]

for all \(|\psi_1\rangle, |\psi_2\rangle \) and \(|\psi_3\rangle \in \mathcal{H} \).

There is a one-to-one correspondence between anti-self-adjoint and self-adjoint operators given by multiplication by \( i = \sqrt{-1} \). Specifically, if \( A \) is anti-self-adjoint, then \( iA \) is self-adjoint, i.e., \((iA)^\dagger = iA\). Conversely, if \( B \) is self-adjoint, then \((iB)^\dagger = -iB\). The following proposition appears in ([5] Section 6).

Proposition 9. There is a one-to-one correspondence between the set of derivations of the vector ternary product on \( \mathcal{H} \) and the set of bounded observables \( B_s(\mathcal{H}) \).

Proof. In light of (2), it is clear that \( \langle \psi_2|D^\dagger|\psi_3\rangle + \langle \psi_2|D|\psi_3\rangle = 0 \) if a bounded linear operator is a derivation. Thus, as the vectors in \( \mathcal{H} \) are arbitrary, \( D^\dagger = -D \). That is, \( D \) must be anti-self-adjoint. We can always find a unique self-adjoint operator \( A \in B(\mathcal{H}) \) such that \( D = iA \). Conversely, any self-adjoint operator \( A \) corresponds to an anti-self-adjoint operator \( iA = D \).

Proposition 10. Derivations of the vector ternary product on a Hilbert space \( \mathcal{H} \) are closed under the commutator.

Proof. If \( D_1 \) and \( D_2 \) are anti-self-adjoint operators, then \([D_1, D_2] = -[D_1, D_2]^\dagger \), i.e., the commutator is also anti-self-adjoint.

It is clear that the linear combination \( aD_1 + bD_2 \) is also anti-self-adjoint for \( a \) and \( b \in \mathbb{R} \). Note, rather obviously, this is not the case for linear combinations with complex coefficients with non-zero imaginary parts. We then have the following observation.

Corollary 7. Derivations of the vector ternary product on a Hilbert space \( \mathcal{H} \) form a real Lie algebra with respect to the commutator bracket.

2.4. The Heapification of Addition of Vectors

Note that Propositions 5 and 8 suggest that for a para-associative ternary product, the generalisation of Leibniz rule should be of the form \( D[a, b, c] = [Da, b, c] - [a, D^\dagger b, c] + [a, b, Dc] \) for all elements \( a, b \) and \( c \). This is in contrast to the obvious direct generalisation of the Leibniz rule. In particular, we note that there is a linear combination of objects of the form “+ + +” and that this is a sign that a heap operation is at play here.

From the Abelian group structure of addition of elements of a Hilbert space we can construct an Abelian heap operation as

\[
\{|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle\} = |\psi_1\rangle - |\psi_2\rangle + |\psi_3\rangle. \tag{4}
\]

This Abelian heap is then viewed as replacing the operation of the addition of vectors. The generalised Leibniz rule (see Proposition 8) can then be cast into the form

\[
A[|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle] = \{|A|\psi_1\rangle, |\psi_2\rangle, |\psi_3\rangle\}, \{|\psi_1\rangle, A^\dagger |\psi_2\rangle, |\psi_3\rangle\}, \{||\psi_1\rangle, |\psi_2\rangle, A|\psi_3\rangle\}\}.
\]

The natural question is what replaces the ring distributive laws of multiplication over the addition.
Proposition 11. Let $\mathcal{H}$ be a Hilbert space, let $[-,-,-]$ be its associated vector ternary product and let $\{-,-,-\}$ be the associated Abelian heap operation given by (4). We then have the following distributive laws.

(i) $[[\psi_1],\psi_2],[\psi_3]] = [[\psi_1],[\psi_2]],[\psi_3]] - [[\psi_1],[\psi_2]] + [[\psi_3],[\psi_2]],[\psi_3]]$.

Proof. We will only prove (i) as the other two follow in the same way. We note that via the

The above considerations suggest that one can define and study non-empty sets equipped with an Abelian heap and a semigroup that satisfy the preceding distributive laws. Informally, such algebraic systems are rings in which both the addition and multiplication are now para-associative ternary operations. This should be compared with Brzeziński's trusses (see [4,18]) in which the addition is replaced by an Abelian heap and the multiplication remains a binary operation.

3. Concluding Remarks

In this paper, we have re-examined the semiheaps and associated para-associative

In conclusion, quantum mechanics has provided much inspiration for the study of
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