Dynamic properties of two-dimensional latticed holographic system
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1 Introduction

Anisotropy is universal and results in many rich phenomena in nature, such as magnetic systems, latticed systems, and so on [1]. In some strongly correlated systems, the anisotropy is associated with many dynamical measures, for example, the transport properties. The effects of anisotropy on dynamical measures for strongly correlated systems are useful for practical applications. Strongly correlated systems, however, are long-standing hard problems in physics. Gauge/gravity duality can bring novel insight and understanding into the strongly correlated systems and offer a good platform to study the anisotropy of dynamical quantities in strongly correlated systems.

Gauge/gravity duality has been proved powerful tools to study strongly correlated systems and dynamical properties [2–6]. Anisotropy is also ubiquitous in holographic systems, such as systems with lattices, anisotropic axions, massive gravity, and so on [7–13]. All these models realize the anisotropy by explicitly breaking the isotropic symmetry. The anisotropy can also be introduced by spontaneous symmetry breaking, such as holographic charge density wave models [14, 15].

Due to the breaking of translational symmetry from lattices, the DC conductivity is finite. In [16], a novel technics to calculate the DC conductivity from lattice systems has been developed. Using these technics, a simple analytic expression for the DC conductivity of a large class of holographic lattice models can be obtained, see [17–19] and therein. In particular, in terms of the relation between the DC conductivity and the temperature, it is convenient to work out the (metal or insulating) phase of the system, see for instances [20–31].

This leads to three interesting possibilities: the system is a metallic phase in any direction, the system is a metallic phase in one direction and an insulating phase in another
direction, and the system is an insulating phase in any direction. We are particularly concerned about the quantum phase transitions corresponding to these three different states and their relationship with anisotropy.

The butterfly effect ubiquitously exists in holographic systems and is depicted by a shockwave solution of a black hole near the horizon [32–36]. Since the Lyapunov exponent in holographic system saturates the bound of chaos [37], the butterfly velocity is an important dynamical quantity to signal some characteristics of holographic system. In particular, the butterfly velocity is proposed as the characteristic quantity of holographic system [36, 38–40]. In addition, it has been found that the butterfly velocity can characterize the phase transition [27, 41, 42].

In addition, the charge diffusion, as an important dynamic property, can play a crucial role in explaining the strange metals in incoherent limit. [40] suggested that the universal strange metals should be related to the ubiquitous charge diffusion, and proposed a bound for the diffusion constant. In [36], the butterfly velocity in strongly correlated systems is considered as the characteristic velocity to saturate the diffusion constant bound. Therefore, it is worth exploring the relationship between charge diffusion and quantum phase transition.

In this paper, we study DC conductivity, butterfly velocity and the charge diffusion over an anisotropic background from Q-lattice. Most of the previous work only studied anisotropy with the one-dimensional lattice. Here, we shall derive the expressions of the DC conductivity and the butterfly velocity in the holographic system with the two-dimensional lattice. And it would be crucial to check if those behaviors in the holographic system with one-dimensional lattice are still valid for two-dimensional cases. In this paper, we shall especially examine that how MIT is affected by the anisotropy and to what extent the characterization of the phase transition by butterfly velocity is universal. We organize this paper into three parts: we introduce the 2-dimensional Q-lattice model in section 2; then we study the anisotropic dynamical quantities, including the DC conductivity and the butterfly velocity, and the related properties, in section 3; we study the charge diffusion in section 4; we conclude and discuss in section 5.

2 Holographic Q-lattice model

The holographic Q-lattice model is a concise realization of the periodic structure. Previous holographic lattice models, such as the ionic lattices model and the scalar lattices model, introduce spatially periodic structures on scalar fields or the chemical potential (see [7] for a recent review). The resultant equations of motion are a set of highly nonlinear partial differential equations, which pose a challenge for numerical solutions. By contrast, the Q-lattice model introduces a complex scalar field, which results in only ordinary differential equations. Therefore, the Q-lattice model is an easier realization of lattice structures. The Q-lattice model is useful in modeling the Mott insulator and MIT [24, 25].

The Lagrangian of the Q-lattice model is [16, 23, 43, 44],

\[ \mathcal{L} = R + 6 - \frac{1}{2} F^{ab} F_{ab} + \partial_a \Phi_1 \partial^a \Phi_1 + \partial_a \Phi_2 \partial^a \Phi_2 + m_1^2 |\Phi_1|^2 + m_2^2 |\Phi_2|^2. \]  

(2.1)
System (2.1) can be solved with ansatz,

\[ ds^2 = \frac{1}{2^2} \left[ -(1 - z)p(z)U dt^2 + \frac{dz^2}{(1 - z)p(z)U} + V_1 dx^2 + V_2 dy^2 \right], \tag{2.2} \]

\[ A = \mu (1 - z) adt, \quad \Phi_1 = e^{ik_1 x} z^{3 - \Delta_1} \phi_1, \quad \Phi_2 = e^{ik_2 y} z^{3 - \Delta_2} \phi_2 \]

where \( p(z) = 1 + z + z^2 - \mu^2 z^2 / 2 \) and \( \Delta_{1,2} = 3/2 \pm (9/4 + m_{1,2}^2)^{1/2} \). For concreteness, we set \( m_1^2 = m_2^2 = m^2 = -2 \), therefore we have \( \Delta_1 = \Delta_2 = \Delta = 2 \). The case \( \Delta_1 \neq \Delta_2 \) means that the lattice in different directions may have different relevance or irrelevance, which results in anisotropic systems such as [45]. The horizon and the boundary locate at \( z = 1 \) and \( z = 0 \) respectively. The \( A_a \) is the Maxwell field, and \( \phi_{1,2} \) is the complex scalar field mimicking the lattice structures. Consequently, the functions to solve are \( (a, \phi, U, V_1, V_2) \).

To solve the system (2.1), we need to specify the boundary conditions and system parameters. We set \( a(0) = 1 \), then \( A_1(0) = \mu \) becomes the chemical potential of the dual system. The boundary condition \( \lambda_{1,2} = \phi_{1,2}(0) \) is the strength of the lattice deformation, and \( k_{1,2} \) is the wave vector of the periodic structure. The asymptotic AdS\(_4\) requires that \( U(0) = 1, V_1(0) = 1, V_2(0) = 1 \). Other boundary conditions at the horizon \( z = 1 \) can be fixed by regularity. The Hawking temperature reads \( T = (6 - \mu^2) U(1)/(8\pi) \). The black brane solutions can be categorized by 5 dimensionless parameters \( (\tilde{T}, \tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{k}_1, \tilde{k}_2) = (\frac{T}{\pi}, \frac{\lambda_1}{\pi}, \frac{\lambda_2}{\pi}, \frac{k_1}{\pi}, \frac{k_2}{\pi}) \), where we adopt the chemical potential \( \mu \) as the scaling unit. Furthermore, due to the scaling symmetry of the system, only scale invariant physical quantities will be discussed in this paper. This means that any physical quantity with scaling dimension \( \Delta \) will be divided by \( \mu^2 \) to cancel its scaling dimension.

### 3 Anisotropy effect on dynamical quantities

#### 3.1 The DC conductivity

The DC conductivity \( \sigma_{\text{DC}} \) can be obtained with horizon data. For an anisotropic background, the DC conductivity is anisotropic as well. Previous studies on anisotropy focused only on two distinct directions. To reveal more detailed anisotropic behavior of the DC conductivity, we study the DC conductivity along an arbitrary direction, i.e., the anisotropic DC conductivity.

In figure 1, we can find that the upper left plot and the upper right plot correspond to the insulating phase and metallic phases, respectively. For the lower row plots, the system is insulating in \( x \)-direction, while metallic in \( y \)-direction. Also, the intersection point in both plots of the lower row suggests that \( \sigma_x = \sigma_y \) at certain temperature, which results in isotropic \( \sigma \).

To obtain the anisotropic DC conductivity, we study the linear responses behaviors of the current

\[ J_i = R_{ij} E_j, \tag{3.1} \]

where \( J_i, E_j, R_{ij} \) are current, electric field and response matrix, respectively. Following the method in [16] (also see [17, 21]), we can calculate the DC conductivity \( \sigma_{\text{DC}_x, \sigma_{\text{DC}_y}} \).
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**Figure 1.** $\sigma_{\text{DC}}$ as the function of $\tilde{T}$ for different wave number and angle $\theta$. The intersection point is the place where $\sigma_x = \sigma_y$.

along the $x, y$ direction, respectively

$$\sigma_{x\text{DC}} = R_{11} = \left( \sqrt{\frac{V_2}{V_1} + \frac{\mu^2 a^2}{k_1^2 \phi_1^2}} \right)_{z=1},$$

$$\sigma_{y\text{DC}} = R_{22} = \left( \sqrt{\frac{V_1}{V_2} + \frac{\mu^2 a^2}{k_2^2 \phi_2^2}} \right)_{z=1},$$

with the off-diagonal components $R_{12} = R_{21} = 0$. Therefore the angle-dependent DC conductivity reads,

$$\sigma_{\text{DC}}(\theta) = \frac{|J^a|}{|E^a|} = \frac{\sqrt{J^a J_a}}{(E^b E_b)} = \frac{\sqrt{R_{ij} E_j E_k / (E_s E_s)}}{\sqrt{R_{ij} E_j E_k / (E_s E_s)}}$$

$$= \sqrt{\frac{R_{11}^2 E_1^2 + R_{22}^2 E_2^2}{(E_1^2 + E_2^2)}} = \sqrt{\sigma_{x\text{DC}}^2 \cos^2 \theta + \sigma_{y\text{DC}}^2 \sin^2 \theta}.$$  

Once the DC conductivity is at hand, we can define the metallic phase as $\sigma_{\text{DC}}'(\tilde{T}) < 0$ and the insulating phase as $\sigma_{\text{DC}}'(\tilde{T}) > 0$. From this definition, we can see that as long as the system is in the metallic phase in one direction, the system is always in the metallic phase in any direction except the direction perpendicular to it where the system is in the
The above phenomena match the analysis on the metallic in an arbitrary direction in the previous paragraph.

The critical angle at which the system passes from metallic phase to insulating phase can be also worked out. By \( d\sigma_{DC}/dT = 0 \), we obtain the critical angle \( \theta_c \) satisfying

\[
\tan^2(\theta_c) = -\frac{\sigma_{xDC}\sigma'_{xDC}}{\sigma_{yDC}\sigma'_{yDC}},
\]

(3.5)
where the prime denotes the derivative with respect to the temperature. For $\tilde{\lambda}_1 = \tilde{\lambda}_2 = 2$, $\tilde{k}_1 = 0.03$ and $\tilde{k}_2 = 1.2$, we work out the critical angle $\theta_c \simeq 0.116$ at the temperature $\tilde{T} = 10^{-4}$.

Compared with the one-dimensional lattice system, the extra lattice can not only realize the phase transition in the other direction, but also affect the phase of the previous lattice system. Next, we shall study the MIT phase diagram. In our previous works [23], MIT phase diagram $(\tilde{\lambda}_1, \tilde{k}_1)$ for $\tilde{k}_2 = 0$ has been worked out. Here, we want to study the effect from the lattice along $y$ direction on the phase diagram $(\tilde{\lambda}_1, \tilde{k}_1)$. So we plot the phase diagram $(\tilde{\lambda}_1, \tilde{k}_1)$ for different $\tilde{k}_2$ at $\tilde{T} = 0.001$ (figure 3). The properties are summarized as follows.

- For fixed $\tilde{\lambda}_1$, the state of system changes from metal to insulator as $\tilde{k}_1$ decreases for different $\tilde{k}_2$. It is similar to that for $\tilde{k}_2 = 0$, which has been studied in [23].

- For $\tilde{k}_2 \neq 0$, with the increase of $\tilde{k}_2$, the critical line goes up, which means that the phase transition from metal to insulator happen at larger $\tilde{k}_1$ ($\tilde{\lambda}_1$ is fixed). It is because the phase transition from insulator to metal happens along $y$ direction as $\tilde{k}_2$ increases, and when $\tilde{k}_2$ is further tuned larger, the system along $y$ direction exhibits more obvious metallic behavior.

- $\tilde{k}_2 = 0$ sets the upper bound of the critical line in phase diagram $(\tilde{\lambda}_1, \tilde{k}_1)$. As $\tilde{k}_2$ increases, this critical line goes up and approaches this upper bound.

To understand the above phenomena, we implement the mode analysis for $\text{AdS}_2 \times \mathbb{R}^2$ on this two-lattice system.

$$ U = 6r^2 \left( 1 + u_1 r^\delta \right), \quad V_1 = v_{10} \left( 1 + v_{11} r^\delta \right), \quad V_2 = v_{20} \left( 1 + v_{21} r^\delta \right), \quad a = 2\sqrt{-3}r \left( 1 + a_1 r^\delta \right), \quad \phi_1 = e^{i k_1 x_1} \varphi_1 r^\delta, \quad \phi_2 = e^{i k_2 x_1} \varphi_2 r^\delta. \quad (3.6) $$

\[ \text{Figure 3.} \text{ MIT phase diagram } (\tilde{\lambda}_1, \tilde{k}_1) \text{ for } \tilde{\lambda}_2 = 2 \text{ and different } \tilde{k}_2 \text{ at } \tilde{T} = 0.001. \text{ The phase above the critical line is the metallic phase and the one below the critical line is the insulating phase. For the green curve, it is the } \tilde{\lambda}_2 = 0 \text{ case, where the second lattice disappears.} \]
We find that the mode expansions of these two lattice fields are independent from each other. Specifically, we find the scaling dimensions of the two lattice fields read
\[ \delta \varphi_1 = -\frac{1}{2} + \frac{1}{2 \sqrt{3}} \sqrt{3 + 2m^2 + 2e^{-2v_{10}\tilde{k}_1^2}}, \quad \delta \varphi_2 = -\frac{1}{2} + \frac{1}{2 \sqrt{3}} \sqrt{3 + 2m^2 + 2e^{-2v_{20}\tilde{k}_2^2}}. \] (3.7)

Therefore, the lattice will deform away the AdS$_2 \times \mathbb{R}^2$ as long as either of,
\[ (e^{-v_{10}\tilde{k}_1})^2 < -m^2, \quad (e^{-v_{20}\tilde{k}_2})^2 < -m^2, \] (3.8)
is satisfied.

From the (3.8) we can see that, for small values of \( \tilde{k}_2 \) the IR fixed point is no longer AdS$_2 \times \mathbb{R}^2$, and hence it will lay significant effects on the phase structure of the first lattice. However, we also find that when \( \tilde{k}_2 \) is large, the effect of the second lattice on the first lattice disappears. This can also be seen from (3.8). Obviously, when \( \tilde{k}_2 \) is large, the second lattice is irrelevant. As a result, in the action (2.1), the terms involving \( \Phi_2 \) in the near horizon region will vanish, so it will not have a significant impact on the phase structure along the first lattice. In addition, from the dual point of view, this is a very physical expected result. In the dual picture, large \( \tilde{k}_2 \) means small lattice spacing. The electron can easily move between different sites. Therefore, the electrons will not be localized along the second lattice, instead, they behave more like free electrons. Therefore, when \( \tilde{k}_2 \) is large, the degree of freedom of the second lattice becomes redundant, it will not have a significant impact on the phase diagram along the first lattice.

It is worth noting that although the IR fixed points in many models can be obtained by analytical treatment, and verified by numerical treatment [16]. However, the IR fixed points of the model in the current paper still ask for further investigation [43]. Nevertheless, the butterfly velocity we discuss next will show that the metallic phase and the insulating phase do correspond to different fixed points.

### 3.2 The butterfly velocity and QPT

In this section, we study the anisotropic butterfly velocity. In our previous works [27, 41], the anisotropic butterfly velocity has been explored in special case of \( \lambda_2 = 0 \) and \( \tilde{k}_2 = 0 \). Here, we shall turn on the lattice along \( y \) direction and see how it affects the butterfly velocity.

In original coordinate \((t, z, x, y)\) the butterfly velocity is anisotropic. Since the butterfly velocity only depends on the horizon data, therefore, one may implement a convenient coordinate transformation \( \tilde{y} = \sqrt{\frac{V_{xx}}{V_{yy}}} y \), and in the new coordinate \((t, z, x, \tilde{y})\), the butterfly velocity \( v_B \) is isotropic again. When going back to the original coordinate, the angle-dependent butterfly velocity \( v_B(\theta) \) can be obtained as,
\[ v_B(\theta) = v_B \sqrt{\cos^2(\theta) + \frac{V_{xx}}{V_{yy}} \sin^2(\theta)}. \] (3.9)

From eq. (3.9), we can infer that the period of \( v_B(\theta) \) is \( \pi \) and \( v_B(\pi/2 - \theta) = v_B(\pi/2 + \theta) \) and so we shall only focus on the angle range \( \theta \in [0, \pi/2] \) here. We show \( v_B(\theta) \) as the
Figure 4. $v_B(\theta)$ as the function at $k_1 = 0.03$ and $\tilde{T} = 0.0001$ with different $\tilde{k}_2$.

function of $\theta$ at $\tilde{\lambda}_1 = \tilde{\lambda}_2 = 2$, $\tilde{k}_1 = 0.03$ with different $\tilde{k}_2$ in figure 4, from which we can see that for $\tilde{k}_2 < \tilde{k}_1$, $v_B(\theta)$ monotonically increases as $\theta$ increases (left plot in figure 4), but for $\tilde{k}_2 > \tilde{k}_1$, it monotonically decreases as $\theta$ increase (right plot in figure 4). Therefore, we can conclude that the lattice suppresses the butterfly velocity. It is no question that when $\tilde{k}_1 = \tilde{k}_2$, $v_B(\theta)$ is a constant independent of $\theta$ (green line in left plot in figure 4). In addition, when $\tilde{k}_2 \gg \tilde{k}_1$, $v_B(\theta)$ also is approximately a constant (green line in right plot in figure 4).

We also study the behavior of butterfly velocity $v_B$ along $x$ direction near the QPT. Figure 5 shows $\partial_k v_B$ as the function of $\tilde{k}_1$ at $\tilde{T} = 0.001$ with different $\tilde{k}_2$. We find that even when the lattice effect along $y$ direction is introduced, $v_B$ along $x$ direction can diagnose the QPT along $x$ direction. It indicates there is a rapid change of $v_B$ as well as the local extremes of $\partial_k v_B$ near the QCPs.

The essence of the above phenomenon is that the occurrence of quantum phase transition is usually accompanied by the change of IR fixed point. The power-law relationship between butterfly velocity and temperature at zero temperature limit is directly determined by IR fixed point. Therefore, the first derivative of the butterfly velocity with the system parameters will show an obvious peak behavior when it crosses the fixed point.

Notice that the butterfly velocity presents a discontinuity in the first-order derivative in the process of holographic superconductivity phase transition [41]. It is worth noting that the phenomena in quantum phase transition are different from this, and the mechanisms behind them are also completely different. The superconductivity phase transition will be accompanied by condensation, and the background geometry of the system will certainly be modified. From the perturbation analysis, it can be seen that the order of the perturbation received by the metric is twice that of the condensation field. Therefore, it can be concluded that the butterfly velocity in [41] has an obvious scaling law at the critical point, and its critical exponent is 1. The MIT phase transition discussed in this paper is driven by the change of IR fixed point, and there is no emergence of the condensation. Therefore, the power-law dependence of butterfly velocity on temperature can well reflect this point.

Next, we want to study the behavior of $v_B$ in the zero-temperature limit.

\footnote{Without loss of generality, we shall fix $\tilde{\lambda}_1 = \tilde{\lambda}_2 = 2$ in the subsequent study and only change $\tilde{k}_1$ and $\tilde{k}_2$ to implement the anisotropy geometry.}
3.3 The scaling behavior of the butterfly

In ref. [38], they deduced that metallic phases in one-dimensional Q-lattice model always correspond to the well-known AdS$_2 \times \mathbb{R}^2$ IR geometry, on which $v_B \sim \bar{T}^{1/2}$. And then, in our previous work [27], we find that for the one-dimensional Q-lattice model, the scaling of $v_B$ with temperature is $v_B \sim \bar{T}^\alpha$ in both metallic and insulating phases, but the exponent $\alpha$ approaches 1 (in fact it is slightly larger than 1) in insulating phase, which is different from that in metallic phase. It indicates the theory flows to different IR fixed points for metallic and insulating phases, respectively.
Figure 7. $\tilde{T}v_B'/v_B$ v.s. $\tilde{T}$ over anisotropy background for $\tilde{k}_1 = 1.5$ and $\tilde{k}_2 = 1.5, 1.2, 1.1$, respectively. The system is metallic phase in any direction.

We also assume that in two-dimensional Q-lattice model the scaling of $v_B$ follows the same behavior as $v_B \sim \tilde{T}^{\alpha}$. In addition, we also assume $V_{xx}/V_{yy} \sim \tilde{T}^{\beta}$. Then, $v_B(\theta)$ becomes,

$$v_B(\theta) \sim \tilde{T}^{\alpha} \sqrt{\cos^2(\theta) + \sin^2(\theta)} \tilde{T}^{\beta}$$

(3.10)

Therefore we have the temperature power exponent as

$$\tilde{T}v_B'/v_B \sim \frac{2\alpha \cos^2(\theta) + (2\alpha + \beta) \sin^2(\theta) \tilde{T}^{\beta}}{2(\cos^2(\theta) + \sin^2(\theta) \tilde{T}^{\beta})},$$

(3.11)

where $\prime$ denotes the derivative with respect to the temperature $\tilde{T}$. Explicitly, we can work out the temperature power exponent for some special $\theta$ as

$$\tilde{T}v_B'/v_B \sim \begin{cases} 
\alpha & \theta = 0 \\
\alpha + \frac{\beta}{2} & \theta = \pi/2 \\
\alpha + \frac{\beta \tilde{T}^{\beta}}{2\tilde{T}^{\beta} + 2} & \theta = \pi/4 
\end{cases}$$

(3.12)

Now, we begin to numerically study the behavior of $v_B$ in zero-temperature limit. And then we also try to understand the corresponding behavior based on the above assumption.

Figure 6 exhibits $\tilde{T}v_B'/v_B$ as the function of $\tilde{T}$ for different phases over isotropy background. We clearly see that for metallic phases, $\alpha = 1/2$. As expected it is the same as the metallic phase of the one-dimensional Q-lattice model. This suggests that the metallic phases for the isotropic 2-lattice system are essentially the same as that of the 1-lattice system. This is as expected since adding an extra copy in a perpendicular direction shall not change the IR geometry too much. However, for insulating phases, $\alpha$ approaches 1 but is slightly smaller than 1. It indicates that the insulating phase over isotropy two-dimensional Q-lattice model flows a novel IR fixed point, which is different from the well-known AdS$_2 \times \mathbb{R}^2$ IR geometry as expected, is also different from that of one-dimensional Q-lattice model where the $\alpha$ approaches a fixed value slightly larger than unity. Given the mild difference for insulating phases, the insulating phases indeed converge to certain fixed values.

Then we study the anisotropy two-dimensional Q-lattice model. The first case is that the system is a metallic phase in any direction. Figure 7 shows $\tilde{T}v_B'/v_B$ v.s. $\tilde{T}$ over
Figure 8. $\tilde{T}_B^\prime/v_B$ v.s. $\tilde{T}$ over anisotropy background for $\tilde{k}_1 = 1.5$ and $\tilde{k}_2 = 1$. Notice that this system is still metallic phase in any direction.

anisotropy background for $\tilde{k}_1 = 1.5$ and $\tilde{k}_2 = 1.5, 1.2, 1.1$, respectively. First, we see that for fixed lattice parameter, $\tilde{T}_B^\prime/v_B$ tends to converge to a fixed value down to ultra-low temperature $\tilde{T} = 10^{-7}$ for different angle $\theta$. This actually reflects the fact that $V_{xx}/V_{yy}$ is regular in zero-temperature limit when both directions are in metallic phase. The angular independence of the $\tilde{T}_B^\prime/v_B$ means that $\lim_{T \to 0} \beta \to 0$, from eq. (3.11) we find that the $v_B(\theta)$ converges to a fixed value along any direction. Secondly, for different lattice parameters, $\tilde{T}_B^\prime/v_B$ tends to converge to a different value in the zero-temperature limit, which indicates that the theory flows to different IR fixed points. This is a key difference from the case with a single lattice, where the metallic phases are shown related only to the AdS$_2 \times \mathbb{R}^2$ IR fixed points.

However, when the anisotropy becomes larger (here, we take $\tilde{k}_1 = 1.5$ and $\tilde{k}_2 = 1$), we observe an novel phenomenon that, at least down to the $\tilde{T} \sim 10^{-9}$, $v_B$ does no longer follow the behavior $v_B \sim \tilde{T}^\alpha$ (see figure 8). Notice that this system is still metallic phase in any direction. On the other hand, we also observe that the $\tilde{T}_B^\prime/v_B$, $\tilde{T}_B^\prime/v_B$ is smaller than that of $\tilde{T}_B^\prime/v_B$, while the $\tilde{T}_B^\prime/v_B, \theta = \pi/4/v_B, \theta = \pi/4$ converges to that of $\tilde{T}_B^\prime/v_B$. This suggests that in the limit of zero temperature, $\beta$ does not tend to vanishing and we conclude that $\beta > 0$.

Another anisotropic case is that the system is in metallic phase in $x$ direction and insulating phase in $y$ direction. The behaviors for this case are shown in figure 9. We see that along $x$ direction, $\tilde{T}_B^\prime/v_B$ converges to a fixed value being smaller than unity. While along $y$ direction, $\tilde{T}_B^\prime/v_B$ converges to a fixed value being larger than unity. Notice that, the $\tilde{T}_B^\prime/v_B$, $\tilde{T}_B^\prime/v_B$ is smaller than that of $\tilde{T}_B^\prime/v_B$, while the $\tilde{T}_B^\prime/v_B, \theta = \pi/4/v_B, \theta = \pi/4$ seems converge to that of $\tilde{T}_B^\prime/v_B$. This situation is delicate, since $\tilde{T}_B^\prime/v_B < v_B$ suggests $\beta > 0$, while $\tilde{T}_B^\prime/v_B, \theta = \pi/4/v_B$, $\theta = \pi/4$ converging to $\tilde{T}_B^\prime/v_B$ suggests $\beta < 0$. This seemingly contradicted conclusion is on account of the temperature so far is not low enough. Closer examination of the zoom in inset in figure 9 will reveal that, $\tilde{T}_B^\prime/v_B$ starting to deviate from $\tilde{T}_B^\prime/v_B$, and it will converge to $\tilde{T}_B^\prime/v_B$ in even lower temperature. In this case, we still have that $\beta > 0$.

Next, we elaborate on the anisotropic case where the system is insulating phase in any direction (figure 10). $\tilde{T}_B^\prime/v_B$ converges to different fixed value equaling to or being smaller than unity for different angle $\theta$. The $\tilde{T}_B^\prime/v_B$ and $\tilde{T}_B^\prime/v_B$ converge to slightly
different values, while $\tilde{T}v'_{B,\beta=\pi/4}/v_{B,\theta=\pi/4}$ converges to that of $\tilde{T}v'_{By}/v_{By}$. This means that $V_{xx}/V_{yy} \sim \tilde{T}^\beta$ with $\beta < 0$, i.e., the $\lim_{T \to 0} V_{xx}/V_{yy} \to \infty$. This is different from the case where the system is in the metallic phase in any direction.

Before closing this subsection, we would like to give some comments. First, according to the properties of the DC conductivity with the temperature, the anisotropic system can be categorized into three classes:

- **Case 1**: the system is in the metallic phase in any direction.
- **Case 2**: the system is in the metallic phase in $x$ direction and insulating phase in $y$ direction.
- **Case 3**: the system is in the insulating phase in any direction.

Further, by using the scaling behavior of the butterfly, we can meticulously depict this anisotropic system by the parameter $\beta$.

- When the system is in the metallic phase in any direction (case 1), $\beta = 0$ for mildly anisotropic lattice.
• When further increasing the anisotropy, $\beta > 0$. This phenomenon persists from case 1 to case 2.

• When the system is insulating phase in any direction, $\beta < 0$.

To summarize, for anisotropic cases, the most important property is that the IR fixed point can be non-$\text{AdS}_2 \times \mathbb{R}^2$ even for metallic phases. Also, we observed some patterns of $\alpha$ and $\beta$ for different cases. This may help explain the bizarre IR fixed point. In addition, the above phenomena show that in most cases, there is indeed a scaling relationship between butterfly velocity and temperature. Moreover, the scaling relationship of butterfly velocity along different directions is indeed consistent with the deduced relationship eq. (3.12). This shows that the above numerical results do verify the hypothesis given in eq. (3.10) and eq. (3.12).

4 Charge diffusion

In this section, we study the charge diffusion constant $D_c$ in different phases. In [40], it was conjectured that charge diffusion constant has a lower bound set by a relaxation time $\tau_P$

$$D_c \geq v^2 \tau_P \geq v^2 \frac{\hbar}{k_B T},$$

with a characteristic velocity $v$. Here, we have used the following relation [46, 47]

$$\tau_P \sim \frac{\hbar}{k_B T}.$$  (4.2)

In what follows, we shall set $k_B = \hbar = 1$.

Following the idea in [36], we identify the characteristic velocity $v$ in (4.1) as the butterfly velocity $v_B$. Further, we assume that

$$D_c = \Omega \frac{v_B^2}{T}.$$  (4.3)

We parameterize the above equation by $\Omega$ which depends on the details of the model. Notice that when the background is anisotropic, both the diffusion constant and the butterfly velocity depend on the angle $\theta$. The conjecture (4.1) holds when $\Omega$ is a pure number of order 1. In a holographic theory with a particle-hole symmetry [36, 38], indeed it was found that there exists a universal regime in which $\Omega$ is a constant that only depends on the IR theory. However, such a universal regime cannot be found in the holographic theory at finite density [10, 48]. Although we cannot find such a universal regime in the holographic theory at finite density, we expect that there is still a scaling behavior at extremely low temperature when the holographic theory is at the insulating phase. We shall numerically confirm this in what follows.

In the incoherent limit where strong momentum dissipation is present, the thermal current decouples from the charge current. In this case, the charge diffusion is related to the DC conductivity and the charge susceptibility $\chi$ by the simple Einstein relation

$$D_c = \frac{\sigma_{\text{DC}}}{\chi}.$$  (4.4)
By definition, the charge susceptibility $\chi$ is
$$\chi = \frac{(\partial \rho/\partial \mu)_{V,T}}{\rho^2}. \quad (4.5)$$
Since in the holographic theory, we have the scaling invariance, it is easy to derive the expression of the charge susceptibility $\chi$. First, the $\rho$ scales as
$$\rho \sim \mu^2. \quad (4.6)$$
Then we must have
$$\rho = \xi(\tilde{k}_1, \tilde{k}_2, \tilde{T})\mu^2, \quad (4.7)$$
where $\xi$ is a constant depending on $\tilde{k}_1, \tilde{k}_2$ and $\tilde{T}$. Therefore, we yield
$$\frac{\partial \rho}{\partial \mu} = 2\xi \mu. \quad (4.8)$$
Substituting eqs. (4.8) and (4.7) into the definition of the charge susceptibility (eq. (4.5)), we have
$$\chi = \frac{2}{\xi \mu^3}. \quad (4.9)$$
Then the dimensionless charge susceptibility is
$$\tilde{\chi} = \chi \mu^3 = \frac{2\mu^2}{\rho}. \quad (4.10)$$
Therefore, the dimensionless charge diffusion is
$$\tilde{D}_c = \frac{\sigma_{\text{DC}}}{\tilde{\chi}}. \quad (4.11)$$
By eqs. (4.4) and (4.11), we can numerically work out the parameter $\Omega$ as the function of $\tilde{T}$ in different phases. When $k_{1,2}$ increases, the momentum dissipation is enhanced. We
calculate the $\tilde{T} \Omega'/\Omega$ at different $k$ values, and deduce the phenomenon of incoherent limit by increasing $k_{1,2}$. Figure 11 shows $\tilde{T} \Omega'/\Omega$ as the function of $\tilde{T}$ for different phases over isotropic backgrounds, where the butterfly velocity, as well as the diffusion constant, are all isotropic. We see that for the insulating phase $\tilde{T} \Omega'/\Omega$ tends to a fixed value at the extremal low temperature. It implies that the parameter $\Omega$ follows the scaling behavior as $\Omega \sim \tilde{T}^\gamma$ with $\gamma < 0$. But for the metallic phase, $\tilde{T} \Omega'/\Omega$ does not follow the same behavior at the low temperature. Notice that in isotropic cases, the exponent of $v_B$ with temperature is $1/2$, but $\Omega$ does not have the same stable exponential relationship. From the definition, the low-temperature behavior of $\Omega$ is related to the low-temperature behavior of $v_B$, $\sigma_{DC}$ and $\rho$. At present, the scaling behavior of $\sigma_{DC}$ with temperature is still unclear. Moreover, $\rho$ is different from $v_B$ and $\sigma_{DC}$ in that it is not dictated by the horizon data, on the contrary, it is related to the whole background solution. Therefore, at present, the analytical understanding of this behavior remains to be explored.

More importantly, the scaling behavior of $\Omega \sim \tilde{T}^\gamma$ suggests that the conjecture (4.1) does not hold in the current model. This means that the characteristic relaxation time scale in this system does not saturates the bound set by the Planckian time scale. Here, we obtained $\gamma < 0$, which means that the relaxation time $\tau \sim \tilde{T}^{\gamma-1}$ is much larger than the Planckian time scale at low temperatures. Notice that there is also a large relaxation time in Fermi liquid theory as $\tau \sim T^{-2}$. Although the strongly correlated system is beyond the Fermi liquid theory, it is still possible to obtain a large relaxation time similar to that in Fermi liquid. This may imply that, although we have obtained many supportive examples for the saturation of universal bounds, the strong correlation theory does not always push up characteristic parameters against and saturate any bound.

Also, we study the behavior of the parameter $\Omega$ over the anisotropy background (figure 12, figure 13 and figure 14). We summarize the main characteristics as what follows:

- When the system is in metallic phase in any direction and the anisotropy is mild (right plot in figure 12 for $k_1 = 1.5$ and $k_2 = 1.1$), the curves of $\tilde{T} \Omega'/\Omega$ v.s. $\tilde{T}$ for $\theta = \pi/2$ and all other angles except $\theta = \pi/2$ flow to a fixed value at extremal low temperature, respectively. But when the anisotropy becomes larger (right plot in figure 13 for
\[ \tilde{T} \Omega' / \Omega \text{ v.s. } \tilde{T} \] over anisotropy background for \( \tilde{k}_1 = 1.5 \) and \( \tilde{k}_2 = 1 \). Notice that this system is still metallic phase in any direction.

\[ \tilde{T} \Omega' / \Omega \text{ v.s. } \tilde{T} \] over anisotropy background. Left plot is for \( \tilde{k}_1 = 0.5 \) and \( \tilde{k}_2 = 0.1 \), for which the system is in metallic phase in \( x \) direction and insulating phase in \( y \) direction. Right plot is for \( \tilde{k}_1 = 0.1 \) and \( \tilde{k}_2 = 0.01 \), for which the system is insulating phase in any direction.

- \( \tilde{k}_1 = 1.5 \) and \( \tilde{k}_2 = 1.2 \), although the curves of \( \tilde{T} \Omega' / \Omega \text{ v.s. } \tilde{T} \) are consistent at low temperature for all angles except the one of \( \theta = \pi / 2 \) as that for \( \tilde{k}_1 = 1.5 \) and \( \tilde{k}_2 = 1.2 \), \( \tilde{T} \Omega' / \Omega \text{ v.s. } \tilde{T} \) does not converge to a certain fixed value. Especially, as the anisotropy further becomes larger (figure 13 for \( \tilde{k}_1 = 1.5 \) and \( \tilde{k}_2 = 1 \)), this phenomenon becomes more evident.

- For systems in metallic phase in \( x \) direction but in insulating phase in \( y \) direction, and systems in insulating phase in any direction, the converging value of \( \tilde{T} \Omega' / \Omega \text{ v.s. } \tilde{T} \) will vary with angle.

From the above behavior, we can see that \( \Omega \) presents richer properties in the case of anisotropy. When the anisotropy is weak, the \( \Omega \) tends to two distinct scaling relations at low temperature. When the anisotropy is enhanced, the low-temperature scaling of \( \Omega \) in different directions shows rich scaling behavior, depending on the specific angle. The direct reason for this phenomenon is the rich behavior of \( v_B \) itself with the angle. Meanwhile, it is worth noting that \( \rho \) is related to the whole background solution, thus the analytical understanding of these phenomena needs to be further explored.
5 Discussion

In this paper, we have studied the anisotropy effect on the dynamical quantities, including the DC conductivity, the butterfly velocity and the charge diffusion. The spatial anisotropy is realized in Q-lattice model by setting the wavenumber $\tilde{k}_1 \neq \tilde{k}_2$. We reveal the phase structure by DC conductivity. The anisotropy lays a significant effect on the phase structures, that we divide into three classes: metallic, metallic and insulating in different directions, insulating.

When the anisotropy is introduced, MIT is still present. But MIT phase diagram along $x$ direction is greatly affected by the lattice parameters along $y$ direction. An interesting result is that $\tilde{k}_2 = 0$ sets the upper bound of the critical line in the phase diagram $(\tilde{\lambda}_1, \tilde{k}_1)$. As $\tilde{k}_2$ increases, this critical line goes up and approaches this upper bound. That is to say, the phase structure is novel that one lattice can affect the other lattice. We provided an analytical understanding through mode analysis and explained this phenomenon from the perspective of dual physics.

The butterfly velocity is also angle-dependent when the anisotropy is introduced. We further confirm the result that the lattice suppresses the butterfly velocity. It has been observed in our previous work [27], in which the lattice along $y$ direction is turned off. In addition, we also confirm the robustness of the butterfly velocity as the diagnostic of the QPT in an anisotropic system.

The charge diffusion still diagnoses the MIT, but shows different properties from the butterfly velocity. First, in isotropic cases, $\Omega$ tends to different low-temperature behavior in metallic phases; while in insulating phases, it tends to the same low-temperature behavior. The reason for this phenomenon is that the charge density is not dictated by the horizon data, and the low-temperature scaling behavior of DC conductivity is still unclear. In addition, the charge diffusion also shows rich behavior in the case of anisotropy: when the anisotropy is weak, $\Omega$ tends to two distinct values, while when the anisotropy is strong, the low-temperature behavior of $\Omega$ is obviously related to the angle. Meanwhile, the charge diffusion behavior in this model also shows that the relaxation time of the system does not saturate the bound set by the Planckian time scale, but is much larger than it.

In order to fully understand the effect of anisotropy, we need to further study the IR fixed points and the scaling behavior of charge density for the model in consideration. Moreover, the dynamic properties of anisotropic ion lattice are also worth exploring. At this time, solving the background solutions needs more complicated techniques for partial differential equations. In addition, the quantum information measurement in this anisotropic background, such as holographic entanglement entropy and the entanglement wedge minimum cross-section, is also worth studying. We will further explore these directions in our recent work.
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