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ABSTRACT. We prove Ornstein–Zernike behavior for the large-distance asymptotics of the two-point function of the Ising model above the critical temperature under essentially optimal assumptions on the interaction. The main contribution of this work is that the interactions are not assumed to be of finite range. To the best of our knowledge, this is the first proof of OZ asymptotics for a nontrivial model with infinite-range interactions.

Our results actually apply to the Green function of a large class of “self-repulsive in average” models, including a natural family of self-repulsive polymer models that contains, in particular, the self-avoiding walk, the Domb–Joyce model and the killed random walk.

We aimed at a pedagogical and self-contained presentation.

In memory of Dima Ioffe
a brilliant mathematician
and, above all, a great friend

1. INTRODUCTION AND RESULTS

1.1. Introduction.

The central objects in this work are Green functions of the form

\[ G(x) = \sum_{\gamma:0 \rightarrow x} q(\gamma), \]

where the sum is over paths in \( \mathbb{Z}^d \) starting at 0 and ending at \( x \), that is, sequences of vertices \( \gamma = (\gamma_0 = 0, \gamma_1, \ldots, \gamma_{n-1}, \gamma_n = x) \) of arbitrary finite length. The weight \( q(\cdot) \) is assumed to satisfy a number of conditions, which will be stated precisely in Section 2.6. For this introduction, it suffices to say that they are general enough to enable the analysis of a variety of important quantities in statistical mechanics, among which the two-point function of the ferromagnetic Ising model on \( \mathbb{Z}^d \) above the critical temperature, or the Green functions of the large class of self-repulsive polymer models considered in [29], which includes the self-avoiding walk, the Domb–Joyce model, as well as the killed random walk (or equivalently, the covariances of the massive Gaussian Free Field).

Our main result on the Green function \( G \) is the proof that, under suitable assumptions, the latter displays classical Ornstein–Zernike (OZ) behavior at large distances, that is,

\[ G(x) = \frac{\Psi(\hat{x})}{\|x\|^{(d-1)/2}} e^{-\nu(\hat{x})\|x\|} (1 + o(1)), \]

where \( \|x\| \) denotes the Euclidean norm of \( x \), \( \hat{x} = x/\|x\| \), and \( \Psi \) and the inverse correlation length \( \nu \) are positive functions on the unit sphere. In fact, our result
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expresses $G$ in terms of the Green function of a directed random walk on $\mathbb{Z}^d$, thus also providing higher-order corrections to this leading asymptotics once the latter are established for this (much simpler) directed random walk.

Results of this type have a long history, which will be briefly recalled below. The main contribution of the present study is that, for the first time to the best of our knowledge, the steps in $\gamma$ are not assumed to be of bounded size. This allows us in particular to prove the above OZ behavior for Ising models on $\mathbb{Z}^d$ with interactions of infinite range. More precisely, it becomes possible to consider Ising models with (formal) Hamiltonian of the form

$$- \sum_{i,j \in \mathbb{Z}^d} J_{i,j} \sigma_i \sigma_j,$$

where the coupling constants are assumed to be nonnegative, translation invariant and centrally symmetric ($J_{i,j} = J_{j-i} = J_{i-j}$) and to satisfy some very mild irreducibility condition (see Section 2). Of course, in order for $\nu$ to be (strictly) positive, it is also necessary that the coupling constants decay at least exponentially fast with the distance. As we discovered recently, the latter condition is however not always sufficient to ensure OZ behavior. For simplicity, let us consider coupling constants of the form $J_i = \psi(i)e^{-\rho(i)}$, where $\rho$ is a norm on $\mathbb{R}^d$ and $\psi$ a subexponential function. Then, the following saturation phenomenon was established (for a large class of models) in [4, 3]. To each direction $s \in S^{d-1}$, we can associate an inverse temperature $\beta_{sat}(s) < \beta_c$ (where $\beta_{sat} > 0$ if and only if the coupling constants satisfy some explicit condition) such that $\nu_\beta(s) = \rho(s)$ for all $\beta < \beta_{sat}(s)$, but $\nu_\beta(s) < \rho(s)$ for all $\beta \in (\beta_{sat}(s), \beta_c)$; see Figure 1. We show in a companion paper [5] that OZ behavior is violated when $\beta < \beta_{sat}(s)$ (for general Potts models).

More precisely, the properties of typical paths contributing to the Green function $G(x)$ change dramatically when $\beta$ crosses $\beta_{sat}$. Namely, when $\beta < \beta_{sat}$, typical paths are composed of $\mathcal{O}(\|x\|)$ edges (in many cases, a single giant edge connecting a vertex in the vicinity of 0 to a vertex in the vicinity of $x$, with a finite random number of additional edges connecting it to 0 and $x$; this is the so-called “one-jump” regime, which is observed in other areas of probability theory and statistical physics as well [21]). In contrast, when $\beta \in (\beta_{sat}(s), \beta_c)$, typical paths contain a number of edges growing linearly with $\|x\|$, all of them being microscopic (their size having an exponential upper tail, the longest edge has a length of order $\log \|x\|$); this is required for OZ behavior to occur.
In the present paper, we prove that OZ holds whenever \( \beta \in (\beta_{\text{sat}}(s), \beta_c) \) provided some additional assumption (described later in Section 3) is satisfied. In particular, this implies OZ behavior whenever the coupling constants decay superexponentially with the distance (that is, \( \lim_{\|x\| \to \infty} J_x e^{c\|x\|} < \infty \) for all \( c \in \mathbb{R} \)). We also explain how the usual by-products can be extracted, including analyticity and uniform strict convexity properties of the inverse correlations length.

Following the approach developed in previous works, our basic strategy is to construct a coupling between the paths contributing to the Green function \( G \) and the trajectories of a directed random walk on \( \mathbb{Z}^d \). This is rather remarkable, as the path weight \( q \) does not factorize in general, so that this provides a coupling between a process with infinite memory and a Markov process. Although, as mentioned above, our goal in this paper is the derivation of the OZ asymptotics, the existence of this coupling allows considerably more sophisticated applications; see the end of the historical discussion just below for a partial list of applications of such coupling results to a variety of problems in equilibrium statistical physics.

A brief history.

As mentioned above, the derivation of OZ behavior has a long history. In this section, we briefly sketch the latter, without even trying to be comprehensive, emphasizing in particular the major contributions Dima Ioffe made to this topic.

The analysis of the large-distance asymptotics of pair correlation functions goes back more than a century to the seminal works of Ornstein and Zernike [36, 49]. While not mathematically rigorous, their work provided the first derivation of OZ asymptotics; moreover, the approach they introduced has had a major influence on most of the rigorous works that followed.

The first rigorous derivations of OZ behavior were obtained for the planar Ising model [47, 48] and relied on the explicit computation of the two-point function. These works also showed that OZ behavior does not hold in this setting when \( \beta \geq \beta_c \).

The first robust approaches, applicable to more general classes of models and in any dimension, were introduced in [1, 41]. They are by nature restricted to perturbative regimes (very high temperatures, very low densities, etc.). Other approaches of this type, relying on a variety of different techniques, were introduced later (see, for instance, [7, 35]) and new works along these lines still regularly appear.

In parallel, an alternative nonperturbative approach was developed. It originated with the work [16] on the Green function of the self-avoiding walk, valid in the whole subcritical regime. This approach was later extended to the two-point connectivity function in Bernoulli percolation [8]. The latter two works were breakthroughs, but suffered from several crippling limitations: they were essentially restricted to on-axis directions; the way they established the crucial separation of masses estimate (namely, that the rate of exponential decay of the “direct” correlation function is strictly larger than the rate of exponential decay of the Green function) was extremely model-dependent and unlikely to be extendable to more complex situations; finally, factorization properties of the weights played a crucial role.

Dima Ioffe entered this line research in 1998 [24]. Combining the approach in [16] with techniques from large deviation theory and convex analysis, he was able to treat the Green function of the subcritical self-avoiding walk in arbitrary directions, as well as obtain new information on the directional dependence of various quantities, including the analyticity of the correlation length as a function of the direction. A few
years later, in a joint work with Massimo Campanino [11], they devised a robust coarse-graining method to establish separation of masses, which allowed them to extend the results of [8] to arbitrary directions. Finally, in joint work with the third author [13], it was shown how exponential mixing properties could be leveraged in conjunction with an adaptation of the coarse-graining of [11] to prove OZ behavior for finite-range Ising model on $\mathbb{Z}^d$ for any temperature above critical (this was later extended to general Potts models [15]). An inconvenient feature of [13] was the fact that it did not relate the two-point function of the Ising model to the Green function of a random walk, but rather to the corresponding quantity for a more complicated process with an infinite memory (formulated in terms of a suitable Ruelle operator). This flaw was corrected more recently by the second and third authors [40], who showed how one could recover independence using techniques originating in the field of perfect simulations [17]; an alternative derivation, more combinatorial in nature, can be found in [26] (a version of which can also be found in Section 7 of the present paper). Finally, these methods were adapted to the random-current representation of the Ising model, allowing the first proof of OZ behavior for the Ising model in the presence of a magnetic field [38].

Let us mention that the approach developed by Dima and his collaborators led to a great variety of applications to important problems in equilibrium statistical mechanics, related to the properties of interfaces in planar lattice systems [22, 15, 23, 19, 18, 28, 40, 27, 26], the effect of a stretching force on self-interacting polymers with or without disorder [29, 30, 31, 33, 32, 34, 25], the asymptotic behavior of more general correlation functions [14, 9, 12, 10, 39], etc.

1.2. Results.

In this section, we describe the main results of the present work in an informal manner. The precise statements require many concepts and notations that will only be introduced in Section 2 and can be found in Section 3.2.

All the results presented below rely on an assumption that we call NSA and which is discussed in detail in Section 3. This assumption has really two parts. The first one is necessary: the validity of our construction (and of the resulting OZ asymptotics) requires that $\beta \in (\beta_{\text{sat}}(s), \beta_c)$. Indeed, we prove in [5] that the 2-point function of the Potts model on $\mathbb{Z}^d$ does not display OZ behavior when $\beta \in (0, \beta_{\text{sat}}(s))$ (under which conditions OZ behavior occurs at $\beta_{\text{sat}}(s)$ is not yet fully elucidated). However, we also require a stronger assumption, that we believe is always satisfied. We refer the interested reader to Section 3 for more details. It suffices here to say that this stronger assumption is not needed when any one of the following conditions is fulfilled: (1) the coupling constants decay superexponentially fast with distance, or (2) the direction $s$ lies along one of the coordinate axis and the coupling constants are invariant under lattice reflections, or (3) $\beta \in (\sup_{s' \in S^{d-1}} \beta_{\text{sat}}(s'), \beta_c)$.

Let $s \in S^{d-1}$, let $n \in \mathbb{N}$ be a large integer. To lighten notation, we assume that $ns \in \mathbb{Z}^d$ (otherwise, one can choose arbitrarily a closest point to $ns$ on the lattice). The weight $q$ induces a probability measure $q(\gamma)/G(0, ns)$ on paths from 0 to $ns$. The weight $q$ does not, in general, factorize: if $\gamma$ is the concatenation of two paths $\gamma_1$ and $\gamma_2$, then $q(\gamma) \neq q(\gamma_1)q(\gamma_2)$, even when $\gamma_1$ and $\gamma_2$ share a single vertex. This is in particular the case in the Ising model, where the weight $q$ results from the resummation over the loop soup with which the path interacts: this resummation induces an effective self-interaction for the path that is of unbounded range.
It is thus rather remarkable that one can construct a coupling between these paths $\gamma$ and a directed random walk. This is the content of Theorem 3.4, which we explain informally now.

Let $f$ be a function from the set of all paths from $0$ to $ns$ to the real numbers. We are interested in evaluating expressions of the type

$$\sum_{\gamma: 0 \to ns} q(\gamma)f(\gamma).$$

Of course, the Green function corresponds simply to choosing $f(\gamma) = 1$ for all $\gamma$.

The goal of the construction is to show that, up to a negligible error, one can replace the sum over $\gamma$ by a sum over strings of subpaths $\gamma_L, \gamma_1, \ldots, \gamma_M, \gamma_R$ (where $M \geq 0$ is not fixed), the concatenation of which yields a path from $0$ to $ns$. Although we will not define precisely the relevant properties of these subpaths here (this will be done in Section 2), it suffices to say that $\gamma_L$ and $\gamma_R$ are constrained to lie in cones, while $\gamma_1, \ldots, \gamma_M$ lie in diamonds given by the intersection of two cones, as in the following pictures:

![Diagram](image)

Theorem 3.4 then states the existence of three probability measures $p, p_L, p_R$ and two constants $C_{LR} \in \mathbb{R}_{>0}$ and $c > 0$ such that

$$e^{n\nu(s)} \sum_{\gamma: 0 \to ns} q(\gamma)f(\gamma) = C_{LR} \sum_{\gamma_L, \gamma_R} \sum_{M \geq 0} \sum_{\gamma_1, \ldots, \gamma_M} f(\tilde{\gamma})\mathbb{1}_{\{\tilde{\gamma}: 0 \to ns\}} p_L(\gamma_L)p_R(\gamma_R) \prod_{i=1}^{n} p(\gamma_i) + O(e^{-cn}),$$

where we have written $\tilde{\gamma} = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_M \circ \gamma_R$, with $\circ$ denoting concatenation, and the indicator function guarantees that the resulting path $\tilde{\gamma}$ indeed connects $0$ to $ns$. Observe that the subpaths are sampled independently (apart from the overall constraint that $\tilde{\gamma}$ must join $0$ to $ns$). Moreover, notice that the left-hand side has been multiplied by $e^{n\nu(s)}$, so that the error term resulting from this factorization procedure is really of order $e^{-n\nu(s) - cn}$.

Theorem 3.4 also guarantees that $p, p_L, p_R$ have exponential tails, in the sense that they associate a probability exponentially decaying in $\ell$ to paths of diameter at least $\ell$.

Let $(S_k)_{k \geq 0}$ be the (directed) random walk on $\mathbb{Z}^d$ with transition probabilities given by the push-forward $p(y) = \sum_{\gamma: 0 \to y} p(\gamma)$. Denote by $p^{RW}_u$ the distribution of $(S_k)$ conditionally on $\{S_0 = u\}$ and by $G^{RW}(u, v) = \sum_{k \geq 0} p^{RW}_u(S_k = v)$ the corresponding Green function.

Applying Theorem 3.4 with $f \equiv 1$ allows one to express the asymptotic behavior of the Green function in terms of an average of the Green function $G^{RW}(u, v)$: for any $n \geq 0$,

$$e^{n\nu(s)} G(0, ns) = (1 + O(e^{-cn})) C_{LR} \sum_{u, v \in \mathbb{Z}^d} p_L(u)p_R(v)G^{RW}(u, ns - v),$$
where the probability measures \( p_L, p_R \) on \( \mathbb{Z}^d \) are the push-forwards of the corresponding measures on paths and have exponential tails.

At this stage, the Ornstein–Zernike asymptotics for \( G(0, ns) \) follow from the asymptotic behavior of the Green function \( G^{\text{RW}}(u, ns - v) \). Rather straightforward computations yield the existence of \( c_s > 0 \) such that, for every \( \varepsilon > 0 \),

\[
G(0, ns) = \frac{c_s}{n^{(d-1)/2}} e^{-n\nu(s)} (1 + o(n^{\varepsilon-1/2})).
\]

The precise statements of these results are gathered as Theorem 3.5.

**Remark 1.1.** In the zero-mean case, the asymptotic expansion of \( G^{\text{RW}}(0, ns) \) in powers of \( n^{-1/2} \) have been established in [46]. In our case, the associated random walk has non-zero mean, and we were not able find a similar expansion of \( G^{\text{RW}}(0, ns) \), except for a first-order expansion of \( G^{\text{RW}}(0, ns) \) obtained in [20, 45]. In Section 8.1, we use standard large deviation bounds and a refinement of the local limit theorem to study \( G^{\text{RW}}(0, ns) \) to obtain the claim stated above. With additional work, one could obtain an expansion in powers of \( n^{-1/2} \) of \( G^{\text{RW}}(0, ns) \), and therefore of \( G(0, ns) \), of arbitrarily high order. In particular, in order to obtain arbitrarily high power-law corrections to the exponential decay for the two-point function of the Ising model, it is sufficient to derive the (much simpler) expansion for the Green function of the associated random walk.

Another interesting consequence of Theorem 3.4 is that typical paths \( \gamma \) contributing to \( G(0, ns) \) contain approximately \( An \) steps (for some \( A = A(s) > 0 \)). This behavior is in sharp contrast with what happens in the saturation regime \( \beta \in (0, \beta_{\text{sat}}(s)) \) for the Potts models, for which it is proved in [5] that typical paths have a length of order 1. We complement this analysis with a local limit theorem establishing Gaussian fluctuations. All these results are collected in Corollary 3.6.

Finally, as a last consequence of Theorem 3.4, we prove that the inverse correlation length \( \nu \) depends analytically on the direction \( s \). We emphasize that such analyticity results are notoriously hard to prove nonperturbatively. The precise statement can be found in Theorem 3.7.

### 1.3. Illustration.

In this section, we present a brief illustration of the picture provided by this and our previous works, in the specific case of the two-point function \( \langle \sigma_0 \sigma_{ne_1} \rangle_\beta \) for the Ising model with no external field at \( \beta < \beta_c \). Let us thus consider coupling constants of the form \( J_i = \rho(i)^{-\alpha} e^{-\rho(i)} \), with \( \rho \) a norm on \( \mathbb{R}^d \) and \( \alpha > 2d \). In this case, there exists \( \beta_{\text{sat}}(e_1) \in (0, \beta_c) \) such that

- For all \( \beta \in (0, \beta_{\text{sat}}(e_1)) \), \( \nu_\beta(e_1) = \rho(e_1) \) and there exists \( C_\beta > 0 \) such that, as \( n \to \infty \),

\[
\langle \sigma_0 \sigma_{ne_1} \rangle_\beta = C_\beta n^{-\alpha} e^{-n\rho(e_1)} (1 + o(1)).
\]
The first claim is proved in [4, 5], while the second is one of the results of the present paper. We encourage the reader to refer to figures whenever possible. We also introduce the definitions and notations that will be used throughout the paper. We give our assumptions on the weights \( q(\gamma) \) and explain how the two-point function of the Ising model can be rewritten as sum over paths \( \gamma \) with some weights \( q \).

2. Definitions and conventions

In this section, we introduce the definitions and notations that will be used throughout the paper. We encourage the reader to refer to figures whenever possible. We also give our assumptions on the weights \( q(\gamma) \) and explain how the two-point function of the Ising model can be rewritten as sum over paths \( \gamma \) with some weights \( q \).

2.1. General.

We will work on \( \mathbb{Z}^d \) canonically embedded in \( \mathbb{R}^d \). We will consider the following graph structure: vertices are sites of \( \mathbb{Z}^d \) while the edge set, denoted \( \mathbb{E}_d \), will be induced by a symmetric weight function \( J : \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{R}_{\geq 0} \): the edge \( \{i, j\} \) is in \( \mathbb{E}_d \) if \( J_{ij} > 0 \).

For \( A \subset \mathbb{Z}^d \), we denote

\[
E_A = \{\{i,j\} \in \mathbb{E}_d : i,j \in A\},
\]

A path \( \gamma = (\gamma_0, \ldots, \gamma_n) \) is a sequence of vertices such that \( \{\gamma_k, \gamma_{k+1}\} \in \mathbb{E}_d \) for \( k \in \{0, \ldots, n-1\} \). \( n \) is the length of \( \gamma \), \( |\gamma| = n \). Equivalently, a path is given by a starting point and a sequence of edges, \( \gamma = (\gamma_0; e_1, \ldots, e_n) \), satisfying \( \gamma_0 \in \mathbb{E}_d \) and \( e_k \cap e_{k+1} \neq \emptyset \) for \( 1 \leq k < n \). We write \( \gamma : x \to y \) if \( \gamma_0 = x \) and \( \gamma_1 = y \). For \( 0 \leq a \leq b \leq |\gamma| \), let \( \gamma^b_a = (\gamma_a, \gamma_{a+1}, \ldots, \gamma_b) \). The path \( \gamma^b_a \) is a path in its own right, that is, the “time” labels are not preserved: \( (\gamma^b_a)_k = \gamma_{a+k} \) for \( 0 \leq k \leq |\gamma| \). The set of paths from \( x \) to \( y \) that use only edges in \( E \subset \mathbb{E}_d \) is denoted \( \text{Path}_E(x, y) \). We set \( \text{Path}(x, y) \equiv \text{Path}_{\mathbb{E}_d}(x, y) \), \( \text{Path}(x) = \bigcup_y \text{Path}(x, y) \) and \( \text{Path} = \bigcup_x \text{Path}(x) \). Summation over \( \gamma \in \text{Path}(x, y) \) will be denoted \( \sum_{\gamma : x \to y} \). We shall also use the notations

\[
f(\gamma) = \gamma_0, \quad b(\gamma) = \gamma_1.
\]

We say that a path is \textit{edge-self-avoiding} if \( e_k = e_l \implies k = l \).

For two paths \( \gamma : x \to y \) and \( \gamma' : y \to z \), we denote by \( \gamma \circ \gamma' \) their concatenation: \( \gamma \circ \gamma' = (\gamma_0, \ldots, \gamma_{|\gamma|}, \gamma'_{1}, \ldots, \gamma'_{|\gamma'|}) \).

To an edge \( e = \{i,j\} \in \mathbb{E}_d \), we associate the closed line segment \([e] = \{ti + (1-t)j : t \in [0,1]\} \). To a subgraph \( (V, E) \subset (\mathbb{Z}^d, \mathbb{E}_d) \), we associate the subset of \( \mathbb{R}^d \)

\[
\{(V,E) : [E] = \bigcup_{e \in E}[e]\}.
\]

We use \( \| \cdot \| \) to denote the Euclidean norm on \( \mathbb{R}^d \). \( \mathbb{S}^{d-1} \) denotes the unit sphere in \( \mathbb{R}^d \). \( \mathbb{S}^{d-1} = \{x \in \mathbb{R}^d : ||x|| = 1\} \). We also denote by \( \mathbb{B}_r(x) \) the closed ball of radius \( r \) centered at \( x \). For \( x \in \mathbb{R}^d \setminus \{0\} \), we will write \( \hat{x} = x/||x|| \). We also define the slabs

\[
\text{slab}_{a,b}(y) = \{x \in \mathbb{R}^d : a \leq x \cdot y < b\},
\]

with \( a \leq b \in \mathbb{R}, y \in \mathbb{R}^d \). We write \( \text{slab}_{b}(y) \equiv \text{slab}_{0,b}(y) \) for \( b \geq 0 \) and \( \text{slab}_{a}(y) \equiv \text{slab}_{a,0}(y) \) for \( a \leq 0 \).
2.2. Discrete and continuous.

We will often define sets as subsets of $\mathbb{R}^d$ as it is sometimes convenient. To lighten notations, when $A \subset \mathbb{R}^d$, we write $\sum_{x \in A}$ to mean $\sum_{x \in A \cap \mathbb{Z}^d}$. In the same spirit, integer parts are systematically omitted. We hope that these few liberties will not confuse the reader.

2.3. Constants.

c, C, c', C', \ldots will denote constants whose value can change from line to line. Unless explicitly stated otherwise, they depend only on $d, \beta, J$.

2.4. Little $o$ notation.

We will write $f(a) = o(a)$ when $\lim_{a \to \infty} f(a) = 0$. We will also use the more standard $g = o(f(a))$ if $\lim_{a \to \infty} g(a) / f(a) = 0$. Note that $o(\cdot)$ can be positive or negative. Finally, we say that $g = O(f(a))$ if there exists $C \geq 0$, $a_0 \geq 0$ such that, for any $a \geq a_0$, $|g(a)| \leq C|f(a)|$.

2.5. Interaction.

The interactions (edge weights) $J_{ij}$ are non-negative coupling constants. We shall assume

- Ferromagnetism: $J_{ij} \geq 0$.
- Central symmetry and translation invariance: $J_{ij} = J_{i-j} = J_{j-i}$.
- Normalization: $J_0 = 0$, $\sum_{x \in \mathbb{Z}^d} J_x = 1$.
- Exponential decay: $J_x \leq e^{-c\|x\|}$ for some $c > 0$.
- Irreducibility: for any $x \in \mathbb{Z}^d$, there exists $\gamma : 0 \to x$ with $\prod_{k=1}^{\|\gamma\|} J_{\gamma_{k-1}, \gamma_k} > 0$.

2.6. General path models to be considered.

While our main goal is to prove OZ-type asymptotics for the Ising model, the proof also applies to a class of self-repulsive path models including the self-avoiding walk, the killed random walk and, more generally, the large class of self-repulsive polymer models studied in [29]. We define here the relevant family of path models.

**Definition 2.1 (Path models).** A translation-invariant path model is a weight function $q : \text{Path} \to \mathbb{R}_{\geq 0}$ such that $q(\gamma) = q(x + \gamma)$ for any $\gamma \in \text{Path}$ and $x \in \mathbb{Z}^d$.

In the sequel, we will always assume translation invariance and not mention it systematically.

We say that the paths $\gamma_1, \ldots, \gamma_n$ are compatible if the path $\gamma_1 \circ \cdots \circ \gamma_n$ has positive weight: $q(\gamma_1 \circ \cdots \circ \gamma_n) > 0$. Moreover, we say that path $\gamma$ is admissible if $q(\gamma) > 0$.

**Definition 2.2 (Conditional weights).** Given compatible paths $\gamma$ and $\gamma'$, we define the conditional weight of $\gamma'$ given $\gamma$ by

$$q(\gamma' \mid \gamma) = \frac{q(\gamma \circ \gamma')}{q(\gamma)}.$$

It will sometimes be notationally convenient to allow $\gamma$ to be empty; in this case we define $q(\gamma' \mid \gamma) = q(\gamma')$.

The central quantity in our study is the two-point function associated to some of these models.

**Definition 2.3 (Two-point function).** The two-point function of the path model is

$$G(x, y) = \sum_{\gamma : x \to y} q(\gamma).$$
**Definition 2.4** (Inverse correlation length). When the limit exists, the inverse correlation length of the path model in direction $s \in \mathbb{S}^{d-1}$ is defined by

$$\nu(s) = - \lim_{n \to \infty} \frac{1}{n} \log G(0, ns).$$

When discussing the Ising model, we shall write $\nu_{\beta}$ for the inverse correlation length, in order to make its temperature dependence explicit.

We will work with path models satisfying the following conditions:

**P1** Existence and positivity of $\nu$: the limit in Definition 2.4 exists and is positive for all $s \in \mathbb{S}^{d-1}$; moreover, $\nu$ extends to a norm on $\mathbb{R}^d$ by positive homogeneity of order one.

**P2** Self-repulsion: for any admissible $\gamma' : z \to x$,

$$\sum_{\gamma : x \to y} q(\gamma | \gamma') \leq \sum_{\gamma : x \to y} q(\gamma).$$

**P3** Lower bound: there exists a constant $C = C(\beta) > 0$ such that, for every compatible paths $\gamma'$ and $\gamma$ ($\gamma'$ can be empty),

$$q(\gamma | \gamma') \geq \prod_{k=1}^{\vert \gamma \vert} C J_{\gamma_k - \gamma_{k-1}}.$$

**P4** Controlled growth: there exists $C = C(\beta)$ such that, for any compatible paths $\gamma', \gamma$,

$$q(\gamma | \gamma') \leq \prod_{k=1}^{\vert \gamma \vert} C J_{\gamma_k - \gamma_{k-1}}.$$

**P5** Finite energy: Let $R > 0$, $a > 0$ and $\hat{t} \in \mathbb{S}^{d-1}$. There exists $C = C(\beta, R, a)$ such that, for any compatible paths $\gamma$ and $\gamma'$ satisfying $f(\gamma) = b(\gamma') = 0$, $\gamma' \subset \{ z \in \mathbb{Z}^d : z \cdot \hat{t} \leq 0 \}$ and $\gamma \subset \{ z \in \mathbb{Z}^d : \|z\| \leq R \text{ or } z \cdot \hat{t} > a\|z\| - R \}$,

$$q(\gamma | \gamma') \leq C q(\gamma) \quad \text{and} \quad q(\gamma' | \gamma) \leq C q(\gamma').$$

**P6** Monotonicity of conditional weights: for any compatible paths $\gamma'$, $\gamma''$ and $\gamma$ such that $\gamma \cap (\gamma' \circ \gamma'') = b(\gamma)$ (we allow $\gamma''$ to be empty),

$$q(\gamma' | \gamma \circ \gamma'') \geq q(\gamma | \gamma'').$$

**P7** Exponential ratio mixing: there exist $C, c_{\text{mix}} > 0$ such that, for any compatible paths $\gamma', \gamma'', \gamma$,

$$1 - C \sum_{i \in \gamma, j \in \gamma''} e^{-c_{\text{mix}}\|i-j\|} \leq \frac{q(\gamma | \gamma' \circ \gamma'')}{q(\gamma | \gamma'')} \leq 1 + C \sum_{i \in \gamma, j \in \gamma''} e^{-c_{\text{mix}}\|i-j\|}.$$

We briefly discuss these assumptions. **P1** is classical. It holds in the whole high-temperature regime of various models. By an adaptation of the arguments in [37], it follows from the exponential decay of $G(x, y)$ and the other properties. Note that it implies that

$$G(0, x) = e^{-\nu_{\beta}(1 + o_{|x|}(1))}.$$
which satisfies the inequality with $C = 1$. Properties $P3$, $P4$ and $P5$ enable our local surgery arguments and prevent some pathological behaviors. Property $P7$ is a high-temperature assumption. It is often a consequence of the exponential decay of $G$.

We can now define the class of path measures that are considered in the present work.

**Definition 2.5.** We define $Q$ to be the set of translation-invariant path models such that Properties $P1$, $P2$, $P3$, $P4$, $P5$, $P6$ and $P7$ are satisfied.

2.7. Ising model.

We consider the ferromagnetic Ising model on $\mathbb{Z}^d$ with two-body interaction. Namely, we consider the finite-volume measures on $\{-1, 1\}^\Lambda$

$$
\mu^\eta_{\Lambda;\beta}(\sigma) \propto e^{\beta \sum_{\langle i,j \rangle \subset \Lambda} J_{ij} \sigma_i \sigma_j + \beta \sum_{\iota \in \Lambda, \iota \neq \Lambda} A_{ij} \sigma_i \eta_j}
$$

where $\beta \geq 0$ is the inverse temperature and $\eta$ is a boundary condition. Expectation under $\mu^\eta_{\Lambda;\beta}$ is denoted $\langle \cdot \rangle^\eta_{\Lambda;\beta}$.

It is well known that this model undergoes a phase transition. Namely, let us denote by $\beta_c$ the weak limit of $\mu^0_{\Lambda;\beta}$ as $\Lambda \to \mathbb{Z}^d$ and let us consider the 2-point function $G_\beta(x) = \langle \sigma_0 \sigma_x \rangle^0$. Then, there exists $\beta_c = \beta_c(J, d) \in (0, \infty]$ such that

- there exists $c = c(\beta) > 0$ such that $G_\beta(x) \leq e^{-c||x||}$ for all $\beta < \beta_c$,
- $\inf_{x \in \mathbb{Z}^d} G_\beta(x) > 0$ for all $\beta > \beta_c$.

In the first case, $\mu^0_{\beta}$ is the only infinite-volume Gibbs measure.

2.8. Path representation of correlations.

We briefly discuss how the Ising model falls into the framework of path models defined above. Everything in this section is standard [42]. Let $\Lambda \subset \mathbb{Z}^d$ be finite. The high-temperature representation of the correlation function $\langle \sigma_A \rangle^0_{\Lambda;\beta}$, $A \in \Lambda$, of the Ising model is based on the identity

$$
\sum_{\sigma \in \{-1, 1\}^\Lambda} \sigma_A e^{\beta \sum_{\langle i,j \rangle \subset \Lambda} J_{ij} \sigma_i \sigma_j} = \prod_{\langle i,j \rangle \in E_\Lambda} \cosh(\beta J_{ij}) \prod_{\omega \subset E_\Lambda} \prod_{\omega \neq A} \prod_{\iota \in \omega} \tanh(\beta J_{ij}),
$$

where $\partial \omega$ is the set of vertices having odd degree in $(\mathbb{Z}^d, \omega)$.

Fix some total order on $\mathbb{Z}^d$. Given $\omega \subset \mathbb{E}_d$ with $\partial \omega = \{x, y\}$, one can extract an edge-self-avoiding path $\Gamma(\omega) : x \to y$ using the following algorithm:

**Algorithm 1:** Path extraction

**Input:** $\omega$
Set $F = \omega$, $\gamma_0 = x$, $\tilde{\gamma} = \emptyset$, $n = 0$;

while $\gamma_n \neq y$ do

- Let $i$ be the smallest vertex such that $\{\gamma_n, i\} \in F$;
- Let $A = \{\{\gamma_n, j\} \in \mathbb{E}_d : j \leq i\}$;
- Set $\gamma_{n+1} = i$;
- Update $F = F \setminus A$, $\tilde{\gamma} = \tilde{\gamma} \cup A$, $n = n + 1$;
end

**Output:** $\gamma$, $n$, $\tilde{\gamma}$

The algorithm yields $\Gamma(\omega) = \gamma \in Path(x, y)$, $n = |\gamma|$ and $\tilde{\gamma}$ is the set of edges one has to check whether $\Gamma(\omega) = \gamma$ or not (note that $\tilde{\gamma}$ depends on $\gamma$ only, not on $\omega$).
The path representation of the two-point function is given by
\[ \langle \sigma_x \sigma_y \rangle^0_\Lambda = \sum_{\gamma \in \text{Path}(x,y)} q_{E_\gamma}(\gamma), \]
where, for any finite \( E \subset \mathbb{E}_d \),
\[ q_E(\gamma) = \frac{\sum_{\omega \subset E: \partial \omega = \{x,y\}} 1_{\Gamma(\omega) = \gamma} \prod_{\{i,j\} \in \omega} \tanh(\beta J_{ij})}{\sum_{\omega \subset E: \partial \omega = \emptyset} \prod_{\{i,j\} \in \omega} \tanh(\beta J_{ij})}. \]
For all \( \beta < \beta_c \), we can then define the infinite-volume weights by \( q(\gamma) = \lim_{E \to \mathbb{E}_d} q_E(\gamma) \).

They satisfy
\[ \langle \sigma_x \sigma_y \rangle^0_\Lambda = \sum_{\gamma \in \text{Path}(x,y)} q(\gamma). \]

**Lemma 2.1.** Suppose \( \beta < \beta_c \). Then, \( q \in Q \).

The proof of this lemma, which is an adaptation of previous results, is sketched in Appendix A.

### 2.9. Convexity, cones and cone-points.

**Definition 2.6** (Unit ball, Wulff shape). For a norm \( \rho \) on \( \mathbb{R}^d \), we denote by
\[ U_\rho = \{ x \in \mathbb{R}^d : \rho(x) \leq 1 \}, \quad W_\rho = \bigcap_{s \in S^{d-1}} \{ x \in \mathbb{R}^d : x \cdot s \leq \rho(s) \}, \]
the corresponding unit ball and Wulff shape (or polar set). When \( \rho \) is omitted, it is set to be \( \nu \): \( U \equiv U_\nu \) and \( W \equiv W_\nu \).

**Definition 2.7** (Extremal radius). For \( \rho \) a norm, denote by
\[ r_\rho = \max_{u \in U_\rho} \|u\|. \]
When \( \rho \) is omitted, it is set to \( \nu \): \( r_\rho = r_\nu \).

**Definition 2.8** (Dual vectors; see Fig. 2). Let \( \rho \) be a norm. Let \( s \in S^{d-1} \). We say that \( t \) and \( s \) are \( \rho \)-dual if \( t \in \partial W_\rho \) and \( t \cdot s = \rho(s) \). We denote by \( T^\rho_s \) the set of all vectors \( \rho \)-dual to \( s \). In the same line of ideas, we denote by \( S^\rho_t \subset S^{d-1} \) the set of directions \( s \) such that \( t \) and \( s \) are \( \rho \)-dual. When \( \rho \) is omitted, it is set to \( \nu \).

![Figure 2](image_url)

**Figure 2.** The unit ball and the Wulff shape associated to the \( L^4 \)-norm \( \rho(x) = \|x\|^4 \). A pair of \( \rho \)-dual vectors \( x \) and \( t \) are also represented. We have used the notation \( \hat{x} = x/\|x\| \) and \( \hat{t} = t/\|t\| \).
Definition 2.9 (Cones; see Fig. 3). Let $\rho$ be a norm. Let $t \in \partial \mathcal{W}_\rho$ and $1 > \delta > 0$. We define the cones

$$\mathcal{Y}_{\rho,t,\delta} = \{x \in \mathbb{R}^d : t \cdot x \geq (1-\delta)\rho(x)\}.$$ 

We also define

$$\mathcal{Y}_{\rho,t,\delta}(x) = x + \mathcal{Y}_{\rho,t,\delta}, \quad \mathcal{Y}_{\rho,t,\delta}^<(x) = x - \mathcal{Y}_{\rho,t,\delta}.$$ 

When $\rho$ is omitted, it is set to be $\nu$:

$$\mathcal{Y}_{t,\delta} \equiv \mathcal{Y}_{\nu,t,\delta}.$$ 

![Figure 3. The forward cone $\mathcal{Y}_{\rho,t,\delta}$ for the same $t$ as in Fig. 2.](image)

Definition 2.10 (Cone-points of paths; see Fig. 4). Let $\gamma \in \text{Path}$. $v \in \gamma$ is a $(t, \delta)$-cone-point of $\gamma$ if there exists $0 \leq k \leq |\gamma|$ such that $\gamma_k = v$, $k' < k \Rightarrow \gamma_{k'} \in \mathcal{Y}_{\rho,t,\delta}(v)$ and $k' > k \Rightarrow \gamma_{k'} \in \mathcal{Y}_{\rho,t,\delta}^<(v)$. Denote $\text{CPts}_{t,\delta}(\gamma)$ the set of $(t, \delta)$-cone-points of $\gamma$.

![Figure 4. $v$ is a $(t, \delta)$-cone-point of the path $\gamma$.](image)

Definition 2.11 (Diamonds; see Fig. 5). The diamond associated to $x \in \mathbb{R}^d$ and $y \in \mathcal{Y}_{t,\delta}(x)$ is defined by

$$D_{t,\delta}(x,y) = \mathcal{Y}_{t,\delta}^<(x) \cap \mathcal{Y}_{t,\delta}^>(y).$$

Definition 2.12 (Diamond-contained paths; see Fig. 6). A path $\gamma \in \text{Path}$ is

- $(t, \delta)$-forward-contained if $\gamma \subset \mathcal{Y}_{t,\delta}^>(f(\gamma))$;
- $(t, \delta)$-backward-contained if $\gamma \subset \mathcal{Y}_{t,\delta}^<(b(\gamma))$;
- $(t, \delta)$-diamond-contained if it is forward- and backward-contained.

We will omit the dependency on $(t, \delta)$ when it is clear from the context.

Definition 2.13 (Irreducible paths). A path $\gamma \in \text{Path}$ is
(t, δ)-irreducible if it is diamond-contained and it does not contain (t, δ)-cone-points other than \( f(\gamma), b(\gamma) \);

• (t, δ)-forward irreducible if it is forward-contained and \( \gamma \cap D(f(\gamma), b(\gamma)) \) does not contain (t, δ)-cone-points except for \( f(\gamma) \) and, possibly, \( b(\gamma) \);

• (t, δ)-backward irreducible if it is backward-contained and \( \gamma \cap D(f(\gamma), b(\gamma)) \) does not contain (t, δ)-cone-points except for \( b(\gamma) \) and, possibly, \( f(\gamma) \).

We will use the notations (see Fig. 7)

\[
\begin{align*}
\mathcal{A}(t, \delta) &= \{ \gamma : \gamma \text{ is (t, } \delta)\text{-diamond-contained, } \gamma_0 = 0 \}, \\
\mathcal{B}_L(t, \delta) &= \{ \gamma : \gamma \text{ is (t, } \delta)\text{-backward-contained, } \gamma_0 = 0 \}, \\
\mathcal{B}_R(t, \delta) &= \{ \gamma : \gamma \text{ is (t, } \delta)\text{-forward-contained, } \gamma_0 = 0 \}.
\end{align*}
\]

The same sets with the superscript irr are the respective restrictions of the set to irreducible paths. The set \( \mathcal{A}(t, \delta) \) can be seen as a subset of \( \mathcal{B}_R(t, \delta) \).

We will use the following concatenation rule: for \( \gamma \in \mathcal{B}_L \) and \( \gamma' \in \mathcal{B}_R \),

\[ \gamma \circ \gamma' \equiv \gamma \circ (f(\gamma) + \gamma'). \]

Higher number of concatenations are treated from right to left.
Finally, we define the displacement of a path.

**Definition 2.14** (Displacement; see Fig. 8 and 7). The displacement of a path $\gamma$ is defined by $X(\gamma) = \gamma|_{\gamma|} - \gamma_0$. For diamond-contained paths, the displacement is a function of the diamond.

![Figure 8. The displacement $X(\gamma)$ of the path $\gamma$.](image)

2.10. Skeleton.

We finish this section by defining a family of objects that will be the output of our coarse-graining procedure.

**Definition 2.15** (Cells). Let $K \geq 0$. Let $\rho$ be a norm on $\mathbb{R}^d$. We define the cells

$$\Delta_{\rho,K} = KU_\rho \cap \mathbb{Z}^d, \quad \Delta_{\rho,K}(x) = x + \Delta_{\rho,K}.$$ 

When $\rho$ is omitted, it is set to be $\nu$: $\Delta_K \equiv \Delta_{\rho,K}$.

**Definition 2.16** (Skeleton). Let $K, \rho$ be as in Definition 2.15. Let $R \geq 0$. A $(\rho, K)$-skeleton rooted at $v_0$ is a sequence $(v_0, \ldots, v_n) \subset \mathbb{Z}^d$, satisfying $v_{k+1} \notin \Delta_{\rho,K}(v_k)$ for $k = 0, \ldots, n - 1$. The length of a skeleton $V = (v_0, \ldots, v_n)$ is $|V| = n$.

A pair (step) $(v_k, v_{k+1})$ is called $(\rho, K, R)$-short if $v_{k+1} \in \Delta_{\rho,K+R}(v_k)$. Otherwise, it is $(\rho, K, R)$-long. We write

$$\text{short}(v_0, \ldots, v_n) = \{(v_k, v_{k+1}) : 0 \leq k < n, v_{k+1} \in \Delta_{\rho,K+R}(v_k)\},$$

$$\text{long}(v_0, \ldots, v_n) = \{(v_k, v_{k+1}) : 0 \leq k < n, v_{k+1} \notin \Delta_{\rho,K+R}(v_k)\}.$$ 

When $\rho$ is omitted, it is set to $\nu$.

In the course of the proof, we will work at fixed $K, R, \rho$ and leave them implicit in the notation.

**Definition 2.17** (Skeleton Sets). We denote by $S_{\rho,M,I,(r_i)_{i\in I}}(x)$, $I \subset \{1, \ldots, M\}$, $r_i \in \mathbb{Z}_{\geq 0}$, the set of skeletons with $v_0 = x$, $M + 1$ vertices (length $M$), whose set of long steps is exactly $I$ and such that $v_i \in \Delta_{\rho,K+R+r_i}(v_{i-1}) \setminus \Delta_{\rho,K+R+r_i-1}(v_{i-1})$ for each $i \in I$.

We write $S_\rho(x) = \bigcup_{M \geq 1} \bigcup_{I \subset \{1, \ldots, M\}} \bigcup_{(r_i)_{i \in I}} S_{\rho,M,I,(r_i)_{i \in I}}(x)$. When $\rho$ is omitted, it is set to $\nu$.

**Definition 2.18** (Cone-points of skeletons). Let $V = (v_0, \ldots, v_M)$ be a skeleton. $v$ is a $(t, \delta)$-cone-point of $V$ if there is $0 \leq k \leq M$ such that $v = v_k \in V$, and $k' > k \Rightarrow v_{k'} \in \mathcal{Y}_{t,\delta}(v)$ and $k' < k \Rightarrow v_{k'} \in \mathcal{Y}_{t,\delta}(v)$. Denote $\text{CPts}_{t,\delta}(V)$ the set of $(t, \delta)$-cone-points of $V$.

3. Main theorems and assumptions

3.1. Saturation phenomenon, conditions on the interaction.
3.1.1. The saturation phenomenon. The assumption that $J$ decays exponentially is not sufficient to guarantee OZ decay. Indeed, it was observed (and proved) in [4, 3] that a key assumption (the existence of a mass gap) to have such asymptotics was not fulfilled in certain situations, and that OZ asymptotics were not valid in that case. In this section, we present a condition (NSA) ensuring that this problem does not occur. Let us however emphasize that there are several situations in which the assumption is trivially satisfied (see Lemma 3.1) and we conjecture that it always holds. The reader who is not interested in the technical details or willing to restrict to these cases can skip Section 3.1 (and replace, in our statements, the requirement that NSA holds by the simpler condition that the direction $s$ is not saturated).

To state our additional assumption, we need to introduce

$$\eta(s) = -\liminf_{n \to \infty} \frac{1}{n} \log J_{ns},$$

which we extend to $\mathbb{R}^d$ by positive homogeneity of order 1. From Property P5, one always has $\nu(s) \leq \eta(s)$ (see [4]). We say that there is saturation in direction $s$ if $\nu(s) = \eta(s)$. Note that saturation never occurs when $J$ decays superexponentially fast (in which case $\eta(s) = \infty$).

In the case of the Ising model, using monotonicity (see again [4]), we can then define

$$\beta_{\text{sat}}(s) = \inf \{ \beta \in \mathbb{R} : \nu_\beta(s) < \eta(s) \}.$$

3.1.2. The main assumption (NSA). It is convenient to work using convex duality. Define the (convex, centrally symmetric, possibly unbounded) set

$$W_\eta = \bigcap_{s \in S^{d-1}} \{ x \in \mathbb{R}^d : s \cdot x \leq \eta(s) \}.$$

We use the same notation as for the polar set associated to a norm, since one has the inequality (which is an equality when $\eta$ is a norm)

$$\eta(x) \geq \sup_{t \in \partial W_\nu} t \cdot x = \sup_{t \in \partial W_\eta} t \cdot x.$$

**Definition 3.1.** The set of non-saturated dual vectors is defined as the open set

$$T = \partial W_\nu \setminus \partial W_\eta.$$

Our analysis below will apply to directions satisfying the following assumption.

**Definition 3.2** (No saturation assumption). Fix $s \in S^{d-1}$. Recall that $T_s$ is the set of all vectors $\nu$-dual to $s$. We say that the no saturation assumption (NSA) is fulfilled if $T_s \cap \partial W_\eta \neq T_s$.

**Remark 3.1.** A typical situation in which NSA is violated is illustrated in Fig. 9, assuming, for simplicity, that $\eta$ is a norm. The direction $s$ points towards an affine piece of $\partial U_\nu$ with unique normal $t \in T_s$. While saturation does not occur in the direction $s$ itself ($\nu(s) > \eta(s)$), there is another direction $s'$, pointing toward the same facet $s$ belongs to, at which saturation occurs: $\nu(s') = t \cdot s' = \eta(s')$. By the inclusion $U_\eta \subset U_\nu$, this means that $t \in \partial W_\eta$, which shows that NSA is indeed violated. The reason failure of NSA is problematic for our analysis is explained in Section 5.5.

The next lemma lists several cases in which it is known that NSA is fulfilled.

**Lemma 3.1.** NSA is satisfied whenever at least one of the following assumptions is verified:
Let us show that one can always find a vector dual to $\partial U_{\nu}$. 

**Proof.** The first two cases are particular instances of the third one: indeed, in both cases, $\sup_{s \in S^{d-1}} \beta_{\text{sat}}(s) = 0$. This is a consequence of the condition derived in [4, 3, 5]: $\sup_{s \in S^{d-1}} \beta_{\text{sat}}(s) = 0$ if and only if $\sum_{x \in \mathbb{Z}^d} J_x e^{\epsilon x} = \infty$ for any $t \in \partial W_{\eta}$.

Let us briefly sketch the proof of the last case. Without loss of generality, fix $s = e_1$. Let us show that one can always find a vector dual to $s$ which is not saturated. There are only two cases where there could exist saturated dual vectors: either there is a unique dual vector to $s$, or there are infinitely many of them.

In the first case, let $t = \nu(e_1)e_1$ be the unique dual vector to $s$. Assume by contradiction that $t$ is saturated: this means that there exists a direction $s' \in S^{d-1}$ such that $\nu(s') = t \cdot s' = \eta(s')$. By symmetry, the same is true of $s'' = (s'_1, -s'_2)$, where we have written $s'_1 = s' \cdot e_1$ and $s'_2 = s' - s'_1$. By construction, $\nu(s'') = t \cdot s'' = \eta(s'')$. Since $s'_1/\nu(s') = s'_1/\nu(s'') = 1/\nu(s)$, it follows that the line segment $[s'/\nu(s'), s''/\nu(s'')]$ contains $s/\nu(s)$ and is thus included in $\partial U_{\nu}$. Since $U_{\eta} \subset U_{\nu}$ and $s'_1/\nu(s'), s'_1/\nu(s'') \in \partial U_{\eta}$, it follows from the convexity of $U_{\eta}$ that $[s'/\nu(s'), s''/\nu(s'')]$ is also a subset of $\partial U_{\eta}$. This implies that $s/\nu(s) \in \partial U_{\eta}$ and thus that $\nu(s) = \eta(s)$, which is a contradiction.

In the second case, the dual vector $t = \nu(e_1)e_1$ is never saturated, so there is nothing to do for this particular choice. 

We expect that NSA always holds, but we lack a proof at moment of writing.

**Conjecture 3.2.** NSA holds for any $\beta \in (\beta_{\text{sat}}(s), \beta_c)$.

### 3.1.3. Consequences of NSA

A useful fact [43] is that any nonempty, compact, convex and centrally symmetric set $W \subset (W_{\eta} \setminus \partial W_{\eta})$ is the polar set of a norm $\tilde{\eta}$, $W = W_{\tilde{\eta}}$,
and this norm satisfies: there exists $C_\bar{\eta} < \infty$ such that
\[ \forall x \in \mathbb{Z}^d, \quad J_x \leq C_\bar{\eta} e^{-\bar{\eta}(x)}. \]

**Definition 3.3.** We say that $U \subset T$ is nice if it is the closure of an open subset of $T$.

The main reason for working with nice subsets of $T$ is the following mass-gap Lemma.

**Lemma 3.3.** Let $U \subset T$ be nice. Then, there exist $m > 0$ and $C$ such that, for any $t \in U$ and $x \in \mathbb{Z}^d$,
\[ e^{t \cdot x} J_x \leq C e^{-m \nu(x)}. \]

**Proof.** As $T$ is open and $U \subset T$ is closed (in $\partial \mathcal{W}_\nu$, so it is compact), there exists $\epsilon > 0$ such that $U_\epsilon = \bigcup_{t \in U} B_\epsilon(t) \subset \mathcal{W}_\eta \setminus \partial \mathcal{W}_\eta$.

Let $\bar{U}_\epsilon$ be the convex hull of $U_\epsilon \cup -U_\epsilon$ (both are sets in $\mathbb{R}^d$). It is a compact, convex, and centrally symmetric set. Therefore, there is a norm $\bar{\eta}$ such that $\bar{U}_\epsilon = \mathcal{W}_{\bar{\eta}}$ and, by construction, $J_x \leq C_\bar{\eta} e^{-\bar{\eta}(x)}$.

![Figure 10](image-url) The construction in Lemma 3.3. Notice that the introduction of the set $\bar{U}_\epsilon$ is not necessary when $\eta$ is a norm.

We then consider two cases. First, if $x \cdot t \leq \nu(x)/2$, we have
\[ e^{t \cdot x} J_x \leq C e^{t \cdot x - 3\nu(x)/4} \leq C e^{-\nu(x)/4}, \]
since $J_x \leq C e^{-3\nu(x)/4}$ (by definition of $\eta$ and since $\eta(x) \geq \nu(x)$). The case $x \cdot t > \nu(x)/2$ follows from compactness of $U$, the fact that $\bar{U}_\epsilon = \mathcal{W}_{\bar{\eta}}$ and the fact that, for any $t \in U$,
\[ t \cdot x - \bar{\eta}(x) = t \cdot x - \sup_{t' \in \mathcal{W}_{\bar{\eta}}} t' \cdot x \leq t \cdot x - (t + \epsilon \hat{t}) \cdot x = -\epsilon \hat{t} \cdot x < -\epsilon \frac{\nu(x)}{2 \|t\|}. \]

The heuristic reason behind our use of the word “massgap” above is that Lemma 3.3 shows that, for any $t \in U$ and any $s \in S^{d-1}$ $\nu$-dual to $t$, one has $J_{ns} \leq C e^{-(m+1)\nu(s)\eta}$, which implies that $\eta(s) > \nu(s)$. There is thus indeed a gap between the rates of exponential decay in direction $s$ of the interaction and of the 2-point function.

In particular, (NSA) implies the existence of a non-saturated vector $t$ dual to $s$. The set of non-saturated vectors being open, it follows that there exists a nice set $U \subset T$ containing $t$ in its interior.

Note that by compactness of $S^{d-1}$ and of $T_s$, NSA at $s$ implies NSA in the closure of an open neighborhood of $s$. In particular, for any of those directions $s'$, $T_{s'} \subset T$. The union of these sets of dual vectors will provide a suitable nice subset of $T$. This
whole procedure is necessary, since we need uniformity of the mass gap (and of other statements) over suitable neighborhoods of a given direction and of the associated dual vectors. NSA might not hold if $\mathcal{U}_\nu$ is not strictly convex, see Figure 9. Although our analysis implies that $\mathcal{U}_\nu$ is strictly convex in directions in which NSA holds, we don’t know how to establish strict convexity a priori. Of course, everything discussed above becomes trivial if there is no saturated direction.

3.2. Precise statements of the results.

In this section, we provide precise statement of the main results of the present work.

**Theorem 3.4** (Random Walk Coupling). Let $q \in \mathcal{Q}$. Let $s \in S^{d-1}$ be such that NSA holds. Then, there exist probability measures $p, p_L, p_R$ on $\mathcal{A}, \mathcal{B}_L, \mathcal{B}_R$ resp., a normalization constant $C_{LR}$ and $C, c > 0$ such that, for any $n \geq 0$ and any $f : \text{Path} \to \mathbb{C},$

$$\left| e^{nu(s)} \sum_{\gamma: 0 \to ns} q(\gamma)f(\gamma) - C_{LR} \sum_{\gamma_L \in \mathcal{B}_L} \sum_{\gamma_R \in \mathcal{B}_R} \sum_{\gamma_1, ..., \gamma_n \in \mathcal{A}} f(\tilde{\gamma}) \mathbf{1}_{\{X(\tilde{\gamma}) = ns\}} p_L(\gamma_L)p_R(\gamma_R) \prod_{i=1}^{n} p(\gamma_i) \right| \leq C \|f\|_\infty e^{-cn},$$

where $\tilde{\gamma} = \gamma_L \circ \gamma_1 \circ ... \circ \gamma_n \circ \gamma_R$. Moreover, the following two properties hold:

- **Exponential decay**: there exist $C', c' > 0$ such that

$$\sum_{\gamma: \|X(\gamma)\| \geq I} p(\gamma) \leq C'e^{-c'I},$$

for $p \in \{p, p_L, p_R\}$;

- **Finite energy**: there exists $c'' > 0$ such that

$$p(\gamma) \geq c''e^{c_0 \cdot X(\gamma)}q(\gamma),$$

for $p \in \{p, p_L, p_R\}$, $\gamma$ irreducible, and $t_0$ $\nu$-dual to $s$.

Theorem 3.4 is proved in Section 7.3.

Let $(S_k)_{k \geq 0}$ be the (directed) random walk on $\mathbb{Z}^d$ with transition probabilities given by the push-forward $p(y) = \sum_{\gamma \in \mathcal{A}} \mathbf{1}_{X(\gamma) = y} p(\gamma)$. Denote by $P_{u}^{\text{RW}}$ the distribution of $(S_k)$ conditionally on $\{S_0 = u\}$ and by $G_{u,v}^{\text{RW}}(u,v) = \sum_{k \geq 0} P_{u}^{\text{RW}}(S_k = v)$ the corresponding Green function.

**Theorem 3.5** (OZ asymptotics). Let $q \in \mathcal{Q}$. Let $s \in S^{d-1}$ be such that NSA holds. Then, there exist probability measures $p_L, p_R$ on $\mathbb{Z}^d$ with exponential tails, a normalization constant $C_{LR}$ and $c > 0$ such that, for any $n \geq 0$,

$$e^{nu(s)} G(0, ns) = (1 + O(e^{-cn})) C_{LR} \sum_{u,v \in \mathbb{Z}^d} p_L(u)p_R(v) G_{u,v}^{\text{RW}}(u, ns - v).$$

In particular, there exists $c_a > 0$ such that, for every $\varepsilon > 0$,

$$G(0, ns) = \frac{c_a}{n^{(d-1)/2}} e^{-nu(s)}(1 + o(n^{\varepsilon-1/2})).$$

Theorem 3.5 is proved in Section 8.1.
**Corollary 3.6** (Typical number of steps in $\gamma$). Let $q \in \mathbb{Q}$. Let $s \in \mathbb{S}^{d-1}$ be such that NSA holds. Then, there exists $A > 0$ such that, for any $\epsilon > 0$, there exists $c > 0$ such that

$$G(0, ns) = (1 + O(e^{-cn})) \sum_{\gamma:0 \to ns, |\gamma| \leq (1+\epsilon)Aq} q(\gamma).$$

Moreover, there exists $\epsilon > 0$ and a rate function $I_s$ on $(A - \epsilon, A + \epsilon)$ with a quadratic minimum at $A$ such that, for all $\alpha \in (A - \epsilon, A + \epsilon)$,

$$\sum_{\gamma:0 \to ns, |\gamma| = \alpha n} q(\gamma) = (1 + o_n(1)) \frac{C_s(\alpha)}{\sqrt{n}} e^{-nI_s(\alpha)} G(0, ns),$$

where $C_s(\cdot)$ is a positive real analytic function on $(A - \epsilon, A + \epsilon)$.

Corollary 3.6 is proved along the lines of Theorem 5.2 in [29].

**Theorem 3.7** (Local Analyticity of $\nu$). Let $s \in \mathbb{S}^{d-1}$ be such that NSA holds. Then,

- $s \mapsto \nu(s)$ is analytic in a neighborhood of $s$;
- there exists a unique $t \in \partial \mathcal{W}_\nu$ dual to $s$;
- $\partial \mathcal{W}_\nu$ (resp. $\partial \mathcal{U}_\nu$) is analytic in a neighborhood of $t$ (resp. $s/\nu(s)$).

Theorem 3.7 is proved in Section 8.2.

**Remark 3.2.** Whenever our assumption NSA holds in every direction simultaneously, one can deduce the uniform strict convexity of $\mathcal{U}_\nu$ and $\mathcal{W}_\nu$, exactly as was done in earlier works (for instance, [11]).

### 3.3. Sketch of the proof and organization of the paper.

The proof follows the same key steps as the procedure developed in [11, 13] with the technical and conceptual refinements of [15, 40, 38]. The output of the construction is a coupling of the graphs with a directed random walk. The main novelty of the present paper is the presence of infinite-range interactions (arbitrarily long edges in the graphical representation) which complicates both the coarse-graining procedure and the study of the coarse-grained object. These complications are not only of a technical nature: the infinite-range of interactions can lead to failure of OZ decay, as was shown in [4, 3, 5].

We also tried to make this paper as self-contained and pedagogical as possible, gathering pieces scattered in many earlier papers. In particular, we aim at presenting the arguments in a way which makes the different steps of the proof as independent as possible. Our hope is that this paper might offer a reasonable introduction to this topic for interested people.

Let us now describe briefly the 5 main steps of the proof.

**Step 1: Coarse-graining of paths.** The reason the nonperturbative analysis of the paths contributing to the Green function is difficult is that, once $\beta$ is close to $\beta_c$, typical paths exhibit a very complicated structure at the lattice scale. However, once observed at a scale that is a large multiple of the correlation length, the geometry of such paths becomes once more very simple.

In order to make this precise, we make use of a coarse graining of the microscopic path $\gamma$, approximating the latter by a polygonal line defined on scale given by a (fixed) multiple $K$ of the correlation length, which we call its skeleton. This construction is described in detail in Section 4.
Step 2: Geometry of typical skeletons. The relevance of this construction can be seen from simple energy/entropy considerations. Namely, the weight of a given skeleton (that is, the total weight of the paths associated to this particular skeleton) decreases exponentially with $K$ times the number of vertices of the skeleton, while the number of skeletons with a given number of vertices only grows exponentially with $\log K$ times the number of vertices. This means that, once $K$ is chosen large enough, energy dominates entropy and we are essentially back in an effective perturbative regime, with $K$ playing the role of the perturbation parameter.

This enables one to use energy/entropy arguments in order to describe the geometry of typical skeletons. Typicality of a skeleton is conveniently quantified by its surcharge, a quantity of purely geometric nature.

This construction is detailed in Section 5 and the output is a precise geometric description of typical skeletons, showing that the latter are ballistic in a strong sense and contain only few long edges. It is this last requirement that makes the construction in the present paper substantially more complicated than in earlier works.

Step 3: Geometry of typical paths. In the next step of the analysis, we deduce from the description of typical skeletons (defined at the scale of the correlation length) the description of typical paths (defined at the scale of the lattice). Namely, using the strong ballisticity of typical skeletons, the fact that paths remain close to their skeleton and probabilistic arguments, we show that the strong ballisticity statement extends to typical paths. This is described in Section 6. The output is a decomposition of typical paths into strings of irreducible subpaths, $\gamma = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_M \circ \gamma_R$, each subpath being confined in “diamonds” (intersection of two cones), as depicted in Figure 18.

Step 4: Factorization of the weight and coupling to a directed random walk. Unfortunately, since the path-weight $q$ does not factorize in general, that is,

$$q(\gamma) \neq q(\gamma_L)q(\gamma_1)\cdots q(\gamma_M)q(\gamma_R),$$

the decomposition into irreducible pieces does not induce a renewal structure on which to build the coupling to a directed random walk. In Section 7, we explain how the introduction of additional artificial degrees of freedom and the disintegration of the weight $q(\gamma)$ with respect to the latter yield joint weights that enjoy good factorization properties. Using this, we can finally construct the desired coupling between typical paths $\gamma$ contributing to the Green function and a directed random walk on $\mathbb{Z}^d$ with nice properties (increments with exponential tails, etc.).

Step 5: Proof of the main results. Equipped with this powerful coupling, we complete the proofs of its various by-products in Section 8.

4. Coarse-graining of paths

4.1. Coarse-graining algorithm.

We now present the coarse-graining procedure which we will apply to the paths. The coarse graining depends on a scale parameter $K$. 
Algorithm 2: Skeleton algorithm; see Fig. 11

Input: a path $\gamma$ with $\gamma_0 = v_0$ and $|\gamma| = n$

Set $V = (v_0), a_0 = 0, k = 0$

while $\gamma_a \not\subseteq \Delta_K(v_k)$ do

Let $a_{k+1} = \min\{a > a_k : \gamma_a \not\subseteq \Delta_K(v_k)\}$

Set $v_{k+1} = \gamma_{a_{k+1}}$

Update $V = (v_0, \ldots, v_{k+1}), k = k + 1$

end

Output: $\text{Sk}(\gamma) = V$

---

Figure 11. The skeleton $(v_0, \ldots, v_4)$ (circled vertices) associated to the path $\gamma$. The translates of the set $\Delta_K$ used in the construction are indicated.

4.2. Energy extraction.

The key tool to study the typicality of skeletons is the following energy estimate.

Lemma 4.1 (Energy bound). Let $q \in Q$. Then, for any $K \geq 0$ and $R \geq 0$, any $x \in \mathbb{Z}^d$ with $\|x\|$ large, any admissible path $\tilde{\gamma}$ with $\tilde{\gamma}_{|\tilde{\gamma}|} = 0$, and any $K$-skeleton $V = (0 = v_0, v_1, \ldots, v_M)$ with $x \in \Delta_K(v_M)$,

$$
\sum_{\gamma : 0 \to x} q(\gamma | \tilde{\gamma}) \mathbb{I}_{\{\text{Sk}(\gamma) = V\}} \leq \prod_{(u,v) \in \text{short}(V)} e^{-\nu(v-u)(1+o_K(1))} \prod_{(u,v) \in \text{long}(V)} F(v-u),
$$

where

$$
F(y) = \min \left( \sum_{z \in \Delta_K} e^{-\nu(z)(1+o_{\|z\|}(1))} C_J y_{z-x}, e^{-\nu(y)(1+o_{\|y\|}(1))} \right).
$$

The distinction between short and long edges enables a control of the frequency of abnormally long edges and is the main additional difficulty compared to [13].

Proof. First,

$$
\sum_{\gamma : 0 \to x} q(\gamma | \tilde{\gamma}) \mathbb{I}_{\{\text{Sk}(\gamma) = V\}} \leq \sum_{\gamma : 0 \to v_M} \sum_{\gamma' : v_M \to x} q(\gamma' | \tilde{\gamma} \circ \gamma) q(\gamma | \tilde{\gamma}) \mathbb{I}_{\{\text{Sk}(\gamma \circ \gamma') = V\}}
\leq e^{-\nu(x-v_M)(1+o_{\|x-v_M\|}(1))} \sum_{\gamma : 0 \to v_M} q(\gamma) \mathbb{I}_{\{\text{Sk}(\gamma) = V\}},
$$

where we used properties $\textbf{P2}$ and $\textbf{P1}$. Let $V_k = (v_0, \ldots, v_k)$. We can now proceed inductively:

$$
\sum_{\gamma : 0 \to v_k} q(\gamma | \tilde{\gamma}) \mathbb{I}_{\{\text{Sk}(\gamma) = V_k\}} \leq \sum_{\gamma : 0 \to v_{k-1}} q(\gamma | \tilde{\gamma}) \sum_{\gamma' : v_{k-1} \to v_k} q(\gamma' | \tilde{\gamma} \circ \gamma) \mathbb{I}_{\{\text{Sk}(\gamma \circ \gamma') = V_k\}}.
$$
To get the small steps part of the bound, we can simply use properties \( P2 \) and \( P1 \), as well as \( \mathbf{1}_{\{\text{Sk}(\gamma \circ \gamma') = v_k\}} \) to bound the above by

\[
e^{-\nu(v_k - v_{k-1}) (1 + o_{v_k - v_{k-1}}^{\{1\}})} \sum_{\gamma: 0 \to v_{k-1}} q(\gamma | \tilde{\gamma}) \mathbf{1}_{\{\text{Sk}(\gamma) = v_{k-1}\}},
\]

which implies the desired result as \( v_k \notin \Delta_K(v_{k-1}) \) implies \( \nu(v_k - v_{k-1}) \geq K \).

To improve the bound in the case of long steps, we use (2) and the observation that, whenever \( (v_{k-1}, v_k) \in \text{long}(V) \), the last step of \( \gamma' \) must be of the form \( \{z, v_k\} \) with \( z \notin \Delta_K(v_{k-1}) \) and \( v_k \notin \Delta_K(v_{k-1}) \). Summing over the possible values of \( x \), we obtain

\[
\sum_{\gamma: v_{k-1} \to v_k} q(\gamma' | \tilde{\gamma} \circ \gamma) \mathbf{1}_{\{\text{Sk}(\gamma \circ \gamma') = v_k\}} \\
\leq \mathbf{1}_{\{\text{Sk}(\gamma) = v_{k-1}\}} \sum_{z \in \Delta_K(v_{k-1})} \sum_{\gamma': v_{k-1} \to z} q(\gamma' | \tilde{\gamma} \circ \gamma) q((z, v_k) | \tilde{\gamma} \circ \gamma) \\
\leq \mathbf{1}_{\{\text{Sk}(\gamma) = v_{k-1}\}} \sum_{z \in \Delta_K(v_{k-1})} e^{-\nu(z - v_{k-1}) (1 + o_{z - v_{k-1}}^{\{1\}})} C J_{v_k - z},
\]

where we used properties \( P2, P1 \) and \( P4 \). \( \square \)

5. Skeleton analysis

We now study “typical” skeletons produced by the coarse-graining procedure. The idea is to compare the weight of certain sets of skeletons to the a priori energy cost \( e^{-\nu(ns)} \) of having a path from 0 to \( ns \), in order to show that with high probability these skeletons do not occur as output of the coarse-graining procedure. In order to make this section functionally independent from the rest, we shall introduce the notion of skeleton measure.

**Definition 5.1 (Skeleton measures).** A \( K \)-skeleton measure is a weight function

\[
Q_K : \bigcup_{x \in \mathbb{Z}^d} S(x) \to \mathbb{R}_{\geq 0}.
\]

We will say that the family \( (Q_K)_{K \geq 0} \) satisfies a \( K \)-energy bound if there exists \( C < \infty \) (independent of \( K \)) such that, for any \( R \geq 0 \) and any \( K \)-skeleton \( V = (v_0, v_1, \ldots, v_M) \),

\[
Q_K(V) \leq \prod_{(u,v) \in \text{short}(V)} e^{-\nu(v - u)(1 + o_{v - u}^{\{1\}})} \prod_{(u,v) \in \text{long}(V)} F(v - u),
\]

where

\[
F(y) = \min\left(e^{-\nu(y)(1 + o_{|y|}^{\{1\}})}, \sum_{x \in \Delta_K} e^{-\nu(x)(1 + o_{|x|}^{\{1\}})} C J_{y - x}\right).
\]

The \( R \)-dependence is in the definition of \( \text{short}(V) \) and \( \text{long}(V) \).

The parameter \( R \) serves as a cut-off for the interaction: for a given \( R \), small steps behave in the same way as for models with range \( R \).

In the sequel, we are going to show that various families of skeletons are atypical, by establishing bounds of the type

\[
e^{\alpha x} \sum_{V \in \mathcal{S}(0)} Q_K(V) \mathbf{1}_{\{V \in V\}} \leq e^{-a \nu(x)},
\]

where \( V \) is a collection of skeletons associated to paths \( \gamma : 0 \to x \) (in particular, \( v_M \in \Delta_K(x) \)), \( t \) belongs to a nice subset of \( \partial W_{\nu} \) and \( \alpha > 0 \). Such a bound indeed proves
that paths associated to skeletons in $\mathcal{V}$ yield an exponentially negligible contribution to $G(0, x)$, since, taking $t$ dual to $x$ and using the a priori bound $G(0, x) \geq e^{-(1-o(\|x\|^{1/4}))}\nu(x)$, it implies that

$$\sum_{\gamma: \Gamma_{0+\gamma} \in \mathcal{V}} q(\gamma) \leq e^{-\nu(x)} e^{tx} \sum_{V \in \mathcal{S}(0)} Q_K(V) \mathbb{I}_{\{V \in \mathcal{V}\}} \leq e^{-av(x)-\nu(x)} \leq e^{-\nu(x)} G(0, x),$$

when $\|x\|$ is large enough.

The goal of this section is the proof of the following result.

**Theorem 5.1** (Typical skeletons have many cone-points). Let $Q_K$ be a family of skeleton measures satisfying the energy bound (3). Let $U \subset \mathcal{T}$ be nice. Then, for any $\delta > 0, \epsilon > 0, p \in (0, 1)$, there exist $K_0 \geq 0$ and $a > 0$ such that, for any $t \in U$, $K \geq K_0$, $x \in \mathbb{Z}^d$ with $\|x\|$ large enough,

$$e^{tx} \sum_{V \in \mathcal{S}(0)} Q_K(V) \mathbb{I}_{\{v_M \in \Delta_K(x)\}} \mathbb{I}_{\{\text{Cpts}_{t, \delta}(V) \cap \text{slab}_{\|x\|}(x) \leq \rho(x)/K\}} \leq e^{-av(x)},$$

where $V = (v_0 = 0, v_1, \ldots, v_M)$.

We shall also need a corollary of the analysis (which is a corollary of Theorem 5.1 in the finite-range case, but requires additional care in the present setup).

**Theorem 5.2** (Cone-points are well distributed). Let $Q_K$ be a family of skeleton measures satisfying the energy bound (3). Let $U \subset \mathcal{T}$ be nice. Then, for any $\delta > 0, \epsilon > 0, l > 1$, there exist $K_0 \geq 0$ and $a > 0$ such that, for any $t \in U$, $K \geq K_0$, $x \in \mathbb{Z}^d$ with $\|x\|$ large enough,

$$e^{tx} \sum_{V \in \mathcal{S}(0)} Q_K(V) \mathbb{I}_{\{v_M \in \Delta_K(x)\}} \mathbb{I}_{\left\{\sum_{k=1}^{\nu(x)/\nu(x) - 1} \mathbb{1}_{\{\text{Cpts}_{t, \delta}(V) \cap \text{slab}_{\|x\|}(x) \leq (1-\epsilon)\nu(x)/K\}} \leq e^{-av(x)}/K\right\}} \leq e^{-av(x)},$$

where $V = (v_0 = 0, \ldots, v_M)$, $H_k = \text{slab}_{(k-1)\|x\|_{r_\nu}, K, klr, K, \hat{x}}$ and $r_\nu = r_\nu(\nu)$ is the extremal radius of $\nu$.

**Remark 5.1.** By translation invariance, the same results hold when $v_0$ is taken arbitrary and $x$ is replaced with $x - v_0$.

### 5.1. Entropy of skeletons.

The main feature of skeletons satisfying an energy bound is that their entropy is almost trivial and their large-scale geometry is therefore governed by their energy.

**Lemma 5.3** (Entropy bound). Let $K, R \geq 0$. Let $M \geq 1$, $I \subset \{1, \ldots, M\}$ and $r_i \in \mathbb{Z}_{>0}$, $i \in I$. Then,

$$|S_{M, I, (r_i)_{i \in I}}| \leq (cR(K + R)^{d-1})^{M-|I|} \prod_{i \in I} e(K + R + r_i)^{d-1},$$

where $c$ depends on $d$ and $\nu$ only.

**Proof.** The bound is an easy consequence of the following observations. First, if $(v_k, v_{k+1})$ is a short step, then $v_{k+1} \in \Delta_{K+R}(v_k)$ and the cardinality of the latter set is bounded above by $cR(R + K)^{d-1}$. Second, if $(v_k, v_{k+1})$ is a long step with $v_{k+1} \in \Delta_{K+R+r}(v_k)$ \ $\Delta_{K+R+r-1}(v_k)$, the number of possibilities for $v_{k+1}$ given $v_k$ is bounded by $c(K + R + r)^{d-1}$. \qed
5.2. **Surcharge function.**

A key object in the study of skeletons is the surcharge function. Informally, it quantifies how far a path is from being a minimal path for $\nu$.

**Definition 5.2 (Surcharge function).** Let $\rho$ be a norm on $\mathbb{R}^d$. Let $t \in \partial \mathcal{W}_\rho$. The surcharge function is the function on $\mathbb{R}^d$ defined by

$$s_{\rho,t}(z) = \rho(z) - t \cdot z.$$  \hspace{1cm} (5)

When omitted from the notation, $\rho$ is set to be $\nu$. Note that $s_{\rho,t}$ inherits the triangular inequality from $\rho$.

From the definition of $\mathcal{W}_\rho$, one immediately deduces that $s_{\rho,t} \geq 0$. We will regularly use the observation that, by definition of the cones, $s_t(z) \geq \delta \nu(z)$ for any $z \notin \mathcal{Y}^{\bullet}$. **Definition 5.3 (Surcharge of a skeleton).** The surcharge of a skeleton $V = (v_0, \ldots, v_M)$ is defined by

$$s_t(V) = \sum_{k=1}^M s_t(v_k - v_{k-1}).$$

A simple observation is that, for any $t \in \partial \mathcal{W}_\nu$ and any $y_1, \ldots, y_m \in \mathbb{Z}^d$,

$$\sum_{k=1}^m s_t(y_k) \geq \sum_{k=1}^m \nu(y_k) - \nu \left( \sum_{k=1}^m y_k \right).$$ \hspace{1cm} (6)

Another observation we will often use is that

$$e^{t \sum_{k=1}^m y_k} \prod_{i=1}^m e^{-\nu(y_i - y_{i-1})} = \prod_{i=1}^m e^{-s_t(y_i - y_{i-1})}$$ \hspace{1cm} (7)

by the linearity of the dot product.

5.3. **Skeletons do not contain too many vertices.**

Before turning to the finer skeleton analysis, let us make a first simple observation (which will be used throughout the remainder of the proof).

**Lemma 5.4.** There exists $K_0 \geq 0$ such that, for any $a \geq 0, K \geq K_0$ and $n$ large enough,

$$\sum_{V \in \mathcal{S}} Q_K(V) \mathbb{1}_{|V| \geq an/K} \leq e^{-a(1 + o_K(1))n}.$$ 

**Proof.** We will use the energy bound (3) and the entropy bound (4) with $R = 0$ (that is, every step is now a long step). The latter imply

$$\sum_{V \in \mathcal{S}} Q_K(V) \mathbb{1}_{|V| \geq an/K} \leq \sum_{M \geq an/K} \sum_{r_i \geq 1, i \in \{1, \ldots, M\}} |\mathcal{S}_{M,\{1, \ldots, M\},(r_i)_{i=1}^M}| e^{-\sum_{i=1}^M (K + r_i)(1 + o_{K + r_i}(1))}$$

$$\leq \sum_{M \geq an/K} \left( \sum_{r=1}^\infty c(K + r)^{d-1} e^{-(K+r)(1+o_{K+r}(1))} \right)^M$$

$$\leq \sum_{M \geq an/K} e^{-MK(1+o_K(1))} \leq e^{-a(1+o_K(1))n}. \square$$
5.4. Skeletons have small surcharge.

The first key property of skeleton measures satisfying an energy bound is that their surcharge is controlled. In the finite-range case, the combination of this control with a deterministic result on skeletons which says that skeletons containing only small steps with few cone-points have large surcharge is at the heart of the analysis in [13]. In the present study, we have to add to this control of the surcharge a control over the global contribution of long edges.

Lemma 5.5. For any \( \epsilon > 0 \), there exists \( K_0 \geq 0 \) such that, for any \( K \geq K_0 \), \( t \in \partial W_\nu \) and \( x \in \mathbb{Z}^d \) with \( \|x\| \) large enough,

\[
e^{-t \cdot x} \sum_{V \in S} Q_K(V) \mathbb{I}_{\{s_t(V) \geq \epsilon \nu(x)\}} \mathbb{I}_{\{x \in \Delta_K(v_M)\}} \leq e^{-\epsilon \nu(x)/2}.
\]

Proof. We use the energy bound (3) and the entropy bound (4) with \( R = 0 \) to conclude that, for any \( 0 < a < 1 \),

\[
e^{-t \cdot x} \sum_{V \in S} Q_K(V) \mathbb{I}_{\{s_t(V) \geq \epsilon \nu(x)\}} \mathbb{I}_{\{x \in \Delta_K(v_M)\}}
\]

\[
\leq e^K \sum_{V \in S} e^{-s_t(V)} \prod_{k=1}^{M} e^{o_K(1)\nu(v_k-v_{k-1})} \mathbb{I}_{\{s_t(V) \geq \epsilon \nu(x)\}} \mathbb{I}_{\{x \in \Delta_K(v_M)\}}
\]

\[
\leq e^K e^{-(1-a)\nu(x)} \sum_{M \geq 1} \sum_{y_1, \ldots, y_M \in \Delta_K} \prod_{k=1}^{M} e^{o_K(1)\nu(y_k) - a \cdot s_t(y_k)}
\]

\[
\leq e^{(a+1)K} e^{-(1-a)\nu(x)} \sum_{M \geq 1} \sum_{y_1, \ldots, y_M \in \Delta_K} \exp\left(-\left(a + o_K(1)\right) \sum_{k=1}^{M} \nu(y_k) + a \nu \left(\sum_{k=1}^{M} y_k\right)\right)
\]

\[
\leq e^{(a+1)K} e^{-(1-a)\nu(x)} \sum_{M \geq 1} \sum_{y_1, \ldots, y_M \in \Delta_K} \exp\left(-\left(a + o_K(1)\right) \sum_{k=1}^{M} \nu(y_k)\right),
\]

where in the first line we used \( e^{t \cdot (x-v_M)} \leq e^K \) (since \( x \in \Delta_K(v_M) \)) and (7) and we used (6) in the fourth line. Choosing \( a = \frac{\epsilon}{3+3\epsilon} \) and \( K_0(\epsilon) \) large enough gives the desired claim, since

\[
\sum_{y \notin \Delta_K} e^{-\epsilon(1-a)\nu(y)} \leq \sum_{y \notin \Delta_K} e^{-\epsilon\nu(y)/(4+4\epsilon)} \leq e^{-\epsilon \nu(x)},
\]

provided \( K \) is large enough. \( \square \)

5.5. Skeletons do not contain many long edges.

Up to now, the analysis was almost the same as in [13]. But we only proved facts which are compatible with the “one-jump” scenario of the regime where the massgap assumption fails, as mentioned in the introduction. Our assumption NSA becomes crucial here to ensure that a typical skeleton does not possess a giant edge (or several long edges, see (8) below). Without NSA, our analysis does not exclude the possibility of a typical skeleton containing one (or several) giant edges in a direction where saturation occurs (for example, in the direction \( s' \) in Fig. 9). We turn to the main novelty of the skeleton analysis.
For \( y \notin \Delta_K \), define
\[
  r(y) = \min\{ r \in \mathbb{Z}_{>0} : y \in \Delta_{K+r} \setminus \Delta_{K+r-1} \},
\]
\[
  r(V) = \sum_{k=1}^{M} r(v_k - v_{k-1}).
\]

**Lemma 5.6.** For any nice \( U \subset \mathcal{T} \) and \( \epsilon > 0 \), there exist \( a > 0 \) and \( K_0 \geq 0 \) such that, for any \( K \geq K_0 \), \( t \in U \) and \( x \in \mathbb{Z}^d \) with \( \|x\| \) large enough,
\[
  e^{t \cdot x} \sum_{V \in S} Q_K(V) \mathbb{I}_{\{r(V) \geq \epsilon \nu(x)\}} \mathbb{I}_{\{v_M \in \Delta_K(x)\}} \leq e^{-a \nu(x)}.
\]

**Proof.** Fix \( \epsilon > 0 \). We use \( R = \epsilon K/6 \). We will treat separately the contribution to \( r(V) \) of small steps and of large steps. Let us introduce
\[
  r_-(V) = \sum_{(u,v) \in \text{short}(V)} r(v - u), \quad r_+(V) = \sum_{(u,v) \in \text{long}(V)} r(v - u).
\]
As \( r(V) = r_-(V) + r_+(V), r(V) \geq \epsilon \nu(x) \) implies that \( r_+(V) \geq \epsilon \nu(x)/2 \) for at least one of \( * \in \{-, +\} \). Moreover, we have
\[
  r_-(V) \leq \frac{\epsilon}{6} K |\text{short}(V)| \leq \frac{\epsilon}{6} K |V|.
\]
Therefore, from our control on \( |V| \) (Lemma 5.4), for any \( t \in \partial \mathcal{W}_\nu \) and \( x \in \mathbb{Z}^d \) with \( \|x\| \) large,
\[
  e^{t \cdot x} \sum_{V \in S} Q_K(V) \mathbb{I}_{\{r_-(V) \geq \epsilon \nu(x)/2\}} \leq e^{\nu(x)} \sum_{V \in S} Q_K(V) \mathbb{I}_{\{|V| \leq 3 \epsilon \nu(x)/K\}} \leq e^{-\nu(x)},
\]
once \( K \geq K_0 \) for some \( K_0 \) large enough.

We now turn to the case where the contribution comes from \( r_+ \). Again from our control on \( |V| \), we can suppose \( |V| \leq 2 \nu(x)/K \) up to an error \( e^{-\nu(x)/2} \). We will use an improved bound on \( F \): we claim that, for any \( t \in U, K \geq K_0(\epsilon, U) \) and \( y \notin \Delta_{(1+\epsilon/6)K} \), one has the bound,
\[
  e^{t \cdot y} F(y) \leq e^{-m \nu(y)/2} e^{-m \epsilon K/18}, \tag{8}
\]
where \( m = m(U) \) is the mass gap given by Lemma 3.3. Indeed, using the definition of \( F \) (see below (3)),
\[
  e^{t \cdot y} F(y) \leq \sum_{x \in \Delta_K} e^{-s_t(x) + o(\nu(x))} CJ_{y-x} e^{t \cdot (y-x)}
\]
\[
  \leq C \sum_{x \in \Delta_K} e^{-s_t(x) + o(\nu(x))} e^{-m \nu(y-x)}
\]
\[
  \leq C e^{o(K)} e^{-m \epsilon K/12} e^{-m \nu(y)/2} \leq e^{-m \epsilon K/18} e^{-m \nu(y)/2},
\]
where we used Lemma 3.3 in the second line and \( s_t \geq 0, y \notin \Delta_{(1+\epsilon/6)K} \) (recall \( R = \epsilon K/6 \)) and \( K \geq K_0 \) in the third. Equipped with the bound on \( F \) and using the energy
bound (3), one obtains
\[
\nu(x) \sum_{V \in \mathcal{S}} Q_K(V)e^{t \cdot x} \mathbb{I}_{\{ |V| \leq 2 \nu(x)/K \}} \mathbb{I}_{\{ |r_+(V)| \geq \nu(x)/2 \}} \mathbb{I}_{\{ v_M \in \Delta_K(x) \}}
\]
\[
\leq \sum_{M=1}^{2\nu(x)/K} \sum_{I \subset \{1, \ldots, M \}} \sum_{y_i \notin I} \prod_{i \notin I} e^{-2s(y_i) + o(K)} \prod_{i \in I} e^{t \cdot z_i} F(z_i) \mathbb{I}_{\{ \sum_{i \in I} t(z_i) \geq \nu(x)/2 \}}
\]
\[
\leq \sum_{M=1}^{2\nu(x)/K} \sum_{I \subset \{1, \ldots, M \}} \sum_{y_i \notin I} \prod_{i \notin I} e^{-2s(y_i) + o(K)} \prod_{i \in I} e^{-meK/18 - mr(z_i)/2} \mathbb{I}_{\{ \sum_{i \in I} r(z_i) \geq \nu(x)/2 \}}
\]
\[
\leq e^{-me\nu(x)/8} \sum_{M=1}^{2\nu(x)/K} \sum_{I \subset \{1, \ldots, M \}} \mathbb{1}_{\{ 1 \leq |I| \leq 2 \nu(x)/9 \}} \mathbb{I}_{\{ v_M \in \Delta_K(x) \}} \leq e^{-a \nu(x)}.
\]

where the sums are over \( y_i \in \Delta_{K+R} \setminus \Delta_K \) and \( z_i \in \mathbb{Z}^d \setminus \Delta_{K+R} \), we used (7) in the second line and we used (8) in the third line and \( \sum_{i \in I} t(z_i) \geq \nu(x)/2 \) in the fourth line. Taking \( K_0(\epsilon, m) \) large enough implies the desired claim with \( a = \min(1/2, me/9) \).

From Lemma 5.6, one can deduce a converse to Lemma 5.4: a lower bound on the “typical” value of \(|V|\).

**Lemma 5.7.** For any nice \( U \subset \mathcal{T} \) and \( 1 > \epsilon > 0 \), there exist \( a > 0 \) and \( K_0 \geq 0 \) such that, for any \( K \geq K_0, t \in U \) and \( x \in \mathbb{Z}^d \) with \( \|x\| \) large enough,
\[
\nu(x) \sum_{V \in \mathcal{S}} Q_K(V)e^{t \cdot x} \mathbb{I}_{\{ |V| \leq (1-\epsilon)\nu(x)/K \}} \mathbb{I}_{\{ v_M \in \Delta_K(x) \}} \leq e^{-a \nu(x)}.
\]

**Proof.** For any skeleton \( V = (0, \ldots, v_M) \) with \( v_M \in \Delta_K(x) \), one has
\[
MK + \sum_{k=1}^M r(v_k - v_{k-1}) \geq \nu(x) - K.
\]
So, if \( M < (1 - \epsilon)\nu(x)/K, r(V) \geq \epsilon \nu(x) - K. \)

5.6. **Skeletons contain many cone-points.**

We can now turn to the proof of Theorem 5.1. As in [13], the idea is to prove a deterministic statement about skeletons. Namely, that if a skeleton \( V \) has few cone-points, then it must have either a large surcharge or small size \(|V|\).

Let \( \delta > 0 \) and \( t \in \partial \mathcal{W}_\nu \). We say that \( v_k \in V \) is \((t, \delta)\)-forward-bad if there is \( v_l \in V \) with \( l > k \) and \( v_l \notin \mathcal{Y}_{t,\delta}(v_k) \). Similarly, \( v_k \) is \((t, \delta)\)-backward-bad if there is \( v_l \in V \) with \( l < k \) and \( v_l \notin \mathcal{Y}_{t,\delta}(v_k) \). Define
\[
\text{Bad}^\bullet_{t,\delta}(V) = \{ k \in \{0, 1, \ldots, M \} : v_k \text{ is } (t, \delta)\text{-forward-bad} \},
\]
\[
\text{Bad}^\bullet_{t,\delta}(V) = \{ k \in \{0, 1, \ldots, M \} : v_k \text{ is } (t, \delta)\text{-backward-bad} \}.
\]
For \( v_k \in V \), one has \( v_k \notin \text{CPts}_{t,\delta}(V) \) if and only if \( k \in \text{Bad}^\bullet_{t,\delta}(V) \cup \text{Bad}^\bullet_{t,\delta}(V) = \text{Bad}^\bullet_{t,\delta}(V) \).

**Lemma 5.8.** Let \( 1/2 > \delta > 0, \epsilon \in (0, 1) \) and \( t \in \partial \mathcal{W}_\nu \). Let \( K \geq 0 \). Let \( x \in \mathcal{Y}_{t,\delta} \) with \( \|x\| \) large. Let \( V = (v_0, v_1, \ldots, v_M) \) be a \( K \)-skeleton with \( v_M \in \Delta_K(x) \). Then, if \( |\text{CPts}_{t,\delta}(V)| \leq (1 - \epsilon)\nu(x)/K \), at least one of the following holds:
By construction, one has the inclusion
\[ s_t(V) \geq \frac{\delta}{32} \nu(x). \]

**Proof.** We first extract the “bad excursions” from a skeleton \( V \) containing bad points. For a skeleton \( V = (v_0, \ldots, v_M) \), the sequence \((i_1^*, j_1^*), \ldots, (i_m^*, j_m^*)\) is constructed using the following algorithm.

**Algorithm 3:** Forward bad extraction algorithm; see Fig. 12

**Input:** a skeleton \( V = (v_0, \ldots, v_M) \)
Set \( k = 1 \);
Define \( i_1^* = \min \{ i \geq 0 : i \in \text{Bad}_{t,\delta}^\ast(V) \} \);
Define \( j_1^* = \min \{ j > i_1^* : v_j \notin \mathcal{Y}_{t,\delta}^\ast(v_{i_1^*}) \} \);
while \( \exists i \geq j_k^* \) such that \( i \in \text{Bad}_{t,\delta}^\ast(V) \) do
\begin{itemize}
  \item Update \( k \leftarrow k + 1 \);
  \item Define \( i_k^* = \min \{ i \geq j_{k-1}^* : i \in \text{Bad}_{t,\delta}^\ast(V) \} \);
  \item Define \( j_k^* = \min \{ j > i_k^* : v_j \notin \mathcal{Y}_{t,\delta}^\ast(v_{i_k^*}) \} \);
\end{itemize}
end

**Output:** the sequence \((i_1^*, j_1^*), \ldots, (i_m^*, j_m^*)\)

![Figure 12](image)

Figure 12. The forward-bad vertices of the skeleton are indicated by circled vertices. Two particularly relevant translates of the forward cone \( \mathcal{Y}_{t,\delta}^\ast \) are also shown.

Similarly, the sequence \(((i_1^*, j_1^*), \ldots, (i_m', j_m'))\) is constructed using the following algorithm.

**Algorithm 4:** Backward bad extraction algorithm

**Input:** a skeleton \( V = (v_0, \ldots, v_M) \)
Set \( k = 1 \);
Define \( i_1^* = \max \{ i \geq 0 : i \in \text{Bad}_{t,\delta}^\ast(V) \} \);
Define \( j_1^* = \max \{ 0 \leq j < i_1^* : v_j \notin \mathcal{Y}_{t,\delta}^\ast(v_{i_1^*}) \} \);
while \( \exists 0 \leq i \leq j_k^* \) such that \( i \in \text{Bad}_{t,\delta}^\ast(V) \) do
\begin{itemize}
  \item Update \( k \leftarrow k + 1 \);
  \item Define \( i_k^* = \max \{ i \leq j_{k-1}^* : i \in \text{Bad}_{t,\delta}^\ast(V) \} \);
  \item Define \( j_k^* = \max \{ j < i_k^* : v_j \notin \mathcal{Y}_{t,\delta}^\ast(v_{i_k^*}) \} \);
\end{itemize}
end

**Output:** the sequence \(((i_1^*, j_1^*), \ldots, (i_m', j_m'))\)

Note that the sequence \((i_1^*, j_1^*), \ldots, (i_m', j_m')\) is non-decreasing while the sequence \((i_1^*, j_1^*, \ldots, i_m', j_m')\) is non-increasing. We will write \( \mathcal{M}^\ast = \bigcup_{k=1}^m \{ i_k^*, i_k^* + 1, \ldots, j_k^* \} \) and \( \mathcal{M}^\bullet = \bigcup_{k=1}^m \{ i_k^*, i_k^* - 1, \ldots, j_k^* \} \) and call \( \mathcal{M} = \mathcal{M}^\ast \cup \mathcal{M}^\bullet \) the set of marked points. By construction, one has the inclusion \( \text{Bad}_{t,\delta} \subset \mathcal{M} \).
Claim 1. Let $a \geq 0$. Suppose $|\mathcal{M}| \geq a \nu(x)/K$. Then, $s_t(V) \geq \frac{\delta a}{32} \nu(x)$.

Let us first use Claim 1 to conclude the proof of Lemma 5.8. On the one hand, if $|V| \geq (1 - \frac{2}{3}) \nu(x)/K$ and $|\mathcal{M}| \leq \frac{\delta}{2} \nu(x)/K$, then $|\text{CPts}_{\nu}(V)| = |V| - |\text{Bad}_{\nu}(V)| \geq |V| - |\mathcal{M}| \geq (1 - \epsilon) \nu(x)/K$.

On the other hand, if $|\mathcal{M}| > \frac{\delta}{2} \nu(x)/K$, then $s_t(V) \geq \frac{\delta a}{32} \nu(x)$ by Claim 1.

Proof of Claim 1. We conduct the proof with $\mathcal{M}^\bullet$ replacing $\mathcal{M}$. The same proof applies for $\mathcal{M}^\bullet$ and the claim for $\mathcal{M}$ follows from the combination of the two. Let $a \geq 0$ and suppose $|\mathcal{M}^\bullet| \geq a \nu(x)/2K$. We then claim that, for every $k = 1, \ldots, m$,

$$\sum_{i=1}^{j_k^\bullet - 1} s_t(v_{i+1} - v_i) \geq \frac{\delta}{8} K(j_k^\bullet - i_k^\bullet). \quad (9)$$

Let us first observe that (9) implies the claim:

$$s_t(V) \geq \sum_{k=1}^{m} \sum_{i=i_k^\bullet}^{j_k^\bullet - 1} s_t(v_{i+1} - v_i) \geq \frac{\delta}{8} K \sum_{k=1}^{m} (j_k^\bullet - i_k^\bullet) \geq \frac{\delta a}{16} K |\mathcal{M}^\bullet| \geq \frac{\delta a}{32} \nu(x).$$

Let us now prove (9) (see Fig. 13). Consider first the case $t \cdot (v_{j_k^\bullet} - v_{i_k^\bullet}) \geq \frac{K}{8} (j_k^\bullet - i_k^\bullet)$. Then,

$$\sum_{i=i_k^\bullet}^{j_k^\bullet - 1} s_t(v_{i+1} - v_i) \geq s_t(v_{j_k^\bullet} - v_{i_k^\bullet}) \geq 8 \delta v_{j_k^\bullet} - v_{i_k^\bullet}) \geq \frac{\delta}{8} K(j_k^\bullet - i_k^\bullet),$$

where the first inequality follows from the triangular inequality, the second one from $v_{j_k^\bullet} \notin \mathcal{J}^\nu_{t,i_k^\bullet}(v_{i_k^\bullet})$, the third one from the definition of $\mathcal{W}_\nu$, and the last one from our initial assumption.

Let us now turn to the case $t \cdot (v_{j_k^\bullet} - v_{i_k^\bullet}) \leq \frac{K}{8} (j_k^\bullet - i_k^\bullet)$. Let us write $y_i = v_{i+1} - v_i$. Clearly,

$$\sum_{i=i_k^\bullet}^{j_k^\bullet - 1} s_t(v_{i+1} - v_i) = \sum_{i=i_k^\bullet}^{j_k^\bullet - 1} s_t(y_i)$$

is invariant under permutations of the $y_i$s. Up to a re-ordering and a re-labeling, we can therefore assume that the sequence is $(y_1, \ldots, y_l, y_{l+1}, \ldots, y_{l+l_2})$ with $l + l_2 = j_k^\bullet - i_k^\bullet$. 
Define \( y_{1}, \ldots, y_{l} \in \mathcal{Y}_{t,\delta}^{\mathcal{C}^{\bullet}} \) and \( y_{l+1}, \ldots, y_{l+2} \notin \mathcal{Y}_{t,\delta}^{\mathcal{C}^{\bullet}} \). Consider first the case \( l_{1} < l_{2} \). In that case, there are \( l_{2} \geq \frac{j_{k}^{\bullet} - i_{k}^{\bullet}}{2} \) increments not in \( \mathcal{Y}_{t,\delta}^{\mathcal{C}^{\bullet}} \). Their contribution to the sum is then at least \( \sum_{i=1}^{l_{2}} \delta_{\nu}(y_{i+1}) \geq \frac{\delta_{K}}{2}(j_{k}^{\bullet} - i_{k}^{\bullet}) \). Finally, consider \( l_{1} \geq l_{2} \). Set \( z_{1} = \sum_{i=1}^{l_{1}} y_{i} \) and \( z_{2} = \sum_{i=l_{1}+1}^{l_{2}+l_{2}} y_{i} \). Then, by definition of \( \mathcal{Y}_{t,\delta}^{\mathcal{C}^{\bullet}} \) and the condition \( \delta < \frac{1}{2} \),

\[
 t \cdot z_{1} \geq \sum_{i=1}^{l_{1}} (1 - \delta) \nu(y_{i}) \geq \frac{1}{2} K l_{1}.
\]

In particular,

\[
 -t \cdot z_{2} = t \cdot z_{1} - t \cdot (z_{1} + z_{2}) \geq \frac{1}{2} K l_{1} - \frac{K}{8} (l_{1} + l_{2}) \geq \frac{K}{8} (j_{k}^{\bullet} - i_{k}^{\bullet}),
\]

where we have used our initial assumption \( t \cdot (z_{1} + z_{2}) = t \cdot (v_{j_{k}^{\bullet}} - v_{i_{k}^{\bullet}}) < \frac{K}{8} (j_{k}^{\bullet} - i_{k}^{\bullet}) \) and \( l_{1} \geq l_{2} \). So, using the triangular inequality and \( s_{t} \geq 0 \),

\[
 \sum_{i=1}^{j_{k}^{\bullet} - 1} s_{t}(y_{i}) \geq s_{t}(z_{1}) + s_{t}(z_{2}) \geq s_{t}(z_{2}) \geq -t \cdot z_{2} \geq \frac{K}{8} (j_{k}^{\bullet} - i_{k}^{\bullet}).
\]

5.7. Proof of the main Theorems.

We conclude by deducing Theorems 5.1 and 5.2.

Proof of Theorem 5.1. Note that \( \text{CPts}_{t,\delta}(V) \) is non-decreasing in \( \delta \). Lemma 5.8 together with the estimates on \( |V| \) (Lemma 5.7) and on the surcharge (Lemma 5.5) thus yield the desired claim. \( \square \)

Proof of Theorem 5.2. Fix \( U, \delta, \epsilon, l \) as in the statement of Theorem 5.2. Let \( K \geq 0 \) and

\[
 H_{k} = \text{slab}(k-1)l_{r,K,klr,K}(\tilde{x}).
\]

Define

\[
 A_{1} = \{1 \leq k \leq \nu(x)/l_{r,K} : V \cap H_{k} \neq \emptyset\},
\]

\[
 A_{2} = \{1 \leq k \leq \nu(x)/l_{r,K} : \text{CPts}_{t,\delta}(V) \cap H_{k} \neq \emptyset\}.
\]

Now, we claim that the occurrence of \( |A_{2}| \leq (1 - \epsilon)\nu(x)/l_{r,K} \) implies that at least one of the following statements is true:

- \(|A_{1}| \leq (1 - \frac{\epsilon}{2})\nu(x)/l_{r,K} \),
- \(|V| \geq (1 + \frac{\epsilon}{4l_{r}})\nu(x)/K \),
- \(|\text{CPts}_{t,\delta}(V)| \leq (1 - \frac{\epsilon}{4l_{r}})\nu(x)/K \).

Indeed, suppose that the first two points do not hold. Then

\[
 |\text{CPts}_{t,\delta}(V)| \leq |V| - |A_{1} \setminus A_{2}|
\]

\[
 \leq (1 + \frac{\epsilon}{4l_{r}})\nu(x)/K - (1 - \frac{\epsilon}{2})\nu(x)/l_{r,K} + (1 - \epsilon)\nu(x)/l_{r,K}
\]

\[
 = (1 - \frac{\epsilon}{4l_{r}})\nu(x)/K.
\]

To conclude the proof, we bound the probability of the statement in the second bullet using Lemma 5.4 and the probability of the statement in the third bullet using Theorem 5.1.
To bound the probability of the first statement, observe that all slabs $H_k$ containing no vertices of $V$ must be crossed by at least one edge of the skeleton. Of course, several consecutive such slabs can be crossed simultaneously by a single sufficiently long edge, but in any case, one must have a contribution to $r(V)$ of at least $(l-1)r_{\nu}K$ for each $k$ such that $V \cap H_k = \emptyset$. So, $|A_1| \leq (1 - 2^{-l})\nu(x)/lr_{\nu}K$ implies $r(V) \geq \epsilon \frac{(l-1)}{2^l} \nu(x)$.

An application of Lemma 5.6 thus finishes the proof. \hfill \Box

6. Path analysis

6.1. Density of cone-points.

Our first goal is to use our control on typical skeletons to deduce a similar one on paths. Namely, this subsection is devoted to the proof of the following result.

**Theorem 6.1** (Typical paths contain many cone-points). Let $s_0 \in \mathbb{S}^{d-1}$ be such that NSA holds. Let $t_0$ be $\nu$-dual to $s_0$. Then, there exists $\epsilon_0 > 0$ such that

- $W_0 = \bigcup_{t \in t_0} T_s$ is a nice set, where $U_0 = \mathbb{S}^{d-1} \cap \mathbb{B}_\epsilon(s_0)$;
- there exist $a > 0, \delta_0 < 1, n_0 \geq 0, p > 0$ such that, for any $t \in W_0$, $x \in \mathcal{Y}_{t_0, s_0}$ with $\|x\| \geq n_0$ and $\tilde{\gamma}$ with $\tilde{\gamma}_{|s|} = 0$,
  \[ e^{t_{x}} \sum_{\gamma: 0 \to x} q(\gamma | \tilde{\gamma}) I_{\{\text{CPS}_{t_0, s_0}(\gamma) \leq p; \|x\|\}} \leq e^{-av(x)}. \]

Moreover, $U_0 \subset \mathcal{Y}_{t_0, s_0}$.

**Proof.** Let $s_0, t_0$ be as in the statement. Let $R_0, R_3$ be given by Lemma B.1. Choose $K > 0$ large enough to be able to apply Theorems 5.1 and 5.2. The coarse-graining algorithm $S_k$ is performed using that scale $K$. By Lemma 4.1, the push-forward of $q(\cdot, \cdot)$ by the coarse-graining procedure $S_k$ is a skeleton measure satisfying (3) (to simplify notations, we present the proof with $\tilde{\gamma} = (0)$).

Let $1 > \delta_1 > 0$ be such that there exists $z \in \mathcal{Y}_{t_0, s_1}$ with $J_z^{l, 0} > 0$ (such $\delta_1$ exists by Lemma B.2). Let $\delta_2 = (1 - \delta_1)/4$. The first part of the statement follows from the discussion at the end of Section 3.1. We shall assume that $\epsilon_0$ is small enough and that $\delta_1$ is close enough to 1 to have $U_0 \subset \mathcal{Y}_{t_0, s_1}$.

We first introduce the notion of a canonical path (see Fig. 15). Let $u \in \mathcal{Y}_{t_0, s_1}$ be such that $\|u\|_u < R_0$ and $J_u > 0$. Let $l_u$ be the smallest integer such that, for any $z, z' \in \mathcal{Y}_{t_0, s_1}$ with $\|z\|, \|z'\| \geq l_u\|u\|$, one has the inclusion (see Fig. 14)

\[ B_{z, z'} = \bigcup_{\lambda \in [0, 1]} \left( \lambda z + (1 - \lambda)z' + [-1 - R_1, 1 + R_1]^d \right) \subset \mathcal{Y}_{t_0, s_1 + \delta_2}. \]

By Lemma B.1, for any $z, z'$ as above, there exists a path $\eta_{z, z'}^{\nu} \in \text{Path}(z, z')$ using only edges $\{i, j\}$ with $\|i - j\|_\infty < R_0$ and $i, j \in B_{z, z'} \cap \mathbb{Z}^d$. We fix such a path for each $z, z'$ (denoted $\eta_{z, z'}$).

For $v \in \mathcal{Y}_{t_0, s_1}$, $w \in \mathcal{Y}_{t_0, s_1}$ satisfying $\|v\|, \|w\| \geq 2l_u\|u\|$, define the canonical path from $v$ to $w$, $\eta(v, w)$ as follows (See Fig. 15):

- Let $\eta^{-2} = (v, v + u, \ldots, v + l_u u)$.
- Let $\eta^{-1} : v + l_u u \to -l_u u$ be the central reflection (and time reversal) of $\eta_{u, v-u}^{l_u u}$.
- Let $\eta^0 = (-l_u u, (-l_u + 1)u, \ldots, (l_u - 1)u, l_u u)$.
- Let $\eta^1 : l_u u \to w - l_u u$ be equal to $\eta_{u, u-w}$.\hfill \Box
- Let $\eta^2 = (w - l_u u, w - (l_u - 1)u, \ldots, w)$.
- Define $\eta(v, w)$ as the loop erasure of $\eta^{-2} \circ \eta^{-1} \circ \eta^0 \circ \eta^1 \circ \eta^2$.\hfill \Box
By construction, the canonical path $\eta_{v,w}$ enjoys the following properties:

- $\eta(v, w)$ is self-avoiding and included in $D_{t_0, \delta_1 + \delta_2}(v, w)$;
- $\eta(v, w)$ uses only edges with sup-norm $\leq R_0$;
- $0$ is a $(t_0, \delta_1 + \delta_2)$ cone-point of $\eta(v, w)$;
- $|\eta(v, w)| \leq 4l_u + (2R_1 + 1)^d(\|v\| + \|w\|) \leq C\|v - w\|$.

Let $C_1 < C_2$ be large integers (independent of $K$; the precise requirement will appear in a few lines). Let us introduce the slabs (see Fig. 16)

$$H_k = \text{slab}_{(k-1)C_3, kC_3}(\hat{t}_0/r_\ast K),$$

$$H_{k,1} = \text{slab}_{(k-1)C_3 + C_2, (k-1)C_3 + C_2 + 2}(\hat{t}_0/r_\ast K),$$

$$H_{k,2} = \text{slab}_{(k-1)C_3 + 2C_2 + 2, (k-1)C_3 + 2C_2 + 2}(\hat{t}_0/r_\ast K),$$

$$H_{k,3} = \text{slab}_{(k-1)C_3 + 3C_2 + 4, (k-1)C_3 + 3C_2 + 4}(\hat{t}_0/r_\ast K),$$

where $C_3 = 6 + 4C_2$.

For a path $\gamma : 0 \to x$, introduce

$$\tau_{k,-} = \min\{r \geq 0 : \gamma_r \in H_{k,1}\}, \quad \tau_{k,+} = \max\{r \geq 0 : \gamma_r \in H_{k,3}\}.$$
Both are equal to $\infty$ if there is no point in $\gamma$ meeting the requirement. We say that $k$ is pre-good if all the following conditions occur (see Fig. 16)

(i) $\tau_{k,-} < \tau_{k,+} < \infty$.

(ii) $\gamma_{\tau_{k,-}} \subset \text{slab}_{-\infty,t_0-\tau_{t_0,-}}(t_0)$ and $\gamma_{|\tau|} \subset \text{slab}_{t_0-\tau_{t_0,+},\infty}(t_0)$.

(iii) $\bigcup_{l<k, r<l, \gamma_r \in H_i} \mathbb{B}_{C_1,K}(\gamma_r) \subset \mathcal{Y}_{t_0,\delta_1+\delta_2}(\gamma_{\tau_{k,-}})$ and $\bigcup_{l>k, r>l, \gamma_r \in H_i} \mathbb{B}_{C_1,K}(\gamma_r) \subset \mathcal{Y}_{t_0,\delta_1+\delta_2}(\gamma_{\tau_{k,+}})$.

(iv) $\gamma_{\tau_{k,-}} \subset \mathcal{Y}_{t_0,\delta_1+\delta_2}(\gamma_{\tau_{k,-}}) \cup \mathbb{B}_{C_1,K}(\gamma_{\tau_{k,-}})$ and $\gamma_{|\tau|} \subset \mathcal{Y}_{t_0,\delta_1+\delta_2}(\gamma_{\tau_{k,+}}) \cup \mathbb{B}_{C_1,K}(\gamma_{\tau_{k,+}})$.

(v) There exists $z \in H_{k,2}$ such that $\mathbb{B}_{C_1,K}(\gamma_{\tau_{k,+}}) \subset \mathcal{Y}_{t_0,\delta_1}(z)$, $\mathbb{B}_{C_1,K}(\gamma_{\tau_{k,-}}) \subset \mathcal{Y}_{t_0,\delta_1}(z)$.

(vi) $\gamma_{\tau_{k,+}} \subset D_{t_0,\delta_1+\delta_2}(\gamma_{\tau_{k,-}}, \gamma_{\tau_{k,+}}) \cup \mathbb{B}_{C_1,K}(\gamma_{\tau_{k,-}}) \cup \mathbb{B}_{C_1,K}(\gamma_{\tau_{k,+}})$.

Note that, for $C_1$ large enough and $C_2r_* > C_1$ large enough (depending on $C_1$), $k$ being pre-good is implied by $H_{k,1}, H_{k,2}, H_{k,3}$ all containing a $(t_0, \delta_1/2)$ cone-point of $\text{Sk}(\gamma)$ (see Fig. 17).

We say that $k$ is good if $k$ is pre-good and $\gamma_{\tau_{k,-}} = z + \eta(\gamma_{\tau_{k,-}} - z, \gamma_{\tau_{k,+}} - z)$ where $z$ is the smallest (for the alphabetical order) point in $H_{k,2}$ satisfying Condition (v) above. Note that $k$ being good implies that $z \in H_k$ is a $(t_0, \delta_1 + \delta_2)$-cone-point of $\gamma$.

We then define

$$I'(\gamma) = \{ k : k \text{ is pre-good} \},$$

$$I(\gamma) = \{ k : k \text{ is good} \}.$$ 

Note that for $C_2$ large enough (depending on $C_1, \delta_1, \delta_2$), for $k \in I'(\gamma)$, $I'(\gamma)$ does not depend on the particular realization of $\gamma_{\tau_{k,+}}$ meeting the last requirement in the definition of pre-good $k$s. Theorem 6.1 with $\delta_0 = \delta_1 + \delta_2$ follows from the fact that good slabs contain cone-points and the following two claims.

![Figure 16. Setting in the definition of pre-good slabs.](image-url)
Claim 2. There exist $\epsilon > 0, K_0 \geq 0, a > 0$ such that, for any $K \geq K_0$, $t \in W_0$ and $\|x\|$ large enough,
\[
\epsilon^{t} x \sum_{\gamma: 0 \rightarrow x} q(\gamma) I_{\{\|\gamma\| \leq \epsilon \|x\| / K\}} \leq \epsilon^{-a \|x\|}.
\]

Claim 3. For any $K$ fixed, there exist $\epsilon' > 0, a > 0$ such that, for any $\epsilon > 0$,
\[
\sum_{\gamma: 0 \rightarrow x} q(\gamma) I_{\{\|\gamma\| \geq \epsilon \|x\| / K\}} \leq \epsilon^{-a \|x\|} \sum_{\gamma: 0 \rightarrow x} q(\gamma) I_{\{\|\gamma\| \geq \epsilon' \|x\|\}}.
\]

Proof of Claim 2. As being pre-good is implied by $H_{k,i}, H_{k,2}, H_{k,3}$ all containing a $(t_0, \delta_1/2)$-cone-point of $S\kappa(\gamma)$, the claim follows from Theorem 5.2 (see Fig. 17). (For (ii), observe that $\gamma_{t_0}^\gamma$ cannot jump over $H_{k,1}$ before entering the latter, since this would create a vertex of the skeleton preventing the existence of a cone-point in $H_{k,1}$.)

\[
\text{Figure 17. The existence of a $(t_0, \delta_1/2)$-cone-point of the skeleton in the slab $H_{k,i}$, $i = 1, 2, 3$, ensures the validity of properties (iii), (iv) and (vi). Note that the vertices of any path $\gamma$ associated to the skeleton drawn in red are contained inside the shaded area and thus contained inside $\gamma_{t_0, \delta_1/2}(\gamma_{k,-}) \cup \mathbb{B}_{C_1}(\gamma_{k,-})$ once $C_1$ is chosen large enough, which yields (iv). A similar argument applies for (v) and (vi).}
\]

Proof of Claim 3. For $A = \{i_1, \ldots, i_n\}$ a fixed realization of $I'$ (with $i_k \leq i_{k+1}$ for all $1 \leq k < n$), let us write $\gamma = \gamma^0 \circ \eta^1 \circ \gamma^1 \circ \eta^2 \circ \cdots \circ \gamma^n$, where
\[
\gamma^0 = \gamma_{t_0}^{\tau_1^{-},}, \quad \gamma^n = \gamma_{\tau_{n,+}}^n
\]
\[
\gamma^k = \gamma_{\tau_{k,+}}^{k+1-}, \quad 1 \leq k < n, \quad \eta^k = \gamma_{\tau_{k,-}}^{k+1-}, \quad 1 \leq k \leq n.
\]
Then, still for $A = \{i_1, \ldots, i_n\}$ a fixed realization of $I'$ and for $A' = \{j_1, \ldots, j_l\} \subset \{i_1, \ldots, i_n\}$,
\[
\sum_{\gamma: 0 \rightarrow x} q(\gamma) I_{\{\eta^i \circ \cdots \circ \eta^j\} = A} I_{\{\eta^0 = \cdots = \eta^n\} = A'} \leq \sum_{\gamma^0, \cdots, \gamma^n} q(\gamma^0 \circ \cdots \circ \gamma^n) I_{\{\eta^i = \cdots = \eta^n\} = A} I_{\{\eta^k \text{ is not canonical}\}}.
\]
We will then have proved our claim if we can show that there is $a' > 0$, uniform over $n, \gamma^1, \ldots, \gamma^n, k \leq n$ and $\eta^1, \ldots, \eta^{k-1}, \eta^{k+1}, \ldots, \eta^n$, such that

$$\sum_{\eta^k} q(\gamma^0 \circ \eta^1 \circ \cdots \circ \gamma^n) \mathbb{I}_{\{\eta^k \text{ is not canonical}\}} \leq e^{-a'} \sum_{\eta^k} q(\gamma^0 \circ \eta^1 \circ \cdots \circ \gamma^n) \mathbb{I}_{\{P(\gamma^0 \eta^1 \circ \cdots \circ \gamma^n) = \{i_1, \ldots, i_n\}\}}.$$ 

The existence of such an $a'$ is a consequence of the following observations: on the one hand, if we let $\gamma' = \gamma^0 \circ \cdots \circ \gamma^k$ and $\gamma'' = \gamma^{k+1} \circ \cdots \circ \gamma^n$, then P6 implies that

$$q(\gamma' \circ \eta^k \circ \gamma'') \geq q(\gamma') q(\eta^k) q(\gamma'').$$

On the other hand, using P5 twice implies the existence of $C = C(\beta)$ such that

$$\sum_{\eta^k} q(\gamma' \circ \eta^k \circ \gamma'') \leq C_0 q(\gamma') q(\gamma'') \sum_{\eta^k} q(\eta^k) \leq C q(\gamma') q(\gamma'').$$

Combining these inequalities with P3 yields

$$q(\gamma' \circ \eta^k \circ \gamma'') \geq C^{-1} \left( \prod_{i=1}^{\lfloor |\eta^k| \rfloor} \tilde{C} J_{\eta^k_{i-1}, \eta^k_i} \right) \sum_{\eta^k} q(\gamma' \circ \eta^k \circ \gamma'') > 0,$$

where the last inequality follows from the definition of the canonical path. This means that the weight associated to the canonical path provides a positive fraction of the sum over all possible $\eta^k$, which leads to the desired claim. □

6.2. Irreducible decomposition.

Let $s_0 \in S^{d-1}$ be fixed such that NSA holds. We also fix $t_0, \nu$-dual to $s_0$ and let $\epsilon_0, U_0, W_0, \delta_0, n_0$ be given by Theorem 6.1. We shall use the shorthand notation

$$\mathcal{Y}^\bullet \equiv \mathcal{Y}_{t_0, \delta_0}^\bullet, \quad \text{CPts}(\gamma) \equiv \text{CPts}_{t_0, \delta_0}(\gamma).$$

In the same line of ideas, we will say cone-point instead of $(t_0, \delta_0)$-cone-point.

Given a path $\gamma : 0 \to x$ with $x \in \mathcal{Y}^\bullet$, and containing at least one cone-point, we can uniquely decompose it as

$$\gamma = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_M \circ \gamma_R,$$

with $\text{CPts}(\gamma) = \{x_1, \ldots, x_{M+1}\}$ the cone-points of $\gamma$, $\gamma_L : 0 \to x_1$, $\gamma_R : x_{M+1} \to x$, and $\gamma_k : x_k \to x_{k+1}$. We allow empty paths for $\gamma'_L, \gamma'_R$ and allow $M = 0$. By construction,

- $\gamma_L = \gamma'_L \in \mathcal{B}^\text{irr}$,
- $\gamma_R = \gamma'_R - x_{M+1} \in \mathcal{B}^\text{irr}$,
- $\gamma_k = \gamma'_k - x_k \in \mathcal{B}^\text{irr}$.

We can therefore write

$$\gamma = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_M \circ \gamma_R.$$  \hspace{1cm} (10)

This decomposition is called the irreducible decomposition of $\gamma$ (see Fig. 18).

From the previous section we deduce the following decay bound:
Lemma 6.2. There exist $C, a' > 0$ such that, for any $t \in W_0$ and any path $\gamma'$,
\[
\sum_{\gamma \in \mathcal{X}^{\text{irr}}} e^{tX(\gamma)} q(\gamma | \gamma') I_{\|X(\gamma)\| \geq t} \leq Ce^{-a'l},
\]
\[
\sum_{\gamma_L \in \mathcal{X}^{\text{irr}_L}} e^{tX(\gamma_L)} q(\gamma_L | \gamma') I_{\|X(\gamma_L)\| \geq t} \leq Ce^{-a'l},
\]
\[
\sum_{\gamma_R \in \mathcal{X}^{\text{irr}_R}} e^{tX(\gamma_R)} q(\gamma_R | \gamma') I_{\|X(\gamma_R)\| \geq t} \leq Ce^{-a'l}.
\]

Proof. Being irreducible implies not having cone-points, except possibly at the endpoints. The exponential decay thus follows from Theorem 6.1.

□

7. Factorization of measure

We now start from the output of Section 6. We therefore use the same quantities as in Subsection 6.2. The goal of the present section is to pass from a pre-renewal structure (the irreducible decomposition of paths) to a true renewal structure (that is, with factorized weights). A similar argument can be found in [26], and a more general (and more technical) argument in [40].

We will work with paths $\gamma : 0 \to y$, other starting points are treated using translation invariance.

7.1. Memory-percolation picture.

Let $\gamma : 0 \to y$. From the irreducible decomposition (10) and the definition of conditional weights, one can write
\[
q(\gamma) = q(\gamma_L) \prod_{k=1}^{M+1} q(\gamma_k | \gamma_L \circ \cdots \circ \gamma_{k-1}),
\]
where we use the convention $\gamma_0 = \gamma_L$ and $\gamma_{M+1} = \gamma_R$. For $n+1 \geq k \geq 2$, we can then define
\[
p_k(\gamma | \gamma_0, \ldots, \gamma_n) = q(\gamma | \gamma_{n+1-k} \circ \cdots \circ \gamma_n) - q(\gamma | \gamma_{n+2-k} \circ \cdots \circ \gamma_n),
\]
\[
p_1(\gamma | \gamma_0, \ldots, \gamma_n) = q(\gamma | \gamma_n) - q(\gamma),
\]
\[
p_0(\gamma) = q(\gamma).
\]
By the monotonicity Property $P6$, the weights $p_k$, $0 \leq k \leq n+1$, are non-negative. Note that $p_k(\cdot | \gamma_0, \ldots, \gamma_n)$ does not depend on the full sequence $\gamma_0, \ldots, \gamma_n$ of irreducible pieces, but only on the $k$ pieces $\gamma_{n+1-k}, \ldots, \gamma_n$. We then further express $q(\gamma_k | \gamma_L \circ \cdots \circ \gamma_{k-1})$ as a telescoping sum,
\[
q(\gamma_k | \gamma_L \circ \cdots \circ \gamma_{k-1}) = \sum_{i=0}^{k} p_i(\gamma_k | \gamma_L, \ldots, \gamma_{k-1}).
\]

Figure 18. The irreducible decomposition $\gamma = \gamma_L' \circ \gamma_1' \circ \cdots \circ \gamma_M' \circ \gamma_R'$ of a path $\gamma : 0 \to x$. 
We define the connected weights by $q^c(\gamma) = q(\gamma)$ and, for $k > 0$,

$$q^c(\gamma_0, \ldots, \gamma_k) = q(\gamma_0) \sum_{l_1, \ldots, l_k \geq 0 \text{ connected}} \prod_{i=1}^{k} p_i(\gamma_i | \gamma_0, \ldots, \gamma_{i-1}),$$

where the sum is over sequences of integers $l_i \geq 0$, $1 \leq i \leq k$, such that $l_i \leq i$ and $\bigcup_{i=1}^{k} \{i - l_i, i - l_i + 1, \ldots, i - 1\} = \{0, \ldots, k - 1\}$ (see Fig. 19).

![Figure 19](image)

Each index $i$ receives a “memory arc” of range $l_i$ (depicted in red). Connected components are depicted by thick blue lines.

Plugging (12) into (11), expanding and regrouping terms, one obtains

$$q(\gamma_0 \circ \gamma_1 \circ \cdots \circ \gamma_{M+1}) = \sum_{n=1}^{M+2} \sum_{\ell_1, \ldots, \ell_n \geq 1} \prod_{k=1}^{n} q^c(\gamma_{L_k}, \ldots, \gamma_{L_k+\ell_k-1}),$$

(13)

where $L_1 = 0$ and, for $k \geq 2$, $L_k = \sum_{i=1}^{k-1} \ell_i$. We are now ready to define the factorized weights. For a path $\gamma$ having irreducible decomposition $\gamma_0 \circ \gamma_1 \circ \cdots \circ \gamma_{n+1}$, we define

$$\tilde{q}(\gamma) = q^c(\gamma_0, \gamma_1, \ldots, \gamma_{n+1}) \quad \text{and} \quad \tilde{q}_t(\gamma) = e^{tX(\gamma)} \tilde{q}(\gamma).$$

(14)

Note that, by the uniqueness of the irreducible decomposition, $\tilde{q}$ is a well-defined weight over paths having an irreducible decomposition. Straightforward algebra yields, for any $f : \text{Path} \to \mathbb{C}$,

$$\sum_{\gamma : 0 \to y} q(\gamma)f(\gamma)\mathbb{1}_{\{\text{Cpts}(\gamma) \setminus \{0, y\} \neq \emptyset\}} = \sum_{\gamma_L \in \mathfrak{B}_L^\text{irr}} \sum_{\gamma_R \in \mathfrak{B}_R^\text{irr}} \sum_{n \geq 0} \sum_{\gamma_1, \ldots, \gamma_n \in \mathfrak{A}^\text{irr}} f(\tilde{\gamma}) \mathbb{1}_{\{X(\tilde{\gamma}) = y\}} q^c(\gamma_L, \gamma_1, \ldots, \gamma_R) \prod_{k=1}^{n} \tilde{q}(\gamma_k),$$

(15)

where $\tilde{\gamma} = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_R$.

**Lemma 7.1.** There exist $C, c > 0$ such that, for any $\gamma_0 \in \mathfrak{B}_L^\text{irr}$, $n \geq 0$, $\gamma_1, \ldots, \gamma_n \in \mathfrak{A}^\text{irr}$ and $\gamma_{n+1} \in \mathfrak{B}_R^\text{irr}$,

$$\frac{q^c(\gamma_0, \gamma_1, \ldots, \gamma_n, \gamma_{n+1})}{q(\gamma_0 \circ \gamma_1 \circ \cdots \circ \gamma_n \circ \gamma_{n+1})} \leq Ce^{-cn}.$$

**Proof.** First, observe that the (backward) cone containment property of $\gamma_0 \circ \gamma_1 \circ \cdots \circ \gamma_{i-1}$, the fact that irreducible paths have a strictly positive projection on $t_0$ and the mixing upper bound of Property P7 imply the existence of $C_m, c_m > 0$ such that, for any $l \geq 0$ and any sequence $\gamma_0, \gamma_1, \ldots, \gamma_n, \gamma_{n+1}$ as in the statement,

$$p_l(\gamma_i | \gamma_0, \ldots, \gamma_{i-1}) \leq C_m e^{-c_m l} q(\gamma_i | \gamma_{i+1} \circ \cdots \circ \gamma_{i-1}) \leq C_m e^{-c_m l} q(\gamma_i | \gamma_0 \circ \cdots \circ \gamma_{i-1}),$$

(16)
where we use monotonicity (Property P6) in the last line. Then, for \( \gamma_0, \gamma_1, \ldots, \gamma_n, \gamma_{n+1} \) fixed as in the statement, we can define a probability measure \( P \) on sequences \((l_0, l_1, \ldots, l_{n+1})\) satisfying \( l_i \leq i \) by

\[
P(l_0, \ldots, l_{n+1}) = \frac{\prod_{i=0}^{n+1} p_{l_i} (\gamma_i \mid \gamma_0, \ldots, \gamma_{i-1})}{q(\gamma_0 \circ \cdots \circ \gamma_{n+1})}.
\]

From the sequence \( \bar{l} = (l_0, l_1, \ldots, l_{n+1}) \), one obtains a stick percolation model by looking at \( I = \bigcup_{l=0}^{n+1} [i - l, i] \). We can then write

\[
\frac{q^c(\gamma_0, \ldots, \gamma_{n+1})}{q(\gamma_0 \circ \cdots \circ \gamma_{n+1})} = P(I \text{ is connected}).
\]

Moreover, by construction, \( \bar{l} \) is a family of independent random variables with distribution \( P(l_i = l) = \frac{p_{l_i} (\gamma_i \mid \gamma_0, \ldots, \gamma_{i-1})}{q_{\gamma_i} (\gamma_0 \circ \cdots \circ \gamma_{i-1})} \). Moreover, Property P5 and (16) imply that

\[
P(l_i = 0) \geq C^{-1}_c > 0, \quad P(l_i = l) \leq C_m e^{-c_m l}. \tag{18}
\]

Therefore, there exists \( c > 0 \) (depending on \( c_m, C_m \) and \( C_c \)) such that \( P(l_i \geq l) \leq e^{-c l} \).

The sequence \( \bar{l} \) is thus stochastically dominated by an i.i.d. sequence of geometric random variables of parameter \( 1 - e^{-c} \), uniformly over the sequence \( \gamma_0, \gamma_1, \ldots, \gamma_n, \gamma_{n+1} \).

The claimed exponential decay follows from this stochastic domination, (17) and standard one-dimensional percolation arguments. The details of the latter percolation estimates can be found, for example, in [40, Claim C.3].

\[\square\]

**Corollary 7.2.** For any \( \epsilon > 0 \), there exist \( C, c > 0 \) such that, for any \( t \in W_0 \),

\[
e^{\epsilon y} \sum_{\gamma_L \in \mathfrak{B}_{\mathfrak{L}}^{\text{irr}}} \sum_{n \geq c \|y\|} \sum_{\gamma_1, \ldots, \gamma_n \in \mathfrak{B}_{\mathfrak{L}}^{\text{irr}}} f(\gamma) \mathbb{I}_{\{X(\bar{\gamma}) = y\}} q^c(\gamma_L, \gamma_1, \ldots, \gamma_R) \leq C \|f\|_\infty e^{-c \|y\|}.
\]

**Proof.** The result follows directly from the existence (and the definition) of \( \nu \), \( t \in \partial W_\nu \) and Lemma 7.1. \(\square\)

### 7.2. Gathering the pieces.

We now combine the discussion of the previous subsection and the output of Section 6. The following result follows from (15) and a direct combination of Theorem 6.1 and Corollary 7.2.

**Lemma 7.3.** There exist \( C, c > 0 \) such that, for any \( f : \text{Path} \to \mathbb{C} \) with \( \|f\|_\infty \leq 1 \), any \( y \in \mathfrak{F}^* \) and any \( t \in W_0 \),

\[
\left| e^{\epsilon y} \sum_{\gamma : 0 \to y} q(\gamma)f(\gamma) - \sum_{\gamma_L \in \mathfrak{B}_{\mathfrak{L}}} \sum_{n \geq c \|y\|} \sum_{\gamma_1, \ldots, \gamma_n \in \mathfrak{B}_{\mathfrak{L}}} f(\gamma) \mathbb{I}_{\{X(\bar{\gamma}) = y\}} \tilde{q}_t(\gamma_L) \tilde{q}_t(\gamma_R) \prod_{i=1}^n \tilde{q}_t(\gamma_i) \right| \leq C e^{-c \|y\|},
\]

where \( \tilde{\gamma} = \gamma_L \circ \gamma_1 \circ \cdots \circ \gamma_n \circ \gamma_R \).

Let us now prove the required properties of the weights \( \tilde{q}_t \).

**Lemma 7.4.** There exist \( C, c > 0 \) such that, for any \( t \in W_0 \),

\[
\sum_{y \in \mathfrak{F}^*} \sum_{\gamma : 0 \to y} \tilde{q}_t(\gamma) \mathbb{I}_{\{\|y\| \geq t\}} \leq C e^{-c t},
\]

where the sum is over \( \gamma \) admitting an irreducible decomposition.
Proof. Recall the definition of $\tilde{q}_t$ (equation (14)). We first partition on whether $\gamma$ has more than $\epsilon l$ cone-points (for some $\epsilon > 0$ small) or not. In the first case, the claim follows from an application of Lemma 7.1, the definition of $\nu$ and $t \in W_\nu$. In the second case, it follows from Theorem 6.1. □

**Lemma 7.5.** For any $t \in W_0$,  
\[ \sum_{\gamma \in \mathfrak{A}} \tilde{q}_t(\gamma) = 1. \]  

**Proof.** Consider the generating function  
\[ G(h) = \sum_{y \in Y^*} e^{h \cdot y} \sum_{n \geq 1} \sum_{\gamma_1, \ldots, \gamma_n \in \mathfrak{A}} \mathbb{I}_{\{X(\gamma) = y\}} \prod_{i=1}^{n} \tilde{q}(\gamma_i). \]

We claim that, for any $t \in W_0$, $G(\lambda \hat{t}) < \infty$ for any $\lambda < \|t\|$ and $G(\lambda \hat{t}) = \infty$ for any $\lambda > \|t\|$. Since $t \in W_\nu$, the case $\lambda < \|t\|$ follows from  
\[ G(h) \leq \sum_{y \in \mathbb{Z}^d} e^{h \cdot y} \sum_{\gamma: 0 \rightarrow y} q(\gamma), \]

the latter series converging on the interior of $W_\nu$.

The case $\lambda > \|t\|$ follows from $U_0 \subset Y^*$ (recall the statement of Theorem 6.1), Lemma 7.3 and the bound of Lemma 7.4 applied to the pieces $\gamma_L$ and $\gamma_R$. Indeed, restricting the summation to vertices $y$ close to the half-line $\{\alpha s : \alpha \in \mathbb{R}_{\geq 0}\}$, with $s \in U_0$ dual to $t$, is sufficient to obtain a diverging sum.

Now, consider  
\[ Q(h) = \sum_{\gamma \in \mathfrak{A}} \tilde{q}(\gamma)e^{h \cdot X(\gamma)}. \]

Observe that convergence of $G(h)$ implies convergence of $Q(h)$ and the following renewal equation holds:  
\[ G(h) = \frac{Q(h)}{1 - Q(h)}. \]

From Lemma 7.4, there exists $\epsilon > 0$ such that $Q(\hat{t}(\|t\| + \epsilon)) < \infty$ for any $t \in W_0$. In particular, for any $t \in W_0$, the fact that $\|t\|$ is the radius of convergence of $\lambda \mapsto G(\lambda \hat{t})$ implies that $1 - Q(t) = 0$, which is equivalent to (19). □

**Lemma 7.6.** For any $t \in W_0$, there is a unique $s \in \mathbb{S}^{d-1}$ which is $\nu$-dual to $t$. Moreover, there exists $\zeta > 0$ such that  
\[ \sum_{\gamma \in \mathfrak{A}} \tilde{q}_t(\gamma)X(\gamma) = \zeta s. \]  

**Proof.** Let  
\[ v_t = \sum_{\gamma \in \mathfrak{A}} \tilde{q}_t(\gamma)X(\gamma). \]

Note that $v_t$ is non-zero, since $\gamma \in \mathfrak{A}$ implies $X(\gamma) \cdot t_0 > 0$. By Lemmas 7.5 and 7.4, the push-forward of $\tilde{q}_t$ by $X$ is a probability distribution on $\mathbb{Z}^d$ with exponential tails. Therefore, by standard large deviation estimates,  
\[ \sum_{M \geq 1} \sum_{\gamma_1, \ldots, \gamma_M \in \mathfrak{A}} \mathbb{I}_{\{X(\gamma) = ns\}} \prod_{i=1}^{M} \tilde{q}_t(\gamma_i) \leq C_s e^{-c_s n}, \]
if \( s' \neq \lambda v_t \) for all \( \lambda > 0 \). But, by Lemmas 7.3 and 7.4 and the definition of \( \nu \), when \( t \) is \( \nu \)-dual to \( s \), we necessarily have

\[
\sum_{M \geq 1} \sum_{\gamma_1, \ldots, \gamma_M \in \mathbb{R}} 1_{\{X(\gamma) = ns\}} \prod_{i=1}^{M} \hat{q}_i(\gamma_i) = e^{\nu(t)}.
\]

We thus conclude that \( s \) \( \nu \)-dual to \( t \) implies \( s = v_t / \|v_t\| \). \( \square \)

**Lemma 7.7.** Let \( W \subset W_0 \) be open. Then, \( W \) is analytic.

**Proof.** Let \( t \in W_0 \) be such that \( t \) has an open neighborhood in \( W_0 \). Let \( s \) be the (unique by Lemma 7.6) direction \( \nu \)-dual to \( t \). It follows from (19) that, in a neighborhood of \( t \),

\[
t' \in \partial W \iff Q(t') = \sum_{\gamma \in \mathbb{A}} \hat{q}_i(\gamma) e^{t' \cdot X(\gamma)} = 1.
\]

We want to use the (analytic version of the) Implicit Function Theorem. Let \( b_1, \ldots, b_{d-1} \) be such that \( \{b_1, \ldots, b_{d-1}, s\} \) is an orthonormal basis of \( \mathbb{R}^d \). Introduce

\[
F : \mathbb{R}^{d-1} \times \mathbb{R} \rightarrow \mathbb{R}
\]

\[
F(h, \lambda) = Q \left( \sum_{i=1}^{d-1} h_i b_i + \lambda s \right) - 1.
\]

Define \( \tilde{h} \) by \( \tilde{h}_i = t \cdot b_i \) and let \( \tilde{\lambda} = t \cdot s = \nu(s) \). From Lemma 7.4, \( F \) is analytic in a neighborhood of \((\tilde{h}, \tilde{\lambda})\). By Lemma 7.5, \( F(\tilde{h}, \tilde{\lambda}) = 0 \). Moreover, by Lemma 7.6,

\[
\frac{\partial}{\partial \lambda} F\big|_{(h,\lambda)} = \sum_{\gamma \in \mathbb{A}} \hat{q}_i X(\gamma) \cdot s > 0.
\]

Now, in a neighborhood of \( t \), \( \partial W \) coincides with the set

\[
\left\{ \sum_{i=1}^{d-1} h_i b_i + \lambda s : F(h, \lambda) = 0, (h, \lambda) \text{ in a neighborhood of } (\tilde{h}, \tilde{\lambda}) \right\}.
\]

The claim now follows from an application of the Implicit Function Theorem. \( \square \)

### 7.3. Coupling with random walk.

We end the section by proving Theorem 3.4. Using the notations and objects introduced of this section, we simply set

\[
C_L = \sum_{\gamma_L \in \mathfrak{B}_L} \tilde{q}_0(\gamma_L), \quad C_R = \sum_{\gamma_R \in \mathfrak{B}_R} \tilde{q}_0(\gamma_R), \quad C_{LR} = C_L C_R,
\]

\[
p_L(\gamma_L) = \frac{1}{C_L} \tilde{q}_0(\gamma_L), \quad \gamma_L \in \mathfrak{B}_L, \quad p_R(\gamma_R) = \frac{1}{C_R} \tilde{q}_0(\gamma_R), \quad \gamma_R \in \mathfrak{B}_R,
\]

\[
p(\gamma) = \tilde{q}_0(\gamma), \quad \gamma \in \mathfrak{A}.
\]

Lemmas 7.3, 7.4, 7.5 and 7.6 provide all the required properties except for “finite energy”. To obtain the latter, simply observe that, when the irreducible decomposition of \( \gamma \) is itself (that is, \( \gamma \) is irreducible),

\[
\tilde{q}_i(\gamma) = e^{t \cdot X(\gamma)} q(\gamma),
\]

which implies the desired finite energy property.
8. Proofs of the main Theorems

8.1. Local Limit Theorem and OZ asymptotics.

We want to prove Theorem 3.5. Fix \( s \in S^{d-1} \) such that NSA holds. Let \( t \) be \( \nu \)-dual to \( s \). Let \( \delta_0 \) be given by Theorem 6.1. Let \( p, p_L, p_R, C_L \) and \( C_R \) be as in Subsection 7.3. We shall use the same notation for their push-forwards by \( X \). Recall that \( p, p_L \) and \( p_R \) have exponential tails. We denote by \( P_{RW} \) the law of the directed random walk \((S_n)_{n \geq 0}\) on \( \mathbb{Z}^d \), starting at \( u \in \mathbb{Z}^d \) and with increments of law \( p \), by \( E_u \) the corresponding expectation. By Lemma 7.6, \( E_0(S_1) = \mu = \zeta_0 s \). We want to study the associated Green function, i.e.

\[
G_{RW}(0, y) = \sum_{k \geq 1} P_{RW}^0(S_k = y).
\]

We will derive sharp asymptotics of \( G \) for \( y \) “close” to \( n\mu \). Fix \( n \) large and \( y \in \mathbb{Z}^d \) such that \( \|y - n\mu\| < \log(n)^2 \). Fix \( \varepsilon > 0 \) small. Since \( p \) has an exponential tail, it follows from standard large deviation bounds that

\[
\sum_{k:|k-n| \geq n^{1/2} \log(n)^2} P_{RW}^0(S_k = y) \leq e^{-c \log(n)^2},
\]

for some \( c > 0 \).

For other values of \( k \), we use the following refinement of the local limit theorem. Fix \( y_k = \frac{y - k\mu}{\sqrt{k}} \). There exists \( p_1 \) a polynomial depending on the first three cumulants of \( S_1 \) such that

\[
P_{RW}^0(S_k = y) = \frac{1}{k^{d/2}} \left( f_D(y_k) + \frac{1}{\sqrt{k}} p_1(y_k) f_D(y_k) \right) + o(k^{-(d+2)/2}).
\]

where \( f_D \) the density function of multidimensional normal law with mean 0 and covariance matrix \( D \), where \( D \) is the covariance matrix of \( S_1 \) (see, for instance, [6, Corollary 22.3]). We get

\[
\sum_{k:|k-n| \leq n^{1/2} \log(n)^2} P_{RW}^0(S_k = y) = \frac{(1 + O(n^{-\frac{1}{2} + \varepsilon}))}{n^{d/2}} \sum_k \left( f_D(y_k) + f_D(y_k)p_1(y_k)n^{-1/2} \right) + o(n^{-d/2}),
\]

where the condition over \( k \) is the same on the RHS.
Let us estimate the last sum over \( k \). Using the definition of \( f_D \), we have
\[
\sum_k (f_D(y_k) + f_D(y_k)p_1(y_k)n^{-1/2})
\]
\[
= \frac{1}{\sqrt{(2\pi)^d \det(D)}} \sum_k \exp\left(-y_k \cdot D^{-1} \cdot y_k\right)(1 + p_1(y_k)n^{-1/2})
\]
\[
= \sqrt{n}(1 + O(n^{3\varepsilon-1/2}))/\sqrt{(2\pi)^d \det(D)n^{-1/2}} \sum_k n^{-1/2} \exp\left(-\frac{n-k}{\sqrt{n}} \mu \cdot D^{-1} \cdot \mu\right)(1 + O_n(n^{-1/2})p_1(n-k-\mu))
\]
\[
= \frac{\sqrt{n}(1 + O(n^{3\varepsilon-1/2}))}{\sqrt{(2\pi)^d \det(D) \mu \cdot D^{-1} \cdot \mu}} \left(\int_{-\infty}^{\infty} \exp\left(-1/2s^2\right) ds + O(n^{-1/2})\right)
\]
\[
= \frac{\sqrt{n}(1 + O(n^{3\varepsilon-1/2}))}{\sqrt{(2\pi)^d \det(D) \mu \cdot D^{-1} \cdot \mu}}.
\]
By replacing \( 3\varepsilon \) by \( \varepsilon \), this last estimate combined with (21) and (22) implies
\[
G^{RW}(0, y) = \tilde{C}n^{-(d-1)/2}(1 + O(n^{\varepsilon-1/2})), \tag{23}
\]
with \( \tilde{C} = ((2\pi)^{d-1} \det(D) \mu \cdot D^{-1} \cdot \mu)^{-1/2} \) and uniformly in \( y \) satisfying \( \|y - n\mu\| \leq \log(n)^2 \).

To conclude, it follows directly from Lemma 7.3 that
\[
e^{\tilde{n}s(s)} G(0, \tilde{n}s) = (1 + O(e^{-\tilde{n}s}))C_{LR} \sum_{u, v \in \mathbb{Z}^d} p_L(u)p_R(v)G^{RW}(u, \tilde{n}s - v).
\]

On the one hand, since \( p_L \) and \( p_R \) have exponential tails, the contribution of \( u, v \) such that \( \max\{\|u\|, \|\tilde{n}s - v\|\} \geq \log(\tilde{n}/\zeta_0)^2 \) is of order \( e^{-O(\log(\tilde{n}))} \) (which is in particular asymptotically smaller than any polynomial). On the other hand, it follows from (23) with \( y = v - u \) that for any \( u, v \) such that \( \max\{\|u\|, \|\tilde{n}s - v\|\} < \log(\tilde{n}/\zeta_0)^2/2, \) we have
\[
G^{RW}(u, v) = \tilde{C}s_{0}^{-(d-1)/2}\tilde{n}^{-(d-1)/2}(1 + O(\tilde{n}^{-1/2})).
\]

In particular, we obtain the Ornstein–Zernike asymptotics
\[
G(0, \tilde{n}s) = \frac{c_s}{\tilde{n}^{(d-1)/2}} e^{-\tilde{n}s}(1 + O(\tilde{n}^{-1/2})),
\]
with \( c_s = \tilde{C}s_{0}^{(d-1)/2} \sum_{u, v \in \mathbb{Z}^d} p_L(u)p_R(v) \).

### 8.2. Analyticity of \( U_\nu \)

We only sketch the argument; see [44, Chapter 2] for additional information. Let \( s_0 \in \mathbb{S}^{d-1} \) be such that NSA holds. Let \( \varepsilon_0 > 0 \) and \( U_0, W_0 \) be given by Theorem 6.1. Consider \( W = W_0 \setminus \partial W_0 \). This is an open subset of \( W_0 \). In particular, by Lemma 7.7, it is analytic. So, dual directions are uniquely defined for \( t \in W \). Moreover, the set of directions dual to some point in \( W \) is non-trivial, so \( W \) does not contain affine parts. In particular, still by analyticity of \( W \), the convex duality lifts to an analytic bijection between \( W \) and \( U_\nu \), an open neighborhood of \( s_0 \). The local analyticity of \( U_\nu \) around \( s_0/\nu(s_0) \) follows then from the fact that \( s \mapsto 1/\nu(s) \) is analytic in a neighborhood of \( s_0 \) (being the inverse of a non-zero analytic function).
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SwissMAP. The paths

In this section, we sketch the proof of Lemma 2.1.

Lemma A.1. Suppose \( \beta < \beta_c \). Then, \( q \in Q \).

Proof. Property P1 follows from [2]. All the other claims are proved (or follow from results) in [42] (note that, although the focus in the latter paper is on the planar model, the arguments apply to the model on general graphs). We briefly sketch the argument with links to the relevant statements in [42].

Remember that, given a high-temperature configuration \( \omega \subset \mathbb{E}_d \) with \( \partial \omega = \{x, y\} \), Algorithm 1 outputs both the path \( \Gamma(\omega) = \gamma \) and a set \( \tilde{\gamma} \). The latter set can be obtained from \( \gamma \) (and the chosen ordering of the vertices of \( \mathbb{Z}^d \)) in the following way: if \( \gamma = (\gamma_0, \ldots, \gamma_n) \), then

\[
\tilde{\gamma} = \{\{\gamma_i, j\} : 1 \leq i \leq n - 1, j \leq \gamma_{i+1}\}.
\]

The paths \( \gamma' : x \to y \) and \( \gamma : y \to z \) are compatible if and only if \( \gamma \) contains no edge of \( \tilde{\gamma}' \). In that case, it is shown in [42] that

\[
q(\gamma' \circ \gamma) = q(\gamma')q_{E(\gamma)}(\gamma),
\]

where \( E(\gamma') = \mathbb{E}_d \setminus \tilde{\gamma}' \). In particular, \( q(\gamma | \gamma') = q_{E(\gamma)}(\gamma) \).

Let us see how P2 follows. For any admissible \( \gamma' : z \to x \),

\[
\sum_{\gamma : x \to y} q(\gamma | \gamma') = \sum_{\gamma : x \to y} q_{E(\gamma)}(\gamma) = (\sigma_x \sigma_y)_{E(\gamma)}^0, \quad \beta \leq \langle \sigma_x \sigma_y \rangle^0_{\beta} = \sum_{\gamma : x \to y} q(\gamma),
\]

where the inequality is GKS2.

It is proved in [42, Lemma 6.3] that the following volume-monotonicity property holds: \( q_E(\gamma) \geq q_{E(\gamma)}(\gamma) \) for all \( E \subset E' \subset \mathbb{E}_d \) and \( \gamma \) admissible in \( E \). In particular, for all compatible \( \gamma' \) and \( \gamma \),

\[
q(\gamma | \gamma') = q_{E(\gamma)}(\gamma) \geq q(\gamma). \tag{24}
\]

A second consequence of volume-monotonicity is P4:

\[
q(\gamma | \gamma') = q_{E(\gamma)}(\gamma) \leq \prod_{i=1}^{\eta} \tanh(\beta J_{\gamma_i - \gamma_{i-1}}),
\]

since the right-most expression coincides with the weight of \( \gamma \) in a graph composed only of the edges of \( \gamma \). A third consequence of the volume-monotonicity property is that

\[
q(\gamma | \gamma' \circ \gamma'') = q_{E(\gamma' \circ \gamma'')} = q_{E(\gamma'')} = q(\gamma | \gamma''),
\]

which is P6.

The proofs of the other claims rely on the following more explicit expression for the weight \( q(\cdot) \) derived in [42, Lemma 6.35]:

\[
q_E(\gamma) = \left( \prod_{i=1}^{\eta} \tanh(\beta J_{\gamma_i - \gamma_{i-1}}) \right) \prod_{\{u,v\} \in \gamma} \cosh(\beta J_{v-u}) \exp \left( -\beta J_{v-u} \int_0^1 \langle \sigma_u \sigma_v \rangle^0_{E; \beta, J} ds \right), \tag{25}
\]
where $\langle \cdot \rangle_{E;\beta,J_s}$ denotes expectation with respect to the Gibbs measure with coupling constants $J_s$ given by

$$J_{u,v}^s = \begin{cases} J_{u,v} & \text{if } \{u, v\} \not\in \bar{\gamma}, \\ sJ_{u,v} & \text{if } \{u, v\} \in \bar{\gamma}. \end{cases}$$

Let $\gamma'$, $\gamma''$ and $\gamma$ be contours such that $b(\gamma') = b(\gamma'') = f(\gamma) = 0$ and such that $\gamma$ contains no edge of either $\bar{\gamma}'$ or $\bar{\gamma}''$. Then, it follows from the previous expression that

$$q(\gamma | \gamma') = \frac{\prod_{\{u,v\} \in \bar{\gamma}} \exp\left(-\beta J_{v-u} \int_0^1 \left(\langle \sigma_u \sigma_v \rangle_{E(\gamma');\beta,J_s} - \langle \sigma_u \sigma_v \rangle_{E(\gamma'');\beta,J_s}\right) ds\right)}{q(\gamma) \prod_{\{u,v\} \in \bar{\gamma}} \exp\left(-\beta J_{v-u} \int_0^1 \left(\langle \sigma_u \sigma_v \rangle_{E(\gamma');\beta,J_s} - \langle \sigma_u \sigma_v \rangle_{E(\gamma'');\beta,J_s}\right) ds\right)}.$$  

Exponential decay of correlations then immediately implies the mixing property $P_7$ (see [42, Lemma 6.8] or [13, Lemma 3.1]).

Another direct consequence of (25) is the lower bound

$$q(\gamma) \geq \left(\prod_{i=1}^{\gamma} \tanh(\beta J_{\gamma_i-\gamma_{i-1}})\right) \left(\prod_{i=0}^{\gamma-1} \frac{1 + e^{-2\beta J_{\gamma_i-\gamma_{i-1}}}}{2}\right) \geq \prod_{i=1}^{\gamma} C_\beta \tanh(\beta J_{\gamma_i-\gamma_{i-1}}),$$

which yields $P_3$. $P_5$ also follows easily from the above identity, once one takes into account the geometrical constraints imposed upon the paths. Indeed,

$$q(\gamma | \gamma') = \prod_{e = \{u,v\} \in \bar{\gamma}} \exp\left(-\beta J_{v-u} \int_0^1 \left(\langle \sigma_u \sigma_v \rangle_{E(\gamma');\beta,J_s} - \langle \sigma_u \sigma_v \rangle_{E(\gamma'');\beta,J_s}\right) ds\right) \leq \exp\left(\beta \sum_{\{u,v\} \in \bar{\gamma}} J_{v-u} \sum_{w \in \gamma'} e^{-c(1+\|w-v\|)}\right). \quad (26)$$

For the last inequality, see [13, proof of Lemma 3.1] for instance. Our assumptions on the paths imply that the sums over $\{u, v\}$ and $w$ in (26) are uniformly bounded (see Fig. 20).

**Appendix B. Irreducible interactions**

Let $J$ be as in Section 2.5. By the translation invariance and central symmetry of $J$, it is equivalently defined as a function $J : \mathbb{Z}^d \to \mathbb{R}_{\geq 0}$.  

![Figure 20](image-url)  

*Figure 20.* The path $\gamma$ is constrained to lie inside the yellow region, while the path $\gamma'$ is constrained to lie inside the green region. This implies that the sums over $\{u, v\}$ and $w$ in (26) are bounded above, uniformly in such paths $\gamma$ and $\gamma'$, by the corresponding sums over pairs of vertices lying one in the yellow region and the other one in the green region.
In this appendix, we establish the properties about connectivities in the graph \((\mathbb{Z}^d, E_d)\) that are used in the local surgery of Section 6. Let \(\Lambda_N = \{-N, \ldots, N\}^d\).

First, for any \(0 \leq R < \infty\), let us introduce

\[
J^R_{ij} = \begin{cases} 
J_{ij} & \text{if } \|i - j\|_\infty \leq R, \\
0 & \text{otherwise.}
\end{cases}
\]

Let us also define \(E^R_A = \{ \{i, j\} \subset A : J^R_{ij} > 0 \}\).

**Lemma B.1.** There exist \(R_0, R_1 < \infty\) such that, for any \(N\) and any \(x \in \Lambda_N\), \(x\) is connected to 0 using only edges in \(E^R_{\Lambda_N} \cap E^R_{\Lambda_N+R_1}\).

**Proof.** By irreducibility, for each \(i \in \{1, \ldots, d\}\) there exists a finite path \(\gamma^i : 0 \rightarrow e_i\) (where \((e_i)_k = 1_{(i=k)}, k = 1, \ldots, d\)) with \(\{\gamma^i_k, \gamma^i_{k+1}\} \in E_d\). Denote by \(-\gamma^i\) the image of \(\gamma^i\) under the central symmetry. Let \(R_1 = \max_{i \in \{1, \ldots, d\}} \max_{x \in \gamma^i} \|x\|_\infty\). Let now \(N \geq 0\) and \(x = (x_1, \ldots, x_d) \in \Lambda_N\). We can connect 0 and \(x\) via any path following \(|x_i|\) times the sequence of edges in \(\gamma^i\) for \(i = 1, \ldots, d\). Any such path does not exit \(\Lambda_N+R_1\) by definition of \(R_1\). We therefore proved the claim with \(R_0 = \max_{i \in \{1, \ldots, d\}} \max_{x \in \gamma^i} \|\gamma^i_k - \gamma^i_{k-1}\|_\infty\).

**Lemma B.2.** There exists \(\epsilon > 0\) such that, for any \(s \in S^{d-1}\),

\[
\{x \in \mathbb{Z}^d : x \cdot s \geq \epsilon \|x\|\} \cap \{x \in \mathbb{Z}^d : J^R_x > 0\} \neq \emptyset,
\]

where \(R_0\) is given by Lemma B.1.

**Proof.** Let \(R = R_0\). Let \(A = \{\hat{x} : x \in \mathbb{Z}^d, J^R_x > 0\}\). It is a finite set. For \(s \in S^{d-1}\), define

\[
f(s) = \max_{s' \in A} s' \cdot s.
\]

The claim is equivalent to the fact that \(f(s)\) is uniformly bounded away from 0. First, observe that, for any \(s \in S^{d-1}\), \(f(s) > 0\), since \(A\) is a centrally symmetric set that spans \(\mathbb{R}^d\) (since \(\{x \in \mathbb{Z}^d : J^R_x > 0\}\) is centrally symmetric and generates \(\mathbb{Z}^d\)). Since \(f\) is continuous over \(S^{d-1}\), the conclusion follows from compactness of \(S^{d-1}\).
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