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Abstract

In translation practice, typological differences between languages can pose problems in such a way that the translator has to compensate a source language structure which does not exist in the target language. It is, however, not always easy to find an adequate translation equivalent for such a lacking structure. The aim of this paper is to show how a multiply annotated and aligned corpus can be used as a translation memory for such typologically driven problems, exploiting the linguistic enrichment of the corpus. It is discussed how an existing translation corpus with high-quality translation and alignment is converted into a database and how this database can be exploited as a large on-line resource displaying various translation options for lexico-grammatical problems.

1. Introduction

Up to now the annotation of translation corpora, i.e. their linguistic enrichment, has been carried out in order to empirically investigate the properties of translated text. On the other hand, practical translators also work with large amounts of translated texts, the enrichment of these parallel texts, however, being mostly limited to sentence alignment. The use of these aligned texts in translation memories is again limited to string-based queries (see section 2).

There are, however, translation problems which are due to typological differences between languages. For translation training and practice it would, consequently, be good to have a database where many examples of these typological characteristics and their translations into other languages can be found. For English and German, raising structures, extractions and deletions are among others problematic constructions (cf. Hawkins 1986). Because here, the search space for a translational choice is rather wide, finding the German translation equivalent for such a construction is therefore a notorious problem for which a parallel concordance can provide help. While with a raw text corpus we can only formulate string searches, an annotated and aligned corpus allows us to query for lexico-grammatical patterns (see section 4). Additionally, we show how our corpus alignment can help to create multilingual term bases for translation practice and training. The advantage of this technique is that the translation candidates are extracted from published translations, i.e. language in use, and are thus more comprehensive and inventive than dictionary entries are.

The research described here is part of a pilot project called KOALA\(^1\) for which we use the CroCo

\(^1\) http://fr46.uni-saarland.de/koala/
corpus. The design of the corpus as well as its multidimensional annotation and alignment are described in section 3. It is shown how the multiply annotated and aligned corpus is imported into a database and how this database can be exploited to solve typical translation problems for English and German.

Another crucial issue when dealing with large amounts of source language texts and their translations is the preservation of the meta-information of the texts (i.e. information on the author, translator, nationality and mother tongue of author and translator, publication date, etc.). In order to store and manage this kind of information for each text in the corpus, we developed a graphical user interface, CroCo-Meta. This tool allows the annotation of important meta-information in a user-friendly and fast manner (see section 5).

Finally, we conclude the paper with summing up the advantages of our methodology and discussing some directions for future research (see section 6).

2. Corpora in translation studies and translation practice

2.1 Corpora in translation studies

In translation studies, parallel corpora are used to analyse characteristic patterns of translations. Within this context Baker (1996) formulates the following hypotheses on the universal features of translations: explicitation (translations are more explicit than originals), simplification (translations are easier to understand and more readable), normalisation (translations strongly adhere to the usage norms of the target language) and levelling out (translations are more alike than the individual texts in a corpus of originals). These hypotheses are tested in several studies using TEC and BNC as comparable corpora: Laviosa-Braithwaite (1996) tests simplification and levelling out by analysing average sentence length, lexical density and type-token ratio. Baker/Olohan (2000) find evidence of explicitation in TEC investigating the use of that-connectives in contrast to zero-connectives of the reporting verbs say and tell (see Figure 1).

Furthermore, Olohan tests the hypothesis of explicitation on the basis of the use of contractions (Olohan 2003) and optional syntactic elements in translations (Olohan 2004). Hansen (2003) finds evidence of normalisation in a tagged version of TEC and explains this result with the help of a psycholinguistic test. Based on comparable corpora, translation universals, such as explicitation, simplification or normalisation, are also tested for many other languages (e.g. Bernardini/Zanettin 2004 or Kujamäki/Mauranen 2004).

Using a corpus of English source language texts, German translations, and comparable German originals, Hansen/Teich (1999) and Teich/Hansen (2001 b) investigate the above mentioned translation features explicitation, simplification, normalisation and levelling out. The use of a combined parallel-comparable corpus allows them to identify the influence of the source language texts on the translations and on the target language. Teich (2003), for instance, finds shining-through (the typical language use of the source language "shines through" in the German translations), thus detecting a tendency contrary to normalisation.

Parallel corpora are used for the investigation of information structure in English and German texts (e.g. Doherty 1999), thematic structure (Hasselgard 1998), information packaging (e.g. Steiner 2002, 2004 for English-German and Fabricius-Hansen 1999 for German-English and German-Norwegian) and again for the investigation of explicitation in English and Norwegian parallel texts (Johansson 1995).
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Finally, corpus-based methods are used in order to investigate translator's style (Baker 2000, Olohan 2004), creativity in translation (Kenny 1998) as well as intercultural issues (Mauranen 1997). Such analyses could positively influence translators' training and practice as well as translation criticism.

2.2 Corpora in translation practice

When speaking about multilingual corpora as reference resources for professional translators, a useful resource, which is freely available and easily accessible for many different languages, is the World Wide Web (cf. Kilgarriff 2001). Lexical look-up can, for example, be initiated via a search engine like Google. The matches are displayed in the form of links to web sites, which can be investigated. An easier way to linguistically explore the Web is the tool WebCorp\(^2\), which displays the matches in the form of a concordance, a KWIC output. Another useful application of the Web as a translation aid is to search for multilingual web sites, i.e. translated web sites, from which parallel texts can easily be downloaded, aligned and used as a parallel corpus or a translation memory.

Using parallel corpora in translation practice, we have to distinguish between the translation of highly repetitive texts (such as manuals or instructions) and the translation of creative writing (e.g. fiction). In the context of translation of software manuals, for instance, it can be worthwhile to compile previously translated manuals, align them, and store them in a database, which can then be used for reference. Such translation memories are usually equipped with alignment and terminology management tools (e.g. Translator's Workbench by Trados, Déjà vu by Atril or Star Transit) and are thus useful both for terminology look-up and for pre-translation of phrases and even for whole sentences.

But even for texts that are not highly repetitive, multilingual and especially parallel corpora can support the translation process. A parallel corpus can be employed as a multilingual lexical resource, being more comprehensive and diverse than dictionaries. A multilingual comparable corpus can be used for exploring register use as well as typological differences. This is extremely helpful for the translation of special purpose texts and the acquisition of highly specialised terminology since term banks and glossaries can be built up easily (Bowker/Pearson 2002). If a corpus is linguistically annotated, it can also be used to help solving grammatical or semantic translation problems. For the translation of literary texts, the investigation of a comparable corpus can reveal the personal style of an author or translator that may be incorporated in the translation.

The basic idea of using corpora in translator training is that a parallel corpus consists of a more comprehensive and diverse variety of source language items and possible translation solutions than a dictionary could ever display (cf. Zanettin/Bernardini/Stewart 2003). Thus, in translator training, parallel corpora are explored for terminology look-up on the one hand (Pearson 2000, Danielsson/Ridings 2000, Maia 2003 as well as Bowker/Pearson 2002 in a Languages for Specific Purposes (LSP) context) and for teaching the usage of collocations (Teubert 2003 and Barlow 2000 using parallel corpora) as well as register- and typology-specific patterns of the target language on the other (Pearson 2003 and Bowker 1999 using comparable corpora). Hansen/Teich (2002) show how an English-German translation reference corpus annotated with part-of-speech tags can be used to look up not only lexical items but also grammatical structures. Furthermore, a parallel corpus can show translation students and language learners how to deal with translation problems (see Pearson 2003 for English-German and Johansson/Hofland 2000 for English-Norwegian) and how to avoid typical mistakes (see, for instance, Vintar/Hansen 2005 analysing cognates in parallel texts).

\(^2\) http://www.webcorp.org.uk
One interesting approach to providing students with insights into possible translation strategies is to collect several translations of one and the same source language text (cf. Teubert 2001). A similar scenario is introduced by Johansson (2003), where translations into several languages are collected from one and the same source language text. Here, students are able to learn to which degree the linguistic structures of the source language text can be preserved in the target language or how they have to be transferred according to the norms of the target language.

Another common method of teaching and studying translation is the use of learner corpora. Here, several translations of one and the same source language text produced by students are collected. A very easy way to collect such learner texts is to submit and store them electronically as proposed by Bowker/Bennison (2003) in their work on the Student Translation Archive. Also, possible translation errors or peculiarities could be tagged and explored in such a way that the students can learn from the translation behaviour of other learners and translators (cf. Malmkjær 2003).

3. The CroCo Corpus as linguistically enriched translation memory

For the experimental project KAOLA we used the CroCo Corpus (cf. Hansen-Schirra et al. 2006), a linguistically annotated and aligned corpus for German and English. The CroCo corpus was collected for the investigation of the translation property of explicitation for the language pair English – German and consists of English originals, their German translations as well as German originals and their English translations. Both translation directions are represented in eight registers. Biber’s calculations, i.e. 10 texts per register with a length of at least 1,000 words, serve as an orientation for the size of the sub-corpora (cf. Biber 1993). Altogether the CroCo Corpus comprises one million words.

Additionally, reference corpora are included for German and English. The reference corpora (see Figure 2) are register-neutral including 2,000 word samples from 17 registers (see Neumann/ Hansen-Schirra 2005 for more details on the CroCo corpus design).

The CroCo Corpus is tokenised and annotated for part-of-speech, morphology, phrasal categories and grammatical functions. Furthermore, the following (annotation) units are aligned: tokens, clauses and sentences. The annotation and alignment steps are described in section 3.1. The transformation of the annotation and alignment into a MySQL database is
described in section 3.2.

3.1 Annotation and Alignment for KOALA

In this section we describe the type of information annotated and aligned in the CroCo corpus, since this information is the basis for the experiments run in the KOALA project.

For each text in the corpus the annotation covers different levels. Thus, each kind of annotation (part-of-speech, morphology, phrase structure, grammatical functions) is realized in a separate layer. An additional layer is included which contains comprehensive meta-information in separate header files for each text in the corpus (see section 4).

At each annotation level and for each text there is a base file consisting of the indexed units in the text. Index and annotation layers are kept separate using XML stand-off mark-up based on XCES\(^3\). The base file at each level contains the segmentation of the text at the specific level. At token level the index file consists of the indexed words, at chunk, clause and sentence level of the indexed chunks, clauses and sentences. In turn, the index files at chunk, clause and sentence level refer to the index files at token level.

The first layer to be presented here is the tokenisation layer. Tokenisation is performed for both German and English by TnT (Brants 2000), a statistical part-of-speech tagger. As shown in Figure 3 each token annotated with the attribute strg has also an id attribute, which indicates the position of the word in the text. This id represents the anchor for all XPointers pointing to the tokenisation file by an id starting with a “t”. The file is identified by the name attribute. The xml:lang attribute indicates the language of the file, docType provides information on whether the present text is an original or a translation.

![Figure 3: Tokenisation and indexing](http://www.xml-ces.org)

The second layer annotated is the part-of-speech layer, which is provided again by TnT\(^4\). The token annotation of the part-of-speech layer starts with the xml:base attribute, which indicates the index file it refers to. The part-of-speech information for each token is annotated in the pos attribute, as shown in Figure 4. The attribute strg in the token index file and pos in the tag annotation are linked by an xlink attribute pointing to the id attribute in the index file.

---

3 http://www.xml-ces.org
4 For German we use the STTS tag set (Schiller et al. 1999), and for English the Susanne tag set (Sampson 1995).
Morphological information is particularly relevant for German due to the fact that this language carries syntactic information within morphemes rather than in separate function words like English. Morphology is annotated in CroCo with MPro, a rule-based morphology tool (cf. Maas 1998). This tool works on both languages. The encoding of the morphological information is analogue to the part-of-speech encoding shown in Figure 4.

Moving up from the token unit to the chunk unit, the same pattern as for the tokens is repeated. The chunks are also indexed each chunk having an id attribute as shown in Figure 5.

The phrase structure annotation (see Figure 6) assigns the type attribute to each phrase chunk identified by MPro. XPointers link the phrase structure annotation to the chunk index file. It should be noted that in CroCo the phrase structure analysis is limited to higher chunk nodes.
The annotation of grammatical functions is again kept in a separate file and is analogue to the phrase structure annotation. On clause and sentence level there is only information about the segmentation of the text in clauses and sentences. As shown in Figure 7, each clause consists of a list of XLinks to tokens in the index file denoted by the xml:base attribute. The same approach applies also for the sentences.

In the examples shown so far, the different annotation layers linked to each other belonged to the same
language. By aligning words, clauses and sentences, the connection between original and translated text is made visible. For the purpose of the CroCo project word alignment is realised with ATLAS (cf. Schrader 2006) an alignment tool which combines linguistic and statistical approaches. Clauses are aligned manually with the help of MMAX II (cf. Müller/Strube 2003), a tool allowing assignment of own categories and linking units. Finally, sentences are aligned using Win-Align, an alignment tool within the Translator’s Workbench by Trados (cf. Heyn 1996).

The alignment procedure produces three new layers: token alignment, clause alignment and sentence alignment and follows like the annotation layers the XCES standard. Figure 8 shows how clause alignment is encoded. The \texttt{trans.loc} attribute locates the clause index file for the aligned texts. Furthermore, the respective language as well as the \texttt{n} attribute organising the order of the aligned texts are given. We thus have an alignment tag for each language in each clause pointing to the clause index file.

```xml
<?xml version="1.0" encoding="utf-8"?>
<!DOCTYPE document SYSTEM "clauseAlign.dtd">
<document xmlns:xlink="http://www.w3.org/1999/xlink"
name="E2G_SHARE_001.clauseAlign.xml">
<translations
xml:base="CROCO_CORPUS/ENGLISH2GERMAN/GTrans/SHARE/ANNOTATED/clause/">
<translation trans.loc="EO_SHARE_001.clause.xml" xml:lang="en" n="1"/>
<translation trans.loc="GTrans_SHARE_001.clause.xml" xml:lang="ge" n="2"/>
</translations>
<clauses>
  <clause>
    <align xlink:href="#cl1"/>
  </clause>
  <clause>
    <align xlink:href="#cl1"/>
  </clause>
  <clause>
    <align xlink:href="#cl2"/>
    <align xlink:href="#undefined"/>
  </clause>
  <clause>
    <align xlink:href="#cl3"/>
    <align xlink:href="#cl3"/>
  </clause>
  <clause>
    <align xlink:href="#cl4"/>
    <align xlink:href="#cl4"/>
  </clause>
  ...
</clauses>
</document>
```

Figure 8: Alignment of clauses

The alignment of tokens and sentences in the corpus follow the same principle. Additionally, phrase alignment can be derived from word alignment and syntactic functions can be mapped automatically across the parallel corpus.

3.2 The KAOLA Database

Since we want to show how linguistic information can facilitate the query for typological differences of languages, the annotation and alignment work described in the previous section is the basis for such experiments. In order to have a fast search we decided to convert the annotation and alignment presented above in tables of a MySQL database.
All available information on token level, such as tokenisation, part-of-speech and lemma including word alignment is written into the tables in the database (see Figure 9). The English tokens in Figure 9 are indexed, each index having assigned a string, a lemma, a part-of-speech tag and an index for its German equivalent. At chunk level the tables are filled with information about chunk type and the grammatical function it fulfils. Similar to the XML encoding in the corpus, the MySQL tables for chunks are strongly connected to the information at token level. Analogously, the clause and sentence segmentation as well as their alignment is transformed into tables connected to the token tables in the MySQL database.

This type of storage allows us for a more easy and fast method to query the corpus. Additionally, a query interface with a menu-like, predefined set of queries can be connected to the database, allowing also for non-experts to query the corpus.

4. Multi-level annotation and alignment for solving typical translation problems

In many cases, typological differences between languages can be translated straightforward without any problems. Different word order or grammatical morphologies are not considered as major translation problems. There are, however, typological differences that are problematic for the translation process. Typically, these are constructions which exist in one language but which do not exist or are rarely used in the other. This means for the translation of such constructions that the translator has to compensate them in the target language. It is, however, not always easy to find an adequate translation equivalent. For this reason, a database with translation examples of typological differences can help to solve translation problems.

In the following, we explain the advantage of such a resource (see section 3) on the basis of Hawkins’ (1986) descriptions for English and German. He states that English is far more productive concerning
cleft sentences, raising constructions and deletions. Therefore, in the process of translating these constructions into English, compensations have to be found. Cleft constructions are, for instance, a typical feature of the English grammatical system. While they do exist in German as well, German has other options of realizing information distribution patterns, e.g., by word order variation. In our annotated and aligned corpus database, cleft constructions can be found by querying the following pattern:

```
word="it" FOLLOWED BY lemma="be" (FOLLOWED BY syntactic function="complement" (INCLUDING pos="relative pronoun"))
```

Applying this query to our database, we find the following translation pairs:

1) It is this ownership that we truly believe helped our employees to drive toward success, despite the challenges of this year. --- Mit dieser Beteiligung am Unternehmen im Rücken haben unsere Mitarbeiter nach unserer Überzeugung maßgeblich zum Erfolg des Unternehmens trotz der großen Herausforderungen dieses Jahres beigetragen.

2) It is to everyone's credit that we accomplished so much - the best year ever in our combined history. --- Dem Einsatz aller ist es zu verdanken, dass wir so viel erreicht haben.

3) In fact, it was their persistence through some very challenging days in 1998 that helped us end the year with such strong momentum. --- Tatsächlich ist es ihrem Durchhaltevermögen während einiger sehr kritischer Tage 1998 zu verdanken, dass wir das Jahr dann doch noch mit einem solch gewaltigen Erfolg beenden konnten.

Here, two options of translating English clefts into German are shown: The first example is nominalised in the German version, whereas in example 2 and 3 German infinitival constructions are chosen. In the latter examples a lexical pattern for translating clefts becomes visible: the translators used “es ist jemandem/etwas zu verdanken, dass” (it is somebody/something to thank that”) for the translation of both English cleft sentences. This might be an indicator for a good translation strategy for clefts. To find other strategies, it can be specified in the database query whether the clefted element is translated and thus aligned with a German adverbial, a German subject or other realisations.

Another interesting construction for which English is more productive than German is raising. Raising constructions can be found by querying the following pattern:

```
syntactic function="finite verb" (FOLLOWED BY syntactic function="direct object" (REALISED THROUGH phrasal category="clause"))
```

With this query subject-to-subject raising can be retrieved as can be seen in the following examples:

4) We continue to benefit from the strong natural gas market in North America. --- Wir profitieren weiterhin von einem starken Erdgasmarkt in Nordamerika.

5) We defined the minivan, and will continue to do so. --- Wir haben den Minivan erfunden und wir werden auch künftig neue Marktsegmente definieren.

6) … and attracting the best talent possible as we continue to grow our business. --- … und werben zur Erweiterung unseres Geschäfts die besten Talente an, die wir nur finden können.

Here, one possible translation strategies become obvious: the meaning of the verb “continue” which occurs very frequently in the sub-corpus of business communication is translated by using temporal adverbials in German (“weiterhin” and “künftig” in examples 4 and 5). Additionally, in example 6 the verbal group is transformed into a nominal structure which seems to be a typical translation strategy for English-German.

According to Hawkins, substitutions and deletions occur more frequently in English than in German.

---

5 The examples discussed in this paper are taken from our English-German sub-corpus of business communication.
We search for deletions using for example the following patterns:

| phrasal category="prepositional phrase / noun phrase" NOT INCLUDING pos="noun" |

This query displays all nominal phrases in which the nominal head is deleted.

| phrasal category="sentence" INCLUDING 2 * syntactic function="FIN" AND 1* syntactic function="SUBJ" |

This query displays all sentences with two finite verbs where one of the subjects is deleted.

| Pos="conjunction" NOT AlIGNED ON WORD LEVEL |

Here, we look for conjunctions which are optional in one language and therefore not translated. Surprisingly, we found more deletions in the German translations than in the English originals:

7) After the interviews, I told our employees that I wanted Baker Hughes to improve from being a good company to become a great one. --- Nach den Gesprächen sagte ich den Mitarbeitern, dass ich Baker Hughes von einer guten Firma zu einer erstklassigen machen wolle.

8) We want to thank shareholders for your confidence, and we will continue to do everything possible to reward that confidence. --- Wir möchten den Aktionären für das uns entgegengebrachte Vertrauen danken und werden weiterhin alles Erdenkliche tun, dieses Vertrauen zu belohnen.

9) Today, integrated functional departments, and shared ideas and technologies, are significantly improving everything we make, the way we do business, and the way we serve our customers - as this report shows. --- Heute verbessern integrierte Bereiche und der Austausch von Ideen sowie Technologien nicht nur unsere Produkte, sondern auch die Art, wie wir unsere Geschäfte führen und unseren Kunden dienen.

Example 7 shows a German prepositional phrase where the nominal head is deleted. In the English original a substitution is used to express the same meaning. Since substitution does not work for German, the deletion is one strategy to translate this structure. In example 8, we find two German verbs ("danken" and "tun"), the second subject is, however, deleted. In the English original the subject "we" is repeated for the second verb. The same phenomenon can be observed in example 9: The English original repeats the words "the way we", which is deleted in the German translation. In both examples, German is more elliptical expressing the cohesive links implicitly, whereas English uses repetitions expressing the lexical cohesion more explicitly.

Another application of our word alignment is that it can be used to create a bilingual dictionary or a bilingual term base. We can extract, for examples, specific categories (like verbs, nouns) from our aligned corpus. However, also other combinations are possible: German tends, for instance, to use many compounds, which use to be multiword units in English. Such multiword-noun alignment can consequently be extract from the corpus:

```
<item>
  <lemma>silk handkerchief</lemma>
  <category>multiword</category>
  <language>English</language>
  <translations>
    <translation>
      <lemma>einstecktuch</lemma>
      <category>noun</category>
      <language>German</language>
      <confidence>0.2</confidence>
    </translation>
  </translations>
</item>
```

6 The following to examples are taken from our sub-corpus fiction.
Another interesting issue is the transformation of word classes during the translation process. In order to detect these examples verb-noun alignments can be extracted:

```xml
<item>
  <lemma>sneaking</lemma>
  <category>verb</category>
  <language>English</language>
  <translations>
    <translation>
      <lemma>schleichtour</lemma>
      <category>noun</category>
      <language>German</language>
      <confidence>0.2</confidence>
    </translation>
  </translations>
</item>
```

On the basis of such a bilingual term database, the register as well as language conventions for using verbal or nominal constructions can be investigated very easily.

5. Documentation of meta-information using CroCo-Meta

This section is an excursion to the annotation and storage of meta-information in a corpus. This is an important issue because only a good and transparent documentation of meta-information enables accurate and efficient queries.

CroCo-Meta is a GUI developed in order to provide a user-friendly storage of meta-information for a text in a corpus. The meta-information that can be written in the CroCo-Meta form as well as the format in which the meta-information is saved are based on the TEI guidelines (Sperberg-McQueen/Burnard 1994).

CroCo-Meta allows the annotator to process the meta-information element by element. He can either insert the required information into the corresponding field or select the appropriate entry from a predefined list. The tool then creates automatically the header file and saves the information from the form fields in the CroCo-header format as shown in Figure 15.

The CroCo-Meta Form is divided into four parts: File Description, Encoding Description, Annotation Description and Alignment Description. The File Description part of the GUI depicted in Figure 12 encodes information about the file itself, the sub-corpus to which it belongs, the translation, the author, publication, the title, as well as a short register analysis. The register analysis contains information about field, tenor and mode. Experiential Domain in Field specifies the theme of the text whereas Goal Orientation denotes the function of the text. Here we distinguish between different functions: exposition, narration, argumentation, persuasion, and instruction. Tenor specifies further Agentive Role, Social Role und Social Distance. Agentive Role denotes the relation between the author and his addressee. Here the annotator can choose between: expert to expert, expert to layperson, layperson to expert, layperson to layperson. The Social Role denotes the position of the author as compared to his addressee: equal or unequal. The Social Distance can be: casual, neutral, formal, intimate, colloquial, and consultative. Mode specifies also three sub-categories: Language Role, Channel und Medium. Language Role kann be: ancillary or constitutive. The Channel field states wither the text is graphic (printed) or electronic. Medium records if the text was found in a written, spoken or written to be spoken form.

---

7 An introduction to register analysis can be found in Ghadessy (1993).
The Encoding Description part (see Figure 13) of the CroCo-Meta form encodes information about how the corpus was built, the total number of words, if it was totally incorporated into the corpus or only partially, when it was incorporated into the corpus and what language variation is used, for instance, British English or American English.

As shown in Figure 14 the CroCo-Meta form can also be used to document the process of annotation. This kind of information is specified by the Annotation Description and Alignment Description part in the CroCo-Meta form. For each alignment or annotation level the form provides fields for entering the first annotator, the person who did the correction and consistency check of the annotation. Through the documentation of the annotation and alignment process problems and changes become more visible and can later be easily identified and tracked back.
As described above the tool CroCo-Meta provides (for both Windows and Linux) an easy way for the storage of meta-information. Thus annotating the header is facilitated, since information is presented as fields of a form. This means that the annotator does not need to work with XML files in which multiple embedding of elements may occur. Furthermore, the presetting of the possible entry choices makes the annotation process faster and diminishes the error rate. Additionally, the storage of meta-information can be useful when it comes to query a specific register or specific text type (e.g. written text vs. spoken text). The tool itself can easily be adapted to other projects and is free for non-profit research purposes.
6. Conclusions

The need for linguistically annotated corpora is observed across all branches of linguistics, and the translation branch is no exception. One of the reasons why big parallel corpora with high quality annotation and alignment are still not available for use in machine translation projects is due to the fact that collecting and building such a corpus is a time-consuming and expensive task.

There are certainly research questions which do not require such a detailed linguistic analysis. Quantitative automatic annotation allows to a certain point to resolve the research questions without the burden of using or constructing a big resource with qualitative enrichment in advance. However, more complex research questions, which deal with the specificity of a language need a more detailed linguistic analysis in order to be answered.
The research described here shows the use of linguistic annotated corpora across languages. We have shown that in order to solve typical translation problems for English and German, such as English cleft constructions, linguistic information facilitates this. Information about part-of-speech, grammatical function assignment, phrasal structure identification as well as alignment on different levels can help to identify the correct construction. This type of translation memory look-up enables the translator to search for more than one problematic lexico-grammatical construction and its aligned translation.

In section 2 we described the use of corpora in translation studies and argued for linguistic annotated data when it comes to translation. In section 3 we showed what kind of linguistic information can be encoded and stored and by what means. Section 4 shows how annotated data is used when it comes to query for complex grammatical constructions. Because certain grammatical properties are text-specific, section 5 introduces a tool for annotating meta-information and shows how such a tool can specialise the memory look-up, for instance, by searching for cleft constructions in a specific publication.

The MySQL storage of linguistically annotated data combined with the possibility to exploit this data easy and fast allows the extraction and comparison of grammatical complex structures across languages.
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