EQUALITY OF KOLMOGOROV-SINAI AND PERMUTATION ENTROPY FOR ONE-DIMENSIONAL MAPS CONSISTING OF COUNTABLY MANY MONOTONE PARTS

TIM GUTJahr* AND KARSTEN KELLER

Institut für Mathematik
Ratzeburger Allee 160
D-23562 Lübeck, Germany

(Communicated by Bryna Kra)

Abstract. In this paper, we show that, under some technical assumptions, the Kolmogorov-Sinai entropy and the permutation entropy are equal for one-dimensional maps if there exists a countable partition of the domain of definition into intervals such that the considered map is monotone on each of those intervals. This is a generalization of a result by Bandt, Pompe and G. Keller, who showed that the above holds true under the additional assumptions that the number of intervals on which the map is monotone is finite and that the map is continuous on each of those intervals.

1. Introduction. Determining the Kolmogorov-Sinai entropy (K-S entropy) of a dynamical system is a key part in the analysis of a system’s complexity. This entropy is a measure for the amount of information that is gained on average by observing the system’s dynamics. While the K-S entropy has a simple mathematical definition and interesting properties, its computation and its estimation from data can be difficult. Therefore, in 2002, Bandt and Pompe introduced the so called permutation entropy as an alternative measure for the complexity of a one-dimensional dynamical system which is easier to evaluate numerically than the K-S entropy [3]. In their seminal paper [2], Bandt, Pompe and G. Keller showed that those entropies are equal for one-dimensional interval maps if there exists a finite partition of the domain of definition into intervals such that the considered map is monotone and continuous on each of those intervals [2]. This result leads to the generally mathematically interesting question of the relationship of K-S entropy and permutation entropy. Our paper should be understood as a step to answering this question.

Roughly speaking, the permutation entropy is a measure for the information contained in the ordinal structure of a dynamical system. One can extend the definition of the permutation entropy to multi-dimensional systems by introducing a number of real-valued random variables as observables that each project the multi-dimensional dynamics into the real numbers in which the ordinal structure is then
considered. The fact that the permutation entropy is an upper bound for the K-
S entropy for all one-dimensional systems (see [2] or [1]) can be generalized to
multidimensional maps under sufficiently general conditions [9].

The interest in understanding the relationship of KS entropy and permutation
entropy is also driven by the fact that the permutation entropy is usually easier to
estimate from data obtained from a system than the very common Kolmogorov-
Sinai entropy. This and other nice properties of the permutation entropy led to
many practical applications of it (see e.g. [11],[13],[15]).

In this paper, we show that the equality of K-S and permutation entropy still
holds true for one-dimensional systems if one omits the condition of continuity
assumed in [2] and also allows a countable partition of the domain of definition into
intervals such that the one-dimensional map is monotone on each of those intervals.
Since continuity and the finiteness of the partitions into monotony intervals was

crucial to the approach used in [2], we are forced to apply different methods here,
and use a more measure-theoretic approach.

1.1. Basic definitions. We are interested in the complexity of one-dimensional
dynamical systems. In this paper, such systems will be tupels \((\Omega, B(\Omega), \mu, T)\)
constisting of a compact metric space \(\Omega \subseteq \mathbb{R}\), the Borel \(\sigma\)-algebra \(B(\Omega)\) on \(\Omega\), a \(B(\Omega)\)-
 measurable map \(T : \Omega \to \Omega\) and a probability measure \(\mu\) defined on \(B(\Omega)\). The
system \((\Omega, B(\Omega), \mu, T)\) is called measure-preserving dynamical system if, addi-
tionally, the map \(T\) is measure-preserving, i.e. \(\mu(T^{-1}(A)) = \mu(A)\) for all \(A \in B(\Omega)\).

The value of the Kolmogorov-Sinai entropy depends on the position of the ele-
ments of orbits \((\omega, T(\omega), T^2(\omega), \ldots)\) with respect to a finite or countable partition.
The iterates \(T^t(\omega)\) can be recursively defined as \(T^t(\omega) = T(T^{(t-1)}(\omega))\) for \(t \in \mathbb{N}\)
and \(\omega \in \Omega\) with \(T^0(\omega) = \omega\).

For the definition of the permutation entropy, we investigate for which \(s, t \in \mathbb{N}_0\)
the inequality \(T^s(\omega) \leq T^t(\omega)\) holds true. To simplify our argumentation we want
to exclude the possibility that \(T^s(\omega)\) is equal to \(T^t(\omega)\) for \(s, t \in \mathbb{N}\) with \(s \neq t\), so
that the inequalities \(T^s(\omega) \leq T^t(\omega)\) and \(T^t(\omega) \leq T^s(\omega)\) are mutually exclusive. To
achieve this, we require that \(T\) is aperiodic with regard to \(\mu\), which means that
\(\mu(\bigcup_{n=1}^{\infty}\{\omega \in \Omega | T^n(\omega) = \omega\}) = 0\) holds true. For aperiodic maps, the probability
of two different iterates of a single point being equal is zero. Being aperiodic is not
a significant restriction though, as noted in section 3.

When determining the complexity of a dynamical system, we consider the proba-
bilities of \(\omega, T(\omega), T^2(\omega), \ldots, T^{(n-1)}(\omega)\) lying within specific sequences of sets. This
leads to the definition of the Kolmogorov-Sinai entropy:

**Definition 1.1** (Kolmogorov-Sinai entropy). Let \((\Omega, \mathcal{A}, \mu, T)\) be a measure-pres-
serving dynamical system and \(\mathcal{P} = \{P_i\}_{i \in I}\) a partition of \(\Omega\) with some finite or
countable index set \(I\). Define for \(n \in \mathbb{N}\) and a multi index \(i = (i_0, i_1, \ldots, i_{n-1}) \in I^n\) the
set
\[
P(i) := \bigcap_{k=0}^{n-1} T^{-k}(P_{i_k}) = P_{i_0} \cap T^{-1}(P_{i_1}) \cap \ldots T^{-n+1}(P_{i_{n-1}})
\]
and the partition \(\mathcal{P}^{(n)} := \{P(i) | i \in I^n, P(i) \neq \emptyset\}\). The **Kolmogorov-Sinai entropy**
(or entropy rate) of \(T\) with regard to the partition \(\mathcal{P}\) is defined as
\[
h(T; \mathcal{P}) := \lim_{n \to \infty} \frac{1}{n} H(\mathcal{P}^{(n)}),
\]
where $H(P^{(n)}) = -\sum_{i \in I^n} \mu(P(i)) \log(\mu(P(i)))$ is the Shannon entropy of the partition $P^{(n)}$. By

$$h(T) := \sup_{H(P) < \infty} h(T, P)$$

the Kolmogorov-Sinai entropy of $T$ is defined, where the supremum is taken over all countable partitions with finite entropy.

**Remark 1.** Originally, the Kolmogorov-Sinai entropy was defined as the supremum of the entropy rates over finite partitions, disregarding countable partitions. However, according to Abramov's Theorem, the supremum of the entropy rates over all countable partitions with finite entropy is not larger than the supremum of the entropy rates over finite partitions [8].

If we do not consider the probabilities of $\omega, T(\omega), T^2(\omega), \ldots, T^{(n-1)}(\omega)$ lying within specific sequences of sets but instead the probabilities of $\omega, T(\omega), T^2(\omega), \ldots, T^{(n-1)}(\omega)$ being in some specific order relation, we get the definition of the permutation entropy:

**Definition 1.2 (Permutation entropy).** Let $(\Omega, \mathcal{B}(\Omega), \mu, T)$ be a measure-preserving dynamical system with $\Omega \subseteq \mathbb{R}$ and

$$\Pi_n := \{(\pi_0, \pi_1, \ldots, \pi_{n-1}) \in \{0, 1, \ldots, n - 1\}^n | \pi_i \neq \pi_j \text{ for } i \neq j\}$$

the set of all permutations of length $n$. For a permutation $\pi = (\pi_0, \pi_1, \ldots, \pi_{n-1}) \in \Pi_n$ we denote the set of points with ordinal pattern $\pi$ by

$$P_\pi := \{\omega \in \Omega | T^{\pi_0}(\omega) \leq T^{\pi_1}(\omega) \leq \ldots \leq T^{\pi_{n-1}}(\omega)\}$$

and by $P_n := \{P_\pi | \pi \in \Pi_n, P_\pi \neq \emptyset\}$ the partition of $\Omega$ into these sets. The permutation entropy of $T$ is defined as

$$h^{PE}(T) := \liminf_{n \to \infty} \frac{1}{n} H(P_n),$$

where $H(P_n) = -\sum_{\pi \in \Pi_n} \mu(P_\pi) \log(\mu(P_\pi))$ is the Shannon entropy of the partition $P_n$.

**Remarks.**

1. Like Amigó, Kennel and Kocarev [1], we use the limit inferior for the definition of the permutation entropy in (3) instead of the limit like Bandt, Pompe and G. Keller [2]. This is because, unlike in (1), one does not know whether $\frac{1}{n} H(P_n)$ converges for $n \to \infty$. Alternatively, one could use the limit superior in (3) like, for example, A. M. Unakafov and V. A. Unakafova in [9]. By replacing the limit inferior with the limit superior in the argumentation of this paper each statements remains valid so that we can conclude that the limit in (3) does exist for the here considered class of maps $T$.

2. Technically speaking, the collection $P_n$ of sets $P_\pi, \pi \in \Pi_n$, is not actually a partition. A point $\omega \in \Omega$ with $T^i(\omega) = T^j(\omega)$ for some $i, j \in \mathbb{N}_0$ with $0 \leq i < j \leq n - 1$ belongs to at least two sets $P_\pi \in P_n$. However, such points belong to the set of (pre-)periodic points, which has measure zero for aperiodic maps $T$. So the sets of points $P_\pi$ with ordinal patterns $\pi \in \Pi_n$ are only disjoint $\mu$-almost surely. This is not a problem because the value of the entropy is not affected by sets of measure zero.
1.2. The main result. Since taking the supremum over all finite partitions is necessary to calculate the Kolmogorov-Sinai entropy, its determination can be difficult. There are theoretical results that ensure, under some conditions, the existence of a partition, such that the entropy rate with regards to this partition yields the K-S entropy. However, in practice, one does not know how such partitions look like. Additionally, this partition depends on the dynamics $T$ whose precise description might be unknown as well for practical applications.

The permutation entropy has the advantage that it can be calculated without having to find such partitions. The ordinal patterns necessary for calculating the permutation entropy automatically partition the space $\Omega$ in a way that can capture the information of a system, independently of the considered map $T$. We would like to know whether the complexity of the ordinal structure is equal to the complexity of partitions generated by iteration of $T$. That is, does $h_{PE}(T) = h(T)$ hold true? It is possible to show that

$$h_{PE}(T) \geq h(T)$$

is fulfilled for a measure-preserving dynamical system $(\Omega, \mathcal{B}(\Omega), \mu, T)$ with $\Omega \subseteq \mathbb{R}$ (see [2] or [1]).

Bandt, Pompe and G. Keller proved the following statement in 2002 [2]:

**Theorem 1.3.** Let $(\Omega, \mathcal{B}(\Omega), \mu, T)$ be a measure-preserving dynamical system for some interval $\Omega \subseteq \mathbb{R}$. If $T$ is piecewise monotone and continuous on each monotony interval of $T$, then

$$h_{PE}(T) = h(T)$$

holds true.

Being piecewise monotone is defined in the following way:

**Definition 1.4 (Piecewise monotony).** Let $T : \Omega \to \Omega$ be a map for $\Omega \subseteq \mathbb{R}$. $T$ is called monotone on a set $M \subseteq \Omega$ if

$$\omega_1 \preceq \omega_2 \implies T(\omega_1) \leq T(\omega_2) \text{ for all } \omega_1, \omega_2 \in M$$

or

$$\omega_1 \preceq \omega_2 \implies T(\omega_1) \geq T(\omega_2) \text{ for all } \omega_1, \omega_2 \in M.$$  

The map $T$ is called piecewise monotone if there exists a finite partition $\mathcal{M} = \{M_1, M_2, ..., M_n\}$ of $\Omega$ into intervals, including single point sets, such that $T$ is monotone on each interval $M \in \mathcal{M}$. (Notice that, unlike Bandt, Pompe and G. Keller, we do not require that $T$ is continuous on each interval $M \in \mathcal{M}$.)

We call $T$ countably piecewise monotone if there exists a countable partition $\mathcal{M} = \{M_1, M_2, ...\}$ of $\Omega$ into intervals, including single point sets, such that $T$ is monotone on each interval $M \in \mathcal{M}$.

We call $\mathcal{M}$ a partition into monotony intervals of $T$.

Given a compact metric space $\Omega \subseteq \mathbb{R}$, the fact that $T : \Omega \to \Omega$ is (countable) piecewise monotone automatically implies that $\Omega$ can be represented as a finite (or countable) union of intervals. However, $\Omega$ itself can be a more general set than a single interval.

It was not known whether (5) is true for a more general case than piecewise monotony. In the following paragraph we consider the well studied Gauss function as an example of a countably piecewise monotone map. While the value of the
Kolmogorov-Sinai entropy of this function can be determined analytically, the value of the permutation entropy was unknown so far.

**Example 1** (Gauss function). The map $T : [0, 1] \to [0, 1]$ with

$$T(\omega) = \begin{cases} \frac{1}{\omega} \mod 1 & \text{if } \omega > 0 \\ 0 & \text{if } \omega = 0 \end{cases}$$

is called Gauss function (see Figure 1). This map is measure-preserving with regard to the measure $\mu$, which is defined by $\mu(A) = \frac{1}{\log 2} \int_A \frac{1}{1+x} \, dx$ for all $A \in B([0, 1])$ [5].

The partition $\mathcal{M} = \{ [\frac{1}{n+1}, \frac{1}{n}] | n \in \mathbb{N} \} \cup \{ \{0\} \}$ of $[0, 1]$ is a partition into monotony intervals of $T$. One can show that $H(\mathcal{M}) = \sum_{M \in \mathcal{M}} \mu(M) \log \mu(M)$ is finite [4], which will be a necessary condition to apply our Main Theorem. The map $T$ is countably piecewise monotone but not piecewise monotone. Therefore, we cannot use Theorem 1.3 to decide whether $h^{PE}(T)$ and $h(T)$ are equal. However, we can use our new theorem below to show the equality.

We will show here that (5) is true for countably piecewise monotone maps $T$ as well. Our main result can be formulated as follows:

**Main Theorem.** Let $(\Omega, \mathcal{B}(\Omega), \mu, T)$ be a measure-preserving dynamical system with $\Omega \subseteq \mathbb{R}$ being a compact metric space. Let $T$ be aperiodic and countably piecewise monotone and $\mathcal{M}$ a countable partition into monotony intervals of $T$. If $H(\mathcal{M}) < \infty$ holds true, then

$$h^{PE}(T) = h(T).$$

As already mentioned, the above theorem is a generalization of the result of Bandt, Pompe and G. Keller (Theorem 1.3). Note that in the simpler case of piecewise monotony the restriction $H(\mathcal{M}) < \infty$ is not necessary because $H(\mathcal{M})$ is always finite for a finite partition $\mathcal{M}$ into monotony intervals.

To prove our results, we begin with Lemma 2.1 by reducing our problem to a combinatorial one. This is analogue to the approach used in [2]. While Bandt
et al. followed this by an examination of periodic points, utilizing the piecewise monotony and continuity, we use the piecewise monotony more directly and then apply measure-theoretic arguments.

Bandt et al. showed the equality of the topological entropy and a topological variant of the permutation entropy as well [2], which is generally not possible for maps with infinitely many monotony intervals, as Misiurewicz had shown [12].

2. Proofs. Rough outline of the proof. Given a finite or countable partition \( P \), we show in subsection 2.1 that the entropy difference \( h^{PE}(T) - h(T, P) \) is bounded from above by a term depending on the number of intersections between sets of points with an ordinal pattern and the sets of the partition \( P^{(n)} \). This number of intersections depends on the chosen partition \( P \).

Using the monotony of the map \( T \), we choose the partition \( P \) as the partition into monotony intervals \( M \) in the next subsection. We show that for this choice of \( P \) the upper bound established in the previous subsection is finite. In particular, we show that the upper bound for the entropy difference depends on how frequently iterates of the map \( T \) are lying within the same subset of the partition \( P \).

This fact allows us to create an arbitrary small upper bound for the entropy difference by constructing partitions \( P \) into monotony intervals in such a way that iterates of \( T \) cannot stay within the same subset of \( P \) too frequently. This is done in the more technical subsection 2.3 by using Rokhlin towers.

2.1. Upper bound for entropy difference. We look at the difference between \( h^{PE}(T) \) and \( h(T) \) by considering the refinement \( P^{(n)} \lor P^{(n)} \) of an ordinal partition \( P^{(n)} \) and the partition \( P^{(n)} \) used in the definition of the Kolmogorov-Sinai entropy. The refinement of two partitions \( P = \{P_i\}_{i \in I} \) and \( Q = \{Q_j\}_{j \in J} \) of \( \Omega \) is defined by

\[
P \lor Q := \{P_i \cap Q_j \mid i \in I, j \in J \text{ and } P_i \cap Q_j \neq \emptyset\}.
\]

One can easily verify that \( H(P^{n}) \leq H(P^{(n)} \lor P^{n}) \) is true. In the following lemma, we show that \( H(P^{(n)} \lor P^{n}) \) is bounded from above by \( H(P^{(n)}) \) plus some term depending on \( n \) and the given partition \( P \). To find this term, we consider sets

\[
S^{P}_{n}(i) := \{\pi \in \Pi_{n} \mid P(i) \cap P_{\pi} \neq \emptyset\}
\]

for \( i \in I^{n} \), which contain all permutations whose ordinal patterns are intersecting the set \( P(i) \). Roughly speaking, if the size of \( S^{P}_{n}(i) \) does not grow too fast on average for increasing \( n \), then the partition \( P^{n} \) does not add a lot of new information to \( P^{(n)} \), so \( H(P^{(n)} \lor P^{n}) \) and \( H(P^{(n)}) \) will be similar in size.

We give an upper bound on the difference between \( h^{PE}(T) \) and \( h(T) \) based on \( \#S^{P}_{n}(i) \), where \( \#A \) denotes the number of elements in a set \( A \):

**Lemma 2.1.** Let \( (\Omega, B(\Omega), \mu, T) \) be a measure-preserving dynamical system with \( \Omega \subseteq \mathbb{R} \) and \( P = \{P_{i}\}_{i \in I} \) a finite or countable partition of \( \Omega \) with \( H(P) < \infty \). Then

\[
h^{PE}(T) \leq h(T, P) + \liminf_{n \to \infty} \frac{1}{n} \sum_{i \in I^{n}} \mu(P(i)) \log(\#S^{P}_{n}(i))
\]

holds true with \( S^{P}_{n}(i) \) as defined in (6).

**Proof.** Let \( P^{n} \) be the partition into ordinal patterns of length \( n \). Then

\[
H(P^{n}) \leq H(P^{(n)} \lor P^{n})
\]
\[
= - \sum_{i \in I^n} \sum_{\pi \in S_n^{P}(i)} \mu(P(i) \cap P_{\pi}) \log(\mu(P(i) \cap P_{\pi}))
\]
\[
 \leq - \sum_{i \in I^n} \sum_{\pi \in S_n^{P}(i)} \frac{\mu(P(i))}{\#S_n^{P}(i)} \log \left( \frac{\mu(P(i))}{\#S_n^{P}(i)} \right)
\]
\[
= - \sum_{i \in I^n} \mu(P(i)) \log \left( \frac{\mu(P(i))}{\#S_n^{P}(i)} \right)
\]
\[
= - \sum_{i \in I^n} \mu(P(i)) \log(\mu(P(i))) + \sum_{i \in I^n} \mu(P(i)) \log(\#S_n^{P}(i))
\]
\[
= H(P^{(n)}) + \sum_{i \in I^n} \mu(P(i)) \log(\#S_n^{P}(i)).
\]
Dividing both sides by \(n\) and taking the limit inferior \(n \to \infty\) finishes the proof.  \(\square\)

The above lemma is useful because it allows us to work with the number of elements of \(S_n^{P}(i)\) and, therefore, to use combinatorial arguments. This is done in the following subsection.

2.2. Using monotony. Given a countable partition \(P = \{P_{i}\} \subseteq I\) with finite entropy, the term

\[
\lim_{n \to \infty} \inf \frac{1}{n} \sum_{i \in I^n} \mu(P(i)) \log(\#S_n^{P}(i))
\]

bounds the difference between \(h^{PE}(T)\) and \(h(T, P)\). Our goal is now to find a sequence of countable partitions \((P_{d})_{d \in \mathbb{N}} = ((P_{d}^{i})_{i \in I_d})_{d \in \mathbb{N}}\) with finite entropy such that \(\lim \inf_{n \to \infty} \frac{1}{n} \sum_{i \in I^n} \mu(P_{d}(i)) \log(\#S_n^{P_{d}(i)}))\) converges to zero for \(d \to \infty\). To achieve this, we construct the partitions \(P_{d}\) as special refinements of a given partition \(M\) into monotony intervals. This allows us to give an upper bound on the size of \(\#S_n^{P_{d}(i)}\).

**Lemma 2.2.** Let \(T : \Omega \to \Omega\) be a countably piecewise monotone map on \(\Omega \subseteq \mathbb{R}\) and \(M = \{M_{i}\} \subseteq I\) a countable partition into monotony intervals of \(T\). Then for all \(n \in \mathbb{N}\) and multi indices \(i = (i_0, i_1, \ldots, i_{n-1}) \in I^n\)

\[
\#S_n^{M}(i) \leq 2^{\#\{s \in \{0,1,\ldots,n-2\} \mid i_s = i_{s+1}\}}
\]

holds true.

In \(2\), an ordinal pattern of length \(n\) was encoded by a permutation \(\pi = (\pi_0, \pi_1, \ldots, \pi_{n-1}) \in \Pi_n\), where \(T^\pi(i)\) is the \(i\)-th smallest element in the sequence \(\omega, T(\omega), \ldots, T^{n-1}(\omega)\). To prove the above lemma, it helps to consider a different way of encoding ordinal patterns:

If we know for all \(s, t \in \{0,1,\ldots,n-1\}\) whether \(T^s(\omega) \leq T^t(\omega)\) is true, we can determine to which ordinal pattern \(P_{\pi}\) the point \(\omega\) belongs to. Therefore, we can encode an ordinal pattern by all pairwise comparisons of elements of the orbit of length \(n\).

**Proof of Lemma 2.2.** Fix a multi index \(i = (i_0, i_1, \ldots, i_{n-1}) \in I^n\) for \(n \in \mathbb{N}\). Let

\[
E_n := \{(s, t) \in \{0,1,\ldots,n-1\}^2 \mid s < t\}
\]

be the set of all possible pairs of ordered integers between 0 and \(n - 1\). Define the set

\[
R_{s,t} := \{\omega \in \Omega : T^s(\omega) \leq T^t(\omega)\}
\]

and taking the limit inferior \(n \to \infty\) finishes the proof.  \(\square\)
for \((s, t) \in E_n\). We now use 0 or 1 to encode which sets \(\mathcal{R}_{s,t}\) are intersecting the set \(M(i) = \bigcap_{k=0}^{t-1} T^{-k}(M_{i_k})\) by considering a set of specific functions on \(E_n\) into \(\{0, 1\}\). Define

\[
F_n(i) := \{ f : E_n \to \{0, 1\} \mid M(i) \cap \bigcap_{(s, t) \in E_n : f(s, t) = 1} \mathcal{R}_{s,t} \cap \bigcap_{(s, t) \in E_n : f(s, t) = 0} \mathcal{R}_{s,t}^c \neq \emptyset \},
\]

where \(\mathcal{R}_{s,t}^c\) denotes the complement \(\Omega \setminus \mathcal{R}_{s,t}\) of \(\mathcal{R}_{s,t}\). Every permutation \(\pi \in S_n^E(i)\) is uniquely determined by a function \(f \in F_n(i)\) and vice-versa. This implies

\[
\#S_n^M(i) = \#F_n(i).
\]

Let

\[
E_n^d := \{(s, t) \in E_n \mid t - s = d\}
\]

be the set of pairs of integer in \(E_n\) whose difference is equal to \(d\) for \(d \in \{1, \ldots, n-1\}\). Similarly, define

\[
F_n^d(i) := \{ f : E_n^d \to \{0, 1\} \mid M(i) \cap \bigcap_{(s, t) \in E_n^d : f(s, t) = 1} \mathcal{R}_{s,t} \cap \bigcap_{(s, t) \in E_n^d : f(s, t) = 0} \mathcal{R}_{s,t}^c \neq \emptyset \}.
\]

It is easy to see that \(E_n = \bigcup_{d=1}^{n-1} E_n^d\) is true. Therefore, every function \(f \in F_n\) is generated by a combination of functions \(f_d \in F_n^d\) for \(d \in \{1, \ldots, n-1\}\) (but not every combination of functions \(f_d \in F_n^d\) necessarily generates a function \(f \in F_n\)). This implies

\[
\#F_n(i) \leq \prod_{d=1}^{n-1} \#F_n^d(i).
\]

Now fix \(d \in \{1, \ldots, n-1\}\). The problem of figuring out whether \(f(s, t)\) can be 0 or 1 for \((s, t) \in E_n^d\) can be seen as the problem to deduce whether \((T^s(\omega), T^t(\omega))\) lies within \(R := \{(\omega_1, \omega_2) \in \Omega^2 \mid \omega_1 \leq \omega_2\}\) or \(R^c\) from the rectangle \(M_{i_s} \times M_{i_t}\) in which \((T^s(\omega), T^t(\omega))\) is lying. The set \(R\) corresponds to the striped triangle in Figure 2.

If \((i_s = i_t)\) holds true for \((s, t) \in E_n^d\), the points \(T^s(\omega)\) and \(T^t(\omega)\) lie in different intervals \(M_{i_s}\) and \(M_{i_t}\) for all \(\omega \in M(i)\). In Figure 2, this corresponds to the fact that \(M_{i_s} \times M_{i_t}\) either completely lies in the triangle \(R\) or in the triangle \(R^c\). Therefore,

\[
f(s, t) = 0 \text{ for all } f \in F_n^d(i) \quad \text{or} \quad f(s, t) = 1 \text{ for all } f \in F_n^d(i). \tag{8}
\]

If \((i_s = i_t)\) holds true for \((s, t) \in E_n^d\), the points \(T^s(\omega)\) and \(T^t(\omega)\) lie within the same interval \(M_{i_s} = M_{i_t}\) for all \(\omega \in M(i)\). In Figure 2 this corresponds to the fact that \(M_{i_s} \times M_{i_t}\) is a square intersecting the diagonal of \(\Omega^2\). So we cannot establish a straightforward equation like (8) that determines whether \(f(s, t)\) is equal to 0 or 1.

Since \(T\) acts monotonically on the interval \(M_{i_s}\), applying the map \(T\) on \(T^s(\omega)\) and \(T^t(\omega)\) preserves or reverses the order relation of \(T^s(\omega)\) and \(T^t(\omega)\), depending on whether \(T\) is increasing or decreasing in \(M_{i_s}\). Therefore,

\[
f(s, t) = \begin{cases} f(s + 1, t + 1) & \text{if } T \text{ is monotonically increasing in } M_{i_s}, \\ 1 - f(s + 1, t + 1) & \text{if } T \text{ is monotonically decreasing in } M_{i_s}. \end{cases}
\]

for all \(f \in F_n^d(i)\) and \((s, t) \in E_n^d\) with \(t < n - 1\). In terms of Figure 2, this means that in each square \(M_{i_s} \times M_{i_t}\) the set \(R\) is equal to \((T \times T)^{-1}(R)\) if \(T\) is monotonically increasing in \(M_{i_s}\) and equal to \((T \times T)^{-1}(R^c)\) if \(T\) is monotonically decreasing in
Figure 2. The striped area corresponds to the set $R = \{(\omega_1, \omega_2) \in \Omega^2 | \omega_1 \leq \omega_2\}$ and the gray area to $(T \times T)^{-1}(R)$ for the Gauss function $T$.

Therefore, the value of $\#F^n_d(i)$ does not depend on $n$ but on the amount of possibilities for the last value $f(n - d, n - 1)$. Hence

$$\#F^n_d(i) = \#\{f(n - d - 1, n - 1) | f \in F^n_d(i)\}.$$ 

Since $\#\{f(n - d - 1, n - 1) | f \in F^n_d(i)\} = 1$ if $i_{n-d-1} \neq i_{n-1}$ according to (8) and there are at most 2 possible outcomes for $f(n - d - 1, n - 1)$ otherwise, we have

$$\#F^n_d(i) \begin{cases} 1 & \text{if } i_{n-d-1} \neq i_{n-1}, \\ \leq 2 & \text{if } i_{n-d-1} = i_{n-1}, \end{cases}$$

for all $d \in \{1, 2, \ldots, n - 1\}$, which, together with (7), finishes the proof. \qed

As an immediate consequence of the above Lemma we get that the difference between Kolmogorov-Sinai entropy and permutation entropy is not larger than $\log 2$. 
Corollary 1. Let \((\Omega, B(\Omega), \mu, T)\) be a measure-preserving dynamical system with \(\Omega \subseteq \mathbb{R}\). Let \(T\) be countably piecewise monotone and \(\mathcal{M}\) a countable partition into monotony intervals of \(T\). If \(H(\mathcal{M}) < \infty\) holds true, then
\[
h^{PE}(T) \leq h(T) + \log 2.
\]

Proof. We have
\[
h^{PE}(T) \leq h(T, \mathcal{M}) + \liminf_{n \to \infty} \frac{1}{n} \sum_{i \in I^n} \mu(M(i)) \log(\#S^M_n(i))
\]
according to Lemma 2.1. Lemma 2.2 provides
\[
\#S^M_n(i) \leq 2^{\#\{s \in \{0,1,\ldots,n-2\} \mid j_s = j_{n-1}\}} \leq 2^{n-1}
\]
for all \(n \in \mathbb{N}\). Combining the above statements yields
\[
h^{PE}(T) \leq h(T, \mathcal{M}) + \liminf_{n \to \infty} \frac{1}{n} \sum_{i \in I^n} \mu(M(i))(n-1) \log 2
\]
\[
= h(T, \mathcal{M}) + \liminf_{n \to \infty} (n-1)/n \log 2 = h(T, \mathcal{M}) + \log 2
\]
\[
\leq h(T) + \log 2.
\]

In order to give a smaller upper bound than \(\log 2\), we have to put more effort into choosing our partition into monotony intervals \(\mathcal{M}\).

Notice that a partition into monotony intervals of \(T\) is not unique. For every countable partition \(\mathcal{M}\) into monotony intervals and every countable partition \(\mathcal{Q}\) into intervals (but not necessarily into intervals of monotony) the partition \(\mathcal{M} \vee \mathcal{Q}\) is a countable partition into monotony intervals as well.

2.3. Rokhlin towers. We want to construct partitions \(\mathcal{Q} = \{Q_j\}_{j \in J}\) so that the expected value of \(\#\{s \in \{0,1,\ldots,n-2\} \mid j_s = j_{n-1}\}/n\) can be made small if \(n\) goes to infinity. For \(\#\{s \in \{0,1,\ldots,n-2\} \mid j_s = j_{n-1}\}/n\) to be small, we try to construct the sets \(Q_j\) in such a way that the iterates \(T^s(\omega)\) cannot stay in the same set \(Q_j\) too frequently.

In the case of ergodic maps \(T\), Birkhoff’s ergodic theorem provides that the number of iterates \(T^s(\omega)\) that are element of the set \(Q_j\) is proportional to the measure of \(Q_j\). So, by making the measure of \(Q_j\) smaller for all \(j \in J\) (which, consequently, increases the number of sets in \(\mathcal{Q}\)) we decrease the expected value of \(\#\{s \in \{0,1,\ldots,n-2\} \mid j_s = j_{n-1}\}/n\). Finally, one can use a similar approach to the one used in the proof of the main theorem to show the equality of permutation and KS-entropy. Since the ergodic case is contained in the general case, we do not show this here explicitly.

If \(T\) is not ergodic, just making the measure of \(Q \in \mathcal{Q}\) small is not enough anymore, the sets \(Q \in \mathcal{Q}\) need to be constructed in a specific way. This is done in Lemma 2.4 by using Rokhlin towers.

Remark 2 (Ergodic decomposition for permutation entropy). One might try to apply ergodic decomposition to the permutation entropy to extend results for the ergodic case to non-ergodic systems. However, it is still an open problem whether this is possible:

Let \(\{\mu_t\}_{t \in \Lambda}\) be the ergodic decomposition of \(\mu\), i.e. there exist a measure \(m\) on \(\Lambda\) with \(\mu = \int_{\Lambda} \mu_t \ dm\) and \((\Omega, B(\Omega), \mu_t, T)\) is an ergodic system for \(m\)-almost all \(t \in \Lambda\).
Then we have
\[ h_\mu(T) = \int_\Lambda h_{\mu_t}(T) \, dm \quad (9) \]
(see e.g. [6]), which implies
\[ h_\mu(T) = \int_\Lambda h_{\mu_t}(T) \, dm = \int_\Lambda h^{PE}_\mu(T) \, dm, \]
assuming the equality between permutation and Kolmogorov-Sinai entropy holds true for ergodic systems. If \( \Lambda \) is finite, one can show (see equation (21))
\[ \int_\Lambda h^{PE}_\mu(T) \, dm = h^{PE}_\mu(T). \quad (10) \]
Using Jensen’s inequality and Fatou’s Lemma, it is possible to show the inequality
\[ \int_\Lambda h^{PE}_\mu(T) \, dm \leq h^{PE}_\mu(T) \]
for general decompositions of \( \mu \). However, in this paper we are interested in the reverse inequality. The proof of (9) in [6] uses continuity properties of the entropy of a symbolic partition with regard to specific measures and \( \sigma \)-algebras. By our knowledge, it is not known whether these properties are true for the entropy of an ordinal partition as well. Therefore, it is not known whether (10) is true in general.

**Lemma 2.3** (Rokhlin Lemma [7]). Let \( \Omega \) be a separable metric space, \((\Omega, \mathcal{B}(\Omega), \mu, T)\) a measure-preserving dynamical system and \( T \) aperiodic. Then for all \( d \in \mathbb{N} \) and \( \varepsilon > 0 \) there exists a set \( B \in \mathcal{B}(\Omega) \) with
1. \( T^{-i}(B) \cap T^{-j}(B) = \emptyset \text{ for all } i, j \in \{0, \ldots, d-1\} \text{ with } i \neq j \),
2. \( \mu(B) \geq 1 - \frac{\varepsilon}{d} \).

The sequence of sets \((B, T^{-1}(B), \ldots, T^{-d+1}(B))\) is called Rokhlin tower of height \( d \) with base \( B \).

Such towers will turn out to be very useful because
\[ \#\{s \in \{0,1,\ldots,n-2\} | T^s(\omega) \in B\} \leq \frac{n-2}{d} + 1 \quad (11) \]
is true for all \( \omega \in \Omega \) if \( B \) is a base of a Rokhlin tower of height \( d \). We will show in the proof of the Main Theorem by using Lemma 2.1 and 2.2 that, after dividing by \( n \) and taking \( n \to \infty \), inequality (11) can be used to find an upper bound on the difference between Kolmogorov-Sinai and permutation entropy. Since we can construct Rokhlin tower of arbitrary height \( d \in \mathbb{N} \), we can make this upper bound arbitrarily small by increasing \( d \).

However, we cannot use \( B, T^{-1}(B), \ldots, T^{-d+1}(B) \) directly to construct a countable partition \( Q \) of \( \Omega \) into intervals because the sets \( B, T^{-1}(B), \ldots, T^{-d+1}(B) \) are generally not intervals. We need our partition \( Q \) to consist of intervals if we want to relate this partition to the ordinal partition \( P^*_n \) because two disjoint intervals are characterized by the fact that all elements in one interval are smaller than every element in the other interval. This fact does not need to be true any more if the sets \( Q \in Q \) are disconnected.

We can approximate the base \( B \) of a Rokhlin tower by a set of disjoint interval \( A_i, i = 1, \ldots, n \) with arbitrary precision. Since \( T \) is measure-preserving, we can also approximate \( T^{-k}(B) \) by the sets \( T^{-k}(A_i) \) but these sets do not need to be intervals any more. However, one can use the piecewise monotony of \( T \) to show that \( T^{-k}(A_i) \) can be written as a finite or countable union of intervals:
For a given (countably) piecewise monotone map \( T : \Omega \to \Omega \), one can easily see that \( T^{-1}(A) \) is a finite (or countable) union of intervals for every interval \( A \subseteq \Omega \).
In fact, if \( A \) is an interval and \( \mathcal{M} \) the partition into monotony intervals of \( T \), the set \( T^{-1}(A) \cap \mathcal{M} \) is an interval for every \( M \in \mathcal{M} \). This implies that for every partition \( \mathcal{P} \) into intervals the partition \( \mathcal{P}' := T^{-1}(\mathcal{P}) \vee \mathcal{M} \) will be a partition into intervals.
Analogously,
\[
T^{-k}(\mathcal{P}) \vee \mathcal{M} = T^{-2}(\mathcal{P}) \vee T^{-1}(\mathcal{M}) \vee \mathcal{M}
\]
will be a partition into intervals as well. Repeating this argument provides that
\[
T^{-k}(\mathcal{P}) \vee \left( \bigvee_{l=0}^{k-1} T^{-l}(\mathcal{M}) \right)
\]
is a partition into intervals for all \( k \in \mathbb{N} \). Since the intersection of two intervals is an interval again,
\[
\left( \bigvee_{k=1}^{d-1} T^{-k}(\mathcal{P}) \right) \vee \left( \bigvee_{k=0}^{d-2} T^{-k}(\mathcal{M}) \right)
\]
is a partition into intervals for all \( d \in \mathbb{N} \).

**Lemma 2.4.** Let \( (\Omega, \mathcal{B}(\Omega), \mu, T) \) be a measure-preserving dynamical system with \( \Omega \subseteq \mathbb{R} \) being a compact metric space. Let \( T \) be aperiodic, countably piecewise monotone and \( \mathcal{M} \) a countable partition into monotony intervals of \( T \). Then for all \( \varepsilon > 0 \) and \( d \in \mathbb{N} \) there exists a partition \( \mathcal{Q} = \{Q_j\}_{j \in J} \) of \( \Omega \) and an index set \( J \subseteq J \), such that

(i) \( \mathcal{Q} \) consists of countably many intervals,
(ii) \( Q_j \cap T^{-k}(Q_j) = \emptyset \) for all \( k \in \{1, 2, \ldots, d-1\} \) and \( j \in J \),
(iii) \( H(\mathcal{M}) < \infty \) implies \( H(\mathcal{Q}) < \infty \),
(iv) and \( \mu(\bigcup_{j \in J} Q_j) \geq 1 - \varepsilon \).

**Proof.** Take \( \varepsilon > 0 \) and \( d \in \mathbb{N} \). According to Lemma 2.3, there exists a set \( B \in \mathcal{B}(\Omega) \) with
\[
B \cap T^{-k}(B) = \emptyset
\]
for all \( k \in \{1, 2, \ldots, d-1\} \) and \( \mu(B) \geq 1 - \varepsilon/2d \). Since any Borel probability measure on a compact metric space is regular [14], we can approximate \( B \) with a finite number of disjoint intervals \( A_i, \, i \in \{1, \ldots, n\} \) in the following way [10]:
\[
\mu \left( \left( \bigcup_{i=1}^{n} A_i \right) \setminus B \right) \leq \frac{\varepsilon}{6d^2}.
\]
Consider \( \tilde{\Omega} := [\inf \Omega, \sup \Omega] \) and \( \tilde{R} := \tilde{\Omega} \setminus \bigcup_{i=1}^{n} A_i \). Because \( \tilde{\Omega} \) and \( A_i \) are intervals for all \( i \in \{1, \ldots, n\} \), there exists \( m \in \mathbb{N} \) and intervals \( \tilde{R}_i \subseteq \tilde{\Omega} \) with
\[
\tilde{R} = \bigcup_{i=1}^{m} \tilde{R}_i.
\]
Define \( R_i := \tilde{R}_i \cap \Omega \) for all \( i \in \{1, \ldots, m\} \). Since \( M \in \mathcal{M} \) and \( \tilde{R}_i \) are intervals,
\[
M \cap R_i = M \cap (\tilde{R}_i \cap \Omega) = (M \cap \Omega) \cap \tilde{R}_i = M \cap \tilde{R}_i
\]
is an interval for all \( i \in \{1, \ldots, m\} \) and \( M \in \mathcal{M} \). So \( \{R_i\}_{i=1}^{m} \vee \mathcal{M} \) is a countable collection of intervals and \( \{A_i\}_{i=1}^{n} \cup \{R_i\}_{i=1}^{m} \vee \mathcal{M} \) a countable partition of \( \Omega \) into intervals.
Define the partition
\[ Q := \bigcup_{l=0}^{d-1} T^{-l} \left( \bigcup_{k=0}^{d-1} T^{-k} \left( \{ A_i \}_{i=1}^n \cup \{ R_i \}_{i=1}^m \cup M \right) \right) \cup \bigcup_{k=0}^{2d-3} T^{-k}(M). \]

It follows from (12) that \( Q \) is a countable partition into intervals. So (i) is fulfilled.

We will label the elements of \( Q \) with \( j \in J \) for some index set \( J \) so that \( Q = \{ Q_j \}_{j \in J} \).

Now, consider
\[ \hat{A}_i := A_i \setminus \left( \bigcup_{k=1, j=1}^{d-1, n} T^{-k}(A_j) \right) \]
for \( i \in \{1, 2, \ldots, n\} \). For all \( u, v \in \{1, 2, \ldots, n\} \) and \( k, l \in \{0, 1, \ldots, d-1\} \) with \( k < l \) we have
\[ T^{-k}(\hat{A}_u) \cap T^{-l}(\hat{A}_v) = T^{-k}(\hat{A}_u \cap \hat{A}_v) \subseteq T^{-k}(A_u \cap A_v) = \emptyset. \]

For \( k = l \) but \( u \neq v \)
\[ T^{-k}(\hat{A}_u) \cap T^{-k}(\hat{A}_v) = T^{-k}(\hat{A}_u \cap \hat{A}_v) \subseteq T^{-k}(A_u \cap A_v) = \emptyset \]
holds true. So
\[ T^{-k}(\hat{A}_u) \cap T^{-l}(\hat{A}_v) = \emptyset \]
(15)
is fulfilled for all \( u, v \in \{1, 2, \ldots, n\} \) and \( k, l \in \{0, 1, \ldots, d-1\} \) with \( u \neq v \) or \( k \neq l \).

Set
\[ \bar{J} := \{ j \in J | Q_j \subseteq \bigcup_{l=0}^{d-1} \bigcup_{i=1}^{n} T^{-l}(\hat{A}_i) \} \]
For some collection of sets \( \mathcal{A} \subseteq \mathcal{B}(\Omega) \) we use the notation \( \sigma(\mathcal{A}) \) to denote the smallest \( \sigma \)-algebra containing all elements of \( \mathcal{A} \). We have
\[ \hat{A}_i \in \sigma \left( \bigcup_{k=0}^{d-1} T^{-k} \left( \{ A_i \}_{i=1}^n \cup \{ R_i \}_{i=1}^m \cup M \right) \right), \]
which implies
\[ T^{-l}(\hat{A}_i) \in \sigma(Q) \]
for all \( i \in \{1, 2, \ldots, n\} \) and \( l \in \{0, 1, \ldots, d-1\} \). Therefore, since \( Q \) is a countable partition, \( T^{-l}(\hat{A}_i) \) can be written as a countable union of elements of \( Q \). Consequently, for all \( j \in \bar{J} \) there exists \( i \in \{1, 2, \ldots, n\} \) and \( l \in \{0, 1, \ldots, d-1\} \) with \( Q_j \subseteq T^{-l}(\hat{A}_i) \). So for each \( k \in \{1, \ldots, d-1\} \) we have
\[ Q_j \cap T^{-k}(Q_j) \subseteq T^{-l}(\hat{A}_i) \cap T^{-k}(T^{-l}(\hat{A}_i)) = T^{-l}(\hat{A}_i \cap T^{-k}(\hat{A}_i)) \]
(15) \( \equiv \emptyset \).

Therefore, (ii) is true.
We have

\[ H(Q) \]

\[ = H \left( \bigvee_{k=0}^{d-1} \bigvee_{i=0}^{d-1} T^{-k} \left( \bigcup_{i=1}^{n} \{ A_i \} \bigcup \{ R_i \} \right) \right) + \sum_{k=0}^{2d-3} H \left( T^{-k} \left( \bigcup_{i=1}^{m} \{ R_i \} \right) \right) \]

\[ \leq \sum_{k=0}^{d-1} H \left( T^{-k} \left( \bigcup_{i=1}^{n} \{ A_i \} \bigcup \{ R_i \} \right) \right) + \sum_{k=0}^{2d-3} H \left( T^{-k} \left( \bigcup_{i=1}^{m} \{ R_i \} \right) \right) \]

\[ = d \cdot H \left( \bigvee_{k=0}^{d-1} T^{-k} \left( \bigcup_{i=1}^{n} \{ A_i \} \bigcup \{ R_i \} \right) \right) + 2(d - 1) \cdot H \left( \bigcup_{i=1}^{m} \{ R_i \} \right) \]

\[ \leq d \cdot \sum_{k=0}^{d-1} H \left( T^{-k} \left( \bigcup_{i=1}^{n} \{ A_i \} \bigcup \{ R_i \} \right) \right) + 2(d - 1) \cdot H \left( \bigcup_{i=1}^{m} \{ R_i \} \right) \]

So (iii) holds true. It remains to show (iv):

Using \( \hat{A}_i \subseteq A_i \) and the fact that the sets \( A_i \) are pairwise disjoint provides

\[ \mu \left( \bigcap_{i=1}^{n} \left( \bigcup_{i=1}^{n} \hat{A}_i \right) \right) = \sum_{i=1}^{n} \mu(\hat{A}_i) \]

\[ = \sum_{i=1}^{n} \left( A_i \cap \bigcup_{k=1}^{d-1} \bigcup_{j=1}^{n} T^{-k}(A_j) \right) = \sum_{i=1}^{n} \left( \bigcup_{k=1}^{d-1} \bigcup_{j=1}^{n} (A_i \cap T^{-k}(A_j)) \right) \]

\[ = \mu \left( \bigcup_{i=1}^{d-1} \bigcup_{j=1}^{n} (A_i \cap T^{-k}(A_j)) \right) \]

\[ \leq \sum_{k=1}^{d-1} \left( \bigcup_{i=1}^{n} (A_i \cap T^{-k}(A_j)) \right) \]

\[ \leq \sum_{k=1}^{d-1} \mu \left( \bigcap_{i=1}^{n} \left( \bigcup_{j=1}^{n} (A_i \cap B) \cap T^{-k} \left( \bigcup_{j=1}^{n} (A_j) \right) \right) \right) \]

\[ + \mu \left( \bigcap_{i=1}^{n} \left( \bigcup_{j=1}^{n} (A_i \cap B) \cap T^{-k} \left( \bigcup_{j=1}^{n} (A_j) \setminus B \right) \right) \right) \]

\[ + \mu \left( \bigcap_{i=1}^{n} \left( \bigcup_{j=1}^{n} (A_i \setminus B) \cap T^{-k} \left( \bigcup_{j=1}^{n} (A_j) \right) \right) \right) \]

\[ \leq \sum_{k=1}^{d-1} \left( \mu \left( \bigcap_{i=1}^{n} (A_i \cap B) \cap T^{-k} \left( \bigcup_{j=1}^{n} (A_j) \setminus B \right) \right) + \mu \left( \bigcap_{i=1}^{n} (A_i \setminus B) \cap T^{-k} \left( \bigcup_{j=1}^{n} (A_j) \right) \right) \right) \]
\[
\begin{align*}
= & \sum_{k=1}^{d-1} 2 \cdot \mu \left( \bigcup_{i=1}^{n} A_i \right) \setminus B = 2(d-1) \cdot \mu \left( \bigcup_{i=1}^{n} A_i \right) \setminus B \\
\leq & 2(d-1) \cdot \mu \left( \bigcup_{i=1}^{n} A_i \right) \Delta B \quad \text{(14)} \\
\leq & \frac{2(d-1) \cdot \varepsilon}{6d^2} \leq \frac{\varepsilon}{3d}.
\end{align*}
\]

This implies
\[
\mu(B) \leq \mu \left( \bigcup_{i=1}^{n} A_i \right) + \mu \left( \bigcup_{i=1}^{n} A_i \right) \setminus B \quad \text{(14)} \\
\leq \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) + \mu \left( \bigcup_{i=1}^{n} A_i \right) \setminus \bigcup_{i=1}^{n} \hat{A}_i \leq \frac{\varepsilon}{6d^2} \\
\leq \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) + \frac{\varepsilon}{3d} + \frac{\varepsilon}{6d^2} \leq \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) + \frac{\varepsilon}{3d} + \frac{\varepsilon}{6d} = \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) + \frac{\varepsilon}{2d},
\]
which is equivalent to
\[
\mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) \geq \mu(B) - \frac{\varepsilon}{2d} \geq \frac{1-\varepsilon/2}{d} - \frac{\varepsilon/2}{d} = \frac{1-\varepsilon}{d}.
\]

Hence
\[
\mu \left( \bigcup_{j \in J} Q_j \right) = \mu \left( \bigcup_{l=0}^{d-1} \bigcup_{i=1}^{n} T^{-l} \left( \hat{A}_i \right) \right) = \sum_{l=0}^{d-1} \mu \left( T^{-l} \left( \bigcup_{i=1}^{n} \hat{A}_i \right) \right) = \sum_{l=0}^{d-1} \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) = d \cdot \mu \left( \bigcup_{i=1}^{n} \hat{A}_i \right) \geq d \cdot \frac{1-\varepsilon}{d} = 1 - \varepsilon.
\]
So (iv) is fulfilled. \hfill \Box

We now combine a partition \( Q \) as described in Lemma 2.4 and a partition \( M \) into monotony intervals of \( T \) into the partition \( \mathcal{P} = \mathcal{M} \cup \mathcal{Q} \). This partition combines the properties of \( Q \) and \( M \), i.e. we can apply Lemma 2.2 to \( \mathcal{P} \) as we could to \( \mathcal{M} \) and the properties given in Lemma 2.4 are true for \( \mathcal{P} \) as they were for \( \mathcal{Q} \).

**Proof of the Main Theorem.** The inequality \( h^{PE}(T) \geq h(T) \) follows from (4). We now have to show \( h^{PE}(T) \leq h(T) \).

Let \( \mathcal{M} = \{ M_i \}_{i \in I} \) be a finite or countable partition into monotony intervals of \( T \) with \( H(\mathcal{M}) < \infty \). For any \( d \in \mathbb{N} \) choose a countable partition
\[
Q_d := \{ Q^d_j \}_{j \in J_d}
\]
of \( \Omega \) into intervals and an index set \( J_d \subseteq J_d \) with
- \( Q^d_j \cap T^{-k} (Q^d_j) = \emptyset \) for all \( k \in \{1,2,\ldots,d-1\} \) and \( j \in J_d \),
- \( H(\mathcal{Q}) < \infty \),
- and \( \mu(\bigcup_{j \in J_d} Q^d_j) \geq 1 - \frac{1}{d} \).

According to Lemma 2.4, this is always possible. Consider the partition
\[
\mathcal{P}_d := \mathcal{M} \cup \mathcal{Q}_d = \{ M_i \cap Q^d_j \}_{(i,j) \in I \times J_d},
\]
Applying Lemma 2.1 to \( \mathcal{P}_d \) yields
\[
h^{PE}(T) \leq h(T, \mathcal{P}_d) + \liminf_{n \to \infty} \frac{1}{n} \sum_{(i,j) \in (I \times J_d)^n} \mu(P^d((i,j))) \log(\#S_n^d((i,j))),
\]
where we consider \((i,j)\) itself as one multi index and \(I \times J_d\) as one index set.

Note that \(\mathcal{P}_d\) is a countable partition into monotony intervals of \(T\) for all \(d \in \mathbb{N}\). Therefore, we can apply Lemma 2.2 to \(\#S_n^d((i,j))\), which yields
\[
\sum_{(i,j) \in (I \times J_d)^n} \mu(P^d((i,j))) \log(\#S_n^d((i,j)))
\leq \log 2 \sum_{(i,j) \in (I \times J_d)^n} \mu(P^d((i,j))) \#\{s \in \{0,1,\ldots,n-2\} | (i_s, j_s) = (i_{n-1}, j_{n-1})\}
\leq \log 2 \sum_{(i,j) \in (I \times J_d)^n} \mu(P^d((i,j))) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
= \log 2 \sum_{i \in \mathbb{N}^n} \sum_{j \in J_d} \mu(P^d((i,j))) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
= \log 2 \sum_{j \in J_d} \mu(Q^d(j)) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}.
\]

We have \(H(\mathcal{P}_d) \leq H(\mathcal{M}) + H(\mathcal{Q}_d) < \infty\) for all \(d \in \mathbb{N}\) and, consequently,
\[
\liminf_{d \to \infty} h(T, \mathcal{P}_d) \leq h(T).
\]

Combining (16), (17) and (18) yields
\[
h^{PE}(T) \leq h(T) + \log 2 \liminf_{n \to \infty} \frac{1}{n} \sum_{j \in J_d} \mu(Q^d(j)) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}.
\]

So it remains to show that
\[
\liminf_{d \to \infty} \liminf_{n \to \infty} \frac{1}{n} \sum_{j \in J_d} \mu(Q^d(j)) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\} = 0
\]
is true.

We have
\[
\sum_{j \in J_d} \mu(Q^d(j)) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
= \sum_{j_{n-1} \in J_d} \sum_{j \in J_d^{n-1}} \mu(Q^d((j,j_{n-1}))) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
= \sum_{j_{n-1} \in J_d} \sum_{j \in J_d^{n-1}} \mu(Q^d((j,j_{n-1}))) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
+ \sum_{j_{n-1} \in J_d \setminus J_d^{n-1}} \sum_{j \in J_d^{n-1}} \mu(Q^d((j,j_{n-1}))) \#\{s \in \{0,1,\ldots,n-2\} | j_s = j_{n-1}\}
\leq \sum_{j_{n-1} \in J_d \setminus J_d^{n-1}} \sum_{j \in J_d^{n-1}} \mu(Q^d((j,j_{n-1}))) \left( \frac{n-2}{d} + 1 \right)
+ \sum_{j_{n-1} \in J_d \setminus J_d^{n-1}} \sum_{j \in J_d^{n-1}} \mu(Q^d((j,j_{n-1}))) (n-1)
\]
for any $n, d \in \mathbb{N}$. This implies equality (19) and finishes the proof. \hfill \Box

3. Discussion.

Remark 3. The requirement of $\mu$ being aperiodic is not a significant restriction of the main result:

Consider the set of periodic points

$$\text{Per} := \bigcup_{t=1}^{\infty} \{ \omega \in \Omega \mid \omega = T^t(\omega) \}.$$ 

We can divide the measure $\mu$ into a periodic part $\mu_p$ with $\mu_p(A) := \frac{\mu(A \cap \text{Per})}{\mu(\text{Per})}$ and an aperiodic part $\mu_a$ with $\mu_a(A) := \frac{\mu(A \setminus \text{Per})}{1 - \mu(\text{Per})}$ for all $A \in \mathcal{B}(\Omega)$. Since $\text{Per}$ is $\mu$-almost surely $T$-invariant, i.e. $\mu(\text{Per} \triangle T^{-1}(\text{Per})) = 0$, both $\mu_p$ and $\mu_a$ are $T$-invariant measures. Therefore, $\mu = \mu(\text{Per})\mu_p + (1 - \mu(\text{Per}))\mu_a$ implies (see e.g. [16])

$$h(T, \mu) = \mu(\text{Per})h(T, \mu_p) + (1 - \mu(\text{Per}))h(T, \mu_a)$$

(20)

By using the same arguments as in [16] for the proof of (20), one can verify that

$$h^{PE}(T, \mu) = \mu(\text{Per})h^{PE}(T, \mu_p) + (1 - \mu(\text{Per}))h^{PE}(T, \mu_a)$$

(21)

holds true, where $h(T, \mu)$ and $h^{PE}(T, \mu)$ denote the corresponding entropies of the dynamical system $(\Omega, \mathcal{B}(\Omega), \mu, T)$.

We can apply our main theorem to $h(T, \mu_a)$ and $h^{PE}(T, \mu_a)$ because $T$ is aperiodic with regard to $\mu_a$. Since the dynamics of periodic points are determined by a finite number of iterations, on can show that $h(T, \mu_p) = h^{PE}(T, \mu_p) = 0$ is true. Combining (20) and (21) yields

$$h^{PE}(T, \mu) = (1 - \mu(\text{Per}))h^{PE}(T, \mu_a) = (1 - \mu(\text{Per}))h(T, \mu_a) = h(T, \mu).$$

**Generalizing interval notion.** The main reason why the partition $\mathcal{M} = \{ M_i \}_{i \in I}$ into sets of monotonocity for the map $T$ was required to be a partition into intervals is the fact that a collection of disjoint intervals can be ordered in such a way that the order relation between two different intervals corresponds to the order relation of the points within those intervals. This information about the order relation was utilized in (8) as one part of determining the number of sets with ordinal patterns of length $n$ intersecting a set $\mathcal{M}(i)$ for $i \in \mathbb{N}$. To describe this specific ordering on the set of those intervals, we write

$$M_i < M_j \text{ if } \omega_i < \omega_j \text{ holds true for all } (\omega_i, \omega_j) \in M_i \times M_j.$$ (22)

We can generalize this ordering of intervals in a way that allows us to ignore sets of points with measure zero and that preserves the correspondence between the order of the different sets $M_i$ and points within those sets. To achieve this, we write $A <_\mu B$ for $A, B \in \mathcal{B}(\Omega)$, if

$$(\mu \times \mu)(\{(\omega_1, \omega_2) \in A \times B \mid \omega_1 \geq \omega_2\}) = 0$$

holds true, where $(\mu \times \mu)$ is the product measure on the $\sigma$-algebra $\mathcal{B}(\Omega^2)$. So $A <_\mu B$ means that almost every point in $A$ is smaller than almost every point in $B$, which can be interpreted as a probabilistic formulation of (22).

We say that $\mathcal{M} = \{ M_i \}_{i \in I}$ is an ordered partition of $\Omega$, if $M_i <_\mu M_j$ or $M_j <_\mu M_i$ is true for all $i, j \in I$ with $i \neq j$. Since elements of an ordered partition can be
ordered the same way basic intervals could, up to sets with measure zero, our main theorem remains valid if we consider such a generalized partition as a partition into monotony sets.
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