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Motivated by applications in online marketplaces such as ride-hailing, we study how strategic servers impact the system performance. We consider a discrete-time process in which, heterogeneous types of customers and servers arrive. Each customer joins their type’s queue, while servers might join a different type’s queue depending on the prices posted by the system operator and an inconvenience cost. Then the system operator, constrained by a compatibility graph, decides the matching. The objective is to design an optimal control (pricing and matching scheme) to maximize the profit minus the expected waiting times. We develop a general framework that enables us to analyze a broad range of strategic behaviors. In particular, we encode servers’ behavior in a properly defined cost function that can be tailored to various settings. Using this general cost function, we introduce a novel probabilistic fluid problem. The probabilistic fluid model provides an upper bound on the achievable net profit. We then study the system under a large market regime in which the arrival rates are scaled by $\eta$ and present a probabilistic two-price policy and a max-weight matching policy which results in a net profit-loss of at most $O(\eta^{1/3})$. In addition, under a broad class of customer pricing policies, we show that any matching policy has net profit-loss of at least $\Omega(\eta^{1/3})$. To show generality of our framework, we present multiple extensions to our model and analysis. We conclude the discussion by presenting numerical simulations comparing different cost models and analyzing performance of the proposed pricing and matching policies.

1. Introduction

The rise of the gig economy has brought dynamic pricing and matching to the forefront of two-sided markets. Ridehailing and meal delivery platforms such as Uber, Lyft, or Doordash adjust these levers so as to maintain a reliable system operation and manage their revenue. Control mechanisms — dynamic pricing and matching are essential for these markets as they determine
not only the demand response but also the behavior of strategic heterogeneous supply agents. A fundamental issue that emerges in this context, however, is the misalignment of supply and demand preferences (or types). At any given time, a supply unit might not be compatible with a specific type of demand request. To mitigate this, in addition to implementing dynamic pricing and matching, some platforms have designed their market to give supply units the option of reporting their type. In ridehailing, for example, drivers have the ability to set a specific destination (such as their home or their children’s school)—effectively filtering the trips they are willing to serve—and the platform will match them with riders going in that direction. However, this can lead to undesirable outcomes because supply agents might misreport their types in order to boost their earnings. Indeed, highly profitable destinations such as airports or concert venues are widely preferred by drivers in the ridehailing market. This can negatively impact the performance of such systems by reducing the availability of agents that are willing to serve other trips. The goal of this paper is to provide a framework to analyze and characterize the optimal dynamic pricing and matching decisions in a two-sided market in which supply units strategically report their type to the system operator.

We consider a general two-sided queueing system with strategic servers and customers arriving stochastically in a discrete time setting. Servers and customers have different types and their compatibility is captured by a bipartite graph. In each time period, the system operator posts a price for each type of customer and server. This leads to a fraction of customers and servers accepting the price and joining the system. Each customer entering the system pays the price posted by the system operator. Meanwhile, servers can misreport their type in order to maximize their utility, which is given by the price of the reported type minus a type-specific inconvenience cost. At the end of a time period, the system operator, constrained by the compatibility graph, decides which server-customer pairs to match, and the matched pairs depart from the system.

The system operator’s objective is to formulate a pricing and matching policy so that the difference of the long-run profit obtained by the system operator and the long-run cost incurred due to waiting times is maximized.
1.1. Main Contributions

We develop a general discrete-time, game-theoretical, stochastic framework to study pricing and matching decisions in two-sided markets. In line with our ridehailing motivation, supply agents can strategically misreport their type while demand agents report their type truthfully. The main challenge in this problem is that the selfish behavior of servers leads to correlated arrival rates across different types of servers and customers. In particular, if the price for one type of server changes, the arrival rates of all types of servers are affected which also affects the customer arrival rates. Consequently, a mathematical model that incorporates general kinds of strategic behavior that is also amenable to analysis is not clear.

We overcome this challenge by judiciously defining a cost function that corresponds to the total price paid to the servers by the system operator. We formulate this function as an optimization problem with equilibrium constraints for a broad range of strategic behaviors that servers might exhibit. Indeed, the generality of this formulation enables us to encompass different scenarios: 1) selfish servers maximizing their own utility, 2) a system in which incentive compatibility (truthful) constraints must be satisfied, 3) a partially incentive-compatible system such that at least a fraction of servers are truthful, and 4) a non-game theoretic model in which servers always report truthfully (c.f. Varma et al., 2020). We present relations between these models using simulations and theoretical results.

In order to maximize profit in presence of strategic servers, we allow the platform to set randomized server prices. We then present a first-order approximation of the system as a probabilistic fluid problem. This is novel in that it allows for probabilistic pricing policies given by probability measures defined over the set of feasible prices, even in the fluid limit. We begin the analysis by providing structural properties for the probabilistic fluid problem. First, we establish that its optimal value provides an upper bound on the profit obtained under any policy. The strategic behaviour of servers leads to possible non-convexity of the cost function, due to which, the standard fluid model with deterministic pricing policy does not give an upper bound on the profit, in general.
Thus, extending the space of pricing policies and proposing a probabilistic fluid model is a key contribution. We then present conditions under which the probabilistic fluid problem is equivalent to a standard fluid problem, that only considers deterministic pricing policies. The proposed probabilistic fluid problem is an infinite dimensional optimization problem. We reformulate it as a finite dimensional MINLP which can be solved using standard optimization packages. We use simulations to compare the optimal fluid objective under the four different cost function models mentioned before, thus presenting a case study on the loss to the platform due to the servers’ strategic behavior.

To analyze the stochastic system, for a given policy, we consider a large market regime in which all the arrival rates are scaled by \( \eta \to \infty \). We develop a simple probabilistic two-price policy and max-weight matching policy which attains the fluid upper bound asymptotically with \( O(\eta^{1/3}) \) rate of convergence. An attractive feature of the matching policy is that it doesn’t use the solution of the fluid problem. Instead, it follows state-dependent matching decisions. The pricing policy is a perturbation of the one prescribed by the fluid problem. It is probabilistic and state-independent for servers, and a dynamic two-price policy for customers. We also show that under a broad class of customer pricing policies, any matching policy will result in \( \Omega(\eta^{1/3}) \) profit loss.

We conclude our discussion by presenting four extensions of our model to exhibit the generality of our framework. (1) We show that an equivalent formulation of our results establishes a fundamental tradeoff between the profit and queue length, in a scale free manner for any given arrival rate. (2) We consider a slightly different model, wherein we penalize the system based on the expected waiting time rather than the expected queue length and show that our proposed policies achieve the optimal scaling of \( O(\eta^{-1/3}) \). (3) We generalize the utility function to also depend on the steady-state rate of matching for all customer-server pairs. Under this endogenous model, we formulate a probabilistic fluid model and prove that it provides an upper bound on the net-profit obtained under any pricing and matching policy. Following our previous framework, we propose a stochastic policy which is a perturbation of the fluid optimal policy to prove that it attains the fluid upper bound.
asymptotically with \( O(\eta^{1/3}) \) rate of convergence. (4) We allow the servers to choose equilibrium of their choice among the ones that maximize their utility. We analyze the worst case scenario by considering adversarial servers. We formulate it as an min-max problem, present a probabilistic fluid model, and show that it provides an upper bound on the achievable net profit.

1.2. Literature Review

In this paper, we consider dynamic pricing and matching for two sided queues with servers as individual decision makers. We discuss prior literature on each of these separately.

1.2.1. Two-Sided Queues. Different variants of two-sided queues were studied in the literature. Caldentey et al. (2009) pointed out that a two-sided queue is fundamentally unstable. They analyzed a two-sided queueing model given by a bipartite graph and deduced necessary conditions on the arrival rates for stability. The results were extended by Adan and Weiss (2012). Gurvich and Ward (2014) considered a more general model of two-sided queues: matching queues, which is a multi-sided queue. They presented a matching policy and proved that it is asymptotically optimal with rate of convergence \( O(\eta^{1/2}) \) where arrival rates are scaled by \( \eta \). Nguyen and Stolyar (2018) considered a two-sided queueing model with server arrivals by invitation and also allowed customers and servers to abandon the system. There are numerous applications of two sided queues, such as routing cryptocurrency in payment processing networks (Varma and Maguluri 2019), ride-hailing systems (Banerjee et al. 2016) and (Banerjee et al. 2018), general setting of dynamic matching markets (Akbarpour et al. 2019), and dynamic barter exchange (Anderson et al. 2017).

1.2.2. Dynamic Pricing. Dynamic pricing is a fundamental problem in the revenue management literature (Talluri and Van Ryzin 2006). In the context of queueing theory, different models have been considered in (Low 1974b), (Low 1974a), (Chen and Frank 2001), and (Paschalidis and Tsitsiklis 2000). The main results in these paper present different structural properties of the optimal pricing policy by studying the underlying control problem. Some of the papers involving dynamic pricing which are closely related to our work are presented in detail below.
Ozkan and Ward (2020) consider a general dynamic pricing and matching problem. Their goal is to maximize the total number of matches in a finite time. In the same asymptotic regime as ours, they provide an asymptotically optimal policy but do not provide the rate of convergence. The setting of joint optimization of pricing and matching decisions was extended in (Ozkan 2020) to study strategic servers but does not establish rate of convergence to the fluid limit.

Kim and Randhawa (2017) consider the fundamental problem of dynamic pricing in an M/M/1 queue. They consider customers joining the system depending on the offered price and their waiting times. The objective is to maximize the profit of the system operator. They present an asymptotically optimal pricing policy and also prove that its rate of convergence is $O(\eta^{1/3})$.

### 1.2.3. Dynamic Matching.

Dynamic Matching is a fundamental problem in two-sided queues with heterogeneous customer and server arrivals. A FCFS matching discipline was studied by Caldentey et al. (2009) and Adan and Weiss (2012). In a related context, Gurvich and Ward (2014) considered a multi-sided matching queue and provided an asymptotically optimal matching policy. Delayed matching (batching) in the hope that better matching opportunities will arrive in the future was analyzed by Anderson et al. (2017) and Akbarpour et al. (2019). In both these papers, they concluded that delayed matching does not provide significant benefits. Some of the papers involving dynamic matching that are close to our work are presented in detail below.

Hu and Zhou (2018) consider a two sided market given by a bipartite graph with associated penalties depending on the type of demand and supply matched. Their objective is to find a matching policy which maximizes the discounted reward in finite time. They present multiple structural properties of the optimal matching policy and also present an asymptotically optimal matching policy.

Our paper is an extension of the work by Varma et al. (2020), where a similar model was considered. There are two key differences. They did not consider the strategic behavior of servers. This addition to the model results in fundamentally different problem and optimal policy. Moreover, in contrast to the simplistic Poisson arrival model stated in Varma et al. (2020), this paper consider a more realistic general arrival process in discrete time. This generalization results in technical difficulties and more involved proofs.
1.2.4. Queueing Games. The book by Hassin (2016) provides a comprehensive overview on game theory applied to queueing systems. In the present paper, with a large number of servers arriving in the system, we are dealing with non atomic games. Correa et al. (2008) deal with non atomic games and show that equilibrium constraints can be equivalently written as a fixed point equation. Luo et al. (1996) provides a comprehensive theory of solving and reformulation of the optimization problem with equilibrium constraint which is known to be NP-hard. A comprehensive background on algorithmic game theory can be found in Nisan et al. (2007).

We combine all these aspects that has been studied in the literature. In particular, we combine dynamic pricing, dynamic matching in a strategic setting and carry out fluid as well as stochastic analysis. Allowing probabilistic policies is a novel approach of formulating the fluid model. These leads to a probabilistic optimal pricing policy and it seems to be fundamental to the systems with strategic behavior and is novel in the literature.

1.3. Notation

We denote the set of real numbers, the set of non negative real numbers, the set of integers and the set of non negative integers by \( \mathbb{R} \), \( \mathbb{R}_+ \), \( \mathbb{Z} \) and \( \mathbb{Z}_+ \), respectively. In addition, we denote the extended real line \( \mathbb{R} \cup \{ \infty, -\infty \} \) by \( \mathbb{R} \). We denote the set of natural numbers from 1 to \( n \) by \( [n] \). In the entire paper, we use 1, \( i \) and \( n \) for parameters concerning servers and 2, \( j \) and \( m \) for customers. We refer to servers by she/her/her and to customers by he/his/him. In the entire paper, vectors are boldfaced.

We denote a vector of zeros of dimension \( n \) by \( \mathbf{0}_n \) and a vector of ones of size \( m \) by \( \mathbf{1}_m \). We omit the subscript if the dimension of the vector is clear from the context. For two vectors \( \mathbf{x} \in \mathbb{R}^n \) and \( \mathbf{y} \in \mathbb{R}^m \), we denote the concatenated vector \( \mathbf{z} \in \mathbb{R}^{n+m} \) by \( \mathbf{z} = (\mathbf{x}, \mathbf{y}) \). The dot product of two vectors is denoted by \( \langle \cdot, \cdot \rangle \). An \( n \) dimensional probability simplex is denoted by \( \Delta_n \subseteq \mathbb{R}_+^n \). In particular, if \( \mathbf{\nu} \in \Delta_n \), then \( \langle \mathbf{1}_n, \mathbf{\nu} \rangle = 1 \). In addition, a collection of \( m \) such probability simplex-es is denoted by \( \Delta_m \subseteq \mathbb{R}_+^m \). In particular, if \( \mathbf{\nu}' \in \Delta_m \), then \( \sum_{i=1}^{m} \nu_{il} = 1 \) for all \( i \in [m] \). For functions \( F_j : \mathbb{R} \to \mathbb{R} \) with \( j \in [m] \) and a vector \( \mathbf{\lambda} \in \mathbb{R}^m \), we write \( F(\mathbf{\lambda}) \) to denote \( (F_1(\lambda_1), \ldots, F_m(\lambda_m)) \). For two matrices \( \mathbf{A} \) and \( \mathbf{B} \) of size \( m \times n \), the sum of the entries of their Hadamard product is denoted by \( \mathbf{A} \odot \mathbf{B} \).
that is, $A \circ B = \sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij} B_{ij}$. The inequality $A \leq B$ is component wise, i.e. $A_{ij} \leq B_{ij}$ for all $i \in [m], j \in [n]$. Variance of a random variable is denoted by $\text{Var}[.]$ and co-variance is denoted by $\text{Cov}[.,.]$. For two random variables $X$ and $Y$, if $\mathbb{P}[X \leq a] \leq \mathbb{P}[Y \leq a]$ for all $a \in \mathbb{R}$, then we say that $X$ stochastically dominates $Y$ and denote it by $X \geq_{st} Y$. Quantities pertaining to the fluid model are denoted with a ‘tilde’ on top and quantities pertaining to the steady state of the stochastic model are denoted with a ‘bar’ on top.

Let $\alpha$ be a probability measure defined on the Borel sigma-algebra generated by $\Omega \subseteq \mathbb{R}^d$ for some $d \in \mathbb{Z}_+$. Let $f : \Omega \to \mathbb{R}$ be a Borel measurable function and $\omega \in \Omega$ be an element of the probability space. Then, expectation of $f$ with respect to $\alpha$ is denoted by $\mathbb{E}_\alpha[f(\omega)] = \int_\Omega f(\omega) d\alpha(\omega)$. This can also be interpreted as $f(\omega)$ is a random variable such that $\mathbb{P}[f(\omega) \in B] = \alpha(B)$ for all Borel subsets $B \subseteq \Omega$. For a Markov chain $\{q(k) : k \in \mathbb{Z}_+\}$ with state space $S$, we denote the expectation of $f : S \to \mathbb{R}$, with respect to its stationary distribution by $\mathbb{E}_{\bar{q}}[f(\bar{q})]$ and sometimes omit the subscript when it is clear from the context.

2. Model

We consider a general two-sided, discrete time queueing system modeled as a bipartite graph $G(N_1 \cup N_2, E)$. We refer to $G(N_1 \cup N_2, E)$ as the compatibility graph, where $N_1 = [n]$ is the set of server types, $N_2 = [m]$ is the set of customer types, and $E$ is the set of compatible edges that represent the feasible matches between customers and servers. Each node in the graph denotes a queue of a customer/server waiting to be matched. We consider two control mechanisms — dynamic pricing and matching. In each time slot, first, the system operator determines prices for each customer and server queue. Then, agents arrive to the system and, given the prices, make joining decisions. Customers always join their type’s queue, while servers can strategically choose which queue to join. After this, the system operator possibly matches the compatible pairs of customers and servers waiting in the system. Next, we present each component of the model in detail. We denote the state of the system at time $k$ by $\{q(k) \in \mathbb{Z}_{n+m}^+ : k \in \mathbb{Z}_+\}$, where the vector is defined as $q = (q_1^{(1)}, \ldots, q_n^{(1)}, q_1^{(2)}, \ldots, q_m^{(2)})$ and $q_i^{(1)}(k)$ is the number of servers in the $i$ type queue
waiting in the system at time \( k \), and \( q_j^{(2)}(k) \) is the number of \( j \) type customers waiting in the system at time \( k \). The state space of the system is denoted by \( S \subseteq \mathbb{Z}_+^{(n+m)} \). Note that \( S \) depends on the pricing and matching policy set by the system operator which are defined later in this section.

Customers arrive in the system with an exogenous arrival rate. In each time epoch \( k \in \mathbb{Z}_+ \), the system operator posts a price \( p^{(2)}(k) \in \mathbb{R}_+^{m} \) which leads to only a fraction of arriving customers to join the system. This results in an effective customer arrival with rate denoted by \( \lambda(k) \in \mathbb{R}_+^{m} \). We capture this relation between the posted price and the effective arrival rate by inverse supply curves \( F_j : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) for all \( j \in [m] \). In particular, we have \( F_j(\lambda_j(k)) = p^{(2)}_j(k) \). We allow the arrivals to be correlated across types but they are independent across time. This models a broad range of situations. For example, in the context of ride hailing, at certain times of the day, the number of customers going in certain directions can be correlated. We denote the co-variance matrix of the arrivals in \( k^{th} \) time epoch by \( \Sigma^{(2)}(k) \in \mathbb{R}^{m \times m} \) which depends on the posted price \( p^{(2)}(k) \). In particular, we denote the effective arrival of customers of type \( j \) by a sequence of independent random variables \( \{a^{(2)}_j(k) : k \in \mathbb{Z}_+ \} \) for all \( j \in [m] \) with mean \( \mathbb{E}[a^{(2)}_j(k)] = \lambda_j(k) \) and co-variance matrix \( \text{Var}[a(k)] = \Sigma^{(2)}(k) \). Specifically, \( a^{(2)}_j(k) \) is the number of customers of type \( j \) that arrive to the system at time \( k \). We assume \( |a^{(2)}_j(k)| \leq A_{\text{max}} \) with probability 1 for all \( j \in [m] \) and for all \( k \in \mathbb{Z}_+ \). As \( |a^{(2)}_j(k)| \leq A_{\text{max}} \), there exists \( \Sigma^{(2)}_{\text{max}}, \Sigma^{(2)}_{\text{min}} \in \mathbb{R}^{m \times m} \) such that \( \Sigma^{(2)}_{\text{min}} \leq \Sigma^{(2)}(k) \leq \Sigma^{(2)}_{\text{max}} \). We make the following standard assumptions on the inverse demand curve.

**Assumption 1.** The inverse demand curve \( F_j(\cdot) \) is strictly decreasing and twice continuously differentiable for all \( j \in [m] \).

In words, if the posted price for customers is higher, then less customers would be willing to avail that service and vice versa. In addition, we assume that the inverse demand curve is twice continuously differentiable which is a technical assumption required for our analysis.

**Assumption 2.** The function \( \lambda_j F_j(\lambda_j) \) is concave for all \( j \in [m] \).

By the law of diminishing marginal utility, if the arrival rate increases, then the marginal utility derived from each new customer \( \left( \frac{d}{d\lambda_j} \lambda_j F(\lambda_j) \right) \) decreases. This condition is equivalent to requiring that the demand curve comes from a regular distribution – a typical assumption in economics.
Servers. Now, we define the arrival process of servers. We identify servers as decision makers that make strategic joining decisions. A type $i$ server arriving to the system can join the $l$ type queue for some $l \in [m]$ or leave the system depending on its personal utility $u_{il}$ which, in turn, depends on the price set by the system operator $p^{(1)} \in \mathbb{R}^n_+$ and the detour penalties $c \in \mathbb{R}^{n \times n}$. In particular, a server of type $i$ who joins the $l$ type queue earns $u_{il} = f_{il}(p^{(1)})$ for some function $f_{il} : \mathbb{R}^n_+ \to \mathbb{R}$. One typical example of utility function which we will use later for simulations is given by

$$u_{il} = p^{(1)}_l - c_{il} \quad \forall i \in [n], \forall l \in [n],$$

(1)

where $p^{(1)}_l$ is the price set by the system operator for servers that join the $l$ type queue, and $c_{il}$ is the penalty due to lying incurred by a server of type $i$ when she joins the $l$ type server queue. In our ridehailing application, $c_{il}$ represents a detour cost experienced by a driver when she is assigned a non compatible trip. An illustration of this as a tripartite graph is given in Fig. 1. A type $i$ driver entering the system will compare her utilities $u_{il} \forall l \in [n]$ with her outside option. If the maximum possible utility $u_i \triangleq \max_{l \in [n]} u_{il}$ is greater than her outside option, then the driver will join the queue which maximizes her utility. Otherwise, the driver will not join the system at all. For the real life system, the utility may depend on several other factors and may not vary with the posted prices linearly. Thus, we consider a general utility function. Note that all our results holds for any continuous utility function given by $f(\cdot)$.

Figure 1  A tripartite graph for two-sided queues with strategic servers.
A server of type $i$ who joins the system at time $k$ uses the strategy $\nu_i(k) \in \Delta_n$, where, for each $l \in [n]$, $\nu_i(l) \triangleq \nu_i(k)$ is the probability with which a type $i$ server joins queue $l$. We say that the strategy profile $\nu \triangleq (\nu_1(k), \ldots, \nu_n(k)) \in \mathbb{R}_+^{n \times n}$ is an equilibrium if and only if

$$\nu_i(l) > 0 \Rightarrow u_{ii}(k) \geq u_{il}(k) \forall i, l' \in [n]. \tag{EQ}$$

The above constraint implies that $\nu_i$ for all $i \in [n]$ has a positive support only for the queues where the servers’ utility is the largest. Given the server joins the system, the equilibrium constraints determine which queue it will join. To consider the case when servers do not join the system, we will introduce continuous inverse supply curves denoted by $G_i : \mathbb{R}_+ \rightarrow \mathbb{R}$ for all $i \in [n]$. This is defined similar to the inverse demand curve with one crucial distinction. The system operator sets a price vector $p^{(1)}(k)$ which will determine the maximum possible utilities $\{u_i(k)\}_{i \in [n]}$. Then, we have $G_i(\hat{\mu}_i(k)) = u_i(k)$, where $\hat{\mu}_i(k)$ represents the arrival rate of type $i$ servers. Moreover, the effective arrival rate of servers to queue $i$ is given by $\mu_i(k) \triangleq \sum_{l=1}^n \hat{\mu}_i(k) \nu_{il}(k)$. Observe that because a given queue may receive servers of different type, the arrival processes to different queues can be correlated. Denote the co-variance matrix of the server arrivals by $\Sigma^{(1)}(k)$ which depends on the posted price $p^{(1)}(k)$.

We define the effective arrival process of servers to queue $i$ as a sequence of independent random variables $\{a_i^{(1)}(k) : k \in \mathbb{Z}_+\}$ with mean $\mathbb{E} \left[ a_i^{(1)}(k) \right] = \mu_i(k)$ for all $i \in [n]$ and $\text{Var} \left[ a_i^{(1)}(k) \right] = \Sigma^{(1)}(k)$. We assume that $|a_i^{(1)}(k)| \leq A_{\text{max}}$ with probability 1 for all $i \in [n]$ and for all $k \in \mathbb{Z}_+$. As $|a_i^{(2)}(k)| \leq A_{\text{max}}$, there exists $\Sigma^{(1)}_{\text{max}}, \Sigma^{(1)}_{\text{min}} \in \mathbb{R}_+^{m \times m}$ such that $\Sigma^{(1)}_{\text{min}} \leq \Sigma^{(1)}(k) \leq \Sigma^{(1)}_{\text{max}}$.

**Policies.** The system operator uses a stationary policy and makes both pricing and matching decisions. We describe the pricing policy first. Given the state of the system ($\mathbf{q} \in \mathcal{S}$), a stationary pricing policy is a vector $(\mathbf{p}^{(1)}(\mathbf{q}), \mathbf{p}^{(2)}(\mathbf{q})) \in \mathbb{R}_+^n \times \mathbb{R}_+^m$ where $p_i^{(1)}(\mathbf{q})$ is the payment to servers in queue $i \in [n]$, and $p_j^{(2)}(\mathbf{q})$ is the price charged to customers in queue $j \in [m]$. In order to simplify the analysis, we work in a general space of feasible rates instead of prices. For any stationary rates, we identify a corresponding stationary pricing policy, hence, with some abuse of language, we will refer to the stationary rates as stationary pricing policies. Note that, we are only interested in
stationary, Markovian, state dependent pricing policies and thus, we omit the dependence of \( \lambda \) and \( \mu \) on the time index \( k \).

On the customer side, there is a bijection between prices and the arrival rate of customers to the customer queues. Therefore, for ease of exposition, we consider the arrival rates to be our controls, instead of the prices, and so, we define a customer stationary pricing policy by the arrival rate vector \( \lambda(q) \in \mathbb{R}_+^m \). In addition, as the co-variance matrix only depends on the price posted by the system operator, we can re-write it as \( \Sigma^{(2)}(\lambda(q)) \).

On the server side, such a bijection may not exist. Firstly, it is not clear if there exists a price vector \( p^{(1)} \) that results in a given arrival rate of servers to the server queues \( \mu \). If there exists such a price vector, it may not be unique, and many price vector(s) can lead to the arrival rate \( \mu \). To address these difficulties, we define the set of prices that are consistent with \( \mu \) by

\[
\mathcal{M}(\mu) \triangleq \left\{ p^{(1)} \in \mathbb{R}_+^n : \exists \nu \in \mathbb{R}_+^{n \times n} \text{ satisfying (EQ), } G_i(\hat{\mu}_i) = u_i, \mu_i = \sum_{l=1}^n \hat{\mu}_i \nu_{li}, \forall i \in [n] \right\}.
\]

The set \( \mathcal{M}(\mu) \) is composed by those prices for which there exists an equilibrium that leads to the arrival rates \( \mu \) in the servers queues. We define \( \Omega \) to be the set of rates \( \mu \) such that \( \mathcal{M}(\mu) \neq \emptyset \) which addresses the first difficulty. The corresponding price \( p^{(1)} \) is then selected among the consistent prices so that it minimizes the cost \( \langle \mu, p^{(1)} \rangle \) for the service provider which addresses the second difficulty. The optimal cost function \( c : \Omega \rightarrow \mathbb{R}_+ \) is defined by (We show that the cost function defined below is Borel measurable in Appendix II.1)

\[
c(\mu) \triangleq \min \langle \mu, p^{(1)} \rangle \text{ subject to } p^{(1)} \in \mathcal{M}(\mu).
\]  

(2)

In this paper, we are interested in different types of equilibrium behavior depicting different objectives, for example, incentive compatible system wherein the servers are incentivised appropriately such that they join their own queue. Thus, to keep the model general enough, we will work with a general cost function \( c(\mu) \) throughout the paper and discuss the behavior of each different equilibria or objective by specializing the definition of \( c(\mu) \) in later sections.
Note that, we are implicitly assuming that if there are multiple possible equilibrium for the servers to choose from, they will choose the one that leads to the lowest cost for the system operator. This is often referred as the optimistic model and is often considered in the literature (see: Labbé et al. (1998) Sinha et al. (2016) and the references therein). It is interpreted as the system operator nudging the servers to choose the equilibrium which is best for the system performance. We relax this condition in Section A.4.

Similar to the customers, we will operate in the space of arrival rates as opposed to the space of prices as it is more amenable to analysis. In order to maximize profit in presence of strategic servers, we allow the platform to set randomized server prices. We define a server stationary pricing policy as a set of probability measures $\alpha_q(\cdot)$ for all $q \in S$ such that $\alpha_q$ determines the randomized arrival rate set by the system operator when the state of the system is $q$. For technical reasons, we define $\alpha_q$ as a measure on the Borel sigma-algebra generated by $\Omega \times S$ for all $q \in S$ such that it is non zero only on $\Omega \times \{q\}$, i.e. $\alpha_q(\Omega \times S \setminus \Omega \times \{q\}) = 0$. We use $\mathcal{P}_q^{\text{EQ}}$ to denote the set of such probability measures. For the simplicity of notation, we denote $(\alpha_q(\cdot))_{q \in S}$ by $\alpha(\cdot)$. Note that the co-variance matrix of servers will only depend on the price posted by the system operator or equivalently, the probability measure $\alpha(\cdot)$. Thus, we denote it by $\Sigma^{(1)}(\alpha(\cdot))$.

We make two important remarks about the server side policy. First, the reason we allow randomized policies for servers is because they result in a richer class of pricing policies; also, they enable us to tackle the inherent combinatorial structure and non convexity of the service provider’s objective. The latter, materializes through the cost function $c(\cdot)$ and the strategic behavior of servers. Second, by allowing randomized policies for servers may result in a higher overall profit for the system operator. We will later show in Section 3 that allowing randomized policies for the customers will not result in an increased overall profit.

Now we specify the matching policy. We denote by \( \{y(k) \in \mathbb{Z}_+^{n \times m} : k \in \mathbb{Z}_+\} \) the decision of matching customer-servers pairs at time $k$. Here, $y_{ij}(k)$ is the number of servers in the $i$ type queue.
that are matched with customers of type $j$ at time $k$. For the matching decisions to be feasible, the following conditions must be satisfied

$$\begin{align*}
x_i^{(1)}(k) &\triangleq \sum_{j=1}^{m} y_{ij}(k) \leq q_i^{(1)}(k) + a_i^{(1)}(k) \quad \forall i \in [n], \quad (3a) \\
x_j^{(2)}(k) &\triangleq \sum_{i=1}^{n} y_{ij}(k) \leq q_j^{(2)}(k) + a_j^{(2)}(k) \quad \forall j \in [m], \quad (3b) \\
y_{ij}(k) &= 0 \quad \forall (i,j) \notin E, \quad y_{ij}(k) \geq 0 \quad \forall (i,j) \in E, \quad (3c)
\end{align*}$$

where $x(k) = (x^{(1)}(k), x^{(2)}(k))$ for all $k \in \mathbb{Z}_+$ denote the total amount of servers and customers matched in each queue at a given time period. The set of constraints (3) ensures that the number of servers in the type $i$ queue that are matched cannot be larger than the total number of servers in that queue plus the arrivals. Similarly, the number of customers in the type $j$ queue that are matched are at most equal to the total number of customers in that queue plus the arrivals. Moreover, the only matches allowed are those given by the compatibility graph $G(N_1 \cup N_2, E)$. In turn, given the state of the system after arrivals $(q + a)$, a stationary matching policy is defined as the decision of choosing $y(q + a)$ or, equivalently, $x(q + a)$ subject to (3).

In sum, a policy is a triplet $(\lambda(q), \alpha_q(\cdot), x(\cdot))_{q \in \mathcal{S}}$ where $\lambda(\cdot)$ denotes the state dependent customer arrival rates, $\alpha_q$ denotes the state dependent probabilistic server arrival rates and $x(\cdot)$ are the matching decisions.

**System dynamic.** Given the pricing and matching policy, the system evolves as a discrete time Markov chain. The queue evolution equation is given by:

$$q(k+1) = q(k) + a(k) - x(k),$$

where $x$ satisfies (3). We consider policies that render the system stable.

**Definition 1 (Stability).** The discrete time Markov chain is stable if under a given pricing and matching policy, the communicating class containing the state $0_{n+m}$ is positive recurrent and all the other states (if any) are transient.
We use $\mathcal{E}$ to denote the set of stationary Markovian pricing and matching policies that make the system stable. For a stable system, we denote the steady state parameters with a bar on top. In particular, $\bar{q}(k)$ converges in distribution as $k \to \infty$ to a random vector denoted by $\bar{q}$. The arrival rate vector given the queue length $\bar{q}$ is denoted by $\bar{a}$ such that $E\left[\bar{a}\right] = (\lambda(\bar{q}), E_{\alpha_{\bar{q}}} [\mu])$ and the co-variance matrix of $\bar{a}^{(2)}$ is $\Sigma^{(2)}(\bar{q})$ and that of $\bar{a}^{(1)}$ is $\Sigma^{(1)}(\bar{q})$. The matching decision given the queue length $(\bar{q})$ and arrival rate vector $(\bar{a})$ is denoted by $\bar{x}/\bar{y}$.

**Objective.** Each customer entering the system pays the posted price and each server receives the posted price. In addition, the system operator incurs a type specific penalty $s \in \mathbb{R}^{m+n}$ due to the waiting of customers and servers. The objective of the system operator is to design the pricing and matching policies such that the difference of average profit obtained and the average penalty incurred due to waiting—the net average profit—is maximized. Mathematically,

$$R^* \triangleq \sup_{(\lambda(\cdot),\alpha(\cdot),x(\cdot)) \in \mathcal{E}} \mathbb{E}_{\bar{q}} \left[ \langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle - \mathbb{E}_{\alpha_{\bar{q}}} [c(\mu)] - \langle s, \bar{q} \rangle \right]$$  (4a)

subject to,

$$\lambda(q) \in \mathbb{R}^{m}_+, \forall q \in S$$  (4b)

$$\alpha_q(\cdot) \in \mathcal{P}^{\text{EQ}}_q \quad \forall q \in S$$  (4c)

$$x(\cdot) \text{ satisfies (3)}$$  (4d)

We will use $\pi$ to refer to a policy $(\lambda, \alpha, x)$ and denote by $R(\pi)$ the expected net profit associated to that policy. Moreover, $P^*$ and $P(\pi)$ will denote the the optimal profit (when $s = 0_{n+m}$) and the profit evaluated at $\pi$, respectively.

For a given pricing and matching policy, computing the objective function of the above optimization problem is itself challenging as the state space of the DTMC can be very large. In addition, the optimization problem becomes a non-convex, integer optimization problem due to the equilibrium constraints captured in $\mathcal{P}^{\text{EQ}}$.

Moreover, if the price of one type of the server is changed, it will lead to a change of arrival rates of all types of servers. Due to this, the system operator will be required to adjust the customer prices as well to compensate for the server arrival rates. This dependence of server arrival rates and its influence on the customer arrival rates makes the analysis of the pricing policy non trivial.
To tackle these challenging problem, we start by introducing a novel probabilistic fluid model. Intuitively, we ignore the stochasticity of the system to make the optimization problem tractable and, in addition, we relax the stability constraint. In further sections, based on the solution to the fluid model, we propose “near-optimal” pricing and matching policies for the stochastic system respecting the stability constraints.

3. A Probabilistic Fluid Model

In this section, we introduce a fluid counterpart of the optimization problem (4) and study some of its structural properties. A novel feature in our fluid optimization problem is that in order to determine the pricing policy, we must optimize over the space of probability measures.

Firstly, we present the probabilistic fluid optimization problem (We show that there exists an optimal solution to the fluid optimization problem in Appendix H.2).

\[
\tilde{R}^* \triangleq \max_{\tilde{\lambda}, \tilde{\alpha}, \tilde{\chi}} \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - \mathbb{E}_{\tilde{\alpha}} [c(\tilde{\mu})] \tag{5a}
\]

subject to

\[
\tilde{\lambda}_j = \sum_{i=1}^{n} \tilde{\chi}_{ij} \quad \forall j \in [m] \tag{5b}
\]

\[
\mathbb{E}_{\tilde{\alpha}} [\tilde{\mu}_i] = \sum_{j=1}^{m} \tilde{\chi}_{ij} \quad \forall i \in [n] \tag{5c}
\]

\[
\tilde{\chi}_{ij} = 0 \quad \forall (i,j) \notin E, \quad \tilde{\chi}_{ij} \geq 0 \quad \forall (i,j) \in E, \tag{5d}
\]

where \(c(\cdot)\) is the cost function given in (2). \(\tilde{\lambda} \in \mathbb{R}^m_+\) is the ‘average’ flow of customers in the system. Next, \(\tilde{\alpha}\) is the ‘average’ probability measure defined on the Borel sigma algebra of \(\Omega\) governing the probabilistic server pricing policy which can be interpreted as a distribution over the feasible rates \(\tilde{\mu}\). Lastly, \(\tilde{\chi}_{ij} \in \mathbb{R}^{n \times m}_+\) is the ‘average’ flow of \(i\) type of servers matched to \(j\) type of customer.

The objective function is the profit obtained by the system operator. Equations (5b), (5c) are flow conserving constraints and (5d) is the compatibility constraint. As the model formulation involves the richer class of probabilistic policies for server, the respective fluid model is also probabilistic. We discuss such a formulation may result in a higher profit compared to its deterministic counterpart in the next section.
3.1. Bounds and Structural Properties

We leverage the convexity of the objective in (5) to draw a connection between the probabilistic fluid problem and the stochastic problem in (4).

**Proposition 1.** Let \( \pi = (\lambda(\cdot), \alpha(\cdot), x(\cdot)) \) be a feasible solution of (4) then

\[
R(\pi) \leq P(\pi) \leq \tilde{R}^*.
\]

That is, the fluid profit is an upper bound for the stochastic profit and net profit.

The proposition provides an upper bound on the net average profit achievable under any policy.

We now present the following lemma which is a crucial step in the proof of the proposition.

**Lemma 1.** For a given stationary Markovian pricing and matching policy \((\lambda(\cdot), \alpha(\cdot), x(\cdot))\) with stationary distribution \(\psi(\cdot)\), let \(\tilde{\lambda} = \mathbb{E}[\lambda(\bar{q})]\), \(\tilde{\alpha}(A) = \sum_{q \in S} \alpha_q(A \times \{q\}) \psi(q)\) for all Borel \(A \subseteq \Omega\) and \(\tilde{x} = \mathbb{E}[x(\bar{q})]\). If \((\lambda(\cdot), \alpha(\cdot), x(\cdot)) \in \mathcal{E}\), \(\mathbb{E}[(1_{n+m}, \bar{q})] < \infty\) and \(x(\cdot)\) satisfies (3), then \((\tilde{\lambda}, \tilde{\alpha}, \tilde{x})\) is feasible in the probabilistic fluid problem (5).

Intuitively, the above lemma is enforcing that the 'average' arrival rates over the states must be balanced, otherwise, in the long run, some of the queues will keep accumulating the arrivals and that will lead to an unstable system. Thus, the constraints of the fluid model are necessary for stability. This implies that the set \(\mathcal{E}\) is a subset of the feasible region of the fluid model. In addition, as the objective (4a) is convex in its parameters, we can use Jensen’s inequality to obtain the objective of the fluid solution. These two key steps, Lemma 1 and Jensen’s inequality, together deliver Proposition 1.

As mentioned above, an important feature of our probabilistic fluid formulation is that by optimizing over the spaces of measures we gain a convex objective. As a result, we obtain an infinite dimensional program, however, as we will see in Section 6 this program can be converted into a finite dimensional one. Importantly, there are conditions under which we can reduce our fluid problem to a traditional fluid formulation which showcases the connection between our new approach...
with classical ones that typically replace stochastic quantities by their deterministic counterparts.

We identify a condition for the cost function $c(\cdot)$ such that the optimal value of the probabilistic fluid optimization problem (5) coincides with that of a non-probabilistic fluid problem. Moreover, we establish that, under this condition, the optimal fluid server pricing policy is a Dirac probability measure, i.e. a deterministic policy. The optimization problem and the result are presented below.

$$\tilde{R}^*_{co} \triangleq \max_{(\tilde{\lambda}, \tilde{\mu}, \tilde{\chi})} \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - c(\tilde{\mu})$$

subject to, $$\tilde{\lambda}_j = \sum_{i=1}^{n} \tilde{\chi}_{ij} \forall j \in [m],$$

$$\tilde{\chi}_{ij} = 0 \forall (i,j) \notin E, \tilde{\chi}_{ij} \geq 0 \forall (i,j) \in E,$$

Proposition 2. If $c(\cdot)$ is convex, then $\tilde{R}^* = \tilde{R}^*_{co}$ and there exists an optimal solution of (5) $(\tilde{\lambda}^*, \tilde{\alpha}^*, \tilde{\chi}^*)$ such that $\tilde{\alpha}^*$ is a Dirac probability measure.

The proof follows by using Jensen’s inequality in the objective function of (5) and then viewing the optimization problem in the space of $(\tilde{\lambda}, E_{\tilde{\alpha}} [\tilde{\mu}], \tilde{\chi})$. This proposition simplifies the fluid model and also provides sufficient conditions under which the optimal fluid pricing policy is deterministic. In turn, in our problem, whenever the cost function $c(\cdot)$ is convex, it is possible to simply replace the stochastic quantities in (4) by their deterministic counterparts and obtain a fluid upper bound. However, when $c(\cdot)$ is general so that it can encompass different strategic settings (c.f. Section 6), the convexity assumption might not hold and our probabilistic fluid formulation is needed.

To understand further, consider the case when the cost function is not convex. Then, under a probabilistic policy $\tilde{\alpha}$, Jensen’s inequality might be violated, that is, $E_{\tilde{\alpha}} [c(\tilde{\mu})] < c(E_{\tilde{\alpha}} [\tilde{\mu}])$. This will lead to lower cost under the probabilistic policy compared to the corresponding deterministic policy, $E_{\tilde{\alpha}} [\tilde{\mu}]$. Thus, the richer space of probabilistic policies may obtains a larger profit with respect to the deterministic space of policies, and it also makes the optimization problem more amenable to analysis by turning the objective function into a convex function. This is the main advantage of our probabilistic fluid model: it convexifies the objective of an otherwise intractable problem.
Lastly, as the revenue function \( F_j(\lambda_j) \) is concave, probabilistic policies on the customer side is not essential as they will not result in higher profit compared to its deterministic counterpart.

To extend this analysis to the stochastic setting, if we naively try to use the optimal solution of the probabilistic fluid model as the pricing policy for all \( \mathbf{q} \in \mathcal{S} \), then in each time slot, we will receive fluid profit in expectation. However, the system becomes unstable as argued in (Caldentey et al. 2009) and thus, the stationary distribution doesn’t exist. To see why the system is unstable, consider the case of single link two sided queue operating under the pricing policy given by the fluid solution. It will just be a random walk on \( \mathbb{Z} \) which is known to be null recurrent. This provides us with the intuition that we need to operate close to the fluid solution but we need to perturb the arrival rates for customers and/or the probability measure for servers such that the system becomes stable. In the next sections, we will consider pricing policies which are a small perturbation of the fluid solution and show that the net profit and profit under that policy is ‘sufficiently’ close to \( \tilde{R}^* \).

4. Asymptotic Optimality of Two Price Policy

In this section, we will analyze the stochastic system and show that the net profit obtained is ‘sufficiently’ close to the upper bound \( \tilde{R}^* \). To show this, we will consider a large market asymptotic regime indexed by \( \eta \). In this regime, we propose a dynamic two-price policy and show that its corresponding net profit converges to that of the scaled optimal fluid solution. As we consider a DTMC, let \( w \) denote the time between two transitions. We define our asymptotic regime below.

**Definition 2 (Asymptotic Regime).** We study the system in the large market regime, wherein for the \( \eta^{th} \) system, the time between two decision epochs is scaled by \( 1/\eta \) and the arrivals between two decision epochs remains the same in the stochastic sense. Mathematically,

\[
\frac{w}{\eta}, \quad \mathbf{a}_\eta(k) = \mathbf{a}(k), \mathbf{q}_\eta(k) = \mathbf{q}(k) \quad \forall k \in \mathbb{Z}_+.
\]

Our convention is to subscript by \( \eta \) all the parameters which are associated with the \( \eta^{th} \) system. For example, the steady state queue length vector is denoted as \( \mathbf{q}_\eta \) and the corresponding arrival and matching random variables by \( \mathbf{a}_\eta \) and \( \mathbf{x}_\eta \), respectively. The time scaling leads to a large volume
of arrivals per unit time and more frequent matching decisions. This is desirable as the inflow of customers and servers increases, it is advantageous to make the matching decision more frequently.

Note that, under the asymptotic regime, the optimal fluid solution will be \( \tilde{R}^*_\eta = \eta \tilde{R}^* \). This is because the time is scaled by \( \eta \) which leads to the profit per unit time to be scaled by \( \eta \). Now, motivated by our upper bound in Proposition 1 we will define our main metric of analysis, the ‘net profit-loss’.

**Definition 3 (Net Profit-Loss).** For a given pricing and matching policy \( \pi_\eta \), the net profit-loss, \( L_\eta(\pi_\eta) \), for the \( \eta \)th system is defined as the difference of the optimal profit \( \tilde{R}^*_\eta \) and the long run average net profit obtained under that policy

\[
L_\eta(\pi_\eta) \triangleq \tilde{R}^*_\eta - R_\eta(\pi_\eta).
\]

In addition, we define the profit-loss as \( L^P_\eta(\pi_\eta) \triangleq \tilde{R}^*_\eta - P_\eta(\pi_\eta) \).

We say that a sequence of policies \( \{\pi_\eta\} \) is asymptotically optimal if

\[
\lim_{\eta \to \infty} \sup \frac{L_\eta(\pi_\eta)}{\eta} = 0.
\]

Thus, any policy which leads to \( o(\eta) \) net profit-loss is asymptotically optimal.

Now that we have defined a criterion to analyze a given policy, we introduce a sequence of policies which are asymptotically optimal. The idea is to design a policy that operates as close to the fluid solution as possible because that will result in fluid optimal profit. Denote the optimal solution of the probabilistic fluid problem as \((\tilde{\lambda}^*, \tilde{\alpha}^*, \tilde{\chi}^*)\). Note that, without loss of generality, we can assume \( \tilde{\lambda}^* > 0_m, \tilde{\alpha}^*, [\mu] > 0_n \) and \( \tilde{\chi}^*_{ij} > 0 \) for all \((i,j) \in E\), otherwise, we can remove that vertex/edge from the graph and work with a smaller graph such that the above conditions are satisfied. Now, we introduce the two price policy:

\[
\lambda_{\eta,j}(q) = \begin{cases} 
\tilde{\lambda}^*_j + \epsilon_{\eta} & \text{if } q^{(2)}_j = 0; \\
\tilde{\lambda}^*_j - \epsilon_{\eta} & \text{otherwise;}
\end{cases} \quad \alpha_{\eta,q} = \tilde{\alpha}^*, \quad \forall q \in S,
\]

(8)
where $\alpha_{\eta,q} = \tilde{\alpha}^*$ is to denote that for all Borel subsets $A \subseteq \Omega$ and all $\bar{q}, \bar{q}' \in \mathcal{S}$, we have $\alpha_{\eta,q}(A \times \{\bar{q}'\}) = \tilde{\alpha}^*(A) \mathbb{1}_{\{\bar{q}' = \bar{q}\}}$. We assume that $\epsilon_\eta \to 0$ as $\eta \to \infty$ as we want to approach the fluid optimal pricing policy. Without loss of generality, we can assume $\epsilon_\eta \leq 1$ for all $\eta$. We highlight the simplicity of this pricing policy in which we use two different rates only on the customer side and on the server side, we use the fluid optimal probabilistic policy. In addition, the threshold at which we change the rate is at $q_j^{(2)} = 0$. This captures how the service provider needs to adjust its pricing policy to maintain a stable system and, in turn, sustain the proper balance of supply and demand.

The matching policy we use is the max-weight matching policy which is defined as:

$$y_\eta(k) = \arg \max_{v \in \mathbb{Z}^{|E|}} \sum_{(i,j) \in E} v_{ij}(q^{(1)}_{\eta,i}(k) + q^{(2)}_{\eta,j}(k)) \quad \text{subject to} \quad (3).$$

We use $\pi_\eta$ to refer to the policy defined in (8) and (9). Now, we will present the main theorem of this paper.

**Theorem 1.** Consider a sequence of DTMCs parametrized by $\eta$ operating under the pricing and matching policy $\pi_\eta$. Then the net profit-loss $L_\eta(\pi_\eta)$ is $O(\eta^{1/3})$ for the choice $\epsilon_\eta = \eta^{-1/3}$.

**Proof sketch.** The main reason we obtain an $\eta^{1/3}$ net profit loss is due to the trade off between the expected queue length and profit-loss. Consider a pricing policy which deviates from the fluid optimal pricing policy by at-most $\epsilon$, that is, for all $q \in \mathcal{S}$, we have $|\lambda_j(q) - \tilde{\lambda}_j^*| \leq \epsilon$ for all $j \in [m]$ and $|\mathbb{E}_{\alpha(q)}[\mu_i] - \mathbb{E}_{\tilde{\alpha}^*}[\mu_i]| \leq \epsilon$ for all $i \in [n]$. Then, then the expected queue length is of the order $\frac{1}{\epsilon}$ and the profit loss is of the order $\eta \epsilon^2$. In particular, $\epsilon$ characterizes the drift of the DTMC towards zero which is analogous to the traffic intensity in a single sided queue. It is known that the queue length in a single sided queue scales as $1/\epsilon$ when $\epsilon$ is small (which is called the heavy traffic regime). In addition, the expression of profit-loss can be expanded using Taylor’s series expansion. The first order term can be shown to be zero by using the optimality of $(\tilde{\lambda}_j^*, \tilde{\alpha}^*)$. The second order term results in order $\epsilon^2$ loss. Hence, considering the trade off between expected queue length and profit loss, the best $\epsilon$ is $\eta^{-1/3}$ which results in $\eta^{1/3}$ net profit loss.

Both the steps mentioned above require special treatment because of the strategic behavior of the servers. In addition, analyzing the queueing system is more complicated than (Varma et al. 2020) as the arrival process has a general distribution. □
Here, we present multiple lemmas which assist us in proving the theorem and outline the major steps in the proof. Firstly, under the given pricing and matching policy, we show that the system is stable and we upper bound the expected sum of queue lengths.

**Lemma 2.** For all $\eta > 0$, the discrete time Markov chain operating under the pricing and matching policy $\pi_\eta$ is positive recurrent and there exists a constant $B > 0$ such that $\mathbb{E} \left[ (s, \bar{q}_\eta) \right] \leq B \frac{1}{\epsilon_\eta}$.

We use the Foster-Lyapunov theorem (Srikant and Ying 2014, Theorem 3.3.7) to prove positive recurrence. In particular, we considered a quadratic Lyapunov function and analyzed its drift. Then we use the moment bound theorem (Hajek 2015, Proposition 6.14) to get bounds on the sum of expected queue lengths. Due to the strategic behaviors of the servers, the arrivals to different queues are co-related and the co-variance of the arrival process appears in the constant $B$.

After we prove that the system is positive recurrent by Lemma 1, we know that the arrival rates under the two price policy satisfy the constraints of the fluid optimization problem (5). We will use this idea to show the following equality which, in turn, will be useful to obtain the profit-loss bound.

**Lemma 3.** For all $\eta > 0$, the DTMC operating under the pricing and matching policy $\pi_\eta$, such that $\mathbb{E} \left[ (1_{n+m}, \bar{q}_\eta) \right] < \infty$ the following holds:

$$\sum_{j=1}^{m} \left( \lambda_j^* F'(\lambda_j^*) + F_j(\lambda_j^*) \right) \left( \mathbb{P} \left[ \bar{q}_{n,j}^{(2)} > 0 \right] - \mathbb{P} \left[ \bar{q}_{n,j}^{(2)} = 0 \right] \right) = 0.$$  

The above lemma is proved based on the optimality of $(\tilde{\lambda}^*, \tilde{\alpha}^*, \tilde{\chi}^*)$ in the probabilistic fluid model (5). If the optimization problem (5) was over a finite dimensional vector space, we can simply use KKT conditions to get the result. The difficulty here is that the optimization is over the space of measures $\tilde{\alpha}$. We overcome this challenging by restricting over $\tilde{\alpha} = \tilde{\alpha}^*$ and considering an optimization problem over $(\tilde{\lambda}, \tilde{\chi})$ and then using the KKT conditions.

To apply KKT conditions, we find a feasible direction at the optimal point. A feasible point of the optimization problem is the ‘average’ arrival rates of the two price policy (8) as the DTMC is stable under two price policy and $\mathcal{E}$ contains the feasible region of the fluid model.

Now, we use the above lemma to find the profit loss $L^P_\eta$. 
Lemma 4. For all $\eta > 0$, the profit loss of the DTMC operating under the pricing and matching policy $\pi_\eta$ is

$$L_P^\eta = -\epsilon^2 \sum_{j=1}^m \left( \frac{\tilde{\lambda}_j F''(\tilde{\lambda}_j)}{2} + F_j'(\tilde{\lambda}_j) \right) + O(\epsilon^3)$$

where,

$$\sum_{j=1}^m \left( \frac{\tilde{\lambda}_j F''(\tilde{\lambda}_j)}{2} + F_j'(\tilde{\lambda}_j) \right) < 0.$$

We use Assumption 1 and Taylor’s series expansion up to second order of the demand curve $F_j(\cdot)$ for all $j \in [m]$. We then apply Lemma 3 to eliminate the first order term of the expansion which, in turn, delivers the desired result.

5. Lower Bounds

In this section, we will make the intuition provided for $\eta^{1/3}$ rigorous by showing that, under a broad class of policies, this is the best possible trade off between expected queue length and profit loss. We first establish that the expected queue length is at least $O\left(\frac{1}{\epsilon}\right)$. Then, we consider a broad class of policies and show that the profit loss is exactly of order $O(\eta \epsilon^2)$. In turn, by choosing $\epsilon = 1/\eta^{1/3}$, we deduce that the profit loss is of order $\eta^{1/3}$.

For the remainder of this section, we make the following mild additional assumptions on the arrival process. For a given $j$, if we have $\lambda_j(k) \geq \lambda_j(k')$ for some $k, k' \in \mathbb{Z}_+$, we assume that $a_j^{(2)}(k) \geq_{st} a_j^{(2)}(k')$. This assumption, in the economic context, translates to rationality of customers, i.e. if the system operator offers the same service for a lower price, the customer arrival distribution can only shift to the right. Similarly, for servers, if $E_{\alpha(k)}[\mu_i] \geq E_{\alpha(k')}[\mu_i]$, we assume that $a_i^{(1)}(k) \geq_{st} a_i^{(1)}(k')$.

5.1. Expected sum of queue length

To provide intuition, we will first describe an illustrative example. Consider a single link two sided queue $(q^{(1)}, q^{(2)})$ with Bernoulli arrivals, that is $a^{(1)}(q) \sim \text{Bernoulli}(E_{\alpha}[\mu])$ and $a^{(2)}(q) \sim \text{Bernoulli}(\lambda(q))$. Note that for the case of single link two sided queue, there is no selfish behavior of servers as there is only a single type of server. Now, let us analyze the imbalance given by $z(k) = q^{(1)}(k) - q^{(2)}(k)$. Note that, as there is no incentive to keep the customers or servers waiting in the system, we will immediately match any pair of customer-server waiting in the system. Thus,
Then there exists $\epsilon$ such that for all $k \in \mathbb{Z}_+$ with probability 1. So, $z$ completely describes the state of the system and thus, it is a Markov chain. In fact, it is a birth and death process as shown in Figure 2 where $l_z = \lambda(z)(1 - E_{\alpha_z}[\mu])$, $m_z = E_{\alpha_z}[\mu](1 - \lambda(z))$ and $p_z = 1 - l_z - m_z$ for all $z \in \mathbb{Z}$. Now, consider a general pricing policy such that we are at most $\epsilon$ away from the optimal fluid solution, that is, for all $z \in S$, we have $|\lambda(z) - \tilde{\lambda}^*| \leq \epsilon$ for all $j \in [m]$ and $|E_{\alpha_z}[\mu] - E_{\tilde{\alpha}^*}[\mu]| \leq \epsilon$ for all $i \in [n]$. Thus,

$$|l_z - \tilde{\lambda}^*(1 - E_{\tilde{\alpha}^*}[\mu])| \leq \epsilon - \epsilon^2, \quad l_{\min} \geq (\tilde{\lambda}^* - \epsilon)(1 - E_{\tilde{\alpha}^*}[\mu] - \epsilon),$$

$$|m_z - E_{\tilde{\alpha}^*}[\mu](1 - \tilde{\lambda}^*)| \leq \epsilon - \epsilon^2, \quad m_{\max} \leq (E_{\tilde{\alpha}^*}[\mu] + \epsilon)(1 - \tilde{\lambda}^* + \epsilon).$$

We can couple this birth and death process with an M/M/1 queue, $q^1$, with Bernoulli($\tilde{\lambda}^* - \epsilon$) arrival and Bernoulli($E_{\tilde{\alpha}^*}[\mu] + \epsilon$) service. The coupling is such that $q^1(k) \leq |z(k)|$ for all $k \in \mathbb{Z}_+$ with probability 1. By Kingman’s bound, we know that $E[|\tilde{z}|] \sim \frac{1}{\epsilon}$. Thus, by the above defined coupling, $E[|\tilde{z}|]$ is at least $\frac{1}{\epsilon}$. In short, if we perturb the arrival rates of a two sided queue by at most $\epsilon$ then it behaves like a single server queue in heavy traffic.

In the next theorem, we show a similar lower bound for the more general system of multiple link two sided queue with arbitrary arrival process.

**Theorem 2.** Consider a DTMC operating under any matching policy and pricing policy in $E$ such that for all $q \in S$, we have $|\lambda_j(q) - \tilde{\lambda}_j^*| \leq \epsilon$ for all $j \in [m]$ and $|E_{\alpha_q}[\mu_i] - E_{\tilde{\alpha}^*}[\mu_i]| \leq \epsilon$ for all $i \in [n]$, then there exists $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$

$$E[(1_{n+m} \circ \Sigma^{(1)}(\tilde{\alpha}^*)) + 1_{m \times m} \circ \Sigma^{(2)}_{\min}] \geq \frac{1}{8 \max\{m,n\}}.$$ 

The theorem is proved based on the intuition for the case of single-link two-sided queue by constructing a coupling between the imbalance of the original DTMC and a G/G/1 queue.
5.2. (Net) Profit-Loss

In this section, we will restrict ourselves to a broad class of pricing policies and show that the profit-loss is $\tilde{R}_\eta^* - P_\eta \sim \eta^{\beta}$. We fix the server pricing policy to the optimal fluid pricing policy and consider a broad class of pricing policies for customers. In particular, we consider policies of the following form:

$$\lambda_{j,\eta}(q) = \tilde{\lambda}_j^* + \phi_j\left(\frac{q}{\eta^\alpha}\right)\eta^\beta, \quad \forall q \in S, \eta > 0, j \in [m]. \quad (10)$$

The first component is the optimal fluid rate and the second component is a queue length dependent adjustment (c.f., (Kim and Randhawa 2017, Varma et al. 2020)). The adjustment is decomposed into a scaled queue length dependent adjustment $\phi_j(\cdot)$ and a factor that depends on the scaling parameter $\eta$. We take $\beta < 0$ as we want to approach the optimal fluid solution as $\eta \to \infty$. We impose some technical conditions on the functions $\phi_j(\cdot)$ for all $j \in [m]$.

**Assumption 3.** For all $j \in [m]$, $\phi_j(\cdot)$ satisfies the following.

(a) There exists $M < \infty$ such that $\sup_{q \in S} (\phi_j(q)) \leq M$ for $j \in [m]$.

(b) We have $\alpha + \beta \leq 0$.

(c) There exists $K > 0$ and $\sigma > 0$ such that for all $j \in [m]$, if $q_j^{(2)}/\eta^\alpha > K$ or there exists an $i$ such that $(i, j) \in E$ and $q_i^{(1)}/\eta^\alpha > K$, then $\left|\phi_j\left(\frac{q}{\eta^\alpha}\right)\right| > \sigma$.

These conditions are similar to the conditions given in (Varma et al. 2020). Condition (a) is a technical assumption which is required for our analysis. Condition (b) states that the scaling of the system state should be less than the scaling of the pricing policy converging to the fluid optimal. Condition (c) establishes the intuitive condition that as the queue length of a customer (or any of its compatible counterparts) is very large, the system operator should decrease (or increase) the arrival rate of the customer. We now present the lower bound on profit-loss.

**Theorem 3.** Consider a sequence of DTMCs parametrized by $\eta$ operating under any pricing policy satisfying Assumption 3 and any matching policy $\pi_\eta \in \mathcal{E}$. There exists a constant $K > 0$, that depends on $\sigma, M, K, \{F_j(\cdot)\}_{j \in [m]}$ and $c(\cdot)$, and $\eta_1(\beta) > 0$ such that for all $\eta > \eta_1$ we have $\tilde{R}_\eta^* - P_\eta(\pi_\eta) \geq K \eta^{2\beta + 1}$. 
The proof involves using Taylor’s Theorem to expand the profit-loss and then using Lemma EC.2 which is the generalization of Lemma 3 for any policy, to drop the first order term. The proof is concluded by showing that the coefficient of the second order term is non zero. From Theorem 2 we have \( \mathbb{E}[\bar{q}] \geq 1/\eta^\beta \). In turn, from Theorem 3 we deduce \( \tilde{R}_\eta^* - P_\eta \geq K\eta^{2\beta+1} \). To make the best use of the trade off, we should pick \( \beta = -1/3 \) which will give us \( \eta^{1/3} \) net profit-loss. This shows that there exists a broad class of policies under which the upper bound given by Theorem 1 is tight. We present the result formally in the following corollary.

**Corollary 1.** Under the hypothesis of Theorem 3 for any sequence of policies \( \pi_\eta \in \mathcal{E} \), there exists a constant \( K' \), that depends on \( \sigma, M, K, \{F_j(\cdot)\}_{j \in [m]} \) and \( c(\cdot) \), and \( \eta_2(\beta) > 0 \) such that for all \( \eta > \eta_2 \), we have \( L_\eta(\pi_\eta) \geq K'\eta^{1/3} \).

The proof follows by Theorem 2 and Theorem 3 and is presented in the Appendix D.3.

### 6. Variations of Cost function and Simulations

In this section, we demonstrate the generality of our framework by considering four different variations of the cost function and compare them using numerical simulations. Before that, we expound on the cost function \( c(\cdot) \) and the equilibrium condition \( [EQ] \) which will provide further insights on the server pricing policy which, in turn, will further impact the customer pricing policy.

#### 6.1. Cost Function Reformulation

In this section, we will reformulate the cost function given in (2) as a mixed-integer non-linear program. To do this, we will first reformulate \( [EQ] \) as bi-linear constraints using the KKT conditions (Luo et al. 1996) and the supply constraint \( G_i(\mu_i) = u_i \) as mixed-integer non-linear constraints. The result is presented below.
Proposition 3. There exists $M > 0$ such that the cost function defined in (2) is equivalent to the value function of the following optimization problem:

$$ c(\mu) = \min_{p(1) \in \mathbb{R}^n_+} \langle \mu, p(1) \rangle $$

subject to, $\nu \in \Delta_n$, $u_{il} = \kappa_i - \xi_{il}$, $\xi_{il} \nu_{il} = 0$ $\forall i, l \in [n]$ (11b)

$$ G_i(\hat{\mu}_i) \geq u_{il}, G_i(\hat{\mu}_i) \leq u_{il} + (1 - b_{il})M, b_{il} \in \{0, 1\}, \sum_{i=1}^{n} b_{il} = 1 \forall i, l \in [n] $$

(11c)

$$ u_{il} = f_i(p(1)) \forall i, l \in [n] $$

(11d)

$$ \mu_i = \sum_{l=1}^{n} \hat{\mu}_l \nu_{li} \forall i \in [n] $$

(11e)

The constraint (11b) is an equivalent reformulation of the equilibrium constraint (EQ). This can be seen by interpreting $\kappa_i$ as $u_i$: If $\nu_{il} > 0$, then $\xi_{il} = 0$ which implies that $u_{il} = \kappa_i - \xi_{il} = \kappa_i = u_i$ and if $\nu_{il} = 0$, then $\xi_{il} \geq 0$ which implies that $u_{il} = \kappa_i - \xi_{il} \leq \kappa_i = u_i$. Next, the constraint (11c) is equivalent to the supply constraint $G_i(\hat{\mu}_i) = u_i$ as $b_{il} = 1$ for exactly one $l \in [n]$ which corresponds to the maximizer (arg max$_{i \in [n]} u_{il}$). The constraint (11d) is the definition of the utility function and (11e) is the relation between the arrival rates of different types of servers ($\hat{\mu}$) and the effective arrival rate of servers to different queue ($\mu$). The proof of the proposition follows by showing the equivalences discussed above and is deferred to the appendix. If the supply curve and utility function are linear, then the cost function becomes the value function of a mixed-integer linear program which can be solved efficiently using standard optimization software packages.

6.2. Cost Models

Now we consider four different variations of the cost function. Each variation corresponds to a different model of strategic behavior we impose on servers. We restrict our attention to the utility function given by (1) and use numerical simulation to compare the different models. We begin by stating the variations of $c(\cdot)$.

**Selfish Servers (SD):** This corresponds to the cost function defined in Section 2 and given by (2). We denote the optimal objective value of (5) by $R_0^*$ and the optimal solution with $(\ast, 0)$ as the super-script.
\textbf{Incentive Compatible (IC):} In this model we enforce the constraint that servers do not lie. This is equivalent to designing an incentive compatible pricing policy. That is, we ensure that \( u_{ii} \geq u_{il} \) for all \( l \in [n] \), for all \( i \in [n] \). We make an additional assumption that a server will choose its own queue if possible. Thus, we will have \( \tilde{\mu}_{il} = 0 \) for all \( l \neq i \). The cost function with this new constraint can be rewritten as follows:

\[
c_1^*(\mu) = \min_{p^{(1)}} \langle \mu, p^{(1)} \rangle
\]

subject to, \( u_{il} = p_l^{(1)} - c_{il} \ \forall i \in [n], \forall l \in [n], \ G_i(\mu_i) = u_{ii} \ \forall i \in [n], \ u_{ii} \geq u_{il} \ \forall i \in [n] \ \forall l \in [n]. \)

By setting the baseline as \( c_{ii} = 0 \) for all \( i \in [n] \) and eliminating \( u \) and \( p^{(1)} \), we get

\[
c_1^*(\mu) = \begin{cases} 
\sum_{i=1}^{n} G_i(\mu_i) \mu_i & \text{if } G_i(\mu_i) \geq G_l(\mu_l) - c_{il}, \ \forall i \in [n], \forall l \in [n], \\
\infty & \text{otherwise.}
\end{cases}
\]  \hspace{1cm} (12)

This can be non-convex. To see this, consider a simple case with 2 customer types and 2 server types, i.e. \( n = m = 2 \) and utility given by: \( u_{il} = p_l^{(1)} \) for all \( i, l \in [n] \). In this case, we have \( \Omega = \{ \mu : G_1(\mu_1) = G_2(\mu_2) \} \). Now, even if we consider \( G_1(\cdot) \) and \( G_2(\cdot) \) to be twice continuously differentiable, monotonically increasing, convex functions, \( c(\cdot) \) can still be highly non convex. In particular, \( c(\cdot) \) is convex if \( G_1 - G_2 \) is an affine function. We present it in the following corollary.

\textbf{Corollary 2.} If \( G_i(\cdot) \) is an affine, monotonically increasing function for all \( i \in [n] \), then \( c(\cdot) \) is convex. Thus, by Proposition 2 we have \( \tilde{R}_* = \tilde{R}^c_* \).

\textbf{Proof} We know that \( G_i(\mu_i) = b_i \mu_i + b'_i \) such that \( b_i \geq 0 \). Thus, \( \langle G(\mu), \mu \rangle \) is a quadratic function in \( \mu \) with a positive semi-definite Hessian. Thus, it is convex. In addition, the domain of \( c(\cdot) \) is a polyhedron as it is defined by a finite number of affine inequalities, thus it is convex. \hfill \Box

The cost function in this variation is given by (12). We denote the optimal objective value of (5) by \( \tilde{R}_*^1 \) and the optimal solution with \( (*, 1) \) as the super-script.

\textbf{\( \beta \)- Incentive Compatible (\( \beta \)- IC):} In this model we consider a convex combination of the two cases we considered before. That is, we enforce that at least \( 0 < \beta < 1 \) fraction of each type
of servers are truthful, that is, they join their own queue. Thus, we add an additional constraint 
\( \nu_{ii} \geq \beta \) for all \( i \in [n] \) or equivalently, \( \hat{\mu}_{ii} \geq \beta \sum_{l=1}^{n} \hat{\mu}_{il} \) for all \( i \in [n] \). For \( \beta = 0 \), it is equivalent to the first case (SD) and for \( \beta = 1 \), it is equivalent to the second case (IC). The cost function is given by (2) with an additional constraint \( \hat{\mu}_{ii} \geq \beta \sum_{l=1}^{n} \hat{\mu}_{il} \) for all \( i \in [n] \). We denote the optimal objective value of (5) by \( R^{\beta}_{*} \) and the optimal solution with \((*, \beta)\) as the super-script.

First Best, Incentive Compatible (FB-IC): In this case, all the servers join their own queue irrespective of their utilities. The fluid model is given by (Varma et al. 2020). We denote its optimal objective value by \( R^{1}_{**} \) and the optimal solution with super-script \((**, 1)\).

We first present some straightforward relations between the optimal values of (5).

**Proposition 4.** The following statements are true:

1. \( R^{1}_{**} \geq R^{1}_{*} \) and if \( c_{il} \geq G_l(\mu^{**}_{i}, 1) - G_i(\mu^{**}_{i}, 1) \) for all \( i, l \in [n] \), then \( R^{1}_{**} = R^{1}_{*} \).

2. \( R^{\beta}_{*} \geq R^{\beta_2}_{*} \) for all \( 1 \leq \beta_2 \leq \beta_1 \geq 0 \).

(1) in the proposition, establishes that if the detour costs are high enough then the optimal IC solution achieves the first best. This is the case because when the costs are high, the service provider does not need to incentivize servers to act truthfully as not doing so is not in their best interest.

Now, to solve these fluid models numerically, we present an equivalent reformulation of the probabilistic fluid model as a finite dimensional optimization problem in the proposition below.

**Proposition 5.** The probabilistic fluid model (5) is equivalent to the following finite dimensional optimization program:

\[
\max_{\tilde{\lambda}, (\tilde{\mu}^l)_{l=1}^{n+1}} \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \sum_{l=1}^{m} c(\tilde{\mu}^l) \tilde{\beta}^l \\
\text{subject to, } \tilde{\lambda}_j = \sum_{i=1}^{n} \tilde{\chi}_{ij} \forall j \in [m], \sum_{l=1}^{n+1} \tilde{\beta}^l \tilde{\mu}_i^l = \sum_{j=1}^{m} \tilde{\chi}_{ij} \forall i \in [n] \\
\tilde{\chi}_{ij} = 0 \forall (i, j) \notin E, \tilde{\chi}_{ij} \geq 0 \forall (i, j) \in E, \langle 1_{n+1}, \tilde{\beta} \rangle = 1, \tilde{\beta} \geq 0_{n+1}.
\]

**Proof** We first identify that the primal problem (5) is a class of risk averse optimization problem that falls into the category of the problem of moments (Section 6.6, (Shapiro et al. 2014)). Thus, by (Shapiro et al. 2014, Proposition 6.40), the result follows. \( \square \)
Figure 3  Contour plot of cost function $c(\cdot)$ for SD, 0.5-IC, IC and FB: IC with $c_{12} = 2, c_{21} = 5$.

Figure 4  N-Network.

6.3. N-Network

6.3.1. Cost Function and Fluid Model  We compare the cost functions and the resultant fluid model for the different cases discussed above. In this subsection, we consider an N-network graph and carry out simulations by varying the inverse supply curves and the penalty due to lying. We start by plotting the contour plots of the cost functions with the penalty $c_{12} = 2$ and $c_{21} = 5$ for all the different cases and for two sets of supply curves. The results are summarized in Fig. 3. It can be observed that for the case of IC and FB-IC, the cost function is convex and for all the other cases, it is non-convex. Although, for some choices of supply curves, the cost function is close to convex as in Fig. 3(e), (f). We pick linear demand curves given by $F_1(\lambda_1) = 10 - \lambda_1/2$ and $F_2 = 15 - \lambda_2$. The resultant optimal objective values of (5) is summarized in Table 2. The optimal solution in the case of incentive compatible servers for all the cases is a deterministic pricing policy for the servers as the supply curves are chosen to be linear and thus, the simulation results conform...
with Corollary 2. In addition, as expected, we have $R_1^* \leq R_{**}^1$. For the first set of supply curves, by statement one of Proposition 4, for all $c_{12}, c_{21} \geq 0$, we have $R_1^* = R_{**}^1$ and for the second set of supply curves, for all $c_{12} \geq 0.42$ and $c_{21} \geq -0.42$, we have $R_1^* = R_{**}^1$. In words, if $c$ is large enough, the system operator doesn’t need to incentivize the servers and this threshold of penalty depends on the network topology, supply and demand curves.

One crucial observation is that the optimal solution of IC and FB-IC are close to each other even when $c$ is small. We analyze this further in the Appendix [F].

### 6.3.2. Stochastic Simulation

Now, we analyze the proposed two-price policy and max-weight matching policy for the stochastic system. To analyze the pre-limit behavior of the policy, we calculate the percentage loss compared to the upper bound $\eta R^*$. Mathematically,

$$\%\text{Loss} = \frac{L - \eta R^*}{\eta R^*} \times 100.$$  

We will consider the same two sets of supply curves as in the fluid model simulations.

For the case when $G_1(\mu_1) = 2\mu_1$ and $G_2(\mu_2) = \mu_2$, all the fluid models have the same optimal solution. We use this optimal fluid arrival rates in the two price policy and simulate the system for different distributions of the arrival rate. We consider binomial distribution $(n', p)$ with $n' = 5$ and $n' = 8$, and a perturbed uniform distribution with support $\{0, 1, 2, 3, 4, 5\}$. The success probability of binomial are chosen so that the mean arrival rate matches the two-price policy. Similarly, the uniform distribution is perturbed to match the mean arrival rate with the two-price policy.

For the case when $G_1(\mu_1) = \mu_1$ and $G_2(\mu_2) = 3\mu_2 - 3$, all the fluid models results in different optimal solutions. Thus, we analyze the stochastic system under all these optimal solutions for the

| Supply Curve $(c_{12}, c_{21})$ | $G_1 = 2\mu_1, G_2 = \mu_2$ | $G_1 = \mu_1, G_2 = 3\mu_2 - 3$ |
|-----------------------------|-----------------------------|-----------------------------|
| $(0, 0)$                   | $(2, 5)$                    | $(0, 0)$                    |
| $(20, 50)$                 | $(20, 50)$                  | $(20, 50)$                  |

| $R_0^*$                      | 38.19                      | 38.19                      |
| $R_1^*$                      | 38.19                      | 38.19                      |
| $R_{**}^1$                   | 38.19                      | 38.19                      |
| $R_{**}^1$                   | 38.19                      | 38.19                      |

\[\text{Table 1} \] Comparison of optimal value of different fluid models.
case when $c_{12} = c_{21} = 0$. For this case, the distribution of arrivals we use is uniform distribution with perturbation on support $\{0, 1, 2, 3, 4, 5\}$.

The result for both cases are summarized in Fig. 5 and Fig. 6. The percentage loss decays very fast and less than 5% error is achieved for $\eta$ as small as 10. This shows the effectiveness of the proposed policy even in the pre-limit system. By Fig. 5 we can observe that the percentage loss is robust to the change of distribution of the arrival rate and by Fig. 6 we conclude that it is robust to different cost functions as well.

In addition, we also study the system free of asymptotic regime and the result for the N-Network is plotted in Fig. 7. Here, we can observe the trade-off between the average sum of queue length and the loss in profit incurred by the system operator. This provides insight on how to appropriately choose the parameter of two price policy to optimize this trade-off. We can observe that higher variance of the arrival process leads to higher queue lengths for the same loss in profit. This is coherent with Theorem EC.1

7. Conclusion

In this paper, we considered a very general model of two-sided queues with strategic servers. The cost paid to the servers as a function of their arrival rates is formulated as an optimization problem with equilibrium constraints. We consider multiple different models and present their comparison using theoretical and simulation results. Using a general cost function, we introduced a novel
probabilistic fluid model which provides an upper bound on the achievable profit under any policy.

Then, we presented a two price policy and max-weight matching policy which achieves this upper bound under the large market regime with $O(\eta^{1/3})$ rate of convergence. We also showed that under a broad class of customer pricing policy, the rate of convergence is lower bounded by $\Omega(\eta^{1/3})$ under any matching policy. We conclude our discussion by comparing different equilibrium and analyzing the real-life performance of the probabilistic two-price policy and max-weight matching policy using simulations. We also consider several extensions of our paper which are presented in Appendix A. This asserts that our framework of probabilistic fluid model and stochastic analysis is quite general. In particular, we consider the following four extensions: (1) We establish a concrete trade-off between waiting time and profit-loss by analyzing a scale free system. (2) We consider a slightly different model which penalizes based on the waiting time as opposed to the queue length and show that our proposed policy achieves optimal profit with $O(\eta^{-1/3})$ rate of convergence. (3) We generalize the utility function to additionally depend on the rate of matching customer-server pair and propose an optimal pricing and matching policy. (4) We allow the servers to choose an equilibrium among the ones that maximizes their utility. We analyze the system performance by considering adversarial servers and present a probabilistic fluid model and show that it provides an upper bound on the achievable profit.
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Appendix A: Extensions

In this section, we will consider four extensions of our model: (1) We consider a scale-free setup, and analyze the profit obtained by the system operator given the service level constraint which establishes a fundamental trade off between profit and queue length. (2) We consider a slightly different model which penalizes the system operator based on the waiting time and not the queue length. (3) We generalize the utility function to additionally depend on the long run average matching rates $E[\bar{x}]$. (4) We allow the servers to choose equilibrium of their choice among the ones that maximize their utility and analyze the worst case scenario by considering adversarial servers. These extensions will make it apparent that our framework involving the probabilistic fluid model and stochastic analysis of the perturbed policies is very general.

A.1. A Quality Driven View of the Near Optimal Policy

We present an alternate view of the sequence of policies we considered in the previous sections. In particular, instead of considering an asymptotic regime, we analyze the system under a near optimal policy and, critically, impose a given service quality requirement.

To gain intuition, let us consider the two price policy given by (8) and (9). From Lemma 2 and Lemma 4, we know that $E[(1_{n+m} + 1, \bar{q})] \sim \frac{1}{\epsilon}$ and $\hat{R}_* - P \sim \epsilon^2$ with $\epsilon_\eta = \epsilon$. Now, for the profit to approach the fluid solution, we need to let $\epsilon \to 0$. However, this causes the expected sum of queue length to go to infinity and, therefore, there could be an arbitrary large loss of service quality impacting both servers and customers.

In this section, we maximize the profit (or equivalently, minimize the profit-loss) given a target service level of the system. Specifically, we consider the additional constraint that $E[(1_{n+m}, \bar{q})] = C$ for some constant $C > 0$. In this case, we need to pick $\epsilon$ to be of the order $\frac{1}{C}$. This will lead to an $O(\frac{1}{\epsilon^2})$ profit-loss as $\hat{R}_* - P \sim \epsilon^2$. If $C$ is large, then the system is allowed to keep customers and servers waiting for a longer period of time. This allows the system operator to use the policy which is closer to the fluid optimal policy and thus, the profit-loss is lower; but, at the same time, the service quality is hurt. We make this discussion rigorous in the following theorem.

**Theorem EC.1.** Consider a DTMC operating under a pricing and matching policy $\pi \in E$ such that the following is true:

- $|\lambda_j(q) - \tilde{\lambda}_j^\star| \leq \epsilon$ for all $j \in [m]$, $E_{\alpha_q} [\mu_i] = E_{\alpha^\star} [\mu_i]$ for all $i \in [n]$ for all $q \in S$.
- There exists $K, \sigma > 0$ such that if $q_i^{(1)} > K$ or there exists $j \in [m]$ such that $(i, j) \in E$ and $q_j^{(2)} > K$, then $|\lambda_j(q) - \tilde{\lambda}_j^\star| > \sigma \epsilon$ for all $j \in [m]$.
- $E[(1_{n+m}, \bar{q})] = C$. 


Then there exists $C_0, \epsilon_1 > 0$ such that for all $C > C_0$ and $\epsilon < \epsilon_1$, there exists some constant $B_3 > 0$ depending on $((\phi_j)_{j \in [m]}, F(\cdot), c(\cdot), A_{\max}, \Sigma^{(1)}, \Sigma^{(2)}, n, m, E)$ such that

$$P(\pi) \leq \tilde{R}^* - \frac{B_4}{C^2}.$$  

In addition, let $\pi$ be the pricing and matching policy given by (8) and (9), and $\epsilon' = \epsilon \eta$ such that $\mathbb{E}[\langle 1_{n+m}, \bar{q} \rangle] = C$, then there exists a constant $B_4 > B_3$ depending on $(F(\cdot), c(\cdot), A_{\max}, \Sigma^{(1)}, \Sigma^{(2)}, n, m, E)$ such that

$$P(\pi) \geq \tilde{R}^* - \frac{B_4}{C^2} + O\left(\frac{1}{C^3}\right)$$  

Note that the first condition is analogous to the condition required for the validity of Theorem 2, the second condition is analogous to the stability condition given by 3(c). The first part of the proposition follows from Theorem 2 and Theorem 3 and the second part follows from Lemma 2 and Lemma 4 with $\epsilon \eta = \epsilon'$. There are several key conclusions that can be drawn from the above proposition: (1) It implies that two-price policy and max-weight matching policy provides the optimal order of profit given the service level. (2) It also explains the $O(\eta^{1/3})$ loss in net profit obtained in the asymptotic regime by establishing a fundamental trade off between the profit and queue length. (3) Lastly, this result can be directly applied in practice to estimate the profit given the service level constraint.

### A.2. Waiting Time Model

In this section, we modify the objective (4) and impose penalty based on the total expected waiting times rather than the queue lengths. In particular, let $w_j^{(2)}(k)$ be the waiting time of the $k^{th}$ customer of type $j$ and similarly, $w_i^{(1)}(k)$ be the waiting time of the $k^{th}$ server of type $i$. Then, the objective of the system operator is given by

$$R_w^* \triangleq \sup_{(\lambda(\cdot), c(\cdot), \lambda(\cdot)) \in \mathcal{E}} \mathbb{E}_q \left[ \langle F(\lambda(q)), \lambda(q) \rangle - \mathbb{E}_a[q(c(\cdot)) - \langle s, \bar{w} \rangle] \right]$$  

subject to,

$$\lambda(q) \in \mathbb{R}^m_+ \quad \forall q \in S$$  

$$\alpha_q(\cdot) \in \mathcal{P}_q^{EQ} \quad \forall q \in S$$  

$$x(\cdot) \quad \text{satisfies (3)}$$  

For any pricing and matching policy, it is trivially true that $R_w \leq P$, where $R_w = P - \mathbb{E}_q [\langle s, \bar{w} \rangle]$. Thus, by Proposition 1 we have $R_w \leq \tilde{R}^*$ for any pricing and matching policy. Denote the net-profit loss under this model for the policy $\pi \in \mathcal{E}$ by $L_w(\pi) = \tilde{R}^* - R_w(\pi)$. Now, we show that the probabilistic two-price policy and max-weight matching policy is optimal by showing that the net-profit loss decays to zero as $\eta \to \infty$. The result is presented below.
Proposition EC.1. Consider a sequence of DTMCs parameterized by \( \eta \) operating under any pricing policy satisfying Assumption 3 and any matching policy denoted by \( \pi_\eta \in \mathcal{E} \). Then, there exists a constant \( K_w \) that depends on \( (\phi_j)_{j \in [m]}, \{F_j(\cdot)\}_{j \in [m]} \) and \( c(\cdot) \), and \( \eta_3(\beta) > 0 \) such that for all \( \eta > \eta_3 \), we have

\[
L_{\eta,w}(\pi_\eta) \geq K_w \eta^{-1/3}.
\]

In addition, consider a sequence of DTMCs operating under the two price policy and max-weight matching policy. Then the net profit loss is \( O(\eta^{-1/3}) \) for the choice of \( \epsilon_\eta = \eta^{-2/3} \).

The above proposition shows that two-price policy and max-weight matching policy achieves the optimal rate of convergence for the waiting time model. Also, note that the net profit-loss converges to 0 as \( \eta \to \infty \) as opposed to the \( O(\eta^{1/3}) \) loss observed in the previous sections. The main reason for a lower net profit loss is the trade-off between the waiting time and profit loss. In particular, the expected waiting time is \( 1/\eta \) times the expected queue length by Little’s Law and the definition of the asymptotic regime. Thus, the system can tolerate a larger expected queue length which allows the system operator to operate closer to the fluid solution which results in a higher profit.

A.3. Generalizing the Utility Function

A.3.1. Model It is often the case in practice that the servers are aware of the probability with which they will be matched to a type of customer given the type of server. In particular, in steady state, an \( i \) type of server is matched to a \( j \) type of customer with rate \( \mathbb{E}[\hat{y}_{ij}] \) which is known to the servers. Motivated by this, we extend our model to incorporate a general utility function given by

\[
u_{il}(k) = f_{il}(\mathbf{p}^{(1)}(k),\mathbb{E}[\bar{x}]) \quad \forall i,l \in [n]
\]  

for any given continuous function \( f_{il} \) for all \( i,l \in [n] \). The expectation is with respect to the stationary distribution of the underlying Markov chain given the pricing and matching policy. Note that, utility function not only depends on the instantaneous actions but also depends on steady state quantities which leads to a convoluted dependence on the pricing and matching policy. This additional endogeneity requires the pricing as well as the matching policy to be coherent to ensure equilibrium. After re-defining the utility function, the cost function is given similar to (2) with an additional dependence on \( \mathbb{E}[\bar{x}] \). We have

\[
c(\mu,\mathbb{E}[\bar{x}]) \overset{\Delta}{=} \min_{\mathbf{p}^{(1)}} \langle \mu,\mathbf{p}^{(1)} \rangle \quad \text{subject to} \quad \mathbf{p}^{(1)} \in \mathcal{M}(\mu,\mathbb{E}[\bar{x}]).
\]

Note that the set \( \mathcal{M}(\cdot) \) is given by \( \{\text{EQ}\} \) but now we highlight the dependence of the utility function on \( \mathbb{E}[\bar{x}] \) by using the notation \( \mathcal{M}(\mu,\mathbb{E}[\bar{x}]) \). For a given \( \mathbb{E}[\bar{x}] = \chi \), we denote the domain of the cost function by \( \Omega(\chi) \) and also define \( \Omega = \bigcup_{\chi \in \mathbb{R}^{n+m}} \Omega(\chi) \).
Now, we will adopt the same framework here by first defining the probabilistic fluid model and then analyzing the perturbed stochastic policies. The probabilistic fluid model has been presented and analyzed in the Appendix G.3.1. In particular, we show that the solution of the probabilistic fluid model \((\tilde{\lambda}_e^\star, \tilde{\alpha}_e^\star, \tilde{\chi}_e^\star)\) provides an upper bound \(\tilde{R}_e^\star\) on the achievable profit. Here, we will present asymptotically optimal stochastic policy.

A.3.2. Optimality of Two Price and Random Matching Policy

First, we will discuss the challenges that arises in the stochastic analysis by considering the max-weight matching policy (9).

From Lemma [EC.6] we know that under max-weight matching, the following will be satisfied:

\[
E[\lambda_j(\bar{q})] = \sum_{i=1}^{n} E[\bar{y}_{ij}] \forall j \in [m], \quad E[E_{\alpha_{qe}}[\mu_i]] = \sum_{j=1}^{m} E[\bar{y}_{ij}] \forall i \in [n]
\]

\[
E[\bar{y}_{ij}] = 0 \forall (i, j) \notin E, \quad E[\bar{y}_{ij}] \geq 0 \forall (i, j) \in E.
\]

If multiple \(E[\bar{y}] \in \mathbb{R}_{+}^{n \times m}\) satisfies these set of equations, then, it is difficult to characterize \(E[\bar{y}]\) exactly or even approximately. This makes the task of verifying (let alone ensuring) if the system is in equilibrium difficult. We present the following simple example which shows that max-weight matching may not result in equilibrium.

**Example EC.1.** We consider a \(2 \times 2\) complete graph with \(F_1(\cdot) = F_2(\cdot), G_1(\cdot) = G_2(\cdot),\) and utility function given by

\[
u_{il} = p_{(1)}^{(1)} - K E[\bar{x}_{il}(\bar{q}_e)] \forall i, l \in \{1, 2\},
\]

where \(K > 0\) is a constant, and \(\bar{l} = 3 - l\). Now, if \(K\) is large enough, the system operator is discouraged to match customer-server pairs using the edges \((1, 2)\) and \((2, 1)\) as otherwise, high prices must be offered to the drivers for them to join the system. This, along with the symmetry across the types of customers/servers, results in a fluid solution such that \(\tilde{\chi}_{12,e}^\star = \tilde{\chi}_{21,e}^\star = 0\). Although, applying max-weight matching will result in a non zero rate of matching using the edges \((1, 2)\) and \((2, 1)\) as intuitively, max-weight ensures that the queue lengths of both the types of customers are equal. This will result in poor utilities to the servers and thus, the system is not operating in an equilibrium.

Thus, we need to modify the matching policy to ensure that the following two constraints are satisfied: 1) \(E[\bar{x}]\) and \(p_{(1)}^{(1)}(\bar{q}_e)\) are such that the system is operating under an equilibrium 2) The pricing and matching policy achieves \(\eta^{1/3}\) loss in net-profit compared to the upper bound given by the probabilistic fluid model. To achieve optimality, from the intuition of Theorem [I] we need to operate close to the fluid solution. Thus, we need \(E[\bar{y}_{ij}] \sim \bar{\chi}_{ij,e}^\star\) for all \((i, j) \in E\) to ensure equilibrium. This motivates the introduction of random matching policy which routes the arrivals
with probability proportional to the fluid solution $\tilde{x}_{e}^*$. Although, this may lead to poor queueing performance and unstable system and we modify the pricing policy to ensure that doesn’t happen. We will now formalize this intuition below.

We extend our set of policies to be the set of stationary policies over an expanded state space $q_e \in S_e$ such that $q$ is completely determined by $q_e$. We define server pricing policy as the set of measures $\alpha_{q_e}(\cdot)$ over the Borel subsets of $\Omega \times S_e$ for all $q_e \in S_e$. In addition, we are only interested in the set of policies under which the Markov chain $\{q_e(k) : k \in \mathbb{Z}_+\}$ is stable. We denote the set of such policies by $\mathcal{E}_e$. The optimization problem $(\mathbf{I})$ can now be extended to get the following:

\[
R^*_{e} \triangleq \sup_{(\lambda(\cdot),\alpha(\cdot),x(\cdot)) \in \mathcal{E}_e} \mathbb{E}_{q_e} \left[ (\mathcal{F}(\lambda(q_e)),\lambda(q_e)) - \mathbb{E}_{\alpha_{q_e}}[\epsilon(\mu,\mathbb{E}[\bar{x}])] - (s, \bar{q}) \right] 
\]

subject to,

\[
\lambda(q_e) \in \mathbb{R}^n_+, \quad \forall q_e \in S_e 
\]

\[
\alpha_{q_e}(\Omega \times S_e) \geq (\mathbb{E}[\bar{x}] \times \{q_e\}) = 0 \quad \forall q_e \in S_e 
\]

\[
x(\cdot) \text{ satisfies } (\mathbf{EC.3a}) 
\]

\[
x(\cdot) \text{ satisfies } (\mathbf{EC.3b}) 
\]

\[
x(\cdot) \text{ satisfies } (\mathbf{EC.3c}) 
\]

\[
x(\cdot) \text{ satisfies } (\mathbf{EC.3d}) 
\]

**Pricing Policy:** We introduce secondary queues for each type of customers and servers. In particular, for a type $j$ customer, we introduce $q^{(2)}_{jr}$ for $r \in \{\|N(j)\|\}$ and for each type $i$ server, we introduce $q^{(1)}_{id}$ for $d \in \{\|N(i)\|\}$. Each secondary queue corresponds to one of its neighbours. The random matching policy will randomly route the incoming arrival immediately to one of these secondary queues. Then, the customers/servers wait in these secondary queues until they are matched. The compatibility graph between the secondary queues is one to one. That is, for a given $j$ and $r$, there exists a unique $i$ and $d$ such that $q^{(2)}_{jr}$ is the neighbor of $q^{(1)}_{id}$. In particular, denote the secondary graph by $G_e(N_{1,e} \cup N_{2,e}, E_e)$. Then, with a slight abuse of notation, we have

\[
N_{1,e} = \{id : d \in \{\|N(i)\|\}, i \in [n]\} \quad N_{2,e} = \{jr : r \in \{\|N(j)\|\}, j \in [n]\} 
\]

\[
E_e = \{(id, jr) : (i, j) \in E, r = \{\|N(j) : N(j) \leq i\|, d = \{\|N(i) : N(i) \leq j\} \} \}
\]

In addition, denote the vector of all the secondary queue lengths by $q_e$ and it’s state space by $S_e$. The pricing policy is a two price policy corresponding to these secondary queues. In particular, the pricing policy is given by

\[
\lambda_{\eta,q_e} = \hat{\lambda}_{\eta} + \epsilon_{\eta} \sum_{l=1}^{\|N(j)\|} 1_{\{q^{(2)}_{jr} > 0\}} + \epsilon_{\eta} \sum_{l=1}^{\|N(j)\|} 1_{\{q^{(2)}_{jr} = 0\}} \quad \forall j \in [m], \forall q_e \in S_e 
\]

\[
\alpha_{q_e,\eta} = \hat{\alpha}_{e} \quad \forall q_e \in S_e 
\]

**Matching Policy:** The matching policy routes the arrivals to the secondary queue immediately such that the effective arrival rate to the secondary queues is given by

\[
(\lambda_{jr,\eta}(q_e), \mathbb{E}_{\alpha_{q_e,\eta}}[\mu_{id}]) = \left(\hat{\lambda}_{ijr} + \epsilon_{\eta} 1_{\{q^{(2)}_{jr} > 0\}} + \epsilon_{\eta} 1_{\{q^{(2)}_{jr} = 0\}}, \tilde{x}_{ijr}^* \right) \quad \forall i, j, d, r : (id, jr) \in E_e, q_e \in S_e. 
\]
Note that, the graph formed by the secondary queues is operating under the two price policy and max-weight matching policy (trivially) and has a one to one compatibility structure with \( |E| \) number of customer and server types. Thus, we can essentially apply Theorem 1 to get \( \eta^{1/3} \) loss in net profit. In addition, as the system is stable, by Lemma 1 and the compatibility structure of the secondary queues, we will have \( \mathbb{E}[\tilde{y}_{ij}] = \bar{x}_{ij}^* \) for all \((i,j) \in E\). This will ensure equilibrium. We present this formally in the following corollary:

**Corollary EC.1.** Consider a sequence of DTMCs parametrized by \( \eta \) operating under \( \pi_\eta \) — the pricing policy given by (EC.4) and random matching policy. Then the system is operating under an equilibrium such that the net profit loss \( L_\eta(\pi_\eta) \) is \( O(\eta^{1/3}) \) for the choice of \( \epsilon_\eta = \eta^{-1/3} \).

This is a strong result as this provides a stochastic pricing and matching policy which operates in an equilibrium governed by a general utility and cost function and achieves optimal rate of convergence to the optimum profit \( \bar{R}_e^* \).

**A.4. Pessimistic Equilibrium**

In this section, we allow the servers to choose equilibrium of their choice among the ones that maximize their utility. By considering this extension, we relax the implicit assumption in defining the cost function in (2). In particular, we analyze the worst case scenario by considering adversarial servers choosing the equilibrium that results in the worst net profit for the system operator.

We will formulate this as a min-max problem and analyze the fluid model. Further, stochastic analysis will follow similar to the original model and is left as a part of future investigation. To analyze such a model, we need to consider the set of equilibrium given the price \( p^{(1)} \). We define the set of arrival rates that are consistent with \( p^{(1)} \) by

\[
N_\rho(p^{(1)}) = \left\{ \mu \in \mathbb{R}_+^n : \exists \nu \in \mathbb{R}_+^{n \times n} \text{ satisfying (EQ), } G_i(\hat{\mu}_i) = u_i, \mu_i = \sum_{l=1}^n \hat{\mu}_l \nu_{li} \forall i \in [n] \right\}.
\]

Next, we define the cost function as a function of both arrival rate and price as follows:

\[
e_\rho(p^{(1)}, \mu) = \begin{cases} \langle \mu, p^{(1)} \rangle & \text{if } \mu \in N_\rho(p^{(1)}) \\ \infty & \text{otherwise.} \end{cases} \tag{EC.6}
\]

As the servers can choose equilibrium of their choice, we define a probability measure \( \zeta_{p^{(1)}, q} \) on the set of arrival rates resulting in equilibrium given the price vector and the queue length. As \( \zeta_{p^{(1)}, q} \) is determined by the servers, we will later minimize the net-profit with respect to it. For technical reasons, we define \( \zeta_{p^{(1)}, q} \) on the common probability space — Borel subsets of \( \{ (\mu, p^{(1)} : \mu \in N_\rho(p^{(1)}), p \in \mathbb{R}_+^n \} \times \mathcal{S} \) and impose the following condition:

\[
\zeta_{p^{(1)}, q} \left( \{ (\mu, p^{(1)} : \mu \in N_\rho(p^{(1)}), p \in \mathbb{R}_+^n \} \times \mathcal{S} \setminus N_\rho(p^{(1)}) \times \{ p^{(1)} \} \times \{ q \} \right) = 0. \tag{EC.7}
\]
Thus, we can interpret $\zeta_{p(1),q}$ as a probability measure over $\mathcal{N}_p(p^{(1)})$ given $p^{(1)}$ and $q$. For each state $q \in S$, the system operator sets a price $p^{(1)}$ according to the probability distribution $\alpha_q$ and the servers react to it by picking a probability distribution $\zeta_{p(1),q}$. Now, we define stability as follows:

**Definition EC.1 (Stability).** The discrete time Markov chain is stable if under a given pricing and matching policy $(\lambda(\cdot), \alpha(\cdot), x(\cdot))$, there exists $\{\zeta_{p^{(1)},q}\}_{p^{(1)} \in \mathbb{R}_+^n, q \in S}$ such that the communicating class containing the state $0_{n+m}$ is positive recurrent and all the other states (if any) are transient. We use $\mathcal{E}_\rho$ to denote the set of stationary Markovian pricing and matching policies that make the system stable.

In addition, given a policy $\pi \in \mathcal{E}_\rho$, let $Z_{\rho}(\pi)$ denote the set of measures $\{\zeta_{p^{(1)},q}\}_{p^{(1)} \in \mathbb{R}_+^n, q \in S}$ satisfying (EC.7) such that $(\lambda(\cdot), \alpha(\cdot), x(\cdot), \zeta(\cdot))$ makes the system stable. By the definition of stability, $Z_{\rho}(\pi) \neq \emptyset$. Now, the objective of the system operator can be rewritten as follows:

$$R^*_{\rho} \triangleq \sup_{\pi=(\lambda(\cdot),\alpha(\cdot),x(\cdot)) \in \mathcal{E}_\rho} \left\{ \inf_{\zeta \in Z_{\rho}(\pi)} \mathbb{E}_q \left[ \langle F(\lambda(q)), \lambda(q) \rangle - \mathbb{E}_{\alpha_q} \left[ \mathbb{E}_{\zeta_{p^{(1)},q}} \left[ c(\mu, p^{(1)}) \right] \right] - \langle s, \bar{q} \rangle \right] \right\} \quad (EC.8a)$$

subject to,

$$\lambda(q) \in \mathbb{R}_+^m \quad \forall q \in S \quad (EC.8b)$$

$$x(\cdot) \quad \text{satisfies (3)} \quad (EC.8c)$$

$$\zeta_{p^{(1)},q}(\cdot) \quad \text{satisfies (EC.7)} \quad \forall p^{(1)} \in \mathbb{R}_+^n \quad \forall q \in S \quad (EC.8d)$$

$$\alpha_q(\mathbb{R}_+^n \times S \backslash \mathbb{R}_+^n \times \{q\}) = 0 \quad \forall q \in S. \quad (EC.8e)$$

The inner infimum over all the possible equilibrium under which the system is stable is to make sure that the servers picks the set of arrival rates which minimizes the profit of the system operator. The outer supremum is the system operator picking a pricing policy which maximizes it’s profit. We formulate the probabilistic fluid model of this formulation in the Appendix G.4 and show that it provides an upper bound on the achievable profit under any pricing and matching policy. The stochastic analysis follows similarly and is omitted for brevity.

**Appendix B: Probabilistic Fluid Model**

**B.1. A Note on Server Pricing Policy**

A Server pricing policy is given by the set of measure $\alpha_{q}(\cdot)$ for all $q \in S$. This can also be interpreted as follows: the system operator chooses a joint measure $\alpha(\cdot)$ such that the marginal measure w.r.t. $q$ is consistent with the stationary distribution. By consistency, we mean the following holds:

$$\mathbb{E}_\alpha [f(\mu,q)] = \mathbb{E}_q \left[ \mathbb{E}_{\alpha_q} [f(\mu,q)] \right] \quad \forall f \text{ Borel measurable} \quad (EC.9)$$

With this alternate formulation, the new decision variables is a joint measure $\alpha(\cdot)$ over $\Omega \times S$. This can be formalized as follows:
Proposition EC.2.
\[
\left\{ \alpha : \alpha(\Omega \times B) = \sum_{q \in B} \psi(q) \ \forall B \subseteq S \right\} = \left\{ \alpha : \exists \alpha_q \ \forall \{q \in S : \psi(q) > 0\}, f \text{ Borel measurable s.t.} \right\}
\]
\[
E_\alpha[f(\mu, q)] = E_\bar{q}[E_{\alpha_q}[f(\mu, \bar{q})]], \alpha_q(C) = \alpha_q(C \cap \sigma^{-1}(q)) \ \forall C \subseteq \Omega \times S,
\]
where \(\sigma_p : \Omega \times S \to S\) is the projection function given by \(\sigma_p(\mu, q) = q\).

Proof First we will show that given the first condition, the second condition is satisfied. Note that for any \(q \subseteq S\), we have
\[
\alpha(\sigma^{-1}_p(q)) = \alpha(\Omega \times \{q\}) = \psi(q).
\]
Thus, the push-forward measure \(\alpha \circ \sigma^{-1}_p\) is the stationary distribution. Now, by applying the Disintegration theorem, for all \(q\) such that \(\psi(q) > 0\), there exists \(\alpha_q\) such that \(\alpha_q(C) = \alpha_q(C \cap \sigma^{-1}(q))\) and \([EC.9]\) is satisfied. Now, given the second condition, the first condition can be shown to be satisfied by considering \(f = 1_{\Omega \times B}\) for a Borel measurable set \(B \subseteq S\).

\[
\alpha(\Omega \times B) = \sum_{q \in S} \alpha_q(\Omega \times B)\psi(q)
= \sum_{q \in S : \psi(q) > 0} \alpha_q(\Omega \times B)\psi(q)
= \sum_{q \in S : \psi(q) > 0} \alpha_q((\Omega \times B) \cap (\Omega \times \{q\}))\psi(q)
= \sum_{q \in S : \psi(q) > 0} \alpha_q(\Omega \times \{q\})\psi(q)1_{q \in B}
= \sum_{q \in S : \psi(q) > 0} \alpha_q(\Omega \times S)\psi(q)1_{q \in B}
= \sum_{q \in B} \psi(q) \ \forall B \subseteq S. \ \square
\]

To gain more intuition, let \(\alpha(\cdot)\) be a discrete measure with a probability mass function. Then, the disintegration is trivial.

\[
\alpha(\mu, q) = \frac{\alpha(\mu, q)}{\psi(q)}\psi(q) \triangleq \alpha_q(\mu, q)\psi(q) \ \forall \mu \in \Omega, q \in S.
\]

For each \(q\), the system operator chooses distribution \(\alpha_q\) which is only non-zero on \(\Omega \times \{q\}\). Thus, it can be thought of as choosing a pmf over \(\Omega\) for all \(q \in S\). Thus, for each \(\alpha\), there exists a set of measures \(\alpha_q\) and for each set of measures \(\alpha_q\), there exists a joint measure \(\alpha\) such that they are consistent.
Using the above proposition and defining $\alpha$ as a joint distribution over $\Omega \times \mathcal{S}$, the optimization problem can be equivalently re-written as follows:

$$
R^* \triangleq \sup_{(\lambda(\cdot), \alpha(\cdot), x(\cdot)) \in \mathcal{E}} \mathbb{E}_q \left[ [F(\lambda(\tilde{q})), \lambda(\tilde{q})] \right] - \mathbb{E}_\alpha [c(\mu)] - \mathbb{E}_q \left[ \langle s, \tilde{q} \rangle \right] \quad \text{(EC.10a)}
$$

subject to,

$$\lambda(q) \in \mathbb{R}^m_+, \ \forall q \in \mathcal{S} \quad \text{(EC.10b)}$$

$$x(\cdot) \text{ satisfies} \quad \alpha(\Omega \times B) = \sum_{\tilde{q} \in B} \psi(\tilde{q}) \ \forall B \subseteq \mathcal{S} \quad \text{(EC.10d)}$$

$$\psi(\cdot) = \text{Stationary Distribution}(\lambda(\cdot), \alpha(\cdot), x(\cdot)). \quad \text{(EC.10e)}$$

In the further sections, we will work this alternate formulation.

**B.2. Proof of Lemma [1]**

*Proof* As the DTMC is assumed to be stable, there exists a unique stationary distribution and we denote it by $\psi$. By the hypothesis of the Lemma, we have $\mathbb{E}_q[(1_{n+m}, \tilde{q})] < \infty$. Thus, in steady state, we have $\mathbb{E}[q] = \mathbb{E}[q^+] \Rightarrow \mathbb{E}[\tilde{a}] = \mathbb{E}[\tilde{x}]$, where we denote the queue length one time slot after $\tilde{q}$ by $\tilde{q}^+ = \tilde{q} + \tilde{a} - \tilde{x}$. Now, we will simplify the RHS and LHS separately. We have

$$
\mathbb{E}[\tilde{a}] = \mathbb{E}[\mathbb{E}[\tilde{a}|\tilde{q}]] = (\mathbb{E}_q[\lambda], \mathbb{E}_\alpha[\mu]) = (\lambda, \mu) = (\tilde{\lambda}, \mathbb{E}_\alpha[\mu]), \quad \text{(EC.11)}
$$

where the third equality follows as $\tilde{\lambda}_j = \mathbb{E} [\lambda_j]$ for all $j \in [m]$ and the last equality follows as the expectation of $\mu$ over the joint distribution $\alpha$ of $(\mu, \tilde{q})$ is same as the expectation over the marginal distribution $\tilde{\alpha}$. The marginal distribution is given by

$$
\tilde{\alpha}(A) = \alpha(A \times \mathcal{S}) = \sum_{q \in \mathcal{S}} \alpha_q(A \times \mathcal{S}) \psi(q) = \sum_{q \in \mathcal{S}} \alpha_q(A \times \{q\}) \psi(q) \ \forall A \subseteq \Omega, \ \text{Borel.}
$$

Now, we will simplify the right hand side. First define $\mathbb{E}[\tilde{y}_{ij}] = \tilde{\chi}_{ij}$ for all $(i, j)$. By (3)(c), we have $\tilde{\chi}_{ij} = 0$ for all $(i, j) \notin E$. Next, we have

$$
\mathbb{E} \left[ x^{(1)}_j(\tilde{q}) \right] = \sum_{j=1}^m \mathbb{E} \left[ \tilde{y}_{ij} \right] = \sum_{j=1}^m \tilde{\chi}_{ij} \ \forall i \in [n], \ \mathbb{E} \left[ x^{(2)}_j(\tilde{q}) \right] = \sum_{i=1}^n \mathbb{E} \left[ \tilde{y}_{ij} \right] = \sum_{i=1}^n \tilde{\chi}_{ij} \ \forall j \in [m]. \quad \text{(EC.12)}
$$

Now, simplifying $\mathbb{E}[\tilde{a}] = \mathbb{E}[	ilde{x}]$ using (EC.11) and (EC.12), we get the constraints of the optimization problem.

**B.3. Proof of Proposition [1]**

*Proof* It suffices to consider only the set of pricing and matching policies under which $\mathbb{E}[(1_{n+m}, \tilde{q})] < \infty$, as, otherwise, the net profit $R$ will be $-\infty$. We will consider the class of stationary Markovian policies. Note that, by Lemma [1] the constraints of the fluid problem, are
necessary constraints for stability. Now, under a given pricing and matching policy, we will upper bound the maximum profit and net profit. We have

\[
\mathbb{E} \left[ (F(\lambda(q)), \lambda(q)) \right] - \mathbb{E}_\alpha [c(\mu)] - \mathbb{E} [(s, q)] \leq \mathbb{E} [(F(\lambda(q)), \lambda(q))] - \mathbb{E}_\alpha [c(\mu)] \\
\leq \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - \mathbb{E}_\alpha [c(\mu)] \\
= \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - \mathbb{E}_{\tilde{\alpha}} [c(\mu)] ,
\]

where \( \tilde{\alpha} \) is the marginal distribution of \( \alpha \). Thus, the net profit obtained under any stationary pricing and matching policy is upper bounded by the solution of the probabilistic fluid model. This completes the proof. \( \square \)

**B.4. Proof of Proposition 2**

**Proof** We will first show that \( \tilde{R}_\text{co}^* \geq \tilde{R}^* \). For a given \( \tilde{\alpha} \), let us start by defining \( \tilde{\mu} \triangleq \mathbb{E}_{\tilde{\alpha}} [\tilde{\mu}] \). Now, the objective function of (5) can be upper bounded by Jensen’s inequality to get

\[
\left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - \mathbb{E}_{\tilde{\alpha}} [c(\tilde{\mu})] \leq \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - c(\mathbb{E}_{\tilde{\alpha}} [\tilde{\mu}]) = \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - c(\tilde{\mu}).
\]

Thus, we have

\[
\tilde{R}^* \leq \max_{\tilde{\lambda}, \tilde{\alpha}, \tilde{\chi}} \left\langle F(\tilde{\lambda}), \tilde{\lambda} \right\rangle - c(\tilde{\mu})
\text{subject to,}
\tilde{\lambda}_j = \sum_{i=1}^n \tilde{\chi}_{ij} \quad \forall j \in [m] \\
\tilde{\mu}_i = \sum_{j=1}^m \tilde{\chi}_{ij} \quad \forall i \in [n] \\
\tilde{\chi}_{ij} = 0 \quad \forall (i, j) \notin E, \quad \tilde{\chi}_{ij} \geq 0 \quad \forall (i, j) \in E,
\]

Note that we can replace \( \tilde{\alpha} \) by \( \tilde{\mu} \) in the arguments in terms of which we are maximizing as the objective function and constraints only depend on \( \tilde{\alpha} \) through \( \tilde{\mu} \). Thus, by (6), we get \( \tilde{R}^* \leq \tilde{R}_\text{co}^* \).

Now, we will show the opposite inequality. Let the optimal solution of (6) be \((\tilde{\lambda}^*, \tilde{\mu}^*, \tilde{\chi}^*)\). Note that \((\tilde{\lambda}^*, \tilde{\alpha}^*, \tilde{\chi}^*)\) is a feasible solution for (5), with \( \tilde{\alpha}^*(\tilde{\mu}^*) = 1 \). Under this feasible solution, the objective function value of (5) is \( \tilde{R}_\text{co}^* \). Thus, we have \( \tilde{R}^* \geq \tilde{R}_\text{co}^* \). This completes the proof. \( \square \)

**Appendix C: Proof of Theorem 1: Asymptotic Optimality**

**C.1. Proof of Lemma 2**

**Proof** For all \( \eta > 0 \), consider the Lyapunov functions \( V(q_n) = \langle 1_{n+m}, q_n^2 \rangle \) for all \( \eta \). We will calculate the drift of this Lyapunov function and show that it is negative outside a finite set. We
have

\[
\mathbb{E} [\Delta V(q_0(k)) | q_0(k)] = \mathbb{E} \left[ (1_{n+m}, q_0(k+1)^2 - (1_{n+m}, q_0(k))^2) | q_0(k) \right]
\]
\[
= \mathbb{E} \left[ (1_{n+m}, (q_0(k) + a_0(k) - x_0(k))^2 - (1_{n+m}, q_0(k))^2) | q_0(k) \right]
\]
\[
= \mathbb{E} \left[ \sum_{i}^{T_1} (1_{n+m}, (a_0(k) - x_0(k))^2) | q_0(k) \right] + 2 \mathbb{E} \left[ (q_0(k), a_0(k) - x_0(k)) | q_0(k) \right].
\]

Now, we will simplify \(T_1\) separately. First note that

\[
0 \leq \langle 1_{n+m}, x_0(k) \rangle \leq 2 \langle 1_{n+m}, a_0(k) \rangle \quad \text{w.p. 1},
\]

as the matching policy is defined such that, at the beginning of each period, there wouldn’t be any customer-server compatible pairs waiting in the system. Thus, the maximum possible pairs that can be matched in one time epoch is the total number of arrivals. So, we have

\[
T_1 = \mathbb{E} \left[ \left< 1_{n+m}, (a_0(k) - x_0(k))^2 \right> | q_0(k) \right]
\]
\[
\leq \mathbb{E} \left[ \left< 1_{n+m}, a_0(k)^2 \right> | q_0(k) \right] + \mathbb{E} \left[ \left< 1_{n+m}, x_0(k)^2 \right> | q_0(k) \right]
\]
\[
= \sum_{i=1}^{n} \left( \Sigma_{i}^{(1)} (\alpha(q_0)) + \mathbb{E} a_0 | q_0 \right) \] $\mu_i^2$ $+$ $\sum_{j=1}^{m} \left( \Sigma_{j}^{(2)} (\lambda(q_0)) + \langle \lambda_i, \eta(q_0) \rangle \right) + \mathbb{E} \left[ \langle 1_{n+m}, x_0(k)^2 \rangle | q_0(k) \right]
\]
\[
\leq \sum_{i=1}^{n} \left( \Sigma_{i}^{(1)} (\hat{\alpha}^*) + \mathbb{E} a^* | \mu^* \right) \] $\mu_i^2$ $+$ $\sum_{j=1}^{m} \left( \Sigma_{j}^{(2)} \max_{j,j} + \langle \hat{\lambda}^*, 1 \rangle \right) + \mathbb{E} \left[ \langle 1_{n+m}, x_0(k)^2 \rangle | q_0(k) \right]
\]
\[
\leq \sum_{i=1}^{n} \left( \Sigma_{i}^{(1)} (\hat{\alpha}^*) + \mathbb{E} a^* | \mu^* \right) \] $\mu_i^2$ $+$ $\sum_{j=1}^{m} \left( \Sigma_{j}^{(2)} \max_{j,j} + \langle \hat{\lambda}^*, 1 \rangle \right) + 4 \mathbb{E} \left[ \langle 1_{n+m}, a_0(k)^2 \rangle | q_0(k) \right]
\]
\[
\triangleq B_1.
\]

Now, we will simplify \(T_2\) below.

\[
T_2 = \mathbb{E} \left[ \left( q_0(k), a_0(k) - x_0(k) \right) | q_0(k) \right]
\]
\[
= \mathbb{E} \left[ (q_0(k), a_0(k)) | q_0(k) \right] - \mathbb{E} \left[ (x_0(k), q_0(k)) | q_0(k) \right]
\]
\[
= \langle q_0(k), \mathbb{E} [a_0(k) | q_0(k)] \rangle - \mathbb{E} \left[ \max_{y \in E} \langle y, q_0(k) \rangle | q_0(k) \right]
\]
\[
= \langle q_0^{(1)}(k), \mathbb{E} a^* | \mu \rangle + \langle q_0^{(2)}(k), \lambda_0(q_0(k)) \rangle - \mathbb{E} \left[ \max_{y \in E} \langle y, q_0(k) \rangle | q_0(k) \right]
\]
\[
= -\epsilon_0 \langle 1_{n+m}, q_0^{(2)}(k) \rangle + \langle q_0^{(1)}(k), \mathbb{E} a^* | \mu \rangle + \langle q_0^{(2)}(k), \hat{\lambda}^* \rangle - \mathbb{E} \left[ \max_{y \in E} \langle y, q_0(k) \rangle | q_0(k) \right]
\]
\[
= -\epsilon_0 \langle 1_{n+m}, q_0^{(2)}(k) \rangle + \sum_{i,j} \hat{X}_{ij} (q_0^{(1)}(k) + q_0^{(2)}(k)) - \mathbb{E} \left[ \max_{y \in E} \langle y, q_0(k) \rangle | q_0(k) \right]
\]
LEMMA EC.1. For all \( \eta > 0 \), we have

\[
\sum_{(i,j) \in E} \tilde{x}_{ij}^* \left( q_{i,j}^{(1)}(k) + q_{j,i}^{(2)}(k) \right) - \mathbb{E}\left[ \max_{y \in B} \langle y, q_{\eta}(k) \rangle | q_{\eta}(k) \rangle \right] \leq -\epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \langle 1_n, q_{\eta}^{(1)}(k) \rangle + B_2,
\]

where \( B_2 = A_{\max} \sum_{(i,j) \in E} \tilde{x}_{ij}^* (E_{\alpha^*} [\mu_i] + \tilde{\lambda}_j^*) + A_{\max} \sum_{i=1}^n \left( \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} E_{\alpha^*} [\mu_i] \right) \).

The proof of the Lemma EC.1 is provided at the end of the proof of the Lemma 2. Now, using the Lemma EC.1, we have

\[
T_2 \leq -\epsilon_{\eta} \langle 1_m, q_{\eta}^{(2)}(k) \rangle - \epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \langle 1_n, q_{\eta}^{(1)}(k) \rangle + B_2
\]

\[
\leq -\epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \langle 1_{n+m}, q_{\eta}(k) \rangle + B_2.
\]

Thus, we have

\[
\mathbb{E} [\Delta V(q_{\eta})(k)] \leq B_1 + 2B_2 - 2\epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \langle 1_{n+m}, q_{\eta}(k) \rangle.
\]

So, there exists a finite set \( B_\eta \) such that for all \( q \notin B_\eta \), we have \( \mathbb{E} [\Delta V(q_{\eta})] < -\delta \) for \( \delta > 0 \) where \( B_\eta \) is defined as:

\[
B_\eta = \left\{ q_{\eta} \in \mathbb{Z}_{+}^{n+m} : \langle 1_{n+m}, q_{\eta}(k) \rangle \leq \frac{B_1 + 2B_2}{\epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \langle 1_{n+m}, q_{\eta}(k) \rangle} \right\}.
\]

Thus, by the Foster-Lyapunov Theorem, the discrete time Markov chain for all \( \eta > 0 \) is positive recurrent. Now, we can use the moment bound theorem, to get a bound on the expected queue length in steady state. We have

\[
\mathbb{E} [\langle s(q_{\eta}) \rangle] \leq \|s\|_{\infty} \mathbb{E} [\langle 1_{n+m}, q_{\eta} \rangle] \leq \frac{B}{\epsilon_{\eta} (B_1 + 2B_2)} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\}^{\frac{1}{\epsilon_{\eta}}} \frac{(B_1 + 2B_2) \|s\|_{\infty}}{2\epsilon_{\eta} \min_{i \in [n]} \left\{ \sum_{j: (i,j) \in E} \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\}^{\frac{1}{\epsilon_{\eta}}}}.
\]

Proof of Lemma EC.1 In this proof, we will omit the \( k \) and \( \eta \) dependence and write \( q, a \) and \( x \) for \( q_{\eta}(k), a_{\eta}(k) \) and \( x_{\eta}(k) \) respectively, for the ease of notation. The max-weight matching policy can be re-written as follows:

\[
y = \arg \max_v \sum_{(i,j) \in E} v_{ij} (q_{i,j}^{(1)} + q_{j,i}^{(2)}) \tag{EC.13a}
\]

subject to \( q_{j,i}^{(2)} + a_{j,i}^{(2)} - \sum_{i: (i,j) \in E} v_{ij} \geq 0 \quad \forall j \in [m] \tag{EC.13b} \)

\[
q_{i,j}^{(1)} + a_{i,j}^{(1)} - \sum_{j: (i,j) \in E} v_{ij} \geq 0 \quad \forall i \in [n] \tag{EC.13c}
\]

\[
v_{ij} \geq 0 \quad \forall (i, j) \in E. \tag{EC.13d}
\]
Note that \( v \) can be relaxed to be a continuous variable. In fact, the constraint set we have is a polyhedron of the form \( \{Ay \leq b\} \) where \( b \in \mathbb{Z}^{n+m} \) and \( A \in \{0,1\}^{(m+n) \times mn} \). Note that \( A \) is the incidence matrix of the bipartite graph \( G(N_1 \cup N_2, E) \) and thus, the polyhedron is integral. Note that for a given \( q \) and \( a \), a feasible solution to the above problem is

\[
\hat{y}_{ij} = \min \left\{ (a_i^{(1)} + q_i^{(1)}) \frac{\tilde{x}_{ij}^*}{\mathbb{E}_{\tilde{a}^*}[\mu_i]} , (a_j^{(2)} + q_j^{(2)}) \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \quad \forall (i,j) \in E.
\]

This can be easily verified as follows:

\[
\sum_{i:(i,j) \in E} \hat{y}_{ij} \leq (a_j^{(2)} + q_j^{(2)}) \frac{\sum_{i:(i,j) \in E} \tilde{x}_{ij}^*}{\lambda_j^*} = a_j^{(2)} + q_j^{(2)} \quad \forall j \in [m]
\]

\[
\sum_{j:(j,i) \in E} \hat{y}_{ij} \leq (a_i^{(1)} + q_i^{(1)}) \frac{\sum_{j:(j,i) \in E} \tilde{x}_{ij}^*}{\mathbb{E}_{\tilde{a}^*}[\mu_i]} = a_i^{(1)} + q_i^{(1)} \quad \forall i \in [n].
\]

We will use this feasible solution to lower bound the objective function of \( \text{[EC.13]} \). But before, observe that as we are using max-weight matching policy, we have for all \((i,j) \in E\) if \( q_i^{(1)} > 0 \) then \( q_j^{(2)} = 0 \). In other words, at the start of each epoch, there are no compatible pairs waiting to be matched. So, we have

\[
\mathbb{E}\left[ \hat{y}_{ij} | q_i^{(1)}> A_{max}\mathbb{E}_{\tilde{a}^*}[\mu_i] \right] = \mathbb{E}\left[ \min \left\{ (a_i^{(1)} + q_i^{(1)}) \frac{\tilde{x}_{ij}^*}{\mathbb{E}_{\tilde{a}^*}[\mu_i]} , (a_j^{(2)} + q_j^{(2)}) \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \right| q_i^{(1)} > A_{max}\mathbb{E}_{\tilde{a}^*}[\mu_i] \]

\[
= \mathbb{E}\left[ (a_j^{(2)} + q_j^{(2)}) \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right| q_j^{(2)} = 0 \] = \tilde{x}_{ij}^* + \epsilon q_j^{(2)}.
\]

Similarly, note that

\[
\mathbb{E}\left[ \hat{y}_{ij} | q_j^{(2)}> A_{max}\tilde{x}_{ij}^* \right] = \mathbb{E}\left[ \min \left\{ (a_i^{(1)} + q_i^{(1)}) \frac{\tilde{x}_{ij}^*}{\mathbb{E}_{\tilde{a}^*}[\mu_i]} , (a_j^{(2)} + q_j^{(2)}) \frac{\tilde{x}_{ij}^*}{\lambda_j^*} \right\} \right| q_j^{(2)} > A_{max}\tilde{x}_{ij}^* \]

\[
= \mathbb{E}\left[ (a_i^{(1)} + q_i^{(1)}) \frac{\tilde{x}_{ij}^*}{\mathbb{E}_{\tilde{a}^*}[\mu_i]} \right| q_i^{(1)} = 0 \] = \tilde{x}_{ij}^*.
\]
Now, we can lower bound the objective function as follows:

\[
\mathbb{E} \left[ \max_{\mathbf{v} \in \mathcal{B}} \langle \mathbf{v}, \mathbf{q} \rangle \right] \geq \mathbb{E} \left[ \langle \hat{\mathbf{y}}, \mathbf{q} \rangle \right] = \sum_{(i,j) \in E} \mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)})|q_i, q_j \right]
\]

\[
= \sum_{(i,j) \in E} \mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)})|q_i^{(1)}, q_j^{(2)} \right]
\]

\[
= \sum_{(i,j) \in E} \mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)}) 1\{q_i^{(1)} > \lambda^*_n \} q_i^{(1)}, q_j^{(2)} \right] + \mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)}) 1\{q_j^{(2)} > \lambda^*_n \} q_i^{(1)}, q_j^{(2)} \right] \]

\[
\geq \sum_{(i,j) \in E} \hat{x}_{ij}^{(1)} + \hat{x}_{ij}^{(2)} + \epsilon \eta \min_{i \in [n]} \left\{ \sum_{j:(i,j) \in E} \hat{x}_{ij}^{(1)} \right\} \langle 1_n, \mathbf{q}^{(1)} \rangle - B_2,
\]

where

\[
B_2 = \lambda^* \sum_{(i,j) \in E} \hat{x}_{ij}^{(1)} (\mathbb{E} \lambda^* + \lambda^*_n) + \lambda^* \sum_{i=1}^n \left( \sum_{j:(i,j) \in E} \frac{\hat{x}_{ij}^{(1)}}{\lambda^*_n} \right) \mathbb{E} \lambda^* + \lambda^*_n.
\]

The inequality (a) follows as \( \hat{y} \) is a feasible solution to the optimization problem. Next, (b) follows as the feasible solution \( \hat{y}_{ij} \) only depends on \( q_i^{(1)} \) and \( q_j^{(2)} \). The inequality (c) follows as for all \( (i,j) \in E \), only one of \( q_i^{(1)} \) and \( q_j^{(2)} \) can be non zero. Finally, (d) follows due to the following equation.

\[
\mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)}) 1\{q_j^{(2)} > \lambda^*_n \} q_i^{(1)}, q_j^{(2)} \right] = \mathbb{E} \left[ \hat{y}_{ij}(q_i^{(1)} + q_j^{(2)}) 1\{q_j^{(2)} > \lambda^*_n \} q_i^{(1)}, q_j^{(2)} \right] \]

\[
= \hat{x}_{ij}^{(2)} 1\{q_j^{(2)} > \lambda^*_n \} \epsilon \eta \min_{i \in [n]} \left\{ \sum_{j:(i,j) \in E} \hat{x}_{ij}^{(1)} \right\} \langle 1_n, \mathbf{q}^{(1)} \rangle - B_2,
\]

where (\( \ast \)) is true as the max-weight matching policy makes sure there are no compatible pairs waiting in the system at the start of a time epoch.

\[\Box\]

### C.2. Proof of Lemma 3

We will prove the more general lemma given below and then use this lemma to prove the Lemma 3.

**Lemma EC.2.** For the server pricing policy given by \( \alpha_q = \hat{\alpha}^* \) for all \( q \in \mathcal{S} \) and any given pricing policy for customers and any matching policy under which the system is stable and \( \mathbb{E}[\langle 1_{n+m}, \mathbf{q} \rangle] < \infty \) the following holds:

\[
\sum_{j=1}^m \left( \hat{\lambda}_j^* F_j(\hat{\lambda}_j^*) + F_j(\hat{\lambda}_j^*) \right) \left( \mathbb{E}[\lambda_j(q)] - \hat{\lambda}_j^* \right) = 0.
\]
Proof of Lemma EC.2: Firstly, we will define a matrix to vector operation by stacking columns on top of each other. For the matrix $\tilde{\chi}$, we will denote the corresponding vector by $\hat{\chi}$. We define it as follows:

$$\hat{\chi}_k \triangleq \tilde{\chi}_{ij} \text{ where, } i = k\%(n + 1), \ j = \left\lceil \frac{k}{n} \right\rceil \ \forall k \in [nm].$$

Here $k\%n$ denotes the remainder obtained when $k$ is divided by $n$ and $\lceil \cdot \rceil$ is the ceiling function which returns the smallest integer greater than or equal to the argument.

Add a constraint $\tilde{\alpha} = \tilde{\alpha}^*$ in the probabilistic fluid model to get the following optimization problem:

$$\hat{R}_1^* = \max_{\tilde{\lambda}, \tilde{\chi}} g(\tilde{\lambda}, \tilde{\chi}) = \left\langle F(\tilde{\lambda}), \tilde{\chi} \right\rangle - \mathbb{E}_{\tilde{\alpha}^*} [c(\tilde{\mu})] \quad \text{(EC.14a)}$$

subject to

$$h_j^{(2)} = \tilde{\lambda}_j - \sum_{i=1}^{n} \tilde{\chi}_{ij} = 0 \ \forall j \in [m] \quad \text{(EC.14b)}$$

$$h_i^{(1)} = \mathbb{E}_{\tilde{\alpha}^*} [\tilde{\mu}_i] - \sum_{j=1}^{m} \tilde{\chi}_{ij} = 0 \ \forall i \in [n] \quad \text{(EC.14c)}$$

$$\tilde{\chi}_{ij} = 0 \ \forall (i, j) \notin E, \ \tilde{\chi}_{ij} \geq 0 \ \forall (i, j) \in E, \quad \text{(EC.14d)}$$

As the optimal value of (5) is achieved by the feasible point $$(\tilde{\lambda}^*, \tilde{\chi}^*)$$ for (EC.14), we have $\hat{R}_1^* \geq \hat{R}^*$. In addition, as we added a constraint, the feasible region of (EC.14) is a subset of the feasible region of (5), we have $\hat{R}^* \geq \hat{R}_1^*$. Thus, we have $\hat{R}^* = \hat{R}_1^*$ and the optimal solution of (EC.14) is $$(\tilde{\lambda}^*, \tilde{\chi}^*)$$. Now, we will use the KKT conditions in the following steps:

1. First, we will show that the optimal point is a regular point, that is all the binding constraints are linearly independent.
2. Then, we will use the given pricing policy to find a feasible direction for the optimization problem above.
3. Finally, we will use the first order KKT optimality conditions as the objective function is concave and the feasible region is a polyhedron.

**Part 1:** As we assume that $\tilde{\chi}_{ij}^* > 0$ for all $i \in [n], j \in [m]$. In addition, as the feasible region is a polyhedron, the gradient vectors of all the active constraints at the optimal solution are linearly independent. Thus, the optimal point is a regular point.

**Part 2:** By hypothesis of the lemma, the DTMC operating under the given pricing and matching policy is stable. Thus, by Lemma [1] $$(\mathbb{E} [X(q)], \mathbb{E}_{\tilde{\alpha}^*} [\tilde{\mu}], \chi^\dagger)$$ is a feasible solution to the fluid problem (5), where $\chi^\dagger$ is the corresponding ‘average’ rate assignment matrix ($\tilde{\chi}$) for the given policy. Thus, a feasible direction at the optimal point is given by

$$d = \begin{cases} 
\mathbb{E} [\lambda_j(\bar{q})] - \tilde{\lambda}_j^* & \forall k \in [m] \\
\tilde{\chi}_k^\dagger - \tilde{\chi}_k^* & \forall k \in [nm] \setminus [m].
\end{cases}$$
Part 3: Now, we will use the first order KKT optimality conditions for the optimization problem (EC.14). There exists unique Lagrangian multipliers \((\kappa, \xi) \in \mathbb{R}^{m+n} \times \mathbb{R}_+^{m+n}\) such that,

\[
\nabla g(\tilde{x}^*, \tilde{x}^*) + \nabla h(\tilde{x}^*, \tilde{x}^*)\kappa + \sum_{k:(\% (n+1), \lfloor \frac{k}{n+1} \rfloor) \in E} \xi_k e_{k+n+m} \mathbb{1}_{\tilde{x}^*_k = 0} + \sum_{k:(\% (n+1), \lfloor \frac{k}{n+1} \rfloor) \notin E} \xi_k e_{k+n+m} = 0_{n+m+n+m},
\]

where \(\nabla g(\tilde{x}^*, \tilde{x}^*)\) is the gradient of the objective function at the optimal point given by

\[
\nabla g(\tilde{x}^*, \tilde{x}^*) = \left( F'(\tilde{x}^*)\tilde{x}^* + F(\tilde{x}^*), 0_{nm} \right).
\]

In addition, as \(h: \mathbb{R}^{n+m} \rightarrow \mathbb{R}^{n+m}\), its gradient \(\nabla h((\tilde{x}^*, \tilde{x}^*))\) is a matrix in \(\mathbb{R}^{(m+nm) \times (m+n)}\). Now, we will take the inner product of the optimality equation with the feasible direction \(d\). Observe that

\[
\langle d, \nabla h_j^{(2)} \rangle = h_j^{(2)}(\tilde{x}^*, \tilde{x}^*) - h_j^{(2)}(E[\lambda(\tilde{q})], \tilde{x}^*) = 0 \quad \forall j \in [m]
\]

\[
\langle d, \nabla h_i^{(1)} \rangle = h_i^{(1)}(\tilde{x}^*, \tilde{x}^*) - h_i^{(1)}(E[\lambda(\tilde{q})], \tilde{x}^*) = 0 \quad \forall i \in [n]
\]

\[
\sum_{k:(\% (n+1), \lfloor \frac{k}{n+1} \rfloor) \in E} \xi_k (\tilde{x}^*_k - \tilde{x}^*_k)^\dagger = 0 \quad (By \ the \ assumption \ \tilde{x}^* > 0_{n \times m})
\]

\[
\sum_{k:(\% (n+1), \lfloor \frac{k}{n+1} \rfloor) \notin E} \xi_k (\tilde{x}^*_k - \tilde{x}^*_k) = 0 \quad (As \ \tilde{x}_k^* = \tilde{x}_k^* = 0 \ \forall (i, j) \notin E)
\]

Thus, we have \(\langle \nabla g(\tilde{x}^*, \tilde{x}^*), d \rangle = 0\). This gives us the lemma. \(\square\)

**Proof of Lemma 3** First note that, the sequence of DTMC operating under the pricing and matching policy given by (3) (9) is stable. In addition, \(E[(1_{n+m}, \tilde{q}_n)] < \infty\) by the hypothesis of the Lemma 3 Thus, we can use Lemma EC.2 We have

\[
E[\lambda_j(\tilde{q})] = \tilde{x}_j^* + \epsilon_j \left( P[q_j^{(2)} = 0] - P[q_j^{(2)} > 0] \right) \quad \forall j \in [m].
\]

This gives us

\[
\sum_{j=1}^m \left( \tilde{x}_j^* F'(\tilde{x}_j^*) + F_j(\tilde{x}_j^*) \right) \left( P[q_j^{(2)} > 0] - P[q_j^{(2)} = 0] \right) = 0. \quad \square
\]

**C.3. Proof of Lemma 4**

**Proof** We have

\[
\frac{L_{\eta}^P(\pi_\eta)}{\eta} = \hat{R}^* - P_\eta(\pi_\eta)
\]

\[
= \langle F(\tilde{x}^*), \tilde{x}^* \rangle - E_{\tilde{x}^*}[c(\tilde{\mu})] - E[\{F(\lambda_\eta(\tilde{q}_n)), \lambda_\eta(\tilde{q}_n)\}] + E_{\tilde{x}^*}[c(\tilde{\mu})]
\]

\[
= \langle F(\tilde{x}^*), \tilde{x}^* \rangle - E[\{F(\lambda_\eta(\tilde{q}_n)), \lambda_\eta(\tilde{q}_n)\}]
\]

\[
\overset{(a)}{=} \langle F(\tilde{x}^*), \tilde{x}^* \rangle - \sum_{j=1}^m \left( \tilde{x}_j^* + \epsilon_j \right) F_j \left( \tilde{x}_j^* + \epsilon_j \right) P[q_j^{(2)} = 0]
\]
\[
- \sum_{j=1}^{m} (\hat{\lambda}_j - \epsilon_{\eta}) F_j (\hat{\lambda}_j - \epsilon_{\eta}) \mathbb{P} \left[ \bar{q}_{j,\eta}^{(2)} > 0 \right]
\]

\[
\stackrel{(b)}{=} \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle - \sum_{j=1}^{m} \left( \hat{\lambda}_j + \epsilon_{\eta} \right) \left( F_j (\hat{\lambda}_j) + \epsilon_{\eta} F'_j (\hat{\lambda}_j) + \frac{\epsilon_{\eta}^2}{2} F''_j (\hat{\lambda}_j) + O (\epsilon_{\eta}^3) \right) \mathbb{P} \left[ \bar{q}_{j,\eta}^{(2)} > 0 \right]
\]

\[
= \epsilon_{\eta} \sum_{j=1}^{m} \left( \hat{\lambda}_j F'_j (\hat{\lambda}_j) + F_j (\hat{\lambda}_j) \right) \left( \mathbb{P} \left[ \bar{q}_{j,\eta}^{(2)} > 0 \right] - \mathbb{P} \left[ \bar{q}_{j,\eta}^{(2)} = 0 \right] \right)
\]

\[
- \epsilon_{\eta}^2 \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j F''_j (\hat{\lambda}_j)}{2} + F'_j (\hat{\lambda}_j) \right) + O (\epsilon_{\eta}^3)
\]

\[
\stackrel{(c)}{=} - \epsilon_{\eta}^2 \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j F''_j (\hat{\lambda}_j)}{2} + F'_j (\hat{\lambda}_j) \right) + O (\epsilon_{\eta}^3)
\]

where (a) follows by the definition of the pricing policy given by \( (S) \). Next, (b) follows by Taylor’s series expansion and using the Assumption \( (1) \) that the demand curve \( F_j(.) \) is twice continuously differentiable. Finally, (c) follows by Lemma \( (3) \).

Also, note that

\[
\frac{1}{2} \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle + \left\langle 1_m, F'(\hat{\lambda}^*) \right\rangle = \frac{1}{2} \left( \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle + \left\langle 1_m, F'(\hat{\lambda}^*) \right\rangle \right) + \frac{1}{2} \left\langle 1_m, F'(\hat{\lambda}^*) \right\rangle < 0,
\]

as by Assumption \( (2) \) \( F_j (\lambda_j) \lambda_j \) is a concave function, thus the second derivative is non positive and by Assumption \( (1) \) the demand function is strictly decreasing, thus the derivative is negative. \( \square \)

### C.4. Proof of Theorem \( (1) \)

**Proof** The net profit loss is given by

\[
L_{\eta} = \hat{R}_\eta - R_{\eta}
\]

\[
= \hat{R}_\eta - P_{\eta} + \mathbb{E} \left[ \langle s, \bar{q}_{\eta} \rangle \right]
\]

\[
\stackrel{(a)}{=} - \eta \epsilon_{\eta}^2 \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j F''_j (\hat{\lambda}_j)}{2} + F'_j (\hat{\lambda}_j) \right) + O (\eta \epsilon_{\eta}^3) + \mathbb{E} \left[ \langle s, \bar{q}_{\eta} \rangle \right]
\]

\[
\stackrel{(b)}{=} - \eta \epsilon_{\eta}^2 \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j F''_j (\hat{\lambda}_j)}{2} + F'_j (\hat{\lambda}_j) \right) + \frac{B}{\epsilon_{\eta}} + O (\eta \epsilon_{\eta}^3)
\]

\[
\stackrel{(c)}{=} O (\eta^{1/3}),
\]

where (a) follows by Lemma \( (4) \), (b) follows by Lemma \( (2) \) and (c) follows by picking \( \epsilon_{\eta} = \eta^{-1/3} \) considering the trade-off between the profit loss \( (\eta \epsilon_{\eta}^2) \) and the expected queue length \( (\frac{1}{\epsilon_{\eta}}) \). This completes the proof. \( \square \)
Appendix D: Proof of Theorem 2 and 3: Lower bound

D.1. Proof of Theorem 2

Proof We will start by defining the imbalance of the DTMC given by

\[ z \overset{\Delta}{=} \langle 1_n, q^{(1)} \rangle - \langle 1_m, q^{(2)} \rangle. \]

The update equation of imbalance given the queue length vector \( q(k) \) can be written as

\[ z(k+1) = z(k) + \langle 1_n, a^{(1)}(k) \rangle - \langle 1_m, a^{(2)}(k) \rangle. \]

Note, that \( z \) itself is not a Markov chain as the arrival vector \( (a(k)) \) depends on the queue length \( (q(k)) \). Denote \( \gamma \overset{\Delta}{=} \max \{m, n\} \) and also denote \( p \overset{\Delta}{=} \mathbb{P} [z \geq 0] \), that is

\[ p = \sum_{x=0}^{\infty} \sum_{q \sim \{1_n, q^{(1)}\} - \{1_m, q^{(2)}\} = x} \mathbb{P} [\bar{q} = q]. \]

For this proof, we will couple the absolute value of the imbalance with a single server queue denoted by \( q^* \) and arrival and service rate denoted by \( a^* \) and \( s^* \). In particular, we will carry out the proof in the following steps:

1. First, we will construct the arrival and service process of the single server queue \( q^*(k) \).
2. Then, we will couple the single server queue with the imbalance such that \( q^*(k) \leq |z(k)| \) for all \( k \in \mathbb{Z}_+ \).
3. Then we will calculate \( \mathbb{E} [q^*] \) and use this to lower bound \( \mathbb{E} [(1_{n+m}, \bar{q})] \).

Step 1 (Single Server Queue): For all \( k \geq 0 \), generate the following random variables independent of all the other random variables:

\[
\begin{align*}
    s^*_1(k) & \geq_{st} \langle 1_n, a^{(1)}(k) \rangle; & \mathbb{E} [s^*_1(k)] & = \langle 1_m, \bar{\lambda}^* \rangle + \gamma \epsilon, & \text{Var} [s^*_1(k)] & = 1_{n \times n} \circ \Sigma^{(1)} \\
    s^*_2(k) & \geq_{st} \langle 1_n, a^{(2)}(k) \rangle; & \mathbb{E} [s^*_2(k)] & = \langle 1_m, \bar{\lambda}^* \rangle + \gamma \epsilon, & \text{Var} [s^*_2(k)] & = 1_{n \times n} \circ \Sigma^{(2)} \\
    a^*_1(k) & \leq_{st} \langle 1_n, a^{(1)}(k) \rangle; & \mathbb{E} [a^*_1(k)] & = \langle 1_m, \bar{\lambda}^* \rangle - \gamma \epsilon, & \text{Var} [a^*_1(k)] & = 1_{n \times n} \circ \Sigma^{(1)} \\
    a^*_2(k) & \leq_{st} \langle 1_n, a^{(2)}(k) \rangle; & \mathbb{E} [a^*_2(k)] & = \langle 1_m, \bar{\lambda}^* \rangle - \gamma \epsilon, & \text{Var} [a^*_2(k)] & = 1_{n \times n} \circ \Sigma^{(2)}.
\end{align*}
\]

where \( \Sigma^{(1)} = \Sigma^{(1)}(\bar{\lambda}^*) \) and \( \Sigma^{(2)} = \Sigma^{(2)}_{\min} \leq \Sigma^{(2)} \leq \Sigma^{(2)}_{\max} \) for \( l \in \{a, s\} \). In addition, we also have \( s^*_1(k) \leq \gamma A_{\max} \) and \( a^*_i(k) \leq \gamma A_{\max} \) with probability 1 for \( i \in \{1, 2\} \). Note that \( \langle 1_m, \bar{\lambda}^* \rangle = \langle 1_n, \mathbb{E} \bar{\lambda}^* [\mu] \rangle \) by the constraints of the probabilistic fluid model (5). Thus, it is possible to generate such random variables as their mean is greater than or equal to the corresponding arrival process of the imbalance and their variance can be picked appropriately. For example, it suffices to just consider \( s^*_1(k) \) to have the same distribution as \( \langle 1_n, a^{(2)}(k) \rangle + \epsilon (\frac{\alpha}{n} - 1) \) where the price \( \mathbf{p}(k) \) is such that \( \lambda(k) = \mathbb{E} [a^{(2)}(k)] = \)
\( \hat{\lambda} + \epsilon I_n \). Now, we define the arrival and service process of the single server queue. Consider a random variable \( y(k) \sim \text{Bernoulli}(p) \) independent of \( s^1_k, s^2_k, a^1_k \) and \( a^2_k \). For all \( k \in \mathbb{Z}_+ \), we define

\[
\begin{align*}
  s^1_k &= s^1_k 1_{\{y(k)<0\}} + s^2_k 1_{\{y(k)\geq 0\}} \\
  a^1_k &= a^1_k 1_{\{y(k)\geq 0\}} + a^2_k 1_{\{y(k)<0\}} 
\end{align*}
\]

The marginal distribution of the arrival and service process is given by

\[
\begin{align*}
  \mathbb{P}[s^1(k) \leq x] &= (1-p)\mathbb{P}[s^1_k \leq x] + p\mathbb{P}[s^2_k \leq x] \quad \forall x \in \mathbb{R} \\
  \mathbb{P}[a^1(k) \leq x] &= p\mathbb{P}[a^1_k \leq x] + (1-p)\mathbb{P}[a^2_k \leq x] \quad \forall x \in \mathbb{R}.
\end{align*}
\]

Note that the arrival and service process are not independent and the mean and variance of them are

\[
\begin{align*}
  \mathbb{E}[s^1(k)] &= \left\langle 1_m, \hat{\lambda}^* \right\rangle + \gamma \epsilon; \quad \text{Var}[s^1(k)] = (1-p)1 \circ \Sigma^{(1)} + p1 \circ \Sigma^{(2)} \\
  \mathbb{E}[a^1(k)] &= \left\langle 1_m, \hat{\lambda}^* \right\rangle - \gamma \epsilon; \quad \text{Var}[a^1(k)] = p1 \circ \Sigma^{(1)} + (1-p)1 \circ \Sigma^{(2)} \\
  \text{Cov}[a^1(k), s^1(k)] &= 0.
\end{align*}
\]

The variance can be calculated as follows

\[
\begin{align*}
  \text{Var}[a^1(k)] &= \mathbb{E}\left[ (a^1(k))^2 \right] - \mathbb{E}\left[ a^1(k) \right]^2 \\
  &= \mathbb{E}\left[ (a^1_k 1_{\{y(k)\geq 0\}} + a^2_k 1_{\{y(k)<0\}})^2 \right] - \mathbb{E}\left[ a^1_k 1_{\{y(k)\geq 0\}} + a^2_k 1_{\{y(k)<0\}} \right]^2 \\
  &= \mathbb{E}\left[ (a^1_k)^2 \right] p + \mathbb{E}\left[ (a^2_k)^2 \right] (1-p) - \left( \left\langle 1_m, \hat{\lambda}^* \right\rangle - \gamma \epsilon \right)^2 \\
  &= \left( \text{Var}[a^1_k] + \mathbb{E}[a^1_k]^2 \right) p + \left( \text{Var}[a^2_k] + \mathbb{E}[a^2_k]^2 \right) (1-p) - \left( \left\langle 1_m, \hat{\lambda}^* \right\rangle - \gamma \epsilon \right)^2 \\
  &= p1_{m \times m} \circ \Sigma^{(1)} + (1-p)1_{m \times m} \circ \Sigma^{(2)}.
\end{align*}
\]

Similarly, we can also calculate the variance of \( s^1(k) \) and we omit it here as the steps are repetitive.

In addition, we can also find the co-variance between the arrival and service process as follows:

\[
\begin{align*}
  \text{Cov}[a^1(k), s^1(k)] &= \mathbb{E}[a^1(k)s^1(k)] - \mathbb{E}[a^1(k)] \mathbb{E}[s^1(k)] \\
  &= \mathbb{E}\left[ (a^1_k 1_{\{y(k)\geq 0\}} + a^2_k 1_{\{y(k)<0\}}) (s^1_k 1_{\{y(k)<0\}} + s^2_k 1_{\{y(k)\geq 0\}}) \right] \\
  &\quad - \mathbb{E}[a^1_k 1_{\{y(k)\geq 0\}} + a^2_k 1_{\{y(k)<0\}}] \mathbb{E}\left[ s^1_k 1_{\{y(k)<0\}} + s^2_k 1_{\{y(k)\geq 0\}} \right] \\
  &= p\mathbb{E}\left[ a^1_k s^2_k \right] + (1-p)\mathbb{E}[a^2_k s^1_k] - \left\langle 1_m, \hat{\lambda}^* \right\rangle \gamma^2 \epsilon^2 = 0,
\end{align*}
\]

where the last equality follows as \( a^1_k, a^2_k, s^1_k \) and \( s^2_k \) are independent of each other.

**Step 2 (Coupling):** We couple the arrival and service process of the multiple link two sided queue and the single server queue as follows: If \( z(k) \geq 0 \) then \( s^1(k) \geq a_2(k) \) and \( a^1(k) \leq a_1(k) \) with
probability 1. Also, if \( z(k) < 0 \), then \( a^\dagger(k) \leq a_2(k) \) and \( s^\dagger(k) \geq a_1(k) \). Note that, such a coupling is possible if \( P[z(k) \geq 0] = p \) for all \( k \in \mathbb{Z}_+ \). To achieve this, we will initialize \( z(k) \) appropriately. Now, we prove by induction that under the above defined coupling, \( q^\dagger(k) \leq |z(k)| \) for all \( k \in \mathbb{Z}_+ \).

**Base Case:** Initialize \( q(0) \) by its stationary distribution, so we have

\[
P[z(k) = x] = \sum_{q \in \mathbb{Q}} P[q = q] \quad \forall x \in \mathbb{Z}, \forall k \in \mathbb{Z}_+.
\]

In addition, initialize \( q^\dagger(0) \) with the same distribution as \( |z(0)| \). As both of the them has the same distribution, we can couple the two random variables such that \( q^\dagger(0) = |z(0)| \). So, the base case is satisfied. In addition, \( P[z(k) \geq 0] = p \) for all \( k \in \mathbb{Z}_+ \).

**Induction Hypothesis:** \( q^\dagger(k') \leq |z(k')| \) for all \( k' \in [k] \).

**Induction Step:** We will consider the following two cases:

**Case I:** \( z(k) \geq 0 \). In this case, we have \( s^\dagger(k) \geq a_2(k) \) and \( a^\dagger(k) \leq a_1(k) \). So, we have

\[
q^\dagger(k + 1) = \max \{0, q^\dagger(k) + a^\dagger(k) - s^\dagger(k)\}
\]

\[
\leq \max \{0, z(k) + a^\dagger(k) - s^\dagger(k)\} \quad \text{(Induction Hypothesis)}
\]

\[
\leq \max \{0, z(k) + a_1(k) - a_2(k)\} \quad \text{(Coupling)}
\]

\[
\leq |z(k) + a_1(k) - a_2(k)| = |z(k + 1)|.
\]

**Case II:** \( z(k) < 0 \). In this case, we have \( a^\dagger(k) \leq a_2(k) \) and \( s^\dagger(k) \geq a_1(k) \). So, we have

\[
q^\dagger(k + 1) = \max \{0, q^\dagger(k) + a^\dagger(k) - s^\dagger(k)\}
\]

\[
= - \min \{0, -q^\dagger(k) - a^\dagger(k) + s^\dagger(k)\}
\]

\[
\leq - \min \{0, z(k) - a^\dagger(k) + s^\dagger(k)\} \quad \text{(Induction Hypothesis)}
\]

\[
\leq - \min \{0, z(k) - a_2(k) + a_1(k)\} \quad \text{(Coupling)}
\]

\[
\leq |z(k + 1)|.
\]

This completes our proof that \( q^\dagger(k) \leq |z(k)| \) for all \( k \in \mathbb{Z}_+ \). Thus, \( P[q^\dagger(k) \leq x] \leq P[|z(k)| \leq x] \) for all \( x \in \mathbb{R}_+ \). Taking the limit as \( k \) goes to infinity, we get \( P[q^\dagger \leq x] \leq P[|\bar{z}| \leq x] \) and thus, we have \( E[q^\dagger] \leq E[|\bar{z}|] \).

**Step 3 \((E[q^\dagger])\):** Now, we will analyze the single server queue to find its expectation in steady state. By taking \( V(q^\dagger) = (q^\dagger)^2 \) as the Lyapunov function, in steady state, we have

\[
E[\Delta V(q^\dagger)] = 0 \Rightarrow E[(\bar{q}^\dagger)^2 - (\bar{q}^\dagger)^2] = 0
\]

\[
\Rightarrow E[(\bar{q}^\dagger - \bar{u}^\dagger + \bar{u}^\dagger - (\bar{q}^\dagger)^2] = 0
\]

\[
\Rightarrow E[(\bar{q}^\dagger + \bar{a}^\dagger - \bar{s}^\dagger)^2 - (\bar{u}^\dagger)^2 - (\bar{q}^\dagger)^2] = 0
\]

\[
\Rightarrow E[(\bar{a}^\dagger - \bar{s}^\dagger)^2 + 2\bar{q}^\dagger(\bar{a}^\dagger - \bar{s}^\dagger) - (\bar{u}^\dagger)^2] = 0
\]

\[
\Rightarrow \text{Var}[\bar{a}^\dagger] + \text{Var}[\bar{s}^\dagger] - 2\text{Cov}[\bar{a}^\dagger, \bar{s}^\dagger] + E[(\bar{a}^\dagger - \bar{s}^\dagger)^2 - 4\gamma^2E[\bar{q}^\dagger] - 2\gamma^2A_{\max}^x \geq 0, \quad (EC.15)
\]
where (*) follows by taking $V(q^t) = q^t$ as the Lyapunov function. We have

$$
\mathbb{E} \left[ \Delta V(q^t) \right] = 0 \Rightarrow \mathbb{E} \left[ q^t_{i,+} - q^t_i \right] = 0 \Rightarrow \mathbb{E} \left[ \bar{u}^t - \bar{s}^t + \bar{u}^t \right] = 0 \Rightarrow \mathbb{E} \left[ \bar{u}^t \right] = 2\gamma\epsilon.
$$

In addition, as $\bar{u}^t \leq \bar{s}^t \leq \gamma A_{\max}$, we have $\mathbb{E} \left[ (\bar{u}^t)^2 \right] \leq \gamma A_{\max} \mathbb{E} \left[ \bar{u}^t \right] = 2\gamma^2 A_{\max} \epsilon$. Now, simplifying (EC.15), we get

$$
\Rightarrow \mathbb{E} \left[ q^t_i \right] = \frac{1_{n \times n} \circ \Sigma(1) + p 1_{m \times m} \circ \Sigma(2) + (1 - p) 1_{m \times m} \circ \Sigma(2) + 4\gamma^2 \epsilon^2 - 2\gamma^2 A_{\max} \epsilon}{4\epsilon}\left(\frac{1_{n \times n} \circ \Sigma(1) + 1_{m \times m} \circ \Sigma(2)}{8\gamma \epsilon}\right) \forall \epsilon \leq \frac{1_{n \times n} \circ \Sigma(1) + 1_{m \times m} \circ \Sigma(2)}{4\gamma^2 A_{\max}}.
$$

Thus, we have

$$
\mathbb{E} \left[ (1_{n+m}^t \bar{q}_i) \right] \geq \mathbb{E} \left[ |\bar{z}| \right] \geq \mathbb{E} \left[ q^t_i \right] \geq \frac{1_{n \times n} \circ \Sigma(1) + 1_{m \times m} \circ \Sigma(2)}{8\gamma \epsilon} \forall \epsilon \leq \frac{1_{n \times n} \circ \Sigma(1) + 1_{m \times m} \circ \Sigma(2)}{4\gamma^2 A_{\max}}.
$$

**D.2. Proof of Theorem 3**

We now present a lemma which will assist us in proving Theorem 3.

**Lemma EC.3.** Under the hypothesis of Theorem 3 there exists a constant $\delta > 0$ independent of $\eta$ and another constant $\eta_1 > 0$ such that for all $\eta > \eta_1$

$$
\mathbb{E} \left[ \sum_{j=1}^m \phi_j^2 \left( \frac{q^t_j}{\eta^\beta} \right) \right] \geq \delta.
$$

**Proof of Lemma EC.3.** In this proof, we will couple the sequence of DTMCs $\{q^t_\eta(k) : k \in \mathbb{Z}_+\}$ with a sequence of single server queues $q^t_\eta$ with arrival and service defined as in the proof of Theorem 2 with $\epsilon$ dependent on $\eta$. In particular, we have $\epsilon_\eta = M \eta^\beta$. By the coupling defined above, we have $\mathbb{P} \left[ q^t_\eta > x \right] \leq \mathbb{P} \left[ |\bar{z}| > x \right]$ for all $x > 0$. In addition, we know that as $\eta \to \infty$, we have $\epsilon_\eta \to 0$ as $\beta < 1$. Thus, by (Hurtado-Lange and Maguluri 2019) we know that

$$
\epsilon_\eta q^t_\eta \overset{d}{\rightarrow} \text{Exp} \left( \frac{1_{n \times n} \circ \Sigma(1) + 1_{m \times m} \circ \Sigma(2) + (1 - p) \Sigma(2)}{4\gamma} \right).
$$

Even though, in (Hurtado-Lange and Maguluri 2019) they assume the arrival process and service process are independent of each other, it suffices to have them uncorrelated. Now, by the definition of weak convergence, for $K > 0$

$$
\lim_{\eta \to \infty} \mathbb{P} \left[ \epsilon_\eta q^t_\eta > (n + m)KM \right] = e^{-\frac{(n+m)KM}{\sigma^2}}.
$$

Thus, for a given $K > 0$, there exists $\eta_1(K) > 0$ such that for all $\eta > \eta_1$, we have

$$
\mathbb{P} \left[ \epsilon_\eta q^t_\eta > (n + m)KM \right] \geq \frac{1}{2} e^{-\frac{(n+m)KM}{\sigma^2}}.
$$
Now, by using the coupling, we have

\[
\mathbb{P} [ |z_\eta| > (n+m)K\eta^\alpha] \geq \mathbb{P} [ q_\eta^1 > (n+m)K\eta^\alpha] = \mathbb{P} [ M\eta^\beta q_\eta^1 > (n+m)KM\eta^{\alpha + \beta}] \\
\geq \mathbb{P} [ \epsilon q_\eta^1 > (n+m)KM] \geq \frac{1}{2} e^{\frac{- (n+m)KM}{\sigma^2}} \quad \forall \eta > \eta_1
\]

Finally, note that \( \{ z_\eta > (n+m)K\eta^\alpha \} \subseteq \{ ||\bar{q}_\eta||_\infty > K\eta^\alpha \} \), so we have

\[
\mathbb{E} \left[ \sum_{j=1}^m \phi_j^2 \left( \frac{\bar{q}_j}{\eta^\alpha} \right) \right] \geq \sigma^2 \mathbb{P} [ \{ ||\bar{q}_\eta||_\infty > K\eta^\alpha \} \geq \sigma^2 \mathbb{P} [ z_\eta > (n+m)K\eta^\alpha] \\
\geq \frac{\sigma^2}{2} e^{\frac{- (n+m)KM}{\sigma^2}} \Delta \quad \forall \eta > \eta_1. \]

**Proof of Theorem**\( \Box \) In this proof, we will use Taylor’s theorem to expand the profit-loss and show that the second order term does not vanish using Lemma \[EC.3\] This proof follows similarly as in \[Varma et al. 2020\]. The only non trivial step was to prove Lemma \[EC.3\]

\[
\frac{\hat{R}_\eta^* - P_\eta}{\eta} \\
= \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle - \mathbb{E}_{\alpha^*} [c(\hat{\mu})] - \mathbb{E} \left[ \left\langle F(\lambda_\eta(\bar{q}_\eta)), \lambda_\eta(\bar{q}_\eta) \right\rangle \right] + \mathbb{E}_{\alpha^*} [c(\hat{\mu})] \\
= \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle - \mathbb{E} \left[ \left\langle F(\lambda_\eta(\bar{q}_\eta)), \lambda_\eta(\bar{q}_\eta) \right\rangle \right] \\
= \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle - \sum_{j=1}^m \mathbb{E} \left[ \left( \hat{\lambda}_j^* + \phi_j \left( \frac{\bar{q}_j}{\eta^\alpha} \right) \right) F_j \left( \hat{\lambda}_j^* + \phi_j \left( \frac{\bar{q}_j}{\eta^\alpha} \right) \right) \right] \\
= \left\langle F(\hat{\lambda}^*), \hat{\lambda}^* \right\rangle - \sum_{j=1}^m \mathbb{E} \left[ \left( \hat{\lambda}_j^* + \phi_j \left( \frac{\bar{q}_j}{\eta^\alpha} \right) \right) F_j(\hat{\lambda}_j^*) \right] \eta^\beta - \sum_{j=1}^m \mathbb{E} \left[ \phi_j^2 \left( \frac{\bar{q}_j}{\eta^\alpha} \right) F''(\hat{\lambda}_j^*)(\hat{\lambda}_j^*) \right] \eta^{2\beta} \\
- \sum_{j=1}^m \mathbb{E} \left[ \phi_j^3 \left( \frac{\bar{q}_j}{\eta^\alpha} \right) F'''(\hat{\lambda}_j^*)(\bar{q}_\eta) \right] \eta^{3\beta} \]

\(=\ addition of terms\)

\[\geq \frac{\delta}{4} \left( \min_{j \in [m]} \left\{ - F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - F'(\hat{\lambda}_j^*) \right\} \right) \eta^{2\beta} - \sum_{j=1}^m \mathbb{E} \left[ \phi_j^3 \left( \frac{\bar{q}_j}{\eta^\alpha} \right) F''(\hat{\lambda}_j^*)(\bar{q}_\eta) \right] \eta^{3\beta} \]

The remainder term of the Taylor’s expansion is \( F''(\hat{\lambda}_j^*(\bar{q}_\eta)) \) for some \( \hat{\lambda}_j^*(\bar{q}_\eta) \in [\hat{\lambda}_j^* - M\eta^\beta, \hat{\lambda}_j^* + M\eta^\beta] \) for all \( \bar{q}_\eta \in S \). Note that the second derivative of \( \lambda_j F(\lambda_j) \) is negative as it is concave by Assumption \[2\] and \( F_j(\cdot) \) is strictly decreasing by Assumption \[1\] Thus, the coefficient of \( \eta^{2\beta} \) is positive. This completes the proof. Now we will justify (a), (b) and (c) below. **Proof of (a)** follows by Lemma \[EC.2\]
Proof of (b) follows by uniform convergence of $F''(\hat{\lambda}_j^*(\bar{q}_n))$ to $F''(\hat{\lambda}_j^*)$. To expound, by Taylor’s Theorem and Assumption 3(a) we have $\hat{\lambda}_j^*(\bar{q}_n) \in [\hat{\lambda}_j^* - M\eta^3, \hat{\lambda}_j^* + M\eta^3]$. By Assumption 1, $F''(.)$ is continuous, thus, given $\bar{\gamma} = \frac{1}{2} \min_{j \in [m]} \left\{ -F''(\hat{\lambda}_j^*) - F'_j(\hat{\lambda}_j^*) / \lambda_j \right\} > 0$, there exists $\delta_2 > 0$, such that for all $|\hat{\lambda}_j^* - \lambda_j^*| < \delta_2$, we have $|F''(\hat{\lambda}_j^*) - F''(\lambda_j^*)| < \bar{\gamma}$. Thus, for all $\eta > (\frac{\bar{\gamma}}{M})^{1/3}$, we have

$$\sup_{\bar{q}_n \in S} |F''(\hat{\lambda}_j^*(\bar{q}_n)) - F''(\lambda_j^*)| < \bar{\gamma} \quad \forall j \in [m].$$

Thus, for $\eta > \max\{\eta_1, (\frac{\bar{\gamma}}{M})^{1/3}\}$ we have

$$- \sum_{j=1}^{m} \mathbb{E} \left[ \phi_j^2 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) \left( F''(\hat{\lambda}_j^*(\bar{q}_n)) \hat{\lambda}_j^* + F'(\hat{\lambda}_j^*) \right) \right] \geq \left( \sum_{j=1}^{m} \left( -F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - \bar{\gamma} \hat{\lambda}_j^* - F'_j(\hat{\lambda}_j^*) \right) \mathbb{E} \left[ \phi_j^2 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) \right] \right) \geq \frac{1}{2} \left( \sum_{j=1}^{m} \left( -F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - F'_j(\hat{\lambda}_j^*) \right) \mathbb{E} \left[ \phi_j^2 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) \right] \right) \geq \frac{\delta}{2} \left( \min_{j \in [m]} \left\{ -F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - F'_j(\hat{\lambda}_j^*) \right\} \right)$$

where (*) follows by the definition of $\bar{\gamma}$ and (**) follows by Lemma [EC.3].

Proof of (c) follows as $\eta^{2\beta}$ is of lower order than $\eta^{3\beta}$ as $\beta < 0$. In particular

$$- \sum_{j=1}^{m} \mathbb{E} \left[ \phi_j^3 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) F''(\hat{\lambda}_j^*(\bar{q}_n)) \right] \eta^{3\beta} \geq - \frac{3}{2} \sum_{j=1}^{m} \mathbb{E} \left[ \phi_j^3 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) F''(\tilde{\lambda}_j^*) \right] \eta^{3\beta} \quad \forall \eta > \eta_2$$

$$\geq - \frac{3M^3}{2} \sum_{j=1}^{m} |F''(\hat{\lambda}_j^*)| \eta^{3\beta} \quad \forall \eta > \eta_2$$

Now, as $\beta < 0$, with $\eta_3 = \frac{\lambda_3}{\delta \min_{j \in [m]} \left\{ -F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - F'_j(\hat{\lambda}_j^*) \right\}} \sum_{j=1}^{m} |F''(\hat{\lambda}_j^*)|^{-1/3}$ for all $\eta > \max\{\eta_2, \eta_3\}$, we have

$$\sum_{j=1}^{m} \mathbb{E} \left[ \phi_j^3 \left( \frac{\bar{q}_0}{\eta^\alpha} \right) F''(\hat{\lambda}_j^*) \right] \eta^{3\beta} \geq - \frac{\delta}{4} \left( \min_{j \in [m]} \left\{ -F''(\hat{\lambda}_j^*) \hat{\lambda}_j^* - F'_j(\hat{\lambda}_j^*) \right\} \right) \eta^{2\beta}$$

This completes the proof. \(\square\)

D.3. Proof of Corollary 1

Proof. Consider the sequence of DTMCs parametrized by $\eta$. By using Theorem 1 with $\epsilon(\eta) = M\eta^\beta$ we have

$$\mathbb{E} \left[ \mathbf{1}_{n+m} \circ \Sigma^{(1)} + \mathbf{1}_{m \times m} \circ \Sigma^{(2)} \right] \geq \frac{1}{8 \max\{m, n\} M\eta^\beta} \quad \forall \eta > \left( \frac{\epsilon_0}{M} \right)^{1/\beta}$$

Now, the net profit-loss for all $\eta > \max\left\{ \left( \frac{\epsilon_0}{M} \right)^{1/\beta}, \eta_1 \right\}$ is given by

$$L_\eta(\pi_n) = R_\eta - P_\eta(\pi_n) - \mathbb{E} \left[ (\mathbf{s}, \bar{q}_n) \right] \geq K\eta^{2\beta+1} + \min_{i,j} \left\{ s_i^{(1)}, s_j^{(2)} \right\} \frac{1}{8 \max\{m, n\} M\eta^\beta} \quad \forall \eta > \left( \frac{\epsilon_0}{M} \right)^{1/\beta}$$

$$\geq \inf_{\beta < 0} \left\{ K\eta^{2\beta+1} + \min_{i,j} \left\{ s_i^{(1)}, s_j^{(2)} \right\} \frac{1}{8 \max\{m, n\} M\eta^\beta} \right\} = K\eta^{1/3}. \quad \square$$
Appendix E: Cost function and its Variations

E.1. Proof of Proposition 3: Cost Function Reformulation

To prove the Proposition 3, we will need the following two lemmas presented below along with their proofs.

**Lemma EC.4.** Let $\nu \in \Delta_n$, the following are equivalent:

1. $\nu$ satisfies (EQ).
2. $\nu$ satisfies $\sum_{i=1}^{n} \sum_{l=1}^{n} u_{il}(\nu_{il} - \tilde{\nu}_{il}) \geq 0$ for all $\tilde{\nu} \in C$.
3. There exists $\kappa \in \mathbb{R}^n$ and $\xi \in \mathbb{R}^{n \times n}$ such that $u_{il} = \kappa_i - \xi_{il}$ and $\xi_{il} \nu_{il} = 0$ for all $i, l \in [n]$.

**Proof of Lemma EC.4** We will first show that $1 \Rightarrow 2$.

$$
\sum_{i=1}^{n} \sum_{l=1}^{n} u_{il} \nu_{il} = \sum_{i=1}^{n} \sum_{l \in [n]: u_{il} > 0} u_{il} \nu_{il} \\
= \sum_{i=1}^{n} \max_{l' \in [n]} \{u_{il'}\} \sum_{l \in [n]: u_{il} > 0} \nu_{il} \\
= \sum_{i=1}^{n} \max_{l' \in [n]} \{u_{il'}\} \\
= \sum_{i=1}^{n} \sum_{l=1}^{n} \tilde{\nu}_{il} \max_{l' \in [n]} \{u_{il'}\} \\
\geq \sum_{i=1}^{n} \sum_{l=1}^{n} \tilde{\nu}_{il} u_{il},
$$

where $(\ast)$ follows as $\nu_{il} > 0$ only when $u_{il}$ is the maximum among all $u_{il'}$ for $l' \in [n]$ and the maximum is unique. In addition, $(\ast\ast)$ follows as $\sum_{l \in [n]: u_{il} > 0} \nu_{il} = 1$ for all $i \in [n]$. Now we will show that $2 \Rightarrow 1$.

Suppose $\nu_{il} > 0$. For a given $l' \in [n]$, define $\tilde{\nu}$ as follows:

$$
\tilde{\nu}_{il'} = \begin{cases}
\nu_{ir} & \text{if } l' \neq i \\
\nu_{il} + \nu_{il'} & \text{if } l' = i, r = l' \\
0 & \text{if } l' = i, r = l \\
\nu_{ir} & \text{if } l' = i, r \neq l', r \neq l
\end{cases}
$$

Note that $\tilde{\nu} \in C$ and by 2, we have

$$
\sum_{l'=1}^{n} \sum_{r=1}^{n} u_{il'} (\nu_{il'} - \tilde{\nu}_{il'}) \geq 0 \\
\Rightarrow u_{il'} (\nu_{il'} - \tilde{\nu}_{il'}) + u_{il} (\nu_{il} - \tilde{\nu}_{il}) \geq 0 \\
\Rightarrow -u_{il'} \nu_{il} + u_{il} \nu_{il} \geq 0 \\
u_{il} \geq u_{il'}. $$
As \( l' \in [n] \) is arbitrary, we deduce \( u_{il} \geq u_{il'} \) for all \( l' \in [n] \).

Now, we will prove \( 3 \implies 1 \). For a given \( i \in [n], l \in [n] \) be such that \( \nu_{il} > 0 \). Then we have, \( \xi_{il} = 0 \) by complementary constraint. This gives us \( u_{il} = \kappa_i \left( \kappa_i - \xi_{il'} = u_{il'} \right) \) for all \( l' \in [n] \) as \( \xi_{il'} \geq 0 \). This completes the proof.

Now, we will show \( 1 \implies 3 \). We will show that there exists \( \kappa \in \mathbb{R}^n \) and \( \xi \in \mathbb{R}^{n \times n} \) such that the following constraints are equivalent:

1. \( G_i(\hat{\mu}_i) = \max_{l \in [n]} \{ u_{il} \} \) for all \( i \in [n] \).
2. \( G_i(\hat{\mu}_i) \geq u_{il}, \ G_i(\hat{\mu}_i) \leq u_{il} + (1 - b_{il}) M, \ b_{il} \in \{0, 1\} \) for all \( i, l \in [n] \) and \( \sum_{i=1}^{n} b_{il} = 1 \) for all \( i \in [n] \).

Proof of Lemma \( \text{EC.5} \) The idea is the following: the first inequality in 2 enforces \( G_i(\cdot) \) to be greater than each of the \( u_{il} \) and the second inequality along with the constraint \( \sum_{i=1}^{n} b_{il} = 1 \) enforces \( G_i(\cdot) \) to be less than or equal to the maximum of \( u_{il} \). In addition, we can take \( M = \sum_{i=1}^{n} (G_i((1_n, \mu))) \). Now, we make this intuition concrete.

1 \( \implies 2 \). For a given \( i \in [n], \) as \( G_i(\hat{\mu}_i) = \max_{l \in [n]} \{ u_{il} \} \), we have \( G_i(\hat{\mu}_i) \geq u_{il} \) for all \( l \in [n] \). In addition, we also have

\[
G_i(\hat{\mu}_i) \leq \max_{l \in [n]} \{ u_{il} \} \\
\iff G_i(\hat{\mu}_i) \leq u_{il} + M \left(1 - \mu \right) \forall l \in [n] \\
\iff G_i(\hat{\mu}_i) \leq u_{il} + M \left(1 - b_{il} \right) \sum_{i=1}^{n} b_{il} = 1. \tag{EC.16}
\]

For \((*)\) to hold true, we can pick \( M \) to be an upper bound on the left hand side which is \( \sum_{i=1}^{n} G_i((1_n, \mu)) \). Next, \((**)*\) follows by defining \( b_{il} \overset{\Delta}{=} 1 \{ u_{il} = \max_{l' \in [n]} \{ u_{il'} \} \} \) if the maximizer is unique. In this case, we will have \( \sum_{i=1}^{n} b_{il} = 1 \). If the maximizer is not unique, it suffices to have \( b_{il} = 1 \) for any one of the maximizer (in particular, we pick the smallest \( l \) and zero for the rest). So \( \sum_{i=1}^{n} b_{il} = 1 \) still holds. This completes the proof. \( 2 \implies 1 \) follows from \( \text{EC.16} \) along with the inequality \( G_i(\hat{\mu}_i) \geq u_{il} \) for all \( l \in [n] \).

Proof of Proposition \( \text{EC.3} \) The proof follows by the definition of the cost function given by \( \text{(2)} \), Lemma \( \text{EC.3} \) which shows equivalence of \( \text{EQ} \) with \( \text{II}(\text{b}) \), and Lemma \( \text{EC.5} \) which shows equivalence of the supply constraint with \( \text{II}(\text{c}) \). \hfill \( \square \)
E.2. Proof of Proposition 4: Comparing Cost Models

Proof We will first prove the first statement. The domain of \( c_\ast^1(\cdot) \) is a subset of the domain of \( c_{**}^1(\cdot) \) which is \( \mathbb{R}_+^n \) and they are equal for all \( \mu \in \Omega \). Thus, \( c_{**}^1(\mu) \leq c_\ast^1(\mu) \) for all \( \mu \in \mathbb{R}_+^n \). So, we have

\[
\mathbb{E}_\alpha \left[ c_\ast^1(\mu) \right] \geq \mathbb{E}_\alpha \left[ c_{**}^1(\mu) \right] \geq c_{**}^1(\mathbb{E}_\alpha[\mu]) \quad \forall \alpha \in \mathcal{P}^{EQ},
\]

where (\( * \)) follows as \( c_{**}^1(\cdot) \) is convex by definition. Thus, we have

\[
R_\ast^1 = \max_{\tilde{\lambda}, \tilde{\mu}} \left\{ \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \mathbb{E}_\tilde{\alpha} \left[ c_\ast^1(\tilde{\mu}) \right] \right\} \leq \left\{ \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - c_{**}^1(\mathbb{E}_\tilde{\alpha}[\tilde{\mu}]) \right\}
\]

subject to,

\[
\tilde{\lambda}_j = \sum_{i=1}^n \tilde{\lambda}_{ij} \quad \forall j \in [m] \quad \mathbb{E}_\tilde{\alpha}[\tilde{\mu}_i] = \sum_{j=1}^m \tilde{\lambda}_{ij} \quad \forall i \in [n]
\]

\[
\tilde{\lambda}_{ij} = 0 \quad \forall (i, j) \notin E, \quad \tilde{\lambda}_{ij} \geq 0 \quad \forall (i, j) \in E.
\]

Now, substituting \( \mathbb{E}_\tilde{\alpha}[\tilde{\mu}] = \mu \) and \( c_\ast^1(\mu) = \langle G(\mu), \mu \rangle \) in the above optimization problem, we get

\[
\max_{\tilde{\lambda}, \mu, \tilde{\mu}} \left\{ \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \langle G(\mu), \mu \rangle \right\} = R_{**}^1
\]

subject to,

\[
\tilde{\lambda}_j = \sum_{i=1}^n \tilde{\lambda}_{ij} \quad \forall j \in [m] \quad \mu_i = \sum_{j=1}^m \tilde{\lambda}_{ij} \quad \forall i \in [n]
\]

\[
\tilde{\lambda}_{ij} = 0 \quad \forall (i, j) \notin E, \quad \tilde{\lambda}_{ij} \geq 0 \quad \forall (i, j) \in E.
\]

This shows that \( R_\ast^1 \leq R_{**}^1 \). Now, if the condition \( c_\alpha \geq G_i(\mu^{**}_i) - G_i(\mu^{**}_i) \) for all \( i, l \in [n] \) is satisfied, then \( \mu^{**}_i \in \Omega \). Thus, \( \tilde{\alpha} = \mu^{**}_i \) with probability 1 is a feasible solution and we have \( R_{**}^1 \leq R_\ast^1 \). This completes the proof.

Next, it is obvious that (2) is true as the feasible region of the optimization problem defining the cost function for \( \beta_1 \)-IC servers contains the feasible region of \( \beta_2 \)-IC servers and their objective functions are identical. \( \square \)

E.3. Strong Duality: Probabilistic Fluid Model

By solving the primal formulation, we noticed that it is taking more than a day to solve for the case of SD and \( \beta \)-IC for small values of \( \beta \) and it does not scale well with the graph. In addition, as Gurobi is implementing branch and bound, the simulation uses a lot of memory. In this section, we will analyze the dual of the fluid optimization problem and prove that strong duality holds. It turns out that the dual problem is a convex optimization problem and thus, standard optimization methods like gradient descent can be employed to solve this problem. We will start by presenting the Lagrangian function \( L : \mathbb{R}_+^{n+m} \times \mathbb{R}^m \times \mathcal{P} \times \mathbb{R}^{|E|} \to \mathbb{R} \) with \( \kappa \in \mathbb{R}_+^{m+n} \) as the dual variables. Here,
The domain of the above defined Lagrangian function is $\mathbb{R}^{n+m} \times Y$ where $Y \subseteq \mathbb{R}^m \times \mathcal{P} \times \mathbb{R}^{|E|}$ given by

$$Y = \left\{ (\lambda, \alpha, \chi) \in \mathbb{R}_+^m \times \mathcal{P} \times \mathbb{R}_+^{|E|} : \int d\alpha = 1, \alpha \geq 0 \right\}.$$  

In words, we are imposing the constraints that the arrival rates $\lambda$ and the rate of matching $\chi$ is non negative and in addition, $\alpha$ is restricted only to a set of probability measures. The Lagrangian function is defined to be $-\infty$ outside its domain by convention as we are maximizing with respect to $(\lambda, \alpha, \chi)$. Now, the dual function can be written as follows:

$$D_* = \min_{\kappa \in \mathbb{R}^{m+n}} \left\{ \max_{(\lambda, \alpha, \chi) \in Y} L(\kappa, (\lambda, \alpha, \chi)) \right\}.$$  

This can be expanded by substituting the expression on $L$ and then separating the inner maximization to get

$$\min_{\kappa \in \mathbb{R}^{m+n}} \left\{ \sum_{j=1}^n \max_{\lambda_j \in \mathbb{R}_+} \left\{ F_j(\lambda_j)\lambda_j + \kappa_j^{(2)}\lambda_j \right\} - \min_{\alpha \in \mathbb{P} : \int d\alpha = 1} \alpha \geq 0 \right\} E[\kappa] - \sum_{i=1}^n \mu_i \kappa_i^{(1)}$$

$$- \sum_{(i,j) \in E} \min_{\chi_{ij} \geq 0} \left\{ \chi_{ij} \left( \kappa_j^{(2)} + \kappa_i^{(1)} \right) \right\}.$$  

The second minimization can be reduced to minimizing only over all the Dirac measures as taking a convex combination will only increase the objective function value. In addition, if $\kappa_i^{(1)} + \kappa_j^{(2)} < 0$, then $\chi_{ij}$ can be taken arbitrarily large which will make the objective function arbitrarily large and, if $\kappa_i^{(1)} + \kappa_j^{(2)} \geq 0$, then the minimization is achieved at $\chi_{ij} = 0$. Thus, the above optimization problem can be reduced to the following:

$$\min_{\kappa \in \mathbb{R}^{m+n}} \left\{ \sum_{j=1}^n \max_{\lambda_j \in \mathbb{R}_+} \left\{ F_j(\lambda_j)\lambda_j + \kappa_j^{(2)}\lambda_j \right\} - \min_{\mu \in \Omega} \mu \kappa_i^{(1)} \right\}$$

subject to, $\kappa_i^{(1)} + \kappa_j^{(2)} \geq 0 \quad \forall (i,j) \in E.$  

(EC.17a)

Note that, the above optimization problem is a convex optimization problem with affine constraints as $\max_{\lambda_j \geq 0} \{ F_j(\lambda_j)\lambda_j + \kappa_j^{(2)}\lambda_j \}$ is the conjugate of the function $-F_j(\lambda_j)\lambda_j$ and $-\min_{\mu \in \Omega} \{ c(\mu) - \sum_{i=1}^n \mu_i \kappa_i^{(1)} \}$ is the conjugate of the function $c(\mu)$ and thus it is convex. Next, we show that there is no duality gap between the fluid optimization problem and its dual. The result is presented below:
Proposition EC.3. The optimal values of the problems (5) and (EC.17) are equal, that is $R_* = D_*$. 

Proof of Proposition EC.3. We will use the Theorem 7.10 from the lectures on stochastic programming (Shapiro et al. 2014). We will verify the following three conditions:

1. For every $\kappa \in \mathbb{R}^{n+m}$, the function $L(\kappa, \cdot)$ is concave.
2. For every $(\lambda, \alpha, \chi)$, the function $L(\cdot, (\lambda, \alpha, \chi))$ is convex and lower semi continuous.
3. The dual optimization problem (EC.17) has a nonempty and bounded set of optimal solutions.

Proof of 1. If $\kappa : \kappa_1^{(1)} + \kappa_2^{(2)} \geq 0 \forall (i, j) \in E$, then we know that $L(\kappa, \cdot)$ is concave with respect to $\lambda$ by Assumption 2, and affine with respect to $\alpha$ and $\chi$ in its domain $Y$ which is convex. In addition, if $\kappa$ does not belong to the above set, then $L(\kappa, \cdot) = \infty$ which is concave.

Proof of 2. For $(\lambda, \alpha, \chi) \in Y$, $L(\cdot, (\lambda, \alpha, \chi))$ is an affine function of $\kappa$, thus it is convex and lower semi continuous. For $(\lambda, \alpha, \chi) \notin Y$, we have $L(\cdot, (\lambda, \alpha, \chi)) = -\infty$ everywhere and thus it is convex and lower semi continuous.

Proof of 3. We already know that the dual objective function is convex and the constraints are affine. Now, we will show that the objective function is coercive which will suffice to show that the optimal solution is nonempty and bounded. Let $\hat{\lambda}_j^* > 0$ and $\hat{\lambda}_j^* \in \text{dom} F_j$ for all $j \in [m]$ and $\mu^* > 0_m$ and $\mu^* \in \Omega$. Then we have

$$
\sup_{\lambda_j \geq 0} \left\{ F_j(\lambda_j) \lambda_j + \kappa_j^{(2)} \right\} \geq \max \left\{ 0, F_j(\lambda_j^*) \lambda_j^* + \kappa_j^{(2)} \lambda_j^* \right\} \inf_{\mu \geq 0_m} \left\{ c(\mu^*) - \langle \kappa^{(1)}, \mu^* \rangle \right\} \leq \min \left\{ 0, c(\mu) - \langle \kappa^{(1)}, \mu \rangle \right\}
$$

The above results in the following lower bound on the objective function of the dual (EC.17).

$$
\sum_{j=1}^{m} \max \left\{ 0, F_j(\hat{\lambda}_j^*) \lambda_j^* + \kappa_j^{(2)} \lambda_j^* \right\} - \min \left\{ 0, c(\mu^*) - \langle \kappa^{(1)}, \mu^* \rangle \right\}.
$$ (EC.18)

Now, if $||\kappa|| \to \infty$ such that $\kappa_1^{(1)} + \kappa_2^{(2)} \geq 0$ for all $(i, j) \in E$, then there exists an $i \in [n]$ or a $j \in [m]$ such that either $\kappa_1^{(1)} \to \infty$ or $\kappa_2^{(2)} \to \infty$. This is true by the assumption that the bipartite graph is connected. This implies that (EC.18) $\to \infty$. Thus, the objective function of the dual (EC.17) $\to \infty$. Thus, it is coercive. This completes the proof.

Appendix F: Simulations: A Generic City Model

F.1. IC vs FB: IC

Motivated by our ridehailing example, we simulate the network given by Fig. EC.1 with linear supply and demand curves. In particular, the demand curves are $F_1(\lambda_1) = 10 - \lambda_1/2$, $F_2(\lambda_2) = 12 - \lambda_3/2$, $F_3(\lambda_3) = 12 - \lambda_3/2$, $F_4(\lambda_4) = 18 - \lambda_4$ and the supply curves are $G_1(\mu_1) = 3\mu_1 - 3$, $G_2(\mu_2) = 2\mu_2$, $G_3(\mu_3) = \mu_3$, $G_4(\mu_4) = 2.5\mu_4$ and $G_5(\mu_5) = \mu_5$. Each type of customer is described
by the destination they wish to go and each type of server is described the list of destinations or a single destination they wish to go. The compatibility between a pair of customer and server holds if they wish to go to the same destination. The penalty due to waiting \( c \) is given in Fig. EC.1 and is parametrized by a scalar \( \bar{c} \). For a given \((i,l)\) pair, \( c_{il} \) is high if the destinations are in the opposite directions and lower otherwise. For example, \( c_{14} \) is high as the choices of destination of type 1 server does not match at all with type 2 server. Now, we compare the solution of the fluid model for IC and FB:IC for different values of \( c \). The result is plotted in Fig. EC.5. We can observe that the two optimal solutions are not too different from each other. In addition, we parametrize the supply curve \( G_5 = i \times \frac{\bar{c}}{10} \) and analyze the fluid solution of FB:IC as \( i \) varies. The results are plotted in Fig. EC.3 and Fig. EC.4.

**F.2. Stochastic Simulations**

We analyze the proposed two price policy and max weight matching policy for \( \eta = \{1, 5, 10, 20, 30, 50, 100\} \) and report the percentage loss compared to the fluid upper bound for the
Appendix G: Extensions

G.1. Proof of Theorem EC.1 Quality Driven View

Proof of Theorem EC.1 In this proof, for a given pricing and matching policy $\pi \in \mathcal{E}$, we will use Theorem 2 to infer that $\mathbb{E}[(1_{n+m} - \bar{q})] \sim 1/\epsilon$ and use Theorem 3 to infer that $L(\pi) \sim \epsilon^2$. Lastly, if $\mathbb{E}[(1_{n+m} - \bar{q})] = C$, we obtain that $\epsilon \sim 1/C$ which shows that $L(\pi) \sim 1/C^2$. Now, we will make this intuition concrete.
By Theorem 2 there exists an $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$, we have

$$\mathbb{E}[(\mathbf{1}_{n+m}, \tilde{q}_i)] \geq \frac{\mathbf{1}_{n \times n} \circ \Sigma^{(1)} + \mathbf{1}_{m \times m} \circ \Sigma^{(2)}_{\min}}{8 \max\{m, n\} \epsilon}.$$ 

As, $\mathbb{E}[(\mathbf{1}_{n+m}, \tilde{q}_i)] = C$, we have

$$\epsilon \geq \frac{\mathbf{1}_{n \times n} \circ \Sigma^{(1)} + \mathbf{1}_{m \times m} \circ \Sigma^{(2)}_{\min} 1}{8 \max\{m, n\} C}.$$  

(EC.19)

Now, to use Theorem 3 we will construct a sequence of pricing and matching policies $\pi_\eta \in \mathcal{E}$ which satisfies the hypothesis of Theorem 3. The sequence $\pi_\eta$ is such that $\pi_\eta = \pi$ for some $\eta > \eta_1$ where $\eta_1$ is a parameter such that Theorem 3 holds for all $\eta > \eta_1$. This will give us a bound on $L(\pi_\eta) = L(\pi)$.

In particular, consider the sequence of pricing policies of the form (10). Now, we will specify the parameters $\alpha, \beta, \{\phi_j(\cdot)\}_j \in [m]$ which will completely specify $\pi_\eta$. Let $\alpha = 0, \beta = -0.5$ and $\{\phi_j(\cdot)\}_j \in [m]$ given by

$$\phi_j(q) = \frac{\lambda_j(q) - \tilde{\lambda}_j}{\epsilon} \quad \forall j \in [m], q \in S.$$ 

Now, we will verify Assumption 3 holds. In particular, Assumption 3(a) holds with $M = 1$ as follows:

$$|\phi_j(q)| = \frac{|\lambda_j(q) - \tilde{\lambda}_j|}{\epsilon} \leq 1 \quad \forall j \in [m].$$

Next, Assumption 3(b) holds by the choice of $\alpha$ and $\beta$. Lastly, we verify Assumption 3(c) holds. Consider a $q \in S$ such that either $q_i^{(1)} > K$ or there exists $j \in [m]$ such that $(i, j) \in E$ and $q_j^{(2)} > K$, then we have

$$|\phi_j(q)| = \frac{|\lambda_j(q) - \tilde{\lambda}_j|}{\epsilon} \geq \frac{\sigma \epsilon}{\epsilon} > \sigma \quad \forall j \in [m].$$

Now, note that the pricing policy for $\pi_{\epsilon^{-2}}$ is same as the pricing policy for $\pi$ as we have

$$\tilde{\lambda}_j + \phi_j(q)\epsilon^{-2.5} = \tilde{\lambda}_j + \phi_j(q)\epsilon = \lambda_j(q) \quad \forall j \in [m].$$

Finally, define $\epsilon_1 = \min\{\epsilon_0, (1 + \eta_1)^{-0.5}\}$ so that for any $\epsilon < \epsilon_1$, we have $\epsilon^{-2} > 1 + \eta_1$. Thus, for all $\epsilon < \epsilon_1$, by Theorem 3 we get

$$\tilde{R}^* - P(\pi) = \frac{\tilde{R}^*_{\epsilon^{-2}} - P_{\epsilon^{-2}}(\pi_{\epsilon^{-2}})}{\epsilon^{-2}} \geq K \epsilon^2 \geq K \left(\frac{\mathbf{1}_{n \times n} \circ \Sigma^{(1)} + \mathbf{1}_{m \times m} \circ \Sigma^{(2)}_{\min}}{8 \max\{m, n\}}\right)^2 \frac{1}{C^2}.$$ 

This completes the first part of the proof. Now, we will prove the theorem for two price policy and max-weight matching policy which we denote by $\pi$. We will use Lemma 2, Theorem 2 and Lemma 4. First, by Lemma 2 with $\epsilon_\eta = \epsilon'$, we have

$$\mathbb{E}[(\mathbf{1}_{n+m}, \tilde{q}_i)] \leq \frac{B}{\epsilon'^{\prime}}.$$
As, $E[\langle 1_{n+m}, \bar{q} \rangle] = C$, we have

$$\epsilon' \leq \frac{B}{\min_{i,j} \{s_i^{(1)}, s_j^{(2)} \}} C.'$$

Now, denote by $\pi_\eta$ the sequence of two-price policy and max-weight matching policy. As $\epsilon_\eta \downarrow 0$, there exists $\eta$ such that $\epsilon_\eta = \epsilon'$. Thus, by Lemma 1 we have

$$L_\eta(\pi) = \frac{L_\eta(\pi_\eta)}{\eta} = - (\epsilon')^2 \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j^* F''(\hat{\lambda}_j^*)}{2} + F_j'(\hat{\lambda}_j^*) \right) + O((\epsilon')^3)$$

$$\leq - \sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j^* F''(\hat{\lambda}_j^*)}{2} + F_j'(\hat{\lambda}_j^*) \right) \left( \frac{B}{\min_{i,j} \{s_i^{(1)}, s_j^{(2)} \}} \right)^2 \frac{1}{C^2} + O\left( \frac{1}{C^3} \right)$$

where, (*) follows by Definition 2 and as $\sum_{j=1}^{m} \left( \frac{\hat{\lambda}_j^* F''(\hat{\lambda}_j^*)}{2} + F_j'(\hat{\lambda}_j^*) \right) < 0$, (**) follows. This completes the proof.

**G.2. Proof of Proposition [EC.1] Waiting Time Model**

Proof of Proposition [EC.1] Consider a sequence of policies $\pi_\eta \in \mathcal{E}$ which satisfies the hypothesis given in Proposition [EC.1] By Little’s Law, we have

$$E\left[ q_j^{(2)} \right] = \eta E\left[ l_j^* (\bar{q}) \right] E\left[ w_j^{(2)} \right], \quad \forall j \in [m]$$

$$E\left[ q_i^{(1)} \right] = \eta E\left[ E_{\alpha q} [\mu_i] \right] E\left[ w_i^{(1)} \right], \quad \forall i \in [n]$$

The factor of $\eta$ on the RHS is due to the definition of asymptotic regime (Definition 2). By using the form of the pricing policy given by [10], we get

$$E[\langle s, \bar{w} \rangle] \geq \frac{1}{\eta} \left( \sum_{j=1}^{m} \frac{s_j^{(2)}}{\hat{\lambda}_j^* + M \eta^\beta} E\left[ q_j^{(2)} \right] + \sum_{i=1}^{n} \frac{s_i^{(1)}}{\hat{E}_{\alpha^*}[\mu_i]} E\left[ q_i^{(1)} \right] \right)$$

$$\geq \frac{\min_{i \in [n], j \in [m]} \left( \frac{2s_j^{(2)}}{3\hat{\lambda}_j^*}, \frac{s_i^{(1)}}{\hat{E}_{\alpha^*}[\mu_i]} \right)}{\eta} E\left[ \langle 1_{n+m}, \bar{q} \rangle \right], \quad \forall \eta > \left( \frac{\hat{\lambda}_j^*}{2M} \right)^{1/\beta}$$

$$\geq \frac{\min_{i \in [n], j \in [m]} \left( \frac{2s_j^{(2)}}{3\hat{\lambda}_j^*}, \frac{s_i^{(1)}}{\hat{E}_{\alpha^*}[\mu_i]} \right)}{\eta} \frac{1_{n \times n} \circ \Sigma^{(1)}(\hat{\alpha}^*) + 1_{m \times m} \circ \Sigma^{(2)}_{\min}}{8 \max\{m, n\} M} \eta^{-\beta - 1}, \quad \forall \eta > \left( \frac{\hat{\lambda}_j^*}{2M} + \frac{\epsilon_0}{M} \right)^{1/\beta},$$

where (a) follows by Assumption 3[a] i.e. $\phi_j(\cdot)$ is uniformly bounded by $M$ for all $j \in [m]$. Next, (b) follows by upper bounding $\eta^\beta$ for all $\eta > \left( \frac{\hat{\lambda}_j^*}{2M} \right)^{1/\beta}$. Lastly, (c) follows by Theorem 2 with $\epsilon = ME^\beta$.

Now, by using Theorem 3 for all $\eta > \max\{\eta_1, \left( \frac{\hat{\lambda}_j^*}{2M} + \frac{\epsilon_0}{M} \right)^{1/\beta} \}$ we get

$$L_\eta(\pi_\eta) = R^*_\eta - P_\eta(\pi_\eta) - E[\langle s, \bar{w}_\eta \rangle]$$

$$\geq \inf_{\beta \in (0]} \left\{ K_\eta^{2\beta + 1} + \min_{i \in [n], j \in [m]} \left( \frac{2s_j^{(2)}}{3\hat{\lambda}_j^*}, \frac{s_i^{(1)}}{\hat{E}_{\alpha^*}[\mu_i]} \right) \frac{1_{n \times n} \circ \Sigma^{(1)}(\hat{\alpha}^*) + 1_{m \times m} \circ \Sigma^{(2)}_{\min}}{8 \max\{m, n\} M} \eta^{-\beta - 1} \right\}$$

$$= K_\omega\eta^{-1/3},$$
where the last equality follows by equating $2\beta + 1 = -\beta - 1$ which results in the best trade off between profit and waiting time. This proves the first part of the proof. Now, let $\pi_\eta$ be the sequence of two-price policy and max-weight matching policy. Then, we have

$$E[⟨s, \bar{w}⟩] \leq \frac{1}{\eta} \left( \sum_{j=1}^{m} \frac{s_j^2}{\lambda_j^* - \epsilon_\eta} E[q_j^2] + \sum_{i=1}^{n} \frac{s_i}{E[\alpha^* | \mu_i]} E\left[q_i^1\right] \right)$$

$$\leq \max_{i \in [n], j \in [m]} \left\{ \frac{1}{\lambda_j^* - 1}, \frac{1}{E[\alpha^* | \mu_i]} \right\} \frac{E[⟨s, \bar{q}⟩]}{\eta}$$

$$\leq B \max_{i \in [n], j \in [m]} \left\{ \frac{1}{\lambda_j^* - 1}, \frac{1}{E[\alpha^* | \mu_i]} \right\} \frac{1}{\epsilon_\eta \eta},$$

where the last inequality follows by Lemma 2. Now, by Lemma (4), we get

$$L_\eta(\pi_\eta) \leq -\eta \epsilon_\eta^2 \sum_{j=1}^{m} \left( \frac{\tilde{\lambda}_j^* F''(\tilde{\lambda}_j^*)}{2} + F'_j(\tilde{\lambda}_j^*) \right) + O(\eta \epsilon_\eta^3) + B \max_{i \in [n], j \in [m]} \left\{ \frac{1}{\lambda_j^* - 1}, \frac{1}{E[\alpha^* | \mu_i]} \right\} \frac{1}{\epsilon_\eta \eta} = O(\eta^{-1/3}),$$

where the last equality follows by picking $\epsilon_\eta = \eta^{-2/3}$ to optimize the trade-off between $\eta \epsilon_\eta^2$ and $1/(\eta \epsilon_\eta)$. This completes the proof.

**□**

**G.3. General Utility Function**

**G.3.1. Probabilistic Fluid Model**

The probabilistic fluid model with the re-defined utility function is similar to (5) and is defined below:

$$\tilde{R}_c^* \triangleq \max_{(\tilde{\lambda}, \tilde{\alpha}, \tilde{\chi}): (\tilde{\alpha}, \tilde{\chi}) \in \Omega(\tilde{\lambda})} \left\{ \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - E[\tilde{\alpha} [c(\tilde{\mu}, \tilde{\chi})] \right\}$$

subject to

$$\tilde{\lambda}_j = \sum_{i=1}^{n} \tilde{\chi}_{ij} \quad \forall j \in [m]$$

$$E[\tilde{\alpha} | \tilde{\mu}_i] = \sum_{j=1}^{m} \tilde{\chi}_{ij} \quad \forall i \in [n]$$

$$\tilde{\chi}_{ij} = 0 \quad \forall (i, j) \notin E, \quad \tilde{\chi}_{ij} \geq 0 \quad \forall (i, j) \in E.$$

Here, $c(\cdot)$ is a function of the fluid server arrival rates $\tilde{\mu}$ and fluid matching rates $\tilde{\chi}$ and the probability distribution $\tilde{\alpha}$ is defined on the space of fluid server arrival rates $\Omega$. Now, we will show that Proposition 1 still holds for this general setting.

**PROPOSITION EC.4.** Let $\pi = (\lambda(\cdot), \alpha(\cdot), x(\cdot))$ be a feasible solution of (EC.3), then

$$R(\pi) \leq P(\pi) \leq \tilde{R}_c^*.$$ 

That is, the fluid profit is an upper bound for the stochastic profit and net profit.

We use the following key lemma in the proof which is presented below and the details of the proof of Proposition EC.4 is deferred to Appendix G.3.4.
Lemma EC.6. For a given stationary (w.r.t. \( q_e \)) Markovian pricing and matching policy \((\lambda(\cdot), \alpha(\cdot), x(\cdot))\), let \( \tilde{\lambda} = \mathbb{E}[\lambda(\tilde{q}_e)] \), \( \tilde{\alpha}_e(A) = \alpha_e(A \times S) \) for all Borel \( A \subseteq \Omega \) and \( \tilde{\chi} = \mathbb{E}[x(\tilde{q}_e)] \). If \((\lambda(\cdot), \alpha(\cdot), x(\cdot)) \in \mathcal{E}_c \), \( \mathbb{E}[(1_{n+m}, \tilde{q})] < \infty \) and \( x(\cdot) \) satisfies (3), then \((\tilde{\lambda}, \tilde{\alpha}_e, \tilde{\chi})\) is feasible in the probabilistic fluid problem (EC.20).

G.3.2. Multiple Pricing Policy and Random Matching

Proof of Corollary [EC.1] Using Lemma 2 on the secondary queues, we know that the system is stable and the expected queue length is finite. Now, by Lemma 1 and the one to one compatibility structure of the bipartite graph formed by the secondary queues, we have \( \mathbb{E}[\bar{y}_{ij}] = \bar{x}_{ij,e}^* \) for all \((i, j) \in E\). In particular, for a given \((i, j) \in E\), let \( r \) and \( d \) be such that \( ir \) and \( jd \) are compatible. Then, by taking expectation of (EC.5), we get

\[
\mathbb{E}[\lambda_{jd,\eta}(\tilde{q}_e)] = \mathbb{E}[\mathbb{E}_{q_{ie,\eta}}[\mu_{ir}]] = \mathbb{E}[\bar{y}_{ij}] \quad \forall (i, j) \in E
\]

\[
\Rightarrow \bar{x}_{ij,e} + \epsilon_{\eta} \left( \mathbb{P} \left[ q_{jd}^{(2)} = 0 \right] - \mathbb{P} \left[ q_{jd}^{(2)} > 0 \right] \right) = \bar{x}_{ij,e}^* = \mathbb{E}[\bar{y}_{ij}] \quad \forall (i, j) \in E. \tag{EC.21}
\]

In addition, as we have \( \alpha_{q_{ie, \eta}} = \tilde{\alpha}^* \) for all \( q_e \in S_e \), the system is in equilibrium. Now, we will show optimality. Applying Lemma 2 on the secondary queues, we have

\[
\mathbb{E}[(1_{[E]}, \tilde{\bar{q}_e})] = \mathbb{E}[(1_{n+m}, \tilde{q})] \leq B \frac{1}{\epsilon_{\eta}}
\]

for some \( B > 0 \). Now, we will show the profit loss is of the order \( \eta \epsilon_{\eta}^2 \) similar to the proof of Lemma 4. By Taylor’s series expansion, we have

\[
\frac{L^P_\eta(\pi_{\eta})}{\eta} = \left( \sum_{j=1}^{m} F_j(\bar{x}_{j,e}, \bar{x}_{j,e}^*) - \mathbb{E}[\mathbb{x}^*_e|\mu, \bar{x}_e^*] \right) - \mathbb{E} \left[ \sum_{j=1}^{m} F_j(\lambda_{j,\eta}(\tilde{q}_e), \lambda_{j,\eta}(\tilde{q}_e), \tilde{\alpha}_e^* - \mathbb{E}[\mathbb{x}^*_e|\mu, \bar{x}_e^*] \right]
\]

\[
= \sum_{j=1}^{m} F_j(\bar{x}_{j,e}, \bar{x}_{j,e}^*) - \mathbb{E} \left[ \sum_{j=1}^{m} F_j(\lambda_{j,\eta}(\tilde{q}_e), \lambda_{j,\eta}(\tilde{q}_e), \tilde{\alpha}_e^* - \mathbb{E}[\mathbb{x}^*_e|\mu, \bar{x}_e^*] \right]
\]

\[
= \sum_{j=1}^{m} F_j(\bar{x}_{j,e}, \bar{x}_{j,e}^*) - \mathbb{E} \left[ \sum_{j=1}^{m} F_j(\lambda_{j,\eta}(\tilde{q}_e), \lambda_{j,\eta}(\tilde{q}_e), \tilde{\alpha}_e^* - \mathbb{E}[\mathbb{x}^*_e|\mu, \bar{x}_e^*] \right]
\]

\[
= \sum_{j=1}^{m} F_j(\bar{x}_{j,e}, \bar{x}_{j,e}^*) - \mathbb{E} \left[ \sum_{j=1}^{m} F_j(\lambda_{j,\eta}(\tilde{q}_e), \lambda_{j,\eta}(\tilde{q}_e), \tilde{\alpha}_e^* - \mathbb{E}[\mathbb{x}^*_e|\mu, \bar{x}_e^*] \right]
\]

\[
\leq \epsilon_{\eta} \sum_{j=1}^{m} \left( \sum_{l=1}^{N(j)} \mathbb{P} \left[ q_{jd}^{(2)} = 0 \right] - \mathbb{P} \left[ q_{jd}^{(2)} > 0 \right] \right) \bar{x}_{j,e} + O(\epsilon_{\eta}^2) = O(\epsilon_{\eta}^2),
\]

where (*) follows by the Taylor’s series expansion and the higher order terms are denoted by \( O(\epsilon_{\eta}^2) \) and (**) follows by (EC.21). This completes the proof.
G.3.3. Two Pricing Policy and Improved Random Matching  Max-weight in the context of two-sided queues is equivalent to join the shortest queue (JSQ) algorithm in the context of load balancing. In addition, random matching in both these contexts are equivalent. The improved random matching we will present in this section is equivalent to join the idle queue (JIQ) in the context of load balancing. It is known in the literature that JIQ is better than random matching but worse than JSQ. In each decision epoch, we match $y_{ij}(k)$ number of $i$ type of servers to $j$ type of customers in expectation where $y_{ij}(k)$ is defined as follows:

$$y_{ij}(k) = \min \left\{ \frac{\tilde{\chi}_{ij,c}^*}{\mathbb{E}_{\alpha_c^*} [\mu_i]} (q_i^{(1)}(k) + a_i^{(1)}(k)), \frac{\tilde{\chi}_{ij,c}^*}{\lambda_j^c} (q_j^{(2)}(k) + a_j^{(2)}(k)) \right\}.$$ 

In particular, we divide the customers and servers waiting in the queues proportional to the fluid solution and then match as many as possible. This is precisely the feasible solution that we have used to prove Lemma EC.1. Thus, the optimality of two price policy with improved random matching will follow similarly and we omit the details for brevity. In addition, note that $\mathbb{E}[y_{ij}]$ is at least $\tilde{\chi}_{ij}^*$ if either one of $q_i^{(1)}$ or $q_j^{(2)}$ is larger than a constant. Thus, to show equilibrium, we need to analyze $\mathbb{P} \left[ \max\{q_i^{(1)}, q_j^{(2)}\} > c \right]$ and show that it converges to 1 as $\eta \to \infty$. This is intuitive as the queue lengths scale as $\eta^{1/3}$. Although, we do not have handle on the individual queue lengths and this is the major challenge to show equilibrium.

G.3.4. Proof of Proposition EC.4  We omit the details of the proof of Lemma EC.6 as it follows similarly as the proof of Lemma 11. Now, by Proposition EC.2 the optimization problem (EC.3) can be equivalently re-written as follows:

$$R_c^* = \sup_{(\lambda(\cdot), \alpha_c(\cdot), x(\cdot)) \in E} \mathbb{E}_{\bar{q}_e} [\langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle] - \mathbb{E}_{\alpha_c} [c(\mu, \mathbb{E}_{\bar{q}_e} [\bar{x}])] - \mathbb{E}_{\bar{q}_e} [\langle s, \bar{q} \rangle]$$ \hspace{1cm} (EC.22a)

subject to, \hspace{1cm} $\lambda(\bar{q}_e) \in \mathbb{R}^m_+$, \hspace{0.5cm} $\forall \bar{q}_e \in S_e$ \hspace{1cm} (EC.22b)

$satisfies$ \hspace{0.5cm} $[3]$ \hspace{1cm} (EC.22c)

$\alpha_c(\Omega(\mathbb{E}[\tilde{x}]) \times B_e) = \sum_{\bar{q}_e \in B_e} \psi_c(\bar{q}_e) \hspace{0.5cm} \forall B_e \subseteq S_e$ \hspace{1cm} (EC.22d)

$\psi_c(\cdot) = Stationary\ Distribution(\lambda(\cdot), \alpha(\cdot), x(\cdot))$. \hspace{1cm} (EC.22e)

Proof of Proposition EC.4  Consider a feasible policy $\pi = (\lambda(\cdot), \alpha(\cdot), x(\cdot))$ under which we have a stable Markov chain $\{\bar{q}_e(k) : k \in \mathbb{Z}_+\}$ as the policy is a stationary policy w.r.t. $\bar{q}_e \in S_e$. Now, we
will upper bound the net profit under $\pi$. We have

$$\mathbb{E}_{\bar{q}}[\langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle] - \mathbb{E}_{\alpha_{e}}[c(\mu, \mathbb{E}_{\bar{q}}[\bar{x}])] - \mathbb{E}_{\bar{q}}[\langle s, \bar{q} \rangle]$$

$$\leq \mathbb{E}_{\bar{q}}[\langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle] - \mathbb{E}_{\alpha_{e}}[c(\mu, \mathbb{E}_{\bar{q}}[\bar{x}])]$$

$$\leq \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \mathbb{E}_{\alpha_{e}}[c(\mu, \mathbb{E}_{\bar{q}}[\bar{x}])]$$

$$= \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \mathbb{E}_{\alpha_{e}}[c(\mu, \tilde{\lambda})]$$

$$= \langle F(\tilde{\lambda}), \tilde{\lambda} \rangle - \mathbb{E}_{\tilde{\alpha}_{e}}[c(\mu, \tilde{\lambda})],$$

where the last two equality follows by the definition of $\tilde{\lambda}$, $\tilde{\alpha}_{e}$ and $\tilde{x}$. Now, note that

$$\tilde{\alpha}_{e}(\Omega(\tilde{x})) = \alpha(\Omega(\tilde{x}) \times S_{e}) = \alpha(\Omega(\mathbb{E}[\tilde{x}] \times S_{e}) = \sum_{\bar{q} \in S_{e}} \psi_{e}(\bar{q}) = 1.$$ 

Thus, we have $\tilde{\alpha}_{e}(\Omega(\tilde{x})) = 0$ and as $\pi$ is an arbitrary policy, this proves the proposition.

**G.4. Pessimistic Equilibrium**

Similar to the Proposition EC.2, we can show the following:

**Lemma EC.7.**

$$\left\{ (\zeta, \alpha) : \alpha(\mathbb{R}^{n}_{+} \times B) = \sum_{\bar{q} \in B} \psi_{e}(\bar{q}), \zeta(\sigma^{-1}(C) \times B) = \alpha(C \times B) \forall B \subseteq S, C \subseteq \mathbb{R}^{n}_{+} \right\}$$

$$= \left\{ (\zeta_{B}, \alpha) : \exists \{\zeta_{B}, \alpha_{q} \}_{a \in \mathbb{R}^{n}_{+} \times S}, \{\alpha_{q} \}_{q \in \mathbb{R}^{n}_{+}} \text{s.t. } \forall f : \sigma^{-1}(\mathbb{R}^{n}_{+}) \times S \rightarrow \mathbb{R}, g : \mathbb{R}^{n}_{+} \times S \rightarrow \mathbb{R} \text{ we have} \right.$$ 

$$\mathbb{E}_{\zeta} [f(\mu, p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}} \left[ \mathbb{E}_{\alpha_{q}} \left[ \mathbb{E}_{\zeta_{B, \bar{q}}} [f(\mu, p^{(1)}, \bar{q})] \right] \right], \mathbb{E}_{\alpha} [g(p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}} \left[ \mathbb{E}_{\alpha_{q}} [g(p^{(1)}, \bar{q})] \right],$$

$$\zeta_{B, \bar{q}}(A) = \zeta_{B, \bar{q}}(A \cap \sigma^{-1}(p^{(1)}, \bar{q})), \alpha_{q}(C) = \alpha_{q}(C \cap \sigma^{-1}(q)), \forall A \subseteq \sigma^{-1}(\mathbb{R}^{n}_{+}) \times S, C \subseteq \mathbb{R}^{n}_{+} \times S \right\},$$

where only Borel measurable sets and functions are considered.

Note that, with a slight abuse of notation, we denote all the projection functions by $\sigma$. The domain and the range of the function will be clear from the context. The proof of the Lemma is provided at the end of the section. Now, using the result, we can re-write the pessimistic formulation in terms of joint distributions $(\zeta, \alpha)$ as follows:

$$R_{p}^{*} \triangleq \sup_{\pi=(\lambda(\cdot), \alpha(\cdot), \lambda(\cdot)) \in \mathcal{E}_{p}} \left\{ \inf_{(\zeta, \alpha) \in \mathcal{Z}_{p}(\pi)} \mathbb{E}_{\bar{q}}[\langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle] - \mathbb{E}_{\zeta} \left[ c(\mu, p^{(1)}) \right] - \mathbb{E}_{\bar{q}}[\langle s, \bar{q} \rangle] \right\}$$

$$\text{subject to, } \lambda(q) \in \mathbb{R}^{m}_{+}, \forall q \in S$$

$$\lambda(\cdot) \text{ satisfies } \mathbf{3}.$$

$$\zeta(\sigma^{-1}(C) \times B) = \alpha(C \times B) \forall C \subseteq \mathbb{R}^{n}_{+}, B \subseteq S \text{ and } C, B \text{ Borel}$$

$$\alpha(\mathbb{R}^{n}_{+} \times B) = \sum_{\bar{q} \in B} \psi_{e}(\bar{q}) \forall B \subseteq S \text{ and } B \text{ Borel}$$

$$\psi(\cdot) = \text{Stationary Distribution}(\lambda(\cdot), \alpha(\cdot), \lambda(\cdot), \zeta(\cdot)),$$
where $\sigma^{-1}(C) = \{ (\mu, p^{(1)}) : \mu \in \mathcal{M}(p^{(1)}), p^{(1)} \in C \}$. The inner infimum over all the possible equilibrium under which the system is stable is to make sure that the servers picks the set of arrival rates which minimizes the profit of the system operator. The outer supremum is the system operator picking a pricing policy which maximizes it’s profit. The constraint (EC.23d) is the consistency conditions which makes sure that the marginal distribution of $\zeta(\cdot)$ with respect to $(p^{(1)}, \bar{q})$ follows the the joint distribution of the pricing policy and stationary distribution $\alpha$. Intuitively, the drivers only have freedom to choose the distribution over $\mu$ as the prices are set by the system operator and the stationary distribution is the response of the system dynamics. Similarly, (EC.23e) is the consistency condition for $\alpha(\cdot)$. The marginal distribution of the pricing policy should coincide with the stationary distribution. For the above defined pessimistic model, the probabilistic fluid model can be written as follows:

$$\tilde{R}_\rho^* = \sup_{\tilde{\lambda}, \tilde{\alpha}, \tilde{\chi}} \left\{ \inf_{\zeta(\mu, p^{(1)})} \left\{ \left< F(\tilde{\lambda}), \tilde{\lambda} \right> - \mathbb{E}_\zeta [c(p^{(1)}, \mu)] \right\} \right\} \quad \text{(EC.24a)}$$

subject to,

$$\tilde{\lambda}_j = \sum_{i=1}^{n} \tilde{\chi}_{ij} \quad \forall j \in [m] \quad \text{(EC.24b)}$$

$$\mathbb{E}_\zeta [\mu_i] = \sum_{j=1}^{m} \tilde{\chi}_{ij} \quad \forall i \in [n] \quad \text{(EC.24c)}$$

$$\tilde{\chi}_{ij} = 0 \quad \forall (i, j) \notin E \quad \text{(EC.24d)}$$

$$\tilde{\zeta}(\sigma^{-1}(C)) = \tilde{\alpha}(C) \quad \forall C \subseteq \mathbb{R}_n^+ \text{ and } C \text{ Borel} \quad \text{(EC.24e)}$$

$$\tilde{\zeta}(\sigma^{-1}(\mathbb{R}_n^+)) = 1 \quad \text{(EC.24f)}$$

Similar to the model given by (EC.8), we impose a consistency condition (EC.24e) between the ‘averaged’ response of drivers $\tilde{\zeta}(\cdot)$ and the ‘averaged’ pricing policy $\tilde{\alpha}(\cdot)$. The last constraint restricts the drivers’ responses to the set of rates under which the system is in equilibrium. Now, we will show that this fluid model provides an upper bound on the achievable profit under any given policy.

**Proposition EC.5.** Let $\pi = (\lambda(\cdot), \alpha(\cdot), x(\cdot))$ be a feasible solution of (EC.8) then

$$R_\rho^*(\pi) \leq P_\rho(\pi) \leq \tilde{R}_\rho^*.$$

That is, the fluid profit is an upper bound for the stochastic profit and net profit.

Thus, this proposition provides us with an upper bound on the net average profit achievable under any policy. We now present the following lemma which is a crucial step in the proof of the proposition.

**Lemma EC.8.** For a given stationary Markovian pricing and matching policy $(\lambda(\cdot), \alpha(\cdot), x(\cdot))$, let $\tilde{\lambda} = \mathbb{E}[\lambda(\bar{q})]$, $\tilde{\alpha}(C) = \alpha(C \times \mathcal{S})$ for all Borel $C \subseteq \mathbb{R}_n^+$ and $\tilde{\chi} = \mathbb{E}[x(\bar{q})]$. If $(\lambda(\cdot), \alpha(\cdot), x(\cdot)) \in \mathcal{E}_\rho$, $\mathbb{E}[(1_{n+m}, \bar{q})] < \infty$ and $x(\cdot)$ satisfies (3), then $(\tilde{\lambda}, \tilde{\alpha}, \tilde{\chi})$ is feasible in the probabilistic fluid problem (EC.24).
We first use this lemma to prove the proposition and later prove the lemma.

Proof of Proposition EC.5 Given \((\lambda(\cdot), \alpha(\cdot), x(\cdot)) \in \mathcal{E}_\rho\), the profit under this policy can be written as follows:

\[
\inf_{\zeta \in \mathcal{Z}_\rho(\pi)} \left\{ \mathbb{E}_\zeta [\langle F(\lambda(\bar{q})), \lambda(\bar{q}) \rangle] - \mathbb{E}_\zeta [\varphi(\mu, p^{(1)})] \right\} \leq \inf_{\zeta \in \mathcal{Z}_\rho(\pi)} \left\{ \langle F(\bar{\lambda}), \bar{\lambda} \rangle - \mathbb{E}_\zeta [\varphi(\mu, p^{(1)})] \right\}
\]

\[
= \inf_{\tilde{\zeta} \in \mathcal{Z}_\rho(\pi)} \left\{ \langle F(\bar{\lambda}), \bar{\lambda} \rangle - \mathbb{E}_{\tilde{\zeta}} [\varphi(\mu, p^{(1)})] \right\},
\]

where \(\tilde{\zeta}(A) = \zeta(A \times S)\) for all Borel \(A \subseteq \sigma^{-1}(\mathbb{R}_n^+))\). Note that the consistency condition for \(\tilde{\alpha}\) and \(\tilde{\zeta}\) can be checked as follows:

\[\tilde{\zeta}(\sigma^{-1}(C)) = \zeta(\sigma^{-1}(C) \times S) = \alpha(C \times S) = \tilde{\alpha}(C) \quad \forall C \subseteq \mathbb{R}_n^+ \text{ and } C \text{ Borel}. \]

Proof of Lemma EC.8 By the hypothesis of the Lemma, we have \(\mathbb{E}_\zeta [\langle 1_{n+m}, \bar{q} \rangle] < \infty\). Thus, in steady state, we have \(\mathbb{E}[\bar{q}] = \mathbb{E}[\bar{q}^+] \Rightarrow \mathbb{E}[\bar{a}] = \mathbb{E}[\bar{x}]\), where we denote the queue length one time slot after \(\bar{q}\) by \(\bar{q}^+ = \bar{q} + \bar{a} - \bar{x}\). Now, we will simplify the RHS and LHS separately. We have

\[
\mathbb{E}[\bar{a}] = (\mathbb{E}_\zeta [\lambda(\bar{q})], \mathbb{E}_\zeta [\mu]) = (\bar{\lambda}, \mathbb{E}_\zeta [\mu]) = (\bar{\lambda}, \mathbb{E}_\zeta [\mu]). \quad (\text{EC.25})
\]

Also, note that

\[
\mathbb{E}_\zeta [\bar{x}^{(1)}] = \sum_{j=1}^{m} \mathbb{E}_\zeta [\bar{y}_{ij}] = \sum_{j=1}^{m} \bar{\chi}_{ij} \quad (\text{EC.26a})
\]

\[
\mathbb{E}_\zeta [\bar{x}^{(2)}] = \sum_{i=1}^{n} \mathbb{E}_\zeta [\bar{y}_{ij}] = \sum_{i=1}^{n} \bar{\chi}_{ij} \quad (\text{EC.26b})
\]

Now, equating (EC.25) and (EC.26) gives the lemma. \(\square\)

Once we obtain a fluid model which provides an upper bound on the achievable profit under any pricing and matching policy, we can define a two price policy and max-weight matching policy similar to the optimistic case. Retracing the same steps, we should be able to show that the resultant policy is asymptotically optimal. As this will mostly be repetition of the main content of the paper, we omit the details here and conclude our discussion on the pessimistic, probabilistic fluid model. Now, we conclude our discussion by presenting the proof of Lemma EC.7.

Proof of Lemma EC.7 Note that the push forward measure \(\alpha \circ \sigma^{-1}\) is given by

\[
\alpha \circ \sigma^{-1}(\bar{q}) = \alpha(\mathbb{R}_n^+ \times \{\bar{q}\}) = \psi(\bar{q}) \quad \forall \bar{q} \in S.
\]

Thus, by the disintegration theorem, there exists \(\psi\) almost everywhere \(\{\alpha_{\bar{q}}\}_S\) such that

\[
\alpha_{\bar{q}}(C) = \alpha_{\bar{q}}(C \cap \sigma^{-1}(\bar{q})) \quad \forall C \subseteq \mathbb{R}_n^+ \text{ and } \mathbb{E}_\alpha [g(p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}} [\mathbb{E}_{\alpha_{\bar{q}}} [g(p^{(1)}, \bar{q})]]. \quad (\text{EC.27})
\]
Next, note that the push forward measure $\zeta \circ \sigma^{-1}$ is given by
\[
\zeta \circ \sigma^{-1}(C \times B) = \zeta(\sigma^{-1}(C) \times B) = \alpha(C \times B) \quad \forall C \subseteq \mathbb{R}^n_+, B \subseteq S.
\]
Thus, again by the disintegration theorem, there exists $\alpha$ almost everywhere $\{\zeta_{p^{(1)}, \bar{q}}\}_{\mathbb{R}^n_+ \times S}$ such that
\[
\zeta_{p^{(1)}, \bar{q}}(A) = \zeta_{p^{(1)}, \bar{q}}(A \cap \sigma^{-1}(p^{(1)}, \bar{q})) \quad \forall A \subseteq \sigma^{-1}(\mathbb{R}^n_+) \times S
\]
\[
\mathbb{E}_\zeta[f(\mu, p^{(1)}, \bar{q})] = \mathbb{E}_\alpha[\mathbb{E}_{\zeta_{p^{(1)}, \bar{q}}} f(\mu, p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}}[\mathbb{E}_{\alpha_q} \mathbb{E}_{\zeta_{p^{(1)}, \bar{q}}} f(\mu, p^{(1)}, \bar{q})],
\]
where the last equality follows by (EC.27). This proves that the first set is a subset of the second set. Now, we will prove the opposite. For a set $B \subseteq S$ and $C \subseteq \mathbb{R}^n_+$, take $g(p^{(1)}, \bar{q}) = 1\{C \times B\}$. We have
\[
\alpha(C \times B) = \mathbb{E}_\alpha[g(p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}}[\mathbb{E}_{\alpha_q}[g(p^{(1)}, \bar{q})]] = \mathbb{E}_{\bar{q}}[\alpha_q(C \times B)]
\]
\[
= \mathbb{E}_{\bar{q}}[\alpha_q(C \times \{\bar{q}\})1\{\bar{q} \in B\}] = \sum_{\bar{q} \in B} \alpha_q(C \times \{\bar{q}\}) \psi(\bar{q})
\]
\[
= \sum_{\bar{q} \in B} \alpha_q(C \times S) \psi(\bar{q}).
\]
Take $C = \mathbb{R}^n_+$ to get $\alpha(\mathbb{R}^n_+ \times B) = \sum_{\bar{q} \in B} \psi(\bar{q})$. Now, take $f(\mu, p^{(1)}, \bar{q}) = 1\{\sigma^{-1}(C) \times B\}$ to get
\[
\zeta(\sigma^{-1}(C) \times B) = \mathbb{E}_\zeta[f(\mu, p^{(1)}, \bar{q})] = \mathbb{E}_{\bar{q}}[\mathbb{E}_{\alpha_q}[\mathbb{E}_{\zeta_{p^{(1)}, \bar{q}}} f(\mu, p^{(1)}, \bar{q})]]
\]
\[
= \mathbb{E}_\alpha[\mathbb{E}_{\zeta_{p^{(1)}, \bar{q}}} f(\mu, p^{(1)}, \bar{q})] = \mathbb{E}_\alpha[\zeta_{p^{(1)}, \bar{q}}(\sigma^{-1}(C) \times B)]
\]
\[
= \mathbb{E}_\alpha[\zeta_{p^{(1)}, \bar{q}}(M(p^{(1)}) \times \{p^{(1)}\} \times \{\bar{q}\})1\{p^{(1)} \in C, \bar{q} \in B\}]
\]
\[
= \mathbb{E}_\alpha[1\{p^{(1)} \in C, \bar{q} \in B\}] = \alpha(C \times B).
\]
This proves that the second set is a subset of the first set. Thus, the proof is complete. \qed

Appendix H: Technical Details

H.1. Borel Measurability of the Cost Function

We recap the cost function is given in (2) below for the convenience of the reader.
\[
c(\mu) = \min_{p^{(1)} \in M(\mu)} \langle p^{(1)}, \mu \rangle.
\]
Note that, using the Lemma [EC.4] and Lemma [EC.5] we can write the cost function as the value function of a non-linear mixed-integer optimization program. In particular, the only integer variables are $b \in \{0, 1\}^{n \times n}$. Note that, we can equivalently write the cost function as follows:
\[
c(\mu) = \min_{b \in \{0, 1\}^{n \times n}, \sum_{i=1}^n b_{ii}=1 \forall i \in [n]} \left\{ \min_{p^{(1)} \in M(\mu)} \langle p^{(1)}, \mu \rangle \text{ s.t. } b = \bar{b} \right\}.
\]
Now, denote the inner minimum as the function $c_b(\mu)$ and note that it is of the form of standard non-linear optimization program. The objective function is continuous and it can be easily checked that all the constraints are also continuous in $\mu$, $p^{(1)}$, and auxiliary variables. Thus, by (Rockafellar and Wets 2009, Theorem 14.36) we conclude that the set mapping defined by the constraint set is closed and measurable. Next, by (Rockafellar and Wets 2009, Example 14.32) the sum of the objective function and the indicator of the constraint set is normal integrand. Finally, by (Rockafellar and Wets 2009, Theorem 14.37) the function $c_b(\mu)$ is Borel measurable. This implies that the cost function is Borel measurable as the outer minimum is over a finite set.

\[ \square \]

H.2. Existence of Optimal Solution of Probabilistic Fluid Model

By (Shapiro et al. 2014, Proposition 6.40), the probabilistic fluid model can be equivalently written as an optimization program over a finite set of variables given by

\[
\max_{\lambda, \mu_i^l, \chi, \beta} \langle F(\lambda), \lambda \rangle - \sum_{l=1}^{n+1} c(\mu^l) \beta_l \\
\text{subject to, } \lambda_j = \sum_{j=1}^{n} \chi_{ij} \forall j \in [m], \quad \sum_{l=1}^{n+1} \beta_l \mu^l_i = \sum_{j=1}^{m} \chi_{ij} \forall i \in [n] \\
\chi_{ij} = 0 \forall (i, j) \notin E, \quad \chi_{ij} \geq 0 \forall (i, j) \in E, \quad \langle 1_{n+1}, \beta \rangle = 1, \quad \beta \geq 0_{n+1}.
\]

Now, by substituting the definition of the cost function, we get

\[
\max_{\lambda, \mu_i^l, p_{(1)}^l, \chi, \beta} \langle F(\lambda), \lambda \rangle - \sum_{l=1}^{n+1} \langle \mu^l, p_{(1)}^l \rangle \beta_l \\
\text{subject to, } \lambda_j = \sum_{j=1}^{n} \chi_{ij} \forall j \in [m], \quad \sum_{l=1}^{n+1} \beta_l \mu^l_i = \sum_{j=1}^{m} \chi_{ij} \forall i \in [n] \\
\chi_{ij} = 0 \forall (i, j) \notin E, \quad \chi_{ij} \geq 0 \forall (i, j) \in E, \quad \langle 1_{n+1}, \beta \rangle = 1, \quad \beta \geq 0_{n+1} \\
p_{(1)}^l \in M(\mu^l) \forall l \in [n+1].
\]

Note that the objective function is continuous and the feasible region is closed (given by inequality, equality constraints and binary variables). We assume that following:

Assumption EC.1. There exists $M > 0$ such that $(\lambda, \mu, p^{(1)}) \leq M1_{m+2n}$.

Under this mild assumption, the constraint set is also bounded. Thus, the constraint set is compact. As the objective function is continuous and the constraint set is compact, there exists an optimal solution.