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I. Introduction: Time is Ripe for Ex-Post Estimations using NTMs

The importance of tariffs as a trade policy tool for international trade in non-agricultural goods has diminished since the establishment of the General Agreement on Tariffs and Trade (GATT) in 1948. However, non-tariff measures (NTMs) and free trade agreements (FTAs) regulating trade issues beyond tariff cuts have been on the rise since the mid-1990s. Although tariff data and trade data are abundant, data work on NTMs is still in its infancy. Research on the economic implications of NTMs is evolving, as are different data collection methods, measurement and estimation procedures.

This paper aims to shed light on how information on NTMs can be best used for empirical analysis. To do so, we model NTMs for the analysis of trade flows between the European Union (EU) and South Korea (KR) in a structural gravity setting and evaluate multiple indicators of NTMs based on their ability of predicting trade flows by performing an ex-post estimation.

South Korea is chosen because it is the first trading partner with which the EU has established a deep and comprehensive second-generation FTA, reaching far beyond tariff cuts. As such, it is the first EU trade agreement, where the analysis of NTMs is a relevant research topic. It was provisionally applied from mid-2011 and entered fully into force in December 2015. However, it was not the last economy in Asia with which the EU has negotiated deep agreements. The EU-Japan Economic Partnership Agreement (EPA) entered into force on 1 February 2019, the FTA with Singapore on 21 November 2019 and the FTA with Vietnam on 1 August 2020. Negotiations with other countries – partly to modernise existing agreements – are ongoing.

Although several ex-ante studies on the EU-KR agreement were conducted, ex-post evaluations are still scarce. In view of the revival of bilateral and plurilateral FTA negotiations, partly accelerated by growing trade tensions between China and the US, it is worth reviewing strategies for the evaluation of the ‘role model’ of today’s FTA negotiations.

The paper is structured as follows. The reminder of section I describes different ways in which NTMs enter econometric analysis in the literature and illustrates what these measures look like if applied to a comprehensive NTM dataset (WTO I-TIP). Section II briefly reviews the EU-KR FTA, and describes the structural gravity model and the data used to perform the ex-post estimation. Section III presents empirical results and section IV provides our conclusions.
1. NTMs in Different Shapes

When policy makers communicate (expected) gains from trade deals to the public, they primarily refer to tariffs. Tariffs are relatively easy to understand and the effects of tariff cuts seem rather obvious: ideally, when duties fall, trading becomes cheaper, prices for companies and consumers should fall, and trade volumes should rise. The forms of NTMs – ranging from standard-like regulations, through temporary trade defence measures to special trade instruments for the protection of the agricultural sector – are diverse and their impact ambiguous as they often affect multiple spheres and may represent different consumer preferences. NTMs still constitute ‘an elusive class of measures that inhabit the twilight zone between trade policy and national regulation’ (UNCTAD and World Bank, 2018), which, however, are regularly placed on the trade negotiation table.

The perception of NTMs as murky trade policy instruments (Evenett, 2019) might well change with the efforts undertaken to make their application more transparent and measurable. Until recently, economists have often had to set up their own product- and country-specific NTM datasets for work on their research questions.1 However, extensive datasets covering a wide range of products and countries are emerging. The first of its kind was developed for antidumping measures (Bown, 2005). Since 2006, international organisations have been joining forces in a Multi-Agency Support Team (MAST)2 to improve the classification, collection and use of information on NTMs for academics and policy makers. Since then, data on antidumping activities have been complemented by more types of contingent protection measures by the World Bank (Bown, 2016). Joint efforts by international institutions have also led to a database of indices for several NTM types (Gourdon, 2014), provided by CEPII.

To the best of our knowledge, there are three truly comprehensive datasets covering a wide range of countries and NTM types.3 UNCTAD’s Trade Analysis Information System (TRAINS) and the Global Trade Alert (GTA) by CEPR have collected information, primarily from official sources, since the onset of the global economic and financial crisis in 2008. The third dataset is the WTO’s Integrated Trade Intelligence

1 See e.g., Li and Beghin (2014) and Peterson et al. (2013).
2 See https://unctad.org/en/Pages/DITC/Trade-Analysis/Non-Tariff-Measures/MAST-Group-on-NTMs.aspx.
3 A detailed classification of types of NTMs, including examples, is provided by UNCTAD (2019).
Portal (I-TIP), which covers publicly available information on notifications of NTMs to the WTO since its establishment, as well as complaints raised against trading partners in the form of specific trade concerns (STCs). We make use of the wiw NTM Data: in this, data from the WTO I-TIP has been complemented by non-duplicate NTMs in the Temporary Trade Barriers Database (TTBD) compiled by Bown (2016) and enhanced by imputing missing 6-digit product codes of the Harmonised System (HS) (Grübler and Reiter, 2020).\(^4\) We are aware that notifications data tend to suffer from notification biases (Bacchetta et al., 2012), in particular for smaller and less developed economies. However, the data have compensatory advantages: they reach back to 1995 and provide detailed accounts for so-called standard-like NTMs, i.e. sanitary and phytosanitary measures (SPS) and technical barriers to trade (TBTs), which feature prominently in the EU’s second-generation FTAs.

In addition to different NTM data collection approaches and focuses on different measures, countries and products, NTMs enter econometric analysis in different ways. A first-best measure would be able to capture the quantitative and qualitative differences of regulations between trading partners. However, this information is typically neither available nor directly quantifiable.\(^5\) Different indirect measures developed in the literature have therefore been used to estimate effects of NTMs (discussed, for example, in Ferrantino, 2006; Berden and Francois, 2015 and UNCTAD and World Bank, 2018). A meta-analysis by Santeramo and Lamonaca (2019) on agri-food trade underscores the heterogeneity of findings in the empirical literature, varying by types of NTMs, proxies for NTMs, the level of detail of studies and methodological issues. Their results suggest that trade effects are overestimated by types of NTMs but underestimated by proxies of NTMs.

Frequently used indicators in the empirical literature include the following\(^6\):

\(^4\) The first version of this data was produced as part of the project PRONTO (Productivity, Non-Tariff Measures and Openness) under the European Union’s Seventh Framework Programme under grant agreement no. 13504 and has been documented in Ghodsi et al. (2017). Grübler and Reiter (2020) provide updated and revised evidence on NTMs with special focus on the EU.

\(^5\) Exceptions include work by Li and Beghin (2014), who collected data on regulations on maximum residue limits (MRLs) deviating from international standards; or work by Fernandes et al. (2019) using the Homologa database for MRLs.

\(^6\) Further measures that aim to capture the intensity of NTMs’ use and their price and quantity impacts are currently evolving in the international trade literature. Different econometric methods are used to translate NTMs into ad valorem equivalents that can be understood as the impact of NTMs on import prices, which are in turn more comparable to tariffs. These are derived either through direct translations of NTM restrictions or by estimating the impact of NTMs on import prices.
Frequency indices show how many products are affected by NTMs (e.g. Fernandes et al., 2019; Bao and Qiu, 2010; Cadot, Munadi and Ing, 2015 and Nicita and Gourdon, 2013).

Coverage ratios represent the share of trade flows affected by NTMs (e.g. Bao and Qiu, 2010; Bora et al., 2002 and Wood et al., 2019).

Dummy variables take the value of 1 if any NTM applies to a traded product and 0 otherwise (e.g. Arita et al., 2017; Cadot and Gourdon, 2016; Beghin et al., 2015 and Kee et al., 2009).

Count or intensity measures indicate how many regulations are notified each year for each product and can be used to compute the stock of regulations per product (e.g. Dal Bianco et al., 2016 and Ghodsi et al., 2016, 2017). Dividing the count measure by the total number of (potential or traded) products, UNCTAD and World Bank (2018) refer to the prevalence score, or – in the world trade-weighted case – to regulatory intensity. Related to the prevalence score is the measure for distance in regulatory structure (Cadot, Asprilla, Gourdon et al., 2015).

Especially in the context of evaluating FTAs, economists are eager to collect relevant information across a wide range of countries in order to appropriately account for multilateral resistances. As mentioned above, we use the wiww NTM data based on WTO I-TIP and TTBD (Grübler and Reiter, 2020). In total, this data provides information on ten types of NTM notifications and STCs raised at the WTO for 148 NTM-imposing WTO members and 195 trading partners for the period 1995-2019.

The following NTM indicators are computed at the bilateral level of each NTM-imposing country \( j \) for every exporter \( i \), NTM type \( n \), year \( t \) and over HS 6-digit products \( k \) (Table 1). To improve readability, we have chosen not to show the subscripts \( n \) and \( t \).

observations of price changes (e.g. Cadot and Gourdon, 2016), indirectly by transforming effects on trade by means of import demand elasticities to quasi-price effects (Bratt, 2017; Ghodsi et al., 2016 and Kee et al., 2009), or a combination of price-based and quantity-based approaches (Cadot et al., 2018).

7 There are some limitations to the stock variable, as the date of withdrawal of NTMs is often not available, resulting in stock figures that are too high.

8 We would like to stress for readers who are familiar with the indicators presented by UNCTAD and World Bank (2018) that our measures are bilateral in nature and computed separately for each NTM type, i.e. \#NTM corresponds to the total number of notifications of a specific NTM type.
Table 1. NTM Indicators under Review

| Indicator            | Formula                                                                 | Description                                                                                                                                 |
|----------------------|-------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| Frequency index      | \( F_{ij} = \frac{\sum_{k=1}^{n} NTM_{ijk} D_{ijk}}{\sum_{k=1}^{n} D_{ijk}} \times 100 \) | where \( D_{ijk} \) is a dummy variable indicating whether country \( i \) exported any quantity of product \( k \) to importing country \( j \) in year \( t \). \( NTM_{ijk} \) is a dummy variable capturing whether an NTM applied to this trade flow. The division by the total number of traded products results in an index ranging between 0 and 100. |
| Coverage ratio       | \( CR_{ij} = \frac{\sum_{k=1}^{n} NTM_{ijk} V_{ijk}}{\sum_{k=1}^{n} V_{ijk}} \times 100 \) | where \( V_{ijk} \) is the import volume of product \( k \) between trading partners \( i \) and \( j \). It can hence be interpreted as a trade-weighted frequency index, ranging between 0 and 100. |
| Prevalence score     | \( PS_{ij} = \frac{\sum_{k=1}^{n} \#NTM_{ijk} D_{ijk}}{\sum_{k=1}^{n} D_{ijk}} \times 100 \) | where \( \#NTM_{ijk} \) corresponds to the number of NTMs applying to bilateral trade of a particular product. |
| Regulatory intensity | \( RI_{ij} = \sum_{k=1}^{n} s_k^w \frac{\#NTM_{ijk} D_{ijk} - \#NTM_{k}}{\#NTM_{k}} \) | where \( \#NTM_{k} \) represents the average number of NTMs applying to product \( k \) across all countries. \( \sigma \#NTM_{k} \) is the standard deviation. The bilateral measure is further weighted by the share of product \( k \) in total world imports \( s_k^w \). |

2. NTM Types Applicable to EU-South Korea Trade Relations

We focus on five types of NTMs. There are two forms of standard-like NTMs: technical barriers to trade (TBTs) and sanitary and phytosanitary measures (SPS). These two types of NTMs constitute more than two-thirds of all notifications to the WTO, with more than 27,000 TBTs recorded for 141 economies and more than 20,000 SPS measures collected across 128 economies (Grübler and Reiter, 2020).

TBTs apply to all trading partners. Some of the most trade-impeding measures can be detected through STCs that countries can raise at the WTO against TBT-imposing economies. For example, at the meeting of the Committee on Technical Barriers to Trade in November 2019, the EU raised concerns regarding a labelling requirement proposed by South Korea for alcoholic beverages, aiming at reducing risks associated
with drink-driving by showing pictures of a traffic accident and a warning statement. In particular, trading partners stressed the need to receive guidance on the final wording of the labels and pictures to be shown and asked for a transition period in order to be able to adapt products intended for export to South Korea.

SPS may also take the form of bilateral measures. During the period 1995-2019, South Korea applied multiple bilateral SPS measures on animal and vegetable products against the EU or selected EU Member States, while no such measure was recorded for the EU against South Korea (Figure 1). One of the most recent notifications refers to plant protection. As of June 2018, South Korea prohibited the importation of host plants of a plant pest (Candidatus Liberibacter solanacearum) from Finland, France, Germany, Italy, Spain, Sweden and six non-EU countries.

We further consider three types of contingent protection measures in our analysis: antidumping (ADP), countervailing duties (CVD) and safeguard measures (SFG). ADP measures aim to counteract the adverse effects of predatory price dumping. The latest information on ADP covered by the WTO I-TIP database refers to the semi-annual reports for the second half of 2019. South Korea initiated an ADP filing against Italy for glassine paper in March 2019 but withdrew this by mid-August that year. However, other definite measures continue to be in force against Finland, France, Italy and Spain. As of December 2019, EU ADP duties against South Korea applied to flat-rolled products of electrical steel, steel wire ropes, tube or pipe fittings, and thermal lightweight paper. Furthermore, a filing was initiated in October 2019 on heavyweight thermal paper.

Across all WTO members, ADP measures are notified ten times as often as CVD. The latter are temporary measures to neutralise negative effects of subsidised exports of trading partners for the domestic market. The EU has used CVD against South Korea in the past, but the converse has not occurred (Figure 1). The most recent CVD were applied to dynamic random-access memory chips (DRAMs) between 2005 and 2009, when the South Korean government directed banks to bail out the company Hynix, inflicting losses on the European chip industry.

---

9 WTO document G/TBT/M/79 referring to G/TBT/N/KOR/817.
10 WTO document G/ADP/N/335/KOR: Finland: coated printing paper; France: butyl glycol ether; Italy and Spain: stainless steel bars.
11 WTO document G/ADP/N/335/EU.
12 See EC (2007) and WTO documents: G/SCM/N/130/EEC, G/SCM/N/138/EEC, G/SCM/N/195/EEC.
Safeguards represent a third type of contingent protection. They should help economies to adjust to a sudden surge of imports of a specific product. They apply for all trading partners alike but might ultimately only affect certain countries. The WTO I-TIP database records SFG for 59 economies, led by India (57 measures over the period 1995-2019), followed by Indonesia (34), Turkey (29), Chile (24), the US (19) and Jordan (19). The EU (6) and South Korea (4) did not use them during the last decade.

Figure 1. Types of Bilateral NTMs Applying between the EU and KR

Note: Product descriptions refer to sections of the Harmonised System (HS).
Sources: wiiw NTM Data based on WTO I-TIP and TTBD (1995-2019); authors’ calculations.

Table 2. Potential and Actual Application of SSG by South Korea and the EU

| WTO member | Tariff lines | with SSG in % | Measure type     | Avg. # of measures |
|------------|--------------|---------------|------------------|--------------------|
|            |              |               |                  | 2006-2010   2011-2015 |
| South Korea| 1,576        | 123           | 7.8              | Price-based 6      | 1.3        |
|            |              |               |                  | Volume-based 5     | 0          |
| EU         | 2,200        | 685           | 31.1             | Price-based 21     | 16.5       |
|            |              |               |                  | Volume-based -     | -          |

Source: WTO (2017).

Finally, we consider special safeguards (SSG) applicable to agricultural imports. Thirty-nine members of the WTO reserved the right to impose extra tariffs on certain agricultural products, if imports thereof sharply increase or prices fall below a certain threshold. For the EU, 685 products may potentially be affected by SSG, representing
almost one-third of all agricultural tariff lines. In the case of South Korea, 123 are potentially subject to SSG, roughly 8% of agricultural tariff lines (Table 2). These temporary tariffs apply to all trading partners. Over time, both South Korea and the EU have made less use of this policy instrument. However, the EU has applied it to significantly more products than South Korea and to different product groups. SSG in the EU were triggered for sugar and meat products, whereas South Korea applied SSG to fruits, vegetables and plants (WTO, 2017).

3. Evolution of Indicators across NTM Types

For each of the five types of NTMs, we calculated bilateral annual frequency indices (FI), coverage ratios (CR), prevalence scores (PS) and regulatory intensity (RI) indicators, which enter our subsequent structural gravity model estimation (Table 3). The FI and CR range between 0 and 100. For contingent protection measures and SSG, mean values are well below 1. For TBTs and SPS measures, they range between 11 and 35, i.e., across all country pairs and years (1995-2017) roughly 34% of products and 35% of import volumes were affected by TBT, while 11% of product lines and 15% of import flows were subject to SPS.

The minimum of the PS is also zero, however its maximum is not pre-defined. It can be interpreted as an FI scaled by the number of NTM regulations applicable. For contingent protection measures, values are almost identical to the FI, as multiple ADP/CVD/SSG per 6-digit product would be applicable only if several products at a more detailed product level (e.g. 12-digit) were subject to measures. The situation is very different for SPS measures and TBTs. The same product may be subject to labelling requirements, authorisation requirements, tolerance limits for residues of substances (e.g. pesticides), mandatory tests, certificates etc. This boosts the mean PS for TBTs to 291 and the mean PS for SPS measures to 153, with maximum values exceeding 10,000 for both NTM types.

The RI can be positive if the number of NTMs a product k faces between trading partners i and j exceeds the average number of NTMs applied to product k worldwide, i.e. if it is ‘relatively overregulated’. This implies that the indicator can also be negative.

The CR provides interesting and easily understandable descriptive insights. However, it suffers from an endogeneity bias when used for econometric analysis, as quasi-prohibitive NTMs reduce the volume of imports of the affected product. The RI aims to correct this shortcoming by weighting the NTM counts by the share of imports of
product \( k \) in world trade. In this way, it can still account for the importance of a product in international trade. The measure is skewed to the right, with minimum values never exceeding -1.1 but maximum values ranging up to 24 for ADP.

### Table 3. Summary Statistics for Indicators across NTM Types

| Indicator          | NTM type     | Mean  | Std. Dev. | Min. | Max. |
|--------------------|--------------|-------|-----------|------|------|
| ** Frequency index (FI)** | Standard-like | \( TBT_j \) | 34.25 | 39.03 | 0    | 100  |
|                    |              | \( SPS_j \) | 11.25 | 20.55 | 0    | 100  |
|                    | Contingent protection | \( ADP_j \) | 0.05 | 0.59  | 0    | 100  |
|                    |              | \( CVD_j \) | 0.01 | 0.24  | 0    | 100  |
|                    |              | \( SFG_j \) | 0.26 | 2.69  | 0    | 100  |
|                    | Agricultural | \( SSG_j \) | 0.11 | 1.41  | 0    | 100  |
| ** Coverage ratio (CR)** | Standard-like | \( TBT_j \) | 35.33 | 42.15 | 0    | 100  |
|                    |              | \( SPS_j \) | 15.43 | 29.30 | 0    | 100  |
|                    | Contingent protection | \( ADP_j \) | 0.18 | 2.19  | 0    | 100  |
|                    |              | \( CVD_j \) | 0.04 | 1.30  | 0    | 100  |
|                    |              | \( SFG_j \) | 0.25 | 3.34  | 0    | 100  |
|                    | Agricultural | \( SSG_j \) | 0.30 | 4.06  | 0    | 100  |
| ** Prevalence score (PS)** | Standard-like | \( TBT_j \) | 290.80 | 683.60 | 0    | 11,500 |
|                    |              | \( SPS_j \) | 152.60 | 573.30 | 0    | 19,200 |
|                    | Contingent protection | \( ADP_j \) | 0.06 | 0.66  | 0    | 100  |
|                    |              | \( CVD_j \) | 0.01 | 0.24  | 0    | 100  |
|                    |              | \( SFG_j \) | 0.26 | 2.71  | 0    | 100  |
|                    | Agricultural | \( SSG_j \) | 0.25 | 3.15  | 0    | 300  |
| ** Regulatory intensity (RI)** | Standard-like | \( TBT_j \) | 0.01 | 0.85  | -0.95 | 16.76 |
|                    |              | \( SPS_j \) | -0.05 | 0.71  | -1.09 | 12.98 |
|                    | Contingent protection | \( ADP_j \) | -0.02 | 0.23  | -0.32 | 23.79 |
|                    |              | \( CVD_j \) | -0.02 | 0.41  | -0.23 | 21.19 |
|                    |              | \( SFG_j \) | 0.01 | 0.62  | -0.65 | 23.72 |
|                    | Agricultural | \( SSG_j \) | 0.01 | 0.60  | -0.77 | 19.54 |

Sources: wiwi NTM Data based on WTO I-TIP and TTBD (1995-2019); authors’ calculations.

The following figures represent simple averages across countries and show that the interpretation of the evolution of NTMs may differ significantly by indicator. Throughout, we show SPS and TBTs in one graph and group the remaining trade defence and agricultural measures together.

Frequency indices grew strongly for TBTs and SFG. SPS measures grew steadily as well, but not as fast as TBTs. No clear trend is visible for ADP, CVD and SSG.
Coverage ratios, which take affected trade volumes into account, reduce the gap between TBTs and SPS measures through a stronger uptick of the latter. They dissolve the upward trend of SFG, which display a higher volatility. Although frequency indices give the impression that SFG are by far the most important contingent NTMs, coverage ratios indicate that ADP and SSG are equally important.

Prevalence scores, which weigh frequency indices not by trade volumes but by the number of notifications applicable to the same product, suggest that the wedge between TBTs and SPS measures has strongly increased since about the year 2010. The rescaling of the PS also makes SFG and SSG look much more alike.

Finally, regulatory intensities show mainly positive values for TBTs, SFG and SSG, but negative scores for SPS measures, ADP and CVD. The average across imposing economies can be negative, especially when the measure is used only by a few economies or if some countries use the instrument very intensely, which pushes up the mean.

Figure 2. FI and CR across NTM Types over Time, Average across Imposing Economies

Notes: Simple average across all importer-exporter country pairs. EU measures are assigned to every EU Member State.
Sources: wiiw NTM Data based on WTO I-TIP, TTBD; authors’ calculations.
II. Evaluating the Value added of NTMs in Trade Policy Analysis

The European Commission distinguishes four different types of FTAs. Most EU-FTAs in force are so-called first-generation FTAs, which were concluded prior to the announcement of the EU’s Global Europe strategy (EC, 2006). Economic Partnership Agreements (EPAs) were established with African, Caribbean and Pacific (ACP) economies to address special development needs. Deep and Comprehensive Free Trade Areas (DCFTAs), in contrast, focus on Europe’s neighbourhood. Finally, second-generation – or new-generation – agreements are deep reciprocal FTAs that extend much further than tariff concessions, touching upon topics such as competition, intellectual property rights, sustainable development and standards.

The EU-KR agreement was the very first of the EU’s second-generation agreements and hence served as a benchmark for future agreements (Figure 4). Between 2013 and 2017, agreements with nine economies in Central America or in the Andean Community
started to apply. The trade part of the Comprehensive Economic and Trade Agreement (CETA) with Canada has provisionally been applied since 21 September 2017. Japan and Singapore followed suit in 2019 and Vietnam in 2020.

NTMs feature prominently in these agreements. Separate chapters are devoted to SPS measures and TBTs. In this context, the text analysis performed by Allee et al. (2017) for EU agreements with Canada, Central America, Singapore and South Korea suggests that new-generation trade agreements do not push for harmonisation towards European standards but rather for establishing an equivalence of differing rules or agreement on international standards.

Figure 4. Second-generation EU Trade Agreements

Sources: EC (2019); authors’ illustration.

Depending on the bargaining power of trading partners, agreement on common standards may result in upgrading or downgrading of standards. Aisbett and Silberberger (2020) suggest that trade liberalisation – e.g., through the establishment of FTAs – fuels divergence between countries: Economies with many SPS measures in place follow a race to the top after further trade liberalisation, while economies with fewer SPS regulations tend to lower their notification rates. The former fits the picture drawn for SPS measures and TBTs notified to the WTO: The EU is among the heaviest users of these standard-like NTMs, and so are many trading partners with which the EU has established second-generation FTAs (Figure 5).
Given the novelty of the EU second-generation agreement type, there was great interest in estimating ex-ante the potential impact of the EU-KR agreement. Negotiations for the agreement were launched in May 2007. It was signed in October 2010, the European Parliament gave its consent in February 2011, paving the way for the provisional application of the agreement as of July 2011, including all trade-related provisions. It fully entered into force in December 2015.

Francois et al. (2007) applied a computable general equilibrium (CGE) model to test two scenarios of the EU-Korea agreement, which they compared to a ‘full FTA’, where all bilateral tariffs (including those on food products) were abolished and trade in services was also fully liberalised. The first scenario assumed tariff reductions of 40% in the food sector, full bilateral reductions in the non-food sectors and a 25% reduction in trade barriers applying to the services sectors. In the second scenario, a reduction of barriers hampering international trade in services by 50% was assumed. Francois et al. (2007) did not model reductions in NTMs, but mentioned that in some sectors, such as the automotive sector, these were more important than tariffs. Their results suggested that South Korea was set to gain more from the trade agreement than the EU, because it was less integrated into international trade before the agreement. In
relative terms, South Korea’s real income was estimated to increase by 0.58% in the first scenario and by 1% in the second scenario. Expected real income growth for the EU was calculated to be significantly lower, at 0.01% in the first scenario and 0.03% in the second scenario. For the hypothetical case of full trade liberalisation, their model suggested gains at 0.05% of GDP for the EU and 2.3% for South Korea.

Another quantitative assessment was provided by Decreux et al. (2010), who included reductions of NTMs in their calculations. They found that trade protection via NTMs exceeded tariff protection and that NTM protection by South Korea was higher than in the EU, notably for textiles, machinery and (especially) cars. Decreux et al. estimated GDP effects for the EU and South Korea in the order of 0.08% and 0.84%, respectively. Relative gains from free trade were thus expected to be about ten times higher for South Korea than for the EU, almost proportionate to the respective sizes of their economies. However, bilateral exports of the EU were expected to rise by 82.6%, compared with an estimated increase of 38.4% in South Korean exports. Exceptionally high gains for the EU of about 400% were predicted for exports of cars and trucks to South Korea. In fact, exports of motor vehicles to South Korea increased by more than 200% and imports by about 50% in the first four years of the FTA’s implementation (EC, 2016).

2. EU-South Korea FTA: Ex-post Evidence

Since then, some ex-post evaluations have been conducted, all of which showed that EU exporters gained more than South Korean ones.

Civic Consulting and the Ifo Institute prepared a report for the European Commission (EC, 2018). It showed that trade between the two partners increased, although very unequally: EU exports to South Korea rose by 54% as a result of the agreement, while South Korean exports to the EU grew only by 15%. This result is based on trade data from the World Input-Output Database (WIOD), covering the years up until 2014. The results derived from a CGE model suggested that the GDP of the EU increased by 0.03% because of the FTA. The GDP gain for South Korea was evaluated to be

---

13 According to the World Development Indicators, in 2011 the EU’s GDP amounted to USD 15.7 trillion, compared with USD 1.3 trillion for South Korea (i.e. approximately 8% of that of the EU). Similarly, the EU had 440.7 million inhabitants, compared with 49.9 million in South Korea (i.e. 11% of the population size of the EU).

14 See Timmer et al. (2016).
significantly higher, at 0.3%. The authors, however, stressed that these estimates constituted the lower bounds of the true economic effect. Altenberg et al. (2019) confirm this finding. Their gravity model estimation indicates that the FTA increased trade flows between the EU and South Korea by 36%.

Evaluating the extensive and intensive margin of trade along different stages of the agreement – from the start of negotiations to its implementation – Lakatos and Nilsson (2017) found for the EU that the probability of exporting, as well as the value of exports, increased by about 10% as a consequence of the agreement. For South Korea, they reported lower magnitudes. Their analysis for South Korea suggested a 4.9% increase in the probability of exporting and a 2.2% increase of export volumes to the EU. They explained the asymmetry of effects by the differences in the initial policy environment of the two trading partners, arguing that EU exporters had more to gain in terms of decreasing tariffs and increasing the predictability of South Korean trade policy. Notably, before the FTA was applied, 68% of the value of South Korean exports entered the EU duty free, while only 15% of EU exports to South Korea faced zero tariffs.

Focusing on the automotive industry, Juust et al. (2020) found that the EU-KR agreement had a significant positive effect on bilateral trade (+93%). They attribute this finding to the initially high level of NTMs that existed in the automotive sector, which the FTA significantly reduced. However, when considering total trade, the results from the gravity regression show only a small positive and not statistically significant effect. Allowing the EU-KR dummy variable to differ by the direction of the trade flow, they confirmed that total exports from the EU to South Korea significantly increased, but exports from South Korea declined.

Both EU exports to as well as imports from South Korea are dominated by two product groups: machinery and appliances, and transport equipment (Table 4). During the first four years of the application of the agreement, EU exports in the transport sector grew by more than 130%, driven by motor vehicle exports (HS 8703), which increased by 206% in volume. Even when overall exports stagnated in 2018 (Figure 6), EU exports of passenger cars continued to grow by 9%, and hence transport sector exports from the EU to South Korea overall increased by 187% since the agreement began to apply (EC, 2019). A survey conducted in 2015 suggests that the extraordinary performance of EU exports was largely driven by broad economic and social trends, including the fast maturing of the South Korean economy, resulting in a quickly
growing need for high-end industrial goods and also increased purchasing power for South Korean consumers (Cherry, 2018).

Table 4. Machinery and Transport Equipment Account for more than Half of EU-KR Trade

| Change in trade flows during the first four years of the FTA implementation (2011-2014) | EU exports to KR | EU imports from KR |
|---|---|---|
| Machinery and appliances (HS16) | Share of total 30% | 36% |
| | Increase in % 24% | 16% |
| Transport equipment (HS17) | Share of total 21% | 26% |
| | Increase in % 134% | 0% |

Source: EC (2016).

Figure 6. Evolution of EU-28 Trade in Goods with South Korea (in billion USD)

However, not every EU member took advantage of FTA preferences. The preference utilisation rate within the EU ranged between 6% and 91%, with the highest rates (above 80%) found for Latvia, Austria and Slovakia, and the lowest rates (below 16%) observed for Malta and Luxembourg (EC, 2016). The preference utilisation rate of South Korean exports to the EU increased from 85% in 2015 to 88% in 2018. During this period, the preference utilisation rate of EU exports to South Korea increased from 68% to 81% (EC, 2019).
The development of trade flows and preference utilisation rates, as well as activities of specialised committees set up to implement the FTA is presented by the European Commission on an annual basis (EC, 2016, 2017). With regard to NTMs, the report of 2016 highlighted consultations in the Committee on Sanitary and Phytosanitary Measures regarding a Korean import ban on pork from Poland and poultry from multiple EU Member States. The approval of beef imports from some EU Member States is still pending (EC, 2019). Separate working groups were established for motor vehicles, as well as pharmaceuticals and medical devices.

Prior to the establishment of the EU-KR FTA, foreign executives and officials raised concerns that as one non-tariff barrier imposed by South Korea was eliminated, one or more might appear in its place. Interview results suggest that these negative expectations were partly fulfilled; in addition, the willingness to dismantle non-tariff trade barriers has decreased in line with the growing trade deficit South Korea experienced with the EU (Cherry, 2018).

3. Data: The Trade Policy Toolkit

Information on regional trade agreements (RTAs) is available via the WTO RTA database. All notified RTAs, distinguished by type (e.g. free trade agreement, customs union, economic integration agreement or partial scope agreement), were provided by Egger and Larch (2008) and updated in 2018.

As indirect measures of NTMs, we make use of a dataset using indices for the depth of FTAs.\(^{15}\) The Design of Trade Agreements (DESTA) dataset coded around 100 items in more than 1,000 trade agreements for the period 1948-2018 (Dür et al., 2014; data updated in 2019). We use coded information on seven components of FTAs: tariff reductions, regulations on competition, agreements on intellectual property rights (IPRS), aspects of investments, public procurement, services and standards. We are particularly interested in the standards component as it focuses on SPS measures and TBTs and might therefore serve as the closest proxy for observed NTMs.

\(^{15}\) Another interesting data source is the Trade Agreement Heterogeneity Database (TAHD) by Kohl et al. (2016), covering 296 trade agreements over the period 1948-2011. A very useful feature is the differentiation of provisions according to their enforceability and coverage by multilateral obligations at the level of the WTO. The dataset is not used for our analysis because it ends in 2011 and does not contain the EU-South Korea agreement.
For direct information on NTMs, we will focus on the wiwiw NTM data based on WTO I-TIP and TTBD, enhanced by product code matching (Ghodsi et al., 2017 and Grübler and Reiter, 2020). These data are further transformed to indices (FI, CR, PS and RI), as described in previous sections. Respective summary statistics were presented in Table 3 in Section I. Summary statistics on other variables used for the econometric analysis can be found in the appendix.

Despite their declining role, particularly among industrialised countries and non-agricultural goods, tariffs remain an important part of trade policy. Our main sources for tariffs data are the Trade Analysis Information System (TRAiNS) database and the WTO Integrated Data Base (IDB), provided via the World Integrated Trade Solution (WITS) platform of the World Bank. If applicable and available, effectively applied tariff rates entered our dataset. Otherwise, we referred to preferential tariff rates or most-favoured-nation tariff rates. We consider simple averages over tariffs reported at the HS 6-digit level, as trade-weighted tariffs would suffer from an endogeneity bias.

For trade data, we consult two different data sources: Our main specification relies on trade data provided via the UN Commodity Trade Statistics Database (UN Comtrade). It covers a long time span (1996-2019) and a large set of countries\(^\text{16}\) but is unbalanced and approximations of intra-national trade flows are necessary. These intra-national flows are goods produced and consumed in the same country, which are important for arriving at unbiased gravity estimates (Yotov et al., 2016). These are computed by subtracting the sum of exports from countries’ gross output taken from national accounts provided by the UN.\(^\text{17}\) The availability of this data restricts our sample to the period 1996-2017.

For robustness checks, we refer to the World Input-Output Database (WIOD),\(^\text{18}\) published by Timmer et al. (2015, 2016). Based on their methodology, the dataset was complemented by Reiter and Stehrer (2018) to cover more countries, particularly in the Western Balkans region. The wiiw Europe Integrated Input-Output Database covers 50 countries and 32 industries for the period 2005-2014 and has the advantage of providing information on intra-national trade at the sectoral level. The inherent

\(^{16}\) We use trade data from a large set of countries, which allows us to estimate the fixed effects (exporter-year, importer-year, country-pair) as accurately as possible rather than restricting our data sample to trade data between South Korea and the EU. Consequently, the NTM data also has to cover as many countries as possible to not run into problems related to omitted variables.

\(^{17}\) The UN collects these data: http://data.un.org/Default.aspx

\(^{18}\) See http://www.wiod.org/home for the data releases of 2013 and 2016.
advantage of this data source is that it covers only four years since the application of the EU-KR agreement.

4. Gravity Model Estimation

Starting with Jan Tinbergen in 1962, the gravity model of international trade shows in its simplest form that trade flows $X_{ij}$ between exporter $i$ to importer $j$ are proportional to the mass of both economies, typically represented by gross domestic product (GDP), and negatively affected by the distance that is separating them. Distance is supposed to not only account for physical distance between two countries but also any kind of barrier potentially hampering trade (e.g. cultural distance, tariffs and NTMs).

Since the seminal work by Anderson and van Wincoop (2003), which laid the theoretical foundations for the gravity model, it has developed to be the workhorse for the analysis of international trade flows and trade policies and has seen several econometric improvements. There is a vast literature on the evolution of the model to a structural gravity model, with best practices on employing the theoretically founded gravity equation summarised by Bacchetta et al. (2012) and Yotov et al. (2016). We use the Poisson Pseudo Maximum Likelihood (PPML) estimator to derive our results. The first specification of the structural gravity equation we employ takes the following form:

$$X_{ijt} = \exp[\beta_1 EUKR_{ijt} + \beta_2 FTA_{ijt} + \beta_3 \pi_{jt} + \pi_{it} + \chi_{jt} + \mu_{ij}] \times \epsilon_{ij} \quad (1)$$

Our dependent variable $X_{ijt}$ represents bilateral gross exports from exporter $i$ to importer $j$ at time $t$ over the period 1996-2017. The EU-KR agreement is represented by the variable $EUKR_{ijt}$, that takes the value 1 for country pairs consisting of South Korea on the one hand and EU Member States on the other hand starting from the year 2012.\(^{19}\) The variable $FTA_{ijt}$ captures different types of trade agreements in place between trading partners, except for the EU-KR agreement.\(^{20}\) They control for any

\(^{19}\) Croatia joined the EU in 2013. Hence, the EUKR dummy variable for Croatia-South Korea observations switches to 1 in 2014.

\(^{20}\) This approach was also employed for the evaluation of the implementation of the EU-South Korea agreement prepared by Civic Consulting and the Ifo Institute for the European Commission (EC, 2018). Given the broad country sample, the correlation between $EUKR_{ijt}$ and $FTA_{ijt}$ is as low as
integration with and among trading partners potentially impacting trade flows between countries in the sample. $\bar{\tau}_{ijt}$ refers to simple averages of bilateral tariffs between countries $i$ and $j$.\textsuperscript{21}

Multilateral resistance terms (MRTs) account for the fact that the impact of bilateral policies between two countries depends on which policies the trading partners have in place with the rest of the world. For example, if we want to evaluate the effect of an FTA between the EU and South Korea, it is crucial to account for their trade ties with other economies. These MRTs are proxied by time-varying exporter fixed effects $\pi_{it}$, time-varying importer fixed effects $\chi_{jt}$ and constant country pair fixed effects $\mu_{ij}$ (see, for example, Baldwin and Taglioni, 2006).

Country-time fixed effects account for country specifics, which can change over time, for example, GDP, population size, level of development (Olivero and Yotov, 2012). Country-pair fixed effects absorb time-invariant information such as distance between trading partners, past colonial ties, common borders or common language, and help to reduce the linkages between endogenous trade policy instruments and the error term, as stressed by Baier and Bergstrand (2007). With this array of fixed effects in place, the coefficients of FTAs only capture the effect of trade agreements that have been put in place between 1996 and 2017. $\epsilon_{ij}$ is the error term.

In a second specification, we include $\text{NTM}_{ijt}$, covering different measures of several NTM types in the form of frequency indices (FI), coverage ratios (CR), prevalence scores (PS) or regulatory intensities (RI) as previously discussed.

$$X_{ijt} = \exp[\beta_1 EUKR_{ijt} + \beta_2 FTA_{ijt} + \beta_3 \bar{\tau}_{ijt} + \beta_4 \text{NTM}_{ijt} + \beta_5 (\text{NTM}_{jt} - \text{NTM}_{it}) + \pi_{it} + \chi_{jt} + \mu_{ij}] \times \epsilon_{ij}$$

(2)

$\text{NTM}_{ijt}$ are bilateral NTM types such as contingent protection measures. $\text{NTM}_{it}$ and $\text{NTM}_{jt}$ are unilaterally imposed NTM types, affecting all trading partners, such as TBTs, most regular SPS and safeguard measures. As these variables would be absorbed by country-time fixed effects, we compute the difference between the importer and the

\textsuperscript{-0.011} overall and \textsuperscript{-0.027} for observations including EU Member States as exporting or importing countries. In this panel setting, we have no concerns about possible multicollinearity problems.

\textsuperscript{21} When effectively applied tariffs were not available, we referred to preferential tariff rates and subsequently to most-favoured-nation tariff rates.
exporter, which evolves over time at the country-pair level. The underlying assumption is that the differences in NTM indices proxy for differences in regulations such that the greater the difference between the trading partners, the more likely it is that unilateral NTMs will constitute a barrier. As such, we do not account for the level of regulation, but proxy\textsuperscript{22} for the regulatory gap between countries engaging in international trade.\textsuperscript{23} To do so, we subtract the level of unilateral NTMs applied by the exporter \(i\) from the level of the importer \(j\). We would expect that imports decrease if the level of regulation of the importer is (much) higher than the level of the exporter and hence a negative sign for \(\beta_5\).

This approximation of the regulatory gap has the disadvantage of not capturing levels. As such, the difference between two countries with low NTM indices may face a similar gap as a country pair where both countries exhibit high values for respective NTM indices. For this reason, we employ an alternative multiplicative specification in the robustness section. It has the merit of clearly distinguishing country pairs with high NTM indices from those with low NTM indices but lacks the feature of a regulatory gap that proxies for similarities of trading partners with respect to the application of non-tariff policy.

### III. Empirical Results

Results of our first specification are presented in Table 5. The simplest form is given in column 1a with a dummy variable for the EU-KR FTA and an additional indicator variable for all other worldwide trade agreements based on Mario Larch’s Regional Trade Agreements Database (Egger and Larch, 2008). As this database distinguishes multiple types of agreements with differing degrees of trade and political integration, column 2a shows the results when we account for the difference between free trade agreements (FTAs), economic integration agreements (EIAs), customs unions (CUs) and partial scope agreements (PSs), which cover only certain products. Similar specifications were presented in the evaluation report of the EC (2018), prepared by

\textsuperscript{22} Knebel and Peters (2019) take a closer look at the Association of Southeast Asian Nations (ASEAN) economies, counting NTMs that were overlapping between trading partners. They find evidence that maximising regulatory overlap could reduce current effects of NTMs by up to 25% and therefore strongly argue for the implementation of international standards to achieve regulatory convergence.

\textsuperscript{23} A related bilateral measure is the distance in regulatory structure introduced by Cadot, Asprilla, Gourdon et al. (2015) which counts the number of NTM types two countries apply for the same product.
Civic Consulting and the Ifo Institute, on the implementation of the EU-KR FTA. Column 1 indicates that the EU-KR FTA increased trade by \(\exp(0.09)-1\times100 = 9.42\%\). When controlling for different trade agreement types in column 2a, the most effective trade agreement types were customs unions and partial scope agreements, while the coefficient on the EU-KR FTA becomes insignificant. Such a change was not reported in the evaluation of the European Commission, which was restricted to the years 2000-2014 and based on WIOD data.

Although column 1a provides us with information on trade increases after the establishment of the EU-KR FTA, we cannot learn which trade policy areas were driving the result. Therefore, we make use of a different dataset for columns 3a and 4a, namely the Design of Trade Agreements (DESTA) database compiled by Dür et al. (2014), updated in 2019. It allows for the differentiation of trade agreements by their depth (column 3a), or by the trade liberalising provisions incorporated in FTAs (column 4a). As outlined in the descriptive section, the agreement with South Korea is truly comprehensive, includes sensitive economic areas and remains among the deepest agreements that the EU has in place. Results based on the depth indicator suggest that deeper FTAs tend to increase trade significantly. If the depth of an agreement increases by one, trade is expected to increase by \(\exp(0.02)-1\times100 = 2\%\). The EU-KR FTAs is coded with a depth of 7, meaning that a switching from 0 to a depth of 7 increased trade by 14%. When considering the content of these agreements (summarised in the depth indicator), it seems that public procurement rules and provisions on investments have a significant positive impact on bilateral trade, while FTA components addressing competition and intellectual property rights (IPRS) on average reduce trade. Although goods and services trade are partly complementary, FTA regulations on services on average do not appear to have a significant impact on goods trade. Finally, the coefficient on standards – relating primarily to SPS measures and TBTs – is negative and not significantly different from zero.

Columns 1b to 4b replicate the first four estimations, but additionally include tariffs, such that all other control variables showing a positive trade effect are attributable to non-tariff policies. As expected, higher tariffs are associated with lower trade flows. Results on trade agreement types, their depth and provisions remain almost unchanged. In addition, for all specifications explicitly accounting for tariffs, the variable capturing the EU-KR agreement is insignificant, adding no extra information. This suggests that the effects of the EU-KR agreement can be sufficiently described by the increases in depth, reductions in tariffs and the provisions common in deep FTAs.
Henceforth, the specification presented in column 4b, which covers the specificities of trade agreements in greatest detail, features as our baseline for further analysis on NTMs.

In Table 6 we first incorporate standard-like NTMs, i.e., SPS measures and TBTs as well as associated specific trade concerns (STCs), measured by frequency indices, coverage ratios, prevalence scores and regulatory intensity indicators. Except for prevalence scores, indicators for NTMs show significant negative impacts of bilateral differences in TBTs and SPS measures. This finding is in line with our hypothesis that a higher level of regulation by the importing economy relative to the exporting economy reduces bilateral trade flows. Furthermore, regulations related to human and plant health, against which trading partners have raised concerns (SPS(STC)), exhibit a particularly negative effect.

These four specifications were re-estimated by additionally considering bilateral antidumping and countervailing measures as well as unilateral safeguards and special agricultural safeguard measures. Counteractive measures constitute a reaction to import surges, thus we include them with a lag of one year to reduce the inherent endogeneity bias. In the sensitivity analysis (presented in Table 7) we also consider results without lags. The inclusion of these variables changes the component of trade agreements designated for competition issues to become insignificant. Coefficients on standard-like NTMs remain essentially unchanged. However, the coefficients on the counteracting measures themselves are not conclusive, showing changing signs and significance levels across indicators.

For the comparison across NTM indices, we need to bear in mind the caveat of the coverage ratio suffering from endogeneity bias, as it is a trade-weighted measure. Trade weights used for the regulatory intensity measures are product and not country-pair specific. Endogeneity at the bilateral level should thus be less of concern. Nonetheless, we refer to the prevalence score and the frequency index, which do not incorporate any trade weights, for the sensitivity analysis. We present two tables to assess the robustness of our findings. First, we alternate our variable specifications (Table 7). Second, we

---

24 The number of observations for the regulatory intensity is lower than for the other indicators because there are products for which not a single NTM applied. Thus, we cannot compute the regulatory intensity for those product-NTM combinations as this would lead to a division by a standard deviation of 0. Observations with undefined regulatory intensities drop out.

25 See, for example, Sandkamp (2020) on the price-increasing and trade quantity-decreasing effect of antidumping duties, which persists over several years and even after they are revoked.
use trade data from the wiwi Europe Integrated Input-Output Database instead of UN Comtrade (Table 8).

The first column of Table 7 replicates our findings using prevalence scores from Table 6. In the second column, we dropped the lag from counteractive measures, restoring the significance of the negative coefficient on competition while leaving all coefficients on contingent protection measures insignificant. Column 3 varies from our baseline as unilateral NTMs do not enter the regression as differences between the exporter and the importer level of the NTM indicator, but as a product. This specification changes the negative coefficient on SPS measures to become significant and special safeguards to become strongly negative and highly significant. This result suggests that the level of unilateral NTMs, which are designed to protect the domestic markets from a drop in prices or a strong import influx in the agricultural sector, should not be neglected. In column 4 we create two-year periods and use the average trade flows as dependent variable.\textsuperscript{26} Real-valued independent variables are also averaged; for dummy or integer variables we use the minimum of the two-year period. This modification boosts the positive effect of the investment variable and tariff liberalisation but results in a strong negative trade effect associated with the EU-KR FTA. This may be due to the stagnant goods exports of South Korea to the EU, which are attributed a bigger weight when two-year averages are considered. Finally, restricting the analysis to trade flows exceeding one million USD to reduce the volatility of trade flows does not change our baseline results. SPS (STC) is the only NTM to show consistent results across all five specifications: its coefficient is negative and statistically significant. This finding underlines the difficulties for exporters to meet health related standards of importers.

As an alternative to UN Comtrade data, analyses can be performed on datasets based on input-output tables, such as WIOD (Timmer et al., 2016). The latter has been used, for example, in the most recent assessment of the EU-KR agreement by the EC (2018). The fact that trade flows are balanced,\textsuperscript{27} the possibility of including services trade and the availability of intra-national flows are the main advantages of this dataset. On the

\textsuperscript{26} Yotov et al. (2016) recommend averaging multiple years to reduce the variance and make the estimation procedure more robust.

\textsuperscript{27} Balanced trade flows mean that reported exports of country \( i \) to country \( j \) are the same as the reported imports of country \( j \) from country \( i \). This balancing is part of the construction process of a multi-country input-output table. Trade flows from UN Comtrade are not balanced and the differences between reported exports and imports can be substantial. We use reported import flows in this analysis as, owing to customs procedures, reported imports are usually considered to be more accurate than exports.
other hand, its two major drawbacks are that it stops in 2014 (one year before the EU-KR FTA entered fully into force) and that its country coverage is smaller. The wiiw Europe Integrated Input-Output Database includes additional countries in the Western Balkans (Reiter and Stehrer, 2018). Moving from UN Comtrade to the wiiw Europe Integrated Input-Output Database reduces the number of country-pairs from more than 18,000 to about 2,500 (Table 8). As many countries are aggregated in the ‘rest of the world’, many trade policy variables cannot be appropriately applied.

Looking at total bilateral trade, the use of the input-output database reduces the significance levels of provisions covered in trade agreements as the country coverage and the shorter time span significantly reduce the number of deeper FTAs for which provisions beyond tariff cuts could be assessed. However, it retains the significantly negative effect associated with SPS measures that triggered complaints, SPS (STC).

Splitting trade flows further into agriculture and mining on the one hand, and manufacturing on the other, reveals that the biggest positive effects of the EU-KR FTA concern the former. This is in line with our earlier descriptive analysis showing that the EU-KR trade links in the agricultural and food sector were characterised by particularly high levels of protection prior to the establishment of the FTA.

Competition rules have on average a negative impact on trade in agriculture and mining, but a positive effect for the manufacturing sector. Negative effects for both product groups are found for IPRS. For the agriculture and mining group, positive effects are suggested for investment regulations, public procurement rules and agreement on standards, while differences in SPS indicators exhibit a negative coefficient. Effects of contingent protection measures are relatively bland except for countervailing duties, the trade effects of which appear negative and highly significant for the manufacturing sector.

Results using the traditional frequency indices or prevalence scores show the same overall findings, with one notable exception: frequency indices suggest a negative trade effect arising from differences in trading partners’ TBT levels in the manufacturing sector, while a positive significant effect is implied by regression analysis using prevalence scores.

To sum up, the EU-KR FTA dummy variable is positive when no other components of deep FTAs are accounted for. The included FTA provisions, together with the tariff variable, seem to explain the positive effects of signing an FTA for the most part. The statistically insignificant coefficient for the EU-KR FTA means that there is no additional positive effect of the agreement that goes on top of the tariff reductions and the FTA.
provisions covered by the regression analysis. The tariff variable shows the most robust behaviour: it is negative and significant in all specifications.

Table 5. Estimates of Trade Effects of the EU-KR FTA: 1996-2017

|                | (1a) | (2a) | (3a) | (4a) | (1b) | (2b) | (3b) | (4b) |
|----------------|------|------|------|------|------|------|------|------|
|                | FTA  | Types| Depth| Content| FTA  | Types| Depth| Content|
| EUR 0.09**    | 0.02 | -0.03| 0.01 |      | 0.02 | 0.01 | -0.06| -0.04 |
| (0.03)        | (0.03)| (0.05)| (0.06)|      | (0.03)| (0.03)| (0.04)| (0.05)|
| FTA depth 0.02*** | 0.01 |      |      |      |      |      |      |      |
|               | (0.01)|      |      |      |      |      |      |      |
| Tariffs       | -0.02***| -0.02***| -0.02***| -0.02***|      |      |      |      |
|               | (0.00)| (0.00)| (0.00)| (0.00)|      |      |      |      |
| FTA 0.12***   | 0.00 | 0.03 | 0.08 |      | 0.04*| -0.02| -0.02| 0.02  |
| (0.02)        | (0.02)| (0.04)| (0.05)|      | (0.02)| (0.02)| (0.04)| (0.05)|
| EIA 0.07***   |      |      |      |      |      |      |      |      |
|               | (0.02)|      |      |      |      |      |      |      |
| CU 0.37***    |      |      |      |      |      |      |      |      |
|               | (0.02)|      |      |      |      |      |      |      |
| PS 0.38***    |      |      |      |      |      |      |      |      |
|               | (0.05)|      |      |      |      |      |      |      |
| Competition   | -0.09***|      |      |      | -0.07*|      |      |      |
|               | (0.03)|      |      |      | (0.03)|      |      |      |
| Investments   | 0.29***|      |      |      | 0.23***|      |      |      |
|               | (0.02)|      |      |      | (0.02)|      |      |      |
| IPRS -0.12*** |      |      |      |      | -0.09***|      |      |      |
|               | (0.03)|      |      |      | (0.03)|      |      |      |
| Procurement   | 0.07* |      |      |      | 0.05  |      |      |      |
|               | (0.03)|      |      |      | (0.03)|      |      |      |
| Services      | 0.01  |      |      |      | -0.01 |      |      |      |
|               | (0.03)|      |      |      | (0.03)|      |      |      |
| Standards     | -0.06 |      |      |      | -0.04 |      |      |      |
|               | (0.04)|      |      |      | (0.03)|      |      |      |
| RMSE          | 1,499 | 1,460| 1,500| 1,481| 1,507| 1,475| 1,507| 1,493 |
| MAE           | 162  | 159  | 162  | 160  | 163  | 161  | 163  | 162  |
| Obs.          | 246,337| 246,337| 246,337| 246,337| 241,833| 241,833| 241,833| 241,833 |
| Exp-Time FE   | 2,733 | 2,733| 2,733| 2,733| 2,733| 2,733| 2,733| 2,733 |
|               | 2,733| 2,733| 2,733| 2,733| 2,733| 2,733| 2,733| 2,733 |
| Imp-Time FE   | 18,751| 18,751| 18,751| 18,751| 18,259| 18,259| 18,259| 18,259 |
| Bilateral FE  | 18,751| 18,751| 18,751| 18,751| 18,259| 18,259| 18,259| 18,259 |

***p < 0.001; **p < 0.01; *p < 0.05
Investment provisions in FTA treaties tend to significantly increase trade flows, while countries that have included IPRS provisions in their FTA treaties seem to experience lower trade flows. TBTs and SPS measures show mostly negative coefficients, which are, however, not always significantly different from zero. Particularly eye-catching are the negative trade effects of SPS measures that have been the subject to complaints to the WTO. The way in which product level information on NTMs is aggregated to bilateral trade flows (through frequency indices, coverage ratios, prevalence scores or regulatory intensities) does not have a strong influence on the results, despite the fact that their evolution over time varies considerably.

Table 6. Trade Effects of FTAs Accounting for NTMs: 1996-2017

| Section | Baseline | (1a) | (2a) | (3a) | (4a) | (1b) | (2b) | (3b) | (4b) |
|---------|----------|------|------|------|------|------|------|------|------|
|         | FI       | CR   | PS   | RI   | FI   | CR   | PS   | RI   |     |
| EUKR    | -0.039   | -0.043 | -0.027 | -0.044 | -0.050 | -0.017 | -0.014 | -0.018 | -0.029 |
|         | (0.054) | (0.054) | (0.053) | (0.054) | (0.053) | (0.057) | (0.055) | (0.057) | (0.056) |
| FTAs (w/o EUKR) | 0.017 | 0.014 | 0.024 | 0.013 | 0.002 | 0.037 | 0.048 | 0.035 | 0.033 |
|         | (0.048) | (0.048) | (0.046) | (0.048) | (0.048) | (0.053) | (0.051) | (0.053) | (0.053) |
| Tariffs | -0.020*** | -0.020*** | -0.021*** | -0.021*** | -0.020*** | -0.018*** | -0.018*** | -0.018*** | -0.017*** |
|         | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) | (0.001) |
| Competition | -0.068* | -0.069* | -0.069*** | -0.066* | -0.070** | -0.039 | -0.039 | -0.039 | -0.037 |
|         | (0.027) | (0.027) | (0.027) | (0.027) | (0.027) | (0.028) | (0.027) | (0.028) | (0.028) |
| Investments | 0.234*** | 0.234*** | 0.231*** | 0.233*** | 0.242*** | 0.202*** | 0.204*** | 0.202*** | 0.207*** |
|         | (0.023) | (0.023) | (0.022) | (0.023) | (0.023) | (0.024) | (0.024) | (0.024) | (0.024) |
| IPRS | -0.088*** | -0.089*** | -0.092*** | -0.089*** | -0.090*** | -0.085*** | -0.087*** | -0.085*** | -0.079* |
|         | (0.031) | (0.031) | (0.030) | (0.031) | (0.030) | (0.031) | (0.031) | (0.031) | (0.032) |
| Procurement | 0.052 | 0.050 | 0.054 | 0.051 | 0.043 | 0.041 | 0.049 | 0.042 | 0.042 |
|         | (0.031) | (0.031) | (0.031) | (0.031) | (0.031) | (0.032) | (0.032) | (0.032) | (0.032) |
| Services | -0.013 | -0.012 | -0.012 | -0.014 | -0.012 | 0.005 | 0.002 | 0.004 | 0.002 |
|         | (0.032) | (0.033) | (0.032) | (0.033) | (0.032) | (0.035) | (0.034) | (0.035) | (0.035) |
| Standards | -0.037 | -0.035 | -0.041 | -0.034 | -0.025 | -0.067 | -0.073* | -0.065 | -0.065 |
|         | (0.034) | (0.034) | (0.033) | (0.035) | (0.034) | (0.038) | (0.037) | (0.038) | (0.038) |
Table 6. Continued

|                | Baseline | (1a) FI | (2a) CR | (3a) PS | (4a) RI | (1b) FI | (2b) CR | (3b) PS | (4b) RI |
|----------------|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| \( TBT_{jt} - TBT_{it} \) |          | -0.001*** | 0.001** | -0.000 | -0.055*** | -0.001*** | 0.000** | -0.000 | -0.050*** |
|                |          | (0.000) | (0.000) | (0.000) | (0.008) | (0.000) | (0.000) | (0.000) | (0.008) |
| \( TBT(\text{STC})_{jit} \) |          | 0.001 | 0.000 | 0.000 | 0.024*** | -0.000 | -0.000 | -0.000 | 0.014** |
|                |          | (0.001) | (0.000) | (0.000) | (0.005) | (0.001) | (0.000) | (0.000) | (0.004) |
| \( SPS_{jt} - SPS_{it} \) |          | -0.001* | -0.004*** | -0.000 | -0.000*** | -0.001 | -0.004*** | -0.000 | -0.000*** |
|                |          | (0.001) | (0.000) | (0.000) | (0.000) | (0.001) | (0.000) | (0.000) | (0.000) |
| \( SPS(\text{STC})_{jit} \) |          | -0.018** | -0.007*** | -0.018*** | -0.020*** | -0.021*** | -0.008*** | -0.021*** | -0.022*** |
|                |          | (0.006) | (0.002) | (0.005) | (0.005) | (0.006) | (0.002) | (0.005) | (0.005) |
| \( ADP_{j_{it-1}} \) |          | -0.005 | 0.007*** | -0.001 | 0.019*** |
|                |          | (0.007) | (0.001) | (0.007) | (0.004) |
| \( CVD_{j_{it-1}} \) |          | 0.017* | -0.002 | 0.011 | 0.001 |
|                |          | (0.008) | (0.002) | (0.008) | (0.002) |
| \( (SFG_{j} - SFG_i)_{t-1} \) |          | -0.001 | -0.003* | -0.001 | 0.010 |
|                |          | (0.004) | (0.001) | (0.004) | (0.007) |
| \( (SSG_{j} - SSG_i)_{t-1} \) |          | 0.001 | -0.000 | -0.002 | -0.003 |
|                |          | (0.008) | (0.001) | (0.004) | (0.005) |
| RMSE           | 1,494    | 1,491   | 1,479   | 1,487   | 1,618   | 1,385   | 1,365   | 1,381   | 1,655   |
| RMSE: EUKR     | 595      | 587     | 588     | 593     | 574     | 590     | 608     | 594     | 591     |
| MAE            | 162      | 162     | 162     | 162     | 194     | 161     | 160     | 161     | 232     |
| MAE: EUKR      | 287      | 283     | 281     | 285     | 282     | 286     | 290     | 287     | 292     |
| AIC rank (1 = \text{min}(\text{AIC})) | 9       | 8       | 6       | 7       | 5       | 4       | 2       | 3       | 1       |
| Obs.           | 241,833  | 241,833 | 241,833 | 241,833 | 198,312 | 223,574 | 223,574 | 223,574 | 150,172 |
| Exp-Time FE    | 2,733    | 2,733   | 2,733   | 2,733   | 2,733   | 2,579   | 2,579   | 2,579   | 2,579   |
| Imp-Time FE    | 2,733    | 2,733   | 2,733   | 2,733   | 2,733   | 2,579   | 2,579   | 2,579   | 2,579   |
| Bilateral FE   | 18,259   | 18,259  | 18,259  | 18,259  | 17,320  | 18,259  | 18,259  | 18,259  | 14,687  |

***p < 0.001; **p < 0.01; *p < 0.05
Table 7. Robustness Table Using Prevalence Scores (PS): 1996-2017

|                  | (1) Baseline                        | (2) No lag                        | (3) Multiplicative 2y trade flows | (4) Trade ≥ 1mio |
|------------------|-------------------------------------|-----------------------------------|-----------------------------------|------------------|
| EUKR             | -0.0175 (0.0574)                    | -0.0400 (0.0537)                  | -0.0620 (0.0577)                 | -0.1666* (0.0831) |
| FTAs (w/o EUKR)  | 0.0354 (0.0533)                     | 0.0117 (0.0477)                   | 0.0509 (0.0524)                  | 0.00686 (0.0531) |
| Tariffs          | -0.0181*** (0.0013)                 | -0.0209*** (0.0013)               | -0.0179*** (0.0013)              | -0.0253*** (0.0021) |
| Competition      | -0.0385 (0.0279)                    | -0.0676* (0.0269)                 | -0.0198 (0.0276)                 | -0.0711 (0.0398) |
| Investments      | 0.2020*** (0.0242)                  | 0.2328*** (0.0227)                | 0.2006*** (0.0240)               | 0.2574*** (0.0319) |
| IPRS             | -0.0853** (0.0315)                  | -0.0907** (0.0306)                | -0.0701* (0.0312)                | -0.0972* (0.0397) |
| Procurement      | 0.0423 (0.0324)                     | 0.0510 (0.0312)                   | 0.0618 (0.0320)                  | 0.0415 (0.0378) |
| Services         | 0.0039 (0.0350)                     | -0.0125 (0.0326)                  | -0.0168 (0.0345)                 | -0.0214 (0.0415) |
| Standards        | -0.0655 (0.0383)                    | -0.0346 (0.0342)                  | -0.0705 (0.0378)                 | 0.0717 (0.0345)  |

\[
\begin{align*}
TBT_{jt} & \circ TBT_{it} & -0.0000 & -0.0000 & 0.0000 & -0.0000 & 0.0000 \\
TBT(STC)_{jt} & -0.0001 & 0.0003 & 0.0002 & 0.0004 & -0.0001 \\
SPS_{jt} & \circ SPS_{it} & -0.0000 & -0.0000 & -0.0000 & -0.0000 & -0.0000 \\
SPS(STC)_{jt} & -0.0210*** & -0.0202*** & -0.0145*** & -0.0241*** & -0.0210*** \\
ADP_{ij} & -0.0008 & 0.0088 & -0.0011 & -0.0001 & -0.0006 \\
CVD_{ij} & 0.0115 & 0.0002 & 0.0151* & 0.0163 & 0.0097 \\
(SFGj & \circ SFGi) & -0.0005 & 0.0047 & -0.2381 & 0.0088 & 0.0002 \\
(SSGj & \circ SSGi) & -0.0023 & 0.0053 & -3.2903*** & -0.0007 & -0.0022 \\
RMSE & 1,381 & 1,485 & 1,325 & 1,303 & 1,673 \\
RMSE: EU-KR & 594 & 592 & 594 & 566 & 597 \\
MAE & 161 & 162 & 158 & 150 & 235 \\
MAE: EU-KR & 287 & 285 & 287 & 274 & 289 \\
Obs. & 223,574 & 241,833 & 223,574 & 128,799 & 151,996 \\
Exp-Time FE & 2,579 & 2,733 & 2,579 & 1,418 & 2,579 \\
Imp-Time FE & 2,579 & 2,733 & 2,579 & 1,418 & 2,579 \\
Bilateral FE & 18,259 & 18,259 & 18,259 & 18,259 & 13,460 \\
\end{align*}

\*\*\*\*p < 0.001; \*\*p < 0.01; \*p < 0.05.

Note: Baseline refers to column 3b in Table 6.
Table 8. Robustness Table Using WIOD

| Specification | Trade data | Prevalence scores (PS) | | Frequency indices (FI) | |
|---------------|------------|------------------------|---|------------------------|---|
|               |            | (1) Baseline           | (2) Total | (3) Agri Mining WIOD | WIOD | (5) Baseline | (6) Total | (7) Agri Mining WIOD | WIOD | (8) Baseline | (9) Total | (10) Agri Mining WIOD | WIOD |
|               |            | Comtrade               | WIOD      | WIOD                   |     | Comtrade               | WIOD      | WIOD                   |     | Comtrade               | WIOD      | WIOD                   |     |
| EUKR          |            | -0.0175                | 0.0588    | 1.4986 ***             | 0.0752 | -0.0171                | 0.0569    | 1.5285 ***             | 0.0714 | (0.0574)               | (0.0395) | (0.2632)               | (0.0405) |
| FTAs (w/o EUKR) |          | 0.0354                | 0.0155    | -0.4263 **             | 0.0798* | 0.0372                | 0.0127    | -0.4047 **             | 0.0817* | (0.0533)               | (0.0404) | (0.1371)               | (0.0402) |
| Tariffs       |            | -0.0181***             | 0.0080**  | 0.0040                 | 0.0048 | -0.0178***             | 0.0081**  | 0.0047                 | 0.0050 | (0.0013)               | (0.0031) | (0.0028)               | (0.0031) |
| Competition   |            | -0.0385                | -0.0201   | -1.0140***             | 0.1857* | -0.0389                | -0.0258   | -0.8432***             | 0.1871* | (0.0279)               | (0.0744) | (0.1703)               | (0.0736) |
| Investments   |            | 0.2020***              | 0.0745    | 0.9603***              | 0.0124 | 0.2021***              | 0.0778    | 0.7857***              | 0.0132 | (0.0242)               | (0.0675) | (0.1706)               | (0.0662) |
| IPRS          |            | -0.0853***             | -0.1068   | -0.2754 -0.1961***     | -0.0846** | -0.1099                | -0.2595*  | -0.1980***             |     | (0.0315)               | (0.0667) | (0.1114)               | (0.0519) |
| Procurement   |            | 0.0423                | 0.0897    | 0.2610*                | -0.0153 | 0.0415                | 0.0902    | 0.2094                 | -0.0160 | (0.0324)               | (0.0480) | (0.1127)               | (0.0456) |
| Services      |            | 0.0039                | 0.0213    | 0.1245                 | 0.0000 | 0.0047                | 0.0240    | 0.0826                 | -0.0008 | (0.0350)               | (0.0591) | (0.1549)               | (0.0599) |
| Standards     |            | -0.0655               | 0.0431    | 0.2763**               | 0.0677 | -0.0668               | 0.0448    | 0.3269***              | 0.0650 | (0.0383)               | (0.0422) | (0.0990)               | (0.0463) |
| $TBT_{jt} - TBT_{lt}$ |       | -0.0000               | 0.0001    | -0.0000                 | 0.0002* | -0.0010***             | -0.0014   | 0.0012                 | -0.0018* | (0.0000)               | (0.0001) | (0.0000)               | (0.0001) |
| $TBT(STC)_{jt}$ |           | -0.0001               | 0.0002    | -0.0015                 | -0.0003 | -0.0000               | 0.0009    | -0.0016                 | 0.0001 | (0.0003)               | (0.0004) | (0.0008)               | (0.0004) |
| $SPS_{jt} - SPS_{lt}$ |      | -0.0000               | 0.0001**  | -0.0000                 | * 0.0000 | -0.0010               | -0.0006   | -0.0069***             | -0.0034 | (0.0000)               | (0.0000) | (0.0000)               | (0.0000) |
| $SPS(STC)_{jt}$ |            | -0.0210***             | -0.0177*  | -0.0005                 | -0.0071 | -0.0212***             | -0.0277*** | -0.0018                 | -0.0125 | (0.0047)               | (0.0061) | (0.0013)               | (0.0082) |
| $ADP_{ij}$    |            | -0.0008               | -0.0072   | 0.0128                 | -0.0049 | -0.0050               | -0.0103   | 0.0094                 | -0.0054 | (0.0069)               | (0.0065) | (0.0271)               | (0.0052) |
| $CVD_{ij}$    |            | 0.0115                | -0.0103   | -0.1136                | -0.0461*** | 0.0168*               | -0.0211   | -0.0795                | -0.0748*** | (0.0075)               | (0.0117) | (0.0854)               | (0.0090) |
| $(SFG_{j} - SFG_{i})$ |      | -0.0005               | -0.0002   | -0.0005                 | -0.0194 | -0.0006               | 0.0021    | -0.0040                 | -0.0200 | (0.0036)               | (0.0181) | (0.0194)               | (0.0159) |
| $(SSG_{j} - SSG_{i})$ |       | -0.0023               | -0.0046   | -0.0097*                | 0.0152 | 0.0011                | 0.0215   | -0.0183                 | 0.0542 | (0.0037)               | (0.0092) | (0.0043)               | (0.0097) |
Table 8. Continued

| Specification | Prevalence scores (PS) | Frequency indices (FI) |
|---------------|------------------------|------------------------|
|               | (1) Baseline           | (2) Total             | (3) Agri Mining | (4) Manuf | (5) Baseline | (6) Total | (7) Agri Mining | (8) Manuf |
| Trade data    | Comtrade               | WIOD                  | WIOD           | WIOD      | Comtrade     | WIOD      | WIOD           | WIOD      |
| RMSE          | 1,381                  | 941,911               | 342            | 293,582   | 1,385        | 2,482     | 341            | 1,621     |
| RMSE: EU-KR   | 594                    | 80,304                | 49             | 20,962    | 590          | 502       | 50             | 465       |
| MAE           | 161                    | 82,634                | 64             | 24,308    | 161          | 521       | 64             | 336       |
| MAE: EU-KR    | 287                    | 10,468                | 8              | 3,959     | 286          | 259       | 8              | 236       |
| Obs.          | 223,574                | 24,781                | 24,710         | 24,990    | 223,574      | 24,781    | 24,710         | 24,990    |
| Exp-Time FE   | 2,579                  | 500                   | 500            | 500       | 2,579        | 500       | 500            | 500       |
| Imp-Time FE   | 2,579                  | 500                   | 500            | 500       | 2,579        | 500       | 500            | 500       |
| Bilateral FE  | 18,259                 | 2,500                 | 2,471          | 2,499     | 18,259       | 2,500     | 2,471          | 2,499     |

***p < 0.001; **p < 0.01; *p < 0.05.

Notes: Baseline refers to columns 1b and 2b in Table 6. In comparison to previous tables, information on the AIC is dropped, as it is not suitable to compare models applied to different datasets.

IV. Conclusion

The number of free trade agreements (FTA) and the topics covered therein are rising. New-generation agreements of the EU following its Global Europe strategy in 2006 are more ambitious in the areas of non-tariff measures (NTMs). These are becoming increasingly important and are replacing tariffs at the core of trade agreements among industrialised economies. Correspondingly, there is a growing interest in related research, and various methods for measuring NTMs and their effects are developing.

This paper aims to contribute to this growing literature by applying several frequently used indices for NTMs found in the literature to the same country sample and trade policy datasets, thereby assessing their ability to improve predictions of trade flows. It describes NTMs applied between the EU and South Korea, for which the first new-generation FTA has been provisionally applied since 2011 and entered into force in 2015.

The descriptive analysis of notification data for the EU and South Korea reveals that the policy mix applied to bilateral trade relations differs widely. While the EU resorts to antidumping and countervailing duties, primarily targeting the manufacturing sector, South Korea makes more frequent use of bilateral sanitary and phytosanitary measures for animal and vegetable products. Both trading partners have reduced their use of
agricultural safeguards – mainly addressing sugar and meat products in the case of the EU, but vegetable and plant products in the case of South Korea.

The information on components of FTAs as provided by the Design of Trade Agreements (DESTA) database proved particularly useful in the econometric analysis. Results suggest that investment provisions significantly influence trade flows positively, while IPRS seem to hamper trade. The robust negative effect of tariffs points to the fact that tariffs continue to be an important trade policy tool.

The evolution of bilateral frequency indices, coverage ratios, prevalence scores and regulatory intensity measures of NTMs convey distinct messages. Indicators are strongly increasing over time for TBTs, and faster than SPS measures. The latter seem to be driven by a number of heavy users, resulting in on average negative regulatory intensity scores. Upward trends are also observable for (agricultural) safeguard measures.

In the regression analysis, the four indices show similar coefficients and behaviour across all tested specifications for standard-like NTMs but are inconclusive on the aggregate level for counteracting measures. SPS measures against which trading partners have filed a specific trade concern at the WTO seem to exert the biggest negative impact on trade flows.

To conclude, the EU’s first deep and comprehensive second-generation trade agreement with South Korea constitutes a milestone in EU trade policy. Tariffs on the majority of traded goods were eliminated after the agreement started to provisionally apply in 2011. The agreement covers sensitive policy areas reaching far beyond tariff liberalisation, such as services trade, investment, TBTs and SPS measures. Tariff cuts and information on FTA provisions provided by DESTA explain the positive trade effect associated with the EU-KR FTA. However, the descriptive and econometric analyses suggest that some high trade costs associated with NTMs prevail. Future cooperation could be particularly promising in the area of sanitary and phytosanitary measures.
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APPENDIX: SUMMARY STATISTICS

Table 3 in Section I provides summary statistics for various NTM types and indicators: frequency index (FI), coverage ratio (CR), prevalence score (PS) and regulatory intensity (RI). The following tables provide summary statistics on the remaining variables used in the main specification of the econometric analysis as well as the proxy for regulatory gap measures for unilateral NTM types.

| Variables                           | Obs. | Mean | Std. Dev. | Min.  | Max.  |
|-------------------------------------|------|------|-----------|-------|-------|
| **Trade and tariffs**               |      |      |           |       |       |
| Gross exports in million USD*       | 248,168 | 7,863 | 267,683  | 0.00  | 30,220,000 |
| Tariffs in % (simple average)**     | 243,655 | 7.80 | 10.52    | 0.00  | 2,406.00 |
| **FTAs and their components**       |      |      |           |       |       |
| EUKR                                | 248,168 | 0.00 | 0.03      | 0     | 1     |
| FTA (w/o EUKR)                      | 248,168 | 0.11 | 0.31      | 0     | 1     |
| Competition                         | 248,168 | 0.04 | 0.20      | 0     | 1     |
| Investment                          | 248,168 | 0.05 | 0.21      | 0     | 1     |
| IPRS                                | 248,168 | 0.02 | 0.15      | 0     | 1     |
| Procurement                         | 248,168 | 0.04 | 0.20      | 0     | 1     |
| Services                            | 248,168 | 0.06 | 0.23      | 0     | 1     |
| Standards                           | 248,168 | 0.10 | 0.30      | 0     | 1     |
| **Difference of frequency indices (FI)** |      |      |           |       |       |
| $TBT_{it} - TBT_{it}$               | 248,168 | 5.35 | 54.03     | -100.00 | 100.00 |
| $SPS_{it} - SPS_{it}$               | 248,168 | 1.84 | 28.44     | -100.00 | 100.00 |
| $SFG_{it} - SFG_{it}$               | 248,168 | 0.04 | 3.54      | -100.00 | 100.00 |
| $SSG_{it} - SSG_{it}$               | 248,168 | 0.02 | 1.83      | -100.00 | 100.00 |
| **Difference of coverage ratios (CR)** |      |      |           |       |       |
| $TBT_{it} - TBT_{it}$               | 248,168 | 5.35 | 56.87     | -100.00 | 100.00 |
| $SPS_{it} - SPS_{it}$               | 248,168 | 2.27 | 40.24     | -100.00 | 100.00 |
| $SFG_{it} - SFG_{it}$               | 248,168 | 0.04 | 4.44      | -100.00 | 100.00 |
| $SSG_{it} - SSG_{it}$               | 248,168 | 0.06 | 5.35      | -100.00 | 100.00 |
| **Difference of prevalence scores (PS)** |      |      |           |       |       |
| $TBT_{it} - TBT_{it}$               | 248,168 | 0.45 | 9.48      | -114.70 | 128.00 |
| $SPS_{it} - SPS_{it}$               | 248,168 | 0.20 | 7.91      | -192.40 | 201.00 |
| $SFG_{it} - SFG_{it}$               | 248,168 | 0.00 | 0.04      | -1.00 | 1.00 |
| $SSG_{it} - SSG_{it}$               | 248,168 | 0.00 | 0.04      | -3.00 | 3.00 |
| **Difference of regulatory intensity (RI)** |      |      |           |       |       |
| $TBT_{it} - TBT_{it}$               | 248,168 | -0.01 | 1.18      | -17.19 | 17.19 |
| $SPS_{it} - SPS_{it}$               | 248,168 | -0.02 | 0.96      | -12.43 | 12.98 |
| $SFG_{it} - SFG_{it}$               | 248,168 | 0.00 | 0.84      | -23.85 | 23.85 |
| $SSG_{it} - SSG_{it}$               | 248,168 | 0.00 | 0.83      | -19.69 | 19.69 |

* As outlined in the data section, bilateral trade flows provided by UN Comtrade are complemented by intra-country trade flows computed by subtracting the sum of exports from countries’ gross output, taken from national accounts provided by the UN.

** There are three observations of average tariffs exceeding 300%. According to UN TRAINS, simple averages of applied tariffs and most-favoured nation tariffs employed by Egypt against Armenia amounted to 1,203% in 2013, against the Bahamas to 1,203% in 2012 and against Bermuda to 2,406% in 2012.