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ABSTRACT The intelligent reflecting surface (IRS) is considered a core technology of next-generation mobile communication. It has significant advantages in enhancing network coverage, spectrum efficiency, energy efficiency, and deployment cost. Compared with the conventional massive multiple-input-multiple-output (MIMO) system, cell-free massive MIMO overcomes the limitation imposed by inter-cell interference in traditional cellular mobile networks and realizes coherent transmission centered on users. In this article, we consider a new application scenario for the IRS—an aerial IRS (AIRS)-aided cell-free massive MIMO system where multiple APs serve several users through an AIRS. The users are in a “shadow area” where we cannot provide good quality of service (QoS) due to the remote location and the shelter of tall buildings. Our goal is to optimize the power allocation and beamforming of each AP, the placement and reflection phase shift parameters of the AIRS to maximize the user’s achievable rate. Firstly, we consider the optimization for fixed placement of the AIRS, where we propose a joint optimization strategy to maximize the achievable rate of the user. Then, we propose a fast optimal location search algorithm base on the path loss model to determine the optimal location of the AIRS and decrease the computational complexity. The simulation results show that the proposed methods can improve the performance for the achievable rate of the system. To the best of our knowledge, this article is the first to study the application scenario for the combination of IRS technology and a cell-free massive MIMO system.

INDEX TERMS Aerial intelligent reflecting surface (AIRS), cell-free massive multiple-input-multiple-output (MIMO), optimization.

I. INTRODUCTION

Over the past decade, the mobile communication industry has developed rapidly. Many key technologies have been studied in an effort to achieve the goal of a 1000-fold rate increase. In past studies, the industry generally believed that wireless channels are uncontrollable due to the uncertainty of the propagation environment. Most of the research on improving communication quality still focuses on optimizing the receiver and transmitter to adapt to the wireless channel. In fact, using an intelligent reflecting surface (IRS), we can realize intelligent and reconfigurable wireless communication based on the propagation environment.

The associate editor coordinating the review of this manuscript and approving it for publication was Prakash Periasamy.

IRS is also called a reconfigurable intelligent surface (RIS) [1], [2] or software-controlled metasurface [3]–[5]. It is a new technology that solves the problem of area coverage, energy spectrum efficiency, and spectrum efficiency and is considered as one of the core technologies supporting next-generation mobile communication. Unlike traditional parabolic antennas or phased array antennas, IRS is a linear or planar structure that is controlled by a smart controller connected to the base station (BS) or the access point (AP). An IRS contains many low-cost passive array elements, each of which has a sub-wavelength structure. Each element can independently change the phase or amplitude of the incident signal using the smart controller. By jointly designing the reflection phase of each element, we can realize the coherent superposition of reflected signals at specific positions to
achieve beamforming [6]. This is equivalent to “changing” the direction of the reflected signal so that it points to a specific location. When the direct path between the transmitter and the receiver is blocked, the channel of the direct path is weak. An IRS can be deployed at an appropriate location to establish a high-quality reflection channel to reflect the signal from the transmitter to the receiver. By adjusting the reflection coefficient of each element in the IRS, the signals reflected by the IRS can be superposed coherently at the receiver to improve the quality of communication. In fact, adjusting the reflection coefficient of the IRS is equivalent to changing the reflecting channel, which is why the IRS can realize real-time reconfigurable communication based on the propagation environment.

It is worth noting that although an IRS looks similar to a traditional multiple-input–multiple-output (MIMO) relay, there are obvious differences. First, relay operations such as decoding and forwarding (DF) and amplifying and forwarding (AF) need to demodulate the received signals before forwarding them; consequently, the relays must possess signal processing capabilities. In contrast, an IRS usually does not possess signal processing capability but instead simply reflects signals passively. Therefore, there is no need to equip the IRS with a transmission radio frequency (RF) chain [7]. Second, compared with traditional relays, IRS consumes little energy, and no additional thermal noise is introduced during the reflection. IRS deployment costs are also low; they can even be deployed on urban building walls. One way to improve the spectrum efficiency of the communication system is to deploy a large number of antennas at the AP or BS. However, due to the limitations of antenna size and deployment cost, the number of antennas that can be equipped at the receiver and transmitter is limited. Considering the cost and energy consumption, we want the number of antennas for APs and users to be as small as possible. Using the IRS, we can achieve a performance gain that is similar to the performance of massive MIMO arrays. Based on the above differences, the IRS has attracted increasing attention and has broad application prospects.

The existing studies on IRS mainly focus on the performance analysis and optimization of an IRS-assisted cellular network. In [8], the performance of an IRS-aided single-input–single-output (SISO) communication system is studied, in which the authors compare an IRS with a DF relay. The results show that the deployment of an IRS with a large number of reflection elements can achieve better performance under the premise of minimizing the total transmit power and maximizing energy efficiency when the system requires a high data rate. In [9], an IRS is deployed in a multiple-input–single-output (MISO) system to assist the communication between a multiple-antenna AP and several single-antenna users. By jointly optimizing the transmit beamforming at the AP and the phase shift matrix of the IRS, the problem of minimizing transmit power under the constraint of the user signal-to-noise ratio (SNR) is solved. In [10], the capacity performance of an IRS aided-MIMO communication system is studied, and an IRS is used to assist the communication between a multi-antenna BS and a multi-antenna user. An alternative iterative strategy is proposed to jointly optimize the IRS phase shift matrix and transmit the covariance matrix to improve the system capacity performance. With the deepening research on IRS, academia has proposed a new IRS architecture—the aerial intelligent reflecting surface (AIRS). Unlike conventional IRSs, AIRS can be deployed on aerial platforms such as unmanned aerial vehicles (UAVs) thus can provide stronger line-of-sight (LoS) links [11]. Moreover, the AIRS can adapt to different propagation environments by changing its position. With this mobility, AIRS can realize the panoramic reflection of incident signals [12].

Cell-free massive MIMO has been considered a core architecture of the next-generation mobile communication network. It overcomes the limitation of inter-cell interference in traditional cellular mobile networks. In a cell-free massive MIMO system, multiple APs serve a small number of users in the coverage area simultaneously and realize user-centered coherent transmission under the control of a central processing unit (CPU) [13]–[16].

Research on cell-free massive MIMO is being increasingly perfected. However, some problems exist that need to be considered. In the actual deployment of a cell-free massive MIMO system, the layout of urban buildings is uneven, and it is difficult to achieve uniform coverage in the deployment of APs. For areas with a remote location or the shelter of tall buildings, the communication between users and APs is blocked; we call these “shadow areas”. In a cell-free massive MIMO system, we can choose the appropriate APs to serve a user based on their location, namely, AP clustering. Specifically, we can serve users by clustering APs for these shadow areas, but the service quality may not be significantly improved because these areas are far from APs. One simple way to improve the users’ quality of service is to build more APs in these areas to achieve high-density coverage. However, the deployment cost and energy consumption increase as more APs are deployed. Can we serve these shadow area users in another way? Indeed, we can deploy an IRS to support the communication between users in a shadow area and the APs.

The addition of an IRS for a cell-free massive MIMO system solves the above problems. For users in these shadow areas, the direct link is usually weak, so direct link transmission has poor performance. In this case, an AIRS can be used to support communication. Specifically, we can use an AIRS that is deployed on a UAV to support the communication between the APs and the user. In this system, the smart controller of the AIRS is connected to the APs with a CPU. All transmission parameters are adjusted by the CPU; and with channel estimation and some location technologies, the locations of APs, users and all the channel state information (CSI) are known by the CPU. We call this information the “user fingerprint”. The “shadow area” users can be identified if the CPU obtains this “user fingerprint information”. Then, an AIRS is deployed by the CPU to assist...
with communication. The advantages of adding AIRS to a cell-free massive MIMO system are listed as follows.

- The cost of deploying an AIRS is lower than the cost of deploying more APs.
- The power consumption of an AIRS is also lower than that of APs.
- The AIRS is deployed on a flyer such as a UAV or a balloon, so it can dynamically adjust its own location to serve users in different propagation environments.
- The addition of AIRS can improve the area coverage in a cell-free massive MIMO system.

The main contributions of this article are summarized as follows. In this article, we extend the application of the IRS from traditional cellular networks to a cell-free Massive MIMO system. We study an AIRS-aided cell-free massive MIMO downlink system where numbers of APs serve a single-antenna user in the “shadow area” through an AIRS. We propose an interactive iterative optimization algorithm to maximize the achievable rate of the user at a fixed position. Then we consider the effect of AIRS’s location on achievable rate performance and propose a fast optimal location search algorithm to find the optimal position of the AIRS.

The organization of this article is as follows. In Section II, we will introduce the system model of the AIRS-aided cell-free massive MIMO system and formulate the problem to be solved in this article. In Section III, we begin by considering the case of AIRS with a fixed position; we use a joint iteration method to jointly optimize the phase shift of AIRS, the transmit power allocation and the precoding vectors of all APs. Then, we consider the case of AIRS with a movable position, and we use a fast optimal location search algorithm to obtain the optimal placement of the AIRS. In Section IV, we will perform a simulation of a real scene to verify the performance of the proposed algorithm. Finally, we will conclude this article in Section V.

The notations used in this article are listed below. We use $j = \sqrt{-1}$ to express an imaginary unit. For readability, we use bold capital letters to denote matrices. A vector is denoted by an italic and bold lowercase letter. Here, we denote the space of $M \times N$ as a complex-valued matrix by $\mathbb{C}^{M \times N}$. For a vector $g$, we use $|g|$ to denote the $\ell_1$-norm and use $\|g\|$ to denote the $\ell_2$-norm. Additionally, we use $\text{arg}(g)$ to denote a vector, each element of which is a phase of the corresponding element in $g$. We use diag($g$) to denote a diagonal matrix, where each diagonal element is the corresponding element in $x$. For a matrix $F$, $F^T$ and $F^H$ denote its transpose and conjugate transpose, respectively. For a plural $C$, we use $|C|$ to express the modulus of $C$, and we use $\arg(C)$ to denote the phase of $C$.

II. SYSTEM AND CHANNEL MODEL

A. SYSTEM MODEL

As shown in Fig. 1, some APs serve several users in this system under the control of a CPU. The CPU knows which user is in the shadow area by “user fingerprint information”, and it deploys an AIRS to assist with the communication. The AIRS is deployed on a UAV, so it can move aerially. In practice, the AIRS cannot be placed at any point in the air because it needs to be placed away from the shelters, and the flight altitude of the AIRS is also limited. The placeable area is expressed as $A$.

We assume there are $N$ APs and $K$ shadow-area users. Each AP is deployed with $M$ antennas, and the AIRS consists of $R$ reflection elements. For the sake of discussion, we assume there is only one user in the shadow area, thus, $K = 1$. We will research multi-user cases in our future work. To simplify the description, we set up a coordinate system, where the AP$_n$ and the user is in the x-o-z plane. $A$ is in the x-o-z plane. So, the coordinates of the AIRS are $l = (x, 0, h)$. In this case, we will optimize the horizontal coordinate $x$ and height $h$ of the AIRS.

All the direct links are blocked by tall buildings, so we assume they do not exist. The transmit power of each AP is controlled by the CPU. All APs transmit at the full allocated power. We define the power allocation coefficient of $n$-th AP as $\lambda_n$. The power allocation vector is defined as $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N)$; then, we have $\sum_{n=1}^{N} \lambda_n = 1$. $P$ represents the total transmit power. All APs are serving the user at the same time. The signal received at the user can be expressed as:

$$y = (h_1(l)\Theta G_1(l)\sqrt{P\lambda_1w_1} + h_2(l)\Theta G_2(l)\sqrt{P\lambda_2w_2} + \ldots + h_N(l)\Theta G_N(l)\sqrt{P\lambda_Nw_N})x + \delta$$

where $h_i(l) \in \mathbb{C}^{1 \times R}$ represents the channel from AIRS to the user. $G_n(l) \in \mathbb{C}^{R \times M}$ denotes the channel from the $n$-th AP to the AIRS. $l$ denotes the coordinates of the AIRS. In this article, we only consider the optimization for the height $h$ and horizontal position $x$ of the AIRS, so $l = (x, h)$. As we can see, the channels $h_i(l)$ and $G_n(l)$ change with $l$. $\Theta \in \mathbb{C}^{R \times R}$ is the phase shift matrix of the AIRS. $\Theta = \text{diag}(\eta_1e^{j\phi_1}, \eta_2e^{j\phi_2}, \ldots, \eta_R e^{j\phi_R})$, where $\eta_i \in [0, 1]$, $i = 1, 2, \ldots, R$, represents the amplitude reflection coefficient of the corresponding element at the AIRS. In practice, we usually set the value of all amplitude reflection coefficients to 1 to achieve the whole reflection. $\phi_i$ represents the phase shift coefficient of the $i$-th element at the AIRS. Here, we assume the AIRS has a continuous phase shift,
so $\theta_i \in [0, 2\pi), i = 1, 2, \ldots, R$. $w_n$ is the beamforming vector at the $n$-th AP, which satisfies $|w_n|^2 \leq 1$. $\delta$ is the additive white Gaussian noise (AWGN) at the user.

### B. CHANNEL MODEL
Suppose that both APs and the AIRS are sub-wavelength uniform linear arrays (ULAs), the spacing between each antenna of the AP and each element of the AIRS is $d = 0.5\lambda$, and $\lambda$ is the wavelength. The antennas at each AP are placed in position $l$, and the AIRS is placed parallel to the ground. So the baseband equivalent channels $G_n$ and $h_r$ is expressed as

$$G_n(l) = \sum_{i=1}^{L_1} \sqrt{\beta_G(i)} a_r^H(\epsilon G_n(i))$$

$$h_r(l) = \sum_{i=1}^{L_2} \sqrt{\beta_h(i)} a_t^H(\epsilon h_r(i))$$

where $L_1$ and $L_2$ denote the total number of paths for the channel $G_n$ and $h_r$, respectively. For each channel, we set $i = 1$ to denote the LoS path and $i > 1$ to denote the non-line-of-sight (NLoS) paths. $\phi_{G_n(i)}$ is the angle of arrival (AoA) of the $i$-th path from the $n$-th AP to the AIRS, $\phi_{h_r(i)}$ is the angle of departure (AoD) of the $i$-th path from the $n$-th AP to the AIRS. $a_r(\epsilon G_n(i))$ and $a_t(\epsilon h_r(i))$ are the vectors of antenna arrays. We can express them as follows

$$a_r(\epsilon G_n(i)) = [1, e^{-j2\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}), e^{-j2\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}, i > 1} \ldots, e^{-j(R-1)2\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}, i > 1} \ldots, e^{-j\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}), i > 1} \ldots, e^{-j\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}, i > 1} \ldots, e^{-j(R-1)\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}, i > 1} \ldots, e^{-jM\pi \frac{d}{\lambda} \cos(\phi_{G_n(i)}, i > 1} ]^T$$

$$a_t(\epsilon h_r(i)) = [1, e^{-j2\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}), e^{-j2\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}, i > 1} \ldots, e^{-j\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}), i > 1} \ldots, e^{-j\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}}, i > 1} \ldots, e^{-j\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}, i > 1} \ldots, e^{-j(R-1)\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}, i > 1} \ldots, e^{-jM\pi \frac{d}{\lambda} \sin(\phi_{h_r(i)}, i > 1} ]^T$$

$\beta_n$ is the path loss of the corresponding channel, which can be expressed as

$$\beta_n(d(I)) = \beta_0 \left(\frac{d(I)}{d_0}\right)^{-\alpha}.$$  

$\beta_0$ denotes the path loss at $d_0 = 1$, and $\alpha$ represents the path loss factor.

Since the AIRS is deployed in the air, for each channel, the LoS path is much stronger than the NLoS path, we can assume that all the channels forming APs to the user through the AIRS only have LoS path. Then the channels $G_n$ and $h_r$ can be simplified as

$$G_n(l) = \sqrt{\beta_G(i)} a_r(\epsilon G_n(i))$$

$$h_r(l) = \sqrt{\beta_h(i)} a_t^H(\epsilon h_r(i))$$

### C. PROBLEM FORMULATION
In this article, we mainly consider the user’s achievable rate optimization for the AIRS-aided cell-free massive MIMO system. Therefore, the purpose is to maximize the achievable rate of the user by jointly designing the transmit power allocation vector $\lambda$, the precoding vector of each AP $w_n$, $n = 1, \ldots, N$, the phase shift matrix $\Theta$, and the placement of the AIRS $I, I \in A$. Here we assume all the CSI are known by the CPU. However the CSI is difficult to obtain, channel estimation for IRS-aided cell-free Massive MIMO system will be studied in our future work. When the AIRS is placed in position $l$, the received SNR at the user can be expressed as

$$\gamma(I) = \frac{\left|\sum_{n=1}^{N} h_r(I)\Theta G_n(I)\sqrt{\lambda_n w_n}\right|^2}{\sigma^2}.$$  

The achievable rate of the user can be expressed as

$$Ra(I) = \log_2\left(1 + \frac{\left|\sum_{n=1}^{N} h_r(I)\Theta G_n(I)\sqrt{\lambda_n w_n}\right|^2}{\sigma^2}\right).$$

Thus, the objective function is formulated as

$$\text{P1 :}$$

$$\max_{\lambda, w_n, \Theta} Ra(I) = \log_2\left(1 + \frac{\left|\sum_{n=1}^{N} h_r(I)\Theta G_n(I)\sqrt{\lambda_n w_n}\right|^2}{\sigma^2}\right)$$

s.t. $\sum_{n} \lambda_n = 1$;

$\|w_n\|^2 \leq 1, n = 1, \ldots, N$;

$\theta_r \in [0, 2\pi)$, $r = 1, \ldots, R$.

### III. OPTIMIZATION STRATEGY
As we can see from (P1), it is very difficult to optimize all system parameters at the same time, so we will use a gradual optimization strategy. First, we consider the optimization strategy of AIRS with a fixed position. Then, we expand to the case to an AIRS with a variable position.

#### A. OPTIMIZATION FOR AIRS WITH FIXED POSITION
In this case, we do not consider the impact of AIRS location on system performance and assume that the AIRS is placed in a fixed position. So, the objective function (P1) can be simplified to

$$\text{P2 :}$$

$$\max_{\lambda, w_n, \Theta} Ra = \log_2\left(1 + \frac{\left|\sum_{n=1}^{N} h_r\Theta G_n\sqrt{\lambda_n w_n}\right|^2}{\sigma^2}\right)$$

s.t. $\sum_{n} \lambda_n = 1$;

$\|w_n\|^2 \leq 1, n = 1, \ldots, N$;

$\theta_r \in [0, 2\pi), r = 1, \ldots, R$. 
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We will use an interactive iterative optimization method to solve (P2). Since there is only one user in the system and all APs serve the user simultaneously, there is no interference between different users. When the power distribution coefficient of each AP $\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_N]$ and the phase shift matrix $\Theta$ are determined, the optimal precoding vector of each AP is the maximum ratio transmission (MRT) precoding [17], which can be written as

$$w_n^{opt} = \frac{(h_n \Theta G_n)^H}{\|h_n \Theta G_n\|_2}, \quad n = 1, \ldots, N. \tag{14}$$

As we can see from (14), the $w_n$ mainly depend on the channel $G_n$, thus we can simplified $w_n^{opt}$ as

$$w_n^{opt} = \frac{a_r(\phi_{G_n})}{\|a_r(\phi_{G_n})\|_2} \tag{15}$$

This method is studied in [12], which means we just beamforming the signal at each AP to the AIRS and do not consider the channel $h$. We will compare the two different beamforming methods later.

When $w_n$ and $\lambda = [\lambda_1, \lambda_2, \ldots, \lambda_N]$ are fixed, the channel $h$ is determined, which can be expressed as

$$h = \sum_{n=1}^{N} G_n \sqrt{\lambda_n} w_n. \tag{16}$$

Then, the problem (P2) becomes

$$P3: \max_{\Theta} \log_2(1 + P \frac{|h_r \Theta h|}{\sigma^2}) \quad \text{s.t.} \quad \theta_r \in [0, 2\pi]. \tag{17}$$

To solve (P2), we need to set all the values of the diagonal matrix $\Theta$ so that the reflected signals are coherently superimposed at the user. Therefore, the value of $\theta_n$ should satisfy the following equation:

$$\theta_n^{opt} = \Omega - \text{arg}([h_r]_n [h]_n), \quad n = 1, \ldots, R. \tag{18}$$

$\Omega$ is a reference alignment phase; here, we can set $\Omega = \pi$. $[h]_n$ and $[h_r]_n$ are the $n$-th elements of $h$ and $h_r$. When $\theta_n$, $n = 1, \ldots, R$ is determined, we can use the current gain of $q_n = h \Theta G_n$ to reallocate the transmit power of each AP.

$$\lambda_n^{opt} = \frac{\|q_n\|_2^2}{\sum_{n=1}^{N} \|q_n\|_2^2}, \quad n = 1, \ldots, N. \tag{19}$$

To obtain better achievable rate performance, we need to repeat the above steps until the achievable rate of the user converges. The specific algorithmic implementation is in Algorithm 1.

**B. OPTIMIZATION OF VARIABLE POSITION**

Now we consider the optimization of the AIRS with a variable position. If the AIRS can move freely in $\mathcal{A}$, we need to find the optimal placement to maximize system performance for the user’s achievable rate. So, the objective function is again (P1).

**Algorithm 1** Interactive Iterative Optimization Algorithm (A1)

1. Initialize $\lambda$ and $\Theta$. Obtain the initial $w_n, n = 1, \ldots, N$ by (14) or (15).
2. Obtain $h$ by (16)
3. for $r = 1 \rightarrow R$
4.   Optimize $\Theta$ by (18).
5. end
6. Obtain $q_n, n = 1, \ldots, N$, $q_n = h \Theta G_n$. Reallocate the transmit power according to (19). Obtain a new $\lambda$. Obtain the optimized $w_n, n = 1, \ldots, N$ by (14) or (15).
7. Calculate the achievable rate $Ra$ by (11). Check convergence, if yes, stop; if no, go to Step 2.

To solve this problem, we need to consider the impact of AIRS placement. If the AIRS can be placed in any position, the problem will be easy to solve. In this case, the optimal height $h$ is the lowest in $\mathcal{A}$ that has the shortest distance to both the AIRS and the user. However, the AIRS cannot be placed anywhere due to the flight height limit, and the placement requires it avoids building shelter. $\mathcal{A}$ usually does not include all areas of the air and tends to be irregular. It is difficult to optimize all the parameters at the same time. We find that if the placement of the AIRS is determined, the optimization problem returns to the fixed placement case, and we can use Algorithm 1 to optimize the other parameters. In other words, in each location in $\mathcal{A}$, we can obtain an optimized achievable rate for the user. One simple method to solve this problem is the exhaustive search. Specifically, we can calculate the achievable rates of all locations in $\mathcal{A}$ and then choose the point with the highest achievable rate as the optimal location of the AIRS. The algorithmic implementation is in Algorithm 2.

**Algorithm 2** Exhaustive Search Algorithm (A2)

1. List all legal location points for the AIRS $(x_c, 0, h_c) \in \mathcal{A}, c = 1, \ldots, C$.
2. For each point $(x_c, 0, h_c), c = 1, \ldots, C$, use Algorithm 1 to calculate the corresponding achievable rate $Ra_c, c = 1, \ldots, C$.
3. Choose the point with the maximum achievable rate $(x^*, 0, h^*)$ as the optimal location of the AIRS.

The exhaustive search algorithm seems easy to implement. However, it often requires substantial computing resources and time because the area $\mathcal{A}$ is very large. To obtain the optimal placement of the AIRS, we need to pass through all of the locations in $\mathcal{A}$, which in most cases is unrealistic. Therefore, we propose a fast optimal location search algorithm to optimize the placement of AIRS.

It can be seen from (15) that for each location $l$ in $\mathcal{A}$, the corresponding optimal precoding vector of the
n-th AP is
\[ w_n(t) = \frac{\mathbf{a}_t(\phi_{G_n(t)})}{\|\mathbf{a}_t(\phi_{G_n(t)})\|_2} \] (20)

The path loss of channels \( \mathbf{G}_n \) and \( \mathbf{h}_t \) can be expressed as follows:
\[ \beta_{G_n(t)} = \frac{\beta_0}{\| I - I_n \|_2}, \quad n = 1, \ldots, N, \] (21)
\[ \beta_{h_t} = \frac{\beta_0}{\| I - I_0 \|_2}. \] (22)

Taking (20)-(22) into (11), we can obtain the optimal achievable rate \( R_a \) of the user when the AIRS is placed at \( I \), which can be expressed as
\[
R_a = \log_2(1 + \frac{MP}{\sigma^2} \frac{\beta_0}{\| I - I_0 \|_2} \| \mathbf{a}_t(\phi_{G_1(t)}) \|_2^2) \times \Theta(\sqrt{\lambda_1 \| I - I_1 \|_2^2} \mathbf{a}_t(\phi_{G_1(t)})
+ \sqrt{\lambda_2 \| I - I_2 \|_2^2} \mathbf{a}_t(\phi_{G_2(t)}) + \ldots + \sqrt{\lambda_N \| I - I_N \|_2^2} \mathbf{a}_t(\phi_{G_N(t)})^2)
= \log_2(1 + \frac{MP \beta_0}{\sigma^2} |B_1 A_1 + B_2 A_2 + \ldots + B_N A_N|^2) \] (23)

where
\[ A_n = \sqrt{\lambda_n} \mathbf{a}_t(\phi_{G_n(t)}) \Theta_{\mathbf{a}_t}(\phi_{G_n(t)}), \quad n = 1, \ldots, N, \] (24)
\[ B_n = \frac{1}{\| I - I_0 \|_2 - I_n \|_2}, \quad n = 1, \ldots, N. \] (25)

It is difficult to find the maximum value of such a function directly. Therefore, we will use an approximate optimal solution to find the optimal AIRS placement. From the expression of \( A_n \), we find that if \( N = 1 \), then there is only one AP serving the user by AIRS. When we find the optimal phase shift matrix of the AIRS, \( A_1 = R \) [12]. In this case, \( A_n \) depends on the number of AIRS elements \( R \). Therefore, in any location of \( A_n \), when the optimal \( \Theta \) is determined, the achievable rate depends on \( B_1 \). \( N > 1 \) means that there is more than one APs serving the user. Although both \( A_n \) and \( B_n \) change with location \( I \), compared with \( B_n \), \( A_n \) is much less sensitive to location because when \( I = I_n, n = 1, \ldots, N \), the denominator of \( B_n \) is close to 0. Therefore, we only need to consider the following equation
\[ D(I) = B_1 + B_2 + \ldots + B_N \]

\[ \text{FIGURE 2. The impact of } h \text{ on } B_1. \]

Let \( I = (x, 0), I_0 = (w_0, 0, 0), I_n = (w_n, 0, 0), n \) \( = 1, \ldots, N \); then, for each \( I_n = (w_n, 0, 0), n \) \( = 1, \ldots, N \), we have the following equation:
\[
B_n = \frac{1}{\sqrt{\| I - I_0 \|_2 - I_n \|_2}}
= \frac{1}{\sqrt{(x-h^2)^2 + (x-w_n^2)^2}}
= \left( \frac{1}{\sqrt{h^2 + t^2}} \right)^2 (x - w_n^2)^2 \] (27)

where \( t = x - w_0, \Delta = w_n - w_0 \). After polynomial expansion, for a given \( h \), using the Cardano formula in [12], the optimal \( x^* \) is
\[
\left( \frac{1}{2} \pm \frac{1}{4} - \frac{h}{\Delta} \right) \Delta + w_0 \quad \text{where} \quad \sigma_h \leq \frac{1}{2} \] (28)

where \( \sigma_h = \frac{h}{\Delta} \). So the optimal horizontal position is depend on \( \sigma_h \).

We draw a function graph of \( B_1 \) to verify the conclusion in (24), we set \( I_1 = (100, 0, 0), I_0 = (400, 0, 0) \) and \( I = (x, 0, h), x \epsilon [0, 500], h \epsilon [50, 100, 150, 200] \). As shown in Fig. 2, with the increase in \( h \), the maximum-value points of \( B_1 \) change from \( \left( \frac{1}{2} \pm \sqrt{\frac{1}{4} - \left( \frac{h}{\Delta} \right)^2} \right) \) \( \Delta + w_0 \) to the midpoint
\[ \frac{1}{2} \Delta + w_0 \]. If \( \frac{h}{\Delta} \leq 0.5 \), the optimal \( x^* \) is close to \( AP_n \) or the user. If \( \frac{h}{\Delta} \geq 0.5 \), the optimal \( x^* \) is the midpoint of \( AP_n \) and the user. \( D(I) \) is the sum of \( B_n, n = 1, \ldots, N \). We use \( B_m \) to denote the largest one among \( B_n, n = 1, \ldots, N \). In fact, \( B_m \) is the nearest AP to the AIRS,
so $B_m$ determines the maximum-value point of $D(I)$. Usually, to maximize reflection performance, the AIRS should not be placed in the AP area; the optimal location of the AIRS should between $AP_m$ and the user. This is because other APs are far away from the user, the path loss is higher if we place the AIRS between these APs and the user. Thus, we can simplify and use $B_m$ to optimize $I$ instead of using $B_n$, $n = 1, \ldots, N$.

For each AIRS placement height $h$, we can find the optimal $x^*$ according to (28). Then, we calculate the optimal locations corresponding to all heights and the achievable rate of users when the AIRS is placed at these locations. We can choose the point with the largest optimized achievable rate as the optimal placement of the AIRS.

Although calculating all the heights of $A$ seems complicated, the range for the AIRS altitude $h$ is smaller than that for the AIRS horizontal position $x$ due to the limited flight altitude of AIRS. Thus, for a given $h$, we only need to calculate several horizontal positions of $A$ and not all the horizontal positions. The computing resources and time are greatly reduced using this method. The specific algorithm is in Algorithm 3.

**Algorithm 3 Fast Optimal Location Search Algorithm (A3)**

**Require:** Range of $A$; horizontal coordinate of each AP $x_n$, $n = 1, \ldots, N$; horizontal coordinate of user $x_0$.

**Ensure:** The optimal height $h^{opt}$ and the optimal horizontal coordinate $x^{opt}$ of the AIRS

1. For each height $h \in A$, find the horizontal range of $A$ which can be expressed as $[x_{min}^h, x_{max}^h]$. Find the coordinate of closest AP to the AIRS $x_m$, $\Delta = x_m - x_0$;
2. For $h = H_{min} \rightarrow H_{max}$ in $A$, obtain $\sigma_h = |\frac{h}{\Delta}|$
   if $\sigma_h > 0.5$, the theoretical optimal horizontal coordinate of the AIRS at height $h$ is $x_h^* = \frac{1}{2}\Delta + x_0$.
   else the optimal $x$ of height $H$ is $x_h^* = \left(1 - \sqrt{\frac{1}{4} - \left(\frac{h}{\Delta}\right)^2}\right)\Delta + x_0$.

   Obtain $x_h^*, h \in [H_{min}, H_{max}]$ in $A$.

3. For $h = H_{min} \rightarrow H_{max}$ in $A$.
   Check the relationship between $x_h^*$ and $[x_{min}^h, x_{max}^h]$.
   if $x_h^* \in [x_{min}^h, x_{max}^h]$, the optimal $x_h^* = x_h^*$. If there are two optimal $x_h^*$, choose the $x_h^*$ with a higher achievable rate using Algorithm 1.
   else compare the achievable rate at $x_{min}^h, x_{max}^h$, and $x_h^*$ and choose the one with the highest achievable rate as $x_h^*$.

4. Find all $x_h^*, h \in [H_{min}, H_{max}]$. Calculate the optimized achievable rate of the corresponding position $(x_h^*, h)$ by Algorithm 1, choose the $x_h^*, h^* \in [H_{min}, H_{max}]$ with the largest achievable rate as the optimal placement of the AIRS. $h^{opt} = h^*, x^{opt} = x_h^*$.

**IV. SIMULATION RESULTS**

In this section, we will conduct a simulation in an actual scenario to verify the performance of the proposed optimization strategy. As shown in Fig. 3, there are 4 APs and a single-antenna user in this system. Due to the shelter of buildings and the uneven distribution of APs, the user is in a “shadow area”, and we use an AIRS to assist the communication between the APs and the user. The AIRS is deployed on a UAV, so it can move in the air. We set up a three-dimensional rectangular coordinate system based on the line from the AP closest to the user to the user as the $x$-axis. All APs are placed on the $x$-$o$-$y$ plane. The AIRS is placed on the $x$-$o$-$z$ plane.

**FIGURE 3. Simulation scene.**

**A. FIXED PLACEMENT**

First, we will consider the AIRS with a fixed position. We set the AIRS to be at a fixed location to verify the performance of Algorithm 1. The parameter settings are summarized in detail in Table 1.

| Parameters | Value |
|------------|-------|
| Number of APs $N$ | 4 |
| Number of antennas at each AP $M$ | 10 |
| Number of elements at the AIRS $K$ | 100 |
| Bandwidth $B$ | 1 MHz |
| Power spectral density of the noise | $-170$ dBm/Hz |
| Path loss exponent $\alpha$ | 2.2 |
| Reference distance $d_0$ | 30 dB |
| The Rician factor $c$ | 10 |
| The coordinates of $AP_1$ (m) | (200.00, 100.00) |
| The coordinates of $AP_2$ (m) | (300.00, 0.00) |
| The coordinates of $AP_3$ (m) | (600.00, 0.00) |
| The coordinates of $AP_4$ (m) | (400.100.00) |
| The coordinates of the AIRS (m) | (900.0, 150.0) |
| The coordinates of the user (m) | (1200.0, 0.0) |

In Fig. 4, we analyze the performance of Algorithm 1. We compared four different settings:

1) **Without any optimization:** we do not optimize the phase shift matrix $\Theta$ of the AIRS or the power allocation vector $\lambda$ of the APs. All the APs are allocated equal power, and each AP performs MRT.
2) **Only power allocation optimized**: In this case, we optimize only the power allocation vector \( \lambda \). The phase shift matrix \( \Theta \) of the AIRS is randomly set, and each AP performs MRT.

3) **Only phase shift optimized**: In this case, we allocate equal power to each AP and optimize the phase shift matrix \( \Theta \) of the AIRS. Each AP conducts MRT.

4) **Proposed algorithm with whole channel beamforming**: In this case, we optimize the power allocation vector \( \lambda \) the beamforming vectors \( w_n \) and the phase shift matrix \( \Theta \) of the AIRS using the proposed Algorithm 1 in section III. We use (14) to get the optimal \( w_n \).

5) **Proposed algorithm with local channel beamforming**: we optimize the achievable rate using the proposed Algorithm 1, the difference is that we use (15) to get the optimal \( w_n \).

As shown in Fig. 5, compared with no optimization, we obtain a significant performance gain with the proposed Algorithm 1. Compared with optimizing the power allocation vector \( \lambda \) alone, we obtain a higher achievable rate after optimizing the phase shift matrix \( \Theta \). This is because if we do not optimize \( \Theta \), the signals cannot be coherently superimposed on the user, and the use of the AIRS increases the transmission distance, which leads to a larger path loss. Using the proposed Algorithm 1 can realize a significant performance increase in the user’s achievable rate. As we can see from Fig. 5, the local beamforming method has better achievable rate performance than the whole beamforming method.

In Fig. 5, we study the convergence of Algorithm 1. We set the total transmit power to 20 dbm. We find that Algorithm 1 has good astringency; after several iterations, we obtain a good achievable rate performance.

### B. UNFIXED PLACEMENT

Next, we turn to the optimization of AIRS with variable positions. As shown in Fig. 3, due to the flight height of AIRS itself and the limitation of building occlusion, the AIRS’s mobile range is limited to \( A' \). In this case, we consider the optimization of the horizontal coordinate (x-axis) and the height of the AIRS (z-axis). We will use Algorithm 3 to optimize AIRS placement. The specific distance parameters are listed in Table 2.

#### TABLE 2. The parameter settings.

| Parameters                        | Value       |
|-----------------------------------|-------------|
| Height of shelter \( h_0 \) (m)   | 70          |
| \( h_1 \) (m)                     | 77          |
| Maximum flight altitude of AIRS (m) | 200        |
| The reference coordinate of the AIRS (m) | (900,0,150) |
| The coordinate of the user (m)    | (12000,0,0) |
| Total transmit power \( P^* \)    | 20 dbm      |
| \( d_1 \) (m)                     | 350         |
| \( d_2 \) (m)                     | 200         |
| \( d_r \) (m)                     | 50          |

In Fig. 6, we compare the accuracy of the proposed fast optimal location search algorithm A3 with that of the exhaustive search algorithm A2. For each height of \( A' \), we can use A2 to accurately find an optimal placement point. However, exhaustive search requires substantial computing time and computing resource overhead because we need to calculate the optimized achievable rate for each point in \( A' \). First, for each height of \( A \), we use A2 to find the point with the highest achievable rate and record the maximum achievable rate. Then, we use A3 to find the optimal points and obtain the maximum achievable rate at each height. Finally, we compare the difference between the maximum achievable rates found by the two algorithms at each altitude. As we can see from Fig. 6, the user’s achievable rate at the optimal horizontal point at each height is in agreement with the result of the exhaustive search using Algorithm 2 approximately. This means that using the proposed A3, we can obtain a performance gain approximate to that of A2 without the exhaustive search of regions so the amount of calculation has been reduced.
In Fig. 7, we compare the user’s achievable rate performance given position optimization and non-optimization. In the case of non-optimization, we randomly set the reference coordinate to \( I = (900, 0, 150) \). Then, we use Algorithm 3 to obtain the optimal coordinate \( I^{opt} = (1160, 0, 112) \). From Fig. 7, we find that after optimizing the placement of the AIRS, we can obtain further performance improvement in terms of the achievable rate under the same total transmit power constraint. In other words, we can optimize the placement to reduce the total transmit power.

In Fig. 8, we study the influence of different element numbers for the AIRS \( R \) on the system performance. At the same total transmit power, we can increase \( R \) to improve the user’s achievable rate rather than increase the total transmit power. Furthermore, if we optimize the placement of the AIRS, the performance can be further improved. In practice, we can increase \( R \) and optimize the AIRS’s placement to obtain higher service quality for the user and save transmit power. However, compared with increasing the number of elements of the AIRS, we can obtain significant performance gain by optimizing the placement of the AIRS. In other words, we can have fewer elements by optimizing their placement. Thus, it is necessary to optimize the placement of the AIRS.

V. CONCLUSION

In this article, we initially consider the combination of an AIRS and a cell-free massive MIMO and study an AIRS-assisted cell-free massive MIMO system. The mobility of the AIRS means that we can use it to dynamically adjust and control the service quality of the system to meet the needs of users in a cell-free massive MIMO system. With the addition of the AIRS, the coverage, energy consumption and spectrum efficiency of future wireless networks will be greatly improved. The purpose of this article is to determine how to maximize the user’s achievable rate by optimizing the power allocation for each AP, the beamforming vector at each AP, the placement of the AIRS and the reflection phase shift of the AIRS. First, we assume that the AIRS is placed at a fixed position, and we use an interactive iterative optimization algorithm to jointly design the power allocation vector, the precoding vector at each AP and the phase shift matrix of the AIRS. Then, we consider the AIRS with a variable position, and we propose a fast optimal location search algorithm to obtain the optimal placement of the AIRS. The simulation results show that we can obtain a significant performance improvement in the achievable rate by using the proposed methods.

This article first applies the AIRS to a cell-free massive MIMO system. However, the research of this article needs to be further improved. In this article, we only consider the single-user case, and the multi-user case needs to be studied. We also assume that the AIRS is placed in the x-o-z plane and only optimize the height and horizontal coordinates of the AIRS. The optimization needs to be extended to the whole three-dimensional coordinate system. The above problems will be our future work.
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