Cross-Modality Synthesis from CT to PET using FCN and GAN Networks for Improved Automated Lesion Detection
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Abstract

In this work we present a novel system for generation of virtual PET images using CT scans. We combine a fully convolutional network (FCN) with a conditional generative adversarial network (GAN) to generate simulated PET data from given input CT data. The synthesized PET can be used for false-positive reduction in lesion detection solutions. Clinically, such solutions may enable lesion detection and drug treatment evaluation in a CT-only environment, thus reducing the need for the more expensive and radioactive PET/CT scan. Our dataset includes 60 PET/CT scans from Sheba Medical center. We used 23 scans for training and 37 for testing. Different schemes to achieve the synthesized output were qualitatively compared. Quantitative evaluation was conducted using an existing lesion detection software, combining the synthesized PET as a false positive reduction layer for the detection of malignant lesions in the liver. Current results look promising showing a 28% reduction in the average false positive per case from 2.9 to 2.1. The suggested solution is comprehensive and can be expanded to additional body organs, and different modalities.
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1. Introduction

The combination of positron emission tomography (PET) and computerized tomography (CT) scanners has become a standard component of diagnosis and staging in oncology [23, 13]. An increased accumulation of Fluoro-D-glucose (FDG) in PET relative to normal tissue is a useful marker for many cancers and can help in detection and localization of malignant lesions [13]. Additionally, PET/CT imaging is becoming an important evaluation tool for new drug therapies [25]. An example of an axial slice taken from a CT scan and its corresponding PET slice is shown in Figure 1. It can be seen that the PET image resolution is lower than the CT image resolution showing less anatomical details. However, there is a malignant liver lesion that is less visible in the CT image and can be easily detected in the PET image as a large dark blob.

Although PET imaging has many advantages and its use is steadily increasing, it has a few disadvantages. PET/CT entails added radiation exposure in comparison to CT-only scans. Moreover, PET/CT is relatively expensive compared to CT. Hence, it is still not offered in the large proportion of medical centers in the world. The clinical importance of PET in the management of cancer patients and on the other hand the difficulty in providing PET imaging as part of standard imaging, raises a potential need for an alternative, less expensive, fast, and easy to use PET-like imaging.

Several works had recently explored cross-modality synthesis using deep learning methods [19, 10, 26]. In these works, different deep learning based methods and architectures were explored to learn an end-to-end nonlinear mapping from magnetic resonance images to CT images. For the case of unpaired data, a CycleGAN model was used to synthesize brain CT images from brain MR by Wolterink et al. [24]. Chartsias et al. [6] demonstrated a similar concept for synthesizing cardiac MR images from CT images. In the case of PET/CT pairs, the PET

---

[Figure 1: An axial CT slice (left) with its corresponding PET slice (right). Dark regions in the PET image indicate high FDG uptake.]
study can be used to highlight malignant lesions and improve the detection compared to the use of CT data alone. Bi et al. [5] used a multi-channel generative adversarial network that synthesizes PET images from CT images with manually annotated lung tumors. Their model learns the integration from both CT and a given annotated label, to synthesize the high uptake and the anatomical background. They have demonstrated using the synthesized PET images a comparable detection performance to that achieved using the original PET data. We note that manual labeling of the tumors is needed in this work.

In the current work our objective is to use information from CT data to estimate PET-like images with an emphasis on malignant lesions in the liver. The suggested system is fully automated, with no manual labeling needed. Similar to the radiologists, who have an easier time identifying malignant liver lesions in a PET/CT scan (vs only a CT scan) we want to make use of the estimated PET-like images to improve the detection of malignant lesions using an automated lesion detection software.

The proposed system is based on a fully convolutional network (FCN) and a conditional GAN (cGAN). The contributions of this work include: 1) We present a novel method to synthesize PET images from CT images, focused on malignant lesions with no manually labeled data; 2) The synthesized PET is shown to improve an existing automatic lesion detection software; 3) Reconstruction measures are presented for comparison between different methods.

This work is an extension to earlier work [4], in which we used a pyramid based image blending step to combine the advantages of an FCN and a cGAN network. In the current work we present a novel system architecture that obviates the need for an image blending step, thus providing savings in time and reducing the need for manually defining a threshold for the blending mask, while improving the system performance (as will be demonstrated in section 3). In addition, the dataset was substantially extended.

To achieve the virtual PET we use advanced deep learning techniques with both fully convolutional networks and conditional adversarial networks as described in the following subsections.

### 1.1. Fully Convolutional Networks

In recent years, deep learning has become a dominant research topic in numerous fields. Specifically, Convolutional Neural Networks (CNN) have been used for many challenges in computer vision. CNN obtained outstanding performance on different tasks, such as visual object recognition, image classification, hand-written character recognition and more. Deep CNNs introduced by LeCun et al. [17], is a supervised learning model formed by multi-layer neural networks. CNNs are fully data-driven and can retrieve hierarchical features automatically by building high-level features from low-level ones, thus obviating the need to manually customize hand-crafted features. Previous works have shown the benefit of using a fully convolutional architecture for liver lesion detection and segmentation applications [2, 8]. FCNs can take input of arbitrary size and produce correspondingly-sized output with efficient inference and learning. Unlike patch based methods, the loss function using this architecture is computed over the entire image. The network processes entire images instead of patches, which removes the need to select representative patches, eliminates redundant calculations where patches overlap, and therefore scales up more efficiently with image resolution. Moreover, there is a fusion of different scales by adding links that combine the final prediction layer with lower layers with finer strides.

### 1.2. Conditional Adversarial Networks

More recent works show the use of Generative Adversarial Networks (GANs) for image to image translation [12]. GANs are generative models that learn a mapping from random noise vector $z$ to output image $y$ [9]. In contrast, conditional GANs (cGANs) learn a mapping from observed image $x$ and random noise vector $z$, to $y$. The generator $G$ is trained to produce outputs that cannot be distinguished from real images by an adversarially trained discriminator, $D$, which is trained to detect real vs fake images. Figure 2 shows a diagram of this procedure.

![Figure 2: Training a cGAN to predict PET images from CT images. The discriminator, D, learns to classify between real and synthesized pairs. The generator, G, learns to fool the discriminator.](image)

In this study we use FCN and cGAN to generate PET-like images from CT volumes. The strengths of both methods are used to create realistic looking virtual PET images. We focus our attention to hepatic malignant lesions. The method is presented in Section 2. Experiments and results are described in Section 3. The experiments include comparison of various algorithmic solutions to the task along with an evaluation of the benefit of our method to an existing automatic liver lesion detection software. We conclude this paper with a discussion in Section 4.

### 2. Methods

Our framework includes two main modules: a training module which includes data preparation, and a testing module which
accepts CT images as input and predicts synthesized PET images. We use an FCN to generate initial PET-like images given the input CT images. We next use a cGAN to improve and refine the FCN output. Figure 3 shows a diagram of our general framework. Each module will be described in depth in the following subsections.

2.1. Training Data Preparation

The training input for the FCN includes two image types: a source CT image and a target PET image. A similar size is needed for the two images and in most cases the PET resolution is much lower than the CT. Hence, the first step in preparing the data for training was to align the PET scans with the CT scans using the given offsets (provided for each scan) and the voxel size (in mm) ratio between both scans. Let us denote the minimum value of interest in a given scan $I$ as $I_{\text{min}}$ and the maximum value of interest as $I_{\text{max}}$. These extreme values are clipped as follows:

$$I = \begin{cases} I_{\text{min}}, & \text{if } I < I_{\text{min}} \\ I_{\text{max}}, & \text{if } I > I_{\text{max}} \\ I, & \text{otherwise} \end{cases}$$

where $\tilde{I}$ is the result of the clipping operation. Additionally, each scan values were linearly adjusted to $[0, 1]$ as in:

$$I_{\text{final}} = (\tilde{I} - I_{\text{min}})/(I_{\text{max}} - I_{\text{min}})$$

2.2. Fully Convolutional Network Architecture

In the following we describe the FCN used for both training and testing as in Figure 3a and 3b. The FCN network architecture uses the VGG 16-layer net [22]. We convert all fully connected layers to convolutions and remove the classification layer. We append a 1x1 convolution with channel dimension to generate the PET-like images. Upsampling is performed in-network for end-to-end learning by backpropagation from the pixelwise $L_2$ loss. The FCN-4s net was used as our network, and training and testing as in Figure 3a and 3b. The FCN network architecture uses the VGG 16-layer net [22].

2.3. cGAN Architecture

The output from the FCN was found experimentally to have a good response in regions with high SUV but to be less accurate and blurry in regions with low contrast. Hence, cGAN was used to refine the FCN’s output. The input to the cGAN included two channels, one with the CT image and the second with the corresponding FCN output (simple concatenation). The training concept follows the same trend of the training process of the FCN optimizing the network’s generator based on the pixelwise $L_2$ loss as well as the cross entropy classification error for the discriminator, as will be further elaborated in section 2.4. We adopt a similar cGAN architecture as in [12] with a few modifications. In the original cGAN the objective can be expressed as:

$$SUV = \frac{r}{a'/w}$$

where $r$ is the radioactivity concentration [kBq/ml] measured by the PET scanner within a region of interest (ROI), $a'$ is the decay-corrected amount of injected radiolabeled FDG [kBq], and $w$ is the weight of the patient [g], which is used as a surrogate for a distribution volume of tracer.
where $G$ tries to minimize this objective against an adversarial $D$ that tries to maximize it, $ct$ is the CT input slice, $pet$ is the corresponding PET slice, and $z$ is a Gaussian random noise variable, in the range of $[-0.005, 0.005]$, that was added to the CT input slice in each epoch. In our objective we embed the FCN’s output ($f_{cn}$) as in:

$$L_{GAN}(G, D) = E_{ct, pet}[\log D(ct, pet)] + E_{ct}[\log(1 - D(f_{cn}, G(ct, z)))]$$  \hspace{1cm} (4)

We tried both $L1$ and $L2$ distance measures for the generator $G$. No noticeable difference was observed using the different distance measures and we chose to use the $L2$ in our experiments. The final optimization process:

$$G^* = \arg \min_G \max_D L_{Modified-GAN}(G, D) + \lambda E_{f_{cn},ct,pet}[\|pet - G(f_{cn}, ct, z)\|_2]$$  \hspace{1cm} (5)

where $G^*$ is the optimal setting and $\lambda$ balances the contribution of the two terms.

Table 1 and Table 2 show the different components of the network for the “U-Net” [20] based generator (encoder and decoder) and the discriminator respectively.

2.4. Loss Weights

Malignant lesions are usually observed with high SUV values (> 2.5) in PET scans [14]. We note that most of the SUV values in PET scans are low and only a minority include high SUVs.

![FCN architecture](image)

Figure 4: FCN-4s architecture. Each convolution layer is illustrated by a straight line with the receptive field size and number of channels denoted above. The ReLU activation function and drop-out are not shown for brevity.

$$L_{Modified-GAN}(G, D) = E_{f_{cn},ct,pet}[\log D(f_{cn}, ct, pet)] + E_{f_{cn},ct,pet}[\log(1 - D(f_{cn}, G(f_{cn}, ct, z)))]$$  \hspace{1cm} (6)

Hence, we used the SUV value in each pixel as a weight for the pixel-wise loss function as in equation (7), where $N$ is the number of samples. By this we allow the network to pay more attention to high SUVs even though most pixels include lower values.

$$L = \frac{1}{N} \sum_{i=1}^{N} I_{PET}(i)(SYN_{PET}(i) - F_{PET}(i))^2$$  \hspace{1cm} (7)

While this approach helped the FCN to learn the malignant tumor appearance and provide a better response in the synthesized PET images, it did not help when training the cGAN. Hence, we modified the loss function by computing the weighted average reconstruction loss (equation 7) for high SUVs (> 2.5) and for low SUVs (≤ 2.5) as in equation (8). This way the cGAN training was able to achieve better response in regions with high SUV while not substantially reducing the quality of reconstruction in other regions.

$$L_{cGAN} = L_{lowSUV} + L_{highSUV}$$  \hspace{1cm} (8)

3. Experiments and Results

To evaluate the performance of the system, we conducted several sets of experiments. A development set was used for
training and validation. Final results are presented for an independent testing set. We demonstrate the applicability of the system to augment performance of a liver lesion detection system.

3.1. Dataset

An institutional review board (IRB) approval was granted for this retrospective study and informed consent was waived by the IRB committee. The data used in this work includes PET/CT scans (pairs of contrast enhanced portal phase CT scans with their corresponding PET scans) from the Sheba Medical Center, obtained from 2014 to 2015. The dataset contains 60 CT (with 0.97 mm pixel spacing and 4 mm slice thickness) and PET (with 3 mm pixel spacing and 4 mm slice thickness) pairs (from 60 different patients) which we constrained to slices in the region of the liver for our study. Not all PET/CT scans in our dataset included liver lesions. The data was collected in two phases. In the first phase the collected data included PET/CT scans that were used for the development and validation of the explored methods. In the second phase new data was collected for testing with no additional modifications of the algorithms. The training set included 23 PET/CT pairs (6 with malignant liver lesions) and the testing was performed on 37 pairs (9 with malignant liver lesions).

3.2. Experimental Setting

The networks were implemented and trained using Keras framework [7] on a PC with a single NVIDIA 1080 Ti GPU. The following hyper-parameters were used for all networks: learning rate of 0.00001 with a batch size of 4. Adam optimizer [15] was used with $\beta = 0.5$. For the cGAN, we used $\lambda = 20$ in the optimization process presented in equation [6]. To assist the network model to be more robust to variability in location and scaling, online data transformations were performed with uniform sampling of scale [-0.9,1.1] and translations [-25,25] in each epoch. We randomly chose 20% of the training images for validation which were used to optimize the training process.

3.3. Reconstruction Evaluation

To quantitatively evaluate our network performance in terms of reconstruction we used the mean absolute error:

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |Syn_{PET}(i) - I_{PET}(i)|$$

where $i$ iterates over aligned voxels in the real and synthesized PET images.

In addition, the peak-signal-to-noise-ratio (PSNR) as in [19] was used:

$$PSNR = 10 \log_{10} \frac{20^2}{MSE}$$

where $MSE$ is the mean-squared error, i.e. $\frac{1}{N} \sum_{i=1}^{N} (Syn_{PET}(i) - I_{PET}(i))^2$.

Our goal is to get very good reconstruction in the lesion areas, while keeping high reconstruction quality within the entire scan. High SUV values within a PET scan often serve as an indicator for the malignant lesions. We therefore measure the reconstructive error for the high SUV values (larger than 2.5) and the low SUV values, as two separate sets. The average of these measures is computed as the final score. Table [1] shows quantitative comparison across several possible reconstruction schemes. Detailed description of the rows of the table is provided next:

- **FCN.** In the first set of experiments we tested four different fully convolutional networks: 1) The U-net based model as in Table [1]; 2) The FCN-4s as in Figure [4]; 3) The FCN-8s that does not make use of the pool2 layer in the upsampling path as in [21]; 4) The FCN-2s that additionally uses the pool1 layer for the upsampling path. Table [1] shows that the U-Net results in larger reconstruction error for high SUV regions compared to the other tested FCNs. The FCN-8s, FCN-4s, and FCN-2s achieved similar results. In previous works the FCN-4s showed promising performance in the liver lesion detection task including small lesions [2][3]. Hence we select to use the FCN-4s in the proposed solution. We used the loss as in equation [7] for training.

- **cGAN.** The second component of the proposed method is the cGAN. We compared two cGAN architecture variations: 1) Using the U-Net based generator as in Table [1] (“GAN-U-Net gen.”); 2) Using the FCN-4s as a generator (“GAN-FCN-4s gen.”). Table [1] indicates better reconstruction performance in the low SUV regions when using the “GAN-U-Net gen.”. We therefore use it as a refinement step to the the FCN output that had better reconstruction performance in the high SUV regions. In addition, “GAN-U-Net gen.” had faster convergence compared to the “GAN-FCN-4s gen.”. We used the loss as in equation [8] for training.

- **Combined.** Our proposed method combines the FCN-4s and the cGAN. We test it next using three different loss functions: loss presented in equation [8] loss presented in equation [7] and the standard $L2$ loss. In addition, we compared the results to pyramid-based image blending [4]. From Table [1] we see that the proposed method showed superiority over the other methods with an average MAE of 0.72 and 0.79, and PSNR of 30.22 and 30.4 using the loss as in equation [8] and equation [7] respectively. When using the loss as in equation [7] instead of equation [8] our method achieved a better average PSNR, however, we preferred to use the latter since it achieved better reconstruction measurements for the high SUVs.

Qualitative results are shown in Figure [5]. It compares the method’s virtual PET images with the original PET study images. The virtual PET provided a very similar response to the real PET in the presented cases. The left column includes one malignant lesion, the second column includes three liver metastases (malignant lesions), and the right column includes two cysts (benign lesions). In Figure [5] we use the same sample cases as in Figure [5] and have compared our proposed method to the image blending based method [4]. In the left column we can see that the malignant lesion has been recognized using both methods as a dark blob which seems slightly darker and larger using our method. In the second column the three malignant lesions were recognized using both methods, however, the image blending based method included several blobs that
are false-positives marked in red. In the right column there are two cysts (benign lesions), and both methods did not have high response as expected, however, our proposed method seems to have a better result for the surrounding tissues such as the left kidney marked in green.

3.4. Liver Lesion Detection using the Virtual-PET

In the following experiment, we use the synthesized (Virtual) PET images as an additional false-positive reduction layer for an existing lesion detection software. Since high SUV values can be indicative of malignant lesions, thresholding the PET using a high SUV threshold \((th = 2.5)\) can reduce non-relevant regions for lesion detection. We use a particular lesion detection system, that was developed in our group \([3]\), which combines global context via an FCN, along with local patch level analysis using superpixel sparse based classification. This framework is made up of two main modules. The first module is an FCN having three slices as input: the target slice in the center and two adjacent slices above and below. Using an FCN - based analysis, this module outputs a lesion probability map. Based on the high-probability candidate lesion regions from the first module, the second module follows with localized patch level analysis using superpixel sparse based classification. This module’s objective is to classify each localized superpixel as a lesion or not. Thus it provides a fine-tuning step, with the objective of increasing sensitivity to lesions while removing false positives (FPs).

We suggest the following scheme for improving the lesion detection software: Given a CT scan, the detection software outputs lesion candidates as a binary mask which may include false detections. By thresholding the synthesized PET scan and finding the intersection of both the detection software’s candidates mask and the PET thresholding result some of the false detections can be removed. Figure 7 illustrates this process. This is a rather naive approach that shows the clinical relevance of using the virtual PET to improve existing software.

An additional test set of 14 CT scans including 55 lesions was used for the following experiments. Two evaluation measurements were computed, the true positive rate (TPR) and false positive rate (FPR) for each case as follows:

- **TPR** - Number of correctly detected lesions divided by the total number of lesions.
- **FPR** - Number of false positives per scan.

Table 4 shows the performance with and without the proposed false-positive reduction layer (note that the results were...
Table 4: Detection measurements with and without SUV thresholding on the synthesized PET. In bold - the results obtained using the proposed method.

| Method               | TPR [%] | Average FPR |
|----------------------|---------|-------------|
| Detection soft.      | 94.6    | 2.9 ± 2.1   |
| Detection soft+ proposed | 94.6   | 2.1 ± 1.7   |
| Detection soft+ blending | 90.9   | 2.2 ± 1.7   |
| Detection soft+ FCN-4s | 90.9   | 2.2 ± 1.7   |

Figure 8 shows examples of cases with false positives that were removed (in red) by combining the proposed method with the existing detection software.

As a final experiment, we tested a fully automatic framework with an automatic liver segmentation scheme, as in [3]. Thus, we use an automatic liver segmentation instead of the manually circumscribed liver. Using our method the average FPR decreased from 3.0 to 2.3 (improvement of 23% with P-value<0.05) with a slight decrease of the TPR from 90.9% to 89.1% (not significant).

4. Discussion

A novel system for PET synthesis using only CT scans has been presented. The presented system includes an FCN model and a cGAN model that refines the synthesized output extracted from the FCN. This framework provides a realistic PET estimation with special attention to malignant lesions using a custom loss function for each model.

Table 3 shows the reconstruction performance in terms of MAE and PSNR for high SUV regions, low SUV regions, and an average of both which is an estimate of the balance we want to have between these regions. The high SUV regions are important since they usually signify malignant lesions inside the liver, but it is important to reconstruct the low SUV regions as well, since we want to have a good contrast between malignant and non-malignant tissues. The FCN-4s achieved the best PSNR and MAE for the high SUV regions, while the cGAN and the image blending got the best results. Using the average scores our proposed method seems to have the best balance between the high and low SUV regions.

In an additional experiment we wanted to see if the proposed method can be used to improve an existing automatic liver lesion detection software [3]. Our system was easily integrated into the lesion detection software. Using a pathological SUV threshold of 2.5 we achieved a decrease in false-positive from an average of 2.9 per case to 2.1 (28% improvement). This experiment shows the benefit of using the proposed system to improve a given liver lesion analysis software. Since this method was trained on a dataset that was not seen by the existing detection software it improved its results. However, no manual labeling was conducted in this experiment since our method uses only PET/CT pairs for training.

The current work includes several limitations, which we discuss next. The experiments conducted in this study focused...
on the liver region. The liver is a common site for metastases in oncolgical patients, hence, more examples of malignancies can be extracted and can help the training process. More work should be done to make use of the proposed framework for other malignancies within different regions in the CT scan, preferably with no manually annotated labels. Adaptation of this method to other types of malignant tumors may require to re-train it per-organ since different malignant tumors have different appearances in CT images (e.g. lung cancer vs. liver cancer). We used online data augmentation including scaling and translation, and random noise addition in the training process. Additional data augmentation techniques such as random distortions and deformations or image rotations can be used to further improve the system performance and robustness but were not found necessary in our experiments. An additional point that could be explored is the combination of the FCN output with the training of the cGAN. We have proposed to concatenate the FCN output to the CT image as input to the cGAN and compared it to a pyramid based image blending approach. However, different merging approaches should be explored within the cGAN generator. For example, using the FCN output as an input to separate group of layers in the network and merge with the CT image deeper in the network model. One of the parameters that we use in our system is the SUV cut-off value. Although our system shows adequate results using 2.5 as the cut-off value, tweaking it may perhaps further optimize our method.

One possible application could be to use the virtual PET to improve lesion segmentation. However, the PET images are quite blurry and so is the virtual PET, making it hard to assess the segmentation process. Hence, we believe that detection approaches are more relevant for this method.

We used a rather naive approach by thresholding the virtual PET to reduce the amount of false-positives per case in an existing lesion detection software. However, the proposed system can be easily integrated into the training process of different networks for different tasks such as detection (as shown here) and classification.

To conclude, our proposed framework with the FCN-cGAN combination and the custom loss function has shown promising results in terms of reconstruction measures as well as detection measures by integrating it with an existing lesion detection software. A major strength of this paper is that no manual labeling was used to train the system. As we well know, the task of manually labeling and annotating medical data is hard, and contributes to the usually small data sets that are used in todays medical imaging research. Each year millions of PET/CT studies are conducted worldwide, and utilizing the current method, the CT and PET pairing can be used as free labeled and annotated data, with potential for big data, approaching millions of studies. Future work entails obtaining a larger dataset with vast experiments using the entire CT and not just the liver region as well as integrating it into the training process of deep learning based detection and classification networks. The presented system can be used for many applications in which PET examination is needed such as evaluation of drug therapies and detection of malignant lesions.
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