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Abstract
Capsule network has shown various advantages over convolutional neural network (CNN). It keeps more precise spatial information than CNN and uses equivariance instead of invariance during inference and highly potential to be a new effective tool for visual tasks. However, the current capsule networks have incompatible performance with CNN when facing datasets with background and complex target objects and are lacking in universal and efficient regularization method.

We analyze the main reason of the incompatible performance as the conflict between information sensitiveness of capsule network and unreasonably higher activation value distribution of capsules in primary capsule layer. Correspondingly, we propose sparsified capsule network by sparsifying and restraining the activation value of capsules in primary capsule layer to suppress non-informative capsules and highlight discriminative capsules. In the experiments, the sparsified capsule network has achieved better performances on various mainstream datasets. In addition, the proposed sparsifying methods can be seen as a suitable, simple and efficient regularization method that can be generally used in capsule network.

1. Introduction
Capsule network (Sabour, Frosst, and G. E. Hinton [2017]) is a novel structure for visual tasks. It has shown huge potential among multiple data sets and it is drawing more and more attention. Capsule network has various distinctive advantages that convolutional neural network (CNN) doesn’t possess, like it replaces max-pooling, a method commonly used in CNN that can result in spatial information loss, so that capsule network can keep the spatial relationship and therefore can make more reasonable classification result. In addition, capsule network has the potential to resist white box adversarial attack (G. E. Hinton, Sabour, and Frosst [2018]) and can extract structured features that have equivariance characteristic rather than invariance which may lead to many good properties (Kondor, Son, et al. [2018]) (Cohen and Welling [2016]) (Kondor and Trivedi [2018]).

However, multiple obstacles are on the road of capsule network, preventing it from being largely implemented and disabling researchers to utilize its advantages. One main challenge is that current implementation (Sabour, Frosst, and G. E. Hinton [2017]) of the general idea of capsule net (G. E. Hinton, Krizhevsky, and Wang [2011]) has shown high susceptibility to background information (Sabour, Frosst, and G. E. Hinton [2017]). We attribute one main reason to this problem as the conflict between information sensitiveness of capsule network (will be discussed in Section 5.1) and unreasonable activation value distribution of capsules in primary capsule layer. Specifically, capsule network will pass each capsule’s information to next layers in a full magnitude of its activation value (will be further discussed in Section 5.1) and lacks suitable mechanism of selecting discriminative information from outputs of each layer (CNN has ReLU (Glorot, Bordes, and Bengio [2011]) as a comparison). But original squash function encourages the capsules with low energies to have large activation values, resulting in an unreasonable higher distribution of activation values and thus many capsules encode irrelevant information receive larger activation values than they should (will be further discussed in Section 3) and finally causes information entangling and irrelevant information disturbing (especially when facing images with background information) and therefore leads to a relatively poor performance.

We propose sparsified capsule network which is more selective to assign high activation value and generally assigns lower activation values to pick and attach more importance to the more discriminative capsules to improve the performance of capsule network. However it may seem difficult to implement, instead of developing a complicated computational block that may cause capsule net to consume a lot larger amount of computation, we have developed simple implementation methods for the idea of sparsified capsule network. In our implementations of sparsified capsule network, capsules that correspond to an irrelevant spatial position (like background) or calculated from not matched convolution weights will be suppressed and the network will be able to learn a more discriminative and disentangled representation (will be further discussed in Section 5.2). With our methods, we have observed a steady performance gain in multiple mainstream datasets.

In addition, our method can be seen as a suitable regularization method for capsule network since that sparsified cap-
sule network represses the strength of connections of capsules in adjacent capsule layers and have the effect of forcing the net to learn a more sparse and more discriminative representation (will be discussed in Section 5.2). In addition, our experiments show that common regularization methods as dropout and weight decay both have a negative effect on the performance of capsule network (shown in Section 4.2). Furthermore, reconstruction as a regularization method has limitations only where can be helpful in relatively simple input data like MNIST. The limitations of all previous regularization methods may make our method the only regularization method that is suitable and applicable for capsule network. In addition, also considering the simplicity and efficiency of our methods, we argue that our method can be used as a common regularization method for capsule network.

2. Capsule Network

2.1 Main Characteristics

The current concrete implementation of capsule network (Sabour, Frosst, and G. E. Hinton [2017]) (also called capsnet in the following sections) can be seen as a partial CNN model combined with an implementation of general capsule idea. Capsnet mainly has two innovations compared with CNN. The first is that capsnet no longer uses pooling operation (using Routing instead) so that capsnet can maintain the spatial relations between object parts in input image. The other innovation is that capsnet uses feature vector to represent an object instead of feature scalar. This change enables capsnet to have a representation that is more to equivariance instead of invariance, mainly have internal changes in capsule that is highly related to changes of the object in the input image. For instance, when object in image rotates or switches to a different color, the internal relations between scalar components in a capsule (by capsule, we refer to an activation vector or in other words a feature vector) that represents this entity basically holds unchanged, but the whole capsule vector may rotate or translates into a corresponding scale.

2.2 Main Structure

Capsnet firstly uses convolution of $9 \times 9$ convolutional kernel on the input image to get the first layer of feature map (first convolutional layer), then uses another convolution of $9 \times 9$ convolution kernel to get the second layer of the feature map. Capsnet then slices the second layer of feature map to get a number of feature vectors (or feature matrices) called capsules and assigns these capsules each with an activation value. Specifically, in (Sabour, Frosst, and G. E. Hinton 2017), these activation values are assigned with the output of squash function (Eqn. 5) with $\|s_j\|$ (explained in section 2.3) as the length of sliced feature vector.

These capsules compose of the first capsule layer called primary capsule layer. Given capsules in primary capsule layer, capsules in its next layer is generated via a routing mechanism. In (Sabour, Frosst, and G. E. Hinton 2017), this next capsule layer is called digit capsule layer, which is the last layer of capsnet, and will be used to make a classification decision using the activation value of each of its capsules, each of which corresponds to a different class.

2.3 Dynamic Routing and Votes

Dynamic Routing is an implementation of the routing mechanism that is used to calculate the values of capsules in next capsule layer given the value of capsules in former capsule layer. Generally, each capsule keeps one activation vector and each capsule in former capsule layer will generate an activation vector proposal (will be called vote in the following sections) for every capsule in next capsule layer. Each capsule in next capsule layer collects all votes to it and use them to calculate a cluster centroid, which will be further processed to be used as the activation vector of this capsule in next capsule layer.

To describe its mechanism more specifically, we can first define some symbols. We use $u_i$ as activation vector kept by capsule $i$ in one capsule layer, $u_j$ as activation vector kept by capsule $j$ in the next capsule layer. $v_{ji}$ is the vote capsule $i$ generates for capsule $j$, generated by the product of $u_i$ and a learnable weight matrix $w_{ji}$. It can be shown in Eqn. 1:

$$v_{ji} = w_{ji} \ast u_i$$  (1)

$c_{ji}$ is the weight for $v_{ji}$ to get a weighted sum of a summary proposal $s_j$ for $u_j$, gotten from a softmax of $b_{ji}$. $b_{ji}$ are all initialized to 0 at the beginning. Previous process can be expressed in Eqn. 2, Eqn. 3 and Eqn. 4:

$$b_{ji} \leftarrow 0$$  (2)

$$c_{ji} = \text{softmax}(b_{ji}, \text{axis} = j)$$  (3)

$$s_j = \sum_i (c_{ji} \ast v_{ji})$$  (4)

Squash function is operated on the weighted sum of votes from former layers ($s_j$) to make the range of each capsule vector to be $[0, 1]$, which can thus be expected to represent the probability that the entity represented by the capsule is present in the current input. It can be represented by Eqn. 5:

$$u_j = \text{squash}(s_j) = \frac{\|s_j\|^2}{1 + \|s_j\|^2} \frac{s_j}{\|s_j\|}$$  (5)

Now we have got $u_j$, but it is only a result after one round of routing method. (Sabour, Frosst, and G. E. Hinton 2017) has shown that three round of routing can lead to the best performance. To do another round, we don’t need to change $u_i$ or $v_{ji}$ but to compute a more suitable $c_{ji}$ by updating $b_{ji}$. It can be represented by Eqn. 6:

$$b_{ji} = b_{ji} + v_{ji} \ast u_j$$  (6)

Then we can go on routing from Eqn. 3 to Eqn. 5 to get another round of routing to update activation vectors for capsule $j$. 
3. Sparsity Methods for Capsule Network

An important hypothesis of capsule network (Sabour, Frosst, and G. E. Hinton 2017) is that the activation value of a capsule represents the probability that a specific type of entity such as an object or an object part exists. With this hypothesis, we can infer that there should be a large number of capsules that are not helpful to discriminate one specific object in an input image, given that different target objects have very different object parts. Our experiment shows the consistent result with our conjecture that when tested with CIFAR10 dataset. Specifically, only 20 of 8 * 12 * 12 primary capsules on average have largest weight coefficient \( \max(c_{j|i}) \) of \( j \) with value that is more than 0.15, as shown in Fig. 1. Note that if a capsule can’t help to distinguish the 10 classes, it should vote for capsules in digit capsule layer randomly in a weight of 0.10. Therefore there could be a large amount of capsules that encodes information that is not helpful to get a classification result.

![Figure 1: We get this figure by firstly retrieving the biggest routing coefficient of each capsule, then put them in order(8*12*12 in total), mean these ordered series over test data set, and show the largest 100 of them.](image)

However, the original squash function used to generate activation value is prone to generate a high activation value even for a capsule that only has small \( \|s_j\| \) as that the original squash function grows quickly in the beginning. In addition, considering that the current routing mechanism will pass information encoded by a capsule fully in its activation value to capsules in next layers which will not be filtered out even if that information is not helpful to make a classification decision (sensitiveness of routing mechanism, as will be further discussed in Section 5.1), it is reasonable to introduce sparsity to restrain capsules from easily getting a high activation value to prevent information disturbing and highlight capsules that are helpful to distinguish targets. Our two methods used in sparsified capsule network are both designed on this idea.

In this section, we will introduce two new methods that can introduce sparsity. We name them as Cubic-Increasing Squash(CI-squash) and Powered Activation(PA). They are all modified versions of original squash function(Eqn. (5)).

![Figure 2: Comparison between original squash function and PA and CI-squash](image)

Squash function has been used in two circumstances, one is used in primary capsule layer to calculate the initial activation value of each capsule in primary capsule layer, the other is used in routing mechanism. However, for now, we only modify squash function in the former circumstance. Specifically, we only change the way how initial activation values are calculated for capsules in primary capsule layer. We show that with this small change we can achieve a significant performance gain for capsule network.

PA and CI-squash are both the important implementation of sparsified capsule network. Both methods can lead to a performance gain and they can excel each other in a different dataset or with different hyperparameter setting. Therefore we will introduce both methods in detail in this section, we will introduce how to choose these two methods in Section 4.3. Curves of original squash, CI-squash and PA are shown in Fig. 2.

3.1 Cubic Increasing squash function (CI-squash)

We design CI-squash as a new squash function who grows at the speed of cube at first so that activation vectors with small length will be assigned with very small values. When the input length of capsules is greater than its threshold(called bar in the following passage), the activation value will be set to 1, as the input length is large enough that we can believe that there is an entity existed in that capsule. Its equation is shown in Eqn. (7).

\[
    u_j = \begin{cases} 
        \text{ReLU}(-s_j + \text{bar}) + \text{bar} & \text{if } \|s_j\| \leq \text{bar} \\
        \|s_j\|^3 & \text{otherwise} 
    \end{cases} 
\]

3.2 Powered Activation (PA)

Instead of using a new squash function, we try to figure out which element of new squash function does matter for capsule network. With that element, we can directly add it to the original squash function and we should observe a similar positive effect.

PA can be seen as that key component. The procedure of PA can be explained as equation Eqn. (8), Eqn. (9) and
Eqn. (10). Original capsule network uses $u_j$ as activation vectors to pass to next computational block of routing mechanism. Our method is that we powered $u_j$ and instead we pass the output of it, $\hat{u}_j$ in specific, to next block.

$$u_j = \text{squash}(s_j) \quad (8)$$

$$\text{Power}_n(x) = \frac{x}{\|x\|^n} \quad (9)$$

$$\hat{u}_j = \text{Power}_n(u_j) \quad (10)$$

The range of $u_i$ is $[0, 1)$, thus $\text{Power}_n(\cdot)$ function in effective domain can be shown in Fig. 3. We can see that it has much more suppression effect on small activation values than on large values. We expect $\text{Power}_n(\cdot)$ function can suppress capsules with small activation values while keep those with large activation values and to result in a sparsiﬁed activation values.

### 4. Experiments

This section we carry out experiments to validate various implementations of the sparsity capsule networks on multiple datasets, including MNIST (LeCun et al. 1998), CIFAR10 (Krizhevsky and G. Hinton 2009) and MultiMNIST (Sabour, Frosted, and G. E. Hinton 2017). To make fair comparisons with the original capsule network (Sabour, Frosted, and G. E. Hinton 2017), generating 60M training images. But since limited resources, we only train it for 1.1 epochs and test it on 200K testing images (each MNIST image generate 20 MultiMNIST testing images). Although it is not as fully trained as (Sabour, Frosted, and G. E. Hinton 2017) does, we achieve the state-of-the-art error rate of 5.12%, better than the result reported by (Sabour, Frosted, and G. E. Hinton 2017) as 5.20%.

#### CIFAR10

CIFAR10 is more challenging than MNISTs for capsule networks since it contains both background information and more complex objects. In the experiments of CIFAR10, we compare the capsule networks with a different number of primary capsules. Results are shown in Tab. 2.

### 4.1 Results on various dataset

**MNIST and MultiMNIST** The results on MNIST are shown in Tab. 1. The results show that the sparsified capsnets (capsnet+CI-squash and capsnet+PA($n=6$)) both outperform the original capsnet.

For MultiMNIST, we follow the setting of (Sabour, Frosted, and G. E. Hinton 2017), generating 60M training images. But since limited resources, we only train it for 1.1 epochs and test it on 200K testing images (each MNIST image generate 20 MultiMNIST testing images). Although it is not as fully trained as (Sabour, Frosted, and G. E. Hinton 2017) does, we achieve the state-of-the-art error rate of 5.12%, better than the result reported by (Sabour, Frosted, and G. E. Hinton 2017) as 5.20%.

#### 4.1.1 Results on CIFAR10

To better understand this result, we visualize the mean of ordered activation value for both original capsnet and the sparsified capsnet(with CI-squash or with PA). To have a clearer interpretation, we plot the largest 1000 activation values (64*12*12 in total) and the remain activation values in two images, shown in Fig. 4(a) and Fig. 4(b). From both figures, We can see that both PA and CI-squash are effective at suppressing capsules originally with small activation value, which is consistent with our expectation. We also print the activation map, shown in Fig. 5 and Fig. 6. As from the figures, the sparsified capsnet has more suppression effect on capsules that are original with small activation value and can highlight capsules corresponding to object, we can infer and testify our conjecture that by using CI-squash or PA, the sparsified capsnet can restrain capsules that are not corresponding to object and thus encodes relatively irrelevant information. Therefore the sparsified capsnet can improve the mechanism of activation value assigning to capsules in primary capsule layer, increase the proportion of relevant information following through the network, reduce the conflict.

| Method                          | MNIST  | MultiMNIST |
|--------------------------------|--------|------------|
| original squash                | 16.15% | 14.24%     |
| CI-squash                      | 14.67% | 13.72%     |
| PA($n=6$)                      | 14.31% | 14.11%     |

| Method                          | capsnet(primCaps8) | capsnet(primCaps64) |
|--------------------------------|--------------------|---------------------|
| original squash                | 16.15%             | 14.24%              |
| CI-squash                      | 14.67%             | 13.72%              |
| PA($n=6$)                      | 14.31%             | 14.11%              |
between the sensitiveness of capsule network (as will discuss in Section 5.1) and the irrational high activation value distribution existing in primary capsule layer, and finally can lead to a better result.

However, we have experimented with these methods on capsnet with 64 primary capsule layers. The effectiveness of CI-squash and PA may be induced by over redundant capsules. To test the robustness of our methods, we also test them on capsnet with only 8 primary capsule layers, and the results shown in the first column of Tab. 4. We also generate the mean ordered activation value for this experiment, shown in Fig. 4(c). From Fig. 4(c), we can observe the same effect of restraining capsules with small activation value. In addition, with PA(n=6), we can achieve a comparable performance of capsnet with 64 primary capsule layers with only 8 primary capsule layers, which means we may reduce nearly seven-eighths of total parameters and total computations when capsule network is further used in other implementations.

4.2 Comparison with common regularization methods

We have compared PA and CI-squash with weight decay and dropout, results shown in Tab. 4. We use CIFAR10 as testing dataset. To save computation resources, for this experiment we use capsnet with 8 primary capsule layers, which has shown to be similarly effective with capsnet with 64 primary capsule layers. For CI-squash, we use a fixed bar value assigned with 6.5. Results shown in Tab. 5.

Table 3: Comparison between PA, CI-squash, and dropout (shown as error rate in CIFAR10)

| Method                  | error rate(%) |
|-------------------------|---------------|
| capsnet+original squash | 16.15%        |
| capsnet+PA              | 14.31%        |
| capsnet+CI-squash       | 14.67%        |
| capsnet+weight decay, lambda: 3e-5 | 19.15%    |
| capsnet+weight decay, lambda: 1e-5 | 16.16%    |
| capsnet+weight decay, lambda: 3e-6 | 16.16%    |
| capsnet+dropout, keep dim:0.5 | 17.76%    |
| capsnet+dropout, keep dim:0.8 | 17.54%    |
| capsnet+dropout, keep dim:0.9 | 16.93%    |

From Tab. 4, we can see that neither of the traditional regularization methods can work on capsule network. As discussed in Section 5.2, CI-squash and PA can be seen as a regularization method for capsule network. Also consider that CI-squash and PA are both easy to implement and the fact that our methods work on various mainstream datasets (also all datasets we have tested the sparsified capsnet on), therefore we can say that our methods, specifically CI-squash and PA, can be seen as a suitable, simple and efficient regularization method that can be generally used in capsule network.

4.3 Hyperparameters of PA and CI-squash

We have experimented sparsified capsnet with different hyperparameter, n specifically, of power function. We use the same setting as used on CIFAR10 dataset with 8 primary capsule layers discussed in Section 4.1. Results are shown in Tab. 3.

Table 4: Comparison on different n of PA

| Method | error rate(%) |
|--------|---------------|
| capsnet+PA(n=3) | 14.99%    |
| capsnet+PA(n=6) | 14.31%    |
| capsnet+PA(n=9) | 14.62%    |

We only test n with the value of 3, 6 and 9. We can see that when n is assigned with 6 the model can nearly achieve the optimum point. Better performance may be achieved by further accruating to next decimal places. We also test CI-squash with other hyperparameter, like switching to ‘Square-Increasing Squash’ or ‘The Forth Square-Increasing Squash’, but CI-squash seems to remain to achieve the regular optimum point.

In addition, as for which method to choose between CI-squash and PA, we suggest that when large primary capsule layers are used (e.g. larger than 32), CI-squash is preferred, while with small primary capsule layers PA is more possible to achieve better performance.

5. Discussion

5.1 Information Sensitiveness of Capsule Network

Connections between adjacent capsule layers As that we can only calculate $c_{ij}$ during the inference process and therefore it is not fixed and learnable, connections between capsules in adjacent capsule layers are not fixed and are variant depending on different input data.

However, we can express the strength of a connection between capsule i and capsule j, also we can call it the importance, or a fixed weight coefficient as neural network has between capsule i for capsule j for a fixed input, as the norm of the product of $c_{ij}$ and $v_{ji}$, as shown in Eqn. (11).

$$\|connection_{ij}\| = \|c_{ij}\| * \|v_{ji}\|$$  \hspace{1cm} (11)

Quantitative analysis of sensitiveness The mechanism of routing mechanism has been shown in Section 2.2. Our attention mainly focuses on how weights are calculated. What we want to point out is that softmax, which is used to calculate the distribution weights of capsule, is operated on all weights of vote generated by capsule from the former capsule layer. Therefore in this process, every capsule in the former layer spread itself in full magnitude, since the sum of the output of softmax is 1, of its activation value to the next capsule layer. We argue that this phenomenon can result in the sensitiveness of capsule network.

Specifically, we can understand this sensitiveness through how one capsule can influence capsules in the next capsule layer. We have given an expression of the strength of the
Figure 4: (a): Comparison of the largest 116 of ordered activation value between original squash, CI-squash and PA with 64 primary capsule layers. (b): Comparison of full ordered activation value between original squash, CI-squash and PA with 64 primary capsule layers. (c): Comparison of full ordered activation value between original squash, CI-squash and PA with 8 primary capsule layers.

connection between capsules in adjacent capsule layers in Section 2.3. We can approximately consider the influence of a capsule to a capsule in the next capsule layers as this strength of the connection, just as that the influence of a neuron to a specific neuron in the next layer can be measured as the norm of their connection in multi-layer perception, which is usually a fixed weight. Therefore the influence between capsule \( i \) and capsule \( j \) (recall that capsule \( j \) represents a capsule in the next capsule layer of capsule \( i \)) can be approximated as Eqn. (12).

\[
\| \text{Influence}_{ij} \| \approx \| \text{connection}_{ij} \| = \| c_{ji} \| \times \| v_{ji} \| \tag{12}
\]

Also as Eqn. (1), we can get Eqn. (13).

\[
\| \text{Influence}_{ij} \| \approx \| c_{ji} \| \times \| w_{ji} \| \times \| u_{i} \| \tag{13}
\]

We can express the total influence of capsule \( i \) as the sum of influence \( \text{Influence}_{ij} \), shown as Eqn. (14).

\[
\| \text{Influence}_i \| = \sum_j \| \text{Influence}_{ij} \| \tag{14}
\]

In addition, since Eqn. (15)

\[
\sum_j \| c_{ji} \| = 1 \tag{15}
\]

and that our experiment shows that for a fixed \( i \), \( \| w_{ji} \| \) for all \( j \) usually have similar norm, which we can denote as \( \| w_i \| \), we can get Eqn. (16).

\[
\| \text{Influence}_i \| \approx \sum_j \| c_{ji} \| \times \| v_{ji} \| = \| w_i \| \times \| u_i \| \tag{16}
\]

In addition, for a trained capsule network, the value of transformation matrix \( w \) is fixed, thus Eqn. (17) establishes.

\[
\| \text{Influence}_i \| \approx \text{constant} \times \| u_i \| \tag{17}
\]

In conclusion, with the current routing mechanism, we can approximately consider the influence of a capsule to the next layer as the product between a constant and its activation value. If capsules that encode irrelevant information, no matter because of its spatial position or its weights of convolution, cannot be suppressed to a reasonably small value, also considering that most of capsules can be not important for a specific input image as shown in Fig 1 then these many relatively indiscriminative capsules can have a big integral negative influence on the network. Specifically, it may cause a large proportion of chaotic information passing to the next capsule layer and finally leads to a bad result.

Analysis We have two points to articulate based on the conclusion we have got (Eqn. (17)), which can give us a direct understanding of information sensitiveness of capsule network and its vulnerability to capsules that encodes irrelevant information and possesses large activation value.

One is that on contrary to our intuition, routing mechanism doesn’t give votes that are far away from its cluster centroid very small weights such that irrelevant information won’t have a big impact on it, instead, for each particular capsule, no matter whether information it encodes are relevant or helpful for a visual task, it will have an influence that is in proportion to its activation value to next layers of capsule network.

The other is that although CNN can also be seen as a similar process, which is that a neuron will pass its information to neurons in the next layer. CNN has sparsity method like ReLU that can potentially filter out irrelevant information from a lower layer, while capsule network doesn’t have it. Specifically, inference of CNN can be seen as the process of information being passed, purified and explained – Background features are continuously being filtered out as convolution can be interpreted as a template matching process(Yuille and Liu 2018) and information like background information that does not match is highly possible to be calculated to a negative value and will be set to zero when passing ReLU(Glorot, Bordes, and Bengio 2011) layers. So that information of target object will be steadily accumulated and gradual explained from pixel level to semantic level. Finally,
fully connected layers can, therefore, make a good decision based on these more-relevant-to-target-object semantic features.

The lack of sparsity can cause a result we call as information sensitiveness of capsule network. That is to say, information kept in capsule will be passed through the following net with a full magnitude of its activation value, no filtered out as CNN does and no matter whether this information is helpful or irrelevant for the final layer to make a decision. This no-filtering-out irrelevant information may be entangled with the effective information and make capsnet more and more confused as information passing through the network and as a result, the final layer of capsnet can’t make a good decision from the information it receives.

5.2 More Proper Regularization

(Sabour, Frosst, and G. E. Hinton [2017] uses reconstruction as the only regularization method uses in capsule network. However, using reconstruction as a regularization method has multiple shortcomings. Firstly, it can only be useful for simple input data like MNIST. If we use it in relatively complex data like CIFAR10, the reconstruction image will be very blurry and reconstruction is not helpful to get better performance. Secondly, the reconstruction method adds much additional computation and will make capsule network that is originally quite slow more consuming to train and inference.

Besides image reconstruction, the most commonly used regularization method in computer vision models are weight decay (Krogh and Hertz [1992] and dropout (G. E. Hinton, Srivastava, et al. [2012]). However, in the current capsule network, weight decay and dropout are both shown to have a negative effect on performance, as has shown in Section 4.2. For weight decay, we conjecture that weight for generating votes do not represent more as a connection but more as a complicated transformation. Therefore instead of the effect of deemphasizing every single connection and achieving better generalization, weight decay prevents weights from learning a suitably complex enough transformation from capsules to votes, greatly decreases the capacity of capsule net and therefore decreases the performance of capsule net. For dropout, a potential explanation is that dropping some of capsules do not represent more on dropping a set of features in semantic level so that network with dropout is compelled to learn more independent features, but more on dropping feature vectors in spatial information level, since that different capsules correspond to different image areas and primary capsule is in shallow layer that cannot encode features semantic-level enough. Therefore dropout is kinds of like randomly erase the information of a random region of an image. The consequence is that by using dropout, instead of finding other semantic level feature to help to make a decision, capsules are compelled to learn features around them (e.g. features in the margin of its reception field) in case the surrounded features being dropped out. This will cause denser connections between capsules in adjacent capsule layers and may lead the capsules to be learned more dependently on each other, which is completely contrary to the idea of dropout and regularization.

6. Conclusion

In this paper, we give an analysis of one main reason why capsule networks cannot achieve compatible performance as conventional CNNs in color image datasets (like CIFAR10), which we call as the conflict between information sensitiveness of capsnet and unreasonable high distribution of activation values in primary capsule layer. Based on this analysis we propose the idea of Sparsified Capsule Network and introduce our two simple implementation methods of this idea. In addition, we find that the proposed PA and CI-squash can be used as simple, efficient and universal regularizers for capsule networks.
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