Abstract

Lexically cohesive translations preserve consistency in word choices in document-level translation. We employ a copy mechanism into a context-aware neural machine translation model to allow copying words from previous translation outputs. Different from previous context-aware neural machine translation models that handle all the discourse phenomena implicitly, our model explicitly addresses the lexical cohesion problem by boosting the probabilities to output words consistently. We conduct experiments on Japanese to English translation using an evaluation dataset for discourse translation. The results showed that the proposed model significantly improved lexical cohesion compared to previous context-aware models.

1 Introduction

As neural machine translation (NMT) significantly improved sentence-level translation qualities (Wu et al., 2016; Hassan et al., 2018), recent studies have been focused on document-level translation. In particular, discourse in document-level translation is one of the central research interests, such as addressing coreference and anaphora resolution; and preserving cohesion and coherence in translation; e.g., (Zhang et al., 2018; Miculicich et al., 2018). In this study, we tackle the problem of lexical cohesion, which aims to consistently use the same target words to translate the same source words. Wong and Kit (2012) discussed that lexical cohesion significantly affects the overall quality of document translation. Table 1 shows a comparison of lexically incohesive and cohesive translations for two consecutive Japanese sentences. The incohesive translations translate the same Japanese word “時計” (watch) into “clock” and “watch,” while the cohesive translations consistently translate the word into “watch.”

Previous studies approached discourse phenomena in NMT using a context-aware NMT model, which inputs previous source sentences and their translations as contexts. However, Nagata and Morishita (2020) showed that lexical cohesion is hard to solve with only context-aware models. We conjecture this is because context-aware models handle previous translations as a whole and are not sensitive enough to word usage consistency.

In this study, we employ a copy mechanism (See et al., 2017) on the context-aware NMT model for document-level translation (Miculicich et al., 2018) to explicitly address the lexical cohesion problem. Our model computes a probability of copying a target word from previous translation outputs and boosts its output probability in the translation of a current sentence.

We conduct experiments on Japanese to English document translation. The results indicate that our model achieves significantly better lexical cohesion, comparing to previous context-aware NMT models.

2 Related Work

Previous studies for document-level NMT proposed models that take preceding source sentences and their translations as contexts to translate the current sentence, which are called context-aware NMT. These contexts are expected to be useful for addressing discourse translation.

2.1 Source-Side Context Models

The initial context-aware NMT models took preceding source sentences as context. The 2-to-2 model (Tiedemann and Scherrer, 2017) was the first example of context-aware NMT. Wang et al. (2017) proposed to use hierarchical recurrent neural networks (RNNs) for modeling contextual information from the several of previous source sentences. Jean
et al. (2017) added a separate encoder for encoding the context sentence. In contrast, Kuang and Xiong (2018) employed the same encoder for encoding the current source sentence and the previous source sentence, but used an inter-sentence gate to model the importance of each sentence. Voita et al. (2018) incorporated context information in both the encoder and the decoder using a multi-head attention mechanism (Vaswani et al., 2017).

### 2.2 Integrating Target-Side Context

Following the success of incorporating source-side contexts, researchers proposed to consider also target-side contexts, i.e., translation outputs of preceding sentences. Zhang et al. (2018) proposed to use a separate Transformer encoder for capturing discourse information on both sides. Bawden et al. (2018) used a separate encoder for context sentences and studied three ways of concatenation, an attention gate, and hierarchical attention to combine the context to the current sentence. Voita et al. (2019) proposed a model with two multi-head attention sub-layers to incorporate discourse-related information from the source and target sides, respectively. Xiong et al. (2019) proposed to use both side contexts to first generate translations for individual sentences and train a reward teacher to learn the ordering structure in a document, in order to produce discourse coherent translations. Maruf and Haffari (2018) proposed to use memory networks for modeling both the source and target side context. Tu et al. (2018) proposed a cache memory holding the decoder state and a context vector of the previous translated sentence, and used this cache for translating the current sentence. Kuang et al. (2018) proposed a dynamic cache and a topic cache for coherent translation. These cache based models are memory-intensive as they require additional memory for caching. Tan et al. (2019) proposed a hierarchical model with both a sentence encoder and a document decoder. Different from them, Miculicich et al. (2018) proposed the hierarchical attention networks for integrating both source and target context with a hierarchical architecture in a memory efficient manner.

These previous studies confirmed the effectiveness of inputting previous translation outputs as contexts. These studies implicitly handle all the discourse phenomena; however, Nagata and Morishita (2020) showed that a context-aware model better handles coreference resolution while struggles to achieve lexical cohesion in Japanese to English translation. We employ the copy mechanism to explicitly address the lexical cohesion problem, which was empirically confirmed as effective in our evaluation.

### 3 Preliminaries: Hierarchical Attention Networks

We employ the copy mechanism to the hierarchical attention networks (HAN) (Miculicich et al., 2018), which is a Transformer (Vaswani et al., 2017) based context-aware NMT model, for its strong performance in discourse translation. HAN is also memory-efficient compared to the cache based models. Nonetheless, our model can be easily applied to other Transformer based context-aware NMT models.

The HAN model generates translation $y$ for source sentence $x$ by using information not only from $x$ but also from the previous $n$ source sentences and their translation outputs. There are three settings for the HAN model depending on what contextual information is used in which part of the model. The HAN encoder model only uses the source-side context in the encoder. Similarly, the HAN decoder model only uses the target-side context, i.e., previous translation outputs, in the decoder. The HAN joint model is a combination of the HAN encoder model and HAN decoder model, where both the source-side and target-side contexts

| Source | 田中さん、よい時計をお持ちですね。ありがとう、この時計は祖父の形見なんです。 |
|--------|------------------------------------------------------------------|
| Incohesive translations | You have a good clock, Mr. Tanaka. Thank you, this watch is a memento of my grandfather. |
| Cohesive translations | You have a good watch, Mr. Tanaka. Thank you, this watch is a memento of my grandfather. |

Table 1: Example of lexically incohesive and cohesive translation
are used in the encoder and decoder, respectively. Figure 1 shows the process of integration of contextual information at time step \( t \) in the HAN encoder model (similar process is conducted in the HAN decoder model).

Let us denote the set of \( n \) preceding source sentences used as context by \( D_x = \{ x^1, \ldots, x^n \} \) and their translations used as target-side context by \( D_y = \{ y^1, \ldots, y^n \} \). The multi-head attention is used for representing relevant context information from the entire context in two steps. The multi-head attention takes a query, key, and value as inputs, and linearly projects them for \( m \) times. On each of these projected queries, keys, and values, an attention function is computed in parallel:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{r}} \right) V,
\]

where \( Q, K, \) and \( V \) are a projected query, key, and value, respectively, and \( r \) is the dimension of the query and key. The softmax function is a softmax function. The outputs of \( m \) attention heads concatenated and once again projected, resulting in the final output of the multi-head attention function.

In the first step of HAN, the word-level information of \( j \)-th sentence is summarized into a vector \( s^j \) as a sentence-level context:

\[
\begin{align*}
    s^j &= \text{MultiAtt} \left( q_w, h^j, h^j \right), \\
    q_w &= f \left( h_t \right),
\end{align*}
\]

where \( \text{MultiAtt}(\cdot) \) represents multi-head attention, and \( q_w \) and \( h^j \) correspond to query, key, and value, respectively. \( q_w \) is computed using \( h_t \) by linear transformation denoted as a function \( f \), where \( h_t \) is the hidden state of the word to be encoded (or decoded) at time step \( t \). \( h^j \) is the hidden state of the \( i \)-th word in the \( j \)-th context sentence. In the second step, the sentence-level context vectors of all \( n \) sentences are transformed into a context vector \( d_t \) as a document-level context:

\[
\begin{align*}
    d_t &= \text{FFN} \left( \text{MultiAtt} \left( q_s, s^j, s^j \right) \right), \\
    q_s &= g \left( h_t \right),
\end{align*}
\]

where \( \text{FFN} \) is a position-wise feed-forward network, and \( g \) is a linear transformation function.

The document-level context vector \( d_t \) is then integrated with the hidden state \( h_t \) of the current time step \( t \). For integration, HAN uses a gating mechanism as:

\[
\tilde{h}_t = \lambda_t h_t + (1 - \lambda_t) d_t, \\
\lambda_t = \sigma \left( W_h h_t + W_d d_t \right),
\]

where \( W_h \) and \( W_d \) are learnable parameter matrices and \( \sigma(\cdot) \) is a sigmoid function.

In the case of the decoder, the final hidden state \( \tilde{h}_t \) is passed through a softmax layer, which gives a probability distribution \( P_{\text{vocab}} \) over the target vocabulary:

\[ P_{\text{vocab}} = \text{softmax}(\tilde{h}_t). \]

The word with the highest probability is generated.

## 4 Integration of Copy Mechanism to Hierarchical Attention Networks

We employ a copy mechanism to copy target words from the previous translations to achieve lexical cohesion. In this study, we integrate the copy mechanism to the decoder of the HAN joint model, so that
our model can benefit from the context representations of both preceding source sentences and their translations. The encoder of our model is exactly the same as that of the HAN joint model. The decoder is enhanced with the copy mechanism, which computes a probability to copy words from previous translations $D_y$ and adjust $P_{\text{vocab}}$ to boost the probability to output these words. Figure 2 shows how our model produces a cohesive translation for the second source sentence in Table 1. The final probability of outputting “watch” is boosted by a copy probability and its weight estimated using an attention mechanism.

We first calculate the copy probability $p_{\text{copy}}$, which acts as a gate function to decide how much emphasis should be given to $P_{\text{vocab}}$ computed based on intra-sentential information and to probabilities for outputting words used in $D_y$. The higher the value of $p_{\text{copy}}$ becomes, the more likely it is that a word from $D_y$ is to be copied and output at time step $t$. $p_{\text{copy}}$ is calculated using the decoder hidden state $\tilde{h}_t$, attentions to the encoder $c_t$, and document-level context vector $d_t$.

$$p_{\text{copy}} = \sigma \left( W_{\tilde{h}} \tilde{h}_t + W_c c_t + W_{dy} d_t + b \right), \quad (3)$$

where $W_{\tilde{h}}, W_c, W_{dy},$ and $b$ are learnable parameters. $c_t$ is computed through multi-head attention:

$$c_t = \text{MultiAtt} \left( \tilde{h}_t, \tilde{h}_{\text{enc}}, \tilde{h}_{\text{enc}} \right),$$

where the decoder hidden state $\tilde{h}_t$ is the query and the encoder hidden state $h_{\text{enc}}$ is the key and the value. Note that $h_{\text{enc}}$ represents all the encoder hidden states of all the words in the current sentence.

Next, we compute weights of target words used in previous translations to copy at time step $t$. Attention weights pointing to the previous translations imply the importance of each previously translated target word when generating the current target word, and thus we use them as the weights for copying. We obtain an attention weight $a_j$ for $j$-th sentence $y^j \in D_y$, and an attention weight $a_{j,i}$ for each word $w_i \in y^j$ from Equations (1) and (2). When we use multi-head attention of $m$-heads, there are $m$ sets of $a_j$ and $a_{j,i}$, hence, we take the average attention weights for all heads.

The final attention weight $\alpha_i$ for $w_i$ at time step $t$ is:

$$\alpha_i = \frac{1}{m^2} \sum_{y^j \in D_y} \sum_{\ell=1}^{m} a_{j}^{\ell} \sum_{\ell=1}^{m} a_{j,i}^{\ell},$$

where superscript $\ell$ represents the $\ell$-th attention head. Note that the value of $\alpha$ for words that did not appear in previous translations is zero.

Finally, the probability distribution to output target vocabulary $P_w$ at time step $t$ is computed as:

$$P_w = (1 - p_{\text{copy}}) P_{\text{vocab}} + p_{\text{copy}} \alpha.$$
where $\alpha$ is a vector of attention weights for all words in the target vocabulary. In Figure 2, the final probability of generation of “watch” becomes highest in the target vocabulary, boosted by the copy probability and the attention weight computed from Equation (4).

5 Experimental Settings

To evaluate effects of the proposed model to generate lexically cohesive translation, we conducted experiments on Japanese to English translation.2

5.1 Dataset

Following Miculicich et al. (2018) who conducted experiments on TED talk data for document translation, we used the IWSLT 2017 Ted talk Japanese-English task dataset (Cettolo et al., 2017) for our experiments. Test2014 and test2015 were used for validation and testing, respectively. The dataset comprises of spoken language data, particularly, subtitle data from TED talks and their corresponding Japanese translations. The statistics of these datasets are presented in Table 2.

To ensure that the copy mechanism performs word-level copying, we used words as a translation unit. Japanese sentences were segmented with Mecab3 and English sentences were tokenized with the tokenizer from the Moses toolkit.4

5.2 Evaluation Metrics

BLEU (Papineni et al., 2002) is commonly used to evaluate the overall translation quality; however, it does not have the power to test lexical cohesion. Hence, we also used two metrics proposed by previous studies.

BLEU We evaluated BLEU-4 scores on the IWSLT test2015 test set.

Lexical Cohesion (LC) The LC score was proposed by Wong and Kit (2012), which has also been used in (Miculicich et al., 2018). The LC score is defined as the percentage of the number of repetitively used words and lexically similar words to the number of content words presented in document-level translations. A lower LC score indicates that translations are lexically incohesive, while too high LC score means that translations contain over usage of the same target words. The latter is known as the over-generation problem, which is commonly found in NMT outputs. Due to this nature, good translations should result in an LC score closer to that of human references. In our evaluation, the LC score was again calculated on the IWSLT test2015 test set at document-level.

5.3 Comparison

We evaluated our model in Japanese to English translation comparing to the following strong baselines with different network architectures.

Sentence-level NMT models:

- Sentence-level biRNN: the bidirectional RNN based NMT model with attention, proposed by Bahdanau et al. (2015).
- Sentence-level Transformer: the Transformer model of Vaswani et al. (2017).

Context-aware NMT models:

- 2-to-2 biRNN: A simple yet effective approach that concatenates the current sentence with the previous sentence on both source and target sides, and input to the model (Tiedemann and Scherrer, 2017). Here the base architecture is the biRNN attention based NMT model.
- 2-to-2 Transformer: A 2-to-2 approach with Transformer.

### Table 2: Statistics of IWSLT 2017 Japanese-English task dataset

| Data split | # sentences | # src tokens | # tgt tokens | src-length | tgt-length | # talks |
|------------|-------------|--------------|--------------|------------|------------|--------|
| Train      | 223k        | 4.8M         | 4.6M         | 21.5       | 20.4       | 1,863  |
| Validation | 1,285       | 27.7k        | 24.7k        | 21.5       | 19.2       | 15     |
| Test       | 1,194       | 29.2k        | 23.7k        | 24.8       | 19.9       | 12     |
Table 3: Translation quality and lexical cohesion scores. BLEU and LC scores were measured on IWSLT test2015. Numbers in parentheses for the LC scores denote the difference between the human reference.

| Model                  | # context sentences | BLEU | LC     |
|------------------------|---------------------|------|--------|
| Sentence-level biRNN   | 0                   | 13.4 | 54.1   |
| Sentence-level Transformer | 0               | 13.3 | 48.6   |
| 2-to-2 biRNN           | 1                   | 12.4 | 53.3   |
| 2-to-2 Transformer     | 1                   | 12.8 | 52.6   |
| HAN encoder            | 1                   | 14.6 | 55.6   |
| HAN decoder            | 1                   | 14.6 | 56.4   |
| HAN joint              | 1                   | 14.7 | 57.3   |
| Proposed model         | 1                   | 14.9 | 55.3   |
| Human reference        | –                   | –    | 54.9   |

5.4 Implementation and Training Details

We used OpenNMT-py\(^5\) (Klein et al., 2017) to implement all the models compared in our experiments.

Sentence-level NMT Models For both the biRNN and Transformer sentence-level models, we used the recommended settings in OpenNMT-py. The dimensions for the source and target embeddings were set to 512. The biRNN has 2 layers with hidden size of 500. The Transformer has 6 layers and 8 heads for multi-head attention, where dropout rate of 0.1 was applied to Transformer blocks. The source and target vocabularies were set to 50k. The mini-batch size was set to 4,096 tokens. We used the Adam optimizer (Kingma and Ba, 2015) with default settings to optimize parameters of each model. We trained all models for 150k steps and tested ones with the lowest validation loss.

Context-Aware NMT Models The settings for both the 2-to-2 biRNN and Transformer were the same as those of the sentence-level biRNN and Transformer, respectively, besides that the maximum sentence length was set to 100.

For the HAN models, we used the implementation provided by the authors.\(^6\) Following Miculicich et al. (2018), we first trained a sentence-level Transformer model for 20 epochs using the recommended settings in OpenNMT-py. After that, the model with the lowest validation loss was fine-tuned for 1 epoch to incorporate document-level context in the HAN models. The mini-batch size was set to 1,024 tokens.

For the HAN encoder model, the number of previous source sentences to consider as context was set to 1. The model was fine-tuned for 1 epoch to tune the parameters for integrating the encoder context. The HAN decoder model was trained in the same way as the HAN encoder model but used 1 previously translated target sentence as context at the decoder. During fine-tuning, the parameters for integrating the decoder context was updated. The HAN joint model is the combination of HAN encoder and decoder models. It used the HAN encoder model as the pre-trained model and then fine-tuned the decoder for 1 additional epoch using the target context of 1 previously translated target sentence.

Proposed Model We trained our model in the same manner as the HAN joint model. We used the HAN encoder model as a pre-trained model and fine-tuned the parameters for target-side contextual information and also parameters for the calculation of $p_{copy}$ (Equation (3)) for 1 epoch.

We also investigated the influence of the number

---

5 https://github.com/OpenNMT/OpenNMT-py
6 https://github.com/idiap/HAN_NMT
of context sentences in our model.

1 context sentence: used only 1 previous source sentence and its translation as contexts.

3 context sentences: used 3 previous source sentences and their translations as contexts.

6 Results and Discussion

Table 3 shows the results. The 2-to-2 models decreased the BLEU scores compared to the sentence-level counterparts. This is because 2-to-2 models simply concatenates a previous source sentence to input, making the sequence length doubled. NMT models are sensitive to sequence length and longer sequences are harder to generate (Bahdanau et al., 2015; Vaswani et al., 2017). In contrast, the HAN and proposed models outperformed sentence-level models. They show comparable BLEU scores; both use context representations that were effective to improve the BLEU scores compared to sentence-level models. Increasing the number of context sentences in the proposed model only slightly affect BLEU scores, indicating that it is robust to the size of context in terms of translation quality.

As for LC scores, the closer they are to that of the human references, the better lexical cohesion are achieved. Our model had the most close LC score to the human references among all the models. The longer contexts were shown to be effective in our model. As expected, sentence-level models
lack lexical cohesion. 2-to-2 models was ineffective to improve lexical cohesion. The HAN models resulted in scores largely higher than that of the human references. This is caused by over-generation of personal pronouns, which has also been pointed by Miculicich et al. (2018).

Table 4 shows three translation outputs of our model compared to these of the HAN joint model and human references. In the first example, the HAN joint model output translations lexically incohesive; the Japanese word “ハト” was inconsistently translated into “dove” and “pigeon” in two consecutive sentences, respectively. Our model consistently translated the word into “pigeon” in two sentences thanks to the copy mechanism. In the second example, the proposed model consistently translated the Japanese word “量” into “amount.” In contrast, the HAN joint model failed to generate, i.e., under-generated the “amount” in the second translation. As a side effect of the copy mechanism, the proposed model incorrectly copied the word “down” at the end, changing the meaning of the source sentence. In the third example, our model consistently translated “情報処理” to “information processing,” while the HAN joint model failed to complete translation of these words.

These examples show that the proposed model earned the ability to properly copy target words from previous translations. Interestingly, not only lexical cohesiveness but also the overall translation quality was also improved in some cases. This may be because copied words have a kind of word sense disambiguation effects in the decoder. Further investigation is our future work. As a side effect of our model, sometimes it failed to choose a correct word to copy. We conjecture this is because we rely only on attention weights to compute weights of words to copy. We leave this problem for our future work.

7 Conclusion

We employed a copy mechanism to address the lexical cohesion problem in document-level NMT. Our model computes a copy probability and weights of words to copy referring to preceding source sentences and their translation outputs. Experiments on Japanese to English translation indicated that our model is effective to improve lexical cohesion, compared to strong context-aware NMT models. As future work, we intend to evaluate the effectiveness of our model on various language pairs and domains, such as English-French and English-Russian; news and novels. Also, we will improve the weighting method to copy words to avoid copying inappropriate words.
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