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Abstract

The idea of coded caching for content distribution networks was introduced by Maddah-Ali and Niesen, who considered the canonical \((N, K)\) cache network in which a server with \(N\) files satisfy the demands of \(K\) users (equipped with independent caches of size \(M\) each). Among other results, their work provided a characterization of the exact rate memory tradeoff for the problem when \(M \geq \frac{N}{K}(K - 1)\). In this paper, we improve this result for large caches with \(M \geq \frac{N}{K}(K - 2)\). For the case \(\left\lceil \frac{K+1}{2} \right\rceil \leq N \leq K\), we propose a new coded caching scheme, and derive a matching lower bound to show that the proposed scheme is optimal. This extends the characterization of the exact rate memory tradeoff to the case \(M \geq \frac{N}{K}(K - 2 + \frac{(K-2+1/N)}{(K-1)})\). For the case \(1 \leq N \leq \left\lceil \frac{K+1}{2} \right\rceil\), we derive a new lower bound, which demonstrates that the scheme proposed by Yu et al. is optimal and thus extend the characterization of the exact rate memory tradeoff to the case \(M \geq \frac{N}{K}(K - 2)\).
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I. INTRODUCTION

In content distribution networks, some parts of the files in the server are placed in caches distributed across the network during the off-peak traffic time, so as to reduce the load experienced by the network during the peak traffic time. Maddah-Ali and Niesen, in their seminal work [1], noted that traditional caching schemes fail to exploit the multicast coding opportunity available in such networks. They introduced the notion of coded caching in the setting of the canonical \((N, K)\) cache network shown in Fig [1]. The server has \(N\) files \(\{W_1, \ldots, W_N\}\) and is connected through an error free broadcast link to \(K\) users \(\{U_1, \ldots, U_K\}\), each with an isolated cache of size \(M \in [0, N]\). The cache attached to user \(U_k\) is denoted by \(Z_k\). In the first phase of a coded caching scheme, called the placement phase, the server copies some fragments of
the files available to it into the caches, without any knowledge of the files that will be required by each user. Let the demands by the users be represented by a vector \( \mathbf{d} = (W_{d_1}, \ldots, W_{d_K}) \), where \( W_{d_i} \) is the file requested user \( U_i \). In the second phase, called the delivery phase, the server broadcasts a set of packets \( X_d \) of size \( R_d(M) \) in response to the demand \( \mathbf{d} \). Each user recovers its required file from the broadcast packets aided by the contents of its isolated cache. The design of a coded caching scheme involves deciding what to place in the cache attached to each user during the placement phase and what to broadcast for each possible demand such that the shared link experiences the minimum load during the delivery phase. This formulation of the problem of coded caching has been extended in several ways to study decentralised cache networks [2], hierarchical cache networks [3], cache networks with multiple servers [4], coded caching with privacy [5], heterogeneous cache networks [6], networks with shared cache [7], cache aided D2D networks [8] and data shuffling problems with cache aided worker nodes [9].

In the case of the canonical \((N, K)\) cache network, all files and caches are of the same size. Due to the inherent symmetry of the problem, it is natural to group together all demands that are related to each other through a permutation. In [29], Tian showed that corresponding to any caching scheme there exists a symmetric caching scheme which operates with the same or smaller rate. Hence we consider only the class of symmetric caching schemes in this paper. Consider a demand \( \mathbf{d} \), where the user \( U_l \) requires the file \( W_{d_l} \),

\[
\mathbf{d} = (W_{d_1}, \ldots, W_{d_K})
\]

Let \( \pi(.) \) be a permutation operation defined over the set \( \{1, \ldots, K\} \) and \( \pi^{-1}(.) \) be its inverse.
Now consider another demand $\pi d$, which is obtained by permuting the files requested by the users,

$$\pi d = (W_{d_{\pi^{-1}(1)}}, \ldots, W_{d_{\pi^{-1}(K)}}).$$  

(2)

In the demand $\pi d$, the user $U_{\pi(l)}$ requires the file $W_{d_l}$. In response to the demand $\pi d$, the server broadcasts a set of packets $X_{\pi d}$. For a symmetric caching scheme, we have [29]

$$H(W_{d_l}, Z_{\pi(l)}, X_{\pi d}) = H(W_{d_l}, Z_l, X_d)$$  

(3)

$$H(W_n, Z_l) = H(W_p, Z_l)$$  

(4)

where $n, p \in \{1, \ldots, N\}$.

Consider the demands where each of the $N$ files is required by at least one user (and hence $N \leq K$). The set of all such demands is denoted by $D$ and the corresponding rate is denoted by $R(M)$, where

$$R(M) = \max \{R_d(M) \mid d \in D\}. $$  

(5)

For the $(N, K)$ cache network with cache size $M$, the memory rate pair $(M, R)$ is said to be achievable if there is a scheme with $R(M) \leq R$. For a such a scheme, we have

$$H(Z_l) \leq M$$  

(6)

$$H(X_d) \leq R$$  

(7)

$$H(Z_l, X_d) = H(W_{d_l}, Z_l, X_d),$$  

(8)

$$H(W_1, \ldots, W_N, Z_l, X_d) = H(W_1, \ldots, W_N),$$  

(9)

where (6) follows from the fact that size of each cache is $M$, (7) follows from the fact that for any demand in $D$ the size of $X_d$ is at most $R(M) \leq R$, (8) follows from the fact that the file $W_{d_l}$ can be computed from $X_d$ and $Z_l$ by the user $U_l$, and (9) follows from the fact that $Z_l$ and $X_d$ are functions of files $\{W_1, \ldots, W_N\}$. For a given cache size $M$, the smallest $R$ such that $(M, R)$ is achievable is called the exact rate memory tradeoff denoted by

$$R^*(M) = \min \{R : (M, R) \text{ is achievable}\} \tag{10}$$

Maddah-Ali and Niesen in [1] proposed a coding scheme with an uncoded placement phase and a coded delivery phase for the demands in $D$, and demonstrated that the rate achieved by the proposed scheme is within a multiplicative gap of 12 from the optimal rate using cut set arguments. Several improvements to the scheme proposed in [1] were presented in [11]–[14], and
Throughout this paper we use $[L]$ to represent the set $\{1,2,\ldots,L\}$, and $W_{[L]}$ to represent the set $\{W_1,W_2,\ldots,W_L\}$.

## II. Example Networks

As a prelude to the results presented in Section III and IV, we consider two example networks.
A. The (3,4) Cache Network

Here, users \( \{U_1, U_2, U_3, U_4\} \) are connected to a server with files \( \{A, B, C\} \) (each of size \( F \) bits). Each user \( U_k \) has a cache \( Z_k \) of size \( MF \) bits. We now describe a symmetric caching scheme for the case \( M = \frac{25}{12} \). During the placement phase, every file is split into 12 disjoint subfiles, each of size \( \frac{1}{12}F \) bits. The subfiles are:

| File | Subfiles                                      |
|------|----------------------------------------------|
| A    | \( A_{12}, A_{21}, A_{13}, A_{31}, A_{41}, A_{23}, A_{32}, A_{42}, A_{34}, A_{43} \) |
| B    | \( B_{12}, B_{21}, B_{13}, B_{31}, B_{41}, B_{23}, B_{32}, B_{42}, B_{34}, B_{43} \) |
| C    | \( C_{12}, C_{21}, C_{13}, C_{31}, C_{41}, C_{23}, C_{32}, C_{42}, C_{34}, C_{43} \) |

The server places 18 uncoded packets (stage 1) and 7 coded packets (stage 2) in each user’s cache as shown in TABLE II. Each of these packets are of size \( \frac{1}{12}F \) bits and they together occupy \( \frac{25}{12}F \) bits.

| Cache | Subfiles                      | Stage 1                  | Stage 2                  |
|-------|-------------------------------|--------------------------|--------------------------|
| Z1    | \( A_{23}, A_{24}, A_{34}, A_{42}, A_{43} \) | \( A_{12} - A_{13} \) | \( A_{12} - A_{14} \) |
|       | \( B_{23}, B_{24}, B_{34}, B_{42}, B_{43} \) | \( B_{12} - B_{13} \) | \( B_{12} - B_{14} \) |
|       | \( C_{23}, C_{24}, C_{34}, C_{42}, C_{43} \) | \( C_{12} - C_{13} \) | \( C_{12} - C_{14} \) |
|       | \( A_{12} + B_{12} + C_{12} \) |                         |                           |
| Z2    | \( A_{13}, A_{14}, A_{31}, A_{41}, A_{43} \) | \( A_{23} - A_{24} \) | \( A_{23} - A_{21} \) |
|       | \( B_{13}, B_{14}, B_{31}, B_{41}, B_{43} \) | \( B_{23} - B_{24} \) | \( B_{23} - B_{21} \) |
|       | \( C_{13}, C_{14}, C_{31}, C_{41}, C_{43} \) | \( C_{23} - C_{24} \) | \( C_{23} - C_{21} \) |
|       | \( A_{23} + B_{23} + C_{23} \) |                         |                           |
| Z3    | \( A_{21}, A_{24}, A_{14}, A_{42}, A_{41} \) | \( A_{34} - A_{31} \) | \( A_{34} - A_{32} \) |
|       | \( B_{21}, B_{24}, B_{14}, B_{42}, B_{41} \) | \( B_{34} - B_{31} \) | \( B_{34} - B_{32} \) |
|       | \( C_{21}, C_{24}, C_{14}, C_{42}, C_{41} \) | \( C_{34} - C_{31} \) | \( C_{34} - C_{32} \) |
|       | \( A_{34} + B_{34} + C_{34} \) |                         |                           |
| Z4    | \( A_{23}, A_{21}, A_{32}, A_{12}, A_{13} \) | \( A_{41} - A_{42} \) | \( A_{41} - A_{43} \) |
|       | \( B_{23}, B_{21}, B_{32}, B_{12}, B_{13} \) | \( B_{41} - B_{42} \) | \( B_{41} - B_{43} \) |
|       | \( C_{23}, C_{21}, C_{32}, C_{12}, C_{13} \) | \( C_{41} - C_{42} \) | \( C_{41} - C_{43} \) |
|       | \( A_{41} + B_{41} + C_{41} \) |                         |                           |

TABLE II: Cache contents placed in stage 1 and stage 2

To understand how the delivery phase works, consider a demand \( d = (P, P, Q, R) \) where \( P, Q \) and \( R \) are distinct files in \( \{A, B, C\} \). In response to this demand, the server broadcasts a set of
packets

\[ X_d = \begin{cases} 
Q^{13} + R^{14} - P^{12} \\
Q^{23} + R^{24} - P^{21} \\
R^{34} + \frac{1}{2}p^{31} + \frac{1}{2}p^{32} \\
Q^{43} + \frac{1}{2}p^{41} + \frac{1}{2}p^{42} 
\end{cases} \]

As \( X_d \) has four packets, of size \( \frac{1}{12}F \) bits each, the load experienced by the shared link is \( RF = \frac{1}{3}F \) bits and thus the rate is \( R = \frac{1}{3} \).

Let us consider \( U_1 \) to understand how the requested file is obtained from \( X_d \) and \( Z_1 \). Note that the user has subfiles \( P^{23}, P^{32}, P^{24}, P^{34} \) and \( P^{43} \) in \( Z_1 \) and require subfiles \( P^{12}, P^{21}, P^{13}, P^{31}, P^{14} \) and \( P^{41} \) to compute the requested file \( P \). The user can compute subfiles \( P^{21}, P^{31}, P^{41} \) and \( P^{12} \) by combining received packets and cached packets as shown below:

| Received Packet | Cached Packets | Computed Subfile |
|-----------------|----------------|-----------------|
| \( Q^{23} + R^{24} - P^{21} \) | \( Q^{21}, R^{24} \) | \( P^{21} \) |
| \( R^{34} - \frac{1}{2}p^{31} - \frac{1}{2}p^{32} \) | \( R^{34}, p^{32} \) | \( P^{31} \) |
| \( Q^{43} - \frac{1}{2}p^{41} - \frac{1}{2}p^{42} \) | \( Q^{41}, p^{42} \) | \( P^{41} \) |
| \( Q^{13} + R^{14} - P^{12} \) | \( Q^{12} - Q^{13}, R^{12} - R^{14}, P^{12} + Q^{12} + R^{12} \) | \( P^{12} \) |

Combining the subfile \( P^{12} \) with cached packets \( P^{12} - P^{13} \) and \( P^{12} - P^{14} \), \( U_1 \) obtains subfiles \( P^{13} \) and \( P^{14} \). The other users can proceed in similar fashion. We summarise as:

**Lemma 1.** The memory rate pair \( \left( \frac{25}{12}, \frac{1}{3} \right) \) is achievable by symmetric caching schemes for the \( (3,4) \) cache network.

The caching scheme proposed in [1] achieves the memory rate pair \( \left( \frac{9}{4}, \frac{1}{4} \right) \), and by memory sharing between that scheme and the proposed scheme, we can achieve all memory rate pairs \( \left( M, \frac{11}{8} - \frac{1}{2}M \right) \), where \( M \in \left[ \frac{25}{12}, \frac{9}{4} \right] \). We obtain a matching lower bound in the following lemma:

**Lemma 2.** For the \( (3,4) \) cache network, achievable memory rate pairs \( (M, R) \) must satisfy the constraint

\[
4M + 8R \geq 11.
\]
Proof. We have,

\[ 4M + 8R \geq H(Z_1) + H(Z_2) + H(Z_3) + 2H(X_{(A,B,C,A)}) + 2H(X_{(B,C,A,A)}) + 3H(X_{(A,A,B,C)}) \]

\[ + H(X_{(C,A,A,B)}) \]

\[ \geq H(Z_1, X_{(A,B,C,A)}, X_{(B,C,A,A)}) + H(Z_1, X_{(B,C,A,A)}, X_{(A,A,B,C)}) + H(Z_2, X_{(A,B,C,A)}, X_{(A,A,B,C)}) \]

\[ + H(Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) \]

\[ \geq H(A, B, Z_1, X_{(A,B,C,A)}, X_{(B,C,A,A)}) + H(A, B, Z_1, X_{(B,C,A,A)}, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_2, X_{(A,B,C,A)}, X_{(A,A,B,C)}) + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) \]

\[ \geq H(A, B, X_{(A,B,C,A)}, X_{(B,C,A,A)}, X_{(A,A,B,C)}) + H(A, B, Z_2, X_{(A,B,C,A)}, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq H(A, B, Z_2, X_{(A,B,C,A)}, X_{(B,C,A,A)}, X_{(A,A,B,C)}) + H(A, B, X_{(A,B,C,A)}, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq H(A, B, C, Z_2, X_{(A,B,C,A)}, X_{(B,C,A,A)}, X_{(A,A,B,C)}) + H(A, B, X_{(A,B,C,A)}, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq H(A, B, C) + H(A, B, X_{(A,B,C,A)}, X_{(A,A,B,C)}) + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq H(A, B, C) + H(A, B, Z_3, X_{(C,A,A,B)}, X_{(A,B,C,A)}, X_{(A,A,B,C)}) + H(A, B, X_{(A,A,B,C)}) \]

\[ + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq 2H(A, B, C) + H(A, B, X_{(A,A,B,C)}) + H(A, B, Z_1, X_{(B,C,A,A)}) \]

\[ \geq 2H(A, B, C) + H(A, B, X_{(A,A,B,C)}) + H(A, B, Z_1) \]

\[ \geq 2H(A, B, C) + H(A, B, X_{(A,A,B,C)}) + H(A, B, Z_4) \]

\[ \geq H(A, B, Z_4, X_{(A,A,B,C)}) + H(A, B) + 2H(A, B, C) \]
\[(c) \ H(A, B, C, Z_4, X_{(A,B,C)}) + H(A, B) + 2H(A, B, C) \]
\[(d) \ H(A, B, C) + H(A, B) + 2H(A, B, C) \geq 11 \]

where
(a) follows from (6) and (7),
(b) follows from the submodularity property of entropy,
(c) follows from (8),
(d) follows from (9),
(e) follows from (3).

The above observations improve upon the previous results from [1], [14] and is summarised in TABLE III and Fig. 2.

| Memory | Rate [1], [14] | Lower Bound [1], [14] | New Rate | New Lower Bound |
|--------|----------------|------------------------|----------|----------------|
| \[\frac{25}{12} \leq M \leq \frac{9}{4}\] | \[\frac{3}{2}, \frac{5}{9} M\] | \[R \geq 1 - \frac{1}{3} M\] | \[\frac{11}{8} - \frac{1}{2} M\] | \[R \geq \frac{11}{8} - \frac{1}{2} M\] |

TABLE III: Rate memory tradeoff for the (3, 4) cache network
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Fig. 2: Exact rate memory tradeoff for the (3, 4) cache network

B. The (2,4) Cache Network

Here, users \(\{U_1, U_2, U_3, U_4\}\) are connected to a server with files \(\{A, B\}\) (each of size \(F\) bits). Each user \(U_k\) has cache \(Z_k\) of size \(MF\) bits. The caching scheme proposed in [14] can achieve
all memory rate pairs \( \left( M, \frac{3}{2} - \frac{5}{6} M \right) \), where \( M \in \left[ 1, \frac{3}{2} \right] \). We obtain a matching lower bound in the following lemma:

**Lemma 3.** For the (2, 4) cache network, achievable memory rate pairs \((M, R)\) must satisfy the constraint

\[
5M + 6R \geq 9.
\]

**Proof.** We have,

\[
5M + 6R \geq 3H(Z_1) + 2H(Z_2) + H(Z_4) + 3H(X_{(A,A,A,B)}) + 2H(X_{(A,A,B,A)}) + H(X_{(A,B,A,A)}) - H(Z_1)
\]

\[
\geq H(Z_1, X_{(A,A,B,A)}) + H(Z_1, X_{(A,A,A,B)}) + H(Z_1, X_{(A,B,A,A)}) + H(Z_2, X_{(A,A,B,A)}) + H(Z_2, X_{(A,A,A,B)}) + H(Z_2, X_{(A,A,B,A)})
\]

\[
+ H(Z_4, X_{(A,A,B,A)}) - H(Z_1)
\]

\[
= H(A, Z_1, X_{(A,A,B,A)}) + H(A, Z_1, X_{(A,A,A,B)}) + H(A, Z_1, X_{(A,B,A,A)}) + H(A, Z_2, X_{(A,A,B,A)}) + H(A, Z_2, X_{(A,A,A,B)})
\]

\[
+ H(A, Z_2, X_{(A,A,A,B)}) + H(A, Z_4, X_{(A,A,B,A)}) - H(Z_1)
\]

\[
\geq H(A, Z_1, X_{(A,A,B,A)}, X_{(A,A,A,B)}, X_{(A,B,A,A)}) + 2H(A, Z_1) + H(A, Z_2, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, Z_2) + H(A, Z_4, X_{(A,A,B,A)}) - H(Z_1)
\]

\[
= H(A, Z_1, X_{(A,A,B,A)}, X_{(A,A,A,B)}, X_{(A,B,A,A)}) + H(A, Z_2, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, Z_2, X_{(A,A,A,B)}, X_{(A,A,B,A)})
\]

\[
+ H(A, Z_4, X_{(A,A,B,A)}) + H(A, Z_2) + H(A, Z_1) + H(B, Z_1) - H(Z_1)
\]

\[
\geq H(A, Z_1, X_{(A,A,B,A)}, X_{(A,A,A,B)}, X_{(A,B,A,A)}, Z_4, X_{(A,A,B,A)}) + H(A, Z_2, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, Z_4, X_{(A,A,B,A)})
\]

\[
+ H(A, Z_3) + H(A, B, Z_1) + H(Z_1) - H(Z_1)
\]

\[
= 2H(A) + H(A, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, Z_4, X_{(A,A,B,A)}) + H(A, Z_3)
\]
\( (b) \ \geq 2H(A, B) + H(A, Z_4, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, X_{(A,A,B,A)}) + H(A, Z_3) \)

\( (c) = 2H(A, B) + H(A, B, Z_4, X_{(A,A,B,A)}, X_{(A,A,A,B)}) + H(A, X_{(A,A,B,A)}) + H(A, Z_3) \)

\( (f) = 3H(A, B) + H(A, X_{(A,A,B,A)}) + H(A, Z) \)

\( (b) \ \geq 3H(A, B) + H(A, Z_3, X_{(A,A,B,A)}) + H(A) \)

\( (c) = 3H(A, B) + H(A, B, Z_3, X_{(A,A,B,A)}) + H(A) \)

\( (f) = 4H(A, B) + H(A) \geq 9, \)

where

- (a) follows from (6) and (7),
- (b) follows from the submodularity property of entropy,
- (c) follows from (8),
- (d) follows from (4),
- (e) follows from (3),
- (f) follows from (9)

The above observations improve upon the previous results from [1], [14] and is summarised in TABLE IV and Fig. 3.

| Memory | Rate [1], [14] | Lower Bound [1], [14] | New Lower Bound |
|--------|----------------|------------------------|-----------------|
| \( 1 \leq M \leq \frac{3}{2} \) | \( \frac{3}{2}, \frac{5}{6} M \) | \( R \geq 1 - \frac{1}{2} M \) | \( R \geq \frac{3}{2} - \frac{5}{6} M \) |

TABLE IV: Rate memory tradeoff for the \((2, 4)\) cache network

III. CASE I: \( \lceil \frac{K+1}{2} \rceil \leq N \leq K \)

In this section we propose a new symmetric caching scheme that achieves the memory rate pair

\[ (M_A, R_A) = \left( \frac{N}{K} \left( K - 2 + \frac{(K - 2 + 1/N)}{(K - 1)} \right), \frac{1}{K - 1} \right) \]

(11)

for the \((N, K)\) cache network. This scheme can be seen as a generalization of the scheme presented for \((3, 4)\) cache network in Section II-A and is an extension of the scheme we proposed in [24], [25]. For \( \lceil \frac{K+1}{2} \rceil \leq N \leq K \), we prove a matching lower bound to establish the exact rate memory tradeoff when \( M \geq M_A \). Let \( I \) denote the indicator function and let \( S_k \) denote the set \([K] \setminus \{k\} \).
A. Placement and Delivery Phase

During the placement phase, the server splits every file into \(2^K C_2\) disjoint subfiles of size \(\frac{1}{k(k-1)}F\) bits. Subfiles of the file \(W_n\) are:

\[\{W_n^{ij} : i, j \in [K] \text{ and } i \neq j\}.\]

The placement phase proceeds in two stages. In the first stage, the server copy subfiles \(W_n^{ij}\) in user \(U_k\)’s cache, \(Z_k\), if \(k \notin \{i, j\}\). In the second stage, functions of subfiles are computed and placed into each user’s cache resulting in the cache of the \(k^{th}\) user, \(Z_k\), having the contents:

| Stages   | Packets | Constraints | Number          |
|----------|---------|-------------|-----------------|
| Stage 1  | \(W_n^{ij}\) | \(n \in [N],\) \(i, j \in S_k\) and \(i \neq j\) | \(2N K^{-1}C_2\) |
| Stage 2  | \(W_n^{k(k+1)} - W_n^{kj}\) | \(n \in [N]\) and \(j \in S_k\) | \(N(K-2)\) |
|          | \(\sum_{n=1}^N W_n^{k(k+1)}\) |                           | 1                |

It can be noted that subfiles \(W_n^{kj}\), for \(n \in [N]\) and \(j \in S_k\), are contained in user \(U_k\)’s cache in coded form. The total number of packets, each of size \(\frac{1}{k(k-1)}F\) bits, placed in each user’s cache is,

\[2N K^{-1}C_2 + N(K-2) + 1 = NK(K-2) + 1\]
utilising the entire cache of size $M AF$ bits.

In the delivery phase, let the server receive a demand $d$. Let $N^d_k$ represent the number of users in the set $S_k$ requesting the file $W_{d_k}$. For each $k \in [K]$, the server constructs a packet,

$$X_d^k = \sum_{s \in S_k} \left( \frac{\alpha^s_k}{N^s_k} \right) W^{ks}_{d_s}$$

(12)

where

$$\alpha^s_k = 1 - 2I\{W_{d_k} = W_{d_s}\}.$$  

(13)

The set of packets broadcast by the server in response to the demand $d$ is,

$$X_d = \{X_d^1, \ldots, X_d^K\}.$$  

(14)

Thus, $K$ packets, each of size $\frac{1}{K(K-1)}F$ bits, are transmitted and the rate corresponding to the demand $d$ is,

$$R = \frac{1}{K-1}.$$  

(15)

B. File Recovery by Users

To understand how the requested files are recovered by the users, let us consider user $U_k$ who needs to recover the file $W_{d_k}$ from its cache contents $Z_k$ and the received packets $X_d$. Subfiles $W_{ij}^d$, for $i, j \in S_k$, are available in $Z_k$. To reconstruct the file $W_{d_k}$, the user needs to compute subfiles $W_{d_k}^{jk}$ and $W_{d_k}^{kj}$, for $j \in S_k$. The user obtains these subfiles in two stages. In the first stage, the user obtains subfiles $W_{d_k}^{jk}$, for $j \in S_k$. One of the packet available in $X_d$ is,

$$X_d^j = \left( \frac{\alpha^j_k}{N^j_k} \right) W_{d_k}^{jk} + \sum_{s \in S_j \setminus \{k\}} \left( \frac{\alpha^s_j}{N^s_j} \right) W_{d_s}^{js}.$$  

(16)

Since subfiles $W_{js}^{n}$, for $s \in S_j \setminus \{k\} = S_k \setminus \{j\}$, are available in $Z_k$, the user can evaluate

$$\sum_{s \in S_j \setminus \{k\}} \left( \frac{\alpha^s_j}{N^s_j} \right) W_{d_s}^{js}$$  

(17)

The subfile $W_{d_k}^{jk}$ can be computed from (16) and (17). In the second stage, the user recovers subfiles $W_{d_k}^{kj}$, for $j \in S_k$. Another packet available in $X_d$ is,

$$X_d^k = \sum_{j \in S_k} \left( \frac{\alpha^j_k}{N^j_k} \right) W_{d_j}^{kj}.$$  

(18)
Since $W_n^{k(k+1)} - W_n^{kj}$, for $j \in S_k$, are available in $Z_k$, the user can evaluate
\[
\sum_{j \in S_k} \left( \frac{\alpha^j_k}{N_k^j} \right) (W_{d_j}^{k(k+1)} - W_{d_j}^{kj})
\] (19)
Combining (18) and (19) the user can compute
\[
\sum_{j \in S_k} \left( \frac{\alpha^j_k}{N_k^j} \right) W_{d_j}^{k(k+1)}
\] (20)
This can be rewritten as
\[
\left( \sum_{n \in [N] \setminus d_k} \sum_{j \in S_k : d_j = n} \left( \frac{\alpha^j_k}{N_k^j} \right) W_{d_j}^{k(k+1)} \right) + \left( \sum_{j \in S_k : d_j = d_k} \left( \frac{\alpha^j_k}{N_k^j} \right) W_{d_j}^{k(k+1)} \right)
\] (21)
Note that when $W_{d_j} \neq W_{d_k}$, $\alpha^j_k = 1$ and when $W_{d_j} = W_{d_k}$, $\alpha^j_k = -1$. Recall that $N^k_k$ denotes the number of users request for file $W_{d_k}$ in set $S_k$. Now the above expression simplifies to
\[
\left( \sum_{n \in [N] \setminus d_k} W_n^{k(k+1)} \right) - I\{N^k_k \neq 0\} W_{d_k}^{k(k+1)}
\] (22)
With the help of the cached function
\[
\sum_{n \in [N]} W_n^{k(k+1)} = \left( \sum_{n \in [N] \setminus \{d_k\}} W_n^{k(k+1)} \right) + W_{d_k}^{k(k+1)}
\] (23)
and (22) the user can compute the subfile $W_{d_k}^{k(k+1)}$. Combining this with $W_{d_k}^{k(k+1)} - W_{d_k}^{kj}$ available in $Z_k$ user can obtain subfiles $W_{d_k}^{kj}$. Using all the recovered subfiles the user can reconstruct the requested file $W_{d_k}$.

The above observations can be summarised as:

**Theorem 1.** The memory rate pair \( \left( \frac{N}{K} (K - 2 + \frac{(K-2+1/N)}{(K-1)}, \frac{1}{K-1} \right) \) is achievable by symmetric caching schemes for the \((N,K)\) cache network.

The caching scheme proposed in [1], [14] achieves the memory rate pair \((\frac{N}{K} (K - 1), \frac{1}{K})\), and by memory sharing between that scheme and the proposed scheme, we can achieve all memory rate pairs \((M, \frac{(KN-1)}{K(N-1)} - \frac{1}{(N-1)} M)\), where \(M \in \left[ \frac{N}{K} (K - 2 + \frac{(K-2+1/N)}{(K-1)}), \frac{N}{K} (K - 1) \right] \). By deriving a matching lower bound, we show that this is the exact rate memory tradeoff when \(\left\lceil \frac{K+1}{2} \right\rceil \leq N \leq K\).
TABLE V: The set of demands \(\{d_l : 1 \leq l \leq K\}\)

\[
\begin{array}{cccccccc}
\text{Demands} & U_1 & \ldots & U_i & \ldots & U_N & U_{N+1} & \ldots & U_{N+i} & \ldots & U_K \\
\hline
d_1 & W_1 & \ldots & W_i & \ldots & W_N & W_1 & \ldots & W_i & \ldots & W_{K-N} \\
d_2 & W_2 & \ldots & W_{i+1} & \ldots & W_1 & W_2 & \ldots & W_{i+1} & \ldots & W_1 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
d_{K-N-i+1} & W_{K-N-i+1} & \ldots & W_{K-N} & \ldots & W_{K-N-i} & W_{K-N-i+1} & \ldots & W_{K-N} & \ldots & W_K \\
d_{K-N-i+2} & W_{K-N-i+2} & \ldots & W_{K-N+1} & \ldots & W_{K-N-i+1} & W_{K-N-i+2} & \ldots & W_1 & \ldots & W_{K-N-i-1} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
d_{K-N-i} & W_N & \ldots & W_{i+1} & \ldots & W_1 & W_{i+1} & \ldots & W_N & \ldots & W_{N-i} \\
d_{K-N-i+1} & W_{N-i+1} & \ldots & W_N & \ldots & W_{2N-K-i} & W_{N-i+1} & \ldots & W_{2N-K} & \ldots & W_{N-i} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
d_K & W_{K-N} & \ldots & W_{i+1} & \ldots & W_{N-i} & W_{K-N} & \ldots & W_{N-i} & \ldots & W_{K-N-i} \\
\end{array}
\]

C. Matching Lower Bound

Consider the demand

\[d_1 = (W_1, W_2, \ldots, W_N, W_1, W_2, \ldots, W_{K-N}).\]  \(\text{(24)}\)

Demands \(\{d_l : 2 \leq l \leq K\}\), are obtained from the demand \(d_1\) by cyclic left shifts as shown in TABLE V. Consider the demand \(b_l\) defined as

\[
b_l = \begin{cases} 
    d_{N-l+1}, & \text{for } 1 \leq l \leq N \\
    d_{K+4-N-l+1}, & \text{for } N+1 \leq l \leq K
\end{cases}
\]

It can be noted that in demand \(b_l\), the user \(U_l\) requests for the file \(W_N\). Let \(X_{d_l}\) denote the set of packets broadcast by the server in response to the demand \(d_l\). For \(S \subseteq \{d_1, \ldots, d_K\}\), let \(X_S\) denote the set of all packets broadcast in response to the demands in the set \(S\). The following lemma are easy to obtain:

**Lemma 4.** For \(S, T \subseteq \{d_1, \ldots, d_K\} \setminus \{b_l\}\), we have the identity,

\[H(W_{[N-1]}, X_{S \cup \{b_l\}}) + H(W_{[N-1]}, Z_l, X_T) \geq H(W_{[N-1]}, X_{S \cup T}) + N\]
Proof. We have,
\[
H(W_{[N-1]}, X_{S \cup \{b_i\}}) + H(W_{[N-1]}, Z_l, X_T) \overset{(a)}{\geq} H(W_{[N-1]}, X_{S \cap T}) + H(W_{[N-1]}, Z_l, X_{S \cup T \cup \{b_i\}})
\]
\[
\overset{(b)}{=} H(W_{[N-1]}, X_{S \cap T}) + H(W_{[N-1]}, W_N, Z_l, X_{S \cup T \cup \{b_i\}})
\]
\[
\overset{(c)}{=} H(W_{[N-1]}, X_{S \cap T}) + H(W_{[N]} = H(W_{[N-1]}, X_{S \cap T}) + N
\]

where

(a) follows from the submodularity property of entropy,

(b) follows from (8),

(c) follow from (9).

Lemma 5. For a sequence of sets \(S_i \subset \{d_1, \ldots, d_K\} \setminus \{b_i\}\), such that \(S_i = S_{i+1} \cup \{b_{i+1}\}\), we have the identity

\[
H(W_{[N-1]}, X_{S_i}) + \sum_{i=l+1}^{j} H(W_{[N-1]}, Z_l, X_{S_i}) \geq H(W_{[N-1]}, X_{S_l}) + (j-l)N
\]

Proof. We have,
\[
H(W_{[N-1]}, X_{S_l}) + \sum_{i=l+1}^{j} H(W_{[N-1]}, Z_l, X_{S_i}) = H(W_{[N-1]}, X_{S_l}) + H(W_{[N-1]}, Z_{l+1}, X_{S_{l+1}})
\]
\[
+ \sum_{i=l+2}^{j} H(W_{[N-1]}, Z_l, X_{S_i})
\]
\[
= \left( H(W_{[N-1]}, X_{S_{l+1}}, X_{b_{l+1}}) + H(W_{[N-1]}, Z_{l+1}, X_{S_{l+1}}) \right) + \sum_{i=l+2}^{j} H(W_{[N-1]}, Z_l, X_{S_i})
\]
\[
\overset{(a)}{\geq} H(W_{[N]}) + \left( H(W_{[N-1]}, X_{S_{l+1}}) + H(W_{[N-1]}, Z_{l+2}, X_{S_{l+2}}) \right) + \sum_{i=l+3}^{j} H(W_{[N-1]}, Z_l, X_{S_i})
\]
\[
\overset{(a)}{\geq} 2H(W_{[N]}) + H(W_{[N-1]}, X_{S_{l+2}}) + H(W_{[N-1]}, Z_{l+3}, X_{S_{l+3}}) + \sum_{i=l+4}^{j} H(W_{[N-1]}, Z_l, X_{S_i})
\]
\[
\overset{(b)}{\geq} (j-l)H(W_{[N]}) + H(W_{[N-1]}, X_{S_j}) = H(W_{[N-1]}, X_{S_j}) + (j-l)N
\]

where

(a) follows from Lemma 4 with \(S = T = S_{l+1}\),

(b) follows from repeated use of Lemma 4 with \(S \cup \{b_i\} = S_i\) and \(T = S_{l+1}\) for \(l + 3 \leq i \leq j\).

□
In a similar fashion, for a sequence of sets $T_i \subset \{d_1, \ldots, d_K\} \setminus \{b_i\}$, such that $T_i = T_{i-1} \cup \{b_{i-1}\}$, we can obtain

$$H(W_{[N-1]}, X_{T_{i+l}}) + \sum_{j=1}^{j} H(W_{[N-1]}, Z_j, X_{T_j}) \geq H(W_{[N-1]}, X_{T_j}) + (j - l + 1)N \quad (25)$$

For $1 \leq i \leq N$, let us consider the sets of demands as shown below:

| Set | Demands | Number | Files Requested by $U_i$ |
|-----|---------|--------|--------------------------|
| $A_i$ | $d_1, \ldots, d_{N-i}$ | $N-i$ | $W_1, \ldots, W_{(N-1)}$ |
| $B_i$ | $d_{K-i+2}, \ldots, d_K$ | $i-1$ | $W_1, \ldots, W_{i-1}$ |
| $C_i$ | $d_{K-N-i+2}, \ldots, d_{N-i}$ | $2N-K-1$ | $W_{(K-N+1)}, \ldots, W_{N-1}$ |
| $J$ | $d_{N+1}, \ldots, d_K$ | $K-N$ | $W_1, \ldots, W_{K-N}$ |

These set are also indicated in TABLE V. Note that

$$A_N = B_1 = C_N = \phi \quad (26)$$

$$A_{i+1} \cup \{b_{i+1}\} = A_i \quad (27)$$

$$B_i \cup \{b_{N+i}\} = B_{i+1} \quad (28)$$

$$A_i \cap C_i = C_i \quad (29)$$

$$B_K-N \cup \{b_K\} = B_K-N+1 = J \quad (30)$$

$$B_i \cap J = \begin{cases} B_i \text{ when } 1 \leq i \leq K - N \\ J \text{ when } K - N + 1 \leq i \leq N \end{cases} \quad (31)$$

It can be noted that in the demand set $B_i$, both users $U_i$ and $U_{N+i}$ are requesting for the same set of files (for $1 \leq i \leq K - N$). Note that $|A_i \cup B_i| = |J \cup C_i| = N - 1$. Thus, we have

$$M + (N - 1)R \geq H(Z_i) + H(X_{A_i \cup B_i}) \geq H(Z_i, X_{A_i \cup B_i}) \quad (32)$$

Similarly,

$$M + (N - 1)R \geq H(Z_i) + H(X_{J \cup C_i}) \geq H(Z_i, X_{J \cup C_i}) \quad (33)$$

Now we can obtain the following result:

**Theorem 2.** For the $(N, K)$ cache network, when $\left\lceil \frac{K+1}{2} \right\rceil \leq N \leq K$, achievable memory rate pairs $(M, R)$ must satisfy the constraint

$$KM + K(N - 1)R \geq KN - 1.$$
Proof. We have,

\[ KM + K(N - 1)R = N(M + (N - 1)R) + (K - N)(M + (N - 1)R) \]

\[ \geq \sum_{i=1}^{N} H(Z_i, X_{A_i \cup B_i}) + \sum_{i=1}^{K-N} H(Z_i, X_{J_i \cup C_i}) \]

\[ \geq \sum_{i=1}^{N} H(W_{[N-1]}, Z_i, X_{A_i \cup B_i}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{J_i \cup C_i}) \]

\[ = \sum_{i=1}^{K-N} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i}) + H(W_{[N-1]}, Z_i, X_{J_i \cup C_i}) \right) + \sum_{j=K-N+1}^{N} H(W_{[N-1]}, Z_j, X_{A_j \cup B_j}) \]

\[ \geq \sum_{i=1}^{K-N} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i}) + H(W_{[N-1]}, Z_i, X_{J_i \cup C_i}) \right) + \sum_{j=K-N+1}^{N} H(W_{[N-1]}, Z_j, X_{J_j \cup A_j}) \]

\[ \geq \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{A_i \cup B_i}) \]

\[ \geq (K - N - 1)N + \left( H(W_{[N-1]}, X_{A_{K-N} \cup J}) + \sum_{j=K-N+1}^{N} H(W_{[N-1]}, Z_j, X_{J_j \cup A_j}) \right) \]

\[ + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{J_i \cup C_i}) \]

\[ \geq (N - 1)N + H(W_{[N-1]}, X_{A_{N} \cup J}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{B_i \cup C_i}) \]

\[ \geq (N - 1)N + H(W_{[N-1]}, X_{A_{N} \cup J}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{B_i}) \]

\[ \geq (N - 1)N + H(W_{[N-1]}, X_{J_i}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_i, X_{B_i}) \]

\[ \geq (N - 1)N + H(W_{[N-1]}, X_{J_i}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_{i+N}, X_{B_i}) \]

\[ \geq (N - 1)N + H(W_{[N-1]}, X_{B_{K-N+1}}) + \sum_{i=1}^{K-N} H(W_{[N-1]}, Z_{i+N}, X_{B_i}) \]

\[ \geq (K - 1)N + H(W_{[N-1]}) \geq KN - 1 \]
where

(a) follows from (32) and (33),
(b) follows from (8) and the definition of sets \( A_i, B_i, C_i \) and \( J \),
(c) follows from the facts that \( A_i \cap C_i = C_i, J \cap B_i = B_i \) for \( 1 \leq i \leq K - N \) (refer (29) and (31)) and the submodularity property of entropy,
(d) follows from Lemma 5 with \( S_i = A_i \cup J, l = 1, j = K - N \) and (27),
(e) follows from Lemma 5 with \( S_i = A_i \cup J, l = K - N, j = N \), the fact that \( J \cap B_i = J \)
for \( K - N + 1 \leq i \leq K \) (refer (31)) and (27),
(f) follows from (26),
(g) follows from (3),
(h) follows from (30),
(i) follows from (25) with \( T_i = B_i, l = 1, j = K - N \) and (28).

The above observations improve upon the previous results from [1], [14] as shown in TABLE VI.

| Memory | Rate [1], [14] | Lower Bound [1], [14] | New Rate | New Lower Bound |
|--------|----------------|------------------------|----------|-----------------|
| \( N \) \( K - 2 + \frac{(K-2+1/N)}{(K-1)} \) \( \leq M \) \( \leq \frac{N(K-1)}{K} \) | \( \frac{(K^2+K-2)}{K(K-1)} - \frac{(K+1)M}{N(K-1)} \) | \( R \geq 1 - \frac{M}{N} \) | \( \frac{(KN-1)}{K(N-1)} - \frac{M}{N(N-1)} \) |

TABLE VI: Rate memory tradeoff when \( \lceil \frac{K+1}{2} \rceil \leq N \leq K \)

We summarise as:

**Theorem 3.** For the \((N, K)\) cache network, when \( \lceil \frac{K+1}{2} \rceil \leq N \leq K \), the exact rate memory tradeoff is given by

\[
R^\ast(M) = \frac{(KN - 1)}{K(N - 1)} - \frac{1}{(N - 1)} M \tag{34}
\]

where \( M \geq \frac{N}{K} \( K - 2 + \frac{(K-2+1/N)}{(K-1)} \) \).

**IV. CASE II: \( 1 \leq N \leq \lceil \frac{K+1}{2} \rceil \)**

The caching scheme proposed by Yu et al. in [14] can achieve all memory rate pairs

\[
\left( M, \frac{K^2 + K - 2}{K(K - 1)} - \frac{(K+1)}{N(K-1)} M \right). \tag{35}
\]
TABLE VII: Demand set \( \{d_l : 1 \leq l \leq K \} \)

where \( M \in \left[ \frac{N(K-2)}{K}, \frac{N(K-1)}{K} \right] \), for the \((N, K)\) cache network. By deriving a matching lower bound, we show that this is the exact rate memory tradeoff when \( 1 \leq N \leq \left[ \frac{K+1}{2} \right] \). Consider the demand

\[d_1 = (W_1, W_2, \ldots, W_N, W_1, W_2, \ldots, W_{N-1}, W_1, W_1, \ldots, W_1)\]  

(36)

Demands \( \{d_l : 2 \leq l \leq K \} \), are obtained from the demand \( d_1 \) by cyclic left shifts as shown in TABLE VII. Consider the demand \( b_1 \) defined as,

\[ b_1 = \begin{cases} 
  d_{N-l+1}, & \text{for } 1 \leq l \leq N \\
  d_{K+N-l+1}, & \text{for } N+1 \leq l \leq K 
\end{cases} \]

It can be noted that in demand \( b_1 \), the user \( U_l \) requests for the file \( W_N \). The following lemma is easy to obtain:
Lemma 6. Let \( S, T \subset \{d_1, \ldots, d_K\} \setminus \{b_i\} \) be such that for every demand in \( T \), user \( U_1 \) requests the file \( W_1 \). We have

\[
H(W_{[N-1]}, Z_i, X_S) + \sum_{j \in T} H(X_j) + \frac{|T|}{N} H(Z_i) \geq H(W_{[N-1]}, Z_i, X_{S \cup T}) + |T|
\]

Proof. We have,

\[
H(W_{[N-1]}, Z_i, X_S) + \sum_{j \in T} H(X_j) + \frac{|T|}{N} H(Z_i)
\]

\[
= H(W_{[N-1]}, Z_i, X_S) + \sum_{j \in T} H(X_j) + \frac{|T|}{N} H(Z_i)
\]

\( \geq H(W_{[N-1]}, Z_i, X_S) + \sum_{j \in T} H(Z_i, X_j) - \frac{|T|}{N} (N-1) H(Z_i) \) \((a)\)

\( = H(W_{[N-1]}, Z_i, X_S) + \sum_{j \in T} H(W_1, Z_i, X_j) - \frac{|T|}{N} (N-1) H(Z_i) \) \((b)\)

\( \geq H(W_{[N-1]}, Z_i, X_{S \cup T}) + \frac{|T|}{N} (N-1) H(Z_i) - \frac{|T|}{N} (N-1) H(Z_i) \) \((c)\)

\( \geq H(W_{[N-1]}, Z_i, X_{S \cup T}) + \frac{|T|}{N} (N-1) H(Z_i) - \frac{|T|}{N} (N-1) H(Z_i) \) \((d)\)

where

\( (a) \) follows from submodularity property of entropy,

\( (b) \) follows from (8),

\( (c) \) follows from (4),

\( (d) \) follows from (9).

For \( 1 \leq i \leq N \), let us consider the set of demands as shown below:

| Set | Demands | Number | Files Requested by \( U_i \) |
|-----|---------|--------|-----------------------------|
| \( A_i \) | \( d_1, \ldots, d_{N-i} \) | \( N-i \) | \( W_1, \ldots, W_{N-1} \) |
| \( B_i \) | \( d_{K-i+2}, \ldots, d_K \) | \( i-1 \) | \( W_1, \ldots, W_{i-1} \) |
| \( E_i \) | \( d_{N+i+1}, \ldots, d_{2N-i} \) | \( N-i \) | \( W_1, \ldots, W_{N-i} \) |
| \( G_i \) | \( d_{2N-i+1}, \ldots, d_{K-i+1} \) | \( K-2N+1 \) | \( W_1 \) |
These set are also indicated in TABLE VII. We also have a set of demands $L_i$ defined as

$$L_i = A_i \cup B_i \cup E_i \cup G_i.$$  \hspace{1cm} (37)

Note that

$$A_N = B_1 = E_N = \phi$$  \hspace{1cm} (38)

$$L_{i+1} \cup \{b_{i+1}\} = L_i$$  \hspace{1cm} (39)

$$B_i \cup \{b_{N+i}\} = B_{i+1}$$  \hspace{1cm} (40)

It can be noted that in the demand set $B_i$, both users $U_i$ and $U_{N+i}$ are requesting for the same set of files (for $1 \leq i \leq N - 1$). Note that $|A_i \cup B_i| = |B_i \cup E_i| = N - 1$. Thus, we have

$$M + (N - 1)R \geq H(Z_i) + H(X_{A_i \cup B_i}) \geq H(Z_i, X_{A_i \cup B_i})$$  \hspace{1cm} (41)

Similarly,

$$M + (N - 1)R \geq H(Z_i) + H(X_{B_i \cup E_i}) \geq H(Z_i, X_{B_i \cup E_i})$$  \hspace{1cm} (42)

The following lemma is easy to obtain:

**Lemma 7.** The demand sets $B_i$ and $L_i$, defined as above, satisfy

$$KM + (KN - 2N + 1)R \geq H(W_{[N-1]}, X_{[N-1]}) + \sum_{i=1}^{N-1} \left( H(W_{[N-1]}, Z_{N+i}, X_{B_i}) \right) + N(K - N)$$

**Proof.** We have,

$$KM + (KN - 2N + 1)R = N \left( M + (N - 1)R + \frac{(K - 2N + 1)}{N} M + (K - 2N + 1)R \right)$$
$$+ (N - 1)(M + (N - 1)R)$$

\(a\) \hspace{1cm} $$\geq \sum_{i=1}^{N} \left( H(Z_i, X_{A_i \cup B_i}) + \frac{(K - 2N + 1)}{N} H(Z_i) + \sum_{l \in G_i} H(X_l) \right) + \sum_{i=1}^{N-1} \left( H(Z_i, X_{B_i \cup E_i}) \right)$$

\(b\) \hspace{1cm} $$\geq \sum_{i=1}^{N} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i}) + \frac{(K - 2N + 1)}{N} H(Z_i) + \sum_{l \in G_i} H(X_l) \right)$$
$$+ \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_i, X_{B_i \cup E_i})$$

\(c\) \hspace{1cm} $$\geq \sum_{i=1}^{N} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i \cup G_i}) + (K - 2N + 1) \right) + \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_i, X_{B_i \cup E_i})$$
\begin{align*}
&= H(W_{[N-1]}, Z_N, X_{A_N \cup B_N \cup G_N}) + \sum_{i=1}^{N-1} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i \cup G_i}) + H(W_{[N-1]}, Z_i, X_{B_i}) \right) \\
&+ N(K - 2N + 1) \\
&\geq H(W_{[N-1]}, Z_N, X_{A_N \cup B_N \cup G_N \cup E_N}) + \sum_{i=1}^{N-1} \left( H(W_{[N-1]}, Z_i, X_{A_i \cup B_i \cup E_i \cup G_i}) + H(W_{[N-1]}, Z_i, X_{B_i}) \right) \\
&+ N(K - 2N + 1) \\
&\overset{(d)}{=} \sum_{i=1}^{N} H(W_{[N-1]}, Z_i, X_{L_i}) + \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_i, X_{B_i}) + N(K - 2N + 1) \\
&\geq \left( H(W_{[N-1]}, X_{L_1}) + \sum_{i=2}^{N} H(W_{[N-1]}, Z_i, X_{L_i}) \right) + \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_i, X_{B_i}) + N(K - 2N + 1) \\
&\overset{(f)}{=} (N - 1)N + H(W_{[N-1]}, X_{L_N}) + \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_i, X_{B_i}) + N(K - 2N + 1) \\
&\overset{(g)}{=} H(W_{[N-1]}, X_{L_N}) + \sum_{i=1}^{N-1} H(W_{[N-1]}, Z_{N+i}, X_{B_i}) + N(K - N)
\end{align*}

where

(a) follows from (41) and (42),

(b) follows from (8) and definition of sets \( A_i, B_i \) and \( E_i \),

(c) follows from Lemma 6 with \( S = A_i \cup B_i \) and \( T = G_i \),

(d) follows from the submodularity property of entropy and the fact that \( E_N = \phi \),

(e) follows from (37),

(f) follows from Lemma 5 with \( S_l = L_i, l = 1, j = N \) and (39),

(g) follows from (3).

Now, for \( 2N \leq j \leq K \), consider another set of demands as shown below:

| Set | Demands | Number | Files Requested by \( U_j \) |
|-----|---------|--------|------------------|
| \( P_j \) | \( d_{K+N-i+2}, \ldots, d_{K+2N-j} \) | \( N-1 \) | \( W_1, \ldots, W_{N-1} \) |
| \( Q_j \) | \( d_{K+2N-j+1}, \ldots, d_K \) | \( j-2N \) | \( W_1 \) |

These set are also indicated in TABLE VIII. We also have a set of demands \( T_j \) defined as

\[ T_j = P_j \cup Q_j \] (43)
Note that
\[ Q_{2N} = \phi \]  
(44)
\[ T_{j+1} \cup \{b_{j+1}\} = T_j \]  
(45)
\[ T_K \cup \{b_K\} = L_N \]  
(46)
\[ B_{N-1} \cup \{b_{2N-1}\} = T_{2N} \]  
(47)

Note that \(|P_j| = N - 1\). Thus, we have
\[ M + (N - 1)R \geq H(Z_j) + H(X_{P_j}) \geq H(Z_j, X_{P_j}) \]  
(48)

The following lemma is easy to obtain:

**Lemma 8.** The demand set \(T_j\), defined as above, satisfy
\[
\frac{K(K - 2N + 1)}{2N}M + \frac{(K - 2)(K - 2N + 1)}{2}R \geq \sum_{j=2N}^{K} H(W_{N-1}, Z_j, X_{T_j}) + \frac{(K - 2N + 1)(K - 2N)}{2}
\]

**Proof.** We have,
\[
\frac{K(K - 2N + 1)}{2N}M + \frac{(K - 2)(K - 2N + 1)}{2}R = (K - 2N + 1)(M + (N - 1)R) + \sum_{j=2N}^{K} \left( \frac{(j - 2N)}{N}M + (j - 2N)R \right)
\]

\[
\geq \sum_{j=2N}^{K} \left( H(Z_j, X_{P_j}) + \frac{(j - 2N)}{N}H(Z_j) + \sum_{l \in Q_j} H(X_l) \right)
\]

\[
\geq \sum_{j=2N}^{K} \left( H(W_{N-1}, Z_j, X_{P_j}) + \frac{(j - 2N)}{N}H(Z_j) + \sum_{l \in Q_j} H(X_l) \right)
\]

\[
\geq \sum_{j=2N}^{K} \left( H(W_{N-1}, Z_j, X_{P_j \cup Q_j}) + \frac{(j - 2N)}{N}H(W_{N-1}) \right)
\]

\[
\geq \sum_{j=2N}^{K} \left( H(W_{N-1}, Z_j, X_{T_j}) + \frac{(K - 2N + 1)(K - 2N)}{2} \right)
\]

where

(a) follows from (48) and the fact that \(Q_{2N} = \phi\),
(b) follows from (48) and definition of set \(P_j\),
(c) follows from Lemma 6 with \(S = P_j\) and \(T = Q_j\),
(d) follows from (43).
Using the above lemma, we can obtain the following result:

**Theorem 4.** For the \((N, K)\) cache network, when \(1 \leq N \leq \left\lceil \frac{K+1}{2} \right\rceil\), achievable memory rate pairs \((M, R)\) must satisfy the constraint

\[
\frac{K(K + 1)}{2N}M + \frac{K(K - 1)}{2}R \geq \frac{K^2 + K - 2}{2}
\]

**Proof.** We have,

\[
\frac{K(K + 1)}{2N}M + \frac{K(K - 1)}{2}R = KM + (KN - 2N + 1)R + \frac{K(K - 2N + 1)}{2N}M + \frac{(K - 2)(K - 2N + 1)}{2}R
\]

\[
\geq H(W_{N-1}, X_{L_N}) + \sum_{i=1}^{N-1} H(W_{N-1}, Z_{N+i}, X_{B_i}) + N(K - N) + \sum_{j=2N}^{K} H(W_{N-1}, Z_j, X_{T_j})
\]

\[
+ \frac{(K - 2N + 1)(K - 2N)}{2}
\]

\[
= H(W_{N-1}, X_{T_K}, X_{B_K}) + \sum_{j=2N}^{K} H(W_{N-1}, Z_j, X_{T_j}) + \sum_{i=1}^{N-1} H(W_{N-1}, Z_{N+i}, X_{B_i})
\]

\[
+ \frac{(K + 1)(K - 2N) + 2N^2}{2}
\]

\[
\geq (K - 2N + 1)N + \left( H(W_{N-1}, X_{T_{2N}}) + \sum_{i=1}^{N-1} H(W_{N-1}, Z_{N+i}, X_{B_i}) \right)
\]

\[
+ \frac{(K + 1)(K - 2N) + 2N^2}{2}
\]

\[
= H(W_{N-1}, X_{B_{N-1}}, X_{B_{2N-1}}) + \sum_{i=1}^{N-1} H(W_{N-1}, Z_{N+i}, X_{B_i})
\]

\[
+ \frac{(K + 1 + 2N)(K - 2N) + 2N(N + 1)}{2}
\]

\[
\geq (N - 1)N + H(W_{N-1}, X_{B_1}) + \frac{(K + 1 + 2N)(K - 2N) + 2N(N + 1)}{2}
\]

\[
= H(W_{N-1}) + \frac{K^2 + K - 2N}{2} \geq \frac{K^2 + K - 2}{2}
\]

where

(a) follows from Lemma 7 and Lemma 8,

(b) follows from (46),

(c) follows from (25) with \(T_i = T_j, l = 2N, j = K\) and (45),

(d) follows from (47),

(e) follows from (25) with \(T_i = B_i, l = 1, j = N - 1\) and (40),

(f) follows from (38).
The above observations improve upon the previous results from [1], [14] as shown in TABLE VIII.

| Memory | Rate [1], [14] | Lower Bound [1], [14] | New Lower Bound |
|--------|---------------|-----------------------|-----------------|
| $\frac{N(K-2)}{K} \leq M \leq \frac{N(K-1)}{K}$ | $\frac{K^2+K-2}{K(K-1)} - \frac{(K+1)M}{N(K-1)}$ | $R \geq 1 - \frac{1}{N}M$ | $R \geq \frac{K^2+K-2}{K(K-1)} - \frac{(K+1)M}{N(K-1)}$ |

TABLE VIII: Rate memory tradeoff when $1 \leq N \leq \left\lceil \frac{K+1}{2} \right\rceil$

We summarise as:

**Theorem 5.** For the $(N, K)$ cache network, when $1 \leq N \leq \left\lceil \frac{K+1}{2} \right\rceil$, the exact rate memory tradeoff is given by

$$R^*(M) = \frac{K^2 + K - 2}{K(K-1)} - \frac{(K+1)M}{N(K-1)}$$

(49)

where $M \geq \frac{N}{K}(K-2)$.

V. CONCLUSIONS

In this paper, we considered the problem of characterizing the exact rate memory tradeoff for the canonical $(N, K)$ cache network, where we focused on the case of large caches. For $\left\lfloor \frac{K+1}{2} \right\rfloor \leq N \leq K$, in Section III, we proposed a new coded caching scheme and derived a matching lower bound leading to the characterization of the exact rate memory tradeoff when

$$M \geq \frac{N}{K} \left( K - 2 + \frac{(K-2+1/N)}{(K-1)} \right).$$

For $1 \leq N \leq \left\lceil \frac{K+1}{2} \right\rceil$, in Section IV, we derived a new lower bound matching the scheme proposed in [14], thereby providing a characterization of the exact rate memory tradeoff when $M \geq \frac{N}{K}(K-2)$.
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