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Abstract—This article proposes a hierarchical learning architecture for safe data-driven control in unknown environments. We consider a constrained nonlinear dynamical system and assume the availability of state-input trajectories solving control tasks in different environments. In addition to task-invariant system state and input constraints, a parameterized environment model generates task-specific state constraints, which are satisfied by the stored trajectories. Our goal is to use these trajectories to find a safe and high-performing policy for a new task in a new, unknown environment. We propose using the stored data to learn generalizable control strategies. At each time step, based on a local forecast of the new task environment, the learned strategy consists of a target region in the state space and input constraints to guide the system evolution to the target region. These target regions are used as terminal sets by a low-level model predictive controller. We show how to i) design the target sets from past data and then ii) incorporate them into a model predictive control scheme with shifting horizon that ensures safety of the closed-loop system when performing the new task. We prove the feasibility of the resulting control policy, and apply the proposed method to robotic path planning, racing, and computer game applications.
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I. INTRODUCTION

CLASSICAL Iterative Learning Controllers (ILCs) aim to improve a system’s closed-loop reference tracking performance at each iteration of a repeated task while rejecting periodic disturbances [1], [2]. In classical ILC, the controller uses tracking error data from previous task iterations to better track the provided trajectory during the current iteration. These methods have been used in a variety of applications, ranging from quadrotor control [3] to additive manufacturing [4], robotics [5], and ventricular assist devices [6]. Recent work has also explored reference-free ILC for applications whose goals are better defined through a performance metric, such as autonomous racing or harvesting wind energy [7]–[9].

Because ILC policies are trained to attenuate constant or repeated task-specific disturbances, the learned ILC policy is generally not cost-effective, or even feasible, if the task environment or reference trajectory changes [7], [10]. Many ILC approaches have been proposed for improving ILC performance in these situations, including representing tasks in terms of basis functions [11], [12], enforcing sparsity in the ILC policy [13], or training neural networks to predict the task-specific ILC input given an environment observation [14], [15].

In the Artificial Intelligence and Reinforcement Learning communities, the ability to generate a control policy which performs well under different environment conditions is a common challenge, often referred to as generalization or transfer learning [16]–[18]. Model-free approaches typically focus on minimizing a policy’s performance loss between environments [19], [20], rather than guaranteeing feasibility of the policy in a new environment.

Here, we focus specifically on methods that use stored trajectory data from previous tasks in order to find feasible and effective policies for a new task. Methods that do guarantee feasibility (at least with high likelihood) are generally model-based [21]–[25], and approaches have been proposed for autonomous vehicles [26] and robotic manipulation applications [19], [27], [28]. In [25], a static map is learned between a given reference trajectory and the input sequence required to make a linear time-invariant system track that reference trajectory. Once learned, this map can be used to determine an input sequence that lets the linear system track a new reference trajectory. Many other strategies propose maintaining trajectory libraries [24], [29]–[31], and adapting the stored trajectories online to the new constraints of the changed tasks, which can be both time-consuming and computationally expensive.

This article proposes a novel data-driven method for tackling a simple abstraction of the changing environment control problem. We consider availability of state-input trajectories which solve a set of n control tasks \{T^1, ..., T^n\}. In each of the n control tasks the system model, system constraints, and objective are identical. However, a parameterized environment descriptor function \(\Theta^t\) generates a set of environment state constraints specific to each task \(T^t\). Our goal is to use stored executions of previous control tasks in order to find a successful execution of a new task \(T^{n+1}\) in a new environment described by \(\Theta^{n+1}\).

This paper presents a hierarchical predictive learning architecture to solve such a problem. We use stored task data to design sets in a reduced-dimension state space that can be interpreted as high-level strategies learned from previous control tasks, and are used as waypoints to track by a low-level model predictive control (MPC). In this paper, we:

1) propose interpreting strategies as sets in reduced-dimension state space, referred to as “strategy sets,”
2) show how to design strategy sets from past data,
3) demonstrate how to incorporate the strategy sets into an MPC,
4) prove that the proposed method will lead to a successful execution of the new control task, and
5) verify our method in three different applications.

This paper builds on the author’s work published in [32] and includes a novel method for relaxing the feasibility guarantees, shows how the algorithm can be combined with machine learning techniques, and provides a more thorough experimental evaluation.

The remainder of this paper is organized as follows. Section II formalizes the background information and problem statement. Section III introduces the Hierarchical Predictive Learning Control Framework, which is detailed further in Secs. IV-VII. We conclude with a proof of the feasibility of our proposed policy and three example applications. We conclude our paper with a discussion in Sec. XII.

II. Problem Formulation

We consider a discrete-time system with dynamical model

\[ x_{k+1} = f(x_k, u_k), \]  

subject to system state and input constraints

\[ x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}. \]

The vectors \( x_k \in \mathbb{R}^{n_x} \) and \( u_k \in \mathbb{R}^{n_u} \) collect the states and inputs at time \( k \).

A. Tasks

The system (1) solves a series of \( n \) control tasks \( \{T^1, \ldots, T^n\} \). Each control task \( T^i \) is defined by the tuple

\[ T^i = \{\mathcal{X}, \mathcal{U}, \mathcal{P}^i, \Theta^i\}, \]

where \( \mathcal{X} \) and \( \mathcal{U} \) are the system state and input constraints (2). \( \mathcal{P}^i \subset \mathcal{X} \) denotes the task target set the system \( T^i \) needs to reach in order to complete task \( T^i \), and \( \Theta^i \) is an environment descriptor function, formalized below.

B. Task Environments

The \( n \) solved control tasks \( \{T^1, \ldots, T^n\} \) take place in different task environments, parameterized by different environment descriptor functions \( \{\Theta^1, \ldots, \Theta^n\} \). In each control task the system model (1) and constraints (2) are identical. However, the environment descriptor function generates additional task-specific environmental state constraints.

For each task \( T^i \), the environment descriptor function \( \Theta^i \) maps the state \( x_k \) at time \( k \) to a description of the local task environment \( \Theta^i(x_k) \). The set of states satisfying the environmental constraints imposed by this local task environment are denoted by \( E(\Theta^i(x_k)) \). Note that in this paper we only consider state-dependent, but time-invariant, functions \( \Theta^i \).

We write the joint system and environment constraints as

\[ x_k \in \mathcal{X}(\Theta^i(x_k)) = E(\Theta^i(x_k)) \cap \mathcal{X}. \]

For notational simplicity, wherever it is obvious we will drop the state dependence and refer to the combined system and environment constraints (4) as \( \mathcal{X}(\Theta^i) \).

Examples of local task environment descriptions \( \Theta^i(x_k) \) include camera images, the coefficients of a polynomial describing a race track’s lane boundaries, or simple waypoints for tracking. Consider, for example, an autonomous racing task where a car has to drive around a track as quickly as possible, so that the task target set \( \mathcal{P} \) contains the finish line. Here, the vehicle-specific state and input constraints (2) may include acceleration and steering limits imposed by the construction of the vehicle itself. The environment descriptor function \( \Theta^i \) may map a state along the track to a frontview camera image of the track at that point in space and time (Fig. 1a). From this camera environment description, we can then extract the additional environmental constraints \( E(\Theta^i(x_k)) \), such as lane boundaries the vehicle needs to remain in, which are dictated by the environment rather than the vehicle (Fig. 1b).

C. Environment Forecasts

The control architecture proposed in this paper relies on forecasts of the task environment, which can be obtained using the environment descriptor function. At time \( k \), we can use (1) to predict the system state across a horizon \( N \),

\[ \hat{x}_{k:k+N} = [\hat{x}_k^1, \hat{x}_{k+1}^1, \ldots, \hat{x}_{k+N}^1], \]

and evaluate the environment descriptor function along this forecast state trajectory. This provides a forecast of both

(a) The environment descriptor function \( \Theta \) gives a local description of the task environment, such as a camera image of the track at a particular location.

(b) From this description, local environment-dependent constraints such as lane boundaries the vehicle must remain within to successfully complete the task, can be determined.

Fig. 1
the upcoming task environment $\Theta^i(x^i_k)$ and environmental constraints $E(\Theta^i(x^i_k))$:

$$\theta^i_{k:k+N} = [\Theta^i(\hat{x}^i_k), \ldots, \Theta^i(\hat{x}^i_{k+N})].$$

(5)

In the context of the autonomous racing example, we can evaluate $\Theta^i$ at forecasts of the system state in order to get predictions for the upcoming racetrack curvature, which can be evaluated from the camera images (Fig. 1).

D. Task Executions

A feasible execution of the task $T^i$ in an environment parameterized by $\Theta^i$ is defined as a pair of state and input trajectories

$$\text{Ex}(T^i, \Theta^i) = [x^i, u^i]$$

(6)

$$x^i = [x^i_0, x^i_1, \ldots, x^i_{D^i}], \quad x^i_k \in \mathcal{X}(\Theta^i) \quad \forall k \in [0, D^i],$$

$$x^i_{D^i} \in \mathcal{P}^i,$$

$$u^i = [u^i_0, u^i_1, \ldots, u^i_{D^i}], \quad u^i_k \in \mathcal{U} \quad \forall k \in [0, D^i],$$

where $u^i$ collects the inputs applied to the system and $x^i$ is the resulting state evolution. $D^i$ is the duration of the execution of task $T^i$. The final state of a feasible task execution, $x^i_{D^i}$, is in the task’s target set $\mathcal{P}^i \subset \mathcal{X}(\Theta^i)$.

In the racing task, feasible executions would be vehicle state and input trajectories obeying the lane boundaries described by the environment descriptor function.

E. Problem Definition

Given a dynamical model with state and input constraints and a collection of feasible executions that solve a series of $n$ control tasks, $\{\text{Ex}(T^1, \Theta^1), \ldots, \text{Ex}(T^n, \Theta^n)\}$, our aim is to find a data-driven control policy $\pi(x)$ that results in a feasible and high-performance execution of a new task in a new environment: $\text{Ex}(T^{n+1}, \Theta^{n+1})$.

Remark 1. Remark: For notational simplicity, we write that the collected data set contains one execution from each task. However, in practice one may collect multiple executions of each task $T^i$. In this case, the executions can simply be stacked, and the procedure proposed in this paper can proceed as described.

If feasibility were the only goal, one approach would be to use a robust, conservative controller. However, we would also like to solve the new task well. Thus, in addition to satisfying the new environment constraints, the execution should try to minimize a desired objective function $J(x^{n+1}, u^{n+1})$. We do not explicitly take into account a cost function $J$ in this paper. Instead, we assume that the stored executions from previous tasks $\mathcal{T}^i$ were collected using control policies that aimed to minimize the same cost function $J(x^i, u^i)$. Thus the desired objective function $J$ is implicitly associated with the stored data. If this assumption does not hold, the method proposed in this paper will still provide a feasible trajectory. An approach which explicitly computes and compares the costs of different trajectories for when this assumption does not hold is presented in [10].

III. Hierarchical Predictive Learning Control

We propose a data-driven controller that uses stored executions from previous tasks to find a feasible policy for a new task in a new environment. Instead of simply adapting the stored executions from previous tasks to the changed environmental constraints of the new task, we learn generalizable and interpretable strategies from past task data, and apply them to the new task. Our approach is inspired by how navigation tasks are typically explained to humans, who can easily generalize their learning to new environments by learning strategies.

A. A Motivating Example

Consider learning how to race a vehicle around a track. If a human has learned to race a vehicle by driving around a single track, they can easily adapt their learned strategy when racing a new track.

A snippet of common racing strategies taught to new racers is depicted in Fig. 2. The most basic rules are guidelines for how to find the racing line, or the fastest possible path around the track, which is directly determined by the track curvature. Drivers are instructed where along the track to brake, steer, and accelerate, and how to find these locations for curves of different shapes.

![Fig. 2: Sample of strategies taught at various online racing schools.](https://driver61.com/uni/racing-line/)

The environmental constraints imposed on the vehicle (lane boundaries) are parameterized by the track curvature. This environmental descriptor gives rise to physical areas along the track with respect to which racing rules are then explained, e.g., “brake at the braking point, then cut the curve at the apex and aim for the outside of the straightaway.” The strategies here consist of sections of the track towards which to aim the vehicle as well as acceleration profiles to apply along the way. Importantly, the locations of these regions only depend on the local curvature; the track curvature a mile away has little impact on the location of the apex in the curve directly ahead.

We also note that the strategies are explained using only a subset of the state space: the distance from the centerline. Given guidelines on this subset, the driver is free to adjust other states and inputs such as vehicle velocity and steering in order to satisfy environmental constraints.

B. Principles of Strategy

Based on this real-life intuition, we propose three principles of navigation strategy:

1As taught at online racing schools such as Driver 61: https://driver61.com/uni/racing-line/
1) Strategies are a function of a local environment forecast (e.g., radius of curvature of an upcoming track segment)
2) Strategies work in a reduced-order state space (e.g., distance from center lane)
3) Strategies provide target regions in the (reduced-order) state space for which to aim, and input guidelines for getting there (e.g., “braking point”, “turn-in point”, “exit point”)

The control architecture proposed in this paper formalizes the above principles of strategy, and shows how to incorporate such strategies into a hierarchical learning control framework. In particular, we focus on two aspects. First, we show how to learn generalizable strategies from stored executions of previous control tasks. Second, we show how to integrate the learned strategies in an MPC framework so as to guarantee feasibility when solving a new control task in real-time.

C. Implementation

Hierarchical Predictive Learning (HPL) is a data-driven control scheme based on applying high-level strategies learned from previous executions of different tasks. The HPL controller modifies its behavior whenever new strategies become applicable, and operates in coordination with a safety controller to ensure constraint satisfaction at all future time steps.

An overview of the control architecture is shown in Fig. 3. Offline, before beginning the new control task, stored executions from previous tasks are used to train strategy functions of a desired parameterization (Sec. IV). After training, the controller can solve new tasks. Online, at each time $k$, an $N$-step local environment forecast $\theta_{k:N}$ is used to determine if a new high-level control strategy is available (Sec. V). A strategy consists of state and input sets in reduced dimensions, $\tilde{X}_{k:T}$ and $\tilde{U}_{k:T}$, that provide a set towards which to steer the system in the next $T$ timesteps, as well as input guidelines for getting there. The strategy sets are used to construct a target set in the full state space, $X_{k:T}$. We note the difference between the environment forecast horizon $N$ and the strategy prediction horizon $T$ (Sec. IV-T). Lastly, an MPC controller with prediction horizon $N_{MPC}$ calculates a low-level input $u_k$ to reach the target set (Sec. VI).

There are five key design and control challenges:
1) Representing the strategy mathematically
2) Choosing appropriate horizons $N$, $T$, and $N_{MPC}$
3) Lifting the reduced-dimension strategy set into a full-dimension target set
4) Ensuring closed-loop strategy effectiveness at solving the new task
5) Ensuring constraint satisfaction and recursive feasibility of the receding horizon control problem

In the following sections, we address each of these challenges in detail and prove the feasibility of the resulting HPL control law. First, we show how to learn generalizable strategies from stored executions of previous tasks. Second, we show how to incorporate the learned strategies in an MPC framework so as to guarantee feasibility when solving a new control task in real-time.

Fig. 3: The Hierarchical Predictive Learning (HPL) control architecture. At time $k$, the state $x_k$ and $N$-step environment forecast $\theta_{k:N}$ are used to evaluate the control strategy. A strategy consists of reduced dimensions sets, $\tilde{X}_{k:T}$ and $\tilde{U}_{k:T}$, towards which to steer the system in the next $T$ time steps and input guidelines for getting there. These sets are used to construct a full-dimension target set, $X_{k:T}$, used as a terminal set in an MPC controller with horizon $N_{MPC}$. At each time $k$, SetList$_k$ determines the relationship between $T$ and $N_{MPC}$. The low-level control loop is drawn in black, and shaded yellow blocks indicate control design choices.

IV. LEARNING STRATEGIES FROM DATA

This section addresses the first aim of our paper: learning generalizable strategies from stored data of previously solved tasks. We consider strategies to be maps from a state and environment forecast to reduced-dimension strategy sets:

\[(\tilde{X}_{k:T}, \tilde{U}_{k:T}) = S(x_k, \theta_{k:N}), \quad (7)\]

where $x_k$ is the system state at time $k$ and $\theta_{k:N}$ the $N$-step environment forecast. $\tilde{X}_{k:T}$ represents a strategy set in reduced dimension that the system should be in $T$ timesteps into the future, and $\tilde{U}_{k:T}$ provides constraint guidelines for a reduced dimension of the input as the system travels towards $X_{k:T}$.

There are several ways of representing the strategy function $S$ in (7), including model-based methods that use an explicit model for how variations in task environments affect the optimal control input [21]. In this work we instead opt for a data-driven approach, using stored executions (6) that solve related tasks.

A. Strategy States and Inputs

The strategy function outputs reduced-dimension state and input sets. We refer to the space where these reduced-
Dimensional sets lie as “strategy state space” and “strategy input space.”

We define the strategy state at each time $k$ as

$$\tilde{x}_k = g(x_k, \Theta) \in \mathbb{R}^{n_x},$$  \hspace{1cm} (8)

where $g$ maps the full-dimensional state $x_k$ into the corresponding lower-dimensional strategy state $\tilde{x}_k$. Similarly, the strategy inputs are

$$\tilde{u}_k = r(u_k, \Theta) \in \mathbb{R}^{n_u},$$  \hspace{1cm} (9)

where $r$ maps the full-dimensional input at time $k$ into lower-dimensional strategy inputs. These mapping functions may depend on the task’s environment descriptor function $\Theta$ - for example, a strategy state $\tilde{x}$ measuring the distance from a race track centerline depends on the shape of the centerline, which is described by $\Theta$. We denote the strategy state and strategy input spaces as

$$\tilde{X} = \{ \tilde{x} \mid \tilde{x} = g(x, \Theta), \ x \in X \},$$  \hspace{1cm} (10)

$$\tilde{U} = \{ \tilde{u} \mid \tilde{u} = r(u, \Theta), \ u \in U \}. $$  \hspace{1cm} (11)

**Remark 2.** The functions $g$ and $r$ may be any functions mapping $X$ and $U$ to a reduced-dimension space. They are not limited to indexing functions, i.e. we do not require $\tilde{x}_k$ to be a subset of $X$.

We use strategy states and inputs (rather than the full states and inputs directly) to allow for simplification and generalization. While all system states and inputs affect the system’s trajectory via the dynamics (1), when solving complex tasks a subset of states and inputs are likely to be especially informative as to how the system should respond to the upcoming environment.

The choice of strategy states and inputs is therefore critical. Strategy states and inputs must be meaningful to solving the task at hand, and it must be reasonably expected that a strategy mapping (7) from an environment forecast to these strategy spaces can be formulated. If the chosen strategy states and inputs are not correlated with (i.e. can not be predicted from) the environment forecast, new strategy states must be chosen.

Initially, all system states and environment descriptions can be considered as candidate strategy states. Because reducing the number of strategy states can improve generalizability, this list should then be trimmed as much as possible (or as much as required for computational tractability). Human knowledge can provide insight into what states are likely to have an impact on optimal behavior, and therefore which strategy states and inputs to choose. In the autonomous racing task, for example, a control designer will know that it is easier to use the track curvature forecast to predict the vehicle’s future distance along and from the centerline than a future yaw rate. Note that strategy states should encode information about both task objective and task safety.

If no human intuition can be incorporated, data-driven methods could instead be used to find appropriate strategy states and inputs. Clustering methods or dimensionality-reduction methods such as PCA can estimate what states are most important for determining the strategy. Recent work [33] for example, proposes forming aggregate (or representative) features out of system states in order to reduce the problem dimension in Dynamic Programming - this approach could similarly be applied to finding strategy states for HPL. Using data-driven methods to determine the best choice of strategy states, particularly for complex tasks, is an avenue for future research.

In general, we suggest using intuition about the task to narrow the list of potential strategy states as much as possible, and using data-driven feature selection methods in the final stages if strategy performance using only hand-derived features is lacking. Sections [XX][XX] provide several examples for choosing strategy states for navigation tasks.

**Remark 3.** It may also be beneficial to use the current strategy state $\tilde{x}_k$, rather than the current state $x_k$, as an input to the strategy function (7). This can further improve the generalizability of the learned strategy, as fewer values have to match between the new environment and the stored task data (6). The notation in the remainder of this paper constructs the strategy input using the full state $x_k$, but the approach and theory remain the same if the strategy state space is used instead.

### B. Representing the Strategy

Thanks to an overwhelming amount of machine learning research, there are myriad ways to represent the strategy function $S$ in (7). We propose using Gaussian Processes (GPs). GPs have frequently been used in recent predictive control literature to provide data-driven estimates of unknown nonlinear dynamics [22], [34], [35]. Specifically, GPs are used to approximate vector-valued functions with real (scalar) outputs.

Given training data (input vectors and output values), GPs use a similarity measure known as “kernel” between pairs of inputs to learn a nonlinear approximation of the true underlying input-output mapping. The kernel represents the learned covariance between two function evaluations, and is parameterized by a set of hyperparameters. Once the hyperparameters of the kernel have been optimized, the GP can be queried at a new input vector.

When evaluated at a new input, the GP returns a Gaussian distribution over output estimates; thus GPs provide a best guess for the output value corresponding to an input (mean) and a measure of uncertainty about the estimate (variance). This allows us to gauge how confident the GP is in its prediction at a particular input, a critical component of the HPL framework. A review of GPs in control is provided in [86].

We note that the robust MPC community often prefers stochastic models with bounded support [37] to GPs, in order to have strict safety guarantees. Our approach can be extended to these types of models as well.

### C. Training the Strategy (Offline)

The GPs are trained to predict the values of the strategy states (8) and inputs (9) at $T$ timesteps into the future, based
on the current state and $N$-step environment forecast. Each GP approximates the mapping to one strategy state or input:

$$\begin{align*}
(\mu, \sigma^2) &= \text{GP}(x_k, \theta^{k}_{k:N}),
\end{align*}$$

(12)

where $\mu$ and $\sigma^2$ represent statistics of the Gaussian distribution over strategy state estimates. GPs best approximate functions with scalar outputs, so we train one GP for each strategy state and input (a total of $n_z+n_u$ number of GPs). The learned GPs capture high-level strategies that were common to a variety of previously solved, related tasks. We note that the GPs are evaluated only at the current state and environment forecast - they are time-invariant and do not depend on the new task beyond the environment forecast.

We use the stored executions (6) from previous control tasks to create GP training data. The training output data for each GP contains the strategy state or input the GP is learning to predict. After solving $n$ control tasks (see Remark 1), the training data consists of:

$$\begin{align*}
D = \{ \mathbf{z} = [z_1^{\top}, \ldots, z_n^{\top}]^{\top}, \mathbf{y} = [y_1^{\top}, \ldots, y_n^{\top}]^{\top} \},
\end{align*}$$

(13)

Each input vector $z_k$ corresponds to the output $y_k$, where

$$\begin{align*}
z_k = [x_k^{\top}, (\theta_k^1)^{\top}, \ldots, (\theta_k^{N})^{\top}],
\end{align*}$$

(14)

and $\theta_k^i$ denotes the local environment at time $k$ of the $i$th control task. We note that in (14), each GP uses the same training input data, but this need not be the case.

The corresponding output entry $y_j$ contains the value of the strategy state of interest at $T$ time steps in the future:

$$\begin{align*}
y_j = (\tilde{x}_{k+T})^{\top},
\end{align*}$$

and the matrix $K$ is formed out of the covariances between training data samples such that

$$\begin{align*}
K_{i,j} = k(z_i, z_j).
\end{align*}$$

(18)

Given means and variances, we form one-dimensional bounds on each $i$th strategy state and $j$th strategy input as

$$\begin{align*}
\tilde{x}_{k+T}(i) &= [\mu^i(z_k^{n+1}) \pm \eta \sigma^i(z_k^{n+1})], \ \forall i \in [1, n_z] \\
\tilde{u}_{k:k+T}(j) &= [\mu^j(z_k^{n+1}) \pm \eta \sigma^j(z_k^{n+1})], \ \forall j \in [n_z+1, n_z+n_u],
\end{align*}$$

(19)

In (19), $\mu^i(z_k^{n+1})$ and $\sigma^i(z_k^{n+1})$ are the means and standard deviations computed by the $i$th GP evaluated at $z_k^{n+1}$. The parameter $\eta > 0$ determines the size of the range. When these one-dimensional bounds are combined for all strategy states and strategy inputs, hyperrectangular strategy sets are formed in strategy space, with each dimension constrained to (19). An example is shown in Fig. 4. The hyperrectangular strategy sets are denoted $\tilde{X}_{k+T}$ and $\tilde{U}_{k:k+T}$, and indicate where (in strategy space) the system should be in $T$ timesteps and what inputs to apply to get there.

---

**D. Evaluating the Strategy (Online)**

Once trained, the GPs can be evaluated on data from a new task. At time $k$ of a new task $T^{n+1}$, we evaluate the GPs at the new query vector $z_k^{n+1}$, formed as in (14), to construct hyperrectangular strategy sets in reduced-dimension space.

---

**E. Other Strategy Models**

There are many benefits to using GPs to model the strategy function (7), including the interpretability of the output variance as a level of strategy confidence. One downside to using GPs is that they are very computationally inefficient to train: the hyperparameter optimization time scales as the cube of the training data size. This forces a trade-off between computational complexity and the effectiveness of the learned strategy, which benefits from seeing as much training data as possible. It also prevents easy online fine-tuning of the learned strategy as more task data becomes available.
If training complexity becomes too cumbersome, the strategy function \( f \) may be replaced by a different data-driven model that best fits the requirements of the considered task. In addition to computational complexity, there are two main considerations for choosing a strategy model for HPL:

1) the model should be able to approximate our best reasonable guess for the true shape of the underlying function (e.g. bounded, continuous, etc.), and
2) the model should have a way of estimating the confidence in a particular strategy evaluation.

Any data-driven model that appropriately satisfies these two requirements may be used in place of the GP without affecting the theory presented in this paper.

**Neural Networks:** With regard to the first consideration, using universal function approximators such as neural networks is easy and appealing, as they can be composed to represent functions of most shapes (at the cost of more hyperparameters to optimize). However, estimating the confidence associated with a particular strategy prediction is much more difficult for neural networks than for GPs. Common approaches include bootstrapping or training additional network layers to estimate the confidence. These approaches are often tuned to the considered task, and can be poorly calibrated.

Various efforts to improve confidence estimation in neural networks have been made, but these methods often increase the size of the learned network, which worsens computational complexity. A promising new avenue is recent work in model-based neural networks, but further validation is required.

**F. Strategy Horizons**

The strategy mapping uses two different horizons: the environment forecast horizon \( N \) and the strategy prediction horizon \( T \). \( N \) determines how much information about the future environment the strategy takes into account, while \( T \) determines how far out the strategy predicts the values of strategy states and inputs. The two need not be the same. In fact, for many navigation tasks it makes sense to choose \( N > T \).

In the autonomous racing example, \( N > T \) corresponds to looking further ahead along the track curvature and then only planning a trajectory along the first part of the visible track. This choice means that the strategy can suggest a strategy set in order to plan ahead of time for the immediate future, since the upcoming environmental constraints were already implicitly considered. Choosing \( N = T \), in contrast, means that the strategy needs to predict a strategy set as far out as the environment is known. If the environment changes immediately beyond the horizon \( N \), the proposed strategy set \( X_{k+T} \) may have been a poor choice.

As with choosing strategy states, human intuition can also play a role in choosing appropriate strategy horizons. Alternatively, the collected executions from previous tasks can be examined to determine appropriate values for \( N \) and \( T \), by evaluating how great environmental differences must be before the system’s trajectory changes. This can typically be estimated from the available task data, and fine-tuned as necessary using cross-validation. In general, it is wise to use the largest computationally-allowable \( N \).

Sections [X][XI] provide several examples for choosing strategy horizons.

**Remark 4.** As described thus far, both horizons \( N \) and \( T \) are time horizons, i.e. they forecast the environment and predict the strategy state at certain numbers of time steps in the future. It is also possible to, instead, forecast the environment and strategy state at a fixed distance into the future, or use a mix of time- and space-forecasting for \( N \) and \( T \). In the racing example, this could correspond to always seeing a fixed number of meters ahead, no matter the vehicle speed. This approach is considered in Sec. [X]

**V. Safely Applying Learned Strategies**

We now address the second aim of our paper: using the strategy sets in a low-level controller while maintaining safety guarantees. Our approach consists of \( i) \) lifting the reduced-dimension strategy sets \( (19) \) back into the full-dimensional state space, and \( ii) \) integrating the lifted strategy set with a safety controller. The result is a target set that can be used in a low-level MPC controller.

**Assumption 1.** There exists a safety control policy that can prevent the system (17) from violating both system- and task-specific environment constraints (4). In particular, there exists a safe set

\[
X_E \subseteq \mathcal{X}(\Theta),
\]

and a corresponding safety control policy

\[
u = \pi_e(x, \Theta),
\]

such that \( \forall x \in X_E, f(x, \pi_e(x, \Theta)) \in X_E \).

**Remark 5.** Given a safety controller (27), a safe set may be found using a variety of data-driven methods, such as sample-based forward reachability from a gridded state space \( \mathcal{X} \).

**A. Lifting Strategy Sets to Full-Dimensional Target Sets**

At each time \( k \) of solving a task \( T^{n+1} \), new reduced-dimension strategy sets are constructed according to (19). These strategy sets must be lifted to target sets in the full-dimensional state space so they can be used as a terminal constraint in a low-level MPC controller. Critically, the target set must belong to the safe set (21). This ensures that once the system has reached the target set, there will always exist at least one feasible input (the safety control (21)) that allows the system to satisfy all state constraints. Given strategy sets (19), we find a corresponding lifted strategy set:

\[
X_{k+T} = \{ x \in X_E | g(x, \Theta) \in X_{k+T} \},
\]

where \( g(x, \Theta) \) is the projection of the full-dimensional state \( x \) onto the set of chosen strategy states, as in (5), \( X_{k+T} \) is a full-dimensional set in which the strategy states lie in the GP’s strategy sets (19) and the remaining states are in the safety set. Thus for any state \( x_k \in X_{k+T} \), the safety control (21) can be applied if necessary to ensure constraint satisfaction in future
time steps. Figure 5 depicts the difference between a strategy set and its lifted strategy set.

B. Tuning Risk

If desired, control designers can specify a maximum risk level $\beta \in [0, 1]$ to control how conservative the target set $\mathcal{X}_{k+T}$ is with regards to incorporating the safety control. The above formulation $\ref{eq:terminal_set}$ for the terminal set corresponds to no risk (i.e. $\beta = 0$), since for all states in $\mathcal{X}_{k+T}$ there exists at least one feasible input sequence (the safety control) that will result in a safe closed-loop state evolution.

If this is too restrictive, the target set can be chosen to be a convex combination of the safety set $\mathcal{X}_E$ and the environmental state constraint set:

$$\mathcal{X}_{k+T} = \{ x \in \beta \mathcal{X}_E + (1-\beta)\mathcal{X}(\Theta) \mid g(x, \Theta) \in \tilde{\mathcal{X}}_{k+T} \},$$

By varying $\beta$ in the range between 0 and 1, we vary how conservative our approach needs to be, depending on the cost of task failure. As the value of $\beta$ increases, the target set converges to the state constraints imposed on the system by the task environment ($\beta = 1$).

An example of this interpolation is shown in Fig. 6 which depicts how the constraints for the third entry of the system state $x(3)$ vary across different points in the strategy set (in the $\tilde{x}(1) - \tilde{x}(2)$ plane) and as $\beta$ varies. We see that as $\beta$ ranges from 0 to 1 the size of the non-strategy state constraint sets increases. When $\beta = 0$, plotted in dark blue, the target set is as in Fig. 5.

C. Incorporating the Uncertainty Measure

A benefit of using GPs to represent the strategy is that the standard deviation around an estimate may be used to evaluate how confident the GP is in its prediction at a particular input. At time $k$, consider a vector $\mathcal{C}_k$ containing the standard deviations of the evaluated GPs:

$$\mathcal{C}_k = [\sigma^1(z_k^{n+1}), \ldots, \sigma^{n_{\text{est}}+n_{\text{ses}}}(z_k^{n+1})].$$

If the GPs return a strategy set with standard deviations larger than a chosen threshold $d_{\text{thresh}}$, we may opt not to use this strategy. We expect $C_k > d_{\text{thresh}}$ if either

1) the system did not encounter a similar environment forecast in a previous control task (training data), or
2) in previous control tasks this environment forecast did not lead to a single coherent strategy, resulting in a wide distribution of potential future strategy states.

With high uncertainty measures, the strategy sets are not likely to contain valuable control information for the system. In this case, the target set is set to be empty: $\mathcal{X}_{k+T} = \emptyset$. The next section VI explains that this results in a horizon shift for the low-level MPC, and the system (1) re-use the target set from the previous time step.

VI. LOW-LEVEL CONTROLLER DESIGN

The low-level MPC controller calculates the input to be applied to the system at each time $k$. This input is calculated based on the sequence of target sets $\ref{eq:terminal_set}$ found during the last $T$ timesteps.

A. Target Set List

At each time $k$ of solving task $\mathcal{T}^{n+1}$, a new target set $\ref{eq:terminal_set}$ is constructed by lifting the strategy sets $\ref{eq:strategy_set}$. However, if the standard deviations $\ref{eq:std_dev}$ are too high, or there is no feasible input sequence to reach the target set $\mathcal{X}_{k+T}$, the target set for time $k$ will be empty: $\mathcal{X}_{k+T} = \emptyset$.

The target set list keeps track of the target sets (empty or not) which were constructed during the most recent $T$ timesteps:

$$\text{SetList}_k = [\mathcal{X}_{k+1}, \mathcal{X}_{k+2}, \ldots, \mathcal{X}_{k+T}].$$

At each new time step, the first set is removed and the target set found at the current time step $k$ is appended to the end. In this way, the target set list $\ref{eq:set_list}$ always maintains exactly $T$ sets, though some (including the last set $\mathcal{X}_{k+T}$) may be empty. This list is used to guide the objective function and constraints of the MPC controller.
B. Shifting Horizon MPC Formulation

We formulate an MPC controller to calculate our input at each time step:

\[
    u^*(x_k) = \arg \min_{u_{0:k}, \ldots, u_{N_k^{MPC}+1:k}} \sum_{j \in S_k} \text{dist}(x_j[k], X_{k+j})
    \]

\[
    \text{s.t. } x_{j+1}[k] = f(x_j[k], u_j[k])
    \]

\[
    x_j[k] \in X(\Theta^{j+1}) \forall j \in \{0, N_k^{MPC} - 1\}
    \]

\[
    u_j[k] \in U \forall j \in \{0, N_k^{MPC} - 1\}
    \]

\[
    x_{N_k^{MPC}+1}[k] \in X_{k+N_k^{MPC}}
    \]

\[
    x_0[k] = x_k,
    \]

where \( S_k \) is the set of indices with non-empty target sets,

\[
    S_k = \{ s \mid \text{notEmpty}(X_{k+s+1}) \}\]

The MPC objective function (26) penalizes the Euclidean distance from each predicted state to the target set corresponding to that prediction time. For a smoother cost, the objective could be augmented to take the input effort into account.

The MPC uses a time-varying shifting horizon \( 0 < N_k^{MPC} \leq T \) that corresponds to the largest time step into the future for which a non-empty target set results in feasibility of (26):

\[
    N_k^{MPC} = \max s : \{ s \in S_k, \text{(20) is feasible with } N_k^{MPC} = s \}
    \]

This ensures that the MPC controller (26) has a non-empty terminal constraint and the optimization problem is feasible. To avoid unnecessary repeated computations, all target sets in the target set list (25) which lead to infeasibility of (26) when used as the terminal constraint are set as empty in (25). At time step \( k \), we apply the first optimal input to the system:

\[
    u_k = u_{0}[k].
    \]

Remark 6. Here, new target sets (22) are found at the same frequency as the controller update (20) - (23), but this can easily be adapted for asynchronous loops as in (24).

Remark 7. Evaluating GPs to calculate the strategy is fast when optimized, and constructing strategy sets according to (22) is straightforward once GPs have been evaluated. Incorporating strategies will thus not have significant impacts on the closed-loop run time of the MPC controller (20) - (23).

C. Safety Control

If no target sets in (25) can feasibly be used as a terminal constraint in (26), all sets in the target set list will be empty, and the MPC horizon is \( N_k^{MPC} = 0 \). When this occurs, the system enters into Safety Control mode. The safety controller (21) controls the system until a time when a satisfactory target set is found (at which point the MPC horizon resets to \( N_k^{MPC} = T \)). The HPL algorithm in Sec. VII ensures that whenever \( N_k^{MPC} = 0 \), the system will be in the safe set (20) and the safety controller may be used. We prove this in Sec. VIII.

VII. The HPL Algorithm

Alg. 1 summarizes the HPL control policy. Gaussian Processes, trained offline on trajectories from past control tasks, are used online to construct reduced-dimension strategy sets based on new environment forecasts. Target sets, computed by intersecting lifted strategy sets with the safety set, are used as terminal sets in a shifting-horizon MPC.

Algorithm 1 HPL Control Policy

1: parameters: \( d_{\text{thresh}}, T, N, X_E, \pi_E \)
2: input: \( f, X, U, \{ \text{Ex}(T^1, \Theta^1), \ldots, \text{Ex}(T^n, \Theta^n) \}, \Theta^{n+1} \)
3: output: \( \text{Ex}(T^{n+1}, \Theta^{n+1}) \)
4: 
5: offline:
6: train GPs using stored executions as in Sec. VII.C
7: 
8: online:
9: initialize \( k = 0, N_k^{MPC} = T, \) SetList = \[ \]
10: for each time step \( k \) do
11: collect \((x_k, \Theta^{k+1})\)
12: find \( \{X_{k+T}, U_{k+T}, \mathcal{C}_k\}\) using (12) - (19)
13: if \( C_k < d_{\text{thresh}} \) then
14: \( X_{k+T} = \[ \]
15: else
16: construct \( X_{k+T} \) using (22)
17: append \( X_{k+T} \) to SetList (25) and shift sets
18: if all sets in SetList (25) are empty then
19: \( u_k = \pi_e(x_k, \Theta^{n+1}) \)
20: else
21: calculate \( N_k^{MPC} \) using (27)
22: solve MPC (26) with horizon \( N_k^{MPC} \)
23: \( u_k = u_{0}[k] \)
24: end

VIII. Feasibility Proof

We prove that Alg. 1 outputs a feasible execution for a new control task \( T^{n+1} \).

Theorem 1: Let Assumption 1 hold. Consider the availability of feasible executions (6) by a constrained system (1) - (2) of a series of control tasks \( \{T^1, \ldots, T^n\} \) in different environments \( \{E(\Theta^1), \ldots, E(\Theta^n)\} \). Consider a new control task \( T^{n+1} \) in a new environment \( E(\Theta^{n+1}) \). If \( x_0^{n+1} \in X_E \), then the output of Alg. 1 is a feasible execution of \( T^{n+1} : \text{Ex}(T^{n+1}, \Theta^{n+1}) \).

For ease of reading, we drop the task index \( (\cdot)^{n+1} \).

Proof. We use induction to prove that for all \( k \geq 0 \), the iteration loop (Lines 10-23) in Alg. 1 finds an input \( u_k \) such that the resulting closed-loop trajectory satisfies system and environment constraints.

At time \( k = 0 \) of the new task \( T^{n+1} \), the target set list can contain at most one non-empty set, \( X_T \) (22). If \( X_T \) is non-empty, and the resulting (26) is feasible, then there exists an input sequence \( \{u_0, \ldots, u_{T-1}\} \) calculated by (20) satisfying all state and input constraints (4), with \( x_{T0} \in X_T \). However, if \( X_T \) is empty or (26) is infeasible, we instead apply the safety control law \( u_0 = \pi_e(x_0, \Theta) \). By assumption, \( x_0 \in X_E \), so this
input is feasible. Thus we have shown that the iteration loop in Alg. 1 is feasible for \( k = 0 \).

Next, we show that the iteration loop of Alg. 1 is recursively feasible. Assume that at time \( k > 0 \), the low-level policy \( u_{k+1}^* \) is feasible with horizon \( N^k_{MPC} \), and let \( x^*_{k+1:k+T+1} \) be the optimal state trajectory and input sequence according to (26), such that

\[
u_k = u^*_k \quad k = 1, \ldots, k \quad \text{is feasible for} \quad u_{k+1} \quad \text{and} \quad x^*_{k+1:k+T+1} \in X^k_{k+1:T+1}.
\]

If at time \( k+1 \) a non-empty target set \( X^k_{k+T+1} \) is constructed according to (22) such that (26) is feasible, then there exists a feasible input sequence \( [u_{k+1}^*, \ldots, u_{k+T+1}^*] \) satisfying all state and input constraints such that \( x^*_{k+T+1} = X^k_{k+1:T+1} \).

If at time \( k+1 \) the target set is empty, or (26) is infeasible, we must consider two cases separately:

Case 1: The MPC horizon at time step \( k \) is \( N^k_{MPC} > 1 \). In the absence of model uncertainty, when the closed-loop input \( u_k \) (29) is applied, the system (1) evolves such that

\[
x_{k+1} = x^*_{k+1:k}.
\]

According to Alg. 1 when the empty target set \( X^k_{k+1:T+1} \) is added to the target set list (25), the MPC horizon is shortened and the most recent non-empty target set is used again. Since \( N^k_{MPC} > 1 \), we are guaranteed at least one non-empty target set in (25) that may used as a feasible terminal constraint in the low-level controller (26). At time step \( k+1 \), the shifted input sequence \( u^*_k \) will be optimal for this shifted horizon optimal control problem (with a corresponding state trajectory \( x^*_k \) ). At time step \( k+1 \), Alg. 1 applies the second input calculated at the previous time step: \( u^*_k = u^*_{k+1:k} \).

Case 2: \( N^k_{MPC} = 1 \). In this scenario, the target set list (25) at time step \( k+1 \) is empty, resulting in \( N^k_{MPC} = 0 \) (27). However, combining the fact that \( N^k_{MPC} = 1 \) with (30) and (31), we note that

\[
x_{k+1} \in X^k_{k+1} \subseteq X_E,
\]

by construction of the target set (22). This implies that at time step \( k+1 \), system (1) is necessarily in the safe set (20), and so application of the safety controller (21) will result in a feasible input, \( u^*_{k+1:k} = \pi_e(x^*_{k+1}, \Theta) \).

We have shown that i) the online iteration loop (Lines 10-23) in Alg. 1 finds a feasible input at time step \( k = 0 \), and ii) if the loop finds a feasible input at time step \( k \), it must also find a feasible input at time \( k+1 \). We conclude by induction that Alg. 1 finds a feasible input \( u_k \) \( \forall k \in \mathbb{Z}_{0+} \) in the new task \( T^{n+1} \). This results in a feasible execution of \( T^{n+1} \).

IX. ROBOTIC MANIPULATOR NAVIGATION

We evaluate HPL in a robotic path planning example.

A. System and Task description

Consider a UR5e[2] robotic arm tasked with maneuvering its end-effector along a tube with varying slope. The UR5e has high end-effector reference tracking accuracy (as depicted in Fig. 7), allowing us to use a simplified end-effector model in place of a discretized second-order model [49]. At each time step \( k \), the state of the system is \( x_k \),

\[
x_k = [\theta_0, \dot{\theta}_0, y_k, \dot{y}_k],
\]

where \( \theta_0 \) is the robot’s first horizontal joint angle, \( y_k \) the height of the end-effector, and \( \dot{\theta}_0 \) and \( \dot{y}_k \) their respective velocities (see Fig. 7). The inputs to the system are

\[
u_k = [\dot{\theta}_0, \dot{y}_k],
\]

the accelerations of the end-effector in the \( q_0 \) and \( y \) direction, respectively. We model the base-and-end-effector system as a quadruple integrator:

\[
x_{k+1} = Ax_k + Bu_k
\]

\[
A = \begin{bmatrix} 1 & dt & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & dt \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ dt & 0 \\ 0 & 0 \\ 0 & dt \end{bmatrix},
\]

where \( dt = 0.01 \) seconds is the sampling time. This model accurately represents the system dynamics as long as we operate within the region of high end-effector reference tracking accuracy, characterized experimentally as the following state and input constraints:

\[
X = \begin{bmatrix} -3 \\ -3 \end{bmatrix} \preceq \begin{bmatrix} \theta_0 \\ y_k \end{bmatrix} \preceq \begin{bmatrix} 3 \\ 3 \end{bmatrix}
\]

\[
U = \sqrt{\theta_0^2 + y_k^2} \leq 1,
\]

where the states \( \theta_0 \) and \( y_k \) are not constrained by the system, but by the particular task environment.

Each control task \( T^1 \) requires the end-effector to be controlled through a different tube, described using the environment descriptor function \( \Theta^i \), as quickly as possible. Here, the function \( \Theta^i \) maps a state in a tube segment to the slope of the constant-width tube. Different control tasks \{\( T^1, \ldots, T^n \)\} correspond to maneuvering through tubes of constant width but different piecewise-constant slopes.

---

[2]https://www.universal-robots.com/products/ur5-robot/
We choose two strategy states for these tasks:

$$\tilde{x}_k = [s_k, h_k],$$

where $s_k$ is the cumulative distance along the centerline of the tube from the current point $(q_{0k}, y_k)$ to the projection onto the centerline, and $h_k$ is the distance from $(q_{0k}, y_k)$ to the centerline. The strategy states therefore measure the total distance traveled along the tube up to time step $k$, and the current signed distance from the center of the tube. These strategy states were chosen because they provide information about both task performance (distance traveled along the tube is a measure of task completion speed) and constraint satisfaction (distance from the tube boundaries). Note that in this task, just as in car racing, cutting corners (as measured by $h_k$) also maximizes distance traveled along the tube. The system inputs (32) are used as strategy inputs.

The safety controller (21) is an MPC controller which tracks the centerline of the tube at a slow, constant velocity of 0.5 meters per second. The safe set $X_E$ (20) is determined offline using sampling-based forward reachability.

### B. Hierarchical Predictive Learning Results

We test the effectiveness of the HPL control architecture (Alg. 1) in simulation. We begin by collecting executions that solve a series of 20 control tasks $\{T^1, ..., T^{20}\}$, with each control task corresponding to a different tube shape. The executions are closed-loop trajectories completed by a Learning Model Predictive Controller (LMPC). This reference-free iterative learning controller is initialized with a conservative, feasible trajectory and then improves its closed-loop performance at each iteration of a task. For each control task $T^i$, we find an initial (suboptimal) execution using the centerline-tracking MPC safety controller. This execution is used to initialize the LMPC, which then runs for five iterations on the task $T^i$. At each iteration, the LMPC uses the trajectory data from the previous iteration to improve the closed-loop performance of the tube. The execution corresponding to the fifth LMPC iteration of each task $T^i$ is added to our training data set.

We use an environment forecast horizon of $N = 10$ seconds and a control horizon of $T = 5$ seconds. These horizons were chosen based on the approximate required time to traverse an average tube segment in the previous tasks. The forecast horizon was chosen to be twice the control horizon in order to provide information about both the current and subsequent tube segments. GPs using the squared-exponential kernel are then optimized to approximate the strategies learned from solving the 20 different control tasks. Matlab 2018a was used for all data collection and GP training.

Figure 9 shows the closed-loop trajectory and target set list at various time steps of solving a new task $T^{21}$, using the HPL framework. At each time step, the final predicted state lies within the last set in the target set list; the other predicted
states track any non-empty target sets as closely as possible. The formulation allows us to visualize what strategies have been learned, by plotting at each time step where the system thinks it should go. Indeed, we see that the system has learned to maneuver along the insides of curves, and even takes the direct route between two curves going in opposite directions.

Figure 10 shows the resulting executions for a new task solved forwards and backwards. We emphasize that HPL generalizes the strategies learned from training data to unseen tube segments. Specifically, for the tasks shown here the GPs were trained on executions solving tasks in the forward direction, i.e. constructed left to right using tube segments as shown in the top images. For example, tube segments of certain slopes had only been traversed upwards in previous control tasks, never down. The HPL control architecture was able to handle this change very well. As in Fig. 9 the forward and backwards trajectories demonstrate good maneuvering strategies, including moving along the insides of curves and cutting consecutive corners. In fact, the HPL controller finds an execution that is very close to the minimum time execution as determined by an iterative learning MPC controller [51].

C. Implementation details

Section V-B introduced an approach for tuning the conservativeness with which the strategy sets [19] are lifted into target sets [22], by varying the importance of intersecting with the safety set \( \mathcal{X}_E \) [20]. To examine the effects of varying the acceptable risk level \( \beta \) on the system’s closed-loop trajectory, we solve a single task using \( \beta = 1 \) and a more conservative \( \beta = 0.7 \). The results are depicted in Fig. 11, and demonstrate the benefits of incorporating the safety set \( \mathcal{X}_E \) during the formation of full-dimensional target sets.

Both trajectories (\( \beta = 0.7 \) and \( \beta = 1 \)) follow the same path at the beginning of the task. However, during a sharp curve towards the latter portion of the task, the trajectory corresponding to \( \beta = 1 \), plotted in purple, is no longer able to satisfy the task constraints.

The more conservative approach, using \( \beta = 0.7 \) and plotted in black, takes the safety constraints \( \mathcal{X}_E \) into account and is able to maneuver the sharp turn. We see that the center-tracking safety controller activates at the end of the task and keeps the system within the constraints (whereas the \( \beta = 1 \) trajectory leaves the task constraints at this point).

X. FORMULA 1 RACING

We evaluate HPL control in an autonomous racing task, where a small RC car is controlled as quickly as possible around 1/10 scale Formula 1 race tracks.

A. System and Task Description

Consider a small RC car [1] whose dynamics are modeled in the curvilinear abscissa reference frame [52] with a nonlinear Pacejka tire model, with states and inputs at time step \( k \):

\[
\begin{align*}
x_k &= [v_{x_k}, v_{y_k}, \psi_k, e_{\psi k}, s_k, e_{y_k}]^T, \\
u_k &= [a_k, \delta_k]^T,
\end{align*}
\]

where \( v_{x_k}, v_{y_k}, \psi_k \) and \( e_{\psi k}, e_{y_k} \) are the vehicle’s longitudinal velocity, lateral velocity, and yaw rate, respectively, at time step \( k \). \( s_k \) is the distance traveled along the centerline of the road, and \( e_{\psi k} \) and \( e_{y_k} \) are the heading angle and lateral distance error between the vehicle and the path. The inputs are longitudinal acceleration \( a_k \) and steering angle \( \delta_k \).

The system dynamics are described using an Euler discretized dynamic bicycle model [7]. The vehicle is subject to system-imposed state and input constraints given by

\[
\mathcal{X} = \left\{ x : \begin{bmatrix} 0 \\ -10 \text{ m/s} \\ -\frac{\pi}{3} \text{ rad} \\ -\frac{\pi}{3} \text{ rad} \\ -\frac{\pi}{5} \text{ rad} \\ -3 \text{ m} \end{bmatrix} \leq \begin{bmatrix} v_x \\ v_y \\ w_x \\ e_{\psi} \\ e_y \end{bmatrix} \leq \begin{bmatrix} 10 \text{ m/s} \\ 10 \text{ m/s} \\ \frac{\pi}{3} \text{ rad} \\ \frac{\pi}{5} \text{ rad} \end{bmatrix} \right\},
\]

\[
U = \left\{ u : \begin{bmatrix} -1 \text{ m/s}^2 \\ -0.5 \text{ rad/s}^2 \end{bmatrix} \leq \begin{bmatrix} a \\ \delta \end{bmatrix} \leq \begin{bmatrix} 1 \text{ m/s}^2 \\ 0.5 \text{ rad/s}^2 \end{bmatrix} \right\},
\]

where \( l = 0.8 \) is the track’s lane width.

The car’s task is to drive around a race track as quickly as possible while satisfying all system and environmental state and input constraints. Each control task \( T \) corresponds to a new track, described using the environment descriptor function \( \Theta^i \) which maps the current position along the \( i \)-th track to a description of the upcoming track curvature. For training and testing, we use scaled Formula 1 tracks whose geospatial coordinates were made publicly available in [53].

We choose two similar strategy states for the racing task as for the robot navigation task:

\[
\tilde{x}_k = [\Delta s_k, e_{y_k}],
\]

where \( \Delta s_k = s_k - s_{k-T} \) measures the distance traveled along the track centerline in the last \( T \) timesteps.

The safety controller is an MPC controller which tracks the centerline of the race track at a constant velocity of 5 m/s. The safe set \( \mathcal{X}_E \) induced by this safety controller is estimated from Monte Carlo simulations.

B. Hierarchical Predictive Learning Results

We construct ten different 1/10-scale Formula 1 tracks from [53], and then calculate the minimum-time trajectory for each
track using a continuous-time vehicle model. The discretized racelines from seven tracks are used to create training data for our strategy, while the remaining three tracks are used for evaluating the performance of the HPL control algorithm.

GPs using the squared-exponential kernel are trained on these racelines for each of the two strategy states. As described in Sec. IV-F, the environment forecast does not have to be parameterized by time. Indeed, for the racing task we use an environment forecast parameterized by a constant distance along the track centerline, regardless of the vehicle’s velocity:

$$\theta_{i,k+N} = [\Theta^1(s_k), \Theta^1(s_k + 2), \ldots, \Theta^1(s_k + 2N)]$$

where $s_k$ is the total distance traveled along the centerline of the track at time $k$. Given the vehicle’s current state (34) and this environment forecast, the learned GP strategy predicts the target values of the strategy states (36) at $T = 2$ seconds into the future. The forecast and control horizon were chosen by examining past task data and estimating how close an environment change had to be in order to impact the vehicle’s locally optimal trajectory. Training two GPs using GPYtorch on a 2017 MacBook Pro with 2.8 GHz Quad-Core Intel Core i7 took 494 seconds. Evaluating these GPs took an average of 0.004 seconds on the same processor.

Figure 12 compares two states ($v_x$ and $e_y$) of the HPL closed-loop trajectory on a new task (the “AE” track from (53)) with those of the optimal minimum-time trajectory. These two states are most informative on whether a good strategy was learned, since they correspond most closely with the chosen strategy states. The learned strategy performs well on this new task, and is able to pick up the pattern between track curvature and the raceline. The GP trained to predict how far the vehicle should travel in the next $T$ steps (affecting the resulting $v_x$ values) performs slightly better than the GP trained to predict deviation from the centerline ($e_y$). This trend was found in all three test tracks, and is likely due to deviations in optimal steering on straightaways, where the angle of the raceline depends on a longer environment forecast than considered.

The HPL trajectory is plotted and compared to the track’s raceline in Fig. 13 with a colormap indicating how quickly the car drives in various sections of the track. Confirming the trend in Fig. 12, the plot shows the HPL control accurately predicts the ideal vehicle speed, speeding up and slowing down in the same sections of the racetrack as the optimal raceline. It is also clear that the system has learned various smart driving rules introduced in Sec. III-A, including steering out before cutting the insides of corners and taking direct routes between two curves. More examples of the HPL closed-loop trajectory, with snippets from all three test tracks, are depicted in Fig. 14 and further plots are included in the Appendix.

The HPL control architecture results in feasible and fast executions for all three tested race tracks. Because the learned strategy GPs were able to predict the velocity trend so well (see Fig. 12), the three task durations were all within 5% of the respective raceline time (see Table II). We again stress the ability of the strategy GPs to extrapolate patterns seen during training despite the tracks’ very varied curvature.

In order to evaluate the benefit of using a hierarchical control framework, we also tested a controller with higher risk factor. As described in Sec. V-B, this type of controller ($\beta = 1$) does not take the safety set $\mathcal{X}_E$ into account when creating the target set. As a result, the MPC terminal set constrains
the strategy states to be in the GP’s predicted set and the remaining state to simply be in the allowable state space. The safety set $X_E$ is not used to guide the process of lifting the reduced-dimension strategy set into the full-dimensional target set. This means there are no guarantees that predicted terminal state will be in the domain of our safety control, and therefore it is possible to lose feasibility later in the task. Indeed, in the racing task (just as in the robotic manipulation task in Sec. IX), the simple high-risk controller was unable to complete a single lap without becoming infeasible. These failures occurred early in each of the three test tracks (in the first 10% of the tracks), during sharp corners where the safety controller was required but infeasible. This again demonstrates the value of using both data-driven and physics-based components, and a hierarchical framework for integrating them in a structured manner.

| Track | HPL Lap Time [s] | Raceline Lap Time [s] |
|-------|------------------|-----------------------|
| AE    | 87.6             | 85.1                  |
| BE    | 92.3             | 89.3                  |
| US    | 85.6             | 83.3                  |

TABLE I: The HPL controller results in lap times less than 5% longer than the minimum-time trajectory, demonstrating that an effective racing strategy was learned.

C. Neural Network as Strategy

An additional trial was run where a neural network, rather than a GP, was used to represent the strategy. The training data was constructed in the same way as described in Sec. X-A and a neural network with five linear hidden layers was trained using the python SKLearn library. One network could be trained to predict both strategy states, requiring 15 seconds of training time using Torch on a Pro 2017 MacBook Pro with 2.8 GHz Quad-Core Intel Core i7.

The resulting HPL trajectory on the AE track is shown and compared to the minimum-time trajectory in Figs. 15-16. Overall, the neural network strategy performs well, resulting in a lap time of 89.4 seconds, only slightly slower than the GP lap time (87.6 [s]) and the optimal lap time (85.1 [s]). This success validates that the HPL algorithm can easily be used with the designer’s choice of strategy parameterizations, keeping in mind the considerations described in Sec. IV-B.

Interestingly, the $e_y$ and $v_x$ differences between the HPL trajectories (both of the GP and neural network) and the minimum time trajectories (as shown in Figs. 16 and 12) occur in similar regions of the track, including around the $s = 100$ and $s = 300$ meter marks, which are both long straightaway sections. The fact that both strategy parameterizations, the GP and the neural network, mischaracterized the race line in the same track section suggests that the training data could not be successfully exploited to race this section of the new track. Indeed, the ideal raceline along long straightaway sections is determined by the shape of the closest upcoming curve, which may lie beyond the environment forecast horizon and therefore unknown to the HPL control algorithm. One approach to resolve this would be extending the environment forecast horizon, but this inevitably increases the computational complexity of both the offline training and online implementation of the HPL algorithm.

XI. Flappy Bird

We use Hierarchical Predictive Control to improve performance in the Flappy Bird computer game. Here, the task is to steer a small bird around a series of pipe obstacles by controlling the timing of its wing flaps. The pipe obstacles

[https://flappybird.io](https://flappybird.io)
Fig. 15: The HPL controller is able to match the speed profile and shapes of the minimum time trajectory.

Fig. 16: A strategy parameterized as a neural network can also capture the true raceline reasonably well, but with more errors in the predicted centerline deviation than the strategy GP.

Fig. 17: The goal of Flappy Bird is to guide the bird through a series of pipe obstacles. Only the pipes visible in the game screen (dashed rectangle) are visible to the bird at any time. Pipes come in pairs from the bottom and top of the screen, leaving a gap for the bird to carefully fly through. As the bird moves through the task, it sees only a fixed distance ahead: the screen only shows the two upcoming pairs of pipes. The strategy behind Flappy Bird lies in planning short-term trajectories that are robust to randomness in the heights of the future pipe obstacles still hidden beyond the screen (see Fig. 17).

A. System and Task Description

We use a Flappy Bird simulator designed by Philip Zucker in [54] for our experiments. Following Zucker’s work, we model the bird as a simple three-state system with dynamics

\[
\begin{align*}
x_{k+1} &= x_k + 4, \\
y_{k+1} &= y_k + v_{yk}, \\
v_{yk+1} &= v_{yk} - 1 + 16u_k,
\end{align*}
\]

where \(x_k\) and \(y_k\) are the horizontal and vertical position of the bird. The bird moves with constant horizontal velocity, while the vertical velocity \(v_{yk}\) is subject to a constant gravitational force and the wing flap control \(u_k \in \{0, 1\}\), where \(u_k = 1\) implies a wing flap at time \(k\). For each pair of pipe obstacles the bird flies through without crashing, a point is earned.

Different tasks \(\mathcal{T}^i\) correspond to different sequences of pipe obstacles, described using \(\Theta^i\), where \(\Theta^i\) maps the bird’s state \((x_k, y_k)\) to the set of pipe obstacles \(\mathcal{P}_k\) visible at time \(k\).

We choose the strategy states to be the vertical distances between the bird and the two closest upcoming pipe gaps:

\[
\tilde{x}_k = [y^{p,1}_k - y_k, y^{p,2}_k - y_k],
\]

where \(y^{p,1}_k\) and \(y^{p,2}_k\) are the heights of the two closest upcoming lower pipe obstacles. Note that because the bird has a constant horizontal velocity, we only need to consider strategy states that describe the bird’s height - the bird’s horizontal movement is predetermined, and not regulated by a strategy. The safety control (21) is an MPC tracking the interpolated centerline of the visible pipe gaps.

B. Hierarchical Predictive Learning Results

We collect task executions that solve a series of 15 control tasks \(\{\mathcal{T}^1, \ldots, \mathcal{T}^{15}\}\), with each control task corresponding to
a new instance of the Flappy Bird game. The executions are used to create training data for a GP, using an environment forecast of $N = 45$ and a control horizon of $T = 30$ time steps (with a sampling frequency of 30 Hz.). This represents an environment forecast of two-thirds of the screen. Because the horizontal velocity is fixed in these tasks, we only train a single strategy GP to predict the target vertical distance to the nearest pipe gap, $(y_{k+T} - y_{k+1})$. The GP training took 327 seconds in GPYTorch with a 2017 MacBook Pro with 2.8 GHz Quad-Core Intel Core i7.

After training the GP model, the HPL algorithm is used to solve 50 different new Flappy Bird games. For comparison, we also evaluate a publicly available center-pipe tracking controller [54] with the same control horizon on the same set of 50 games. Statistics of the scores earned by each controller during the 50 games are recorded below in Table II.

|               | Mean Score | Med. Score | Min. Score |
|---------------|------------|------------|------------|
| Standard MPC  | 28         | 23         | 1          |
| HPL Control   | 161        | 105        | 38         |
| pseudo-HPL    | 74         | 46         | 10         |

TABLE II: The HPL controller is compared with a publicly available standard MPC controller [54]. In a trial of 50 tasks, the HPL controller significantly outperformed the standard controller.

The HPL controller vastly outperforms the center-pipe tracking controller, with a mean score of 161 (versus 28). In fact, the HPL controller’s minimum recorded score (38) is larger than the average score achieved by the standard controller. In the 50 evaluated games, there was only a single instance of the standard controller either outperforming or achieving the same score as the HPL controller on a specific task.

HPL is able to outperform the standard controller by utilizing the safe set $X_E$ to construct the terminal set at each time step, and ensure that the short-term trajectory plans lead to feasible solutions in future time steps. This is particularly important in the Flappy Bird task, because the pipe heights of two consecutive pipe obstacles are completely uncorrelated. Unlike in the autonomous racing task, where environments change gradually, the Flappy Bird controller needs to consider all possible future pipe heights at each time step.

Figure [18] compares the open-loop trajectory predictions for the HPL controller (left image, in red) and the standard controller (right image, in blue) while solving the same task. At the time step shown, the oncoming pipe is still beyond the control horizon (both controllers use the same control horizon). However, because the HPL controller plans trajectories that will be feasible for any kind of upcoming pipe obstacle, its open-loop trajectory aims downwards, towards the center of the screen. From this end position, the controller is more likely to find a feasible next trajectory regardless of the shape of the next obstacle.

In contrast, the standard controller continues to track the center of the pipe, without explicitly considering that the upcoming obstacle may be of a different shape. Because the control can only increase the rate of acceleration, whereas the bird’s downward acceleration due to gravity is fixed, it is dangerous to plan for wing flaps close to still-unknown obstacles. Crashing into the side of pipe obstacle pipes as a result of too-close wing flaps was the most common failure mode of the standard controller in the games considered. These crashes can only be prevented by using a standard controller if the control horizon $T$ is extended, but this will increase the computational complexity of the controller. Therefore it is clear that in Flappy Bird, the controller that plans ahead using strategies and a safety set outperforms one that does not.

C. Discussion

It is worth noting that in this particular application, there is no difference between safety and performance. As long as the bird satisfies all environmental constraints, the score increases; there are no additional points for playing with a minimum number of wing flaps. Such an additional objective could, of course, be specified in an optimal control design, but it is not intrinsic to the game.

This direct correlation between Flappy Bird performance and Flappy Bird safety suggests that while the learned strategies may be useful for solving the task, they are not necessary in order to gain higher scores. In fact, a pseudo-HPL controller which only requires that the terminal state is in the safe set $X_E$, without applying any learned strategies, also outperformed the standard controller (see Table II). This is likely due to the fact that a good approximation for the true $X_E$ could be found and implemented in the safety controller alone. It is clear that in tasks with more complex dynamics or environments, where only rougher approximations of the safe set $X_E$ can be determined, the additional incorporation of strategies to guide the system away from constraint violation will improve performance even further. Therefore, even when performance is directly linked to safety (as in Flappy Bird), all components of the HPL architecture play critical roles.
XII. DISCUSSION

The HPL algorithm provides a structured framework for solving tasks in new environments. Here, we would like to emphasize the benefits of the algorithm’s key features.

A. Incorporating Human Intuition

Our proposed characteristics of strategy put forth in Sec. [III] define strategies as mapping to target sets in a reduced dimension known as strategy space. As detailed in Sec. [IV] there are myriad ways of determining appropriate strategy states and inputs for a particular task, including using human intuition to select them.

In some cases it can be tedious (or impossible) to hand-design features for control design; indeed this motivates much of the rise in ML for control. However, providing structured opportunities for incorporating human intuition wherever it may be available is still of great benefit. Only in rare cases will real-world systems be deployed with no understanding of their own dynamics or objectives in unknown and time-varying environments. We believe it is much more realistic to have a control framework in mind that offers modular possibilities for human intuition to help shape control parameters whenever that intuition exists, such as the strategy states or forecast horizons in the HPL framework.

B. Ease of Interpretation

One benefit of choosing intuitively meaningful strategy states is that it makes it easier to interpret the status of the learned strategies. If we can visualize the learned strategy sets and compare them to our human intuition about the task, we can easily understand if more training data is needed, or if the strategy mapping is logical. This analysis is an especially useful tool when trying to pinpoint a failure in the entire HPL control framework.

C. Using Data Safely

The hierarchical approach of HPL allows for some separation between maximizing performance and ensuring feasibility: effective task performance is encouraged using learned strategies, and feasibility is ensured via the safety controller and safe set projections. (As discussed in Sec. [XI] there is some overlap between the two, especially in complex systems.)

In our proposed approach, these two hierarchical levels overlap with the algorithm’s boundaries between data-driven and physics-based models. We use the physical model of the system in order to guarantee feasibility, and we use learning to represent complex objectives whose exact relationships are difficult characterize. This framework allows for responsible integration of data, using it to guide long-term behaviors rather than decide immediate control actions.

By varying the risk factor $\beta$ in our controller formulation, we were able to evaluate the benefits of using a physical model and safety controller to move from reduced-dimension strategy space to full-dimensional space. In all tested applications (see Sec. [IX] Sec. [X-A]), relying only on the data-driven strategy led to incomplete and infeasible task executions. These results emphasize the usefulness and importance of the hierarchical control framework, which allows for a structured combination of data-driven and physics-based methods.

XIII. CONCLUSION

A data-driven hierarchical predictive learning architecture for control in unknown environments is presented. The HPL algorithm uses stored executions that solve a variety of previous control tasks in order to learn a generalizable control strategy for new, unseen tasks. Based on a local description of the task environment, the learned control strategy proposes regions in the state space towards which to aim the system at each time step, and provides input constraints to guide the system evolution according to previous task solutions. We prove that the resulting policy is guaranteed to be feasible for the new tasks, and evaluate the effectiveness of the proposed architecture in a simulation of a robotic path planning task. Our results confirm that HPL architecture is able to learn applicable strategies for efficient and safe execution of unseen tasks.

APPENDIX

A. Additional Formula 1 Racing Plots

The plots comparing the HPL controller trajectory to the optimal minimum-time trajectory for the remaining two test tracks (BE and US tracks) are shown here. As also shown in the figures in Sec. [X] the HPL controller using short-sighted environmental forecasts in conjunction with strategy GPs results in a close-loop trajectory very similar to the raceline.
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