Monte Carlo renormalization group calculation for the d=3 Ising Model using a modified transformation
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We present a simple approach to high-accuracy calculations of critical properties for the three-dimensional Ising model, without prior knowledge of the critical temperature. The iterative method uses a modified block-spin transformation with a tunable parameter to improve convergence in the Monte Carlo renormalization group trajectory. We found experimentally that the iterative method enables the calculation of the critical temperature simultaneously with a critical exponent.
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I. INTRODUCTION

The Monte Carlo renormalization group (MCRG) method is a systematic procedure for computing critical properties of lattice spin models[1, 2]. It has been shown to be both flexible and effective in the calculation of critical exponents, critical temperatures, and renormalized couplings constants[3–9].

A particularly interesting application of MCRG is the three-dimensional Ising model[10, 11]. This model has proven to be one of the most difficult to obtain accurate results for, because the approach to the fixed point is so slow.

The most encouraging result has been that of Blöte et al.[12] who used a three-parameter approximation to the RG transformation. The parameter involved in this modified rule can be further tuned to calculate the critical temperature along with the largest odd eigenvalue, which enables the simultaneous calculation of the inverse critical temperature and for $y_{H1}$. Finally, we present our conclusions and discuss future work.

II. MCRG COMPUTATIONS

The MCRG has often been reviewed[1, 2, 4, 14], and here we only briefly outline the method. We consider the three-dimensional Ising model on a simple periodic cubic lattice, of size $N \times N \times N$. The Hamiltonian is given by

$$H = K \sum_{\langle j,k \rangle} \sigma_j \sigma_k,$$

where $\sigma_j = \pm 1$, and the sum is over all nearest-neighbor pairs. The dimensionless coupling constant $K$ has been defined to include the inverse temperature $\beta = 1/k_B T$, so as to make the Boltzmann factor $e^{H}$. The model was simulated using the Wolff algorithm[15] to generate a set of configurations characterizing the equilibrium distribution.

The renormalized configurations are obtained from these sets. For each configuration, the lattice is divided up into cubes, each containing eight sites, so that the scaling factor $b = 2$. A value of plus or minus one is assigned to each renormalized spin to represent the original spins in each cube in a way described below.

It is convenient to write the starting Hamiltonian (original simulated system) Eq. (1) in its most general form:

$$H^{(n)} = \sum_{\alpha} K^{(n)}_{\alpha} S^{(n)}_{\alpha},$$

where the interactions $S^{(n)}_{\alpha}$'s are combinations of the spins and the $K^{(n)}_{\alpha}$'s are the corresponding coupling constants. The sum is over all possible interactions that exist on a lattice of a given size. The subscript $\alpha$ denotes the type of interaction or coupling (nearest-neighbor, next-nearest-neighbor, four-spin, etc.). The superscript $n$ is...
the number of applied renormalization steps. Since we have just described the first iteration of the renormalization transformation, $n = 1$. The nearest-neighbor coupling constant $K$ defined earlier in Eq. (1), will also be denoted by $K^{(0)}_{mn}$. All other coupling constants at level $n = 0$ vanish.

To determine the critical exponents, we then need to calculate the matrix of derivatives of the couplings at level $n + 1$ with respect to the couplings at level $n$.

$$T^{(n+1,n)}_{\alpha,\beta} = \frac{\partial K^{(n+1)}_\alpha}{\partial K^{(n)}_\beta}. \tag{3}$$

This matrix of derivatives is then given by the solution of the equation

$$\frac{\partial (S^{(n+1)}_\gamma)}{\partial K^{(n)}_\beta} = \sum_{\alpha} \frac{\partial (S^{(n+1)}_\gamma)}{\partial K^{(n+1)}_\alpha} \frac{\partial K^{(n+1)}_\alpha}{\partial K^{(n)}_\beta}, \tag{4}$$

where

$$\frac{\partial (S^{(n+1)}_\gamma)}{\partial K^{(n)}_\beta} = \langle S^{(n+1)}_\gamma S^{(n)}_\beta \rangle - \langle S^{(n+1)}_\gamma \rangle \langle S^{(n)}_\beta \rangle, \tag{5}$$

and

$$\frac{\partial (S^{(n+1)}_\gamma)}{\partial K^{(n+1)}_\alpha} = \langle S^{(n+1)}_\gamma S^{(n+1)}_\alpha \rangle - \langle S^{(n+1)}_\gamma \rangle \langle S^{(n+1)}_\alpha \rangle. \tag{6}$$

For our calculations we have included $N_v = 20$ odd interactions. We have followed[14], who calculated all 53 even and 46 odd interactions that fit in either a 3 \times 3 square or a 2 \times 2 \times 2 cube of spins, and used their first 20 odd interactions. The eigenvalues of the $T$-matrix in Eq. (3) are found separately for the even and odd interactions. The largest odd eigenvalue exponent $y_{H1}$ calculated below is then obtained from the largest eigenvalue of the odd $T$-matrix by $y_{H1} = ln\lambda/ln2$, as $b = 2$.

### III. TUNABLE BLOCK-SPIN TRANSFORMATION

In[13], we showed that the usual majority rule, which performs well for the two-dimensional Ising model, converges very slowly for the three-dimensional Ising model.

So, instead of using the usual majority rule, the renormalized spin $s'_\ell = \pm 1$, associated with $\ell$, a $2 \times 2 \times 2$ cube of spins, was assigned a value according to the following probability[12].

$$P(s'_\ell) = \frac{\exp(w s'_\ell \sum_{j \in \ell} s_j)}{\exp(w \sum_{j \in \ell} s_j) + \exp(-w \sum_{j \in \ell} s_j)}. \tag{7}$$

For $w \to \infty$, this tends to the majority rule.

A special feature of this calculation is that the convergence of the RG transformation in Eq. (7) can be enhanced by optimizing the parameter $w$ separately for each exponent. In[13], we determined the optimal value of $w$ for the calculation of $y_{T1}$ and $y_{H1}$ much more carefully than in earlier work and showed its fast convergence compared with that of the majority rule. We found $w(y_{T1}) = 0.4314$ and $w(y_{H1}) = 0.555$. The determination of $w$ for $y_{T2}$ and $y_{H2}$ turned out to need much more statistics. We observed that using the $w$ obtained for $y_{T1}$ ($y_{H1}$) also for the calculation of $y_{T2}$ ($y_{H2}$), looked promising, but we believe that accuracy can still be enhanced.

The value of $w$ was adjusted so that the sequence of calculated exponents would converge as fast as possible. That is, one may aim at vanishing differences $d_{n+1,n} = 0$,

$$d_{n+1,n} = \text{exponent } (n+1) - \text{exponent } (n) = 0, \tag{8}$$

where $n$ denotes the number of RG iterations. Our final results showed little dependence of the exponent estimates on the number of RG iterations, and the very small fluctuations that remained did not appear to be systematic. We decided that an attempt to further reduce the errors was not promising.

### IV. OTHER PARAMETERIZATION

It is important to note that there is nothing special in the form of Eq. (7) and thus it is possible to choose other parameterizations. For instance, one can parameterize $P(s'_\ell)$ by

$$P(s'_\ell) = \begin{cases} 
1 & \text{if } \sum_{j \in \ell} s_j = 4, 6, 8 \\
w' & \text{if } \sum_{j \in \ell} s_j = 2 \\
0.5 & \text{if } \sum_{j \in \ell} s_j = 0 \\
1 - P(s'_\ell) & \text{if } \sum_{j \in \ell} s_j < 0 
\end{cases} \tag{9}$$

Just to demonstrate this point, we did some tuning of the parameter $w'$ for lattice size 128 at $K_c = 0.2216544[10]$. We got for the odd eigenvalue exponent $y_{H1}$ similar results to those obtained by using Eq. (7) as introduced in[13], e.g., the exponent we obtained for $N_v = 20$ after two renormalizations using $w' = 0.88$ was 2.4828(1), compared with 2.4829(2) there.

### V. TUNING THE BLOCK-SPIN TRANSFORMATION ALONG WITH THE INVERSE CRITICAL TEMPERATURE $K_c$

In[13], we used a known approximation to the critical inverse temperature $K_c = 0.2216544$ and showed that upon tuning the block-spin transformation parameter $w$, a faster convergence to the fixed point value of the critical exponent was achieved and hence better estimations for the critical exponent were obtained. Since for a general model the inverse temperature is usually unknown, we want to present a method in which both parameters,
i.e., $K_c$ and the optimal $w$ can be simultaneously calculated, and thus enabling the fast extraction of the largest odd eigenvalue exponent $y_{H1}$. First, instead of using $w$ (Eq. (7)), we use

$$u = \frac{1}{1 + e^{w}}$$

(10)

which behaves somewhat more linear than $w$ as $K_c$ is approached. We assume $y_{H1}$ is a function of both $K_c$ and $u$, i.e.,

$$y_{H1} = au + bu^2 + cK_c + duK_c + eu^2K_c + f.$$  

(11)

We observed that while finding an optimal $w$, namely a $w$ for which $d_{n,n-1} = 0$ (see Eq. (5)), for the largest $n$ we used, the value of $d_{n-1,n-2}$ at that $w$, was also very small. This was the case only when the known critical value of $K_c$ was used. We experimentally show below that the two conditions $d_{n,n-1} = d_{n-1,n-2} = 0$ may jointly be used for determining $K_c$ and $u$, and (hence $w$), at least with very good accuracy. For large enough grids more such conditions may be minimized by using least square calculations as well as using a better approximation, such as,

$$y_{H1} = au + bu^2 + cK_c + duK_c + eu^2K_c + f + gK_c^2.$$  

(12)

We applied this approach to lattices $128^3$ and $256^3$. From the six first lines of Table III we may calculate the six coefficients appearing in Eq. (11) separately for each $n = 2, 3, 4$ and 5. Then by demanding $d_{3,2} = d_{4,3} = d_{5,4} = 0$, a new pair of $K_c$ and $u$ (and hence $w$) are obtained by the Newton-Raphson method. See line 7 in Table V for lattice size $128^3$. Two additional iterations are shown in line 8(9), where we used Eq. (12) for the first six lines together with line 7(8, respectively). The resulting approximation for $K_c$ is $K_c = 0.2216541(1)$ along with our estimation for $y_{H1} = 2.4819(1)$.

Table VIII shows similar results for lattice $256^3$, where we obtained $K_c = 0.2216547(1)$ and $y_{H1} = 2.4824(1)$.

VI. SUMMARY AND FUTURE WORK

The result of our computation for $y_{H1}$ and a comparison with other works are shown in Table VIII. The agreement between the various methods is generally good, although some differences exist. Since we don’t have estimates of the systematic errors in our results, we can’t really say what the source of the differences are. The most reliable of the estimates shown in Table VIII are those of Hasenbusch[17]. This was a very careful Monte Carlo finite-size study that included many effects of corrections to scaling to provide limits on the systematic errors.

Our obtained estimate for $K_c = 0.2216547(1)$ is in agreement with $K_c = 0.2216544(3)$[16] and with $0.22165468(8)$[17].

The main future work should of course be to extend the current method to fast calculation of critical properties of other models. An essential difficulty is the use of the Wolff algorithm[15] to generate a set of configurations characterizing the equilibrium distribution, as the Wolff algorithm is not general enough. We would like to develop an algorithm which would be based on the inverse RG simulations, which only involves simple Monte Carlo as presented in [8] and in [9].
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