Hepatocellular Carcinoma Risk Prediction in the NIH-AARP Diet and Health Study Cohort: A Machine Learning Approach
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Background: Prediction of hepatocellular carcinoma (HCC) development in persons with known risk factors remain a challenge and is an urgent unmet need, considering projected increases in HCC incidence and mortality in the US. We aimed to use machine learning techniques to identify a set of demographic, lifestyle, and health history information that can be used simultaneously for population-level HCC risk prediction.

Methods: Data from 377,065 participants of the NIH-AARP Diet and Health Study, among whom 647 developed HCC over 16 years of follow-up, were analyzed. The sample was randomly divided into independent training (60%) and validation (40%) sets. We evaluated 123 participant characteristics and tested 15 different machine learning algorithms for robustness in predicting HCC risk. Separately, we evaluated variables selected from multivariable logistic regression for risk prediction.

Results: The random under-sampling boosting (RUSBoost) algorithm performed best during model testing. Fourteen participant characteristics were selected for risk prediction based on differences between cases and controls (Bonferroni-corrected p-values <0.0004) and from the most frequently used variables in the initial two decision trees of the RUSBoost learner trees. A predictive model based on the 14 variables had an AUC of 0.72 (sensitivity=0.68, specificity=0.63) and independent validation AUC of 0.65 (sensitivity=0.68, specificity=0.63). A subset of 9 variables identified through logistic regression also had an AUC of 0.72 (sensitivity=0.67, specificity=0.63) and independent validation AUC of 0.65 (sensitivity=0.70, specificity=0.61).

Conclusion: Population-level HCC risk prediction can be performed with a machine learning-based algorithm and could inform strategies for improving HCC risk reduction in at-risk groups.
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Introduction

Incidence of hepatocellular carcinoma (HCC), the most common form of primary liver cancer, has been increasing in the US over the past several decades¹ and is projected to continue to increase up to 2030.² The rising incidence of HCC partly accounts for the projected increases in mortality from primary liver cancers,³ of which HCC constitute 75–80%.⁴ The major risk factors of HCC include male sex, hepatitis B and C virus (HBV and HCV) infections, excessive alcohol intake, cigarette smoking, diabetes, obesity, metabolic syndrome, nonalcoholic fatty liver disease (NAFLD), and rare genetic disorders, such as hemochromatosis, Wilson’s disease, and glycogen storage disease.⁵,⁶ Despite these well-established risk factors of HCC, accurate prediction of HCC development in persons with these risk factors remain a challenge, even among individuals with liver cirrhosis resulting from exposure to some of these risk factors.⁷,⁸ Indeed, HCC risk prediction is an important yet unmet societal need, considering the expected increases in HCC incidence and mortality.²,³
Enhanced primary prevention efforts are necessary for addressing the increasing incidence of HCC and could be informed by population-level risk prediction models designed to predict the development of HCC in apparently healthy individuals in the general population. Based on individuals’ risk profile, targeted education and counseling programs designed to enhance risk-reducing behaviors in at-risk groups could help halt the increasing incidence of HCC. Like clinical prediction models designed for early detection of HCC (secondary prevention), population-level risk models designed to predict HCC development in healthy individuals (primary prevention) could be based on demographic factors, lifestyle, dietary habits, and health history. However, few population-level risk models have been developed for various diseases.9–11 To our knowledge, no such model exist for HCC prediction in the general US population.

On the contrary, many clinical prediction models have been developed for early detection of HCC in various patient subgroups.8,12–17 These clinical models typically incorporate between three to six selected variables based on prior knowledge or expert decision, resulting in different input variables, including different combinations of age, sex, HBV/HCV, diabetes, and blood levels of α-fetoprotein (AFP), alanine aminotransferase (ALT), platelets, albumin, etc. Examples include the ADRESS-HCC risk model developed among cirrhotic patients on liver transplantation waiting list8 and several models developed for Asian patients with chronic HBV, including the REACH-B scoring algorithm,12 the Chinese University HCC (CU-HCC) risk prediction score,15 the GAG-HCC risk score,16 and the Nomograms 1 and 2 HCC risk models (NGM1-HCC and NGM2-HCC).17 Additionally, the PAGE-B HCC risk prediction score was developed among individuals of European descent with chronic HBV undergoing treatment with oral antivirals,13 while the Toronto HCC risk index was developed among patients with cirrhosis of different etiologies.14 However, none of these models is widely accepted yet for routine clinical use. Moreover, data used for model development were universally limited by small numbers of HCC cases and the models were often based on homogeneous patient subgroups (eg, cirrhotic patients, HBV patients, etc.). Importantly, US population-level HCC risk prediction models are lacking.

In the health care and health sciences fields, machine learning—a component of artificial intelligence that lies at the intersection of computer science and statistics—utilizes data-driven and matrix algebra methods, such as feature selection, principal component analysis, canonical correlations, and single objective optimization to enhance prediction of disease risk, treatment response, and health outcomes.18–20 At the core of machine learning is the use of computerized algorithms to train a model to analyze high-dimensional data in an unbiased and novel manner.21 Generally, machine learning can be considered as a search through various candidate computerized algorithms to identify an algorithm with the most optimal performance metric for a given task.18,19 A wide array of machine learning algorithms has been developed across different fields, including commerce, science, and health care.18–21

In this study, we aimed to develop and validate a machine learning-based HCC risk prediction model in a prospective cohort of general US population participants to enhance education and counseling about risk-modifying behaviors and inform clinical decisions on HCC surveillance. Our overall goal was to determine, in an unbiased manner, a refined list of variables that can be used simultaneously to predict HCC risk in the general US population. To maximize model performance, we included several lifestyle factors, including dietary and physical activity variables. We also performed subgroup analyses for more tailored risk prediction based on participant characteristics, such as age, sex, diabetes status, and history of alcohol intake.

**Materials and Methods**

**Study Population**

Data from the NIH-AARP Diet and Health Study, a prospective cohort study designed to investigate associations between dietary and lifestyle factors and cancer risk, were used.22 Briefly, between 1995 and 1996, men and women of the ages 50 to 71 years who were AARP members and resided in six US states (California, Florida, Louisiana, New Jersey, North Carolina, and Pennsylvania) or two metropolitan areas (Atlanta, Georgia and Detroit, Michigan) were recruited through mailed questionnaires. Out of 3.5 million mailed questionnaires, 566,398 completed questionnaires were returned.22 For the present study, we excluded participants whose questionnaires were completed by proxy respondents (n=15,760), those with prevalent cancer (n=51,346), and those who reported extreme levels of energy intake (defined as energy intake values exceeding two sex-specific inter-quartile range amounts, n=4432). We adopted a case-
control design for risk prediction; hence, we further excluded participants who developed cancers other than HCC (n=117,795). These exclusions left a final analytic sample of 377,065 participants (women, n=161,207; men n=215,858) (Supplementary Figure 1). The NIH-AARP Diet and Health Study was approved by the Special Studies Institutional Review Board (IRB) of the National Cancer Institute (NCI). All participants gave written informed consent. Additional institutional approval was obtained from the Mayo Clinic IRB. Both IRBs conform to the ethical principles set forth in the Helsinki Declaration of 1975 (revised in 2013) and are compliant with the requirements of the US Food and Drug Administration (FDA) regulations 21 CFR Parts 50 and 56 and the US Department of Health and Human Services (HHS) regulations 45 CFR 46, which are guided by the Belmont Report. All participants included in this study had previously provided written informed consent.

Identification of HCC Cases and Cancer-Free Controls
New HCC cases developing over the study period (1995–2011) were identified by linking the study participants’ list to data from state cancer registries in the eight catchment areas and three additional states where the participants tended to relocate (Texas, Arizona, and Nevada). Case ascertainment for the NIH-AARP Diet and Health Study is about 90% complete.23 In the present study, we identified incident HCC cases occurring over the follow-up period using the International Classification of Diseases in Oncology, Third Edition (ICD-0–3) topographic code C22.0 and morphology codes 8170 to 8175.

Risk Factor Ascertainment and Diet Assessment
At baseline, participants completed risk factor questionnaires that solicited various information, including demographics (age, sex, race/ethnicity), anthropometric measures, personal and family health history, and lifestyle factors that included smoking history, physical activity, and alcohol use. Self-reported anthropometric data were used to calculate body mass index (BMI) as weight in kilograms divided by height in meters-squared (kg/m²). Full details of diet assessment in the NIH-AARP Diet and Health Study has been published.26 In brief, dietary intakes were assessed at baseline using a self-administered 124-item food-frequency questionnaire (FFQ)—an earlier version of the NCI’s Diet History Questionnaire. The FFQ asked participants to report their usual portion sizes and frequency of intake over that past 12 months.26,27 The FFQ was calibrated and validated based on two non-consecutive 24-hour dietary recalls among a sample of the NIH-AARP study participants.27 Responses to the questionnaire were linked to a nutrient database maintained by the US Department of Agriculture to derive nutrient intake values for each participant.

Predictor Variable Selection, and Machine Learning-Based Model Training and Validation
Data received from the NIH-AARP Diet and Health Study had 123 predictor variables that included 5 demographic variables, 99 dietary variables, and 19 health and lifestyle information. To select the most informative variables, we first compared variables distribution between cases and controls by calculating fold-change values and testing for statistical differences using Students’ t-tests for continuous variables and χ² tests for categorical variables. Distributions of 85 variables were found to be significantly different between the cases and controls (p < 0.05). We then applied Bonferroni-corrected significance threshold (p = 0.05/123 = 0.0004) and narrowed the variable list to 51. We further excluded duplicate variables. For example, alcohol was measured as both drinks/day and grams/day, and for such instances, we retained the variable with both the largest fold-change value and lowest p-value, leaving 47 variables for further evaluation.

Supervised machine learning classification was performed in MATLAB 2019b (MathWorks, Natick, MA) using the classification learner tool. We assessed 15 different machine learning algorithms that can accommodate both numerical and categorical variables for risk prediction. Before building the classification model, 60% of the study data were randomly selected for training with 5-fold cross validation. The remaining 40% of data was used as the independent validation sample. Model performance metrics, including area under the receiver operating curve (AUC), sensitivity and specificity, were used to assess predictive abilities of the models. During independent validation, true patient
The RUSBoosted ensemble model was set to use 30 weak learner compared to controls (Dove). Highly informative variables were identified from the top-performing predictive model. We then performed univariate and multivariable logistic regression analyses to calculate odds ratios (ORs) and 95% confidence intervals (CIs) and reduced the variable list to statistically significant variables only. In the logistic regression model, HCC was modeled as outcome and the highly informative variables were modeled first independently and then simultaneously as predictors. Further, we compared distribution of the informative variables between cases and controls using means for continuous variables and proportions for categorical variables. The logistic regression analyses and descriptive statistics were performed with SAS version 9.4 (SAS Institute, Cary, NC). A two-sided p-value < 0.05 was considered statistically significant.

The variables found to be statistically significant in the multivariable model were used as the base model for machine learning-based predictions. We further performed stratified analysis of the base model to determine its ability to predict HCC in subgroups defined by age (< 65, ≥65 years), sex, race (White, other), BMI (≤ 24.9, 25–30, >30 kg/m²), diabetes (yes, no), alcohol use (none, < 20 g/d, ≥20 g/d), and self-reported general health status (excellent/very good, good, fair/poor). Additionally, subgroup-specific machine learning-based models were trained and validated using distinct sets of data created based on age (< 65, ≥65 years), sex, diabetes (yes, no), and alcohol use (none, < 20 g/d, ≥20 g/d). This latter list of variables was chosen based on prior knowledge of their strong association with HCC risk. Sample sizes used for the training and validation analyses for the base model, stratified models, and subgroup-specific models are provided in Supplementary Table 1.

Results

We analyzed data from the NIH-AARP Diet and Health Study cohort after excluding proxy respondents, prevalent cancer cases, participants with extreme levels of energy intake, and those who developed cancers other than HCC (Supplementary Figure 1). The final analytic sample comprised 377,065 participants, among whom 647 developed HCC across 16 years of follow-up (1995–2011). The remaining 376,418 cancer-free participants were used as controls. The study data was divided randomly into training (60%, n=226,239) and validation (40%, n=150,826) sets.

After evaluating 15 different machine learning algorithms, we found that the random under-sampling boosting (RUSBoost) classification method performed best each time during testing and was adopted (Supplementary Table 2). The RUSBoost algorithm is particularly useful in studies where there are substantial differences in comparison group sizes, as it typically under-sample participants in the much larger sized group (eg, controls) to match the number of participants in the smaller sized group (eg, cases). The RUSBoosted ensemble model was set to use 30 weak learner trees with a maximum of 20 branches to comprise the overall strong learner model. We examined the composition of the 30 decision trees to identify the most frequently used variables in the initial two decision tree layers across the entire ensemble learner model and found that 14 predictors were used most frequently in the first three nodes (the first branch and the subsequent two branches). Collectively, the 14 variables were identified through a systematic process of selecting variables based on differences in their distribution between cases and controls, applying Bonferroni significance threshold, and using the RUSBoosted model to select the most frequently used variables in the initial two decision tree layers across the entire ensemble learner. A schema of the variable selection process is presented in Figure 1.

The list of 14 variables selected for model building are shown in Supplementary Table 3, and their distributions between cases and controls are shown in Table 1. In brief, the cases were approximately two years older than controls, and the cases included greater proportions men, obese (BMI ≥30 kg/m²) participants, and individuals with personal history of diabetes than controls. Cases were also more likely to report fair or poor health condition, more likely to drink 20 or more grams of alcohol per day, less likely to engage in moderate-to-vigorous physical activity three or more times a week, and had lower Healthy Eating Index scores compared to controls (Table 1).

Further, we performed multivariable logistic regression analyses to reduce the 14-variable list to statistically significant variables only, by modeling all 14 variables simultaneously as predictors. Nine variables were found to be significantly associated with HCC risk in the multivariable logistic regression model (Table 2). The nine variables are age, sex, BMI, diabetes, self-reported general health condition, moderate-to-vigorous physical activity, alcohol use,
ounce equivalents of lean meat from eggs/day, and the Health Eating Index 2015. We used these 9 variables to build a separate prediction model to compare with a model built with the more elaborate list of 14 variables.

HCC risk prediction with the RUSBoosted trees model based on the 14-variable list (elaborate base model) achieved an AUC of 0.72 (sensitivity = 0.68, specificity = 0.63) in the training sample with 5-fold cross validation (Figure 2A). In an independent validation sample, AUC for the elaborate base model was 0.65 (sensitivity = 0.68, specificity = 0.63) (Figure 2A). A similar RUSBoosted tree analysis was performed using the 9 variables (parsimonious base model) selected from the multivariable logistic regression model and achieved an AUC of 0.72 (sensitivity = 0.67, specificity = 0.63) in the training sample with 5-fold cross validation (Figure 2B). AUC from the independent validation sample for the parsimonious base model was 0.65 (sensitivity = 0.70, specificity = 0.61) (Figure 2B). Because results from the parsimonious base model and the elaborate base model are nearly identical, but the parsimonious base model uses five fewer variables, we performed the remaining analyses with the parsimonious 9-variable list.

The performance of the parsimonious RUSBoosted trees base model in predicting HCC risk was evaluated in analyses stratified by age, sex, race, BMI, diabetes, alcohol intake, and general health status. Figure 3 shows results of the stratified models from the independent validation sample. Performance of the parsimonious base model was roughly similar in participants younger than 65 years (AUC = 0.64, sensitivity = 0.63, specificity = 0.66) and those 65 years or older (AUC = 0.65, sensitivity = 0.79, specificity = 0.52). However, we observed an overall better model performance in men (AUC = 0.60, sensitivity = 0.85, specificity = 0.34) than women (AUC = 0.51, sensitivity = 0.06, specificity = 0.97). Performance of the parsimonious base model did not differ substantially between Whites and non-Whites, but it performed slightly better overall in participants with BMI < 25 kg/m² (AUC = 0.69, sensitivity = 0.64, specificity = 0.74) than those with BMI 25–29.9 kg/m² (AUC = 0.65, sensitivity = 0.75, specificity = 0.56) or BMI ≥30 kg/m² (AUC = 0.58, sensitivity = 0.68, specificity = 0.49). Additionally, the parsimonious base model performed slightly better in non-diabetics (AUC = 0.65, sensitivity = 0.66, specificity = 0.64) than diabetics (AUC = 0.56, sensitivity = 0.79, specificity = 0.33). Similar modest differences were noted by alcohol use and self-reported general health status (Figure 3 and Supplementary Table 4).
Table 1 Descriptive Characteristics of Study Participants; the NIH-AARP Diet and Health Study, N=377,065 (1995–1996, with Follow-Up to 2011)

| Characteristics                              | HCC (N=647) | Control (N=376,418) | p-value |
|----------------------------------------------|-------------|---------------------|---------|
| **Age, years**                               |             |                     |         |
| < 65                                         | 375 (58.0)  | 249,704 (66.3)      | <0.0001 |
| ≥ 65                                         | 272 (42.0)  | 126,714 (33.7)      |         |
| Mean (SD)                                    | 62.7 (4.9)  | 61.2 (5.4)          | <0.0001 |
| Median                                       | 64.0        | 62.0                |         |
| **Sex**                                      |             |                     |         |
| Female                                       | 117 (18.1)  | 161,090 (42.8)      | <0.0001 |
| Male                                         | 530 (81.9)  | 215,328 (57.2%)     |         |
| **Race**                                     |             |                     |         |
| White                                        | 535 (82.7)  | 342,033 (90.9)      | <0.0001 |
| Other                                        | 99 (15.3)   | 29,264 (7.8)        |         |
| Missing                                      | 13 (2.0)    | 5121 (1.4)          |         |
| **BMI, kg/m²**                               |             |                     |         |
| <25                                          | 142 (21.9)  | 131,906 (35.0)      | <0.0001 |
| 25–29.9                                      | 273 (42.2)  | 154,239 (41.0)      |         |
| ≥30                                          | 214 (33.1)  | 81,106 (21.5)       |         |
| Mean (SD)                                    | 28.5 (5.1)  | 27.1 (5.1)          | <0.0001 |
| Median                                       | 27.9        | 26.4                |         |
| Missing                                      | 18 (2.8)    | 9167 (2.4)          |         |
| **Height (meters)**                          |             |                     |         |
| Mean (SD)                                    | 1.8 (0.1)   | 1.7 (0.1)           | <0.0001 |
| Median                                       | 1.8         | 1.7                 |         |
| Missing                                      | 18 (2.8)    | 4106 (1.1)          |         |
| **Diabetes**                                 |             |                     |         |
| No                                           | 475 (73.4)  | 341,965 (90.8)      | <0.0001 |
| Yes                                          | 172 (26.6)  | 34,453 (9.2)        |         |
| **Self-reported general health condition**    |             |                     |         |
| Excellent/very good                          | 217 (33.5)  | 197,770 (52.5)      | <0.0001 |
| Good                                         | 286 (44.2)  | 126,778 (33.7)      |         |
| Fair/poor                                    | 132 (20.4)  | 46,248 (12.3)       |         |
| Missing                                      | 12 (1.9)    | 5622 (1.5)          |         |
| **Alcohol use**                              |             |                     |         |
| Non-drinkers                                 | 71 (11.0)   | 29,750 (7.9)        | <0.0001 |
| >0–20 grams/day                             | 445 (68.8)  | 292,264 (77.6)      |         |
| >20 grams/day                               | 131 (20.2)  | 54,404 (14.5)       |         |
| Mean (SD)                                    | 19.9 (5.1)  | 11.6 (30.6)         | 0.1561  |
| Median                                       | 1.3         | 1.7                 |         |
| **Moderate-to-vigorous physical activity**    |             |                     |         |
| ≥ 3 times/week                               | 138 (21.3)  | 114,836 (30.5)      | <0.0001 |
| < 3 times/week                               | 223 (34.5)  | 116,091 (30.8)      |         |
| Missing                                      | 286 (44.2)  | 145,491 (38.7)      |         |
| **Cholesterol, mg/d**                        |             |                     |         |
| Mean (SD)                                    | 241.0 (146.8)| 199.6 (124.1)      | <0.0001 |
| Median                                       | 201.2       | 172.0               |         |
| **Saturated fat, g/d**                       |             |                     |         |
| Mean (SD)                                    | 23.0 (14.0) | 19.4 (11.6)         | <0.0001 |
| Median                                       | 19.8        | 16.7                |         |
| **Trans-fatty acids, g/d**                   |             |                     |         |
| Mean (SD)                                    | 4.8 (2.9)   | 4.3 (2.7)           | <0.0001 |

(Continued)
Table 1 (Continued).

| Characteristics                                      | HCC (N=647) | Control (N=376,418) | p-value |
|------------------------------------------------------|-------------|---------------------|---------|
| Median                                               | 4.3         | 3.7                 |         |
| Ounce equivalents of lean meat from eggs per day     |             |                     |         |
| Mean (SD)                                            | 0.4 (0.4)   | 0.3 (0.3)           | <0.0001 |
| Median                                               | 0.3         | 0.2                 |         |
| Vitamin B6, mg/d                                     | 647         | 376,418             | <0.0001 |
| Mean (SD)                                            | 2.1 (0.9)   | 2.0 (0.9)           |         |
| Median                                               | 2.0         | 1.8                 |         |
| Total Healthy Eating Index score                     |             |                     |         |
| Mean (SD)                                            | 65.7 (9.5)  | 67.7 (9.6)          |         |
| Median                                               | 66.6        | 68.7                |         |

Notes: a For descriptive purposes only. Did not meet the Bonferroni threshold for inclusion in model development.

Abbreviations: BMI, body mass index; HCC, hepatocellular carcinoma.

In this study, we used an unbiased machine-learning approach to predict HCC risk among individuals from the general US population based on demographic, lifestyle, and health history data obtained from the NIH-AARP Diet and Health Study. An ensemble of RUSBoosted decision trees machine learning model was used for risk prediction, and we identified a set of 14 variables through a systematic process to build the prediction model with a subset of 9 variables also identified through logistic regression for model building. We found that the two sets of variables had similar performance, with each achieving AUC of 0.72 in the training sample and AUC of 0.65 in the independent validation sample. It is worth noting that the AUCs obtained from our base models are similar to that obtained from another prospective population-based study in pancreatic cancer (AUC=0.62). We also developed distinct RUSBoosted trees models for subgroups defined by age, sex, diabetes, and alcohol use, and these models too had reasonable predictions for HCC. Because of the increasing incidence of HCC, use of computer aided techniques for prediction of HCC development among individuals in the general population could be useful for population-based risk assessment and could inform primary prevention strategies through targeted education and counseling about risk-modifying behaviors based on individuals’ risk profile.

Previous HCC models were developed primarily for secondary prevention among patients with chronic liver disease, as opposed to enhancing primary prevention strategies. It is important to emphasize two unique aspects...
of the models developed in this study, the present models were developed among individuals from the general population who were apparently healthy at the time of enrollment and the models were designed to provide insights to improve primary prevention of HCC. By contrast, the existing HCC models were developed in homogenous patients with underlying chronic liver disease and intended for early detection of HCC. For instance, the REACH-B, CU-HCC, GAG-HCC, NGM1 and NGM2, and the PAGE-B HCC prediction models were all developed for early detection of HCC among patients with chronic HBV infection, whereas the ADRESS-HCC model and the Toronto HCC risk index were developed for HCC detection in patients with liver cirrhosis. Additionally, most of the existing HCC models were developed among Asian patients, with few developed among White patients. Because our population-based machine learning models used routinely collected information that are easier to obtain (eg, through questionnaires) and to analyze than those obtained from clinical care (eg, imaging scans and laboratory tests), it could be easily adopted by others and improved cumulatively with data from a variety of sources for application in different populations.

In general, HCC risk varies by age, sex, BMI, diabetes, alcohol intake, and other patient characteristics. Hence, we performed stratified analyses of the parsimonious base model by participant characteristics. We additionally developed and validated distinct models based on participant characteristics for more tailored risk predictions. Results from the stratified analysis of the parsimonious base model showed varied HCC predictions across population subgroups, with better predictions in participants with certain characteristics (eg, age < 65 years, self-reported BMI < 25 kg/m², and non-diabetics) than others (eg, females and individuals with diabetes). However, there were generally better HCC predictions with less variability across subgroups when distinct models were developed for each subgroup. This suggests that

### Table 2 Associations Between Selected Participant Characteristics and Hepatocellular Carcinoma Risk (N=377,065); the NIH-AARP Diet and Health Study (1995–1996, with Follow-Up to 2011)

| Patient Characteristics | HCC (N=647) | Control (N=376,418) | Univariate Models | Multivariable Model | OR (95% CI) | p-value | OR (95% CI) | p-value |
|-------------------------|-------------|---------------------|-------------------|---------------------|-------------|---------|-------------|---------|
| Age at baseline, years² | 647         | 376,418             | 1.05 (1.04–1.07)  | <0.0001             | 1.06 (1.03–1.08) | <0.0001 |
| Sex²                    | 1.00 (ref)  | 1.00 (ref)          |                   |                     |             |         |             |         |
| Male                    | 530         | 215,328             | 3.39 (2.77–4.14)  | <0.0001             | 3.50 (2.43–5.04) | <0.0001 |
| Female                  | 117         | 161,090             | 1.00 (ref)        |                     | 1.00 (ref)  |         |             |         |
| BMI, kg/m²²             | 629         | 367,251             | 1.03 (1.02–1.04)  | <0.0001             | 1.03 (1.01–1.05) | <0.0001 |
| Height (meters)         | 638         | 372,312             | 18.62 (9.18–37.74) | <0.0001             | 0.94 (0.22–4.01) | 0.9285 |
| Diabetes No             | 475         | 341,965             | 1.00 (ref)        |                     | 1.00 (ref)  |         |             |         |
| Diabetes Yes            | 172         | 34,453              | 3.60 (3.02–4.28)  | <0.0001             | 2.58 (1.99–3.34) | <0.0001 |
| Self-reported general health condition³ | 217 | 197,770 | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) |
| Excellent/very good     | 418         | 173,026             | 2.06 (1.72–2.45)  | <0.0001             | 1.43 (1.12–1.82) | 0.0038 |
| Good                    | 418         | 173,026             | 2.06 (1.72–2.45)  | <0.0001             | 1.43 (1.12–1.82) | 0.0038 |
| Fair/poor               | 418         | 173,026             | 2.06 (1.72–2.45)  | <0.0001             | 1.43 (1.12–1.82) | 0.0038 |
| Moderate to vigorous physical activity ≥ 3 times/week | 138 | 114,836 | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) | 1.00 (ref) |
| < 3 times/week          | 223         | 116,091             | 1.60 (1.29–1.98)  | <0.0001             | 1.28 (1.02–1.60) | 0.0324 |
| Alcohol, g/d³           | 647         | 376,418             | 1.01 (1.01 1.06)  | <0.0001             | 1.03 (1.01 1.05) | 0.0087 |
| Cholesterol, mg/d       | 647         | 376,418             | 1.02 (1.01 1.05)  | <0.0001             | 1.00 (1.00 1.01) | 0.5684 |
| Saturated fat, g/d      | 647         | 376,418             | 1.02 (1.02–1.03)  | <0.0001             | 1.01 (0.99–1.03) | 0.1792 |
| Trans-fatty acids, g/d  | 647         | 376,418             | 1.06 (1.04–1.09)  | <0.0001             | 0.97 (0.91–1.03) | 0.2846 |
| Ounce equivalents of lean meat from eggs per day³ | 647 | 376,418 | 2.07 (1.73–2.47) | <0.0001 | 1.68 (1.07–2.64) | 0.0253 |
| Vitamin B₆, mg/d        | 647         | 376,418             | 1.19 (1.11–1.29)  | <0.0001             | 1.01 (0.87–1.18) | 0.8528 |
| Healthy Eating Index score³ | 647 | 376,418 | 0.98 (0.97–0.99) | <0.0001 | 0.97 (0.95–0.98) | 0.0379 |

**Notes:** *Some categories do not sum to total samples size due to missing information.*³ The multivariable model included all variables listed in the table. These variables are significantly associated with HCC in the multivariable model and were used to build a separate risk prediction model.

**Abbreviations:** BMI, body mass index; CI, confidence interval; HCC, hepatocellular carcinoma; OR, odds ratio.
developing separate machine learning models may be more appropriate for subgroup-specific risk predictions at the population level. Importantly, this study shows that HCC risk prediction can be performed using numerical data at the population level where clinical variables, such as laboratory test results and imaging scans may not be available. The parsimonious version of the model had 9 predictors and the elaborate version had 14 predictors; however, HCC predictions were

---

**Figure 2** Area under the receiver operating characteristic curve (AUC-ROC) for prediction of hepatocellular carcinoma risk among participants of the NIH-AARP Diet and Health Study prospective cohort. A total of 377,065 participants (cases: n=647, controls: n=376,418) were included in the analysis, among whom 226,239 were used for training (cases: 388, controls: 225,851) and 150,826 participants were used for independent validation (cases: n=259, control: n=150,567). (A) (Elaborate Base Model) was based on 14 variables: age (continuous), sex, BMI (continuous), height (continuous) diabetes (yes, no), general health status (excellent/very good, good, fair/poor), alcohol (continuous), moderate-to-vigorous physical activity (< 3 times/week, ≥3 times/week), dietary cholesterol (continuous), saturated fat (continuous), trans-fatty acids (continuous), ounce equivalents of lean meat from eggs per day (continuous), dietary vitamin B6 (mg/d, continuous), and healthy eating index scores (continuous). (B) (Parsimonious Base Model) was based on 9 of the above variables: age, sex, BMI, diabetes, general health status, alcohol, moderate-to-vigorous physical activity, ounce equivalents of lean meat from eggs per day, and healthy eating index scores.

---

**Figure 3** Performance of the parsimonious base model for hepatocellular carcinoma risk prediction across population subgroups defined by age, gender, race, body mass index (BMI), diabetes, alcohol intake, and self-reported general health condition among participants in the NIH-AARP Diet and Health Study prospective cohort (N=377,065; cases: 647, controls=376,418). The parsimonious base model was built based on the following variables then stratified by the patient characteristics: age (continuous), sex, BMI (continuous), diabetes (yes, no), general health status (excellent/very good, good, fair/poor), alcohol (continuous), moderate-to-vigorous physical activity (< 3 times/week, ≥3 times/week), ounce equivalents of lean meat from eggs per day (continuous), and healthy eating index scores (continuous).
similar with the two sets of variables. Because the parsimonious version requires fewer input variables, it is less computationally intensive, more user-friendly, and may be more easily adoptable. The elaborate model may be advantageous in situations where sample sizes are small. It is also important to emphasize that the models developed in this study were not designed to predict risk at the individual level, which could be achieved by including additional information, such as biological variables (eg, genetic risk variants), laboratory test results (eg, AFP, ATL, platelets, HBV, and HCV status), and hepatic imaging scans.

Our study has several strengths and limitations. The strengths include the systematic process of variable selection and the uniquely large sample size with sufficient data for model training with 5-fold cross-validation and an additional sample set for independent validation. However, while we had a large sample size, most (91%) participants were White, precluding development of separate models for individual minority groups, particularly Hispanics and African Americans who tend to have higher risk for HCC. Because the study was performed among individuals of age 50 to 71 years with 16 years of prospective follow-up, generalizability of findings is limited to persons of age 50 years or older. Additionally, the risk prediction metrics obtained from this study are generally lower than those typically obtained from clinical studies. However, our base models performed slightly better than another population-based risk prediction model developed for pancreatic cancer (AUC=0.62), despite the inclusion of genetic risk variants and circulating biomarkers in that pancreatic cancer risk model. As opposed to clinic-based studies that tend to use patients with underlying chronic liver disease for model development with the intention of early detection of HCC, the models developed in this study were based mostly on modifiable risk factors to enhance primary prevention in at-risk groups. Furthermore, most of the predictor variables were derived from self-report (eg, diet, physical activity, and BMI), as opposed to objective measurements, but the data used in this study were collected at baseline when none of the participants had cancer and therefore less prone to recall bias. We did not

---

**Figure 4** Hepatocellular carcinoma risk prediction models developed separately by age, gender, diabetes status, and alcohol intake among participants in the NIH-AARP Diet and Health Study prospective cohort. Each model was built separately based on the following 9 variables (the parsimonious model variables): age (continuous), sex, BMI (continuous), diabetes (yes, no), general health status (excellent/very good, good, fair/poor), alcohol (continuous), moderate-to-vigorous physical activity (< 3 times/week, ≥3 times/week), ounce equivalents of lean meat from eggs per day (continuous), and healthy eating index scores (continuous).
have data on HBV or HCV status, genetic risk factors, cirrhosis, or liver fibrosis stage, which could have improved predictions. The lack of data on viral hepatitis, cirrhosis status, and liver fibrosis stage in the NIH Diet and Health study cohort may have significantly limited the risk prediction ability of the models since patients with these conditions tend to have higher risk for HCC development. Verification of our findings in cohorts with available data on viral hepatitis and underlying liver disease is therefore recommended. Nonetheless, our study was designed to utilize routinely collected epidemiological variables, which are less costly and readily available in large population-based data.

**Conclusion**

Our study shows that population-level prediction of HCC risk can be performed with a machine learning-based algorithm using demographic, lifestyle, and health history information, which are routinely collected in population-based studies and are more readily available than clinical variables. The models developed in this study have potential applications for enhancing education and counseling about risk-reducing behaviors in healthy community-based individuals to help mitigate the rising incidence of HCC. We developed and validated the models in a single population-based cohort. Hence, external validation could support its applicability in different populations.
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