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Abstract. This paper initiates a series of works dedicated to the rigorous study of the precise structure of gravitational radiation near infinity. We begin with a brief review of an argument due to Christodoulou (in: The Ninth Marcel Grossmann Meeting, World Scientific Publishing Company, Singapore, 2002) stating that Penrose’s proposal of smooth conformal compactification of spacetime (or smooth null infinity) fails to accurately capture the structure of gravitational radiation emitted by \( N \) infalling masses coming from past timelike infinity \( i^- \). Modelling gravitational radiation by scalar radiation, we then take a first step towards a dynamical understanding of the non-smoothness of null infinity by constructing solutions to the spherically symmetric Einstein–Scalar field equations that arise from polynomially decaying boundary data, \( r\phi \sim t^{-1} \) as \( t \to -\infty \), on a timelike hypersurface (to be thought of as the surface of a star) and the no incoming radiation condition, \( r\partial_v \phi = 0 \), on past null infinity. We show that if the initial Hawking mass at \( i^- \) is nonzero, then, in accordance with the non-smoothness of \( I^+ \), the asymptotic expansion of \( \partial_v (r\phi) \) near \( I^+ \) reads \( \partial_v (r\phi) = Cr^{-3} \log r + O(r^{-3}) \) for some non-vanishing constant \( C \). In fact, the same logarithmic terms appear already in the linear theory, i.e. when considering the spherically symmetric linear wave equation on a fixed Schwarzschild background. As a corollary, we can apply our results to the scattering problem on Schwarzschild: Putting compactly supported scattering data for the linear (or coupled) wave equation on \( I^- \) and on \( H^- \), we find that the asymptotic expansion of \( \partial_v (r\phi) \) near \( I^+ \) generically contains logarithmic terms at second order, i.e. at order \( r^{-4} \log r \).

Contents

Part I. Introduction, Motivation and Summary of the Main Results 831
1. Introduction 831
   1.1. Historical Background 832
1.2. Christodoulou’s Argument Against Smooth Null Infinity 833
2. Overview of the Main Results (Theorems 2.1–2.5) and of Upcoming Work 837
  2.1. Construction of Counter-Examples to Smooth Null Infinity
      Within the Einstein–Scalar Field System in Spherical Symmetry 837
  2.2. An Application: The Scattering Problem 844
      2.2.1. The Scattering Problem on Minkowski, Schwarzschild and Reissner–Nordström 844
      2.2.2. The Conformal Isometry on Extremal Reissner–Nordström 846
  2.3. Translating Asymptotics Near $i^0$ into Asymptotics Near $i^+$ 847
  2.4. Future Directions 847
      2.4.1. Going Beyond Spherical Symmetry: Higher $\ell$-Modes 847
      2.4.2. The Wave Equation on a Fixed Kerr Background 848
      2.4.3. Going from Scalar to Tensorial Waves: The Teukolsky Equations 848
      2.4.4. A Resolution of Conjectures 1.1, 1.2 848
  2.5. Structure of the Paper 849

Part II. Construction of Spherically Symmetric Counter-Examples to the Smoothness of $\mathcal{I}^+$ 849
3. The Einstein–Maxwell–Scalar Field Equations in Spherical Symmetry 850
  3.1. The Coupled Case 850
  3.2. The Reissner–Nordström/Schwarzschild Family of Solutions 852
  3.3. Specialising to the Linear Case 853
  3.4. Conventions 853
4. Case 1: Initial Data Posed on an Ingoing Null Hypersurface 854
  4.1. Assumptions and Initial Data 854
      4.1.1. Global a priori Assumptions 854
      4.1.2. Retrieving the Assumptions 856
  4.2. Coordinates and Energy Boundedness 856
      The Energy Estimates 858
  4.3. Sharp Upper and Lower Bounds for $\partial_u(r\phi)$ and $r\phi$ 859
  4.4. Asymptotics of $\partial_v(r\phi)$ Near $\mathcal{I}^+$, $i^0$ and $\mathcal{I}^-$
      (Proof of Theorem 2.4) 862
5. Case 2: Boundary Data Posed on a Timelike Hypersurface 866
  5.1. Overview 867
      Structure 868
      The Maxwell Field 868
  5.2. Preliminary Description of the Final Solution 868
  5.3. The Ambient Manifold 870
  5.4. A Local Existence Result 870
  5.5. The Finite Problem: Data on an Outgoing Null Hypersurface $C_{u_0}$ 873
  5.6. The Limiting Problem: Sending $C_{u_0}$ to $\mathcal{I}^-$ 880
Part I. Introduction, Motivation and Summary of the Main Results

1. Introduction

This work is concerned with the rigorous mathematical analysis of gravitational waves near infinity. In particular, it contains various dynamical constructions of physically motivated example spacetimes that violate the well-known peeling property of gravitational radiation and, thus, do not possess a smooth null infinity.

The paper aims to be accessible to an audience of both mathematicians and physicists. In hopes of achieving this aim, we divided it into two parts, with only the second one containing the actual mathematical proofs.

In the first part (Part I), we give some historical background on the concept of smooth null infinity and review an important argument against smooth null infinity due to Christodoulou, which forms the main motivation for the present work. This is done in Sect. 1. Motivated by this argument, we then summarise, explain and discuss the main results of this work (in the form of mathematical theorems) in Sect. 2.

The proofs of these results are then entirely contained in Part II of this paper, which, in principle, can be read independently of Part I.
1.1. Historical Background

The first direct detection of gravitational waves a few years ago [1] may not only well be seen as one of the most important experimental achievements in recent times, but also as one of theoretical physics’ greatest triumphs. The theoretical analysis of gravitational waves “near infinity”, i.e. far away from an isolated system emitting them, has seen its basic ideas set up in the 1960s, in works by Bondi, van der Burg and Metzner [2], Sachs [3, 4], Penrose and Newman [5], and others. The ideas developed in these works were combined by Penrose’s notion of asymptotic simplicity [6], a concept that can now be found in most advanced textbooks on general relativity. The idea behind this notion is to characterise the asymptotic behaviour of gravitational radiation by the requirement that the conformal structure of spacetime be smoothly extendable to “null infinity” (denoted by $I^\pm$ and to be thought of as a “boundary of the spacetime”)—the place where gravitational radiation is observed. This requirement is also referred to as the spacetime possessing a “smooth null infinity”. Implied by this smoothness assumption is, amongst other things, the so-called Sachs peeling property. This states that the different components of the Weyl curvature tensor fall off with certain negative integer powers of a certain parameter $r$ (whose role will in our context be played by the area radius function) as null infinity is approached along null geodesics [6].

Although Penrose’s proposal of smooth null infinity has certainly left a notable impact on the asymptotic analysis of gravitational radiation, its assumptions have been subject to debate ever since. In particular, the implied Sachs peeling property has been a cause of early controversy; in fact, it remained unclear for decades whether there even exist non-trivial dynamical solutions to Einstein’s equations that exhibit the Sachs peeling behaviour or a smooth null infinity. This question has been answered in the affirmative in the case of hyperboloidal initial data in [7–9] and, more recently, also in the more interesting case of asymptotically flat initial data in [10, 11], where a large class of asymptotically simple solutions was constructed by gluing the interior part of initial data to, e.g. Schwarzschild initial data in the exterior (using the gluing results of [12]), and then exploiting the domain of dependence property combined with the fact that Schwarzschild initial data lead to a smooth null infinity. See also the recent [13] or the survey article [14] and references therein for related works. A similar result with a different approach (based on [15]) was obtained in [16], where it was shown that if the initial data decay fast enough towards spatial infinity, then the evolution of those data satisfies peeling.

While the analyses above show that the class of solutions with smooth $I^\pm$ is non-trivial, they tell us very little about the physical relevance of that class. Moreover, several heuristic works [17–21] have hinted at Penrose’s regularity assumptions being too rigid to admit physically relevant systems, and

---

1In fact, smooth here can be replaced by $C^k$ for, say, $k \geq 4$.

2A more precise statement is given in Sect. 1.2.

3So fast as to force the angular momentum of the initial data set to vanish.
a relation between the non-vanishing of the quadrupole moment of the radiating mass distribution and the failure of $\mathcal{I}$ to be smooth was suggested by Damour using perturbative methods \cite{22}. In fact, there is a much stronger argument against the smoothness of $\mathcal{I}$ due to Christodoulou \cite{23}, which we will review now. The core contents and results of the present paper (which are logically independent from Christodoulou’s argument, but heavily motivated by it) will then be introduced in Sect. 2, where we will present various classes of physically motivated counter-examples to smooth null infinity. The reader impatient for the results may wish to skip to Sect. 2 directly.

1.2. Christodoulou’s Argument Against Smooth Null Infinity

Perhaps the most striking argument against smooth null infinity comes from the monumental work of Christodoulou and Klainerman on the proof of the global nonlinear stability of the Minkowski spacetime \cite{15}. The results of this work do not confirm the Sachs peeling property; moreover, an argument by Christodoulou \cite{23}, which adds to the proof \cite{15} a physical assumption on the radiative amplitude on $\mathcal{I}$, shows that this failing of peeling is not a shortcoming of the proof but is, instead, likely to be a true physical effect. It is this argument \cite{23} which gives the present section its name, and which forms the main motivation for the present paper. Since it does not appear to be widely known, we will give a brief review of it now.

First, let us outline the setup. In the work \cite{15}, given asymptotically flat vacuum initial data sufficiently close to the Minkowski initial data, two foliations of the dynamical vacuum solution $(M, g)$—which is shown to remain globally close and quantitatively settle down to the Minkowski spacetime—are constructed: A foliation of maximal hypersurfaces, which are level sets $\mathcal{H}_t$ of a canonical time function $t$, as well as a foliation of outgoing null hypersurfaces, level sets $\mathcal{C}^+_{u}$ of a canonical optical function $u$ (to be thought of as retarded time and tending to $-\infty$ as $t^0$ is approached).

Let now $e_4$ be a suitable choice of the corresponding generating (outgoing) null geodesic vector field of $\mathcal{C}^+_{u}$ and $e_3$ a suitable choice of conjugate ingoing null normal s.t. $g(e_4, e_3) = -2$, let $X, Y$ be vector fields on the spacelike 2-surfaces $S_{t,u} = \mathcal{H}_t \cap \mathcal{C}^+_{u}$, and let $\xi$ be the volume form induced on $S_{t,u}$. Then, under the following null decomposition\footnote{This decomposition is closely related to the decomposition into the Newman–Penrose scalars $\Psi_0, \ldots, \Psi_4$.} of the Riemann tensor $R$,

\[
\alpha(X, Y) := R(X, e_4, Y, e_4), \quad \beta(X) := R(X, e_4, e_3, e_4), \\
\overline{\alpha}(X, Y) := R(X, e_3, Y, e_3), \quad \overline{\beta}(X) := R(X, e_3, e_3, e_4), \\
4\rho := R(e_4, e_3, e_4, e_3), \quad 2\sigma \xi(X, Y) := R(X, Y, e_3, e_4),
\]

(1.1)

Penrose’s regularity requirements would require the Sachs peeling property to hold, i.e. we would require along each $\mathcal{C}^+_{u}$ the following decay rates, $r$ denoting the area radius of $S_{t,u}$:

\[
\alpha = O(r^{-5}), \quad \beta = O(r^{-4}), \quad \rho = O(r^{-3}), \\
\sigma = O(r^{-3}), \quad \overline{\beta} = O(r^{-2}), \quad \overline{\alpha} = O(r^{-1}).
\]

(1.2)
However, the results of [15] only confirm the last four rates of (1.2), whereas, for \( \alpha \) and \( \beta \), the following weaker decay results are obtained:

\[
\alpha, \beta = \mathcal{O}(r^{-7/2}),
\]

so the peeling hierarchy is chopped off at \( r^{-7/2} \).

Now, on the one hand, the rates (1.3) are only shown in [15] to be upper bounds (i.e. not asymptotics). Moreover, one might think that these upper bounds can be improved if one imposes further conditions on the initial data—for, the data considered in [15] are only required to have \( \alpha, \beta = \mathcal{O}(r^{-7/2}) \) on the initial hypersurface. Indeed, one can slightly adapt the methods of Christodoulou–Klainerman to show that if the initial data decay much faster than assumed in [15], the peeling rates (1.2) can indeed be recovered [16]. We will return to this at the end of this section.

On the other hand, as remarked before, the fundamental question is not whether there exist initial data which lead to solutions satisfying peeling, but whether physically relevant spacetimes satisfy peeling. Evidently, any answer to this latter question must appeal to some additional physical principle. This is exactly what Christodoulou does in [23]. There, he shows that, indeed, the rates (1.2) cannot be recovered in several physically relevant systems, making the idea of smooth \( I^+ \) physically implausible. At the core of Christodoulou’s argument lies the assumption that the Bondi mass along \( I^+ \) decays with the rate predicted by the quadrupole approximation for a system of \( N \) infalling masses coming from past infinity, combined with the assumption that there be no incoming radiation from past null infinity.

Remark 1.1. Before we move on to explain Christodoulou’s argument, we shall make an important remark. Even though we stressed that one should not derive arguments for or against peeling from sufficiently strong Cauchy data assumptions, but rather appeal to some physical ingredients, we still want to make some initial data assumptions in order to have access to the results of [15]. These results, a priori, only hold for evolutions of asymptotically flat vacuum initial data sufficiently close to Minkowski initial data, i.e. data for which, in particular, a certain Sobolev norm \( ||\cdot||_{CK} \) is small. We shall call such data C–K small data.

Of course, C–K small data are not directly suited to describe the evolutions of spacetimes with \( N \) infalling masses. However, consider now initial data which are only required to have finite (as opposed to small) \( ||\cdot||_{CK} \)-norm and to be vacuum only in a neighbourhood of spatial infinity (as opposed to everywhere). We shall call such data C–K compatible. Let us explain this terminology: One can now restrict these data to a region, let’s call it the exterior region, sufficiently close to spacelike infinity in a way so that the data in this exterior region are vacuum and have arbitrarily small \( ||\cdot||_{CK} \)-norm. By the gluing results [24,25], one can then extend these exterior data to interior data whose \( ||\cdot||_{CK} \)-norm can also be chosen sufficiently small so that the resulting glued data are C–K small. Therefore, the results of [15] apply to the (C–K small) glued data, and thus, by the domain of dependence property, they apply to the domain of dependence of the exterior part of the (C–K compatible)
original data, i.e. in a neighbourhood of spacelike infinity containing a piece of null infinity.\footnote{We note that one should be able to avoid this gluing argument by appealing to the results of \cite{26}, see the first remark below Definition 3.6.4 therein. Alternatively, one could also use the results of the more general \cite{27}, since that work does not require the constraint equations to be satisfied on data.} It is evolutions of C–K compatible data that we shall make statements on. One can reasonably expect that such evolutions contain a large class of physically interesting systems such as that of $N$ infalling masses from the infinite past.

We can now paraphrase\footnote{We will allow ourselves to refrain from stating a theorem, as we would have to import several additional technical details and assumptions for that. However, we will dedicate an upcoming paper to the detailed discussion, proof and enhancement of Christodoulou’s result, see the remarks in Sect. 2.4.} Christodoulou’s result \cite{23}:

\begin{quote}
Consider all evolutions of C–K compatible initial data which a) satisfy on $I^-$ the no incoming radiation condition and b) behave on $I^+$ as predicted by the quadrupole approximation for $N$ infalling masses. These evolutions do not admit a smooth conformal compactification.
\end{quote}

More precisely, the failure of these evolutions to admit a smooth conformal compactification manifests itself in the asymptotic expansion of $\beta$ near future null infinity containing logarithmic terms at leading order (namely, at order $r^{-4} \log r$).

Let us briefly expose the main ideas of the proof of the above statement: We recall from \cite{15} that the traceless part $\hat{\chi}$ of the connection coefficient

$$\chi(X, Y) = g(\nabla_X e_3, Y)$$

(1.4)
tends along any given $C^+_u$ to

$$\lim_{c^+_u, r \to \infty} r \hat{\chi} = \Xi(u)$$

(1.5)
as the area radius function $r$ associated with $S_{t,u}$ tends to infinity. Here, $\Xi(u)$ is a 2-form on the unit sphere $S^2$ that should be thought of as living on future null infinity and which defines the radiative amplitude per solid angle. The quantity $\hat{\chi}$ is often called the ingoing shear of the 2-surfaces $S_{t,u}$, and the limit $\Xi$ is sometimes referred to as Bondi news. Indeed, one of the many important corollaries of \cite{15} is the Bondi mass loss formula: If $M(u)$ denotes the Bondi mass along $I^+$, then we have

$$\frac{\partial}{\partial u} M(u) = -\frac{1}{16\pi} \int_{S^2} |\Xi(u, \cdot)|^2.$$ (1.6)

Now, the quadrupole approximation for $N$ infalling masses predicts that $\partial_u M \sim -|u|^{-4}$ as $u \to -\infty$ (it is assumed that the relative velocities tend to constant values near the infinite past and that the mass distribution has non-vanishing quadrupole moment) and, thus, in view of (1.6), that

$$\lim_{u \to -\infty} u^2 \Xi =: \Xi^- \neq 0.$$ (1.7)
Christodoulou’s two core observations then are the following: Even though $\beta$ itself only decays like $r^{-7/2}$ (see (1.3)), its derivative in the $e_3$-direction decays like $r^{-4}$ as a consequence of the differential Bianchi identities. Schematically, an analysis of Einstein’s equations on $I^+$ moreover reveals that, assuming (1.7),

$$\lim_{c_+^+, r \to \infty} \partial_u (r^4 \beta) = \frac{\mathcal{D}(3) \Xi^-}{|u|},$$

(1.8)

where $\mathcal{D}(3)$ is a third-order differential operator on $S^2$. The most difficult part of the argument then consists of obtaining a similar estimate for $\partial_u (r^4 \beta)$ away from null infinity. Once this is achieved, one can integrate $\partial_u (r^4 \beta)$ from initial data ($t = 0$) to obtain schematically (see Fig. 1):

$$(r^4 \beta)(u_2, t) - (r^4 \beta)(u_1(t), 0) \sim \int_{u_1(t)}^{u_2} \frac{\mathcal{D}(3) \Xi^-}{|u|} \, du$$

$$\sim (\log r_{t,u_2} - \log |u_2|) \cdot \mathcal{D}(3) \Xi^-.$$  

(1.9)

Here, $r_{t,u_2}$ denotes the area radius of $S_{t,u_2}$, and we used that $u_1(t) \sim r_{t,u_2}$.

Finally, Christodoulou argues that $r^4 \beta$ remains finite on $t = 0$ as a consequence of the no incoming radiation condition, which is the statement that the Bondi mass remains constant along past null infinity.

He thus concludes that the peeling property is violated by $\beta$, and that one instead has that

$$\beta = B^* r^{-4} (\log r - \log |u|) + O(r^{-4})$$  

(1.10)

for a 1-form $B^*$ which encodes physical information about the quadrupole distribution of the infalling matter and which is independent of $u$.

Similarly, he shows that $\alpha = O(r^{-4})$, in contrast to the $r^{-5}$-rate predicted by peeling.

Now, rather than imposing (1.7), it would of course be desirable to dynamically derive the rate (1.7) (and thus the failure of peeling) from a suitable scattering setup resembling that of $N$ infalling masses.
In fact, this is exactly what we present in Sect. 2.1, albeit for a simpler model. In this context, we will also be able to motivate the following simpler conjectures (cf. Theorems 2.4 and 2.5):

**Conjecture 1.1.** Consider the scattering problem for the Einstein vacuum equations with conformally regular data on an ingoing null hypersurface and no incoming radiation from past null infinity. Then, generically, the future development fails to be conformally smooth near $I^+$.  

**Conjecture 1.2.** Consider the scattering problem for the Einstein vacuum equations with compactly supported data on $I^-$ and a Minkowskian $i^-$. Then, generically, the future development fails to be conformally smooth near $I^+$.  

Before we move on to the next section, we feel that it may be helpful to comment on the work [16]. There, it is shown that if one works with faster decaying $r^{\frac{1}{2}+\epsilon}$-weighted C–K data (which have finite $||r^{\frac{1}{2}+\epsilon} \cdot ||_{\text{CK}}$-norm), then peeling holds for $\beta$ if $\epsilon > 0$, and also for $\alpha$ if $\epsilon > 1$. So how is this consistent with the above result? Well, one of the results of [16] implies that $r^{\frac{1}{2}+\epsilon}$-weighted C–K data lead to solutions which have $|\Xi| \leq |u|^{2-\epsilon}$; hence, the data considered in [16] are incompatible with Eq. (1.7) or, in other words, with the quadrupole approximation of $N$ infalling masses. The same applies to [10,11].

### 2. Overview of the Main Results (Theorems 2.1–2.5) and of Upcoming Work

#### 2.1. Construction of Counter-Examples to Smooth Null Infinity Within the Einstein–Scalar Field System in Spherical Symmetry

While the argument [23] presented above already forms a serious obstruction to peeling, one would ultimately—in order to develop a fully general relativistic understanding of the non-smoothness of null infinity—like to actually construct solutions to Einstein’s equations that resemble the setup of $N$ infalling masses from past infinity (and which lead to (1.7) *dynamically*). That is to say, one would like to understand the semi-global evolution of a configuration of $N$ masses at past timelike infinity with no incoming radiation from $I^-$. More concretely, one would like to understand the asymptotics of such solutions in a neighbourhood of $i^0$ containing a piece of $I^+$.  

Of course, the resolution of this problem seems to be quite difficult.  

We will therefore, in this paper, take only a first step towards the resolution of said problem by explicitly constructing a fully general relativistic example system that is based on a simple realisation of infalling masses from past timelike infinity and the no incoming radiation condition; namely, we consider the Einstein–Scalar field equations for a chargeless and massless scalar field under the assumption of spherical symmetry:

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 T_{\mu\nu} = 2 T^s_{\mu\nu},
\]  

(2.1)
with the matter content given by

\[ T_{\mu\nu}^{sf} = \phi_{;\mu\phi_{;\nu}} - \frac{1}{2} g_{\mu\nu} \phi'^2 \phi^2. \] (2.2)

Here, \( \phi \) denotes the scalar field, \( R_{\mu\nu} \) the Ricci tensor, \( R \) the scalar curvature of the metric \( g_{\mu\nu} \) and \( ; \) denotes covariant differentiation.

The assumption of spherical symmetry essentially allows us to write the unknown metric in double null coordinates \((u, v)\) as

\[ g = -\Omega^2 \, du \, dv + r^2 \gamma, \] (2.3)

where \( \gamma \) is the standard metric on the unit sphere \( S^2 \), and where \( \Omega \) and \( r \) (the area radius function) are functions depending only on \( u \) and \( v \). The spherically symmetric Einstein–Scalar field system thus reduces to a system of hyperbolic partial differential equations for the unknowns \( \Omega \), \( r \) and \( \phi \) in two dimensions. In practice, it is often convenient to replace \( \Omega \) in this system with the Hawking mass \( m \), which is defined in terms of \( \Omega \) and \( r \).

We construct for this system data resembling the assumptions of Christodoulou’s argument that lead to a non-smooth future null infinity in the following way:

On past null infinity, to resemble the no incoming radiation condition (for more details on the interpretation of this, see Remark 4.1), we set

\[ \partial_v (r\phi)|_{I^-} = 0, \] (2.4)

where \( v \) is advanced time, see Fig. 2. Note that, in spherical symmetry, it is not possible to have \( N \) infalling masses for \( N > 1 \). We thus have to restrict to a single infalling mass. In particular, there can be no non-vanishing quadrupole moment. To still have some version of “infalling masses” that emit (scalar) radiation, we therefore impose decaying boundary data on a smooth timelike hypersurface \((\Gamma)\) (to be thought of as the surface of a single star) s.t.

\[ r\phi|_{\Gamma} = \frac{C}{|t|^{p-1}} + O \left( \frac{1}{|t|^{p+1+\epsilon}} \right), \quad T(r\phi|_{\Gamma}) = \frac{(p-1)C}{|t|^p} + O \left( \frac{1}{|t|^{p+\epsilon}} \right), \] (2.5)

where \( C \neq 0 \) and \( p > 1 \) are constants, \( T \) is the normalised future-directed vector field generating \( \Gamma \) and \( t \) is its corresponding parameter \((T(t) = 1)\), tending to \(-\infty\) as \( i^- \) is approached. It will turn out that, in the case \( p = 2 \), this condition implies the precise analogue of Eq. (1.7), i.e. the prediction of the quadrupole approximation (see also Remark 4.4). This motivates the case \( p = 2 \) to be the most interesting one.

Finally, we need the “infalling mass” to be non-vanishing; we thus set the Hawking mass \( m \) to be positive initially, i.e. at \( i^- \):

\[ m(i^-) = M > 0. \] (2.6)

\(^7\)We can also include a Maxwell field that is coupled to the geometry (and not to the scalar field) in the equations.

\(^8\)The precise conditions on \( \Gamma \) are fairly general and, in particular, admit cases where \( r|_{\Gamma} \) tends to a finite or infinite limit. For the derivation of upper bounds, we only require \( r|_{\Gamma} > 2M \), where \( M \) is defined in (2.6). For the derivation of lower bounds, we require the slightly stronger assumption \( r|_{\Gamma} \gtrsim 2.95M \). We expect that this bound can be improved.
Figure 2. The Penrose diagram of the solution of Theorem 2.1. We impose polynomially decaying data on a timelike boundary \(\Gamma\) and no incoming radiation from past null infinity \(I^-\). Note that, with our choice of coordinates \((u = v)\) on \(\Gamma\), \(\Gamma\) becomes a straight line.

**Remark 2.1.** Note already that conditions (2.4) and (2.6) are to be understood in a certain limiting sense; indeed, we will construct solutions where \(I^-\) is replaced by an outgoing null hypersurface \(C_{u_n}^+\) at finite retarded time \(u_n\) and then show that the solutions to these mixed characteristic-boundary value problems converge to a unique limiting solution as \(u_n \to -\infty\), that is, as \(C_{u_n}^+\) “approaches” \(I^-\). We will then show that the solution constructed in this way is the unique solution to our problem, cf. Remark 2.2.

To more clearly state the following rough versions of our results, we remark that, throughout most parts of this work, we work in a globally regular double null coordinate system \((u, v)\) (see Fig. 2) in which \(I^+\) can be identified with \(v = \infty\), \(I^-\) can be identified with \(u = -\infty\), and which satisfies \(u = v\) on \(\Gamma\) and \(\partial_v r = 1\) along \(I^-\) (in a limiting sense).

We then have the following theorem (see Theorems 5.6 and 5.7 for the precise statement):

**Theorem 2.1.** For sufficiently regular initial/boundary data on \(I^-\) and \(\Gamma\) as above, i.e. obeying Eqs. (2.4), (2.5), (2.6), a unique semi-global solution to the spherically symmetric Einstein–Scalar field system exists for sufficiently
large negative values of $u$. Moreover, if $p = 2$, we get the following asymptotic behaviour for the outgoing derivative of the radiation field.\footnote{Here, and in the remainder of the paper, we write $f \sim g$ if there exist positive constants $A, B$ s.t. $Af \leq g \leq Bf$. Similarly, we write $f = O(g)$ if there exists a constant $A$ s.t. $|f| \leq Ag$.}

$$|\partial_v(r\phi)| \sim \begin{cases} \log \frac{r}{|u|}, & u = \text{constant}, \ v \to \infty, \\ \frac{1}{r^3}, & v = \text{constant}, \ u \to -\infty, \\ \frac{1}{r^3}, & v + u = \text{constant}, \ v \to \infty. \end{cases} \quad (2.7)$$

More precisely, for fixed values of $u$, we obtain the following asymptotic expansion as $I^+$ is approached:

$$\partial_v(r\phi)(u, v) = B^* \frac{\log r - \log |u|}{r^3} + O(r^{-3}). \quad (2.8)$$

Here, $B^* \neq 0$ is a constant independent of $u$ given by

$$B^* = -2M \lim_{u \to -\infty} |u|r\phi(u, v), \quad (2.9)$$

and the limit above exists and is independent of $v$.

**Remark 2.2.** For the precise sense in which these solutions are unique, see Remark 5.7. Roughly speaking, the uniqueness shown in this paper is w.r.t. the class of solutions that have uniformly bounded Hawking mass and which also satisfy $\partial_t^2(r\phi)|_{I^-} = \partial_t^2 r|_{I^-} = 0$. We expect that there do not exist solutions that restrict correctly to the data on $I^-$ and $\Gamma$ and do not satisfy these assumptions, but we do not show this here.

Theorem 2.1 shows that the asymptotic expansion of $\partial_v(r\phi)$ near $I^+$, which should be thought of as the analogue to $\beta$ for the wave equation, contains logarithmic terms and, thus, fails to be regular in the conformal picture (i.e. in the variable $1/r$), whereas the expansion near $I^-$ remains regular.\footnote{Since various ideas regarding the relation between the conformal regularity of $I^-$ and that of $I^+$ have been entertained in the literature, we want to point out that, in our setting, the smoothness or non-smoothness of $I^-$ is completely inconsequential to the smoothness of $I^+$. See also footnote 12.}

One can moreover show that, for general integer $p > 2$, one instead gets the following expansion for fixed values of $u$:

$$\partial_v(r\phi)(u, v) = B(u) \frac{1}{r^3} + \cdots + B' \frac{\log r}{r^{p+1}} + O(r^{-p-1}), \quad (2.10)$$

where the $\cdots$-terms denote negative integer powers of $r$, and where $B' \neq 0$ is a constant determined by $M$ and $\lim_{u \to -\infty} |u|^p r\phi$, the latter limit again being independent of $v$.

We can also state the precise analogue of the argument [23] presented in Sect. 1.2 for the Einstein–Scalar field system (see Remark 4.3):

**Theorem 2.2.** Suppose a semi-global solution to the spherically symmetric Einstein–Scalar field system with Hawking mass $m \geq c > 0$ for some constant $c$ and $m(I^-) \equiv M > 0$ and obeying the no incoming radiation condition exists
such that, on $I^+$, $r\phi = \Phi^-|u|^{-1} + O(|u|^{-1-\epsilon})$. Then, for fixed values of $u$, we obtain the following asymptotic expansion of $\partial_v(r\phi)$ as $I^+$ is approached:

$$\partial_v(r\phi)(u,v) = B^* \frac{\log r - \log |u|}{r^3} + O(r^{-3}), \quad (2.11)$$

where $B^*$ is a constant independent of $u$ given again by $-2M\Phi^-$. Indeed, the main work of this paper consists of showing that both the lower and upper bounds on the $u$-decay of $r\phi$ imposed on $\Gamma$ are propagated all the way up to $I^+$. The limit $\Phi^-$ then plays a similar role to $\Xi^+$ from (1.7), see already Remark 4.4.

We remark that, even though the above theorems are proved for the coupled problem, the methods of the proofs can also be specialised to the linearised problem (see Sect. 3.3 of the present paper or section 11 of [29]), i.e. the problem of the wave equation on a fixed Schwarzschild (or Reissner-Nordström) background:

**Theorem 2.3.** Consider the spherically symmetric wave equation

$$\nabla^\mu \nabla_\mu \phi = 0 \quad (2.12)$$

on a fixed Schwarzschild background with mass $M \neq 0$, where $\nabla$ is the connection induced by the Schwarzschild metric

$$g^{\text{Schw}} = -\left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 d\Omega^2, \quad (2.13)$$

and consider sufficiently regular initial/boundary data as above, i.e. obeying Eqs. (2.4) and (2.5). Then the results of Theorems 2.1, 2.2 apply.

Notice that the same result does not hold on Minkowski, as we need the spacetime to possess some mass near spatial infinity.

Let us now explain, both despite and due to its simplicity, the main cause for the logarithmic term (focusing now on $\partial_v^2$): The wave equation (derived from $\nabla^\mu T^\mu_\nu = 0$) then reads

$$\partial_u \partial_v (r\phi) = -2m \left(\frac{-\partial_u r}{1 - \frac{2m}{r}}\right) \frac{r\phi}{r^3}. \quad (2.14)$$

Assuming that we can propagate upper and lower bounds for $r\phi$ from $\Gamma$ to null infinity, we have that $r\phi \sim |u|^{-1}$ everywhere. For sufficiently large $r$, and for sufficiently large negative values of $u$, we then have that $r(u,v) \sim (v - u)$ and that all other terms appearing in front of the $\frac{r\phi}{r^3}$-term remain bounded from above, and away from zero, such that integrating (2.14) from $I^-$ gives

---

11The propagation of $u$-decay is somewhat special to spherical symmetry, see also Sect. 2.4.1 and the upcoming [28].
(we decompose into fractions)
\[
\partial_v(r\phi)(u, v) \sim -\int_{-\infty}^{u} \frac{1}{r(u', v)^3|u'|} \, du' \sim \int_{-\infty}^{u} \frac{1}{(v - u')^3u'} \, du'
\]
\[
\int_{-\infty}^{u} \frac{1}{v^3} \left( \frac{1}{u'} + \frac{1}{v - u'} + \frac{v}{(v - u')^2} + \frac{v^2}{(v - u')^3} \right) \, du' 
\]
\[
= \log |u| - \log (v - u) \frac{v^3}{v^3} + \frac{3v - 2u}{2v^2(v - u)^2}.
\]

Taking the limit of \( v \to \infty \) while fixing \( u \) then, already, suggests the logarithmic term in the asymptotic expansions of Theorems 2.1 and 2.2. Of course, the calculation above is only a sketch, and many details have been left out.\(^\text{12}\)

Let us remark that posing polynomially decaying boundary data on a timelike hypersurface comes with various technical difficulties. For instance, one cannot a priori prescribe the Hawking mass on \( \Gamma \)—in fact, even showing local existence will come with some difficulties—and \( r \)-weights cannot be used to infer decay when integrating in the outgoing direction from \( \Gamma \) since \( r \) is, in general, allowed to remain bounded on \( \Gamma \). Both of these difficulties disappear in the characteristic initial value problem, i.e., when one prescribes initial data on an ingoing null hypersurface \( \mathcal{C}_{\text{in}} \) terminating at past null infinity (see Fig. 3) according to

\[
\left. r\phi \right|_{\mathcal{C}_{\text{in}}} = \frac{\Phi^-}{r^{p-1}} + \mathcal{O} \left( \frac{1}{r^{p-1+\epsilon}} \right), \quad \left. \frac{\partial_u(r\phi)}{\partial_u r} \right|_{\mathcal{C}_{\text{in}}} = \frac{(p - 1)\Phi^-}{r^p} + \mathcal{O} \left( \frac{1}{r^{p+\epsilon}} \right),
\]

where \( \Phi^- \) and \( p > 1 \) are constants, one again sets \( \partial_v(r\phi) \) to vanish on past null infinity and makes the obvious modification to condition (2.6):

\[
m(\mathcal{C}_{\text{in}} \cap \mathcal{I}^-) = M > 0.
\]

We then obtain the following theorem (see Theorem 4.2 for the precise statement):

**Theorem 2.4.** For sufficiently regular characteristic initial data on \( \mathcal{I}^- \) and \( \mathcal{C}_{\text{in}} \) as above, i.e. obeying Eqs. (2.4), (2.16), (2.17), a unique semi-global solution to the Einstein–Scalar field system in spherical symmetry exists for sufficiently large negative values of \( u \). Moreover, in the case \( p = 2 \), we obtain the following asymptotic expansion of \( \partial_v(r\phi) \) as \( \mathcal{I}^+ \) is approached along hypersurfaces of constant \( u \):

\[
\partial_v(r\phi)(u, v) = B^* \frac{\log r - \log |u|}{r^3} + \mathcal{O}(r^{-3}),
\]

where \( B^* \) is a constant independent of \( u \) given by \( B^* = -2M\Phi^- \). On the other hand, the expansion near \( \mathcal{I}^- \) remains regular, i.e. \( \partial_v(r\phi) = \mathcal{O}(r^{-3}) \) near \( \mathcal{I}^- \).

As before, the same holds true for the linear case, cf. Theorem 2.3.

\(^{12}\)To relate to footnote 10, note that one can do a similar calculation if \( r\phi \sim |u|^{-\epsilon} \) for some \( \epsilon > 0 \). In this case, there will be an \( r^{-2-\epsilon} \)-term in the asymptotic expansion of \( \partial_v(r\phi) \), unless \( \epsilon \in \mathbb{Z} \). In other words, one cannot recover conformal regularity near \( \mathcal{I}^+ \) from a lack of conformal regularity near \( \mathcal{I}^- \).
Figure 3. The Penrose diagram of the solution of Theorem 2.4. We impose polynomially decaying data on an ingoing null hypersurface $C_{\text{in}}$ and no incoming radiation from past null infinity $I^{-}$.

It is this result which motivates Conjecture 1.1 from Sect. 1.2.

Since the characteristic setup above is much simpler to deal with compared to the case of boundary data on $\Gamma$, we shall prove Theorem 2.4 first such that the technically more involved timelike case can be understood more easily afterwards. Moreover, it turns out that this setting allows for another interesting motivation or interpretation of our choice of polynomially decaying initial data, namely in the context of the scattering problem of scalar perturbations of Minkowski or Schwarzschild. We will discuss this in the next section (Sect. 2.2).

On the other hand, the problem of timelike boundary data is interesting precisely because of its difficulties and the methods used to deal with them. Indeed, we develop a quite complete understanding of the evolutions of such data in Theorem 5.6. Let us point out again that we are not able to work directly with such data, but rather need to consider a sequence of smooth compactly supported data that lead to solutions which can be extended to the past by the vacuum solution. We will show uniform bounds and sharp decay rates for this sequence of solutions. We will then show that these bounds carry over to the limiting solution, which then restricts correctly to the (non-compactly supported) initial boundary data. A major obstacle in obtaining the necessary bounds will be proving decay for $\partial_u (r \phi)$, for which we will need to commute with the timelike generators of $\Gamma$. The limiting argument itself proceeds via a careful Grönwall-type argument on the differences of two solutions, thus establishing that the sequence is Cauchy. This method is then also used to infer the uniqueness of the limiting solution. Notice that the logarithmic term
of (2.8) only appears in the limiting solution, whereas the actual sequence of solutions satisfies peeling. This can be understood already from the heuristic computation (2.15).

We refer the reader to the introduction of Sect. 5 as well as Theorems 5.6 and 5.7 (which together contain Theorem 2.1) for details.

2.2. An Application: The Scattering Problem

2.2.1. The Scattering Problem on Minkowski, Schwarzschild and Reissner–Nordström. In the setting of data on an ingoing null hypersurface, the case $p = 3$ is of independent interest in view of its natural appearance in the scattering problem “on” Minkowski or Schwarzschild (or Reissner–Nordström). If one puts compactly supported data for the scalar field $r\phi = G(v)$ on $I^-\,$ and$^{13}$ on the past event horizon $H^-$, it is not difficult to see that there exists an ingoing null hypersurface $C_{in}$, “intersecting” $I^-$ to the future of the support of $r\phi|_{I^-}$, on which Eq. (2.16) generically holds with $p = 3$ and such that Eq. (2.17) holds on $C_{in} \cap I^-$. See Fig. 4. This puts us in the situation of Theorem 2.4.

However, recall that we required $M$ from Eq. (2.17) to be strictly positive in order for the log-terms in $\partial_v(r\phi)$ to be non-vanishing: Therefore, while $M$ is positive in both the coupled and the linear problem on Schwarzschild, one needs

---

$^{13}$Note that, since all our results only apply in a region sufficiently close to $I^-$, it does not make a difference whether we consider compactly supported or vanishing data on $H^-$. 

---
to consider the coupled problem when considering the corresponding problem with a Minkowskian \( i^- \) since one needs the scalar field to generate mass along \( \mathcal{I}^- \).\(^{14}\)

**Remark 2.3.** Let us quickly explain our terminology: Since we only consider compactly supported scattering data, the arising solutions will be identically vacuum in a neighbourhood of \( i^- \). Depending on the setting, we then say that the arising spacetimes either have a Minkowskian or a Schwarzschildian (with mass \( M > 0 \)) \( i^- \).

We therefore obtain the following result (see Theorem 6.1 for the precise version):

**Theorem 2.5.** Consider either

- **(a)** the nonlinear scattering problem for the spherically symmetric Einstein–Scalar field system with a Schwarzschildian \( i^- \) (with mass \( M > 0 \)), with vanishing data on \( \mathcal{H}^- \) and with smooth compactly supported data \( r\phi = G(v) \) on \( \mathcal{I}^- \),

- or

- **(b)** the nonlinear scattering problem for the spherically symmetric Einstein–Scalar field system with a Minkowskian \( i^- \), with smooth compactly supported data \( r\phi = G(v) \) on \( \mathcal{I}^- \),

- or

- **(c)** the linear scattering problem for the wave equation on a fixed Schwarzschild background with mass \( M > 0 \), with vanishing data on \( \mathcal{H}^- \) and with smooth compactly supported data \( r\phi = G(v) \) on \( \mathcal{I}^- \).

Then, a unique smooth semi-global solution exists (in fact, in case (c), this smooth solution exists globally in the exterior of Schwarzschild), and we get, along hypersurfaces of constant \( u \), for sufficiently large negative values of \( u \), the following asymptotic expansion near \( \mathcal{I}^+ \):

\[
\partial_u (r\phi)(u, v) = B(u) \frac{1}{r^3} + B' \log \frac{r - \log |u|}{r^4} + O(r^{-4}),
\]

(2.19)

where \( B' \) is a constant which, in each case, can be explicitly computed from \( G(v) \) and is generically nonzero.

**Remark 2.4.** We note that, in the case (b), if an additional smallness assumption on the data on \( \mathcal{I}^- \) is made, then, in fact, the solution is causally geodesically complete, globally regular, and has a complete \( \mathcal{I}^+ \). This follows from \([30]\). See also Theorem 1.7 of \([31]\) and the dichotomy of \([32]\).

Theorem 2.5 suggests that, in the context of the scattering problem, one should generically expect logarithmic terms to appear at the latest at second order in the asymptotic expansions of \( \partial_u (r\phi) \) near \( \mathcal{I}^+ \). This is precisely what motivates our statement of Conjecture 1.2 in Sect. 1.2.

\(^{14}\)In general, the spherically symmetric linear wave equation on a Minkowski background is not very exciting in view of the exact conservation law \( \partial_u \partial_v (r\phi) = 0 \). Combined with the no incoming radiation condition, this conservation law would force \( \partial_u (r\phi) \) to vanish everywhere.
We can even replace the word “generically” with “always” in the case of the linear wave equation on Schwarzschild. There, the condition that $G$ needs to satisfy so that no logarithmic terms appear in the expansion of $\partial_v(r\phi)$ up to order $r^{-(4+n)}$ is that

$$\int G(v)v^m\,dv = 0 \quad (2.20)$$

for all $m \leq n$. In particular, all non-trivial smooth compactly supported scattering data on Schwarzschild lead to expansions of $\partial_v(r\phi)$ which eventually fail to be conformally smooth. See already Theorem 6.2. We also refer the reader to [33] for a general treatment of the scattering problem on Kerr.

2.2.2. The Conformal Isometry on Extremal Reissner–Nordström. Our results can also be applied to the linear wave equation on extremal Reissner–Nordström. In this setting, let us finally draw the reader’s attention to the well-known conformal “mirror” isometry [34] on extremal Reissner–Nordström, which implies that all results on the radiation field are essentially invariant under interchange of

$$u \longleftrightarrow v, \quad \frac{1}{r} \longleftrightarrow (r - r_+),$$

where $r_+$ is the value of $r$ at the event horizon. To make this more precise, we recall from [35] (see also [36]) that if $\phi$ is a solution to the linear wave equation in *outgoing* Eddington–Finkelstein coordinates $(u, r)$, then, in *ingoing* Eddington–Finkelstein coordinates $(v, r')$,

$$\tilde{\phi}(v, r') := \frac{r_+}{r' - r_+} \phi \left( u = v, r = \frac{r_+ + r'}{r' - r_+} \right) = \frac{r - r_+}{r_+} \phi \left( u = v, r = \frac{r_+ + r'}{r' - r_+} \right) \quad (2.21)$$

also is a solution to the wave equation, where, in the above definition, the LHS is evaluated in ingoing and the RHS in outgoing null coordinates. One can directly read off from this that regularity in $r'$ of $\tilde{\phi}$ near the future event horizon $\mathcal{H}^+$ is equivalent to regularity of $r\phi$ in the conformal variable $1/r$ near $I^+$. In other words, applying this conformal isometry to Theorems 2.1–2.5, which made statements on the conformal regularity of $r\phi$ near $I^+$, now produces statements on the *physical* regularity of $\tilde{\phi}$ near the event horizon.

For instance, the mirrored version of Theorem 2.5 shows that smooth compactly supported scattering data on $\mathcal{H}^-$ and on $I^-$ for the linear wave equation on extremal Reissner–Nordström generically lead to solutions $\phi$ which not only fail to be conformally smooth near $\mathcal{I}^+$, but also fail to be in $C^4$ near $\mathcal{H}^+$. (See also [37] for a general scattering theory on extremal Reissner–Nordström.) This is in stark contrast to the scattering problem on Schwarzschild, where, under the same setup, the solution remains smooth up to and including the future event horizon. One can relate this to the absence of a

15More generally, recall that our results also apply to the coupled Einstein–Maxwell–Scalar field system with a chargeless and massless scalar field and can then—a fortiori—be specialised to the linear setting (i.e. to the linear wave equation on Reissner–Nordström) as in Theorem 2.3.
bifurcation sphere in extremal Reissner–Nordström (see also [38]). Indeed, if one, instead of posing data on all of $H^-$, poses compactly supported data on a null hypersurface which coincides with $H^-$ up to some finite time and which, for sufficiently large $u$, becomes a timelike boundary intersecting $H^+$ at some finite $v$, then the corresponding solution remains smooth.

We will not explore potential implications of this on Strong Cosmic Censorship in this paper (see, however, also [39], where the importance of logarithmic asymptotics for extendibility properties near the inner Cauchy horizon of extremal Reissner–Nordström is discussed).

2.3. Translating Asymptotics Near $i^0$ into Asymptotics Near $i^+$

All the results presented so far hold true in a neighbourhood of $i^0$. In our companion paper [40], we answer the question how the asymptotics for $\partial_v (r \phi)$ obtained near spacelike infinity translate into asymptotics for $\phi$ near future timelike infinity. In that work, we restrict to the analysis of the linear wave equation on a fixed Schwarzschild background and focus on the case $p = 2$ of Theorem 2.1 (so $r \phi \sim |t|^{-1}$ on data). Smoothly extending the boundary data to the event horizon, we prove in [40] that the logarithmic asymptotics (2.8) imply that the leading-order asymptotics of $\phi$ on $H^+$ and of $r \phi$ on $I^+$ are also logarithmic and entirely determined by the constant $-2M \Phi^-$. For instance, we obtain that $r \phi|_{I^+} = -2M \Phi^- u^{-2} \log u + O(u^{-2})$ along $I^+$ as $u \to \infty$.

In particular, the leading-order asymptotics are independent of the extension of the data to (and towards) the horizon. This gives rise to a logarithmically modified Price’s law and, in principle, provides a tool to directly measure the non-smoothness of $I^+$.

The paper [40] crucially uses methods and results from [41,42]. It would be an interesting problem to show a similar statement for the coupled Einstein–Scalar field system considered in the present paper. See also the works [29,32] in this context.

2.4. Future Directions

As this paper constitutes the first of a series of papers, we here outline some further directions which we will pursue in the future and which build on the present work.

2.4.1. Going Beyond Spherical Symmetry: Higher $\ell$-Modes. It is natural to ask what happens outside of spherical symmetry in the case of the linear wave equation on a fixed Schwarzschild background (as the coupled problem would be incomparably more difficult): If one decomposes the solution to the wave equation by projecting onto spherical harmonics and works in double null Eddington–Finkelstein coordinates $(u, v)$, one gets the following generalisation of the spherically symmetric wave equation (2.14):

$$\partial_u \partial_v (r \phi_\ell) = -\ell (\ell + 1) \left( 1 - \frac{2M}{r} \right) \frac{r \phi_\ell}{r^2} + 2M \frac{\partial_u r \partial_v r \ r \phi_\ell}{1 - \frac{2M}{r}} , \quad (2.22)$$

where $\phi_\ell$ is the projection onto the $\ell$-th spherical harmonic. The difference from the spherically symmetric case treated so far is obvious: The RHS decays
slower for $\ell \neq 0$. Since the good $r^{-3}$-weight for $\ell = 0$ plays a crucial role in the proofs of all theorems in the present paper, one might think that this renders the methods of this paper useless for higher $\ell$-modes. However, one can recover the good $r^{-3}$-weight by commuting $\ell$ times with vector fields which, in Eddington–Finkelstein coordinates, to leading order all look like $r^2 \partial_v$\textsuperscript{16}. Using these commuted wave equations, one can then adapt the methods of this paper to obtain similar results for higher $\ell$-modes, with logarithms appearing in the expansions of $\partial_v (r \phi_\ell)$ at orders which depend in a more subtle way on the precise setup. We note that these commuted wave equations, which we will dub approximate conservation laws, are closely related to the higher-order Newman–Penrose quantities for the scalar wave equation (see also the introduction of [40] or the recent [43]).

We will dedicate an upcoming paper to the discussion of higher $\ell$-modes \cite{28}. Similarly to \cite{40}, we will also discuss the issue of late-time asymptotics in \cite{28}. It will turn out that, in certain physically reasonable scenarios (such as the scattering problem of Theorem 2.5), the usual expectation that higher $\ell$-modes decay faster towards $i^+$ is partially violated.

2.4.2. The Wave Equation on a Fixed Kerr Background. Similarly, it would be interesting to understand how the results obtained in this paper would differ if one were to consider the linear wave equation on a fixed Kerr background. See also the recent \cite{44} and \cite{45}, where a generalisation of the well-known Price’s law is obtained for Kerr backgrounds.

2.4.3. Going from Scalar to Tensorial Waves: The Teukolsky Equations. Once the behaviour of higher $\ell$-modes is understood in \cite{28}, the natural next step towards a resolution of Conjectures 1.1 and 1.2 would be an analysis of the Teukolsky equations of linearised gravity (e.g. in the context of the scattering problem of the recent \cite{46}). We believe that an understanding of the approximate conservation laws associated with the Newman–Penrose constants of the Teukolsky equations will play a crucial role here, similarly to \cite{28}.

2.4.4. A Resolution of Conjectures 1.1, 1.2. In turn, once a detailed understanding of the Teukolsky equations is obtained, we will attempt to resolve Conjectures 1.1, 1.2 for the Einstein vacuum equations themselves. This will, in particular, require a detailed understanding of the scattering problem for the Einstein vacuum equations with a Minkowskian $i^-$, which we hope to obtain in the not too distant future. In the context of resolving the above conjectures, we will also give a detailed explanation and enhancement of Christodoulou’s argument \cite{23}, in which we hope to obtain \eqref{1.7} dynamically.

Once this program is completed, one could finally attempt to tackle the actual $N$-body problem in a fully general relativistic setting, i.e. one could attempt to obtain a result similar to Theorem 2.1. Let us, however, not yet speculate how this would look like. For now, we hope that it suffices to say \textsuperscript{16}Recall that on the Minkowski background, i.e. for $M = 0$, the strong Huygens’ principle manifests itself in form of the conservation law $\partial_u (r^{-2} r^{-2} (r^2 \partial_v (r^{-1} (r \phi_\ell))) = 0$ for the $\ell$-th spherically harmonic mode.
that one of the most interesting aspects of such a problem would be a rigorous justification for the quadrupole approximation, arguably one of the most important tools in general relativity.

2.5. Structure of the Paper

The remainder of this paper (corresponding to the “Counter-Examples” part of the title) is structured as follows: We first reduce the spherically symmetric Einstein–Scalar field system to a system of first-order equations and set up the notation that we shall henceforth work with in Sect. 3. We sketch the specialisation to the linear case, i.e. to the case of the wave equation on a fixed Schwarzschild background, in Sect. 3.3. We construct characteristic initial data as outlined above in Sect. 4 and prove Theorem 2.4 in Sect. 4.4. We deal with the problem of timelike boundary data in Sect. 5 and prove Theorem 2.1 in Sect. 5.8. Section 5 can, in principle, be read independently of Sect. 4, though we recommend reading it after Sect. 4.

The scattering results and, in particular, Theorem 2.5 are proved in Sect. 6. This section can be read immediately after Sect. 4.

Part II. Construction of Spherically Symmetric Counter-Examples to the Smoothness of $I^+$

In this part of the paper, we will construct two classes of initial data that have a non-smooth future null infinity in the sense that the outgoing derivative of the radiation field $\partial_r (r \phi)$ has an asymptotic expansion near $I^+$ that contains logarithmic terms at leading order. These examples will be for the spherically symmetric Einstein–Maxwell$^{17}$-Scalar field system, with no incoming radiation from $I^-$ and polynomially decaying initial/boundary data on an ingoing null hypersurface or a timelike hypersurface, respectively. They are motivated by Christodoulou’s argument against smooth null infinity, see the introductory remarks in Sect. 2.1.

This part of the paper is structured as follows:

We first reduce the spherically symmetric Einstein–Maxwell–Scalar field system to a system of first-order equations in Sect. 3.

We then construct counter-examples to the smoothness of null infinity that have polynomially decaying data on an ingoing null hypersurface in Sect. 4.

In Sect. 5, we construct counter-examples with polynomially decaying data on a general timelike hypersurface (e.g. on a hypersurface of constant area radius). This latter case will be strictly more difficult than the former, so we advise the reader to first understand the former. Nevertheless, each of the sections can be understood independently of the respective other one.

---

$^{17}$We emphasise that the presence of a Maxwell field is not important to most results, we mainly include it in view of the remarks on the scattering problem on extremal Reissner–Nordström made in the introduction.
Our constructions will be fully general relativistic; however, we remark that the non-smoothness of null infinity can already be observed in the linear setting, which we present in Sects. 3.2 and 3.3.

We finally discuss implications of our results on the scattering problem on Schwarzschild; in particular, we find that it is essentially impossible for solutions to remain conformally smooth near $I^+$ if they come from compactly supported scattering data. This is discussed in Sect. 6. The reader can skip to this section immediately after having read Sect. 4.

More detailed overviews will be given at the beginning of each section.

3. The Einstein–Maxwell–Scalar Field Equations in Spherical Symmetry

In this section, we introduce the systems of equations that are considered in this paper. We write down the spherically symmetric Einstein–Maxwell–Scalar equations in double null coordinates and transform them into a particularly convenient system of first-order equations in Sect. 3.1. We then briefly introduce the Reissner–Nordström family of solutions and discuss the linear setting in Sects. 3.2 and 3.3.

3.1. The Coupled Case

Throughout this section, we will use the convention that upper-case Latin letters denote coordinates on the sphere, whereas lower-case Latin letters denote “downstairs”-coordinates. For general spacetime coordinates, we will use Greek letters.

In any double null coordinate system $(u, v)$, the Einstein equations

$$ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 T_{\mu\nu} $$

in spherical symmetry (see [47] and section 3 of [48] for details on the notion of spherical symmetry in this context) can be re-expressed into the following system of equations for the metric

$$ g = -\Omega^2 \, du \, dv + r^2 \, \gamma, $$

where $\gamma$ is the metric on the unit sphere $S^2$, $r$ is the area radius function, $\Omega$ is a positive function, and where we assume that $r, \Omega$ are $C^2$:

$$ \partial_u \partial_v r = -\frac{\Omega^2}{4r} \left( 1 + 4 \frac{\partial_v r \partial_u r}{\Omega^2} \right) + r T_{uv}, $$

$$ \partial_u \partial_v \log \Omega = \frac{\Omega^2}{4r^2} \left( 1 + 4 \frac{\partial_v r \partial_u r}{\Omega^2} \right) - T_{uv} - \frac{\Omega^2}{4} g^{AB} T_{AB}, $$

$$ \partial_u (\Omega^{-2} \partial_u r) = -r \Omega^{-2} T_{uu}, $$

$$ \partial_v (\Omega^{-2} \partial_v r) = -r \Omega^{-2} T_{vv}. $$
The matter system considered in this paper is represented by the sum of the following two energy momentum tensors:

\[ T_{sf}^{\mu\nu} = \phi^\mu \phi^\nu - \frac{1}{2} g_{\mu\nu} \phi^\xi \phi_\xi, \quad (3.7) \]

\[ T_{em}^{\mu\nu} = F_{\mu\xi} F_{\nu}^\xi - \frac{1}{4} g_{\mu\nu} F_{\xi\alpha} F^{\xi\alpha}. \quad (3.8) \]

These are in turn governed by the wave equation and the Maxwell equations, respectively, which can compactly be written as \( \nabla^\mu T_{sf}^{\mu\nu} = 0 = \nabla^\mu F_{\mu\nu} = \nabla^\mu F_{\mu\nu}. \)

One can show that, in spherical symmetry (assuming no magnetic monopoles\(^{18}\)), the electromagnetic contribution decouples and can be computed in terms of a constant \( e^2 \) (the electric charge) and \( r \):

\[ T_{em}^{ab} = - \frac{e^2}{2r^4} g_{ab}, \quad T_{em}^{AB} = \frac{e^2}{2r^4} g_{AB}. \quad (3.9) \]

For more details, see [47]. On the other hand, for the scalar field, one computes directly

\[ T_{sf}^{uu} = (\partial_u \phi)^2, \quad T_{sf}^{vv} = (\partial_v \phi)^2, \quad T_{sf}^{uv} = 0, \quad g^{AB} T_{sf}^{AB} = 4 \Omega^{-2} \partial_u \phi \partial_v \phi. \quad (3.10) \]

In particular, equations (3.3), (3.4) now read:

\[ \partial_u \partial_v \phi = - \frac{\Omega^2}{4r} \left( 1 + 4 \frac{\partial_v r \partial_u r}{\Omega^2} \right) - \frac{\Omega^2 e^2}{4r^2}, \quad (3.11) \]

\[ \partial_u \partial_v \log \Omega = \frac{\Omega^2}{4r^2} \left( 1 + 4 \frac{\partial_v r \partial_u r}{\Omega^2} \right) - \frac{e^2 \Omega^2}{2r^4} - \partial_u \phi \partial_v \phi. \quad (3.12) \]

Moreover, one derives the following wave equation for the scalar field from \( \nabla^\mu T_{sf}^{\mu\nu} = 0 \):\(^{19}\)

\[ r \partial_u \partial_v \phi + \partial_u r \partial_v \phi + \partial_v r \partial_u \phi = 0. \quad (3.13) \]

We can transform this second-order system into a system of first-order equations by introducing the renormalised Hawking mass:

\[ \varpi := m + \frac{e^2}{2r} := r \left( 1 - g' (\nabla r, \nabla r) \right) + \frac{e^2}{2r}, \quad (3.14) \]

where \( g' \) is the projected metric \( g' = -\Omega^2 du dv \) and \( m \) denotes the Hawking mass. In the remainder of the paper, we shall write \( g \) instead of \( g' \). As we shall see, the renormalised Hawking mass obeys important monotonicity properties and will essentially allow us to do energy (i.e. \( L^2 \)-) estimates, which will usually form the starting point for our estimates, which will otherwise be \( L^1 \) or \( L^\infty \)-based.

Let us now recall the notation introduced by Christodoulou:

\[ \partial_u r = \nu, \quad \partial_v r = \lambda \quad (3.15) \]

\(^{18}\)This is an evolutionary consistent assumption. This is to say that if we exclude magnetic monopoles on data, then they cannot arise dynamically. More mathematically, this is the statement that if \( F_{AB} = 0 \) on data, then \( F_{AB} = 0 \) everywhere.

\(^{19}\)Note that if \( T_{em}^{\mu\nu} = 0 \), this would be a consequence of (3.1) and the Bianchi identities.
and

\[ r \partial_u \phi = \zeta, \quad r \partial_v \phi = \theta. \]  (3.16)

Moreover, we write

\[ \mu := \frac{2m}{r}, \quad \kappa := \frac{\lambda}{1 - \mu} = -\frac{1}{4} \Omega^2 \nu^{-1}, \]  (3.17)

where the last equality comes from the definition of \( m \). It is then straightforward to derive equivalence between the system of second-order equations (3.5), (3.6), (3.11)–(3.13) and the following system of first-order equations:

\[ 20 \partial_u \varpi = \frac{1}{2} (1 - \mu) \lambda^2 \nu, \]  (3.18)

\[ \partial_v \varpi = \frac{1}{2} \theta^2 \kappa, \]  (3.19)

\[ \partial_u \kappa = \frac{1}{r} \varsigma^2 \nu \kappa, \]  (3.20)

\[ \partial_u \theta = -\frac{\varsigma \lambda}{r}, \]  (3.21)

\[ \partial_v \varsigma = -\frac{\theta \nu}{r}. \]  (3.22)

From these equations, one derives the following two useful wave equations for \( r \) and the radiation field \( r \phi \):

\[ \partial_u \nu = \partial_u \lambda = \partial_u \partial_v r = \frac{2 \nu \kappa}{r^2} \left( \varpi - \frac{e^2}{r} \right), \]  (3.23)

\[ \partial_u \partial_v (r \phi) = 2 \nu \kappa \left( \varpi - \frac{e^2}{r} \right) \frac{r \phi}{r^3}. \]  (3.24)

In the sequel, we shall mostly work with equations (3.18)–(3.24).

### 3.2. The Reissner–Nordström/Schwarzschild Family of Solutions

If one sets \( \phi \) to vanish identically in the system of equations (3.18)–(3.22), then, by (a generalisation of) Birkhoff’s theorem—which essentially follows from equations (3.18), (3.19)—all asymptotically flat solutions\(^{21}\) belong to the well-known Reissner–Nordström family of solutions, which contains as a subfamily the Schwarzschild family (corresponding to the case where also \( e^2 = 0 \)).

Let us, for the moment, go back to the four-dimensional picture and restrict to the physical parameter range \( M \geq 0, |e| \leq M \) (\(|e| = M\) corresponding to the extremal case). Then, the exteriors of this family of spacetimes are given by the family of Lorentzian manifolds \((M, g_{M,e})\), with

\[ \mathcal{M}_{M,e} = \mathbb{R} \times (M + \sqrt{M^2 - e^2}, \infty) \times S^2 \]

\(^{20}\)Notice already that, e.g., by controlling \( \varpi \) in the \( u \)-direction, Eq. (3.18) gives us an \( L^2 \)-estimate for \( \partial_u \phi \), assuming sufficient control over \( \nu \) and \( 1 - \mu \).

\(^{21}\)In contrast to the \( e^2 = 0 \)-case, there exist spherically symmetric solutions to the Einstein–Maxwell equations which are not asymptotically flat.
covered by the coordinate chart \((t, r, \vartheta, \varphi)\), where \(t \in \mathbb{R}\), \(r \in (M + \sqrt{M^2 - e^2}, \infty)\), and where \(\vartheta, \varphi\) are the standard coordinates on the sphere, and with \(g_{M,e}\) given in these coordinates by

\[
g_{M,e} = -D(r) \, dt^2 + \frac{1}{D(r)} \, dr^2 + r^2 \left( d\vartheta^2 + \sin^2 \vartheta \, d\varphi^2 \right). \tag{3.25}
\]

Here, \(D(r)\) is given by

\[
D(r) = 1 - \frac{2M}{r} + \frac{e^2}{r^2}.
\]

By introducing the tortoise coordinate \(r^*(r) := R + \int_R^r D^{-1}(r') \, dr'\) \(\tag{3.26}\)

for some \(R > M + \sqrt{M^2 - e^2}\) and further introducing the (Eddington–Finkelstein) coordinates \(2u = t - r^*(r), \, 2v = t + r^*(r)\), one can bring the metric into the double null form \((3.2)\) with \(\Omega^2 = 4D(r)\). One then has \(\varpi \equiv M\) and \(\lambda = -\nu = D(r)\).

### 3.3. Specialising to the Linear Case

We claimed in the introduction that the results that we will obtain for the coupled Einstein–Maxwell–Scalar field system can also be applied to the linear case, i.e. to the case of the wave equation \((3.24)\) on a fixed Reissner–Nordstrom background.

In that case, the right-hand sides of Eqs. \((3.18)–(3.20)\) are replaced by zero, whereas the remaining equations remain unchanged, with \(\varpi \equiv M\) a constant. This severely simplifies most proofs in the present paper. However, there is one ingredient that seems to be lost at first sight: the energy estimates (see \((4.16), (4.17)\))! These are, for instance, used for obtaining preliminary decay, \(|\phi| \lesssim r^{-1/2}\), for the scalar field in \((4.25)\). However, in the linear case, one can obtain these very estimates \((4.16), (4.17)\) by an application of the divergence theorem to \(\nabla^\mu (T^a_{\mu\nu} K^\nu)\) in a null rectangle, where \(K\) is the static Killing vector field of the Reissner–Nordström metric (given by \(\partial_t\) in \((t, r)\)-coordinates). In fact, the divergence theorem implies that the 1-form (for details, see section 11 of \([29]\))

\[
\eta := \frac{1}{2} \left( 1 - \mu \right) \frac{\zeta^2}{\nu} \, du + \frac{1}{2} \frac{\theta^2}{\kappa} \, dv \tag{3.27}
\]

is closed, \(d\eta = 0\), and one can thus define a 0-form \(\varpi'\) via \(d\varpi' = \eta\) and by demanding that \(\varpi' = M\) on past null infinity. The quantity \(\varpi'\) then obeys the exact same equations as \(\varpi\) does in the coupled case. This means that one can repeat all the estimates of the present paper, \textit{mutatis mutandis}, in the uncoupled case. In particular, once we show Theorem 2.1 from Part I, Theorem 2.3 will follow \textit{a fortiori}.

### 3.4. Conventions

In the remainder of the paper, we shall typically consider functions defined on some set \(\mathcal{D}\). We then write \(f \sim g\) if there exist uniform constants \(A, B\) such that \(Af \leq g \leq Bf\) on \(\mathcal{D}\). Similarly, we write \(f = \mathcal{O}(g)\) if there exists a uniform constant \(A\) such that \(|f| \leq Ag\). Occasionally, we shall write that
$f \sim g$ on some subset of $\mathcal{D}$. In this case, the constants $A, B$ may also depend on the subset. Similarly for $f = O(g)$.

4. Case 1: Initial Data Posed on an Ingoing Null Hypersurface

In this section, we consider the semi-global characteristic initial value problem with polynomially decaying data on an ingoing null hypersurface and no incoming radiation from past null infinity to the future of that null hypersurface.

As the case of initial data on an ingoing null hypersurface is significantly simpler than that with boundary data on a timelike hypersurface presented in Sect. 5, and since, in particular, the relevant local existence theory is well-known, we will only present \textit{a priori estimates} in this section, i.e., we will assume that a sufficiently regular solution that restricts correctly to the initial data and that “possesses” past and future null infinity as well as no anti-trapped or trapped surfaces, exists and then show the relevant estimates on this assumed solution. We hope that this will allow the reader to more easily develop a tentative understanding of the main argument. The leftout details of the proof of existence will then be dealt with in Sect. 5.

We shall first explicitly state our assumptions in Sect. 4.1. The middle part of the section will be devoted to showing that the geometric quantities $\nu, \lambda, \kappa, \varpi$ etc. remain bounded for large enough negative values of $u$ in Sect. 4.2. We then use the wave equation (3.24) to derive sharp decay rates for the scalar field and its derivatives in Sect. 4.3. Equipped with these sharp rates, we can then upgrade all the previous estimates on $\nu, \lambda$, etc. to asymptotic estimates. This will finally allow us to obtain an asymptotic expansion of $\partial_v(r \phi)$ near-future null infinity in Sect. 4.4. This last section is thus also the section where Theorem 2.4 is proved (see Theorem 4.2).

4.1. Assumptions and Initial Data

4.1.1. Global \textit{a priori} Assumptions. Let $\mathbb{R}^2$ denote the standard plane, and call its double null coordinates $(u,v)$. Fix a constant $M > 0$, and assume that we have a rectangle (see Fig. 5)

$$\mathcal{D}_U := (-\infty, U] \times [1, \infty) \subset \mathbb{R}^2$$

(4.1)

with $U < -2M$, and denote, for $u \in (-\infty, U]$, the sets $\mathcal{C}_u := \{u\} \times [1, \infty)$ as \textit{outgoing null rays} and, for $v \in [1, \infty)$, the sets $\mathcal{C}_v := (-\infty, U] \times \{v\}$ as \textit{ingoing null rays}. We furthermore write $\mathcal{C}_{v=1} := \mathcal{C}_{in}$, and we colloquially refer to $\{-\infty\} \times [1, \infty)$ as $\mathcal{T}^-$ or \textit{past null infinity}, to $(-\infty, U] \times \{\infty\}$ as $\mathcal{T}^+$ or \textit{future null infinity}, and to $\{-\infty\} \times \{\infty\}$ as $i^0$ or \textit{spacelike infinity}.

On this rectangle $\mathcal{D}_U$, we assume that a strictly positive $C^3$-function $r(u,v)$, a non-negative $C^2$-function $m(u,v)$, a $C^2$-function $\phi(u,v)$ and a constant $e^2 > 0$ are defined and obey the following properties:

The function $r$ is such that, along each of the ingoing and outgoing null rays, it tends to infinity, i.e., $\sup_{\mathcal{C}_u} r(u,v) = \infty$ for all $u \in (-\infty,U]$, and
Figure 5. The Penrose diagram of $\mathcal{D}_U$. It contains no black or white holes and, correspondingly, no trapped or anti-trapped surfaces (cf. (4.2), (4.3)). See also [49] for an explanation of these notions.

$$\sup_{\mathcal{C}_v} r(u,v) = \infty$$ for all $v \in [1, \infty)$. We moreover assume that, throughout $\mathcal{D}_U$,

$$\partial_u r = \nu < 0,$$

$$\partial_v r = \lambda > 0,$$  \hspace{1cm} (4.2) \hspace{1cm} (4.3)

that $\nu = -1$ along $\mathcal{C}_{\text{in}}$, and that $r(U,1) = r_1 = -U > 0$. We also assume that $\lim_{u \to -\infty} \lambda(u,v) = 1$ for all $v \in [1, \infty)$.

Concerning $m$, we assume that

$$\frac{\lambda}{1 - \mu} = \kappa > 0$$  \hspace{1cm} (4.4)

is a strictly positive quantity and that

$$\lim_{u \to -\infty} m(u,v) = M > 0$$  \hspace{1cm} (4.5)

for all $v \in [1, \infty)$.

On the function $\phi$, we make the assumptions that, along $\mathcal{C}_{\text{in}}$, it obeys

$$r^p \frac{\partial_u (r\phi)}{\nu} + \frac{\Phi^-}{p - 1} = O(r^{-\epsilon}).$$  \hspace{1cm} (4.6)

for some constants $\Phi^- \neq 0$, $p > 1$ and $\epsilon \in (0, 1)$, and that

$$\lim_{u \to -\infty} r\phi(u,v) = 0 = \lim_{u \to -\infty} \partial_v (r\phi)(u,v)$$  \hspace{1cm} (4.7)

for all $v \in [1, \infty)$.

Finally, we assume that, throughout $\mathcal{D}_U$, equations (3.18)–(3.22) hold pointwise.
The reader familiar with Penrose diagrams may refer to the Penrose diagram above (Fig. 5), where the geometric content of these assumptions is summarised. The reader unfamiliar with Penrose diagrams may either ignore this remark or refer to the appendix of [29] for a gentle introduction to Penrose diagrams.

4.1.2. Retrieving the Assumptions. By essentially considering solutions to the spherically symmetric Einstein–Maxwell–Scalar field system with characteristic initial data which satisfy \( \nu = -1 \) as well as (4.6) on an ingoing null hypersurface \( C_{\text{in}} \), and which satisfy \( \lambda = 1 \), (4.5) and (4.7) on \( \mathcal{I}^- \) (and by a limiting argument), we will, in Sect. 5 (cf. Theorem 5.3), prove the following:

**Proposition 4.1.** Given a set \( \mathcal{D}_U \) as in (4.1), there exists a unique triplet of functions \( (r, \phi, m) \) such that the above assumptions are satisfied, with the uniqueness being understood in the sense of Remark 5.7.

The metric associated with this solution is then given by (3.2), with \( -\Omega^2 = 4\nu\kappa \).

**Remark 4.1.** In order to see why condition (4.7) is the correct interpretation of the no incoming radiation condition, we recall from Sect. 1.2 that the statement of no incoming radiation should be interpreted as the Bondi mass along past null infinity being a conserved quantity. In spherical symmetry, the definition of the Bondi mass as limit of the Hawking mass \( m \) (or \( \varpi \)) is straightforward. The analogue to the Bondi mass loss formula (1.6) then becomes (3.18), or, formulated with respect to the past, (3.19). We thus see that the analogue to \( \Xi \) is given by \( \lim_{\mathcal{I}^-} \zeta \) (or by \( \lim_{\mathcal{I}^-} \theta \) in the past).

4.2. Coordinates and Energy Boundedness

Note that the following consistency calculation

\[
r(u, 1) - r_1 = -\int_u^U \nu \, du' = U - u
\]

confirms that, as \( \mathcal{I}^- \) is approached along \( v = 1 \), \( r \) tends to infinity. Moreover, one sees from this equation that, with this choice of \( u \)-coordinate, \( u = -r \) along \( C_{\text{in}} \).

In the remainder of the section, we will want to restrict to sufficiently large negative values of \( u \) in order to be able to make asymptotic statements. Therefore, we introduce the set

\[
\mathcal{D}_{U_0} := \mathcal{D}_U \cap \{ u \leq U_0 \}
\]

for some sufficiently large negative constant \( U_0 \) whose choice will only depend on \( M, e^2, \Phi^- \), \( p \), \( \epsilon \) and the implicit constant in the RHS of (4.6). Our first restriction on \( U_0 \) will be the following: Since \( |u| = r \) along \( C_{\text{in}} \), we shall from now on assume that

\[
\frac{|\Phi^-|}{2(p-1)} |u|^{-p} \leq |\partial_u (r\phi)| \leq 2 \frac{|\Phi^-|}{(p-1)} |u|^{-p}
\]

\( ^{22} \)In the sequel, we will show that \( \nu \sim -1 \) and \( \lambda \sim 1 \) throughout \( \mathcal{D}_{U_0} \), so one can do a similar consistency calculation for any \( C_v \) or \( C_u \).
along $C_{in} \cap \{ u \leq U_0 \}$. In view of assumption (4.6), this indeed holds for sufficiently large values of $U_0$.

In a first step, we will now prove energy boundedness along $C_{in}$, i.e. bounds on $m$ and $\varpi$.

**Proposition 4.2** (Energy boundedness on $C_{in} \cap \{ u \leq U_0 \}$). For sufficiently large negative values of $U_0$, we have along $C_{in} \cap \{ u \leq U_0 \}$, where $C_{in}$ is as described in the assumptions of Sect. 4.1:

$$\frac{M}{2} < m, \varpi < 2M. \quad (4.10)$$

**Proof.** We recall the transport equation for $\varpi$ (3.18):

$$\partial_u \varpi = \frac{1}{2} \left( 1 + \frac{e^2}{r^2} \right) \frac{\zeta^2}{\nu} - \varpi \frac{\zeta^2}{r \nu}.$$

Upon integrating, one sees that, along $C_{in}$, the energy $\varpi$ is given by

$$\varpi(u, 1) = Me^{-f_{-\infty}^u \frac{\zeta^2}{\nu} d\tilde{u}} + e^{-f_{-\infty}^u \frac{\zeta^2}{\nu} d\tilde{u}} \int_{-\infty}^u \frac{1}{2} \left( 1 + \frac{e^2}{r^2} \right) \frac{\zeta^2}{\nu} e^{f_{-\infty}^{u'} \frac{\zeta^2}{\nu} d\tilde{u}} du'. \quad (4.11)$$

Now, observe that, on $C_{in}$, we have

$$\zeta = r \partial_u \phi = \partial_u (r \phi) + \phi.$$

Moreover, by (4.7) and (4.9), we have that

$$|r \phi(u, 1)| = \left| \int_{-\infty}^u \partial_u (r \phi) du' \right| \leq \frac{2|\Phi^-|}{1-p} |u|^{-p+1}.$$

Combining the estimate above with (4.9) and applying the triangle inequality, we thus find

$$|\zeta| \leq C_{\zeta} |u|^{-p},$$

where $C_{\zeta} = 2|\Phi^-| + \frac{2|\Phi^-|}{p-1}$. Inserting this estimate back into (4.11), and using that $r(u, v) \geq |u|$ for all $v \geq 1$ as a consequence of $\lambda > 0$, we thus find

$$\varpi(u, 1) \leq Me^{f_{-\infty}^{U_0} C_{\zeta}^2 |\tilde{u}|^{-2p-1} d\tilde{u}} + e^{f_{-\infty}^{U_0} C_{\zeta}^2 |\tilde{u}|^{-2p-1} d\tilde{u}} \int_{-\infty}^{U_0} \frac{1}{2} \left( 1 + \frac{e^2}{r^2} \right) C_{\zeta}^2 d_{u'}^{-1} |u'|^{-2p} e^{f_{-\infty}^{U_0^\nu} C_{\zeta}^2 |\tilde{u}|^{-2p-1} d\tilde{u}} du'.$$

For sufficiently large values of $U_0$, the RHS can be chosen smaller than $2M$. Similarly, one can make the second term in the RHS of (4.11) small enough such that the lower bound for $\varpi$ also follows. The bounds for $m$ then follow from (3.14) by again choosing $U_0$ sufficiently large. \qed

Equipped with these energy bounds on $C_{in}$ (to be thought of as initial data), we can now exploit the monotonicity properties of the (renormalised) Hawking mass to extend these bounds into all of $D_{U_0}$:
Proposition 4.3 (Energy boundedness in $D_{U_0}$). For sufficiently large negative values of $U_0$, we have the following bounds in all of $D_{U_0}$, where $D_{U_0}$, $r$, $m$ and $\phi$ are as described in (4.8) and in the assumptions of Sect. 4.1:

$$\partial_u \varpi \leq 0, \quad (4.12)$$

$$\partial_v \varpi \geq 0. \quad (4.13)$$

In particular, we have

$$\frac{M}{2} < m, \varpi, \varpi - \frac{e^2}{r} \leq M. \quad (4.14)$$

Moreover, we have

$$0 < d_\mu := \frac{1}{2} < 1 - \mu \leq 1. \quad (4.15)$$

Proof. Observe that

$$\kappa = \frac{\lambda}{1 - \mu}$$

is positive by (4.4). We thus obtain that $1 - \mu > 0$, so (3.18), (3.19) imply $\partial_u \varpi \leq 0$, $\partial_v \varpi \geq 0$, respectively. From these monotonicity properties, we obtain the following global energy bounds for all $(u, v) \in D_{U_0}$ (we recall assumption (4.5)):

$$\varpi(U_0, 1) \leq \varpi(u, v) \leq M,$$

so the estimate (4.14) for $\varpi$ follows from (4.10). Boundedness of $m$ and $\varpi - \frac{e^2}{r}$ again follows by choosing $U_0$ sufficiently large. To find the positive lower bound for $1 - \mu$, we simply insert the upper bound $m \leq M$ into the definition $\mu = 1 - \frac{2m}{r}$. This gives $1 - \frac{2M}{|U_0|} \leq 1 - \mu$. The bound then follows by choosing $U_0 \leq -4M$. \hfill \Box

The Energy Estimates. Energy boundedness (Prop. 4.3) in particular implies the following two crucial energy estimates by the fundamental theorem of calculus (simply integrate Eqs. (3.18), (3.19)), which hold throughout $D_{U_0}$:

$$0 \leq \int_{v_1}^{v_2} \frac{1}{2} \frac{\theta^2}{\kappa} (u, v) \, dv \leq \frac{M}{2}, \quad (4.16)$$

$$0 \leq -\int_{u_1}^{u_2} \frac{1}{2} \frac{(1 - \mu)}{\nu} \zeta^2 (u, v) \, du \leq \frac{M}{2}. \quad (4.17)$$

Equipped with these energy estimates, we can now control the geometric quantities $\nu, \lambda, \kappa$ in $L^\infty$.

Proposition 4.4. For sufficiently large negative values of $U_0$, there exist positive constants $d_\kappa, C_\lambda, C_\nu, d_\lambda, d_\nu$, depending only on initial data$^{23}$, such that the

$^{23}$By this, we henceforward mean that the constants depend only on $\Phi^-, p, M$ and $e^2$. We also recall that the choice of $U_0$ only depends on the constants $\Phi^-, p, \epsilon, M, e^2$ and the implicit constant in the RHS of (4.9).
following inequalities hold throughout all of \( \mathcal{D}_{U_0} \), where \( \mathcal{D}_{U_0}, r, m \) and \( \phi \) are as described in (4.8) and in the assumptions of Sect. 4.1:

\begin{align*}
\partial_u \kappa & \leq 0, \\
d_{\kappa} & \leq \kappa \leq 1, \\
d_{\lambda} & \leq \lambda \leq C_{\lambda}, \\
-d_{\nu} & \geq \nu \geq -C_{\nu}.
\end{align*}

**Proof.** It is clear that \( \partial_u \kappa \leq 0 \) (see Eq. (3.20)). Since \( \lim_{u \to -\infty} \kappa = \lim_{u \to -\infty} \lambda = 1 \) by assumption, \( \kappa \leq 1 \) follows by monotonicity. Moreover, integrating the equation (3.20) for \( \partial_u \kappa \) in \( u \), we find, for \( (u, v) \in \mathcal{D}_{U_0}, \)

\[ \kappa(u, v) = \kappa(-\infty, v) e^{-\int_{-\infty}^{u} \frac{1}{\tau} \frac{e^2}{\nu} \, du'} \]

\[ \geq e^{\frac{e^2}{\lambda \tau}} \int_{-\infty}^{u_0} \frac{1}{\nu} \frac{1}{\mu u} \, du' \geq e^{\frac{1}{\lambda \tau}} \cdot M \geq e^{\frac{1}{\nu r}} =: d_{\kappa}, \]

where we used \( r \geq -U_0 \) and \( 1 - \mu > d_{\mu} \) in the second step, and the energy estimate (4.17) in the last step. We now immediately get bounds on \( \lambda = \kappa(1 - \mu): d_{\mu}d_{\kappa} \leq \lambda \leq 1. \)

To finally show boundedness for \( \nu \), we integrate Eq. (3.23) from \( C_{\text{in}} \). We find, for \( (u, v) \in \mathcal{D}_{U_0}, \)

\[ |\nu(u, v)| = |\nu(u, 1)| e^{\int_{1}^{v} \frac{2}{r} \left( \frac{1}{\nu} - \frac{e^2}{\tau} \right) \, dv'}. \]

The bound (4.21) then follows in view of

\[ \left| \int_{1}^{v} \kappa \left( \frac{1}{\nu} - \frac{e^2}{\tau} \right) \, dv' \right| \leq \frac{1}{d_{\mu}} \int_{1}^{v} \frac{\lambda}{r^2} M \, dv' \leq \frac{1}{d_{\mu}} M \left( \frac{1}{r(u, 1)} - \frac{1}{r(u, v)} \right) \leq \frac{1}{d_{\mu}} M \cdot \frac{1}{|U_0|}. \]

\[ \square \]

### 4.3. Sharp Upper and Lower Bounds for \( \partial_u (r \phi) \) and \( r \phi \)

In this section, we will use the previous results, in particular the energy estimates, to derive sharp upper and lower bounds for \( r \phi \) and \( \partial_u (r \phi) \).

**Theorem 4.1.** For sufficiently large negative values of \( U_0 \), there exist positive constants \( b_1, b_2, B_1, B_2 \), depending only on initial data, such that the following estimates hold throughout \( \mathcal{D}_{U_0} \), where \( \mathcal{D}_{U_0}, r, m \) and \( \phi \) are as described in (4.8) and in the assumptions of Sect. 4.1:

\[ b_1 |u|^{-p} \leq |\partial_u (r \phi)| \leq B_1 |u|^{-p} \]

and

\[ b_2 |u|^{-p+1} \leq |r \phi| \leq B_2 |u|^{-p+1}. \]

In particular, both quantities have a sign.
Proof. We will prove this by integrating the wave equation (3.24) along characteristics and using the energy estimates. In a first step, we will integrate \( \partial_u \phi = \zeta/r \) along an ingoing null ray starting from \( \mathcal{I}^- \) and use Cauchy–Schwarz and the energy estimate to infer weak decay for the scalar field: \( |\phi| \lesssim r^{-1/2} \). In a second step, we will integrate the wave equation (3.24) along an outgoing null ray starting from \( \mathcal{C}_{\text{in}} \), using the decay obtained in step 1, to then infer bounds on \( |\partial_u (r\phi)| \lesssim |u|^{-3/2} \). In a third step, we integrate \( \partial_u (r\phi) \) from \( \mathcal{I}^- \) to improve the decay of the radiation field: \( |r\phi| \lesssim |u|^{-1/2} \). We then reiterate steps 2 and 3 until the decay matches that of the initial data on \( \mathcal{C}_{\text{in}} \). (Note that one could replace this inductive procedure by a continuity argument; this will be the approach of Sect. 5.)

Let now \((u, v) \in \mathcal{D}_{U_0}\). Recalling the no incoming radiation condition (4.7), we obtain

\[
|\phi(u, v)| = \left| \int_{-\infty}^{u} \frac{\zeta}{r} \, du' \right| \\
\leq \left( \int_{-\infty}^{u} \frac{\zeta^2}{\nu} (1 - \mu) \, du' \right)^{1/2} \left( \int_{-\infty}^{u} \frac{-\nu}{1 - \mu} \frac{1}{r} \, du' \right)^{1/2} \quad (4.25)
\]

where we used the energy estimate (4.17) in the last estimate.

Next, by integrating the wave equation (3.24) from \( v = 1 \), we get

\[
|\partial_u (r\phi)(u, v)| \leq \frac{2|\Phi^-|}{p - 1} |u|^{-p} + \left| \int_{1}^{v} 2 \frac{\nu}{1 - \mu} \left( \zeta - \frac{e^2}{r^2} \right) \frac{\lambda \phi}{r^2} \, dv' \right| \\
\leq \frac{2|\Phi^-|}{p - 1} |u|^{-p} + \int_{1}^{v} \frac{2C_{\nu}}{d_{\mu}} M C_{1} \partial_v \left( -\frac{2}{3r^2} \right) \, dv' \quad (4.26)
\]

where we used (4.9) to estimate the boundary term. But now recall that on \( \mathcal{C}_{\text{in}} \cap \{ u \leq U_0 \} \), i.e. on \( v = 1 \), we have that \( r \) and \( |u| \) are comparable\(^{24}\), so we indeed get, for some constant \( C_2 \):

\[
|\partial_u (r\phi)|(u, v) \leq C_2 |u|^{-\min\left(\frac{3}{2}, p\right)}.
\]

In a third step, we integrate this estimate in the \( u \)-direction:

\[
|r\phi|(u, v) \leq \int_{-\infty}^{u} |\partial_u (r\phi)| \, du' \leq \max(2, (p - 1)^{-1}) C_2 |u|^{-\min\left(\frac{3}{2}, p - 1\right)}.
\]

This is an improvement over the decay obtained from the energy estimates. We can plug it back into the second step, i.e. into (4.26), to get improved decay for \( \partial_u (r\phi) \), from which we can then improve the decay for \( r\phi \) again. The upper bounds (4.23), (4.24) then follow inductively.

\(^{24}\)This is a property that we will not be able to exploit in the timelike case!
Moreover, we can use the upper bound $|r\phi| \leq B_2|u|^{-p+1}$ to infer a lower bound on $\partial_u(r\phi)$: Integrating again the wave equation (3.24) as in (4.26), and estimating the arising integral according to
\[
\left|\int_1^v \frac{\nu}{1-\mu} \left(\frac{\omega - e^2}{r}\right) \frac{\lambda r\phi}{r^3} \, dv'\right| \leq \int_1^v \frac{C_u}{d_\mu} MB_2|u|^{-p+1} \partial_v \left(-\frac{1}{r^2}\right) \, dv' \leq \frac{C_u B_2}{d_\mu} \frac{M}{r(u,1)^2}|u|^{-p+1} \leq \frac{|\Phi^-|}{4(p-1)}|u|^{-p},
\]
where the last inequality holds true for large enough $U_0$, we obtain the lower bound
\[
|\partial_u(r\phi)(u,v)| \geq \frac{|\Phi^-|}{2(p-1)}|u|^{-p} - \frac{|\Phi^-|}{4(p-1)}|u|^{-p} = \frac{|\Phi^-|}{4(p-1)}|u|^{-p}. \tag{4.27}
\]
In fact, we get the asymptotic statement that
\[
\partial_u(r\phi)(u,v) - \partial_u(r\phi)(u,1) = O(|u|^{-p+1}). \tag{4.28}
\]
The lower bound for $r\phi$ then follows by integrating the lower bound for $\partial_u(r\phi)$.
\[
\square
\]
We have now obtained bounds over all relevant quantities. Plugging these back into the previous proofs allows for these bounds to be refined. This is done by following mostly the same steps but replacing all energy estimates with the improved pointwise bounds we now have at our disposal.

**Corollary 4.1.** For sufficiently large values of $U_0$, we have the following asymptotic estimates throughout $\mathcal{D}_{U_0}$, where $\mathcal{D}_{U_0}$, $r$, $m$ and $\phi$ are as described in (4.8) and in the assumptions of Sect. 4.1:
\[
|\omega(u,v) - M| = O(|u|^{-2p+1}), \tag{4.29}
\]
\[
|v(u,v) + 1| = O(|u|^{-1}), \tag{4.30}
\]
\[
|\kappa(u,v) - 1| = O(r^{-1}|u|^{-2p+1}), \tag{4.31}
\]
\[
|\lambda(u,v) - 1| = O(r^{-1}), \tag{4.32}
\]
\[
|\partial_u(r\phi)(u,v) - \partial_u(r\phi)(1,v)| = O(|u|^{-p+1}). \tag{4.33}
\]
In particular, since $|u|^{p-1}r\phi$ takes a limit on initial data as $u \to -\infty$, it takes the same limit everywhere, that is:
\[
\lim_{u \to -\infty} |u|^{p-1}r\phi(u,1) = \lim_{u \to -\infty} |u|^{p-1}r\phi(u,v) = \Phi^- \tag{4.34}
\]
for all $v \geq 1$. In particular, we then have
\[
r\phi(u,v) = \frac{\Phi^-}{|u|^{p-1}} + O(u^{-p+1-\epsilon}). \tag{4.35}
\]

**Remark 4.2.** Notice, in particular, that we obtain that $\zeta \sim |u|^{-2}$ if $p = 2$. Using the results below, one can also show that $\zeta = r\partial_u \phi$ attains a limit on $\mathcal{I}^+$ and that $\lim_{r \to +\infty} \zeta \sim |u|^{-2}$ (see Remark 4.4). Comparing (1.6) with (3.18) (see Remark 4.1), this can be recognised as the direct analogue of the condition that $|\Xi| \sim |u|^{-2}$ from assumption (1.7) from Sect. 1.2. In turn,
(1.7) was motivated by the quadrupole approximation. Thus, the case $p = 2$ reproduces the prediction of the quadrupole approximation. It is therefore the most interesting one from the physical point of view.

**Remark 4.3.** Note that one can still prove the above corollary if one demands assumption (4.6) to hold on $I^+$ rather than on $C_m$, and if one assumes a positive lower bound on the Hawking mass $m$. In fact, the only calculation that changes in that case is (4.26): One now integrates $\partial_u(r\phi)$ from $v = \infty$ rather than from $v = 1$. Combined with Theorem 4.2, this explains the statement of Theorem 2.2.

We conclude this subsection with the following observation:

**Lemma 4.1.** For sufficiently large values of $U_0$, we have throughout $D_{U_0}$, where $D_{U_0}$ and $r$ are as described in (4.8) and in the assumptions of Sect. 4.1:

$$|r(u, v) - (v - u)| = O(\log(r)). \quad (4.36)$$

**Proof.** This follows from $r(u, 1) - r(U_0, 1) = U_0 - u$ and the following estimate:

$$r(u, v) - r(u, 1) = \int_1^v \lambda \, dv' = (v - 1) + O(\log(r(u, v))),$$

where we used the asymptotic estimate (4.32) for $\lambda$. □

### 4.4. Asymptotics of $\partial_v (r\phi)$ Near $I^+$, $i^0$ and $I^-$ (Proof of Theorem 2.4)

We are now ready to state the main result of this section, namely the asymptotic behaviour of $\partial_v (r\phi)$. Let us first focus on the most interesting case $p = 2$. We have the following theorem:

**Theorem 4.2.** Let $p = 2$ in Eq. (4.6), i.e., let $\lim_{u \to -\infty} |u|r\phi(u, 1) = \Phi^- \neq 0$. Then, for sufficiently large negative values of $U_0$, we obtain the following asymptotic behaviour for $\partial_v (r\phi)$ throughout $D_{U_0}$, where $D_{U_0}$, $r$, $m$ and $\phi$ are as described in (4.8) and in the assumptions of Sect. 4.1 (in particular, $M \neq 0$):

$$|\partial_v (r\phi)| \sim \begin{cases} \frac{\log r - \log |u|}{r^3}, & u = \text{constant}, \, v \to \infty, \\ \frac{1}{r^3}, & v = \text{constant}, \, u \to -\infty, \\ \frac{1}{r^3}, & v + u = \text{constant}, \, v \to \infty. \end{cases} \quad (4.37)$$

More precisely, for fixed $u$, we have the following asymptotic expansion as $I^+$ is approached:

$$|\partial_v (r\phi)(u, v) + 2M\Phi^- r^{-3} \left( \log r - \log(|u|) - \frac{3}{2} \right)| = O(r^{-3}|u|^{-\epsilon}). \quad (4.38)$$

Combined with Proposition 4.1 (and the specialisation to the linear case from Sect. 3.3), this theorem proves Theorem 2.4 from the introduction.
**Proof.** We plug the asymptotics from Corollary 4.1 as well as the estimate (4.36) into the wave equation (3.24) to obtain
\[
\partial_u \partial_v (r \phi) = \frac{-2M \Phi^-}{r^3 |u|} + \mathcal{O}(r^{-3} u^{-1-\epsilon}) = \frac{2M \Phi^-}{(v-u)^3 u} + \mathcal{O}(r^{-3} |u|^{-1-\epsilon} + r^{-4} \log r |u|^{-1}).
\]
Integrating the above estimate from past null infinity then gives
\[
\partial_v (r \phi)(u, v) - \int_{-\infty}^{u} \frac{2M \Phi^-}{(v-u')^3 u'} du' = \mathcal{O}(r^{-3} |u|^{-\epsilon}). \tag{4.39}
\]
We can calculate the integral on the LHS by decomposing the integrand into fractions:
\[
\partial_v (r \phi)(u, v) - 2M \Phi^- \left( \frac{\log |u| - \log(v-u)}{v^3} + \frac{3v - 2u}{2v^2(v-u)^2} \right) = \mathcal{O}(r^{-3} |u|^{-\epsilon}). \tag{4.40}
\]
It is then clear that, for fixed \( u \) and \( v \to \infty \), we have, to leading order,
\[
\partial_v (r \phi) \sim -\frac{\log r - \log |u|}{r^3}. \tag{4.41}
\]
On the other hand, for fixed \( v \) and \( u \to -\infty \), we have
\[
\partial_v (r \phi) \sim -\frac{1}{r^3}, \tag{4.42}
\]
which can be seen by expanding the logarithm \( \log(1 - v/u) \) to third order in powers of \( v/u \).

Lastly, if we take the limit along a spacelike hypersurface, e.g. along \( u + v = 0 \), we get
\[
\partial_v (r \phi) \sim -\frac{1}{r^3}. \tag{4.43}
\]
\[ \square \]

**Remark 4.4 (Similarities to Christodoulou’s argument).** Notice that \( \Phi^- \) here plays the same role as \( \mathcal{D}^{(3)} \Xi^- \) does in Christodoulou’s argument. Indeed, recall from Remark 4.1 that, in our case, the analogue of the radiative amplitude \( \Xi \) is \( \lim_{t_+} \zeta = \lim_{t_+} r \partial_u \phi \) (this limit exists in view of estimate (4.38) and the wave equation (3.24)), and that we moreover have
\[
\lim_{u \to -\infty} \lim_{v \to -\infty} u^2 \zeta(u, v) = \lim_{u \to -\infty} \lim_{v \to -\infty} u^2 (\partial_u (r \phi) - v \phi)(u, v) = \Phi^-; \tag{4.44}
\]
and compare equations (4.39), (4.40) to equation (1.9).

One can generalise the above proof to integer \( p > 1 \) to find that the asymptotic expansion of \( \partial_v (r \phi) \) will contain a logarithmic term with constant coefficient at \((p + 1)\)st order. Here, we will demonstrate this explicitly only for the case \( p = 3 \) since this case is of relevance for the black hole scattering problem, as will be explained in Sect. 6. However, we provide a full treatment of general integer \( p \) for the uncoupled problem in “Appendix B”, see Theorem B.1.
We also note that, by considering integrals of the type \( \int \frac{1}{|v-u|^p} \, du \) for non-integer \( p \), one can obtain similar results for non-integer \( p \), cf. footnote 12. For instance, if \( p \in (1, 2) \), we would obtain that \( \partial_v(r\phi) = Cr^{-1-p} + \ldots \).

**Theorem 4.3.** Let \( p = 3 \) in Eq. (4.6), i.e., let \( \lim_{u \to -\infty} |u|^2 r\phi(u,1) = \Phi^- \neq 0 \).

Then, throughout \( \mathcal{D}_U \) and for sufficiently large negative values of \( U_0 \), where \( \mathcal{D}_U \), \( r \), \( m \) and \( \phi \) are as described in (4.8) and in the assumptions of Sect. 4.1 (in particular, \( M \neq 0 \)), we obtain for fixed \( u \) the following asymptotic expansion for \( \partial_v(r\phi) \) along each \( C_u \) as \( \mathcal{I}^+ \) is approached:

\[
\left| \partial_v(r\phi)(u,v) - \frac{F(u)}{r^3} + 6M\Phi^- \frac{\log(r) - \log |u|}{r^4} \right| = O(r^{-4}), \tag{4.45}
\]

where \( F(u) \) is given by

\[
F(u) = \int_{-\infty}^u \lim_{v \to -\infty} (2mvr\phi)(u',v) \, du' = \frac{2M\Phi^-}{u} + O(|u|^{-1-\epsilon}). \tag{4.46}
\]

**Proof.** Following the same steps as in the previous proof, we find that

\[
\partial_v(r\phi)(u,v) = O(r^{-3}|u|^{-1}). \tag{4.47}
\]

In order to write down higher-order terms in the expansion of \( \partial_v(r\phi) \), we commute the wave equation with \( r^3 \) and integrate:

\[
r^3 \partial_v(r\phi)(u,v) = r^3 \partial_v(r\phi)(-\infty,v) + \int_{-\infty}^u \partial_u (r^3 \partial_v(r\phi))(u',v) \, du' \\
= \int_{-\infty}^u 3vr^2 \partial_v(r\phi)(u',v) \, du' + \int_{-\infty}^u 2 \left( \varpi - \frac{\epsilon^2}{r} \right) \nu \kappa r\phi(u',v) \, du'. \tag{4.48}
\]

Here, we used that, by the above (4.47), \( r^3 \partial_v(r\phi) \) vanishes as \( u \to -\infty \).

Let’s first deal with the second integral from the second line of (4.48). Observe that each of the quantities \( \varpi \), \( \nu \) and \( r\phi \) attains a limit on \( \mathcal{I}^+ \) by monotonicity, and that \( \kappa \to 1 \) by Cor. 4.1. We write these limits as \( \varpi(u,\infty) \), etc. Note, moreover, that \( \partial_u \varpi \lesssim r^{-2}u^{-4} \) and \( \partial_u \nu \lesssim r^{-2} \) by (3.19) and (3.23), respectively. We can further show that \( \partial_u \kappa \lesssim r^{-2}u^{-6} \) by integrating \( \partial_u \partial_v \log \kappa \) in \( u \) from \( \mathcal{I}^- \), where \( \partial_v \log \kappa \) vanishes:\footnote{The computation below is the only place where we use that \( r \) is \( C^5 \). If one wishes to compute higher-order asymptotics, then more regularity needs to be assumed.}

\[
\partial_u \partial_v \log \kappa = \partial_v \partial_u \log \kappa = \partial_v \left( \frac{\xi^2}{\nu r} \right) = -\frac{\lambda \zeta^2}{\nu r^2} - 2 \frac{\zeta \theta}{r^2} - 2 \frac{\left( \varpi - \frac{\epsilon^2}{r} \right) \kappa \xi^2}{\nu r^3}.
\]
We can thus apply the fundamental theorem of calculus to write
\[
\int_{-\infty}^{u} \left( 2 \left( \frac{\varpi - e^2}{r} \right) \nu \kappa r \phi(u', v) \right) \, du' \\
= \int_{-\infty}^{u} 2 \varpi \nu r \phi(u', \infty) \, du' \\
- \int_{-\infty}^{u} \int_{v}^{\infty} \partial_{v} \left( 2 \left( \frac{\varpi - e^2}{r} \right) \nu \kappa r \phi \right) (u', v') \, dv' \, du'.
\]
(4.49)

The first integral on the RHS equals \( F(u) \) from (4.46) and asymptotically evaluates to \( F(u) = \frac{2M \Phi}{u} + O(|u|^{-1-\epsilon}) \) as a consequence of Corollary 4.1. On the other hand, by the above estimates for the \( v \)-derivatives of \( \varpi, \nu, \kappa \) and \( r \phi \), we can estimate the double integral above according to
\[
\int_{-\infty}^{u} \int_{v}^{\infty} \partial_{v} \left( 2 \left( \frac{\varpi - e^2}{r} \right) \nu \kappa r \phi \right) (u', v') \, dv' \, du' \lesssim \int_{-\infty}^{u} \int_{v}^{\infty} \frac{1}{r^2 |u'|^6} + \frac{1}{r^2 |u'|^2} + \frac{1}{r^2 |u'|^8} + \frac{1}{r^3 |u'|} \, dv' \, du' \lesssim \frac{1}{r |u|}.
\]
(4.50)

Let us now turn our attention to the first integral in the second line of Eq. (4.48). Plugging in our preliminary estimate (4.47) for \( \partial_{v}(r \phi) \), we obtain:
\[
\int_{-\infty}^{u} 3 \nu r^2 \partial_{v}(r \phi)(u', v) \, du' \lesssim \int_{-\infty}^{u} \frac{1}{(v - u')|u'|} \, du' = \frac{\log(v - u) - \log |u|}{v}.
\]
(4.51)

Therefore, combining the three estimates above, we obtain from (4.48) the asymptotic estimate:
\[
r^3 \partial_{v}(r \phi)(u, v) - \int_{-\infty}^{u} 2m \nu r \phi(u', \infty) \, du' = O \left( \frac{\log(v - u) - \log |u|}{v} \right).
\]
(4.52)

This is an improvement over the estimate (4.47). By inserting this into (4.51), we can further improve the estimate (4.51) to
\[
\int_{-\infty}^{u} 3 \nu r^2 \partial_{v}(r \phi)(u', v) \, du' \\
= \int_{-\infty}^{u} \frac{-6M \Phi}{(v - u')u'} + O(r^{-1}|u'|^{-1-\epsilon}) + O \left( \frac{\log(v - u') - \log |u'|}{v(v - u')} \right) \, du' \\
= -6M \Phi \left( \frac{\log(v - u) - \log |u|}{v} \right) + O(r^{-1}).
\]
(4.53)

Here, we used that
\[
\int_{-\infty}^{u} \frac{\log(v - u') - \log |u'|}{v(v - u')} \, du' = \frac{1}{v} \text{Li}_2 \left( \frac{v}{v - u} \right),
\]
(4.54)
where \( \text{Li}_2 \) denotes the dilogarithm\(^{26} \), which has the two equivalent definitions for \( |x| \leq 1 \):

\[
- \int_0^x \frac{\log(1 - y)}{y} \, dy =: \text{Li}_2(x) := \sum_{k=1}^{\infty} \frac{x^k}{k^2}. \tag{4.55}
\]

In particular, we thus have, since \( 0 < v/(v - u) < 1 \),

\[
\int_{-\infty}^u \frac{\log(v - u') - \log|u'|}{v(v - u')} \, du' \leq \frac{1}{v} \frac{v}{v - u} \sum_{k=1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6} \frac{1}{v - u}. \tag{4.56}
\]

Plugging the above asymptotics (4.53) back into Eq. (4.48) and dividing by \( r^3 \) completes the proof. \( \square \)

**Remark 4.5 (Higher derivatives).** We remark that one can commute the two wave equations for \( r \) and \( r \phi \) with \( \partial_v \) to obtain similar results for higher derivatives. For instance, one gets that \( \partial_v \partial_v r \sim r^{-2} \) and, thus, asymptotically,

\[
\partial_v^2(r\phi) = -\frac{3}{r} \partial_v(r\phi) + \ldots. \tag{4.57}
\]

This fact is of importance for proving higher-order asymptotics for general \( p \) using time integrals, see also the proof of Theorem 6.2, in particular Eq. (6.20).

**Remark 4.6.** Comparing these results to those of [23] presented in Sect. 1.2, one can of course also compute the Weyl curvature tensor \( W \) and relate it to \( \phi \) using the Einstein equations. Since we work in spherical symmetry, \( \rho \) is the only non-vanishing component of the Weyl tensor \( W_{\mu\nu\xi\sigma} \) under the null decomposition (1.1). We derive the following formula in “Appendix A”:

\[
W_{vuvu} = -\frac{\Omega^4}{2} m \frac{1}{r^3} + \frac{8}{3} \Omega^2 \partial_u \phi \partial_v \phi. \tag{4.58}
\]

Using the results above, it is thus easy to see that, in the case \( p = 2 \), the asymptotic expansion of \( \rho \) contains a logarithmic term at order \( r^{-5} \log r \) (coming from the \( \partial_u \phi \partial_v \phi \)-term). We stress, however, that the point of working with the Einstein–Scalar field system is to model the more complicated Bianchi equations (which encode the essential hyperbolicity of the Einstein vacuum equations) by the simpler wave equation (and thus gravitational radiation by scalar radiation), replacing, for example, \( \beta \) with \( \partial_v(r\phi) \). It is therefore not the behaviour of the curvature coefficients we are directly interested in, but the behaviour of the scalar field.

### 5. Case 2: Boundary Data Posed on a Timelike Hypersurface

In this section, we construct solutions

for the setup with vanishing incoming radiation from past null infinity and with polynomially decaying boundary data (as opposed to characteristic data as considered in the previous section),

\[
r\phi|_\Gamma \sim |t|^{-p+1}, \tag{5.1}
\]

\(^{26}\)See e.g. [50], page 1004.
posed on a suitably regular timelike curve $\Gamma$, where $t$ is time measured along that curve.

For instance, the reader can keep the example of a curve of constant $r = R$ in mind, with $R$ being larger than what is the Schwarzschild radius in the linear case: $2M$. In general, however, $r$ need not be constant and is also permitted to tend to infinity.

In contrast to the characteristic problem of Sect. 4, this type of boundary problem does not permit \textit{a priori estimates} of the same strength as those of Sect. 4. Instead, we will need to develop the existence theory for these problems simultaneously to our estimates. The existence theory developed in the present section can then, \textit{a fortiori}, be used to prove Proposition 4.1 of the previous section (i.e. to show the existence of solutions satisfying the assumptions of Sect. 4.1).

5.1. Overview

The problem considered in this section differs from the previous problem in that there are two additional difficulties: In the null case, the two crucial observations were (a) boundedness of the Hawking mass (see Proposition 4.3) and (b) that $|u|$ is comparable to $r$ along $C_{\text{in}}$, which we used to propagate $|u|$-decay from $C_{\text{in}}$ outwards (see (4.26)). It is clear that (b) will in general not be true in the timelike case (where $C_{\text{in}}$ is replaced by $\Gamma$).

Regarding (a), we recall that the boundedness of the Hawking mass $\varpi$ was just a simple consequence of its monotonicity properties, which allowed us to essentially bound $\varpi$ from above and below by its prescribed values on the initial ingoing or outgoing null ray, respectively. These values were in turn determined by the constraint equations for $\partial_u \varpi$ and $\partial_r \varpi$ (Eqs. (3.18), (3.19)). However, when prescribing \textit{boundary data} for $(r, \phi)$ on $\Gamma$, it is no longer possible to derive bounds for $\varpi$ just in terms of the data.\textsuperscript{27}

Instead, we will therefore, inspired by the results for the null case, bootstrap both the boundedness of the Hawking mass and the $|u|$-decay of $r\phi$. Unfortunately, the need to appeal to a bootstrap argument comes with a technical subtlety: To show the non-emptiness part of the bootstrap argument, we will need to exploit continuity in a compact region! This forces us to first consider \textit{boundary data of compact support}, $\text{supp}(\phi_{\Gamma}) \cap \{u \leq u_0\} \cap \Gamma \neq \emptyset$ for some $u_0$, which obey a polynomial decay bound that is independent of $u_0$. Then, by the domain of dependence property\textsuperscript{28}, we can consider the finite problem where we set

\begin{equation}
    r\phi = 0 = \partial_v (r\phi) = \partial_v \varpi, \tag{5.2}
\end{equation}

\begin{equation}
    \varpi = M > 0 \tag{5.3}
\end{equation}

on the outgoing null ray $C_{u_0}$ of constant $u = u_0$ emanating from $\Gamma$. The goal is to show uniform bounds in $u_0$ for the solutions arising from this and, ultimately, to push $u_0$ to $-\infty$ using a limiting argument.

\textsuperscript{27}It is this fact which forms the main difficulty in proving local existence for this system.

\textsuperscript{28}We can “extend” to the past, i.e. towards $I^-$, by the Reissner–Nordström solution for $u \leq u_0$. 
Structure. After showing local existence for this initial boundary value problem in Sect. 5.4, we first make a couple of restrictive but severely simplifying assumptions (such as smallness of initial data). These allow us to prove a slightly weaker version of our final result, namely Theorem 5.3, in which we construct global solutions arising from non-compactly supported boundary data. This is done in the way outlined above: We first consider solutions arising from compactly supported boundary data and prove uniform bounds on $\varpi$ and uniform decay of $r\phi$ for these in Sect. 5.5 (both uniform in $u_0$). Subsequently, we send $u_0$ to $-\infty$ using a Grönwall-based limiting argument in Sect. 5.6, hence removing the assumption of compact support.

Now, while the proof of Theorem 5.3 already exposes many of the main ideas, it does not show sharp decay for certain quantities. As a consequence, the theorem is not sufficient for showing that $\partial_v(r\phi) = Cr^{-3} \log r + O(r^{-3})$ (unless the datum for $r$ tends to infinity along $\Gamma$); instead, it only shows that $|\partial_v(r\phi)| \sim r^{-3} \log r$. We will overcome this issue by proving various refinements—the crucial ingredient to which is commuting with the generator of the timelike boundary $\Gamma$—which allow us to not only remove the aforementioned restrictive assumptions but also to show sharp decay on all quantities and, in particular, derive an asymptotic expression for $\partial_v(r\phi)$. This is done in Sect. 5.7. The main results of this section, namely Theorems 5.6 and 5.7, are then proved in Sect. 5.8. In particular, these theorems together prove Theorem 2.1 from the introduction. The confident reader may wish to skip to Sect. 5.7 immediately after having finished reading Sect. 5.5.

Since the construction of our final solution will span the next 40 pages, we feel that it may be helpful to immediately give a description of the final solutions of Sect. 5.8. This is done in Sect. 5.2. The sole purpose of this is for the reader to see already in the beginning what kind of solutions we will construct, it is in no way part of the mathematical argument.

Furthermore, in order for the limiting argument to become more concrete, we will work on an ambient background manifold with suitable coordinates. All solutions constructed in the present section will then be subsets of this manifold. This ambient manifold is introduced in Sect. 5.3.

The Maxwell Field. As we have seen in the previous section, the inclusion of the Maxwell field does not change the calculations in any notable way. We will thus, from now on, consider, in order to make the calculations less messy, the case $e^2 = 0$; however, all results of the present section can be recovered (with some minor adaptations) for $e^2 \neq 0$ as well.

5.2. Preliminary Description of the Final Solution

In this section, we describe the solutions that we will ultimately construct in Sect. 5.8.

Let $U_0$ be a negative number, $-\infty < U_0 < 0$, and define the set
\[ D_{U_0} := \{(u, v) \in \mathbb{R}^2 | -\infty < u \leq v < \infty \text{ and } u \leq U_0 \}. \] (5.4)

We denote, for $u \in (-\infty, U_0]$, the sets $C_u := \{u\} \times [u, \infty)$ as outgoing null rays and, for $v \in [u, \infty)$, the sets $C_v := (-\infty, U_0] \times \{v\}$ as ingoing null rays. We
colloquially refer to \((-\infty) \times (-\infty, \infty)\) as \(\mathcal{I}^-\) or past null infinity, to \((-\infty, U_0] \times \{\infty\}\) as \(\mathcal{I}^+\) or future null infinity, to \((-\infty) \times (-\infty, 0)\) as \(i^-\) or past timelike infinity, and to \((-\infty) \times \{\infty\}\) as \(i^0\) or spacelike infinity. Furthermore, we denote the timelike part of the boundary of \(\mathcal{D}_{U_0}\) by

\[ \Gamma := \{(u, v) \in \mathcal{D}_{U_0} \mid u = v\}. \quad (5.5) \]

We will, in Sect. 5.6, show the following statement:

**Proposition.** There exists a unique (in the sense of Remark 5.7) triplet of \(C^2\)-functions \((r, \phi, m)\) on \(\mathcal{D}_{U_0}\) such that the following are satisfied: The functions \((r, \phi, m)\) satisfy the equations (3.18)–(3.22) pointwise throughout \(\mathcal{D}_{U_0}\). Moreover, \(r\) tends to infinity along each of the ingoing and outgoing null rays, i.e., \(\sup_{C^u} r(u, v) = \infty\) for all \(u \in (\infty, U_0]\), and \(\sup_{C^v} r(u, v) = \infty\) for all \(v \in (-\infty, \infty)\), and we have throughout \(\mathcal{D}_{U_0}\) that \(\nu < 0\) and \(\lambda > 0\). Furthermore, we have that \(\frac{\lambda}{1-\mu} = \kappa > 0\) is strictly positive and tends to 1 as \(u \to -\infty\), and that, for all \(v \in (-\infty, \infty)\),

\[ \lim_{u \to -\infty} m(u, v) = \lim_{u \to -\infty} m(u, u) = M > 0. \quad (5.6) \]

Similarly, the function \(\phi\) satisfies, for all \(v \in (-\infty, \infty)\),

\[ \lim_{u \to -\infty} r\phi(u, v) = 0 = \lim_{u \to -\infty} \partial_v (r\phi)(u, v). \quad (5.7) \]

Finally, \(r\) and \(\phi\) restrict to \(\Gamma\) as follows: We have that \(r(u, u) > 2M\) either tends to a finite limit \(R > 2M\), or that it tends to an infinite limit, as \(u \to -\infty\). In the case where it tends to a finite limit, we further have, denoting by \(T = \partial_u + \partial_v\) the generator of the curve \(\Gamma\), that

\[ Tr(u, u) = \mathcal{O}(\mid u \mid^{-s}) \quad (5.8) \]

for some \(s = 1 + \epsilon_r > 1\). In the case where it tends to an infinite limit, we instead have that

\[ -Tr(u, u) \sim \mid u \mid^{-s} \quad (5.9) \]

for some \(s \in (0, 1]\). For the scalar field, we have that

\[ T(r\phi)(u, u) = C^1_{in, \phi} \mid u \mid^{-p} + \mathcal{O}(\mid u \mid^{-p-\epsilon_\phi}), \quad (5.10) \]

\[ r\phi(u, u) = C^1_{in, \phi} \frac{\mid u \mid^{-p+1}}{p-1} + \mathcal{O}(\mid u \mid^{-p+1-\epsilon_\phi}) \quad (5.11) \]

for some constants \(C^1_{in, \phi} \neq 0\), \(p > 1\) and \(\epsilon_\phi \in (0, 1)\).

The reader can again refer to the Penrose diagram below (Fig. 6).

---

29As we mentioned before, we will develop the existence theory at the same time as our estimates. The proposition below, however, extracts from this only the existence theory and the form of the final boundary/scattering data.
5.3. The Ambient Manifold

In this section, we introduce the ambient manifold and coordinate chart that shall provide us with the geometric background on which we shall be working. Let $U < 0$, and let $\mathcal{D}_U$ be the manifold with boundary

$$\mathcal{D}_U := \{(u, v) \in \mathbb{R}^2 | -\infty < u \leq v < \infty \text{ and } u < U\}. \quad (5.12)$$

We can equip $\mathcal{D}_U$ with the Lorentzian metric $-du\,dv$. In the sequel, we shall prescribe on the boundary of $\mathcal{D}_U$ suitable boundary data $(\hat{r}, \hat{\phi})$ for the Einstein–Scalar field system (3.18)–(3.22). Together with suitable data on an outgoing null ray, these will, at least locally, lead to solutions $(r, \phi, m)$, as will be demonstrated in the next section. These solutions correspond, according to Sect. 3.1, to spherically symmetric spacetimes, whose quotient under the action of $SO(3)$ we will view as subsets of the ambient manifold $\mathcal{D}_U$.

Throughout this entire section, any causal-geometric concepts such as “null”, “timelike” or “future” will refer to the background manifold $(\mathcal{D}_U, -du\,dv)$.

5.4. A Local Existence Result

We will start by proving a local existence result in the gauge specified above:
Proposition 5.1. Let $D_U$ be as described in Sect. 5.3, let $u_0 \leq u_1 < U$ and $v_1 > v_0$, and let $\mathcal{C} = \{u_0\} \times [u_0, v_1]$ be an outgoing null ray intersecting $\mathcal{G} = \{(u, v) \in D_U \mid u_0 \leq u \leq u_1\}$ at a point $q = (u_0, u_0)$. Specify on $\mathcal{C}$ two $C^2$-functions $\bar{r}(v)$, $\bar{\phi}(v)$, and specify on $\mathcal{G}$ two $C^2$-functions $\bar{r}(u)$, $\bar{\phi}(u)$. Moreover, specify a value $\bar{m}(q) < \bar{r}(u_0)/2$, and define on $\mathcal{C}$ the function $\bar{m}(v)$ as the unique solution to the ODE

$$\partial_v\bar{m} = \frac{1}{2} \left(1 - \frac{2\bar{m}}{\bar{r}}\right) \bar{r}^2 \left(\frac{\partial_v\bar{\phi}}{\partial_v\bar{r}}\right)^2$$

with initial condition $\bar{m}(q)$. Finally, assume that the following data bounds are satisfied

$$\max_{\mathcal{C}} \{ |\log \bar{r}|, |\log \partial_v \bar{r}|, |\bar{\phi}|, |\partial_v \bar{\phi}|, |\log(1 - 2\bar{m}(q)/\bar{r}(u_0))|\} \leq C,$$  

$$\max_{\mathcal{G}} \{ |\log \bar{r}|, |T\bar{r}|, |\dot{\phi}|, |T\dot{\phi}|\} \leq C,$$  

and assume the usual compatibility conditions at the corner $q$ as well as\(^{30}\)

$$T\bar{r}(u = v) - \partial_v \bar{r}(v) < 0. \tag{5.16}$$

Then, for $\epsilon$ sufficiently small and depending only on $C$, there is a region

$$\Delta_{u_0, \epsilon} := \{(u, v) \in D_U \mid u_0 \leq u \leq v \leq u_0 + \epsilon\} \tag{5.17}$$

in which a unique $C^2$-solution to the spherically symmetric Einstein–Scalar field equations $(3.18)-(3.23)$ that restricts correctly to the initial/boundary data exists. Moreover, higher regularity is propagated, that is to say: If the initial data are in $C^k$ for $k > 2$, then the solution will also be in $C^k$.

Proof. The proof will follow a classical iteration argument: We will define a contraction map $\Phi$ on a complete metric space such that the fixed-point of this map will be a solution to the system of equations.

For an $\epsilon > 0$ to be specified later, define

$$Y(\Delta_{u_0, \epsilon}) := \{(r, \phi, m, \mu) \in C^1(\Delta_{u_0, \epsilon}) \times C^1(\Delta_{u_0, \epsilon}) \times C^0(\Delta_{u_0, \epsilon}) \times C^0(\Delta_{u_0, \epsilon})\} \tag{5.18}$$

and the corresponding subspace

$$Y_E(\Delta_{u_0, \epsilon}) := \{(r, \phi, m, \mu) \in Y(\Delta_{u_0, \epsilon}) \mid \max\{ |\log r|, |\log \partial_v r|, |\log(-\partial_u r)|, ||\phi||_{C^1(\Delta_{u_0, \epsilon})}, |m|, |\log(1 - \mu)|\} \leq E\}, \tag{5.19}$$

equipped with the metric

$$d((r_1, \phi_1, m_1, \mu_1), (r_2, \phi_2, m_2, \mu_2)) := \sup_{\Delta_{u_0, \epsilon}} \{ |\log |r_1/r_2||, |\log |\partial_v r_1/\partial_v r_2||, |\log |\partial_u r_1/\partial_u r_2||, |\log |\phi_1 - \phi_2||_{C^1(\Delta_{u_0, \epsilon})}, |m_1 - m_2|, |\log |1 - \mu_1||/|1 - \mu_2|\}.$$

\(^{30}\) This should be thought of as implying that $\partial_u r < 0$ along $\Gamma$. Note that we cannot specify $\partial_u r$ as data on $\Gamma$. 
For any element \((r, \phi, m, \mu) \in Y_E(\Delta_{u_0, \epsilon})\), we now define our candidate for the contraction map \(\Phi\) via \((r', \phi', m', \mu') = \Phi((r, \phi, m, \mu))\), where the primed quantities \(r', \phi'\) are, for \((u, v) \in \Delta_{u_0, \epsilon}\), defined via
\[
r'(u, v) = \hat{r}(u) + \tilde{r}(v) - \hat{r}(u) - \int_u^v \int_{u_0}^v \frac{2m\nu\lambda}{r^2(1-\mu)} \, du \, dv \tag{5.20}
\]
and (notice that these double integrals are simply integrals over rectangles)
\[
\phi'(u, v) = \hat{\phi}(u) + \tilde{\phi}(v) - \hat{\phi}(u) - \int_u^v \int_{u_0}^v \frac{1}{r} (\partial_u r \partial_v \phi + \partial_v r \partial_u \phi) \, du \, dv, \tag{5.21}
\]
and \(m', \mu'\) are defined as solutions to the ODE’s
\[
\frac{\partial_u}{1 - \mu'} \frac{\partial_v r'}{r'} = r' \frac{(\partial_u \phi')^2}{\partial_u r' \frac{1}{1 - \mu'}}, \tag{5.22}
\]
\[
\partial_u m'(u, v) = \frac{1}{2} (1 - \mu') r'^2 \frac{(\partial_u \phi')^2}{\partial_u r'}, \tag{5.23}
\]
with initial conditions \(\mu'(u_0, v) = 2\bar{m}(v)/\tilde{r}(v)\), \(m'(u_0, v) = \bar{m}(v)\), respectively.

One now checks that a) \(\Phi\) is a map from \(Y_E(\Delta_{u_0, \epsilon})\) to itself, and that b) it is a contraction w.r.t. the associated metric \(d\). Both these facts can easily be established by (after also integrating the equations for \(\partial_v r'/(1 - \mu')\), \(m'\), and solving the ODE for \(\bar{m}\), for some suitably small interval) bounding in each case the integrand by a continuous function of \(E\) and then making the integrals sufficiently small by using the smallness in \(\epsilon\), whereas the initial data terms from integrating the equations can be bounded from above and below by continuous functions of \(C\) in case a)\(^31\), and they vanish in case b)\(^32\).

Having established these two facts, we invoke the Banach fixed point theorem to obtain a unique fixed-point
\[
(r, \phi, m, \mu) \in Y_E(\Delta_{u_0, \epsilon}),
\]
which clearly solves the equations (3.18), (3.20)–(3.23) and restricts properly to the initial/boundary data. However, it is not yet clear that this fixed point has the desired regularity, that \(\mu = 2m/r\), or that Eq. (3.19) is satisfied.

To obtain the desired regularity, observe that the equations that the fixed point obeys immediately tell us that we have that \(\partial_u \partial_v r, \partial_u \partial_v \phi, \partial_u m\) and \(\partial_u \mu\) are, in fact, continuous. Moreover, we also have that \(\mu = 2m/r\) everywhere since it holds initially (on \(\mathcal{C}\)) and we can differentiate in \(u\) to propagate equality inwards. (See also the argument below.) To infer higher regularity, consider now the equation that \(\partial_u m\) satisfies (an ODE with coefficients that are continuously differentiable in \(v\)) to see that \(\partial_v m\) is continuous; hence, \(m\) is continuously differentiable. By a similar argument, we can then also infer that \(r\) and \(\phi\) are in \(C^2\). This in turn implies that \(m\) is in \(C^2\), which allows us to propagate the

\(^{31}\)This is the reason for the necessity of condition (5.16)—without it, we wouldn’t be able to guarantee that the “initial value” term for \(\partial_u r'\) on \(\Gamma\) would be negative.

\(^{32}\)Note that we introduced \(\mu\) and \(m\) as a priori independent variables only to deduce more easily that \(1 - \mu\) remains bounded away from zero.
constraint equation (5.13) inwards by differentiating both sides in $u$: Indeed, we have, by virtue of $m$ being $C^2$:

$$\partial_u \partial_v m = \partial_v \left( \frac{1}{2} \left( 1 - \frac{2m}{r} \right) r^2 \frac{(\partial_u \phi)^2}{\partial_u r} \right) = \left( -\frac{\partial_u m}{r} + \frac{m \partial_u r}{2r^2} \right) - \frac{(\partial_u \phi)^2}{\partial_u r} + \left( 1 - \frac{2m}{r} \right) r \frac{(\partial_u \phi)^2}{\partial_u r}$$

where, in the last step, we used equations (3.13) and (3.20) in the last step. Applying Grönwall’s inequality to the two identities above shows that (3.19) holds everywhere in $\Delta_{u_0, \epsilon}$ and, thus, completes the proof. □

**Remark 5.1.** Comparing to the local existence proof for the characteristic initial value problem, the main difficulty here was that we couldn’t treat the equation for $\partial_u m$ as a constraint equation that is prescribed initially (cf.5.13), so we had to include it in the contraction map. The value of $m$ along $\Gamma$ is not known initially, but found dynamically via the fixed point theorem (by integrating $\partial_u m$ from $\bar{\omega}$). (We recall that, for the characteristic initial value problem, one can conveniently define the contraction map via the three wave equations for $\partial_u \partial_v \phi$, $\partial_u \partial_v r$ and $\partial_u \partial_v m$, and then propagate the equations for $\partial_u m$ and $\partial_v m$ “inwards” from initial data.)

### 5.5. The Finite Problem: Data on an Outgoing Null Hypersurface $C_{u_0}$

Now that we have established local existence for a small triangular region $\Delta_{u_0, \epsilon}$ as described above, we want to increase the region of existence. For this, we will first need to prove uniform bounds for $r, m, \phi$ (like those obtained in the null case) for initial/boundary data as described in Sect. 5.2. As discussed in the introduction to this section, we will, in the present subsection, assume that the data for $r \phi$ are compactly supported on $\Gamma := \partial D_U$. We will remove this assumption of compact support in Sect. 5.6.

Furthermore, as mentioned in the overview (Sect. 5.1), we will from now on make an extra assumption in order to simplify the presentation, namely that the exponent $p$ from the bound (5.10) be larger than $3/2$, that is, we will assume $p > 3/2$ instead of $p > 1$. This assumption will be removed in Sect. 5.7. We will also introduce a lower bound on $R$ (5.28) in order to more clearly expose the ideas. In reality, if we only want to show upper bounds,
this bound can always be replaced by $R > 2M$, see Remark 5.3. We will only need a slightly stronger lower bound on $R$ once we prove lower bounds for the radiation field in Theorem 5.3.

**Theorem 5.1.** Let $D_U$ be as described in Sect. 5.3 and specify smooth functions $\hat{r}$, $\hat{\phi}$ on $\Gamma = \partial D_U = \{(u, u) \in D_U\}$, with $\hat{\phi}$ having compact support. Let $C_{u_0}$ denote the future-complete outgoing null ray emanating from a point $q = (u_0, u_0)$ on $\Gamma$ that lies to the past of the support of $\hat{\phi}$. On $C_{u_0}$, specify $\bar{m} \equiv M > 0$, $\bar{\phi} \equiv 0$ and an increasing smooth function $\bar{r}$ defined via $\bar{r}(v = u_0) = \hat{r}(u = u_0)$ and the ODE

$$\partial_v \bar{r} = 1 - \frac{2M}{\bar{r}}.$$  

(5.24)

Finally, assume that (denoting again the generator of $\Gamma$ by $T = \partial_u + \partial_v$) the following bounds hold on $\Gamma$:

$$|T(\hat{r} \hat{\phi})(u)| \leq C_{in,\phi} |u|^{-p},$$  

(5.25)

$$|T \hat{r}(u)| \leq C_{in,r} |u|^{-s},$$  

(5.26)

$$\hat{r} \geq R > 2M,$$  

(5.27)

with positive constants $p > 3/2$, $C_{in,\phi}$, $C_{in,r}$ and $s > 0$.

Let $\Delta_{u_0,\epsilon}$ denote the region of local existence of the solution $(r, \phi, m)$ arising from these initial/boundary data in the sense of Proposition 5.1. Then we have, for sufficiently large negative values of $U_0$ (the choice of $U_0$ depending only on data), and if

$$R \geq \frac{2M}{1 - e^{-2 + \delta(U_0)}}$$  

(5.28)

for some function $\delta(u) \sim 1/|u|^{2p-3}$, that the following pointwise bounds hold throughout $\Delta_{u_0,\epsilon} \cap \{u \leq U_0\}$:

$$0 < \frac{M}{2} \leq m \leq M,$$  

(5.29)

$$0 < 1 - \frac{2M}{r} \leq 1 - \mu \leq 1,$$  

(5.30)

$$0 < 1 - \delta(u) = \kappa \leq 1,$$  

(5.31)

$$0 < (1 - \delta(u)) \left(1 - \frac{2M}{r}\right) = \lambda \leq 1,$$  

(5.32)

$$0 < d_{\nu} =: \left(1 - \frac{2M}{R}\right) e^{-\frac{2M}{R}} \leq |\nu| \leq e^{\frac{2M}{R}} =: C_{\nu},$$  

(5.33)

$$|r \phi| \leq \frac{C_{in,\phi} |u|^{-p+1}}{1 - \frac{1}{2(1 - \delta(U_0))} \log \frac{R}{R - 2M}} =: C' |u|^{-p+1},$$  

(5.34)

$$|\partial_v(r \phi)| \leq MC' \frac{|u|^{-p+1}}{r^2},$$  

(5.35)

where $C_{in,\phi} = C_{in,\phi}^1/(p - 1)$. In particular, all these bounds are independent of $u_0$.  


Proof. The proof will consist of a nested bootstrap argument. First, we will assume boundedness of the Hawking mass. This will essentially allow us to redo the calculations done in the proof of Prop. 4.4 to show boundedness of the geometric quantities $\lambda, \nu, \mu$. We will then assume $|u|-\text{decay}$ for the radiation field $r\phi$ and improve this decay by using the previously derived bounds on $\nu, \lambda, \mu$, the assumed bound on $m$, and by integrating the wave equation (3.24) in $u$ and in $v$. We will then use the decay for $r\phi$ to get enough decay for $\zeta$ to also improve the bound on $m$ by integrating $\partial_u m$. Indeed, it will turn out to slightly simplify things if we also introduce a bound on $\zeta$ as a bootstrap assumption.

Let us start the proof: It is easy to see that the assumptions of the theorem allow us to apply Proposition 5.1; in particular, a solution $(r, \phi, m)$ exists in $\Delta_{u_0, \epsilon}$ for sufficiently small $\epsilon$. Next, notice that, by the monotonicity property of the Hawking mass\(^{33}\), it is clear that $1 - \mu > 1 - \frac{2M}{R} =: d_\mu$. Having made these preliminary observations, we now initiate the bootstrap argument. Consider the set

$$\Delta := \{(u, v) \in \Delta_{u_0, \epsilon} \mid \text{such that, for all } (u', v') \in \Delta_{u_0, \epsilon} \text{ with } u' \leq u, v' \leq v:\}
$$

\begin{align*}
\langle \text{BS(1)} \rangle & |m(u', v')| \leq \eta \cdot M, \\
\langle \text{BS(2)} \rangle & |\zeta(u', v')| \leq \tilde{C}|u'|^{-p+1}, \\
\langle \text{BS(3)} \rangle & |r\phi(u', v')| \leq C'|u'|^{-p+1},
\end{align*}

where $\eta, \tilde{C}$ and $C'$ are positive constants with $\eta > 1$, $\tilde{C}$ sufficiently large, and $C' = \frac{\eta' C_{in, \phi}}{1 - \delta(u_0) \log \frac{R}{R - 2M}} > 0$ (the positivity of this constant of course being precisely the condition that $R$ be sufficiently large), where $\eta' > 1$ is arbitrary and $\delta(u) \sim |u|^{-2p+3}$ can be made arbitrarily small by choosing $U_0$ large enough.

Proposition 5.1 guarantees that $\Delta$ is non-empty by continuity; $\{q\} \subset \Delta$ ($q$ is trivially contained in $\Delta$, but $q$ alone wouldn’t be enough, we instead need a small triangle in which we can integrate—this is where we need the assumption of compactness (and thus of compact support) to exploit continuity).

Furthermore, $\Delta$ is clearly closed, so it suffices to show that it is also open. We will essentially follow the same structure as we did in the null case for this: First, note that, in $\Delta$, we again have the energy estimates (cf. (4.16), (4.17)) as a consequence of (BS(1))

$$\int_{v_1}^{v_2} \frac{1}{2} \frac{\partial^2}{\partial u^2} (u, v) \, dv \leq 2\eta M, \quad (5.36)$$

$$- \int_{u_1}^{u_2} \frac{1}{2} \frac{(1 - \mu)}{\nu} \zeta^2 (u, v) \, du \leq 2\eta M. \quad (5.37)$$

We then obtain that

$$1 \geq \kappa \geq e^{-\frac{2\eta M}{Rd_\mu}} =: d_\kappa'$$

\(^{33}\)By the above local existence result, we already know that $\nu < 0$ and $\lambda > 0$ in $\Delta_{u_0, \epsilon}$.
by integrating equation (3.20) for $\partial_u \kappa$ and applying the energy estimate as in the proof of Prop. 4.4. Later, we will want to show that the lower bound for $\kappa$ can be improved beyond the estimate given by the energy estimate, which is why we have also introduced the bootstrap bound on $\zeta$ (BS(2)). But let us first derive bounds for $\lambda$ and $\nu$: It is clear that

$$d_{\lambda} := d_{\mu} \leq \lambda \leq 1.$$ 

For $|\nu|$, we integrate Eq. (3.23) from $\Gamma$:

$$|\nu(u, v)| = |\nu(u, u)| e^{2 \int_{u}^{v} \frac{\kappa}{r^2} m \, dv'}.$$

Using that

$$\left| \int_{u}^{v} \frac{\kappa}{r^2} m \, dv' \right| \leq \frac{\eta M}{d_{\mu} R},$$

as well as the fact that $\nu|_{\Gamma} = T - \lambda|_{\Gamma} \leq -\frac{1}{2} \lambda|_{\Gamma}$, where we used that $T$ satisfies $|T| \leq |u|^{-s}$ and can thus be made small by choosing $U_0$ large enough, we thus get that

$$d_{\nu} \leq |\nu| \leq C_{\nu},$$

with the constants $d_{\nu}, C_{\nu}$ only depending on initial/boundary data.

Let us now invoke our second bootstrap assumption (BS(2)). Note that (BS(2)) directly implies that $|m| \leq M$. Indeed, integrating, as in the null case, the equation for $\partial_u m$ from $C_{u_0}$ (see Eq. (4.11)), we obtain

$$|m(u, v)| \leq M e^{\frac{c}{2p-3} d_{\nu} R |u|^{-2p+3}} + \frac{\tilde{C}}{2 (2p-3) d_{\nu}} |u|^{-2p+3} e^{\frac{c}{2p-3} d_{\nu} R |u|^{-2p+3}}.$$

The above expression is strictly less than $\eta M$ for $|U_0|$ large enough; this improves the bootstrap assumption (BS(1)). Notice that the second term in the above expression is strictly smaller than the first one for large enough $|u|$. Therefore, by considering again (4.11), we also get that $m$ is positive, say, $m > \frac{M}{2}$. By the monotonicity properties of $m$ (namely, $\partial_u m \leq 0$), we thus conclude that $\frac{M}{2} \leq m \leq M$ (in fact, we have established that $m - M = O(|u|^{-2p+3})$). Therefore, we shall henceforth assume that $|m| \leq M$.

We now use (BS(2)) to improve the lower bound on $\lambda$: Inserting (BS(2)) into the integration of Eq. (3.20), we get

$$\kappa = 1 - \delta(u) > 0,$$

where $\delta(u) \sim 1 - e^{-|u|^{2p-3}}$ tends to 0 as $|u|$ tends to infinity. In particular, we now get the lower bound:

$$\lambda = (1 - \delta(u)) \left( 1 - \frac{2M}{r} \right).$$
We finally invoke our bootstrap assumption (BS(3)) for the $|u|$-decay for $r\phi$. From the wave equation $\partial_u \partial_v (r\phi) = 2m\nu\kappa \frac{\phi}{r^2}$, we get, by integrating in $u$ from $C_{u_0}$:

$$|\partial_v (r\phi)(u,v)| \leq MC' \frac{|u|^{-p+1}}{r^2}. \quad (5.41)$$

In turn, integrating the above in $v$ from $\Gamma$, we then get, plugging in the lower bound (5.40) to substitute $v$-integration with $r$-integration,

$$|r\phi(u,v)| \leq C_{\text{in},\phi} + MC' \frac{1}{|u|^{p-1}} \int_{r(u,u)}^{r(u,v)} \frac{1}{r(r-2M)(1-\delta(U_0))} dr$$

$$\leq \frac{1}{|u|^{p-1}} \left( C_{\text{in},\phi} + \frac{C'}{2(1-\delta(U_0))} \log \frac{r(u,u)}{r(u,v)} \cdot \frac{r(u,v) - 2M}{r(u,v)} \right)$$

$$\leq \frac{1}{|u|^{p-1}} \left( C_{\text{in},\phi} + \frac{C'}{2(1-\delta(U_0))} \log \left( \frac{R}{R - 2M} \right) \right) < \frac{C'}{|u|^{p-1}}. \quad (5.42)$$

The condition that this last term be less than $\frac{C'}{|u|^{p-1}}$ leads to the following lower bound on $R$:

$$1 - \frac{1}{2(1-\delta(U_0))} \log \frac{R}{R - 2M} > 0 \implies R > \frac{2M}{1 - e^{-2(1-\delta(U_0))}}. \quad (5.43)$$

This closes the bootstrap assumption (BS(3)) for $r\phi$. Since $\eta' > 1$ was arbitrary, we can take the limit $\eta' \to 1$.

Finally, we use this decay in the scalar field to improve the bootstrap bound on $\zeta$. This will essentially come from the wave equation: First, note that, on $\Gamma$,

$$|\partial_u (r\phi)|(u,u) \leq |\partial_v (r\phi)|(u,u) + |T(\hat{r}\phi)|(u) \leq |u|^{-p+1} \left( \frac{C_{\text{in},\phi}}{|u|} + \frac{MC'}{R^2} \right),$$

where the second inequality comes from bound (5.41). We can now integrate the wave equation from $\Gamma$ to obtain

$$|\partial_u (r\phi)(u,v)| \leq \left( \frac{C_{\text{in},\phi}}{|u|} + \frac{MC'}{R^2} \right) + \frac{MC' \nu C'}{d\mu R^2} |u|^{-p+1}.$$
We will explain how to deal with this issue later in Sect. 5.7, where all the above bounds are made sharp. The reader interested in this may wish to skip to Sect. 5.7 directly.

**Remark 5.3.** The lower bound on $R$ is, in fact, wasteful, as one can already see from the fact that we did not explicitly use the decay for $r\phi$ inside the relevant integrals in (5.42). Alternatively, one can do a Grönwall argument as follows: We have

$$
|r\phi|(u, v) \leq \frac{C_{\text{in}, \phi}}{|u|^{p-1}} + \int_u^v \int_{u_0}^u 2m\nu_{\kappa} \frac{r\phi}{r^3} \left( u', v' \right) du' dv' 
$$

$$
\leq \frac{C_{\text{in}, \phi}}{|u|^{p-1}} + \int_{u_0}^u M \sup_{v' \in [u, v]} |r\phi|(u', v') \left( 1 - \mathcal{O}(|u|^{-e}) \right) r(r - 2M)(u', u) du', 
$$

(5.44)

where, in the second line, we applied Tonelli and then used that $\nu = 1 - 2M/r + \mathcal{O}(|u|^{-e})$ for some $\epsilon > 0$, which we will prove in Sect. 5.7.1 (see (5.97)). Taking the supremum $\sup_{v' \in [u, v]}$ on the LHS of (5.44) and then applying Grönwall’s inequality to this yields

$$
\sup_{v' \in [u, v]} |r\phi|(u, v') \leq \left( \frac{R}{R - 2M} + \mathcal{O}(|u|^{-e}) \right). 
$$

(5.45)

In other words, we can replace the bootstrap argument for (BS(3)) by a direct Grönwall argument, and this only requires the lower bound $R > 2M$. In particular, one can obtain an *a priori estimate* for $r\phi$ (without needing to assume compactness), provided that $m$ is bounded. For now, however, we will continue working with the lower bound $R \geq \frac{2M}{1 - e^{-2\pi r(u_0)}}$.

The above theorem (when also taking into account the bound on $\partial_u(r\phi)$ shown in the proof) in particular allows us to increase the region of existence of the solution to

$$
\mathcal{D}_{u_0, U_0} := \{(u, v) \in \mathcal{D}_U \mid u \in [u_0, U_0), v \in [u, \infty)\}, 
$$

(5.46)

i.e. a region extending towards a part of $\mathcal{T}^+$. In fact, we have:

**Theorem 5.2.** Under the same assumptions as in Theorem 5.1, the resulting solution exists (and satisfies the bounds of Theorem 5.1) in all of $\mathcal{D}_U \cap \{u_0 \leq u \leq U_0\}$, and can be smoothly extended to all $u \leq u_0$ by the vacuum solution with mass $M$ that satisfies $\partial_v r = 1 - \frac{2M}{r}$ on $\Gamma \cap \{u \leq u_0\}$.

**Proof.** The existence of the solution in the region $\mathcal{D}_{u_0, U_0}$ follows by continuously applying local existence theory (now also for the characteristic initial value problem) combined with the uniform bounds from Theorem 5.1. Moreover, in view of Birkhoff’s theorem, we can smoothly extend to $u \leq u_0$ with the mass–$M$-Schwarzschild solution that satisfies $\partial_v r = 1 - \frac{2M}{r}$ on $\Gamma \cap \{u \leq u_0\}$ (see Fig. 7). To be more concrete, one can compute $\partial_u \left( \partial_v r - (1 - \frac{2M}{r}) \right) = \ldots$
Figure 7. Extension of the finite solution towards $\mathcal{I}^-$ via the vacuum Schwarzschild solution. The finite solution arises from trivial data on $\mathcal{C}_{u_0}$ and boundary data on $\Gamma$ that are compactly supported towards the future of $\mathcal{C}_{u_0}$ as depicted. We shaded the region that is uniquely determined by the specification of $\partial_v r = 1 - \frac{2Mr}{r^2(1-\mu)}$ on $\Gamma \cap \{ u \leq u_0 \}$ to see that $\partial_v r = 1 - \frac{2Mr}{r}$ for all $v \geq u_0 \geq u$. Similarly, if one imposes that $\partial_v r = 1 - \frac{2M}{r}$ on $\Gamma \cap \{ u \leq u_0 \}$, one can apply Grönwall’s inequality to $\partial_v \left( \partial_u r - \left( T\hat{r} - \left( 1 - \frac{2M}{r} \right) \right) \right)$ to show that $\partial_u r - \left( T\hat{r} - \left( 1 - \frac{2M}{r} \right) \right) = 0$ for all $u \leq u_0$. Combining these two facts uniquely determines the vacuum solution, which we shall henceforth refer to as $(r_0, 0, M)$. In particular, this solution is independent of $u_0$ in the sense that, for any two different values of $u_0$, say $u_{0,a} < u_{0,b}$, the two arising solutions $(r_0, 0, M)$ are identical for $u \leq u_{0,a}$. \hfill $\Box$

Remark 5.4. The resulting Schwarzschild solution $(r_0, 0, M)$ for $u \leq u_0$ can be related to the Schwarzschild solution $\mathcal{M}_M$ in double null Eddington–Finkelstein coordinates $(\tilde{u}, v)$ of Sect. 3.2 by redefining the $u$-coordinate such that $u(\tilde{u}) = v$ on a past-complete timelike curve $\Gamma \subset \mathcal{M}_M$ on which the area radius function coincides with $\hat{r}$.

We have thus generated a family of semi-global solutions coming from compactly supported and decaying boundary data on a timelike curve $\Gamma$, \[-\frac{2Mu}{r^2(1-\mu)} \left( \partial_v r - \left( 1 - \frac{2M}{r} \right) \right) \text{ and apply Grönwall’s inequality combined with (5.24) to see that} \quad \partial_v r = 1 - \frac{2M}{r} \text{ for all } v \geq u_0 \geq u.\]
equipped with bounds independent of the support of the data. We will remove the assumption of compact support in the next section by sending \( u_0 \) to \(-\infty\).

### 5.6. The Limiting Problem: Sending \( C_{u_0} \) to \( I^- \)

In the previous proof, we crucially needed to exploit compactness to show the non-emptiness parts of the bootstrap arguments. We now remove this restriction to compact regions.

We shall follow a direct limiting argument: Given non-compactly supported boundary data, we construct a sequence of solutions with compactly supported boundary data that will tend to a unique limiting solution such that this limiting solution will restrict correctly to the initially prescribed non-compactly supported boundary data. The advantage of this approach over, say, a density argument, is that it will also provide us with a uniqueness statement as we will explain in Remark 5.7.

We will first state the “data assumptions” that the limiting solution is required to satisfy and, after that, write down the sequence of finite solutions. The remainder of the subsection will then contain the detailed analysis of the convergence of this sequence.

#### The “Final” Boundary Data

Let \( M > 0 \). We restrict to sufficiently large negative values of \( u \leq U_0 < 0 \) and specify boundary data \((\hat{r}, \hat{\phi})\) on \( \Gamma = \partial D_U \cap \{u \leq U_0\} \) as follows: The datum \( \hat{r} \in C^2(\Gamma) \) is to satisfy:

\[
|T\hat{r}(u)| \leq C_{in,r}|u|^{-s}, \tag{5.47}
\]

\[
\hat{r} \geq R \geq 2M^{1-e^{-2+\delta(U_0)}} \tag{5.48}
\]

for some positive constant \( C_{in,r} \), where \( \delta(U_0) \sim |U_0|^{-2p+3} \) appeared before in Theorem 5.1. On the other hand, \( \hat{\phi} \in C^2(\Gamma) \) is chosen to obey \( \lim_{u \to -\infty} \hat{r}\hat{\phi}(u) = 0 \) and

\[
|T(\hat{r}\hat{\phi})(u)| \leq C_{in,\phi}^{1}|u|^{-p} \tag{5.49}
\]

with \( p > 3/2 \) and some constant \( C_{in,\phi}^{1} > 0 \).

#### The Sequence of Finite Solutions \((r_k, \phi_k, m_k)\)

We finally prescribe a sequence of initial/boundary data as follows: In a slight abuse of notation, let, for \( k \in \mathbb{N} \), \( C_k = \{u = -k, v \geq u\} \) denote an outgoing null ray emanating from \( \Gamma \), and let \((\chi_k)_{k \in \mathbb{N}}\) denote a sequence of smooth cut-off functions on \( \Gamma \),

\[
\chi_k = \begin{cases} 
1, & u \geq -k + 1, \\
0, & u \leq -k.
\end{cases} \tag{5.50}
\]

On \( C_k \), we denote by \( \bar{r}_k \) the solution to the ODE

\[
\partial_u(\bar{r}_k) = 1 - \frac{2M}{\bar{r}_k} \tag{5.51}
\]

\[\text{We remind the reader that this lower bound on } R \text{ can be replaced by } R > 2M \text{ in view of Remark 5.3.}\]
with initial condition given by $$\hat{r}(\Gamma \cap C_k)$$. Then our sequence of initial data is given by:

$$
(I.D.)_k = \begin{cases} 
\hat{r}_k = \hat{r}, \hat{\phi}_k = \chi_k \hat{\phi} & \text{on } \Gamma, \\
\bar{r}_k, \bar{\phi}_k = 0, m = M & \text{on } C_k. 
\end{cases}
$$

This sequence of data leads, by Theorems 5.1 and 5.2 (for sufficiently large values of $$U_0$$), to a sequence of solutions $$(r_k, \phi_k, m_k)$$, which we can smoothly extend (by Theorem 5.2) with the background mass–$$M$$-Schwarzschild solution $$(r_0, 0, M)$$ that satisfies $$\partial_v r_0 = 1 - \frac{2M}{r_0}$$ on $$\Gamma$$ for $$u \leq -k$$. In particular, these solutions all obey the same bounds (uniformly in $$k$$) from Theorem 5.1 in the region where they are non-trivial—most notably, they obey the upper bound (5.34).

In the sequel, we will always mean this extended solution when referring to $$(r_k, \phi_k, m_k)$$. We will now show that this sequence tends to a limiting solution and that this limiting solution still obeys the bounds from Theorem 5.1 and, moreover, restricts correctly to the non-compactly supported “final” boundary data $$\hat{r}, \hat{\phi}$$ and vanishes on $$I^-$$. Before we state the theorem, let us recall the notation

$$
D_{U_0} := \{(u, v) \in \mathbb{R}^2 \mid u \in (-\infty, U_0], v \in [u, \infty)\}.
$$

Theorem 5.3. Let $$(r_k, \phi_k, m_k)$$ denote the sequence of solutions constructed above. Let $$p \geq 2$$, and let $$U_0 < 0$$ be sufficiently large. In the case $$p = 2$$, assume in addition that $$C_{\text{in}, \phi}$$ is sufficiently small.

Then, as $$k \to \infty$$, the sequence $$(r_k, \phi_k, m_k)$$ uniformly converges to a limit $$(r, \phi, m)$$,

$$
||r_k \phi_k - r\phi||_{C^1(D_{U_0})} + ||r_k - r||_{C^1(D_{U_0})} + ||m_k - m||_{C^1(D_{U_0})} \to 0. (5.54)
$$

This limit is also a solution to the spherically symmetric Einstein–Scalar field equations. Moreover, $$(r, \phi, m)$$ restricts correctly to the boundary data $$(\hat{r}, \hat{\phi})$$ and satisfies, for all $$v$$,

$$
\lim_{u \to -\infty} r\phi(u, v) = \lim_{u \to -\infty} \partial_v m(u, v) = \lim_{u \to -\infty} \partial_v (r\phi)(u, v) = 0
$$

as well as

$$
\lim_{u \to -\infty} m(u, v) = \lim_{u \to -\infty} m(u, u) = M. (5.56)
$$

The precise smallness conditions depend on both the ratios $$M/R$$ and $$C_{\text{in}, \phi}/R$$. It is of no importance, however, since we will remove this assumption, as well as the assumption that $$p \geq 2$$, in Theorem 5.6. (These are the restrictive assumptions mentioned at the beginning of this section.)
Furthermore, \((r, \phi, m)\), as well as the quantities \(\lambda, \nu, \kappa\), satisfy the same bounds as those derived in Theorem 5.1, i.e., we have throughout all of \(\mathcal{D}_{U_0}\):\(^{37}\)

\[
0 < \frac{M}{2} \leq m \leq M, \tag{5.57}
\]
\[
0 < 1 - \frac{2M}{r} = 1 - \mu \leq 1, \tag{5.58}
\]
\[
0 < 1 - \delta(u) \leq \kappa \leq 1, \tag{5.59}
\]
\[
0 < (1 - \delta(u)) \left( 1 - \frac{2M}{r} \right) = \lambda \leq 1, \tag{5.60}
\]
\[
0 < d_\nu = (1 - 2M/R) e^{-\frac{2M}{R}} \leq |\nu| \leq e^{\frac{2M}{R}} = C_\nu, \tag{5.61}
\]
\[
|\partial_\nu (r\phi)| \leq MC' \frac{|u|^{p-1}}{r^2}. \tag{5.62}
\]

If we moreover assume that there exists a positive constant \(d^1_{in, \phi} \leq C^1_{in, \phi}\) such that

\[
|\mathbf{T}(\hat{r}\hat{\phi})(u)| \geq d^1_{in, \phi} |u|^{-p}, \tag{5.64}
\]

then, depending on the value of \(C^1_{in, \phi} - d^1_{in, \phi}\), and if \(R\) is large enough, there exists a positive constant \(d'\) depending only on data such that, throughout \(\mathcal{D}_{U_0}\),

\[
|\partial_\nu (r\phi)| \geq d'|u|^{-p+1}, \tag{5.65}
\]

and furthermore, \(C'\) can be replaced by \(C^1_{in, \phi}/(p - 1)\) in the estimates (5.62), (5.63). In the special case where \(d^1_{in, \phi} = C^1_{in, \phi}\), the condition that \(R\) be large enough is given by

\[
R > \frac{2M}{1 - e^{-1+\delta(U_0)}}. \tag{5.66}
\]

Note that, from the proof of this theorem, one can, a fortiori, derive Proposition 4.1 from the previous section.

**Proof of Theorem 5.3.** We focus on the case \(p = 2\); the cases \(p > 2\) will follow a fortiori. We will show that the sequence \((r_k, r_k \phi_k, m_k)\) is a Cauchy sequence in the \(C^1(\mathcal{D}_{U_0}) \times C^1(\mathcal{D}_{U_0}) \times C^0(\mathcal{D}_{U_0})\)-norm: Let \(\epsilon > 0\). We want to show that there exists an \(N(\epsilon)\) (to be specified later) such that

\[
||(r\phi)_n - (r\phi)_k||_{C^1(\mathcal{D}_{U_0})} + ||r_n - r_k||_{C^1(\mathcal{D}_{U_0})} + ||m_n - m_k||_{C^0(\mathcal{D}_{U_0})} < \epsilon \tag{5.67}
\]

for all \(n > k > N(\epsilon)\).

We will show this by splitting up into three regions (see Fig. 8).

\(^{37}\)Recall the definition of \(\delta(u) \sim |u|^{-2p+3}\) from Theorem 5.1.
Figure 8. Depiction of the three regions in which we subdivide. In Region 1, both solutions are vacuum. In Region 2, both solutions can be shown to have small matter content for sufficiently large $k$. Estimating the $r$-difference in Region 2, and estimating all differences in Region 3, however, requires more work.

Note that, from now on, we will replace most uniform constants simply by $C$ and adopt the usual algebra of constants ($C + D = CE = C = \ldots$).

**Region 1:** For $u \leq -n$, the solutions $(r_n, \phi_n, m_n)$, $(r_k, \phi_k, m_k)$ both agree with the vacuum solution $(r_0, 0, M)$, so the difference vanishes. See also the argument of Theorem 5.2.

**Region 2:** For $-n \leq u \leq -k$ (let’s call this region $\mathcal{D}_{n,k}$), we obtain, in view of the decay of $|r\phi| \leq \frac{C}{|u|}$ and the related bounds for $\partial_u (r\phi)$ and $\partial_v (r\phi)$:

$$\| (r\phi)_n - (r\phi)_k \|_{C^1(\mathcal{D}_{n,k})} \leq \frac{C}{k}. \quad (5.68)$$

For the $m$-difference, recall that $|\zeta| \leq \frac{C}{|u|}$, so we can just integrate $\partial_u m \sim -\zeta^2$ from $\mathcal{C}_n$, where the difference $m_n - m_k$ is 0:

$$\| m_n - m_k \|_{C^0(\mathcal{D}_{n,k})} \leq \frac{C}{k}. \quad (5.69)$$
Controlling the $r$-difference, on the other hand, turns out to be more tricky: First, consider the $\kappa$-difference by integrating $\partial_u \kappa \sim -\frac{\kappa^2}{r} \kappa$ from $C_n$ (where the difference $\kappa_n - \kappa_k$ is again 0):

$$||\kappa_n - \kappa_k||_{C^0(D_{n,k})} \leq \frac{C}{k}.$$ \hspace{1cm} (5.70)

For the other terms appearing in the $r$-difference, we will want to appeal to a Grönewall-type argument. Let $(u, v) \in D_{n,k}$. Then we have, by the fundamental theorem of calculus:

$$|r_n(u, v) - r_k(u, v)| + |\lambda_n(u, v) - \lambda_k(u, v)| + |\nu_n(u, v) - \nu_k(u, v)| \leq \left| \int_{-n}^u \int_{-n}^u \partial_u \partial_v (r_n - r_k)(u', v') \, du' \, dv' \right| + \left| \int_{u}^v \partial_u \partial_v (r_n - r_k)(u, v') \, dv' \right|$$

$$+ \left| \int_{-n}^u \partial_u \partial_v (r_n - r_k)(u', v) \, du' \right| + \left| \int_{-n}^u \partial_u \partial_v (r_n - r_k)(u', u) \, du' \right|,$$ \hspace{1cm} (5.71)

where the fourth integral on the RHS comes from the difference $\nu_n - \nu_k$ on $\Gamma$, which we estimate by using that

$$|\nu_n(u, u) - \nu_m(u, u)| = |\lambda_n(u, u) - \lambda_m(u, u)|$$

and then integrating $\partial_u \lambda$ in $u$ from $C_n$ to estimate the right-hand side $\lambda_n(u, u) - \lambda_m(u, u)$. Otherwise, there are no boundary terms since $r_n$ and $r_k$ coincide on $\Gamma$ and $C_n$.

Our strategy shall now be to estimate the RHS of (5.71) against integrals over products of integrable functions and $r$-differences so that we can apply a Grönewall argument to it. Let’s first focus on the double integral on the RHS of (5.71) (which controls $|r_n - r_k|$). By Eq. (3.23), we have

$$\frac{1}{2} \partial_u \partial_v (r_n - r_k) = \left( m_n - m_k \right) \left( \frac{\nu_k}{r^2} \right)_n + m_k \nu_k \frac{\kappa_n - \kappa_k}{r^2_n}$$

$$+ m_k (\nu_n - \nu_k) \left( \frac{\kappa_n}{r^2} \right)_n + m_k \nu_k \frac{\kappa_k (r_n + r_k) (r_k - r_n)}{r^2_n r^2 k}.$$ \hspace{1cm} (5.72)

Notice already that, while the first two terms in the equation above are integrable, the $(\nu_n - \nu_k)$-term in (5.72) comes with a non-integrable factor of $1/r^2$. We can, however, write\(^{39}\)

\(^{38}\)Strictly speaking, we already control the $\lambda$-difference, so we don’t need to include it here.
\(^{39}\)Here, and in what follows, the constant hidden inside $\lesssim$ depends only on $M, C_{1_{in, \phi}}^1$ and $R$. 

\[ \left| \int_u^v \int_{-n}^u \partial_u \partial_v (r_n - r_k) (u', v') \, du' \, dv' \right| \]
\[ \lesssim \left| \int_u^v \int_{-n}^u \left| m_n - m_k \right| + \frac{\kappa_n - \kappa_k}{r_n^2} \, du' \, dv' \right| + \left| \int_u^v \int_{-n}^u \frac{r_n + r_k}{r_n^2 r_k^2} |r_k - r_n| \, du' \, dv' \right| \]
\[ + \left| \int_u^v \int_{-n}^u \partial_u \left( \frac{r_n - r_k}{r_n^2} \kappa_n m_k \right) \right| + \left( \frac{\partial_u r_n}{2r_n^3} \kappa_n m_k - \frac{\partial_u (\kappa_n m_k)}{r_n^2} \right) (r_n - r_k) \, du' \, dv' \right| , \]
\[ (5.73) \]
where we dealt with the bad \((\nu_n - \nu_k)\)-term by using the Leibniz rule.

For the first integral in this expression, we use the fact that \(40 \Delta \kappa + \Delta m \leq \frac{C}{|u|} \). In the region where \( r \lesssim |u| \), i.e. away from \( \mathcal{I}^+ \), we can convert some of this \(|u|\)-decay, say \(|u|^{-\eta}\) for some \( \eta > 0 \), into \( r \)-decay so that the integral becomes integrable in \( r \). Similarly, near null infinity, we can convert the \( r \)-decay into \(|u|\)-decay. Thus, the first integral can be bounded by \( Ck^{-1+\eta} \). It will play the role of the function multiplying the exponential in the Grönwall argument.

The second integral of (5.73) consists of an integrable function \( \sim r^{-3} \) multiplied by \( \Delta r \) and, thus, is of the form we want (this term will appear inside the exponential term in the Grönwall lemma, along with the other remaining terms).

For the third integral of (5.73), the first term in it can be integrated using the fundamental theorem of calculus and gives, recalling that \( \Delta r (u = -n) = 0 \),
\[ \left| \int_u^v \left( \frac{r_n - r_k}{r_n^2} \kappa_n m_k \right) (u, v') \, dv' \right| \lesssim \int_u^v \left( \frac{|r_n - r_k|}{r_n^2} \right) (u, v') \, dv' , \]
\[ (5.74) \]
so this integrand can also be written as a product of \( \Delta r \) and an integrable function. On the other hand, the second term in the third integral of (5.73) is, again, a product of \( \Delta r \) and an integrable function that goes like \( r^{-3} + r^{-2} |u|^{-2} \) and, thus, can be dealt with in the same way as the second integral.

To summarise, we can estimate (5.73) (we also exchange the order of integration using Tonelli) via

\[ \text{We shall write differences } f_n - f_k \text{ as } \Delta f. \]
\[ |r_n - r_k|(u, v) \leq \int_0^v \int_{r_n}^{r_k} \partial_u \partial_v (r_n - r_k)(u', v') \, du' \, dv' \]
\[ \leq \frac{C}{k^{1-n}} + C \int_0^v \left( \frac{|r_n - r_k|}{r_n^2} \right) (u, v') \, dv' \]
\[ + C \int_{-n}^u \int_{-n}^v f(u', v') |r_k - r_n|(u', v') \, dv' \, du' \]
\[ \leq \frac{C}{k^{1-n}} + C \int _{-n} ^v r_n^{-2}|r_k - r_n|(u, v') \, dv' \]
\[ + C \int_{-n}^u \sup_{v' \in [u, v]} |r_k - r_n|(u', v') \int _u ^v f(u', v') \, dv' \, du', \]

(5.75)

where \( f \geq 0 \) is a positive, (doubly) integrable\(^{41} \) function obeying \( f(u, v) \leq \frac{C}{r_n^3} + \frac{C}{r_n r_k^2} + \frac{C}{r_n^2 |u|} + \frac{C}{r_n |u|^2} \). Rewriting, we thus have

\[ |\Delta r|(u, v) \leq \frac{C}{k^{1-n}} + C \int _{-n} ^v r_n^{-2}|\Delta r|(u, v') \, dv' \]
\[ + C \int_{-n}^u F(u') \sup_{v' \in [u, v]} |\Delta r|(u', v') \, du' \]

(5.76)

for some positive \( F(u') \) which obeys, for all \( u' \leq u \),

\[ F(u') \leq \frac{C}{r_n^2(u', u)} + \frac{C}{r_n(u', u) r_k(u', u)} + \frac{C}{r_n(u', u)|u'|^2}. \]

Now, if we consider (5.76) for fixed \( u \), and note that \( \sup_{v' \in [u, v]} |r_k - r_n|(u', v') \) is non-decreasing in \( v \), we obtain, by an application of Grönwall’s inequality, that, for each \( u \),

\[ |\Delta r|(u, v) \leq \left( \frac{C}{k^{1-n}} + C \int_{-n}^u F(u') \sup_{v' \in [u, v]} |\Delta r|(u', v') \, du' \right) \cdot e^{C \int _u ^v r_n^{-2}(u, v') \, dv'}. \]

(5.77)

The integral in the exponential can be bounded uniformly in \( u \) against \( e^{C/R} \), and we thus obtain

\[ |\Delta r|(u, v) \leq \frac{C}{k^{1-n}} + C \int_{-n}^u F(u') \sup_{v' \in [u, v]} |\Delta r|(u', v') \, du'. \]

(5.78)

Taking now the supremum in \( v' \in [u, v] \) on the LHS, and applying another Grönwall estimate, we then obtain

\[ \sup_{v' \in [u, v]} |\Delta r|(u, v') \leq \frac{C}{k^{1-n}}. \]

(5.79)

\(^{41} \)Indeed, we have \( \int \frac{1}{r_n r_k} \, dv \, du \leq \int \frac{1}{r_n r_k} \, du \leq \left( \int \frac{1}{r_n} \, du \right)^\frac{1}{2} \left( \int \frac{1}{r_k} \, du \right)^\frac{1}{2} \) by Cauchy–Schwarz.
Notice that it was crucial that we took out the supremum in $v$ in (5.75)—taking the supremum in $u$ wouldn’t work because the rectangle over which we integrate, namely $-n \leq u' \leq u \leq v' \leq v$, increases in $v$-length as $u$ approaches $-n$.

Let’s now move to the other three terms in (5.71). All of them can be dealt with in a simpler way than the first term. Consider, for example, the second term of (5.71):

$$
\left| \int_u^v \partial_u \partial_v (r_n - r_k)(u, v') \, dv' \right| 
\leq C \int_u^v \frac{|m_n - m_k| + |\kappa_n - \kappa_k|}{r_n^2} \, dv' 
+ C \int_u^v \left( \frac{1}{r_n^2} + \frac{1}{r_k r_n^2} \right) (|r_n - r_k| + |\nu_n - \nu_k|)(u, v') \, dv' 
\leq \frac{C}{k} + C \int_u^v \left( \frac{1}{r_n^2} + \frac{1}{r_k r_n^2} \right) (|r_n - r_k| + |\nu_n - \nu_k|)(u, v') \, dv'.
$$

The last two terms in (5.71) can be estimated similarly (after also taking the supremum $\sup_{v' \in [u, v]}$). One thus obtains the inequality (5.76), but with $|\Delta r|$ replaced by $|\Delta r| + |\Delta \nu| + |\Delta \lambda|$. From this, we conclude that

$$
||r_n - r_k||_{C^1(D_{n,k})} \leq \frac{C}{k^{1-\eta}} \leq \frac{\epsilon}{2}
$$

for some $\eta > 0$ that can be chosen arbitrarily small. The last inequality holds if $N(\epsilon)$ is chosen accordingly. Similarly, we can make each of the RHS’s of estimates (5.68) and (5.69) smaller than $\epsilon/4$ by choosing $N(\epsilon)$ sufficiently large. We thus conclude that

$$
||r(\phi) - r(\phi)_k||_{C^1(D_{n,k})} + ||r_n - r_k||_{C^1(D_{n,k})} + ||m_n - m_k||_{C^0(D_{n,k})} \leq \epsilon.
$$

**Region 3:** Finally, we consider the region $-k \leq -u \leq -U_0$ (which we shall call $D_k$). We will again want to perform a Grönwall argument. This time, however, we will need to include the $m$- and the $r\phi$-differences in the Grönwall estimate as well, since we can no longer appeal to smallness in $\frac{1}{k}$ to estimate them directly.

First, we write down estimates for the differences on the boundary $\Gamma$ and on $C_k$. On the boundary $\Gamma$, we have, schematically:

$$
|\partial_u r_n - \partial_u r_k|_{C^0(\Gamma)} \leq |\partial_v r_n - \partial_v r_k|_{C^0(\Gamma)} + \int \partial_u \partial_v (\Delta r) \, du, \\
|\partial_u (r\phi)_n - \partial_u (r\phi)_k|_{C^0(\Gamma)} \leq |\mathbf{T}(r\phi)_n - \mathbf{T}(r\phi)_k|_{C^0(\Gamma)} \\
+ |\partial_v (r\phi)_n - \partial_v (r\phi)_k|_{C^0(\Gamma)} + \int \partial_u \partial_v (\Delta (r\phi)) \, du, \\
|r(\phi)_n - (r\phi)_k|_{C^1(\Gamma)} \leq \frac{C}{k},
$$

(5.83)
whereas, on $\mathcal{C}_k$, we have, by the previous result in region 2, that

$$|| (r \phi)_n - (r \phi)_k ||_{C^1(\mathcal{C}_k)} + || r_n - r_k ||_{C^1(\mathcal{C}_k)} + || m_n - m_k ||_{C^0(\mathcal{C}_k)} \leq \frac{C}{k^{1-\eta}}.$$  (5.84)

Moving now on to the Grönwall estimate, we write, using the above estimates for the initial/boundary differences,

$$((r \phi)_n - (r \phi)_k) + |\partial_u (r \phi)_n - \partial_u (r \phi)_k| + |\partial_v (r \phi)_n - \partial_v (r \phi)_k|$$
$$+ |r_n - r_k| + |\partial_v r_n - \partial_v r_k| + |\partial_u r_n - \partial_u r_k| + D \cdot |m_n - m_k|(u, v)$$
$$\leq \frac{C}{k^{1-\eta}} + \left| \int_{-m}^{u} \partial_u \partial_v ((r \phi)_n - (r \phi)_k)(u', u) du' \right|$$
$$+ \left| \int_{-m}^{u} \partial_u (r_n - r_k)(u', u) du' \right|$$
$$+ \left| \int_{u}^{v} \int_{-k}^{u} \partial_u \partial_v ((r \phi)_n - (r \phi)_k)(u', v') du' dv' \right|$$

(1)

$$+ \left| \int_{u}^{v} \partial_u \partial_v ((r \phi)_n - (r \phi)_k)(u, v') du' \right| + \left| \int_{-k}^{u} \partial_u \partial_v ((r \phi)_n - (r \phi)_k)(u, v) du' \right|$$
$$+ \left| \int_{u}^{v} \int_{-k}^{u} \partial_u (r_n - r_k)(u', v') du' dv' \right|$$

(2)

$$+ \left| \int_{u}^{v} \partial_u (r_n - r_k)(u, v') dv' \right| + \left| \int_{-k}^{u} \partial_u (r_n - r_k)(u', v) dv' \right|$$
$$+ D \left| \int_{-k}^{u} \partial_u (m_n - m_k)(u', v) dv' \right|.$$  (3)

(5.85)

Here, we introduced a positive constant $D > 0$. Its relevance will become clear later. Note that, once we control the integrals (1), (2), we can, a fortiori, also control all the other integrals except for (3).

In order to estimate the underlined term (1), observe that, schematically (omitting the indices $n, k$),

$$\frac{1}{2} \Delta (\partial_u \partial_v (r \phi)) = \Delta \left( m \frac{\nu \lambda}{1 - \mu} \frac{r \phi}{r^3} + m \frac{\nu \lambda}{1 - \mu} \frac{\Delta (r \phi)}{r^3} + m \frac{\nu \lambda}{1 - \mu} \frac{r \phi}{r^4} \cdot 3 \Delta r, \right.$$

(5.86)

so (1) does not pose a problem (as all of the terms multiplying the $\Delta$-differences are integrable).
Next, we look at the underlined term (2). Again, we have that, schematically,
\[
\frac{1}{2} \Delta (\partial_u \partial_v r) = \Delta \nu \frac{m \lambda}{1 - \mu r^2} + \Delta \lambda \frac{m \nu}{1 - \mu r^2} \\
+ \frac{2 \Delta r \nu m \lambda}{r^3 (1 - \mu)} + \frac{\nu m \lambda}{(1 - \mu)^2} \left( \frac{2 \Delta m}{r^2} + \frac{2 m \Delta r}{r^2} \right) + \frac{\Delta (D m)}{D} \frac{\nu \lambda}{1 - \mu r^2}.
\]
(5.87)

The first two terms on the RHS can be dealt with using an integration by parts as in (5.73) (after also interchanging the order of integration, using Fubini, for the $\Delta \lambda$-term). The second two terms are, again, products of $\Delta$-differences and integrable functions; they also pose no problem.

The last term, however, is borderline non-integrable and will lead to a log-divergence in the exponential of the Grönnwall lemma. Indeed, we have (cf. Lemma 4.1)
\[
\frac{1}{D} \int_{-k}^{u} \int_{v}^{u} \frac{1}{r^2(w', v')} \, dv' \, du' \leq \frac{C}{D} \int_{-k}^{u} \frac{1}{r(w', u)} \, du' \leq \frac{C}{D} \log r(-k, u) \leq \frac{C}{D} \log k.
\]
However, we can deal with this divergence! The $\frac{C}{D} \log k$-term in the exponential of the Grönnwall lemma will lead to a power $k^{C/D}$. This is the reason for the inclusion of the constant $D$: By making $D$ large enough, we can ensure that the problematic term in (5.87) will only lead to a divergence of, say, $k^{\frac{1}{2} - \eta}$. In other words, we can ensure that it grows slower than the initial data difference ($\sim k^{-1+\eta}$) decays. This trick will come at a price, though, as we will need to absorb the largeness of $D$ into the smallness of $C_{in, \phi}^1$.\footnote{A more careful investigation reveals that we can also absorb it into the smallness of $M/R$.}

To see how this can be done, we now move on to the underlined term (3) in (5.85): We write
\[
\partial_u m = \frac{1}{2} \left( \frac{1 - \mu}{\nu} \left( (\partial_u (r \phi))^2 - 2 \partial_u (r \phi) \frac{\nu r \phi}{r} + \left( \frac{\nu r \phi}{r} \right)^2 \right) \right). 
\]
(5.88)

Then, when considering the difference $\Delta (\partial_u m)$, there will again be precisely one borderline non-integrable term, with all other terms being easily controlled (recall that $\partial_u (r \phi)$, $r \phi$ are bounded by a term proportional to $\frac{C_{in, \phi}^1}{|u|}$):
\[
D \cdot \Delta (\partial_u m) = D \cdot \frac{1}{2} \frac{1 - \mu}{\nu} \Delta (\partial_u (r \phi)) + \ldots \\
\leq CD \frac{C_{in, \phi}^1}{|u|} \Delta (\partial_u (r \phi)) + \ldots
\]
(5.89)
for some constant $C$, where the $\ldots$-terms denote products of integrable terms and $\Delta$-differences. Hence, (5.89) will again contribute a logarithmic term to the exponential and, thus, a factor of $k^{C_D C_{in, \phi}^1}$—but this factor can now be made small by choosing $C_{in, \phi}^1$ sufficiently small.
In summary, we obtain a similar inequality to (5.76), with \(|\Delta r|\) replaced by \(|\Delta r| + |\Delta \lambda| + |\Delta r\phi| + |\Delta \partial_u(r\phi)| + |\Delta \partial_v(r\phi)| + |\Delta m|\), and can apply a similar Grönewall argument to finally obtain that
\[
\|(r\phi)_n - (r\phi)_k\|_{C^1(D_k)} + \|r_n - r_k\|_{C^1(D_k)} + \|m_n - m_k\|_{C^0(D_k)} \leq \frac{C}{\sqrt{k}} \leq \epsilon, \tag{5.90}
\]
where the last inequality holds for \(N(\epsilon) \geq \frac{C^2}{\epsilon^2}\).

Combining now the estimates (5.82) and (5.90) concludes the proof that the sequence \((r_n, \phi_n, m_n)\) is a Cauchy sequence. In particular, it converges to a limit \((r, \phi, m)\) in \(D_{U_0}\). Moreover, it not only converges in the \(C^1 \times C^1 \times C^0\)-norm: By looking at, for example, the equation for \(\partial_u(\partial_v r)\), we obtain that
\[
\|\partial_u \partial_v r_n - \partial_u \partial_v r_k\|_{C^0(D_{U_0})} \to 0
\]
as well. Similarly, we get convergence in other higher differentiability norms—in particular, the limit is also a solution to the system of equations (3.18)–(3.22).

The uniform convergence then immediately tells us that all the pointwise bounds derived in Theorem 5.1 carry over to the limit.

It remains to show the lower bound (5.65). In order to derive it, we simply integrate \(\partial_v(r\phi)\) from \(\Gamma\) and use the upper bound (5.63) for \(\partial_v(r\phi)\):
\[
\left| \int_u \partial_v(r\phi) \, dv \right| \leq C_{1, in, \phi}^1 \frac{\log R}{|u|} \frac{R - 2M}{2(1 - \delta(U_0))} \frac{1}{\log R} \leq \frac{1}{2(1 - \delta(U_0))} \frac{M}{\log R} \tag{5.91}
\]
The condition that this be strictly smaller than \(\frac{d_{1, in, \phi}}{|u|}\) can always be satisfied for large enough \(R\). In the case where \(d_{1, in, \phi} = C_{1, in, \phi}^1\), we obtain:\(^{43}\)
\[
R > \frac{2M}{1 - e^{-1 + \delta(U_0)}}.
\]

Finally, if \(r\phi\) has a sign, as implied by the lower bound above, then \(\partial_v(r\phi)\) has the opposite sign, and, thus, \(C\) can be replaced by \(C_{1, in, \phi}^1\) in the estimates (5.63), (5.62).

As the main difficulty was dealing with the bound for \(\partial_u(r\phi)\) \(\leq |u|^{-p+1}\), which is borderline non-integrable for \(p = 2\), the cases where \(p > 2\) are strictly easier to deal with. This concludes the proof. \(\square\)

Remark 5.5. The proof above has an obvious shortcoming, as manifested in the estimate (5.89): Not only does it only work for \(p \geq 2\) (as otherwise, the bound for \(\partial_u(r\phi)\) wouldn’t be integrable), but we even need to resort to some smallness condition for \(C_{1, in, \phi}^1 / R\). Both of these difficulties can be traced back to the fact that we thus far have not shown sharp decay for \(\partial_u(r\phi)\) (or for \(\zeta\)). Conversely, if we knew that
\[
|\partial_u(r\phi)| \lesssim |u|^{-p} + r^{-2} |u|^{-p+1}, \tag{5.92}
\]

\(^{43}\)Note that if we inserted the better bound (5.45) here, we would obtain the marginally better lower bound \(R > 2.95M\) instead. Again, this can be improved, but we do not present this here.
we could not only resolve the aforementioned difficulties, but the above proof would also work for all \( p > 1 \) (as this would also allow to show better bounds for (5.69), (5.70) and (5.89)). We will show this improved decay for \( \partial_{u}(r\phi) \) in Sect. 5.7, allowing us to remove both the smallness assumption \textit{and} the restriction on \( p \).

**Remark 5.6.** Even if one is happy with the smallness assumption (note that the smallness assumption is, in fact, not necessary in the uncoupled problem) and the restriction on \( p \)—after all, the case \( p = 2 \) is the one we are most interested in anyway—there is still one problem: Even though we already know at this point that \(|u|r\phi(u,v)\) remains bounded from above and away from zero, we cannot yet show that it takes a limit on \( I^{-} \).

This means that, while we can show that \(|\partial_{u}(r\phi)| \sim \log r/r^3\) near \( I^{+} \) by going through the same steps as in the proof of Theorem 4.2, we cannot write down precise asymptotics for \( \partial_{u}(r\phi) \) yet, that is: We cannot yet say that \( \partial_{u}(r\phi)(u,v) = C\log r/r^3 + O(r^{-3}) \) for some constant \( C \).

This problem will also be resolved in Sect. 5.7.

**Remark 5.7.** Despite the shortcomings mentioned in Remarks 5.5, 5.6 (which we will fix anyway), the explicitness of the proof above allows one to directly extract a uniqueness statement (as claimed in Theorem 2.1) from it: Namely, one can extract that there exists a unique solution restricting correctly to the prescribed data on \( \Gamma \) and \( I^{-} \). The precise class with respect to which this uniqueness holds can be read off from the proof. Let us here only give a brief sketch of how this works:

Assume that there are two smooth solutions \((r, \phi, m)_{i}, i = 1,2\), defined on \( D_{U} \) which satisfy, for \( u \leq U_{0} \), and \( U_{0} \) a sufficiently large negative number, the following: The corresponding geometric quantities \( \lambda_{i}, \nu_{i}, 1 - \mu_{i} \) and \( m_{i} \) are uniformly comparable to 1, and the scalar fields satisfy \(|\partial_{u}(r\phi_{i})| \leq C_{\text{small}}|u|^{-1} + Cr^{-1}|u|^{-\varepsilon} \) for some \( \varepsilon > 0 \), some constant \( C \), and a suitably small constant \( C_{\text{small}} \) (cf. (5.92)). Moreover, both solutions restrict correctly to \( \hat{\phi}, \hat{T}\phi, \hat{r} \) and \( \hat{T}\hat{r} \) on \( \Gamma \), and they satisfy \( \lim_{I^{+}}\partial_{s}r_{i} = 1 \), as well as \( \lim_{I^{-}}m_{i} = M \) and \( \lim_{I^{-}}r\phi_{i} = \lim_{I^{-}}\partial_{s}(r\phi_{i}) = 0 \) on \( I^{-} \).

Finally, \( r_{1} - r_{2} \) is a bounded quantity that tends to 0 as \( u \to -\infty \).

With these assumptions, we then let \( k \in \mathbb{N} \) be arbitrary and split \( D_{U_{0}} \) into the subsets \( D_{U_{0}} \cap \{u \leq -k\} \) and \( D_{U_{0}} \cap \{u > -k\} \). In the former set, we can treat the difference \( \Delta(r,r\phi,m) \) of the two solutions as in the region \( D_{n,k} \) of the proof, leading to the estimate (5.82) (with \( \varepsilon \) replaced by, say, \( Ck^{-\varepsilon/2} \)). In the latter set, we can then treat the difference as in the region \( D_{h} \) of the proof, leading to the estimate (5.90) (with \( \varepsilon \) replaced by, say, \( Ck^{-\varepsilon/4} \)). Taking \( k \to \infty \) then shows that the two solutions agree.

In fact, if we also take into account the \textit{a priori estimate} of Remark 5.3 (which, combined with the energy estimate (5.36), gives sharp decay for \( r\phi \) as well as the corresponding \textit{a priori} arguments that can be extracted from Sect. 5.7 (cf. Remark 5.9), then all of the above global assumptions can

\(^{44}\)Unless, of course, \( r|_{\Gamma} \to \infty \) as \( t \to \infty \), in which case we can simply integrate \( |u|\partial_{u}(r\phi) \) from \( \Gamma \) and use that \( |u|r\phi(u,u) \) tends to a limit (which would have to be provided on data).
be recovered from the assumptions that $m_i$ remains uniformly bounded and that $\nu_i < 0 < \lambda_i$, provided that one also assumes that $\lim_{u \to -\infty} Tr_i = \lim_{u \to -\infty} \partial^2 r_i = \lim_{u \to -\infty} \partial^2_v (r \phi)_i = 0$ for $i = 1, 2$. Thus, the solution constructed in Theorem 5.3 is the unique solution restricting correctly to the data on $\Gamma$ and $\mathcal{I}^-$ that has a uniformly bounded Hawking mass as well as $\nu < 0$, $\lambda > 0$.

5.7. Refinements

In this section, we will refine the above results and remove the unnecessary assumptions on $p$ and on the smallness of $C_{\text{in}, \phi}/R$ made thus far (see Remarks 5.5, 5.6 in the previous section). More precisely, we will show sharp decay for $\partial_u (r \phi)$ and, thus, of $\zeta$, hence allowing us to take $p > 1$ in the proofs of Theorems 5.1, 5.3 and to remove the smallness assumption on $C_{\text{in}, \phi}/R$ in the latter. Finally, in order to compute the asymptotics of $\partial_v (r \phi)$, we will also show that the limit $\lim_{u \to -\infty} |u|^{p-1} r \phi(u, v)$ exists. These refinements will ultimately allow us to prove Theorems 5.6 and 5.7 in Sect. 5.8.

Let us briefly sketch the ideas going into the following proofs. For simplicity, assume for the moment that $\Gamma$ is a curve of constant $r = R$. The crucial observation is that, trivially, $\partial_u (r \phi) = T(r \phi) - \partial_v (r \phi)$. Since we already know the sharp decay for $\partial_v (r \phi)$, it is thus left to show that the bound that $T(r \phi)$ satisfies on $\Gamma$ is propagated outwards. In the case of the linear wave equation on a fixed Schwarzschild background, this would be straighthorizon; in fact, in that case, $T$ commutes with the wave equation, and hence, the bounds would propagate immediately by Theorem 5.1.

This approach cannot directly be used in the coupled problem. However, similarly to how we proved decay for $r \phi$ in Theorem 5.1 (using a bootstrap argument), we can hope to prove decay for $Tr$ since $Tr$ and $r \phi$ satisfy similar wave equations. Modulo technical difficulties arising from all the error terms coming from commuting with $T$, this decay for $Tr$ then allows us to prove better decay for $T(r \phi)$ and, thus, for $\partial_u (r \phi)$.

Notice that this argument needs to be slightly modified in the case where $r \to \infty$ along $\Gamma$. There, we will additionally use that we can convert some $r$-decay along $\Gamma$ into $|u|$-decay as we did when integrating the wave equation from $C_{\text{in}}$ (see the proof of Theorem 4.1).

Finally, in order to show that $|u|^{p-1} r \phi$ attains a limit, we consider its derivative
\[
\partial_u (|u|^{p-1} r \phi) = |u|^{p-2} (- (p-1) r \phi + |u| \partial_u (r \phi))
\]
\[
= |u|^{p-2} (- (p-1) r \phi + |u| T(r \phi)) - |u|^{p-1} \partial_v (r \phi).
\]

The goal is to show that the above is integrable, knowing already that the $\partial_v (r \phi)$-term decays fast enough. To achieve this, we will compute the wave equation satisfied by the difference $-(p-1) r \phi + |u| T(r \phi)$ and show that if this difference decays like $|u|^{-p+1-\epsilon}$ on $\Gamma$, then we can perform a similar bootstrap argument for it as we did for $r \phi$ in order to propagate this decay outwards.

The remainder of Sect. 5 is structured as follows: In Sect. 5.7.1, we will assume (as a bootstrap assumption) sharp decay on $T(r \phi)$ and then prove
decay of $T\hat{r}$ and $Tm$ as a consequence. In Sect. 5.7.2, we will then recover the
decay assumption on $T(r\phi)$, using the decay of $T\hat{r}$ and $Tm$ proved in the pre-
ceding section. We will show decay for $-(p-1)r\phi + |u|T(r\phi)$ in Sect. 5.7.3. As
all these proofs are based on bootstrap methods, we always need to work with
compactly supported data. We will remove this assumption of compact sup-
port in Sect. 5.8.1 by again performing a limiting argument as in the previous
section. We finally derive the asymptotics of $\partial_v(r\phi)$ near $I^+$ in Sect. 5.8.2.

5.7.1. Proving Decay for $T\hat{r}$ and $Tm$. Ultimately, we will want to make the
following natural extra assumptions (in addition to $\hat{r} > 2M$) on the boundary
data on $\Gamma = \partial D_u$ in each of the two following cases:\textsuperscript{45}

Case 1: $\hat{r} \to R < \infty$: In this case, we assume that there exists a constant
$C_{in,r} > 0$ s.t.

\[ |T\hat{r}| \leq C_{in,r} |u|^s, \quad s = 1 + \epsilon_r > 1. \]  

(5.93)

In fact, the upper bound could be replaced by any integrable function, but we here
only write polynomial upper bounds in order to simplify notation. We do require the upper bound to be integrable, however.

Case 2: $\hat{r} \to \infty$: In this case, we assume that

\[ -T\hat{r} \sim \frac{1}{|u|^s}, \quad 1 \geq s > 0, \]  

(5.94)

i.e., we assume both upper \textit{and} lower bounds for $T\hat{r}$. This means that either,
for $s = 1$, $\hat{r} \sim \log |u|$, or, for $s < 1$, that $\hat{r} \sim |u|^{\epsilon}$ for $\epsilon = 1 - s$. The reason why
we need the lower bound is that, in the case where $r|_\Gamma$ tends to infinity, we also
need to convert some of the $r$-weights on $\Gamma$ into $|u|$-weights. Again, the
above bounds can, in principle, be replaced by any non-integrable function.

Remark 5.8. Note that if $s \leq \frac{1}{2}$, then the results of the following theorems
follow trivially. Moreover, if $\hat{r} \sim |u|$, then, modulo the local existence part, we
can apply the methods of Sect. 4.

We will now prove decay for $T\hat{r}$ in each of these two cases. We will find
that its decay is dictated by its initial decay on $\Gamma$ and the decay of the scalar
field. Thus, in order to capture the sharp decay of $T\hat{r}$, we will, in the theorem
below, \textit{assume} the sharp decay for $T(r\phi)$. This assumption will be recovered
in Theorem 5.5.

Theorem 5.4. Let $\mathcal{D}_U$ be as described in Sect. 5.3, and specify smooth functions
$\hat{r}, \phi$ on $\Gamma = \partial D_u = \{(u, u) \in \mathcal{D}_U\}$, with $\hat{\phi}$ having compact support. Let $C_{uo}$ denote the future-complete outgoing null ray emanating from a point $q = (u_0, u_0)$ on $\Gamma$ that lies to the past of the support of $\hat{\phi}$.

\textsuperscript{45}In principle, we can also deal with cases where $\hat{r}$ oscillates, but, in order to simplify the
presentation, and because these cases are also not physically interesting, we avoid discussing
them here.
On $c_{u_0}$, specify $\bar{m} \equiv M > 0$, $\bar{\phi} \equiv 0$, and an increasing smooth function $\bar{r}$ defined via $\bar{r}(v = u_0) = \hat{r}(u = u_0)$ and the ODE

$$\partial_v \bar{r} = 1 - \frac{2M}{\bar{r}}.$$  

Finally, assume that (denoting, again, the generator of $\Gamma$ by $T = \partial_u + \partial_v$) the following bounds hold on $\Gamma$:

\begin{align*}
|T(\bar{r}\phi)(u)| &\leq C_{in,\phi}^1 |u|^{-p}, \\
|T\bar{r}(u)| &\leq C_{in,r}^1 |u|^{-s},
\end{align*}

with positive constants $p > 1$, $C_{in,\phi}^1$, $C_{in,r}^1$, and $s > 0$; and assume that $\hat{r}$ tends to either an infinite (in the case $s \leq 1$) or a finite (in the case $s > 1$) limit $R \geq 4M$.

Let $\Delta_{u_0,\epsilon}$ denote the region of local existence from Proposition 5.1. If the assumption

$$|T(r\phi)| \leq \frac{E}{|u|^p}$$

is satisfied throughout $\Delta_{u_0,\epsilon}$ for some positive constant $E$, then we have, for sufficiently large negative values of $U_0$ (the choice of $U_0$ depending only on data), that, throughout $\Delta_{u_0,\epsilon} \cap \{u \leq U_0\}$ the estimates of Theorem 5.1 hold for the arising solution $(r, \phi, m)$. Moreover, we have the additional bounds:

\begin{align*}
|T r| &\leq C'_r |u|^{-\min(s,2p-1)}, \\
|\partial_v T r| &\leq D'MC'_r \frac{|u|^{-\min(s,2p-1)}}{r^2}, \\
|T m| &\leq C_m \left( \frac{1}{|u|^{2p-1}r} + \frac{1}{|u|^{2p}} \right).
\end{align*}

Here, $C'_r$ and $D'$ are constants which, for $2p-1 > s$, only depend on the value of $C_{in,r}$ and the ratio $M/R$ and, for $2p-1 \leq s$, also depend on $E$, whereas $C_m$ always depends also on $E$. In particular, none of these constants depend on $u_0$.

Remark 5.9. Again, the lower bound for $R$ stated here is not necessary—one can prove the same result under the weaker assumption $R > 2M$ if one replaces the bootstrap arguments ((BS(5)), (BS(6))) below with Grönwall arguments as described in Remark 5.3. See footnote 50. The same applies to the subsequent results (Theorem 5.5 and Lemma 5.1).

Remark 5.10. In order to recover bootstrap assumption (BS(4)) in the next section, it is helpful to observe that $C'_r$ and $D'$ are independent of $E$ for $2p-1 > s$. The distinction between the cases $2p-1 > s$ and $2p-1 \leq s$ is best understood by looking at the estimate (5.97): If $\phi$ decays sufficiently slowly, then its decay dominates the decay of $T r$.

\begin{footnotesize}
\[\text{Note that this was } p > 3/2 \text{ in Theorem 5.1.}\]
\[\text{Compare these bounds to the ones for } r\phi \text{ and } \partial_v(r\phi) \text{ in Theorem 5.1.}\]\end{footnotesize}
Proof. Let’s first draw our attention to the claim that $p$ can be taken to be $p > 1$ instead of $p > 3/2$. The reason for this is that we assume $T(r\phi) \lesssim |u|^{-p}$. Recall that, in the proof of Theorem 5.1, the obstruction to taking $p > 1$ was that we were only able to show that $\zeta$ decayed as fast as $r\phi$, see Remark 5.2. However, if we assume ineq. (BS(4)), then we immediately get that

$$\partial_u(r\phi) = T(r\phi) + \partial_v(r\phi) \lesssim \frac{1}{|u|^p} + \frac{1}{|u|^{p-1}r^2},$$

which improves the bound on $\zeta$ to

$$|\zeta| \lesssim \frac{1}{|u|^{p-1}r} + \frac{1}{|u|^p},$$

so we can also prove Theorem 5.1 for $p > 1$. Therefore, we now assume the results of Theorem 5.1 to hold for $p > 1$. In fact, because of this improved bound for $\zeta$, we can now take $\delta(u) \sim |u|^{3-2p}$ instead of $\delta(u) \sim |u|^{3-2p}$ (cf. (5.39)).

Furthermore, observe that, along $C_{u0}$, we have

$$\partial_v T r = (\partial_v r + \partial_u r) \frac{2M}{r^2} = \frac{2M}{r^2} T r$$

in view of $\partial_u r = 1 - 2M/r^2$ and the wave equation for $r$ (3.23).

**Outline of the main ideas:** With these preliminary observations understood, we now give an outline of the heart of the proof: If we consider the set

$$\Delta := \{(u, v) \in \Delta_{u_0, \epsilon} \mid |T r(u', v')| \leq C_r' \frac{1}{|u'|^{\min(s, 2p-1)}} \forall (u', v') \in \Delta_{u_0, \epsilon} \text{ s.t. } u' \leq u, v' \leq v\}, \quad (5.101)$$

for some suitable $C_r' > C_{in,r}$ (which will be specified later) and $\epsilon > 0$, then we immediately conclude that this is non-empty ($\{q\} \subseteq \Delta$) by continuity and compactness. As in the proof of Theorem 5.1, we want to show that $\Delta$ is open (it is clearly closed), that is, we want to improve the bound

$$|T r| \leq C_r |u|^{-\min(s, 2p-1)}$$

inside $\Delta$.

It turns out that we need to include another bootstrap assumption inside $\Delta$ in order for this to work, namely

$$|\partial_v T r| \leq D \frac{|u|^{-\min(s, 2p-1)}}{r^2}$$

for some suitable constant $D$. To see why, commute the wave equation for $r$, Eq. (3.23), with the vector field $T$:

$$\partial_u \partial_v (T r) = T m \left( \frac{2\nu \kappa}{r^2} \right) + T \mu \left( \frac{\kappa}{1 - \mu} \frac{2m\nu}{r^2} \right) + T \lambda \left( \frac{2m\nu}{r^2(1 - \mu)} \right) + T \nu \left( \frac{2m\lambda}{r^2(1 - \mu)} \right) - T r \left( \frac{4m\nu \kappa}{r^3} \right), \quad (5.102)$$
Looking at the $Tm$-term, we will show below that the bootstrap assumptions (BS(4)) and (BS(5)) together imply that

$$Tm \lesssim \frac{1}{|u|^{2p-1}r} + \frac{1}{|u|^{2p}},$$

(5.103)

which means that this term is in some sense independent of the bootstrap argument. In fact, it is this term which is responsible for the $\min(s, 2p - 1)$ appearing in the bootstrap assumptions. Note already that ineq. (5.103) is a improvement over plugging in the naive bounds for $\zeta^2, \theta^2$ into $Tm$.

On the other hand, the $Tr$-term in (5.102) comes with a factor $1/r^3$, so we expect to be able to treat it exactly like we treated $r\phi$ in Theorem 5.1. The $T\mu$-term can be written as a sum of faster decaying $Tm$ and $Tr$-terms. As for the $T\lambda$-term, we expect to be able to bound it in the same way as we bounded $\partial_v(r\phi)$ in Theorem 5.1 (this explains the bootstrap assumption (BS(6))), so the non-integrable factor of $1/r^2$ multiplying $T\lambda$ poses no problem.

However, for the $T\nu$-term, it seems like we’re in trouble, as we cannot expect to show a similar bound for $T\nu$ as for $T\lambda$, for the same reason for which we weren’t able to show a better bound for $\partial_u(r\phi)$ in Theorem 5.1. We deal with this problem by making the $T\nu$-term into a boundary term (using that $T\nu = \partial_u Tr$), that is, we will write, inserting also the equations for $\partial_u \kappa$, $\partial_u \lambda$ and $\partial_u m$:

$$\partial_u \partial_v(Tr) = Tm \left(\frac{2\nu \kappa}{r^2} + \frac{4m \nu \kappa}{r^3 (1 - \mu)}\right) + T\lambda \left(\frac{2m \nu}{r^2 (1 - \mu)}\right) + \partial_u \left(\frac{2m \kappa Tr}{r^2}\right)$$

$$+ Tr \left(\frac{4m^2 \nu \kappa}{r^4 (1 - \mu)} - \frac{2\kappa (1 - \mu) \zeta^2}{2\nu} - \frac{2m \kappa \zeta^2}{r^2 \nu}\right).$$

(5.104)

The details: Having given a rough outline of how we will deal with each term in the above equation, we now give the details. First, we derive the estimate (5.103): Plugging in Eqs. (3.18) and (3.19), we get

$$Tm = \partial_u m + \partial_v m = \frac{1}{2} (1 - \mu) \left(\frac{\zeta^2}{\nu} + \frac{\theta^2}{\lambda}\right)$$

$$= \frac{1}{2} (1 - \mu) \left(\frac{(\partial_v(r\phi) - \lambda \phi)^2}{\lambda} + \frac{(T(r\phi) - \partial_v(r\phi) - \lambda \phi \nu)^2}{\lambda} \frac{\lambda}{\nu}\right).$$

(5.105)

Now, by the bootstrap assumption (BS(5)), we have that

$$\frac{\nu}{\lambda} = \frac{T\nu - \lambda}{\lambda} = -1 + O(|u|^{-s}).$$
Upon inserting this back into equation (5.105), we get

\[
T_m = \frac{1 - \mu}{2\lambda} \left( - (T(r\phi))^2 + 2T(r\phi)(\partial_u(r\phi) - \lambda \phi + O(|u|^{-s})) + \zeta^2 O(|u|^{-s}) \right) \\
\lesssim \frac{E^2}{|u|^{2p}} + \frac{E}{|u|^{2p-1}} + \frac{C_r^s E}{|u|^{2p-1}}. 
\]

(5.106)

Now, if \( s > 1 \), then the third term on the RHS of (5.106) has more \(|u|\)-decay than the second term and can hence be ignored. If \( s = 1 \), the third term only has more \( r \)-decay, but in this case \( r|\Gamma| \sim \log |u| \) by the lower bound in (5.94), so it can again be ignored. If \( s < 1 \), then, again by the lower bound in (5.94),

\[
\frac{1}{|u|^{s-1}} \leq 1, 
\]

so the third term decays just as fast as the second one, and it cannot be ignored. We conclude that

\[
|T_m| \lesssim C_r^s E \frac{1}{|u|^{2p-1}} + \frac{1}{|u|^{2p}}. 
\]

(5.107)

It is important that the implicit constant in \( \lesssim C_r^s E \) only depends on \( C_r^s \) if \( r|\Gamma| \to \infty \). We shall return to this point later.

We now have all the tools to close the bootstrap argument, i.e. to improve assumptions (BS(5)) and (BS(6)). The idea is to integrate the wave equation (5.104) for \( T\hat{r} \) twice along its characteristics. We consider the cases \( 2p - 1 > s \), \( 2p - 1 = s \) and \( 2p - 1 < s \) separately.

**Case i):** \( 2p - 1 > s \): Let us also assume, for simpler presentation, that \( T\hat{r} \) is compactly supported such that \( T\hat{r}(q) = 0 \). This will just mean that we won’t pick up a boundary term when integrating \( \partial_u \partial_v T\hat{r} \) from \( \mathcal{C}_{u_0} \), in view of (5.100). We will remove this assumption below. Integrating equation (5.104) from data, we thus obtain

\[
|\partial_u T\hat{r}(u, v)| = \frac{2m\nu T\hat{r}}{r^2} + \int_{u_0}^u T_m(\ldots) + T\lambda(\ldots) + T\rho(\ldots) \, du'. 
\]

(5.108)

For the \( T_m \)-term, we plug in the bound from (5.107), resulting in

\[
\int_{u_0}^u T_m \left( \frac{2\nu\kappa}{r^2} + \frac{4m\nu\kappa}{r^3(1 - \mu)} \right) \, du' \lesssim E \frac{1}{r^2 |u|^{2p-1}}. 
\]

For the other terms, we first use \( \nu \) to turn the \(|u|\)-integration into \( r \)-integration. We then plug in the bootstrap assumptions (BS(5)), (BS(6)), as

---

48 Again, constants hidden inside \( \lesssim \) only depend on initial/boundary data.
and going through the calculations below, first apply a Grönwall estimate to estimate \((5.110)\) then holds, provided that 
\[
R \leq \int \text{integrals below but lead to a slightly worse lower bound on } \text{RHS to be strictly smaller than } \frac{50}{49}.
\]
well as all the bounds from Theorem 5.1; in particular, we use that \(\kappa \leq 1, \ m \leq M\) and \(\mu - (1 - 2M/r) = O(|u|^{-2p+1}).\) This yields 
\[
|\partial_r \mathbf{T} r(u, v)| \leq \frac{2mC r'}{r^2|u|^s} + \int_{r(u,v)}^{r(u,v)} \frac{4m^2\kappa}{r^3(r - 2M)} \left[ T r \frac{2m}{r(r - 2M)} \right] \text{dr} + O \left( \frac{1}{r^2|u|^{2p-1}} \right) \leq \frac{2MC r'}{r^2|u|^s} + 2MD + 4M^2C r' \left( \frac{-\log(1 - \frac{2M}{r})}{(2M)^3} - \frac{r + M}{r^2(2M)^2} \right) + O \left( \frac{1}{r^2|u|^{2p-1}} \right). 
\]
(5.109)
In order to close the bootstrap argument for \(\partial_r \mathbf{T} r\) (BS(6)), we require the RHS to be strictly smaller than \(\frac{D}{r^2|u|^s}\). This leads to the following condition on \(D\) and \(C r':\)
\[
2MC r' \left( 1 + \frac{1}{r^2 \log(\frac{1}{1-x})} \frac{1}{x} - \frac{1}{2} \right) \left( 1 - \frac{1}{r^2 \log(\frac{1}{1-x})} + \frac{1}{2} \right) + O(|u|^{s+1-2p}) < D,
\]
(5.110)
where we wrote \(x = \frac{2M}{r}\). The LHS is maximised when \(x\) is, so it is maximised for \(x = \frac{2M}{r(u,u)}\). In the case where \(r(u,u) \rightarrow \infty\) as \(u \rightarrow -\infty\), (5.110) is trivially satisfied for large enough values of \(|u|\).

On the other hand, if \(r(u,u) \rightarrow R < \infty\), we have \(r(u,u) \geq R - O(|u|^{1-s})\). We can thus insert \(x = \frac{2M}{R}\) into (5.110), resulting in another \(o(1)\)-term. The estimate (5.110) then holds, provided that \(|U_0|\) is large enough, that \(2M/R \lesssim 0.86\), and for
\[
D = \eta 2MC r' \left( 1 + \frac{1}{r^2 \log(\frac{1}{1-x})} \frac{1}{x} - \frac{1}{2} \right) \left( 1 - \frac{1}{r^2 \log(\frac{1}{1-x})} + \frac{1}{2} \right) =: \eta 2MC r' \cdot A(x),
\]
(5.111)
where \(x = \frac{2M}{R}\) and \(\eta > 1\) (where \(\eta - 1 \rightarrow 0\) as \(U_0 \rightarrow -\infty\)).

This improves the bootstrap assumption (BS(6)).

Next, we integrate the estimate (5.109) in \(v\) from \(\Gamma\). In order to convert the \(v\)-integration into \(r\)-integration, we use the estimate \(\lambda - (1 - 2M/r) = O(|u|^{-2p+1})\). One obtains 
\[
|\mathbf{T} r(u, v)| \leq \frac{C_{in,r}}{|u|^s} + \frac{1}{|u|^s} \int_{r(u,u)}^{r(u,v)} \frac{2MC r'}{r(r - 2M)} \text{dr} + \frac{D}{2M} + C r' \int_{r(u,u)}^{r(u,v)} - \log(1 - \frac{2M}{r}) - \frac{r + M}{2M(1 - \frac{2M}{r})} - \frac{r + M}{r(r - 2M)} \text{dr} + O(|u|^{1-2p}).
\]
(5.112)

\footnote{The reader can instead just take the lower bound \(1 - \frac{2M}{R} \leq \mu\). This will simplify the integrals below but lead to a slightly worse lower bound on \(R\).}

\footnote{Similarly to the calculation in Remark 5.3, one can, instead of using bootstrap arguments and going through the calculations below, first apply a Grönwall estimate to \(\partial_u \mathbf{T} r\) in the \(u\)-direction. From this, one can then obtain an inequality for \(\mathbf{T} r\) similar to (5.76) and apply a similar double Grönwall estimate to it. This only requires the lower bound that \(R > 2M\).}
The first integral has been computed before (cf. (5.42)). For the second integral, we substitute \( x = 2M/r \), which brings it into the following form
\[
\int_{2M/r}^{2M/r(u,v)} \frac{\log(1 - x)}{(1 - x)x^2} + \frac{1}{x} \frac{1 + \frac{1}{2}x}{1 - x} \, dx.
\]
(5.113)
This can now be computed using the dilogarithm \( \text{Li}_2(x) \) (cf. (4.55)). Reinserting this back into (5.112), using also that \( \text{Li}_2(1) = \pi^2/6 \), we get the estimate:
\[
|u|^s |\mathbf{T}r(u,v)| \leq C_{in,r} + C'_r \log \left( \frac{1}{1 - x} \right)
\]
\[
+ \left( \frac{D}{2M} + C'_r \right) \left( 1 + \frac{\pi^2}{6} + \frac{1}{2} \log(1 - x) \left( \frac{2}{x} + \log \left( \frac{1 - x}{x^2} \right) \right) - \text{Li}_2(1 - x) \right)
\]
\[
+ \mathcal{O}(|u|^{1-2p})
\]
(5.114)
where we wrote \( x = 2M/r(u,u) \): As before, we want this to be strictly smaller than \( C'_r |u|^{-s} \) in order to close the bootstrap assumption (BS(5)). This can trivially be achieved for large enough \( |U_0| \) in the case where \( r(u,u) \to \infty \). In the case where \( r(u,u) \to R \), we numerically find, plugging in (5.111), that the lower bound \( 2M/R \lesssim 0.516 \) needs to hold. The constant \( C'_r \) can then be chosen to be
\[
C'_r = \frac{\eta C_{in,r}}{1 + \log(1 - 2M/R) - (1 + \eta A(2M/R))B(2M/R)},
\]
(5.115)
where \( B(x) \) was defined in the estimate above and \( A(x) \) was defined in (5.111). This bound is, in particular, independent of \( E \).

This closes the bootstrap argument for \( 2p - 1 > s \) in the case of \( \mathbf{T}\hat{r} \) being compactly supported.

If \( \mathbf{T}\hat{r} \) is not compactly supported, the only difference is that we pick up a boundary term \( \partial_v(\mathbf{T}\hat{r})(u_0,v) \) from integrating \( \partial_u \partial_v \mathbf{T}r \). In view of equation (5.100), this boundary term can be bounded directly in terms of initial data (after applying a Gr"onwall inequality to bound \( \mathbf{T}r \) on \( \mathcal{C}_{u_0} \)). This boundary term will slightly change the definitions of \( D \) and \( C'_r \), but will not affect the lower bound on \( R \) in any way, precisely because it is bounded by data!

**Case ii):** \( 2p - 1 = s \): In this case, it seems like there is an additional difficulty since the \( \mathcal{O}(r^{-2}|u|^{-2p+1}) \)-term we treated as negligible in estimate (5.109) is now of the same order as the other terms: we therefore need to add a term \( \lesssim C'_r, E \frac{1}{r^2 |u|^s} \) to the estimate (5.109). The \( E \)-dependence of the implicit constant in \( \lesssim C'_r, E \) then means that \( C'_r \) and \( D \) will depend on \( E \). The \( C'_r \)-dependence in \( \lesssim C'_r, E \), on the other hand, seems like it would add a further restriction on the lower bound of \( R \). This is where it is important that the implicit constant in \( \lesssim C'_r, E \) only depends on \( C'_r \) in the case where \( r(u,u) \to \infty \) (see the remark below estimate (5.107)). Therefore, no new bound on \( R \) is introduced, and the bootstrap argument works in the same way, with \( D \) and \( C'_r \) now depending also on \( E \).
Case iii): $2p - 1 < s$: In this case, the $O(r^{-2}\lvert u \rvert^{-2p+1})$-term we treated as negligible in estimate (5.109) now dominates all other terms and depends on $E$ as well as on $C'_r$ if $r(u,u) \to \infty$. By the same reasoning as above, the bootstrap argument then closes trivially, with $C'_r$ and $D$ again depending on $E$.

This concludes the proof. \hfill \Box

We will now recover the bootstrap assumption (BS(4)):

5.7.2. Sharp Decay for $T(r\phi)$ and $\partial_u(r\phi)$. In this section, we prove the next refinement to Theorem 5.1. This refinement shows sharp decay for $T(r\phi)$ and, thus, for $\partial_u(r\phi)$.

Theorem 5.5. Let $D_U$ be as described in Sect. 5.3, and specify smooth functions $\hat{r}$, $\hat{\phi}$ on $\Gamma = \partial D_U = \{(u,u) \in D_U\}$, with $\hat{\phi}$ having compact support. Let $C_{u_0}$ denote the future-complete outgoing null ray emanating from a point $q = (u_0,u_0)$ on $\Gamma$ that lies to the past of the support of $\hat{\phi}$. On $C_{u_0}$, specify $\bar{m} \equiv M > 0$, $\bar{\phi} \equiv 0$, and an increasing smooth function $\bar{r}$ defined via $\bar{r}(v = u_0) = \hat{r}(u = u_0)$ and the ODE

$$\partial_v \bar{r} = 1 - \frac{2M}{\bar{r}}.$$

Finally, assume that the following bounds hold on $\Gamma$:

$$|T(\hat{r}\hat{\phi})(u)| \leq C_{\in,\phi}^1 |u|^{-p},$$

(5.116)

$$|T\hat{r}(u)| \leq C_{\in,r} |u|^{-s},$$

(5.117)

with positive constants $p > 1$, $C_{\in,\phi}^1$, $C_{\in,r}$ and $s > 0$, and assume that $\hat{r}$ tends to either an infinite (in the case $s \leq 1$) or a finite (in the case $s > 1$) limit $R \geq 4M$. If $s \leq 1$, we moreover assume that there exists a positive constant $d_{\in,r} < C_{\in,r}$ such that

$$-T\hat{r}(u) \geq d_{\in,r} |u|^{-s}.$$  

(5.118)

Then we have, for sufficiently large negative values of $u_0$ (the choice of $U_0$ depending only on data), that, throughout $\Delta_{u_0,\epsilon} \cap \{u \leq U_0\}$, the estimates of Theorem 5.1 hold. Moreover, we have the following additional bounds\footnote{Compare these bounds to the ones for $r\phi$ and $\partial_u(r\phi)$ in Theorem 5.1.}:

$$|T(r\phi)| \leq C'_T |u|^{-p},$$

(5.119)

$$|\partial_u T(r\phi)| \leq D_T MC'_T \frac{|u|^{-p}}{r^2}.$$  

(5.120)

Here, $C'_T$ and $D_T$ are constants which depend on the value of $C_{\in,\phi}^1$ and the ratio $M/R$; in particular, they do not depend on $u_0$.

Finally, in view of (5.119), the estimates from Theorem 5.4 hold as well, with the constant $E$ given by $E = C'_T$. 

Proof. As in the previous proof, we will bootstrap the decay of $T(r\phi)$, that is, we will assume

$$|T(r\phi)(u,v)| \leq E|u|^{-p}$$ \hspace{1cm} (BS(4))

for some suitable constant $E$, and we will subsequently improve this assumption. Note that, by the bootstrap assumption, the results of Theorem 5.4 hold.

We will distinguish between the cases $s > 1$, $s = 1$ and $s < 1$, i.e. between the cases where $r|\Gamma$ tends to a finite or infinite limit.

Case i): $s > 1$: We start by commuting the wave equation for $r\phi$ with $T$. As in the previous proof, we deal with the bad $T\nu$-term by converting it into a boundary term (cf. Eq. (5.104)):

$$\partial_u \partial_v (T(r\phi)) = Tm \left( \frac{2\nu\kappa}{r^2} + \frac{4m\nu\kappa}{r^3(1-\mu)} \right) \frac{r\phi}{r} + T\lambda \left( \frac{2m\nu}{r^2(1-\mu)} \right) \frac{r\phi}{r} + \partial_u \left( \frac{2m\kappa T}{r^2} \frac{r\phi}{r} \right)$$

$$+ T\nu \left( \frac{4m^2\nu\kappa}{r^4(1-\mu)} - \frac{2\kappa}{r^2} - \frac{2m\kappa\zeta^2}{r^2} \right) \frac{r\phi}{r}$$

$$+ T\nu \left( - \frac{2m\kappa}{r^2} \frac{\partial_u (r\phi)}{r} \right)$$

$$+ \partial_u \partial_v \frac{T(r\phi)}{r}. \hspace{1cm} (5.121)$$

The last term is exactly the same term that appears in $\partial_u \partial_v (r\phi)$, but with $r\phi$ replaced by $T(r\phi)$. We will show that all other terms decay faster in $|u|$. More precisely, we will show that all other terms can be bounded by $\frac{1}{|u|^p + \epsilon r^3}$ for some $\epsilon > 0$.

For the $Tm$-term, plugging in bound (5.99) as well as $r\phi \lesssim |u|^{-p+1}$, we find that it is bounded by

$$Tm (\ldots) \frac{r\phi}{r} \lesssim \frac{1}{|u|^{3p-2}r^4} + \frac{1}{|u|^{3p-1}r^3}.$$  

The RHS can be bounded by $\frac{1}{|u|^p + \epsilon r^3} \left( \frac{1}{|u|} + \frac{1}{r} \right)$, where $\epsilon$ is given by $\epsilon = 2p-2 > 0$.

The $T\lambda$- and the $Tr$-terms can be dealt with similarly in view of bounds (5.97) and (5.98) and since we assumed that $s > 1$ (and since $p > 1$ implies $2p-1 > 1$).

For the boundary term in the second line, we find that, after integrating first in $u$ and then in $v$, it can be bounded against $R^{-2}|u|^{-p+1-\min(s,2p-1)}$. 
In conclusion, we find that
\[ |T(r\phi)| (u, v) \leq |T(r\phi)| (u, u) + \left| \int_{u_0}^v \int_u^u du' \partial_u \partial_v (T r \phi) \right| \]
\[ \leq C_{in, \phi} |u|^{-p} + \left| \int_{u_0}^v \int_u^u du' \partial_u \partial_v r \frac{T (r \phi)}{r^3} \right| + O(|u|^{-p-\min(2p-2, s-1)}), \]
(5.122)
so the bootstrap argument can be closed in the same manner as in the proof of Theorem 5.1 for \( r \phi \). (Alternatively, one can perform a Grönwall argument as in Remark 5.3).

This concludes the proof in the case where \( r(u, u) \) tends to a finite limit.

**Case ii):** \( s=1 \): In this case, the \( T \) - and \( T \lambda \)-terms in Eq. (5.121) are no longer subleading compared to the \( T(r\phi) \)-term (the \( T m \)-term remains unchanged). Nevertheless, since in this case \( r(u, u) \sim \log |u| \) diverges, the bootstrap argument still closes.

**Case iii):** \( s \leq 1 \): Let us finally deal with the case where \( r(u, u) \sim |u|^{1-s} \). Here, the \( T \) - and \( T \lambda \)-terms in equation (5.121) exhibit less decay in \( u \) than the other terms; however, we can convert some of the extra \( r \)-decay present in these terms into \( u \)-decay according to
\[ r^{-1} \lesssim |u|^{s-1}. \]
(5.123)
Using this, we have, for example, for the \( T \lambda \)-term in (5.121)
\[ \left| T \lambda \left( \frac{2mv}{r^2 (1-\mu)} \right) \frac{r\phi}{r} \right| \lesssim \frac{1}{r^5 |u|^s} \frac{1}{|u|^{p-1}} \lesssim \frac{1}{r^3 |u|^{p+1-s}}. \]
(5.124)
The boundary term in the second line, as well as the third line of (5.121), can be dealt with in a similar fashion. For the term in the fourth line, we use the bootstrap assumption (BS(4)) as well as the bound for \( \partial_v (r\phi) \) from (5.35) to conclude that
\[ |\partial_u (r\phi)| \lesssim \frac{1}{|u|^p} + \frac{1}{|u|^{p-1} r^2}. \]
Plugging this bound back into the above, we see that
\[ T r \left( -\frac{2m\kappa \partial_u (r\phi)}{r^2} \right) \lesssim \frac{1}{r^5 |u|^s} \left( \frac{1}{|u|^p} + \frac{1}{|u|^{p-1} r^2} \right) \lesssim \frac{1}{r^3 |u|^{p+s}} + \frac{1}{r^3 |u|^{p+1-s}}, \]
where we again used (5.123). We conclude that the \( \partial_u \partial_v r \frac{T (r\phi)}{r} \)-term again dominates and that we can repeat the bootstrap argument as before.

This finishes the proof. \( \square \)

5.7.3. **Convergence of** \( \lim_{u \to -\infty} |u|^{p-1} r \phi \). We now have all the tools at hand to reprove Theorem 5.3 without the smallness assumption on \( C_{in, \phi} \) and without the restriction on \( p \geq 2 \), see Remark 5.5. However, as explained in Remark 5.6, we still would not be able to conclude that \( |u|^{p-1} r \phi(u, v) \) tends to a limit as \( u \) tends to \(-\infty\). We now prove a lemma that allows us to do precisely this:
Lemma 5.1. Under the same assumptions as in Theorem 5.5, assuming moreover that, on $\Gamma$,
\[
\left| \hat{r}\hat{\phi} - \frac{|u|}{p-1} T(\hat{r}\hat{\phi}) \right| \leq F|u|^{-p+1-\epsilon}\phi
\]
for some $1 > \epsilon_\phi > 0$ and a constant $F > 0$, we have that, for $s \neq 1$, for large enough values of $|U_0|$ and for $\hat{r} \geq R \geq 4M$:
\[
\left| r\phi - \frac{|u|}{p-1} T(r\phi) \right| \leq F'|u|^{-p+1-\epsilon'}
\]
for a constant $F'$ depending only on initial data and not on the value of $u_0$. Here, $\epsilon'$ is given by
\[
\epsilon' = \min(\epsilon_\phi, 2p-2, s, |s-1|) = \begin{cases} 
\min(\epsilon_\phi, 2p-2, s-1), & s > 1, \\
\min(\epsilon_\phi, 2p-2, s, 1-s), & s < 1.
\end{cases}
\]
(5.127)

If $s = 1$, then we instead have
\[
\left| r\phi - \frac{|u|}{p-1} T(r\phi) \right| \leq F'\frac{1}{\log^2 |u|}.
\]
(5.128)

Proof. The proof will follow the same ideas as the previous proofs, and we will only sketch it. First, consider the case $s > 1$. We compute
\[
\partial_u \partial_v \left( r\phi - \frac{|u|}{p-1} T(r\phi) \right) = \frac{\partial_u \partial_v r}{r} \left( r\phi - \frac{|u|}{p-1} T(r\phi) \right) + \frac{1}{p-1} \partial_v T(r\phi)
\]
\[
- \frac{|u|}{p-1} \left( \partial_u \partial_v T(r\phi) - \partial_u \partial_v r \frac{T(r\phi)}{r} \right).
\]
(5.129)

We will again assume (5.126) as a bootstrap assumption and improve it. The first term in the equation above is the usual one, and we can deal with it. It is left to show that the others decay faster:

For the second term, plugging in bound (5.120) and converting some of the $u$-decay in it into $r$-decay and integrating in $u$ and $v$ does the job (this is where we need $\epsilon_\phi < 1$).

For the final term, we proceed exactly as in the proof of Theorem 5.5.

We proceed similarly in the cases $s = 1$ and $s \leq 1$. □

Remark 5.11. Notice that one can replace the RHS of the assumption (5.125) with any function that is non-increasing in $|u|$ and recover the correspondingly adapted (5.126). In particular, we can add a constant to the RHS of (5.125). This will play a role later on because of the cut-off functions introduced below, see Remark 5.12.

5.8. Proof of Theorem 2.1

5.8.1. Sending $C_{u_0}$ to $I^-$ (revisited). We can now prove the refined version of Theorem 5.3. The setup will be the same as in Sect. 5.6, with some minor modifications that we here point out:
The “Final” Boundary Data. As in Sect. 5.6, we let \( M > 0 \), and we restrict to sufficiently large negative values of \( u \leq U_0 < 0 \) and specify boundary data \((\hat{r}, \hat{\phi})\) on \( \Gamma \) as follows: The datum \( \hat{r} \in C^2(\Gamma) \) is to satisfy \( \hat{r} > 2M \) and either

\[
T\hat{r} \sim \frac{1}{|u|^s}, \quad 1 \geq s > 0, \quad \text{and} \quad \lim_{u \to -\infty} \hat{r} = \infty, \quad (5.130)
\]

or\(^52\)

\[
|T\hat{r}| \lesssim \frac{1}{|u|^s}, \quad s > 1, \quad \text{and} \quad \lim_{u \to -\infty} \hat{r} = R > 2M. \quad (5.131)
\]

On the other hand, \( \hat{\phi} \in C^2(\Gamma) \) is chosen to obey \( \lim_{u \to -\infty} \hat{r}\hat{\phi}(u) = 0 \) and

\[
T(\hat{r}\hat{\phi}) = C_{in,\phi}^1|u|^{-p} + \mathcal{O}(|u|^{-p-\epsilon_\phi}) \quad (5.132)
\]

for \( p > 1, \ 1 > \epsilon_\phi > 0 \) and some constant \( C_{in,\phi}^1 > 0 \).

The Sequence of Finite Solutions \((r_k, \phi_k, m_k)\). We finally prescribe a sequence of initial/boundary data as in Sect. 5.6: We recall the notation that, for \( k \in \mathbb{N}, C_k = \{u = -k, v \geq u\} \), and we also recall the sequence of smooth cut-off functions \((\chi_k)_{k \in \mathbb{N}}\) on \( \Gamma \) from (5.50), which equal 1 for \( u \geq -k + 1 \), and which equal 0 for \( u \leq -k \).

Our sequence of initial data shall then be given\(^53\) by:

\[
(I.D._k) = \begin{cases} 
\hat{r}_k = \hat{r}, \ & \hat{\phi}_k(u) = \int_{-\infty}^{u} \chi_k T(\hat{r}\hat{\phi}) \, du' & \text{on} \ \Gamma, \\
\hat{r}_k = r_0, \ & \hat{\phi}_k = 0, \ & m = M & \text{on} \ \mathcal{C}_k.
\end{cases} \quad (5.133)
\]

These lead to a sequence of solutions \((r_k, \phi_k, m_k)\), which we extend with the vacuum solution \((r_0, 0, M)\) for \( u \leq -k \) (cf. Theorem 5.2) and which obey, uniformly in \( k \), the bounds from Theorem 5.1 and also the refined bounds from Theorems 5.4 and 5.5 and Lemma 5.1.

Remark 5.12. There is one small technical subtlety here: The difference \( \hat{r}_k\hat{\phi}_k - \frac{|u|}{p-1} T(\hat{r}_k\hat{\phi}_k) \) has an error term coming from the cut-off function \( \chi_k \):

\[
|\hat{r}_k\hat{\phi}_k - \frac{|u|}{p-1} T(\hat{r}_k\hat{\phi}_k)| \leq \frac{F}{|u|^{p-1+\epsilon_\phi}} + \frac{C}{k^{p-1}}
\]

for some positive constants \( F \) and \( C \). As explained in Remark 5.11, Lemma 5.1 still applies to this. The error contribution \( Ck^{1-p} \) arising from the cut-off function then vanishes as \( k \to \infty \).

Theorem 5.6. Let \( p > 1 \) and \( U_0 < 0 \) be sufficiently large. Then, as \( k \to \infty \), the sequence \((r_k, \phi_k, m_k)\) uniformly converges to a limit \((r, \phi, m)\),

\[
||r_k\phi_k - r\phi||_{C^1(D_{u_0})} + ||r_k - r||_{C^1(D_{u_0})} + ||m_k - m||_{C^1(D_{u_0})} \to 0. \quad (5.134)
\]

This limit is also a solution to the spherically symmetric Einstein–Scalar field equations. Moreover, \((r, \phi, m)\) restricts correctly to the boundary data \((\hat{r}, \hat{\phi})\) and satisfies, for all \( v \),

\[
\lim_{u \to -\infty} r\phi(u, v) = \lim_{u \to -\infty} \partial_v m(u, v) = \lim_{u \to -\infty} \partial_v (r\phi)(u, v) = 0 \quad (5.135)
\]

\(^52\)We now use the better lower bound on \( R \), cf. Remarks 5.3 and 5.9.

\(^53\)Notice that, for technical reasons, we here cut off \( T(\hat{r}\hat{\phi}) \) rather than \( \hat{r}\hat{\phi} \) itself.
as well as

$$\lim_{u \to -\infty} m(u, v) = \lim_{u \to -\infty} m(u, u) = M. \quad (5.136)$$

Assume now that also $R > 2.95 M$. Then, the following sharp bounds hold throughout $\mathcal{D}_{U_0}$, for sufficiently large negative values of $U_0$:

$$m - M = \mathcal{O}\left( \frac{1}{|u|^{2p-2}r} + \frac{1}{|u|^{2p-1}} \right), \quad (5.137)$$

$$Tm = \mathcal{O}\left( \frac{1}{|u|^{2p-1}r} + \frac{1}{|u|^{2p}} \right), \quad (5.138)$$

$$\kappa - 1 = \mathcal{O}\left( \frac{1}{|u|^{2p-2}r^2} \right), \quad (5.139)$$

$$\lambda - \left( 1 - \frac{2M}{r} \right) = \mathcal{O}\left( \frac{1}{|u|^{2p-2}r^2} \right), \quad (5.140)$$

$$\nu + \lambda = Tr = \mathcal{O}( |u|^{-\min(s,2p-1)} ), \quad (5.141)$$

$$|r\phi| \leq C_{in,\phi} |u|^{-p + 1}, \quad (5.142)$$

$$|\partial_v(r\phi)| \leq MC_{in,\phi} \frac{|u|^{-p + 1}}{r^2}, \quad (5.143)$$

$$|\partial_u(r\phi) + \partial_v(r\phi)| = |T(r\phi)| \leq C^1_{in,\phi} |u|^{-p}, \quad (5.144)$$

$$|\partial_v T(r\phi)| \leq \eta MC^1_{in,\phi} \frac{|u|^{-p}}{r^2}, \quad (5.145)$$

where $C_{in,\phi} = C^1_{in,\phi}/(p-1)$, $\eta > 1$ can be chosen arbitrarily close to 1 as $U_0 \to -\infty$ and all the constants implicit in $\mathcal{O}$ only depend on initial data.

Finally, the following limit exists and is nonzero:

$$\lim_{u \to -\infty} |u|^{p-1} r\phi(u, v) = : \Phi^- \neq 0. \quad (5.146)$$

More precisely, we have, for $s \neq 1$, that

$$r\phi(u, v) = \frac{\Phi^-}{|u|^{p-1}} + \mathcal{O}\left( \frac{1}{|u|^{p-1+\min(\epsilon,2p-2,s,|s-1|)}} + \frac{1}{r|u|^{p-1}} \right), \quad (5.147)$$

and, for $s = 1$,

$$r\phi(u, v) = \frac{\Phi^-}{|u|^{p-1}} + \mathcal{O}\left( \frac{1}{|u|^{p-1+\log_2|u|}} + \frac{1}{r|u|^{p-1}} \right). \quad (5.148)$$

If $s \leq 1$, then the above limit (5.146) is given by $\Phi^- = C_{in,\phi}/(p-1)$.

Remark 5.13. The lower bound $R > 2.95 M$ is only necessary for bounds (5.142)–(5.145), which otherwise still hold with slightly worse constants, and for the statement that $\Phi^- \neq 0$. In other words, it is only necessary for the proof of lower bounds, not of upper bounds. We expect that it can be improved.

Proof. First, notice that the reason that one can take the lower bound on $R$ to be just $R > 2M$ is explained in Remarks 5.3 and 5.9. The first part of the theorem, namely that $(r_k, \phi_k, m_k)$ converges to a solution $(r, \phi, m)$ which restricts correctly to the boundary data, is then shown as in the proof of
Theorem 5.3, now using the improved decay on $T(r\phi)_k$ from Theorem 5.5. As discussed in Remark 5.5, the fact that we now have sharp decay for $\partial_u(r\phi)$ at our disposal removes the necessity to assume $p \geq 2$ as well as the smallness assumption on $C_{in,\phi}$. Moreover, one can perform a similar argument to show convergence in higher derivative norms as well.

We thus obtain a limiting solution which, as before, satisfies all the bounds from Theorems 5.1, 5.4 and 5.5.

Furthermore, the improvements in bounds (5.137), (5.139) and (5.140) can be obtained from redoing the proof of Theorem 5.1 with the improved bound on $T(r\phi)$ from Theorem 5.5.

Bounds (5.138), (5.141), (5.142) and (5.143) come directly from Theorems 5.1 and 5.4, where, for the latter two bounds, we used that $r\phi$ also satisfies a lower bound, provided that $R > 2.95$ (as shown in Theorem 5.3, estimate (5.91)), which allows us to improve $C'$ to $C_{in,\phi}$.

With similar reasoning as for $r\phi$ and $\partial_v(r\phi)$, one derives the improvements in estimates (5.144) and (5.145) from Theorem 5.5 by showing that $T(r\phi)$ also satisfies a lower bound and, in particular, has a sign. (This is done in the same way as for $r\phi$ in the proof of Theorem 5.3.)

To prove the final part of the theorem, we note that, if $s \leq 1$, it is trivial to show that $|u|^{p-1}r\phi$ attains a limit by looking at

$$
|u|^{p-1}r\phi(u, v) = |u|^{p-1}r\phi(u, u) + |u|^{p-1} \int_u^v \partial_v(r\phi) \, dv'.
$$

On the other hand, if $s \neq 1$, then we can show that $\partial_u(|u|^{p-1}r\phi)$ is integrable using the results of Lemma 5.1:

$$
-\partial_u(|u|^{p-1}r\phi) = (p - 1)|u|^{p-2} \left( r\phi - \frac{|u|}{p - 1} \partial_u(r\phi) \right) = (p - 1)|u|^{p-2} \left( r\phi - \frac{|u|}{p - 1} T(r\phi) \right) + |u|^{p-1} \partial_v(r\phi).
$$

The second term in the second line is bounded by $r^{-2}$ and, thus, is integrable. The first term in the second line, on the other hand, has been dealt with in Lemma 5.1, see (5.126) and Remark 5.12, and is also integrable.

This concludes the proof.

5.8.2. Asymptotics of $\partial_v(r\phi)$ Near $I^+, I^0$ and $I^-$. We now state the asymptotics for the limiting solution $(r, \phi, m)$ in a neighbourhood of spatial infinity. By the above theorem, we have completely reduced the problem to the null case. We can therefore reproduce the proofs of Sect. 4.4 to conclude the following:

Theorem 5.7. Consider the solution $(r, \phi, m)$ constructed in Theorem 5.6, and let $p = 2$ in equation (5.132). Then, throughout $D_{U_0} \cap \{v > 1\}$, for sufficiently large negative values of $U_0$, we get the following asymptotic behaviour
for $\partial_v(r\phi)$:
\[
|\partial_v(r\phi)| \sim \begin{cases} 
\frac{\log r-\log |u|}{r^3}, & u = \text{constant}, v \to \infty, \\
\frac{1}{r}, & v = \text{constant}, u \to -\infty, \\
\frac{1}{r}, & v + u = \text{constant}, v \to \infty.
\end{cases}
\]  
(5.149)

More precisely, for fixed $u$, we have the following asymptotic expansion as $I^+$ is approached:
\[
\left| \partial_v(r\phi)(u,v) + 2M\Phi^{-3} \left( \log r - \log(|u|) - \frac{3}{2} \right) \right| = O\left(r^{-3}\log^{-2}(|u|) + r^{-4}|u|\right).
\]  
(5.150)

The $\log^{-2}|u|$-term above can be replaced by $|u|^{-\epsilon'}$ for $\epsilon'$ as in (5.127) if $s \neq 1$.

Similarly, we can deal with higher-order asymptotics, that is with the cases $p = 3, 4, \ldots$. See also Theorem 4.3.

Finally, in view of Remark 5.7, Theorems 5.6 and 5.7 combined prove Theorem 2.1 from the introduction.

6. An Application: The Scattering Problem

In the previous Sects. 4 and 5, our motivation for the choice of initial (boundary) data mainly came from Christodoulou’s argument; in particular, the data were chosen so as to lead to solutions that satisfy the no incoming radiation condition and that agree with the prediction of the quadrupole approximation, that is, we chose initial data such that we would obtain the rate
\[
\partial_u m(u, \infty) \sim \frac{1}{|u|^4}
\]  
(6.1)
at future null infinity.

Alternatively, we could have motivated our choice of initial data by the observation that our data can be chosen to be conformally smooth near $I^-$ for integer $p$ and, nevertheless, lead to solutions that are not conformally smooth near $I^+$.

In this section, we give yet another extremely natural motivation for our initial data of Sect. 4. More precisely, we shall show in Sect. 6.1 that the case $p = 3$ appears generically in evolutions of compactly supported scattering data on $H^-$ and $I^-$. Our main theorem is Theorem 6.1, which contains Theorem 2.5 from the introduction.

We shall make further comments on linear scattering in Sects. 6.2 and 6.3, where we will, in particular, prove that the corresponding solutions are never conformally smooth (unless they vanish identically).

54 Since we always restrict to a region sufficiently close $I^-$, that is to sufficiently large negative values of $u$, we may without loss of generality assume vanishing data on $H^-$. 
Figure 9. The Penrose diagram of $\mathcal{E}_U$. We pose compactly supported scattering data on $I^-$ and $H^-$. Since we are only interested in a region close to $I^-$, we can, without loss of generality, set the data on $H^-$ to be vanishing.

6.1. Nonlinear Scattering with a Schwarzschildian or Minkowskian $i^-$ (Proof of Theorem 2.5)

The Maxwell field As in the timelike case (Sect. 5), we will ignore the Maxwell field, that is, we set $e^2 = 0$. However, all results of the present section can be recovered for $e^2 \neq 0$ as well.

The setup Let $M > 0$, $U < -2M$, and define the rectangle

$$\mathcal{E}_U := (-\infty, U] \times (-\infty, \infty) \subset \mathbb{R}^2.$$  \hspace{1cm} (6.2)

We refer to the set $(-\infty, U] \times \{-\infty\}$ as $H^-$ (to be thought of as the past event horizon of Schwarzschild), to the point $\{-\infty\} \times \{-\infty\}$ as $i^-$ or past timelike infinity, and we otherwise keep the conventions from Sect. 4.1.

We will now show that if we pose compactly supported scattering data for $r\phi$ on $I^-$ (see Fig. 9) and vanishing data on $H^-$, then $\mathcal{E}_U$ generically contains as a subset a set $\mathcal{D}_{U_0}$ as defined in (4.8), in which the corresponding scattering solution satisfies the assumptions of Sect. 4.1 with $p = 3$, and hence, according to Theorem 4.3, has logarithmic terms at second highest order in the expansion of $\partial_v (r\phi)$ near $I^+$.

**Theorem 6.1.** Let $G(v)$ be a smooth compactly supported function, $\text{supp}(G) \subset (v_1, v_2)$. Then, there exists a solution $(r, \phi, m)$ to the spherically symmetric Einstein–Scalar field system on $\mathcal{E}_U$ which satisfies $r|_{H^-} = 2m|_{H^-}$ on $H^-$, and which satisfies $m(u, v) = M$ and $\phi(u, v) = 0$ for all $v \leq v_1$, and which finally satisfies $\lim_{u \to -\infty} r(u, v) = \infty$, $\partial_u r|_{I^-}(v) = 1$, and $r\phi|_{I^-}(v) = G(v)$ for all $v \in \mathbb{R}$. If we moreover fix $\partial_v r(u, v_2) = -1$ and $r(U, v_2) = -U$, then this solution is unique in the sense of Remark 5.7. We will call this solution the scattering solution.
Furthermore, for sufficiently large negative values of $U_0$, this scattering solution $(r, \phi, m)$ satisfies the following bounds throughout $\mathcal{E}_U \cap \{v \geq v_2\} \cap \{u \leq U_0\}$:

$$
|r\phi(u, v) + \frac{I_0[G]}{u^2}| = \mathcal{O}\left(|u|^{-3}\right), \quad (6.3)
$$

where $I_0[G]$ is a constant given by

$$
I_0[G] := \int_{v_1}^{v_2} \left(M + \frac{1}{2} \int_{v_1}^{v} \left(\frac{dG}{dv}\right)^2 (v') dv'\right) G(v) dv. \quad (6.4)
$$

In particular, by the results of Sect. 4 (see Theorem 4.3), we have, for fixed values of $u$, the following asymptotic expression near $I^+$ for $\partial_v (r\phi)$:

$$
\left|\partial_v (r\phi)(u, v) - F(u) - \frac{6\widetilde{M}I_0[G]}{u} \log(r) - \log|u|\right| = \mathcal{O}(r^{-4}), \quad (6.5)
$$

where $F(u)$ is given by

$$
F(u) = \int_{-\infty}^{u} \lim_{v \to \infty} (2mnr\phi)(u', v) dv' = -\frac{2\widetilde{M}I_0[G]}{u} + \mathcal{O}(u^{-2}), \quad (6.6)
$$

and where $\widetilde{M}$, the final value of the past Bondi mass, is given by

$$
\widetilde{M} = \lim_{v \to \infty} m(-\infty, v) = M + \int_{v_1}^{v_2} \frac{1}{2} \left(\frac{dG}{dv}\right)^2 (v') dv' > 0. \quad (6.7)
$$

Finally, it is clear from its definition (6.4) that the constant $I_0[G]$ is generically nonzero (in an obvious sense).

Combined with Remark 6.1 and the specialisation to the linear case described in Sect. 3.3, this theorem proves Theorem 2.5 from the introduction.

**Proof.** We first restrict to $v < v_1$. There, by the domain of dependence property, the scattering solution exists and is identically Schwarzschild. The existence and uniqueness of the scattering solution for $v \geq v_1$ can then be obtained by combining the estimates of the present proof with the methods of Sect. 5.6. (It is convenient to treat the regions $v \in [v_1, v_2]$ and $v > v_2$ separately.)

Let us now assume that we have already established the existence of the scattering solution. Then, we first note that the Hawking mass $m$ on $\mathcal{I}^-$ is given by

$$
m(-\infty, v) = M + \int_{v_1}^{v_2} \frac{1}{2} \left(\frac{dG}{dv}\right)^2 (v') dv', \quad (6.8)
$$

which can be seen by integrating Eq. (3.19) from $i^-$ (and by standard limiting considerations, see the arguments below).

In the rest of the proof, we restrict to the region $v \in [v_1, v_2]$. We can then, using the monotonicity of the Hawking mass, redo the proofs of Propositions 4.3 and 4.4 to show that $m, \nu, \lambda$ and $\kappa$ remain bounded from above, and away from zero, for $v \in [v_1, v_2]$. Moreover, we can apply the energy estimate
as in the proof of Theorem 4.1 to show that $\sqrt{r}\phi$ is bounded from above as well, cf. (4.25).

In order to improve this bound on $\phi$, we integrate the wave equation (3.24) from the ingoing null ray $v' = v_1$ (where $\phi$ vanishes), for $v \in [v_1, v_2]$:

$$|\partial_u (r\phi)(u, v)| \leq C \int_{v_1}^{v} r^{-\frac{3}{2}} \, dv' \leq \frac{C}{|u|^{\frac{3}{2}}}$$

(6.9)

for some positive constant $C$ that depends only on initial data (in particular, $C$ depends on $v_2 - v_1$) but which is allowed to change from line to line.

In turn, integrating estimate (6.9) from $I^{-}$ implies that

$$|r\phi(u, v) - G(v)| \leq \frac{C}{|u|^2}.$$  

Plugging this improved bound back into the wave equation and repeating the argument (6.9), we find that

$$|\partial_u (r\phi)(u, v)| \leq \frac{C}{|u|^3}$$

and, thus, by again integrating from $I^{-}$,

$$|r\phi(u, v) - G(v)| \leq \frac{C}{u^2}.$$  

With these decay rates for $r\phi$ and $\partial_u (r\phi)$, we can prove the analogue of Corollary 4.1; in particular, we can show that, for $v \in [v_1, v_2],

$$|\kappa(u, v) - 1| + |\nu(u, v) + 1| + |m(u, v) - m(-\infty, v)| = O(u^{-2}).$$

To now obtain the asymptotic behaviour of $\partial_u (r\phi)$ along $v = v_2$, we calculate the $v$-derivative of $r^3 \partial_u (r\phi)$: Using the above bounds, we find that

$$\partial_v(r^3 \partial_u (r\phi))
= 3r^2 \lambda \partial_u (r\phi) + 2m\nu r \phi = -2 \left( M + \int_{v_1}^{v} \frac{1}{2} \left( \frac{dG}{dv} \right)^2 (v') \, dv' \right) G(v)
+ O(|u|^{-1}).$$

(6.10)

Integrating the estimate above from $v_1$ to $v_2$ yields

$$\left| r^3 \partial_u (r\phi)(u, v_2) + \int_{v_1}^{v_2} 2 \left( M + \int_{v_1}^{v} \frac{1}{2} \left( \frac{dG}{dv} \right)^2 (v') \, dv' \right) G(v) \, dv \right| = O(|u|^{-1}).$$

(6.11)

Since $\nu = -1$ on $v = v_2$, this puts us in precisely the setting of Sect. 4.1 with $p = 3$: Indeed, integrating the equation (6.11) from $I^{-}$ along $v = v_2$, we find

$$\left| r\phi(u, v_2) + \frac{1}{u^2} \int_{v_1}^{v_2} \left( M + \int_{v_1}^{v} \frac{1}{2} \left( \frac{dG}{dv} \right)^2 (v') \, dv' \right) G(v) \, dv \right| = O(|u|^{-3}).$$

(6.12)
In fact, by Corollary 4.1, the same holds for any \( v \geq v_2 \). In particular, Theorem 4.3 applies with \( p = 3 \), with \( \Phi^- \) given by
\[
\Phi^- = -\int_{v_1}^{v_2} \left( M + \int_{v_1}^{v} \frac{1}{2} \left( \frac{dG}{dv} \right)^2 (v') dv' \right) G(v) dv,
\]
and with \( M \) in (4.38) replaced by \( \tilde{M} = m(-\infty, v_2) \). This concludes the proof.  \( \square \)

Remark 6.1. (Nonlinear scattering for perturbations of Minkowski) In contrast to the setting in the previous section, we can now also have \( M = 0 \) and still see the logarithmic term. This is because the scattering data on \( I^- \) will always generate mass such that there will ultimately be a mass term near \( i^0 \). In particular, the results of Theorem 6.1 not only apply to scattering solutions with a Schwarzschildian \( i^- \) and compactly supported scattering data, but also to scattering solutions with a Minkowskian \( i^- \) (see the Penrose diagram below). This is because if one puts vanishing data on the center \( r = 0 \) and compactly supported data on \( I^- \), there will be a backwards null cone which is emanating from the center and on which \( r\phi = 0 \) by the domain of dependence property.

Moreover, we recall from Remark 2.4 that if the initial data on \( I^- \) are sufficiently small, then, according to [30], the arising solution is causally geodesically complete and globally regular, it has a complete null infinity, and its Penrose diagram can be extended to a Minkowskian Penrose diagram as in Fig. 10.

6.2. Linear Scattering on Schwarzschild

By the remarks in Sect. 3.3, Theorem 6.1 also applies in the case of the linear wave equation on a fixed Schwarzschild background with mass \( M > 0 \) (see Fig. 11). In the Eddington–Finkelstein double null coordinates\(^{55} \) of Sect. 3.2 (recall that \( \partial_u r = -\partial_u r = 1 - \frac{2M}{r} \)), the linear wave equation reads
\[
\partial_u \partial_v (r \phi) = -2M \left( 1 - \frac{2M}{r} \right) \frac{r \phi}{r^3}.
\]
The only difference in the linear case is that \( I_0[G] \) is now given by
\[
I_0[G] := \int_{v_1}^{v_2} MG(v) dv,
\]
since the scalar field no longer generates mass along past null infinity.

We now want to classify all spherically symmetric solutions to the linear wave equation arising from compactly supported scattering data in terms of their conformal smoothness near \( \overline{I}^+ \). We have already established that if
\[
I_0[G] := \int_{v_1}^{v_2} MG(v) dv \neq 0,
\]

\(^{55}\) The gauge of the \( u \)-coordinate \( \partial_u r = 1 - \frac{2M}{r} \) differs from our choice in the nonlinear setting, where we set \( \nu = -1 \) on \( v = v_2 \). In these coordinates, the only difference to our results is then that the \( \mathcal{O}(|u|^{-3}) \)-term in (6.3) is replaced by an \( \mathcal{O}(|u|^{-3} \log |u|) \)-term, and similarly for (6.6). This is completely inconsequential to any of our other results, however.
Figure 10. Scattering solution arising from compactly supported scattering data on $I^{-}$ and a Minkowskian $i^{-}$. The solution fails to be conformally smooth near $I^{+}$ by Theorem 6.1. Moreover, if the scattering data are suitably small, then the Penrose diagram can be extended to a Minkowskian Penrose diagram by the results of [30].

then there will be a logarithmic term in the expansion of $\partial_v(r\phi)$ at order $\frac{\log r}{r^4}$.
Let us now discuss the case when $I_0[G] = 0$. We prove the following theorem:

**Theorem 6.2.** Prescribe compactly supported scattering data $G(v)$ on $I^{-}$ and compactly supported scattering data on $H^{-}$ for the spherically symmetric linear wave equation (6.14) on a fixed Schwarzschild background with mass $M > 0$. Then, by the results of [33], there exists a unique smooth scattering solution $\phi$ attaining these data, with the uniqueness being understood in the class of finite-energy solutions.
Figure 11. Smooth compactly supported scattering data for \( \phi \) on a fixed Schwarzschild background. The solution generically contains a region \( \mathcal{D}_{U_0} \) with \( p = 3 \) as in Sect. 4. Moreover, the scalar field is never conformally smooth unless the scattering data vanish, see Theorem 6.2. For \( n \in \mathbb{N}_0 \), define the scattering data constants \( I^{(n)}[G] \) via

\[
I^{(n)}[G] := M \int_{v_1}^{v_2} (-1)^n \frac{u^n}{n!} G(v) \, dv. \tag{6.16}
\]

Let \( n \) denote the smallest natural number such that \( I^{(n)}[G] \neq 0 \).

Then the solution \( \phi \) satisfies, for all \( v \geq v_2 \) and for all \( u < U_0 \), and for sufficiently large negative values of \( U_0 \):

\[
\left| r \phi(u,v) + I^{(n)}[G] (n + 1)! \right| = \mathcal{O}(|u|^{-3-n} \log |u|). \tag{6.17}
\]

Moreover, for fixed values of \( u \), we have the following asymptotic expansion as \( \mathcal{I}^+ \) is approached:

\[
\partial_v(r \phi) = \sum_{i=0}^{n} \frac{f_i^{(n)}(u)}{r^{3+i}} + (-1)^n (3 + n) I^{(n)}[G] M \frac{\log r - \log |u|}{r^{4+n}} + \mathcal{O}(r^{-4-n}) \tag{6.18}
\]

for some smooth functions \( f_i^{(n)} \).

This theorem shows, in particular, that the solution only remains conformally smooth near \( \mathcal{I}^+ \) if \( G = 0 \), that is to say, any smooth compactly supported linear scalar perturbation on \( \mathcal{I}^- \) gives rise to a solution which is not conformally smooth.
Proof. The existence of the scattering solution $\phi$ follows by our previous methods or by the results of [33]. The proof of the estimates (6.17) and (6.18) will be a proof via induction, with the base case having been established in Theorem 6.1. The crucial idea is to use time integrals.\footnote{These have been used in a similar context in [42].}

To begin, let us state the following two basic facts: First, we have, for $v \in [v_1, v_2]$, and for any $n \in \mathbb{N}$:

$$\partial_u \partial_v (\partial^n (r\phi)) = - \left(2M \left(1 - \frac{2M}{r}\right) \frac{G(v)}{r^3}\right) \frac{(n+2)!}{2\pi^n} + O(r^{-3-n-1}). \quad (6.19)$$

This can easily be established using the methods of the proof of Theorem 6.1.

Secondly and similarly, we have that, for all $n \in \mathbb{N}$ and for all $v \geq v_2$,

$$\partial_u \partial_v (\partial^n (r\phi)) = - \left(2M \left(1 - \frac{2M}{r}\right) \frac{r\phi}{r^3}\right) (-1)^n \frac{(n+2)!}{2\pi^n} + O(r^{-3-n-1}), \quad (6.20)$$

where this can easily be established from the asymptotics for $\partial_v (r\phi)$ proved in Sect. 4.4 and an inductive argument. Note that both these facts also hold in the nonlinear setting.

Let us now initiate the inductive step. We assume that (6.17) holds for some $n - 1 \geq 0$, and we moreover assume that it commutes with $\partial_u$, that is to say, we assume that

$$\left| \partial_u^m \left( r\phi(u,v) + \frac{I^{(n-1)}[G]}{|u|^{2+n-1}}(n-1+1)! \right) \right| = O(|u|^{-3-n+1-m} \log |u|) \quad (6.21)$$

for some $n - 1 \geq 0$, for all $m \in \mathbb{N}$, and for all $r\phi$ arising from compactly supported scattering data $G$ such that $I^{(k)}[G] = 0$ for all $k < n - 1$. (That this holds in the base case $n = 1$ is an easy consequence of Eqs. (6.12) and (6.19).)

Consider now compactly supported scattering data $G$ such that $I^{(k)}[G] = 0$ for all $k < n$. These lead to a solution $r\phi$. The goal is to show that $r\phi$ can be written as $T(r\phi^T)$, where $T = \partial_u + \partial_v$, and where $r\phi^T$, the time integral of $r\phi$, is another solution coming from compactly supported data $G^T$ such that $I^{(k)}[G^T] = 0$ for all $k < n - 1$. To achieve this, we take the obvious candidate for $G^T$:

$$G^T(v) = \int_{v_1}^v G(v') \, dv'. \quad (6.22)$$

Indeed, by the methods of the proof of Theorem 6.1, it is easy to see that the solution $r\phi^T$ arising from this satisfies

$$T(r\phi^T)(-\infty, v) = \partial_v (r\phi^T)(-\infty, v) = (G^T)'(v) = G(v). \quad (6.23)$$

Therefore, since $T$ also commutes with the wave equation$^{57}$, we indeed have $T(r\phi^T) = r\phi$ by uniqueness.

\footnote{This is the only property used in this proof that fails to hold in the coupled case.}
It is left to show that \( I^{(k)}[G^T] = 0 \) for all \( k < n - 1 \). But this is an easy consequence of the fact that
\[
\int_{v_1}^{v_2} \frac{v'^k}{k} G(v') \, dv' = - \int_{v_1}^{v_2} v'^{k-1} \int_{v_1}^{v'} G(v'') \, dv'' \, dv',
\]
where we used that \( I^{(k)}[G] = 0 \) for all \( k < n \). In particular, the above equation implies
\[
I^{(n-1)}[G^T] = I^{(n)}[G],
\]
and, similarly, that \( I^{(k)}[G^T] = 0 \) for all \( k < n - 1 \). From the induction assumption, it now follows that, for all \( m \in \mathbb{N} \),
\[
\left| \partial_u^m \left( r\phi^T(u, v) + \frac{I^{(n-1)}[G^T]}{|u|^{2n-1}} \right) \right| = \mathcal{O}(|u|^{-3n+1-m} \log |u|).
\]
Finally, if we now write \( r\phi(u, v) = T(r\phi^T) = \partial_u(r\phi^T) + \partial_v(r\phi^T) \), then, as a consequence of the wave equation, the \( \partial_v(r\phi^T) \)-term goes like \( r\phi^T/|u|^2 \) and is therefore sub-leading (for \( v \geq v_2 \)). We thus obtain, for all \( v \geq v_2 \), that
\[
\left| r\phi(u, v) + \frac{I^{(n)}[G]}{|u|^{2n}} (n + 1)! \right| = \mathcal{O}(|u|^{-3-n} \log |u|),
\]
where we also used (6.25). One proceeds similarly for higher \( \partial_u \)-derivatives. (One can appeal to the wave equation (6.14) to deal with the arising \( \partial_u \partial_v \)-terms.) This completes the inductive proof of Eq. (6.17).

We proceed exactly in the same way for the proof of (6.18): We again make the inductive assumption that (6.18) holds for some \( n \) and moreover commutes with \( \partial_v^m \) for all \( m \). By this, we mean the following: We assume that, for some fixed \( n \) and for all \( m \),
\[
\partial_v^m (\partial_u(r\phi)) = \sum_{i=0}^n f_i^{(n,m)}(u) \frac{1}{r^{3+i+m}} + (-1)^n (3 + n)! I^{(n)}[G] M \partial_v^m \left( \frac{\log r}{r^{4+n}} \right) + \mathcal{O}(r^{-4-n-m})
\]
for all solutions \( r\phi \) arising from compactly supported scattering data \( G \) that have \( I^{(k)}[G] = 0 \) for all \( k < n \). Here, the \( f_i^{(n,m)} \) are again some smooth functions. That this holds in the base case is a consequence of Eq. (6.5) from Theorem 6.1 combined with Eq. (6.20) and an inductive argument.

Then, we anew write \( r\phi \) as a time derivative, \( r\phi = T(r\phi^T) \), and compute
\[
\partial_v(r\phi)(u, v) = \partial_v^2(r\phi^T) + \partial_u \partial_v(r\phi^T) = \partial_v^2(r\phi^T) - 2M \left( 1 - \frac{2M}{r} \right) \frac{r\phi^T}{r^3}.
\]
It is then a simple exercise to write down the asymptotics for the second term by plugging in the asymptotics for \( \partial_v(r\phi^T) \) into
\[
r\phi^T(u, v) = r\phi^T(u, \infty) - \int_v^\infty \partial_v(r\phi^T)(u, v') \, dv'.
\]
Leaving the details to the reader, one hence finds that the second term in (6.29) only produces log-terms at later orders than \( \partial^2_v(r\phi^T) \) does, so the leading-order logarithmic contributions to the asymptotics of \( \partial_v(r\phi) \) are determined by \( \partial^2_v(r\phi^T) \). A similar argument works for higher derivatives.

This concludes the proof. \( \square \)

### 6.3. Linear Scattering on Extremal Reissner–Nordström

Finally, we remark that, by the “mirror symmetry” of the exterior of the extremal Reissner–Nordström spacetime [34] discussed in Sect. 2.2.2 of this paper (and the fact that all our results also apply when including a Maxwell field), we can state as an immediate corollary of our Theorems 6.1 and 6.2:

**Corollary 6.1.** Consider the linear wave equation \( \nabla^\mu \nabla_\mu \phi = 0 \) on extremal Reissner–Nordström \(|e| = M\). Put smooth compactly supported spherically symmetric scattering data on \( I^- \) and on \( H^- \). Then, by the results of [37], there exists a unique scattering solution attaining these data. This solution, in addition to not being conformally smooth near \( I^+ \), fails to be smooth at the future event horizon \( H^+ \) unless it vanishes identically, and one generically has that \( \phi \) is not \( C^4 \) in the variable \( r - r_+ \).

This failure of the solution to remain smooth of course comes from the “mirrored” \( \log(r - r_+) \)-terms of Theorem 6.1 that now appear in the ingoing derivative of \( \phi \) instead of in \( \partial_v(r\phi) \). Here, \( r_+ = M \) is the \( r \)-value at \( H^+ \).

Notice that this is in stark contrast to the Schwarzschild (or sub-extremal Reissner–Nordström) case, where the solution remains globally smooth in the exterior. This can be traced back to the existence of a bifurcation sphere in Schwarzschild, which does not exist in the extremal case. We refer the reader to Sect. 2.2.2 for a more detailed discussion.
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A. Useful Curvature Computations

In this appendix, we write down formulae for various curvature coefficients for the spherically symmetric Einstein–Scalar field system and, in particular, derive Eq. (4.58). Recall that $g_{uv} = -\frac{1}{2} \Omega^2$ and $g_{AB} = r^2 \gamma_{AB}$. Recall, moreover, that we use capital Latin letters to denote coordinates on the sphere.

We first compute the Christoffel symbols. The only non-vanishing ones (apart from those related by symmetry and from $\Gamma^{C}_{AB}$):

\[
\begin{align*}
\Gamma^u_{uu} &= \partial_u \log(\Omega^2), \\
\Gamma^v_{vv} &= \partial_v \log(\Omega^2), \\
\Gamma^A_{uB} &= -2\Omega^{-2} r \partial_u r \gamma^A_{AB}, \\
\Gamma^A_{vB} &= -2\Omega^{-2} r \partial_v r \gamma^A_{AB}, \\
\Gamma^A_{uB} &= \frac{\partial_u r}{r} \delta^A_B, \\
\Gamma^A_{vB} &= \frac{\partial_v r}{r} \delta^A_B.
\end{align*}
\]

\text{(A.1)}

Next, we compute some of the Riemann tensor components, using the definition

\[
R^\mu_{\nu\xi\o} := \partial_\xi \Gamma^\mu_{\nu\o} - \partial_\o \Gamma^\mu_{\nu\xi} + \Gamma^\mu_{\xi\pi} \Gamma^\pi_{\nu\o} - \Gamma^\mu_{\o\pi} \Gamma^\pi_{\nu\xi}.
\]

\text{(A.2)}

We have:

\[
\begin{align*}
R_{AuBu} &= g_{AB} \frac{\zeta^2}{r^2}, \\
R_{AvBv} &= g_{AB} \frac{\theta^2}{r^2}, \\
R_{Auvu} &= R_{Avvu} = 0 = R_{ABuv}, \\
R_{3434} &= -\frac{\Omega^2}{2} \left( \Omega^2 \frac{m}{r^3} - 2 \partial_u \phi \partial_v \phi \right).
\end{align*}
\]

\text{(A.3)}

Finally, we compute the Weyl curvature tensor

\[
W_{\mu\nu\xi\o} := R_{\mu\nu\xi\o} - \frac{1}{2} \left( R_{\mu\xi\o} g_{\nu\o} - R_{\mu\o} g_{\nu\xi} + R_{\nu\o} g_{\mu\xi} - R_{\nu\xi} g_{\mu\o} \right)
- \frac{R}{6} (g_{\mu\xi} g_{\nu\o} - g_{\mu\o} g_{\nu\xi})
\]

\text{(A.4)}

by using the Einstein equations (here, $T$ denotes the trace of $T_{\mu\nu}$, $T = g^{\mu\nu} T_{\mu\nu}$)

\[
R_{\mu\nu} = 2T_{\mu\nu} - g_{\mu\nu} T
\]

\text{(A.5)}

along with the fact that $T = \frac{4}{12} \partial_u \phi \partial_v \phi$ to obtain that

\[
W_{AuBu} = 0 = W_{AvBv} = W_{Auvu} = W_{Avvu} = W_{ABuv}
\]

\text{(A.6)}
and
\[ W_{uv} = -\frac{\Omega^4}{4} \frac{2m}{r^3} + \frac{8}{3} \Omega^2 \partial_u \phi \partial_v \phi. \] (A.7)

**B. Constructing the Time Integral from Characteristic Initial Data**

In this appendix, we prove the analogue of Theorem 4.2 for general \( p \), albeit only for the case of the linear wave equation. The crucial part of the proof is the construction of time integrals from characteristic initial data. Note that this has already been done in [41] and in an improved way in [51], Proposition 10.1. We will follow the approach of [51].

**Theorem B.1.** Consider the same setup as in Sect. 4, but for the linear, uncoupled problem with Eddington–Finkelstein double null coordinates \((u, v)\) (i.e. \(\partial_v r = 1 - 2M_r^- = -\partial_u r =: D\)). Assume, moreover, that \(2 \leq p \in \mathbb{Z}\). Invoking Corollary 4.1, we then have, for all \(v \geq 1\),
\[ r\phi(u, v) = \Phi_p - \left| u \right|^{-p-1} + O\left(\left| u \right|^{-p+1-\epsilon}\right). \] (B.1)

Moreover, we have the following asymptotic expansion near \( I^+ \):
\[ \partial_v (r\phi) = \sum_{i=0}^{p-3} f_i^{(p)}(u) r^3 + (-1)^p (p - 1) \frac{\Phi_p^- M (\log r - \log |u|)}{r^{3+p-2}} + O(r^{-3-p+2}) \] (B.2)
for some smooth functions \( f_i^{(p)} \).

**Proof.** Since we have already shown the result for \( p = 2 \), we will restrict to \( p > 2 \).

We want to use the time integral trick from the proof of Theorem 6.2. It is clear that the only ingredient missing in order to just repeat the proof from Theorem 6.2 is to show that we can write
\[ r\phi = (\partial_u + \partial_v)(r\phi^T) \]
for some \( r\phi^T \) that still solves the wave equation, which we shall call the time integral of \( r\phi \).

In order to construct such a time integral, we note that if \( \phi^T \) solves the wave equation (3.13), and if moreover \((\partial_u + \partial_v)\phi^T = \phi\), then we have
\[ \partial_u (r^2 \partial_u \phi^T) = \partial_u (r^2 \phi - r^2 \partial_v \phi^T) = r \partial_u (r\phi) - Dr\phi - r^2 \partial_u \partial_v \phi^T + 2Dr\partial_v \phi^T = r \partial_u (r\phi) - Dr\phi + rD T \phi^T = r \partial_u (r\phi). \] (B.3)

If we further impose that \( r^2 \partial_u \phi^T \) and \( \phi^T \) vanish at \( I^- \), then it follows that
\[ r\phi^T(u, v) = r \int_{-\infty}^u \int_{-\infty}^v r \partial_u (r\phi)(u'', v) \, du'' \, dv'. \] (B.4)
The rest of the proof then follows as in the proof of Theorem 6.2. □
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