Electric-Field-Driven Topological Phase Switching and Skyrmion-Lattice Metastability in Magnetoelectric Cu$_2$OSeO$_3$
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Due to their topological protection and nanometric size, magnetic skyrmions are anticipated to form components of new high-density memory technologies. In metallic systems, skyrmion manipulation is achieved easily under a low-density electric current flow, although the inevitable thermal dissipation ultimately limits the energy efficacy of potential applications. On the other hand, a near dissipation-free skyrmion and skyrmion phase manipulation is expected by using electric fields; thus meeting better the demands of an energy-conscious society. In this work on an insulating chiral magnet Cu$_2$OSeO$_3$ with magnetoelectric coupling, we use neutron scattering to demonstrate directly (i) the creation of metastable skyrmion states over an extended range in magnetic field and temperature ($T$), and (ii) the in situ electric-field-driven switching between topologically distinct phases; the skyrmion phase and a competing nontopological cone phase. For our accessible electric-field range, the phase switching is achieved in a high-temperature regime, and the remnant ($E = 0$) metastable skyrmion state is thermally volatile with an exponential lifetime on hour timescales. Nevertheless, by taking advantage of the demonstrably longer-lived metastable skyrmion states at lower temperatures, a truly nonvolatile and near dissipation-free topological phase change memory function is promised in magnetoelectric chiral magnets.

I. INTRODUCTION

Magnetic skyrmions are nanoscale spin vortexlike objects which hold clear promise for use in spintronics applications by virtue of their topological protection [1,3]. Recently, intense activity has been devoted to the creation and exploitation of metastable skyrmion states in noncentrosymmetric magnets [4–17]. Such states are created by thermally quenching a high-temperature ($T$) equilibrium skyrmion phase to lower $T$, and avoiding kinetically the ubiquitous first-order phase transition to adjacent topologically trivial equilibrium phases at lower $T$ [1]. The cooling rate required to create metastable skyrmion states varies strongly with system homogeneity. In stoichiometric MnSi, rapid cooling rates of approximately $10^2$ K/s are needed to create metastable skyrmion states [8,10,11], while in MnSi under inhomogeneous strain [18], or alloys with structural disorder such as Fe$_x$Co$_{1-x}$Si [4–7] and (Co$_{0.5}$Zn$_{0.5}$)$_{20-x}$Mn$_x$ ($x = 2, 4$) [13–15], the cooling rates of approximately $10^{-3}–10^1$ K/s provided by standard laboratory equipment are sufficient. The interest in metastable skyrmion states stems from their potential to display properties not shown by equilibrium skyrmion phases, and provide a platform for exploring physical mechanisms that are directly relevant for skyrmion-based applications, including topological phase stability, decay, creation, and annihilation.

To explore these important issues, studies of insulating skyrmion host materials are particularly attractive. The noncentrosymmetry of the crystal lattice endows these compounds with a magnetoelectric (ME) coupling which, in turn, mediates a direct, energy-efficient electric-($E$)-field control of the skyrmion spin texture. However, the number of bulk-insulating skyrmion hosts remains extremely limited. The known candidates include recently
discovered polar magnets that host Néel-type skyrmions, namely GaV₄(S,Se)₈ (Tᵥ ≤ 18 K) [19–22] and VOSe₂O₅ (Tᵥ = 7.5 K) [23], and the unique Bloch-type skyrmion host Cu₂OSeO₃ (Tᵥ = 58 K) with chiral cubic P2₁3 structure [24,25]. Of the polar magnets, ME coupling below Tᵥ has been reported only for GaV₄(S,Se)₈ [26,27], with the role of this ME coupling on skyrmion phase stability and metastability an open question.

In the present work, we focus our attention on the chiral magnet Cu₂OSeO₃ which has a dielectric constant $\epsilon_r \sim 6$ [28] and a well-established ME coupling below $T_c$ [24,28–38]. Although Cu₂OSeO₃ displays magnet ordering well below room temperature, it is likely that the room temperature skyrmion-hosting insulators anticipated to be discovered in the near future will have a similar chiral cubic noncentrosymmetric lattice symmetry. Such materials are expected to host Bloch-type skyrmions and display a qualitatively similar magnetoelectric coupling effect as Cu₂OSeO₃. Therefore, insights obtained from studying Cu₂OSeO₃ can be anticipated to be of direct relevance to future applications at room temperature. In this context, a detailed understanding of the $E$-field response of both equilibrium and metastable Bloch-type skyrmion states in the only available chiral cubic insulating system Cu₂OSeO₃ is of clear importance for the nascent research field of “skyrmionics.” Moreover, recent theoretical expectation for the $E$-field-induced creation and annihilation of skyrmions in insulators [39,40], and also the $E$-field control of skyrmion phase stability [41], motivate the present work which focuses on functionalities that are attractive for applications.

In fact, in Cu₂OSeO₃, metastable skyrmion states were recently reported to be created in both bulk [42] and strained thin-plate samples [17]. In the bulk sample, the metastable skyrmion state was created by magnetoelectric field cooling (MEFC); that is, quenching the equilibrium skyrmion phase to low $T$ in simultaneously applied $E$ and magnetic fields, under cooling rates of approximately $10^5$–$10^6$ K/s [42]. In addition, the extent of the equilibrium skyrmion phase space can be either enhanced or suppressed depending on the polarity of an applied $E$ field [41,42]. Taking together these observations, parametric conditions can be identified whereby Cu₂OSeO₃ presents a platform for an $E$-field-driven topological phase switching between bistable skyrmion and topologically trivial helical and conical phases. Suggestive evidence for the hysteretic switching between these two phases was presented by Okamura et al. [42], though only indirectly by measurement of bulk susceptibility. From this earlier work, the $E$-field-driven exchange of competing phase volume fractions cannot be evidenced directly, and the temporal stability (volatility) of the remnant metastable skyrmion state in zero bias $E$ field was not characterized.

Here we apply small-angle neutron scattering (SANS) as a powerful, microscopic probe of metastable skyrmion states and topological phase switching in bulk Cu₂OSeO₃. By using a standard MEFC procedure, metastable skyrmion states are created that exist over an extended parameter space compared with the typically narrow extent of the equilibrium skyrmion phase. This includes base $T$, and an extended range of applied magnetic field ($\mu_0 H$); see Fig. 1. At suitable $\mu_0 H$ and $T$ points just outside the equilibrium skyrmion phase at $E = 0$, the in situ $E$ field-driven phase switching between topologically distinct skyrmion and conical phases is achieved, though the metastable skyrmion state at remanence ($E = 0$) is thermally volatile with an exponential lifetime on the hour timescale. Nevertheless, by creating longer-lived remnant metastable states at lower $T$, we show chiral magnets promise potentially useful phase-change memory functionalities based on ME coupling that should exist in principle also at room temperature.

II. EXPERIMENT

Single crystals of Cu₂OSeO₃ (Tᵥ = 58 K) are prepared by chemical vapor transport [30]. A crystal of volume $3.0 \times 2.0 \times 0.50$ mm³ and mass 6 mg is mounted onto a bespoke $E$-field sample block [43]. A dc $E$ field is applied along the thin axis of the sample ||[111]. The horizontal plane is defined by orthogonal [111]−[110] cubic axes, with the [112] axis vertical. At cryogenic $T$, the experimental $E$ field ranges from −2.5 V/µm < $E$ < +5.0 V/µm, with signs of arcing detected outside this
range. The $E$-field stick is installed into a horizontal field cryomagnet and a field geometry of $E\parallel \mu_0 H\parallel [111]$ is used throughout. In this field geometry, the directions of $E$, and the $\mu_0 H$-induced electric polarization coincide [24], providing the optimal conditions for the direct $E$-field control of the equilibrium skyrmion phase stability [41].

SANS measurements are performed using the SANS-II beamline, at Paul Scherrer Institut, Switzerland [44]. Two experimental geometries are employed; firstly $\mu_0 H\parallel k$, where $k$ is the incident neutron wavevector, and secondly $\mu_0 H \perp k$. In the first geometry the skyrmion geometry can be studied, since the skyrmions form a quasi-long-range ordered hexagonal skyrmion lattice (SkL) that is always observed as a sixfold pattern of diffraction peaks all with $q \perp \mu_0 H$. In this geometry, no SANS signal can be detected due to the helical ($q_i \parallel (100)$) or conical phases ($q_i \parallel \mu_0 H$), since the associated $q$ vectors lie well out of the SANS detector plane. Instead, SANS signal from these phases can be observed in the second geometry. SANS data collection time at each stabilized $T$, $\mu_0 H$, and $E$ varied from 10 to 20 min.

III. RESULTS AND DISCUSSION

A. Equilibrium magnetic phases and metastable skyrmion state

Figure 1 shows the equilibrium phase diagram with $\mu_0 H\parallel [111]$ and $E = 0$ determined by SANS. In our experimental geometry with $\mu_0 H$ applied normal to the surface of the platelike sample, the resulting demagnetizing field elevates the overall magnetic field scale of the phase diagram with respect to other phase diagrams reported elsewhere for bulk Cu$_2$OSeO$_3$ [35,36,45,46]. Nevertheless, the general structure of our phase diagram is identical to those reported earlier, and furthermore the same as those of other bulk Dzyaloshinskii-Moriya magnets with chiral cubic $P2_13$ [4,47,48] or $P4_132/P4_332$ symmetries [13,15,49]. A multidomain single-$q$ helical phase is stable for internal fields (B) $0 < B < B_{c1}(T)$, and a single-$q$ domain spin-flop or conical phase is stable for $B_{c1}(T) < B < B_{c2}(T)$. The topological skyrmion phase occupies a narrow interval in finite $\mu_0 H$ and $T$ just below $T_{c0}$, and is bordered at low $T$ by the nontopological conical phase. The helical and conical phase boundaries are determined from $\mu_0 H$-increasing scans of the associated SANS-integrated intensities performed in the $\mu_0 H \perp k_i$ geometry after zero-field cooling (ZFC). From data obtained on the same crystal reported in Ref. [41], the extents of the equilibrium skyrmion phases for $E = 0$ and under $E = +5.0$ V$/$$\mu$m are determined from $\mu_0 H$-increasing scans performed in the $\mu_0 H\parallel k_i$ geometry.

The metastable skyrmion state is created in the sample by MEFC from 70 K to the target $T$ using a cooling rate of $-0.02$ K$/$s, and in simultaneously applied fields of $E = +5.0$ V$/$$\mu$m and $\mu_0 H = 40$ mT—the route shown by the red arrow in Fig. 1. Figure 2(a) shows the SANS pattern obtained from the resulting state at $T = 1.5$ K in the $\mu_0 H\parallel k_i$ geometry. The sixfold pattern confirms the existence of a metastable SkL. At the same time, in the $\mu_0 H \perp k_i$ geometry [Fig. 2(b)] a twofold SANS pattern is observed due to a domain of the equilibrium helical phase with $q_{h0}[001]$ that coexists with the metastable SkL. While maintaining $E$, increasing $\mu_0 H$ to 100 mT shows the metastable SkL spot intensities to fall [Fig. 2(c)], while in the $\mu_0 H \perp k_i$ geometry the coexisting phase has undergone a magnetic transition to the conical phase with $q_{c0}\parallel \mu_0 H$ [Fig. 2(d)].

Figure 3(a) shows $\mu_0 H$-increasing and $\mu_0 H$-decreasing scans of the metastable SkL SANS-integrated intensity at $T = 1.5$ K, and always under $E = +5.0$ V$/$$\mu$m. The metastable SkL survives over an extended field range $-12(5)$ mT $< \mu_0 H < +125(5)$ mT, including $\mu_0 H = 0$ as shown in the inset of Fig. 3(a). Further scans are carried out to explore the metastable SkL in the vicinity of $\mu_0 H = 0$ [blue data symbols in Fig. 3(a)]. The intensity lost upon ramping down $\mu_0 H$ from 40 mT to 0 is not recovered when subsequently increasing $\mu_0 H$ again. These data show that once metastable skyrmions are destroyed,
FIG. 3. (a) $\mu_0H$ scans of the SANS-integrated intensity from the metastable SkL at $T = 1.5$ K. Red symbols denote scans each carried out after a separate MEFC. Blue symbols denote scans performed successively after a single MEFC as indicated by the blue arrows. The inset shows the SANS pattern obtained from the metastable SkL at $\mu_0H = 0$. (b) Corresponding $\mu_0H$ scans of the SANS intensity due to the helical and conical phases observed in $\mu_0H \perp k_\parallel$ geometry. Orange symbols denote the intensities of the two phases after MEFC. The scans up or down in $\mu_0H$ all begin at 40 mT. Gray symbols denote data obtained after ZFC and so the $\mu_0H$ scans begin at 0 mT. From similar scans performed after ZFC, but at higher $T$ (data not shown), the overall extent of the equilibrium phase diagram shown in Fig. 1 is determined. Data shown in (a) and (b) are all obtained in the fixed $E_{\parallel} \mu_0H || [111]$ field geometry.

they cannot be renucleated without raising the $T$ towards the range of the equilibrium skyrmion phase near $T_c$. Similar $\mu_0H$-increasing and $\mu_0H$-decreasing scans carried out after MEFC to higher $T$ (data not shown) allowed us to determine the parametric extent of the metastable skyrmion state shown in Fig. 1.

In Fig. 3(b), we show $\mu_0H$ scans of the SANS-integrated intensities from the coexisting helical and conical phases at 1.5 K after MEFC. A clear asymmetry between $\mu_0H$-increasing and $\mu_0H$-decreasing sweeps is observed for the conical phase after MEFC. This is dissimilar to the case after ZFC with $E = 0$, where the $\mu_0H$-increasing and $\mu_0H$-decreasing sweeps are symmetric around $\mu_0H = 0$ as expected. We find that for the $\mu_0H$-decreasing case, all MEFC and ZFC curves are very similar, particularly when $\mu_0H < 0$ and there is no coexisting metastable SkL. In contrast, for the $\mu_0H$-increasing cases, the conical phase intensity after MEFC is less than for the ZFC case over the $\mu_0H$ range where it coexists with the metastable SkL. By taking into account this difference in conical phase intensity between the MEFC and ZFC scans, the metastable SkL volume fraction created by MEFC is estimated to be 25(5)%.

Inspecting the SANS patterns behind the $\mu_0H$-scan data shown in Fig. 3(a) shows the metastable SkL remains always hexagonally coordinated. This contrasts with the cases of Co$_8$Zn$_8$Mn$_4$ [13,14] and MnSi [10] where transformations to skyrmion states with an average fourfold symmetry take place as $\mu_0H$ is decreased. In those cases, the $\mu_0H$ is applied along a cubic axis with either fourfold (Co$_8$Zn$_8$Mn$_4$) or twofold (MnSi) rotation symmetry. In those situations, symmetry may allow the stabilization of a SkL coordination with a respective four or twofold rotational symmetry axis coincident with $\mu_0H$. Here, for Cu$_2$OsSeO$_3$ with $\mu_0H$ aligned along a threefold [111] axis, SkL coordinations with a two or fourfold rotation axis coincident with $\mu_0H$ are less favored by symmetry; thus explaining the persistence of the hexagonal coordination for all $\mu_0H$. Studies with $\mu_0H$ aligned with a cubic axis can clarify if a metastable SkL transformation may yet exist in Cu$_2$OsSeO$_3$.

B. Topological phase switching and remnant skyrmion volatility

Next we show $E$-field-driven skyrmion-conical phase switching after MEFC to $E = 54$ and 54.6 K. This $T$ range lies outside the equilibrium SkL phase for $E = 0$, yet inside the equilibrium SkL phase for $E = +5.0$ V/µm, see Fig. 4(a). Therefore, an $E$-field-driven phase switching hallmarking $in situ$ skyrmion creation and annihilation is expected at these $T$. Figures 4(b) and 4(c) show that a full phase switching is indeed achieved at fixed $T = 54.6$ K and $\mu_0H = 40$ mT. After the initial MEFC to this $T$, sweeping the $E$ field negatively suppresses the SkL. The associated SANS intensity falls sharply when the $E$ field falls below $+1.0$ V/µm, a remnant metastable SkL exists at $E = 0$, with the SkL destroyed completely by $-2.5$ V/µm. Concomitantly, the intensity from the coexisting conical phase grows as the SkL is destroyed, with this phase eventually occupying the entire sample by $-2.5$ V/µm. When subsequently sweeping the $E$ field back to $+5.0$ V/µm, the SkL (conical) phase intensities increase (decrease) for $E > 1.5$ V/µm, and by $+5.0$ V/µm have reached their original levels after MEFC. The SANS patterns obtained during the $E$ sweep that evidence the phase switching are shown in Figs. 4(d)–4(h) for the skyrmion phase and Figs. 4(i)–4(m) for the conical phase.

The SANS data presented in Fig. 4 provide the hitherto missing microscopic evidence that the volume fractions of the competing skyrmion and conical phases are interchanged directly by sweeping the $E$ field.
reversible phase switching observed at 54.6 K has an associated hysteresis of $\Delta E = 2.5(5) \text{ V}/\mu\text{m}$, which increases markedly to $4.0(5) \text{ V}/\mu\text{m}$ already at the slightly lower $T$ of 54 K [Figs. 4(b) and 4(c)]. At 50 K, where no equilibrium skyrmion phase can be stabilized in our $E$-field range, the metastable SkL SANS intensity lost on the $E$-field decreasing sweep is not obviously recovered by a subsequent $E$-field increasing sweep.

Finally, we characterize the time ($t$) dependence of the metastable skyrmion state at remanence ($E = 0$) in order to learn its stability against thermal agitation. The remnant state is prepared by MEFC to a target $T$, removing only the biasing $E$ field. Subsequently, the metastable SkL SANS intensity is tracked with $t$. Figure 5 shows $t$-dependent data obtained at various $T$, where $t = 0$ corresponds to when the $E$-field ramp $\to 0$ had finished. At 54 and 50 K, the remnant metastable SkL is thermally volatile, decaying into the conical phase with exponential lifetimes of $\tau(54 \text{ K}) = 3900(700)$ and $\tau(50 \text{ K}) = 7000(990)$ s, respectively. Thus at high $T$ where the $E$-field-driven skyrmion-conical phase switching is achieved, the two states form an asymmetric bistability hallmarkmed by a thermally triggered decay of the remnant metastable SkL. It thus follows that any phase-change memory functionality considered for this $T$ regime becomes impractical if the required metastable SkL hold time significantly exceeds $\tau$. In contrast, at the lower $T$ of 40 and 1.5 K, no discernible decay of the metastable SkL is observed on our experimental timescale showing $\tau$ to enhance significantly when thermal fluctuations are suppressed.

According to existing theories, the microscopic mechanism by which a SkL unwinds into the conical phase is mediated by the nucleation of pinched-off Bloch-point singularities that propagate through the system, and exit at the sample surfaces [5,50]. If such a mechanism applies to describe the observed decay of metastable skyrmions shown in Fig. 5, this process is thermally activated down...
to at least 50 K, and inhibited for $T$ of 40 K and lower, presumably due to the defect trapping of Bloch points. At high $T$, the timescales of both thermally activated decay (hours), and our SANS measurements (min), are longer than those of the observed $E$ field-driven skyrmion destruction and creation processes. Indeed, a recent cryo-Lorentz transmission electron microscopy (cryo-LTEM) study on thin-plate Cu$_2$OSeO$_3$, reports analogous $E$ field-driven modifications of the observed skyrmion density to occur on a timescale of seconds [51]. Taken together, the data show that skyrmion creation and destruction processes driven by the $E$ field can take precedence over thermally activated processes, implying that it is the $E$ field itself that drives both the nucleation and mobility of the Bloch points required to either destroy or create skyrmion lines. While mechanisms for $E$-field-driven skyrmion creation and destruction have been explored partly in theory [39,40], a more accurate description of the processes we observe requires theory to further take into account effects due to both thermal fluctuations [41], and other factors such as the density of Bloch-point pinning centers. On the experimental side, more detailed $T$-dependent measurements characterizing the crossover between thermally driven and inhibited decay of the metastable skyrmion state are called for, which can be studied by both reciprocal space techniques such as SANS, and time-resolved real-space imaging by means of cryo-LTEM, or magnetic force microscopy [38].

At lower $T$, where the metastable skyrmions are more robust, according to our data the near dissipation-free $E$-field-driven switching between two longer-lived bistable states is promised, though significantly larger $E$ fields than used here seem necessary. Different approaches can be considered to remedy this issue. For example, access to much larger $E$ fields can be envisaged by preparing thinner or suitably microstructured samples. Remaining in the bulk regime, the pinning landscape for Bloch points may be tuned by partial chemical substitution [52], possibly providing a route for enhancing the metastable state lifetime at higher $T$, although $\Delta E$ may become prodigious. The present study may, therefore, motivate further work aimed at both achieving a truly nonvolatile $E$-field-driven topological phase switching, and more deeply understanding the role of $E$ field on the energetics of metastable skyrmion decay and topological protection, which to date have been studied only as functions of $T$, $\mu_0 H$, and $t$ [4–8,10–17].

IV. SUMMARY

In the magnetoelectric (ME) chiral magnet Cu$_2$OSeO$_3$ with $T_c = 58$ K, we demonstrate the creation of metastable skyrmion states under magnetoelectric-field cooling (MEFC) conditions, and the in situ electric- ($E$-) field-driven phase switching between topologically distinct skyrmion and conical phases. In the high-temperature ($T$) regime where phase switching is achieved (close to $T_c$), the skyrmion and conical phases form an asymmetric bistability that is characterized by an exponential decay of the remnant metastable skyrmion state on an hour timescale. At lower $T$, the remnant metastable skyrmion lifetime is demonstrably longer-lived, and a phase switching between two truly long-lived bistable states can generally be expected to be driven by sufficiently large $E$ fields. This observed interplay between ME coupling, thermal fluctuations, and pinning effects will be directly relevant for anticipated insulating skyrmion phases at room temperature. Therefore, these results further furnish the burgeoning perspective for skyrmion-based applications.
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