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ABSTRACT In this paper, we propose a deep reinforcement learning (DRL) based predictive control scheme for reducing the energy consumption and energy cost of pumping systems in wastewater treatment plants (WWTP), in which the pumps are operated in a binary mode, using on/off signals. As global energy consumption increases, the efficient operation of energy-intensive facilities has also become important. A WWTP in Busan, Republic of Korea is used as the target of this study. This WWTP is a large energy-consuming facility, and the pumping station accounts for a significant portion of the energy consumption of the WWTP. The framework of the proposed scheme consists of a deep neural network (DNN) model for forecasting wastewater inflow and a DRL agent for controlling the on/off signals of the pumping system, where proximal policy optimization (PPO) and deep Q-neural network (DQN) are employed as the DRL agents. To implement smart control with DRL, a reward function is designed to consider the energy consumption amount and electricity price information. In particular, new features and penalty factors for pump switching, which are essential for preventing pump wear, are also considered. The performance of our designed DRL agents is compared with those of WWTP experts and conventional approaches such as scheduling method and model predictive control (MPC), in which integer linear programming (ILP) optimization is employed. Results show that the designed agents outperform the other approaches in terms of compliance with operating rules and reducing energy costs.

INDEX TERMS Predictive control, deep neural network, reinforcement learning, pumping system, cost-effective energy efficiency.

I. INTRODUCTION

As energy demand increases around the world, there have been many efforts to reduce energy consumption and costs, along with efforts to mitigate carbon dioxide emissions from energy production and the consequent impacts of climate change. In particular, the industrial use of energy accounts for about half of global energy consumption, according to the International Energy Agency [1], and many energy-intensive industrial facilities are being researched to increase energy efficiency through smart control. In the case of the water industry, water demand is expected to double by 2035 [2]; therefore, large amounts of additional energy are expected to be consumed for water supply and wastewater treatment, unless the energy efficiency of plants is increased. Wastewater treatment plants (WWTP) have been found to have considerable potential for reducing energy consumption and costs [3]–[5], and several strategies for the energy-efficient operation of WWTPs are being introduced [6]. The main energy-intensive tasks in a WWTP include pumping and
aeration processes. In this paper, the pumping process is targeted, and we investigate the control scheme of the energy-intensive pumping station of a WWTP, which consumes a huge amount of energy through the process as it delivers and purifies the wastewater generated by common households and industries.

Many researchers have proposed methods for reducing energy consumption, cost, or both in the pumping system, including WWTPs and water supply system. These were entirely focused on scheduling the operation of pumps considering long-term flexibility [7]. To efficiently schedule the operation of pumps, the proper combination of pumps should be chosen for each time interval. This requires not only reducing energy consumption and but also observing the operating rules. Baran et al. proposed a pump schedule optimization method based on multi-objective evolutionary algorithms for water supply systems with four objectives to be minimized [8]. Energy cost, maintenance cost, maximum peak power and variation in a reservoir level were considered. However, as the number of pumps being used and objectives increase, scheduling the operation of pumps requires a tremendous amount of computing time [9], [10]. To find faster feasible sets of solutions for scheduling pumps, approximation methods have been proposed. Puleo et al. and Kim et al. simplified the pump scheduling problem as a linear programming problem [10], [11]. Ghaddar et al. proposed an approximation approach using Lagrangian decomposition and showed better performance, compared with an approach that used a mixed integer linear programming problem by piecewise-linearization [12]. Fooladivanda and Taylor proposed another approximation method, which transformed a mixed integer non-linear programming problem into a mixed integer second-order cone programming problem, which also takes into account the hydraulic characteristics of variable-speed pumps [13].

Generally, scheduling methods based on solving optimization problems generate plans for efficient operation of targets. This necessarily requires the forecasting of relevant features such as wastewater inflow amount to solve the problem with respect to future operation. For this reason, Cheng et al. proposed deep learning-based models to forecast WWTP key features such as influent flow and influent biochemical oxygen demand [14]. However, predictive models can bring uncertainties caused by forecasting errors when scheduling future operations. For variable targets, there may be a huge difference between forecasted and real values, which can lead to an unexpected situation due to improper plans. Therefore, to apply more stable operation to actual plants, online forecasting and scheduling is important to compensate for discrepancies between forecasted and real values. Van Staden et al. proposed an online optimization method based on model predictive control (MPC) for binary mode pumping systems [15]. This method means repeatedly solving optimization problems and using the first index of plans, which was more robust to model uncertainty than a scheduling method that solves an optimization problem once. However, this considered only one pump and assumed that the inflow of wastewater was constant, which excluded several conditions for the operation of pumps and a situation in which the inflow and water demand were variable over time.

Recently, as sensors and networked systems increase in plants, it becomes possible to collect large amount of data from the plants. And, this provides opportunities that data-driven scheduling or control (i.e. real-time scheduling) framework can deal with decision-making problems without designing complex models considering high dimensional states. Shiue et al. proposed a Q-learning based real-time scheduling approach for a smart factory [16]. The reinforcement learning (RL) module is used to select a proper multiple dispatching rules strategy for manufacturing system, which outperformed heuristic individual dispatching rules. Xia et al. proposed a digital twin approach for smart manufacturing, in which a deep Q-neural network (DQN) agent is trained in virtual systems to establish an optimal policy and can drive decision makings for operation in a real-world system [17]. Huang et al. proposed an RL-based demand response (DR) scheme for steel power manufacturing, where actor-critic-based deep reinforcement learning (DRL) is utilized for efficient scheduling [18]. The agent reduced energy costs of the manufacturing process with efficient manufacturing schedule through DR. RL-based scheduling frameworks have been applied to not only manufacturing processes but also various plants, such as vinyl acetate monomer plant, circulating fluidized bed plant, coal-fired power plant, nuclear power plant and WWTP [19]–[24]. In particular, Filipe et al. proposed a RL-based control framework for variable-frequency pumps in a WWTP [7]. The framework consists of a predictive model and a DRL method. It requires only data for training, without any mathematical model of the pumping system. The model is used with gradient boosting trees (GBT) for forecasting the wastewater inflow, and then the inflow forecast is contained in the state of the DRL. Proximal policy optimization (PPO) is utilized as the DRL agent, which is one of the policy gradient methods of DRLs [25].

State-of-the-art pumping systems can be composed of on/off pumps (i.e. fixed-speed pumps) or variable-frequency pumps (i.e. variable-speed pumps), and the existing DRL-based data-driven control approach was proposed only for variable-frequency pumps [7]. This cannot be directly applied to on/off pumping systems because there are several different constraints (e.g. turning on/off pumps properly without being damaged, selecting a efficient pump combination), which requires different state information and reward design for the DRL-based framework to properly operate. In particular, limiting the number of turning on/off pumps is necessary to prevent the pumps from being damaged [8], [26], [27]. To that end, new state features and a reward function should be designed. Even though the DRL-based control approach for variable-frequency pumps showed better performance than that of WWTP experts, this has not been compared to the previously proposed approaches solving optimization problems, such as scheduling and model predictive control (MPC).
approaches based on linear programming (LP). In addition, in [7], the reward function was designed to reduce only energy consumption. However, such reduction of energy consumption does not always lead to energy cost savings owing to variations of electricity prices [11]. Thus, Time of Use (ToU) tariff has to be considered to ensure that energy cost can be reduced by decreasing the energy consumption at peak times of ToU tariff. Scheduling based on ToU can also contribute to alleviating energy peak loads [28]. Thus, designing a smart DRL-based control framework for on/off pumps is required. And then, performance differences between the DRL-based control approach and LP-based approaches should be compared.

In this paper, we propose a DRL-based control scheme for binary mode pumping systems in WWTPs. The energy consumption amount, energy cost, and number of turning on/off pumps are jointly considered in a reward function. To this end, new features for limiting the number of switching pumps are designed and electricity price information of a ToU tariff is exploited as an element of state. DQN and PPO are utilized as DRL agents for controlling on/off pumps. To identify the performance differences between the proposed scheme and some existing methods, we compare the proposed DRL-based control method with a scheduling method that solves an optimization problem with integer linear programming (ILP) and a control method such as MPC that repeatedly solves the optimization problems for each time interval. The same predictive model is used to generate wastewater inflow forecasts for operation of pumps. As a result, we show that the proposed method for on/off pumps properly works and outperforms the ILP methods and WWTP experts. The contributions of this paper are summarized as follows:

- A DRL-based pump control scheme is designed for pumping systems that are operated in a binary mode.
- New features and a reward function are designed to take into account the constraints of on/off pumping system, such as the number of turning on/off pumps and selection of a proper pump combination.
- The performance of the proposed control scheme is contrasted against WWTP experts and the approaches based on ILP.

The remainder of this paper is structured as follows: Section II describes the pumping station to be targeted and the general framework of reinforcement learning. Section III introduces the proposed scheme and benchmark schemes. Section IV discusses the performance comparison. Section V concludes the paper.

II. BACKGROUND

A. WASTEWATER TREATMENT PLANT

A WWTP encompasses various treatment phases, including pretreatment and primary treatment which are physical and biological treatments, respectively [29]. In this study, a WWTP in Busan, South Korea is selected as the target to be efficiently managed. In the WWTP, the pumping system that we cover is between pretreatment and primary treatment phases; it moves wastewater from the pumping station to the distribution gate. Fig. 1 shows that it consists of six pumps (one for backup), which are binary mode fixed-speed pumps. Among these pumps, the available ones are changed according to the season. This is described in Table 1, which contains the detailed specifications of the pumps. The pump operation is usually controlled by WWTP experts under the condition that the water level of the pumping station should be kept between the specified minimum and maximum of water levels. In the case of management by WWTP experts, it is stated in [3] that the energy use in WWTPs is generally not being optimally managed, which implies some potential to improve efficiency by reducing redundant energy consumption. In addition, a control strategy with ToU tariffs can be useful for reducing electricity costs. Fig. 2 shows the ToU tariff profile that applies to the target WWTP. The Korea Electric Power Corporation (KEPCO), a South Korean power provider, supplies power to the WWTP based on this profile [30].

B. DATASET

We deal with the data observed in the period from Nov. 2018 to Nov. 2019, which contains the actual operational history of the WWTP experts. The time interval of the data is
five minutes. The inflow rate is not measured in the WWTP of the target due to structural limitations, but it can be estimated through the mass-balance equation [31], [32].

\[ I_t = (O_t \cdot \Delta t + (L_{t+1} - L_t) \cdot A) / \Delta t \] (1)

The values of \( O_t, L_{t+1}, L_t, A, \Delta t \) are all known from the data, where \( O_t \) is the outflow rate of the pumps, \( L_t \) is the water level of the pumping station, \( A \) is the area of the pumping station, and \( \Delta t \) is used to convert the units of wastewater inflow rate to the volume of wastewater inflow.

During the given period, abnormal measurements such as missing values were interpolated by averaging the two nearest points or deleted if the length of consecutive missing values was larger than two. The dataset was divided into training sets (270 days) and test sets (57 days), of which the test set contains the on/off pattern of pump control by the WWTP experts. The training set was utilized to train a predictive model for forecasting future inflow rates and DRL agents for controlling the pumps of the target. The test set was used for a performance comparison between the WWTP experts, DRL agents, and ILP-based approaches.

**FIGURE 3. General framework of reinforcement learning.**

### C. REINFORCEMENT LEARNING

A decision making process based on reinforcement learning is generally formalized in the Markov decision process (MDP) framework, as shown in Fig. 3. The framework comprises an agent and its environment, and interactions occur between them through three signals (action, state, reward) [33]. In a nutshell, the MDP is described as a 4-tuple \((S, A, P, R)\). The agent chooses an action \( a_t \in A \) from an observed state \( s_t \in S \) and then the environment determines the reward \( r_{t+1} \sim R(s_t, a_t) \) and the next state \( s_{t+1} \sim P(s_t, a_t) \) [34]. The agent continuously learns how to make an optimal decision (action) at each state through the interactions with the environment to achieve the maximum return, maximum cumulative reward, while taking into account immediate and future rewards. A simple expected return, \( g_t \), can be defined as follows:

\[ g_t = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \gamma^3 r_{t+4} + \ldots + \gamma^T r_{t+T} \] (2)

where \( T \) denotes a final time step and \( \gamma \) is a discount factor, which is a value between 0 and 1, to reflect the present value of future rewards.

### III. METHODOLOGIES

#### A. PROPOSED SCHEME

Fig. 4 shows the framework of the proposed control scheme. This framework was inspired by [7], [20], [35]. In [7], the authors added a predictive model to the general MDP framework to take into account wastewater inflow forecasts as features of state, which used GBT as the predictive model and PPO as the agent for controlling the pumping system. Similarly, in [20], [35], the frameworks are composed of an artificial neural network (predictive model) and Q-learning (agent). In this study, our framework consists of DNN (predictive model), and PPO or DQN (agent), which cover the continuous state space with more features (inflow forecast, electricity price, and pump usage time). In particular, we modified the structure of the PPO used in [7] to apply to discrete setting (selecting a pump combination), therefore softmax function was utilized for the policy of PPO instead of Gaussian or Beta distribution [36]. We denote the modified PPO as discrete setting PPO (DPPO). And, to distinguish the our designed DRL agents, we denote the designed DPPO as A-DPPO and the designed DQN as A-DQN. In this framework, the predictive model generates the wastewater inflow forecasts, and electricity price is generated from the ToU information from a power provider in South Korea. In particular, the WWTP counts the pump usage time and uses it to limit the frequency of switching pumps. The features serve as important elements of the state when making a decision for efficient pump control.

1) **PREDICTIVE MODEL**

With online updating of the policy for controlling the pumping system, online updating of the predictive model should be also considered. This is important because the inflow pattern of wastewater is variable over time and by season. By exploiting DNNs, we can apply online updates to the predictive model. We use the features (inflow rate, date) that were used by [7] to forecast the future inflow rate.

\[ \hat{I}_{t+1}, \hat{I}_{t+2}, \ldots, \hat{I}_{t+N} = f(I_t, I_{t-1}, \ldots, I_{t-n}, \text{month}, \text{day}, \text{hour}) \] (3)

In Eq. (3), \( n \) is the number of lags and \( N \) is the number of forecasted inflows from the current time. The metrics for evaluating the predictive model are the mean absolute percentage error (MAPE) and the mean absolute error (MAE).

\[ \text{MAPE} = \frac{100}{N} \sum_{t=1}^{N} \frac{|\hat{I}_t - I_t|}{|I_t|} \] (4)

\[ \text{MAE} = \frac{1}{N} \sum_{t=1}^{N} |\hat{I}_t - I_t| \] (5)

2) **DEEP REINFORCEMENT LEARNING AGENTS**

The existing DRL methods include DQN, PPO, advantage actor critic (A2C), and deep deterministic policy gradient (DDPG) which are commonly used in many research fields.
as model-free methods that do not require any mathematical modeling but do require thousands of interactions for training [25], [37]–[39]. PPO outperformed almost all other methods for continuous control and was competitive with value-based methods in discrete settings [40]. Among the DRL methods, we used DPPO (i.e. discrete setting PPO) and DQN as the agent to interact with the environment (we denoted the designed DPPO as A-DPPO and the designed DQN as A-DQN). Fig. 5 illustrates the detailed process of making a decision and reflecting the changed state information in the data flow. At a given time, the DRL agent performs an action for controlling the pumping system and the WWTP checks the changed state compared with the previous one. Some elements of the state vector from the WWTP are used to make electricity price and wastewater inflow forecasts. A concatenated state vector that contains information about the WWTP, electricity price, and wastewater inflow forecasts is used as an input vector to the state input layer of the DRL. As interactions between the environment and the agent increase, the neural networks of the DRL are updated, which provides an optimal control policy for the pumps.

Action: During the test days in spring, three pumps were operated. Therefore, we constructed an action space as in Eq. (6) for controlling the pumping system. All of the pump combinations can also be considered as in [41] without considering season but we used the action space to compare the performance of agents with that of WWTP experts under the condition in which the same pumps are operated. To simplify the process of switching the pumps, it is assumed that each pump was turned on or off in order of efficiency. The system efficiency is important to set optimal pump combinations, which can be found by identifying the outflows of the pumps [42]. The variable \(a_t\) represents the number of pumps being used. We excluded the uncommon case in which all of the pumps are turned off.

\[
a_t \in \{1, 2, 3\}
\]  

State: In response to an action from the agent, the environment provides an observation vector, \(s_t^{\text{WWTP}}\), which includes the previous action \(a_{t-1}\), water level \(L_t\), pump use duration \(d_t\), current time \(k_t\), and current inflow rate \(I_t\). Then, vectors, \(s_t^{\text{PM}}, s_t^{\text{PP}}\), which contain some external features such as inflow forecasts \(\hat{I}_{t+1}, \hat{I}_{t+2}, \hat{I}_{t+3}, \ldots, \hat{I}_{t+N}\) and electricity price \(u_t, u_{t+1}, u_{t+2}, \ldots, u_{t+N}\) are integrated with the observation vector. Finally, the concatenated vector, \(s_t^{\text{input}}\), is given as the state vector to the agent.

\[
s_t^{\text{WWTP}} = (a_{t-1}, L_t, d_t, k_t, I_t)
\]

\[
s_t^{\text{PM}} = (\hat{I}_{t+1}, \hat{I}_{t+2}, \hat{I}_{t+3}, \ldots, \hat{I}_{t+N})
\]

\[
s_t^{\text{PP}} = (u_t, u_{t+1}, u_{t+2}, u_{t+3}, \ldots, u_{t+N})
\]
the time interval. If wearing out the pumps.
duration length is reached, the penalty is applied to avoid
system. The value of
energy changed by switch-
tions for satisfying the given conditions \[43\]. To solve
limited to four times per hour. In the reinforcement
In \[15\], when scheduling the operation of a pump, the method
is the preferred duration.
reward functions are designed by trial
reward signals that are closer to
agent.
In a nutshell, if a pump switch occurs before the required
duration length is reached, the penalty is added, which
takes into account damage to
and error \[33\]. To construct reward signals that are closer to
input
In Eq. (21), \( L_{\text{max}} \) denotes the initial water level at the pumping
station. The given operating range is between \( L_{\text{max}} \) and \( L_{\text{min}} \). Also, \( I_k \) denotes the inflow of wastewater. The outflow of
each pump combination is denoted as \( O_k^X \), \( O_k^Y \), and \( O_k^Z \).
To take into account the pump switching, we designed the
features and penalty factors to the proposed control method.
In the ILP approach, the resolution of the data is down-
sampled to limit the switching count while scheduling the
optimal plan for activating the pumps.
The scheduling method generates a pattern of pump use for a day. There is no feedback from the target, even though there are discrepancies between predictive and actual values. The pump use pattern is generated in two ways. First, if the potential maximum gain from optimizing the target, a pattern of pump use is scheduled under the assumption that the scheduler already has information about future wastewater inflows. Then, another pump use pattern is scheduled with no information about those inflows, where predictive model is only used with historical information.

C. CONTROL APPROACH FOR BENCHMARK

In this section, an MPC model is designed to compensate for the discrepancies between the predictive values and actual values. Control approaches that utilize MPC have already been exploited in industrial applications [15], [44]–[47]. The MPC model repeatedly solves optimization problems each time interval to generate plans for the operation of the target, in which the first index elements of the plans are used. Through the process, an online optimization, it can reflect a changed state, such as the water level per time interval, which compensates for the above-mentioned discrepancies. However, when the discrepancy occurs, it can drive the target to a state in which an optimization problem is infeasible because of constraint violations. In this case, simply removing the constraints or re-solving the previous problem could cause an unexpected control behavior [48]. To deal with this challenge, slack variables to soften constraints are added to the optimization problems as a more systematic method [48]–[50]. These variables serve as penalty factors in the cost functions of the optimization problems, which cause the optimizer to find a solution that minimizes the original cost function and simultaneously keeps the number of violations as small as possible [48]. The modified objective function and the optimization problem are defined as

\[
\phi(x_t, y_t, z_t, \epsilon_t^{upper}, \epsilon_t^{lower}) = \sum_{t=1}^{T} c_t x_t E^X + c_t y_t E^Y + c_t z_t E^Z + P \delta(\epsilon_t^{upper} + \epsilon_t^{lower})
\]

\[
\min_{x_t, y_t, z_t, \epsilon_t^{upper}, \epsilon_t^{lower}} \phi(x_t, y_t, z_t, \epsilon_t^{upper}, \epsilon_t^{lower})
\]

where \(P\) and \(\delta\) used in the reward function of the proposed scheme are utilized as penalty coefficients. The slack variables \(\epsilon_t^{upper}\) and \(\epsilon_t^{lower}\) in the objective function are added to the constraints for the operating rules as follows:

\[
0 \leq \epsilon_t^{upper}
\]

\[
0 \leq \epsilon_t^{lower} \leq L_{min}
\]

\[
L_{min} - \epsilon_t^{lower} \leq L_0 + \sum_{k=1}^{t} I_k - (x_k O_k^X + y_k O_k^Y + z_k O_k^Z)
\]

\[
\leq L_{max} + \epsilon_t^{upper}
\]

As a result, at each time interval, the optimizer repeatedly solves the optimization problems for a fixed time window \(T\) without any infeasible areas, thereby achieving an online optimization.

IV. RESULTS AND DISCUSSION

A. MODEL TRAINING

1) PREDICTIVE MODEL

Some of the training datasets (202 days) were used for predictive model training, whereas the others (68 days) were used for validation, which both were used as training datasets to establish the policy of the DRL agents. Finally, to test the performance of the predictive model, the test dataset (57 days) is used. Fig. 6 shows the changes in training and validation loss by epoch, and Table 2 summarizes the performance of the model.

![Figure 6. The change in training and validation loss.](image)

![Figure 7. Changing return over episodes during training.](image)

|                | Training error | Validation error | Test error |
|----------------|----------------|------------------|------------|
| MAE (m³/h)     | 215            | 242              | 277        |
| MAPE (%)       | 2.88           | 3.72             | 4.03       |

2) DRL AGENT MODELS

The agent-environment interactions can be divided into several episodes, which are also called trials. The episodes end in the terminal state where a violation occurs or the final time step of a day comes. Each return denotes the cumulative reward during each episode. Fig. 7 shows the process of learning the policy for controlling the pumping system. The average return is the mean value per 400 episodes. Reinforcement learning has the characteristic of high variance because of
stochasticity caused when exploring and making the policy. The wastewater inflow is also highly variable on some days because of different weather conditions, such as rain, dryness, or different seasons. By identifying the increase in the maximum and average returns, we can confirm that the policy is improved. After the agents had learned the policy for controlling the pumping system through the training dataset (270 days), the learned policy was applied to the test dataset (57 days).

### B. PERFORMANCE COMPARISON DURING THE TEST DAYS

#### 1) OPERATING RULE ANALYSIS

Fig. 8 illustrates the predictive and actual inflow rates for a test day. The two schedulers generate a pattern of using the pumps based on the predicted and real values, respectively. In Fig. 9, the results show that the scheduler with prediction seriously violates the given operation range. These violations are caused by errors between the predicted and actual inflow rates when generating the plan for pump operation. As the errors accumulate, the severity of the violations also increases. Therefore, to apply this scheduler to a WWTP, it is necessary to compensate for discrepancies between forecasts and ground truths in real time while generating a decision per time interval. Unless the accuracy of prediction is 100%, it would be difficult to use the scheduling method for the efficient operation of targets without compensating for errors from the states of targets in real time.

![FIGURE 8. The comparison of the predictive inflow rates and actual inflow rates.](image1)

![FIGURE 9. The changing water level of the pump station by the ILP schedulers.](image2)

Fig. 10 shows the average and variation of the changing water level during the test days. In Table 3, the details of the figures are identified. They indicate that the DRL agents showed equal or better performance compared with the WWTP experts in terms of the operating rules. On the other hand, the scheduler severely violated the operational rules, which was caused by the accumulated errors of the forecasted and actual inflows. The MPC significantly alleviated violations of the operating rules by taking into account the errors in real time. However, there were still many violations compared with the DRL agents and WWTP experts.

The MPC usually tended to respond to violations only when they had already occurred, which means that it could not prevent the violations beforehand. The MPC made a decision for the operation of pumps without taking into account that the changing water level was approaching the boundaries, unless it deviated from the boundaries. It considered only constraints in forecasted inflow rates without taking into account uncertainties caused by forecasting errors. In contrast with the MPC, the DRL agents could cope with the challenge. Whenever the DRL agents made a decision, they evaluated the cumulative reward at each state, which takes into account rewards from future states. At this time, a discounting factor is considered to apply different weights to future rewards as a function of the time from the current state. If there is a risk of violations in the near future, the agents choose the most stable decision to prevent the violations even though there are chances to reduce energy and cost. Therefore, the MPC caused a higher standard deviation and violation numbers than the DRL agents, as shown in Table 3.

#### 2) ENERGY CONSUMPTION AND COST ANALYSIS

The patterns of pump use, the power consumptions, and water levels are illustrated in Fig. 11. It can be seen that the WWTP expert mainly activated pumps 1 and 3. On the other hand,
the A-DQN agent, A-DPPO agent, and MPC typically used pumps 3 and 4, which created an opportunity to better utilize the capacity of the pumping station. In addition, the DRL agents and MPC turned off a pump during the highest price periods to reduce energy consumption and costs. The highest price periods were from 10:00 am to 12:00 pm and from 1:00 pm to 5:00 pm during the test days.

In terms of switching number, all of the approaches showed an increase to better utilize the capacity of the pumping station. However, if switching pumps occurred very frequently it could cause tremendous degradation of pumps. In [15], the possible switching interval was set as 15 minutes (4 times per one hour). Here, we assume the same switching interval. Thus, the maximum allowable switching number is 5472 during the test days (57 days). In the case of the scheduler and MPC, to satisfy this condition, a pattern of pump use over time was generated with 15 minute intervals. Through $r_{i+1}^{\text{switch}}$, $d_i$, $d_i^{\text{cen.}}$, which were proposed in this
TABLE 4. Energy consumption and cost comparison between WWTP experts, DRL agents (A-DQN, A-DPPO), MPC and scheduler.

|                        | WWTP experts | A-DQN | A-DPPO | MPC    | Scheduler | DPPO [7] |
|------------------------|--------------|-------|--------|--------|-----------|---------|
| Energy consumption (kWh) | 427,586      | 412,497 | 411,513 | 413,330 | 421,830   | 426,580 |
| Energy cost (KRW)       | 34,190,686   | 32,910,493 | 32,844,810 | 32,869,537 | 33,534,187 | 34,103,210 |
| Switching number        | 488          | 931    | 1040   | 1873   | 1450      | 10960   |
| Water level violation number | 1           | 1      | 0      | 276    | 4405      | 0       |

Energy consumption and cost comparison are shown in Fig. 13 and Fig. 14, respectively. The details are presented in Table 4. It can be seen that the scheduler with prediction shows a reduction in energy consumption and costs of up to 1.35% and 1.92% respectively, which indicates severe violations in the operating rule analysis. The MPC shows a reduction in energy consumption and costs of up to 3.33% and 3.86%, respectively. This compensated significantly for the weakness of the scheduler and simultaneously improved its performance. The A-DQN could reduce the energy consumption and costs by up to 3.53% and 3.74%, respectively. The A-DPPO could reduce the energy consumption and costs by up to 3.76% and 3.94%, respectively. In the case of [7], without the features and reward function, the DPPO was stuck in sub-optimal policy, showing insignificant energy and cost reduction up to 0.23% and 0.25%, respectively. The performance of the scheduler with perfect prediction was used as an ideal improvement on reducing the energy consumption and costs. It shows a reduction in energy consumption and costs of up to 4.18% and 4.66%, respectively. The highest gain in optimization of the target could potentially be under the assumption that all future inflow rates are known. The A-DPPO showed the most similar performance to the ideal improvement.

The proposed DRL agents (i.e. A-DPPO and A-DQN) could achieve the increase of operating efficiency without seriously violating the given operating rules or damaging the pumping system, compared with the WWTP experts, scheduler, MPC, and DPPO [7]. The MPC showed almost the same performance in reducing the energy consumption and costs, but it caused severe violations compared with the WWTP experts and DRL agents. In addition, the switching numbers are lower in the proposed DRL agents than in the scheduler and MPC, even though the DRL agents showed the better performance in reducing energy consumption and costs. As a result, it was confirmed that the proposed scheme outperformed the ILP-based approaches in the efficient operation of the target.

V. CONCLUSION AND DISCUSSION

The existing researches on pumping systems focused mainly on scheduling the operation of the pumps. Online optimization approaches such as MPC repeatedly solving optimization problems and data-driven predictive control based on reinforcement learning can compensate for the weakness of scheduling the operation of the pumps. In this study, we designed a deep reinforcement learning (DRL) based predictive control scheme and integer linear programming (ILP) based MPC for binary mode fixed-speed pumps. To this end, a reward function and new features were proposed to limit the frequency of switching pumps. The pumping station of a WWTP in the Republic of Korea was set as the target to be efficiently controlled. During the test days, the result showed that the ILP-based scheduling method severely violated the operating rules and the ILP-based MPC could alleviate significantly the number of violations by compensating for forecasting errors. However, there were still many violations because the MPC could respond to the violations almost after those occurred. On the other hand, the DRL-based control schemes could prevent violations beforehand, which showed...
equal or better performance compared with the WWTP experts in terms of the operating rules. In terms of energy consumption and cost, the MPC and DRL based scheme showed similar performance, which outperformed significantly the WWTP experts and scheduling method. As a result, we confirmed that the DRL-based scheme was most suitable for the operation of pumps in uncertainties caused by forecasting errors.

We utilized DRL agents such as PPO and DQN based on model-free algorithms to efficiently control on/off pumps. Model-free algorithms gradually search for an optimal policy through exploration and require a lot of training samples to find a proper policy, compared to model-based algorithms such as ILP-based MPC. To improve the scheme, Model-based DRL agent can be considered regarding the future direction. For some applications, it was identified that model-based DRL agents could learn a control policy with much less data and quickly adapt to unseen situations and sudden changes [51], [52]. We will try to build on a model-based DRL scheme for on/off pumping system and compare it with other schemes such as the model-free-based DRL scheme and ILP-based MPC.
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