A posteriori error analysis for a space-time parallel discretization of parabolic partial differential equations
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Abstract
We construct a space-time parallel method for solving parabolic partial differential equations by coupling the parareal algorithm in time with overlapping domain decomposition in space. The goal is to obtain a discretization consisting of “local” problems that can be solved on parallel computers efficiently. However, this introduces significant sources of error that must be evaluated. Reformulating the original parareal algorithm as a variational method and implementing a finite element discretization in space enables an adjoint-based a posteriori error analysis to be performed. Through an appropriate choice of adjoint problems and residuals the error analysis distinguishes between errors arising due to the temporal and spatial discretizations, as well as between the errors arising due to incomplete parareal iterations and incomplete iterations of the domain decomposition solver. We first develop an error analysis for the parareal method applied to parabolic partial differential equations, and then refine this analysis to the case where the associated spatial problems are solved using overlapping domain decomposition. These constitute our time parallel algorithm and space-time parallel algorithm respectively. Numerical experiments demonstrate the accuracy of the estimator for both algorithms and the iterations between distinct components of the error.
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1 | INTRODUCTION

The recent trend of stagnating clock speeds on processors coupled with the advent of massively parallel computers have resulted in parallel computing approaches for solving complex problems modeled by partial differential equations to become increasingly attractive [23, 37]. Spatial parallelization of partial differential equations is well established [3, 13, 32, 33, 40], but the improvement available through spatial parallelization alone typically decays as the number of processors increases for any fixed-size problem (the so-called strong scaling behavior), see for example, [20]. Parallel in time methods provide an additional way to effectively utilize modern high performance computer architectures [15, 19, 23, 28, 29, 35, 37]. Unfortunately parallel-in-time methods also introduce significant additional sources of error which must be estimated for the purposes of validation when seeking to construct adaptive algorithms, or when performing uncertainty quantification.

We consider a PDE system of the form: Find \( u(x, t) \in L^2(0, T; H^1_0(\Omega)) \) such that
\[
(\dot{u}, v) + a(u, v) = l(v), \quad \forall v \in H^1_0(\Omega) \text{ and } t \in (0, T],
\]
where \( \dot{u} = \frac{\partial u}{\partial t} \), \( a(\cdot, \cdot) \) is a coercive, positive definite bilinear form, \( l(\cdot) \) is a linear form, \( \Omega \) is a convex polygonal domain, and \( u_0 \in H^1_0 \) is the initial condition. Here \( (\cdot, \cdot) \) denotes the \( L^2(\Omega) \) inner product, so that \( (w, v) = \int_{\Omega} w v \, dx \). We assume that the forms \( a \) and \( l \) satisfy sufficient regularity assumptions so that a weak solution \( u(x, t) \in L^2(0, T; H^1_0(\Omega)) \) exists and is unique [31]. Further, we consider a quantity of interest (QoI) given by
\[
Q(u) = \int_{\Omega} \psi(x) u(x, T) \, dx,
\]
where \( \psi \in L^2(\Omega) \).

The aim of this work is to derive error estimates for the numerically computed value of \( Q \) when time-parallel and spatial domain decomposition techniques are employed for the approximation of \( u(x, t) \). In particular, we consider two algorithms which we call the time parallel algorithm (TPA) and the space-time parallel algorithm (STPA). The TPA implements the parareal algorithm [14, 21, 22, 34, 35], a time-parallel method to solve (1), while the STPA also employs a parallel domain decomposition strategy in space [30, 36, 38, 39] in addition to the time-parallelism of the parareal method.

The analysis presented here extends earlier work on the \textit{a posteriori} error analysis of the parareal algorithm in [9], and incorporates the work of [5] on the \textit{a posteriori} error analysis of overlapping Schwarz domain decomposition algorithms to provide an estimate of the spatial discretization error. One significant difference between the earlier work and the current work is that we analyze the effects of using an iterative method to solve the discrete equations arising from an implicit time integration scheme. The analysis builds on early work of adjoint-based \textit{a posteriori} error analysis [1, 2, 16, 27] and more recent work addressing iterative and multi-rate methods [8, 10, 18].

1.1 | Notation

Our analysis requires consideration of both exact and discrete solutions. Analytical solutions are indicated using a lower case letter, discrete solutions with an upper case letter. Solutions of the PDE will be designated \( u \) and adjoint solutions \( \phi \). A hat on top of a symbol indicates a coarse scale entity, for example, \( \hat{U} \) indicates a discrete coarse scale solution of the PDE. Errors are indicated using \( e \) and residuals with \( R \). A dot on top of a function indicates a partial differential in time, for example, \( \dot{u} \) indicates the partial derivative of \( u \) with respect to \( t \). We use \( N \) to indicate the number of finite elements, \( Q \) to
indicate the degree of interpolation, $P$ to indicate the number of temporal or spatial subdomains, and $K$ to indicate the number of iterations. A subscript $t$ for these symbols indicates a temporal quantity, a subscript $s$ indicates a spatial quantity. A full list of variables and discretization choices appears in Appendix A.

For a function $w(x,t)$, we denote $w(t) := w(\cdot, t)$, that is, $w(t)$ refers to a function of space only for a fixed time $t$. We use the notation $(w,v)(t) := (w(t),v(t)) = \int_{\Omega} w(x,t)v(x,t)\, dx$, so for example the QoI (2) may be expressed as $Q(u) = (\psi,u)(T)$. Finally, we let $\langle \cdot \rangle_I$ indicate integration over time interval $I$, that is, $\langle \cdot \rangle_I = \int_I \cdot \, dt$.

### 1.2 | Outline

We begin the analysis from the perspective of parareal integration in time, presented in [9]. The parareal approach utilizes both coarse and fine scale discretizations in time. Extending this analysis to PDEs requires corresponding coarse and fine discretizations in space. Since we implement a domain decomposition strategy in space, we employ iterative solution methods in both time and space.

We introduce two algorithms in Section 2: a TPA, and a SPTA. The TPA employs the time-parallel algorithm, parareal, for the solution of PDEs, whereas the SPTA additionally utilizes additive Schwarz domain decomposition to achieve parallelization in space. This section also contains precise details of the spatial and temporal discretizations. We recall some essential mathematical results needed for the subsequent analysis for the two algorithms in Section 3. We adjust the previous a posteriori error analysis for parareal time integration to analyze the TPA in in Section 4. We extend this analysis to account for the errors arising using additive Schwarz domain decomposition in Section 5. Numerical results supporting the accuracy of the a posteriori error estimates are provided in Section 6.

### 2 | DISCRETIZATIONS: THE “TIME PARALLEL ALGORITHM” AND THE “SPACE-TIME PARALLEL ALGORITHM”

We consider two algorithms: (1) an algorithm which is parallel in time only, referred to as TPA, and (2) an algorithm which is parallel in both space and time, referred to as SPTA. Both algorithms use the parareal algorithm for time-parallelism. The spatial parallelization in SPTA is achieved through the use of overlapping Schwarz domain decomposition method. The discretization also involves using the finite element method in space and the implicit Euler method in time. The implicit Euler method is appropriate for dissipative problems modeled by (1). We describe these algorithms in detail below.

#### 2.1 | Time parallel algorithm

The parareal algorithm is based on a pair of coarse and fine scale solvers, $\hat{G}^p[\alpha](t)$ and $F^p[\alpha](t)$ respectively. Let $0 = T_0 < \cdots < T_{p-1} < T_p < \cdots < T_P = T$ be a partition of the time domain. We view the times $T_p$ as “synchronization” times at which point the coarse and fine scale solutions may exchange information. We call the time interval $[T_{p-1}, T_p]$ the temporal subdomain $p$, see Figure 1. Note that the temporal subdomains are non-overlapping.

The numerical solver $F^p[\alpha](t)$ is more accurate than $\hat{G}^p[\alpha](t)$, for example, employing a finer discretization or a higher order method. The super-script $p$ indicates that the solvers produce a space-time solution for the temporal subdomain $p$. That is, we consider the coarse and fine scale solvers as maps from $H_0^1(\Omega)$ to $H_0^1(\Omega)$ and for $t \in (T_{p-1}, T_p]$, $\hat{G}^p[\alpha](t)$ (resp. $F^p[\alpha](t)$) indicates the space-time coarse
Algorithm 1. Variational form of the parareal algorithm

\begin{algorithm}
\begin{align*}
&\text{procedure VPAR}(P_t, K_t, \hat{U}_0) \\
&\quad C_{p,0}^{(0)} = 0, p = 0, \ldots, P_t; \quad \triangleright \text{Initialize corrections} \\
&\quad \text{for } k_t = 1, \ldots, K_t \text{ do} \\
&\quad \quad \hat{U}_{0}^{(k_t)}(0) := \hat{U}_0; \quad \triangleright \text{Set initial conditions} \\
&\quad \text{for } p = 1, \ldots, P_t \text{ do} \\
&\quad \quad \hat{U}_p^{(k_t)}(t) = \hat{G}_p^{(k_t)} \left[ \hat{U}_p^{(k_t-1)}(T_{p-1}) + C_p^{(k_t-1)}(t) \right] \quad \triangleright \text{Serial computation} \\
&\quad \quad U_p^{(k_t)}(t) = F_p \left[ \hat{U}_p^{(k_t)}(T_{p-1}) \right](t) \quad \triangleright \text{Parallel computation} \\
&\quad \quad C_p^{(k_t)} = U_p^{(k_t)}(T_{p}) - \hat{G}_p^{(k_t)} \left[ \hat{U}_p^{(k_t)}(T_{p-1}) \right](T_{p}) \quad \triangleright \text{Update corrections} \\
&\quad \text{end for} \\
&\quad \text{end for} \\
&\quad \text{return } U_p^{(K_t)}(x, t) \\
&\text{end procedure}
\end{align*}
\end{algorithm}

scale (resp. fine scale) solution belonging to $H^1_0(\Omega)$ at time $t$, where $\alpha \in H^1_0(\Omega)$ denotes the initial conditions for the solver at $t = T_{p-1}$.

The standard version of the parareal algorithm defines the solutions only at the times $T_p$, and is not amenable to adjoint-based \textit{a posteriori} analysis, which requires solutions to be in variational form. An equivalent, variational version of the parareal algorithm, suitable for an adjoint-based \textit{a posteriori} error analysis, is provided in Algorithm 1. The standard parareal algorithm is provided in Appendix B and a proof of its equivalence with the variational version is given in [9]. Here $\hat{U}_p^{(k_t)}(x, t)$ and $U_p^{(k_t)}(x, t)$ are the coarse and fine scale solutions for the variational parareal algorithm at iteration $k_t$ on temporal subdomain $p$. The fine-scale parareal solution after $k_t$ iterations is defined to be $U^{(k_t)} = U_p^{(k_t)}$ for $t \in (T_{p-1}, T_p)$. The initial condition approximation to $u_0$ is referred to as $\hat{U}_0$. Note that since $\hat{U}_0$ is represented in a finite dimensional space, it is possible that $u_0 \neq \hat{U}_0$.

2.1.1 Temporal and spatial discretizations of the fine scale and coarse scale solvers
We consider the implicit Euler method for time discretization and finite elements for the spatial discretization to define coarse and fine scale solutions on $[T_{p-1}, T_p]$. We omit the superscript $p$ in this section when the temporal subdomain is clear.
We discretize the spatial domain $\Omega$ into a quasi-uniform triangulation $\mathcal{T}_h$, where $h$ denotes the maximum diameter of the elements. This triangulation is chosen so the union of the elements of $\mathcal{T}_h$ is $\Omega$ and the intersection of any two elements is either a common edge, node, or is empty. Let $V_h^q$ be the standard space of continuous piecewise polynomials of degree $q$ on $\mathcal{T}_h$, such that if $U \in V_h^q$ then $U = 0$ on $\partial\Omega$. In particular, we consider a coarse space $V_s^\hat{n}$ and fine space $V_s^n$ such that $\hat{q}_s < q_s$.

On each time subdomain $p$, the coarse temporal discretization, uses $N_t^p$ time steps while the fine temporal discretization uses $N_f^p$ time steps. Thus, the total coarse time steps over $[0, T]$ are $N_t = \sum_{p=1}^{P_t} N_t^p$, and the total fine time steps are $N_f = \sum_{p=1}^{P_t} N_f^p$. On the coarse scale, we partition $[T_{p-1}, T_p]$ as $T_p = [t_0^p < \cdots < t_{N_t^p}^p = T_p]$, as shown in Figure 1, with $\hat{T}_n^p = [t_n^p, \hat{t}_{n+1}^p]$. Let $\hat{T}_p = \{ \hat{T}_1^p, \ldots, \hat{T}_{N_t^p}^p \}$. On the fine scale, we introduce a finer discretization $T_{p-1} = t_0^p < \cdots < t_{N_f^p}^p = T_p$, as shown in Figure 1. We let $I_n^p = [t_{n-1}^p, t_n^p]$ and $\mathcal{T}_p = \{ I_1^p, \ldots, I_{N_f^p}^p \}$.

We now use the implicit Euler method on the coarse time step $\hat{T}_n^p$; given the approximate solution $\hat{U}_{n-1}^p$ at $t_{n-1}^p$, compute approximation $\hat{U}_n^p \in V_s^\hat{n}$ at $t_n^p$ by,

$$\hat{U}_n^p, v) = (\hat{U}_{n-1}^p, v) + \Delta \hat{t}_n^p \left[ -a(\hat{U}_n^p, v) + l(v) \right],$$

for all $v \in V_s^\hat{n}$, where $\Delta \hat{t}_n^p = (\hat{t}_n^p - \hat{t}_{n-1}^p)$. Moreover, in the context of parareal algorithm, we have $\hat{U}_{n-1}^p \in V_s^\hat{n}$ for all $n$ except possibly for $n = 1$, where $\hat{U}_0$ (the initial condition for the coarse scale solver) may belong to $V_s^\hat{n}$.

Similarly, the implicit Euler method on the fine time step $I_n^p$ is: given the approximate solution $U_{n-1}^p$ at $t_{n-1}^p$, compute approximation $U_n^p \in V_s^n$ at $t_n^p$ by,

$$U_n^p, v) = (U_{n-1}^p, v) + \Delta t_n^p \left[ -a(U_n^p, v) + l(v) \right],$$

for all $v \in V_s^n$, where $\Delta t_n^p = (t_n^p - t_{n-1}^p)$. In the context of parareal algorithm, we have $U_{n-1}^p \in V_s^n$ for all $n$ except for $n = 1$ for which $U_0$ (the initial condition for the fine scale solver) belongs to $V_s^n$.

In the TPA, we assume that Equations (3) and (4) are solved exactly (up to numerical precision).

### 2.2 Space-time parallel algorithm

The STPA introduces spatial parallelization (in addition to temporal parallelization) by using a Schwarz domain decomposition iteration at the fine scale. It is assumed in the spirit of the parareal algorithm that the coarse scale is solved implicitly without needing any spatial domain decomposition.

#### 2.2.1 Schwarz domain decomposition at a single time step

The additive Schwarz domain decomposition iteration is employed to solve the spatial problem in (4). Similar to Section 2.1.1, we omit the subscript $p$ where this is clear. We rewrite the problem (4) on subinterval $I_n^p$ as: find $U_n^p \in V_s^n$, such that,

$$B^n(U_n^p, v) = f^n(v),$$

for all $v \in V_s^n$, where the bilinear form $B^n(\cdot, \cdot)$ and the linear form $f^n(\cdot)$ are defined by,

$$B^n(u, v) = (u, v) + \Delta t_n^p a(u, v),$$

$$f^n(v) = (U_{n-1}^p, v) + \Delta t_n^p l(v).$$

Assume that we have $P_s$ overlapping subdomains $\Omega_1$, \ldots, $\Omega_{P_s}$ on $\Omega$, such that for any $\Omega_i$, there exists a $\Omega_j$, $i \neq j$, for which $\Omega_i \cap \Omega_j \neq \emptyset$ and $U_i \Omega_i = \Omega$. Let $T_{h,i} \equiv T_h \cap \Omega_i$. We further assume that
Algorithm 2. Overlapping additive Schwarz domain decomposition

```
procedure ASDD(B^n, l^n, K_s, P_s, U^{[0]}_n)
    for k = 0, 1, 2, ..., K_s - 1 do
        for i = 1, 2, ..., P_s do
            Find \( \tilde{U}_{n,i}^{[k+1]} \) such that
            \[
            B^n_i (\tilde{U}_{n,i}^{[k+1]}, v) = l^n_i(v), \quad \forall v \in V_i^{q_s}.
            \]
            Let
            \[
            U_n^{[k+1]} = (1 - \tau P_s) U_n^{[k]} + \tau \left( \sum_{j=1}^P \Pi_i \tilde{U}_{n,i}^{[k+1]} \right)
            \]
            where \( \Pi_i \tilde{U}_{n,i}^{[k+1]} = \begin{cases} \tilde{U}_{n,i}^{[k+1]} & \text{on } \Gamma_i, \\ U_n^{[k]} & \text{on } \Omega \setminus \Gamma_i. \end{cases} \)
        end for
    end for
return U_n^{[K_s]}
end procedure
```

The triangulation \( \mathcal{T}_h \) is consistent with the domain decomposition in the sense that for any \( T_s \in \mathcal{T}_h \), if \( T_s \cap \Omega_j \neq \emptyset \) then \( T_s \subset \Omega_j \). We let \( \langle \cdot, \cdot \rangle_{ij} \) represent the \( L_2(\Omega_i \cap \Omega_j) \) inner product. We denote by \( B^n_i(\cdot, \cdot) \) the restriction of \( B^n(\cdot, \cdot) \) to \( \Omega_i \) and \( B^n_i(\cdot, \cdot) \) the restriction of \( B^n(\cdot, \cdot) \) to \( \Omega_i \cap \Omega_j \). Similarly, we let \( l^n_i(\cdot) \) be the restriction of \( l^n(\cdot) \) to \( \Omega_i \). The additive Schwarz method for the solution of (5) is given in Algorithm 2. The domain decomposition solution for \( n = 1, \ldots, N^n_p \) are \( U_n^{[K_s]} = ASDD(B^n, l^n, K_s, P_s, U_{n-1}^{[K_s]}) \). Note that the initial guess to the algorithm is the solution from the previous time step \( U_n^{[K_s]} \). In the algorithm \( V_i^{q_s} \) represents the space of continuous piecewise polynomials of degree \( q_s \) on \( \mathcal{T}_{h,i} \) such that if \( U \in V_i^{q_s} \), then \( U = 0 \) on \( \partial \Omega_i \), and \( V_{i,k_s}^{q_s} \) represents the space of continuous piecewise polynomials of degree \( q_s \) on \( \mathcal{T}_{h,i} \) such that if \( U \in V_{i,k_s}^{q_s} \), then \( U = 0 \) on \( \partial \Omega_i \) and \( U = U_n^{[K_s]} \) on \( \partial \Omega_i \setminus \partial \Omega \). The Richardson parameter \( \tau \), is needed to ensure that the iteration converges [36].

2.2.2 The global STPA solution

In the context of the parareal algorithm (Algorithm 1), we denote the solution by \( U^{p,[k_t,K_t]} \), where we have now added \( K_t \) to the superscript to indicate the dependence of the solution on domain decomposition iterations at the \( k_t \)th parareal iteration. The global STPA solution on \([0,T]\) after \( k_t \) parareal iterations and \( K_s \) domain decomposition iterations is defined as \( U^{[k_t,K_s]} = U^{p,[k_t,K_t]} \) for \( t \in (T_{p-1}, T_p] \).

3 VARIATIONAL METHODS AND PRELIMINARY A POSTERIORI ERROR ANALYSIS

In this section, we introduce basic elements needed for the error analysis of the numerical value of the QoI (see (2)) computed using the fine scale solution from either the TPA or the STPA. The main tools used in the analysis are adjoint problems coupled with an appropriate definition of residuals. This kind of analysis relies on the solution being in a variational format. Hence, we present the implicit Euler method as a variational method in Section 3.3, and point out a fundamental property of variational methods which is used subsequently in the analysis of TPA and STPA.
3.1 Variational methods

We define two variational methods; the continuous Galerkin method and the discontinuous Galerkin method for the fine scale; the extension to the coarse scale is analogous. Note that the usage of “continuous” or “discontinuous” refers to the property of the solution in time only; in space we always use continuous finite elements.

On the space-time slab $S_n^p = \Omega \times T_n^p$ we define the space

$$W_{p,n}^{q_i,q_j} := \left\{ w(x,t) : w(x,t) = \sum_{j=0}^{q_j} \int v_j(x), v_j \in V_{q_j}^p, (x,t) \in S_n^p \right\},$$  \hspace{1cm} (9)

The continuous Galerkin method, $cG(q_i)$ is: find $U_{CG}$ such that it is continuous on $S_n^p$, its restriction to $S_n^p$ belongs to $W_{p,n}^{q_i,q_j}$ and also satisfies,

$$\langle (U_{CG}, v) \rangle_{T_n^p} = \langle -a(U_{CG}, v) + l(v) \rangle_{T_n^p}$$  \hspace{1cm} (10)

for all $v \in W_{p,n}^{q_i,q_j}$.

We denote the jump across $I_n^p$ as $w_{n,p} = w_{n+1}^p - w_{n}^p$, where $w_{n,p} = \lim_{\gamma \to 0}(\gamma, w(s))$. The discontinuous Galerkin method, $dG(q_i)$ is: find $U_{DG}$ its restriction to $S_n^p$ belongs to $W_{p,n}^{q_i,q_j}$ and also satisfies,

$$\langle (\hat{U}_{DG}, v) \rangle_{T_n^p} + \langle [U_{DG}]_{n-1,p}, v_{n-1,p}^+ \rangle_{T_n^p} = \langle -a(U_{DG}, v) + l(v) \rangle_{T_n^p}$$  \hspace{1cm} (11)

for all $v \in W_{p,n}^{q_i,q_j}$. Note that the solution may be discontinuous in at the time nodes $t_n^p$.

3.2 A posteriori error analysis for variational methods on a single time subdomain

Variational methods satisfy an important property that underpins the a posteriori error analysis presented here. Let $\phi \in L^2(T_{p-1}, T_p; H^1_0(\Omega))$ satisfy,

$$(-\hat{\phi}, v) = -a(v, \phi) \quad \forall v \in H^1_0(\Omega) \text{ and } t \in (T_{p-1}, T_p].$$  \hspace{1cm} (12)

Equation (12) is referred to as an adjoint equation. Next we quantify the accumulation of error contributions.

**Lemma 1.** Let $e_{DG} = u - U_{DG}$, where $u$ is the solution to (1), and $U_{DG}$ is $dG(q_i)$ solution on a time subdomain $p$. Then,

$$\langle \phi, e_{DG} \rangle(T_p) = \langle \phi, e_{DG} \rangle(T_{p-1}) + R_{DG}^p(U_{DG}, \phi),$$  \hspace{1cm} (13)

where $\phi$ is defined in (12) and $R_{DG}^p(U_{DG}, \phi)$ is the adjoint-weighted space-time residual of the solution $U_{DG}$ on time subdomain $p$ defined as

$$R_{DG}^p(U_{DG}, \phi) = \sum_{n=1}^{N_p} \left[ \langle l(v) - a(U_{DG}, v) \rangle_{T_n^p} - \langle (U_{DG}, v) \rangle_{T_n^p} - \langle [U_{DG}]_{n-1,p}, v_{n-1,p}^+ \rangle_{T_n^p} \right].$$  \hspace{1cm} (14)

**Proof.** We have

$$e_{DG}(T_{p-1}) = e_{DG}^{p^+}(t_0^p) \quad \text{and} \quad e_{DG}(T_p) = e_{DG}(t_{N_p}^p).$$  \hspace{1cm} (15)

Consider

$$\langle (-\hat{\phi}, e_{DG}) \rangle_{T_n^p} = -\langle a(e_{DG}, \phi) \rangle_{T_n^p}.$$  \hspace{1cm} (16)

The left-hand side is

$$\langle (-\hat{\phi}, e_{DG}) \rangle_{T_n^p} = -\langle \phi, e_{DG}(t_n^p) \rangle_{T_n^p} + \langle (\phi, u - U_{DG}) \rangle_{T_n^p}.$$  \hspace{1cm} (17)
Combining (16) and (17) with (1) leads to

\[(\phi, e_{DG}(t^n_p)) = (\phi, e_{DG}(t^n_{p-1}) + \langle l(v) - a(U_{DG}^p, v) \rangle^{t_n^p}_{t_n^p} - \langle (U_{DG}, v) \rangle^{t_n^p}_{t_n^p}, \]

\[= (\phi, e_{DG}(t^n_{p-1}) - (\phi_{n-1, p}^{+}, [U_{DG}]_{n,p}) + \langle l(v) - a(U_{DG}^p, v) \rangle^{t_n^p}_{t_n^p} - \langle (U_{DG}, v) \rangle^{t_n^p}_{t_n^p}. \quad (18)\]

Summing (18) over \( n = 1 \) to \( n = N_p^{t} \) and using (15),

\[(\phi, e_{DG})(T_p) = (\phi, e_{DG})(T_{p-1}) + R_{DG}^p(U_{DG}, \phi), \quad (19)\]

which is the desired result.

**Corollary 1.** Let \( e_{CG} = u - U_{CG} \), where \( u \) is the solution to (1), and \( U_{CG} \) is the cG (\( q_i \)) solution on a time subdomain \( p \). Then,

\[(\phi, e_{CG})(T_p) = (\phi, e_{CG})(T_{p-1}) + R_{CG}^p(U_{CG}, \phi), \quad (20)\]

where \( \phi \) is defined in (12) and \( R_{CG}^p(U_{CG}, \phi) \) is the adjoint-weighted space-time residual of the solution \( U_{CG} \) on time subdomain \( p \) defined as

\[R_{CG}^p(U_{CG}, \phi) = \sum_{n=1}^{N_p} \left[ \langle l(v) - a(U_{CG}, v) \rangle^{t_n^p}_{t_n^p} - \langle (U_{CG}, v) \rangle^{t_n^p}_{t_n^p} \right]. \quad (21)\]

**Proof.** The proof is similar to that of Lemma 1 with the additional observation that \([U_{CG}]_{n-1, p} = 0.\]

Note that results similar to Lemma 1 and Corollary 1, with similar derivations, also hold for the coarse scale.

### 3.3 A posteriori error analysis for implicit Euler on a single time subdomain

It is well known that the implicit Euler method with a certain choice of quadrature is nodally equivalent to the \( dG(0) \) method and hence may be considered a variational method [17]. For completeness, we show this equivalence for the \( dG(0) \) in (11) with the implicit Euler method in (4). For the \( dG(0) \) method, we have \( \dot{U}_{DG} = 0 \), since the solution is constant in time over \( T_n^p \) for a fixed spatial point. Moreover, \( W_n^p \) is simply \( V_n^p \). Now, using these facts, along with the right-hand rule of evaluating quadrature in (11),

\[\langle (U_{DG})_{n,p} - (U_{DG})_{n-1,p}^t, v_{n-1,p}^t \rangle = \Delta_p \left[a((U_{DG})_{n,p}, v_{n,p}) + l(v) \right]. \quad (22)\]

Now, since \( v \in W_n^p \) is constant in time, we have \( v_{n-1,p}^t = v_{n+1,p}^t = v \). Finally, identifying \( (U_{DG})_{n,p} \) with \( U_n \) and \( (U_{DG})_{n,p}^t \) with \( U_{n-1} \) completes the equivalence of the two equations.

Now we define coarse and fine scale analogues to (14) for the implicit Euler method. The fine scale residuals are,

\[R_n^p(w, v) = \langle l(v) - a(w, v) \rangle^{t_n^p}_{t_n^p} - ([w]_{n-1,p}, v^+), \quad (23)\]

\[R^p(w, v) = \sum_{n=1}^{N_p} R_n^p(w, v). \quad (24)\]

The coarse scale residuals are,

\[\hat{R}_n^p(w, v) = \langle l(v) - a(w, v) \rangle^{t_n^p}_{t_n^p} - ([w]_{n-1,p}, v^+), \quad (25)\]
\[ \hat{R}^p(w, v) = \sum_{n=1}^{N_p} \hat{R}^p_n(w, v). \] (26)

Notice that there is no time derivative in the residuals because, as discussed earlier, those terms are 0 for the \( dG(0) \) method.

The analogues of property (13) for the coarse and fine scale solutions in Algorithm 1 follow immediately. Let \( U^p = F^p[U^p(T_{p-1})] \) be the fine-scale solution on time domain \( p \), and \( e^p = u - U^p \). Then,

\[ (\phi, e^p)(T_p) = (\phi, e^p)(T_{p-1}) + R^p(U^p, \phi). \] (27)

Let \( \hat{U}^p = \hat{G}^p[\hat{U}^p(T_{p-1})] \) be the coarse scale solution on time domain \( p \). Let \( \tilde{e}^p = u - \hat{U}^p \). Then,

\[ (\phi, \tilde{e}^p)(T_p) = (\phi, \tilde{e}^p)(T_{p-1}) + \hat{R}^p(\hat{U}^p, \phi). \] (28)

### 4 | A POSTERIORI ERROR ANALYSIS FOR THE TPA

In this section, we derive estimates for the error in the QoI computed from the fine scale solution of the TPA presented in Section 2.1. That is, we seek to estimate \( \| \phi - U \|_{K_T} \) where \( \phi = \phi(u, T) \).

The analysis for TPA is quite similar to the analysis for ODEs appearing in [9], except that the analysis for PDEs includes the error in the initial conditions, which is assumed to be zero for ODEs.

#### 4.1 | Coarse and fine scale adjoint problems

The coarse scale adjoint problem is: find \( \hat{\phi} \in L^2(0, T; H_0^1(\Omega)) \) such that

\[
\begin{aligned}
(-\hat{\phi}, v) = -a(v, \hat{\phi}) & \quad \forall v \in H_0^1(\Omega) \quad \text{and} \quad t \in (0, T], \\
\hat{\phi}(T) = \psi.
\end{aligned}
\] (29)

Here, the term “coarse” indicates that in numerical experiments, this adjoint is approximated using a coarse (spatial and temporal) scale space.

For \( p = 1, 2, \ldots, P \), the fine scale adjoint problem for the \( p \)-th time domain \( [T_{p-1}, T_p] \) is: find \( \phi^p \in L^2(T_{p-1}, T_p; H_0^1(\Omega)) \) such that

\[
\begin{aligned}
(-\phi^p, v) = -a(v, \phi^p) & \quad \forall v \in H_0^1(\Omega) \quad \text{and} \quad t \in (T_{p-1}, T_p], \\
\phi^p(T_p) = \hat{\phi}(T_p).
\end{aligned}
\] (30)

Notice that the fine scale adjoint problem on the \( p \)-th time subdomain receives initial conditions from the coarse scale adjoint problem and therefore the adjoint on the fine temporal scale can be solved independently on each of the \( p \) time domains. However, while reducing solution cost, the resulting discontinuities in the fine temporal scale adjoint solution occurring at the boundaries of temporal subdomains give rise to an additional contribution to the error. In numerical experiments, the fine scale adjoints are approximated using a fine (relative to the space used for the approximation of the coarse scale adjoints) scale space.

We seek the error in the fine scale solution below. However, since coarse scale solutions are used as initial conditions for fine scale integration on each subdomain, the analysis indicates the expected interaction between errors at the two different scales.
4.2 | Error representations

Let \( e^{(k_i)} = u - U^{(k_i)} \) and \( \hat{e}^{(k_i)} = u - \hat{U}^{(k_i)} \).

Lemma 2.

\[
(\psi, e^{(k_i)}(T)) = \sum_{p=1}^{P_t} R^p(U^{p,(k_i)}, \phi^p) + (\phi^1, \hat{e}^{1,(k_i)}(0)) \\
+ \sum_{p=2}^{P_j} \left[ (\phi^p - \hat{\phi}, \hat{e}^{p-1,(k_i)}) + (\phi^p - \hat{\phi}, \hat{U}^{p-1,(k_i)} - \hat{U}^{p,(k_i)}) \right] (T_{p-1}).
\]  

(31)  

Proof. By definition of \( U^{(k_i)} \), we have \( U^{(k_i)}(T) = U^{P_r,(k_i)}(T) = U^{P_r,(k_i)}(T_P) \). From (27) and \( \phi^0(T_P) = \hat{\phi}(T_P) \) (see (30)) we have

\[
(\hat{\phi}, e^{(k_i)}(T_P)) = (\phi^p, e^{P,(k_i)})(T_{p-1}) + R^p(U^{p,(k_i)}, \phi^p).
\]  

(32)  

Summing over all time subdomains from \( p = 1 \) to \( P_t \), and isolating \( (\psi, e^{P,(k_i)}(T)) = (\psi, e^{(k_i)}(T)) \) leads to

\[
(\psi, e^{(k_i)}(T)) = -\sum_{p=1}^{P_t-1} (\hat{\phi}, e^{p,(k_i)})(T_P) + \sum_{p=2}^{P_t} (\phi^p, e^{p,(k_i)})(T_{p-1}) + \sum_{p=1}^{P_t} R^p(U^{p,(k_i)}, \phi^p) + (\phi^1, e^{1,(k_i)}(0)).
\]  

(33)  

Using \( U^{p,(k_i)}(T_{p-1}) = \hat{U}^{p,(k_i)}(T_{p-1}) \) (see Algorithm 1),

\[
(\psi, e^{(k_i)}(T)) = -\sum_{p=1}^{P_t-1} (\hat{\phi}, e^{p,(k_i)})(T_P) + \sum_{p=2}^{P_t} (\phi^p, \hat{e}^{p,(k_i)})(T_{p-1}) + \sum_{p=1}^{P_t} R^p(U^{p,(k_i)}, \phi^p) + (\phi^1, \hat{e}^{1,(k_i)}(0)).
\]  

(34)  

Rearranging, adding and subtracting terms as necessary, we arrive at

\[
(\psi, e^{(k_i)}(T)) = \sum_{p=1}^{P_t} R^p(U^{p,(k_i)}, \phi^p) + (\phi^1, \hat{e}^{1}(0))
\]

\[
+ \sum_{p=2}^{P_j} \left[ (\phi^p - \hat{\phi}, \hat{e}^{p-1,(k_i)}) + (\phi^p - \hat{\phi}, \hat{U}^{p-1,(k_i)} - \hat{U}^{p,(k_i)}) \right] (T_{p-1}).
\]  

(35)  

The terms \( (\phi^p - \hat{\phi}, \hat{e}^{p-1,(k_i)})(T_{p-1}) \) in the error representation (31) are not directly computable as they contain the unknown error \( \hat{e}^{p-1} \). We solve auxiliary adjoint problems to account for these error terms. As noted earlier, this is the tradeoff between solving the fine-scale adjoint problem from \( T \) to 0 and solving \( P \) adjoint problems on each subdomain independently using the coarse scale adjoint problem as “initial” conditions. Consider \( (P_t - 1) \) auxiliary (coarse scale) QoIs as

\[
\Psi(u) = (\phi^p - \hat{\phi}, u),
\]  

(36)
and \((P_t - 1)\) auxiliary adjoint problems: find \(\hat{\phi}_{aux}^p \in L^2(0, T_{p-1}; H^1_0(\Omega))\) such that

\[
- \hat{\phi}_{aux}^p = -a(v, \hat{\phi}_{aux}^p), \quad \forall v \in H^1_0(\Omega) \text{ and } t \in (0, T_{p-1})
\]

\[
\hat{\phi}_{aux}^p(x, T_{p-1}) = \phi^p(x, T_{p-1}) - \hat{\phi}(x, T_{p-1}).
\]

Replacing \(\phi\) by \(\hat{\phi}_{aux}^p\) in (28) on \(k\)th time subdomain we have

\[
(\hat{\phi}_{aux}^p, \hat{e}^{k,1}_{\{k_1\}})(T_k) = (\hat{\phi}_{aux}^p, \hat{e}^{k,1}_{\{k_1\}})(T_{k-1}) + \hat{R}^k(\hat{U}^{k,1}_{\{k_1\}}, \hat{\phi}_{aux}^p).
\]

Summing from \(k = 1\) to \(k = p - 1\) and using (37),

\[
(\phi^p - \hat{\phi}, \hat{e}^{p-1,1}_{\{k_1\}})(T_{p-1}) = \sum_{k=2}^{p-1} \hat{\phi}_{aux}^p, \hat{U}^{k-1,1}_{\{k_1\}} - \hat{U}^{k,1}_{\{k_1\}})(T_{k-1}) + \sum_{k=1}^{p-1} \hat{R}^k(\hat{U}^{k,1}_{\{k_1\}}, \hat{\phi}_{aux}^p) + (\hat{\phi}_{aux}^p, \hat{e}^{1,1}_{\{k_1\}})(0).
\]

Combining (31) and (39) yields

\[
(\psi, e^{[k_1]}(T)) = \sum_{p=1}^{P_t} R^p(U^{p,1}_{\{k_1\}}, \phi^p) + (\phi^1, e^{1,1}_{\{k_1\}})(0)
\]

\[
+ \sum_{p=2}^{P_t} \left[ \sum_{k=2}^{p-1} \hat{\phi}_{aux}^p, \hat{U}^{k-1,1}_{\{k_1\}} - \hat{U}^{k,1}_{\{k_1\}})(T_{k-1}) + \sum_{k=1}^{p-1} \hat{R}^k(\hat{U}^{k,1}_{\{k_1\}}, \hat{\phi}_{aux}^p) + (\hat{\phi}_{aux}^p, \hat{e}^{1,1}_{\{k_1\}})(0) \right]
\]

\[
+ \sum_{p=2}^{P_t} \left[ (\phi^p - \hat{\phi}, \hat{U}^{p-1,1}_{\{k_1\}} - \hat{U}^{p,1}_{\{k_1\}} + \hat{\phi}, \hat{U}^{p-1,1}_{\{k_1\}} - \hat{U}^{p,1}_{\{k_1\}})(T_{p-1}) \right].
\]

We summarize as Theorem 1 below.

**Theorem 1.**

\[
(\psi, e^{[k_1]}(T)) = D + A + C + K,
\]

where

\[
D = \sum_{p=1}^{P_t} R^p(U^{p,1}_{\{k_1\}}, \phi^p) + (\phi^1, e^{1,1}_{\{k_1\}})(0),
\]

\[
A = \sum_{p=2}^{P_t} \left[ \sum_{k=2}^{p-1} \hat{\phi}_{aux}^p, \hat{U}^{k-1,1}_{\{k_1\}} - \hat{U}^{k,1}_{\{k_1\}})(T_{k-1}) + \sum_{k=1}^{p-1} \hat{R}^k(\hat{U}^{k,1}_{\{k_1\}}, \hat{\phi}_{aux}^p) + (\hat{\phi}_{aux}^p, \hat{e}^{1,1}_{\{k_1\}})(0) \right],
\]

\[
C = \sum_{p=2}^{P_t} (\phi^p - \hat{\phi}, \hat{U}^{p-1,1}_{\{k_1\}} - \hat{U}^{p,1}_{\{k_1\}})(T_{p-1}),
\]

\[
K = \sum_{p=2}^{P_t} (\hat{\phi}, \hat{U}^{p-1,1}_{\{k_1\}} - \hat{U}^{p,1}_{\{k_1\}})(T_{p-1}).
\]

We identify the following components that comprise the total error.

1. **\(D\)** is the “standard” fine scale discretization error contribution. This term encompasses the contribution to the error due to both spatial and temporal discretization choices such as the spatial mesh size parameter \(h\), the degree of spatial polynomials \(q_s\), and the number of time-steps \(N_t\). This term will be decomposed into distinct components in Theorem 3 when using additive Schwarz domain decomposition to solve the spatial problems.
2. \( A \) is the temporal auxiliary error contribution arising from the discontinuities in the fine scale adjoint solution at the synchronization points.

3. \( C \) is the temporal coarse scale error contribution from the discontinuities in the coarse scale solution and the fine scale adjoint solution at synchronization points.

4. \( K \) is the temporal iteration error contribution arising from the difference between the (fine scale) solutions at the synchronization points.

Numerical examples demonstrating the accuracy of this error estimator are provided in Section 6.1. While the analysis above concerns the fine scale error, we note that the coarse scale error may also be estimated as described in Appendix C.

4.3 Extension to other time integrators

The analysis in the previous section assumed the implicit Euler method as the time integration procedure for both the coarse and fine scale solutions. However, the analysis remains valid provided the time integration method used at the fine and coarse scales satisfies (27) and (28). These requirements are satisfied for variational methods as demonstrated in Section 3. Moreover, these requirements are also satisfied for a number of numerical schemes which may be interpreted as variational methods, for example, Crank Nicolson, BDF, IMEX and so forth [4, 6, 7, 11, 12].

5 A POSTERIORI ANALYSIS OF THE STPA

In this section, we derive error estimates for the error in the QoI computed from the fine scale solution of the STPA presented in Section 2.2. That is, we seek to estimate \( Q(u - U^{p,(k_i,K)}) = (\psi, u(T) - U^{p,(k_i,K)}(T)) \). Theorem 1 also gives the error in the STPA by replacing \( U^{p,(k_i,K)} \) with \( U^{p,(k_i,K)} \). However, this result does not account for the error due to the spatial Schwarz domain decomposition iteration. In this section we extend the analysis to account for this source of error.

Let \( U^{p,(k_i,K)}_n = U^{p,(k_i,K)}(t^n_p) \), where \( U^{p,(k_i,K)}_n \) is the domain decomposition solution to (5) on time domain \( p \) for parareal iteration \( k_i \). More precisely, \( U^{p,(k_i,K)}_n \) is the domain decomposition solution to the problem: find \( u^{p,(k_i,K)}_n \in V_q^s \) such that

\[
B_n(u^{p,(k_i,K)}_n, v) = l_n(v), \quad \forall v \in V_q^s, \tag{43}
\]

for all \( v \in V_q^s \), where the bilinear form \( B_n(\cdot, \cdot) \) and the linear form \( l_n(\cdot) \) are given in (6), and \( U^{p,(k_i,K)}_0 = U^{p,(k_i,K)}(x, t_{p-1}) \).

For analysis purposes we also introduce an analytical solution: find \( u^{p,(k_i,K)}_n \in H^1_0(\Omega) \) such that

\[
B_n(u^{p,(k_i,K)}_n, v) = l_n(v), \quad \forall v \in H^1_0(\Omega). \tag{44}
\]

Based on the discussion in Section 3.3, we may also consider \( u^{p,(k_i,K)}_n \) in variational form.

5.1 Overview of the strategy

Trivially,

\[
\left( u(t^n_p) - U^{p,(k_i,K)}_n, \phi^p(t^n_p) \right) = \left( u(t^n_p) - u^{p,(k_i,K)}_n, \phi^p(t^n_p) \right) + \left( u^{p,(k_i,K)}_n - U^{p,(k_i,K)}_n, \phi^p(t^n_p) \right). \tag{45}
\]
1. We estimate $\mathcal{E}_l$ by interpreting $u^{p,(k_i)}_n$ as a variational solution and using a posteriori techniques developed in Section 3.

2. We estimate $\mathcal{E}_{ll}$ using the a posteriori error analysis for overlapping domain decomposition presented in [5]. This analysis allows us to further split $\mathcal{E}_{ll}$ into iterative and discretization components.

### 5.2 Estimating $\mathcal{E}_l$

In a derivation akin to that of (18), interpreting $u^{p,(k_i)}_n$ as a space-time solution to the dG(0) method in time leads to,

$$
\mathcal{E}_l = (\phi^0(t^n), u(t^n) - u^{p,(k_i)}_n) = (\phi^0(t^n), u(t^n) - U^{p,(k_i,K_i)}_{n-1}) + R^p_n(u^{p,(k_i)}_n, \phi^0),
$$

where we also used the fact that $u^{p,(k_i)}_n(t_{n-1}) = U^{p,(k_i,K_i)}_{n-1}$. 

### 5.3 Estimating $\mathcal{E}_{ll}$

The analysis of [5] is used to estimate the error term $\mathcal{E}_{ll}$. We define the global (spatial) adjoint problem: find $\phi^0_n \in H^1_0(\Omega)$ such that,

$$
B^a(v, \phi^0_n) = (\phi^0, v), \quad \forall v \in H^1_0(\Omega),
$$

and adjoint problems on the spatial subdomains: find $\phi^{p,(k_i)}_{n,i} \in H^1_0(\Omega_i)$ such that,

$$
B^a_i(v, \phi^{p,(k_i)}_{n,i}) = \tau \sum_{j=1}^P \left\{ (\phi^0(t^n)|_{\Omega_j}, v)_{ij} - B^p_{ij}(v, \sum_{l=k_i+1}^{K_i} \phi^{p,[l]}_{n,i}) \right\}, \quad \forall v \in H^1_0(\Omega_i),
$$

where $\phi^0(t^n)|_{\Omega_j}$ is the restriction of $\phi^0(t^n)$ to $\Omega_j$, and $B^a_i$ and $B^p_{ij}$ are the restrictions of $B^a$ to $\Omega_i$ and $\Omega_{ij}$ respectively. For a fixed $k_i$, the adjoint problems (48) are independent for each $i$, so $\phi^{p,(k_i)}_{n,i}$ may be computed backwards from $K_i$, $K_i - 1$, $K_i - 2$, ..., 1 in parallel analogous to the solution strategy in the additive Schwarz Algorithm 2.

**Theorem 2.**

$$
\mathcal{E}_{ll} = \left( u^{p,(k_i)}_n - U^{p,(k_i,K_i)}_{n}, \phi^0(t^n) \right) = D^p_{k,n} + D^s_{k,n},
$$

where

$$
D^p_{k,n} = \sum_{i=1}^P \sum_{k_i=1}^{K_i} K_i (\phi^{p,(k_i)}_{n,i}) - B^p_{ij}(U^{p,(k_i)}_{n,i}, \phi^{p,(k_i)}_{n,i}),
$$

$$
D^s_{k,n} = \tau (\phi^0_n) - B^a(U^{p,(k_i,K_i)}_{n}, \phi^0_n) - D^s_{k,n},
$$

where $U^{p,(k_i)}_{n,i}$ are the spatial subdomain solutions on spatial subdomain $i$ defined by (7).

The proof of Theorem 2 is provided in [5]. The term $D^p_{k,n}$ quantifies the discretization error contribution (that is, due to using the spaces $V^{p,(k_i,i)}_{n,i}$) while the term $D^s_{k,n}$ quantifies the domain decomposition iteration error contribution (that is, due to using a finite number $K_i$ iterations).
5.4 Estimating $\mathcal{E}_I + \mathcal{E}_{II}$

Combining (46) and (49),
\[
\mathcal{E}_I + \mathcal{E}_{II} = (\phi^p(t^n_0), u(t^n_0) - U^{p,[k,K]}_{n-1}) + \mathcal{R}^p_n(U^{p,[k,K]}_{n-1}, \phi^p) \\
= (\phi^p(t^n_0), u(t^n_0) - U^{p,[k,K]}_{n-1}) + \mathcal{R}^p_n(u^{p,[k]}_{n-1}, \phi^p) + D^p_{k,n} + D^p_{s,n}.
\]  
(52)

To provide a comparison with the two part construction above, following the direct approach prescribed in (18) we have,
\[
\mathcal{E}_I + \mathcal{E}_{II} = (\phi^p(t^n_0), u(t^n_0) - U^{p,[k,K]}_{n-1}) = (\phi^p(t^n_0), u(t^n_0) - U^{p,[k,K]}_{n-1}) + \mathcal{R}^p_n(U^{p,[k,K]}_{n-1}, \phi^p).
\]  
(53)

Comparing (53) and (52),
\[
\mathcal{R}^p_n(U^{p,[k,K]}_{n-1}, \phi^p) = \mathcal{R}^p_n(u^{p,[k]}_{n-1}, \phi^p) + D^p_{k,n} + D^p_{s,n}.
\]  
(54)

Rearranging,
\[
\mathcal{R}^p_n(u^{p,[k]}_{n-1}, \phi^p) = \mathcal{R}^p_n(U^{p,[k,K]}_{n-1}, \phi^p) - D^p_{k,n} - D^p_{s,n}.
\]  
(55)

Since all terms on the RHS of (55) are computable, so is $\mathcal{R}^p_n(u^{p,[k]}_{n-1}, \phi^p)$.

5.5 Summing contributions over time subdomain $p$

Using (24), the residual over the time domain $[T_{p-1}, T_p]$ is
\[
\mathcal{R}^p_n(U^{p,[k,K]}_{n-1}, \phi^p) = \sum_{n=1}^{N_p} \mathcal{R}^p_n(u^{p,[k]}_{n}, \phi^p) + D^p_{k,n} + D^p_{s,n} = D^p_I + D^p_s + D^p_k.
\]  
(56)

where
\[
D^p_I = \sum_{n=1}^{N_p} \mathcal{R}^p_n(u^{p,[k]}_{n}, \phi^p), \quad D^p_s = \sum_{n=1}^{N_s} D^p_{s,n}, \quad D^p_k = \sum_{n=1}^{N_k} D^p_{k,n}.
\]  
(57)

5.6 Error representation for space-time parallel domain-decomposition-parareal algorithm

Let $e^{[k,K]}(T) = u(T) - U^{p,[k,K]}(T)$.

Theorem 3.
\[
(\psi, e^{[k,K]}(T)) = D_t + D_s + D_k + \mathcal{A} + \mathcal{C} + \mathcal{K},
\]  
(58)

where $\mathcal{A}, \mathcal{C},$ and $\mathcal{K}$ are defined in Theorem 1 by (42) and
\[
D_t = \sum_{p=1}^{P_t} D^p_I + (\phi^1, e^{[1],[k]}(0)), \quad D_s = \sum_{p=1}^{P_s} D^p_s, \quad D_k = \sum_{p=1}^{P_k} D^p_k.
\]  
(59)

Proof. The proof follows directly from Theorem 1 by replacing $U^{p,[k]}$ with $U^{p,[k,K]}$ and then using (56).

We identify the following additional error components.

1. $D_t$ is the error contribution due to the use of implicit Euler time integration.
2. $D_s$ is the error contribution due to using a finite dimensional space for the solution of domain decomposition.

3. $D_k$ is the error contribution due to using a finite number, $K_s$, iterations of domain decomposition.

6 | NUMERICAL RESULTS

We present numerical results to support the analyses of both Sections 4 and 5, highlighting the accuracy of the error estimates developed. Accordingly, we first consider the error analysis for the TPA of Section 6.1 and then consider the effect of a further spatial domain decomposition iteration in the STPA of Section 6.2. The implicit Euler method is used in the fine and coarse scale solvers for these two sections. In Section 6.3, we demonstrate the accuracy of the error estimates when a different time integration, a cG method, is employed in the coarse and fine scale solvers.

The accuracy of the *a posteriori* error estimates is measured by the effectivity ratio $\gamma$, where

$$\gamma = \frac{\text{Estimated error}}{\text{True error}}.$$  

(60)

The bilinear and linear forms considered in the numerical examples are

$$a(u, v) = - (\nabla u, \nabla v) \quad \text{and} \quad l(v) = (f(x), v),$$

(61)

where

$$f(x) = \sin(\mu \pi x)(\mu^2 \pi^2 \cos(\nu \pi t) - \nu \pi \sin(\nu \pi t)).$$

(62)

This choice of $f(x)$ corresponds to the true solution $u(x, t) = \cos(\nu \pi t) \sin(\mu \pi x)$. In all examples, the final time $T = 2$ and the quantity of interest at the final time $T$ is defined by the “adjoint data”

$$\psi(x) = \begin{cases} 
10,000[(x - 0.2)^2(x - 0.6)^2], & 0.2 < x < 0.6, \\
0, & \text{otherwise}.
\end{cases}$$

(63)

This choice of $\psi(x)$ corresponds to a local weighted average of the solution around $x = 0.4$ at the final time. The ratio of number of fine and coarse time steps is denoted by $r = N_t/\hat{N}_t$. For the spatial discretization, the number of spatial finite elements at the two scales remained fixed, that is, $N_s = \hat{N}_s$, but different degrees of interpolation were employed according to whether the corresponding temporal integration was performed on the coarse or fine scales. A lower degree of spatial interpolation, $\hat{q}_s$, was employed when constructing the solution on the coarse scale, and a higher degree of spatial interpolation, $q_s$, was employed on the same spatial mesh when constructing the solution at the fine scale, that is, $\hat{q}_s < q_s$. The notation used in this section is also summarized in Appendix A.

Two different time steps were employed for the temporal integration, a coarse time step and a smaller, fine time step. The implicit Euler method was chosen as the time integrator for the coarse and fine scale solvers $\hat{G}$ and $G_p$ in Sections 6.1 and 6.2. A continuous Galerkin method was used to obtain the results in Section 6.3. The adjoint solutions in (29), (30), (37), (47), and (48) need to be approximated. In all cases, the same temporal and spatial meshes were used as those used to compute the numerical solutions, however, higher degree approximations were employed to obtain accurate estimates. The adjoint solutions corresponding to (29), (30), and (37) were approximated on the space-time slab $S_p^T$ using the cG(3) method in the space $W_p^{3,3}$ (see (9) for the definition of this space). The adjoint solutions (47) and (48), needed for the analysis of STPA, were approximated by using a spatial finite element employing continuous piecewise cubic polynomial functions.
6.1 Parallelism in time only: Time parallel algorithm

We first consider the a posteriori error estimate given by Theorem 1, Equation (41) in Section 4. The parareal algorithm presents numerous discretization choices. We investigate the effect of the number of parareal iterations in Section 6.1.1, and the effect of the number of temporal subdomains in Section 6.1.2. We then consider the effect of the fine time scale and the coarse time scale in Sections 6.1.3 and 6.1.4 respectively. In Sections 6.1.1 to 6.1.4, we ensure the temporal errors dominate spatial errors by choosing a modestly large number of spatial elements, so that the effects of changes to the spatial discretization parameters can be observed. Finally we consider the effect of the spatial discretization in Section 6.1.5. In all cases the effectivity ratio of the error estimator is 1.00. For these examples $\nu = 4, \mu = 1$ in the function $f(x)$ in Equation (62).

The examples not only provide convincing evidence of the accuracy of the error estimator, but illustrate the importance of identifying and estimating distinct error contributions. We observe fortuitous cancellation in the first example so that further refinement actually increases the error. The second example demonstrates a situation in which the refinement strategy has no effect on the overall error since it does not address the dominant source of error. Later examples show that when the dominant error term is targeted and it is at least an order of magnitude larger than all the other error contributions, refinements strategies have the anticipated effect on the overall error.

6.1.1 Effect of the number of parareal iterations

The total error in Table 1 initially decreases with the number of parareal iterations ($K_t$), but then increases somewhat. The initial decrease is expected, since for $K_t = 1$, the iteration error $\mathcal{K}$ is the dominant source of error, and hence increasing the number of iterations leads to a decrease in this iteration error, and hence the overall error as well. However, after a single parareal iteration, the iteration error $\mathcal{K}$ is no longer the dominant error component. Rather the discretization error $D$, which remains essentially constant during the iterative process, becomes the dominant error. Moreover, the discretization and iteration errors have opposite signs, and there is a fortuitous cancellation of error for $K_t = 2$ between these two terms. When the number of iterations is increased to 3, $\mathcal{K}$ decreases as expected, but so does the cancellation of error between this term and $D$, and hence the total error shows a modest increase.

6.1.2 Effect of the number of temporal subdomains

Increasing the number of temporal subdomains ($P_t$) is not expected to affect the discretization error $D$ which is determined by the spatial and temporal element scales, but is expected to increase the iteration error $\mathcal{K}$. Both are supported by the results in Table 2 below. The discretization error remains the largest error for all choices of the number of temporal subdomains.

| $K_t$ | Est. Err. | $\gamma$ | $D$ | $\mathcal{K}$ | $C$ | $A$ |
|------|-----------|---------|-----|-------------|----|-----|
| 1    | $-1.02e-01$ | 1.00e+00 | 5.10e−02 | $-1.53e-01$ | 0.00e+00 | $-2.30e-06$ |
| 2    | $4.39e-02$ | 1.00e+00 | 5.82e−02 | $-1.43e-02$ | 2.86e−06 | $-2.91e-06$ |
| 3    | $5.73e-02$ | 1.00e+00 | 5.89e−02 | $-1.59e-03$ | 3.11e−06 | $-2.96e-06$ |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D, \mathcal{K}, C,$ and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $\hat{N}_t = 20, r = 16, P_t = 10, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2$).
TABLE 2  Time parallel algorithm [dG(0)]: Effect of the number of temporal subdomains, $P_t$.

| $P_t$ | Est. Err. | $\gamma$ | $D$ | $\mathcal{K}$ | $C$ | $A$ |
|-------|-----------|----------|-----|---------------|-----|-----|
| 2     | 1.16e−01  | 1.00e+00 | 1.16e−01 | 3.53e−07       | −5.81e−09 | −3.58e−08 |
| 5     | 1.16e−01  | 1.00e+00 | 1.16e−01 | 3.68e−05       | 6.18e−09  | 1.02e−07  |
| 10    | 1.12e−01  | 1.00e+00 | 1.15e−01 | −3.26e−03      | 1.52e−08  | 9.56e−08  |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D$, $\mathcal{K}$, $C$, and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $\hat{N}_t = 40, r = 4, K_t = 2, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2$).

TABLE 3  Time parallel algorithm [dG(0)]: Effect of the fine time scale, where $r$ is the refinement factor for the time discretization, that is, the number of fine scale temporal finite elements divided by the number of coarse scale temporal finite elements.

| $r$ | Est. Err. | $\gamma$ | $D$ | $\mathcal{K}$ | $C$ | $A$ |
|-----|-----------|----------|-----|---------------|-----|-----|
| 2   | 7.21e−01  | 1.00e+00 | 7.31e−01 | −9.49e−03 | 1.78e−04 | −3.77e−04 |
| 4   | 3.82e−01  | 1.00e+00 | 4.06e−01 | −2.31e−02 | 2.75e−04 | −4.08e−04 |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D$, $\mathcal{K}$, $C$, and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $\hat{N}_t = 10, P_t = 10, K_t = 2, \hat{q}_t = 1, q_t = 1, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2$).

TABLE 4  Time parallel algorithm [dG(0)]: Effect of the coarse time scale, where $\hat{N}_t$ is the number of coarse scale temporal finite elements.

| $\hat{N}_t$ | Est. Err. | $\gamma$ | $D$ | $\mathcal{K}$ | $C$ | $A$ |
|------------|-----------|----------|-----|---------------|-----|-----|
| 10         | 7.21e−01  | 1.00e+00 | 7.31e−01 | −9.49e−03 | 1.78e−04 | −3.77e−04 |
| 20         | 4.09e−01  | 1.00e+00 | 4.13e−01 | −3.91e−03 | 1.42e−06 | −2.94e−06 |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D$, $\mathcal{K}$, $C$, and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $r = 2, P_t = 10, K_t = 2, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2$).

6.1.3  | Effect of the fine time scale

As is evident in Table 3, increasing the ratio $r$ between the temporal fine and coarse scales reduces the discretization error $D$. Since this is the dominant error, this also leads to a decrease in the total error.

6.1.4  | Effect of the coarse time scale

The results in Table 4 demonstrate that improving the accuracy of the coarse temporal solution reduces all components of the error, provided that the temporal errors dominate the spatial errors.

6.1.5  | Effect of the spatial scale

For the numerical results presented in Table 5 we have increased the number of coarse temporal elements to 100, $r$ to 8, and the number of parareal iterations to 6, in order to ensure the temporal errors are small compared with the spatial errors. While decreasing the discretization error as anticipated, improving the spatial accuracy is also seen to decrease the coarse temporal and auxiliary errors (though not monotonically) since these both have a spatial component.
TABLE 5  Time parallel algorithm [dG(0)]: Effect of the spatial scale, where \( \hat{N}_s \) is the number of coarse scale spatial finite elements.

| \( \hat{N}_s \) | Est. Err. | \( \gamma \) | \( D \) | \( \kappa \) | \( C \) | \( A \) |
|---|---|---|---|---|---|---|
| 5  | 6.61e+02 | 1.00e+00 | 6.61e+02 | 1.00e+10 | 1.16e+07 | 9.08e+07 |
| 10 | 3.40e+02 | 1.00e+00 | 3.40e+02 | 9.78e+11 | 2.20e+07 | 1.92e+06 |
| 20 | 2.64e+02 | 1.00e+00 | 2.64e+02 | 9.72e+11 | 2.51e+09 | 6.32e+08 |

Note: The effectivity ratio \( \gamma \) is a measure of the accuracy of the error estimator, and \( D, \kappa, C, \) and \( A \) represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here \( \hat{N}_s = 100, r = 8, P_t = 10, K_t = 6, \hat{q}_s = 1, q_s = 1 \)).

TABLE 6  Space-time parallel algorithm [dG(0)]: Effect of the fine time scale, where \( r \) is the refinement factor for the time discretization, that is, the number of fine scale temporal finite elements divided by the number of coarse scale temporal finite elements.

| \( r \) | Est. Err. | \( \gamma \) | \( D_t \) | \( D_s \) | \( D_k \) | \( \kappa \) | \( C \) | \( A \) |
|---|---|---|---|---|---|---|---|---|
| 2  | 2.42e+01 | 1.00e+00 | 2.45e+01 | 6.94e+08 | 1.11e+02 | 7.98e+04 | 1.23e+02 | -2.58e+00 |
| 4  | 1.55e+01 | 1.00e+00 | 1.48e+01 | 6.93e+08 | 1.37e+02 | 1.70e+03 | 1.95e+02 | -2.65e+00 |
| 8  | 1.05e+01 | 1.00e+00 | 8.34e+01 | 7.32e+08 | 2.51e+02 | 2.12e+03 | 2.30e+02 | -2.68e+00 |

Note: The effectivity ratio \( \gamma \) is a measure of the accuracy of the error estimator, and \( D, \kappa, C, \) and \( A \) represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here \( \hat{N}_t = 10, P_t = 10, K_t = 2, \hat{N}_s = 80, P_s = 2, K_s = 8, \beta = 0.2, \hat{q}_s = 1, q_s = 2 \)).

6.2  Space-time parallel algorithm

We now consider the the a posteriori error estimate given by Theorem 3, Equation (58) in Section 5 for the combination of the parareal algorithm in time and the additive Schwarz domain decomposition method in space. We decompose the error \( D \) in to its various components as presented in Theorem 3. The effects of varying the fine and coarse time scales are considered in Sections 6.2.1 and 6.2.2 respectively. The number of domain decomposition iterations is varied in Section 6.2.3, the number of spatial subdomains in Section 6.2.4, and the degree of overlap of the spatial subdomains in Section 6.2.5. In all examples the effectivity ratio of the error estimator is 1.00. For these examples, we set \( v = 4, \mu = 2 \) in the function \( f(x) \) defined by Equation (62). The Richardson parameter used in spatial domain decomposition iterations was always set to \( \tau = 0.4 \).

Once again the examples not only provide convincing evidence of the accuracy of the error estimator, but illustrate the complex interplay that can occur between different contributions to the overall error. We frequently observe second order effects of a refinement strategy on error components other than those the strategy is directly targeting. These second order effects are largely inconsequential if the contributions to the overall error have widely different magnitude, but may become important when the error components are similar in scale and particularly when they are opposite in sign.

6.2.1  Effect of the fine time scale

Consistent with the results in Section 6.1.3, decreasing the temporal time step decreases the temporal component \( D_t \) of the discretization error. Notice that for this example the number of spatial elements has been increased so that the temporal discretization error is dominant. All other error contributions in Table 6 are largely unaffected.
Effect of the number of domain decomposition iterations

Table 7: Space-time parallel algorithm [dG(0)]: Effect of the coarse time scale, where $\hat{N}_c$ is the number of coarse scale temporal finite elements.

| $N_c$ | Est. Err. | $\gamma$ | $D_t$ | $D_s$ | $D_k$ | $K$ | $C$ | $A$ |
|-------|-----------|-----------|-------|-------|-------|-----|-----|-----|
| 10    | 2.42e−01  | 1.00e+00  | 2.45e−01 | 6.94e−08 | 1.11e−02 | 7.98e−04 | 1.23e−02 | −2.58e−02 |
| 15    | 1.55e−01  | 1.00e+00  | 1.41e−01 | 6.55e−08 | 1.46e−02 | −9.88e−07 | −5.09e−04 | −4.81e−05 |
| 40    | 1.05e−01  | 1.00e+00  | 7.95e−02 | 6.89e−08 | 2.54e−02 | −4.12e−07 | −8.73e−06 | −3.05e−07 |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D, K, C,$ and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $r=2, P_t = 10, K_s = 2, \hat{N}_c = 80, P_t = 2, K_s=8, \beta = 0.2, \hat{q}_s = 1, q_s = 2$).

Table 8: Space-time parallel algorithm [dG(0)]: Effect of the number of domain decomposition iterations, $K_s$.

| $K_s$ | Est. Err. | $\gamma$ | $D_t$ | $D_s$ | $D_k$ | $K$ | $C$ | $A$ |
|-------|-----------|-----------|-------|-------|-------|-----|-----|-----|
| 2     | 6.61e−01  | 1.00e+00  | 2.16e−01 | 1.95e−05 | 4.49e−01 | −1.10e−04 | −4.94e−03 | −4.52e−05 |
| 6     | 1.88e−01  | 1.00e+00  | 1.45e−01 | 1.71e−05 | 4.40e−02 | −1.84e−05 | −1.31e−03 | −4.87e−05 |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D, K, C,$ and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $N_c = 20, r = 2, P_t = 10, K_s = 2, \hat{N}_c = 20, P_t = 2, \beta = 0.2, \hat{q}_s = 1, q_s = 2$).

Table 9: Space-time parallel algorithm [dG(0)]: Effect of the number of spatial subdomains, $P_s$.

| $P_s$ | Est. Err. | $\gamma$ | $D_t$ | $D_s$ | $D_k$ | $K$ | $C$ | $A$ |
|-------|-----------|-----------|-------|-------|-------|-----|-----|-----|
| 2     | 7.17e−01  | 1.00e+00  | 2.25e−01 | 1.02e−06 | 4.96e−01 | −8.83e−06 | −4.51e−03 | −4.46e−05 |
| 4     | 1.23e+00  | 1.00e+00  | 3.13e−01 | 1.26e−06 | 9.18e−01 | 3.84e−05 | −5.76e−03 | −4.43e−05 |

Note: The effectivity ratio $\gamma$ is a measure of the accuracy of the error estimator, and $D, K, C,$ and $A$ represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here $N_c = 20, r = 2, P_t = 10, K_s = 2, \hat{N}_c = 40, K_s=2, \beta = 0.1, \hat{q}_s = 1, q_s = 2$).

6.2.2 Effect of the coarse time scale

Again, consistent with the results in Section 6.1.4, all temporal components of the error decrease as the coarse time scale is decreased. The spatial error components in Table 7 are seen to be largely unaffected since the number of spatial elements has been chosen so that temporal errors dominate.

6.2.3 Effect of the number of domain decomposition iterations

The spatial iteration error $D_k$ decreases with number of domain decomposition iterations, as shown in Table 8, while the spatial and temporal discretization errors remain essentially constant. There is a second order effect of decreasing the temporal iterative and coarse time scale error contributions since these error contributions also have a spatial component.

6.2.4 Effect of the number of spatial subdomains

The spatial iteration error $D_k$ increases with number of spatial subdomains, while the spatial and temporal discretization errors remain essentially constant. A second order effect is again apparent in Table 9, where the temporal iterative error also increases due to its spatial component.
Effect of spatial subdomain overlap

Implementing a cG(1) time integrator for the TPA

We briefly demonstrate the accuracy of the a posteriori error estimates when the continuous Galerkin method, cG(\(q_t\)) (see Section 3), is employed as the time integration scheme in the fine and coarse scale solvers for the TPA. The approximation space for the coarse and fine scales on the space-time slab \(S^p_n\) are \(W_{p,n}^{\delta_t,q_t}\) and \(W_{p,n}^{\delta_t,q_t}\), respectively. The results of Theorems 1 and 3 remain valid; however, the definition of the residuals involved need to be modified to reflect the cG method. The residual for the cG method is given in (21). The results are qualitative similar to those in Section 6.1, and hence we present them without any comment. The aim is to show that the results are still accurate, and that the analysis is applicable to a broad class of numerical methods. The results are given in Tables 11–15.

### Table 10

| \(\beta\) | Est. Err. | \(y\) | \(D_t\) | \(D_h\) | \(\kappa\) | \(C\) | \(A\) |
|---|---|---|---|---|---|---|---|
| 0.1 | 7.17e−01 | 1.00e+00 | 2.25e−01 | 1.02e−06 | 4.96e−01 | −8.83e−06 | −4.51e−03 | −4.46e−05 |
| 0.2 | 6.61e−01 | 1.00e+00 | 2.16e−01 | 1.95e−05 | 4.49e−01 | −1.10e−04 | −4.94e−03 | −4.52e−05 |

Note: The effectivity ratio \(\gamma\) is a measure of the accuracy of the error estimator, and \(D, \kappa, C, \) and \(A\) represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here \(\hat{N}_t = 20, r = 2, P_t = 10, K_t = 2, \hat{N}_s = 20, P_s = 2, K_s = 2, \hat{q}_t = 1, q_t = 2\).

### Table 11

| \(K_t\) | Est. Err. | \(y\) | \(D\) | \(\kappa\) | \(C\) | \(A\) |
|---|---|---|---|---|---|---|
| 1 | 1.02e−01 | 1.00e+00 | −4.46e−02 | 1.47e−01 | 0.00e+00 | 1.79e−04 |
| 2 | −6.34e−02 | 1.00e+00 | −3.86e−02 | −2.48e−02 | −1.99e−04 | 1.80e−04 |
| 3 | −3.81e−02 | 1.00e+00 | −3.96e−02 | 1.50e−03 | −1.67e−04 | 1.80e−04 |

Note: The effectivity ratio \(\gamma\) is a measure of the accuracy of the error estimator, and \(D, \kappa, C, \) and \(A\) represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here \(\hat{N}_t = 10, r = 4, P_t = 10, \hat{q}_t = 1, q_t = 1, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2\).

### Table 12

| \(P_t\) | Est. Err. | \(y\) | \(D\) | \(\kappa\) | \(C\) | \(A\) |
|---|---|---|---|---|---|---|
| 2 | −3.95e−02 | 1.00e+00 | −3.95e−02 | 3.86e−07 | 1.28e−07 | 1.20e−08 |
| 5 | −3.96e−02 | 1.00e+00 | −3.95e−02 | −2.55e−05 | 6.94e−05 | −7.27e−05 |
| 10 | −6.34e−02 | 1.00e+00 | −3.86e−02 | −2.48e−02 | −1.99e−04 | 1.80e−04 |

Note: The effectivity ratio \(\gamma\) is a measure of the accuracy of the error estimator, and \(D, \kappa, C, \) and \(A\) represent distinct components of the error estimate, Est. Err. (Definitions of the other discretization choices are provided in Appendix A. Here \(\hat{N}_t = 10, r = 4, K_t = 2, \hat{q}_t = 1, q_t = 1, \hat{N}_s = 20, \hat{q}_s = 1, q_s = 2\).

6.2.5 Effect of spatial subdomain overlap

Increasing the degree of overlap between the spatial domains is expected to decrease the spatial iterative error \(D_h\) while leaving the spatial and temporal discretization errors largely unchanged. Slightly different behavior is observed in Table 10 for this example, perhaps because the temporal discretization error is orders of magnitude larger than the spatial discretization error. Never-the-less, the error estimator is accurate and the effectivity ratio is 1.00.

6.3 Implementing a cG(\(q_t\)) time integrator for the TPA

We briefly demonstrate the accuracy of the a posteriori error estimates when the continuous Galerkin method, cG(\(q_t\)) (see Section 3), is employed as the time integration scheme in the fine and coarse scale solvers for the TPA. The approximation space for the coarse and fine scales on the space-time slab \(S^p_n\) are \(W_{p,n}^{\delta_t,q_t}\) and \(W_{p,n}^{\delta_t,q_t}\), respectively. The results of Theorems 1 and 3 remain valid; however, the definition of the residuals involved need to be modified to reflect the cG method. The residual for the cG method is given in (21). The results are qualitative similar to those in Section 6.1, and hence we present them without any comment. The aim is to show that the results are still accurate, and that the analysis is applicable to a broad class of numerical methods. The results are given in Tables 11–15.
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CONCLUSIONS AND FUTURE WORK

We first developed an accurate adjoint-based *a posteriori error* analysis for the TPA, which applies the parareal method in time for the solution of parabolic partial differential equations. This analysis does not seek to separate spatial and temporal sources of error, but combines the two as “discretization” error. Additional error contributions arise due to incomplete iteration, discontinuities in the coarse forward solution, and the fine adjoint solution when it is solved in parallel. We then extended this analysis to the STPA by assuming that the spatial solution is determined through a second iterative method, in this case domain decomposition. The combined analysis is able to disaggregate the spatial and temporal discretization errors, as well as identify additional iterative errors resulting from the domain decomposition iteration in space. Thus the analysis presented here provides a basis for separating discretization and iteration errors and for estimating the effects of incomplete iteration in both space and time. Accurate error estimates provide a foundation for adaptivity and are essential for accurate uncertainty quantification where it is necessary to distinguish variation due to parameter changes from variation due to numerical errors which can also vary across the parameter domain.
We have limited the analysis to linear problems and intend to extend these results to nonlinear problems using linearization techniques that have previously proven effective [9]. We also investigate more sophisticated temporal solvers than backward Euler and a simple cG method. Parallel iterative methods for solving PDEs require a large number of discretization choices. The error analysis developed here, which accurately distinguishes multiple sources of error, provides a sound foundation on which to make many of these choices. Finally, we can investigate adaptive strategies, noting the complex interaction between error components.

Waveform relaxation methods [24-26] make a fundamentally different choice when combining the two iterative methods of domain decomposition and parareal iteration. Assume we wish to solve a parabolic partial differential equation on $\Omega \times (0, T]$ and let $\Omega_i \subset \Omega, i = 1, \ldots, p$ be a set of overlapping (spatial) subdomains. Waveform relaxation methods consider domain decomposition as the outer iteration and employs parareal iteration (or some other time integration technique) to solve subproblems on each spatio-temporal subdomain $\Omega_i \times (0, T], i = 1, \ldots, p$ independently, and then perform a domain decomposition like iteration on the $p$ spatial-temporal blocks. Efficient implementations of waveform relaxation require additional computation to determine Robin conditions for the boundaries of subdomains. An analysis of this approach is saved for future work, starting with an a posteriori error analysis for waveform relaxation implementing a simple, discontinuous Galerkin method for time integration and then extending to parareal integration in time.
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APPENDIX A: NOTATION

Variables, errors, and residuals (Table A1)

| Notation | Description |
|----------|-------------|
| $u$      | Analytic solution |
| $U^p$    | Fine scale discrete solution on the $p$th temporal subdomain |
| $\hat{U}^p$ | Coarse scale discrete solution on the $p$th temporal subdomain |
| $U^p,\{k_t\}$ | Fine scale discrete solution on the $p$th temporal subdomain after $k_t$ parareal iterations |
| $U^p,\{k_t,k_s\}$ | Fine scale discrete solution on the $p$th temporal subdomain after $k_t$ parareal iterations and $k_s$ domain decomposition iterations |
| $\varepsilon^p$ | Fine scale error on the $p$th temporal subdomain |
| $\tilde{\varepsilon}^p$ | Coarse scale error on the $p$th temporal subdomain |
| $R^p$    | Fine scale residual on the $p$th temporal subdomain |
| $\hat{R}^p$ | Coarse scale residual on the $p$th temporal subdomain |
| $\hat{R}^p_{aux}$ | Auxiliary adjoint problem residual on the $p$th temporal subdomain |
| $\phi$   | Fine scale adjoint solution |
| $\phi^p$ | Fine scale adjoint solution on the $p$th temporal subdomain |
| $\hat{\phi}$ | Coarse scale adjoint solution |
| $\tilde{\phi}^p_{aux}$ | Auxiliary adjoint solution on the $p$th temporal subdomain |
Temporal and spatial discretization choices (Table A2)

| Time                |                                      |
|---------------------|--------------------------------------|
| $N_t$               | Number of fine scale temporal finite elements |
| $\hat{N}_t$         | Number of coarse scale temporal finite elements |
| $r$                 | $N_t/\hat{N}_t$, Refinement factor for the time discretization |
| $q_t$               | Interpolation degree of fine scale temporal finite elements |
| $\hat{q}_t$         | Interpolation degree of coarse scale temporal finite elements |
| $P_t$               | Number of parareal subdomains (synchronization intervals) |
| $K_t$               | Number of parareal iterations |

| Space               |                                      |
|---------------------|--------------------------------------|
| $N_s$               | Number of fine scale spatial finite elements |
| $\hat{N}_s$         | Number of coarse scale spatial finite elements |
| $q_s$               | Interpolation degree of fine scale spatial finite elements |
| $\hat{q}_s$         | Interpolation degree of coarse scale spatial finite elements |
| $P_s$               | Number of spatial subdomains |
| $K_s$               | Number of domain decomposition iterations |
| $\beta$             | Amount of spatial overlap |

Details for the time discretization (Table A3)

| Notation: Details for the time discretization. |
|-----------------------------------------------|
| $T_{p-1}$                                    | Left hand end of $\rho$th time subdomain |
| $T_p$                                        | Right hand end of $\rho$th time subdomain |
| $\hat{N}_s^p$                                | Number of coarse scale temporal finite elements in $\rho$th time subdomain |
| $\hat{t}_{j-1}^p$                            | Left hand end of $j$th coarse time interval in $\rho$th time subdomain |
| $\hat{t}_j^p$                                | Right hand end of $j$th coarse time interval in $\rho$th time subdomain |
| $\hat{I}_j^p$                                | $\{\hat{t}_{j-1}^p, \ldots, \hat{t}_j^p\}$ |
| $\hat{I}_p^p$                                | $\{\hat{I}_1^p, \ldots, \hat{I}_\rho^p\}$ |
| $N_t^p$                                      | Number of fine scale temporal finite elements in $\rho$th time subdomain |
| $\hat{t}_{j-1}^p$                            | Left hand end of $j$th fine time interval in $\rho$th time subdomain |
| $\hat{t}_j^p$                                | Right hand end of $j$th fine time interval in $\rho$th time subdomain |
| $I_j^p$                                      | $\{I_{j-1}^p, \ldots, I_j^p\}$ |
| $I_p^p$                                      | $\{I_1^p, \ldots, I_\rho^p\}$ |

APPENDIX B: STANDARD PARAREAL ALGORITHM AND EQUIVALENCE

The standard parareal algorithm only defines the solutions at the times $T_p$ [34]. This algorithm is given in Algorithm 3 Here $\tilde{U}_p^{(k)} \in V_{\hat{q}_t^p}$ and $U_p^{(k)} \in V_{q_t^p}$ are the coarse and fine scale solutions at $T_p$ at iteration $k_t$. 
Algorithm 3. Standard form of the parareal algorithm

```
procedure PAR(P_t, K_t, U_0)
    C_p^{(0)} = 0, p = 0, ..., P_t
    for k_t = 1, ..., K_t do
        U_0^{(k_t)} := U_0
        for p = 1, ..., P_t do
            U_p^{(k_t)} = \hat{G}^p \left[ U_{p-1}^{(k_t)} \right] (T_p) + C_{p}^{k_t-1}
            U_p^{(k_t)} = F_p \left[ U_{p-1}^{(k_t)} \right] (T_p)
            C_{p}^{k_t} = U_p^{(k_t)} - \hat{G}^p \left[ U_{p-1}^{(k_t)} \right] (T_p)
        end for
    end for
end procedure
```

Theorem 4. The standard parareal algorithm in Algorithm 3 and the variational version in Algorithm 1 are equivalent in the sense that,

1. \( \tilde{U}_p^{(K_t)} = \hat{U}_p,\{K_t\}, (x, T_p) + C_p,\{K_t-1\} \)
2. \( \overline{U}_p^{(K_t)} = U_p,\{K_t\}, (x, T_p) \)
3. \( C_p,\{K_t\} = C_p,\{K_t\} \)

For proof, please see [9].

APPENDIX C: COARSE SCALE ERROR

While the focus of the article is on the fine scale error, we briefly outline the result for the coarse scale error for completeness. Let \( \tilde{e}^{p,\{k_t\}} = u - \hat{U}_p,\{k_t\} \). Then,

Theorem 5.

\[
(\psi_T, \tilde{e}^{p,\{k_t\}}(T)) = \sum_{p=1}^{P_t} \hat{(R)}(\hat{U}_p^{\{k_t\}}, \hat{\phi}) - \sum_{p=1}^{P_t-1} (\hat{\phi}(T_p), C_p,\{K_t-1\}) + (\hat{\phi}(0), \tilde{e}^{1,\{k_t\}}(0)).
\]

The proof is similar to the proof of Theorem 1.