1. Introduction

Studies that require coeval groups of stars older than ~1 Gyr are often hindered by their distance. The younger Hyades (46 pc; ~600 Myr) and Pleiades (130 pc; ~150 Myr) are the nearest open clusters and, consequently, have been extensively studied, including with respect to the rotation periods of their cool stars (Radick et al. 1987; van Leeuwen et al. 1987; Rebull et al. 2016; Douglas et al. 2019). The closest open cluster of near-solar age (~4 Gyr) is M67 at a distance of roughly 900 pc (Kharchenko et al. 2005, see also Johnson & Sandage 1955); a fortuitous proximity that provides valuable samples of solar analogs and many other cluster stars of non-solar mass, enabling detailed studies (e.g., Sandage 1957; Racine 1971; Demarque et al. 1992) including of its rotational properties (Barnes et al. 2016a).

At intermediate ages, say 2–3 Gyr for instance, the closest open cluster that has been well-studied with respect to stellar rotation is the 2.3 kpc-distant cluster NGC 6819. This object fortuitously was in the field observed by the Kepler satellite, permitting a careful rotational study despite its relative distance by using data acquired over the 4yr Kepler observational baseline (Meibom et al. 2015). The study of another cluster of a similar age would permit the independent verification of the NGC 6819 rotation results (if the results were similar); and additionally, if that cluster were substantially closer than NGC 6819, this would also allow the derivation of rotation periods for lower mass cool stars than was possible in NGC 6819. Observations of the nearby (305 pc), ~3 Gyr-old open cluster Ruprecht 147 (= NGC 6774; Ru147 hereafter) with the K2 reincarnation of the Kepler satellite permit exactly this type of work, as described in this paper.

A key motivation for our work is to examine whether Ru147 can be used as an additional benchmark for “gyrochronology”,...
the technique for deriving the age of a main sequence star from its (measured) rotation period and mass, or a suitable mass proxy such as color (e.g., Barnes 2003, 2007, 2010; Mamajek & Hillenbrand 2008; Spada & Lanzafame 2020). The spindown of stars of solar mass was famously described by Skumanich (1972) and is now well-known as originating in angular momentum loss caused by magnetized stellar winds (Parker 1958; Weber & Davis 1967; Kawaler 1988). However, its generality and applicability to stars of non-solar mass, the basis of gyrochronology, are by no means assured.

Fritzewski et al. (2020, Fr20 hereafter) have recently shown that the measured rotation period distributions of the well-studied Zero Age Main Sequence (ZAMS) open clusters Pleiades, M35, M50, Blanco 1, and NGC 2516 are indistinguishable (with data from Rebull et al. 2016; Meibom et al. 2009; Irwin et al. 2009; Cargile et al. 2014; Fritzewski et al. 2020, respectively). This fact suggests that the ZAMS cool star rotational distribution is indeed identical in otherwise identical clusters, that such a distribution is a natural outcome of pre-main sequence evolution, and perhaps of the star formation process itself. However the paucity of suitable cluster data at older ages has not allowed such a corresponding check to date for older stars. Ru147 allows such a comparison to be made for 3 Gyr-old stars by comparison with the similarly-old NGC 6819 cluster, previously studied by Meibom et al. (2015).

Data for late-F to mid-K-type stars, in a series of clusters of increasing age; for Hyades (625 Myr; Radick et al. 1987; Douglas et al. 2019), NGC 6811 (1 Gyr; Meibom et al. 2011), NGC 6819 (2.5 Gyr; Meibom et al. 2015), and M 67 (4 Gyr; Barnes et al. 2016a) show that the spindown for those stars follows the generalized Skumanich relationship $P(m) \propto \sqrt{t}$, where $P, m$, and $t$ represent a cool star’s rotation period, mass, and age respectively. Such models are called “separable” because the dependence of $P$ on $m$ and $t$ is factorized into separate functions $f(m)$ and $g(t)$, of stellar mass and age respectively.

However, data for lower-mass stars in the Praesepe (Agüeros et al. 2011) and NGC 6811 open clusters (Curtis et al. 2019) indicate deviations from the simple $P(m) \propto \sqrt{t}$ spin-down relationship. Certain deviations are expected because, as has been clearly explained in Barnes (2010, Ba10 hereafter) and Matt et al. (2015, see also Barnes et al. 2016b, BSW16 hereafter), second-generation (i.e., non-separable) gyrochronology models (e.g., Ba10) only require that $P(m) \propto \sqrt[3]{t}$ hold in the asymptotic limit of large Rossby Number, $Ro$. The rotational evolution at small $Ro$ is both intrinsically different and also modulated by the initial rotational distribution, resulting in different predicted shapes for rotation period distributions as a function of stellar mass and age. Regardless, non-separable models are also believed to have deficiencies and the data mentioned above have prompted Spada & Lanzafame (2020) to develop a model with one additional degree of freedom as compared with Ba10. This enters via the parameter $p$, which specifies the power law in the mass dependence of the internal coupling in their two-zone rotational model, which otherwise follows the Ba10 spin-down formulation. The Matt et al. (2015), Garraffo et al. (2018), and Amard et al. (2019) models allow several more degrees of freedom, with varying success in describing the observations. (A detailed summary comparison of these models in connection with Zero Age Main Sequence (ZAMS) open clusters can be found in Fr20.)

From a field star viewpoint (as opposed to the cluster viewpoint above), van Saders et al. (2016) and Metcalfe & Egeland (2019) have used asteroseismic ages for field stars to claim significant deviations of theoretical gyrochronology models from observations, originating in a drastic decrease of angular momentum loss when stars reach middle age, initially broadly interpreted as the main sequence career beyond 2 Gyr; and more recently as the point where stars reach a rotation period such that $Ro \approx 2$. However, as noted by, for example, do Nascimento et al. (2013, 2014), BSW16, and Beck et al. (2016), there appear to be a number of problems and disagreements regarding the ages, metallicities, and binary status of many of these field star samples, where determination of a star’s evolutionary status and stellar parameters is inherently far more challenging than that in open cluster member stars. Indeed, Lorenzo-Oliveira et al. (2020) have recently published a secure 35 d rotation period determination for the 8 Gyr-old solar twin star HD 197027 (= HIP 102152, see also Lorenzo-Oliveira et al. 2019; Schmitt & Mittag 2020). These results appear to refute the proposal that stars stop spinning down in middle age. Ongoing large scale surveys like Gaia and TESS provide increasingly large samples of field stars for gyrochronology (e.g. Lanzafame et al. 2018; Canto Martins et al. 2020, respectively) and future studies, such as PLATO (Rauer et al. 2014), will further expand the amount of available data.

Wide binaries bridge the gap between field stars and open clusters; to a certain extent, they could be considered the smallest open clusters. Rotational studies of such systems in the Kepler field (e.g. Janes 2017; Osワlt et al. 2017) have also provided some intriguing evidence for deviations. Approximately 60% of the systems in Janes (2017) appear to agree with rotational isochrones calculated using the Ba10 models. However, the remaining systems display partial-to-significant disagreements, with the secondary star rotation periods largely located below the rotational isochrone for the primary component. This result modulates the original result from Barnes (2007, Ba07 hereafter), where the three wide binary systems with measured rotation periods for both components then known (a Cen A/B, 16 Cyg A/B, and $\xi$ Boo A/B) all agreed within their uncertainties with their respective rotational isochrones. The discrepant systems have not to date been investigated carefully for tertiary components or other pathologies.

With the present study of Ru 147, we approach the above-mentioned problems from the open cluster perspective. Ru 147 (also known as NGC 6774) was originally discovered by Herschel (1833), who designated it as GC 481 (Herschel 1863), and has been mentioned occasionally since then in various catalogs (e.g. Dreyer 1888; Alter et al. 1958; Ruprecht 1966; Lynga & Palous 1987). However, it has recently attracted significant interest because of the combination of its relative proximity (~300 pc) and age. In fact, Ru 147 is the oldest nearby open cluster with 2–3 Gyr age (Curtis et al. 2013, Cu13 hereafter). Several other recent studies have identified member stars and derived cluster properties using a variety of techniques including photometry, astrometry, and radial velocities (e.g. Conrad et al. 2017; Cantat-Gaudin et al. 2018; Bragaglia et al. 2018; Gaia Collaboration 2018a; Olivares et al. 2019). The
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2 A power law was fitted to the averaged $\nu \sin i$ values of solar mass stars in a limited number of open clusters.

3 Observed rotation period distributions are of course not completely homologous and display patterns that are a combination of intrinsic differences and also observational sensitivity.

4 These models have a pedigree that dates back to MacGregor & Brenner (1991) conceptually.

5 The faintness of the systems in the Kepler field is an obstacle to detailed spectroscopic investigation.
combination of all of the above-mentioned information with additional results from astrometric surveys such as Gaia DR2 (Gaia Collaboration 2018b, see also Gaia Collaboration 2016) provides extensive information about the cluster’s membership, stellar multiplicity, and other fundamental properties.

Additional studies have focused on individual objects within the cluster, such as eclipsing binaries (Torres et al. 2018, 2020), brown dwarfs (Nowak et al. 2017), and exoplanets (Curtis et al. 2013, Cu13 hereafter), based on the union of the prior data sets. We will review the membership and multiplicity information again, after the rotation period of cool stars in the open cluster Ruprecht 147 was performed by Olivares et al. (2019, Ol19 hereafter) using all information then available in the literature.

Fortunately, several studies of Ru147’s cluster membership have been carried out over the years. Notable ones are the membership analysis of Curtis et al. (2013, Cu13 hereafter), based on pre-Gaia astrometry and spectroscopic data, and Gaia-related work by Gaia Collaboration (2018a, GC18 hereafter) and Cantat-Gaudin et al. (2018, CG18 hereafter), both using Gaia astrometry to identify cluster members. The most recent census of Ru147 was performed by Oliveira et al. (2019, Ol19 hereafter) using all information then available in the literature. Consequently we need not carry out our own membership analysis and can simply adopt the results of these four prior studies as inputs. It is important to note that these studies have by no means identified the same set of stars as members. However, there is a large degree of overlap between the candidates found; see Fig. 1. We begin by adopting all stars that are identified as members in at least one of the studies for our sample, that is to say we work with the union of the prior data sets. We will review the membership and multiplicity information again, after the rotation period work in our study has been completed. For a summary of the details regarding the differences between the four membership studies see Ol19.

2.2. Cluster membership

Fortunately, several studies of Ru147’s cluster membership have been carried out over the years. Notable ones are the membership analysis of Curtis et al. (2013, Cu13 hereafter), based on pre-Gaia astrometry and spectroscopic data, and Gaia-related work by Gaia Collaboration (2018a, GC18 hereafter) and Cantat-Gaudin et al. (2018, CG18 hereafter), both using Gaia astrometry to identify cluster members. The most recent census of Ru147 was performed by Oliveira et al. (2019, Ol19 hereafter) using all information then available in the literature. Consequently we need not carry out our own membership analysis and can simply adopt the results of these four prior studies as inputs. It is important to note that these studies have by no means identified the same set of stars as members. However, there is a large degree of overlap between the candidates found; see Fig. 1. We begin by adopting all stars that are identified as members in at least one of the studies for our sample, that is to say we work with the union of the prior data sets. We will review the membership and multiplicity information again, after the rotation period work in our study has been completed. For a summary of the details regarding the differences between the four membership studies see Ol19.

2.1. Source catalogs

The EPIC catalog uses the 2MASS7 (Cutri et al. 2003) and the UCAC48 (Zacharias et al. 2012) catalogs as inputs and, therefore, contains identifiers from those two catalogs for a large number of targets. Consequently, it conveniently lists J, H, Ks, Y, and r magnitudes for most stars. The cross-match by Marrrese et al. (2019) of the Gaia DR2 catalog with other large scale surveys, among them the 2MASS point source catalog (PSC, Skrutskie et al. 2006), is also helpful to us and facilitates identification.

The identification of members, their evolutionary status and possible multiplicity is crucial to our analysis and interpretation of results. Therefore, we adopt the Gaia photometry (G, BP, RP; Evans et al. 2018, Ev18 hereafter) and parallax (r, Lindegren et al. 2018). We initially use the extinction and reddening parameters (AG, E(GR−GBP), Andrae et al. 2018) from the Gaia DR2 catalog, before coming up with an alternative.

Table 1. Astrometric and physical parameters adopted for Ru 147.

| Parameter | Unit | Value | Reference |
|-----------|------|-------|-----------|
| RA        | deg  | 289.087 | 1         |
| Dec       | deg  | −16.333 | 1         |
| μRA       | mas yr−1 | −0.939 | 1         |
| μDec      | mas yr−1 | −26.576 | 1         |
| Parallax  | mas  | 3.250  | 1         |
| vrad      | km s−1 | 41.79  | 2         |
| Distance  | pc   | 305.0  | 3         |
| [Fe/H]    |      | +0.08  | 4         |
| [Fe/H]    |      | +0.12  | 5         |
| Age       | Gyr  | 2.7    | 6         |
| E_G−G_BP | mag  | 0.1    | 7         |
| AG        | mag  | 0.2    | 7         |

References. (1) Cantat-Gaudin et al. (2018a); (2) Gaia Collaboration (2018b); (3) Conrad et al. (2017); (4) Bragaglia et al. (2018); (5) Donor et al. (2020); (6) Torres et al. (2019); (7) this work.

6 The others correspond to special targets that require a different pixel mask for each cadence. Those can be identified by their EPIC IDs (2000###) and correspond to Pluto, and the asteroids Trojan and Hilda.

7 CDS: II/246/out.
8 CDS: I/322A/out.
An operational difficulty is that of these four studies, only Ol19 and CG18 list an actual membership probability. Cu13 assigns stars to one of the three categories: “non-member”, “very-likely-member”, and “member”, while GC18 only list members according to their own analysis. We match stars to Cu13 based on their 2MASS IDs; to GC18 and CG18 based on their Gaia IDs; and to Ol19 based on their EPIC and Gaia IDs. For our analysis we adopt a star as a possible member if it is identified as such in at least one of the four above-mentioned catalogs. From Cu13, we take all stars labeled as “very-likely-member” and “member”. We also include all stars listed by GC18, and all stars from CG18 and Ol19 with $P \geq 0.5$. We emphasize that this selection includes stars that are listed as members in one study, but that are labeled as non-members in another. Whenever this occurs, we break the impasse by prioritizing the four studies in the order

$$\text{Ol19} > \text{CG18} > \text{GC18} > \text{Cu13},$$

and where two studies of the set { GC18, CG18, Ol19 } may overrule the third in case of disagreement. This procedure enabled us to identify 310 unique cluster members, of which 102 were also observed by Kepler. Figure 2 provides an overview of the coverage of Kepler/K2, including a comparison with the total number of identified stars. Panel b: Gaia vector point diagram for our compiled member list. We note that certain observed stars (encircled: EPIC 219665632, 219515762, 219560884, 219437560, and 219855372) are apparent outliers. However, with the exception of EPIC 219515762 (encircled twice), none are in our final sample, and 219515762 itself is discarded from the interpretation of the results since it is clearly past the cluster turnover.

Panel c: map of the sky centered on Ru147, with all member stars from our merged sample, assimilated from Cu13, CG18, GC18, and Ol19 (gray). Red symbols indicate those stars which have counterparts in EPIC while the green ones are those that were actually observed. The shaded regions indicate the approximate layout of the CCDs in the Kepler/K2 field of view. Panel d: distance-corrected (but not reddening-corrected) CMD of Ru147 cluster members with the color coding as in panel b.

2.3. Cluster reddening, extinction, and color transformation

To verify this combined membership information and also the age of Ru147 in light of it, we have plotted a number of color diagrams based on astrometry and magnitudes, finding the same matches as in Marrese et al. (2019) for the Ru147 stars. In summary, our procedure has identified 102 cluster members from the four membership studies discussed above that have been observed by Kepler/K2.

Fig. 1. Venn diagram of the 102 cluster members observed by Kepler/K2. The numbers indicate the quantity of stars in each corresponding subset. Stars included from the individual studies are: all those listed by Gaia Collaboration (2018a, GC18), those labeled $P$ or $Y$ by Curtis et al. (2013, Cu13), and those listed in Cantat-Gaudin et al. (2018, CG18) or Olivares et al. (2019, Ol19) with membership probability greater than 0.5.

Fig. 2. Overview of the identified Ru147 cluster members in K2. The histogram in panel a shows the fraction of stars in each membership catalog that was observed during K2 as compared with the total number of identified stars. Panel b: Gaia vector point diagram for our compiled member list. We note that certain observed stars (encircled: EPIC 219665632, 219515762, 219560884, 219437560, and 219855372) are apparent outliers. However, with the exception of EPIC 219515762 (encircled twice), none are in our final sample, and 219515762 itself is discarded from the interpretation of the results since it is clearly past the cluster turnover. Panel c: map of the sky centered on Ru147, with all member stars from our merged sample, assimilated from Cu13, CG18, GC18, and Ol19 (gray). Red symbols indicate those stars which have counterparts in EPIC while the green ones are those that were actually observed. The shaded regions indicate the approximate layout of the CCDs in the Kepler/K2 field of view. Panel d: distance-corrected (but not reddening-corrected) CMD of Ru147 cluster members with the color coding as in panel b.
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Fig. 3. Reddening-related aspects of Ru147. Top: color-magnitude-
diagrams for all K2 C07 objects (pale symbols); (a) only distance-
corrected according to their parallax and (b) additionally corrected for both
distance and reddening according to Gaia DR2 (Apsis). The gray sym-
bols refer to the subset of stars with reddening parameters provided, and
red to those without. Ru147 members (green for stars with reddening
parameter, yellow for those without) are superimposed in both panels
a and b, the latter corrected for reddening $E_{\text{GBP}}-G_P$ according to Gaia
DR2. A PARSEC isochrone for 3 Gyr is overplotted. Bottom: the panels
show that while the reddening values are greatly divergent (c), there is a
strong (and unsurprising) correlation between reddening and extinction
(d). The ratio between $E_{\text{GBP}}-G_P$ and $A_G$ allows us to set $A_G$ for Ru147
based on our $E_{\text{GBP}}-G_P$ estimate. This is indicated by the red lines in
panel d.

Instead, we see (e.g., panel a in Fig. 3), that only a small uni-
form reddening for all Ru147 stars is required to bring a 3.0 Gyr
isochrone into agreement with the observed colors (cf. Fig. 3,
panel b). Consequently, guided by the linear relationship bet-
 tween Apsis (Andrae et al. 2018) reddening and extinction esti-
 mates, that is, the ratio of selective to total extinction (cf. Fig. 3,
panel d), the values $E_{\text{GBP}}-G_P = 0.1$ and $A_G = 0.2$ were adopted9.
A small change in the adopted reddening parameters does not
impact the results of our main study in any significant way.

The availability and quality of parameters for the individ-
ual cluster stars varies strongly across the sample. Optical and
IR photometry are not available for all stars, with especially
uncertain $B$ and $JHK$ magnitudes for the red, faint stars in the
sample. Fortunately, most stars have extensive (and relatively
well-constrained) magnitudes from Gaia. However, the relation-
ship between Gaia and Johnson colors is non-trivial. The relation-
ship between magnitudes and colors provided by Evans et al.
(2018), itself calibrated on standard stars, fails for late-type stars.
The region with $B - V > 1.4$ is especially problematic.
Therefore, we create our own empirical color transforma-
tion based on photoelectric photometry of Hyades and Pleiades
stars in the literature and those of Pecaut & Mamajek (2013,
and continuously updated afterwards, PM13 hereafter)10. We
note that the PM13 results do not list individual stars but averaged
results for various intrinsic stellar parameters of local dwarfs
($\leq 30$ kpc) as a function of the spectral type. We are gratified that
both approaches provide similar results, thereby verifying one
another’s results. The derivation of the relationships is described
in detail in Appendix A. However, readers are cautioned that this
relation is only valid on the main sequence and generally fails
for giants. (A related disagreement is highlighted in the appendix
figure.)

2.4. Color magnitude diagram

The final CMD is shown in Fig. 4 in both Gaia and other com-
monly used colors. Stars with available K2 light curves are
highlighted with colored symbols, while the remaining cluster
members are displayed in the background. We see a significantly
more realistic cluster sequence, as compared with the versions in
Fig. 3. In particular, we now see a well-defined cluster turnover,
a tight blue hook region, and additional stars populating the giant
branch, the red clump, and even the blue straggler regions. A
number of photometric binaries are also clearly present here, in
contrast with the CMD that uses the Gaia DR2 extinction and
reddening values. This CMD is more compelling than the earlier
versions, in our opinion, and provides the confidence needed to
place stars effectively in the color-period diagram later.

Reddening and extinction in Johnson colors are
calculated using the mean extinction coefficient from
Casagrande & Vanden Berg (2018) as $E_{B-V} = E_{\text{GBP}}-G_P/1.339 = 0.075$ mag and $AV = 3.1 - E_{B-V} = 0.23$ mag. From the latter we
calculate $E_{V-K} = 0.21$ according to Johnson et al. (1968,
their Table 12). We note that despite the fact that all extinctions
are calculated rather than fitted, they agree very well with the
observations. No dereddening is applied to the 2MASS ($J-K$

9 These values are not intended to provide a definitive estimate for the
cluster reddening and are only a consistency check, motivated by our
interest in the rotational properties of Ru147 cluster members observed
with Kepler/K2.

10 “A Modern Mean Dwarf Stellar Color and Effective Temperature
Sequence”, Version 2019.3.22, http://www.pas.rochester.edu/
-emamajek/EEM_dwarf_UBVIJHK_colors_Teff.txt.
We also display two sets of 3.0 Gyr isochrones in Fig. 4, in both Gaia and other colors. We show isochrones from the Padova and TRieste Stellar Evolution Code\textsuperscript{11} (PARSEC: Bressan et al. 2012; Tang et al. 2014; Marigo et al. 2017; Pastorelli et al. 2019) and the Yale-Potsdam-Isochrones\textsuperscript{12} (YaPSI: Spada et al. 2017). We note that the YaPSI isochrones were transformed into Gaia colors using the transformations we derived, as described above, and detailed in the appendix. The PARSEC isochrones provide Gaia colors based on the revised passbands from Weiler (2018). We observe a generally satisfactory agreement between the finally-selected cluster members and the isochrones.

During this comparison, we found that our relationship between $G_{BP} - G_{RP}$ and $B - V$ that constructed from the colors provided in the PARSEC isochrones are incompatible with each other for stars redder than $B - V > 1.5$. The PARSEC isochrones fail to reproduce the observed color distribution of the Hyades and Pleiades (see Fig. A.1). We are unable to explain this difference in the colors and proceed as follows: for the CMD we always display both YaPSI with our transformed colors and PARSEC with their provided colors. Whenever we need to transform Gaia colors of the cluster stars to $B - V$ (or vice versa), we use our derived relation. We see later that all stars for which we find rotation periods have $G_{BP} - G_{RP} < 2.3$ ($B - V \approx 1.4$) and for these stars the difference is small, posing no problem for this study.

The metallicity of Ru147 is generally reported to be [Fe/H] $\approx 0.1$, with values ranging from [Fe/H] = $+0.08 \pm 0.07$ (Bragaglia et al. 2018, $Z \approx 0.017$) to [Fe/H] = $+0.12 \pm 0.03$ (Donor et al. 2020). We adopt [M/H] = 0.08 for the PARSEC

\textsuperscript{11} stev.oapd.inaf.it/cgi-bin/cmd
\textsuperscript{12} http://www.astro.yale.edu/yapsi/
isochrone, corresponding to $Y = 0.28$ and $Z = 0.0175$, and [Fe/H] = 0.0 and $Y = 0.28$ (corresponding to solar metallicity and $Z = 0.0162$)\textsuperscript{13} for YaPSI, aiming to be as close to Ru147 as is feasible.

Although we display only 3.0 Gyr isochrones, we find that both the 2.5 and 3.0 Gyr PARSEC and YaPSI isochrones provide plausible fits to the cluster data, as commonly suggested in the literature, all the way from the lowest-mass stars to the clump stars on the giant branch. Neither isochrone is completely satisfactory in the blue hook region past the turnoff, where the convective core appears. We tend to favor the higher age because it requires lower values of extinction and reddening when matching the cluster data with the isochrone in \textit{Gaia} colors. This is reasonable for a cluster as close as Ru147 is. Torres et al. (2019) have suggested an isochrone age of 2.7 ± 0.61 Gyr, based on a PARSEC model fit to eclipsing binary systems in the cluster. We have no objection to this result, noting that both 2.5 Gyr and 3.0 Gyr are well within the uncertainties.

3. Analysis of the K2 lightcurves

We determine the rotation periods of stars by measuring the modulation of the stellar flux caused by the carriage of surface inhomogeneities such as star spots or plage across the stellar disk as the star rotates. When the orientation of the stellar rotation axis is sufficiently favorable, and the asymmetries are large enough and stable enough, periodicity can be observed and measured, even visually in the best cases, by counting the number of pattern repetitions over the time baseline available.

3.1. Basic K2 lightcurve information

The 82.5 d observational baseline, while long by the standards of most ground-based campaigns, still limits the detectability of long periods, potentially problematic for the late type stars in Ru147. To identify a period reliably based on spot motion, we typically need to recognize three occurrences of the spot. Therefore, the observational baseline needs to be longer than double the period. It is, however, possible to identify periods with a shorter baseline when more than one spot is visible in the light curve, so that their individual signatures can be assigned unambiguously and yield similar periods. Differential rotation and spot evolution often further complicate the period analysis. The reduced amplitude of smaller spots in old stars, combined with the limited (82 d) window of observation, makes the detection of long periods in old stars a matter of good fortune. (Ground-based studies (e.g. Strassmeier et al. 1994; Henry et al. 2013; Radick et al. 2018; Mallonn et al. 2018) often monitor stars for multiple years, and occasionally even decades, before they are able to detect a large-enough spot group to derive the rotation period.)

The K2 field of C07 would initially have missed the cluster were it not for a community-driven effort that led to a change in the telescope pointing to include the center of the cluster at the edge of the field of view (cf. lower panel in Fig. 5). The related K2 observing program “K2 survey of Ruprecht 147 – the oldest nearby star cluster” (GO7035\textsuperscript{14}) added about 1000 stars of interest to the K2 target list distributed over 60 target pixel files (TPFs). As described above, we find that 102 member stars of Ru147 (by our determination, integrating prior membership ship determinations) actually have K2 light curves. Because of data transmission limitations during the K2 mission, only target pixel files containing predefined pixel masks for selected stars are available, that is, no full frame images (FFIs) are available.

Figure 5 (upper panel) shows the channel distribution for all C07 targets over the K2 field. Ru147 is located in the northern portion (channels 29, 31, and 32). Although our scientific interests are here confined to Ru147, we also make use of data from other channels for light curve corrections, as discussed further below. Notably, a galactic archaeology campaign (GO7032) observed >4000 targets whose footprints are also visible in the lower panel. (GO7012, which observed Pluto and GO7025, which observed Trojan and Hilda asteroids, is already removed in this overview.) Two \textit{Kepler} modules became dysfunctional early in the \textit{Kepler} mission and account for the blank spaces in both panels of Fig. 5.

For the acquired TPFs, various attempts have been carried out to extract de-trended light curves that are free of systematics in the observations and to correct, for example, the image drift during the observation. We do not attempt to perform this very-specialized data extraction process ourselves; instead, we use the EVEREST light curves (Luger et al. 2016) as our basic input. These were extracted using a pixel level de-correlation function (PLD, Deming et al. 2015). Other methods, for example, k2sc (Aigrain et al. 2016), are useful primarily for

\textsuperscript{13} The next higher metallicity available is [Fe/H] = 0.3

\textsuperscript{14} \url{keplerscience.arc.nasa.gov/data/k2-programs/GO7035.txt}
3.2. Light curve detrending

Despite the sophistication of the method employed by Luger et al. (2016) to extract the EVEREST light curves, various trends and correlations are still apparent. We are unable to determine the origin of such trending conclusively, but it could plausibly be attributed to instrumental systematics which appear to become more pronounced in the lightcurves after the extraction by Luger et al. (2016). In any case, the lightcurves, as provided, are unsuitable for analysis of periodicity, and must be reworked. To ameliorate the trending in the curves, we perform a Principal Component Analysis (PCA) on sets of lightcurves.

The technical and procedural details of the PCA are described fully in Appendix B. We also display the 32 individual light curves and their PCA corrections in the appendix (Figs. D.1–D.32). The upper panel a in each figure shows the EVEREST light curve and the reconstruction used, while the lower panels show the corrected and phased light curves. We note that our correction is superior to that with, for instance, a simple, higher order polynomial. While both approaches involve some level of subjectivity in the fitting process, that subjectivity is strongly reduced for the PCA. This is achieved via the dominant role played by the common trends in the PCA components, in opposition to a polynomial fit which only acts on the individual light curve, ignoring prior knowledge of shared systematics. Consequently, a polynomial fit is prone to overfit stellar signal with a long baseline and to ignore short baseline systematics. This can, in principle, be overcome by a manually fine-tuned fit of a higher order polynomial (≥5) but this only replaces the identification of systematics using the PCA with a more subjective one that varies from star-to-star. The PCA correction provides us with detrended light curves for subsequent periodicity analysis. We believe that these light curves (see Fig. 6 and Appendix D) are far more representative of the underlying astrophysical reality than are the EVEREST lightcurves.

3.3. Analysis of periodicity

Our principal targets from the point of view of rotation are the cooler stars among the K2 targets that are on the cluster main sequence. Nevertheless, we have inspected all 102 member stars in K2 for possible periodicity. We eliminated most stars in evolutionary states past the turnover (TO) from our sample. Stars at the turnover (i.e., Spectral type G0; $(G_{BP} - G_{RP}) = 0.7$) and even
somewhat cooler ones display no discernible periodicity. However, we retained some bluer stars near the core-convection hook in the isochrone, one star blueward of the giant branch, and a number of photometric binaries. (These are flagged accordingly below.) We also eliminated lightcurves that clearly show features from eclipsing binary/planetary systems and those that are essentially featureless.

As one can see from the example of EPIC 291722781 in Fig. B.2 and from the light curves constructed by our PCA procedure for the final sample, and displayed in the appendix (Figs. D.1–D.32), periodicity is visually recognizable for all the light curves retained\(^{15}\). One can typically read off the approximate rotation period of the star in question by inspection, with the proviso that in most cases, more than one spot group is present. The periodicity analysis discussed below simply serves to quantify the visually observed periodicity.

\(^{15}\) Such a choice could be considered overly conservative, and others might have chosen inclusivity, but we prefer to retain an exclusive sample in this work.

The periodicity in the processed light curves is measured by subjecting each one to Lomb-Scargle analysis (Lomb 1976; Scargle 1982). The algorithm is run for periods in the range \(0.2 \text{ d} \leq P \leq 40.0 \text{ d}\)\(^{16}\), with a logarithmic spacing of \(\log P = 0.001 \text{ dex}\). For a minority of lightcurves that show periodic variations over the complete duration of C07, this approach is able to identify the correct periods without further intervention. However, most of our lightcurves display spot evolution and/or multiple spot groups. This requires that we inspect all lightcurves manually to identify the correct period. The lightcurves are then phase-folded to match features.

This process is illustrated in Fig. 6, but for EPIC 219297228 which exhibits signals of at least three clearly distinct spot groups. In fact, we observe multiple spot features for the majority of our stars. And with the exception of EPIC 219353203, it is only the fastest rotating stars in our sample that show only one (large) feature. This observation is consistent with the findings

\(^{16}\) The K2 baseline of 82.5 d does not permit secure identification of any periodicity longer than this.

---

**Table 2. Periodicity and related information for the 32 sample stars.**

| Epic          | \((G_{BP} - G_{RP})_0\) [mag] | \((B - V)_0\) \(^{(a)}\) [mag] | \(P\) [d] | \(\Delta P\) [d] | Components | Category | Flag \(^{(b)}\) | Final sample \(^{(c)}\) |
|---------------|-----------------------------|-------------------------------|--------|---------------|-------------|----------|-----------|-------------------|
| 218933140     | 0.87                        | 0.69                          | 20.4   | 2.5           | 9           | 1        | MS        | Yes               |
| 219037489     | 0.99                        | 0.80                          | 22.8   | 1.5           | 6           | 1        | MS        | Yes               |
| 219141523     | 2.27                        | 1.50                          | 26.9   | 1.8           | 4           | 1        | MS        | Yes               |
| 219238231     | 0.78                        | 0.61                          | 28.1   | 0.9           | 3           | 2        | MS        | No                |
| 219275512     | 0.88                        | 0.70                          | 20.4   | 0.5           | 6           | 2        | BIN       | No                |
| 219280168     | 1.15                        | 0.95                          | 23.0   | 0.8           | 5           | 1        | MS        | Yes               |
| 219297228     | 1.13                        | 0.93                          | 23.1   | 0.4           | 6           | 1        | MS        | Yes               |
| 219306354     | 0.98                        | 0.79                          | 22.8   | 0.8           | 5           | 1        | MS        | Yes               |
| 219333882     | 1.16                        | 0.95                          | 11.6   | 0.5           | 11          | 2        | MS        | No                |
| 219341906     | 0.75                        | 0.58                          | 1.6    | 0.1           | 14          | 1        | TO        | No                |
| 219353303     | 2.1                         | 1.48                          | 21.6   | 0.7           | 5           | 1        | MS        | Yes               |
| 219388192     | 0.86                        | 0.69                          | 12.5   | 0.2           | 8           | 1        | MS        | Yes               |
| 219404735     | 0.79                        | 0.62                          | 24.4   | 1.1           | 5           | 1        | BIN       | No                |
| 219409830     | 0.83                        | 0.66                          | 9.6    | 0.4           | 7           | 2        | MS        | No                |
| 219422386     | 1.01                        | 0.81                          | 22.6   | 1.3           | 5           | 1        | MS        | Yes               |
| 219479319     | 1.6                         | 1.31                          | 20.1   | 0.7           | 4           | 1        | MS        | Yes               |
| 219489683     | 1.78                        | 1.40                          | 19.0   | 0.5           | 5           | 1        | MS        | Yes               |
| 219515762     | 0.57                        | 0.43                          | 5.7    | 0.1           | 8           | 1        | TO        | No                |
| 219545563     | 0.93                        | 0.75                          | 22.2   | 1.6           | 4           | 1        | MS        | Yes               |
| 219551103     | 1.0                         | 0.81                          | 22.0   | 1.8           | 5           | 1        | MS        | Yes               |
| 219566703     | 1.51                        | 1.25                          | 23.2   | 1.5           | 5           | 1        | MS        | Yes               |
| 219610232     | 1.17                        | 0.97                          | 5.6    | 0.2           | 5           | 1        | BIN       | No                |
| 219610822     | 1.11                        | 0.91                          | 23.1   | 1.5           | 5           | 1        | MS        | Yes               |
| 219619241     | 2.11                        | 1.48                          | 22.1   | 1.5           | 5           | 1        | MS        | Yes               |
| 219634222     | 1.29                        | 1.08                          | 27.3   | 3.5           | 5           | 1        | MS        | Yes               |
| 219646472     | 0.61                        | 0.47                          | 22.1   | 2.0           | 3           | 1        | TO        | No                |
| 219683737     | 1.07                        | 0.88                          | 21.7   | 1.0           | 5           | 1        | MS        | Yes               |
| 219721519     | 1.1                         | 0.90                          | 21.9   | 1.5           | 2           | 1        | MS        | Yes               |
| 219722212     | 0.94                        | 0.75                          | 22.7   | 2.1           | 5           | 1        | MS        | Yes               |
| 219772278     | 1.39                        | 1.16                          | 21.4   | 0.5           | 7           | 1        | MS        | Yes               |
| 219755108     | 0.94                        | 0.76                          | 29.4   | 0.5           | 4           | 1        | BIN       | No                |
| 219800881     | 0.9                         | 0.72                          | 32.7   | 8.1           | 5           | 2        | MS        | No                |

**Notes.** \(^{(a)}\) Calculated from \((G_{BP} - G_{RP})_0\) with our derived transformation. \(^{(b)}\) MS = Main sequence, TO = Turn-off, BIN = (possible) binary? \(^{(c)}\) Star used for detailed comparison in Sects. 5 and 6. \(^{(d)}\) Spectroscopic binary (G+M star) and eclipsing Brown Dwarf companion (e.g. Beatty et al. 2018). \(^{(e)}\) Suspicious proper motions, cf. Fig. 2, and only mentioned in Cu13, cf. Table C.1, thus likely not a member. \(^{(f)}\) Ambiguity in the matching of visible spot features. This table is available in electronic form at the CDS.
Fig. 7. Fraction of stars with detected periods. Panel a: spatial distribution of the cluster stars, color coded to indicate both coverage in K2, and whether a periodic signal was identified (green) or not (red). Panel b: histogram of the stars identified as Ru147 members and its coverage in K2. Gray depicts all stars identified as Ru147 members in Sect. 2.2. Stars for which we found periodic signals are displayed in green, while red symbols indicate the remaining stars observed by Kepler/K2.

of Basri & Nguyen (2018), where the incidence of multiple spot groups was found to increase with rotation period. The identification of rotation periods from starspot features can be hindered by both differential rotation, which yields slightly different periods for each spot, and also spot evolution, which occasionally makes spots (dis)appear. We estimate the period error from the phase-folded light curve. We do this by examining the above-mentioned effects and the extent to which they allow period changes that still result in an acceptable phase folded light curve. If no such effects are present, the period error is found to be generally small \( \sim 3\% \), owing to the photometric precision and the short cadence of Kepler data. In the worst case, the error is on the order of \( \sim 25\% \).

More difficulties arise in noisy data, or when the degree to which the PCA is performed results in ambiguities. Therefore, we assign each period found to one of two categories based on the reliability of the signal found. Category 1 denotes periods in which we have great confidence, while category 2 periods are those where doubts can reasonably be entertained. By this classification, we aim to reduce the impact of possible false-positives. Because we aim for the greatest confidence in the final sample of rotation periods, we have been relatively conservative in accepting light curves as periodic and more so when assigning Cat. 1 to it. For the time being, and for the convenience of researchers interested in non-rotational variability, we retain evolved stars, binaries, etc., but we will mark or remove them in due course. The results of the periodicity analysis are summarized in Table 2.

We note that our derived periods display a visually similar distribution to the one found by Curtis & Agüeros (2018) (hitherto unpublished, but see below), with the exception of a handful of stars in the vicinity of \( G_{BP} - G_{RP} \approx 0.6 \), which is not present in our sample. The lower panel b in Fig. 7 displays an overview in Gaia color that depicts the fraction of member stars by color for which a period was ultimately found in the K2 data. The upper panel a of Fig. 7 shows the spatial locations of these stars. It is rather obvious in Fig. 7 that late-type stars are vastly underrepresented. The total number of stars with \( G_{BP} - G_{RP} > 1.5 \) mag is probably much higher and a large number of stars is likely simply missing in our sample. Furthermore, K2 targets are clearly biased towards solar type stars. Aside from the obvious predominance of solar type stars, the faintness of M-dwarfs also contributes to this bias.

A parallel and independent study of this cluster has been carried out by Curtis et al. (2020), with whom we have exchanged periodicity data (but no other information, to preserve independence) after both publications were essentially complete. This exchange allows us to compare the periods for all 26 stars in common to both studies, as shown in Fig. 8. We are pleased to report very good agreement between their periods and ours, with the exception of one outlier (EPIC 219333882, encircled in Fig. 8).

This outlier is assigned Cat. 2 by us because of an ambiguity that, in principle, allows us to double or even triple the associated period and still obtain a reasonable phased curve (cf. Fig. D.9). Doubling our period would put it in good agreement with the distribution observed for the other stars and suggests that we have likely identified half the true period. However,
4. Rotation periods in the CMD and CPD

The near-final sample of periodic stars that constitute the result of our analysis contains 32 stars in which a periodic signal could be identified and plausibly attributed to stellar rotation. For the time being (and for the convenience of other researchers), we retain various objects unsuited to our main sequence rotation interests such as evolved stars, binaries, and stars as blue as spectral type F3V, the last clearly stars without surface convection zones. The cross-identifications and other basic properties of these stars are summarized in Table C.1.

In addition to the derived period and the number of components required, this table lists the assigned category of reliability as described before. We also flag stars in Table 2 to indicate their evolutionary and binary status. The latter criterion is given when a star sits above the main sequence but is clearly redder then the turn-off (undetected multiplicity), or when the stellar environment suggests light contamination due to crowding.

These periodic star results are displayed in color-magnitude diagrams (CMDs) in panels a–c of Fig. 9 and in a color-period diagram (CPD) in panel d of Fig. 9. We see that three of the F-type stars (red triangles in the figures), indeed some of the bluest stars of our periodic sample, are clearly evolved past the turnoff and are in the vicinity of the blue hook. Two of their rotation periods are below 6 d, while one is far higher, at \( \approx 22 \) d. Four additional stars (yellow triangles) are photometric binaries which are located significantly above the single star sequence in the CMD. Their rotation periods also have a wide range, from 5.6 d to 29.4 d, with all but one being clear outliers also in the CPD.

The remaining 25 periodic stars (green circles) are all plausibly on the cluster’s single star main sequence in the CMDs. As can be seen in the corresponding CPD, these stars also display a wide range of rotation periods, ranging from under 10 d to almost 33 d. However, the majority (19 out of 25) of these GKM-type main sequence stars occupy a horizontal band between 19 d and 27 d periods across the GKM spectral range. These are all stars for which we have great confidence in the periods determined (Category 1). The remaining 6 stars are outliers, based both on the measured distribution itself and prior expectations from studies of other open clusters.

We now trim our dataset down to those periodic stars that are on the main sequence, for which no contaminating flux is evident and for which we have a high degree of confidence (category 1) in the rotation periods. This leaves us with 21 stars, cf. the Final sample column in Table 2, which will be the only ones we use for the remainder of this paper.

5. Comparison with other empirical cluster period work

Before comparing our measured periods with models we wish to show the context of, and continuity with, other work in the literature. There are three other relevant open clusters for which rotation periods are available, all of which are based on work with Kepler or its K2 reincarnation. These are the 4 Gyr-old open clusters...
cluster M 67 (Barnes et al. 2016a), the 2.5 Gyr-old open cluster NGC 6819 (Meibom et al. 2015), and the 1 Gyr-old cluster NGC 6811 (Meibom et al. 2011; Curtis et al. 2019). The measured rotational distributions for their cool stars are also displayed in Fig. 10. In order to avoid any possible color-related inconsistencies, we associate the stars with measured rotation periods with their Gaia colors (the most uniform currently available), which we subsequently deredden appropriately. The reddening parameters used are listed in Table 3. We also transform this $G_{BP} - G_{RP}$ color into ($B - V)_0$ color to display the same information in $B - V$ color in an additional panel for the reader’s convenience.

The M 67 data display the greatest dispersion in rotation period, likely a consequence of the difficulty of determining rotation periods in this relatively old cluster, and the result of its having been observed for only one K2 quarter. The rotation periods are taken from the study of Barnes et al. (2016a), where the large rotation period uncertainties can be appreciated. Despite this dispersion, it is clear that all the M 67 stars are located above the Ru147 stars in a mass-dependent way, as expected. This fact informs us that Ru147 is younger than the 4 Gyr-old M 67 cluster.

Conversely, all the rotation periods measured in NGC 6811 are located below those of Ru147, again in a mass-dependent way. This tells us that Ru147 is clearly older than the 1 Gyr-old NGC 6811 cluster. We display the rotation period determinations of both Meibom et al. (2011), based on a single Kepler quarter, and those of Curtis et al. (2019), based on the entire 4-year Kepler dataset. We note the good agreement of the majority of the rotation periods between the two studies and especially the very well-defined sequence of NGC 6811 in the CPD. The latter is likely the result of NGC 6811’s relative youth, which manifests itself in relatively large flux variations from starspots and the fact that NGC 6811 was located in the Kepler field itself, allowing for it to be observed over the entire 4 yr baseline.

We also show the rotation periods measured by Radick et al. (1987) in the younger (~625 Myr-old) Hyades open cluster. This sequence of rotation periods was the first to be measured, and provided the first significant clue to the mass dependence of stellar rotation in cool stars. As expected, they are located below the

### Table 3. Reddenings used for the individual clusters in Fig. 10.

| Cluster     | $E_{B-V}$ | $E_{G_{BP}-G_{RP}}$ | Ref. | [Fe/H] | Ref. |
|-------------|-----------|---------------------|------|--------|------|
| NGC 6819   | 0.15      | 0.201               | 1    | 0.05   | 6    |
| NGC 6811   | 0.048     | 0.065               | 2    | −0.05  | 6    |
| Hyades     | 0.027     | 0.036               | 3    | 0.13   | 7    |
| M 67       | 0.04      | 0.054               | 4    | 0.03   | 8    |
| Ru 147     | 0.075     | 0.1                 | 5    | 0.12   | 6    |

Notes. Calculated reddenings use the relationship $1.339 \cdot E_{B-V} = E_{G_{BP}-G_{RP}}$ (Casagrande & VandenBerg 2018) and the arrow indicates the direction of the calculation.

References. (1) Meibom et al. (2015); (2) Curtis et al. (2019); (3) Joner et al. (2006); (4) Barnes et al. (2016a); (5) this work; (6) Donor et al. (2020); (7) Netopil et al. (2016); (8) Casamiquela et al. (2017, 2019).
NGC 6811 data, except in the mid-K spectral type region, where there is some overlap with the NGC 6811 data. For completeness, we also display rotation periods from the recent Kepler/K2 study of Douglas et al. (2019), which seem to be only marginally below the NGC 6811 values.

The comparison with the 2.5 Gyr-old NGC 6819 cluster is perhaps the most revealing. In the region of the spectral types G-K, the rotation periods of the two clusters overlap one another significantly enough that they could almost be merged. This fact confirms that Ru147 is roughly the same age as the 2.5 Gyr-old NGC 6819 cluster. Our Ru 147 rotation periods also extend the empirical rotational isochrone for (2.5–3 Gyr) towards much lower masses. These rotation periods for the lower mass stars are somewhat shorter than those of the G-K stars in the cluster. This is somewhat unexpected and will be discussed further in Sect. 6. We have unfortunately been unable to derive rotation periods for early G-type stars in Ru147, to confirm any possible overlap with NGC 6819 in this mass range. This could be due to the curious lack of spot observability of such early G-type stars (a) our study using overly strict requirements in accepting periodicity, (b) the relatively small amplitudes of spot variability for such 2.5 Gyr-old stars, and (c) the relatively poor quality and shorter baseline of the K2 Ru 147 light curves, as opposed to the 4yr baseline of the higher-quality Kepler NGC 6819 data. The NGC 6819 periods and \((B-V)_0\) colors are taken from Extended Data Table 1 in Meibom et al. (2015).

We conclude from this empirical comparison that all extant cool star rotation period data for open clusters between 1 and 4 Gyr, including the current ones for Ru 147, are compatible with all these data lying on a single surface in color-rotation period-age space, as originally proposed by Barnes (2003) and as emphasized by Meibom et al. (2015) in connection with rotation periods in the 2.5 Gyr-old open cluster NGC 6819. The period determinations for Ru147 herein extend this surface towards lower mass stars at this important intermediate age. However, the detailed shape of the surface proposed appears to require revision for lower-mass stars, as argued by Curtis et al. (2019), when they extended the NGC 6811 (1 Gyr) rotation period data of Meibom et al. (2011) to the low mass range.

6. Comparison with models

Another aim of our study is to examine the predictions of stellar spin-down models in a region of parameter space (lower mass, combined with higher age stars of well-defined age) than has not been possible thus far, as can be appreciated in Fig. 10. The goal of such efforts is of course to construct an empirically-constrained model of stellar rotational evolution across the largest-possible parameter range. Such models could be used to derive stellar ages via gyrochronology if the relationship between \((P, i, \text{mass})\) is suitably well-behaved, and more generally, to understand the physics of magnetic braking.

The first of such mass-dependent models was that proposed by Kawaler (1988), subsequently implemented in the Yale Rotational stellar Evolution Code (YREC; Pinsonneault et al. 1989), following a method for computing rotational stellar models first explicated by Endal & Sofia (1978). This method of modeling rotating stars has also been implemented in the Geneva code (e.g. Maeder & Meynet 2000) which, although it is generally used for modeling hot stars, has been updated for usage in particular cool star contexts (Eggenberger et al. 2012; Amard et al. 2019). Rotational evolution in all extant stellar models is overlaid on non-rotating stellar models (so-called “standard models”), using a number of additional parameters unique to the rotational aspect of the modeling (see Pinsonneault et al. 1989), with various tradeoffs between their number and the fidelity of description of the data (e.g. Barnes & Kim 2010). We note that relevant data prior to the mid-1990s typically consisted of measured \(v \sin i\) values, with notable exceptions being the rotation period work of van Leeuwen et al. (1987, Pleiades) and Radick et al. (1987, Hyades).

The advent of large-format CCDs allowed increasingly large numbers of rotation periods to be measured for both pre-main sequence stars (e.g. Attridge & Herbst 1992; Bouvier et al. 1993, 1995) and for main sequence stars (e.g. Prosser et al. 1993; Irwin et al. 2006; James et al. 2010), with corresponding steady pressure on models. Barnes (2003) collected the open cluster rotation periods then available for cool main sequence stars and identified color- and age-dependent patterns in the rotation period data that could be described by a simple empirical relationship between rotation period, color, and age using only three fitted numerical constants. The possibility of deriving the age (otherwise hard to measure) from the measured periods and colors led to his proposing the neologism “gyrochronology” for the associated age-determination procedure. A subsequent publication (Barnes 2007) showed that the associated uncertainties in the derived stellar age (\(\sim 15\%\)) for cool main sequence stars were indeed small enough to be useful, and similar empirical relationships have been been subsequently proposed by Mamajek & Hillenbrand (2008) and Angus et al. (2020), among others.

The undesirability of constructing separate relationships with new fitted parameters for each relevant color prompted Barnes & Kim (2010) and Barnes (2010) to formulate an empirical spin-down relationship that captures the fact that cluster stars appear to have a bimodal rotation period distribution of fast- and slow rotators at the ZAMS, that subsequently erodes into a unimodal slow rotator distribution in older clusters. The fast- and slow asymptotic rotation period behaviors were formulated mathematically symmetrically, using the convective turnover timescale, \(\tau\), in stars as the mass variable, to describe the two mass-dependent timescales in the problem. The usage of \(\tau\) allowed the model to be translated into any relevant observed color as necessary, and arguably more importantly, connected to stellar magnetic activity and dynamo theory, where the convective turnover timescale, or equivalently the Rossby Number \(Ro = P/\tau\) (or its inverse, the Coriolis Number, \(Co\)) has long been recognized as an important variable (Durney & Latour 1978; Durney et al. 1993; Noyes et al. 1984; Patten & Simon 1996; Brandenburg 2018). This (Symmetric Empirical) Model\(^{20}\) requires only two dimensionless constants, \(k_C\) and \(k_I\), to describe rotational evolution on the main sequence, and will also be shown below, unmodified from its original, now 10 yr-old formulation. A key feature of the Barnes (2010) model is that the morphology of the predicted cluster rotation period distributions changes with cluster age (as seen in the observations) and in contrast to the Ba07 model and a number of other subsequent ones.

These proposed models all have additional degrees of freedom. They include the ones of Spada & Lanzafame (2020), Matt et al. (2015), Garraffo et al. (2018), and Amard et al. (2019), in order of increasing number of degrees of freedom. (See Fr20 for an inter-comparison of these models in the context of an extensive rotation period dataset for the Pleiades-age southern open cluster NGC 2516). Of these models, we also display our

\(^{20}\) The name was coined by Brown (2014), who advocated a “Metastable Dynamo Model”, where the shape of the slow rotator sequence does not change over time.
Ru 147 data against the model of Spada & Lanzafame (2020) because it appears to come closest to describing them with a minimum of parameters and to the Amard et al. (2019) models, which in principle have enough degrees of freedom to enable them to describe the observations with greater fidelity. For an alternative perspective on this subject, one that emphasizes the magnetic braking perspective and uses scaling relations and associated parameters liberally, see the recent work of Ahuir et al. (2020).

6.1. The Barnes (2010) model

Our first detailed comparison is with the model of Barnes (2010, Ba10 hereafter), which uses the relationship listed in Barnes & Kim (2010, their Table 1) to convert between stellar mass, temperature, and $U, B, V, R, I, J, H, K$ colors. This fact permits us to use the dimensionless scaling constants $k_c$ and $k_I$ unchanged from that work. Equation (32) from Ba10, explicit for the age,

$$t = \frac{\tau}{k_c} \ln \left( \frac{P}{P_0} \right) + \frac{k_I}{2\tau} \left( P^2 - P_0^2 \right)$$

also provides an implicit function for the rotation period $P$ for any given age, $t$, in terms of the convective turnover timescale, $\tau$ and the initial period $P_0$, adequately represented by the 1.1 d value for stars of sufficiently advanced ages.

For computational convenience, we transform the above expression into an explicit one for the rotation period $P$. (For this particular use, we actually began with the explicit solution for $\tau$ in Eq. (22) from Ba10, which itself uses the fact that Eq. (2) above is quadratic in $\tau$, and hence, solvable.) Solving this equation yields

$$P = \sqrt{\frac{a - L(w, 0)}{2b}}$$

with

$$w = \frac{2 \cdot \exp \left( 2 \cdot (b \cdot P_0^2 + t) / a \right) \cdot b P_0^2}{a},$$

$$a = \frac{\tau}{k_c}, \quad b = \frac{k_I}{2\tau}$$

where $L$ is the Lambert W function, and $k_c = 0.646 \, \text{d Myr}^{-1}$, $k_I = 452 \, \text{Myr d}^{-1}$, exactly as in Ba10. (We note that for small $\tau$, solving Eq. (3) can lead to numerical instabilities; this is only relevant for stars bluer than those considered here. In such cases, it may be necessary to solve the explicit function for $t$ from Ba10 and reproduced in Eq. (2), numerically.)

The convective turnover timescale, $\tau$, is obtained from Barnes & Kim (2010, Table 1), which in turn relied on the $T_{eff}$-color transformations of Lejeune et al. (1997, 1998). Both Johnson and 2MASS colors are provided there as a function of convective turnover timescale, stellar mass, effective temperature, etc. The conversion to $G_{BP} - G_{RP}$ is effected using the transformation from $B - V$ as described earlier, in Sect. 2.3. The solution of Eq. (3) returns a range of periods for a given age and color that is bounded by the spread permitted in the initial periods $P_0$. Cool stars span a range of periods at the ZAMS, from near-breakup rotation periods at 0.12 d and up to 3.4 d, the latter appearing to be longest rotation period found in very young clusters at the relevant mass range (Barnes 2010). Following Ba10, we use the intermediate $P_0 = 1.1$ d as a representative reference value for solar-type stars in each range. The result can be seen in Fig. 11, where we show the Ba10 rotational isochrones for three different ages. We only display stars that are neither evolved nor suspected binaries, and only those with periods classified as Category 1 (unambiguous). The rotational isochrones from the Ba10 model are also displayed for ages of 3.0, 2.5, and 1.6 Gyr using blue, gray and yellow corridors respectively. (See text for details.) The central black lines within each corridor correspond to initial period $P_0 = 1.1$ d for the relevant age.

21 For young stars, the full range of possible ZAMS rotation periods ought to be considered.

22 see docs.scipy.org/doc/scipy-0.14.0/reference/generated/scipy.special.lambertw.html for the python implementation used.
\((G_{BP} - G_{RP})_0 = 0.86 \quad ((B - V)_0 = 0.68)\). Unfortunately, as the reader may see by glancing back at Fig. 7, very few stars bluer than solar color were observed in K2, and of these we have been able to determine rotation periods for no normal ones. Consequently, we supplement our Ru147 rotation periods with those in NGC 6819 (also believed to be of similar age) that were determined by Meibom et al. (2015) to enable a full comparison.

The comparison between the data and the models shows that there is a reasonable match between the isochrone for 2.5 Gyr for all the NGC 6819 data (as was also found by Meibom et al. 2015) and the Ru147 rotation periods for stars warmer than spectral type K2V (i.e., \((G_{BP} - G_{RP})_0 \sim 1.2; \quad (B - V)_0 \sim 0.95\)). However, while the models for all ages predict a steady rotation period increase with redder color at a given age up to early M stars, our rotation period data show a much more horizontal, even slightly declining trend for the cooler (mid-K and early-M) stars. Consequently, for the 8 cooler stars with measured rotation periods, there appears to be a significant mismatch between the measurements and the Ba10 model, with the data points mostly accumulating in the region corresponding to the 1.6 Gyr isochrone rather than that for 2.5 Gyr. This behavior was first pointed out by Curtis & Agüeros (2018) where it was entitled the “puzzle of K dwarf rotation”.

We also find a group of Ru147 stars located in the late-G and early-K region \(((G_{BP} - G_{RP})_0 \sim 0.85 - 1.1)\). These appear to overlap well with their counterparts in NGC 6819, and to be consistent with a rotational isochrone for 2.5 Gyr, the age of Ru147 (e.g., Cu13; see also Torres et al. (2018), which uses eclipsing binaries and Parsec models to propose a 2.7 Gyr age.). However, they are clearly inconsistent with an older 3.0 Gyr rotational isochrone. In fact, we consider this region of the Ru147 color-period diagram to be populated well enough to have conclusive significance.

We note that there is one outlier rotation period at 12.5 d. We have been unable to convince ourselves that we have grossly underestimated its rotation period, or that we have only identified a period submultiple and that it should instead be recorded as a star with 25 d period (cf. the light curve of EPIC 219388192 in Fig. D.6). The star has been reported to be a (gravitationally bound) wide binary composed of G and M dwarfs, with the primary G star itself having an eclipsing brown dwarf companion with a 5.3 d orbital period (Curtis et al. 2016; Nowak et al. 2017; Beatty et al. 2018), whose transits are visible in our corrected lightcurve (cf. Fig. D.12). This configuration could be responsible for the unexpected and discrepant rotational period. We exclude it from further consideration for this reason.

Finally, of the 8 late-K and M-type stars that show a decidedly horizontal rotation period distribution, there is one star (EPIC 219634222, cf. its light curve in Fig. D.25) with a significantly longer period of 27 d \(((G_{BP} - G_{RP})_0 \sim 1.29; \quad SpT K4V)\) that appears to follow the model predictions for 2.5 Gyr, but appears as a long-period outlier, as compared with neighboring data points. No peculiarities about this star are known at the time of this writing that may contribute to its atypical (compared the rest of Ru147) rotation. Given that this star is the only long period one in the present sample, we may not assign too much significance to its apparent agreement with the model predictions.

6.2. Other models

We now compare the measured distribution of rotation periods in Ru 147 and NGC 6819 to other models of stellar spindown proposed over the last decade. A careful inter-comparison between these has been published in Fr20, in connection with measured rotation periods in the ZAMS open cluster NGC 2516. Consequently, the description here will be abbreviated.

6.2.1. The Spada & Lanzafame (2020) model

The Spada & Lanzafame (2020, SL20 hereafter) isochrones incorporate a two zone model of internal stellar coupling in addition to implementing the (2-parameter) braking formulation of Ba10. The additional parameter is the index of the power-law describing the mass dependence of the coupling. The angular momentum previously stored in the radiative core of the star is released to the surface convection zone on the related mass-dependent timescale, delaying the spindown of the star’s surface, and potentially even spinning it up briefly. In principle, two additional parameters describe the initial period and effect of disk locking (Koenigl 1991) during the pre-main sequence phase; both lose relevance as the star gets older. Finally, it should be noted that the SL20 models are technically formulated only for the slow rotators, that is, the fast rotators are not directly addressed.

As can be seen in Fig. 12, in the region of the CPD that represents Sun-like and warmer stars, their model is essentially indistinguishable from the Ba10 one, as expected because of the identical braking formalism. However, for cooler regions in the mid-K to mid-M spectral range, the SL20 isochrone is able to resist the spindown seen in the Ba10 and other comparable models and clearly comes the closest to describing the Ru147 rotation period data, including an increase in the rotation periods of mid-M stars. We presume that a small adjustment in the coupling parameter could push the models closer to the Ru 147 data points, but we are not in a position to speculate whether such a change would also be compatible with the rotation period distributions of younger open clusters.

6.2.2. The Amard et al. (2019) model

The Amard et al. (2019, Am19 hereafter) model has the largest number of degrees of freedom of the major models, in principle allowing for the most faithful reproduction of the data. It implements the spindown formulation of the Matt et al. (2015) model, itself a modified version of the Ba10 model with more degrees of freedom, onto the stellar models of the Geneva-Montpelier group. However, the threshold for magnetic saturation has been modified from that in Matt et al. (2015) and certain other choices have been made both in the main sequence and pre-main sequence phases. It should also be noted that this model provides a competitive description of the ZAMS rotation period data, as shown in Fr20, even if all features of those data are not reproduced.

As can be seen in Fig. 12, the Am19 isochrone for 2.5 Gyr is located in approximately the same region as both the observations and the other models for Sun-like and warmer stars. However, it begins to diverge from the data at spectral type K0V and is significantly above the Ru147 rotation periods for later spectral types. The spindown formulation of this model is clearly over-aggressive in the K-M region, even more so than the Ba10

---

23 Models invoking decoupling (and subsequent recoupling) have been a steady presence in angular momentum evolution, most notably MacGregor & Brenner (1991). We find this version to be more convincing than prior ones, partly because the time-scale for recoupling is transparently stated.

24 See Fr20 for a summary.
model. We note that the isochrones published by Amard et al. (2019) incorporate the slightly older color transformation for Gaia colors from Evans et al. (2018). This is not to blame here, because we instead recalculate these for $G_{BP} - G_{Ry}$ from $B - V$ using our own transformation, as described above. Finally, it should be mentioned that we do not display separable models, such as those of Barnes (2007), Mamajek & Hillenbrand (2008), or Angus et al. (2020) for the detailed reasons given before. In particular, the fact that all of these lead to a mass dependence that does not change with age is a serious challenge in view of the observed time-varying morphology of open cluster CPDs.

6.3. Implications for the modeling of rotating stars

In summary, we find that the new Ru 147 rotation periods create significant challenges for theoretical rotational evolution models in the K-M spectral region that were not anticipated when only warmer middle-aged stars were measured in NGC 6819 (Meibom et al. 2015) and M 67 (Barnes et al. 2016a). Rotational isochrones for 2.5 Gyr from the models of Barnes (2010) and Amard et al. (2019) which are in reasonable agreement with the data for stars bluer than early K-type stars appear to predict significantly longer rotation periods than actually measured in Ru147 among the mid-K to M stars. The isochrones of Spada & Lanzafame (2020), which include a parameterized 2-zone model with associated angular momentum exchange, appear to perform considerably better (see Fig. 13) with respect to the K-M stars in both Ru 147 and prior measurements. We also show their isochrones for younger and older ages in Fig. 13, so that the overall behavior of these models vis-a-vis other cluster measurements can be appreciated. It is possible that small adjustments to the parameters in their model might result in an even closer match to the observations.

More generally, our work here appears to confirm the existence of a single surface in rotation period-mass-age space that is occupied by “effectively single” non-pathological rotating stars of roughly solar metallicity. The warmer (Sun-like) part of this surface appears to be asymptotically Skumanich-like in its behavior against age, although with a strong mass dependence, and can likely be modeled reasonably using just two or even one mass-dependent timescale, depending on the degree of fidelity desired, and whether or not fast rotators are included in the description. The cooler (K-M) part of this surface appears to exhibit more complex behavior and seems to require an additional (strongly) mass-dependent timescale to model it. Describing the spin down of cool stars on the main sequence therefore seems to require the invocation of three distinct physical processes.

7. Conclusions

We have studied space-based photometric data from Campaign 7 of the Kepler/K2 satellite for the 2.7 Gyr-old open cluster Ruprecht 147 in combination with prior membership work, to examine the calibration of gyrochronology for middle-aged stars, especially in the previously unexplored K–M star region. We have identified 102 cluster member stars that were observed by K2. That target selection appears to be biased towards solar type stars, rather than being broadly representative of the entire Ru 147 population. There are also certain technical issues with the nature of the Kepler/K2 light curves and the Campaign 7 data from K2 that require additional efforts, as compared with those from the original Kepler field. Nevertheless, we have identified periodic behavior for 32 of these objects that can plausibly be associated with star spot modulation.

Twenty one of these periods correspond to single stars and are unambiguous enough for a comparison with both previous open cluster studies and widely used rotational evolution models. We find that our results connect reasonably to prior measurements by Meibom et al. (2015) in NGC 6819, a cluster of very similar age, verifying the behavior of 2.5 – 3 Gyr rotating stars. Our data extend the measured rotation period sample to the previously unexplored K- and M-star region. We find that the Ru147 rotation periods are compatible with the idea that it, M 67 (4 Gyr), NGC 6819 (2.5 Gyr), NGC 6811 (1 Gyr), and the Hyades (625 Myr) clusters all lie on a single surface in color-rotation period-age space. This surface apparently extends to the ZAMS, where the (~130 – 150 Myr-old) Pleiades, NGC 2516, M 35, M 50, and Blanco 1 open clusters appear to have identical rotation period distributions (Fritzewski et al. 2020). However,
the Ru 147 and NGC 6811 data for K–M type stars suggest that it has a a revised shape as compared with the original form proposed by Barnes (2003) and succeeding models.

A comparison with the predictions of rotational evolution models shows that most models fail to predict the observed distribution of stars redder than spectral type K3. We find that the best current description of the spindown of stars beyond 1 Gyr is provided by the model of Spada & Lanzafame (2020), invoking a third mass-dependent timescale in addition to the two timescales in the model of Barnes & Kim (2010) and Barnes (2010). Consequently, it appears that models describing the rotational evolution of solar metallicities cool main sequence stars need to include three distinct physical processes if they are to account for the fast, slow, and low mass rotators observed in open clusters to date.
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Appendix A: Relationship between Gaia $G_{BP} - G_{RP}$
and Johnson B-V

In this section of the appendix, we present our empirical color transformation between $G_{BP} - G_{RP}$ and $B - V$. The necessity for an easy way to transform between those two colors systems was mentioned above. However, a reliable transformation has yet to be established. Evans et al. (2018) does not provide a direct transformation between the colors. It is possible to use the combination of two relations given there to construct a transformation. But this not only introduces additional uncertainties, a closer inspection reveals that it also fails for stars redder than $B - V = 1.2$. Therefore we decide to derive an empirical relation from observed stars in both color systems.

We obtain photometric data for Hyades and Pleiades stars from the WEBDA cluster data base\footnote{webda.physics.muni.cz} and use the photometric $B-V$ colors and $V$-band magnitudes, match the stars to the list of identifiers based on their internal reference number, query those in SIMBAD\footnote{https://simbad.u-strasbg.fr/simbad/}, retrieve the Gaia DR2 crossmatch from there, and look up the $G_{BP} - G_{RP}$, $G$, and their parallaxes. This procedure leaves us with 401 and 342 unique stars respectively representing 1044 and 324 magnitudes for the Hyades and Pleiades. We retain all instances of multiple occurrences of the same star. To those, we add the table of Pecaut & Mamajek (2013) to cover redder colors. This provides an independent perspective, given that that relationship is constructed using field stars rather than those of clusters. We complement with our Ru147 sample that have $K_2$ counterparts. We do not only want to have a transformation from the Hyades, Pleiades, the averages of local dwarfs to those of clusters. We combine the parts of the polynomial with even exponents (with coefficients given in Table A.1. The resulting curve is displayed in panel a in Fig A.1. Panel c shows the residual of the fit.

To ensure continuity of the function and its slope, we restrict the fit to the parts of the polynomial with even exponents (with the exception of $f_1$) and use only a shift $x_0$ and use only a shift $x_0$ and re-scaling $s$ in $x$ and no shift in $y$. This creates a function that, at each breaking point in Eq. (A.3), is a combination of the ones before plus a function whose value and slope are 0.

\subsection*{A.2. Inverse transformation}

We do not only want to have a transformation from $B - V$ to $G_{BP} - G_{RP}$ but also the back transformation. Given the complex shape of $f(x)$ it is not practical to calculate its inverse. It is also not very convenient to solve $f(x)$ numerically for this purpose every time. We derive a completely independent transformation $g(G_{BP} - G_{RP}) = B - V$ in the same way as before. We find the following representation:

\begin{equation}
\begin{cases}
0 & x \leq 1.88 \\
1.88 < x \leq 2.67 \\
1.88 < x \leq 3.04 \\
x > 3.40
\end{cases}
\end{equation}

that can be used piece-wise, depending on how red one needs to go, and is both continuous and continuously differentiable, even at join points. For brevity, we substitute $x = B - V$ and $y = G_{BP} - G_{RP}$ in the following. It turns out that we are not able to describe the observed distribution with only one or two polynomials sufficiently\footnote{Testing up to 12th order.}. However, we can describe the distribution sufficiently with four polynomials $f_i$ such that, symbolically,

\begin{equation}
y = f(x) = f_1(x) + f_2(x) + f_3(x) + f_4(x),
\end{equation}

with successive terms added as required when the desired color is redder. We tested various combinations of functions to reproduce the observed distribution and the aforementioned combination provided the best and most simple result we could find. We tested polynomials of different orders, logarithmic-, exponential-, and trigonometric functions. We find that the combination of 4th-order polynomials results in the best description of the observed distribution without invoking too many parameters.

\begin{equation}
y = f(x) = f_1 +
\begin{cases}
0 & x \leq 1.11 \\
f_2 & 1.11 < x \leq 1.52 \\
f_2 + f_3 & 1.52 < x \leq 2.04 \\
f_2 + f_3 + f_4 & x > 2.04
\end{cases}
\end{equation}

where

\begin{align*}
f_1(x') &= m_{4,1} \cdot x'^4 + m_{3,1} \cdot x'^3 + m_{2,1} \cdot x'^2 + m_{1,1} \cdot x' , \\
f_2(x') &= m_{4,2} \cdot x'^4 + m_{2,2} \cdot x'^2 , \\
f_3(x') &= m_{4,3} \cdot x'^4 + m_{2,3} \cdot x'^2 , \\
f_4(x) &= m_{4,4} \cdot x'^4 + m_{2,4} \cdot x'^2 ,
\end{align*}

with

\begin{align*}
x' &= s_i \cdot (x - x_0) ,
\end{align*}

and the coefficients given in Table A.1. The resulting curve is displayed in panel a in Fig A.1. Panel c shows the residual of the fit.
where

\[ g_1(y) = n_4 \cdot y^4 + n_3 \cdot y^3 + n_2 \cdot y^2 + n_1 \cdot y, \]
\[ g_2(y) = n_4 \cdot y^4 + n_2 \cdot y^2, \]
\[ g_3(y) = n_4 \cdot y^4 + n_2 \cdot y^2, \]
\[ g_4(y) = n_4 \cdot y^4 + n_2 \cdot y^2, \]

with

\[ y' = s \cdot (y - y_0) \]

and the coefficients given in Table A.1. The resulting curve is displayed in panel b in Fig A.1. Panel d shows the residual of the fit.

Because the two transformations are not inverses in a mathematical sense, a forward-and-reverse transformation will not generally yield the initial color perfectly again. Given the limited range of colors covered by the stars we used for a fit here, parts of the relation are speculative (and prone to overfitting) and have to be adopted carefully. The stars merit confidence in the relationship described here for

\[ 0.0 \leq B - V \leq 1.6 \quad \text{and} \quad 0.0 \leq G_{BP} - G_{RP} \leq 3.0. \]  

(A.5)

We note further that the here found relation is only calibrated on dwarf stars, it may look different for (sub-)giants or white dwarfs. This can be seen for the few (sub-)giants in the Ru147 sample in Fig A.1. However, blue stragglers follow the here found relation.

Additionally to a color transformation, we also need one for the brightnesses to create a CMD. We adopt the same sample as above and use the Gaia parallaxes to calculate absolute magnitudes. As can be seen in Fig A.2 (panels a and b), the relation between \( M_V \) and \( M_G \) is much simpler and can be described with simple polynomials:

\[ M_G = f(M_V) = m_3 \cdot M_V^3 + m_2 \cdot M_V^2 + m_1 \cdot M_V + b \]  

(A.6)

and

\[ M_V = g(M_G) = m_3 \cdot M_G^3 + m_2 \cdot M_G^2 + m_1 \cdot M_G + b \]  

(A.7)

and the coefficients \( m_i \) and \( n_i \) given in Table A.2.

We note that there are two approaches to the comparison: (1) on absolute brightnesses and intrinsic colors, or (2) on apparent colors and brightnesses. The latter is intrinsically more correct.

---

**Fig A.1.** Calibration of the color transformations from \( B - V \) to \( G_{BP} - G_{RP} \) in Eq. (A.3) and vice versa in Eq. (A.4). Panel a: Color-Color diagram for the Hyades (red), the Pleiades (yellow), and the calibration by PM13 (blue). The same Color-Color diagram, but with switched axes, is shown in panel b. Overplotted are the relationships between the two colors as derived. Panels c and d: residuals between the calculated and measured color for both transformations. The subgiants of Ru147 (encircled) do not follow the same relation, as expected. We note that the small horizontal structures in panel a, and their equivalents in the other panels originate from stars with multiple entries in WEBDA.
Fig. A.2. Calibration of the brightness transformations from $M_V$ to $M_G$ in Eq. (A.6) and vice versa in Eq. (A.7). Panel a: magnitude-magnitude diagram for the Hyades (red), the Pleiades (yellow), and the calibration by PM13 (blue). The same magnitude-magnitude diagram, but with switched axes, is shown in panel b. Overplotted are the found relation between the two magnitudes each. Panels c and d: residual between the calculated and measured magnitudes for both transformations each.

Table A.1. Coefficients used to construct the color transformation from $B-V$ to $G_{BP}-G_{RP}$ in Eq. (A.3) and vice versa in Eq. (A.4).

| $m_4$  | $m_3$  | $m_2$  | $m_1$  | $x_0$  | $s$  |
|--------|--------|--------|--------|--------|------|
| $f_1$  | 0.55   | -0.97  | 0.33   | 1.27   | 0.0  | 1.0  |
| $f_2$  | 20.94  | -2.70  | -1.11  | 1.11   | 1.00 |
| $f_3$  | -8.62  | -23.44 | -1.51  | 1.36   |      |
| $f_4$  | 5.19   | -11.90 | -2.00  | 1.79   |      |

| $n_4$  | $n_3$  | $n_2$  | $n_1$  | $y_0$  | $s$  |
|--------|--------|--------|--------|--------|------|
| $g_1$  | -0.12  | 0.29   | -0.11  | 0.74   | 0.0  | 1.0  |
| $g_2$  | 8.06   | —      | 4.68   | —      | 1.88 | 0.52 |
| $g_3$  | -28.70 | —      | -2.05  | —      | 2.67 | 0.45 |
| $g_4$  | 16.26  | —      | 3.5    | —      | 3.40 | 0.53 |

Table A.2. Coefficients used to construct the transformation from $M_V$ to $M_G$ in Eq. (A.6) and vice versa in Eq. (A.7).

| $(m_3)$ | $(m_2)$ | $(m_1)$ |
|---------|---------|---------|
| $m_3$   | -0.00017| -0.0001 |
| $m_2$   | -0.01339| 0.01684 |
| $m_1$   | 1.03269 | 0.9465  |

For the cluster it is calibrated on, since the spectral energy distribution (SED) of a star is reddened prior to the filter. However this limits any relation found to stars with the same reddening and is therefore impractical for an easy comparison. We decided in favor of the former approach, one which may introduce an additional error, but can be applied to every cluster independently of its particular reddening. The introduced error becomes larger for greater reddening. However, this problem can be overcome when the stellar SED is taken into account for the dereddening. Casagrande & VandenBerg (2018) derived extinction parameters that depend on the stellar parameters ($T_{eff}$ and [Fe/H]) and those can be used to describe a color-dependent reddening. The reddening of the Hyades is small and a uniform extinction is a good approximation.
Appendix B: Details of the Principal Component Analysis

The basic idea of Principal Component Analysis (PCA) is a reduction in data dimensionality by identifying common patterns in the data and creating a new set of $k$ $m$-dimensional basis vectors $v_j$ (PCA components) from the data $a$ with $k$ $m$-dimensional datapoints $a_i$. Each datapoint $a_i$ can then be described by a new $k$-dimensional coordinate $b_i$ with $a_i = \sum_j b_{i,j} \cdot v_j$ in this new basis. The basis is created by $k$-times successively finding the vector that explains the largest variation in the data (in principle the minimization of the average distance) and removing its contribution to the data. At this point, the dimensionality has changed from $m$ to $k$, generally not a reduction. The reduction in dimensionality is achieved by simply truncating the dimensionality (from $k$) in the calculation of a datapoint in the new basis, based on the assumption that the first few components provide a reasonably good approximation of the data.

In our case, each light curve is an $m$-dimensional datapoint, with $m = 4043$ being the number of points in each light curve. Trend correction with PCA is based on the assumption that trends in the data are visible in a large number or all lightcurves and are therefore represented in the first few components. This means that when calculating a light curve from the new basis using the first components (typically 2–5), only the data systematics, but not the individual variability that changes from lightcurve to lightcurve, is reproduced. The observed light curve is then corrected by its (purposefully incomplete) reconstruction and the residual is the detrended lightcurve.

Unfortunately, reality is almost always more complex. The $v_j$ are not individual components of the systematics, with each representing one kind of trending, but averages of the data as a whole. This also means that other effects such as noise and pulsations can intrude into the first few components. Additional difficulties arise when the data systematics themselves show variations. Both of these problems are present in the Ru 147 data. The challenge is to find the correct number of PCA components for the reconstruction to account for (enough of) the systematics present, while also not including the intrinsic stellar variability that is our signal, and which we obviously would like to retain. There is no metric to choose the number of components necessary for a given light curve in our case because those instrumental characteristics vary across the field, CCD, channel, etc. Consequently, the procedure becomes intrinsically somewhat subjective.

We believe that we have been able to bound these problems for a significant number of stars of interest. Numerous lightcurves show variations that clearly originate in stellar pulsations, with remnants of this behavior finding their way into the prominent components. Similar effects can be observed for starspot induced variations. This can lead to over-fitting and the introduction of high frequency variations. We cross-checked by eliminating the pulsating stars from the sample and redoing the PCA; the problematic components disappeared as expected. This issue could not be resolved by omitting those components from the reconstruction because those still carry parts of the global trends necessary for the elimination of systematics.

Therefore, we use a different procedure. We select a subset of our full sample by omitting all lightcurves that clearly show pulsations, spot induced variation, artifacts, such as sudden jumps, or eclipses. Furthermore, we eliminate very noisy lightcurves from our sample. Moderately noisy data are retained, but we smooth all lightcurves with 1 d binning. This does not affect our analysis because variations on this timescale are irrelevant for our work. The smoothing is only applied for the purposes of PCA; the final lightcurves are provided on the original sampling corrected by the smoothed PCA solution. At this point, we are left with $k = 3000$ lightcurves as the basis for the PCA.

As can be seen in Fig. B.1, our selection of lightcurves for the PCA basis is more or less evenly distributed across the C07 field of view and across the CCD channels, at least to the extent that the K2 target selection allows. Furthermore, it can be seen that the basis is not biased with respect to the position of the Target Pixel Files (TPFs) inside a Kepler module and channel. Finally, the boundaries of the lightcurve must be addressed. The PCA and the smoothing can introduce artifacts at the beginning and end of the data stream. To eliminate those effects, we censor the first and last 80 data points from each lightcurve for the purposes of period analysis.

PCA requires a set of identically sampled light curves. We also work with light curves that are normalized to their respective medians. Each of the relevant K2 light curves contains 4043 data points, but not all of these have meaningful values stored. For instance there are both outliers and NaNs. Luger et al. (2016) provide a mask that lists outliers for each data set. These are virtually identical for all datasets, but the NaNs are not. To perform the PCA we replace both the NaNs and masked values by a linear interpolation using neighboring data points. If these are unavailable, that is, at the beginning or the end of the data,
we set the flux to unity. The interpolations occur on time scales (≤0.5 d) that are irrelevant to our expected periodicity timescales of many days. This procedure provides a set of identically sampled lightcurves for the PCA.

We perform the PCA for each lightcurve individually by comparing the relevant lightcurve with the basis, as constructed above. The prominent components determined by PCA on just the basis, as compared with the basis plus one lightcurve, are virtually identical. The calculation is performed using the python implementation in the sklearn package, which itself is based on the method outlined in Halko et al. (2011). Figure B.2 displays a comparison of three lightcurves for the same object, EPIC 219722781, (a), from the Kepler archive based on simple aperture photometry, (b), the EVEREST lightcurves, and (c), our detrended lightcurve. Flux dips identified as belonging to two different starspots are marked with their periodic re-occurrence. As can be seen, these features are visible to the experienced eye in all stages of the processed lightcurve.

The degree of reproduction from the PCA is crucial for our final lightcurves and the derived results. If only a small number of components is used, the reproduction is clearly insufficient in suppressing observable trends. If too many components are used, we risk overfitting, and destroy clear signals from stellar variation. As can be seen, the lightcurve trends occur on the same timescale (10 d to 40 d) as the spot-induced variability. This complicates the identification of stellar flux variations. The slowest rotators tend to be impacted more by this, given their low amplitude of brightness variation.

We have compared the contribution of the components for the individual lightcurves to their origin on the Kepler/K2 CCD and have not found any correlation with the channel, module, or location in each channel. However, there appears to be a correlation with the location in the K2 C07 field itself, see Fig. B.3. The further away from the center of the K2 field a lightcurve was extracted, the more that extraction shifts the contribution from the first to the second and third components. When one considers higher components, this trend is reversed.

As a consequence of the foregoing considerations, we adjust the number of components used for each star individually. We require that a variation that is adopted as a spot-induced feature has to be visible in the original light curve as well as for a PCA corrected with a high number of components. Its specific form may vary because of the presence of data systematics or overfitting, but it will still be visible. It turns out that 5 to 8 components are usually used for the reconstruction. We do not skip individual components up the selected one, that is, all components of lower order than the final number are used. The resulting (de-trended) light curves are subjected to periodicity analysis, as described in the main text in Sect. 3.3.
Appendix D: Lightcurves and phase diagrams

Fig. D.1. Light curve, PCA correction and phase plot for EPIC 218933140. Panel a: modified EVEREST light curve (black) and the reconstruction from the PCA (blue). The modifications for the PCA are applied as outlined Sect. 3.2. Panel b: corrected lightcurve and panel c: phase plot. For visibility reasons all data are displayed with a 0.1 d binning.

Fig. D.2. Same as Fig. D.1, but for EPIC 219037489.
Fig. D.3. Same as Fig. D.1, but for EPIC 219141523.

Fig. D.4. Same as Fig. D.1, but for EPIC 219238231.
Fig. D.5. Same as Fig. D.1, but for EPIC 219275512.

Fig. D.6. Same as Fig. D.1, but for EPIC 219280168.
Fig. D.7. Same as Fig. D.1, but for EPIC 219297228.

Fig. D.8. Same as Fig. D.1, but for EPIC 219306354.
Fig. D.9. Same as Fig. D.1, but for EPIC 219333882.

Fig. D.10. Same as Fig. D.1, but for EPIC 219341906.
Fig. D.11. Same as Fig. D.1, but for EPIC 219353203.

Fig. D.12. Same as Fig. D.1, but for EPIC 219388192.
Fig. D.13. Same as Fig. D.1, but for EPIC 219404735.

Fig. D.14. Same as Fig. D.1, but for EPIC 219409830.
Fig. D.15. Same as Fig. D.1, but for EPIC 219422386.

Fig. D.16. Same as Fig. D.1, but for EPIC 219479319.
Fig. D.17. Same as Fig. D.1, but for EPIC 219489683.

Fig. D.18. Same as Fig. D.1, but for EPIC 219515762.
Fig. D.19. Same as Fig. D.1, but for EPIC 219545563.

Fig. D.20. Same as Fig. D.1, but for EPIC 219551103.
Fig. D.21. Same as Fig. D.1, but for EPIC 219566703.

Fig. D.22. Same as Fig. D.1, but for EPIC 219610232.
**Fig. D.23.** Same as Fig. D.1, but for EPIC 219610822.

**Fig. D.24.** Same as Fig. D.1, but for EPIC 219619241.
Fig. D.25. Same as Fig. D.1, but for EPIC 219634222.

Fig. D.26. Same as Fig. D.1, but for EPIC 219646472.
Fig. D.27. Same as Fig. D.1, but for EPIC 219683737.

Fig. D.28. Same as Fig. D.1, but for EPIC 219721519.
Fig. D.29. Same as Fig. D.1, but for EPIC 219722212.

Fig. D.30. Same as Fig. D.1, but for EPIC 219722781.
Fig. D.31. Same as Fig. D.1, but for EPIC 219755108.

Fig. D.32. Same as Fig. D.1, but for EPIC 219800881.