Pressure dependence of the charge density wave in 1T-TaS$_2$ and its relation to superconductivity
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We present a state-of-the-art x-ray diffraction study of the charge density wave order in 1T-TaS$_2$ as a function of temperature and pressure. Our results prove that the charge density wave, which we characterize in terms of wave vector, amplitude and the coherence length, indeed exists in the superconducting region of the phase diagram. The data further imply that the ordered charge density wave structure as a whole becomes superconducting at low temperatures, i.e. superconductivity and charge density wave coexist on a macroscopic scale in real space. This result is fundamentally different from a previously proposed separation of superconducting and insulating regions in real space and, instead, provides evidence that the superconducting and the charge density wave gap exist in separate regions of reciprocal space.

It is an intriguing fact that in many complex materials superconductivity—a state of matter where charge can move through a lattice without any resistance—often exists in close proximity to what appears to be exactly the opposite: the static spatial ordering of charge. The very recently reported charge density wave (CDW) instability, which competes with superconductivity (SC) in the cuprates is only one example$^{1,2}$. Similar issues are also discussed for the newly discovered iron pnictide superconductors$^{3}$, heavy fermion systems$^{4}$ and the dichalcogenides$^{5,6}$. The relation between electronic order and SC therefore receives considerable attention. But despite all research efforts, the question if or under which circumstances electronic order competes, coexists or supports superconductivity remains mostly controversial.

Here we investigate the relation of CDW and SC in the layered binary material 1T-TaS$_2$. This compound provides a well suited model system, as its underlying lattice structure is simple and the CDW order at ambient pressure has already been characterized in detail.$^{7,8}$ Interestingly, in 1T-TaS$_2$ a cascade of different CDW transitions occurs: with decreasing temperature, an incommensurate (IC) CDW develops first at about 550 K, which, upon further cooling, changes into a nearly commensurate (NC) CDW at $\approx$ 350 K. This phase then finally transforms into a commensurate (C) CDW below 190 K, which is commonly described as a Mott-phase due to electron-electron interactions.$^{9,10}$ Indeed, very recent time-resolved measurements revealed ultra-fast charge dynamics in the C-CDW phase,$^{11–14}$ lending support to the notion that electron-electron interactions are important and implying that the C-CDW is beyond conventional electron-phonon physics.

The occurrence of all these electronic phase transitions and in particular the appearance of a Mott-phase is already very interesting. But not long ago it was found that pristine 1T-TaS$_2$ also becomes superconducting below 5 K at pressures above 40 kBar.$^{15}$ The rich electronic phase diagram of 1T-TaS$_2$ as a function of pressure (p) and temperature (T) is shown in Fig. 1, where we reproduce previous results along with data from this study.

Based on detailed resistivity measurements, Sipos et. al. deduced a microscopic scenario for SC in 1T-TaS$_2$, according to which SC develops in metallic region that separate insulating C-CDW domains and grow with increasing pressure$^{15}$. In other words, the pressure induced SC and its coexistence with CDW order was explained in terms of a microscopic phase separation in real space. It is clear, however, that macroscopic measurements cannot

![FIG. 1. (color online) The pT-phase diagram of 1T-TaS$_2$. Blue square markers represent data from electrical resistivity measurements$^{15}$ and red circle markers the transition temperatures found by XRD in this study (C: commensurate, NC: nearly commensurate, IC: incommensurate, SC: superconducting). The C phase is characterized by a large hysteresis illustrated by the transparent reddish region.](image-url)
FIG. 2. (color online) Reciprocal space maps of the XRD intensity for the C-phase (a), the NC-phase (b) and the high-pressure IC-phase (c). In (a) the Bragg reflections are indicated by the Miller indices \((hkl)\) and the reciprocal lattice vectors \(a^\ast, b^\ast\) of the hexagonal plane are shown by black arrows. A magnified region in reciprocal space is displayed in the insets, where the threefold splitting of the satellite reflections in the NC-phase and the high pressure IC-phase can be clearly observed. (d) and (e) show the satellite peak positions in the NC phase as a function of \(p\) at 300 K and 15 K, respectively. In (d) \(q_1 = q_{NC} - q_C\) and rotating \(q_1\) by 120° and 240° yields \(q_2\) and \(q_3\), respectively. At both 300 K and 15 K, the modulation wave vector clearly shifts towards the IC-position with increasing \(p\). (e) also includes data taken in the SC region of the phase diagram at 45 kbar and 3.4 K. (f) \(k\)-scans through the 3rd order satellite peak (along red arrow in inset of (b)) versus \(p\) at \(T = 300\) K, illustrating the clear \(p\)-dependence of the peak position and intensity. The solid lines represent fitted pseudo-Voigt profiles.

provide information about the microscopic spatial structure of the CDW. Since this information is essential in order to understand the coexistence of SC and CDW in 1T-TaS\(_2\), we scrutinized the CDW order by means of X-ray diffraction (XRD) experiments as a function of \(p\) and \(T\).

The high-quality single crystals used for the present XRD study were grown by the iodine vapor transport method as described in Ref. 16. The majority of the present XRD measurements were conducted at the beamline ID09 of the ESRF. Oriented samples of about 80 \(\mu m\) diameter were loaded in a membrane driven diamond anvil pressure cell filled with helium as the pressure transmitting medium. For the low-temperature measurements the pressure cell was then installed in a continuous He-flow cryostat and exposed to a 10 \(\times\) 10 \(\mu m^2\) beam with a photon energy of 30 keV. A MAR555 flat panel detector was used to collect the diffraction data in large regions of reciprocal space. At each pressure, we collected a dataset of 120 images over a sample rotation of 60° with 0.5° scan width per image. We increased the pressure up to 150 kbar and 80 kbar at constant temperatures of 300 K and 15 K, respectively, and monitored the pressure \(in situ\) using the ruby fluorescence. During the low-temperature measurements we also cooled the sample to 3.5 K at every pressure point above 40 kbar, in order to reach the superconducting phase. In addition to these measurements, the C-NC transition at lower pressures was investigated at beamline BW5 of DESY. Here we used a clamp-type pressure cell\(^{17}\) and performed measurements as a function of temperature at constant pressure.

The reflections observed in XRD enable to determine the spatial arrangement of the lattice sites in a solid. In a CDW material one generally observes Bragg reflections, which are related to the underlying average structure. The CDW induces additional modulations of that structure and since the period of the CDW in real space is larger than that of the underlying lattice, additional
reflections appear around the Bragg peaks. These are referred to as superlattice or satellite reflections. The position, intensity and width of the satellite reflections provides direct information about the spatial structure, the amplitude and the correlation length of the CDW.

The XRD intensity was recorded as a function of the scattering vector \( \mathbf{Q} \), which is commonly given in terms of the Miller indexes \((hkl)\): \( \mathbf{Q} = h\mathbf{a}^\ast + k\mathbf{b}^\ast + l\mathbf{c}^\ast \) with \( \mathbf{a}^\ast \), \( \mathbf{b}^\ast \) and \( \mathbf{c}^\ast \) the reciprocal lattice vectors of the unmodulated structure (cf. Fig. 2(a)). Since the satellite reflections in 1T-TaS\(_2\) occur at different none-zero \( l \)-values\(^7\), we integrated the scattered intensity along the \( l \)-direction, resulting in diffraction pattern that correspond to projections of the x-ray intensity within a slice of thickness \( \Delta l = 2/3 \) onto the \( hh0 \)-plane in reciprocal space. Typical XRD datasets obtained in this way are presented in Fig. 2, where the additional satellite reflections around every Bragg peak can be clearly observed.

The diffraction pattern taken at 300 K and close to ambient pressure is shown in Fig. 2(b). Under these conditions the NC-CDW exists that is characterized by a wave vector \( \mathbf{q}_{NC} \), which deviates slightly from the commensurate wave vector \( \mathbf{q}_C \). As illustrated in Fig. 2(b), the slight incommensurability of \( \mathbf{q}_{NC} \) results in two third order satellites close to the first order peak. The observation of strong higher order satellite reflections verifies that the NC-phase is characterized by a domain like structure with sharp boundaries\(^7\). As can be seen in Fig. 2(a), the incommensurability and the resulting splitting of the satellite peaks vanishes in the C-CDW Mott-phase, which is reached when the sample is cooled down while keeping \( p \) close to ambient pressure (vertical path close to \( p=0 \) kbar in Fig. 1). This phase is characterized by a commensurate wave vector \( \mathbf{q}_C \) and is stabilized by electron-electron interactions\(^9,18\).

Keeping \( T \) constant at RT and increasing \( p \), the IC-phase is reached in agreement with earlier reports (horizontal path close to \( T=300 \) K in Fig. 1). However, as shown in the inset of Fig. 2(c), the pressure-induced IC-phase differs from the one at ambient pressure in that it shows an additional splitting of the satellite reflections within the \( hh \)-plane. This observation is in accordance with a previous study\(^19\), but the reason for this splitting is still unclear and subject of ongoing investigations.

The effect of increasing \( p \) at constant \( T \) on the wave vector \( \mathbf{q}_{NC} \) is presented in Fig. 2(d) and (e). We determined the peak positions by fitting 2D-Gaussian profiles to the measured diffraction pattern, including up to 50 first order and 25 third order satellite reflections. This enabled us to determine the peak positions with high accuracy. As can be observed in Fig. 2(d) and (e), the position of the satellite reflections clearly changes upon increasing \( p \), which corresponds to \( \mathbf{q}_{NC} \) moving towards \( \mathbf{q}_C \). For geometrical reasons the shift in position is more pronounced for the third order satellite reflections, as can be clearly seen in Fig. 2(d) and (f). The shift in position together with the behavior of the peak width and intensity is illustrated in Fig. 2(f), which shows scans along the reciprocal \( k \)-direction. Not only the peak shifts according to the change of \( \mathbf{q}_{NC} \). Also the intensity of the reflection is strongly suppressed, revealing a pronounced reduction of the CDW amplitude. The analysis of the peak profiles, however, does not show any significant broadening of the peaks, i.e., no change in the coherence length of the CDW is observed.

The in-plane components of the modulation wave vector determined by the fitting procedure are also summarized quantitatively for the RT and 15 K measurement in Fig. 3. Starting with the low-temperature data set, the C-NC transition is observed close to 40 kbar with increasing \( p \). Within the NC-phase, the \( \mathbf{q}_{NC} \) moves clearly towards \( \mathbf{q}_C \) without reaching it completely. Then at about 70 kbar a sudden jump of the modulation vector to \( \mathbf{q}_C \) signals a first order transition into the IC-phase (the threefold splitting is neglected and only the midpoint is shown). A corresponding behavior of the NC-IC transition is also observed at room temperature. These data agree very well with the \( pT \)-phase diagram deduced from resistivity measurements as illustrated in Fig. 1.

It is remarkable that the CDW at 15 K remains incommensurate up to 40 kbar, when the pressure is increased at constant \( T=15 \) K, because the C-phase is suppressed already at 6 kbar for temperature sweeps at constant \( p \).
This was shown by resistivity measurements\textsuperscript{15,20} and also verified by our XRD. Both experiments also showed a very large difference for the transition temperatures, depending on whether the sample is cooled or heated at constant \( p \). These observations imply that the C-phase is metastable in a large pressure-temperature region (cf. Fig. 1).

In order to search for possible changes of the CDW order in the SC-phase, we also cooled the sample from 15 K down to \( \approx 3.5 \) K at every pressure point within the NC-phase. However, no significant change of the CDW order could be detected upon entering the SC-region of the phase diagram (cf. star marker in Fig. 2(e)). Note, that upon cooling to the lowest T, the pressure decreased as well. Yet no significant changes of the CDW order were observed, which we attribute to hysteresis effects.

We now turn to the discussion of the presented XRD results and their implications for the coexistence of SC and CDW in 1T-TaS\textsubscript{2}. As already mentioned in the introduction, the \( p \)-induced superconductivity in this compound was recently explained in terms of a phase separation scenario, which is based on the microscopic structure of the NC-phase\textsuperscript{15}. The NC-CDW at ambient \( p \) is characterized by hexagonal shaped C-CDW domains separated by domain boundaries, which are also called discommensurations\textsuperscript{7,21–26}. The latter are commonly regarded as charged and metallic regions in-between C-CDW domains\textsuperscript{15}. However, it is important to realize that this is not a domain structure in the usual sense, because the C-CDW domains have a well-defined shape and size and, importantly, their spatial arrangement is periodically ordered. As a result, the C-CDW domains and the domain boundaries together form a regular kagome lattice with a large coherence length, yielding sharp satellite reflections in reciprocal space.

As it was shown previously\textsuperscript{26}, the average distance \( R \) of neighboring C-CDW domains (see Fig. 4) is directly related to the incommensurability of the CDW via

\[ R = \frac{8\pi}{3\sqrt{13} \cdot |q - q_C|}, \tag{1} \]

where \( R \) is given in lattice units, \( q \) is the measured modulation vector and \( q_C \) is the modulation vector of the commensurate phase. In addition to this, the sharpness of the C-domain boundaries determines the intensity ratio between first and higher order satellite reflections.

According to the scenario proposed in Ref. 15, the insulating C-CDW domains shrink with increasing pressure and, hence, the metallic domain boundaries widen and become interconnected as sketched in Fig. 4(d). At a certain pressure, the superconductivity can eventually occur at low temperature within the connected metallic regions. In this scenario, \( R \) will remain essentially constant with increasing pressure. Furthermore, the widening of the domain walls corresponds to smooth boundaries between neighboring C-CDW domains, which will result in a substantial change of the intensity ratio between the first and third order satellite reflection \( I_1/I_3 \). As can be seen in Fig. 4(a) and (b) these two characteristic changes are not observed. Instead, we find a clear reduction of \( R \) and a constant \( I_1/I_3 \) ratio within the errors of the experiment. Our data therefore does not agree with the scenario illustrated in Fig. 4(d).

The constant \( I_1/I_3 \) shows that the boundaries between neighboring C-CDW domains remain sharp, while \( R \) and with it the size of the C-CDW domains shrink with increasing \( p \). Our results hence imply that the spatial structure of the CDW changes as illustrated in Fig. 4(e). Further, the data in Fig. 4(e) shows that the intensity of the satellite reflections decreases by a factor of 3, i.e., the...
overall amplitude of the lattice modulation decreases by \(\approx 1/\sqrt{3}\) with pressure.

The shrinking of the C-CDW domains and the reduction of the CDW-amplitude observed by XRD agrees with the conclusions reported previously in Ref. 15. The important new result here is that the domain boundaries in the NC-phase do not form large interconnected metallic regions. We also do not observe a dissociation of the C-CDW domains, which would result in a strong broadening and, eventually, the disappearance of the NC-superlattice reflections. Instead, the sharp XRD peaks in the NC-phase prove that the metallic regions and the C-CDW domains in this phase always form a long-ranged ordered and periodic structure.

The pressure-induced formation of large metallic regions therefore seems not to be crucial for the SC in 1T-TaS\(_2\). Rather, the behavior illustrated in Fig. 4(e) requires that the ordered structure as a whole becomes superconducting. In other words, not only the metallic regions support SC, but the whole NC-structure illustrated in Fig. 4(e) forms a coherent macroscopic superconducting state. The same conclusion was also reached for the IC-CDW in 1T-TaS\(_2\) by Fe-substitution. From a completely different viewpoint, namely that of angle-resolved photoemission spectroscopy, Ang et al. also found that the NC-CDW and SC must coexist in real space\(^2\). Our results for the p-induced SC together with the study of Fe-induced SC by Ang et al. provide solid experimental evidence for SC occurring in the NC-CDW structure as a whole; a situation which is fundamentally different from the previously proposed phase separation in real space. The essentially p-independent superconducting transition temperature \(T_c\), together with the p-induced changes of the NC-CDW observed here, further implies that NC-CDW and SC are not competing. We therefore argue that instead of a phase separation in real space there is a phase separation in k-space: NC-CDW gap and SC gap occur in separate regions of the Fermi surface.

While, according to the pT-phasediagram, the same should also be true for the IC-CDW, the Mott C-CDW clearly competes with SC. Most likely because it completely gaps the Fermi surface and hence leaves no states for the superconducting condensate. Further dedicated studies of the electronic structure as a function of pressure are however necessary to verify these conjectures. In particular, notwithstanding the obvious competition between the Mott C-CDW and SC, it remains to be clarified whether or not electron-electron interactions are relevant for the SC of 1T-TaS\(_2\). We believe that the superconducting CDW in 1T-TaS\(_2\) can serve as a viable model, which will help to understand also other complex materials, sharing the same pathology.
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