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Abstract—Multiple object tracking (MOT) is a significant task in achieving autonomous driving. Traditional works attempt to complete this task, either based on point clouds (PC) collected by LiDAR, or based on images captured from cameras. However, relying on one single sensor is not robust enough, because it might fail during the tracking process. On the other hand, feature fusion from multiple modalities contributes to the improvement of accuracy. As a result, new techniques based on different sensors integrating features from multiple modalities are being developed. Texture information from RGB cameras and 3D structure information from Lidar have respective advantages under different circumstances. However, it’s not easy to achieve effective feature fusion because of completely distinct information modalities. Previous fusion methods usually fuse the top-level features after the backbones extract the features from different modalities. In this paper, we first introduce PointNet++ to obtain multi-scale deep representations of point cloud to make it adaptive to our proposed Interactive Feature Fusion between multi-scale features of images and point clouds. Specifically, through multi-scale interactive query and fusion between pixel-level and point-level features, our method, can obtain more distinguishing features to improve the performance of multiple object tracking. Besides, we explore the effectiveness of pre-training on each single modality and fine-tuning on the fusion-based model. The experimental results demonstrate that our method can achieve good performance on the KITTI benchmark and can achieve good performance on the KITTI benchmark and outperform other approaches without using multi-scale feature fusion. Moreover, the ablation studies indicate the effectiveness of multi-scale feature fusion and pre-training on single modality.
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I. INTRODUCTION

Multiple object tracking (MOT) is a crucial component of autonomous driving. Multi-object tracking is about keeping the identification (ID) propagation for the same object and forming new tracklets in a video sequence. It is an essential part of many applications, such as self-driving, odometry and robot collision prediction [1], [2].

Autonomous vehicles employ a variety of sensors, including stereo cameras, LiDAR, Radar sensors, etc. Accordingly, various algorithms are developed to accomplish the MOT task based on the aforementioned sensors, primarily cameras and LiDAR [3]-[6]. The methods [4], [5] in the image domain take the RGB images captured by the camera as inputs, then apply convolutional neural networks (CNNs), such as VGGNet [7] and ResNet [8] for feature extraction. Other studies [6] are based on LiDAR, which have attracted more and more attention as a result of the development of deep representation of point cloud [9], [10] and 3D object detection [11]. The development of object detection in 3D spaces promotes the feature extraction of point clouds, which also benefits the feature extraction process in the object tracking task.

However, all of the methods based on a single modality have several drawbacks in common, such as low precision and lack of reliability because occlusion and fast moving instances tend to cause mismatching problems. Therefore, a number of methods [3], [12] based on different modalities are developed. A multi-modality MOT framework, mmMOT [13], is proposed, where features from LiDAR and images are extracted separately and then fused together using a fusion module to form a single feature. In order to combine image and LiDAR features, GNN3DMOT [14] provides two operations: 1) Addition of 2D and 3D features, 2) Concatenation of 2D and 3D features. EagerMOT [15] establishes a matching between 2D and 3D detections by projecting the 3D detections to the image plane to avoid false detection, but it does not pay much attention to the feature fusion. All of these methods only fuse the top-level features obtained from the backbones once. However, the abundant information embedded in the low-level features and the position relationship in the original pixels and point clouds are ignored, which is significant for extracting as much as information from different sensors.

To fully exploit the features from different levels, in the paper, we design an multi-scale fusion module of 2D and 3D features for multiple object tracking. Inspired by the idea of projection of 3D detections on the image plane from [15], our method is able to achieve interactive feature fusion between image and LiDAR based on the positional relationship of the projected point clouds and pixels on the image plane. During the fusion process, the features of grouped points (or pixels) are fused with the center pixels (or points) using attention as a result of the development of deep representation of point cloud [9], [10] and 3D object detection [11].

To fully exploit the features from different levels, in the paper, we design an multi-scale fusion module of 2D and 3D features for multiple object tracking. Inspired by the idea of projection of 3D detections on the image plane from [15], our method is able to achieve interactive feature fusion between image and LiDAR based on the positional relationship of the projected point clouds and pixels on the image plane. During the fusion process, the features of grouped points (or pixels) are fused with the center pixels (or points) using attention mechanism, where the features of every point (or pixel) are assigned a weight value to represent its importance. Apart from four times of multi-scale feature fusion, our method...
also further exploits the inherent position information between point clouds and corresponding image patches to gain better performance, which previous methods \cite{13, 14} ignored in the fusion process.

In recent years, a variety of studies have shown that pre-trained models (PTMs) on ImageNet \cite{16} can learn generic image representations, which is helpful for downstream computer vision tasks. Pre-training can help avoid training models from scratch. After we design a network, which is usually a multi-layer convolutional neural networks (CNN) for images, we can use one training set to pre-train this network, learn the network parameters on one task, and then store them for further use. For another downstream task, the network parameters can be initialized by loading the parameters learned in the first task then fine-tuned on the new dataset. Different from traditional pre-training, in this paper, we first pre-train our models on single modality, images and point clouds respectively. After pre-training, we take the parameters of the two feature extraction backbones and use them for the model based on multiple modalities.

In summary, our main contributions are as follows:

- A novel interactive feature fusion module is proposed to achieve interactive fusion between features from different modalities by exploiting the inherent positional relationship between point clouds and pixels of images.
- The multi-scale feature fusion process is performed for four times in total during the feature extraction process. Both the low-level and high-level features are used for the final prediction.
- Effectiveness of pre-training in multi-object tracking task is explored. We first train the model based on one single modality, image and LiDAR branch. We apply the pre-trained parameters on the final tracking model using the fused features from different modalities.
- The experiments show that our method can perform well on the KITTI benchmark \cite{17}. Furthermore, the ablation studies show that multi-scale interactive feature fusion and pre-training on a single modality are beneficial.

## II. RELATED WORK

### A. 2D and 3D Feature Fusion

Fusing the camera and point cloud features has been proven to improve both accuracy and robustness in 3D object detection and tracking tasks \cite{13, 18}.

Zhang et al. \cite{13} designed a multi-modality multi-object tracking framework. Following the paradigm of tracking by detection, the image and point cloud features are extracted separately at first, and then through an attention-based fusion module, two single modalities are used to compute a fused modality, which offer a significant performance gain over the single modality. GNN3DMOT \cite{14} achieves the fusion of image feature and LiDAR feature through a novel mechanism based on graph neural networks, which benefits the distinguishing feature learning for multi-object learning. EagerMOT \cite{15} proposed a novel two-stage data association process, which fuse object detection results from different sensors. Yoo et al. \cite{18} proposed an approach named auto-calibrated projection method for fusing camera and LiDAR features to achieve better performance in 3D object detection, through which high-precision correspondence between camera and LiDAR feature map in the BEV domain can be achieved.

### B. Multiple Object Tracking

Many recent works \cite{13, 19} concerning multiple object tracking follow the tracking by detection paradigm, where a detector and a tracker is applied respectively. Firstly, a detector is used to obtain the object detection results in two consecutive frames in a video sequence to be tracked. The detector can be either 2D based on image or 3D based on point cloud. Then the set of detections is fed to the tracker, which will perform the data association process. During the data association process, the detected object will be assigned to an existing trajectory or a newly created empty trajectory through a birth/death check mechanism. A lot of approaches are used for solving the data association problem, such as Kalman filter \cite{20}, Hungarian algorithm \cite{3, 20}, etc. A linear programming framework can be used to solve these problems \cite{21}, which is widely used in the applications of computer vision for solving object matching problems.

Other works \cite{5, 22} try to complete the two tasks, detecting and tracking, at the same time. This approach enables the two tasks to benefit each other while learning. CenterTrack \cite{12} proposed a novel tracking framework which estimates the object motion of the current frame by performing detection on an image pair and combining the object detection results of the previous frame.

### C. Deep Learning on Point Cloud

Point cloud, as an important source of 3D information, is crucial in the field of robust object detection \cite{23}. Many works have been done to exploit the feature learning of point cloud.

Charles et al. PointNet \cite{9} designed a novel framework for processing unstructured point cloud, without requirements for the highly regular input format. Based on PointNet, PointNet++ \cite{10} is proposed, which is a hierarchical neural network by grouping the local features into larger units to obtain high-level features. In PointNet++ \cite{10}, two set abstraction layers are proposed, which can combine features from different local point densities. In our work, we applied PointNet++ for the feature extraction of point cloud in each frame, with a different number of points selected due to different density of points in each object detection.

## III. INTERACTIVE FEATURE FUSION FOR MULTI-OBJECT TRACKING

### A. Problem Formulation

The objective of Multiple object tracking (MOT) is to assign a consistent and unique ID for the same object in a continuous video sequence. It can be formulated as follows: given a set of object detections \( O = \{ o_1, o_2, \ldots, o_t, \ldots, o_T \} \), where \( o_t \) denotes the detected objects in frame \( t \) and \( T \) is length of the video sequence. Each object is represented by a bounding box, \( o_t = \{ b_{t1}, b_{t2}, \ldots, b_{tn}, \ldots, b_{tN} \} \), where \( N \) is the number...
of objects in frame \( t \). A tracklet at time \( t - 1 \) is defined as a set of object detections in different frames before \( t \), \( \mathcal{T}_{t-1} = \{ \tau_1, \tau_2, \ldots, \tau_{t-1} \} \), where \( \tau_{t-1} \) is either empty or \( \tau_{t-1} \in \mathcal{O}_{t-1} \). For multiple object tracking, the goal is to establish the connection between \( \mathcal{T}_{t-1} \) and \( \mathcal{O}_t \). As shown in the Figure 1, a successful tracking process is to assign an correct ID to each object in frame \( t \), based on their similarity to the tracklets before \( t \), even with occlusions and false detection.

B. Structure Overview

We illustrate the complete structure of our method in Figure 2. The whole structure consists of four components. First, we obtain a set of object detections as input. Next, the detection results of 2D image and 3D point cloud are passed to the adjacency set abstraction module from PointNet++ [10], we come up with a novel method to better fuse the features from different modalities based on their position relation in physical spaces.

The LiDAR points are first projected on the full image plane through calibration matrix. The 2D detection results are represented by a 2D bounding box. In our method, each image patch within a bounding box is cropped from the full image, then resized to the shape of \( 224 \times 224 \), taken as input to the VGG-Net backbone. As a result of the resizing process, the projected LiDAR points need to be calibrated according to the size of the resized picture. The project matrix has been changed, which means the point clouds need to be re-projected if the projection plane changed.

The coordinates of the projected points on full image is denoted as \( (u, v) \), and the position of the bounding box is \( x_1, y_1, x_2, y_2 \), where \( x_1 < x_2, y_1 < y_2 \). Therefore, the coordinates of projected points on the cropped picture (not resized yet) can be expressed as \( (u', v') = (u - x_1, v - y_1) \), then the resized position \( (u'', v'') \) can be calculated using the zooming principle in the \( x \) and \( y \) axes.

\[
(u'', v'') = \left( \frac{W}{\Delta x} u', \frac{H}{\Delta y} v' \right),
\]

where \( \Delta x = x_2 - x_1, \Delta y = y_2 - y_1 \), and \( W, H \) is the width and height of the resized image, respectively. If equation (1) is written as a matrix, \( M \)-matrix, it is shown in equation (2).

It’s noteworthy that the \( M \)-matrix for each image patch in a bounding box is usually different, because the image patches can vary in size, both width and height. On the other hand, the projected points within the same bounding box can be calibrated via multiplying the coordinates by the same \( M \)-matrix. Through this re-scaled projection method, the point clouds can be projected to the right place no matter how the size of image patch varies and satisfactory correspondence between the position of point clouds and the scaled image patch can be obtained.

\[
\begin{pmatrix}
    u'' \\
    v'' \\
    1
\end{pmatrix} = \begin{pmatrix}
    \frac{W}{\Delta x} & 0 & -\frac{Hx_1}{\Delta x} \\
    0 & \frac{W}{\Delta y} & -\frac{Hy_1}{\Delta y} \\
    0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
    u \\
    v \\
    1
\end{pmatrix} \triangleq M \cdot \mathbf{u}_v. \tag{2}
\]

2) Points-centered Interactive Fusion: In this module, we set the projected LiDAR points as the center whose features are updated by grouping the features of the neighborhood image pixels. As shown in Figure 3 (a), first, the LiDAR points are projected to image plane, using the projection...
From Figure 2, we can see the structure overview of the proposed multi-scale interactive fusion method. The features are extracted by two backbones, VGG-Net and PointNet++, during which a feature interaction module is proposed. The feature interaction between two modalities will be performed for four times, same as the number of layers of the backbone. Then the image and LiDAR features are fed to a fusion module, forming fused features. Next, adjacency estimator will predict the scores based on the fused features. After birth/death check and ID propagation, we can obtain new tracklets.

Let \( \{x_i, f_i\} \) denote the position and features of the center point and \( \{x_k, f_k\} \) denote that of pixels. \( K \) nearest neighboring pixels, whose features are represented by \( f_k \), are grouped for a center point based on their distances on the 2D image plane. After multiple times of feature extraction, the number of points decreases. Without a limited radius, far-away pixels tend to be grouped, which harms the extraction of distinguishing features. Therefore, instead of purely select \( K \) nearest pixels regardless of the distance, we additionally set a searching radius \( r \) for the KNN algorithm to filter out the neighbors that are too far away from the center point. The shape of \( f_k \) is \( K \times D \), where \( D \) is number of feature channel. Next, the features \( f_p \) of the center point are replicated for \( K \) times, generating \( f_k \), whose shape is also \( K \times D \).

Given the grouped pixels and center LiDAR point, an attention mechanism is proposed to effectively fuse their features to obtain better representations of the local structures. First, two separate Multi-Layer Perceptrons (MLP) are used to obtain a self-attention weights from the original features \( f_p \) and \( f_k \). The attentive weights are:

\[
\begin{align*}
    w_p^k &= \text{Sigmoid}(\text{MLP}(f_p^k)), \\
    w_p^k &= \text{Sigmoid}(\text{MLP}(f_k^k)).
\end{align*}
\]

By multiplying the features with their corresponding attentive weights, we can get the weighted features from two modalities, \( g_p^k \) and \( g_p^k \). The fused feature \( g_j^k \) is the sum of the element-wise products of \( f_i^k, w_i^k \) and \( f_k^k, w_k^k \) calculated as Equation (5), where \( \odot \) indicates element-wise multiplication.

\[
g_j^k = \frac{g_p^k + g_m^p}{w_p^k + w_m^p} = \frac{f_i^k \odot w_i^k + f_k^k \odot w_k^k}{w_i^k + w_k^m}.
\]

In addition to feature correlation, the positional relationship between different modality is also considered in feature fusion. The coordinate information \( u_i^k \in \mathbb{R}^{K \times 2} \) containing position relation between points and pixels is calculated as Equation (6), including the original coordinates, the differences of coordinates, and the euclidean distances. We believe that these three components contain more abundant and comprehensive information than the original coordinates.

\[
u_i^k = x_i^k + y_i^k + (x_i^k - y_i^k) \odot \| x_i^k - y_i^k \|,
\]

where \( \oplus \) denotes concatenation operation between tensors, and \( \| \cdot \| \) denotes euclidean distance between two points.

For the second stage, our method attempts to combine the position information \( u_i^k \) with the fused feature \( g_j^k \) of the first stage to generate an attention map. A fully connected layer (FC) is used as an encoder for position information, making the shape of encoded position information exactly same as the fused feature. Then, a MLP is used to process the concatenated information, generating the attentive weights of the second stage \( w_j^k \in \mathbb{R}^{K \times D} \).

\[
w_j^k = \text{Softmax}(\text{MLP}(g_j^k \oplus \text{FC}(u_i^k))).
\]
Lastly, by summing up the weighted fused features in the $K$ dimension, we get the final fused features $e_f$ of the point cloud located at $x_p$.

$$e_f = \sum_{k=1}^{K} g_f^k \odot w_f^k. \quad (8)$$

The original point cloud feature is then replaced by the fused feature and fed to the next layer of backbone for further feature extraction.

3) **Pixels-centered Interactive Fusion**: In a manner similar to the points-centered interactive fusion process described in Section III-C2, the position of pixels $x_i$ is used to search $K$ nearest neighbors $x_p^k$ among points projected on the image plane, whose features are denoted as $f_p^k$.

After multiplying $f_p^k$ by the weights $w_p^k \in R^{K \times D}$, which is obtained from a shared MLP, we can obtain the grouped point cloud features $g_p^k \in R^{K \times D}$. In the following equations, $\odot$ indicates element-wise multiplication.

$$g_p^k = f_p^k \odot \text{Sigmoid} (\text{MLP} (f_p^k)). \quad (9)$$

Likewise, the image features of center pixel are extracted as follows:

$$g_i^k = f_i^k \odot \text{Sigmoid} (\text{MLP} (f_i^k)). \quad (10)$$
Next, the features from different modalities are added up, generating $g_f^k \in R^K \times D$, and then concatenated with position information $v_f^k$ encoded by a fully connected layer (FC) from the calculated coordinate information $u_f^k$ same as Equation (6). After feeding the concatenated information to a shared MLP for processing, the attentive weights $w_f^k$ of the second stage can be obtained as follows:

$$w_f^k = \text{Softmax}(\text{MLP}(g_f^k \oplus v_f^k)),$$

where $\oplus$ denotes concatenation between tensors, and $\odot$ denotes element-wise multiplication. At last, the new image feature $e_f \in R^D$ is obtained from the weighted sum of the fused features $g_f^k$ in the $K$ dimension, as follows:

$$e_f = \sum_{k=1}^{K} g_f^k \odot w_f^k.$$

To summarize, the interactive fusion for pixels is quite similar to the points-centered interactive fusion, with the exception of the specified $K$ and the radius for KNN, which are different because the density of pixels is significantly larger than the density of points.

4) Further Feature Fusion: During the feature extraction process, we achieve feature interaction between image domain and point cloud domain. Given the image and point cloud features obtained from the backbone, we merge features from two different modalities into one for the following predictions. The camera and LiDAR features are fused with a attention mechanism [13] shown as follows:

$$G_c = \text{Sigmoid}(\text{MLP}(F_c)),$$

$$G_l = \text{Sigmoid}(\text{MLP}(F_l)),$$

$$F_f = \frac{G_c \odot F_c + G_l \odot F_l}{G_c + G_l}.$$

where $\odot$ denotes element-wise multiplication, and $F_c, F_l, F_f \in R^D$ denotes the image, LiDAR and fused features respectively. Through this fusion module, the features from different modalities are assigned different degrees of significance using the learned weights $G_c$ and $G_l$, which contributes to deal with the circumstances where one sensor fails or not reliable enough.

5) Adjacency Estimation: In order to train the network in an end-to-end manner, we adopt the adjacency matrix learning from [13], consisting of three estimators.

The new/end estimator predicts whether an object detection in frame $t$ is the beginning or end of a tracklet. If the estimator determines that a detection is a start point, a new tracklet will be created and a new ID is assigned to the detection. If one detection is determined as an end, it will be appended to an existing tracklet, and that tracklet will not be participate in the next process of data association between frame $t$ and $t + 1$. The confidence estimator predicts whether an object detection in frame $t$ is a false detection, which helps avoid mis-matching problems. For the adjacency estimator, it predicts the linking score $s_{ij}$, determining whether there is connection between the $i$-th tracklet of the $M$ tracklets in frame $t - 1$ and the $j$-th detection of the $N$ object detections in frame $t$.

D. Pre-training on Different Modalities

Pre-training has been proven to be quite effective in some previous work [25]. It usually consists of two steps, 1) pre-training the model on abundant data concerning upstream task, 2) fine-tuning on downstream specific tasks. However, [26] points out that there exists a gap between the pre-training and fine-tuning if the task is different due to the slightly different optimization objectives, but all of these above problems will not influence our work in this paper. Upstream and downstream tasks are not included in our pre-training, instead, only multi-object tracking task is performed, which ensures that there are no gaps in optimization objectives between the upstream task and downstream task during the training process.

First, we use only image feature for the aforementioned adjacency matrix learning and the subsequent tracking task. Secondly, we do the similar process based on the feature extracted from point clouds. From the two steps, we can obtain two pre-trained feature extractors for different modalities. Finally, we put the two pre-trained backbones into the complete tracking framework, which utilizes both the image and the point cloud features to generate fused features to further aid the multi-modality multi-object tracking task.

IV. EXPERIMENTS

A. Settings

1) Dataset: The KITTI benchmark [17] is a well-known benchmark for applications on autonomous driving and related technologies. All of our experiments is conducted on the KITTI MOT dataset, which consists of 21 training sequences and 29 testing sequences. Since the official dataset does not provide a training/validation split, following [13], we choose sequences 00, 02, 05, 07, 10, 11, 14, 16, 17, 18, 19 as the validation dataset and take the rest as training dataset.

2) Evaluation Metrics: We use standard MOT metrics, CLEAR MOT [31] (including Multiple Object Tracking Accuracy (MOTA), Multiple Object Tracking Precision (MOTP), ID Switches (IDS), Fragmentation (FRAG), False Negatives (FN) and False Positives (FP)) and Mostly Tracked targets (MT) / Mostly Lost targets (ML) [32], to evaluate the performance of our method on KITTI Benchmark. Apart from the metrics mentioned above, we also adopt Higher Order Tracking Accuracy (HOTA), Detection Accuracy (DetA) and Association Accuracy (AssA) [33], which enables better understanding of tracking behavior than previous metrics.

B. Implementation Details

Our models are trained on a TITAN RTX, and the batch size we use is 1. We use ADAM as our optimizer with a learning rate of $3 \times 10^{-6}$.

1) Object Detection: For evaluation on the KITTI testing set, we use the 3D detection results produced by PointPillars [34] and 2D detection results obtained from RRC-Net [35].
Table I

| Method                        | MOTA↑ | MOTP↑ | ID-s↓ | HOTA↑ | DetA↑ | AssA↑ | FN↓  | FP↓ | Frag↓ | MT↑ | ML↓ |
|-------------------------------|-------|-------|-------|-------|-------|-------|------|-----|-------|-----|-----|
| DSM [24]                      | 73.94 | 83.5  | 939   | 60.05 | 64.09 | 57.18 | 637  | 7388| 737   | 59.38| 8.46|
| extraCK [27]                  | 79.29 | 82.06 | 520   | 59.76 | 65.18 | 55.47 | 675  | 5929| 750   | 62.31| 5.85|
| MOTBeyondPixels [3]           | 82.68 | 85.50 | 934   | 63.75 | 72.87 | 56.4  | 741  | 4283| 581   | 72.61| 2.92|
| 3D-CNN/PMBM [25]              | 79.23 | 81.58 | 485   | 59.12 | 65.43 | 54.28 | 1024 | 5634| 554   | 62.77| 6.46|
| JCSTD [29]                    | 80.24 | 81.85 | 173   | 65.94 | 65.37 | 67.03 | 405  | 6217| 700   | 57.08| 7.85|
| IMMDP [30]                    | 82.75 | 82.78 | 211   | 68.66 | 68.02 | 69.76 | 422  | 5300 | 201   | 60.31 | 12.15 |
| mmMOT [13]                    | 83.23 | 85.03 | 733   | 62.05 | 72.29 | 54.02 | 752  | 4284 | 570   | 72.92 | 2.92 |
| Ours                          | 84.24 | 85.03 | 415   | 62.69 | 72.22 | 55.20 | 713  | 4292 | 568   | 72.97 | 2.77 |

Figure 4. Qualitative results of our multi-object tracking method. We illustrate a comparison between tracking results using different modalities. The first column is the tracking results with only images as inputs, the second column is that with only LiDAR point clouds as inputs, and the third column is that with both as inputs.

2) Feature Extraction: We use VGG-Net [7] and PointNet++ [10] as the backbone for feature extraction of image and point cloud, respectively.

For image domain, skip pooling layers [7] are applied to the output feature of each layer of the VGG-Net backbone, whose number of channels is 128, 256, 512, 512 in turn. After the process of skip pooling layers, we can obtain four vectors with an identical length of 128. Next, the four vectors are concatenated together, forming a vector whose length is 512, then passing to the fusion module.

For LiDAR branch, we use PointNet++ [10] as our backbone. We take the point clouds filter by the frustum projected by the 2D bounding box as input. Point clouds from different object detections are combined together, forming a \( n \times 3 \) vector, where \( n = n_1 + n_2 + n_3 + \cdots + n_l \). \( n_1, n_2, \cdots, n_l \) denote the number of points in each frustum and \( l \) denotes the number of frustums. The point clouds are then passed to the PointNet++ [10] for feature extraction. As the number of points is decreasing from \( n \) to \( n/2, n/4, n/8 \), the number of feature channels is increasing from 128 to 256, 512, 512. Finally, we obtain a deeper representation of point cloud and feed it to the fusion module.

C. Results

We compare our method with other published state-of-art methods [3], [13], [24], [27]–[30] on the KITTI testing dataset with the evaluation metrics introduced in Section IV-A2. As Table I shows, our method obtains the best performance in terms of MOTA, which is a comprehensive metric in evaluating the performance in multi-object tracking. We believe that the proposed multi-scale interactive feature fusion module in this paper contributes greatly to this improvement. Our method also outperforms the baseline, mmMOT [13], with fewer ID-s even using the same detection results. Because of the interaction between points and pixels during feature extraction process, the extracted features are more distinguishing, alleviating the mismatching problems.

Figure 4 shows the visualization results of our method under three different modality settings. It can be observed in the first column that the image-based tracking failed because of large displacement of objects in adjacent frames and occlusion between crowded objects, which causes the mismatching problems. For the LiDAR branch in the second column, the sparsity of point cloud of objects in the long distance leads to the failure of ID propagation while tracking. Focusing on the car annotated by the red circle and the yellow circle, in the last column, it can be observed that the fusion-based tracking outperforms the other two single-modality methods.

D. Ablation Study

To evaluate the effectiveness of our method, we conduct an ablation study on the validation dataset of KITTI [17].

1) Interactive Feature Fusion Module: To evaluate the effectiveness of our proposed multi-scale interactive feature
fusion module, we compare the tracking performances with or without the four interactive feature fusion layers. From the top and bottom row in Table II, it can be observed that using the interactive fusion module can improve the MOTA greatly over the baseline. Then we attempt to remove a few layers to see how much one single layer can affect the final results. From the second row to the fifth row of Table II, it can be observed that each layer contributes to the improvement on MOTA to some different degree.

2) Pre-training on Single and Multiple Modalities: We compare the effectiveness of pre-training on VGG-Net [7], PointNet++ [10]. We present the experimental results with different modalities, image, LiDAR point cloud and both of them, under the different pre-training settings. In Table III it can be observed that pre-training on a single modality can contribute to the improvements of MOTA. Specifically, pre-training on VGG-Net can benefit the results with the inputs of images, and pre-training on PointNet++ can benefit the results with the inputs of point clouds. When pre-training on both VGG-net and PointNet++ is conducted, the best performance of tracking based on fusion modality is achieved. Specifically, these two backbones can benefit each other to report a MOTA score of 79.22 using fused features, outperforming over other pre-training settings.

E. Visualization of the Attentive Fusion

In Figure 5 we visualize the attentive weights of the two different interactive fusion methods, where the white dot denotes the center point. In the second column, the grouped pixels outside the vehicle (blue) possesses a lower weight value than pixels inside the vehicle (red). In the third column, our method tends to attach higher weight value to the points, which possess similar textures to the center pixel.

V. Conclusion

In this paper, we proposed a novel approach named Multi-Scale Interactive Feature Fusion for the fusion process of features from two different modalities, RGB images and LiDAR point cloud. The proposed method can not only achieve better performance in fusing the features from multiple sensors, but also fully exploit the positional relationship between points of point cloud and pixels of images by introducing PointNet++ as the backbone for feature extraction of LiDAR point cloud. We also propose the pre-training method on each single modality for the fusion-based multi-object tracking. Extensive ablation studies demonstrate the effectiveness of our proposed methods. We believe that the proposed fusion method will enlighten other researchers on exploring the spatial relation between points and pixels to achieve better fusion in the field of multi-modality perception.
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