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Abstract

This paper studies time-inhomogeneous nonequilibrium diffusion processes, including both Brownian dynamics and Langevin dynamics. We derive upper bounds of the relative entropy production of the time-inhomogeneous process with respect to the transient invariant probability measures. We also study the time reversal of the reverse process in Crooks’ fluctuation theorem. We show that the time reversal of the reverse process coincides with the optimally controlled forward process that leads to zero variance importance sampling estimator based on Jarzynski’s equality.
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1 Introduction

In recent years, there has been growing research interest in understanding time-inhomogeneous systems in various research fields, such as in nonequilibrium physics [8, 48, 43], molecular dynamics [15, 9], complex networks [19, 23], and biology [51, 25]. In nonequilibrium physics, in particular, one theoretical focus in the study of time-inhomogeneous systems has been the nonequilibrium work relations, which concern dynamical processes that are out of equilibrium under nonequilibrium driving forces. Notably, Jarzynski’s equality relates the free energy differences between two equilibrium states to the nonequilibrium work needed to drive the system from one state to another within finite time [27, 29], while fluctuation relations reveal the connections between the forward process and the corresponding reverse nonequilibrium process [7, 8, 33, 48, 21].

In this paper we study time-inhomogeneous nonequilibrium diffusion processes, including both Brownian dynamics (or overdamped Langevin dynamics) and Langevin dynamics [50], which are widely used in modeling the dynamics of particle systems in different application areas. Our aim is to provide mathematical analysis on several topics of time-inhomogeneous processes, namely the relative entropy, time reversal, as well as a type of optimal control problem that is related to Jarzynski’s equality [21]. Since the results for Brownian dynamics and Langevin dynamics are similar, in the following we summarize our results for Brownian dynamics and then discuss the differences in the case of Langevin dynamics.
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Given smooth functions $J : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n$, $V : \mathbb{R}^n \times [0, T] \to \mathbb{R}$ and $\sigma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times m}$, where $T > 0$ and $m \geq n$, we consider the Brownian dynamics (forward process) on $\mathbb{R}^n$ which satisfies the stochastic differential equation (SDE)

$$dx(s) = b(x(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(x(s), s) \, dw(s),$$

$$= \left( -J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(x(s), s) \, dw(s), \quad s \in [0, T],$$

where $\beta > 0$, $\gamma = \sigma \sigma^T$, $b = J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma$, $\nabla \cdot \gamma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n$ denotes the vector whose components are $\left( \nabla \cdot \gamma \right)_i = \sum_{j=1}^{n} \frac{\partial \gamma_{ij}}{\partial x_j}$ for $1 \leq i \leq n$, and $w(s)$ is an $m$-dimensional Brownian motion. Note that both the drift $b$ and the diffusion coefficient $\sigma$ are time-dependent. The matrix-valued function $\gamma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times n}$ is assumed to be uniformly positive definite. For each $s \in [0, T]$, we denote by $\nu_s$ the probability distribution of $x(s) \in \mathbb{R}^n$, and we make the assumption that the process (for fixed $s$)

$$dx(t) = b(x(t), s) \, dt + \sqrt{2\beta^{-1}} \sigma(x(t), s) \, dw(t), \quad t \geq 0$$

is ergodic with respect to a unique invariant measure $\nu_s^\infty$, which will be called the transient invariant measure of (1) at time $s$.

Our first result for Brownian dynamics (2) (Theorem 1) concerns upper bound estimate for the relative entropy of $\nu_s$ with respect to $\nu_s^\infty$ as a function of $s$, defined as

$$\mathcal{R}(s) = D_{KL}(\nu_s | \nu_s^\infty) = \int_{\mathbb{R}^n} \frac{d\nu_s}{d\nu_s^\infty} \ln \frac{d\nu_s}{d\nu_s^\infty} \, d\nu_s,$$

where $D_{KL}(\cdot | \cdot)$ denotes the Kullback-Leibler divergence between two probability measures. The derivation of the upper bound of $\mathcal{R}(s)$ relies on the formula of the relative entropy production rate (Proposition 2):

$$\frac{d\mathcal{R}(s)}{ds} = -\beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} \, d\nu_s^\infty + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} \, d\nu_s - \frac{1}{\beta} \int_{\mathbb{R}^n} \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right)^2 \, d\nu_s,$$

as well as the logarithmic Sobolev inequality of $\nu_s^\infty$. We point out that (1) generalizes the known results in literature for time-homogeneous processes [17, 44] with respect to a fixed invariant measure to time-inhomogeneous processes (1) with respect to the transient invariant measures $\nu_s^\infty$.

Our second result for Brownian dynamics (3) (Theorem 2) is about the connection between the time reversal $x^{R,-}(s) = x^R(T-s)$ of the so-called reverse process $x^R(s)$ of (1), which satisfies [8, 29]

$$dx^R(s) = \left( -J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x^R(s), T-s) \, ds + \sqrt{2\beta^{-1}} \sigma(x^R(s), T-s) \, dw(s),$$

for $s \in [0, T]$, and the stochastic optimal control problem [16]

$$\min_{u_s} \mathbb{E} \left( \int_0^T \frac{\partial V}{\partial s}(x^n(s), s) \, ds + \frac{1}{4} \int_0^T |u_s|^2 \, ds \mid x^n(0) = x \right), \quad x \in \mathbb{R}^n.$$
of the controlled forward process

\[ dx^n(s) = b(x^n(s), s) \, ds + \sigma(x^n(s), s) \, u_s \, ds + \sqrt{2\beta^{-1}}\sigma(x^n(s), s) \, dw(s), \]  

where \( u_s \in \mathbb{R}^m \), \( 0 \leq s \leq T \), is the feedback control force. While (6) involves initial conditions, there is a function \( u^* : \mathbb{R}^n \times [0, T] \to \mathbb{R}^m \), such that \( u^*_s = u^*(x, s) \) is the optimal control of the problem (6)–(7), when the state of the process at time \( s \) is \( x \in \mathbb{R}^n \). We show that the time reversal \( x^{R, -}(s) \) coincides with the optimally controlled process \( x^{u^*}(s) \), i.e. they have the same law on the path space \( C([0, T], \mathbb{R}^n) \), provided that both processes \( x^{R, -}(s) \) and \( x^{u^*}(s) \) start from the same initial distribution. This result may be interesting as it relates processes in two different contexts. In fact, the time reversal \( x^{R, -}(s) \) is the process considered in the celebrated Crooks’ fluctuation theorem [7, 8], while the optimally controlled process \( x^{u^*}(s) \), as well as the optimal control problem (6)–(7), arises in the study of optimal Monte Carlo estimators based on Jarzynski’s inequality [21].

Similar results are obtained for time-inhomogeneous Langevin dynamics, namely the relative entropy estimate (Theorem 4) as well as the connection between the time reversal of reverse process and certain optimally controlled forward process (Theorem 4). In the following, we briefly discuss the main difference in estimating relative entropy in the case of Langevin dynamics. Consider the time-inhomogeneous Langevin dynamics

\[
\begin{align*}
dq(s) &= p(s) \, ds \\
dp(s) &= -\nabla_q V(q(s), s) \, ds - \xi p(s) \, ds + \sqrt{2\beta^{-1}}\xi \, dw(s)
\end{align*}
\]  

with the corresponding Hamiltonian \( H(q, p, s) = V(q, s) + |p|^2/2 \) for \( q, p \in \mathbb{R}^n \), where \( \xi > 0 \) is a positive constant and \( \nabla_q \) denotes the gradient with respect to \( q \). Denote by \( \pi_s \) the probability measure of \( (q(s), p(s)) \in \mathbb{R}^n \times \mathbb{R}^n \) at time \( s \) and by \( \nu_{\pi_s}^\infty \) the transient invariant measure at time \( s \) (similarly defined as \( \nu_{\pi_s}^\infty \) in the Brownian dynamics above). Due to the hypoelliptic structure of (8), extra difficulties arise when estimating the upper bound of the relative entropy, which is defined as

\[ R_{\text{Lan}}(s) = D_{KL}(\pi_s \| \pi_{\pi_s}^\infty) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \ln \frac{d\pi_{\pi_s}^\infty}{d\pi_s} \, d\pi_{\pi_s}^\infty. \]  

In fact, we will derive the formula of the relative entropy production rate (Proposition 4):

\[ \frac{dR_{\text{Lan}}(s)}{ds} = -\beta \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\partial H}{\partial s} \, d\pi_{\pi_s}^\infty + \beta \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\partial H}{\partial s} \, d\pi_s - \frac{\xi}{\beta} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left| \nabla_p \left( \ln \frac{d\pi_s}{d\pi_{\pi_s}^\infty} \right) \right|^2 \, d\pi_s. \]  

However, different from (4) which contains the full gradient, only the partial gradient \( \nabla_p \) with respect to the momentum \( p \) appears in the last integral of (10). This brings obstacles when we estimate the upper bound of \( R_{\text{Lan}}(s) \) by applying logarithmic Sobolev inequality of \( \pi_{\pi_s}^\infty \). To overcome this difficulty, we will need the hypocoercivity theory developed in [53] and estimate \( R_{\text{Lan}}(s) \) by considering a modified functional.

Let us next mention several previous work in which related topics were considered. Note that relative entropy (estimate) has been widely considered in the study of partial differential equations [5, 53], functional inequalities [30, 52], gradient flows [1],
coarse-graining of stochastic processes \cite{31,12} in mathematics community, as well as in the study of nonequilibrium thermodynamics in physics community \cite{7,17,44}. The convergence of Langevin dynamics towards equilibrium has been studied using hypocoercivity theory \cite{53,11,10} (see \cite{38,2} for the approach using Lyapunov techniques, and \cite{14} for coupling approach). In particular, the weak convergence of Langevin dynamics in the long-time small-friction limit was studied in \cite{20}. The asymptotics in the overdamped limit as well as numerical splitting schemes based on Langevin dynamics has been analyzed in \cite{35,32}. The recent work \cite{24} has considered the convergence rate of nonequilibrium Langevin dynamics under external forcing. In other directions, we note that the reverse process has drawn considerable attentions in nonequilibrium thermodynamics \cite{7,6,29}. The optimal control problem \cite{21} related to Jarzynski’s equality has been considered in \cite{21}. Backward SDEs and controlled dynamics are also related to the so-called Schrödinger bridge problem, which has been used in the study of data assimilation \cite{45} and the development of new Monte Carlo schemes \cite{3}. Lastly, the time reversal of a diffusion process has been studied in \cite{22}.

The current paper has the following novelties. First, concerning the results on the upper bound of relative entropy, while this topic has been extensively studied, it seems that time-inhomogeneous processes as well as the associated relative entropy with respect to transient invariant probability measures are less studied in literature. Let us also emphasize that, different from the previous work \cite{20,24} where an in-depth analysis on the convergence rate of the processes in terms of certain parameters were carried out, the aim of the current paper is to derive the equations of the relative entropy production rate in time-inhomogeneous case (see \cite{11} and \cite{10}) and demonstrate their usefulness in analyzing properties of the corresponding processes. Second, concerning the results on the connection between the time reversal of the reverse process and the optimally controlled process, the results are new to the best of the author’s knowledge. At the technical level, in particular, the nonequilibrium thermodynamics community seems less aware of the SDE of the time reversal process obtained in mathematics community \cite{22}, and the time reversal is typically studied by considering time discretization. In this paper, we make use of the SDE of the time reversal process obtained in \cite{22} and hopefully show its usefulness to different communities.

The paper is organized as follows. In Section 2 we study time-inhomogeneous Brownian dynamics and obtain the aforementioned results. The Langevin dynamics and the corresponding results are studied in Section 3. In Appendix A we present concise derivations of the fluctuation relations for both Brownian dynamics and Langevin dynamics. The optimal control problems and their relations to Jarzynski’s equality are discussed in Appendix B. Finally, the proof of relative entropy estimate for Langevin dynamics is given in Appendix C.

Before concluding this section, we introduce notations and recall several useful inequalities related to probability measures. We denote by $I_n \in \mathbb{R}^{n \times n}$ the identity matrix of order $n$. For a vector $v \in \mathbb{R}^n$, $|v|$ is the Euclidean norm of $v$. Let $A \in \mathbb{R}^{n \times n}$ be an $n$ by $n$ matrix. $\|A\|_2$ denotes the 2-matrix norm of $A$, such that $|Av| \leq \|A\|_2 |v|$ for all $v \in \mathbb{R}^n$. The operator $A : \nabla^2$ denotes the contraction between $A$ and the Hessian operator $\nabla^2$, i.e., $A : \nabla^2 f = \sum_{1 \leq i,j \leq n} A_{ij} \frac{\partial^2 f}{\partial x_i \partial x_j}$, for a $C^2$-smooth test function $f : \mathbb{R}^n \to \mathbb{R}$. We denote by $x(s)$, or, respectively, $(q(s), p(s))$, either the process on $[0, T]$ or the state of the process at a fixed time $s$, depending on the concrete context. $E$ is
the mathematical expectation (or path ensemble average) on the path space. Given a function \( f : \mathbb{R}^n \times [0, T] \to \mathbb{R} \) and time \( t \in [0, T] \), \( f(\cdot, t) \) is a function mapping from \( \mathbb{R}^n \) to \( \mathbb{R} \). We assume that a matrix-valued function \( \sigma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times m} \) is given such that \( \gamma(x, s) = (\sigma \sigma^T)(x, s) \) is uniformly positive definite matrix, for all \( (x, s) \in \mathbb{R}^n \times [0, T] \). Precisely, we assume that there exists a positive constant \( \gamma^- > 0 \), such that (uniform ellipticity condition)

\[
v^T \gamma(x, s)v \geq \gamma^- |v|^2, \quad \forall \, v, x \in \mathbb{R}^n \text{ and } \forall \, s \in [0, T].
\]

Note that this requires in particular that \( m \geq n \) and \( \sigma \) has full rank \( n \). For the matrix-valued function \( \sigma : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times n} \) whose entries are \( \sigma_{ij} \), where \( 1 \leq i, j \leq n \), we denote by \( \nabla \cdot \sigma \) the function mapping from \( \mathbb{R}^n \times [0, T] \) to \( \mathbb{R}^n \), whose \( i \)th components are \( (\nabla \cdot \sigma)_i = \sum_{j=1}^{n} \frac{\partial \sigma_{ij}}{\partial x_j} \), where \( 1 \leq i \leq n \). Finally, let us recall several definitions and inequalities related to probability measures [52]. Given two probability measures \( \mu \) and \( \nu \) on \( \mathbb{R}^d, \, d \geq 1 \), their total variation is

\[
\|\mu - \nu\|_{TV} = 2 \inf P[X \neq Y]
\]

where the infimum is over all couplings \((X, Y)\) of \((\mu, \nu)\). For all bounded measurable functions \( f \in L^\infty(\mathbb{R}^d) \) with uniform bound \( |f|_\infty \), it holds

\[
\left| \int_{\mathbb{R}^d} f \, d\mu - \int_{\mathbb{R}^d} f \, d\nu \right| \leq |f|_\infty \|\mu - \nu\|_{TV}.
\]

We write \( \nu \ll \mu \) whenever \( \nu \) is absolutely continuous with respect to \( \mu \). The relative entropy of \( \nu \) with respect to \( \mu \) (also called the Kullback-Leibler divergence from \( \mu \) to \( \nu \)), where \( \nu \ll \mu \), is

\[
D_{KL}(\nu \mid \mu) = \int_{\mathbb{R}^d} \ln \frac{d\nu}{d\mu} \, d\nu.
\]

Csiszár-Kullback-Pinsker inequality [52, Remark 22.12] states

\[
\|\nu - \mu\|_{TV} \leq \sqrt{2D_{KL}(\nu \mid \mu)}.
\]

We also introduce the Fisher information

\[
\mathcal{I}(\nu \mid \mu) = \int_{\mathbb{R}^d} \left( \frac{d\nu}{d\mu} \right)^2 \, d\nu.
\]

The probability measure \( \mu \) satisfies the logarithmic Sobolev inequality (LSI) with constant \( \kappa > 0 \) (see [52, Definition 21.1] and [30, Chapter 5]), if

\[
D_{KL}(\nu \mid \mu) \leq \frac{1}{2\kappa} \mathcal{I}(\nu \mid \mu),
\]

for all probability measures \( \nu \) such that \( \nu \ll \mu \) and \( \mathcal{I}(\nu \mid \mu) \) is finite. Denote by \( W_1, W_2 \) the \( L^1 \) and \( L^2 \) Wasserstein distances (see [52, Definition 6.1] and [1, Chapter 7]), respectively. The Wasserstein distances satisfy that

\[
W_1(\nu, \mu) \leq W_2(\nu, \mu),
\]

for all probability measures \( \nu \) such that \( \nu \ll \mu \) and \( \mathcal{I}(\nu \mid \mu) \) is finite.
for all probability measures \( \nu, \mu \), whenever \( W_2(\nu, \mu) < \infty \). Furthermore, for all Lipschitz functions \( f \) on \( \mathbb{R}^d \) with Lipschitz constant \( \|f\|_{\text{Lip}} \), we have

\[
\left| \int_{\mathbb{R}^d} f \, d\mu - \int_{\mathbb{R}^d} f \, d\nu \right| \leq \|f\|_{\text{Lip}} \, W_1(\nu, \mu) .
\]  

(19)

When \( \mu \) satisfies LSI with constant \( \kappa > 0 \), it is known that \( \mu \) also satisfies the Talagrand inequality with the same constant \( \kappa \) \[41\], i.e., for any probability measure \( \nu \ll \mu \),

\[
W_2(\nu, \mu) \leq \sqrt{\frac{2}{\kappa} D_{KL}(\nu \| \mu)} .
\]  

(20)

2 Time-inhomogeneous Brownian dynamics

In this section, we consider time-inhomogeneous Brownian dynamics in state space \( \mathbb{R}^n \). After introducing the forward and reverse processes as well as related quantities in Section 2.1, we derive the production rate formula and the upper bounds of relative entropy in Section 2.2. Finally, in Section 2.3, we establish the connection between the time reversal of reverse process and certain optimally controlled forward process.

2.1 Forward and reverse processes

Let \( V : \mathbb{R}^n \times [0, T] \to \mathbb{R} \) be a time-dependent smooth potential function in the time interval \( [0, T] \), where \( T > 0 \). The vector field \( J : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n \) satisfies

\[
\text{div}(J(x, s)e^{-\beta V(x, s)}) = 0 , \quad \text{a.e. } x \in \mathbb{R}^n ,
\]  

(21)

for all \( s \in [0, T] \). Let \( \beta > 0 \) and \( w(s) \) be an \( m \)-dimensional Brownian motion, where \( s \in [0, T] \). We are interested in the time-inhomogeneous forward process on \( \mathbb{R}^n \), which satisfies SDE

\[
dx(s) = b(x(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(x(s), s) \, dw(s)
\]

\[
= \left( J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(x(s), s) \, dw(s) , \quad s \in [0, T] .
\]  

(22)

In (22), the drift vector \( b : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n \) is

\[
b = J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma ,
\]  

(23)

and \( \gamma \) is related to \( \sigma \) by \( \gamma = \sigma \sigma^T \) and satisfies the uniform ellipticity condition \([11]\). Following the terminology in \([13]\), we call the operator \( \mathcal{L}_s \), defined by

\[
\mathcal{L}_s f = \left( (J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma)(\cdot, s) \right) \cdot \nabla f + \frac{1}{\beta} \gamma(\cdot, s) : \nabla^2 f
\]

\[
= J \cdot \nabla f + \frac{e^{\beta V}}{\beta} \text{div}(e^{-\beta V} \gamma \nabla f) ,
\]  

(24)
for a test function $f : \mathbb{R}^n \to \mathbb{R}$, the generator of (22) at time $s$. Denote by $\mathcal{L}_s^T$ the adjoint operator of $\mathcal{L}_s$ with respect to Lebesgue measure (i.e. in the standard $L^2$ space). Using the expression on the second line of (24), we find

$$\mathcal{L}_s^T f = - \text{div}(f J) + \frac{1}{\beta} \text{div} \left[ e^{-\beta V} \gamma \nabla (e^{\beta V} f) \right]. \quad (25)$$

For each $s \in [0, T]$, we denote by $\nu_s$ the probability distribution of $x(s)$, and we assume that $\nu_s$ has a smooth positive probability density $\rho$ with respect to the Lebesgue measure (see [42, Theorem 4.2] and [4] for conditions required to guarantee smoothness and positiveness, respectively), i.e. $\rho > 0$ and

$$d\nu_s(x) = \rho(x, s) \, dx, \quad s \geq 0.$$  

(26)

It is well known that $\rho$ satisfies the Fokker-Planck equation [46]

$$\frac{\partial \rho}{\partial s} = \mathcal{L}_s^T \rho. \quad (27)$$

Assume that $s \in [0, T]$ is fixed. Under proper conditions (see [38, 47], for instance), the operator $\mathcal{L}_s$ generates a Markovian semigroup which has a unique invariant distribution $\nu_s^{\infty}$, given by

$$d\nu_s^{\infty}(x) = \frac{1}{Z(s)} e^{-\beta V(x, s)} \, dx, \quad \text{where} \quad Z(s) = \int_{\mathbb{R}^n} e^{-\beta V(x, s)} \, dx. \quad (28)$$

Using (21) and (25), it is straightforward to observe that

$$\mathcal{L}_s^T (e^{-\beta V(\cdot, s)}) \equiv 0, \quad \forall \, s \in [0, T]. \quad (29)$$

The free energy of the process (22) at time $s$ is defined as

$$F(s) = -\beta^{-1} \ln Z(s), \quad s \in [0, T]. \quad (30)$$

Corresponding to the forward process (22), let us also introduce the reverse process (31) and for each $s \in [0, T]$, we define the operator

$$\mathcal{L}_s^R f = \left[ -J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right] (x^R(s), T - s) \cdot \nabla f + \frac{1}{\beta} \gamma (\cdot, T - s) : \nabla^2 f, \quad (32)$$

for a test function $f : \mathbb{R}^n \to \mathbb{R}$. Note that $\mathcal{L}_s^R$ can be obtained from $\mathcal{L}_s$ by changing the sign in front of the vector $J$ in (24), i.e.,

$$\mathcal{L}_s^R f = \left[ -J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right] (\cdot, s) \cdot \nabla f + \frac{1}{\beta} \gamma (\cdot, s) : \nabla^2 f,$$

$$= -J \cdot \nabla f + \frac{e^{\beta V}}{\beta} \text{div}(e^{-\beta V} \gamma \nabla f). \quad (33)$$

In particular, when $J \equiv 0$, we have $\mathcal{L}_s^R = \mathcal{L}_s$. More generally, we have the following relations.
Lemma 1. Let \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two bounded \( C^2 \)-smooth functions. For all \( s \in [0, T] \), we have

\[
\int_{\mathbb{R}^n} f (L_s + L^R_{T-s}) g \, dv^\infty_s = -\frac{2}{\beta} \int_{\mathbb{R}^n} (\gamma \nabla f) \cdot \nabla g \, dv^\infty_s,
\]

\[
L^T_s f = e^{-\beta V} L^R_{T-s} (e^{\beta V} f).
\]

Furthermore, when \( g \) is positive, we have

\[
\frac{L_s g}{g} = L_s (\ln g) + \frac{1}{\beta} \sigma^T \nabla \ln g^2,
\]

\[
\frac{L^R_{T-s} g}{g} = L^R_{T-s} (\ln g) + \frac{1}{\beta} \sigma^T \nabla \ln g^2.
\]

Proof. The first identity in (34) can be obtained by summing up (24) and (33), and integrating by parts. For the second identity in (34), using (33), (21) and (25), we can compute

\[
e^{-\beta V} L^R_{T-s} (e^{\beta V} f)
\]

\[= - e^{-\beta V} J \cdot \nabla (e^{\beta V} f) + \frac{1}{\beta} \text{div}[e^{-\beta V} \gamma \nabla (e^{\beta V} f)]
\]

\[= e^{\beta V} f \text{div}(e^{-\beta V} J) - \text{div}(f J) + \frac{1}{\beta} \text{div}[e^{-\beta V} \gamma \nabla (e^{\beta V} f)]
\]

\[= L^T_s f.
\]

The identities in (35) can be verified directly using (24) and (33).

Proposition 1. Assume \( \eta : \mathbb{R}^n \times [0, T] \to \mathbb{R} \) is a bounded smooth function. \( x(s) \) and \( x^R(s) \) are the forward process and the reverse process in (22) and (31), respectively. Then, for all \( x, x' \in \mathbb{R}^n \), we have

\[
e^{-\beta V(x,0)} E \left[ \exp \left( - \beta W + \int_0^T \eta(x(s), s) \, ds \right) \delta(x(T) - x') \bigg| x(0) = x \right]
\]

\[= e^{-\beta V(x',T)} E \left[ \exp \left( \int_0^T \eta(x^R(s), T-s) \, ds \right) \delta(x^R(T) - x) \bigg| x^R(0) = x' \right],
\]

where

\[
W = \int_0^T \frac{\partial V}{\partial s}(x(s), s) \, ds
\]

is the path (work) functional, \( E[\cdot | x(0) = x] \) and \( E[\cdot | x^R(0) = x'] \) denote the path ensemble averages of \( x(s) \) and \( x^R(s) \) starting from \( x \) and \( x' \) at time \( s = 0 \), respectively.
Note that the fluctuation relation (36) above involves Dirac delta function. Rigorously, (36) should be understood as an identity in the sense of distributions. We refer to [21, Remark 2] for related discussions. We also point out that Proposition 1 holds for the process (22) involving a general matrix \( \gamma \) and a vector field \( J \) which satisfies (21). In particular, the reversibility assumption \( J \equiv 0 \) is not required (see [21, Remark 3] for further discussions).

### 2.2 Relative entropy estimate

For \( s \in [0, T] \), recall that \( \nu_s \) is the probability distribution of \( x(s) \) whose density is \( \rho(\cdot, s) \) in (26) and that \( \nu_s^\infty \) is defined in (28). In this section, we study the relative entropy of \( \nu_s \) with respect to \( \nu_s^\infty \) (as a function of \( s \)), defined as

\[
\mathcal{R}(s) = D_{KL}(\nu_s | \nu_s^\infty) = \int_{\mathbb{R}^n} \ln \frac{d\nu_s}{d\nu_s^\infty}(x) d\nu_s(x) = \int_{\mathbb{R}^n} \rho(x, s) \ln \frac{d\nu_s}{d\nu_s^\infty}(x) dx.
\]

The main result of this section is Theorem 1, which provides upper bounds of \( \mathcal{R}(s) \).

Before stating Theorem 1, let us first present the following useful results.

**Lemma 2.** For \( s \in [0, T] \), we have

\[
\frac{\partial}{\partial s} \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) = \beta \left( \frac{\partial V}{\partial s} \frac{d\nu_s}{ds} + dF \right) + \mathcal{L}_{R}^{T-s} \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) + \frac{1}{\beta} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2.
\]

**Proof.** From (26) and (28), we know that the density

\[
\frac{d\nu_s}{d\nu_s^\infty}(x) = e^{\beta V(x, s)} \rho(x, s) Z(s), \quad x \in \mathbb{R}^n.
\]

Using the Fokker-Planck equation (27), the second identity in (34) of Lemma 1, and the free energy in (30), we can derive

\[
\frac{\partial}{\partial s} \left( \frac{d\nu_s}{d\nu_s^\infty} \right) = (e^{\beta V} \mathcal{L}_s^T \rho) Z(s) + \beta \frac{\partial V}{\partial s} \frac{d\nu_s}{d\nu_s^\infty} + e^{\beta V} \rho \frac{dZ}{ds} = \mathcal{L}_{R}^{T-s} (e^{\beta V} \rho) Z(s) + \beta \frac{\partial V}{\partial s} \frac{d\nu_s}{d\nu_s^\infty} - \beta e^{\beta V} \rho Z(s) \frac{dF}{ds} = \beta \left( \frac{\partial V}{\partial s} - \frac{dF}{ds} \right) \frac{d\nu_s}{d\nu_s^\infty} + \mathcal{L}_{R}^{T-s} \left( \frac{d\nu_s}{d\nu_s^\infty} \right).
\]

Therefore, (39) is obtained after applying (35) of Lemma 1.

**Remark 1.** We work with the operator \( \mathcal{L}_s^T \) which is the adjoint of \( \mathcal{L}_s \) with respect to Lebesgue measure (see Section 2.1). Alternatively, for each \( s \in [0, T] \), one can also consider the operator \( \mathcal{L}_s^* \), which is the adjoint of \( \mathcal{L}_s \) with respect to \( \nu_s^\infty \). In fact, it is straightforward to verify that \( \mathcal{L}_s^*f = e^{\beta V} \mathcal{L}_s^T (e^{-\beta V} f) \) for a test function \( f \). Therefore, Lemma 1 implies

\[
\mathcal{L}_s^* = \mathcal{L}_{R}^{T-s}, \quad \int_{\mathbb{R}^n} f (\mathcal{L}_s + \mathcal{L}_s^*) g d\nu_s^\infty = -\frac{2}{\beta} \int_{\mathbb{R}^n} (\gamma \nabla f) \cdot \nabla g d\nu_s^\infty,
\]

and

\[
\frac{\mathcal{L}_s^* g}{g} = \mathcal{L}_s^*(\ln g) + \frac{1}{\beta} \left| \sigma^T \nabla \ln g \right|^2, \quad \text{when} \ g > 0.
\]
while (39) of Lemma 2 becomes

$$\frac{\partial}{\partial s} \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) = \beta \left( \frac{\partial V}{\partial s} - \frac{dF}{ds} \right) + L_s^* \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) + \frac{1}{\beta} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2.$$

Using Lemma 2 we can derive an expression of the time derivative of $\mathcal{R}(s)$, i.e., the expression of the relative entropy production rate.

**Proposition 2.** For all $s \in [0, T]$, we have

$$\frac{d\mathcal{R}(s)}{ds} = -\beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s^\infty + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s - \frac{1}{\beta} \int_{\mathbb{R}^n} \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right)^2 d\nu_s. \quad (41)$$

**Proof.** Using the Fokker-Planck equation (27), integration by parts formula, the identities in (34), as well as Lemma 2, we can compute from (38) that

$$\frac{d\mathcal{R}(s)}{ds} = \int_{\mathbb{R}^n} \ln \frac{d\nu_s}{d\nu_s^\infty} \frac{\partial \rho}{\partial s} dx + \int_{\mathbb{R}^n} \frac{\partial}{\partial s} \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) dx$$

$$= \int_{\mathbb{R}^n} \ln \frac{d\nu_s}{d\nu_s^\infty} L_s^\ast \rho dx + \int_{\mathbb{R}^n} \left[ \beta \left( \frac{\partial V}{\partial s} - \frac{dF}{ds} \right) + L_s^* \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) + \frac{1}{\beta} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2 \right] \rho dx$$

$$= -\beta \frac{dF(s)}{ds} \left[ (L_s + L_{T-s}^R) \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) + \beta \frac{\partial V}{\partial s} + \frac{1}{\beta} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2 \right] \rho dx$$

$$= -\beta \frac{dF(s)}{ds} + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s + \int_{\mathbb{R}^n} \left[ (L_s + L_{T-s}^R) \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right] d\nu_s^\ast$$

$$+ \frac{1}{\beta} \int_{\mathbb{R}^n} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2 d\nu_s$$

$$= -\beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s - \frac{2}{\beta} \int_{\mathbb{R}^n} \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \cdot \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) d\nu_s$$

$$+ \frac{1}{\beta} \int_{\mathbb{R}^n} \left| \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right) \right|^2 d\nu_s$$

$$= -\beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s - \frac{1}{\beta} \int_{\mathbb{R}^n} \sigma^T \nabla \left( \ln \frac{d\nu_s}{d\nu_s^\infty} \right)^2 d\nu_s. \quad (43)$$

In the above, we have used that $\frac{dF(s)}{ds} = \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s^\infty$, which can be verified from (28) and (30).
In particular, when the potential \( V \) is time-independent, (41) becomes
\[
\frac{d R(s)}{ds} = - \frac{1}{\beta} \int_\mathbb{R}^n \left| \sigma^T \nabla \ln \frac{d \nu_s}{d \nu_s^\infty} \right|^2 d \nu_s \leq 0,
\]
which shows that the relative entropy \( R(s) \) is non-increasing. It is interesting to note that (44) is true for time-inhomogeneous processes \( x(s) \) (i.e., the vector \( J \), coefficients \( \gamma \) and \( \sigma \) in (22) can be time-dependent), as long as \( V \), or equivalently \( \nu_s^\infty \), is time-independent.

We are ready to state Theorem 1.

**Theorem 1.** Assume that \( \gamma \) satisfies the uniform ellipticity assumption (11) and that the probability measure \( \nu_s^\infty \) satisfies LSI with a uniform constant \( \kappa > 0 \) at any time \( s \in [0, T] \). Let \( L, L_1 \geq 0 \) be constants which are independent of \( s \).

1. Suppose that \( \left| \frac{\partial V}{\partial s}(x, s) \right| \leq L_1 \), for all \( (x, s) \in \mathbb{R}^n \times [0, T] \). We have
\[
\sqrt{R(s)} \leq e^{-\kappa \gamma^{-s/\beta}} \sqrt{R(0)} + \frac{\beta^2 L_1}{\sqrt{2 \kappa \gamma^-}}, \quad \forall s \in [0, T].
\]
(45)

2. For all \( s \in [0, T] \), suppose that \( \frac{\partial V}{\partial s}(\cdot, s) \) is a Lipschitz function on \( \mathbb{R}^n \) with a uniform Lipschitz constant \( L \). We have
\[
\sqrt{R(s)} \leq e^{-\kappa \gamma^{-s/\beta}} \sqrt{R(0)} + \frac{\beta^2 L}{\sqrt{2 \kappa \gamma^-}}, \quad \forall s \in [0, T].
\]
(46)

**Proof.** 1. Consider the terms in (41) of Proposition 2. Since \( \left| \frac{\partial V}{\partial s}(x, s) \right| \leq L_1 \), applying (13) and Csiszár-Kullback-Pinsker inequality (15), we have
\[
\left| \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d \nu_s^\infty - \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d \nu_s \right| \leq L_1 \| \nu_s^\infty - \nu_s \|_{TV}
\leq L_1 \sqrt{2 D_{KL}(\nu_s \| \nu_s^\infty)}
= L_1 \sqrt{2 R(s)}.
\]
(47)

Substituting (47) into (41), using the uniform ellipticity condition (11), the definition of Fisher information (16), and LSI in (17), we can compute
\[
\frac{d R(s)}{ds} = -\beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d \nu_s^\infty + \beta \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d \nu_s - \frac{1}{\beta} \int_{\mathbb{R}^n} \left| \sigma^T \nabla \left( \ln \frac{d \nu_s}{d \nu_s^\infty} \right) \right|^2 d \nu_s
\leq \beta L_1 \sqrt{2 R(s)} - \frac{\gamma^\cdot \mathcal{I}(\nu_s \| \nu_s^\infty)}{\beta}
\leq \beta L_1 \sqrt{2 R(s)} - \frac{2 \kappa \gamma^-}{\beta} R(s),
\]
(48)
which implies
\[
\frac{d}{ds} \sqrt{R(s)} \leq -\frac{\kappa \gamma^-}{\beta} \sqrt{R(s)} + \frac{\beta L_1}{\sqrt{2}}.
\]
The upper bound (45) is implied by Gronwall’s inequality.
2. Since $\frac{\partial V}{\partial s}$ is Lipschitz, applying the inequalities (18) and (19), we find
\[
\left| \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s^\infty - \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s \right| \leq L \mathcal{W}_1(\nu_s, \nu_s^\infty) \leq L \mathcal{W}_2(\nu_s, \nu_s^\infty). \tag{49}
\]
Since $\nu_s^\infty$ satisfies LSI with the constant $\kappa$, the Talagrand inequality (20) holds, i.e.
\[
\mathcal{W}_2(\nu_s, \nu_s^\infty) \leq \sqrt{\frac{2}{\kappa} D_{KL}(\nu_s^\infty \| \nu_s)} = \sqrt{\frac{2\mathcal{R}(s)}{\kappa}}. \tag{50}
\]
Applying (49)–(50), a similar argument as (48) shows that
\[
\frac{d\mathcal{R}(s)}{ds} \leq \beta L \sqrt{\frac{2\mathcal{R}(s)}{\kappa}} - \frac{2\kappa \gamma - \beta}{\beta} \mathcal{R}(s).
\]
The upper bound (46) again follows from Gronwall’s inequality.

We conclude this section with two remarks on Theorem 1.

Remark 2. Obviously, when the process is defined on $[0, +\infty)$, i.e. $T = +\infty$, the conclusions of Theorem 1 are true on $[0, +\infty)$ as well.

In the proof above, the key step to derive upper bounds of $\mathcal{R}(s)$ is to estimate the difference $\left| \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s^\infty - \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s \right|$. Instead of assuming boundedness or Lipschitz condition for $\frac{\partial V}{\partial s}$, one can also assume that $\frac{\partial V}{\partial s}(x, s) - \frac{\partial V}{\partial s}(y, s) \leq L|x - y|^\alpha$ for all $x, y \in \mathbb{R}^n$ and $s \in [0, T]$, where $L \geq 0$. In this case, one can in fact show that
\[
\left| \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s^\infty - \int_{\mathbb{R}^n} \frac{\partial V}{\partial s} d\nu_s \right| \leq L \mathcal{W}_2(\nu_s, \nu_s^\infty)^\alpha \leq L \left( \frac{2\mathcal{R}(s)}{\kappa} \right)^{\frac{\alpha}{2}},
\]
from which we obtain
\[
\frac{d\mathcal{R}(s)}{ds} \leq \beta L \left( \frac{2\mathcal{R}(s)}{\kappa} \right)^{\frac{\alpha}{2}} - \frac{2\kappa \gamma - \beta}{\beta} \mathcal{R}(s).
\]
This again allows us to derive upper bound of $\mathcal{R}(s)$ using a Gronwall type inequality. We omit the details for simplicity.

Remark 3. Since the probability measure $\nu_s^\infty$ (28) depends on $\beta$, the constant $\kappa$ in Theorem 1 in general depends on $\beta$ as well. In particular, assuming that $\nabla^2 V(x, s) \geq \kappa_0 I_n$ for some $\kappa_0 > 0$ which is independent of $\beta$, for all $(x, s) \in \mathbb{R}^n \times [0, T]$, then it is known that $\nu_s^\infty$ satisfies LSI with the constant $\kappa = \beta \kappa_0$ [52, Remark 21.4]. In this case, (45) and (46) become
\[
\sqrt{\mathcal{R}(s)} \leq e^{-\kappa_0 \gamma - s} \sqrt{\mathcal{R}(0)} + \frac{\beta L_1}{\sqrt{2 \kappa_0 \gamma}}, \quad \forall s \in [0, T],
\]
and
\[
\sqrt{\mathcal{R}(s)} \leq e^{-\kappa_0 \gamma - s} \sqrt{\mathcal{R}(0)} + \sqrt{\frac{\beta}{2\kappa_0}} \frac{L}{\kappa_0}, \quad \forall s \in [0, T],
\]
respectively.
2.3 Connection between time reversal of reverse process and optimally controlled forward process

First of all, let us introduce a stochastic optimal control problem \([16]\) that is related to Jarzynski’s equality (we refer to Appendix \([B.1]\) for further motivations). We consider the stochastic optimal control problem

\[
U(x, t) = \min_{u_s} \mathbb{E} \left( W^u_{(t,T)} + \frac{1}{4} \int_t^T |u_s|^2 \, ds \mid x^u(t) = x \right), \quad (x, t) \in \mathbb{R}^n \times [0, T],
\]

of the controlled process

\[
dx^u(s) = \left(J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x^u(s), s) \, ds + \sqrt{2 \beta - 1} \sigma(x^u(s), s) \, dw(s) + \sigma(x^u(s), s) u_s \, ds,
\]

where the minimum is over all adapted processes \(u_s \in \mathbb{R}^m\) such that (52) is well-defined, and the work functional is (cf. \([37]\))

\[
W^u_{(t,T)} = \int_t^T \frac{\partial V}{\partial s}(x^u(s), s) \, ds, \quad 0 \leq t \leq T.
\]

The function \(U : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}\) is called the value function of the optimal control problem \((51)-(52)\). It is known that the optimal control \(u^*_s\) exists and is given in the feedback form as \([16]\)

\[
u
\]

\[
W^u_{(t,T)} = \int_t^T \frac{\partial V}{\partial s}(x^u(s), s) \, ds,
\]

\[
u
\]

when the state of the system is at \(x \in \mathbb{R}^n\) at time \(s \in [0, T]\). We also introduce the probability measure \(\nu^*_0\) on \(\mathbb{R}^n\), defined by

\[
\frac{d\nu^*_0}{dx}(x) = \frac{e^{-\beta V(x,0)}}{Z(T)} \mathbb{E} \left( e^{-\beta W} \mid x(0) = x \right), \quad x \in \mathbb{R}^n,
\]

where \(W\) is in \([37]\) and \(\mathbb{E}(: \mid x(0) = x)\) denotes the path ensemble average of the (uncontrolled) dynamics \([22]\) starting from \(x(0) = x\) at \(s = 0\). Note that Jarzynski’s equality \([112]\) in Appendix \([B.1]\) implies that the integration of \(\nu^*_0\) over \(\mathbb{R}^n\) equals to one. Moreover, the optimal control \(u^*\) and the probability measure \(\nu^*_0\) give the optimal Monte Carlo estimators based on Jarzynski’s equality (see Appendix \([B.1]\) and \([21]\)).

The following result connects the time reversal of the reverse process \((31)\) and the controlled process \((52)\) under the optimal control in \((54)\).

**Theorem 2.** Let \(\nu^\infty_T\) and \(\nu^*_0\) be the probability measures in \((28)\) and \((55)\), respectively. Consider the reverse process \(x^R(s)\) in \((31)\) starting from the distribution \(\nu^\infty_T\) at \(s = 0\). Assume the probability distribution of \(x^R(s)\) has a positive smooth density with respect to Lebesgue measure for all \(s \in [0, T]\). Define the time reversal \(x^{R,-}(s) = x^R(T-s)\), where \(s \in [0, T]\). \(x^{u^*}(s)\) denotes the controlled process \((52)\) under the optimal control \(u^*\) in \((54)\) starting from the initial distribution \(\nu^*_0\). Then, \(x^{R,-}(s)\) and \(x^{u^*}(s)\) have the same law on the path space \(C([0,T], \mathbb{R}^n)\).
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Proof. Let us denote by $\nu_s^R$ the probability distribution of $x^R(s)$ at time $s$. Let $\rho^R(\cdot, s)$ be the probability density of $\nu_s^R$ with respect to Lebesgue measure. Similar to (27), $\rho^R$ satisfies the Fokker-Planck equation

$$\frac{\partial \rho^R}{\partial s} = (\mathcal{L}_s^R)^T \rho^R, \quad s \in [0,T],$$

where $\mathcal{L}_s^R$ is the operator in (32).

In the following, we show that both processes $x^{R,-}(s)$ and $x^{u^*}(s)$ satisfy the same SDE with the same initial probability distribution.

1. First, we consider the SDEs of $x^{R,-}(s)$ and $x^{u^*}(s)$. For the optimally controlled process $x^{u^*}(s)$, combining (52) and (54), using $\gamma = \sigma \sigma^T$, we find

$$dx^{u^*}(s) = \left( J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x^{u^*}(s)) ds + \sqrt{2\beta^{-1}} \sigma(x^{u^*}(s),s) dw(s)$$

$$- 2(\gamma \nabla U)(x^{u^*}(s),s) ds, \quad s \in [0,T],$$

where $U$ is the value function in (51).

For the time reversal $x^{R,-}(s)$, let us recall the reverse process (31), which we rewrite as

$$dx^R(s) = \hat{b}(x^R(s),s) ds + \sqrt{2\beta^{-1}} \hat{\sigma}(x^R(s),s) dw(s),$$

where, for all $(x, s) \in \mathbb{R}^n \times [0,T],$

$$\hat{b}(x, s) = \left( - J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x, T - s),$$

$$\hat{\sigma}(x, s) = \sigma(x, T - s), \quad \hat{\gamma}(x, s) = (\hat{\sigma} \hat{\sigma}^T)(x, s) = \gamma(x, T - s).$$

Since $\rho^R$ is both smooth and positive, it is shown in [22] that $x^{R,-}(s) = x^R(T - s)$ is again a diffusion process which satisfies the SDE

$$dx^{R,-}(s) = \hat{b}^-(x^{R,-}(s), T - s) ds + \sqrt{2\beta^{-1}} \hat{\sigma}(x^{R,-}(s), T - s) dw(s), \quad s \in [0,T],$$

with the initial distribution $\nu_s^R$ (i.e. the distribution of $x^R(T)$), where the drift term $\hat{b}^-$ is

$$\hat{b}^-(x, s) = \left(- \hat{b} + \frac{2}{\beta \rho^R} \nabla \cdot (\rho^R \hat{\gamma})\right)(x, s), \quad (x, s) \in \mathbb{R}^n \times [0,T].$$

Substituting (59) in (61), we can derive

$$\hat{b}^-(x, T - s) = \left(- \hat{b} + \frac{2}{\beta \rho^R} \nabla \cdot (\rho^R \hat{\gamma})\right)(x, T - s)$$

$$= \left( J + \gamma \nabla V - \frac{1}{\beta} \nabla \cdot \gamma + \frac{2}{\beta \rho^R} \nabla \cdot (\rho^R \hat{\gamma}) \right)(x, s)$$

$$= \left( J + \gamma \nabla V - \frac{1}{\beta} \nabla \cdot \gamma + \frac{2}{\beta \rho^R} \gamma \nabla \rho^R \hat{\gamma} \right)(x, s)$$

$$= \left( J + \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma + \frac{2}{\beta} \gamma \nabla \ln(\rho^R) \right)(x, s)$$

$$= \left( J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma + \frac{2}{\beta} \gamma \nabla \ln(e^{\beta V} \rho^R) \right)(x, s),$$
where we have used the notation $\rho^{R,-}(\cdot, s) = \rho^{R}(\cdot, T - s)$, for all $s \in [0, T]$. Using (62) and (59), we can write SDE (60) more explicitly as

$$
dx_{R}^{-}(s) = \hat{b}^{-}(x_{R}^{-}(s), T - s) \, ds + \sqrt{2\beta^{-1}\sigma}(x_{R}^{-}(s), T - s) \, dw(s)
$$

$$
= \left( J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x_{R}^{-}(s), s) \, ds + \sqrt{2\beta^{-1}\sigma}(x_{R}^{-}(s), s) \, dw(s)
$$

$$
+ \frac{2}{\beta} \left( \gamma \nabla \ln(e^{\beta V} \rho^{R,-}) \right)(x_{R}^{-}(s), s) \, ds.
$$

(63)

To show that the two SDEs (67) and (63) are the same, we define

$$
g(x, s) = e^{\beta V(x, s)} \rho^{R}(x, T - s) Z(T), \quad (x, s) \in \mathbb{R}^n \times [0, T].
$$

(64)

Since the initial distribution of $x^{R}(s)$ is $\nu^{R}_0 = \nu^{\infty}_T$, we have $\rho^{R}(x, 0) = \frac{1}{Z(T)} e^{-\beta V(x, T)}$, which implies $g(x, T) = 1$. Using (66) and the identity (34) in Lemma 1 i.e., $L_s f = e^{\beta V} (L_{T-s}^R)^T (e^{-\beta V} f)$ for a test function $f$, we can derive

$$
\frac{\partial g}{\partial s} = -Z(T) e^{\beta V} \frac{\partial \rho^{R}}{\partial s}(x, T - s) + \beta \frac{\partial V}{\partial s} g
$$

$$
= -Z(T) e^{\beta V} [ (L_{T-s}^R)^T \rho^{R}(\cdot, T - s)] + \beta \frac{\partial V}{\partial s} g
$$

$$
= -e^{\beta V} (L_{T-s}^R)^T (e^{-\beta V} g) + \beta \frac{\partial V}{\partial s} g
$$

$$
= -L_s g + \beta \frac{\partial V}{\partial s} g.
$$

(65)

In fact, the derivations above show that $g$ and the value function $U$ are related by the logarithmic transformation (we refer to (123)–(124) in Appendix B.1 for details), i.e.

$$
U = -\beta^{-1} \ln g.
$$

(66)

Combining (64) and (66), we see that both SDEs (67) and (63) are the same.

2. Next, we show that the initial distribution of $x_{R}^{-}(s)$ is $\nu^{R}_0$ in (55). Since $x_{R}^{-}(s) = x^{R}(T - s)$, it is enough to verify $\nu^{R}_T = \nu^{\infty}_0$, or, equivalently, the density $\rho^{R}(x, T)$ coincides with the one in (55). In fact, applying Feynmann-Kac formula, from (65) we obtain

$$
g(x, t) = \mathbb{E} \left[ \exp \left( -\beta \int_{t}^{T} \frac{\partial V}{\partial s}(x(s), s) \, ds \right) \mid x(t) = x \right], \quad (x, t) \in \mathbb{R}^n \times [0, T],
$$

(67)

where $\mathbb{E}(\cdot \mid x(t) = x)$ denotes the path ensemble average of the (uncontrolled) dynamics (22) starting from $x(t) = x$ at time $t$. Comparing (67) with (55), using (67) and (61), we obtain

$$
d\nu^{R}_T = \rho^{R}(x, T) \, dx = \frac{1}{Z(T)} e^{-\beta V(x, 0)} g(x, 0) \, dx = d\nu^{\infty}_0.
$$

(68)

This shows that the initial distribution of $x_{R}^{-}(s)$ is indeed $\nu^{\infty}_0$. 
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To summarize, both \( x^{R_1}(s) \) and \( x^{u^*_1}(s) \) satisfy the same SDE with the same initial distribution \( \nu_0^* \). Therefore, we conclude that they have the same law on the path space.

\[ \Box \]

### 3 Time-inhomogeneous Langevin dynamics

In this section, we study time-inhomogeneous (underdamped) Langevin dynamics in phase space. The analysis is similar to that in the previous section. We introduce Langevin dynamics and useful notations in Section 3.1. Then, in Section 3.2 we study the relative entropy estimate for time-inhomogeneous Langevin dynamics. Finally, in Section 3.3 we establish the connection between the time reversal of reverse Langevin process and certain optimally controlled forward Langevin process.

#### 3.1 Forward and reverse processes

Denote by \((q, p)\) the state of the system in phase space \( \mathbb{R}^n \times \mathbb{R}^n \). \( \nabla_q, \nabla_p \) are the gradient operators with respect to the \( q \) and \( p \) components, respectively. Given a time-dependent smooth Hamiltonian \( H : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R} \) within time \([0, T]\), we consider the forward Langevin dynamics [33, Section 2.2.3]

\[
\begin{align*}
    dq(s) &= \nabla_p H(q(s), p(s), s) \, ds \\
    dp(s) &= -\nabla_q H(q(s), p(s), s) \, ds - \gamma(q(s), s) \nabla_p H(q(s), p(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(q(s), s) \, dw(s)
\end{align*}
\]

for \( s \in [0, T] \), where \( \sigma : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}^{n \times m} \) is smooth, \( w(s) \) is an \( m \)-dimensional Brownian motion, and \( \beta > 0 \) is related to the (inverse) temperature of the system. We assume that \( \gamma = \sigma \sigma^T : \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}^{n \times n} \) such that the uniform ellipticity condition (11) holds.

Under mild assumptions on \( H \), it is known that, for fixed \( s \in [0, T] \), the operator \( Q_s \), defined by (note that \( \gamma \) is independent of \( p \))

\[
Q_s f = \nabla_p H \cdot \nabla_q f - \nabla_q H \cdot \nabla_p f - \gamma \nabla_p H \cdot \nabla_p f + \frac{1}{\beta} \gamma : \nabla_p^2 f
\]

\[
= \nabla_p H \cdot \nabla_q f - \nabla_q H \cdot \nabla_p f + \frac{e^{\beta H}}{\beta} \text{div} \left( e^{-\beta H} \gamma \nabla_p f \right),
\]

for a test function \( f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \), is hypoelliptic [37, 38, 42], and the corresponding Markovian semigroup is ergodic with respect to the unique invariant measure \( \pi^\infty_s \) on \( \mathbb{R}^n \times \mathbb{R}^n \), which is defined by

\[
d\pi^\infty_s = \frac{1}{Z(s)} e^{-\beta H(q, p, s)} \, dq dp, \quad \text{where } Z(s) = \int_{\mathbb{R}^n \times \mathbb{R}^n} e^{-\beta H(q, p, s)} \, dq dp.
\]

The free energy of the system is

\[
\mathcal{F}(s) = -\beta^{-1} \ln Z(s), \quad s \in [0, T].
\]
Let us denote by $\pi_s$ the probability measure of $(q(s), p(s))$ in the space $\mathbb{R}^n \times \mathbb{R}^n$ at time $s \in [0, T]$. We assume that $\pi_s$ has a positive smooth probability density $\varrho$ with respect to Lebesgue measure, such that

$$d\pi_s = \varrho(q, p, s) \, dq \, dp,$$

where $\int_{\mathbb{R}^n \times \mathbb{R}^n} \varrho(q, p, s) \, dq \, dp = 1$. (73)

$\varrho$ satisfies the Fokker-Planck equation

$$\frac{\partial \varrho}{\partial s} = Q^T_s \varrho, \quad s \in [0, T].$$

(74)

We note that the existence of the smooth density $\varrho$ can be obtained from Hörmander’s Theorem, which also implies that the Fokker-Planck equation (74) is actually valid in a classical sense [42, Section 6.2.1].

The following two concrete (time-homogeneous) cases are often studied in the literature.

(1) Both $\sigma$ and $\gamma$ are independent of $s$. The Hamiltonian is

$$H = H(q, p) = V(q) + \frac{p^T M^{-1} p}{2}, \quad (q, p) \in \mathbb{R}^n \times \mathbb{R}^n,$$

where $V : \mathbb{R}^n \to \mathbb{R}$ is a smooth potential function that grows sufficiently fast at infinity, and $M \in \mathbb{R}^{n \times n}$ is a constant symmetric positive definite matrix. In this case, (69) becomes

$$dq(s) = M^{-1} p(s) \, ds$$

$$dp(s) = - \nabla_q V(q(s)) \, ds - \gamma(q(s)) M^{-1} p(s) \, ds + \sqrt{2 \beta^{-1}} \sigma(q(s)) \, dw(s).$$

(76)

We refer to [33, 34] for previous studies of (76).

(2) Both $\sigma$ and $\gamma$ are independent of $s$, and more generally, $H(q, p, s) = V(q) + V_1(p)$, where $V, V_1 : \mathbb{R}^n \to \mathbb{R}$ are two smooth potential functions, both of which grow sufficiently fast at infinity. In this case, (69) becomes

$$dq(s) = \nabla_p V_1(p(s)) \, ds$$

$$dp(s) = - \nabla_q V(q(s)) \, ds - \gamma(q(s)) \nabla_p V_1(p(s)) \, ds + \sqrt{2 \beta^{-1}} \sigma(q(s)) \, dw(s).$$

(77)

Apparently, (77) reduces to (76) when $V_1(p) = \frac{p^T M^{-1} p}{2}$, for $p \in \mathbb{R}^n$. We refer to [36, 49] for known results related to (77).

Similar to the case of Brownian dynamics in Section 2.1, let us also introduce the reverse Langevin dynamics

$$dq^R(s) = - \nabla_p H(q^R(s), p^R(s), T - s) \, ds$$

$$dp^R(s) = \nabla_q H(q^R(s), p^R(s), T - s) \, ds - \gamma(q^R(s), T - s) \nabla_p H(q^R(s), p^R(s), T - s) \, ds$$

$$+ \sqrt{2 \beta^{-1}} \sigma(q^R(s), T - s) \, dw(s).$$

(78)
Lemma 3. Omit its proof and we refer to the proof of Lemma 1 for details.

\[ R_s f = - \nabla_p H(q, p, T - s) \cdot \nabla_q f + \nabla_q H(q, p, T - s) \cdot \nabla_p f - \gamma(q, T - s) \nabla_p H(q, p, T - s) \cdot \nabla_p f + \frac{1}{\beta} \gamma(q, T - s) : \nabla_p^2 f, \]  

(79)

for a test function \( f : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \). The following results can be directly verified. We omit its proof and we refer to the proof of Lemma 1 for details.

**Lemma 3.** Let \( f, g : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be two bounded \( C^2 \)-smooth functions. Then, the following identities hold: for all \( s \in [0, T] \),

\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} f(Q_s + Q_{T-s}^R) g d\pi_s^\infty = -\frac{2}{\beta} \int_{\mathbb{R}^n \times \mathbb{R}^n} \gamma \nabla_p f \cdot \nabla_q g d\pi_s^\infty, \\
Q_s f = e^{-\beta H} Q_{T-s}^R (e^{\beta H} f).
\]

Further, when \( g \) is positive, we have

\[
\frac{Q_s g}{g} = Q_s (\ln g) + \frac{1}{\beta} |\sigma^T \nabla_p \ln g|^2,
\]

\[
\frac{Q_{T-s}^R g}{g} = Q_{T-s}^R (\ln g) + \frac{1}{\beta} |\sigma^T \nabla_p \ln g|^2.
\]

(81)

We mention that (81) has been used in [24] to study Langevin dynamics under external forcing.

We conclude this section with the following fluctuation relation [6] concerning the forward Langevin dynamics (69) and the reverse Langevin dynamics (78), respectively. A concise proof using Lemma 3 is given in Appendix A.2.

**Proposition 3.** Let \( \eta : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \to \mathbb{R} \) be a bounded smooth function. \((q(s), p(s))\) and \((q^R(s), p^R(s))\) are the dynamics in (69) and (78), respectively. For all \( q, q', p, p' \in \mathbb{R}^n \), we have

\[
e^{-\beta H(q,p,0)} \mathbb{E} \left[ \exp \left( -\beta W + \int_0^T \eta(q(s), p(s), s) ds \right) \times \delta(q(T) - q') \delta(p(T) - p') \right| q(0) = q, p(0) = p \]  

\[
e^{-\beta H(q',p',T)} \mathbb{E} \left[ \exp \left( \int_0^T \eta(q^R(s), p^R(s), T - s) ds \right) \times \delta(q^R(T) - q) \delta(p^R(T) - p) \right| q^R(0) = q', p^R(0) = p' \]  

(82)

where \( W \) is the path functional (work)

\[
W = \int_0^T \frac{\partial H}{\partial s}(q(s), p(s), s) ds,
\]

(83)

\( \mathbb{E} \cdot |q(0) = q, p(0) = p| \) and \( \mathbb{E} \cdot |q^R(0) = q', p^R(0) = p'| \) denote the path ensemble averages of (69) and (78), starting from \((q, p)\) and \((q', p')\) at \( s = 0 \), respectively.
3.2 Relative entropy estimate

Given \( s \in [0, T] \), recall that \( \pi^\infty_s \) and \( \pi_s \) are the probability measures defined in (71) and (73), respectively. The goal of this section is to estimate the relative entropy

\[
\mathcal{R}^{\text{Lan}}(s) = D_{KL}(\pi_s \| \pi^\infty_s) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \rho(q, p, s) \ln \frac{d\pi_s}{d\pi^\infty_s}(q, p) \, dq dp .
\]  

(84)

Let us first state the following two results (for Langevin dynamics in the general form (69)), which can be verified using Lemma 3. We omit their proofs since they are similar to the proofs of Lemma 2 and Proposition 2 in Section 2.2, respectively.

**Lemma 4.** For \( s \in [0, T] \), we have

\[
\frac{\partial}{\partial s} \left( \ln \frac{d\pi_s}{d\pi^\infty_s} \right) = \beta \left( \frac{\partial H}{\partial s} - \frac{dF(s)}{ds} \right) + Q^R_{T-s} \left( \ln \frac{d\pi_s}{d\pi^\infty_s} \right) + \frac{1}{\beta} \left| \sigma^T \nabla_p \left( \ln \frac{d\pi_s}{d\pi^\infty_s} \right) \right|^2,
\]

(85)

where \( F \) is the free energy in (72), and \( Q^R_{T-s} \) is the operator in (79) at time \( T - s \).

**Proposition 4.** For \( s \in [0, T] \), we have

\[
\frac{d\mathcal{R}^{\text{Lan}}(s)}{ds} = -\beta \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\partial H}{\partial s} d\pi^\infty_s + \beta \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\partial H}{\partial p} d\pi_s - \frac{1}{\beta} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left| \sigma^T \nabla_p \left( \ln \frac{d\pi_s}{d\pi^\infty_s} \right) \right|^2 d\pi_s .
\]

(86)

We are ready to state the main result on the upper bound of the relative entropy (84). For simplicity, we only consider the case where

\[
\sigma = \sqrt{\xi I_n}, \quad H(q, p, s) = V(q, s) + \frac{|p|^2}{2}, \quad (q, p, s) \in \mathbb{R}^n \times \mathbb{R}^n \times [0, T],
\]

(87)

for some time-dependent potential function \( V \) and some constant \( \xi > 0 \). In this case, (71) reads \( d\pi^\infty_s = Z(s)^{-1} e^{-\beta(V(q, s) + |p|^2/2)} \, dq dp \), whose marginal probability measure in position \( q \) is (cf. (28))

\[
d\nu^\infty_s(q) = \frac{1}{Z(s)} e^{-\beta V(q, s)} \, dq, \quad \text{where} \quad Z(s) = \int_{\mathbb{R}^n} e^{-\beta V(q, s)} \, dq.
\]

(88)

**Theorem 3.** Let \( \mathcal{R}^{\text{Lan}}(s) \) be the relative entropy in (84). Consider the case (87), for some time-dependent potential function \( V \) and some constant \( \xi > 0 \). Assume the following two conditions are met.

1. \( V \) is \( C^2 \)-smooth. There exist constants \( L_1, L_2, L \geq 0 \), such that

\[
\left| \frac{\partial V}{\partial s} \right| \leq L_1, \quad \left| \frac{\partial^2 V}{\partial s^2} \right| \leq L_2, \quad \| \nabla^2 V \|_2 \leq L,
\]

(89)

for all \( (q, s) \in \mathbb{R}^n \times [0, T] \).

2. The marginal probability measure (88) satisfies LSI with constant \( \kappa > 0 \), for all \( s \in [0, T] \).
Then, we can find constants $a, b, c, \omega, C_1, C_2 > 0$, which depend on $L, \xi, \beta, \kappa$ but are independent of $L_1$ and $L_2$, such that
\[
\mathcal{R}^{\text{Lan}}(s) \leq \mathcal{E}(s) \leq \mathcal{E}(0)e^{-\omega s} + (C_1 L_1^2 + C_2 L_2^2), \quad \forall \ s \in [0, T],
\]
where
\[
\mathcal{E}(s) = \mathcal{R}^{\text{Lan}}(s) + \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( a \left| \nabla_p \left( \ln \frac{d\pi_s}{d\pi_{s}^\infty} \right) \right|^2 + 2b \nabla_p \left( \ln \frac{d\pi_s}{d\pi_{s}^\infty} \right) \cdot \nabla_q \left( \ln \frac{d\pi_s}{d\pi_{s}^\infty} \right) 
+ c \left| \nabla_q \left( \ln \frac{d\pi_s}{d\pi_{s}^\infty} \right) \right|^2 \right) d\pi_s.
\]

The proof of Theorem 3 is adapted from [53] where a general hypocoercivity theory was developed. We present its proof in Appendix C due to its technicality. Let us conclude this section with several remarks on Theorem 3.

**Remark 4.** Note that, in the case of (87), the marginal measure of $\pi_s^\infty$ in momentum $p$ is $Z_p^{-1}e^{-\beta|p|^2/2}dp$, where $Z_p = \int_{\mathbb{R}^n} e^{-\beta|p|^2/2}dp$, which satisfies LSI with constant $\beta$. See Remark 3 and [52, Example 21.3]. The second assumption in Theorem 3 on the spatial marginal measure (88) implies that $\pi_s^\infty$ itself as a product measure satisfies LSI with constant $\min\{\kappa, \beta\}$ [30, Section 5.2], i.e.,
\[
D_{KL}(\pi \mid \pi_s^\infty) \leq \frac{1}{2 \min\{\kappa, \beta\}} \mathcal{I}(\pi \mid \mu_s^\infty) = \frac{1}{2 \min\{\kappa, \beta\}} \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \left| \nabla_p \left( \ln \frac{d\pi}{d\pi_{s}^\infty} \right) \right|^2 + \left| \nabla_q \left( \ln \frac{d\pi}{d\pi_{s}^\infty} \right) \right|^2 \right) d\pi,
\]
for all $\pi$, such that $\pi \ll \pi_s^\infty$ and $\mathcal{I}(\pi \mid \pi_s^\infty)$ is finite.

**Remark 5.** We make two comments on the estimate of Theorem 3.

1. Since $L_1, L_2$ are the upper bounds of $\frac{\partial V}{\partial s}$ and $\frac{\partial^2 V}{\partial s^2}$ respectively, the estimate (90) implies that the relative entropy (84) is small when the potential $V$ (and its gradient) varies slowly in time. In particular, when $L_1 = L_2 = 0$, it states the exponential entropy decay of Langevin dynamics under a fixed potential $V = V(q)$ [53].

2. Instead of assuming (89) on $[0, T]$ where $L_1, L_2$ are constants, let us suppose
\[
\left| \frac{\partial V}{\partial s} \right| \leq L_1(s), \quad \left| \frac{\partial^2 V}{\partial s^2} \right| \leq L_2(s), \quad \| \nabla^2 V \|_2 \leq L,
\]
for all $(q, s) \in \mathbb{R}^n \times [0, \infty)$, where $L > 0$ is constant, both functions $L_1(s)$ and $L_2(s)$ decrease to zero monotonically, as $s \to +\infty$. Also assume that the second assumption of Theorem 3 on the spatial margin (88) is true for all $s \geq 0$. Then, the same proof of Theorem 3 actually gives
\[
\mathcal{R}^{\text{Lan}}(s) \leq \mathcal{E}(s) \leq \mathcal{E}(0)e^{-\omega s} + (C_1 L_1^2(s) + C_2 L_2^2(s)), \quad \forall \ s \geq 0,
\]
which clearly implies that $\lim_{s \to +\infty} \mathcal{R}^{\text{Lan}}(s) = 0$ in this case.
Remark 6. We discuss the choice of $\omega$ in two different asymptotic regimes of $\xi$. In fact, as shown in the proof in Appendix C, it is necessary that the constants $a, b, c > 0$ are chosen such that both the $2 \times 2$ matrices $S$ and $\tilde{S}$ in (141) are positive definite, and $\omega$ can be defined explicitly as $\omega = \frac{\lambda_1}{2} \left( \frac{1}{\min(q, p)} + \lambda_2 \right)^{-1}$, where $\lambda_i$ and $\tilde{\lambda}_i$, $i = 1, 2$, are the eigenvalues of $S$ and $\tilde{S}$, respectively, such that $0 < \lambda_1 \leq \lambda_2$ and $0 < \tilde{\lambda}_1 \leq \tilde{\lambda}_2$. See (152). By analyzing the conditions that guarantee the positive definiteness of matrices $S$ and $\tilde{S}$, we can draw the following conclusions.

1. When $\xi \to 0$, one can choose $a, b, c > 0$, which are all $O(\xi)$. In this case, both eigenvalues $\tilde{\lambda}_1$ and $\lambda_2$ are $O(\xi)$. Therefore, $\omega = O(\xi)$ as well.

2. When $\xi \to +\infty$, one can choose $a, b, c > 0$, which are all $O(\xi^{-1})$. As a result, both $\tilde{\lambda}_1$ and $\lambda_2$ are $O(\xi^{-1})$. Therefore, $\omega = O(\xi^{-1})$ as well.

To summarize, although the problems are different, the asymptotics of $\omega$ in terms of $\xi$ are indeed consistent with the previous results \cite{20, 10, 24}.

3.3 Connection between time reversal of reverse process and optimally controlled forward process

In this section we study the connection between an optimally controlled Langevin process and the time reversal of the reverse Langevin process \cite{78}. Let us first introduce the optimal control problem

$$
\mathcal{U}(q, p, t) = \min_{u_s} \mathbb{E} \left( \mathcal{W}_n^{u_{(t,T)}} + \frac{1}{4} \int_t^T |u_s|^2 \, ds \left| q^n(t) = q, p^n(t) = p \right) , \quad q, p \in \mathbb{R}^n, \quad t \in [0, T],
$$

(95)
of the controlled process

$$
dq^n(s) = \nabla_p H(q^n(s), p^n(s), s) \, ds,
$$

$$
dp^n(s) = -\nabla_q H(q^n(s), p^n(s), s) \, ds - \gamma(q^n(s), s) \nabla_p H(q^n(s), p^n(s), s) \, ds + \sigma(q^n(s), s) u_s \, ds + \sqrt{2\beta^{-1}} \sigma(q^n(s), s) \, dw(s),
$$

(96)

where $u_s \in \mathbb{R}^m$, $0 \leq s \leq T$, is the control force, the minimum is over all adapted processes $u_s$ such that (96) is well-defined, and (cf. \cite{83})

$$
\mathcal{W}_n^{u_{(t,T)}} = \int_t^T \frac{\partial H}{\partial s} (q^n(s), p^n(s), s) \, ds, \quad 0 \leq t \leq T.
$$

(97)

It is known that the optimal control $u^*$ of (95)–(96) exists under mild conditions, and is given by

$$
u_s^* = u_s^*(q, p) = -2\sigma^T(q, s) \nabla_p \mathcal{U}(q, p, s),
$$

(98)
when the system’s state is at $(q, p) \in \mathbb{R}^n \times \mathbb{R}^n$ at time $s$. We also introduce the probability measure $\pi^*_0$ on $\mathbb{R}^n \times \mathbb{R}^n$, which is defined as

$$
d\pi^*_0(q, p) = \frac{1}{Z(T)} \mathbb{E} \left( e^{-\beta H} \left| q(0) = q, p(0) = p \right) e^{-\beta H(q, p, 0)} \, dq dp,
$$

(99)
where $Z(T)$ and $W$ are defined in (71) and (83), respectively, and $E(\cdot | q(0) = q, p(0) = p)$ denotes the path ensemble average of (69) starting from $(q, p)$ at $s = 0$. (Note that, from Jarzynski’s equality (125) in Appendix B.2, one directly sees that the integration of $\pi^*_0$ over $\mathbb{R}^n \times \mathbb{R}^n$ is indeed one.) It turns out that the optimal control $u^*$ and the probability measure $\pi^*_0$ provide the optimal importance sampling Monte Carlo estimators based on the Jarzynski’s equality for Langevin dynamics. We refer to Appendix B.2 for further motivations of (95)–(96).

Our main result is stated below, which relates the optimally controlled Langevin process (96) with $u = u^*$ in (98) to the time reversal of the reverse Langevin process (78).

**Theorem 4.** Let $(q^R(s), p^R(s))$ be the reverse process (78) starting from the initial distribution $\pi^R_0$ at $s = 0$. Assume that the probability distribution of $(q^R(s), p^R(s))$ has a positive smooth density with respect to Lebesgue measure for all $s \in [0, T]$. Define $(q^{R-}(s), p^{R-}(s)) = (q^R(T - s), p^R(T - s))$ for $s \in [0, T]$. Denote by $(q^{a^*}(s), p^{a^*}(s))$ the controlled process (96) under the optimal control $u^*$ in (98) starting from the distribution $\pi^*_0$ in (99). Then, $(q^{R-}(s), p^{R-}(s))$ and $(q^{a^*}(s), p^{a^*}(s))$ have the same law on the path space $C([0, T], \mathbb{R}^n \times \mathbb{R}^n)$.

**Proof.** We sketch the proof since it is similar to the proof of Theorem 2.

Let $\rho^R$ be the probability distribution of $(q^R(s), p^R(s))$ at $s \in [0, T]$. Denote by $\rho^R(q, p, s)$ the probability density of $\pi^R_s$ with respect to Lebesgue measure. Similar to (104), $\rho^R$ satisfies the Fokker-Planck equation

$$\frac{\partial \rho^R}{\partial s} = (Q^R)T \rho^R, \quad s \in [0, T],$$

(100)

where $Q^R_s$ is the generator in (29).

Recall the reverse process (78), which we rewrite as

$$\frac{dq^R(s)}{ds} = - \nabla_p \tilde{H}(q^R(s), p^R(s), s) ds$$

$$\frac{dp^R(s)}{ds} = \nabla_q \tilde{H}(q^R(s), p^R(s), s) ds - \tilde{\gamma}(q^R(s), s) \nabla_p \tilde{H}(q^R(s), p^R(s), s) ds$$

$$+ \sqrt{2\beta^{-1}}\tilde{\sigma}(q^R(s), s) dw(s),$$

(101)

where we have defined, for all $(q, p, s) \in \mathbb{R}^n \times \mathbb{R}^n \times [0, T]$,

$$\tilde{H}(q, p, s) = H(q, p, T - s),$$

$$\tilde{\sigma}(q, s) = \sigma(q, T - s), \quad \tilde{\gamma}(q, s) = (\tilde{\sigma}^T)(q, s) = \gamma(q, T - s).$$

(102)

Since $\rho^R$ is both smooth and positive, the result in (22) asserts that the time reversal $(q^{R-}(s), p^{R-}(s)) = (q^R(T - s), p^R(T - s))$, $s \in [0, T]$, is again a diffusion process which satisfies the SDE

$$\frac{d q^{R-}(s)}{ds} = \nabla_q \tilde{H}(q^{R-}(s), p^{R-}(s), T - s) ds$$

$$\frac{d p^{R-}(s)}{ds} = b^{-}(q^{R-}(s), p^{R-}(s), T - s) ds + \sqrt{2\beta^{-1}}\tilde{\sigma}(q^{R-}(s), T - s) dw(s)$$

(103)

on $s \in [0, T]$, with the initial distribution $\pi^R_T$, where the drift $b^-$ is, for all $(q, p, s) \in \mathbb{R}^n \times \mathbb{R}^n \times [0, T]$,

$$b^-(q, p, s) = \left(- \nabla_q \tilde{H} + \tilde{\gamma} \nabla_p \tilde{H} + \frac{2}{\beta \rho^R} \nabla_p \cdot (\rho^R \tilde{\gamma}) \right)(q, p, s).$$

(104)
Substituting (102) in (104), we find
\[
\begin{align*}
b^-(q, p, T - s) &= \left( -\nabla_q \hat{H} + \gamma \nabla_p \hat{H} + \frac{2}{\beta g^R} \nabla_p \cdot (\rho^R \gamma) \right)(q, p, T - s) \\
&= \left( -\nabla_q H + \gamma \nabla_p H + \frac{2}{\beta g^R} \nabla_p \cdot (\rho^R \gamma) \right)(q, p, s) \\
&= \left( -\nabla_q H + \gamma \nabla_p H + \frac{2}{\beta g^R} \gamma \nabla_p g^R \right)(q, p, s) \\
&= \left( -\nabla_q H - \gamma \nabla_p H + \frac{2}{\beta} \gamma \nabla_p \ln(e^{\beta H} \rho^R \gamma) \right)(q, p, s),
\end{align*}
\]
(105)
where we have used the notation \(\rho^R, -\gamma(g^R, p, s) = \rho^R(q, p, T - s)\) and the fact that \(\gamma\) is independent of \(p\). Using (102) and (105), (103) can be written more explicitly as
\[
\begin{align*}
dq^R(-) &= \nabla_p H(q^R, p^R, s) ds \\
p^R(-) &= -\nabla_q H(q^R, p^R, s) ds - \gamma(q^R, p^R, s) \nabla_p H(q^R, p^R, s) ds \\
&\quad + \frac{2}{\beta} \left( \gamma \nabla_p \ln(e^{\beta H} \rho^R) \right)(q^R, p^R, s) ds \\
&\quad + \sqrt{2\beta^{-1}} \sigma(q^R, p^R, s) dw(s).
\end{align*}
\]
(106)
Define \(g(q, p, s) = e^{\beta H} (q, p, s) \rho^R(q, p, T - s) Z(T)\), where \(Z(T)\) is defined in (71). Similar to the proof of Theorem 2, one can again show that \(g\) and the value function \(U\) in (95) are related by
\[
U = -\beta^{-1} \ln g.
\]
(107)
We refer to (64)–(66) in Section 2.3 and (130)–(131) in Appendix B.2 for details. Combining (96), (98), (106) and (107), we see that both processes \((q^R(-), p^R(-))\) and \((q^\ast(-), p^\ast(-))\) satisfy the same SDE.

Using Feynman-Kac formula, the PDE of \(g\) (see (129)–(130) in Appendix B.2), as well as \(W\) in (83), we can verify that the distribution \(\pi_0^R\) is the same as the distribution \(\pi_0^\ast\) in (99). To summarize, we have proved that both \((q^R(-), p^R(-))\) and \((q^\ast(-), p^\ast(-))\) satisfy the same SDE with the same initial distribution \(\pi_0^\ast\). Therefore, they have the same law on the path space.
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A Proofs of fluctuation relations

In this section, we present concise derivations of the fluctuation relations for both Brownian dynamics in Section 2.1 and Langevin dynamics in Section 3.1.

A.1 Fluctuation relation for Brownian dynamics

Proof of Proposition 1. Consider the PDE
\[
\frac{\partial f}{\partial s} = \mathcal{L}_s^T f + \left( \eta - \beta \frac{\partial V}{\partial s} \right) f, \quad s \in [0, T],
\]
\[
f(\cdot, 0) = f_0,
\]
where \( f_0 : \mathbb{R}^n \to \mathbb{R} \) is a bounded continuous function. One can verify that its solution can be expressed as (similar to the derivation of Kolmogorov’s forward equation [46], for instance, by introducing a test function and applying Ito’s formula)
\[
f(x', t) = \int_{\mathbb{R}^n} \mathbb{E} \left[ \exp \left( \int_0^t \eta(x(s), s) \, ds - \beta \int_0^t \frac{\partial V}{\partial s}(x(s), s) \, ds \right) \delta(x(t) - x') \ \bigg| \ x(0) = x \right] f_0(x) \, dx,
\]
(108)
for \((x', t) \in \mathbb{R}^n \times [0, T]\). On the other hand, using the second identity in (34) of Lemma 1, from (108) we find
\[
\frac{\partial (e^{\beta V} f)}{\partial s} = (e^{\beta V} f) \eta + e^{\beta V} \mathcal{L}_s^T f = (e^{\beta V} f) \eta + \mathcal{L}_s^{R} (e^{\beta V} f).
\]
(110)
Define
\[
\phi(x, s) = e^{\beta V(x,T-s)} f(x, T-s), \quad \forall \ (x, s) \in \mathbb{R}^n \times [0, T].
\]
(111)
Then, (110) implies
\[
\frac{\partial \phi}{\partial s} + \eta(x, T-s) \phi + \mathcal{L}_s^{R} \phi = 0, \quad s \in [0, T],
\]
\[
\phi(x, T) = e^{\beta V(x,0)} f_0(x), \quad x \in \mathbb{R}^n.
\]
(112)
Since \(\mathcal{L}_s^{R}\) is the generator of the reverse dynamics (31) at time \(s\), applying Feynman-Kac formula and using the terminal condition in (112), we know
\[
\phi(x', t) = \mathbb{E} \left[ \exp \left( \int_t^T \eta(x^{R}(s), T-s) \, ds \right) \phi(x^{R}(T), T) \ \bigg| \ x^{R}(t) = x' \right] f_0(x) e^{\beta V(x,0)} \, dx,
\]
(113)
for all \((x', t) \in \mathbb{R}^n \times [0, T]\). Combining (109), (111) and (113), we can derive

\[
\int_{\mathbb{R}^n} \mathbb{E} \left[ \exp \left( \int_0^T \eta(x^R(s), T - s) ds \right) \delta \left( x^R(T) - x' \right) \right] f_0(x) e^{\beta V(x, 0)} dx
\]

\[= \phi(x', 0)
\]

\[= e^{\beta V(x', T)} f(x', T)
\]

\[= e^{\beta V(x', T)} \int_{\mathbb{R}^n} \mathbb{E} \left[ \exp \left( \int_0^T \eta(x(s), s) ds - \beta \int_0^T \frac{\partial V}{\partial s}(x(s), s) ds \right) \delta(x(T) - x') \right] f_0(x) dx.
\]

Therefore, we obtain (36), since (114) holds for all bounded continuous functions \(f_0\).

A.2 Fluctuation relation for Langevin dynamics

Proof of Proposition 3. The proof is similar to that of Proposition 1 in Appendix A.1. Consider the PDE

\[
\frac{\partial f}{\partial s} = Q_s^T f + (\eta - \beta \frac{\partial H}{\partial s}) f, \quad s \in [0, T],
\]

\[f(\cdot, \cdot, 0) = f_0,
\]

where \(f_0 : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}\) is a bounded continuous function.

Introduce the function \(\phi : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \rightarrow \mathbb{R}\), where \(\phi(q, p, s) = (e^{\beta H}) q, p, T - s\). Using (115) and the second identity in (80) of Lemma 3, we can verify that

\[
\frac{\partial (e^{\beta H})}{\partial s} = (e^{\beta H}) \eta + Q_s^R (e^{\beta H} f),
\]

from which we obtain

\[
\frac{\partial \phi}{\partial s} + \eta(q, p, T - s) \phi + Q_s^R \phi = 0, \quad s \in [0, T],
\]

\[
\phi(q, p, T) = e^{\beta H(q, p, 0)} f_0(q, p), \quad (q, p) \in \mathbb{R}^n \times \mathbb{R}^n.
\]

(117) is obtained after expressing the solutions of PDEs (115) and (117) in terms of path ensemble averages of the Langevin dynamics (69) and (78), respectively. We refer to (109), (113), and (114) for details.

B Optimal control problems related to Jarzynski’s identity

In this section, we discuss the relevance of both the optimal control problem (51)–(52) in Section 2.3 and the optimal control problem (95)–(96) in Section 3.3 to the study of free energy calculation based on Jarzynski’s identity.

B.1 Brownian dynamics

We consider the forward process (22) and recall the notations in Section 2.1. Jarzynski’s identity states that \(26 \ 27 \)

\[
\Delta F = F(T) - F(0) = -\beta^{-1} \ln \mathbb{E} \left( e^{-\beta W} \bigg| x(0) \sim \nu_0^\infty \right),
\]

(118)
where $F$ is the free energy in (30), $\mathbb{E}(\cdot | x(0) \sim \nu_0^\infty)$ denotes the path ensemble average of (22) with initial distribution $\nu_0^\infty$, and $W$ is the work in (37). (118) provides a way of computing the free energy difference $\Delta F$ by sampling nonequilibrium trajectories, although the sampling variance is an issue of Monte Carlo estimators based on (118). See [15, 28, 39] for previous studies. In the following, we recall some analysis of (118) using change of measures [21], and show how the optimal control problem (51)–(52) arises.

Let $\nu_0$ be a probability measure on $\mathbb{R}^n$ that is absolutely continuous with respect to the Lebesgue measure, and $u_s \in \mathbb{R}^m$, $0 \leq s \leq T$, is a (feedback) control force such that the Novikov’s condition is satisfied [10]. Applying change of measures to (118), we see that the free energy difference can also be estimated using

$$
\Delta F = -\beta^{-1} \ln \mathbb{E} \left( e^{-\beta W} \frac{\partial P}{\partial \nu} \bigg| x^n(0) \sim \nu_0 \right)
$$

(119)

where $\mathbb{E}(\cdot | x^n(0) \sim \nu_0)$ denotes the path ensemble average of the controlled nonequilibrium process

$$
dx^n(s) = \left( J - \gamma \nabla V + \frac{1}{\beta} \nabla \cdot \gamma \right)(x^n(s), s) \, ds + \sqrt{2\beta^{-1}} \sigma(x^n(s), s) \, dw(s)
$$

$$
+ \sigma(x^n(s), s) u_s \, ds ,
$$

starting from $x^n(0) \sim \nu_0$, $P$ and $P_{\nu_0}$, are the path measures of the original process (22) and the controlled process (120), respectively. The explicit expression of the likelihood ratio in (119) is given by Girsanov’s theorem [40]. Moreover, there exists an optimal change of measures $P_{\nu_0}^\ast$, which corresponds to an optimal initial distribution $\nu_0^\ast$ and an optimal control force $u^\ast$, such that the variance of the (importance sampling) Monte Carlo estimator based on (119) equals zero [21]. In fact, a simple argument shows that $\nu_0^\ast$ satisfies

$$
d\nu_0^\ast \frac{dx}{dx} = \frac{e^{-\beta V(x,0)}}{Z(T)} \mathbb{E} \left( e^{-\beta W} \bigg| x(0) = x \right) = \frac{e^{-\beta V(x,0)}}{Z(T)} g(x,0) ,
$$

(121)

where

$$
g(x,t) = \mathbb{E} \left( e^{-\beta \int_t^T \frac{\partial V}{\partial s} (x(s),s) \, ds} \bigg| x(t) = x \right) , \quad \forall \ (x,t) \in \mathbb{R}^n \times [0,T] .
$$

(122)

Feynman-Kac formula implies that $g$ solves the PDE

$$
\frac{\partial g}{\partial s} + \mathcal{L}_s g - \beta \frac{\partial V}{\partial s} g = 0 , \quad \text{and} \quad g(\cdot,T) \equiv 1 .
$$

(123)

The optimal control problem (51)–(52) is recovered by considering the logarithmic transformation $U = -\beta^{-1} \ln g$ [16]. In fact, using the identity (33) in Lemma [1] we can deduce from (123) that $U : \mathbb{R}^n \times [0,T] \to \mathbb{R}$ satisfies the HJB equation

$$
\frac{\partial U}{\partial s} + \min_{v \in \mathbb{R}^m} \left\{ \mathcal{L}_s U + (\sigma v) \cdot \nabla U + \frac{|v|^2}{4} + \frac{\partial V}{\partial s} \right\} = 0 , \quad (x,s) \in \mathbb{R}^n \times [0,T] ,
$$

(124)

Therefore, $U$ is the value function of the stochastic optimal control problem (51)–(52) [16]. It is also known that the optimal control of the optimal control problem (51)–(52) is given by $u^\ast$, which coincides with $u^\ast$ that leads to the optimal change of measures (119).
B.2 Langevin dynamics

Similar to the case of Brownian dynamics in Appendix B.1, Jarzynski’s identity
\[
\Delta F = F(T) - F(0) = -\beta^{-1} \ln E \left( e^{-\beta W} \left| (q(0), p(0)) \sim \pi^\infty_0 \right. \right),
\]
holds for Langevin dynamics [29][6], where \( F \) is the free energy in (72), \( E(\cdot \mid (q(0), p(0)) \sim \pi^\infty_0) \) denotes the path ensemble average of the (forward) process (69) starting from the initial distribution \( \pi^\infty_0 \) in (71), and \( W \) is the work in (83). In the following, we explain how the optimal control problem (95)–(96) is related to (125).

Applying change of measures to (125), we get
\[
\Delta F = -\beta^{-1} \ln E \left( e^{-\beta W} \left| \frac{dP}{dP_{\tilde{\pi}_0}} \right| (q^u(0), p^u(0)) \sim \tilde{\pi}_0 \right) \tag{126}
\]
where \( P_u \) and \( E(\cdot \mid (q^u(0), p^u(0)) \sim \tilde{\pi}_0) \) denote respectively the probability measure (in path space) and the path ensemble average of the controlled Langevin process
\[
\begin{align*}
\frac{dq^u(s)}{ds} &= \nabla_q H(q^u(s), p^u(s), s) ds \\
\frac{dp^u(s)}{ds} &= -\nabla_p H(q^u(s), p^u(s), s) ds - \gamma g (q^u(s), s) \frac{\partial H}{\partial q} (q^u(s), s) ds + \sigma q^u(s), s) u_s ds + \sqrt{2\beta^{-1}} \sigma(q^u(s), s) dw(s)
\end{align*}
\tag{127}
\]
starting from the initial distribution \( \tilde{\pi}_0 \) (which may differ from \( \pi^\infty_0 \), \( P \) denotes the probability measure of (69) starting from \( \pi^\infty_0 \), and \( u_s \in \mathbb{R}^m \), \( 0 \leq s \leq T \), is the control force. Note that in (127) the control force is only applied to the equation of momentum \( p \) [54]. The explicit expression of the likelihood ratio in (126) is again given by Girsanov’s theorem [40]. In particular, there is an optimal change of measure, characterized by the optimal initial distribution \( \pi^*_0 \), and the optimal control force \( u^* \), such that the variance of the importance sampling Monte Carlo estimator based on (126) equals zero. A simple analysis shows that
\[
d\pi^*_0 = \frac{1}{Z(T)} g(q, p, 0) e^{-\beta H(q, p, 0)} dqdp, \tag{128}
\]
where
\[
g(q, p, t) = E \left( e^{-\beta \int_t^T \frac{\partial H}{\partial q}(q(s), p(s), s) ds} \left| q(t) = q, p(t) = p \right. \right), \quad \forall (q, p, t) \in \mathbb{R}^n \times \mathbb{R}^n \times [0, T].
\tag{129}
\]
Feymann-Kac formula implies that \( g \) in (129) satisfies the PDE
\[
\frac{\partial g}{\partial s} + Q_s g - \beta \frac{\partial H}{\partial q} g = 0, \quad g(\cdot, \cdot, T) = 1, \tag{130}
\]
where \( Q_s \) is the generator of (69) at time \( s \).

The optimal control problem (95)–(96) is then recovered by considering \( \mathcal{U} = -\beta^{-1} \ln g \). Concretely, applying (81) in Lemma 3 one can derive from (130) the HJB equation
\[
\frac{\partial \mathcal{U}}{\partial s} + \min_{v \in \mathbb{R}^m} \left\{ Q_s \mathcal{U} + (\sigma v) \cdot \nabla_p \mathcal{U} + \frac{|v|^2}{4} + \frac{\partial H}{\partial q} \right\} = 0, \tag{131}
\]
\[
\mathcal{U}(\cdot, \cdot, T) = 0.
\]
Therefore, \( \mathcal{U} \) is the value function of the optimal control problem (95)–(96) [16]. The optimal control of (94)–(96) is given by (89), which coincides with \( u^* \) that leads to the optimal change of measure in (126).
C Relative entropy estimate for Langevin dynamics: Proof of Theorem 3

In this section, we prove Theorem 3 in Section 3.2. The proof is based on the hypocoercivity theory [53] (in the simplest setting), which is a general framework for the study of the convergence of degenerate kinetic equations towards equilibrium. Before presenting the proof, we need to introduce some notations.

First of all, let us define the operators

\[ A = \nabla_p, \quad A_i = \frac{\partial}{\partial p_i}, \quad B = p \cdot \nabla_q - \nabla_q V \cdot \nabla_p, \]

\[ C = \nabla_q, \quad C_i = [A_i, B] = A_i B - B A_i = \frac{\partial}{\partial q_i}, \quad 1 \leq i \leq n, \]

(132)

where \([A_i, B]\) denotes the commutator of \(A_i\) and \(B\), and we have used the fact that \(V = V(q, s)\) is independent of \(p\) to derive the last equality. Note that, since \(V\) is time-dependent, \(B = B_s\) is time-dependent as well. Following [53], for \(s \in [0, T]\), we denote by \(A^*_i\) and \(B^*\) the adjoint operators of \(A_i\) and \(B\) with respect to the probability measure \(\pi_\infty\) (71), respectively. (The notations here should be compared to (25) and (74), which are adjoint operators with respect to Lebesgue measure. Also see Remark 1 for related discussions.) Note that we are considering the special case (87), i.e.,

\[ \sigma = \sqrt{\xi} I_n, \quad H(q, p, s) = V(q, s) + \frac{|p|^2}{2}, \quad (q, p, s) \in \mathbb{R}^n \times \mathbb{R}^n \times [0, T], \]

(133)

where \(\xi > 0\). One can verify that (see [53, Section 7])

\[ A_i^* = -\frac{\partial}{\partial p_i} + \beta p_i, \quad A_i^* A_i = -\frac{\partial^2}{\partial p_i^2} + \beta p_i \frac{\partial}{\partial p_i}, \]

\[ B^* = -B, \]

\[ [C_i, B] = -\sum_{l=1}^n \frac{\partial^2 V}{\partial q_i \partial q_l} \frac{\partial}{\partial p_l}, \quad [A_i, A_j^*] = \beta \delta_{ij}, \quad [A_i, C_j] = 0, \quad [C_i, A_j^*] = 0, \]

for \(1 \leq i, j \leq n\), as well as

\[ Q_s = -\frac{\xi}{\beta} \sum_{i=1}^n A_i^* A_i + B_s, \quad Q^R_{T-s} = Q^*_s = -\frac{\xi}{\beta} \sum_{i=1}^n A_i^* A_i - B_s, \]

(135)

where \(Q_s, Q^R_s\) are defined in (70) and (79) (in the case of (133)), respectively. The identities in (134) and (135) allow us to interchange the order of two first-order differential operators (in the proof of Lemma 5 below). To simplify notations, we introduce functions

\[ h = \frac{d\pi_s}{d\pi_\infty}, \quad \text{and} \quad u = \ln h, \]

(136)

where the probability measure \(\pi_s\) is defined in (73). Also, we will write \(\int f d\pi_s\) or \(\int f d\pi_\infty\) for integrations over the entire phase space \(\mathbb{R}^n \times \mathbb{R}^n\). With these conventions, (51) in Lemma 3 and (85) in Lemma 4 imply

\[ \frac{\partial h}{\partial s} = \beta \left( \frac{\partial V}{\partial s} - \frac{dF(s)}{ds} \right) h + Q^*_s h, \]

(137)

28
\[
\frac{\partial u}{\partial s} = \beta \left( \frac{\partial V}{\partial s} - \frac{dF(s)}{ds} \right) + Q^*_s u + \frac{\xi}{\beta} |Au|^2 ,
\] (138)

where we have used \( \frac{dH}{ds} = \frac{\partial V}{\partial s} \) thanks to (133).

We need the following result, which is essentially a special case of the more general result [53, Lemma 32]. We present its proof since in the current setting \( V \) is time-dependent and the calculation is more transparent.

**Lemma 5.** Let \( h \) and \( u \) be the functions in (136). We have the following identities.

\[
\begin{align*}
\frac{d}{ds} \int |Au|^2 d\pi_s &= -\frac{2\xi}{\beta} \sum_{i,j=1}^n \int (A_i A_j u)^2 d\pi_s - 2\xi \int |Au|^2 d\pi_s - 2 \int \langle Au, Cu \rangle d\pi_s , \\
\frac{d}{ds} \int |Cu|^2 d\pi_s &= 2\beta \int \langle Cu, C \frac{\partial V}{\partial s} \rangle d\pi_s - 2\xi \sum_{i,j=1}^n \int (C_j A_i u)^2 d\pi_s \\
&\quad - 2 \int \langle [C, B] u, Cu \rangle d\pi_s , \\
\frac{d}{ds} \int \langle Au, Cu \rangle d\pi_s &= \beta \int \langle Au, C \frac{\partial V}{\partial s} \rangle d\pi_s - \frac{2\xi}{\beta} \sum_{i,j=1}^n \int (A_j A_i u)(A_i C_j u) d\pi_s \\
&\quad - \xi \int \langle Au, Cu \rangle d\pi_s - \int |Cu|^2 d\pi_s - \int \langle Au, [C, B] u \rangle d\pi_s .
\end{align*}
\]

**Proof.** Since the proof is similar to the one of [53, Lemma 32], we only sketch the derivation of the first identity. The other two identities can be derived similarly, using (132), (134) and integration by parts.

Recall that \( Q^T_s \) and \( Q^*_s \) are the adjoint operators of \( Q_s \) with respect to Lebesgue measure and the probability measure \( \pi^\infty_s \), respectively. Using \( d\pi_s = \varrho dqdp \), \( \text{(136)} \), and the Fokker-Planck equation (174), we compute

\[
\begin{align*}
\frac{d}{ds} \int |Au|^2 d\pi_s &= \frac{d}{ds} \int |Au|^2 \varrho dqdp \\
&= \int \left( \frac{\partial}{\partial s} |Au|^2 \right) \varrho dqdp + \int |Au|^2 Q^T_s \varrho dqdp \\
&= 2 \int \langle Au, A \frac{\partial u}{\partial s} \rangle d\pi_s + \int (Q_s |Au|^2) d\pi_s \\
&= 2 \int \langle Au, A \frac{\partial u}{\partial s} \rangle h d\pi^\infty_s + \int (Q_s |Au|^2) h d\pi^\infty_s .
\end{align*}
\]

Using (138), (135), and integration by parts formula, we get

\[
\frac{d}{ds} \int |Au|^2 d\pi_s
\]
where we have used \((Au) = (A \ln h)h = Ah\), as well as \(A(\frac{\partial W}{\partial s}) - \frac{\partial F}{\partial s} = \nabla_p \frac{\partial F}{\partial s} = 0\).

Concerning \(J_1\), using integration by parts formula, the identities

\[ A_i A_j^* = A_j^* A_i + \beta \delta_{ij} \] (see (133)) and \(A_i A_j = A_j A_i\), we can derive

\[
J_1 = -\frac{2\xi}{\beta} \sum_{j=1}^{n} \left( \langle Au, A A_j^* A_j u \rangle h \, d\pi_s^\infty \right) + \frac{\xi}{\beta} \int \langle Ah, A|Au|^2 \rangle \, d\pi_s^\infty
\]

which, using the identities

\[
\sum_{i,j=1}^{n} \left( \langle A_i A_j^* A_j u \rangle h \, d\pi_s^\infty \right) = \sum_{i,j=1}^{n} \left( \langle A_i h \rangle (A_i A_j^* A_j u) \right) h \, d\pi_s^\infty
\]

and

\[
\sum_{i,j=1}^{n} \left( \langle A_i A_j u \rangle^2 h \, d\pi_s^\infty \right) = \sum_{i,j=1}^{n} \left( \langle A_i A_j u \rangle^2 h \, d\pi_s^\infty \right)
\]

leads to

\[
J_1 = -\frac{2\xi}{\beta} \sum_{i,j=1}^{n} \left( \langle A_i A_j^* A_j u \rangle h \, d\pi_s^\infty \right) + \frac{\xi}{\beta} \int \langle Ah, A|Au|^2 \rangle \, d\pi_s^\infty
\]

Concerning \(J_2\), using \(AB = BA + [A, B] = BA + C\) (see (132)), we compute

\[
J_2 = -2 \int \langle Au, ABu \rangle h \, d\pi_s^\infty + \int (B|Au|^2) h \, d\pi_s^\infty
\]

which, using the identities

\[
\sum_{i,j=1}^{n} \left( \langle A_i A_j u \rangle^2 h \, d\pi_s^\infty \right) = \sum_{i,j=1}^{n} \left( \langle A_i A_j u \rangle^2 h \, d\pi_s^\infty \right)
\]

and

\[
\sum_{i,j=1}^{n} \left( \langle A_i u \rangle h \, d\pi_s^\infty \right) = \sum_{i,j=1}^{n} \left( \langle A_i u \rangle h \, d\pi_s^\infty \right)
\]

leads to

\[
J_2 = -2 \int \langle Au, ABu \rangle h \, d\pi_s^\infty + \int (B|Au|^2) h \, d\pi_s^\infty
\]

The first conclusion follows by summing up (140) and (141).
Now we are ready to prove Theorem 3.

Proof of Theorem 3. Recall the quantity \( E(s) \) in (91). Using (132) and (136), we can write

\[
E(s) = R^{\text{Lan}}(s) + a \int |Au|^2 \, d\pi_s + 2b \int \langle Au, Cu \rangle \, d\pi_s + c \int |Cu|^2 \, d\pi_s. \tag{142}
\]

Since the spatial marginal measure of \( \pi_s^\infty \) satisfies LSI with constant \( \kappa \), the measure \( \pi_s^\infty \) itself satisfies LSI with constant \( \min\{\kappa, \beta\} \) (see Remark 4), which implies

\[
R^{\text{Lan}}(s) \leq \frac{1}{2 \min\{\kappa, \beta\}} \int (|Au|^2 + |Cu|^2) \, d\pi_s. \tag{143}
\]

Let us choose constants \( a, b, c > 0 \), such that both matrices

\[
S = \begin{pmatrix} a & b \\ b & c \end{pmatrix}, \quad \tilde{S} = \begin{pmatrix} \xi(\frac{1}{\beta} + 2a) - 2b(1 + L) & -(a + b\xi + cL) \\ -(a + b\xi + cL) & 2b - c \end{pmatrix} \tag{144}
\]

are positive definite, where \( L > 0 \) is the upper bound of \( \|\nabla^2 V\|_2 \) in (89). For instance, this is satisfied when \( a, b, c \) are small enough, such that \( 2b > c \) and \( b^2 < ac \). Denote by \( \lambda_1, \lambda_2 \) the two (real) positive eigenvalues of \( S \), where \( 0 < \lambda_1 \leq \lambda_2 \), and denote by \( \tilde{\lambda}_1, \tilde{\lambda}_2 \) the two (real) positive eigenvalues of \( \tilde{S} \) such that \( 0 < \tilde{\lambda}_1 \leq \tilde{\lambda}_2 \). Then, we have

\[
\lambda_1(x^2 + y^2) \leq ax^2 + 2bxy + cy^2 \leq \lambda_2(x^2 + y^2),
\]

\[
\tilde{\lambda}_1(x^2 + y^2) \leq \left[ \xi\left(\frac{1}{\beta} + 2a\right) - 2b(1 + L) \right] x^2 - 2(a + b\xi + cL)xy + (2b - c)y^2 \tag{145}
\]

\[
\leq \tilde{\lambda}_2(x^2 + y^2),
\]

for all \( x, y \in \mathbb{R} \). (145) and (143) imply

\[
R^{\text{Lan}}(s) \leq E(s) \leq \left( \frac{1}{2 \min\{\kappa, \beta\}} + \lambda_2 \right) \int (|Au|^2 + |Cu|^2) \, d\pi_s, \quad \forall s \in [0, T]. \tag{146}
\]

Applying the identities in both Proposition 4 and Lemma 5, we can derive

\[
\frac{d}{ds} E(s) = -\beta \int \frac{\partial V}{\partial s} \, d\pi_s^\infty + \beta \int \frac{\partial V}{\partial s} \, d\pi_s + 2c\beta \int \langle Cu, C \frac{\partial V}{\partial s} \rangle \, d\pi_s + 2b\beta \int \langle Au, C \frac{\partial V}{\partial s} \rangle \, d\pi_s
\]

\[
- \xi\left(\frac{1}{\beta} + 2a\right) \int |Au|^2 \, d\pi_s - 2(a + b\xi) \int \langle Au, Cu \rangle \, d\pi_s - 2b \int |Cu|^2 \, d\pi_s - 2b \int \langle Au, C, B \rangle \, d\pi_s - 2c \int \langle C, B \rangle \, d\pi_s
\]

\[
- \frac{2c}{\beta} \sum_{i,j=1}^{n} \int \left[ a(A_i A_j u)^2 + 2b(C_j A_i u)(A_i A_j u) + c(C_j A_i u)^2 \right] \, d\pi_s
\]

\[= J_1 + J_2 + J_3 + J_4 + J_5, \tag{147}
\]
where $J_l$, $1 \leq l \leq 5$, denotes the terms on the $l$th line in the second equality above. Clearly, (145) implies $J_5 \leq 0$. In the following, we estimate $J_l$ for $l = 1, 2, 3, 4$.

Recall the constants $L_1$, $L_2$ and $L$ in the assumption (38). Similar to (17), using (13) and Csiszár-Kullback-Pinsker inequality (15), we find

\begin{equation}
J_1 \leq \beta \left| \frac{\partial V}{\partial s} d\pi_s - \int \frac{\partial V}{\partial s} d\pi_s \right| \\
\leq \beta L_1 \sqrt{2DL_1(\pi_s | \pi_s^\infty)} = \beta L_1 \sqrt{2R_L^\lambda(s)} \leq \frac{\beta^2 L_1^2}{2\omega} + \omega \mathcal{E}(s),
\end{equation}

for all $\omega > 0$, while Cauchy-Schwarz inequality implies

\begin{equation}
J_2 \leq 2c\beta \int \langle Cu, C \frac{\partial V}{\partial s} \rangle d\pi_s + 2b\beta \int \langle Au, C \frac{\partial V}{\partial s} \rangle d\pi_s \\
\leq \left( c + \frac{b}{2} \right) \beta^2 L_2^2 + c \int |Cu|^2 d\pi_s + 2b \int |Au|^2 d\pi_s.
\end{equation}

For $J_3$, we clearly have

\begin{equation}
J_3 \leq -\xi \left( \frac{1}{\beta} + 2a \right) \int |Au|^2 d\pi_s + 2(a + b\xi) \int |Au||Cu| d\pi_s - 2b \int |Cu|^2 d\pi_s.
\end{equation}

For $J_4$, since $[C_1, B] = -\sum_{l=1}^n \frac{\partial^2 V}{\partial q_l \partial q_l} \frac{\partial^2}{\partial q_l}$ (see (134)) and $\|\nabla^2 V\|_2 \leq L$, we have

\begin{equation}
|J_4| = -2b \int \langle Au, [C, B]u \rangle d\pi_s - 2c \int \langle [C, B]u, Cu \rangle d\pi_s \\
\leq 2bL \int |Au|^2 d\pi_s + 2cL \int |Au| |Cu| d\pi_s.
\end{equation}

Let us choose $\omega > 0$, such that

\begin{equation}
2\omega = \bar{\lambda}_1 \left( \frac{1}{2 \min\{\kappa, \beta\}} + \lambda_2 \right)^{-1}.
\end{equation}

Substituting the estimates (148)–(151) into (147), applying (145), (146), and using (152), we find

\[
\begin{align*}
\frac{d}{ds} \mathcal{E}(s) &\leq \left[ \frac{\beta^2 L_1^2}{2\omega} + \left( c + \frac{b}{2} \right) \beta^2 L_2^2 \right] + \omega \mathcal{E}(s) - \left\{ \xi \left( \frac{1}{\beta} + 2a \right) - 2b(1 + L) \right\} \int |Au|^2 d\pi_s \\
&\quad - 2(cL + a + b\xi) \int |Au||Cu| d\pi_s + (2b - c) \int |Cu|^2 d\pi_s \\
&\leq \left[ \frac{\beta^2 L_1^2}{2\omega} + \left( c + \frac{b}{2} \right) \beta^2 L_2^2 \right] + \omega \mathcal{E}(s) - \bar{\lambda}_1 \int (|Au|^2 + |Cu|^2) d\pi_s \\
&\leq \left[ \frac{\beta^2 L_1^2}{2\omega} + \left( c + \frac{b}{2} \right) \beta^2 L_2^2 \right] + \omega \mathcal{E}(s) - \bar{\lambda}_1 \left( \frac{1}{2 \min\{\kappa, \beta\}} + \lambda_2 \right)^{-1} \mathcal{E}(s) \\
&= \left[ \frac{\beta^2 L_1^2}{2\omega} + \left( c + \frac{b}{2} \right) \beta^2 L_2^2 \right] - \omega \mathcal{E}(s).
\end{align*}
\]

The conclusion follows by applying Gronwall’s inequality.
References

[1] L. Ambrosio, N. Gigli, and G. Savaré. Gradient Flows: in Metric Spaces and in the Space of Probability Measures. Lectures in Mathematics. Birkhäuser, 2005.

[2] L. R. Bellet. Ergodic Properties of Markov Processes, pages 1–39. Springer Berlin Heidelberg, Berlin, Heidelberg, 2006.

[3] E. Bernton, J. Heng, A. Doucet, and P. E. Jacob. Schrödinger bridge samplers. arXiv:1912.13170, 2019.

[4] V. I. Bogachev, M. Röckner, and S. V. Shaposhnikov. Positive densities of transition probabilities of diffusion processes. Theory Probab. Appl., 53(2):194–215, 2009.

[5] J. A. Carrillo, R. J. McCann, and C. Villani. Kinetic equilibration rates for granular media and related equations: entropy dissipation and mass transportation estimates. Rev. Mat. Iberoamericana, 19(3):971–1018, 2003.

[6] R. Chetrite and K. Gawędzki. Fluctuation relations for diffusion processes. Commun. Math. Phys., 282(2):469–518, 2008.

[7] G. E. Crooks. Entropy production fluctuation theorem and the nonequilibrium work relation for free energy differences. Phys. Rev. E, 60:2721–2726, 1999.

[8] G. E. Crooks. Path-ensemble averages in systems driven far from equilibrium. Phys. Rev. E, 61:2361–2366, 2000.

[9] C. Dellago and G. Hummer. Computing equilibrium free energies using nonequilibrium molecular dynamics. Entropy, 16(1):41, 2014.

[10] J. Dolbeault, A. Klar, C. Mouhot, and C. Schmeiser. Exponential rate of convergence to equilibrium for a model describing fiber lay-down processes. Appl. Math. Res. Express., 2013(2):165–175, 2012.

[11] J. Dolbeault, C. Mouhot, and C. Schmeiser. Hypocoercivity for kinetic equations with linear relaxation terms. C. R. Acad. Sci. Paris, 347(9):511–516, 2009.

[12] M. H. Duong, A. Lamacz, M. A. Peletier, A. Schlichting, and U. Sharma. Quantification of coarse-graining error in Langevin and overdamped Langevin dynamics. Nonlinearity, 31(10):4517–4566, 2018.

[13] A. Eberle. Markov processes. http://wt.iam.uni-bonn.de/eberle/skripten/, 2017. Lecture Notes, University of Bonn.

[14] A. Eberle, A. Guillin, and R. Zimmer. Couplings and quantitative contraction rates for Langevin dynamics. Ann. Probab., 47(4):1982–2010, 2019.

[15] N. J. English and C. J. Waldron. Perspectives on external electric fields in molecular simulation: progress, prospects and challenges. Phys. Chem. Chem. Phys., 17:12407–12440, 2015.
[16] W. H. Fleming and H. M. Soner. *Controlled Markov processes and viscosity solutions*. Springer, 2006.

[17] H. Ge and H. Qian. Physical origins of entropy production, free energy dissipation, and their mathematical representations. *Phys. Rev. E*, 81:051133, 2010.

[18] J. Gore, F. Ritort, and C. Bustamante. Bias and error in estimates of equilibrium free-energy differences from nonequilibrium measurements. *Proc. Natl. Acad. Sci. U.S.A.*, 100(22):12564–12569, 2003.

[19] P. Grindrod and D. J. Higham. Evolving graphs: dynamical models, inverse problems and propagation. *P. Roy. Soc. A-Math. Phys.*, 466(2115):753–770, 2010.

[20] M. Hairer and G. A. Pavliotis. From ballistic to diffusive behavior in periodic potentials. *J. Stat. Phys.*, 131:175–202, 2008.

[21] C. Hartmann, C. Schütte, and W. Zhang. Jarzynski equality, fluctuation theorems, and variance reduction: Mathematical analysis and numerical algorithms. *J. Stat. Phys.*, 175(6):1214–1261, 2019.

[22] U. G. Haussmann and E. Pardoux. Time reversal of diffusions. *Ann. Probab.*, 14(4):1188–1205, 1986.

[23] P. Holme and J. Saramäki. Temporal networks. *Phys. Rep.*, 519(3):97–125, 2012.

[24] A. Iacobucci, S. Olla, and G. Stoltz. Convergence rates for nonequilibrium Langevin dynamics. *Ann. Math. Què.*, 43(1):73–98, 2019.

[25] J. Jaeger and N. Monk. Bioattractors: dynamical systems theory and the evolution of regulatory processes. *J. Physiol.*, 592(11):2267–2281, 2014.

[26] C. Jarzynski. Equilibrium free-energy differences from nonequilibrium measurements: A master-equation approach. *Phys. Rev. E*, 56:5018–5035, 1997.

[27] C. Jarzynski. Nonequilibrium equality for free energy differences. *Phys. Rev. Lett.*, 78:2690–2693, 1997.

[28] C. Jarzynski. Rare events and the convergence of exponentially averaged work values. *Phys. Rev. E*, 73:046105, 2006.

[29] C. Jarzynski. Nonequilibrium work relations: foundations and applications. *Eur. Phys. J. B*, 64(3):331–340, 2008.

[30] M. Ledoux. *The Concentration of Measure Phenomenon*. Mathematical surveys and monographs. American Mathematical Society, 2001.

[31] F. Legoll and T. Lelièvre. Effective dynamics using conditional expectations. *Nonlinearity*, 23(9):2131–2163, 2010.

[32] B. Leimkuhler, C. Matthews, and G. Stoltz. The computation of averages from equilibrium and nonequilibrium Langevin molecular dynamics. *IMA J. Numer. Anal.*, 36(1):13–79, 2015.
[33] T. Lelièvre, M. Rousset, and G. Stoltz. Free energy computations: a mathematical perspective. London Hackensack, N.J. Imperial College Press, 2010.

[34] T. Lelièvre, M. Rousset, and G. Stoltz. Langevin dynamics with constraints and computation of free energy differences. Math. Comput., 81(280):2071–2125, 2012.

[35] T. Lelièvre and G. Stoltz. Partial differential equations and stochastic methods in molecular dynamics. Acta Numerica, 25:681880, 2016.

[36] S. Livingstone, M. F. Faulkner, and G. O. Roberts. Kinetic energy choice in Hamiltonian/hybrid Monte Carlo. Biometrika, 106(2):303–319, 04 2019.

[37] J. Mattingly and A. Stuart. Geometric ergodicity of some hypo-elliptic diffusions for particle motions. Markov Process. Relat. Fields, 8:199–214, 2002.

[38] J. Mattingly, A. Stuart, and D. Higham. Ergodicity for SDEs and approximations: locally Lipschitz vector fields and degenerate noise. Stoch. Proc. Appl., 101(2):185–232, 2002.

[39] D. D. L. Minh and J. D. Chodera. Optimal estimators and asymptotic variances for nonequilibrium path-ensemble averages. J. Chem. Phys., 131(13):134110, 2009.

[40] B. Øksendal. Stochastic Differential Equations: An Introduction with Applications. Springer, 5th edition, 2000.

[41] F. Otto and C. Villani. Generalization of an inequality by Talagrand and links with the logarithmic Sobolev inequality. J. Funct. Anal., 173(2):361–400, 2000.

[42] G. Pavliotis. Stochastic Processes and Applications: Diffusion Processes, the Fokker-Planck and Langevin Equations. Texts in Applied Mathematics. Springer New York, 2014.

[43] M. Ponmurugan. Generalized detailed fluctuation theorem under nonequilibrium feedback control. Phys. Rev. E, 82:031129, 2010.

[44] H. Qian. A decomposition of irreversible diffusion processes without detailed balance. J. Math. Phys., 54:053302, 2013.

[45] S. Reich. Data assimilation: The Schrödinger perspective. Acta Numerica, 28:635711, 2019.

[46] H. Risken and T. Frank. The Fokker-Planck Equation: Methods of Solution and Applications. Springer Series in Synergetics. Springer Berlin Heidelberg, 1996.

[47] G. O. Roberts and R. L. Tweedie. Exponential convergence of Langevin distributions and their discrete approximations. Bernoulli, 2(4):341–363, 1996.

[48] T. Sagawa and M. Ueda. Fluctuation theorem with information exchange: Role of correlations in stochastic thermodynamics. Phys. Rev. Lett., 109:180602, 2012.

[49] G. Stoltz and Z. Trstanova. Langevin dynamics with general kinetic energies. Multiscale Model. Simul., 16(2):777–806, 2018.

35
[50] N. Van Kampen. *Stochastic Processes in Physics and Chemistry*. North-Holland Personal Library. Elsevier Science, 2011.

[51] B. Verd, A. Crombach, and J. Jaeger. Classification of transient behaviours in a time-dependent toggle switch model. *BMC Syst. Biol.*, 8:43–43, 2013.

[52] C. Villani. *Optimal Transport: Old and New*. Grundlehren der mathematischen Wissenschaften. Springer Berlin Heidelberg, 2008.

[53] C. Villani. *Hypocoercivity*. American Mathematical Society, 2009.

[54] W. Zhang, H. Wang, C. Hartmann, M. Weber, and C. Schütte. Applications of the cross-entropy method to importance sampling and optimal control of diffusions. *SIAM J. Sci. Comput.*, 36(6):A2654–A2672, 2014.