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Abstract

We propose a methodology at the nexus of operations research and machine learning (ML) leveraging generic approximators available from ML to accelerate the solution of mixed-integer linear two-stage stochastic programs. We aim at solving problems where the second stage is highly demanding. Our core idea is to gain large reductions in online solution time while incurring small reductions in first-stage solution accuracy by substituting the exact second-stage solutions with fast, yet accurate supervised ML predictions. This upfront investment in ML would be justified when similar problems are solved repeatedly over time, for example, in transport planning related to fleet management, routing and container yard management.

Our numerical results focus on the problem class seminally addressed with the integer and continuous L-shaped cuts. Our extensive empirical analysis is grounded in standardized families of problems derived from stochastic server location (SSLP) and stochastic multi knapsack (SMKP) problems available in the literature. The proposed method can solve the hardest instances of SSLP in less than 9% of the time it takes the state-of-the-art exact method, and in the case of SMKP the same figure is 20%. Average optimality gaps are in most cases less than 0.1%.
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1 Introduction

Decision-making problems in a broad range of application domains are subject to uncertainty. Prominent examples are supply chain management and transport planning that during the COVID-19 pandemic received media attention for their widespread disruptions and lack of resiliency. Real-life instances of related
decision-making problems, such as fleet management and network design problems, are known to be hard to solve, even in a deterministic form. Stochastic formulations are therefore rarely used in practice, despite their well-documented advantages when there is uncertainty in problem parameters.

We consider a general stochastic linear two-stage problem (P) of the form (notation borrowed from Angulo et al., 2016)

\[
\min_{x,z,\theta} \{cx + dz + \theta\}
\]

s.t. \[Ax + Cz \leq b,\] \hspace{1cm} (1)

\[Q(x) - \theta \leq 0,\] \hspace{1cm} (2)

\[x \in \{0,1\}^n,\] \hspace{1cm} (3)

\[z \geq 0, \quad z \in \mathcal{Z},\] \hspace{1cm} (4)

where the second-stage subproblem (S) is

\[
Q(x) \equiv \mathbb{E}_\xi[\min_y \{q_\xi y : W_\xi y \geq h_\xi - T_\xi x, y \in \mathcal{Y}\}],
\]

and \[\mathcal{Z}\] and \[\mathcal{Y}\] may embody integrality constraints and a number of additional constraints pertaining to \[z\] and \[y\], respectively. The coupling constraints \[W_\xi y \geq h_\xi - T_\xi x\] tie the first and second stages. We concentrate on formulations where (i) stochastic coefficients \[\xi \equiv \{q_\xi, W_\xi, T_\xi, h_\xi\}\] with finite support can occur in the second-stage objective or constraints, (ii) both stages can feature integer or continuous variables, (iii) the variables coupling the first and second stage are binary-valued, and (iv) both (S) and its primal continuous relaxation (RS)

\[
\tilde{Q}(x) \equiv \mathbb{E}_\xi[\min_y \{q_\xi y : W_\xi y \geq h_\xi - T_\xi x, y \in \tilde{\mathcal{Y}}\}]
\]

feature relatively complete recourse (\[\tilde{\mathcal{Y}}\] is equal to \[\mathcal{Y}\] except for the removal of every integrality constraint).

Common to many real-world settings is the solution of instances of (P) sharing similar patterns. Consider for example the tactical-operational planning of transport systems. This similarity lends itself to machine learning (ML) where data on the distribution of instances of interest could be leveraged offline to gain online speed-up. In this context, our goal is to devise a general ML-based matheuristic to solve mixed-integer linear two-stage stochastic programs, where the second stage is highly demanding computationally. More precisely, our core idea is to gain large reductions in online solution time while incurring small reductions in first-stage solution accuracy by substituting the solutions of the latter stages of Benders decomposition with fast, yet accurate approximations arising from supervised ML.

1.1 Relations with existing literature

Let us turn our attention (i) to exact methods currently available in the operations research (OR) literature addressing problem class (P) and to heuristic methods from the (ii) OR and the (iii) ML literatures and to the relations of our own heuristic method therewith.
1.1.1 Exact methods

Problem (P) is seminally addressed in Laporte and Louveaux (1993) with the integer L-shaped method operating on the Benders decomposition of (P). Let $L$ denote a lower bound on $\text{Q}^*(x)$. The master (first-stage) problem (M) is then

$$\begin{align*}
\min_{x,z,\theta} & \quad \{cx + dz + \theta\} \\
\text{s.t.} & \quad (1), (3), (4), \\
& \quad \Pi x - \mathbf{1}\theta \leq \pi_0, \quad (7) \\
& \quad \theta \geq L, \quad (8)
\end{align*}$$

where $\mathbf{1}$ denotes a column vector of ones. The set of constraints (7) is initially (i.e., at the root node of the algorithm) empty (unless initial cuts have been added, for instance, in a multi-phase solution process), and progressively populated with optimality cuts as a branch-and-Benders-cut process advances. Laporte and Louveaux (1993) apply the integer L-shaped optimality cut at a candidate solution $x^* \in \{0,1\}^n$,

$$\begin{align*}
\left(\text{Q}(x^*) - L\right) \left(\sum_{i \in S(x^*)} x_i - \sum_{i \notin S(x^*)} x_i - |S(x^*)|\right) + \text{Q}(x^*) & \leq \theta, \quad (9)
\end{align*}$$

where $S(x^*) : \equiv \{i : x^*_i = 1\}$ and $\text{Q}(x^*)$ is the optimal value of (S) at $x^*$, whenever $x^*$ turns out to be an invalid first-stage solution.

To the best of our knowledge, Angulo et al. (2016) is currently the most up-to-date and complete overview available about the application of Benders decomposition methods to problem class (P). They propose an algorithm that alternates between continuous and integer L-shaped cuts. At a given candidate integral first-stage solution $x^*$ that turns out to be invalid, their alternating cuts strategy first computes a subgradient cut derived from (RS). In particular, if $Y$ only imposes that second-stage variables in subproblem (S) are binary, then a continuous L-shaped optimality mono-cut (Birge and Louveaux, 2011, pp. 183-184) is defined by

$$\begin{align*}
\mathbb{E}_\xi[\phi_\xi(h_\xi - T_\xi x) - \mathbf{1}'\psi_\xi] & \leq \theta, \quad (10)
\end{align*}$$

where $\phi_\xi, \psi_\xi$ are the solutions to the duals (DRS) corresponding to RS, evaluated at $x^*$,

$$\max_{\phi_\xi, \psi_\xi} \{\phi_\xi(h_\xi - T_\xi x^*) - \mathbf{1}'\psi_\xi : \phi_\xi W_\xi - \psi_\xi \leq q_\xi, \phi_\xi \geq 0, \psi_\xi \geq 0\}, \quad (11)$$

$\forall \xi$. Here, the dual variables $\psi_\xi, \forall \xi$ are attached to the upper bound (equal to 1) embodied in $\hat{\mathcal{Y}}$ and constraining the second-stage variables in (RS).

The alternating algorithm of Angulo et al. (2016) resorts to the calculation of the integer L-shaped cut (9) (which is then imposed in the first-stage problem) only if the continuous L-shaped mono-cut (10) fails to separate the invalid first-stage solution. Otherwise, the continuous L-shaped cut is added to the first stage. This algorithm is generally faster than the standard integer L-shaped algorithm since (i) calculating the solution of the integral second-stage problem usually requires considerably more time than calculating the solution of its continuous relaxation and (ii) a binding continuous L-shaped cut will generally create a deeper separation than the corresponding integer L-shaped cut.
Angulo et al. (2016) also propose a new type of integer optimality cut, based on disjunctive programming, that can be used in place of (9), either in the integer L-shaped method or in their alternating algorithm. However, their experimental results indicate that the introduction of these cuts has a marginal or relatively small impact on computing times, depending on the class of problems considered.

1.1.2 Heuristic methods from OR

We turn our attention to heuristic algorithms that have been proposed to solve (P). A strong alternative to the aforementioned exact methods from the OR literature is the progressive hedging (PH) algorithm (Rockafellar and Wets, 1991, Watson and Woodruff, 2011) in view of its broad applicability, the interest it has attracted, its advanced and continuing development, and of the availability of an extensive computational platform. The dual decomposition algorithm (Carøe and Schultz, 1999) is also a possible contender. However, the documented performance of PH, provided it is favorably tuned, apparently surpasses that of dual decomposition for certain classes of problems, notably that of stochastic server location problems on which we draw as a test bench in our experiments (Torres et al., 2022, Woodruff, 2016).

Commonalities of the proposed method in OR. In OR, the idea of approximating all or part of a complex programming problem or of its solution has chiefly been investigated in simulation optimization and, to a much lesser extent, in bilevel programming. In our method, an ML predictor plays a role comparable to the objects alternatively known as metamodels, surrogate models or response surfaces (Barton, 2020, Barton and Meckesheimer, 2006) that are encountered in simulation optimization (Amaran et al., 2016). Likewise, our ML predictor describes a map between the inputs and output(s) of an optimization process whose exact form is fitted to data. In contrast, we are neither performing optimization over the ML predictor itself as a surrogate for the map between inputs and output(s) of the original optimization problem nor inserting it as a surrogate constraint as a stand in for a subproblem occurring in the original optimization problem. It is used, instead, as an auxiliary instrument to accelerate computations by generating at a high speed the intermediate inputs that are required in the broader optimization process governed by a Benders decomposition. This use as an auxiliary instrument is exploited in Larsen et al. (2022) and Freijinger and Larsen (2019). From this perspective, and to our knowledge, our closest neighbors are Sinha et al. (2016) and Sinha et al. (2020), where metamodels approximate the lower-level reaction set mapping and the lower-level value function in evolutionary algorithms handling deterministic, bilevel programming problems featuring continuous variables.

1.1.3 Heuristic methods from ML

There is an abundant and steadily growing literature in ML about constrained optimization, and combinatorial optimization in particular. It is surveyed in Bengio et al. (2021), Kotary et al. (2021a,b), Vesselinova et al. (2020). Bengio et al. (2021) and Kotary et al. (2021a) distinguish two main areas in which ML operates. The first one, *ML alongside optimization algorithms* (Bengio et al., 2021),
i.e., *ML-augmented constrained optimization* (Kotary et al., 2021a), designates the utilization of ML to inform the decisions made by optimization algorithms in order to enhance their efficiency. Our contribution is not quite of this nature. The second main area is *end-to-end learning*, whose defining characteristic is simply the application of ML within calculations towards the solution of optimization problems. This better corresponds to our matheuristic algorithm: we utilize ML to approximate a core component of the Benders decomposition, that is the solution of second stage, given first-stage coupling variables, to achieve an approximate first-stage solution for the stochastic programming problem at hand.

Kotary et al. (2021a) further distinguish two subareas in end-to-end constrained optimization learning: (i) *predicting solutions* and (ii) *predict-and-optimize*. On the one side, (i) designates the application of supervised or reinforcement learning (RL) to predict the overall solutions of constrained optimization problems. Cappart et al. (2020), Mazyavkina et al. (2021), Wang and Tang (2021) detail the application of RL in this context. Graphical neural networks (GNN) are especially well-adapted to the representation of combinatorial problems and their application is detailed in Cappart et al. (2021), Peng et al. (2021), Schuetz et al. (2022). On the other side, (ii) designates the search for solutions to partially defined problems while accounting jointly for their unknown aspects or parameters. Predecessors of methods currently in (ii) belong to an area known as *predict-then-optimize*, where prediction of the unknown aspects of the optimization problem and optimization itself are performed sequentially. Recent information on (ii) is available in Elmachtoub and Grigas (2022), Fioretto (2022), Zhang et al. (2022). Whereas methods in subarea (ii) involve the application of mathematical programming solvers, those in (i) rely entirely on optimization of ML architectures. It is worth noting that an assignment of papers to specific subareas is often not totally precise, because some works can be interpreted differently and might fit into multiple categories.

The following recent publications lie at the intersection of stochastic programming and ML. Given a set of scenarios, Bengio et al. (2020) propose to predict a representative scenario to form a smaller surrogate problem that is easier to solve with a general purpose MIP solver. The definition of a representative scenario depends on the structure of the problem. This approach can be assigned to both ML-augmented constrained optimization and end-to-end learning. In contrast, Nair et al. (2018) and Dai et al. (2021) belong to subarea (i) of end-to-end learning. Nair et al. (2018) propose an RL algorithm for two-stage stochastic programs with unconstrained binary decisions and hence does not address the general problem class (P). Dai et al. (2021) address multi-stage stochastic programs. Although this class is a generalization of (P), the respective contexts and solution approaches are distant: The authors exploit the commonalities between the problems successively solved by the stochastic dual dynamic programming algorithm to progressively train an efficient approximator of the value function. In a very recent paper, Dumouchelle et al. (2022) propose to approximate the second-stage solution value with a feed-forward neural network (in a fashion similar to Larsen et al., 2022). Using the results in Fischetti and Jo (2018), they represent the feed-forward network as a mixed-integer programming (MIP) problem, which allows them to integrate it in the MIP formulation of the first-stage problem.
Relation of proposed method with ML. The method we propose falls outside of subareas (i) and (ii) currently explored in ML. Since it involves an ML predictor whose role is to inform an overall solution process handled by a solver, it is somewhat more closely connected to (ii). Yet, the uncertainty of the problems it addresses is fully specified rather than discovered through prediction and, instead of missing data, our method predicts intermediate values (e.g., expectations) that are instrumental to the overall optimization process governed by the underlying mathematical programming algorithm. It also optimizes the predictor and the overall solution sequentially, rather than jointly. To the best of our knowledge, Dumouchelle et al. (2022) is the only other work addressing the general problem class (P) with ML. Beyond approximating the second-stage solution value with ML, the differences between their approach and the methodology we propose run deep.

1.2 Contributions
We propose an ML-based matheuristic version of the L-shaped method that we call ML-L-Shaped. It is designed to effectively solve problems of class (P) featuring computationally demanding second-stage problems. More precisely, ML-L-Shaped is a heuristic version of both the standard integer L-shaped method (Laporte and Louveaux, 1993) and the algorithm with alternating continuous and integer L-shaped cuts (Angulo et al., 2016), where we replace the costly computations, that is, solution values of (S) – $Q(x)$ – and (RS) – $\tilde{Q}(x)$ – by fast ML predictions, and solution values of (DRS) – $\psi_\xi, \phi_\xi, \forall \xi$ – by fast ML predictions of low-dimensional reductions.

Focusing on input-output structure and dimension reduction, we describe how to generate labeled data about the second-stage problems so as to use standard supervised ML. We also discuss how supervised ML can utilize a method presented in Larsen et al. (2022) to reduce the cost of generating labeled data.

Our numerical analyses are grounded in the two standard classes of problems that are examined in Angulo et al. (2016): the stochastic server location problems (SSLP) and the stochastic multi knapsack problems (SMKP). We compare the performance of ML-L-Shaped to the exact counterpart as well as to a PH algorithm. Our method can solve the hardest instances of SSLP in less than 9% of the time it takes the state-of-the-art exact method, and in the case of SMKP the same figure is 20%. Average optimality gaps are in most cases less than 0.1%.

1.3 Structure of the paper
The remainder of the paper is structured as follows: Section 2 introduces the ML-L-Shaped method. Section 3 describes how we operationalize the method, i.e., the experimental setting: We review the standardized problem families on which the detailed analysis is based, the generation of data from each family and the input-output structures of the ML approximators. Section 4 outlines the training and validation of ML predictors for the solutions of integral and continuously-relaxed second-stage problems. Section 5 details and compares the experimental results achieved by the exact and ML-assisted versions of the algorithms presented in Section 2. We compare their performances to that of
an alternative heuristic algorithm (PH) in Section 6. Section 7 summarizes our findings and outlines possible extensions and implementations of our core idea.

2 ML-based L-shaped method

This section introduces our ML-L-Shaped method. We distinguish between the heuristic versions of the standard (Std) and alternating (Alt) cut strategies in the argument of the main procedure of the branch-and-Benders-cut process (Algorithm 1) by setting \( \text{isAlt} \) to \( \text{true} \) in the case of alternating cuts, and to \( \text{false} \) otherwise. Those strategies are standard and essentially correspond to the ones of Angulo et al. (2016), except for the heuristic callback (Algorithm 2) introduced in Step 20.

Algorithm 1 Benders decomposition: Main

1: \textbf{procedure} \( \text{Main}(\text{isAlt, } \mu, \nu) \)
2: \hspace{1em} Compute or retrieve the lower bound \( L \) for the objective value of (P).
3: \hspace{1em} Initialize a branch-and-cut process with a global node tree for (M). This creates the repository of leaf nodes, say \( R \). The latter initially contains only the root node.
4: \hspace{1em} \( UB \leftarrow \infty \) \hspace{1em} ▷ First-stage upper bound
5: \hspace{1em} \( (x^*, z^*) \leftarrow \emptyset \) \hspace{1em} ▷ First-stage incumbent solution
6: \hspace{1em} \textbf{if} \( R = \emptyset \) \textbf{then}
7: \hspace{2em} \textbf{go to} 22
8: \hspace{1em} \textbf{else}
9: \hspace{2em} Select a node from \( R \).
10: \hspace{2em} \textbf{end if}
11: \hspace{1em} Compute the current optimal solution \( (x^*, \theta^*) \) to (M) for the node at hand.
12: \hspace{1em} \textbf{if} \( (cx^* + dz^* + \theta^*) \geq UB \) \textbf{then}
13: \hspace{2em} Discard the node from \( R \).
14: \hspace{2em} \textbf{go to} 6
15: \hspace{1em} \textbf{end if}
16: \hspace{1em} \textbf{if} \( (x^*, z^*) \) is not integral \textbf{then}
17: \hspace{2em} Partition the domain of \( (x, z) \) in (M) or add MIP-based cuts. Accordingly add newly defined nodes to \( R \) or update existing nodes in \( R \).
18: \hspace{2em} \textbf{go to} 6
19: \hspace{1em} \textbf{end if}
20: \hspace{1em} \textbf{HeuristicCallback}(\text{isAlt, } \mu, \nu)
21: \hspace{1em} \textbf{go to} 6
22: \hspace{1em} Retrieve the final first-stage incumbent solution \( (x^*, z^*) \). Compute the final overall value \( cx^{**} + dz^{**} + Q(x^{**}) \).
23: \textbf{end procedure}

Let \( Q^{ML}(x^*) \) denote the value of \( Q(x^*) \) predicted by ML. We define a heuristic version of the exact integer L-shaped cut (9) as

\[
(Q^{ML}(x^*) - L) \left( \sum_{i \in S(x^*)} x_i - \sum_{i \notin S(x^*)} x_i - |S(x^*)| \right) + Q^{ML}(x^*) \leq \theta.
\] (12)
Similarly, let $\tilde{Q}^{ML}(x^*)$ denote the value of $\tilde{Q}(x^*)$ predicted by ML in (6). Now, we might consider defining a heuristic version of the exact continuous L-shaped mono-cut (10) as

$$E_x[\phi^ML_x(h_x - T_x) - \psi^ML_x] \leq \theta,$$

(13)

where $\phi^ML_x$ and $\psi^ML_x$ would denote predictions of $\phi_x$ and $\psi_x$, respectively, appearing in (11), $\forall x$.

However, it is advantageous to note that detailed knowledge of the potentially high-dimensional $\phi_x$ and $\psi_x$, $\forall x$ is not necessary to construct the mono-cut (10). The three reductions $E_x[h_x T_x]$, $E_x[\phi_x T_x]$ and $E_x[\psi_x]$ suffice. Furthermore, whenever $h_x$ or $T_x$ are non-stochastic, that is $h_x \equiv h$, $\forall x$ or $T_x \equiv T$, $\forall x$, it is sufficient to calculate $E_x[\phi_x]$ and $E_x[\psi_x]$, respectively. By exploiting these reductions, the task of building an ML approximation for (10) can be eased. Hence, we define the following heuristic version of the exact continuous L-shaped mono-cut (10) as

$$\{E_x[\phi_x h_x]\}^{ML} - \{E_x[\phi_x T_x]\}^{ML} - \{E_x[\psi_x]\}^{ML} \leq \theta,$$

(14)

where $\{E_x[\phi_x h_x]\}^{ML}$, $\{E_x[\phi_x T_x]\}^{ML}$ and $\{E_x[\psi_x]\}^{ML}$ are ML predictions of the reductions $E_x[\phi_x h_x]$, $E_x[\phi_x T_x]$ and $E_x[\psi_x]$, respectively.

Alternatively, whenever $h_x$ and $T_x$ are non-stochastic, that is $h_x \equiv h$, $\forall x$ or $T_x \equiv T$, $\forall x$, simplifications ensue and we calculate the heuristic version of the exact continuous L-shaped mono-cut (10) as

$$\{E_x[\phi_x]\}^{ML}(h - T x) - \{E_x[\psi_x]\}^{ML} \leq \theta,$$

(15)

where $\{E_x[\phi_x]\}^{ML}$ and $\{E_x[\psi_x]\}^{ML}$ are ML predictions of the reductions $E_x[\phi_x]$ and $E_x[\psi_x]$, respectively. These simplifications occur in the application reported in Section 3.2.2.

Since the predictions occurring at Step 5 of Algorithm 2 may be yielded by a single prediction model, we compute all of them simultaneously. In practice, at Steps 5 and 10 of Algorithm 2, C-language bindings launch GPU computations returning ML predictions.

In addition to the argument determining the variant of the algorithm (standard integer L-shaped or alternating cuts strategy), there are two hyperparameters: $0 \ll \mu \leq 1$ and $0 < \nu \leq 1$. They control the likelihood of introducing incorrect integer L-shaped or continuous L-shaped cuts. This could occur even if the predictions yielded by ML are of high quality and feature low average absolute relative errors. Concretely, since we are solving minimization problems, we wish to control the likelihood that $\tilde{Q}^{ML}(x^*)$ and $Q^{ML}(x^*)$ overestimate the corresponding exact values. We achieve this by uniformly shifting down the ML predictions. The exact values of these shifts specified with $\mu$ and $\nu$ are estimated from a preliminary tuning process on an independent set of problem instances, starting with a value of one. Note that we obtain the exact counterparts of the heuristic algorithm by fixing $\mu = \nu = 1$ and by using exact values $\tilde{Q}(x^*)$, $E_x[\phi_x h_x]$, $E_x[\phi_x T_x]$, $E_x[\psi_x]$, $E_x[\phi_x]$, $E_x[\psi_x]$, $Q(x^*)$ instead of predictions, as well as cuts (10) and (9) in Steps 7 and 17 of Algorithm 2, respectively.

Algorithm 1 terminates with a feasible solution, provided that Step 13 of Algorithm 2 is reached at least once. The likelihood of reaching that step is controlled by the aforementioned shift coefficients. In the unlikely event that
Algorithm 2 Benders decomposition: Heuristic callback

1: procedure HeuristicCallback(isAlt, µ, ν)
2: if !isAlt then
3: go to 10
4: end if
5: Compute predictions \( \tilde{Q}_{ML}(x^*) \), \( \{E_{ξ}[φ_ξ]\}_ξ^{ML} \), \( \{E_{ξ}[1’φ_ξ]\}_ξ^{ML} \)
6: if \( ν \tilde{Q}_{ML}(x^*) > θ^* \) then
7: Add a heuristic continuous L-shaped mono-cut (14) or (15).
8: return
9: end if
10: Compute prediction \( Q_{ML}(x^*) \).
11: if \( µQ_{ML}(x^*) \leq θ^* \) then
12: if \( cx^* + dz^* + θ^* < UB \) then
13: \( UB \leftarrow cx^* + dz^* + θ^* \) \( \triangleright \) Update upper bound
14: \( (x^{**}, z^{**}) \leftarrow (x^*, z^*) \) \( \triangleright \) Update incumbent solution
15: end if
16: else
17: Add a heuristic integer L-shaped cut (12).
18: end if
19: end procedure

the algorithm terminates without a feasible solution, it can be reapplied, after decreasing the values of \( µ \) and \( ν \). This occurred twice over all problem instances considered in Section 5.

We now turn to the differences between the heuristic integer L-shaped and alternating cut algorithms. First, recall that the alternating cut strategy was proposed by Angulo et al. (2016) to avoid costly computations of \( Q(x^*) \). On the contrary, predictions \( Q_{ML}(x^*) \) are fast to compute (in the order of a few milliseconds). Moreover, as we further discuss in Section 3, the task of predicting \( Q(x^*) \) is easier than that of predicting \( \tilde{Q}(x^*) \) and the reductions of \( φ_ξ, ψ_ξ, ∀ξ \). This a priori favors the heuristic version of the standard integer L-shaped method over the alternating cuts strategy. However, the latter is likely to be useful when the first-stage problem is hard. Indeed, integer L-shaped cuts suppress only one first-stage solution at a time whereas continuous L-shaped cuts can be stronger. This can make a difference when the number of heuristic integer L-shaped cuts is very large if used alone. In these circumstances, the solution process can be hindered by their large number despite the very high speed of the individual computations.

We consider two further variants of the proposed algorithm. Both involve two phases, where Algorithm 1 is used in a first phase to produce a feasible solution. In the first variant, this solution is used alone to warm start the exact standard integer L-shaped method, or the one with alternating cuts. The resulting approach is then exact. In the second variant, in addition to supplying a warm-start solution, we introduce a probabilistic lower bound on the value of the first-stage objective in the exact solution process. We obtain this prob-
ablistic lower bound for a given problem family by computing the empirical
distribution of exact objective values from a preliminary, independent set of
instances and calculating a 10% one-sided Chebyshev lower confidence bound  
(Ngo, 2011). Such confidence bounds are pessimistic and the resulting solutions
can be interpreted as having a probability of at least 90% of being exact.

3 Experimental setting: problem families, data
generation and input-output structure of ML
predictors

We ground our numerical analysis of the ML-L-Shaped method in the standard
problem sets of classes SSLP and SMKP that are examined in Angulo et al.  
(2016) and made available online (Ahmed et al., 2015). As far as we know,
problems in class SSLP were originally defined and solved in Ntaimo and Sen  
(2005). Section 3.1 briefly describes the problem families we focus on. From
these families, we select instances that are reported as being hard to solve in
the literature. We parameterize these instances so that we can generate sam-
ple of instances featuring similar characteristics. Section 3.2 details the data
generation process and the input-output structures of our ML predictors.

3.1 Problem families

The SSLP and SMKP specialize problem (P) described in Section 1 as follows:

1. In both SSLP and SMKP, \( z \) is absent, i.e., \( Z = \emptyset \), and \( Y \) imposes only
   binary restrictions.
2. In SSLP, \( q_\xi \equiv q, W_\xi \equiv W, T_\xi \equiv T, \forall \xi \), i.e., all second-stage coefficients
   are deterministic, except the right-hand sides of some constraints.
3. In SMKP, \( W_\xi \equiv W, h_\xi \equiv h, T_\xi \equiv T, \forall \xi \), i.e., all second-stage coefficients
   are deterministic, except those appearing in the objective.

From SSLP (Section 5.1 Angulo et al., 2016), we select problems SSLP(10,  
50, 2000) and SSLP(15, 45, 15), where SSLP(a, b, c) features a servers, b
clients and c second-stage scenarios. According to the computations reported
in Angulo et al. (2016), these are the most difficult to solve exactly among the
problems in SSLP whose detailed statements have been made publicly available.
The second stages of these problems are also among the most difficult to solve in
SSLP.

From SMKP (Section 5.2 Angulo et al., 2016), we select problems indexed
by 29 and 30, denoted SMKP(29) and SMKP(30). Similarly, these are the most
difficult to solve exactly according to Angulo et al. (2016) and the second stages
of these problems are also among the most difficult in SMKP. We note that no
solution was found to SMKP(30) in Angulo et al. (2016) within the allocated
time.

The difference in the nature of the problems belonging to SSLP and SMKP
families is deep: in comparison with problems in SSLP, problems in SMKP
feature considerably harder first stages and considerably easier integral second-
stage problems. Clearly, the harder the second-stage problems are to solve
exactly, the likelier is the expected gain in speed from ML-L-Shaped. Therefore, SSLP is a better candidate for our method than SMKP. In addition, because of the differences between these families, we expect the alternating cuts variant of ML-L-Shaped to perform better with SMKP than the standard integer L-shaped cut variant, whereas we expect the opposite to hold for SSLP. These opposing dominances are confirmed in our experiments.

Recall that our goal is to solve in short online computing time individual problems stemming from a distribution of problem instances sharing common characteristics. With this goal in mind, and the objective to draw statistical evidence from our numerical experiments, we turn our attention to the parameterization of these problems. We parameterize problems SSLP(10, 50, 2000) and SSLP(15, 45, 15) by allowing the individual deterministic capacities of the servers to vary. These capacities are specified in a deterministic subvector of $h_\xi$.

Thus, whereas all servers of a problem have identical capacities in Angulo et al. (2016), these being respectively equal to 188 and 112 in SSLP(10, 50, 2000) and SSLP(15, 45, 15), we assume in effect that the problem instances that might be encountered are characterized by server-specific capacities ranging between 75 and 300. We shall let SSLPF(10, 50, 2000) and SSLPF(15, 45, 15) denote the derived families of problem instances obtained by parameterizing the original individual problems SSLP(10, 50, 2000) and SSLP(15, 45, 15).

Similarly, we parameterize problems SMKP(29) and SMKP(30) of Angulo et al. (2016) by allowing the coefficients of the deterministic technology matrix $T$ and the deterministic right-hand side values $h$ appearing in the coupling constraints to vary, whereas the individual values in $W$ can vary freely, provided the resulting second-stage problems feature relatively complete recourse, given the values taken by $W$ and $T$. This gives rise to the two derived families of problem instances SMKPF(29) and SMKPF(30).

We also define two additional families: SSLPF(15, 45, 150) and SSLPF(15, 80, 15). These enable us to assess the effects of moderate increases in the complexity of second stage on the relative performances of the exact and approximate versions of the algorithms. These families feature exactly the same first-stage problem ($M$) as that of SSLPF(15, 45, 15). Whereas SSLPF(15, 45, 150) shares the same recourse matrix $W$ with SSLPF(15, 45, 15) but features 150 instead of 15 scenarios in its second stage, SSLPF(15, 80, 15) shares the same 15 scenarios with SSLPF(15, 45, 15) but features 80 clients instead of 15. In SSLPF(15, 80, 15), the coefficients of the new recourse matrix $W$ are generated according to the same distribution as that originally used in Angulo et al. (2016) for generating those of SSLP(15, 45, 15).

### 3.2 Data generation

Selection of data sets made up of (input, label) examples is critical for supervised ML. In the present context, an input is a statement of a second-stage problem (S), (RS) or (DRS) and a label is the optimal solution thereof. The following details the choices governing the generation of our sets of examples.
3.2.1 Families of SSLP instances

Generation of the data required for training and validating an ML predictor of the optimal objective value of second stage is performed in a similar fashion for each one of the standardized families SSLPF(10, 50, 2000), SSLPF(15, 45, 15), SSLPF(15, 45, 150) and SSLPF(15, 80, 15). Keeping all coefficients appearing in the second stage fixed except server capacities, the second-stage problems are simulated by pseudo-randomly sampling individual server capacities from independent discrete uniform distributions with support [75, 300] and by pseudo-randomly sampling from independent discrete uniform distributions the values of the binary coupling variables shared by the first and second stages. Then, the corresponding optimal solution of second stage is computed exactly. Each such (problem statement, problem solution) pair constitutes a supervised example available to ML.

Problem statements pertaining to SSLPF(10, 50, 2000) are summarized by vectors in $\mathbb{N}^{20}$ (10 integral servers capacities + 10 coupling binaries), whereas problem statements pertaining to SSLPF(15, 45, 15), SSLPF(15, 45, 150) and SSLPF(15, 80, 15) are summarized by vectors in $\mathbb{N}^{30}$ (15 integral servers capacities + 15 coupling binaries). As expected, preliminary experiments have shown that the variant of Algorithm 1 with $isAlt$ set to false dominates the one where $isAlt$ is set to true in connection with the SSLP families. Hence, ML predictions $Q^M(x)$ required in building cuts (12) suffice and all solutions pertaining to SSLP families can be described by points in $\mathbb{R}$.

Similarly to Larsen et al. (2022), we deliberately generate very large numbers of examples to ensure that availability of data does not impinge on learning. For each one of the families, we produce a set of 1M examples. The data sets are partitioned according to proportions 64%, 16%, 20% between training, validation and test sets.

We also generate a second data set for the SSLPF(10, 50, 2000) family that we identify as SSLPF-indx(10, 50, 2000). Examples in this set comprise the same problem statements as those of SSLPF(10, 50, 2000). However, instead of calculating the solution as an expectation over all second-stage scenarios, we calculate it for a single randomly selected scenario. It is considerably faster to generate each example in this fashion: the time required for producing 1M examples of the latter is approximately 1/80th of that required to generate 1M examples of SSLPF(10, 50, 2000). Larsen et al. (2022) have argued and provided evidence that the resulting ML predictors should have predictive properties close to those of ML predictors computed from examples where the solutions reflect all scenarios, calling this phenomenon “implicit aggregation” and the resulting predictor “implicit predictor”. We later compare the performances achieved in approximating first-stage solutions through ML predictors originating from SSLPF(10, 50, 2000) and SSLPF-indx(10, 50, 2000) data.

Average generation time per example of each SSLP family is below 0.6 second for all families except SSLPF(10, 50, 2000) where the average is 3.24 seconds. We report additional detail in Appendix A (Table 10).

3.2.2 Families of SMKP instances

Generation is performed in a distinct manner for the SMKP families. If the statements of the problems in SMKPF(29) and SMKPF(30) were to be described
by stating separately the values of each binary coupling variable, each coefficient of the technology matrix $T$ and each element of the right-hand side $h$, then a vector in $\mathbb{N}^{600}$—since there are 100 individual coupling variables in $x$ and $T$ is of dimension $(5 \times 100)$—and a vector in $\mathbb{R}^5$—since $h$ is of dimension $(5 \times 1)$—would be required. However, problems in SMKPF(29) and SMKPF(30) can be stated compactly with a vector in $\mathbb{R}^5$ since each problem is fully described by the real vector $h + Tx$ of dimension $(5 \times 1)$. Reducing the input in this fashion makes it far less demanding for ML. In general, similar input reductions are applicable in contexts where a detailed problem description stating all individual input elements would hamper the learning process.

As expected, our experiments show that, in contrast with families in SSLP, ML-L-Shaped with $isAlt$ set to true should be used with the SMKP families. Therefore, we train and validate two ML predictors. One yields the predictor of the expected objective value of the original second-stage subproblem (S), $\hat{Q}^{ML}(x)$, required in building cuts (12). Another outputs (i) $\hat{Q}^{ML}(x^*)$, (ii) $\{E_ξ[φξ]\}^{ML}$ and (iii) $\{E_ξ[1'ψξ]\}^{ML}$. (i), (ii) and (iii) respectively predict the optimal expected objective value of the continuously-relaxed second-stage subproblem (RS), the expectation of the dual variables attached to the coupling constraints and the expectation of the summation of the dual variables attached to the upper bounds (equal to 1) of all second-stage variables. In regard to SMKPF(29) and SMKPF(30), (i) has value in $\mathbb{R}$, (ii) has value in $\mathbb{R}^5$ and (iii) has value in $\mathbb{R}$. Hence, the output can be completely described by a vector in $\mathbb{R}^7$. In contrast, an extensive description of the solution to the optimal solution of the continuously-relaxed second stage that would account for every dual value and every scenario would involve several hundred elements. Summarizing the statement of the solution in this manner is far less demanding for ML. Similar output reductions are applicable in contexts where a description of all individual output elements would be overly detailed.

For each of SMKPF(29) and SMKPF(30), two data sets are generated. The two data sets share the same reduced problem statements. However, one data set comprises the solutions to the integral second-stage problem (S), whereas the other comprises the reduced descriptions of solutions to its continuous relaxation (DRS). All four resulting data sets are partitioned according to proportions 64%, 16%, 20% between training, validation and test sets. The average generation time per example is less than 0.13 second. We report additional detail in Table 10 of Appendix A.

4 ML predictors

Based on the data sets generated according to Section 3.2, we build the ML-predictors yielding the approximate second-stage solutions called at Steps 5 and 10 of Algorithm 2. We proceed to detail their characteristics, the process followed in their training/validation and to report their predictive performance over their respective test sets.

As our primary goal is to assess the usefulness of the ML-L-Shaped algorithm in solving problems of class (P), we implement standard feed-forward neural network architectures. These generic ML approximators feature a well-documented performance (in terms of speed and accuracy) and are known to scale well to wide ranges of input and output lengths and values. Similarly,
our hyperparameter search, inclusive of the characteristics of the feed-forward networks, remains limited in view of our goal of illustrating the implementation of our approximation methods and probing their potential benefits rather than extracting maximal predictive accuracy or data-efficiency. We employ GPUs for training/validation and generating predictions. Whereas these operations can run on CPUs, the gains in performance offered by GPUs make their use practically indispensable, despite the additional challenges associated, for example, with the calls from CPU threads occurring at prediction time at Steps 5 and 10 of Algorithm 2.

In view of their heterogeneous ranges, the non-binary inputs of the predictors for the SSLP families are rescaled in [0, 1] to ensure better numerical conditioning during training. In contrast, the transformation applied to the inputs of the predictors for the SMKP families makes rescaling unnecessary.

We minimize L1 error over the training set with stochastic mini-batch gradient descent equipped with Adam learning rate adaptation and mini-batch size equal to 128. Weighting inversely proportional to the sample averages of the output values measured on the training set is applied to the individual L1 errors of the networks outputting multiple values when calculating the training and validation errors.

Early stopping is applied based on L1 error (weighted when there are multiple outputs) over the full validation set with a forgiving patience of at least several hundred epochs. Networks outputting a single value \(Q^{ML}(x)\) (SSLP and SMKP families) are equipped with 10 hidden layers of 800 units each. Networks outputting multiple values (SMKP families) are equipped with 15 hidden layers of 1,000 units each. All units except those in last hidden and output layers are fitted with rectified linear activations. Units in last hidden and output layers are fitted with linear activations. ML training and validation is performed with Python PyTorch 1.71 on a single Nvidia RTX 3090 GPU.

| Problem family      | IP/LP | Input length | # Hid. layers | units | Output length | Abs. rel. error [%] |
|---------------------|-------|--------------|---------------|-------|---------------|---------------------|
| SSLPF(10,50,2000)   | IP    | 20           | 10            | 800   | 1             | 0.87                |
| SSLPF-indx(10,50,2000) | IP  | 20           | 10            | 800   | 1             | 5.31                |
| SSLPF(15,45,15)     | IP    | 30           | 10            | 800   | 1             | 0.23                |
| SSLPF(15,45,150)    | IP    | 30           | 10            | 800   | 1             | 0.12                |
| SSLPF(15,80,15)     | IP    | 30           | 10            | 800   | 1             | 0.40                |
| SMKPF(29)           | IP    | 5            | 10            | 800   | 1             | 0.071               |
| SMKPF(29)           | LP    | 5            | 15            | 1000  | 7             | 6.64                |
| SMKPF(30)           | IP    | 5            | 10            | 800   | 1             | 0.072               |
| SMKPF(30)           | LP    | 5            | 15            | 1000  | 7             | 7.41                |

IP, LP: output is solution of integral or relaxed 2nd stage problem. Abs. rel. error: average absolute relative prediction error made on ML test set. The test set is same for SSLPF-indx(10,50,2000) and SSLPF(10,50,2000).

Table 1: Performance of ML predictors

Table 1 reports the characteristics of the ML predictors and their performance on their respective test sets. Total of training and validation times is reported for each predictor in Table 11 of Appendix A. Crucially, the computational advantage presented by the ML-L-Shaped method hinges on the time within which a prediction can be generated. For every feed-forward network considered here, this time is nearly constant and at most equal to a few millisecc-
onds. The predictive performance appears to be good or excellent. Measured in absolute relative percentage error, it is better than 1% for models that output $Q^{ML}(x)$ and are trained on the most accurate data (see rows with IP label). A larger error (5.31% vs 0.87%) ensues when performing implicit aggregation (Larsen et al., 2022). The tasks related to the continuous cuts (14) are harder (see SMKP rows with LP label), and errors vary in this context between 6% and 8%.

5 Experimental results

This section compares the performances achieved by the ML-L-Shaped heuristic and the best performing exact method. The results we report are based on independently generated instances of the SSLP and SMKP families. Section 6 is dedicated to a comparison between ML-L-Shaped and an alternative heuristic (PH).

Our comparisons pertain to computing time, optimality gap, number of first-stage nodes, number and duration of integral second-stage problems, number and duration of continuously-relaxed second-stage problems. We also present evidence regarding the use of heuristic solutions as warm-start incumbents. All computations reported in this section are performed on an Intel i9-10980XE processor using the Java programming language adjoined with the Java version of CPLEX, version 12.10. ML predictions are called through the Java bindings of TorchScript and performed on a single Nvidia RTX 3090 GPU.

Tables 2 to 7 detail the results of our experiments for both SSLP and SMKP families whereas the relevant analyses are split between Sections 5.1 and 5.2. We open with a number of background remarks. First, the shorthand notations Std-L and Alt-L stand for respectively the exact standard integer L-shaped method and the one with alternating cuts. Similarly, ML-Std-L and ML-Alt-L designate the two variants of the ML-L-Shaped method. Second, for each one of the SSLP and SMPK families, the reported statistics are calculated from 100 independently sampled instances that have not been previously involved either in ML or in preliminary experiments or calibrations. This guards against a well-known source of overoptimism. Third, our results about SSLPF(10, 50, 2000), SSLPF(15, 45, 15), SMKPF(29), SMKPF(30) are aligned with those reported in Angulo et al. (2016): We find out that Alt-L achieves computing times that are smaller or equal to those of Std-L. Hence, Alt-L is reported in the tables as the benchmark for any comparison with ML-L-Shaped. Moreover, the hierarchy of our computing times between SSLPF(10, 50, 2000), SSLPF(15, 45, 15), SMKPF(29), SMKPF(30) is similar to that reported in Angulo et al. (2016). Fourth, the shift coefficients are as follows: $\mu = 1.0$ in connection with instances belonging to the SSLP families, $\mu = 0.98$ and $\nu = 0.95$ in connection with instances belonging to the SMKP families. We encountered one instance of SMKPF(29) and one instance of SMKPF(30) where these values were too large to yield a feasible solution. For each of these two instances, we reapplied ML-L-Shaped with decreasing values of $\mu$ and $\nu$, as indicated in Section 2, reaching solutions with $\mu = \nu = 0.7$. 
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5.1 Families of SSLP instances

This section focuses on the results related to the SSLP families. Those are reported in the first five rows of Tables 2 to 7 and reflect the application of the ML-Std-L variant of ML-L-Shaped. That ML-Std-L dominates ML-Alt-L on SSLP instances was established by independent, preliminary experiments, as expected.

Computing times. As evidenced in Table 2, ML-Std-L achieves computing times far smaller than those required by Alt-L. For instance, the average ratios of computing times over 100 generated instances of families SSLPF(10, 50, 2000) and SSLPF(15, 45, 15) are respectively equal to 0.57% and 8.67% (representing speed-ups of 175x and 12x). Noticing that the second-stage problems in family SSLPF(15, 45, 15) are quite simple, leading to an average overall exact solution time of 5.25 seconds, we present complementary results for the families SSLPF(15, 45, 150) and SSLPF(15, 80, 15) whose second stages are moderately more complex. The corresponding average ratios of computing times, respectively equal to 1.57% and 7.30% (representing speed-ups of 64x and 14x), illustrate how ML-Std-L becomes more advantageous as the complexity of the second-stage problems increases. As expected, since ML prediction times are nearly invariant, the ratio of computing times obtained for SSLPF-indx(10, 50, 2000), equal to 0.52%, is nearly equal to that of SSLPF(10, 50, 2000).

| Problem family       | Alt-L | ML-L-Shaped | ML-L-Shaped/Alt-L ratio |
|----------------------|-------|-------------|-------------------------|
|                      | 0.05  | 0.50        | 0.95                    | Avg | 0.05  | 0.50  | 0.95  | Avg | 0.05  | 0.50  | 0.95  | Avg |
| SSLPF(10,50,2000)    |       |             |                         |     |       |       |       |     |       |       |       |     |
|                      | 131.63| 150.73      | 186.04                  | 156.06| 0.52  | 0.64  | 2.59  | 8.67%| (2.89) | (0.08) | (0.03%) | 0.57% |
| SSLPF-indx(10,50,2000)|      |             |                         |     |       |       |       |     |       |       |       |     |
|                      | 131.63| 150.73      | 186.04                  | 156.06| 0.46  | 0.60  | 2.80  | 8.67%| (2.89) | (0.08) | (0.03%) | 0.57% |
| SSLPF(15,45,15)      |       |             |                         |     |       |       |       |     |       |       |       |     |
|                      | 4.28  | 5.00        | 7.12                    | 5.25 | 0.57  | 0.67  | 1.58  | 8.67%| (0.11) | (0.01) | (0.07%) | 0.07% |
| SSLPF(15,45,150)     |       |             |                         |     |       |       |       |     |       |       |       |     |
|                      | 4.76  | 5.16        | 8.13                    | 6.51 | 0.39  | 0.53  | 0.92  | 7.30%| (0.07) | (0.01) | (0.00%) | 0.07% |
| SSLPF(15,80,15)      |       |             |                         |     |       |       |       |     |       |       |       |     |
|                      | 46.20 | 51.24       | 130.70                  | 58.55| 0.53  | 0.63  | 1.22  | 4.12%| (0.57) | (0.01) | (0.03%) | 0.36% |

Table 2: Computing times (seconds)

First-stage objective values. As evidenced by Table 3, the performance of ML-Std-L in regard to the values achieved for the objective of first stage is excellent. The average optimality gaps over the instances of families SSLPF(10, 50, 2000), SSLPF(15, 45, 15), SSLPF(15, 45, 150) and SSLPF(15, 80, 15), vary between nearly zero and 1.94%. In addition, equal to 2.61%, the small first-stage optimality gap yielded by the implicit ML predictor of the value of the second-stage problems of SSLPF(10, 50, 2000) (see SSLPF-indx(10, 50, 2000)) provides evidence in favor of implicit second-stage predictors when generating second-stage data based on all scenarios is highly time-consuming. (Recall that generating SSLPF-indx(10, 50, 2000) requires the solution to the second-stage problem of a single scenario.)
Table 3: First-stage values and optimality gaps

Number of first-stage problems. Table 4 indicates that the average ratio of the numbers of first-stage nodes between approximate and exact solutions varies over the SSLP families between 50% and 76%, thus excluding simplification of the first-stage problems as the main source of reduction in computing times between Alt-L and ML-Std-L.

Table 4: Number of first-stage nodes

Second-stage integral and relaxed problems. Tables 5 and 6 report the numbers of integral and relaxed second-stage problems and the total times spent in the latter. Their content reflects the parallelism taking place in CPLEX’s branch-and-cut computations, which entails that the net computing times appearing in Table 2 cannot be directly inferred from it. Average times per individual integral problem can, however, be estimated by dividing the average total time and the average number of problems (reported in lower and upper panels of Table 5). Average times per individual relaxed problem can be estimated in a similar fashion from Table 6.

By construction, Std-L only requires the solution of integral second-stage problems. Table 5 shows that, when it is applied to the SSLP families, ML-Std-L must compute at most a few thousand approximate integer L-shaped cuts and that the latter are generated within a few milliseconds on average, including the time required to predict the value of second stage with ML. In contrast, Table 6 shows that Alt-L must solve exactly a comparable number of relaxed second-stage problems at a cost of several milliseconds each. In addition, according to Table 5, it must solve exactly several integral second-stage problems at a cost of one or more seconds each.

The latter findings point to the main source of the reduction in computing times.
time achieved by ML-Std-L in comparison to the fastest exact algorithm available (Alt-L), when the number of first-stage nodes is in the order of thousands as in the SSLP families: The high speed with which predictions of the value of the integral second-stage problem are generated with ML is sufficient to offset a larger number of integral second-stage problems in comparison with Alt-L. This speed is even higher than the speed at which the exact solutions of the relaxed second-stage problems can be computed by Alt-L.

| Problem family       | Alt-L | ML-L-Shaped | ML-L-Shaped/Alt-L ratio |
|----------------------|-------|-------------|-------------------------|
| SSLPF(10,50,2000)    | 4.98  | 62.84       | 12.64                   |
| SSLPF(indx(10,50,2000)| 4.98  | 62.84       | 12.64                   |
| SSLPF(15,45,10)      | 5.95  | 72.99       | 12.25                   |
| SSLPF(15,45,15)      | 5.95  | 72.99       | 12.25                   |
| SSLPF(15,45,150)     | 11.75 | 122.46      | 10.36                   |
| SSLPF(15,45,150)     | 11.75 | 122.46      | 10.36                   |
| SSLPF(15,80,15)      | 37.10 | 72.99       | 1.95                    |
| SSLPF(15,80,15)      | 37.10 | 72.99       | 1.95                    |
| SSLPF(15,80,150)     | 57.05 | 86.00       | 1.52                    |
| SSLPF(15,80,150)     | 57.05 | 86.00       | 1.52                    |
| SMKPF(29)            | 35.00 | 69.90       | 1.99                    |
| SMKPF(29)            | 35.00 | 69.90       | 1.99                    |
| SMKPF(30)            | 36.15 | 71.00       | 2.01                    |
| SMKPF(30)            | 36.15 | 71.00       | 2.01                    |

**Table 5: Integral second-stage problems**

**Two-phase variants.** We now direct our attention to variants of the solution process where ML-L-Shaped outputs a feasible, approximate solution that is used as a warm-start incumbent first-stage solution in Alt-L. We report total computing times in Table 7 along with the average ratio between the two-phase variants of ML-L-Shaped and Alt-L. Since this average ratio varies between 83% and 111% in the upper panel of the table, we conclude that the application of this two-phase mechanism is not advantageous by itself.

The lower panel of the table reports a similarly calculated average ratio when a probabilistic lower bound on the value of the first-stage objective is introduced in addition in the exact solution process. The joint effect of introducing the warm-start incumbent solution and the probabilistic lower bound on the average time ratio is then moderately yet unambiguously advantageous. (Notice that the application of the probabilistic lower bound alone was shown in a distinct experiment not to be advantageous.)

**5.2 Families of SMKP instances**

We turn to the analysis of the results related to the SMKP families. Those are reported in the rows below those pertaining to SSLP families in Tables 2 to 7. (We do not report results for warm-start only in Table 7 given that the performance with warm start and probabilistic bound is poor.) We generate
### Table 6: Relaxed second-stage problems

| Problem family | SMKP(29) | SSLPF(10,30,1050) | SSLPF(10,80,1050) | SSLPF(10,45,1050) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) |
|----------------|----------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|
| Number of problems | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 | 0.06 | 0.1 | 0.95 |
| Total time spent (milliseconds) | 109.64 | 130.79 | 146.81 | 44.66 | 45.16 | 45.64 | 36.98 | 48.09 | 56.28 | 112.37 | 112.52 | 127.57 | 159.86 | 159.99 | 168.29 | 202.94 | 203.03 | 203.03 | 247.37 | 305.37 | 305.37 | 305.37 | 358.57 | 359.67 | 359.67 | 359.67 |
| Standard error of estimate is reported between parentheses.|

### Table 7: Total computing times with warm start from approximate solution (seconds)

| Problem family | SSLPF(10,30,1050) | SSLPF(10,45,1050) | SSLPF(10,80,1050) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) | SSLPF(10,45,150) | SSLPF(10,80,150) | SSLPF(10,45,15) | SSLPF-Indx(10,50,2000) |
|----------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|-------------------|-------------------|-------------------|------------------------|
| With warm start only | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 | 131.92 |
| With warm start and probabilistic bound | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 | 131.83 |
| Standard error of estimate is reported between parentheses.|
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all results related to SMKP by applying the ML-Alt-L variant of ML-L-Shaped. That ML-Alt-L dominates ML-Std-L on SMKP instances was established by independent, preliminary experiments, as expected.

The accuracy of ML-Alt-L reported in Table 3 is excellent. The speed-ups reported in Table 2 are significant but not of the magnitude witnessed in connection with the SSLP families. The latter is unsurprising in view of the much simpler second-stage problems featured by the SMKP families. Indeed, Tables 5 and 6 show in regard to SMKPF(29) and SMKPF(30) that Alt-L solves the integral and relaxed second-stage problems in only about 50 ms and 5 ms on average, respectively. In general, large reductions in computing time can take place in contexts where the integral second-stage problems are sufficiently hard. We proceed to illustrate this in the context of the SMKP families.

Provided the two following sufficient conditions hold, the difference in computing times between Alt-L and ML-Alt-L can be made arbitrarily large by increasing the complexity of the second-stage problems in SMKPF(29) and SMKPF(30). First, the number of nodes defined by ML-Alt-L and Alt-L must be similar or the computing times of Alt-L and ML-Alt-L must be similar when they handle families SMKPF(29) and SMKPF(30). Second, the nearly invariant times required to compute approximate solutions of the integral and relaxed problems of second stage with ML must be at most in the order of 50 ms and 5 ms, respectively. That the first condition holds is illustrated in Table 4. As regards the second condition, it is shown to hold from calculations made from Tables 5 and 6. Crucially, to make the solution yielded by ML-Alt-L worthwhile, we still need to show that it is sufficiently accurate. Table 3 evidences this.

In general, for families of problems characterized by a difficult first stage, ML-Alt-L becomes increasingly advantageous in comparison with its exact version when the difficulty of the second-stage problems increases. The gains in online computing times resulting from ML-Alt-L would become arbitrarily large as the complexity of the second-stage problems would grow unboundedly. Practically, this means that the quantiles and averages of the ratios reported in Table 2 in regard to families SMKPF(29) and SMKPF(30) would decrease as their numbers of scenarios would grow. In other words, the speed-up would increase as the number of scenarios would grow. Clearly, a practical upper limit on the complexity of the second-stage problems is set by the computation of the corresponding exact solutions when generating the data required for training/validating the ML predictors. One particular manner in which this practical upper limit may be offset is the use of the implicit ML predictor discussed in Section 3.2.1.

6 Comparison with an alternative heuristic

Whereas Section 5 compares the performance of ML-L-Shaped to that of its exact counterpart, it is desirable to also draw a parallel between the performance of ML-L-Shaped and that of a best alternative heuristic algorithm. As highlighted in Section 1, the PH algorithm (Rockafellar and Wets, 1991, Watson and Woodruff, 2011) is a strong candidate for this purpose. Tables 8 and 9 compare the performance of the PH algorithm with that of ML-L-Shaped for each family of problems in classes SSLP and SMKP.

PH computations are performed on the same workstation as that used to
produce the results reported in Section 5 and are implemented with version 3.8 of the Python language using the Pyomo 5.7.3 optimization library and its PH subpackage PySP (Watson et al., 2012). PySP relies on CPLEX 12.10 to solve the scenario-specific optimization problems defined by the PH algorithm. Parallel computations are handled through MPI by the Mpi4py package. We select the specific settings of the PH algorithm in PySP so as to closely match those demonstrated in Woodruff (2016) to yield a better performance in connection with problems in the SSLP class. We verified that the computing times thus obtained with PH for the original problems SSLP(10, 50, 2000) and SSLP(15, 45, 15) are in the vicinity of those reported in Woodruff (2016).

From Table 8 we conclude that ML-L-Shaped on the one hand and the PH algorithm on the other hand both approximate the first-stage optimal solution values very well for every family of problems considered in classes SSLP and SMKP. For example, whereas the ML-Std-L achieves a gap of 0.006% over the instances of family SSLPF(10, 50, 2000), the corresponding figure yielded by the PH algorithm is equal to 0.078%.

| Problem family | ML-L-Shaped (From Table 3) | PH algorithm | Avg |
|----------------|------------------------------|--------------|-----|
| SSLPF(10,50,2000) | 0.000 0.000 0.006 | 0.006 (0.003) | 0.063 0.036 0.344 | 0.078 (0.011) |
| SSLPF(15,45,15) | 0.000 0.000 0.608 | 0.064 (0.019) | 0.001 0.001 0.024 | 0.005 (0.001) |
| SSLPF(15,45,150) | 0.000 0.000 1.021 | 1.943 (1.150) | 0.000 0.033 0.163 | 0.053 (0.006) |
| SSLPF(15,80,15) | 0.000 0.000 0.538 | 0.075 (0.018) | 0.000 0.021 0.205 | 0.119 (0.052) |
| SMKPF(29) | 0.000 0.000 0.050 | 0.009 (0.002) | 0.085 0.211 0.396 | 0.223 (0.009) |
| SMKPF(30) | 0.000 0.000 0.027 | 0.005 (0.001) | 0.098 0.216 0.384 | 0.224 (0.008) |

Standard error of estimate is reported between parentheses.

Table 8: Comparison of optimality gaps (percentage) between PH and ML-L-Shaped

From the figures reported in Table 9, we conclude that online computing times are significantly smaller for ML-L-Shaped than for PH with respect to instances in the SSLP class. This is particularly manifest when the number of scenarios is high. For example, in regard to SSLPF(10, 50, 2000), the average ratio between computing times is 28.242%, representing a 282x speed-up for ML-L-Shaped. Comparing the average computing times for the PH algorithm in Table 9 with those of the exact algorithm in Table 2, we note that the former are strictly greater or nearly equal for all four families in the SSLP class.

In contrast, the computing times achieved by the PH algorithm over the families in the SMKP class are smaller than those achieved by ML-Alt-L. PH achieves average ratios of 25.01% and 16.99% representing average speed-ups of respectively 4x and 6x compared to ML-Alt-L.

However, the computing times of ML-L-Shaped are arguably invariant with respect to the number of second-stage scenarios whereas the computing times of the PH algorithm are monotonically increasing. Therefore, online computing times of ML-L-Shaped will eventually be exceeded by those of the PH algorithm.
when the number of scenarios occurring in families of the SMKP class reaches a sufficient magnitude. Still, it must be ascertained that this threshold does not have a size so large that it is rendered practically irrelevant. To gain useful evidence about this, we assessed the impact on computing times with the PH algorithm of increasing to 2,000 the number of scenarios in SMKPF(29) and SMKPF(30) from their base value of 20. In regard to SMKPF(29) the average computing times rises from 21.17 to 484.57 seconds, and for SMKPF(30) it rises from 22.49 to 372.60 seconds. (Table 12 in Appendix B reports detailed results.) It thus appears that the critical number of scenarios for which the computing time associated with the PH algorithm exceeds that of ML-L-Shaped would be in the order of a few thousand. This number is sufficiently small to be practically consequential.

7 Conclusion

We proposed ML-L-Shaped, a matheuristic leveraging the strong capabilities of generic ML approximators to accelerate the online solution of mixed-integer linear two-stage stochastic programming problems. We aimed to solve problems where the second stage is highly demanding computationally. Our core idea was to substitute the solutions of the latter stages of Benders decomposition with fast, yet accurate predictions arising from supervised ML. We verified the practical usefulness of ML-L-Shaped by applying it to problems seminally addressed in Laporte and Louveaux (1993). We conducted an extensive empirical analysis grounded in families of problems derived from the SSLP and SMKP classes examined in Angulo et al. (2016). The SSLP instances featured relatively hard second-stage problems and hence correspond to the type of problems for which ML-L-Shaped is designed. Our results appear to substantiate convincingly the usefulness of ML-L-Shaped: compared to an exact approach, predicting the second-stage solutions with ML can bring about large reductions in online computing time while sacrificing small losses in first-stage solution quality. We reported optimality gaps close to zero and average speed-ups between 5x and 192x. We also compared the online performance with that of the PH algorithm. The results showed that ML-L-Shaped and PH reach solutions of comparable quality. The computing times achieved by ML-L-Shaped over the SSLP instances are considerably smaller than those yielded by PH. In contrast, PH achieved smaller comput-
ing times over the SMKP instances. We showed, however, that ML-L-Shaped, whose computing times are invariant with respect to the number of scenarios, would display an advantage when the latter is large.

We remark that the PH algorithm could in principle also be equipped with an ML predictor. This predictor would return heuristic solution values at a high speed for the scenario-specific integer programming problems that must currently be solved repeatedly with an exact solver. Since the PH algorithm must obtain one solution per scenario instead of one expected solution over all scenarios as in Std-L and Alt-L, the computing times of the resulting hybrid PH-ML algorithm could not be invariant with respect to the number of scenarios. However, the relation between number of scenarios and computing time could be made considerably flatter in comparison with the original PH algorithm through the introduction of the high-speed ML-predictions.

An important direction for future research consists in drawing the efficient frontier between (i) the total time required by data generation and ML learning, (ii) the accuracy of the resulting heuristic first-stage solutions and (iii) the time required for their computation. This endeavour would require exploring the outcomes of broad ranges of approximators, hyperparameter settings and data set sizes. In this context, it would also seem opportune to explore predict-and-optimize approaches performing joint optimization of the ML predictor and the first-stage solution of problem (P).

Finally, we note that the idea of introducing approximate substitutes for the second-stage solutions of two-stage decompositions is also applicable in principle to the latter stages of multi-stage decompositions. ML predictions for the solution of a given stage would then be made conditional on coupling variables originating from previous stages and on free parameters in the current stage.
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Appendix A: Data generation and ML times

| Problem family | IP/LP | Avg time per example |
|----------------|-------|----------------------|
| SSLPF(10,50,2000) | IP   | 3.24                 |
| SSLPF-indx(10,50,2000) | IP   | 0.0405               |
| SSLPF(15,45,15) | IP    | 0.0493               |
| SSLPF(15,45,150) | IP    | 0.151                |
| SSLPF(15,80,15) | IP    | 0.582                |
| SMKPF(29)       | IP    | 0.129                |
| SMKPF(29)       | LP    | 0.0188               |
| SMKPF(30)       | IP    | 0.0743               |
| SMKPF(30)       | LP    | 0.0269               |

IP, LP: output is solution of integral or relaxed 2nd stage problem.

Table 10: Data generation times (seconds)

| Problem family | IP/LP | Training + Validation time |
|----------------|-------|---------------------------|
| SSLPF(10,50,2000) | IP   | 25.17                     |
| SSLPF-indx(10,50,2000) | IP   | 4.185                     |
| SSLPF(15,45,15) | IP    | 24.45                     |
| SSLPF(15,45,150) | IP    | 33.59                     |
| SSLPF(15,80,15) | IP    | 32.19                     |
| SMKPF(29)       | IP    | 28.78                     |
| SMKPF(29)       | LP    | 39.69                     |
| SMKPF(30)       | IP    | 23.62                     |
| SMKPF(30)       | LP    | 40.95                     |

IP, LP: output is solution of integral or relaxed 2nd stage problem.

Table 11: ML times (hours)
Appendix B: PH times with additional scenarios

| Problem family | Quantiles | Avg |
|----------------|-----------|-----|
| SMKPF(29)      | 0.05 17.58 0.5 20.27 0.95 26.80 | 21.17 (0.33) |
| SMKPF(29)      | 0.05 187.67 0.5 300.83 0.95 678.51 | 484.57 (98.27) |
| SMKPF(30)      | 0.05 17.84 0.5 20.18 0.95 30.12 | 22.49 (1.00) |
| SMKPF(30)      | 0.05 177.11 0.5 232.61 0.95 586.05 | 372.60 (80.58) |

Standard error of estimate is reported between parentheses.

Table 12: PH times with additional scenarios (seconds)