Meta Ordinal Regression Forest For Learning with Unsure Lung Nodules
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Abstract

Deep learning-based methods have achieved promising performance in early detection and classification of lung nodules, most of which discard unsure nodules and simply deal with a binary classification—malignant vs benign. Recently, an unsure data model (UDM) was proposed to incorporate those unsure nodules by formulating this problem as an ordinal regression, showing better performance over traditional binary classification. To further explore the ordinal relationship for lung nodule classification, this paper proposes a meta ordinal regression forest (MORF), which improves upon the state-of-the-art ordinal regression method, deep ordinal regression forest (DORF), in three major ways. First, MORF can alleviate the biases of the predictions by making full use of deep features while DORF needs to fix the composition of decision trees before training. Second, MORF has a novel grouped feature selection (GFS) module to re-sample the split nodes of decision trees. Last, combined with GFS, MORF is equipped with a meta learning-based weighting scheme to map the features selected by GFS to tree-wise weights while DORF assigns equal weights for all trees. Experimental results on LIDC-IDRI dataset demonstrate superior performance over existing methods, including the state-of-the-art DORF.

1 Introduction

Early detection and classification of lung nodules are critical for reducing the high mortality of lung cancer. With the rapid development of deep learning, deep neural networks (DNNs)-based computer-aided diagnosis of lung cancer has achieved exciting progress in recent years. According to the malignancy progression of lung nodules, a nodule in the public LIDC-IDRI dataset [1] is labeled with malignancy scores from 1 to 5 representing the increase of the malignant degree. In LIDC-IDRI, there are 1,108 benign nodules of average score less than 2.5, 1,007 unsure nodules of average score between 2.5 and 3.5, and 510 malignant nodules of average score greater than 3.5. That is, a large number of nodules are unsure and then discarded in the conventional binary classification methods [2–4]. In other words, the unsure nodules are between benign and malignant, and cannot be determined by radiologists based on current scans [5]. Considering that deep learning methods are data-hungry in nature, how to leverage those unsure nodules for training a deep learning model is an important topic.

In this paper, we regard the problem of learning with unsure data as an ordinal regression problem [6], which predicts the ordinal variable of malignancy: benign, unsure, and malignant. Recently, some ordinal regression methods [5,7,8] focus on solving this problem without consideration of applying the ordinal relationship in the training strategy.

In recent years, a series of ordinal regression methods based on random forest and convolutional neural network (CNN) have been successfully used for human age estimation through facial images [9,10]. To utilize the global ordinal relationship, Zhu et al. proposed the deep ordinal regression forest (DORF) and achieved the state-of-the-art results in age estimation [10]. Specifically, DORF
uses the feature vector generated by the fully-connected (FC) layer to construct a random forest that contains many decision trees, and the final results are the average of all leaf nodes. There are two drawbacks of DORF. First, the split nodes in each tree are randomly selected from the FC feature, and the selected nodes are fixed during training. Consequently, all the elements in the feature vector of the FC layer are not fully explored. Second, all the trees are assigned with the same weights during training; i.e., each tree makes an equal contribution to the final prediction. These drawbacks result in the prediction biases with respect to different trees (tree-bias).

To address these drawbacks, we propose a meta ordinal regression forest (MORF) to make full use of the FC feature and alleviate the prediction bias. More specifically, we design a tree-wise weighting network (TWW-Net) to assign each tree with a specific weight, which is learned during training. The input to the TWW-Net is the loss generated by training/meta data. Here, meta data are obtained through the proposed grouped feature selection (GFS) module, which is used to sort the output of the FC layer from large to small, and then split the sorted elements into groups, where \( \mathcal{N} \) corresponds to the number of split nodes in one tree; see right subfigure in Fig. 1. As a result, all the trees locally select the elements for themselves as the new split nodes. It should be noted that this re-sampling module only works in the meta training stage and has no impact on the structure of the forest at the inference stage. Hence, the gradient generated by training loss can be guided and regularized by the meta loss. In addition to that, the predictions of all trees in MORF are in line with the final predictions. We also highlight that this merit does not exist in current deep regression forest methods [9,10].

Our meta training algorithm is similar to [11] but differs in the construction of the meta dataset. The construction method in [11] is not applicable in the medical domain that some fine-grained classes contain fewer samples, and this may trigger a severe class imbalance if we pick out a part of samples to make meta dataset. We instead use the GFS module to construct the meta dataset.

The contributions are summarized as follows. 1) We propose a meta ordinal regression forest (MORF) for lung nodule classification with unsure nodules. The MORF contains a GFS module to improve the efficiency of feature reuse. 2) The proposed TWW-Net addresses the tree-bias problem by assigning each tree with a specific meta learned weight. 3) Experimental results demonstrate the effectiveness of TWW-Net weighting scheme. Our MORF achieves the best performance compared with other methods.

2 Methods

In this section, we introduce our MORF framework comprising a CNN backbone, a differentiable random forest, and the meta weighting scheme in conjunction with the GFS module and TWW-Net.

2.1 Ordinal Regression Forest (ORF)

Ordinal regression aims to learn a mapping function \( h : \mathcal{X} \rightarrow \mathcal{Y} \), where \( \mathcal{X} \) represents the input set of lung nodules and \( \mathcal{Y} = \{r_1, r_2, \ldots, r_K\} \) is the ordinal label space such that \( r_1 \leq r_2 \leq \ldots \leq r_K \). In this study, \( K = 3 \) and the \( r_1, r_2 \) and \( r_3 \) denote benign, unsure, and malignant, respectively. Then the label \( y \) can be converted to an ordinal distribution label \( o = (o_1, o_2, \ldots, o_{K-1})^T \in \mathcal{O} \), where \( o_k = 1 \) if \( y > r_k \), otherwise \( o_k = 0 \). In order to guarantee the monotonically decreasing property, \( o \) should satisfy the constraint \( o_1 \geq o_2 \geq \ldots \geq o_{K-1} \). The ordinal label of a sample \( x \) is given by the leaf node in ORF, and the probability of the sample \( x \) falling into the \( l \)-th leaf node is defined as:

\[
p(l|x; \theta) = \prod_{n \in \mathcal{N}} s_n(x; \theta)^1[l \in \mathcal{L}_n^l] \left(1 - s_n(x; \theta)^1[l \in \mathcal{L}_n^{r}] \right), \tag{1}
\]

where \( \mathcal{L}_n^l \) and \( \mathcal{L}_n^{r} \) represent the subsets of leaf nodes belonging to left and right sub-trees of split node \( n \), and \( s_n(x; \theta) = \sigma(f_{\eta(n)}(x; \theta)) \) is the split function that determines which node (left or right) a sample should be assigned to, where \( \sigma(\cdot) \), \( f(\cdot; \theta) \) and \( \eta(n) \) denote the sigmoid function, backbone network and index function, respectively. And \( \eta(n) \) constructs the corresponding relationship between the \( n \)-th split node and the \( \eta(n) \)-th element of the output of \( f \).
Figure 1: The proposed MORF framework. On the left side is deep ordinal regression forest with random selection of trees followed by the TWW-Net. On the right side is deep ordinal regression forest with GFS followed by the TWW-Net. The right side only works in meta training stage that uses GFS features to guide the update of $\theta$. The total framework includes three parts of parameters: $\theta$ (CNN), $\pi$ (leaf nodes), and $\phi$ (TWW-Net).

Next, the output of one tree is the average of the outputs of all leaf nodes, which can be defined as mapping $g : \mathcal{X} \rightarrow \mathcal{O}$:

$$g(x; \theta, T) = \sum_{l \in \mathcal{L}} p(l|x; \theta) \pi_l,$$

where $T$ denotes one decision tree, and $\mathcal{L}$ the set of leaf nodes. The term $\pi_l$ in Eq. (2) contains the ordinal distribution of the leaf node $l$; i.e., $\pi_l = (\pi_{l1}, \pi_{l2}, \ldots, \pi_{lK-1})^T$. $\pi$ can be updated jointly with the back propagation of the DNN via solving a constrained optimization problem \cite{9, 10}. Finally, the output of the forest is the average of all trees:

$$P(x) = \frac{1}{T} \sum_{t=1}^{T} g(x; \theta, T_t),$$

where $T$ is the total number of trees. We can see that each tree has the same weight for the final prediction.

### 2.2 Grouped Feature Selection

The traditional deep forest construction does not make full use of the FC feature, which results in the tree-wise prediction fluctuations. In order to address this problem, we propose a grouped feature selection (GFS) module to simply rank all the elements in the FC feature vector, and then split the ranked elements into $N$ groups, which corresponds to the number of split nodes in one tree. For example in Fig. 1, we can see that there are three colored groups, and each node in one tree randomly selects the feature from one group. Hence, the feature vector can be locally re-sampled for one node, and the split nodes of one tree can globally cover all FC features.

### 2.3 Meta Training

As for the existing ORF algorithms being inferior in balancing the contributions of each tree which is caused by its own prediction bias, we propose a TWW-Net to assign each tree with a specific weight while reducing the tree-bias. In practice, the TWW-Net is formulated as several MLPs ($V_t$) due to its universal approximation \cite{11}, each of which corresponds to one tree. In Fig. 1 we can
see that the MORF includes three parts of parameters: the ordinal distribution of leaf nodes $\pi$, the backbone parameter $\theta$, and the TWW-Net parameter $\phi$. Note that $\pi$ can be updated according to [10]. The backbone parameter $\theta$ and the TWW-Net parameter $\phi$ are learned via optimizing the following objective:

$$
\theta^*(\phi) = \arg \min_{\theta} L^{tr}(\theta; \phi) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T} V_t \left[ R_t^i(\theta, \pi; S^{tr}) \right] \cdot R_t^i(\theta, \pi; S^{tr}),
$$

(4)

where $N$, $S^{tr}$, and $R_t$ denote the number of training images, the training set, and the classification loss of the $t$-th tree calculated through the results of Eq. (2), respectively. Note that the input of the weight generation net $V_t$ is the corresponding loss $R_t$. In summary, Eq. (4) imposes the specific weight on each tree via corresponding $V_t$.

For the TWW-Net, the parameter $\phi$ is learned from the following objective:

$$
\phi^* = \arg \min_{\phi} L^{meta}(\theta^*(\phi)) = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{T} \sum_{t=1}^{T} R_t^j(\theta^*(\phi), \pi; S^{meta}),
$$

(5)

where $M$ is the number of meta data. This objective indicates that $\phi$ is updated based on the optimal backbone parameter $\theta^*$. In order to learn the $\theta$ and $\phi$ in one optimization loop, we adopted the meta learning manner which requires the second order derivatives (Hessian matrix) to update $\phi$ [11]. Note that, when the model ($\theta$) is well trained, the TWW-Net ($\phi$) will be removed at inference stage.

### 3 Experimental Setup and Results

#### 3.1 Data Preparation

LIDC-IDRI is a publicly available dataset for LDCT-based pulmonary nodule analysis, which includes 1,010 patients who underwent chest CT. Each nodule was rated from 1 to 5 by four thoracic radiologists, indicating an increasing probability of malignancy. In this paper, the ROI of each nodule was obtained at its annotated center, with a square shape of a doubled equivalent diameter. An averaged score of a nodule was used as ground-truth for model training. All volumes were resampled to have 1mm spacing (original spacing ranged from 0.6mm to 3.0mm) in each dimension, then the training and testing data were obtained by cropping the $32 \times 32 \times 32$ volumes according to the annotated centers.

#### 3.2 Implementation Details

In our implementation, we chose three widely used networks as the backbone including ResNet-18, ResNet-34, and VGG-16 [12, 13]. Due to the limited training data of LIDC-IDRI dataset, we adopt the 2D version of the chosen backbones [4]. Therefore, the depth of the 3D input volume is viewed as the channel of the 2D patch. In other words, the input nodule has 32 channels when training with pre-trained backbones. For the FC layer at the end of the backbone, the number of output units may not be equal to the number of classes; it is set as 256 in our MORF and DORF.

The hyperparameters for all experiments are set as follows: the learning rate is 0.001 and decayed by 0.1 every 80 epochs; the size of a mini-batch size is 16, and weight decay for Adam optimizer is 0.0001 [14]. The loss functions used in normal $n$-class classification (such as ResNet), MORF, and DORF, and each tree-wise loss during meta training are the standard cross-entropy (CE) loss.

#### 3.3 Performance Comparison

In this section, we compare the results of our MORF and other ordinal regression methods when training with unsure data. Here, we focus more on the recall of the malignant class and the precision of the benign class, which is consistent with the conservative-aggressive strategy [5]. All the experimental results are obtained through 5-fold cross validation.

In Table 1, we evaluate the performances of related methods by using three different backbone networks. The MORF achieves the highest accuracy in all settings compared with other methods. ResNet-18- and ResNet-34-based MORFs also perform better in the precision of benign, recall of
Table 1: Performance comparison on LIDC-IDRI dataset. Following [5], the values with underlines indicate the best results while less important in the clinical diagnosis.

| Backbone | Method       | Benign | Malignant | Unsure |
|----------|--------------|--------|-----------|--------|
|          |              | Precision | Recall | F1 score | Precision | Recall | F1 score | Precision | Recall | F1 score |
| ResNet-18| CE Loss      | 0.542  | 0.544  | 0.722  | 0.620  | 0.586  | 0.644  | 0.613  | 0.496  | 0.280  | 0.366  |
|          | Poisson      | 0.527  | 0.536  | 0.605  | 0.568  | 0.590  | 0.584  | 0.587  | 0.477  | 0.410  | 0.441  |
|          | NSB          | 0.534  | 0.517  | 0.807  | 0.630  | 0.607  | 0.673  | 0.638  | 0.500  | 0.160  | 0.242  |
|          | UDM          | 0.546  | 0.533  | 0.767  | 0.643  | 0.581  | 0.495  | 0.535  | 0.504  | 0.325  | 0.395  |
|          | DORF         | 0.568  | 0.569  | 0.713  | 0.633  | 0.632  | 0.613  | 0.623  | 0.523  | 0.385  | 0.443  |
|          | MORF (ours)  | 0.573  | 0.695  | 0.623  | 0.657  | 0.627  | 0.683  | 0.654  | 0.479  | 0.685  | 0.564  |
| ResNet-34| CE Loss      | 0.544  | 0.540  | 0.222  | 0.618  | 0.625  | 0.644  | 0.664  | 0.443  | 0.270  | 0.355  |
|          | Poisson      | 0.540  | 0.577  | 0.502  | 0.537  | 0.714  | 0.545  | 0.618  | 0.458  | 0.520  | 0.512  |
|          | NSB          | 0.544  | 0.580  | 0.619  | 0.599  | 0.608  | 0.614  | 0.611  | 0.462  | 0.425  | 0.443  |
|          | UDM          | 0.536  | 0.537  | 0.659  | 0.592  | 0.578  | 0.554  | 0.566  | 0.510  | 0.390  | 0.442  |
|          | DORF         | 0.542  | 0.581  | 0.605  | 0.593  | 0.616  | 0.524  | 0.566  | 0.466  | 0.480  | 0.473  |
|          | MORF (ours)  | 0.586  | 0.619  | 0.619  | 0.619  | 0.504  | 0.700  | 0.656  | 0.509  | 0.560  | 0.533  |
| VGG-16   | CE Loss      | 0.517  | 0.538  | 0.668  | 0.596  | 0.562  | 0.495  | 0.526  | 0.456  | 0.360  | 0.402  |
|          | Poisson      | 0.542  | 0.548  | 0.794  | 0.648  | 0.568  | 0.624  | 0.594  | 0.489  | 0.220  | 0.303  |
|          | NSB          | 0.555  | 0.565  | 0.641  | 0.601  | 0.566  | 0.594  | 0.580  | 0.527  | 0.435  | 0.476  |
|          | UDM          | 0.548  | 0.541  | 0.767  | 0.635  | 0.712  | 0.515  | 0.598  | 0.474  | 0.320  | 0.382  |
|          | DORF         | 0.559  | 0.590  | 0.627  | 0.608  | 0.704  | 0.495  | 0.581  | 0.476  | 0.515  | 0.495  |
|          | MORF (ours)  | 0.580  | 0.660  | 0.479  | 0.556  | 0.719  | 0.596  | 0.652  | 0.492  | 0.680  | 0.571  |

Figure 2: Some prediction results of MORF and DORF. The y axis represents the prediction results: 1, 2 and 3 represent benign, unsure and malignant. The GT denotes ground truth. The black vertical line on each bar represents the variance over the predictions of all trees.
3.4 Effectiveness of Weighting Scheme of TWW-Net

In order to demonstrate the effectiveness of TWW-Net weighting scheme, we estimate the variance over predictions of all trees:

$$\text{var} := \frac{1}{T} \sum_{t=1}^{T} |p_t - \hat{p}|^2,$$

(6)

where $p_t$ is the prediction of $t$-th tree and $\hat{p}$ is the final prediction, i.e. average result of all trees. In Fig. 2, we compare the predictions and the corresponding variances on some special nodules. We can see that the MORF predicted more accurately than DORF on these nodules when using different backbones. Especially for (c), the DORF makes the wrong predictions, which could result in a severe medical loss to the patients. For the nodules (a) and (d), the DORF is prone to regarding them as unsure and this is due to the less efficiency of feature reuse in DORF. It is obvious that the variances of MORF are much lower than those of DORF which indicates that all trees in MORF predict consistently, and this benefits from the guidance of our GFS and meta training procedure.

4 Conclusion

In this paper, we proposed a meta learning-based ordinal regression forest, termed MORF, and a GFS meta data construction module. The MORF exhibits better classification performance compared with state-of-the-art ordinal regression. The overall performance of MORF implies the reduction of loss of missing diagnosis and the misdiagnosis. We also provide an analysis of our meta weighting scheme and validate the prediction stability via the prediction variances over all trees.
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