Visualization Techniques to Enhance Automated Event Extraction
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Abstract

Robust visualization of complex data is critical for the effective use of NLP for event classification, as the volume of data is large and the high-dimensional structure of text makes data challenging to summarize succinctly. In event extraction tasks in particular, visualization can aid in understanding and illustrating the textual relationships from which machine learning tools produce insights. Through our case study which seeks to identify potential triggers of state-led mass killings from news articles using NLP, we demonstrate how visualizations can aid in each stage, from exploratory analysis of raw data, to machine learning training analysis, and finally post-inference validation.

1 Introduction

As the number, capacity, and complexity of automated event extraction tools and techniques grow, researchers must continue to enhance their capability to quickly visualize massive data sets and incremental artifacts at key points in the event classification and extraction workflow. In service to this need we present a summary of related visualization tools followed by visualization techniques that our team finds critical to enhancing the automation efficiency and event extraction validation.

1.1 Related Works

Visualization plays a unique role in the comprehension of linguistic structures. A large body of literature is dedicated to exploring how text data can be best summarized and represented in lower dimensions. These studies describe how visualizations including network representations, dendrograms, radar charts, and vector maps of word embeddings are suitable to communicate syntactical and semantic relationships within text (Santini et al., 2020; Drieger, 2013; Alharbi and Laramee, 2018).

Visualization similarly supports a range of machine learning tasks with text data including topic modeling, information retrieval, sentiment analysis and classification (Song et al., 2011; Schlechtweg et al., 2004; Cao et al., 2015; Brooks et al., 2015). Since raw text usually undergoes several preprocessing steps to transform it into a usable input for different models, visualization of the text at different stages helps to provide insight into the model and call attention to features that might negatively impact model performance. Liu et al. (2019) summarize a range of common techniques suitable for each type of task, including typographic visualizations, spatial projections, and topological maps. These visualizations generally take tokenized text or metadata as inputs and communicate insights specific to the task at hand (summarize the text, identify outliers, or explore differences in training data for supervised learning algorithms).

Visualization is also increasingly being leveraged to aid in model selection and validation (Liu et al., 2017; Lu et al., 2016). Chatzimparmpas et al. (2020) overview visualization techniques used for model interpretation and refinement, and Garcia et al. (2018) emphasize the use of visualizations to aid in parameter tuning and feature selection of neural networks. Ventocilla and Riveiro (2020) use visual encodings of several dimensionality reduction techniques to compare human and machine estimates of clusters in a dataset. This paper summarizes how visualization techniques have been
useful to garner insights into our complex data and particular event classification task.

1.2 Triggers of Mass Killings Case Study

Our case study aims to utilize statistical and NLP tools for a systemic analysis of triggers of state-led mass killings (ToMK). Peace and conflict researchers have identified several large-scale structural conditions that make state-led mass killings more likely, such as political instability, a history of violence against vulnerable groups, radical political ideologies, and autocratic or authoritarian governments. Several existing models aim to forecast the escalation of violent conflict (Hegre et al., 2019; Goldsmith et al., 2013; Goldstone et al., 2010). However, the timing of mass killing onset is less understood. Analysts have identified several plausible trigger-type events including coups, assassinations, protests/riots, armed conflict escalation, cancelled elections, neighboring conflict spillover and others, but little systematic analysis beyond specific country case studies has been conducted to examine whether, and if so when, these events actually trigger mass killings.

This project canvasses a large number of news sources to identify and examine the occurrence of nine trigger-type events across both countries that have had a mass killing event and those that have not between 1989-2017, and analyzes under what conditions - and in what patterns and sequences - certain trigger-type events increase the probability of mass killings (Figure 1). It seeks to bring greater specificity and understanding about the timing of state-led mass killings, which is of interest to both scholars and peacebuilders.

The ToMK project utilizes SVMs and BERT (Liu et al., 2010; Devlin et al., 2019; Géron, 2019), to identify patterns in the text data and classify news articles as a positive or negative instance of a trigger event. The SVM script preprocesses the raw text, vectorizes each article using a tf-idf weighting scheme, and defines a classification hyperplane to separate the classes of articles. We then use this kernel to classify unlabeled data.

1.3 Data Specification

This paper focuses on the coup/attempted coup trigger. The coup data consists of the text of news articles retrieved via LexisNexis queries based on several search parameters which include a date filter from 1989-2017, a source filter for our list of 20 sources, and keywords including the word “coup” or related terms. The articles are compiled into CSV files with columns for the article text, date of publication, unique document id, and country label based on the keyword in the search. The calculations for the maximal corpus yield a worst-case estimate of 1.8 million articles across all countries. The visualizations in this paper use a subset of this corpus (“select countries corpus”) that contains the 69 countries with identified state-led mass killing events between 1989-2017. This select countries corpus contains 602,939 articles. A subset of this corpus isolates the two-year window preceding each mass killing event (“dependent space corpus”) and contains 51,488 articles. The machine learning training set consists of 551 articles retrieved in the same manner with an additional CSV column of human-coded labels indicating whether the article is describing a qualified coup event.

2 Raw Data Visualizations

Initial, exploratory visualizations are useful to summarize large corpora and confirm that the search
parameters were successful in returning events of interest. Necessary initial preprocessing includes transforming text to lowercase, tokenization, and removing non-alphanumeric characters.

To describe the shape of the corpus, histograms of word counts can be informative by communicating the variation in article length. It is useful to consider what lengths one expects given the genre of text in the corpus. Social media posts, news articles, or novels all carry different expectations of lengths, so histograms can be used to view this distribution and any outliers. In our particular case study we are interested in news articles, so we expect most text to fall under 2000 words. Histograms can also confirm that the data was loaded properly; some programs, like Microsoft Excel, have default maximum character counts per cell, so a cutoff around a particular word count on the histogram could signal an issue with data importing.

Word clouds or variations like scattertext are also popular to summarize the word content of the corpus. However, while word clouds can be descriptive, they can be misleading regarding what words are significant towards event classification tasks. Section 3 will visualize significant word tokens towards classification in our study after applying the tf-idf weighting scheme.

News articles can take on many structures, with some more complicated than a description of a single event that occurred recently. The presence of articles with complex formats impacts our event classification task in two primary ways. Firstly, if an article describes a single coup event along with other world events, there will be some minimal language describing a coup but a predominance of unrelated words; this may impact the weights of keywords and lead to more frequent misclassification. Secondly, the country or date labels for the coup event may be incorrect since the labels are extracted from the keyword search parameters for that query. News digests are an example of these types of articles that summarize many events around the world for a given week or month, and they are published among standard news articles by several of our sources.

We identified three characteristics associated with news digests: higher word counts, counts of unique country names, and counts of unique years. For each article, the word count, country count and year count was calculated and all articles were plotted for a particular country. Figure 2 plots these characteristics for articles with the country label Nigeria. This visualization confirms the correlation between these characteristics, and display how common news digests may be within our corpus. Articles above a percentile for the three characteristics can be marked for human reader validation after classification or thrown out of the corpus before feature extraction and classification.

3 Machine Learning Visualizations

After conducting exploratory visualizations to gain insights into our corpus and clean it, elements of the ML pipeline can be visualized to better understand how articles are classified. Further preprocessing steps are necessary to prepare the text for feature extraction, which will reduce the article text into its most informative elements for classification. Here, stop-word removal, parts-of-speech tagging, stemming and lemmatizing procedures are applied to the training set and dependent space corpus.
Visualization of the computed features in the training set offers insight into the linguistic differences between the positive and negative classes. Our parameter was set to select 5000 features, but this can be adjusted with impacts on classification performance. Figure 3 illustrates the list of top 20 tokens by tf-idf score for each class. Here, we learn that many proper nouns (country names and leaders of coups in those countries) are weighted as significant indicators that an article is describing a coup event. After classification, this visualization can be repeated for the dependent space corpus and compared to the training set.

The machine learning algorithm will use these feature scores to classify each article, so visualizing the classifier is also useful. Dimensionality reduction techniques such as PCA, t-SNE or UMAP can be used to plot the features into 2-dimensional space and illustrate a classifier. Figure 4 illustrates the use of UMAP (McInnes et al., 2020) to generate a projection of the training set. The true classifier is computed in 5000 dimensions, but an approximate linear classifier demonstrates the class separation.

4 Classification Validation Visualizations

After the machine learning tool performs event classification on the unseen articles, visualizing the fully-labeled corpus can help to verify that the classifications make sense in light of any challenges discovered during previous steps. In general, the project hypothesis will determine the type of post-classification visualizations that are most useful in summarizing the classification results. Because our case study seeks to understand the proximity and dynamics of different triggering events to state-led mass killings, plots like timelines and heatmaps are most suitable to visualize sequences and trends. For each country, we obtain the list of positively-classified articles from 1989-2017. We distinguish between articles in the two-year window preceding a mass killing event (dependent space corpus in blue) and those at any other time (null space of select countries corpus in grey). Information on coups outside the two-year window allows us to establish controls on their occurrence.

To check the distribution of positively-classified articles for a country across 1989 – 2017, the articles can be visualized on a timeline scatterplot, shown in Figure 5. The plotly library has several features to make visualizations interactive, allowing the user to add details for each article. In cases where many positively-classified articles are plotted in a time period when there were no known coups, this type of interactive visualization is useful to quickly learn about those articles.

This visualization also revealed a discrepancy in the classifications of the dependent space and select countries corpus: within the two-year window for countries including South Africa, Uganda, and Venezuela, there were instances where positive articles appeared in the select countries corpus but not the dependent space corpus. This could have happened if the LexisNexis queries did not pull down the same number of articles for the two-year window in each corpus, or if some articles were tagged differently during classification of each corpus. This is possible because the tf-idf vectorizer was fit only on the data set to be classified for each task. Because tf-idf assigns a weight to each word that is inversely proportional to its frequency across documents in the corpus, the same word can be weighted differently in the dependent space corpus and select countries corpus. If the differences in weights are large enough, the algorithm may classify the same article differently in each corpus.
5 Summary

Visualization techniques are essential to effectively wrangle the complex data and ML tools employed for automated event extraction. The code for generating visualization examples in this paper is publicly available in the ToMK GitHub repository https://github.com/crcresearch/ToMK.

References

Mohammad Alharbi and Robert S. Laramee. 2018. Sos textvis: A survey of surveys on text visualization. In Computer Graphics and Visual Computing (CGVC). The Eurographics Association.

Michael Brooks, Saleema Amershi, Bongshin Lee, Steven Drucker, Ashish Kapoor, and Patrice Simard. 2015. Featureinsight: Visual support for error-driven feature ideation in text classification. pages 105–112.

Nan Cao, L. Lu, Y. Lin, Fei Wang, and Zhen Wen. 2015. Socialhelix: visual analysis of sentiment divergence in social media. Journal of Visualization, 18:221–235.

Angelos Chatzimparmpas, Rafael M. Martins, Ilir Jusufi, and Andreas Kerren. 2020. A survey of surveys on the use of visualization for interpreting machine learning models. Information Visualization, 19(3):207–233.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. Bert: Pre-training of deep bidirectional transformers for language understanding.

Philipp Drieger. 2013. Semantic network analysis as a method for visual text analytics. Procedia - Social and Behavioral Sciences, 79:4–17. 9th Conference on Applications of Social Network Analysis (ASNA).

Rafael Garcia, Alexandru C. Telea, Bruno Castro da Silva, Jim Torresen, and João Luiz Dhl Comba. 2018. A task-and-technique centered survey on visual analytics for deep learning model engineering. Computers & Graphics, 77:30–49.

Aurélien Géron. 2019. Hands-on machine learning with Scikit-Learn, Keras, and TensorFlow: Concepts, tools, and techniques to build intelligent systems. O’Reilly Media.

Benjamin E Goldsmith, Charles R Butcher, Dimitri Semenovich, and Arcot Sowmya. 2013. Forecasting the onset of genocide and politicide: Annual out-of-sample forecasts on a global dataset, 1988–2003. Journal of Peace Research, 50(4):437–452.

Jack A. Goldstone, Robert H. Bates, David L. Epstein, Ted Robert Gurr, Michael B. Lustik, Monty G. Marshall, Jay Ulfelder, and Mark Woodward. 2010. A global model for forecasting political instability. American Journal of Political Science, 54(1):190–208.

Håvard Hegre, Marie Allansson, Matthias Besdaau, Michael Colaresi, Mihai Croicu, Hanne Fjelde, Frederick Hoyles, Lisa Hultman, Stina Höglblad, Remco Jansen, Naima Mouhleb, Sayyed Awun Muhammad, Desirée Nilsson, Håvard Mokleiv Nygård, Gudlaug Olafsdottir, Kristina Petrova, David Randahl, Espen Geelmuyden Rød, Gerald Schneider, Nina von Uexkull, and Jonas Vestby. 2019. Views: A political violence early-warning system. Journal of Peace Research, 56(2):155–174.

Shixia Liu, Xiting Wang, Christopher Collins, Wenwen Dou, Fangxin Ouyang, Memmatallah El-Assady, Liu Jiang, and Daniel A. Keim. 2019. Bridging text visualization and mining: A task-driven survey. IEEE Transactions on Visualization and Computer Graphics, 25(7):2482–2504.

Shixia Liu, Xiting Wang, Mengchen Liu, and Jun Zhu. 2017. Towards better analysis of machine learning models: A visual analytics perspective. CoRR, abs/1702.01226.

Zhijie Liu, Xueqiang Lv, Kun Liu, and Shuicai Shi. 2010. Study on svm compared with the other text classification methods. In 2010 Second international workshop on education technology and computer science, volume 1, pages 219–222. IEEE.

Junhua Lu, Wei Chen, Yuxin Ma, Junming Ke, Zongzhuang Li, Fan Zhang, and Ross Maciejewski. 2016. Recent progress and trends in predictive visual analytics. Frontiers of Computer Science, 11.

Leland McInnes, John Healy, and James Melville. 2020. Umap: Uniform manifold approximation and projection for dimension reduction.

Marina Santini, Arne Jonsson, and Evelina Rennes. 2020. Visualizing facets of text complexity across registers. In Proceedings of the 1st Workshop on Tools and Resources to Empower People with REAding Difficulties (READI), pages 49–56, Marseille, France. European Language Resources Association.

Stefan Schlechtweg, Petra Schulte-Wollgang, and Heidrun Schumann. 2004. Interactive treemaps with detail on demand to support information search in documents, pages 121–128.

Y. Song, W. Cui, S. Liu, Z. Gao, H. Qu, L. Tan, C. Shi, and X. Tong. 2011. Textflow: Towards better understanding of evolving topics in text. IEEE Transactions on Visualization & Computer Graphics, 17(12):2412–2421.

Elio Ventocilla and Maria Riveiro. 2020. A comparative user study of visualization techniques for cluster analysis of multidimensional data sets. Information Visualization, 19(4):318–338.