Kobayashi–Warren–Carter type systems with nonhomogeneous Dirichlet boundary data for crystalline orientation
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Introduction

Let $0 < T < \infty$ and $N \in \mathbb{N}$ be fixed constants. Let $\Omega \subset \mathbb{R}^N$ be a bounded domain with a smooth boundary $\Gamma$ if $N > 1$. Let $n_\Gamma$ be the unit outer normal on $\Gamma$. Let $Q := (0, T) \times \Omega$ be the product set of the time-interval $(0, T)$ and the spatial domain $\Omega$, and let $\Sigma := (0, T) \times \Gamma$.

In this paper, we consider a coupled system, denoted by (S). Our system consists of the following two initial-boundary problems.

\[ (S): \]
\[
\begin{cases}
\eta_t - \Delta \eta + g(\eta) + \alpha'(\eta)|D\theta| = 0, & (t, x) \in Q, \\
\n \nabla \eta \cdot n_\Gamma + \alpha'(\eta)|\theta - \gamma| = 0, & (t, x) \in \Sigma, \\
\eta(0, x) = \eta_0(x), & x \in \Omega; \\
\alpha_0(\eta)\theta_t - \text{div} \left( \alpha(\eta) \frac{D\theta}{|D\theta|} \right) = 0, & (t, x) \in Q, \\
\theta = \gamma, & (t, x) \in \Sigma, \\
\theta(0, x) = \theta_0(x), & x \in \Omega.
\end{cases}
\]  

The system (S) is called “Kobayashi–Warren–Carter system”, and as the name suggests, it is based on a mathematical model proposed by Kobayashi et al [17, 18] on planar grain boundary motion. According to the original works [17, 18], the unknowns $\eta = \eta(t, x)$ and $\theta = \theta(t, x)$ represent, respectively, the “orientation order” and the “orientation angle” in a polycrystal. Based on this, the initial-boundary problems (0.1) and (0.2) are derived as gradient flows of the following governing energy $F_\gamma = F_\gamma(\eta, \theta)$, called “free-energy”:

\[
[\eta, \theta] \in H^1(\Omega) \times BV(\Omega) \mapsto F_\gamma(\eta, \theta) := \frac{1}{2} \int_\Omega |\nabla \eta|^2 dx + \int_\Omega G(\eta) dx \\
+ \int_\Omega \alpha(\eta) |D\theta| + \int_\Gamma \alpha(\eta)|\theta - \gamma| d\Gamma.
\]  

In the context, $0 < \alpha \in C^2(\mathbb{R})$ and $0 < \alpha_0 \in W^{1,\infty}_{\text{loc}}(\mathbb{R})$ are given functions corresponding to the mobilities of grain boundaries, and the superscript “$t$” denotes the differential of a function of one-variable. $g \in C^1(\mathbb{R})$ is a given function corresponding a perturbation for the orientation order, and $G \in C^2(\mathbb{R})$ is a nonnegative primitive of $g$. $\gamma \in H^1(\Gamma) \cap L^\infty(\Gamma)$ is a given function corresponding to the Dirichlet boundary data for $\theta$. Besides, $d\Gamma$ denotes the area element on $\Gamma$.

For parabolic systems kindred to (S), various mathematical methods have been developed in the literature. For instance, when both boundary conditions for $\eta$ and $\theta$ are of zero-Neumann type, the study of the corresponding system was treated in the recent works [24, 25, 27–30, 32, 33]. Also, when $\gamma \equiv 0$, Ito–Kenmochi–Yamazaki [11–13] and Kenmochi–Yamazaki [16] studied relaxed versions of (S) that include an additional term $-\Delta \theta$ of parabolic regularization in the initial-boundary problem (0.2). However, in the original (non-relaxed) problem (0.2), we first need to address a problem of ambiguity in the Dirichlet boundary condition. Actually, in rigorous mathematics, the condition $\theta = \gamma$ on $\Sigma$, as in (0.2), does not make sense, because the singular diffusion $-\text{div} \left( \alpha(\eta) \frac{D\theta}{|D\theta|} \right)$ generally allows spatial discontinuity for the solution $\theta$, including the jumps between the trace of $\theta$ and the boundary data $\gamma$. For the problem of ambiguity, we adopt the method
to define a weak formulation of the Dirichlet boundary condition in the singular problem (0.2), by means of the subdifferential of the $L^1$-integral term $\int_{\Gamma} \alpha(\eta)\theta - \gamma\,d\Gamma$, as in (0.3). The idea of the weak formulation is based on the general theory, established in [3,4,23].

In the case that $\gamma$ is not constant, the nonhomogeneous boundary data will bring various equilibrium patterns of grain boundaries, as solutions to the steady-state problem for our system (S). Therefore, it could be expected that the structural observations for steady-state solutions would provide fruitful information for more advanced researches, such as the stability analysis of polycrystalline structure, the determination of possible (ideal) target profiles in the control problems of grain boundary motions, and so on.

In view of these, we set the objective of this paper to deal with the following issues:

issue ♯1) the mathematical solvability of the system (S) with nonhomogeneous Dirichlet boundary data;

issue ♯2) the derivation of the steady-state problem as an asymptotic governing system for the large-time behavior;

issue ♯3) the structural observation for steady-state solutions.

Besides, we largely divide the content of this paper into two parts:

The former part deals with issues ♯1) and ♯2), and the conclusions are the main results of this paper, in short:

(Main Theorem 1) the existence of time-global solutions to the system (S) with the dissipation in time of the free-energy;

(Main Theorem 2) the semicontinuous association between the $\omega$-limit set of the solution, as time tending to $\infty$, and the steady-state problem for our system (S);

and some auxiliary results, in short:

(Theorem 1) the solvability and energy-dissipation property for the approximating systems of time–discretization type;

(Theorem 2) the energy-inequality for a priori estimates of approximating solutions.

The precise statement of the above results is contained in Sections 2 (Main Theorems) and 3 (Theorems), and proved in Sections 5 and 6, respectively, on the basis of the preliminaries prepared in Section 1, and some auxiliary Lemmas obtained in Section 4.

The latter part is assigned to the last Section 7, and is devoted to issue ♯3). Under the following concrete setting:

$$
\begin{align*}
\alpha_0(\eta) &= \alpha(\eta) = \eta^2/2 + \delta_0, \text{ with a constant } \delta_0 \geq 0, \\
g(\eta) &= \eta - 1, \text{ with } G(\eta) = \frac{1}{2}(\eta - 1)^2.
\end{align*}
$$

(0.4)

the results of structural observations will be reported as conclusions of this study. They concern with:

♯3-a) the exact profiles and SBV-regularity of one-dimensional steady-state solutions;

♯3-b) the sufficient conditions for the existence of radially symmetric two-dimensional steady-state solutions;
1 Preliminaries

We begin with some notations used throughout this paper.

**Basis notations.** For arbitrary \(a_0, b_0 \in [-\infty, \infty]\), we define
\[
a_0 \lor b_0 := \max\{a_0, b_0\} \quad \text{and} \quad a_0 \land b_0 := \min\{a_0, b_0\},
\]
and for arbitrary \(-\infty \leq a \leq b \leq \infty\), we define the truncation function (operator) \(\mathcal{T}^b_a : \mathbb{R} \to [a, b]\) by letting
\[
r \in \mathbb{R} \mapsto \mathcal{T}^b_a r := a \lor (b \land r) \in [a, b],
\]
and in particular, we set
\[
[\cdot]^+ := \mathcal{T}_0^\infty \text{ and } [\cdot]^− := -\mathcal{T}_0^{-\infty}, \text{ on } \mathbb{R}.
\]
We denote by \(|x|\) and \(x \cdot y\) the Euclidean norm of \(x \in \mathbb{R}^N\) and the standard scalar product of \(x, y \in \mathbb{R}^N\), respectively, as usual, i.e.,
\[
|x| := \sqrt{x_1^2 + \cdots + x_N^2} \quad \text{and} \quad x \cdot y := x_1 y_1 + \cdots + x_N y_N
\]
for all \(x = [x_1, \ldots, x_N], y = [y_1, \ldots, y_N] \in \mathbb{R}^N\).

**Abstract notations.** (cf. [5, Chapter II]) For an abstract Banach space \(X\), we denote by \(|x|_X\) the norm of \(X\), and by \(\langle \cdot, \cdot \rangle_X\) the duality pairing between \(X\) and its dual \(X^*\). In particular, when \(X\) is a Hilbert space, we denote by \((\cdot, \cdot)_X\) the inner product of \(X\). Besides, for two Banach spaces \(X\) and \(Y\), let \(L(X; Y)\) be the space of bounded linear operators from \(X\) into \(Y\).

For any proper functional \(\Psi : X \to (-\infty, \infty]\) on a Banach space \(X\), we denote by \(D(\Psi)\) the effective of \(\Psi\).

For any proper lower semi-continuous (l.s.c., in short) and convex function \(\Phi\) defined on a Hilbert space \(H\), we denote by \(\partial \Phi\) the subdifferential of \(\Phi\). The subdifferential \(\partial \Phi\) corresponds to a weak differential of \(\Phi\), and it is a maximal monotone graph in the product space \(H^2 (= H \times H)\). More precisely, for each \(v_0 \in H\), the value \(\partial \Phi(v_0)\) of the subdifferential at \(v_0\) is defined as a set of all elements \(v^*_0 \in H\) which satisfy the following variational inequality:
\[
(v_0^*, v - v_0)_H \leq \Phi(v) - \Phi(v_0) \quad \text{for any } v \in D(\Phi).
\]
The set \(D(\partial \Phi) := \{z \in H \mid \partial \Phi(z) \neq \emptyset\}\) is called the domain of \(\partial \Phi\). We often use the notation \(\{v_0, v^*_0\} \in \partial \Phi_0\) in \(H^2\), to mean that \(v^*_0 \in \partial \Phi(v_0)\) in \(H\) for \(v_0 \in D(\partial \Phi)\), by identifying the operator \(\partial \Phi\) with its graph in \(H^2\).

**Notion of \(\Gamma\)-convergence.** (cf. [6]) Let \(X\) be a reflexive Banach space. We say that a net \(\{\Xi_\nu\}_{\nu > 0}\) of proper functionals \(\Xi_\nu : X \to (-\infty, \infty]\), \(\nu > 0\) (resp. a sequence \(\{\Xi_n\}_{n=1}^\infty\) of proper functionals \(\Xi_n : X \to (-\infty, \infty]\), \(n \in \mathbb{N}\), \(\Gamma\)-converges to a proper functional \(\Xi_0 : X \to (-\infty, \infty]\) as \(\nu \downarrow 0\) (resp. as \(n \to +\infty\), if the following two conditions hold.
1° Lower bound: \( \liminf_{v \downarrow 0} \Xi_\nu(v_\nu) \geq \Xi_\nu_0(v_0) \), if \( v_0 \in X, \{v_\nu\}_{\nu \geq 0} \subset X \), and \( v_\nu \to v_0 \) in \( X \) as \( \nu \downarrow 0 \) (resp. replacing "\( \nu \)" by "\( n \)", and "\( \nu \downarrow 0 \)" by "\( n \to \infty \)"

2° Optimality: for any \( v_0 \in D(\Xi_\nu) \), there exists a net \( \{v_\nu\}_{\nu \geq 0} \subset X \) (resp. a sequence \( \{v_n\}_{n=1}^{\infty} \subset X \) ), such that \( v_\nu \to v_0 \) and \( \Xi_\nu(v_\nu) \to \Xi_\nu_0(v_0) \), \( \nu \downarrow 0 \) (resp. replacing "\( \nu \)" by "\( n \)", and "\( \nu \downarrow 0 \)" by "\( n \to \infty \)"

Notations of basic elliptic operators. Let \( F : H^1(\Omega) \to H^1(\Omega)^* \) be the duality mapping, defined as

\[
(Fw,v)_{H^1(\Omega)} := (w,v)_{H^1(\Omega)} = (w,v)_{L^2(\Omega)} + (\nabla w, \nabla v)_{L^2(\Omega)^N}, \text{ for all } v, w \in H^1(\Omega).
\]

As is well-known, \( Fu = -\Delta_N u + u \) in \( L^2(\Omega) \), if \( u \in H^1(\Omega) \) belongs to the domain

\[
D_N := \{ v \in H^2(\Omega) \mid \nabla v \cdot \nu_{\partial \Omega} = 0 \text{ in } L^2(\partial \Omega) \},
\]

of the Laplacian operator

\[
\Delta_N : u \in D_N \subset L^2(\Omega) \mapsto \Delta u \in L^2(\Omega),
\]

subject to the Neumann-zero boundary condition.

Notations in basic measure theory. (cf. \([2,4]\)) We denote by \( \mathcal{L}^N \) the \( N \)-dimensional Lebesgue measure, and we denote by \( \mathcal{H}^{N-1} \) the \((N-1)\)-dimensional Hausdorff measure. In particular, the measure theoretical phrases, such as "a.e.”, “dt” and “dx”, and so on, are all with respect to the Lebesgue measure in each corresponding dimension. Also, in the observations on a Lipschitz surface \( S \), the phrase "a.e." is with respect to the Hausdorff measure in each corresponding Hausdorff dimension.

For a measurable function \( u : B \to [-\infty, \infty] \) on a Borel set \( B \subset \mathbb{R}^N \), we denote by \( [u]^+ \) and \( [u]^− \) the positive part \( T_0^\infty \circ u : B \to [0, \infty] \) and the negative part \( -T_0^\infty \circ u : B \to [0, \infty] \), respectively.

Let \( U \subset \mathbb{R}^N \) be any open set. We denote by \( \mathcal{M}(U) \) (resp. \( \mathcal{M}_{loc}(U) \)) the space of all finite Radon measures (resp. the space of all Radon measures) on \( U \). Recall that the space \( \mathcal{M}(U) \) (resp. \( \mathcal{M}_{loc}(U) \)) is dual to the Banach space \( C_0(U) \) (resp. dual of the locally convex space \( C_c(U) \)), for any open set \( U \subset \mathbb{R}^N \).

We set:

\[
\mathbb{B} := \{ \xi \in \mathbb{R}^N \mid |\xi| < 1 \} \text{ and } \mathbb{S}^{N-1} := \partial \mathbb{B},
\]

and for any \( \nu \in \mathbb{S}^{N-1} \), we set:

\[
\mathbb{B}(\nu) := \{ \xi \in \mathbb{B} \mid \xi \cdot \nu > 0 \}.
\]

For a function \( u \in L^1_{loc}(U) \) and a point \( x_0 \in U \), we denote by

\[
ap \lim_{x \to x_0} u(x) = [\tilde{u}](x_0),
\]

iff. there exists a value \( [\tilde{u}](x_0) \in \mathbb{R} \) such that:

\[
\lim_{r \downarrow 0} \frac{\mathcal{L}^N \{ x \in r\mathbb{B} + x_0 \mid |u(x) - [\tilde{u}](x_0)| > \sigma \} }{\mathcal{L}^d (r\mathbb{B} + x_0) } = 0, \text{ for any } \sigma > 0.
\]
The above $[\tilde{u}](x_0) \in \mathbb{R}^N$ is called the \textit{approximate limit} of the function $u \in L^1_{\text{loc}}(U)$ at the point $x_0 \in U$, and the real value $[\tilde{u}](x_0)$ exists, iff. for any $\nu \in S^{N-1}$, a real value $[\tilde{u}]_{\nu}(x_0) \in \mathbb{R}$ such that:
\[
\lim_{r \downarrow 0} \frac{\mathcal{L}^N \left\{ x \in rB(\nu) + x_0 \mid |u(x) - [\tilde{u}](x_0)| > \sigma \right\}}{\mathcal{L}^d \left( rB(\nu) + x_0 \right)} = 0, \text{ for any } \sigma > 0,
\]
exists, and it coincides with the value $[\tilde{u}]_{-\nu}(x_0) \in \mathbb{R}$, i.e.
\[
\lim_{r \downarrow 0} \frac{\mathcal{L}^N \left\{ x \in rB(-\nu) + x_0 \mid |u(x) - [\tilde{u}](x_0)| > \sigma \right\}}{\mathcal{L}^d \left( rB(-\nu) + x_0 \right)} = 0, \text{ for any } \sigma > 0.
\]
As is well-known (cf. [4, Section 10.3]), any function $u \in L^1_{\text{loc}}(U)$ admits an approximate limit $[\tilde{u}](x)$ at a.e. $x \in U$, and in this regard, the function $x \in U \mapsto [\tilde{u}](x)$ is called the \textit{continuous representative} of $u$. The measurable set $J_u \subset U$ defined as:
\[
J_u := \left\{ x \in U \mid \text{there exists } \nu_u(x) \in \mathbb{S}^{N-1} \text{ such that } [\tilde{u}]_{\nu_u(x)} > [\tilde{u}]_{-\nu_u(x)} \right\}, \quad (1.2)
\]
is called the \textit{jump set} of $u$. Additionally, the unit vector $\nu_u(x) \in \mathbb{S}^{N-1}$ as in (1.2) is uniquely determined for each $x \in J_u$, and the mapping $x \in J_u \mapsto \nu_u(x) := \nu_u(x) \in \mathbb{S}^{N-1}$ forms a measurable function. Similarly, we denote by
\[
\text{ap - lim sup } u(x) = [\tilde{u}^\ast](x_0) \quad \text{(resp. ap - lim inf } u(x) = [\tilde{u}^\ast](x_0)),
\]
iff. there exists a real value $[\tilde{u}^\ast](x_0) \in \mathbb{R}$ (resp. $[\tilde{u}^\ast](x_0) \in \mathbb{R}$) satisfying:
\[
[\tilde{u}^\ast](x_0) = \inf \left\{ \tilde{\sigma} \in \mathbb{R} \mid \lim_{r \downarrow 0} \frac{\mathcal{L}^N \left\{ x \in rB + x_0 \mid u(x) > \tilde{\sigma} \right\}}{\mathcal{L}^d \left( rB + x_0 \right)} = 0 \right\},
\]
(resp. $[\tilde{u}^\ast](x_0) = \sup \left\{ \tilde{\sigma} \in \mathbb{R} \mid \lim_{r \downarrow 0} \frac{\mathcal{L}^N \left\{ x \in rB + x_0 \mid u(x) < \tilde{\sigma} \right\}}{\mathcal{L}^d \left( rB + x_0 \right)} = 0 \right\}).
\]
Besides, we set
\[
S_u := \left\{ x \in U \mid [\tilde{u}^\ast](x) \neq [\tilde{u}^\ast](x), \text{ i.e. } [\tilde{u}^\ast](x) > [\tilde{u}^\ast](x) \right\}.
\]
\textbf{Notations in BV-theory. (cf. [2,4,8,10])} Let $U \subset \mathbb{R}^N$ be an open set. A function $u \in L^1(U)$ (resp. $u \in L^1_{\text{loc}}(U)$) is called a function of bounded variation, or a BV-function, (resp. a function of locally bounded variation or a BVloc-function) on $U$, iff. its distributional differential $Du$ is a finite Radon measure on $U$ (resp. a Radon measure on $U$), namely $Du \in \mathcal{M}(U)$ (resp. $Du \in \mathcal{M}_{\text{loc}}(U)$). We denote by $BV(U)$ (resp. $BV_{\text{loc}}(U)$) the space of all BV-functions (resp. all BVloc-functions) on $U$. For any $u \in BV(U)$, the Radon measure $Du$ is called the variation measure of $u$, and its total variation $|Du|$ is called the total variation measure of $u$. Additionally, the value $|Du|(U)$, for any $u \in BV(U)$, can be calculated as follows:
\[
|Du|(U) = \sup \left\{ \int_U u \text{ div } \varphi \, dy \mid \varphi \in C^1_c(U)^N \text{ and } |\varphi| \leq 1 \text{ on } U \right\}.
\]
The space $BV(U)$ is a Banach space, endowed with the following norm:

$$|u|_{BV(U)} := |u|_{L^1(U)} + |Du|(U), \quad \text{for any } u \in BV(U).$$

Also, $BV(U)$ is a complete metric space, endowed with the following distance:

$$[u, v] \in BV(U)^2 \mapsto |u - v|_{L^1(U)} + \left| \int_U |Du| - \int_U |Dv| \right|.$$

The topology provided by this distance is called the strict topology of $BV(U)$.

For any $u \in BV(U)$, it is known that (cf. [4, Sections 10.3 and 10.4]), the sets $S_u$ and $J_u$ are $\mathcal{H}^{N-1}$-measurable, $\mathcal{H}^{N-1}(S_u \cup J_u) < \infty$, $\mathcal{H}^{N-1}((S_u \cup J_u) \setminus (S_u \cap J_u)) = 0$, and

$$[\tilde{u}_+] (x) = [\tilde{u}]_{\nu_u(x)} (x) \quad \text{and} \quad [\tilde{u}_-] (x) = [\tilde{u}]_{-\nu_u(x)} (x), \quad \text{for } \mathcal{H}^{d-1}\text{-a.e. } x \in S_u \cup J_u.$$

Now, by Radon-Nikodým’s theorem [2, Theorem 1.28], the measure $Du$ for $u \in BV(U)$ is decomposed in the absolutely continuous part $D^a u$ for $\mathcal{L}^d$ and the singular part $D^s u$, i.e.

$$Du = D^a u + D^s u \quad \text{in } \mathcal{M}(U).$$

Furthermore, (cf. [2, 4]), this decomposition is precisely expressed as follows:

$$D^a u = \nabla u \mathcal{L}^N \lfloor (U \setminus S_u) \quad \text{and} \quad D^s u = ([\tilde{u}_+] - [\tilde{u}_-]) \nu_u \mathcal{H}^{N-1} \lfloor S_u + D^s u \lfloor (U \setminus S_u)$$

In this context, $\nabla u \in L^1(U)$ denotes the Radon-Nikodým density of $D^a u$ for $\mathcal{L}^d$. The part $([\tilde{u}_+] - [\tilde{u}_-]) \nu_u \mathcal{H}^{d-1} \lfloor S_u$ is called the jump part of $Du$, and it provides an exact expression of the variation at the discontinuities of $u$. The part $D^s u \lfloor (U \setminus S_u)$ is called the Cantor part of $Du$ and it is denoted by $D^c u$. We denote by SBV the space of special functions of bounded variation; i.e. those BV functions such that $D^c u = 0$. We note that a function defined as

$$x \in U \mapsto [u]^* (x) := \begin{cases} [\tilde{u}] (x), & \text{if } x \in U \setminus S_u, \\ \frac{[\tilde{u}_+] (x) + [\tilde{u}_-] (x)}{2}, & \text{if } x \in J_u, \\ 0, & \text{if } x \in S_u \setminus J_u, \end{cases}$$

provides a precise representative of $u \in BV(U)$, $\mathcal{H}^{N-1}$-a.e. on $U$.

In particular, if $U$ is bounded and the boundary $\partial U$ is Lipschitz, then the space $BV(U)$ is continuously embedded into $L^{N/(N-1)}(U)$ and compactly embedded into $L^q(U)$ for any $1 \leq q < N/(N - 1)$ (cf. [2, Corollary 3.49] or [4, Theorems 10.1.3 and 10.1.4]). Also, there exists a bounded linear operator $\text{tr}_{\partial U} : BV(U) \mapsto L^1(\partial U)$, called the trace operator, such that $\text{tr}_{\partial U} \varphi = \varphi|_{\partial U}$ for any $\varphi \in C^1(\overline{U})$. The value of trace $\text{tr}_{\partial U} u \in L^1(\partial U)$ is often abbreviated by $u$, by identifying $\text{tr}_{\partial U} u$ as the extension of $u$ in $BV(U)$ onto $\partial U$. Additionally, if $1 \leq r < \infty$, then the space $C^\infty(\overline{U})$ is dense in $BV(U) \cap L^r(U)$ for the intermediate convergence (cf. [4, Definition 10.1.3. and Theorem 10.1.2]), i.e. for any $u \in BV(U) \cap L^r(U)$, there exists a sequence $\{u_n\}_{n=1}^\infty \subset C^\infty(\overline{U})$ such that $u_n \rightharpoonup u$ in $L^r(U)$ and $\int_U |\nabla u_n| dx \to |Du|(U)$ as $n \to \infty$.

Remark 1 (cf. [2, Theorem 3.88]) Let $U \subset \mathbb{R}^N$ be a bounded open set with Lipschitz boundary $\partial U$. Then it is known that:

$$\int_U \text{div} \psi \, dx = \int_U \psi \cdot Du - \int_{\partial U} u (\psi \cdot n) \, dH^{N-1}, \quad \text{for any } \psi \in C^1(\mathbb{R}^N)^N.$$
Moreover, the trace operator \( \text{tr}_{\partial U} : BV(U) \rightarrow L^1(\partial U) \) is continuous with respect to the strict topology of \( BV(U) \). Namely, \( \text{tr}_{\partial U} u_n \rightarrow \text{tr}_{\partial U} u \) in \( L^1(\partial U) \) as \( n \rightarrow \infty \), if \( u \in BV(U) \), \( \{u_n\}_{n=1}^{\infty} \subset BV(U) \) and \( u_n \rightarrow u \) in the strict topology of \( BV(U) \) as \( n \rightarrow \infty \).

**Extensions of functions.** (cf. [2, 4]) Let \( \mu \) be a positive measure on \( \mathbb{R}^N \), and let \( B \subset \mathbb{R}^N \) be a \( \mu \)-measurable Borel set. For a \( \mu \)-measurable function \( u : B \rightarrow \mathbb{R} \), we denote by \( [u]^{\text{ex}} \) an extension of \( u \) over \( \mathbb{R}^N \), i.e. \( [u]^{\text{ex}} : \mathbb{R}^d \rightarrow \mathbb{R} \) is a measurable function such that \( [u]^{\text{ex}} = u \) \( \mu \)-a.e. in \( B \). In general, the choices of extensions are not necessarily unique.

**Remark 2** Let \( U \subset \mathbb{R}^N \) be an open set, with compact \( C^1 \)-boundary (in case \( N > 1 \)) \( \partial U \). Then,

**(Fact 0)** (cf. [2, Proposition 3.21]) There exists a bounded linear operator \( \mathfrak{c}_U : BV(U) \rightarrow BV(\mathbb{R}^N) \), such that:

- \( \mathfrak{c}_U \) maps any function \( u \in BV(U) \) to an extension \( [u]^{\text{ex}} \in BV(\mathbb{R}^N) \);
- for any \( 1 < q < \infty \), \( \mathfrak{c}_U(W^{1,q}(U)) \subset W^{1,q}(\mathbb{R}^N) \), and the restriction \( \mathfrak{c}_U|_{W^{1,q}(U)} : W^{1,q}(U) \rightarrow W^{1,q}(\mathbb{R}^N) \) forms a bounded and linear operator.

**(Fact 1)** (cf. [9, [1.II Teorema]]) There exists a bounded linear operator \( \mathfrak{h}_U : L^1(\partial U) \rightarrow W^{1,1}(\mathbb{R}^N) \), which maps any function \( \varrho \in L^1(\partial U) \) to an extension \( [\varrho]^{\text{ex}} \in W^{1,1}(\mathbb{R}^N) \subset BV(\mathbb{R}^N) \).

**Remark 3** (Harmonic extension) Under the same notations as in Remark 2, we denote by \( \mathfrak{h}_U \) the operator of harmonic extension \( \mathfrak{h}_U : H^\frac{1}{2}(\partial U) \rightarrow H^1(U) \), which maps any \( \varrho \in H^\frac{1}{2}(\partial U) \) to a (unique) minimizer \( [\varrho]^{\text{hm}} \in H^1(U) \) of the following proper l.s.c. and convex function on \( L^2(U) \):

\[
z \in L^2(U) \mapsto \left\{ \begin{array}{ll}
\frac{1}{2} \int_U |\nabla z|^2 \, dx, & \text{if } z \in H^1(U) \text{ and } z = \varrho \text{ in } H^\frac{1}{2}(\partial U), \\
\infty, & \text{otherwise.}
\end{array} \right.
\]

Indeed, by the general theories of linear PDEs (cf. [19, Chapter 3], [20, Chapter 8] and [21, Theorem 8.3 in Chapter 2]), we can check that \( \mathfrak{h}_U H^\frac{1}{2}(\partial U) \subset H^2_{\text{loc}}(U) \), and:

\[
(\Delta [\varrho]^{\text{hm}}, \varphi)_{L^2(U)} = (\nabla [\varrho]^{\text{hm}}, \nabla \varphi)_{L^2(U)^N} = 0, \quad \text{for all } \varrho \in H^\frac{1}{2}(\Gamma) \text{ and } \varphi \in C^1_c(U), \tag{1.3}
\]
i.e. the extension \( [\varrho]^{\text{hm}} \) solves the harmonic equation \( \Delta [\varrho]^{\text{hm}} = 0 \) on \( U \), having the Dirichlet boundary data \( \varrho \in H^\frac{1}{2}(\partial U) \). Additionally, the variational form (1.3) implies that:

**(ex.0)** the operator \( \mathfrak{h}_U : H^\frac{1}{2}(\partial U) \rightarrow H^1(U) \) is a bounded linear isomorphism, and in particular, there exists a positive constant \( C_U^{\text{hm}} \) satisfying

\[
| [\varrho]^{\text{hm}} |_{H^1(U)} \leq C_U^{\text{hm}} | \varrho |_{H^\frac{1}{2}(\partial U)}, \quad \text{for any } \varrho \in H^\frac{1}{2}(\Gamma); \tag{1.4}
\]

**(ex.1)** if \( r \in \mathbb{R} \), and \( r \leq \varrho \in H^\frac{1}{2}(\partial U) \) (resp. \( r \geq \varrho \in H^\frac{1}{2}(\partial U) \)), then \( r \leq [\varrho]^{\text{hm}} \in H^1(U) \) (resp. \( r \geq [\varrho]^{\text{hm}} \in H^1(U) \)).
Throughout this paper, \( \Omega \subset \mathbb{R}^N \) is a bounded domain with \( \Gamma \) being its boundary. We assume sufficient smoothness (at least \( C^1 \)-regularity) for \( \Gamma \) when \( N > 1 \). Also, we fix a large open ball \( B_{\Omega} \subset \mathbb{R}^N \) such that \( B_{\Omega} \supset \overline{\Omega} \).

Next, for any \( u \in BV(\Omega) \cap L^2(\Omega) \) and any \( \gamma \in L^1(\Gamma) \), we define a function \( [u]_{\gamma}^{ex} \in BV(\mathbb{R}^N) \cap W^{1,1}(\mathbb{R}^N \setminus \Omega) \), by letting

\[
x \in \mathbb{R}^N \mapsto [u]_{\gamma}^{ex}(x) := \begin{cases} 
[u]^*(x), & \text{if } x \in \Omega, \\
[\gamma]^{ex}(x), & \text{if } x \in \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

For any \( \beta \in H^1(\Omega) \cap L^\infty(\Omega) \), any \( \gamma \in L^1(\Gamma) \) and any \( u \in BV(\Omega) \cap L^2(\Omega) \), we define a Radon measure \( [\beta | Du]|_{\gamma} \in \mathcal{M}_{loc}(\mathbb{R}^N) \) by letting:

\[
[\beta | Du]|_{\gamma}(B) := \int_B [\beta]^* d | Du| + \int_{\partial B \cap \Omega} \beta | u - \gamma | d \mathcal{H}^{N-1} + \int_{\partial \Omega} [\beta]^{ex} | D [\gamma]^{ex} | d x,
\]

for any bounded Borel set \( B \subset \mathbb{R}^N \).

Referring to the previous works, e.g. [1, Theorem 6.1], we can reduce the measure \( [\beta | Du]|_{\gamma} \) in the following simple form:

\[
[\beta | Du]|_{\gamma} = [\beta]^{ex} | D [u]^{ex} | \quad \text{in } \mathcal{M}_{loc}(\mathbb{R}^N).
\]

In addition, as a consequence of (1.5) and Remark 1, we can see the following facts.

(Fact 2) If \( \{u_n\}_{n=1}^{\infty} \subset BV(\Omega) \cap L^2(\Omega) \), \( u \in BV(\Omega) \cap L^2(\Omega) \) and \( u_n \to u \) in \( L^2(\Omega) \) and strictly in \( BV(\Omega) \) as \( n \to \infty \), then \( [\beta | Du_n]|_{\gamma}(B) \to [\beta | Du]|_{\gamma}(B) \) as \( n \to \infty \), for any bounded Borel set \( B \subset \mathbb{R}^N \).

(Fact 3) (cf. [1, Theorem 6.1] and [24, Section 2]) If \( A \subset \mathbb{R}^N \) is a bounded and open, and \( \beta \in H^1(\Omega) \cap L^\infty(\Omega) \) with \( \beta \geq 0 \) a.e. in \( \Omega \), then

\[
[\beta | Du]|_{\gamma}(A) = \sup \left\{ \int_A u \text{div} \varphi \, d x \left| \begin{array}{c}
\varphi \in L^\infty(A)^N, \text{ such that } \\
\text{supp} \varphi \text{ is compact and } \\
|\varphi| \leq [\beta]^{ex} \text{ a.e. in } A
\end{array} \right. \right\},
\]

and in particular, if \( \log \beta \in L^\infty(\Omega) \), then

\[
[\beta | Du]|_{\gamma}(A) = \sup \left\{ \int_A u \text{div}(\beta \varphi) \, d x \left| \begin{array}{c}
\varphi \in L^\infty(A)^N, \text{ such that } \\
\text{supp} \varphi \text{ is compact and } \\
|\varphi| \leq 1 \text{ a.e. in } A
\end{array} \right. \right\}.
\]

Now, we set:

\[
\begin{align*}
X_c(\Omega) & := \left\{ \varphi \in L^\infty(\Omega)^N \left| \text{div} \varphi \in L^2(\Omega) \text{ and } \text{supp} \varphi \text{ is compact in } \Omega \right. \right\}, \\
W_0(\Omega) & := \left\{ \beta \in H^1(\Omega) \cap L^\infty(\Omega) \left| \beta \geq 0 \text{ a.e. in } \Omega \right. \right\}, \\
W_c(\Omega) & := \left\{ \beta \in H^1(\Omega) \cap L^\infty(\Omega) \left| \log \beta \in L^\infty(\Omega) \right. \right\}.
\end{align*}
\]
Besides, for any $\beta \in W_0(\Omega)$, we define a functional $\Phi_\gamma(\beta; \cdot)$ on $L^2(\Omega)$, by letting

$$u \in L^2(\Omega) \mapsto \Phi_\gamma(\beta; u) := \begin{cases} \int_\Omega d[\beta|Du|]_\gamma = \int_\Omega \beta^* d|Du| + \int_\Gamma \beta|u - \gamma| d\mathcal{H}^{N-1}, & \text{if } u \in BV(\Omega), \\ \infty, & \text{otherwise.} \end{cases}$$

(1.9)

Note that the value of $\Phi_\gamma(\beta; \cdot)$ is determined, independently on the choice of the extensions $[\beta]^{\text{ext}}$ and $[\gamma]^{\text{ext}}$. Therefore, taking into account (1.5)–(1.9), it is inferred that the functional $\Phi_\gamma(\beta; \cdot)$ is proper l.s.c. and convex on $L^2(\Omega)$. In addition, the following holds:

(Fact 4) (cf. [9, 23, 26]) If $\beta \in W_c(\Omega)$, $\gamma \in H^1(\Gamma)$ and $u \in BV(\Omega) \cap L^2(\Omega)$, then there exists a sequence $\{u_i\}_{i=1}^\infty \subset H^1(\Omega)$ such that

$$
\left\{ \begin{array}{l}
 u_i = \gamma, \text{ } \mathcal{H}^{N-1}\text{-a.e. on } \Gamma, \text{ for any } i \in \mathbb{N}, \\
 u_i \to u \text{ in } L^2(\Omega) \text{ and } \int_\Omega \beta|\nabla u_i| \; dx \to \Phi_\gamma(\beta; u), \text{ as } i \to \infty.
\end{array} \right.
$$

(1.10)

Hence, the functional $\Phi_\gamma(\beta; \cdot)$ coincides with the lower semi-continuous envelope of the functional:

$$\varphi \in L^2(\Omega) \mapsto \begin{cases} \int_\Omega \beta|\nabla \varphi| \; dx, & \text{if } \varphi \in H^1(\Omega) \text{ and } \varphi = \gamma, \text{ } \mathcal{H}^{N-1}\text{-a.e. on } \Gamma, \\ \infty, & \text{otherwise,} \end{cases}$$

i.e. for any $v \in L^2(\Omega)$, it holds that

$$
\Phi_\gamma(\beta; v) = \inf \left\{ \liminf_{i \to \infty} \int_\Omega \beta|\nabla \varphi_i| \; dx \left| \begin{array}{l}
 \{\varphi_i\}_{i=1}^\infty \subset H^1(\Omega), \varphi_i = \gamma, \text{ } \mathcal{H}^{N-1}\text{-a.e. on } \Gamma, \text{ for any } i \in \mathbb{N}, \text{ and } \varphi_i \to v \text{ in } L^2(\Omega) \text{ as } i \to \infty.
\end{array} \right. \right\}.
$$

Remark 4 In the construction of the sequence $\{u_i\}_{i=1}^\infty \subset H^1(\Omega)$ as in (1.10), the key point is to prepare an auxiliary sequence $\{u_i^+\}_{i=1}^\infty \cap W^{1,1}(\Omega) \cap L^2(\Omega)$ such that:

$$
\left\{ \begin{array}{l}
 u_i^+ = \gamma, \text{ } \mathcal{H}^{N-1}\text{-a.e. on } \Gamma, \text{ for any } i \in \mathbb{N}, \\
 u_i^+ \to 0 \text{ in } L^2(\Omega) \text{ and } \int_\Omega \beta|\nabla u_i^+| \; dx \to \int_\Gamma \beta|u| d\mathcal{H}^{N-1}, \text{ as } i \to \infty,
\end{array} \right.
$$

and such a sequence is easily obtained by referring to some appropriate general theories, e.g. [9, 23]. In addition, if we suppose $\gamma \in H^1(\Gamma)$, then we can take the auxiliary sequence to satisfy $\{u_i^+\}_{i=1}^\infty \subset H^1(\Omega)$ (cf. [26, Lemma 2]), and thereby, we can also suppose $\{u_i\}_{i=1}^\infty \subset H^1(\Omega)$ for the sequence as in (1.10).

2 Main Theorems

We begin with the assumptions for the Main Theorem.
We define a functional $\Psi_\alpha(A_2)$ fulfills that:

$$[\eta_0, \theta_0] \in D_0 := \{ [\tilde{\eta}, \tilde{\theta}] \in L^\infty(\Omega)^2 \mid 0 \leq \tilde{\eta} \leq 1 \text{ and } |\tilde{\theta}| \leq |\gamma|_{L^\infty(\Gamma)}, \text{ a.e. in } \Omega \}.$$

**Remark 5 (Possible choice for (A1) and (A2))** Referring to [17, 18], the setting in (0.4) provides a possible choice of given functions that fulfills the above (A1) and (A2).

Next, for simplicity of descriptions, we prescribe some additional notations.

**Additional notations.** We define a functional $\Psi_0 : L^2(\Omega) \rightarrow (-\infty, \infty]$, by letting:

$$z \in L^2(\Omega) \mapsto \Psi_0(z) := \begin{cases} \frac{1}{2} \int_{\Omega} |\nabla z|^2 \, dx + \int_{\Omega} G(z) \, dx, & \text{if } z \in H^1(\Omega), \\ \infty, & \text{otherwise.} \end{cases}$$

Then, the free-energy $\mathcal{F}_\gamma = \mathcal{F}_\gamma(\eta, \theta)$ given in (0.3) can be described in the following simple formula:

$$[\eta, \theta] \in \times L^2(\Omega)^2 \mapsto \mathcal{F}_\gamma(\eta, \theta) := \Psi_0(\eta) + \Phi(\alpha(\eta); \theta) \in (-\infty, \infty].$$

Based on these, the solution to the system (S) is defined as follows.

**Definition 1 (Solutions to (S))** A pair $[\eta, \theta] \in L^2_{\text{loc}}(0, T; L^2(\Omega))^2$ is called a solution to (S), iff. the components $\eta = \eta(t, x)$ and $\theta = \theta(t, x)$ fulfill the following properties.

- **(S0)** $\eta \in C([0, \infty); L^2(\Omega)) \cap W^{1, 2}_{\text{loc}}((0, \infty); L^2(\Omega)) \cap L^2_{\text{loc}}((0, \infty); H^1(\Omega)) \cap L^\infty_{\text{loc}}((0, \infty); H^1(\Omega))$, $\theta \in C([0, \infty); L^2(\Omega)) \cap W^{1, 2}_{\text{loc}}((0, \infty); L^2(\Omega)) \cap L^\infty_{\text{loc}}((0, \infty); H^1(\Omega))$, $[D\theta(\cdot, t)](\Omega) \in L^1_{\text{loc}}(0, \infty) \cap L^\infty_{\text{loc}}((0, \infty))$, $[\eta(t), \theta(t)] \in D_0$ for any $t \geq 0$, and $[\eta(0), \theta(0)] = [\eta_0, \theta_0]$ in $L^2(\Omega)^2$.

- **(S1)** $\eta$ solves the following variational identity:

$$\int_{\Omega} \left(\eta(t) + g(\eta(t))\right) w \, dx + \int_{\Omega} \nabla \eta(t) \cdot \nabla w \, dx + \int_{\Gamma} \left[d[\alpha(\eta(t)) |D\theta(t)|] \right]_\gamma = 0,$$

for any $w \in H^1(\Omega) \cap L^\infty(\Omega)$ and a.e. $t > 0$.

- **(S2)** $\theta$ solves the following variational inequality:

$$\int_{\Omega} \alpha(\eta(t)) \theta_t(t)(\theta(t) - v) \, dx + \int_{\Gamma} d[\alpha(\eta(t)) |D\theta(t)|]_\gamma \leq \int_{\Gamma} d[\alpha(\eta(t)) |Dv|]_\gamma,$$

for any $v \in BV(\Omega) \cap L^2(\Omega)$ and a.e. $t > 0$.  
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Remark 6 In the light of (1.5), the variational identity in Definition 1 (S1), can be rewritten into the following weak formulation:

\[ \eta_t(t) + F\eta(t) - \eta(t) + g(\eta(t)) + [a'(\eta(t))]D\theta(t) \big|_{\gamma} = 0 \text{ in } H^s(\Omega)^*, \text{ a.e. } t > 0, \]

where \( F : H^1(\Omega) \rightarrow H^1(\Omega)^* \) is the duality map between \( H^1(\Omega) \) and \( H^1(\Omega)^* \), and \( s > N/2 \) is a large constant such that the embedding \( H^s(\Omega) \subset C(\overline{\Omega}) \) holds true. Thus, we note that the inhomogeneous boundary condition in (0.1) is implicitly built in the expressions of the \( H^s(\Omega)^* \)-valued function \([a'(\eta(\cdot))]D\theta(\cdot)]\big|_{\gamma} \in L^2(0,T;H^s(\Omega)^*)\), and specifically, \([a'(\eta(t))]D\theta(t)\big|_{\gamma} \in \mathcal{M}(\Omega)\) for a.e. \( t \in (0,T) \).

In the meantime, the variational inequality in Definition 1 (S2) is equivalent to the following evolution equation:

\[ \alpha_0(\eta(t))\eta_t(t) + \partial \Phi_\gamma(\alpha(\eta(t));\theta(t)) \geq 0 \text{ in } L^2(\Omega), \text{ a.e. } t > 0, \]

which is governed by the \( L^2 \)-subdifferential \( \partial \Phi_\gamma(\alpha(\eta(t));\cdot) \) of the time-dependent convex function \( \Phi_\gamma(\alpha(\eta(t));\cdot) \). From this reformulation, we can see that the mathematical meaning of the singular diffusion \(-\text{div}(\alpha(\eta)\frac{D\eta}{|D\eta|})\) in (0.2) is given in terms of the time-dependent subdifferential \( \partial \Phi_\gamma(\alpha(\eta(t));\cdot) \) of the weighted total variation, including the Dirichlet type boundary condition.

Now, the Main Theorems of this paper are stated as follows.

**Main Theorem 1 (Existence of solution with energy-dissipation).** Let us assume (A1)–(A3). Then, the system (S) admits at least one solution \([\eta, \theta]\) which fulfills the following properties.

(S4) (Energy-dissipation) A real function \( J_\gamma \in L^1_{\text{loc}}([0,\infty)) \cap BV_{\text{loc}}((0,\infty)) \), defined as:

\[ t \in (0,\infty) \mapsto J_\gamma(t) := J_\gamma(\eta(t), \theta(t)) \in [0,\infty), \]

fulfills the following inequality:

\[ \int_s^t \left( |\eta(t)|^2_{L^2(\Omega)} + |\alpha_0(\eta(\tau))\theta_1(\tau)|^2_{L^2(\Omega)} \right) d\tau + J_\gamma(t) \leq J_\gamma(s) \]

for a.e. \( s > 0 \) and any \( t \geq s \).

(S5) (Properties in regular cases of initial data) If \([\eta_0, \theta_0] \in D_0 \cap (H^1(\Omega) \times BV(\Omega)) \) then

\[
\begin{cases}
\eta \in W^{1,2}_{\text{loc}}([0,\infty); L^2(\Omega)) \cap L^\infty_{\text{loc}}([0,\infty); H^1(\Omega)), \\
\theta \in W^{1,2}_{\text{loc}}([0,\infty); L^2(\Omega)), \quad |D\theta(\cdot)(\cdot)|(\Omega) \in L^\infty_{\text{loc}}([0,\infty)),
\end{cases}
\]

and

\[ \int_0^t \left( |\eta(t)|^2_{L^2(\Omega)} + |\alpha_0(\eta(\tau))\theta_1(\tau)|^2_{L^2(\Omega)} \right) d\tau + J_\gamma(t) \leq J_\gamma(0), \quad \text{for all } t \geq 0. \]

**Remark 7** Property (S5), though not used in the paper, is characteristic of solutions to parabolic PDEs or parabolic systems of PDEs. In this special case, \([\eta_0, \theta_0] \in D_0 \cap (H^1(\Omega) \times BV(\Omega)), \) we will call the solution a strong solution, in view of the smoothing effect as in (S0) and (S5).
Main Theorem 2 (Large-time behavior). Under the assumptions (A1)–(A3), let \([\eta, \theta]\) be the solution to (S) with the property (S4) of energy-dissipation, that is obtained in Main Theorem 1. We denote by \(\omega_\infty(\eta, \theta)\) the \(\omega\)-limit set of \([\eta, \theta]\) in the large-time, i.e.:

\[
\omega_\infty(\eta, \theta) := \left\{ [\eta_\infty, \theta_\infty] \in L^2(\Omega)^2 \left| [\eta(t_n), \theta(t_n)] \to [\eta_\infty, \theta_\infty] \text{ in } L^2(\Omega)^2 \right. \right. \\
\left. \text{for some } 0 < t_1 < \cdots < t_n \uparrow \infty, \right. \\
\text{as } n \to \infty \right\}.
\]

Then, \(\omega_\infty(\eta, \theta)\) is nonempty and compact in \(L^2(\Omega)^2\), and any \(\omega\)-limit point \([\eta_\infty, \theta_\infty]\) fulfills the following conditions.

(S0)_\infty \([\eta_\infty, \theta_\infty]\) \in D_0 \subset H^1(\Omega) \times BV(\Omega).

(S1)_\infty \eta_\infty solves the following variational identity:

\[
\int_\Omega \nabla \eta_\infty \cdot \nabla w \, dx + \int_\Omega g(\eta_\infty) w \, dx + \int_\Pi d[w\alpha'(\eta_\infty)]D\theta_\infty]_\gamma = 0,
\]

for any \(w \in H^1(\Omega) \cap L^\infty(\Omega)\).

(S2)_\infty \theta_\infty is the minimizer of \(\Phi_\gamma(\alpha(\eta_\infty); \cdot)\) in \(L^2(\Omega)\), more precisely:

\[
\int_\Pi d[\alpha(\eta_\infty)]D\theta_\infty]_\gamma \leq \int_\Pi d[\alpha(\eta_\infty)]Dv]_\gamma, \text{ for any } v \in BV(\Omega) \cap L^2(\Omega).
\]

3 Approximating problem

In this section, the approximating problems to the system (S) are prescribed, and some key-properties of the approximating solutions are verified.

To this end, we first consider a class \({| \cdot |_\nu}_{\nu \in (0,1)}\) of functions, which was adopted in [25] as a “suitable approximation” to the Euclidean norm \(| \cdot |\).

Definition 2 We say that a collection of functions \({| \cdot |_\nu}_{\nu \in (0,1)}\) is a suitable approximation to the Euclidean norm if the following properties hold.

(AP1) \(| \cdot |_\nu : \mathbb{R}^N \mapsto [0, +\infty[\) is a convex \(C^1\) function such that \(|0|_\nu = 0\), for all \(\nu \in (0,1)\).

(AP2) There exist bounded functions \(a : (0,1) \to (0,1), b : (0,1) \to [0,1], c : (0,1) \to [1,\infty),\) such that:

\[
a(\nu) \to 1, \quad b(\nu) \to 0 \quad \text{and} \quad c(\nu) \to 1, \quad \text{as } \nu \downarrow 0,
\]

and

\[
|\xi|_\nu \geq a(\nu)|\xi| - b(\nu) \quad \text{and} \quad \|\nabla | \cdot |_\nu(\xi)\| \leq c(\nu)
\]

for any \(\xi \in \mathbb{R}^N\) and \(\nu \in (0,1)\).

Remark 8 Note that (AP1) and (AP2) lead to the following fact:

\[
|\xi|_\nu \leq |\nabla | \cdot |_\nu(\xi)| \cdot |\xi| \leq c(\nu)|\xi|, \quad \text{for all } \xi \in \mathbb{R}^N \text{ and } \nu \in (0,1).
\]
Also, we note that the class of possible regularizations verifying (AP1) and (AP2) covers a number of standard type regularizations, while it is a restricted version of the class adopted in [25]. For instance,

- Hyperbola type, i.e. \( \xi \in \mathbb{R}^N \mapsto |\xi|_\nu := \sqrt{|\xi|^2 + \nu^2} - \nu \), for \( \nu \in (0, 1) \),
- Yosida’s regularization, i.e. \( \xi \in \mathbb{R}^N \mapsto |\xi|_\nu := \inf_{\xi \in \mathbb{R}^N} \left\{ |\xi| + \frac{\nu}{2}|\xi|^2 \right\} \), for \( \nu \in (0, 1) \),
- Hyperbolic-tangent type, i.e. \( \xi \in \mathbb{R}^N \mapsto |\xi|_\nu := \frac{2}{\pi} \int_0^{[\xi]} \tan^{-1} \frac{\tau}{\nu} \, d\tau \), for \( \nu \in (0, 1) \),
- Arctangent type, i.e. \( \xi \in \mathbb{R}^N \mapsto |\xi|_\nu := \frac{2}{\pi} \int_0^{[\xi]} \tan^{-1} \frac{\tau}{\nu} \, d\tau \), for \( \nu \in (0, 1) \).

Such flexibility is the reason for the “suitability” as in Definition 2, and indeed, the essential thing in the proof of Main Theorem is not in the precise expression of \( \{ |\cdot|_\nu \}_{\nu \in (0, 1)} \), but in its suitability.

Next, for any \( 0 \leq \beta \in L^2(\Omega) \) and \( \gamma \in H^{\frac{1}{2}}(\Gamma) \), we define a class \( \{ \Phi^\nu_\gamma(\beta; \cdot) \}_{\nu \in (0, 1)} \) of proper l.s.c. and convex functions on \( L^2(\Omega) \), by putting:

\[
z \in L^2(\Omega) \mapsto \Phi^\nu_\gamma(\beta; z) := \begin{cases} 
\int_\Omega \beta|\nabla z|_\nu \, dx + \frac{\nu^2}{2} \int_\Omega |\nabla(z - [\gamma]_{\text{hm}})|^2 \, dx, 
& \text{if } z \in H^1(\Omega) \text{ and } z = \gamma \text{ in } H^{\frac{1}{2}}(\Gamma), \\
\infty, & \text{otherwise,}
\end{cases}
\]

where \([\gamma]_{\text{hm}} \in H^2(\Omega)\) denotes the harmonic extension of \( \gamma \in H^{\frac{1}{2}}(\Gamma) \) as in Remark 3. This convex function corresponds to a relaxed version of the convex function \( \Phi_\gamma(\beta; \cdot) \) given in (1.9).

**Remark 9** For every \( 0 \leq \beta \in L^2(\Omega) \) and \( \gamma \in H^{\frac{1}{2}}(\Gamma) \), we denote by \( \partial \Phi^\nu_\gamma(\beta; \cdot) \) the \( L^2 \)-subdifferential of the convex function \( \Phi^\nu_\gamma(\beta; \cdot) \). Here, let us define:

\[
[\beta \nabla u]_\gamma^\nu := \beta[\nabla |\cdot|_\nu](\nabla u) + \nu^2 \nabla(u - [\gamma]_{\text{hm}}) \in L^2(\Omega)^N, \text{ for any } u \in H^1(\Omega).
\]

Then, as easily checked (cf. [15, Section 1]), \([u, u^*] \in \partial \Phi^\nu_\gamma(\beta; \cdot) \) in \( L^2(\Omega)^2 \), iff. \( u \in D(\Phi^\nu_\gamma(\beta; \cdot)) \), and

\[
u^* = -\text{div}[\beta \nabla u]_\gamma^\nu \text{ in the distribution sense,}
\]

so that:

\[
D(\partial \Phi^\nu_\gamma(\beta; \cdot)) = \left\{ z \in H^1(\Omega) \mid \text{div}[\beta \nabla u]_\gamma^\nu \in L^2(\Omega) \text{ and } u = \gamma \text{ in } H^{\frac{1}{2}}(\Gamma) \right\}.
\]

Additionally, for each \([u, u^*] \in \partial \Phi^\nu_\gamma(\beta; \cdot) \) in \( L^2(\Omega)^2 \), the directional derivative:

\[
[\beta \nabla u]_\gamma^\nu \cdot n_\Gamma = \beta([\nabla |\cdot|_\nu](\nabla u) + \nu^2(u - [\gamma]_{\text{hm}})) \cdot n_\Gamma,
\]

can be identified as an element of \( H^{-\frac{1}{2}}(\Gamma) \), via the following variational form:

\[
\langle [\beta \nabla u]_\gamma^\nu \cdot n_\Gamma, \varphi \rangle_{H^{\frac{1}{2}}(\Gamma)} = (u^*, \varphi)_{L^2(\Omega)} - ([\beta \nabla u]_\gamma^\nu, \nabla \varphi)_{L^2(\Omega)^N}
\]

for any \( \varphi \in H^1(\Omega) \).
Now, let us fix any $\nu \in (0,1)$, and for any $\gamma \in H^\frac{1}{2}(\Gamma)$, we define:

$$[\eta, \theta] \in L^2(\Omega)^2 \mapsto F_\nu^\gamma(\eta, \theta) := \Psi_0(\eta) + \Phi_\nu(\eta; \theta).$$

(3.1)

Then, as a gradient system of this free-energy, we derive the following relaxed system, denoted by $\nu_n$.

$$(S_\nu):$$

$$\eta^\nu(t) - \Delta \eta^\nu(t) + g(\eta^\nu(t)) + \alpha'(\eta^\nu(t))|\nabla \theta^\nu(t)|_{\nu} = 0 \text{ in } L^2(\Omega), \text{ a.e. } t \in (0, T),$$

$$\alpha(\eta^\nu(t))\theta^\nu(t) + \partial \Phi^\gamma_\nu(\alpha(\eta^\nu(t)); \theta^\nu(t)) \geq 0 \text{ in } L^2(\Omega), \text{ a.e. } t \in (0, T),$$

$$[\eta^\nu(0), \theta^\nu(0)] = [\eta_0, \theta_0] \text{ in } L^2(\Omega).$$

In the context, the initial data $[\eta_0, \theta_0]$ satisfy

$$[\eta_0, \theta_0] \in D^{rx}_0 := \left\{ [\tilde{\eta}, \tilde{\theta}] \in D_0 \cap H^1(\Omega)^2 \right\}.$$  \hspace{1cm} (3.2)

On account of Remark 9, the exact statement of the approximating problem $(AP^\nu_\gamma)$ is prescribed as follows.

$$[(AP^\nu_\gamma); \text{for any } [\eta_0, \theta_0] \in D^{rx}_0, \text{ find a sequence } \{[\eta_{h,i}^\nu, \theta_{h,i}^\nu]\}_{i=1}^\infty \subset H^1(\Omega)^2 (\subset H^1(\Omega)^2), \text{ such that}$$

$$[\eta_{h,i}^\nu, \theta_{h,i}^\nu] \in D^{rx}_0, \text{ for every } i \in \mathbb{N},$$

$$\frac{1}{h}(\eta_{h,i}^\nu - \eta_{h,i-1}^\nu, w)_{L^2(\Omega)} + (h\eta_{h,i}^\nu, \nabla w)_{L^2(\Omega)} + (g(\eta_{h,i}^\nu), w)_{L^2(\Omega)}$$

$$+ (\alpha(\eta_{h,i}^\nu)|\nabla \theta_{h,i-1}^\nu|_{\nu}, w)_{L^2(\Omega)} = 0, \text{ for every } w \in H^1(\Omega) \text{ and } i \in \mathbb{N},$$

$$\frac{1}{h}\alpha(\eta_{h,i}^\nu)(\theta_{h,i}^\nu - \theta_{h,i-1}^\nu) - \text{div}[\alpha(\eta_{h,i}^\nu)\nabla \theta_{h,i}^\nu] = 0 \text{ in } L^2(\Omega), \text{ for every } i \in \mathbb{N}. \hspace{1cm} (3.5)$$

On this basis, we call the above sequence $\{[\eta_{h,i}^\nu, \theta_{h,i}^\nu]\}_{i=1}^\infty \subset H^1(\Omega)^2$ a solution to the approximating problem $(AP^\nu_\gamma)$, or an approximating solution in short.

**Remark 10** We note that the range $D^{rx}_0$ of approximating solutions coincides with the effective domains of the relaxed convex functions $D(\Phi^\gamma_\nu(\beta; \cdot))$ in $D_0$, for all $\nu \in (0, 1)$, $0 \leq \beta \in L^2(\Omega)$, and $\gamma \in H^\frac{1}{2}(\Gamma)$. Furthermore, invoking (A3) and Remark 4, we can see that $D^{rx}_0$ is dense in $D_0$, in the topology of $L^2(\Omega)^2$. In fact, for any $[\tilde{\eta}, \tilde{\theta}] \in D_0$, we can construct an approximating sequence $\{[\tilde{\eta}_n, \tilde{\theta}_n]\}_{n=1}^\infty$ of $D^{rx}_0$ of $[\tilde{\eta}, \tilde{\theta}]$ in $L^2(\Omega)$, as follows:

$$[\tilde{\eta}_n, \tilde{\theta}_n] := [\eta^\nu, \theta^\nu] + \tilde{\theta}^\nu \text{ in } H^1(\Omega), \text{ for } n = 1, 2, 3, \ldots, \hspace{1cm}$$

where $\{\tilde{\theta}^\nu\}_{n=1}^\infty \subset H^1(\Omega)$ is a standard approximating sequence of $\tilde{\theta}$ in $L^2(\Omega)^2$, and $\{\theta^\nu\}_{n=1}^\infty \subset H^1(\Omega)$ is a sequence, satisfying:

$$\begin{cases}
\tilde{\theta}^\nu \in H^\frac{1}{2}(\Gamma), \text{ for } n = 1, 2, 3, \ldots, \\
\tilde{\theta}^\nu \to 0 \text{ in } L^2(\Omega), \text{ and } |D\tilde{\theta}^\nu|(\Omega) \to |\gamma|_{L^1(\Gamma)}, \text{ as } n \to \infty.
\end{cases}$$

Note that we can take the above sequence $\{\tilde{\theta}^\nu\}_{n=1}^\infty$ by referring to Remark 4.
Now, for the mathematical analysis of the approximating problem, we need to prove the following theorems, concerned with energy-inequalities for the approximating solutions.

**Theorem 1 (Energy-inequality for time-global estimates)** Under the assumptions (A1)–(A4), there exists a constant $h_\ast \in (0, 1)$, independent of the initial data $[\eta_0^\nu, \theta_0^\nu]$ and $\{\gamma\}$, such that for any $h \in (0, h_\ast)$ and $[\eta_0^\nu, \theta_0^\nu] \in D_{h}^\nu$, (AP)$_h^\nu$ admits a unique solution $\{[\eta_{h,i}^\nu, \theta_{h,i}^\nu]\}_{i=1}^\infty$, such that:

$$
\frac{1}{2h}|\eta_{h,i}^\nu - \eta_{h,i-1}^\nu|^2_{L^2(\Omega)} + \frac{1}{h}\left|\sqrt{\alpha_0(\eta_{h,i}^\nu)}(\theta_{h,i}^\nu - \theta_{h,i-1}^\nu)\right|^2_{L^2(\Omega)} + \mathcal{F}_\gamma(\eta_{h,i}^\nu, \theta_{h,i}^\nu) \leq \mathcal{F}_\gamma(\eta_{h,i-1}^\nu, \theta_{h,i-1}^\nu), \quad \text{for } i = 1, 2, 3, \ldots, \quad \text{(3.6)}
$$

and

$$
\frac{1}{2} \sum_{i=1}^m |\eta_{h,i}^\nu - \eta_{h,i-1}^\nu|^2_{L^2(\Omega)} + \sum_{i=1}^m \left|\sqrt{\alpha_0(\eta_{h,i}^\nu)}(\theta_{h,i}^\nu - \theta_{h,i-1}^\nu)\right|^2_{L^2(\Omega)} + mh\mathcal{F}_\gamma(\eta_{h,m}^\nu, \theta_{h,m}^\nu) \leq h \sum_{i=1}^m \mathcal{F}_\gamma(\eta_{h,i-1}^\nu, \theta_{h,i-1}^\nu), \quad \text{for any } m \in \mathbb{N}. \quad \text{(3.7)}
$$

**Theorem 2 (Energy-inequality for short-time estimates)** Under the assumptions and notations as in Theorem 1, there exists constants $\nu_\ast$ and $A_k$, $k = 1, 2, 3$, such that if $h \in (0, h_\ast)$ and $\nu \in (0, \nu_\ast)$, then:

$$
\frac{1}{2}\left(|\eta_{h,m}^\nu - w_0|^2_{L^2(\Omega)} - |\eta_{h,0}^\nu - w_0|^2_{L^2(\Omega)}\right) + \frac{A_1}{2}\left(|\theta_{h,m}^\nu - v_0|^2_{L^2(\Omega)} - |\theta_{h,0}^\nu - v_0|^2_{L^2(\Omega)}\right) + A_2h \sum_{i=1}^m \mathcal{F}_\gamma(\eta_{h,i-1}^\nu, \theta_{h,i-1}^\nu) \leq h \mathcal{F}_\gamma(\eta_0^\nu, \theta_0^\nu) + A_3mh(1 + |w_0|_{H^1(\Omega)} + |v_0|_{H^1(\Omega)} + |\gamma|_{H^1(\Omega)}^2),
$$

for any $[w_0, v_0] \in D(\mathcal{F}_\gamma(\cdot))$ and any $m \in \mathbb{N}$. \quad \text{(3.8)}



4 Auxiliary lemmas

Throughout this section, we fix a bounded and open time-interval $I \subset (0, \infty)$, and we prove some auxiliary lemmas concerned with the mathematical treatments of time-dependent $BV(\Omega)$-valued functions on $I$.

We begin with recalling the following fact, obtained in [24, Lemma 5], [25, (Fact 5)], and [29, Remark 2].

**Fact 5 (Strict approximation)** For any $v \in L^2(I; L^2(\Omega))$ satisfying $|Dv(\cdot)|(\Omega) \in L^1(I)$, there exists a sequence of smooth functions $\{v_n\}_{n=1}^\infty \subset C^\infty(I \times \Omega)$, such that:

$$
v_n \to v \text{ in } L^2(I; L^2(\Omega)) \text{ and } \int_I \int_\Omega \left|\nabla v_n(t)\right|dx - \int_I d|Dv(t)| \to 0, \quad \text{as } n \to \infty,
$$
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and moreover,

\[ v_n(t) \to v(t) \in L^2(\Omega) \text{ and } \int_{\Omega} |\nabla v_n(t)| \, dx \to \int_{\Omega} |Dv(t)|, \text{ a.e. } t \in I, \text{ as } n \to \infty, \]

As an advanced version of the above (Fact 5), we next prove the following Lemma.

**Lemma 3** Let \( \gamma \in H^{1/2}(\Gamma) \) be a fixed function, and let \( \{\gamma_n\}_{n=1}^{\infty} \subset H^1(\Gamma) \) be a sequence of functions, such that:

\[ \gamma_n \to \gamma \text{ weakly in } H^{1/2}(\Gamma), \text{ as } n \to \infty. \]  

Then, for any \( v \in L^2(I; L^2(\Omega)) \) satisfying \( |Dv(\cdot)|(\Omega) \in L^1(I) \), there exists a sequence \( \{v_n\}_{n=1}^{\infty} \subset L^\infty(I; H^1(\Omega)) \), such that:

\[ v_n(t) = \gamma_n \text{ in } H^{1/2}(\Gamma), \text{ for a.e. } t \in I, \]  

\[ v_n \to v \text{ in } L^2(I; L^2(\Omega)) \text{ and } \int I \int_\Omega |\nabla v_n(t)| \, dx - \int I d[Dv(\cdot)]_\gamma \to 0, \]

as \( n \to \infty \).

**Proof.** The proof of this Lemma is a modified version of those of [14, Proposition 2.7.1] and [24, Lemma 5].

First, invoking the assumption \( v \in L^2(I; L^2(\Omega)) \) with \( |Dv(\cdot)|(\Omega) \in L^1(I) \), (Fact 5), [2, Theorem 3.88], and [7, Theorem III.6.10], we can see that the functions in time:

\[ t \to v(t) \in L^2(\Omega), \quad t \to |Dv(t)|(\Omega) \in \mathbb{R}, \quad \text{and } t \to v(t)|_{\Gamma} \in L^1(\Gamma), \]

are Borel measurable (cf. [22, Section 2]) from \( I \) into the respective separable Banach spaces. Additionally, (1.9) allows us to say that

\[ t \to ||Dv(t)||_{\gamma_n}(\Omega) = |Dv(t)|(\Omega) + |v|_{\Gamma} - |\gamma_n|_{L^1(\Gamma)} \in \mathbb{R}, \quad n = 1, 2, 3, \ldots, \]

are Borel measurable.

Now, with the assumption (4.1) in mind, we define

\[ \bar{\gamma}_n := \sup \left\{ |\gamma|_{H^{1/2}(\Gamma)}, |\gamma_n|_{H^{1/2}(\Gamma)} \right\} = 1, 2, 3, \ldots \] < \infty. \]

Then, applying Lusin’s theorem, we find a sequence of compact sets \( \{K_n\}_{n=1}^{\infty} \subset 2^I \), such that:

\[
\begin{align*}
&\bullet \ K_n \subset K_{n+1} \subset I, \\
&\bullet \ v \in C(K_n; L^2(\Omega)), ||Dv(\cdot)||_{\gamma} \in C(K_n), \\
&\bullet \ |v|_{L^2(I; K_n; L^2(\Omega))} \leq 2^{-n+1}, |||Dv(\cdot)||_{\gamma}(\Omega)||_{L^1(I \setminus K_n)} \leq 2^{-n+1}, \\
&\bullet \ (1 + \mathcal{L}^{N}(\Omega))(1 + C^\text{hmm}_n \bar{\gamma}_n) \mathcal{L}^{1}(I \setminus K_n) \leq 2^{-(n+1)}, \\
&\text{for } n = 1, 2, 3, \ldots.
\end{align*}
\]
Besides, we can find sequences \( \{ \delta_n \}_{n=1}^{\infty} \subset (0, 1) \) and \( \{ m_n \}_{n=1}^{\infty} \subset \mathbb{N} \), such that:

\[
\begin{align*}
\begin{aligned}
\bullet & \quad 0 < \delta_{n+1} < \delta_n < 2^{-(n+1)}, \\
\bullet & \quad |v(\tau) - v(\varsigma)|_{L^2(\Omega)} \leq 2^{-(n+1)} \quad \text{and} \\
\bullet & \quad \left| \int [Dv(\tau)]_{\gamma}(\Omega) - [Dv(\varsigma)]_{\gamma}(\Omega) \right| \leq 2^{-(n+1)}, \quad \text{for } n = 1, 2, 3, \ldots.
\end{aligned}
\end{align*}
\]

if \( \tau, \varsigma \in K_n \) and \( |\tau - \varsigma| \leq \delta_n \),

\[
\begin{align*}
\bullet & \quad 2^n \leq m_n < m_{n+1} \quad \text{and} \quad 2^{-m_n} L^1(I) \leq \delta_n,
\end{align*}
\]

Here, let us define a partition of time-interval by putting:

\[
t^{n}_{\ell} := \inf I + \ell 2^{-m_n} L^1(I), \quad \text{for } \ell = 0, 1, 2, \ldots, 2^{m_n}, \ n = 1, 2, 3, \ldots.
\]

Also, for any \( n \in \mathbb{N} \), let us define:

\[
K^n_{\ell} := K_n \cap [t^{n}_{\ell-1}, t^{n}_{\ell}), \quad \text{for } \ell = 1, \ldots, 2^{m_n},
\]

\[
L_n := \{ \ell \in \mathbb{N} \mid 1 \leq \ell \leq 2^{m_n} \text{ and } K^n_{\ell} \neq \emptyset \},
\]

\[
\bar{\sigma}^n_{\ell} := \min K^n_{\ell} \text{ for } \ell \in L_n.
\]

Then, since \( \gamma_n \in H^1(\Gamma) \) and \( \bar{\sigma}^n_{\ell} \in K^n_{\ell} \), for all \( n \in \mathbb{N} \) and \( \ell \in L_n \),

we can apply (Fact 4). Thus, we find a sequence of functions \( \{ \bar{\varphi}^n_{\ell} \mid n \in \mathbb{N}, \ \ell = 1, \ldots, 2^{m_n} \} \subset H^1(\Omega) \), such that:

\[
\left\{ \begin{array}{ll}
|\bar{\varphi}^n_{\ell} - v(\bar{\sigma}^n_{\ell})|_{L^2(\Omega)} \leq 2^{-(n+1)}, \\
\left| \int_{\Omega} |\nabla \bar{\varphi}^n_{\ell}| dx - \int_{\Pi} d[|Dv(\bar{\sigma}^n_{\ell})|_{\gamma_n}] \right| \leq 2^{-(n+1)},
\end{array} \right. \quad \text{for any } n \in \mathbb{N} \text{ and any } \ell \in L_n.
\]

In view of these, we define a sequence \( \{ v_n \}_{n=1}^{\infty} \subset L^\infty(I; H^1(\Omega)) \), as follows:

\[
v_n(t) := \begin{cases} 
\bar{\varphi}^n_{\ell}, \text{ if } t \in K^n_{\ell} \text{ with some } \ell \in L_n, \\
[\gamma_n]_{\Gamma}, \text{ otherwise,}
\end{cases} \quad \text{for } n = 1, 2, 3, \ldots.
\]

Then, we immediately observe that this sequence \( \{ v_n \}_{n=1}^{\infty} \) satisfies the assertion (4.2). Meanwhile, by (4.1), the compactness of embedding \( H^1(\Gamma) \subset L^4(\Gamma) \) leads to:

\[
\gamma_n \to \gamma \text{ in } L^1(\Gamma), \text{ as } n \to \infty.
\]
the remaining assertion (4.3) can be verified as follows:

\[ |v_n - v|^2_{L^2(I;L^2(\Omega))} \leq 2 \sum_{\ell=1}^{m_n} \int_{K_\ell} (|\varphi_{j,\ell}^n - v(\bar{\sigma}_{j,\ell}^n)|^2 + |v(\bar{\sigma}_{j,\ell}^n) - v(t)|^2_{L^2(\Omega)}) dt \]

\[ + 2 \int_{I_{\setminus K_n}} (|v(t)|^2_{L^2(\Omega)} + |[\gamma_n]|_{\text{Ham}}^2) dt \]

\[ \leq 2^{-2n} \mathcal{L}^1(I) + 2 |v|^2_{L^2(I_{\setminus K_n};L^2(\Omega))} \]

\[ + 2 |[\gamma_n]|_{\text{Ham}}^2_{H^1(\Omega)} \cdot \frac{2^{-(n+1)}}{(1 + \mathcal{L}^N(\Omega))^2 (1 + C_{\text{Ham}}^n \bar{\gamma})^2} \]

\[ \leq 2^{-2n} (1 + \mathcal{L}^1(I)) \to 0, \text{ as } n \to \infty, \]

and

\[ \int_I \left| \int_\Omega |\nabla v_n(t)|\, dx - \int_\Omega d[|Dv(t)|]_{\gamma} \right| dt \]

\[ \leq \sum_{\ell=1}^{m_n} \int_{K_\ell} \left( \int_\Omega |\nabla \varphi_{j,\ell}^n|\, dx - \int_\Omega \frac{d[|Dv(\bar{\sigma}_{j,\ell}^n)|]}{[\gamma_n]}\right) dt \]

\[ + \sum_{\ell=1}^{m_n} \int_{K_\ell} \frac{d[|Dv(\bar{\sigma}_{j,\ell}^n)|]}{[\gamma_n]}_\gamma - \frac{d[|Dv(\bar{\sigma}_{j,\ell}^n)|]}{[\gamma_n]}_\gamma(\Omega) \right| dt \]

\[ + \int_{I_{\setminus K_n}} \left( \frac{d[|Dv(t)|]}{[\gamma]}_\gamma(\Omega) + \int_\Omega \frac{d[|\nabla |\gamma|}_{\text{Ham}}\, dx \right) dt \]

\[ \leq 2^{-n} \mathcal{L}^1(I) + \sum_{\ell=1}^{m_n} \left| |v(\bar{\sigma}_{j,\ell}^n)| \gamma_n - |v(\bar{\sigma}_{j,\ell}^n)| \gamma_n \right|_{L^1(\Gamma)} - \left| |v(\bar{\sigma}_{j,\ell}^n)| \gamma_n - |v(\bar{\sigma}_{j,\ell}^n)| \gamma_n \right|_{L^1(\Gamma)} \right| dt \]

\[ + 2^{-(n+1)} + \mathcal{L}^N(\Omega) \cdot \frac{2^{-(n+1)}}{(1 + \mathcal{L}^N(\Omega))^2 (1 + C_{\text{Ham}}^n \bar{\gamma})} \]

\[ \leq (1 + \mathcal{L}^1(I))(2^{-n} + |\gamma_n - \gamma|_{L^1(\Gamma)}) \to 0, \text{ as } n \to \infty. \]

Thus, we conclude this Lemma.

\[ \square \]

**Remark 11** Concerning the approximating sequence \( \{v_n\}_{n=1}^\infty \subset L^\infty(I;H^1(\Omega)) \) obtained in Lemma 3, by (4.2) and (4.3) we can suppose the following pointwise convergences:

\[ v_n(t) \to v(t) \text{ in } L^2(\Omega) \text{ and } |Dv_n(t)|_{\gamma_n}(\Omega) \to |Dv(t)|_{\gamma}(\Omega), \]

for a.e. \( t \in I \), as \( n \to \infty \),

by taking a subsequence if necessary.
In what follows, we set, for any open set $\Omega \subset \mathbb{R}^N$,

$$\mathcal{W}_0(I; \Omega) := \{ \beta \in L^2(I; L^2(\Omega)) \mid \beta(t) \in W_0(\Omega) \text{ a.e. } t \in I \},$$

$$\mathcal{W}_c(I; \Omega) := \{ \beta \in L^2(I; L^2(\Omega)) \mid \beta(t) \in W_c(\Omega) \text{ a.e. } t \in I \}.$$

On this basis, for any $\beta \in \mathcal{W}_0(I; \Omega)$ and any $\gamma \in H^{1\over 2}(\Gamma)$, we define a functional $\Phi^I_\gamma(\beta; \cdot)$ on $L^2(I; L^2(\Omega))$ by letting:

$$v \in L^2(I; L^2(\Omega)) \mapsto \Phi^I_\gamma(\beta; v) := \begin{cases} \int_I \Phi_\gamma(\beta(t); v(t)) \, dt, & \text{if } \Phi_\gamma(\beta; v) \in L^1(I), \\ \infty, & \text{otherwise}, \end{cases}$$

and additionally, we define a class $\{\Phi^I_{\nu,\gamma}(\beta; \cdot)\}_{\nu \in (0, 1)}$ of relaxed functionals of $\Phi^I_\gamma(\beta; \cdot)$, by letting:

$$v \in L^2(I; L^2(\Omega)) \mapsto \Phi^I_{\nu,\gamma}(\beta; v) := \begin{cases} \int_I \Phi^\nu_{\gamma}(\beta(t); v(t)) \, dt, & \text{if } v \in L^2(I; H^1(\Omega)), \\ \infty, & \text{otherwise}. \end{cases}$$

As is easily checked, the functionals $\Phi^I_{\nu,\gamma}(\beta; \cdot)$, for every $\beta \in \mathcal{W}_0(I; \Omega)$, $\gamma \in H^{1\over 2}(\Gamma)$, and $\nu \in (0, 1)$, are proper l.s.c. and convex on $L^2(I; L^2(\Omega))$.

Now, for mathematical analysis under time-dependent situations, we prepare some key-Lemmas.

**Lemma 4** Let $\gamma \in H^{1\over 2}(\Gamma)$ and $\beta \in \mathcal{W}_0(I; \Omega)$. Then, the following items hold:

(i) If $v \in L^2(I; L^2(\Omega))$ and $|Dv(\cdot)|(\Omega) \in L^1(I)$, then the function $t \in I \mapsto [\beta(t)|Dv(t)|]_{\gamma}(\Omega) \in [0, \infty)$ is measurable.

(ii) If $\beta \in \mathcal{W}_c(I; \Omega)$ and $\log \beta \in L^\infty(I \times \Omega)$, then $\Phi^I_\gamma(\beta; \cdot)$ is a proper, l.s.c. and convex function on $L^2(I; L^2(\Omega))$, and

$$D(\Phi^I_\gamma(\beta; \cdot)) = \left\{ \tilde{v} \in L^2(I; L^2(\Omega)) \mid |D\tilde{v}(\cdot)|(\Omega) \in L^1(I) \right\}.$$ (4.6)

**Proof.** First, we verify (I). We take approximating sequences $\{\gamma_n\}_{n=1}^\infty \subset H^1(\Gamma)$ and $\{v_n\}_{n=1}^\infty \subset L^\infty(I; H^1(\Omega))$, as in Lemma 3 and Remark 11. Then, from (4.4), we have

$$\lim_{n \to \infty} \int_\Omega [\beta(t)|Dv_n(t)|]_{\gamma}(\Omega) \, dx = \lim_{n \to \infty} \int_\Omega [\beta(t)|Dv_n(t)|]_{\gamma}(\Omega) \, dx, \text{ for a.e. } t \in I.$$

This implies the validity of (I).

Meanwhile, in the light of (1.5), (1.6), and (1.9), we immediately verify the assertions in (II) except for the lower semi-continuity of $\Phi^I_\gamma(\beta; \cdot)$.

Now, for the verification of lower semi-continuity, we take any $w \in D(\Phi^I_\gamma(\beta; \cdot))$ and any sequence $\{w_n\}_{n=1}^\infty \subset D(\Phi^I_\gamma(\beta; \cdot))$ such that $w_n \to w$ in $L^2(I; L^2(\Omega))$ as $n \to \infty$. Then, applying [24, Lemma 4.2], we immediately see the lower semi-continuity of the functional:

$$\tilde{v} \in L^2(I; L^2(\Omega)) \mapsto \int_I |\beta|^{\gamma}(t)|D[\tilde{v}(t)]_{\gamma}(\Omega) \, dt.$$
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Having these in mind, the lower semi-continuity of \( \Phi^I_v(\beta; \cdot) \) is verified as follows.

\[
\liminf_{n \to \infty} \Phi^I_v(\beta; w_n) = \liminf_{n \to \infty} \int_I [\beta(t)]^* |D[\omega_n(t)]^*|(|B_\Omega|) \, dt \\
- \int_I [\beta(t)]^* |D[\omega(t)]^*|(|B_\Omega \setminus \Omega|) \, dt \\
\geq \int_I [\beta(t)]^* |D[\omega(t)]^*|(|B_\Omega|) \, dt \\
- \int_I [\beta(t)]^* |D[\omega(t)]^*|(|B_\Omega \setminus \Omega|) \, dt \\
= \Phi^I_v(\beta; w).
\]

\[\square\]

**Lemma 5** Let \( \beta \in \mathcal{W}_0(I; \Omega) \cap C(\overline{I}; L^2(\Omega)) \), \( \{\beta_n\}_{n=1}^\infty \subset \mathcal{W}_0(I; \Omega) \cap C(\overline{I}; L^2(\Omega)) \), \( \gamma \in H^1_+(\Gamma) \) and \( \{\gamma_n\}_{n=1}^\infty \subset H^1_+(\Gamma) \) be such that

\[
\begin{align*}
\beta_n &\to \beta \text{ in } L^2(I; L^2(\Omega)), \text{ weakly in } W^{1,2}(I; L^2(\Omega)), \\
&\quad \text{and weakly in } L^2(I; H^1(\Omega)), \quad \text{as } n \to \infty. \\
\gamma_n &\to \gamma \text{ in } H^1_+(\Gamma),
\end{align*}
\]

Let \( v \in L^2(I; L^2(\Omega)) \) and \( \{v_n\}_{n=1}^\infty \subset L^2(I; L^2(\Omega)) \) be such that

\[
\begin{align*}
&Dv(\cdot)(\Omega) \in L^1(I), \quad \{|Dv_n(\cdot)(\Omega)|\}_{n=1}^\infty \subset L^1(I), \\
&v_n(t) \to v(t) \text{ in } L^2(\Omega) \text{ and weakly-* in } BV(\Omega), \text{ a.e. } t \in I, \text{ as } n \to \infty.
\end{align*}
\]

Here, if:

\[
\beta \in \mathcal{W}_c(I; \Omega), \text{ or } L_* := \sup_{n \in \mathbb{N}} \|Dv_n(\cdot)(\Omega)\|_{L^1(I)} < \infty,
\]

then:

\[
\liminf_{n \to \infty} \int_I [\beta_n(t)|Dv_n(t)|]_{\gamma_n(\overline{\Omega})} \, dt \geq \int_I [\beta(t)|Dv(t)|]_{\gamma(\overline{\Omega})} \, dt.
\]

**Proof.** It is enough to consider only the case when:

\[
\Phi_* := \liminf_{n \to \infty} \int_I [\beta_n(t)|Dv_n(t)|]_{\gamma_n(\overline{\Omega})} \, dt < \infty,
\]

because the other case is trivial.

In this case, we find a subsequence \( \{n_k\}_{k=1}^\infty \subset \{n\}_{n=1}^\infty \), such that:

\[
\Phi_* = \lim_{k \to \infty} \int_I [\beta_{n_k}(t)|Dv_{n_k}(t)|]_{\gamma_{n_k}(\overline{\Omega})} \, dt.
\]

Additionally, by Remark 2 and the compactness theory of Aubin’s type [31], assumptions (4.7)–(4.9) enable us to suppose the following properties for the subsequences:

\[
\begin{align*}
[\beta_{n_k}]^* &\to [\beta]^* \text{ in } L^2(I; L^2(B_\Omega)), \\
&\quad \text{weakly in } W^{1,2}(I; L^2(\mathbb{R}^N)), \\
&\quad \text{and weakly in } L^2(I; H^1(\mathbb{R}^N)), \quad \text{as } k \to \infty, \\
[\gamma_{n_k}]^* &\to [\gamma]^* \text{ in } W^{1,1}(B_\Omega), \text{ and in } H^1(\mathbb{R}^N),
\end{align*}
\]
Proof. This lemma is proved by using the following elementary fact ([2, Proposition 1.80])

\[
\begin{cases}
  \beta_{n_k}(t)_{\text{ex}} \to \beta(t)_{\text{ex}} \quad \text{in} \quad L^2(\Omega) \\
  \text{and weakly in} \quad H^1(\mathbb{R}^N), \quad \text{as} \quad k \to \infty, \quad \text{for a.e.} \quad t \in I,
\end{cases}
\]

and

\[
\begin{cases}
  \beta_{n_k}^\gamma(t)_{\text{ex}} \to \beta(t)_{\text{ex}}^\gamma \quad \text{in} \quad L^2(\Omega),
\end{cases}
\]

Taking into account (1.6) and (4.10)–(4.12), we can apply [25, Lemma 4.3] to deduce that:

\[
\Phi_\ast = \lim_{k \to \infty} \int_I [\beta_{n_k}(t)]_{\text{ex}} |D[v_{n_k}(t)]|_{\gamma_{n_k}} (\Omega) dt \\
\quad - \lim_{k \to \infty} \int_I [\beta_{n_k}(t)]_{\text{ex}} d|\gamma_{n_k}| (\Omega \setminus \Omega) dt \\
\geq \int_I [\beta(t)]_{\text{ex}} |D[v(t)]|_{\gamma}(\Omega) dt \\
\quad - \int_I [\beta(t)]_{\text{ex}} d|\gamma| (\Omega \setminus \Omega) dt \\
= \int_I [\beta(t)|Dv(t)|]_{\gamma}(\Omega) dt.
\]

\[
\square
\]

\textbf{Lemma 6} Let \( \beta \in \mathcal{W}_c(I; \Omega) \cap C(\overline{I}; L^2(\Omega)), \) \( \{\beta_n\}_{n=1}^\infty \subset \mathcal{W}_c(I; \Omega) \cap C(\overline{I}; L^2(\Omega)), \) \( \gamma \in H^\frac{1}{2}(\Gamma), \) \( \{\gamma_n\}_{n=1}^\infty \subset H^\frac{1}{2}(\Gamma), \) \( v \in L^2(I; L^2(\Omega)) \) and \( \{v_n\}_{n=1}^\infty \subset L^2(I; L^2(\Omega)) \) be such that the conditions (4.7) and (4.8) are fulfilled, and

\[
\beta \geq \delta_0 \quad \text{and} \quad \beta_n \geq \delta_0 \quad \text{a.e. in} \quad I \times \Omega, \quad \text{for some constant} \quad \delta_0 > 0.
\]

Let \( \varphi \in L^\infty(I; H^1(\Omega)) \cap L^\infty(I \times \Omega) \) and \( \{\varphi_n\}_{n=1}^\infty \subset L^\infty(I; H^1(\Omega)) \cap L^\infty(I \times \Omega) \) be such that

\[
\varphi_n \to \varphi \quad \text{in} \quad L^2(I; L^2(\Omega)), \quad \text{weakly in} \quad W^{1,2}(I; L^2(\Omega)),
\]

\[
\text{and weakly in} \quad L^2(I; H^1(\Omega)), \quad \text{as} \quad n \to \infty,
\]

and

\[
M_0 := \sup \{|\varphi|_{L^\infty(I \times \Omega)}, |\varphi_n|_{L^\infty(I \times \Omega)} | n \in \mathbb{N} \} < \infty.
\]

Besides, let us assume that

\[
\int_I [\beta_n(t)|Dv_n(t)|]_{\gamma_n}(\Omega) dt \to \int_I [\beta(t)|Dv(t)|]_{\gamma}(\Omega) dt, \quad \text{as} \quad n \to \infty.
\]

Then, it holds that:

\[
\int_I [\varphi_n(t)|Dv_n(t)|]_{\gamma_n}(\Omega) dt \to \int_I [\varphi(t)|Dv(t)|]_{\gamma}(\Omega) dt, \quad \text{as} \quad n \to \infty.
\]
(*) if \( a_0 \in \mathbb{R}, b_0 \in \mathbb{R}, \) \( \{a_n\}_{n=1}^{\infty} \subset \mathbb{R} \) and \( \{b_n\}_{n=1}^{\infty} \subset \mathbb{R} \) fulfill that:

\[
\liminf_{n \to \infty} a_n \geq a_0 \quad \text{and} \quad \liminf_{n \to \infty} b_n \geq b_0,
\]

and

\[
\limsup_{n \to \infty} (a_n + b_n) \leq a_0 + b_0,
\]

then \( a_n \to a_0 \) and \( b_n \to b_0 \) as \( n \to \infty \).

With the above fact in mind, let us put:

\[
\begin{aligned}
  a_0 := \int_I [\varrho(t)|Dv(t)|]_{\gamma(I)} dt, \\
  b_0 := \int_I \left[ \left( \frac{M_0}{\delta_0} \beta(t) - \varrho(t) \right) |Dv(t)| \right]_{\gamma(\Omega)} dt,
\end{aligned}
\]

and

\[
\begin{aligned}
  a_n := \int_I [\varrho_n(t)|Dv_n(t)|]_{\gamma_n(\Omega)} dt, \\
  b_n := \int_I \left[ \left( \frac{M_0}{\delta_0} \beta_n(t) - \varrho_n(t) \right) |Dv(t)| \right]_{\gamma_n(\Omega)} dt,
\end{aligned}
\]

for \( n = 1, 2, 3, \ldots \).

Then, by (4.7), (4.8), (4.13), and (4.14), we verify the condition (4.17) by applying Lemma 5. Also, on account of (1.9) and (4.15), condition (4.18) can be verified as follows:

\[
\begin{aligned}
\limsup_{n \to \infty} (a_n + b_n) &= \frac{M_0}{\delta_0} \lim_{n \to \infty} \int_I [\beta_n(t)|Dv_n(t)|]_{\gamma_n(\Omega)} dt \\
&= \frac{M_0}{\delta_0} \int_I [\beta(t)|Dv(t)|]_{\gamma(\Omega)} dt = a_0 + b_0.
\end{aligned}
\]

In view of these, (4.16) is obtained as a straightforward consequence of the fact (*). □

As a consequence of Lemmas 5 and 6, we can show the following Corollaries.

**Corollary 7** If \( \beta \in W_c(I; \Omega) \cap C(\bar{T}; L^2(\Omega)), \) \( \{\beta_n\}_{n=1}^{\infty} \subset W_c(I; \Omega) \cap C(\bar{T}; L^2(\Omega)), \gamma \in H^\frac{1}{2}(\Gamma), \) and \( \{\gamma_n\}_{n=1}^{\infty} \subset H^\frac{1}{2}(\Gamma) \) fulfill that:

\[
\beta_n \to \beta \text{ in } L^2(I; L^2(\Omega)), \text{ weakly in } W^{1,2}(I; L^2(\Omega)),
\]

\[
\text{weakly in } L^2(I; H^1(\Omega)), \text{ and weakly-* in } L^\infty(I \times \Omega), \text{ as } n \to \infty.
\]

and

\[
\gamma_n \to \gamma \text{ in } H^\frac{1}{2}(\Gamma), \text{ as } n \to \infty,
\]

then the sequence of convex functions \( \{\Phi_{\gamma_n}(\beta_n; \cdot)\}_{n=1}^{\infty} \) \( \Gamma \)-converges to the convex function \( \Phi_{\gamma}(\beta; \cdot) \) on \( L^2(I; L^2(\Omega)), \) as \( n \to \infty \).

**Proof.** The lower bound condition is a straightforward consequence of Lemma 5. Also, for any \( v \in D(\Phi_{\gamma}(\beta; \cdot)) \), we can take \( \{v_n := v\} \) as the sequence in the optimality condition, by applying Lemma 6, under the replacements:

\[
\begin{aligned}
\{\beta \text{ by the constant } 1, \{\beta_n\}_{n=1}^{\infty} \text{ by the singleton } \{1\}, \\
\varrho \text{ by } \beta, \text{ and } \{\varrho_n\}_{n=1}^{\infty} \text{ by } \{\beta_n\}_{n=1}^{\infty}.
\end{aligned}
\]

□
Corollary 8  In addition to the assumptions and notations as in Corollary 7, let \( \{\nu_n\}_{n=1}^{\infty} \subset (0,1) \) be a sequence such that \( \nu_n \downarrow 0 \) as \( n \to \infty \). Then, the following items hold.

\[ \liminf_{n \to \infty} \Phi_{\nu_n,\gamma}(\beta_n; \nu_n) \geq \Phi_{\gamma}(\beta; v), \quad \text{if } v \in L^2(I; L^2(\Omega)), \quad \{\nu_n\}_{n=1}^{\infty} \subset L^2(I; L^2(\Omega)), \]

and \( \nu_n \to v \) in \( L^2(I; L^2(\Omega)) \) as \( n \to \infty \).

\[ \liminf_{n \to \infty} \Phi_{\nu_n,\gamma}(\beta_n; \nu_n) \geq \Phi_{\gamma}(\beta; v), \quad \text{whenever } v \in L^2(I; L^2(\Omega)), \quad \{\nu_n\}_{n=1}^{\infty} \subset L^2(I; L^2(\Omega)) \]

and \( \nu_n \to v \) in \( L^2(I; L^2(\Omega)) \) as \( n \to \infty \).

\[ \liminf_{n \to \infty} \Phi_{\nu_n,\gamma}(\beta_n; \nu_n) \geq \Phi_{\gamma}(\beta; v), \quad \text{as } n \to \infty. \]

Proof. By Corollary 7, item (I) is immediately obtained as follows:

\[ \liminf_{n \to \infty} \Phi_{\nu_n,\gamma}(\beta_n; \nu_n) \geq \liminf_{n \to \infty} \Phi_{\gamma}(\beta_n; \nu_n) \geq \Phi_{\gamma}(\beta; v), \]

and \( \nu_n \to v \) in \( L^2(I; L^2(\Omega)) \) as \( n \to \infty \).

Next, we show (II). Due to (I), it is sufficient to verify the condition of optimality in the \( \Gamma \)-convergence of \( \{\Phi_{\nu_n,\gamma}(\beta_n; \nu_n)\}_{n=1}^{\infty} \). Given any \( \omega \in D(\Phi(\gamma, \beta; \cdot)) \), owing to (4.6), \( \gamma \in H^1(\Gamma) \), and Lemma 3, we can take \( \{\omega_n\}_{n=1}^{\infty} \subset L^2(I; H^1(\Omega)) \), such that:

\[ \omega_n(t) = \gamma \text{ in } H^1(\Gamma), \quad n = 1, 2, 3, \ldots, \quad (4.21) \]

and

\[ \omega_n \to \omega \text{ in } L^2(I; L^2(\Omega)) \quad \text{and} \quad \int_I \int_{\Omega} d|D\omega_n| \, dt \to \int_I \int_{\Omega} d|D\omega| \, dt, \quad \text{as } n \to \infty. \quad (4.22) \]

On this basis, let us take a subsequence \( \{\nu_{n_k}\}_{k=1}^{\infty} \subset \{n\} \) such that:

\[ \frac{\nu_{n_k}}{2} \int_I \int_{\Omega} |\nabla \omega_k(t)|^2 \, dx \, dt \leq 2^{-k}, \quad \text{for } k = 1, 2, 3, \ldots, \quad (4.23) \]

and define a sequence \( \{\tilde{\omega}_n\}_{n=1}^{\infty} \subset L^2(I; H^1(\Omega)) \) as follows:

\[ \tilde{\omega}_n(t) := \begin{cases} \omega_k(t) \text{ in } H^1(\Omega), & \text{if } n_k \leq n < n_{k+1}, \\ \omega_1(t) \text{ in } H^1(\Omega), & \text{if } 1 \leq n < n_1, \end{cases} \quad \text{for } n = 1, 2, 3, \ldots. \quad (4.24) \]

Then, from (4.24) and Lemma 3, it follows that:

\[ \tilde{\omega}_n \to \omega \text{ in } L^2(I; L^2(\Omega)) \quad \text{and} \quad \nu_n |\nabla \tilde{\omega}_n|^2_{L^2(\Omega)N} \to 0, \quad \text{as } n \to \infty. \quad (4.25) \]

Also, by (4.19), (4.22)–(4.24), we can apply Lemma 6 in the case that

\[ \beta = 1, \quad \{\beta_n\}_{n=1}^{\infty} \subset \{1\}, \quad \gamma = \gamma, \quad \{\gamma_n\}_{n=1}^{\infty} \subset \{\gamma\}, \quad \varphi = \beta, \quad \text{and} \quad \{\varphi_n\}_{n=1}^{\infty} = \{\beta_n\}_{n=1}^{\infty}, \]

and we see that

\[ \int_I \int_{\Omega} d[\beta_n(t)|D\omega_n(t)|] \to \int_I \int_{\Omega} d[\beta(t)|D\omega(t)|]_\gamma, \quad \text{as } n \to \infty. \quad (4.26) \]

Furthermore, from (4.21), it immediately follows that:

\[ \tilde{\nu}_n \in D(\Phi_{\nu_n,\gamma}(\beta_n; \cdot)), \quad \text{for } n = 1, 2, 3, \ldots. \quad (4.27) \]

On account of (4.25)–(4.27), we verify that the sequence \( \{\tilde{\omega}_n\}_{n=1}^{\infty} \) satisfies the optimality condition. Thus we conclude this Lemma.  \( \square \)
Remark 12 Applying Corollaries 7 and 8 to the case when \( I = (0, 1) \), and all functions \( \beta, \beta_n, n = 1, 2, 3, \ldots \), are independent of time, we easily deduce the following facts.

(Fact 6) Let \( \beta \in W_c(\Omega) \) and \( \{\beta_n\}_{n=1}^{\infty} \subset W_0(\Omega) \) be such that:
\[
\beta_n \to \beta \text{ in } L^2(\Omega), \text{ weakly in } H^1(\Omega), \text{ and weakly-* in } L^\infty(\Omega), \text{ as } n \to \infty,
\]
and let \( \gamma \in H^\frac{1}{2}(\Gamma) \) and \( \{\gamma_n\}_{n=1}^{\infty} \subset H^\frac{1}{2}(\Gamma) \) be as in (4.20). Then the sequence of convex functions \( \{\Phi_{\gamma_n}(\beta_n; \cdot)\}_{n=1}^{\infty} \) \( \Gamma \)-converges to the convex function \( \Phi_\gamma(\beta; \cdot) \) on \( L^2(\Omega) \), as \( n \to \infty \).

(Fact 7) If \( \beta \in W_c(\Omega) \) and \( \{\beta_n\}_{n=1}^{\infty} \subset W_0(\Omega) \) satisfy (4.28), \( \gamma \in H^1(\Gamma) \), and \( \{\nu_n\}_{n=1}^{\infty} \subset (0, 1) \) satisfies \( \nu_n \downarrow 0 \) as \( n \to \infty \), then the sequence of relaxed convex functions \( \{\Phi_{\nu_n}(\beta_n; \cdot)\}_{n=1}^{\infty} \) \( \Gamma \)-converges to the convex function \( \Phi_\gamma(\beta; \cdot) \) on \( L^2(\Omega) \), as \( n \to \infty \).

5 Proofs of Theorems 1 and 2

In this section, Theorems 1 and 2, concerned with the key-properties of approximating solutions, will be proved via some auxiliary Lemmas.

The first result deals with solvability of the elliptic problem (3.4). The proof is analogous to that of [24, Lemmas 9–11] and we omit it.

Lemma 9 There exist a (small) positive constant \( h_0 \in (0, 1) \), depending on \( |g|_{W^{1,\infty}(0,1)} \), \( |\alpha|_{C^1[0,1]} \) and \( \mathcal{L}^N(\Omega) \) such that, for every \( \nu \in (0, 1) \), \( h \in (0, h_0) \) and \( [\eta, \theta] \in H^1(\Omega)^2 \), there exists a unique function \( \eta_h^\nu \in H^1(\Omega) \), such that
\[
0 \leq \eta_h^\nu \leq 1 \text{ a.e. in } \Omega.
\]
and it satisfies
\[
\frac{1}{h}(\eta_h^\nu - \eta, w)_{L^2(\Omega)} + (\nabla \eta_h^\nu, \nabla w)_{L^2(\Omega)} + (g(\eta_h^\nu), w)_{L^2(\Omega)}
+ (\alpha'(|\eta_h^\nu|)\nabla \theta|_\nu, w)_{L^2(\Omega)} = 0, \quad \text{for every } w \in H^1(\Omega).
\]

Next, we deal with solvability of (3.5):

Lemma 10 For every \( \nu, h \in (0, 1) \) and \( [\eta, \theta] \in D_0 \cap H^1(\Omega)^2 \), there exists a unique function \( \theta_h^\nu \in H^1(\Omega) \), such that
\[
|\theta_h^\nu| \leq |\gamma|_{L^\infty(\Gamma)} \text{ a.e. in } \Omega.
\]
and satisfying
\[
\frac{1}{h}\alpha_0(\eta)(\theta_h^\nu - \theta) - \text{div}[\alpha(\eta)\nabla \theta_h^\nu]_\gamma = 0 \text{ in } L^2(\Omega).
\]

Proof. By the regularity of \( [\eta, \theta] \), a solution to (5.2) is a minimizer to the following proper, l.s.c., coercive and strictly convex function on \( L^2(\Omega) \):
\[
z \in L^2(\Omega) \mapsto \frac{1}{2h}|\sqrt{\alpha(\eta)}(z - \theta)|^2_{L^2(\Omega)} + \Phi_\nu(\alpha(\eta); z) \in [0, \infty].
\]
Therefore, the existence and uniqueness of \( \theta_h^\nu \in D(\Phi_\nu'(\alpha(\eta); \cdot)) \) follows immediately.
Thus, all we have to do is reduced to verify the range constraint property (5.1). To
this end, we first note that the constant $|\gamma|_{L^\infty(\Gamma)}$ is a supersolution to (5.2); i.e. it satisfies:

$$
\frac{1}{h} \alpha_0(\eta)(|\gamma|_{L^\infty(\Gamma)} - \theta) - \text{div} \left[ \alpha(\eta) \nabla |\gamma|_{L^\infty(\Gamma)} \right] = 0 \text{ a.e. in } \Omega.
$$

(5.4)

Besides, we take the difference from (5.2) to (5.4), and multiply both sides by $[\theta^\nu_k - |\gamma|_{L^\infty(\Gamma)}]$. Then, with (A2) and the trace condition $\theta^\nu_{h,i} = \gamma$ in $H^{\frac{1}{2}}(\Gamma)$ in mind, one can observe that:

$$
||\theta^\nu_k - |\gamma|_{L^\infty(\Gamma)}|^2_{L^2(\Omega)} \leq 0, \text{ i.e. } \theta^\nu_k \leq |\gamma|_{L^\infty(\Gamma)} \text{ a.e. in } \Omega.
$$

(5.5)

via the following computations:

$$
[\theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)}]^+ = [\gamma - |\gamma|_{L^\infty(\Gamma)}]^+ = 0 \text{ in } H^{\frac{1}{2}}(\Gamma),
$$

(5.6)

and

$$
\frac{\delta_s}{h} ||\theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)}|^2_{L^2(\Omega)}
\leq \int_{\Omega} \text{div} \left( [\alpha(\eta^\nu_{h,i})] \nabla \theta^\nu_{h,i} \right) - [\alpha(\eta^\nu_{h,i})] \nabla |\gamma|_{L^\infty(\Gamma)} \right] \theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)} + dx
\leq - \int_{\Omega} \alpha(\eta^\nu_{h,i}) \left( [\nabla \cdot ] \left( [\nabla \theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)}] \right) \right) \cdot \nabla \theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)}^+ + dx
\leq \nu^2 \int_{\Omega} \nabla \theta^\nu_{h,i} - |\gamma|_{L^\infty(\Gamma)}^+ d^2 dx \leq 0.
$$

(5.7)

Analogously, the following inequality holds:

$$
||-|\gamma|_{L^\infty(\Gamma)} - \theta^\nu_k|_{L^2(\Omega)} \leq 0, \text{ i.e. } \theta^\nu_k \geq -|\gamma|_{L^\infty(\Gamma)} \text{ a.e. in } \Omega.
$$

(5.8)

by noting that $-|\gamma|_{L^\infty(\Gamma)}$ is a subsolution to (5.2) and by similar computations to those in (5.6) and (5.7).

Finally, the range constraint property (5.1) is a direct consequence from (5.5) and (5.8).

\hfill \Box

**Proof of Theorem 1.** Existence and uniqueness of the approximating solution is obtained, immediately, by applying recursively Lemmas 9 and 10. We denote it by

$$
\{[\eta^\nu_{h,i}, \theta^\nu_{h,i}]_{i=1}^\infty \subset D_0^{1,\infty}.
$$

In this light, we here demonstrate only the inequalities (3.6) and (3.7). To this end, we first take $w = \eta^\nu_{h,i} - \eta^\nu_{h,i-1}$ as test function in (3.4). Then, from (A1) and (A2) and Taylor’s theorem on $G$, it is seen that:

$$
\frac{1}{h} |\eta^\nu_{h,i} - \eta^\nu_{h,i-1}|_{L^2(\Omega)}^2 + \frac{1}{2} \int_{\Omega} |\nabla \eta^\nu_{h,i}|^2 dx - \frac{1}{2} \int_{\Omega} |\nabla \eta^\nu_{h,i-1}|^2 dx
$$

$$
+ \int_{\Omega} \left( G(\eta^\nu_{h,i}) - G(\eta^\nu_{h,i-1}) - \frac{|\eta^\nu_{h,i-1}|_{L^\infty(\Omega)}^2}{2} \right) dx
$$

$$
+ \int_{\Omega} \left( \alpha(\eta^\nu_{h,i}) - \alpha(\eta^\nu_{h,i-1}) \right) |\nabla \theta^\nu_{h,i-1}| d^2 x \leq 0,
$$

(5.9)

for all $h \in (0, h_0)$ and $i = 1, 2, 3, \ldots$. 
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So, setting:

\[ h_* := \min \left\{ h_0, \frac{1}{1 + |g|_{W^{1,\infty}(0,1)}} \right\}, \]

the inequality (5.9) can be reduced to:

\[
\begin{align*}
\frac{1}{2h} |\eta_{h,i} - \eta_{h,i-1}|^2_{L^2(\Omega)} &+ \left( \frac{1}{2} \int_{\Omega} |\nabla \eta_{h,i} |^2 \, dx + \int_{\Omega} G(\eta_{h,i}) \, dx \right) \\
&+ \left( \frac{1}{2} \int_{\Omega} |\nabla \eta_{h,i-1} |^2 \, dx + \int_{\Omega} G(\eta_{h,i-1}) \, dx \right) + \int_{\Omega} \alpha(\eta_{h,i}) |\nabla \theta_{h,i-1} |_V \, dx \\
&\leq \int_{\Omega} \alpha(\eta_{h,i-1}) |\nabla \theta_{h,i-1} |_V \, dx, \text{ for all } h \in (0, h_*) \text{ and } i = 1, 2, 3, \ldots.
\end{align*}
\]

(5.10)

Next, multiplying both sides of (3.5) by \( \theta_{h,i} - \theta_{h,i-1} \in H^1_0(\Omega) \), one can see that:

\[
\frac{1}{h} \sqrt{\alpha(\eta_{h,i})} + \int_{\Omega} \| \alpha(\eta_{h,i}) \nabla \theta_{h,i} \|_V \cdot \nabla (\theta_{h,i} - \theta_{h,i-1}) \, dx = 0,
\]

for all \( h \in (0, 1) \) and \( i = 1, 2, 3, \ldots \).

Subsequently, invoking (AP1), Remark 9 and Young’s inequality, it is inferred that:

\[
\frac{1}{h} \sqrt{\alpha(\eta_{h,i})}(\theta_{h,i} - \theta_{h,i-1})|_{L^2(\Omega)} + \left( \int_{\Omega} \alpha(\eta_{h,i}) |\nabla \theta_{h,i} |_V \, dx + \frac{\nu^2}{2} \int_{\Omega} |\nabla (\theta_{h,i} - [\gamma]_{hm}) |^2 \, dx \right)
\]

\[
\leq \int_{\Omega} \alpha(\eta_{h,i}) |\nabla \theta_{h,i-1} |_V \, dx + \frac{\nu^2}{2} \int_{\Omega} |\nabla (\theta_{h,i-1} - [\gamma]_{hm}) |^2 \, dx
\]

(5.11)

for all \( h \in (0, h_*) \) and \( i = 1, 2, 3, \ldots \).

Now, we deduce (3.6) as the result of the sum of (5.10) and (5.11). Finally, (3.7) is obtained by multiplying both sides of (3.6) by \( ih \) and taking the sum with respect to \( i \in \{1, \ldots, m\} \). \( \square \)

**Proof of Theorem 2.** First, we fix arbitrary, the value of index \( i \in \{1, \ldots, m\} \) with the maximum \( m \in \mathbb{N} \), and fix the pair of function \( [w_0, v_0] \in D(F(\cdot)) \), i.e.

\[ [w_0, v_0] \in H^1(\Omega)^2 \text{ and } v_0 = \gamma \text{ in } H^{\frac{1}{2}}(\Gamma). \]

Besides, we define a large constant \( R_* \) as follows:

\[ R_* := \frac{1}{\delta^4} \left( 1 + |\alpha_0|_{W^{1,\infty}(0,1)} \right)^2 \cdot (1 + |\alpha|_{C^1[0,1]}^2) \cdot (1 + |G|_{C^1[0,1]}^2)^2 \cdot (1 + L^N(\Omega)) \cdot \left( 1 + |c|_{L^\infty(0,1)} \right)^2 \cdot (1 + |\gamma|_{L^\infty(\Gamma)}) \cdot (1 + C_{hm}^2). \]

where \( C_{hm}^m \) is the constant as in (1.4), in the case when \( U = \Omega \).

On this basis, we take \( w = \eta_{h,i} - w_0 \in H^1(\Omega) \cap L^\infty(\Omega) \) in (3.4). Then, by (A1) and (A2) and Young’s inequality, we have:

\[
\begin{align*}
\frac{1}{2h} \left( |\eta_{h,i} - w_0|^2_{L^2(\Omega)} - |\eta_{h,i-1} - w_0|^2_{L^2(\Omega)} \right) &+ \frac{1}{2} \int_{\Omega} |\nabla \eta_{h,i} |^2 \, dx \\
&+ \int_{\Omega} (\alpha(\eta_{h,i}) - \alpha(w_0)) |\nabla \theta_{h,i-1} |_V \, dx \leq \frac{1}{2} \int_{\Omega} |\nabla w_0 |^2 \, dx + R_*.
\end{align*}
\]
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Subsequently, by (A2) and (3.3), we can compare $\alpha(\eta_{h,i}^\nu) \geq \frac{\delta_0}{|\alpha|_{C([0,1])}} \alpha(\eta_{h,i-1}^\nu)$, and can compute that:

$$
\frac{1}{2h}(|\eta_{h,i}^\nu - w_0|_{L^2(\Omega)}^2 - |\eta_{h,i-1}^\nu - w_0|_{L^2(\Omega)}^2) + \frac{1}{2} \int_\Omega |\nabla \eta_{h,i}^\nu|^2 \, dx + \frac{\delta_0}{|\alpha|_{C([0,1])}} \int_\Omega \alpha(\eta_{h,i-1}^\nu)|\nabla \theta_{h,i-1}^\nu| \, dx
$$

$$
- |\alpha|_{C([0,1])} \int_\Omega |\nabla \theta_{h,i-1}^\nu| \, dx \leq R^* (1 + |w_0|_{H^1(\Omega)}^2).
$$

Next, we multiply both sides of (3.5) by $[(\theta_{h,i}^\nu - v_0)/\alpha_0(\eta_{h,i}^\nu)] \in H_0^1(\Omega)$. Then, applying (3.3) and Green’s formula, we can see that:

$$
\frac{1}{h}(\theta_{h,i}^\nu - \theta_{h,i-1}^\nu, \theta_{h,i}^\nu - v_0)_{L^2(\Omega)} + \int_\Omega [\alpha(\eta_{h,i}^\nu) \nabla \theta_{h,i}^\nu] \cdot \nabla \left( \frac{\theta_{h,i}^\nu - v_0}{\alpha_0(\eta_{h,i}^\nu)} \right) \, dx = 0.
$$

Also, invoking (A2), (A3), (AP1), and (AP2), one can check that:

$$
\frac{1}{h}(\theta_{h,i}^\nu - \theta_{h,i-1}^\nu, \theta_{h,i}^\nu - v_0)_{L^2(\Omega)} \geq \frac{1}{2h}(\theta_{h,i}^\nu - v_0)_{L^2(\Omega)}^2 - (\theta_{h,i-1}^\nu - v_0)_{L^2(\Omega)}^2
$$

and

$$
\int_\Omega [\alpha(\eta_{h,i}^\nu) \nabla \theta_{h,i}^\nu] \cdot \nabla \left( \frac{\theta_{h,i}^\nu - v_0}{\alpha_0(\eta_{h,i}^\nu)} \right) \, dx
$$

$$
= \int_\Omega \alpha(\eta_{h,i}^\nu) [\nabla | \cdot | |\nabla \theta_{h,i}^\nu| \cdot \left( \frac{\nabla \theta_{h,i}^\nu}{\alpha_0(\eta_{h,i}^\nu)} \right) \, dx
$$

$$
+ \nu^2 \int_\Omega \nabla (\theta_{h,i}^\nu - [\gamma]_{h,m}) \cdot \left( \frac{\nabla (\theta_{h,i}^\nu - [\gamma]_{h,m})}{\alpha_0(\eta_{h,i}^\nu)} \right) \, dx
$$

$$
- I_1 - I_2 - I_3 - I_4,
$$

where

$$
I_1 := \int_\Omega \frac{\alpha(\eta_{h,i}^\nu)}{\alpha_0(\eta_{h,i}^\nu)} |\nabla | |\nabla \theta_{h,i}^\nu| \cdot \nabla v_0 \, dx,
$$

$$
I_2 := \nu^2 \int_\Omega \frac{1}{\alpha_0(\eta_{h,i}^\nu)} \nabla (\theta_{h,i}^\nu - [\gamma]_{h,m}) \cdot \nabla (v_0 - [\gamma]_{h,m}) \, dx,
$$

$$
I_3 := \nu^2 \int_\Omega \frac{\alpha_0(\eta_{h,i}^\nu)}{\alpha(\eta_{h,i}^\nu)^2} (\theta_{h,i}^\nu - v_0) \nabla (\theta_{h,i}^\nu - [\gamma]_{h,m}) \cdot \nabla \eta_{h,i}^\nu \, dx,
$$

$$
I_4 := \int_\Omega \frac{\alpha(\eta_{h,i}^\nu)}{\alpha_0(\eta_{h,i}^\nu)^2} (\theta_{h,i}^\nu - v_0) [\nabla | |\nabla \theta_{h,i}^\nu| \cdot \nabla \eta_{h,i}^\nu \, dx.
$$
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Here, invoking (A2), (A3), (AP1), (AP2), (1.4), (3.3), and Hölder’s and Young’s inequalities, we can estimate the four terms $I_k$, $k = 0, 1, 2, 3$, as follows:

$$|I_1| \leq \frac{\alpha|c_{[0,1]}|c|L_{=0,1}}{\delta_\alpha} \int_\Omega |\nabla v_0| \, dx$$

$$\leq \frac{\alpha|c_{[0,1]}|c|L_{=0,1}}{\delta_\alpha} \left(1 + L^N(\Omega)\right) \cdot |v_0|_{H^1(\Omega)}$$

$$\leq R_* \left(1 + |v_0|_{H^1(\Omega)}^2\right),$$  \hspace{1cm} (5.20)

$$|I_2| \leq \frac{\nu^2}{4|\alpha_0|c_{[0,1]}} \int_\Omega |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx + \nu^2 \cdot \frac{|\alpha_0|c_{[0,1]}}{\delta_\alpha} \cdot |\nabla (v_0 - [\gamma]^{hm})|^2_{L^2(\Omega)^N}$$

$$\leq \frac{\nu^2}{4|\alpha_0|c_{[0,1]}} \int_\Omega |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx + 2\nu^2 R_* \left(\frac{|v_0|^2_{H^1(\Omega)} + |\gamma|_{H^{3/2}(\Gamma)}^2}\right),$$  \hspace{1cm} (5.21)

$$|I_3| \leq \frac{\nu^2}{4|\alpha_0|c_{[0,1]}} \int_\Omega |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx$$

$$+ \nu^2 \cdot |\alpha_0|c_{[0,1]} \cdot \frac{4|\alpha_0|c_{[0,1]}}{\delta_\alpha} \int_\Omega |\nabla \eta_{h,i}^\nu|^2 \, dx$$

$$\leq \frac{\nu^2}{4|\alpha_0|c_{[0,1]}} \int_\Omega |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx + 4\nu^2 |\alpha_0|c_{[0,1]} R_* \int_\Omega |\nabla \eta_{h,i}^\nu|^2 \, dx.$$  \hspace{1cm} (5.22)

Meanwhile, putting:

$$A_1 := \frac{|\alpha_0|c_{[0,1]} |c|c_{[0,1]}}{\delta_\alpha} \left(\leq \delta_\alpha R_*^\nu\right),$$  \hspace{1cm} (5.23)

the last term $I_4$ can be estimated as:

$$|I_4| \leq \frac{1}{8A_1} \int_\Omega |\nabla \eta_{h,i}^\nu|^2 \, dx + 8A_1 R_*.$$  \hspace{1cm} (5.24)

In addition, multiplying both sides of (5.13) by $A_1$ and applying (5.14)–(5.24) yields

$$\frac{A_1}{2h} \left(\theta_{h,i}^\nu - v_0\right)_{L^2(\Omega)} |\theta_{h,i-1}^\nu - v_0|_{L^2(\Omega)}$$

$$+ |\alpha|c_{[0,1]} \int_\Omega |\nabla \theta_{h,i}^\nu| \, dx + \frac{|\alpha|c_{[0,1]}}{\delta_\alpha} \cdot \frac{\nu^2}{2} \int_\Omega |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx$$

$$\leq \left(4\nu^2 |\alpha_0|c_{[0,1]} A_1 R_* + \frac{1}{8}\right) \int_\Omega |\nabla \eta_{h,i}^\nu|^2 \, dx + 9A_1^2 R_* \left(1 + |v_0|_{H^1(\Omega)} + |\gamma|_{H^{3/2}(\Gamma)}^2\right).$$  \hspace{1cm} (5.25)
Now, we take the sum of (5.12) and (5.25). Then,
\[
\frac{1}{2h} \left( |\eta_{h,i}^\nu - w_0|_{L^2(\Omega)}^2 - |\eta_{h,i-1}^\nu - w_0|_{L^2(\Omega)}^2 \right) + \frac{A_1}{2h} \left( |\theta_{h,i}^\nu - v_0|_{L^2(\Omega)}^2 - |\theta_{h,i-1}^\nu - v_0|_{L^2(\Omega)}^2 \right)
\]
\[+ \left( \frac{3}{8} - 4\nu^2 |\alpha_0|_{C[0,1]} A_1 \right) \int_{\Omega} |\nabla \eta_{h,i}^\nu| \, dx + \frac{\delta_\alpha}{|\alpha|_{C[0,1]}} \int_{\Omega} \alpha(\eta_{h,i-1}^\nu) |\nabla \theta_{h,i-1}^\nu| \, dx
\]
\[+ \frac{\nu^2}{2} \frac{|\alpha|_{C[0,1]}}{\delta_\alpha} \int_{\Omega} |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx
\]
\[+ |\alpha|_{C[0,1]} \left( \int_{\Omega} |\nabla \theta_{h,i}^\nu| \, dx - \int_{\Omega} |\nabla \theta_{h,i-1}^\nu| \, dx \right)
\]
\[\leq 10A_2^2 R_* \left( 1 + |w_0|_{H^1(\Omega)}^2 + |v_0|_{H^1(\Omega)}^2 + |\gamma|_{H^{3/2}(\Gamma)}^2 \right). \tag{5.26}
\]
Besides, letting
\[
\min \left\{ \frac{1}{2}, \frac{\delta_\alpha}{|\alpha|_{C[0,1]}} \right\} \in (0, \frac{1}{2}], \quad \text{and} \quad A_3 := 11A_2^2 R_*,
\]
inequality (5.26) can be reduced to
\[
\frac{1}{2h} \left( |\eta_{h,i}^\nu - w_0|_{L^2(\Omega)}^2 - |\eta_{h,i-1}^\nu - w_0|_{L^2(\Omega)}^2 \right) + \frac{A_1}{2h} \left( |\theta_{h,i}^\nu - v_0|_{L^2(\Omega)}^2 - |\theta_{h,i-1}^\nu - v_0|_{L^2(\Omega)}^2 \right)
\]
\[+ A_2 \left( \frac{1}{2} \int_{\Omega} |\nabla \eta_{h,i}^\nu|^2 \, dx + \int_{\Omega} \alpha(\eta_{h,i-1}^\nu) |\nabla \theta_{h,i-1}^\nu|^2 \, dx + \frac{\nu^2}{2} \int_{\Omega} |\nabla (\theta_{h,i}^\nu - [\gamma]^{hm})|^2 \, dx \right)
\]
\[+ A_2 \int_{\Omega} G(\eta_{h,i-1}^\nu) \, dx + |\alpha|_{C[0,1]} \left( \int_{\Omega} |\nabla \theta_{h,i}^\nu| \, dx - \int_{\Omega} |\nabla \theta_{h,i-1}^\nu| \, dx \right)
\]
\[\leq A_3 \left( 1 + |w_0|_{H^1(\Omega)}^2 + |v_0|_{H^1(\Omega)}^2 + |\gamma|_{H^{3/2}(\Gamma)}^2 \right). \tag{5.27}
\]

The conclusion (3.8) of this theorem is obtained by multiplying both sides of (5.27) by \( h \) and taking the sum from the case of \( i = 1 \) up to \( i = m \). \( \square \)

6 Proof of Main Theorems

6.1 Proof of Main Theorem 1

In this section, we assume that \([\eta_0, \theta_0] \in D_0\). Though the proof of Main Theorem 1 is very similar to that of [24, Main Theorem 1], we give it for the sake of completeness. The first goal in this Section is to find a solution \([\eta, \theta] \) to (S), satisfying (S4). First of all, by Remark 10, we can find a sequence \( \{\tilde{\eta}_0^n, \tilde{\theta}_0^n\}_{n=1}^\infty \) such that
\[
\begin{cases}
[\tilde{\eta}_0^n, \tilde{\theta}_0^n] \in D_0^{\times}, & \text{for } n = 1, 2, 3, \ldots, \\
[\tilde{\eta}_0^n, \tilde{\theta}_0^n] \to [\eta_0, \theta_0] \text{ in } L^2(\Omega)^2 \text{ as } n \to \infty.
\end{cases}
\tag{6.1}
\]

Let \( \nu_s, h_s \in (0, 1) \) be the constants as in Theorems 1 and 2, and let \( \{\nu_n\}_{n=1}^\infty \subset (0, \nu_s) \) and \( \{h_n\}_{n=1}^\infty \) be sequences such that
\[
\begin{cases}
0 < \nu_{n+1} < \nu_n < \nu_s 2^{-n}, & 0 < h_{n+1} < h_n < h_s 2^{-n}, \\
0 \leq h_n \mathcal{F}_\gamma^n(\tilde{\eta}_0^n, \tilde{\theta}_0^n) < 2^{-n}, & \text{for all } n \in \mathbb{N}.
\end{cases}
\tag{6.2}
\]
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For any \( n \in \mathbb{N} \), we denote by \( \left\{ \{ \hat{\eta}^n_{h_n,i}, \hat{\theta}^n_{h_n,i} \} \right\}_{i=1}^{\infty} \) the unique solution to \((\text{AP}^n_{h_n})\) with initial data \( \{ \hat{\eta}_0^n, \hat{\theta}_0^n \} \), provided by Theorem 1. We define three different kinds of time-interpolations \( \{ \hat{\eta}_n, \hat{\theta}_n \} \in L^\infty([0, \infty); H^1(\Omega))^2 \), \( \{ \hat{\eta}_n, \hat{\theta}_n \} \in L^\infty([0, \infty); H^1(\Omega))^2 \) and \( \{ \hat{\eta}_n, \hat{\theta}_n \} \in W^{1,\infty}([0, \infty); H^1(\Omega))^2 \), by letting

\[
\begin{align*}
[\hat{\eta}_n(t), \hat{\theta}_n(t)] := [\hat{\eta}^n_{h_n,i}, \hat{\theta}^n_{h_n,i}], & \text{ if } t \in ((i-1)h_n, ih_n] \cap [0, \infty) \text{ with some } i \in \mathbb{Z}, \\
[\eta_n(t), \theta_n(t)] := [\hat{\eta}^n_{h_n,i-1}, \hat{\theta}^n_{h_n,i-1}], & \text{ if } t \in [(i-1)h_n, ih_n) \text{ with some } i \in \mathbb{N}, \\
[\tilde{\eta}_n(t), \tilde{\theta}_n(t)] := \frac{i h_n - t}{h_n} [\hat{\eta}^n_{h_n,i-1}, \hat{\theta}^n_{h_n,i-1}] + \frac{t - (i - 1)h_n}{h_n} [\hat{\eta}^n_{h_n,i}, \hat{\theta}^n_{h_n,i}], & \text{ if } t \in [(i - 1)h_n, ih_n) \text{ with some } i \in \mathbb{N},
\end{align*}
\]

for all \( t \geq 0 \). Then, in the light of (6.1) and Lemmas 9 and 10, we immediately see that

\[
\left\{ [\hat{\eta}_n(t), \hat{\theta}_n(t)], [\eta_n(t), \theta_n(t)], [\tilde{\eta}_n(t), \tilde{\theta}_n(t)] \right\} \subset D^\infty_0, \text{ for all } t \geq 0.
\]

In particular,

\[
\begin{align*}
0 \leq \eta_n(t) \leq 1, & \quad 0 \leq \theta_n(t) \leq 1, \quad 0 \leq \tilde{\eta}_n(t) \leq 1, \\
|\eta_n(t)| \leq |\nu|_{L^\infty(\Gamma)}, & \quad |\theta_n(t)| \leq |\nu|_{L^\infty(\Gamma)}, \quad |\tilde{\theta}_n(t)| \leq |\nu|_{L^\infty(\Gamma)},
\end{align*}
\]

a.e. in \( \Omega \), for all \( t \geq 0 \) and \( n = 1, 2, 3, \ldots \).

Here, from the energy-inequality (3.6) in Theorem 1, it follows that

\[
\begin{align*}
\frac{1}{2} \int_{t_k}^{t_{k+1}} |(\hat{\eta}_n(t))_t (\tau)|^2_{L^2(\Omega)} \, d\tau & + \int_{t_k}^{t_{k+1}} \left| \sqrt{\alpha_0(\eta_n(t))} (\hat{\theta}_n(t))_t (\tau) \right|^2_{L^2(\Omega)} \, d\tau \\
& + F^\nu_{\gamma} (\hat{\eta}_n(t), \hat{\theta}_n(t)) \leq F^\nu_{\gamma} (\eta_n(t_k), \theta_n(t_k)),
\end{align*}
\]

where \( t_k := kh \), for all \( 0 \leq k \in \mathbb{Z} \) and \( k \leq \ell \in \mathbb{N} \).

and hence, it is observed that

\[
\begin{align*}
\frac{1}{2} \int_{s}^{t} |(\hat{\eta}_n(t))_t (\tau)|^2_{L^2(\Omega)} \, d\tau & + \int_{s}^{t} \left| \sqrt{\alpha_0(\eta_n(t))} (\hat{\theta}_n(t))_t (\tau) \right|^2_{L^2(\Omega)} \, d\tau \\
& + F^\nu_{\gamma} (\hat{\eta}_n(t), \hat{\theta}_n(t)) \leq F^\nu_{\gamma} (\eta_n(s), \theta_n(s))
\end{align*}
\]

for all \( 0 \leq s \leq t < \infty \).

Similarly, from (3.7) in Theorem 1 and (3.8) in Theorem 2, we can deduce that:

\[
\begin{align*}
\frac{1}{2} \int_{0}^{t} \tau |(\hat{\eta}_n(t))_t (\tau)|^2_{L^2(\Omega)} \, d\tau & + \int_{0}^{t} \tau |\sqrt{\alpha_0(\eta_n(t))} (\hat{\theta}_n(t))_t (\tau)|^2_{L^2(\Omega)} \, d\tau \\
& + t F^\nu_{\gamma} (\hat{\eta}_n(t), \hat{\theta}_n(t)) \leq \int_{0}^{t+h_n} F^\nu_{\gamma} (\eta_n (\tau), \theta_n (\tau)) \, d\tau,
\end{align*}
\]

and
\[ \frac{1}{2} \tau_n(t) - w_0 |t|_2^2 + A_1 \frac{1}{2} |\theta_n(t) - v_0|_2^2 + A_2 \int_0^t F_{\gamma}^\circ (\eta_\nu(\tau), \theta_n(\tau)) \, d\tau \]
\[ \leq \frac{1}{2} \tilde{\eta}_0^r(t) - w_0 |t|_2^2 + A_1 \frac{1}{2} |\tilde{\theta}_0^r(t) - v_0|_2^2 + \frac{h_n}{A_2} F_{\gamma}^\circ (\tilde{\eta}_0^r, \tilde{\theta}_0^r) \]
\[ + 2A_3 \left( 1 + |w_0|_{H^1(O)}^2 + |v_0|_{H^1(O)}^2 + |\gamma|_{H^2(I)}^2 \right) \]
for all \( 0 \leq s \leq t < \infty, [w_0, v_0] \in D_C^x \), and \( n = 1, 2, 3, \ldots \).

Now, taking into account (6.1)–(6.7), we obtain the following properties:

(\( a1 \)) \( \{[\tau_n, \tilde{\eta}_n]\}_n \) and \( \{[\eta_n, \tilde{\theta}_n]\}_n \) are bounded in \( L^\infty((0, \infty); L^2(\Omega))^2 \), and \( \{[\hat{\tau}_n, \hat{\theta}_n]\}_n \) is bounded in \( C_{\text{loc}}((0, \infty); L^2(\Omega))^2 \cap W^{1,2}_{\text{loc}}((0, \infty); L^2(\Omega))^2) \);

(\( a1 \)) the function \( t \in (0, \infty) \mapsto F_{\gamma}^\circ (\eta_\nu(t), \theta_n(t)) \) is nonincreasing on \( (0, \infty) \), and hence, the sequences \( \{F_{\gamma}^\circ ([\tau_n, \tilde{\eta}_n])\}_n \) and \( \{F_{\gamma}^\circ ([\eta_n, \tilde{\theta}_n])\}_n \) are bounded in \( L^1((0, \infty)) \cap BV_{\text{loc}}((0, \infty)) \);

(\( a1 \)) \( h_n F_{\gamma}^\circ (\hat{\eta}_n, \hat{\theta}_n) \to 0 \) as \( n \to \infty \).

Therefore, by compactness (see [2] and [31, Corollary 4]), we can find a pair of functions \( \eta, \theta \in C_{\text{loc}}((0, \infty); L^2(\Omega))^2 \) together with subsequences (not relabeled) of \( \{[\tau_n, \tilde{\eta}_n]\}_n \), \( \{[\eta_n, \tilde{\theta}_n]\}_n \), and \( \{[\hat{\tau}_n, \hat{\theta}_n]\}_n \), such that

\[
\begin{cases}
\eta \in W^{1,2}_{\text{loc}}((0, \infty); L^2(\Omega)) \cap L^\infty((0, \infty); H^1(\Omega)) \text{ and } 0 \leq \eta \leq 1 \text{ a.e. in } Q, \\
\theta \in W^{1,2}_{\text{loc}}((0, \infty); L^2(\Omega)), |D\theta(t)|(\Omega) \in L^\infty((0, \infty)) \text{ and } |\theta| \leq |\gamma|_{L^\infty(I)} \text{ a.e. in } Q.
\end{cases}
\]

(\( 6.8 \))

\[
\begin{cases}
\hat{\eta}_n \to \eta \text{ in } C_{\text{loc}}((0, \infty); L^2(\Omega)), \text{ weakly in } W^{1,2}_{\text{loc}}((0, \infty), L^2(\Omega)) \text{ and weakly-* in } L^\infty(Q), \\
\hat{\theta}_n(t) \to \theta(t) \text{ in } L^2(\Omega), \text{ and weakly-* in } BV(\Omega), \text{ for any } t > 0, \\
\eta_n \to \eta \text{ in } C_{\text{loc}}((0, \infty); L^2(\Omega)), \text{ weakly-* in } L^\infty((0, \infty); H^1(\Omega)), \text{ and weakly-* in } L^\infty(Q), \\
\hat{\eta}_n(t) \to \eta(t) \text{ in } L^2(\Omega), \text{ and weakly in } H^1(\Omega), \text{ for any } t > 0.
\end{cases}
\]

(\( 6.9 \))

Meanwhile, for any bounded open interval \( I \subset (0, \infty) \), it is checked that

\[
|\tilde{\tau}_n - \tilde{\tau}_0|_{C(I, L^2(\Omega))} + |\tilde{\eta}_n - \tilde{\eta}_0|_{C(I, L^2(\Omega))} \leq 2|\tilde{\eta}_n - \tilde{\eta}_0|_{L^\infty(I, L^2(\Omega))} \leq 2 \sup_{0 \leq \tau, \sigma \in I} |\tilde{\eta}_n(\tau) - \tilde{\eta}_n(\sigma)|_{L^2(\Omega)}
\]
\[
\leq 4|\hat{\eta}_n - \eta|_{C(I, L^2(\Omega))} + 2 \sup_{0 \leq \tau, \sigma \in I} |\eta(\tau) - \eta(\sigma)|_{L^2(\Omega)} \to 0 \text{ as } n \to \infty,
\]
as well as,

\[
|\tilde{\theta}_n - \tilde{\theta}_0|_{C(I, L^2(\Omega))} + |\eta_n - \tilde{\theta}_n|_{C(I, L^2(\Omega))} \to 0 \text{ as } n \to \infty.
\]
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Hence, we also have the following convergences
\begin{equation}
\begin{aligned}
\{\tau_n \to \eta \text{ and } \eta_n \to \eta \text{ in } L^\infty_{\text{loc}}((0, \infty); L^2(\Omega)), \text{ weakly-}
\ast \text{ in } L^\infty_{\text{loc}}((0, \infty); H^1(\Omega)), \text{ and weakly-} \ast \text{ in } L^\infty(\Omega), \quad \text{as } n \to \infty; \\
\tau_n(t) \to \eta(t), \ \eta_n(t) \to \eta(t) \text{ in } L^2(\Omega), \text{ weakly in } H^1(\Omega), \text{ for any } t > 0, \\
\vartheta_n \to \theta \text{ and } \vartheta_n \to \theta \text{ in } L^\infty_{\text{loc}}((0, \infty); L^2(\Omega)), \text{ and}
\text{ weakly-} \ast \text{ in } L^\infty(\Omega), \\
\vartheta_n(t) \to \theta(t), \ \vartheta_n(t) \to \theta(t) \text{ in } L^2(\Omega), \text{ and weakly-} \ast \text{ in } BV(\Omega), \text{ for any } t > 0,
\end{aligned}
\end{equation}

Moreover, under subsequences if necessary, we can find a function \( J_\gamma \in BV_{\text{loc}}((0, \infty)) \) such that:
\begin{equation}
\mathcal{F}_\gamma^{\tau_n}(\eta_n, \vartheta_n) \to J_\gamma \text{ weakly-} \ast \text{ in } BV_{\text{loc}}((0, \infty)), \text{ weakly-} \ast \text{ in } L^\infty_{\text{loc}}((0, \infty)), \text{ and a.e. in } (0, \infty), \text{ as } n \to \infty.
\end{equation}

Next, we will show that the limit pair \([\eta, \theta]\) satisfies the variational inequalities in (S1) and (S2). Let \( I \) be any bounded open interval such that \( I \subset (0, \infty) \). Then, by (3.4) and (3.5), the sequences in (6.8)–(6.11) satisfy the following two variational formulas:
\begin{equation}
\int_I \left( \left( \hat{v}_n \right)_t + g(\eta_n(t), \omega(t)) \right) L^2(\Omega) dt + \int_I \left( \nabla \tau_n(t), \nabla \omega(t) \right)_L^2(\Omega) dt
\end{equation}
\begin{equation}
\quad + \int_\Omega \omega(t) \alpha'(\tau_n(t)) \nabla \vartheta_n(t) \cdot v_n dt = 0,
\end{equation}
for any \( \omega \in L^2(I; H^1(\Omega)) \cap L^\infty(I \times \Omega) \) and any \( n \in \mathbb{N} \),

and
\begin{equation}
\int_I \left( \left( \Phi_n \right)_t(t), \vartheta_n(t) - v(t) \right)_L^2(\Omega) dt + \Phi_n^I(\alpha(\tau_n); \vartheta_n)
\end{equation}
\begin{equation}
\leq \Phi_n^I(\alpha(\tau_n); v), \quad \text{for any } v \in L^2(I; \Omega) \text{ and any } n \in \mathbb{N}.
\end{equation}

Let us take any \( v \in C(\overline{T}; L^2(\Omega)) \) with \(|Dv(\cdot)|(\Omega) \in L^1(I)\). Owing to (Fact 4), (4.5) and (6.8), it is deduced that \( v \in D(\Phi_n^I(\alpha(\eta)); \cdot) \). So, by Corollary 8, there exists a sequence \( \{v_n\}_{n=1}^\infty \subset L^2(I; H^1(\Omega)) \), such that
\( v_n \to v \) in \( L^2(I; L^2(\Omega)) \) and \( \Phi_n^I(\alpha(\tau_n); v_n) \to \Phi_n^I(\alpha(\eta); v) \), \text{ as } n \to \infty.

Then, by (6.8)–(6.11) and Corollary 8, letting \( n \to \infty \) in (6.14), it follows that
\begin{equation}
\int_I \left( \left( \Phi_n \right)_t(t), \vartheta_n(t) - v(t) \right)_L^2(\Omega) dt + \Phi_n^I(\alpha(\eta); \theta)
\end{equation}
\begin{equation}
\leq \lim_{n \to \infty} \int_I \left( \left( \Phi_n \right)_t(t), \vartheta_n(t) - v(t) \right)_L^2(\Omega) dt + \lim_{n \to \infty} \Phi_n^I(\alpha(\tau_n); \vartheta_n)
\end{equation}
\begin{equation}
\leq \int_I \left( \left( \Phi_n \right)_t(t), \vartheta_n(t) - v(t) \right)_L^2(\Omega) dt + \limsup_{n \to \infty} \Phi_n^I(\alpha(\tau_n); \vartheta_n)
\end{equation}
\begin{equation}
\leq \lim_{n \to \infty} \Phi_n^I(\alpha(\tau_n); v_n) = \Phi_n^I(\alpha(\eta); v),
\end{equation}
for any \( v \in C(\overline{T}; L^2(\Omega)) \) with \(|Dv(\cdot)|(\Omega) \in L^1(I)\).
Since $I$ was arbitrarily chosen, from (6.15) we obtain that $[\eta, \theta]$ satisfy the variational inequality in (S2).

Next, letting $\nu = \theta$ in (6.15), we obtain
\[
\lim_{n \to \infty} \Phi_{\nu_n, \gamma}^I(\alpha(\pi_n); \overline{\theta}_n) = \Phi_{\gamma}^I(\alpha(\eta); \theta), \tag{6.16}
\]
and hence,
\[
0 \leq \liminf_{n \to \infty} \frac{\nu^2}{2} \int_I \int_{\Omega} |\nabla(\overline{\theta}_n(t) - [\gamma])| dx dt \leq \limsup_{n \to \infty} \frac{\nu^2}{2} \int_I \int_{\Omega} |\nabla(\overline{\theta}_n(t) - [\gamma])| dx dt
\]
\[
\leq \lim_{n \to \infty} \Phi_{\nu_n, \gamma}^I(\alpha(\pi_n); \overline{\theta}_n) - \liminf_{n \to \infty} \Phi_{\nu_n}^I(\alpha(\pi_n); \overline{\theta}_n) \leq 0. \tag{6.17}
\]

In particular, (6.16) and (6.17) imply that
\[
\int_I \int_{\Omega} \alpha(\pi_n(t))|\nabla(\overline{\theta}_n(t))|_{\nu_n} dx dt \to \int_I \int_{\Omega} \delta[\alpha(\eta(t))|D\theta(t)|]_{\gamma} dt \quad \text{as} \ n \to \infty. \tag{6.18}
\]

Having in mind (6.8)–(6.11), and (6.18), we apply Lemma 6 with $\beta = \alpha(\eta), \{\beta_n\}_{n=1}^\infty = \{\alpha(\pi_n)\}_{n=1}^\infty, v = \theta, \{v_n\}_{n=1}^\infty = \{\overline{\theta}_n\}_{n=1}^\infty, \varrho = 1, \{\varrho_n\}_{n=1}^\infty = \{1\}$ and $\{\gamma_n\}_{n=1}^\infty = \{\gamma\}$. Then, we see that
\[
\int_I \int_{\Omega} |\nabla(\overline{\theta}_n(t))|_{\nu_n} dx dt \to \int_I \int_{\Omega} |D\theta(t)|_{\gamma} dt \quad \text{as} \ n \to \infty. \tag{6.19}
\]

On the other hand, let us take $I = (t_0, t_1)$. From (A2), (3.6), (6.1)–(6.3), we deduce that
\[
\left| \int_I \int_{\Omega} (|\nabla(\pi_n(t))| - |\nabla(\overline{\theta}_n(t))|_{\nu_n}) dx dt \right| = h_n \int_I \int_{\Omega} (|\nabla(\overline{\theta}_n(t))|_{\nu_n} - |\nabla(\overline{\theta}(t))|_{\nu_n}) dx
\]
\[
\leq \frac{2}{\delta} h_n \mathcal{F}_{\nu_n}(\overline{\theta}_n, \overline{\theta}) \to 0, \quad \text{as} \ n \to \infty. \tag{6.20}
\]

Hence, taking any $w \in H^1(\Omega) \cap L^\infty(\Omega)$, and applying Lemma 6 with $\beta = 1, \{\beta_n\}_{n=1}^\infty = \{1\}, v = \theta, \{v_n\}_{n=1}^\infty = \{\overline{\theta}_n\}_{n=1}^\infty, \varrho = w\alpha(\eta), \{\varrho_n\}_{n=1}^\infty = \{w\alpha(\pi_n)\}_{n=1}^\infty$ and $\{\gamma_n\}_{n=1}^\infty = \{\gamma\}$, we have
\[
\int_I \int_{\Omega} w\alpha(\pi_n(t))|\nabla(\pi_n(t))|_{\nu_n} dx dt \to \int_I \int_{\Omega} d[w\alpha(\eta(t))|D\theta(t)|]_{\gamma} dt \quad \text{as} \ n \to \infty, \quad \text{for any} \ w \in H^1(\Omega) \cap L^\infty(\Omega). \tag{6.21}
\]

Due to (6.8)–(6.11), and (6.21), letting $n \to \infty$ in (6.13), it follows that
\[
\int (\eta(t) + g(\eta(t)), w)_{L^2(\Omega)} dt + \int (\nabla \eta(t), \nabla w)_{L^2(\Omega)} dx dt
\]
\[
+ \int d[w\alpha(\eta(t))|D\theta(t)|]_{\gamma} dt = 0, \quad \text{for any} \ w \in H^1(\Omega) \cap L^\infty(\Omega).
\]

By the arbitrariness of $I, [\eta, \theta]$ satisfies the variational inequality in (S1).

In order to finish the proof of (S4), it remains to prove the following three items:
(2-a) $\eta \in L^2_{\text{loc}}([0, \infty); H^1(\Omega))$ and $|D\theta(\cdot)|(\Omega) \in L^1_{\text{loc}}([0, \infty))$;

(2-b) $[\eta, \theta] \in C([0, \infty); L^2(\Omega))^2$ and $[\eta(0), \theta(0)] = [\eta_0, \theta_0]$ in $L^2(\Omega)^2$;

(2-c) $J_{\gamma}$ obtained in (6.12) is nonincreasing, and $J_{\gamma} = F_{\gamma}(\eta, \theta)$ a.e on $(0, \infty)$, i.e.:

$$J_{\gamma}(t) = \frac{1}{2} \int_\Omega |\nabla \eta(t)|^2 \, dx + \int_\Omega G(\eta(t)) \, dx + \int_\Omega d(\alpha(\eta(t))|D\theta(t)|)_{\gamma}, \text{ for a.e. } t > 0.$$  

We fix $t \in (0, \infty)$, $n, \ell \in \mathbb{N}$ and consider (6.7) with $[h, \nu] = [h_n, \nu_n]$ and $[\omega_0, \omega_0] = [\omega_0, \omega_0]$. Then, with (A2), (3.1), (6.1), (6.2)–(6.11) and Corollary 8 in mind, letting $n \to \infty$, we deduce that

$$\frac{1}{2}(|\eta(t) - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta(t) - \bar{\theta}_0|_{L^2(\Omega)}^2) + A_2 \left(\frac{1}{2}|\nabla \eta|_{L^2(0,t;L^2(\Omega))}^2 + \delta_\alpha||D\theta(\cdot)|(\Omega)|_{L^1(0,t)}\right)$$

$$\leq \frac{1}{2} \lim_{n \to \infty} \left(|\eta_n(t) - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta_n(t) - \bar{\theta}_0|_{L^2(\Omega)}^2\right) + A_2 \lim_{n \to \infty} \int_0^t \mathcal{F}_{\nu_n}(\eta_n(\tau), \theta_n(\tau)) \, d\tau$$

$$\leq \frac{1}{2}(|\eta_0^n - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta_0^n - \theta_0|_{L^2(\Omega)}^2) + 2tA_3(1 + \gamma_0^{(2)}\|H^1(\Omega)\| + \|\theta_0^{(2)}\|_{H^1(\Omega)} + \|\gamma_0^{(2)}_{H^2(\Omega)}\|),$$

which, together with (6.8), yields (2-a).

In the meantime, the following inequality

$$|\eta(t) - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta(t) - \theta_0|_{L^2(\Omega)}^2 \leq 2(|\eta(t) - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta(t) - \bar{\theta}_0|_{L^2(\Omega)}^2)$$

$$+ 2(|\eta_0^n - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta_0^n - \theta_0|_{L^2(\Omega)}^2), \text{ for any } t \in (0, \infty) \text{ and } \ell \in \mathbb{N},$$

and (6.22) imply that

$$\limsup_{t \to 0^+} \left|\eta(t) - \eta_0\right|_{L^2(\Omega)}^2 + A_1|\theta(t) - \theta_0|_{L^2(\Omega)}^2 \leq 4(|\eta_0^n - \eta_0|_{L^2(\Omega)}^2 + A_1|\theta_0^n - \theta_0|_{L^2(\Omega)}^2), \text{ for any } \ell \in \mathbb{N}.$$  

By (6.1), (6.3), (6.10), and (6.11), the above inequality implies (2-b).

Next, given any bounded open interval $I \subset (0, \infty)$, we take a sequence $\{n_n\}_{n=1}^\infty \subset C^\infty(I \times \Omega)$, such that $\eta_n \to \eta$ in $L^2(I; H^1(\Omega))$ as $n \to \infty$. We choose $\omega = \tilde{\eta}_n - \eta_n$ in (6.13). Then, taking into account (6.19)–(6.21), and applying Lemma 6 with $\beta = 1$, $\{\beta_n\}_{n=1}^\infty = \{1\}$, $\nu = \theta$, $\{\nu_n\}_{n=1}^\infty = \{\tilde{\eta}_n\}_{n=1}^\infty$, $\tilde{\nu} = 0$, and $\{g_n\}_{n=1}^\infty = \{(\tilde{\eta}_n - \eta_n)\alpha'(\tilde{\eta}_n)\}_{n=1}^\infty$ and $\{\gamma_n\}_{n=1}^\infty = \{\gamma\}$, one can see that

$$\int_I \left|\nabla \eta(t)\right|_{L^2(\Omega)}^2 \, dt \leq \liminf_{n \to \infty} \int_I \left|\nabla \eta(t)\right|_{L^2(\Omega)}^2 \, dt \leq \limsup_{n \to \infty} \int_I \left|\nabla \eta(t)\right|_{L^2(\Omega)}^2 \, dt$$

$$\leq \lim_{n \to \infty} \int_I \left|\nabla \eta(t)\right|_{L^2(\Omega)}^2 \, dt - 2 \int_I \left((\tilde{\eta}_n)(t) + g(\tilde{\eta}_n(t), \eta(t) - \eta_n(t))\right)_{L^2(\Omega)} \, dt$$

$$- 2 \int_I \left(\tilde{\eta}_n - \eta_n(t)\right) \alpha'(\tilde{\eta}_n(t)) \nabla \eta(t) \, dx \, dt = \int_I \left|\nabla \eta(t)\right|_{L^2(\Omega)}^2 \, dt.$$  
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By (6.10), (6.11), (6.18), (6.23), and the uniform convexities of the $L^2$-type topologies, we obtain
\[
\begin{align*}
\bar{\pi}_n \rightarrow \eta & \text{ in } L^2(I; H^1(\Omega)), \\
\int_I \mathcal{F}_{\eta}^{\nu_n}(\bar{\pi}_n(t), \bar{\nu}_n(t)) \, dt \rightarrow \int_I \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt, \quad \text{as } n \rightarrow \infty 
\end{align*}
\] (6.24)
and, by (6.2),
\[
\begin{align*}
\left| \int_I \mathcal{F}_{\eta}^{\nu_n}(\bar{\pi}_n(t), \bar{\nu}_n(t)) \, dt - \int_I \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt \right| & \leq \left| \int_I \mathcal{F}_{\eta}^{\nu_n}(\bar{\pi}_n(t), \bar{\nu}_n(t)) \, dt - \int_I \mathcal{F}_{\eta}^{\nu_n}(\eta_n(t), \bar{\nu}_n(t)) \, dt \right| \\
& \quad + \left| \int_I \mathcal{F}_{\eta}^{\nu_n}(\eta_n(t), \bar{\nu}_n(t)) \, dt - \int_I \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt \right| \\
& \leq 2h_n \mathcal{F}_{\eta}^{\nu_n}(\eta_{0,n}, \theta_{0,n}) + \left| \int_I \mathcal{F}_{\eta}^{\nu_n}(\pi_n(t), \bar{\nu}_n(t)) \, dt - \int_I \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt \right| \\
& \rightarrow 0, \quad \text{as } n \rightarrow \infty, \text{ for any bounded open interval } I \subset \subset (0, \infty).
\end{align*}
\] (6.25)

Given now any bounded open set $A \subset (0, \infty)$, we denote by $\mathcal{I}_A$ the (at most countable) class of pairwise-disjoint open intervals, such that $A = \bigcup_{I \in \mathcal{I}_A} I$. Here, from (6.25), it can be seen that
\[
\sum_{I \in \mathcal{I}} \int_I \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt \leq \lim \inf_{n \rightarrow \infty} \int_A \mathcal{F}_{\eta}^{\nu_n}(\eta_n(t), \bar{\nu}_n(t)) \, dt
\]
for any finite subclass $\mathcal{I} \subset \mathcal{I}_A$, and accordingly,
\[
\int_A \mathcal{F}_{\eta}(\eta(t), \theta(t)) \, dt \leq \lim \inf_{n \rightarrow \infty} \int_A \mathcal{F}_{\eta}^{\nu_n}(\eta_n(t), \bar{\nu}_n(t)) \, dt
\] (6.26)
for any bounded open set $A \subset \subset (0, \infty)$.

As an application of [2, Proposition 1.80] for (6.24)–(6.26), we have
\[
\mathcal{F}_{\eta}^{\nu_n}(\eta_n, \bar{\nu}_n) \rightarrow \mathcal{F}_{\eta}(\eta, \theta) \text{ in } \mathcal{M}_{\text{loc}}((0, \infty)), \text{ as } n \rightarrow \infty.
\]

Thus, by (6.12), we observe that
\[
\mathcal{F}_{\eta}(\eta(t), \theta(t)) = \mathcal{J}_{\gamma}(t) \quad \text{a.e. } t \in (0, \infty).
\] (6.27)

On the other hand, having (6.12) in mind and letting $n \rightarrow \infty$ in (6.5), it follows that
\[
\begin{align*}
\frac{1}{2} \int_s^t |\eta(\tau)|^2_{L^2(\Omega)} \, d\tau + \int_s^t \sqrt{\alpha_0(\eta(\tau))} |\theta(\tau)|^2_{L^2(\Omega)} \, d\tau + \mathcal{J}_{\gamma}(t) & \leq \mathcal{J}_{\gamma}(s), \\
& \text{for a.e. } 0 < s < t < \infty.
\end{align*}
\] (6.28)

From (6.10) and (22-a), we conclude that
\[ \mathcal{F}_\gamma(\eta, \theta) \in L^1_{\text{loc}}(0, \infty) \cap L^\infty_{\text{loc}}((0, \infty)), \]

which, together with (6.27), (6.28) leads to (22-c).

We finish the proof of Main Theorem 1 by addressing (S5). We take the initial data

\[ [\eta_0, \theta_0] \in D_0 \cap (H^1(\Omega) \times BV(\Omega)). \]

Then, applying (Fact 7) to the case \( \{\beta_n\}_{n=1}^\infty = \{\beta\} = \{\alpha(\eta_0)\} \), we can find a sequence \( \{\theta^n_0\}_{n=1}^\infty \) such that

\[
\begin{cases}
[\eta_0, \theta^n_0] \in D^n_0 \text{ for } n = 1, 2, 3, \ldots, \\
\theta^n_0 \to \theta_0 \text{ in } L^2(\Omega) \text{ as } n \to \infty.
\end{cases}
\]

Letting

\[ F_* := \sup_{n \in \mathbb{N}} \mathcal{F}^n(\eta_0, \theta^n_0), \]

from (3.6) we see that

\[
\frac{1}{2} \int_0^T |(\tilde{\eta}_n(t))_{\eta_0(0)}^\gamma_{\theta_0(0)}|_{L^2(\Omega)}^2 dt + \int_0^T |(\sqrt{\alpha_0(\tilde{\eta}_n(t)))^2}(\tilde{\eta}_n(t))_{\eta_0(0)}^\gamma_{\theta_0(0)}|_{L^2(\Omega)}^2 dt
\]

\[
= \sum_{i \in \mathbb{Z}, \ t \in [0, T]} \left( \frac{1}{2} |\eta_{h_n,i}^\gamma_{\theta_n} - \eta_{h_n,i-1}^\gamma_{\theta_n}|_{L^2(\Omega)}^2 + \frac{1}{h} \sqrt{\alpha_0(\eta_{h_n,i}^\gamma_{\theta_n} - \eta_{h_n,i-1}^\gamma_{\theta_n})^2} \right) \leq F_*,
\]

\[
\sup_{t \in [0, T]} |\mathcal{F}^\gamma_{\eta}(\eta_n, \theta_n)| + \sup_{t \in [0, T]} |\mathcal{F}^\gamma_{\theta}(\eta_n, \theta_n)| \leq 2 \sup_{i \in \mathbb{Z}, \ t \in [0, T]} |\mathcal{F}^\gamma_{\eta}(\eta_{h_n,i}^\gamma_{\theta_n}, \theta_{h_n,i}^\gamma_{\theta_n})| \leq 2F_*,
\]

for all \( T > 0 \). Taking into account (6.4), (6.5), and (6.29)–(6.31), we have the following properties:

(23-a) \( \{[\tilde{\eta}_n, \tilde{\theta}_n]\}_{n=1}^\infty \) and \( \{[\eta_n, \theta_n]\}_{n=1}^\infty \) are bounded in \( L^\infty_{\text{loc}}([0, \infty); L^2(\Omega))^2 \), and \( \{[\tilde{\eta}_n, \tilde{\theta}_n]\}_{n=1}^\infty \) is bounded in \( C_{\text{loc}}([0, \infty); L^2(\Omega))^2 \cap W^{1,2}_{\text{loc}}([0, \infty); L^2(\Omega))^2 \);

(23-b) the function \( t \in (0, \infty) \mapsto \mathcal{F}^\gamma_{\eta}(\tilde{\eta}_n(t), \tilde{\theta}_n(t)) \in \mathbb{R} \) is nonincreasing on \( [0, \infty) \), and hence, the sequences \( \{\mathcal{F}^\gamma_{\eta}(\tilde{\eta}_n(t), \tilde{\theta}_n(t))\}_{n=1}^\infty \) and \( \{\mathcal{F}^\gamma_{\theta}(\tilde{\eta}_n(t), \tilde{\theta}_n(t))\}_{n=1}^\infty \) are bounded in \( L^1_{\text{loc}}([0, \infty)) \cap BV_{\text{loc}}([0, \infty)). \)

By the compactness theorems as in [2] and [31, Corollary 4], there exists a pair of functions \( \eta, \theta \in \{W^{1,2}_{\text{loc}}([0, \infty); L^2(\Omega))^2\} \) together with subsequences (not relabeled) of \( \{[\tilde{\eta}_n, \tilde{\theta}_n]\}_{n=1}^\infty \), \( \{[\eta_n, \theta_n]\}_{n=1}^\infty \), and \( \{[\tilde{\eta}_n, \tilde{\theta}_n]\}_{n=1}^\infty \), such that

\[
\begin{cases}
\eta \in L^\infty_{\text{loc}}((0, \infty); H^1(\Omega)), \text{ and } 0 \leq \eta \leq 1 \text{ a.e. in } Q, \\
|D\theta(\cdot)|(\Omega) \in L^\infty_{\text{loc}}([0, \infty)), \text{ and } |\theta| \leq |\gamma|_{L^\infty(Q)} \text{ a.e. in } Q, \\
[\eta(0), \theta(0)] = [\eta_0, \theta_0] \text{ in } L^2(\Omega);
\end{cases}
\]
\[
\begin{align*}
\{ & \cdot \hat{\theta}_n \to \theta \text{ in } C_{\text{loc}}([0, \infty); L^2(\Omega)), \text{ weakly in } W_{\text{loc}}^{1,2}([0, \infty), L^2(\Omega)) \\
& \cdot \hat{\eta}_n(t) \to \theta(t) \text{ in } L^2(\Omega), \text{ and weakly-}^* \text{ in } BV(\Omega), \text{ for any } t > 0, \quad \text{as } n \to \infty; \\
& \cdot \hat{\eta}_n \to \eta \text{ in } C_{\text{loc}}([0, \infty); L^2(\Omega)), \text{ weakly-}^* \text{ in } L_{\text{loc}}^\infty([0, \infty); H^1(\Omega)), \text{ and weakly-}^* \text{ in } L^\infty(Q), \\
& \cdot \hat{\eta}_n(t) \to \eta(t) \text{ in } L^2(\Omega), \text{ and weakly in } H^1(\Omega), \text{ for any } t > 0,
\end{align*}
\]

Therefore, we also have the following convergences as \(n \to \infty:\)
\[
\begin{align*}
\{ & \cdot \bar{\eta}_n \to \eta \text{ in } L_{\text{loc}}^\infty([0, \infty); L^2(\Omega)), \text{ weakly-}^* \text{ in } L_{\text{loc}}^\infty([0, \infty); H^1(\Omega)), \text{ and weakly-}^* \text{ in } L^\infty(Q), \\
& \cdot \bar{\eta}_n(t) \to \eta(t), \eta_n(t) \to \eta(t) \text{ in } L^2(\Omega), \text{ weakly in } H^1(\Omega), \text{ for any } t \geq 0, \\
& \cdot \bar{\theta}_n \to \theta \text{ and } \theta_n \to \theta \text{ in } L_{\text{loc}}^\infty((0, \infty); L^2(\Omega)), \text{ and weakly-}^* \text{ in } L^\infty(Q), \\
& \cdot \bar{\theta}_n(t) \to \theta(t), \theta_n(t) \to \theta(t) \text{ in } L^2(\Omega), \text{ and weakly-}^* \text{ in } BV(\Omega), \text{ for any } t \geq 0,
\end{align*}
\]

Moreover, under subsequences if necessary, we can find a function \(J_\gamma \in BV_{\text{loc}}([0, \infty])\) such that:
\[
\mathcal{F}_\gamma^{t_n}(\eta_n, \theta_n) \to J_\gamma \text{ weakly-}^* \text{ in } BV_{\text{loc}}((0, \infty)), \text{ weakly-}^* \text{ in } L_{\text{loc}}^\infty((0, \infty)), \\
\text{and a.e. in } (0, \infty), \text{ as } n \to \infty.
\]

Using (6.32)–(6.36), we can get the energy inequality in (S5).

\section*{6.2 Proof of Main Theorem 2}

\textbf{Remark 13} Observe that, due to the nonincreasing property of \(J_\gamma\), the condition “for a.e. \(0 < s < t < \infty\)” in (6.28) can be rephrased as “for all \(0 < s \leq t < \infty\).” Moreover, taking into account Remark 12 and (S0) in Definition 1, one can deduce from (6.28) that
\[
\frac{1}{2} \int_s^t |\eta(t)|^2_{L^2(\Omega)} \, d\tau + \int_s^t |\sqrt{a_0(\eta(t))} \theta(t)|^2_{L^2(\Omega)} \, d\tau + \mathcal{F}_\gamma(\eta(t), \theta(t)) \leq J_\gamma(s),
\]
for all \(0 < s \leq t < \infty\).

\textbf{Proof of Main Theorem 2.} Let \([\eta, \theta] \in C([0, \infty); L^2(\Omega))^2 \cap W_{\text{loc}}^{1,2}((0, \infty); L^2(\Omega))^2\) be a solution to (S) with the property (S4). Then, from (6.37) and Remark 12, it is observed
Thus, it follows that $\omega(t) = \omega(\eta(t), \theta(t))$ with $t \geq 1$.

Therefore, we can find a pair $[\eta, \theta] \in L^2(\Omega)^2$, and hence $\eta(\cdot + s) \to 0$ and $\theta(\cdot + s) \to 0$ in $L^2(0, 1; L^2(\Omega))$, as $s \to \infty$.

- $[\eta(t), \theta(t)]$ for $t \geq 1 \in F_1 := \{ [\tilde{\eta}, \tilde{\theta}] \in D_0 \mid \mathcal{F}_\gamma(\tilde{\eta}, \tilde{\theta}) \leq J_\gamma(1) \}$, (6.38)
- $F_1$ is compact in $L^2(\Omega)^2$, because (0.3), (3.2) and Remark 12 enable us to say that $F_1$ is closed in $L^2(\Omega)^2$, and bounded in $(H^1(\Omega) \cap L^\infty(\Omega)) \times (BV(\Omega) \cap L^\infty(\Omega))$.

Therefore, we can find a pair $[\eta, \theta] \in L^2(\Omega)^2$ and a sequence of times $1 \leq t_1 < t_2 < t_3 < \cdots < t_n \uparrow \infty$ such that

$$[\eta(t_n), \theta(t_n)] \to [\eta_\infty, \theta_\infty] \text{ in } L^2(\Omega)^2, \text{ as } n \to \infty. \quad (6.39)$$

This implies that $\omega(\eta, \theta) \neq \emptyset$. Also, the compactness of $\omega(\eta, \theta)$ is obtained from the compactness of $F_1$ and the fact that

$$\omega(\eta, \theta) = \bigcap_{s \geq 0} \left\{ [\eta(t), \theta(t)] \mid t \geq s \right\} \subset \left\{ [\eta(t), \theta(t)] \mid t \geq 1 \right\} \subset F_1.$$ 

Thus, it follows that $\omega(\eta, \theta)$ is nonempty and compact in $L^2(\Omega)^2$.

Next, we verify $(S0)_\infty$–$(S2)_\infty$. We take any $[\eta_\infty, \theta_\infty] \in \omega(\eta, \theta)$. Then, there exists a sequence of times $1 \leq t_1 < t_2 < t_3 < \cdots < t_n \uparrow \infty$ as $n \to \infty$ such that (6.39) holds. Hence, item $(S0)_\infty$ is a straightforward consequence of $(S0)_\infty$, (6.38) and (6.39).

In the meantime, it follows from (6.38) that

- $\{\eta_n\}_{n=1}^\infty := \{\eta(\cdot + t_n)\}_{n=1}^\infty$ is bounded in $W^{1,2}(0, 1; L^2(\Omega)) \cap L^\infty(0, 1; H^1(\Omega))$;
- $\{\theta_n\}_{n=1}^\infty := \{\theta(\cdot + t_n)\}_{n=1}^\infty$ is bounded in $W^{1,2}(0, 1; L^2(\Omega))$, and $\{D\theta_n(\cdot)(\Omega)\}_{n=1}^\infty$ is bounded in $L^\infty(0, 1)$;
- $\{[\eta_n(t), \theta_n(t)] \mid t \in [0, 1], n \in \mathbb{N} \} \subset D_0$.

Due to (6.38) and (6.40) and the compactness theories as in [2] and [31, Corollary 4] we deduce that

$$\eta_n \to \eta_\infty \text{ in } W^{1,2}(0, 1; L^2(\Omega)), \text{ weakly-}^* \text{ in } L^\infty(0, 1; H^1(\Omega)), \text{ and weakly-}^* \text{ in } L^\infty((0, 1) \times \Omega), \text{ as } n \to \infty; \quad (6.42)$$

$$\theta_n \to \theta_\infty \text{ in } W^{1,2}(0, 1; L^2(\Omega)), \text{ as } n \to \infty; \quad (6.43)$$

$$\theta_n(t) \to \theta_\infty \text{ weakly-}^* \text{ in } BV(\Omega), \text{ for any } t \in (0, 1), \text{ as } n \to \infty; \quad (6.44)$$
by taking subsequences (not relabeled) if necessary. On the other hand, owing to (S1), (S2) in Definition 1, the sequence $\{[\eta_n, \theta_n]\}$ satisfies

$$\int_0^1 \left( (\eta_n)_t(t) + g(\eta_n(t)), w \right)_{L^2(\Omega)} dt + \int_0^1 \left( \nabla \eta_n(t), \nabla w \right)_{L^2(\Omega)} dt$$

$$+ \int_{\Omega} \int_\Omega d [w a'(\eta_n(t))] |D\theta_n(t)| \gamma dt = 0,$n 

(6.45)

for any $w \in H^1(\Omega) \cap L^\infty(\Omega)$ and any $n \in \mathbb{N}$, and

$$\int_0^1 \left( \alpha_0(\eta_n(t))(\theta_n)_t(t), \theta_n(t) - v \right)_{L^2(\Omega)} dt + \int_0^1 \Phi_\gamma(\alpha(\eta_n(t)); \theta_n(t)) dt$$

$$\leq \Phi_\gamma(\alpha(\eta_n(t)); v), \text{ for any } n \in \mathbb{N} \text{ and } v \in BV(\Omega) \cap L^2(\Omega).$$

(6.46)

Taking into account (6.38), (6.41)–(6.44), (6.46), and Lemma 5, we see that

$$0 \leq \int_0^1 \int_{\Omega} d [\alpha(\eta(t))|D\theta(t)|] \gamma dt \leq \liminf_{n \to \infty} \int_0^1 \int_{\Omega} d [\alpha(\eta_n(t))|D\theta_n(t)|] \gamma dt$$

$$\leq \limsup_{n \to \infty} \int_0^1 \Phi_\gamma(\alpha(\eta_n(t)), \theta_n(t)) dt$$

$$\leq \lim_{n \to \infty} \int_0^1 \Phi_\gamma(\alpha(\eta_n(t)), v) dt - \lim_{n \to \infty} \int_0^1 \left( \alpha_0(\eta_n(t))(\theta_n)_t(t), \theta_n(t) - v \right)_{L^2(\Omega)} dt$$

$$= \Phi_\gamma(\alpha(\eta_\infty(t)), v).$$

(6.47)

By (A2), the above inequality implies the item (S2)∞.

Finally, with (6.41)–(6.44) and (6.47) in mind, given any $w \in H^1(\Omega) \cap L^\infty(\Omega)$, we apply Lemma 6 with $I = (0, 1)$, $\beta = \alpha(\eta_\infty)$, $\{\beta_n\}^\infty_{n=1} = \{\alpha(\eta_n)\}^\infty_{n=1}$, $v = \theta_\infty$, $\{\nu_n\}^\infty_{n=1} = \{\theta_n\}^\infty_{n=1}$, $\varrho = w a'(\eta_\infty)$, $\{\varrho_n\}^\infty_{n=1} = \{w a'(\eta_n)\}^\infty_{n=1}$ and $\{\gamma_n\}^\infty_{n=1} = \{\gamma\}$. Then, we deduce that

$$\int_0^1 \int_{\Omega} d [w a'(\eta_n(t))|D\theta_n(t)|] \gamma dt \rightarrow \int_\Omega \int_{\Omega} d [w a'(\eta_\infty)|D\theta_\infty|] \gamma,$n 

(6.48)

as $n \to \infty$, for any $w \in H^1(\Omega) \cap L^\infty(\Omega)$.

With (6.41)–(6.44) and (6.48) in mind, letting $n \to \infty$ in (6.45) yields

$$(\nabla \eta_\infty, \nabla w)_{L^2(\Omega)} + (g(\eta_\infty), w)_{L^2(\Omega)} + \int_{\Omega} \int_{\Omega} d [w a'(\eta_\infty)|D\theta_\infty|] \gamma = 0,$n 

for any $w \in H^1(\Omega) \cap L^\infty(\Omega)$.

Thus, we conclude (S1)∞.

7 Asymptotic behavior

In this Section we study some structural observations of the steady state solutions in the precise setting of (0.4). The qualitative properties of the steady states differ in the case of a one dimensional domain or in the two dimensional case.
7.1 1-D case

First of all, we consider the case that $\Omega = (0, 1)$. We will show below that orientations in steady state solutions are SBV functions. We assume without loss of generality that $0 = \gamma(0) < \gamma(1)$. The Euler-Lagrange equations derived from $(S1)_\infty$ and $(S2)_\infty$ are the following ones (see [23] for the equation derived from $(S2)$):

$$
\begin{aligned}
\eta''(x) &= \eta - 1 + \eta|\theta'| \quad \text{in } (0, 1) \\
\mp \eta'(x) + \eta(x)|\theta(x) - \gamma(x)| &= 0 \quad \text{at } \{0, 1\} \\
(\alpha(\eta)w)'(x) &= 0 \quad \text{in } (0, 1) \\
w(x) &\geq 0 \quad \text{at } \{0, 1\}
\end{aligned}
$$

(7.1)

with $\|w\|_\infty \leq 1$ such that

$$
\alpha(\eta)|\theta'| = -\theta(\alpha(\eta)w)' + (\alpha(\eta)\theta w)' \quad \text{as measures,}
$$

(7.2)

**Theorem 11** For any $\gamma(1) > 0$ and $\{a_k, b_k\}_k \subset [0, 1]$ with $a_k < b_k < a_{k+1}$ there exists $0 < d < 1$ such that

$$
\eta(x) = \sum_{k \in \mathbb{N}} \left(1 + (d - 1) \frac{\cosh(x - \frac{a_k + b_k}{2})}{\cosh(b_k - a_k)}\right) \chi_{\{a_k, b_k\}} + d\chi_{[0, 1] \setminus \bigcup_{k \in \mathbb{N}} (a_k, b_k)},
$$

and $\theta$ recovered from the Dirichlet constraints via integration by parts from

$$
\theta'(x) = \frac{1 - d}{d} \left(1 + \sum_{k \in \mathbb{N}} \tanh\left(\frac{b_k - a_k}{2}\right)\delta_{\{a_k, b_k\}}\right)
$$

is a solution to (7.1). Moreover, these are the only solutions to (7.1).

**Proof.** We begin by noting that (7.2) implies that $|w| = 1$, $|\theta'|$-a.e in $(0, 1)$, which, in view of the boundary conditions and third equation imply that $w = 1$ $|\theta'|$-a.e in $(0, 1)$). Note that, since $\eta \in H^1(0, 1)$ and $\theta \in BV(0, 1)$, (7.1) implies that $\eta' \in BV(\Omega)$ and that $w \in H^1(0, 1)$. Then, $w$ is continuous in $(0, 1)$.

Thus, $\{w < 1\}$ is an open set. Therefore, there exists a sequence of disjoint intervals such that

$$
\{w < 1\} = \bigcup_{k=1}^{+\infty} [a_k, b_k].
$$

It follows that $\theta = C_k$ in $[a_k, b_k]$. Then, the only solution to (7.1) is

$$
\eta_k(x) = 1 + (d - 1) \frac{\cosh(x - \frac{a_k + b_k}{2})}{\cosh(b_k - a_k)},
$$

with $d = \min_{[0, 1]} \eta$. Observe that $(\eta_k')^+(a_k) > 0$ while $(\eta_k')^-(b_k) < 0$.

Our next aim is to prove that $(\theta')^c = 0$ in $(0, 1)$.

Suppose that $x_0$ is an approximate continuity point for $\theta$ (and therefore for $\eta'$). Then, since $\eta$ is differentiable a.e. and the weak derivative coincides with the classical one, and since $\eta(x_0)$ is a minimum of $\eta$, $(\eta')^+(x_0) = (\eta')^-(x_0) = 0$. In particular, $a_k, b_k$ cannot be approximate continuity points. Suppose now that $x_0 \in \{w = 1\} \setminus \{a_k, b_k : k \in \mathbb{N}\}$. Then, we have the following two alternatives:
(a) There exists \( \rho_0 > 0 \) such that \( (x_0 - \rho_0, x_0 + \rho_0) \cap \{w < 1\} = \emptyset \).

(b) For all \( \rho > 0 \), \( \exists k_\rho \in \mathbb{N} \) such that \( I_{k_\rho} \cap (x_0, x_0 + \rho) \neq \emptyset \) with \( I_{k_\rho} := [a_{k_\rho}, b_{k_\rho}] \).

For possibility (a), we observe that \( \eta = d \) in \( (x_0 - \rho_0, x_0 + \rho_0) \), therefore, we get that \( |\theta'| = \frac{1}{d} \) in \( (x_0 - \rho_0, x_0 + \rho_0) \) and then \( x_0 \) cannot be a Cantor point of \( \theta' \).

If (b) is true, then letting \( \Lambda_\rho := \{ \lambda \in \mathbb{N} : I_{\lambda} \cap (x_0, x_0 + \rho) \neq \emptyset \} \) we obtain that

\[
\eta'(y) = \begin{cases} \frac{(d - 1) \sinh \left(y - \frac{a_{\lambda} + b_{\lambda}}{2}\right)}{\cosh \left(\frac{b_{\lambda} - a_{\lambda}}{2}\right)} & \text{if } y \in I_{\lambda} \\ 0 & \text{if } y \notin \bigcup_{\lambda \in \Lambda_\rho} I_{\lambda}. \end{cases}
\]

Therefore, its distributional derivative is

\[
D\eta' = \sum_{\lambda \in \Lambda_\rho} \frac{(d - 1) \cosh \left(\frac{a_{\lambda} + b_{\lambda}}{2}\right)}{\cosh \left(\frac{b_{\lambda} - a_{\lambda}}{2}\right)} \chi_{I_{\lambda}} + \sum_{\lambda \in \Lambda_\rho} (1 - d) \tanh \left(\frac{b_{\lambda} - a_{\lambda}}{2}\right) \delta_{(a_{\lambda}, b_{\lambda})}.
\]

Then,

\[
|D\eta'(x_0, x_0 + \rho)| \leq 2(1 - d),
\]

which implies that \( x_0 \) does not belong to the Cantor set of \( D\eta' \) (equivalently, of \( \theta' \)).

Therefore, \( (\theta')^c = 0 \) and we obtain the description of \( \eta, \theta \) as stated.

### 7.2 2-D case: Radially symmetric solutions

Here, we consider \( N = 2, \Omega = B(0, R) \setminus B(0, r_0) \) and \( \theta = \theta(|x|), \eta = \eta(|x|) \). Then, the system in radial coordinates reads as:

\[
\begin{cases}
-\eta''(r) - \frac{\eta'(r)}{r} + \eta(r) - 1 + \eta(r)|\theta'(r)| = 0 & \text{in } ]r_0, R[ \\
\mp \eta' + \alpha(\eta)|\theta - \gamma| = 0 & \text{on } \{r_0, R\} , \\
(\alpha(\eta(r))(\omega(r))' + \frac{\alpha(\eta(r))\omega(r)}{r} = 0 & \text{in } ]r_0, R[ .
\end{cases}
\]

where \( ||w|| \leq 1 \) satisfies (7.2). We restrict our analysis to the case of piecewise constant solutions for \( \theta \) and give sufficient conditions for the solutions having one or two jumps to exist. The first example shows that precisely one jump at the interior boundary is always possible.

**Example 1** Suppose that \( \theta = \gamma(R) > 0 = \gamma(0) \). Then, the solution for \( \eta \) is given by

\[
\eta(r) = 1 + AI_0(r) + BK_0(r),
\]

with \( I_0 \) being the modified Bessel function of the first kind and \( K_0 \) the modified Bessel function of the second kind. Coupled with the boundary conditions, this yields

\[
\eta(r) = 1 - \frac{\gamma(R)(I_0(r) + K_0(r)T_1(R))}{K_1(r_0)(T_1(R) - T_1(r_0)) + \gamma(R)(I_0(r) + K_0(r)T_1(R))}
\]
where \( T_j(r) := \frac{I_{j}(r)}{K_{j}(r)} \). In fact, it suffices to take

\[
w(r) := \frac{r \alpha(\eta(r))}{r \alpha(\eta(r))}.
\]

Next, we show that solutions with exactly one jump at the exterior boundary may exist, but extra conditions on the radius (and therefore on curvature) for this to happen are needed. This phenomenon is clearly explained by the fact that, formally, the evolution of the solutions is a combination of mean curvature motion for the jumps of rotation, coupled with total variation evolution for the values of the rotation (see [17]).

**Example 2** Suppose that \( \theta = 0 = \gamma(0) < \gamma(R) \). Then, as before,

\[
\eta(r) = 1 + \frac{(d - 1) K_0(r)(T_0(r) + T_1(r_0))}{K_0(R)(T_0(R) + T_1(r_0))},
\]

where \( d = \eta(R) \). Note that, \( d \) is easily obtained by the relation:

\[
\frac{(d - 1) K_1(R)}{K_0(R)} \cdot \frac{T_1(r_0) - T_1(R)}{T_0(R) + T_1(r_0)} = d \gamma(R).
\]

We observe that, defining \( w(r) := \frac{R \alpha(d)}{r^2 \alpha^2(\eta(r))} \) we will have to show that \( |w| \leq 1 \). For that, we point out that the function \( \sigma \mapsto \sigma \alpha(\eta(\sigma)) \) is increasing at \( r_0 \) and at \( R \) (here we need \( R \gamma(R) \geq \frac{1}{2} \)). Moreover, \( w \) does not have an interior maximum since

\[
w'(r) = -\frac{R \alpha(d)}{r^2 \alpha^2(\eta(r))}(\alpha + r \eta(r) \eta'(r)) = 0 \leftrightarrow \eta(r) \eta'(r) = -\frac{\alpha(\eta(r))}{r}.
\]

Then, at a critical point,

\[
w''(r) = -\frac{R \alpha(d)}{r^3 \alpha^2(\eta(r)) \eta^2(r)} \left( -\frac{\eta(r)}{2} + \delta^2 + r^2 \eta(r)(\eta(r) - 1) \right) > 0 , \quad \text{for } \delta \text{ small enough}
\]

Therefore, if we show that \( w(r_0) \leq 1 \) then \( w(r) \leq 1 \) in \([r_0, R]\). We note that for \( w(r_0) = \frac{R(d^2 + \delta)}{r_0 \alpha^2(\eta(r_0))} \leq 1 \) to hold, then, necessarily \( Rd^2 \leq r_0 \eta^2(r_0) \).

Moreover, by continuity, once we show that \( Rd^2 < r_0 \eta^2(r_0) \), there will be \( \delta \) sufficiently small such that \( w(r_0) \leq 1 \) still holds. Then, we restrict the rest of the discussion to the case \( \delta = 0 \).

After some computations, we obtain that \( w(r_0) \leq 1 \) holds if and only if the following function is nonnegative:

\[
f(r_0, R) = \gamma(R)(r_0 b(r_0, R) - 1) - \sqrt{r_0} \sqrt{R - r_0} \frac{\partial b}{\partial R}(r_0, R), \quad (7.3)
\]

with

\[
b(x, y) := I_0(y) K_1(x) + I_1(x) K_0(y). \quad (7.4)
\]
Lemma 12 Given \( r_0 > 0 \) such that \( r_0 \gamma(R) \geq 1 \) there exists a unique \( R^* \) such that \( f(r_0, R) \geq 0 \) for all \( R \in [r_0, R^*] \).

Proof. We fix \( r_0 \) and we let \( g(x) := f(r_0, x) \) and \( a(x) := b(r_0, x) \). We will show that, if \( r_0 \gamma(R) \geq 1 \), then there is only one critical point (and therefore a global positive maximum since \( g(x) \rightarrow -\infty \) as \( x \rightarrow +\infty \)) of \( g \). In fact, (noting that \( a'' = a - \frac{a'}{x} \))

\[
g'(x) = \sqrt{r_0} \left( a'(x) \left( \gamma(R) \sqrt{r_0} + \frac{1}{2} \sqrt{x} - \sqrt{\frac{r}{x}} \right) + (\sqrt{r} - \sqrt{x}) a(x) \right).
\]

Observe that \( g'(r_0) = 0 \) and that \( g''(r_0) \geq 0 \) if, and only if \( r_0 \gamma(R) \geq 1 \). Moreover, in the case \( r_0 \gamma(R) = 1 \), \( g'(r_0) = g''(r_0) = 0 \) and \( g'''(r_0) > 0 \).

At a critical point,

\[
\frac{a'(x)}{a(x)} = \frac{2x(\sqrt{x} - \sqrt{r_0})}{2\sqrt{r_0}(\gamma(R)x - 1) + \sqrt{x}}.
\]

However, \( y = \frac{a'}{a} \) satisfies

\[
y' = 1 - \frac{y}{x} - y^2, \quad y(r_0) = 1,
\]

and therefore it is a concave increasing function from 0 to 1 in \([r_0,+\infty[\) with initial slope 1. On the other hand:

\[
h(x) := \frac{2x(\sqrt{x} - \sqrt{r_0})}{2\sqrt{r_0}(\gamma(R)x - 1) + \sqrt{x}}
\]

is easily seen to be increasing, with initial slope (at \( r_0 \)) less than or equal to 1 (strictly less if \( r_0 \gamma(R) > 1 \) and tending to \( \infty \)). Moreover, it is concave at \( r_0 \) and at \(+\infty\) and it only has two inflexion points in \([r_0,+\infty[\). Therefore, both functions \( y \) and \( h \) intersect only once (see (a) and (b) in Figure 1).

**Figure 1:** numerics in the case when \( r_0 = 1 \)
Comment: In case that \( r \gamma(R) < 1 \) it might happen that \( f \) has two critical points (and therefore there exists an interval \([R_*, R^*]\) such that if \( r_0 < R_* < R < R^* \) the problem has a solution (see (c) in Figure 1) or that there is no solution at all (see (d) in Figure 1).

Altogether, we have obtained that, if \( r_0 \gamma(R) > 1 \), there exists an interval of possible radii \( R \in [r_0, R^*] \) such that the problem has a solution. In the case that \( R > R^* \) the problem admits no solution.

We address now the case of exactly one jump on the interior of the domain, and we give sufficient conditions for this to happen.

**Example 3** Suppose that \( r_0 < r_1 \leq R \) and that \( \theta = \gamma(R) \chi_{[r_1, R]} \). Then, as before, boundary conditions, boundary conditions at the jump point \( r_1 \) and continuity yield that the solution is exactly

\[
\eta(r) = \begin{cases} 
1 + \frac{(d - 1)K_0(r)(T_0(r) + T_1(r_0))}{K_0(r_1)(T_0(r_1) + T_1(r_0))} & \text{in } [r_0, r_1] \\
1 + \frac{(d - 1)K_0(r)(T_0(r) + T_1(r))}{K_0(r_1)(T_0(r_1) + T_1(r))} & \text{in } [r_1, R],
\end{cases}
\]

where \( d = \eta(r_1) \). Observe that, \( d \) is easily by the relation:

\[
\frac{(d - 1)K_1(r_1)(T_1(r_0) - T_1(r_1))(T_1(r_1) + T_0(r_1))}{K_0(r_1)(T_0(r_1) + T_1(r))} = d \gamma(R). \tag{7.5}
\]

We observe that, defining \( w(r) := \frac{r \alpha(r_1)}{\alpha(r)} \) we will have to show that \( |w| \leq 1 \). For that, we observe that, as in the previous example, it suffices to show that \( w(r_0) \leq 1 \).

First of all,

\[
w(r_0) = \frac{r_1 d^2}{r_0 \eta(r_0)^2} \leq 1 \iff \eta(r_0) \sqrt{\frac{r_0}{r_1}} \geq d \iff d \leq \frac{r_0 b(r_0, r_1) - 1}{\sqrt{r_1 r_0 b(r_0, r_1) - 1}}, \tag{7.6}
\]

with \( b \) defined as in (7.4). Then, using (7.5), we get

\[
w(r_0) \leq 1 \iff F(r_0, r_1, R) := \frac{\sqrt{r_0} - \sqrt{T_0}}{r_1 b(R, r_1)(r_0 b(r_0, r_1) - 1)} \leq \gamma(R).
\]

Observe that

\[
\frac{\partial F}{\partial R}(r_0, r_1, R) = \frac{T'_0(R)(T_0(r_1) + T_1(r_0))F(r_0, r_1, R)}{(T_1(R) - T_1(r_0))(T_0(r_1) + T_1(r))} \geq 0.
\]

Then, for \( w(r_0) \leq 1 \) to hold, it is necessary that

\[
F(r_0, r_1, r_1) = \frac{\sqrt{r_0} - \sqrt{T_0}}{r_0 b(r_0, r_1) - 1} \leq \gamma(R);
\]

i.e. \( f(r_0, r_1) \geq 0 \) with \( f \) defined in (7.3), which implies that \( r_1 \in [r_0, R^*] \) with \( R^* \) the one obtained in last example. However, in order for \( w(r_0) \leq 1 \) to be satisfied, we observe that defining

\[
G(r_0, r_1, R) := \gamma(R)r_1 b(R, r_1)(r_0 b(r_0, r_1) - 1) - \sqrt{r_0} - \sqrt{T_0} \frac{\partial b}{\partial R}(r_0, R),
\]
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in order that \( G(r_0, r_1, R) \geq 0 \), since \( G(r_0, r_0, R) = 0 \) and \( \frac{\partial G}{\partial r_1}(r_0, r_0, R) < 0 \), \( r_1 \) cannot be too close to \( r_0 \).

One sufficient condition is that
\[
\lim_{R \to \infty} G(r_0, r_1, R) = \lim_{R \to \infty} I_1(R)(\gamma(R)r_1K_0(r_1)(r_0b(r_0, r_1) - 1) - \sqrt{T_1 - \sqrt{T_0}K_1(r_0)}) = \infty,
\]

i.e.
\[
\gamma(R)r_1K_0(r_1)(r_0b(r_0, r_1) - 1) - \sqrt{T_1 - \sqrt{T_0}K_1(r_0)} \geq 0, \quad (7.7)
\]
since \( \frac{\partial G}{\partial r_1}(r_0, r_1, R) < 0 \) for \( G \leq 0 \). We illustrate this condition into two examples:

(a) \( r_0 = 1, \gamma(R) = 2 \), the sufficient condition (7.7) is not verified for any \( r_1 \). However, as it can be seen in Figure 2, there is still a range of \( r_1, R \) for which (7.6) is satisfied, thus implying existence of solutions.

(b) \( r_0 = 4, \gamma(R) = 2 \), the sufficient condition is verified for a range of \( r_1 \) (and then there is a solution for all \( R > r_1 \).

**Figure 2:** contour maps of \( G(r_0, r_1, R) \) under fixed \( r_0 > 0 \).

- blue zone: the existence area of solution
- gray zone: non-effective area \( \{ r_1 > R \} \)

(a) the case of \( r_0 = 1.0 \) and \( \gamma(R) = 2.0 \)  
(b) the case of \( r_0 = 4.0 \) and \( \gamma(R) = 2.0 \)

The last example deals with the case of two possible jumps. We show that solutions may exist but now the casuistic depending on the radius of where solutions may jump and on both internal and external radius are much complicated than in previous cases.

**Example 4** Suppose that \( \theta = \theta_0\chi_{[r_1,r_2]} + \gamma(R)\chi_{[R_2,R_b]} \). Then, letting \( d_1 := \alpha(r_1) \) and \( d_2 := \eta(r_2) \), we get \( d_2 = \alpha^{-1}(\alpha(d_1))_0 \). Moreover, the solution for \( \eta \) is given by

\[
\eta(r) = \begin{cases} 
1 + \frac{(d_1 - 1)K_0(r)(T_0(r) + T_1(r_0))}{K_0(r_1)(T_0(r_1) + T_1(r_0))} & \text{in } [r_0, r_1] \\
1 + K_0(r) \left( \frac{1-d_1}{T_0(r_1)} \frac{1-d_2}{T_0(r_2)} (T_0(r) - T_0(r_1)) + \frac{d_1 - 1}{K_0(r_1)} \right) & \text{in } [r_1, r_2] \\
1 + \frac{(d_2 - 1)K_0(r)(T_0(r) + T_1(R))}{K_0(r_2)(T_0(r_2) + T_1(R))} & \text{in } [r_2, R] 
\end{cases}
\]
coupled with some compatibility conditions imposed from

\[(\eta'(r_1))^+ - (\eta'(r_1))^- = d_1\theta_0, \quad (\eta'(r_2))^+ - (\eta'(r_2))^- = d_2(f(R) - \theta_0);\]

which read as

\[
\begin{cases}
C_1(d_1 - 1) + C_2(d_2 - 1) = (\theta_0)d_1 \\
C_3(d_1 - 1) + C_4(d_2 - 1) = (\gamma(R) - \theta_0)d_2
\end{cases}
\]

with

\[
C_1 = -\frac{T_1(r_0) + T_0(r_2)}{r_1K_0^2(r_1)(T_1(r_0) + T_0(r_1))(T_0(r_2) - T_0(r_1))}
\]

\[
C_2 = \frac{1}{r_1K_0(r_1)K_0(r_2)(T_0(r_2) - T_0(r_1))}
\]

\[
C_3 = \frac{1}{r_2K_0(r_1)K_0(r_2)(T_0(r_2) - T_0(r_1))}
\]

\[
C_4 = -\frac{T_1(R) + T_0(r_1)}{r_2K_0^2(r_2)(T_1(R) + T_0(r_2))(T_0(r_2) - T_0(r_1))}
\]

In the case that \(\alpha(\sigma) = \frac{a^2}{2}\), then \(d_2 = d_1\sqrt{\frac{r_1}{r_2}}\) and therefore, fixing \(r_1, r_2\), the compatibility conditions turn into

\[
\begin{cases}
d_1(C_1 + \sqrt{\frac{r_1}{r_2}}C_2 - (C_1 + C_2)) = \theta_0d_1 \\
d_1(C_3 + \sqrt{\frac{r_1}{r_2}}C_4) - (C_3 + C_4) = (\gamma(R) - \theta_0)d_2
\end{cases}
\]

In particular, the following inequality need to be verified (since \(C_1 + \sqrt{\frac{r_1}{r_2}}C_2 \leq C_1 + C_2 \leq 0\),

\[
0 \leq d_1 \leq \frac{C_1 + C_2}{C_1 + \sqrt{\frac{r_1}{r_2}}C_2}.
\]

Moreover, it is easy to see that

\[
\frac{C_1 + C_2}{C_1 + \sqrt{\frac{r_1}{r_2}}C_2} \leq 1.
\]

On the other hand, if \(C_3 + \sqrt{\frac{r_1}{r_2}}C_4 \geq 0\), then, the following necessary condition for the second equation in (7.8):

\[
d_1 \geq \frac{C_3 + C_4}{C_3 + \sqrt{\frac{r_1}{r_2}}C_4} \geq 0,
\]

is always satisfied. Otherwise,

\[
\frac{C_3 + C_4}{C_3 + \sqrt{\frac{r_1}{r_2}}C_4} \geq 1.
\]
Therefore, for (7.8) to hold it suffices to show that
\[ d_1 \leq \frac{C_1 + C_2}{C_1 + \sqrt{\frac{r_2}{r_1}} C_2}. \]

Adding the two equalities in (7.8), we obtain
\[
0 < d_1 = -\frac{C_1 + C_2 + \sqrt{\frac{r_2}{r_1}} (C_3 + C_4)}{\gamma(R) - (C_1 + \sqrt{\frac{r_1}{r_2}} C_2 + \sqrt{\frac{r_2}{r_1}} C_3 + C_4)} \leq \frac{C_1 + C_2}{C_1 + \sqrt{\frac{r_1}{r_2}} C_2}.
\]

(7.9)

We observe that this is not always the case since the following inequality is always true (and therefore \(\gamma(R)\) needs to be big enough):
\[
\frac{C_1 + C_2 + \sqrt{\frac{r_2}{r_1}} (C_3 + C_4)}{C_1 + \sqrt{\frac{r_1}{r_2}} C_2 + \sqrt{\frac{r_2}{r_1}} C_3 + C_4} \geq \frac{C_1 + C_2}{C_1 + \sqrt{\frac{r_1}{r_2}} C_2}.
\]

(7.10)

To show this last inequality we use the fact that
\[
C_1 + \sqrt{\frac{r_1}{r_2}} C_2 + \sqrt{\frac{r_2}{r_1}} C_3 + C_4 = C_1 + C_2 + \sqrt{\frac{r_2}{r_1}} \left(2 - \sqrt{\frac{r_2}{r_1}}\right) C_3 + C_4 \leq C_1 + C_2 + C_3 + C_4 \leq 0.
\]

Then, (7.10) is seen to be equivalent to
\[ C_2 C_3 \leq C_1 C_4, \]
which is easy to show to hold.

Observe that we have not imposed that \(r_1 > r_0\). In case \(r_1 = r_0\), then (7.9) will suffice for existence of solution. However, in the case that \(r_0 < r_1\), then there is an extra compatibility condition as in the previous examples: Defining \(w(r) := \frac{r_1 \alpha(d)}{r_0 \alpha(q)},\) the new compatibility condition is
\[ 1 - w(r_0) \geq 0. \]

(7.11)

We conclude by showing some examples of the difficulty of the casuistic. We first show an example (Fig.3) in which (7.9) is violated for any admissible range of boundary data and therefore no solution exists. In the second example (Fig.4), we obtain two different threshold values for \(\gamma(R)\) for which (7.9), resp. (7.11), is satisfied. We point out that, in the particular case of Fig. 4, the only possible situation for an admissible (big enough) boundary datum is \(r_0 = r_1\).
In this case, we find a threshold point \( \varrho_1 \) (\( \approx 3.5 \)) such that (7.9) does not hold for all \( \gamma(R) \in [0, \varrho_1) \), and the range \( [0, \varrho_1) \) contains the physically admissible range \( [0, \pi) \) of the crystalline orientation angle.

In this case, we find two threshold points \( \varrho_2 \in (1, 2) \) and \( \varrho_3 \in (7, 8) \) such that (7.9) (resp. (7.11)) holds iff. \( \gamma(R) \geq \varrho_2 \) (resp. \( \gamma(R) \geq \varrho_3 \)).
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