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Abstract

Recent information-theoretic studies have resulted in several interference management (IM) techniques that promise significant capacity improvements over interference avoidance techniques. However, in practice, the stable throughput region is a more relevant metric compared to the capacity region. In this work, we focus on the stable throughput region of a two-pair intermittent interference network with distributed transmitters and propose a queue-based transmission protocol in different regimes to handle the data between queues. In this context, we translate physical-layer IM protocols to accommodate stochastic message arrivals. To evaluate our proposed techniques, we compare the stable throughput region to the capacity region and show, through simulations, that the stable throughput region matches the capacity region, when the latter is known. We show that in order to achieve the optimal stable throughput region, new ingredients are needed when compared to prior results. We quantify the trade-off between encoding/decoding complexity of the proposed scheme (in terms of number of required algebraic operations), and the achievable rates. Finally, we study the lifetime of messages (i.e. the duration from arrival to successful delivery) vis-a-vis the total communication time, and we observe that the average lifetime scales as the square root of the total communication time.
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I. INTRODUCTION

As wireless networks grow in size, the number of simultaneous transmissions increases resulting in higher chance of signal interference. In fact, interference has become the main bottleneck for
network throughput improvements in wireless systems. Therefore, Interference Management (IM) techniques play a central role in enhancing throughput rates, and in recent years, we have seen a variety of IM techniques in the Information Theory literature. Of particular interest are networks with intermittent connectivity as they model last-mile communications, shadowing in mmWave, fog-aided systems, bursty and packet transmission.

In this work, we focus on the scenario in which messages arrive stochastically at the transmitters, and thus, introduce new challenges in interference management. Stable throughput region of multi packet reception channel model under ALOHA mechanism is described in [2, 3]. Authors in [4] characterize the stable throughput region of the broadcast channel (BC) and the multiple-access channel (MAC) with backlogged traffic. The stable throughput region of the two-user BC with feedback is characterized in [5, 6]. Authors in [7] show that the complexity of analyzing the capacity and the stability regions of $K$-user ($K \geq 4$) BCs grows rapidly with the number of users, and tracking all interfering signals becomes a daunting task. These results, for the most part, consider a central transmitter that has access to all the messages in the network.

We consider a distributed intermittent interference network with two transmitter-receiver pairs. In this setting, transmitters do not exchange any messages and thus, we ought to make decentralized and distributed decisions for interference management. For this problem, we study the stable throughput region. We show, through simulations, that the stable throughput region matches the capacity region when the latter is known. Motivated by recent IM techniques for networks with delayed channel state information at the transmitters (CSIT) which is a more suitable model for dynamic networks (e.g. [8–10]), we consider wireless networks with low feedback bandwidth where only a couple of feedback bits are available per transmission. We note that each data packet in the forward channel may contain thousands of bits and thus, feedback overhead is negligible. In intermittent networks, transmitters send out data packets and receive delayed ACK/NACK messages (i.e. indicating successful delivery or failure).

There are several communication protocols that achieve the information-theoretic bounds on throughput rates of networks with ACK/NACK feedback. However, these results are again mostly limited to centralized transmitters. XOR combination technique, which incorporates feedback from receivers is introduced in [11], to reduce the retransmission attempts and improve throughput rate under repetitive Automatic Repeat reQuest (ARQ) strategy in multi-users BCs. Authors in [12] show that by employing the XOR operation and random coding mechanism, the upper bound of the capacity region in BC model is achievable. A threshold-based scheduling procedure
is defined in [13] which describes the policies of threshold value determination to handle the packets and maximize the throughput rate in $K$-user interference wireless network.
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**Related Work:** The intermittent interference channel abstraction that we use in this work, was first introduced in [14], and the capacity region of the two-user setting is investigated under various assumptions [15–22]. This model consists of two transmitter-receiver pairs, channel connectivity is governed by binary coefficients $S_{ij}[t]$’s at time $t$, and we assume these coefficients are available to the transmitters with unit delay. We study the stable throughput region of this problem as opposed to the capacity region analysis of [15, 16].

In [23], the authors study a similar problem, deploy similar coding ideas to [16], and propose a modified version to accommodate stochastic packet arrivals. Unfortunately, there are a number of errors in coding strategy in that paper which we will discuss in Remark 2 of Section IV-B.

In [24], the authors derive stable throughput region but ignore the potential benefits of coding opportunities across transmitters, and thus, the network is treated as interfering broadcast channels for which the achievable rates are inferior to the interference channel.

**Contributions:** Our main contributions are as follows:

1) We extend the outer-bounds in [16] to non-homogeneous channels;
2) We design a new queue-based transmission protocol suited for stochastic arrivals;
3) We numerically evaluate the stable throughput region and compare our results to the information-theoretic outer-bounds. We observe that the stable throughput region matches the known capacity region under specific channel conditions;

---

In our numerical evaluation, we sweep different erasure probabilities in 0.02 increments.
4) We quantify the computational overhead of coding (in terms of number of algebraic operations), and we analyze the lifetime (or delivery delay) under the proposed protocol.

The rest of the paper is organized as follows. Section II formulates our problem. In Section III, we explain our main results through two theorems. We present our queue-based transmission protocol in Section IV and Section V is dedicated to the transmission protocol in non-homogeneous settings. Section VI includes our simulation results and shows by simulation that our proposed transmission protocol achieves the entire capacity region under specific cases. In Section VII, we conclude the discussion about queue-based algorithm.

II. PROBLEM SETTING

In this section, we define the channel model and the stable throughput region.

A. Channel model

We consider a binary channel model for wireless networks introduced in [16] which includes two transmitter-receiver pairs as in Fig. 1. In this network, transmitter Tx$_i$ only wishes to communicate with receiver Rx$_i$, $i = 1, 2$. The received signal at Rx$_i$ is given by:

$$Y_i[t] = S_{ii}[t]X_i[t] \oplus S_{ii}[t]X_i[t], \quad i = 1, 2 \text{ and } i \triangleq 3 - i. \quad (1)$$

Here, $X_i[t]$ is the binary transmitted signal from Tx$_i$ and $S_{ii}[t]$ captures the channel gain from transmitter Tx$_i$ to receiver Rx$_i$ at time instant $t$. We assume the channel gains are independent (across users and time) binary random variables (i.e. $S_{ij}[t] \in \{0, 1\}$):

$$S_{ij}[t] \stackrel{i.i.d.}{\sim} B(1 - \delta_{ij}), \quad i, j = 1, 2, \quad (2)$$

where $0 \leq \delta_{ij} \leq 1$ represents the erasure probability of the link between transmitter Tx$_i$ and receiver Rx$_j$, $S_{ij}[t]$ is distributed independently from other users and across time, and “$\oplus$” denotes the summation in the binary field (i.e. XOR).

In the rest of paper, we use the following notations:

i- We use uppercase letters to represent random variables and lowercase letters for variables;

ii- We introduce

$$S[t] \triangleq \left[ S_{11}[t], S_{21}[t], S_{22}[t], S_{12}[t] \right]; \quad (3)$$

iii- We define

$$S_{ii}^\tau \triangleq \left[ S_{ii}[1], S_{ii}[2], \ldots, S_{ii}[\tau] \right]^\top \text{ for a natural number } \tau; \quad (4)$$
We set
\[
S^\top_t X^\top_i \oplus S^\top_t X^\top_i \triangleq \left[ S_{ii}[1] X_i[1] \oplus S_{ii}[1] X_i[1], \ldots, S_{ii}[\tau] X_i[\tau] \oplus S_{ii}[\tau] X_i[\tau] \right]^\top.
\] (5)

We consider a scenario in which \( Tx_i \) intends to send message \( W_i \in \{1, 2, \ldots, 2^{n\lambda_i}\} \) over \( n \) uses of the channel, and messages are uniformly selected and mutually independent of the communication channels. Here, we assume the channel state information at the transmitters (CSIT) is available with a unit time delay (\( Tx_1 \) and \( Tx_2 \) know \( S_{ij}[t-1], i, j = 1, 2 \) at time instant \( t \)). Moreover, we consider an encoder at \( Tx_i \) that encodes message \( W_i \) to the transmitted signal, \( X_i^n \), as follows:
\[
X_i[t] = f_i(W_i, S^{t-1}_i), \quad i = 1, 2,
\] (6)
where \( S^{t-1} = \left[ S[1], S[2], \ldots, S[t-1] \right]^\top \) shows the delayed CSIT at time \( t \) and \( f_i(.) \) is the encoding function that depends on the message \( W_i \) and the delayed CSIT. Furthermore, at receiver \( Rx_i \), we consider a decoder that obtains \( \hat{W}_i \) as the decoded message using the decoding function \( g_i \) as below:
\[
\hat{W}_i = g_i(Y_i^n, S^n), \quad i = 1, 2,
\] (7)
In this work, we assume \( Rx_i \) knows the instantaneous CSI. Therefore, in (7), \( g_i \) is defined as a function of received signal \( Y_i^n \) and instantaneous channel state information. An error happens when \( \hat{W}_i \neq W_i \) and average probability of decoding error is:
\[
e_i^n = \mathbb{E}[\Pr[\hat{W}_i \neq W_i]], \quad i = 1, 2,
\] (8)
where the expected value depends on the random choice of messages at both transmitters. A rate-tuple \( (\lambda_1, \lambda_2) \) is achievable if there exist encoding and decoding functions at the transmitters and the receivers, respectively, that result in \( e_i^n \to 0 \) when \( n \to \infty \). The capacity region, \( \mathcal{C} \), is the closure of all achievable rate-tuples.

B. Stability definitions

In this paper, we assume data bits arrive at \( Tx_i \) according to a Poisson \( (\lambda_i) \) distribution, \( i = 1, 2, 0 \leq \lambda_i \leq 1 \), and the two processes are independent from each other. We further discuss the arrival rates in Remark 3.

We need the following definitions and claim to define the \( \epsilon \)-stable throughput region:
Definition 1. An intended bit for $Rx_i$, $i = 1, 2$, is decodable at time instant $t$ if $Rx_i$ either receives it without any interference or gets sufficient number of equations to recover it by time instant $t$.

Definition 2. The delivered rate by time $n$, $\hat{\lambda}_i^n$, is defined as

$$\hat{\lambda}_i^n = E \left[ \frac{K^n_i}{n} \right], \quad i = 1, 2,$$

where $K^n_i$ is the random variable denoting the number of decodable bits at $Rx_i$ during communication time $n$.

We use $Q_i^{i|0}$ to denote the initial queue into which the newly arrived bits at $Tx_i$, $i = 1, 2$, join. Moreover, we define $Q_i^F$ to describe the final queue whose bits will not be retransmitted. We introduce some intermediate queues in Section IV-A to describe our protocol. We note each data bit in $Q_i^{i|0}$ can: 1) stay in $Q_i^{i|0}$; 2) join $Q_i^F$; 3) join other intermediate queues. Also, we know $\lambda_i$ and $\hat{\lambda}_i^n$ describe the arrival rate at $Q_i^{i|0}$ and $Q_i^F$, respectively. As a result,

Lemma 1. For the system defined above, we have

$$\hat{\lambda}_i^n \leq \text{average departure rate of } Q_i^{i|0}, \quad i = 1, 2,$$

Proof. The proof is straightforward. We know:

i) All delivered bits at $Q_i^F$ come from $Q_i^{i|0}$;

ii) Some bits departed from $Q_i^{i|0}$ may not join $Q_i^F$ (get stuck in other queues).

As a result, $\hat{\lambda}_i^n \leq \text{average departure rate of } Q_i^{i|0}, \quad i = 1, 2$, which proves the claim. \hfill \Box

Furthermore, Loynes theorem in [25] states that:

Theorem 1. (Theorem 3 of [25]) A queue with $E[\text{arrival rate} - \text{departure rate}] < 0$ is stable if the arrival rate and departure rate of the queue are jointly stationary.

In this paper, we note that the arrival rate and departure rate of our initial queues are strictly stationary. So for the initial queue, based on Lemma [1], it suffices that the delivered rate at the corresponding receiver to be greater than the arrival rate at $Q_i^{i|0}$ for $i = 1, 2$. Based on this argument, we define the $\epsilon$-stable region as follows:

Definition 3. The $\epsilon$-stable throughput region is the closure of all arrival rates $(\lambda_1, \lambda_2)$ for which

$$\lambda_i(1 - \epsilon) < \hat{\lambda}_i^n, \quad \text{and} \quad \epsilon \ll 1,$$
can be simultaneously satisfied, \( i = 1, 2 \), as \( n \to \infty \). Here, \( \epsilon \) represents the acceptable error rate, which is the percentage difference between the arrival rate at \( T_{xi} \) and the delivered rate at \( R_{xi} \).

**Remark 1.** We note that if \( \epsilon \) in (11) goes to zero as \( n \to \infty \), then Definition 3 is in agreement with the conventional definition of stability region. However, to make the problem tractable, for finite values of \( n \) used in our simulations, we assign a small value to \( \epsilon \).

In the remaining of this paper for simplicity, we drop \( \epsilon \), and use the term “stable throughput region”. When needed, we specify the value of \( \epsilon \).

In this paper, we intend to compare the capacity and stable throughput regions in two-user interference network with delayed-CSIT. To do this, we derive the outer-bound of stable throughput region in non-homogeneous settings and use simulations to evaluate the results.

### III. MAIN RESULTS

We state our main results in two theorems and one claim.

**Theorem 2.** The set of all rate-tuples \((\hat{\lambda}_1, \hat{\lambda}_2)\) satisfying

\[
\bar{C} \equiv \left\{ \begin{array}{ll}
0 \leq \hat{\lambda}_i \leq (1 - \delta_{ii}), & i = 1, 2, \\
\hat{\lambda}_i + \frac{1 - \delta_{ii} \delta_{ii}}{1 - \delta_{ii}} \hat{\lambda}_i \leq \frac{(1 - \delta_{ii} \delta_{ii}) (1 - \delta_{ii} \delta_{ii})}{(1 - \delta_{ii})}, & i = 1, 2, \bar{i} = 3 - i.
\end{array} \right.
\]

includes the capacity region of the two-user intermittent interference network of Section II-A.

The proof of this theorem is deferred to Appendix A.

**Theorem 3.** The outer-bound region \( \bar{C} \) defined in (12) also serves as an outer-bound for the stable throughput region \( D \) defined in Definition 3.

Proof. We know that the outer-bound region \( \bar{C} \) is derived when all transmitted bits are available at \( t = 0 \). Such a system can easily emulate stochastic arrivals: \( T_{xi}, i = 1, 2 \), generates a random variable with Poisson \( (\lambda_i) \) distribution and selects from the available bits a subset of size equal to the outcome of the random variable at each time. In other words, any stable rate-tuple must be an achievable rate-tuple. This implies that \( D \subset \bar{C} \) and proves the theorem.

In this work, we use simulation to evaluate our results for finite values of \( n \) and small values of \( \epsilon \). Therefore, we define \( \bar{C}_\epsilon \) as the simulated outer-bound region as below:

\[
\bar{C}_\epsilon \equiv \{(\hat{\lambda}_1, \hat{\lambda}_2)|\hat{\lambda}_1, \hat{\lambda}_2 \geq 0, (\hat{\lambda}_1 + \epsilon, \hat{\lambda}_2 + \epsilon) \in \bar{C}\}.
\]

(13)
Claim 1. We propose a linear queue-based transmission protocol that we evaluate through simulations and show $D \equiv \bar{C}_d$ for $\epsilon = 0.01$ under the following cases:

1- Homogeneous channel settings ($\delta_{ij} = \delta, i, j = 1, 2$) when $0 \leq \delta \leq 1$;

2- Symmetric channel settings ($\delta_d = \delta_{ii}, \delta_c = \delta_{i\bar{i}}, i = 1, 2, \bar{i} = 3 - i$) when $\delta_d \leq 0.5$ and $0 \leq \delta_c \leq \frac{1}{2-\delta_d}$;

3- Non-homogeneous settings when $\frac{3-\sqrt{5}}{2} < \delta_{ii} \leq 0.5$, $0 \leq \delta_{i\bar{i}} \leq \frac{3-\sqrt{5}}{2}$, $0.5 \leq \delta_{i\bar{i}} < \frac{1}{2-\delta_{ii}}$, $\delta_{ii} < \delta_{i\bar{i}} \leq 0.5$, $i = 1, 2$, and $\bar{i} = 3 - i$.

4- For symmetric channel settings when $\frac{3-\sqrt{5}}{2} \leq \delta_d \leq 0.5$ and $\frac{1}{2-\delta_d} < \delta_c \leq 1$, we numerically show the inner and outer bounds gap.

Fig. 2 depicts the stable throughput region with delayed-CSIT when $\delta_{11} = 0.4$, $\delta_{12} = 0.6$, $\delta_{22} = 0.2$, and $\delta_{21} = 0.5$. We will explain the details of our transmission protocol in Sections IV and V and show $D \equiv C_d$ in the above cases by simulation in Section VI.

In this work, we define cornerpoint “A” as the point where $\hat{\lambda}_1 = 1 - \delta_{11}$ and $\hat{\lambda}_2$ is maximum. Similarly, we define cornerpoint “B” by changing the users’ labels. Moreover, we define cornerpoint “C” as the sum-rate cornerpoint where $\hat{\lambda}_1 + \hat{\lambda}_2$ is maximum, see Fig. 2.
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Fig. 2. Stable throughput region with Delayed-CSIT when $\delta_{11} = 0.4$, $\delta_{12} = 0.6$, $\delta_{22} = 0.2$ and $\delta_{21} = 0.5$.

### IV. Transmission Protocol

In this section, we propose a general transmission protocol which exploits various queues and coding opportunities to achieve the entire stable throughput region. We focus on homogeneous settings where $\delta_{ij} = \delta$ and divide $\delta$ into three parts as $0 \leq \delta < \frac{3-\sqrt{5}}{2}$, $\frac{3-\sqrt{5}}{2} \leq \delta < 0.5$ and $0.5 \leq \delta \leq 1$. In this section, we explain our transmission protocol for $0 \leq \delta < \frac{3-\sqrt{5}}{2}$ and defer the detailed description of our protocol for other regimes to appendices. Furthermore, we
demonstrate the protocol through the following: (1) Identifying a priority policy to distinguish which queue should send its data bits before others; (2) Defining the update procedure to employ priority policy at each node; (3) Defining control table to determine data movement rules between queues; (4) Introducing some flexible cases which provide a general rule to achieve the entire stable throughput region; (5) Proposing a pseudo-code to explain how to implement our general protocol. The details of our protocol when \( \frac{3-\sqrt{5}}{2} \leq \delta < 0.5 \), \( 0.5 \leq \delta \leq 1 \) and non-homogeneous settings are presented in Appendices C, D, and Section V, respectively. We note that all the operations in our transmission protocol are linear.

A. Constructing virtual Queues at the transmitters

In queue-based transmissions, queues play the main role to handle the data bits. In each queue, we use a subscript \( i \) to describe that the queue stores the data bits which belong to \( \text{T}_x_i \). In addition, all queues with subscript \( i \) are only available at \( \text{T}_x_i \) (i.e. there is no data exchanging between transmitters). Below, we introduce some queues for data controlling:

- \( Q_i^{\emptyset} \) (Initial queue): It is the first queue where each bit of \( \text{T}_x_i \) goes in. It means the newly arrived bits at each time instant must be saved in \( Q_i^{\emptyset} \);

- \( Q_i^{1,2|\emptyset} \) (Common-interest bits): It contains data bits which belong to \( \text{T}_x_i \) and are helpful to both \( \text{Rx}_1 \) and \( \text{Rx}_2 \);

- \( Q_i^{1|\emptyset} \) (Side-information bits at the unintended receiver): It contains the data bits that belong to \( \text{T}_x_i \), needed by \( \text{Rx}_i \), but have become available to \( \text{Rx}_\bar{i} \) without any interference. Thus, \( \text{Rx}_i \) can use these bits as side information in future process;

- \( Q_i^{\bar{1}|\emptyset} \) (Side-information bits at the intended receiver): It contains the bits that belong to \( \text{T}_x_i \) and are helpful to \( \text{Rx}_i \) even though they are available at \( \text{Rx}_i \) without any interference. Hence, \( \text{Rx}_i \) will be able to employ them as side information;

- \( Q_i^{c1} \) (Special queue): If at the time of transmission, the bit of \( \text{T}_x_i \) is either in \( Q_i^{\emptyset} \) or \( Q_i^{1,2|\emptyset} \), \( i = 1, 2 \), and if all links are on (see Table III as an example), then the bit will join \( Q_i^{c1} \).

- \( Q_i^F \): This queue contains the data bit that belongs to \( \text{T}_x_i \) and satisfies the following conditions: (1) \( \text{Rx}_i \) obtains this data bit without interference or receives sufficient number of linearly independent equations to decode it, and (2) the data bit is not considered to be helpful to \( \text{Rx}_\bar{i} \). We note the bits of \( Q_i^F \) will not be retransmitted.

When needed, we will explain when transmitted bits may remain in their respective queues (i.e. no status change).
B. Delivering Options

In this part, we identify two delivering opportunities based on prior values of channel gain $S_{ij}(i, j = 1, 2)$. Later, we will use these opportunities to deliver data bits to the intended destinations by exploiting the side information created due to channel statistics.

Creating common-interest bits: In this category, $Tx_i$ exploits the delayed CSIT to deliver its data bits to $Rx_i$. We use Fig. 3(a) as an example to clarify this point. In Fig. 3(a), $Tx_1$ and $Tx_2$ send out $a_1$ and $b_1$, respectively, at the same time to intended receivers. We assume all channels are on at time $t$ and both receivers obtain $a_1 \oplus b_1$. We observe that if $Tx_1$ delivers $a_1$ to both receivers (in the future), $Rx_1$ attains $a_1$, and $Rx_2$ removes $a_1$ from $a_1 \oplus b_1$ and decodes $b_1$ easily. As a result, $a_1$ is considered as a common interest bit and joins $Q_{1,2}^{1,2}$ and it is not needed to retransmit $b_1$ and $b_1$ joins $Q_{2}^{F}$. In this case, $b_1$ is considered as a virtually delivered bit which means $b_1$ can be decoded by $Rx_2$ if $a_1$ is delivered to $Rx_2$.

Exploiting available side information: In this category, we describe how $Tx_i$ can exploit the available side information at $Rx_i$ to deliver data bits more efficiently. Assume as an example the scenario of Fig. 3(b) where $a_2$ and $b_2$ are transmitted by $Tx_1$ and $Tx_2$, respectively. In this case, $Rx_1$ gets $a_2$ and decodes it successfully, and $Rx_2$ obtains $a_2 \oplus b_2$. We observe that there are two options for transmitters to deliver $b_2$ to $Rx_2$: 1) $Tx_2$ retransmits $b_2$ to $Rx_2$ which can create additional interference at $Rx_1$; 2) $Tx_1$ retransmits $a_2$ to $Rx_2$ which provides a more efficient solution as it does not interfere with $Rx_1$. Therefore, $Tx_1$ can help $Rx_2$ by transmitting $a_2$ ($a_2$ is saved in $Q_{2}^{1,2}$) and $b_2$ is delivered virtually since $Tx_2$ does not retransmit it.

Remark 2. To illustrate the main error in the communication protocol of [23], we consider the example illustrated in Fig. 4 which happens during four time instants $t_1$, $t_2$, $t_3$ and $t_4$. Suppose $Tx_1$ and $Tx_2$ send out $a_1$ and $b_1$, respectively, and only $S_{11}[t]$ and $S_{21}[t]$ are on at time instant.
t_1 (i.e. \( \text{Rx}_1 \) receives \( a_1 \oplus b_1 \)). Similarly, assume \( \text{Tx}_1 \) and \( \text{Tx}_2 \) send out \( a_2 \) and \( b_2 \), respectively, and \( S_{22}[t] \) and \( S_{12}[t] \) are on at time instant \( t_2 \). At time instant \( t_3 \), consider \( \text{Tx}_1 \) and \( \text{Tx}_2 \) transmit \( a_3 \) and \( b_3 \), respectively, and \( S_{11}[t], S_{12}[t], \) and \( S_{22}[t] \) are on. Finally, assume \( \text{Tx}_1 \) and \( \text{Tx}_2 \) send out \( a_4 \) and \( b_4 \), respectively, and \( S_{11}[t], S_{21}[t] \) and \( S_{22}[t] \) are on at time instant \( t_4 \). According to \( \text{[23]} \)'s approach, \( a_1 \rightarrow Q^F_1, b_1 \rightarrow Q^{|\oplus|}_2, a_2 \rightarrow Q^{|\oplus|}_2, b_2 \rightarrow Q^F_2, a_3 \rightarrow Q^{|\oplus|}_1, b_3 \rightarrow Q^F_2, a_4 \rightarrow Q^F_1 \) and \( b_4 \rightarrow Q^{|\oplus|}_2 \) and it is sufficient to deliver \( b_1 \oplus b_4 \) and \( a_2 \oplus a_3 \) to both receivers to recover \( \{a_1, a_2, a_3, a_4\} \) and \( \{b_1, b_2, b_3, b_4\} \) by \( \text{Rx}_1 \) and \( \text{Rx}_2 \), respectively. However, we observe proposed decoding method does not work properly. For example, if \( \text{Rx}_1 \) receives \( b_1 \oplus b_4 \) and \( a_2 \oplus a_3 \), it will decode \( a_2 \) from \( a_2 \oplus a_3 \) but there is no way to decode \( a_1 \) and \( a_4 \) for \( \text{Rx}_1 \). A similar statement holds for \( \text{Rx}_2 \) which cannot decode \( b_2 \) and \( b_3 \). According to our strategy which we will discuss shortly, transmitted bits should join the following queues: \( a_1 \rightarrow Q^F_1, b_1 \rightarrow Q^{|\oplus|}_2, a_2 \rightarrow Q^{|\oplus|}_2, b_2 \rightarrow Q^F_2, a_3 \rightarrow Q^{|\oplus|}_1, b_3 \rightarrow Q^F_2, a_4 \rightarrow Q^F_1 \), and \( b_4 \rightarrow Q^{|\oplus|}_2 \). In this case, it is enough to deliver \( b_1 \) and \( a_2 \) to both receivers, \( a_3 \) to \( \text{Rx}_2 \), and \( b_4 \) to \( \text{Rx}_1 \).

Fig. 4. An example of decoding problem in \( \text{[23]} \) that claims delivering \( b_1 \oplus b_4 \) and \( a_2 \oplus a_3 \) to both receivers is enough to decode the desired bits. However, \( \text{Rx}_1 \) cannot decode \( a_1 \) and \( a_4 \) for example.

We denote the status of bits at the beginning and the end of each time instant by origin and destination queues, respectively. For simplicity, we use the decimal representation of the four-bit \( S[t] \), which we refer to as the Situation Number (SN) as in Table I, and use two queues next to each other separated by commas to indicate the queues (origin or destination) at both transmitters.

| SN | \( S[t] \) | SN | \( S[t] \) | SN | \( S[t] \) | SN | \( S[t] \) |
|----|----------|----|----------|----|----------|----|----------|
| 1  | [1, 1, 1, 1] | 5  | [1, 0, 0, 0] | 9  | [0, 0, 1, 0] | 13 | [0, 1, 0, 0] |
| 2  | [1, 0, 1, 1] | 6  | [1, 0, 0, 1] | 10 | [0, 1, 1, 0] | 14 | [0, 0, 0, 1] |
| 3  | [1, 1, 1, 0] | 7  | [1, 1, 0, 0] | 11 | [0, 1, 0, 1] | 15 | [1, 0, 1, 0] |
| 4  | [1, 0, 1, 0] | 8  | [1, 1, 0, 1] | 12 | [0, 1, 1, 1] | 16 | [0, 0, 0, 0] |
C. XOR Opportunities

In this part, we discuss XOR opportunities to construct common interest bits based on the constraints explained in Section IV-B. We note that the data bits leave their origin queues immediately after XOR combination happens. We show that three XOR options exist as below:

- **XOR between \( Q^c_i \) and \( Q^{\bar{c}i}_i \)**:

  Suppose \( a_1 \) and \( b_1 \) are available in \( Q^{1,2|0}_1, Q^{2|0}_2 \) and SN-1 happens and in another time instant, \( a_2 \) and \( b_2 \) are the available bits in \( Q^{1|0}_1, Q^{2|0}_2 \) and SN-15 occurs (as Fig. 5). According to the definition of \( Q^c_i \), we consider \( a_1 \) and \( b_1 \) as communication bits. Also, \( a_2 \) and \( b_2 \) are received by unintended receivers and \( Rx_i \) can consider them as side information (\( a_2 \rightarrow Q^{1|2}_1 \) and \( b_2 \rightarrow Q^{2|1}_2 \)). In this part, we show that delivering \( a_1 \oplus a_2 \) and \( b_1 \oplus b_2 \) to both receivers leads to deliver \( \{a_1, a_2\} \) and \( \{a_1, b_1, b_2\} \) to \( Rx_1 \) and \( Rx_2 \), respectively. We describe the details of decoding procedure at \( Rx_1 \) as an example. If \( a_1 \oplus a_2 \) and \( b_1 \oplus b_2 \) are delivered to \( Rx_1 \), it uses \( b_2 \) and \( b_1 \oplus b_2 \) to decode \( b_1 \) and then employs \( b_1 \) to get \( a_1 \) from \( a_1 \oplus b_1 \) and uses \( a_1 \) to decode \( a_2 \) from \( a_1 \oplus a_2 \). Similarly, \( Rx_2 \) decodes its desired data bits. Hence, combining \( Q^c_i \) and \( Q^{\bar{c}i}_i \) is a XOR model in our network. At this time, \( Tx_i \) omits the bits from \( Q^c_i \) and \( Q^{\bar{c}i}_i \) and puts XORed bit in \( Q^{1,2|0}_i \), \( i \in \{1, 2\} \).

![Fig. 5. Consider SN-1 and SN-15 happen at two different time instants when \( Q^{1,2|0}_1, Q^{2|0}_2 \) and \( Q^{1|0}_1, Q^{2|0}_2 \) are the origin queues, respectively. It is enough to deliver \( a_1 \oplus a_2 \) and \( b_1 \oplus b_2 \) to both receivers. Thus, combining \( Q^c_i \) and \( Q^{\bar{c}i}_i \) is a XOR opportunity.](image)

- **XOR between \( Q^c_i \) and \( Q^{\bar{c}i}_i \)**:

  Assume \( a_1 \) and \( b_1 \) are available in \( Q^{1,2|0}_1, Q^{2|0}_2 \) and SN-1 happens and in two other time instants, \( \{a_2, b_2\} \) and \( \{a_3, b_3\} \) are the available bits in \( Q^{1|0}_1, Q^{2|0}_2 \) and SN-2 and SN-13 occur, respectively. Based on delivering options in Section IV-B and definition of \( Q^c_i \), we find that \( a_1 \rightarrow Q^c_i \), \( b_1 \rightarrow Q^c_i \), \( a_2 \rightarrow Q^{211}_2 \), \( b_2 \rightarrow Q^F_2 \), \( a_3 \rightarrow Q^F_1 \), and \( b_3 \rightarrow Q^{1|2}_2 \). We indicate that it is enough to deliver \( a_1 \oplus a_2 \) and \( b_1 \oplus b_3 \) to both receivers. At this time, we describe decoding procedure for \( Rx_2 \) as an instance and it is similar for \( Rx_1 \). In Fig. 6, \( Rx_2 \) recovers \( b_1 \) by removing \( b_3 \) from \( b_1 \oplus b_3 \) and then uses \( b_1 \) to decode \( a_1 \) from linear combination in SN-1. Furthermore, \( Rx_2 \) obtains
from $a_1 \oplus a_2$ and uses $a_2$ to decode $b_2$ from $a_2 \oplus b_2$. As a result, $Q_i^{c_1}$ and $Q_i^{b_2|i}$ is a XOR opportunity and bits leave $Q_i^{c_1}$ and $Q_i^{b_2|i}$ and XORed bits move to $Q_i^{1,2|0}$, $i \in \{1,2\}$.

Fig. 6. Suppose SN-1, SN-2 and SN-3 occur at three different time instants. We show that by delivering $a_1 \oplus a_2$ and $b_1 \oplus b_3$ to both receivers, $Rx_i$, $i \in \{1,2\}$ can decode its desired bits. Therefore, $Q_i^{c_1}$ and $Q_i^{b_2|i}$ create a XOR opportunity.

- **XOR between $Q_i^{\bar{c}_i|i}$ and $Q_i^{\bar{b}_2|i}$:**

We describe this XOR combination through an example of decoding procedure for $Rx_1$. Imagine SN-2 and SN-14 happen at two time instants when $Q_1^{1|0}$, $Q_2^{2|0}$ are the origin queues (as in Fig. 7). According to delivering option in Section IV-B and definition of $Q_i^{\bar{c}_i|i}$, we find that $a_1 \rightarrow Q_1^{2|1}$, $b_1 \rightarrow Q_2^{F}$, $a_2 \rightarrow Q_1^{1|2}$, and $b_2 \rightarrow Q_2^{2|0}$. We show that by delivering $a_1 \oplus a_2$ to both receivers, $Rx_1$ obtains $a_2$ by removing $a_1$ from $a_1 \oplus a_2$ and $Rx_2$ obtains $a_1$ from $a_1 \oplus a_2$ and uses $a_1$ to decode $b_1$ from $a_1 \oplus b_1$. Thus, $Q_i^{\bar{c}_i|i}$ and $Q_i^{\bar{b}_2|i}$ can be considered as a XOR combination, and $a_1$ and $a_2$ leave $Q_1^{1|2}$ and $Q_1^{2|1}$, and XOR value of them joins $Q_1^{1,2|0}$. Similar statement holds for $Rx_2$ when SN-3 and SN-13 happen at two time instants.

Fig. 7. Assume SN-2 and SN-14 happen at two time instants. In this case, by delivering $a_1 \oplus a_2$ to both receivers, $Rx_1$ obtains $a_1$ and $a_2$ and it makes a XOR combination between $Q_i^{\bar{c}_i|i}$ and $Q_i^{\bar{b}_2|i}$.

To use the benefits of delivering options and XOR combinations, the transmitted bits should be tracked at each node. We will describe how each node can track the transmitted bits without any confusion in Section IV-H.

D. Priority Policy

In non-stochastic queue-based transmissions, all data bits are available in $Q_i^{\bar{c}_i|i}$ at time instant $t = 0$ and transmission strategy is divided into two phases [16]. During the first phase, transmitters
send their data bits and find some combining opportunities between data bits in the second phase. However, in stochastic arrivals, the data bits are arriving during communication time. As we discussed in Section [V-A], we have six different virtual queues at each transmitter which result in 36 different combinations as origin queues in our network. We know that one of them is \( Q_{F1}^{F}, Q_{F2}^{F} \) which cannot be considered as the origin queues because the bits in these queues are already delivered. Therefore, we have 35 different active origin queues and it is essential to determine which data bits have higher priority to send at each time instant. Hence, we assign a priority policy (see Table II) to determine which bits should be sent before others. Since common interest bits include more information rather than other bits (i.e. they help both receivers to decode their desired bits) \( Q_{i}^{1,2|\emptyset} \) has highest priority. \( Q_{i}^{i|\emptyset} \) contains new arrived bits at \( Tx_{i} \) and occupies second place. Usually, \( Tx_{i} \) should deliver desired bits to \( Rx_{i} \) and some of the times, it is beneficial to deliver the interfering bit to \( Rx_{\bar{i}} \). Therefore, we assign third and fourth priority to \( Q_{i}^{i|i} \) and \( Q_{\bar{i}}^{i|i} \), respectively. Next place is occupied by \( Q_{i}^{c1} \) which contains the bits which provide XOR options for transmitters. The main role of \( Q_{i}^{c1} \) is providing XOR opportunities that simultaneously deliver data bits to both receivers. We note that each node needs the number of data bits in all queues to use Table II. However, only \( Tx_{i} \) knows the number of available bits in \( Q_{i}^{i|\emptyset} \). Thus, in next section, we define update procedure to help all nodes learn the number of available bits in initial queues.

TABLE II

| Priority | Queue | Policy |
|----------|-------|--------|
| 1        | \( Q_{i}^{1,2|\emptyset} \) | If there is a bit in \( Q_{i}^{1,2|\emptyset} \) |
| 2        | \( Q_{i}^{i|\emptyset} \) | If \( Q_{i}^{1,2|\emptyset} \) is empty and there is a bit in \( Q_{i}^{i|\emptyset} \) |
| 3        | \( Q_{i}^{i|i} \) | If \( Q_{i}^{1,2|\emptyset} \) and \( Q_{i}^{i|\emptyset} \) are empty and there is a bit in \( Q_{i}^{i|i} \) |
| 4        | \( Q_{\bar{i}}^{i|i} \) | If \( Q_{i}^{1,2|\emptyset} \), \( Q_{i}^{i|\emptyset} \) and \( Q_{i}^{i|i} \) are empty and there is a bit in \( Q_{\bar{i}}^{i|i} \) |
| 5        | \( Q_{i}^{c1} \) | If all other queues are empty and only there is a bit in \( Q_{i}^{c1} \) |

E. Update

The bits arrived during the interval between two consecutive updates will not be transmitted until the next update happens. The new update will enable all other nodes to follow the status of the bits correctly. Each transmitter runs its update every \( L \) time instants. For reasonably large values of \( L \), using concentration results, we can show the number of newly arrived bits
at transmitter $i$ is close to the expected value, $\lambda_i L$. Since $\lambda_i \leq 1$, the overhead associated with the updates is upper bounded by $\log(L)/L$ bits per channel use. Further, we note that each channel use accommodates a bit in the forward channel that represents a data packet of potentially thousands of bytes. In essence, the overhead can be made arbitrarily small and will not affect the rates. We also note that $L$ would be a modest finite number and the asymptotic information-theoretic schemes, such as the one in [16], cannot be used in this case. In the description of the transmission protocol, we ignore the overhead associated with the updates.

Also, as we will describe later in Section IV-G, $\text{Tx}_i, i = 1, 2$ notifies other nodes of changes in its arrival rate during the update procedure. Similar to the above, we can show that the overhead associated with this notification is negligible.

F. Control Table

Stochastic data arrival introduces new challenges when compared to the non-stochastic model as we discussed. In this section, we define a control table to describe how data bits move from the origin to the destination queues when $0 \leq \delta < \frac{3-\sqrt{5}}{2}$ based on different SNs. There are 35 possible combinations of the origin queues and 16 SNs. Hence, the control table would be of size $35 \times 16$ (available online at [26]) and describes the movement rules. We will describe the details of the control table when $Q_1^{1,2|0}, Q_2^{2|0}$ are the origin queues as an example in Appendix B. Here, we propose a general rule: (1) if there is only one choice for destination queues, then that option will be chosen, and (2) when more than one choice is available, the rule selects the destination queues (called destination queues that provide more XOR opportunities) that result in a higher number of bits available to create XOR combinations described in Section IV-C. Further, there are cases according to Table III that involve flexible choice of destination queues. In Table III, we define random variable $P[t] \in \{A, B, C\}$ to explain how the flexible destination queues are

| Flexible ID | SN | $P[t] = A$ | $P[t] = C$ | $P[t] = B$ | Flexible ID | SN | $P[t] = A$ | $P[t] = C$ | $P[t] = B$ |
|-------------|----|-------------|-------------|------------|-------------|----|-------------|-------------|------------|
| $F_1$       | 1  | $Q_1^1, Q_2^{1,2|0}$ | $Q_1^{1,2|0}, Q_2^2$ | $F_5$      | 2  | $Q_1^1, Q_2^{2|1}$ | $Q_1^{2|1}, Q_2^2$ |
| $F_2$       | 1  | $Q_1^1, Q_2^{2|1}$ | $Q_1^{1,2|0}, Q_2^2$ | $F_6$      | 3  | $Q_1^1, Q_2^{2|2}$ | $Q_1^{2|2}, Q_2^2$ |
| $F_3$       | 1  | $Q_1^1, Q_2^{2|1}$ | $Q_1^{1,2|0}, Q_2^2$ | $F_7$      | 8  | $Q_1^1, Q_2^{2|2}$ | $Q_1^{2|2}, Q_2^2$ |
| $F_4$       | 1  | $Q_1^1, Q_2^{1|2}$ | $Q_1^{1,2|0}, Q_2^2$ | $F_8$      | 12 | $Q_1^1, Q_2^{2|1}$ | $Q_1^{2|1}, Q_2^2$ |

we define random variable $P[t] \in \{A, B, C\}$ to explain how the flexible destination queues are
determined at time instant \( t \). Specifically, we assign the name of different cornerpoints of the stability region as the possible events of \( P[t] \) to indicate that Table III follows the rule of the same name cornerpoint to determine the flexible destination queues. This way, we find different values of \( P[t] \) as follows: \( P[t] = A \) : We know \( \lambda_1 > \lambda_2 \) at cornerpoint A. Thus, we determine the destination queues such that \( T_x_2 \) helps \( T_x_1 \) delivering the intended bits to \( R_x_1 \); \( P[t] = C \) : In [16], authors show that when \( 0 \leq \delta \leq \frac{3-\sqrt{5}}{2} \), the number of bits in \( Q_i^F \) is greater than or equal to the number of bits in \( Q_i^i \). Hence, to avoid congestion, we pick the queues that store fewer bits in \( Q_i^j \); \( P[t] = B \) : We use the same strategy as \( P[t] = A \) by changing the users’ labels. Below, we illustrate the details of flexible destination queues when bits \( a \) and \( b \) are in the origin queues and \( 0 \leq \delta \leq \frac{3-\sqrt{5}}{2} \). We will describe the probability of each outcome later.

\( \diamond F_1 \) : This case occurs when \( Q_1^{1,0}, Q_2^{2,0} \) are the origin queues and SN-1 happens. At this time, both receivers obtain \( a \oplus b \) from the transmitters. Here, there are three choices for destination queues as: \( P[t] = A \) : In this case, if \( T_x_2 \) delivers \( b \) to both receivers, \( R_x_2 \) gets the desired bit and \( R_x_1 \) decodes \( a \) using \( b \) and \( a \oplus b \). Therefore, \( a \) goes to \( Q_1^F \) and \( b \) saves in \( Q_2^{1,2,0} \). This way, \( R_x_1 \) uses side information from \( T_x_2 \) to decode its desired bit; \( P[t] = C \) : Based on the definition of \( Q_i^{i,0} \) in Section IV-A, \( a \rightarrow Q_1^{c_1} \) and \( b \rightarrow Q_2^{c_1} \). However, we know: 1) In Table III, SN-1 happens most frequently since \( 0 \leq \delta \leq \frac{3-\sqrt{5}}{2} \); 2) \( Q_i^{c_1} \) has the lowest priority in Table II and transmitters only need to deliver one of \( a \) or \( b \) to both receivers. As a result, in half of the communication time, we store the data bit of \( Q_i^{c_1} \) in \( Q_i^{1,2,0} \) and move its data bit to \( Q_i^F \) in the other half; \( P[t] = B \) : By changing the users’ labels in \( P[t] = A \), we find \( Q_1^{1,2,0}, Q_2^F \) as the destination queues; \( \diamond F_2 \) : In this part, the origin queues is one of \( \{Q_1^{1,0}, Q_2^{2,1}\}, \{Q_1^{2,0}, Q_2^{1,0}\}, \{Q_1^{2,1}, Q_2^{2,1}\}, \{Q_1^{2,1}, Q_2^{1,2,0}\}, \{Q_1^{2,1}, Q_2^{2,1}\} \) and SN-1 occurs. We describe the details for \( Q_1^{1,0}, Q_2^{2,1} \) as an example. In this case, both receivers obtain \( a \oplus b \) which leads to two choices for destination queues as follows: \( P[t] = A \) or \( C \) : In this choice, if \( T_x_2 \) delivers \( b \) to its intended receiver, \( R_x_2 \) obtains its desired bit. Then, \( R_x_1 \) uses \( a \oplus b \) and side information in \( Q_2^{2,1} \) to decode \( a \). As the result, \( Q_1^F, Q_2^{2,1} \) are the destination queues. We note that \( Q_1^F, Q_2^{2,1} \) are considered as destination queues for \( P[t] = C \) since they do not increase the bits in \( Q_i^i \), \( P[t] = B \) : In this case, \( \lambda_2 > \lambda_1 \) and if \( T_x_1 \) delivers \( a \) to unintended receiver, then \( R_x_2 \) applies \( a \) to \( a \oplus b \) and attains the desired bit. Then, \( R_x_1 \) uses the side information in \( Q_2^{2,1} \) to decode \( a \), and \( Q_1^{1,1}, Q_2^F \) are destination queues; \( \diamond F_3 \) : The destination queues of this case are similar to \( F_1 \) where \( a \) and \( b \) are available in one of \( \{Q_1^{1,0}, Q_2^{2,0}\}, \{Q_1^{2,0}, Q_2^{2,0}\} \) or \( \{Q_1^{2,1}, Q_2^{2,0}\} \) and SN-1 shows the channel realizations;

\( \diamond F_4 \) : This case demonstrates the flexible destination queues when desired bits are available in
one of origin queues \( \{Q_{1}^{1\|0}, Q_{2}^{1\|2}\} \), \( \{Q_{1}^{1\|2}, Q_{2}^{2\|0}\} \), \( \{Q_{1}^{1\|2}, Q_{2}^{1\|2}\} \), \( \{Q_{1}^{1\|2}, Q_{2}^{1\|0}\} \) or \( \{Q_{1}^{1\|2}, Q_{2}^{1\|2}\} \) and SN-1 happens. The procedure of this case is similar to F2 by changing the users’ labels; 

\( \diamond \) F5: Assume that \( \{Q_{1}^{1\|0}, Q_{2}^{2\|1}\} \) or \( \{Q_{1}^{1\|2}, Q_{2}^{2\|1}\} \) are the origin queues and SN-2 occurs. In this case, Rx1 receives a and Rx2 gets \( a \oplus b \). Here, we illustrate the details for \( Q_{1}^{1\|2}, Q_{2}^{2\|1} \) as an example. We find two choices for destination queues as follows: \( P[t] = B \) : In this choice, if Tx1 delivers a to its unintended receiver, Rx2 gets a easily. Then, Rx2 uses a and \( a \oplus b \) to decodes b. Also, Rx1 obtains a directly from Tx1. As the result, \( a \rightarrow Q_{1}^{2\|1} \) and \( b \rightarrow Q_{2}^{2\|1} ; P[t] = A \) or \( C \) : By delivering b to Rx2, it applies b to \( a \oplus b \) and gets a and Rx1 receives a directly from Tx1. Therefore, \( Q_{1}^{2\|1}, Q_{2}^{2\|1} \) are the destination queues which do not increase the number of bits in \( Q_{i}^{\|i} \). As a result, \( Q_{1}^{2\|1}, Q_{2}^{2\|1} \) are the destination queues for both \( P[t] = A \) and \( P[t] = C \); 

\( \diamond \) F6: Suppose data bits are available in \( \{Q_{1}^{1\|2}, Q_{2}^{0\|0}\} \) or \( \{Q_{1}^{1\|2}, Q_{2}^{2\|0}\} \) and SN-3 happens. The procedure of this case is similar to F5 by changing the users’ labels;

\( \diamond \) F7: If \( \{Q_{1}^{1\|0}, Q_{2}^{1\|2}\} \) or \( \{Q_{1}^{1\|2}, Q_{2}^{1\|2}\} \) are the origin queues and SN-8 occurs. We describe the details when \( Q_{1}^{1\|0}, Q_{2}^{1\|2} \) are the origin queues as an example. In this case, Rx1 gets \( a \oplus b \) and Rx2 receives a. Here are two choices for destination queues: \( P[t] = A \) : By delivering b to Rx1, it uses \( a \oplus b \) and b to decode a. Hence, \( a \rightarrow Q_{1}^{1\|2} \) and \( b \rightarrow Q_{2}^{1\|2} ; P[t] = B \) or \( C \) : If Tx1 delivers a to Rx1, it gets a and decodes b using a and \( a \oplus b \). Hence, \( a \rightarrow Q_{1}^{1\|2} \) and \( b \rightarrow Q_{2}^{1\|2} \) which do not increase the bits in \( Q_{i}^{\|i} \); 

\( \diamond \) F8: This case contains \( \{Q_{1}^{2\|1}, Q_{2}^{2\|0}\} \) or \( \{Q_{1}^{2\|1}, Q_{2}^{1\|2\|0}\} \) as the origin queues when SN-12 occurs, and the procedure of this case is similar to F7 by changing the users’ labels.

**G. Finding the corresponding cornerpoint in Table III**

In this part, we explain how our proposed transmission protocol generates \( P[t] \). We define \( p_A \), \( p_B \) and \( p_C \) as the probability of A, B and C, respectively. It is clear that \( 0 \leq p_A, p_B, p_C \leq 1 \) and \( p_A + p_B + p_C = 1 \). We use \( \lambda_i^A \), \( \lambda_i^B \), and \( \lambda_i^C \) to denote the rate at cornerpoint A, B, and C at user i, respectively. To describe the above probabilities, we divide stable throughput region into five different zones (Fig. 8) as follows:

\( Z_1 \) : This region in the convex hull of the following points: \((0, 0), (\lambda_i^C, 0), (0, \lambda_i^C) \) and \( (\lambda_i^C, \lambda_2^C) \). We note that under certain conditions, the cornerpoint C could be equal to \((1 - \delta_{11}, 1 - \delta_{22})\) in which case the entire region is covered by \( Z_1 \);

\( Z_2 \) : This zone is a convex hull which is confined by \( (\lambda_i^C, 0), (\lambda_i^A, 0), (\lambda_i^A, \lambda_2^A) \) and \( (\lambda_i^C, \lambda_2^A) \). We use \( p_A = 1 \) in this region since \( \lambda_1 > \lambda_2 \) and arrival rates are not close to the boundary points
between cornerpoint A and C.

\( Z_3 \): This zone contains a convex hull which is surrounded by \((0, \lambda_2^C), (0, \lambda_2^B), (\lambda_1^B, \lambda_2^B)\) and \((\lambda_1^B, \lambda_2^C)\). Similar to \( Z_2 \), we determine the corresponding cornerpoint using \( p_B = 1 \);

\( Z_4 \): This area is in the convex hull which is confined by cornerpoints A and C and \((\lambda_1^C, \lambda_2^A)\).

We note that \( Z_4 \) includes the boundary points between cornerpoints A and C and \((\lambda_1^C, \lambda_2^A)\). We use linear equations in (14) and (15) to describe the relation between \( p_A \) and \( p_C \) such that \( p_A = 1 \) and \( p_C = 1 \) at cornerpoints A and C, respectively;

\( Z_5 \): This zone shows the area between \( Z_1 \), \( Z_3 \) and the outer-bound of stable throughput region which contains the boundary points between cornerpoints C and B. Similar to \( Z_4 \), in this area, \( p_C \neq 0 \) and \( p_B \neq 0 \) and they are linearly related based on (14) and (15).

According to these different zones, we define \( p_C \) as

\[
p_C = \begin{cases} 
\frac{\Delta_z - \Delta \lambda}{\Delta_z - |\lambda_2^C - \lambda_1^C|}, & (\lambda_1, \lambda_2) \in Z_4 \text{ or } Z_5, \\
1, & (\lambda_1, \lambda_2) \in Z_1, \\
0, & (\lambda_1, \lambda_2) \in Z_2 \text{ or } Z_3,
\end{cases}
\]

where \( \Delta_z = \begin{cases} |\lambda_2^A - \lambda_1^A|, & (\lambda_1, \lambda_2) \in Z_4, \\
|\lambda_2^B - \lambda_1^B|, & (\lambda_1, \lambda_2) \in Z_5,
\end{cases} \) and \( \Delta \lambda = |\lambda_2 - \lambda_1| \), and \( p_A \) and \( p_B \) are written as

\[
p_A = \begin{cases} 
1 - p_C, & (\lambda_1, \lambda_2) \in Z_4, \\
1, & (\lambda_1, \lambda_2) \in Z_2, \\
0, & \text{otherwise},
\end{cases}
\]

\[
p_B = \begin{cases} 
1 - p_C, & (\lambda_1, \lambda_2) \in Z_5, \\
1, & (\lambda_1, \lambda_2) \in Z_3, \\
0, & \text{otherwise}.
\end{cases}
\]  

According to (14) and (15), there are at most two non-zero probabilities in each zone that complement each other. Therefore, our transmission protocol can generate \( P[t] \) with Bernoulli distribution. However, to track the destination queues, all network nodes need to get the same
outcome from $P[t]$ at each time instant. To do this, network nodes will generate $P[t]$ in a “deterministic” fashion using a pseudo-random number generator with a common starting seed.

**Remark 3.** We note each node determines the current zone of Fig. 8 based on $(\lambda_1, \lambda_2)$. We assume the arrival rates are stationary and may change slowly over time. In particular, the arrival rates remain constant for a sufficiently large number of time instants such that the system reaches stability. Then, if $\text{Tx}_i$ finds its arrival rate has changed, it informs other nodes of this change during the update procedure as described in Section IV-E. To ensure all bits are treated by the delivery time according to the same transmission policy, when rates change, transmitters can halt communications for $o(n)$ as further described when we study bit lifetime in Section VI-C. We note that this pause will not affect the overall rates when $n$ is sufficiently large.

Moreover, to calculate $P[t]$ for any $(\lambda_1, \lambda_2) \in \mathcal{D}$, all nodes: 1) Find the current stability zone based on $(\lambda_1, \lambda_2)$; 2) Use (14) and (15) to obtain $p_A$, $p_B$ and $p_C$; 3) Run a pseudo-random number generator with a common starting seed to generate $P[t]$.

### H. Tracking the status of the transmitted bits

In this part, we show that if all signals are delivered successfully, $\text{Rx}_i$ will have sufficient number of linearly independent equations to decode all data bits. Moreover, we prove that each network node can track the status of any transmitted bit with no confusion. To do this, we present the following remark to explain different types of delivered data bits:

**Remark 4.** Data bits are delivered through: 1) Actual delivery: $\text{Rx}_i$ obtains the bit directly from $\text{Tx}_i$ with no interference; 2) Virtual delivery: $\text{Rx}_i$ needs future bits from $\text{Tx}_i$ to recover its own bit; 3) XORed delivery: In this case, the non-XORed bit gets XOR with other bit, and then the XORed bit may get another XOR combination or be delivered actually or virtually. We say that virtual and XORed delivery describe the necessary equations for decodable bits at $\text{Rx}_i$.

**Claim 2.** Assuming successful delivery of all signals according to the strategy described above, $\text{Rx}_i$, $i = 1, 2$ has sufficient number of linearly independent equations to decode all its desired data bits.

**Proof.** We prove the claim for $\text{Rx}_1$, and a similar statement holds for $\text{Rx}_2$. It suffices to prove the claim for the XORed bits as actual/virtual delivery (see Remark 4) do not require further action.
First, we show that the claim holds at \( t = 1 \). Data bit is available in \( Q_1^{1|0} \) and can be delivered through actual or virtual delivery. In Section \[IV-B\] we showed how \( \text{Tx}_2 \) helps \( \text{Rx}_1 \) to recover its desired bit in virtual delivery, and thus, \( \text{Rx}_1 \) gets sufficient number of linearly independent equations to recover the desired bit;

Second, we show that if the claim holds for time instant \( t \), then it also holds for time instant \( t + 1 \). Suppose, \( \text{Rx}_i, i = 1, 2 \) has sufficient number of linearly independent equations to decode all data bits at the end of time instant \( t \). At time instant \( t + 1 \), \( \text{Tx}_3 \) can deliver the data bit through actual, virtual, or XORed delivery to \( \text{Rx}_1 \). As we discussed in Sections \[IV-B\] and \[IV-C\] by delivering participated bits in delivering options and XOR models, \( \text{Rx}_1 \) gets sufficient number of linearly independent equations to recover its desired bits. This completes the proof.

In addition, to show all bits are tractable at each network node, we assume the control and the priority tables are shared with all nodes prior to communication. As detailed in Section \[IV-E\] the transmitters regularly announce the number of newly arrived bits. Then, we have the following claim whose proof is presented in Appendix \[E\].

**Lemma 2.** Given the available information at each node as described above, the status of all bits at each transmitter can be tracked correctly at any other node.

1. **Pseudo code of protocol**

We present a pseudo code, Algorithm 1 to explain how \( \text{Tx}_i \) implements the general transmission protocol. At each time instant, newly arrived bits go to \( Q_i^{1|0} \), and \( \text{Tx}_i \) selects the origin queues with the highest priority. Later with delayed CSI, \( \text{Tx}_i \) determines the destination queues. Finally, \( \text{Tx}_i \) checks the XOR opportunities and if available, it stores the XORed bit in \( Q_i^{1,2|0} \) and removes the corresponding bits from their queues.

V. **TRANSMISSION PROTOCOL FOR NON-HOMOGENEOUS SETTINGS**

So far we explained the details of the transmission protocol for the homogeneous settings. In this section, we focus on non-homogeneous settings.

A. **Symmetric Settings**

In this case, we assume that the erasure probabilities of direct channels from \( \text{Tx}_i \) to \( \text{Rx}_i \) are equal (i.e. \( \delta_{ii} = \delta_d, i = 1, 2 \)), and similarly for cross channels from \( \text{Tx}_i \) to \( \text{Rx}_\bar{i} \), we have
Algorithm 1 Pseudo code for general transmission protocol at time instant $t$

1: Save newly arrived bits in $Q_i^{[0]}$; \\
2: Receive $S[t-1]$ as delayed CSIT from both receivers; \\
3: Determine the destination queues using $S[t-1]$ and the origin queues of time instant $t - 1$ such that \\
4: if the origin queues belong to $\{F_1, F_2, \ldots, F_8\}$ then \\
5: Use Table [III] to find the destination queues; \\
6: else if there is more than one choice for destination queues then \\
7: Choose destination queues that provide more XOR opportunities based on our general rule in Section [IV-F]; \\
8: else \\
9: Select the only option for destination queues; \\
10: end if \\
11: if XOR combination happens then \\
12: Create XORed bit and save it in $Q_i^{1,2[0]}$; \\
13: Remove the bits (which participate in XOR combination) from their queues. \\
14: end if \\
15: Select the origin queues at time instant $t$ with highest priority based on Table [II]; \\
16: Transmit the data bits from the origin queues.

$\delta_i^* = \delta_c$, $i = 1, 2$, $\bar{i} = 3 - i$. In this work, we focus on $0 \leq \delta_d \leq 0.5$ and $0 \leq \delta_c \leq \frac{1}{2-\delta_d}$ and observe that, compared to transmission protocol in homogeneous settings, we only need to change the flexible destination queues. Here, we explain the details when $0 \leq \delta_d \leq \frac{3-\sqrt{5}}{2}$ as follows:

1) $0 \leq \delta_c < \delta_d$: In this case, all channels have low erasure probabilities and cross channels are stronger than direct channels. Therefore, we update all flexible destination queues such that more bits go to $Q_i^{2[i]}$ when $P[t] = C$. To clarify the procedure, we consider an example. Suppose $Q_1^{1,2[0]}, Q_2^{2[1]}$ are the origin queues and $F_5$ happens. As we discussed in Table [III], $Q_1^{2[1]}, Q_2^{F}$ and $Q_1^{F}, Q_2^{2[1]}$ are two choices for destination queues. Here, we select $Q_1^{2[1]}, Q_2^{F}$ which lead more bits to $Q_i^{2[i]}$. Similar statement also holds for other flexible cases;

2) $\delta_d < \delta_c \leq \frac{1}{2-\delta_d}$: In this interval, direct channels are stronger than cross links. Thus, we deliver more bits through the direct channels, and this leads to similar strategy as Table [III].
Similarly, we can obtain the destination queues when \( \frac{3 - \sqrt{5}}{2} \leq \delta_d \leq 0.5 \).

B. Non-homogeneous settings

In this part, we consider all channels have different erasure probabilities and design the transmission protocol based on different \( \delta_{ij} \) values. To do this, we extend the flexible destination queues to all cases which deal with more than one option for destination queues. In this work, we focus on the case when \( \frac{3 - \sqrt{5}}{2} < \delta_{ii} \leq 0.5 \), \( 0 \leq \delta_{ii} \leq \frac{3 - \sqrt{5}}{2} \) and \( 0.5 \leq \delta_{ii} < \frac{1}{2 - \delta_{ii}} \) and \( \delta_{ii} < \delta_{ii} \leq 0.5 \).

We note that flexible cases when \( P[t] \neq C \) are similar to Table III. However, we observe that non-symmetric channel gains lead to non-symmetric cornerpoint C. Thus, we select the queues that help data bits to be delivered through the stronger channels in future. In other words, we choose the destination queues correspond to the links with lower erasure probabilities. Suppose an example to clarify this procedure where \( a \) and \( b \) are available in \( Q_{1,2}^{1,2}; Q_{2}^{2,1} \), above channel conditions hold for \( i = 1 \), and SN-2 happens. We can show that there are two options for destination queues: 1) \( Q_{1}^{F}, Q_{2}^{2,1} \): In this option, \( \text{Tx}_2 \) delivers \( b \) to \( \text{Rx}_2 \) through \( S_{22}[t] \); 2) \( Q_{1}^{2,1}, Q_{2}^{2} \): In this case, \( \text{Tx}_1 \) delivers its data to unintended receiver through the cross link. Based on channel gains, we select \( Q_{1}^{F}, Q_{2}^{2,1} \) since \( S_{22}[t] \) is stronger than \( S_{12}[t] \). Similar statements also hold for other flexible destination queues.

**Remark 5.** We note that Algorithm 1 describes our general transmission protocol for any erasure probabilities and the non-homogeneous setting. To do this, we only need to update the flexible destination queues based on different \( \delta_{ij} \) values.

VI. Simulation

In this section, we provide simulation results of our proposed scheme (the corresponding Python code is available online at [26]).

A. Stable Throughput Region vs. Capacity Region

We compare the stable throughput region of our proposed scheme for stochastic data bit arrivals under non-homogeneous channel assumption with our generalized information-theoretic outer-bounds with delayed-CSIT in (12). We make the following assumptions in our simulations: 1) Data bits arrive at \( \text{Tx}_i \) according to a Poisson \( (\lambda_i \in [0, 1]) \) distribution, \( i = 1, 2 \), where \( \lambda_i \) increases in 0.001 increments and each transmitter can send at most one bit per time instant; 2)
Channel coefficient of each link between Tx\textsubscript{i} and Rx\textsubscript{j} at each time instant is a Bernoulli random variable (S\textsubscript{ij}(t) \sim B(1 - \delta_{ij})) and is distributed independently from other users and across time;  
3) We consider two different regimes based on the results of \cite{16} and our generalized outer-bounds in (12), to select the values of \( \delta_{ij} \) in non-homogeneous channels as: i) \( 0 \leq \delta_{\bar{i}i} \leq \frac{1}{2 - \delta_{ii}} \), \( i = 1, 2, \bar{i} = 3 - i \) where capacity region is known; ii) \( \frac{1}{2 - \delta_{ii}} \leq \delta_{\bar{i}i} \leq 1 \) as the unknown capacity region; 4) We determine the destination queues with respect to the values of \( \lambda_i \) and \( \delta_{ij} \), and bits with highest priority are sent at each time instant; 5) We use \( \beta \) to denote the average time instant that a bit stays in the communication network and show by simulation that \( \beta \propto \sqrt{n} \). We assume data bits are arriving during \( n - \beta \) time instants to the transmitters and dedicate last \( \beta \) time instants of communication time to deliver the remained bits in the network queues; 6) We set acceptable error \( \epsilon \) equal to 1\% and say each rate-tuple \((\hat{\lambda}_1, \hat{\lambda}_2)\) that satisfies definition 3 is considered to be stable. In these cases, we verify through simulations that by increasing the communication block length, the error margin in fact decreases.

Fig. 9 depicts the stable throughput region of the non-homogeneous setting as well as the information-theoretic outer-bounds when \( \delta_{11} = 0.4, \delta_{12} = 0.6, \delta_{22} = 0.2, \delta_{21} = 0.5, n = 3 \times 10^4, \beta = 185, \) and \( \epsilon = 1\% \). This figure shows that all cornerpoints are achievable and the stable throughput region matches the capacity region under our proposed scheme. Also, Fig. 9 shows that if similar data movement rules of cornerpoint B are used at cornerpoint A, then the stable throughput region is strictly smaller than the capacity region. As a result, data movement rules in non-homogeneous setting should be changed with respect to the relative values of \( \lambda_i \)'s and \( \delta_{ij} \)'s.

Fig. 10(a) describes the stable throughput region for a case in which the capacity region is
unknown. More specifically, we set $\delta_{11} = 0.4$, $\delta_{12} = 0.7$, $\delta_{22} = 0.4$, $\delta_{21} = 0.7$, $n = 3 \times 10^4$, $\beta = 185$, and $\epsilon = 1\%$. This figure shows that stable throughput region does not match with information theoretic outer-bounds and there is a 1.5\% error margin at the cornerpoint C that does not seem to diminish as we increase the block length.

Fig. 10(b) shows the impact of the value of the acceptable error rate, $\epsilon$, at the receivers on the shape of the stable throughput region. In particular, we consider two different values of $\epsilon$ (1\% and 0.1\%) in the homogeneous setting when $\delta = 0.4$, $n = 2 \times 10^4$ and $\beta = 140$. As we observe, the overall shape of the stable throughput region remains similar but gets closer to the outer-bounds as $\epsilon$ increases.

Fig. 10. (a) The stable throughput region and the information-theoretic outer-bounds when the capacity region is unknown: $\delta_{11} = 0.4$, $\delta_{12} = 0.7$, $\delta_{22} = 0.4$, $\delta_{21} = 0.7$, $n = 3 \times 10^4$, $\beta = 185$, and $\epsilon = 1\%$; (b) The stable throughput regions for different values of $\epsilon$ (1\% and 0.1\%) versus the information-theoretic outer-bounds when $\delta = 0.4$, $n = 2 \times 10^4$, and $\beta = 140$.

B. Coding Complexity

The power of wireless is in multi-casting, and thus, the key idea behind optimal feedback-based transmission strategies for BC and distributed interference channels is to create as many linear combinations as possible in order to simultaneously satisfy multiple users. However, increasing the number of XOR operations raises encoding and decoding complexity. Thus, we analyze the number of XOR operations in our proposed protocol to gain a deeper understanding of this tradeoff. Fig. 11(a) describes a histogram of the number of bits which are delivered through XOR operations for the cornerpoint C in homogeneous setting when $\delta = 0.4$, $n = 10^4$ and $\beta = 100$. We observe that about 40 percent of total bits are delivered through the XOR combinations. If we use an encoder-decoder mechanism which does not allow linear combinations with more than
3 participating bits, about 25 percent of total bits will be affected based on Fig. 11(a). It is thus an interesting future direction to characterize the stable throughput region of wireless networks with limitations on encoding and decoding complexity.

![Graph](image_url)  
*(a) Number of bits versus number of XOR operations when $\delta = 0.4$, $n = 10^4$, $\beta = 100$ and $\epsilon = 1\%$; (b) Mean value of $T_{x1}'s$ bit lifetime and $1.04\sqrt{0.23n} + 45.22$ as its fitting curves versus communication time for cornerpoint C when $\delta = 0.4$ and $n \in [5 \times 10^3, 5 \times 10^4]$.*

C. Bit Lifetime (delivery delay)

In general, some data bits may have delivery deadline that transmission protocols must take into account. To evaluate this delay for our protocol, we define the lifetime of a bit as the time interval between its arrival to the system (joins $Q_i^0$) and its actual delivery time (either be delivered with no interference or sufficient number of linearly independent equations join $Q_i^F$ so that the bit can be recovered). Fig. 11(b) depicts the mean value of bit lifetime for the cornerpoint C in the homogeneous setting when $\delta = 0.4$ and $n \in [5 \times 10^3, 5 \times 10^4]$. This figure shows the mean value of bit lifetime follows the square root of the total communication time. We also learn from our simulations that the worst-case lifetime behaves linearly in the communication time.

VII. Conclusion

We studied the stable throughput region of an interference channel with two transmitter-receiver pairs under the non-homogeneous setting, and showed numerically that the stable throughput region, under specific assumptions, matches the known capacity region. We also examined our proposed scheme in other cases and for some examples numerically showed the gap between the stable throughput region and the outer-bounds. We presented general transmission protocols with
respect to $\delta_{ij}$ which achieve the entire region. We defined a priority policy to determine which bit should be sent at any given time in order to maximize the achievable stable rates. Also, we proposed multiple control tables with respect to the asymmetric channel conditions and define flexible cases to manage the data movements between different queues. Finally, we showed the bit lifetime in our protocol scales as the square root of the total communication time, and we investigated how many XOR operations are needed to deliver the data bits. An interesting future direction is to quantify the trade-off we illustrated between complexity and stable rates. One possible approach would be to incorporate techniques such as Reinforcement Learning to solve this problem.

APPENDIX A

PROOF OF THEOREM 2

**Proof.** Assume rate-tuple $(\lambda_1, \lambda_2)$ is achievable. First, we note that the condition of $\lambda_i \leq 1 - \delta_{ii}$, $i = 1, 2$, is trivial since the transmitters do not exchange their messages and Rx$_i$ can receive at most $(1 - \delta_{ii})$ of transmitted bits from Tx$_{i}$ when $S_{ii}[t] = 1$. Second, we define $\alpha_i = \frac{1 - \delta_{ii}}{1 - \delta_{ii}}$, $i = 1, 2, \bar{i} = 3 - i$ to derive the outer-bound. We have

$$n(\lambda_1 + \alpha_1 \lambda_2) = H(W_1) + \alpha_1 H(W_2) \leq H(W_1|W_2, S^n) + \alpha_1 H(W_2|S^n) \leq I(W_1; Y^n_1|W_2, S^n) + \alpha_1 I(W_2; Y^n_2|S^n) + n \xi_n$$

$$= H(Y^n_1|W_2, S^n) - H(Y^n_1|W_1, W_2, S^n) + \alpha_1 H(Y^n_2|S^n) - \alpha_1 H(Y^n_2|W_2, S^n) + n \xi_n$$

$$\leq \alpha_1 H(Y^n_2|S^n) + H(Y^n_1|W_2, X^n_2, S^n) - \alpha_1 H(Y^n_2|W_2, X^n_2, S^n) + n \xi_n$$

$$\leq \alpha_1 H(Y^n_2|S^n) + H(S^n_{11} X^n_1|W_2, X^n_2, S^n) - \alpha_1 H(S^n_{12} X^n_1|W_2, X^n_2, S^n) + n \xi_n$$

$$\leq \alpha_1 H(Y^n_2|S^n) + H(S^n_{11} X^n_1|W_2, S^n) - \alpha_1 H(S^n_{12} X^n_1|W_2, S^n) + n \xi_n$$

$$\leq \alpha_1 H(Y^n_2|S^n) + H(S^n_{11} X^n_1|S^n) - \alpha_1 H(S^n_{12} X^n_1|S^n) + n \xi_n$$

$$\leq \alpha_1 H(Y^n_2|S^n) + \alpha_1 H(Y^n_2[X^n_1]|S^n) + n \xi_n$$

$$\leq \alpha_1 \sum_{t=1}^{n} H(Y_2[t]|Y_{2}^{t-1}, S^n) + n \xi_n$$

$$\leq \alpha_1 \sum_{t=1}^{n} H(Y_2[t]|S^n) + n \xi_n \leq \frac{(1 - \delta_{11} \delta_{12})(1 - \delta_{22} \delta_{12})}{1 - \delta_{12}} n + n \xi_n$$

where (a) holds since $S^n$, $W_1$, and $W_2$ are mutually independent; (b) is true since $X^n_2$ is a function of $(W_2, S^n)$; (c) holds since $X^n_2$ and $S^n$ are known; and (d) happens due the same
reason as (b); (c) follows from

\[ 0 \leq H(S^n_{11}X^n_1|S^n) - H(S^n_{11}X^n_1|W_2, S^n) = I(S^n_{11}X^n_1; W_2|S^n) \leq I(W_1, S^n_{11}X^n_1; W_2|S^n) \]  
\[ = I(W_1; W_2|S^n) + I(S^n_{11}X^n_1; W_2|W_1, S^n) \stackrel{(k)}{=} I(S^n_{11}X^n_1; W_2|W_1, S^n) \equiv 0, \]

where (k) holds since messages and \( S^n \) are mutually independent; (l) follows the fact that \( X^n_1 \) is a function of \( (W_1, S^n) \). Thus, \( H(S^n_{11}X^n_1|S^n) = H(S^n_{11}X^n_1|W_2, S^n) \). Similarly, we can show that

\[ H(S^n_{12}X^n_1|S^n) = H(S^n_{12}X^n_1|W_2, S^n); \]  

Moreover, (f) holds since, for time instant \( 1 \leq t \leq n \), we have

\[ H(S_{12}[t]X_1[t]|S_{12}[t]) = (1 - \delta_{12})H(X_1[t]|S_{12}[t] = 1, S_{12}^{t-1}X_1^{t-1}, S^t) \]

\[ + \delta_{12}H(S_{12}[t]X_1[t]|S_{12}[t] = 0, S_{12}^{t-1}X_1^{t-1}, S^t) \]

\[ = (1 - \delta_{12})H(X_1[t], S_{12}^{t-1}X_1^{t-1}, S^t) \]

\[ \geq (1 - \delta_{12})H(X_1[t]|S_{11}^{t-1}X_1^{t-1}, S_{12}^{t-1}X_1^{t-1}, S^t) \]

\[ \equiv \]  

\[ \frac{1 - \delta_{12}}{1 - \delta_{11}\delta_{12}}H(S_{11}[t]X_1[t], S_{12}[t]X_1[t]|S_{11}^{t-1}X_1^{t-1}, S_{12}^{t-1}X_1^{t-1}, S^t), \]

where (m) is true because \( X_1[t] \) and channel gains are independent at time instant \( t \); and (n) is the result of the fact that conditioning reduces entropy; (o) holds since \( \Pr[S_{11}[t] = 0, S_{12}[t] = 0] = \delta_{11}\delta_{12} \). Furthermore, since the transmitted signals at time instant \( t \) are independent from channel coefficients in future time instants, we can replace \( S^t \) by \( S^n \) which leads to

\[ \sum_{t=1}^{n} H(S_{12}[t]X_1[t]|S_{12}^{t-1}X_1^{t-1}, S^n) \]

\[ \geq \frac{1 - \delta_{12}}{(1 - \delta_{11}\delta_{12})} \sum_{t=1}^{n} H(S_{12}[t]X_1[t], S_{12}[t]X_1[t]|S_{11}^{t-1}X_1^{t-1}, S_{12}^{t-1}X_1^{t-1}, S^n), \]

as the result, we obtain

\[ H(S^n_{12}X^n_1|S^n) \geq \frac{1 - \delta_{12}}{(1 - \delta_{11}\delta_{12})}H(S^n_{11}X^n_1, S^n_{12}X^n_1|S^n) \]

\[ \geq \frac{1 - \delta_{12}}{(1 - \delta_{11}\delta_{12})}H(S^n_{11}X^n_1|S^n) = \frac{1}{\alpha_1}H(S^n_{11}X^n_1|S^n), \]

where (p) is the result of chain rule; Furthermore, (g) follows from the fact that conditioning reduces entropy; (h) holds since \( 1 - \delta_{22}\delta_{12} \) represents the probability of the case that there is at least one ON link between transmitters and Rx_2.
Finally, we divide both sides of (16) by \( n \) and let \( n \to \infty \) (i.e. \( \xi_n \to 0 \)) and obtain

\[
\lambda_1 + \frac{(1 - \delta_{11}\delta_{12})}{1 - \delta_{12}} \lambda_2 \leq \frac{(1 - \delta_{11}\delta_{12})(1 - \delta_{22}\delta_{12})}{1 - \delta_{12}}
\]  

(22)

Similar statement as (22) also holds for \( i = 2 \), which completes the proof. □

APPENDIX B

EXAMPLE OF CONTROL TABLE WHEN \( 0 \leq \delta \leq \frac{3 - \sqrt{3}}{2} \) AND \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) ARE ORIGIN QUEUES

In this part, we explain the details of movement rules between origin and destination queues when \( 0 \leq \delta \leq \frac{3 - \sqrt{3}}{2} \) and \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) are origin queues. We provide further details as follows:

TABLE IV

| SN  | Destination Queues     | SN  | Destination Queues     | SN  | Destination Queues     | SN  | Destination Queues     |
|-----|------------------------|-----|------------------------|-----|------------------------|-----|------------------------|
| 1   | \( F_3 \)              | 5   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 9   | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) | 13  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) |
| 2   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 6   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 10  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) | 14  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) |
| 3   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 7   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 11  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) | 15  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) |
| 4   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 8   | \( Q_1^{2|\emptyset}, Q_2^{2|\emptyset} \) | 12  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) | 16  | \( Q_1^{1,2|\emptyset}, Q_2^{2|\emptyset} \) |

\( \diamond \) SN-1: This case shows flexible destination queues \( F_3 \) in Table III

\( \diamond \) SN-2: In this SN, Rx_1 and Rx_2 receive \( a \) and \( a \oplus b \), respectively. Therefore, Rx_1 can decode \( a \) easily and Rx_2 needs \( a \) to decode both \( a \) and \( b \). Hence, \( Q_1^{2|\emptyset} \) and \( Q_2^{2|\emptyset} \) are the destination queues.

\( \diamond \) SN-3: In this case, Rx_2 gets \( b \) directly form \( T \) and Rx_1 receives \( a \oplus b \) form both transmitters. Thus, both receivers still need to receive \( a \) from \( T \), and this leads to \( a \to Q_1^{1,2|\emptyset} \) and \( b \to Q_2^{2|\emptyset} \).

\( \diamond \) SN-4: Both receivers obtain data bits from direct channels, and \( a \) and \( b \) are the received bits at Rx_1 and Rx_2, respectively. As a result, Rx_1 does not need to receive any other bits, but Rx_2 still needs \( a \). This means, \( a \to Q_1^{2|\emptyset} \) and \( b \to Q_2^{2|\emptyset} \).

\( \diamond \) SN-5 and SN-6: In these SNs, the received data bits consist of only \( T \)’ bit. Therefore, \( b \) stays at its origin queue and then \( b \to Q_2^{2|\emptyset} \). In SN-5, Rx_2 still needs \( a \) and \( a \to Q_1^{2|\emptyset} \) and in SN-6 it is not needed to retransmit \( a \) and \( a \to Q_2^{2|\emptyset} \).

\( \diamond \) SN-7: At this time, Rx_1 receives \( a \oplus b \) and Rx_2 does not receive anything. In this case, since there is no side information, the data bits will remain in the origin queues.

\( \diamond \) SN-8: In this SN, Rx_1 and Rx_2 receive \( a \oplus b \) and \( a \), respectively. We find that by delivering \( b \) to both receivers, Rx_2 gets \( b \) and Rx_1 decodes \( a \) using \( b \) and \( a \oplus b \). Hence, \( a \to Q_2^{2|\emptyset} \) and \( b \to Q_1^{2|\emptyset} \).
SN-9, 10, and 11: In these situations, as \( a \) is not available as the received bit at Rx\(_1\), \( a \) should be delivered to Rx\(_1\). Moreover, Rx\(_2\) receives \( b \) in SN-9 and SN-10, and \( a \oplus b \) in SN-11. Therefore, it is needed to retransmit \( a \) to Rx\(_2\) and \( a \rightarrow Q_1^{1,2|0} \) and \( b \rightarrow Q_2^F \).

SN-12: Similar to SN-8, we can show that \( Q_1^{1,2|0} \), \( Q_2^F \) are destination queues.

SN-13: In this SN, only Rx\(_2\) receives \( b \) and then \( b \rightarrow Q_2^{2|1} \) while \( a \) stays at its origin queue.

SN-14 and SN-15: In these SNs, Rx\(_2\) receives \( a \) and \( a \rightarrow Q_1^{1|2} \). Furthermore, both channels from Tx\(_2\) are off in SN-14 and \( b \rightarrow Q_2^{2|0} \). However, Rx\(_1\) receives \( b \) in SN-15 and \( b \rightarrow Q_2^{2|1} \).

SN-16: In this case, all links are off, and \( a \) and \( b \) stay at origin queues.

**APPENDIX C**

**Transmission protocol of homogeneous setting when \( \frac{3 - \sqrt{\delta}}{2} < \delta \leq 0.5 \)**

In this appendix, we investigate the general transmission protocol for \( \frac{3 - \sqrt{\delta}}{2} < \delta \leq 0.5 \). We find that, in this interval, the destination queues are similar to what we described in Section IV-F, except for flexible cases when \( P[t] = C \). Authors in [16] shows that the number of bits in \( Q_1^{1|i} \) is greater than or equal to the number of bits in \( Q_1^{2|i} \). Hence, we find the flexible destination queues with \( P[t] = C \) to include \( Q_1^{2|i} \) if it is possible. Suppose \( a \) and \( b \) are available in the origin queues. Table V shows the flexible destination queues with \( P[t] = C \) when \( \frac{3 - \sqrt{\delta}}{2} < \delta \leq 0.5 \).

**Table V**

| Flexible ID | SN | \( P[t] = C \) | Flexible ID | SN | \( P[t] = C \) |
|-------------|----|---------------|-------------|----|---------------|
| \( F_1 \)   | 1  | \( Q_1^{1|1}, Q_2^{1|1} \) | \( F_5 \)   | 2  | \( Q_1^{2|1}, Q_2^F \) |
| \( F_2 \)   | 1  | \( Q_1^{2|1}, Q_2^F \)    | \( F_6 \)   | 3  | \( Q_2^F, Q_2^{1|2} \) |
| \( F_3 \)   | 1  | \( Q_1^{1|1}, Q_2^{1|2} \) | \( F_7 \)   | 8  | \( Q_1^F, Q_2^{1|2} \) |
| \( F_4 \)   | 1  | \( Q_1^F, Q_2^{1|2} \)    | \( F_8 \)   | 12 | \( Q_1^{2|1}, Q_2^F \) |

\( \diamond \) \( F_1 \) and \( F_3 \): These cases are similar to \( F_1 \) and \( F_3 \) in Table III respectively.

\( \diamond \) \( F_2 \): According to Table III, there are two choices for destination queues in \( F_2 \) as \( Q_1^F, Q_2^{2|1} \) and \( Q_1^{2|1}, Q_2^F \), and we choose \( Q_1^{2|1}, Q_2^F \) since they do not increase the number of bits in \( Q_1^{2|i} \).

\( \diamond \) \( F_4 \): Similar to \( F_2 \), by changing the users’ labels, we can show \( a \rightarrow Q_1^F \) and \( b \rightarrow Q_2^{2|1} \).

\( \diamond \) \( F_5 \): Table III shows that \( Q_1^{2|1}, Q_2^F \) and \( Q_1^F, Q_2^{2|1} \) can be considered as destination queues for this flexible case. Here, we pick \( Q_1^{2|1}, Q_2^F \) because they include \( Q_1^{2|i} \).

\( \diamond \) \( F_6 \): By changing the users’ labels in \( F_5 \), we find that \( a \rightarrow Q_1^F \) and \( b \rightarrow Q_2^{2|1} \).
F7: In this case, Rx1 and Rx2 get $a \oplus b$ and $a$, respectively. We can show that $Q_{11}^F$, $Q_{21}^{12}$ and $Q_{11}^{12}$, $Q_{22}^F$ are two options for destination queues, and $Q_{11}^F$, $Q_{22}^{12}$ do not increase the bits in $Q_{11}^{ij}$. 

F8: Similar to F7, by changing the users’ labels, we can show that $a \rightarrow Q_{11}^2$ and $b \rightarrow Q_{22}^F$.

**APPENDIX D**

**TRANSMISSION PROTOCOL OF HOMOGENEOUS SETTING WHEN $0.5 \leq \delta \leq 1$**

In this appendix, we focus on the transmission protocol of homogeneous setting when $0.5 \leq \delta \leq 1$. In this interval, the cornerpoints are close to each other and become a single cornerpoint when $\frac{\sqrt{5} - 1}{2} < \delta \leq 1$. Moreover, our simulation shows that number of bits in $Q_{i1}^{ij}$ is greater than number of bits in $Q_{i1}^{ij}$ when $0.5 \leq \delta \leq 1$. As a result, we use transmission protocol in Appendix C and define destination queues under $P[t] = C$ as the destination queues for all values of $P[t]$ since cornerpoints are close to each other.

**APPENDIX E**

**PROOF OF LEMMA 2**

**Proof.** We prove this lemma by induction.

First, we show that the lemma holds at $t = 1$. Each node is aware of the number of bits in $Q_i^{10}$, and other queues are empty at the beginning of $t = 1$. Thus, the origin queues are known and given the channel knowledge the destination queues are determined;

Second, we show that if the lemma holds for time instant $t$, then it also holds for time instant $t + 1$. Suppose, a network node knows the number of available bits in each queue at the end of time instant $t$. At the beginning of time instant $t + 1$, the node will know the number of available bits in initial queues from both transmitters (either by tracking the last time instant or through the update). Then, the node determines the highest priority non-empty queues as the origin queues. At the end of time instant $t + 1$, the node uses the origin queues, the CSI, and control table to determine the destination queues. This completes the proof.
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