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ABSTRACT

Modern Automatic Speech Recognition (ASR) systems can achieve high performance in terms of recognition accuracy. However, a perfectly accurate transcript still can be challenging to read due to disfluency, filter words, and other errata common in spoken communication. Many downstream tasks and human readers rely on the output of the ASR system; therefore, errors introduced by the speaker and ASR system alike will be propagated to the next task in the pipeline. In this work, we propose an ASR post-processing model that aims to transform the incorrect and noisy ASR output into a readable text for humans and downstream tasks. We leverage the Metadata Extraction (MDE) corpus to construct a task-specific dataset for our study. Since the dataset is small, we propose a novel data augmentation method and use a two-stage training strategy to fine-tune the RoBERTa pre-trained model. On the constructed test set, our model outperforms a production two-step pipeline-based post-processing method by a large margin of 13.26 on readability-aware WER (RA-WER) and 17.53 on BLEU metrics. Human evaluation also demonstrates that our method can generate more human-readable transcripts than the baseline method.

Index Terms — speech recognition, ASR post-processing for readability, pre-trained language model, data augmentation

1. INTRODUCTION

With the rapid development of speech-to-text technologies, ASR systems have achieved high recognition accuracy, even beating the performance of professional human transcribers on conversational telephone speech in terms of Word Error Rate (WER) \cite{ref1}. ASR systems bring convenience to users in many scenarios. However, colloquial speech is fraught with disfluency, informal words, and other noises that make it difficult to understand. While ASR systems do a great job in recognizing which words are said, its verbatim transcription creates many problems for modern applications that must comprehend the meaning and intent of what is said. The existence of the defects in speech transcription will significantly harm the experience of the application users if the system cannot handle them well.

There is a long line of previous works focusing on making ASR transcripts more human-readable, which is referred to as metadata extraction (MDE) \cite{ref2}. MDE breaks down the goal into several classification tasks on top of verbatim transcription. Most of the MDE systems use both textual and prosodic information combined by Hidden Markov Model \cite{ref3, ref4}, Maximum Entropy or Conditional Random Fields methods \cite{ref3, ref5}. While MDE improves the readability of ASR transcripts to a certain extent, it ignores the recognition errors introduced by ASR system. Thus MDE needs to work with other ASR post-processing components such as language model rescoring to provide the final human-readable transcript.

In this paper, We propose an end-to-end ASR post-processing model for readability (APR). Readability in this context refers to having proper segmentation, capitalization, fluency, and without any error, so our model aims to transform the ASR output into an error-free and readable text in one shot. Our model is based on RoBERTa \cite{ref6}, which is a pre-trained language model used for NLU tasks. Inspired by UniLM \cite{ref7}, which applies self-attention masks on BERT \cite{ref8} to convert it into a sequence-to-sequence model, we adapt RoBERTa towards generative for NLG task.

Since there is no off-the-shelf dataset for the proposed task, we construct the desired dataset from the RT-03 MDE Training Data \cite{ref9}, which includes speech audio, human transcript, and annotation. We evaluate the proposed approaches on a test split of the constructed dataset and compare it with a production pipeline-based baseline. Our model significantly outperforms baseline method 13.26 on RA-WER and 17.53 on BLEU metrics. Human evaluation also shows that the proposed model generates more human-readable transcripts for ASR output.
Fig. 1. ASR post-processing model for readability based on modified ReBERTa architecture and data augmentation.

To solve the training data scarce problem, in addition to directly fine-tune the pre-trained language model, we propose a novel data augmentation method that synthesizes large-scale training data using Grammatical Error Correction (GEC) corpora followed by text-to-speech (TTS) and ASR. We adopt a two-stage training strategy, namely pre-training and fine-tuning, to better exploit the augmented data. This two-phase training not only learns useful information from the augmented data, but also avoids the risk of being overwhelmed adversely affected by it.

2. MODEL

Figure 1 shows the whole picture of the ASR post-processing for readability.

2.1. Speech recognition model

The middle part in Figure 1 is the ASR model. We use a contextual layer trajectory LSTM (cLSTM) [10] as our ASR model. The cLSTM decouples the temporal modeling and target classification tasks with time and depth LSTMs respectively and incorporates future context frames to get more information for accurate acoustic modeling. The input feature is an 80-dimension log Mel filter bank for every 20 milliseconds (ms) of speech by using frame skipping [11]. The softmax layer has 9404 nodes to model the senone labels. Runtime decoding is performed using a 5-gran LM with a decoding graph of around 5 gigabytes (Gbs). The cLSTM has 24-frame lookahead, which corresponds to a 480ms duration.

2.2. ASR post-processing model for readability

The proposed APR model (the rightmost part in Figure 1) is based on RoBERTa [6], which is a robustly optimized BERT pre-training approach. Both BERT and RoBERTa have a single Transformer stack and are pre-trained only using bidirectional prediction, which makes them more discriminative than generative. However, [12] demonstrated the effectiveness of transfer learning from BERT to sequence-to-sequence task by initializing both encoder and decoder with pre-trained BERT in their speech recognition correction work. Inspired by this work and UniLM [7], we apply self-attention masks on the RoBERTa model to convert it into a sequence-to-sequence generation model. To achieve whole-sentence prediction rather than only masked-position prediction, we use an autoregressive approach during the fine-tuning.

3. DATA AUGMENTATION

Transformer-based models are usually trained on millions of parallel sentences and tend to easily overfit if the data is scarce. [12, 13] proposed two self-complementary regularization techniques to solve this problem. Besides initializing the model weights using the pre-trained language model mentioned in the previous section, the other solution is data augmentation. Following their cue, we propose a novel data augmentation method for APR.

We synthesize large-scale training data using a grammatical error correction (GEC) dataset as the seed data. GEC aims to correct different kinds of errors such as spelling, punctuation, grammatical, and word choice errors. The purpose of using it is to introduce more types of errors that are not specific to our ASR system and therefore make the APR model more general. The GEC dataset comes from restricted tracks of BEA 2019 shared task [14] and is composed of pairs of grammatically incorrect sentences and corresponding sentences corrected by a human annotator.

First, we use a text-to-speech (TTS) system (the leftmost part in Figure 1) to convert the ungrammatical sentences to speech. Specifically, we use a Tacotron2 model [15], which is composed of a recurrent sequence-to-sequence feature prediction network that maps character embeddings to mel-scale spectrograms, followed by a modified WaveNet model acting as a vocoder to synthesize time-domain waveforms from those spectrograms. We fed the grammatically incorrect sentences from the seed corpus into Tacotron2 to produce the audio files simulating human speakers.

Then, these audio files are fed into our ASR system that outputs the corresponding transcripts. The resulting text contains both the grammatical errors found initially in the GEC dataset and the TTS+ASR pipeline errors. Finally, we pair the outputs of the ASR system and the original grammatical sentences as the training samples. After the above process, we obtain about 1.1M sentence pairs.

4. EXPERIMENTS

4.1. Gold dataset construction

To the best of our knowledge, there is no off-the-shelf dataset that can be directly used in our APR task. Therefore we con-
We use the English Conversational Telephone Speech (CTS) in the released data, of which the transcripts and annotations cover approximately over 40 hours of CTS audios of casual and conversational speech. By parsing the annotation files, we get the transcript with metadata annotation, which, for example, uses ‘/.’ for statement boundaries (SU), ‘<’ for fillers, ‘{ }’ for disfluency edit words, and ‘*’ for interruption points inside edit disfluencies. The following example shows an ASR transcript with metadata annotation:

```
and < uh > < you know > wash your clothes wherever you are /. and [ you ] * you really get used to the outdoors . /
```

We generate a readable target transcript by cleaning up the metadata annotations, i.e. the deletable portion of edit disfluencies and fillers are removed, and each SU is presented as a separate line within the transcript. We also capitalize the first word of sentences to further improve the transcript’s readability. Through the above steps, the transcript with metadata annotation becomes a readable text: And wash your clothes wherever you are. And you really get used to the outdoors.

After the above processing, we obtain 27,355 readable transcripts in total. About 1K samples are extracted for validation and testing, respectively. We ensure that samples of training, validation, and testing come from different conversations. Audios are transcribed using the aforementioned ASR model, and the outputs are paired with readable targets.

4.2. Baseline

We use the production two-step post-processing pipeline of our ASR system as the baseline, namely n-best LM rescoring followed by inverse text normalization (ITN). This pipeline works well for sequentially improving speech recognition accuracy and display format for readability. The language model is a stacked RNN with two unidirectional LSTM layers [16]. ITN is configured to turn on capitalization, punctuation, and correcting simple grammatical errors for MDE test data. Since this pipeline lacks handling disfluencies in spoken language, for a fair comparison, we add a simple step to remove some disfluencies. Specifically, we remove the commonly used filled pauses (e.g., uh, um) and discourse markers (e.g., you know, I mean). We filter the repeated words and keep only one of them (e.g., I’m I’m → I’m, it’s it’s→ it’s).

We take advantage of the BLEU [17] score to measure the performance of the APR model. We also extend the conventional WER in speech recognition to readability-aware WER (RA-WER) by removing the text normalization before calculating Levenshtein distance.

Table 1. Performance of APR models and baseline methods on the test set of gold data.

| Model                  | RA-WER | BLEU  |
|------------------------|--------|-------|
| ASR transcript         | 45.13  | 45.10 |
| + LM rescoring         | 44.71  | 45.68 |
| + ITN                  | 38.77  | 53.39 |
| + RM disfluencies       | 33.52  | 56.76 |
| APR (FT)               | 21.33  | 72.77 |
| APR (PT + FT)          | 20.26  | 74.29 |

5. RESULTS

5.1. Results analysis

In Table 1, we compare model performance on constructed test data. From the table, we can see that APR (PT + FT) model outperforms the baseline (ASR + LM rescoring + ITN + RM disfluencies) by a large margin of 13.26 RA-WER and 17.53 BLEU (absolute value).

To better understand the readability contribution of each stage in the baseline method, we compute the metric scores
between each stage’s output and the reference sentence and put the results in the first group of Table 1. LM rescoring only brings 0.42 RA-WER reduction and 0.58 BLEU promotion. One explanation is that for highly casual and conversational speech, recognition correctness especially verbatim transcription in the appropriate place in the transcript to make it more readable. The third example better illustrates the capability of the proposed model on removing disfluencies. Our model removes all the repetitions, asides, and parentheticals to get the clear sentence same with the ground truth.

Besides the punctuation, capitalization, and removing disfluencies, our model also corrects some recognition errors while the baseline method fails to do. We use bold type font to highlight the corrected errors in Table 2. An interesting finding is that the last example gets “a post problems” fixed to “cause problems” which is different than the ground truth “pose problems” because the latter is not often used. It’s arguable that although the original user input is “pose”, our model’s result is more readable for most human readers and machine applications if we don’t consider personalization.

5.3. Human evaluation
Readability is subjective and the BLEU score and RA-WER may not be consistent with human perception. Thus, we also conduct a human evaluation on the Switchboard corpus [19]. Specifically, we conduct an A/B test to compare our model with the baseline method. To build a test set for human evaluation, we randomly chose 100 audio samples with source sentences length between 20 and 60 words. These audio samples are passed through the ASR system to get transcripts. We then use the baseline method and our model to generate the output text, respectively. Three annotators are shown the generated texts in random order and are asked to choose the more readable one. Each case receives three labels from three annotators. The final decision is made by a majority vote. Based on the above experiment design, the human evaluation result shows that annotators vote for the outputs of our model 70 times out of 100 cases (win rate 70%), which means that our model was rated more readable than the baseline method. The two-sided binomial test on the result confirms that our model is statistically significantly more readable than the baseline method, with a p-value of less than 0.01.

6. CONCLUSION
In this work, we propose an ASR post-processing model for readability which is based on a modified RoBERTa pre-trained language model. Fine-tuned on our constructed data, the proposed model is capable of “translating” the ASR output to an error-free and readable transcript for human understanding and downstream tasks. Case analysis and human evaluation demonstrate that our model outperforms the traditional pipeline-based baseline method and generates a more readable transcript.
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