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Abstract—This article builds Wasserstein ambiguity sets for the unknown probability distribution of dynamic random variables leveraging noisy partial-state observations. The constructed ambiguity sets contain the true distribution of the data with quantifiable probability and can be exploited to formulate robust stochastic optimization problems with out-of-sample guarantees. We assume the random variable evolves in discrete time under uncertain initial conditions and dynamics, and that noisy partial measurements are available. All random elements have unknown probability distributions and we make inferences about the distribution of the state vector using several output samples from multiple realizations of the process. To this end, we leverage an observer to estimate the state of each independent realization and exploit the outcome to construct the ambiguity sets. We illustrate our results in an economic dispatch problem involving distributed energy resources over which the scheduler has no direct control.
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I. INTRODUCTION

DECISIONS under uncertainty are ubiquitous in a wide range of engineering applications. Faced with complex systems that include components with probabilistic models, such decisions seek to provide rigorous solutions with quantifiable guarantees in hedging against uncertainty. In practice, the designer makes inferences about uncertain elements based on collected data and exploits them to formulate data-driven stochastic optimization problems. This decision-making paradigm has found applications in finance, communications, control, medicine, and machine learning. Recent research focuses on how to retain high-confidence guarantees for the optimization problems under plausible variations of the data. To this end, distributionally robust optimization (DRO) formulations evaluate the optimal worst-case performance over an ambiguity set of probability distributions that contains the true one with high confidence. Such ambiguity sets are typically constructed under the assumption that data are generated from a static distribution and can be measured in a direct manner.

In this article, we significantly expand on the class of scenarios for which reliable ambiguity sets can be constructed. We consider scenarios where the random variable is dynamic and partial measurements, corrupted by noise, are progressively collected from its evolving distribution. In our analysis, we exploit the underlying dynamics and study how the probabilistic properties of the noise affect the ambiguity set size while maintaining the same guarantees.

Literature review: Optimal decision problems in the face of uncertainty, such as expected-cost minimization and chance-constrained optimization, are the cornerstones of stochastic programming [41]. Distributionally robust versions of stochastic optimization problems [2], [5], [40] carry out a worst-case optimization over all possibilities from an ambiguity set of probability distributions. This is of particular importance in data-driven scenarios where the unknown distributions of the random variables are inferred in an approximate manner using a finite amount of data [3]. To hedge this uncertainty, optimal transport ambiguity sets have emerged as a promising tool. These sets typically group all distributions up to some distance from the empirical approximation in the Wasserstein metric [44]. There are several reasons that make this metric a popular choice among the distances between probability distributions, particularly, for data-driven problems. Most notably, the Wasserstein metric penalizes horizontal dislocations between distributions and provides ambiguity sets that have finite-sample guarantees of containing the true distribution and lead to tractable optimization problems. This has rendered the convergence of empirical measures in the Wasserstein distance an active current research area [16], [17], [18], [26], [45], [46]. Toward the exploitation of Wasserstein ambiguity sets for DRO problems, the work [34] introduces tractable reformulations with finite-sample guarantees, further exploited in [12], [25] to deal with distributionally robust chance-constrained programs. The work [14] develops distributed optimization algorithms using Wasserstein balls, while optimal transport ambiguity sets have recently been connected to regularization for machine learning [4], [20], [38]. This article [30]
exploits Wasserstein balls to robustify data-driven online optimization algorithms, and \cite{49} leverages them for the design of distributionally robust Kalman filters. Further applications of Wasserstein ambiguity sets include the synthesis of robust control policies for Markov decision processes \cite{48} and their data-driven extensions \cite{49}, and regularization for stochastic predictive control algorithms \cite{15}. Several recent works have also devoted attention to distributionally robust problems in power systems control, including optimal power flow \cite{23,27} and economic dispatch \cite{33,37,47}.

Time-varying aspects of Wasserstein ambiguity sets are considered in our previous work: in \cite{28} for dynamic traffic models, in \cite{29} for online learning of unknown dynamical environments, in \cite{9}, which constructs ambiguity balls using progressively assimilated dynamic data for processes with random initial conditions that evolve under deterministic dynamics, and in \cite{11}, which studies the propagation of ambiguity bands under hyperbolic PDE dynamics. In contrast, in the present work, the state distribution does not evolve deterministically due to the presence of random disturbances, which together with output measurements that are corrupted by noise, generate additional stochastic elements that make challenging the quantification of the ambiguity set guarantees.

Statement of contributions: Our contributions revolve around building Wasserstein ambiguity sets with probabilistic guarantees for dynamic random variables when we have no knowledge of the probability distributions of their initial condition, the disturbances in their dynamics, and the measurement noise. To this end, our first contribution estimates the states of several process realizations from output samples and exploits these estimates to build a suitable empirical distribution as the center of an ambiguity ball. Our second contribution is the exploitation of concentration of measure results to quantify the radius of this ambiguity ball so that it provably contains the true state distribution with high probability. To achieve this, we break the radius into nominal and noise components. The nominal component captures the deviation between the true distribution and the empirical distribution formed by the state realizations. The noise component captures the deviation between the empirical distribution and the center of our ambiguity ball. To quantify the latter, we carefully evaluate the impact of the estimation error, which due to the measurement noise, does not have a compactly supported distribution, such as the normal uncertainty and requires a separate analysis. Our third contribution is the extension of these results to obtain simultaneous guarantees about ambiguity sets that are built along finite time horizons, instead of at isolated time instances. The fourth contribution is to generalize a concentration inequality around the mean of sufficiently light-tailed independent random variables, which enables us to obtain tighter results when analyzing the effect of the estimation error. Our last contribution is the validation of the results in simulation for a distributionally robust economic dispatch problem, for which we further provide a tractable reformulation.

In the online version \cite{10} of this manuscript, we provide explicit constants for several of the presented concentration of measure inequalities which, to the best of our knowledge, have not been delineated in the literature. These results are not essential to keep the presentation self-contained and are omitted due to space constraints.1

II. PRELIMINARIES

Here we present concepts from probability theory that are used throughout this article. Let $B(\mathbb{R}^d)$ denote the Borel $\sigma$-algebra on $\mathbb{R}^d$, and $P(\mathbb{R}^d)$ the probability measures on $(\mathbb{R}^d, B(\mathbb{R}^d))$. For any $p \geq 1$, $P_p(\mathbb{R}^d) := \{ \mu \in P(\mathbb{R}^d) | \int_{\mathbb{R}^d} \|x\|^p d\mu < \infty \}$ is the set of probability measures in $P(\mathbb{R}^d)$ with finite $p$th moment. The Wasserstein distance between $\mu, \nu \in P(\mathbb{R}^d)$ is

$$W_p(\mu, \nu) := \left( \inf_{\pi \in \mathcal{H}(\mu, \nu)} \{ \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^p \pi(dx, dy) \} \right)^{1/p}$$

where, $\mathcal{H}(\mu, \nu)$ is the set of all couplings between $\mu$ and $\nu$, i.e., probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $\mu$ and $\nu$, respectively. Intuitively, $W_p(\mu, \nu)$ describes the minimum overall cost required to transfer the mass of distribution $\mu$ from its respective locations to form distribution $\nu$ (or vice versa), when moving unit mass from $x$ to $y$ has cost $\|x - y\|^p$. For any $\mu \in P(\mathbb{R}^d)$, its support is the closed set $\text{supp}(\mu) := \{ x \in \mathbb{R}^d | \mu(U) > 0 \text{ for each neighborhood } U \text{ of } x \}$. For a random variable $X$ with distribution $\mu$ we also denote $\text{supp}(X) \equiv \text{supp}(\mu)$. Given a measurable space $(\Omega, \mathcal{F})$, an exponent $p \geq 1$, the convex function $\mathbb{R} \ni x \mapsto \psi_p(x) := e^{-x^p} - 1$, and the linear space of scalar random variables $L_{\psi_p} := \{ X | \mathbb{E}[\psi_p(|X|/t)] < \infty \text{ for some } t > 0 \}$ on $(\Omega, \mathcal{F})$, the $\psi_p$-Orlicz norm (cf., \cite[Section 2.7.1]{43}) of $X \in L_{\psi_p}$ is

$$\|X\|_{\psi_p} := \inf \{ t > 0 | \mathbb{E}[\psi_p(|X|/t)] \leq 1 \}.$$ 

When $p = 1$ and $p = 2$, each random variable in $L_{\psi_p}$ is sub-exponential and sub-Gaussian, respectively. We also denote by $\|X\|_{p} := \left( \mathbb{E}[|X|^p] \right)^{1/p}$ the norm of a scalar random variable with finite $p$th moment, i.e., the classical norm in $L^p(\Omega) \equiv L^p(\Omega; P_X)$, where $P_X$ is the distribution of $X$. The interpretation of $\|\cdot\|_p$ as the $p$th norm of a vector in $\mathbb{R}^n$ or a random variable in $L^p$ should be clear from the context throughout this article. Given a set $\{X_i\}_{i \in I}$ of random variables, we denote by $\sigma(\{X_i\}_{i \in I})$ the $\sigma$-algebra generated by them. We conclude with a useful technical result which follows from Fubini’s theorem \cite[Theorem 2.6.5]{1}.

Lemma 2.1 (Expectation inequality): Consider the independent random vectors $X$ and $Y$, taking values in $\mathbb{R}^{n_1}$ and $\mathbb{R}^{n_2}$, respectively, and let $(x, y) \mapsto g(x, y)$ be integrable. Assume that $\mathbb{E}[g(|x|, Y)] \geq k(x)$ for some integrable function $k$ and all $x \in K$ with $\text{supp}(X) \subset K \subset \mathbb{R}^{n_1}$. Then, $\mathbb{E}[g(X, Y)] \geq \mathbb{E}[k(X)]$.

1We adopt the following general notation. We denote by $\| \cdot \|_p$ the $p$th norm in $\mathbb{R}^n$, $p \in [1, \infty]$, using also the notation $\| \cdot \|_2 := \| \cdot \|$ for the Euclidean norm. We denote by $B_{\psi_p}^0(0)$ the ball of center zero and radius $\rho$ in $\mathbb{R}^n$ with the $p$th norm, $p \in [1, \infty]$. We use the notation $[n_1 : n_2]$ for the set of integers $\{n_1, n_1 + 1, \ldots, n_2\} \subseteq \mathbb{N}$, and $\mathcal{N}_I := \mathbb{N} \setminus I$. The interpretation of a vector in $\mathbb{R}^m$ as an $n \times 1$ matrix should be clear from the context (this avoids writing double transposes). The diameter of a set $S \subset \mathbb{R}^m$ with the $p$th norm is defined as $diam_p(S) := \sup\{\|x - y\|_p | x, y \in S\}$ and for $z \in \mathbb{R}^m$, $S + z := \{x + z | x \in S\}$. We denote the induced Euclidean norm of a matrix $A \in \mathbb{R}^{m \times n}$ by $\|A\| := \max_{\|x\|_2 = 1} \|Ax\|_2$. Given $B \subset \Omega$, $1_B$ is the indicator function of $B$ on $\Omega$, with $1_B(x) = 1$ for $x \in B$ and $1_B(x) = 0$ for $x \notin B$. 
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III. PROBLEM FORMULATION

Consider the stochastic optimization problem

$$\inf_{x \in \mathcal{X}} \mathbb{E}_{P_\xi} [f(x, \xi)]$$

where, the random variable $\xi$ has an unknown distribution $P_\xi$. Given a finite amount of i.i.d. samples $\xi^1, \ldots, \xi^N$ from $P_\xi$, one can form the empirical distribution

$$P_\xi^N := \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi^i}$$

(1)

to approximate $P_\xi$, where $\delta_{\xi^i}$ denotes the Dirac measure at $\xi^i$, and solve the sample average approximation (SAA) problem

$$\inf_{x \in \mathcal{X}} \sup_{P \in \mathcal{P}^N} \mathbb{E}_P [f(x, \xi)]$$

(2)

of evaluating the worst-case expectation over some ambiguity set $\mathcal{P}^N$ of probability measures. This helps the designer robustify the decision against plausible variations of the data, which can play a significant role when the number of samples is limited. Different approaches exist to construct the ambiguity set $\mathcal{P}^N$ so that it contains the true distribution $P_\xi$ with high confidence. We are interested in approaches that employ data, and in particular the empirical distribution $P_\xi^N$, to construct them. In the present setup, the data is generated by a dynamical system subject to disturbances, and we only collect partial (instead of full) measurements that are distorted by noise. Therefore, it is no longer obvious how to build a candidate state distribution as in (1) from the collected samples. Further, we seek to address this in a distributionally robust way, i.e., finding a suitable replacement $\tilde{P}_\xi^N$ for (1) together with an associated ambiguity set, by exploiting the dynamics of the underlying process.

To make things precise, consider data generated by a discrete-time system

$$\xi_{k+1} = A_k \xi_k + G_k w_k, \quad \xi_k \in \mathbb{R}^d, \quad w_k \in \mathbb{R}^q$$

(3a)

with linear output

$$\zeta_k = H_k \xi_k + v_k, \quad \zeta_k \in \mathbb{R}^r$$

(3b)

The initial condition $\xi_0$ and the noises $w_k$ and $v_k$, $k \in \mathbb{N}_0$ in the dynamics and the measurements, respectively, are random variables with an unknown distribution. We seek to build an ambiguity set for the state distribution at certain time $\ell \in \mathbb{N}$, by collecting data up to time $\ell$ from multiple independent realizations of the process, denoted by $\xi^i, i \in [1 : N]$. Data from independent realizations of identical systems are for instance collected in multiagent scenarios where the agents are subject to the same dynamics [30]. Populations of identical dynamical systems are often also encountered in industrial plants, where multiple copies of the same machine are used to speed up the production process. Such machines are further often engaged in repetitive tasks, where the system is reset and repeats its control cycle from the beginning. The time-dependent matrices in the dynamics (3) widen the applicability of the results, since they can capture the linearization of nonlinear systems along trajectories or the sampled-data analogues of continuous-time systems under irregular sampling, even if the latter are linear and time invariant. To formally describe the problem, we consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ containing all random elements from these realizations, and make the following sampling assumption.

Assumption 3.1 (Sampling schedule): For each realization $i$ of system (3), output samples $\zeta^0_i, \ldots, \zeta^\ell_i$ are collected over the discrete time instants of the sampling horizon $[0 : \ell]$.

According to this assumption, the measurements of all realizations are collected over the same time window $[0 : \ell]$. We also make certain hypotheses on the classes of the distributions $P_{\xi_0}$ of the initial condition, $P_{w_k}$ of the dynamics noise, and $P_{v_k}$ of the measurement errors (cf., Fig. 1). These assumptions are made for individual realizations and allow us to consider nonidentical observation error distributions.

Assumption 3.2 (Distribution classes): Consider a finite sequence of realizations $\xi^i, i \in [1 : N]$ of (3a) with associated outputs given by (3b), and noise elements $w^i_k, v^i_k, k \in \mathbb{N}_0$. We assume the following.

H1: The distributions $P_{\xi^i_0}, i \in [1 : N]$, are identically distributed; further $P_{w_k^i}, i \in [1 : N]$, are identically distributed for all $k \in \mathbb{N}_0$.

H2: The sigma fields $\sigma(\{\xi^i_0\} \cup \{w^i_k\}_{k \in \mathbb{N}_0}), \sigma(\{v^i_k\}_{k \in \mathbb{N}_0}), i \in [1 : N]$ are independent.

H3: The supports of the distributions $P_{\xi^i_0}$ and $P_{w_k^i}, k \in \mathbb{N}_0$ are compact, centered at the origin, and have diameters $2\rho_{w}$, respectively, for all $i$.

H4: The components of the random vectors $v^i_k$ have uniformly bounded $L^p$ and $\psi_p$-Orlicz norms, as follows:

$$0 < m_v \leq \|v^i_k\|_{p} \leq M_v, \quad \|v^i_k\|_{\psi_p} \leq C_v$$

for all $k \in \mathbb{N}_0, i \in [1 : N]$, and $l \in [1 : r]$, where $p \geq 1$.

Remark 3.3 (Bounded $\psi_p$-Orlicz/L$p$-norm ratio): By definition, $\psi_p$-Orlicz norms can become significantly larger than $L^p$ norms for random variables with heavier tails. Thus, over
an infinite sequence of random variables \{X_k\}, the ratio \|X_k\|_\psi/\|X_k\|_p may grow unbounded. We exclude this by assuming that \(C_v\) and \(m_v\) are either positive or zero simultaneously, in which case we set \(C_v/m_v := 0\). We assume the specific values of the parameters \(m_v, M_v,\) and \(C_v\) are known. These may be determined based on hardware specifications or further information about the measurement noise.

Since the samples do not measure the full state, we aim to leverage the dynamics and estimate it from the assimilated output values. We make the next assumption to bound the state estimation errors over arbitrary evolution horizons.

Assumption 3.4 (Detectability/uniform observability): System (3) satisfies one of the following properties.

i) It is time invariant and the pair \((A, H)\) (with \(A = A_k\) and \(H = H_k\)) is detectable.

ii) It is uniformly observable, i.e., for some \(t \in \mathbb{N}\), the observability Gramian

\[ O_{k+t,k} := \sum_{i=k}^{k+t} \Phi_{i,k} H_i^\top H_i \Phi_{i,k} \]

satisfies \(O_{k+t,k} \succeq bI\) for certain \(b > 0\) and all \(k \in \mathbb{N}_0\), where we denote \(\Phi_{k+s,k} := A_k+s-1 \cdots A_k + 1 A_k\). Further, all system matrices are uniformly bounded and the singular values of \(A_k\) and the norms of \(\|H_k\|\) are uniformly bounded below.

Problem statement: Under Assumptions 3.1 and 3.2 on the measurements and distributions of \(N\) realizations of the system (3), we seek to construct an estimator \(\hat{\xi}_k(\xi_0, \ldots, \xi_s)\) for the state of each realization and build an ambiguity set for the state distribution at time \(\ell\) with probabilistic guarantees. Using this construction as a building block, we then seek to derive ambiguity sets that contain the state distribution across a finite time horizon \([\ell_1 : \ell_2] \subset [0 : \ell]\). Further, under Assumption 3.4 on the system’s detectability/uniform observability properties, we aim to characterize the effect of the estimation precision on the accuracy of the ambiguity sets.

We start with DRO formulations at a single time instance because of their relative simplicity and the fact that they are still relevant for problems with time-varying uncertainties. For instance, in optimal power flow the operator may seek to optimally curtail PV generation during the peak hour, over which demand and generation can be conveniently modeled as constant and estimated by combining historical data with a dynamic model for their time evolution during the day.

We proceed to address the problem in Section IV by exploiting a Luenberger observer to estimate the states of the collected data and using them to replace the classical empirical distribution (1) in the construction of the ambiguity set. To obtain the probabilistic guarantees, we leverage concentration inequalities to bound the distance between the updated empirical distribution and the true state distribution with high confidence. To this end, we further quantify the increase of the ambiguity radius due to the noise. In the last part of Section IV we extend the results to construct ambiguity sets over finite time horizons. We also study the beneficial effect on the ambiguity radius of detectability/uniform observability for arbitrarily long evolution horizons in Section V.

IV. STATE ESTIMATOR-BASED AMBIGUITY SETS

We address here the question of how to construct an ambiguity set at certain time instant \(\ell\), when samples are collected from (3) according to Assumption 3.1. If we had access to \(N\) independent full-state samples \(\xi_1, \ldots, \xi_N\) from the distribution of \(\xi\) at \(\ell\), we could construct an ambiguity ball in the Wasserstein metric \(W_p\) centered at the empirical distribution (1) with \(\xi_1, \ldots, \xi_N\) and containing the true distribution with high confidence. In particular, for any confidence \(1 - \beta > 0\), it is possible, cf., [34, Theorem 3.5], to specify an ambiguity ball radius \(\varepsilon_N(\beta)\) so that the true distribution of \(\xi_\ell\) is in this ball with confidence \(1 - \beta\), i.e.,

\[ \mathbb{P}(W_p(P_{\hat{\xi}_\ell}, P_{\xi_\ell}) \leq \varepsilon_N(\beta)) \geq 1 - \beta. \]

Instead, since we only can collect noisy partial measurements of the state, we use a Luenberger observer to estimate \(\xi_\ell\) at time \(\ell\). The dynamics of the observer, initialized at zero, is given by

\[ \hat{\xi}_{k+1} = A_k \hat{\xi}_k + K_k (H_k \hat{\xi}_k - \xi_k), \quad \hat{\xi}_0 = 0 \quad (4) \]

where, each \(K_k\) is a nonzero gain matrix. Using the corresponding estimates from system (4) for the independent realizations of (3a), we define the (dynamic) estimator-based empirical distribution

\[ \hat{P}_{\xi_\ell}^N := \frac{1}{N} \sum_{i=1}^N \delta_{\xi_k}. \quad (5) \]

Denoting by \(e_k := \xi_k - \hat{\xi}_k\) the error between (3a) and the observer (4), the error dynamics is \(e_{k+1} = F_k e_k + G_k w_k + K_k v_k\), where \(e_0 = \xi_0\), where \(F_k := A_k + K_k H_k\) and \(\xi_0\) is the initial condition of (3a). In particular

\[ e_k = \Psi_k \hat{\xi}_0 + \sum_{k=1}^K (\Psi_{k,k-\kappa+1} G_{k-\kappa} w_{k-\kappa} + \Psi_{k,k-\kappa+1} K_{k-\kappa} v_{k-\kappa}) \]

for all \(k \geq 1\), where \(\Psi_{k+s,k} := F_{k+s-1} \cdots F_{k+1} F_k\), \(\Psi_{k,0} := I\) and \(\Psi_{k,k} := \Psi_{k,0}\). To build the ambiguity set at time \(\ell\), we set its center at the estimator-based empirical distribution \(\hat{P}_{\xi_\ell}^N\) given by (5). In what follows, we leverage concentration of measure results to identify an ambiguity radius \(\psi_N(\beta)\) so that the resulting Wasserstein ball contains the true distribution with a given confidence \(1 - \beta\).

Remark 4.1 (Generic lack of asymptotic consistency): Even if a distributionally robust framework is not employed, replacing the empirical distribution by the estimator-based empirical distribution in (5) does no longer guarantee consistency, in the sense that the estimator-based empirical distribution does not necessarily converge (weakly) to the true distribution. Hence, there is no indication that the solution to the associated estimator-based SAA problem, i.e.,

\[ \inf_{x \in X} \frac{1}{N} N \sum_{i=1}^N f(x, \xi_i) \]

with \(\xi_i^*\) replaced by \(\hat{\xi}_i\), will be a consistent estimator of the solution to the nominal stochastic optimization problem. This
is a fundamental limitation that is justified by the fact that, in general, the estimation error is dependent on the state realization, i.e., it has a variable distribution when conditioned on the state and the internal noise, and so its effect cannot be easily reversed (this may only be possible in certain degenerate cases, e.g., when one has access to full-state samples and the measurement noise is known).

Note that the random variable $\xi^k_\ell$ of a system realization at time $k$ is a function $\xi^k_\ell(\xi^0_0, w^k_0)$ of the random initial condition $\xi^0_0$ and the dynamics noise $w^k_0 \equiv (w^0_k, \ldots, w^k_{k-1})$. Analogously, the estimated state $\hat{\xi}^k_\ell$ of each observer realization is a stochastic variable $\hat{\xi}^k_\ell(\xi^0_0, w^k_0)$ with additional randomness induced by the output noise $v^k_\ell \equiv (v^0_0, \ldots, v^k_{k-1})$. Using the compact notation $\xi^0_0 \equiv (\xi^0_0, \ldots, \xi^0_N)$, $w^k_0 \equiv (w^1_k, \ldots, w^N_k)$, and $v^k_\ell \equiv (v^1_\ell, \ldots, v^N_\ell)$ for the corresponding initial conditions, dynamics noise, and output noise of all realizations, respectively, we can denote the empirical and the estimator-based empirical distribution at time $\ell$ as $P_{\xi^N_\ell}(\xi_0, w_\ell)$ and $\tilde{P}_{\xi^N_\ell}(\xi_0, w_\ell, v_\ell)$. We also denote by $P_\xi$, the true distribution of the data at discrete time $\ell$, where from (3a)

$$
\xi_\ell = \Phi_{\ell,0} + \sum_{k=1}^{\ell} \Phi_{\ell,\ell-k+1} \xi_{\ell-k}
$$

(7)

where, $\Phi_{\ell,0} := \Phi_{\ell,0, \ell}$ and $\Phi_{\ell,\ell} := I$ (and with $\Phi_{k+r,k}$ defined in Assumption 3.4). Then, it follows from H1 and H2 in Assumption 3.2 that the random states $\xi_\ell$ of the system realizations are independent and identically distributed. Leveraging this, our goal is to associate to each confidence $1 - \beta$, an ambiguity radius $\psi_N(\beta)$ so that

$$
\mathbb{P}(W_\beta(P_{\xi^N_\ell}, \tilde{P}_{\xi^N_\ell}) \leq \psi_N(\beta)) \geq 1 - \beta.
$$

(8)

To achieve this, we decompose the confidence as the product of two factors

$$
1 - \beta = (1 - \beta_{\text{nom}})(1 - \beta_{\text{ns}}).
$$

(9)

The first factor (the nominal component “nom”) is exploited to control the Wasserstein distance between the empirical distribution and the true state distribution $P_\xi$. The purpose of the second factor (the noise component “ns”) is to bound the Wasserstein distance between the empirical and the estimator-based empirical distribution, which is affected by the measurement noise. Using this decomposition, our strategy to get (8) builds on further breaking the ambiguity radius as

$$
\psi_N(\beta) := \varepsilon_N(\beta_{\text{nom}}) + \tilde{\varepsilon}_N(\beta_{\text{ns}}).
$$

(10)

We exploit what is known [9] for the no-noise case to bound the nominal ambiguity radius $\varepsilon_N(\beta_{\text{nom}})$ with confidence $1 - \beta_{\text{nom}}$. Moreover, we bound the noise ambiguity radius $\tilde{\varepsilon}_N(\beta_{\text{ns}})$ with confidence $1 - \beta_{\text{ns}}$. This latter radius corresponds to the impact on distributional uncertainty of the internal and measurement noise. In the next two sections, we present the precise individual bounds for these terms and then combine them to obtain the overall ambiguity radius in Section IV-C.

A. Nominal Ambiguity Radius

According to Assumption 3.2, the initial condition and internal noise distributions are compactly supported, and hence, the same holds also for the state distribution along time. We will therefore use the following result, that is focused on compactly supported distributions and bounds the distance between the true and empirical distribution for any fixed confidence level.

**Proposition 4.2 (Nominal ambiguity radius [9, Corollary 3.3]):** Consider a sequence $\{X_n\}_{n \in \mathbb{N}}$ of i.i.d. $\mathbb{R}^d$-valued random variables with a compactly supported distribution $\mu$. Then for any $p \geq 1$, $N \geq 1$, and confidence $1 - \beta$ with $\beta \in (0, 1)$, we have $\mathbb{P}(W_\beta(\mu^N, \mu) \leq \varepsilon_N(\beta, \rho)) \geq 1 - \beta$, where

$$
\varepsilon_N(\beta, \rho) := \left\lfloor \frac{\ln(\frac{C^2}{\beta})}{\rho} \right\rfloor \frac{\rho}{N^{\frac{p}{p-1}}}, \quad \text{if } p > d/2
$$

$$
\left(1 + \frac{C^2}{\rho^p} \right) \frac{\rho}{N^{\frac{p}{p-1}}}, \quad \text{if } p = d/2
$$

(11)

$$
\mu^N := \frac{1}{N} \sum_{i=1}^N \delta_{x_i}, \quad \rho := \frac{1}{2} \text{diam}(\text{supp}(\mu)), \quad h(x) := \frac{x^2}{(\ln(1+x))^2}, \quad x > 0, \quad \text{and the constants } C \text{ and } c \text{ depend only on } p \text{ and } d.
$$

This result shows how the nominal ambiguity radius depends on the size of the distribution’s support, the confidence level, and the number of samples, and is based on recent concentration of measure inequalities from [18].

**Remark 4.3 (Determination of constants in nominal ambiguity radius):** The determination of the constants $C$ and $c$ in (11) for the whole spectrum of data dimensions $d$ and Wasserstein exponents $p$ is a particularly cumbersome task. Nevertheless, in the online version [10, Section 8.2], we provide some alternative concentration of measure results and use them to obtain explicit formulas for these constants when $d > 2p$.

In particular, the constants in the third expression in (11) can be chosen as $C_* := \frac{c^2}{2\sqrt{d}}$ and $c_* := \frac{1}{2\sqrt{d}}$, where $C_* := \sqrt{d}(2d-2)/d)(2p) \left(\frac{1}{1 - 2p - d^2} + \frac{1}{1 - d^2}\right)^{1/p}$. Recent work [4], [6], [19] informs the ambiguity radius by the optimization problem at hand to ameliorate its slow decay with the number of samples. However, the resulting ambiguity balls often contain the true distribution with low probability, which may fail to provide guarantees when solving multiple DRO problems using the same data, as is done for instance in model predictive control [24], [36].

B. Noise Ambiguity Radius

In this section, we quantify the noise ambiguity radius $\tilde{\varepsilon}_N(\beta_{\text{ns}})$ for any prescribed confidence $1 - \beta_{\text{ns}}$. For the results of this section, the initial condition and the internal noise are interpreted as deterministic quantities. To clarify this distinction, we use the alternative notation $P^N_{\xi^N_\ell}(z, w)$ and $\tilde{P}^N_{\xi^N_\ell}(z, w, \nu)$ for the corresponding empirical and estimator-based empirical distribution, where $z = (z^1, \ldots, z^N)$, $z^i \equiv \xi^0_0$, $\ldots$, $z^N \equiv \xi^N_0$, and $w = (w^1, \ldots, w^N)$, $w^1 \equiv w^1_\ell$, $\ldots$, $w^N \equiv w^N_\ell$. We next uniformly bound the distance between the empirical and the estimator-based empirical distribution with prescribed confidence for all values of the initial condition and the internal noise from a set that contains the support of their joint distribution.

**Lemma 4.4 (Distance between empirical and estimator-based empirical distribution):** Let $(z, w) \in B^{N\rho_{\xi^0}} \times B^{N\rho_w}$...
and consider the discrete distribution $P_N^{\xi}(z, \omega)$ and the empirical distribution $\hat{P}_N^{\xi}(z, \omega, v_{\xi})$, where $v_{\xi}$ is the measurement noise of the realizations. Then

$$W_p(\hat{P}_N^{\xi}, P_N^{\xi}) \leq 2^{-2\beta} \mathcal{M}_w + 2^{-\beta} \left( \frac{N}{N} \sum_{i=1}^{N} (\mathcal{E}^i)^p \right)^{\frac{1}{p}} \tag{12a}$$

where

$$\mathcal{M}_w := \sqrt{d} \| \Psi_t \|_{\rho_{\xi_0}} + \sqrt{q} \| \Psi_t, t-k+1 G_{t-k} \|_{\rho_w} \tag{12b}$$

$$\mathcal{E}^i \equiv \mathcal{E}(v^i) := \sum_{k=1}^{\ell} \| \Psi_{t, t-k+1} K_{t-k} \| \| v^i_{t-k} \|_1. \tag{12c}$$

The next result gives bounds for the norms of the random variables $\mathcal{E}^i$ in Lemma 4.4.

**Lemma 4.5 (Orlicz- and $L^p$-norm bounds for $\mathcal{E}^i$):** The random variables $\mathcal{E}^i$ in (12c) satisfy

$$\| \mathcal{E}^i \|_p \leq \mathcal{M}_v := M_v r \sum_{k=1}^{\ell} \| \Psi_{t, t-k+1} K_{t-k} \| \tag{13a}$$

$$\| \mathcal{E}^i \|_{\rho_v} \leq \mathcal{C}_v := C_v r \sum_{k=1}^{\ell} \| \Psi_{t, t-k+1} K_{t-k} \| \tag{13b}$$

$$\| \mathcal{E}^i \|_p \geq \mathcal{M}_v := m_v r \left( \sum_{k=1}^{\ell} \| \Psi_{t, t-k+1} K_{t-k} \| \right)^{\frac{1}{p}} \tag{13c}$$

with $m_v, M_v,$ and $C_v$ as given in H4.

The proofs of both abovementioned results are given in Appendix A. By bounding the term $(\frac{1}{N} \sum_{i=1}^{N} (\mathcal{E}^i)^p)^{\frac{1}{p}}$, in (12a) we obtain the main result of this section that bounds the Wasserstein distance between the empirical and the estimator-based empirical distribution.

**Proposition 4.6 (Distance guarantee between empirical and estimator-based empirical distribution):** Consider a confidence $1 - \beta_{ns}$ and let

$$\tilde{\varepsilon}_N(\beta_{ns}) := 2^{-\beta} \left( \mathcal{M}_w + \mathcal{M}_v \sqrt{\alpha_p 1} \frac{\mathcal{M}_v^2}{c^N} \ln \frac{2}{\beta_{ns}} \right) \tag{14}$$

with $\mathcal{M}_w, \mathcal{M}_v$ given by (12b), (13a)

$$\alpha_p(s) := \begin{cases} s^2, & \text{if } s \in [0, 1] \\ s^p, & \text{if } s \in (1, \infty) \end{cases} \tag{15}$$

$$\mathcal{G} := C_v / m_v + 1 / \ln 2 \tag{16}$$

and $\mathcal{C}_v, m_v$, as in (13b), (13c). Then, for all $(z, \omega) \in B_{\infty}^{\sigma d}(\rho_{\xi_0}) \times B_{\infty}^{\ell q}(\rho_w)$, we have

$$\Pr \left( W_p(\hat{P}_N^{\xi}(z, \omega, v_{\xi}), P_N^{\xi}(z, \omega)) \leq \tilde{\varepsilon}_N(\beta_{ns}) \right) \geq 1 - \beta_{ns}. \tag{17}$$

The proof is given in Appendix A.

### C. Overall Ambiguity Set

Here we combine the results from Sections IV-A and IV-B to obtain the ambiguity set of the state distribution in the following result, which is the central result of this article.

**Theorem 4.7 (Ambiguity set under noisy dynamics and observations):** Consider data collected from $N$ realizations of system (3) in accordance to Assumptions 3.1 and 3.2, a confidence $1 - \beta$, and let $\beta_{nom}, \beta_{ns} \in (0, 1)$ satisfying (9). Then, the guarantee (8) holds, where $\psi_N(\beta)$ is given in (10) and its components $\tilde{\varepsilon}_N(\beta_{nom}) \equiv \varepsilon(\beta_{nom}, \rho_{\xi_0})$ and $\tilde{\varepsilon}_N(\beta_{ns})$ are given by (11) and (14), respectively, with

$$\rho_{\xi_0} := \sqrt{d} \| \Phi_t \|_{\rho_{\xi_0}} + \sqrt{q} \| \Phi_t, t-k+1 G_{t-k} \|_{\rho_w}. \tag{18}$$

**Proof:** Due to (10) and the triangle inequality for $W_p$

$$\{ W_p(\hat{P}_N^{\xi}, P_N^{\xi}) \leq \psi_N(\beta) \} \supset \{ W_p(\hat{P}_N^{\xi}, P_N^{\xi}) \leq \tilde{\varepsilon}_N(\beta_{ns}) \} \cap \{ W_p(\hat{P}_N^{\xi}, P_N^{\xi}) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \}. \tag{19}$$

Thus, to show (8), it suffices to show that

$$\mathbb{E} \left[ \mathbf{1}(W_p(\hat{P}_N^{\xi}, P_N^{\xi}) - \tilde{\varepsilon}_N(\beta_{nom}) \leq 0) \times \mathbf{1}(W_p(\hat{P}_N^{\xi}, P_N^{\xi}) - \varepsilon(\beta_{nom}, \rho_{\xi_0}) \leq 0) \right] \geq 1 - \beta. \tag{19}$$

We therefore employ Lemma 2.1 with the random variable $X \equiv (x, \omega)$, taking values in the compact set $K \equiv B_{\infty}^{\sigma d}(\rho_{\xi_0}) \times B_{\infty}^{\ell q}(\rho_w)$, the random variable $Y \equiv v_t \in \mathbb{R}^{N_v}$, and $g(X, Y) \equiv g(x, \omega, v_t)$, where

$$g(x, \omega, v_t) := 1 \{ W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \} \times 1 \{ W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \}. \tag{17}$$

Due to (17), $\mathbb{E} \left[ \mathbf{1}(W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \leq 0) \right] \geq 1 - \beta_{ns}$ for any $x \equiv (x, \omega) \in K$ and thus $\mathbb{E}[g(X, Y)] \geq 1 \{ W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \} \times (1 - \beta_{ns}) = k(x)$, for all $x \in K$. Hence, since $X \equiv (x, \omega) \in Y \equiv v_t$ are independent by H2, we deduce from Lemma 2.1 that

$$\mathbb{E}[g(X, Y)] \geq 1 \{ W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \} \times (1 - \beta_{ns}) \tag{17}$$

From (7) and H3 in Assumption 3.2, it follows that $P_{\xi_0}$ is supported on the compact set $B_{\infty}^{\sigma d}(\rho_{\xi_0})$ with diameter $(B_{\infty}^{\sigma d}(\rho_{\xi_0})) = 2\rho_{\xi_0}$ and $\rho_{\xi_0}$ given in (18). In addition, due to H1 and H2 in Assumption 3.2 the random states $\xi_0$ in the empirical distribution

$$P_N^{\xi}(x, \omega) := \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_0} \text{ are i.i.d. Thus, we get from Proposition 4.2 that}$$

$$\Pr(W_p(\hat{P}_N^{\xi}(x, \omega), v_t) \leq \varepsilon(\beta_{nom}, \rho_{\xi_0}) \leq 1 - \beta_{nom}, \text{ which implies} \mathbb{E}[g(X, Y)] \geq (1 - \beta_{nom}) (1 - \beta_{nom}) = 1 - \beta. \text{ Finally, (19) follows from this and the definition of} g.$$
and $1 - \beta_{ns}$. Notice further that no matter how many trajectories we use, the noise ambiguity radius decreases to a strictly positive value. It is also worth to observe that $\psi_N$ generalizes the nominal ambiguity radius $\varepsilon_N$ in the DRO literature (even when dynamic), and the number $mN$ represents in general a fundamental limitation for the estimator $(\varepsilon) \in [0 : \infty)$ and the number of trajectories to increase is a more delicate matter. The value of the nominal component depends essentially on $N$ and the support of the distribution at $\ell$, with the latter in turn depending on the system’s stability properties and the support of the initial condition and internal noise distributions. On the other hand, the noise component depends on $N$ and the quality of the estimation error. We quantify in the next section how the latter guarantees uniform boundedness of the noise radius under detectability-type assumptions.

Remark 4.8 (Positive lower bound of the noise radius): The positive lower bound $9 \sum_{n=0}^{m-1} \rho_n$ on the noise radius in (14) represents in general a fundamental limitation for the ambiguity set accuracy, which is independent of the number $N$ of estimated state samples. This is because the bound is related to the size of the state estimation error, which persists under the presence of noise and may further grow in time if there is no system detectability.

Remark 4.9 (Optimal radius selection): Once a desired confidence level $1 - \beta$ and the number of independent trajectories $N$ are fixed, we can optimally select the ambiguity radius by minimizing the function

$$\beta_{nom} \mapsto \psi_N(\beta_{nom}) \equiv \varepsilon_N(\beta_{nom}) + \sum_{\ell=1}^{\infty} (1 - \beta_{nom})(1 - \beta_{nom})$$

where, we have taken into account the constraint (9) between the nominal and the noise confidence. This function is nonconvex, but one-dimensional, and its minimizer is in the interior of the interval $(0, \beta)$, so its optimal value can be approximated with high accuracy.

Remark 4.10 (Potential conservativeness of the overall radius): It is worth noting that the ambiguity radius $\psi_N$ can be rather conservative. The main reasons for this are the following:

1. Conservativeness of the concentration of measure results used for the derivation of the nominal radius.
2. Potential lack of homogeneity of the distribution’s support since some components of the state distribution may have a much smaller support than others.
3. Potential independence between components of the state distribution, which is not exploited.
4. Conservative upper bounds for the estimation error.

Although there is room to sharpen all these aspects, they require additional contributions that are beyond the scope of this article.

A practical approach to select the ambiguity radius in a data-driven manner for a fixed (single) optimization problem would consist of two steps. The first step will use a technique, such as cross-validation to tune the radius based on the states of the estimator-based empirical distribution [34, Section 7]. The second step will enlarge this radius using i.i.d. data of the discrepancy $\varepsilon_{\ell}^j$, $j = 1, \ldots, M$ between the true and the estimated state (provided that these are available), where $M = mN$ for some $m \in \mathbb{N}$. This enlargement is analogous to

$$\frac{1}{m} \left( \sum_{j=(m-1)N+1}^{mN} \|e_{\ell}^j\|^2 \right)$$

which is an estimator for the average Wasserstein distance between the true and the estimator-based empirical distribution.

Remark 4.11 (Chance-constrained problems): The ambiguity sets of this article can also be used in chance-constrained problems where the samples are no longer drawn from the true distribution because of the type of nonidealities presented here. Then, one can directly use the formulations of e.g., [25], by replacing the empirical distribution there with the estimator-based empirical distribution and tuning the ambiguity radius according to Theorem 4.7 or the practical approach in Remark 4.10.

D. Uncertainty Quantification Over Bounded Time Horizons

In this section, we discuss how the guarantees can be extended to scenarios where an ambiguity set is built over a finite-time horizon instead of a single instance $\ell$. In this case we assume again that samples are collected over the time window $[0 : \ell]$ but we seek to build an ambiguity set about the state distribution along $[\ell_1 : \ell_2]$, with $0 \leq \ell_1 \leq \ell_2 \leq \ell$. We distinguish between two ambiguity set descriptions depending on the way the associated probabilistic guarantees are obtained. In the first, we directly build an ambiguity set for the probability distribution of the random vector $\xi_{\ell} := (\xi_{\ell_1}, \ldots, \xi_{\ell_2}) \in \mathbb{R}^{d\ell}$ with $\ell := (\ell_1, \ldots, \ell_2)$ and $\ell := \ell_2 - \ell_1 + 1$, comprising of all states over the interval of interest and using the concentration of measure result of Proposition 4.2 for $d\ell$-dimensional random variables. This has the drawback that the ambiguity radius decays slowly with the number of trajectories due to the high dimension of $\xi_{\ell}$. The other description derives an ambiguity set about the state distribution $P_{\xi_{\ell_1}}$ at time $\ell_1$ with prescribed confidence, and propagates it under the dynamics while taking into account the possible values of the internal noise. We also present sharper results for the case when the internal noise sequence is known. The first ambiguity set description is provided by the following analogue of Theorem 4.7.

Theorem 4.12 (Ambiguity set over a bounded time horizon): Consider output data collected from $N$ realizations of system (3) over the interval $[0 : \ell]$ and let Assumption 3.2 hold. Pick a confidence $1 - \beta$, let $\beta_{nom}, \beta_{ns} \in (0, 1)$ satisfying (9), and consider the bounded-horizon estimator empirical distribution

$$\hat{P}_{\xi_{\ell}} := \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{\ell}}$$

over the horizon $[\ell_1 : \ell_2] \subset [0 : \ell]$, where $\hat{\xi}_{\ell} := (\hat{\xi}_{\ell_1}, \ldots, \hat{\xi}_{\ell_2}) \in \mathbb{R}^{d\ell}$ and each $\hat{\xi}_{\ell}$ is given by the observer (4). Then

$$\mathbb{P}(W_p(\hat{P}_{\xi_{\ell}}, P_{\xi_{\ell}}) \leq \psi_N(\beta)) \geq 1 - \beta$$

(20) holds, where $\xi_{\ell} := (\xi_{\ell_1}, \ldots, \xi_{\ell_2})$ and $\psi_N(\beta)$ is given in (10). The nominal component $\varepsilon_N(\beta_{nom}) \equiv \varepsilon_N(\beta_{nom}, \rho_{\xi_{\ell}})$ is given...
by (11) (with $d$ in the expression substituted by $\bar{d}$)
\[
\rho_{\xi_k} := \max_{\ell \in [\ell_1 : \ell_2]} \left\{ \sqrt{d} \| \Phi_k \| \rho_{\xi_0} + \sqrt{q} \sum_{k=1}^{\ell} \| \Phi_{\ell-k} \| G_{\ell-k} \rho_{w} \right\}
\]
(21)
whereas $\tilde{\varepsilon}_N(\beta_m)$ is given as
\[
\tilde{\varepsilon}_N(\beta_m) := 2^{-\frac{m}{2}} \left( \tilde{M}_w + \tilde{M}_v + \tilde{M}_v \alpha_w \left( \frac{\tilde{R}^2}{e^2} \ln 2 \right) \right),
\]
with
\[
\tilde{M}_w := \sum_{\ell = \ell_1}^{\ell_2} M_w(\ell), \quad \tilde{M}_v := \sum_{\ell = \ell_1}^{\ell_2} M_v(\ell)
\]
and $M_w(\ell) = M_w, M_v(\ell) = M_v, \psi(\ell) = \psi_v, v(\ell) = v, M_v(\ell) = v$, as given by (12b), (13a), (13b), and (13c), respectively.

The proof of this result follows the argumentation employed for the proof of Theorem 4.7 (a sketch can be found in the online version [10]). For the second ambiguity set description we use a pointwise-in-time approach. To this end, we build a family of ambiguity balls so that under the same confidence level the state distribution at each time instant of the horizon lies in the associated ball, i.e.,
\[
\mathbf{P} \left( P_{\xi_\ell} \in \mathcal{B}_{\psi,\varepsilon}(\tilde{P}_{\xi_\ell}^N) \forall \ell \in [\ell_1 : \ell_2] \right) \geq 1 - \beta
\]
(22)
where, \[\mathcal{B}_{\psi,\varepsilon}(\tilde{P}_{\xi_\ell}^N) := \{ P \in \mathcal{P}(\mathbb{R}^d) \mid W_P(P, \tilde{P}_{\xi_\ell}^N) \leq \psi, \varepsilon \} \] and $\tilde{P}_{\xi_\ell}^N$ is the center of the ball. This is well suited for stochastic optimization problems that have a separable structure with respect to the stochastic argument across different time instances, i.e., problems of the form
\[
\inf_{x \in \mathbb{X}} \mathbb{E} \left[ f_1(x, \xi_{\ell_1}) + \cdots + f_\ell(x, \xi_{\ell_2}) \right].
\]
To obtain the result in this case and retain sufficiently sharp bounds for the ambiguity radius, we partially strengthen our assumptions H2 and H3 about the internal noise distribution. We assume that the sequence $w_{\ell_k}$ is independent and that we either know a (uniform) bound on its p'th moment or that we know its precise distribution. The technical approach is substantially different from that of Theorem 4.12 and relies on the notion of the convolution $\mu \ast \nu$ of two distributions $\mu$ and $\nu$ on $\mathbb{R}^d$, which is the image of their product measure $\mu \otimes \nu$ on $\mathbb{R}^d \times \mathbb{R}^d$ under the mapping $(x, y) \mapsto x + y$; equivalently, $\mu \ast \nu(B) = \int_{B \times B} 1_B(x+y) \mu \otimes \nu(dx, dy)$ for any $B \in \mathcal{B}(\mathbb{R}^d)$ (cf., [7, Pages 207, 208]).

Theorem 4.13 (Pointwise ambiguity sets over a bounded time horizon). Let the assumptions of Theorem 4.12 hold, assume that the internal noise sequence $w_{\ell_k}$ is independent (also of the initial state), $P_{\xi_k} \in \mathcal{P}(\mathbb{R}^d)$ for $\ell \in [\ell_1 : \ell_2]$, i.e., it is not necessarily compactly supported, and consider either of the following two cases for its distribution when $\ell \in [\ell_1 : \ell_2]$:
\begin{itemize}
  \item[i)] $P_{\xi_k}$ is not known and $\mathbb{E}[\|w_0\|^2]^{\frac{1}{2}} \leq q_{w_0}$.
  \item[ii)] $P_{\xi_k}$ is known.
\end{itemize}
Then, for any confidence $1 - \beta$, and $\beta_{\text{nom}}, \beta_m \in (0, 1)$ satisfying (9), (22) holds, with $\tilde{P}_{\xi_\ell}^N := \tilde{P}_{\xi_\ell}^N$ and $\psi, \varepsilon, \xi_\ell$ as given
by Theorem 4.7 (for $\ell = \ell_1$), and $\tilde{P}_{\xi_\ell}^N, \psi, \varepsilon, \xi_\ell, \ell \in [\ell_1 + 1 : \ell_2]$ defined as follows for the respective abovementioned two cases.
\begin{itemize}
  \item[i)] The ambiguity set center is $\tilde{P}_{\xi_\ell}^N := \frac{1}{N} \sum_{i=1}^N \delta_{\bar{\xi}_i}$ with $\bar{\xi}_i := \Phi_{\ell-1,\ell,\xi_0}$ and the radius is given recursively by $\psi, \varepsilon, \xi_\ell := \| A_{\ell-1} \| \cdots \| A_{\ell} \| \psi, \varepsilon, \xi_\ell-1 + q_{w_0}$.
  \item[ii)] The ambiguity set center is $\tilde{P}_{\xi_\ell}^N := ((A_{\ell-1})^T \tilde{P}_{\xi_{\ell-1}}^N) \ast P_{w_\ell}$, and the radius is $\psi, \varepsilon, \xi_\ell := \| A_{\ell-1} \| \cdots \| A_{\ell} \| \psi, \varepsilon, \xi_\ell-1$.
\end{itemize}
The proof is given in Appendix B. Note that when the internal noise distribution is known, all individual ambiguity balls of Theorem 4.13 shrink at the exact same decay rate with the number of sampled trajectories, which overcomes the slow decay rate of the ambiguity radius of Theorem 4.12 for larger time horizons.

V. SUFFICIENT CONDITIONS FOR UNIFORMLY BOUNDED NOISE AMBIGUITY RADIUS

In this section, we leverage Assumption 3.4 to establish that the noise ambiguity radius remains uniformly bounded as the sampling horizon increases. The focus here is on the noise component because it can be controlled under appropriate observability assumptions, whereas the nominal radius grows unbounded with time for unstable dynamics. We first provide uniform bounds for the matrices involved in the system and observer error dynamics.

Proposition 5.1 (Bounds on system/observer matrices): Under Assumption 3.4, the gain matrices $K_k$ can be selected so that the following properties hold.
\begin{itemize}
  \item[i)] There exist $K_s, K^*, G^* > 0$ and $\Psi_s > 0$, $s \in \mathbb{N}_0$, so that $\| G_k \| \leq G^*$, $K_s \leq \| K_k \| \leq K^*$, and $\| \Psi_{k+s, k} \| \leq \Psi_s$ for all $k \in \mathbb{N}_0$.
  \item[ii)] There exists $s_0 \in \mathbb{N}$ so that $\| \Psi_{k+s, k} \| \leq \frac{1}{2}$ for all $k \in \mathbb{N}_0$ and $s \geq s_0$.
\end{itemize}
The proof is given in Appendix C. Based on this result and Assumption 3.4 about the system’s detectability/uniform observability properties, we proceed to provide a uniform bound on the size of the noise radius for arbitrarily long evolution horizons.

Proposition 5.2 (Uniform bounds for noise ambiguity radius): Consider data collected from $N$ realizations of system (3), a confidence $1 - \beta$ as in (9), and let Assumptions 3.1, 3.2, and 3.4 hold. Then, there exist observer gain matrices $K_k$ so that the noise ambiguity radius $\tilde{\varepsilon}_N$ in (14) is uniformly bounded with respect to the sampling horizon size. In particular, there exists $\ell_0 \in \mathbb{N}$ so that, for each $\ell \geq \ell_0$, $M_w := M_w(\ell), M_v := M_v(\ell),$ and $R \equiv R(\ell)$ given by (12b), (13a), and (16), are uniformly upper bounded as
\[
M_w \leq \frac{1}{2} \sqrt{d} \rho_{\xi_0} + 3 \sqrt{q} \sum_{j=0}^{\ell_0-1} \Psi_j^* G^* \rho_{w_0}
\]
\[
M_v \leq 3M_w \rho_{w_0} \sum_{j=0}^{\ell_0-1} \Psi_j^* K^* \rho_{w_0} \leq 3 \frac{C_v}{M_w} \rho_{w_0} \sum_{j=0}^{\ell_0-1} \Psi_j^* K^* \rho_{w_0}.
\]
The proof is given in the online version [10].
fact that the system and observer gain matrices are constant. The precise bounds in this case (see also [8, Proposition 5.5]) are

\[ M_w \leq \frac{1}{2} \sqrt{d} \rho_\xi + 2 \sqrt{q} \sum_{k=0}^{\ell_0-1} \|\Psi K\| \rho_w \]

\[ M_v \leq 2 M_v \rho \sum_{k=0}^{\ell_0-1} \|\Psi K\|, \quad \mathcal{R} \leq \frac{C_v}{M_v} \frac{1}{\rho} \sum_{k=0}^{\ell_0-1} \|\Psi K\| \left( \sum_{k=0}^{\ell_0-1} \|\Psi K\| \right)^{-1} \]

with \( \ell_0 \) as in the time-invariant case of Proposition 5.2, and where \( G \) and \( K \) denote the constant values of the internal noise and observer gain matrices, respectively. The superiority of these bounds can be checked using the matrix bounds in Proposition 5.1(i) and their derivation is based on a simplified version of the arguments employed for the proof of Proposition 5.2.

## VI. APPLICATION TO ECONOMIC DISPATCH WITH DISTRIBUTED ENERGY RESOURCES

In this section, we take advantage of the ambiguity sets constructed with noisy partial measurements, cf., Theorem 4.7, to hedge against the uncertainty in an optimal economic dispatch problem. This is a problem where uncertainty is naturally involved due to (dynamic) energy resources, which the scheduler has no direct access to control or measure, like storage or renewable energy elements. The financial implications of the associated decisions are of utmost importance for the electricity market and justify the use of a reliable decision framework that accounts for the variability of the uncertain factors.

### A. Network Model and Optimization Objective

Consider a network with distributed energy resources [13] comprising of \( n_1 \) generator units and \( n_2 \) storage (battery) units. The network needs to operate as close as possible to a prescribed power demand \( D \) at the end of the time horizon \([0 : \ell]\), corresponding to a uniform discretization of step size \( \delta t \) of the continuous-time domain. To this end, each generator and storage unit supplies the network with positive power \( P^{j} \) and \( S^{i} \), respectively, at time \( \ell \). We assume we can control the power of the generators, which additionally needs to be within the upper and lower thresholds \( P^{j}_{\text{min}} \) and \( P^{j}_{\text{max}} \), respectively. Each battery is modeled as an uncertain dynamic element with an unknown initial state distribution and we can decide whether it is connected \( (\eta^i = 1) \) or not \( (\eta^i = 0) \) to the network at time \( \ell \). Our goal is to minimize the energy cost while remaining as close as possible to the prescribed power demand. Thus, we minimize the overall cost

\[ C(P, \eta) := \sum_{j=1}^{n_1} g^j(P^{j}) + \sum_{i=1}^{n_2} \eta^i h^i(S^{i}) \]

\[ + c \left( \sum_{j=1}^{n_1} P^{j} + \sum_{i=1}^{n_2} \eta^i S^{i} - D \right)^2 \]

where, \( P := (P^{1}, \ldots, P^{n_1}) \), \( \eta := (\eta^{1}, \ldots, \eta^{n_2}) \), and \( g^j, h^i \) are cost functions for the power provided by generator \( j \) and storage unit \( i \), respectively. We treat the deviation of the injected power from its prescribed demand as a soft constraint by assigning it a quadratic cost with weight \( c \) and augmenting the overall cost function (23). Due to the uncertainty about the batteries’ state and their injected powers \( S^{i} \), the minimization of (23) is a stochastic problem.

### B. Battery Dynamics and Observation Model

Each battery is modeled as a single-cell dynamic element and we consider its current \( I^{\text{disch}} \) discharging over the operation interval (if connected to the network) as a fixed and a priori known function of time. Its dynamics is conveniently approximated by the equivalent circuit in Fig. 2(a) (see, e.g., [32, 31]), where \( z^{i} \) is the state of charge (SoC) of the cell and \( \text{Ocv}(z^{i}) \) is its corresponding open-circuit voltage, which we approximate by the affine function \( \alpha^i z^{i} + \beta^i \) in Fig. 2(b). The associated discrete-time cell model is

\[ x^{i}_{k+1} = \left( I^{k}_{z^{i}_{k+1}} \right) - (0 \ 1) \left( I^{k}_{z^{i}_{k}} \right) + \left( 1 - \alpha^i \right) \delta t / Q^{i} I^{k}_{z^{i}_{k}} \]

\[ \theta^i_k \equiv V^{i}_{k} = \alpha^i z^{i}_{k} + \beta^i - I^{k}_{z^{i}_{k+1}} \]

where, \( \alpha^i := e^{-\delta t/\left(R^{i} C^{i}\right)} \), \( \delta t \) is the time discretization step, and \( Q^{i} \) is the cell capacity. Here, we assume that for all \( k \in [0 : \ell] \) the cell is neither fully charged or discharged (by e.g., requiring that \( 0 < z^{i}_{k} - \sum_{k=0}^{\ell-1} \delta t I^{k}_{z^{i}_{k}} / Q^{i} < 1 \) for all \( k \) and any candidate initial conditions and input currents) and so, the evolution of its voltage is accurately represented by the abovementioned difference equation. The initial condition comprising the SoC \( z^{i}_{0} \) and the current \( I^{0 \text{disch}} \) through \( R^{i} \) is random with an unknown probability distribution. We also consider additive measurement noise with an unknown distribution, namely

\[ \theta^i_k = \alpha^i z^{i}_{k} + \beta^i - I^{k}_{z^{i}_{k+1}} - I^{k}_{z^{i}_{k+1}} R^{i} + v^{i}_{k} \]

To track the evolution of each random element through a linear system of the form (3), we consider for each battery a nominal state trajectory \( x^{i}_{k} := (I^{k \text{disch}}, z^{i}_{k}) \) initiated from the center of the support of its initial-state distribution. Setting \( \xi^{i}_{k} := \chi^{i}_{k} - \chi^{i}_{k}\) and \( \zeta^{i}_{k} := \theta^{i}_{k} (\chi^{i}_{k}) - \theta^{i}_{k} (\chi^{i}_{k}) \)

\[ \xi^{i}_{k+1} = A^{i}_{k} \xi^{i}_{k} \]

\[ \zeta^{i}_{k} = H^{i}_{k} \xi^{i}_{k} + v^{i}_{k} \]
where, $A_i^k := \text{diag}(a, 1)$ and $H_i^k := (\alpha_i^k - R^{-1} \beta_i^k)$. Denoting $\xi := (\xi_1^k, \ldots, \xi_N^k)$ and $\zeta := (\zeta_1^k, \ldots, \zeta_{N^2}^k)$, we obtain a system of the form (3) for the dynamic random variable $\xi$. Despite the fact that the state distribution $\xi_k$ of the batteries across time is unknown, we assume having access to output data from $N$ independent realizations of their dynamics over the horizon $[0 : \ell]$. Using these samples we exploit the results of this article to build an ambiguity ball $\mathcal{P}^N$ of radius $\varepsilon_N$ in the 2-Wasserstein distance (i.e., with $p = 2$), that contains the batteries’ state distribution $P_{\xi_k}$ at time $\ell$ with prescribed probability $1 - \beta$. In particular, we take the samples from each realization $i \in [1 : N]$ and use an observer to estimate its state $\hat{\xi}_{i,\ell}$ at time $\ell$. The ambiguity set is centered at the estimator-based empirical distribution $\bar{P}_{\xi_k} = \frac{1}{N} \sum_{i=1}^{N} \delta_{\hat{\xi}_{i,\ell}}$ and its radius can be determined using Theorem 4.7 and Proposition 4.6.

C. Decision Problem as DRO Problem

To solve the decision problem regarding whether or not to connect the batteries for economic dispatch, we formulate a DRO problem for the cost (23) using the ambiguity set $\mathcal{P}^N$. To do this, we derive an explicit expression of how the cost function $C$ depends on the stochastic argument $\xi$. Notice first that the power injected by each battery at time $\ell$ is

$$S' = I_{\ell}^T V_{\ell} = I_{\ell}^T \left( \alpha_i^\ell z_i^\ell + \beta_i^\ell - I_{\ell}^T R_i^{-1} - I_{\ell}^T b_i^\ell R_i^{-1} \right) \in \langle -I_{\ell}^T R_i^{-1}, \alpha_i^\ell I_{\ell}^T \rangle + \beta_i^\ell I_{\ell}^T - (I_{\ell}^T b_i^\ell)^2 R_i^{-1} = \langle \alpha_i^\ell, \xi_{i,\ell}^\ell \rangle + \hat{\beta}_i^\ell = \langle \alpha_i^\ell, \xi_{i,\ell}^\ell \rangle + I_{\ell}^T \beta_i^\ell - (I_{\ell}^T b_i^\ell)^2 R_i^{-1}$$

where $\langle \cdot, \cdot \rangle$ denotes inner product, $\alpha_i^\ell := (I_{\ell}^T R_i^{-1}, \alpha_i^\ell)$ and

$$\hat{\beta}_i^\ell := \langle \alpha_i^\ell, \xi_{i,\ell}^\ell \rangle + I_{\ell}^T \beta_i^\ell - (I_{\ell}^T b_i^\ell)^2 R_i^{-1}$$

Considering further affine costs $h(S)$ is $\hat{\beta}_i^\ell$ for the power provided by the batteries, the overall cost $C$ becomes

$$C(P, \eta) = g(P) + (\eta + \alpha)^\top \xi_{i,\ell}^\ell + \eta^\top \hat{\beta}$$

$$+ c \left( I_{\ell}^T P + (\eta + \alpha)^\top \xi_{i,\ell}^\ell + \eta^\top \hat{\beta} - D \right)^2 \tag{24}$$

where $*$ denotes the Khatri–Rao product (i.e., for $a \equiv (a_1, \ldots, a_d) \in \mathbb{R}^d$ and $b \equiv (b_1, \ldots, b_d) \in \mathbb{R}^{dn}$ with $b \in \mathbb{R}^n$, $a * b := (a_1 b_1, \ldots, a_d b_d)$) and

$$g(P) := \sum_{j=1}^{n_1} g_j(P), \quad \hat{\alpha} := (\hat{\alpha}_1, \ldots, \hat{\alpha}_{n_2})$$

$$\hat{\beta} := (\hat{\beta}_1, \ldots, \hat{\beta}_{n_2}), \quad \hat{\alpha} := (\hat{\alpha}_1, \ldots, \hat{\alpha}_{n_2} \hat{\alpha}_{n_2}^\top)$$

$$\beta := (\hat{\beta}_1, \ldots, \hat{\beta}_N, \hat{\alpha} := (\hat{\alpha}_1, \ldots, \hat{\alpha}_N \hat{\alpha}_N^\top) \hat{\beta} := (\hat{\beta}_1, \ldots, \hat{\beta}_N, \hat{\alpha} := (\hat{\alpha}_1, \ldots, \hat{\alpha}_N \hat{\alpha}_N^\top) \hat{\beta} := (\hat{\beta}_1, \ldots, \hat{\beta}_N, \hat{\alpha} := (\hat{\alpha}_1, \ldots, \hat{\alpha}_N \hat{\alpha}_N^\top)$$

Using the equivalent description (24) for $C$ and recalling the upper and lower bounds $P_{\text{min}}$ and $P_{\text{max}}$ for the generator’s power, we formulate the DRO power dispatch problem

$$\inf_{\eta, P} \left\{ f_\eta(P) + \sup_{P_{\xi_k} \in \mathcal{P}^N} \mathbb{E}_{P_{\xi_k}} \left[ h_{\eta}(P, \xi_{i,\ell}) \right] \right\} \tag{25a}$$

with the ambiguity set $\mathcal{P}^N$ introduced previously

$$f_\eta(P) := g(P) + c P^\top 1N + 2c (\eta^\top \hat{\beta} - D) 1N P + c(\eta^\top \hat{\beta} - D)^2 + \eta^\top \hat{\beta}$$

$$h_{\eta}(P, \xi_{i,\ell}) := c \xi_{i,\ell}^\top (\eta \ast \hat{\alpha})(\eta \ast \hat{\alpha})^\top \eta_{i,\ell} + \left( 2c \left( I_{\ell}^\top P + \eta^\top \hat{\beta} - D \right) (\eta \ast \hat{\alpha})^\top \eta_{i,\ell} \right)$$

This formulation aims to minimize the worst-case expected cost with respect to the plausible distributions of $\xi$ at time $\ell$.

D. Tractable Reformulation of the DRO Problem

Our next goal is to obtain a tractable reformulation of the optimization problem (25). To do this, we first provide an equivalent description for the inner maximization in (25), which is carried out over a space of probability measures. Exploiting strong duality (see [21, Corollary 2(i)] or [5, Remark 1]) and recalling that our ambiguity set $\mathcal{P}^N$ is based on the 2-Wasserstein distance, we equivalently write the inner maximization problem

$$\sup_{P_{\xi_k} \in \mathcal{P}^N} \mathbb{E}[P_{\xi_k} \left[ h_{\eta}(P, \xi_{i,\ell}) \right] \right\} \tag{25b}$$

$$\inf_{\lambda \geq 0} \left\{ \lambda \psi_N^2 + \frac{1}{N} \sum_{i=1}^{N} \sup_{\xi_{i,\ell} \in \Xi} \left[ h_{\eta}(P, \xi_{i,\ell}) - \lambda \| \xi_{i,\ell} - \hat{\xi}_{i,\ell} \|_2^2 \right] \right\} \tag{26}$$

where $\psi_N \equiv \psi_N(\beta)$ is the radius of the ambiguity ball, $\Xi \subseteq \mathbb{R}^{2n_2}$ is the support of the batteries’ unknown state distribution, and the $\hat{\xi}_{i,\ell}$ are the estimated states of their realizations. We slightly relax the problem, by allowing the ambiguity ball to contain all distributions with distance $\psi_N$ from $\bar{P}_{\xi_k}$ that are supported on $\mathbb{R}^{2n_2}$ and not necessarily on $\Xi$. Thus, we first look to solve for each estimated state $\hat{\xi}_{i,\ell}$ the optimization problem

$$\sup_{\xi_{i,\ell} \in \mathbb{R}^{2n_2}} \left\{ h_{\eta}(P, \xi_{i,\ell}) - \lambda \| \xi_{i,\ell} - \hat{\xi}_{i,\ell} \|_2^2 \right\} \tag{27}$$

which is written

$$\sup_{\xi_{i,\ell} \in \mathbb{R}^{2n_2}} \left[ \xi_{i,\ell}^\top \hat{\alpha}_{i,\ell}^\top \xi_{i,\ell} + \left( 2c \left( I_{\ell}^\top P + \eta^\top \hat{\beta} - D \right) (\eta \ast \hat{\alpha})^\top \right) \right.$$

$$\left. + \left( \eta \ast \hat{\alpha} \right)^\top \xi_{i,\ell} - \lambda (\hat{\xi}_{i,\ell}^\top \xi_{i,\ell} - \hat{\xi}_{i,\ell}^\top \xi_{i,\ell}) \right)$$

$$= -\lambda (\hat{\xi}_{i,\ell}^\top \xi_{i,\ell} + \sup_{\xi_{i,\ell} \in \mathbb{R}^{2n_2}} \left[ \xi_{i,\ell}^\top (\Xi - I_{\ell} \hat{\xi}_{i,\ell}) \xi_{i,\ell} + (r^\top)^\top \xi_{i,\ell} \right)$$. 

\footnote{The exact same reformulations can be obtained for any quadratic cost function $\xi_{i,\ell} Q \xi_{i,\ell} + b(P) \xi_{i,\ell} + c$, with $Q$ positive semidefinite and $b(P)$ affine in $P$. Analogous reformulations for dynamic programming problems with quadratic costs can be found in [49].}
denoting $\lambda_{\text{max}}(\mathfrak{A})$ the maximum eigenvalue of $\mathfrak{A}$ we have

$$
\sup_{\xi \in \mathbb{R}^{2n_2}} \left\{ \xi^\top (\mathcal{D} - \lambda \mathcal{I}_{2n_2}) \xi + (\mathcal{R}^i)^\top \xi \right\}
$$

$$
= \begin{cases} 
\infty & \text{if } 0 \leq \lambda < \lambda_{\text{max}}(\mathfrak{A}) \\
\frac{1}{4} (\mathcal{R}^i)^\top (\lambda \mathcal{I}_{2n_2} - \mathcal{D})^{-1} \mathcal{R}^i & \text{if } \lambda \geq \lambda_{\text{max}}(\mathfrak{A}).
\end{cases}
$$

(27)

To obtain this we exploited that $Q(\xi) := \xi^\top (\mathcal{D} - \lambda \mathcal{I}_{2n_2}) \xi + (\mathcal{R}^i)^\top \xi$ is maximized when $\nabla Q(\xi) = 0 \iff \xi = \frac{1}{2} (\mathcal{I}_{2n_2} - \mathcal{D})^{-1} \mathcal{R}^i$, which gives the optimal value $Q(\xi) = \frac{1}{4} (\mathcal{R}^i)^\top (\lambda \mathcal{I}_{2n_2} - \mathcal{D})^{-1} \mathcal{R}^i$. Note that we do not need to specify the value of the expression in (27) for $\lambda = \lambda_{\text{max}}$. In particular, since the function we minimize in (26) is convex in $\lambda$, the inner part of the DRO problem is equivalently written

$$
\inf_{\lambda > \lambda_{\text{max}}(\mathfrak{A})} \left\{ \lambda \left( \psi_{N}^{2} - \frac{1}{N} \sum_{i=1}^{N} (\mathfrak{A}_{i})^\top (\mathfrak{A}_{i}) \right) + \frac{1}{4N} \sum_{i=1}^{N} \mathcal{R}^i_{\eta}(P, \lambda)^\top (\lambda \mathcal{I}_{2n_2} - \mathcal{D})^{-1} \mathcal{R}^i_{\eta}(P, \lambda) \right\}. 
$$

Taking further into account that $(\lambda \mathcal{I}_{2n_2} - \mathcal{D})^{-1} = \text{diag} \left( \frac{1}{\lambda - \lambda_{\text{max}}(\mathfrak{A})}, \ldots, \frac{1}{\lambda - \lambda_{\text{min}}(\mathfrak{A})} \right)$ as well as the constraints (25b) on the decision variable $P$, the overall DRO problem is reformulated as

$$
\min_{\mathfrak{A}} \inf_{\lambda > \lambda_{\text{max}}(\mathfrak{A})} \left\{ f(\mathfrak{A}) + \lambda \left( \psi_{N}^{2} - \frac{1}{N} \sum_{i=1}^{N} (\mathfrak{A}_{i})^\top (\mathfrak{A}_{i}) \right) + \frac{1}{4N} \sum_{i=1}^{N} \mathcal{R}^i_{\eta}(P, \lambda)^\top \right\}
$$

$$
\times \text{diag} \left( \frac{1}{\lambda - \lambda_{\text{max}}(\mathfrak{A})}, \ldots, \frac{1}{\lambda - \lambda_{\text{min}}(\mathfrak{A})} \right) \mathcal{R}^i_{\eta}(P, \lambda) \right\}
$$

(28a)

subject to $P_{\text{min}} \leq P \leq P_{\text{max}}$ \forall \eta \in [1 : n_1]

$$
\lambda > \lambda_{\text{max}}(\mathfrak{A}).
$$

(28b)

E. Simulation Results

For the simulations we consider $n_1 = 4$ generators and $n_2 = 3$ batteries with the same characteristics. We assume that the distributions of each initial SoC $\mathfrak{A}_0$ and current $I_0^{2g}$ are known to be supported on the intervals $[0.45, 0.9]$ and $[1.5, 1.7]$, respectively. The true SoC distribution for batteries 2 and 3 at time zero is $P_{\mathfrak{A}_0} = P_{\mathfrak{A}_0} = \mathcal{U}[0.45, 0.65]$ ($\mathcal{U}$ denotes uniform distribution). On the other hand, the provider of battery 1 has access to the distinct batteries 1A and 1B and selects randomly one among them with probabilities 0.9 and 0.1, respectively. The SoC distribution of battery 1A at time zero is $P_{\mathfrak{A}_0} = \mathcal{U}[0.45, 0.65]$, whereas that of battery 1B is $P_{\mathfrak{A}_0} = \mathcal{U}[0.84, 0.86]$. Thus, we get the bimodal distribution $P_{\mathfrak{A}_0} = 0.9\mathcal{U}[0.45, 0.65] + 0.1\mathcal{U}[0.84, 0.86]$, which is responsible for nonnegligible empirical distribution variations, since for small numbers of samples, it can fairly frequently occur that the relative percentage of samples from 1B deviates significantly from its expected one. On the other hand, we assume that the true initial currents $I_{0,2}$ of all batteries are fixed to 1.6308, namely, $P_{l_{0,2}} = P_{l_{0,2}} = P_{l_{0,2}} = \delta_{1,6308}$. For the measurements, we consider the Gaussian mixture noise model $P_{\mathfrak{v}x} = 0.5N(0.01, 0.01^2) + 0.5N(-0.01, 0.01^2)$ with $N(\mu, \sigma^2)$ denoting the normal distribution with mean $\mu$ and variance $\sigma^2$.

To compute the ambiguity radius for the reformulated DRO problem (28), we specify its nominal and noise components $\mathcal{E}_N(\beta_{\text{nom}}, \rho_{\xi})$, and $\mathcal{E}_N(\beta_{\text{nom}})$, where due to Proposition 4.2, $\rho_{\xi}$ can be selected as half the diameter of any set containing the support of $P_{\xi}$ in the infinity norm. It follows directly from the specific dynamics of the batteries that $\rho_{\xi}$ does not exceed half the diameter of the initial conditions’ distribution support, which is isometric to $[0.45, 0.9]^3 \times [1.5, 1.7]^3 \subset \mathbb{R}^6$. Hence, using Proposition 19 in the online version [10] with $p = 2$, $d = 6$, and $\rho_{\eta} = 0.225$, we obtain

$$
\mathcal{E}_N(\beta_{\text{nom}}, \rho_{\xi}) = 4.02 N^{-\frac{2}{3}} + 1.31(\ln(\beta_{\text{nom}}))^{\frac{1}{2}} - N^{-\frac{1}{2}}. 
$$

To determine the noise radius, we first compute lower and upper bounds $m_n$ and $M_n$ for the $L_2$ norm of the Gaussian mixture noise $\mathfrak{v}_x$ and an upper bound $C_n$ for its $\psi_2$ norm. Denoting by $E_P$ the integral with respect to the distribution $P$, we have for $P_{\mathfrak{v}_x} = 0.5N(\mu_1, \sigma_1^2) + 0.5N(\mu_2, \sigma_2^2)$ that $\|v_x\|^2 = E_P[v_x^2] = \frac{1}{2} (\sigma_1^2 + \sigma_2^2) + \mu_1^2 + \mu_2^2$, where $E_P(v_x^2) = \mu_1^2 + E_P[|v_x - \mu_1|^2] = p_1(\mu_1 - \mu_2)^2$. Hence, in our case, where $\mu_1 = \sigma_1 = 0.01$, we can pick $m_n = M_n = 0.01\sqrt{2}$. Further, using Proposition 21 from the online version [10], we can select $C_n = 0.01(\sqrt{7}/3 + \sqrt{2})$. To perform the state estimation from the output samples we used a Kalman filter. Its initial condition covariance matrix corresponds to independent Gaussian distributions for each SoC $\mathfrak{A}_0$ and current $I_0^{2g}$ with a standard deviation of the order of their assumed support. We also select the same covariance as in the components of the Gaussian mixture noise to model the measurement noise of the Kalman filter. Using the dynamics of the filter and the values of $m_n$, $M_n$, and $C_n$, previously, we obtain from (12b), (13a)–(13c), and (16) the constants $\mathfrak{M}_n = 0.325$, $\mathfrak{M}_n = 0.008$, and $\mathfrak{R}_n = 2.72$ for the expression of the noise radius. In particular, we have from Proposition 4.6 that $\mathcal{E}_N(\beta_{\text{nom}}) = 0.47 + 0.0113(\sqrt{74.98}/N \ln(2/\beta_{\text{nom}}) + \text{overall radius is}

$$
\psi_{N}(\beta) = 0.47 + 4.02 N^{-\frac{2}{3}} + 1.31(\ln(\beta_{\text{nom}}))^{\frac{1}{2}} - N^{-\frac{1}{2}} - 0.0097(\ln(2/\beta_{\text{nom}}))^{\frac{1}{2}} - N^{-\frac{2}{3}}.
$$

(29)

We assume that the energy cost of the generators is lower than that of the batteries and select the quadratic power generation cost $g(P) = 0.25 \sum_{j=1}^{4} (P^j - 0.1)^2$ and the same lower/upper power thresholds $P_{\text{min}} = 0.2P_{\text{max}} = 0.5$ for all generators. For the batteries, we pick the same resistances $R^{i,j} = 0.34$ and $R^{i,j} = 0.17$, and we take $a' = 0.945$ and $b_i = 8$ for all times. We nevertheless use different linear costs $h'(S) = a'S$ for their injected powers, with $a^1 = 1$ and $a^2 = a^3 = 1.3$, since battery 1 is less reliable due to the large SoC fluctuation among its two modes.
N is a reasonable choice. Based on this, we evaluate their performance with respect to the true distribution (“true cost with SAA optimizer” and “true cost with DRO optimizer”). With the exception of two realizations (whose DRO cost and true cost with the DRO optimizer are framed inside black boxes), the DRO cost is above the true cost of the DRO optimizer, namely, this happens with high probability. From the plot, it is also clear that the SAA solution tends to overpromise since its value is most frequently below the true cost of the SAA optimizer.

We solve 100 independent realizations of the overall economic dispatch problem. For each of them, we generate independent samples from the batteries’ initial condition distributions and solve the associated SAA and DRO problems for N = 10, N = 40, and N = 160 samples, respectively, using CVX [22]. Despite the potential conservativeness of the ambiguity radius \( \psi_N \) (cf. Remark 4.10), formula (29) gives a qualitative intuition about its decay rate. In particular, it indicates that under the same confidence level and for small sample sizes, an ambiguity radius proportional to \( N^{-\frac{1}{2}} \) is a reasonable choice. Based on this, we selected the ambiguity radii 0.05, 0.0354, and 0.025 for \( N = 10 \), \( N = 40 \), and \( N = 160 \). The associated simulation results are shown in Figs. 3, 4(a), and 4(b), respectively. We plot there the optimal values of the SAA and DRO problems (termed “SAA cost” and “DRO cost”) and provide the expected performance of their respective decisions with respect to the true distribution (“true cost with SAA optimizer” a.k.a. out-of-sample performance and “true cost with DRO optimizer”). We observe that in all three cases, the DRO value is above the true cost of the DRO optimizer for nearly all realizations (and for all when \( N = 40 \) or 160), which verifies the finite-sample guarantees of DRO formulations [34, Theorem 3.5]. In addition, when solving the problem for 40 or 160 samples, we witness a clear out-of-sample superiority of the DRO optimizer compared to the one obtained by the nonrobust SAA, because it considerably improves the true cost for a significant number of realizations (cf., Fig. 4).

The SAA solution tends to consistently promise a better outcome compared to what the true distribution reveals for the same decision (e.g., magenta circle being usually under the green circle in all figures). This rarely happens for the DRO solution, and when it does, it is only by a small margin. This makes the DRO approach preferable over the SAA one in the context of power systems operations where honoring commitments at a much higher cost than anticipated might result in significant losses, and not fulfilling commitments may lead to penalties from the system operator.

![Fig. 3. Results from 100 realizations of the power dispatch problem with \( N = 10 \) independent samples used for each realization. We compute the optimizers of the SAA and DRO problems, plot their corresponding optimal values (termed “SAA cost” and “DRO cost”), and also evaluate their performance with respect to the true distribution (“true cost with SAA optimizer” and “true cost with DRO optimizer”). With the exception of two realizations (whose DRO cost and true cost with the DRO optimizer are framed inside black boxes), the DRO cost is above the true cost of the DRO optimizer, namely, this happens with high probability. From the plot, it is also clear that the SAA solution tends to overpromise since its value is most frequently below the true cost of the SAA optimizer.

![Fig. 4. Analogous results to those of Fig. 3, from 100 realizations with (a) \( N = 40 \) and (b) \( N = 160 \) independent samples, and the ambiguity radius tuned so that the same confidence level is preserved. In both cases, the DRO cost is above the true cost of the DRO optimizer with high probability (in fact, always). Furthermore, the cost of the DRO optimizer (red star) is strictly better than the true cost of the SAA one (green circle) for a considerable number of realizations (highlighted in the illustrated boxes).]

VII. CONCLUSION

We have constructed high-confidence ambiguity sets for dynamic random variables using partial-state measurements from independent realizations of their evolution. In our model, both the dynamics and measurements are subject to disturbances with unknown probability distributions. The ambiguity sets are built using an observer to estimate the full state of each realization and leveraging concentration of measure inequalities. For systems that are either time-invariant and detectable, or uniformly observable, we have established uniform boundedness of the ambiguity radius. Future research will include the consideration of robust state estimation criteria to mitigate the noise effect on the ambiguity radius, the extension of the results to nonlinear dynamics, and the construction of ambiguity sets with information about the moments.

APPENDIX

Here we give proofs of various results of this article. The proofs are organized per section.

A. Proofs From Section IV-B

Proof of Lemma 4.4: Using [9, Lemma A.2] to bound the Wasserstein distance of two discrete distributions, we get
\[
W_p(P_n, P_{n+1}) \leq \left( \frac{1}{N} \sum_{i=1}^{N} \| e_i^p \|_p \right)^{\frac{p}{2}} = \left( \frac{1}{N} \sum_{i=1}^{N} \| e_i^p \|_p \right)^{\frac{p}{2}}. \]

From (6), we have
\[
\| e_{i+1} \|_p = \left\| \Psi_{i+1} z_i + \sum_{k=1}^{i} \left( \Psi_{i,k} K_{i,k} z_{i,k} \right) + \Psi_{i+1,k} K_{i+1,k} z_{i+1,k} \right\|
\]
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Thus, from the lower bound in $\textbf{H4}$ of Assumption 3.2 we also obtain (13c).

To prove Proposition 4.6, we exploit the following concentration of measure result around the mean of nonnegative independent random variables.

**Proposition A.1 (Concentration around $p$th mean):** Let $X_1, \ldots, X_N$ be scalar, nonnegative, independent random variables with finite $\psi_p$ norm and $\mathbb{E}[X_i^p] = 1$. Then

$$
\mathbb{P} \left( \left| \frac{1}{N} \sum_{i=1}^{N} X_i^p \right|^\frac{1}{p} - 1 \geq t \right) \leq 2 \exp \left( - \frac{c' N}{R^2} \alpha_p(t) \right) \quad (31)
$$

for every $t \geq 0$, with $c' = 1/10$, $R := \max_{i \in [1:N]} \|X_i\|_{\psi_p} + 1/\ln 2$, and $\alpha_p$ as given by (15).

We prove Proposition A.1 along the lines of the proof of [43, Theorem 3.1.1], which considers the special case of sub-Gaussian distributions. We rely on the following concentration inequality [43, Corollary 2.8.3].

**Proposition A.2 (Bernstein inequality):** Let $X_1, \ldots, X_N$ be scalar, mean-zero, subexponential, independent random variables. Then, for every $t_0 \geq 0$ we have

$$
\mathbb{P} \left( \left| \frac{1}{N} \sum_{i=1}^{N} X_i \right| > t_0 \right) \leq 2 \exp \left( - \frac{c'' t_0^2}{R^2} \frac{t_0}{2} \right) \quad (32)
$$

where $c'' = 1/10$ and $R := \max_{i \in [1:N]} \|X_i\|_{\psi_p}$.

The precise constant $c''$ in this result is not specified in [43] but we provide an independent proof of this result in the online version [10, Section 8.2].

**Proof of Proposition A.1:** Note that each random variable $X_i^p - 1$ is mean zero by assumption. Additionally, we have that $\|X_i^p - 1\|_{\psi_p} \leq \|X_i^p\|_{\psi_p} + 1/\ln 2 \leq R$, where we took into account that

$$
\mathbb{E}[|X_i^p - 1|] = \mathbb{E}[|X_i^p| - 1] \Rightarrow \|X_i^p\|_{\psi_p} = \|X_i\|_{\psi_p}
$$

and the following fact, shown after the proof.

**Fact I:** For any constant random variable $X = \mu \in \mathbb{R}$, it holds $\|X\|_{\psi_p} = |\mu|/(\ln 2)^{\frac{1}{p}}$.

Thus, we get from Proposition A.2 that

$$
\mathbb{P} \left( \left| \frac{1}{N} \sum_{i=1}^{N} X_i^p - 1 \right| \geq t \right) \leq 2 \exp \left( - \frac{c' N}{R^2} \min\{t^2, t\} \right)
$$

(32)

where we used the fact that $R > 1$. We will further leverage the following facts shown after the proof of the proposition.

**Fact II:** For all $p \geq 1$ and $z \geq 0$ it holds that $|z^{p-1}| \geq p \delta \Rightarrow (z^{p-1} - 1) \geq \max_{\delta, \delta^p}$.

**Fact III:** For any $\delta \geq 0$, if $u = \max_{\delta, \delta^p}$, then $\min\{u, u^2\} = \alpha_p(\delta)$, with $\alpha_p$ as given by (15).
Thus, since $\mathbb{P}(|Y| \geq t) \geq \mathbb{P}(Y \geq t)$ for any random variable $Y$, we obtain (31) from Fact III and conclude the proof.

**Proof of Fact I:** From the $\psi_p$ norm definition, $\|X\|_{\psi_p} = \inf \{t > 0 \mid |E^{(t)}| \leq t\}$ is $\mathbb{P}(\{t > 0 \mid t \geq |\mu|/(\ln 2)\}) = |\mu|/(\ln 2)$, which establishes the result.

**Proof of Fact II:** Assume first that $z < 1$. Then, we have that $|z^p - 1| = 1 - z^p > 1 - z \geq \delta \geq \delta^p$. Next, let $z \geq 1$. Then, we get $|z^p - 1| = z^p - 1 \geq z - 1 \geq \delta$. In addition, when $\delta \geq \delta^p$, namely, when $\delta \geq 1$, we have that $z^p - (z - 1)^p \geq 1$, and hence, $|z^p - 1| = z^p - 1 \geq (z - 1)^p \geq \delta^p$.

**Proof of Fact III:** We consider two cases. Case (i): $0 \leq \delta \leq 1 \Rightarrow \delta \geq \delta^p \Rightarrow u = \max\{\delta, \delta^p\} = \delta$. Then $\min\{u, u^2\} = \min\{\delta, \delta^2\} = \delta^2$. Case (ii): $\delta > 1 \Rightarrow \delta \geq \delta^p \Rightarrow u = \max\{\delta, \delta^p\} = \delta^p$. Then $\min\{u, u^2\} = \min\{\delta^p, \delta^p\} = \delta^p$. Thus, we get that $\min\{u, u^2\} = \alpha_p(\delta)$ for all $\delta \geq 0$.

**Proof of Proposition 4.6:** For each $i$, the random variable $X_i := \frac{e^i}{\|e^i\|}$ satisfies $\|X_i\| = 1$. Thus, we obtain from Proposition A.1 that

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq 2 \exp\left( -\frac{C}{R^2} \right).
$$

where, $R = \max_{i \in [1:N]} \left( \frac{e^i}{\|e^i\|} \right) \Rightarrow \geq 1$. From (13b), (13c), and (16), we deduce $R \geq R$, and thus

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq 2 \exp\left( -\frac{C}{R^2} \right).
$$

Now, it follows from (13a) that:

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq 2 \exp\left( -\frac{C}{R^2} \right).
$$

Thus, we deduce that

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq 2 \exp\left( -\frac{C}{R^2} \right).
$$

To establish (17), it suffices by Lemma 4.4 to show that

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq 2 \exp\left( -\frac{C}{R^2} \right).
$$

By the definition of $\varepsilon_N$ and exploiting that it is strictly decreasing with $\beta_{ms}$, it suffices to prove

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq \exp\left( -\frac{C}{R^2} \right) \leq 1 - \beta_{ms}.
$$

Setting $\tau = \alpha_p^{-1} \left( \frac{\ln 2}{c^2} \right)$, we equivalently need to show

$$
\mathbb{P}\left( \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e^i}{\|e^i\|} \right)^p \geq \frac{C}{R^2} \right) \leq \beta_{ms}.
$$

which follows by (33) with $s = \tau \beta_{ms}$.

**B. Proofs From Section IV-D**

Here we give the proof of Theorem 4.13. We use the next result, whose proof can be found in [10]. The result examines the Wasserstein distance between the distributions of two random variables when other random variables are added.

**Lemma A.3 (Wasserstein distance under convolution):** Given $p \geq 1$ and distributions $P_1, P_2, Q \in \mathcal{P}_p(\mathbb{R}^d)$, it holds that $W_p(P_1 \star P_2) \leq W_p(P_1 \star Q, P_2 \star Q)$. Also, if it holds that $\left( \int_{\mathbb{R}^d} \|x\|^p Q(dx) \right)^{\frac{1}{p}} \leq q$, then $W_p(P_1 \star P_2) \leq q$.

**Proof of Theorem 4.13:** The proof is carried out by induction on $\ell \in [\ell_1 : \ell_2]$. It suffices to establish that

$$
W_p\left( P_{\xi_{\ell_1}, \bar{P}_{\xi_{\ell_1}}} \right) \leq \psi_N, \ell_1 \implies W_p\left( P_{\xi_{\ell}, \bar{P}_{\xi_{\ell}}} \right) \leq \psi_N, \ell \forall \ell' \in [\ell_1 : \ell].
$$

(34)

Note that from Theorem 4.7, $\mathbb{P}(P_{\xi_1} \in B_{\psi_N, \ell_1}(\bar{P}_{\xi_1})) \geq 1 - \beta_1$. From (34), this also implies that $\mathbb{P}(P_{\xi_1} \in B_{\psi_N, \ell_1}(\bar{P}_{\xi_1})) \forall \ell' \in [\ell_1 : \ell] \geq 1 - \beta$, establishing validity of the result for $\ell \equiv \ell_2$.

For $\ell \equiv \ell_1$, the induction hypothesis (34) (IH) is a tautology. Next, assuming that it is true for certain $\ell \in [\ell_1 : \ell_2 - 1]$, we show that it also holds for $\ell + 1$. Hence it suffices to show that if $W_p(P_{\xi_1}, \bar{P}_{\xi_1}) \leq \psi_N, \ell_1$ then also $W_p(P_{\xi_{\ell+1}, \bar{P}_{\xi_{\ell+1}}}) \leq \psi_N, \ell_1$ for both cases (i) and (ii). Consider first (i) and note that then the ambiguity set center at $\ell + 1$ satisfies $\bar{P}_{\xi_{\ell+1}} = \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{\ell+1}} = \frac{1}{N} \sum_{i=1}^{N} \delta_{A_{\xi_{\ell+1}}(A_{\xi_{\ell+1}})}$, where we have exploited that $\bar{P}_{\xi_{\ell+1}} = \Phi_{\ell_1}(\bar{P}_{\xi_{\ell_1}})$, and the definition of $\Phi_{\ell_1}(A_{\xi_{\ell+1}})$ (for $k = \ell - 1, \ell$) to derive the second equality. Using also the fact that $P_{\xi_{\ell+1}} = ((A_{\ell}) \# P_{\ell}) \# P_{\ell_1}$, we get from the second result of Lemma A.3 that

$$
W_p\left( P_{\xi_{\ell+1}, \bar{P}_{\xi_{\ell+1}}} \right) \leq W_p\left( ((A_{\ell}) \# P_{\ell}) \# P_{\ell_1}, (A_{\ell}) \# \bar{P}_{\xi_{\ell}} \right)
$$

$$
\leq W_p\left( (A_{\ell}) \# P_{\ell}, (A_{\ell}) \# \bar{P}_{\xi_{\ell}} \right) + q_w \leq \|A_{\ell}\|\psi_N, \ell + q_w = \psi_N, \ell_1 + 1.
$$

Here, we also used the fact that $W_p(f \# P, f \# Q) \leq L W_p(P, Q)$ for any globally Lipschitz function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ with Lipschitz constant $L$ in the second to last inequality (see, e.g., [44, Proposition A.16]).

Next, we prove IH for (ii). From Lemma A.3 and the definition of the ambiguity set center and radius

$$
W_p\left( P_{\xi_{\ell+1}, \bar{P}_{\xi_{\ell+1}}} \right) = W_p\left( ((A_{\ell}) \# P_{\ell}) \# P_{\ell_1}, (A_{\ell}) \# \bar{P}_{\xi_{\ell}} \right)
$$
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\[ \ell P \left( (A_t) \# P_{\xi_t} \right) \ell \leq \| A_t \| \ell P \left( P_{\xi_t} \right) \ell \]
\[ \leq \| A_t \| \psi_{N,t} = \| A_t \| \psi_{t-1} \cdots \| A_t \| \psi_{N,t+1} \]
completing the proof.

C. Proofs From Section V

**Proof of Proposition 5.1:** Note that we only need to verify part (i) for the time-varying case. Since all \( G_k \) are uniformly bounded, we directly obtain the bound \( G^* \). Let
\[ K_k := -A_k \Phi_{k,k-1} \tilde{G}^{11}_{k,k-1} \Phi_{k,k-1}^T H_k \]
(\( k > t + 1 \)) as selected in [35, p. 574] (but with a minus sign at the front to get the plus sign in \( F_k = A_k + K_k H_k \)) and with the observability Gramian \( \mathcal{O}_{k,k-1} \) as defined in Assumption 3.4(ii). Then, the upper bound \( G^* \) follows from the fact that the system matrices are uniformly bounded combined with the uniform observability property of Assumption 3.4, which implies that all \( \mathcal{O}_{k,k-1} \) are also uniformly bounded. On the other hand, the lower bound \( K^* \) follows from the assumption that the system matrices are uniformly bounded, which imposes a uniform lower bound on the smallest singular value of \( \mathcal{O}_{k,k-1} \), the uniform lower bound on the smallest singular value of \( A_k \), hence, also on that of \( \Phi_{k,k-1} \) and \( \Phi_{k,k-1}^T \), and the uniform lower bound on \( \| H_k \| \) (all found in Assumption 3.4). Finally, the bounds \( G^* \) follow from the uniform bounds for all \( A_k \) and \( H_k \) and the derived bound \( K^* \) for all \( K_k \).

To show part (ii), assume first that Assumption 3.4(ii) holds, i.e., the system is time invariant and \((A, H)\) is detectable. Then, we can choose a nonzero gain matrix \( K \) so that \( F = A + KH \) is convergent (cf., [42, Theorem 31]), namely \( \lim_{s \to \infty} \| F^s \| = 0 \). Consequently, there is \( s_0 \in \mathbb{N} \) with \( \| F^s \| \leq \frac{1}{2} \) for all \( s \geq s_0 \) and the result follows by taking into account that \( \Psi_{k+k,s} = F^s \). Under Assumption 3.4(ii), let
\[ \ell \psi_{k+1} \ell = F \ell \psi_k \ell \]
be the recursive noise-free version of the error equation (6). Then, from [35, p. 577], there exists a quadratic time-varying Lyapunov function \( V(k, \ell) := \ell \psi \ell \ell Q_k \ell \ell \) with each \( Q_k \) positive definite, \( a_1, a_2 > 0 \), \( a_3 \in (0, 1) \), and \( m \in \mathbb{N} \) so that
\[ a_1 \leq \lambda_{\min}(Q_k) \leq \lambda_{\max}(Q_k) \leq a_2 \]
\[ V(k+1, k+1) - V(k, k) \leq -a_3 V(k, k) \]
(36a)
(36b)
for any \( k \) and any solution of (35) with state \( \ell \psi_k \ell \ell \) at time \( k \). Thus, \( \Psi_{k+1,m} Q_k \Psi_{k+1,m}^T \leq (1 - a_3) Q_k \), and hence, by induction \( \Psi_{k+v,m} Q_k \Psi_{k+v,m}^T \leq (1 - a_3)^v Q_k \), since
\[ \Psi_{k+1(v+1),m} Q_k \Psi_{k+1(v+1),m}^T \leq (1 - a_3)^v Q_k, \]
\[ \| \Psi_{k+1,v,m} Q_k \Psi_{k+1,v,m}^T \| \leq (1 - a_3)^v \lambda_{\max}(Q_k) \leq (1 - a_3)^v \lambda_{\max}(Q_k) \]
Next, pick \( \psi \) with \( \| \psi \| = 1 \) and \( \| \Psi_{k+v,m} \| = \| \Psi_{k+v,m} \| \).
Taking into account that \( \Psi_{k+v,m} Q_k \Psi_{k+v,m}^T \leq (1 - a_3)^v \psi \psi^T \psi_k \psi_k^T \), we get \( \lambda_{\min}(Q_k) \| \Psi_{k+v,m} \| \leq (1 - a_3)^v \lambda_{\max}(Q_k) \).
\[ \| \Psi_{k+v,m} \| \leq (1 - a_3)^v \lambda_{\max}(Q_k) \]
(37)
Now, select \( \nu \) so that \( (1 - a_3)^v (a_2/a_3)^{1/2} \leq \frac{1}{(2 \max_{s \leq 1, m} \| \Psi_k^* \| ^2}\) for all \( \nu \geq \nu \). Let \( s_0 := \nu m \) and pick \( s \geq s_0 \). Then, \( s = s_0 + m' \) for some \( s_0 = \nu m, \nu \geq \nu \), and \( m' \in [0 : m - 1] \) and we get from (37), part (i), and the selection of \( \nu \) that
\[ \| \Psi_{k+v,m} \| \leq \| \Psi_{k+v,m} \| \leq \| \Psi_{k+v,m} \| \leq \| \Psi_k \| \]
\[ \| \Psi_k \| \leq (1 - a_3)^v \lambda_{\max}(Q_k) \]
which establishes the result.
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