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Abstract

This paper focuses on the strong convergence of the truncated $\theta$-Milstein method for a class of nonautonomous stochastic differential delay equations whose drift and diffusion coefficients can grow polynomially. The convergence rate, which is close to one, is given under the weaker assumption than the monotone condition. To verify our theoretical findings, we present a numerical example.
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1. Introduction

The research on stochastic differential equations (SDEs) has been widely concerned due to their applications in numerous fields such as finance, communication, biology, chemistry, and ecology\textsuperscript{[1,4,27,31]}. It is well known that time delay is widespread in nature and occurs in dynamics with a finite propagation time, then the corresponding stochastic differential delay equations (SDDEs) are widely applied in stochastic systems\textsuperscript{[6,24,26,28,35,36,44]}. In plenty of instances, the true solutions to SDEs cannot be expressed explicitly. Hence, it is very meaningful to simulate the true solutions with different numerical algorithms; in this way, scholars can grasp a lot of significant properties of the true solutions without knowing the explicit form of the true solutions. One of the most famous numerical methods for a SDE is Euler-Maruyama (EM) method, which has been investigated and developed in the past few decades\textsuperscript{[20,27,31]}. Unfortunately, Hutzenthaler et al. have proved that the $p$th($p \geq 1$) moment of the EM solutions would diverge to infinity if the coefficients grow super-linearly.
To approximate the stochastic equations with highly nonlinear growing coefficients, many implicit methods have been studied \([3, 14, 32, 33, 37, 43]\). Furthermore, some modified explicit schemes have been established as well, since they have less computational cost \([3, 19, 34, 38]\). Particularly, it is worth emphasizing that the truncated EM method for SDEs was initially established by Mao in \([29]\) and the convergence rate was obtained in \([30]\). Since then, some scholars have studied SDEs whose coefficients can grow super-linearly by using the truncated EM method, and we can refer to \([8, 9, 10, 11, 13, 22, 25]\) and references therein. To improve the convergence rate, Guo et al. \([12]\) established the truncated Milstein method (TMM) to approximate SDEs with commutative noise. Thereafter, the TMM for nonautonomous SDEs was analyzed in \([23]\). The convergence rate of the TMM for SDDEs was investigated in \([42]\). As for other papers about Milstein methods, we refer the readers to \([7, 16, 17, 21, 33, 38, 39, 45]\) for more detailed discussions.

The aim of this paper is to study the strong convergence rate of the truncated \(\theta\)-Milstein method for nonautonomous and highly nonlinear SDDEs. The main contributions of this paper are as follows.

- The SDDEs in this paper are nonautonomous, unlike many studies that focus on autonomous case. It is worth noting that the autonomy of the equation will affect the convergence rate of the numerical scheme.
- The truncated \(\theta\)-Milstein method for nonautonomous SDDEs is established in this paper, and it will degenerate into the TMM when \(\theta = 0\).
- The convergence rate in \(L^2\) sense can be obtained with the more relaxed assumptions than those in \([42]\), which is given in Remark \([1]\).
- We relax the requirements for establishing the numerical scheme, which is shown in Remark \([2]\).
- The convergence rate in \(L^{\bar{q}}(\bar{q} \geq 2)\) sense is presented in this paper, but \([42]\) only gives the convergence rate in \(L^2\) sense, which can be found in Theorems \([3, 7]\) and \([3, 11]\).

This paper is organized as follows. Some necessary notations and the structure of the truncated \(\theta\)-Milstein method are shown in Section 2. Main result are presented in Section 3. Section 4 contains an example. The conclusion and discussion on future research are stated in Section 5.

2. Preliminaries

We use the following notations throughout this paper. Let \(|x|\) denote its Euclidean norm for \(x \in \mathbb{R}^n\). Define \(a \wedge b = \min\{a, b\}\) and \(a \vee b = \max\{a, b\}\) for any real numbers \(a, b\). Let \([a]\) be the largest integer which is not greater than \(a\). Let the delay constant \(\tau > 0\). Then let \(C(\tau, 0; \mathbb{R})\) be the family of all continuous functions \(\xi\) from \([-\tau, 0]\) to \(\mathbb{R}\) with the norm \(\|\xi\| = \sup_{-\tau < \theta < 0} |\xi(\theta)|\). If \(S\) is a set, let \(\mathbb{I}_S\) be its indicator function, which means that \(\mathbb{I}_S(x) = 1\) if
Consider the 1-dimensional nonautonomous and highly nonlinear SDDEs of the form

$$dx(t) = f(t, x(t), x(t - \tau)) dt + g(t, x(t), x(t - \tau)) dB(t), \quad (2.1)$$
on t \geq 0 \quad \text{with the initial data}

$$x_0 = \xi = \{\xi(\theta) : -\tau \leq \theta \leq 0\} \in C_{F_0}^b([-\tau, 0]; \mathbb{R}), \quad (2.2)$$

where $f : \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$.

In order to study the strong convergence rate of the truncated $\theta$-Milstein method for nonautonomous and highly nonlinear SDDEs (2.1), the following assumptions need to be imposed.

**Assumption 2.1.** There exist constants $K > 0$ and $\beta \geq 0$ such that

$$|f(t, a, b) - f(t, \bar{a}, \bar{b})| \vee |g(t, a, b) - g(t, \bar{a}, \bar{b})|$$

$$\leq K(1 + |a|^{\beta} + |b|^{\beta} + |\bar{a}|^{\beta} + |\bar{b}|^{\beta})(|a - \bar{a}| + |b - \bar{b}|)$$

for any $t \in [0, T]$ and $a, b, \bar{a}, \bar{b} \in \mathbb{R}$.

Before Assumption 2.2, we give more notations. Let $\mathcal{U}$ be the family of all continuous functions $U : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_+$ such that for $\varsigma > 0$, there is a constant $\rho_\varsigma > 0$, which satisfies

$$U(m, n) \leq \rho_\varsigma |m - n|^2 \quad (2.3)$$

for any $m, n \in \mathbb{R}$ with $|m| \vee |n| \leq \varsigma$.

**Assumption 2.2.** There exist constants $K_1 > 0$ and $q > 2$ such that

$$(a - \bar{a})^T(f(t, a, b) - f(t, \bar{a}, \bar{b})) + (q - 1)|g(t, a, b) - g(t, \bar{a}, \bar{b})|^2$$

$$\leq K_1(|a - \bar{a}|^2 + |b - \bar{b}|^2) - U(a, \bar{a}) + U(b, \bar{b})$$

for any $t \in [0, T]$ and $a, b, \bar{a}, \bar{b} \in \mathbb{R}$.

**Remark 1.** An example is given to show that Assumption 2.2 is weaker than (A3) in [12] by introducing $U(\cdot, \cdot)$. Let $f(a, b) = \frac{1}{2} |b|^2 - 5a^3 + 2\varsigma \xi a$, $g(a, b) = \cdots$
\[ \frac{1}{2}|\alpha|^2 + \zeta b, \quad \zeta_t = [t(1-t)]^{\frac{1}{2}} \text{ for } t \in [0,1] \text{ and } a, b \in \mathbb{R}. \]

One can see that there is no \( K_1 \) which satisfies
\[
(a - \bar{a})^T (f(t, a, b) - f(t, \bar{a}, \bar{b})) + (q - 1)|g(t, a, b) - g(t, \bar{a}, \bar{b})|^2 \\
\leq K_1(|a - \bar{a}|^2 + |b - \bar{b}|^2),
\]

however, Assumption 2.2 holds. The detailed proof can be found in Section 4.

**Assumption 2.3.** There exist constants \( K_2 > 0 \) and \( p > q \) such that
\[
a^T f(t, a, b) + (p - 1)|g(t, a, b)|^2 \leq K_2(1 + |a|^2 + |b|^2)
\]
for any \( t \in [0, T] \) and \( a, b \in \mathbb{R} \).

**Assumption 2.4.** There exist constants \( K_3 > 0 \), \( \beta \geq 0 \) and \( \sigma \in (0,1] \) such that
\[
|f(t_1, a, b) - f(t_2, a, b)| \vee |g(t_1, a, b) - g(t_2, a, b)| \leq K_3(1 + |a|^\beta + 1 + |b|^\beta + 1)|t_1 - t_2|^{\sigma}
\]
for any \( t_1, t_2 \in [0, T] \) and \( a, b \in \mathbb{R} \).

**Assumption 2.5.** There exist constants \( K_4 > 0 \) and \( \gamma \in (0,1] \) such that
\[
|\xi(t) - \xi(s)| \leq K_4|t - s|^{\gamma}
\]
for all \( t, s \in [-\tau, 0] \).

**Assumption 2.6.** There exist constants \( K_5 > 0 \) and \( \beta \geq 0 \) such that
\[
|f_i(t, a, b)| \vee |g_i(t, a, b)| \vee |f_{ij}(t, a, b)| \vee |g_{ij}(t, a, b)| \leq K_5(1 + |a|^\beta + 1 + |b|^\beta + 1),
\]
where
\[
f_i(t, a_1, a_2) = \frac{\partial f(t, a_1, a_2)}{\partial a_i}, \quad g_i(t, a_1, a_2) = \frac{\partial g(t, a_1, a_2)}{\partial a_i},
\]
\[
f_{ij}(t, a_1, a_2) = \frac{\partial^2 f(t, a_1, a_2)}{\partial a_i \partial a_j}, \quad g_{ij}(t, a_1, a_2) = \frac{\partial^2 g(t, a_1, a_2)}{\partial a_i \partial a_j}, \quad (2.4)
\]
for any \( t \in [0, T] \), \( a, b, a_1, a_2 \in \mathbb{R} \) and \( i, j = 1, 2 \).

The notations in (2.4) will be used in the rest of this paper. The following lemma can be obtained with the standard method.

**Lemma 2.7.** Let Assumptions 2.1-2.3 hold. There exists a unique global solution \( x(t) \) to SDDE (2.1), which satisfies
\[
\sup_{0 \leq t \leq T} \mathbb{E}|x(t)|^p \leq C, \quad \forall T \geq 0.
\]
In order to define the truncated \( \theta \)-Milstein method, choose a continuous and strictly increasing function \( \Lambda : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) such that \( \Lambda(w) \rightarrow \infty \) when \( w \rightarrow \infty \), and

\[
\sup_{0 \leq t \leq T} \sup_{|x|,|y| \leq w} (|f(t,x,y)| \vee |g(t,x,y)| \vee |g_1(t,x,y)| \vee |g_2(t,x,y)|) \leq \Lambda(w), \quad \forall w \geq 1.
\]  

(2.5)

Denote by \( \Lambda^{-1} \) the inverse function of \( \Lambda \). Therefore, \( \Lambda^{-1} \) is a strictly increasing continuous function from \( [\Lambda(1), \infty) \) to \( [1, \infty) \). Next, choose \( K_0 \geq 1 \lor \Lambda(1) \) and a strictly decreasing function \( \alpha : (0, 1] \rightarrow (0, \infty) \) such that

\[
\lim_{\Delta \rightarrow 0} \alpha(\Delta) = \infty, \quad \Delta \alpha(\Delta) \leq K_0, \quad \forall \Delta \in (0, 1].
\]  

(2.6)

Remark 2. The condition (2.6) is weaker than that in [42]. Here, let \( K_0 = 1 \), then \( \Delta \in (0, 1 \alpha(\Delta)] \). In [42], \( \Delta \in (0, \frac{1}{\alpha(\Delta)}] \). Obviously, the step size \( \Delta \) in our paper has a wider range than that in [42], which will lead to less computation, so we have more advantages in algorithm than [42]. As for other details, please refer to Remark 2.4 in [15].

The truncated mapping \( \pi_\Delta : \mathbb{R} \rightarrow \mathbb{R} \) for the given step size \( \Delta \in (0, 1] \) is defined as

\[
\pi_\Delta(\chi) = (|\chi| \land \Lambda^{-1}(\alpha(\Delta))) \frac{\chi}{|\chi|},
\]  

(2.7)

where let \( \chi/|\chi| = 0 \) when \( \chi = 0 \). One can see that \( \pi_\Delta \) can map \( \chi \) to itself when \( |\chi| \leq \Lambda^{-1}(\alpha(\Delta)) \), and to \( \Lambda^{-1}(\alpha(\Delta)) \) when \( |\chi| > \Lambda^{-1}(\alpha(\Delta)) \). Then define

\[
f_\Delta(t,x,y) = f(t, \pi_\Delta(x), \pi_\Delta(y)), \quad g_\Delta(t,x,y) = g(t, \pi_\Delta(x), \pi_\Delta(y)),
\]

\[
g_{1,\Delta}(t,x,y) = g_1(t, \pi_\Delta(x), \pi_\Delta(y)), \quad g_{2,\Delta}(t,x,y) = g_2(t, \pi_\Delta(x), \pi_\Delta(y)).
\]

By the definition, one has that

\[
|f_\Delta(t,x,y)| \vee |g_\Delta(t,x,y)| \vee |g_{1,\Delta}(t,x,y)| \vee |g_{2,\Delta}(t,x,y)| \leq \alpha(\Delta).
\]  

(2.8)

Lemma 2.8. By Assumption 2.3, for any \( \Delta \in (0, 1] \), we have

\[
x^T f_\Delta(t,x,y) + (p - 1)|g_\Delta(t,x,y)|^2 \leq K_2(1 + |x|^2 + |y|^2)
\]

for any \( t \in [0, T] \) and \( x,y \in \mathbb{R} \).

Lemma 2.8 can be proved with the technique in [41], so we omit the proof process.

Let us now define the truncated \( \theta \)-Milstein method to approximate the solution to (2.1). Suppose that \( \Delta = \frac{T}{M} = \frac{T}{M'} \) holds with integers \( M \) and \( M' \). Without losing generality, set \( M < M' \). Let \( t_k = k\Delta \) for \( k = -M, \ldots, 0, \ldots, M' \). Then define
\[
\begin{align*}
Y_\Delta(t_k) &= \xi(t_k), & k = -M, -M + 1, \ldots, 0; \\
Y_\Delta(t_{k+1}) &= Y_\Delta(t_k) + \theta f_\Delta(t_{k+1}, Y_\Delta(t_{k+1}), Y_\Delta(t_{k+1-M})) \Delta \\
&\quad + (1 - \theta) f_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) \Delta + g_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) \Delta B_k \\
&\quad + g_1, \Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) g_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) Q_1,
\end{align*}
\]

\[
\begin{align*}
Y_\Delta(t_{k+1}) &= Y_\Delta(t_k) + \theta f_\Delta(t_{k+1}, Y_\Delta(t_{k+1}), Y_\Delta(t_{k+1-M})) \Delta \\
&\quad + (1 - \theta) f_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) \Delta + g_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) \Delta B_k \\
&\quad + g_1, \Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) g_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) Q_1 \\
&\quad + g_2, \Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M})) g_\Delta(t_k, Y_\Delta(t_k), Y_\Delta(t_{k-M}), Y_\Delta(t_{k-2M})) Q_2,
\end{align*}
\]

where

\[
Q_1 = \int_{t_k}^{t_{k+1}} \int_{t_k}^s dB(t) dB(s) = \frac{(\Delta B_k)^2 - \Delta}{2},
\]

\[
Q_2 = \int_{t_k}^{t_{k+1}} \int_{t_k}^s dB(t - \tau) dB(s), \quad \Delta B_k = B(t_{k+1}) - B(t_k).
\]

There is no doubt that we only need to analyze the case when \( T > \tau \), which is equivalent to \( M' > M \). Define

\[
\mu(t) = \sum_{k=0}^{M'-1} t_k \bar{I}_{(t_k, t_{k+1})}(t),
\]

and

\[
\bar{\eta}_\Delta(t) = \sum_{k=-M}^{M'-1} Y_\Delta(t_k) \bar{I}_{(t_k, t_{k+1})}(t).
\]

The continuous form of the truncated \( \theta \)-Milstein method can be defined as

\[
\eta_\Delta(t) - \theta f_\Delta(t, \eta_\Delta(t), \eta_\Delta(t - \tau)) \Delta
\]

\[
= \xi(0) - \theta f_\Delta(0, \xi(0), \xi(-\tau)) \Delta + \int_0^t f_\Delta(\mu(s), \bar{\eta}_\Delta(s), \bar{\eta}_\Delta(s - \tau)) ds
\]

\[
+ \int_0^t g_\Delta(\mu(s), \bar{\eta}_\Delta(s), \bar{\eta}_\Delta(s - \tau)) dB(s)
\]

\[
+ \int_0^t g_1, \Delta(\mu(s), \bar{\eta}_\Delta(s), \bar{\eta}_\Delta(s - \tau)) g_\Delta(\mu(s), \bar{\eta}_\Delta(s), \bar{\eta}_\Delta(s - \tau)) \Delta \hat{B}(s) dB(s)
\]

\[
+ \int_0^t g_2, \Delta(\mu(s), \bar{\eta}_\Delta(s), \bar{\eta}_\Delta(s - \tau))
\]

\[
\cdot g_\Delta(\mu(s - \tau), \bar{\eta}_\Delta(s - \tau), \bar{\eta}_\Delta(s - 2\tau)) \Delta \hat{B}(s - \tau) dB(s),
\]

where \( \Delta \hat{B}(t) = \sum_{k=-M}^{M'-1} (B(t) - B(t_k)) \bar{I}_{(t_k, t_{k+1})}(t) \).
By the monotone operator theory in [40], there exists a unique $Y_{\Delta}(t_{k+1})$ for the given $Y_{\Delta}(t_k)$ when $K_1\theta\Delta < 1$ holds. Let $\Delta^* = 1 \wedge \frac{1}{K_1\theta}$. In the rest of this paper, let $\Delta \in (0, \Delta^*)$ and $\theta \in (0, 1]$. To simplify the notations, set $\kappa(t) = |t/\Delta|\Delta$ for $t \in [-\tau, T]$. Additionally, define

$$Z_\Delta(t) = \eta_\Delta(t) - \theta f_\Delta(t, \eta_\Delta(t), \eta_\Delta(t - \tau))\Delta,$$  \hspace{1cm} (2.12)

$$Z_\Delta(t) = \bar{\eta}_\Delta(t) - \theta f_\Delta(\mu(t), \bar{\eta}_\Delta(t), \bar{\eta}_\Delta(t - \tau))\Delta.$$ \hspace{1cm} (2.13)

The following Taylor expansion would play a significant role in our proof. For more details, please refer to [2].

If $\psi : \mathbb{R}^3 \rightarrow \mathbb{R}$ is a third-order continuously differentiable function, one can see that

$$\psi(\bar{u}) - \psi(\bar{u}) = \psi'(u) |_{u=\bar{u}} (\bar{u} - \bar{u}) + R_\psi(\bar{u}, \bar{u}),$$ \hspace{1cm} (2.14)

where

$$R_\psi(\bar{u}, \bar{u}) = \int_0^1 (1 - \vartheta) \psi''(\vartheta (\bar{u} - \bar{u}, \bar{u} - \bar{u})) d\vartheta,$$

for any $u, \bar{u}, \bar{u} \in \mathbb{R}^3$. Here, $\psi'$ and $\psi''$ are defined as

$$\psi'(u)(j) = \sum_{i=1}^3 \frac{\partial \psi}{\partial u_i} j_i, \quad \psi''(u)(j, h) = \sum_{i,m=1}^3 \frac{\partial^2 \psi}{\partial u_i \partial u_m} j_i h_m.$$ \hspace{1cm} (2.15)

where $j = (j_1, j_2, j_3)$, $h = (h_1, h_2, h_3)$.

Next, set $\bar{u} = (\bar{\mu}, \bar{x}, \bar{y})$ and $\bar{u} = (\bar{\mu}, \bar{x}, \bar{y})$ for $\bar{x}, \bar{y}, \bar{x}, \bar{y} \in \mathbb{R}$, $\bar{\mu} \in \mathbb{R}_+$. Thus, $\bar{u} - \bar{u} = (0, \bar{x} - \bar{x}, \bar{y} - \bar{y})$. Then, for $\psi : \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, one can see that

$$\psi(\bar{\mu}, \bar{x}, \bar{y}) - \psi(\bar{\mu}, \bar{x}, \bar{y}) = \psi'(\bar{\mu}, x, y) |_{x=\bar{x}, y=\bar{y}} (0, \bar{x} - \bar{x}, \bar{y} - \bar{y}) + R_\psi(\bar{\mu}, \bar{x}, \bar{y}, \bar{x}, \bar{y}),$$ \hspace{1cm} (2.16)

where

$$R_\psi(\bar{\mu}, \bar{x}, \bar{y}, \bar{x}, \bar{y}) = \int_0^1 (1 - \vartheta) \psi''(\vartheta (0, \bar{x} - \bar{x}, \bar{y} - \bar{y}), (0, \bar{x} - \bar{x}, \bar{y} - \bar{y})) d\vartheta,$$ \hspace{1cm} (2.17)

for any $\bar{\mu} \in \mathbb{R}_+$ and $\bar{x}, \bar{y}, \bar{x}, \bar{y} \in \mathbb{R}$. Here, $\psi'$ and $\psi''$ are defined as

$$\psi'(\bar{\mu}, x, y)(0, \bar{x} - \bar{x}, \bar{y} - \bar{y}) = \frac{\partial \psi}{\partial x}(\bar{x} - \bar{x}) + \frac{\partial \psi}{\partial y}(\bar{y} - \bar{y}),$$

$$\psi''(\bar{\mu}, x, y)((0, \bar{x} - \bar{x}, \bar{y} - \bar{y}), (0, \bar{x} - \bar{x}, \bar{y} - \bar{y}))$$

$$= \frac{\partial^2 \psi}{\partial x \partial x}(\bar{x} - \bar{x})^2 + \frac{\partial^2 \psi}{\partial x \partial y}(\bar{x} - \bar{x})(\bar{y} - \bar{y}) + \frac{\partial^2 \psi}{\partial y \partial y}(\bar{y} - \bar{y})^2 + \frac{\partial^2 \psi}{\partial y \partial x}(\bar{y} - \bar{y})(\bar{x} - \bar{x}).$$
\[
\text{for } \hat{\mu} \in \mathbb{R}_+ \text{ and } \hat{x}, \hat{y}, \hat{\theta}, \hat{\sigma} \in \mathbb{R}. \text{ By setting } \hat{\mu} = \mu(t), \hat{x} = \eta(t), \hat{y} = \eta(t - \tau), \hat{\theta} = \eta(t), \hat{\sigma} = \eta(t - \tau), \text{ we get from (2.16) that}
\]

\[
\psi(\mu(t), \eta(t), \eta(t - \tau)) - \psi(\mu(t), \eta(t), \eta(t - \tau)) = \psi_1(\mu(t), \eta(t), \eta(t - \tau))(\eta(t) - \eta(t))
\]

+ \psi_2(\mu(t), \eta(t), \eta(t - \tau))(\eta(t - \tau) - \eta(t - \tau))

+ R_\psi(t, \eta(t), \eta(t), \eta(t - \tau), \eta(t - \tau))

(2.18)

\]

where

\[
R_\psi(t, \eta(t), \eta(t), \eta(t - \tau), \eta(t - \tau)) = \psi_1(\mu(t), \eta(t), \eta(t - \tau))
\]

\[
\cdot \left[ \theta f_\Delta(t, \eta(t), \eta(t - \tau))\Delta - \theta f_\Delta(\mu(t), \eta(t), \eta(t - \tau))\Delta 
\right.
\]

\[
+ \int_{\kappa(t)}^t f_\Delta(\mu(s), \eta(s), \eta(s - \tau))ds
\]

\[
+ \int_{\kappa(t)}^t g_1(\mu(s), \eta(s), \eta(s - \tau))g_\Delta(\mu(s), \eta(s), \eta(s - \tau))\Delta B(s)dB(s)
\]

\[
+ \int_{\kappa(t)}^t g_2(\mu(s), \eta(s), \eta(s - \tau))
\]

\[
\cdot g_\Delta(\mu(s - \tau), \eta(s - \tau), \eta(s - 2\tau))\Delta \hat{B}(s)dB(s)
\]

\[
+ \psi_2(\mu(t), \eta(t), \eta(t - \tau))
\]

\[
\cdot \left[ \theta f_\Delta(t - \tau, \eta(t - \tau), \eta(t - 2\tau))\Delta - \theta f_\Delta(\mu(t - \tau), \eta(t - \tau), \eta(t - 2\tau))\Delta 
\right.
\]

\[
+ \int_{\kappa(t)-\tau}^{t-\tau} f_\Delta(\mu(s), \eta(s), \eta(s - \tau))ds
\]

\[
+ \int_{\kappa(t)-\tau}^{t-\tau} g_1(\mu(s), \eta(s), \eta(s - \tau))g_\Delta(\mu(s), \eta(s), \eta(s - \tau))\Delta \hat{B}(s)dB(s)
\]

\[
+ \int_{\kappa(t)-\tau}^{t-\tau} g_2(\mu(s), \eta(s), \eta(s - \tau))
\]

\[
\cdot g_\Delta(\mu(s - \tau), \eta(s - \tau), \eta(s - 2\tau))\Delta \hat{B}(s)dB(s)
\]

\[
+ R_\psi(\mu(t), \eta(t), \eta(t), \eta(t - \tau), \eta(t - \tau))
\]

(2.19)
Lemma 3.1. For any $\Delta \in (0, \Delta^*)$ and $t \in [0, T]$, one can see that
\[
\mathbb{E} \left| \Delta(t) - \bar{\Delta}(t) \right|^p \leq C \Delta^\frac{p}{2} \alpha(\Delta)^{\bar{p}}, \quad \forall \bar{p} > 0,
\]
and
\[
\mathbb{E} \left| \eta(t) - \bar{\eta}(t) \right|^p \leq C \Delta^\frac{p}{2} \alpha(\Delta)^{\bar{p}}, \quad \forall \bar{p} > 0.
\]
Thus,
\[
\lim_{\Delta \to 0} \mathbb{E} \left| \Delta(t) - \bar{\Delta}(t) \right|^p = \lim_{\Delta \to 0} \mathbb{E} \left| \eta(t) - \bar{\eta}(t) \right|^p = 0, \quad \forall \bar{p} > 0.
\]

Proof. By (2.11), (2.12) and (2.13), we derive that
\[
\Delta(t) = \bar{\Delta}(t) + \int_{t_{\kappa(t)}}^t f_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))ds
\]
\[
+ \int_{t_{\kappa(t)}}^t g_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))dB(s)
\]
\[
+ \int_{t_{\kappa(t)}}^t g_1(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))g_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))dB(s)
\]
\[
+ \int_{t_{\kappa(t)}}^t g_2(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))
\]
\[
\cdot g_\Delta(\mu, \tilde{\eta}_{\Delta}(s-2\tau), \tilde{\eta}_{\Delta}(s-2\tau))dB(s).
\]
For any fixed $\bar{p} > 2$ and $t \in [0, T]$, we can get from the Burkholder-Davis-Gundy inequality and the Hölder inequality that
\[
\mathbb{E} \left| \Delta(t) - \bar{\Delta}(t) \right|^p \leq C \left[ \Delta^{\frac{p-1}{2}} \mathbb{E} \int_{t_{\kappa(t)}}^t \left| f_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau)) \right|^\bar{p} ds 
\right.
\]
\[
+ \Delta^{\frac{p-1}{2}} \mathbb{E} \int_{t_{\kappa(t)}}^t \left| g_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau)) \right|^\bar{p} ds
\]
\[
+ \Delta^{\frac{p-1}{2}} \mathbb{E} \int_{t_{\kappa(t)}}^t \left| g_1(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau))g_\Delta(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau)) \right|^\bar{p} ds
\]
\[
+ \Delta^{\frac{p-1}{2}} \mathbb{E} \int_{t_{\kappa(t)}}^t \left| g_2(\mu, \bar{\eta}, \tilde{\eta}_{\Delta}(s-\tau)) \right|^\bar{p} ds.
\]
By Lemma 3.1, we derive that can give the desired result (3.1). Then combining (2.12), (2.13) and (3.1) yields

\[\text{Let Assumptions 2.1 and 2.3 hold. Then we derive that} \]

\[E\text{ get from Itô's formula and (3.3) that} \]

\[\text{Proof. We get from Itô's formula and (3.3) that} \]

\[E|Z_{\Delta}(t)|^p - |Z_{\Delta}(0)|^p \leq E \int_0^t p|Z_{\Delta}(s)|^{p-2} (Z_{\Delta}(s)^T f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) + \frac{p - 1}{2} g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) \]

\[+ g_{1,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) \Delta \hat{B}(s) \]

\[+ g_{2,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{\Delta}(\mu(s - \tau), \bar{\eta}_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - 2\tau)) \Delta \hat{B}(s - \tau)^2 \] \[ds \]

\[\leq E \int_0^t p|Z_{\Delta}(s)|^{p-2} (Z_{\Delta}(s) - \bar{\eta}_{\Delta}(s))^T f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) \]

\[+ E \int_0^t p|Z_{\Delta}(s)|^{p-2} (\bar{\eta}_{\Delta}(s))^T f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) + (p - 1)|g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau))|^2 \] \[ds \]

\[+ E \int_0^t p(p - 1)|Z_{\Delta}(s)|^{p-2} g_{1,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) \Delta \hat{B}(s) \]

\[+ g_{2,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{\Delta}(\mu(s - \tau), \bar{\eta}_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - 2\tau)) \Delta \hat{B}(s - \tau)^2 \] \[ds \]

\[=: I_1 + I_2 + I_3. \]

By Lemma 3.1, we derive that

\[I_1 \leq (p - 2)E \int_0^t |Z_{\Delta}(s)|^p ds + 2E \int_0^t |(Z_{\Delta}(s) - \bar{Z}_{\Delta}(s))^T f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau))|^2 ds \]

\[\leq CE \int_0^t |Z_{\Delta}(s)|^p ds + CE \int_0^t |(Z_{\Delta}(s) - \bar{Z}_{\Delta}(s))^T f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau))|^2 ds \]

\[+ CE \int_0^t |\theta f_{\Delta}^2(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) \Delta|^{\frac{p}{2}} ds \]

\[\leq CE \int_0^t |Z_{\Delta}(s)|^p ds + CE \int_0^t \Delta^{\frac{p}{2}} \alpha(\Delta)^p ds + CE \int_0^t \theta^2 \Delta^{\frac{p}{2}} \alpha(\Delta)^p ds \]

\[\leq C + CE \int_0^t |Z_{\Delta}(s)|^p ds. \]

(3.4)
By Lemma 2.8, we get that
\[
I_2 \leq C\mathbb{E} \int_0^t |Z_\Delta(s)|^{p-2}(1 + |\bar{\eta}_\Delta(s)|^2 + |\bar{\eta}_\Delta(s-\tau)|^2) ds \\
\leq C\mathbb{E} \int_0^t |Z_\Delta(s)|^p ds + C\mathbb{E} \int_0^t (1 + |\bar{\eta}_\Delta(s)|^p + |\bar{\eta}_\Delta(s-\tau)|^p) ds.
\] (3.5)

Using (2.6) and (2.8) yields that
\[
I_3 \leq C\mathbb{E} \int_0^t |Z_\Delta(s)|^p ds \\
+ C\mathbb{E} \int_0^t \left[ g_1,\Delta(\mu(s),\bar{\eta}_\Delta(s),\bar{\eta}_\Delta(s-\tau)) g_2(\mu(s-\tau),\bar{\eta}_\Delta(s-\tau)) \right] ds \\
\leq C\mathbb{E} \int_0^t |Z_\Delta(s)|^p ds + C\mathbb{E} \int_0^t \Delta^\varphi \alpha(\Delta)^2 \| ds \\
\leq C + C\mathbb{E} \int_0^t |Z_\Delta(s)|^p ds.
\] (3.6)

Thus, from (3.6) - (3.7), we have
\[
\mathbb{E}|Z_\Delta(t)|^p \leq C + C\int_0^t \mathbb{E}|Z_\Delta(s)|^p ds + C\mathbb{E} \int_0^t (|\bar{\eta}_\Delta(s)|^p + |\bar{\eta}_\Delta(s-\tau)|^p) ds.
\] (3.7)

Applying Gronwall’s inequality gives that
\[
\mathbb{E}|Z_\Delta(t)|^p \leq C + C\mathbb{E} \int_0^t (|\bar{\eta}_\Delta(s)|^p + |\bar{\eta}_\Delta(s-\tau)|^p) ds.
\]

By (2.12) and the elementary inequality \(|u - v|^p \geq 2^{1-p}|u|^p - |v|^p, u, v > 0, one can see that
\[
|Z_\Delta(t)|^p \geq 2^{1-p}|\eta_\Delta(t)|^p - \theta^p \Delta^p |f_\Delta(t, \eta_\Delta(t), \eta_\Delta(t-\tau))| \geq 2^{1-p}|\eta_\Delta(t)|^p - \theta^p \Delta^p \alpha(\Delta).
\]

Thus,
\[
\sup_{0 \leq \tau \leq t} \mathbb{E}|\eta_\Delta(r)|^p \leq C \left( 1 + \int_0^t \sup_{0 \leq \tau \leq s} \mathbb{E}|Z_\Delta(r)|^p ds \right) \leq C \left( 1 + \int_0^t \sup_{0 \leq \tau \leq s} \mathbb{E}|\eta_\Delta(r)|^p ds \right).
\]

Using Gronwall’s inequality again yields that
\[
\sup_{0 < \Delta < \Delta^*} \sup_{0 \leq \tau \leq T} \mathbb{E}|\eta_\Delta(t)|^p \leq C.
\]

We complete the proof. \(\square\)
The following lemma could be obtained by using Lemma 3.2.

**Lemma 3.3.** Let Assumptions (2.4), (2.5), and (2.6) hold. For $q > 2$, suppose that $p \geq 2(1 + \beta)q$ holds. Then for any $\bar{q} \in [2, q)$, $\Delta \in (0, \Delta^*)$ and $t \in [0, T]$, we get that

\[
\sup_{0 < \Delta < \Delta^*} \sup_{0 \leq \tau \leq T} \left( \mathbb{E}[f(t, \eta(t), \eta(t - \tau))]|^{2\bar{q}} \vee \mathbb{E}[g(t, \eta(t), \eta(t - \tau))]|^{2\bar{q}} \vee \mathbb{E}[f_i(t, \eta(t), \eta(t - \tau))]|^{2\bar{q}} \vee \mathbb{E}[g_i(t, \eta(t), \eta(t - \tau))]|^{2\bar{q}} \right) \leq C.
\]

**Lemma 3.4.** Let Assumptions (2.4), (2.5), and (2.6) hold. For $q > 2$, suppose that $p \geq 2(1 + \beta)q$ holds. Then for any $\bar{q} \in [2, q)$, $\Delta \in (0, \Delta^*)$ and $t \in [0, T]$, we have

\[
\mathbb{E}[R_f(t, \eta(t), \eta(t - \tau), \eta(t - \tau))]|^{2\bar{q}} \leq C \Delta \bar{q} \alpha(\Delta)^{2\bar{q}}.
\]

**Proof.** For any $\bar{q} \in [2, q)$, $\Delta \in (0, \Delta^*)$ and $t \in [0, T]$, we get from Hölder’s inequality, Lemma 3.2 and (2.17) that

\[
\mathbb{E}[R_f(t, \eta(t), \eta(t - \tau), \eta(t - \tau))]|^{2\bar{q}} \\
\leq \int_0^1 (1 - \theta)^\bar{q} \mathbb{E}\left[ f''(\mu(t), x, y) \right]_{x=\eta(t) + \theta(\eta(t) - \eta(t)) - \eta(t - \tau)}^{y=\eta(t) - \theta(\eta(t) - \eta(t)) - \eta(t - \tau)} (0, \eta(t) - \eta(t)) |^{2\bar{q}} d\theta \\
\leq \int_0^1 \left[ \mathbb{E}[f_{11}(\mu(t), \eta(t) - \theta(\eta(t) - \eta(t)) - \eta(t - \tau))]^{2\bar{q}} \right] d\theta \\
\leq C \left( 1 + \sup_{0 < \Delta < \Delta^*} \sup_{0 \leq \tau \leq T} \mathbb{E} |\eta(t)|^{2\bar{q}(1 + \beta)} \right)^{\frac{\bar{q}}{2}} (\Delta \bar{q} \alpha(\Delta)^{4\bar{q}})^{\frac{\bar{q}}{2}} \\
\leq C \Delta \bar{q} \alpha(\Delta)^{2\bar{q}}.
\]
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Then, by (2.19), we have
\[ E|\tilde{R}_f(t, \eta\Delta(t), \eta\Delta(t) - \tau, \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ = C\Delta^{\bar{q}}E|f_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ + C\Delta^{\bar{q}}E|f_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ + C\Delta^{\bar{q}}E|f_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))\eta\Delta(t - \tau)|^{\bar{q}} \]
\[ + C\Delta^{\bar{q}}E|f_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \cdot g_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))((\Delta \tilde{B}(t))^2 - \Delta)\]
\[ + C\Delta^{\bar{q}}E|f_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \cdot g_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))((\Delta \tilde{B}(t))^2 - \Delta)\]
\[ + C\Delta^{\bar{q}}E|R_f(t, \eta\Delta(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}}. \]

Using Hölder’s inequality and Lemma [3.3] gives the following estimates
\[ E|((\Delta \tilde{B}(t))^2 - \Delta)^{2\bar{q}} \leq C \Delta^{2\bar{q}}, \]
\[ E|\int_{\kappa(t)}^{t} \Delta \tilde{B}(s)dB(s)|^{2\bar{q}} \leq C \Delta^{2\bar{q}}, \]
\[ E|f_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \leq C\Delta^{2\bar{q}}, \]
\[ E|f_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \leq C\Delta^{2\bar{q}}, \]
\[ E|f_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_1(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \leq C\Delta^{2\bar{q}}, \]
\[ E|f_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))g_2(\mu(t), \eta\Delta(t), \eta\Delta(t - \tau))|^{\bar{q}} \]
\[ \leq C\Delta^{2\bar{q}}. \]

Combining these inequalities together with Hölder’s inequality gives that
\[ E|\tilde{R}_f(t, \eta\Delta(t), \eta\Delta(t - \tau), \eta\Delta(t - \tau))|^{\bar{q}} \leq C \Delta^{\bar{q}} \Delta^{2\bar{q}}. \]

Similarly, the other results could be obtained. The proof is complete. \qed
Lemma 3.5. Let Assumptions 2.1-2.3 hold. Let $L > ||\xi||$ be any real number, and define
\[
\lambda_L = \inf \{t \geq 0 : |x(t)| \geq L\}, \quad \lambda_{\Delta,L} = \inf \{t \geq 0 : |\eta_{\Delta}(t)| \geq L\}.
\]
Then, we derive that
\[
\mathbb{P}(\lambda_L \leq T) \leq \frac{C}{L^p}, \quad \mathbb{P}(\lambda_{\Delta,L} \leq T) \leq \frac{C}{L^p}.
\]
Lemma 3.5 can be proved by borrowing the proof techniques in Lemma 2.7 and Lemma 3.2.

Lemma 3.6. Let Assumptions 2.1-2.6 hold with $p \geq 2(1+\beta)q$. Let $L > ||\xi||$ be any real number, and suppose that there exists a sufficiently small $\Delta \in (0, \Delta^*)$ satisfying $\Lambda^{-1}(\alpha(\Delta)) \geq L$. Then we have
\[
\mathbb{E}|x(T \wedge \varnothing_{\Delta,L}) - \eta_{\Delta}(T \wedge \varnothing_{\Delta,L})|^2 \leq C(\Delta^2 \alpha(\Delta)^4 + \Delta^{2\gamma} + \Delta^{2\sigma}),
\]
where $\varnothing_{\Delta,L} := \lambda_L \wedge \lambda_{\Delta,L}$.

Proof. Denote $\varnothing_{\Delta,L} = \varnothing$ for simplicity. Denote $\Upsilon_{\Delta}(t) = x(t) - Z_{\Delta}(t)$. For $0 \leq s \leq t \wedge \varnothing$, one can see that
\[
|x(s)| \vee |x(s - \tau)| \vee |\bar{\eta}_{\Delta}(s)| \vee |\bar{\eta}_{\Delta}(s - \tau)| \leq L \leq \Lambda^{-1}(\alpha(\Delta)).
\]
In addition, for $\tau \leq s \leq t \wedge \varnothing$, $|\bar{\eta}_{\Delta}(s - 2\tau)| \leq L \leq \Lambda^{-1}(\alpha(\Delta))$. Then from the previous definitions, we get that
\[
\begin{align*}
f_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) &= f(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)), \\
g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) &= g(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)), \\
g_{1,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) &= g_1(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)), \\
g_{2,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) &= g_2(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)), \\
g_{\Delta}(\mu(s - \tau), \bar{\eta}_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - 2\tau)) &= g(\mu(s - \tau), \bar{\eta}_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - 2\tau)).
\end{align*}
\]
Applying Itô’s formula and (2.18) yields that
\[
\begin{align*}
\mathbb{E} |\Upsilon_{\Delta}(t \wedge \varnothing)|^2 &\leq \theta^2 |f_{\Delta}(0, \xi(0), \xi(-\tau))|^2 \Delta^2 \\
&+ \mathbb{E} \int_0^{t \wedge \varnothing} 2 |\Upsilon_{\Delta}(s) |^2 |(f(s, x(s), x(s - \tau)) - f(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau))) | \\
&+ \frac{1}{2} |g(s, x(s), x(s - \tau)) - g_{\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) | \\
&- g_{1,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{2,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) | \Delta \hat{B}(s) \\
&- g_{2,\Delta}(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)) g_{\Delta}(\mu(s - \tau), \bar{\eta}_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - 2\tau)) | \Delta \hat{B}(s - \tau) |^2 |ds
\end{align*}
\]
By Assumption 2.2, we have

\[ J \leq C \Delta^2 \alpha(\Delta)^2 \]

\[ + CE \int_0^{t \wedge \eta} \left[ (x(s) - \eta_{\Delta}(s))^T (f(s, x(s), x(s - \tau)) - f(\mu(s), \eta_{\Delta}(s), \bar{\eta}_\Delta(s - \tau))) \right. \]

\[ + \left. |g(s, x(s), x(s - \tau)) - g(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^2 \right] ds \]

\[ + CE \int_0^{t \wedge \eta} |\tilde{R}_\eta(s, \eta_{\Delta}(s), \bar{\eta}_\Delta(s), \eta_{\Delta}(s - \tau), \bar{\eta}_\Delta(s - \tau))|^2 ds \]

\[ + CE \int_0^{t \wedge \eta} \theta \Delta f_\Delta^T(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) \]

\[ \cdot (f(s, x(s), x(s - \tau)) - f(\mu(s), \eta_{\Delta}(s), \bar{\eta}_\Delta(s - \tau)))ds \]

\[ =: C \Delta^2 \alpha(\Delta)^2 + J_1 + J_2 + J_3. \]

Using Young’s inequality gives that

\[ J_1 \leq CE \int_0^{t \wedge \eta} \left[ (x(s) - \eta_{\Delta}(s))^T (f(s, x(s), x(s - \tau)) - f(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))) \right. \]

\[ + (q - 1)|g(s, x(s), x(s - \tau)) - g(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^2 \left] ds \right. \]

\[ + CE \int_0^{t \wedge \eta} (x(s) - \eta_{\Delta}(s))^T (f(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - f(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)))ds \]

\[ + CE \int_0^{t \wedge \eta} (x(s) - \eta_{\Delta}(s))^T (f(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - f(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau)))ds \]

\[ + CE \int_0^{t \wedge \eta} \frac{q - 1}{q} |g(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - g(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^2 ds \]

\[ =: J_{11} + J_{12} + J_{13} + J_{14}. \]

By Assumption 2.2, we have

\[ J_{11} \leq CE \int_0^{t \wedge \eta} \left( |x(s) - \eta_{\Delta}(s)|^2 + |x(s - \tau) - \eta_{\Delta}(s - \tau)|^2 \right. \]

\[ - U(x(s), \eta_{\Delta}(s)) + U(x(s - \tau), \eta_{\Delta}(s - \tau)))ds \]

\[ \leq CE \int_0^{t \wedge \eta} |x(s) - \eta_{\Delta}(s)|^2 + CE \int_{-\tau}^0 |\xi(s) - \xi(\kappa(s))|^2 ds \]

\[ + CE \int_0^{t \wedge \eta} (-U(x(s), \eta_{\Delta}(s)) + U(x(s - \tau), \eta_{\Delta}(s - \tau))) ds \]

\[ \leq CE \int_0^{t \wedge \eta} |x(s) - \eta_{\Delta}(s)|^2 ds + C \Delta^{2\gamma} + C \int_{-\tau}^0 U(\xi(s), \xi(\kappa(s)))ds \]

\[ \leq CE \int_0^{t \wedge \eta} |x(s) - \eta_{\Delta}(s)|^2 ds + C \Delta^{2\gamma} + C \int_{-\tau}^0 \rho_\gamma |\xi(s) - \xi(\kappa(s))|^2 ds \]

\[ \leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_{\Delta}(s \wedge \varrho)|^2 ds + C \Delta^{2\gamma}. \]
By Assumption 2.4 one can see that

\[
J_{12} \leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \mathbb{E} \int_0^{s \wedge \varrho} (1 + |\eta_\Delta(s)|^{2(\beta+1)} + |\eta_\Delta(s - \tau)|^{2(\beta+1)} |s - \kappa(s)|^{2\sigma} ds
\]

\[
\leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \Delta^{2\sigma}
\]

Similar to 4.2, we have

\[
J_{13} \leq C \mathbb{E} \int_0^{t \wedge \varrho} (x(s) - \eta_\Delta(s))^T
\]

\[
\cdot \left[ f_1(\mu(s), \bar{\eta}(s), \bar{\eta}(s) - \tau) \int_{\mu(s)}^s g_\Delta(\mu(r), \bar{\eta}(r), \bar{\eta}(r - \tau)) dB(r)
\right.
\]

\[
+ f_2(\mu(s), \bar{\eta}(s), \bar{\eta}(s) - \tau) \int_{\mu(s) - \tau}^{s - \tau} g_\Delta(\mu(r), \bar{\eta}(r), \bar{\eta}(r - \tau)) dB(r)
\]

\[
+ \tilde{R}_f(s, \eta_\Delta(s), \bar{\eta}_\Delta(s), \eta_\Delta(s - \tau), \bar{\eta}_\Delta(s - \tau)) ds
\]

\[
\leq C \mathbb{E} \int_0^{t \wedge \varrho} (|x(s) - \eta_\Delta(s)|^2 + |\tilde{R}_f(s, \eta_\Delta(s), \bar{\eta}_\Delta(s), \eta_\Delta(s - \tau), \bar{\eta}_\Delta(s - \tau))|^2) ds
\]

\[
+ C \Delta^2 \alpha(\Delta)^4 + C \Delta^{2\gamma}
\]

\[
\leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \Delta^2 \alpha(\Delta)^4 + C \Delta^{2\gamma}
\]

Borrowing the technique in the estimation of \( J_{12} \) gives that

\[
J_{14} \leq C \Delta^{2\sigma}
\]

Thus,

\[
J_1 \leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \Delta^{2\gamma} + C \Delta^{2\sigma} + C \Delta^2 \alpha(\Delta)^4
\]  \hspace{1cm} (3.9)

By Lemma 5.1 we derive that

\[
J_2 \leq C \Delta^2 \alpha(\Delta)^4
\]  \hspace{1cm} (3.10)

Similar to \( J_1 \), using Young’s inequality gives that

\[
J_3 \leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \Delta^{2\gamma} + C \Delta^{2\sigma} + C \Delta^2 \alpha(\Delta)^4
\]  \hspace{1cm} (3.11)

Combining (3.9) - (3.11) together yields that

\[
\mathbb{E} |\Upsilon_\Delta(t \wedge \varrho)|^2 \leq C \int_0^t \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + C \Delta^{2\gamma} + C \Delta^{2\sigma} + C \Delta^2 \alpha(\Delta)^4
\]
Thus,

\[
\mathbb{E}|x(t \wedge \varrho) - \eta_\Delta(t \wedge \varrho)|^2
\leq C(\Delta^2 \alpha(\Delta)^2 + \mathbb{E}|\Upsilon_\Delta(t \wedge \varrho)|^2)
\leq C\left(\int_0^T \mathbb{E}|x(s \wedge \varrho) - \eta_\Delta(s \wedge \varrho)|^2 ds + \Delta^2 + \Delta^2 + \Delta^2 \alpha(\Delta)^4\right).
\]

Thanks to the Gronwall inequality, the result follows. The proof is complete. \(\square\)

**Theorem 3.7.** Let Assumptions 2.1-2.6 hold with \(p \geq 2(1+\beta)\). For sufficiently small \(\Delta \in (0, \Delta^*)\), assume that

\[
\alpha(\Delta) \geq \Lambda \left((\Delta^2 \alpha(\Delta)^2 + \Delta^2(\gamma^\wedge \sigma))^{\frac{1}{p}}\right).
\]  

(3.12)

Then we derive that, for any such small \(\Delta\),

\[
\mathbb{E}|x(T) - \eta_\Delta(T)|^2 \leq C(\Delta^2 \alpha(\Delta)^4 + \Delta^2(\gamma^\wedge \sigma)),
\]  

(3.13)

and

\[
\mathbb{E} x(T) - \eta_\Delta(T)|^2 \leq C(\Delta^2 \alpha(\Delta)^4 + \Delta^2(\gamma^\wedge \sigma)).
\]  

(3.14)

**Proof.** Let \(\tilde{Y}_\Delta(t) = x(t) - \eta_\Delta(t)\) for \(t \in [0, T]\) and \(\Delta \in (0, \Delta^*)\). Denote \(\varrho = \varrho_{\Delta,L}\) for simplicity. One can see that

\[
\mathbb{E}|\tilde{Y}_\Delta(T)|^2 = \mathbb{E}\left(|\tilde{Y}_\Delta(T)|^2 I_{(\varrho > T)}\right) + \mathbb{E}\left(|\tilde{Y}_\Delta(T)|^2 I_{(\varrho \leq T)}\right).
\]

Let \(\Gamma > 0\) be arbitrary. By Young’s inequality, we derive that

\[
a^2 b = (\Gamma a^p)^\frac{1}{p} \left(\frac{b^p}{\Gamma^p(p-2)}\right)^\frac{p-2}{p} \leq \frac{2\Gamma}{p} a^p + \frac{p-2}{p} \frac{b^p}{\Gamma^p(p-2)}, \forall a, b > 0.
\]

Therefore,

\[
\mathbb{E}\left(|\tilde{Y}_\Delta(T)|^2 I_{(\varrho \leq T)}\right) \leq \frac{2\Gamma}{p} \mathbb{E}|\tilde{Y}_\Delta(T)|^p + \frac{p-2}{p} \frac{\mathbb{E}|\tilde{Y}_\Delta(T)|^p}{\Gamma^p(p-2)} \mathbb{P}(\varrho \leq T).
\]

Using Lemma 2.7 and Lemma 3.2 gives that

\[
\mathbb{E}|\tilde{Y}_\Delta(T)|^p \leq C(\mathbb{E}|x(T)|^p + \mathbb{E}|\eta_\Delta(T)|^p) \leq C.
\]

Applying Lemma 3.5 yields that

\[
\mathbb{P}(\varrho \leq T) \leq \mathbb{P}(\lambda_L \leq T) + \mathbb{P}(\lambda_{\Delta,L} \leq T) \leq \frac{C}{L^p}.
\]

Choose \(\Gamma = \Delta^2 \alpha(\Delta)^4 + \Delta^2(\gamma^\wedge \sigma)\) and \(L = (\Delta^2 \alpha(\Delta)^4 + \Delta^2(\gamma^\wedge \sigma))^{\frac{1}{p-2}}\). Then we have

\[
\mathbb{E}|\tilde{Y}_\Delta(T)|^2 \leq \mathbb{E}|\tilde{Y}_\Delta(T \wedge \varrho)|^2 + C(\Delta^2 \alpha(\Delta)^4 + \Delta^2(\gamma^\wedge \sigma)).
\]
Using the condition (3.12) gives that
\[ \Lambda^{-1}(\alpha(\Delta)) \geq (\Delta^2 \alpha(\Delta)^4 \lor \Delta^{2(\gamma \land \sigma)})^{\frac{1}{\gamma}} = L. \]
So, we get from Lemma 3.6 that
\[ E|\hat{\Upsilon}_\Delta(T)|^2 \leq C(\Delta^2 \alpha(\Delta)^4 \lor \Delta^{2(\gamma \land \sigma)}). \]
Therefore, the desired result (3.13) is obtained. Then combining Lemma 3.1 and (3.13) gives (3.14). The proof is complete.

**Corollary 3.8.** Under the assumptions in Theorem 3.7. Let
\[ \Lambda(w) = c^* w^{\beta+1} \]
for \( w \geq 1, c^* \geq 0 \) and \( \alpha(\Delta) = \Delta^{-\varepsilon} \) for some \( \varepsilon \in (0, \frac{1}{2}) \), \( \Delta \in (0, \Delta^*) \). Then we derive that
\[ E|x(T) - \eta_\Delta(T)|^2 \leq C \Delta^{2[(1 - \varepsilon) \land \gamma \land \sigma]}, \]
and
\[ E|x(T) - \bar{\eta}_\Delta(T)|^2 \leq C \Delta^{2[(1 - \varepsilon) \land \gamma \land \sigma]} . \]

**Remark 3.** The better result can be given if we impose the stronger conditions on \( \gamma \) and \( \sigma \). For instance, suppose that \( \gamma, \sigma \in [1 - \varepsilon, 1] \). Then we have \((1 - \varepsilon)\)-order convergence rate in \( L^2 \) sense.

To get the convergence rate in \( L^\bar{q} (\bar{q} > 2) \) sense, Assumption 2.2 needs to be replaced by Assumption 3.9.

**Assumption 3.9.** The exist constants \( \hat{K}_1 > 0 \) and \( \hat{q} \in (2, q) \) such that
\[ (a-\bar{a})^T(f(t,a,b)-f(t,\bar{a},\bar{b}))+ (\hat{q}-1) \left| g(t,a,b)- g(t,\bar{a},\bar{b}) \right|^2 \leq \hat{K}_1 (|a-\bar{a}|^2 + |b-\bar{b}|^2) \]
for any \( t \in [0,T] \) and \( a, \bar{a}, b, \bar{b} \in \mathbb{R} \).

Since many techniques used in Lemma 3.6 are applied here, we mainly state different proof processes in the following lemma, but omit the similar processes.

**Lemma 3.10.** Let Assumptions 2.1, 2.3-2.6 and 3.9 hold with \( p \geq 2(1 + \beta)\hat{q} \). Let \( L > ||\xi|| \) be any real number, and suppose that there exists a sufficiently small \( \Delta \in (0, \Delta^*) \) satisfying \( \Lambda^{-1}(\alpha(\Delta)) \geq L \). Then we have, for any \( \bar{q} \in (2, \hat{q}) \),
\[ E|x(T \land \varrho_{\Delta,L}) - \eta_\Delta(T \land \varrho_{\Delta,L})|^\bar{q} \leq C(\Delta^{2(\hat{q})} \alpha(\Delta)^{2\hat{q}} \lor \Delta^{2(\gamma \land \sigma)}), \]
where \( \varrho_{\Delta,L} := \lambda_L \land \lambda_{\Delta,L} \).

**Proof.** For simplicity, let \( \varrho_{\Delta,L} = \varrho \) and \( \Upsilon_\Delta(t) = x(t) - Z_\Delta(t) \). We derive from
Itô’s formula that
\[ \mathbb{E}[\Upsilon_T(t \wedge \theta)|\bar{q}] \leq \theta^{\bar{q}} |f_{\Delta}(0, \xi(0), \xi(-\tau))|^{\bar{q}} \Delta \theta \]
\[ + \mathbb{E} \int_0^{t \wedge \theta} \bar{q} |\Upsilon_{\Delta}(s)|^{q-2} |\Upsilon_{\Delta}(s)(f(s, x(s), x(s - \tau)) - f_{\mu}(s, \bar{\Delta}(s), \bar{\Delta}(s - \tau))) \]
\[ + \frac{\bar{q} - 1}{2} |g(s, x(s), x(s - \tau)) - g_{\Delta}(s, \bar{\Delta}(s), \bar{\Delta}(s - \tau)) - g_{1, \Delta}(\mu(s), \bar{\Delta}(s), \bar{\Delta}(s - \tau))\Delta \dot{B}(s) \]
\[ - g_{2, \Delta}(\mu(s), \bar{\Delta}(s), \bar{\Delta}(s - \tau))g_{\Delta}(\mu(s - \tau), \bar{\Delta}(s - \tau), \bar{\Delta}(s - 2\tau))\Delta \dot{B}(s - \tau) \right] \right) ds \]
\[ \leq C \Delta^{\bar{q}} \alpha(\Delta)^{\bar{q}} + C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} [(x(s) - \eta_{\Delta}(s)) \]
\[ \cdot (f(s, x(s), x(s - \tau)) - f(\mu(s), \bar{\Delta}(s), \bar{\Delta}(s - \tau))) \]
\[ + (\bar{q} - 1)|g(s, x(s), x(s - \tau)) - g(\mu(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^{2} \] ds\]
\[ + C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} |\bar{R}_{s}(s, \eta_{\Delta}(s), \bar{\eta}_{\Delta}(s), \eta_{\Delta}(s - \tau), \bar{\eta}_{\Delta}(s - \tau))|^{2} ds \]
\[ + C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} \Delta f_{\Delta}(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) \]
\[ \cdot (f(s, x(s), x(s - \tau)) - f(\mu(s), \bar{\Delta}(s), \bar{\Delta}(s - \tau))) ds \]
\[ = : C \Delta^{\bar{q}} \alpha(\Delta)^{\bar{q}} + B_1 + B_2 + B_3. \]

For \( \bar{q} \in (2, \bar{q}) \), note that
\[ (\bar{q} - 1)|g(s, x(s), x(s - \tau)) - g(\mu(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^{2} \]
\[ \leq (\bar{q} - 1)|g(s, x(s), x(s - \tau)) - g(\mu(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^{2} \]
\[ + \frac{(\bar{q} - 1)(\bar{q} - 1)}{\bar{q} - \bar{q}} |g(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - g(\mu(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^{2}. \] (3.15)

From (3.15), one can see that
\[ B_1 \leq C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} [(x(s) - \eta_{\Delta}(s)) \]
\[ \cdot (f(s, x(s), x(s - \tau)) - f(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))) \]
\[ + (\bar{q} - 1)|g(s, x(s), x(s - \tau)) - g(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau))|^{2} \] ds\]
\[ + C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} (x(s) - \eta_{\Delta}(s))^{T} \]
\[ \cdot (f(s, \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - f(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) ds \]
\[ + C \mathbb{E} \int_0^{t \wedge \theta} |\Upsilon_{\Delta}(s)|^{q-2} (x(s) - \eta_{\Delta}(s))^{T} \]
\[ \cdot (f(\mu(s), \eta_{\Delta}(s), \eta_{\Delta}(s - \tau)) - f(\mu(s), \bar{\eta}_{\Delta}(s), \bar{\eta}_{\Delta}(s - \tau))) ds \]
By Assumption 3.9, we get that

\[ B \]

Applying the similar technique in Lemma 3.6 means that

\[ B \]

Hence,

\[ B \]

Moreover, applying the technique in the estimation of \( B \) yields that

\[ B \]

Combining (3.16) - (3.18) can give that

\[ B \]
One can get from Gronwall’s inequality that
\[
E|\Gamma_\Delta(t \wedge \theta)|^q \leq C \int_0^t E|x(s \wedge \theta) - \eta_\Delta(s \wedge \theta)|^q ds + C \Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} + C \Delta^{\bar{q}} + C \Delta^{\bar{q}}. 
\]
Then we derive that
\[
E|x(t \wedge \theta) - \eta_\Delta(t \wedge \theta)|^q \\
\leq C \Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} + CE|\Gamma_\Delta(t \wedge \theta)|^q \\
\leq C \int_0^t E|x(s \wedge \theta) - \eta_\Delta(s \wedge \theta)|^q ds + C \Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} + C \Delta^{\bar{q}} + C \Delta^{\bar{q}}. 
\]

The desired result can be obtained due to the Gronwall inequality. We complete the proof.

\[ \tag{3.11} \]

**Theorem 3.11.** Let Assumptions \( \tilde{\alpha} \), \( \tilde{\beta} \), \( \tilde{\gamma} \) and \( \bar{\kappa} \) hold with \( p \geq 2(\beta + 1)\bar{q} \). For any sufficiently small \( \Delta \in (0, \Delta^*) \), assume that
\[
\alpha(\Delta) \geq \Lambda \left( (\Delta^{\tilde{q}} \alpha(\Delta)^{2\tilde{q}} \lor \Delta^{\tilde{q}'} \lor \Delta^{\tilde{q}'(\gamma \wedge \sigma)})^{\frac{1}{p-\bar{q}}} \right). 
\]
Then, for \( \bar{q} \in (2, \bar{q}) \) and such small \( \Delta \), we have
\[
E|x(T) - \eta_\Delta(T)|^q \leq C(\Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)}), 
\]
and
\[
E|x(T) - \bar{\eta}_\Delta(T)|^q \leq C(\Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)}). 
\]

**Proof.** Let \( \hat{T}_\Delta(t) = x(t) - \eta_\Delta(t) \) and \( \theta = \theta_{\Delta,L} \) for simplicity. Obviously,
\[
E|\hat{T}_\Delta(T)|^q = E \left( |\hat{T}_\Delta(T)|^q 1_{\theta > T} \right) + E \left( |\hat{T}_\Delta(T)|^q 1_{\theta \leq T} \right). 
\]

Let \( \hat{\Gamma} > 0 \) be arbitrary. Applying Young’s inequality gives that
\[
a^{\bar{q}/p} b = \hat{\Gamma} a^{p-\bar{q}/p} \left( \frac{\tilde{b}^{p/(p-\bar{q})}}{\tilde{a}^{1/(p-\bar{q})}} \right)^{\frac{1}{p-\bar{q}}} \leq \frac{\bar{q}}{p} a^p + \frac{p-\bar{q}}{p \bar{q}/(p-\bar{q})} b^{p/(p-\bar{q})}, \quad \forall a, b > 0. 
\]
So,
\[
E \left( |\hat{T}_\Delta(T)|^q 1_{\theta \geq T} \right) \leq \frac{\bar{q}}{p} E|\hat{T}_\Delta(T)|^p + \frac{p-\bar{q}}{p \bar{q}/(p-\bar{q})} P(\theta \leq T). 
\]
Note that \( E|\hat{T}_\Delta(T)|^p \leq C \) and \( P(\theta \leq T) \leq \frac{C}{p^\gamma} \). Then set \( \hat{\Delta} = \Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)} \), \( L = (\Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)})^{\frac{1}{p-\bar{q}}} \). Thus, we get that
\[
E|\hat{T}_\Delta(T)|^q \leq E|\hat{T}_\Delta(T \wedge \theta)|^q + C(\Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)}). 
\]
The condition \( \ref{3.11} \) means that
\[
\Lambda^{-1}(\alpha(\Delta)) \geq (\Delta^{\bar{q}} \alpha(\Delta)^{2\bar{q}} \lor \Delta^{\bar{q}'(\gamma \wedge \sigma)})^{\frac{1}{p-\bar{q}}} = L. 
\]
Due to Lemma 3.10, we have

$$E|\hat{\xi}_\Delta(T)|^\bar{q} \leq C(\Delta^\bar{q} \alpha(\Delta)^{2\bar{q}} \vee \Delta^{\bar{q}(\gamma \wedge \sigma)}).$$

The desired result (3.20) follows. Then combining Lemma 3.1 and (3.20) gives (3.21). The proof is complete. \qedsymbol

**Remark 4.** Similar to Remark 3, the (1-\varepsilon)-order convergence rate in \(L^\bar{q} (\bar{q} > 2)\) sense can be given if some stronger conditions are added.

4. **Numerical example**

In this section, a numerical example is shown to test our theory. Consider nonautonomous and highly nonlinear SDDE

$$dx(t) = \left( \frac{1}{8} |x(t-\tau)|^{\frac{3}{2}} - 5x^3(t) + 2\zeta_t x(t) \right) dt + \left( \frac{1}{2} |x(t)|^{\frac{1}{2}} + \zeta_t x(t-\tau) \right) dB(t), \quad t \in [0, 1],$$

(4.1)

with the initial data \(\xi\) which satisfies Assumption 2.5 with \(\gamma = 1\). Here, \(\zeta_t = [t(1-t)]^{\frac{1}{4}}\) and \(B(t)\) is a scalar Brownian motion. It is easy to verify Assumption 2.4 so we omit it. Furthermore, we get that

\[
(x - \bar{x})^T (f(t, x, y) - f(t, \bar{x}, \bar{y})) \\
\leq 3|x - \bar{x}|^2 + 5|x - \bar{x}|^2(-\frac{1}{2} (x^2 + \bar{x}^2)) + \frac{25}{256} |y - \bar{y}|^2(|y|^{\frac{1}{2}} + |\bar{y}|^{\frac{1}{2}})^2 \\
\leq 3|x - \bar{x}|^2 + \frac{25}{64} |y - \bar{y}|^2 - \frac{5}{2} |x - \bar{x}|^2(|x|^2 + |\bar{x}|^2) + \frac{25}{128} |y - \bar{y}|^2(|y|^2 + |\bar{y}|^2).
\]

Let \(q = 2\). Similarly,

\[
(q - 1)|g(t, x, y) - g(t, \bar{x}, \bar{y})|^2 \leq \frac{1}{2} |x|^2 - |\bar{x}|^2|^2 + 2|y - \bar{y}|^2 \\
\leq \frac{9}{2} |x - \bar{x}|^2 + 2|y - \bar{y}|^2 + \frac{9}{4} |x - \bar{x}|^2(|x|^2 + |\bar{x}|^2).
\]

Combining the above two inequalities together yields that

\[
(x - \bar{x})^T (f(t, x, y) - f(t, \bar{x}, \bar{y})) + (q - 1)|g(t, x, y) - g(t, \bar{x}, \bar{y})|^2 \\
\leq 8|x - \bar{x}|^2 - \frac{1}{4} |x - \bar{x}|^2(|x|^2 + |\bar{x}|^2) + 8|y - \bar{y}|^2 + \frac{1}{4} |y - \bar{y}|^2(|y|^2 + |\bar{y}|^2).
\]

This means that Assumption 2.2 holds with \(U(m, n) = \frac{1}{4} |m - n|^2(|m|^2 + |n|^2)\). Then for \(p > 2\), Assumption 2.6 can be verified simply. Additionally, it is easy to show that Assumption 2.3 and Assumption 2.6 are satisfied with \(\beta = 2\), \(\sigma = \frac{3}{4}\). Then, choose \(\Lambda(w) = 5w^3\) for \(w \geq 1\) and \(\alpha(\Delta) = \Delta^{-\frac{3}{2}}\). By Theorem 3.7, one can see that

$$E|x(T) - \eta_\Delta(T)|^2 \leq C\Delta^{\frac{3}{2}}.$$
Note that we cannot give the explicit form of the true solution. In the numerical experiment, we view the truncated \( \theta \)-Milstein method with the smallest step size \( 2^{-11} \) as the true solution. Two thousand sample paths are simulated. Figure 1 gives the \( L^2 \)-errors defined by

\[
\left( \frac{1}{2000} \sum_{i=1}^{2000} |x_i(T) - \eta_\Delta(T)|^2 \right)^{\frac{1}{2}},
\]

with step sizes \( 2^{-9}, 2^{-8}, 2^{-7}, 2^{-6} \) at \( T = 1 \). From Figure 1, we can observe that the convergence rate of the truncated \( \theta \)-Milstein method for (4.1) is approximately 0.75, which implies that the theoretical results are reliable.

**Remark 5.** When delay is vanishing (i.e., \( \tau = 0 \)), SDDE (4.1) will degenerate into nonautonomous SDE. The research about the explicit TMM (i.e., \( \theta = 0 \)) for nonautonomous SDEs can be found in [23].

### 5. Conclusion and future research

In this work, we establish the truncated \( \theta \)-Milstein method for a class of nonautonomous and highly nonlinear SDDEs which have practical applications in many fields. The convergence rate is investigated in \( L^2(\bar{q} \geq 2) \) sense under the weaker conditions than the existing results. An example and its numerical simulation are presented to show the effectiveness of the truncated \( \theta \)-Milstein method.

The future work is to analyze the long-time asymptotic behavior of the truncated \( \theta \)-Milstein method for SDDE (2.1). Additionally, investigating the
stability of the truncated $\theta$-Milstein method for SDDE (2.1) by adjusting the parameter $\theta$ is meaningful to us.
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