Reliability of Automatic Computer Vision-Based Assessment of Orofacial Kinematics for Telehealth Applications
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Abstract

Introduction: Telehealth/remote assessment using readily available 2D mobile cameras and deep learning-based analyses is rapidly becoming a viable option for detecting orofacial and speech impairments associated with neurological and neurodegenerative disease during telehealth practice. However, the psychometric properties (e.g., internal consistency and reliability) of kinematics obtained from these systems have not been established, which is a crucial next step before their clinical usability is established. Methods: Participants were assessed in lab using a 3 dimensional (3D)-capable camera and at home using a readily-available 2D camera in a tablet. Orofacial kinematics was estimated from videos using a deep facial landmark tracking model. Kinematic features quantified the clinically relevant constructs of velocity, range of motion, and lateralization. In lab, all participants performed the same oromotor task. At home, participants were split into two groups that each performed a variant of the in-lab task. We quantified within-assessment consistency (Cronbach’s $\alpha$), reliability (intraclass correlation coefficient [ICC]), and fitted linear mixed-effects models to at-home data to capture individual-/task-dependent longitudinal trajectories. Results: Both in lab and at home, Cronbach’s $\alpha$ was typically high (>$0.80$) and ICCs were often good (>$0.70$). The linear mixed-effect models that best fit the longitudinal data were those that accounted for individual- or task-dependent effects. Discussion: Remotely gathered orofacial kinematics were as internally consistent and reliable as those gathered in a controlled laboratory setting using a high-performance 3D-capable camera and could additionally capture individual- or task-dependent changes over time. These results highlight the potential of remote assessment tools as digital biomarkers of disease status and progression and demonstrate their suitability for novel telehealth applications.

© 2022 The Author(s).

This is an Open Access article licensed under the Creative Commons Attribution-NonCommercial 4.0 International License (CC BY-NC) (http://www.karger.com/Services/OpenAccessLicense), applicable to the online version of the article only. Usage and distribution for commercial purposes requires written permission.

Correspondence to:
Leif Simmatis, leif.simmatis@uhn.ca
Yana Yunusova, yana.yunusova@utoronto.ca
**Introduction**

Individuals with neurological disorders frequently experience impairments in orofacial function, as well as speech and swallowing disorders. Standard clinical practice for decades has focused on clinician-administered assessments, either conducted informally or using tools such as the House-Brackmann scale [1] for the assessment of facial nerve function and the Frenchay Dysarthria Assessment (FDA) for the assessment of motor speech disorders and associated orofacial impairments [2]. However, these tools tend to be perception-based and can therefore introduce human error. For example, the House-Brackmann scale suffers from substantial differences in agreement depending on the severity of facial paresis in a given patient [3].

Instrumental assessments of orofacial function such as electromagnetic articulography and multicamera optical tracking can precisely and reliably measure orofacial movement across various neurological diseases. Kinematics obtained using these instrumental tools have been used to identify markers of early disease and disease progression in patients with amyotrophic lateral sclerosis [4–6], estimate medication state in Parkinson’s disease [7], and quantify stroke-related impairments in facial motor control [8]. Although highly accurate [9–12], these orofacial assessment systems require specialized (and therefore expensive) hardware and software, as well as substantial setup, post-processing, and measurement time. Furthermore, they are beyond the reach of home-based use, which further limits their utility for regular at-home monitoring and/or assessing individuals with ambulation challenges.

Recently, inexpensive technologies such as high-resolution 3-dimensional (3D) cameras paired with sophisticated artificial intelligence methods (e.g., deep neural networks) have been introduced as means of automating orofacial assessment in a laboratory setting [13]. Lab-quality cameras with 3D capabilities such as the Intel® RealSense™ can be used to accurately capture impairments associated with disease [14]. Although these cameras are cumbersome to use and thus are not feasible for home-based use, high-quality 2D cameras in consumer electronics (e.g., smartphones and tablets) show promise for enabling high-quality orofacial assessment remotely from patients’ homes. Recent research has demonstrated that artificial intelligence-enabled remote assessment using 2D cameras can detect neurological impairment [15] and frequent at-home assessments of individuals with neurodegenerative disease can enhance disease monitoring [16]. There is an urgent need to explore the measurement properties of 2D camera systems in the context of remote assessment.

The creation and deployment of digital health tools has been recently delineated using frameworks such as V3 [17] and the FDA BEST model [18]. The V3 framework consists of verification, analytical validation, and clinical validation stages. Verification ensures that sensors produce values within a target tolerance, analytical validation ensures that novel methods are comparable to validated gold standards, and clinical validation ensures that putative digital biomarkers reflect clinical constructs of interest. Previous studies included an analytical validation of 3D cameras in comparison to relevant ground truths [19], and early clinical validation of 3D cameras has been performed in the context of detecting neurological impairments [20]. Our study aimed to contribute to the analytical validation of a 2D camera as an essential step in its eventual clinical adaptation. For home-based recording technologies, the process of analytical validation includes comparing their psychometric properties to those of a lab-based 3D-capable camera.

Desirable measurement properties for biomarkers include good internal consistency, good reliability, and the ability to track individual- or task-dependent performance over time [21]. Remote assessment is particularly amenable to these types of analyses, given both the ease of collecting data at home compared to in lab [16], and the increased statistical power associated with performing multiple repeated tests [22]. Thus, we aimed to establish psychometric characteristics in markerless facial landmark tracking performed remotely using a 2D camera. Specifically, we addressed the research questions of (1) whether orofacial kinematics estimated from home-based assessments had comparable internal consistency to those from in-lab data, (2) whether home-based orofacial kinematics had comparable test-retest reliability to those gathered in-lab, and (3) whether longitudinal home-based facial kinematics were sensitive to individual trends and group differences. We hypothesized that data collected at home would be comparable in reliability within and across multiple assessments relative to the in-lab assessments. We further hypothesized that our approach would be able to detect differences in individual longitudinal trajectories of orofacial kinematics across different tasks. The primary contribution of this article is a step towards analytical validation of home-based video assessment of orofacial function compared to lab-based gold standards, which will enable further development of remote orofacial and speech assessment technologies.
Methods

Participants and Clinical Assessment

We assessed 13 individuals with chronic stroke recruited from the stroke clinic at Sunnybrook Health Sciences Centre (Toronto, ON, Canada) as part of a study of the effects of exercise-based intervention on poststroke obstructive sleep apnea. Inclusion criteria were presence of grossly typical craniofacial structures, as well as absence of oral apraxia, apraxia of speech, aphasia, significant depressive symptoms, and other neurological/neurodegenerative conditions. These individuals had normal levels of speech function and were assumed to be unlikely to change over time. Furthermore, given that these individuals had scores of 0 on the FDA, indicating normal oromotor function, we did not expect clinically relevant changes in oromotor function over the duration of this study.

At baseline, participants were assessed using the Montreal Cognitive Assessment (MoCA) [23] to document cognitive status, FDA to assess oromotor and speech functions [2], and in-lab video-based orofacial kinematic assessment to instrumentally document range/velocity of movement and lateralization during oromotor tasks. The in-lab orofacial assessment was conducted using a 3D-capable camera (Intel RealSense SR300), although we only analyzed videos subsequently in 2D. Participants returned to the lab for the same assessment at post-training (6 weeks after baseline) and retention (4 weeks after post-training).

After the baseline in-lab assessment, participants were randomly allocated (1:1) to perform two different sets of tasks at home: (1) Group 1 performed simple range of motion (ROM) tasks (“sham tasks”) and (2) Group 2 performed exercises that focused on the oropharyngeal muscles (“OPE tasks”). Both groups completed the exercises at home using a custom application called OPEX (OroPharyngeal Exercise) deployed on a Samsung Galaxy Tab A7 tablet. The tablet was stabilized on a stand and participants’ faces were video recorded during the exercises using the built-in camera. Participants were trained on the app to ensure good quality of video recordings. Follow-up phone calls and in-person/Skype visits were scheduled to download data, provide retraining if needed, and troubleshoot technical issues. The at-home data collection routine consisted of up to 60 assessments (maximum of 2 per day for 30 days spread over 6 5-day weeks). This study was approved by the Research Ethics Boards at Sunnybrook Research Institute. Written and informed consent was obtained by all the participants in accordance with the Declaration of Helsinki.

Orofacial Assessment Tasks

Participants in this study performed several tasks in lab and at home; however, for the purposes of the present analysis, we focused only on the tasks that required vertical movement of the lower jaw and lip. In the in-lab condition, all participants performed a jaw opening and closing task in which they were instructed to open and close their mouth as fast and as far as possible, for approximately 5 movement repetitions per assessment (range 3–5 were observed in the data). In the at-home condition, participants were split into two groups to perform two versions of this task. Individuals performing the sham task were instructed to open the mouth as wide as comfortably possible, moving the jaw at a comfortable rate, and then close it again, returning to a neutral expression. The OPE task was a variation of the sham task, in which participants opened their mouth while pressing their tongue with maximum effort onto the roof of their mouth, effectively anchoring their tongue during mouth opening. To complete this task, while the mouth was still closed, participants pressed their tongue onto the roof of their mouth with maximal effort. They then maintained this upward pressure using their tongue while opening their jaw as far as was comfortably possible and then closing it again.

The OPE task was designed to increase tongue strength to assist with obstructive sleep apnea symptoms, but we would not expect it to dramatically influence orofacial movement velocities after sufficient training. At home, the typical number of repetitions included was higher than in-lab; participants were instructed to perform approximately 10 repetitions, and 6–8 repetitions were typically observed in the data used for the analysis. The reasons for the typical number of observed repetitions differing from the instructed number (n < 10) include some repetitions being poor quality (e.g., partially obscured face, obstruction, or excessive movement), or in some cases participants did not complete 10 repetitions at all.

Orofacial Kinematic Estimation

Orofacial kinematics was estimated from video using a deep learning model along with automated signal processing routines. See the online supplementary Information (for all online suppl. material, see www.karger.com/doi/10.1159/000525698) for an in-depth technical description of our kinematic feature extraction process. Briefly, full-length videos were preprocessed manually to remove sections that deviated from task protocol (e.g., having off-camera conversations). Videos were then analyzed using a deep learning facial alignment model called the facial alignment network [24], which predicted 68 facial landmarks per frame of video; see Figure 1 for locations of all landmarks and relevant facial distances. Landmarks of interest were: (1) one located at the vermillion border of the lower lip at midline (LL), (2) landmarks at the left and right corners of the mouth (ML and MR, respectively), and (3) a reference landmark that was used to account for head position changes throughout the video (REF) [14]. The positions of these landmarks over time were smoothed using a 4th order low-pass Butterworth filter. Distances were normalized by the intercanthal distance, and then converted to units of millimeters instead of pixels using an estimated true intercanthal distance of 33 mm [25]. Each processed timeseries of landmark positions consisted of multiple movement repetitions, so individual repetitions were captured using a peak-detection technique [5].

Extracted kinematics included velocity of the LL landmark (LL-velocity), ROM, and lateralization. LL-velocity was calculated as the average vertical velocity over the window of time between movement onset and offset (values reported in mm/s). Lateralization was calculated by measuring the horizontal excursion of the LL point from the midpoint of the line between ML and MR (values reported in mm). Finally, ROM was derived by calculating the difference between the maximum and minimum vertical positions of LL per movement repetition (values reported in mm). LL-velocity and lateralization (not ROM) were quantified separately for opening and closing mouth movements.

Statistical Analysis

To address the question of whether kinematics were consistent across multiple repetitions within assessment, Cronbach’s α was used [26]. Here, α was calculated across movement repetitions for all participants. In-lab, α was calculated for each of the 3 assess-
ments. At home, participants completed a variable number of assessments, but most completed ≤20 in total; therefore, at-home α was calculated for the 1st assessment, the 3rd assessment (as an indicator of internal consistency early in follow-up), and the 20th assessment (the last assessment before substantial attrition was observed). Both in lab and at home, we quantified α at multiple time-points to account for potential changes in internal consistency over time. Within-trial standard deviations (SDs), pooled within-trial SDs, and across-trial SDs were also calculated for each of the kinematic measures for the sessions described above (see online suppl. Table 1).

Assuming no change in function over time, a reliable measurement tool should be able to consistently estimate metrics and distinguish between different individuals [27]. Therefore, we quantified the test-retest reliability of orofacial kinematics across multiple assessments using the intraclass correlation type (2,1) (ICC), which assumes a random selection of raters [28]. In-lab ICCs were calculated for two cases: (A) all three in-lab assessments and (B) the last two in-lab assessments. Analyses were stratified in this way to account for any potential learning effects form the at-home exercise paradigm, which was completed between the 1st and 2nd in-lab assessments. For at-home assessments, two cases were also considered: (A) the first three at-home assessments, and (B) the last three at-home assessments, in order to determine if reliability changed as time went on. Three assessments were used each time for comparability to in-lab ICCs, avoiding spurious changes in ICC due to sample size [29].

We employed linear mixed-effects regression (LME) models [30] to capture individual- and task-dependent differences in orofacial kinematics over time and augment our descriptions of the reliability of orofacial kinematics. LME models were chosen because they are robust to missing/unevenly spaced data, abnormally distributed data and are able to accommodate a variety of model specifications. We only analyzed at-home data using LME models because the at-home data had enough repetitions to reasonably capture individual trends. LME models were fit to the data from

![Fig. 1. An image of predicted facial landmarks for a single frame (n = 68). The key landmarks used for calculations are large circles. The line labeled ICD was used as a distance normalization line. Point LL was tracked for speed calculations. Lateralization was calculated as the signed horizontal deviation of point LL from the midpoint of the two points ML and MR. ICD, intercanthal distance.](image-url)
first 20 assessments, and four different LME model structures were compared, given that most people in the study completed at least 20 sessions before substantial attrition was observed. The following models were assessed: “Model 1” (random intercept per-individual and no slope with respect to time); “Model 2” (random intercepts per-individual with a fixed slope with respect to time); “Model 3” (random intercepts per-individual as well as random slope with respect to time per-individual); and “Model 4” (random intercepts per-individual, random influence of time per-individual, and random influence of time per-task). Models 1–3 were compared pairwise using analysis of variance (ANOVA). Models 3 and 4 were compared to investigate specifically the value of stratifying by group/task over and above stratifying by individual. To avoid many model comparisons, no other contrasts with Model 4 were considered (e.g., Model 1 and Model 4 were not compared). It would also be of little practical value to compare some of the models (e.g., Model 1 and Model 4). Marginal- and conditional $R^2$ for LME models were reported; model fits were compared using Akaike Information Criterion (AIC) and analysis of variance (ANOVA). The absolute magnitudes of the individual regression slopes were contrasted to investigate task effects in kinematic tracking. LME models were implemented using the R (version 4.0.3) lme4 package [31], run in a Python environment using the rpy2 package.

### Results

#### Participants, Demographics, and Overview of Kinematics

The data from 10 individuals with complete datasets across 3 assessments were included in the analyses of in-lab data, and 13 were included for at-home data. The 10 individuals in the in-lab case are a subset of the 13 who completed the at-home assessment. Table 1 provides a summary of demographic and clinical data. For the in-lab set, 6 individuals were male and 4 were female (at-home: 9 and 4, respectively), the median (IQR) age was 66.0 (11.0) years (at-home: 66.0 [11.0]), and the median (IQR) time since stroke was 89.3 (114.8) weeks (at-home: 178.4 [183.9] weeks). Most (6/10 in-lab; 9/13 at-home) individuals had MoCA > 23 (the average measured previously from a large, ecologically valid cohort [32]). Remaining individuals had scores 14–20 but were functionally able to perform the tasks in lab and at home independently, as judged by recording quality and task performance. At enrollment, all individuals scored a 0 on the FDA, indicating normal orofacial and oropharyngeal muscle function and no dysarthria.

#### Internal Consistency for In-Lab and At-Home Assessments

Consistency across multiple trials within each assessment was generally high across all measures both in lab and at home. See Table 2 for a summary of Cronbach’s $\alpha$ values. For in-lab data, $\alpha$ ranged between 0.55 and 0.98 across all sessions, and 13/15 measures had $\alpha \geq 0.80$, indicating high internal consistency. The exceptions were the 3rd assessment of lower lip (LL)-velocity (open) ($\alpha = 

| Assessment | ROM (stat, CI 95%) | Velocity open (stat, CI 95%) | close (stat, CI 95%) | Lateralization open (stat, CI 95%) | close (stat, CI 95%) |
|------------|-------------------|-----------------------------|---------------------|-----------------------------|---------------------|
| Lab Alpha  |                   |                             |                     |                             |                     |
| 1st        | 0.96 (0.89, 0.99) | 0.88 (0.66, 0.97)           | 0.94 (0.83, 0.98)   | 0.88 (0.65, 0.97)           | 0.96 (0.89, 0.99)   |
| 2nd        | 0.97 (0.91, 0.99) | 0.85 (0.55, 0.96)           | 0.84 (0.52, 0.96)   | 0.96 (0.90, 0.99)           | 0.98 (0.94, 0.99)   |
| 3rd        | 0.55 (−0.40, 0.89)| 0.77 (0.27, 0.94)           | 0.85 (0.52, 0.96)   | 0.95 (0.85, 0.99)           | 0.97 (0.91, 0.99)   |
| ICC        |                   |                             |                     |                             |                     |
| Last 2     | 0.49 (−0.16, 0.84)| 0.67* (0.12, 0.91)          | 0.05 (−0.57, 0.63)  | 0.70* (0.16, 0.91)          | 0.61* (0.01, 0.88)  |
| All 3      | 0.59 (0.21, 0.86) | 0.70 (0.36, 0.90)           | 0.20 (−0.15, 0.65)  | 0.64 (0.28, 0.88)           | 0.61 (0.24, 0.87)   |
| Home Alpha |                   |                             |                     |                             |                     |
| 1st        | 0.94 (0.86, 0.98) | 0.96 (0.92, 0.99)           | 0.95 (0.89, 0.98)   | 0.96 (0.91, 0.99)           | 0.90 (0.78, 0.97)   |
| 3rd        | 0.84 (0.66, 0.95) | 0.92 (0.83, 0.97)           | 0.89 (0.77, 0.96)   | 0.88 (0.74, 0.96)           | 0.84 (0.65, 0.94)   |
| 20th       | 0.92 (0.82, 0.98) | 0.95 (0.89, 0.99)           | 0.96 (0.90, 0.99)   | 0.93 (0.85, 0.98)           | 0.90 (0.76, 0.97)   |
| ICC        |                   |                             |                     |                             |                     |
| First 3    | 0.74 (0.47, 0.91) | 0.74 (0.47, 0.91)           | 0.64 (0.31, 0.86)   | 0.31* (−0.04, 0.68)         | 0.42 (0.07, 0.75)   |
| Last 3     | 0.79 (0.52, 0.94) | 0.87 (0.67, 0.96)           | 0.97 (0.91, 0.99)   | 0.73 (0.41, 0.92)           | 0.66 (0.31, 0.89)   |

Stat, relevant statistic (either ICC or alpha, depending on table row); CI 95%, 95% confidence interval; ICC significance, bold values are associated with $p$ values $<0.0025$; values with an asterisk*, $0.0025 < p < 0.05$. 

---

Table 2. Summary of within- and between-test reliability
0.77), and the 3rd assessment of ROM (α = 0.55). At home, α values ranged between 0.84 and 0.96, i.e., all 15 measures had α ≥ 0.80, suggesting very high internal consistency.

**Test-Retest Reliability of In-Lab and At-Home Assessments**

As shown in Table 2, reliability between assessments was generally moderate-to-good, for both in-lab and at-home data. In-lab, ICCs ranged between 0.05 and 0.72. Out of 10 in-lab ICCs, 4 were statistically significant after correction for multiple comparisons (i.e., p < 0.0025), and another 3 approached statistical significance. The lowest in-lab ICCs (values of 0.05 and 0.21, respectively) were found in the LL-velocity (close); the highest ICC was found in lateralization (open) across the last 2 assessments (ICC = 0.72). For at-home data, ICCs ranged between 0.30 and 0.97. Eight out of ten at-home ICCs were significant after correction for multiple comparisons, and the remaining two approached significance. The lowest ICC was found in lateralization (open), across the first 3 assessments (ICC = 0.30), whereas the highest ICC was found in LL-velocity (close) across the last 3 assessments (ICC = 0.97). Figures 2 and 3 provide graphical depictions of change over time, both for in-lab data and at-home data, respectively, with sham and OPE tasks color-coded in shades of blue and red, respectively. For in-lab data, consistency across assessments was visibly highest for

### Table 3. Comparison of LME model fits for at-home data

| Kinematic measure | Models | χ² (d.f.) | p value | R² (mar., con.) | Mean |β| (sham, OPE) |
|-------------------|--------|-----------|---------|-----------------|------|--------------|
| ROM               | Model 1, Model 2 | 0.093 (1) | 0.760 | – | – |
|                   | Model 1, Model 3 | 21.999 (3) | 6.526e−5 | – | – |
|                   | Model 2, **Model 3** | 21.906 (2) | 1.751e−5 | (0.012, 0.759) | (0.376, 0.219) |
|                   | Model 3, Model 4 | 0.000 (3) | 1.000 | – | – |
| LL-velocity (open)| Model 1, Model 2 | 1.896 (1) | 0.169 | – | – |
|                   | Model 1, Model 3 | 38.018 (3) | 2.802e−8 | – | – |
|                   | Model 2, Model 3 | 36.122 (2) | 1.433e−8 | – | – |
|                   | Model 3, **Model 4** | 14.896 (3) | 0.002* (<1.0e−4, 0.903) | (1.982, 0.471) |
| LL-velocity (close)| Model 1, Model 2 | 0.004 (1) | 0.947 | – | – |
|                   | Model 1, Model 3 | 21.108 (3) | 9.995e−5 | – | – |
|                   | Model 2, **Model 3** | 21.104 (2) | 2.614e−5 | (0.006, 0.763) | (1.783, 0.343) |
|                   | Model 3, Model 4 | 1.635 (3) | 0.652 | – | – |
| Lateralization (open) | **Model 1**, Model 2 | 0.274 (1) | 0.601 (<1.0e−4, 0.269) | n/a |
|                   | Model 1, Model 3 | 1.177 (3) | 0.759 | – | – |
|                   | Model 2, Model 3 | 0.903 (2) | 0.637 | – | – |
|                   | Model 3, Model 4 | 0.000 (3) | 1.000 | – | – |
| Lateralization (close) | Model 1, Model 2 | 2.253 (1) | 0.133 | – | – |
|                   | Model 1, Model 3 | 10.700 (3) | 0.013* | – | – |
|                   | Model 2, **Model 3** | 8.447 (2) | 0.015* | (0.006, 0.428) | (0.011, 0.015) |
|                   | Model 3, Model 4 | 0.000 (3) | 1.000 | – | – |

Model 1, intercept only; Model 2, random intercept, fixed slope; Model 3, random intercept, random slope; * asterisks, p < 0.05 but not after multiple comparisons correction; **bolded** values, significance after multiple comparisons correction; **Bolded and italicized** models, those that were selected as optimal after comparison; D.f., degrees of freedom used in χ² test; ROM, range of motion; R² marginal (mar.) and conditional (con.) values are reported only for the best models; remaining rows are filled with dashes (–). |β|, absolute magnitude of individualized regression slopes. n/a, that there were no individualized slopes considered.

**Fig. 2.** Line plots of individual assessments for LL-velocity, lateralization, and ROM metrics during in-lab assessment (left side of each panel), and boxplots showing the same data in summarized form (right side of each panel). Individuals that performed the sham task are in shades of blue and individuals that performed the OPE task are in shades of red.
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At-Home Individual- and Task-Dependent Longitudinal Tracking of Kinematics

Table 3 presents summaries of model comparisons and model fits for at-home data, as well as summaries of slope magnitudes for cases where Model 3 and Model 4 were chosen. The majority (3/5) of the optimal LMEs were Model 3 (i.e., random effect of time and a random intercept, without random effect of group/task membership). The kinematic variables for which Model 3 was the best fit were LL-velocity (close), lateralization (close), and ROM. Lateralization (open) was the only case in which no subsequent changes beyond Model 1 (i.e., fixed slope and fixed intercept) provided a significantly better fit to the data. Model 4 was the best-fitting model only for LL-velocity (open) in the at-home condition; the sham task (blue) and OPE task (red) have subjectively differing means and trajectories. Furthermore, in the LL-velocity (open) and LL-velocity (close) models, the mean absolute individualized regression slopes between sham and OPE tasks were significantly different. However, only the LL-velocity (close) case was significant after multiple comparisons correction.

Discussion

In line with V3 (Verification, analytical Validation, and clinical Validation), COSMIN (COnsensus-based Standards for the selection of health Measurement INstruments), and BEST (Biomarkers, EndpointS, and other Tools) frameworks [18, 33, 34], biomarkers and testing instruments should be reliable, internally consistent, and sensitive to group differences. We demonstrated that orofacial kinematics gathered remotely using consumer-grade cameras possessed these favorable properties, and furthermore that they could identify individual- and task-dependent differences over time. Specifically, we showed that (1) within-test consistency and test-retest reliability of remotely gathered kinematics were at least as good as they were for in-lab kinematics, and (2) remotely gathered orofacial kinematics could capture individual- and task-dependent differences in performance over time. In doing so, we demonstrated that information gathered at home from 2D cameras had comparable value to that from in-lab 3D cameras.

Intraindividual variability and test-retest reliability are both important for evaluating motor performance, as well as capturing disease state [35–40], measuring treatment effects [41], and ultimately for identifying meaningful behavioral biomarkers [42]. The present study demonstrated that video-based orofacial kinematics possess these properties, and that they are at least as good for remotely collected data as for those gathered in-lab. Furthermore, we demonstrated that estimates of within- and between-test reliability were stable over time. These findings demonstrate the viability of using remote assessment methods in place of lab-based assessment methods, even for precision kinematic assessment. The lowest reliability estimate that we observed was in the in-lab setting, for LL-velocity (close); this was potentially caused by small sample size, low repetition number, and lack of heterogeneity across individuals. In contrast to the at-home condition, participants in lab performed all the same task, which would have attenuated interindividual variability (a factor in reliability). It is possible, given these varying results, that LL-velocity (close) may not be an ideal measure to use in the future. It is likely that focusing on mouth opening movement specifically, or the whole open/close movement sequence, would be more informative. Collectively, our results suggested that longitudinal at-home (remote) orofacial assessment could be valuable for tracking disease progression, as well as recovery (or maintenance of function) following pharmaceutical and/or behavioral interventions [43, 44].

Remote longitudinal assessment tools for orofacial and speech applications have several clinical and research benefits. From a research perspective, these home-based assessments can be used to detect impairments associated with neurodegenerative disease that, with further development, could aid in clinical decision-making [15]. Home-based assessment also enables in-depth quantification of stability or change over time in individuals with neurological diseases due to disease progression or intervention [5, 7, 45]. Longitudinal assessments typically have greater statistical power than cross-sectional data [46, 47], and longitudinal lab-based orofacial assessments have been shown to distinguish between disease subgroups [35]. Leveraging the potential of remote assessment tools to easily collect longitudinal data will be important for the development of future orofacial assessment technologies.
Furthermore, from a clinical perspective, telehealth/remote methods with frequent follow-ups can enable improved access to care, including clinical trials of pharmacological and behavioral interventions, close monitoring of conditions in natural settings and with minimal time constraints (e.g., time of the day). By validating the reliability of orofacial kinematics gathered in lab compared to at home, the present study represents an important step forward in the technology development process. Further work will be required to expand these validation efforts, particularly into the domain of clinical validity, continuing to use the frameworks such as V3 [17].

Limitations

Our study has some limitations that should be addressed in future research. First, our sample size was relatively small, which may impact the generalizability of our results. Nevertheless, most of our estimates of internal consistency and across-assessment reliability had small confidence intervals, suggesting that for these purposes our sample size was reasonable. Second, some of our participants had low scores on the MoCA; however, inspection of the videos for these participants indicated that they performed our relatively simple oromotor tasks correctly, and so we included them because the current tasks did not test cognition. We were unable to fully compare orofacial kinematics across in-lab and at-home conditions because the task constraints were different between settings. For future studies that validate the use of remote collection techniques – both web-based and mobile data collection apps – oromotor tasks should be more varied and fully consistent.

Conclusions

We demonstrated that objective orofacial kinematics obtained from remotely collected videos were reliable within assessment, stable across repeated assessments, and could capture interindividual heterogeneity. Additionally, we demonstrated that remote assessments and 2D consumer-grade cameras provided data that were comparably reliable to that obtained in a controlled laboratory setting using 3D camera equipment. The present results suggest that these orofacial kinematic metrics could be valuable instrumental, objective, and clinically relevant digital biomarkers of motor speech function and could be used in the future to augment clinical decision-making via at-home monitoring/virtual/telehealth for individuals with neurological disorders.
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