DOUBLY NONLINEAR STOCHASTIC EVOLUTION EQUATIONS

LUCA SCARPA AND ULISSE STEFANELLI

Abstract. Nonlinear diffusion problems featuring stochastic effects may be described by
stochastic partial differential equations of the form
\[ d\alpha(u) - \text{div}(\beta_1(\nabla u))\, dt + \beta_0(u)\, dt \ni f(u)\, dt + G(u)\, dW. \]
We present an existence theory for such equations under general monotonicity assumptions
on the nonlinearities. In particular, \( \alpha, \beta_0, \) and \( \beta_1 \) are allowed to be multivalued, as required
by the modelization of second-order solid-liquid transitions. In this regard, the equation
corresponds to a nonlinear-diffusion version of the classical two-phase Stefan problem with
stochastic perturbation.

The existence of martingale solutions is proved via regularization and passage-to-the-
limit. The identification of the limit is obtained by a lower-semicontinuity argument based
on a suitably generalized Itô’s formula. Under some more restrictive assumptions on the
nonlinearities, existence and uniqueness of strong solutions follows. Besides the relation above,
the theory covers equations with nonlocal terms as well as systems.

1. Introduction

Nonlinear diffusion arises ubiquitously in applications. Porous-media dynamics, the Hele-
Shaw cell, non-Newtonian fluids, and the Mean-Curvature flow are examples of relevant applied
settings falling into this class. The corresponding partial differential models generally feature
strong nonlinearities, also of degenerate or singular type, which in turn pose severe analytical
challenges.

In the paper we focus on a class of stochastic partial differential equations (SPDEs) arising
in nonequilibrium thermodynamics and describing solid-liquid phase transitions. In particular,
we are concerned with SPDEs of the form
\[ d\alpha(u) - \text{div}(\beta_1(\nabla u))\, dt + \beta_0(u)\, dt \ni f(u)\, dt + G(u)\, dW. \]  
(1)
The scalar-valued \( u \) models the temperature of a specimen and \( \alpha(u) \) with \( \alpha : \mathbb{R} \to 2^\mathbb{R} \) max-
imal monotone represents the internal energy of the system. Note that the latter is possibly mul-
tivalued, modeling the case of so-called second-order phase change, namely the occurrence of
an internal latent heat of transformation. The field \( \beta_1(\nabla u) \) with \( \beta_1 : \mathbb{R}^d \to 2^{\mathbb{R}^d} \) maximal monotone is
a generalized nonlinear heat flux, \( -\beta_0(u) + f(u) \) with \( \beta_0 : \mathbb{R} \to 2^\mathbb{R} \) maximal monotone and \( f \)
Lipschitz-continuous is a deterministic temperature-dependent forcing, while the term \( G(u)\, dW \)
models a stochastic temperature-dependent forcing instead. Here, \( W \) is a suitably defined Wiener
process, see below.

Under different choices for the nonlinearities, relation (1) arises in relation with different
models for nonequilibrium thermodynamics. In particular, by letting the graph \( \alpha \) include a

2010 Mathematics Subject Classification. 35K55, 35R60, 60H15.
Key words and phrases. Maximal monotone operators, doubly nonlinear stochastic equations, strong and
martingale solutions, existence, generalized Itô’s formula.
vertical segment through the origin, equation (1) corresponds to a nonlinear-diffusion version of the two-phase Stefan problem with stochastic perturbation. More specifically, one can choose $\alpha = \text{sign} + \tilde{\alpha}$, where $\tilde{\alpha} : \mathbb{R} \rightarrow \mathbb{R}$ is a nondecreasing continuous function and $\text{sign} : \mathbb{R} \rightarrow 2^\mathbb{R}$ is the sign-graph, defined as $\text{sign}(r) = r/|r|$ for $r \neq 0$ and $\text{sign}(0) = [-1, 1]$. By allowing noncoercive graphs $\alpha$, an option which is however not covered by our analysis, relation (1) arises in connection with the Hele-Shaw cell and filtration through porous media as well. The reader is referred to Visintin [54] for a discussion on the relevance of relation (1) in the frame of phase-transition modeling.

The focus of the paper is on the existence of solutions for SPDEs of the class of relation (1). In particular, we focus on a variational reformulation of the initial-boundary value problem for (1) in terms of the abstract stochastic doubly nonlinear equation

$$d(Au) + Bu \, dt \ni F(u) \, dt + G(u) \, dW, \quad (Au)(0) \ni v_0.$$  

(2)

Here, the process $u$ takes values in the real, separable Hilbert space $V$, which embeds compactly and densely into a second Hilbert space $H$. The operators $A = \partial \varphi : H \rightarrow 2^H$ and $B : V \rightarrow 2^{V^*}$ are maximal monotone, possibly multivalued, coercive and linearly bounded. The operator $A$ is assumed to be cyclic monotone, with Gâteaux-differentiable inverse $A^{-1}$ (see below), and the map $F : H \rightarrow H$ is Lipschitz-continuous. Eventually, $W$ is a cylindrical Wiener process on a third, separable Hilbert space $U$ and the time-dependent operator $G$ takes values in the space of Hilbert-Schmidt operators from $U$ to $H$. The term \textit{doubly nonlinear} refers here to the fact that both operators $A$ and $B$ are nonlinear.

In the deterministic case $G = 0$, problem (2) is classical. Its analysis can be traced back at least to Bardos & Brezis [13] and Raviart [44]. Other early contributions are from Grange & Mignot [26], Barbu [8], DiBenedetto & Showalter [18], Alt & Luckhaus [7], and Bernis [15]. For a collection of further developments, the reader can check [1, 4–6, 21, 25, 28–30, 34, 50–52], among many others.

In the stochastic case $G \neq 0$, problem (2) is well-studied for $A$ linear and not degenerate. The reader is referred to the seminal contributions by Pardoux [41, 42] and Krylov & Rozovskii [33], and to the monographs [17, 34], for a general overview. In the context of variational approach, problem (2) with $A$ linear has been proved by Gess [22] to admit strong solutions for $B$ cyclic monotone and subhomogeneous. Well-posedness from a variational approach have been obtained also under no growth condition on the drift in [35, 37, 38] for semilinear equations, in [36, 39, 40] for equations in divergence form, and in [11, 40, 47] for porous-media, Allen-Cahn, and Cahn-Hilliard equations.

Alternatively to the variational approach, the analysis of stochastic evolution equations in the form (2) (in the case $A$ linear) have been developed in several directions. First of all, in the classical work by Bensoussan & Rascani [14], existence of strong and martingale solutions in terms of stochastic variational inequalities is proved. Stochastic variational inequalities have then been used to formulate weaker concepts of solutions also for other types of equations as divergence-form equations [24] or fast-diffusion equations [23]. More recently, an operator approach to monotone equations with maximal monotone drift and linear multiplicative noise has been given by Barbu & Röckner in [12]: here solutions are defined using a suitable rescaling argument and monotonicity techniques in spaces of stochastic processes.

The case of $A$ nonlinear and $B$ linear has been originally treated by Barbu & Da Prato [10] (see also [9, 32]) in the framework of the two-phase stochastic Stefan problem. There, the authors study equation (1) with the choices $\beta_1 = I$, $\beta_0 = f = 0$, and $\alpha = \text{sign} + I$, with $I$ being the
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Existence and uniqueness of strong solutions is obtained through a suitable change of variable, rewriting the equation in the dual space $H^{-1}$, and using regularization and passage to the limit techniques. Such reformulation hinges on the linearity of $\beta_1 = I$.

The only contribution tackling the genuinely doubly nonlinear case is Sapountzoglou, Wittbold, & Zimmermann [45], where nonetheless $A$ is assumed to be Lipschitz-continuous, $B$ has the specific divergence form of (1), and $F = 0$. By contrast, these assumptions are dropped here. In particular, we stress that in our analysis $A$ is allowed to be multivalued, as for $\alpha = \text{sign} + \tilde{\alpha}$ mentioned above. As far as the operator $B$ is concerned, our techniques rely on the Hilbert stricture of the space $V$ and require a linear growth assumption on $B$, while in [45] also $p$-growth conditions for $B$ are included. In this direction, let us mention that in order to study equations in the form (2) with both $A$ multivalued and $B$ possibly of $p$-growth (as for example in the case of pseudo monotone operators) one should set the problem in a Banach space framework for $V$. This requires completely different techniques than the ones used in this paper, and it is currently studied in a work in progress.

Our setting is exactly that of Di Benedetto & Showalter [18], whose findings we extend here to the stochastic case. In particular, note that doubly nonlinear equations in the form (2) cannot be treated using existing techniques. Indeed, the intuitive substitution $v = A(u)$ does not work, as the operator $B \odot A^{-1}$ is not well-defined on $V^*$ due to the lack of coercivity of $A$ on $V$. For this reason, equations in the form (2) are usually referred to as implicit, in the sense that they cannot be rewritten in the form $dv + \tilde{B}vdtd = GdW$, for any suitable choice of the operator $\tilde{B}$.

Our main result is the existence of martingale solutions to problem (2) (Theorem 2.8). These are obtained via a regularization and passage-to-the-limit procedure. The identification of the nonlinear term $Au$ in the limit directly follows from a compactness argument, based on the linear boundedness of $A$ in the intermediate space $H$. On the other hand, the limiting $Bu$ is identified by a semicontinuity argument, which in turn hinges on the availability of an Itô formula for $\varphi^*$ (Proposition 4.1), where $\partial\varphi^* = A^{-1}$. This however does not fall within the framework of Pardoux [41] or Da Prato & Zabczyk [17] due to the nonlinearity of $A$. Note that well-known approximation techniques based on regularization through linear smoothing operators are ineffective in our framework, since they are in general not compatible with the nonlinearity $A$. Such difficulties are overcome by an ad-hoc regularization based on smoothing nonlinear elliptic operators: this procedure turns out to be effective for our purpose, and requires a specific and detailed asymptotic analysis. For the validity of Itô’s formula, whose proof represents the technical core of the paper, one has to ask $A^{-1}$ to be well-behaved. In particular, $A^{-1}$ is here assumed to be Gâteaux differentiable and its differential $D(A^{-1})$ to be smooth enough. These smoothness assumptions are nonetheless fulfilled in the case of (1) whenever $\alpha^{-1}$ is smooth enough (see Section 7). Let us point out that such condition is satisfied also when $\alpha$ has the form $\alpha = \text{sign} + \tilde{\alpha}$, as in the doubly nonlinear stochastic Stefan problem. In particular, $\alpha$ needs not be Lipschitz-continuous nor single-valued.

Exactly as in the deterministic situation [18], in case $A$ or $B$ is linear, continuous, and symmetric, one can prove that martingale solutions are unique. It hence turns out that they are also strong in probability (Theorem 2.9). The conditions ensuring uniqueness are essentially sharp, in the sense that if any of them is not satisfied then nonuniqueness of solutions to problem (2) may occur, even if $F = G = 0$ and $V = H = \mathbb{R}$.

Let us now briefly summarize how the paper is structured. We fix the setting and state our main results in Section 2. A collection of preliminary observations on the approximation of the

identity on $\mathbb{R}$.
nonlinear operators is recorded in Section 3. Then, Section 4 is devoted to the proof of the above-mentioned Itô formula. This is used in Section 5 in order to prove the existence of martingale solutions, namely Theorem 2.8. Theorem 2.9 on existence and uniqueness of strong solutions in probability is then proved in Section 6. Moving from the abstract theory, in Section 7 we discuss the existence of solutions to SPDEs of the form (1). In addition, classes of SPDEs with nonlocal terms and of SPDE systems are also proved to be solvable.

2. Setting and statement of the main results

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space endowed with a filtration \((\mathcal{F}_t)_{t \in [0, T]}\) which is complete and right-continuous, where \(T > 0\) is a fixed final time.

For any Banach space \(E\) we shall use the usual symbols \(L^p(\Omega; E)\), \(L^p(0, T; E)\) and \(C^0([0, T]; E)\) for the spaces of \(p\)-Bochner integrable \(E\)-valued functions on \(\Omega\) and \((0, T)\), and for the space of continuous functions \([0, T] \to E\), respectively. We will also use the symbol \(L^0(\Omega; E)\) for the space of measurable functions from \((\Omega, \mathcal{F})\) to \(E\). Furthermore, if \(E_1\) and \(E_2\) are Banach spaces, the symbols \(\mathcal{L}(E_1, E_2)\), \(\mathcal{L}_s(E_1, E_2)\) and \(\mathcal{L}_w(E_1, E_2)\) denote the space of linear continuous operators from \(E_1\) to \(E_2\) endowed with the norm topology, strong operator topology, or weak operator topology, respectively. If \(E_1\) and \(E_2\) are Hilbert spaces, we shall also use \(\mathcal{L}^1(E_1, E_2)\) and \(\mathcal{L}^2(E_1, E_2)\) to indicate the spaces of trace-class and Hilbert-Schmidt operators from \(E_1\) to \(E_2\), respectively.

Let \(W\) be a cylindrical Wiener process on a separable Hilbert space \(U\). This amounts to saying that \(W\) is formally defined as the infinite sum

\[
W(t) = \sum_{k=0}^{\infty} \beta_k(t)e_k, \quad t \in [0, T],
\]

where \((e_k)_k\) is a complete orthonormal system in \(U\) and \((\beta_k)_k\) are real-valued independent Brownian motions.

Let \(V\) and \(H\) be separable Hilbert spaces such that \(V \hookrightarrow H\) densely, continuously and compactly. By identifying \(H\) with its dual \(H^*\), \((V, H, V^*)\) turns out to be a classical Hilbert triplet. In particular,

\[
V \overset{c}{\hookrightarrow} H \overset{c}{\hookleftarrow} V^*,
\]

where all inclusions are dense, continuous, and compact. Norms, scalar products, and dualities will be denoted by the symbols \(\| \cdot \|\), \((\cdot, \cdot)\), and \((\cdot, \cdot)\), respectively, with a sub-script specifying the spaces in consideration. We shall denote by \(R : V \to V^*\) the Riesz isomorphism of \(V\) and define the Hilbert space

\[
V_0 := \{ x \in V : Rx \in H \}, \quad \|x\|_{V_0}^2 := \|x\|_V^2 + \|Rx\|_H^2, \quad x \in V_0.
\]

Note that the inclusion \(V_0 \hookrightarrow V\) is compact and dense. Indeed, if \((x_n)_n \subset V_0\), \(x \in V_0\) and \(x_n \rightharpoonup x\) in \(V_0\), then by compactness of \(V\) in \(H\) we have \(x_n \rightharpoonup x\) strongly in \(H\); since also \(Rx_n \rightharpoonup Rx\) in \(H\), we infer that

\[
\|x_n\|_V^2 = (Rx_n, x_n)_V = (Rx_n, x_n)_H \to (Rx, x)_H = \|x\|_V^2,
\]

so that \(x_n \rightharpoonup x\) in \(V\) strongly, and \(V_0 \overset{c}{\hookrightarrow} V\) compactly. Moreover, it is also not difficult to check that \(V_0\) is dense in \(V\).

The following assumptions will be in order throughout the work:
\textbf{(H1)}: \( A = \partial \varphi \), where \( \varphi : H \to [0, +\infty) \) is proper, convex, and lower-semicontinuous, \( A(0) \ni 0 \), and there exists \( C_A > 0 \) such that
\[
\| y \|_H \leq C_A (1 + \| x \|_H) \quad \forall x \in H, \quad \forall y \in A(x).
\]
For any \( \varepsilon > 0 \), the \( \varepsilon \)-Yosida approximation of \( A \) will be denoted by \( A^\varepsilon \), namely \( A^\varepsilon := (I - (I + \varepsilon A)^{-1})/\varepsilon \) where \( I \) is the identity on \( H \) (see \cite{16}), and we assume that
\[
(A^\varepsilon(x), Rx)_H \geq 0 \quad \forall x \in V_0, \quad \forall \varepsilon > 0.
\]
\textbf{(H2)}: \( A \) is strongly monotone on \( H \), i.e. there exists \( c_A > 0 \) such that
\[
(y_1 - y_2, x_1 - x_2)_H \geq c_A \| x_1 - x_2 \|_H^2 \quad \forall x_i \in D(A), \quad \forall y_i \in A(x_i), \quad i = 1, 2.
\]
Since \( A(0) \ni 0 \), this implies in particular that \( A \) is coercive on \( H \), hence also surjective by maximal monotonicity, and that the inverse operator \( A^{-1} : H \to H \) is well-defined and Lipschitz-continuous.
\textbf{(H3)}: \( A^{-1} : H \to H \) is Gâteaux-differentiable and there exists a Banach space \( Y \hookrightarrow H \) continuously and densely such that
\[
D(A^{-1}) \subset C^0(H; \mathcal{L}_w(H, H) \cap \mathcal{L}(Y, H)),
\]
and
\[
[I + D(A^{-1})((I + A^{-1})^{-1}x)]^{-1} \in \mathcal{L}(V, Y) \quad \forall x \in V.
\]
Note that such assumption implies that \( (\varphi^*|_Y) \in C^2(V) \), so that in particular \( D(A^{-1})(y) \) is symmetric for all \( y \in V \).
\textbf{(H4)}: for any family \( (x_\varepsilon)_{\varepsilon>0} \subset V, \ x \in V, \) and \( y \in A(x) \) such that \( x_\varepsilon \rightharpoonup x \) in \( V \) and \( A^\varepsilon(x_\varepsilon) \rightharpoonup y \) in \( H \) as \( \varepsilon \downarrow 0 \), it holds
\[
D(A^{-1})(A^\varepsilon(x_\varepsilon)) \rightharpoonup D(A^{-1})(y) \quad \text{in} \ \mathcal{L}(H, H).
\]
This assumption is of a technical nature and has to be checked in each specific problem. Note nonetheless that it is satisfied in several relevant situations (see Section 7 for some concrete examples).
\textbf{(H5)}: there exists a separable Hilbert space \( Z \subset V \), densely embedded in \( H \), a constant \( \eta \in (1/3, 1/2) \), and an increasing function \( f : [0, +\infty) \to [0, +\infty) \) such that, for every \( x \in V \) it holds that
\[
D(A^{-1})(A^\varepsilon(x)) \in \mathcal{L}(Z, D(R^\eta)) \quad \forall \varepsilon > 0
\]
and
\[
\| R^\eta D(A^{-1})(A^\varepsilon(x)) h \|_H \leq f(\| x \|_V) \| h \|_Z \quad \forall h \in Z, \quad \forall \varepsilon > 0.
\]
\textbf{(H6)}: \( B : V \to 2^{V^*} \) is maximal monotone and there exists \( C_B, c_B > 0 \) such that
\[
\| y \|_{V^*} \leq C_B (1 + \| x \|_V) \quad \text{and} \quad \langle y, x \rangle_V \geq c_B \| x \|_V^2 \quad \forall x \in V, \quad \forall y \in B(x).
\]
\textbf{(H7)}: \( F : [0, T] \times H \to H \) is measurable with \( F(\cdot, 0) \in L^2(0, T; H) \) and there exists \( L_F > 0 \) such that, for almost every \( t \in (0, T),
\[
\| F(t, x_1) - F(t, x_2) \|_H \leq L_F \| x_1 - x_2 \|_H \quad \forall x_1, x_2 \in H.
\]
\textbf{(H8)}: \( G : [0, T] \times H \to \mathcal{L}^2(U, H) \) is measurable and there exists \( L_G > 0 \) such that, for every \( t \in [0, T] \) and \( x_1, x_2, x \in H, \)
\[
\| G(t, x_1) - G(t, x_2) \|_{\mathcal{L}^2(U, H)} \leq L_G \| x_1 - x_2 \|_H, \quad \| G(t, x) \|_{\mathcal{L}^2(U, H)} \leq L_G(1 + \| x \|_H).
\]
\textbf{(H9)}: \( v_0 \in L^q(\Omega, F_0; H), \ \varphi^*(v_0) \in L^{q/2}(\Omega, F_0), \ u_0 := A^{-1}(v_0) \in L^q(\Omega, F_0; V), \) for \( q > 2. \)
Let us comment now on assumptions (H1)–(H6), pointing out their major consequences and giving some sufficient conditions for these to hold. For explicit examples of operators $A$ and $B$ we refer to Section 7.

**Remark 2.1** (Hypothesis (H1)). Assumption (H1) is very common in the context of doubly nonlinear evolution equations: see for example [18]. In particular, it entails that $A_{|V} : V \to 2^{V^*}$ is maximal monotone. Indeed, the monotonicity is trivial. As for the maximality, note that for any $\varepsilon > 0$ the Yosida approximation $A^\varepsilon : H \to H$ is Lipschitz-continuous, so that for every $y \in V^*$ there is a unique $x_\varepsilon \in V$ such that

$$Rx_\varepsilon + A^\varepsilon x_\varepsilon = y.$$  

Testing by $x_\varepsilon \in V$, it follows that

$$\|x_\varepsilon\|^2_V + (A^\varepsilon x_\varepsilon, x_\varepsilon)_H = (y, x_\varepsilon)_V \leq \frac{1}{2} \|x_\varepsilon\|^2_V + \frac{1}{2} \|y\|^2_{V^*},$$

so that $(x_\varepsilon)_\varepsilon$ is bounded in $V$. Recalling (H1) we deduce that $(A_\varepsilon x_\varepsilon)_\varepsilon$ is bounded in $H$. Hence, there are $x \in V$ and $z \in H$ such that, as $\varepsilon \searrow 0$, $x_\varepsilon \to x$ in $V$, $x_\varepsilon \to x$ in $H$, and $A^\varepsilon x_\varepsilon \to z$ in $H$, which yield $z \in Ax$ by strong-weak closure of $A$ in $H \times H$. Letting $\varepsilon \searrow 0$ we also deduce that $Rx + z = y$, from which we conclude that $A_{|V} : V \to 2^{V^*}$ is maximal. Since one readily has that $A_{|V} \subseteq \partial \varphi_{|V} : V \to 2^{V^*}$, by maximality of $A_{|V}$ it holds $A_{|V} = \partial \varphi_{|V}$.

**Remark 2.2** (Hypothesis (H2)). Note that, although $A^{-1} : H \to H$ is Lipschitz-continuous by (H2), $A$ can still be multivalued. A relevant class of strongly monotone operators $A$ is given by those of the form $A = cI + \tilde{A}$, where $\tilde{A}$ is maximal monotone on $H$ and $c > 0$: see Section 7.

**Remark 2.3** (Hypothesis (H3)). We are requiring that $A^{-1}$ is Gâteaux-differentiable on the whole space $H$, with Gâteaux derivative $D(A^{-1})$ continuous from $H$ to $Z^*_w(H, H)$, and Fréchet-differentiable with continuous derivative in $Y$. Of course, if $A^{-1} \in C^1(H, H)$ these conditions are easily satisfied. However, in many applications the operator $A^{-1}$ is 	extit{not} Fréchet-differentiable in $H$, so it is important to require less stringent assumptions as in (H3). For example, if $A$ is the Nemitzsky operator associated to a maximal monotone graph $\alpha$ on $\mathbb{R}$, it is well-known that $A^{-1}$ is always Gâteaux differentiable as soon as $\alpha^{-1}$ is $C^{1,1}$, and is Fréchet-differentiable if and only if the $\alpha^{-1}$ is an affine function, which is clearly a too restrictive condition. Further details are given in Section 7.

**Remark 2.4** (Hypothesis (H4)). If $A$ is the Nemitzsky operator associated to a maximal monotone graph $\alpha$ on $\mathbb{R}$, as in the framework of problem (1), it can be seen that (H4) is always satisfied when $\alpha$ is a continuous function (single-valued), not necessarily Lipschitz-continuous. Additionally, one could consider multivalued graphs $\alpha$ as well, see Section 7 for details.

**Remark 2.5** (Hypothesis (H6)). In [15] the operator $B$ is just required to be polynomially bounded, which calls for framing the problem in a Banach-space setting. We impose a linear bound on $B$ instead, see (H6), which allows a formulation in Hilbert spaces.

Let us now state the concepts of strong and martingale solution for problem (2).
Definition 2.6 (Strong solution). A strong solution to (2) is a triple \((u, v, w)\) of progressively measurable processes with values in \(V, H, \) and \(V^*\), respectively, such that

\[ u \in L^0(\hat{\Omega}; L^2(0, T; V)), \]
\[ v \in L^0(\hat{\Omega}; L^2(0, T; H) \cap C^0([0, T]; V^*)), \]
\[ w \in L^0(\hat{\Omega}; L^2(0, T; V^*)), \]
\[ v \in A u, \quad w \in B u \quad \text{a.e. in } \Omega \times (0, T), \]
\[ v(t) + \int_0^t w(s) \, ds = v_0 + \int_0^t F(s, u(s)) \, ds + \int_0^t G(s, u(s)) \, dW(s) \quad \text{in } V^* \quad \forall t \in [0, T] \quad \mathbb{P}\text{-a.s.} \]

Definition 2.7 (Martingale solution). A martingale solution to (2) is a quintuplet

\[ ((\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \in [0, T]}, \hat{\mathbb{P}}), \hat{W}, \hat{v}, \hat{w}), \]

where \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\) is a probability space endowed with a filtration \((\hat{\mathcal{F}}_t)_{t \in [0, T]}\) which is saturated and right-continuous, \(\hat{W}\) is a \((\hat{\mathcal{F}}_t)\)-cylindrical Wiener process on \(U\), and \(\hat{u}, \hat{v}, \) and \(\hat{w}\) are progressively measurable processes with values in \(V, H, \) and \(V^*\), respectively, such that

\[ \hat{u} \in L^0(\hat{\Omega}; L^2(0, T; V)), \]
\[ \hat{v} \in L^0(\hat{\Omega}; L^2(0, T; H) \cap C^0([0, T]; V^*)), \]
\[ \hat{w} \in L^0(\hat{\Omega}; L^2(0, T; V^*)), \]
\[ \hat{v}(t) + \int_0^t \hat{w}(s) \, ds = \hat{v}(0) + \int_0^t F(s, \hat{u}(s)) \, ds + \int_0^t G(s, \hat{u}(s)) \, d\hat{W}(s) \quad \text{in } V^* \quad \forall t \in [0, T] \quad \hat{\mathbb{P}}\text{-a.s.} \]

and \(\hat{v}(0)\) has the same law of \(v_0\) on \(V^*\).

The main results of this work are the following.

Theorem 2.8 (Existence of martingale solutions). Assume (H1)–(H9). Then problem (2) admits a martingale solution which additionally satisfies

\[ \hat{u} \in L^q(\hat{\Omega}; L^\infty(0, T; H) \cap L^2(0, T; V)), \]
\[ \hat{v} \in L^q(\hat{\Omega}; L^\infty(0, T; H) \cap C^0([0, T]; V^*)), \]
\[ \hat{w} \in L^q(\hat{\Omega}; L^2(0, T; V^*)). \]

Theorem 2.9 (Existence and uniqueness of strong solutions). Assume (H1)–(H9) and that the initial datum \(v_0 \in H\) is nonrandom. If either \(A\) or \(B\) is linear, continuous, and symmetric, then problem (2) admits a unique strong solution \((u, v, w)\) with

\[ u \in L^q(\Omega; L^\infty(0, T; H) \cap L^2(0, T; V)), \]
\[ v \in L^q(\Omega; L^\infty(0, T; H) \cap C^0([0, T]; V^*)), \]
\[ w \in L^q(\Omega; L^2(0, T; V^*)). \]

Remark 2.10. Note that the conditions on \(A\) and \(B\) ensuring uniqueness are sharp, in the sense that they cannot be weakened, even for \(H = \mathbb{R}\): see [13] for details.
3. Preliminary results

We collect in this section some auxiliary results that will be used throughout the work.

Recall that, for all $\varepsilon \in (0, 1)$, $A^\varepsilon$ is the $\varepsilon$-Yosida approximation of $A$, namely, $A^\varepsilon := (I - (I + \varepsilon A)^{-1})/\varepsilon$ where $I$ is the identity on $H$. We can equivalently rewrite $A^\varepsilon$ as

$$A^\varepsilon := (\varepsilon I + A^{-1})^{-1} : H \to H.$$  

Note that the operator $\varepsilon I + A^{-1} : H \to H$ is maximal monotone, Lipschitz-continuous, and coercive on $H$, hence invertible. In order to prove that the two definitions coincide, fix $x \in H$, and define $y^\varepsilon := (\varepsilon I + A^{-1})^{-1}(x)$ so that $\varepsilon y^\varepsilon + A^{-1}(y^\varepsilon) = x$. Setting also $x^\varepsilon := A^{-1}(y^\varepsilon)$ we infer that $x^\varepsilon + \varepsilon A(x^\varepsilon) \ni x$, so that $x^\varepsilon = J_A^\varepsilon(x)$, where $J_A^\varepsilon := (I + \varepsilon A)^{-1} : H \to H$ is the resolvent of $A$. Eventually, we deduce that $y^\varepsilon = (x - x^\varepsilon)/\varepsilon$, as desired.

We collect some useful properties of $A^\varepsilon$ in the following lemma.

**Lemma 3.1 (Properties of $A^\varepsilon$).** Let $\varepsilon \in (0, c_A^{-1})$. Then the following properties hold:

- **(P1):** for every $x_1, x_2, x \in H$ it holds

  $$(A^\varepsilon(x_1) - A^\varepsilon(x_2), x_1 - x_2)_H \geq \frac{c_A}{2} \|x_1 - x_2\|^2_H,$$

  $$\|A^\varepsilon(x_1) - A^\varepsilon(x_2)\| \leq \frac{1}{\varepsilon} \|x_1 - x_2\|_H,$$

  $$\|A^\varepsilon(x)\|_H \leq C_A (1 + 2 \|x\|_H).$$

- **(P2):** there exists a convex function $\varphi^\varepsilon : H \to [0, +\infty)$ with $\varphi^\varepsilon \in C^1(H)$, $D\varphi^\varepsilon = A^\varepsilon$ and

  $$(\varphi^\varepsilon)^*(y) = \frac{\varepsilon}{2} \|y\|_H^2 + \varphi^\varepsilon(y) \quad \forall y \in H.$$

- **(P3):** $A^\varepsilon$ is Gâteaux-differentiable and $D(A^\varepsilon) \in C^0(H; \mathcal{L}(V, H)).$

**Proof.** Ad (P1). Since $A^{-1} : H \to H$ is monotone and Lipschitz continuous, the operator $\varepsilon I + A^{-1}$ is monotone, coercive, and Lipschitz-continuous. Hence, $A^\varepsilon : H \to H$ is well-defined, monotone, and Lipschitz-continuous as well. Moreover, for every $x_1, x_2 \in H$, setting $y_1 := A^\varepsilon(x_1)$ and $y_2 := A^\varepsilon(x_2)$, by strong monotonicity of $A$ we have

$$
(A^\varepsilon(x_1) - A^\varepsilon(x_2), x_1 - x_2)_H
= (y_1 - y_2, \varepsilon(y_1 - y_2) + A^{-1}(y_1) - A^{-1}(y_2))_H
= \varepsilon \|y_1 - y_2\|^2_H + (y_1 - y_2, A^{-1}(y_1) - A^{-1}(y_2))_H
\geq \varepsilon \|y_1 - y_2\|^2_H + c_A \|A^{-1}(y_1) - A^{-1}(y_2)\|^2_H
= \varepsilon \|y_1 - y_2\|^2_H + c_A \|x_1 - x_2 - \varepsilon(y_1 - y_2)\|^2_H.
$$

Noting that $\varepsilon c_A \leq 1$ by assumption, we also have

$$
\frac{c_A}{2} \|x_1 - x_2\|^2_H \leq c_A \|x_1 - x_2 - \varepsilon(y_1 - y_2)\|^2_H + c_A \varepsilon^2 \|y_1 - y_2\|^2_H
\leq c_A \|x_1 - x_2 - \varepsilon(y_1 - y_2)\|^2_H + \varepsilon \|y_1 - y_2\|^2_H,
$$

so that the strong monotonicity of $A^\varepsilon$ follows. The Lipschitz-continuity of $A^\varepsilon$ is well-known (see e.g. [16]). Finally, if $x \in H$ and $y := A^\varepsilon(x)$, we have $\varepsilon y + A^{-1}(y) = x$, so that $y \in A(x - \varepsilon y)$; hence, by (H1) and the already proved Lipschitz-continuity we have $\|y\|_H \leq \frac{1}{\varepsilon} \|x\|_H$, yielding

$$
\|y\|_H \leq C_A (1 + \|x - \varepsilon y\|_H) \leq C_A (1 + \|x\|_H + \varepsilon \|y\|_H) \leq C_A (1 + 2 \|x\|_H),
$$
from which the linear growth condition of $A^\varepsilon$ follows, uniformly in $\varepsilon$.

Ad (P2). It is well-known that, by defining $\varphi^\varepsilon$ as the Moreau-Yosida regularization of $\varphi$, namely

$$
\varphi^\varepsilon(x) := \inf_{v \in H} \left( \frac{\|x - v\|_H^2}{2\varepsilon} + \varphi(v) \right),
$$

we have $\partial \varphi^\varepsilon = A^\varepsilon$ and $\partial (\varphi^\varepsilon)^* = (A^\varepsilon)^{-1}$. Since $A^\varepsilon$ is Lipschitz-continuous, we deduce that actually $\varphi^\varepsilon \in C^1(H)$ and $D\varphi^\varepsilon = A^\varepsilon$, as required.

Ad (P3). Let us show that $A^\varepsilon$ is Gâteaux differentiable. By (H3), $(A^\varepsilon)^{-1} = \varepsilon I + A^{-1}$ is Gâteaux differentiable and, for all $y \in H$, $D((A^\varepsilon)^{-1})(y) = \varepsilon I + D(A^{-1})(y)$ is a linear isomorphism of $H$. Hence, this implies that $A^\varepsilon$ is Gâteaux-differentiable and its differential is given by

$$
D(A^\varepsilon)(x) = (\varepsilon I + D(A^{-1})(A^\varepsilon(x)))^{-1} \in \mathcal{L}(H, H), \quad x \in H.
$$

Let us show that $D(A^\varepsilon) \in C^0(H; \mathcal{L}(V,H))$. Let $(x_n)_n \subset H$, $x \in H$ with $x_n \to x$ in $H$, and $z \in V$ be arbitrary. Setting

$$
h_n := D(A^\varepsilon)(x_n)z, \quad h := D(A^\varepsilon)(x)z,
$$

we have that

$$
z = \varepsilon h_n + D(A^{-1})(A^\varepsilon(x_n))h_n, \quad z = \varepsilon h + D(A^{-1})(A^\varepsilon(x))h,
$$

from which

$$
\varepsilon(h_n - h) + D(A^{-1})(A^\varepsilon(x_n))(h_n - h) = (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))h.
$$

Hence, testing by $h_n - h$, using the monotonicity of $A^{-1}$ we have

$$
\varepsilon\|h_n - h\|_H^2 \leq \left( (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))h, h_n - h \right)_H
\leq \frac{\varepsilon}{2} \|h_n - h\|_H^2 + \frac{1}{2\varepsilon} \left( (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))h \right)_H^2,
$$

yielding

$$
\|h_n - h\|_H \leq \frac{1}{\varepsilon} \left( (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))h \right)_H.
$$

Now, recalling (H3), we have that $D(A^\varepsilon)(x) = (\varepsilon I + D(A^{-1})(A^\varepsilon(x)))^{-1} \in \mathcal{L}(V,Y)$: hence, since $z \in V$, we infer that

$$
h = D(A^\varepsilon)(x)z \in Y \quad \text{and} \quad \|h\|_Y \leq \|D(A^\varepsilon)(x)\|_{\mathcal{L}(V,Y)} \|z\|_V.
$$

We deduce that

$$
\|h_n - h\|_H \leq \frac{1}{\varepsilon} \|DA^\varepsilon(x)\|_{\mathcal{L}(V,Y)} \left( (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))\right)_{\mathcal{L}(Y,H)} \|z\|_V,
$$

hence also, from the arbitrariness of $z \in V$,

$$
\|D(A^\varepsilon)(x_n) - D(A^\varepsilon)(x)\|_{\mathcal{L}(V,H)} \leq \frac{1}{\varepsilon} \|D(A^\varepsilon)(x)\|_{\mathcal{L}(V,Y)} \left( (D(A^{-1})(A^\varepsilon(x)) - D(A^{-1})(A^\varepsilon(x_n)))\right)_{\mathcal{L}(Y,H)}.
$$

By the Lipschitz-continuity of $A^\varepsilon$ we have that $A^\varepsilon(x_n) \to A^\varepsilon(x)$ in $H$ as $n \to \infty$, hence the right-hand side converges to 0 as $n \to \infty$ again by (H3). \hfill \square
For every $\varepsilon, \lambda > 0$, we define the operator

$$A^r_\lambda := \lambda R + A^r_1 V : V \to V^*.$$ 

Since $A^r_\lambda$ is maximal monotone and coercive, its inverse $(A^r_\lambda)^{-1} : V^* \to V$ is well-defined and Lipschitz-continuous. We prove some properties of $A^r_\lambda$ in the following lemma.

**Lemma 3.2 (Properties of $A^r_\lambda$).** Let $\varepsilon, \lambda > 0$ and define

$$\varphi^r_\lambda : V \to [0, +\infty), \quad \varphi^r_\lambda(x) := \frac{\lambda}{2} \|x\|^2_V + \varphi^r(x), \quad x \in V.$$ 

Then the convex conjugate $(\varphi^r_\lambda)^*$ of $\varphi^r_\lambda$, defined as

$$(\varphi^r_\lambda)^*: V^* \to [0, +\infty), \quad (\varphi^r_\lambda)^*(y) := \sup_{x \in V} \{ \langle y, x \rangle_V - \varphi^r_\lambda(x) \}, \quad y \in V^*,$$

satisfies $(\varphi^r_\lambda)^* \in C^2(V^*)$, $D(\varphi^r_\lambda)^* = (A^r_\lambda)^{-1}$, and $D(\varphi^r_\lambda)^*$ and $D^2(\varphi^r_\lambda)^*$ are locally bounded in $V^*$. Moreover, $(A^r_\lambda)^{-1} : H \to V_0$ is Gâteaux-differentiable and the following characterization holds: for every $y \in H$, setting $x^*_\lambda = (A^r_\lambda)^{-1}(y)$, we have

$$D((A^r_\lambda)^{-1})(y) = [I + \lambda D((A^r)^{-1})(A^r(x^*_\lambda)) \circ R]^{-1} \circ D((A^r)^{-1})(A^r(x^*_\lambda)) \in \mathcal{L}(H, V_0).$$

**Proof.** As $\lambda$ and $\varepsilon$ are fixed throughout, we shall simplify notation and drop them in this proof. By the classical results on the sum of subdifferentials [10] Cor. 2.1, p. 41], we have that $A^r_\lambda = LR + A^r_1 V = \partial \varphi^r_\lambda$ so that

$$\partial(\varphi^r_\lambda)^* = (\lambda R + A^r_1 V)^{-1} : V^* \to V$$

is Lipschitz-continuous. This implies that $(\varphi^r_\lambda)^* \in C^1(V^*)$ and $D(\varphi^r_\lambda)^* = (\lambda R + A^r_1 V)^{-1}$ is bounded on bounded subsets of $V^*$. Let us show now that $(\lambda R + A^r_1 V)^{-1} \in C^1(V^*, V)$. To this end, we first note that the strong monotonicity of $A^r$ and the definition of Gâteaux derivative readily imply that

$$(DA^r(x)h, h)_H \geq \frac{c^A}{2} \|h\|^2_H \quad \forall x, h \in H.$$

Let $y \in V^*$ be arbitrary and set $x := (\lambda R + A^r_1 V)^{-1}y \in V$. Since $R$ and $A^r_1 V$ are Fréchet-differentiable in $x$ by (P3), it is well-defined the operator

$$D(\lambda R + A^r_1 V)(x) = \lambda R + DA^r_1 V(x) \in \mathcal{L}(V, V^*):$$

and let us show that it is an isomorphism from $V$ to $V^*$. It is clear that if $k \in V$ satisfies $(\lambda R + A^r_1 V(k))k = 0$, then

$$\lambda \|k\|^2_V + \frac{c^A}{2} \|k\|^2_H \leq 0,$$

from which $k = 0$, hence $\lambda R + DA^r_1 V(x)$ is injective. Moreover, since $k \mapsto \lambda Rk + DA^r_1 V(x)k$ is linear, continuous, monotone, and coercive on $V$, it is also surjective, hence an isomorphism from $V$ to $V^*$. The theorem on differentiability of the inverse function yields then that $(\lambda R + A^r_1 V)^{-1}$ is Fréchet-differentiable in $V^*$ and

$$D(\lambda R + A^r_1 V)^{-1}(y) = (\lambda R + DA^r_1 V((\lambda R + A^r_1 V)^{-1}y))^{-1} \quad \forall y \in V^*.$$ 

Let us show finally that $y \mapsto D(\lambda R + A^r_1 V)^{-1}(y)$ is continuous from $V^*$ to $\mathcal{L}(V^*, V)$. Let $y \in V^*$, $(y_n)_n \subset V^*$ with $y_n \to y$ in $V^*$, and $h \in V^*$. Setting $k_n := D(\lambda R + A^r_1 V)^{-1}(y_n)h$ and $k := D(\lambda R + A^r_1 V)^{-1}(y)h$, we have

$$\lambda R(k_n - k) + DA^r_1 V((\lambda R + A^r_1 V)^{-1}y_n)k_n - DA^r_1 V((\lambda R + A^r_1 V)^{-1}y)k = h - h = 0,$$
from which
\[ \lambda \| k_n - k \|^2_V \leq \left\| DA^*_V((\lambda R + A^*_V)^{-1}y_n) - DA^*_V((\lambda R + A^*_V)^{-1}y) \right\|_{\mathcal{L}(V,V^*)} \| k_n - k \|_V. \]

The Young inequality yields
\[ \lambda \| k_n - k \|^2_V \leq \frac{1}{\lambda} \left\| DA^*_V((\lambda R + A^*_V)^{-1}y_n) - DA^*_V((\lambda R + A^*_V)^{-1}y) \right\|^2_{\mathcal{L}(V,V^*)}. \]

Since \((\lambda R + A^*_V)^{-1}y_n \rightarrow (\lambda R + A^*_V)^{-1}y\) in \( V \) and \( A^*_V \in C^1(V,V^*) \) by (P3), we deduce that the right-hand side converges to 0 as \( n \to \infty \), hence also
\[ \left\| D(\lambda R + A^*_V)^{-1}(y_n) - D(\lambda R + A^*_V)^{-1}(y) \right\|^2_{\mathcal{L}(V^*,V)} = \sup_{\| k \|_{V^*} \leq 1} \| k_n - k \|^2_V \to 0 \]
as \( n \to \infty \), from which \((\lambda R + A^*_V)^{-1} \in C^1(V^*,V)\). We deduce that \((\varphi^*_\lambda)^* \in C^2(V^*)\). Moreover, the fact that \((\lambda R + A^*_V)^{-1}\) is Lipschitz-continuous yields immediately that \( D^2(\varphi^*_\lambda)^* \) is bounded in \( V^* \).

Let us prove the last part of the lemma. Note that, for every \( y \in H \), setting \( x^*_\lambda := (A^*_\lambda)^{-1}(v) \in V_0 \), we have \( \lambda Rx^*_\lambda + A^*(x^*_\lambda) = y \), from which \( x^*_\lambda = \frac{1}{\lambda}R^{-1}(y - A^*(x^*_\lambda)) \), so that
\[ (A^*_\lambda)^{-1}(y) = \frac{1}{\lambda}R^{-1}(y - A^*((A^*_\lambda)^{-1}(y))) \quad \forall y \in H. \]

Since we already know that \( y \mapsto (A^*_\lambda)^{-1}(y) \in C^1(H;V) \), recalling that \( A^*_V \in C^1(V;H) \) by (P3) and that \( R^{-1} : H \to V_0 \) is linear and continuous, we infer that the operator
\[ y \mapsto (A^*_\lambda)^{-1}(y) = \frac{1}{\lambda}R^{-1}(y - A^*((A^*_\lambda)^{-1}(y))) \]
is Fréchet-differentiable from \( H \) to \( V_0 \). Furthermore, since \( x^*_\lambda = (A^*)^{-1}(y - \lambda Rx^*_\lambda) \), we also have that
\[ (A^*_\lambda)^{-1}(y) = (A^*)^{-1}(y - \lambda R(A^*_\lambda)^{-1}(y)) \quad \forall y \in H. \]

Since we have just proved that \( y \mapsto (A^*_\lambda)^{-1}(y) \) is Fréchet-differentiable from \( H \) to \( V_0 \), taking into account that \( R : V_0 \to H \) is linear continuous and that \((A^*)^{-1}\) is Lipschitz-continuous and Gâteaux-differentiable from \( H \) to \( V \), we get
\[ D((A^*_\lambda)^{-1})(y) = D((A^*)^{-1})(y - \lambda Rx^*_\lambda) \circ (I - \lambda R \circ D((A^*_\lambda)^{-1})(y)) \]
from which
\[ \left[ I + \lambda D((A^*)^{-1})(A^*(x^*_\lambda)) \circ R \right] \circ D((A^*_\lambda)^{-1})(y) = D((A^*)^{-1})(A^*(x^*_\lambda)) \]
Since \( \left[ I + \lambda D((A^*)^{-1})(A^*(x^*_\lambda)) \circ R \right] \in \mathcal{L}(V_0,H) \) is a linear isomorphism, we conclude. \qed

The next lemmata state some asymptotic properties of the operator \( A^*_\lambda \) when \( \lambda \searrow 0 \) and \( \varepsilon \) is fixed.

**Lemma 3.3.** Let \( y \in H \) and \( \varepsilon \in (0,c A^{-1}) \) be fixed. For any \( \lambda > 0 \) set \( x^*_\lambda := (A^*_\lambda)^{-1}(y) \): then, as \( \lambda \searrow 0 \),
\[ x^*_\lambda \to (A^*)^{-1}(y) \quad \text{in} \ H, \]
\[ A^*(x^*_\lambda) \to y \quad \text{in} \ H, \]
\[ D((A^*_\lambda)^{-1})(y) \to D((A^*)^{-1})(y) \quad \text{in} \mathcal{L}_w(H,H). \]
Proof. Since $\lambda Rx^\epsilon_\lambda + A^\epsilon(x^\epsilon_\lambda) = y$, testing by $x^\lambda_\epsilon$ and using (P1) we get
\[
\lambda \|x^\lambda_\epsilon\|_V^2 + \frac{c_A}{2} \|x\lambda\|_H^2 \leq \|y\|_H \|x^\lambda_\epsilon\|_H \leq \frac{c_A}{4} \|x^\lambda_\epsilon\|_H^2 + \frac{1}{c_A} \|y\|_H^2 ,
\]
from which $\lambda x^\lambda_\epsilon \to 0$ in $V$. Moreover, testing by $A^\epsilon(x^\epsilon_\lambda)$ and using the monotonicity assumption in (H1) we get $\|A^\epsilon(x^\epsilon_\lambda)\|_H \leq \|y\|_H$ for every $\lambda$, from which the second convergence follows by the uniform convexity of $H$. The first convergence is then a consequence of the fact that $(A^\epsilon)^{-1}$ is Lipschitz-continuous. As for the third one, let $h \in H$ be arbitrary, and set $k^\epsilon_\lambda := D((A^\epsilon)^{-1})(y)h$ and $h^\epsilon_\lambda := D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))h$, so that by Lemma \[\text{(3.2)}\] we have
\[
k^\epsilon_\lambda + \lambda D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))Rk^\epsilon_\lambda = h^\epsilon_\lambda.
\]
Note that by definition of $A^\epsilon$ and (H3), we have
\[
h^\epsilon_\lambda = \epsilon h + D(A^\epsilon)^{-1}(A^\epsilon(x^\epsilon_\lambda))h \sim \epsilon h + D(A^{-1})(y)h = D((A^\epsilon)^{-1})(y)h \quad \text{in } H,
\]
so that in particular $(k^\epsilon_\lambda)_\lambda$ is bounded in $H$. Hence, testing by $\lambda Rk^\epsilon_\lambda$ and employing the monotonicity of $A^\epsilon$ we get
\[
\lambda \|k^\epsilon_\lambda\|_V^2 + \epsilon \lambda^2 \|Rk^\epsilon_\lambda\|_H^2 \leq \lambda \|h^\epsilon_\lambda\|_H \|Rk^\epsilon_\lambda\|_H \leq \frac{\epsilon \lambda^2}{2} \|Rk^\epsilon_\lambda\|_H^2 + \frac{1}{2\epsilon} \|h^\epsilon_\lambda\|_H^2 .
\]
Since $(h^\epsilon_\lambda)_\lambda$ is bounded in $H$, we infer that $(\lambda k^\epsilon_\lambda)_\lambda$ is bounded in $V_0$ and $(\lambda^{1/2}k^\epsilon_\lambda)_\lambda$ is bounded in $V$: it follows that $\lambda k^\epsilon_\lambda \to 0$ in $V_0$, hence in particular that $\lambda Rk^\epsilon_\lambda \to 0$ in $H$. Since $D(A^{-1}) \in C^0(H; \mathcal{L}(V, H))$ and $D(A^{-1})(A^\epsilon(x^\lambda_\epsilon))$ is symmetric, for every $z \in V$ we have
\[
(\lambda D((A^\epsilon)^{-1})(A^\epsilon(x^\epsilon_\lambda))Rk^\epsilon_\lambda, z)_H = \epsilon (\lambda Rk^\epsilon_\lambda, z)_H + (\lambda Rk^\epsilon_\lambda, D(A^{-1})(A^\epsilon(x^\lambda_\epsilon))z)_H \to 0 ,
\]
where we have used that $\lambda Rk^\epsilon_\lambda \to 0$ and $D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))z \to D((A^\epsilon)^{-1})(y)z$ in $H$. Consequently, we have that
\[
\lambda D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))Rk^\epsilon_\lambda \to 0 \quad \text{in } V^* .
\]
Since we also have that $(k^\epsilon_\lambda)_\lambda$ is bounded in $H$, hence $k^\epsilon_\lambda \to k^\epsilon$ in $H$ for a certain $k^\epsilon \in H$, letting $\lambda \searrow 0$ we infer that $k^\epsilon = D((A^\epsilon)^{-1})(y)h$, and we conclude.

Lemma 3.4. Let $\varepsilon \in (0, c_A^{-1})$ and $y \in H$ be fixed. For any $\lambda > 0$ let $y^\lambda \in H$, and define $x^\epsilon := (A^\epsilon)^{-1}(y)$ and $x^\lambda_\epsilon := (A^\lambda)^{-1}(y^\lambda)$. If $x^\lambda_\epsilon \to x^\epsilon$ in $H$ as $\lambda \to 0$ and $(y^\lambda)_\lambda$ is bounded in $H$, then it holds that, as $\lambda \searrow 0$,
\[
\begin{align*}
A^\epsilon(x^\lambda_\epsilon) &\to y \quad \text{in } H , \\
y^\lambda &\to y \quad \text{in } H , \\
D((A^\lambda)^{-1})(y^\lambda) &\to D((A^\epsilon)^{-1})(y) \quad \text{in } \mathcal{L}_w(H, H) .
\end{align*}
\]

Proof. First of all, since $A^\epsilon$ is Lipschitz-continuous, we have $A^\epsilon(x^\lambda_\epsilon) \to A^\epsilon(x^\epsilon) = y$. Moreover, since $\lambda R x^\lambda_\epsilon + A^\epsilon(x^\lambda_\epsilon) = y$, testing by $x^\lambda_\epsilon$ and using (P1) we get
\[
\lambda \|x^\lambda_\epsilon\|_V^2 + \frac{c_A}{2} \|x\lambda\|_H^2 \leq \|y\|_H \|x^\lambda_\epsilon\|_H \leq \frac{c_A}{4} \|x^\lambda_\epsilon\|_H^2 + \frac{1}{c_A} \|y\|_H^2 ,
\]
from which $\lambda x^\lambda_\epsilon \to 0$ in $V$. Hence, by comparison in the equation and the boundedness of $(y^\lambda)_\lambda$ in $H$ we infer that $y^\lambda \to y$ in $H$, and the second convergence is proved. Let us show the last one. Let $h \in H$ be arbitrary, and set $k^\epsilon_\lambda := D((A^\epsilon)^{-1})(y^\lambda)h$ and $h^\epsilon_\lambda := D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))h$, so that by Lemma \[\text{(3.2)}\] we have
\[
k^\epsilon_\lambda + \lambda D((A^\epsilon)^{-1})(A^\epsilon(x^\lambda_\epsilon))Rk^\epsilon_\lambda = h^\epsilon_\lambda .
\]
where by definition of $A^\epsilon$ and (H3), we have
\[
h^\epsilon_\lambda = \epsilon h + D(A^{-1})(A^\epsilon(x^\lambda_\epsilon))h \sim \epsilon h + D(A^{-1})(y)h = D((A^\epsilon)^{-1})(y)h \quad \text{in } H ,
\]
Lemma 3.5. Let $y \in H$, $x := A^{-1}(y) \in H$, and for any $\lambda > 0$ set $x_\lambda := A^{-1}_\lambda(y) \in V$, with $A^{-1}_\lambda(w) := \lambda R w + A^\lambda(w)$ for any $w \in V$. Then, as $\lambda \searrow 0$, it holds that $x_\lambda \to x$ in $H$ and $A^\lambda(x_\lambda) \to y$ in $H$. Moreover, if $x \in V$ it also holds that $x_\lambda \to x$ in $V$ and

$$D((A^\lambda)^{-1})(y) \to D(A^{-1})(y) \quad \text{in } L^2_u(H, H).$$

Proof. Since $\lambda R x_\lambda + A^\lambda(x_\lambda) = y$, testing by $x_\lambda$ and using (P1) we get

$$\lambda \|x_\lambda\|^2_H + \frac{c_A}{2} \|x_\lambda\|^2_H \leq \|y\|_H \|x_\lambda\|_H \leq \frac{c_A}{4} \|x_\lambda\|^2_H + \frac{1}{c_A} \|y\|^2_H,$$

from which $\lambda x_\lambda \to 0$ in $V$, so that $A^\lambda(x_\lambda) \to y$ in $V^*$. Moreover, testing by $A^\lambda(x_\lambda)$ and using the monotonicity assumption in (H1) we get $\|A^\lambda(x_\lambda)\|_H \leq \|y\|_H$ for every $\lambda$, from which the second convergence follows by the uniform convexity of $H$. The first convergence is then a consequence of the strong-weak closure of maximal monotone operators. Let us now suppose that $x \in V$ and show that $x_\lambda \to x$ in $V$. From the relation $\lambda R x_\lambda + A^\lambda(x_\lambda) - y = 0$, we test by $x_\lambda$ and rearrange the terms in the following way:

$$\lambda \|x_\lambda\|^2_V + (A^\lambda(x_\lambda) - y, x_\lambda - (A^\lambda)^{-1}(y))_H = (y - A^\lambda(x_\lambda), (A^\lambda)^{-1}(y))_H.$$  

Noting that $y = A^\lambda((A^\lambda)^{-1}(y))$, the second term on the left-hand side is non-negative; moreover, since $(A^\lambda)^{-1}(y) = \lambda y + A^{-1}(y) = \lambda y + x$, we get

$$\lambda \|x_\lambda\|^2_V \leq (y - A^\lambda(x_\lambda), \lambda y + x)_H \leq \lambda \|y\|_H \|y - A^\lambda(x_\lambda)\|_H + (y - A^\lambda(x_\lambda), x)_H.$$  

Recalling that $y - A^\lambda(x_\lambda) = \lambda R x_\lambda$ and using the Young inequality, we get

$$\lambda \|x_\lambda\|^2_V \leq \lambda \|y\|_H \|y - A^\lambda(x_\lambda)\|_H + \lambda \|x_\lambda\|_V \|x\|_V \leq \lambda \|y\|_H \|y - A^\lambda(x_\lambda)\|_H + \frac{\lambda}{2} \|x_\lambda\|^2_V + \frac{\lambda}{2} \|x\|^2_V,$$

from which, dividing by $\lambda$ and rearranging the terms we get

$$\|x_\lambda\|^2_V \leq 2 \|y\|_H \|y - A^\lambda(x_\lambda)\|_H + \|x\|^2_V.$$  

Hence, recalling that $A^\lambda(x_\lambda) \to y$ in $H$, we infer that

$$\limsup_{\lambda \searrow 0} \lambda \|x_\lambda\|^2_V \leq 2 \|y\|_H \lim_{\lambda \searrow 0} \|y - A^\lambda(x_\lambda)\|_H + \|x\|^2_V = \|x\|^2_V,$$

from which we conclude by uniform convexity of $V$.

Eventually, let us prove the last convergence of the statement. We first note that for every $y_1, y_2 \in H$, setting $x_\lambda := A^{-1}_\lambda(y_i)$, for $i = 1, 2$, one has

$$\lambda R(x_\lambda^1 - x_\lambda^2) + A^\lambda(x_\lambda^1) - A^\lambda(x_\lambda^2) = y_1 - y_2,$$
so that testing by $x_1^2 - x_3^2$ and exploiting the uniform strong monotonicity of $A^\lambda$ (see Lemma 3.1), one deduces that there exists $C > 0$ independent of $\lambda$ such that

$$
\|A_\lambda^{-1}(y_1) - A_\lambda^{-1}(y_2)\|_H \leq C \|y_1 - y_2\|_H \quad \forall y_1, y_2 \in H.
$$

It follows that $\|D((A_\lambda^{-1})(y))\|_{\mathcal{L}(H,H)} \leq C$ for every $\lambda > 0$, hence that there exists an operator $L(y) \in \mathcal{L}(H,H)$ such that

$$
D((A_\lambda^{-1})(y)) \to L(y) \quad \text{in} \quad \mathcal{L}(H,H).
$$

In order to complete the proof, we need to show that $L(y)h = D(A^{-1})(y)h$ for all $h \in H$: by density of $Z$ in $H$ it is enough to check this equality for $h \in Z$. We follow a similar argument as in Lemma 3.3 (where we take $\varepsilon = \lambda$). For $h \in Z$ fixed, setting $k_\lambda := D((A_\lambda^{-1})(y)h$ and $h_\lambda := D((A^\lambda)^{-1})(A^\lambda(x_\lambda))h)$, by Lemma 3.2 we have

$$
k_\lambda + \lambda^2 Rk_\lambda + \lambda D(A^{-1})(A^\lambda(x_\lambda))Rk_\lambda = h_\lambda,
$$

where

$$
h_\lambda = \lambda h + D(A^{-1})(A^\lambda(x_\lambda))h.
$$

Since $(h_\lambda)_{\lambda}$ is clearly bounded in $H$, by testing (3) by $\lambda^2 Rk_\lambda$ one readily gets

$$
\lambda \|R^{1/2}k_\lambda\|_H + \lambda^2 \|Rk_\lambda\|_H \leq C.
$$

Now, by interpolation we have

$$
\|R^{1-\eta}k_\lambda\|_H \leq \|R^{1/2}k_\lambda\|_H^{2\eta} \|Rk_\lambda\|_H^{1-2\eta},
$$

so that (4) yields also

$$
\lambda^{2(1-\eta)} \|R^{1-\eta}k_\lambda\|_H \leq C.
$$

Moreover, by (H5) and the fact that $(x_\lambda)_{\lambda}$ is bounded in $V$, it follows that $(R^n h_\lambda)_{\lambda}$ is bounded in $H$: hence, testing (3) by $\lambda^{2(1-\eta)} Rk_\lambda$ we get

$$
\lambda^{2(1-\eta)} \|k_\lambda\|^2_V + \lambda^{2(1-\eta)} \|Rk_\lambda\|_H^2 \leq (h_\lambda, \lambda^{2(1-\eta)} Rk_\lambda)_H = \lambda^{2(1-\eta)} (R^n h_\lambda, R^{1-\eta}k_\lambda)_H.
$$

Taking (5) into account we infer that

$$
\lambda^{1-\eta} \|k_\lambda\|_V + \lambda^{2-\eta} \|Rk_\lambda\|_H \leq C.
$$

Hence, again by interpolation we find that

$$
\lambda^{2-3\eta} \|R^{1-\eta}k_\lambda\|_H \leq C.
$$

Now, given $z \in Z$ arbitrary, one has that $\|R^n D(A^{-1})(A^\lambda(x_\lambda))z\|_H \leq C \|z\|_Z$ by (H5) and the fact that $(x_\lambda)_{\lambda}$ is bounded in $V$, so that (7) yields

$$
(\lambda D(A^{-1})(A^\lambda(x_\lambda))Rk_\lambda, z)_H = (\lambda R^{1-\eta}k_\lambda, R^n D(A^{-1})(A^\lambda(x_\lambda))z)_H \leq C\lambda^{3\eta-1} \|z\|_Z.
$$

By recalling that $\eta \in (1/3, 1/2)$ one finds

$$
\|\lambda D(A^{-1})(A^\lambda(x_\lambda))Rk_\lambda\|_Z \leq C\lambda^{3\eta-1} \to 0,
$$

while (4) yields directly

$$
\|\lambda^2 Rk_\lambda\|_V \leq C \lambda \to 0.
$$

Passing to the weak limit in $Z^*$ as $\lambda \searrow 0$ in equation (3), and noting that $h_\lambda \to D(A^{-1})(y)h$ in $H$, one obtains $L(y)h = D(A^{-1})(y)h$, and concludes. \qed
4. A generalized Itô’s formula

In this section we prove a generalized Itô’s formula that will be crucial in the proofs on the main results of the work. In particular, due to the weak assumptions on the derivatives of \( \varphi^* \), we cannot rely directly on the classical frameworks by Da Prato & Zabczyk [17] or Pardoux [11], as the second derivative \( D^2 \varphi^* \) is assumed to exist in the sense of Fréchet only in \( V \) and the process \( y \) below is not \( V \)-valued a priori. This gives rise to several nontrivial difficulties. Nevertheless, using the the continuity of the Gâteaux derivative \( V \) of \( \varphi \), as the second derivative \( D^2 \varphi^* \) from \( H \) to \( \mathcal{L}_w(H,H) \) and the fact that \( y \in A(x) \) for a suitable \( V \)-valued process \( x \), we are able to show that the Itô formula for \( \varphi^* \) can still be written in an appropriate sense.

**Proposition 4.1** (Generalized Itô’s formula). Assume that \( x, y, w \) are progressively measurable processes with values in \( V, H, \) and \( V^* \), respectively, such that

\[
x \in L^0(\Omega; L^2(0,T;V)) ,
\]

\[
y \in L^0(\Omega; L^\infty(0,T;H) \cap C^0([0,T];V^*)) ,
\]

\[
w \in L^0(\Omega; L^2(0,T;V^*)) ,
\]

\[
y \in A(x) \quad \text{a.e. in } \Omega \times (0,T) ,
\]

\[
C \in L^0(\Omega; L^2(0,T;\mathcal{L}^2(U,H))) ,
\]

\[
y_0 \in L^0(\Omega, \mathcal{F}_0;H) , \quad x_0 := A^{-1}(y_0) \in L^0(\Omega, \mathcal{F}_0;V) ,
\]

\[
y(t) + \int_0^t w(s) \, ds = y_0 + \int_0^t C(s) \, dW(s) \quad \text{in } V^* \quad \forall t \in [0,T], \quad \mathbb{P}\text{-a.s.}
\]

Then, for every \( t \in [0,T] \), \( \mathbb{P}\)-almost surely,

\[
\varphi^*(y(t)) + \int_0^t \langle w(s), x(s) \rangle_V \, ds = \varphi^*(y_0) + \int_0^t \langle x(s), C(s) \rangle_H \, dW(s) + \frac{1}{2} \int_0^t \text{Tr} \left( C^*(s) D(A^{-1})(y(s)) C(s) \right) \, ds .
\]

Since \( \partial \varphi^* = A^{-1} : H \to H \) is Lipschitz-continuous, we have in particular that \( H = D(\varphi^*) \). Since \( y \in C_w([0,T];H) \) and \( y_0 \) is \( H \)-valued, the first terms on the left and right hand side in Itô’s formula are finite for every \( t \). Moreover, since \( x = A^{-1}(y) \) and \( A^{-1} \) is Lipschitz-continuous, we also have \( x \in L^0(\Omega; L^\infty(0,T;H)) \), hence \( (x,C)_H \in L^2(0,T;\mathcal{L}^2(U,\mathbb{R})) \) and also the stochastic integral on the right-hand side is well-defined. Finally, the trace term is also well-defined since \( D(A^{-1}) \) is bounded by assumption (H3).

**Proof of Proposition 4.1** For every \( \lambda > 0 \) by Lemma 3.2 we can apply the classical Itô’s formula to the function \( \tilde{\varphi}_\lambda^* \), where \( \tilde{\varphi}_\lambda := \varphi_\lambda^* \), getting

\[
\tilde{\varphi}_\lambda^*(y(t)) + \int_0^t \left\langle w(s), \tilde{A}_\lambda^{-1} y(s) \right\rangle_V \, ds = \tilde{\varphi}_\lambda^*(y_0) + \int_0^t \left\langle \tilde{A}_\lambda^{-1} y(s), C(s) \right\rangle_H \, dW(s) + \frac{1}{2} \int_0^t \text{Tr} \left( C^*(s) D(\tilde{A}_\lambda^{-1})(y(s)) C(s) \right) \, ds
\]

for every \( t \in [0,T] \), \( \mathbb{P}\)-almost surely. By Lemma 3.3 we have that

\[
\tilde{A}_\lambda^{-1} y \to x \quad \text{in } L^2(0,T;V) ,
\]

\[
D(\tilde{A}_\lambda^{-1})(y(s)) \to D(A^{-1})(y(s)) \quad \text{in } \mathcal{L}_w(H,H) \quad \forall s \in [0,T] .
\]
Consequently, we have
\[
\int_0^t \langle w(s), \tilde{A}_\lambda^{-1}y(s) \rangle_V \, ds \to \int_0^t \langle w(s), x(s) \rangle_V \, ds
\]
and, by the dominated convergence theorem,
\[
\int_0^t \text{Tr} \left( C^*(s)D(\tilde{A}_\lambda^{-1})(y(s))C(s) \right) \, ds \to \int_0^t \text{Tr} \left( C^*(s)D(A^{-1})(y(s))C(s) \right) \, ds.
\]
Moreover, since \( \partial \tilde{\varphi}_\lambda = \ddot{A}_\lambda \) and \( \partial \varphi^\lambda = A^\lambda \), for every \( t \in [0, T] \) we have
\[
\tilde{\varphi}^\lambda_x(y(t)) = \left( v(t), \ddot{A}_\lambda^{-1}y(t) \right)_H - \tilde{\varphi}_\lambda(\ddot{A}_\lambda^{-1}y(t))
\]
\[
= \left( y(t), \ddot{A}_\lambda^{-1}y(t) \right)_H - \frac{\lambda}{2} \left\| \ddot{A}_\lambda^{-1}y(t) \right\|_V^2 - \varphi^\lambda(\ddot{A}_\lambda^{-1}y(t))
\]
\[
= \left( y(t), \ddot{A}_\lambda^{-1}y(t) \right)_H - \frac{\lambda}{2} \left\| \ddot{A}_\lambda^{-1}y(t) \right\|_V^2
\]
\[
- \left( A^\lambda(\ddot{A}_\lambda^{-1}(y(t))), \ddot{A}_\lambda^{-1}(y(t)) \right)_H + (\varphi^\lambda)^* \left( A^\lambda(\ddot{A}_\lambda^{-1}(y(t))) \right)
\]
\[
= \left( y(t), \ddot{A}_\lambda^{-1}y(t) \right)_H - \frac{\lambda}{2} \left\| \ddot{A}_\lambda^{-1}y(t) \right\|_V^2 - \left( A^\lambda(\ddot{A}_\lambda^{-1}(y(t))), \ddot{A}_\lambda^{-1}(y(t)) \right)_H
\]
\[
+ \frac{\lambda}{2} \left\| A^\lambda(\ddot{A}_\lambda^{-1}(y(t))) \right\|_H^2 + \varphi^* \left( A^\lambda(\ddot{A}_\lambda^{-1}(y(t))) \right).
\]
Now, by Lemma 3.5 we have that
\[
\ddot{A}_\lambda^{-1}(y(t)) \to x(t) \quad \text{in } H, \quad A^\lambda(\ddot{A}_\lambda^{-1}(y(t))) \to y(t) \quad \text{in } H, \quad \left\| \ddot{A}_\lambda^{-1}(y(t)) \right\|_V \leq M
\]
for a constant \( M \) independent of \( \lambda \). Hence, as \( \lambda \downarrow 0 \) we get
\[
\tilde{\varphi}_\lambda^*(y(t)) \to \varphi^*(y(t)).
\]
Similarly, the same argument and the fact that \( x_0 = A^{-1}(y_0) \in V \) yields
\[
\tilde{\varphi}_\lambda^*(y_0) \to \varphi^*(y_0).
\]
Finally, let us show the convergence of the stochastic integrals: note that
\[
\left\| ((\ddot{A}^{-1}y - x), C) \right\|_{L^2(0,T;\mathcal{L}^2(V,H))}^2 \leq \int_0^T \left\| \ddot{A}^{-1}y(s) - x(s) \right\|_H^2 \| C(s) \|_{\mathcal{L}^2(U,H)}^2 \, ds
\]
where the integrand converges pointwise to 0 in \([0,T]\). Moreover, from the proof of Lemma 3.5 we infer that
\[
\left\| \ddot{A}^{-1}y - x \right\|_H^2 \| C \|_{\mathcal{L}^2(U,H)}^2 \leq M \| C \|_{\mathcal{L}^2(U,H)}^2 \left( \| y \|_H^2 + \| x \|_H^2 \right)
\]
for a positive constant \( M \) only dependent on \( c_A \). Since \( x = A^{-1}(y) \) and \( A^{-1} \) is Lipschitz-continuous, recalling that \( y \in L^\infty(0,T;H) \) we deduce that also \( x \in L^\infty(0,T;H) \), hence the dominated convergence theorem yields
\[
\left\| ((\ddot{A}^{-1}y - x), C) \right\|_{L^2(0,T;\mathcal{L}^2(U,H))}^2 \to 0
\]
\( \mathbb{P} \)-almost surely. We deduce that
\[
\int_0^t \left( \ddot{A}_\lambda^{-1}y(s), C(s) \right)_H \, dW(s) \to \int_0^t \left( x(s), C(s) \right)_H \, dW(s)
\]
in probability. Hence, the thesis follows letting \( \lambda \downarrow 0 \). \( \square \)
The following result follows using exactly the same proof with $A^\varepsilon$ instead of $A$.

**Proposition 4.2** (Generalized Itô’s formula for $A^\varepsilon$). Let $\varepsilon \in (0, c_A^{-1})$. Assume that $x^\varepsilon$, $y^\varepsilon$, $w^\varepsilon$ are progressively measurable processes with values in $V$, $H$, and $V^*$, respectively, such that

\[
\begin{align*}
x^\varepsilon &\in L^0(\Omega; L^2(0, T; V)), \\
y^\varepsilon &\in L^0(\Omega; L^\infty(0, T; H) \cap C^0([0, T]; V^*)), \\
w^\varepsilon &\in L^0(\Omega; L^2(0, T; V^*)), \\
y^\varepsilon(t) &= A^\varepsilon(x^\varepsilon) \quad \text{a.e. in } \Omega \times (0, T), \\
C &\in L^0(\Omega; L^2(0, T; \mathcal{L}^2(U, H))), \\
y_0^\varepsilon &\in L^0(\Omega, \mathcal{F}_0; H), \quad x_0^\varepsilon := (A^\varepsilon)^{-1}(y_0^\varepsilon) \in L^2(\Omega, \mathcal{F}_0; V), \\
y^\varepsilon(t) + \int_0^t w^\varepsilon(s) \, ds = y_0^\varepsilon + \int_0^t C(s) \, dW^\varepsilon(s) \quad \text{in } V^* \quad \forall t \in [0, T], \quad \mathbb{P}\text{-a.s.}
\end{align*}
\]

Then, for every $t \in [0, T]$, $\mathbb{P}$-almost surely,

\[
(\varphi^\varepsilon)^* (y^\varepsilon(t)) + \int_0^t \langle w^\varepsilon(s), x^\varepsilon(s) \rangle_V \, ds = (\varphi^\varepsilon)^* (y_0^\varepsilon) + \int_0^t (x^\varepsilon(s), C(s))_H \, dW^\varepsilon(s) + \frac{1}{2} \int_0^t \text{Tr} (C^*(s)D((A^\varepsilon)^{-1})(y^\varepsilon(s))C(s)) \, ds.
\]

5. Existence of martingale solutions: Proof of Theorem 2.8

We introduce two separate approximations on the problem, depending on two different parameters $\lambda, \varepsilon > 0$, prove uniform estimates on the regularized solutions (Subsection 5.1), and pass to the limit as $\lambda \searrow 0$ first (Subsection 5.2) and then as $\varepsilon \searrow 0$ (Subsection 5.3).

5.1. The approximated problem. Let $\varepsilon \in (0, c_A^{-1})$ be fixed. For every $\lambda > 0$, we consider the approximated problem

\[
d(A^\lambda_\varepsilon u^\lambda_\varepsilon) + B_\lambda u^\lambda_\varepsilon \, dt = F(t, u^\lambda_\varepsilon) \, dt + G(t, u^\lambda_\varepsilon) \, dW^\varepsilon, \quad A^\lambda_\varepsilon u^\lambda_\varepsilon(0) = v_0^\varepsilon,
\]

where $B_\lambda : V \to V^*$ is the Yosida approximation of $B$ and $v_0^\varepsilon := (I + \varepsilon R)^{-1}(v_0)$. We recall that since $V$ is a Hilbert space then $R$ is linear and $B_\lambda$ is Lipschitz-continuous. Setting $v^\lambda_\varepsilon := A^\lambda_\varepsilon u^\lambda_\varepsilon$, the approximated problem can be written in terms of $v^\lambda_\varepsilon$ as an evolution equation on $V^*$ of the form

\[
dv^\lambda_\varepsilon + B_\lambda (A^\lambda_\varepsilon)^{-1} v^\lambda_\varepsilon \, dt = F(t, (A^\lambda_\varepsilon)^{-1} v^\lambda_\varepsilon) \, dt + G(t, (A^\lambda_\varepsilon)^{-1} v^\lambda_\varepsilon) \, dW^\varepsilon, \quad v^\lambda_\varepsilon(0) = v_0^\varepsilon.
\]

Since $(A^\lambda_\varepsilon)^{-1} : V^* \to V$ is Lipschitz-continuous, the operator $B_\lambda \circ (A^\lambda_\varepsilon)^{-1} : V^* \to V^*$ is composition of Lipschitz-continuous operators, and there is a unique strong solution

\[
v^\lambda_\varepsilon \in L^q(\Omega; C^0([0, T]; V^*))
\]

such that, setting $u^\lambda_\varepsilon := (A^\lambda_\varepsilon)^{-1} v^\lambda_\varepsilon \in L^p(\Omega; C^0([0, T]; V))$, we have

\[
v^\lambda_\varepsilon(t) + \int_0^t B_\lambda u^\lambda_\varepsilon(s) \, ds = v_0 + \int_0^t F(s, u^\lambda_\varepsilon(s)) \, ds + \int_0^t G(s, u^\lambda_\varepsilon(s)) \, dW^\varepsilon(s) \quad \text{in } V^*
\]

for every $t \in [0, T]$, $\mathbb{P}$-almost surely. We now prove a priori estimates, independent of $\lambda$ and $\varepsilon$. 
Lemma 5.1 (A priori estimates). Let $\eta \in (0, 1/2)$. Then there exists a positive constant $M > 0$ such that, for any $\lambda > 0$ and $\varepsilon \in (0, c_A^{-1})$,

\[
\begin{align*}
\lambda^{1/2} \|u_\lambda^x\|_{L^2(\Omega; C^0([0,T]; V))} + \varepsilon \|A^x(u_\lambda^x)\|_{L^2(\Omega; C^0([0,T]; H))} &\leq M, \\
\|u_\lambda^x\|_{L^2(\Omega; C^0([0,T]; H))} + \|A^x(u_\lambda^x)\|_{L^2(\Omega; C^0([0,T]; H))} &\leq \|\varphi^*(A^x(u_\lambda^x))\|_{L^{2/2}(\Omega; L^\infty([0,T]))} \leq M, \\
\|J^B_\lambda u_\lambda^x\|_{L^2(\Omega; L^2(0,T,V^*))} + \|B\lambda u_\lambda^x\|_{L^2(\Omega; L^2(0,T,V^*)]} &\leq M, \\
\|G(\cdot, u_\lambda^x)\|_{L^2(\Omega; C^0([0,T]; \mathbb{R}^2(U,H)))} &\leq M, \\
\|G(\cdot, u_\lambda^x)\|_{L^2(\Omega; W^{\gamma,q}(0,T,V^*))} &\leq M, \\
\|G_{1}^\lambda (\cdot, u_\lambda^x) : W \|_{L^2(\Omega; W^{\gamma,q}(0,T,V^*))} &\leq M, \\
\|v_\lambda^x - G(\cdot, u_\lambda^x) : W \|_{L^2(\Omega; H^1(0,T,V^*)]} &\leq M, \\
\lambda \|R_{\lambda} u_\lambda^x \|_{L^2(\Omega; W^{\gamma,q}(0,T,V^*))} + \|A^x(u_\lambda^x)\|_{L^2(\Omega; W^{\gamma,q}(0,T,V^*))} &\leq M,
\end{align*}
\]

where $J^B_\lambda := (R + \lambda B)^{-1} \circ R : V \to V$ is the resolvent of $B$.

Proof. By Lemma 3.2, we can apply Itô's formula to $(\varphi^x_\lambda)^*(v_\lambda^x)$ in $V^*$, getting

\[
(\varphi^x_\lambda)^*(v_\lambda^x(t)) + \int_{0}^{t} \langle B\lambda u_\lambda^x(s), u_\lambda^x(s) \rangle_{V} ds = (\varphi^x_\lambda)^*(v_0) + \int_{0}^{t} \langle F(s, u_\lambda^x(s)), u_\lambda^x(s) \rangle_{H} ds \\
+ \int_{0}^{t} \langle u_\lambda^x, G(s, u_\lambda^x(s)) \rangle_{H} dW(s) + \frac{1}{2} \int_{0}^{t} \text{Tr}(G^*(s, u_\lambda^x(s)) (\lambda R + DA^x(u_\lambda^x(s)))^{-1} G(s, u_\lambda^x(s)) ) ds
\]

for every $t \in [0,T]$, $\mathbb{P}$-almost surely. Let us analyse the different terms separately. First of all, by definition of convex conjugate and the fact that $\lambda R u_\lambda^x + A^x(u_\lambda^x) = v_\lambda^x$, we have

\[
(\varphi^x_\lambda)^*(v_\lambda^x) = (\varphi^x_\lambda)^*(\lambda R u_\lambda^x + A^x(u_\lambda^x)) = \langle \lambda R u_\lambda^x + A^x(u_\lambda^x), u_\lambda^x \rangle_{V} - \varphi^x(u_\lambda^x) = \\
= \lambda \|u_\lambda^x\|_V^2 + \langle A^x(u_\lambda^x), u_\lambda^x \rangle_{H} - \frac{\lambda}{2} \|u_\lambda^x\|_V^2 - \varphi^x(u_\lambda^x) = \\
= \frac{\lambda}{2} \|u_\lambda^x\|_V^2 + (\varphi^x)^*(A^x(u_\lambda^x)) = \frac{\lambda}{2} \|u_\lambda^x\|_V^2 + \frac{\varepsilon}{2} \|A^x(u_\lambda^x)\|_H^2 + \varphi^x(A^x(u_\lambda^x)).
\]

Since $\varphi$ has at most quadratic growth in $H$, there are constants $M', M'' > 0$, independent of $\lambda$ and $\varepsilon$, such that

\[
\varphi^x(A^x(u_\lambda^x)) \geq M' \|A^x(u_\lambda^x)\|_H^2 - M''.
\]

Noting further that $u_\lambda^x = \varepsilon A^x(u_\lambda^x) + A^{-1}(A^x(u_\lambda^x))$, we infer by the Lipschitz-continuity of $A^{-1}$ that

\[
\varphi^x(A^x(u_\lambda^x)) \geq 2M' c_A^{-1} \|u_\lambda^x\|_H^2 - M''.
\]

Secondly, setting $u_{0\lambda} := (\lambda R + A_1^{-1})^{-1} v_0$, a similar argument yields

\[
(\varphi^x_\lambda)^*(v_0) = \frac{\lambda}{2} \|u_{0\lambda}\|_V^2 + (\varphi^x)^*(A^x(u_{0\lambda})).
\]

Since $\lambda R u_{0\lambda} + A^x(u_{0\lambda}) = v_0$, testing by $u_{0\lambda}$ and using the Young inequality we obtain

\[
\lambda \|u_{0\lambda}\|_V^2 + \varphi^x(u_{0\lambda}) + (\varphi^x)^*(A^x(u_{0\lambda})) = (v_0, u_{0\lambda})_H \leq \varphi^x(u_{0\lambda}) + (\varphi^x)^*(v_0),
\]

where, by definition of $\varphi^x$,

\[
(\varphi^x)^*(v_0) = \frac{\varepsilon}{2} \|v_0\|_H^2 + \varphi^x(v_0) \leq M(1 + \|v_0\|_H^2) \leq M(1 + \|v_0\|_H^2).
\]

Hence,

\[
(\varphi^x_\lambda)^*(v_0) = \frac{\lambda}{2} \|u_{0\lambda}\|_V^2 + \varphi^x(u_{0\lambda}) \leq \varphi^x(v_0) \leq M(1 + \|v_0\|_H^2) \in L^{q/2}(\Omega).
\]
Moreover, hypothesis (H7) and the Young inequality immediately yield
\[ \int_0^t (F(s, u^\varepsilon(t)), u^\varepsilon(t))_H \, ds \leq \frac{1}{4} \|F(\cdot, 0)\|^2_{L^2(0,T;H)} + (L^2 + 1) \int_0^t \|u^\varepsilon(s)\|^2_H \, ds , \]
while by definition of \( J_\lambda^B \) and coercivity of \( B \) we have
\[ \langle B_\lambda u^\varepsilon, u^\varepsilon \rangle_V = \langle B_\lambda u^\varepsilon, J_\lambda^B u^\varepsilon \rangle_V + \langle B_\lambda u^\varepsilon, u^\varepsilon - J_\lambda^B u^\varepsilon \rangle_V \]
\[ = \langle B_\lambda u^\varepsilon, \lambda^{-1} B_\lambda u^\varepsilon \rangle_V + \lambda \langle B_\lambda u^\varepsilon, R^{-1} B_\lambda u^\varepsilon \rangle_V \geq c_B \|J_\lambda^B u^\varepsilon\|^2_V + \lambda \|B_\lambda u^\varepsilon\|^2_V . \]

Furthermore, let \( h \in H \) be arbitrary and set \( k^\varepsilon := (\lambda R + DA^\varepsilon(u^\varepsilon))^{-1}h \in V \), so that
\[ \lambda R k^\varepsilon + DA^\varepsilon(u^\varepsilon)k^\varepsilon = h . \]
Testing by \( k^\varepsilon \) and using the strong monotonicity of \( A^\varepsilon \) we have
\[ \lambda \|k^\varepsilon\|^2_V + \frac{c_A}{2} \|k^\varepsilon\|^2_H \leq (h, k^\varepsilon)_H \leq \frac{c_A}{4} \|k^\varepsilon\|^2_H + \frac{1}{c_A} \|h\|^2_H . \]

We infer that the following uniform estimate holds:
\[ \| (\lambda R + DA^\varepsilon(u^\varepsilon))^{-1} \|^2_{L^2(H,H)} \leq \frac{4}{c_A} , \] (8)

Hence, the trace term on the right-hand side of Itô’s formula can be estimated by
\[ \text{Tr} \left( G^\varepsilon(\cdot, u^\varepsilon)(\lambda R + DA^\varepsilon(u^\varepsilon))^{-1}G(\cdot, u^\varepsilon) \right) \leq \frac{2}{c_A} \|G(\cdot, u^\varepsilon)\|^2_{L^2(U,H)} \leq \frac{4L^2}{c_A} \left( 1 + \|u^\varepsilon\|^2_H \right) . \]

Finally, by the Burkholder-Davis-Gundy and Young inequalities we have, for every \( \delta > 0 \),
\[ E \sup_{t \in [0,T]} \left( \frac{1}{\sqrt{t}} \left( \int_0^t \|u^\varepsilon(s)\|^2_H \, ds \right)^{q/2} \right)^{q/4} \leq c E \left( \left( \int_0^T \|u^\varepsilon(s)\|^2_H \|G(s, u^\varepsilon(s))\|^2_{L^2(U,H)} \, ds \right)^{q/4} \right) \]
\[ \leq \delta E \left( \left\| u^\varepsilon \right\|^q_{L^\infty(0,T;H)} + \frac{1}{4^q} \|G(\cdot, u^\varepsilon(s))\|^q_{L^2(0,T;L^2(U,H))} \right) \]
\[ \leq \delta E \left( \left\| u^\varepsilon \right\|^q_{L^\infty(0,T;H)} + \frac{L^2}{\delta} \left( 1 + \|u^\varepsilon\|^q_{L^2(0,T;H)} \right) \right) , \]
where \( c \) is a positive constant, depending on data only. Hence, recalling that \( A \) and \( B \) have linear growth, taking supremum in time, power \( q/2 \) and expectations in Itô’s formula, choosing \( \delta \) small enough, rearranging the terms, and employing the Gronwall lemma yield the first three desired estimates. Moreover, the fourth and fifth estimates easily follow from (H8) and the properties of the stochastic integral.

Let us show now the last two estimates: since \( (B_\lambda u^\varepsilon) \) is uniformly bounded in the space \( L^q(\Omega; L^2(0,T;V^*)) \), we have
\[ \left\| \int_0^t B_\lambda(u^\varepsilon(s)) \, ds \right\|_{L^q(\Omega; H^1(0,T;V^*))} \leq M \]
for a positive constant \( M \) independent of \( \lambda \) and \( \varepsilon \). Now, since \( \eta \in (0,1/2) \) and \( q > 2 \), we have that \( 1 - 1/2 > \eta - 1/q \), so the Sobolev embeddings imply that \( H^1(0,T;V^*) \hookrightarrow W^{\eta,q}(0,T;V^*) \) continuously, hence by comparison in the equation we have
\[ \|v^\varepsilon\|^q_{L^q(\Omega; W^{\eta,q}(0,T;V^*))} \leq M . \]
Now, recalling that $v_\lambda^\varepsilon = \lambda Ru_\lambda^\varepsilon + A^\varepsilon(u_\lambda^\varepsilon)$, we have
\[
\mathbb{E} \int_0^T \int_0^T \frac{\|\lambda R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)) + A^\varepsilon(u_\lambda^\varepsilon(s)) - A^\varepsilon(u_\lambda^\varepsilon(r))\|_{V^*}^2}{|s-r|^{1+\eta \gamma}} \, ds \, dr \leq M.
\]
Since for almost every $s, r \in (0, T)$ we have, by monotonicity of $A^\varepsilon$,
\[
\lambda^2 \|R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r))\|_{V^*}^2 = \langle \lambda R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)), \lambda(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)) \rangle_V
\]
\[
\leq \langle \lambda R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)), A^\varepsilon(u_\lambda^\varepsilon(s)) - A^\varepsilon(u_\lambda^\varepsilon(r)), \lambda(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)) \rangle_V
\]
\[
\leq \frac{1}{2} \|\lambda R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r)) + A^\varepsilon(u_\lambda^\varepsilon(s)) - A^\varepsilon(u_\lambda^\varepsilon(r))\|_{V^*}^2 + \frac{\lambda^2}{2} \|R(u_\lambda^\varepsilon(s) - u_\lambda^\varepsilon(r))\|_{V^*}^2,
\]
we deduce that $\langle \lambda Ru_\lambda^\varepsilon \rangle_\lambda$ is uniformly bounded in the space $L^q(\Omega; W^{\eta,\eta}(0, T; V^*))$, hence also $A^\varepsilon(u_\lambda^\varepsilon) = v_\lambda^\varepsilon - \lambda Ru_\lambda^\varepsilon$ by difference. \( \square \)

### 5.2. Passage to the limit as $\lambda \searrow 0$.
In this section we perform the passage to the limit as $\lambda \searrow 0$, while $\varepsilon \in (0, c\lambda^{-1})$ is fixed. We shall divide the passage to the limit in several steps.

**Stochastic compactness.** Fix $\eta \in (1/q, 1/2)$, which is possible since $q > 2$. First of all, recalling Lemma 5.1, we have that the families $(A^\varepsilon(u_\lambda^\varepsilon))_\lambda$ and $(G(\cdot, u_\lambda^\varepsilon) \cdot W)_\lambda$ are uniformly bounded in the space
\[
L^q(\Omega; W^{\eta,\eta}(0, T; V^*)) \cap C^0([0, T]; H))
\]
and the family $(W)_\lambda$ is constant in $C^0([0, T]; U)$. Since $H \xrightarrow{\ast} V^*$ compactly and $\eta \gamma > 1$, by the classical compactness results by Aubin-Lions and Simon (see [49, Cor. 5, p. 86]) we have the compact inclusion
\[
W^{\eta,\eta}(0, T; H) \cap C^0([0, T]; H) \xrightarrow{\ast} C^0([0, T]; V^*)
\]
This ensures by a standard argument based on the Markov inequality that the family of laws of $(A^\varepsilon(u_\lambda^\varepsilon))_\lambda$ and $(G(\cdot, u_\lambda^\varepsilon) \cdot W)_\lambda$ are tight on the space $C^0([0, T]; V^*)$. Secondly, it is clear that the laws of the constant sequences $(W)_\lambda$ and $(v_0)_\lambda$ are tight on the spaces $C^0([0, T]; U)$ and $H$, respectively.

In particular, so is the family of laws of $(A^\varepsilon(u_\lambda^\varepsilon), G(\cdot, u_\lambda^\varepsilon) \cdot W, W, v_0)_\lambda$ on the product space $C^0([0, T]; V^*) \times C^0([0, T]; V^*) \times C^0([0, T]; U) \times H$. By Skorokhod’s theorem (see [31, Thm. 2.7]) there exist a probability space $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})$, a family $(\phi_\lambda)_\lambda$ of measurable mappings $\phi_\lambda : (\hat{\Omega}, \hat{\mathcal{F}}) \to (\Omega, \mathcal{F})$ such that
\[
\hat{\mathbb{P}} = \hat{\mathbb{P}} \circ \phi_\lambda^{-1} \quad \forall \lambda > 0,
\]
and measurable random variables $\hat{v}_\lambda^\varepsilon, \hat{I}_\lambda^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to C^0([0, T]; V^*)$, $\hat{W}_\lambda^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to C^0([0, T]; U)$ and $\hat{\tilde{v}}_\lambda^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to H$ such that, setting $\tilde{u}_\lambda^\varepsilon := u_\lambda^\varepsilon \circ \phi_\lambda$, as $\lambda \searrow 0$,
\[
A^\varepsilon(\tilde{u}_\lambda^\varepsilon) \to \hat{v}_\lambda^\varepsilon \quad \text{in } C^0([0, T]; V^*), \quad \hat{\mathbb{P}}\text{-a.s.}
\]
\[
\hat{I}_\lambda^\varepsilon := (G(\cdot, u_\lambda^\varepsilon) \cdot W) \circ \phi_\lambda \to \hat{\mathbb{I}}^\varepsilon \quad \text{in } C^0([0, T]; V^*), \quad \hat{\mathbb{P}}\text{-a.s.}
\]
\[
\hat{W}_\lambda := W \circ \phi_\lambda \to \hat{W}^\varepsilon \quad \text{in } C^0([0, T]; U), \quad \hat{\mathbb{P}}\text{-a.s.}
\]
\[
\hat{\tilde{v}}_0, \lambda := v_0^\varepsilon \circ \phi_\lambda \to \hat{\tilde{v}}_0^\varepsilon \quad \text{in } H, \quad \hat{\mathbb{P}}\text{-a.s.}
\]
Setting also $\hat{v}_\lambda^\varepsilon := v_\lambda^\varepsilon \circ \phi_\lambda$, since $\mathbb{P} = \hat{\mathbb{P}} \circ \phi_\lambda^{-1}$ the uniform estimates given by Lemma 5.1 are preserved on the space $\hat{\Omega}$ for $(\hat{u}_\lambda^\varepsilon)_\lambda$ and $(\hat{v}_\lambda^\varepsilon)_\lambda$. Consequently, there exist also two measurable
random variables \( \hat{u}^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to L^2(0, T; V) \) and \( \tilde{u}^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to L^2(0, T; V^*) \) such that, as \( \lambda \searrow 0 \),

\[
\begin{align*}
\lambda \hat{u}_\lambda^\varepsilon &\to 0 \quad \text{in } L^q(\hat{\Omega}; C^0([0, T]; V)), \\
J^R_\lambda \hat{u}_\lambda^\varepsilon &\to \hat{u}^\varepsilon \quad \text{in } L^q(\hat{\Omega}; L^2(0, T; V)), \\
B_\lambda \hat{u}_\lambda^\varepsilon &\to \hat{u}^\varepsilon \quad \text{in } L^q(\hat{\Omega}; L^2(0, T; V^*)), \\
\hat{v}_\lambda^\varepsilon, A^\varepsilon(\hat{u}_\lambda^\varepsilon) &\to \hat{v}^\varepsilon \quad \text{in } L^p(\hat{\Omega}; \mathcal{C}^0([0, T]; V^*)) \quad \forall p \in [1, q) \\
A^\varepsilon(\hat{u}_\lambda^\varepsilon) &\to \hat{v}^\varepsilon \quad \text{in } L^q(\hat{\Omega}; L^2(0, T; H)), \\
\hat{I}_\lambda^\varepsilon &\to \hat{I}^\varepsilon \quad \text{in } L^q(\hat{\Omega}; W^{1,2}(0, T; H)).
\end{align*}
\]

Moreover, noting that \( \hat{u}_\lambda^\varepsilon - J_\lambda \hat{u}_\lambda^\varepsilon = \lambda R^{-1} B_\lambda \hat{u}_\lambda^\varepsilon \), it is immediate to deduce also that \( \hat{u}_\lambda^\varepsilon \to \hat{u}^\varepsilon \) in \( L^q(\hat{\Omega}; L^2(0, T; V)) \).

Also, by lower semicontinuity of \( \varphi^* \) and Lemma 5.1 we deduce that \( \varphi^*(\hat{v}^\varepsilon) \in L^{q/2}(\hat{\Omega}; L^\infty(0, T)) \). Since (H1) implies that \( \varphi^* \) is coercive on \( H \) this immediately yields

\[
\hat{v}^\varepsilon \in L^q(\hat{\Omega}; L^\infty(0, T; H)) .
\]

Moreover, since \( A^\varepsilon_V : V \to 2^{V^*} \) is maximal monotone by assumption (H1), by strong-weak closure we immediately infer that

\[
\hat{v}^\varepsilon = A^\varepsilon(\hat{u}^\varepsilon) \quad \text{a.e. in } \hat{\Omega} \times (0, T) .
\]

Now, noting that \( \lambda R \hat{u}_\lambda^\varepsilon + A^\varepsilon(\hat{u}_\lambda^\varepsilon) = \hat{v}_\lambda^\varepsilon \), it is clear that

\[
\lambda R \hat{u}_\lambda^\varepsilon + A^\varepsilon(\hat{u}_\lambda^\varepsilon) - \hat{v}^\varepsilon = \hat{v}_\lambda^\varepsilon - \hat{v}^\varepsilon ,
\]

hence testing by \( \hat{u}_\lambda^\varepsilon \) and using that \( \hat{v}^\varepsilon = A^\varepsilon(\hat{u}^\varepsilon) \) yields

\[
\lambda \|\hat{u}_\lambda^\varepsilon\|_V^2 + \|A^\varepsilon(\hat{u}_\lambda^\varepsilon) - \hat{v}^\varepsilon, \hat{u}_\lambda^\varepsilon\|_H = (\hat{v}_\lambda^\varepsilon - \hat{v}^\varepsilon, \hat{u}_\lambda^\varepsilon)_H .
\]

Rearranging the terms and employing the strong monotonicity of \( A^\varepsilon \) yields

\[
\lambda \|\hat{u}_\lambda^\varepsilon\|_V^2 + \frac{c_\lambda}{2} \|\hat{u}_\lambda^\varepsilon - \hat{v}^\varepsilon\|_H^2 \leq (\hat{v}_\lambda^\varepsilon - \hat{v}^\varepsilon, \hat{u}_\lambda^\varepsilon)_H - (A^\varepsilon(\hat{u}_\lambda^\varepsilon) - \hat{v}^\varepsilon, \hat{u}_\lambda^\varepsilon)_H \leq \|A^\varepsilon(\hat{u}_\lambda^\varepsilon) - \hat{v}^\varepsilon\|_V \|\hat{u}_\lambda^\varepsilon\|_V + \|A^\varepsilon(\hat{u}_\lambda^\varepsilon) - \hat{v}^\varepsilon\|_V \|\hat{u}_\lambda^\varepsilon\|_V .
\]

Since \( (\hat{u}_\lambda^\varepsilon)_\lambda \) is bounded in \( L^q(\hat{\Omega}; L^2(0, T; V)) \) and \( A^\varepsilon(\hat{u}_\lambda^\varepsilon) \to \hat{v}^\varepsilon, \hat{v}_\lambda^\varepsilon \to \hat{v}^\varepsilon \) in \( L^p(\hat{\Omega}; L^2(0, T; V^*)) \) for \( p \in [1, q) \), we deduce also that

\[
\hat{u}_\lambda^\varepsilon \to \hat{u}^\varepsilon \quad \text{in } L^p(\hat{\Omega}; L^2(0, T; H)) \quad \forall p \in [1, q) ,
\]

which implies by the Lipschitz-continuity of \( F \) and \( G \) that

\[
F(\cdot, \hat{u}_\lambda^\varepsilon) \to F(\cdot, \hat{u}^\varepsilon) \quad \text{in } L^p(\hat{\Omega}; L^2(0, T; H)) \quad \forall p \in [1, q) ,
\]

\[
G(\cdot, \hat{u}_\lambda^\varepsilon) \to G(\cdot, \hat{u}^\varepsilon) \quad \text{in } L^p(\hat{\Omega}; L^2(0, T; \mathcal{L}^2(U, H))) \quad \forall p \in [1, q) .
\]

**Identification of the stochastic integral.** By definition of \( \hat{I}_\lambda^\varepsilon : (\hat{\Omega}, \hat{\mathcal{F}}) \to \mathcal{C}^0([0, T]; V^*) \) we have that

\[
\hat{I}_\lambda^\varepsilon = \hat{v}_\lambda^\varepsilon + \int_0^T B_\lambda \hat{u}_\lambda^\varepsilon(s) \, ds - \hat{v}_{0, \lambda} - \int_0^T F(s, \hat{u}_\lambda^\varepsilon(s)) \, ds .
\]

By introducing the filtration \( (\hat{\mathcal{F}}_\lambda^\varepsilon)_{t \in [0, T]} \) as

\[
\hat{\mathcal{F}}_\lambda^\varepsilon := \sigma\{\hat{u}_\lambda^\varepsilon(s), \hat{I}_\lambda^\varepsilon(s), W_\lambda(s) : s \leq t\} , \quad t \in [0, T] ,
\]

we can conclude that
one can show that $I_\lambda^\varepsilon$ is a square integrable $V^*$-valued martingale with respect to the filtration $(\hat{\mathcal{F}}_{\lambda,t}^\varepsilon)_{t\in[0,T]}$ with quadratic variation process given by

$$\langle \hat{I}_\lambda^\varepsilon \rangle = \int_0^t \|G(s, \hat{u}_\lambda^\varepsilon(s))\|^2_{L^2(U,V^*)} \, ds.$$ 

Indeed, for any $s,t \in [0,T]$ with $s \leq t$ and for any real bounded continuous function $g$ on $C^0([0,T]; V^*)$, recalling that $u_\lambda^\varepsilon$ and $\hat{u}_\lambda^\varepsilon$ have the same law, it is possible to see (for further details we refer here to [20] and [17] § 8.4) that

$$\mathbb{E}\left( \left\langle \hat{I}_\lambda^\varepsilon(t) - \hat{I}_\lambda^\varepsilon(s), z \right\rangle_V g(\hat{u}_\lambda^\varepsilon|_{[0,s]}) \right) = 0 \quad \forall \, z \in V$$

and

$$\mathbb{E}\left[ \left( \left\langle \hat{I}_\lambda^\varepsilon(t), z_1 \right\rangle_V \left\langle \hat{I}_\lambda^\varepsilon(t), z_2 \right\rangle_V - \left\langle \hat{I}_\lambda^\varepsilon(s), z_1 \right\rangle_V \left\langle \hat{I}_\lambda^\varepsilon(s), z_2 \right\rangle_V \right) - \int_s^t (G(r, \hat{u}_\lambda^\varepsilon(r))^* z_1, G(r, \hat{u}_\lambda^\varepsilon(r))^* z_2)_{U} \, dr \right] g(\hat{u}_\lambda^\varepsilon|_{[0,s]}) = 0 \quad \forall \, z_1, z_2 \in V.$$ 

Hence, thanks to a classical representation theorem for martingales (see [17] Thm. 8.2), there exists a further probability space that we can identify with no restrictions with $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, such that (possibly enlarging the filtration $(\tilde{\mathcal{F}}_{\lambda,t}^\varepsilon)_{t\in[0,T]}$)

$$\hat{I}_\lambda^\varepsilon(t) = \int_0^t G(s, \hat{u}_\lambda^\varepsilon(s)) \, d\tilde{W}_\lambda(s), \quad t \in [0,T].$$

Now, passing to the limit as $\lambda \searrow 0$ in the approximated equation we infer that

$$\hat{\nu}^\varepsilon + \int_0^\varepsilon \hat{\nu}_\lambda^\varepsilon(s) \, ds = \hat{\nu}_0^\varepsilon + \int_0^\varepsilon F(s, \hat{u}_\lambda^\varepsilon(s)) \, ds + \hat{I}^\varepsilon,$$

while the boundedness and continuity of $g$ together with the convergences obtained above imply that

$$\mathbb{E}\left( \left\langle \hat{I}^\varepsilon(t) - \hat{I}^\varepsilon(s), z \right\rangle_V g(\hat{u}_\varepsilon|_{[0,s]}) \right) = 0 \quad \forall \, z \in V$$

and

$$\mathbb{E}\left[ \left( \left\langle \hat{I}^\varepsilon(t), z_1 \right\rangle_V \left\langle \hat{I}^\varepsilon(t), z_2 \right\rangle_V - \left\langle \hat{I}^\varepsilon(s), z_1 \right\rangle_V \left\langle \hat{I}^\varepsilon(s), z_2 \right\rangle_V \right) - \int_s^t (G(r, \hat{u}_\varepsilon^\varepsilon(r))^* z_1, G(r, \hat{u}_\varepsilon^\varepsilon(r))^* z_2)_{U} \, dr \right] g(\hat{u}_\varepsilon|_{[0,s]}) = 0 \quad \forall \, z_1, z_2 \in V.$$ 

Using now the strong convergences of $\tilde{W}_\lambda$ to $\tilde{W}^\varepsilon$, $G(\cdot, \hat{u}_\lambda^\varepsilon)$ to $G(\cdot, \hat{u}_\varepsilon^\varepsilon)$, and $\hat{I}_\lambda^\varepsilon$ to $\hat{I}^\varepsilon$, following the approach contained in [15] § 4.5 (and the references therein) one can show that, by possibly enlarging the probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, there exists a complete right-continuous filtration $(\tilde{\mathcal{F}}_{t}^\varepsilon)_{t\in[0,T]}$ such that $\tilde{W}^\varepsilon$ is a cylindrical Wiener process adapted to $(\tilde{\mathcal{F}}_{t}^\varepsilon)_{t\in[0,T]}$ and

$$\hat{I}^\varepsilon(t) = \int_0^t G(s, \hat{u}^\varepsilon(s)) \, d\tilde{W}^\varepsilon(s), \quad t \in [0,T].$$

Consequently, we deduce that

$$\hat{\nu}^\varepsilon(t) + \int_0^t \hat{\nu}_\varepsilon(s) \, ds = \hat{\nu}_0^\varepsilon + \int_0^t F(s, \hat{u}_\varepsilon(s)) \, ds + \int_0^t G(s, \hat{u}_\varepsilon(s)) \, d\tilde{W}^\varepsilon(s) \quad \forall \, t \in [0,T], \quad \tilde{\mathbb{P}}\text{-a.s.}$$
Identification of the nonlinearities. We have already proved that \( \dot{v}^\varepsilon = A^\varepsilon(\hat{u}^\varepsilon) \). Let us show now that \( \dot{v}^\varepsilon \in B\hat{u}^\varepsilon \) almost everywhere in \( \bar{\Omega} \times (0, T) \). To this end, recalling the proof of Lemma 5.1, we have that

\[
\mathbb{E}(\varphi_{\lambda}^\varepsilon)^*(\dot{v}^\varepsilon(T)) + \mathbb{E} \int_0^T \langle B\lambda \dot{u}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \, ds \\
= \mathbb{E}(\varphi_{\lambda}^\varepsilon)^*(\dot{v}_0^\varepsilon) + \mathbb{E} \int_0^T \langle F(s, \dot{u}^\varepsilon(s)), \hat{u}^\varepsilon(s) \rangle_H \, ds \\
+ \frac{1}{2} \mathbb{E} \int_0^T \text{Tr} \left( G^*(s, \dot{u}^\varepsilon(s))(\lambda R + DA^\varepsilon(\hat{u}^\varepsilon(s)))^{-1}G(s, \hat{u}^\varepsilon(s)) \right) \, ds,
\]

with obvious meaning of the symbol \( \mathbb{E} \). Now, note that

\[
(\varphi_{\lambda}^\varepsilon)^*(\dot{v}_0^\varepsilon) = \frac{\lambda}{2} \|\dot{u}_0^\varepsilon\|_V^2 + (\varphi^\varepsilon)^*(A^\varepsilon(\hat{u}^\varepsilon(T))) \geq (\varphi^\varepsilon)^*(A^\varepsilon(\hat{u}^\varepsilon(T))),
\]

while from the proof of Lemma 5.1 we also know that

\[
(\varphi_{\lambda}^\varepsilon)^*(\dot{v}_0^\varepsilon) = \frac{\lambda}{2} \|\dot{u}_0^\varepsilon\|_V^2 + (\varphi^\varepsilon)^*(A^\varepsilon(\hat{u}_0^\varepsilon)) \leq (\varphi^\varepsilon)^*(\dot{v}_0^\varepsilon).
\]

Moreover, for \( A^\varepsilon(\hat{u}^\varepsilon(T)) \rightarrow \dot{v}^\varepsilon(T) \) in \( L^2(\Omega; H) \), by weak lower semicontinuity of \((\varphi^\varepsilon)^*\) we have that

\[
\limsup_{\lambda \searrow 0} \mathbb{E} \int_0^T \langle B\lambda \dot{u}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \, ds \\
\leq \mathbb{E}(\varphi^\varepsilon)^*(\dot{v}_0^\varepsilon) - \liminf_{\lambda \searrow 0} \mathbb{E}(\varphi^\varepsilon)^*(A^\varepsilon(\hat{u}^\varepsilon(T))) + \lim_{\lambda \searrow 0} \mathbb{E} \int_0^T \langle F(s, \dot{u}^\varepsilon(s)), \hat{u}^\varepsilon(s) \rangle_H \, ds \\
+ \frac{1}{2} \liminf_{\lambda \searrow 0} \mathbb{E} \int_0^T \text{Tr} \left( G^*(s, \dot{u}^\varepsilon(s))(\lambda R + DA^\varepsilon(\hat{u}^\varepsilon(s)))^{-1}G(s, \hat{u}^\varepsilon(s)) \right) \, ds \\
\leq \mathbb{E}(\varphi^\varepsilon)^*(\dot{v}_0^\varepsilon) - \mathbb{E}(\varphi^\varepsilon)^*(\dot{v}^\varepsilon(T)) + \mathbb{E} \int_0^T \langle F(s, \dot{u}^\varepsilon(s)), \dot{u}^\varepsilon(s) \rangle_H \, ds \\
+ \frac{1}{2} \limsup_{\lambda \searrow 0} \mathbb{E} \int_0^T \text{Tr} \left( G^*(s, \dot{u}^\varepsilon(s))(\lambda R + DA^\varepsilon(\hat{u}^\varepsilon(s)))^{-1}G(s, \hat{u}^\varepsilon(s)) \right) \, ds.
\]

Now, by Lemma 5.4 and the strong-weak convergence, we deduce that

\[
\text{Tr} \left( G^*(\cdot, \dot{u}^\varepsilon)(\lambda R + DA^\varepsilon(\hat{u}^\varepsilon))^{-1}G(\cdot, \hat{u}^\varepsilon) \right) \rightarrow \text{Tr} \left( G^*(\cdot, \dot{v}^\varepsilon)D((A^\varepsilon)^{-1})(\dot{v}^\varepsilon)G(\cdot, \dot{v}^\varepsilon) \right)
\]

almost everywhere in \( \bar{\Omega} \times (0, T) \). Moreover, we have already proved that

\[
|\text{Tr} \left( G^*(\cdot, \dot{u}^\varepsilon)D((A^\varepsilon)^{-1})(\dot{v}^\varepsilon)G(\cdot, \dot{v}^\varepsilon) \right)| \leq c \left( 1 + \|\hat{u}^\varepsilon\|_V^2 \right),
\]

where the right hand side is bounded in \( L^{2/2}(\Omega \times (0, T)) \) and \( c \) is a positive constant depending on data. Since \( q/2 > 1 \), the right-hand side is uniformly integrable in \( \Omega \times (0, T) \), hence so is the left-hand side, and Vitali’s convergence theorem yields

\[
\limsup_{\lambda \searrow 0} \mathbb{E} \int_0^T \langle B\lambda \dot{u}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \, ds \leq \mathbb{E}(\varphi^\varepsilon)^*(\dot{v}_0^\varepsilon) - \mathbb{E}(\varphi^\varepsilon)^*(\dot{v}^\varepsilon(T)) \\
+ \mathbb{E} \int_0^T \langle F(s, \dot{u}^\varepsilon(s)), \dot{u}^\varepsilon(s) \rangle_H \, ds + \frac{1}{2} \mathbb{E} \int_0^T \text{Tr} \left( G^*(s, \dot{u}^\varepsilon(s))D((A^\varepsilon)^{-1})(\dot{v}^\varepsilon(s))G(s, \dot{v}^\varepsilon(s)) \right) \, ds.
\]
Finally, by Proposition 12 it is immediate to see that this implies
\[
\limsup_{\lambda \to 0} \hat{E} \int_0^T \langle B_\lambda \hat{u}_\lambda^\varepsilon(s), \hat{u}_\lambda^\varepsilon(s) \rangle_V \, ds \leq \hat{E} \int_0^T \langle \hat{w}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \, ds.
\]
Hence, we infer that \( \hat{w}^\varepsilon \in B \hat{u}^\varepsilon \) a.e. in \( \hat{\Omega} \times (0,T) \) by 10 Prop. 2.5, p. 27.

5.3. The passage to the limit as \( \varepsilon \searrow 0 \). In this last section we perform the passage to the limit as \( \varepsilon \searrow 0 \).

First of all, by Lemma 5.1 the convergences proved in the previous section and the weak lower semicontinuity of the norms, there exists a positive constant \( M \), independent of \( \varepsilon \), such that
\[
\varepsilon^{1/2} \| \hat{v}^\varepsilon \|_{L^2(\hat{\Omega};L^\infty(0,T;V^*))} + \| \hat{u}^\varepsilon \|_{L^2(\hat{\Omega};W^{\infty,\alpha}(0,T;V^*))} \leq M,
\]
\[
\| \hat{u}^\varepsilon \|_{L^2(\hat{\Omega};L^\infty(0,T;H))} + \| \hat{\varphi}^\varepsilon(\hat{v}^\varepsilon) \|_{L^2(\hat{\Omega};L^\infty(0,T;V))} \leq M,
\]
\[
\| \hat{u}^\varepsilon \|_{L^2(\hat{\Omega};L^2(0,T;V^*))} \leq M,
\]
\[
\| G(\cdot, \hat{u}^\varepsilon) \|_{L^2(\hat{\Omega};C^0([0,T];L^2(U,H)))} + \| G(\cdot, \hat{v}^\varepsilon) \cdot \hat{W}^\varepsilon \|_{L^2(\hat{\Omega};W^{\infty,\alpha}(0,T;H))} \leq M,
\]
\[
\| \hat{v}^\varepsilon - G(\cdot, \hat{u}^\varepsilon) \cdot \hat{W}^\varepsilon \|_{L^2(\hat{\Omega};H^1(0,T;V^*))} \leq M.
\]
Proceeding now as in the passage to the limit as \( \lambda \searrow 0 \) in the previous section, using Skorokhod’s theorem and the usual representation theorems for martingales, we infer that there exist a further filtered probability space and a cylindrical Wiener process on it, which we shall assume without any restriction to coincide with \( (\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}})_t \in [0,T], \hat{\mathbb{P})}, and \( \hat{W} \), respectively, such that
\[
\hat{\varphi}^\varepsilon \to \hat{\varphi} \quad \text{in } C^0([0,T];V^*), \quad \mathbb{P}\text{-a.s.},
\]
\[
\hat{W}^\varepsilon \to \hat{W} \quad \text{in } C^0([0,T];U), \quad \mathbb{P}\text{-a.s.},
\]
\[
G(\cdot, \hat{u}^\varepsilon) \cdot \hat{W}^\varepsilon \to \hat{I} \quad \text{in } C^0([0,T];V^*) , \quad \mathbb{P}\text{-a.s.},
\]
\[
\hat{\bar{v}}^\varepsilon_0 \to \hat{v}_0 \quad \text{in } H, \quad \mathbb{P}\text{-a.s.}
\]
and
\[
\varepsilon \hat{u}^\varepsilon \to 0 \quad \text{in } L^2(\hat{\Omega};L^\infty(0,T;H)),
\]
\[
\hat{u}^\varepsilon \to \hat{u} \quad \text{in } L^2(\hat{\Omega};L^2(0,T;V)),
\]
\[
\hat{w}^\varepsilon \to \hat{w} \quad \text{in } L^2(\hat{\Omega};L^2(0,T;V^*)),
\]
\[
\hat{v}^\varepsilon \to \hat{v} \quad \text{in } L^p(\Omega;L^2(0,T;V^*)) \quad \forall p \in [1,q),
\]
\[
\hat{v}^\varepsilon \to \hat{v} \quad \text{in } L^q(\Omega;L^2(0,T;H)),
\]
Hence, the strong-weak closure of \( A \) readily implies that \( \hat{v} \in A(\hat{u}) \) almost everywhere in \( \Omega \times (0,T) \). Furthermore, since \( \hat{v}^\varepsilon = A^\varepsilon(\hat{u}^\varepsilon) \), we have that \( \hat{u}^\varepsilon = \varepsilon \hat{v}^\varepsilon + A^{-1}(\hat{\varphi}^\varepsilon) \), from which
\[
\hat{v}^\varepsilon \in A(\hat{u}^\varepsilon - \varepsilon \hat{v}^\varepsilon) \quad \text{and} \quad \hat{v} \in A(\hat{u}).
\]
Consequently, the strong monotonicity of \( A \) yields
\[
c_A \| \hat{u}^\varepsilon - \hat{u} - \varepsilon \hat{v}^\varepsilon \|_H^2 \leq (\hat{v}^\varepsilon - \hat{v}, \hat{\varphi}^\varepsilon - \hat{\varphi} - \varepsilon \hat{\varphi}^\varepsilon)_H
\]
\[
\leq \varepsilon \| \hat{v}^\varepsilon - \hat{v} \|_H \| \hat{\varphi} \|_H + \| \hat{v}^\varepsilon - \hat{v} \|_{V^*} \| \hat{u}^\varepsilon - \hat{u} \|_V ,
\]
so that, integrating in time and recalling that \( \varepsilon \in (0, c_A^{-1}) \) we have
\[
\frac{c_A}{2} \| \hat{u}^\varepsilon - \hat{u} \|_{L^2(0,T;H)}^2 \leq c_A \| \hat{u}^\varepsilon - \hat{u} - \varepsilon \hat{v}^\varepsilon \|_{L^2(0,T;H)}^2 + c_A \varepsilon^2 \| \hat{v}^\varepsilon \|_{L^2(0,T;H)}^2
\]
\[
\leq \varepsilon \| \hat{v}^\varepsilon - \hat{v} \|_{L^2(0,T;H)} \| \hat{v}^\varepsilon \|_{L^2(0,T;V^*)} + \| \hat{v}^\varepsilon - \hat{v} \|_{L^2(0,T;V^*)} \| \hat{u}^\varepsilon - \hat{u} \|_{L^2(0,T;H)} + \varepsilon \| \hat{v}^\varepsilon \|_{L^2(0,T;H)}.
\]

For every \( p \in [1, q) \), taking power \( p/2 \) at both sides and expectations, it follows from the Hölder inequality that
\[
\| \hat{u}^\varepsilon - \hat{u} \|_{L^p(\hat{\Omega}; L^2(0,T;H))}^p \leq \left( \frac{2}{c_A} \right)^{p/2} \left( \varepsilon^{p/2} \| \hat{v}^\varepsilon - \hat{v} \|_{L^p(\hat{\Omega}; L^2(0,T;H))} \| \hat{v}^\varepsilon \|_{L^p(\hat{\Omega}; L^2(0,T;H))}^p \right.
\]
\[
+ \left. \| \hat{v}^\varepsilon - \hat{v} \|_{L^p(\hat{\Omega}; L^2(0,T;V^*))} \| \hat{u}^\varepsilon - \hat{u} \|_{L^p(\hat{\Omega}; L^2(0,T;V^*))} + \varepsilon^{p/2} \| \hat{v}^\varepsilon \|_{L^p(\hat{\Omega}; L^2(0,T;H))} \right)^{p/2},
\]
from which, taking into account the already proved estimates,
\[
\| \hat{u}^\varepsilon - \hat{u} \|_{L^p(\hat{\Omega}; L^2(0,T;H))} \leq M_p \left( \varepsilon^{p/2} + \| \hat{v}^\varepsilon - \hat{v} \|_{L^p(\hat{\Omega}; L^2(0,T;V^*))}^{p/2} \right),
\]
where \( M_p \) is a positive constant independent of \( \varepsilon \). Thanks to the strong convergence of \( (\hat{v}^\varepsilon)_{\varepsilon} \), we get
\[
\hat{u}^\varepsilon \to \hat{u} \quad \text{in} \ L^p(\hat{\Omega}; L^2(0,T;H)) \quad \forall \ p \in [1, q),
\]
from which
\[
F(\cdot, \hat{u}^\varepsilon) \to F(\cdot, \hat{u}) \quad \text{in} \ L^p(\hat{\Omega}; L^2(0,T;H)) \quad \forall \ p \in [1, q),
\]
\[
G(\cdot, \hat{u}^\varepsilon) \to G(\cdot, \hat{u}) \quad \text{in} \ L^p(\hat{\Omega}; L^2(0,T;\mathcal{L}^2(U,H))) \quad \forall \ p \in [1, q),
\]
and arguing again as in the previous section, we have that
\[
\hat{I} = G(\cdot, \hat{u}) \cdot \hat{W} \quad \text{in} \ C^0([0,T]; V^*), \quad \mathbb{P}\text{-a.s.}
\]

In order to conclude, we only need to prove that \( \hat{w} \in B(\hat{u}) \) almost everywhere in \( \Omega \times (0,T) \). To this end, we recall the Itô formula for \( A^\varepsilon \) from Proposition 2.2 and by definition of \( A^\varepsilon \) and have
\[
\frac{d}{2} \| \hat{v}^\varepsilon(T) \|_H^2 + \hat{E} \varphi^*(\hat{v}^\varepsilon(T)) + \hat{E} \int_0^T \langle \hat{w}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \ ds
\]
\[
= \frac{\varepsilon}{2} \| \hat{v}^\varepsilon_0 \|_H^2 + \hat{E} \varphi^*(\hat{v}^\varepsilon_0) + \hat{E} \int_0^T \langle F(s, \hat{u}^\varepsilon(s)), \hat{u}^\varepsilon(s) \rangle_H \ ds
\]
\[
+ \frac{\varepsilon}{2} \int_0^T \| G(s, \hat{u}^\varepsilon(s)) \|_{\mathcal{L}^2(U,H)}^2 \ ds + \frac{1}{2} \hat{E} \int_0^T \operatorname{Tr} \left( G^*(s, \hat{u}^\varepsilon(s))(D(A^{-1})(\hat{v}^\varepsilon(s)))(G(s, \hat{u}^\varepsilon(s))) \right) \ ds,
\]
which by lower semicontinuity, assumption (H4), and the Dominated Convergence Theorem, implies
\[
\limsup_{\varepsilon \to 0} \hat{E} \int_0^T \langle \hat{w}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \ ds \leq \hat{E} \varphi^*(\hat{v}) - \hat{E} \varphi^*(\hat{v}(T))
\]
\[
+ \hat{E} \int_0^T \langle F(s, \hat{u}(s)), \hat{u}(s) \rangle_H \ ds + \frac{1}{2} \hat{E} \int_0^T \operatorname{Tr} \left( G^*(s, \hat{u}(s))(D(A^{-1})(\hat{v}))G(s, \hat{u}(s)) \right) \ ds.
\]

We now use the Itô formula for \( A \) from Proposition 2.1 in order to check that
\[
\limsup_{\varepsilon \to 0} \hat{E} \int_0^T \langle \hat{w}^\varepsilon(s), \hat{u}^\varepsilon(s) \rangle_V \ ds \leq \hat{E} \int_0^T \langle \hat{w}(s), \hat{u}(s) \rangle_V \ ds.
\]
Owing to the latter, we conclude that \( \hat{w} \in B(\hat{u}) \) almost everywhere in \( \Omega \times (0,T) \) by [16] Prop. 2.5, p. 27.
6. **Uniqueness and Existence of Strong Solutions: Proof of Theorem 2.9**

We begin by showing uniqueness of martingale solutions on the same probability space. Let \((u_1, v_1, w_1)\) and \((u_2, v_2, w_2)\) be two martingale solutions to the problem on the same probability space. Then we have

\[
d(v_1 - v_2) + (w_1 - w_2) dt = (F(\cdot, u_1) - F(\cdot, u_2)) dt + (G(\cdot, u_1) - G(\cdot, u_2)) dW, \quad (v_1 - v_2)(0) = 0.
\]

If \(A\) is linear, continuous, and symmetric we have

\[
da(u_1 - u_2) + (w_1 - w_2) dt = (F(\cdot, u_1) - F(\cdot, u_2)) dt + (G(\cdot, u_1) - G(\cdot, u_2)) dW,
\]

so that Itô’s formula and the Burkholder-Davis-Gundy inequality yield, for every \(r \in [0, T]\),

\[
\frac{1}{2} \mathbb{E} \sup_{t \in [0, r]} \langle (u_1 - u_2)(t), (u_1 - u_2)(t) \rangle_H + \int_0^r \langle (w_1 - w_2)(s), (u_1 - u_2)(s) \rangle ds
\]
\[
\leq \mathbb{E} \int_0^r \langle F(s, u_1(s)) - F(s, u_2(s)), (u_1 - u_2)(s) \rangle_H ds
\]
\[
+ c \mathbb{E} \left( \int_0^r \|G(s, u_1(s)) - G(s, u_2(s))\|_{\mathcal{L}_2(U, H)}^2 \| (u_1 - u_2)(s) \|^2_H ds \right)^{1/2}
\]
\[
+ \frac{1}{2} \left[ \int_0^r \text{Tr} \left( G^*(s, (u_1 - u_2)(s))D(A^{-1})(A(u_1 - u_2)(s))G(s, (u_1 - u_2)(s)) \right) ds \right.
\]
\[
\left. + \int_0^r \| (u_1 - u_2)(s) \|^2_H ds \right)
\]

where \(c\) is a positive constant depending on data. Using now the Lipschitz-continuity of \(F\) and \(G\), the boundedness of \(D(A^{-1})\), and the Young inequality, we deduce that for every \(\delta > 0\)

\[
\mathbb{E} \sup_{t \in [0, r]} \langle (u_1 - u_2)(t), (u_1 - u_2)(t) \rangle_H + \int_0^r \langle (w_1 - w_2)(s), (u_1 - u_2)(s) \rangle ds
\]
\[
\leq \delta \mathbb{E} \sup_{t \in [0, r]} \| (u_1 - u_2)(t) \|^2_H + C_\delta \mathbb{E} \int_0^r \| (u_1 - u_2)(s) \|^2_H ds.
\]

The monotonicity of \(B\), the strong monotonicity and linearity of \(A\) and the Gronwall Lemma imply that we can choose \(\delta\) sufficiently small such that \(\| (u_1 - u_2)(t) \|^2_H = 0\) for every \(t \in [0, T]\). It follows that \(u_1(t) = u_2(t)\) and \(v_1(t) = v_2(t)\) for every \(t \in [0, T]\), hence also \(w_1 = w_2\) by comparison in the equation.

If \(B\) is linear continuous and symmetric, we have

\[
(v_1 - v_2)(t) + B \int_0^t (u_1 - u_2)(s) ds = \int_0^t (F(s, u_1(s)) - F(s, u_2(s))) ds
\]
\[
+ \int_0^t (G(s, u_1(s)) - G(s, u_2(s))) dW(s)
\]
for every \( t \in [0, T] \). Testing by \( (u_1 - u_2)(t) \), further integrating in time, and using the Young inequality, yield, for all \( r \in [0, T] \),
\[
\mathbb{E} \int_0^r ((v_1 - v_2)(t), (u_1 - u_2)(t))_H dt + \frac{1}{2} \mathbb{E} \left\langle B \int_0^r (u_1 - u_2)(s) ds, \int_0^r (u_1 - u_2)(s) ds \right\rangle_V \\
\leq \mathbb{E} \int_0^r \left\| \int_0^t F(s, u_1(s)) - F(s, u_2(s)) ds \right\|_H ((u_1 - u_2)(t))_H dt \\
+ \mathbb{E} \int_0^r \left\| \int_0^t (G(s, u_1(s)) - G(s, u_2(s))) dW(s) \right\|_H ((u_1 - u_2)(t))_H dt \\
\leq \frac{c_A}{2} \int_0^r \|(u_1 - u_2)(t))_H^2 dt + \frac{1}{c_A} \mathbb{E} \int_0^r \left\| \int_0^t F(s, u_1(s)) - F(s, u_2(s)) ds \right\|_H^2 dt \\
+ \frac{1}{c_A} \mathbb{E} \int_0^r \left\| \int_0^t (G(s, u_1(s)) - G(s, u_2(s))) dW(s) \right\|_H^2 dt.
\]

Hence, the strong monotonicity of \( A \), the monotonicity of \( B \), and the Lipschitz-continuity of \( F \) and \( G \) imply that
\[
\frac{c_A}{2} \int_0^r \|(u_1 - u_2)(t))_H^2 dt \leq \frac{L_p^2 + L_2^2}{c_A} \int_0^r \int_0^t \|(u_1 - u_2)(s))_H^2 ds dt,
\]
so that \( u_1 = u_2 \) on \( [0, T] \) by the Gronwall Lemma, hence also \( u_1 = u_2 \) by linearity. By comparison in the equation, also using the fact that \( (v_1 - v_2)(0) = 0 \) it follows that \( v_1 = v_2 \).

Finally, a classical argument shows that uniqueness of martingale solutions on the same probability space yields also existence (hence uniqueness) of a strong solution. Indeed, this follows by a direct application of the following lemma, due to Győrgy & Krylov [27, Lem. 1.1].

**Lemma 6.1.** Let \( \mathcal{X} \) be a Polish space and \((Z_n)_n\) be a sequence of \( \mathcal{X} \)-valued random variables. Then \((Z_n)_n\) converges in probability if and only if for any pair of subsequences \((Z_{n_k})_k\) and \((Z_{n_j})_j\), there exists a joint sub-subsequence \((Z_{n_{k_j}})_{k_j}\) converging in law to a probability measure \( \nu \) on \( \mathcal{X} \times \mathcal{X} \) such that \( \nu(\{(z_1, z_2) \in \mathcal{X} \times \mathcal{X} : z_1 = z_2\}) = 1 \).

Going back to the proofs of Theorem 2.8 it is not difficult to check that the Skorokhod theorem and the uniqueness of the limit problem yield exactly the condition of the lemma above: see for example [33, § 5]. Hence, one can recover strong convergences of the approximating sequences \((v_1^k)_k\) and \((v^*_n)_n\) in \( C^0([0, T]; V^*) \) in probability also on the original probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The conclusion follows by the same arguments on the space \((\Omega, \mathcal{F}, \mathbb{P})\), instead of \((\Omega, \mathcal{F}, \mathbb{P})\).

### 7. Applications

We present now the application of the abstract existence theory to nonlinear SPDE problems. In particular, we will provide an existence result for martingale solutions for relation (1), when complemented with initial and boundary conditions.

**7.1. Doubly-nonlinear SPDEs with multivalued graphs.** In the following, let \( \mathcal{O} \subset \mathbb{R}^d \) (\( d \in \mathbb{N} \)) be a nonempty, open, bounded, and connected domain, with Lipschitz-continuous boundary \( \Gamma \). For definiteness we shall let
\[
V = H_0^1(\mathcal{O}), \quad H = L^2(\mathcal{O}), \quad V_0 = H^2(\mathcal{O}) \cap H_0^1(\mathcal{O}) .
\]
which corresponds to consider homogeneous Dirichlet conditions. Note however that other classes of boundary conditions, including Neumann, Robin, and mixed, also of nonlinear type, may be considered as well, at the expense of minor notational modifications. Moreover, we let

\[
Y = L^r(\mathcal{O}'), \quad \text{with } \begin{cases} 
2 < r \leq \frac{2d}{d-2} & \text{if } d \geq 3, \\
2 < r < +\infty & \text{if } d = 1, 2.
\end{cases}
\]

This choice ensures that \(V \subset Y \subset H\) densely and continuously.

The function \(f : (0, T) \times \mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R}\) is assumed to be of Carathéodory type with \(f(\cdot, \cdot, u) \in L^2((0, T) \times \mathcal{O})\) for all \(u \in \mathbb{R}\) and Lipschitz continuous in the variable \(u\), uniformly in \((0, T) \times \mathcal{O}\). In particular, by defining the Nemitzsky operator \(F(t, u)(x) = f(t, x, u(x))\), for a.e. \(x \in \mathcal{O}\), we have that (H7) follows. Eventually, we assume to be given another separable Hilbert space \(U\) and require that the operator-valued function \(G : (0, T) \times L^2(\mathcal{O}) \rightarrow \mathcal{L}^2(U, L^2(\mathcal{O}))\) satisfies assumption (H8).

We now turn to the specification of classes of operators \(A\) which can be treated in our framework. Let \(\hat{\alpha} : \mathbb{R} \rightarrow \mathbb{R}\) be convex, define \(\alpha = \partial \hat{\alpha} : \mathbb{R} \rightarrow \mathcal{R}^2\) and assume that \(\alpha^{-1} \in C^1(\mathbb{R}), 0 \in \alpha(0)\), and there exists \(c_a, C_a > 0\) such that

\[
(v_1 - v_2)(u_1 - u_2) \geq c_a |u_1 - u_2|^2, \quad \forall u_i \in \mathbb{R}, \, \, v_i \in \alpha(u_i),
\]

\[
|v| \leq C_a (1 + |u|), \quad \forall u \in \mathbb{R}, \quad v \in \alpha(u).
\]

Let us show that these positions entail the structural assumptions (H1)-(H4).

First of all, from the linear growth of \(\hat{\alpha}\) one has that \(\hat{\alpha}(u) \leq C(1 + |u|^2)\) for some positive \(C > 0\). By defining \(\varphi : H \rightarrow [0, \infty)\) as

\[
\varphi(u) = \int_{\mathcal{O}} \hat{\alpha}(u(x)) \, dx
\]

one has \(\varphi\) is convex, everywhere defined (hence proper), lower semicontinuous, and \(A = \partial \varphi : H \rightarrow 2^H\) is maximal monotone with \(0 \in A(0)\). The strong monotonicity and the sublinearity \(A\) follow from those of \(\alpha\) with the choices \(C_\alpha = \sqrt{2}C_a \, \text{min}\{|\mathcal{O}|^{1/2}, 1\}\) and \(c_A = c_a\). In particular, we have that \(D(A) = H \supset V\). Secondly, the \(\varepsilon\)-Yosida regularization \(A^\varepsilon\) is given by \(u \in H \mapsto A^\varepsilon(u) = (u - (\text{Id} + \varepsilon\alpha)^{-1}(u))/\varepsilon \in H\). Note that \(A^\varepsilon(V) \subset V\) as \(A^\varepsilon\) is \((1/\varepsilon)\)-Lipschitz continuous. In particular, we have that

\[
(A^\varepsilon(u), R(u))_H = (R(u), A^\varepsilon(u)) = \int_{\mathcal{O}} \nabla u \cdot \nabla (\alpha^\varepsilon(u)) \, dx = \int_{\mathcal{O}} (\alpha^\varepsilon)'(u) |\nabla u|^2 \, dx \geq 0 \quad \forall u \in V_0,
\]

so that assumptions (H1)-(H2) are satisfied.

Let us check (H3). The operator \(A^{-1} : H \rightarrow H\) is Lipschitz-continuous and \(A^{-1}(v) = \alpha^{-1}(v), \quad v \in H, \, \text{a.e. in } \mathcal{O}\). As \(\alpha^{-1}\) is \(C^1\), \(A^{-1}\) is differentiable and its differential \(D(A^{-1}) : H \rightarrow \mathcal{L}(H, H)\) is given by

\[
D(A^{-1})(v) h = \gamma(v) h \quad \text{a.e. in } \mathcal{O}, \quad \text{for } \gamma := (\alpha^{-1})' \in C(\mathbb{R}) \cap L^\infty(\mathbb{R}).
\]

Let now \(v_n \rightarrow v\) in \(H\). Then \(\gamma(v_n) \rightarrow \gamma(v)\) in \(L^r(\mathcal{O})\) for all \(r < \infty\) and \(\gamma(v_n) \rightharpoonup \gamma(v)\) in \(L^\infty(\mathcal{O})\). We then have that

\[
(D(A^{-1})(v_n) h_1, h_2)_H = \int_{\mathcal{O}} \gamma(v_n) h_1 h_2 \, dx \rightarrow \int_{\mathcal{O}} \gamma(v) h_1 h_2 \, dx = (D(A^{-1})(v) h_1, h_2)_H,
\]
so that $D(A^{-1}) \in C^0(H; \mathcal{L}(H, H))$. Since $V \subset Y = L^r(\Omega) \subset H$, one can compute that
\[
\|D(A^{-1})(v_n) - D(A^{-1})(v)\|_{\mathcal{L}(Y, H)} = \sup_{\|h\|_Y = 1} \|D(A^{-1})(v_n)h - D(A^{-1})(v)h\|_H
\leq \|\gamma(v_n) - \gamma(v)\|_{L^{2r/(r-2)}(\Omega)} \to 0.
\]
We have hence checked that $D(A^{-1}) \in C^0(H; \mathcal{L}(Y, H))$ as well.

Let now $x, v \in V$ be given and define $y = (I + D(A^{-1})(I + A^{-1} - x))^{-1}v$, namely
\[
y = D(A^{-1})(I + A^{-1} - x)^{-1}v = v.
\]
Test this equation on $|y|^{r-2}y$ and integrate on $\Omega$ in order to get
\[
\|y\|_Y^r + \int_\Omega \gamma((I + A^{-1} - x)|y|^{r-1}dx \leq \int_\Omega |v| |y|^{r-1}dx \leq \frac{1}{r} \|v\|_Y^r + \frac{r}{r-1} \|y\|_Y^r
\]
where we used the Young inequality. As $V \subset Y$ we conclude that $\|y\|_Y \leq M \|v\|_V$ for $M > 0$, as required.

We are hence left with checking (H4). Let then $u_\varepsilon \to u$ in $V$ and $A^\varepsilon(u_\varepsilon) \to v$ in $H$ with $v \in A(u)$: we have to show that
\[
\gamma'(\alpha^\varepsilon(u_\varepsilon))h \to \gamma'(v)h \quad \text{in } H \quad \forall h \in H.
\]
Assume at first that $\alpha$ is continuous, hence single-valued. Then $A^\varepsilon(u_\varepsilon) = A(J^\varepsilon_\alpha u_\varepsilon) = \alpha(J^\varepsilon_\alpha u_\varepsilon) \to \alpha(u) = v$ a.e. in $\Omega$. In particular, for all $h \in H$ we have that
\[
D(A^{-1})(A^\varepsilon(u_\varepsilon))h = \gamma'(\alpha(J^\varepsilon_\alpha u_\varepsilon))h \to \gamma'(v)h = D(A^{-1})(v)h \quad \text{in } H
\]
by dominated convergence and \cite{1} follows. Note that we need no Lipschitz-continuity here. In fact, the Lipschitz-continuous case has been indeed discussed in \cite{15}.

The argument can however be extended to include the case of non-single-valued graphs. For the sake of definiteness, let $\alpha = \alpha + \alpha$, where $\alpha$ is monotone and continuous and $\alpha$ is the sign graph $s(x) = x/|x|$ for $x \neq 0$ and $s(0) = [-1, 1]$. Let us start by checking that $\gamma'(\alpha^\varepsilon(u_\varepsilon)) \to \gamma'(v)$ a.e. in $\Omega$. In order to prove this, we use the notation $1_A$ for the indicator function of the measurable set $A \subset \Omega$, rewrite
\[
\gamma'(\alpha^\varepsilon(u_\varepsilon)) = \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u > 0\}} + \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u < 0\}} + \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0\}},
\]
and discuss each term of this sum separately. As $J^\varepsilon_\alpha u_\varepsilon \to u$ a.e. in $\Omega$, we have that
\[
\lim_{\varepsilon \to 0} \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u > 0\}} = \lim_{\varepsilon \to 0} \gamma'(\alpha(J^\varepsilon_\alpha u_\varepsilon))1_{\{u > 0\}} = \lim_{\varepsilon \to 0} \gamma'(1 + \alpha(J^\varepsilon_\alpha u_\varepsilon))1_{\{u > 0\}} = \gamma'(1 + \alpha(u))1_{\{u > 0\}} \quad \text{a.e. in } \Omega.
\]
Analogously, $\gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u < 0\}} \to \gamma'(v)1_{\{u < 0\}}$ a.e. in $\Omega$. We now show that the remaining term on the set $\{u = 0\}$ is infinitesimal, namely $\gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0\}} \to 0$ a.e. in $\Omega$. Indeed, we can further decompose it as
\[
\gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0\}} = \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0, |u| \leq \varepsilon\}} + \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0, u > \varepsilon\}} + \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u = 0, u < -\varepsilon\}}.
\]
Since $\alpha^\varepsilon(r) = r/\varepsilon$ for $|r| \leq \varepsilon$ and $\gamma' = 0$ on $[-1, 1]$, the first term in the above right-hand side vanishes. As for the remaining terms we argue as follows

$$
\begin{align*}
\lim_{\varepsilon \to 0} \left( \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u_\varepsilon = 0, u_\varepsilon > \varepsilon\}} + \gamma'(\alpha^\varepsilon(u_\varepsilon))1_{\{u_\varepsilon = 0, u_\varepsilon < -\varepsilon\}} \right) \\
= \lim_{\varepsilon \to 0} \left( \gamma'(1 + \hat{\alpha}(J^\varepsilon_+ u_\varepsilon))1_{\{u_\varepsilon = 0, u_\varepsilon > \varepsilon\}} + \gamma'(-1 + \hat{\alpha}(J^\varepsilon_- u_\varepsilon))1_{\{u_\varepsilon = 0, u_\varepsilon < -\varepsilon\}} \right) \\
\leq \lim_{\varepsilon \to 0} \left( \gamma'(1 + \hat{\alpha}(J^\varepsilon_+ u_\varepsilon)) + \gamma'(-1 + \hat{\alpha}(J^\varepsilon_- u_\varepsilon)) 1_{\{u_\varepsilon = 0\}} \right) \\
= \gamma'(1 + \hat{\alpha}(0)) + \gamma'(-1 + \hat{\alpha}(0)) = \gamma'(1) + \gamma'(-1) = 0.
\end{align*}
$$

We have hence proved that

$$
\gamma'(\alpha^\varepsilon(u_\varepsilon)) \to \begin{cases} 
\gamma'(v) & \text{on } \{u \neq 0\} \\
0 & \text{on } \{u = 0\}
\end{cases} \quad \text{for } v \in \alpha(u) \quad \text{a.e. in } O.
$$

Since $\gamma'$ is bounded, dominated convergence entails (9), so that (H4) follows.

As for (H5), we note that $\alpha^{-1}$ is 0 in $[-1, 1]$, and has a $C^1$-extension in $\pm 1$. If the extension in a right neighbourhood of 1 and in a left-neighborhood of $-1$ is of the form $\cdot | -1|^p$ and $\cdot |+1|^p$, respectively, for some $p > 1$, an easy computation shows that $\alpha^{-1} \circ \alpha$ is a $(1 - 1/p)$-Hölder continuous. Hence, $(\alpha^{-1})' \circ \alpha$ maps $H^1(O)$ into $H^s(O)$ for some $s \in (2/3, 1)$ for a suitable choice of $p$. In particular, (H5) follows by choosing $Z = H^k(O)$ with $k \in \mathbb{N}$ large enough.

As for initial conditions, we require $v_0 \in L^p(\Omega, \mathcal{F}_0; L^2(O))$ with $\hat{\alpha}^\varepsilon(v_0) \in L^{2/p}(\Omega, \mathcal{F}_0; L^1(O))$, and $v_0 := \alpha^{-1}(v_0) \in L^q(\Omega, \mathcal{F}_0; H^1_0(O))$, which is noting but (H9).

Let us now present a class of operators $B$ fitting our frame. Assume to be given $\beta_1 : \mathbb{R}^d \to 2^{\mathbb{R}^d}$ and $\beta_0 : \mathbb{R} \to 2^\mathbb{R}$ maximal, monotone, and linearly bounded. Note that $\beta_1$ is not required to be cyclic monotone. Moreover, we assume $\beta_1$ to be coercive, namely

$$
\exists c_\beta > 0 : \quad c_\beta |\xi|^2 \leq \eta \cdot \xi \quad \forall \xi \in \mathbb{R}^d, \ \eta \in \beta_1(\xi).
$$

We define $B : H^1_0(O) \to 2^{H^{-1}(O)}$ by letting $w \in B(u)$ iff there exist $\xi \in L^2(O, \mathbb{R}^d)$ and $b \in L^2(O)$ with $\xi \in \beta_1(\nabla u)$ and $b \in \beta_0(u)$ a.e. such that

$$
(w, v) = \int_O \xi \cdot \nabla v \, dx + \int_O b v \, dx \quad \forall v \in H^1_0(O).
$$

It is a standard matter to check that $B$ is actually defined in all of $H^1_0(O)$, is maximal monotone, linearly bounded, and coercive. In particular, (H6) holds.

Along with these positions, the abstract relation (2) corresponds to the variational formulation of (1) under homogeneous Dirichlet boundary conditions, namely

$$
\begin{align*}
d(\alpha(u)) - \text{div} \beta_1(\nabla u) \, dt + \beta_0(u) \, dt &\ni f(u) \, dt + G(u) \, dW \quad \text{in } H^{-1}(O), \ a.e. \ in \ O \times (0, T) \quad (10) \\
u &= 0 \quad \text{on } \partial O, \ a.e. \ in \ O \times (0, T), \\
\alpha(u)(0) &= v_0 \quad \text{in } H^{-1}(O), \ a.e. \ in \ O.
\end{align*}
$$

Under the above assumptions, a direct application Theorem 2.8 entails the existence of a martingale solution to (10)-(12).

**Theorem 7.1 (Existence of a martingale solution to (10)-(12)).** There exists a quintuplet

$$
((\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \in [0, T]}, \hat{P}), \hat{W}, \hat{u}, \hat{v}, \hat{w}),
$$

where $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{P})$ is a probability space endowed with a filtration $(\hat{\mathcal{F}}_t)_{t \in [0, T]}$ which is saturated and right-continuous, $\hat{W}$ is a cylindrical Wiener process, and $\hat{u}, \hat{v}, \hat{w}$ and $\hat{\xi}$ are progressively measurable.
processes with values in $H^1_0(\Omega), L^2(\Omega),$ and $L^2(\Omega; \mathbb{R}^d),$ respectively, such that
\[
\dot{u} \in L^q(\hat{\Omega}; L^\infty(0, T; L^2(\Omega))) \cap L^2(0, T; H_0^1(\Omega)),
\]
\[
\dot{v} \in L^q(\hat{\Omega}; L^\infty(0, T; L^2(\Omega))) \cap C^0([0, T]; H^{-1}(\Omega)),
\]
\[
\dot{\xi} \in L^q(\hat{\Omega}; L^2(0, T; L^2(\Omega; \mathbb{R}^d))),
\]
\[
\hat{v} \in \alpha(\dot{u}), \quad \hat{\xi} \in \beta(\nabla \dot{u}) \quad \text{a.e. in } \hat{\Omega} \times \Omega \times (0, T),
\]
\[
\hat{v}(t) - \int_0^t \text{div} \hat{\xi}(s) \, ds = \hat{v}(0) + \int_0^t f(\dot{u}(s)) \, ds + \int_0^t G(s, \dot{u}(s)) \, d\hat{W}(s)
\]
in $H^{-1}(\Omega) \quad \forall t \in [0, T], \hat{P}$-a.s.
and $\hat{v}(0)$ has the same law of $v_0$ on $H^{-1}(\Omega)$.

7.2. Stochastic equations with nonlocal terms. Before closing this discussion let us mention that the abstract existence result of Theorem 2.8 applies to other classes of SPDEs as well. As regards $A$, one could consider some linear operators of positive type, even nonlocal in space. An example in this direction is $A = \partial \varphi$ for
\[
\varphi(u) = \frac{c_A}{2} \int_{\Omega} |u|^2 \, dx + \frac{1}{2} \int_{\Omega} k(x, y)(u(x) - u(y))^2 \, dx \, dy
\]
where $c > 0$ and $k \in L^2(\Omega \times \Omega)$ nonnegative and symmetric. In particular, $\varphi$ is convex and lower semicontinuous and $Au(x) = \partial \varphi(u)(x) = cu(x) + \int_{\Omega} k(x, y) u(y) \, dy$ for a.e. $x \in \Omega$. Assumptions (H1)–(H3) are hence easy to check and assumption (H4) would actually be not needed here, for $A$ is already Lipschitz-continuous.

Nonlocal operators $B$ could also be considered. A relevant example in this direction is the fractional laplacian $(-\Delta)^\gamma$ with $\gamma \in (0, 1)$. When with homogeneous Dirichlet boundary conditions in $\mathbb{R}^d \setminus \Omega$, this can be variationally formulated by letting $H = \{v \in L^2(\mathbb{R}^d) \mid v = 0 \text{ a.e. in } \mathbb{R}^d \setminus \Omega\}$ and defining the fractional Sobolev space
\[
V := H^\gamma_0(\Omega) = \{v \in H \mid [v]_{H^\gamma(\Omega)} < \infty\}
\]
where the Gagliardo seminorm $[v]_{r}$, reads
\[
[v]_{H^\gamma(\Omega)} := \left( \int_{\Omega \times \Omega} \frac{|v(x) - v(y)|^2}{|x - y|^{d+2\gamma}} \, dx \, dy \right)^{1/2}.
\]
When endowed with the norm $\|v\|_V^2 := \|v\|_{L^2(\mathbb{R}^d)}^2 + [v]_{H^\gamma(\Omega)}^2$, the Hilbert space $V \subset H$ densely and continuously. The subdifferential $B = \partial [\cdot]_{H^\gamma(\Omega)}^2 : V \to V^*$ is hence linear, positive, and continuous and delivers a weak formulation of the fractional laplacian $(-\Delta)^\gamma$, up to a multiplicative dimensional constant.

7.3. Systems of doubly-nonlinear SPDEs. Eventually, as $B$ is not required to be cyclic monotone, one can tackle some classes of SPDE systems as well. An example in this direction is
\[
d(\alpha(u)) - \text{Div } b_1(\nabla u) \, dt + \tilde{b}_0(u) \, dt \ni \tilde{F}(u) \, dt + G(u) \, d\tilde{W} \quad \text{in } (H^{-1}(\Omega))^n, \text{ a.e. in } \Omega \times (0, T)
\]
where $\tilde{u} = (u_1, \ldots, u_n) : \Omega \times [0, T] \times \Omega \to \mathbb{R}^n$, now with $\tilde{u}(t) \in V = (H^\gamma_0(\Omega))^n$ a.e. in $\Omega$. The maximal monotone graph $\alpha : \mathbb{R}^n \to \mathbb{R}^n$ is assumed to be diagonal, namely $\alpha(u) = \text{diag}(\alpha_1(u_1), \ldots, \alpha_n(u_n))$, with all $\alpha_i : \mathbb{R} \to 2^\mathbb{R}$ being of the type discussed above. The graphs
\[ b_1 : \mathbb{R}^{n \times d} \to \mathbb{R}^{n \times d} \text{ and } b_0 : \mathbb{R}^n \to \mathbb{R}^n \text{ are maximal monotone, possibly noncyclic, linearly bounded and } b_1 \text{ is coercive. Note that in the vectorial case } \text{Div} \text{ is the standard tensorial divergence, namely } \langle \text{Div} b, \xi \rangle = \sum_{j=1}^d \partial_j b_{ij} \text{ for } \xi \in (L^2(O))^{n \times d} \text{ and } \hat{b} \in (L^2(O))^{n} \text{ exist such that } \xi \in b_1(\nabla \bar{u}), \hat{b} \in b_0(\bar{u}) \text{ a.e. in } O, \text{ and} \]
\[ \langle w, z \rangle = \sum_{i=1}^n \int_O \xi_i \cdot \nabla z_i \, dx + \int_O \hat{b} \cdot z \, dx \quad \forall z \in (H^1_0(O))^n \]
and remark that it fulfills (H6) by not being cyclic monotone. Asking \( \bar{u} \mapsto \tilde{F}(\bar{u}) \) to be Lipschitz continuous, and \( \tilde{G} \) and \( \tilde{W} \) to be corresponding vectorial versions of operator-valued coefficients and cylindrical Wiener processes, the initial-value problem for the SPDE system (13) can be variationally reformulated as relation (2) and the abstract Theorem 2.8 provides the existence of martingale solutions.
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