THE IRREGULAR SET FOR MAPS WITH ALMOST WEAK SPECIFICATION PROPERT Y HAS FULL METRIC MEAN DIMENSION

CHUNLIN LIU AND XUE LIU

Abstract. Let \((X, d)\) be a compact metric space, \(f : X \to X\) be a continuous transformation with the almost weak specification property and \(\varphi : X \to \mathbb{R}\) be a continuous function. We consider the set (called the irregular set for \(\varphi\)) of points for which the Birkhoff average of \(\varphi\) does not exist and show that this set is either empty or carries full Bowen upper and lower metric mean dimension.

1. Introduction

1.1. Motivation. Let \((X, d, f)\) be a topological dynamical system (abbr. TDS), i.e. a compact metric space \((X, d)\) and a continuous transformation \(f : X \to X\). For any continuous observable \(\varphi : X \to \mathbb{R}\), the space \(X\) has a natural multifractal decomposition

\[ X = \bigcup_{\alpha \in \mathbb{R}} K_{\varphi, \alpha} \cup I_{\varphi}, \]

where

\[ K_{\varphi, \alpha} = \{ x \in X : \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \varphi(f^i(x)) = \alpha \} \quad \text{and} \quad I_{\varphi} = \{ x \in X : \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \varphi(f^i(x)) \text{ DNE} \}. \]

There are extensive literature studying the Bowen topological entropy and topological pressure of these decomposition sets. Here the Bowen topological entropy is defined by Bowen [4] and topological pressure is defined by Pesin and Pitskel [21] on noncompact sets, both of which can be equivalently defined by using Carathéodory dimension structure [20]. The Bowen topological entropy and pressure of \(K_{\varphi, \alpha}\) and \(I_{\varphi}\) can be estimated by constructing some Moran-like fractals. In particular, a variational principle between the Bowen topological entropy of \(K_{\varphi, \alpha}\) and measure-theoretic entropy has been established for systems with the specification-like property [23, 29, 32]. Meanwhile, the irregular set \(I_{\varphi}\) is either empty or carrying full Bowen topological entropy in systems with the specification property [8] (see [30] for the case of topological pressure), in systems with the almost specification property [31] and in systems with the shadowing property [7].

Note that on a compact smooth manifold with dimension greater than one, continuous transformations with infinite topological entropy are generic in the space of all continuous transformations with uniform metric [36]. Recently, authors [3] showed that in the space of continuous non-invertible maps of the unit interval preserving the Lebesgue measure, which is equipped with the uniform metric, the functions with the specification property and infinite topological entropy form a dense \(G_\delta\) set. Since there are many systems with the infinite entropy and the specification-like property, a more subtle question arises naturally:

**Question.** Given a system having both the certain specification-like property and infinite topological entropy, and a continuous function \(\varphi : X \to \mathbb{R}\),
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(1) for $\alpha \in \{ \beta \in \mathbb{R} : K_{\varphi, \beta} \neq \emptyset \}$, does $K_{\varphi, \alpha}$ carry more information besides the variational principle we mentioned before?
(2) does $I_{\varphi}$ carry more information besides infinite Bowen topological entropy?

In order to quantify the complexity of systems with infinite entropy, Lindenstrauss and Weiss [18] introduced the (upper and lower) metric mean dimension [18], which is a metric version of the mean dimension introduced by Gromov [10]. Roughly speaking, while $h_{\top}(f, \epsilon)$ measures the exponential growth rate of the number of $\epsilon$-distinguishable orbits as time advances and the topological entropy is the limit of $h_{\top}(f, \epsilon)$ as $\epsilon$ vanishes, the metric mean dimension measures the growth rate of $h_{\top}(f, \epsilon)$ as $\epsilon$ vanishes. Similar as the topological entropy, the metric mean dimension has a strong connection with ergodic theory, and lots of variational principles have been established, see [12, 16, 17, 26, 34] and reference therein.

While $h_{\top}(f, \epsilon)$ in a way resembles the box dimension, the $\epsilon$-Bowen topological entropy in a way resembles the Hausdorff dimension. The Bowen (upper and lower) metric mean dimension can be defined similarly to capture the growth rate of the $\epsilon$-Bowen topological entropy as $\epsilon$ vanishes. When a set is compact and invariant, the Bowen metric mean dimension and the classical metric mean dimension of this set coincide. More recently, the author in [34] studied the upper Bowen metric mean dimension of any compact subset and established a relation with the measure-theoretic lower entropy introduced in [9].

Let us go back to our questions. Recently, for a TDS with the specification property and infinite topological entropy, Backes and Rodrigues [2] established a variational principle between the Bowen upper metric mean dimension of $K_{\varphi, \alpha}$ and growth rates of measure-theoretic entropy of partitions decreasing in diameter associated to those measure $\mu$ such that $\int \varphi d\mu = \alpha$. In this paper, we consider systems satisfying the almost weak specification property, which is weaker than the specification property.

**Definition 1.1.** A system $(X, d, f)$ is said to satisfy the almost weak specification property if for any $\epsilon > 0$, there exists a tempered function $L_{\epsilon} : \mathbb{N} \to \mathbb{N}$ (i.e., nondecreasing and $\lim_{n \to \infty} L_{\epsilon}(n)/n = 0$) such that for any sequence of points $x_{1}, \ldots, x_{k} \in X$ and positive integers $a_{1} \leq b_{1} < a_{2} \leq b_{2} < \ldots < a_{k} \leq b_{k}$ satisfying $a_{j+1} - b_{j} \geq L_{\epsilon}(b_{j+1} - a_{j+1})$ for all $j \in \{1, \ldots, k - 1\}$, there exists $y \in X$ such that

$$d(f^{i}(y), f^{i-a_{j}}(x_{j})) < \epsilon, \text{ for any } i \in [a_{j}, b_{j}] \text{ and } j \in \{1, \ldots, k\}.$$  

The notion of the almost weak specification property was first introduced in [19] without a name. It was called the almost weak specification in some references such as [5, 11, 24], called the weak specification in [15], and suggested to be called the tempered specification in [27]. Marcus [19] proved that quasi-hyperbolic toral automorphisms satisfy the almost weak specification. In [5], Dateyama showed every automorphism of a compact metric abelian group is ergodic under the Haar measure if and only if it satisfies the almost weak specification. More relevant results can be seen in [15]. Relations between specification-like properties can be found in [27, 28].

In this paper, we focus on the second question and show that for the TDS with the almost weak specification property and infinite topological entropy, either $I_{\varphi}$ is empty or its Bowen (upper and lower) metric mean dimension coincides with the classical (upper and lower) metric mean dimension of $(X, d, f)$. We believe that the same method can be applied to show that the main result, a variational principle on level sets, in [2] also holds for such systems. To state our main results precisely, we start with some definitions.
1.2. Metric mean dimension. Let \((X, d, f)\) be a TDS. Given \(n \in \mathbb{N}\), we define the Bowen metric \(d_n\) on \(X\) by \(d_n(x, y) = \max_{0 \leq i \leq n-1} d(f^i x, f^i y)\). Given \(\epsilon > 0, n \in \mathbb{N}\) and \(x \in X\), we define the \((n, \epsilon)\)-ball around \(x\) by \(B_n(x, \epsilon) = \{ y \in X : d_n(x, y) < \epsilon \}\).

By employing the Carathéodory dimension structure (see [20]), the Bowen metric mean dimension is defined as follows. Given a nonempty set \(Z \subset X\), let

\[
m(Z, s, N, \epsilon) = \inf \left\{ \sum_{i \in I} \exp(-s n_i) \right\},
\]

where the infimum is taken over all finite or countable collection \(\Gamma = \{B_{n_i}(x_i, \epsilon)\}_{i \in I}\) with \(Z \subset \bigcup_{i \in I} B_{n_i}(x_i, \epsilon)\) and \(\min\{n_i : i \in I\} \geq N\). Note that \(m(Z, s, N, \epsilon)\) does not decrease as \(N\) increases, and therefore the following limit exists

\[
m(Z, s, \epsilon) = \lim_{N \to \infty} m(Z, s, N, \epsilon).
\]

There exists a critical number \(h_{\text{top}}^B(Z, f, \epsilon) \in \mathbb{R}\) such that

\[
m(Z, s, \epsilon) = \begin{cases} +\infty, & \text{if } s < h_{\text{top}}^B(Z, f, \epsilon) \\ 0, & \text{if } s > h_{\text{top}}^B(Z, f, \epsilon) \end{cases}
\]

Note that \(m(Z, h_{\text{top}}^B(Z, f, \epsilon), \epsilon)\) could be \(+\infty, 0\) or some positive finite number. The Bowen topological entropy is defined by \(h_{\text{top}}^B(Z, f) = \lim_{\epsilon \to 0} h_{\text{top}}^B(Z, f, \epsilon)\) (see [20] or [29]). The Bowen upper and lower metric mean dimension of \(f\) on \(Z\) with respect to \(d\) are defined by

\[
\overline{\text{mdim}}_M^B(Z, f, d) = \limsup_{\epsilon \to 0} \frac{h_{\text{top}}^B(Z, f, \epsilon)}{|\log \epsilon|} \quad \text{and} \quad \underline{\text{mdim}}_M^B(Z, f, d) = \liminf_{\epsilon \to 0} \frac{h_{\text{top}}^B(Z, f, \epsilon)}{|\log \epsilon|},
\]

respectively. By the definition, if \(Z_1 \subset Z_2\) are nonempty, then

\[
\overline{\text{mdim}}_M^B(Z_1, f, d) \leq \overline{\text{mdim}}_M^B(Z_2, f, d) \quad \text{and} \quad \underline{\text{mdim}}_M^B(Z_1, f, d) \leq \underline{\text{mdim}}_M^B(Z_2, f, d).
\]

The classical metric mean dimension is defined as follows. Given \(n \in \mathbb{N}\) and \(\epsilon > 0\), we say that a set \(E \subset X\) is \((n, \epsilon)\)-separated if \(d_n(x, y) > \epsilon\) for every \(x \neq y \in E\). Denote by \(s(f, X, n, \epsilon)\) the largest cardinality of all maximal \((n, \epsilon)\)-separated subsets of \(X\), which is finite due to the compactness of \(X\). The classical upper and lower metric dimension of \(f\) with respect to \(d\) are given by

\[
\overline{\text{mdim}}_M(X, f, d) = \limsup_{\epsilon \to 0} \frac{h_{\text{top}}(f, X, \epsilon)}{|\log \epsilon|} \quad \text{and} \quad \underline{\text{mdim}}_M(X, f, d) = \liminf_{\epsilon \to 0} \frac{h_{\text{top}}(f, X, \epsilon)}{|\log \epsilon|},
\]

respectively, where

\[
h_{\text{top}}(f, X, \epsilon) = \limsup_{n \to \infty} \frac{1}{n} \log s(f, X, n, \epsilon) = \lim_{n \to \infty} \frac{1}{n} \log s(f, X, n, \epsilon).
\]

Recall that the classical topological entropy of \(f\) is given by \(h_{\text{top}}(f, X) = \lim_{\epsilon \to 0} h_{\text{top}}(f, X, \epsilon)\). It is clear that the metric mean dimension vanishes if \(h_{\text{top}}(f, X) < \infty\).

The following proposition is stated in several papers [2, 34], but we were not able to locate a clear reference to it. Therefore, we give a proof in appendix for the sake of completeness.

**Proposition 1.1.** For any \(f\)-invariant and compact nonempty subset \(Z \subset X\), one has

\[
\overline{\text{mdim}}_M^B(Z, f, d) = \overline{\text{mdim}}_M(Z, f, d) \quad \text{and} \quad \underline{\text{mdim}}_M^B(Z, f, d) = \underline{\text{mdim}}_M(Z, f, d).
\]
1.3. Main result. The following is our main result.

Theorem A. Let $(X, d, f)$ be a TDS satisfying the almost weak specification property, and let $I_\varphi$ be the irregular set of $\varphi$ defined in (1.1). If $\overline{\text{mdim}}_M(X, f, d) \leq 1$ (resp. $\overline{\text{mdim}}_M(X, f, d) < \infty$), then either $I_\varphi = \emptyset$ or

\begin{equation}
\overline{\text{mdim}}_M(I_\varphi, f, d) = \overline{\text{mdim}}_M(X, f, d) \quad \text{(resp. } \overline{\text{mdim}}_M(I_\varphi, f, d) = \overline{\text{mdim}}_M(X, f, d)).
\end{equation}

The paper is organized as follows. In Sec. 2, we introduce several preliminary lemmas. In Sec. 3, we prove Theorem A. In Sec. 4, we discuss some applications and examples. The proofs of some propositions and lemmas are addressed in Appendix A for the sake of completeness.

2. Preliminary Lemmas

In this section, we give several preliminary lemmas for the proof of our main result. These lemmas do not rely on any specification-like property.

2.1. Measure approximation. Denote $M(X)$ to be the space of all Borel probability measures on $X$, $M(X, f)$ to be the space of all $f$-invariant Borel probability measures on $X$ and denote $M^e(X, f)$ to be the space of all $f$-ergodic invariant Borel probability measures on $X$.

Denote $\mathcal{P}_X$ to be the set of all finite Borel measurable partitions of $X$. For any $\xi \in \mathcal{P}_X$, denote $\partial \xi$ to be the boundary of the partition, which is the union of the boundaries of all the elements of the partition. For any finite open cover $\mathcal{U}$ of $X$, notation $\xi \succ \mathcal{U}$ means that $\xi \in \mathcal{P}_X$ and refines $\mathcal{U}$, that is, each element of $\xi$ is contained in an element of $\mathcal{U}$.

The following measure approximation lemma is an intermediate step of [2, Lemma 3.3]. For the sake of completeness, we give a proof in appendix.

Lemma 2.1. Given a finite open cover $\mathcal{U}$ of $X$, $\varphi \in C(X, \mathbb{R})$ and a measure $\mu \in M(X, f)$. For any $\delta > 0$, there exists a measure $\nu \in M(X, f)$ satisfying

1. $\nu = \sum_{i=1}^j \lambda_i \nu_i$, where $\lambda_i > 0$, $\sum_{i=1}^j \lambda_i = 1$ and $\nu_i \in M^e(X, f)$;
2. $\inf_{\xi \succ \mathcal{U}} h_\mu(f, \xi) \leq \sum_{i=1}^j \lambda_i \inf_{\xi \succ \mathcal{U}} h_{\nu_i}(f, \xi) + \delta$;
3. $\left| \int_X \varphi d\nu - \int_X \varphi d\mu \right| < \delta$.

2.2. Lebesgue number of open covers. Recall that the Lebesgue number of an open cover $\mathcal{U}$ of $X$, denoted by $\text{Leb}(\mathcal{U})$, is the largest number $\epsilon > 0$ with the property that every open ball of radius $\epsilon$ is contained in an element of $\mathcal{U}$. Denote $\text{diam}(\mathcal{U}) = \max\{\text{diam}(U_i) : U_i \in \mathcal{U}\}$. The following lemma can be found in [12, Lemma 3.4].

Lemma 2.2. For every $\epsilon > 0$, there exists a finite open cover $\mathcal{U}$ of $X$ such that $\text{diam}(\mathcal{U}) \leq \epsilon$ and $\text{Leb}(\mathcal{U}) \geq \frac{1}{\epsilon}$.

Given a measure $\mu \in M(X, f)$, for $\delta \in (0, 1)$, $n \in \mathbb{N}$ and $\epsilon > 0$, denote $\tilde{N}_\mu^\delta(n, \epsilon)$ to be the smallest number of sets with diameter at most $\epsilon$ in the metric $d_n$, whose union has $\mu$-measure larger than $1 - \delta$. Denote $N_\mu^\delta(n, \epsilon)$ to be the smallest number of any $(n, \epsilon)$-balls, whose union has $\mu$-measure larger than $1 - \delta$. It is clear that

\begin{equation}
\tilde{N}_\mu^\delta(n, 2\epsilon) \leq N_\mu^\delta(n, \epsilon) \leq \tilde{N}_\mu^\delta(n, \epsilon).
\end{equation}
Moreover, we have the following inequality.

**Lemma 2.3.** [26, Lemma 8] Let \( \mu \in M^e(X, f) \) and \( \mathcal{U} \) be a finite open cover of \( X \) with \( \text{diam}(\mathcal{U}) \leq \epsilon_1 \) and \( \text{Leb}(\mathcal{U}) \geq \epsilon_2 \). Then for \( \delta \in (0, 1) \),

\[
\bar{N}_\mu^\delta(n, \epsilon_1) \leq N_\mu^\delta(\mathcal{U}^n) \leq N_\mu^\delta(n, \epsilon_2),
\]

where \( N_\mu^\delta(\mathcal{U}^n) \) is the smallest number of elements of \( \mathcal{U}^n := \bigvee_{j=0}^{n-1} f^{-j} \mathcal{U} \) needed to cover a subset of \( X \) whose \( \mu \)-measure is at least \( 1 - \delta \).

### 2.3. Measure-theoretic entropy.

Given \( \mu \in M(X, f) \) and a finite Borel measurable partition \( \xi = \{C_1, \ldots, C_k\} \in \mathcal{P}_X \), let \( H_\mu(\xi) = -\sum_{i=1}^k \mu(C_i) \log \mu(C_i) \). Then the Measure-theoretic entropy of \( \mu \) is given by

\[
h_\mu(f) = \sup_{\xi \in \mathcal{P}_X} h_\mu(f, \xi),
\]

where \( h_\mu(f, \xi) = \lim_{n \to \infty} \frac{1}{n} H_\mu(\bigvee_{j=0}^{n-1} f^{-j} \xi) \). The following is the Katok entropy formula.

**Lemma 2.4.** [14, Theorem 1.1] Let \( \mu \in M^e(X, f) \). Then for any \( \delta \in (0, 1) \),

\[
h_\mu(f) = \lim_{\epsilon \to 0} \underline{h}_\mu(f, \epsilon, \delta) = \lim_{\epsilon \to 0} \overline{h}_\mu(f, \epsilon, \delta),
\]

where

\[
(2.2) \quad \underline{h}_\mu(f, \epsilon, \delta) = \inf_{n \to \infty} \frac{1}{n} \log N_\mu^\delta(n, \epsilon) \quad \text{and} \quad \overline{h}_\mu(f, \epsilon, \delta) = \sup_{n \to \infty} \frac{1}{n} \log N_\mu^\delta(n, \epsilon).
\]

**Lemma 2.5.** [25, Theorem 4.4] Let \( \mathcal{U} \) be a finite open cover of \( X \) and \( \mu \in M^e(X, f) \). For any \( \delta \in (0, 1) \), one has

\[
\lim_{n \to \infty} \frac{1}{n} \log N_\mu^\delta(\mathcal{U}^n) = \inf_{\xi \in \mathcal{U}} h_\mu(f, \xi).
\]

**Lemma 2.6.** Let \( \mu \in M^e(X, f) \) and \( \mathcal{U} \) be a finite open cover of \( X \) with \( \text{diam}(\mathcal{U}) \leq \epsilon_1 \) and \( \text{Leb}(\mathcal{U}) \geq \epsilon_2 \). Then for any \( \delta \in (0, 1) \), one has

\[
(2.3) \quad h_\mu(f, \epsilon_1, \delta) \leq \inf_{\xi \supset \mathcal{U}} h_\mu(f, \xi) \leq h_\mu(f, \epsilon_2, \delta).
\]

**Proof.** By Lemma 2.3 and (2.1), one has

\[
N_\mu^\delta(n, \epsilon_1) \leq N_\mu^\delta(\mathcal{U}^n) \leq N_\mu^\delta(n, \epsilon_2).
\]

Taking Lemma 2.4 and Lemma 2.5 into account, one immediately obtains (2.3). \( \square \)

### 2.4. Variational principles.

The following variational principle for the metric mean dimension was obtained by Gutman and Spiewak [12].

**Lemma 2.7.** [12, Theorem 3.1] Let \( (X, d, f) \) be a TDS. Then

\[
\text{mdim}_M(X, f, d) = \lim_{\epsilon \to 0} \frac{1}{| \log \epsilon |} \sup_{\mu \in M(X, f)} \inf_{| \xi | < \epsilon} h_\mu(f, \xi)
\]

and

\[
\text{mdim}_M(X, f, d) = \lim_{\epsilon \to 0} \frac{1}{| \log \epsilon |} \sup_{\mu \in M(X, f)} \inf_{| \xi | < \epsilon} h_\mu(f, \xi),
\]

where \( | \xi | \) denotes the diameter of the partition \( \xi \in \mathcal{P}_X \) and the infimum is taken over \( \xi \in \mathcal{P}_X \) satisfying \( | \xi | < \epsilon \).
Recently, Shi [26] obtained the following variational principle, which can be seen as the Katok entropy formula for the metric mean dimension.

**Lemma 2.8.** [26, Theorem 9] Let \((X, d, f)\) be a TDS. For every \(\delta \in (0, 1)\), one has

\[
\overline{\text{mdim}}_M(X, d, f) = \limsup_{\epsilon \to 0} \frac{1}{\log \epsilon} \sup_{\mu \in M^\epsilon(X, f)} \overline{h}_\mu(f, \epsilon, \delta),
\]

and

\[
\underline{\text{mdim}}_M(X, d, f) = \liminf_{\epsilon \to 0} \frac{1}{\log \epsilon} \sup_{\mu \in M^\epsilon(X, f)} \overline{h}_\mu(f, \epsilon, \delta).
\]

3. Proof of Theorem A

In this section, we prove Theorem A. We assume \(I_\varphi \neq \emptyset\) and show (1.6). We first consider the case of the upper metric mean dimension. Note that \(I_\varphi \subset X\), and therefore

\[
\overline{\text{mdim}}_M(I_\varphi, f, d) \leq \overline{\text{mdim}}_M(X, f, d).
\]

Proposition 1.1 implies that

\[
\overline{\text{mdim}}_M(I_\varphi, f, d) \leq \overline{\text{mdim}}_M(X, f, d).
\]

In the following, we need to show

\[
\overline{\text{mdim}}_M(I_\varphi, f, d) \geq \overline{\text{mdim}}_M(X, f, d).
\]

Denote \(S = \overline{\text{mdim}}_M(X, f, d) < \infty\). We only need to consider the case that \(S > 0\). In the following, we will show that for any \(\gamma \in (0, \min \{S/7, 1\})\) small enough, \(\overline{\text{mdim}}_M(I_\varphi, f, d) \geq S - 6\gamma\). Let us begin with the following lemma.

**Lemma 3.1.** For any sufficiently small \(\gamma \in (0, \min \{S/7, 1\})\), there exists \(\epsilon_0 = \epsilon_0(\gamma) > 0\) such that

\[
|\log 5\epsilon_0| > 1,
\]

\[
S - \gamma/2 \leq \frac{1}{|\log 5\epsilon_0|} \sup_{\mu \in M(X, f)} \inf_{|\xi| < 5\epsilon_0} h_\mu(f, \xi),
\]

\[
\frac{h_{\text{top}}(I_\varphi, f, \epsilon_0/4)}{|\log \epsilon_0/4|} \leq \sup_{\epsilon \in (0, 5\epsilon_0)} \frac{h_{\text{top}}(I_\varphi, f, \epsilon)}{|\log \epsilon|} \leq \overline{\text{mdim}}_M(I_\varphi, f, d) + \gamma,
\]

\[
(\overline{\text{mdim}}_M(I_\varphi, f, d) + \gamma) \cdot \frac{|\log \epsilon_0/4|}{|\log 5\epsilon_0|} \leq \overline{\text{mdim}}_M(I_\varphi, f, d) + 2\gamma.
\]

Moreover, there exist \(\mu_1, \mu_2 \in M(X, f)\) such that

\[
\int \varphi d\mu_1 \neq \int \varphi d\mu_2 \text{ and } \frac{1}{|\log 5\epsilon_0|} \inf_{|\xi| < 5\epsilon_0} h_{\mu_i}(f, \xi) > S - \gamma \text{ for } i = 1, 2.
\]

**Proof of Lemma 3.1.** We first pick \(\epsilon' > 0\) sufficiently small such that (3.1) and (3.4) can be achieved for any \(\epsilon_0 \in (0, \epsilon')\). According to Lemma 2.7, (1.3) and (2.4), we can pick \(\epsilon_0 = \epsilon_0(\gamma) \in (0, \epsilon')\) satisfying

\[
S - \gamma/2 \leq \frac{1}{|\log 5\epsilon_0|} \sup_{\mu \in M(X, f)} \inf_{|\xi| < 5\epsilon_0} h_\mu(f, \xi)
\]
Therefore, the proof of Lemma 3.1 is completed if we prove the claim (3.5). In fact, by the definition of $I_\varphi \neq \emptyset$, there exists a point $x \in X$ such that $\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \varphi(f^i(x))$ has a subsequence converging to a number other than $\int \varphi d\mu_1$, named $\lim_{k \to \infty} \frac{1}{n_k} \sum_{i=0}^{n_k-1} \varphi(f^i(x)) = C \neq \int \varphi d\mu_1$. We define $\nu_k := \frac{1}{n_k} \sum_{i=1}^{n_k-1} \delta_{f^i(x)} \in M(X)$, and let $\nu$ be any weak$^*$ limit measure of $\nu_k$. Then $\nu \in M(X, f)$ is the desired measure. \hfill $\Box$

In the following, we fix $\gamma, \epsilon_0 > 0$ and the measures $\mu_1, \mu_2$ obtained in Lemma 3.1. For $i = 1, 2$, we denote $\alpha_i = \int \varphi d\mu_i$. In the next section, we shall prove that the following deviation sets
\[
P(\alpha_i, \text{Error}, n) := \left\{ x \in X : \left| \frac{1}{n} \sum_{j=0}^{n-1} \varphi(f^j(x)) - \alpha_i \right| < \text{Error} \right\}
\]
are nonempty sets for sufficiently large $n \in \mathbb{N}$. In the following, Sec. 3.1-3.3, we are going to construct a Moran-like fractal contained in $I_\varphi$ by gluing points in the above deviation set alternatively. Moreover, this Moran-like fractal has to satisfy a certain entropy distribution principle.

**Remark 3.1.** One of difficulties in the proof is that measures $\mu_1$ and $\mu_2$ chosen in Lemma 3.1 are only $f$-invariant, and they may not be ergodic. While in the proof for the case that irregular sets carry full topological pressure for systems with specification-like property (see for example [31]), $\mu_1$ and $\mu_2$ can be chosen to be ergodic by using the fact that ergodic measures are entropy-dense for systems with approximate product property [22, Theorem 2.1]. In this paper, we note that $\frac{1}{5\epsilon_0} \inf_{|\xi|<5\epsilon_0} h_\mu(f, \xi)$ for any measure $\mu \in M(X, f)$ may not be approachable by $\{ \frac{1}{5\epsilon_0} \inf_{|\xi|<5\epsilon_0} h_\mu(f, \xi) : \mu \in M^e(X, f) \}$.

### 3.1. Construction of the Moran-like fractal

The idea of construction was inspired by [30] and [31]. The absence of ergodicity of $\mu_1$ and $\mu_2$ can be bypassed by using Lemma 2.1. The details are contained in the following technical lemma.

**Lemma 3.2.** For any $\delta \in (0, \gamma/2)$, $N' \in \mathbb{N}$ and $i = 1, 2$, there exists an integer $\hat{n}_i := \hat{n}_i(\delta, N')$ such that $\hat{n}_i > N'$ and

1. $P(\alpha_i, 4\delta, \hat{n}_i) := \{ x \in X : \left| \frac{1}{\hat{n}_i} \sum_{j=0}^{\hat{n}_i-1} \varphi(f^j(x)) - \alpha_i \right| < 4\delta \} \neq \emptyset$;
(2) \( M(\alpha_i, 4\delta, \hat{n}_i, \frac{9\epsilon_0}{8}) \), the largest cardinality of maximal \((\hat{n}_i, \frac{9\epsilon_0}{8})\)-separated set in \( P(\alpha_i, 4\delta, \hat{n}_i) \), satisfies
\[
M(\alpha_i, 4\delta, \hat{n}_i, 9\epsilon_0/8) \geq \exp \left\{ \hat{n}_i \left( \inf_{|\xi|<5\epsilon_0} h_{\mu_i}(f, \xi) - 2\gamma \right) \right\}.
\]

**Proof of Lemma 3.2.** We only prove the case for \( i = 1 \), as the other case can be proved similarly. Fix any \( \delta \in (0, \gamma/2) \) and \( N' \in \mathbb{N} \). By Lemma 2.2, there exists a finite open cover \( \mathcal{U} \) of \( X \) such that
\[
\text{diam}(\mathcal{U}) \leq 5\epsilon_0 \quad \text{and} \quad \text{Leb}(\mathcal{U}) \geq 5\epsilon_0/4.
\]
By Lemma 2.1, there exists \( \nu \in M(X, f) \) satisfying
\[
(3.8) \quad \nu = \sum_{i=1}^{k} \lambda_i \nu_i, \text{ where } \lambda_i > 0, \sum_{i=1}^{k} \lambda_i = 1 \text{ and } \nu_i \in M^e(X, f);
\]
\[
(3.9) \quad \inf_{\xi \in \mathcal{U}} h_{\mu_i}(f, \xi) \leq \sum_{i=1}^{k} \lambda_i \inf_{\xi \in \mathcal{U}} h_{\nu_i}(f, \xi) + \delta;
\]
\[
(3.10) \quad \left| \int_X \varphi d\nu - \int_X \varphi d\mu_1 \right| < \delta.
\]
By the ergodicity of \( \nu_i \), there exists \( N_0 \in \mathbb{N} \) such that
\[
Y_i(N_0) = \left\{ x \in X : \left| \frac{1}{l} \sum_{j=0}^{l-1} \varphi(f^j(x)) - \int_X \varphi d\nu_i \right| < \delta, \text{ for any } l \geq N_0 \right\}
\]
has \( \nu_i \)-measure at least \( 1 - \gamma \) for each \( i \in \{1, 2, \ldots, k\} \). Applying Lemma 2.6 and (3.7) on each \( \nu_i \in M^e(X, f) \), we obtain
\[
(3.11) \quad h_{\nu_i}(f, 5\epsilon_0, \gamma) \leq \inf_{\xi \in \mathcal{U}} h_{\nu_i}(f, \xi) \leq h_{\nu_i}(f, 5\epsilon_0/4, \gamma) \leq h_{\nu_i}(f, 5\epsilon_0/4, \gamma) \leq h_{\text{top}}(f, 5\epsilon_0/4) < \infty.
\]
For any \( n \in \mathbb{N} \), denote \( C_i(n, 5\epsilon_0/4) \) to be a maximal \((n, 5\epsilon_0/4)\)-separated set of \( Y_i(N_0) \) with the largest cardinality. Note that \#\( C_i(n, 5\epsilon_0/4) \) is greater than the minimal number of \((n, 5\epsilon_0/4)\)-spanning set for \( Y_i(N_0) \). By the definition of \( h_{\nu_i}(f, 5\epsilon_0/4, \gamma) \) in (2.2), there exists \( N_i \in \mathbb{N} \) such that for any \( n > N_i \), we have
\[
(3.12) \quad \text{#} C_i(n, 5\epsilon_0/4) \geq N_i \gamma \left( n, 5\epsilon_0/4 \right) \geq \exp \left\{ n \left( h_{\nu_i}(f, 5\epsilon_0/4, \gamma) - \gamma/2 \right) \right\}
\]
\[
(3.13) \quad n_i := \lfloor \lambda_i n \rfloor > \max \{ N_i, N_0 \}, \text{ for } i = 1, \ldots, k,
\]
where \( \lfloor \lambda_i n \rfloor \) is the largest integer less than or equal to \( \lambda_i n \). We choose \( \epsilon \in (0, \epsilon_0) \) satisfying
\[
(3.14) \quad |\varphi(x) - \varphi(y)| < \delta, \text{ whenever } d(x, y) < \epsilon.
\]
Let \( L_{\epsilon/16} : \mathbb{N} \rightarrow \mathbb{N} \) be the tempered function in Definition 1.1 corresponding to \( \epsilon/16 \). We pick \( N > \bar{N} \) such that for any \( n > N \),
\[
(3.15) \quad k \leq \frac{\delta n}{4\|\varphi\|_{C^0} + 1} \quad \text{and} \quad 2\|\varphi\|_{C^0} \cdot \sum_{i=2}^{k} L_{\epsilon/16}(n_i) < \frac{\delta}{2}.
\]
and moreover,

\begin{equation}
\frac{n_i}{n_i + L_{\epsilon/16}(n_i)} \geq \inf_{\xi > \mathcal{U}} h_{\mu_i}(f, \xi) - 2\gamma \inf_{\xi > \mathcal{U}} h_{\mu_1}(f, \xi) \frac{1}{2\gamma} \text{ for } i = 2, \ldots, k.
\end{equation}

We can achieve (3.15) and (3.16) since \( k \) is fixed and \( L_{\epsilon/16} \) is tempered.

Now we pick any \( n > N \). By (3.12) and (3.13), one has, for each \( i = 1, 2, \ldots, k \),

\begin{equation}
\#C_i(n_i, 5\epsilon_0/4) \geq \exp \left\{ n_i \left( \inf_{\xi > \mathcal{U}} h_{\nu_i}(f, \xi) - \gamma/2 \right) \right\}.
\end{equation}

For any \( k \)-tuple \((x_1, \ldots, x_k)\) with \( x_j \in C_i(n_i, 5\epsilon_0/4) \) for \( i = 1, \ldots, k \), by the almost weak specification property (Definition 1.1), there exists \( y := y(x_1, \ldots, x_k) \in X \) such that

\begin{equation}
d_n(y, f, \xi) < \epsilon/16 \text{ for } j = 1, \ldots, k,
\end{equation}

where \( \{L_{\epsilon/16}(n_i+1)\}_{i=1}^{k-1} \) are gaps. We collect all shadowing points into the set

\[ E = \{y(x_1, \ldots, x_k) : (x_1, \ldots, x_k) \in \prod_{i=1}^k C_i(n_i, 5\epsilon_0/4)\}. \]

Denote \( \hat{n}_1 = \sum_{i=1}^{k} n_i + \sum_{i=1}^{k-1} L_{\epsilon/16}(n_i+1) \). Note that for any two different \( k \)-tuples \((x_1, \ldots, x_k)\) and \((z_1, \ldots, z_k)\) with \( x_i, z_i \in C_i(n_i, 5\epsilon_0/4) \) for \( i = 1, \ldots, k \), then \( x_j \neq z_j \) for some \( j \in \{1, \ldots, k\} \). Denote \( y_1 = y(x_1, \ldots, x_k) \) and \( y_2 = y(z_1, \ldots, z_k) \), then we have

\begin{equation}
d_n(y_1, y_2) \geq d_n(y_j, z_j) - d_n(f, \xi) \left( \sum_{i=0}^{j-1} (n_i + L_{\epsilon/16}(n_i+1))y_1, x_j \right) - d_n(f, \xi) \left( \sum_{i=0}^{j-1} (n_i + L_{\epsilon/16}(n_i+1))y_2, z_j \right) \geq \epsilon/16 \times 2 \geq 9\epsilon_0/8.
\end{equation}

Therefore, \( E \) is an \((\hat{n}_1, 9\epsilon_0/8)\)-separated set, and \( \#E = \prod_{i=1}^{k} \#C_i(n_i, 5\epsilon_0/4) \). We note that

\begin{equation}
\prod_{i=1}^{k} \#C_i(n_i, 5\epsilon_0/4) \geq \exp \left\{ \sum_{i=1}^{k} n_i \left( \inf_{\xi > \mathcal{U}} h_{\nu_i}(f, \xi) - \gamma/2 \right) \right\}
\end{equation}

\begin{equation}
= \exp \left\{ \sum_{i=1}^{k} \frac{n_i}{\lambda_i} \left( \lambda_i \inf_{\xi > \mathcal{U}} h_{\nu_i}(f, \xi) - \frac{\lambda_i \gamma}{2} \right) \right\} \geq \exp \left\{ \sum_{i=1}^{k} n \left( \lambda_i \inf_{\xi > \mathcal{U}} h_{\nu_i}(f, \xi) - \lambda_i \gamma \right) \right\},
\end{equation}

provided by \( n \) sufficiently large and notice that \( \inf_{\xi > \mathcal{U}} h_{\nu_i}(f, \xi) < \infty \) for \( i = 1, \ldots, k \) by (3.11). Furthermore, by (3.9) and \( \delta \in (0, \gamma/2) \), we have

\[ \#E = \prod_{i=1}^{k} \#C_i(n_i, 5\epsilon_0/4) \geq \exp \left\{ n \left( \inf_{\xi > \mathcal{U}} h_{\mu_1}(f, \xi) - \gamma - \delta \right) \right\} \geq \exp \left\{ n \left( \inf_{\xi > \mathcal{U}} h_{\mu_1}(f, \xi) - \frac{3\gamma}{2} \right) \right\} \geq \exp \left\{ \hat{n}_1 \left( \inf_{\xi > \mathcal{U}} h_{\mu_1}(f, \xi) - 2\gamma \right) \right\}, \]

where the last inequality is due to the fact that \( \xi > \mathcal{U} \) implies \( |\xi| < 5\epsilon_0 \).
Now we only need to show that \( E \subset P(\alpha_1, 4\delta, \hat{n}_1) \). For any \( y = y(x_1, ..., x_k) \in E \), one has

\[
\left| \sum_{j=0}^{\hat{n}_1-1} \varphi(f^j(y)) - \hat{n}_1 \alpha_1 \right| \leq \sum_{p=0}^{n_1-1} \varphi(f^p(y)) - \sum_{p=0}^{n_1-1} \varphi(f^p(x_1)) + \sum_{p=0}^{n_1-1} \varphi(f^p(x_1)) - n_1 \int \varphi \, dv_1 + n_1 \int \varphi \, dv_1 - n_1 \alpha_1
\]

\[
+ \cdots + \sum_{p=\sum_{i=1}^{k-1} (n_i + L_i/16(n_{i+1}))}^{\hat{n}_1-1} \varphi(f^p(y)) - \sum_{p=0}^{n_{i-1}} \varphi(f^p(x_k)) + \sum_{p=0}^{n_{i-1}} \varphi(f^p(x_k)) - n_k \int \varphi \, dv_k
\]

\[
+ n_k \int \varphi \, dv_k - n_k \alpha_1 \right| + 2 \sum_{i=1}^{k-1} L_i(n_{i+1}) \| \varphi \|_{C^0},
\]

where we employ the fact \( |\varphi - \alpha_1| \leq 2 \| \varphi \|_{C^0} \). By (3.18), for \( j = 1, ..., k \), we have

\[
\left| \sum_{i=1}^{n_i+L_i/16(n_{i+1})} + \sum_{p=0}^{n_{j-1}} \varphi(f^p(y)) - \sum_{p=0}^{n_{j-1}} \varphi(f^p(x_j)) \right| \leq n_j \cdot \text{var}(\varphi, \frac{\epsilon}{16}) \leq n_j \delta,
\]

where \( n_0 = 0 \) and \( \text{var}(\varphi, \frac{\epsilon}{16}) = \sup \{|\varphi(w) - \varphi(z)| : d(w, z) < \frac{\epsilon}{16}\} \). Note that \( x_j \in C_j(n_j, 5\epsilon_0/4) \subset Y_j(N_0) \) and \( n_j > N_0 \) by (3.13), then

\[
\left| \sum_{p=0}^{n_{j-1}} \varphi(f^p(x_j)) - n_j \int \varphi \, dv_j \right| \leq n_j \delta \text{ for } j = 1, ..., k.
\]

Moreover, note that \( |\alpha_1| \leq \| \varphi \|_{C^0} \), then

\[
|n_1 \int \varphi \, dv_1 + \cdots + n_k \int \varphi \, dv_k - (n_1 + \cdots + n_k) \alpha_1|
\]

\[
\leq n \int \varphi \, dv - n\alpha_1| + 2(n - \sum_{i=1}^{k} n_i) \| \varphi \|_{C^0}
\]

\[
\leq n\delta + 2k \| \varphi \|_{C^0} \leq \frac{3}{2} n\delta.
\]

Taking the second inequality in (3.15) into account, we arrive

\[
\frac{1}{\hat{n}_1} \left| \sum_{j=0}^{\hat{n}_1-1} \varphi(f^j(y)) - \hat{n}_1 \alpha_1 \right| < 4\delta.
\]
Thus, we have \( E \subset P(\alpha_1, 4\delta, \hat{n}_1) \). The proof of Lemma 3.2 is completed.

With the help of Lemma 3.2, we begin to construct the Moran-like fractal. Let \( \rho : \mathbb{N} \to \{1, 2\} \) be given by \( \rho(k) = (k + 1 \mod 2) + 1 \). Let \( \{\delta_k\}_{k=1}^{\infty} \) be a strictly decreasing sequence such that \( \delta_k \to 0 \) as \( k \to \infty \) and \( \delta_1 < \gamma \). Let \( L_{\epsilon_0/2^{5+k}} : \mathbb{N} \to \mathbb{N} \) be the tempered function in Definition 1.1 corresponding to \( \epsilon_0/2^{5+k} \). For each \( k \in \mathbb{Z}^+ \), there exists an constant \( V_k \in \mathbb{N} \) such that for any \( n \geq V_k \), one has

\[
\log(L_{\epsilon_0/2^{5+k}}(n)) < \frac{\gamma}{2^{k+1}}.
\]

For each \( k \in \mathbb{N} \), by Lemma 3.2, there exists \( \hat{n}_k > V_k \) such that

\[
P(\alpha_{\rho(k)}, 4\delta_k, \hat{n}_k) = \left\{ x \in X : \left| \frac{1}{\hat{n}_k} \sum_{j=0}^{\hat{n}_k-1} \varphi(f^j(x)) - \alpha_{\rho(k)} \right| < 4\delta_k \right\} \neq \emptyset
\]

and

\[
M_k := M(\alpha_{\rho(k)}, 4\delta_k, \hat{n}_k, 9\epsilon_0/8) \geq \exp \left\{ \hat{n}_k \left( \inf_{|\xi| < 5\epsilon_0} h_{\mu_{\rho(k)}}(f, \xi) - 2\gamma \right) \right\}.
\]

Let \( S_k \) be a maximal \((\hat{n}_k, 9\epsilon_0/8)\)-separated set in \( P(\alpha_{\rho(k)}, 4\delta_k, \hat{n}_k) \) with \#\( S_k = M_k \). For the notation simplification, for each \( k \in \mathbb{N} \), we denote

\[
L_k := L_{\epsilon_0/2^{5+k}}(\hat{n}_k).
\]

Choose an integer sequence \( \{N_k\}_{k=1}^{\infty} \) such that

\[
\lim_{k \to \infty} \frac{\hat{n}_{k+1} + L_{k+1}}{N_k} = 0
\]

and

\[
\lim_{k \to \infty} \frac{\sum_{i=1}^{k} N_i(\hat{n}_i + L_i)}{N_{k+1}} = 0.
\]

Now we construct the Moran-like fractal. The construction is a 3-step process. We describe the main difference between our construction and the construction in [2, 29, 30], which is caused by the tempered gap function. Since the tempered gap function relies on the length of the next orbit segment, we cannot construct centers of \( k \)-th level set of the Moran-like fractal by gluing centers of \( (k - 1) \)-th level set and \( k \)-th intermediate set as [30], which makes the gap unexpected large. Therefore, we omit the construction of intermediate sets, and construct centers of the \( k \)-th level set directly.

**Step 1.** Construct \( \mathcal{H}_1 \), the center of the first level set of the Moran-like fractal.

For each \( N_1 \)-tuple \( (x_1^1, \ldots, x_{N_1}^1) \in S_1^{N_1} \), by using the almost weak specification property, there exists a point \( y := (x_1^1, \ldots, x_{N_1}^1) \) such that

\[
d_{\hat{n}_1}(f^{(p-1)(\hat{n}_1+L_1)} y, x_p^1) < \epsilon_0/2^{5+1}, \text{ for } p = 1, 2, \ldots, N_1.
\]

We collect all shadowing points into

\[
\mathcal{H}_1 := \left\{ y(x_1^1, \ldots, x_{N_1}^1) \in X : (x_1^1, \ldots, x_{N_1}^1) \in S_1^{N_1} \right\}.
\]
Denote \( t_1 = N_1 \hat{n}_1 + (N_1 - 1) L_1 \). Then \( t_1 \) is the amount of time for which the orbit of points in \( \mathcal{H}_1 \) has been prescribed. The following lemma shows that distinct points \( (x_1^1, \ldots, x_{N_1}^1) \in S_1^{N_1} \) give rise to distinct points in \( \mathcal{H}_1 \). Thus

\[
\text{(3.26) \quad \# \mathcal{H}_1 = \# S_1^{N_1}.}
\]

**Lemma 3.3.** For any two different tuples \((x_1^1, \ldots, x_{N_1}^1), (z_1^1, \ldots, z_{N_1}^1) \in S_1^{N_1}\) and \( y_1 := y(x_1^1, \ldots, x_{N_1}^1) \) and \( y_2 := y(z_1^1, \ldots, z_{N_1}^1) \) are \((t_1, 17\varepsilon_0/16)\)-separated points, i.e. \( d_{t_1}(y_1, y_2) > 17\varepsilon_0/16 \).

**Proof of Lemma 3.3.** Denote \( a_j = (j - 1)(\hat{n}_1 + L_{i_0}/2^{5+i}(\hat{n}_1)) \) for each \( j \in \{1, 2, \ldots, N_1\} \). Since \((x_1^1, \ldots, x_{N_1}^1) \neq (z_1^1, \ldots, z_{N_1}^1)\), there exists \( j \in \{1, 2, \ldots, N_1\} \) such that \( x_j^1 \neq z_j^1 \). Thus,

\[
d_{t_1}(y_1, y_2) \geq d_{\hat{n}_1}(f^{a_j}y_1, f^{a_j}y_2)
\geq d_{\hat{n}_1}(x_j^1, z_j^1) - d_{\hat{n}_1}(f^{a_j}y_1, x_j^1) - d_{\hat{n}_1}(f^{a_j}y_2, z_j^1)
\geq 9\varepsilon_0/8 - \varepsilon_0/2^{5+i} - \varepsilon_0/2^{5+1}
\geq 17\varepsilon_0/16,
\]

which finishes the proof of Lemma 3.3. \( \square \)

**Step 2.** Construct \( \mathcal{H}_k \), the center of the \( k \)-th level set of the Moran-like fractal.

We define \( \mathcal{H}_k \) inductively. Let \( \mathcal{H}_1 \) and \( t_1 \) be constructed as in Step 1. Suppose \( \mathcal{H}_{k-1} \) and \( t_{k-1} \) for \( k \geq 2 \) has been constructed, where \( t_{k-1} \) can be viewed as the amount of time for which the orbit of points in \( \mathcal{H}_{k-1} \) has been prescribed. In the following, we construct \( \mathcal{H}_k \) and \( t_k \).

For any \((x, x_1^k, \ldots, x_{N_k}^k) \in \mathcal{H}_{k-1} \times S_k^{N_k}\), by the almost weak specification property, there exists a point \( z := z(x, x_1^k, \ldots, x_{N_k}^k) \in X \) such that

\[
\text{(3.27) \quad d_{t_{k-1}}(z, x) < \frac{\varepsilon_0}{2^{5+k-1}} \text{ and } d_{t_k}(f^{t_{k-1}+L_k+(-1)\hat{n}_k+L_k}z, x_j^k) < \frac{\varepsilon_0}{2^{5+k}} \text{ for } i = 1, \ldots, N_k.}
\]

In this way, we call that \( z = z(x, y) \in \mathcal{H}_k \) descends from \( x \in \mathcal{H}_{k-1} \). Define

\[
\mathcal{H}_k = \left\{ z(x, x_1^k, \ldots, x_{N_k}^k) \in X : (x, x_1^k, \ldots, x_{N_k}^k) \in \mathcal{H}_{k-1} \times S_k^{N_k} \right\},
\]

and

\[
\text{(3.28) \quad t_k = t_{k-1} + \hat{n}_k + L_k.}
\]

By (3.27), the following lemma can be proved just like Lemma 3.3.

**Lemma 3.4.** For every \( x \in \mathcal{H}_{k-1} \) and distinct \( N_k \)-tuples \((x_1^k, \ldots, x_{N_k}^k), (w_1^k, \ldots, w_{N_k}^k) \in S_k^{N_k}\), we denote \( z_1 = z(x, x_1^k, \ldots, x_{N_k}^k) \) and \( z_2 = z(x, w_1^k, \ldots, w_{N_k}^k) \). Then we have

\[
d_{t_{k-1}}(z_1, z_2) < \frac{\varepsilon_0}{2^{5+k-1}} \text{ and } d_{t_k}(z_1, z_2) > \frac{9\varepsilon_0}{8} - 2 \times \frac{\varepsilon_0}{2^{5+k}} > \frac{17\varepsilon_0}{16}.
\]

As a corollary of Lemma 3.4, (3.26) and the induction step, we have

\[
\text{(3.29) \quad \# \mathcal{H}_k = \# S_1^{N_1} \ldots \# S_k^{N_k} = \prod_{i=1}^{k} M_i^{N_i},}
\]

and any two points in \( \mathcal{H}_k \) are \((t_k, 17\varepsilon_0/16)\)-separated. In particular, if \( z, z' \in \mathcal{H}_k \), then

\[
\overline{B}_{t_k}(z, \frac{\varepsilon_0}{2^{5+k}}) \cap \overline{B}_{t_k}(z', \frac{\varepsilon_0}{2^{5+k}}) = \emptyset,
\]
Lemma 3.5. If \( z \in \mathcal{H}_k \) descends from \( x \in \mathcal{H}_{k-1} \), then

\[
\mathcal{B}_{t_k} \left( z, \frac{\epsilon_0}{2^{5+k}} \right) \subset \mathcal{B}_{t_{k-1}} \left( x, \frac{\epsilon_0}{2^{5+k-1}} \right).
\]

Proof of Lemma 3.5. By (3.27), \( d_{t_{k-1}}(z,x) \leq \epsilon_0/2^{5+k} \). Thus, for any \( w \in \mathcal{B}_{t_k} \left( z, \frac{\epsilon_0}{2^{5+k}} \right) \), one has

\[
d_{t_{k-1}}(w,x) \leq d_{t_{k-1}}(w,z) + d_{t_{k-1}}(z,x) \leq \frac{\epsilon_0}{2^{5+k}} + \frac{\epsilon_0}{2^{5+k-1}} = \frac{\epsilon_0}{2^{5+k-1}},
\]

which implies \( w \in \mathcal{B}_{t_{k-1}} \left( x, \frac{\epsilon_0}{2^{5+k-1}} \right) \). Therefore, \( \mathcal{B}_{t_k} \left( z, \frac{\epsilon_0}{2^{5+k}} \right) \subset \mathcal{B}_{t_{k-1}} \left( x, \frac{\epsilon_0}{2^{5+k-1}} \right) \). \( \square \)

Step 3. Finish the construction of the Moran-like fractal and show that it is contained in \( I_\varphi \).

Let \( \mathcal{X}_k := \cup_{x \in \mathcal{H}_k} \mathcal{B}_{t_k} \left( x, \frac{\epsilon_0}{2^{5+k}} \right) \) for each \( k \in \mathbb{N} \) and \( \mathcal{X} := \cap_{k \in \mathbb{N}} \mathcal{X}_k \). By Lemma 3.5, one has \( \mathcal{X}_{k+1} \subset \mathcal{X}_k \) for each \( k \in \mathbb{N} \). Then according to the compactness of \( \mathcal{X} \), \( \mathcal{X} \) is a nonempty closed subset of \( \mathcal{X} \). The following lemma shows that the Moran-like fractal \( \mathcal{X} \) is contained in \( I_\varphi \).

Lemma 3.6. For any \( x \in \mathcal{X} \), the sequence \( \left\{ \frac{1}{t_k} \sum_{i=0}^{t_k-1} \phi(f^i(x)) \right\}_{k \in \mathbb{N}} \) diverges. In particular, \( \mathcal{X} \subset I_\varphi \).

Proof of Lemma 3.6. For any \( x \in \mathcal{X} \), we prove Lemma 3.6 by showing

\[
\lim_{k \to \infty} \left| \frac{1}{t_k} \sum_{j=0}^{t_k-1} \varphi(f^j(x)) - \alpha_\rho(k) \right| = 0,
\]

since \( \rho(k) \) is alternating between 1 and 2. Thus, we need to estimate \( \left| \sum_{j=0}^{t_k-1} \varphi(f^j(x)) - t_k \alpha_\rho(k) \right| \), which is a 2-step process.

Step 1. Estimation on \( \mathcal{H}_k \) for \( k \geq 2 \).

For \( k \geq 2 \), let us estimate

\[
R_k = \max_{z \in \mathcal{H}_k} \left| \sum_{p=0}^{t_k-1} \varphi(f^p(z)) - t_k \alpha_\rho(k) \right|.
\]

For any \( z \in \mathcal{H}_k \), there exists \( (x,x_1^k,\ldots,x_N^k) \in \mathcal{H}_{k-1} \times S_{\mathcal{H}_k}^N \) the satisfying shadowing property (3.27). On intervals of integers \( [0, t_{k-1} + L_k - 1] \) and \( \cup_{i=1}^{N_k} [t_{k-1} + i(\hat{n}_k + L_k), t_{k-1} + i(\hat{n}_k + L_k) + L_k - 1] \), we use \( |\varphi - \alpha_\rho(k)| \leq 2\|\varphi\|_{C^0} \), while on intervals of integers \( \cup_{i=1}^{N_k} [t_{k-1} + L_k + (i-1)(\hat{n}_k + L_k), t_{k-1} + i(\hat{n}_k + L_k) - 1] \),
we use the shadowing property in (3.27) and the fact that \( \{x_i^k\}_{i=1}^{N_k} \subset P(\alpha_{\rho(k)}, 4\delta_k, \hat{n}_k) \) to obtain
\[
\left| \sum_{p=0}^{t_k-1} \varphi(f^p(z)) - t_k \alpha_{\rho(k)} \right| \\
\leq \sum_{i=1}^{N_k} \left( \left| \sum_{p=t_k-1+i(\hat{n}_k+L_k)-1}^{t_k-1+i(\hat{n}_k+L_k)-1} \varphi(f^p(z)) - \sum_{p=0}^{\hat{n}_k-1} \varphi(f^p(x_i)) \right| + \left| \sum_{p=0}^{\hat{n}_k-1} \varphi(f^p(x_i)) - \hat{n}_k \alpha_{\rho(k)} \right| \right) \\
+ 2(t_k-1+L_k)\|\varphi\|_{C^0} + 2(N_k-1)L_k\|\varphi\|_{C^0} \\
\leq N_k \hat{n}_k \left( \text{var}(\varphi, \frac{\epsilon_0}{2^{5+k}}) + 4\delta_k \right) + 2(t_k-1+N_k \cdot L_k)\|\varphi\|_{C^0} \\
< t_k \left( \text{var}(\varphi, \frac{\epsilon_0}{2^{5+k}}) + 4\delta_k \right) + 2(t_k-1+N_k \cdot L_k)\|\varphi\|_{C^0}.
\]
We note that
\[
\frac{t_k}{t_k-1} \leq \frac{\sum_{i=1}^{k-1} N_i(\hat{n}_i + L_i)}{N_k} \to 0 \quad \text{and} \quad \frac{N_k \cdot L_k}{t_k} \to 0 \quad \text{as} \quad k \to \infty.
\]
Therefore, we have
\[
\frac{R_k}{t_k} \leq \text{var}(\varphi, \frac{\epsilon_0}{2^{5+k}}) + 4\delta_k + 2(t_k-1+N_k \cdot L_k)\|\varphi\|_{C^0} \to 0, \quad \text{as} \quad k \to \infty.
\]

**Step 2.** Estimation on \( \mathcal{X} \).

For any \( x \in \mathcal{X}, \) \( x \in \mathcal{H} \cap \overline{B}_{t_k}(z, \frac{\epsilon_0}{2^{5+k}}) \) for any \( k \in \mathbb{N} \). Therefore, for any \( k \in \mathbb{N} \), there exists \( z_k(x) \in \mathcal{H}_k \) such that \( x \in \overline{B}_{t_k}(z_k(x), \frac{\epsilon_0}{2^{5+k}}) \). Now
\[
\lim_{k \to \infty} \left( \frac{1}{t_k} \sum_{j=0}^{t_k-1} \varphi(f^j(x)) - \alpha_{\rho(k)} \right) \\
\leq \lim_{k \to \infty} \left( \left| \frac{1}{t_k} \sum_{j=0}^{t_k-1} \varphi(f^j(x)) - \frac{1}{t_k} \sum_{j=0}^{t_k-1} \varphi(f^j(z_k(x))) \right| + \left| \frac{1}{t_k} \sum_{j=0}^{t_k-1} \varphi(f^j(z_k(x))) - \alpha_{\rho(k)} \right| \right) \\
\leq \lim_{k \to \infty} \left( \text{var}(\varphi, \frac{\epsilon_0}{2^{5+k}}) + \frac{R_k}{t_k} \right) \\
= 0.
\]
The proof of Lemma 3.6 is completed. \( \square \)

### 3.2. Construct a suitable measure on this fractal.

In this subsection, we construct a suitable measure on the fractal \( \mathcal{X} \), and then apply entropy distribution principle type argument.

For each \( k \in \mathbb{N} \), define the probability measure
\[
\nu_k := \frac{1}{\# \mathcal{H}_k} \sum_{x \in \mathcal{H}_k} \delta_x.
\]
By the compactness of \( M(\mathcal{X}) \), there exists a subsequence of \( \{\nu_k\}_{k=1}^{\infty} \) converges to a measure in \( M(\mathcal{X}) \) with respect to the weak*-topology, named \( \nu_{k_l} \to \nu \) as \( l \to \infty \).
By the construction of $\nu_k$, we have $\nu_k(\mathcal{X}_k) = 1$ for each $k \in \mathbb{N}$. Since $\mathcal{X}_k \subset \mathcal{X}_l$ if $k \leq l$, it follows that

$$\nu_{k_l}(\mathcal{X}_k) = 1,$$

for any $k_l \geq k$.

As $\mathcal{X}_k$ is closed, one has $\nu(\mathcal{X}_k) \geq \limsup_{l \to \infty} \nu_{k_l}(\mathcal{X}_k) = 1$, which implies that

$$\nu(\mathcal{X}) = \nu(\cap_{k=1}^{\infty} \mathcal{X}_k) = 1.$$

We need the following lemma to apply the entropy distribution principle type argument.

**Lemma 3.7.** There exists $N \in \mathbb{N}$ such that for any $n \geq N$, if $B_n(x, \epsilon_0/4) \cap \mathcal{X} \neq \emptyset$, then

$$\nu(B_n(x, \epsilon_0/4)) \leq \exp(-n(S - 4\gamma)|\log 5\epsilon_0|).$$

**Proof of Lemma 3.7.** By the choice of $N_k$ satisfying (3.23) and (3.24) and choice of $\hat{n}_k \geq V_k$ satisfying (3.21), there exists $K > 0$ such that for any $k > K$ and $j \in \{0, 1, \ldots, N_{k+1} - 1\}$,

$$\frac{N_1\hat{n}_1 + \ldots + N_k\hat{n}_k + j\hat{n}_{k+1}}{N_1(n_1 + L_1) + \ldots + N_k(n_k + L_k) + j(n_{k+1} + L_{k+1})} \geq \frac{S - \frac{7\gamma}{2}}{S - 3\gamma},$$

and

$$\frac{\hat{n}_{k+1} + L_{k+1}}{N_k} < \frac{\gamma}{S - \frac{7\gamma}{2}}.$$

For any integer $n \geq N := t_K$, there exist a unique $k^* \geq K$ and a unique $j \in \{0, 1, \ldots, N_{k^*+1} - 1\}$ such that

$$t_{k^*} + j \cdot (\hat{n}_{k^*+1} + L_{k^*+1}) \leq n < t_{k^*} + (j + 1) \cdot (\hat{n}_{k^*+1} + L_{k^*+1}).$$

Note that $B_n(x, \epsilon_0/4)$ is an open set, then

$$\nu(B_n(x, \epsilon_0/4)) \leq \liminf_{l \to \infty} \nu_{k_l}(B_n(x, \epsilon_0/4)) \leq \limsup_{q \to \infty} \nu_{k^*_q + q}(B_n(x, \epsilon_0/4))$$

$$= \limsup_{q \to \infty} \frac{1}{\#(H_{k^*_q + q} \cap B_n(x, \epsilon_0/4))} \#(H_{k^*_q + q} \cap B_n(x, \epsilon_0/4)).$$

Therefore, we wish to estimate $\frac{1}{\#(H_{k^*_q + q} \cap B_n(x, \epsilon_0/4))} \#(H_{k^*_q + q} \cap B_n(x, \epsilon_0/4))$. The estimation is a 3-step process.

**Step 1.** We show that $\#(H_{k^*} \cap B_n(x, \epsilon_0/2)) \leq 1$.

Since any two distinct points in $H_{k^*}$ are $(t_{k^*}, \frac{17\epsilon_0}{16})$-separated, which is proved in Lemma 3.4, it follows that $\#(H_{k^*} \cap B_n(x, \epsilon_0/2)) \leq \#(H_{k^*} \cap B_{t_{k^*}}(x, \epsilon_0/2)) \leq 1$.

**Step 2.** We show that $\#(H_{k^*+1} \cap B_n(x, \epsilon_0/2)) \leq (M_{k^*+1})^{N_{k^*+1} - j}$, where $j$ is given in (3.35).

The case for $j = 0$ is obtained immediately by Step 1. Now we consider the case for $j \geq 1$. Let $z_1 = z(y_1, y_1^{k^*+1}, \ldots, y_1^{N_{k^*+1}}), z_2 = z(w, w_1^{k^*+1}, \ldots, w_1^{N_{k^*+1}}) \in H_{k^*+1}$ with $(y_1^{k^*+1}, \ldots, y_1^{N_{k^*+1}}), (w, w_1^{k^*+1}, \ldots, w_1^{N_{k^*+1}}) \in H_{k^*} \times (S_{k^*+1})^{N_{k^*+1}}$. We claim that $y = w$ and $y_1^{k^*+1} = w_1^{k^*+1}, \ldots, y_j^{k^*+1} = w_j^{k^*+1}$. In fact, if $y \neq w$, then they are $(t_{k^*}, 17\epsilon_0/16)$-separated by Lemma 3.4, but we also have

$$d_{k^*}(y, w) \leq d_{k^*}(y, z_1) + d_{k^*}(z_1, x) + d_{k^*}(x, z_2) + d_{k^*}(z_2, w)$$

$$\leq d_{k^*}(y, z_1) + d_{n}(z_1, x) + d_{n}(x, z_2) + d_{k^*}(z_2, w)$$

$$\leq \frac{\epsilon_0}{25 + k^* + 1} + \frac{\epsilon_0}{2} + \frac{\epsilon_0}{25 + k^* + 1}$$

$$\leq 33\epsilon_0/32.$$
which leads to a contradiction. If there exists \( p \in \{1, \ldots, j\} \) such that \( y_p^{k^*+1} \neq w^{k^*+1} \), then \( y_p^{k^*+1}, w^{k^*+1} \) are \((\hat{n}_{k^*+1}, 9\epsilon_0/8)\)-separated, as they belong to \( S_{k^*+1} \). However, by (3.27), we have

\[
\begin{align*}
d_{\hat{n}_{k^*+1}}(y_p^{k^*+1}, w^{k^*+1}) \\
\leq d_{\hat{n}_{k^*+1}}(y_p^{k^*+1}, f^{(k^*+1)}(\hat{n}_{k^*+1} + L_{k^*+1})z_1) + d_n(z_1, x) \\
+ d_n(x, z_2) + d_{\hat{n}_{k^*+1}}(f^{(k^*+1)}(\hat{n}_{k^*+1} + L_{k^*+1})z_2, w^{k^*+1}) \\
\leq \frac{\epsilon_0}{25+k^*+1} + \frac{\epsilon_0}{2} + \frac{\epsilon_0}{25+k^*+1} \\
\leq 3\epsilon_0/32
\end{align*}
\]

which leads to a contradiction. The statement of Step 2 is a direct corollary of the above claim.

**Step 3.** We show that

\[
(3.37) \quad \#(H_{k^*+q} \cap B_n(x, \epsilon_0/4)) \leq M^{N_{k^*+1}+1}_{k^*+1} \prod_{i=2}^{q} M^{N_{k^*+1}}_{k^*+1}
\]

for any \( q \geq 2 \).

We claim that any \( z_q \in H_{k^*+q} \cap B_n(x, \epsilon_0/4) \) must descend from some point in \( H_{k^*+1} \cap B_n(x, \epsilon_0/2) \). In fact, as \( z_q \) descends from some \( z \in H_{k^*+1} \), then we can apply Lemma 3.5 inductively to show that

\[
\bar{B}_{i_{k^*+q}}(z_q, \frac{\epsilon_0}{25+k^*+q}) \subset \bar{B}_{i_{k^*+1}}(z, \frac{\epsilon_0}{25+k^*+1}).
\]

It follows that

\[
d_n(z, x) \leq d_n(z, z_q) + d_n(z_q, x) \leq d_{i_{k^*+1}}(z, z_q) + \epsilon_0/4 \leq \frac{\epsilon_0}{25+k^*+1} + \epsilon_0/4 < \epsilon_0/2.
\]

Thus, by Step 2 and the above claim, (3.37) holds.

Note that

\[
M_{1}^{N_{1}} \ldots M_{k^*}^{N_{k^*}} \cdot M_{k^*+1}^{j}
\]

\[
\geq \exp\left((N_1 \hat{n}_1 + \ldots + N_{k^*} \hat{n}_{k^*}) + j \hat{n}_{k^*+1}\right)(S - 3\gamma) \log 5\epsilon_0
\]

\[
\geq \exp\left((N_1 (\hat{n}_1 + L_1) + \ldots + N_{k^*} (\hat{n}_{k^*} + L_{k^*}) + j (\hat{n}_{k^*+1} + L_{k^*+1}))\right)(S - \frac{7\gamma}{2}) \log 5\epsilon_0
\]

\[
\geq \exp\left((n - (\hat{n}_{k^*+1} + L_{k^*+1}))(S - \frac{7\gamma}{2}) \log 5\epsilon_0\right)
\]

\[
= \exp\left(n(1 - \frac{\hat{n}_{k^*+1} + L_{k^*+1}}{n})(S - \frac{7\gamma}{2}) \log 5\epsilon_0\right)
\]

\[
\geq \exp\left(n(S - 4\gamma) \log 5\epsilon_0\right).
\]

Now, we have, for each \( q \geq 2 \),

\[
\nu_{k^*+q}(B_n(x, \epsilon_0/4)) = \frac{1}{\#(H_{k^*+q} \cap B_n(x, \epsilon_0/4))} \quad (3.37),(3.29) \quad \leq \frac{1}{\#H_{k^*} \cdot M_{k^*+1}^{j}}
\]

\[
= \frac{1}{M_{1}^{N_{1}} \ldots M_{k^*}^{N_{k^*}} \cdot M_{k^*+1}^{j}} \leq \exp(-n(S - 4\gamma) \log 5\epsilon_0).
\]

Therefore,

\[
\nu(B_n(x, \epsilon_0/4)) \quad (3.36) \quad \limsup_{q \to \infty} \nu_{k^*+q}(B_n(x, \epsilon_0/4)) \leq \exp\left(-n(S - 4\gamma) \log 5\epsilon_0\right).
\]
The proof of Lemma 3.7 is completed. □

3.3. **Apply entropy distribution principle type argument.** Now we are able to finish the proof of Theorem A by using the entropy distribution principle type argument.

Let $N$ be the number defined in Lemma 3.7. Let $\Gamma = \{B_{n_i}(x_i, \epsilon_0/4)\}_{i \in I}$ be any finite cover of $X$ with $n_i \geq N$ for all $i \in I$. Here we only need to consider finite cover since $X$ is compact. Without loss of generality, we may assume that $B_{n_i}(x_i, \epsilon_0/4) \cap X \neq \emptyset$ for every $i \in I$. Applying Lemma 3.7 on each $B_{n_i}(x_i, \epsilon_0/4)$, one has

$$\sum_{i \in I} \exp(-n_i(S - 4\gamma) \log 5\epsilon_0) \geq \sum_{i \in I} \nu(B_{n_i}(x_i, \epsilon_0/4)) \geq \nu(X)^{3.32} = 1.$$ 

As $\Gamma$ is arbitrary, one has

$$m(X, (S - 4\gamma) \log 5\epsilon_0, N, \epsilon_0/4) \geq 1 > 0.$$ 

Therefore, the fact that $m(X, (S - 4\gamma) \log 5\epsilon_0, N, \epsilon_0/4)$ does not decrease as $N$ increases,

$$m(X, (S - 4\gamma) \log 5\epsilon_0, \epsilon_0/4) \geq 1 > 0,$$

which implies that

$$h_{\text{top}}^B(X, f, \epsilon_0/4) \geq (S - 4\gamma) \log 5\epsilon_0.$$ 

By Lemma 3.6, one has

$$(S - 4\gamma) \leq \frac{h_{\text{top}}^B(X, f, \epsilon_0/4)}{\log 5\epsilon_0} \leq \frac{h_{\text{top}}^B(I_\varphi, f, \epsilon_0/4)}{\log 5\epsilon_0} = \frac{h_{\text{top}}^B(I_\varphi, f, \epsilon_0/4)}{\log \epsilon_0/4} \cdot \frac{\log \epsilon_0/4}{\log 5\epsilon_0}$$

$$(3.3) \leq \frac{\min \dim^B_M(I_\varphi, f, d) + \gamma}{\log 5\epsilon_0} \cdot \frac{\log \epsilon_0/4}{\log 5\epsilon_0}$$

$$(3.4) \leq \min \dim^B_M(I_\varphi, f, d) + 2\gamma.$$ 

Thus, $\min \dim^B_M(I_\varphi, f, d) \geq S - 6\gamma$. As $\gamma > 0$ is arbitrary, we obtain $S \leq \min \dim^B_M(I_\varphi, f, d)$. Now we have finished the the proof of $\min \dim^B_M(X, f, d) = \min \dim^B_M(I_\varphi, f, d)$.

3.4. **The case of the lower metric mean dimension.** In this subsection, we briefly prove the following equation

$$\min \dim^B_M(I_\varphi, f, d) = \min \dim_M(X, f, d)$$

under the assumptions $I_\varphi \neq \emptyset$ and $\min \dim_M(X, f, d) < \infty$.

Proposition 1.1 and (1.4) imply $\min \dim^B_M(I_\varphi, f, d) \leq \min \dim_M(X, f, d)$. In the following, we prove

$$\min \dim^B_M(I_\varphi, f, d) \geq \min \dim_M(X, f, d).$$

Denote $S' = \min \dim_M(X, f, d) < \infty$, and we only need to consider the case that $S' > 0$. Fixing any sufficiently small $\gamma \in (0, \min \{S'/7, 1\})$, we are going to show

$$\min \dim^B_M(I_\varphi, f, d) \geq S' - 6\gamma.$$ 

We replace Lemma 3.1 by the following lemma.
Lemma 3.8. There exists $\epsilon_1 = \epsilon_1(\gamma)$ such that
\begin{equation}
|\log 5\epsilon_1| > 1;
\end{equation}
\begin{equation}
S' - \gamma/2 \leq \frac{1}{|\log 5\epsilon_1|} \sup_{\mu \in M(X,f)} \inf_{|\xi| < 5\epsilon_1} h_{\mu}(f,\xi);
\end{equation}
\begin{equation}
\frac{h_{\text{top}}^B(I_\varphi, f, \epsilon_1/4)}{|\log \epsilon_1/4|} \leq \text{mdim}_M^B(I_\varphi, f, d) + \gamma;
\end{equation}
\begin{equation}
(\text{mdim}_M^B(I_\varphi, f, d) + \gamma) \cdot \frac{|\log \epsilon_1/4|}{|\log 5\epsilon_1|} \leq \text{mdim}_M^B(I_\varphi, f, d) + 2\gamma.
\end{equation}
Moreover, there exist $\mu_1, \mu_2 \in M(X,f)$ such that
\begin{equation}
\int \varphi \, d\mu_1 \neq \int \varphi \, d\mu_2 \text{ and } \frac{1}{|\log 5\epsilon_1|} \inf_{|\xi| < 5\epsilon_1} h_{\mu_i}(f,\xi) > S' - \gamma \text{ for } i = 1, 2.
\end{equation}

Proof. We first pick $\delta_1 > 0$ such that for any $\epsilon \in (0, \delta_1)$, one has
\begin{equation}
(\text{mdim}_M^B(I_\varphi, f, d) + \gamma) \cdot \frac{|\log \epsilon/4|}{|\log 5\epsilon|} \leq \text{mdim}_M^B(I_\varphi, f, d) + 2\gamma, \text{ and } |\log 5\epsilon| > 1.
\end{equation}
By Lemma 2.7, we pick $\delta_2 \in (0, \delta_1)$ such that
\begin{equation}
S' - \frac{\gamma}{2} \leq \inf_{\delta \in (0, \delta_2)} \frac{1}{|\log 5\delta|} \sup_{\mu \in M(X,f)} \inf_{|\xi| < 5\delta} h_{\mu}(f,\xi).
\end{equation}
Finally, by (1.3), we pick $\epsilon_1 \in (0, \frac{\delta_2}{5})$ such that (3.40) holds. Note that $5\epsilon_1 \in (0, \delta_2)$, then (3.39) is a direct corollary of (3.44). Moreover, (3.38) and (3.41) are guaranteed by (3.43). The proof of (3.42) is similar as the proof of (3.5).

We can use the parallel proof in the Subsection 3.1 and Subsection 3.2 to show that there exist a Moran-like fractal $\mathcal{X}' \subset I_\varphi$ and a measure $\nu'$ concentrated on $\mathcal{X}'$ satisfying the following property.

Lemma 3.9. There exists $N' \in \mathbb{N}$ such that for any $n \geq N'$, if $B_n(x, \epsilon_1/4) \cap \mathcal{X}' \neq \emptyset$, then $\nu'(B_n(x, \epsilon_1/4)) \leq \exp(-n(S' - 4\gamma)|\log 5\epsilon_1|)$.

Let $N'$ be the number defined in Lemma 3.9. Let $\Gamma = \{B_{n_i}(x_i, \epsilon_1/4)\}_{i \in I}$ be any finite cover of $\mathcal{X}'$ with $n_i \geq N'$ for all $i \in I$. Without loss of generality, we may assume that $B_{n_i}(x_i, \epsilon_1/4) \cap \mathcal{X}' \neq \emptyset$ for every $i \in I$. Applying Lemma 3.9 on each $B_{n_i}(x_i, \epsilon_1/4)$, one has
\begin{equation}
\sum_{i \in I} \exp(-n_i(S' - 4\gamma)|\log 5\epsilon_1|) \geq \sum_{i \in I} \nu'(B_{n_i}(x_i, \epsilon_1/4)) \geq \nu'({\mathcal{X}'}) = 1.
\end{equation}
As $\Gamma$ is arbitrary, one has
\begin{equation}
m(\mathcal{X}', (S' - 4\gamma)|\log 5\epsilon_1|, N', \epsilon_1/4) \geq 1 > 0.
\end{equation}
Therefore, by the fact that $m(\mathcal{X}, (S' - 4\gamma)|\log 5\epsilon_0|, N, \epsilon_0/4)$ does not decrease as $N$ increases,
\begin{equation}
m(\mathcal{X}', (S' - 4\gamma)|\log 5\epsilon_1|, \epsilon_1/4) > 0,
\end{equation}
which implies that
\begin{equation}
h_{\text{top}}^B(\mathcal{X}', f, \epsilon_1/4) \geq (S' - 4\gamma)|\log 5\epsilon_1|.
\end{equation}
By Lemma 3.6, one has
\[ S' - 4\gamma \leq \frac{h_{\text{top}}(X', f, \varepsilon_1/4)}{|\log 5\varepsilon_1|} \leq \frac{h_{\text{top}}(I_{\varphi}, f, \varepsilon_1/4)}{|\log 5\varepsilon_1|} = \frac{h_{\text{top}}(I_{\varphi}, f, \varepsilon_1/4) \cdot |\log \varepsilon_1/4|}{|\log 5\varepsilon_1|} \]
\[ \leq (\text{mdim}_M^B(I_{\varphi}, f, d) + \gamma) \cdot \frac{|\log \varepsilon_1/4|}{|\log 5\varepsilon_1|} \]
\[ \leq \text{mdim}_M^B(I_{\varphi}, f, d) + 2\gamma. \]
Thus, \( \text{mdim}_M^B(I_{\varphi}, f, d) \geq S' - 6\gamma. \) As \( \gamma > 0 \) is arbitrary, we obtain \( S' \leq \text{mdim}_M^B(I_{\varphi}, f, d) \). So we finish the proof of \( \text{mdim}_M^B(X, f, d) = \text{mdim}_M^B(I_{\varphi}, f, d) \).

The proof of Theorem A is completed.

4. Application and Examples

In this section, we discuss some examples and applications, and we only consider the case for the upper metric dimension, while the case for the lower metric dimension is similar.

The following example is the main example that Theorem A can be applied.

**Example 4.1.** Let \( (K, d) \) be any compact metric space with the upper box-counting dimension \( \dim_B(K) < \infty \). Then \( \text{mdim}_M^B(K^\mathbb{Z}, \sigma, d') = \dim_B(K, d) < \infty \) (see e.g. [26, Corollary 16]). We consider left-shift map \( \sigma \) on the compact metric space \( K^\mathbb{Z} \) equipped with the metric
\[ d'(\langle x_n \rangle_{n \in \mathbb{Z}}, \langle y_n \rangle_{n \in \mathbb{Z}}) := \sum_{n \in \mathbb{Z}} \frac{d(x_n, y_n)}{2^n} \]
for any \( \langle x_n \rangle_{n \in \mathbb{Z}}, \langle y_n \rangle_{n \in \mathbb{Z}} \in K^\mathbb{Z} \). By [6, Proposition 21.2], system \( (K^\mathbb{Z}, \sigma) \) has the specification property and therefore the almost weak specification property.

Next, we discuss an application of Theorem A. Let \( (X, d, f) \) and \( (Y, \rho, g) \) be any two TDSs. On the product space \( X \times Y \), we consider the metric
\[ (d \times \rho)(\langle x, y \rangle, \langle x', y' \rangle) = d(x, x') + \rho(y, y') \text{ for any } x, x' \in X \text{ and } y, y' \in Y. \]
Similar to the box dimension, Acevedo [1, Theorem 3.7] showed that
\[ \text{mdim}_M^B(X \times Y, f \times g, d \times \rho) \leq \text{mdim}_M^B(X, f, d) + \text{mdim}_M^B(Y, g, \rho). \]

Note that if \( f \) and \( g \) have the almost weak specification property, \( f \times g \) also has the almost weak specification property (see [11, Lemma 2.2]). As an application of Theorem A, we immediately obtain the following corollary.

**Corollary 1.** Let \( (X, f, d) \) and \( (Y, g, \rho) \) be two TDSs with the almost weak specification property. Assume that \( \text{mdim}_M^B(X, f, d) < \infty \) and \( \text{mdim}_M^B(Y, g, \rho) < \infty \). Then for any two continuous observables \( \varphi \in C(X, \mathbb{R}) \) and \( \psi \in C(Y, \mathbb{R}) \), one has
\[ \text{mdim}_M^B(I_{\varphi \times \psi}, f \times g, d \times \rho) \leq \text{mdim}_M^B(I_{\varphi}, f, d) + \text{mdim}_M^B(I_{\psi}, g, \rho). \]

The following example shows that the above inequality can be strict.
Example 4.2. Authors in [35, Theorem 3] showed that for any $\beta, \gamma, \lambda > 0$ with $\lambda \leq \gamma + \beta$, there are two compact metric spaces $(E, d_E)$ and $(F, d_F)$ satisfying

$$\overline{\dim}_B(F, d_F) = \beta, \overline{\dim}_B(E, d_E) = \gamma, \text{ and } \overline{\dim}_B(E \times F, d_E \times d_F) = \lambda.$$  

In particular, there are two compact metric spaces $(X, d)$ and $(Y, \rho)$ such that

$$(4.1) \quad \overline{\dim}_B(X \times Y, d \times \rho) < \overline{\dim}_B(X, d) + \overline{\dim}_B(Y, \rho) < \infty.$$  

Fix any two compact metric spaces $(X, d)$ and $(Y, \rho)$ satisfying (4.1). Define the metric $\tilde{d} \times \tilde{\rho}$ on $X^Z \times Y^Z$ by

$$(\tilde{d} \times \tilde{\rho})((\bar{x}, \bar{y}), (\tilde{x}, \tilde{y})) = \sum_{i \in Z} \frac{1}{2^n} d(x_i, z_i) + \sum_{i \in Z} \frac{1}{2^n} \rho(y_i, w_i),$$

for $\bar{x} = (x_i)_{i \in Z}, \tilde{x} = (z_i)_{i \in Z} \in X^Z$ and $\bar{y} = (y_i)_{i \in Z}, \tilde{y} = (w_i)_{i \in Z} \in Y^Z$. Let $\sigma_1$ and $\sigma_2$ be the left-shift maps on $X^Z$ and $Y^Z$, respectively. Then both of them have the specification property. Note that

$$(4.2) \quad \overline{\dim}_M\left(X^Z, \tilde{d}, \sigma_1\right) = \overline{\dim}_B(X, d), \quad \overline{\dim}_M\left(Y^Z, \tilde{\rho}, \sigma_2\right) = \overline{\dim}_B(Y, \rho),$$

and

$$(4.3) \quad \overline{\dim}_M\left(X^Z \times Y^Z, \tilde{d} \times \tilde{\rho}, \sigma_1 \times \sigma_2\right) = \overline{\dim}_B(X \times Y, d \times \rho).$$

Thus, by (4.1), (4.2) and (4.3), one has

$$\overline{\dim}_M\left(X^Z \times Y^Z, \tilde{d} \times \tilde{\rho}, \sigma_1 \times \sigma_2\right) < \overline{\dim}_M\left(X^Z, \tilde{d}, \sigma_1\right) + \overline{\dim}_M\left(Y^Z, \tilde{\rho}, \sigma_2\right).$$

Taking Theorem A and Proposition 1.1 into account, we conclude that for any two continuous observables $\varphi : X \to \mathbb{R}$ and $\psi : Y \to \mathbb{R}$, one has

$$\overline{\dim}_M^B(I_{\varphi \times \psi}, \sigma_1 \times \sigma_2, \tilde{d} \times \tilde{\rho}) < \overline{\dim}_M^B(I_{\varphi}, \sigma_1, \tilde{d}) + \overline{\dim}_M^B(I_{\psi}, \sigma_2, \tilde{\rho}).$$

Appendix A. Some proof.

Proof of Proposition 1.1. It is sufficient to prove the case $Z = X$, otherwise we can consider the subsystem $(\tilde{Z}, \tilde{f})$. We only prove the case for the upper metric mean dimension, as the case for the lower metric mean dimension is similar.

Firstly, we prove that $\overline{\dim}_M^B(X, f, d) \geq \overline{\dim}_M^B(X, f, d)$. For any $r > \overline{\dim}_M^B(X, f, d)$, by the definition (1.5), there exists $\epsilon_0 > 0$ such that for any $\epsilon \in (0, \epsilon_0)$, $h_{\text{top}}(f, X, \epsilon) < r|\log \epsilon|$. Moreover, there exists $N_0 > 0$ such that for any $n > N_0$, $\frac{1}{n} \log s(f, X, n, \epsilon) < r|\log \epsilon|$, and so $s(f, X, n, \epsilon) < \exp(nr|\log \epsilon|)$. By the definition (1.2) and the fact that maximal $(n, \epsilon)$-separated is $(n, \epsilon)$-spanning, one has

$$m(X, r|\log \epsilon|, n, \epsilon) \leq s(f, X, n, \epsilon) \exp(-nr|\log \epsilon|) < 1.$$  

Therefore, $m(X, r|\log \epsilon|, \epsilon) \leq 1$. As a consequence, $h_{\text{top}}^B(X, f, \epsilon) \leq r|\log \epsilon|$ for any $\epsilon \in (0, \epsilon_0)$ and hence $\overline{\dim}_M^B(X, f, d) \leq r$. As $r > \overline{\dim}_M^B(X, f, d)$ is arbitrary, one obtains $\overline{\dim}_M^B(X, f, d) \geq \overline{\dim}_M^B(X, f, d)$.

Secondly, to show $\overline{\dim}_M^B(X, f, d) \leq \overline{\dim}_M^B(X, f, d)$, we need some preparations, which can be found in [20, Chap. 4, Sec. 11]. For any nonempty subset $Z \subset X$, $s \in \mathbb{R}$, $N \in \mathbb{N}$ and $\epsilon > 0$, we define

$$(A.1) \quad M(Z, s, N, \epsilon) = \inf_{I} \left\{ \sum_{i \in I} \exp(-sN) \right\},$$
where the infimum is taken over all finite or countable covers $\Gamma = \{B_N(x_i, \epsilon)\}_{i \in I}$ of $Z$. Let 
\[ \overline{M}(Z, s, \epsilon) = \limsup_{N \to \infty} M(Z, s, N, \epsilon), \quad \underline{M}(Z, s, \epsilon) = \liminf_{N \to \infty} M(Z, s, N, \epsilon). \]

Then the following quantities exist
\[ \overline{CP}(Z, \epsilon) := \inf\{s \in \mathbb{R} : \overline{M}(Z, s, \epsilon) = 0\} = \sup\{s \in \mathbb{R} : \overline{M}(Z, s, \epsilon) = \infty\}, \]
\[ \underline{CP}(Z, \epsilon) := \inf\{s \in \mathbb{R} : \underline{M}(Z, s, \epsilon) = 0\} = \sup\{s \in \mathbb{R} : \underline{M}(Z, s, \epsilon) = \infty\}. \]

We define the upper and lower capacity metric mean dimension by
\[ \overline{CP} \text{dim}_M(Z, f, d) = \limsup_{\epsilon \to 0} \frac{\overline{CP}(Z, \epsilon)}{|\log \epsilon|} \]
and
\[ \underline{CP} \text{dim}_M(Z, f, d) = \liminf_{\epsilon \to 0} \frac{\underline{CP}(Z, \epsilon)}{|\log \epsilon|}. \]

For any continuous function $\varphi : X \to \mathbb{R}$, and a finite open cover $U$, let $P_Z(\varphi, U)$, $\overline{CP}_Z(\varphi, U)$ and $\underline{CP}_Z(\varphi, U)$ be defined in [20, Theorem 11.1]. [20, Theorem 11.5] shows that for any compact $f$-invariant set $Z$, one has
\[ P_Z(\varphi, U) = \overline{CP}_Z(\varphi, U) = \overline{CP}_Z(\varphi, U). \]

In particular, for $\varphi = 0$, $Z = X$, we have
\[ P_X(0, U) = \overline{CP}_X(0, U) = \overline{CP}_X(0, U). \]

We denote $P_X(U) := P_X(0, U)$, $\overline{CP}_X(U) := \overline{CP}_X(0, U)$, and $\overline{CP}_X(U) := \overline{CP}_X(0, U)$ for short. The relationship (11.11) in [20, Page 74] implies that
\begin{align*}
(A.2) \quad & \overline{CP}(X, 2 \text{diam}(U)) \leq \overline{CP}_X(U) \leq \overline{CP}(X, \frac{1}{2} \text{Leb}(U)), \\
(A.3) \quad & \overline{CP}(X, 2 \text{diam}(U)) \leq \overline{CP}_X(U) \leq \overline{CP}(X, \frac{1}{2} \text{Leb}(U)), \\
(A.4) \quad & \overline{CP}(X, 2 \text{diam}(U)) \leq \overline{CP}_X(U) \leq \overline{CP}(X, \frac{1}{2} \text{Leb}(U)), \\
(A.5) \quad & h^{\text{top}}_B(X, f, 2 \text{diam}(U)) \leq P_X(U) \leq h^{\text{top}}_B(X, f, \frac{1}{2} \text{Leb}(U)).
\end{align*}

Now for any $\epsilon > 0$, by Lemma 2.2, there exists a finite open cover $U_\epsilon$ of $X$ such that $\text{diam}(U_\epsilon) \leq \epsilon$ and $\text{Leb}(U_\epsilon) \geq \frac{1}{4}$. Now, on the one hand, we have
\[ \overline{\text{mdim}}^B_M(X, f, d) = \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, \epsilon)}{|\log \epsilon|} = \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, 2\epsilon)}{|\log 2\epsilon|} \leq \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, 2 \text{diam}(U_\epsilon))}{|\log 2\epsilon|} \]
\[ \leq \limsup_{\epsilon \to 0} \frac{P_X(U_\epsilon)}{|\log 2\epsilon|} = \limsup_{\epsilon \to 0} \frac{\overline{CP}(X, U_\epsilon)}{|\log 2\epsilon|} \leq \limsup_{\epsilon \to 0} \frac{\overline{CP}(X, \frac{1}{2} \text{Leb}(U_\epsilon))}{|\log 2\epsilon|} \]
\[ \leq \limsup_{\epsilon \to 0} \frac{\overline{CP}(X, \epsilon/8)}{|\log 2\epsilon|} = \limsup_{\epsilon \to 0} \frac{\overline{CP}(X, \epsilon)}{|\log \epsilon|} = \overline{CP} \text{dim}_M(X, f, d). \]

On the other hand, we also have
\[ \underline{CP} \text{dim}_M(X, f, d) = \limsup_{\epsilon \to 0} \frac{\underline{CP}(X, \epsilon)}{|\log \epsilon|} = \limsup_{\epsilon \to 0} \frac{\underline{CP}(X, 2\epsilon)}{|\log 2\epsilon|} \leq \limsup_{\epsilon \to 0} \frac{\underline{CP}(X, 2 \text{diam}(U_\epsilon))}{|\log 2\epsilon|} \]
\[ \leq \limsup_{\epsilon \to 0} \frac{P_X(U_\epsilon)}{|\log 2\epsilon|} = \limsup_{\epsilon \to 0} \frac{\underline{CP}(X, U_\epsilon)}{|\log 2\epsilon|} \leq \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, \frac{1}{2} \text{Leb}(U_\epsilon))}{|\log 2\epsilon|} \]
\[ \leq \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, \epsilon/8)}{|\log 2\epsilon|} = \limsup_{\epsilon \to 0} \frac{h^{\text{top}}_B(X, f, \epsilon)}{|\log \epsilon|} = \underline{\text{mdim}}^B_M(X, f, d). \]
Therefore, we obtain
\[ \overline{mdim}_M^B(X, f, d) = C\overline{mdim}_M(X, f, d). \]

Now for any \( r > \overline{mdim}_M^B(X, f, d) = C\overline{mdim}_M(X, f, d) \), there exists \( \epsilon_0 > 0 \) such that for any \( \epsilon \in (0, \epsilon_0) \), \( C(X, \epsilon) < r|\log \epsilon| \), which means that \( \overline{M}(X, r|\log \epsilon|, N, \epsilon) = 0 \). So for any \( \delta \in (0, 1) \) there exists \( N_0 > 0 \) such that for any \( N > N_0 \), \( M(X, r|\log \epsilon|, N, \epsilon) < \delta/2 \). So, by definition (A.1), there exists a finite cover \( \Gamma = \{B_N(x_i, \epsilon)\}_{i \in I} \) such that
\[ \exp (-r|\log \epsilon|N) \cdot \#I < \delta. \]

Note that \( \{x_i\}_{i \in I} \) is a \((N, \epsilon)\)-spanning set of \( X \). Then \( s(f, X, N, 2\epsilon) \), the largest cardinality of all maximal \((N, 2\epsilon)\)-separated subset of \( X \), is less than or equal to \#I. So by (A.6), for any \( \epsilon \in (0, \epsilon_0) \) and \( N > N_0 \),
\[ \exp (-r|\log \epsilon|N) \cdot s(f, X, N, 2\epsilon) < \delta. \]

Note that \( N > N_0 \) is arbitrary, and therefore we have
\[ h_{\text{top}}(f, 2\epsilon) = \lim_{n \to \infty} \frac{1}{n} \log s(f, X, n, 2\epsilon) \leq r|\log \epsilon|, \]
which implies
\[ \overline{mdim}_M(X, f, d) = \limsup_{\epsilon \to 0} \frac{h_{\text{top}}(f, \epsilon)}{|\log \epsilon|} = \limsup_{\epsilon \to 0} \frac{h_{\text{top}}(f, 2\epsilon)}{|\log 2\epsilon|} \leq r. \]

Since \( r > \overline{mdim}_M^B(X, f, d) \) is arbitrary, we obtain \( \overline{mdim}_M(X, f, d) \leq \overline{mdim}_M^B(X, f, d) \). The proof of Proposition 1.1 is completed. \( \square \)

**Proof of Lemma 2.1.** Given a finite open cover \( \mathcal{U} \) of \( X \), \( \varphi \in C(X, \mathbb{R}) \), a measure \( \mu \in M(X, f) \), and any \( \delta > 0 \). It is well known that the weak*-topology on \( M(X) \) is metrizable, and denote \( d^* \) to be one of the compatible metrics. Let \( \beta > 0 \) be sufficiently small such that for every \( \tau_1, \tau_2 \in M(X, f) \),
\[ d^*(\tau_1, \tau_2) < \beta \iff \left| \int \varphi d\tau_1 - \int \varphi d\tau_2 \right| < \delta. \]

Take a partition \( \mathcal{P} = \{P_1, \ldots, P_j\} \) of \( M(X, f) \) whose diameter with respect to \( d^* \) is smaller than \( \beta \). By the ergodic decomposition theorem (see for example [33, Page 153, Remark (2)]) there exists a measure \( \hat{\mu} \) on \( M(X, f) \) satisfying \( \hat{\mu}(M^e(X, f)) = 1 \) and
\[ \int \psi(x)d\mu(x) = \int_{M^e(X, f)} \left( \int_X \psi(x)d\tau(x) \right) d\hat{\mu}(\tau) \text{ for every } \psi \in C(X, \mathbb{R}). \]

By (2.3), we have
\[ \sup_{\tau \in M^e(X, f), \xi \in \mathcal{U}} h_{\tau}(f, \xi) \leq \sup_{\tau \in M^e(X, f)} \mathcal{L}_{\tau}(f, \text{Leb}(\mathcal{U}), \delta') \leq h_{\text{top}}(f, \text{Leb}(\mathcal{U})) < \infty. \]

Thus, we can pick \( \nu_i \in P_i \cap M^e(X, f) \) such that
\[ \inf_{\xi \in \mathcal{U}} h_{\nu_i}(f, \xi) \geq \inf_{\xi \in \mathcal{U}} h_{\tau}(f, \xi) - \delta \text{ for } \hat{\mu}\text{-almost every } \tau \in P_i \cap M^e(X, f). \]

Let us consider \( \lambda_i = \hat{\mu}(P_i) \) and define \( \nu = \sum_{i=1}^j \lambda_i \nu_i \). We can check (1) and (3) in the statement of Lemma 2.1 directly from the construction. For (2), by [13, Proposition 5], one has
\[ \inf_{\xi \in \mathcal{U}} h_{\mu}(f, \xi) = \int_{M^e(X, f), \xi \in \mathcal{U}} \inf_{\tau}(f, \xi)d\hat{\mu}(\tau). \]
Thus, by the choice of the measure $\nu_i$, one has
\[
\inf_{\xi \succ U} h_\mu(f, \xi) = \sum_{i=1}^j \int_{P_i \cap M^c(X,f)} \inf_{\xi \succ U} h_\tau(f, \xi) d\hat{\mu}(\tau) \leq \sum_{i=1}^j \lambda_i \inf_{\xi \succ U} h_{\nu_i}(f, \xi) + \delta,
\]
which finishes the proof of Lemma 2.1.
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