ABSTRACT This paper discusses designing and implementing an adaptive thrust distribution algorithm on the already robust control system for serial split-hull underwater vehicles to maximise operational efficiency. Split-hull underwater vehicles are gaining popularity in subsea operations due to their flexible hyper-redundant design and enhanced manoeuvrability. These features facilitate them to replace conventional solutions, including torpedo-shaped Autonomous Underwater Vehicles (AUVs) and Remotely Operated Vehicles (ROVs). The field of research is currently undergoing a considerable transition toward operations on subsea activities that are more economical and efficient. Thus, implementing a robust and energy-efficient control system is of utmost importance. The robust Super Twisting Algorithm (STA) based control system is used on the vehicle, and an adaptive thrust distribution algorithm is proposed and implemented to optimise the energy efficiency further. The work involves modelling the vehicle, fluid forces, torque effects, and thruster configuration matrix and implementing the adaptive weight distribution on the STA-based control system. With the help of simulations, the improvements in the control system are proved.
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I. INTRODUCTION
A. SERIAL SPLIT-HULL UNDERWATER VEHICLES
Underwater vehicles have gained popularity in the last few decades as they can be operated in deep and risky areas, which are challenging for human operators. Both Autonomous Underwater Vehicles (AUVs) [1], [2] and Remotely operated vehicles (ROVs) [3] are commonly used in the subsea environment for such operations. They are widely employed in the subsea oil and gas business and the scientific community [4]. They are appropriate for a variety of operations such as inspection, surveillance, maintenance, repair works and data mapping [5]. Serial split-hull underwater vehicles [6], [7] are a class of underwater vehicles with a design similar to Underwater Snake Robots (USR) [8], [9], but use rotary thrusters for locomotion instead of body undulating gait patterns [10]. Underwater Swimming Manipulator (USM) [11] is an example of such vehicles focusing on underwater intervention tasks and the CAD design of such a vehicle is shown in Fig. 1. They have excellent manoeuvrability compared to conventional torpedo-shaped AUVs and can operate in narrow and confined environments [12], [13]. Inspecting and maintaining subsea oil and gas installations is a widespread application of them [14]. The thrusters enable significantly improved agility compared to the undulating locomotion system used in USRs, also giving hovering capabilities [15]. The long slender hulls make them highly efficient and hydrodynamically similar to the normal AUVs, simultaneously giving the kinematic redundancy of the USRs. The ability to use the hulls as part of a manipulator to perform intervention tasks, as in the case of USMs, enables them to operate similar to ROVs [16]. Thus it can be said that a split-hull...
underwater vehicle is a hybrid combination of AUVs and ROVs.

The design of the control system for underwater vehicles, in general, is very complicated as it has to deal with uncertainties in the hydrodynamic parameters, unknown disturbances, and other unmodelled dynamic effects [17]. Due to the flexible design configurations of the split-hull vehicle, facilitated using the servo joints, additional forces during the relative motion between the hulls also have to be considered. In addition, they have lower body mass compared to typical ROVs and AUVs due to their slender design, making the joint motion significantly impact the overall motion of the vehicle [18]. These factors make controlling such vehicles more complex than other underwater vehicles. These challenges are explained in detail in [19] while designing a path following algorithm and in [20] and [21] while developing a basic control system incorporating the complex design of USMs. In addition, efficient utilisation of the resources [22] is crucial for operations such as water body mapping and intervention involving heading control and trajectory tracking over an extended period. There have been a few methods proposed to improve the energy efficiency of USMs, such as that given in [23]. With the help of rotary thrusters and rolling joints, the researchers proposed an efficient operation method for the vehicle. However, implementing such an improved mechanical system is very complicated, and it requires substantial modification to the existing structure of the vehicle. Thus, a method that can deliver efficient use of existing resources without significant modification to the vehicle is desirable in a practical view. The method proposed in [24] follows that approach by using a quadratic programming algorithm producing low errors and distributing the control signals almost uniformly among all thrusters, where the priority is given to reduce the wear and tear of the thrusters. However, the algorithm used needs considerable computational power and is unsuitable for budget-friendly vehicles. Considering all these aspects, this paper aims to achieve an efficient operation of the vehicle by introducing an improved thrust distribution algorithm with a priority given to low computational requirements. This algorithm is implemented on a robust control system proposed for USMs from the literature. More about the existing works on the control system on similar vehicles are explained next.

B. ROBUST CONTROL SYSTEM FOR THE UNDERWATER VEHICLES

There have been many attempts to develop a robust control system for underwater vehicles. A widely used non-linear control technique known as Sliding Mode Control (SMC) is particularly effective in situations when the system is subject to uncertainty, such as with underwater vehicles. In recent years, the SMC has been the subject of numerous findings for a variety of complicated dynamical systems. Some of its significant contributions made explicitly for the underwater vehicles are described in [25] and [26]. In [25], a set-point regulation of an underwater vehicle with uncertainty in the hydrodynamic parameters is accomplished using a singularity-free SMC technique that was inspired by [27]. In [28], a hybrid control approach is created by combining the sliding mode with a virtual velocity algorithm for an Unmanned Underwater Vehicle (UUV) trajectory tracking control. Utilising SMC, the approach outlined in [29] manages multiplicative uncertainty in the thruster configuration matrix. A sliding mode with adaptive control is employed in [30], where the SMC is employed with adaptive PID-based controller gains and a real-time update on the upper bound on the disturbances. SMC can also be utilised to control coupling effects between an attached manipulator arm and the underwater vehicle, as stated in [31] and linearisation errors, as given by [32]. The combined use of backstepping and SMC is investigated for an underwater vehicle in [33]. A sliding mode-based adaptive control is used for the attitude control of underwater vehicles in [34], and a fuzzy sliding mode is implemented for the formation control of underactuated AUVs in [35]. An observer-based backstepping finite time SMC technique is proposed by [26] for the trajectory tracking of underwater vehicles subject to unknown system uncertainties and time-varying external disturbances. To accomplish robust tracking of a desired gait pattern and underactuated straight-line path following, sliding mode techniques are applied to land-based snake robots in [36]. The model presented in [37] is very close to the one used in this paper but uses a PD controller for tracking the position and heading along the reference path instead.

In the first-order relay controller, which is closely related to the SMC, significant chattering issues exist [30]. A saturated control [38] can be employed to eliminate this undesirable behaviour; however, when parasitic dynamics are taken into account, the efficiency of the controller is challenged because sliding mode does not exist [39] in the boundary layer. As a result, the Super Twisting Algorithm (STA) is employed, one of the most efficient second-order continuous
SMC algorithms. It reduces chattering issues and provides a smoother control signal, and it has been used in various applications since its introduction [40]. A conservative upper bound must be employed when designing the controller to ensure that sliding is maintained because the STA works only with bounded disturbances. This restriction can be overcome with adaptive STA [41], where the gains can be changed to keep the sliding constant while keeping the value as minimal as possible. The position and speed of the vehicle must be known because the STA can be applied to the systems only if the control input is present in the first derivative of the sliding variable [42], [43]. When they are not available, the states are determined using a higher-order Sliding Mode Observer (SMO), as recommended in [44]. The work in [45] presents an improved model to swap the PD controller with an STA and a higher-order SMO in the scenario where only the position measurements are available. The results from [41], [44], and [46] are combined in [11] where they improved the normal STA using a system with adaptive gains.

A similar approach is followed in this paper, but an adaptive thrust distribution algorithm is implemented as an extension to optimise the overall power consumption. After implementing the control and state observer systems to the vehicle and demonstrating the ultimate boundedness of the tracking errors, more specifics regarding this algorithm will be covered in section V. Simulations are performed to verify the theoretical findings and show that the proposed approach is suitable for controlling split-hull underwater vehicles. The findings are compared with those of existing solutions to determine how well the proposed solution performs in relation to the current ones.

To the best of the authors’ knowledge, no prior research has considered the thorough analysis and comparison of the different thrust distribution modes of a split-hull underwater vehicle using rotary thrusters. Analysis and optimisation of the thrust distribution of such vehicles, which have received little prior research, significantly contribute as they gain more and more research attention. The main idea and conclusions of this work will therefore be helpful during the development of similar vehicles, and further details of this research are provided next.

C. VALIDITY OF THE OUTCOMES OF THE PAPER

This paper uses simulation results to prove the proposed adaptive thrust distribution algorithm and does not go with experimental validation for the same. The primary reason is that it is an extension of the work in [11] by focussing on optimising the control signals to reduce overall thrust requirement during the operation. All subparts of this work are proved with experiments in the related studies [11], [47]. For instance, the vehicle model is validated through experiments in [8] and [48]. In addition, the authors have verified the modelling accuracy of the split-hull underwater vehicles as given in [6], [7]. Also, the control system and the state estimator (SMO), discussed in section III, are validated in the actual scenario in [47] and [49]. In short, experimental validation is not necessary to prove the outcomes of the paper. Hence, the analysis is continued with simulation results.

D. ORGANISATION OF THE PAPER

This paper is organised as follows. Vehicle model synthesis is carried out first in section II, followed by the design of the sliding mode controller and observer systems in section III, which are analysed for stability in section IV. The simulation methodology is explained in section V, introducing the concept of the adaptive thrust distribution. Various thrust distributions are considered and compared to choose the optimum one in section VI. It is continued with conclusions in section VII and suggestions for future research in section VIII.

II. VEHICLE MODEL SYNTHESIS

Note that this paper considers general elliptical/cylindrical hulls as it is the most commonly used in the industry [50]. However, the proposed concepts can be applied to any split-hull underwater vehicle as long as it can be mathematically modelled and has multiple thrusters making it over-actuated. More about this will be discussed in section VII. The model synthesis starts with the vehicle kinematic modelling that serves as the basis for the whole analysis. Then the fluid force and torque acting on the vehicle will be computed in the dynamic modelling. Table 1 explains the key parameters used for the analysis. The design of the split-hull vehicle is the same as the one shown in Fig. 1, which includes eleven cylindrical hulls connected serially using servo joints. The surge thrusters are attached to the front hull, whereas the heave thrusters are attached to the middle hull. Four internal sway thrusters are fixed at specific locations as per Table 2. More details about the vehicle and the proposed configurations are discussed in section V, and additional details are given in [6].

A. KINEMATIC MODELLING

A few important points about the kinematic modelling are as follows. The hulls are considered as links for the multi-body analysis. The vehicle is designed to move in the horizontal (XY) plane, fully submerged in water, and has \( N + 2 \) degrees of freedom that includes \( N \) hull orientation angles and the XY position of the vehicle Centre of Mass (C.M). The orientation of each hull is denoted by \( \theta_i \), \( i \in [1, 2, \ldots, N] \) and is defined as the angle that the hull forms with the global X axis in the positive anticlockwise direction. The basic kinematic parameters of a general \( N \) hull vehicle are shown in Fig. 2, and all necessary parameters used for the multi-body analysis are given in (4) - (27). The joint angles are represented by \( \phi_{ij} \) and are given as

\[
\phi_{ij} = \theta_j - \theta_i, \quad j = i + 1, \quad i \in [1, 2, \ldots, N - 2]
\]  

(1)

The heading of the vehicle is given by the orientation of the leading hull (\( \theta_N \)), and more about this will be described in section V-B. The local coordinate system (\( xy \)) of each hull is fixed in the C.M of the hull with \( x \) in the axial and \( y \) in the
lateral/normal directions. The rotation matrix from the \(i^{th}\) hull coordinates to the global one is given by

\[
T_i = \begin{bmatrix}
\cos(\theta_i) & -\sin(\theta_i) \\
\sin(\theta_i) & \cos(\theta_i)
\end{bmatrix} \in \mathbb{R}^{2 \times 2}.
\] (2)

The coordinates of the C.M. of the vehicle are given by

\[
P_{CM} = \begin{bmatrix} P_X \\ P_Y \end{bmatrix} = \frac{1}{m_{tot}} \sum_{i=1}^{N} m_i \begin{bmatrix} x_i \\ y_i \end{bmatrix} = \frac{1}{m_{tot}} \left[ e^T M X \right] e^{TY}.
\] (3)

where \((x_i, y_i)\) are the global coordinates of the C.M. of \(i^{th}\) hull.

In addition, \(M\) is the mass matrix given in (7), and \(X\) and \(Y\) are the global position coordinate vectors as given in (10).

\[
D_\theta = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & -1 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \ldots & 1 & -1
\end{bmatrix} \in \mathbb{R}^{(N-1) \times N}
\] (4)

\[
A_\theta = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \ldots & 1 & 1
\end{bmatrix} \in \mathbb{R}^{(N-1) \times N}
\] (5)

\[
e = [1 \ 1 \ 1 \ \ldots \ 1]^T, \quad \theta = [\theta_1 \ \theta_2 \ \ldots \ \theta_N]^T \in \mathbb{R}^{N \times 1}
\] (6)

\[
M = diag([m_1 \ m_2 \ \ldots \ m_N]) \in \mathbb{R}^{N \times N}
\] (7)

\[
L = diag([L_1 \ \ldots \ L_N]), \quad J = diag([J_1 \ \ldots \ J_N]) \in \mathbb{R}^{N \times N}
\] (8)

\[
V_f = \text{diag}([V_{f1} \ V_{f2} \ \ldots \ V_{fN}]) \in \mathbb{R}^{N \times N}
\] (9)

\[
X = [X_1 \ X_2 \ \ldots \ X_N]^T, \quad Y = [Y_1 \ Y_2 \ \ldots \ Y_N]^T \in \mathbb{R}^{N \times 1}
\] (10)

\[
sin(\theta) = [\sin(\theta_1) \ \sin(\theta_2) \ \ldots \ \sin(\theta_N)]^T \in \mathbb{R}^{N \times 1}
\] (11)

\[
cos(\theta) = [\cos(\theta_1) \ \cos(\theta_2) \ \ldots \ \cos(\theta_N)]^T \in \mathbb{R}^{N \times 1}
\] (12)

\[
S_\theta = \text{diag}([\sin(\theta_1) \ \sin(\theta_2) \ \ldots \ \sin(\theta_N)]) \in \mathbb{R}^{N \times N}
\] (13)

\[
C_\theta = \text{diag}([\cos(\theta_1) \ \cos(\theta_2) \ \ldots \ \cos(\theta_N)]) \in \mathbb{R}^{N \times N}
\] (14)

\[
C_t = \text{diag}([C_{t1} \ \ldots \ C_{tN}]), \quad \mu_n = \text{diag}([\mu_{n1} \ \ldots \ \mu_{nN}]) \in \mathbb{R}^{N \times N}
\] (15)

\[
T = \begin{bmatrix} C_\theta & -S_\theta \\ S_\theta & C_\theta \end{bmatrix} \in \mathbb{R}^{2 \times 2N}
\] (16)

\[
V = L A_\theta^T D_o M^{-1} D_o^T Y A_\theta L \in \mathbb{R}^{N \times N}
\] (17)

\[
K = \frac{1}{2} (\gamma_1 \lambda_1 \ldots \lambda_1 N), \quad V_1 = S_\theta V S_\theta, \quad V_2 = V_1 V_1 + V_1 V_1 + V_1 V_1
\] (18)

\[
\mu_n = \text{diag}([\mu_{n1} \ \mu_{n2} \ \ldots \ \mu_{nN}]) \in \mathbb{R}^{N \times N}
\] (19)

\[
\lambda_1 = \text{diag}([\lambda_1 \lambda_2 \ldots \lambda_1 N]) \in \mathbb{R}^{N \times N}
\] (20)

\[
\lambda_2 = \text{diag}([\lambda_2 \lambda_2 \ldots \lambda_2 N]) \in \mathbb{R}^{N \times N}
\] (21)

\[
\lambda_3 = \text{diag}([\lambda_3 \lambda_3 \ldots \lambda_3 N]) \in \mathbb{R}^{N \times N}
\] (22)

\[
M_\theta = J + V_1 + K_1 \mu_1 K_1^T + \lambda_1 \in \mathbb{R}^{N \times N}
\] (23)

\[
W_\theta = V_2 - K_1 \mu_1 K_1 \in \mathbb{R}^{N \times N}
\] (24)

\[
W_\theta = -2 - K_1 \mu_1 K_1 \in \mathbb{R}^{N \times N}
\] (25)

\[
V_{\theta} = \Lambda_2 - K_1 \mu_1 (C_\theta V_1 + S_\theta V_1) \in \mathbb{R}^{N \times N}
\] (26)

The overall hull constraint equations are given as

\[
D_o X + L A_\theta \cos(\theta) = 0 \quad D_o Y + L A_\theta \sin(\theta) = 0
\] (27)

Rearranging this gives the position characteristic equations of the split-hull vehicle as follows.

\[
X = -K X \sin(\theta) + e P_X \quad Y = -K Y \sin(\theta) + e P_Y
\] (28)

where the matrix \(K\) is given by (19). Differentiating (29) gives the velocity characteristic vector as follows.

\[
\dot{X} = K X \dot{\theta} + e P_X \quad \dot{Y} = -K Y \dot{\theta} + e P_Y
\] (29)

Further differentiation gives the acceleration characteristics as shown below.

\[
\ddot{X} = K X \ddot{\theta} + e P_X \quad \ddot{Y} = K \ddot{\theta} - C_\theta \ddot{\theta} + e P_Y
\] (30)

\[
B. DYNAMIC MODELLING
\]

The model should take into account all the fluid forces that are crucial for the control system design. Drag force \((F_D)\) and added mass force \((F_A)\) are the main external fluid forces that come into action. Each hull is a slender cylinder [51] with a length greater than 2.7 times the diameter, so the slender body theory [52] and hence the Morison’s equation [53] can be applied to calculate the fluid forces. The net \(Z\) direction force on each hull is zero due to the neutrally buoyant design, as the forces of buoyancy and gravity nullify. However, the Coriolis and centrifugal forces must be considered, and they are used for estimating the force acting on the hulls. After
TABLE 1. List of parameters used for the dynamic analysis.

| Symbol     | Meaning                                                                 |
|------------|-------------------------------------------------------------------------|
| $\theta$  | $i^{th}$ hull orientation with X axis (rad)                              |
| $\phi_{ij}$ | $ij^{th}$ joint angle (rad)                                              |
| $m_i$      | $i^{th}$ hull mass (kg)                                                  |
| $2L$       | Hull length (m)                                                          |
| $2a_i, 2b_i$ | Hull major and minor axis lengths (m)                                    |
| $r$        | Hull radius ($D/2 = 0.05$ m)                                             |
| $R$        | Radius of the curvature of the path (m)                                  |
| $\rho$     | Fluid density (1000 kg/m$^3$)                                            |
| $v_r$      | Relative vehicle velocity in hull coordinates (m/s)                      |
| $C_{ix}$   | $i^{th}$ hull axial drag coefficient (kg/m)                              |
| $C_{rx}$   | $i^{th}$ hull lateral drag coefficient (kg/m)                            |
| $\mu_{ix}$ | $i^{th}$ hull lateral added mass coefficient (kg)                        |
| $\xi_{k(i,j)}$ | $ij^{th}$ joint constraint force (N)                                   |
| $F_{ti}$   | $i^{th}$ hull fluid force in hull coordinates (N)                        |
| $\tau_{ri}$ | $i^{th}$ hull fluid torque (Nm)                                         |
| $\tau_{ij}$ | $ij^{th}$ joint torque (Nm)                                             |
| $f_{ti}$   | $i^{th}$ hull thrust (N)                                                 |

using the kinematic modelling, which gives the instantaneous velocity and acceleration values, (39) is used to calculate the hydrodynamic forces. The individual hull forces are calculated first, and to evaluate the net fluid force acting on the vehicle, they are combined in the global coordinates as given in (44). Each step is explained separately as follows.

1) MODELLING THE BASIC ASPECTS OF THE VEHICLE

A generic hull with an elliptical cross-section is considered with corresponding semi-major axis ($a$) and semi-minor axis ($b$) lengths. The cylindrical hull employed in this paper is a specific case of the elliptical hull with $a = b = r$. To take into consideration the effect of thrusters, the parameters must be changed, as in the case of the front and middle hulls. The thruster’s outer diameter is $d_{th} = 0.1$ m, and its height is $h_t = 0.056$ m. Equation (32) provides the parameters for the front hull, which is equipped with surge thrusters.

$$a = (2r + d_{th}(h_t/2L))/2, \quad b = r.$$  \hspace{1cm} (32)

The parameters for the middle hull, where the heave thrusters are mounted, are given by

$$a = (2r + d_{th}(d_{th}/2L))/2, \quad b = r.$$  \hspace{1cm} (33)

Keep in mind that for the remaining hulls, $a = b = r$. While choosing the length of hulls to consider the impact of thrusters, $L_e$ is used as the effective length. It is equal to $2L + 2h_t$ for the front hull, $2L + 2d_{th}/3$ for the middle hull and $2L$ for the remaining hulls. When it comes to the mass, each hull’s total mass must satisfy the neutral buoyancy criterion. The masses of all hulls, except for the $N^{th}$ and centre hulls, are given by

$$m_i = \frac{\pi}{4}D^2(2L)\rho, \quad i \in [1, N - 1], \quad i \neq (N + 1)/2.$$  \hspace{1cm} (34)

The total masses of the $N^{th}$ and middle hulls are different due to the presence of external thrusters and their supports as given by (35), where $m_{th}$ is the net buoyancy on the thruster.

$$m_N = m_{(N+1)/2} = \frac{\pi}{4}D^2(2L)\rho + 2m_{th}$$  \hspace{1cm} (35)

Moment of inertia ($J$) about the $z$-axis for each hull with mass $m$ and length $2L$ is given by (36). It will be slightly different for the leading and middle hulls due to the thrusters, as in the case of the mass. To do that, each thruster is considered as a hollow cylinder of mass $m_t$ with outer radius $r_{th} = d_{th}/2 = 0.05$ m and inner radius $r_{ti} = 0.038$ m. The offset of each thruster from the axis of the hull is $l_{off} = 0.11$ m. The parallel axis theorem gives the following moment of inertia values. For all the hulls with no thrusters attached, only the contribution of the hull will be used. Hence,

$$J_i = m_i \frac{(2L)^2}{12} \quad i \in [1, N - 1], \quad i \neq (N + 1)/2.$$  \hspace{1cm} (36)

For the middle hull, it is given by

$$J_{(N+1)/2} = (m_{(N+1)/2} - 2m_t) \frac{(2L)^2}{12} + m_t (r_{th}^2 + r_{ti}^2 + 2l_{off}^2).$$  \hspace{1cm} (37)

For the leading hull, it is given by

$$J_N = (m_N - 2m_t) \frac{(2L)^2}{12} + m_t (3r_{th}^2 + r_{ti}^2 + h_t^2 + 12l_{off}^2).$$  \hspace{1cm} (38)

2) MODELLING THE FLUID FORCES

The modelling of the forces acting on the individual hulls and the calculation of the net fluid force on the vehicle are both covered in this section. The total external fluid force acting on the $i^{th}$ hull is determined in global coordinates as the sum of the added mass force ($F_{Ai}$) and drag force ($F_{Di}$).

$$F_i = F_{Ai} + F_{Di}$$  \hspace{1cm} (39)

By converting the hull coordinates ($f_{th}$) into global/inertial coordinates according to (40), where $C_A$ is the added mass coefficient matrix, the added mass force for the $i^{th}$ hull ($F_{Ai}$) is obtained. As shown below, $v_{ri}$ is the hull’s relative acceleration matrix defined along the hull coordinates.

$$F_{Ai} = T_{fAi} = -T_i C_A \vec{v}_{ri}$$  \hspace{1cm} (40)

$$\vec{v}_{ri} = [v_{rx}, v_{ry}, v_{rz}]^T, \quad C_A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \mu_{mi} & 0 \\ 0 & 0 & \rho \pi C_d a^2 \ell_c \end{bmatrix}$$  \hspace{1cm} (41)

The lateral drag coefficient denoted $C_d$ will be discussed after this section and depends on the flow, body size, and shape. Because it is significantly less in proportion to the total mass for a slender body, the added mass force in the $x$ direction is negligible [54]. The drag force ($F_{Di}$) is provided below and is taken to be a function of the first and second orders of the relative hull velocity ($\dot{v}_{ri}$) defined in the hull frame.

$$F_{Di} = T_{fDi} = -T_i (C_{Di} \vec{v}_{ri} + C_{Di} \dot{v}_{ri} | v_{ri}|)$$  \hspace{1cm} (42)
$F_A = \begin{bmatrix} \mu_nS_0^2 & -\mu_nS_0C_\theta & \mu_nC_0^2 \\ -\mu_nS_0C_\theta & \mu_nC_0^2 & \end{bmatrix} \begin{bmatrix} \ddot{X} \\ \ddot{Y} \end{bmatrix}$ (46)

The terms $v_{rx}$ and $v_{ry}$ in $\mathbb{R}^{N \times 1}$ can be found by converting the global velocity values from (30) to the surge and sway velocity matrices given in hull coordinates as

$\begin{bmatrix} v_{rx} \\ v_{ry} \end{bmatrix} = T^T \begin{bmatrix} \dot{X} \\ \dot{Y} \end{bmatrix} \in \mathbb{R}^{2N \times 1}$. (47)

### 3) MODELLING THE JOINT TORQUE REQUIREMENT

For the analysis of vehicle motion, estimating the joint torque requirement is essential. This torque is necessary to balance out two components: one caused by the centrifugal force ($m_iRe\omega^2$) on each hull and the other by the external normal fluid force ($\tau_{fi}$) on the hull, which is discussed below. Keep in mind that joint torque is crucial for the split-hull vehicle because it determines whether the joints can control specific hull angles. Here, the technique employed in [8], where the model of an underwater snake robot having elliptical cross-section hulls was experimentally validated, is used. For the $i^{th}$ hull, the fluid torque acting is given by

$\tau_{fi} = -(\lambda_1\dot{\theta}_i + \lambda_2\dot{\theta}_j + \lambda_3\dot{\theta}_i[\dot{\theta}_i])$ (48)

The first term represents the fluid torque generated by the added mass effect on the hull ($-\lambda_1\dot{\theta}_i$), and the fluid torque caused by the drag pressure between the opposing sides of the hull in the lateral ($y$) direction is expressed by the remaining terms with the coefficients $\lambda_2$ and $\lambda_3$. It should be noted that both linear and quadratic drag forces are taken into account. The parameters $\lambda_1$, $\lambda_2$, and $\lambda_3$ are determined for the general elliptical hull [8] and are shown below. These parameters depend on the size and shape of the hull.

$\lambda_1 = \frac{1}{12}\rho\pi C_M(a^2 - b^2)L^3$, $\lambda_2 = \frac{1}{6}\rho\pi C_f(a + b)L^3$, $\lambda_3 = \frac{1}{8}\rho\pi C_f(a + b)L^4$ (49)

The added mass term will be zero for cylindrical hulls (as $a = b = r$), but it is a non-zero value for the front and centre hulls because of the presence of thrusters. Note that $C_M$ is the added mass torque coefficient. The $i^{th}$ hull’s torque balance is written as

$\tau_{fi} \equiv \tau_{i(j)(i+1)} - \tau_{i(j)(i)-1} + \tau_{f} - L(sin(\theta_i)(h_{X(i,i+1)} - h_{X(i,i+1)} - h_{X(i,i+1)}) - cos(\theta_i)(h_{Y(i,i+1)} - h_{Y(i,i+1)}) - h_{X(i,i+1)} - h_{X(i,i+1)})$. (50)

It consists of all the internal forces ($h_{i,j,i+1}$), the fluid torque ($\tau_{f}$) and the joint torques ($\tau_{i(j)(i)}$). The updated fluid coefficients are estimated next.

### 4) ESTIMATION OF THE UPDATED FLUID COEFFICIENTS

The hydrodynamic coefficients must be carefully chosen to ensure the accuracy of the results. With a maximum speed of 0.5 m/s and a Reynolds number of about $10^5$, the steady-state flow in the transition region described by [55] is employed in this case. Numerous investigations have been conducted on the force acting on slender bodies under identical circumstances. A few of these are discussed in [8] and [56].
and utilise the added mass coefficients \( C_{M0} = C_{d0} = 1 \) and the drag coefficients \( C_{d0} = 1 \), \( C_f = 0.03 \). However, they took into account smooth, uniform cylinders, which is not the case here due to the discontinuity introduction by the servo joints. The CAD design of the hull is shown in Fig. 4 with the important dimensions indicated. By computing the updated fluid coefficients that take into account smooth, uniform cylinders, which is not the case here due to the discontinuity introduction by the servo joints as given by the authors [6], this issue can be resolved. To do this, the discontinuity factor \( d_{f_k} \), a new parameter that is defined as the ratio of the net servo joint length \( (l_j = 0.065 \text{ m}) \) to the effective length of the hull \( (L_e) \), is introduced as follows.

\[
d_{f_k} = \frac{l_j}{L_e} , \quad d_{f} = \frac{h_j}{L_e} , \quad S_h = L_e \frac{D}{L} .
\]

Using another parameter designated as \( d_{f_k} \), the height of the joint is related to the length of the hull. The servo joint is viewed as a thin rectangular block attached to the hull because of its low width \( (w_j = 0.027 \text{ m}) \) in relation to its height \( (h_j = 0.08 \text{ m}) \) as well as the effective length of the hull. It should be noticed that the joint section \( (l_j, h_j) \) has identical dimensions for all hull configurations. The effective slenderess of the hull \( (S_h) \) is introduced in addition to these characteristics. It is defined as the ratio of the effective length \( (L_e) \) and the effective diameter \( (2R) \) of the hull. Since only one servo joint is connected to both \( 1^{st} \) and \( N^{th} \) (outer) hulls, the corresponding \( d_{f_k} \) values are lower in comparison to the inner hulls. Based on this, the updated fluid coefficients are obtained and validated by the authors [6] as

\[
C_f = C_f0(1 + 4.01d_{f_k}) , \quad C_d = C_d0(1 + 1.4d_{f_k}) .
\]

These equations will be applied to all the hulls, and before starting the simulation, the thrust forces have to be incorporated in the multi-body matrix form.

5) MODELLING THE THRUST FORCE ALLOCATION

The overall effect of the thrusters on the vehicle C.M is given by

\[
\tau_{CM} = \begin{bmatrix} F_{CM,x} \\ F_{CM,y} \\ M_{CM,Z} \end{bmatrix} = \begin{bmatrix} e^T \\ 0_{1 \times N} \\ e^T \end{bmatrix} \begin{bmatrix} 0_{1 \times N} \\ e^T S_h K - e^T C_h K \end{bmatrix} = T_c f_i
\]

where \( T_c \) is the thruster configuration matrix which is a function of the hull angles \( (\theta_i) \) and \( f_i = [f_{i1}, f_{i2}, \ldots, f_{ik}] \) is the vector of thrust forces. \( T_c \) is the mapping between the thruster forces and the net force and moment acting on the C.M of the vehicle. It is given by (54), where \( B_X, B_Y \) are the functions of the instantaneous angular orientations of the thrusters and are obtained by extending \( b_X \) and \( b_Y \) as given in [37]. The steps involve making the 2-dimensional vector by filling the \( b_i \) values where thrusters are present and by zero where thrusters are absent.

\[
T_c(\theta) = \begin{bmatrix} b^T_X \\ b^T_Y \\ e^T(S_h KB_X - C_h KB_Y) \end{bmatrix}
\]

\[
\begin{bmatrix} F_{iX} \\ F_{iY} \end{bmatrix} = \begin{bmatrix} B^T_X \\ B^T_Y \end{bmatrix} f_i , \quad B_X(b_X), B_Y(b_Y) \in \mathbb{R}^{r \times N}
\]

\[
b_X = [\cos(\theta_{k1} + \alpha_{k1}) \ldots \cos(\theta_{k1} + \alpha_{k})]^{T} \in \mathbb{R}^{r \times 1}
\]

\[
b_Y = [\sin(\theta_{k1} + \alpha_{k1}) \ldots \sin(\theta_{k1} + \alpha_{k})]^{T} \in \mathbb{R}^{r \times 1}
\]

Note that \( \theta_{k1} \) is the orientation of the hull where the thruster is fixed, and \( \alpha_{k1} \) is the relative orientation of the thruster with respect to the hull. The thrust forces act through the C.M of the corresponding hull. The major objective of the force allocation problem is to distribute the total work between multiple thrusters to produce the desired forces and moments.

\[
\tau_{CM,des} = \begin{bmatrix} F_{CM,des,x} \\ F_{CM,des,y} \\ M_{CM,des} \end{bmatrix} = \begin{bmatrix} F_{CM,des,X} \\ F_{CM,des,Y} \\ M_{CM,des} \end{bmatrix} = T_c(\theta)f_i
\]

As the vehicle has more thrusters than the number of coordinates to be controlled, the vehicle is over-actuated, which means secondary objectives can be added to the force allocation problem. Hence, an objective is given to minimise the effort of the thrusters, which minimises the power consumption. With minimum thruster effort as the optimisation criteria, a least-square optimisation problem is proposed as follows.

\[
\text{Minimise } f_i^{T} W f_i \quad \text{where } \tau_{CM,des} - T_c f_i = 0
\]
The explicit solution to this optimisation problem is given in [57] as

\[ f_t = T_c^* T_{CM,des} \in \mathbb{R}^{T \times 1}, \quad T_c^* = W^{-1} T_c (T_c W^{-1} T_c^*)^{-1}. \]  

(60)

\( T_c^* \) is the generalised inverse allocator, and \( W \) is the matrix specifying the relative weighting between the thrusters. The weight values are analysed in detail for the optimisation problem, which will be discussed in section V-C. The overall dynamics of the vehicle has to be obtained as it is essential for implementing the control system.

C. OVERALL DYNAMICS OF THE VEHICLE

Before going into the overall dynamics of the vehicle, the force balance equations of the \( i \)th hull are given by

\[ m_i \ddot{X}_i = h_{X(i,i+1)} + h_{X(i-1,i)} + F_{fiX} + F_{diX} \]  

(61)

\[ m_i \ddot{Y}_i = h_{Y(i,i+1)} + h_{Y(i-1,i)} + F_{fiY} + F_{diY}. \]  

(62)

Note that \( h \) is an internal force, and hence it will get cancelled out in the overall dynamics of the vehicle, which can be expressed in the global coordinates as

\[ m_{tot} \ddot{P}_x = e^T (F_{xi} + F_{xi}) \quad m_{tot} \ddot{P}_y = e^T (F_{yi} + F_{yi}). \]  

(63)

Inserting (31) and (44) in (63) yields the final equations for the acceleration of the C.M.

\[
\begin{bmatrix}
\ddot{P}_x \\
\ddot{P}_y
\end{bmatrix} = M_p^{-1} \begin{bmatrix}
e^T F_{DX} + F_{CM,x} \\
e^T F_{DY} + F_{CM,y}
\end{bmatrix} - \begin{bmatrix}
e^T \mu_n S_0^2 \\
-e^T \mu_n S_0 C_0 \\
e^T \mu_n C_0 \\
-e^T \mu_n S_0^2 C_0
\end{bmatrix} \begin{bmatrix}
K^T (C_0 \dot{\theta}^2 + S_0 \dot{\theta}) \\
K^T (S_0 \dot{\theta}^2 - C_0 \dot{\theta})
\end{bmatrix} 
\]

(64)

where,

\[ M_p = \begin{bmatrix}
m_{tot} + e^T \mu_n S_0^2 e \\
-e^T \mu_n S_0 C_0 e \\
-e^T \mu_n C_0 e \\
m_{tot} + e^T \mu_n C_0^2 e
\end{bmatrix}. \]  

(65)

Assembling the torque balance equation in (50) in multi-body matrix form as explained in [45] and [58] as

\[ J \ddot{\theta} = D^T \tau - S_0 LA^T h_X + C_0 LA^T h_Y + \tau_f. \]  

(66)

Replacing the internal forces with the help of (61) and (62) along with (31) gives

\[ J \ddot{\theta} = D^T \tau - S_0 V (C_0 \dot{\theta}^2 + S_0 \dot{\theta}) + S_0 K (F_{ix} + F_{ix}) 
+ C_0 V (S_0 \dot{\theta}^2 - C_0 \dot{\theta}) - C_0 K (F_{iy} + F_{iy}) + \tau_f \]  

(67)

where \( V \) is given in (18) and \( \tau_f \) is the N dimensional version of the values given in (48). Finally, joining the torque balance given in (67) and the translational motion equation given in (64) is expressed [11] as

\[ M_0 \ddot{\theta} + W_0 \dot{\theta}^2 + V_0 \dot{\theta} + A_3 (\dot{\theta} \dot{\theta} - K_1 \mu_n S_0 e \ddot{P}_x - C_0 e \ddot{P}_y) 
+S_0 K (F_{ix} + F_{ix}) - C_0 K (F_{iy} + F_{iy}) = D^T \tau. \]  

(68)

FIGURE 5. Schematic diagram of the basic vehicle control architecture.

where \( \tau \) is the joint torque matrix and the multi-body matrices \( M_0, W_0, V_0 \) and \( K_1 \) are given in (20) - (27). Since the system modelling is completed, the design aspects of the controller and state observer are explained next.

III. CONTROL SYSTEM AND STATE OBSERVER DESIGN

The objective is to design a control system that drives the system states, including the position of the C.M and the heading of the vehicle, to the desired values in finite time in a robust way. This requires the system to produce control signals that produce the desired forces and moments that bring the system to the desired state. The basic schematic diagram of the control architecture is given in Fig. 5. The desired forces and moments are represented by modifying (58) as

\[ \tau_{CM,des} = \begin{bmatrix} F_{CM,des} \\
M_{CM,des} \end{bmatrix} = \begin{bmatrix} e^T \\ 0 \end{bmatrix} \begin{bmatrix} 0_{1 \times N} \\
1 \end{bmatrix} \begin{bmatrix} F_{ix} \\
F_{iy} \end{bmatrix}. \]  

(69)

It can be shortened as follows

\[ \tau_{CM,des} = T_c (\dot{\theta}) f_t. \]  

(70)

The thruster configuration matrix defined in (54) can be used to determine the individual thruster forces required to achieve the desired forces and moments.

A. SLIDING SURFACE DESIGN

The proposed control system is an improved form of Sliding Mode Control (SMC), and to begin with, a sliding surface must be defined. The basic idea of the sliding mode control is shown in Fig. 6. It should be defined such that when the sliding variable \( \sigma \) becomes zero, the system state variables converge to zero asymptotically. To do that, a proper error \( \hat{\sigma} \) is shown in Fig. 6. It should be defined such that when the error is defined as the difference between the desired position \( (P_{CM,des}) \) and the actual location of the vehicle C.M \( (P_{CM}) \).

\[ \hat{P}_1 = \hat{P} = \begin{bmatrix} \hat{P}_x \\
\hat{P}_y \end{bmatrix} = P_{CM} - P_{CM,des} = \begin{bmatrix} P_{x} - P_{x,des} \\
P_{y} - P_{y,des} \end{bmatrix}. \]  

(71)

FIGURE 6. Schematic diagram showing the sliding surface control concept.

To drive the controlled system state trajectories into the sliding surface \( \sigma = \dot{\sigma} = 0 \), where the system characteristics satisfy the desired values, the sliding surface must be selected carefully. To have a relative degree equal to 1 for the control
system, which is essential for the sliding mode control [11], the driving forces ($F_{CM}$) should appear in the first derivative of $\sigma$. As the analysis concentrates on the simulation results, the instantaneous position and velocity values from the sensors are not available. Hence, it is essential to evaluate these parameters with sufficient accuracy. Conventional integration methods have limited accuracy and reliability. So, it is decided to go with a sliding mode-based state observer where the position and velocity states are replaced by their estimated values $\hat{P}_1$ and $\hat{P}_2$ respectively, as explained in the next section. In this way, the updated sliding surface ($\dot{\sigma}$) is defined as

$$
\dot{\sigma} = \begin{bmatrix} \dot{\sigma}_x \\ \dot{\sigma}_y \end{bmatrix} = \lambda \begin{bmatrix} \dot{\hat{P}}_{1,x} \\ \dot{\hat{P}}_{1,y} \end{bmatrix} + \begin{bmatrix} \dot{\hat{P}}_{2,x} \\ \dot{\hat{P}}_{2,y} \end{bmatrix} - \begin{bmatrix} \hat{P}_{1,x,\text{des}} \\ \hat{P}_{1,y,\text{des}} \end{bmatrix} \in \mathbb{R}^{2\times 1}.
$$

Once the sliding variable values are obtained, it is used for estimating the control input. Before that, more details about the SMO observer are given below.

### B. STATE OBSERVER DESIGN

As the analysis concentrates on the simulation results, accurate estimation of the system states is crucial. The states, including the position and velocity, can be estimated using the standard integration method from the instantaneous values, as seen in the literature [59]. But the reliability is minimal. Hence, an accurate integrator system based on a sliding mode system is designed. It is known as Sliding Mode state Observer (SMO) [44], [46] and is highly accurate for similar higher-order systems. The applicability of the same has been validated experimentally in [49]. The basic state observer is designed as follows.

$$
\dot{\hat{P}}_1 = \begin{bmatrix} \dot{\hat{P}}_{1,x} \\ \dot{\hat{P}}_{1,y} \end{bmatrix} = \begin{bmatrix} \dot{\hat{P}}_{2,x} + \zeta_1 X \\ \dot{\hat{P}}_{2,y} + \zeta_1 Y \end{bmatrix}
$$

$$
\dot{\hat{P}}_2 = \begin{bmatrix} \dot{\hat{P}}_{2,x} \\ \dot{\hat{P}}_{2,y} \end{bmatrix} = \begin{bmatrix} \dot{\hat{P}}_{3,x} + \zeta_2 X + \frac{1}{m_{tot}} F_{CM,X} \\ \dot{\hat{P}}_{3,y} + \zeta_2 Y + \frac{1}{m_{tot}} F_{CM,Y} \end{bmatrix}
$$

$$
\dot{\hat{P}}_3 = \begin{bmatrix} \dot{\hat{P}}_{3,x} \\ \dot{\hat{P}}_{3,y} \end{bmatrix} = \begin{bmatrix} \zeta_3 X \\ \zeta_3 Y \end{bmatrix} = \begin{bmatrix} k_3 \text{sgn}(e_1 X) \\ k_3 \text{sgn}(e_1 Y) \end{bmatrix}
$$

The $\zeta$ terms are defined as follows.

$$
z_1 = \begin{bmatrix} z_{1,x} \\ z_{1,y} \end{bmatrix} = \begin{bmatrix} k_1 |e_{1,x}|^{2/3} \text{sgn}(e_{1,x}) \\ k_1 |e_{1,y}|^{2/3} \text{sgn}(e_{1,y}) \end{bmatrix}
$$

$$
z_2 = \begin{bmatrix} z_{2,x} \\ z_{2,y} \end{bmatrix} = \begin{bmatrix} k_2 |e_{1,x}|^{1/3} \text{sgn}(e_{1,x}) \\ k_2 |e_{1,y}|^{1/3} \text{sgn}(e_{1,y}) \end{bmatrix}
$$

$$
z_3 = \begin{bmatrix} z_{3,x} \\ z_{3,y} \end{bmatrix} = \begin{bmatrix} k_3 \text{sgn}(e_{1,x}) \\ k_3 \text{sgn}(e_{1,y}) \end{bmatrix}
$$

$k_1, k_2$ and $k_3$ are the gains which are selected according to [44] and [11] as

$$
k_1 = 6L_c^{1/3}, \quad k_2 = 11L_c^{1/2}, \quad k_3 = 6L_c.
$$

where $L_c$ has to be a large constant which will be selected in section V. Note that the observer error values ($e$) are defined as

$$
e_1 = P - \hat{P}_1, \quad e_2 = \hat{P}_2 - \hat{P}_2, \quad e_3 = F(t) - \hat{P}_3.
$$

The error dynamics of the state observer is given as follows, and the stability analysis of the same will be carried out in the next section.

$$
\dot{\Sigma}_e = \begin{cases} 
\dot{e}_1 &= -k_1 |e_{1,x}|^{2/3} \text{sgn}(e_{1,x}) + e_2 \\
\dot{e}_2 &= -k_2 |e_{1,y}|^{1/3} \text{sgn}(e_{1,y}) + e_3 \\
\dot{e}_3 &= -k_3 \text{sgn}(e_{1,y}) + \hat{F}(t)
\end{cases}
$$

### C. CONTROL INPUT ESTIMATION

The essential details of control equations of the Super Twisting Algorithm (STA) with adaptive gains [11], [15], which is used in this paper, are explained here. The output of this control system will be used to find the desired force and moment values. The control input values are obtained by substituting the $\dot{\sigma}$ in the following equation.

$$
u_{\text{STA}} = \begin{bmatrix} u_x \\ u_y \end{bmatrix} = \begin{cases}
0 & \text{if } |\dot{\sigma}_x| > \alpha_m \\
-\epsilon \dot{\sigma}_x & \text{if } |\dot{\sigma}_x| \leq \alpha_m
\end{cases}
$$

$$
\begin{bmatrix} \dot{\sigma}_x \\ \dot{\sigma}_y \end{bmatrix} = \begin{cases}
0 & \text{if } |\dot{\sigma}_y| > \alpha_m \\
\epsilon \dot{\sigma}_y & \text{if } |\dot{\sigma}_y| \leq \alpha_m
\end{cases}
$$

$$
\begin{bmatrix} \beta_x \\ \beta_y \end{bmatrix} = \begin{cases}
\frac{2\epsilon \alpha_x \lambda + 4\epsilon^2}{2\epsilon \alpha_y \lambda + 4\epsilon^2} & \text{if } |\dot{\sigma}_y| > \alpha_m \\
\frac{2\epsilon \alpha_x \lambda + 4\epsilon^2}{2\epsilon \alpha_y \lambda + 4\epsilon^2} & \text{otherwise}
\end{cases}
$$

where $\epsilon$, $\alpha$, $\gamma_1$ and $\omega_1$ are positive constants. For implementation purposes, a small boundary ($\alpha_m$), as shown in Fig. 7,
is applied to the sliding surface, which can be expressed as (86). This facilitates expressing the adaptive gains as suggested in [49]. To achieve the asymptotic convergence of state variables, it is important for the sliding variable \( \dot{\sigma} \) to become zero in finite time with the help of the driving force \( F_{CM} \). Therefore, it must be chosen so that the STA control output \( u_{STA} \) occurs in the equation of the sliding variable’s first derivative [41]. In another way, it is desired to have the derivative of the sliding parameter as \( \dot{\sigma} = u_{STA} \). To get that, taking the time derivative of (72) and by substituting \( \dot{P}_1 \) and \( \dot{P}_2 \) defined in (73) - (75) as shown below.

\[
\dot{\sigma} = (\dot{P}_1 - \dot{P}_{des}) + (\dot{P}_2 - \dot{P}_{des} = (\dot{P}_1 + z_1 - \dot{P}_{des})
+ (\dot{P}_3 + z_2 + \frac{1}{m_{tot}}F_{CM,des} - \dot{P}_{des})
\]  

(86)

If \( F_{CM,des} \) is selected as

\[
F_{CM,des} = m_{tot}(\dot{P}_2 - z_1 + \dot{P}_{des} - \dot{P}_3 - z_2 + \dot{P}_{des} + u_{STA})
\]  

(87)

This will give the required result as

\[
\dot{\sigma} = u_{STA}.
\]  

(88)

Thus, the net control thrust has to be calculated as per (87) for the asymptotic convergence of state variables. Before carrying out the simulation, the entire system’s stability has to be analysed in the next step.

**IV. STABILITY ANALYSIS**

In this section, the stability of the closed-loop system is analysed. The objective is to prove that the tracking error converges to zero asymptotically as long as (87) is satisfied. Firstly, the state error variables will be introduced, followed by the overall closed-loop dynamics and subsystem-wise stability analysis.

**A. STATE ERROR VARIABLES**

Equation (63) can be rewritten as

\[
\ddot{P} = \begin{bmatrix} \ddot{P}_X \\ \ddot{P}_Y \end{bmatrix} = \begin{bmatrix} \frac{1}{m_{tot}}(e^T F_{X} + F_{CM,X}) \\ \frac{1}{m_{tot}}(e^T F_{Y} + F_{CM,Y}) \end{bmatrix}
\]  

(89)

\( e^T F_{X} \) is the vector sum of all fluid forces along the \( X \) direction, and similarly, \( e^T F_{Y} \) is the vector sum of all fluid forces along the \( Y \) direction. Since these forces vary continuously with respect to time, they can be represented as \( f(t) \). Note that the values of \( f(t) \) and \( f'(t) \) are always bounded as they are determined by the physical forces acting on the vehicle, which are always finite values [53], [60]. Thus,

\[
\ddot{P} = \begin{bmatrix} \ddot{P}_X \\ \ddot{P}_Y \end{bmatrix} = \begin{bmatrix} \frac{1}{m_{tot}}(f_X(t) + F_{CM,X}) \\ \frac{1}{m_{tot}}(f_Y(t) + F_{CM,Y}) \end{bmatrix}
\]  

(90)

The position error variable introduced in (71) is restructured as follows.

\[
\begin{align*}
\dot{P}_1 &= \dot{P} - \dot{P}_{des} \\
\dot{P}_2 &= \dot{P} - \dot{P}_{des} - \frac{1}{m_{tot}}(f(t) + F_{CM}) - \dot{P}_{des}
\end{align*}
\]  

(91)

(92)

The external fluid force \( f(t) \) and the desired acceleration vector \( \dot{P}_{des} \) are combined to form the new function \( F(t) \) as follows.

\[
F(t) = \frac{1}{m_{tot}}(f(t) - \dot{P}_{des})
\]  

(93)

Thus, the updated error variables can be written as

\[
\begin{align*}
\dot{P}_1 &= \ddot{P} \\
\dot{P}_2 &= F(t) + \frac{1}{m_{tot}}F_{CM}
\end{align*}
\]  

(94)

(95)

Note that \( F(t) \) and \( \dot{F}(t) \) are bounded as they are made from two bounded variables.

**B. SYSTEM CLOSED-LOOP DYNAMICS**

By using \( \dot{P}_1 = P - e_1 \) and that \( \dot{P}_2 = \dot{P} - e_2 \) as per (80), \( \lambda = 1 \), the sliding variable given in (72) can be written as

\[
\dot{\sigma} = (P - e_1 - P_{des}) + (\dot{P} - e_2 - \dot{P}_{des})
\]  

(96)

By using the relations

\[
\begin{align*}
\dot{P}_1 &= P - P_{des} \\
\dot{P}_2 &= \dot{P}_1 = \dot{P} - \dot{P}_{des}
\end{align*}
\]  

(97)

(98)

Using the above equation along with (82) and (88), the overall system closed loop dynamics can be written as

\[
\begin{align*}
\Sigma_s: \quad \dot{\sigma} &= -\alpha|\dot{\sigma}|^{1/2}sgn(\dot{\sigma}) + \nu \\
\dot{\nu} &= -\beta sgn(\dot{\sigma}) \\
\dot{P}_1 &= \dot{\sigma} - \dot{P}_1 + e_1 + e_2
\end{align*}
\]  

(99)
For ease of analysis, the full system $\Sigma_6$ is further divided into subsystems $\Sigma_{41}$ and $\Sigma_{42}$ as follows.

$$
\Sigma_{41} = \begin{cases}
\dot{\hat{e}} = -a|\hat{e}|^{1/2}\text{sgn}(\hat{e}) + v \\
v = -\beta e \text{sgn}(\hat{e})
\end{cases} \quad (100)
$$

$$
\Sigma_{42} = \dot{\hat{p}}_1 = \hat{\sigma} - \hat{p}_1 + e_1 + e_2 \quad (101)
$$

Both these subsystems, along with the SMO error dynamics ($\Sigma_6$) defined in (81), will be analysed separately as follows.

C. SUBSYSTEM WISE STABILITY ANALYSIS

1) ANALYSIS OF $\Sigma_{41}$

This subsystem has the structure of STA with adaptive gains, and it is not affected by $\Sigma_e$, as clear from (101). A Lyapunov function for systems with this structure is proposed in [41] by applying the STA with adaptive gains given in (84), where $\epsilon, \lambda, \gamma_1$ and $\omega_1$ are arbitrary positive constants, it is proved to be a Lyapunov function for subsystem $\Sigma_{41}$ and that for any initial conditions, it reaches the desired sliding surface in finite time. Thus, as per the literature, the subsystem is Uniform Global Asymptotic Stable (UGAS) as long as (87) is satisfied. This also implies that

$$
|\hat{e}(t)| \leq \beta_1 \quad \forall \ t \geq 0. \quad (102)
$$

Note that $\beta_1$ is the upper bound for the sliding variable value.

2) ANALYSIS OF $\Sigma_e$

This subsystem is the standard error dynamics for the SMO system. In [61], a radially unbounded and positive definite Lyapunov function for a third-order observer is presented. It is demonstrated that it suits as a Lyapunov function for subsystem $\Sigma_e$, whose trajectories converge in finite time to the origin $e = 0$ given that $F(t)$ given in (93) is bounded. Since the condition is valid here, as previously mentioned, the origin is globally finite time stable for all values of $F(t)$. It indicates that the origin is UGAS for $\Sigma_e$ as per propositions 2 and 3 given in [62] about the asymptotic stability of the dynamic systems. It implies that

$$
|e(t)| \leq \beta_2 \quad \forall \ t \geq 0. \quad (103)
$$

Note that the $\beta_2$ is the upper bound for the error values.

3) ANALYSIS OF $\Sigma_{s2}$

Unlike the two previous subsystems, it is not a generic equation that is well-verified to be stable in the literature. To analyse the stability of this subsystem, a Lyapunov function is defined as follows.

$$
V_{s2}(\hat{P}) = \frac{1}{2} (\hat{P}_1)^2 \quad (104)
$$

The stability analysis needs to evaluate the boundedness of $\dot{\hat{P}}_1$ even in the worst-case scenario, such as when $e_1 \neq 0$ and $e_2 \neq 0$ to ensure the global boundedness of the system. It should be noted that the boundedness of $\hat{\sigma}$ and $e(t)$ are given by $\beta_1$ and $\beta_2$ respectively as per (102) and (103). The derivative of the Lyapunov function in (104) is given by

$$
\dot{V}_{s2}(\hat{P}) = \hat{P}_1 \dot{\hat{P}}_1 = \frac{1}{2} \left(-\dot{\hat{P}}_1^2 + (\hat{\sigma} - \hat{P}_1 + e_1 + e_2)\dot{\hat{P}}_1\right)
$$

\[
\leq \frac{1}{2} |\hat{P}_1|^2 - \hat{\sigma} \dot{\hat{P}}_1 + (\beta_1 + 2\beta_2)|\hat{P}_1| \leq - (1 - \theta)|\hat{P}_1|^2 \quad \forall \ |\hat{P}_1| \geq \frac{\beta_1 + 2\beta_2}{\theta}. \quad (105)
\]

Where $\theta$ is always a positive number with $0 < \theta < 1$, meaning the function $(1 - \theta)|\hat{P}_1|^2$ is always positive definite. Then the solutions are Uniformly Globally Bounded (UGB) because the conditions for Lyapunov stability theorem 4.18 given in [63] are satisfied (see Appendix: Theorem 1). Thus combining $\Sigma_{41}, \Sigma_{42}$ and $\Sigma_e$, the entire system is proved to be UGAS as the conditions of Lemma 2.1 given in [64] are satisfied (see Appendix: Theorem 2). Since the stability analysis is completed, the simulation methodology is explained next.

V. SIMULATION METHODOLOGY

The mathematical model of the vehicle, along with the force allocation matrix and the controller designed in the previous section, are implemented for the simulation in MATLAB [65]. The proposed vehicle has $N = 11$ hulls, each measuring $2L = 0.27$ m in length and $m_t = 2.1$ kg in mass. The hull section with major and minor diameters of $a = b = 0.05$ m was evaluated for the hydrodynamic-related parameters $C_f, C_n, \lambda_1, \lambda_2$ and $\lambda_3$. The equations derived in (52) are used to compute the updated fluid coefficients using $C_f0 = 0.03, C_{n0} = 1$, and the assumption that the density of the water to be $\rho = 1000 \text{ kg/m}^3$ is used as well. The initial point of the C.M is selected as $P_{C,M,0} = [0, 0]$ m. The control parameters are selected as $\epsilon = 1, \gamma_1 = 1, \lambda = 1, \omega_1 = 8$ and $\alpha_{mi} = 0.05$ from literature [11]. The observer gain parameter $L_e$ selected must be suitably large, as explained in section III-B. For the simulations, it is manually tuned to provide good performance as $L_e = 50$. Compared to the tuning process of other conventional controllers (say PD), the choice of control parameters is not crucial because the STA has an adaptive gain. Although it will always drive the system to the desired value, the speed at which it does so might be affected by the gain value selected. It is decided to set the sliding parameter ($\lambda$) value to 1, and a fixed-step solution with a fixed step size of $10^{-5}$ was employed for the simulations. The applied thruster configurations are A, B and C, as described in Table 2. It features four sway thrusters capable of exerting forces normal to the hulls and the surge thrusters attached to hull number $N$, which exerts a force along the hull’s x-axis. Note that thrusters are numbered from the rear, meaning thruster 5 is the axial thruster on the 11th

| Configuration | Surge thruster | Heave thruster | Sway thrusters |
|---------------|---------------|---------------|----------------|
| A             | 11            | 6             | 2 4 8 10       |
| B             | 11            | 6             | 3 5 7 9       |
| C             | 11            | 6             | 2 5 7 10       |
hull. Also, thrusters 2 and 3 are considered as inner thrusters, and the remaining are considered as outer thrusters. As the proposed operation is purely in the $XY$ plane, heave thrusters on the middle hull are not operated but are considered for the control system. The operation modes of the vehicle are explained next.

A. OPERATION MODES OF THE VEHICLE

Split-hull underwater vehicles can operate in different modes due to their flexible configuration. The proposed vehicle is mainly designed for two operation modes: Torpedo and Inspection. The vehicle has to track a desired trajectory in both cases, and Fig. 8 shows the desired trajectory used for the tracking problem. Torpedo mode is where all hulls are aligned with zero joint angles, making the vehicle look like a single-hull torpedo AUV. This mode is suitable for long-distance travel where minimal fluid resistance and completion time are crucial such as water body mapping. The snapshots of the torpedo mode operation are shown in Fig. 9, where the vehicle is tracing the desired trajectory. Maneuverability is limited and unsuitable for underwater intervention tasks because it does not use joint control for flexible multi-body movements. For that, inspection mode is used, during which the vehicle uses the potential of its flexible body where the hulls have different orientations to conduct the desired inspection. To do that, the joint angles are constantly adjusted to meet the operation requirement. In this paper, a typical case of the inspection mode is considered where the head of the vehicle is aligned in a different direction while the overall C.M of the vehicle has to track the desired trajectory, and Fig. 11 illustrates the same. The desired heading is changed every 10 seconds for the simulation, as explained in Fig. 11. The operation with this kind of orientation of the hulls will create massive disturbances to the C.M of the vehicle that needs to be compensated by the thrust forces, making the thrust force requirement in inspection mode significantly higher than the torpedo mode. Thus, the control system has two tasks: The first is to control the heading to the desired value; the second is to ensure that the vehicle C.M traces the desired trajectory by adjusting the thruster forces and joint angles. The basic concepts of heading control are explained next.

B. DESIRED HEADING OF THE VEHICLE

In general, the heading is determined by the vehicle’s orientation during the operation. When it comes to split-hull underwater vehicles, it is taken as the average orientation of individual hulls, as seen in the literature [8], [48]. Still, its definition can depend on the objectives of the vehicle considered. The main objective of most existing split-hull underwater vehicles is to trace the desired trajectory. As part of that, it needs to be made sure that the average orientation is along the desired heading and the C.M is following the desired trajectory. This paper also validates this when the vehicle is operating in torpedo mode. However, as the vehicle is also designed for inspection operation, situations, where the leading hull is facing a different orientation inspecting while the C.M is tracing the desired trajectory can arise. So, the heading is defined as the orientation of the leading hull ($N^h$) in this paper. This means the control system has to handle the trajectory tracking problem while maintaining the desired heading of the leading hull. The conventional Line Of Sight (LOS) based algorithm is used for the torpedo mode heading control, which periodically updates the desired heading data to the control system. LOS is a very popular heading control algorithm used for marine vehicles. It is defined as given in (106), and the corresponding graphical illustration is given in Fig. 10. The parameter $\Delta$ is the Look-Ahead distance that decides the convergence rate to the desired path. This paper takes it as 2 m, which is a value less than the vehicle length of 3 m.

$$\theta_{des} = -\arctan\left(\frac{\Delta y}{\Delta}\right), \ \Delta > 0 \ (106)$$
Regarding the inspection mode, the leading hull follows the desired heading while the remaining hulls follow the wave-like joint angle pattern proposed in [8] as follows.

\[
\phi_{ij,\text{des}} = A \sin(\omega t + (i-1)\delta) + \phi_0, \quad j = i+1, \ i \in [1, ..., N-2] \tag{107}
\]

\[
\phi_0 = \theta_N - \theta_{\text{des}} \tag{108}
\]

\(A\) represents the amplitude of the joint angle, \(\omega\) is the angular frequency of the sinusoidal joint motion, which is zero in this case, \(\delta\) defines the phase shift between the individual joints, and \(\phi_0\) is the joint offset used to control the overall heading of the vehicle. Joint angles in (107) ensure that the hulls align in a sinusoidal pattern such that the C.M tracks the desired trajectory and the leading hull maintains the desired trajectory. Note that the -ve term for the \(\theta_{\text{des}}\) in (108) is because the heading reference is given to the leading \(N^{th}\) hull.

The wave pattern is selected as \(A = 30^\circ, \ \omega = 70^\circ, \ \delta = 40^\circ\) here.

### C. DYNAMIC THRUST DISTRIBUTION

Unlike previous studies [11], [49], where a fixed and equal weight was given to all thrusters to minimise power consumption, a dynamic weight allocation is proposed and implemented in this paper. The basic idea is that thrusters that are far from the C.M have higher moment effects than the ones closer. This means that the outer thrusters are far more effective in controlling the vehicle orientation than the inner ones. To do that, a set of possible weight values are considered as given in Table 3 where a new matrix is introduced called moment vector, which is defined as

\[
l_t = \text{abs}(e^T(S_0 KB^T X - C_0 KB^T Y)) \in \mathbb{R}^{1 \times r} \tag{109}
\]

It has \(r\) elements, which correspond to the number of thrusters. It is derived from (54) and, geometrically, it is the magnitude of the moment vector of the thruster on the vehicle C.M which is equal to the effective perpendicular distance between the thrust vector and the C.M of vehicle. \(B_X\) and \(B_Y\) contribute to the instantaneous orientation of the thruster as given in (54) whereas the terms \(S_0 K\) and \(C_0 K\) handles the overall vehicle orientation. To normalise the values, \(l_t\) is divided by \(10L\) for the modes from 14 to 21, which is the maximum possible moment vector length of the outermost
thrusters (1 and 5). Note that the denominator of mode 14, \((l_{cl} + 10^{-6})/10L\) is limited to a maximum value of 1, whereas that of mode 15, \((1 + l_{cl}/10L)\) ranges from 1 to 2. Corresponding exponential values are taken for modes 16 and 17, where the denominator values range from 1 to 2.718 for the former and from 2.718 to 7.38 for the latter. The importance of determining the denominator values is explained in section VI-B. For the modes from 18 to 21, unit weight was given to the thruster five as it is an axial one, while all other weights are kept the same as 14 to 17. Now, the simulations are carried out with these weight modes, as explained below.

**VI. RESULTS**

**A. SYSTEM WITH REGULAR UNIT THRUST DISTRIBUTION**

Before going into the proposed adaptive thrust distribution, the regular unit thrust weight distribution (mode 1) is applied to both torpedo and inspection modes for configuration C to check the effectiveness of the control system and the state observer.

1) **UNIT THRUST WEIGHT DISTRIBUTION ON TORPEDO MODE**

The simulation is carried out first using equal weight distribution for the torpedo operation, and the results are shown in Fig. 12. The parameters are selected in section V, and weights are selected as per mode 1 given in Table 3 to give equal unit weights for the thrusters. During the torpedo mode operation of the vehicle, as shown in Fig. 9 (a) - (d), the desired joint angles are set to zero, and the heading of the leading hull is controlled as per (108). The same figure also shows the location of vehicle C.M, which is the point of interest for the trajectory tracking problem. Variations in the \(X\) and \(Y\) coordinates of the C.M are shown in 12 (a) and (b), and the corresponding variation in the position error values are shown in Fig. 12 (c). The maximum errors in \(X\) and \(Y\) directions are limited to 0.0148 m and 0.0072 m, respectively, occurring in the initial time until \(t = 4\) s and error values are almost zero in the remaining period. The variation in the thrust values is shown in Fig. 12 (d), where both \(X\) and \(Y\) components of the net thrust are given. Note that this is the net desired thrust that has to be provided by the combined action of all thrusters, not by a single thruster. The maximum desired thrust is capped at 150 N from a safety point of view, though the estimated values are always below 120 N throughout the operation. Also, the individual thrust values are capped at 48 N to account for the thruster limitation. However, the desired individual thrust values are always below 35 N when calculated as per (70).

In addition to the control system, the performance of the SMO is evaluated. To do that, the observer error values \(e_1\) and \(e_2\) are evaluated and shown in Fig. 12 (e) and (f), respectively. It is
seen that the maximum error values are in the $10^{-7}$ m range for the position estimate ($\hat{P}_1$) and in the $10^{-4}$ m/s range for the velocity estimator ($\hat{P}_2$). It is important to note that these error values are negligible compared to the dimensions of the vehicle and trajectory used.

2) UNIT THRUST WEIGHT DISTRIBUTION ON INSPECTION MODE

Similar to the torpedo mode, the simulation is carried out using equal weight distribution for the inspection mode, and the results are shown in Fig. 13. The parameters are selected in section V, and weights are selected as per mode 1 given in Table 3 to give equal unit weights for the thrusters. During the inspection operation of the vehicle, as shown in Fig. 11 (a) - (d), the heading of the leading hull is changed every 10 s and the overall orientation of the vehicle changes in a sinusoidal wave pattern. The same figure also shows the location of vehicle C.M, which is the point of interest for the trajectory tracking problem. Note from the figure that the orientations of the different hulls are adjusted as per (107) to ensure that vehicle C.M is tracking the desired trajectory. Variations in the locations of the C.M are shown in Fig. 11 (a) and (b), and the corresponding variation in the position error values are shown in Fig. 13 (c). The maximum errors in X and Y directions are limited to 0.019 m and 0.01 m, respectively, and it happens in the initial time until $t = 3$ s.

In the remaining period, error values are negligible except for the minor spikes occurring at $t = 10$ s, 20 s and 30 s due to the sudden change in the desired heading of the vehicle. The variation in the thrust values is shown in Fig. 13 (d), where both X and Y components of the net thrust are given. Similar to the position error case, there are spikes at the $t = 10$ s, 20 s and 30 s, and the values are always below 150 N during the operation. Note that this desired thrust has to be provided by the combined action of all thrusters. It is where the optimised thrust distribution concept is implemented, and more about that will be explained in the next section. In addition to the control system, the performance of the SMO is also evaluated. To do that, the observer error values $e_1$ and $e_2$ are evaluated and shown in Fig. 13 (e) and (f), respectively. It is seen that the maximum error values are in the $10^{-7}$ m range for the position estimate ($\hat{P}_1$) and in the $10^{-4}$ m/s range for the velocity estimator ($\hat{P}_2$). Though these error values are slightly higher than that for the torpedo mode, they exist only at the spikes during the change in vehicle orientation; otherwise, they settle to zero. This excellent performance from the observer is expected as SMO is proved to be highly accurate for similar dynamic non-linear systems as per the previous studies [44], [46], [49].

B. SYSTEM WITH ADAPTIVE THRUST DISTRIBUTION

As a continuation of the unit thrust weight distribution work, different thrust weight values are applied to the system during torpedo and inspection modes as given in Table 3. The new weights include 2, 3, 4 and 5, and their corresponding inverses replace the previous unit values. They are given to the outer thrusters (1, 4 and 5) while keeping the unit weights to the inner ones (2 and 3). There are 21 weight distribution modes, and the modes from 1 to 7 give higher weights to the outer thrusters. The lower weights are applied to the same thrusters by selecting the corresponding inverse values as given in modes 7 - 13. Note that the weights are kept constant throughout the simulation until mode 13. Modes 2 and 11 are used to check the effect of weight mode on the thruster usage. The weights (W) of 2 and 1/2, respectively, are given to thruster 1, with unit weights on the remaining thrusters. Simulations are carried out with these weight modes for both inspection and torpedo modes, and the results are shown in Fig. 14. It is clear that the higher the weight given to a thruster, the lower the thrust usage and vice versa. This is understandable from (60), where thrust values are directly related to the inverse of weight ($W^{-1}$) applied. Though there is a multiplier of W in the same equation, multiplication with $T_c$ reduces its net effect, as visible from the results. Based on these findings, the remaining weight modes in Table 3 are applied to the system, and the simulations for both torpedo and inspection modes are carried out as follows.

1) ADAPTIVE THRUST DISTRIBUTION ON TORPEDO MODE

Similar to the unit thrust weight distribution case, various weight modes are applied to the torpedo operation for the thruster configurations A, B and C. The results are shown in Fig. 15. The mean value of the overall thrust usage is calculated for each mode and is given in Fig. 15 (a). It is observed that all configurations have an almost similar trend, with mode 15 having the lowest and mode 7 having the highest values. Also, configuration C has the lowest mean thrust usage at 4.08 N, whereas B has the highest one at 4.2 N. Same trend is observed with the peak mean thrust usage, where C is at 4.42 N and B is at 4.53 N. It shows the advantage of having individual thrusters located farther in C than B, where the thrusters are closely located. Another interesting observation is that the higher the weight given to the outer thrusters, the higher the overall average thrust usage, which is visible from the rise in the graph from modes 1 to 7. Similarly, when a lower thrust weight is given to the outer thrusters, as with modes from 8 to 20, the overall mean thrust usage gets reduced. For a given operation, higher weights given to the outer thrusters result in lower usage of the same thrusters and higher usage of the inner thrusters. This results in higher overall thrust usage as the latter thrusters have a lower moment effect on the vehicle C.M than the former ones. Due to this reason, modes after 7 use the outer thrusters more and hence have lower overall average thrust usage. It is also observed that the mean thrust usage is the lowest for mode 15, where the denominator value varies from 1 to 2. The figure also shows that the second lowest value corresponds to mode 16, where the denominator ranges between 1 and 2.718, which overlaps partly with mode 15. In addition to the mean thrust values, the variation in the thruster usage is also calculated and shown with the help of the thrust variance graph shown in Fig. 15 (b). The variance increases from an average value of
134 at mode 1 to 190 at mode 7 and then goes down to a steady lower value comparable to mode 1. This shows that higher weight given to the outer thrusters causes increased variation in the overall thrust values. Thus, choosing a lower weight for the outer thrusters favours both mean thrust usage and thrust variation. When modes from 18 to 21 are considered where a unit weight is given to thruster 5 (surge thruster), the mean thrust usage is better than the regular mode 1; however, it performs inferior compared to the corresponding 14 to 17 modes.

2) ADAPTIVE THRUST DISTRIBUTION ON INSPECTION MODE

Similar to the previous case with torpedo mode, different weight modes are applied to the inspection operation for the thruster configurations A, B and C. The results are shown in Fig. 16. The mean value of the thruster usage is calculated for each mode and are given in Fig. 16 (a), and it is observed that similar to the case on torpedo mode, all configuration have similar trend with mode 7 having the highest thrust usage and mode 15 having the lowest one. The rise in the graph from modes 1 to 7 indicates that the overall average thrust usage increases when more weight is given to the outer thrusters. Similarly, when lower thrust weight is given to the outer thrusters, the overall mean thrust usage gets reduced. Due to the better moment effect of outer thrusters mentioned in the torpedo mode operation, modes after 7 use the outer thrusters more and hence have lower overall thrust usage. However, as expected, the average thruster usage is higher than the torpedo mode. Again, for mode 15, configuration C has the
lowest mean thrust usage at 5.23 N and B has the highest one at 5.32 N showing the advantage of having individual thrusters located farther to have a better moment effect. When mode 7, the worst mode considered, B peaks at 5.81 N and
C at 5.69 N. Interestingly, the difference between individual configurations is lesser with the inspection mode compared to the torpedo one. Here also, it is observed that the mean thrust usage is minimal for mode 15, where the denominator value changes from 1 to 2. Similar to the torpedo mode, the second lowest value corresponds to mode 16, where the denominator ranges between 1 and 2.718, which overlaps partly with mode 15. Similar to the torpedo mode, the variation in the thruster usage is calculated with the help of the thrust variance graph shown in Fig. 16 (b). The variance increases until mode 7 and decreases to a steady lower value similar to mode 1. This shows that higher weight given to the outer thrusters causes increased variation in the overall thrust values. In addition, modes from 18 to 21 perform poorly compared to the corresponding modes between 14 and 17, as in the previous case.

VII. CONCLUSION

The dynamics of the 2-dimensional motion of serial split-hull underwater vehicles with general elliptical cross-section hulls are modelled, followed by the design and implementation of an energy-efficient adaptive thrust distribution on the already robust STA-based control system. To obtain general findings and simulate the real-world requirements, different configurations of the proposed split-hull vehicle and operation modes are used. This includes considering three vehicle configurations: A, B and C and torpedo and inspection mode of operations. As part of the state estimation and update, a sliding mode-based SMO is used, which has proved to be one of the best for such a purpose. Stability analyses of the different subsystems are also carried out to ensure the reliability of the overall system, and their findings are used for estimating the parameters for the control and observer systems. It is observed that the vehicle traces the desired trajectory with minimal error due to the robust adaptive STA control, and error values in the observer system are also negligible, indicating its effectiveness.

The adaptive thrust distribution algorithm, which is the main goal of this paper, is evaluated in detail in section V. Instead of choosing a fixed weight for the individual thrusters, as done in the literature, adaptive thruster weight values are used here, which turn out to be reducing the overall average thrust usage and the power consumption during the operation. To do that, the effect of weight on the thruster usage is analysed first by comparing reciprocal weights ($W = 2$ and $1/2$) on the unit weight ($W = 1$), and it is understood that the higher the weight given to a thruster, the lower will be overall thrust usage and vice versa. This concept is added to the fact that outer thrusters have a higher moment effect on the vehicle C.M, and the adaptive thrust distribution algorithm is implemented. Various feasible thrust distribution modes are used, as shown in Table 3, and with the help of simulations, it is observed that the lower the weight given to outer thrusters, the lower the overall average thrust usage. Furthermore, weight
values between 1 and 1/2 which corresponds to a range in denominator between 1 and 2, give the best results in terms of the mean thrust usage. Comparing the vehicle configuration revealed the advantage of having individual thrusters located farther to have a better moment effect, reducing the overall power consumption. Thus, it is decided to go with configuration C and the mode 15 weight distribution algorithm for the proposed split-hull underwater vehicle.

It is also important to note that the proposed algorithm is applicable to various split-hull underwater vehicles, not limited to the elliptical ones, as the concept is based on the difference in moment vector values for the individual thrusters. As long as the vehicle is over-actuated with multiple serial thrusters and the corresponding dynamic modelling can be generated, this algorithm can be implemented in its control system. Although the trend in reducing the mean thrust usage by giving lower weights to the outer thrusters applies to any split-hull vehicle, the optimal weight mode may depend on the specific hull shape used. To estimate that, a detailed analysis of this algorithm with different hull shapes can be conducted, which leads to extended research work, as mentioned in the future works section. However, as most split-hull underwater vehicles have elliptical/cylindrical hulls [4], [12], the proposed algorithm applies to most such vehicles and this paper is concluded with the same case. More details about the future works are discussed below.

VIII. FUTURE WORKS

The focus of this paper was on improving the average thrust usage by placing more emphasis on the thrust force requirement than on the joint torque. It assumed that the power consumption of the joint sections is uniform between different vehicle configurations and that the joint torque requirement is always within the limit of the servo used. Though it is negligible in practice, extended research can be conducted to find the optimum configuration of the vehicle considering these factors. Also, fixed numbers of hulls and thrusters were considered here, which could be extended by considering various other possible numbers. The entire work focuses on the vehicle’s 2D movements, and though it is sufficient for most water body mapping and bathymetry cases, extended work with the 3D scenario is also possible. As a final point, though it is clear from the results that this algorithm can work with different hull shapes as long as the vehicle is over-actuated and the corresponding dynamic modelling can be generated, an extended study can be conducted with different hull shapes to verify it.

APPENDIX

Definition 1: A continuous function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{K}$ if it is strictly increasing and $\alpha(0) = 0$. It is said to be of class $\mathcal{K}_\infty$ if moreover $\alpha(s) \to \infty$ as $s \to \infty$.

Definition 2: A continuous function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is said to belong to class $\mathcal{KL}$ if, for each fixed $s$, $\beta(\cdot, s)$ is of class $\mathcal{K}$ and for each fixed $r$, $\beta(r, \cdot)$ is strictly decreasing and $\beta(r, s) \to 0$ as $s \to \infty$.

Theorem 1: Boundedness theorem by Khalil (Theorem 4.18 in [63]).

Let $D \subset \mathbb{R}^n$ be a domain that contains the origin and $V : [0, \infty) \times D \to \mathbb{R}$ be a continuously differentiable function such that

$$\frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(t, x) \leq -W(x), \quad \forall |x| \geq \mu > 0$$

$$\forall t > 0 \text{ and } x \in D,$$

where $\alpha_1$ and $\alpha_2$ are class $\mathcal{K}$ functions and $W(x)$ is a continuous positive definite function. Take $r > 0$ such that $B_r \subset D$ and suppose that

$$\mu < \alpha_2^{-\frac{1}{1}}(\alpha_1(r)) \tag{112}$$

Then there exists a class $\mathcal{KL}$ function $\beta$ and for every initial state $x(t_0)$ satisfying $|x(t_0)| \leq \alpha_2^{-\frac{1}{1}}(r)$, there is $T \geq 0$ such that the solution of $\dot{x} = f(t, x)$ satisfies

$|x(t)| \leq \beta(|x(t_0)|, t - t_0)$, $\forall \ t \geq t_0 + T$ \tag{113}$

$|x(t)| \leq \alpha_1^{-\frac{1}{1}}(\alpha_2(\mu))$, $\forall \ t_0 \leq t \leq t_0 + T$ \tag{114}

Note that (113) and (114) show the boundedness of the system.

Theorem 2: Uniformly Globally Asymptotically Stable (UGAS) if and only if the systems $\dot{x}_1 = f_1(t, x_1)$ and $\dot{x}_2 = f_2(t, x_2)$ are UGAS and the functions given in (115) and (116) are Uniformly Globally Bounded (UGB).
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