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Abstract

With the global outbreak of COVID-19, wearing face masks has been actively introduced as an effective public measure to reduce the risk of virus infection. This measure leads to the failure of face recognition in many cases. Therefore, it is very necessary to improve the recognition performance of masked face recognition (MFR). Inspired by the successful application of self-attention in computer vision, we propose a Convolutional Visual Self-Attention Network (CVSAN), which uses self-attention to augment the convolution operator. Specifically, this is achieved by connecting a convolutional feature map, which enforces local features, to a self-attention feature map that is capable of modeling long-range dependencies. Since there is currently no publicly available large-scale masked face data, we generate a Masked VGGFace2 dataset based on the face detection algorithm to train the CVSAN model. Experiments show that the CVSAN algorithm significantly improves the performance of MFR compared to other algorithms.

© 2022 Published by Elsevier B.V.

1. Introduction

In recent years, with the rapid development of deep learning, face recognition models based on deep learning have been proved to have excellent accuracy [1–5] and widely used in the industrial fields [6], such as security, surveillance and mobile applications. The great success in face recognition can be attributed to three aspects: 1) From the first widely used training set CASIA Webface [7] to MS-Celeb-1M [8] and VGGFace2 [9], a large number of face datasets are proposed. These datasets are conducive to training deep models. 2) Classical network structures, such as AlexNet [10], VGGNet [11], GoogleNet [12], ResNet [13], are widely used as the backbone network of the face recognition model. These network structures shape the most advanced deep face recognition. 3) Various loss functions, such as loss based on euclidean distance [4] or angular/cosine margin [1–3], softmax loss and its variations [5], are used as monitoring signals during model training. These loss functions can guide the network to learn more distinguishable features with inter-class discrepancy and intra-class compactness.

Although deep face recognition algorithms have made great progress, low-quality face images [14] are still a challenging problem. These low-quality face images are usually caused by different face angles, lighting conditions, partial occlusion, low resolution, and noise. Researchers can eliminate most of these negative factors by preprocessing the face images and choosing the appropriate placement angle for the hardware [15]. However, partial occlusion caused by clothes and accessories is unavoidable [16]. With the global outbreak COVID-19, this has become a major challenge in the field of face recognition.

As a public measure to avoid being infected and reduce the spread of diseases, wearing masks reduces the recognition accuracy of face recognition systems deployed in public places. The reason for the decline of model performance is that previous face recognition models are designed to focus on overall facial information without considering the loss of face information in the case of occlusion. In fact, the National Institute of Standards and Technology (NIST) recently presents a study [17] where 89 major commercial facial recognition algorithms are examined. The results show that when matching masked and unmasked face photos, the error rates of these algorithms are between 5% and 50%. To make the face recognition method more universal, the task of this paper is to make the masked face recognition (MFR) model effectively distinguish different identities with masked or unmasked faces.

In face recognition and other recognition tasks, a major factor that affects model performance is training data. Deep face recognition models are usually trained on large-scale training datasets, such as CASIA Webface [7], MS-Celeb-1M [8] and VGGFace2 [9]. These datasets are usually constructed by collecting images from the Internet in a semi-automatic way. However, it is extremely difficult to collect large-scale masked face images with identity information. Moreover, researchers need to carefully select the...
masked faces for each target identity, a time-consuming process. In this work, we use the tools proposed in [18] to generate the masked version of the face recognition data to train the model. Specifically, we generate the Masked VGGFace2 dataset on the basis of the original VGGFace2 dataset. Compared with a model trained with only full face data, a model trained with masked face data achieves better MFR performance. But the performance still has room for further improvement.

Recently, a number of methods [19–21] have been proposed to solve the problem of MFR. These methods only use pure convolution operations. The local nature of the convolution kernel prevents it from capturing the global information in the masked face image, which is usually necessary for better face recognition performance [22]. On the other hand, self-attention [23] has emerged as the latest development in capturing long range interactions and has been applied to computer vision tasks, such as image classification [24], object detection [25–27] and semantic segmentation [28]. The key idea of visual self-attention is to perform a weighted average of the output value of the previous layer. This allows information at different locations in the entire image to interact with each other, that is, long range interactions can be captured. However, self-attention has never been applied to MFR. In this paper, we propose a convolutional visual self-attention network (CVSAN) by using a self-attention [29] structure to augment the convolutional operators. Specifically, we fuse the convolution feature map to the self-attention feature map. The advantages are that it cannot only capture the long range interactive information in the masked face images through the self-attention structure, but also learn the local features through the convolution operations.

The main contributions of our work are summarized as follows:

1. The Transformer structure is introduced for the first time into the masked face recognition. 
2. In the proposed model, the convolutional feature map with access to local feature information is fused to the self-attention feature map capable of modeling long-range dependencies. 
3. Experimental results show that the proposed model offers satisfactory MFR performance and thus demonstrate the feasibility of the Transformer structure in MFR.

The rest of this paper is organized as follows. Section 2 reviews related works. Section 3 details the proposed convolutional visual self-attention network. The experimental results are reported and analyzed in Section 4. Finally, conclusions are given in Section 5.

2. Related work

In this section, we first survey some deep face recognition algorithms based on deep learning. Then, we review the applications of the Transformer in computer vision. Finally, the recent advances of masked face datasets and algorithms are presented.

2.1. Deep face recognition

Deep face recognition algorithms based on convolutional neural networks (CNNs) [30] have achieved satisfactory performance. They can learn discriminative features from face images. These features are embedded in \(n\)-dimensional vector space with small intra-class distances and large inter-class distances.

Deep face recognition models contain two key elements in the training process: 1) Network Architecture. Researchers use classical network structures or new network structures to design face recognition models [31]. These classical network structures, such as AlexNet [10], VGGNet [11], GoogleNet [12], ResNet [13] and SENet [32], are widely used as the backbone networks of the face recognition models. Such as Taigman et al. [5] are the first to use a nine-layer CNN with several locally connected layers for face recognition. In addition to the classical network architectures, there are some novel architectures designed for face recognition to improve the performance of the model [31,33,34]. 2) Loss Function. Researchers propose new loss functions or modify the existing ones to force convolutional networks to learn separable features to distinguish different people. Early deep face recognition algorithms [35,5] use cross-entropy loss for feature learning. Schroff et al. [4] use triplet loss to directly optimize the embedded features, which further improves the performance of the model. Most of the recent researches [2,3,1] are based on the loss of angle/cosine margin, in which a penalty term of angular margin is introduced to enhance the discriminative ability of features. These loss functions are usually used as the supervision signals and encourage the separability of features.

Although deep face recognition has achieved encouraging results, these methods are often used to learn discriminative features from full face images. When there are masked faces in the data, the results are not satisfactory. Our method focuses on the task of MFR.

2.2. Vision transformer

The Transformer [23] is a widely used architecture in Natural Language Processing (NLP), which is based on the self-attention architecture. Self-attention uses content-based addressing mechanism to implement pairwise entity interaction, thereby learning a rich hierarchy of associated features across long sequences [36]. Due to the great success of the Transformer in NLP, researchers begin to try to solve computer vision learning tasks relying on the Transformer model [24–28].

The Visual Transformer (ViT) [29] is an early application of the Transformer in computer vision tasks and achieves almost the same performance as CNNs in terms of image classification accuracy. In ViT, each input image is segmented into a series of patches, and each patch is converted into a sequence of tokens. These tokens are processed by the Transformer block. Recently, a series of Vision Transformers have been proposed. Compared with the ViT model, which uses patch-level feature, The Transformer in Transformer (TNT) [37] projects pixel-level features into patch embedding space through linear transformation layers and then adds this pixel-level features to patches. The Data-efficient image Transformer (DeiT) [38] relies on a distillation token to ensure that the student can learn from the teacher through attention. Compared with the ViT, it can get competitive results only by training on ImageNet. The Swin Transformer [39] introduces non-overlapping window partitions and limits self-attention within each local window, while allowing cross-window connections. This hierarchical structure provides the flexibility to model at different scales and has linear computational complexity with respect to the size of the image. The Bottleneck Transformer (BoT) [36] regards the ResNet bottleneck block with self-attention as a Transformer block to process computer vision tasks. It significantly improves the performance of instance segmentation and object detection, as well as reducing the parameters of the model.

For the self-attention structure to be position aware, position coding needs to be added to the input image features. In the original Transformer [23], sine and cosine functions of different frequencies are used for position encoding. However, this position coding is not helpful for image classification and object detection [22] because it does not satisfy the translation equivariant, which is a required property when processing images. Therefore, in this work, we use two-dimensional relative position coding [22], which is an improvement of the relative positional coding [40] that can achieve the translation equivariant while preventing the permutation equivariant.
2.3. Masked face datasets and recognition

Since the global health crisis originated with COVID-19, partial occlusion caused by masking has become a major challenge in the field of face recognition. Recently, some related work on MFR has emerged.

**Masked Face Datasets.** The lack of large-scale masked face datasets is one of the reasons for the poor performance of MFR. Fortunately, some researchers have tried to solve this problem. Geng et al. [41] collect a masked face segmentation and recognition (MFSR) dataset from the Internet and the real world. Each identity in this dataset includes masked faces and full faces. However, this dataset contains only 11,615 images and 1,004 identities, not enough to train complex networks. Other researchers directly utilize the existing face dataset to synthesize masked face images using face key point detection techniques. Montero et al. [21] use a MS1MV2 dataset to generate masked face images. In addition, for the performance evaluation of masked faces, Deng et al. [42] organize the Masked Face Recognition challenge, and the authors collect a test set of masked faces for evaluating deep face recognition methods. Anwar and Raychowdhury [18] also provide a public real mask face dataset MFR2 for model evaluation.

**Masked Face Recognition.** To improve the performance of MFR, some MFR algorithms have been proposed. Haririi [19] directly extracts features from the upper part of the face for training and evaluation. By using only the upper part of the face, the influence of the mask on face recognition can be ignored. However, when dealing with unmasked face images, the available information on the lower half of the faces will be lost. Therefore, this method is not suitable for face recognition scenarios where there are both masked and unmasked faces. Li et al. [20] train a Generative Adversarial Network (GAN) that can restore masked faces to full faces. Then, these recovered face images are identified by using a face recognition model. However, this model requires real-world face data for training and increases the time consumption in the prediction phase.

In this work, we propose a convolutional visual self-attention algorithm by fusing convolution and self-attention operators. Besides, we use the face key point detection technology to generate a masked version of face recognition datasets for training and evaluation. In the prediction stage, our model can improve the face recognition performance in scenarios with both masked and unmasked faces, without the need of extra prediction time.

3. Masked face recognition with convolutional visual self-attention network

In processing masked face images, convolution is used to extract local features, leading to an inability to learn global information. Self-attention recently showed the ability to capture long-range interactive information in images. Therefore, we use self-attention as a supplement to convolution in visual tasks. We first describe the details of self-attention in CVSAN, and then introduce the implementation of our proposed CVSAN structure, including the overall design, pure convolution stage, Conv-MHSA stage and loss function.

3.1. Multi-head self-attention over image

Given an input feature map with shape of \((W, H, C)\), where \(H, W\) and \(C\) represent the height, width and number of channels of a feature map, respectively. We first use pointwise convolution to process the input to get the queries \(Q \in \mathbb{R}^{WH \times d_q}\), keys \(K \in \mathbb{R}^{WH \times d_k}\) and values \(V \in \mathbb{R}^{WH \times d_v}\) required by the self-attention mechanism. \(d_q, d_k, \) and \(d_v\) respectively refer to the dimensions of queries, keys and values in self-attention and \(d_v = d_k\). Then, \(QK^T\) calculates the attention scores \(S \in \mathbb{R}^{WH \times WH}\) between vectors at different positions in the feature maps. These scores determine the degree of attention we give other vectors when encoding the vector at the current position. The scores \(S\) need to be normalized to enhance gradient stability for improved training. Then, we translate the scores into probabilities with the softmax function. The specific formula is:

\[
S = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)
\]

where the softmax function is applied over each row of the input matrix. Finally, the output of attention layer is the weighted sum of a set of value vectors (packed into \(V \in \mathbb{R}^{WH \times d_v}\)). The output matrix can be calculated by

\[
A(Q, K, V) = SV.
\]

Since there is no clear information on positions, the self-attention is permutation equivariant. Therefore, it is necessary to use position coding to clarify the position information. We use the standard learnable two-dimensional relative position coding, because recent studies have shown that relative distance sensing position coding [40] is more suitable for visual tasks [22, 43, 44]. Suppose that \(i = (i_x, i_y)\) and \(j = (j_x, j_y)\) are the positions of two points in the feature map considered. The relative position information of \(i\) and \(j\) is computed by

\[
p_{ij} = r^W_{i_x - j_x} + r^H_{i_y - j_y}
\]

where \(r^W_{i_x - j_x}\) and \(r^H_{i_y - j_y}\) are learned embeddings for relative width \(j_x - i_x\) and relative height \(j_y - i_y\), respectively. We can rewrite the attention logit as:

\[
t_{ij} = \frac{q_i}{\sqrt{d_k}} (k_j^T + p_{ij}^T),
\]

where \(q_i\) is the query vector for \(i\) and \(k_j\) is the key vector for \(j\). Now, the output of head \(h\) becomes:

\[
A_h(X) = \text{softmax}\left(\frac{QK^T + L}{\sqrt{d_k}}\right)V,
\]

where \(L \in \mathbb{R}^{WH \times WH}\) is the matrices of two-dimensional relative position logits, which satisfies \(L_{ij} = q_i p_{ij}^T\).

The output results of multiple heads are spliced to form the overall output of the attention layer. The specific formula is:

\[
\text{MHSA}(X) = \text{Concat}(A_1, \ldots, A_h)W^\theta,
\]

where \(W^\theta \in \mathbb{R}^{d_h \times c}\) is a learned linear transformation. Finally, \(\text{MHSA}(X)\) is reshaped into a tensor of shape \((W, H, C)\) to match the original spatial size and number of channels.

3.2. Overall design

Many improved convolutional architectures [32, 45, 46] proposed earlier show that convolution operators are limited by their local nature and inability to capture global context in images. However, the global context is usually necessary for better recognition of objects in images. For masked face images, a large number of local facial features are lost due to partial occlusion of the face. Therefore, it is more necessary to supplement face information by learning global context information. To better learn local and global information, we propose a masked face recognition (MFR) algorithm, namely convolutional visual self-attention network (CVSAN). The overall framework of the 2-stage CVSAN is shown in Fig. 2(a).
The first stage, which includes pure convolution operations, is called the Conv Stage. Due to the high computational complexity and time consumption of the self-attention mechanism, we use pure convolution operations to extract facial features in the early stages of the model. A $3 \times 3$ convolution of stride 1 is used to improve the spatial connection of the feature map ($W \times H \times 3$). The remaining part of the convolution stage is divided into three modules, and the operation of each module will cause the feature map to change. The output of the pure convolution stage is a feature map of shape ($W/8 \times H/8 \times 256$).

The second stage is to use the self-attention to augment convolution operation, which is called Conv-MHSA Stage. The Conv-MHSA stage includes the multiple residual convolutional layers and the multi-head self-attention layers. They capture the local feature information of the input feature and the remote interaction information, respectively. The residual convolutional layer is similar to that in the pure convolution stage, which includes the residual connections and layer normalization. The multi-head self-attention layer integrates the self-attention structure into the residual structure. It uses $1 \times 1$ convolution to process the feature map and input the features into the multi-head self-attention. Finally, we can obtain more useful features which include local and global information by feature fusion.

### 3.3. Convolutional stage

In order to augment the spatial connection, we first apply a $3 \times 3$ convolution of stride 1 operation on the input face images. The output features are processed by 3 successively connected modules (each contains multiple residual blocks). Each module reduces the width $W$ and height $H$ of the image feature by half and doubles the number of channels. As shown in Fig. 2(a), each module of the pure convolution stage includes two versions of the residual structure. Fig. 2(b) is the specific implementation process of these two versions. When the input and output are of different dimensions, the residual block is defined as:

$$y = f(x, \{W_i\}) + W.x.$$  

Here $x$ and $y$ are the input and output of the layers considered. The function $f(x, \{W_i\})$ represents the residual mapping to be learned, $W.$ is used to match dimensions (done by $1 \times 1$ convolutions). When the input and output are of the same dimension, the residual block is defined as:

$$y = f(x, \{W_i\}) + x.$$  

Compared with Eq. 7, there is no convolution operation for matching dimensions. It is easy for the deep residual net to obtain accuracy gains from the greatly increased depth while well preventing overfitting of the model.

In the pure convolution stage, the local nature of the convolution kernel prevents it from capturing the global context in the image. Inspired by the application of self-attention mechanism in computational vision, in the next stage, we use the self-attention to augment convolution operation to further process the image features.

### 3.4. Conv-MHSA stage

In order to improve the ability of learning global information from the input, we employ the self-attention layer, which can capture remote interactions and make the overall model focus on global information. Self-attention is introduced in the Conv-MHSA stage as a supplement to convolution. Module 4 of Fig. 2(a) summarizes our proposed Conv-MHSA stage, which can capture long-range dependencies while focusing on local details.

**MHSA in Convolution Block.** As shown in Fig. 2(c), the multi-head self-attention is incorporated into the residual structure. Considering that self-attention performed globally across entities requires $O(n^2d)$ memory and computation, we only use self-attention in the Conv-MHSA stage of the proposed model. Moreover, the feature map in the final stage has higher semantic information, which is beneficial to self-attention. There are three MHSA blocks in the MHSA stage.

In the MHB1_out block, suppose that $M_1 \in R^{W \times H \times C}$ is the input tensor of the layer considered. We first use $1 \times 1$ convolution with stride of 1to produce feature map $M_2 \in R^{W \times H \times C}$. Next, $M_2$ is input into the MHSA shown in Fig. 1. We use pointwise convolution to process $M_2$ to get the queries $Q$, keys $K$ and values $V$ required by the self-attention. Specifically, $Q, K$ and $V$ are calculated as follows:

$$Q = \text{Conv}(M_2, W^Q),$$
$$K = \text{Conv}(M_2, W^K),$$
$$V = \text{Conv}(M_2, W^V),$$

where $W^Q \in R^{1 \times 1 \times d_q}, W^K \in R^{1 \times 1 \times d_k}$ and $W^V \in R^{1 \times 1 \times d_v}$ represent $1 \times 1$ convolution kernels, and Conv means the convolution operation. Since these three convolution kernel matrices are initialized randomly, $M_2$ can be projected into different representation subspaces after training. The $Q, K$ and $V$ are flattened into two-dimensional sequences of shape $(WH, C)$ and then we get feature map $M_3 \in R^{WH \times C}$ according to Eq. 5 and Eq. 6. Finally, we apply an average pooling layer followed by $1 \times 1$ convolution with stride of 2 to produce the feature map $M_4 \in R^{WH/2 \times C}$. In the MHB1_out block, since the size of the feature maps of $M_1$ and $M_4$ are different, a $1 \times 1$ convolution with stride of 2 is needed for the input and output feature maps to have equal size and number of channels when doing the shortcut.

Next, the feature output from MHB1_out are sequentially input into two MHB2_out blocks. The specific process of MHB2_out is shown in the second picture in Fig. 2(c). Its implementation process is similar to that of MHB1_out. The difference is that this part no longer uses the pooling layer, so the feature map does not changed in size.

**Feature Fusion.** In the Conv-MHSA stage, in addition to 3 MHSA blocks, 3 residual blocks are also used to extract local features. The implementation process of each block is introduced in Section 3.3. We connect the convolution and self-attention feature maps to yield the final output feature maps, which can be written as:

**Fig. 1.** Multi-Head Self-Attention (MHSA) structure. We show a head of the MHSA in the figure. $W^Q$, $W^K$ and $W^V$ represent pointwise convolution, and the output features are flattened into two-dimensional sequences, $\oplus$ and $\odot$ represent elementwise sum and matrix multiplication respectively. The attention logits are $QK^T + I$ where $Q, K, I$ represent queries, keys and position logits respectively.
\[
\frac{1}{2} \left( \text{BN} \left( \text{Conv} \left( \text{Fin} \right) \right) + \text{MHSA} \left( \text{Fin} \right) \right)
\]

where \( \text{Fin} \) is the input feature of the Conv-MHSA stage. \( \text{f Conv} \) and \( \text{f MHSA} \) represent multiple residual blocks and MHSA blocks, respectively. \( \text{BN} \) is the batch normalization operation on the tensor after feature fusion. The CVSAN model after feature fusion can capture long range interactive information while focusing on local details.

3.5. Loss

The additional angular margin loss, being effective, easy and efficient [1], is used to optimize the entire model. It is an engaging loss that directly optimizes the geodesic distance margin, which has the exact correspondence to the angular margin, and results a better geometric attribute than the previous margin penalty. Specifically, it utilizes the arc–cosine function to calculate the angle \( \theta_i \) between the current feature and the target weight. After that, an additional angle margin \( m \) is added to the calculated target angle \( \theta_i \) and the target logit is obtained by the cosine function. Then the target logit is re-scaled by a fixed feature norm \( s \). The logits then go through the softmax function and contribute to the cross entropy loss:

\[
\text{Loss} = \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{e^{\cos(\theta_i + m)}}{\sum_{j=1}^{N} e^{\cos \theta_j}} \right),
\]

where \( N \) denotes the number of samples.

4. Experiments

In this section, the proposed CVSAN is evaluated on masked face datasets. First, we introduce the data, which consist of one training dataset and six test datasets. Then the evaluation metrics and experimental settings are introduced. Finally, we evaluate the effectiveness of CVSAN by a series of experiments.

4.1. Dataset

4.1.1. Training data

We select the large-scale face dataset VGGFace2 [9], which contains about 3 million images of 9,131 identities. There are approximately 362 images for each identity, which are different in posture, age, race, and light. There are 8,631 identities in the training part and 500 identities in the verification part. This dataset only contains the unmasked images for each identity. We generate masked face data based on the masked face generation tool [18].

It utilizes an existing face detection algorithm to recognize face tilt and identify six key features of the face. Then, the corresponding mask template is selected based on the inclination of the face and transformed according to the six key features to make it completely consistent with the face. The masked face data and the original data are mixed together to form the Masked VGGFace2 dataset. The statistics of Masked VGGFace2 are shown in Table 1. More specifically, we apply a randomly selected mask (surgical, N95, cloth) to each image. The three types of masks we choose are typi-

1. https://github.com/aqeelanwar/MaskTheFace.
cally used in daily life. Some sample images of training data are shown in Fig. 3(a). Fig. 4(a) shows the distribution of unmasked and different types of masked images in Masked VGGFace2.

4.1.2. Test Data

To evaluate the performance of different algorithms, we generate five masked versions (SM-LFW, Masked LFW, Masked AgeDB, Masked CFP-FF, and Masked CFP-FP) of the commonly used face recognition datasets. In addition, LFW without masked face data is also used to evaluate different algorithms.

Labelled Faces in the Wild (LFW) [47] is the most commonly used benchmark dataset to evaluate the performance of face recognition algorithms. It contains 5,749 identities and 13,233 images. By running the masked face generation program, the original LFW face data is synthesized into a masked face data, named SM-LFW. SM-LFW includes 12,769 face images, each with a mask. To simulate the randomness of whether people wear masks in the real environment, we mix the original face data and the masked face data to form a new dataset called Masked LFW. The total number of Masked LFW images is the sum of images of LFW and SM-LFW. We use the standard protocol mentioned in [47] to evaluate 6,000 image pairs.

AgeDB [48] is the first manually collected in-the-wild age dataset. It includes 568 famous characters (e.g., writers, actors, and scientists) and 16,488 images. Each image has accurate identity, age, and gender attributes. The youngest and oldest are 1 and 101 years old, respectively. The Masked AgeDB is generated in the same way as the Masked LFW. It contains 568 identities and a total of 24,521 images. Generally, the original AgeDB contains four verification schemes, where the compared faces have an age difference of 5, 10, 20 and 30 years, respectively. In our experiments, we select the most challenging scheme (Masked AgeDB30) for evaluation. It contains 6,000 comparisons.

Celebrities in Frontal-Profile in the Wild (CFP) [49] is also a commonly used dataset to evaluate the performance of face recognition algorithms. It contains the face images of 500 celebrities in frontal and profile views. We generate the Masked CFP dataset using the original CFP. It contains 500 identities and a total of 12,557 images. The dataset contains two verification protocols: one comparing only frontal faces (CFP-FF), the other comparing frontal and profile faces (CFP-FP). Each protocol consists of 7000 comparisons. In our experiments, both verification protocols (Masked CFP-FF and Masked CFP-FP) are considered.

In addition, we also consider a real masked face dataset MFR2 [18], which contains 53 identities with a total of 269 images. The

| # Identities | # Images | # Avg(images/identity) | # Test pairs |
|--------------|----------|------------------------|--------------|
| VGGFace2     | 8,631    | 1,016,744              | 350          |
| Masked VGGFace2 | 8,631 | 4,747,011              | 550          |
| LFW          | 5,749    | 13,233                 | 2.3          |
| Masked LFW   | 5,749    | 12,769                 | 2.2          |
| Masked AgeDB30 | 568  | 24,521                 | 43.17        |
| Masked CFP-FF | 500   | 12,557                 | 2.511        |
| Masked CFP-FP | 500   | 12,557                 | 2.511        |
| MFR2         | 53       | 269                    | 5            |

Fig. 3. Some examples in the training set and test sets. (a) Masked VGGFace2 dataset, which contains the original faces and the generated masked faces, (b) Test datasets, from top to bottom are Masked LFW, Masked AgeDB30, Masked CFP, Masked CFP-FP and MFR2.

Fig. 4. The proportions of different types of face images in the five datasets.
protocol used in [18] contains 848 comparisons. The number of comparisons used in our experiments is five times larger than that in [18]. Specifically, 2120 positive pairs and 2120 negative pairs are randomly selected in our experiments to better match the real-world scenarios.

Some sample images of test data are shown in Fig. 3(b). Important statistics of these datasets are summarized in Table 1. In addition, we show the proportions of unmasked and different types of masked images in test datasets in Fig. 4(b–e).

4.2. Performance metrics and experimental settings

4.2.1. Performance metrics

To analyze the performance of the trained model more accurately, Max Accuracy, Accuracy @ FAR = 0.1% and TPR @ FAR = 0.1% are employed as the evaluation metrics. Next, we describe the calculation process of them in detail. TP, TN, FP and FN are true positive, true negative, false positive, and false negative, respectively.

**Max Accuracy (%)**: The maximum accuracy in identifying image pairs as the same identity or different identities.

\[ \text{Max Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}. \]  

**Accuracy @ FAR = 0.1% (%)**: The accuracy in identifying image pairs as the same identity or different identities at the selected threshold for which the false acceptance rate (FAR) is 0.1%.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \quad \text{s.t.} \quad \frac{FP}{TP+FP} = 0.1%. \]  

**TPR @ FAR = 0.1% (%)**: The ratio of the true positive samples detected by the network to the input image pairs to all the true positive samples at the selected threshold for which the false acceptance rate (FAR) is 0.1%.

\[ \text{TPR} = \frac{TP}{TP+FN}, \quad \text{s.t.} \quad \frac{FP}{TP+FP} = 0.1%. \]  

4.2.2. Experimental settings

For preprocessing, the input face images are cropped and adjusted to 160 × 160. Each pixel ([0, 255]) in the RGB images is normalized by subtracting 127.5 and divided by 128. We use the SGD optimizer with a momentum of 0.9 and weight decay of 5e-4. The learning rate starts from 0.01 and is divided by 10 at 132 k, 264 k steps. We set the training batch size to 36, and complete the training process after 600 K iterations. The dimensional-ity of the masked face features of the models is set to 512. We set the angular margin to 0.5. The CVSAN is implemented using the Pytorch framework and trained on one GPU of NVIDIA GeForce GTX2080.

We compare our method with some baseline face recognition methods. **FaceNet** [4] learns the maps from the face images to the compact euclidean space directly, where the distance directly corresponds to the face similarity measure. **ArcFace** [1] proposes an additive angular margin loss to obtain high discriminative features for face recognition. **SEResNet50** embeds SE [50] blocks in the ResNet50 structure to enhance the interdependencies between channels. **BoTNet** [36] replaces spatial convolution with global self-attention in the bottleneck blocks of ResNet50. **MTArcFace** [16] combines ArcFace loss with mask-usage classification loss. **CropFace** [51] is a masked face recognition method which is a combination of the cropped face recognition method and the convolution block attention module.

4.3. Comparisons to the state-of-the-art

**Result on LFW and SM-LFW**: The experimental results of the proposed CVSAN and baselines on LFW and SM-LFW are shown in Table 2. All models are trained with the Masked VGGFace2 dataset, which includes both unmasked and masked face images. These baselines can be divided into three categories: traditional face recognition algorithms (FaceNet and ArcFace), attention-based algorithms (SEResNet50 and BoTNet) and masked face recognition algorithms proposed recently (MTArcFace and CropFace).

On LFW, our model outperforms ArcFace by 0.8% (Max Accuracy), 3.53% (Accuracy@FAR = 0.1%) and 7.07% (TPR@FAR = 0.1%). Compared with FaceNet, CVSAN can also achieve satisfactory results. This shows that the traditional models suffer performance degradation when trained on masked face data and tested on LFW.

On SM-LFW, CVSAN improves the TPR@FAR = 0.1% from 89.90% to 95.16% compared to the benchmark model ArcFace. The performance improvements clearly show that the proposed algorithm can effectively bridge the gap between training data and test data on the masked face images, which effectively improves the performance of MFR.

For the comparison with two attention-based models, CVSAN significantly improves the performance. In LFW, CVSAN has improved by 0.52% (Max Accuracy), 1.87% (Accuracy@FAR = 0.1%) and 3.67% (TPR@FAR = 0.1%) compared with the best-performing BoTNet. In SM-LFW, the performance of CVSAN has also been improved to varying extents. This result shows that CVSAN can learn more discriminative representations and is robust to face recognition with or without a mask.

In addition, two recently proposed MFR methods are also used as comparison algorithms. Because CorpFace crops the lower half of the face to eliminate the influence of mask occlusion, its performance on the full face data is very poor. On the SM-LFW data, compared with the performance of MTArcFace, the proposed method increases the three performance metrics by 1.02%, 3.33% and 6.59%, respectively.

**Result on several different masked datasets**: Further, in order to be more in line with the random scenario of whether people wear masks in reality, we evaluate our model on four masked datasets including Masked LFW, Masked AgeDB30, Masked CFP-FF, Masked CFP-FP and MFR2 [18]. The CVSAN is also compared with

### Table 2

| Metrics       | Max Accuracy (%) | Accuracy@FAR = 0.1% (%) | TPR@FAR = 0.1% (%) |
|---------------|------------------|-------------------------|--------------------|
| Datasets      | LFW              | SM-LFW                  | LFW                | SM-LFW            | LFW                | SM-LFW            |
| FaceNet       | 98.97            | 98.55                   | 96.93              | 86.33             | 93.97              | 72.77             |
| ArcFace       | 98.55            | 98.00                   | 95.27              | 94.90             | 90.63              | 89.90             |
| SEResNet50    | 98.82            | 97.63                   | 96.80              | 91.95             | 93.70              | 84.03             |
| BoTNet        | 98.83            | 98.18                   | 96.93              | 95.52             | 94.03              | 91.13             |
| MTArcFace     | 99.10            | 98.08                   | 97.53              | 94.22             | 95.17              | 88.57             |
| CropFace      | 97.60            | 97.53                   | 89.53              | 90.92             | 79.20              | 81.93             |
| CVSAN         | 99.35            | 99.10                   | 98.80              | 97.55             | 97.70              | 95.16             |
other baselines and the specific experimental results are shown in Table 3. The overall experimental results show that the proposed method outperforms other baselines in masked face recognition tasks. In Masked LFV, the performance of CVSAN is about 0.4% higher than that of SEResNet50. This shows that introducing self-attention to augment convolutional structure is more conducive to extract discriminative masked face features. In Masked AgeDB30, the available information of face is reduced due to age differences. In this case, the proposed model significantly improves the performance of MFR compared to other baselines. For example, our model has an accuracy improvement of 3% compared to the best baseline (MTArcFace), while the number of parameters is only increased by 2.1 M. When the Masked CFP-FF is used to evaluate the performance of the models, the available facial information is reduced due to the inclusion of profile faces. Here, the performance of CVSAN is nearly 8% higher than that of FaceNet. In addition, compared with the MFR algorithms proposed recently, the proposed model also has significant performance improvements. As shown in Table 3, compared with the MTArcFace, although the performance on Masked LFV is almost the same, our model has significant improvements on the other test datasets. Regarding the performances of different models on real mask data, we use MFR2 [18] for validation. Our model improves performance by 1.57% compared to the best baseline model MTArcFace. This shows that our model handles real-world masked faces well by fusing convolutional features with self-attention features. We also compare the performance of the CVSAN and baselines on five test datasets under the performance metric of Max Accuracy. As shown in Fig. 5, we draw the ROC curves of different models on these five datasets.

4.4. Ablation studies

Effect of mask occlusion on face recognition. Two models (FaceNet and ArcFace) that achieve state-of-the-art performance on common face recognition are evaluated on the original LFV and SM-LFW. They use loss based on Euclidean distance and loss based on angular/cosine margin respectively. The results are shown in Table 4. Compared with LFV, the performance of FaceNet on SM-LFW has decreased, and Max Accuracy, Accuracy @ FAR = 0.1% and TPR @ FAR = 0.1% have decreased by 0.60%, 11.95% and 24.12% respectively. The performance of ArcFace is similar to FaceNet. These results show that when the test data contains masked faces, the classic face recognition model cannot achieve satisfactory results. Therefore, the model designed for common face recognition is not suitable for MFR tasks. This shows that mask occlusion will cause loss of local feature information, and the traditional model that only relies on the convolution operation lacks the ability to capture remote interaction information of the face. This information can usually be used as a supplementary feature to distinguish different face images to improve recognition performance.

Effects of different branches on the Conv-MHSA stage. We investigate the effectiveness if only one of the two paths in the Conv-MHSA stage is used. In Fig. 2, the Conv-MHSA stage can be divided into two paths: 1) Conv-C using only convolution blocks and 2) Conv-M using MHSA blocks that add self-attention to the convolution. In Table 5, the experimental results show that the performance of the proposed model decreases by about 1%–2% when one of the two paths is removed from the Conv-MHSA stage.

Table 3
Under Accuracy @ FAR = 0.1%, the performances (%) of the proposed method and the baselines on the masked face datasets.

| Dataset         | FaceNet | ArcFace | SEResNet50 | BoTNet | MTArcFace | CropFace | CVSAN |
|-----------------|---------|---------|------------|--------|-----------|----------|-------|
| Masked LFV      | 98.60   | 98.47   | 98.40      | 98.84  | 99.23     | 98.18    | 99.22 |
| Masked AgeDB30  | 61.65   | 69.83   | 66.88      | 71.62  | 74.12     | 63.85    | 77.63 |
| Masked CFP-FF   | 95.31   | 92.81   | 91.37      | 90.51  | 95.07     | 85.00    | 97.29 |
| Masked CFP-FP   | 78.13   | 73.61   | 68.56      | 67.17  | 72.59     | 64.56    | 86.27 |
| MFR2            | 91.24   | 90.75   | 91.44      | 94.72  | 94.79     | 92.95    | 96.36 |
| # params.       | 22.8 M  | 25.6 M  | 57.2 M     | 45.5 M | 56.8 M    | 44.3 M   | 58.9 M |

Table 4
Results of FaceNet and ArcFace on the original LFV and SM-LFW.

| Metrics      | LFW | SM-LFW |
|--------------|-----|--------|
| Methods      | Max Accuracy (%) | Accuracy@FAR = 0.1% (%) | TPR@FAR = 0.1% (%) |
| FaceNet      | 99.15 | 61.65 | 95.31 | 78.13 | 91.24 | 22.8 M |
| ArcFace      | 99.48 | 73.61 | 91.44 | 73.61 | 90.75 | 25.6 M |
| SEResNet50   | 98.40 | 68.56 | 91.44 | 68.56 | 90.75 | 57.2 M |
| BoTNet       | 98.84 | 67.17 | 94.72 | 67.17 | 91.44 | 45.5 M |
| MTArcFace    | 99.23 | 72.59 | 94.79 | 72.59 | 91.44 | 56.8 M |
| CropFace     | 98.18 | 64.56 | 92.95 | 64.56 | 90.75 | 44.3 M |
| CVSAN        | 99.22 | 86.27 | 96.36 | 86.27 | 91.24 | 58.9 M |

Fig. 5. The ROC curves of all models on the five test datasets under the performance metric of Max Accuracy.
We also find that the performance of the model using only the convolution blocks is higher than that of using only the MHSA blocks in Conv-MHSA stage. This suggests that the Conv-MHSA stage, which incorporates convolutional feature maps (local features) and self-attentive feature maps (global features), is a possible method to improve the model performance.

Effect of training data augmentation. In the experiment, we use the masked face generation tool to generate a masked version of Masked VGGFace2 from the original VGGFace2 to augment the training data. An example of the mask image we generated is shown in Fig. 3(a). We compare the CVSAN model trained using Masked VGGFace2 with the original VGGFace2. Fig. 6 shows the experimental results. Normally, it is unfair to compare the performance of the model trained on datasets of different sizes, because the model trained on larger datasets can generally enjoy more information and tends to make better decisions. In our case, the additional images in Masked VGGFace2 are generated from the original images and they do not add any additional information for training models, so the comparison is fair enough.

In Fig. 6, the blue bar represents the performance of the models trained on VGGFace2, and the yellow bar represents the performance of the models trained on Masked VGGFace2. We use four masked datasets to evaluate the performance of the model. When the test data contains both unmasked face and masked face data, the performance of the models trained on Masked VGGFace2 is better than that of the models trained on VGGFace2. These experimental results show that the network trained with masked face data is robust and effectively compensates for the performance degradation of the model under partial occlusion.

Attention Area Visualization. To better understand how MHSA focuses on face images in the CVSAN model, we visualize the attention map $S$ (Eq. 1) of the last MHB2_out layer in Fig. 7. We select four key points of the face in the image for visualization. The white and green points are the areas near the left eye and the right eye in the face images, respectively. From the position of the visualized image, it is found that MHSA seems to focus on the features of the area around the two eyes and the upper part of the face. The orange-red and red points are located near the nose and mouth, respectively. Although they are covered by masks, MHSA still recognizes effective facial features by learning long-range features (near the two eyes and the upper part of the face). In addition, we also show the attention maps of the four key points of the face image occluded by both mask and sunglasses in the fourth row of Fig. 7. When the eyes are occluded by sunglasses and the mouth is occluded by mask, the attention maps of these three points seems to pay more attention to the contour information of the face. Furthermore, we also notice that the attention map in the nose area pays attention to vague facial contour information, which still concerns the global information. The visualization of the attention area in Fig. 7 further shows that our model takes advantage the ability of self-attention to learn long range interactive information to more accurately locate the forehead-eye area, and capture the global information of the image.

4.5. Results on MFR challenge protocol

To further validate the model performance under real masked faces, we test our model and competitive baseline models on the InsightFace track of the Masked Face Recognition (MFR) challenge [42]. For the InsightFace track, researchers manually collected a large-scale test set of masked faces with 7 K identities. We follow the relevant regulations of the competition and employ MaskTheFace [18] to generate masked face images. Moreover, we modify the input size of our model and baselines from 160 × 160 to 112 × 112 to satisfy the requirement of competition. Based on the performance of the experiments in Section 4.3, we select three baselines (i.e., SEResNet50, BoTNet and MTArcFace) for comparisons. As shown in Fig. 8, we provide the final evaluation results on the InsightFace track. We can see that the proposed method has an accuracy improvement of 1.86% compared to the best baseline MTArcFace. This shows that our model is robust compared to baselines on the large-scale real-mask face test dataset.
5. Conclusions

In this work, we combine the visual Transformer and convolution to design a masked face recognition model: the Convolutional Visual Self-Attention Network (CVSAN). In our model, the convolutional feature map with local information is fused to the self-attention feature map capable of modeling long-range dependencies. In view of the lack of large-scale masked face datasets for training, we use the face key point technology to generate a dataset containing masked faces from the original VGGFace2. Experimental results on multiple test datasets show that the proposed model achieves satisfactory performance in masked face recognition. Our future work will focus on extending the applicability of this method to a wider range of mask types and considering more occlusion situations.
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