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1. INTRODUCTION

Schur’s $Q$-polynomials were first introduced by Schur in the paper [26] on the projective representations of the symmetric and alternating groups. They provide many combinatorial results concerning the representation theory of the symmetric group [27] and symmetric polynomials [17]. They are also essential for Schubert calculus, in which Schur’s $Q$-polynomial represents a Schubert class in the cohomology ring of the complex Lagrangian Grassmannian [14, 25].

In 2013, Ikeda-Naruse [9] introduced a $K$-theoretic analog of Schur’s $Q$-function, which represents a Schubert class in the $K$-theory of coherent sheaves on the Lagrangian Grassmannian. (They more generally introduced the $K$-theoretic factorial $P$- and $Q$-functions for generalized flags, which represent a Schubert class in the $T$-equivariant $K$-theory [16].) There are many known combinatorial and algebraic properties of $K$-theoretic $Q$-functions that generalize these of original $Q$-functions; there exists a Hall-Littlewood type formula for them [9 §2.1]; they are expressed as a ratio of Pfaffians (Nimmo-type formula) [9 §2.3]; they have a combinatorial expression in terms of excited Young tableaux [6, 10]. (More development and generalizations are found in [1, 5, 10, 15, 21].)

This work aims to present a new algebraic characterization of the $K$-theoretic $Q$-functions in terms of the boson-fermion correspondence. In the previous papers [11, 12], the author of this paper gave a free-fermionic presentation of skew stable Grothendieck polynomials (and their dual polynomials), which are $K$-theoretic versions of Schur functions. On the analogy of these results, we give a new presentation of $K$-theoretic $Q$-functions by using “$\beta$-deformed” neutral fermions. This generalizes the works by Date-Jimbo-Miwa [3, 13], in which they realize Schur’s $Q$-functions as a vacuum expectation value of neutral-fermionic operators.
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We also discuss duality. The vector space generated by $K$-theoretic $Q$-functions is characterized by some algebraic condition, which is called the $K$-theoretic $Q$-cancellation property [9]. Let $G\Gamma$ denote this vector space. It is not trivial to find a suitable $\beta$-deformed polynomial space that contains some “good” dual basis of $K$-theoretic $Q$-functions. By using our fermionic presentation, however, we can define a new vector space $g\Gamma$ that possesses desirable properties; there exists a non-degenerate bilinear form $G\Gamma \otimes g\Gamma \to \mathbb{Q}(\beta)$ compatible with neural-fermionic presentations; $g\Gamma$ is characterized by an algebraic condition, which we will call the dual $K$-theoretic $Q$-cancellation property (Section 8).

In this paper, we start with a result of Hudson-Ikeda-Matsumura-Naruse [8], which is described as follows. Let $\beta$ be a parameter. We consider the binary operators $\oplus$ and $\ominus$ defined by

$$x \oplus y = x + y + \beta xy, \quad x \ominus y = x - y + \beta y.$$ 

Set $[[x]]^a = (x \oplus x)x^{a-1} = (2 + \beta x)x^a$ for a positive integer $a$, and $[[x]]^0 = 1$.

Let $\lambda = (\lambda_1 > \cdots > \lambda_r > 0)$ be a strict partition of length $r \leq n$. The $K$-theoretic $Q$-polynomial $GQ_\lambda(x_1, \ldots, x_n)$ is a symmetric polynomial that is expressed as [9]:

$$GQ_\lambda(x_1, \ldots, x_n) = \frac{1}{(n-r)!} \sum_{w \in S_n} w \left( [[x_1]]^{\lambda_1} [[x_2]]^{\lambda_2} \cdots [[x_r]]^{\lambda_r} \prod_{i=1}^{n-r} \prod_{j=i+1}^{r} x_i \oplus x_j \right),$$ 

where $w \in S_n$ acts on the set of the variables $x_1, \ldots, x_n$ as a permutation. Notice that $GQ_\lambda(x_1, \ldots, x_n)$ reduces to Schur’s $Q$-polynomial [17, §III] $Q_\lambda(x_1, \ldots, x_n)$ when $\beta = 0$.

By taking the limit as $n \to \infty$, we obtain the $K$-theoretic $Q$-function $GQ_\lambda(x) = GQ_\lambda(x_1, x_2, \ldots)$ in countably many variables [9, §3]. In 2017, Hudson-Ikeda-Matsumura-Naruse [8] presented the following Pfaffian formula:

**Theorem 1.1** ([8, Theorem 5.21]. See also [21]). Let $\lambda$ be a strict partition of $r$, and $r'$ be the minimum even integer that is equal to or greater than $r$. For a one-row partition $(n)$, we use the abbreviation $GQ_n(x) = GQ_{(n)}(x)$. Let $\operatorname{Pf}(c_{i,j})_{1 \leq i,j \leq r}$ denote the Pfaffian of an array $(c_{i,j})_{1 \leq i,j \leq r}$ (see [21]). Then the $K$-theoretic $Q$-polynomial $GQ_\lambda(x)$ is expressed as:

$$GQ_\lambda(x) = \operatorname{Pf}(\tau_{i,j})_{1 \leq i,j \leq r'},$$ 

where

$$\tau_{i,j} = \begin{cases} \sum_{p \geq 0, p+q \geq 0} f_{i,j}^{p,q} \cdot GQ_{\lambda_i+p}(x)GQ_{\lambda_j+q}(x), & j \neq r+1, \\ \sum_{p \geq 0} f_{i,r+1}^{p} \cdot GQ_{\lambda_i+p}(x), & j = r+1. \end{cases}$$
Here the coefficients \( f_{p,q}^{i,j} \in \mathbb{Q}[\beta] \) are defined by\footnote{In \cite{8} §5.5, the coefficient \( f_{p,q}^{i,j} \in \mathbb{Q}[\beta] \) \((j < r + 1)\) is given by the formal expansion}

\[
\begin{cases}
  \frac{1}{(1 + \beta t_i)^{r' - i}} \frac{1}{(1 + \beta t_j)^{r' - j}} \frac{1}{1 - t_i/t_j} = \sum_{p \geq 0, \ p+q \geq 0} f_{p,q}^{i,j} t_i^p t_j^q, & j \neq r + 1, \\
  \frac{1}{(1 + \beta t_i)^{r' - i - 1}} = \sum_{p \geq 0} f_p^{i,r+1} t_i^p, & j = r + 1.
\end{cases}
\]

These formal expansions are interpreted as Laurent series on \( \{ |t_r| > \cdots > |t_2| > |t_1| \} \).

Our project is to reinterpret the Pfaffian formula in Theorem 1.1 from the perspective of boson-fermion correspondence. This formula seems a bit complicated, but the use of fermions makes it simpler. We would emphasize the fact that the fermionic presentation of \( GQ_x(x) \) in the main theorem (Theorem 7.1) looks quite similar to that of the stable Grothendieck polynomials in \cite{11,12}. We hope that our result will reveal deeper common structures among various \( K \)-theoretic symmetric functions.

Here we refer to other works related to this topic. In the context of geometry, there are various known generalizations of \( GQ_x(x) \). In \cite{9}, Ikeda-Naruse introduced the \( K \)-theoretic factorial \( Q \)-functions, representatives of equivariant Schubert classes in the \( K \)-theory, which come back to \( GQ_x(x) \) at the non-equivariant limit. Nakagawa-Naruse \cite{21,22} presented the universal Hall-Littlewood factorial \( P \)- and \( Q \)-functions, which generalize Ikeda-Naruse's result to the universal cohomology theory of general flag bundles. Their works are based on Gysin maps for flag bundles in various settings, and there are numerous previous researches on this topic. Basic ideas can be found in \cite{4,24}. For throughout review, we refer to the introduction of \cite{22}.

Integrable models also have significant connections with \( K \)-theoretic symmetric functions. In the papers \cite{19,20}, Motegi-Sakai showed a free-fermionic realization of Grothendieck polynomials by constructing wave functions of quantum mechanics such as TASEP (Totally Asymmetric Simple Exclusion Process) and melting crystal. Interestingly many algebraic formulas concerning Grothendieck polynomials have been derived from arguments on quantum mechanics (see \cite{18}, for example). Gorbounov-Korff \cite{5} have generalized Motegi-Sakai’s result for the factorial case.

This paper is composed of two parts: The first part consists of Sections 2–7 and presents a neutral-fermionic presentation of \( GQ_x(x) \). Their Pfaffian formulas are also shown here. Section 2 contains a definition of the \( \beta \)-deformed neutral fermion \( \phi_n^{(\beta)} \). In Section 3, we present how to calculate the vacuum expectation values of \( \beta \)-deformed operators. Section 4 introduces new operators \( b^{(\beta)}, e^{H^{(\beta)}}, \) and \( e^{\Theta} \), which we will use in the main theorem. We also show their commutation relations. Section 5 contains a review of the vector space \( G^T \) of \( K \)-theoretic \( Q \)-cancellation property \cite{9} spanned by all \( GQ_x(x) \). Sections 6,7 present the main theorem of this paper. We show the neutral-fermionic presentation of \( GQ_x(x) \) \((n \in \mathbb{Z})\) in Section 6 and that of \( GQ_x(x) \) in Section 7.
The second part consists of Sections 8–10 and discusses duality. In Section 8 we introduce the vector space \( g\Gamma \) of dual \( K \)-theoretic \( Q \)-cancellation property. Every element of \( g\Gamma \) is expressed as a vacuum expectation value by using the dual \( \beta \)-deformed neutral fermions \( \phi_{[\beta]}^n \), which we introduce in Section 0. We give a neutral-fermionic presentation of the dual \( K \)-theoretic \( Q \)-function \( gp_\lambda(x) \). Section 10 shows a Pfaffian formula for \( o_\lambda(x) \), a basis of \( g\Gamma \) used to obtain a simple expression of \( gp_\lambda(x) \).

2. \( \beta \)-DEFORMED NEUTRAL FERMIIONS

2.1. Review of (original) neutral fermions, Fock spaces, and Wick’s theorem. We briefly review some basic facts about neutral fermions. For the readers who are interested in this theme, we recommend Baker’s paper [1] and Jimbo-Miwa’s paper [13, §2].

We write \([A, B] = AB - BA \) and \([A, B]_+ = AB + BA \) throughout the paper. Let \( k \) be a field of characteristic 0. (We will put \( k = \mathbb{Q}(\beta) \) in the following sections.) Let \( \mathcal{A} \) denote the ring of neutral fermions \( \phi_n \) (\( n \in \mathbb{Z} \)) with the anti-commutation relation

\[
[\phi_m, \phi_n]_+ = 2(-1)^m \delta_{m+n,0}.
\]

Notice that \( \phi_0^2 = 1 \) and \( \phi_n^2 = 0 \) for \( n \neq 0 \).

Let \( |0\) \) and \( |0\) \) be the vacuum vectors:

\[ \phi_{-n}|0\rangle = 0, \quad |0\rangle \phi_n = 0, \quad \text{for } n > 0. \]

The Fock space \( \mathcal{F} \) is the \( k \)-vector space generated by the vectors

\[
\phi_{n_1} \phi_{n_2} \cdots \phi_{n_r} |0\rangle, \quad (r = 0, 1, 2, \ldots, n_1 > n_2 > \cdots > n_r \geq 0).
\]

It is known (see [1] §2 for example) that the vectors (2) are linearly independent. By using the anti-commutation relation (1) repeatedly, we can define the left action of \( \mathcal{A} \) on \( \mathcal{F} \). Thus \( \mathcal{F} \) is a left \( \mathcal{A} \)-module.

We also consider the \( k \)-space \( \mathcal{E} \) generated by the vectors

\[
|0\rangle \phi_{m_1} \phi_{m_2} \cdots \phi_{m_r}, \quad (r \geq 0, \ 0 \geq m_1 > m_2 > \cdots > m_r).
\]

We can show that the vectors (3) are linearly independent and \( \mathcal{E} \) is a right \( \mathcal{A} \)-module.

There exists a \( k \)-bilinear map

\[ \mathcal{E} \otimes_k \mathcal{F} \to k, \quad \langle w | \otimes |v \rangle \mapsto \langle w |v \rangle, \]

called the vacuum expectation value [13, §1 and §6], which satisfies (i) \( \langle 0 |0 \rangle = 1 \), (ii) \( \langle \langle w |X \rangle |v \rangle = \langle w |(X|v \rangle) \) for any \( \langle X \in \mathcal{A} \), and (iii) \( \langle 0 |\phi_0|0 \rangle = 0 \). For any \( X \in \mathcal{A} \), we write \( \langle w |X \rangle := \langle \langle w |X \rangle |v \rangle = \langle w |(X|v \rangle \) simply.

For any odd integer \( m \), let

\[ b_m = \frac{1}{4} \sum_{i \in \mathbb{Z}} (-1)^i \phi_{-i-m} \phi_i \]

be the Heisenberg generator, which defines the linear maps \( |v \rangle \mapsto b_m |v \rangle \) and \( \langle w | \mapsto \langle w |b_m \), where \( |v \rangle \in \mathcal{F} \) and \( \langle w | \in \mathcal{E} \). We can show that the following commutation relations hold [13, §6]:

\[
[b_m, b_n] = \frac{m}{2} \delta_{m+n,0}, \quad [b_m, \phi_n] = \phi_{n-m}.
\]
The Fock space $\mathcal{F}$ admits the graded structure $\mathcal{F}_0 \subset \mathcal{F}_1 \subset \mathcal{F}_2 \subset \mathcal{F}_3 \subset \cdots = \mathcal{F}$, where the subspace $\mathcal{F}_s$ is the $k$-span of the vectors $\phi_{n_1}\phi_{n_2} \cdots \phi_{n_r}|0\rangle$ with

$$r \geq 0, \quad n_1 > n_2 > \cdots > n_r \geq 0, \quad n_1 + n_2 + \cdots + n_r = s.$$ 

Obviously $\mathcal{F}_s$ is finite dimensional. (For example, $\mathcal{F}_0 = k \cdot |0\rangle \oplus k \cdot \phi_0|0\rangle$. ) We write $\mathcal{F}_s = \{0\}$ when $s$ is negative. Similarly, $\mathcal{E}$ has the gradation $\mathcal{E}_0 \subset \mathcal{E}_{-1} \subset \mathcal{E}_{-2} \subset \cdots = \mathcal{E}$, where $\mathcal{E}_s$ is the $k$-span of the vectors $|0\rangle\phi_{m_1} \cdots \phi_{m_r}$ with

$$r \geq 0, \quad 0 \geq m_1 > m_2 > \cdots > m_r, \quad m_1 + m_2 + \cdots + m_r = s.$$ 

From (1), we have

$$0 \geq |w| \in \mathcal{E}_s \Rightarrow \begin{cases} \phi_m|w\rangle \in \mathcal{F}_{s+m}, \\ b_m|w\rangle \in \mathcal{F}_{s-m}, \end{cases} \quad \langle w| \in \mathcal{E}_s \Rightarrow \begin{cases} \langle w|\phi_m \in \mathcal{E}_{s+m}, \\ \langle w|b_m \in \mathcal{E}_{s-m}. \end{cases}$$

The Pfaffian of an array $A = (a_{i,j})_{1 \leq i < j \leq 2r}$ is defined by the equation

$$\text{Pf}(A) := \sum_{\sigma} \text{sgn}(\sigma) a_{\sigma(1),\sigma(2)} a_{\sigma(3),\sigma(4)} \cdots a_{\sigma(2r-1),\sigma(2r)},$$

where $\sigma$ runs on the set of all elements of the symmetric group $S_{2r}$ with

$$\sigma(1) < \sigma(3) < \cdots < \sigma(2r - 1), \quad \sigma(1) < \sigma(2), \quad \sigma(3) < \sigma(4), \quad \ldots, \quad \sigma(2r - 1) < \sigma(2r).$$

Theorem 2.1 (Wick’s theorem). For any set of integers $\{n_1, \ldots, n_{2r}\}$, we have

$$\langle 0|\phi_{n_1} \cdots \phi_{n_{2r}}|0\rangle = \text{Pf}(\langle 0|\phi_{n_i} \phi_{n_j}|0\rangle)_{1 \leq i < j \leq 2r}.$$ 

2.2. Definition of $\beta$-deformed neutral fermions. In the sequel, we will put $k = \mathbb{Q}(\beta)$ without otherwise stated. Let $\phi_n^{(\beta)}$ be the $\beta$-deformed neutral fermion defined by

$$\sum_{n \geq 0} \phi_n^{(\beta)} z^n = \sum_{n \geq 0} \phi_n \left( z + \frac{\beta}{2} \right)^n, \quad \sum_{n \geq 0} \phi_n^{(\beta)} z^{-n} = \sum_{n > 0} \phi_n \left( \frac{z^{-1}}{1 + \frac{\beta}{2} z^{-1}} \right)^n.$$ 

For example, they are written as

$$\phi_{-1}^{(\beta)} = \phi_{-1}, \quad \phi_{-2}^{(\beta)} = \phi_{-2} - \frac{\beta}{2} \phi_{-1}, \quad \phi_{-3}^{(\beta)} = \phi_{-3} - \beta \phi_{-2} + \frac{\beta^2}{4} \phi_{-1},$$

$$\phi_0^{(\beta)} = \phi_0 + \frac{\beta}{2} \phi_1 + \frac{\beta^2}{4} \phi_2 + \cdots, \quad \phi_1^{(\beta)} = \phi_1 + \beta \phi_2 + \frac{3\beta^2}{4} \phi_3 + \cdots.$$ 

As we can see, $\phi_n^{(\beta)}$ might be an infinite sum, but it defines a $k$-linear map $\mathcal{E} \ni |w\rangle \mapsto \langle w|\phi_n^{(\beta)} \in \mathcal{E}$ unambiguously. We should note, however, that $|w\rangle \in \mathcal{F}$ does not imply $\phi_n^{(\beta)}|w\rangle \in \mathcal{F}$ when $n \geq 0$.

The following lemma is an easy consequence of (5):

Lemma 2.2. Let $s, n \in \mathbb{Z}$ and $|w\rangle \in \mathcal{E}_s$. Then we have $\langle w|\phi_n^{(\beta)} \in \mathcal{E}_{s+n}$. 
3. Vacuum expectation values

3.1. Notes on formal power series. Let $V$ be a $k$-vector space. Throughout the paper, we will use the notations $V[[z]]$ and $V((z))$ defined as

$$V[[z]] = \{v_0 + v_1z + v_2z^2 + \cdots | v_i \in V\},$$

$$V((z)) = \{v_Nz^{-N} + v_{-N+1}z^{-N+1} + \cdots | N \geq 0, \ v_i \in V\}.$$

If $V$ is an $R$-algebra with $R$ a ring, $V[[z]]$ and $V((z))$ are also $R$-algebras.

We will write

$$V((z_1))((z_2)) := \{V((z_1)))((z_2))\}, \quad V((z_1))[[z_2]] := \{V((z_1)))[[z_2]]\}, \quad \text{etc.}$$

Obviously, we have $V[[z]][[w]] = V[[w]][[z]]$. However, neither “$V((z))((w)) = V((w))((z))$” nor “$V((z))[[w]] = V[[w]][(z))$” are true in general. In fact, $1 + zw + z^2w^2 + z^3w^3 + \cdots$ is contained in $Q((z))((w))$ but is not in $Q((w))((z))$.

We often identify rational functions with their Laurent expansion (over some appropriate region) by convention. For example “$f(z, w) = \frac{1}{z-w}$ in $Q((z))((w))$” means

$$f(z, w) = z^{-1} + z^{-2}w + z^{-3}w^2 + \cdots,$$

while “$g(z, w) = \frac{1}{z-w}$ in $Q((w))((z))$” means

$$g(z, w) = -w^{-1} - w^{-2}z - w^{-3}z^2 - \cdots.$$\(\tag{8}\)

The expression on the right hand side of (7) is the Laurent expansion over $\{|z| < |w|\}$ and that of (8) is the Laurent expansion over $\{|w| < |z|\}$.

In general, a formal series\(^2\)

$$\sum_{n_1, n_2, \ldots, n_r \in \mathbb{Z}} v_{n_1, n_2, \ldots, n_r} z_1^{n_1} z_2^{n_2} \cdots z_r^{n_r}, \quad (v_{n_1, n_2, \ldots, n_r} \in V)$$

is contained in $V((z_1))((z_2)) \ldots ((z_r))$ if and only if

$$\sum_{n_1, \ldots, n_r \in \mathbb{Z}} v_{n_1, \ldots, n_r} z_1^{n_1} \cdots z_r^{n_r} \in V((z_1)) \ldots ((z_r)) \text{ and}$$

$$\exists d_r \forall n_r \exists d_{r-1} \forall n_{r-1} \cdots \exists d_1 \forall n_1 \left(v_{n_1, \ldots, n_r} \neq 0 \Rightarrow n_r + d \geq 0\right). \tag{9}\)

The following lemma provides a handy sufficient condition for a formal series to be contained in $V((z_1))((z_2)) \ldots ((z_r))$.

**Lemma 3.1.** A formal series

$$\sum_{n_1, n_2, \ldots, n_r \in \mathbb{Z}} v_{n_1, n_2, \ldots, n_r} z_1^{n_1} z_2^{n_2} \cdots z_r^{n_r}, \quad (v_{n_1, n_2, \ldots, n_r} \in V)$$

is contained in $V((z_1))((z_2)) \ldots ((z_r))$.

\(^2\)Formally, a “formal series” is an element of $V[[z_1^{\pm 1}, \ldots, z_r^{\pm 1}]]$. 

is contained in $V((z_1))((z_2))\ldots((z_r))$ if there exists some $d$ such that
\[ v_{n_1,n_2,\ldots,n_r} \neq 0 \Rightarrow \begin{cases} d + n_r \geq 0, \\ d + n_r + n_{r-1} \geq 0, \\ d + n_r + n_{r-1} + n_{r-2} \geq 0, \\ \vdots \\ d + n_r + \cdots + n_1 \geq 0. \end{cases} \]

Proof. Put $d_r = d$, $d_{r-1} = d + n_r$, $d_{r-2} = d + n_r + n_{r-1}$, $\ldots$, $d_1 = d + n_r + \cdots + n_3$. Then the condition (9) is satisfied.

3.2. **Vacuum expectation value of** $\phi_n^{(\beta)} \phi_n^{(\beta)}$. Here we demonstrate how to calculate the vacuum expectation value $\langle 0 | \phi_n^{(\beta)} \phi_n^{(\beta)} | 0 \rangle$. Let us consider the formal series
\[ \phi^{(\beta)}(z) = \sum_{n \in \mathbb{Z}} \phi_n^{(\beta)} z^n. \]
By Lemma 2.2 $|w| \in \mathcal{E}$ implies $\langle w | \phi^{(\beta)}(z) | \mathcal{E}((z^{-1})) \rangle$. More generally, we have:

**Lemma 3.2.** Assume $\langle w | \in \mathcal{E}$. Then we have
\[ \langle w | \phi^{(\beta)}(z_1) \phi^{(\beta)}(z_2) \cdots \phi^{(\beta)}(z_r) \rangle \in \mathcal{E}((z^{-1})) \cdots ((z_2^{-1}))(z_1^{-1}). \]

Proof. Suppose $\langle w \rangle \in \mathcal{E}$, for some $s$. Consider the expansion
\[ \langle w | \phi^{(\beta)}(z_1) \phi^{(\beta)}(z_2) \cdots \phi^{(\beta)}(z_r) \rangle = \sum_{n_1,\ldots,n_r} \{ \langle w | \phi_n^{(\beta)} \phi_{n_2}^{(\beta)} \cdots \phi_{n_r}^{(\beta)} \} z_1^{n_1} z_2^{n_2} \cdots z_r^{n_r}. \]
By Lemma 2.2 the contribution of the index $(n_1, n_2, \ldots, n_r)$ on the right hand side survives only if
\[ s + n_1 \leq 0, \quad s + n_1 + n_2 \leq 0, \quad s + n_1 + n_2 + n_3 \leq 0, \quad \ldots, \quad s + n_1 + \cdots + n_r \leq 0. \]
Therefore, the conclusion follows from Lemma 3.1.

**Proposition 3.3.** Let $\langle w \rangle \in \mathcal{E}$. Then we have\footnote{In $k((z^{-1}))$, we have
\[ (z + \frac{\beta}{2})^{-1} = z^{-1} - \frac{\beta}{2} z^{-2} + \frac{\beta^2}{4} z^{-3} - \cdots. \]}
\[ \langle w | \phi^{(\beta)}(z) = \langle w | \phi(z + \frac{\beta}{2}) \quad \text{in} \quad \mathcal{E}((z^{-1})). \]

Proof. This is a direct consequence of (9).

**Proposition 3.4.** We have
\[ \langle 0 | \phi^{(\beta)}(z) \phi^{(\beta)}(w) | 0 \rangle = \frac{z - w}{z + w + \beta} \quad \text{in} \quad k((w^{-1}))(z^{-1}). \]
Here the rational function $\frac{z - w}{z + w + \beta}$ is expanded as
\[ \frac{1 - wz^{-1}}{1 + wz^{-1} + \beta z^{-2}} = 1 - (2w + \beta)z^{-1} + (2w^2 + 3\beta w + \beta^2)z^{-2} - \cdots, \]
which is the Laurent expansion on the region $\{ |\beta| \ll |w| \ll |z| \}$. 
Taylor series in

we consider the commutator \[
\text{4.1.}
\]
establish essential building blocks for our calculations.

Proof. From (10), we can directly prove the following equation
\[
\langle 0 | \phi(z) \phi(w) | 0 \rangle = \frac{z - w}{z + w} = 1 - 2wz^{-1} + 2w^2z^{-2} - \cdots \text{ in } k((w^{-1}))((z^{-1})).
\]
By using this equation and Proposition 3.3, we have
\[
\langle 0 | \phi^{(\beta)}(z) \phi^{(\beta)}(w) | 0 \rangle = \langle 0 | \phi(z + \frac{\beta}{2}) \phi(w + \frac{\beta}{2}) | 0 \rangle = \frac{(z + \frac{\beta}{2}) - (w + \frac{\beta}{2})}{(z + \frac{\beta}{2}) + (w + \frac{\beta}{2})} = \frac{z - w}{z + w + \beta}.
\]

Proposition 3.4 implies the nontrivial fact that the vacuum expectation value \[\langle 0 | \phi^{(\beta)}_m \phi^{(\beta)}_n | 0 \rangle\] must be of the form \((\text{an integer}) \times \beta^{-m-n}\). For example, we have \[\langle 0 | \phi^{(\beta)}_0 \phi^{(\beta)}_0 | 0 \rangle = 1, \langle 0 | \phi^{(\beta)}_1 \phi^{(\beta)}_0 | 0 \rangle = -\beta, \text{ and } \langle 0 | \phi^{(\beta)}_1 \phi^{(\beta)}_1 | 0 \rangle = -2.\]

4. Three \(\beta\)-deformed operators \(b^{(\beta)}_n\), \(e^{H^{(\beta)}}\), and \(e^\Theta\)

We introduce three new operators \(b^{(\beta)}_n\), \(e^{H^{(\beta)}}\), and \(e^\Theta\), which will appear in the statement of the main theorem. Commutation relations among these operators are essential building blocks for our calculations.

4.1. \(\beta\)-deformed Heisenberg generator \(b^{(\beta)}_m\). At the beginning of this section, we consider the commutator \([b_m, \phi^{(\beta)}_n] = b_m \phi^{(\beta)}_n(z) - \phi^{(\beta)}_n b_m\), which defines the \(k\)-linear map \(\mathcal{E} \ni \langle w | \mapsto \langle w | b_m, \phi^{(\beta)}_n \rangle \in \mathcal{E}\).

Proposition 4.1. For \(\langle w | \in \mathcal{E}\), we have
\[
\langle w | [b_m, \phi^{(\beta)}(z)] = \left(z + \frac{\beta}{2}\right)^m \cdot (z | \phi^{(\beta)}(z) \text{ in } \mathcal{E}((z^{-1})).
\]

Proof. This follows from (4) and Proposition 3.3.

Proposition 4.1 is simply rephrased as
\[
[ b_m, \phi^{(\beta)}(z) ] = \left(z + \frac{\beta}{2}\right)^m \cdot \phi^{(\beta)}(z),
\]
over the vector space \(\text{Hom}_k(\mathcal{E}, \mathcal{E}((z^{-1})))\).

Let us now define the \(\beta\)-deformed Heisenberg operator \(b^{(\beta)}_m (m \in \mathbb{Z})\) by
\[
b^{(\beta)}_m = \frac{(X - \frac{\beta}{2})^m - (-X - \frac{\beta}{2})^m}{2} \mid_{X \mapsto b_k},
\]
in which \((X - \frac{\beta}{2})^m - (-X - \frac{\beta}{2})^m\) is expanded as a polynomial in \(X\) if \(m \geq 0\) and as a Taylor series in \(X^{-1}\) if \(m < 0\). Below, we list a few examples:
\[
\begin{align*}
b^{(\beta)}_0 &= 0, & b^{(\beta)}_1 &= b_1, & b^{(\beta)}_2 &= -\beta b_1, & b^{(\beta)}_3 &= b_3 + \frac{3\beta^2}{4} b_1, \\
b^{(\beta)}_{m-1} &= b_{m-1} + \frac{\beta^2}{4} b_{m-3} + \frac{\beta^4}{16} b_{m-5} + \cdots, & b^{(\beta)}_{m-2} &= \beta b_{m-3} + \frac{\beta^3}{2} b_{m-5} + \cdots.
\end{align*}
\]

Proposition 4.2. We have
\[
[b^{(\beta)}_m, \phi^{(\beta)}(z)] = \frac{z^m - (-z - \beta)^m}{2} \cdot \phi^{(\beta)}(z) \text{ in } \text{Hom}_k(\mathcal{E}, \mathcal{E}((z^{-1}))).
\]
Proof. From Proposition 4.1 and (11), we have
\[ [b^\beta_n, \phi^\beta(z)] = \frac{(z + \beta)^{m} - \beta^{m}}{m} \phi^\beta(z), \]
which gives the proposition. □

4.2. The operator \( e^{H^\beta} \). Let \( p_1, p_2, \ldots \) be (commutative) indeterminate. Set
\[ H = \sum_{n=1,3,5,\ldots} \frac{p_n}{n} b_n, \quad H^\beta = \sum_{n=1}^{\infty} \frac{p_n}{n} b^{\beta}_n. \]
Notice that \( H^\beta \) reduces to \( H \) when \( \beta = 0 \). Let \( F[[p]] := F[[p_1, p_2, p_3, \ldots]] \) and \( E[[p]] := E[[p_1, p_2, p_3, \ldots]] \) be the vector space of infinite series in \( p_1, p_2, \ldots \) whose coefficients are elements of \( F \) and \( E \), respectively. We can check that the formal series \( H^\beta \) defines the \( k \)-linear maps \( F \ni |v\rangle \mapsto H^\beta |v\rangle \in F[[p]] \) and \( E \ni \langle w| \mapsto \langle w|H^\beta \in E[[p]] \) unambiguously.

We are interested in the exponential map
\[ e^{H^\beta} = id + H^\beta + \frac{H^\beta}{2!} + \frac{H^\beta}{3!} + \cdots, \]
which also defines the \( k \)-linear maps \( |v\rangle \mapsto e^{H^\beta} |v\rangle \) and \( \langle w| \mapsto \langle w|e^{H^\beta} \). To demonstrate a direct calculation of the action of \( e^{H^\beta} \) is not easy in general, but possible only for some easiest cases. For example, we have \( e^{H^\beta} |0\rangle = |0\rangle \) and \( e^{H^\beta} |\phi_1\rangle = (\phi_1 + (2p_1 - \beta p_2)\phi_0)|0\rangle \). An effective method to deal with them is the use of commutative relations of formal series as shown in the following lemma:

Lemma 4.3. In Map(\( E, E((z^{-1}))[[p]] \)), we have
\[ e^{H^\beta} \phi^\beta(z) = \exp \left\{ \sum_{n=1}^{\infty} \frac{p_n}{n} (z^n - (-z - \beta)^n) \right\} \phi^\beta(z)e^{H^\beta}. \]

Proof. This follows from
\[ [A, [A, B]] = [B, [A, B]] = 0 \Rightarrow e^A e^B = e^{[A,B]} e^B e^A \]
and Proposition 4.2. □

4.3. The operator \( e^{\Theta} \). We next consider the \( k \)-linear map \( E \ni \langle w| \mapsto \langle w|\Theta \in E \) defined by
\[ \Theta := 2 \left( \frac{\beta}{2} b_{-1} + \frac{\beta^3}{2^3} b_{-3} + \frac{\beta^5}{2^5} b_{-5} + \cdots \right). \]
The exponential map \( e^{\Theta} : E \to E \) is also well-defined. The simplest and most important equation about \( e^{\Theta} \) is \( \langle 0|e^{\Theta} = \langle 0| \).

Lemma 4.4. In Map(\( E, E[[p]] \)), we have
\[ e^{H^\beta} e^{\Theta} = \exp \left( - \sum_{n=1}^{\infty} \frac{p_n}{n} (-\beta)^n \right) e^{\Theta} e^{H^\beta}. \]

\(^4\)Note the difference between \( E((z^{-1}))[[p]] \) and \( E[[p]]((z^{-1})) \).
Proof. For any polynomial \( f(X) \) in \( X \), let \( \text{Coeff}[f(X); X^m] \) denote the coefficient of \( X^m \) in \( f(X) \). From (4), it follows that

(13) \( [b^{(\beta)}_m, b_{-n}] = \frac{n}{4} \text{Coeff} \left[ \left( X - \frac{\beta}{2} \right)^m - \left( -X - \frac{\beta}{2} \right)^m ; X^n \right] \quad \text{for} \ m, n > 0. \)

Thus we have

\[ [\mathcal{H}^{(\beta)}, \Theta] \]

\[ = \sum_{m=1}^{\infty} \sum_{n=1,3,5,...} \left[ 2 \frac{p_m}{m} b^{(\beta)}_m, 2 \left( \frac{\beta}{2} \right)^n \frac{b_{-n}}{n} \right] \]

\[ = \sum_{m=1}^{\infty} \sum_{n=1,3,5,...} \frac{p_m}{m} \left( \frac{\beta}{2} \right)^n \text{Coeff} \left[ \left( X - \frac{\beta}{2} \right)^m - \left( -X - \frac{\beta}{2} \right)^m ; X^n \right] \quad \text{(Eq. (13))} \]

\[ = \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \frac{p_m}{m} \left( \frac{\beta}{2} \right)^n \text{Coeff} \left[ \left( X - \frac{\beta}{2} \right)^m - \left( -X - \frac{\beta}{2} \right)^m ; X^n \right] \]

\[ \times (X - \frac{\beta}{2})^m - (-X - \frac{\beta}{2})^m \quad \text{is an odd function} \]

\[ = - \sum_{m=1}^{\infty} \frac{p_m}{m} (-\beta)^m. \]

Therefore, the lemma follows from (12). \( \square \)

**Proposition 4.5.** We have

\[ e^\Theta \phi^{(\beta)}(z) = (1 + \beta z^{-1}) \cdot \phi^{(\beta)}(z) e^\Theta \quad \text{in} \ \text{Map}(\mathcal{E}, \mathcal{E}(\{z^{-1}\})), \]

where \( (1 + \beta z^{-1})^{-1} \) is expanded as \( (1 + \beta z^{-1})^{-1} = 1 - \beta z^{-1} + \beta^2 z^{-2} - \cdots. \)

**Proof.** Write \( \hat{z} = \left( X + \frac{\beta}{2} \right)^{-1} = \frac{z^{-1}}{1 + \frac{\beta}{2} z}. \) By using the formula

\[ e^A X e^{-A} = X + [A, X] + \frac{1}{2!} [A, [A, X]] + \frac{1}{3!} [A, [A, [A, X]]] + \cdots \]

and Proposition 4.1, we obtain

\[ e^\Theta \phi^{(\beta)}(z) e^{-\Theta} = \exp \left\{ 2 \left( \frac{\beta}{2} \hat{z} + \frac{\beta^3 \hat{z}^3}{3} + \frac{\beta^5 \hat{z}^5}{5} + \cdots \right) \right\} \phi^{(\beta)}(z) = \frac{1 + \frac{\beta}{2} \hat{z}}{1 - \frac{\beta}{2} \hat{z}} \phi^{(\beta)}(z). \]

Recall the Taylor expansion \( \log(\frac{1 + \hat{z}}{1 - \hat{z}}) = 2(t + \frac{t^3}{3} + \frac{t^5}{5} + \cdots). \) \( \square \)

**Corollary 4.6.** We have

\[ e^\Theta \phi^{(\beta)}_n e^{-\Theta} = \phi^{(\beta)}_n \]

\[ e^{-\Theta} \phi^{(\beta)}_n e^\Theta = \phi^{(\beta)}_n - \beta \phi^{(\beta)}_{n+1} + \beta^2 \phi^{(\beta)}_{n+2} - \cdots. \]

5. **THE SPACE OF K-THEORETIC Q-CANCELLATION PROPERTY**

In this section, we deal with the \( K \)-theoretical \( Q \)-cancellation property, which was first introduced by Ikeda-Naruse. This condition is considered as a \( \beta \)-deformed version of the original \( Q \)-cancellation property (see (15)) in the theory of Schur’s \( Q \)-functions.
5.1. Schur’s $Q$-function and bilinear form. We first give a brief review of basic facts about Schur’s $Q$-functions according to the textbook [17 §III-8].

Let $\Lambda_Q$ be the algebra of symmetric functions in $x_1, x_2, x_3, \ldots$ over $\mathbb{Q}$. We consider the series of symmetric functions $q_n = q_n(x)$ ($n = 1, 2, 3, \ldots$) defined by

$$
\prod_{i=1}^{\infty} \frac{1+x_iz}{1-x_iz} = \sum_{n=0}^{\infty} q_n(x)z^n.
$$

Let $\Gamma_Q := \mathbb{Q}[q_1, q_2, q_3, \ldots]$ be the subalgebra of $\Lambda_Q$ generated by all $q_n$.

**Proposition 5.1 ([17] §III-8, (8.5)).** We have

$$
\Gamma_Q = \mathbb{Q}[q_1, q_3, q_5, \ldots] = \mathbb{Q}[p_1, p_3, p_5, \ldots],
$$

where $p_i = p_i(x) = x_1^i + x_2^i + \cdots$ is the $i$-th power sum. The $q_1, q_3, q_5, \ldots$ are algebraically independent over $\mathbb{Q}$.

From Proposition 5.1 it follows that

$$
f(x_1, x_2, \ldots) \in \Gamma_Q \iff f(t, -t, x_3, x_4, \ldots) \text{ does not depend on } t
$$

for any symmetric function $f(x_1, x_2, \ldots) \in \Lambda_Q$.

A partition $\lambda$ is said to be odd if every its part is odd. Let $p_\lambda = p_\lambda_1 p_\lambda_2 \cdots$ and $q_\lambda = q_\lambda_1 q_\lambda_2 \cdots$.

**Lemma 5.2 ([17] §III-8, (8.6)).** Each set listed below forms a $\mathbb{Q}$-basis of $\Gamma_Q$.

1. $q_\lambda$ ($\lambda$ : strict),
2. $q_\lambda$ ($\lambda$ : odd),
3. $p_\lambda$ ($\lambda$ : odd).

We consider the bilinear map $\langle \cdot, \cdot \rangle : \Gamma_Q \otimes_{\mathbb{Q}} \Gamma_Q \to \mathbb{Q}$ that is defined by

$$
\langle p_\lambda, p_\mu \rangle = 2^{-\ell(\lambda)} z_\lambda \delta_{\lambda, \mu},
$$

for $\lambda, \mu$ odd, where $z_\lambda = \prod_{i \geq 1} i^{m_i} m_i!$ and $m_i = m_i(\lambda) = \# \{ p \mid \lambda_p = i \}$. Because

$$
\prod_{i,j} \frac{1+x_iy_j}{1-x_iy_j} = \exp \left( 2 \sum_{n=1,3,5,\ldots} \frac{p_n(x)p_n(y)}{n} \right)
$$

$$
= \prod_{n=1,3,5,\ldots} \sum_{k=0}^{\infty} \frac{2^k}{k! n^k} p_n(x)^k p_n(y)^k
$$

$$
= \sum_{\lambda: \text{odd}} 2^{\ell(\lambda)} z_\lambda^{-1} p_\lambda(x) p_\lambda(y),
$$

we have

$$
\langle u_\lambda, v_\mu \rangle = \delta_{\lambda, \mu} \iff \prod_{i,j} \frac{1+x_iy_j}{1-x_iy_j} = \sum_{\lambda} u_\lambda(x) v_\lambda(y)
$$

for arbitrary $\mathbb{Q}$-basis $\{u_\lambda\}_\lambda, \{v_\lambda\}_\lambda$ of $\Gamma_Q$.

**Theorem 5.3** (Schur’s $Q$-function). There exists a unique family of symmetric functions $Q_\lambda(x)$ ($\lambda$ : strict) such that

1. $Q_\lambda$ forms a $\mathbb{Q}$-basis of $\Gamma$,
2. $\langle Q_\lambda, Q_\mu \rangle = 2^{\ell(\lambda)} \delta_{\lambda, \mu}$,
(3) $Q_{\lambda}$ is expanded as

$$Q_{\lambda} = q_{\lambda} + \sum_{\mu \supset \lambda : \text{strict}} a_{\lambda, \mu} q_{\mu}, \quad a_{\lambda, \mu} \in \mathbb{Z}.$$ 

The symmetric function $Q_{\lambda}$ is called Schur’s $Q$-function.

It is known [3, 13] that, under the identification $p_n \mapsto p_n(x)$, Schur’s $Q$-function is realized as a vacuum expectation value of neutral-fermionic operators. For a strict partition $\lambda = (\lambda_1 > \cdots > \lambda_r > 0)$, we let

$$|\lambda⟩ := \begin{cases} 
\phi_{\lambda_1} \phi_{\lambda_2} \cdots \phi_{\lambda_r} |0⟩, & r : \text{even}, \\
\phi_{\lambda_1} \phi_{\lambda_2} \cdots \phi_{\lambda_r} \phi_0 |0⟩, & r : \text{odd},
\end{cases}$$

Then we have

$$Q_{\lambda}(x) = ⟨0| e^{\mathbf{H}} |\lambda⟩.$$ 

5.2. $K$-theoretic $Q$-cancellation property. Write $\Gamma := \Gamma_{Q} \otimes_k k$, where $k = Q(\beta)$. Let $\hat{\Lambda}$ be the completed ring of symmetric functions over $k$. This complete ring has a linear topology in which the family

$$\{U_n\}_{n=1,2,\ldots}, \quad U_n = \{f \mid f(x_1, \ldots, x_n, 0, 0, \ldots) = 0\}$$

forms a basis of open neighborhoods of 0.

Let $G \Gamma \subset \hat{\Lambda}$ denote the $k$-subalgebra generated by all symmetric functions satisfying

$$f(t, t, x_3, x_4, \ldots) \text{ does not depend on } t, \quad t = \frac{-t}{1 + \beta t}.$$ 

This is seen as a $\beta$-deformed version of (15). Eq. (20) is called the $K$-theoretic $Q$-cancellation property.

Let $\hat{\Gamma}$ be the $k$-subspace of $\hat{\Lambda}$ generated by all symmetric functions satisfying the (original) $Q$-cancellation property [15]. Topologically, $\hat{\Gamma}$ is the closure of $\Gamma \subset \hat{\Lambda}$. The following proposition provides a simple necessary and sufficient condition for an element of $\hat{\Lambda}$ to be contained in $G \Gamma$.

**Proposition 5.4.** The substitution map

$$x_i \mapsto \frac{x_i}{1 + \frac{\beta}{2} x_i}, \quad i = 1, 2, 3, \ldots$$

induces an isomorphism $\hat{\Gamma} \rightarrow G \Gamma$.

**Proof.** Let $y_i = \frac{x_i}{1 + \frac{\beta}{2} x_i}$. For any symmetric function $f \in \hat{\Lambda}$, set $g(x_1, x_2, \ldots) := f(y_1, y_2, \cdots)$. Then we have $g(t, t, x_3, x_4, \ldots) = f(T, -T, y_3, y_4, \ldots)$, where $T = \frac{t}{1 + \frac{\beta}{2} t}$. This implies $f \in \hat{\Gamma} \iff g \in G \Gamma$. □
The substitution map (21) is also come from arguments on $\beta$-deformed neutral fermions. Let
$$H(\beta) = 2 \sum_{n=1}^{\infty} \frac{p_n(x)}{n} b_n(\beta)$$
be a negative counterpart of $H^{(\beta)}$.

**Lemma 5.5.** Under the identification $p_n \mapsto p_n(x)$, we have

\begin{equation}
H^{(\beta)} = \sum_{n=1,3,5,...} \frac{p_n(x)}{n} b_n, \quad H^{(\beta)}_n = \sum_{n=1,3,5,...} \frac{p_n(x + \frac{\beta}{2}) - p_n(\frac{\beta}{2})}{n} b_n.
\end{equation}

**Proof.** From the definition of $b_n^{(\beta)}$ (11), we have
$$b_n^{(\beta)} = \sum_{n: \text{odd} \leq m} \left( -\frac{\beta}{2} \right)^{m-n} \left( \begin{array}{c} m \\ n \end{array} \right) b_n,$$
for $m > 0$. Here the binomial coefficient $\binom{-a}{b}$ with $a, b \geq 0$ is given by $\binom{-a}{b} = (-1)^b \binom{a+b-1}{b}$. By using them, we have

$$H^{(\beta)} = 2 \sum_{m=1}^{\infty} \frac{p_m(x)}{m} b_m^{(\beta)} = 2 \sum_{m=1}^{\infty} \frac{p_m(x)}{m} \sum_{n: \text{odd} \leq m} \left( -\frac{\beta}{2} \right)^{m-n} \left( \begin{array}{c} m \\ n \end{array} \right) b_n$$
$$= 2 \sum_{n: \text{odd}} \frac{p_m(x)}{m} \left( \begin{array}{c} m \\ n \end{array} \right) b_n$$
$$= 2 \sum_{n: \text{odd}} \frac{p_n(x + \frac{\beta}{2}) - p_n(\frac{\beta}{2})}{n} b_n,$$

and

$$H^{(\beta)}_n = 2 \sum_{m=1}^{\infty} \frac{p_m(x)}{m} b_m^{(\beta)} = 2 \sum_{n: \text{odd}} \frac{p_m(x)}{m} \left( \begin{array}{c} m \\ n \end{array} \right) \left( \begin{array}{c} n \\ n-m \end{array} \right) b_n,$$
$$= 2 \sum_{n: \text{odd}} \frac{p_n(x + \frac{\beta}{2}) - p_n(\frac{\beta}{2})}{n} b_n.$$

Let $\mathcal{U} \subset G\Gamma$ be the $k$-vector space spanned by all $p_\lambda(x + \frac{\beta}{2} x)$ with $\lambda$ odd. By Lemma 5.2 and Proposition 5.4, $\mathcal{U}$ is a dense subspace of $G\Gamma$. From Lemma 5.5, we have the following characterization of $G\Gamma$ in terms of neutral fermions.

**Proposition 5.6.** Under the identification $p_n \mapsto p_n(x)$, we have
$$Q_{\lambda}(x + \frac{\beta}{2} x) = \langle 0 | e^{H^{(\beta)}} | \lambda \rangle.$$
for any strict partition \( \lambda \). In other words, a family \( \{ |0,e^{H^{(\beta)}} \rangle | \lambda \triangleright | \lambda : \text{strict} \} \) forms a \( k \)-basis of a dense subspace of \( GT \).

Proof. From Lemma 5.5, we have \( e^{H^{(\beta)}} \phi_n e^{-H^{(\beta)}} = \left( e^{H} \phi_n e^{-H} \right) \big|_{z \to \frac{i \sqrt{z}}{1 + \beta z}} \), which implies the proposition.

### 6. Neutral-fermionic presentation of \( GQ_n(x) \)

In [8, 21], Hudson-Ikeda-Matsumura-Naruse derived the following equation\(^6\) in which they gave a generating function of \( GQ_n(x) \) corresponding to a one-row partition \( (n) \):

\[
\sum_{n \in \mathbb{Z}} GQ_n(x) z^n = \frac{1}{1 + \beta z^{-1}} \prod_{i=1}^{\infty} \frac{1 + (z + \beta) x_i}{1 + (z + \beta) \bar{x}_i},
\]

where \( \bar{x} = 0 \oplus x = \frac{-x}{1 + \beta x} \), and \((1 + \beta z^{-1})^{-1}\) is expanded as \(1 - \beta z^{-1} + \beta^2 z^{-2} - \ldots\).

From (23), \( GQ_n(x) \) is contained in \( GT \).

In this section, we will give a proof of the following neutral-fermionic presentation of \( GQ_n(x) \):

**Theorem 6.1.** Under the identification \( p_n \mapsto p_n(x) \), we have

\[
GQ_n(x) = \langle 0 | e^{H^{(\beta)}} \phi_n^{(\beta)} e^{-\Theta} \phi_0^{(\beta)} e^\Theta | 0 \rangle.
\]

The proof of Theorem 6.1 will be given by straightforward calculations based on commutation relations which we have shown in the previous sections. We first prove the following lemma:

**Lemma 6.2.** We have

\[
\langle 0 | e^{H^{(\beta)}} \phi_n^{(\beta)} (z) e^{-\Theta} \phi_0^{(\beta)} e^\Theta | 0 \rangle = (1 + \beta z^{-1}) \exp \left\{ \sum_{n=1}^{\infty} \frac{P_n}{n} (z^n - (-z - \beta)^n + (-\beta)^n) \right\}
\]

in \( k((z^{-1}))[[p]] \).

Proof. Let \( F(z, w) = \langle 0 | e^{H^{(\beta)}} \phi_n^{(\beta)} (z) e^{-\Theta} \phi_0^{(\beta)} (w) e^\Theta | 0 \rangle \). From Proposition 4.5, we have

\[
F(z, w) = (1 + \beta w^{-1})^{-1} \cdot \langle 0 | e^{H^{(\beta)}} \phi_0^{(\beta)} (w) e^\Theta | 0 \rangle.
\]

By using Proposition 3.3 and Lemma 4.3, we obtain

\[
F(z, w) = \frac{1}{1 + \beta w^{-1}} \eta(z) \eta(w) \frac{z - w}{z + w + \beta} \quad \text{in} \quad k((w^{-1}))((z^{-1}))[[p]],
\]

---

\(^6\)Equation (23) is obtained from Definition 10.1 in the preprint “Degeneracy Loci Classes in K-theory — Determinantal and Pfaffian Formula” by Hudson-Ikeda-Matsumura-Naruse:

\[
k G\Theta(x, a; u) = \frac{1}{1 + \beta u^{-1}} \prod_{i=1}^{k} \frac{1 + (u + \beta) x_i}{1 + (u + \beta) \bar{x}_i} \prod_{i=1}^{k} (1 + (u + \beta) a_i)
\]

by putting \( k = 0 \). However, this equation seems to be omitted from the published version [8]. Equation (23) can be found also in [21] §5.2.
where \( \eta(a) = \exp \left\{ \sum_{n=1}^{\infty} \frac{p_n}{n!}(a^n - (-a - \beta)^n) \right\} \). In order to calculate the desired value \( \langle 0 | e^{H(\beta)} \phi(\beta)(z)e^{-\Theta} \phi_0(\beta)e^{\Theta} | 0 \rangle \), we have to expand \( F(z, w) \) in the ring \( k((w^{-1}))((z^{-1}))[[p]] \) and take the coefficient of \( w^0 \). For this, it is convenient to use contour integrals on the complex plane. We temporarily regard \( \beta, w, z, p_1, p_2, \ldots \) as complex variables. The desired expansion of \( F(z, w) \) is realized as the Laurent expansion on the domain \( \{ |z| < |w| \} \cap \{ |z + \beta| < |z| \} \). Assume \( 2 |\beta| < |z| \). Letting \( R \) be a positive number satisfying \( 2 |\beta| < R < |z| \) (Figure 1), we can express the desired value as

\[
I = \frac{1}{2\pi i} \oint_{|w|=R} F(z, w) \frac{dw}{w}.
\]

Since \( F(z, w) \frac{dw}{w} \) has one pole at \( w = -\beta \) inside the contour, we have

\[
I = \text{Res}_{w=-\beta} \left[ F(z, w) \frac{1}{w} \right] = F(z, w) \frac{w + \beta}{w} \bigg|_{w=-\beta} = \eta(z) \eta(-\beta) \frac{z + \beta}{z},
\]

which leads the lemma.

**Figure 1.** An integral path on the \( w \)-plane. The radius of the contour is \( R \). The differential \( F(z, w) \frac{dw}{w} \) has one pole at \( w = -\beta \).

**Proof of Theorem 6.1.** Write \( \theta(a) = \exp \left\{ \sum_{n=1}^{\infty} \frac{p_n}{n!} a^n \right\} \). Notice that, under the identification \( p_n \mapsto p_n(x) \), \( \theta(a) \) is equal to \( \prod_{i=1}^{\infty} \frac{1}{1 - x_i a} \). Therefore, we have

\[
\langle 0 | e^{H(\beta)} \phi(\beta)(z)e^{-\Theta} \phi_0(\beta)e^{\Theta} | 0 \rangle = \langle 0 | e^{-2\Theta} e^{H(\beta)} \phi(\beta)(z)e^{2\Theta} \phi_0(\beta)e^{\Theta} | 0 \rangle.
\]

(By using \( \langle 0 | e^{-2\Theta} = \langle 0 \rangle \))

\[
= \theta(-\beta)^{-2} (1 + \beta z^{-1})^{-2} \langle 0 | e^{H(\beta)} \phi(\beta)(z)e^{-\Theta} \phi_0(\beta)e^{\Theta} | 0 \rangle
\]

(By Lemma 4.4 and Proposition 4.5)

\[
= \theta(-\beta)^{-2} (1 + \beta z^{-1})^{-2} \cdot (1 + \beta z^{-1}) \theta(z) \theta(-z - \beta)^{-1} \theta(-\beta)
\]

(By Lemma 6.2)

\[
= \frac{\theta(z)}{(1 + \beta z^{-1}) \theta(-\beta) \theta(-z - \beta)} \quad \text{in} \quad k((z^{-1})[[p]]).
\]

Thus we obtain

\[
\langle 0 | e^{H(\beta)} \phi(\beta)(z)e^{\Theta} \phi_0(\beta)e^{\Theta} | 0 \rangle = \frac{1}{1 + \beta z^{-1}} \prod_{i=1}^{\infty} \frac{(1 + x_i \beta)(1 + x_i(z + \beta))}{1 - x_i z}.
\]

Comparing this equation to (23) leads the theorem. \( \square \)
Remark 6.3. Let $GQ(z) = \sum_{n \in \mathbb{Z}} GQ_n(x)z^n$. Lemma 4.3 is now rewritten as
\[ e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z)e^{-\mathcal{H}^{(\beta)}} = (1 + \beta z^{-1})\theta(-\beta)GQ(z)\phi^{(\beta)}(z). \]

7. Neutral-fermionic presentation of $GQ_\lambda(x)$

We now proceed to the main theorem, which provides a neutral-fermionic presentation of $GQ_\lambda(x)$ corresponding to a strict partition $\lambda$:

**Theorem 7.1.** We have
\[ GQ_\lambda(x) = \begin{cases} \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_1)e^{\Theta} \cdots e^{\Theta} | 0 \rangle, & \text{if } r \text{ is even}, \\ \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_1)e^{\Theta} \cdots e^{\Theta} | 0 \rangle, & \text{if } r \text{ is odd}, \end{cases} \]
where $GQ_\lambda(x)$ is the K-theoretic $Q$-function defined in Theorem 1.1.

The proof of Theorem 7.1 will be done in §7.1 by comparing the Pfaffian expression in Theorem 1.1 and that of the neutral-fermionic expressions.

**7.1. Pfaffian formula I for $GQ_\lambda$.** We define the formal series $\Phi = \Phi(z_1, \ldots, z_r)$ as
\[ \Phi = \begin{cases} \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_1)e^{\Theta} \cdots e^{\Theta} | 0 \rangle, & \text{if } r \text{ is even}, \\ \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_1)e^{\Theta} \cdots e^{\Theta} | 0 \rangle, & \text{if } r \text{ is odd}. \end{cases} \]

It is enough to prove that the coefficient of $z_1^{\lambda_1} \cdots z_r^{\lambda_r}$ in $\Phi$ is equal to $GQ_\lambda(x)$. Let $r'$ be the smallest even number that is equal to or greater than $r$. By putting
\[ A_i = e^{-(r'-i+1)\Theta} \phi^{(\beta)}(z_i)e^{(r'-i+1)\Theta} \quad \text{Proposition 4.5}, \]
\[ A_{r+1} = e^{-\Theta} \phi^{(\beta)} e^{\Theta}, \]
the generating function $\Phi$ is rewritten as
\[ \Phi = \langle 0 | e^{\mathcal{H}^{(\beta)}} e^{r'\Theta} A_1 A_2 \cdots A_{r'} | 0 \rangle \quad \text{Lemma 6.3,} \]
\[ \theta(-\beta)^{-r'} \langle 0 | e^{\mathcal{H}^{(\beta)}} A_1 A_2 \cdots A_{r'} | 0 \rangle. \]

By Wick’s theorem (Theorem 2.1), we have the Pfaffian expression
\[ \Phi = \theta(-\beta)^{-r'} \text{Pf} \left( \langle 0 | e^{\mathcal{H}^{(\beta)}} A_i A_j | 0 \rangle \right)_{1 \leq i < j \leq r'}. \]

The matrix element $\langle 0 | e^{\mathcal{H}^{(\beta)}} A_i A_j | 0 \rangle$ can be calculated as follows:

- $\langle 0 | e^{\mathcal{H}^{(\beta)}} A_i A_j | 0 \rangle$
  \[ = (1 + \beta z_i^{-1})^{-(r'-i+1)}(1 + \beta z_j^{-1})^{-(r'-j+1)} \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_i)\phi^{(\beta)}(z_j) | 0 \rangle \]
  \[ = \theta(-\beta)^2(1 + \beta z_i^{-1})^{-(r'-i)}(1 + \beta z_j^{-1})^{-(r'-j)}GQ(z_i)GQ(z_j) - \frac{z_i - z_j}{z_i + z_j + \beta}. \]

(By using $e^{\mathcal{H}^{(\beta)}} | 0 \rangle = | 0 \rangle$, Proposition 3.4 and Remark 6.3)

for $j < r + 1$, and

- $\langle 0 | e^{\mathcal{H}^{(\beta)}} A_i A_{r+1} | 0 \rangle$
  \[ = (1 + \beta z_i^{-1})^{-(r'-i+1)} \langle 0 | e^{\mathcal{H}^{(\beta)}} \phi^{(\beta)}(z_i)e^{-\Theta} \phi^{(\beta)}(z_i)e^{\Theta} | 0 \rangle \]
  \[ = (1 + \beta z_i^{-1})^{-(r'-i+1)}(1 + \beta z_i^{-1})^2 \theta(-\beta)^2 GQ(z_i) \quad \text{By Lemma 6.2}, \]
  \[ = \theta(-\beta)^2(1 + \beta z_i^{-1})^{-(r'-i-1)} GQ(z_i). \]
for \( j = r + 1 \).

Summarizing, we obtain

**Lemma 7.2.** We have

\[
\Phi = \text{Pf} \left( T_{i,j} \right)_{1 \leq i < j \leq r'},
\]

where \( T_{i,j} \) is

\[
\begin{cases}
(1 + \beta z_i^{-1})^{-(r' - i)}(1 + \beta z_j^{-1})^{-(r' - j)} GQ(z_i) GQ(z_j) \frac{z_i - z_j}{z_i + z_j + \beta}, & j \neq r + 1, \\
(1 + \beta z_i^{-1})^{-(r' - i)} GQ(z_i), & j = r + 1,
\end{cases}
\]

in \( G^r \left( (z_i^{-1}) \right) \cdots \left( (z_1^{-1}) \right) \).

**Proof of Theorem 7.1.** The main theorem is now obvious. By putting \( t_i = z_i^{-1} \), the Pfaffian formula \( \{25\} \) is rewritten as

\[
\Phi = \text{Pf} \left( \sum_{p \geq 0} \sum_{p+q \geq 0} f^{i,j}_{p,q} GQ_a(x) GQ_b(x) z_i^{-p} z_j^{-q} \right)_{1 \leq i < j \leq r'},
\]

where \( f^{i,j}_{p,q} \) is an element of \( \mathbb{Q}[\beta] \) that has been given in Theorem 1.1. By comparing the coefficients of \( z_1^{\lambda_1} z_2^{\lambda_2} \cdots z_r^{\lambda_r} \) on the both sides, we conclude that the coefficient of \( \Phi \) is equal to \( GQ_\lambda(x) \). This is what we wanted to prove. \( \square \)

7.2. **Pfaffian formula II for \( GQ_\lambda \).** We can derive an alternative Pfaffian expression for \( GQ_\lambda(x) \) by using the fermionic presentation in Theorem 7.1. Since the matrix element \( \langle 0 | \epsilon^{H(\beta)} A_i A_j | 0 \rangle \) in \( \{24\} \) can be rewritten as

\[
\langle 0 | \epsilon^{H(\beta)} A_i A_j | 0 \rangle
= (1 + \beta z_i^{-1})^{-(r' - i + 1)}(1 + \beta z_j^{-1})^{-(r' - j + 1)} \langle 0 | \epsilon^{H(\beta)} \phi(\beta)(z_i) \phi(\beta)(z_j) | 0 \rangle
= \theta(-\beta)^{-2} (1 + \beta z_i^{-1})^{-(r' - i - 1)} (1 + \beta z_j^{-1})^{-(r' - j)} \langle 0 | \epsilon^{H(\beta)} \phi(\beta)(z_i) \phi(\beta)(z_j) e^{\Theta} | 0 \rangle
\]

(By using \( \langle 0 | e^{\Theta} = | 0 \rangle \), Lemma 4.4 and Proposition 4.5)

\[
= \theta(-\beta)^{-2} (1 + \beta z_i^{-1})^{-(r' - i - 1)} (1 + \beta z_j^{-1})^{-(r' - j)} \Phi(z_i, z_j),
\]

we have the following new Pfaffian expression

\[
\Phi(z_1, \ldots, z_r) = \text{Pf} \left( R_{i,j} \right)_{1 \leq i < j \leq r'},
\]

where

\[
R_{i,j} = \begin{cases}
(1 + \beta z_i^{-1})^{-(r' - i - 1)}(1 + \beta z_j^{-1})^{-(r' - j)} \Phi(z_i, z_j), & j \neq r + 1, \\
(1 + \beta z_i^{-1})^{-(r' - i - 1)} \Phi(z_i), & j = r + 1.
\end{cases}
\]

Comparing the coefficients of \( z_1^{\lambda_1} \cdots z_r^{\lambda_r} \) of \( \{26\} \), we obtain

**Proposition 7.3** (See [21, Theorem 5.7]). We have

\[
GQ_\lambda(x) = \text{Pf} \left( \rho_{i,j} \right)_{1 \leq i < j \leq r'},
\]

where

\[
\rho_{i,j} = \begin{cases}
\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \beta^{k+l} \binom{i+1-r'}{i+r'-l} GQ(\lambda_i+k, \lambda_j+l)(x), & j \neq r + 1, \\
\sum_{k=0}^{\infty} \beta^{i+1-r'} GQ_{\lambda_i+k}(x), & j = r + 1.
\end{cases}
\]
8. The space of dual K-theoretic Q-cancellation property

8.1. Definition of $g\Gamma$. In the latter part of this paper, we deal with a duality. Let us consider the “dual space” of $G\Gamma$ characterized by the following dual K-theoretic Q-cancellation property:

\[(27)\quad f(t,-t-\beta,x_3,x_4,\ldots) \text{ does not depend on } t.\]

Let $g\Gamma$ denote the $k$-subspace of $N^{\Gamma}$ that consists of all symmetric functions satisfying \[(27).\] Obviously, $g\Gamma$ is a ring.

Let $p_n^{(\beta)}(x) = p_n\left(\frac{x}{1+\frac{\beta}{x}}\right)$ and $p_n^{[\beta]}(x) = p_n(x + \frac{\beta}{x}) = \sum_{i=1}^{n} \binom{n}{i}(\frac{\beta}{x})^i p_i(x)$.

Both $p_n^{(\beta)}(x)$ and $p_n^{[\beta]}(x)$ come back to $p_n(x)$ when we put $\beta = 0$. For any (not necessarily strict) partition $\lambda = (\lambda_1 \geq \cdots \geq \lambda_r > 0)$, we write

\[p^{(\beta)}_\lambda := p^{(\beta)}_{\lambda_1} p^{(\beta)}_{\lambda_2} \cdots p^{(\beta)}_{\lambda_r}, \quad p^{[\beta]}_\lambda := p^{[\beta]}_{\lambda_1} p^{[\beta]}_{\lambda_2} \cdots p^{[\beta]}_{\lambda_r}.\]

Lemma 8.1. As a $k$-algebra, $g\Gamma$ is generated by $p^{[\beta]}_1, p^{[\beta]}_3, p^{[\beta]}_5, \ldots$.

Proof. Let $f(x)$ be an element of $g\Gamma$. We will prove that $f(x)$ is contained in $k[p^{[\beta]}_1, p^{[\beta]}_3, p^{[\beta]}_5, \ldots]$. Without loss of generality, we assume that $f(x)$ is of the form

\[f(x) = \sum_{n=0}^{N} \sum_{|\lambda| \leq M} c_{n,\lambda} \beta^n p_\lambda(x), \quad c_{n,\lambda} \in \mathbb{Q}\]

for some $M, N$. Let $f_i(x) := \sum_{n+|\lambda|=i} c_{n,\lambda} \beta^n p_\lambda(x)$, then $f(x)$ is decomposed as $f(x) = f_0(x) + f_1(x) + \cdots + f_{M+N}(x)$. Since each $f_i(t,-t-\beta,x_3,x_4,\ldots)$ is a $\mathbb{Q}$-linear combination of monomials

\[\beta^a b^i : p_\lambda(x_3,x_4,\ldots) \text{ with } |\lambda| + a + b = i,\]

we say that $f(x) \in g\Gamma$ is equivalent to $f_i(x) \in g\Gamma$ for all $i$. We now will prove $f_i(x) \in g\Gamma$. The $f_i(x)$ is expanded as

\[f_i(x) = \beta^d g_0(x) + \beta g_1(x) + \cdots, \quad g_i(x) \in \Lambda, \quad g_0(x) \neq 0.\]

The highest term $g_0(x) = \sum_{|\lambda|=d} c_{d,\lambda} p_\lambda(x)$ must be contained in $\Gamma_0$ because the dual K-theoretic Q-cancellation property reduces to the original Q-cancellation property when $\beta = 0$. Then any partition $\lambda$ with $c_{d,\lambda} \neq 0$ is odd (Lemma 5.2). Let $\lambda_0$ be the maximal $\lambda$ in the lexicographic order such that $c_{d,\lambda} \neq 0$. The difference $f_i(x) - c_{d,\lambda_0} p^{[\beta]}_{\lambda_0}(x) \in g\Gamma$ is a $k$-linear combination of $p_\lambda(x)$ with $\lambda_0 > \lambda$. Repeating this procedure, we find that $f(x)$ is an element of $k[p^{[\beta]}_1, p^{[\beta]}_3, p^{[\beta]}_5, \ldots]$.

Since $p^{[\beta]}_1, p^{[\beta]}_3, p^{[\beta]}_5, \ldots$ are algebraically independent over $k$, the $g\Gamma$ is a $k$-vector space spanned by all $p^{[\beta]}_\lambda$ with $\lambda$ odd.

8.2. $\beta$-deformed bilinear form. To develop a duality theory for $K$-theoretic Q-functions, we define an appropriate $\beta$-deformed bilinear form

\[(28)\quad \langle \cdot, \cdot \rangle : GT \otimes_k g\Gamma \to k,\]

\footnotetext[7]{Not $\hat{\Lambda}$. This means that we need not to work on infinite series of symmetric functions here.}
which generalizes the bilinear form $\Gamma_Q \otimes \Gamma_Q \to \mathbb{Q}$ in §5.1. For this, we use the following “Cauchy kernel”

\begin{equation}
\prod_{i,j} \frac{1 - x_i y_j}{1 - x_i y_j}, \quad \text{where } \overline{x_i} = \frac{-x_i}{1 + \beta x_i}.
\end{equation}

The function \((29)\) was originally given in Nakagawa-Naruse’s work \[23, Definition 5.3\] on geometry of the Grassmann variety of infinite rank. When we put $\beta = 0$, this comes back to $\prod_{i,j} \frac{1 + x_i y_j}{1 - x_i y_j}$, which was used to define the original bilinear form. Importantly, \((29)\) admits the following expansion which beautifully connects the generators of $G$ and $g\Gamma$:

\begin{equation}
\prod_{i,j} \frac{1 - x_i y_j}{1 - x_i y_j} = \prod_{i,j} \left( \frac{1 + x_i y_j}{1 + x_i y_j} \right) \left( \frac{1 - x_i y_j}{1 - x_i y_j} \right) = \exp \left( 2 \sum_{n=1,3,5,...} \frac{p_n(y + \frac{\beta}{2}) - p_n(\frac{\beta}{2})}{n} \right)
\end{equation}

\begin{equation}
= \prod_{n=1,3,5,...} \sum_{k=0}^{\infty} \frac{2^k}{k! n^k} \left( p_n^{(\beta)}(x) \right)^k \left( p_n^{[\beta]}(y) \right)^k
\end{equation}

\begin{equation}
= \sum_{\lambda, \mu \text{ odd}} 2^{\ell(\lambda) - \ell(\mu)} \delta_{\lambda, \mu}.
\end{equation}

By seeing this, we now define the $\beta$-deformed bilinear form \((28)\) by

\begin{equation}
\langle p_{\lambda}^{(\beta)} , p_{\mu}^{[\beta]} \rangle = 2^{\ell(\lambda) - \ell(\mu)} \delta_{\lambda, \mu}
\end{equation}

for $\lambda, \mu \text{ odd}$.\footnote{Rigorously, we first define the $k$-bilinear form $\mathcal{U} \otimes_k g\Gamma \to k$ by \((30)\) and then extend to $G\Gamma \otimes_k g\Gamma$ continuously. This method works because the map $\mathcal{U} \to k$; $f \mapsto \langle f, g \rangle$ is continuous on $\mathcal{U}$ for any $g \in g\Gamma$. Here $k$ is equipped with the discrete topology.}

The master function \((29)\) is naturally derived from the fermionic setting. In fact, from Lemma 5.5, we obtain

\begin{equation}
[H^{(\beta)}(x), H_{-}^{(\beta)}(y)] = 2 \sum_{n=1,3,5,...} \frac{p_n(y + \frac{\beta}{2}) - p_n(\frac{\beta}{2})}{n},
\end{equation}

which implies

\begin{equation}
\langle 0| e^{H^{(\beta)}(x)} e^{H_{-}^{(\beta)}(y)} |0\rangle = \prod_{i,j} \frac{1 - x_i y_j}{1 - x_i y_j}.
\end{equation}

To relate this equation to the duality theory, we need the anti-isomorphism

\begin{equation}
\mathcal{A} \to \mathcal{A}; \quad X \mapsto X^*
\end{equation}

such that $(\phi_n)^* = (-1)^n \phi_{-n}$ and $(XY)^* = Y^*X^*$. This isomorphism is well-defined by virtue of the anti-commutation relation \((1)\). By letting $|0|^* = |0|$ and $|0\rangle^* = \langle 0|$, the anti-isomorphism \((32)\) induces the involution

\begin{equation}
\mathcal{E} \leftrightarrow \mathcal{F}; \quad |0| X \leftrightarrow X^* |0\rangle.
\end{equation}

\textbf{Lemma 8.2.} Write $\langle \lambda : |\lambda| \rangle$ for a strict partition $\lambda$. Then we have $\langle \lambda | \mu \rangle = 2^{\ell(\lambda) - \ell(\mu)} \delta_{\lambda, \mu}$.
Proof. This lemma can be proved directly by Wick’s theorem. □

Let \( b_0^{[\beta]} := (b_{-n}^{[\beta]})^* \) and

\[
\mathcal{H}^{[\beta]} := (\mathcal{H}_{-}^{[\beta]})^* = 2 \sum_{n=1,3,5,...} \frac{p_n}{n} b_0^{[\beta]}, \quad \mathcal{H}^{[\beta]} := (\mathcal{H}_{+}^{[\beta]})^* = 2 \sum_{n=1,3,5,...} \frac{p_n}{n} b_{-n}^{[\beta]}. 
\]

Since \( \mathcal{E} \) is spanned by the vectors of the form \( (\lambda) \) with \( \lambda \) strict, we have the following expansions

\[
\langle 0 | e^{\mathcal{H}^{[\beta]}(x)} | \rangle = \sum_{\lambda: \text{strict}} \langle \lambda | u_{\lambda}(x) \rangle, \quad \langle 0 | e^{\mathcal{H}^{[\beta]}(x)} | \rangle = \sum_{\lambda: \text{strict}} \langle \lambda | v_{\lambda}(x) \rangle
\]

for some symmetric functions \( u_{\lambda} \) and \( v_{\lambda} \). By using Lemma 8.2 and (31), we obtain the equation

\[
\sum_{\lambda: \text{strict}} 2^{\ell(\lambda)} u_{\lambda}(x) v_{\lambda}(y) = \prod_{i,j} \frac{1-x_i y_j}{1-x_i y_j},
\]

which implies

\[
\langle u_{\lambda}, v_{\mu} \rangle = 2^{-\ell(\lambda)} \delta_{\lambda,\mu}.
\]

Proposition 8.3. Suppose \( f = \langle 0 | e^{\mathcal{H}^{[\beta]}(x)} | v \rangle \) and \( g = \langle 0 | e^{\mathcal{H}^{[\beta]}(x)} | w \rangle \). Then we have

\[
\langle f, g \rangle = \langle w | v \rangle.
\]

Proof. It suffices to prove the case when \( |v\rangle = |\lambda\rangle \) and \( |w\rangle = |\mu\rangle \) for strict partitions \( \lambda, \mu \). In this case, we have \( f = 2^{\ell(\lambda)} u_{\lambda}(x) \) and \( g = 2^{\ell(\mu)} v_{\mu}(x) \) and thus \( \langle f, g \rangle = 2^{\ell(\lambda)} \delta_{\lambda,\mu} = \langle \lambda | \mu \rangle \). □

9. Neutral fermionic presentation of dual polynomials

9.1. Dual \( \beta \)-deformed neutral fermion \( \phi_n^{[\beta]} \). Let us introduce the “dual” \( \beta \)-deformed neutral fermion \( \phi_n^{[\beta]} \) as

\[
\phi_n^{[\beta]} := (-1)^n (\phi_{-n}^{(-\beta)})^*,
\]

which defines a \( k \)-linear map \( \mathcal{F} \ni |w\rangle \mapsto \phi_n^{[\beta]} |w\rangle \in \mathcal{F} \). Note that \( \phi_n^{[\beta]} \) reduces to \( \phi_n \) when \( \beta = 0 \).

We can check that the formal series \( \phi^{[\beta]}(z) = \sum_{n \in \mathbb{Z}} \phi_n^{[\beta]} z^n \) defines a \( k \)-linear map \( \mathcal{F} \to \mathcal{F}(\langle z \rangle) \). Let \( (\phi^{[\beta]})^*(z) = \sum_{n \in \mathbb{Z}} (\phi_n^{[\beta]})^* z^n \) be the formal series obtained from \( \phi^{[\beta]}(x) \) by the anti-involution (33). Then, from (35), we have

\[
(\phi^{[\beta]})^*(z) = \phi(-\beta)(-z^{-1}) = \phi(-z^{-1} - \frac{\beta}{2}) \quad \text{in } \text{Map}(\mathcal{E}, \mathcal{E}(\langle z \rangle)).
\]

Moreover, by using \( \phi(z) \)^* = \( \phi(-z^{-1}) \), we have

\[
\phi^{[\beta]}(z) = \phi(\frac{z}{1 + \frac{\beta}{2} z}) \quad \text{in } \text{Map}(\mathcal{F}, \mathcal{F}(\langle z \rangle)).
\]

Proposition 9.1. For \( m, n \geq 0 \), we have

\[
[(\phi_m^{[\beta]}), (\phi_n^{[\beta]})_]_+ = \begin{cases} 2, & m = n, \\ \beta, & m = n + 1, \\ 0, & \text{otherwise}. \end{cases}
\]
Lemma 9.3. We have $$\sum_{m=0}^{\infty} \phi_n^{(\beta)} u^m$$ and $$B(v) = \sum_{n=0}^{\infty} \phi_n^{(\beta)} v^n$$. From [6] and (35), we have
$$[A(u), B(v)]_+ = \sum_{m,n \geq 0} [\phi_{-m}, \phi_n]_+ \left(-u^{-1} - \frac{\beta}{2}\right)^{-m} \left(v + \frac{\beta}{2}\right)^n$$
$$= \sum_{n=0}^{\infty} 2(-1)^n \left(-u^{-1} - \frac{\beta}{2}\right)^{-n} \left(v + \frac{\beta}{2}\right)^n$$
$$= \frac{2 + \beta u}{1 - uv} = (2 + \beta u)(1 + uv + u^2 v^2 + \cdots)$$

in the vector space $$\text{Hom}_k(\mathcal{E}, \mathcal{E}[[u]][[v]])$$, where $$(-u^{-1} - \frac{\beta}{2})^{-1}$$ is expanded as
$$\left(-u^{-1} - \frac{\beta}{2}\right)^{-1} = -\frac{u}{1 + \frac{\beta}{2} u} = -u + \frac{\beta}{2} u^2 - \frac{\beta^2}{4} u^3 + \frac{\beta^3}{8} u^4 - \cdots.$$ Comparing the coefficients of $$u^m v^n$$ on the both sides, we obtain the proposition. □

By using Corollary [4.6] and Proposition 9.1 we have
$$\left[[\phi_m^{(\beta)}]^*, e^{-\Theta} \phi_n^{(\beta)} e^{\Theta}\right]_+ = \sum_{k=0}^{\infty} \left[[\phi_m^{(\beta)}]^*, (-\beta)^k \phi_{n+k}^{(\beta)}\right]_+ = \begin{cases} 0, & m < n, \\ 2, & m = n, \\ (-\beta)^{m-n}, & m > n. \end{cases}$$

(For the case when $$m > n$$, this equation is shown as below:
$$\sum_{k=0}^{\infty} \left[[\phi_m^{(\beta)}]^*, (-\beta)^k \phi_{n+k}^{(\beta)}\right]_+ = (-\beta)^{m-n-1}[\phi_m^{(\beta)}]^*, \phi_{m-1}^{(\beta)}]_+] + (-\beta)^{m-n}[\phi_m^{(\beta)}]^*, \phi_{m}^{(\beta)}]_+] + \cdots$$
$$= (-\beta)^{m-n-1}. \beta + (-\beta)^{m-n}. 2 = (-\beta)^{m-n}.$$ Seeing this, we define
$$I(m, n) := \begin{cases} 0, & m < n, \\ 1, & m = n = 0, \\ 2, & m = n > 0, \\ (-\beta)^{m-n}, & m > n. \end{cases}$$

As is seen, $$I(m, n)$$ equals to $$[[\phi_m^{(\beta)}]^*, e^{-\Theta} \phi_n^{(\beta)} e^{\Theta}]_+$$ except for the case $$m = n = 0$$. The following proposition and lemma can be proved by similar arguments as those used to prove Proposition 4.5.

Proposition 9.2. We have
$$e^{\Theta} \phi_n^{(\beta)}(z) e^{-\Theta} = (1 + \beta z)^{-1}(\phi_n^{(\beta)})(z) \quad \text{in Map}(\mathcal{E}, \mathcal{E}((z))),$$
which implies
$$e^{\Theta} \phi_n^{(\beta)}(z) e^{-\Theta} = (\phi_n^{(\beta)})^* - \beta (\phi_{n-1})^* + \beta^2 (\phi_{n-2})^* - \cdots.$$ 

Lemma 9.3. We have
$$[b_n^{(\beta)}, \phi_n^{(\beta)}(z)] = \frac{z^n - \bar{z}^n}{2} \phi_n^{(\beta)}(z)$$
and thus
$$e^{\mathcal{H}^{(\beta)}} \phi_n^{(\beta)}(z) = \exp \left(\sum_{n=1}^{\infty} \frac{p_n(z^n - \bar{z}^n)}{n} \phi_n^{(\beta)}(z) e^{\mathcal{H}^{(\beta)}}\right).$$
9.2. Calculation of the expectation value \( g(\mu \mid \lambda)^G \). For a string of non-negative integers \( n_1, \ldots, n_r \), we write

\[
g(n_1, \ldots, n_r) := \langle 0 | (\phi_{n_r}^{[\beta]} e^{-\Theta} \cdots e^{-\Theta} (\phi_{n_2}^{[\beta]} e^{-\Theta} (\phi_{n_1}^{[\beta]} e^{-\Theta} e^{-\Theta} | 0)\rangle.
\]

In this section, we calculate the vacuum expectation value

(37) \( g(\mu_1, \mu_2, \ldots, \mu_r | \lambda_1, \lambda_2, \ldots, \lambda_s)^G \)

for strict partitions \( \lambda = (\lambda_1 > \cdots > \lambda_s > 0) \) and \( \mu = (\mu_1 > \cdots > \mu_r > 0) \). This gives a \( \beta \)-deformation of Lemma

Simplest cases are given as follows:

Lemma 9.4. We have

(i) \( g(\emptyset | \emptyset)^G = 1 \),

(ii) \( g(0 | 0)^G = 1 \).

Proof. Eq (1) is obvious. Eq (2) is given as follows:

\[
g(0 | 0)^G = \langle 0 | (\phi_0^{[\beta]} e^{-\Theta} \phi_0^{[\beta]} e^{-\Theta} | 0)\rangle = \langle 0 | (\phi_0^{[\beta]} e^{-\Theta} (\phi_0^{[\beta]} - \beta \phi_1^{[\beta]} + \cdots | 0)\rangle = \langle 0 | (\phi_0^{[\beta]} + \cdots | 0 = 1.
\]

To calculate the general value (37), we need the following three technical Lemmas

Lemma 9.5. If \( N > \mu_1 > \mu_2 > \cdots > \mu_r \geq 0 \), then \( g(\mu_1, \mu_2, \ldots, \mu_r | \phi_N^{[\beta]} = 0 \).

Proof. By Proposition 9.2 and \( \langle 0 | e^{\Theta} = \langle 0 \), the vector \( g(\mu_1, \mu_2, \ldots, \mu_r | \) should be a linear combination of vectors of the form

\[
\langle 0 | (\phi_{n_r}^{[\beta]} e^{-\Theta} \cdots e^{-\Theta} (\phi_{n_2}^{[\beta]} e^{-\Theta} (\phi_{n_1}^{[\beta]} e^{-\Theta} | 0)\rangle, \quad (N > n_1 > n_2 > \cdots > n_r \geq 0).
\]

Noting \( \langle 0 | \phi_n^{[\beta]} = 0 \) and \( [(\phi_{n_r}^{[\beta]} e^{-\Theta} \cdots e^{-\Theta} (\phi_{n_2}^{[\beta]} e^{-\Theta} (\phi_{n_1}^{[\beta]} e^{-\Theta} | 0)\rangle = 0, \) which is shown from Proposition 9.1, we obtain \( g(\mu_1, \mu_2, \ldots, \mu_r | \phi_N^{[\beta]} = 0 \).

Lemma 9.6. If \( M > \lambda_1 > \cdots > \lambda_r \geq 0 \), then \( (\phi_{M+1}^{[\beta]} | \lambda_1, \ldots, \lambda_r)^G = 0 \).

Proof. By Proposition 4.5, the vector \( | \lambda_1, \ldots, \lambda_r)^G \) is a linear combination of vectors of the form

\[
\phi_{n_1}^{[\beta]} \phi_{n_2}^{[\beta]} \cdots \phi_{n_r}^{[\beta]} e^{r\Theta} | 0)\rangle, \quad (M > n_1 \geq n_2 \geq \cdots \geq n_r \geq 0).
\]

Noting \( M \geq r \) and \( (\phi_{n_r}^{[\beta]} e^{r\Theta} | 0 = 0 \) for \( n > 0 \), we have

\[
(\phi_{M+1}^{[\beta]} | \phi_{n_1}^{[\beta]} \phi_{n_2}^{[\beta]} \cdots \phi_{n_r}^{[\beta]} e^{r\Theta} | 0)\rangle
\]

\[
= (-1)^r \phi_{n_1}^{[\beta]} \phi_{n_2}^{[\beta]} \cdots \phi_{n_r}^{[\beta]} (\phi_{M+1}^{[\beta]} e^{r\Theta} | 0)\rangle
\]

\[
= (-1)^r \phi_{n_1}^{[\beta]} \phi_{n_2}^{[\beta]} \cdots \phi_{n_r}^{[\beta]} e^{r\Theta} ((\phi_{M+1}^{[\beta]} | + r \beta (\phi_{M}^{[\beta]} + \cdots + \beta r (\phi_{M-r+1}^{[\beta]} | 0)\rangle
\]

(By Proposition 9.2)

\[
= 0.
\]

□
Lemma 9.7. If $\mu_1 > \cdots > \mu_r \geq 0$ and $\lambda_1 > \cdots > \lambda_s \geq 0$, we have
\begin{equation}
 g(\mu_1, \mu_2, \ldots, \mu_r | \lambda_1, \lambda_2, \ldots, \lambda_s)^G = I(\mu_1, \lambda_1) \cdot g(\mu_2, \ldots, \mu_r | \lambda_2, \ldots, \lambda_s)^G.
\end{equation}

Proof. If $\mu_1 = 0$ and $\lambda_1 = 0$ (and $r = s = 1$ automatically), it follows that $g(0|0)^G = I(0,0)^G$ from Lemma 9.4. Thus (38) is true in this case.

Suppose $\mu_1 > 0$ or $\lambda_1 > 0$. In this case, we have
\begin{align*}
g(\mu_1, \mu_2, \ldots, \mu_r | \lambda_1, \lambda_2, \ldots, \lambda_s)^G & = g(\mu_2, \ldots, \mu_r | (\phi_\mu|_\mu^β)^* e^{-\Theta} \phi_\lambda^β e^\Theta | \lambda_2, \ldots, \lambda_s)^G \
& = g(\mu_2, \ldots, \mu_r | (|\phi_\mu|_\mu^β)^*, e^{-\Theta} \phi_\lambda^β e^\Theta = |\phi_\mu|_\mu^β) | \lambda_2, \ldots, \lambda_s)^G \
& = I(\mu_1, \lambda_1) \cdot g(\mu_2, \ldots, \mu_r | \lambda_2, \ldots, \lambda_s)^G \
& - g(\mu_2, \ldots, \mu_r | e^{-\Theta} \phi_\lambda^β e^\Theta = (\phi_\mu|_\mu^β)^* | \lambda_2, \ldots, \lambda_s)^G.
\end{align*}

Let $T = g(\mu_2, \ldots, \mu_r | e^{-\Theta} \phi_\lambda^β e^\Theta = (\phi_\mu|_\mu^β)^* | \lambda_2, \ldots, \lambda_s)^G$ be the second term. If $\lambda_1 \geq \mu_1$ (and automatically $\lambda_1 > 0$), it follows that $g(\mu_2, \ldots, \mu_r | e^{-\Theta} \phi_\lambda^β e^\Theta = 0$ from Lemma 9.5. This implies $T = 0$. If $\lambda_1 < \mu_1$ (and $\mu_1 > 0$), we have $g(\phi_\mu|_\mu^β | \lambda_2, \ldots, \lambda_s)^G = 0$ by Lemma 9.6 which leads $T = 0$. In each case, (38) is true. □

By using the lemmas we have just proved, we conclude that the vacuum expectation value (37) is expressed as
\begin{equation}
 g(\mu_1, \mu_2, \ldots, \mu_r | \lambda_1, \lambda_2, \ldots, \lambda_s)^G = \prod_{i=1}^r I(\mu_i, \lambda_i), \quad r = s,
 \end{equation}
write $|\lambda_1, \ldots, \lambda_r)^g := (g(\lambda_1, \ldots, \lambda_r))^*$. We now define a new symmetric polynomial $a_\lambda(x)$ as
\begin{equation}
a_\lambda(x) = \begin{cases} 2^{-r} : \langle 0 | e^H(x) | \lambda_1, \lambda_2, \ldots, \lambda_r)^g, & r: \text{even}, \\ 2^{-r} : \langle 0 | e^H(x) | \lambda_1, \lambda_2, \ldots, \lambda_r, 0)^g, & r: \text{odd}. \end{cases}
\end{equation}

Theorem 9.8. Let $\mu, \lambda$ be strict partitions and $\ell(\lambda)$, $\ell(\mu)$ be their lengths, respectively. Write $\ell(\lambda)'$ (resp. $\ell(\mu)'$) be the smallest integer that is equal to or greater than $\ell(\lambda)$ (resp. $\ell(\mu)$). For a skew shape $\mu/\lambda$, we let $\text{row}(\mu/\lambda)$ denote the number of non-empty rows of $\mu/\lambda$. Then we have
\begin{equation}
 \langle GQ_\lambda, o_\mu \rangle = \begin{cases} (-\beta)^{|\mu|-|\lambda|} 2^{\text{row}(\mu/\lambda)}, & \mu \supset \lambda \text{ and } \ell(\mu)' = \ell(\lambda)', \\ 0, & \text{otherwise.} \end{cases}
\end{equation}

Proof. Noting the equation $\text{row}(\mu/\lambda) = \ell(\mu) - 2\{i \mid \mu_i = \lambda_i > 0\}$ for $\mu \supset \lambda$, we know that the theorem follows directly from Proposition 8.3 and (39). □

From Theorem 9.8, we can find a unique family of symmetric polynomials $gp_\lambda(x) \in g\Gamma$ ($\lambda : \text{strict}$) which satisfies
\begin{equation}
 \langle GQ_\lambda, gp_\mu \rangle = \delta_{\lambda,\mu}.
\end{equation}
In fact, by using Möbius inversion theorem, we know that there exists a unique family of rational numbers $k_{\lambda,\mu} \in \mathbb{Q}$ such that the sum
\begin{equation}
 gp_\lambda(x) = a_\lambda(x) + \sum_{\mu \text{ strict, } \lambda \supset \mu, \ell(\lambda)' = \ell(\mu)'} k_{\lambda,\mu} \cdot \beta^{|\lambda|-|\mu|} o_\mu(x).
\end{equation}
Then, from (40), we have

\[ o_\lambda(x) = gp_\lambda(x) + \sum_{\mu \text{ strict}, \lambda \geq \mu} \frac{(-\beta)^{\lambda - |\mu|}}{2^{|\mu|(\lambda/\mu)}} gp_\mu(x). \]

Theorem 9.8 is now rewritten as

Example 9.9. For a one-row partition \( (n) \), we write \( o_n(x) = o_{(n)}(x) \) and \( gp_n(x) = gp_{(n)}(x) \). From (42) and (43), we have

\[ o_n(x) = gp_n(x) - \frac{\beta}{2} gp_{n-1}(x) + \frac{\beta^2}{2} gp_{n-2}(x) - \frac{\beta^3}{2} gp_{n-3}(x) + \cdots + \frac{(-\beta)^{n-1}}{2} gp_1(x) \]

and

\[ gp_n(x) = o_n(x) + \frac{\beta}{2} o_{n-1}(x) - \frac{\beta^2}{4} o_{n-2}(x) + \cdots - \frac{(-\beta)^{n-1}}{2^{n-1}} o_1(x). \]

10. On Pfaffian formulas for \( o_\lambda(x) \)

Let us proceed to Pfaffian formulas for dual functions. Unfortunately, we do not have a Pfaffian-type formula for \( gp_\lambda(x) \) itself at this stage. Instead, we show two types of Pfaffian formulas for \( o_\lambda(x) \), which are proved by straightforward calculation similar to that used in Section 7.

10.1. Pfaffian formula I for \( o_\lambda \). Write

\[ \theta := \Theta^* = 2 \left( \frac{\beta}{2} b_1 + \frac{\beta^3}{2^3} b_3 + \frac{\beta^5}{2^5} b_5 + \cdots \right). \]

Then, from (40), we have

\[ o_\lambda(x) = \begin{cases} 2^{-r} \cdot \langle 0 | e^{\mathcal{H}^{|\lambda|}(x)} e^{-\theta} \phi_0 [\lambda] e^{-\theta} \cdots \phi_0 [\lambda] | 0 \rangle, & \text{if } r \text{ is even}, \\ 2^{-r} \cdot \langle 0 | e^{\mathcal{H}^{|\lambda|}(x)} e^{-\theta} \phi_0 [\lambda] e^{-\theta} \cdots \phi_0 [\lambda] e^{-\theta} \phi_0 [\lambda] | 0 \rangle, & \text{if } r \text{ is odd}. \end{cases} \]

Let us define a new symmetric polynomial \( q_n^{[\lambda]}(x) \) by

\[ \sum_{n=0}^{\infty} q_n^{[\lambda]}(x) z^n = \langle 0 | e^{\mathcal{H}^{[\lambda]}(x)} \phi_0 [\lambda] (z) \phi_0 [\lambda] | 0 \rangle = \exp \left( \sum_{n=1}^{\infty} \frac{p_n}{n} (z^n - \frac{1}{x_i^\lambda}) \right) = \prod_i \frac{1 - x_i z}{1 - x_i^\lambda z}. \]

If we put \( \beta = 0 \), \( q_n^{[\lambda]}(x) \) comes back to \( q_n(x) \). Noting \( e^{-\theta} | 0 \rangle = | 0 \rangle \), \( e^{-\theta} \phi_0 [\lambda] | 0 \rangle = \phi_0 [\lambda] | 0 \rangle \), and the relation

\[ e^{-\theta} \phi_0 [\lambda] (z) e^\theta = (1 + \beta z)^{-1} \phi_0 [\lambda] (z) \]

that is given from Proposition 9.2, we have

\[ \sum_{n=0}^{\infty} o_n(x) z^n = 2^{-1} \langle 0 | e^{\mathcal{H}^{[\lambda]}(x)} e^{-\theta} \phi_0 [\lambda] (z) e^{-\theta} \phi_0 [\lambda] | 0 \rangle \]

\[ = 2^{-1} (1 + \beta z)^{-1} \langle 0 | e^{\mathcal{H}^{[\lambda]}(x)} \phi_0 [\lambda] (z) \phi_0 [\lambda] | 0 \rangle \]

\[ = \frac{1}{2} (1 + \beta z) \prod_i \frac{1 - x_i z}{1 - x_i^\lambda z}. \]

This equation can be seen as a counterpart of (23). From this, we obtain

\[ o_n(x) = \frac{1}{2} \left( q_n^{[\lambda]}(x) - \beta q_{n-1}^{[\lambda]}(x) + \beta^2 q_{n-2}^{[\lambda]}(x) - \cdots + (-\beta)^n q_0^{[\lambda]}(x) \right). \]
Let us consider the formal function $\Psi = \Psi(z_1, \ldots, z_r)$ defined as

$$\Psi = \begin{cases} 
0 \text{e}^{H_{[\beta]} - \theta \phi_0(z_1)} e^{-\theta \phi_{[\beta]}(z_2)} e^{-\theta \phi_{[\beta]}(z_3)} \cdots e^{-\theta \phi_{[\beta]}(z_r)} |0\rangle, & \text{if } r \text{ is even}, \\
0 \text{e}^{H_{[\beta]}} e^{-\theta \phi_{[\beta]}(z_1)} e^{-\theta \phi_{[\beta]}(z_2)} e^{-\theta \phi_{[\beta]}(z_3)} \cdots e^{-\theta \phi_{[\beta]}(z_r)} e^{-\theta \phi_0(z_r)} |0\rangle, & \text{if } r \text{ is odd},
\end{cases}$$

in which the coefficient of $z_1^{\lambda_1} \cdots z_r^{\lambda_r}$ is $o_\lambda(x)$. By putting

$$B_i = e^{-i\theta} \phi_{[\beta]}(z_i) e^{i\theta} = (1 + \beta z_i)^{-i} \phi_{[\beta]}(z_i),$$
$$B_{r+1} = e^{-(r+1)\theta} \phi_0 e^{(r+1)\theta},$$

and noting $e^\theta |0\rangle = |0\rangle$, we obtain

$$\Psi = \langle 0 | e^{H_{[\beta]} B_1 B_2 \cdots B_r} | 0 \rangle = \text{Pf} \left( \langle 0 | e^{H_{[\beta]} B_i B_j} | 0 \rangle \right)_{1 \leq i < j \leq r}.$$

Therefore, we have

$$(45) \quad \Psi = \text{Pf} \left( Z_{i,j} \right)_{1 \leq i < j \leq r},$$

where

$$Z_{i,j} = \begin{cases} 
(1 + \beta z_i)^{-i} (1 + \beta z_j)^{-j} q^{[\beta]}(z_i) q^{[\beta]}(z_j) \frac{z_i - z_j}{z_i + z_j + \beta z_i z_j}, & j \neq r + 1, \\
(1 + \beta z_i)^{-i} q^{[\beta]}(z_i), & j = r + 1.
\end{cases}$$

Here $\frac{z_i - z_j}{z_i + z_j + \beta z_i z_j}$ is expanded as

$$\frac{1 - \frac{z_j z_i^{-1}}{1 + z_i z_j^{-1} + \beta z_j}}{1 + z_j z_i^{-1} + \beta z_j} = 1 - (2z_i^{-1} + \beta)z_j + (2z_i^{-2} + 3\beta z_i^{-1} + \beta^2)z_j^2 - \cdots.$$

Let $g_{p,q}^{i,j}$ be the element of $\mathbb{Q}[\beta]$ defined by

$$\begin{cases} 
(1 + \beta z)^{-i} (1 + \beta w)^{-j} \frac{z - w}{z + w + \beta z w} = \sum_{p+q \geq 0, q \geq 0} g_{p,q}^{i,j} z^p w^q, & j \neq r + 1, \\
(1 + \beta z)^{-i} = \sum_{p \geq 0} g_{p,r+1}^{i,j} z^p, & j = r + 1.
\end{cases}$$

Then, by comparing coefficients on the both sides of (45), we have the explicit formula:

**Proposition 10.1.** We have

$$o_\lambda(x) = 2^{-r} \text{Pf} \left( \zeta_{i,j} \right)_{1 \leq i < j \leq r},$$

where

$$\zeta_{i,j} = \begin{cases} 
\sum_{p+q \geq 0, q \geq 0} g_{p,q}^{i,j} q^{[\beta]}_{\lambda_i - p}(x) q^{[\beta]}_{\lambda_j - q}(x), & j \neq r + 1, \\
\sum_{p \geq 0} q^{i,j+1} q^{[\beta]}_{\lambda_i - p}(x), & j = r + 1.
\end{cases}$$

Note that (44) is a special case of this equation.
10.2. Pfaffian formula II for $o_{\lambda}$. Similarly to §7.2 we can derive another Pfaffian formula for $o_{\lambda}(x)$. Since
\[
\langle 0 \vert e^{|H^{[\beta]}|} B_i B_j \vert 0 \rangle = (1 + \beta z_j)^{-(i - 1)} (1 + \beta z_j)^{-(j - 2)} \langle 0 \vert e^{|H^{[\beta]}|} e^{-\theta \phi^{[\beta]}} (z_i) e^{-\theta \phi^{[\beta]}} (z_j) \vert 0 \rangle
\]
we have
\[
\Psi(z_1, \ldots, z_n) = \text{Pf} (\mathcal{K}_{i,j})_{1 \leq i < j \leq r'},
\]
where
\[
\mathcal{K}_{i,j} = \begin{cases} (1 + \beta z_i)^{-(i - 1)} (1 + \beta z_j)^{-(j - 2)} \Psi(z_i, z_j), & j \neq r + 1, \\ (1 + \beta z_i)^{-(i - 1)} \Psi(z_i), & j = r + 1. \end{cases}
\]
By comparing coefficients on the both sides, we obtain
\[
o_{\lambda}(x) = \text{Pf} (\kappa_{i,j})_{1 \leq i < j \leq r'},
\]
where
\[
\kappa_{i,j} = \begin{cases} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{(1 - i)}{(i - j)} \binom{2 - j}{i - j} a_{(\lambda_i - k, \lambda_j - l)}(x), & j \neq r + 1, \\ \sum_{k=0}^{\infty} \frac{(1 - i)}{(i - j)} a_{(\lambda_i - k)(x)}, & j = r + 1. \end{cases}
\]
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