ON NON-LOCAL VARIATIONAL PROBLEMS WITH LACK OF COMPACTNESS RELATED TO NON-LINEAR OPTICS
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Abstract. We give a simple proof of existence of solutions of the dispersion management and diffraction management equations for zero average dispersion, respectively diffraction. These solutions are found as maximizers of non-linear and non-local variational problems which are invariant under a large non-compact group. Our proof of existence of maximizer is rather direct and avoids the use of Lions’ concentration compactness argument or Ekeland’s variational principle.

1. Introduction

1.1. The variational problems. In this paper we are concerned with the existence of maximizers for two non-local non-linear variational problems,

\[ P_c^\lambda := \sup \left( Q^c_{\mu}(f,f,f,f) \mid f \in L^2(\mathbb{R}), \|f\|_{L^2}^2 = \lambda \right), \tag{1.1} \]

respectively,

\[ P_d^{\lambda} := \sup \left( Q^d_{\mu}(f,f,f,f) \mid f \in l^2(\mathbb{Z}), \|f\|_{l^2}^2 = \lambda \right), \tag{1.2} \]

for \( \lambda > 0 \). Here the four-linear functionals \( Q^c/d_{\mu} \) are given by

\[ Q^c_{\mu}(f_1,f_2,f_3,f_4) := \int_{\mathbb{R}} \int_{\mathbb{R}} (T_r f_1)(x)(T_r f_2)(x)(T_r f_3)(x)(T_r f_4)(x) \, dx \, d\mu(dr) \tag{1.3} \]

in the continuous case, where \( \mu \) is a suitable measure on \( \mathbb{R} \), the operator \( T_r := e^{ir\partial_x^2} \) is the unitary solution operator for the free Schrödinger equation in one dimension, and \( f_j \in L^2(\mathbb{R}) \) for \( j = 1, 2, 3, 4 \), respectively

\[ Q^d_{\mu}(f_1,f_2,f_3,f_4) := \sum_{x \in \mathbb{Z}} \int_{\mathbb{R}} (S_r f_1)(x)(S_r f_2)(x)(S_r f_3)(x)(S_r f_4)(x) \, \mu(dr) \tag{1.4} \]

in the discrete case, where, with \( \Delta \) the discrete Laplacian given by \( \Delta f(x) = f(x + 1) + f(x - 1) - 2f(x) \) we denote by \( S_r := e^{ir\Delta} \) the solution operator of the free discrete Schrödinger equation in one dimension and \( f_j \in l^2(\mathbb{Z}) \), \( j = 1, 2, 3, 4 \).

For the existence of maximizers of (1.2) we only need that \( \mu \) is a bounded measure with bounded support, see Theorem [1.2] and for the existence of maximizers of (1.1) we need that the measure \( \mu \) has a density \( \psi \) lying in suitable \( L^p \)-spaces, see Theorem [1.1].
Our interest in these variational problems stems from the fact that the maximizers of (1.1), respectively (1.2), yield (quasi-)periodic breather type solutions, the dispersion management solitons, of the dispersion managed non-linear Schrödinger equation, respectively the diffraction management solitons for the diffraction managed discrete non-linear Schrödinger equation. The dispersion management solitons have attracted a lot of interest in the development of ultra–fast long–haul optical data transmission fibers and the diffraction management solitons where studied in some new discrete waveguide array designs. We address the connection of the two variational problems above with non-linear optics later in section 1.2.

The standard approach to show the existence of a maximizer of (1.1), respectively, (1.2), is to identify it as the strong limit of a suitable maximizing sequence, i.e., in the continuous case a sequence \((fn)_{n \in \mathbb{N}} \subset L^2(\mathbb{R})\) with \(\|fn\|_2^2 = \lambda\) and \(P^c_\lambda = \lim_{n \to \infty} Q^c_\mu(f_n, f_n, f_n, f_n)\). The problem is that the two variational problems above are invariant under translations of \(L^2(\mathbb{R})\), respectively \(l^2(\mathbb{Z})\). The invariance of \((l^2(\mathbb{Z}))^4 \ni (f_1, f_2, f_3, f_4) \mapsto Q^c_\mu(f_1, f_2, f_3, f_4)\) under simultaneous translations of the \(f_j\) follows simply from the invariance of the discrete Laplacian \(\Delta\) and hence of \(S_r = e^{ir\Delta}\) under shifts. Even worse, due to the Galilei invariance of the free Schrödinger evolution the maximization problem (1.1) is invariant under translations and boosts, i.e., translation in momentum space, of \(L^2(\mathbb{R})\) for every sensible choice of the measure \(\mu\), see the discussion in Appendix C. Thus the two variational problems above are invariant under a large non-compact group of transformations leading to a *loss of compactness*: maximizing sequences can easily converge weakly to zero.

Under the assumption that the measure \(\mu\) has density \(1_{[0,1]}\), that is, the uniform distribution on \([0,1]\), this loss of compactness in the variational problem (1.1) was overcome by Kunze in \([30]\), who used a very tricky application of the Lions’ concentration compactness principle, \([37]\), first in Fourier-space and then in real space, to compensate for the loss of compactness due to shifts and boosts. The existence of maximizers of (1.2), again under the same assumption that \(\mu\) has density \(1_{[0,1]}\), was shown by Stanislavova in \([49]\), using Ekeland’s variational principle \([17, 18, 27]\).

In this paper we give an alternative approach very much different from \([30]\) and \([49]\) for the existence of maximizers for the variational problems (1.1) and (1.2) which we believe is not only very natural but has several additional advantages:

1. We show existence of maximizers of (1.1) under *very weak* conditions on the measure \(\mu\), see Theorem 1.1 and the existence of maximizers of (1.2) under the *weakest possible* assumption on \(\mu\), see Theorem 1.2 and Remark 1.3.i.

2. Our approach avoids the use of ‘heavy machinery’ like Lions’ concentration compactness or Ekeland’s variational principle from the calculus of variations and gives easily more information about maximizing sequences. Whereas \([30]\) and \([49]\) show that there exists at least one suitable maximizing sequence which is strongly converging, we show that the loss of compactness is much milder than one would naively expect: *Any* maximizing sequence for (1.1), respectively (1.2), is tight, i.e., stays in a compact subset of \(L^2(\mathbb{R})\), respectively \(l^2(\mathbb{Z})\), modulo translations and boosts in \(L^2\), respectively modulo translations in \(l^2\), see Propositions 2.4 and 2.5.
3) To conclude that a maximizer of (1.1), respectively (1.2), exists, we use a simple characterization of strong convergence in $L^2$, respectively $l^2$, in terms of ‘weak convergence’ and ‘tightness’. This is done in Lemma A.1 and A.4 whose proof is rather straightforward and uses only some simple properties of compact operators.

4) We believe that these ideas will be useful in the study of other variational problems on $L^2$, respectively $l^2$.

Our main results concerning the variational problems (1.1) and (1.2) are

**Theorem 1.1** (Existence, continuous case). Assume that the measure $\mu$ has a density $\psi$ with $\psi \in L^2(\mathbb{R})$. Then the variational problem (1.1) is well-posed, i.e., $P_\lambda^c < \infty$ for all $\lambda > 0$. Moreover, if the density $\psi \in L^2(\mathbb{R}) \cap L^4(\mathbb{R}) \cap L^4(\mathbb{R}, t^2 dt)$, then for any $\lambda > 0$, there exists a maximizer for the variational problem (1.1), i.e., there exists $f \in L^2(\mathbb{R})$, $\|f\|_2^2 = \lambda$, such that

$$Q_\mu^c(f, f, f, f) = \sup \left( Q_\mu^c(g, g, g, g) \left| g \in L^2(\mathbb{R}), \|g\|_2^2 = \lambda \right. \right).$$

This maximizer is also a solution of the dispersion management equation (1.22) for some Lagrange multiplier $\omega > 0$.

In the discrete case we have an existence result under the ‘weakest possible’ assumption on the measure $\mu$.

**Theorem 1.2** (Existence, discrete case). The variational problem (1.2) is well posed if $\mu$ is a bounded measure. If, in addition, the measure $\mu$ has bounded support, then for any $\lambda > 0$, there exists a maximizer for the variational problem (1.2). This maximizer is also a solution of the diffraction management equation (1.23) for some Lagrange multiplier $\omega > 0$.

**Remarks 1.3.** (i) As we will see in section 1.2 the requirement that $\mu$ is a probability measure with bounded support arises naturally in the study of diffraction management solitons. In this sense, the condition on $\mu$ in Theorem 1.2 is optimal and the assumptions on the density of $\mu$ in Theorem 1.1 are not very restrictive since in this case $\psi \in L^1(\mathbb{R})$ with compact support and thus, by interpolation, the assumptions in Theorem 1.1 reduce to the additional requirement that $\psi \in L^4(\mathbb{R})$. In particular, the density $\psi$ can have some strong local singularities which, via (1.14) below, yields existence of breather type solutions in dispersion managed glass fiber cables under mild conditions on the dispersion profile $d_0$ of the fiber. For example, any locally continuous dispersion profile $d_0$ which is bounded away from zero is allowed, $d_0$ can even have (isolated) zeros, as long as they are approached slowly enough.

(ii) The existence Theorem 1.1 gives no further information about the regularity of the maximizer. If $\mu$ has density $1_{[0,1]}$, Kunze’s existence proof, [30], shows that the maximizer is bounded. In [38] Stanislavova then showed that Kunze’s maximizer is infinitely often differentiable. Only recently it was shown in [24] that any weak solution $f \in L^2(\mathbb{R})$ of the dispersion management equation (1.22) is a Schwartz function, i.e., it is infinitely often differentiable and all its derivatives decay faster than algebraically at infinity. All these result so far need that $\mu$ has density $1_{[0,1]}$, but, as we shall see, the regularity result of [24] easily carries over to all $\mu$ considered in Theorem 1.1, see Remark B.6.i.ii.
(iii) Again if $\mu$ has density $1_{[0,1]}$, Lushnikov gave convincing but non-rigorous arguments in [38] that the maximizer of (1.1) should have the asymptotic form

$$f(x) \sim A \cos(a_2 x^2 + a_1 x + a_0) e^{-b|x|},$$

as $|x| \to \infty$ for some $a_j$ and $b > 0$. In particular, the maximizer should be exponentially decaying. In [19] we show that any solution $f \in L^2(\mathbb{R})$ of the dispersion management equation (1.22), so also any maximizer of (1.1), together with its Fourier transform is exponentially decaying if $\mu$ has density $1_{[0,1]}$, confirming part of Lushnikov’s conjecture. In particular, even though it is no longer an elliptic equation, the singular limit (1.22) of the dispersion management equation still enjoys very strong regularity properties: any solution of it is analytic in a strip containing the real line under suitable conditions on the density of $\mu$.

(iv) As already mentioned, the existence of maximizers of the discrete maximization problem (1.2) was shown in [49] if $\mu$ has density $1_{[0,1]}$. Moreover, [49] shows that in this case the maximizer decays faster than algebraically at infinity. In [25] we show that under the conditions of the Existence Theorem 1.2 every maximizer and, more generally, any solution of the discrete Gabitov–Turitsyn equation (1.23) for vanishing average diffraction, is even super-exponentially decaying. More precisely, the bound

$$\limsup_{|x| \to \infty} \left( (|x| + 1) \ln(|x| + 1) \right)^{-1} \ln |f(x)| \leq -\frac{1}{4}$$

holds for any solution $f \in l^2(\mathbb{Z})$ of (1.23) if $\mu$ is a bounded measure with compact support. Thus, unlike in the continuous case, we have the super-exponential decay estimate (1.5) for any solution under the same condition on the measure $\mu$ as needed for existence.

Our paper is organized as follows: In the next section we discuss how the maximization problems (1.1), respectively (1.2), arise naturally in problems in non-linear optics where the dispersion, respectively diffraction, is strongly periodically varied. In section 2 we derive our main tools for the existence of maximizers for the variational problems (1.1) and (1.2). In Proposition 2.4 we show that any maximizing sequence for (1.1) can be shifted and boosted, so that it is tight both in real and Fourier space. A similar result, Proposition 2.5, is shown in the discrete case. These two propositions are the key for avoiding the use of Lions’ concentration compactness argument or Ekeland’s variational principle. The core of the argument is given in Lemmata 2.1, respectively, Lemma 2.2, which show that a near maximizer cannot break up in real and Fourier space. Strong convergence of suitably translated and boosted, respectively translated, maximizing sequences then follows from a simple characterization of strong convergence in $L^2$, respectively $l^2$, in Lemma A.1 and A.3. The proof of Lemma 2.1 is based on multi-linear refinement of the Strichartz inequality in real and Fourier space. These refinements are extensions of the multi-linear estimates developed in [24] and discussed in Appendix B.1. In the discrete case, we use the multi-linear estimates developed in [25], see Appendix B.2.
1.2. The connection with non-linear optics. Our main motivation for studying (1.1), respectively (1.2), comes from the fact that the maximizers of these two variational problems are related to breather-type solutions of the dispersion managed non-linear Schrödinger equation
\[ i \partial_t u = -d(t) \partial_x^2 u - |u|^2 u, \]
respectively its discrete version,
\[ i \partial_t u(t, x) = -d(t)(\Delta u)(t, x) - |u(t, x)|^2 u(t, x), \quad x \in \mathbb{Z}, \]
where the dispersion/diffraction \( d(t) \) is parametrically modulated. The continuous non-linear Schrödinger equation (1.6), respectively its discrete version (1.7), describe a wide range of different physical phenomena in such diverse areas as solid states physics, some biological systems, Bose-Einstein condensation, and continuous and discrete non-linear optics, e.g., glass-fiber cables and optical waveguide arrays, see, e.g., [7, 14, 46, 52, 54].

In non-linear optics (1.6) describes the evolution of a pulse in a frame moving with the group velocity of the signal through a glass fiber cable, see [53]. As a warning: with our choice of notation the variable \( t \) denotes the position along the glass fiber cable and \( x \) the (retarded) time. Hence \( d(t) \) is not varying in time but denotes indeed a dispersion varying along the optical cable. The discrete version (1.9) describes an array of wave-guides where \( t \) is the distance along the waveguide, the now discrete variable \( x \in \mathbb{Z} \) denotes the location of an array element, and \( d(t) \) the total diffraction along the waveguide. For physical reasons it is not a restriction to assume that \( d \) is piecewise constant, but we will not make this assumption in this paper.

In the continuous case the dispersion management idea, i.e., the possibility to periodically manage the dispersion by put alternating sections with positive and negative dispersion together in an optical glass-fiber cable to compensate for dispersion of the signal was predicted by Lin, Kogelnik, and Cohen already in 1980, see [36], and then implemented by Chraplyvy and Tkach for which they received the Marconi prize in 2009. The periodically varying dispersion creates a new optical fiber type enabling the development of long-haul optical fiber transmission systems with record breaking capacities beyond one Terabit/second per fiber which equates to a 100-fold capacity increase in the last ten years, [1, 10, 11, 21, 22, 29, 32, 33, 36, 39, 41, 42]. Thus dispersion management technology has been of fundamental importance for ultra-high speed data transfer through glass fiber cables over intercontinental distances and is now widely used commercially. For a review see [55, 56]. Discrete solitons in an optical waveguide array, on the other hand, were theoretically predicted in [12]. Nearly a decade later they were experimentally studied, [15], and as in the continuous case localized stable non-linear waves were found. Recently a zigzag diffraction management geometry in discrete optical waveguides was proposed in [16] in order to create low power stable discrete pulses which can be more easily observed experimentally.

In both cases, the periodic modulation of the dispersion, respectively diffraction, can be described by the ansatz
\[ d(t) = \varepsilon^{-1} d_0(t/\varepsilon) + d_{av}. \]
Here \( d_{av} \geq 0 \) is the average component and \( d_0 \) its mean zero part which, by scaling, we can assume to have period two. For small \( \varepsilon \) the equation (1.8) describes a fast strongly
varying dispersion, respectively diffraction, which corresponds to the regime of strong

dispersion, respectively diffraction, management.

Since (1.6) and (1.7) are formally very similar we will combine them into the equation

\[ i\partial_t u = d(t) A u - |u|^2 u \]

(1.9)
on the Hilbert space \( X \) where we call the choice \( X = L^2(\mathbb{R}) \) and \( A = -\partial_x^2 = -\frac{\partial^2}{\partial x^2} \)
the continuous case and the discrete case is given by \( X = l^2(\mathbb{Z}) \) and \( A = -\Delta \) the
discrete Laplacian. We seek to rewrite (1.9) into a more amenable form in order to
find breather type solutions. Let \( D(t) = \int_{-1}^{1} d_0(s) \, ds \) and note that as long as \( d_0 \) is
locally integrable and has period two with mean zero, \( D \) is also periodic with period two.
Furthermore, \( U_r = e^{-irA} \) is a unitary operator and thus the unitary family
\( t \mapsto U_{D(t/\varepsilon)} \) is periodic with period \( 2\varepsilon \). Making the ansatz \( u(t, x) = (U_{D(t/\varepsilon)}v(t, \cdot))(x) \)
in (1.9), a short calculation shows

\[ i\partial_t v = d_{av} Au - U^{-1}_{D(t/\varepsilon)} \left[ |U_{D(t/\varepsilon)}v|^2 U_{D(t/\varepsilon)}v \right] \]

(1.10)
which is equivalent to (1.9) and still a non-autonomous equation.

For small \( \varepsilon \), that is, in the regime of strong dispersion/diffraction management,
\( U_{D(t/\varepsilon)} \) is fast oscillating in the variable \( t \), hence the solution \( v \) should evolve on two
widely separated time-scales, a slowly evolving part \( v_{\text{slow}} \) and a fast, oscillating part
which is hopefully small. Analogously to Kapitza’s treatment of the unstable pendulum
which is stabilized by fast oscillations of the pivot, see [34], the effective equation for
the slow part \( v_{\text{slow}} \) was derived by Gabitov and Turitsyn [21] in the continuous case
and in [2, 3, 4] in the discrete case. It is given by integrating the fast oscillating term
containing \( U_{D(t/\varepsilon)} \) over one period in \( t \),

\[ i\partial_t v_{\text{slow}} = d_{av} Av_{\text{slow}} - \frac{1}{2\varepsilon} \int_{-\varepsilon}^{\varepsilon} U^{-1}_{D(r/\varepsilon)} \left[ |U_{D(r/\varepsilon)}v_{\text{slow}}|^2 U_{D(r/\varepsilon)}v_{\text{slow}} \right] \, dr \]

(1.11)

This averaging procedure leading to (1.11) was rigorously justified for the profile \( d_0 = 1_{[-1, 0)} - 1_{[0, 1)} \), in [59] in the continuous case and in [40] and [41] in the discrete case:
given an initial condition \( f \), the solutions of (1.11) and (1.10) stay \( \varepsilon \) close – measured
in suitable Sobolev norms – over long distances \( 0 \leq t \leq C/\varepsilon \), see [59] and [40] [44]
for the precise formulation. Thus of special interest are stationary solutions of (1.11),
which can be found making the ansatz

\[ v_{\text{slow}}(t, x) = e^{i\omega t} f(x), \]

(1.12)
since they lead to breather like (quasi-)periodic solutions for the original equation (1.9),
whose average profile, for long \( t \), is given by (1.12). Before doing this it turns out to be advantageous to rewrite the non-local non-linear term in (1.11): we define
a measure \( \mu(B) \) by setting \( \mu(B) := \frac{1}{2} \int_{-1}^{1} 1_B(D(r)) \, dr \) for any measurable set \( B \subset \mathbb{R} \).
Since \( \mu(B) \geq 0 \) and \( \mu([\mathbb{R}]) = \int 1_{\mathbb{R}}(r) \mu(dr) = \int_{-1}^{1} 1_{\mathbb{R}}(D(r)) \, dr = \int_{-1}^{1} dr = 1 \), one sees that \( \mu \) is a probability measure. Moreover, as long as \( d_0 \) is locally integrable, \( D \) is bounded
and hence the probability measure \( \mu \) also has bounded support. Since \( \mu \) is the image measure of normalized Lebesgue measure on \([-1, 1]\) under \( D \), we can rewrite (1.11) as

\[
i \partial_t \psi_{\text{slow}} = d_{\text{av}} A \psi_{\text{slow}} - \int_{\mathbb{R}} U_\tau^{-1} \left[ |U_\tau \psi_{\text{slow}}|^2 U_\tau \psi_{\text{slow}} \right] \mu(d\tau).
\]

(1.13)

The simplest case of dispersion management, \( d_0 = 1 \) on \([-1, 0)\) and \( d_0 = -1 \) on \([0, 1)\), i.e., \( d_0 = 1_{[-1,0)} - 1_{[0,1)} \), which is the case most studied in the literature, corresponds to the measure \( \mu \) having the density \( 1_{[0,1)} \), the uniform distribution on \([0,1]\). More generally, if \( d_0 \) is piecewise continuous on \([-1,1]\) and bounded away from zero, which is certainly a physically reasonable assumption, or zero on an at most discrete subset of \([0,1]\), the inverse function theorem, \([51]\), shows that \( \mu \) has a density \( \psi \), i.e., \( \mu(d\tau) = \psi(\tau) \ d\tau \), with \( \psi \) given by

\[
\psi(\tau) := \sum_{t \in D^{-1}(\tau)} |d_0(t)|^{-1},
\]

(1.14)

where \( D^{-1}(\{\tau\}) = \{t \in [0,1]| D(t) = \tau\} \).

Finally, we find it convenient to multi-linearize the non-linear and non-local term in (1.13) by introducing

\[
Q_\mu(v_1, v_2, v_3)(t) := \int_{\mathbb{R}} U_\tau^{-1} \left[ U_\tau v_1(t, \cdot) \bar{U}_\tau v_2(t, \cdot) U_\tau v_3(t, \cdot) \right] \mu(d\tau).
\]

(1.15)

With this we rewrite (1.11) as

\[
i \partial_t \psi_{\text{slow}} = d_{\text{av}} A \psi_{\text{slow}} - Q_\mu(\psi_{\text{slow}}, \psi_{\text{slow}}, \psi_{\text{slow}}).
\]

(1.16)

The term \( Q_\mu \) is closely related to the non-linear and non-local functionals appearing in the variational problems (1.1) and (1.2). The ansatz (1.12) in (1.16) yields the time independent Gabitov-Turitsyn equation; in our notation,

\[
-\omega f = d_{\text{av}} A f - Q_\mu(f, f, f),
\]

(1.17)

which is a non-local non-linear eigenvalue equation for \( f \). By testing (1.17) with suitable test functions \( g \) one arrives at the weak formulation

\[
-\omega \langle g, f \rangle = d_{\text{av}} \langle g, A f \rangle - \langle g, Q_\mu(f, f, f) \rangle
\]

where \( \langle g, f \rangle \) is either the scalar product on \( L^2(\mathbb{R}) \) given by \( \int g(x) f(x) \ dx \) in the continuous case or the scalar product \( \sum_{x \in \mathbb{Z}} g(x) f(x) \) on \( l^2(\mathbb{Z}) \) in the discrete case. In the continuous case we interpret the quadratic form \( \langle g, A f \rangle \) as \( \langle g, A f \rangle = \langle \partial_x g, \partial_x f \rangle = \langle g', f' \rangle \) by an integration by parts. A formal calculation, using the unicity of \( U_\tau \), yields

\[
\langle g, Q_\mu(f, f, f) \rangle = Q_{\mu}^{c/d}(g, f, f, f)
\]

(1.18)

where the four linear functional \( Q_{\mu}^{c/d} \) is given by (1.3) in the continuous case and (1.4) in the discrete case, respectively. The formal calculation yielding \( Q_{\mu}^{c/d} \) is justified in the continuous and discrete case using Lemma B.1 respectively Lemma B.7. Thus the weak formulation of (1.17) is

\[
-\omega \langle g, f \rangle = d_{\text{av}} \langle g, A f \rangle - Q_{\mu}^{c/d}(g, f, f, f),
\]

(1.19)
supposed to hold for all $g \in l^2(\mathbb{Z})$ in the discrete case and for any $g$ in the Sobolev space $H^1(\mathbb{R})$ in the continuous case.

Equation (1.19) is the weak form of the Euler-Lagrange equation associated with the energy

$$H(f) := \frac{d_{av}}{2} \langle f, A f \rangle - \frac{1}{4} Q_{\mu}^{\alpha}(f, f, f), \quad (1.20)$$

In particular, any minimizer of the associated constraint minimization problem

$$M_{\lambda}^{d_{av}} := \inf(H(f) \mid f \in X, \|f\|_2^2 = \lambda), \quad (1.21)$$

where $X = l^2(\mathbb{Z})$ in the discrete case and the Sobolev space $H^1(\mathbb{R})$ in the continuous case, will be, up to some minor technicalities, a solution of (1.19) for some choice of Lagrange multiplier $\omega$, as long as the variational problem (1.21) admits minimizers.

The case of vanishing average dispersion/diffraction, $d_{av} = 0$, is of particular practical importance for applications, \[15, 16, 56\], since in this case the positive and negative dispersion/diffraction exactly cancel out. In the limit $d_{av} \to 0$, the variational problem (1.21) yields, up to a minor sign change, the two restricted variational problems (1.1), respectively (1.2), in the continuous, respectively discrete, case. Associated with these limiting two variational problems are the Euler-Lagrange equations

$$\omega \langle g, f \rangle = Q_{\mu}^{\alpha}(g, f, f), \quad \text{for all } g \in L^2(\mathbb{R}) \quad (1.22)$$

and

$$\omega \langle g, f \rangle = Q_{\mu}^{\beta}(g, f, f), \quad \text{for all } g \in l^2(\mathbb{Z}) \quad (1.23)$$

which, in the language of differential equations, are the singular limits of (1.19) for $d_{av} = 0$ in the continuous, respectively discrete case. Note that the continuous version of (1.16) is elliptic for $d_{av} > 0$, whereas its singular limit (1.22) is no longer elliptic. This corresponds to the domain of the variational problem (1.1) increasing from the Sobolev space $H^1(\mathbb{R})$ to the full space $L^2(\mathbb{R})$, due to the loss of second order derivatives.

Solutions of (1.22) are precisely the dispersion management solitons for vanishing average dispersion and solutions of (1.23) the diffraction management solitons for vanishing average diffraction. Theorems 1.1 and 1.2 show that these solitons exist under rather mild conditions on $\mu$, translating to very general and non-restrictive conditions on the profile $d_0$ for existence of dispersion management solitons, see Remark 1.3.1.

As a final remark, we would like to note that even for $d_{av} > 0$ existence of minimizers of (1.21) has only been established for the special choice of profile $d_0 = 1_{[-1,0)} - 1_{[0,1)}$, corresponding to $\mu$ having density $1_{[0,1]}$ in the continuous case. The continuous case was done in [59] again using Lions’ concentration compactness principle. Due to the absence of scaling in $l^2(\mathbb{Z})$ there is a threshold phenomena for the existence of minimizers of (1.21) in the discrete case similar to [58] which makes the problem slightly harder than the continuous case: The infimum $M_{\lambda}^{d_{av}}$ is negative only for sufficiently large $\lambda$ and minimizers for (1.21) exist in the discrete case only if $\lambda$ is large enough, depending on $d_{av} > 0$, see [40] and [44] where the existence of minimizers for piecewise continuous diffraction profile $d_0$ was shown using a discrete version of Lions’ concentration compactness principle.

In all above cases, using by now well-known arguments, see [8, 9, 57], this variational approach to the existence of solutions of (1.19) also shows that minimizers of (1.21)
for \( d_{av} > 0 \), respectively maximizers of (1.1) and (1.2) for \( d_{av} = 0 \) lead to orbitally stable solutions of (1.16).

2. The existence proof

We want to show that one can suitably massage any maximizing sequence for the variational problem (1.1), respectively (1.2), with translations and boosts of \( L^2(\mathbb{R}) \), respectively translations of \( l^2(\mathbb{Z}) \), so that it lies in a compact subspace of \( L^2 \), respectively \( l^2 \). The following lemma is the key result for this. First we need one more piece of notation. For \( x > 0 \) and \( \alpha \in \mathbb{R} \) define

\[
G_\alpha(x) := \left( (x + \alpha^2)^{1/2} - \alpha \right)^{-1/2}.
\]

Note that \( G_\alpha \) is a decreasing function on \( \mathbb{R}_+ \) which vanishes at infinity. Moreover, for \( z \in \mathbb{R} \) let \( z_+ := \max(z, 0) \).

**Lemma 2.1** (Continuous case). Let \( \mu \) have a density \( \psi \) satisfying \( 0 \leq \psi \in L^2(\mathbb{R}) \cap L^4(\mathbb{R}) \cap L^4(\mathbb{R}, t^2 dt) \). Then there exists a constant \( C \) depending only on \( \|\psi\|_{L^2(\mathbb{R})}, \|\psi\|_{L^4(\mathbb{R})} \) and \( \|\psi\|_{L^4(\mathbb{R}, t^2 dt)} \) such that if \( f \in L^2(\mathbb{R}) \), \( 0 < \varepsilon < \|f\|_{L^2} \), and \( a, b \in \mathbb{R} \), with

\[
\int_{-\infty}^{a} |f(x)|^2 \, dx \geq \frac{\varepsilon^2}{2} \quad \text{and} \quad \int_{b}^{\infty} |f(x)|^2 \, dx \geq \frac{\varepsilon^2}{2},
\]

then

\[
Q^c_\mu(f, f, f, f) \leq P^c_\mu(\|f\|_{L^2}^4 - \varepsilon^4/2) + C \|f\|_{L^2}^4 G_{1/2}(b - a_+). \tag{2.3}
\]

Moreover, whenever \( c, d \in \mathbb{R} \), are such that

\[
\int_{-\infty}^{c} |\hat{f}(k)|^2 \, dk \geq \frac{\varepsilon^2}{2} \quad \text{and} \quad \int_{d}^{\infty} |\hat{f}(k)|^2 \, dk \geq \frac{\varepsilon^2}{2},
\]

then also

\[
Q^c_\mu(\hat{f}, \hat{f}, \hat{f}, \hat{f}) \leq P^c_\mu(\|f\|_{L^2}^4 - \varepsilon^4/2) + C \|f\|_{L^2}^4 G_{1/2}(d - c_+). \tag{2.4}
\]

We have a similar bound in the discrete case under much weaker assumptions on the measure \( \mu \).

**Lemma 2.2** (Discrete case). Assume that \( \mu \) is a bounded measure with bounded support. Then there is a constant \( C \) such that if \( f \in l^2(\mathbb{Z}) \), \( 0 < \varepsilon < \|f\|_2 \) and \( a, b \in \mathbb{Z} \), with

\[
\sum_{x < a} |f(x)|^2 \geq \frac{\varepsilon^2}{2} \quad \text{and} \quad \sum_{x > b} |f(x)|^2 \geq \frac{\varepsilon^2}{2},
\]

then

\[
Q^d_\mu(f, f, f, f) \leq P^d_\mu(\|f\|_{l^2}^4 - \varepsilon^4/2) + C \|f\|_{l^2}^4 G_1(b - a + 1_+) \tag{2.6}
\]

**Remark 2.3.** Of course, by the monotonicity of \( G_\alpha \), the bounds (2.3), respectively (2.4), are strongest if one chooses the smallest \( a \), respectively \( c \), and the largest \( b \), respectively \( d \), under the restrictions (2.2), respectively (2.4). Similarly, the bound (2.6) is strongest if one chooses the smallest \( a \) and the largest \( b \) obeying (2.6). The choice \( a \geq b \) or \( c \geq d \) is allowed, although in this case the bounds do not yield any
information. Unlike the continuum case, where for \( f \in L^2(\mathbb{R}) \) and \( 0 < \varepsilon < \|f\|_{L^2} \) one can always find \( a < b \) and \( c < d \) such that the bounds (2.2) and (2.4) hold, it can happen in the discrete case that for some \( f \in L^2(\mathbb{Z}) \) and \( 0 < \varepsilon < \|f\|_2 \) one has \( a \geq b \) or even \( a > b \) for any \( a, b \) obeying (2.6). For example, this happens, even for all \( 0 < \varepsilon < \|f\|_2 \), if \( f \in L^2(\mathbb{Z}) \) is concentrated on a single point in \( \mathbb{Z} \).

Thus the bounds provided by Lemma 2.1 and 2.2 yield the least information for strongly localized functions \( f \), respectively their Fourier transforms \( \hat{f} \). At first this might seem counterintuitive since we intend to use these bounds in order to get concentration bounds on \( f \), respectively \( \hat{f} \), see Propositions 2.4 and 2.5 below.

Proof of Lemma 2.1. We prove only (2.3) since, given Lemma 2.3, the proof of (2.5) is nearly identical. We will write \( \|f\| \) for \( \|f\|_{L^2} \) in the following. Of course, since the right hand side of (2.3) is infinite if \( a \geq b \), we can assume that \( a < b \). Let \( a' \) and \( b' \) arbitrary numbers with \( a \leq a' < b' \leq b \) and split \( f \) into

\[
f = f_{-1} + f_0 + f_1
\]

where we set \( f_{-1} = f \mathbb{1}_{(-\infty,a')} \), \( f_0 = f \mathbb{1}_{[a',b']} \), and \( f_1 = f \mathbb{1}_{(b',\infty)} \). We will choose suitable \( a' \) and \( b' \) soon. Obviously, \( \|f_j\| \leq \|f\| \) for \( j = -1, 0, 1 \). Moreover, since (2.2) and \( a' \geq a \) and \( b' \leq b \) we also have

\[
\|f_{-1}\|^2 \text{ and } \|f_1\|^2 \geq \frac{\varepsilon^2}{2}.
\]

In order to bound \( Q^c_{\mu}(f, f, f, f) \) we use its multi-linearity,

\[
Q^c_{\mu}(f, f, f, f) = Q^c_{\mu}(f_{-1} + f_0 + f_1, f, f, f) = Q^c_{\mu}(f_{-1}, f, f) + Q^c_{\mu}(f_0, f, f, f) + Q^c_{\mu}(f_1, f, f, f).
\]

The term containing \( f_0 \) is simply bounded by

\[
|Q^c_{\mu}(f_0, f, f, f)| \leq P^c_{1} \|f_0\| \|f\|^3
\]

by Lemma 3.1. The other terms we further split into

\[
Q^c_{\mu}(f_1, f, f, f) = Q^c_{\mu}(f_1, f_{-1} + f_0 + f_1, f, f) = Q^c_{\mu}(f_1, f_{-1}, f) + Q^c_{\mu}(f_1, f_0, f, f) + Q^c_{\mu}(f_1, f_1, f, f)
\]

with a similar expression for \( Q^c_{\mu}(f_{-1}, f, f, f) \). Again

\[
|Q^c_{\mu}(f_1, f_0, f, f)| \leq P^c_{1} \|f_1\| \|f_0\| \|f\|^2 \leq P^c_{1} \|f_0\| \|f\|^3
\]

for the term containing \( f_0 \). Since the supports of \( f_{-1} \) and \( f_1 \) have at least distance \( b' - a' \), the refined multi-linear bound of Lemma 3.3 gives estimate

\[
|Q^c_{\mu}(f_1, f_{-1}, f)\| \leq \frac{\|f_1\| \|f_{-1}\| \|f\|^2}{(b' - a')^{1/2}} \leq \frac{\|f\|^4}{(b' - a')^{1/2}}
\]

for the first term in (2.12). Terms of the form \( Q^c_{\mu}(f_{-1}, f_0, f, f) \) and \( Q^c_{\mu}(f_{-1}, f_1, f, f) \) are estimated the same way.

Continuing similarly for the terms \( Q^c_{\mu}(f_1, f_1, f, f) \), respectively \( Q^c_{\mu}(f_{-1}, f_{-1}, f, f) \), we see that there exist a constant \( C < \infty \) such that

\[
Q^c_{\mu}(f, f, f, f) \leq Q^c_{\mu}(f_{-1}, f_{-1}, f_{-1}, f_{-1}) + Q^c_{\mu}(f_1, f_1, f_1, f_1)
\]
By the mean value theorem and (2.17), there exists
Thus, with the choice

\[ a \leq \frac{1}{(b' - a')^{1/2}} \]

where the second inequality follows again from Lemma 3.1. Using (2.19), we get

\[ \|f_1\|^4 = (\|f_1\|^2)^2 - 2\|f_{-1}\|^2\|f_1\|^2 \leq \|f\|^4 - \frac{\varepsilon^4}{2} \]

since \( \|f_{-1}\|^2 + \|f_1\|^2 \leq \|f\|^2 \) always. In particular, (2.15) gives

\[ Q^\varepsilon_{\mu}(f, f, f) \leq P^\varepsilon_1(\|f\|^4 - \frac{\varepsilon^4}{2}) + C[\|f_{0}\|^4 \frac{\varepsilon^4}{2} + \|f\|^4 \frac{\varepsilon^4}{2}] \]

(2.16)

To choose \( a' \) and \( b' \) let \( 0 < l < b - a \) and note that

\[
\int_a^{b-l} \int_{\eta}^{\eta+l} |f(x)|^2 \, dx \, d\eta = \int_{a \leq x \leq b} |f(x)|^2 \, dx \, d\eta \leq \int_{a \leq x \leq b} |f(x)|^2 \, dx \, d\eta
\]

\[
= l \int_{\eta}^{b} |f(x)|^2 \, dx \leq l \|f\|^2.
\]

By the mean value theorem and (2.17), there exists \( \eta' \in (a, b - l) \) such that

\[
(b - a - l) \int_{\eta'}^{\eta+l} |f(x)|^2 \, dx = \int_{a}^{b-l} \int_{\eta}^{\eta+l} |f(x)|^2 \, dx \, d\eta.
\]

Thus, with the choice \( a' = \eta' \) and \( b' = \eta' + l \) we have \( b' - a' = l, a < a' < b' < b \), and

\[
\|f_{0}\|^2 \leq \frac{l}{b - a - l} \|f\|^2.
\]

Plugging this into (2.16) yields

\[ Q^\varepsilon_{\mu}(f, f, f) \leq P^\varepsilon_1(\|f\|^4 - \frac{\varepsilon^4}{2}) + C\|f\|^4 \left(\frac{l}{b - a - l}\right)^{1/2} + \frac{1}{l^{1/2}} \]

(2.18)

for any \( 0 < \varepsilon < \|f\| \) and all \( 0 < l < b - a \). The choice \( l = \sqrt{b - a + 1/4 - 1/2} \), which is allowed since \( 0 < \sqrt{s + 1/4 - 1/2} < s \) for any \( s > 0 \), gives

\[
\frac{l}{b - a - l} = \frac{1}{l}.
\]

Hence (2.18) yields (2.3).

**Proof of Lemma 2.2.** As in the continuous case, we can assume that \( a, b \in \mathbb{Z} \) with \( a \leq b \) and we write \( \|f\| \) for the \( l^2 \) norm of a function \( f \in l^2(\mathbb{Z}) \). Again, for any choice \( a \leq a' \leq b' \leq b \) one puts \( f_{-1} = f_{1(a',a')} = f_{1(-\infty,a')} = f_{1(-\infty,a')} = f_{1(b',\infty)} = f_{1[b',\infty)} \), and \( f_0 = f_{1[a',b']} \). Furthermore, let \( l \) be the number of points in \( [a', b'] \), i.e., \( l = b' - a' + 1 \) and note that \( \text{dist}(\text{supp}(f_{-1}), \text{supp}(f_1)) = l + 1 \). Then we argue exactly as in the continuous case, but use the bounds from Lemma 3.1 and 3.2 instead, to see that

\[ Q^d_{\mu}(f, f, f) \leq P^d_1(\|f\|^4 - \frac{\varepsilon^4}{2}) + C\|f_{0}\|^4 \frac{\varepsilon^4}{2} \leq \|f\|^4 (l + 1)^{-1/4} \]

(2.19)
holds. The discrete version of (2.17) now reads
\[
\sum_{\eta=a}^{b-l+1} \sum_{x=\eta}^{\eta+l-1} |f(x)|^2 \leq \sum_{x=a}^{b} \sum_{\eta=x-l+1}^{\eta-1} |f(x)|^2 \leq \|f\|_2^2. \tag{2.20}
\]

By pigeonholing, since the number of points in \([a, b-l+1]\) is \(b-a+2-l\), there must exist \(\eta'\) with \(a \leq \eta' \leq b-l+1\) and
\[
(b-a+2-l) \sum_{x=\eta'}^{\eta'+l-1} |f(x)|^2 \leq \sum_{\eta=a}^{b-l+1} \sum_{x=\eta}^{\eta+l-1} |f(x)|^2.
\]
Thus, choosing \(a' = \eta'\) and \(b' = \eta'+l-1\), the bounds (2.19) and (2.20) give
\[
Q^d_\mu(f, f, f, f) \leq P^d_1(\|f\|_2^4 - \frac{\epsilon^4}{2}) + C\|f\|_2^4 \left(\frac{l}{b-a+2-l}\right)^{1/2} + (l+1)^{-(l+1)/4} \tag{2.21}
\]
Now there exists \(l \in \mathbb{N}\) with \(l \leq (b-a+2)^{1/2} < l+1\), which is an allowed choice for \(l\), i.e., it obeys \(1 \leq l \leq b-a+1\) for any \(a \leq b \in \mathbb{Z}\). With this choice the estimates
\[
\left(\frac{l}{b-a+2-l}\right)^{1/2} \leq \left(\frac{(b-a+2)^{1/2}}{b-a+2-(b-a+2)^{1/2}}\right)^{1/2} = ((b-a+2)^{1/2} - 1)^{-1/2}
\]
and, since \(l \geq 1\),
\[
(l+1)^{-(l+1)/4} \leq (l+1)^{-1/2} \leq (b-a+2)^{-1/4} \leq ((b-a+2)^{1/2} - 1)^{-1/2}
\]
show that (2.21) implies (2.7).

Lemma 2.1 has strong consequences for maximizing sequences of the variational problem (1.1). Recall that \((f_n)_n \subset L^2(\mathbb{R})\) is a maximizing sequence for (1.1) if \(\|f_n\|_{L^2}^2 = \lambda > 0\) for all \(n \in \mathbb{N}\) and
\[
\lim_{n \to \infty} Q^c_\mu(f_n, f_n, f_n, f_n) = \sup \left\{Q^c_\mu(g, g, g, g) \mid g \in L^2(\mathbb{R}), \|g\|_{L^2}^2 = \lambda \right\}.
\]
The following proposition shows that any maximizing sequence for the variational problem (1.1) is tight modulo translations and shifts.

**Proposition 2.4** (Tightness, continuous case). Let \((f_n)_n \subset L^2(\mathbb{R})\) be a maximizing sequence for the variational problem (1.1) with \(\lambda = \|f_n\|_{L^2}^2 > 0\). Then there exist shifts \(\xi_n\) and boosts \(v_n\) such that
\[
\lim_{R \to \infty} \sup_{n \in \mathbb{N}} \int_{|x-\xi_n| > R} |f_n(x)|^2 \, dx = 0, \tag{2.22}
\]
and
\[
\lim_{L \to \infty} \sup_{n \in \mathbb{N}} \int_{|k-v_n| > L} |\hat{f}_n(k)|^2 \, dk = 0. \tag{2.23}
\]

**Proof.** We will only prove (2.22) since, given the bound (2.5) in Lemma 2.1 the proof of (2.23) is identical. To prove (2.22), we have to show that there exist shifts \(\xi_n\) such that for any \(0 < \varepsilon < \sqrt{\lambda}\) there exists \(R_\varepsilon < \infty\) with
\[
\sup_{n \in \mathbb{N}} \int_{|x-\xi_n| > R_\varepsilon} |f_n(x)|^2 \, dx \leq \varepsilon^2. \tag{2.24}
\]
Define
\[ a_{n,\varepsilon} := \inf \{ a \in \mathbb{R} : \int_{-\infty}^{a} |f_n(x)|^2 \, dx \geq \frac{\varepsilon^2}{2} \} - 1 \] (2.25)
and
\[ b_{n,\varepsilon} := \sup \{ b \in \mathbb{R} : \int_{b}^{\infty} |f_n(x)|^2 \, dx \geq \frac{\varepsilon^2}{2} \} + 1. \] (2.26)
Both \( a_{n,\varepsilon} \) and \( b_{n,\varepsilon} \) exist and are finite since \( f_n \in L^2(\mathbb{R}) \) and \( f_n \neq 0 \). Moreover, \( a_{n,\varepsilon} < b_{n,\varepsilon} \) for all \( n \in \mathbb{N} \) and \( 0 < \varepsilon < \sqrt{\lambda} \), and they are monotone: \( a_{n,\varepsilon_1} \leq a_{n,\varepsilon_2} \) and \( b_{n,\varepsilon_1} \geq b_{n,\varepsilon_2} \) for all \( 0 < \varepsilon_1 \leq \varepsilon_2 < \sqrt{\lambda} \) and \( n \in \mathbb{N} \). Fix \( 0 < \varepsilon_0 < \sqrt{\lambda} \) and put
\[ \xi_n := (b_{n,\varepsilon_0} + a_{n,\varepsilon_0})/2, \] (2.27)
or choose any point in \( [a_{n,\varepsilon_0}, b_{n,\varepsilon_0}] \), and assume, for now, that
\[ R_\varepsilon := \sup_{n\in\mathbb{N}}(b_{n,\varepsilon} - a_{n,\varepsilon}) < \infty \] (2.28)
for \( 0 < \varepsilon \leq \varepsilon_0 \) and put \( R_\varepsilon = R_{\varepsilon_0} \) for \( \varepsilon_0 < \varepsilon < \sqrt{\lambda} \). With this and (2.25) and (2.26) one can easily check that
\[ \int_{|x - \xi_n| > R_\varepsilon} |f_n(x)|^2 \, dx \leq \int_{-\infty}^{a_{n,\varepsilon}} |f_n(x)|^2 \, dx + \int_{b_{n,\varepsilon}}^{\infty} |f_n(x)|^2 \, dx \leq \varepsilon^2 \]
for all \( n \in \mathbb{N} \), which proves (2.24) if we can show that \( R_\varepsilon \) defined in (2.28) is indeed finite. This is where the bound (2.3) of Lemma 2.1 enters.

By our choice of \( a_{n,\varepsilon} \) and \( b_{n,\varepsilon} \) in (2.25) and (2.26) we have
\[ \int_{-\infty}^{a_{n,\varepsilon}+2} |f_n(x)|^2 \, dx \geq \frac{\varepsilon^2}{2} \quad \text{and} \quad \int_{b_{n,\varepsilon}-2}^{\infty} |f_n(x)|^2 \, dx \geq \frac{\varepsilon^2}{2}. \]
Thus with \( a = a_{n,\varepsilon} + 2 \) and \( b = b_{n,\varepsilon} - 2 \) the assumption (2.2) of Lemma 2.1 is fulfilled. Putting \( R_{n,\varepsilon} = b_{n,\varepsilon} - a_{n,\varepsilon} \), using the scaling \( P_1^c \|f_n\|^2_2 = P_1^c \lambda^2 = P_\lambda \), see \( (B.1) \) in the appendix, and rearranging (2.3) a bit, yields
\[ P_1^c \varepsilon^4 \lambda^2 + Q_{P_1}^c(f_n, f_n, f_n, f_n) - P_\lambda \leq C \lambda^2 G_{1/2}( (R_{n,\varepsilon} - 4)_+ ). \] (2.29)
Since \( f_n \) is a maximizing sequence for \( P_\lambda \) we have \( \lim_{n \to \infty} Q_{P_1}^c(f_n, f_n, f_n, f_n) = P_\lambda \). The function \( G_{1/2} \) is decreasing on \( \mathbb{R}_+ \). Thus
\[ \liminf_{n \to \infty} G_{1/2}( (R_{n,\varepsilon} - 4)_+) = G_{1/2}( (\limsup_{n \to \infty} R_{n,\varepsilon} - 4)_+) \]
Hence taking the limit \( n \to \infty \) in (2.29) one sees
\[ 0 < P_1^c \varepsilon^4 \lambda^2 \liminf_{n \to \infty} G_{1/2}( (R_{n,\varepsilon} - 4)_+) = C \lambda^2 G_{1/2}( (\limsup_{n \to \infty} R_{n,\varepsilon} - 4)_+ ). \] (2.30)
Since \( G_{1/2} \) goes to zero at infinity, the bound (2.30) shows that
\[ \limsup_{n \to \infty} R_{n,\varepsilon} < \infty \quad \text{for all} \quad 0 < \varepsilon < \sqrt{\lambda} \] (2.31)
which proves (2.25) and hence the Lemma. \( \blacksquare \)
Of course, we have an analogous proposition for any maximizing sequence of the discrete variational problem (1.2).

**Proposition 2.5** (Discrete case). Let \((f_n)_{n \in \mathbb{N}} \subset l^2(\mathbb{Z})\) be a maximizing sequence for the variational problem (1.2) with \(\lambda = \|f_n\|_2^2\). Then there exist shifts \(\xi_n \in \mathbb{Z}\) such that (2.22) and (2.23) hold. Define the shifted and boosted sequence \(\hat{f}_n \in l^2(\mathbb{Z})\) of Proposition 2.4.

Given Lemma 2.2, the proof of Proposition 2.5 is virtually identical to the proof of Proposition 2.4.

Propositions 2.4 and 2.5 are key to our proof of the existence of maximizers.

**Proof of Theorem 1.1 and 1.2.** We only give the details in the continuous case. The discrete case follows by a similar reasoning.

The idea is to use Proposition 2.4 and Lemma A.1 in order to massage an arbitrary maximizing sequence into a strongly convergent sequence. Its strong limit will then furnish the sought after maximizer.

Let \((f_n)_{n \in \mathbb{N}} \subset L^2(\mathbb{R})\) be an arbitrary maximizing sequence of the variational problem (1.1). Proposition 2.4 guarantees the existence of shifts \(\xi_n \in \mathbb{R}\) and boosts \(v_n \in \mathbb{R}\) such that (2.22) and (2.23) hold. Define the shifted and boosted sequence

\[
\hat{f}_n(x) := (e^{ixv_n}e^{-i\xi_n P}f_n)(x) = e^{iv_n}f_n(x - \xi_n).
\]

where \(P = -i\partial_x\) is the one-dimensional momentum operator.

Note that \(\|\hat{f}_n\|_2^2 = \|f_n\|_2^2 = \lambda\) since shifts and boost are unitary operations on \(L^2(\mathbb{R})\). As discussed in the introduction, due to the Galilei covariance of the free Schrödinger equation, see (C.5), the functional \(Q^\mu\) is invariant under shifts and boosts, i.e., \(Q^\mu(\hat{f}_n, \hat{f}_n, \hat{f}_n, \hat{f}_n) = Q^\mu(f_n, f_n, f_n, f_n)\). Hence \((\hat{f}_n)_{n \in \mathbb{N}}\) is also a maximizing sequence.

Certainly \(|f_n(x)| = |f_n(x - \xi_n)|\) for all \(n \in \mathbb{N}\). The Fourier transform of \(\hat{f}_n\) is given by

\[
\hat{\hat{f}}_n(k) = \frac{1}{\sqrt{2\pi}} \int e^{-ikx}f_n(x - \xi_n)\,dx = e^{-i\xi_n(k-v_n)}\hat{f}_n(k-v_n).
\]

Thus also \(|\hat{f}_n(k)| = |\hat{f}_n(x - v_n)|\). In particular, (2.22) and (2.23) show that the maximizing sequence \((\hat{f}_n)_{n \in \mathbb{N}}\) is tight in the sense of Lemma A.1.

Since \((\hat{f}_n)_{n \in \mathbb{N}}\) is bounded in \(L^2(\mathbb{R})\), the weak compactness of the unit ball, [35], guarantees the existence of a weakly converging subsequence \((\hat{f}_{n_j})_{j \in \mathbb{N}}\) of \((f_n)_{n \in \mathbb{N}}\). Obviously, this subsequence is also tight in the sense of Lemma A.1 and hence converges even strongly in \(L^2\). We set

\[f = \lim_{j \to \infty} \hat{f}_{n_j}.
\]

By strong convergence \(\|f\|_2^2 = \lim_{j \to \infty} \|\hat{f}_{n_j}\|_2^2 = \lambda\). To conclude that \(f\) is the sought after maximizer we note that by the following Lemma 2.6 the map \(f \mapsto Q^\mu(f, f, f, f)\) is continuous on \(L^2(\mathbb{R})\). Hence

\[
Q^\mu(f, f, f, f) = \lim_{j \to \infty} Q^\mu(\hat{f}_{n_j}, \hat{f}_{n_j}, \hat{f}_{n_j}, \hat{f}_{n_j}) = P\lambda.
\]
where the last equality follows since \((\tilde{f}_0)\) is a maximizing sequence. Thus \(f\) is a maximizer for the variational problem (1.1).

The proof that the above maximizer is a weak solution of the associated Euler–Lagrange equation (1.22) is standard in the calculus of variations, we sketch it for the convenience of the reader: Let \(\varphi(f) = \varphi_{\text{cont}}(f) = Q^c_\mu(f, f, f)\). Lemma 2.7 below shows that the derivative of the functional \(\varphi\) at any \(f \in L^2(\mathbb{R})\) is given by the linear map \(D\varphi(f)[h] = 4\text{Re}Q^c_\mu(h, f, f, f)\). Similarly, one can check that the derivative of \(\psi(f) = \|f\|_2^2 = \langle f, f \rangle\) is given by \(D\psi(f)[h] = 2\text{Re}\langle h, f \rangle\). Note that although, in our convention for the inner product, the map \(h \mapsto \langle h, f \rangle\) is anti-linear, the map \(h \mapsto \text{Re}\langle h, f \rangle\) is linear. Similarly, one easily checks that for fixed \(f\) the map \(h \mapsto \text{Re}Q^c_\mu(h, f, f, f)\) is linear.

Now let \(f\) be any maximizer of the constraint variational problem (1.1) and \(h \in L^2(\mathbb{R})\) arbitrary. Define, for any \((s, t) \in \mathbb{R}^2\),

\[
F(s, t) := \varphi(f + sf + th), \quad G(s, t) := \psi(f + sf + th).
\]

Note that

\[
\nabla F(s, t) = \begin{pmatrix} D\varphi(f + sf + th)[f] \\ D\varphi(f + sf + th)[h] \end{pmatrix} = 4\begin{pmatrix} \text{Re}Q^c_\mu(f, f + sf + th, f + sf + th) \\ \text{Re}Q^c_\mu(h, f + sf + th, f + sf + th) \end{pmatrix} = 2\begin{pmatrix} \text{Re}\langle f, f + sf + th \rangle \\ \text{Re}\langle h, f + sf + th \rangle \end{pmatrix}.
\]

and

\[
\nabla G(s, t) = \begin{pmatrix} D\psi(f + sf + th)[f] \\ D\psi(f + sf + th)[h] \end{pmatrix} = 2\begin{pmatrix} \text{Re}\langle f, f + sf + th \rangle \\ \text{Re}\langle h, f + sf + th \rangle \end{pmatrix}.
\]

Since \(\langle f, f \rangle = \lambda \neq 0\),

\[
\nabla G(0, 0) = 2\begin{pmatrix} \langle f, f \rangle \\ \text{Re}\langle h, f \rangle \end{pmatrix}
\]

is not the zero vector in \(\mathbb{R}^2\) and since \(\nabla G(s, t)\) depends multi-linearly, in particular continuously, on \((s, t)\), the implicit function theorem [51] shows that there exists an open interval \(I \subset \mathbb{R}\) containing 0 and a differentiable function \(\phi\) on \(I\) with \(\phi(0) = 0\) such that

\[
\lambda = \|f\|_2^2 = G(0, 0) = G(\phi(t), t)
\]

for all \(t \in I\). Consider the function \(I \ni t \mapsto F(\phi(t), t)\). Since \(f\) is a maximizer for the constraint variational problem (1.1), \(F(\phi(t), t)\) has a local maximum at \(t = 0\). Hence, using the chain rule,

\[
0 = \frac{dF(\phi(t), t)}{dt} \bigg|_{t=0} = \nabla F(0, 0) \cdot \begin{pmatrix} \phi'(0) \\ 1 \end{pmatrix} = 4Q^c_\mu(f, f, f, f)\phi'(0) + 4\text{Re}Q^c_\mu(h, f, f, f).
\]

Since \(\lambda = G(\phi(t), t)\), the chain rule also yields

\[
0 = \frac{dG(\phi(t), t)}{dt} \bigg|_{t=0} = \nabla G(0, 0) \cdot \begin{pmatrix} \phi'(0) \\ 1 \end{pmatrix} = 2\langle f, f \rangle \phi'(0) + 2\text{Re}\langle h, f \rangle.
\]
Solving this for $\phi'(0)$ and plugging it back into the expression for the derivative of $F$, we see that
\[ \frac{Q_\mu^c(f, f, f, f)}{\langle f, f \rangle} \text{Re}\langle h, f \rangle = \text{Re}Q_\mu^c(h, f, f, f). \]

In other words, with $\omega := \frac{Q_\mu^c(f, f, f, f)}{\langle f, f \rangle} = \frac{P_\lambda}{\lambda} > 0$ and $f$ any maximizer of (1.1), we have
\[ \text{Re}(\omega \langle h, f \rangle) = \text{Re}Q_\mu^c(h, f, f, f) \] (2.34)
for any $h \in L^2(\mathbb{R})$. Replacing $h$ by $ih$ in (2.34), one gets
\[ \text{Im}(\omega \langle h, f \rangle) = \text{Im}Q_\mu^c(h, f, f, f) \] (2.35)
for all $h \in L^2(\mathbb{R})$. (2.34) and (2.35) together show
\[ \omega \langle h, f \rangle = Q_\mu^c(h, f, f, f) \] for any $h \in L^2(\mathbb{R})$, that is, $f$ is a weak solution of the dispersion management equation (1.22).

**Lemma 2.6.** (i) If the measure $\mu$ has density $\psi \in L^2(\mathbb{R})$ then the map $L^2(\mathbb{R}) \ni f \mapsto Q_\mu^c(f, f, f, f)$ is locally Lipshitz continuous on $L^2(\mathbb{R})$.

(ii) If the measure $\mu$ is bounded then the map $l^2(\mathbb{Z}) \ni f \mapsto Q_\mu^d(f, f, f, f)$ is locally Lipshitz continuous on $l^2(\mathbb{Z})$.

**Proof.** Using the multi-linearity of $Q_\mu^c$, given $f, g \in L^2(\mathbb{R})$, one has
\[ \varphi(f) - \varphi(g) = Q_\mu^c(f, f, f, f) - Q_\mu^c(g, g, g, g) \\
= Q_\mu^c(f - g, f, f, f) + Q_\mu^c(g, g - f, f, f) + Q_\mu^c(g, g, f - g, f) + Q_\mu^c(g, g, g, f - g) \] (2.36)

This together with the triangle inequality and the a-priori bound of Lemma B.1 immediately yields
\[ |\varphi(f) - \varphi(g)| \leq P_1^c \sum_{j=0}^3 \|f\|_{l^2}^{3-j} \|f - g\|_2 \|g\|_2^j \] (2.37)
\[ \leq 4P_1^c \max(1, \|f\|_{l^2}^3, \|g\|_{l^2}^3) \|f - g\|_2. \]

The discrete case is proven the same way using Lemma B.7.

In the proof of Theorems 1.1 and 1.2 we needed one more technical result, about the differentiability of the non-linear functionals $Q_\mu^c$:

**Lemma 2.7.** (i) If the measure $\mu$ has density $\psi \in L^2(\mathbb{R})$ then the map $L^2(\mathbb{R}) \ni f \mapsto \varphi_\mu^c(f) = Q_\mu^c(f, f, f, f)$ is continuously differentiable with derivative $D\varphi_\mu^c(f)[h] = 4\text{Re}Q_\mu^c(h, f, f, f)$.

(ii) If the measure $\mu$ is bounded then the map $l^2(\mathbb{Z}) \ni f \mapsto \varphi_\mu^d(f) = Q_\mu^d(f, f, f, f)$ is continuously differentiable with derivative $D\varphi_\mu^d(f)[h] = 4\text{Re}Q_\mu^d(h, f, f, f)$.
Proof. Using the multi-linearity of \( Q_\mu^c \), one can check that for any \( f, h \in L^2(\mathbb{R}) \)
\[
\varphi_\mu^c(f+h) = \varphi_\mu^c(f) + Q_\mu^c(f, f, h) + Q_\mu^c(h, f, f) + Q_\mu^c(h, f, f) + O(\|h\|_2^2) \\
= \varphi_\mu^c(f) + 4\text{Re}Q_\mu^c(h, f, f) + O(\|h\|_2^2)
\] (2.38)
where in the term \( O(\|h\|_2^2) \) we gathered expressions of the form \( Q_\mu^c(h, f, f) \), and \( Q_\mu^c(h, h, f) \) or \( Q_\mu^c(h, h, f, f) \) and similar which, by the a-priori bound from Lemma B.1, are bounded by \( C\|h\|_2^2 \) with \( C \leq P_1^c \max(1, \|f\|_2^2, \|h\|_2^2) \). This shows that \( \varphi_\mu^c \) is differentiable with derivative \( D\varphi_\mu^c(f)[h] = 4\text{Re}Q_\mu^c(h, f, f) \). Moreover,
\[
D\varphi_\mu^c(f)[h] - D\varphi_\mu^c(g)[h] = 4\text{Re}(Q_\mu^c(h, f, f) - Q_\mu^c(h, g, g, g)) \\
= 4\text{Re}(Q_\mu^c(h, f - g, f) + Q_\mu^c(h, g, f - g) + Q_\mu^c(h, g, g, g - g)).
\]
Hence using the bound from Lemma B.1 again, we see
\[
\sup_{\|h\|_2 \leq 1} \left| D\varphi_\mu^c(f)[h] - D\varphi_\mu^c(g)[h] \right| \lesssim (\|f\|_2^2 + \|f\|_2 \|g\|_2 + \|g\|_2^2) \|f - g\|_2
\] (2.39)
which shows that the derivative \( D\varphi_\mu^c \) is even locally Lipshitz continuous. The discrete case is proven analogously. \( \blacksquare \)

Appendix A. Strong convergence

A key step in our existence proof of maximizers of the variational problems (1.1) and (1.2) is the characterization of strong convergence in \( L^2(\mathbb{R}) \) and \( l^2(\mathbb{Z}) \). We need only the respective one-dimensional versions, but give the result and its proof for all dimensions. In the discrete case the simple characterization of strong convergence extends to \( l^p(\mathbb{Z}^d) \) for any \( 1 \leq p < \infty \). We start with

**Lemma A.1.** A sequence \( (f_n)_{n \in \mathbb{N}} \subset L^2(\mathbb{R}^d) \) is strongly converging to \( f \) in \( L^2(\mathbb{R}^d) \) if and only if it is weakly convergent to \( f \) and
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \int_{|x| > R} |f_n(x)|^2 \, dx = 0,
\] (A.1)
\[
\lim_{L \to \infty} \limsup_{n \to \infty} \int_{|k| > L} |\hat{f}_n(k)|^2 \, dk = 0,
\] (A.2)
where \( \hat{f} \) is the Fourier transform of \( f \).

**Remarks A.2.** (i) A bounded sequence in \( L^2(\mathbb{R}^d) \) can converge weakly to zero by vanishing, splitting, or oscillating to death. (A.1) prevents splitting and vanishing and (A.2) prevents oscillating to death, which corresponds to vanishing or splitting in Fourier space.

(ii) Given a sequence \( (f_n)_{n \in \mathbb{N}} \subset L^2(\mathbb{R}^d) \) the bounds (A.1) and (A.2) certainly hold if there exists functions \( H, F \geq 1 \) with \( \lim_{|x| \to \infty} H(x) = \infty = \lim_{|k| \to \infty} F(k) \) and
\[
\limsup_{n \to \infty} \int_{|x|} H(x)|f_n(x)|^2 \, dx < \infty,
\] (A.3)
Proof. Assume that 
\[ \text{where } X \text{ is the position operator, i.e., multiplication by } \chi \text{ is bounded below by one and growing to infinity at infinity such that (A.3) holds. So on the other hand, it is easy to see that once (A.1) holds then there exist a function } \] \\
\[ \text{So, since } f \text{ is the momentum operator in } L^2(\mathbb{R}^d) \text{ which implies (A.2) in the limit } L \to \infty. \text{ As above, we see } \]
\[ \limsup_{n \to \infty} \|\chi_L(f_n)\| \leq \|\chi_L(f)\| \]
\[ \text{which implies (A.2) in the limit } L \to \infty. \]
\[ \text{For the converse assume that } f_n \text{ converges weakly to } f \in L^2(\mathbb{R}^d) \text{ and that (A.1) and (A.2) hold. A judicious use of the triangle inequality reveals } \]
\[ \| f - f_n \| \leq \|\chi_R(X)(f - f_n)\| + \|\chi_R(X)(f - f_n)\| \]
\[ \leq \|\chi_R(X)\chi_L(P)(f - f_n)\| + \|\chi_R(X)\chi_L(P)(f - f_n)\| + \|\chi_R(X)(f - f_n)\| \]
\[ \leq \|\chi_R(X)\chi_L(P)(f - f_n)\| + \|\chi_L(P)(f - f_n)\| + \|\chi_R(X)(f - f_n)\| \]
\[ \leq \|\chi_R(X)\chi_L(P)(f - f_n)\| + \|\chi_L(P)f\| + \|\chi_R(X)f\| + \|\chi_R(X)f_n\| + \|\chi_R(X)f_n\| \]
\[ \text{Note that } \chi_R(X)\chi_L(P) \text{ is a Hilbert-Schmidt operator, in particular, a compact operator, see, for example, } \]
\[ \text{Thus it maps weakly convergent sequences into strongly } \]
convergent sequences. Hence \( \lim_{n \to \infty} \| \chi_R(X)\chi_L(P)(f - f_n) \| = 0 \) since \( f_n \) converges weakly to \( f \). Taking the limit \( n \to \infty \) in the above inequality one sees

\[
\limsup_{n \to \infty} \| f - f_n \| \leq \| \chi_L(P) f \| + \| \chi_R(X) f \| + \limsup_{n \to \infty} \| \chi_L(P) f_n \| + \limsup_{n \to \infty} \| \chi_R(X) f_n \|
\]

and then taking the limit \( L,R \to \infty \) using \( f \in L^2(\mathbb{R}^d) \) together with (A.1) and (A.2), we get

\[
\limsup_{n \to \infty} \| f - f_n \| = 0,
\]

that is, \( f_n \) converges strongly to \( f \).

**Remark A.3.** That \( \chi_R(X)\chi_L(P) \) is Hilbert-Schmidt is easy to see: Using the Fourier transform, one sees that \( \chi_R(X)\chi_L(P) \) has an integral kernel with

\[
\chi_R(X)\chi_L(P)(x,y) = \frac{1}{(2\pi)^{d/2}} \chi_R(x)\overline{\chi_L(x-y)}.
\]

Thus the Hilbert-Schmidt norm of \( \chi_R(X)\chi_L(P) \) is given by

\[
\| \chi_R(X)\chi_L(P) \|_{\text{HS}}^2 := \iint_{\mathbb{R}^d \times \mathbb{R}^d} |\chi_R(X)\chi_L(P)(x,y)|^2 \, dx \, dy = (2\pi)^{-d/4} \| \chi_R \|^2_{L^2} \| \chi_L \|^2_{L^2}
\]

which is finite for all \( 0 < R,L < \infty \).

The discrete version of the strong convergence result is

**Lemma A.4.** Let \( 1 \leq p < \infty \). A sequence \( (f_n)_{n \in \mathbb{N}} \subset l^p(\mathbb{Z}^d) \) is strongly converging to \( f \) in \( l^p(\mathbb{Z}^d) \) if and only if it is weakly convergent to \( f \) and the sequence is tight, i.e.,

\[
\lim_{L \to \infty} \limsup_{n \to \infty} \sum_{|x| > L} |f_n(x)|^p = 0.
\]  

**Proof.** The proof uses the same ideas in the continuous case. Let \( K_L \) denote the operator of multiplication with the characteristic function of the set \( \{ x \in \mathbb{Z}^d : |x| \leq L \} \), that is,

\[
K_L f(x) = \begin{cases} 
  f(x) & \text{for } |x| \leq L \\
  0 & \text{for } |x| > L
\end{cases}
\]

and \( \overline{K}_L := 1 - K_L \). Note that for all \( L \geq 1 \) both \( K_L \) and \( \overline{K}_L \) are bounded operators on \( l^p(\mathbb{Z}^d) \) with operator norm one since

\[
\| f \|_p^p = \| K_L f \|_p^p + \| \overline{K}_L f \|_p^p \geq \left[ \max ( \| K_L f \|_p, \| \overline{K}_L f \|_p ) \right]^p
\]

for all \( f \in l^p(\mathbb{Z}^d) \). Moreover, the tightness-condition (A.6) is equivalent to

\[
\lim_{L \to \infty} \limsup_{n \to \infty} \| \overline{K}_L f_n \|_p = 0.
\]  

Since, for \( 1 \leq p < \infty \), \( \overline{K}_L \) converges strongly to zero as \( L \to \infty \), the proof of Lemma A.3 is then as for the continuous case. In fact, it is much simpler since \( K_L \) is even a finite range operator and thus trivially maps weakly converging sequences into strongly convergent sequences.
Remark A.5. The proof above breaks down for $p = \infty$, since for an arbitrary $f \in l^\infty(\mathbb{Z}^d)$, one does not have
\[
\lim_{L \to \infty} \| K_L f \|_\infty = 0,
\]
in general. However, for the closed subspace $l^\infty_0(\mathbb{Z}^d) \subset l^\infty(\mathbb{Z}^d)$ consisting of bounded sequences indexed by $\mathbb{Z}^d$ vanishing at infinity, $\lim_{x \to \infty} f(x) = 0$ for any $f \in l^\infty_0(\mathbb{Z}^d)$, the above proof immediately generalizes and yields the analogous compactness statement: $(f_n)_{n \in \mathbb{N}}$ converges strongly in $l^\infty_0(\mathbb{Z}^d)$ if and only if it converges weakly and
\[
\lim_{L \to \infty} \limsup_{n \to \infty} \sup_{|x| > L} |f_n(x)| = 0.
\]

Appendix B. Multi-linear estimates.

In this section we gather some a-priori bounds for the multi-linear functional $Q^c_\mu$, respectively $Q^d_\mu$, which are used in the proof of Lemma 2.1, respectively Lemma 2.2. In the continuous case, the multi-linear bounds are an extension of our results in [24], in the discrete case the multi-linear bounds from [25] are much stronger than their corresponding continuous counterparts.

B.1. Multi-linear estimates for $Q^c_\mu$. We extend, with some small simplifications, the proofs of the multi-linear estimates from [24] from the case $\psi = 1_{[0,1]}$ to the more general densities needed here. Again, we will write $\|f\|$ for the $L^2(\mathbb{R})$-norm of a function $f \in L^2(\mathbb{R})$ in this section. As soon as the four-linear functional $L^2(\mathbb{R})^4 \ni (f_1, f_2, f_3, f_4) \mapsto Q^c_\mu(f_1, f_2, f_3, f_4)$ is bounded, scaling $f \mapsto f/\sqrt{\lambda}$, shows that $P^c_\lambda$ defined in (1.1) obeys
\[
P^c_\lambda = P^c_1 \lambda^2
\]
for all $\lambda > 0$. In particular, with $\lambda = \|f\|^2$,
\[
Q^c_\mu(f, f, f, f) \leq P^c_\lambda = P^c_1 \|f\|^4.
\]
For the boundedness we note

Lemma B.1. Assume that $\mu$ has a density $\psi \in L^2(\mathbb{R})$. Then $P^c_1 \leq 12^{-1/4} \|\psi\|$ and for any functions $f_j \in L^2(\mathbb{R})$, $j=1,2,3,4$,
\[
|Q^c_\mu(f_1, f_2, f_3, f_4)| \leq P^c_1 \prod_{j=1}^4 \|f_j\|.
\]

Moreover, if $0 \leq \psi \neq 0$, then $P^c_1 > 0$.

Proof. We sketch the proof for the convenience of the reader. Using the triangle and generalized Hölder inequalities,
\[
|Q^c_\mu(f_1, f_2, f_3, f_4)| \leq \int \int \prod_{j=1}^4 |T_{t_j} f_j| dx \psi(t) dt \leq \prod_{j=1}^4 \left( \int \int_{\mathbb{R} \times \mathbb{R}} |T_{t_j} f_j|^4 dx |\psi(t)| dt \right)^{1/4}
\]
\[
= \prod_{j=1}^4 (Q^c_{|\psi|}(f_j, f_j, f_j, f_j))^{1/4}.
\]
Thus it is enough to show that \( Q^c_{\psi}(f, f, f, f) \leq P^c_1 \|f\|^4 \) for some finite constant \( P^c_1 \) and all \( f \in L^2(\mathbb{R}) \). Using the Cauchy-Schwarz inequality, one gets

\[
Q^c_\mu(f, f, f, f) = \iint_{\mathbb{R} \times \mathbb{R}} |T_t f|^3 \psi(t) dx dt \leq \left( \iint_{\mathbb{R} \times \mathbb{R}} |T_t f|^6 dx dt \right)^{1/2} \left( \iint_{\mathbb{R} \times \mathbb{R}} |T_t f|^2 \psi(t)^2 dx dt \right)^{1/2}.
\]

The second factor is seen to be bounded by \( \|\psi\|\|f\| \) doing the \( x \)-integration first, using that \( T_t \) is a unitary operator on \( L^2(\mathbb{R}) \). The first factor is bounded by the one-dimensional Strichartz inequality,

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |T_t f|^6 dx dt \leq S^6_1 \|f\|^6,
\]

which holds due to the dispersive properties of the free Schrödinger equation. \cite{23, 50, 53}. The sharp constant in (B.4) is known, \( S_1 = 12^{-1/12} \), one even knows \( S_2 \) in two space dimensions, see \cite{20, 26}. Thus

\[
Q^c_\mu(f, f, f, f) \leq S^3_1 \|\psi\| \|f\|^4.
\]

Hence \( P^c_1 \leq S^3_1 \|\psi\| = 12^{-1/4} \|\psi\| \), using the sharp value for the Strichartz constant. This proves the upper bound on \( P^c_1 \).

To see that \( P^c_1 > 0 \), note that \( P^c_1 = 0 \) would imply \( \int_{\mathbb{R}} \int_{\mathbb{R}} |T_t f(x)|^4 \psi(t) dx dt = 0 \) for all \( f \in L^2(\mathbb{R}) \). Since \( \psi \) is non-negative, \( T_t f(x) \) has to be zero for Lebesgue almost every \( x \) and \( \psi(t)dt \) almost every \( t \). Thus, by the unicity of \( T_t \),

\[
0 = \int_{\mathbb{R}} \int_{\mathbb{R}} |T_t f(x)|^2 dx \psi(t) dt = \int \|T_t f\|^2 \psi(t) dt = \|f\|^2 \int \psi(t) dt.
\]

Since \( \int \psi(t) dt > 0 \) this shows \( \|f\| = 0 \). Hence \( P^c_1 > 0 \).

**Remark B.2.** For a more explicit lower bound on \( P^c_1 \) one can use a chirped Gaussian test-function similar to \cite{30, 59}, see also \cite{24}. If the initial condition \( f \) is given by

\[
f(x) = A_0 e^{-x^2/\sigma_0} \quad \text{with} \quad \text{Re}(\sigma_0) > 0
\]

then \( u(t, x) = A(t) e^{-x^2/\sigma(t)} \) solves the free Schrödinger equation if \( \sigma(t) = \sigma_0 + 4it \) and \( A(t) = A_0 \sqrt{\sigma_0/\sigma(t)} \). Hence

\[
T_t f(x) = A(t) e^{-x^2/\sigma(t)},
\]

for initial conditions of the form (B.5), see, e.g., \cite{59}. Thus

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |T_t f|^4 dx \psi(t) dt = \sqrt{\pi} |A_0|^4 |\sigma_0|^2 \int_{\mathbb{R}} \frac{1}{\sigma(t)} \psi(t) dt.
\]

Choosing \( |A_0|^2 = \sqrt{2 \text{Re}(\sigma_0)/(|\sigma_0|^2 \pi)} \) yields the normalization \( \|f\| = 1 \) and hence

\[
P^c_1 \geq \sup_{\sigma_0 \in \mathbb{C}} \frac{\sqrt{\text{Re}(\sigma_0)}}{\sqrt{\pi}} \int_{\mathbb{R}} \frac{1}{\sqrt{\text{Re}(\sigma_0)^2 + (\text{Im}(\sigma_0) + 4t)^2}} \psi(t) dt > 0.
\]

If \( \psi \) is non-negative and positive on a set of positive Lebesgue measure.
The proof of the multi-linear estimates is based on the by now well-known bilinear Strichartz estimate, see, for example, [6] [13], [28], [43],
\[ \|T_t f_1 T_t f_2\|_{L^2(\mathbb{R} \times \mathbb{R}, dt dx)} \lesssim \frac{1}{\sqrt{\text{dist}(\text{supp} \hat{f}_1, \text{supp} \hat{f}_2)}} \|f_1\|_{L^2(\mathbb{R})} \|f_2\|_{L^2(\mathbb{R})}. \] (B.9)
going back to [6]. For a simple explicit proof of (B.9), see, for example, [31] or [24]. Now assume that the supports of \( \hat{f}_1 \) and \( \hat{f}_m \) have positive distance for some \( l, m \in \{1, 2, 3, 4\} \). Since
\[ |Q_1^\mu(f_1, f_2, f_3, f_4)| \leq \int \prod_{j=1}^{4} |T_t f_j(x)| \psi(t) dx dt \]
we can assume that \( l = 1 \) and \( m = 2 \) without loss of generality. Then, by Cauchy-Schwarz followed by (B.9) and (B.3),
\[ |Q_1^\mu(f_1, f_2, f_3, f_4)| \leq \|T_t f_1 T_t f_2\|_{L^2(\mathbb{R} \times \mathbb{R}, dt dx)} \left(Q_{|\psi|^2}(f_3, f_4, f_4, f_4)\right)^{1/2} \lesssim \frac{\|\psi\|_{L^4}}{\sqrt{\text{dist}(\text{supp} \hat{f}_1, \text{supp} \hat{f}_2)}} \prod_{j=1}^{4} \|f_j\|. \]
This yields the first part of the following

**Lemma B.3** (Refined multi-linear estimates). Let \( f_j \in L^2(\mathbb{R}) \) for \( j = 1, 2, 3, 4 \).

(i) Let the measure \( \mu \) have density \( \psi \in L^4(\mathbb{R}, dt) \). If, for some \( i \neq j \), the supports of the Fourier transforms \( \hat{f}_i \) and \( \hat{f}_j \) are separated, i.e., \( s = \text{dist}(\text{supp} \hat{f}_i, \text{supp} \hat{f}_j) > 0 \), then
\[ |Q_1^\mu(f_1, f_2, f_3, f_4)| \lesssim \frac{1}{\sqrt{s}} \|f_1\| \|f_2\| \|f_3\| \|f_4\|. \] (B.10)
where the implicit constant depends only on \( \|\psi\|_{L^4(\mathbb{R}, dt)} \).

(ii) Let the measure \( \mu \) have density \( \psi \in L^4(\mathbb{R}, t^2 dt) \). If, for some \( i \neq j \), the supports of \( f_i \) and \( f_j \) are separated, i.e., \( s = \text{dist}(\text{supp} f_i, \text{supp} f_j) > 0 \), then
\[ |Q_1^\mu(f_1, f_2, f_3, f_4)| \lesssim \frac{1}{\sqrt{s}} \|f_1\| \|f_2\| \|f_3\| \|f_4\|. \] (B.11)
where the implicit constant in the bound depends only on \( \|\psi\|_{L^4(\mathbb{R}, t^2 dt)} \).

It remains to show the second part of Lemma B.3. In fact, using a symmetry of \( Q_1^\mu \) under Fourier transform, the second half of the Lemma is equivalent to the first half. In order to formulate this symmetry we need a little bit more notation: Given \( f \in L^2(\mathbb{R}) \) let \( \tilde{f} \) be its inverse Fourier transform, that is, if \( f \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \), say,
\[ \tilde{f}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ikx} f(x) \, dx. \] (B.12)
and given \( \psi \in L^2(\mathbb{R}) \) define \( \tilde{\psi} \) by
\[ \tilde{\psi}(\tau) = \frac{\psi(-1/(4\tau))}{2|\tau|}. \] (B.13)
A simple change of variables shows
\[ |\tilde{\psi}| = |\psi|, \]  
(B.14)
i.e., the $L^2$ norm is conserved.

**Lemma B.4. (Duality)** Given a measure $\mu$ with density $\psi \in L^2(\mathbb{R})$ let the measure $\tilde{\mu}$ have density $\tilde{\psi}$, where $\tilde{\psi}$ is defined in (B.13). Then
\[ Q^c_\mu(f_1, f_2, f_3, f_4) = Q^c_{\tilde{\mu}}(\tilde{f}_1, \tilde{f}_2, \tilde{f}_3, \tilde{f}_4) \] (B.15)
for all $f_j \in L^2(\mathbb{R})$, $j=1,2,3,4$.

We postpone the proof of Lemma B.4 for the moment. Given the duality (B.15), the equivalence of (B.11) and (B.10) is easy. For example, assume that the supports of $\tilde{\psi}$ and $\tilde{\psi}$ are separated by at least $s$, that is, the supports of the Fourier transforms of $\tilde{f}_1$ and $\tilde{f}_2$ are separated by at least $s$. Hence (B.15) in tandem with (B.10) yields
\[ |Q^c_\mu(f_1, f_2, f_3, f_4)| = |Q^c_{\tilde{\mu}}(\tilde{f}_1, \tilde{f}_2, \tilde{f}_3, \tilde{f}_4)| \lesssim \frac{1}{\sqrt{s}} \prod_{j=1}^4 |\tilde{f}_j| = \frac{1}{\sqrt{s}} \prod_{j=1}^4 |f_j| \]
where the implicit constant in the inequality depends only on $|\tilde{\psi}|_{L^4(\mathbb{R}, dt)}$. Since $|\tilde{\psi}|_{L^4(\mathbb{R}, dt)} = 4^{1/4} |\psi|_{L^4(\mathbb{R}, t^2 dt)}$ this proves (B.11). It remains to give the

**Proof of Lemma B.4.** The duality is a simple consequence of the so-called quasi-conformal symmetry of the free Schrödinger evolution, which is true in all space dimensions, but we need only the one-dimensional case here. The solution $u(t, x) = T_t f(x)$ of $i\partial_t u = -\partial_x^2 u$ with initial condition $u(0, x) = f(x)$ is given by
\[ u(t, x) = \frac{1}{\sqrt{4\pi it}} \int_{\mathbb{R}} e^{i|\tau|^2/4t} f(y) dy \] (B.16)
\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ixk} e^{-itk^2} \hat{f}(k) dk. \] (B.17)
Expanding the square in (B.16) gives
\[ u(t, x) = \frac{1}{\sqrt{2\pi t}} e^{ix^2/2t} \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-i\tau x} e^{i\tau^2/2t} f(y) dy \]
and comparing this with (B.17), one sees
\[ u(t, x) = \frac{1}{\sqrt{2\pi t}} e^{ix^2/4t} \hat{u}(-\frac{1}{4t}, \frac{x}{2t}) \] (B.18)
where $\hat{u}(\tau, y) = T_\tau \hat{f}(y)$ is the solution of the free Schrödinger equation with initial condition $\hat{f}$. Hence, setting $u_j(t, x) = T_t f_j(x)$, $\tilde{u}_j(\tau, y) = T_\tau \tilde{f}_j(y)$ and using (B.18) one sees
\[ Q^c_\mu(f_1, f_2, f_3, f_4) = \int_{\mathbb{R}} \int_{\mathbb{R}} u_1(t, x) u_2(t, x) \tilde{u}_3(t, x) u_4(t, x) dx dt \psi(t) dt \]
\[ = \int_{\mathbb{R}} \int_{\mathbb{R}} u_1(\tau, y) u_2(\tau, y) \tilde{u}_3(\tau, y) u_4(\tau, y) dy \psi(-1/(4\tau)) \frac{1}{2|\tau|} d\tau \] (B.19)
\[ = Q^c_{\tilde{\mu}}(\tilde{f}_1, \tilde{f}_2, \tilde{f}_3, \tilde{f}_4) \]
where we used \( \text{B.18} \), did the change of variables \( x = 2ty, \ dx = 2|t|dy \), and then \( t = -1/(4\tau) \), \( dt = d\tau/(4\tau^2) \), and defined \( \tilde{\psi} \) by \( \text{B.13} \). This proves \( \text{B.15} \).

As a last tool, we note that although \( \mathcal{Q}_\mu^c \) is certainly not local, it is `nearly' local in the following sense.

**Lemma B.5** (Quasi-locality). Assume that the measure \( \mu \) has density \( \psi \in L^2(\mathbb{R}) \). If, for some \( s > 0 \), \( f_1 \) has support outside the interval \([-3s, 3s]\) and for \( j = 2, 3, 4 \) all the functions \( f_j \) have support within \([-s, s]\), then

\[
\mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4) = 0
\]

(B.20)

The same is true if \( \hat{f}_1 \) has support outside the interval \([-3s, 3s]\) and for \( j = 2, 3, 4 \) all the functions \( \hat{f}_j \) have support within \([-s, s]\).

**Proof.** As in \[24\], one uses the explicit representation \( \text{B.16} \) for the free time evolution to see that

\[
\mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4)
= \int \frac{|t|}{4\pi^2} \int_{\mathbb{R}} dx \int_{\mathbb{R}^4} e^{i(y_1-y_2+y_3-y_4)} e^{-i(y_1^2+y_2^2+y_3^2+y_4^2) - 4it} f_1(y_1) f_2(y_2) \overline{f_3(y_3)} f_4(y_4) dy

= \frac{1}{8\pi^2} \int_{\mathbb{R}} \frac{|t|}{|t|} \int_{\mathbb{R}} dz \int_{\mathbb{R}^4} e^{i(y_1-y_2+y_3-y_4)} e^{-i(y_1^2+y_2^2+y_3^2+y_4^2) - 4it} f_1(y_1) f_2(y_2) \overline{f_3(y_3)} f_4(y_4) dy

= \frac{1}{4\pi} \int_{\mathbb{R}} \frac{|t|}{|t|} \int_{\mathbb{R}^4} \delta(y_1-y_2+y_3-y_4) e^{-i(y_1^2+y_2^2+y_3^2+y_4^2) - 4it} f_1(y_1) f_2(y_2) \overline{f_3(y_3)} f_4(y_4) dy

\]

(B.21)

where we first made the change of variables \( x = 2tz, \ dx = 2|t|dz \) and then used \( \frac{1}{2\pi} \int_{\mathbb{R}} e^{iz\eta} dz = \delta(\eta) \), as distributions. Since the \( y \)-integration in formula \( \text{B.21} \) is restricted to the 3 dimensional subspace given by \( y_1 - y_2 + y_3 - y_4 \) one has \( \mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4) = 0 \) whenever \( f_1(y_1) f_2(y_2) f_3(y_3) f_4(y_4) = 0 \) on this subspace. This proves the first assertion.

For the Fourier-space version, i.e., under the conditions stated on the Fourier transforms of \( f_j \), simply note that the duality Lemma \( \text{B.3} \) says

\[
\mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4) = \mathcal{Q}_\mu^c(\hat{f}_1, \hat{f}_2, \hat{f}_3, \hat{f}_4)
\]

Thus \( \text{B.21} \) applied to \( \mathcal{Q}_\mu^c \) shows that \( \mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4) = 0 \) whenever the product \( \hat{f}_1(k_1) \hat{f}_2(k_2) \hat{f}_3(k_3) \hat{f}_4(k_4) = 0 \) on the subspace given by \( k_1 - k_2 + k_3 - k_4 = 0 \). Since \( \hat{f}(k) = \hat{f}(-k) \), this proves the second assertion of the Lemma.

**Remarks B.6.** (i) The proof of Lemma \( \text{B.5} \) can be interpreted as a non-resonance effect: If the four wave-packets \( f_1, f_2, f_3, f_4 \) are non-resonant in the sense that \( \text{supp}(f_1) - \text{supp}(f_2) + \text{supp}(f_3) - \text{supp}(f_4) = 0 \) or \( \text{supp}(f_1) + \text{supp}(f_2) - \text{supp}(f_3) + \text{supp}(f_4) = 0 \) then \( \mathcal{Q}_\mu^c(f_1, f_2, f_3, f_4) = 0 \).

(ii) Although the quasi-locality is not needed for our existence proof of maximizers, it is needed in the proof of regularity of weak solution of the dispersion management equation \( \text{B.22} \). Given Lemmata \( \text{B.1} \) \( \text{B.3} \) and \( \text{B.5} \), a straightforward adaptation of the proof in \[24\], which in our notation, was given there for the special case \( \psi = 1_{[0,1]} \), shows.
that all weak solutions of the Gabitov-Turitsyn equation for vanishing average dispersion (1.22) are already Schwartz functions as soon as \( \psi \in L^2(\mathbb{R}) \cap L^4(\mathbb{R}) \cap L^4(\mathbb{R}, t^2 dt) \).

B.2. Multi-linear estimates for \( Q_d^d \). In this section we will use \( \|f\| \) for the \( l^2 \)-norm of a sequence \( f \in l^2(\mathbb{Z}) \). Recall that \( P_\lambda^d \) is defined in (1.2). As in the continuous case, a simple scaling argument shows

\[
P_\lambda^d = P_1^d \lambda^2
\]

for all \( \lambda > 0 \). Thus, with \( \lambda = \|f\|^2 \),

\[
Q_\mu^d(f, f, f, f) \leq P_\lambda^d = P_1^d \|f\|^4.
\]

**Lemma B.7.** Let \( \mu \) be a bounded measure. For any \( f_j \in l^2(\mathbb{Z}^d) \), \( j = 1, 2, 3, 4 \), we have

\[
|Q_\mu^d(f_1, f_2, f_3, f_4)| \leq \mu(\mathbb{R}) \prod_{j=1}^4 \|f_j\|,
\]

in particular, \( 0 < P_\lambda^d \leq \mu(\mathbb{R}) \lambda^2 \) for any \( \lambda > 0 \).

**Proof.** By the triangle and Hölder inequalities

\[
|Q_\mu^d(f_1, f_2, f_3, f_4)| \leq \int_{\mathbb{R}} \sum_{x \in \mathbb{Z}^d} \prod_{j=1}^4 |S_t f_j(x)| \mu(dt) \leq \int_{\mathbb{R}} \prod_{j=1}^4 \|S_t f_j\|_{l^4} \mu(dt)
\]

On the other hand, on the scale of \( l^p \)-spaces the simple but strong inequality \( \|g\|_{l^q} \leq \|g\|_{l^p} \) holds for all \( 1 \leq p \leq q \leq \infty \). So \( \|S_t f_j\|_{l^4} \leq \|S_t f_j\|_{l^2} = \|f_j\|_{l^2} \) since \( S_t = e^{it\Delta} \) is unitary on \( l^2(\mathbb{Z}) \). The proof of \( 0 < P_\lambda^d \) is similar to the continuous case.

The following refined multi-linear estimate for \( Q_\mu^d \) is from [25] where also the multi-dimensional case is done. Note that the refined multi-linear estimate for \( Q_\mu^d \) shows a stronger decay than their continuous counterparts and as Lemma B.7 this decay holds under the weakest possible assumption on \( \mu \).

**Lemma B.8.** Let \( \mu \) be a bounded measure with bounded support and assume that \( s = \text{dist}(\text{supp}(f_k), \text{supp}(f_l)) > 0 \) for some \( j, k \in \{1, 2, 3, 4\} \). Then

\[
|Q_\mu^d(f_1, f_2, f_3, f_4)| \lesssim |s|^{-\delta} \prod_{j=1}^4 \|f_j\|
\]

for any \( 0 < \delta < 1/2 \), where the implicit constant depends only on \( \delta \).

**Sketch of proof of Lemma B.8.** The proof of Lemma B.8 rests on the strong bilinear bound

\[
\sup_{t \in [-\tau, \tau]} \|e^{it\Delta} f_1 e^{it\Delta} f_2\| \lesssim s^{-\delta} \|f_1\| \|f_2\|
\]

for all \( 0 < \delta < 1/2 \), with \( e^{it\Delta} \) the free discrete one-dimensional Schrödinger evolution and \( s = \text{dist}(\text{supp}(f_1), \text{supp}(f_2)) \). Once one has (B.26) the bound (B.25) follows as in the continuous case.
The estimate (B.26) itself follows from the bound
\[
\sup_{t \in [-\tau, \tau]} |\langle x | e^{it\Delta} | y \rangle| \leq \min(1, e^{-4\tau \frac{|x-y|}{|x-y|}}) \tag{B.27}
\]
for the kernel of the free time evolution \( e^{it\Delta} \), \( x, y \in \mathbb{Z} \) and \( 0 \leq \tau < \infty \). Here \( \langle x | M | y \rangle = \langle \delta_x, M \delta_y \rangle \) for an operator \( M \) on \( L^2(\mathbb{Z}) \), where \( \delta_x \) is the Kronecker delta–function. The bound (B.27) shows that unlike to the continuous case, the kernel of the free discrete Schrödinger evolution has a \textit{strong point–wise decay} locally uniformly in \( t \). This is due to the finite speed of propagation for the discrete Schrödinger equation, or, in other words, the Fourier spectrum of the lattice \( \mathbb{Z} \) is the bounded interval \([-\pi, \pi]\). The easiest way to see (B.27) is to note that since the discrete one-dimensional Laplace is bounded with norm \( \| \Delta \| = 4 \), the free discrete Schrödinger evolution can be written as a norm-converging exponential series \( e^{it\Delta} = \sum_{n=0}^{\infty} \frac{(it)^n}{n!} \Delta^n \). Thus
\[
|\langle x | e^{it\Delta} | y \rangle| \leq \sum_{n=0}^{\infty} \frac{(it)^n}{n!} |\langle x | \Delta^n | y \rangle| = \sum_{n=|x-y|}^{\infty} \frac{(it)^n}{n!} \leq e^{-4\tau \frac{|x-y|}{|x-y|}}
\]
since \( \langle x | \Delta^n | y \rangle = 0 \) if \( |x - y| > n \) and \( |\langle x | \Delta^n | y \rangle| \leq \| \Delta \|^n \leq 4^n \). For more details and extensions to \( L^2(\mathbb{Z}^d) \) with \( d > 1 \), see [25].

**Appendix C. Shifts, boosts, and Galilei transformations.**

We will only discuss the one-dimensional case which is somewhat easier than Galilei transformations on \( L^2(\mathbb{R}^d) \) since we do not have to deal with rotations in one dimension. The unitary operator implementing the shift \( S_y \xi : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \), \( (S_y f)(x) = f(x-y) \) is given by
\[
S_\xi = e^{-i\xi P} \tag{C.1}
\]
where \( P = -i\partial_x \) is the momentum operator. Indeed, since \( e^{-i\xi P} \) corresponds to multiplication by \( e^{-i\xi k} \) in Fourier space, we have
\[
(e^{-i\xi P} f)(x) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{i(x-k)\xi} \hat{f}(k) \, dk = f(x-\xi).
\]
Boosts, i.e., shifts in momentum space are given by \( e^{iv} : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \), i.e., multiplication by \( e^{ivx} \), since
\[
\hat{e^{iv} f}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ix(k-v)} f(x) \, dx = \hat{f}(k-v). \tag{C.2}
\]
Finally, if \( G \) is a bounded (measurable) function then \( G(P) \) is defined by
\[
\hat{G(P)} f(k) = G(k) \hat{f}(k).
\]
Of course, for any \( \xi \in \mathbb{R} \) the operators \( G(P) \) and \( e^{-i\xi P} \) commute, \( G(P) e^{-i\xi P} = e^{-i\xi P} G(P) \). Moreover, for any \( v \in \mathbb{R} \) the commutation relation
\[
G(P) e^{iv} = e^{iv} G(P + v) \tag{C.3}
\]
holds. Indeed, Computing the Fourier transform yields
\[
(G(P)e^{iv} f) \hat{f}(k) = G(k)e^{iv}f(k) = G(k)\hat{f}(k-v)
\]
\[
= (G(\cdot + v)\hat{f})(k-v) = (G(P + v)f)(k-v)
\]
\[
= (e^{iv} G(P + v)f) \hat{f}(k).
\]
In particular, choosing \( G(P) = e^{-itP^2} \), we see the commutation relation
\[
e^{-itP^2} e^{iv} e^{-i\xi P} e^{-it(P + v)^2} = e^{-itP^2} e^{-it(P^2 + 2vP + v^2)}
\]
\[
= e^{-itv^2} e^{iv} e^{-i(\xi^2 + 2tv)} P e^{-itP^2}.
\] (C.4)

Now let \( f \in L^2(\mathbb{R}) \). Then \( u(t) = T_t f = e^{-itP^2} f \) is the solution of the (one-dimensional) Schrödinger equation \(-i\partial_t u = P^2 u = -\partial_x^2 u \) with initial condition \( u(0) = f \). Using (C.4), the solution of the free Schrödinger equation for the translated and boosted initial condition \( f_{\xi,v} = e^{iv} e^{-i\xi P} f \) is given by
\[
\begin{align*}
    u_{\xi,v}(t, x) := & e^{-itP^2} f_{\xi,v}(t, x) = (e^{-itP^2} e^{iv} e^{-i\xi P} f)(x) \\
    = & (e^{-itv^2} e^{iv} e^{-i(\xi + 2tv)P} e^{-itP^2} f)(x) \\
    = & e^{-itv^2} e^{iv} (e^{-i(\xi + 2tv)P} e^{-itP^2} f)(x) \\
    = & e^{-itv^2} e^{iv} (e^{-itP^2 f}(x - \xi - 2tv) \\
    = & e^{-itv^2} e^{iv} u(t, x - \xi - 2tv),
\end{align*}
\] (C.5)

that is, on the level of the solutions of the free time-dependent Schrödinger equation, translations and boost of the initial condition are implemented by the Galilei transformations \( G_{\xi,v} \) given by \((G_{\xi,v}u)(t, x) := u_{\xi,v}(t, x) = e^{-itv^2} e^{ivx} u(t, x - \xi - 2tv) \). Except for the time-dependent phase factor \( e^{-itv^2} \), formula (C.5) is exactly what one would have guessed from classical mechanics.

Note that \( P^2 = -\Delta \). A simple calculation now shows that the functional
\[
f \mapsto Q^c_\mu(f, f, f) = \int_\mathbb{R} \int_\mathbb{R} |(e^{-itP^2} f)(x)|^4 \, dx \, d\mu(dt)
\]
is invariant under translations and boosts in \( L^2(\mathbb{R}) \). Similarly, it is straightforward to see that the 4-linear functional \( f_j \mapsto Q^c_\mu(f_1, f_2, f_3, f_4) \) is invariant under simultaneous shifts and boosts of the \( f_j \).
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