Advances in visual navigation methods have led to intelligent embodied navigation agents capable of learning meaningful representations from raw RGB images and perform a wide variety of tasks involving structural and semantic reasoning. However, most learning-based navigation policies are trained and tested in simulation environments. In order for these policies to be practically useful, they need to be transferred to the real-world. In this paper, we propose an unsupervised domain adaptation method for visual navigation. Our method translates the images in the target domain to the source domain such that the translation is consistent with the representations learned by the navigation policy. The proposed method outperforms several baselines across two different navigation tasks in simulation. We further show that our method can be used to transfer the navigation policies learned in simulation to the real world.

1 Introduction

In the past few years, a lot of progress has been made in learning to navigate from first-person RGB images. Reinforcement learning have been applied to train navigation policies to navigate to goals according to coordinates [18, 44], images [56], object labels [18, 51], room labels [48, 49] and language instructions [20, 11, 2, 15, 12, 43]. However, such navigation policies are predominantly trained and tested in simulation environments. Our goal is to have such navigation capabilities in the real-world. While some progress has been made towards moving from game-like simulation environments to more realistic simulation environments based on reconstructions [50, 6, 58] or 3D modeling [26], there is still a significant gap between simulation environments and real-world.

Training the above navigation policies in the real-world has not been possible as current reinforcement learning methods typically require millions of samples for training. Even if we parallelize the training across multiple robots, it will still require multiple weeks on training with constant human supervision due to safety concerns and battery limitations. This makes real-world training practically infeasible and leaves us with the other option of transferring models trained in simulation to the real-world, which highlights the importance of domain adaptation methods.

Among domain adaptation techniques, unsupervised methods are favorable because it is extremely expensive to collect parallel data for the purpose of visual navigation. It essentially requires reconstructing real-world scenes in the simulator separately for all possible scenarios one might deploy the navigation model in such as different lighting conditions, time of day, indoor vs outdoor, weather conditions, and so on. Reconstructing real-world scenes is a tedious job requiring specialized cameras and significant human effort. Unsupervised learning methods have the potential to overcome this difficulty since they require only a few real-world images taken by regular cameras.
One possible solution involves using unsupervised image translation techniques to translate visual perception from simulation to real-world and adapt the navigation policy learned in simulation to the real-world. Although there already exists a rich amount of prior work in unsupervised image translation techniques that transfer images from one domain to another [54, 28, 22], prior techniques are not well suited for navigation since the image translations are agnostic of the navigation policy and instead focus on photo-realistic and clarity.

In this paper, we propose an unsupervised domain adaptation method for transferring navigation policies from simulation to the real-world, by unsupervised image translation subject to the constraint that the image translation respects agent’s policy. In order to learn policy-based image translation (PBIT) in an unsupervised fashion, we devise a disentanglement of content and style in images such that the representations learnt by the navigation policy are consistent for images with the same content with different styles. See Figure 1 for the illustration of PBIT. Our experiments show that the proposed method outperforms the baselines in transferring navigation policies for different tasks between two simulation domains and from simulation to the real-world.

2 Related Work

Simulation to real-world (Sim-to-Real) transfer of visual navigation policies requires the adaptation for both visual perception and agent’s policy. Among its wide range of relevant literature, we focus on discussing related work on visual navigation, visual domain adaptation and policy transfer.

Visual Navigation. Visual Navigation has been widely studied in robotics for over two decades. Bonin-Font et al. [4] provide an in-depth survey of visual navigation methods in classical robotics. In the past few years, there has been an increasing focus on learning-based methods for visual navigation. This includes methods which tackle navigation tasks primarily requiring geometrical scene understanding such as the pointgoal task [18, 1] where the relative coordinate to the goal is given and the exploration task [13, 14, 9] where the objective is to maximize the explored area. There has also been a lot of work on navigation tasks involving more semantics such as image-goal [56, 10], object-goal [51, 47, 29, 8, 7], high-level language goal [20, 11] and low-level language instructions [2, 15].

While performance on semantic navigation tasks is still far from perfect even in simulation, recent improvements in both visual simulation quality [33, 50, 6, 38] as well as algorithms [34, 9, 44] have led to impressive results on geometric navigation tasks. However, most of the above works train navigation policies using reinforcement or imitation learning in simulation and test on different scenes in the same domain in the simulator. Some prior works which tackle sim-to-real transfer for navigation policies directly transfer the policy trained in simulation to the real-world without any domain adaptation technique [18, 9]. We show that the proposed domain adaptation method can lead to large improvements over direct policy transfer.

Visual Domain Adaptation. Simulation and real-world can be viewed as two distinct visual domains, and adapting their visual perceptions can be regarded as an image-to-image translation task. Thanks to the success of Generative Adversarial Networks (GANs) [16] for matching cross-domain distribution, we are able to adapt an image across domains without changing its context. For example, pix2pix [23] changes only the style of an image (e.g., photograph → portrait) while preserving its context (e.g., the same face of a person). We note that, for Sim2Real navigation, some amount of context should be preserved across domains, such as the obstacles and walls, to prevent collisions.
Figure 2: Policy Decomposition. The Task-specific Navigation Policy ($\pi$) can be sequentially decomposed into a Policy Feature Extractor ($F_\pi$) and an Action Policy ($A_\pi$) such that $F_\pi$ extracts all task-specific features ($r_I$) and throws away all domain-specific features from the input image ($I$) and $A_\pi$ learns an action distribution function over the task-specific features.

If we have access to the paired cross-domain images, then pix2pix [23] and BicycleGAN [55] serve as good candidates to model the context-preserving adaptation. However, the paired data between simulation and real-world is notoriously hard to collect [40] or even do not exist (e.g., we cannot always build simulators for new environments). To tackle this challenge, numerous visual domain adaptation approaches [39, 37, 54, 24, 52, 28] have been proposed to relax the constraint of requiring paired data during training time. Nevertheless, the above methods still assume one-to-one correspondence across domains. As an example, these models can only generate the same target-domain image given a source-domain image. We argue that it is more realistic to assume a many-to-many mapping between simulation and real-world.

To learn multimodal mappings without paired data, prior works [22, 27] disentangle the context and style of an image. Precisely, they assume the context is shared across domains and the styles are specific to each domain. Note that these models focus on realistic image generation, and hence it remains unclear on how image translation benefits cross-domain visual navigation. To further bridge the gap between navigation and image translation, our key idea is to ensure the agent’s navigation policy be consistent under domain translation. As a consequence, we propose to enforce constraints such that the agent’s policy is only inferred from the shared context across simulation and real-world.

Policy Transfer. Existing works on sim-to-sim or sim-to-real policy transfer require domain knowledge specific to certain environments and tasks and extra human supervision. [53] employs semantic loss and shift loss for consistent generation to facilitate the domain translation. [32] build a new simulator with diverse layouts populated with diverse furniture placements and defines several auxiliary tasks that are specific to the Collision-Free Goal Reaching task. [30] trains the domain translation module of its driving agent on human-labeled segmentation dataset to generalize its learned policy from one domain to the other. [5] utilizes customized simulator to improve a policy’s real-world performance, given a policy already trained in the real world, which is different from our setting where the policy is trained in the simulation and then gets transferred to the real-world. [17] targets similar visual navigation problems and defines auxiliary tasks for better sim-to-sim transfer, which is complementary to our contribution. [3] relies on Supervised Learning for Visitation Prediction which requires human-supervised trajectories of both the real world and the simulation.

3 Methods

Denote the source domain as ($S^s$, $A$, $P^s$) and the target domain as ($S^t$, $A$, $P^t$). $S$ is the state space, $A$ is the set of actions, and $P: S \times A \times S \rightarrow \mathbb{R}$ is the transition probability distribution. Note that we assume action spaces $A$ are shared across domains. Let $\pi^s: S^s \rightarrow A$ be a navigation policy in the source domain $s$ (the navigation policy is given). For our task setup, we have access to some target-domain images $I^t \in S^t$ during training, but we cannot perform target-domain policy ($\pi^t$) training. Our objective is to learn a many-to-many mapping $F: S^t \rightarrow S^s$ such that the navigation policy under the source-to-target mapping, $\pi^t(F(I^t)) = \pi^s(F(I^t))$, is effective in the target domain $t$. Under Sim2Real setting, the source domain refers to simulator and the target domain refers to real-world. Unless specified otherwise, we abbreviate $\pi^s$ as $\pi$ for the rest of the paper.

3.1 Policy Decomposition

As our objective is to transfer the task-specific navigation policy across domains, we assume that the task itself is domain-invariant. As a consequence, given a policy $\pi$ (for the navigation task in the source domain), we assume that some intermediate task-specific representation inferred by the policy is invariant from the source to the target domain. For example, a simple obstacle avoidance navigation
To achieve the above policy consistency in an unsupervised fashion, we take inspiration from style representation reconstruction losses, and use invariance and style representations to be domain-specific, we adopt the following image and latent based only on the content. Inspired by prior work [54, 22], to encourage the content to be domain-

3.2 Policy-based Consistency Loss

Recall that our objective is to learn an image translation model \( F: S^t \rightarrow S^s \), such that \( \pi^t(I^t) = \pi^s(F(I^t)) \). Based on the policy decomposition described above, different translations of the same target-domain image would have similar task-specific features. Precisely, if \( I_1^t \) and \( I_2^t \) are the translated images to the source domain from the same target-domain image \( I^t \), then \( F_\pi(I_1^t) \approx F_\pi(I_2^t) \).

To achieve the above policy consistency in an unsupervised fashion, we take inspiration from style and content-based unsupervised methods designed for image translation [22]. We assume that each translated images to the source domain from the same target-domain image \( I^t \) should lead to the same task-specific features as shown in Figure 3. We operationalize this idea using the following policy-based consistency loss:

\[
L_{\text{pol}} = \mathbb{E}_{c_I \sim c_I} \left[ | | F_\pi(D^s_I(c_I, s_1^t)) - F_\pi(D^s_I(c_I, s_2^t)) | | _1 \right]
\]

with \( s_1^t \) and \( s_2^t \) being two distinct styles sampled from the the prior distribution \( p(s^t) := \mathcal{N}(0, 1) \).

Note that in the above equation, \( F_\pi(\cdot) \) is part of the given navigation policy. We assume the navigation policy is trained before deciding the target domain; hence, \( F_\pi(\cdot) \) is fixed during the domain adaptation phase. This ensures that the presented policy-based image translation (PBiT) can be used for transferring a policy across domains (potentially not anticipated during policy training) without re-training the the navigation policy.

3.3 Reconstruction and Adversarial Loss

Using just policy-based consistency loss would make decoder \( D_I \) ignore the style and decode based only on the content. Inspired by prior work [54, 22], to encourage the content to be domain-

\[
L_{\text{im-rec}} = \mathbb{E}_{I^t \sim p(I^t)} \left[ | | D^s_I(E^s_I(I^t)) - I^t | | _1 \right] + \mathbb{E}_{I^t \sim p(I^t)} \left[ | | D^s_I(E^s_I(I^t)) - I^t | | _1 \right],
\]

\[
L_{\text{Lat-rec}} = \mathbb{E}_{c_I \sim p(c_I)} \left[ | | E^s_I(D^s_I(c_I, s^t)) - (c_I, s_1^t) | | _1 \right] + \mathbb{E}_{c_I \sim p(c_I)} \left[ | | E^s_I(D^s_I(c_I, s^t)) - (c_I, s_2^t) | | _1 \right] + \mathbb{E}_{c_I \sim p(c_I)} \left[ | | E^s_I(D^s_I(c_I, s^t)) - (c_I, s_3^t) | | _1 \right].
\]
We train a separate policy for each task in the source Gibson domain using 72 scenes in the training.

We study domain adaptation for two navigation tasks, PointGoal and Exploration for our experiments.

We conduct two sets of experiments to test the domain adaptation of navigation policies in Sim-to-Sim.

We also use adversarial losses to match the distribution of images to their respective domains. Let \( \text{Dis}^s \) and \( \text{Dis}^t \) be the discriminators for the source and target domains:

\[
\mathcal{L}_{adv} = \mathbb{E}_{c_t \sim \mathcal{C}(1, t), 1 \sim S_t, s_t \sim p(s_t)} [\log \text{Dis}^s(D_t^s(c_t, s_t))] + \mathbb{E}_{c_t \sim \mathcal{C}(1, t), 1 \sim S_t, s_t \sim p(s_t)} [\log \text{Dis}^t(D_t^s(c_t, s_t))] + \mathbb{E}_{t \sim S_t} [\log (1 - \text{Dis}^s(I^t))] + \mathbb{E}_{t \sim S_t} [\log (1 - \text{Dis}^t(I^t))].
\]

Putting everything together, our overall objective is

\[
\mathcal{L}_{full} := \lambda_{pol} \mathcal{L}_{pol} + \lambda_{im_recon} \mathcal{L}_{im_recon} + \lambda_{lat_recon} \mathcal{L}_{lat_recon} + \lambda_{adv} \mathcal{L}_{adv},
\]

where \( \lambda \) are hyper-parameters controlling the weight of each loss during training. The cross-domain image translation model consists of \( D_t^s, E_t^s, D_t^t \) and \( E_t^s \) as described above and the optimization admits a min-max objective:

\[
D_t^s, E_t^s, D_t^t, E_t^s = \arg \min_{D_t^s, E_t^s, D_t^t, E_t^s} \max_{\text{Dis}^t, \text{Dis}^s} \mathcal{L}_{full}.
\]

4 Experimental Setup

We conduct two sets of experiments to test the domain adaptation of navigation policies in Sim-to-Sim and Sim-to-Real settings. In the Sim-to-Sim experiments, we adapt navigation policies trained in the Gibson [50] domain to the Replica [33] domain in the Habitat Simulator [33]. For Sim-to-Real, we adapt policies trained in Gibson to real-world office scenes. For training the domain adaptation models, we collect 7200 images randomly in 72 training scenes in Gibson, 7200 images in 18 test scenes in Replica, and 1125 images in the real-world.

We study domain adaptation for two navigation tasks, PointGoal and Exploration for our experiments. The PointGoal task [2, 33] involves navigating to the target location specified using point coordinates. Success Rate and Success weighted by Path Length (SPL) [2] as evaluation metrics for PointGoal. An episode is considered successful if the agent is within 0.1m of the goal location at the end of the episode. The Exploration task [13, 9] involves maximizing the coverage or the explored area within a fixed time budget of 500 steps. A traversable point is defined to be explored by the agent if it is in the field-of-view of the agent and less than 3m away from the agent. We use two evaluation metrics, the absolute coverage area in \( m^2 \) (Explored Area) and the proportion of area explored in the scene (Explored Ratio).

For both the tasks, the agent has two sensors: RGB camera (3 × 256 × 256) and an odometry sensor (\( x \)-\( y \) coordinates and orientation). For the PointGoal task, the odometry sensor is used to compute the relative distance and angle of the pointgoal at each time step. The action space consists of 3 actions: move_forward (0.25m), turn_left (10°), turn_right (10°).

4.1 Navigation Policy

The source domain navigation policy \( (\pi_s) \) is trained using reinforcement learning. The reward for the PointGoal task is the decrease in geodesic distance to the point goal, and for the Exploration task is the increase in the explored area. The navigation policy is decomposed into a Policy Feature Extractor \( (F_x) \) and an Action Policy \( (A_x) \) as shown in Fig. 2. \( F_x \) is based on the 18-layer ResNet [19]. \( F_x \) outputs 128-dimensional policy-related representations \( r_f \) given RGB images of shape 3 × 256 × 256. \( A_x \) is based on a 2-layer GRU, which takes \( r_f \) along with relative distance and angle of the point goal (in the PointGoal task) or readings from the odometry sensor (in the Exploration task) as input. We train a separate policy for each task in the source Gibson domain using 72 scenes in the training set provided by [33]. The policies are trained using PPO [55] for 30 million frames. In the PointGoal task, the agent stops when the relative distance of the PointGoal is less than 0.2m, whereas, in the Exploration task, the agent explores for the maximum episode length of 500 steps. More architecture and hyperparameter details for navigation policy training are provided in supplementary.

4.2 Implementation Details

Given a navigation policy, we use the proposed method for domain adaptation from Gibson to Replica and vice versa. The image encoders and decoders used in PBIT consist of several convolutional layers.
Table 1: Results. Comparisons between the proposed Policy-Based Image Translation (PBIT) and baselines on the PointGoal and Exploration tasks when transferred from the Gibson to the Replica domain.

|                | PointGoal | Exploration |
|----------------|-----------|-------------|
|                | SPL       | Success Rate | Explored Ratio | Explored Area |
| Direct Transfer| 0.505     | 0.688       | 0.832          | 22.9          |
| CycleGAN       | 0.605     | 0.803       | 0.868          | 24.3          |
| PBIT w.o. Policy Loss | 0.669 | 0.852       | 0.879          | 24.6          |
| PBIT           | 0.712     | 0.881       | 0.897          | 25.3          |

and residual blocks. The exact architecture is described in supplementary. Regarding hyperparameters, we use $\lambda_{im_{rec}} = 10$, $\lambda_{lat_{rec}} = 1$, $\lambda_{adv} = 1$ for all experiments. We scale $\lambda_{pol}$ based on the mean of image features for each task: $\lambda_{pol} = \frac{1}{E_{I \sim S}(||E_{\pi}(I)||)}$, where $E_{I \sim S}(||E_{\pi}(I)||)$ is estimated using the Gibson images from the domain translation dataset. We use the Adam optimizer [25] with 0.0001 initial learning rate, $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The learning rate is halved every 100K iterations. We train the proposed model and all the baselines for 500K iterations.

4.3 Baselines

We compare the proposed PBIT model against the following baselines for domain adaptation:

1) **Direct Transfer:** This is the most common method of transferring navigation policies across domains, which involves directly testing the policy in the target domain without any fine-tuning.

2) **CycleGAN** [54] is a competitive and popular unsupervised image translation method. This method is designed for static image translation and is agnostic to the navigation policy.

3) **PBIT w.o. Policy Loss:** This method is an ablation of the proposed method without the policy-based consistency loss. This ablation is conceptually very similar to prior works based on style and content disentanglement such as [22, 27]. We use the architecture and hyperparameters from the PBIT model for this ablation to quantify the effect of the policy-based consistency loss on performance.

5 Results

5.1 Gibson to Replica

For evaluation in Replica, we generate a separate test set of 900 episodes (50 episodes in each of the 18 scenes) for both the PointGoal and Exploration tasks. The episodes are sampled using random starting locations and aggressive rejection sampling of near-straight-line episodes as in prior work [33, 9]. The performances of our method and all the baselines for both the tasks are presented in Table 1. PBIT outperforms all the baselines on both the tasks. It improves the SPL from 0.605 to 0.712 for PointGoal and Explored Ratio from 0.868 to 0.897 for Exploration as compared to the CycleGAN baseline. There’s a considerable difference between PBIT and the ablation, indicating the importance of policy-based consistency loss. PBIT performed better than all the baselines consistently across 3 different runs with a small standard deviation of 0.007 SPL and 0.004 Explored Ratio. The Explored Ratios of all the methods in Table 1 are high on an absolute level because the Replica scenes are relatively small usually having one or two rooms. Just turning on the spot leads to an explored ratio of 0.436.

In Figure 4, we visualize an example trajectory for the PointGoal task using the proposed method PBIT (Fig 4 above) and the Direct Transfer baseline (Fig 4 below) for the same episode specification. The figure shows the images observed by the agent in the target domain, the translated images, and a top-down map (not visible to the agent) showing the point goal coordinates and the agent’s path. The PBIT model successfully reaches the PointGoal within 46 steps while the Direct Transfer baseline is unable to reach the goal. The image translations indicate that policy-relevant characteristics of the image such as corners of obstacles, walls and free space are preserved during the translation.

5.2 Gibson to Real-world

For the real-world experiments, we conduct 18 trials each for the proposed method and the Direct Transfer baseline for the PointGoal task. We transfer the navigation policy to a LoCoBot [45] using the PyRobot API [31] for both the methods. We conduct trials in 2 scenes, Seen and Unseen. 151 images among the set of the 1125 real-world images used for training the PBIT model were sampled in the Seen scene, whereas none of the images were sampled from the Unseen scene. We terminate
Figure 4: Trajectory Comparison between PBIT and the Direct Transfer Baseline on the PointGoal Task in Replica. The upper half of the figure is the trajectory of PBIT: the agent successfully navigates from a corner of the apartment to the fridge in 46 steps, by seeing the translated images by PBIT. The agent takes almost the shortest path possible, as shown in the Top-Down Map (not visible to the agent). The lower half of the figure is the trajectory of the Direct Transfer baseline on the same test episode. The Direct Transfer agent fails to navigate to the target location and gets lost, even after 460 steps.

Each trial specification and the corresponding results are presented in Table 2. PBIT achieves an absolute improvement of 55% (70% vs 15%) in success rate over the Direct Transfer baseline across all the trials. PBIT also has a much lower collision rate as compared to the baseline. Surprisingly, the PBIT model achieves 100% success rate in the Seen scene, achieving an absolute improvement of 78.8% (100% vs 22.2%). These results indicate that the navigation policy can be reliably transferred to the real-world using the proposed method given access to a few images in the real-world scene. Even in the unseen scene, PBIT leads to a large absolute improvement of 22.3% (55.6% vs 33.3%) over the Direct Transfer baseline.

In Figure 5, we show an example of a successful trajectory in the Unseen real-world scene using PBIT. It shows some of the images seen by the agent during the trajectory, the corresponding translations, and a third-person view of the robot. The trajectory shows the PBIT is able to successfully navigate around the blue chair obstacle to reach the pointgoal. The image translations shown in the figure also indicate that the model generates good translations similar to images in the Gibson domain. For example, the dark grey carpet floors in the office space scenes in the real-world are successfully translated to brown floors, representative of wooden floors of apartment scenes in the Gibson domain. Similarly, wooden doors and staircases in the real-world are translated to off-white walls which are common in Gibson scenes. At the same time, navigation relevant details such as the boundary between the floor and walls and other obstacles, are preserved during translation.

6 Conclusion

In this paper, we proposed a domain adaptation method for transferring navigation policies from simulation to the real-world. Given a navigation policy in the source domain, our method translates images from the target domain to the source domain such that the translations are consistent with the task-specific and domain-invariant representations learnt by the given policy. Our experiments across two different tasks for domain transfer in simulation show that the proposed method can improve the performance on the transferred navigation policies over baselines. We also show strong performance
Figure 5: Sample Real World Trajectory on PointGoal Task. Figure contains raw inputs from Real World (row one), translated Gibson images by PBIT (row 2), and a third-person perspective from the back. The PBIT agent successfully reached its destination (a trash can) by avoiding an obstacle (a chair) in its way.

Table 2: Real-world results. Table comparing the performance of the Direct Transfer baseline and the proposed method PBIT across 18 trials in two scenes in the real-world. The training set for PBIT consists of some images sampled from Scene 1: Corridors (Seen), but no image from Scene 2: Public kitchen area (Unseen). The episode specification (starting relative distance and angle to the PointGoal) are shown in the left columns. Identical starting locations and episode specifications were used to evaluate both the methods. The performance of the baseline and PBIT are shown in the center and right, respectively. Success is abbreviated as Succ.

| Episode Specification | Baseline: Direct Transfer | PBIT |
|-----------------------|---------------------------|------|
| Ep No  | Dist (m) | Angle (°) | Steps | Collision | Final Dist | Succ. | Steps | Collision | Final Dist | Succ. |
| Scene 1 (Seen): Corridors | | | | | | | | | | |
| 1  | 2.83 | 45.00 | 99 | 0 | 3.41 | 0 | 21 | 0 | 0.15 | 1 |
| 2  | 4.47 | 333.43 | 99 | 0 | 4.68 | 0 | 41 | 0 | 0.02 | 1 |
| 3  | 4.00 | 0.00 | 99 | 0 | 4.43 | 0 | 41 | 0 | 0.13 | 1 |
| 4  | 5.39 | 21.80 | 10 | 1 | 4.60 | 0 | 32 | 0 | 0.13 | 1 |
| 5  | 4.24 | 315.00 | 99 | 0 | 6.20 | 0 | 73 | 0 | 0.14 | 1 |
| 6  | 4.00 | 0.00 | 36 | 1 | 3.88 | 0 | 63 | 0 | 0.09 | 1 |
| 7  | 1.41 | 45.00 | 99 | 0 | 1.95 | 0 | 9 | 0 | 0.19 | 1 |
| 8  | 1.41 | 135.00 | 50 | 0 | 0.15 | 1 | 29 | 0 | 0.07 | 1 |
| 9  | 4.47 | 26.57 | 99 | 0 | 4.73 | 0 | 27 | 0 | 0.19 | 1 |
| Scene Avg | 92 | 22.2% | 3.78 | 11.1% | 37.3 | 0% | 0.13 | 100% |
| Scene 2 (Unseen): Public kitchen area | | | | | | | | | | |
| 1  | 2.00 | 0.00 | 32 | 1 | 0.50 | 0 | 36 | 0 | 0.18 | 1 |
| 2  | 2.00 | 0.00 | 35 | 1 | 0.56 | 0 | 10 | 0 | 0.04 | 1 |
| 3  | 2.24 | 333.43 | 31 | 0 | 0.02 | 1 | 16 | 0 | 0.07 | 1 |
| 4  | 2.24 | 153.43 | 38 | 0 | 0.08 | 1 | 43 | 0 | 0.09 | 1 |
| 5  | 4.12 | 345.96 | 80 | 1 | 4.10 | 0 | 44 | 1 | 1.96 | 0 |
| 6  | 4.47 | 26.57 | 99 | 0 | 4.01 | 0 | 99 | 0 | 2.85 | 0 |
| 7  | 4.47 | 26.57 | 99 | 0 | 4.49 | 0 | 70 | 0 | 0.14 | 1 |
| 8  | 5.39 | 21.80 | 99 | 0 | 5.50 | 0 | 99 | 0 | 2.73 | 0 |
| 9  | 2.83 | 45.00 | 99 | 0 | 3.57 | 0 | 99 | 0 | 2.84 | 0 |
| Scene Avg | 77.5 | 33.3% | 2.54 | 22.2% | 59.0 | 11.1% | 1.21 | 55.6% |
| Overall | 84.8 | 27.7% | 3.16 | 16.7% | 48.2 | 5.6% | 0.67 | 77.8% |

of navigation policies transferred from simulation to the real-world using our method. In this paper, we considered navigation tasks involving mostly spatial reasoning. In the future, the proposed method can be extended to navigation tasks involving more geometric reasoning by incorporating semantic consistency losses along with the policy consistency losses.
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A Visualization of Policy Representations

We analyze the policy representation before and after translation by reducing the dimensionality of the policy representations using Principle Component Analysis (PCA) \[46\]. In Figures 6 and 7 we visualize the policy representations reduced to 2 dimensions using PCA in Replica and Real-World respectively. Both figures show that PBIT brings the representations of target domain Replica/Real-World images closer to the distribution of representations of Gibson images.

**Figure 6:** We use PCA to visualize and compare the 128-dimensional task-specific feature vectors produced by PointGoal agent trained in Gibson, when given Gibson images, Replica images, or Replica images translated to Gibson by PBIT as input. The figure shows the translated images by PBIT bridge the policy domain gap between Gibson and Replica.

**Figure 7:** We use PCA to visualize and compare the 128-dimensional task-specific feature vectors produced by PointGoal agent trained in Gibson, when given Gibson images, Real-World images, or Real-World images translated to Gibson by PBIT as input. The figure shows the translated images by PBIT bridge the policy domain gap between Gibson and Real-World.
B Navigation Policy Training Details

**Policy Architecture.** The navigation policy is decomposed into a Policy Feature Extractor ($F_\pi$) and a Action Policy ($A_\pi$) as shown in Fig 2. $F_\pi$ is based on the 18-layer ResNet [19]. The architecture of $F_\pi$ is shown in Figure 8. $F_\pi$ outputs 128-dimensional policy-related representations $r_I$ given RGB images of shape $3 \times 256 \times 256$. $A_\pi$ is based on a 2-layer GRU, which takes $r_I$ together with readings from either the GPS+Compass sensor in PointGoal task or the base odometry sensor in Exploration task.

**Policy Training.** The navigation policies are trained using PPO [36] with Generalized Advantage Estimation [35]. The training dataset contains episodes in 72 training scenes in Gibson as provided by [33]. We use 8 concurrent workers and train for a total of 30 million frames. The time horizon for a PPO update is 128 steps, number of epochs per PPO update is 2, and clipping parameter is set to 0.2. We use discount factor 0.99, GAE parameter 0.95, and the Adam optimizer [25] with learning rate $2 \times 10^{-4}$.

C PBIT Model Architecture Details

We use several convolutional layers and residual blocks to construct the image encoders $E^s_I, E^t_I$ and image decoders $D^s_I, D^t_I$. We use Instance Normalization [41] in $E^s_I, E^t_I$ and Adaptive Instance Normalization [21] in $D^s_I, D^t_I$. For the discriminators $\text{Dis}^s, \text{Dis}^t$, we adopt the multi-scale discriminator architecture proposed by [42]. Detailed descriptions of the architecture are given in Table 3.

| **(a) Style Encoder** | **(b) Content Encoder** | **(c) Decoder** |
|------------------------|------------------------|-----------------|
| (256 x 256) RGB        | (256 x 256) RGB        | $c$ and AdaIN(s) |
| Conv(32,(7x7),1)        | Conv(32,(7x7),1)        | Residual(128)   |
| Conv(64,(4x4),2)        | Conv(64,(4x4),2)        | Residual(128)   |
| Conv(128,(4x4),2)       | Conv(128,(4x4),2)       | Residual(128)   |
| Conv(128,(4x4),2)       | Residual(128)           | Residual(128)   |
| Conv(128,(4x4),2)       | Residual(128)           | Residual(128)   |
| global_avg_pool         | global_avg_pool         | Residual(128)   |
| dense(8)                | dense(8)                | $c \in \mathbb{R}^8$ |
| $\rightarrow s \in \mathbb{R}^8$ | $\rightarrow c \in \mathbb{R}^{128x64x64}$ | $\rightarrow s \in \mathbb{R}^8$ |

| **(d) Discriminator** |
|------------------------|
| Multi-scale Input      |
| Conv(64,(4x4),2)       |
| Conv(128,(4x4),2)      |
| Conv(256,(4x4),2)      |
| Conv(512,(4x4),2)      |
| Conv(3,(7x7),1)        |
| (256 x 256) RGB        |
D Additional Trajectory Visualizations

**Figure 9: Additional Real World Trajectories.** Figure showing raw inputs, translated Gibson images by PBIT, and a third-person perspective for two trajectories in the real-world for the PointGoal task.
Figure 10: Additional Replica Trajectories. Figure showing raw inputs, translated Gibson images by PBIT, and the ground-truth top-down map (not visible to the agent) for three trajectories in the Replica domain.