Statistical tests based on Rényi entropy estimation

Mehmet Siddik Cadirci¹, Dafydd Evans¹, Nikolai Leonenko¹ and Oleg Seleznjev²

¹ School of Mathematics, Cardiff University, Cardiff, Wales, UK.
² Department of Mathematics and Mathematical Statistics, Umeå University, Umeå, Sweden.

June 2, 2021

Abstract

Entropy and its various generalizations are important in many fields, including mathematical statistics, communication theory, physics and computer science, for characterizing the amount of information associated with a probability distribution. In this paper we propose goodness-of-fit statistics for the multivariate Student and multivariate Pearson type II distributions, based on the maximum entropy principle and a class of estimators for Rényi entropy based on nearest neighbour distances. We prove the $L^2$-consistency of these statistics using results on the subadditivity of Euclidean functionals on nearest neighbour graphs, and investigate their rate of convergence and asymptotic distribution using Monte Carlo methods. In addition we present a novel iterative method for estimating the shape parameter of the multivariate Student and multivariate Pearson type II distributions.

1 Introduction

Entropy is a measure of randomness that emerged from information theory, and its estimation plays an important role in many fields including mathematical statistics, cryptography, machine learning and indeed almost every branch of science and engineering. There are many possible definitions of entropy, for example, the differential entropy of a multivariate density function $f : \mathbb{R}^m \rightarrow \mathbb{R}$ is defined by

$$H_1(f) = - \int_{\mathbb{R}^m} f(x) \log f(x) \, dx. \quad (1)$$

In this paper, we propose statistical tests for a class of multivariate Student and Pearson type II distributions, based on estimation of their Rényi entropy

$$H_q(f) = \frac{1}{1-q} \log \int_{\mathbb{R}^m} f^q(x) \, dx, \quad q \neq 1. \quad (2)$$
Estimation of Rényi entropy for absolutely continuous multivariate distributions has been considered by many authors, including [15], [10], [7], [17], [16], [21], [5], [9], [2], and [1]. The quadratic Rényi entropy was investigated by [18]. An entropy-based goodness-of-fit test for generalized Gaussian distributions is presented by [3]. A recent application to image processing can be found in [6].

The remainder of this paper is organized as follows. In Section 2, we present maximum entropy principles for Rényi entropy. In Section 3, we provide nearest-neighbour estimators for Rényi entropy. In Section 4, we propose statistical tests for the multivariate Student and Pearson II distributions. In Section 5, we report the results of numerical experiments.

2 Maximum entropy principles

Let $X \in \mathbb{R}^m$ be a random vector that has a density function $f(x)$ with respect to Lebesgue measure on $\mathbb{R}^m$, and let $S = \{ x \in \mathbb{R}^m : f(x) > 0 \}$ be the support of the distribution. The Rényi entropy of order $q \in (0, 1) \cup (1, \infty)$ of the distribution is

$$H_q(f) = \frac{1}{1 - q} \log \int_S f^q(x) \, dx,$$  

(3)

which is continuous and non-increasing in $q$. If the support has finite Lebesgue measure $|S|$, then

$$\lim_{q \to 0} H_q(f) = \log |S|,$$

otherwise $H_q(f) \to \infty$ as $q \to 0$. Note also that

$$\lim_{q \to 1} H_q(f) = H_1(f) = -\int_S f(x) \log f(x) \, dx.$$

Let $a \in \mathbb{R}^m$ and let $\Sigma$ be a symmetric positive definite $m \times m$ matrix. The multivariate Gaussian distribution $N_m(a, \Sigma)$ on $\mathbb{R}^m$ has density function

$$f_{G,a,\Sigma}(x) = (2\pi)^{-m/2} |\Sigma|^{-1/2} \exp \left( -\frac{1}{2}(x - a)' \Sigma^{-1} (x - a) \right).$$

For $X \sim N_m(a, \Sigma)$, we have $a = \mathbb{E}(X)$ and $\Sigma = \text{Cov}(X)$, where $\text{Cov}(X) = \mathbb{E}[(X - a)(X - a)']$ is the covariance matrix of the distribution.

For $\nu > 0$, the multivariate Student distribution $T_m(a, \Sigma, \nu)$ on $\mathbb{R}^m$ has density function

$$f_{S,a,\Sigma,\nu}(x) = c_S |\Sigma|^{-1/2} \left( 1 + \frac{1}{\nu} (x - a)' \Sigma^{-1} (x - a) \right)^{-\frac{\nu + m}{2}},$$

where $c_S(m, \nu) = \frac{\Gamma((\nu + m)/2)}{(\pi \nu)^{m/2} \Gamma(\nu/2)}$.  

(4)

For $X \sim T_m(a, \Sigma, \nu)$ we have $a = \mathbb{E}(X)$ when $\nu > 1$ and $\Sigma = (1 - 2/\nu)\text{Cov}(X)$ when $\nu > 2$, see [13]. It is known that $f_{S,a,\Sigma,\nu}(x) \to f_{G,a,\Sigma}(x)$ as $\nu \to \infty$. 
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For $\gamma > 0$, the multivariate Pearson Type II distribution $P_m(a, \Sigma, \gamma)$ on $\mathbb{R}^m$, also known as the Barenblatt distribution, has density function

$$f_{a,\Sigma,\gamma}(x) = \frac{c_P|\Sigma|^{-1/2}}{t_+^m} \left[1 - (x-a)'\Sigma^{-1}(x-a)\right]^\gamma$$

where $t_+ = \max\{t,0\}$ and $c_P(m, \gamma) = \frac{\Gamma(m/2 + m + 1)}{\pi^{m/2} \Gamma(\gamma + 1)}$. (5)

For $X \sim P_m(a, \Sigma, \gamma)$ we have $a = \mathbb{E}(X)$ and $\Sigma = (m + 2\gamma + 2)\text{Cov}(X)$. It is known that $f_{a,\Sigma,\gamma}(x) \to f_G(x)$ as $\gamma \to \infty$.

**Remark 1.** If the covariance matrix $C$ is diagonal, the Pearson Type II distribution belongs to the class of time-dependent distributions $u(x,t) = c(\beta, \gamma) t^{-\alpha m} \left(1 - \frac{\|x\|^2}{ct^\alpha}\right)^\gamma$ with $c > 0$, $\text{supp}\{u(x,t)\} = \{x \in \mathbb{R}^m : \|x\| \leq ct^\alpha\}$ and $c(\beta, \gamma) = \beta \Gamma\left(\frac{m}{2}\right) / \left[2e^{m\pi^2/2} B\left(\frac{m}{\beta}, \gamma + 1\right)\right]$, which are known as Barenblatt solutions of the source-type non-linear diffusion equations $u_t = \Delta(u^q)$, where $q > 1$, $\Delta$ is the Laplacian and $\gamma = 1/(q - 1)$. For details, see [8], [24] and [11].

### 2.1 Rényi entropy

The Rényi entropy of the multivariate Gaussian distribution $N_m(a, \Sigma)$ is

$$H_q(f_{a,\Sigma}) = \log \left[2\pi e^{m/2}\Sigma^{1/2}\right] - \frac{m}{2(1-q)} \log q$$

$$= H_1(f_{a,\Sigma}) - \frac{m}{2} \left(1 + \frac{\log q}{1-q}\right)$$

where $H_1(f_{a,\Sigma}) = \log \left[2\pi e^{m/2}\Sigma^{1/2}\right]$ is the differential entropy of $N_m(a, \Sigma)$. From [26], the Rényi entropy of the multivariate Student distribution $T_m(a, \Sigma, \nu)$ is

$$H_q(f_{a,\Sigma,\nu}) = \frac{1}{2} \log |\Sigma| + c_S(m, q, \nu)$$

(6)

where

$$c_S(m, q, \nu) = \frac{1}{1-q} \log \left(\frac{B\left(q^2, \frac{m}{2}\right)}{B\left(\frac{\nu+m}{2}, \frac{m}{2}\right)}\right)^\nu$$

$$+ \frac{m}{2} \log(\pi \nu) - \log \Gamma\left(\frac{m}{2}\right).$$

Likewise the Rényi entropy of the multivariate Pearson Type II distribution $P_m(a, \Sigma, \gamma)$ is

$$H_q(f_{a,\Sigma,\gamma}) = \frac{1}{2} \log |\Sigma| + c_P(m, q, \gamma),$$

(7)
where
\[ c'_p(m, q, \gamma) = \frac{1}{1 - q} \log \left( \frac{B \left( q\gamma + 1, \frac{m}{2} \right)}{B \left( \gamma + 1, \frac{m}{2} \right)^q} \right) + \frac{m}{2} \log(\pi) - \log \Gamma \left( \frac{m}{2} \right). \]

### 2.2 Maximum entropy principle

**Definition 2.** Let \( K \) be the class of density functions supported on \( \mathbb{R}^m \) and subject to the constraints
\[
\int_{\mathbb{R}^m} xf(x) \, dx = a \quad \text{and} \quad \int_{\mathbb{R}^m} (x - a)(x - a)' f(x) \, dx = C
\]
where \( a \in \mathbb{R}^m \) and \( C \) is a symmetric and positive definite \( m \times m \) matrix.

It is well-known that the differential entropy \( H_1 \) is uniquely maximized by the multivariate normal distribution \( \mathcal{N}_m(a, \Sigma) \), that is
\[
H_1(f) \leq H_1(f_{a, \Sigma}^G) = \log \left[ (2\pi e)^{m/2} |\Sigma|^{1/2} \right]
\]
with equality if and only if \( f = f_{a, \Sigma}^G \) almost everywhere. The following result is discussed by [14], [19], [12], and [13] among others.

**Theorem 3 (Maximum Rényi entropy).**

(1) For \( m/(m + 2) < q < 1 \), \( H_q(f) \) is uniquely maximized over \( K \) by the multivariate Student distribution \( T_m(a, \Sigma, \nu) \) with \( \nu = 1/(1 - q) - m \) and \( \Sigma = (1 - 2/\nu)C \).

(2) For \( q > 1 \), \( H_q(f) \) is uniquely maximized over \( K \) by the multivariate Pearson Type II distribution \( P_m(a, \Sigma, \gamma) \) with \( \gamma = 1/(q - 1) \) and \( \Sigma = (2\gamma + m + 2)C \).

Applying (6) and (7) yields the following.

**Corollary 4.**

(1) For \( m/(m + 2) < q < 1 \) the maximum value of \( H_q \) is
\[
H^\text{max}_q = \frac{1}{2} \log |\Sigma| + c'_S(m, q, \nu)
\]
with \( \nu = 1/(1 - q) - m \) and \( \Sigma = (1 - 2/\nu)C \).

(2) For \( q > 1 \) the maximum value of \( H_q \) is
\[
H^\text{max}_q = \frac{1}{2} \log |\Sigma| + c'_B(m, q, \gamma)
\]
with \( \gamma = 1/(q - 1) \) and \( \Sigma = (2\gamma + m + 2)C \).
3 Statistical estimation of Rényi entropy

We state some known results on the statistical estimation of Rényi entropy due to [17], and [21]. Extensions of these results can be found in [20], [1], [5], [2], and [9]. Let \( X \in \mathbb{R}^m \) be a random vector with density function \( f \), and let \( G_q(f) \) denote the expected value of \( f^{q-1}(X) \),

\[
G_q(f) = \mathbb{E}[f^{q-1}(X)] = \int_{\mathbb{R}^m} f^q(x) \, dx
\]

so that \( H_q(f) = \frac{1}{1-q} \log G_q(f) \).

Let \( X_1, X_2, \ldots, X_N \) be independent random vectors from the distribution of \( X \), and for \( k \in \mathbb{N} \) with \( k < N \), let \( \rho_{i,k,N} \) denote the \( k \)-nearest neighbour distance of \( X_i \) among the points \( X_1, X_2, \ldots, X_N \), defined to be the \( k \)th order statistic of the \( N-1 \) distances \( \|X_i - X_j\| \) with \( j \neq i \),

\[
\rho_{i,1,N} \leq \rho_{i,2,N} \leq \cdots \leq \rho_{i,N-1,N}.
\]

We estimate the expectation \( G_q(f) = \mathbb{E}(f^{q-1}) \) by the sample mean

\[
\hat{G}_{k,N,q} = \frac{1}{N} \sum_{i=1}^{N} (\zeta_{i,k,N})^{1-q},
\]

where

\[
\zeta_{i,k,N} = (N-1)C_k V_m \rho_{i,k,N}^m \quad \text{with} \quad C_k = \left[ \frac{\Gamma(k)}{\Gamma(k+1-q)} \right]^{\frac{1}{1-q}}
\]

and \( V_m = \frac{\pi^{m/2}}{\Gamma(m/2+1)} \) is the volume of the unit ball in \( \mathbb{R}^m \).

**Definition 5.** For \( r > 0 \), the \( r \)-moment of a density function \( f \) is

\[
M_r(f) = \mathbb{E}(\|X\|^r) = \int_{\mathbb{R}^m} \|x\|^r f(x) \, dx,
\]

and the critical moment of \( f \) is

\[
r_c(f) = \sup\{r > 0 : M_r(f) < \infty\}
\]

so that \( M_r(f) < \infty \) if and only if \( r < r_c(f) \).

The following result was stated without proof in [16]: here we present the proof.

**Theorem 6.** Let \( 0 < q < 1 \) and \( k \geq 1 \) be fixed.

1. If \( G_q(f) < \infty \) and

\[
r_c(f) > \frac{m(1-q)}{q}, \quad (8)
\]

then \( \mathbb{E} \left[ \hat{G}_{k,N,q} \right] \to G_q(f) \) as \( N \to \infty \). \quad (9)
2. If \( G_q(f) < \infty, q > \frac{1}{2} \) and
\[
rc(f) > \frac{2m(1-q)}{2q-1},
\]
then \( \mathbb{E} \left[ \hat{G}_{k,N,q} - G_q(f) \right]^2 \to 0 \) as \( N \to \infty. \) \( \tag{10} \)

\textbf{Remark 7.} If \( G_q(f) < \infty \) for \( q \in \left( 1, \frac{k+1}{2} \right) \) then by \([17]\),
\[
\mathbb{E} \left[ \hat{G}_{k,N,q} \right] \to G_q(f) \text{ and } \mathbb{E} \left[ \hat{G}_{k,N,q} - G_q(f) \right]^2 \to 0 \text{ as } N \to \infty.
\]

\textbf{Remark 8.} If \( G_q(f) < \infty \) for \( q \in (0, 1) \) and \( f(x) = O(\|x\|^{-\beta}) \) as \( \|x\| \to \infty \) for some \( \beta > m \), then \( rc(f) = \beta - m \) and condition \( (8) \) is automatically satisfied: see \([21]\) for a discussion, and counterexamples showing that conditions \( (8) \) and \( (10) \) cannot be omitted in general.

\textbf{Proof of Theorem 6.} Let us write
\[
\hat{G}_{k,N,q} = \frac{1}{N} \sum_{i=1}^{N} \left[ \left( N - 1 \right)^{1/m} (C_k V_k)^{1/m} \rho_{i,k,N} \right]^{(1-q)m}.
\]
We show that the method proposed by \([22]\) for \( k = 1 \) in fact works for any fixed \( k \geq 1 \). By Theorem 2.1 of \([22]\), the uniform integrability condition
\[
\sup_N \mathbb{E} \left[ \left\{ \left( N - 1 \right)(C_k V_m) \rho_{i,k,N-1} \right\}^{(1-q)p} \right] < \infty \quad \tag{12}
\]
for some \( p > 1 \) (statement 1) or some \( p > 2 \) (statement 2) ensures the \( L_p \) convergence of \( \hat{G}_{k,N,q} \) to \( I_q \) as \( N \to \infty \). Because we only need to obtain a bound on left-hand side of \( (12) \), we can use results on the subadditivity of Euclidean functionals defined on the nearest-neighbors graph \([25]\). We use the following result (Lemma 3.3) from \([21]\), see also \([25\), p.85]\).

\textbf{Lemma 9.} Let \( 0 < s < m \). If \( rc(f) > \frac{ms}{m-s} \), then
\[
\sum_{j=1}^{\infty} 2^{js} \left[ P(A_j) \right]^{\frac{m-s}{m}} < \infty \quad \text{where} \quad P(A_j) = \int_{A_j} f(x) \, dx
\]
and \( A_j = B(0, 2^j) \setminus B(0, 2^j) \) for \( j = 1, 2, \ldots \)

with \( B(0, R) = \{ x \in \mathbb{R}^m : \|x\| \leq R \} \) and \( A_0 = B(0, 2) \).

We continue the proof of Theorem 6. Let \( b = (1-q)mp \), and note that we can always choose \( p \) to ensure that \( 0 < 1 - b/m < 1 \). By exchangeability,
\[
\mathbb{E} \left[ \left( N - 1 \right)^{1/m} (C_k V_m)^{1/m} \rho_{i,k,N-1} \right]^b
\]
\[
= \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \left[ \left( N - 1 \right)^{1/m} (C_k V_m)^{1/m} \rho_{i,k,N-1} \right]^b \right)
\]
\[
= \frac{(N - 1)^{b/m}}{N} (C_k V_m)^{b/m} \mathbb{E} \left( \sum_{i=1}^{N} \rho_{i,k,N-1}^b \right)
\]
\[
\leq (C_k V_m)^{b/m} (N - 1)^{b/m-1} \mathbb{E} (\mathcal{L}_k^b(X_N)),
\]
where $X_N = \{X_1, X_2, \ldots, X_N\}$, and for any finite point set $X \subset \mathbb{R}^m$ and $b > 0$ we write

$$L_k^b(X) = \sum_{x \in X} D_k^b(x, X),$$

where $D_k^b(x, X)$ denotes the Euclidean distance from $x$ to its $k$-nearest neighbour in the point set $X \setminus \{x\}$ when $\text{card}(X) \geq k$; set $D_k^b(x, X) = 0$ if $\text{card}(X) \leq k$. The function $X \mapsto L_k^b(X)$ satisfies the subadditivity relation

$$L_k^b(X \cap Y) \leq L_k^b(X) + L_k^b(Y) + U_k b^b$$  \hspace{1cm} (13)

for all $t > 0$ and finite $X$ and $Y$ contained in $[0, t]^m$, where $U_k = 2km^{b/2}$, $b > 0$. Indeed, if $X$ has more than $k$ elements, the $k$-nearest neighbour distances of points in $X$ can only become smaller when we add some other set $Y$. Hence, (13) holds with $U_k = 0$ if $X$ and $Y$ have more than $k$ elements. If $X$ has $k$ elements or fewer, then $L_k^b(X)$ is zero, but when we add the set $Y$, we gain at most $k$ new edges from points in $X$ in the nearest neighbours graph, and each of these is of length most $t \sqrt{m}$ (for more details, see [25, pp 101-103]).

Let $s(N)$ be the largest $j \in N$ such that the set $X_N = \{X_1, X_2, \ldots, X_N\} \cap A_j$ is not empty. Using ideas from [25, p.87] we have that

$$X_N \cap \left( \bigcup_{j=0}^{s(N)} A_j \right) = \bigcup_{j=0}^{s(N)} (X_N \cap A_j),$$

and by the subadditivity property,

$$L_k^b(X_N) \leq L_k^b\{X_N \cap A_{s(N)}\}$$

$$+ L_k^b \left( X_N \cap \left\{ \bigcup_{j=0}^{s(N)-1} A_j \right\} \right) + U_k 2^{s(N)+1} b.$$

Applying subadditivity in the same way to the second term on the right yields

$$L_k^b \left( X_N \cap \left\{ \bigcup_{j=0}^{s(N)-1} A_j \right\} \right) \leq L_k^b(X_N \cap A_{s(N)-1})$$

$$+ L_k^b \left( X_N \cap \left\{ \bigcup_{j=0}^{s(N)-2} A_j \right\} \right) + U_k \left( 2^{s(N)} \right)^b.$$  \hspace{1cm} (14)

Repeatedly applying subadditivity, we arrive at

$$L_k^b(X_1, \ldots, X_N) \leq \sum_{j=0}^{s(N)} L_k^b(X_N \cap A_j) + 2^{b+s(N)} \frac{U_k}{1 - 2^{-b}}$$

$$\leq \sum_{j=0}^{s(N)} L_k^b(X_N \cap A_j) + 2^{bs(N)} M_k$$

$$\leq \sum_{j=0}^{s(N)} L_k^b(X_N \cap A_j) + M_k \max_{1 \leq i \leq N} \|X_i\|^b$$  \hspace{1cm} (14)
for some constant $M_k$ depending on $m$, $k$ and $b$. From (13) and (14), we get

$$E\left((N-1)^{1/m}(C_k V_m)^{1/m} \rho_{i,k,N-1}\right)^b \leq (C_k V_m)^{b/m} (N-1)^{b/m-1} E\left(\sum_{j=0}^{s(N)} L_k^b (X_N \cap A_j)\right) + W_k E\left((N-1)^{b/m-1} \max_{1 \leq i \leq N} \|X_i\|^b\right)$$

(15)

for some constant $W_k$ depending on $m$, $k$ and $b$. Using Lemma 3.3 of [25] we have

$$L_k^b(X) \leq L_0 (\text{diam} X)^b (\text{card} X)^{1-b/m}$$

(16)

for some constant $L_0 > 0$. Following [21], by Jensen’s inequality and the fact that diam$(A_j) = 2^j$, we obtain from (15) and (16) that

$$(N-1)^{b/m-1} E\left(\sum_{j=0}^{s(N)} L_k^b (X_N \cap A_j)\right) \leq L_1 \sum_{j=0}^{s(N)} 2^j \left[\mathbb{P}(X_1 \in A_j)\right]^{1-b/m}$$

(17)

where $L_1 > 0$ is a constant.

Recall our assumptions that $0 < \alpha < m/\ell$ where $\ell \in \{1, 2\}$ and $\alpha = (1-q)m$, and also that $r_c(f) > (\ell m \alpha)/(m - \ell \alpha)$. Setting $s = b$ in Lemma 9, we see that the left hand side of (17) is finite, so the first term on the right hand side of (15) is bounded by a constant which is independent of $N$. For a non-negative random variable $Z > 0$, we know that

$$E(Z) = \int_0^\infty \mathbb{P}(Z > z) \, dz,$$

so the second term in (15) is bounded by

$$W_k \int_0^\infty \mathbb{P}\left(\max_{1 \leq i \leq N} \|X_i\|^b > u \cdot N^{1-b/m}\right) \, du \leq W_k \left[1 + N \int_1^\infty \mathbb{P} \left(\|X_1\|^b > \left(u^{m/(m-b)} N\right)^{1-b/m}\right) \, du\right]$$

(18)

By the Markov inequality $\mathbb{P}(Z > a) \leq \frac{1}{a} E|Z|$ for $a > 0$, we get for $u \geq 1$ that

$$\mathbb{P}\left(\|X_1\|^b > \left(u^{m/(m-b)} N\right)^{1-b/m}\right) = \mathbb{P}\left(\|X_1\|^b u^{(m-b)/(m-\ell \alpha)} > u^{m/(m-\ell \alpha)} N\right) \leq E\|X_1\|^{mb/(m-b)} \frac{1}{u^{m/(m-b)} N}. $$

(19)
From (18) and (19), we see that the second term in (15) is bounded by

\[ W_k \left[ 1 + \int_1^\infty \mathbb{E} \|X_1\|^{mb/(m-b)} \frac{1}{u^{m/(m-b)}} \, du \right] \]

which is independent of \( N \), because we can choose \( p \) to ensure that \( 0 < 1 - b/m < 1 \), and

\[ \mathbb{E} \|X_1\|^{mp/(m-1-q)} < \infty, \quad \text{or equivalently} \quad r_c(f) > \frac{mp(1 - q)}{1 - p(1 - q)}, \]

which is consistent with conditions of Theorem 2.1. Note that the function \( h(p, q) = \frac{mp(1 - q)}{1 - p(1 - q)} \) is such that \( h(1, q) \) gives the right-hand side of (8) and \( h(2, q) \) gives the right-hand side of (10). Moreover, if \( r_c(f) > h(1, q) \) for some \( q < 1 \) (resp. \( r_c(f) > h(2, q) \) for some \( q \) satisfying \( 1/2 < q < 1 \)), we also have \( r_c(f) > h(p, q) \) for some \( p > 1 \) (resp. \( r_c(f) > h(p, q) \) for \( p > 2 \)).

4 Hypothesis tests

We now restrict the class \( K \) to only those distributions which satisfy the following conditions: for any fixed \( k \geq 1 \) and \( q > 1/2 \),

\[ \mathbb{E}(\hat{H}_{N,k,q}) \to H_q \quad \text{as} \quad N \to \infty, \quad \text{and} \]

\[ \hat{H}_{N,k,q} \to H_q \quad \text{in probability as} \quad N \to \infty. \]

By Theorem 6, we know that \( K \) contains \( T_m(a, \Sigma, \nu) \) for all \( \nu > 2 \) and \( P_m(a, \Sigma, \gamma) \) for all \( \gamma > 0 \).

Let \( X_1, X_2, \ldots, X_N \) be independent and identically distributed random vectors with common density \( f \in K \), and let \( \hat{C}_N \) be the sample covariance matrix,

\[ \hat{C}_N = \frac{1}{N-1} \sum_{i=1}^N (X_i - \bar{X})(X_i - \bar{X})'. \]

1. To test the hypothesis \( X \sim T_m(a, \Sigma, \nu_0) \) where \( \nu_0 > 2 \), we define the test statistic

\[ W_{N,k}^S(m, \nu) = H_q^{\text{max}} - \hat{H}_{N,k}(m, q), \quad (20) \]

where \( H_q^{\text{max}} = \frac{1}{2} \log |\bar{\Sigma}_N| + c_S(m, q, \nu) \) with \( q = 1 - 1/(\nu + m) \) and \( \bar{\Sigma}_N = (1 - 2/\nu)\bar{C}_N. \)

2. To test the hypothesis \( X \sim P_m(a, \Sigma, \gamma_0) \) where \( \gamma_0 > 0 \), we define the test statistic

\[ W_{N,k}^P(m, \gamma) = H_q^{\text{max}} - \hat{H}_{N,k}(m, q), \quad (21) \]

where \( H_q^{\text{max}} = \frac{1}{2} \log |\bar{\Sigma}_N| + c_P(m, q, \gamma) \) with \( q = 1 + 1/\gamma \) and \( \bar{\Sigma}_N = (2\gamma + m + 2)\bar{C}_N. \)
By the law of a large numbers, \( \hat{C}_N \to C \) in probability as \( N \to \infty \), so by Slutsky’s theorem, for any fixed \( k \geq 1 \), we have that

\[
\lim_{N \to \infty} W_{N,k}^S(m, \nu) \xrightarrow{P} \begin{cases} 0 & \text{if } X \sim T_m(a, \Sigma, \nu), \\ c > 0 & \text{otherwise}, \end{cases}
\]

and

\[
\lim_{N \to \infty} W_{N,k}^P(m, \gamma) \xrightarrow{P} \begin{cases} 0 & \text{if } X \sim P_m(a, \Sigma, \gamma), \\ c > 0 & \text{otherwise}, \end{cases}
\]

where “\( \xrightarrow{P} \)” denotes convergence in probability and \( c \) is a constant that depends on the distribution of \( X \).

The distributions of \( W_{N,k}^S(m, \nu) \) when \( X \sim T_m(a, \Sigma, \nu) \) and \( W_{N,k}^P(m, \gamma) \) when \( X \sim P_m(a, \Sigma, \gamma) \) are unknown. An analytical derivation of these distributions seems difficult, because the random variables \( \hat{H}_{N,k} \) and \( \hat{C}_N \) are not independent and their covariance appears to be intractable, despite the fact that the asymptotic distribution of \( \hat{H}_{N,k} \) can be revealed by applying the results of [4], [21], [5] and [1], and that of \( \hat{C}_N \) by the delta method. In the next section, we investigate these null distributions using Monte Carlo methods.

## 5 Numerical experiments

### 5.1 Random samples

Random samples from \( T_m(a, \Sigma, \nu) \) and \( P_m(a, \Sigma, \gamma) \) can be generated according to the stochastic representation

\[
X = RBU + a,
\]

where \( R \) represents the radial distance \( \left[(X - a)'\Sigma^{-1}(X - a)\right]^{1/2} \), \( B \) is an \( m \times m \) matrix with \( B'B = \Sigma \) and \( U \) is uniformly distributed on the unit \( m \)-sphere \( S^{m-1} \). In particular,

\[
R^2 \sim \text{InvGamma}(m/2, m/2) \text{ yields } X \sim T_m(a, \Sigma, \nu), \quad \text{and} \\
R^2 \sim \text{Beta}(m/2, \gamma + 1) \text{ yields } X \sim P_m(a, \Sigma, \gamma).
\]

Let \( I_m \) be the \( m \times m \) identity matrix. We investigate the distributions

\[
T_m(\nu) = T_m(0, I_m, \nu) \text{ for } \nu > 2 \text{ and} \\
P_m(\gamma) = P_m(0, I_m, \gamma) \text{ for } \gamma > 1.
\]

### 5.2 Consistency

To investigate the consistency of \( W_{N,k}^S(m, \nu) \) for various values of \( m \) and \( \nu \), we generate \( M = 100 \) random samples of size \( N \) from the \( T_m(\nu) \) distribution, with \( N \) increasing from \( N = 500 \) to \( N = 5000 \) in steps of 500, and record the value
of $W_{N,k}^S(m,\nu)$ for $k = 1, 2, 3$ at each step. The mean values of the statistics for $k = 1$ are shown in Figure 2 where the lengths of the error bars are equal to the standard deviations of the statistics around their mean values. The mean statistics for $k = 1, 2, 3$ are shown in Figure 3 where it is evident that the rate of convergence increases with the parameter $\nu$ and decreases with the dimension $m$.

The experiment is repeated for $W_{N,k}^P(m,\gamma)$ but this time with samples increasing in size from $N = 50$ to $N = 500$ in steps of 50. The mean values of the statistics for $k = 2$ are shown in Figure 4 where lengths of the error bars are equal to the standard deviations of the statistics around their mean values. The mean statistics for $k = 1, 2, 3$ are shown in Figure 5: note that these are only defined for $k > 1/\gamma$. The convergence of $W_{N,k}^P(m,\gamma)$ is evidently much faster than that of $W_{N,k}^S(m,\nu)$, perhaps because the support of $P_m(\gamma)$ is bounded for any finite $\gamma > 0$ while the support of $T_m(\nu)$ is unbounded.
5.2.1 Rates of convergence

In Figure 6, we plot the convergence of $W_{N,k}^S(m,\nu)$ as $N \to \infty$ with $m = 2, k = 1$ and $\nu = 5$, together with the corresponding plot of $\log W_{N,k}^S(m,\nu)$ against $\log N$. The latter suggests an empirical convergence rate of approximately $O(N^{-1/2})$ as $N \to \infty$.

The experiment is repeated for $W_{N,k}^P(m,\gamma)$ with $m = 2, k = 2$ and $\gamma = 2$. The results are shown in Figure 7, which in this case suggest an empirical convergence rate of approximately $O(N^{-2/3})$ as $N \to \infty$. Analytic rates of convergence for $W_{N,k}^S(m,\nu)$ and $W_{N,k}^P(m,\gamma)$ are currently under investigation by the authors.

5.3 Empirical distribution of the test statistics

For different values of $(N,k)$ and $(m,\nu)$, we generate $n = 100$ random samples of size $N$ from the $T_m(\nu)$ distribution and record the value of $W_{N,k}^S(m,\nu)$ each time. We then apply the Shapiro-Wilk test for normality [23] to this random sample and record the probability value computed by the test. This process is repeated $M = 1000$ times. Figure 8 illustrates how the mean probability value behaves as $N$ increases for various values of $m, k$ and $\nu$, where it appears that normal approximation improves as the distribution parameter $\nu$ increases, but deteriorates as $k$ increases.

The experiment is repeated for the null distribution of $W_{N,k}^P(m,\gamma)$ with the results shown in Figure 9, where it appears that normal approximation again improves as the distribution parameter $\gamma$ increases, but in this case appears to also improve as $k$ increases.

5.4 Point estimation

Point estimates for $\nu$ and $\gamma$ can be computed according to

\[ \hat{\nu} = \arg\min_{\nu > 2} W_{N,k}^S(m,\nu), \]  
\[ \hat{\gamma} = \arg\min_{\gamma > 1} W_{N,k}^P(m,\gamma) \] respectively.

A random sample of size $N = 1000$ was generated from the $T_3(\nu)$ distribution with $\nu = 4$, and the value of $W_{1000,1}^S(3,\nu)$ was then computed for different values of $\nu$ in the range $[2.5, 10]$. The results are shown in Figure 10 where we see that the statistic reaches a minimum value at approximately $\nu = 4$. Note that because we take $\Sigma = I_m$, the estimated determinant $|\hat{\Sigma}|$ is approximately equal to 1 when $\nu = 4$.

The experiment is repeated for a random sample from the $P_3(\gamma)$ distribution with $\gamma = 3$, and the value of $W_{1000,1}^P(3,\gamma)$ computed for different values of $\gamma$ in the range $[1, 6]$. The results are shown in Figure 11 where we see that the statistic reaches a minimum value at approximately $\gamma = 3$.

The theoretical properties of these estimators are currently under investigation by the authors.
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Figure 2: The asymptotic behaviour of $W_{N,k}^S(m,\nu)$ as $N \to \infty$ for $k = 1$. The rate of convergence appears to increase with $\nu$ and decrease with $m$. 
Figure 3: The asymptotic behaviour of \( W_{N,k}^S(m, \nu) \) as \( N \to \infty \). The rate of convergence appears to increase with \( \nu \) and decrease with \( m \).
Figure 4: Asymptotic behaviour of $W_{N,k}^P(m, \gamma)$ as $N \to \infty$ for $k = 2$. 
Figure 5: Asymptotic behaviour of $W_{N,k}(m, \gamma)$ as $N \to \infty$. Note that the statistic is defined only for $k > 1/\gamma$. 
Figure 6: Asymptotic behaviour of $W_{N,k}^{S}(m,\nu)$ with $m = 2, k = 1$ and $\nu = 5$.

Figure 7: Asymptotic behaviour of $W_{N,k}^{P}(m,\gamma)$ with $m = 2, k = 1$ and $\gamma = 2$. 
Figure 8: Average Shapiro-Wilk probability values for $W_{N,k}^S(m, \nu)$ as $N$ increases for different values of $m$, $k$ and $\nu$ (100 repetitions).
Figure 9: Average Shapiro-Wilk probability values for $W_{P,k}^m(m,\gamma)$ as $N$ increases for different values of $m$, $k$ and $\gamma$ (100 repetitions). Note that the statistic is only defined for $k > 1/\gamma$. 21
Figure 10: $W_{N,k}^S(m, \nu)$ with $N = 1000$, $k = 1$, $m = 3$ and $\nu_0 = 4$ ($q_0 = 0.86$). The point estimate is $\hat{\nu} = 4.7$.

Figure 11: $W_{N,k}^p(m, \gamma)$ with $N = 1000$, $k = 1$, $m = 3$ and $\gamma_0 = 3$ ($q_0 = 1.33$). The point estimate is $\hat{\gamma} = 2.8$. 