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Abstract
Many AI/Machine learning problems require adaptively selecting a sequence of items, each selected item might provide some feedback that is valuable for making better selections in the future, with the goal of maximizing an adaptive submodular function. Most of existing studies in this field focus on either monotone case or non-monotone case. Specifically, if the utility function is monotone and adaptive submodular, Golovin and Krause (J Artif Intell Res 42:427–486, 2011) developed \((1 - 1/e)\) approximation solution subject to a cardinality constraint. For the cardinality-constrained non-monotone case, Tang (Theor Comput Sci 850:249–261, 2021) showed that a random greedy policy attains an approximation ratio of \(1/e\). In this work, we generalize the above mentioned results by studying the partial-monotone adaptive submodular maximization problem. To this end, we introduce the notation of adaptive monotonicity ratio \(m \in [0, 1]\) to measure the degree of monotonicity of a function. Our main result is to show that for the case of cardinality constraints, if the utility function has an adaptive monotonicity ratio of \(m\) and it is adaptive submodular, then a random greedy policy attains an approximation ratio of \(m(1 - 1/e) + (1 - m)(1/e)\). Notably this result recovers the aforementioned \((1 - 1/e)\) and \(1/e\) approximation ratios when \(m = 1\) and \(m = 0\), respectively. We further extend our results to consider a knapsack constraint and develop a \((m + 1)/10\) approximation solution for this general case. One important implication of our results is that even for a non-monotone utility function, we still can attain an approximation ratio close to \((1 - 1/e)\) if this function is “close” to a monotone function. This leads to improved performance bounds for many machine learning applications whose utility functions are almost adaptive monotone.
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1 Introduction

We consider an adaptive stochastic optimization problem whose input is a set of items, each of which has a random state. The realized state of an item can not be observed until it has been selected. We assume there is a utility function whose value is jointly decided by the set of selected items and the realization of all items’ states. Our goal is to design an adaptive policy that builds up a set adaptively to maximize the utility. That is, after selecting an item, we observe its realized state, which can be leveraged to make better decisions in the future. Consider experiment design as a running example, in this application, each item represents a test such as temperature, and the state of an item represents a possible outcome from a test. For example, possible states of a temperature test could be high, low, and normal. Clearly, one is not able to observe the realized state of a test until we select that test. In this example, our objective is to come up with a sequence of tests to draw an accurate conclusion about a patient. Given that finding efficient policies for this problem is hard in general, we focus on a class of utility functions called adaptive submodular function (Golovin and Krause 2011). The notation of adaptive submodularity is an adaptive version of the classic notation of submodularity, and it can be found in many practical problems such as active learning and adaptive influence maximization.

We note that most of existing results on maximizing an adaptive submodular function (Chen and Krause 2013; Tang 2020; Tang and Yuan 2017, 2020; Fujii and Sakaue 2019; Tang and Yuan 2021c, 2022a; Tang 2022; Tang and Yuan 2022b, 2021a, b) often assume that this function is either non-monotone or monotone. For the monotone case, a simple greedy policy attains a tight $1 - \frac{1}{e}$ approximation ratio subject to a cardinality constraint (Golovin and Krause 2011). For the non-monotone case, Tang (2021a) developed a $\frac{1}{e}$ approximation solution. In general, monotone objective functions admit improvement performance bounds as compared with general non-monotone functions. Observing that in many machine learning applications, their objective functions are close to monotone functions, this raises the following question: Can we derive improved approximation ratios for those near monotone functions? Before answering this question, we first introduce the notation of adaptive monotonicity ratio $m \in [0, 1]$ to measure the degree of adaptive monotonicity of a function. Intuitively, an adaptive monotonicity ratio of $m = 1$ corresponds to an adaptive monotone function, and lower values of $m$ indicate some violation of adaptive monotonicity. Our main results are twofold:

1. For maximizing a cardinality-constrained $m$-adaptive monotone and adaptive submodular function, we show that a simple random greedy policy attains an approximation ratio of $m(1 - \frac{1}{e}) + (1 - m)(1/e)$ against the optimal adaptive policy. Note that if we set $m = 1$ and $m = 0$, then our results recover (Golovin and Krause 2011) results and (Tang 2021a) results respectively.

2. For the case of general knapsack constraints, we develop a $\frac{m+1}{m+1}$ approximation solution. This recovers (Tang 2021b) results for the non-monotone case if we set $m = 0$.

We give a summary of studies related to ours in Table 1.
Table 1 Summary of related studies

| Source                  | Approximation ratio | Constraint | Adaptive monotonicity ratio |
|-------------------------|---------------------|------------|----------------------------|
| Golovin and Krause (2011) | \( 1 - \frac{1}{e} \) | Cardinality | \( m = 1 \) (monotone) |
| Tang (2021a)            | \( \frac{1}{e} \) | Cardinality | \( m = 0 \) (non-monotone) |
| This work               | \( m(1 - \frac{1}{e}) + (1 - m)\frac{1}{e} \) | Cardinality | General \( m \) |
| Tang (2021b)            | \( \frac{1}{10} \) | Knapsack   | \( m = 0 \) (non-monotone) |
| This work               | \( \frac{m+1}{10} \) | Knapsack   | General \( m \) |

Additional related work In the field of traditional submodular maximization, Iyer (2015) relaxes the assumption of monotonicity and introduced the concept of monotonicity ratio, a continuous version of monotonicity. Mualem and Feldman (2022) provides a systematic study about this property. We extend this notation from sets to policies to provide enhanced performance bounds of several existing polices if the utility function is nearly adaptive monotone.

2 Preliminaries

2.1 Items, states and policies

Assume we are given a set \( E \) of \( n \) items and each item \( e \in E \) has a random state \( \Phi(e) \in O \) through a function \( \Phi : E \rightarrow O \), where \( O \) is the state space for a single item. In the example of experiment design, \( E \) represents all possible tests, e.g., \( E = \{ \text{temperature test, blood pressure test} \} \) and \( O = \{ \text{high, normal, low} \} \), and the state \( \Phi(e) \) of each test \( e \in E \) represents the outcome of \( e \), e.g.,

\[
\Phi(\text{temperature test}) \in O. 
\]

We use \( \phi : E \rightarrow O \) to represent a realization of \( \Phi \). Hence, for each item \( e \in E \), \( \phi(e) \in O \) is the realization of \( \Phi(e) \). The realization of \( \Phi(e) \) is not known until \( e \) has been selected. We assume that the distribution of \( \Phi \) is known, that is, we know the probability \( p(\phi) = \Pr[\Phi = \phi] \) of each realization \( \phi \in U \), where \( U \) state space for all items. A partial realization \( \psi \subseteq E \times O \) represents the realizations of any subset of items, and we call this subset the domain of \( \psi \) (denoted by dom(\( \psi \))). Hence, \( \phi \) is a partial realization with dom(\( \phi \)) = \( E \). We call a realization \( \phi \) consistent with a partial realization \( \psi \) (denoted by \( \phi \sim \psi \)), if \( \phi(e) = \psi(e) \) for all \( e \in \text{dom}(\psi) \).

We define an adaptive policy as a function \( \pi : 2^E \times O^E \rightarrow \mathcal{P}(E) \) from partial realizations (e.g., the current observation) to a distribution of \( E \) (e.g., the next item to select). For the example of experiment design, \( \pi \) would specify which test to perform next, given the outcomes from past tests.

Definition 1 Given two policies \( \pi \) and \( \pi' \), we define \( \pi \oplus \pi' \) as a new policy that runs \( \pi \) first, and then runs \( \pi' \) from a fresh start.
In addition, we assume there is a utility function $f : 2^E \times O^E \to \mathbb{R}_{\geq 0}$. For any subset of items $A$ and any realization $\phi$, the value of $f(A, \phi)$ measures the utility of selecting $A$ conditional on $\phi$. We define the expected utility of a policy $\pi$ as follows

$$f_{avg}(\pi) = \mathbb{E}_{\phi \sim p(\phi)} \Pi f(E(\pi, \Phi), \Phi).$$

where $E(\pi, \phi)$ denotes the set of items selected by $\pi$ given $\phi$; $\Pi$ represents the internal randomness of a policy $\pi$.

### 2.2 Problem formulation

Assume selecting an item $e \in E$ incurs a cost $c(e)$, our objective is to find a policy $\pi^{opt}$ to maximize the expected utility subject to a budget constraint $k$:

$$\pi^{opt} \in \arg \max_{\pi : \forall \phi \in U^+, \sum_{e \in E(\pi, \phi)} c(e) \leq k} f_{avg}(\pi),$$

where $U^+ = \{ \phi \ | \ p(\phi) > 0 \}$ represents the set of possible realizations.

That is, we aim to build up a set $A$, whose total cost is at most $k$, sequentially and adaptively such that $f(A, \phi)$ is maximized where $\phi$ is unknown initially.

### 2.3 Additional notations

**Definition 2** The marginal utility of adding an item $e$ to $\psi$ is

$$\Delta(e | \psi) = \mathbb{E}_\phi [f(\text{dom}(\psi) \cup \{e\}, \Phi) - f(\text{dom}(\psi), \Phi) | \Phi \sim \psi].$$

Similarly, the marginal utility of adding a set of items $S \subseteq E$ to $\psi$ is

$$\Delta(S | \psi) = \mathbb{E}_\phi [f(\text{dom}(\psi) \cup S, \Phi) - f(\text{dom}(\psi), \Phi) | \Phi \sim \psi].$$

**Definition 3** The marginal utility of running a policy $\pi$ on top of $\psi$ is

$$\Delta(\pi | \psi) = \mathbb{E}_\phi [f(\text{dom}(\psi) \cup E(\pi, \Phi), \Phi) - f(\text{dom}(\psi), \Phi) | \Phi \sim \psi].$$

With these notations, we are in position to introduce two important concepts from Golovin and Krause (2011).

**Definition 4** A function $f$ is called adaptive submodular, if

$$\Delta(e | \psi) \geq \Delta(e | \psi')$$

for all $\psi \subseteq \psi'$ and all $e \in E \setminus \text{dom}(\psi')$. 
Definition 5 A function $f$ is called adaptive monotone, if

$$\Delta(e \mid \psi) \geq 0$$

for all $\psi$ and all $e \in E$.

We next introduce the notation of adaptive monotonicity ratio $m \in [0, 1]$. Intuitively, this ratio, which can be viewed as an adaptive version of the (non-adaptive) monotonicity ratio introduced in Iyer (2015), Mualem and Feldman (2022), captures the degree of adaptive monotonicity of a function $f$.

Definition 6 The adaptive monotonicity ratio of a function $f$ is

$$m \triangleq \min_{\pi, \pi'} \frac{f_{\text{avg}}(\pi \oplus \pi')}{f_{\text{avg}}(\pi)}$$

(2)

where the ratio $\frac{f_{\text{avg}}(\pi \oplus \pi')}{f_{\text{avg}}(\pi)}$ is assumed to be 1 if $f_{\text{avg}}(\pi) = 0$.

As proved in Golovin and Krause (2011), if $f$ is adaptive monotone, then $f_{\text{avg}}(\pi \oplus \pi') \geq f_{\text{avg}}(\pi)$ for any two policies $\pi$ and $\pi'$. Hence, $\frac{f_{\text{avg}}(\pi \oplus \pi')}{f_{\text{avg}}(\pi)} \geq 1$ where the equality occurs when $\pi'$ does not select any items, i.e., $\frac{f_{\text{avg}}(\pi \oplus \pi')}{f_{\text{avg}}(\pi)} = 1$ if $\forall \phi \in U^+, E(\pi', \phi) = \emptyset$. This implies that if $f$ is adaptive monotone, then its adaptive monotonicity ratio is one, i.e., $\min_{\pi, \pi'} \frac{f_{\text{avg}}(\pi \oplus \pi')}{f_{\text{avg}}(\pi)} = 1$.

3 Cardinality constraint

We first study a special case of our problem by assuming that each item has a unit cost, i.e., $\forall e \in E, c(e) = 1$. Assuming $k$ is an integer, our problem is reduced to a cardinality-constrained optimization problem:

$$\max_{\pi : \forall \phi \in U^+, |E(\pi, \phi)| \leq k} f_{\text{avg}}(\pi).$$

We introduce a random greedy policy, called Adaptive Random Greedy Policy (labeled as $\pi_{\text{arg}}$) to solve this problem. This algorithm was originally proposed in Gotovos et al. (2015), Tang (2021a). The detailed pseudocode of running $\pi_{\text{arg}}$ is listed in Algorithm 1. In the initialization stage, we expand the ground set $E$ by adding a set $D$ of $2k - 1$ dummy items, such that, $\forall \psi, \forall d \in D, \Delta(d \mid \psi) = 0$. Let $E' = E \cup D$. The purpose of adding these dummy items is to make sure we always select items with non-negative marginal utility. Moreover, because the marginal utility of every dummy item is zero, removing any dummy items from the output does not affect its utility. Now we are ready to present $\pi_{\text{arg}}$. It starts with an empty set and an empty partial realization $\psi^0 = \emptyset$. In each subsequent round $r \in [k]$ where $[k]$ represents $\{0, 1, 2, \cdots, k\}$, $\pi_{\text{arg}}$ randomly selects an item $e_r$ from the set $M(\psi^{r-1})$, where $M(\psi^{r-1})$ contains the items with $k$ largest gains on top of $\psi^{r-1}$,
i.e., \( M(\psi^{r-1}) \leftarrow \arg \max_{M \subseteq E' ; |M| \leq k} \sum_{e \in E'} \Delta(e \mid \psi^{r-1}) \), here \( \psi^{r-1} \) is the partial realization observed before entering round \( r \). After observing \( \Phi(e_r) \), \( \pi^{arg} \) updates the partial realization as follows: \( \psi^r = \psi^{r-1} \cup \{(e_r, \Phi(e_r))\} \), and enters the next round. This procedure iterates until we select \( k \) (possibly dummy) items. We obtain the final output by removing all dummy items from the solution.

**Algorithm 1** Adaptive Random Greedy Policy \( \pi^{arg} \) (Gotovos et al. 2015; Tang 2021a)

1: \( A = \emptyset; r = 1; \psi^0 = \emptyset. \)
2: \( \text{while } r \leq k \text{ do} \)
3: \( \quad M(\psi^{r-1}) \leftarrow \arg \max_{M \subseteq E' ; |M| \leq k} \sum_{e \in E'} \Delta(e \mid \psi^{r-1}); \)
4: \( \quad e_r \text{ uniformly at random from } M(\psi^{r-1}) \text{ and observe its realization } \Phi(e_r); \)
5: \( \quad \text{update the partial realization: } \psi^r = \psi^{r-1} \cup \{(e_r, \Phi(e_r))\}; \)
6: \( \quad A \leftarrow A \cup \{e_r\}; r \leftarrow r + 1; \)
7: \( \text{return } A \text{ (after removing all dummy items)} \)

It has been shown that \( \pi^{arg} \) achieves a tight approximation ratio of \( 1 - 1/e \) for the monotone case (Gotovos et al. 2015). For the non-monotone case, Tang (2021a) show that \( \pi^{arg} \) attains a \( 1/e \) approximation ratio. In Theorem 1, we generalize their results by showing that \( \pi^{arg} \) achieves an approximation ratio of \( m(1 - 1/e) + (1 - m)(1/e) \) given that the adaptive monotonicity ratio of \( f \) is \( m \). Note that if we set \( m = 1 \) and \( m = 0 \), then our results recover (Gotovos et al. 2015) results and (Tang 2021a) results respectively.

**Theorem 1** If \( f \) is adaptive submodular and \( m \)-adaptive monotone with respect to \( p(\phi) \), then the Adaptive Random Greedy Policy \( \pi^{arg} \) achieves an approximation ratio of \( m(1 - 1/e) + (1 - m)(1/e) \) in expectation using \( O(nk) \) value oracle queries.

**Proof** The running time of \( \pi^{arg} \) follows from the observation that \( \pi^{arg} \) takes \( k \) rounds and each round takes \( O(n) \) value oracle queries. We next focus on proving the approximation ratio of \( \pi^{arg} \). For every \( r \in [k] \), define \( \pi^{arg}_r \) as a policy that runs \( \pi^{arg} \) for \( r \) rounds. We first provide a technical lemma to bound the distance between \( f_{avg}(\pi^{opt}_r @ \pi^{arg}_r) \) and \( f_{avg}(\pi^{opt}) \).

**Lemma 1** If \( f \) is adaptive submodular and \( m \)-adaptive monotone with respect to \( p(\phi) \), then for every \( r \in [k] \),

\[
 f_{avg}(\pi^{opt}_r @ \pi^{arg}_r) \geq m f_{avg}(\pi^{opt}) + (1 - m)(1 - \frac{1}{k})^r f_{avg}(\pi^{opt}).
\]

**Proof** Let \( (\psi^{opt}, \psi^{r-1}) \) be a partial realization after running \( \pi^{opt}_r @ \pi^{arg}_r \), where \( \psi^{opt} \) is the partial realization after running \( \pi^{opt} \) and \( \psi^{r-1} \) is the partial realization after running \( \pi^{arg}_{r-1} \). Let \( \psi^{opt}_{r-1} = \psi^{opt} \cup \psi^{r-1} \). Consider a fixed \( (\psi^{opt}, \psi^{r-1}) \),
\[\mathbb{E}_{e_r}[\Delta(e_r \mid \psi^{o@\arg_{(r-1)}})] \]
\[= \frac{1}{k} \sum_{e \in M(\psi_{r-1})} \Delta(e \mid \psi^{o@\arg_{(r-1)}})\]
\[\geq \frac{1}{k} \Delta(M(\psi_{r-1}) \mid \psi^{o@\arg_{(r-1)}})\]
\[= \frac{1}{k} \left( \mathbb{E}_\Phi[f(\text{dom}(\psi^{o@\arg_{(r-1)}}) \cup M(\psi_{r-1}), \Phi) \mid \Phi \sim \psi^{o@\arg_{(r-1)}}] \right. \]
\[\left. - \mathbb{E}_\Phi[f(\text{dom}(\psi^{o@\arg_{(r-1)}}), \Phi) \mid \Phi \sim \psi^{o@\arg_{(r-1)}}] \right) \]  \tag{3}

where the first equality is by the rule of selecting \(e_r\) and the inequality is by the assumption that \(f\) is adaptive submodular. Let \(\psi^{o@\arg_{(r-1)}} = \psi^{\text{opt}} \cup \psi_{r-1}\) where \(\psi^{\text{opt}}\) is a random realization of \(\psi^{\text{opt}}\) and \(\psi_{r-1}\) is a random realization of \(\psi_{r-1}\). Let \(\pi^{\arg}_{r-1}\) denote a policy that selects the first \(r - 1\) items using \(\pi^{\arg}_{r-1}\), then adds all items from \(M(\psi_{r-1})\) to the solution. Hence,

\[\mathbb{E}_{(\psi^{\text{opt}}, \psi_{r-1})} \left[ \mathbb{E}_{e_r}[\Delta(e_r \mid \psi^{o@\arg_{(r-1)}})] \right] \]
\[= f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r-1}). \] \tag{4}

Unfixing \((\psi^{\text{opt}}, \psi_{r-1})\), taking the expectation of \(\mathbb{E}_{e_r}[\Delta(e_r \mid \psi^{o@\arg_{(r-1)}})]\) over \((\psi^{\text{opt}}, \psi_{r-1})\), we have

\[\mathbb{E}_{(\psi^{\text{opt}}, \psi_{r-1})} \left[ \mathbb{E}_{e_r}[\Delta(e_r \mid \psi^{o@\arg_{(r-1)}})] \right] \]
\[= f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r}) - f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r-1}) \] \tag{5}
\[\geq \mathbb{E}_{(\psi^{\text{opt}}, \psi_{r-1})} \left[ \frac{1}{k} \left( \mathbb{E}_\Phi[f(\text{dom}(\psi^{o@\arg_{(r-1)}}) \cup M(\psi_{r-1}), \Phi) \mid \Phi \sim \psi^{o@\arg_{(r-1)}}] \right. \right. \]
\[\left. \left. - \mathbb{E}_\Phi[f(\text{dom}(\psi^{o@\arg_{(r-1)}}), \Phi) \mid \Phi \sim \psi^{o@\arg_{(r-1)}}] \right) \right] \]
\[= \frac{1}{k} \left( f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r-1}) - f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r-1}) \right) \]
\[\geq \frac{1}{k} \left( m f_{\text{avg}}(\pi^{\text{opt}}) - f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{r-1}) \right) \] \tag{6}

where the first inequality is by (3), the second equality is by (4), and the second inequality is by the assumption that \(f\) is \(m\)-adaptive monotone.

Now we are in position to prove this lemma by induction on the number of rounds \(r\). For the base case when \(r = 0\), this lemma is true because \(f_{\text{avg}}(\pi^{\text{opt}} \odot \pi^{\arg}_{0}) = f_{\text{avg}}(\pi^{\text{opt}}) \geq m f_{\text{avg}}(\pi^{\text{opt}}) + (1 - m)(1 - \frac{1}{k}) f_{\text{avg}}(\pi^{\text{opt}}).\) Suppose this lemma is true
for any \( r' \) such that \( r' < r \), we next prove it for \( r > 0 \).

\[
\begin{align*}
    f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_r) &= f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1}) + (f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_r) - f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1})) \\
    &\geq f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1}) + \frac{1}{k} (m f_{\text{avg}}(\pi^{\text{opt}}) - f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1})) \\
    &= \frac{m}{k} f_{\text{avg}}(\pi^{\text{opt}}) + (1 - \frac{1}{k}) f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1}) \\
    &\geq \frac{m}{k} f_{\text{avg}}(\pi^{\text{opt}}) + (1 - \frac{1}{k})(m f_{\text{avg}}(\pi^{\text{opt}}) + (1 - m)(1 - \frac{1}{k})^{r-1} f_{\text{avg}}(\pi^{\text{opt}})) \\
    &= m f_{\text{avg}}(\pi^{\text{opt}}) + (1 - m)(1 - \frac{1}{k})^{r-1} f_{\text{avg}}(\pi^{\text{opt}}).
\end{align*}
\]

The first inequality is by (9) and the second inequality is by the inductive assumption.

We next focus on proving the theorem. Recall that \( \Psi_{r-1} \) is a random partial realization after running \( \pi^{\text{arg}}_{r-1} \). The expectation \( \mathbb{E}_{\Psi_{r-1}}[\cdot] \) is taken over all such partial realizations \( \Psi_{r-1} \). It follows that

\[
\begin{align*}
    f_{\text{avg}}(\pi^{\text{arg}}_r) - f_{\text{avg}}(\pi^{\text{arg}}_{r-1}) &= \mathbb{E}_{\Psi_{r-1}}[\mathbb{E}_e[\Delta(e | \Psi_{r-1})]] \\
    &= \frac{1}{k} \mathbb{E}_{\Psi_{r-1}}[\sum_{e \in M(\Psi_{r-1})} \Delta(e | \Psi_{r-1})] \\
    &\geq \frac{1}{k} \mathbb{E}_{\Psi_{r-1}}[\Delta(\pi^{\text{opt}} | \Psi_{r-1})] \\
    &= \frac{f_{\text{avg}}(\pi^{\text{opt}} @ \pi^{\text{arg}}_{r-1}) - f_{\text{avg}}(\pi^{\text{arg}}_{r-1})}{k} \\
    &\geq \frac{m f_{\text{avg}}(\pi^{\text{opt}}) + (1 - m)(1 - \frac{1}{k})^{r-1} f_{\text{avg}}(\pi^{\text{opt}}) - f_{\text{avg}}(\pi^{\text{arg}}_{r-1})}{k}. \quad (10)
\end{align*}
\]

The second equality is by the design of \( \pi^{\text{arg}} \), the first inequality is by the assumption that \( f \) is adaptive submodular and Lemma 1 in Gotovos et al. (2015), and the second inequality is by Lemma 1.

We next prove

\[
\begin{align*}
    f_{\text{avg}}(\pi^{\text{arg}}_r) \geq \left( m(1 - (1 - \frac{1}{k})^r) + (1 - m) \frac{r}{k} (1 - \frac{1}{k})^{r-1} \right) f_{\text{avg}}(\pi^{\text{opt}}) \quad (11)
\end{align*}
\]

by induction on the number of rounds \( r \). This follows the same proof of Theorem 4.2 by Mualem and Feldman (2022). For the base case when \( r = 0 \), \( f_{\text{avg}}(\pi^{\text{arg}}_0) \geq 0 \geq \left( m(1 - (1 - \frac{1}{k})^0) + (1 - m) \frac{0}{k} (1 - \frac{1}{k})^{0-1} \right) f_{\text{avg}}(\pi^{\text{opt}}) \). Assume (11) is true for \( r' < r \),
we next prove it for $r$.

$$f_{\text{avg}}(\pi_{r}^{\arg})$$

$$\geq f_{\text{avg}}(\pi_{r-1}^{\arg}) + \frac{m f_{\text{avg}}(\pi^{opt}) + (1 - m) (1 - \frac{1}{k})^{r} f_{\text{avg}}(\pi^{opt}) - f_{\text{avg}}(\pi_{r-1}^{\arg})}{k}$$

$$= (1 - 1/k) f_{\text{avg}}(\pi_{r-1}^{\arg}) + \frac{m f_{\text{avg}}(\pi^{opt}) + (1 - m) (1 - \frac{1}{k})^{r} f_{\text{avg}}(\pi^{opt})}{k}$$

$$\geq (1 - 1/k) \cdot (m (1 - (1 - \frac{1}{k})^{r-1}) + (1 - m) \frac{r - 1}{k} (1 - \frac{1}{k})^{r-2} f_{\text{avg}}(\pi^{opt}) + \frac{m f_{\text{avg}}(\pi^{opt}) + (1 - m) (1 - \frac{1}{k})^{r} f_{\text{avg}}(\pi^{opt})}{k}$$

$$= \left( m (1 - (1 - \frac{1}{k})^{r}) + (1 - m) \frac{r}{k} (1 - \frac{1}{k})^{r-1} \right) f_{\text{avg}}(\pi^{opt}).$$

The first inequality is by (10), the second inequality is by the inductive assumption. When $r = k$, we have $f_{\text{avg}}(\pi^{\arg}) \geq \left( m (1 - (1 - \frac{1}{k})^{k}) + (1 - m) (1 - \frac{1}{k})^{k-1} \right) f_{\text{avg}}(\pi^{opt}) \geq \left( m (1 - 1/e) + (1 - m) (1/e) \right) f_{\text{avg}}(\pi^{opt}). \quad \square$

### 4 Knapsack Constraint

We next study our problem subject to a general knapsack constraint $k$. We introduce a Sampling-based Adaptive Density-Greedy Policy (labeled as $\pi^{sad}$). This policy was originally proposed in Tang (2021b), which itself is inspired by the sampling technique used in Amanatidis et al. (2020). $\pi^{sad}$ is composed of two candidate policies, namely, $\pi^{1}$ and $\pi^{2}$.

- For simplicity, let $f(e) = \Delta(e \mid \emptyset)$, $\pi^{1}$ always selects the best singleton $e^{*}$ that has the largest expected utility, i.e., $e^{*} = \arg \max_{e \in E} f(e)$.
- $\pi^{2}$ follows a density-greedy rule to select items. Specifically, it first samples a random set $S$ such that each item from $E$ is included in $S$ independently with probability 1/2. Starting with round $r = 1$, an initial partial realization $\psi_{0} = \emptyset$ and an initial budget $C \leftarrow k$, in each subsequent round $r$, $\pi^{2}$ selects an item $e_{r}$ with the largest “benefit-to-cost” ratio from a subset $F$ given the partial realization $\psi^{r-1}$, i.e.,

$$e_{r} \leftarrow \arg \max_{e \in F} \frac{\Delta(e \mid \psi^{r-1})}{c(e)}$$

where $F = \{ e \in S \mid \Delta(e \mid \psi^{r-1}) > 0 \text{ and } C \geq c(e) \}$. After observing the realization of $\Phi(e_{r})$, we update the observation using $\psi^{r} \leftarrow \psi^{r-1} \cup \{(e_{r}, \Phi(e_{r}))\}$, and update $C$ as follows: $C \leftarrow C - c(e_{r})$. This procedures iterates until $F$ becomes empty.
Algorithm 2 Sampling-based Adaptive Density-Greedy Policy $\pi^{sad}$ (Tang 2021b)

1: $S = \emptyset$, $e^* = \arg\max_{e \in E} f(e)$, $r = 1$, $\psi^0 = \emptyset$, $C = k$.
2: for $e \in E$ do
3:  let $r_e \sim \text{Bernoulli}(1/2)$
4:  if $r_e = 1$ then
5:  $S = S \cup \{e\}$
6:  Sample $r_0$ uniformly at random from $[0, 1]$ if $r_0 \in [0, 1/5)$ then {Running $\pi^1$}
7:  else {Running $\pi^2$}
8:  pick $e^*$
9:  $F = \{e | e \in S, f(e) > 0\}$
10: while $F \neq \emptyset$ do
11:  select $e_r \leftarrow \arg\max_{e \in F} \frac{\Delta(e | \psi^{r-1})}{c(e)}$ and observe $\Phi(e_r)$
12:  update the partial realization $\psi^r = \psi^{r-1} \cup \{(e_r, \Phi(e_r))\}$
13:  $C = C - c(e_r)$
14:  $S = S \setminus \{e_r\}$, $F = \{e | e \in S, \Delta(e | \psi^{r-1}) > 0\}$ and $C \geq c(e)$, $r \leftarrow r + 1$

In our final policy $\pi^{sad}$, we randomly pick one policy from $\{\pi^1, \pi^2\}$ to run such that the probability of running $\pi^1$ is $1/5$ and the probability of running $\pi^2$ is $4/5$. We list the detailed description of $\pi^{sad}$ in Algorithm 2.

Before providing the main theorem, we prove three technical lemmas. The following corollary is adapted from Tang 2021b (Corollary 1 therein).

Corollary 1 (Tang 2021b) If $f$ is adaptive submodular with respect to $p(\phi)$, then

$$4 f_{avg}(\pi^2) + f(e^*) \geq f_{avg}(\pi^{opt} @ \pi^2).$$

Given a policy $\pi$, let $\text{range}(\pi) = \{e | e \in \cup_{\phi \in U} E(\pi, \phi)\}$ denote the set of all items that has a positive probability of being selected by $\pi$. The following is a key lemma for analyzing the performance bound of our solution.

Lemma 2 If $f$ is adaptive submodular and $m$-adaptive monotone with respect to $p(\phi)$, then for any three policies $\pi^a$, $\pi^b$, and $\pi^c$ such that

$$\text{range}(\pi^b) \cap \text{range}(\pi^c) = \emptyset,$$

we have

$$f_{avg}(\pi^a @ \pi^b) + f_{avg}(\pi^a @ \pi^c) \geq (1 + m) f_{avg}(\pi^a). \tag{12}$$

Proof We first present a useful inequality from Tang (2021b) (Inequality (5) therein) for any three policies $\pi^a$, $\pi^b$, and $\pi^c$ such that $\text{range}(\pi^b) \cap \text{range}(\pi^c) = \emptyset$.

$$f_{avg}(\pi^a @ \pi^b @ \pi^c) \leq f_{avg}(\pi^a) + (f_{avg}(\pi^a @ \pi^b) - f_{avg}(\pi^a)) + (f_{avg}(\pi^a @ \pi^c) - f_{avg}(\pi^a)) \tag{13}$$
Because \( f \) is \( m \)-adaptive monotone, we have \( \text{favg}(\pi^a \oplus \pi^b \oplus \pi^c) \geq m \text{favg}(\pi^a) \). This, together with (13), implies that

\[
\text{favg}(\pi^a) + (\text{favg}(\pi^a \oplus \pi^b) - \text{favg}(\pi^a)) + (\text{favg}(\pi^a \oplus \pi^c) - \text{favg}(\pi^a)) \\
\geq m \text{favg}(\pi^a).
\] (14)

It follows that

\[
\text{favg}(\pi^a \oplus \pi^b) + \text{favg}(\pi^a \oplus \pi^c) \\
= \text{favg}(\pi^a) + (\text{favg}(\pi^a \oplus \pi^b) - \text{favg}(\pi^a)) \\
+ \text{favg}(\pi^a) + (\text{favg}(\pi^a \oplus \pi^c) - \text{favg}(\pi^a)) \\
\geq (1 + m) \text{favg}(\pi^a).
\]

The inequality is due to (14).

**Lemma 3** If \( f \) is adaptive submodular and \( m \)-adaptive monotone with respect to \( p(\phi) \), then \( \text{favg}(\pi^{opt} \oplus \pi^2) \geq m + 1 \text{favg}(\pi^{opt}) \).

**Proof** Recall that \( \pi^2 \) selects items from a random set \( S \) in a density-greedy manner. We next build a new policy \( \pi^2' \) such that \( \pi^2' \) follows the same density-greedy rule to select items from \( E \setminus S \). Hence, we can conclude that given a fixed partition \((S, E \setminus S)\), \( \pi^2 \) and \( \pi^2' \) select items from two disjoint subsets, that is, \( \text{range}(\pi^2) \cap \text{range}(\pi^2') = \emptyset \) conditional on any given \((S, E \setminus S)\). Letting \( \mathbb{E}[\text{favg}(\pi^{opt} \oplus \pi^2) + \text{favg}(\pi^{opt} \oplus \pi^2')|(S, E \setminus S)] \) denote the conditional expected value of \( \text{favg}(\pi^{opt} \oplus \pi^2) + \text{favg}(\pi^{opt} \oplus \pi^2') \) conditioned on a partition \((S, E \setminus S)\), Lemma 2 and the fact that \( \text{range}(\pi^2) \cap \text{range}(\pi^2') = \emptyset \) imply that

\[
\mathbb{E}[\text{favg}(\pi^{opt} \oplus \pi^2) + \text{favg}(\pi^{opt} \oplus \pi^2')|(S, E \setminus S)] \\
\geq \mathbb{E}[(1 + m) \text{favg}(\pi^{opt})|(S, E \setminus S)]
\] (15)

for any \( S \).

Let \( X_S \) denote a random variable of \( S \). Now unfixing \((S, E \setminus S)\), taking the expectation of

\[
\mathbb{E}[\text{favg}(\pi^{opt} \oplus \pi^2) + \text{favg}(\pi^{opt} \oplus \pi^2')|(X_S, E \setminus X_S)]
\]

over \((X_S, E \setminus X_S)\), we have

\[
\mathbb{E}_{(X_S, E \setminus X_S)} \left[ \mathbb{E}[\text{favg}(\pi^{opt} \oplus \pi^2) + \text{favg}(\pi^{opt} \oplus \pi^2')|(X_S, E \setminus X_S)] \right]
\] (16)

\[
\geq \mathbb{E}_{(X_S, E \setminus X_S)} \left[ \mathbb{E}[(1 + m) \text{favg}(\pi^{opt})|(X_S, E \setminus X_S)] \right]
\] (17)

\[
= (1 + m) \text{favg}(\pi^{opt})
\] (18)
where the inequality is by (15). Note that
\[
\mathbb{E}_{(X_S, E \setminus X_S)} \left[ \mathbb{E} \left[ f_{\text{avg}}(\pi^{opt} @ \pi^2) + f_{\text{avg}}(\pi^{opt} @ \pi^{2'}) \mid (X_S, E \setminus X_S) \right] \right] = f_{\text{avg}}(\pi^{opt} @ \pi^2) + f_{\text{avg}}(\pi^{opt} @ \pi^{2'}). 
\]
This, together with (18), implies that
\[
f_{\text{avg}}(\pi^{opt} @ \pi^2) + f_{\text{avg}}(\pi^{opt} @ \pi^{2'}) \geq (1 + m) f_{\text{avg}}(\pi^{opt}). \quad (19)
\]
Moreover, because \(\pi^2\) and \(\pi^{2'}\) are symmetric, we have \(f_{\text{avg}}(\pi^{opt} @ \pi^2) = f_{\text{avg}}(\pi^{opt} @ \pi^{2'})\). This, together with (19), implies this lemma. \(\square\)

We next present the main theorem of this section.

**Theorem 2** If \(f\) is adaptive submodular and \(m\)-adaptive monotone with respect to \(p(\phi)\), then \(f_{\text{avg}}(\pi^{sad}) \geq \frac{m + 1}{10} f_{\text{avg}}(\pi^{opt})\).

**Proof** Corollary 1 and Lemma 3 together imply that
\[
4 f_{\text{avg}}(\pi^1) + f(e^*) \geq \frac{m + 1}{2} f_{\text{avg}}(\pi^{opt}). \quad (20)
\]
Recall that \(\pi^{sad}\) picks a policy from \{\(\pi^1, \pi^2\)\} to run such that the probability of selecting \(\pi^1\) is \(1/5\) and the probability of selecting \(\pi^2\) is \(4/5\). Hence, we can compute the expected utility of our final policy \(\pi^{sad}\) as follows
\[
f_{\text{avg}}(\pi^{sad}) = \frac{4}{5} \times f_{\text{avg}}(\pi^2) + \frac{1}{5} \times f(e^*) \quad (21)
\]
\[
= \frac{1}{5} \times (4 f_{\text{avg}}(\pi^1) + f(e^*)) \quad (22)
\]
\[
\geq \frac{m + 1}{10} f_{\text{avg}}(\pi^{opt}) \quad (23)
\]
where the inequality is by (20). \(\square\)

## 5 Conclusion

In this paper, we study the partial monotone adaptive submodular maximization problem. We introduce the notation of adaptive monotonicity ratio to measure the degree of adaptive monotonicity of a function. We reanalyze the performance bound of several existing policies using this new notation. Our results show that a near monotone function enjoys improved performance bounds as compared with non-monotone functions.
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